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S1 Detailed experimental results

In the following we show the percentage of cooperators as a function of time for each treatment and phase. The plots show data separately for the three phases: the Initial phase (denoted in green) and the first (red) and second (blue) scoring phases. We immediately observe from the pictures that there seem to be no qualitative difference between the behavior of players in the first and second scoring phase.

The errors bars indicate the 95% Binomial proportion confidence interval\(^1\). The difference in the error bars’ size depends on the wide difference in the number of available data points\(^2\).

Because not all treatments were played in every phase (see Table 2 in the main manuscript), not all the plots show data from all the three phases of the experiment; e.g. only the No scoring treatment was played during the initial phase and so for all the other treatments there is no plot for the Initial Phase of the experiment.

\(^1\)For an exact definition see e.g. [1].

\(^2\)Because we did not run experiments for all possible treatments combinations, the number of data points available for each treatment differs considerably. E.g the Image self scoring treatment was only run before the self scoring treatment, resulting in many less data points for it compared to other treatments. Furthermore, the No scoring treatment has been run at least once in every session (during the first phase), thus resulting in more available data points than all the other treatments.
Figure S1: Average percentage of cooperators as a function of time for the No scoring treatment. The three phases are shown separately: the initial phase in green, first scoring phase in red and the second one in blue.
Figure S2: Average percentage of cooperators as a function of time for the Image scoring treatment. The phases are shown separately: the first scoring phase in red and the second one in blue. In no session, the Image scoring treatment was never played during the Initial phase.
Figure S3: Average percentage of cooperators as a function of time for the Group scoring treatment. The phases are shown separately: the first scoring phase in red and the second one in blue. In no session, the Group scoring treatment was never played during the Initial phase.
Figure S4: Average percentage of cooperators as a function of time for the Self scoring treatment. The phases are shown separately: the first scoring phase in red and the second one in blue. In no session, the Image scoring treatment was never played during the Self phase.
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Figure S5: Average percentage of cooperators as a function of time for the Image self scoring treatment. The Image self scoring treatment was only played during the first scoring phase.
S2 Percentage of cooperators as a function of the observed score in their group

In the following, we plot the percentage of cooperators as a function of the observed score in their group.

In the Image and Group score figures, we can observe that players contribute more with increasing observed score in their group. However, players seem to do so with a downward bias, especially for high score values; this downward bias results in a steady reduction of ”good players”\(^3\) in the population and thus in the breakdown of whatever positive effect the scoring mechanism might have had on the cooperative behavior of players.

In the plots below, the bars indicate the 95\% Binomial proportion confidence interval, computed using the Wilson score interval\(^1\). The Wilson score was chosen because it is well behaved even for small sample sizes and extreme probabilities, and it returns asymmetric confidence intervals\(^4\).

The numbers at the side of each point indicate how many experimental points contributed to the average. The different number of observations derives from the fact that different scoring mechanisms produce a different number of possible combinations of scores in a group.

\(^{3}\)I.e. players with a high score.

\(^{4}\)A focal property of the Wilson score is that it returns non-vanishing error bars for small sample sizes even when the expected probability is 0 or 1.
Figure S6: Cooperation as a function of observed score for the Image scoring treatment. The red line in the figure represents the identity line.
Figure S7: Cooperation as a function of observed score for the Group scoring treatment. The red line in the figure represents the identity line. The dashed error bar indicates that, due to the low number of observations for that point, it is not possible to provide a good estimation of the confidence interval; nevertheless, the best estimation is provided.

Due to the high numbers of possible values for the Self and Image Self scores, the related figures are more chaotic but a similar trend seems to be present as well.
Figure S8: Cooperation as a function of observed score for the Self scoring treatment. The red line in the figure represents the identity line. The dashed error bars indicate that, due to the low number of observations for that points, it is not possible to provide a good estimation of the confidence intervals; nevertheless, the best estimations are provided.
We now look at the case where no score at all was provided to the players: in the following we plot the percentage of cooperation in the group as a function of the image score that the players would have observed if the information would have been provided, i.e. as a function of people in the group that contributed in the previous round. In this case we observe no apparent trend of increasing cooperation.

This suggests that players were indeed responding to the observed scores in the group, and that higher levels of cooperation were not just an artifact due to the correlation between the high scores and high levels of cooperation, i.e. purely a result of conditional cooperation.
In order to further highlight the difference between the cases where scoring is provided or not, we also plot together the image scoring (in black) and no scoring case (in black).
Figure S11: Comparison between the No scoring (black) and the Image scoring (red) treatments: The above picture shows the average cooperation as a function of the scores in the group. We can discern an upward trend for the Image scoring case (red line) but there seem to be no significant trend in the case of No scoring (black line). This suggests that players are indeed responding to other players’ scores.
S3 Further statistical analysis

In the following, we present a different statistical analysis to test whether it is possible to statistically distinguish between treatments.

In accordance to the test presented in the main manuscript, because of the potential correlations between decisions taken by player $i$ at time $t$ and all decisions taken at $t-1$ (also known as temporal autocorrelations), we decided to perform the statistical test only on the data acquired during the first round of each phase. For completeness, at the end of this section we present the same test performed on the entire dataset.

Our goal is to try to understand whether the null hypothesis $H_0$ that treatments have no significant impact on the decisions taken by the agents is verified. For this reason, we performed a permutation test using the between sum of squares (SSB) as statistics:

$$SSB = \sum_{i=1}^{m} n_i (\bar{y}_i - \bar{y})^2$$

where $i$ represents a treatment, $\bar{y}_i$ the average cooperation in that treatment and $\bar{y}$ the overall average cooperation.

The idea behind the test is to randomly permute treatments within sessions many times, thus creating a random sample of all the possible matches between our observable and the treatment under which they have been observed (see figure for a two dimensional example with 3 treatments tested 3 times each).

---

Figure S12: Example of permutation. Every symbol represents data collected in an experiment session. X, △ and O indicate that the data were collected during the first, second and third session respectively. Green indicates that data were collected during treatment 1, red during treatment 2 and blue during treatment 3. $\bar{T}_i$ is the mean for treatment $i$ while $\bar{y}$ represents the global mean.

---

5See e.g. [2, 3, 4, 5] for a review and example applications of permutation tests.
For every random permutation we computed the resulting SSB, thus obtaining an histogram representing the empirical distribution of the SSB values.

We can now compare two hypothesis: The null hypothesis ($H_0$), where treatments have no impact on the decisions taken by the agents and the alternative hypothesis ($H_1$) where we should observe statistical significance of treatments.

To compare the two hypothesis, we calculate the SBB for our original data (let us call it $SBB^*$) and we compute how likely it is (using the empirical observed cumulative distribution function) to observe $SBB^*$ under $H_0$.

Here is what we obtain:

Figure S13: The histogram represents the frequency of observed sbb values obtained from 1000000 permutations. The blue line indicates where the SBB for the original data lies.
Figure S14: Here we plot the empirical cumulative distribution function obtained from the permutation. From it, it is possible to compute the empirical p-value for $SBB^*$. 

From the figures above we can clearly observe that $H_0$ is rejected and thus that the treatments are not all statistically indistinguishable from each other (the observed p-value is $< 0.05$). This is in line with the results presented in table 3 where we observe that some treatments are significantly different from each other.

For completeness, in the following we show the histogram and empirical CDF for the entire dataset (note that some of the points in the complete dataset may be autocorrelated):
Figure S15: Histogram (a) and empirical CDF (b) obtained using the complete dataset.
S4 Decision making micro model

In the following we provide a simple model for each player’s decision making and we subsequently fit it to our data.

We hypothesize that a player could act according to one or more of these behavioral rules:

- **Unconditional defection (cooperation):** Players could just unconditionally defect or cooperate, regardless of the other players’ actions. We find that slightly less of 20% of the subjects in our dataset are unconditional defectors and that two players are unconditional cooperators.

- **Conditional cooperation:** Players’ experiences in their previous group(s) might influence their propensity to cooperate in the future. This implies that players are sensitive to the decisions taken by other players in the past so that the more players cooperated with them in the past, the more will they tend to cooperate in the future\(^6\). Due to the binary nature of actions in the multi-player PD, we get non linear thresholds policies for conditional cooperation; i.e. a player might decide to cooperate if 1, 2 or 3 players (other than himself) cooperated in his previous group. Figure S16 shows how a conditional cooperator would behave depending on the number of people \(N\) that cooperated in his previous group and the conditional cooperation threshold.

- **Indirect reciprocity:** Players have a propensity to cooperate with people that they know cooperated with others in the previous interaction. This means that players are sensitive to the score of the players with which they interact. Again, the binary nature of actions results in more than threshold also for indirect reciprocity; i.e. players might decide to cooperate if the aggregated score that they observe in the group is equal or higher than different values (fixed in our case to 1, 2 or 3). Figure S16 shows how an indirect reciprocator would behave depending on the observed sum of scores and his indirect reciprocity threshold.

- **Learning:** While playing, players might figure out which actions lead to higher payoff. Hence a player would decide to keep his current strategy if the payoff received in the current round is at least equal to the one received in the previous round and switch action otherwise. Figure S17 shows how a player behaving according to our definition of learning would choose his following action based on his actions in the current and previous rounds (respectively \(a_t\) and \(a_{t-1}\)) and the resulting payoffs (respectively \(\phi_t\) and \(\phi_{t-1}\)).

We fitted these behavioral rules to the data collected in our experiment and the results are in line with the macroscopic analysis presented in the main manuscript: We find that people significantly react to the information provided

\(^6\)See e.g. [6, 7, 8] for theoretical and empirical results on conditional cooperation.
### Conditional Cooperation

\( N = \# \text{ of people cooperating in players' group at time } t-1 \)

| \( N \) | \( \text{thresh} \geq 1 \) | \( \text{thresh} \geq 2 \) | \( \text{thresh} \geq 3 \) |
|---|---|---|---|
| 0 | \( D \) | \( D \) | \( D \) |
| 1 | \( C \) | \( D \) | \( D \) |
| 2 | \( C \) | \( C \) | \( D \) |
| 3 | \( C \) | \( C \) | \( C \) |

### Indirect reciprocity

\( N = \text{sum of the score of players' group-mates} \)

| \( N \) | \( \text{thresh} \geq 1 \) | \( \text{thresh} \geq 2 \) | \( \text{thresh} \geq 3 \) |
|---|---|---|---|
| 0 | \( D \) | \( D \) | \( D \) |
| 1 | \( C \) | \( D \) | \( D \) |
| 2 | \( C \) | \( C \) | \( D \) |
| 3 | \( C \) | \( C \) | \( C \) |

Figure S16: Predicted action for conditional cooperation (left) and indirect reciprocity (right). Due to the binary nature of actions in the multi-player PD, we obtain non linear thresholds policies for both conditional cooperation and indirect reciprocity. The decision to cooperate or not for a conditional cooperator will depend on the number of people \( N \) that cooperated in his previous group and on his conditional cooperation threshold. The decision to cooperate or not for an indirect reciprocator depends on the sum of the scores observed in his current group \( N \) and on his indirect reciprocity threshold (here set at 1,2 or 3).
Figure S17: Predicted action for a player behaving according to (our definition) of learning. A player would decide to keep his current action \( a_t \in \{C, D\} \) if the payoff received in the current round \( \phi_t \) is at least equal to the one received in the previous round \( \phi_{t-1} \) and switch action otherwise.
Table S1: Summary of the outcome of the regressions: In the above table we summarize how significant for each treatment are Conditional Cooperation, Indirect Reciprocity and Learning. A double tick indicates that a behavioral rule is highly significant in a given treatment, a single tick signals that a rule is somehow significant and a cross indicates no evidence of that behavior in a given treatment. The results shown in the table are in agreement with the macro analysis presented in the main text: people seem to behave more according to indirect reciprocity rules, the more robust is the scoring mechanism. When scores are unreliable or not available, players revert to conditional cooperation. We also find for all treatments a significant percentage of learning behavior.

|                      | Learning | Cond. Coop. | Indirect Rec. |
|----------------------|----------|-------------|---------------|
| No information       | ✓ ✓      | ✓           | NA            |
| Image scoring        | ✓ ✓      | ✓           | ✓ ✓           |
| Group scoring        | ✓        | ✗           | ✓ ✓           |
| Self scoring         | ✓ ✓      | ✓ ✓         | ✗             |
| Image self scoring   | ✓        | ✗           | ✓             |

Crucially, we find that players seem to have high thresholds for both conditional cooperation and indirect reciprocity. This implies that players react to other players cooperating, but not as much as they should to keep a steady percentage of cooperative players in the population. This is in perfect accord with what observed in Figure 3 in the main manuscript and it results in a steady shrinking of players with a positive score, thus negating the positive effect of reputation on cooperative behavior culminating in the “spiraling down” of cooperation.

We also find that there is a significant percentage of learning behavior across all treatments. Table S1 summarizes our findings.

For a more detailed explanation of the regressions that we performed and for detailed results, we refer the readers to the following subsections: in subsection S4.1 we present the detailed results of regressions using the first 12 out of 20 periods and in subsection S4.2 the results using all periods. Finally, in subsection S4.3 we show the marginal effect of each independent variable over the dependent variable.
S4.1 Fit for first 12 rounds

Due to the large decline in cooperation happening during the late rounds of every treatment, it is harder to distinguish between different behavioral rules since all of the rules we consider would predict the same outcome when nearly everyone defects. For this reason, we performed our regressions using only the first 12 rounds of each phase, thus resulting in 10 data points for each phase\(^7\). Regressions taking into account the full dataset, are presented in the next subsection.

For every treatment, we performed a linear and a probit regression of the full model and of subsets of it.

The full model with which we fit our data is:

\[
\text{Action} = \alpha + \beta_1 \cdot \text{OneCC} + \beta_2 \cdot \text{TwoCC} + \beta_3 \cdot \text{ThreeCC} + \beta_4 \cdot \text{OneIR} \\
+ \beta_5 \cdot \text{TwoIR} + \beta_6 \cdot \text{ThreeIR} + \beta_7 \cdot \text{LearnInert} + \beta_8 \cdot \text{tindex}
\]

where

- **Action** is the dependent variable. It can only take two values: either defect or cooperate.
- **OneCC** is a dummy variable signaling whether at least one person cooperated in the group of the active player in the previous round.
- **TwoCC** is a dummy variable signaling whether at least two people cooperated in the group of the active player in the previous round.
- **ThreeCC** is a dummy variable signaling whether at least three people cooperated in the group of the active player in the previous round.
- **OneIR** is a dummy variable signaling whether the sum of the scores in the active player’s group (excluding the active player’s score) is at least one.
- **TwoIR** is a dummy variable signaling whether the sum of the scores in the active player’s group (excluding the active player’s score) is at least two.
- **ThreeIR** is a dummy variable signaling whether the sum of the scores in the active player’s group (excluding the active player’s score) is at least three.
- **LearnInert** is a dummy variable taking signaling whether or not the player’s choice is consistent with the learning behavior (as defined above).
- **tindex** represents the round in which the decision takes place. It ranges from 3 to 12.

\(^7\)The predictions of the behavioral rules can be tested starting from round 3, because one needs \(a_t\) and \(a_{t-1}\) to predict the action at \(a_{t+1}\).
Below are the results of the regressions that we performed, presented using the `texreg`[9] package. For every treatment we performed a linear and a probit regression for the entire model and then a probit regression for subsets of the model, i.e. taking into account only conditional cooperation or indirect reciprocity (OnlyCC & OnlyIR) or only one of the three possible thresholds (Only1, Only2, Only3).
Table S2: Regression results for the No scoring treatment when only the first 12 rounds are taken into account. Due to the lack of information about the scores of players in this treatment, the model considered here doesn’t contain the indirect reciprocity dummy variables.

|                | Probit | Linear | OnlyCC | Only1 | Only2 | Only3 |
|----------------|--------|--------|--------|-------|-------|-------|
| (Intercept)    | -0.12  | 0.45** | -0.12  | -0.09 | 0.04  | 0.10  |
|                | (0.09) | (0.03) | (0.09) | (0.08) | (0.07) | (0.06) |
| OneCC          | 0.18** | 0.06** | 0.18** | 0.22*** |       |       |
|                | (0.06) | (0.02) | (0.06) | (0.06) |       |       |
| TwoCC          | 0.08   | 0.03   | 0.08   |       | 0.16** |       |
|                | (0.05) | (0.02) | (0.05) |       | (0.05) |       |
| ThreeCC        | 0.22*  | 0.08*  | 0.22*  |       | 0.30*** |       |
|                | (0.09) | (0.03) | (0.09) |       | (0.09) |       |
| Learn_Inert    | 0.37***| 0.14***| 0.37***| 0.38***| 0.37***| 0.37***|
|                | (0.04) | (0.02) | (0.04) | (0.04) | (0.04) | (0.04) |
| tindex         | -0.06***| -0.02***| -0.06***| -0.07***| -0.07***| -0.07***|
|                | (0.01) | (0.00) | (0.01) | (0.01) | (0.01) | (0.01) |
| AIC            | 4786.39 | 4786.39 | 4793.83 | 4797.24 | 4798.37 |
| BIC            | 4823.73 | 4823.73 | 4818.72 | 4822.13 | 4823.26 |
| Log Likelihood | -2387.19 | -2387.19 | -2392.91 | -2394.62 | -2395.18 |
| Deviance       | 4774.39 | 4774.39 | 4785.83 | 4789.24 | 4790.37 |
| Num. obs.      | 3726   | 3726   | 3726   | 3726   | 3726   |
| R²             | 0.06   |        |        |        |        |
| Adj. R²        | 0.06   |        |        |        |        |
| RMSE           | 0.47   |        |        |        |        |

*** p < 0.001, ** p < 0.01, * p < 0.05
|               | Probit   | Linear   | OnlyCC    | OnlyIR    | Only1     | Only2     | Only3     |
|---------------|----------|----------|-----------|-----------|-----------|-----------|-----------|
| (Intercept)   | -0.76*** | 0.22***  | -0.12     | -0.94***  | -0.56**   | -0.78***  | -0.50***  |
|               | (0.18)   | (0.06)   | (0.15)    | (0.16)    | (0.17)    | (0.15)    | (0.13)    |
| OneCC         | -0.23*   | -0.07*   | -0.12     |           | -0.10     |           |           |
|               | (0.10)   | (0.04)   | (0.10)    |           | (0.09)    |           |           |
| TwoCC         | -0.02    | -0.00    | 0.12      |           |           | 0.11      |           |
|               | (0.11)   | (0.04)   | (0.10)    |           |           |           | (0.14)    |
| ThreeCC       | 0.08     | 0.02     | 0.27      |           |           |           |           |
|               | (0.16)   | (0.05)   | (0.15)    |           |           |           |           |
| OneIR         | 0.14     |          | 0.12      | 0.60***   |           |           |           |
|               | (0.13)   | (0.04)   | (0.12)    | (0.11)    |           |           |           |
| TwoIR         | 0.65***  | 0.23***  | 0.63***   |           | 0.82***   |           |           |
|               | (0.11)   | (0.04)   | (0.10)    |           |           |           | (0.09)    |
| ThreeIR       | 0.42***  | 0.16***  | 0.40***   | 0.76***   |           |           |           |
|               | (0.12)   | (0.04)   | (0.12)    | (0.11)    |           |           |           |
| Learn_Inert   | 0.42***  | 0.14***  | 0.45***   | 0.44***   | 0.45***   | 0.45***   | 0.44***   |
|               | (0.08)   | (0.03)   | (0.08)    | (0.08)    | (0.08)    | (0.08)    | (0.08)    |
| tindex        | -0.01    | -0.00    | -0.04**   | -0.00     | -0.04**   | -0.01     | -0.02     |
|               | (0.02)   | (0.01)   | (0.02)    | (0.01)    | (0.01)    | (0.01)    | (0.01)    |
| AIC           | 1275.68  | 1376.72  | 1275.54   | 1350.92   | 1285.87   | 1326.07   |           |
| BIC           | 1320.38  | 1406.52  | 1305.34   | 1375.75   | 1310.70   | 1350.90   |           |
| Log Likelihood| -628.84  | -682.36  | -631.77   | -670.46   | -637.93   | -658.03   |           |
| Deviance      | 1257.68  | 1364.72  | 1263.54   | 1340.92   | 1275.87   | 1316.07   |           |
| Num. obs.     | 1060     | 1060     | 1060      | 1060      | 1060      | 1060      | 1060      |
| R²            | 0.15     |          |           |           |           |           |           |
| Adj. R²       | 0.14     |          |           |           |           |           |           |
| RMSE          | 0.45     |          |           |           |           |           |           |

*** p < 0.001, ** p < 0.01, * p < 0.05

Table S3: Regression results for the Image scoring treatment when only the first 12 rounds are taken into account.
Table S4: Regression results for the Group scoring treatment when only the first 12 rounds are taken into account.

|                      | Probit | Linear | OnlyCC | OnlyIR | Only1 | Only2 | Only3 |
|----------------------|--------|--------|--------|--------|-------|-------|-------|
| (Intercept)          | −0.81*** | 0.21*** | −0.54** | −0.79*** | −0.77*** | −0.55*** | −0.30* |
|                      | (0.19) | (0.06) | (0.17) | (0.18) | (0.19) | (0.16) | (0.14) |
| OneCC                | 0.09 | 0.03 | 0.23* | 0.13 |
|                      | (0.12) | (0.04) | (0.11) | (0.11) |
| TwoCC                | −0.07 | −0.02 | 0.12 | −0.02 |
|                      | (0.14) | (0.05) | (0.13) | (0.12) |
| ThreeCC              | −0.23 | −0.09 | −0.02 | −0.01 |
|                      | (0.25) | (0.09) | (0.24) | (0.23) |
| OneIR                | 0.26* | 0.08* | 0.28* | 0.38*** |
|                      | (0.12) | (0.04) | (0.11) | (0.11) |
| TwoIR                | 0.49*** | 0.19*** | 0.46*** | 0.61*** |
|                      | (0.14) | (0.05) | (0.13) | (0.13) |
| ThreeIR              | 0.51 | 0.20 | 0.42 | 0.82* |
|                      | (0.40) | (0.14) | (0.39) | (0.39) |
| Learn_Inert          | 0.26* | 0.09* | 0.30** | 0.25* | 0.29** | 0.25* | 0.27** |
|                      | (0.10) | (0.03) | (0.10) | (0.10) | (0.10) | (0.10) | (0.10) |
| tindex               | −0.02 | −0.01 | −0.04* | −0.01 | −0.02 | −0.02 | −0.04* |
|                      | (0.02) | (0.01) | (0.02) | (0.02) | (0.02) | (0.02) | (0.02) |

|                     | AIC     | BIC     | Log Likelihood | Deviance | Num. obs. | R² | Adj. R² | RMSE |
|---------------------|---------|---------|----------------|----------|-----------|----|---------|------|
| 1                   | 910.91  | 952.73  | −446.46        | 892.91   | 770       | 0.07 | 0.06   | 0.45 |
| 2                   | 931.29  | 959.17  | −459.65        | 919.29   | 770       |    |         |      |
| 3                   | 906.62  | 934.50  | −447.31        | 894.62   | 770       |    |         |      |
|                      | 919.01  | 942.24  | −454.50        | 909.01   | 770       |    |         |      |
|                      | 911.74  | 934.97  | −450.87        | 901.74   | 770       |    |         |      |
|                      | 932.04  | 955.27  | −461.02        | 922.04   | 770       |    |         |      |

***p < 0.001, **p < 0.01, *p < 0.05
|                      | Probit | Linear | OnlyCC | OnlyIR | Only1 | Only2 | Only3 |
|----------------------|--------|--------|--------|--------|-------|-------|-------|
| (Intercept)          | −0.12  | 0.45***| −0.24  | 0.14   | −0.07 | −0.01 | −0.03 |
|                      | (0.24) | (0.09) | (0.14) | (0.23) | (0.24)| (0.14)| (0.12)|
| OneCC                | 0.33***| 0.12***| 0.33***| 0.36***|
|                      | (0.10) | (0.03) | (0.10) | (0.09) |
| TwoCC                | −0.08  | −0.03  | −0.08  | 0.16*  |
|                      | (0.09) | (0.03) | (0.09) | (0.07) |
| ThreeCC              | 0.40***| 0.15***| 0.41***| 0.43***|
|                      | (0.12) | (0.04) | (0.12) | (0.11) |
| OneIR                | −0.17  | −0.06  | −0.12  | −0.13  |
|                      | (0.21) | (0.08) | (0.21) | (0.21) |
| TwoIR                | 0.01   | 0.01   | 0.04   | 0.05   |
|                      | (0.08) | (0.03) | (0.08) | (0.08) |
| ThreeIR              | 0.08   | 0.03   | 0.14   | 0.10   |
|                      | (0.10) | (0.04) | (0.10) | (0.09) |
| Learn.Inert          | 0.36***| 0.13***| 0.36***| 0.37***| 0.39***| 0.35***| 0.33***|
|                      | (0.07) | (0.03) | (0.07) | (0.07) | (0.07) | (0.07) | (0.07) |
| tindex               | −0.05***| −0.02***| −0.05***| −0.06***| −0.06***| −0.06***| −0.05***|
|                      | (0.01) | (0.01) | (0.01) | (0.01) | (0.01) | (0.01) | (0.01) |
| AIC                  | 1766.59| 1761.84| 1788.08| 1771.58| 1783.82| 1771.26|
| BIC                  | 1813.53| 1793.13| 1819.37| 1797.66| 1809.90| 1797.34|
| Log Likelihood       | −874.30| −874.92| −888.04| −880.79| −886.91| −880.63|
| Deviance             | 1748.59| 1749.84| 1776.08| 1761.58| 1773.82| 1761.26|
| Num. obs.            | 1360   | 1360   | 1360   | 1360   | 1360   | 1360   |
| R²                   | 0.07   | 0.07   | 0.07   | 0.07   | 0.07   | 0.07   |
| Adj. R²              | 0.06   | 0.06   | 0.06   | 0.06   | 0.06   | 0.06   |
| RMSE                 | 0.48   | 0.48   | 0.48   | 0.48   | 0.48   | 0.48   |

*p < 0.001, **p < 0.01, *p < 0.05

Self-scoring

Table S5: Regression results for the Self scoring treatment when only the first
12 rounds are taken into account.
Table S6: Regression results for the Image self-scoring treatment when only the first 12 rounds are taken into account.

|                      | Probit | Linear | OnlyCC | OnlyIR | Only1 | Only2 | Only3 |
|----------------------|--------|--------|--------|--------|-------|-------|-------|
| (Intercept)          | -0.48  | 0.32** | -0.18  | -0.54* | -0.32 | -0.53* | -0.15 |
|                      | (0.26) | (0.09) | (0.23) | (0.25) | (0.25) | (0.22) | (0.18) |
| OneCC                | -0.22  | -0.08  | -0.08  | -0.01  |       |       |       |
|                      | (0.18) | (0.06) | (0.16) | (0.16) |       |       |       |
| TwoCC                | 0.23   | 0.08   | 0.31*  | 0.22   |       |       |       |
|                      | (0.16) | (0.06) | (0.15) | (0.13) |       |       |       |
| ThreeCC              | 0.15   | 0.05   | 0.31   | 0.38   |       |       |       |
|                      | (0.22) | (0.08) | (0.21) | (0.20) |       |       |       |
| OneIR                | 0.12   | 0.04   | 0.10   | 0.32   |       |       |       |
|                      | (0.18) | (0.06) | (0.17) | (0.17) |       |       |       |
| TwoIR                | 0.45** | 0.17** | 0.49** | 0.50***|       |       |       |
|                      | (0.15) | (0.06) | (0.15) | (0.14) |       |       |       |
| ThreeIR              | 0.31   | 0.11   | 0.38   | 0.52   |       |       |       |
|                      | (0.29) | (0.10) | (0.28) | (0.28) |       |       |       |
| Learn_Inert          | 0.33*  | 0.12*  | 0.37** | 0.44***| 0.37**| 0.37**|       |
|                      | (0.13) | (0.05) | (0.13) | (0.13) | (0.13) | (0.13) |       |
| tindex               | -0.01  | -0.00  | -0.04  | -0.01  | -0.04 | -0.01 | -0.04 |
|                      | (0.02) | (0.01) | (0.02) | (0.02) | (0.02) | (0.02) | (0.02) |
| AIC                  | 585.61 | 593.47 | 583.71 | 597.94 | 581.26 | 592.25 |
| BIC                  | 622.59 | 618.13 | 608.37 | 618.49 | 601.80 | 612.80 |
| Log Likelihood       | -283.80| -290.74| -285.86| -293.97| -285.63| -291.13|
| Deviance             | 567.61 | 581.47 | 571.71 | 587.94 | 571.26 | 582.25 |
| Num. obs.            | 450    | 450    | 450    | 450    | 450    | 450    |
| R²                   |        |        |        |        | 0.10   |        |        |
| Adj. R²              |        |        |        |        | 0.08   |        |        |
| RMSE                 |        |        |        |        | 0.47   |        |        |

***p < 0.001, **p < 0.01, *p < 0.05
S4.2 Fit for all rounds

In this sections we present the results of the regressions when the entire dataset is taken into consideration. The model with which we fit the data is exactly the same as the one presented in the previous subsection (except, of course, for \textit{tindex} that in this case ranges from 3 to 20).
Table S7: Regression results for the No scoring treatment when all the rounds are taken into account. Due to the lack of information about the scores of players in this treatment, the model considered here does not contain the indirect reciprocity dummy variables.

|               | Probit | Linear | OnlyCC | Only1 | Only2 | Only3 |
|---------------|--------|--------|--------|-------|-------|-------|
| (Intercept)   | −0.24  | 0.41***| −0.24  | −0.19 | 0.03  | 0.02  |
|               | (0.14) | (0.05) | (0.14) | (0.13)| (0.12)| (0.11)|
| OneCC         | 0.33***| 0.12***| 0.33***| 0.35***|
|               | (0.10) | (0.03) | (0.10) | (0.09)|      |       |
| TwoCC         | −0.08  | −0.03  | −0.08  | 0.16* |
|               | (0.09) | (0.03) | (0.09) | (0.07)|      |       |
| ThreeCC       | 0.41***| 0.16***| 0.41***|
|               | (0.12) | (0.04) | (0.12) |
| Learn_Inert   | 0.36***| 0.13***| 0.36***| 0.35***| 0.33***|
|               | (0.07) | (0.03) | (0.07) | (0.07)| (0.07)|
| tindex        | −0.05***| −0.02***| −0.05***| −0.06***| −0.06***|
|               | (0.01) | (0.00) | (0.01) | (0.01)| (0.01)|

|               | AIC    | 1761.84 | 1761.84 | 1769.99 | 1782.18 | 1770.32 |
|---------------|--------|---------|---------|---------|---------|---------|
| BIC           | 1793.13| 1793.13 | 1790.85 | 1803.05 | 1791.18 |         |
| Log Likelihood| −874.92| −874.92 | −880.99 | −887.09 | −881.16 |         |
| Deviance      | 1749.84| 1749.84 | 1761.99 | 1774.18 | 1762.32 |         |
| Num. obs.     | 1360   | 1360    | 1360    | 1360    | 1360    |         |
| R²            | 0.07   |         |         |         |         |         |
| Adj. R²       | 0.06   |         |         |         |         |         |
| RMSE          | 0.48   |         |         |         |         |         |

***p < 0.001, **p < 0.01, *p < 0.05
Table S8: Regression results for the Image scoring treatment when all the rounds are taken into account.

|             | Probit | Linear | OnlyCC | OnlyIR | Only1 | Only2 | Only3 |
|-------------|--------|--------|--------|--------|-------|-------|-------|
| (Intercept) | −0.76*** | 0.22*** | −0.12 | −0.94*** | −0.56** | −0.78*** | −0.50*** |
|             | (0.18) | (0.06) | (0.15) | (0.16) | (0.17) | (0.15) | (0.13) |
| OneCC       | −0.23*  | −0.07*  | −0.12 | −0.10  |       |       |       |
|             | (0.10) | (0.04) | (0.10) |        |       |       |       |
| TwoCC       | −0.02   | −0.00   | 0.12  | −0.04  |       |       |       |
|             | (0.11) | (0.04) | (0.10) |        |       |       |       |
| ThreeCC     | 0.08    | 0.02    | 0.27  |        | 0.11  |       |       |
|             | (0.16) | (0.05) | (0.15) |       |       |       |       |
| OneIR       | 0.14    | 0.04    |       |       | 0.12  | 0.60*** |       |
|             | (0.13) | (0.04) | (0.12) | (0.11) | (0.11) |       |       |
| TwoIR       | 0.65*** | 0.23*** | 0.63*** | 0.82*** |       |       |       |
|             | (0.11) | (0.04) | (0.10) | (0.09) | (0.09) |       |       |
| ThreeIR     | 0.42*** | 0.16*** | 0.40*** |       | 0.76*** |       |       |
|             | (0.12) | (0.04) | (0.12) | (0.11) | (0.11) |       |       |
| Learn.Inert | 0.42*** | 0.14*** | 0.45*** | 0.44*** | 0.45*** | 0.45*** | 0.44*** |
|             | (0.08) | (0.03) | (0.08) | (0.08) | (0.08) | (0.08) | (0.08) |
| tindex      | −0.01   | −0.00   | −0.04** | −0.00 | −0.04** | −0.01 | −0.02  |
|             | (0.02) | (0.01) | (0.02) | (0.01) | (0.01) | (0.01) | (0.01) |

|          | AIC    | Linear | OnlyCC | OnlyIR | Only1 | Only2 | Only3 |
|----------|--------|--------|--------|--------|-------|-------|-------|
|          | 1275.68 | 1376.72 | 1275.54 | 1350.92 | 1285.87 | 1326.07 |       |
|          | 1320.38 | 1406.52 | 1305.34 | 1375.75 | 1310.70 | 1350.90 |       |
| Log Likelihood | −628.84 | −682.36 | −631.77 | −670.46 | −637.93 | −658.03 |       |
| Deviance | 1257.68 | 1364.72 | 1263.54 | 1340.92 | 1275.87 | 1316.07 |       |
| Num. obs. | 1060   | 1060   | 1060   | 1060   | 1060   | 1060   | 1060   |
| R²       |        | 0.15   |        |        |        |        |        |
| Adj. R²  |        | 0.14   |        |        |        |        |        |
| RMSE     |        | 0.45   |        |        |        |        |        |

*** p < 0.001, ** p < 0.01, * p < 0.05
### Table S9: Regression results for the Group scoring treatment when all the rounds are taken into account.

|                | Probit  | Linear | OnlyCC | OnlyIR | Only1 | Only2 | Only3 |
|----------------|---------|--------|--------|--------|-------|-------|-------|
| (Intercept)    | −0.81***| 0.21***| −0.54**| −0.79***| −0.77***| −0.55***| −0.30* |
|                | (0.19)  | (0.06) | (0.17) | (0.18) | (0.19) | (0.16) | (0.14) |
| OneCC          | 0.09    | 0.03   | 0.23*  | 0.13   |       |       |       |
|                | (0.12)  | (0.04) | (0.11) | (0.11) |       |       |       |
| TwoCC          | −0.07   | −0.02  | 0.12   | −0.02  |       |       |       |
|                | (0.14)  | (0.05) | (0.13) | (0.12) |       |       |       |
| ThreeCC        | −0.23   | −0.09  | −0.02  | −0.01  |       |       |       |
|                | (0.25)  | (0.09) | (0.24) | (0.23) |       |       |       |
| OneIR          | 0.26*   | 0.08*  | 0.28*  | 0.38***|       |       |       |
|                | (0.12)  | (0.04) | (0.11) | (0.11) |       |       |       |
| TwoIR          | 0.49*** | 0.19***| 0.46***| 0.61***|       |       |       |
|                | (0.14)  | (0.05) | (0.13) | (0.13) |       |       |       |
| ThreeIR        | 0.51    | 0.20   | 0.42   |       | 0.82* |       |       |
|                | (0.40)  | (0.14) | (0.39) | (0.39) |       |       |       |
| Learn_Inert    | 0.26*   | 0.09*  | 0.30** | 0.25*  | 0.29**| 0.25* | 0.27**|
|                | (0.10)  | (0.03) | (0.10) | (0.10) | (0.10) | (0.10) | (0.10) |
| tindex         | −0.02   | −0.01  | −0.04* | −0.01  | −0.02 | −0.02 | −0.04*|
|                | (0.02)  | (0.01) | (0.02) | (0.02) | (0.02) | (0.02) | (0.02) |
| AIC            | 910.91  | 931.29 | 906.62 | 919.01 | 911.74 | 932.04 |       |
| BIC            | 952.73  | 959.17 | 934.50 | 942.24 | 934.97 | 955.27 |       |
| Log Likelihood | −446.46 | −459.65 | −447.31 | −454.50 | −450.87 | −461.02 |       |
| Deviance       | 892.91  | 919.29 | 894.62 | 909.01 | 901.74 | 922.04 |       |
| Num. obs.      | 770     | 770    | 770    | 770    | 770    | 770    |       |
| R²             |         | 0.07   |        |        |        |        |       |
| Adj. R²        |         | 0.06   |        |        |        |        |       |
| RMSE           |         | 0.45   |        |        |        |        |       |

***p < 0.001, **p < 0.01, *p < 0.05
|                     | Probit | Linear | OnlyCC | OnlyIR | Only1 | Only2 | Only3 |
|---------------------|--------|--------|--------|--------|-------|-------|-------|
| (Intercept)         | -0.12  | 0.45***| -0.24  | 0.14   | -0.07 | -0.01 | -0.03 |
|                     | (0.24) | (0.09) | (0.14) | (0.23) | (0.24)| (0.14)| (0.12)|
| OneCC               | 0.33***| 0.12***| 0.33***| 0.36***|       |       |       |
|                     | (0.10) | (0.03) | (0.10) | (0.09) |       |       |       |
| TwoCC               | -0.08  | -0.03  | -0.08  | 0.16*  |       |       |       |
|                     | (0.09) | (0.03) | (0.09) | (0.07) |       |       |       |
| ThreeCC             | 0.40***| 0.15***| 0.41***| 0.43***|       |       |       |
|                     | (0.12) | (0.04) | (0.12) | (0.11) |       |       |       |
| OneIR               | -0.17  | -0.06  | -0.12  | -0.13  |       |       |       |
|                     | (0.21) | (0.08) | (0.21) | (0.21) |       |       |       |
| TwoIR               | 0.01   | 0.01   | 0.04   | 0.05   |       |       |       |
|                     | (0.08) | (0.03) | (0.08) | (0.08) |       |       |       |
| ThreeIR             | 0.08   | 0.03   | 0.14   | 0.10   |       |       |       |
|                     | (0.10) | (0.04) | (0.10) | (0.09) |       |       |       |
| Learn_Inert        | 0.36***| 0.13***| 0.36***| 0.37***| 0.39***| 0.35***| 0.33***|
|                     | (0.07) | (0.03) | (0.07) | (0.07) | (0.07)| (0.07)| (0.07)|
| tindex              | -0.05***| -0.02***| -0.05***| -0.06***| -0.06***| -0.06***| -0.05***|
|                     | (0.01) | (0.01) | (0.01) | (0.01) | (0.01)| (0.01)| (0.01)|
| AIC                 | 1766.59| 1761.84| 1788.08| 1771.58| 1783.82| 1771.26|
| BIC                 | 1813.53| 1793.13| 1819.37| 1797.66| 1809.90| 1797.34|
| Log Likelihood      | -874.30| -874.92| -888.04| -880.79| -886.91| -880.63|
| Deviance            | 1748.59| 1749.84| 1776.08| 1761.58| 1773.82| 1761.26|
| Num. obs.           | 1360   | 1360   | 1360   | 1360   | 1360  | 1360  |
| R²                  | 0.07   | 0.07   | 0.07   | 0.07   | 0.07  | 0.07  |
| Adj. R²             | 0.06   | 0.06   | 0.06   | 0.06   | 0.06  | 0.06  |
| RMSE                | 0.48   | 0.48   | 0.48   | 0.48   | 0.48  | 0.48  |

Table S10: Regression results for the Self-scoring treatment when all the rounds are taken into account.
|                | Probit | Linear | OnlyCC | OnlyIR | Only1 | Only2 | Only3 |
|----------------|--------|--------|--------|--------|-------|-------|-------|
| (Intercept)    | -0.48  | 0.32***| -0.18  | -0.54* | -0.32 | -0.53*| -0.15 |
|                | (0.26) | (0.09) | (0.23) | (0.25) | (0.25)| (0.22)| (0.18)|
| OneCC          | -0.22  | -0.08  | -0.08  | -0.01  |       |       |       |
|                | (0.18) | (0.06) | (0.16) | (0.16) |       |       |       |
| TwoCC          | 0.23   | 0.08   | 0.31*  | 0.22   |       |       |       |
|                | (0.16) | (0.06) | (0.15) | (0.13) |       |       |       |
| ThreeCC        | 0.15   | 0.05   | 0.31   | 0.38   |       |       |       |
|                | (0.22) | (0.08) | (0.21) | (0.20) |       |       |       |
| OneIR          | 0.12   | 0.04   | 0.10   | 0.32   |       |       |       |
|                | (0.18) | (0.06) | (0.17) | (0.17) |       |       |       |
| TwoIR          | 0.45** | 0.17** | 0.49** | 0.50***|       |       |       |
|                | (0.15) | (0.06) | (0.15) | (0.14) |       |       |       |
| ThreeIR        | 0.31   | 0.11   | 0.38   | 0.52   |       |       |       |
|                | (0.29) | (0.10) | (0.28) | (0.28) |       |       |       |
| Learn_Inert    | 0.33*  | 0.12*  | 0.37** | 0.44***| 0.37**| 0.37**|       |
|                | (0.13) | (0.05) | (0.13) | (0.13) | (0.13)| (0.13)| (0.13)|
| tindex         | -0.01  | -0.00  | -0.04  | -0.01  | -0.04 | -0.01 | -0.04 |
|                | (0.02) | (0.01) | (0.02) | (0.02) | (0.02)| (0.02)| (0.02)|
| AIC            | 585.61 | 593.47 | 583.71 | 597.94 | 581.26| 592.25|       |
| BIC            | 622.59 | 618.13 | 608.37 | 618.49 | 601.80| 612.80|       |
| Log Likelihood | -283.80| -290.74| -285.86| -293.97| -285.63| -291.13|       |
| Deviance       | 567.61 | 581.47 | 571.71 | 587.94 | 571.26| 582.25|       |
| Num. obs.      | 450    | 450    | 450    | 450    | 450   | 450   | 450   |
| \( R^2 \)      |       | 0.10   |        |        |       |       |       |
| Adj. \( R^2 \) |       | 0.08   |        |        |       |       |       |
| RMSE           |       | 0.47   |        |        |       |       |       |

\(* * * p < 0.001, * * p < 0.01, * p < 0.05\)
S4.3 Marginal effects

In the following subsection, we plot the marginal effects of each independent variable over the dependent variable, i.e. the choice to cooperate or defect in the following round, as obtained from the probit regression.

For each treatment, we compute the average of the sample marginal effects, as suggested in Fernihough.

The results are shown below; the error bars indicate the confidence interval at $2\sigma$.

Figure S18: Marginal effects of all the independent variables for the No scoring treatment. Due to the lack of information about the scores of players in this treatment, the model considered here doesn’t contain the indirect reciprocity dummy variables.

---

The marginal effect $m$ of an independent variable $x$ on a dependent variable $y$ can be interpreted as the value such that a unit increase in $x$ increases $y$ by $m$ units.
Figure S19: Marginal effects of all the independent variables for the Image scoring treatment.

Figure S20: Marginal effects of all the independent variables for the Group scoring treatment.
Figure S21: Marginal effects of all the independent variables for the Self scoring treatment.

Figure S22: Marginal effects of all the independent variables for the Image self scoring treatment.
S4.4 Order Effects

Throughout both this and the main manuscript, we have assumed that the order in which treatments are played have no influence over the decision of the players. This assumption was supported by qualitative observation of our data and the well known restart effect (see e.g. Andreoni[11]).

Here we very briefly check whether this assumption holds by performing a very simple linear regression with the order of the treatment as the only independent variable and the player’s decision as dependent variable:

| Order linear regression         |            |
|--------------------------------|------------|
| (Intercept)                    | 0.41***    |
|                                 | (0.01)     |
| Order                          | −0.03***   |
|                                 | (0.01)     |
| $R^2$                          | 0.00       |
| Adj. $R^2$                     | 0.00       |
| Num. obs.                      | 13248      |
| RMSE                           | 0.47       |

Table S12: Results of a linear regression assuming the order in which treatments are played as the only independent variable.

As we can observe from the above table, the order in which the treatments are played results to be significant. However, the marginal effect of it seems to be quite small$^9$.

Hence, we conclude that, while the order is not completely irrelevant, its effect on the overall decision of the players are small enough that our approximation remains reasonable.

$^9$In a linear regression, the coefficient of the regression is a good approximation of the marginal effect of an independent variable.
S5 Laboratory instructions

As part of the supplementary material, we provide all the written instructions that were handed out to the players during the experiment. The instructions are provided as a separate (tar) file.

The instructions consisted in a welcome/introductory sheet that was given to all players when they arrived in the laboratory and in treatment-specific instructions, given to the players at the beginning of every phase. The instructions given to the players at the beginning of the phases varied depending on which treatment the players had already played during the session. Hence each set of instructions is labeled as $i - j - k$ (with $i, j, k \in \{1, \ldots, 5\}$) where $i, j, k$ indicate which treatments were played during that session and $i - j - k$ indicates the order in which they were played.

The mapping from numbers to treatments is the following:

1. No scoring
2. Image scoring
3. Group scoring
4. Self scoring
5. Image self scoring

No further instructions, other than the written ones, were provided to the subjects.
S6 Screenshots

In the following we show screenshots of various stages of the experiment. These are exactly what the participants saw on their screens.
Figure S23: This is a screenshot of the payoff calculator. In every session, before the Initial Phase, players were given time to understand the game by trying different combinations of theirs and their teammates actions and observe the payoff outcome.

Figure S24: This is
Initial phase

Figure S25: This is the decision screen shown to the players during the initial phase. As shown by the screenshot, no information regarding the teammates is provided to the players.
Figure S26: This is the feedback screen as shown in all treatments other than Self Scoring. It shows how many players defected or cooperated in the player’s group and his/her resulting payoff for the round.
Figure S27: This is the decision screen shown to the players in the Image Scoring treatment (from the second round on). On the left it shows how players were grouped in the previous round and what were the individual decisions. The green line highlights the player and the yellow lines the player’s teammates in the current round.
Figure S28: This is the decision screen shown to the players in the Group Scoring treatment (from the second round on). On the left it shows how players were grouped in the previous round and the group score of each group. The green line highlights the player and the yellow lines the player’s teammates in the current round.
Self scoring

Figure S29: This is the feedback screen shown to the players in the Self Scoring treatment. In addition to receive the same feedback as in all the other treatments, players are asked to rate their group on a scale from zero to three.
Figure S30: This is the decision screen shown to the players in the Image Self Scoring treatment (from the second round on). On the left it shows how players where grouped in the previous round and each player’s (image-self) score. The green line highlights the player and the yellow lines the player’s teammates in the current round.
Figure S31: This is a screenshot of the Image Self score calculator. Before the Image Self score treatment, players were given time to understand the scoring mechanism by trying different combinations of theirs and their teammates actions and observe the resulting score.
S7 Dataset

All the data-points collected in the experiment are provided as a CSV file. In the following, we provide a short description of the dataset to help reproduce our findings.

The experiment featured 12 sessions with 16 participants in each session, for a total of 192 participants and 13248 individual decisions.

Each row in the database represents one decision. Its attributes are:

- **Session**: This is a unique identifier for each session (remember that each session consists of an Initial Phase and two Scoring Phases).
- **Treatment**: This indicates which treatment was currently being played: No scoring, image scoring, group scoring, truthful scoring (meaning Image Self Scoring) and self scoring.
- **Period**: Indicates in which of the 20 rounds in a phase the decision was taken.
- **Subject**: Identifies the identity of the subject in a session. Note that this uniquely identifies subjects in a session, but not in different sessions.
- **Group**: Indicates to which group (in that round) belonged the player that made a decision.
- **Contributed**: This is the decision taken by the player: 1 indicates that the player cooperated and 0 that the player did not.
- **Profit**: This is how much profit the player made this turn.
- **NumOfContr**: This is how many people in the player group contributed in that round.
- **Order**: This indicates whether a certain decision was taken during the Initial Phase (1), the Scoring Phase 1 (2) or the Scoring Phase 2 (3).
- **ID**: This is a unique identifier for the Phase that the player was playing. This means that each unique sessions has three unique IDs.
- **Image**: This indicates (when applicable) the score of the player after that round; i.e. the result of the decision(s) in the current round that will be shown to the players in the following round.
- **GiveStars**: This indicates how many stars did the player assigned to his/her group in the Self Scoring treatment.
- **PlayerIdent**: This a unique identifier for all subjects. I.e., contrarily to the Subject attribute, this uniquely identifies a player in the entire dataset.
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