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Abstract—In compressed sensing problems, ℓ₁ minimization or Basis Pursuit was known to have the best provable phase transition performance of recoverable sparsity among polynomial-time algorithms. It is of great theoretical and practical interest to find alternative polynomial-time algorithms which perform better than ℓ₁ minimization. [4], [1] have shown that a two-stage re-weighted ℓ₁ minimization algorithm can boost the phase transition performance for signals whose nonzero elements follow an amplitude probability density function (pdf) f(·) whose t-th derivative f'(0) ≠ 0 for some integer t ≥ 0. However, for signals whose nonzero elements are strictly suspended from zero in distribution (for example, constant-modulus, only taking values ‘+d’ or ‘−d’ for some nonzero real number d), no polynomial-time signal recovery algorithms were known to provide better phase transition performance than plain ℓ₁ minimization, especially for dense sensing matrices. In this paper, we show that a polynomial-time algorithm can universally elevate the phase transition performance of compressed sensing, compared with ℓ₁ minimization, even for signals with constant-modulus nonzero elements. Contrary to conventional wisdoms that compressed sensing matrices are desired to be isometric, we show that non-isometric matrices are not necessarily bad sensing matrices. In this paper, we also provide a framework for recovering sparse signals when sensing matrices are not isometric.

I. INTRODUCTION

Compressed sensing addresses the problem of recovering sparse signals from under-determined systems of linear equations [4], [1]. In particular, if x is an n × 1 real-numbered vector that is known to have at most k nonzero elements where k < n, and A is an m × n measurement matrix with k < m < n, then for appropriate values of k, m and n, it is possible to efficiently recover x from y = Ax [1], [2], [4].

In this paper, we only consider the asymptotically linear case where m/n → δ for a certain constant δ > 0. For simplicity of presentation, we only consider the case that the observation y is noiseless. One of the most important recovery algorithm is ℓ₁ minimization which can be formulated as follows:

\[ \min_{Ax = y} \|x\|_1. \]  (I.1)

Precise phase transitions of signal recovery using ℓ₁ minimization were established by Donoho and Tanner in [2], [5], [6], by using tools from convex geometry [11], [12], [10]. In particular, it was shown, in [2], [5], [6], that if the measurement matrix have i.i.d. Gaussian elements, for a given ratio of δ = m/n, ℓ₁ minimization can successfully recover every k-sparse signal, provided that \( \mu = \frac{\delta}{k} \) is smaller that a certain threshold. This successful recovery property holds true with high probability as n → ∞.

This threshold guarantees the recovery of all sufficiently sparse signals and is therefore referred to as a “strong” threshold. It does not depend on the actual distribution of the nonzero entries of the sparse signal and thus is a universal result.

Another notion introduced and computed in [2], [5] is that of a weak threshold \( \mu_W(\delta) \) under which signal recovery is guaranteed for almost all support sets and almost all sign patterns of the sparse signal, with high probability as n → ∞. The weak threshold is the phase transition threshold that can be observed in simulations of ℓ₁ minimization, and allows for signal recovery beyond the strong threshold. It is also universal in the sense that it is independent of the amplitude of the nonzero elements of sparse signals take.

While a large number of decoding algorithms have been introduced since the breakthrough works [1], [2], [4], there were no polynomial-time algorithms which provably provide better phase transition performance than \( \mu_W(\delta) \) provided by ℓ₁ minimization, especially for dense sensing matrices. It is worth noting that different variations of reweighted ℓ₁ algorithms have been recently introduced in the literature [16], [17], [19], [18], [20], [21], and have shown empirical performance improvements over plain ℓ₁ minimization for special classes of sparse signals. In [16], a iterative reweighted ℓ₁ minimization algorithm was proposed, and is shown to empirically outperform ℓ₁ minimization for sparse signals with non-flat distributions for nonzero elements. However, for signals whose nonzero elements are constant-modulus, namely only taking values ‘+d’ or ‘−d’ for some nonzero real number d, the empirical recoverable sparsity in [16] is almost identical to plain ℓ₁ minimization. No theoretical results were obtained showing better phase transition performance guarantee than ℓ₁ minimization in [16]. Similar performance improvements, together with similar limitations for sparse signals with constant-modulus nonzero elements, were empirically observed for several other variations of iterative reweighted algorithms [19], [18], [20], [21]. These algorithms fail to empirically improve the phase transition performance for signals with constant-
modulus nonzero elements, arguably because it is very hard to extract meaningful support information for signals with constant-modulus nonzero elements. In [7], approximately sparse signals have been considered, where perfect recovery is not possible. However, it has been shown that the recovery noise can be reduced using an iterative scheme.

On the theoretical side, there are results showing that, for certain types of sparse signals, variations of iterative reweighted ℓ₁ minimization algorithms indeed provide better phase transition performance than plain ℓ₁ minimization. In particular, in [20], it was shown that a two-stage iterative reweighted ℓ₁ minimization improves the phase transition performance for a restricted class of sparse signals whose nonzero elements have dramatically different amplitudes. [21] showed that a two-stage iterative reweighted ℓ₁ minimization algorithm improves the phase transition performance for sparse signals with Gaussian distributed nonzero elements. Using a scaling law result for the stability of ℓ₁ minimization, and the Grassmann angle framework [3,17] for the weighted ℓ₁ minimization, [22] and [23] prove that an iterative reweighted ℓ₁ algorithm indeed has better phase transition performance for a wide class of sparse signals, including sparse Gaussian signals. The key to these results is that, for these signals, ℓ₁ minimization has an approximate support recovery property [21] which can be exploited by a reweighted ℓ₁ algorithm, to obtain a provably superior phase transition performance.

More specifically, [22] and [23] have shown that, if the nonzero elements over the signal support follow a probability density function (pdf) f(·) whose t-th derivative fⁿ(0) ≠ 0 for some t ≥ 0, then a certain iterative reweighted ℓ₁ minimization algorithm can be analytically shown to lift the phase transition thresholds (weak thresholds) of plain ℓ₁ minimization algorithm through using the scaling law for the sparse recovery stability. In fact, [22] and [23] extended the results [21] of phase transition improvements for sparse vectors with Gaussian nonzero elements, whose amplitude pdf is nonzero at the origin (namely the pdf’s 0-th derivative is nonzero). However, [22] and [23] failed to show phase transition improvement for sparse signals with constant-modulus nonzero elements. Again, this is because the authors were not able to establish approximate support recovery property for sparse signals with constant-modulus nonzero elements. In fact, for sparse signals with nonzero constant-modulus elements, ℓ₁ minimization is unstable as soon as the sparsity surpasses the weak threshold, and it is thus very hard to extract support information from the decoding results of plain ℓ₁ minimization [3,24,26].

In this paper, we do not assume that the decoder has any prior information about the signal support or about the probability density function of the nonzero elements in the sparse signal. When this prior information is available to the decoder, weighted ℓ₁ minimization [17] or message passing algorithms [25] can improve the phase transition of plain ℓ₁ minimization.

Naturally, it is of great theoretical and practical interest to find alternative polynomial-time algorithms which perform better than ℓ₁ minimization, in the absence of any prior information about the sparse signal. Please also see [21] for discussions on working towards a better compressed sensing. Even though [20, 21, 22] and [23] have shown that a two-stage re-weighted ℓ₁ minimization algorithm can boost the phase transition performance for signals whose nonzero elements follow an amplitude probability density function (pdf) f(·) whose t-th derivative fⁿ(0) ≠ 0 for some integer t ≥ 0, these results are not universal over all the possible probability distributions for nonzero elements. As discussed, the main difficulties are from sparse signals whose nonzero elements are strictly suspended from zero in distribution (for example, constant-modulus, only taking values ‘+d’ or ‘−d’ for some nonzero real number d).

In this paper, we show that a polynomial-time algorithm can universally elevate the phase-transition performance of compressed sensing, compared with ℓ₁ minimization, even for sparse signals with constant-modulus nonzero elements. Our ideas is to use non-isometric sensing matrices, and to design modified ℓ₁ minimization algorithms tailored to these non-isometric sensing matrices. Our theoretical analysis is based on the scaling law for the stability of ℓ₁ minimization.

Contrary to conventional wisdoms that compressed sensing matrices are desired to be isometric, we show that non-isometric matrices are not necessarily bad sensing matrices. In this paper, we also provide a framework for recovering sparse signals when sensing matrices are not isometric.

This paper is organized as follows. In Section II and III, we introduce the basic concepts and system model. In Section IV, we summarize the scaling law [22] for recovery stability in compressed sensing. In Section V, we introduce the non-isometric sensing matrices. In Section VI, we introduce our new sparse recovery algorithm, and state the main results. In Sections VII and VIII, we outline the key steps of our proof. In Section IX, simulation results are given to demonstrate improved phase transition performance, brought by non-isometric sensing matrices and new signal recovery algorithms.

II. BASIC DEFINITIONS

A sparse signal with exactly k nonzero entries is called k-sparse. For a vector x, ∥x∥₁ denotes the ℓ₁ norm. The support of x, denoted by supp(x), is the support set of its nonzero coordinates. For a vector x that is not exactly k-sparse, we define the k-support of x to be the index set of the largest k entries of x in amplitude, and denote it by supp_k(x). For a subset K of the entries of x, x_K means the vector formed by those entries of x indexed in K.

III. SIGNAL MODEL AND PROBLEM DESCRIPTION

We consider sparse random signals with i.i.d. nonzero entries. In other words we assume that the unknown sparse signal is an n × 1 vector x with exactly k nonzero entries, where each nonzero entry is independently sampled from a well defined distribution. The measurement matrix A is an m × n matrix with a compression ratio δ = m/n. Compressed sensing theory guarantees that if μ = k/δ is smaller than a certain threshold, then every k-sparse signal can be recovered.
using $\ell_1$ minimization. The relationship between $\delta$ and the maximum threshold of $\mu$ for which such a guarantee exists is called the strong sparsity threshold \cite{4}, and is denoted by $\mu_S(\delta)$. A more practical performance guarantee is the so-called weak sparsity threshold, denoted by $\mu_W(\delta)$, and has the following interpretation. For a fixed value of $\delta = \frac{\alpha}{n}$ and i.i.d. Gaussian matrix $A$ of size $m \times n$, a random $k$-sparse vector $x$ of size $n \times 1$ with a randomly chosen support set and a random sign pattern can be recovered from $Ax$ using $\ell_1$ minimization with high probability, if $\frac{k}{n} < \mu_W(\delta)$. Other types of recovery thresholds can be obtained by imposing more or fewer restrictions. For example, strong and weak thresholds for nonnegative signals have been evaluated in \cite{6}.

We assume that the support size of $x$, namely $k$, is slightly larger than the weak threshold of $\ell_1$ minimization. In other words, $k = (1 + \epsilon_0)\mu_W(\delta)$ for some $\epsilon_0 > 0$. This means that if we use $\ell_1$ minimization, a randomly chosen $\mu_W(\delta)$-sparse signal will be recovered perfectly with very high probability, whereas a randomly selected $k$-sparse signal will not. We would like to show that for a strictly positive $\epsilon_0$, the new $\ell_1$ algorithm of Section \ref{sec:algorithm} can indeed recover a randomly selected $k$-sparse signal with high probability, which means that it has an improved weak threshold.

IV. THE SCALING LAW FOR THE COMPRESSED SENSING STABILITY

To prove our sensing matrices and signal recovery algorithms provide better phase transition performance, we need the stability result of compressed sensing when signal sparsity is bigger than the weak threshold. In this section, we will recall from \cite{5,22} the scaling law of the $\ell_1$ recovery stability as a function of signal sparsity.

When the sparsity of the signal $x$ is larger than the weak threshold $\mu_W(\delta)n$, a common stability result for the $\ell_1$ minimization is that, for a set $K \subseteq \{1,2,...,n\}$ with cardinality $|K|$ small enough for $A$ to satisfy the restrict isometry condition \cite{4} or the null space robustness property \cite{13,14}, the decoding error is bounded by,

$$\|x - \hat{x}\|_1 \leq D\|x_K\|_1,$$  \hspace{1cm} (IV.1)

where $\hat{x}$ is any minimizer to $\ell_1$ minimization, $D$ is a constant, $K$ is the complement of the set $K$ and $x_K$ is the part of $x$ over the set $K$.

To date, known bounds on $|K|/n$, for the restricted isometry condition to hold with overwhelming probability, are small compared with the weak threshold $\mu_W(\delta)$ \cite{4,9,13,15,22} and \cite{22} used the Grassmann angle approach to characterize sharp bounds on the stability of $\ell_1$ minimization and showed that, for an arbitrarily small $\epsilon_0$, as long as $|K|/n = (1 - \epsilon_0)\mu_W(\delta)n$, with overwhelming probability as $n \to \infty$, \cite{IV.1} holds for some constant $D$ (of course depends on $|K|/n$). In particular, \cite{22} and \cite{23} gave a closed-form characterization for this tradeoff between $C$ (related to $D$), as in the following Theorem \cite{1} and the sparsity ratio $|K|/n$. This tradeoff is termed as the scaling law for compressive sensing recovery stability, and stated in Theorem \cite{2}. First, we first see how recovery stability is related to $C$.

Theorem 1: Let $A$ be a general $m \times n$ measurement matrix, $x$ be an $n$-element vector and $y = Ax$. Denote $K$ as a subset of $\{1,2,...,n\}$ such that its cardinality $|K| = k$ and further denote $\hat{K} = \{1,2,...,n\} \setminus K$. Let $w$ denote an $n \times 1$ vector. Let $C > 1$ be a fixed number.

Given a specific set $K$ and suppose that the part of $x$ on $K$, namely $x_K$ is fixed. No matter what $x_{\hat{K}}$ is, the solution $\hat{x}$ produced by the $\ell_1$ minimization satisfies

$$\|x_K\|_1 - \|\hat{x}_K\|_1 \leq \frac{2}{C - 1}\|x_{\hat{K}}\|_1$$

and

$$\|(x - \hat{x})_{\hat{K}}\|_1 \leq \frac{2C}{C - 1}\|x_{\hat{K}}\|_1,$$

if $\forall w \in \mathbb{R}^n$ such that $Aw = 0$, we have

$$\|x_K + w_{K}\|_1 + \|w_{\hat{K}}\|_1 \geq \|x_{\hat{K}}\|_1.$$  \hspace{1cm} (IV.2)

From \cite{5} and \cite{9}, if the matrix $A$ is sampled from an i.i.d. Gaussian ensemble, and $C = 1$, for a single index set $K$, there exists a weak threshold $0 < \mu_W < 1$ such that if $|K|/n \leq \mu_W$, then with overwhelming probability as $n \to \infty$, the condition \cite{IV.2} holds for all $w \in \mathbb{R}^n$ satisfying $Aw = 0$. Now if we take a single index set $K$ with cardinality $|K| = (1 - \omega)\mu_W$, we would like to derive a characterization of $C$, as a function of $\frac{|K|}{n} = (1 - \omega)\mu_W$, such that the condition \cite{IV.2} holds for all $w \in \mathbb{R}^n$ satisfying $Aw = 0$. This is stated in the following theorem.

Theorem 2: \cite{22} Assume the $m \times n$ measurement matrix $A$ is sampled from an i.i.d. Gaussian ensemble, and let $K$ be a single index set with $\frac{|K|}{n} = (1 - \omega)\mu_W$, where $\mu_W$ is the weak threshold for ideally sparse signals and $\omega$ is any real number between 0 and 1. We also let $x$ be an $n$-dimensional signal vector with $x_K$ being an arbitrary but fixed signal component. Then with overwhelming probability, the condition \cite{IV.2} holds for all $w \in \mathbb{R}^n$ satisfying $Aw = 0$, under the parameter $C = \frac{1}{\sqrt{1 - \omega}}$.

V. NON-ISOMETRIC SENSING MATRICES

It is well known that compressed sensing matrices $A$ should be isometric. For example, restricted isometry condition is a widely used condition \cite{4} to prove that $\ell_1$ minimization provides performance guarantees of successfully recovering sparse signals. However, in this paper, we propose to use non-isometric matrices for compressed sensing.

As is often the case in compressed sensing \cite{4,5}, sensing matrices consist of i.i.d. elements following a certain distribution, for example, the Gaussian distribution. For such a matrix $A$, with high probability, different columns will be roughly equal to each other in length. In our design, we adopt a weighted version of traditional sensing matrices by multiplying each column of $A$ with a randomly generated number. Let $A$ be an usual compressed sensing matrix, and let $AW$ denote our proposed sensing matrix. Then

$$AW = A \times W,$$
where $W$ is a diagonal matrix with each diagonal element being nonzero. In this paper, we generate each of the diagonal elements from the standard Gaussian distribution $\mathcal{N}(0,1)$. Then the measurement results are given by
\[ y = AWx^{\text{true}}, \]
where $x^{\text{true}}$ is the original sparse signal. Note that if we denote $x = Wx^{\text{true}}$, then we have
\[ y = Ax. \]

VI. MODIFIED REWEIGHTED $\ell_1$ ALGORITHM

Our proposed algorithm is a modified iterative reweighted algorithm tailored to non-isometric matrices. To find the sparse signal, instead of solving the following $\ell_0$ minimization problem
\[ \min \|z\|_0 \quad \text{subject to} \quad AWz = y, \tag{VI.1} \]
we solve a modified but equivalent problem
\[ \min \|Wz\|_0 \quad \text{subject to} \quad AWz = y, \tag{VI.2} \]
because $Wz$ has the same support as $z$. Replacing $Wz$ with $z$, (VI.2) further reduces to
\[ \min \|z\|_0 \quad \text{subject to} \quad Az = y. \tag{VI.3} \]

On the surface, this is nothing but a usual sparse signal recovery problem, where $A$ is used to generate a measurement vector $Az$. However, in our proposed scheme, simply because $AW$ is used as the sensing matrix, nonzero elements of $Wx^{\text{true}}$ (appearing in $y = A(Wx^{\text{true}})$) can not be constant modulus; moreover, nonzero elements of $Wx^{\text{true}}$ follow an amplitude probability density function $f(\cdot)$ such that $f(0) > 0$.

This inspires us to propose the following reweighted $\ell_1$ minimization algorithm, modified from the reweighted algorithms from [20], [21]. The algorithm consists of two $\ell_1$ minimization steps: a standard one and a weighted one. The input to the algorithm is the vector $y = AWx^{\text{true}}$, where $x^{\text{true}}$ is a $k$-sparse signal with $k = (1 + \epsilon_0)\mu W(\delta)n$, and the output is an approximation $x^*$ to the unknown vector $x$. We assume that $k$, or an upper bound on it, is known. We remark that this is not a critical assumption, because there are at most $n$ possibilities for the sparsity. Also $\omega > 1$ is a predetermined weight.

**Algorithm I:**

1) Solve the $\ell_1$ minimization problem:
\[ \hat{x} = \arg \min \|z\|_1 \quad \text{subject to} \quad Az = y. \tag{VI.4} \]

2) Obtain an approximation for the support set of $x$: find the index set $L \subset \{1, 2, \ldots, n\}$ which corresponds to the largest $k$ elements of $\hat{x}$ in magnitude.

3) Solve the following weighted $\ell_1$ minimization problem and declare the solution as output:
\[ \check{x} = \arg \min \|z_L\|_1 + \omega\|z_{\bar{L}}\|_1 \quad \text{subject to} \quad Az = y. \tag{VI.5} \]

4) $x^* = W^{-1}\check{x}$.

The idea behind the algorithm is as follows. In the first step we perform a standard $\ell_1$ minimization. If the sparsity of the signal is beyond the weak threshold $\mu_W(\delta)n$, then $\ell_1$ minimization is not capable of recovering the signal. However, we can use its output to identify an index set $L$ in which most elements correspond to the nonzero elements of $x$. We finally perform a weighted $\ell_1$ minimization by penalizing those entries of $x$ that are not in $L$ because they have a lower chance of being nonzero elements.

In the next sections we formally prove that, for certain classes of signals, Algorithm I has a recovery threshold beyond that of standard $\ell_1$ minimization, even for sparse signals with constant-modulus nonzero elements. By denoting $x = Wx^{\text{true}}$ and recognizing $y = Ax$, the phase transition improvement results of [22] apply to $x$, since $x$ now has an amplitude probability density function $f(\cdot)$ such that $f(0) \neq 0$. Once we can recover $x$, $x^{\text{true}} = W^{-1}x$ will also be successfully recovered. For readers’ convenience, we outline the reasoning steps of [22] and [23] in Sections VII and VIII. In Section VII we prove that there is a large overlap between the index set $L$, found in Step 2 of the algorithm, and the support set of the unknown signal $x$ (denoted by $K$)—see Theorem 3. Then in Section VIII we show that the large overlap between $K$ and $L$ can result in perfect recovery of $x$, beyond the standard weak threshold, when a weighted $\ell_1$ minimization is used in Step 3.

VII. APPROXIMATE SUPPORT RECOVERY, STEPS 1 AND 2 OF THE ALGORITHM [22]

In this section, we carefully study the first two steps of Algorithm I. The unknown signal $x$ is assumed to be a $k$-sparse vector with support set $K$, where $k = |K| = (1 + \epsilon_0)\mu W(\delta)n$, for some $\epsilon_0 > 0$. The set $L$, as defined in the algorithm, is in fact the $k$-support set of $\hat{x}$. We show that for small enough $\epsilon_0$, the intersection of $L$ and $K$ is very large with high probability, so that $L$ can be counted as a good approximation to $K$. The main results are summarized in Theorem 3 [22].

**Theorem 3:** [22] [Support Recovery] Let $A$ be an i.i.d. Gaussian $m \times n$ measurement matrix with $m = \delta n$. Let $k = (1 + \epsilon_0)\mu W(\delta)$ and $x$ be an $n \times 1$ random $k$-sparse vector whose nonzero element amplitude follows the distribution of $f(x)$. Suppose that $\hat{x}$ is the approximation to $x$ given by the $\ell_1$ minimization, namely $\hat{x} = \arg \min_{Ax = y} \|z\|_1$. Then, for any $\epsilon_0 > 0$ and for all $\epsilon > 0$, as $n \rightarrow \infty$,
\[ \Pr\left[ \frac{|\text{supp}(x) \cap \text{supp}(\hat{x})|}{k} < (1 - F(y^*)) > -\epsilon \right] \rightarrow 1, \tag{VII.1} \]
where $y^*$ is the solution to $y$ in the equation $\int_0^y xf(x)dx = \zeta(\epsilon_0)$.

Moreover, if the integer $t \geq 0$ is the smallest integer for which the amplitude distribution $f(x)$ has a nonzero $t$-th order derivative at the origin, namely $f^{(t)}(0) \neq 0$, then as $\epsilon_0 \rightarrow 0$, with high probability,
\[ \frac{|\text{supp}(x) \cap \text{supp}(\hat{x})|}{k} = 1 - O\left(\epsilon_0^{\frac{1}{t+2}}\right). \tag{VII.2} \]

The proof of Theorem 3 relies on the scaling law for recovery stability. Note that if $\epsilon_0 \rightarrow 0$, then Theorem 3 implies
that $\frac{|K\cap L|}{k}$ becomes arbitrarily close to 1. We can also see that the support recovery is better when the probability distribution function of $f(x)$ has a lower order of nonzero derivative. This is consistent with the better recovery performance observed for such distributions in simulations of the iterative reweighted $\ell_1$ minimization algorithms [10].

VIII. PERFECT RECOVERY, STEP 3 OF THE ALGORITHM [22]

In Section VII we showed that, if $\epsilon_0$ is small, the $k$-support of $x$, namely $L = \text{supp}_k(\hat{x})$, has a significant overlap with the true support of $x$. The scaling law gives a quantitative lower bound on the size of this overlap in Theorem 5. In Step 3 of Algorithm 1, weighted $\ell_1$ minimization is used, where the entries in $L$ are assigned a higher weight than those in $L$. In [8], we have been able to analyze the performance of such weighted $\ell_1$ minimization algorithms. The idea is that if a sparse vector $x$ can be partitioned into two sets $L$ and $\bar{L}$, where in one set the fraction of non-zeros is much larger than in the other set, then (VI.5) can increase the recovery threshold of $\ell_1$ minimization.

Theorem 4: [8] Let $L \subset \{1, 2, \ldots, n\}$, $\omega > 1$ and the fractions $f_1, f_2 \in [0, 1]$ be given. Let $\gamma_1 = \frac{L}{n}$ and $\gamma_2 = 1 - \gamma_1$. Measurement matrices $A$ have i.i.d. $\mathcal{N}(0, 1)$ Gaussian elements. There exists a threshold $\delta_0(\gamma_1, \gamma_2, f_1, f_2, \omega)$ such that, with overwhelming probability, a sparse vector $x$ with at least $f_1 \gamma_1 n$ nonzero entries over the set $L$, and at most $f_2 \gamma_2 n$ nonzero entries over the set $\bar{L}$ can be perfectly recovered using $\min_{Ax = \lambda x} \|x_L\|_1 + \omega \|x_{\bar{L}}\|_1$, where $A$ is a $\delta_n, n \times n$ matrix with i.i.d. Gaussian entries. Furthermore, for appropriate $\omega$, $\mu_W(\delta_0(\gamma_1, \gamma_2, f_1, f_2, \omega)) < f_1 \gamma_1 + f_2 \gamma_2$.

e.g., standard $\ell_1$ minimization using a $\delta_n, n \times n$ measurement matrix with i.i.d. Gaussian entries cannot recover such $x$.

To apply Theorem 4 to the approximate support recovery property, we should consider all the possibilities for $\text{supp}_k(\hat{x})$. In fact, there are at most $\binom{n}{k} \cdot \frac{n}{k}^{n-k}$ possibilities for $\text{supp}_k(\hat{x})$. When

$$\frac{|\text{supp}(x) \cap \text{supp}_k(\hat{x})|}{k} = 1 - O(\epsilon_0^{\frac{1}{2}}), \quad (VIII.1)$$

a union bound over all the possibilities will be overwhelmed by the negative exponent of the failure probability in Theorem 4 as $\epsilon_0 \to 0$, thus leading to Theorem 5.

The main threshold improvement result is summarized in the following theorem [23]. For a detailed proof of this theorem, the readers can refer to [23].

Theorem 5 (Perfect Recovery): Let $A$ be an $n \times n$ i.i.d. Gaussian matrix with $\frac{m}{n} = \delta$. If $\delta_0(\mu_W(\delta)1 - \mu_W(\delta), 1, 0, \omega) < \delta$, then there exist $\epsilon_0 > 0$ and $\omega > 0$ such that, with high probability as $n$ grows to infinity, Algorithm 1 perfectly recovers a random $(1 + \epsilon_0)\mu_W(\delta)n$-sparse vector with i.i.d. nonzero entries following an amplitude distribution whose pdf has a nonzero derivative of some finite order at the origin.

IX. SIMULATION RESULTS

In this section, we present simulation results of the phase transition performance of our new algorithm. In our simulation, we consider sparse signals with constant-modulus nonzero elements, for which conventional iterative reweighted algorithms failed to elevate the phase transition performance [16]. We also consider sparse signals with Gaussian nonzero elements. Our simulation results indeed show that the new algorithm indeed universally elevates the phase transition performance of compressed sensing, no matter what amplitude distribution the nonzero elements follow.

In the first simulation, the signal vector dimension $n$ is chosen to be 1000, and the number of measurements $m = 500$. The nonzero elements of sparse signals take value $+1$ or $-1$ independently with equal probability. We remark, however, that the decoder does not know the magnitude of the constant-modulus nonzero elements or whether the nonzero elements are constant-modulus. For sparse signals with constant-modulus nonzero elements, it was noted [16] that iterative reweighted $\ell_1$ minimization algorithms have almost the same phase transition performance as plain $\ell_1$ minimization, and so we only simulate plain $\ell_1$ minimization algorithms for comparison with our new algorithm.

For one simulated curve, we use measurement matrices $A$ with i.i.d. zero-mean Gaussian elements $\mathcal{N}(0, 1)$, and plain $\ell_1$ minimization was used to recover the sparse signals. For another simulated curve, non-isometric matrices $AW$ are generated by multiplying columns of $A$ with independent $\mathcal{N}(0, 1)$ Gaussian random variables, and our proposed new algorithm is used to recover the sparse signals. For both curves, we simulate 100 random examples for each sparsity level, and the decoding is declared successful if the decoding error $\|x^{true} - x^\lambda\|_2^2 \leq 10^{-6}$.

Figure 1 shows that the phase transition threshold for plain $\ell_1$ minimization is around $\frac{n}{m} = 0.17$. For non-isometric matrices, and our new algorithm, the threshold is around $\frac{n}{m} = 0.21$, a 23% increase over plain $\ell_1$ minimization.

In the second simulation, we adopt the same setting as the first simulation, except that $n = 512$, $m = 256$ and the nonzero elements of sparse signals are taken as i.i.d. $\mathcal{N}(0, 1)$ Gaussian random variables. Figure 2 shows that the phase transition threshold for plain $\ell_1$ minimization is around $\frac{n}{m} = 0.17$. For non-isometric matrices, and our new algorithm, the threshold is around $\frac{n}{m} = 0.21$, also a 23% increase over plain $\ell_1$ minimization.
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