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\section*{ABSTRACT}

In this study, we investigate the problem of string-based molecular generation via variational autoencoders (VAEs) that have served a popular generative approach for various tasks in artificial intelligence. Our main idea is to maintain multiple decoders while sharing a single encoder, i.e., it is a type of ensemble techniques. Here, we first found that training each decoder independently may not be effective as the bias of the ensemble decoder increases severely under its auto-regressive inference. To alleviate this issue, our proposed technique is two-fold: (a) a different latent variable is sampled for each decoder (from estimated mean and variance offered by the shared encoder) to encourage diverse characteristics of decoders and (b) a collaborative loss is used during training to control the aggregated quality of decoders using different latent variables. In our experiments, the proposed VAE model particularly performs well for generating a sample from out-of-domain distribution.

\textbf{Index Terms}— Ensemble, generative models, out-of-distribution, auto-regressive, novelty

\section{1. INTRODUCTION}

For the material (molecular) discovery via molecular generation, several approaches based on machine learning are actively adopting [1, 2, 3, 4]. Instead of human experts that design novel molecules using the domain knowledge, such a machine learning model can do a similar job by generating candidate molecules based on existing data annotated with physical properties. The ability to generate novel molecules is essential for successful molecular discovery. For generating string representation of novel molecules, we investigate variational autoencoders (VAEs) [5] with auto-regressive decoders, which is of popular choice as a deep generative model for such a generation task.

We aim for providing an orthogonal simple, yet effective idea. To this end, we use ‘ensemble’ techniques that are arguably the most trustworthy techniques for boosting the performance of machine learning models. They have played a critical role in the machine learning community to obtain better predictive performance than what could be obtained from any of the constituent learning models alone, e.g., Bayesian model/parameter averaging [6], boosting [7] and bagging [8]. However, under the VAE framework, researchers draw less attention to ensemble techniques as it is not straightforward how to aggregate predictions of multiple encoders and decoders of VAE for improving them.

In this paper, we design an ensemble version of VAE by utilizing multiple decoders in VAE, while sharing the encoder. In particular, our proposed idea ensembles logits from decoders in an auto-regressive generation process. Here, we found that training each decoder independently is not effective as the bias of the ensemble model increases under its auto-regressive inference.\footnote{For example, in our experiment, multiple decoders trained independently showed a higher reconstruction loss than vanilla VAE with the similar model size.} To maintain both small bias and variance of the ensemble model, each decoder is trained not only individually, but also in a way to collaborate with the others. Furthermore, to encourage diverse characteristics of decoders, we also propose to sample different latent variables for each decoder (from estimated mean and variance offered by the shared encoder) given a molecule during training.

We conducted experiments on a publicly available dataset on the molecular generation task for demonstrating the superiority of the proposed multi-decoder VAE model (MD-VAE). MD-VAE achieved lower training loss and higher reconstruction accuracy than baselines including VAE with k-annealing and Controllable VAE [9, 10]. The efficiency of generation for OOD-domain is more important than that for in-domain for the molecular discovery. We emphasize that MD-VAE achieved 31.4\% higher relative generative efficiency than Controllable VAE (ControlVAE) for this perspective. This is remarkable as VAEs are often reported to be poor for generating OOD-domain samples [11]. Although we apply MD-VAE to the molecular generation task, we believe that it can be applied to a broader range of domains, e.g., image generation with desired styles or text generation with desired sentiments.

\section{2. CONDITIONAL VAE}

The conditional VAE (cVAE) [12, 13] is designed to generate data given certain conditions such as classes or labels. In the cVAE, SMILES (string form) [14] of molecule $x$ is assumed to be generated from $p\theta(x|y, z)$ conditioned on target...
In this study, we propose a neural architecture for VAE, which we name MD-VAE. Our primary idea is to use multiple decoders while sharing a single encoder, as illustrated in Figure 1 (a). In particular, we consider an auto-regressive model (e.g., recurrent neural network or transformer). Then, to aggregate outputs of multiple decoders, the decoder’s logit values are averaged to predict the next token in an auto-regressive manner. Here, each decoder has its own separate parameters, and produces a different logit value. One may expect that such ensemble of different logits provides more robust prediction than that from an individual decoder. However, to the best of our knowledge, such ensemble version of VAE has not been explored in literature.

This is because a naive ensemble of independently trained decoders (while sharing a single encoder) may increase the model bias (although it may decrease the model variance), as it can boost up significantly under VAEs using auto-regressive decoders. To mitigate such an negative effect, we propose to
optimize the following additional collaborative loss to train our model:

\[
L_{\text{col}} = -\mathbb{E}_z \left[ \log \frac{1}{K} \sum_k p_{\phi_k}(x|y,z) \right].
\] (3)

Herein, \( K \) indicates the number of decoders of MD-VAE. We remark that such a collaborative loss may not be effective for ensemble of non-auto-regressive models, e.g., the standard classification or regression model, as it increases the model variance. However, in our case using auto-regressive models, it is effective as reducing the model bias is more crucial than doing the model variance. Nevertheless, even for our model, to reduce the model variance, we suggest to sample a different latent variable from the shared encoder for each decoder during training. It encourage for decoders to produce diverse outputs, and hence reduces the variance of the ensemble model. Specifically, each latent variable is sampled from the approximation of the posterior distribution of \( z \) given \( x \) and \( y \), and there are \( K \) sampled latent variables \( z_1, z_2, \ldots, z_K \) where

\[
z_k \sim \mathcal{N}(z_k|\mu_\phi(x,y), \text{diag}(\sigma_\phi(x,y))).
\] (4)

In summary, we integrate two ideas to train the proposed MD-VAE model. The collaborative loss promotes small bias of the ensemble prediction over multiple decoders, while sampling different latent variables for decoders does small variance of the ensemble model. Namely, we consider the following additional loss to train decoders in MD-VAE:

\[
L_{\text{dif, col}} = -\mathbb{E}_{z_1,\ldots,z_K} \left[ \log \frac{1}{K} \sum_k p_{\phi_k}(x|y,z_k) \right].
\] (5)

The only difference in Eq. (3) and Eq. (5) is to use the latent variable \( z \) or \( z_k \). The total reconstruction loss is a linear interpolation between collaborative and individual loss functions:

\[
L_{\text{MD}}^{\text{recon}} = \alpha L_{\text{dif, col}} - \frac{1 - \alpha}{K} \sum_{k=1}^{K} \log p_{\phi_k}(x|y,z_k),
\] (6)

where the second term indicates an individual loss of each decoder, and \( \alpha \) is a hyper-parameter to control a ratio of the collaborative loss. Eq. (6) is minimized together with the KLD loss in Eq. (2):

\[
L_{\text{total}}^{\text{MD}} = L_{\text{recon}} - \text{KLD}(q_\phi(\cdot|x,y)||p(\cdot)).
\] (7)

4. EXPERIMENTS

4.1. Experiment Setup

ZINC [18] is a database comprising information on various drug-like molecules. ZINC contains 3D structural information of molecules and molecular physical properties such as molecular weight (molWt), partition coefficient (LogP), and quantitative estimation of drug-likeness (QED). We used two subsets of ZINC: ZINC250K [19] and ZINC310K [20, 12]. The vocabulary for SMILES contains 39 different symbols, such as 1, 2, 3, [, ], H, B, C, N, O. The minimum, median, and maximum lengths of a SMILES string in ZINC250K are 9, 44, and 120, respectively. The average values of molwt, LogP, and QED are about 330, 2.457, and 0.7318 in ZINK250K, respectively. The three quantities are 313, 1.9029, 0.7527 in ZINK310K, respectively.

Each encoder and decoder of the VAE model consists of three layers with self-attention like transformer, and the dimension of the latent variable is set to 100. We used the Adam optimizer [21] with \( \beta_1 = 0.9, \beta_2 = 0.999, \) and \( \epsilon = 10^{-8} \), and the initial learning rate was 0.001. Each model was trained during 100 epochs, and batch size was 128. We compared six methods and its detailed information is as follows:

- **Base**: vanilla VAE with k-annealing [9]
- **ControlVAE**: controllable VAE [10]. It controls a weight of KLD term in Eq. (2) to have desired KLD value. According to the our experimental results, when the KLD loss was controlled as about 15, ControlVAE showed a better performance than Base.
- **MD**: ControlVAE with multi-decoder with only the individual loss and the same sampled \( z \).
- **MD_{col}**: ControlVAE with multi-decoder and collaborative loss, \( (\alpha = 0.5) \)
- **MD_{dif}**: ControlVAE with multi-decoder and multi-\( z \) sampling. Each decoder is trained by different \( z \) from the same input data.
- **MD_{dif,col}**: ControlVAE with multi-decoder, collaborative loss and multi-\( z \) sampling.

4.2. Evaluation: Training Phase and Reconstruction Success Rate

ZINC250K was used for the training data, and the reconstruction loss of each model was measured for the evaluation metric. In the cases of single decoder based VAE (Base, ControlVAE), the reconstruction loss is the sum of the cross-entropy for each token between the decoder’s output and the true label. For MDs (MD, MD_{col}, MD_{dif} and MD_{dif,col}), an ensemble of decoders’ outputs is used as an output for the recon-
Table 2. The conditional satisfaction in terms of MAE between a condition and simulation value of the top 1 molecules generated by each model (the lower the better): For a conditional molecular generation, the quality of generated molecules is one of the essential factor. For each condition (property), the best generated molecules are compared. For each case, molecular generation was tried 2,000 times by each model. (QED = 1.2861 is an improper condition because it was a physically absent region. The maximum QED from RDKit is 0.948.)

| Top1 MAE | In-domain | Out-of-distribution domain |
|---------|-----------|---------------------------|
| Property | molWt | LogP | QED | molWt | LogP | QED |
| Condition | 434, 330, 230 | 4.816, 2.457, 0.098 | 0.9598, 0.7318, 0.5038 | 580 | 84 | -3.281 |
| Base | 0.1520 | 0.0008 | 0.0041 | 0.0810 | 0.0780 | 0.0013 |
| ControlVAE | 0.1177 | 0.0005 | 0.0041 | 0.0800 | 0.0740 | 0.0005 |
| MD | 0.0940 | 0.0030 | 0.0040 | 0.1740 | 0.0980 | 0.0003 |
| MD_{col} | 0.0497 | 0.0013 | 0.0042 | 0.0760 | 0.0740 | 0.0111 |
| MD_{dif} | 0.0797 | 0.0007 | 0.0041 | 0.0470 | 0.0074 | 0.0051 |
| MD_{dif,col} | 0.0513 | 0.0004 | 0.0041 | 0.0620 | 0.1140 | 0.0005 |

4.3. Evaluation: Molecular Generative Efficiency and Conditional Satisfaction

The generative efficiency is a rate of the generated molecule satisfying validity, uniqueness, and novelty. The validity means that the generated molecule has a sound structure determined using the RDKit package [22]. For example, if the generative efficiency is 0.9, 90 molecules are sound, distinct and novel when the molecular generation is tried 100 times. To generate novel molecules using eVAE, latent variables are sampled from a normal distribution, and it is necessary to decide the condition that generated molecules should have. Each molecule of ZINC dataset has three properties: molWt, LogP and QED. One of the properties were determined manually as desired value, and the other properties were sampled from the conditional probability distribution of training dataset [12]. We specified two types of conditions: in-domain and y-extrapolation (OOD). In the in-domain case, the mean μ and lower and upper limits of 90% confidence interval (μ ± 1.645σ) of train dataset were used (molWt ∈ {330, 434, 230}, LogP ∈ {2.457, 4.816, 0.098}, QED ∈ {0.9598, 0.7318, 0.5038}). Meanwhile, in the OOD case, outlier values (μ ± 4σ) were used (molWt ∈ {580, 84}, LogP ∈ {8.194, −3.281}, QED ∈ {1.2861, 0.1775}). For each condition, 2,000 molecules were generated by each method. According to our experiments, ControlVAE and MD_{dif,col} showed 0.363 and 0.477 in terms of the molecular generative efficiency on OOD case. Furthermore, MD_{dif,col} (0.909) outperformed ControlVAE (0.880) on in-domain case.

Other important indicator is a conditional satisfaction for novel molecules. The discovery of new molecules with properties close to the target properties is essential. For this reason, we measured a mean absolute error (MAE) of the top 1 molecule having the smallest MAE to the input conditions, as shown in Table 2. Three properties of generated molecules were all calculated using RDKit. In the table, the dash (-) means that the model failed to generate even a single valid molecule. In the case of OOD, MD_{dif,col} outperformed ControlVAE except the condition MolWt = 84. In particular, MDs showed a sensational performance when the LogP’s condition was -3.281. In a nutshell, the proposed methods averagely showed a lower MAE than ControlVAE and Base.

5. CONCLUSION

In this study, we propose a simple method for molecular generation task. Our primary idea is to maintain multiple decoders while sharing a single encoder. To facilitate synergy between decoders, we introduce a collaborative loss function. We also propose to utilize a different latent variable for each decoder in order to diversify decoders while they collaborate with others to achieve a common goal. In our experiments, especially for out-of-distribution conditions, MD-VAE is far better than baselines with respect to generative efficiency and conditional satisfaction of generated molecules.
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