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Abstract. To bridge the gap between supervised semantic segmentation and real-world applications that acquires one model to recognize arbitrary new concepts, recent zero-shot segmentation attracts a lot of attention by exploring the relationships between unseen and seen object categories, yet requiring large amounts of densely-annotated data with diverse base classes. In this paper, we propose a new open-world semantic segmentation pipeline that makes the first attempt to learn to segment semantic objects of various open-world categories without any efforts on dense annotations, by purely exploiting the image-caption data that naturally exist on the Internet. Our method, Vision-language-driven Semantic Segmentation (ViL-Seg), employs an image and a text encoder to generate visual and text embeddings for the image-caption data, with two core components that endow its segmentation ability: First, the image encoder is jointly trained with a vision-based contrasting and a cross-modal contrasting, which encourage the visual embeddings to preserve both fine-grained semantics and high-level category information that are crucial for the segmentation task. Furthermore, an online clustering head is devised over the image encoder, which allows to dynamically segment the visual embeddings into distinct semantic groups such that they can be classified by comparing with various text embeddings to complete our segmentation pipeline. Experiments show that without using any data with dense annotations, our method can directly segment objects of arbitrary categories, outperforming zero-shot segmentation methods that require data labeling on three benchmark datasets.

1 Introduction

As a crucial problem in computer vision, semantic segmentation [30] aims to assign a class label to each pixel in the image. Most existing semantic segmentation
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Fig. 1. By purely utilizing the image-caption pairs from the Internet (without using any data with dense annotations), ViL-Seg is able to segment various object categories in the open world even though they are never labeled in existing segmentation datasets.

methods [37,5,26,28,50] are only capable of segmenting base categories appearing in the training dataset. However, the number of object classes in existing semantic segmentation datasets [10,31,2] is limited due to the costly pixel-wise annotations, e.g., PASCAL VOC [10] with 20 categories and COCO Stuff [2] with 183 categories, which is far away from the number of object categories that exist in reality. The usual way to increase the category number is by annotating more images of the novel categories, which, however, not only requires tremendous human labeling efforts but also faces difficulty to collect enough samples given the extremely large class number in open-world [14].

Recently, zero-shot segmentation methods [45,1,13,9] have been proposed to generalize the semantic segmentation model to unseen classes by leveraging the word embeddings to discover the implicit relationship between base and novel classes. However, since all these methods rely on the training on a specific dataset containing some base classes, the developed segmentation model would be biased towards either seen classes or the training scenes [13], which will hurt the segmentation performance on novel classes and the transfer ability to other datasets in real-world applications.

Inspired by the recent advance of vision-language pre-training methods [36,27], we aim to learn a model that can segment various object categories in open-world by purely leveraging the vision-language data that exists naturally on the Internet (cf. Fig. 1). Compared with traditional manually-annotated datasets, image-caption data from the Internet [40,4] is much easier to collect and needs no more
costly human labeling process. Besides, given the tremendous data resources on the Internet, these data can easily scale up to tens or hundreds of millions level and greatly increase the diversity of images and object categories [7], which paves the way for the model to handle object classes that are never labeled in existing datasets but exist in reality. Recently, there have been some studies [49,12] to exploit the large-scale vision-language data to solve some downstream tasks, such as image classification [36] or captioning [39]. Zareian et al. [12] also proposed to leverage the cross-modal data to address unseen-class object detection problem by distilling the knowledge from a pre-trained zero-shot classification model [36] into an object detector. However, how to leverage these web-based image-caption data to address the semantic segmentation problem for open-world object categories remains unsolved, which is also highly challenging given that the caption only contains a global semantic description for the image which is insufficient for the segmentation task that requires dense semantic understanding.

In this paper, we present Vision-language-driven Semantic Segmentation (ViL-Seg), a new open-world annotation-free semantic segmentation pipeline that makes the first attempt to learn to segment semantic objects of various open-world categories by purely exploiting the vision-language data from the Internet. In detail, ViL-Seg utilizes an image encoder and a text encoder to generate visual and text embeddings for two different modalities (i.e., image and caption). To preserve the fine-grained semantics and high-level category information which are two key properties for the visual embeddings in segmentation task, the image encoder has been trained under the supervision of two complementary objectives, i.e., a) a vision-based contrasting by comparing global and local image patches to learn local to global correspondence; b) a cross-modal contrasting to exploit the category information from natural language supervision. Furthermore, an online clustering head is further designed over the image encoder, which segments the fine-grained visual embeddings into distinct semantic groups such that they can be classified by comparing the alignment with text embeddings of various open-world object categories. This online clustering design also makes the training and inference of ViL-Seg end-to-end.

Our main contributions are summarized as follows:

- We present Vision-language-driven Semantic Segmentation (ViL-Seg), which to our knowledge is the first attempt to use the image-caption pairs from the Internet to learn to segment objects of various open-world categories without using any densely-annotated data.
- To explore the segmentation-related knowledge from image-caption data, ViL-Seg employs two complementary contrastive objectives to promote the quality of visual embeddings, with an online clustering head to dynamically divide the visual embeddings into different semantic regions. Both the training and inference of ViL-Seg are performed end-to-end.
- Experiments show that without using any data with dense annotations, our ViL-Seg can segment various open-world object categories, and outperform state-of-the-art zero-shot segmentation methods that require data labeling on three benchmark datasets, e.g., 5.56% mIoU increase on PASCAL VOC.
2 Related Work

2.1 Zero-shot Semantic Segmentation.

Zero-shot semantic segmentation [1] denotes segmenting unseen categories without training with any instances of them. For the past few years, some methods [21,23] have been proposed via learning word embeddings between seen and unseen categories. For instance, SPNet [45] utilizes a generator to generate synthetic features from word embedding to match the corresponding vision features, while ZS3Net [1] projects visual semantic embedding into class probability via a fixed word embedding matrix of different classes. To mitigate the seen categories’ bias in SPNet and the model collapse problem in ZS3Net, CaGNet [13] proposes a contextual module to generate more diverse and context-aware word embeddings. Based on these methods, SIGN [9] further adopts and improves standard positional encoding to integrate spatial information of feature level and proposes annealed self-training to assign different importance to pseudo labels according to their confidence.

There are also several works [11,35,32] concentrating on the open-set recognition problem [38], which aim to distinguish whether the sample is from novel classes without providing a specific unseen category name. A variety of works on unsupervised semantic segmentation [42,18,48] also tend to learn dense semantic representations without using segmentation labels. However, these methods can only provide semantic groups by using clustering methods like K-Means [22] as post-processing on the network features, yet cannot provide the category name for each semantic group. Different from these methods, by exploiting the vision-language data from the internet [4], our method is capable of predicting the class name for each image pixel without using any data with dense annotations.

2.2 Vision-language Pre-training.

Vision-language pre-training [25,19,24,16,43] with massive image-text pairs from the Internet has attracted more and more attention in recent years. By using contrastive pre-training to predict the correct pairs of image and text samples, CLIP [36] achieves competitive results (without fine-tuning) compared with the fully-supervised baseline on several downstream classification tasks. Some works [27,8] also introduce language-modeling-like objectives, including masked language/region modeling, image captioning and text-denoising to further improve the performance of vision-language models. Moreover, several methods [17,39] adopt a pre-trained object detector to obtain a sequence of object embeddings as the visual features.

Very recently, some studies [49,12,46] have proposed to leverage the pre-trained vision-language model to address the open-vocabulary object detection task, which aims at training a model to detect any object from a given vocabulary of classes. Zareian et al. [49] propose to learn a vision to language (V2L) layer during pre-training, and utilize it to initialize a Faster-RCNN model. ViLD [12] distills the knowledge from a pre-trained zero-shot classifier into a two-stage
3 Method

Fig. 2 overviews our proposed Vision-language-driven Semantic Segmentation (ViL-Seg) method. In this section, we first briefly introduce its framework and training objective in Sec. 3.1. Then, we describe the two complementary contrastive learning strategies which are used to enhance the visual embeddings in Sec. 3.2, and present how to segment per-pixel visual embeddings into different semantic groups with the online clustering head in Sec. 3.3.

3.1 ViL-Seg Framework

The base of ViL-Seg is a vision encoder $\Phi_v$ and a text encoder $\Phi_t$ to embed the image and its caption from the paired web data. We denote $e_v \in \mathbb{R}^D$ as the ex-
tracted global visual feature, $e^{pixl}_v \in \mathbb{R}^{HW \cdot D}$ as the per-pixel visual embeddings, e.g., embeddings before last pooling layer; and denote $e_t \in \mathbb{R}^D$ as the encoded text feature. To perform image segmentation over this framework, we also construct an online clustering head $\Phi_c$ over the image encoder, which is responsible for segmenting the per-pixel visual embeddings $e^{pixl}_v$ into $C$ semantic clusters.

The whole framework of ViL-Seg is trained in an end-to-end manner, using the objective function as follows:

$$L(\Phi_{v,t,c}) = L_{vision}(\Phi_v) + L_{cross}(\Phi_{v,t}) + L_{cluster}(\Phi_c)$$

which is composed of the vision-based contrastive learning $L_{vision}$ and the cross-modal contrastive alignment $L_{cross}$ to enhance the fine-grained semantics and the high-level category information in the visual embeddings respectively; and an unsupervised clustering objective $L_{cluster}$ optimized w.r.t. $\Phi_c$ to promote reasonable clustering results. Next, we will describe each part in detail.

3.2 Vision-based and Cross-modal Contrasting

As a dense classification task, semantic segmentation requires the learned visual embeddings to contain both fine-grained semantics and high-level category information. To this end, we have employed a vision-based contrasting and cross-modal contrasting to enhance the two properties of the visual representations respectively.

**Vision-based contrasting of global and local views:** Self-supervision with contrastive learning has shown promising results in representation learning [6]. To meet the requirement of dense semantic understanding in segmentation, we devise a vision-based self-supervised learning strategy by contrasting local and global image patches to learn local to global semantic correspondence.

Specifically, given an input visual image, we first transform it into different distorted views or local patches, using the multi-crop strategy [3], denoted as function $g(\cdot)$. This generates an image set of different views, which in our case contains one global view $x$ and $k$ local views $x_{local} = g(x) = [x^{l1}, x^{l2}, ..., x^{lk}]$ of low resolution. All these images are then fed into the visual encoder, resulting in a global feature $e_v(x)$ of the global view $x$, and a local feature $e_v(x_{local})$ which is the concatenation of features of all local views $[e_v(x^{l1}), e_v(x^{l2}), ..., e_v(x^{lk})]$. Considering that imposing the regularization directly onto the image features might be too strict to impede the convergence, we pass the global and local features to a projection function $\Phi_a$ before computing the loss function, which is composed of a linear projection layer and a softmax activation layer inspired by knowledge distillation [15]. Our vision-based contrastive learning mechanism finally encourages the consistency of semantic information between the global and local features, aiming to encourage the model to capture the local to global correspondence and hence promote the fine-grained semantics of visual embeddings for the dense classification task. The objective function is expressed as:

$$L_{vision} = H(\Phi_a(e_v(x)), \Phi_a(e_v(x_{local})))$$
where $H(\cdot)$ denotes the cross-entropy loss.

**Cross-modal contrasting of natural language supervision**: Learning from natural language supervision has been demonstrated with effectiveness in large-scale vision-language pre-training tasks [25,19,24]. Our ViL-Seg inherits the cross-modal contrastive learning strategy, aiming to learn the visual embeddings $e_v$ and text embeddings $e_t$ such that they can be close to each other if they are from the paired image and caption, and far away if not.

Specifically, given a minibatch containing $b$ image-text pairs $\{x_j, t_j\}_{j=1}^b$, the image feature $e_v(x_m)$ and text feature $e_t(t_n)$ is a positive pair if $m = n$, and otherwise a negative pair. Then, the cross-modal contrastive alignment is performed over each positive pair in the minibatch as:

$$
\ell(x_m, \{t_n\}_{n=1}^b) = -\log \frac{\exp(e_v(x_m) \odot e_t(t_m) / \tau)}{\sum_{n=1}^b \exp(e_v(x_m) \odot e_t(t_n) / \tau)},
$$

where $\odot$ denotes the cosine similarity: $a \odot b = \frac{\langle a, b \rangle}{||a||_2 ||b||_2}$; $\tau$ denotes the temperature parameter. The final objective function $L_{\text{cross}}$ is the average of $\ell$ over all positive pairs:

$$
L_{\text{cross}} = \frac{1}{b} \sum_{m=1}^b \ell(x_m, \{t_n\}_{n=1}^b),
$$

By aligning the visual and text embeddings as Eq. 4, the category information contained in the captions can be successfully transferred to the visual embeddings space, therefore allowing us to classify visual features by comparing their similarity with the word embeddings of different categories.

### 3.3 Online Clustering of Visual Embeddings

Semantic segmentation requires assigning a label to each image pixel. However, the cross-modal alignment above can only provide classification ability over the global visual feature $e_v$, instead of per-pixel embeddings $e_{\text{pxl}}^v$. To address this problem, we propose to cluster the per-pixel visual features into distinct groups according to their semantics. Then, the features of each semantic region can be respectively abstracted as a region-level feature for cross-modal alignment to fulfill the dense classification pipeline.

Specifically, we employ an online clustering strategy to efficiently separate the visual embeddings by maximizing the mutual information across cluster assignments. Given the per-pixel visual embeddings $e_{\text{pxl}}^v \in \mathbb{R}^{HW \cdot D}$, we aim to cluster these features into clustering space $Y = \{1, 2, \ldots, C\}$. To this end, we construct a clustering head $\Phi_c$ over the image encoder, which is composed of a convolution layer with $C$ channel followed by a softmax function. Denote $q, q' \in \mathbb{R}^{1 \cdot D}$ as a pair of pixel embeddings from $e_{\text{pxl}}^v$ which contain the same semantic, the goal of our clustering head is to preserve what is common between $q$ and $q'$ while removing their instance-specific information, which is equivalent to maximizing their mutual information as:

$$
\max_{\Phi_c} I(\Phi_c(q), \Phi_c(q'))
$$

(5)
In our case, the paired embeddings \((q, q')\) are unavailable since the category of each image pixel is unknown. Therefore, we adopt generated embedding pairs to compute the clustering objective, by extracting the embeddings for the input image \(x\) and its transformed image \(g(x)\) respectively, obtaining \(e^{\text{ext}}_v(x)\) and \(e^{\text{ext}}_v(g(x))\). It is worthy to mention that \(g(\cdot)\) here do not adopt the multi-crop strategy, but the random additive and multiplicative colour transformations with horizontal flipping, which are all affine transformations. Since \(g(\cdot)\) contains geometric transformation, the embedding \(e^{\text{ext}}_v(x)_i\) at pixel \(i\) will correspond to \(g^{-1}(e^{\text{ext}}_v(g(x))_i)\). This is because translating the input image will also change the geometric order of the output feature. We need to undo the geometric function by applying \(g^{-1}(\cdot)\) over the feature of transformed image such that it could be paired with \(e^{\text{ext}}_v(x)\) pixel-by-pixel. Please note that the reason we compute clustering loss between pixels of different views instead of pixels of the same class is that the class information of pixels are unknown in our case, since no dense annotations are provided. Besides, maximizing the common information between transformed views is an effective strategy to promote clustering samples of the same class, as demonstrated in unsupervised learning [6], which meets our goal to perform semantic segmentation task without dense annotations.

We now describe how to compute the mutual information of Eq. 5. For simplicity of description, we denote \((q_i, q'_i)\) as a pair of embeddings at pixel \(i\) of \(e^{\text{ext}}_v(x)\) and \(g^{-1}(e^{\text{ext}}_v(g(x)))\). Since our clustering head outputs soft label distributions using softmax activation function, the mutual information between \(q_i\) and \(q'_i\) (i.e., the probability of predicting \(q_i\) from \(q'_i\) and vice versa) is given by their joint probability distribution \(J_i \in [0, 1]^{C \times C}\) :

\[
I(\Phi_c(q_i), \Phi_c(q'_i)) = I(J_i), J_i = \Phi_c(q_i) \cdot \Phi_c(q'_i)^T
\]  

(6)

where \(J_{i}^{c'c} = P(\Phi_c(q_i) = c, \Phi_c(q'_i) = c')\). In each minibatch, the joint probability distributions \(J\) is computed as:

\[
J = \frac{1}{BHWD} \sum_{i=1}^{BHWD} \Phi_c(q_i) \cdot \Phi_c(q'_i)^T
\]  

(7)

Finally, the clustering objective is equivalent to maximizing the mutual information [41] of matrix \(J\), and is extended to:

\[
\mathcal{L}_\text{cluster} = \max I(J) = \max \sum_{c=1}^{C} \sum_{c'=1}^{C} J_{c'}^{cc'} \cdot \ln \frac{J_{c'}^{cc'}}{J_c \cdot J^{cc'}}
\]  

(8)

where \(J_{c} = P(\Phi_c(q_i) = c)\) and \(J_{c'} = P(\Phi_c(q'_i) = c')\) are computed by summing over the \(c\)-th row and \(c'\)-th column of the matrix \(J\) respectively.

We take the relation between mutual information and entropy [34] to explain why maximizing the mutual information can promote reasonable clustering results. Given \(I(\Phi_c(q_i), \Phi_c(q'_i)) = E(\Phi_c(q_i)) - E(\Phi_c(q_i)\Phi_c(q'_i))\), maximizing the mutual information is equivalent to maximizing the individual clustering results entropy \(E(\Phi_c(q_i))\) while minimizing the conditional clustering results entropy \(E(\Phi_c(q_i)\Phi_c(q'_i))\). The smallest value of the latter is attained when
\( E(\Phi_c(q_i)|\Phi_c(q'_i)) = 0 \), i.e., the cluster assignments for \( q_i \) and \( q'_i \) are predictable for each other. Therefore, it encourages embeddings with similar semantics to be assigned to the same cluster. Furthermore, the largest value of the \( E(\Phi_c(q_i)) \) is attained when all clusters are assigned in equal possibility among all embeddings in the whole dataset, hence it may avoid the degenerated solution that all features are assigned to the same cluster.

**Inference pipeline:** During inference, the segmentation for an input image \( x \) can be produced by feeding it to the image encoder to extract per-pixel visual embeddings \( e_{v}^{\text{pxl}}(x) \), which are then passed to the clustering head to obtain the clustering mask \( M \in \{0,1\}^{H \times W \times C} \) with \( C \) clusters using argmax function. According to the semantic region indicated by each cluster \( M_c \in \{0,1\}^{H \times W} \), we can extract its region-level feature \( e_{v}^{\text{rgn}}(M_c) \) by filtering and averaging the per-pixel visual embeddings in pixel indexes where \( M_c = 1 \) (cf. the region-level averaging pooling in Fig. 2), i.e., \( e_{v}^{\text{rgn}}(M_c) = \frac{\sum e_{v}^{\text{pxl}}(x) \cdot M_c}{\sum M_c} \). Finally, the category name of each region \( M_c \) is given by comparing its region-level feature \( e_{v}^{\text{rgn}}(M_c) \) with the word embeddings of different classes, using prompt “a photo of a category” as CLIP [36].

## 4 Experiments

### 4.1 Experimental Setup

**Dataset and evaluation protocol:** Following the literature of zero-shot segmentation [9,45,13], we conduct experiments on three datasets, including PASCAL VOC [10], PASCAL Context [31], and COCO Stuff [2]. For PASCAL VOC and PASCAL Context datasets, we evaluate our method on their validation set containing 1449 images and 5105 images respectively. For COCO Stuff datasets, we adopt the setting in [9] to use 5000 images for testing.

Since there is not a standard evaluation protocol for our open-world semantic segmentation task without using any dense annotations, we follow the zero-shot segmentation settings defined in [45,13] to compare the segmentation performance on the unseen classes of the three datasets. Specifically, the unseen classes contain: 5 classes (potted plant, sheep, sofa, train, tv-monitor) out of the 20 object categories in PASCAL VOC; 4 classes (cow, motorbike, sofa, cat) out of the 59 object categories in PASCAL Context; and 15 classes (frisbee, skateboard, carrot, scissors, suitcase, giraffe, cow, road, wall concrete, tree, grass, river, clouds, playingfield) out of the 183 object categories in COCO Stuff dataset. We adopt the standard metrics including mean intersection-over-union (mIoU) [28] and pixel accuracy (pix. acc.) to evaluate the segmentation results.

**Implementation detail:** We adopt the transformer architecture (ViT-B/16) for the image encoder and text encoder, following the popular vision-language learning framework [36], with the embedding dimension of 512. The cluster number \( C \) in the online clustering head is set as 25, and we shall study this hyper-parameter in detail in the ablation analysis. In vision-based contrasting, we crop 6 local patches with the multi-crop strategy, and the output dimension of the
Table 1. Comparison of unseen-class segmentation results with zero-shot segmentation methods on Pascal VOC, Pascal Context and COCO Stuff datasets. "ST" stand for self-training. Mean intersection over union (mIoU) and pixel accuracy (pix. acc.) are adopted as evaluation metrics.

| Method            | PASCAL VOC | PASCAL Context | COCO Stuff |
|-------------------|------------|----------------|------------|
|                   | mIoU [%]   | pix. acc. [%]  | mIoU [%]   | pix. acc. [%]  | mIoU [%] | pix. acc. [%]  |
| SPNet [44]        | 15.63      | -              | 8.73       | -              |
| ZS3 [1]           | 17.65      | 21.47          | 7.68       | 19.22          | 9.53     | 22.75          |
| CaGNet (pi) [13]  | 26.59      | 42.97          | 14.42      | 39.76          | 12.23    | 25.45          |
| CaGNet (pa) [13]  | 29.90      | 51.76          | 14.98      | 39.81          | 13.89    | 29.62          |
| SIGN [9]          | 28.86      | -              | 14.93      | -              | 15.47    | -              |
| CLIP + Seg        | 27.40      | 48.35          | 14.52      | 37.48          | 13.20    | 28.75          |
| ViL-Seg (Ours)    | **34.42**(+5.56) | **76.03**(+24.27) | **16.32**(+8.02) | **45.64**(+16.34) | **16.43**(+3.90) | **32.58**(+28.75) |
| ZS3 + ST          | 21.15      | -              | 9.53       | -              | 10.55    | -              |
| CaGNet + ST       | 30.31      | -              | 16.30      | -              | 13.40    | -              |
| SIGN + ST         | 33.12      | -              | 16.71      | -              | 15.15    | -              |
| ViL-Seg + ST      | **37.30**(+4.18) | **85.62**(+29.17) | **18.94**(+2.62) | **50.14**(+6.40) | **18.05**(+1.90) | **35.13**(+6.38) |

projection layer is 2048. We train the model with Adam [29] optimizer, using learning rate of 5e-4, weight decay coefficient of 0.04, and warm-up iterations of 4000. The ViL-Seg model is trained with no other data but CC12M dataset [4], which contains about 12 million image-caption pairs collected from the Internet. The whole framework is trained using 48 Tesla V100 16GB with batch size 768.

4.2 Comparison with Other Methods

Experimental setting: Due to the lack of previous study that purely utilizes web-based image-caption data to learn to segment novel object categories, we compare our method with several popular zero-shot segmentation (ZSS) methods, which also segment new object categories but via exploiting the relationships between the word embeddings of seen base classes and unseen class. Specifically, the comparison methods include (1) SPNet [44], a semantic projection network which maps each image pixel to a semantic word embedding space for ZSS; (2) ZS3 [1], which addresses unseen-class segmentation by combining a segmentation model with an approach to generate visual representations from semantic word embedding; (3) CaGNet [13], which devises a contextual module into the segmentation network to capture more diverse contextual information from semantic word embedding; and (4) SIGN [9], a very latest ZSS method which incorporates spatial information into semantic features using positional encodings to improve the segmentation of unseen classes. (5) CLIP [36] + Seg, we simply use the CLIP’s image encoder(ViT-B/16) with its global attention pooling layer removed, to serve as a backbone for semantic segmentation. Classification for dense prediction can be directly obtained from the text embeddings of CLIP’s text encoder. All these methods follow the same zero-shot segmentation setting described in Sec. 4.1, and for a fair comparison, we compare the performance of all these methods under both scenarios of using or without using self-training.
as followup. For each comparison method, the results are either referenced from their official paper or the number reproduced by other previous works.

**Comparison results:** Table 1 presents the comparison results of these methods on PASCAL VOC [10], PASCAL Context [31] and COCO stuff [2] dataset ("-" denote the result was not reported in their paper). From this table, we may draw the following observations: (1) Our ViL-Seg outperforms these zero-shot segmentation methods on all three datasets in terms of both mIoU and pixel accuracy. This confirms the feasibility to exploit the naturally-existing image-caption pairs from the Internet to learn the segmentation model that can segment various open-world object categories. It is notable that these ZSS methods need to be trained on the densely-annotated training sets containing diverse base categories, but our ViL-Seg does not use any data with dense annotations for training. (2) ViL-Seg shows a larger increase on PASCAL VOC over other methods compared with the other two datasets. A plausible reason is that PASCAL VOC only contains 15 seen bases classes for these ZSS methods to train the model, which is relatively less than the 55 and 168 seen classes in PASCAL Context and COCO Stuff. In such case, our larger improvements in PASCAL VOC may reflect the limitation of those ZSS methods that require a wide range of base categories with dense annotations to attain a good performance, and further confirms the advantage of ViL-Seg that requires no data labeling. Fig. 3 shows a qualitative comparison between ViL-Seg and baselines (SIGN [9] does not release its code). We can see that ViL-Seg achieves high accuracy.

### 4.3 Ablation Analysis of ViL-Seg

We conduct ablation studies on the three datasets to investigate several key questions regarding ViL-Seg: 1) the importance of the vision-based contrastive learning in ViL-Seg; 2) the benefit of the online clustering head compared with offline clustering method like K-means; 3) the choice and effect of cluster number in the online clustering head; 4) the performance of ViL-Seg on different unseen classes. In ablation analysis, all object categories in the three datasets are considered as unseen classes. The performance on each dataset is the average over all its contained classes.

**Importance of vision-based contrasting:** Apart from the cross-modal contrasting to align the visual and text embedding space, the image encoder in our framework is further supervised with a self-supervision signal by contrasting local and global image patches. From the qualitative segmentation results in Fig. 4, we can clearly see that without using this vision-based contrasting (second column), the clustering results cannot accurately separate the semantic object from the background region. Besides, the quantitative results in Table 2 show that removing this supervision (ViL-Seg w/o $L_{\text{vision}}$) will lead to large performance decreases on all three datasets. These results reflect that the cross-modal contrasting can only guarantee the semantics of global image feature which is insufficient for the dense classification problem, while our additional self-supervision signal with vision-based contrasting is crucial to promote the fine-grained semantics in the visual embeddings.
Fig. 3. Qualitative comparison with baseline and other methods. The top three samples are from PASCAL VOC and the bottom two samples are from PASCAL Context. Color bar below the samples indicate the correspondence between colors and categories.

Table 2. Ablation analysis of the vision-based contrastive learning (i.e., \( L_{\text{vision}} \)), and online clustering design on the three datasets.

|                      | ViL-Seg w/o \( L_{\text{vision}} \) | Offline (K-means) ViL-Seg | Online clustering v.s. offline clustering |
|----------------------|--------------------------------------|---------------------------|------------------------------------------|
| Params               | -                                    | 86.19M                    | -                                        |
| Speed (case / s)     | -                                    | 8.5                       | Online clustering is not shown           |
| PASCAL mIoU [%]      | 22.05                                | 30.97                     | Higher segmentation performance than offline method |
method (the fourth column) can better refine the learned visual embeddings and produce more smooth segmentation masks than the offline method (the third column). (2) The framework with our online clustering design also achieves a higher inference speed than the offline K-means method (8.5 v.s. 9.8 cases / s). This is because K-means needs to be performed offline as post-processing on the network features, which would limit the inference efficiency. In contrast, our online clustering design makes the training and inference of our method end-to-end and allows us to adaptively cluster the visual embeddings for each sample. (3) Additionally, compared with the offline method, our online clustering design only increases 0.08M parameters to the model, which is less than 0.1% of the number of original network parameters.

**Effect of cluster number in online clustering head:** The cluster number $C$ is important in our method and affects the results of the online clustering head. Intuitively, fewer clusters might be incapable to cover the diverse semantics in the web-based image-caption data, while too many clusters might increase the learning difficulty given that the clustering head is only learned with an unsupervised objective of mutual information maximization. To validate the above intuitions and investigate the suitable choice of $C$, we repeated the experiment of ViL-Seg by varying $C \in \{5, 10, 15, 20, 25, 35\}$. As shown in Fig. 5, the model with middle-level of cluster number ($C = 20, 25$) performs better than the model with smaller ($C = \{5, 10, 15\}$) or larger cluster number ($C = 30$). These results confirm our analysis above, and we finally adopt $C = 20$ in our method.

**Performance on different unseen classes:** In Fig. 6, we show the mIoU of ViL-Seg on all 20 unseen classes of PASCAL VOC. It is observed that ViL-Seg can achieves more than 50% mIoU for classes like “bus”, “cat”, “horse” and
“train”, and attain mIoU larger than 20% on 14 out of 20 unseen classes. This owes to the diverse semantic information contained in the web-based data, which allows ViL-Seg to well segment these object categories even without using any of their training data with dense annotations. We also notice that the performance is relatively low in class like “person” or “car”. This is probably caused by the imbalanced recognition capacity of vision-language models, which was also reported in previous studies [36]. For example, the image captions might usually use words like “man”, “woman” to denote a person; and use the word of a brand name to denote a car, making the model less sensitive to these object categories. We may consider ensembling the results of different synonyms for an object category to alleviate this issue [27].

5 Conclusion

We have made the first attempt to learn to segment open-world object categories by purely leveraging the image-caption data from the Internet, without using any data with dense annotations. The proposed ViL-Seg attains the segmentation ability by employing two complementary contrastive learning strategies to promote the quality of visual embeddings, with an online clustering head to dynamically segment them into distinct semantic groups. Owing to the tremendous data resources on the Internet, our solution has outperformed zero-shot segmentation methods to segment the diverse semantic concepts in reality on three benchmark datasets, also opened a door for semantic segmentation task to reduce the human labeling to the greatest extent.
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