Deep learning enabled superfast and accurate M² evaluation for fiber beams
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Abstract: We introduce deep learning technique to predict the beam propagation factor M² of the laser beams emitting from few-mode fiber for the first time, to the best of our knowledge. The deep convolutional neural network (CNN) is trained with paired data of simulated near-field beam patterns and their calculated M² value, aiming at learning a fast and accurate mapping from the former to the latter. The trained deep CNN can then be utilized to evaluate M² of the fiber beams from single beam patterns. The results of simulated testing samples have shown that our scheme can achieve an averaged prediction error smaller than 2% even when up to 10 eigenmodes are involved in the fiber. The error becomes slightly larger when heavy noises are added into the input beam patterns but still smaller than 2.5%, which further proves the accuracy and robustness of our method. Furthermore, the M² estimation takes only about 5 ms for a prepared beam pattern with one forward pass, which can be adopted for real-time M² determination with only one supporting Charge-Coupled Device (CCD). The experimental results further prove the feasibility of our scheme. Moreover, the method we proposed can be confidently extended to other kinds of beams provided that adequate training samples are accessible. Deep learning paves the way to superfast and accurate M² evaluation with very low experimental efforts.
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1. Introduction

The characterization of laser beam quality is a concerning topic in laser fundamental and applied research. Over the past few decades, various parameters such as the beam propagation factor M², Strehl ratio, and power-in-the-bucket etc., have been proposed for assessing the beam quality [1-8]. Among them, M² parameter has received much attention and become the most popular metric, which compares the product of waist radius and divergence half angle of the beam under test to that of a fundamental Gaussian beam [4]. The International Organization for Standardization (ISO) has provided a standard M² caustic measurement procedure [9], which calculates the beam sizes at a range of positions near its waist so that the second-order moments of the beam and hence the M² value can be determined. This procedure is experimentally complex and relatively time-consuming (usually requires at least several minutes), restricting its application on the time-varying laser beam measurement. Thus, in terms of faster M² measurement, various methods have been proposed and demonstrated. For example, the motion-free variable-focus techniques utilize spatial light modulators [10] or liquid lenses [11], leading to a measuring time below 1 s. In addition, some single-shot schemes have also been reported, with which the beam cross sections can be imaged simultaneously on detectors using a distorted diffraction grating [12] or angled Fabry-Perot filter [13] and these schemes are tested by high power Nd:YAG lasers [12] or high power fiber lasers [13] respectively. Further, complex amplitude reconstruction methods using different kinds of interferometers [14, 15] or just Charge-Coupled Device (CCD) [16] are proposed. The latter scheme [16] utilizes two identical CCDs to obtain beam intensity
images at different defocused positions for wavefront reconstruction, making the time taken from the image acquisition of He-Ne laser beam to the $M^2$ value determination only about 0.5 s.

Actually, there is another class of $M^2$ determination approaches based on mode decomposition (MD). O. Schmidt et al. have utilized correlation filter technique to perform MD for the beams emitting from Nd:YAG laser and then $M^2$ is directly calculated according to the measured modal weights [17]. They also investigated the beam quality of fiber beams based on the same MD technique [18]. However, a direct calculation is replaced by a virtual caustic measurement (VCM) [18], which means that the free-space propagation of the fiber beam is simulated based on the MD results and then $M^2$ can be obtained. Besides the VCM method for fiber beams, direct calculation approach based on the electric field is proposed by H. Yoda et al. [19] without free-space propagating simulation, which indicates much less calculation cost. With Yoda’s theory, the $M^2$ of the fiber beam is estimated based on the numerical MD results of the near-field beam intensity recorded by CCD, and the estimated $M^2$ agrees well with standard caustic measured value [20], which proves the accuracy of Yoda’s theory [19]. Moreover, with the combination of the numerical MD and direct $M^2$ calculation theory, real-time $M^2$ estimation is achieved [21] and the processing rate reaches 9 Hz.

As a hot technique in recent years, the convolutional neural network (CNN) connects multiple units from layer to layer by linear or nonlinear operations [22-26], learning the complex mapping between different domains. CNN has extraordinary advantages on image processing. It can be used for not only classification but also regression problems with the help of different layers, which include convolution layers to extract proper features of the input image, pooling layers to reduce the size of feature maps, and fully-connected layers to have a deep understanding of the whole image. These layers allow a precise learning of the complex relationship between the input image and the output target. Therefore, CNN has been applied successfully in many fields of optics and photonics [27-30]. These applications exhibit the superb advantages of CNN than the conventional methods. In our previous work, we have utilized CNN to perform numerical MD for near-field fiber beam images and achieved accurate and fast MD results [30]. This inspired us that the $M^2$ estimation can also be successfully performed from a single-shot collected beam pattern by using the CNN.

In this paper, we have developed deep CNN for superfast and accurate $M^2$ prediction. Compared with traditional schemes [9-21], our approach is very economic, which only needs a CCD camera to obtain near-field beam patterns. The extraordinary time efficiency is another advantage of our scheme. Utilizing a trained CNN, the $M^2$ of the fiber beams can be determined in about 5 ms for one prepared beam pattern, which is potential to improve the processing rate from 9 Hz to 200 Hz for real-time $M^2$ evaluation on time-varying beams. Besides, different from traditional approaches, our scheme is of great robustness for imperfect beam patterns, e.g., noisy patterns, which greatly reduces the efforts to capture ideal patterns.

2. Methodology

2.1 Principle of the scheme

The principle of our scheme is illustrated in Fig. 1. The near-field beam intensity of the fiber beam is acquired by the CCD and then the beam pattern can be processed by the trained CNN to give the estimation of $M^2$ parameter along two orthogonal directions. To train the CNN, large amounts of near-field beam patterns and corresponding $M^2$-parameter need to be pair-collected either in experiments or simulations. A 4-f system consisting of two lenses is usually needed to collect the near-field beam pattern in the experiment, which will be introduced in Section 3.2. In our previous work [30], we have demonstrated that the simulated samples considering the real experiment condition are effective for the training of the prediction network, which is able to accurately analyze the experimental data. Here, the CNN
training is also based on the simulated samples, which will highly reduce the complexity and improve the efficiency. The CNN training procedure is also illustrated in Fig. 1 for a better understanding of our scheme, the details of which will be introduced in the next section.

![CNN training procedure](image)

**Fig. 1.** An illustration of the scheme of deep-learning-based $M^2$ evaluation. The near-field pattern of the fiber can be easily recorded by a CCD and analyzed by a trained CNN.

![Intensity profiles](image)

**Fig. 2.** The intensity profiles of the eigenmodes involved. The near-field patterns are generated through the superposition of eigenmodes.

To demonstrate the concept of our deep-learning-based $M^2$ prediction, a step-index fiber is taken as an example. Here, the fiber is assumed to work at 1064 nm with a core diameter of 25 $\mu$m and the NA of 0.08, a typical large-mode-area fiber for fiber lasers. The near-field electric field can be mathematically expressed as [31]

$$E(x, y, z) = \sum_{n=0}^{\infty} \rho_n e^{i\theta_n} \psi_n(x, y, z)$$  \hspace{1cm} (1)

where $\psi_n(x, y, z)$ is the electric field of the $n^{th}$ eigenmode in the fiber with modal amplitude $\rho_n$ and phase $\theta_n$. The eigenmodes could be described by linearly polarized (LP) modes based on weak-guidance approximation [31]. This fiber can support as many as 10 eigenmodes, which can be arranged in the order of LP$_{01}$, LP$_{11e}$, LP$_{11o}$, LP$_{21e}$, LP$_{21o}$, LP$_{02}$, LP$_{31e}$, LP$_{11o}$, LP$_{12e}$, and LP$_{12o}$ modes. The intensity profiles of these eigenmodes are displayed in Fig. 2. Due to the degeneracy of the modes [31], 5 possible cases that the former 3, 5, 6, 8 or 10 modes propagating in the fiber are discussed respectively in our work.

Different sample images can be easily acquired by varying $\rho_n$ and $\theta_n$ in (1) with

$$I = |E(x, y, z)|^2$$  \hspace{1cm} (3)

As for the label, the beam quality factor along two orthogonal directions $M^2_x$ and $M^2_y$ can be calculated from Yoda’s theory [19], which can be expressed as

$$M^2_k = \sqrt{3B\sigma_k'(z_o) + A^2}, \quad k = x, y$$  \hspace{1cm} (4)

The parameters in (4) are defined as

$$\sigma_k'(z_o) = \iint |(k - \hat{k})(z_o)E(x, y, z)|^2 dxdy$$  \hspace{1cm} (5)
\[ A_k = \iiint (k - \langle k \rangle)(x, y, z_0) E'(x, y, z_0) \times \frac{\partial E}{\partial k} (x, y, z_0) - \text{c.c.} \, dx \, dy \]  

(6)

\[ B_k = \iiint \left( \frac{\partial E}{\partial k} (x, y, z_0) \right)^2 \, dx \, dy + \frac{1}{4} \iiint \left[ E(x, y, z_0) \times \frac{\partial E}{\partial x} (x, y, z_0) - \text{c.c.} \right]^2 \, dx \, dy \]  

(7)

where \( \langle k \rangle \) is the center coordinate in \( k \) axis, \( E' \) is the conjugate field of \( E(x, y, z_0) \) and \( \text{c.c.} \) denotes the conjugate polynomial of the former one. Based on (4)-(7), theoretical values of \( M^2_x \) and \( M^2_y \) can be derived and utilized to train CNN.

The resolution of the generated pattern sample is set to 128 × 128 and the label of patterns is linearly scaled to [0, 1] by dividing a constant value for better training accuracy. This value is 3 for 3-mode and 5-mode cases or 4.5 for 6-mode, 8-mode and 10-mode cases separately, which is determined by the maximum of theoretical \( M^2 \) value [32].

2.2 CNN model

Our work is performed by a modified CNN from the VGG-16 model [22], which is a mature and accurate architecture for image processing. The model is modified according to the input and output of the network. Concretely, the filter size of the first convolutional layer of VGG model is changed from 3×3×3 to 3×3×1, as our input is a single gray beam image. The dimension of the output vector of the last fully-connected layer is modified to two to ensure that the output vector size is equal to the label size. The Softmax layer of the origin VGG model is also replaced with a Sigmoid layer for our regression problem. Our CNN model can be divided into 7 blocks, as shown in Fig. 3. For the first five blocks, every block includes two or three convolutional layers and a max pooling layer. The ReLU activation layer after each convolutional layer is hidden in Fig. 3 for better illustration. The last two blocks are two fully-connected layers and the channel of them is set to 1024 and 2 respectively.

![Fig. 3. The architecture of our CNN model, which includes 7 blocks.](image)

The CNN learns to estimate \( M^2 \) parameter from the near-field beam intensity. During the training process, the input images are passed through the layers of the CNN and regressed into a 2-D vector in the forward propagations. We define the loss of our network as mean-square error (MSE) between the output and the scaled label vector. In the back-propagation stage, the parameters of the CNN are updated iteratively through stochastic gradient descent (SGD) based on the MSE loss.

When the network reaches convergence, it can be utilized for \( M^2 \) prediction. Taking a gray image as input, the CNN output a 2-D vector, from which the predicted \( M^2 \) value can be obtained by multiplying defined constant value mentioned in the label-scaling operation.

3. Results and discussion

All results reported in this paper are achieved on a desktop computer with an Intel Core i7-8700 CPU and GTX 1080 GPU. CNN is trained for the five cases (3, 5, 6, 8 or 10
eigenmodes involved) separately. The GPU is utilized to accelerate computing efficiency. We randomly generate 10000 images online in every training epoch, which means a time period. The learning rate is set to 0.01 in the first 20 epochs and 0.001 in the following epochs. The network gets convergence after 50 epochs and the total training time is about 2 hours for each case.

3.1 Analysis based on simulated beam samples

We use 1000 simulated beam profiles that are not contained in the training samples to evaluate the performance of the CNN for 5 cases involved respectively.

The effective beam propagation factor $M_{\text{eff}}^2$ can be defined as $M_{\text{eff}}^2 = \sqrt{M_x^2 + M_y^2}$ [9], and this general parameter offers a simple and precise way to evaluate the accuracy of our scheme. For the $i^{\text{th}}$ testing sample, the prediction error (PE) can be shown as

$$PE(i) = \frac{|M_{\text{eff}, p}^2(i) - M_{\text{eff}, l}^2(i)|}{M_{\text{eff}, l}^2(i)}$$

where ‘$p$’ denotes the predicted value and ‘$l$’ denotes the label value.

We calculate the averaged PE of testing samples after every training epoch and the results are reported in Fig. 4. It can be found that the averaged PE decreases in the training process and finally becomes steady, indicating the CNN gets convergence. Then this trained CNN can be utilized for $M^2$ estimation, which only takes about an averaged time of 5 ms to give a prediction of $M_{\text{eff}}^2$ and $M_{\text{eff}}^2$ for a single prepared beam pattern of these five involved cases. The averaged PE with the pre-trained CNN can reach 0.4%, 1.3%, 1.6%, 1.8% and 2.0% for five cases respectively. It should be noted that these results are acquired based on the testing of near-field pattern samples. When the trained CNN is used to process the patterns at other imaging planes, the results will be not reliable since all of our training images are the near-field beam patterns. To obtain an accurate $M^2$ estimation value for the patterns at other imaging planes, the training has to be repeated with the corresponding samples.

Besides the averaged error, the error distribution is another concerning issue of our scheme. To further observe the prediction performance of our scheme, we illustrate the PE distribution of testing samples of five cases respectively, as shown in Fig. 5. We set 10 fixed PE values, which are 1% to 10%, at the horizontal axis. Then the testing samples in every case with smaller PE than the fixed value are counted and the corresponding percentage is calculated as the ordinate value to match the 10 fixed abscissa values. To see the data points
clearly, lines are added to connect them. From which we can find that for the 3-mode case the network can achieve a PE smaller than 2% for almost all samples while for the 10-mode case pre-trained CNN can achieve a PE smaller than 5% for about 95% samples.

Some typical results of our predicted $M^2_{eff}$ value and their corresponding labels are compared in Fig. 6 with the input pattern samples shown in the insets. The patterns A-J are selected from five cases respectively. The predictions and labels of $M^2_{eff}$ for these typical examples are very close, even for some very complex patterns, exhibiting the high accuracy of the trained CNN.

![Fig. 5. The distribution of PE for testing samples in five involved cases. The samples whose PE smaller than fixed values are counted and the corresponding percentage are calculated.](image1)

![Fig. 6. The comparison of label and predicted $M^2_{eff}$ value for ten typical pattern samples selected from five cases respectively. A and B: 3-mode case; C and D: 5-mode case; E and F: 6-mode case; G and H: 8-mode case; I and J: 10-mode case.](image2)

Here we give more results about the predicted and ground truth $M^2$ value for a detailed view of our results. We arrange the ground truth of $M^2$ value of 100 testing samples in ascending order for five involved cases respectively, as shown in Fig. 7 with black spots. The corresponding predicted values represented by red spots are also plotted. Corresponding lines connect the black or red spots for better observation. From the illustration, we can find that the prediction fits the label very well for 3-mode and 5-mode cases while for the other cases these prediction values fluctuate in a very small range around the ground truth, showing the robust and high accuracy of our approach. Noted that when the mode number increases, the deviation between the predicted value and the labeled one becomes larger. To handle the more complex patterns, e.g., patterns contain a multiple of 10 modes, larger number of layers is needed to learn the relationship between the patterns and $M^2$ parameter. Moreover, increasing training samples can also help enhance accuracy.
We also investigate the robustness of our CNN by adding noise to the input beam patterns. 1000 noisy testing samples under different noise intensity levels are prepared and fed into the trained CNN for each case. For the generation of noisy patterns, every pixel of clean testing pattern is multiplied by a factor, which equals to $1 + N(0,1)\sigma$. Here $\sigma$ is defined as noise intensity and $N(0,1)$ is the standard normal distribution. The averaged PEs is calculated under different noise intensity levels, which are shown in Fig. 8. Some typical patterns with different $\sigma$ value (between 0 to 0.24) is also plotted on the top of Fig. 8 and it is reported that $\sigma$ value can hardly reach over 0.08 in most practical scenarios [29]. The PE is close to clean pattern inputs when $\sigma$ value is smaller than 0.08. When $\sigma$ increases, the averaged PE of 5 cases becomes lager, especially for 3-mode and 5-mode case, the reason of which might be that diversity of patterns offers a higher anti-noise ability when more eigenmodes are involved. Noticed that even when the noise intensity increases to 0.24, the averaged PE of 5 cases are still lower than 2.5%, which definitely proves the extraordinary robustness of our trained CNN.

In the practical case, the resolution of CCDs always has several choices such as 1280×1024 pixels or 1024×768 pixels. The near-field pattern may appear on a small area of the CCD detectors so the valid resolution is much smaller. Noted that the resolution of image samples is set to 128×128 in our work, which simulates the valid area of the patterns recorded by a CCD camera. Different resolutions might influence the accuracy and time efficiency of our scheme. Here we also investigate the performance of our method with 96×96 and 160×160 pattern inputs for the 6-mode case, and the results of total three cases are reported in Table 1, the fiber parameters of which are the same to the ones introduced in Section 2.1. We
use 1000 testing samples in every case to perform $M^2$ estimation and the reported PE and consuming time is the averaged value of these testing samples. In addition, the patterns are directly set as the corresponding resolution, so that the consuming time doesn’t include the acquisition and transfer from the camera. It can be found that a higher resolution can achieve smaller prediction error but the processing time becomes relatively longer.

Table 1. Comparison of 3 different resolution cases investigated.

| Resolution | PE   | Consuming time (GPU) |
|------------|------|----------------------|
| 96x96      | 1.79%| 4.86 ms              |
| 128x128    | 1.64%| 5.14 ms              |
| 160x160    | 1.53%| 5.87 ms              |

Based on the results above, we can find that our scheme is accurate, robust and very fast for $M^2$ estimation. Compared with traditional methods [9-21], our approach only needs a single-shot near-field beam image collected by CCD to perform $M^2$ estimation, which is very economic and easy to implement under normal condition. Due to the computing efficiency of trained CNN, it only takes about 5ms to perform $M^2$ estimation for a single input pattern, which is a breakthrough in $M^2$ measuring efficiency. Moreover, different from traditional methods, our scheme has great anti-noise ability, which will be helpful for practical applications. We believe our approach is a novel and vital supplementary for $M^2$ determination methods.

3.2 Experimental demonstration

The experimental setup to verify the feasibility of our method is shown in Fig. 9. To give a reference standard of the $M^2$ parameter, the MD and VCM technique is adopted to measure the $M^2$ value [18], which has been proven to accurately agree with ISO-standard measurements but be capable to acquire substantial testing samples due to time efficiency. We adopt a pig-tailed single-frequency laser at 1064 nm as the light source. The delivery fiber is a single-mode fiber (SMF). The output end of the SMF is placed on a three-axis nano-position stage and the light from the SMF is coupled into the step-index few-mode fiber (FMF) with a core diameter of 25 μm and NA of 0.065. The V-value of this FMF is 4.80 at 1064 nm, thus supporting six eigenmodes. By adjusting the nano-stage, the coupling condition between the SMF and FMF can be changed so that near-field beam from the end facet of the FMF can be varied. The near-field pattern is imaged on Camera 1 (1920x1200 pixels of 5.86 μm pitch) through a 4-f imaging system consisting of a microscopic objective (MO) and an achromatic doublet lens (L1) whose focal lengths are 4 mm and 500 mm respectively. Accordingly, the magnification factor of the system is approximately 125. A polarization beam splitter (PBS) is located between L1 and Camera 1 to select only one polarization component of the beam and the beam splitter (BS) is to split beam for the measurement of $M^2$.

![Scheme of the experimental setup](image)

Fig. 9. Scheme of the experimental setup. SMF, single-mode fiber; FMF, few-mode fiber; L1, L2, lenses; MO, microscopic objective; BS, beam splitter; PBS, polarizing beam splitter; CGH,
computer-generated hologram. The near-field beam pattern is recorded by Camera 1. The ground truth of $M^2$ is measured based on the VCM technique with the help of CGH.

To measure the reference value of $M^2$, a computer-generated hologram (CGH) is displayed on the spatial light modulator (SLM) with $1920 \times 1080$ pixels of $6.4 \, \mu \text{m}$ pitch. The light field is diffracted by the CGH and then Fourier transformed by a lens (L2) with focal length of 175 mm. Camera 2 is placed at the Fourier plane of the SLM to acquire the first rank diffraction pattern to acquire MD results [33]. Based on the MD results, the near-field is reconstructed and the intensities of the beam at different propagation length are simulated using the free-space transfer function. Then the $M^2$ value is determined based on the second-order moments of the beam at different length [18].

![Fig. 10. The comparison of the measured $M^2$ and the predicted value by the pre-trained CNN. Some corresponding recorded near-field beam patterns are also shown in the insets.](image)

By randomly adjusting the nano-stage, we acquire 120 varying near-field beam patterns recorded by Camera 1. Then these frames are cropped to make the patterns in the center of images and passed through the corresponding trained CNN for $M^2$ prediction. The predicted $M^2$ value and the corresponding measured one are compared in Fig. 10. It can be seen that the predicted value fluctuates in a small range around the measured one, which indicates the accuracy of our scheme. Some recorded patterns of certain frames are also displayed in the insets of Fig. 10 and the diversity of patterns shows the robustness of our approach. The calculated averaged PE for these 120 pattern samples is 6.32%, which is a bit larger than the simulated case, but is acceptable when there is not a very strict precision demand for $M^2$ estimation. As for the time cost, the total time to process all the pattern samples is 1.65 s, which means one pattern consumes about 14 ms to determine $M^2$. Noted the time is longer than the simulated case, the reason is that cropping the collected pattern to suitable size consumes relatively longer time. However, to the best of our knowledge, this is the fastest method to measure $M^2$. The extraordinary time efficiency indicates that our scheme can achieve well performance to determine $M^2$ in real time. Therefore, it can be utilized for online monitoring of $M^2$ in fiber laser manufacturing, fiber components evaluation, mode instabilities [34] research and other related cases.

4. Conclusion

In summary, an $M^2$ prediction scheme utilizing CNN has been proposed and its performance has been evaluated by simulated patterns for the first time as far as we know. Our scheme can achieve averaged prediction error smaller than 2% even when there are 10 modes involved in the fiber. In addition, this CNN can give $M^2$ prediction for one prepared beam pattern in only about 5 ms, indicating real-time ability with high performance. The patterns suffering strong noise can still be processed by our scheme, indicating great robustness. Besides, we give a
brief discussion about the relation between the image resolution and the accuracy as well as time efficiency. The experiment results also prove the feasibility of our scheme. All in all, the superior performances of the novel M² evaluation method are endowed by deep learning. We believe that this new scheme for estimating M² factor of fiber beams holds great promises for practical applications. Furthermore, the proposed method is not limited to the fiber beams as shown in this contribution, but can be applicable to other laser beams such as Laguerre-Gaussian beams and Hermite-Gaussian beams provided that adequate training samples are accessible.
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