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ABSTRACT—This paper presents a round-trip strategy of multirotors subject to unknown flow disturbances. During the outbound flight, the vehicle immediately utilizes the wind disturbance estimations in feedback control, as an attempt to reduce the tracking error. During this phase, the disturbance estimations with respect to the position are also recorded for future use. For the return flight, the disturbances previously collected are then routed through a feedforward controller. The major assumption here is that the disturbances may vary over space, but not over time during the same mission. We demonstrate the effectiveness of this feedforward strategy via experiments with two different types of wind flows; a simple jet flow and a more complex flow. To use as a baseline case, a cascaded PD controller with an additional feedback loop for disturbance estimation was employed for outbound flights. To display our contributions regarding the additional feedforward approach, an additional feedforward correction term obtained via prerecorded data was integrated for the return flight. Compared to the baseline controller, the feedforward controller was observed to produce 43% less RMSE position error at a vehicle ground velocity of $1\text{ m/s}$ with $6\text{ m/s}$ of environmental wind velocity. This feedforward approach also produced 14% less RMSE position error for the complex flows as well.

I. INTRODUCTION

Multirotors are becoming more widely used in urban areas for various tasks, such as photography [1], usage of these vehicles has been extending to entertainment industry [2], [3], cleaning windows and solar cells [4], and inspection [5]. Among many other possible usages, delivery is one of the most practical applications, such as drone logistics [6], firefighting (delivering fire extinguishers) [7], and blood delivery [8]. It is projected that 1.4 billion express packages will be delivered by drones by 2030 [9], and the total revenue from parcel delivery will be more than 200 billion USD per year in the US alone, [10].

Although multirotors have properties that make them suitable for delivery vehicles, such as high agility and controllability, unknown wind disturbances can cause challenges. For example, disturbances caused by environmental air flows will induce positional and/or altitude errors of the flight trajectory which may cause the multirotor to collide with the surrounding obstacle. The resulting collision can cause damage to the vehicle or delay the mission.

Identification and rejection of external disturbances, including wind disturbances, has been extensively studied. A disturbance rejection using IMU based estimation is the most commonly used method. An integral sliding mode control with a purely IMU-based disturbance observer was shown in [11], and was verified through a series of simulations and experiments. Although the sliding mode controller showed the best performance compared to PD based disturbance observer, there was no significant improvement compared to the experimental results that were obtained using a PID controller. This estimation method was extended in [12], where the forces are estimated from the accelerometer and the torques are estimated using rate gyro sensor data. This method was designed to filter the undesired noise arising from the numerical differentiation of the rate gyro data. High pass filtered force estimates were applied to detect collisions with surrounding obstacles.

Another feasible disturbance rejection method is to apply optimal control approaches such as model predictive control (MPC). For example, a nonlinear MPC was implemented by [13]. For the disturbance estimation, an extended Kalman filter (EKF) and an unscented Kalman filter were both applied. Compared to the baseline controller (PID), the result showed exceptional rejection performance in terms of reducing position errors. Most recently, MPC based trajectory combined with a sliding mode controller was fully implemented and tested in dynamic landing of a quadcopter by [14]. The MPC algorithm was performed offboard, which is similar to the implementation of [13].

These control methods are devised as general-purpose approaches, and do not consider the specific flight pattern of a vehicle. Considering a vast number of future delivery missions will be round trips [9], a specialized control strategy for such round-trip situations can be considered practical. While wind disturbance data can be easily collected during the outbound flight, previous disturbance rejection methods fail to extract and utilize this information during the return flight. Thus, we propose a wind disturbance rejection strategy that can improve the flight trajectory of the return trip. The major assumption in this study is that the disturbance flow is relatively steady and the flow only varies over space within the timeframe of interest. Although this assumption can limit the applicability of this rejection strategy, historical weather forecast data show that, such environmental wind-flow patterns exist [15]. Once the vehicle records the wind disturbances along its planned route during the outbound flight, the collected data is fed into the feedforward controller during the return flight, which allows the vehicle to move faster than the vehicle speed of the outbound flight while still maintaining smaller positional errors. Limitations of this assumption will further be discussed in IV-D and V.
II. DISTURBANCE ESTIMATION MODEL

In this section, we introduce a disturbance estimation model for external forces and torque for a quadrotor. A disturbance observer is utilized for the disturbance estimation, similar to the method used in [12]. We use the earth local frame as an inertial frame, while the body frame is aligned with the vehicle.

A. Disturbance force estimation model

We assume that the total force is composed of the disturbance force, the sum of propeller thrusts, and the weight. Applying Euler’s first law,

\[ ma = \sum_{i=1}^{4} f_i + f_d + mg \]  \hspace{1cm} (1)

where \( f_i \) is the force produced by each propeller, \( f_d \) is the disturbance force, \( m \) is mass of the body, \( a \) is the linear acceleration, and \( g \) is gravitational acceleration. Here we assume that the disturbance forces act on the mass center of the body. Accelerometer readings \( \alpha \) can be represented as a difference between the linear acceleration and gravity,

\[ R \alpha = a - g \]  \hspace{1cm} (2)

where \( R \) denotes a rotation matrix which converts the body frame to the earth frame. Then (1) becomes

\[ f_d = mR \alpha - \sum_{i=1}^{4} f_i \]  \hspace{1cm} (3)

Assuming the motor force produced from the command thrust is the same as the true force produced by the propellers (i.e., secondary effects such as blade flapping [16] are not considered), then (3) becomes

\[ f_d = mR \alpha - c_s \mathbf{3}^B \]  \hspace{1cm} (4)

where \( c_s \) denotes the sum of the motor forces and \( \mathbf{3}^B \) is a unit vector component in the body frame.

B. Disturbance torque estimation model

The total torque acting on the quadcopter \( \tau_{tot} \) can be represented in terms of angular acceleration and angular velocity by Euler’s second law,

\[ \tau_{tot} = \frac{d}{dt} (J \omega) + \omega \times (J \omega) \]  \hspace{1cm} (5)

where \( J \) represents mass moment of inertia of the body, and \( \omega \) is the angular velocity. Total torque is composed of the disturbance torque \( \tau_d \) and the torque produced from the collection of propellers \( \tau_p \). Then equation (5) becomes

\[ \tau_d = J \frac{d}{dt} \omega + \omega \times (J \omega) - \tau_p \]  \hspace{1cm} (6)
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Fig. 3: Block diagram of the controller in the round-trip strategy. Red arrow is used for the return flight.

III. ROUND-TRIP DISTURBANCE REJECTION STRATEGY

In this section we lay out our approach for our disturbance rejection strategy specialized for round trips. In Fig. 2, we depict a multirotor during a round-trip mission. Consider the scenario where the vehicle is making a round trip between the origin A and a target point B, with unknown wind flow along the expected trajectory. We further divide this round-trip flight into 4 different stages:

1. After starting the outbound flight from point A, we record the flow disturbance force and torque estimated via the IMU sensor until we reach the destination (point B). The according position of the vehicle is also stored alongside these data.
2. The vehicle performs its planned mission when after arriving at point B.
3. The vehicle now returns to point A, but during this trip we feedforward the recorded disturbance force and torque. These additional feedforward inputs allow us to operate the vehicle at greatly elevated speeds with stability.
4. The vehicle safely returns to the origin, and may repeat step 1 when assigned with a new mission.

A. Controller and disturbance estimation

We consider two different types of controllers. The controller used for the outbound flight is a cascaded PD position and attitude controller which runs offboard. (Fig. 3) The controller used for the outbound flight employs a feedback-based disturbance rejection method:

- The controller prioritizes minimizing the thrust direction error via a nonlinear attitude controller. [17]
- The controller considers the estimated disturbance forces and torques and includes that in the feedback loop. This allows smaller tracking errors under disturbances compared to controllers without this feature.

The outbound flight controller is where further improvements are made via the feedforward strategy. In addition to the feedback loop, the prerecorded disturbance data is fed in as an input. The disturbance force can be estimated as,

\[
\hat{f}_d = \mathcal{F}(mR\alpha - c_s \mathbf{3}^B)
\]

Where \(\mathcal{F}(\cdot)\) is a low-pass filter operation, and \(\hat{f}_d\) is the estimated disturbance force from the accelerometer measurement \(\mathbf{\alpha}\).

The disturbance torque estimate \(\hat{\tau}_d\) can be written in terms of torque from propellers \(\tau_p\), angular velocity measurement using rate gyro sensor \(\hat{\omega}\), and angular acceleration estimate \(\frac{d}{dt}\hat{\omega}\). The angular acceleration is estimated from the numerical differentiation of the rate-gyro measurements, where a low-pass filter was applied to. Applying the model given in 6,

\[
\hat{\tau}_d = \mathcal{F}\left(\frac{d}{dt}\hat{\omega} + \hat{\omega} \times (J\hat{\omega} - \tau_p)\right)
\]

B. Outbound flight

When the vehicle is making the outbound flight, the disturbance estimation developed from III-A is continuously computed offboard. The current disturbance estimation is also utilized as an additional component of the feedback control. (Fig. 3) The updated force estimate of the outbound flight \(\hat{f}_{d,\text{out}}[k]\) simply becomes,

\[
\hat{f}_{d,\text{out}}[k] = \hat{f}_{d,\text{out}}[k-1]
\]

It is important to note that the outbound rejection algorithm must provide quality estimates so that minimum position error can be ensured. Thus, we limit the speed of the vehicle for the most accurate trajectory. At the same time, we record the estimated disturbance torque and force as a function of the current position. The position is estimated offboard; we note that the sampling rate of the disturbance records is smaller than that of the onboard data collection. In our experience, downsampling the higher frequency data streams provided enough fidelity for our application.

C. Return flight

The estimation method is the same as the outbound flight, except that the trajectory is now reversed. The major difference is that we now conduct feedforward control with the recorded data, with respect to the current position. The closest distance between the current position and the position of the outbound trip trajectory is found from brute-force searching algorithm, and recorded disturbance force (\(\hat{f}_{d,\text{rec}}\)) and torque at that particular position are extracted for rejecting disturbances.

The recorded disturbances are used to improve our position estimator. The updated force estimate of the return flight \(\hat{f}_{d,\text{return}}[k]\) is,

\[
\hat{f}_{d,\text{return}}[k] = \mathcal{F}\left(\hat{f}_{d,\text{return}}[k-1] - \hat{f}_{d,\text{rec}}[k]\right) + \hat{f}_{d,\text{rec}}[k]
\]

and we can achieve the position update by integration of the acceleration term deduced from the force update. A notable distinction from the outbound flight is that we now use wind disturbance a-priori. This not only enables us to ensure the vehicle is able to follow an accurate trajectory since disturbance of current time step is available, but also allows the vehicle to return faster with similar positional errors to that of outbound flight.
TABLE I: Physical parameters of the test vehicle

| Parameter                      | Value |
|--------------------------------|-------|
| Prop. diameter (mm)            | 50.8  |
| Arm length (mm)                | 58.5  |
| Mass (g)                       | 154   |
| Maximum thrust (N)             | 4.6   |

IV. EXPERIMENTAL VALIDATION

Three experiments were carried out to validate our control strategy. The position error, attitude error, disturbance force, and disturbance torque are shown with respect to the flight time, and noticeable observations from the experimental results will be discussed.

A. Experimental setup

The quadcopter for our demonstration and its physical parameters are described in Table I. Localization is based on a motion capture system, complemented with the rate gyro measurement. The frequency of the radio command signal is 50 Hz. The total thrust is computed offboard. Since we desire to use the disturbance force as a feedforward correction during the return flight, the disturbance force is recorded at a sampling rate of 50 Hz during the outbound flight. The total torque estimation is computed onboard at 500 Hz, while the disturbance torque is recorded at 50 Hz. Downsampling of the higher frequency stream was done to match the two streams. The recording time horizon was around 25 s for all experiments. The position estimation was also computed so that it was available at a rate of 200 Hz.

B. Disturbance rejection performance of the baseline controller during the outbound flight

Obtaining accurate position estimates (minimizing tracking errors) from our baseline controller during the outbound flight is an important task for our strategy since this information is further utilized on the return flight. We verify the tracking performance (in terms of RSME position error) of the baseline controller by comparing our baseline controller to a conventional PD controller. We consider the case of hovering (Fig. 7) and the case of a round trip between two points where the trajectory of the vehicle is subject to a simple jet flow. The vehicle velocity used was 0.1 m/s (Fig. 8). The tracking performance of the baseline controller will be further discussed in IV-D.

C. Round-trip experiments with feedforward correction of recorded disturbance data

1) Trajectory with jet flow disturbance (Fig. 4): Finally, we test the performance of the new disturbance rejection strategy. For the purpose of this performance test, we use two straight-line trajectory flights, while the vehicle is flying back at 10 times larger speed than that of the outbound flight. Here we chose a return flight velocity of 1.0 m/s.

2) Flight trajectory subject to complex wind flows: In order to test our strategy against a flow that can be considered less orderly, we use a flow field that was designed as shown in Fig. 6. A quadrant of the nozzle exit was blocked by an obstacle, and an additional fan was installed on the floor. The produced flow points upwards, and mixes with the flow from the nozzle to create a more complex disturbance.

D. Results and discussion

1) Tracking performance results of baseline controller with vehicle traveling at 0.1 m/s: Position and disturbance force estimation of the vehicle subject to a static flow field is shown in Fig. 7. The largest position error was observed...
with the PD controller along the flow direction (Fig. 8). This behavior is expected since the disturbance force from the flow is mainly expected to act along the flow direction.

The presence of oncoming flow also affects the vertical position of the vehicle. This is because of the positive drag generated by the positive pitch angle of the vehicle flying forwards [16]. Significant yawing motion was observed near the boundary of the flow. This is due to the large velocity gradient at the boundary increasing the drag force only for half of the propeller, producing additional yaw torque.

We observe that the baseline controller (PD controller with additional disturbance estimation feedback loop) reduces the position errors for the conditions used in our experiment (Fig. 8). This implies that the position estimations can be considered accurate enough, thus these recordings may be utilized during the return flight, along with the disturbance force estimates.

2) Tracking performance of the feedforward controller on the return flight: Position, attitude, and complete disturbance estimation of the round-trip experiment with a straight-line trajectory is given in Fig. 9. The yellow shaded area denotes the return trajectory with a velocity (1 m/s) ten times higher than that of the outbound trip (0.1 m/s). The RSME positional error was improved noticeably (error reduced by 43%). Overall, we observe that despite the introduction of the complex flow field for the round-trip scenario (described in Fig. 5), the RSME position error remained small (error reduced by 14%). We also notice that the case where the recorded disturbance data was not utilized, performed the worst. This indicates that the recording strategy can provide resilient counteraction for the given flow field, even with complex flow disturbances.

An interesting observation that can be made is that the disturbance force was underestimated by half during the return flight. This can be due to the fact that faster operation speeds compared to that of the outbound flight hinders the capability to accurately capture the disturbance force. This underestimation of disturbances ultimately led to increased positional error when solely using the baseline controller. On the other hand, the feedforward controller continued to show smaller positional errors even in such situations where accurate disturbance readings were not available.

3) Limitations of ‘relatively steady flow’ assumption: The major assumption we made in this paper is that the environmental flow is expected to stay relatively steady, and the characteristic of the flow mostly varies spatially. In reality, this assumption might not always be the case. Once the flow becomes unsteady, the recorded disturbance data can no longer be considered valid, and will result in even larger position errors under feedforward control. One possible solution is to frequently check the weather condition via weather forecast information or utilizing other available weather prediction data near the region of interest. We then decide whether we wish to continue to employ the feedforward control strategy. In the worst-case scenario, we may always resort back to the baseline controller (feedback-based controller) with a reduced vehicle speed. Our feedforward rejection strategy may be utilized as soon as it is determined that the weather condition meets our assumption, which will allow a significant reduction of mission times compared to solely relying on the baseline controller.

V. CONCLUSIONS AND FUTURE WORK

In this paper, a simple and novel disturbance rejection algorithm specializing in round trips for multirotors has been introduced. The key idea is to record the disturbance estimations as a function of the position for the outbound flight, and use the recorded data as an input for a feedforward control strategy. Experiments that covered several round-trip scenarios were conducted with our suggested algorithm. Overall, during the return flight, RSME position error was greatly reduced when the recorded disturbance estimation obtained from the outbound flight was fed into our control algorithm as a feedforward input. Experimental results demonstrated that the vehicle being operated at 1 m/s with relatively steady state surrounding flows at around 6 m/s, RSME position error was reduced by 43% compared to the baseline feedback-based controller. With more complex wind flows, specifically for the case depicted in the previous section, the algorithm still proved useful, reducing tracking errors by 14%.

Investigation of improving this strategy for more unsteady environments is under consideration for future work. The main consideration will be to further develop a feedforward control-based rejection strategy to deal with greater degree of transitory environments. An MPC-like controller may also be employed in this case. Unsteady wind gust model such as Dryden wind turbulence model can also be implemented.
Future application includes round trips with more challenging environments, such as a round-trip scenario with near-boundaries - where the ground or ceiling effect becomes more significant. Also, the motion capture-based localization system used in our experiments currently prevents us from performing large-scale experiments. Preferably, an onboard position localization method will allow us to investigate such disturbance rejection strategies in an outdoor environment. More advanced estimation methods including extended Kalman filter or a dynamic observer may further improve the estimation error of the outdoor flight trajectory.
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