Generalized Second Law and optimal protocols for nonequilibrium systems
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A generalized version of the Maximum Work Theorem is valid when the system is initially not at thermal equilibrium. In this work, we initially study the fraction of trajectories that violate this generalized theorem for a two simple systems: a particle in a harmonic trap (i) whose centre is dragged with some protocol, and (ii) whose stiffness constant changes as a function of time. We also find the optimal protocol that minimizes the average change in total entropy. To our surprise, we find that optimization of protocol does not necessarily entail maximum violation fraction.
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I. INTRODUCTION

The thermodynamic Second Law has remained one of the most intriguing laws of the last two centuries. It provides a directionality to a spontaneous process. For instance, it is this law that tells us why broken shards of a vase do not join spontaneously to form the original vase, or why all the gas molecules in a room are not observed to congregate in one corner of the room. The Second Law provides constraints on what the maximum efficiency of a heat engine can be. Ever since the pioneering work of Carnot in 1824, several equivalent formulations of this law has appeared in the literature, based on the works of Rudolf Clausius, Lord Kelvin, Max Planck, Constantin Carathéodory and many others [1, 2]. One of them is the Maximum Work Theorem (MWT), which states that the maximum work that can be extracted from a process cannot exceed the work extracted in a reversible process. In our convention in this article, we would be using positive sign for work if it is done on the system, and negative if it is extracted. For an isothermal, reversible process, the work done equals the change in Helmholtz free energy of the system [3]. The mathematical statement of MWT would thus be \( W > \Delta F \), where \( \Delta F \) is the difference between the final and the initial free energies of the system. For any process where the system’s initial and final states are at equilibrium, the MWT is equivalent to the more commonly used statement of the Second Law that states that the total entropy of the universe (system and the surroundings with which it interacts) cannot decrease with time. The MWT is easier to verify in an experiment, because the work is a directly measurable quantity.

However, in practice, it is rarely the case that the system begins and ends in thermal equilibrium with its surroundings. For instance, we can consider a cyclic process in a time-periodic steady state [4], and want to know what the Second Law means in terms of work done in a single cycle. Since the cyclic force drives the system out of equilibrium, the initial and final states of the system will be nonequilibrium ones. Another example would be that of memory erasure [5], where the final state of a symmetric two-state memory device is in local equilibrium in one of the states, which is different from the global equilibrium in which both states are equally probable. Now one can ask the question: is the MWT still valid for such a process? Stated differently, is the work extracted in a reversible process still the maximum extractable work? This question has been addressed in a recent work [6], where the authors have shown that the theorem must undergo a modification. In fact, instead of providing a lower bound to \( W \), we obtain a lower bound on the entropy change \( \Delta S_{\text{tot}} \) of the system and its environment (see Eq. (7)): \( \Delta S_{\text{tot}} \geq 0 \). Let us term this theorem as minimum entropy theorem (MET). It is this theorem that is equivalent to the statement of non-negativity of the change in total entropy.

We will begin by examining the MWT for a small system in contact with a thermal reservoir, and whose dynamics is dominated by thermal noise. Such systems have invited a lot of attention in recent years, because the improvement of experimental techniques to handle small systems like individual macromolecules or colloidal particles have led access to very precise measurement of work done on them [7]. On the theoretical side, a bunch of relations collectively known as the “Fluctuation Theorems” (FTs) have come into existence [8–10]. These
provide stringent symmetry conditions on the probability distributions of thermodynamic variables like work or entropy. The FTs involving work are also referred to as nonequilibrium work theorems in the literature. One of these theorems, called the Jarzynski Equality, states the following. If the systems begins in a state of nonequilibrium, and so is stronger than the linear response theory which in turn is valid only for small perturbations about equilibrium. A direct corollary of the Jarzynski Equality is the MWT:

\[ ⟨W⟩ ≥ ΔF, \] (2)

which is obtained by application of the Jensen’s inequality. We note that the averaging is essential for a small system, since the thermodynamic variables are rendered stochastic by the thermal noise. Both work \( W \) and total entropy change \( Δs_{tot} \) will in general vary from one experimental realization to another. Thus, the MWT will now be given by

\[ ⟨Δs_{tot}⟩ ≥ 0. \] (3)

We will find later that even for this case (initial state at equilibrium), the MWT gets modified to MET if the final state is out of equilibrium, although this effect is not captured by the Jarzynski Equality. Relation (2) and the MET are equivalent if, and only if, both the initial and the final states are at thermal equilibrium. Let us first consider this special case. Since the inequality involves averaged work, work done along individual trajectories can “violate” this inequality. In other words, the work distribution can have a portion in which \( W < ΔF \), although its mean must follow (2). If we can find a protocol that minimizes the average dissipated work \( ⟨W⟩ − ΔF \) with given initial and final values of the parameter, then this protocol would be more efficient than the others. Of course, if there is no constraint on the time of observation, we know that the most efficient protocol is the one where \( τ → ∞ \) and the variation of the parameter is slow enough so as to make the process quasistatic. This is because, as stated before, the maximum amount of work can be extracted from the system in such a process. However, if we have a fixed time of observation, the form of the optimal protocol is non-trivial, as has been shown in [13]. In particular, the authors of [13] showed that the optimal protocol consists of finite jumps at the beginning and at the end of the process, at least for the harmonic confining potential that they have considered.

Now, as mentioned before, the MWT and MET are equivalent if the system is initially and/or finally not at thermal equilibrium. In that case, as shown in [3], we can have mean work less than the change in equilibrium free energy. The exact relation is given by (setting the Boltzmann constant to be \( k_B = 1 \) hereafter)

\[ ⟨W⟩ − ΔF = TΔ_iS + TΔI. \] (4)

Here, \( Δ_iS \) is the net irreversible contribution to the system’s entropy change, which is always non-negative. The net entropy change of the system consists of, in addition to \( Δ_iS \), the entropy change \( Δ_rS \) due to the reversible transfer of energy between the system and its environment, so that \( ΔS = Δ_iS + Δ_rS \). The second quantity on the right hand side is \( ΔI = I(τ) − I(0) \), where \( I(τ) \) is the Kullback-Leibler divergence between the actual distribution reached at time \( τ \) and the corresponding equilibrium distribution:

\[ I(t) = D[p(t)||p^{eq}(t)] = \int dx p(x, t) \ln \frac{p(x, t)}{p^{eq}(x, t)}. \] (5)

Now, \( Δ_iS \) being non-negative, Eq. (4) gives rise to the inequality

\[ ⟨W⟩ − ΔF ≥ TΔI. \] (6)

Defining \( A \equiv ⟨W⟩ − TΔI \), we obtain the MET:

\[ A ≥ ΔF. \] (7)

Eq. (7) is equivalent to MET, as we will show below. However, it is not the same as MWT, as we can observe by comparing equations (2) and (7).

Let us now define the stoichiometric versions of the quantities arising in the right hand side of Eq. (4), that are calculable for each stochastic trajectory \( X \). These stoichiometric variables \( Δ_iS[X] \) and \( i(x, t) \) are defined such that \( Δ_iS[X] = Δ_iS \) and \( i(x, t) = I(t) \), where \( Δ_iS[X] \) is a functional of the full trajectory \( X \). With these definitions, we can rewrite the detailed form of (4) that is applicable to each trajectory:

\[ W − ΔF = TΔ_iS + TΔI. \] (8)

Of course, on averaging both sides of the above equation, we get back Eq. (4).

We note from these definitions that \( i(x, t) = \ln[p(x, t)/p^{eq}(x)] \), and that for an ideal heat bath \( Δ_iS \) is simply the change in the stochastic total entropy \( Δs_{tot} \).
in a realization [9,14,15]. In our models, we will always assume that this is the case. This total change in entropy follows an integral Fluctuation Theorem, as was shown in [14]:

\[ \langle e^{-\Delta s_{\text{tot}}} \rangle = 1, \]  
\[ (9) \]

which, on application of Jensen’s inequality, trivially gives \( \Delta s = \langle \Delta s_{\text{tot}} \rangle \geq 0 \), as mentioned before.

Our objective in this paper is to study this inequality in the light of the violation fraction, i.e. the fraction of trajectories in which we obtain \( W - \Delta F - T\Delta i < 0 \). This is equivalent to computing the fraction of trajectories having \( \Delta s_{\text{tot}} < 0 \). We will further find an optimal protocol that minimizes \( \langle \Delta s_{\text{tot}} \rangle \), and compare it with the optimal protocol that minimizes only the average work done [13]. We find that the optimal protocol so obtained is different from the one obtained in [13] even when the initial state is at equilibrium. When only the shape of the potential is changed by the protocol (e.g. changing stiffness constant of a harmonic trap), The optimal protocol is found to be simply the one in which the external parameter remains constant throughout the process from time \( t = 0^+ \) to \( t = \tau^- \), with a jump at the final time only (if the system is initially at equilibrium). If the system is initially in a non-equilibrium state, then the optimal protocol involves jumps both at the initial and the final times (the parameter remaining frozen in-between). We, surprisingly, find that although the average of the change in total stochastic entropy is higher in [13] than in the case of the optimal protocol obtained by us, the violation fraction (to be defined later) for this entropy can be higher in the former case, which is quite counter-intuitive.

II. DERIVATION OF THE GENERALIZED SECOND LAW

According to stochastic thermodynamics [3,16], one can have definitions of thermodynamic quantities like work, heat or entropy for a single realization of a process. Let us consider the Langevin equation for an overdamped particle of mass \( m \) that is moving in a medium of inverse temperature \( \beta \) and friction coefficient \( \gamma \):

\[ \gamma \dot{x} = -\partial_x V(x,t) + \xi(t). \]  
\[ (10) \]

Here, the overhead dot implies derivative with respect to time. \( \xi(t) \) is the thermal noise in the medium, which will be assumed to be delta-correlated \( \langle \xi(t)\xi(s) \rangle = 2(\gamma/\beta)\delta(t-s) \) and following a Gaussian distribution of vanishing mean. \( V(x,t) \) is the net potential acting on the particle, and hence \(-\partial_x V \) is the net force the particle has been subjected to, other than the forces generated by the heat bath. We will not consider the effect of non-conservative forces in this article, although the generalization to such cases is straightforward [9].

After some simple algebraic manipulations of the Langevin equation, one can identify [16]:

\[ E(\tau) \equiv \langle V(x,\tau) \rangle \]  
\[ (\text{Internal energy}) \]

\[ W(\tau) \equiv \int_0^\tau \frac{\partial E(x,t)}{\partial t} dt \]  
\[ (\text{Work done}) \]

\[ Q(\tau) \equiv \int_0^\tau (\gamma \dot{x} - \xi(t)) \circ \dot{x} dt \]  
\[ (\text{Dissipated heat}). \]  
\[ (11) \]

The \( \circ \) symbol in the definition of heat implies that the product is of Stratonovich type [17].

The relations appearing in the previous section can be easily derived by noting that a nonequilibrium free energy can be defined as \( F^{\text{eq}}(x,t) = E(x,t) - Ts(x,t) \), where \( E(x,t) \) and \( s(x,t) \) are the energy and the entropy of the system. As shown by Seifert [9,14,15], the definition of such nonequilibrium entropy for a single realization at time \( t \) is given by

\[ s(x,t) \equiv -\ln p(x,t). \]  
\[ (12) \]

where \( p(x,t) \) is the distribution of the particle position at time \( t \), which is a solution of the Smoluchowski equation.

Using the First Law, \( W = Q + \Delta E \), we find for a given trajectory \( X \):

\[ W[X] - \Delta F^{\text{eq}} = Q[X] + T\Delta s = Q[X] + T(\Delta s + \Delta e s) = T\Delta e s, \]  
\[ (13) \]

using the fact that \( \Delta e s = -Q/T \). For an ideal heat bath, \( \Delta e s = \Delta s_{\text{tot}} \). Now, the equilibrium distribution corresponding to the external parameters at time \( t \) is given by \( p^{\text{eq}}(x,t) = e^{-\beta(E(x,t) - F)} \), where \( F \) is the equilibrium free energy. It can be rewritten as \( E(x,t) = F - T\ln p^{\text{eq}}(x,t) \). Then we get (using Eq. (12))

\[ F^{\text{eq}}(x,t) = F + T\ln \frac{p(x,t)}{p^{\text{eq}}(x,t)} = F + Ti(x,t). \]  
\[ (14) \]

Thus, (13) reduces to

\[ W - \Delta F^{\text{eq}} = W - \Delta F - T\Delta i = T\Delta s_{\text{tot}}. \]  
\[ (15) \]

Further, using the fact that \( \Delta S_{\text{tot}} \equiv \langle \Delta s_{\text{tot}} \rangle \geq 0 \), we obtain the inequality (6).

III. VIOLATION FRACTION FOR A DRAGGED OVERDAMPED PARTICLE IN A HARMONIC TRAP

We note that the quantity \( \langle W - \Delta F - T\Delta I \rangle \) is always non-negative. However, if the averaging is not done, then
$W - \Delta F - T \Delta I$ can be negative for individual realizations. We call them “atypical realizations”. The violation fraction is the fraction of such atypical realizations occurring in an ensemble of realizations of a process. In other words, it is the probability of observing an event that is not observed in macroscopic systems. The violation fraction for work for a particle in a harmonic trap as well as in a double-well potential has been studied in [18], when the initial distribution is a thermal one. A related quantity has been studied in [19, 20]. If the violation fraction is high, we may naively expect the process to be more efficient. As will be discussed in sec. IV B, this is not always true. A process can have both higher violation fraction as well as higher dissipation.

A. Violation fraction for arbitrary dragging protocol

Let us consider a colloidal particle in a harmonic trap, initially at a nonequilibrium (but Gaussian) distribution with zero mean. At time $t = 0$ we switch on the protocol, which consists of dragging the centre of the trap according to a protocol $\lambda(t)$. The overdamped Langevin equation is given by

$$\gamma \dot{x} = -k(x - \lambda(t)) + \xi(t),$$  

(16)

where $k$ is the spring constant of the harmonic trap, $\gamma$ is the friction coefficient, and $\xi(t)$ is the thermal noise which follows a Gaussian distribution with mean zero, and which is delta-correlated in time: $\langle \xi(t) \xi(s) \rangle = 2\gamma T \delta(t-s)$, where $T$ is the temperature of the heat bath.

From (16), we have

$$x(t) = x_0 e^{-kt/\gamma} + \frac{1}{\gamma} \int_0^t ds [k \lambda(s) + \xi(s)] e^{-k(t-s)/\gamma}.$$  

(17)

Since $x$ is linear in the initial position and the noise, both of which are Gaussian, it must follow a Gaussian distribution itself.

The work done is given by

$$W = -k \int_0^t dt (x(t) - \lambda(t)) \dot{\lambda}(t).$$  

(18)

Being linear in $x$, the work is also a Gaussian variable. We therefore need to compute only the mean and the variance of $W$. The mean position at time $t$ is given by:

$$\langle x(t) \rangle = \frac{k}{\gamma} \int_0^t ds \lambda(s) e^{-k(t-s)/\gamma}.$$  

(19)

The mean and variance of the work are then

$$\langle W \rangle = -k \int_0^t dt [\langle x(t) \rangle - \lambda(t)] \dot{\lambda}(t)$$  

(20)

and

$$\sigma_W^2 = k^2 \int_0^t dt \int_0^t ds \{\langle x(t) \rangle - \langle x(s) \rangle\} \times \dot{\lambda}(t) \dot{\lambda}(s).$$  

(21)

Using the given form of $\lambda(t)$ in (12), and substituting this equation in (20) and (21), we can arrive at the distribution for $W$.

Now, the violation of generalized second law by work done can now be readily computed. The fraction of trajectories along which $W$ is less than $\Delta F + T \Delta I$ will constitute the violation fraction $f_W$. From the definition of the violation fraction ($f_W$) as mentioned at the beginning of this subsection, we have

$$f_W = \int_{-\infty}^{\Delta F + T \Delta I} P(W) dW.$$  

(22)

Using the Gaussian form of $P(W)$ and the fact that $\Delta F = 0$ for a dragged particle, we then have

$$f_W = \frac{1}{2\pi \sigma_W^2} \exp \left[ -\frac{(W - \langle W \rangle)^2}{2\sigma_W^2} \right] dW.$$  

(23)

B. Special case: centre of trap is dragged with uniform velocity

Let us consider a situation in which the centre of the trap is dragged at uniform velocity $v_1$. Our protocol $\lambda(t)$ in the previous section then becomes $\lambda(t) = v_1 t$. The equation of motion followed by the particle is assumed to be given by the overdamped Langevin equation:

$$\gamma \dot{x} = -k(x - v_1 t) + \xi(t),$$  

(24)

The formal solution of Eq. (24) is given by

$$x(t) = x_0 e^{-kt/\gamma} + \frac{1}{\gamma} \int_0^t ds [kv_1 t + \xi(s)] e^{-k(t-s)/\gamma}.$$  

(25)

Here, $x_0$ is sampled from the initial Gaussian distribution with mean zero and variance $\sigma_0^2$. Since $x(t)$ is linear in $x_0$ and the noise, which are Gaussian variables, it itself must follow a Gaussian distribution.

We can readily obtain from Eq. (25)

$$\langle x(t) \rangle = \frac{k v_1}{\gamma} e^{-kt/\gamma} \int_0^t ds e^{ks/\gamma} = v_1 t - \frac{v_1}{k} \left[1 - e^{-kt/\gamma}\right].$$  

(26)
Using this relation we get
\[
(W) = \gamma v_1^2 \left[ \tau - \frac{\gamma}{k} (1 - e^{-k\tau/\gamma}) \right].
\] (27)

The variance of \( W \) is given by
\[
\sigma^2_W = \gamma^2 v_1^2 \left( \sigma_0^2 - \frac{T}{k} \right) (1 - e^{-k\tau/\gamma})^2 + 2v_1^2\gamma T \left[ \tau - \frac{T}{k} (1 - e^{-k\tau/\gamma}) \right].
\] (28)

Thus, Eqs. (27) and (28) specify the full distribution for work.

The violation fraction is given by (see eq. (23))
\[
f_W = \frac{1}{2} \text{erfc} \left[ \frac{(W) - T\Delta I}{\sqrt{2\sigma^2_W}} \right].
\] (29)

The initial and final values of the information are given by
\[
I(0) = \frac{1}{2} \ln \left( \frac{T}{k\sigma_0^2} + \frac{k\sigma_0^2}{2T} - \frac{1}{2} \right),
\]
\[
I(\tau) = \frac{1}{2} \ln \left( \frac{T}{k\sigma_0^2} + \frac{k\sigma_0^2}{2T} \left[ \langle x_\tau \rangle^2 - 2v_1\tau \langle x_\tau \rangle \right] + \sigma_\tau^2 + v_1^2\tau^2 \right) - \frac{1}{2}.
\] (30)

The variance in position is given by
\[
\sigma^2_\tau = \left( \sigma_0^2 - \frac{T}{k} \right) e^{-2k\tau/\gamma} + \frac{T}{k}.
\] (31)

Using (27), (28), (30) and (31) in (23), we can compute the violation fraction \( f_W \). Note that since the argument of the complementary error function is always positive, the violation fraction cannot exceed \( 1/2 \). Eq. (29) has numerically been tested in figure 1, where we have plotted \( f_W \) as a function of the observation time \( \tau \). We find that the simulated curve agrees with the analytical one to a very good accuracy. We note from the figure that in contrast to the case where the initial distribution is an equilibrium one [18], the violation fraction increases with increase in the time of observation.

**IV. OPTIMAL PROTOCOL FOR PARTICLE IN A HARMONIC TRAP**

We now proceed to find which protocol minimizes the quantity \( (W) - \Delta F - T\Delta I \) for a given time of observation \( \tau \), and for given initial and final values of the parameter \( \lambda_0 \) and \( \lambda_\tau \), respectively. We will follow the approach of Schmiedl and Seifert [13], where the form of protocol that minimizes the mean work (only) was derived. We will compare the optimal protocols obtained below with the one obtained in [13], and show that the results are quite different even when the system is initially at thermal equilibrium with the bath.

**A. Dragging the centre of the trap**

Once again, the particle is placed in a harmonic potential whose centre is moved according to some protocol \( \lambda(t) \). In other words, the particle is placed in a potential \( V(x, t) = \frac{1}{2}k(x - \lambda(t))^2 \). We assume \( k = T = \gamma = 1 \), so that the Langevin equation becomes
\[
\dot{x} = \lambda(t) - x + \xi(t),
\] (32)

We note that the average position depends on the form of the protocol, but not the variance: \( \sigma^2(t) = 1 + (\sigma_0^2 - 1)e^{-2t} \), as can be shown from the Langevin equation. This prompts us to use the variable \( u \equiv \langle x \rangle \) to rewrite the Langevin equation as \( \dot{u(t)} = \lambda(t) - u(t) \), where \( u \equiv \langle x \rangle \).

The mean work is obtained to be [13]
\[
\langle W \rangle = \int_0^\tau dt \dot{u}^2(t) + \frac{1}{2}(\dot{u}_\tau^2 - \dot{u}_0^2).
\] (33)

\( \Delta I \) is given by
\[
\Delta I = \frac{1}{2\sigma_\tau} (\dot{u}_\tau^2 + \sigma_\tau^2 - 1) - \frac{1}{2\sigma_0} (\sigma_0^2 - 1).
\] (34)
Here, we have used the relation \( \lambda - u = \dot{u} \). We define the variable
\[
A \equiv \langle W \rangle - \Delta I = \int_0^\tau dt \ u^2(t) + \frac{1}{2} (u^2 - \dot{u}^2) - \frac{1}{2\sigma^2} \left( \sigma^2 - 1 \right) \left[ \left( \lambda - m \right)^2 + \sigma^2 - 1 \right] + \frac{1}{2\sigma^0} \left( \sigma^0 - 1 \right).
\]
(35)

Noting that other than the first term, all others involve boundary terms, the Euler-Lagrange equation will be the same as in [13] if \( \dot{u} = 0 \). With \( u_0 = 0 \), the solution is
\[
u(t) = m t,
\]
(36)
where \( m \) is a constant. The other boundary condition is (choosing \( \lambda_0 = 0 \), \( u_0 = \lambda_0 - u_0 = 0 \). With this form of \( u(t) \), the expression for \( A \) becomes
\[
A = m^2 \tau + \frac{1}{2} \left( \lambda - m \right)^2 \tau \\
- \frac{1}{2\sigma} \left( \lambda - m \right)^2 + \sigma^2 - 1 + \frac{1}{2\sigma^0} \left( \sigma^0 - 1 \right).
\]
(37)

We want to minimize \( A \) with respect to \( m \). This gives
\[
\frac{\partial A}{\partial m} \bigg|_{m=m^*} = 0
\]
\[
\Rightarrow m^* = \frac{\lambda}{2 + \tau(1 - \frac{1}{\sigma})}.
\]
(38)

With this choice, the optimal value of \( A \) becomes
\[
A^* = \frac{\lambda^2(\sigma - 1)}{2\sigma + \tau(\sigma - 1)} + \frac{1}{2} \left( \sigma^0 - \frac{1}{\sigma^0} - \sigma^2 + 1 \right)
\]
\[
\left( \sigma^2 - 1 \right)
\]
\[
\left( \sigma^2 - 1 \right) - \frac{1}{\sigma^0} - \sigma^2 + 1.
\]
(39)

where
\[
\sigma^2 = 1 + (\sigma^2 - 1)e^{-2\tau},
\]
(40)
which is obtained from the Langevin equation.

The optimal protocol becomes
\[
\lambda^*(t) = \dot{u}^*(t) + u^*(t) = m^* (1 + t)
\]
\[
= \frac{\lambda}{2 + \tau(1 - \frac{1}{\sigma})}(1 + t),
\]
(41)

We therefore observe that although the form of the protocol is linear as in [13], the exact expression is different.

B. Changing the stiffness constant of the trap

Let the stiffness constant of the trap be varied according to the protocol \( \lambda(t) \). In other words, the time-dependent potential is given by \( V(x, t) = \frac{1}{2} \lambda(t)x^2 \). The corresponding Langevin equation is
\[
\dot{x} = -\lambda(t)x + \xi(t).
\]
(42)

This time, in contrast to the previous case, the mean position does not depend on the functional form of \( \lambda(t) \), but the variance does. Thus we define the new variable \( w = \langle x^2 \rangle \), so that the Langevin equation becomes
\[
\dot{w} = -2\lambda w + 2.
\]
(43)

Again, as shown in [13], the mean work can be written in terms of the variable \( w \):
\[
\langle W \rangle = \frac{1}{4} \int_0^\tau dt \frac{\dot{w}^2}{w} + \frac{1}{2} (\lambda_\tau w - \lambda_0 w_0) - \frac{1}{4} \ln \frac{w_\tau}{w_0},
\]
(44)

In order to calculate \( \Delta I \), we note that the distributions are given by
\[
p_1(x_0) = \frac{e^{-x_0^2/2\sigma^2}}{\sqrt{2\pi\sigma^2}};
\]
\[
p_0^\prime(x_0) = \frac{\sqrt{\lambda_0}}{2\pi\sigma^2} e^{-\lambda_0 x_0^2/2};
\]
\[
p_f(x_\tau) = \frac{e^{-x_\tau^2/2\sigma^2}}{\sqrt{2\pi\sigma^2}};
\]
\[
p_f^\prime(x_\tau) = \frac{\sqrt{\lambda_\tau}}{2\pi\sigma^2} e^{-\lambda_\tau x_\tau^2/2}.
\]
(45)

Therefore, since \( \Delta F = \frac{1}{2} \ln \left( \frac{\lambda}{\lambda_0} \right) \) is independent of \( w_0 \) and \( w_\tau \), we again consider the quantity
\[
A \equiv \langle W \rangle - \Delta I = \frac{1}{4} \int_0^\tau dt \frac{\dot{w}^2}{w} + \frac{1}{2} (\lambda_\tau w - \lambda_0 w_0) - \frac{1}{2} \ln \frac{w_\tau}{w_0} - \frac{1}{2} \left( \lambda_\tau w - \lambda_0 w_0 \right) - \frac{1}{2} \ln \left( \frac{\lambda_\tau w}{\lambda_0 w_0} \right)
\]
\[
+ \frac{1}{2} \left( \lambda_\tau w_\tau - \lambda_0 w_\tau \right) - \frac{1}{2} \ln \left( \frac{\lambda_\tau w_\tau}{\lambda_0 w_0} \right).
\]
(46)

Once again, the Euler-Lagrange equations are the same as in [13], and are given by
\[
\dot{w}^2 - 2w\dot{w} = 0,
\]
(47)
whose general solution is
\[
w(t) = c_1 (1 + c_2 t)^2.
\]
(48)

The initial condition gives \( w_0 = \sigma^2_0 \Rightarrow c_1 = \sigma^2_0 \). Thus, we have
\[
w = \sigma^2_0 (1 + c_2 t)^2; \quad \dot{w} = 2c_2\sigma^2_0 (1 + c_2 t).
\]
(49)
Then the expression for $A$ becomes

$$A = \frac{\sigma^2}{\tau} (b - 1)^2 + \frac{1}{2} \lambda_0 \sigma^2 (b^2 - 2) - (\lambda_0 \sigma^2) - \ln b$$

$$- \frac{1}{2} \lambda_0 \sigma^2 (b^2 - 2) - (\ln (\lambda_0 \sigma^2)) - 1$$

$$+ \frac{1}{2} \lambda_0 \sigma^2 (b^2 - 2) - (\ln (\lambda_0 \sigma^2)) - 1$$

$$= \frac{\sigma^2}{\tau} (b - 1)^2 + \frac{1}{2} \ln \left( \frac{\lambda_0}{\lambda_0} \right). \quad (50)$$

where $b = 1 + c_2 \tau$. Thus, the value of $b$ that minimizes $A$ is $b^* = 1$, which implies $c_2 = 0$. Correspondingly, $A^* = \frac{1}{2} \ln \left( \frac{\lambda_0}{\lambda_0} \right) = \Delta F$, or $\langle W \rangle - \Delta I - \Delta F = \Delta S_{tot} = 0$ (see Eq. (5)). We further have $w^*(t) = c_1 = \sigma^2$, which is independent of time. Finally, we get

$$\lambda^*(t) = \frac{2 - \dot{w}}{2w} \Big|_{c_2 = c_2} = \frac{1}{\sigma^2}, \quad (51)$$

which is a constant protocol with jumps at the two ends: at time $t = 0^+$, the value of the external parameter is switched instantaneously from $\lambda(0) = \lambda_0$ to $\lambda(\tau^-) = \lambda_0$ (i.e. the fraction of trajectories violating the inequality $W \geq \Delta F$) intersect each other at around $\lambda_0 = 1.8$, the violation fraction $f_A$ (i.e. the fraction of trajectories violating the inequality $W - \Delta I \geq \Delta F$) can be less for the optimal protocol (for which it is pegged at 0.5) than the $f_A$ for the SS protocol.

Note that in the case of the optimal protocol, the mean work ($W$) is given by the summation of the changes in internal energy at the beginning and at the end of the protocol (see Eq. (52) below), and is independent of the time of observation. So is $\Delta S_{tot}$, because it is always zero for the optimal protocol.

In figure 5, the plots of the violation fractions for work $W - \Delta I$ have been plotted as functions of the initial value $\lambda_0$ of the stiffness constant. We find that although the violation fractions $f_{W-I}$ with respect to work (i.e. the fraction of trajectories violating the inequality $W - \Delta I \geq \Delta F$) do not change, so that the total entropy remains constant. At the final instant, due to the sudden quench, once again the total entropy does not change. Thus, $\Delta S_{tot} = 0$ in the entire process, although the process is not quasi-static. We can the infer that this can be generalized to potentials that are not harmonic, and apply a similar protocol to get vanishing change in total entropy.

Evidently, if the initial distribution is the thermal one: $\sigma^2 = 1/\lambda_0$, then this means that we do not perturb the system at all from time $t = 0$ to $t = \tau^-$, and at the final instant perform a sudden quench by changing the value of the parameter to $\lambda_r$.

Let us check how the results from Schmeidl and Seifert’s protocol compare with the optimal protocol we obtained above. In figure 2 we have plotted the variations of the dissipated work $\langle W \rangle - \Delta F$ and $\Delta S_{tot} \equiv \langle W \rangle - \Delta I - \Delta F$ with the time of observation $\tau$. Since the SS protocol is tailored to obtain minimum work, we find that the red curve is always below the blue curve. However, since the optimal protocol is tailored to obtain the minimum value of $\Delta S_{tot}$, the green curve (for Seifert’s protocol) always lies above the magenta curve.
of the stiffness constant. We have chosen $\Delta$ protocol, where $\Delta$ of initial stiffness constant has been chosen to be $\lambda$ value of $\Delta$.

FIG. 3. Variation of violation fractions with respect to $W$ (i.e. $W < \Delta F$) and $A$ (i.e. $W < \Delta F$) in SS, where $\Delta i = \ln \frac{p(x_i, x_{i+1})}{p(x_i, x_{i-1})}$ as functions of initial value $\lambda_0$ of the stiffness constant. We have chosen $\lambda_0 = 5$ and $\tau = 1$ in the simulations.

FIG. 4. Distribution of $\Delta s_{tot} = W - \Delta F - \Delta i$ for the SS protocol, where $\Delta i = \ln \frac{p(x_i, x_{i+1})}{p(x_i, x_{i-1})}$, where the value of initial stiffness constant has been chosen to be $\lambda_0 = 2$. The value of $\lambda_\tau = 5$, and time of observation is $\tau = 1$. We find that although in SS protocol, the $\langle \Delta s_{tot} \rangle$ is greater than zero unlike in the case of the optimal protocol, a larger fraction of trajectories are less than zero in the former case.

C. Analytically obtained moments of work and total entropy change

Since the protocol is a constant with jumps and the initial and final times, the moment generating function of both $W$ and $\Delta s_{tot}$ can be calculated analytically. We first note that $W$ is simply the sum of energy changes at the terminal instants:

$$W = \frac{1}{2}(\lambda - \lambda_0)x_0^2 + \frac{1}{2}(\lambda_\tau - \lambda)x_\tau^2,$$

(52)

where $\lambda = 1/\sigma_0^2$ (see Eq. (51)). The corresponding moment generating function is given by

$$M_W(\alpha) = \langle e^{\alpha W} \rangle = \int dx_0 dx_\tau p_0(x_0) P(x_\tau|x_0)e^{\alpha W(x_0,x_\tau)},$$

(53)

This is a Gaussian integral, with

$$p_0(x_0) = \frac{1}{\sqrt{2\pi\sigma_0^2}}e^{-x_0^2/2\sigma_0^2};$$

$$P(x_\tau|x_0) = \frac{\lambda}{\sqrt{2\pi(1-e^{-2\lambda\tau})}} \exp \left[ \frac{\lambda(x_\tau - x_0e^{-\lambda\tau})^2}{2(1 - e^{-2\lambda\tau})} \right].$$

(54)

Plugging (54) into (53) and performing the integral leads to

$$M_W(\alpha) = \frac{\lambda}{\sqrt{\lambda B(\alpha) - \alpha(\lambda_\tau - \lambda)(1 - e^{-2\lambda\tau})B(\alpha) - \frac{\lambda e^{-2\lambda\tau}}{1 - e^{-2\lambda\tau}}}},$$

(55)

where

$$B(\alpha) = \lambda - \alpha(\lambda - \lambda_0) + \frac{\lambda e^{-2\lambda\tau}}{1 - e^{-2\lambda\tau}}.$$ (56)

The $n^{th}$ moment of $W$ is obtained by using the relation

$$\langle W^n \rangle = \left. \frac{\partial^n}{\partial \alpha^n} M_W(\alpha) \right|_{\alpha = 0}.$$ (57)

Using this, for $\tau = 1$, $\lambda_0 = 2$ and $\lambda_\tau = 5$, we obtain the first and second moments of $W$ to be 0.75 and 1.69 respectively, which agree with our numerical results to a good accuracy.

On the other hand, the expression for total entropy change is given by

$$\Delta s = W - \Delta F - \Delta i$$

$$= \frac{1}{2}(\lambda - \frac{1}{\sigma_0^2})x_0^2 + \ln \left( \frac{\sigma_\tau}{\sigma_0} \right) + \frac{1}{2}\left( \frac{1}{\sigma_\tau^2} - \lambda \right)x_\tau^2$$

$$= 0,$$

(58)

keeping in mind that $\lambda = 1/\sigma_0^2$ and $\sigma_\tau = \sigma_0$, since the form of the distribution does not change during the protocol. Thus we find that even though the process is not quasistatic, we still obtain vanishing total entropy for each individual trajectory for the optimal protocol.
V. FLUCTUATION THEOREM FOR WORK IN PRESENCE OF NONEQUILIBRIUM INITIAL DISTRIBUTION

We have, from (15),
\[
\Delta s_{\text{tot}} = \frac{W - \Delta F}{T} - \Delta i. \tag{59}
\]
As has been shown in [14, 15], this total entropy change follows the fluctuation theorem
\[
\langle e^{-\Delta s_{\text{tot}}} \rangle = 1. \tag{60}
\]
Therefore, we obtain the following fluctuation theorem in terms of work done:
\[
\langle e^{-\beta(W-\Delta F)+\Delta i} \rangle = 1, \tag{61}
\]
\(\beta\) being the inverse temperature of the bath.

VI. CONCLUSIONS

In this paper, we have studied the generalization of the Maximum Work Theorem when the initial distribution is non-equilibrium. We have derived formal expressions for the violation fraction corresponding to the new inequality when the confining potential is harmonic and its centre is dragged according to a time-dependent protocol. In particular, if the centre is dragged with uniform velocity, then these formal expressions can be analytically calculated. Further, we have derived functional forms of the optimal protocol in two cases: (i) when the centre of the harmonic trap is dragged, and (ii) when the stiffness constant of the trap is changed with time. In the first case, we found that the optimal protocol is linear in time with jumps at the initial and the final points. In the second case, we found that the protocol simply consists of jumps at the end points without any time dependence in-between. We further noted that a similar protocol will be the optimal one even for more general forms of the potential (other than the harmonic case that we have treated here). These optimal protocols are different from the ones provided in [13] even when the initial distribution is thermal, because of the nonequilibrium final distribution. Surprisingly, it was observed that although the average of the total entropy change in the optimal protocol provided above is zero, which is less than the average entropy change computed using the optimal protocol of [13], the latter can generate a higher fraction of trajectories that are atypical with respect to the MET in some parameter range. Which process is more efficient: one with smaller value of \(\langle \Delta s_{\text{tot}} \rangle\) or one with higher violation fraction, is unclear.
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