Gemini: Dynamic Bias Correction for Autonomous Experimentation and Molecular Simulation
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Bayesian optimization has emerged as a powerful strategy to accelerate scientific discovery by means of autonomous experimentation. However, expensive measurements are required to accurately estimate materials properties, and can quickly become a hindrance to exhaustive materials discovery campaigns. Here, we introduce Gemini: a data-driven model capable of using inexpensive measurements as proxies for expensive measurements by correcting systematic biases between property evaluation methods. We recommend using Gemini for regression tasks with sparse data and in an autonomous workflow setting where its predictions of expensive to evaluate objectives can be used to construct a more informative acquisition function, thus reducing the number of expensive evaluations an optimizer needs to achieve desired target values. In a regression setting, we showcase the ability of our method to make accurate predictions of DFT calculated bandgaps of hybrid organic-inorganic perovskite materials. We further demonstrate the benefits that Gemini provides to autonomous workflows by augmenting the Bayesian optimizer Phoenics to yield a scalable optimization framework leveraging multiple sources of measurement. Finally, we simulate an autonomous materials discovery platform for optimizing the activity of electrocatalysts for the oxygen evolution reaction. Realizing autonomous workflows with Gemini, we show that the number of measurements of a composition space comprising expensive and rare metals needed to achieve a target overpotential is significantly reduced when measurements from a proxy composition system with less expensive metals are available.

I. INTRODUCTION

Arguably, due to its ubiquitous use in several areas of science, engineering and economics, optimization is one of the most important areas of applied numerical science. Optimization tasks in chemistry and materials science are particularly challenging given that they are typically multi-dimensional, non-convex and often involve expensive to evaluate objectives. Therefore, development of efficient algorithmic strategies capable of identifying optimal experimental choices has been an active area of research for decades [1, 2]. These strategies are usually formulated as traversing an objective function which in chemistry and materials science describes how a measurable property varies with respect to changing conditions or parameters. Optimization strategies are tasked with navigating the parameter space with the goal of identifying parameters that correspond to a desired property value, e.g., the task of finding optimal reaction conditions that leads to a high yield. In the chemistry laboratory, evaluations of a response surface can involve many experimental steps (e.g., multi-step synthesis and evaluation of product yield) and can be time or resource consuming. It follows that the use of all available measurements to propose only the most informative parameters is required to reduce the number of evaluations and ultimately accelerate the discovery process. Strategies such as random search [3, 4], gradient descent [5–7], grid searches [8–10] and evolutionary algorithms [11, 12] have been deployed and have found success in chemistry, but are typically most useful when the objective can be evaluated rapidly and at a low cost.

Recently, there has been a surge in practical applications of machine learning (ML) in chemistry and materials science [13]. Techniques from ML have allowed chemists to predict the outcome of chemical reactions [15, 16] and their yield [17], accelerate the discovery of clean energy materials [18], and improve the prediction of protein structure [19, 20]. ML-driven approaches to optimization have also gained popularity in recent years. For example, Zhou et al. highlighted the advantages of deep reinforcement learning for the optimization of microdroplet reactions [21]. Bayesian optimization (BO) is an experiment planning strategy that uses a ML model (traditionally a Gaussian process) to construct a surrogate to the true response surface learned from all available observations before deciding on the next experiment to perform [22]. Recently, it has been suggested that integration of BO approaches into the chemistry laboratory
could have critical implications for efficient synthesis of functional chemicals and materials [23, 24].

Autonomous experimentation describes another sector where ML enables a change in the approach to scientific discovery with the goal of augmenting cutting edge computational and experimental tools with statistical techniques in a closed-loop workflow [11, 22, 31]. BO has been a popular choice to drive prototype implementations of autonomous science [18, 32–34], while various other strategies have also shown merit [35, 36]. Researchers have also begun to benchmark experiment planning algorithms on a wide variety of synthetic response surfaces and datasets derived from chemistry and materials science [37, 39].

Evaluation of response surfaces in chemistry and materials science are typically expensive. Budgeted experimentation can be severely limited by, for example, cost of expensive reagents, computing time, and opportunity costs. However, there are often more than one method to evaluate a property with varying levels of accuracy and expense. Researchers will entertain an expensive method if it leads to more accurate measurements. Conversely, less accurate methods are tolerated in some cases if they are less expensive but provide a proxy-measurement for an expensive one. We maintain that the exploitation of less expensive measurements as proxies for more expensive measurements using ML is a key element in the acceleration of scientific discovery by means of autonomous experimentation.

To provide an explicit example, chemists are often confronted with finding the multi-component solvent mixture which best dissolves a particular solute. The trial-and-error approach to determining the optimal solvent composition using only experimental tools could be time and resource intensive. Associated costs include procurement of enough material to conduct potentially many sequential iterations and time associated with carrying out the individual trials. Molecular dynamics simulations can provide an estimate of solubility at a reduced overall cost. An ML-driven optimization workflow which exploits both computation and experiment potentially running at the same time (e.g. in a laboratory and on a workstation or computing cluster, respectively) could reduce the number of expensive laboratory measurements needed to achieve a target solubility.

The idea of leveraging proxy-learning approaches has been known to the chemistry community for several years. Ramakrishnan et al. added ML corrections to computationally inexpensive baseline quantum chemistry methods to predict more accurate target properties in what is referred to as the \( \Delta \)-machine learning approach [40]. Aspuru-Guzik and co-workers used Gaussian processes (GPs) to calibrate theoretical results to experimental ones while designing acceptor materials for single-junction organic solar cells [41, 42]. Yet, in all of these examples the calibration step relied on a sizable dataset of expensive evaluations, which renders these approaches inapplicable to discovery tasks where such a dataset is yet to be collected. Furthermore, even with a dataset of appreciable size, building a calibration model is a rigid approach whose generalization can break down for new examples which are out-of-distribution of the calibration set. In recent years, researchers have reported GP-based multi-fidelity BO strategies for materials design and discovery [43–45], which have innovated around the CoKriging method to predict the objective function.

In this work, we endeavour to enable proxy-learning in an autonomous discovery setting. In order to do so, we require a tool which (i) does not rely on the existence of a sizable dataset of expensive evaluations, (ii) can iteratively suggest informative evaluations of the expensive surface, (iii) can leverage inexpensive evaluations, (iv) the computational demand of the strategy should be affordable and ideally not exceed the order of a few minutes runtime on a standard laptop, (v) is scalable to regimes with thousands of measurements. Herein we report GEMINI: a tool which addresses the aforementioned criteria using a flexible, computationally efficient approach based on carefully regularized neural networks (NNs). GEMINI can be used for regression tasks where multiple sources of data are available and expensive training data is scarce. Also, GEMINI’s predictions can be used to construct a more informative surrogate model in a BO framework which contains insight from an inexpensive response surface. We show that our method works best for response surfaces with a high degree of positive rank correlation that it is flexible enough to capture a wide variety of non-linear correlations between response surfaces. As such, GEMINI is most useful in cases where inexpensive measurements closely follow the expected trends of more expensive measurements.

This work is organized as follows: Section II formulates GEMINI mathematically and compares it to related approaches. Section III assesses the performance of GEMINI in a regression setting on a series of synthetic response surfaces. Section IV showcases the utility of GEMINI for predicting bandgaps of hybrid organic-inorganic perovskite materials. Finally, in Section V.A we detail combination of GEMINI with the Bayesian optimizer PHOENICS [22] and in Section V.B show how this optimizer can significantly reduce the number of expensive measurements necessary to identify points in high-dimensional composition spaces that correspond to active electrocatalysts for the oxygen evolution reaction.

II. FORMULATING GEMINI

A. Background and architecture formulation

We consider a scenario in which a researcher would like to determine the dependence of a scalar-valued target property, \( y \), on a set of \( p \) parameters \( \mathbf{x} = \{x_1, \ldots, x_p\} \). At the researcher’s disposal there are two means of estimating \( y \) for a given \( \mathbf{x} \): an inexpensive, less accurate evaluator giving \( y_{\text{cheap}} = f_{\text{cheap}}(\mathbf{x}) \), and a more expen-
sive, more accurate evaluator giving $y_{\text{exp}} = f_{\text{exp}}(x)$. The researcher constructs datasets of observations $D_{\text{cheap}} = \{(x_{\text{cheap},i}, y_{\text{cheap},i})\}_{i=1}^{N_c}$ and $D_{\text{exp}} = \{(x_{\text{exp},i}, y_{\text{exp},i})\}_{i=1}^{N_e}$. We consider both regression type tasks (Sec. [VI] and Sec. [IV]) where the goal is to fit a predictive model using pre-existing datasets, and autonomous discovery tasks (Sec. [V]) where the datasets $D_{\text{exp}}$ and $D_{\text{cheap}}$ are constructed from scratch using sequential measurements with the goal of optimizing the property $y_{\text{exp}}$.

We are inspired by several previously reported approaches from the ML community. Analogously to chemistry, many objectives in ML research are costly to evaluate (i.e. optimizing model hyperparameters on a large dataset). Swersky et al. proposed multi-task Bayesian optimization in which a small dataset is leveraged as a proxy for hyperparameter tuning on a larger set [46]. More recently, Astudillo and Frazier introduced Bayesian optimization of composite functions of the form $f(x) = g(h(x))$, where $h$ is an expensive to evaluate black-box function, and $g$ is an inexpensive to evaluate function. Transfer learning is a broadly defined field concerned with learning problems in which sufficient data is only available out-of-distribution from the task of interest, and a knowledge transfer model is applied [47]. Few-shot learning can rapidly generalize learned prior knowledge to new tasks which contain only a few labelled examples [48, 49]. Bonilla et al. investigate multi-task learning in the context of GPs [50]. Multi-fidelity methods are intended to combine a small number of expensive high-fidelity measurements with a greater number of cheaply-obtained low-fidelity measurements [51, 52]. Recently, Cutajar et al. reported deep GPs for multi-fidelity modeling, which allows for the capture of non-linear correlations between multi-fidelity data [53].

In this work, we seek to provide a tool which is able to use $D_{\text{exp}}$ and $D_{\text{cheap}}$ to determine the set of parameters under which $f_{\text{exp}}$ yields an optimal response. Typically, optimization algorithms would only use $D_{\text{exp}}$ to inform this decision as only $f_{\text{exp}}$ provides noisy ground truth objective measurements. However, with a clever choice of $f_{\text{cheap}}$ which may be motivated by an intuition-based belief that there exists some degree of statistical correla-
tion between response surfaces of $f_{\text{exp}}$ and $f_{\text{cheap}}$, decision making using all available data may lower the overall expense required for the algorithm to find desired target values. We believe a practical realization the aforementioned tool would have the following characteristics:

(i) The tool should be able to correct for a wide class of non-linear biases between $f_{\text{exp}}$ and $f_{\text{cheap}}$ on-the-fly, i.e. in light of new observations of each surface at each optimization iteration. The tool should therefore be re-trained after every iteration and training times should not exceed the minute time scale for applicability in the chemistry and materials science sector.

(ii) The tool should be robust to overfitting in the low-data regime, but also remain scalable to data abundant regimes as a general-purpose algorithm. Use cases may greatly vary in the number of iterations necessary to observe asymptotic behaviour of an optimizer. To ensure maximal applicability of our method, we wish for GEMINI to be scalable from the low-data regime (10’s of measurements) to potentially 1000’s of measurements. This is motivated by the fact that cheap data is often available in abundance, and can be obtained in batches causing the total number of measurements (cheap + expensive) to increase rapidly.

(iii) train using all available data, i.e. should not be mandatory that parameter points are measured with both $f_{\text{exp}}$ and $f_{\text{cheap}}$. This is a restrictive requirement of some calibration approaches where a model is trained to learn the difference between the two evaluators.

(iv) The tool must be amenable to autonomous experimentation workflows, and therefore should satisfy standard requirements; e.g., not more than 20 dimensions, robust to noise, few expensive evaluations (usually no more than 100s).

Consider the simple 1D case in which the $f_{\text{cheap}}$ and $f_{\text{exp}}$ are related in the following way,

$$y_{\text{cheap}} = f_{\text{cheap}}(x).$$

$$y_{\text{exp}} = f_{\text{exp}}(x) = f_{\text{cheap}}[x + f_p(x)] + f_t(x).$$

$f_p(x)$ represents a perturbation on the parameters, while $f_t(x)$ is a perturbation on the targets. Our model intends to learn the underlying function $f_{\text{cheap}}$ which maps parameters to targets while simultaneously realizing the biases $f_p$ and $f_t$.

We use a NN based architecture which learns an abstract function mapping between parameters and targets while during the same training session learns systematic biases between the two sets of data. We choose NNs due to their favourable scaling relative to other probabilistic models such as GPs and their architectural flexibility which simplifies the definition of architectures which by construction can satisfy physical constraints such as positivity of a measured value. The abstract mapping is learned by $F_L$ which is supplied data from both $D_{\text{exp}}$ and $D_{\text{cheap}}$. $F_L$ estimates the mean and variance of the cheap and expensive target distributions through an auxiliary output unit, providing a means of estimating aleatoric uncertainty. Cheap parameters $x_{\text{cheap}}$ are passed directly to $F_L$ (Fig. 1 A), while a learned non-linear perturbation is added to $x_{\text{exp}}$ through the use of the network $F_P$ (Fig. 1 B). This step can be thought of as correcting for “shifts” between the parameters of each dataset (represented by $f_p$ in Eq. 2). Similar bias correction is performed in the target space, attempting to learn $f_t$ in Eq. 2. The raw output of $F_L$ is are perturbed using a representation learned by $F_T$ to give the final expensive prediction, while the cheap prediction is the direct output of $F_L$. The model is trained by minimizing the sum of the negative log-likelihood losses associated with the cheap and the expensive predictions. A conceptualization of the GEMINI model is shown in Fig. 1 and a detailed description of the model architecture is given in SI Sec. S2. We provide a demonstration of GEMINI’s predictions on pairs of 1D synthetic response surfaces and compare them with those of NNs, GPs and random forests in SI Sec. S1.A.

### III. ANALYTIC TESTS

We envision GEMINI as being most applicable in a global optimization setting and for closed-loop workflows for autonomous experimentation. It is important to first isolate the performance of GEMINI on regression tasks. In this section, we assess the performance of GEMINI in a regression setting using synthetic response surfaces.

Synthetic surfaces when defined computationally can be used to thoroughly benchmark and explore the behavior of the suggested approach given that large scale evaluations are not costly in comparison to experimental evaluations. However, for an accurate assessment of the behavior and performance of GEMINI on tasks related to chemistry and materials science, the synthetic surfaces should exhibit features generally expected from response surfaces encountered in these fields. Zhou et al. [21] use Gaussian mixture models to generate a set of surfaces which displays properties found in chemistry and materials science: surfaces can have multiple local optima, are generally described by a manifold and are subject to noise, which we do not model explicitly. Here, we sample synthetic surfaces from a GP. A detailed overview of surface generation can be found in SI Sec. S1.C. Surfaces are generated in pairs: one serving as the expensive surface, and one serving as the cheap surface and are populated with data points at random representing observations.

For each pair of synthetic surfaces, a “vanilla” NN is trained on observations on the expensive surface only, while GEMINI is trained on observations on both surfaces.
FIG. 2: Performance of \textsc{Gemini} on 1D and 2D synthetic response surfaces with varying number of expensive training points. Each trace represents average performance over binned surfaces with similar Spearman coefficients, with 95% confidence interval error bars. The black diamond trace represents the vanilla NN baseline, while the coloured traces represent averaged performances of \textsc{Gemini} over pairs of surfaces categorized by their Spearman coefficient into 8 bins (see legend in Fig. 2). In each bin, there are 20 pairs of surfaces. When few expensive training points are available, \textsc{Gemini} tends to outperform the vanilla NN for positively correlated surfaces, and displays the same asymptotic behaviour as the vanilla NN trace when the expensive training set size is increased. The margin of improvement using \textsc{Gemini} increases based on the increasing strength of positive correlation. Intuitively, choosing a cheap evaluator which correlates more strongly with the expensive evaluator should lead to better predictive accuracy with \textsc{Gemini}. For anti-correlated surfaces ($r_s \in [0.0, -1.0]$), \textsc{Gemini} performs as well or slightly worse than the NN. We note however that the drop in performance is not drastic. These tests demonstrate that \textsc{Gemini} is able to learn non-linear biases between response surfaces and significantly increase predictive performance in the low-data regime. Additional details about synthetic surface generation as well as higher-dimensional test results are reported in SI Sec. S.1. In the following section, \textsc{Gemini} is tested in a regression setting on real datasets taken from the chemistry and materials science literature. The \textsc{Gemini} hyperparameters used in the following tests are obtained by performing a hyperparameter grid-search using the average model performance over a set of 10 diverse synthetic response surface pairs as an objective. The motivation behind this approach is to find a set of hyperparameters that perform adequately across a wide range of data sizes and shapes. We hope that \textsc{Gemini} can then be used in an “out-of-the-box” fashion without the additional burden of finding application-specific hyperparameters. Information on the hyperparameter search can found in SI Sec. S.3.

IV. PREDICTING BANDGAPS OF HYBRID ORGANIC-INORGANIC PEROVSKITES

The efficiencies of perovskite solar cells have seen substantial improvements in the last decades, making them the one of the fastest advancing light-harvesting technologies [54]. Hybrid organic-inorganic perovskites (HOIPs) are typically comprised of organic anions within lead halide coordination matrices [55–57]. The inherent toxicity of lead motivates the exploration of new environmentally friendly HOIPs and is an active area of research [58-60]. There are a vast number of perovskite designs accessible through chemical modification, however, accurate simulation of properties, device fabrica-
FIG. 3: Learning curve predictions of validation prediction RMSDs for the HSE06 HOIP bandgaps. The number of cheap training points is $r = 10$ times the number of expensive training points, with the number of cheap training points capped at the data set size (192 points). Reported prediction statistics encompass 40 randomly selected training/validation splits for each training set size. NN exp indicates a network trained on the expensive data only, Gemini indicates the full architecture introduced in this work, NN cheap indicates a network trained on the cheap data only and making predictions on the expensive data, and NN both indicates a network trained on both the expensive and cheap data. Gemini indicates the full architecture introduced in this work. NN exp, NN cheap, and NN both constitute baseline predictive performance.

A recently reported dataset of HOIPs contains all 192 combinations of materials assembled from 16 organic anions, 3 group-IV cations and 4 halide anions. The bandgap, $E_g$, is perhaps the most desired property of HOIP materials [61]. The dataset reports $E_g$ for each HOIP material obtained using DFT calculations using both the generalized gradient approximation (GGA) and hybrid functionals. Calculated bandgaps using the Heyd–Scuseria–Ernzerhof (HSE06) exchange-correlation functional are expected to be close to experimentally determined bandgaps, but are computationally restrictive. The GGA level of theory is computationally feasible, but has been shown to underestimate $E_g$ by 30% [62]. We omit a detailed comparison of exchange-correlation approximations and roughly consider the HSE06 level of theory to be one order of magnitude more computationally expensive than the GGA level.

This example of the applicability of Gemini focuses on the prediction of expensive $E^\text{HSE06}_g$ values using both cheap (GAA) and expensive (HSE06) data and showcases how Gemini can generate accurate predictions in a setting where training data is available at varying levels of computational expense. Perovskite candidates are featurized using geometric and electronic descriptors of their components. Namely, the electron affinity, ionization energy, total mass and electronegativity of the inorganic cations and anions are used, as well as the HOMO-LUMO energies, dipole moment, atomization energy, radius of gyration and total mass of the organic anions. Cumulatively, each material is described by a 14 element vector. These descriptors were found to be most informative for optimization of the bandgap over the same dataset in Ref. [24]. Individual descriptor values and further explanation are given in SI Sec. S.5.

We conduct a series of regression tests where the predictive performance on the expensive dataset of 4 methods are compared: i) a NN trained on the expensive data only (NN exp), ii) Gemini trained on cheap and expensive data, iii) a NN trained on the cheap data (NN cheap), and iv) a NN trained on both the cheap and expensive data (NN both). All models make predictions on a validation set of expensive measurements. Methods iii) and iv) provide simple transfer learning baselines. For each training set size, 40 training sets are randomly sampled from the entire dataset and the remainder of the points are used for prediction. Prediction statistics are shown in Fig. 3. In line with our estimation of density functional expense, the number of cheap training data points is 10 times the number of expensive training points. e.g. NN exp is trained using 5 expensive points only, Gemini and NN both are trained using 5 expensive points and an additional 50 cheap points, while NN cheap is trained using the 50 cheap points only. For the cases where 10 times the number of expensive points exceeds the size of the dataset (i.e. 20 expensive points and up), the number of cheap points available to Gemini, NN both, and NN cheap is the entire dataset (192 points).

Fig. 3 shows learning curve prediction statistics over the 40 random training set samples for each training set size. Gemini makes more accurate predictions than the other 3 models when expensive data is scarce (2-10 expensive points), when there is moderate expensive data (10-100 expensive points) and when expensive data is
plentiful (150 expensive points). We find that as the amount of expensive data is increased, the difference between the performance of GEMINI and NN exp decreases, however, even with 150 expensive points (~78% of the dataset) the additional 42 cheap data points are used by GEMINI to further reduce the validation RMSD. We observe that the predictions of NN both and NN cheap approaches do not become significantly more accurate with increasing training data. This is due to a systematic underestimation of the bandgap using GAA and the inability of these methods to correct this simple bias (see SI Sec. S.5 for more details on the dataset). This example demonstrates the ability of GEMINI to use data from different sources accurately predict expensive to evaluate properties. We stress that the applicability of GEMINI is not constrained to purely computational measurements. From the point of view of the algorithm, experimental determination of HOIP bandgap could instead be used as the expensive evaluator.

V. OPTIMIZING ELECTROCATALYTIC ACTIVITY OF HIGH-DIMENSIONAL COMPOSITION SPACES FOR THE OXYGEN EVOLUTION REACTION

A. Combining Gemini with a Bayesian optimization strategy

A global optimization algorithm should be able to identify sets of parameters for which a desired objective value is achieved. As was shown in Sec. III and Sec. IV, GEMINI can make accurate predictions of expensive to evaluate response surfaces when supplemented by a correlated proxy-data source. By re-training GEMINI in light of new observations and incorporating its predictions into the acquisition function of a Bayesian optimizer, GEMINI can be effectively utilized in a closed-loop workflow. We report integration of GEMINI with the Bayesian optimizer Phoenics [20]. Phoenics is a probabilistic global optimization algorithm that combines ideas from Bayesian kernel density estimation and Bayesian optimization and is already designed to be useful for optimization problems in which evaluations are time consuming or resource intensive. Phoenics uses kernel densities estimated by a Bayesian neural network (BNN) and scaled by the observed objective function values to construct a surrogate model.

To accommodate GEMINI, we propose a modification to the acquisition function of Phoenics in which one term is added in the numerator and denominator.

\[
\alpha_g(x) = \frac{\sum_{k=1}^n f_k p_k(x) + \lambda \text{uniform}(x) + \rho g(x)}{\sum_{k=1}^n p_k(x) + \text{uniform}(x) + 1}.
\]

Equation 3

\(g(x)\) is GEMINI’s prediction of the objective function at the observed points. \(\rho\) is Pearson’s correlation coefficient between \(g(x)\) and the true observed values \(f_k\). When \(g(x)\) becomes increasingly correlated or anti-correlated with the \(f_k\) (corresponding to a \(\rho\) approaching 1 and -1 respectively), the more pronounced \(g(x)\) becomes in Eq. 3. When \(g(x)\) is completely uncorrelated with the true function values (\(\rho = 0\)), Eq. 3 becomes agnostic to the prediction of GEMINI. The qualitative impact of both \(\lambda\) and \(\rho\) on the shape of \(\alpha_g(x)\) are illustrated in SI Sec. S.4.

Augmentation of Phoenics with GEMINI provides a scalable optimization algorithm compatible with multiple sources of measurement. Successfully combining this optimizer with such sources (e.g. high-performance computing, robotic platforms, automated laboratory equipment, etc.) would fulfill our goal of enabling proxy-learning in an autonomous discovery setting. Fig. 4 shows a succinct depiction of how GEMINI can be integrated into a closed-loop scientific discovery workflow comprising multiple sources of property measurement. An experiment planning strategy, such as Phoenics, recommends parameter points to be measured by the cheap and the expensive experiment. The expensive experiment may incur a significantly greater temporal or monetary cost per measurement (Fig. 4). The resulting property measurements are used to train GEMINI, which in turn provides an estimation of the correlation between its predictions \(g(x)\) and the true property values (\(\rho\) in Eq. 3). \(\alpha_g(x)\) is then computed and is used by the experiment planner to select parameter points to be evaluated in the

FIG. 4: General schematic showing how GEMINI can be integrated into a closed-loop workflow which contains multiple sources of measurement. An experiment planning strategy (Phoenics in this work) recommends parameters to be measured by the cheap and expensive evaluators. In this figure, the expensive experiment is depicted as carrying a greater temporal and monetary cost. The resulting measurements are used to train GEMINI, after which the correlation \(\rho\) in Eq. 3 between GEMINI’s predictions \(g(x)\) and the true expensive measurements is estimated using a cross-validation approach (see SI Sec. S.7). In this work, \(\alpha_g(x)\) is then computed and used to select parameters to be evaluated at the subsequent iteration of the loop.
next iteration (see SI Sec. S.7 for additional details). In Sec. V.B, we simulate such an autonomous discovery platform including PHOENICS and GEMINI inspired by a recently reported dataset of electrocatalyst activities for the oxygen evolution reaction.

### B. Results of optimization experiments

The discovery of active electrocatalysts for the oxygen evolution reaction (OER) is an important challenge in energy materials science. The rise of scientific instrument automation has enabled catalyst discovery to benefit from previously unparalleled amounts of data collected using high-throughput experimentation. Recently, OER activity and catalytic stability have been measured through systematic exploration of high-dimensional chemical spaces. The resulting four datasets each contain a discrete library of 2121 catalysts, comprising all unary, binary, ternary and quaternary compositions from unique 6 element sets with 10 at% intervals. These datasets have already been used to benchmark sequential learning strategies.

The four composition systems can be ranked with respect to expense in several ways, including monetary cost of the elements in the sets, the abundance of the elements in the earth’s crust, or the toxicity of the elements. We only consider monetary cost in this work. Table V.B describes the composition systems and the cost associated with procuring an equal mass of all the elements. Considering these costs, pairs of composition systems can be classified as cheap or expensive. For instance, evaluations of the C compositions are on average roughly 6.4 times as expensive as evaluations of the A compositions due to Tantalum being a rare element in high demand. We designate the C composition measurements as expensive and the A composition measurements as cheap.

| Label | Composition system | Price [USD/g] |
|-------|--------------------|---------------|
| A     | Mn-Fe-Co-Ni-La-Ce  | 0.06          |
| B     | Mn-Fe-Co-Ni-Cu-Ta  | 0.37          |
| C     | Mn-Fe-Co-Cu-Sn-Ta  | 0.37          |
| D     | Ca-Mn-Co-Ni-Sn-Sb  | 0.08          |

TABLE I: Labels, elemental composition, and estimated monetary cost of each system reported in Ref. [67]. Prices of individual elements are taken from 3 different sources. [68–70]

The price column contains the amount in USD needed to purchase 1g of the composition assuming an equal mass of each element.

To showcase the performance of GEMINI in a continuous-valued parameter optimization framework, we are inspired to construct a probabilistic emulator (virtual robot) using a BNN to reproduce the OER catalysts datasets. This approach allows for the extension of a discrete library of measurements to a continuous function that can be queried for virtual measurements at any point in parameter space. It is important to note that

![FIG. 5: Comparison of the number of expensive evaluations taken by optimization strategies to achieve two targeted overpotentials (0.40 V and 0.39 V) on the emulated plate C dataset. The emulated plate C (A) datasets constitute the expensive (cheap) surfaces respectively. The strategies are abbreviated as follows: R: random search (no cheap surface evaluations), P: PHOENICS (no cheap surface evaluations), P+G: PHOENICS combined with Gemini, where $r$ is the number of cheap surface evaluations taken per expensive evaluation. Box-and-whisker plots are generated using 36 independent runs for each strategy. Green triangles represent average expensive evaluations needed to reach the targets.](image)

| Strategy                  | Target overpotential | Target overpotential |
|---------------------------|----------------------|----------------------|
|                           | 0.39 V               | 0.40 V               |
| Random sampling           | 21197 ± 2456         | 618 ± 100            |
|                           | N/A                  | N/A                  |
| PHOENICS only             | 486 ± 78             | 161 ± 33             |
|                           | ($1.7 \times 10^{-8}$) | ($8.6 \times 10^{-5}$) |
| PHOENICS + GEMINI $r = 2$| 67 ± 6               | 41 ± 5               |
|                           | ($6.7 \times 10^{-7}$) | ($2.2 \times 10^{-4}$) |
| PHOENICS + GEMINI $r = 5$| 53 ± 4               | 26 ± 2               |
|                           | ($1.8 \times 10^{-2}$) | ($6.9 \times 10^{-3}$) |

TABLE II: Mean expensive surface evaluations taken for strategies to find emulated C compositions corresponding to target overpotentials. Averages are taken over 36 independently seeded runs for each strategy and standard errors on the mean are reported. The strategy needing the fewest expensive surface evaluations to achieve each target is bolded. p-values from a paired difference Wilcoxon sign test are shown in parentheses between each method and the method directly above it in the table, e.g. P+G 5 compared to P+G 2, P+G 2 compared to P, and so on. Full box-and-whisker plots for these runs are shown in Fig. 4.
we construct an emulator to reproduce the entire standard 6-simplex even though discrete values from Ref. 67 only include up to quaternary compositions. The reader is referred to SI Sec. S.1 for further details on the BNN emulator and justification for this approach. The goal is to minimize the overpotential of the emulated C composition system while using the emulated A composition system as proxy measurements. Results are displayed in Fig. 5. We compare four distinct strategies: R: Random sampling of the expensive surface (no cheap surface evaluations), P: PHOENICS optimizing the expensive surface (no cheap surface evaluations), P+G 2: PHOENICS + GEMINI with 2 cheap surface evaluations per expensive surface evaluation, and P+G 5: PHOENICS + GEMINI with 5 cheap surface evaluations per expensive surface evaluation. All strategies using PHOENICS use two sampling strategies (λ = 1, −1) and parameters for cheap surface evaluations are chosen randomly. More involved cheap surface sampling strategies such as active learning [22], which attempt to resolve the entire cheap surface with as few evaluations as possible should be considered in subsequent work. We conduct the search/optimization sequentially until a target expensive surface overpotential of 0.39 V is achieved. Fig. 5 shows the number of expensive surface evaluations taken for each strategy to achieve the target. We also show results for a larger overpotential target of 0.40 V. Box-and-whisker plots show statistics over 36 independent runs, and mean expensive surface evaluations for each strategy are summarized in Table V. PHOENICS alone is able to drastically reduce the number of evaluations from random sampling for both targets showing the utility of BO for this problem, although more than 100 evaluations are needed (typically large for BO applications). PHOENICS augmented with GEMINI exploiting 2 cheap evaluations per expensive evaluation takes roughly 4 (7) times fewer expensive evaluations to achieve the 0.40 V (0.39 V) target than PHOENICS only. To achieve the 0.39 V overpotential target, P+G 2 needs on average only 67 expensive evaluations compared to 486 with PHOENICS only. To achieve the 0.40 V target P+G 2 needs only 41 expensive evaluations compared to 161 with PHOENICS only. Exploiting 5 cheap evaluations per expensive evaluation amounts to 6 (9) times fewer expensive evaluations to achieve the 0.40 V (0.39 V) target than PHOENICS only and further reduces the average number of expensive evaluations needed to achieve each target to 53 and 26, respectively. This demonstrates that increasing the number of cheap evaluations available per expensive evaluation can further reduce the number of expensive measurements needed for the PHOENICS + GEMINI optimizer to reach a target value.

VI. CONCLUSIONS

We have reported GEMINI, a machine learning tool which can leverage inexpensive measurements as a proxy for expensive measurements in an autonomous experiment setting. The implementation of GEMINI is flexible enough to correct for a wide class of non-linear biases between response surfaces, and gives the most accurate predictions when there is a strong, positive rank correlation between the response surfaces. We demonstrate that our method can give accurate predictions of perovskite bandgap energies at the HSE06 level when given proxy measurements at the GGA level of theory. GEMINI can be combined with the Bayesian optimizer PHOENICS to yield a scalable optimization strategy compatible with multiple sources of measurement. Using our method, we simulate optimization of overpotential of oxygen evolution reaction electrocatalysts over a 6-element composition system using overpotential measurements from a separate, cheaper composition system as proxies. We show that PHOENICS augmented with GEMINI can greatly reduce the number of expensive measurements needed achieve a target overpotential value compared to traditional optimization approaches. Thus, we maintain that GEMINI contributes to the advancement of optimization strategies for autonomous experimentation as a tool that can make use of inexpensive data. GEMINI is provided as an open source Python package available on GitHub (https://github.com/aspuru-guzik-group/gemini) under an MIT license. To install, use pip install matter-gemini (Python ≥ 3.6 required).

In future studies, we anticipate GEMINI to be added to categorical BO frameworks. Categorical BO is essential for the design of functional molecules and advanced materials and could benefit from the proxy-learning approach detailed in this work. In particular, we have recently reported GRYFFIN, which extends the idea of PHOENICS to the selection of categorical variables (e.g., catalysts, solvents). Our method could, in theory, be added to other experiment planning strategies that are potentially more suited for a particular application than BO. GEMINI could also be applied to not only learn biases between different methods of evaluating the same property, but between different properties entirely with varying difficulty associated with their measurement. For instance, Bayesian ML has been used to correlate electronic absorption spectra of PEDOT:PSS nanoaggregates (cheap) with the strength of intermolecular electronic couplings in organic conducting and semiconductor materials (expensive). Similar applications could broaden the applicability of GEMINI.
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Supplementary Information

S.1. ANALYTIC TESTS

A. Demonstration of Gemini’s predictions and comparison to other models

As a simple example, we examine the performance of Gemini using 3 pairs of 1D trigonometric functions as the cheap and expensive surfaces. Each pair represents a different class of bias functions $f_p$ and $f_t$: (a) constant bias, (b) linear bias, and (c) non-linear bias. Analytic forms of these functions are summarized in Table S.1.A. Fig. 6 illustrates the results of the 1D regression examples. All surfaces are plotted on the domain $[0, 1]$. Three different models are trained on the expensive measurements only (blue dots), and predict the remaining test points. These models are a random forest (as implemented in Scikit-learn [1]), a GP (Matérn 3/2 kernel, as implemented in GPFlow [2, 3]), and a fully-connected neural network. In the right-most column, Gemini is trained on both the expensive and cheap measurements (orange dots) and predictions are shown along with uncertainty in blue (orange) for the expensive (cheap) surfaces. Test set prediction accuracy statistics on the expensive surface are given for the baseline predictive models and for Gemini in their respective columns. For each class of bias functions, we find that Gemini’s prediction and the true expensive surface have near perfect linear correlation (Pearson’s correlation coefficient, $\rho \approx 1$), which is not always the case for the baseline predictive models. The coefficient of determination ($R^2$), a more general non-linear correlation statistic is also significantly higher for the predictions of Gemini than the predictions of the baseline models. This simple example indicates that using Gemini can give accurate predictions of expensive to evaluate response surfaces when cheap measurements from a correlated proxy-surface are plentiful. Gemini appears to be able to learn constant, linear, and non-linear classes of biases between the surfaces even when expensive measurements are sparse (5-10 measurements).

| Type           | Cheap surface | Expensive surface | $f_p(x)$ | $f_t(x)$ |
|----------------|---------------|-------------------|----------|----------|
| constant (a)   | $\cos 4\pi x + 2$ | $\sin 4\pi x$ | $3/8$    | $-2$     |
| linear (b)     | $\sin 2\pi x$  | $\sin 4\pi x + 2x$ | $x$      | $2x$     |
| non-linear (c) | $\sin 3\pi x$  | $3\pi(x + x^3) + x^5$ | $x^3$    | $x^5$    |

TABLE III: 1D Trigonometric functions representing toy surfaces used to test the performance of Gemini and the bias functions between them. Bracketed letters in the Type column indicate the row in Fig. 6 containing a visualization of the example.

B. Comparison of synthetic response surfaces

1. **Spearman’s Rank Correlation Coefficient**: Spearman’s Rank correlation coefficient, $r_s$, is a nonparametric measure of statistical dependence between the rankings of two variables. The raw vectors of cheap and expensive observations $y_{\text{cheap}}$ and $y_{\text{exp}}$ are transformed to the rank vectors $r_{\text{cheap}}$ and $r_{\text{exp}}$ which contain integer ranks for each value in ascending order. $r_s$ is then computed as Pearson’s correlation coefficient between these rank vectors.

$$r_s = \rho_{r_{\text{cheap}}, r_{\text{exp}}} = \frac{\text{COV} (r_{\text{cheap}}, r_{\text{exp}})}{\sigma (r_{\text{cheap}}) \sigma (r_{\text{exp}})}.$$ (4)

The numerator denotes the covariance of the rank variables, and the denominator is the product of the rank variables standard deviations. A positive (negative) $r_s$ indicates that $y_{\text{cheap}}$ increases (decreases) monotonically with $y_{\text{exp}}$.

2. **Ratio of expensive to cheap observations**: In the analytic tests we keep the number of cheap training points fixed while varying the number of expensive training points.

C. Generation of synthetic response surfaces using Gaussian processes

Synthetic benchmark functions derived computationally provide an efficient means of thoroughly benchmarking the performance of Gemini. Pairs of synthetic response surfaces are generated by sampling from a Gaussian process (GP)
FIG. 6: Comparison of predictions of three baseline models and GEMINI on 1D trigonometric surfaces which are related by perturbative biases on the parameters and targets (surfaces and biases are summarized in Table S.1.A). a) constant bias, b) linear bias, c) non-linear bias. Baseline models consist of a random forest, a GP, and a neural network and are trained on the expensive training points only. GEMINI is trained on both expensive and cheap measurements. Shaded regions represent ± the predicted variance of the respective model. $R^2$ is the coefficient of determination and $r$ is Pearson’s correlation coefficient. Both statistics are reported on the expensive test set. The best performing models for each row are shown in bold.

prior. GPs are generalizations of probability distributions over variables to functions \cite{4}, defined by a mean function $\mu(x)$ and a positive definite covariance function $k(x, x')$, with $(x, x')$ representing all possible pairs of input domain points.

$$f(x) \sim \mathcal{GP}(\mu(x), k(x, x')).$$

(5)

In order to model the variability of the GP random variables, we must define a covariance function. The radial basis function (RBF) kernel, which is a popular choice in kernelized learning algorithms. The RBF kernel for two sample points $x, x' \in \mathbb{R}^k$ is defined as

$$k(x, x') = \sigma^2 \exp\left(-\frac{||x - x'||^2}{2\ell^2}\right).$$

(6)

The kernel hyperparameter $\sigma$ is a scaling parameter which determines the average distance of the function from the mean, while the hyperparameter $\ell$ is known as a length scale which controls the domain distance at which two points significantly influence one another.

Practically, we are interested in a finite subset of the input domain $X = \{x_1, \ldots, x_n\}$ and sampling function evaluations $y$ from a multivariate Gaussian marginal distribution defined by mean vector $\mu(X)$ and covariance matrix
\( k(X, X), \)

\[ y = f(X) \sim \mathcal{N}(\mu(X), k(X, X)). \]  

(7)

\( \mu(X) = 0 \) (the zero vector), and the covariance function \( k \) is the RBF kernel in Eq. 6.

First, we define a domain, \( X_d \), and uniformly sample a “training” set \( X_t \subseteq X_d \). We then sample the training targets, \( y_t \) using a GP prior with an RBF kernel.

\[ y_t = f(X_t) \sim \mathcal{N}(0, K(X_t, X_t)). \]  

(8)

Our entire domain \( X_d \) serves as “test” features, allowing us to condition the joint distribution

\[ \begin{bmatrix} y_t \\ y_d \end{bmatrix} \sim \mathcal{N} \left( \begin{bmatrix} \mu_t \\ \mu_d \end{bmatrix}, \begin{bmatrix} \Sigma_{tt} & \Sigma_{td} \\ \Sigma_{dt} & \Sigma_{dd} \end{bmatrix} \right), \]  

(9)

upon the training data \( D = (X_t, y_t) \). The resulting distribution is given by

\[ p(y_d|X_d, D) = \mathcal{N}(\mu_f|D(X_d), K_f|D(X_d, X_d)), \]

\[ = \mathcal{N}(\mu_d + \Sigma_{dt}\Sigma_{tt}^{-1}(y_t - \mu_t), \Sigma_{dd} - \Sigma_{dt}\Sigma_{tt}^{-1}\Sigma_{td}). \]  

(10)

The distribution in Eq. 10 can be sampled efficiently (linear time) using decoupled sampling [5], and is used to generate pairs of cheap and expensive surfaces. All GP code used in this work is implemented using the Python package GPflow [2, 3].

Synthetic response surface pairs are binned based on their Spearman coefficient, \( r_s \). Bins have a width of 0.25, giving 8 bins on \([-1, 1]\). The same 20 expensive surfaces, \( \{y_{\text{exp},i}\}_{i=1}^{20} \), are used in each bin while the corresponding cheap surfaces are selected such that their \( r_s \) falls into one of the bins. With this setup, a predictive model which has no knowledge of the cheap surfaces should have consistent average performance across all bins.

For input and output dimensionality of 1, the domain is defined as \( X_d \in [-5, 5]^{100} \). The lengthscale, \( \ell = 1.0 \) and variance \( \sigma^2 = 2.0 \) for the RBF kernel in Eq. 6. For input dimensionality of 2, \( X_d \in [-5, 5]^{10000} \).

Given that the number of training points on the expensive surfaces is often not enough to resolve the entire surface, a cross-validation-like strategy is used for dataset generation, whereby we randomly sample \( n_{\text{folds}} \) batches of training points on the expensive surfaces and \( n_{\text{folds}} \) batches of training points on the cheap surface and use the remainder of data for validation. The algorithm’s average prediction accuracy across all validation folds is reported. For all analytic tests considered in this work, we use \( n_{\text{folds}} = 20 \) The size of the training sets are given in Tab S.1.C.

![FIG. 7: Synthetic response surface pairs sampled from a GP posterior. This plot contains one pair of surfaces from each of the 8 bins defined by Spearman’s rank correlation coefficient between the surfaces. Surfaces range from highly correlated (top-left), to highly anti-correlated (bottom-right).](image-url)
### TABLE IV: Number of folds, number of cheap training points and number of expensive training points.

| input dim | output dim | # total points | # folds | # cheap train | # expensive train |
|-----------|------------|---------------|---------|--------------|------------------|
| 1         | 1          | 100           | 20      | 75           | {2, 3, 5, 10, 20, 50, 75} |
| 2         | 1          | 10000         | 20      | 7500         | {2, 3, 5, 10, 20, 50, 100, 500, 5000} |

#### D. Analytic tests using the Olympus package

In high dimensions, sampling response surface pairs with tailored correlations using the GP approach described above becomes costly. Instead, several well-known synthetic surfaces implemented in the OLYMPUS package [6] are selected for high-dimensional tests.

![2D synthetic surfaces from the Olympus package considered in this work.](image)

**FIG. 8:** 2D synthetic surfaces from the Olympus package considered in this work.

| Dejong | HyperEllipsoid | AckleyPath | Rastrigin | Michalewicz | Schwefel |
|--------|----------------|------------|-----------|-------------|----------|
| 1.00   | 0.88           | 0.72       | 0.66      | 0.46        | 0.00     |

**TABLE V:** Spearman rank correlation coefficient between the synthetic surfaces measured on a 2D grid of 1e4 points.

Namely, the Dejong surface is the expensive surface, while the Dejong, HyperEllipsoid, Rastrigin, Michalewicz, Schwefel and AckleyPath surfaces are the cheap surfaces. 2D visualizations of these surfaces are given in Fig. [9]. The Spearman coefficients between expensive and cheap surfaces are summarized in Table S.1.D The examples include strong (Dejong-HyperEllipsoid), moderate (Dejong-AckleyPath, Dejong-Rastrigin), weak (Dejong-Michalewicz), as well as no correlation (Dejong-Schwefel).

**Fig. 9** shows learning curves comparing the performance for these tests for input/parameter dimension of 2, 3, 5, 10, 15, and 20. Each subplot row corresponds to a different cheap surface, while Dejong is always used as the expensive surface. The rows are arranged in order of descending correlation (top to bottom) with the expensive surface. In each panel, a learning curve is plotted for GEMINI and a vanilla NN (trained only on the expensive points) using Pearson’s correlation coefficient as the performance metric. We use a domain of 50000 randomly sampled points, 75% of which are used as training points on the cheap surface, the rest for validation. The expensive surface training set size is varied along the horizontal axis of the subplots, and the remainder are used for validation. Each point on the subplot is an average performance taken over 10 randomly selected folds.

We observe the general trend that as correlation increases (ascending a column), GEMINI’s predictions of the expensive surface become increasingly linearly correlated with the true surface compared to the vanilla NN. We observe that in virtually all the subplots the difference between the performance of GEMINI and that of the vanilla NN is greatest in the low-data regime (2-20 points). This observation reinforces the claim that GEMINI is an effective tool for regression problems where expensive data is scarce and cheap data is comparatively abundant.

### S.2. ARCHITECTURE OF THE NEURAL NETWORKS

All models considered in this work are neural networks implemented using TensorFlow [7]. The dimensionality of the input layer is given by that of the parameter space. All layers in the networks with the exception of the output are connected using either the leaky ReLU or softplus activation functions, the former of which parameterized by a “negative slope” of 0.2. The output layer activation depends on the physical meaning of the targets. The reader is referred to SI Sec. S.3 for tabulated model hyperparameters.
FIG. 9: Learning curves for regression tests using pairs of well-known benchmark surfaces.

We construct a NN with \( n \) hidden layers as

\[
\phi_1 = \text{act hidden}(x \cdot w_0 + b_0),
\]

\[
\phi_2 = \text{act hidden}(\phi_1 \cdot w_1 + b_1),
\]

\[
\vdots
\]

\[
\phi_n = \text{act hidden}(\phi_{n-1} \cdot w_{n-1} + b_{n-1}),
\]

\[
\phi_{\text{out}} = \text{act out}(\phi_n \cdot w_{\text{out}} + b_{\text{out}}).
\]

This core NN architecture will be referred to as \( \mathcal{F}(x) \) from herein. \textsc{Gemini} is constructed from 3 such NNs. The parameter bias network, \( \mathcal{F}_P \), the latent network \( \mathcal{F}_L \), and the target bias network, \( \mathcal{F}_T \). There are two “branches” in \textsc{Gemini}, corresponding to the computational graphs that transform cheap and expensive parameters to predictions (see main text Fig. 1). For a vector of cheap parameters \( x_{\text{cheap}} \), predictions on the cheap surface are generated by the forward pass

\[
\phi_{\text{out}}^{\text{cheap}} = \mathcal{F}_L(x_{\text{cheap}}),
\]

\[
\mu_{\text{cheap}}, \sigma_{\text{cheap}} = \text{split}(\phi_{\text{out}}^{\text{cheap}}).
\]

Where the network output is split to generate a predictive mean and uncertainty. For expensive parameters \( x_{\text{exp}} \), predictions on the expensive surface are generated by the forward pass

\[
\phi_{\text{out}}^{\text{exp}} = \mathcal{F}_L(x_{\text{exp}} + \mathcal{F}_P(x_{\text{exp}})) + \mathcal{F}_T(\mathcal{F}_L(x_{\text{exp}} + \mathcal{F}_P(x_{\text{exp}}))),
\]

\[
\mu_{\text{exp}}, \sigma_{\text{exp}} = \text{split}(\phi_{\text{out}}^{\text{exp}}).
\]
We use densely connected deterministic layers in all models in this work. The point estimate weights and biases \( w_i \) and \( b_i \) are updated during training. We avoid using computationally more expensive reparameterization estimates (such as in Ref. [8]) by using point estimates on the weights and outputting a mean and standard deviation instead of representing the weights as biases of the network with probability distributions. In this discussion we refer collectively to trainable parameters of each network of GEMINI as \( \theta^{F_P}, \theta^{F_T}, \) and \( \theta^{F_L} \) respectively.

To train GEMINI, a custom loss function which is a linear combination of the losses of each branch is defined. The variance can never be negative or zero, so we use the logistic function, \( S \) plus the addition of a small positive constant to enforce this, i.e. \( \sigma_{\exp} = S(\sigma_{\text{net}}) + 0.1 \) and \( \sigma_{\text{cheap}} = S(\sigma_{\text{cheap}}) + 0.01 \). Using these parameters, we define the normal distributions

\[
p(y_{\exp}|x_{\exp}) = \mathcal{N}(\mu_{\exp}, \sigma_{\exp}),
\]

\[
p(y_{\text{cheap}}|x_{\text{cheap}}) = \mathcal{N}(\mu_{\text{cheap}}, \sigma_{\text{cheap}}).
\]

Taking the natural log of both \( p(y_{\exp}|x_{\exp}) \) and \( p(y_{\text{cheap}}|x_{\text{cheap}}) \) leads to log likelihood expressions. Ignoring the constant terms and taking the negative of the remaining value, we arrive at expressions that are minimized over all training examples, \( i \).

\[
\mathcal{L}_{\exp} = \sum_i \frac{1}{2} \left( \frac{(y_{\exp}^i - \mu_{\exp})^2}{\sigma_{\exp}^2} + \log(\sigma_{\exp}^2) \right),
\]

\[
\mathcal{L}_{\text{cheap}} = \sum_i \frac{1}{2} \left( \frac{(y_{\text{cheap}}^i - \mu_{\text{cheap}})^2}{\sigma_{\text{cheap}}^2} + \log(\sigma_{\text{cheap}}^2) \right).
\]

The final loss function for GEMINI is as follows,

\[
\mathcal{L} = \mathcal{L}_{\exp} + \xi \mathcal{L}_{\text{cheap}} + \lambda_{\text{bias}} (||\theta^{F_P}||^2 + ||\theta^{F_T}||^2) + \lambda_{\text{latent}} ||\theta^{F_L}||^2.
\]

Where \( \xi \) is an additional hyperparameter and the final three terms are L2 regularizations on the parameters of \( F_P, F_T, \) and \( F_L \) respectively, with hyperparameters \( \lambda_{\text{bias}} \) and \( \lambda_{\text{latent}} \). \( \mathcal{L} \) is minimized by stochastic gradient descent using the Adam optimizer [9].

### S.3. GEMINI HYPERPARAMETER SEARCH

10 pairs of synthetic surfaces are used in a hyperparameter search for GEMINI. The surfaces are selected to be diverse in several ways: dimensionality of the parameter space, dimensionality of the target space, ratio of expensive to inexpensive measurements and the correlation of the surfaces that make up a pair (Spearman coefficient). The objective for the hyperparameter search is the average cross-validated performance taken over the 10 pairs of surfaces for a given set of hyperparameters. The hyperparameter search space is generated as a random subset of 500 from the large set of possible architectures. The bounds on the individual hyperparameters are outlined in Table S.3. The set of hyperparameters that yielded the best objective value out of all considered are also given in the optimal columns. These hyperparameters ship with the GEMINI package and assure the user that the algorithm will perform satisfactorily “out-of-the-box” on a diverse set of surfaces.

### S.4. DISCUSSION OF THE QUALITATIVE EFFECT OF PARAMETERS \( \lambda \) AND \( \rho \) ON THE ACQUISITION FUNCTION

In the acquisition function (main text Eq. 3), \( \alpha_{\rho}(x) \) uses the prediction of GEMINI in order to determine subsequent proposals. If GEMINI’s prediction is uncorrelated (\( \rho \approx 0 \)) with the current observations, the acquisition function diverts back to the pure PHOENICS acquisition. When \( \rho \) is close to 1, \( \alpha_{\rho}(x) \) will be heavily influenced by GEMINI’s prediction (right most column of Fig. 10). The acquisition will also be heavily influenced by the GEMINI predictions if \( \rho \) is close to -1 (left most column in Fig. 10), but in an inverse way, i.e. regions in which GEMINI predicts to be promising will have a larger \( \alpha_{\rho}(x) \) and vice-versa. The form of Eq. 3 is also appealing because it still only depends on one hyperparameter: \( \lambda \in [-1, 1] \), which smoothly biases its behaviour between exploration and exploitation. The effect of \( \lambda \) on the shape of \( \alpha_{\rho}(x) \) is depicted in the subplot rows of Fig. 10.
| Hyperparameter          | lower bound | upper bound | optimal  |
|-------------------------|-------------|-------------|----------|
| batch size              | 50          | 100         | 50       |
| learning rate           | 5e-5        | 3e-4        | 0.000272 |
| act fbias               | leaky relu  | softplus    | softplus |
| act fbias out           |             |             |          |
| act latent              |             |             |          |
| act latent out          |             |             |          |
| act t bias              | leaky relu  | softplus    | softplus |
| act t bias out          |             |             |          |
| depth fbias             | 1           |             |          |
| depth latent            | 3           |             |          |
| depth t bias            | 1           |             |          |
| hidden fbias            | 3           |             |          |
| hidden latent           | 96          |             |          |
| hidden t bias           | 1           | 3           | 3        |
| coeff both (ξ)          | 0.5         | 3           | 0.5      |
| reg latent (λ latent)   | 1e-3        | 3           | 1e-3     |
| reg bias (λ bias)       | 2e-1        | 1e-3        | 0.0894   |

TABLE VI: Search ranges and best performing GEMINI hyperparameters from the random grid search. Hyperparameters with no entry in the lower bound and upper bound columns were chosen manually and fixed. For the categorical parameters (act fbias and act t bias), only softplus and leaky ReLU were used in the search. † \( P \) is the dimensionality of the input parameters.

FIG. 10: Depiction of the effect of varying the parameters \( \lambda \) and \( \rho \) in the GEMINI + PHOENICS acquisition function \( \alpha_d(x) \) (Eq. 3 in the main text). \( \lambda \) is a hyperparameter that takes values in \([-1, 1]\). The algorithm is fully biased toward exploration (exploitation) when \( \lambda \) is -1 (1). \( \rho \) is the Pearson correlation coefficient between the observed expensive surface measurements and the GEMINI predictions.

S.5. DETAILS OF PEROVSKITE REGRESSION EXPERIMENTS

Fig. 11 shows the relation between the bandgaps calculated at the two levels of theory reported in the HOIP dataset [10].

Below are listed the physicochemical descriptors and their values which are combined into a 14 element vector to describe each of the 192 pervoskite materials in the HOIP dataset. Inorganic components are characterized by their
electron affinity, ionization energy, mass, and electronegativity. The organic anions are characterized by their HOMO and LUMO energies, dipole moment, radius of gyration and total mass. The authors of Ref. [11] report a significant degree of correlation between many of these descriptors and the calculated bandgaps in the HOIP dataset. The reader is directed to Ref. [11] SI Sec. S.4.B. for additional details.

S.6. GENERAL DETAILS OF THE GEMINI + PHOENICS OPTIMIZER

In a closed-loop workflow, GEMINI is trained only when the number of expensive observations ≥ 2, because the Pearson coefficient is undefined with 1 point. At each subsequent iteration, GEMINI is trained using a cross-validation scheme. At each iteration the dataset of observations is split into 3 cross-validation folds. GEMINI is trained and makes prediction on each of the folds and the average Pearson coefficient value over the folds is taken as ρ in Eq. 3, i.e.

\[
\rho_{cv} = \frac{1}{3} \sum_{i=1}^{3} \rho \left( g(x_i), f(x_i) \right).
\]

Where \( g(x_i) \) is GEMINI’s prediction of the expensive targets of the \( i^{th} \) validation fold and \( f(x_i) \) are the expensive observations themselves. \( \rho \left( g(x_i), f(x_i) \right) \) is given by

\[
\rho \left( g(x_i), f(x_i) \right) = \frac{E \left[ (g_{i,j} - \mu^g_i) (f_{i,j} - \mu^f_i) \right]}{\sigma^g_i \sigma^f_i}.
\]

Where \( \mu^g_i \) and \( \sigma^g_i \) are the mean and standard deviation of the predictions on the \( i^{th} \) fold. \( \mu^f_i \) and \( \sigma^f_i \) are the mean and standard deviation of the true objective values of the \( i^{th} \) fold.

S.7. DETAILS OF OPTIMIZATION OF ELECTROCATALYTIC ACTIVITY OF HIGH-DIMENSIONAL COMPOSITION SPACES FOR THE OXYGEN EVOLUTION REACTION

The hyperparameters of the BNN used to emulate the discrete OER catalyst experiments are given in Table S.7. The hyperparameters were determined manually. Networks are trained for a maximum of 30000 epochs, or until a predefined early stopping criteria is met. Networks use the densely connected reparameterization layers implemented in TensorFlow Probability [7] and the ELBO loss function is minimized using the Adam optimizer. Once trained,
the resulting weights and biases of the networks are saved and are made accessible for the optimizer to query with new parameters at each iteration (experiments are emulated as a forward pass of the network using the proposed parameters as input). The elemental compositions of the OER catalysts are transformed as they are passed between the BNN emulator/GEMINI and PHOENICS. Specifically, optimization takes place on the 5-dimensional hypercube, while the BNN emulators and GEMINI receive a 6-simplex as features. This is motivated by the actual parameters lying on the standard 6-simplex: \[ \Delta^6 = \left\{ (t_0, t_1, t_2, t_3, t_4, t_5) \in \mathbb{R}^6 \mid \sum_{i=0}^{6} t_i = 1, t_i \geq 0 \forall i \right\} \].

| Hyperparameter       | Value         |
|----------------------|---------------|
| batch size           | 100           |
| hidden depth         | 4             |
| neurons per layer    | 96            |
| learning rate        | 3e-4          |
| regularization       | 1e-4          |
| hidden activation    | leaky ReLU    |
| out activation       | ReLU          |

TABLE VII: Hyperparameters of BNN emulators for the OER electrocatalytic activity optimization experiments.

FIG. 12: Prediction accuracies of the BNN experiment emulators. Data is split randomly into 85/15 train/test split.

During the optimization experiments, optimization strategies traverse the entire standard 6-simplex of catalyst compositions. Ref. [12] reports only unary, binary, ternary and quaternary compositions from 6 element sets with 10 at\% intervals. For the compositions whose overpotentials are not reported in the original dataset, i.e. the quinary and senary compositions, we would like to know if our probabilistic emulator predicts reasonable values for overpotentials with respect to the measured values. We do not claim that these synthetic values are quantitatively accurate compared to experiment. Overpotentials for all possible quinary (5040 points) and senary (3600 points) compositions at 10 at\% intervals are generated using our trained BNN emulator and plotted as distributions in Fig. [13]. The red box surrounds the compositions which are actually measured in the original dataset while the green box surrounds the synthetic compositions. We observe that the distributions of the synthetic compositions are consistent with the ranges of the reported compositions. Therefore we deem these synthetic values reasonable enough for use in our optimization experiments.
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