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Abstract: In existing biometric authentication methods, the user must perform an authentication operation such as placing a finger in a scanner or facing a camera. With ear acoustic authentication, the acoustic characteristics of the ear canal can be used as biometric information. Therefore, a person wearing earphones does not need to perform any authentication operation. Existing studies which use the acoustic characteristics of the ear canal as biometric information only measure the characteristics of one ear. However, the acoustic characteristics of the human ear canal can be measured from both ears. Hence, we proposed a new method for acoustic authentication based on the ability to measure the acoustic characteristics of the ear canal from both ears. The acoustic characteristics of the ear canal of 52 subjects were measured. Comparing the acoustic characteristics of the left and right ear canals, a difference in the signal between the left and right ear was observed. To evaluate the authentication accuracy, we calculated the evaluation indices of biometric authentication, equal error rate (EER), and area under curve (AUC). The EER for bilateral ear acoustic authentication using signals from both ears was 0.39%, which was lower than that of a single ear. The AUC was 0.0016 higher for bilateral ear acoustic authentication. Therefore, the use of bilateral signals for ear acoustic authentication was proved to be effective in improving authentication accuracy.
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1. Introduction

Biometric authentication can minimize the risks of information loss, theft, or leaks. Over the past few decades, many types of biometric authentication have been studied, including authentication using fingerprints [1], palmprints [2,3], face [4], iris [5], retina [6], and voice [7]. These methods require an authentication operation by the user, such as placing a finger on a scanner or facing a camera. Wearable biometric devices that do not require an authentication operation have been studied in recent years. Yang et al. devised a new type of sensor that is attached to the throat [8]. Other wearable biometrics have been proposed using electrocardiograms [9]. The authors focused on the acoustic characteristics of the ear canal, and proposed an ear acoustic authentication system [10]. Ear acoustic authentication is a new wearable biometric authentication method that uses earphones to perform biometric authentication. We acquired ear canal-reflected sounds using an impulse response measurement method and pseudo-noise signals [11]. This strategy is used as a feature for personal identification and authentication. We confirmed its effectiveness by conducting experiments with real subjects [10]. Ear acoustic authentication was investigated to improve the signal-to-noise ratio (SNR) by extracting the signal from background noise and reducing the fluctuations in the observations, using additive averaging [12]. Mahto...
et al. investigated individual authentication using inaudible sound frequencies [13]. Gao et al. evaluated the effectiveness of biometric authentication in everyday life using the differences in the acoustic characteristics of the ear canal [14].

Although ear acoustic authentication has been studied as a wearable biometric authentication method, wearing earphones on both ears has not been studied. We hypothesized that the accuracy of ear acoustic authentication could be improved by measuring the acoustic characteristics of the ear canal from both ears, because the authentication information is doubled. In the field of sound-image localization, it has been established that differences in the shape of the listener’s head, ear, and ear canal strongly influence the quality of sound localization [15–17]. This sound image localization technique requires earphones to be worn in both ears, and not just one. This is because the location of the sound is estimated from the sounds heard by both ears. The use of bilateral signals for authentication is inspired by this. In this paper, we construct a system that can measure the ear canal acoustic characteristics of both ears simultaneously. We visualize and analyze the characteristics to find out if there is a difference in the bilateral signal because if there is a difference, it may improve the accuracy of authentication. In addition, we calculate and evaluate the accuracy of the bilateral ear acoustic authentication using a 1:1 authentication system.

2. Ear Acoustic Authentication

In ear acoustic authentication, biometric authentication is performed using a special earphone with a small embedded microphone, as shown in Figure 1. In this study, ear canal transfer characteristics are defined as the characteristics related to signal transmission between the earphone and microphone placed at the entrance of the ear canal. The ear canal transmission characteristics include the acoustic characteristics of the ear canal, electroacoustic conversion characteristics of the earphone, acoustoelectric conversion characteristics of the microphone, and characteristics depending on the positional relationships between the microphone and earphone. The ear canal transfer characteristics become the ear canal impulse response (ECIR) in the time domain and are represented by the ear canal transfer function (ECTF) in the complex frequency domain. An ECIR can be derived by measuring the acoustic characteristics using an impulse response measurement method with a time-stretched pulse signal or a maximum length sequence (MLS) signal. The acoustic characteristics differ for each user because they depend on the unique physical characteristics of the individual [18]. In ear acoustic authentication, focus is placed on the individuality of the ear canal transfer characteristics, and biometric authentication is performed by applying feature extraction processing to the discriminator.

![Figure 1. Sketch of outer ear with measurement device (earphone with microphone) for identification of ear canal acoustics.](image-url)
3. Data Acquisition

3.1. Subjects

We enrolled 52 students and employees of the National Institute of Technology, Nagaoka College, aged between the late teens and 50s. Following college rules, we obtained informed consent from all participants to participate in this study.

3.2. Measurement and Preprocessing

The ECIR was measured according to the process shown in Figure 2. To make it easier to reproduce the experiment, a picture of the actual measurement is shown in Figure 3. The earphone used was a SoundTrue Ultra (Bose Corporation, Framingham, MA, USA). Glue was used to attach a small microphone MAA-03A-L60 (STAR MICRONICS Co., Ltd., Shizuoka, Japan) to the earphone. The earphone was chosen because it has ear tips that are shaped to fit the ear concha. We hypothesized the ear tips would reduce fluctuations in earphone position caused by putting on and taking off. We selected small microphones with characteristics in the audible range of 20 Hz to 20 kHz. The MLS signal was output from Quad-CAPTURE (Roland Corporation, Shizuoka, Japan). Sound level meter TYPE6226 (ACO Co., Ltd., Miyazaki, Japan) was used as a microphone amplifier, and the amplified microphone signal (reflected sound) was recorded on a PC using Quad-CAPTURE. The MLS signal (signal length of $2^{14} - 1$) was measured and played five times to obtain an average noise level of approximately 65 dB (A). The sound levels were measured using a modelled head before measuring the ECIR. The sensitivity of the sound processor was set as high as possible without saturating the waveform. The MLS signal was output five times successively, and the reflected sound was processed as an additive average. The impulse response (ECIR) was derived from the additive-averaged reflected sound using the Hadamard transform. Additive averaging can be used to measure ear acoustic characteristics more accurately [12]. For the derived impulse response, a minimum phase-system transformation was performed using the Hilbert transform to ensure that the impulse response component is at the beginning of the signal. Because the signal component is at the beginning of the signal, a minimum phase-system transformation was performed to make the clipping process easier. After minimum phase-system transformation, normalization was performed. The measurements were made over several days, during which the volume and sensitivity knobs of Quad-CAPTURE may have changed slightly. To allow for this variation in the data, normalization is a popular method used in machine learning. Normalization is defined as follows:

$$signal'(n) = \frac{signal(n)}{\sqrt{\sum_{n=1}^{N} signal(n)^2}} \quad (n = 1, 2, \cdots, N)$$

(1)

where $n$ indicates the point of the samples and $N$ is the total length of the signal. $signal(n)$ indicates the signal after a minimum phase-system transformation. After normalizing, a clipping process was performed. Because the impulse response component was 200–300 samples from the beginning of the signal, 256 samples were clipped out to extract the signal components. A total of 256 samples were determined based on the authors’ experience with the waveform. Finally, bandpass filtering (100 Hz–22 kHz) was performed to remove the direct current component.

The measurements comprise two sessions, with each session consisting of 30 trials. In the first session, measurements were performed for 30 trials without removing the earphones. In the second session, earphones were attached and detached for each trial, and measurements were taken.
4. Analysis of Bilateral Signals

In this section, the waveforms are visualized and discussed to confirm the difference between the signals of the two ears. Furthermore, cosine similarity was used to assess the existence of a numerical difference.

4.1. Visualization

The signals measured in Session 2 are visualized. Figure 4 shows the averaged signals and their frequency responses for all thirty trials of the three subjects. The frequency response is plotted to show the variability. Only the averaged signal is shown because the time-series signal variability was difficult to visualize. Figure 4a–c show the preprocessed ECIR data, and Figure 4d–f show its frequency response. Comparing the time series data of the left and right ears, it can be observed that the two types of waveforms are different without complete overlapping.

The frequency response shows that all subjects have peaks in the same frequency band. It can also be observed that the characteristics of the data for the left and right ears are similar. Therefore, we can conclude that there was no significant discrepancy in the measurement.

As shown in Figure 4, although a difference exists between the left and right ear data, it is unclear whether it is sufficiently large or small to have a positive effect on authentication. These differences are presumed to be caused by the difference in the shape of the actual ear and the differences in the characteristics of the left and right earphones and microphones. Different data for the left and right ears may increase the amount of information available for authentication, which may probably improve the accuracy of the authentication process. If the data from the left and right ears do not have a positive effect on authentication, the accuracy will not improve and will be similar to that of a single ear authentication.
4.2. Cosine Similarity

We analyze the existence of numerical differences between the left and right data. We assumed that a high cosine similarity within the data of the same ear and a low cosine similarity between the left and right ears can imply a difference between the data of the two ears. We define the left and right datasets as $x_{Li}$ and $x_{Ri}$ respectively. $i$ indicates the trial number, $i = 1, 2, \cdots, 30$. The cosine similarity of the data for each ear is calculated as follows:

$$\text{Left} : \cos(x_{Li}, x_{L(i+1)}) = \frac{x_{Li} \cdot x_{L(i+1)}}{|x_{Li}| \cdot |x_{L(i+1)}|}$$  \hspace{1cm} (2)

$$\text{Right} : \cos(x_{Ri}, x_{R(i+1)}) = \frac{x_{Ri} \cdot x_{R(i+1)}}{|x_{Ri}| \cdot |x_{R(i+1)}|}$$  \hspace{1cm} (3)

The cosine similarity of the data between the left and right ears is calculated as follows:

$$\text{Left–Right} : \cos(x_{Li}, x_{Ri}) = \frac{x_{Li} \cdot x_{Ri}}{|x_{Li}| \cdot |x_{Ri}|}$$  \hspace{1cm} (4)

The cosine similarity of the 52 subjects was computed. The average results are listed in Table 1. The mean value of the cosine similarity for the left and right ears was 0.985 and 0.988, respectively. In contrast, the cosine similarity between the signals of the left and right ear was 0.915. The student’s $t$-test was used to compare the cosine similarity of the left ear to the bilateral cosine similarity, and the $p$-value was less than 0.01. Similarly, the $p$-value for the right ear was less than 0.01. Therefore, we can conclude that there is a significant difference between the cosine similarity of one ear and that of the two ears. A high cosine similarity within the data of the same ear and a low cosine similarity between the left and right ears indicates a probable difference between the data of the left and right ears.

Table 1. Cosine similarity within one ear data and between two ears.

| Cosine Similarity | Value   |
|-------------------|---------|
| Left              | 0.985   |
| Right             | 0.988   |
| Left–Right        | 0.915   |
5. Evaluations

In Section 4, we discovered a probable difference in the signals between the two ears. However, its validity for authentication is not yet proven. In this section, we evaluate the effectiveness of bilateral ear acoustic authentication by adopting an authentication system and calculating authentication accuracy.

5.1. Bilateral Ear Acoustic Authentication System

In this study, we adopt the ear acoustic authentication system illustrated in Figure 5. This system employs 1:1 authentication, a type of authentication that initially identifies the user and subsequently ascertains whether the measured biometric information belongs to that user. We used support vector machine (SVM), a type of supervised learning used for classification, regression, and outlier detection, as the discriminator of authentication. It can also calculate posterior probabilities as suggested by Platt et al. [19] and Wu et al. [20]. If the posterior probability is high, the probability of identifying the user is high. Ultimately, the system compares the posterior probability to a threshold and outputs “Accept” or “Reject”.

![Figure 5. Overview of bilateral ear acoustic authentication system.](image)

5.2. Factors of Evaluation

In 1:1 authentication, the biometric information provided is classified as belonging to an authorized user. The false acceptance rate (FAR) is the rate at which biometric information belonging to an unauthorized user is incorrectly accepted as that of an authorized user. The false rejection rate (FRR) is the rate at which biometric information belonging to an authorized user is incorrectly rejected as that of an unauthorized user. The true acceptance rate (TAR) is the rate at which the biometric information of an authorized user is correctly accepted as such. These are defined by the following equations:

\[
FAR = \frac{T_{FA}}{N_{auth}} \tag{5}
\]

\[
FRR = \frac{T_{FR}}{N_{auth}} \tag{6}
\]

\[
TAR = 1 - FRR \tag{7}
\]

where \(N_{auth}\) is the number of authentications performed, \(T_{FR}\) is the number of authorized users incorrectly rejected, and \(T_{FA}\) is the number of unauthorized users incorrectly accepted. When performing classifications, it is necessary to set a threshold that determines the minimum probability of true acceptance. If the threshold is set low, it is more difficult to incorrectly reject an authorized user and easier to incorrectly accept an unauthorized user. Contrarily, if the threshold is set high, it becomes easier to reject authorized users. Therefore, as illustrated in Figure 6a, there is a trade-off between FAR and FRR. The graph shown in Figure 6a, which indicates the relationship between FAR and FRR, is known as a detection error tradeoff (DET) curve. The intersection between the FAR and FRR is known as the equal error rate (EER), which is used as a performance indicator of biometric authentication. The lower the EER, the higher the authentication accuracy. The graph shown in Figure 6b, which indicates the relationship between TAR and FAR, is known as a receiver operating characteristic (ROC) curve. The area below the ROC curve is referred to as the area under the curve (AUC) and is used as a performance indicator of biometric
authentication. The AUC varies from 0 to 1, that is, if there are no authentication mistakes, the AUC is one, and in the case of accidental authentication, 0.5. Therefore, the higher the AUC, the higher the authentication accuracy.

![Figure 6. DET curve and ROC curve. (a) DET curve: FAR and FRR against the threshold. (b) ROC curve: TAR versus FAR.](image)

5.3. Classification

As mentioned previously, this study is based on 1:1 authentication, which analyzes whether the feature-amount input belongs to an authorized user or an unauthorized user. Classification was performed using the SVC function, which is an SVM for classification implemented in scikit-learn [21]. The SVC function was implemented based on libsvm [22] and could specify the kernel and regularization parameters used. The data of an authorized user were divided into six samples of training data and 24 samples of test data. For unauthorized users, one unauthorized user was selected as test data while the rest of the unauthorized users were treated as training data. Similar to the authorized user, 24 out of 30 trials of the test data were used. As illustrated in Figure 7, Person 1 is the authorized user, Person 2 is the unauthorized user for the test data, and Persons 3 to 52 are the unauthorized users for learning. The authorized and unauthorized users for the test generated 2652 possible combinations, and the SVM learned each combination and calculated the accuracy. For each sample of test data, the SVC function calculated the probability of being an authorized user in the range of 0 to 1. The FAR, FRR, and TAR, when the threshold was changed, were calculated from the estimated probability using the roc_curve function of scikit-learn. To calculate the posterior probability, the probability parameter of the SVC function was set to true and other parameters of the SVC function were set to default. The default kernel is the radial basis function, default cost is 1.0, and default gamma is \(1/(\text{nfeatures} \cdot \text{X.var}())\). Where \text{nfeatures} is the number of features observed during the SVM training and \text{X.var()} is the variance of the input feature (training data).

![Figure 7. An example of splitting training data and test data.](image)

5.4. Feature Extraction for Bilateral Data

The process of extracting features from the bilateral data is unknown. In this study, we calculated and evaluated the accuracy of each of the three methods: adding (Plus), subtracting (Minus), and concatenating (Joint) data from both ears, as shown in Figure 8. The accuracy of the left and right ear acoustic authentication was calculated and compared with that of binaural acoustic authentication to confirm its effectiveness.
5.5. Result

The calculated EER and AUC for each subject are shown in Figure 9. The bar is the average of 52 subjects. There are 52 points in a bar, showing the value for each subject. The lower the EER and the larger the AUC, the higher the authentication accuracy. Bilateral ear acoustic authentication (Joint method) had the highest authentication accuracy, with an EER and AUC of 0.39% and 0.9995 which were the lowest and highest of the five methods, respectively. Compared to single-ear authentication (left method), the EER was 0.92% lower and the AUC was 0.0016 larger. The Plus method had the second-highest authentication accuracy, and the difference in EER between the left and plus methods was 0.38%. The accuracy of the bilateral ear authentication method, Minus, was low compared to that of the single-ear authentication method. The results show that concatenating the features of both ears is the most effective method for combining the signals of both ears. Contrary to our expectations, the authentication accuracy of the Minus method was poor. The performance of the Minus method is discussed in Section 6.2.

6. Discussion

6.1. Efficacy of Bilateral Ear Acoustic Authentication

The EER for left ear acoustic authentication was 1.31%, and the AUC was 0.9979. Contrastingly, the EER and AUC of bilateral ear acoustic authentication (Joint method) was 0.39% and 0.9995, respectively. By combining the signals from both ears, the EER was reduced by 0.92% and AUC was increased by 0.0016. The F-test and t-test were performed to determine the existence of a difference between the accuracy of bilateral (Joint method) and single (Left method) authentication. The result of F-test showed that the population variances were not equal; therefore, Welch’s t-test was performed. The p-value was less than 0.01, indicating a significant difference between accuracies. This implies that the use of signals from both ears for ear acoustic authentication is effective in improving accuracy.
6.2. Deterioration of Authentication Accuracy by Minus Method

The FAR and FRR curves are shown in Figure 10. The FAR and FRR curves are not an average of the results of the 52 subjects. They are calculated from the posterior probabilities of all 52 subjects. The minus signal, which was obtained by subtracting the binaural signals from Figure 10, had the lowest FAR and the highest FRR. A low FAR and a high FRR denotes a low probability of accidentally accepting an unauthorized user and a high probability of rejecting an authorized user, respectively. In other words, the subtracted signal (Minus method) is a third signal, which differs from the signals of the authorized and unauthorized users. Hence, it is unsuitable for biometric authentication. A signal that is suitable for biometric authentication has a low variance within users and a high variance between authorized and unauthorized users. Bilateral authentication (Minus method) exhibited higher EER compared to single-ear authentication (Left method). This is because the variance within authorized users and within unauthorized users for the Minus method increased. Specifically, subtraction increased the variance within authorized and unauthorized users, making the signal unsuitable for biometric authentication.

![Figure 10](image)

Figure 10. FAR and FRR curves for bilateral and single ear acoustic authentication. (a) FAR curve. (b) Enlarged FAR curves. (c) FRR curve.

6.3. Exclusion of Low SNR Data

It is interesting to know the SNR of our method and whether it is related to the accuracy of the authentication. The distribution of SNRs of our measured ear canal acoustic characteristics is shown in Figure 11a. In our experience, the SNR of 20 dB is excellent. We verified whether SNR affects the accuracy of authentication by excluding signals with SNR less than 30 dB. Undersampling was performed to equalize the number of trials when the signal of SNR below 30 dB were excluded. Other conditions are the same as in Section 5. Since the correspondence between SNR and authentication accuracy is clearer for single ear authentication, we calculated the accuracy of single ear authentication. Figure 10a,b shows the result of EER and AUC, respectively. In Figure 11a,b, “SNR-” are the results when signals with SNR less than 30 dB are excluded. Excluded results are slightly lower for EER. The excluded results are smaller and less accurate with respect to the AUC. Based on these results, it can be concluded that excluding signals with SNR less than 30 dB does not improve the accuracy.

![Figure 11](image)

Figure 11. (a) Histogram of SNRs. (b) EER when signals with SNR less than 30 dB are excluded. (c) AUC when signals with SNR less than 30 dB are excluded.
6.4. Issues for Practical Use

An important method for improving accuracy is to reduce the observation error when attaching and detaching each time. In this study, the earphones were left on for 30 trials in Session 1, whereas in Session 2, they were removed and attached after each trial. Therefore, we compared the EER and AUC of Sessions 1 and 2 to examine the effects of attaching and detaching the earphones. The EER and AUC of Sessions 1 and 2 are shown in Figure 12. Comparing Sessions 1 and 2, the authentication accuracy was higher in Session 1, where 30 measurements were taken while wearing the earphones. This difference in accuracy is due to observation errors during attachment and detachment. The EER for bilateral ear acoustic authentication (Joint method) in Session 1 was 0.026%, which was 0.36% lower than that in Session 2. If the error due to each attachment and detachment can be reduced, EER = 0.026% can be used for authentication. Therefore, it is essential to devise earpieces and earphone shapes that can reduce the errors caused by each attachment and detachment.

![Figure 12. Comparison of EER and AUC for Sessions 1 and 2. (a) EER. (b) AUC.](image)

7. Conclusions

Biometric authentication using the acoustic characteristics of the ear canal has not yet been studied for bilateral authentication. In this study, we propose a bilateral ear acoustic authentication method that uses signals from both ears. We constructed a system to acquire the acoustic characteristics of the ear canals of both ears of 52 subjects simultaneously. Subsequently, we measured the signals of both ears. The effectiveness of the system was verified by comparing the signals of the left and right ears and calculating authentication accuracy. As a result, bilateral ear acoustic authentication decreased the EER and increased the AUC by 0.92% and 0.0016, respectively, compared to single ear acoustic authentication, which solely relies on the signal of the left ear. Therefore, it can be concluded that the accuracy of bilateral ear acoustic authentication is higher than that of single ear acoustic authentication. This proves the effectiveness of our proposed method. Bilateral ear acoustic authentication (Joint method) achieved the highest accuracy, with an EER of 0.39% and an AUC of 0.9995. Observation error was caused by each attachment and detachment. The difference in the EER caused by observation error was 0.36%. This is owing to the challenges associated with attachment and detachment. An issue to be solved in future is that noise presence due to the improper placement or positioning divergence might be intensified by normalizing a signal. If the external noise is too large, the measurement should be restarted to minimize the possibility of noise intensification due to the normalization. In addition, whether the characteristics of ear acoustic authentication change with age and the effects of ear wax have not been investigated, thus further research is needed.
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