Worldline instantons for nonlinear Breit-Wheeler pair production and Compton scattering
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Worldline instantons have previously been used to study the probability of Schwinger pair production (both the exponential and pre-exponential parts) and photon-stimulated pair production (the exponential part). Previous studies obtained the pair-production probability on the probability level by using unitarity, i.e. the imaginary part of the effective action for Schwinger pair production or the imaginary part of the polarization tensor for photon-stimulated pair production. The corresponding instantons are closed loops in the complex plane. Here we show how to use instantons on the amplitude level, which means open instanton lines with start and end points representing fermions at asymptotic times. The amplitude is amputated with LSZ using, in general, field-dependent asymptotic states. We show how to use this formalism for photon-stimulated/Breit-Wheeler pair production and nonlinear Compton scattering.

I. INTRODUCTION

Particle production by a weak field can be studied with saddle-point methods giving a probability that to leading order scales as $P = (\text{prefactor}) \exp(-\text{exponent}/E)$, where $E$ is the field strength. For example, for a constant electric field one has\(^1\)

\[ P = \ldots \exp \left\{-\frac{\pi}{E} \right\}, \] \(1\)

or for a time-dependent electric field one finds in general (see e.g. \(^2\)\[3, 4\])

\[ P = \ldots \exp \left\{-\frac{F(\gamma)}{E} \right\}, \] \(2\)

where $F$ is some function which depends on the pulse shape, $\gamma = \omega/E$ and $\omega$ is some characteristic frequency. For $\gamma \rightarrow e^{-e^+}$ in a constant electric field one has\(^5\)

\[ P = \ldots \exp \left\{-\frac{2}{E} \left[1 + p^2\right] \arctan \left\{1/p - p \right\} \right\}, \] \(3\)

where $p = \chi\gamma/(2E)$ and $\chi = \sqrt{-\left(Fk\right)^2}$. For $\gamma \rightarrow e^{-e^+}$ in a plane-wave Sauter pulse we have

\[ P = \ldots \exp \left\{-\frac{4a_0}{\chi} \left[1 + a_0^2\arccot(a_0) - a_0 \right] \right\}, \] \(4\)

where\(^6\) $a_0 = E/\omega = 1/\gamma$. Similar results, in fact with the same $a_0$ dependence in the exponent, hold for e.g. nonlinear Compton scattering $e^- \rightarrow e^-\gamma$ \(^6\) or trident pair production $e^- \rightarrow e^-e^-e^+$. There are of course many other examples. These results have been obtained e.g. using WKB approximations or the saddle-point method for approximating integrals that represent the exact result.

Another semiclassical method is to use worldline instantons \(^3\)\[4, 5\]. The worldline formalism uses properties \(^6\)\[2, 9\] and path integrals \(^7\)\[10–12\] to represents amplitudes or probabilities in terms of path integrals over particle trajectories, and a worldline instanton is a saddle point for such a path integral and is determined as a solution of the Lorentz force equation. Since we are interested in “tunneling” processes\(^4\) the instantons are necessarily complex. It was initially used in \(^8\) in order to study the probability for Schwinger pair production for a constant field but to all order\(^1\) in $\alpha$. It was later realized \(^9\)\[4\] that the worldline instanton formalism can also be useful to study Schwinger pair production by inhomogeneous fields. Although analytical results can only be obtained for certain simple fields (e.g. 1D electric fields depending only on one coordinate), the instanton approach offers a powerful method for fields depending on more than one coordinate\(^13\)\[10\]. In fact, a numerical code was presented in \(^15\) which allows us to study general fields depending on all space-time coordinates. This motivates us to develop the worldline-instanton formalism to other processes in strong fields.

Our focus is on the worldline instanton formalism, which gives a saddle-point approximation for more complicated (and in principle general) field shapes. We note, though, that the worldline formalism \(^16\)\[17, 18\] has also been used to obtain exact results for various photon amplitudes in constant fields \(^19\)\[20\] and general plane-wave background fields \(^21\)\[22\], open fermion lines in constant

---

\(^1\) We absorb $e$ into the field, $eE \rightarrow E$, and use units with $c = \hbar = m_e = 1$.

\(^2\) In papers on pair production in a time-dependent electric field it is more common to use $\gamma$, while papers on processes in plane waves usually use $a_0$.

\(^3\) By this we simply mean processes with probabilities that have exponential scaling.

\(^4\) Note that the zeroth order in $\alpha$ still contains all orders in $E$ (recall that we have absorbed $eE \rightarrow E$).
fields \[23\] \[25\], and Schwinger pair production for a class of fields for which the locally-constant-field (LCF) approximation is exact \[26\]. The worldline integrals for various processes have also been evaluated numerically with a Monte Carlo method \[27\] \[29\].

In what could now be called the standard worldline-instanton approach \[3\] \[4\], the Schwinger-pair-production probability is obtained from the imaginary part of the effective action. The probability of pair production by a (single) photon in an electric field has been obtained in \[30\] \[32\] from the imaginary part of the polarization tensor. In all these cases the pair production probability \( P \) is obtained by appealing to unitarity, which gives \( P \) as the imaginary part of a single dressed fermion loop, with either no photons (Schwinger mechanism) or two photons (\( \gamma \rightarrow e^+e^- \)) attached. The fermion loop is represented in the worldline formalism as a path integral over closed worldline loops. Thus, in the standard approach the worldline instantons are closed loops, which are periodic in all 4 coordinates, \( x^\mu(\tau_{\text{start}}) = x^\mu(\tau_{\text{end}}) \), where \( \tau \) is the proper time. Although the starting point is the effective action (vacuum to vacuum amplitude) or the polarization tensor (photon to photon amplitude), when taking their imaginary part one is effectively working on the probability level, because the imaginary part gives directly the probability without having to take the absolute value squared.

In this paper we will show how to use worldline instantons on the amplitude level. The starting point is a worldline representation that directly gives the amplitude of the considered process, rather than indirectly via the optical theorem. We are interested in processes with fermions in the asymptotic states. Apart from pair production (either spontaneous/Schwinger or stimulated/Breit-Wheeler \( \gamma \rightarrow e^+e^- \)), we are also interested in e.g. nonlinear Compton scattering \( e^- \rightarrow e^- \gamma \). Compton scattering might perhaps not usually be thought of as a process with exponential scaling, but if the emitted photon has high energy then it has the same type of exponential scaling as nonlinear Breit-Wheeler. Having fermions in the asymptotic states means that we have open instanton trajectories, \( x^\mu(\tau_{\text{start}}) \neq x^\mu(\tau_{\text{end}}) \). For Compton scattering \( x^\mu(\tau \sim \tau_{\text{start}}) \) describes the electron motion before it enters the background field, at a complex space-time point \( x^\mu(\gamma) \) a photon is emitted, and \( x^\mu(\tau \sim \tau_{\text{end}}) \) describes the electron after it has left the field (we will also consider e.g. constant fields which is always present). For pair production \( x^\mu(\tau \sim \tau_{\text{start}}) \) describes a positron at late times/in the final state, and \( x^\mu(\tau \sim \tau_{\text{end}}) \) is an electron in the final state. So, in this case the instanton line starts in the future as a positron, moves backwards in time, enters the region with the background field, tunnels, and then moves forward in time. This agrees of course with the Stueckelberg-Feynman interpretation of positrons \[33\] \[34\]. Open worldlines have been used to study Schwinger pair production in constant electric fields in \[35\] \[36\].

At very high energies there are other semi-classical methods \[37\] \[38\] that can be used to study e.g. Breit-Wheeler pair production in general space-time dependent fields. With the worldline instanton methods we do not have to assume high energies, but instead we have to assume that we are in a regime where the probability has an exponential scaling. These different methods therefore complement each other.

This paper is organized as follows. In Sec. \[II\] we briefly introduce the main ingredients. In Sec. \[III\] we consider the exponential part of the probability of nonlinear Breit-Wheeler. In Sec. \[IV\] we consider a Sauter pulse as an example and to illustrate explicitly the instanton solution. In Sec. \[V\] we show how to calculate the pre-exponential factor, by deriving the WKB solution using Gelfand-Yaglom. In Sec. \[VI\] we use the same method to calculate the pre-exponential factor of the momentum spectrum of pairs produced spontaneously in a general time-dependent, linearly-polarized electric field. In Sec. \[VII\] we show how to use this method for nonlinear Breit-Wheeler in a non-constant field, which vanishes asymptotically, which is an example of application of Gelfand-Yaglom to a case where the instanton has a kink. In Sec. \[VIII\] we apply the same method to obtain the pre-exponential factor of nonlinear Compton in a time-dependent electric field. Finally, in Appendix \[B\] we calculate the prefactor for nonlinear Breit-Wheeler in a constant electric field, which is an example where the asymptotic fermion states are non-trivial rather than just plane waves.

\section{II. WORLDLINE INSTANTONS AND LSZ}

The amplitude \( M \) is obtained by amputating the fermion propagator using the LSZ approach (see e.g. \[39\]), either with a manifestly Lorentz invariant form

\[
M = \int d^4x d^4x' e^{ipx} \bar{u}_r(\text{asym}) (t, p)(-i\mathcal{D}_x^\infty + m)S(x, x')(-i\mathcal{D}_{x'}^\infty + m)e^{ip'x'} \bar{v}_\gamma(\text{asym}) (t', p'),
\]

where \( \mathcal{D}_\mu = \partial_\mu + iA_\mu \) and \( \mathcal{D}_\mu^\infty = \partial_\mu + iA_\mu (t = \infty) \), or with

\[
M = \lim_{t \to +\infty} \lim_{t' \to +\infty} \int d^4x d^4x' e^{ipx} \bar{u}_r(\text{asym}) (t, p)\gamma^0 S(x, x')\gamma^0 e^{ip'x'} \bar{v}_\gamma(\text{asym}) (t', p'),
\]

where \( \mathcal{D}_\mu = \partial_\mu + iA_\mu \) and \( \mathcal{D}_\mu^\infty = \partial_\mu + iA_\mu (t = \infty) \), or with
where \( S(x, x') \) is the dressed fermion propagator, which in an arbitrary background field can be expressed with the following worldline representation \([12]\) (see \([14, 43]\) for different representations)

\[
S(x, x') = (i\mathcal{D}_x + m)^{-1} \int_0^\infty \frac{d\tau}{q(0) = x'} \exp \left\{ -i \left[ \frac{T^2 m^2}{2} + \int_0^1 d\tau \frac{q^2}{2T} + A(q)q \right] \right\} P \exp \left\{ -i \frac{T}{4} \int_0^1 d\tau \sigma^{\mu\nu} F_{\mu\nu} \right\},
\]

where \( \mathcal{P} \) means path ordering, i.e. “time-ordering” with respect to proper time \( \tau \), and \( \sigma^{\mu\nu} = \frac{i}{2} [\gamma^\mu, \gamma^\nu] \). Note that in the standard worldline-instanton approach one would work with periodic worldlines, \( q(0) = q(1) \), but for the propagator one has \( q(0) \neq q(1) \). Proper time has been normalized to \( 0 < \tau < 1 \), so \( T \) is the “actual” total proper time.

The explicitly Lorentz invariant form \([5]\) might be more common in the absence of a background field. One approach using \([5]\) would be to take the momenta \( p_\mu \) and \( p'_\mu \) temporarily off shell, so that one can perform partial integration to remove the derivatives acting on \( S(x, x') \). However, then we would have two additional integrals (over \( t \) and \( t' \)) as well as two nontrivial limits \((p^2 \to 1 \text{ and } p'^2 \to 1)\), while for \([6]\) we only have the limits \( t, t' \to \infty \). Thus, at least for the time-dependent fields we have focused on here, we find it more convenient to use \([6]\). This form has also been used in \([59]\) to obtain Schwinger pair production by a constant electric field.

In this paper we focus on fields that depend on time, but not on space. In this case, the asymptotic states, \( u^{(\text{asymp})} \) and \( v^{(\text{asymp})} \), can be obtained from the \( t \to \pm \infty \) limit of the adiabatic/WKB approximations \([44, 46]\). The (full) WKB approximations are at any time (not just asymptotic) given by

\[
U_r(t, q) = (\gamma^0 \pi_0 + \gamma^i \pi_i + 1)G^+(t, q)R_r,
\]

\[
V_r(t, -q) = (-\gamma^0 \pi_0 + \gamma^i \pi_i + 1)G^-(t, q)R_r,
\]

where \( \pi_\pm = q_\pm, \pi_3(t) = q_3 - A(t), \pi_0 = \sqrt{m_0^2 + \pi_3^2(t)} \), \( r = 1, 2 \) denote two spin states, \( \gamma^0 \gamma^3 R_s = R_s \) and

\[
G^\pm(t, q) = [2\pi_0(\pi_0 \pm \pi_3)]^{-\frac{i}{2}} \exp \left\{ \mp i \int_{t_r}^t dt' \pi_0(t') \right\},
\]

where \( t_r \) is some arbitrary real constant. If the electric field goes to zero asymptotically, then \( u^{(\text{asymp})} \) and \( v^{(\text{asymp})} \) are simple plane waves, but, since in general \( A(-\infty) \neq A(\infty) \), the momentum depends on the asymptotic constant value of the gauge potential, \( u^{(\text{asymp})} = \text{const.} e^{-i\pi_0(\infty)t} \). One can of course choose a gauge with \( A(+\infty) = 0 \), but then we would in general have \( A(-\infty) \neq 0 \), which would appear in e.g. Compton scattering where we have a fermion in the initial state. These plane-wave states for fields with \( A'(\pm \infty) = 0 \) are of course easy to obtain without reference to the WKB solutions. However, for e.g. a constant electric field, the asymptotic states have a genuinely nontrivial dependence on the field, and in such a case it is convenient to obtain the asymptotic states from the \( t \to \infty \) limit of \( U \) and \( V \). Note though, importantly, these nontrivial asymptotic states for e.g. a constant fields are still much simpler than the full, exact solutions to the Dirac equation, \( u^{(\text{exact})} \) and \( v^{(\text{exact})} \), which would involve parabolic cylinder functions for a constant field. This is an important point, because if it had been necessary to use \( u^{(\text{exact})} \) and \( v^{(\text{exact})} \), or even some approximation of these at finite times, then there would not really have been a point in using this worldline formalism. Fortunately, we only need the asymptotic states, so the only “difficult” field dependence is represented by the worldline path integral, which is given by \([7]\) for any space-time dependent field.

The worldline representation in \([7]\) gives the fermion propagator in a completely arbitrary space-time dependent coherent background field. There is a common trick (see e.g. \([17, 20, 21, 25, 29]\)) which allows us to include the absorption or emission of individual incoherent photons. For example, for nonlinear Breit-Wheeler, all we have to do is to replace \( A_\mu \to A_\mu + \epsilon_\mu e^{-ikx} \) and select the term that is linear in \( \epsilon_\mu \). For Compton scattering we would instead have \( e^{+ikx} \), and the same trick also works for multiple photons.

### III. EXPONENTIAL PART

In order to introduce some of the main ideas, we will start with the exponential part of the probability. We return to calculate the prefactor in \([4]\). We start with nonlinear Breit-Wheeler pair production, where an initial (incoherent) photon with momentum \( k_\mu \) and polarization \( \epsilon_\mu \) decays into an electron with momentum \( p_\mu \) and a positron with momentum \( p'_\mu \). We begin by making the replacement \( A_\mu \to A_\mu + \epsilon_\mu e^{-ikx} \) in \([7]\) and select the term linear in \( \epsilon_\mu \). This gives

\[
M = \text{lim}_{t \to -\infty} \text{lim}_{t' \to -\infty} \int \frac{d^3x' d^3x}{(2\pi)^6} \int_0^\infty dT \int_0^1 d\sigma \int_{q(0)=x'}^{q(1)=x} Dq \exp \left\{ -i \left[ \frac{T^2 m^2}{2} + \int_0^1 d\tau \frac{q^2}{2T} + A(q)q + Jq \right] \right\},
\]

where the proper time \( \sigma \) integral comes from selecting the term that is linear in \( \epsilon_\mu \), the ellipses stand for the prefactor of the integrand, and the “current” is given by

\[
J_\mu = k_\mu \delta(\tau - \sigma),
\]
The path integral is now

\[ \mathcal{P} \exp \left\{ -i \frac{T}{4} \int_0^1 \sigma_{\mu\nu} F_{\mu\nu} \right\}, \tag{12} \]

because, even though it is given by an exponential, it is slowly varying, i.e., after a suitable rescaling of the integration variables the exponential written out in (10) scales as \( \exp[i(\text{scalar part})/E] \), where \( E \ll 1 \) is the field strength, while the exponent in (12) does not lead to terms with \( 1/E \) in the exponent. Thus, the saddle point, i.e., the worldline instanton, is the same in scalar and spinor QED.

These paths can be thought of as electron lines, where the initial part has been bent into the future. So, the “initial” condition for \( q(\tau) \) is a positron in the future, then the path goes backwards in time into the field, where it has a kink due to the photon absorption, turns and goes forward in time and ends as an electron in the future.

Since we are considering a field which only depends on time, half of the spatial integrals give delta functions. We therefore change variables from \( x^j \) and \( x^2 \) to \( \phi^j = (x + x')^j/2 \) and \( \theta^j = (x - x')^j \), and then make a shift \( q^j(\tau) \rightarrow \phi^j + q^j(\tau) \). The \( \varphi \) integral gives \( \delta^3(p + p' - k) \). The boundary conditions for the spatial components of the path integral is now

\[ q(0) = -\frac{\theta}{2}, \quad q(1) = \frac{\theta}{2}. \tag{13} \]

We will perform all the nontrivial integrals with the saddle-point method. In principle, one can perform them in any order, and in a future paper, where we plan to develop a numerical code using discretized worldlines, one would perform them all together and obtain the prefactor by calculating the determinant of a large Hessian matrix. However, for the time-dependent fields we consider here we can use the Gelfand-Yaglom method for calculating the path integral analytically, and for this reason it is better to perform the path integral first, while the exponent is still local in proper time. We therefore make a shift and a redefinition

\[ q_{\mu}(\tau) \rightarrow q_{\mu}(\tau) + \delta q(\tau), \tag{14} \]

where from now on \( q_{\mu}(\tau) \) is not an integration variable but a solution to the following Lorentz-force-like equation

\[ \ddot{q}^\mu = T(F^{\mu\nu} q_\nu + J^\mu), \tag{15} \]

which for the present case reduces to

\[ \ddot{q}_0 = T(A_j' \dot{q}_j + J_0) \tag{16} \]

and

\[ \ddot{q}_j = T(-A_j' \dot{q}_0 + J_j) \tag{17} \]

with boundary conditions \( \delta q \) for \( q \), \( q_0(0) = t' \) and \( q_0(1) = t \). The delta function in \( J^\mu \) gives the instanton a kink, i.e., the instanton velocity is discontinuous at \( \tau = \sigma \).

Since the boundary conditions for the original integration variable have been absorbed into the instanton, the new integration variable \( \delta q_{\mu}(\tau) \) has Dirichlet boundary conditions, \( \delta q_{\mu}(0) = \delta q_{\mu}(1) = 0 \). \( \delta q \) has been chosen to be a solution of this Lorentz-force equation such that the exponent contains no terms that are linear in \( \delta q \), i.e., the instanton \( q_{\mu} \) is a saddle point of the worldline path integral. The spatial part of the Lorentz-force equation \( \ddot{q}_i(\tau) \) gives immediately

\[ \ddot{q}_i(\tau) = T(c_i + k_i \theta_{\tau \sigma} - A_i(q_0(\tau))) \tag{18} \]

where \( c_i, i = 1, 2, 3 \), are 3 constants, and \( \theta_{\tau \sigma} = \theta(\tau - \sigma) \) is the step function.

An arbitrary variation of the instanton, \( q_{\mu} \rightarrow q_{\mu} + \delta \alpha q_{\mu} \), leads to a variation of the instanton action

\[ \delta_s \int_0^1 d\tau \left( \frac{\dot{q}_i^2}{2T} + A \dot{q} + J q \right) = \left( \frac{\dot{q}^2}{T} + A \right) \delta \alpha \bigg|_0^1, \tag{19} \]

which is nonzero only if there is a variation of the end points. Since \( q_0(0) = t' \) and \( q_0(1) = t \) are not integration variables, only the spatial parts are relevant here. So, if we make a variation \( \theta \rightarrow \theta + \delta \theta \) then \( \delta \theta q(1) = \delta \theta T/2 = -\delta \theta q(0) \). Setting the linear variation in \( \delta \theta \) to zero gives

\[ \delta \theta \left( \frac{\dot{q}_i}{T} + A \right) = 0 \tag{20} \]

This together with (18) implies \( c_i = -p'_i \).

Setting the variation with respect to \( \sigma \) to zero gives

\[ l q(\sigma) = 0, \tag{21} \]

so the photon decays at a proper time when its 4-momentum is orthogonal to the instanton velocity. This together with the Lorentz-force equation gives \( \dot{q} q = \dot{q} (F q + J q) = 0 \), so \( \dot{q}^2 \) is independent of \( \tau \). Note that without the photon kink, e.g., for instantons describing Schwinger pair production, the Lorentz-force equation would directly imply that \( \dot{q}^2 \) is a constant of motion, but here const. \( = \dot{q}^2(\tau < \sigma) \neq \dot{q}^2(\tau > \sigma) \) = const. are in general two different constants before and after the photon absorption when the integration variables \( \sigma \) is not equal to its saddle-point value.

The saddle-point equation for \( T \) is

\[ T^2 = \int_0^1 \dot{q}^2, \tag{22} \]

which at the saddle point for \( \sigma \) simplifies to

\[ \dot{q}^2 = T^2. \tag{23} \]

This is an on-shell condition for the instanton. Substituting (18) into (23) gives

\[ \dot{q}_0(\tau) = -\theta_{\tau \sigma} T \sqrt{1 + (p' + A(q_0(\tau)))^2} \]

\[ + \theta_{\tau \sigma} T \sqrt{1 + (p - A(q_0(\tau)))^2}. \tag{24} \]
Note that while $q$ is continuous, $\dot{q}$ cannot be continuous because there are delta functions in the Lorenz-force equation. From (24) it is also clear that the instanton initially moves backwards in time ($T$ turns out to have a large positive real part). But (24) does not automatically solve (16) at $\tau = \sigma$. Differentiating (24) and matching the resulting $\delta_{\tau\sigma}$ term with the one in (16) gives an additional condition:

$$\sqrt{1 + (\mathbf{p}' + \mathbf{A}(\mathbf{i}))^2} + \sqrt{1 + (\mathbf{p} - \mathbf{A}(\mathbf{i}))^2} = \Omega,$$  \hspace{1cm} (25)

where we have defined $\mathbf{i} = q_0(\sigma)$ and $\Omega = k_0$. This equation gives us the time $\mathbf{i}$ when the photon decays, and it turns out to be complex.

Now we have all the (implicit) saddle points, and the leading part of the probability is obtained by inserting the saddle points into the exponential. We first rewrite

$$\int_0^1 d\mathbf{q} = \int_0^1 \frac{d\mathbf{q}}{T} - J_2 q^2,$$  \hspace{1cm} (26)

where we first used partial integration to obtain $q^2 A_i' q_0$, which is replaced using (17), and then a second partial integration for the $q_j q_j'$ term. The terms in (26) all cancel against the other terms in the exponent. After this we are left with only one nontrivial $\tau$ integral, which we rewrite by changing variable from proper time $\tau$ to time $q_0(\tau)$,

$$\int_0^1 \frac{d\mathbf{q}}{T} = \left( \int_0^\pi + \int_{\pi}^0 \right) \cdots = -\int_{\mathbf{t}'}^{\mathbf{t}} d\mathbf{t}'^n \pi_{-\mathbf{p}'} - \int_{\mathbf{t}}^{\mathbf{i}} d\mathbf{t}'^n \pi_{\mathbf{p}}.$$  \hspace{1cm} (27)

By comparing this with (20) we see that $\mathbf{t}$ and $\mathbf{t}'$ drop out from the exponent. We thus find

$$M \sim \exp \left\{ i \left[ \mathbf{p}' x'^3 + \mathbf{p} x^3 + \int_{\mathbf{t}_r}^{\mathbf{t}_i} \pi_{-\mathbf{p}'} + \int_{\mathbf{t}_r}^{\mathbf{t}_i} \pi_{\mathbf{p}} \right] \right\}_{\text{saddle point}}$$

$$\quad - i \left[ \frac{T m^2}{2} + \int_0^1 d\mathbf{t}' \frac{q^2}{2T} + A \mathbf{q} + J \mathbf{q} \right] \right\} \exp \left\{ i \int_{\mathbf{t}_r}^{\mathbf{t}_i} \left[ \pi_{-\mathbf{p}'} + \pi_{\mathbf{p}} - \Omega \right] \right\}. \hspace{1cm} (28)$$

This is the final result for the exponential part of the probability amplitude for a general time-dependent electromagnetic field. To evaluate it one has to solve (25) to find the integration limit $\mathbf{i}$ and then perform the time integral (the value of the lower integration limit $t_r \in \mathbb{R}$ is arbitrary). Eq. (28) agrees with the result in [32], which were obtained with either WKB or using unitarity (the optical theorem) to obtain the pair-production probability from the imaginary part of the photon polarization loop in the worldline representation. The main difference from the worldline derivation in [32] is that [32] considered a closed fermion loop, while here we have considered an open fermion loop.

Note that we have obtained (28) without actually finding an explicit solution for the worldline instanton. All we needed in order to obtain this explicit final result are the implicit saddle-point/instanton equations. This is possible because the field only depends on one space-time coordinate. For a general space-time dependent field we will not be able to do this, we would have to actually find the instanton solution. However, considering a simple field can be very useful as a starting point for more general fields.

In [19] a numerical code was developed for obtaining the worldline instantons in a general space-time dependent electromagnetic field for the case of Schwinger pair production (i.e. pair production without the photon) (see also [47]). The instanton is obtained by starting with the known, simple instanton in e.g. a constant field, and then the instanton in a general field is obtained by a numerical continuation, where the instanton is changed gradually by gradually changing the field from a constant to a general field.

The plan is to derive such a code also for photon-stimulated pair production, where the instanton in a general field is obtained from a numerical continuation of the simpler instanton in e.g. a purely time-dependent electric field. Thus, while we could obtain (28) without finding the instanton explicitly, it is nevertheless expected to be useful to go back and check what the instanton actually looks like. To do that we need to choose a field shape.

### IV. SAUTER PULSE

#### A. Exponential part

Consider a linearly polarized electric field, $A_3 = A(t)$. As an example, we consider a photon momentum $\mathbf{k}$ which is perpendicular to the electric field. The dominant contribution comes from a pair that shares the momentum equally between the electron and positron, i.e. $\mathbf{p} = \mathbf{p'} = k/2$. Eq. (25) simplifies to

$$\sqrt{m_e^2 + A^2(\mathbf{i})} = \frac{\Omega}{2} \rightarrow A(\mathbf{i}) = i,$$  \hspace{1cm} (29)

where

$$m_\perp = \sqrt{1 + \left( \frac{\Omega}{2} \right)^2}$$  \hspace{1cm} (30)

is an “effective” mass, which comes from the fact that the absorbed photon not only provides energy (which enhances the probability) but also gives the pair momentum. At this point we need to choose a field shape. We consider a Sauter pulse

$$A(t) = \frac{E}{\omega} \tanh(\omega t).$$  \hspace{1cm} (31)
We have
\[ \omega \tilde{t} = i \arctan \gamma, \]

where \( p = |p| = \Omega/2 \). This result interpolates between several different limits which can be compared with the literature. Consider first the soft-photon limit,

\[ \lim_{\Omega \to 0} \exp \left\{ \frac{2 \pi}{E} \arctan \left[ \frac{1}{p} \right] - p \right\}, \tag{34} \]

which agrees with the results in [39, 41, 48] for the probability of pair production by a Sauter field without the additional photon. Consider next the slowly-varying-field limit,

\[ \lim_{\gamma \to 0} \exp \left\{ \frac{2 \pi}{E} \arctan \left[ \frac{1}{p} \right] - p \right\}, \tag{35} \]

which agrees with Eq. (5) in [5] for pair production by a photon in a constant electric field. In the high-frequency limit we find

\[ \lim_{\gamma \to \infty} \exp \left\{ \frac{2 \pi}{E} \arctan \left[ \frac{1}{p} \right] - p \right\}. \tag{36} \]

Note that the electric-field strength \( E \) has dropped out of the exponent in this limit. In fact, even though the saddle-point approximation of the pre-exponential factor breaks down in this limit, the exponent \( \exp \left( \frac{2 \pi}{E} \arctan \left[ \frac{1}{p} \right] - p \right) \) is what one can expect from perturbative pair production: The Fourier transform of a Sauter pulse \( \tilde{f}(w) \) scales at high Fourier frequencies \( w \) as

\[ \tilde{f}(w) \sim \exp \left\{ -\frac{\pi w^2}{2 \omega} \right\}. \tag{37} \]

It is possible to produce a pair by absorbing the high-energy photon plus one Fourier photon from the Sauter pulse if \( w + \Omega \geq p_0 + p_0^\prime = 2m_\perp \). The exponential suppression of the probability comes from the fact that the Fourier transform is exponentially suppressed at such high Fourier frequencies. Inserting the threshold value \( w = 2m_\perp - \Omega \) into (37) gives (36). Compare with [44].

The high-energy limit might be the most interesting limit. We find

\[ \lim_{\Omega \to \infty} \exp \left\{ \frac{2 \pi}{E} \arctan \left[ \frac{1}{p} \right] - p \right\}. \tag{38} \]

If we introduce \( \chi := \sqrt{-\left(F^\mu \kappa_\mu k^\nu\right)^2} = E\Omega \) and write \( a_0 := 1/\gamma \) then we see that (38) is exactly the same as in Eq. (60) in [7] for trident \( e^- \to e^- e^- e^+ \) pair production in a plane wave electromagnetic field, up to an overall process-dependent factor of \( 2nk/nP \) where \( k^\mu \) is the momentum of an initial electron and \( nP \) is proportional to the wave vector of the laser \( (n^2 = 0) \). The simplest thing to compare with would of course be the probability of Breit-Wheeler in a plane wave. However, we are not aware of such a result in the literature, so we have calculated it by applying the saddle-point method to the results in [49] (we will come back to this). The result agrees exactly with [45]. The reason for this agreement is that a field effectively behaves as a plane wave in this limit because the field invariants are much smaller than \( \chi \), so one can leading order set \( E^2 - B^2 = 0 \) and \( E \cdot B = 0 \) which agrees with a plane wave field. Or one can make a Lorentz transformation to a frame where the photon energy is on the order of the electron mass, in order to make the frequency \( O(1) \) (this means \( \Omega' \approx 1 \) in the new frame since we use units with \( m_e = 1 \)). In such a frame a general field looks like a plane wave. If in addition \( a_0 \) is large then the plane wave can be treated as a (locally) constant crossed field [50]. In this double limit we have

\[ \lim_{\Omega \to \infty} \lim_{\gamma \to \infty} \exp \left\{ \frac{2 \pi}{E} \arctan \left[ \frac{1}{p} \right] - p \right\} = \exp \left\{ -\frac{8}{3\chi} \right\}. \tag{39} \]

which is the well-known scaling for nonlinear Breit-Wheeler pair production in the constant-crossed-field approximation [51, 52]. However, we see from (38) that the high-energy limit agrees with the plane-wave result in a larger regime, i.e. not just for large \( a_0 \) but also for \( a_0 \gtrsim 1 \). It is useful to see that our result (38) interpolates to this high-energy/plane-wave limit as this means that the instanton approach can be used also for fields that are closer to plane waves (e.g. single laser beam) rather than combination of two or more laser beams with significantly nonzero field invariants.

### B. Instanton

To obtain the instanton we first calculate \( T \). Note that the saddle-point equation (22) which we obtained by varying \( T \) only gives an implicit equation because the...
instanton $q$ depends on $T$. Instead we can obtain $T$ from
\[
T = T \left( \int_{0}^{\sigma} + \int_{\sigma}^{1} \right) \, d\tau = \left( \int_{t}^{t} + \int_{t}^{t'} \right) \frac{d\bar{r}}{\sqrt{m_{\perp}^2 + A^2(t)}}
\]
\[
= \frac{1}{\sqrt{1 + m_{\perp}^2 \gamma^2 E}} \left\{ \arcsinh \left[ \frac{1}{m_{\perp}} \sqrt{m_{\perp}^2 + \frac{1}{\gamma^2} \sinh(\omega t)} \right] \right.
\]
\[
\quad + \arcsinh \left[ \frac{1}{m_{\perp}} \sqrt{m_{\perp}^2 + \frac{1}{\gamma^2} \sinh(\omega t')} \right]
\]
\[
\quad - 2i \arcsin \left[ \frac{1}{m_{\perp}} \sqrt{1 + m_{\perp}^2 \gamma^2} \right] \right\}.
\]
(40)

Similarly,
\[
T\sigma = T \int_{0}^{\sigma} \, d\tau
\]
\[
= \frac{1}{\sqrt{1 + m_{\perp}^2 \gamma^2 E}} \left\{ \arcsinh \left[ \frac{1}{m_{\perp}} \sqrt{m_{\perp}^2 + \frac{1}{\gamma^2} \sinh(\omega t)} \right] \right.
\]
\[
\quad - i \arcsin \left[ \frac{1}{m_{\perp}} \sqrt{1 + m_{\perp}^2 \gamma^2} \right] \right\}.
\]
(41)

For asymptotic times $t, t' \gg 1$ we have
\[
T \sim \frac{t + t'}{\pi_{0}(\infty)} \quad \sigma \sim \frac{t}{t + t'} \quad \pi_{0}(\infty) = \sqrt{m_{\perp}^2 + \frac{1}{\gamma^2}},
\]
(42)
which is the proper time $T$ required for a positron to start at $t$ with asymptotic momentum $\pi(\infty)$, go back in time to a time period where the field is nonzero $q_{0} \sim 1$, turn and go back to the future again, where it is an electron. Of course, even if $t$ and $t'$ are real and so the real part of $T$ (and $\sigma$) is much larger than the imaginary part, we cannot neglect the imaginary part because it is needed to tunnel. For $t = t'$ we have $\sigma = 1/2$ exactly.

Before presenting the explicit instanton solution, we will first derive a general expression for the final exponential expressed in terms of the instanton solution, so that we can check that the explicit instanton gives the correct result (43). For a completely general space-time dependent field, the instanton is a solution to the Lorentz-force equation
\[
\frac{\dot{q}_{\mu}}{T} = F_{\mu\nu} q^{\nu} + J_{\mu},
\]
(43)
where $F_{\mu\nu} = \partial_{\mu} A_{\nu} - \partial_{\nu} A_{\mu}$. With two partial integrations we find
\[
\int_{0}^{1} A \dot{q} = \left( \frac{\dot{q}}{T} + A \right) q_{0} + \int_{0}^{1} \left( -q^{\mu} \partial_{\mu} A \partial^{\nu} q^{\nu} - q^{2} \partial_{\mu} A_{\mu} \right)
\]
so
\[
- i \left[ T \frac{m^2}{2} + \int_{0}^{1} \, d\tau \, \frac{\dot{q}^2}{2T} + A \dot{q} + J q \right]
\]
\[
= -i \left( \frac{\dot{q}}{T} + A \right) q_{0} + i \int_{0}^{1} q^{\mu} \partial_{\mu} A q^{\nu}.
\]
(44)

The boundary terms should cancel against the asymptotic states. We change variables from $\tau$ to $u = T(\tau - \sigma)$ and take the limit $t, t' \to \infty$, which means $T \to \infty$, and find (we assume here that $A'(\pm \infty) = 0$)
\[
|M|^2 \sim \exp \left\{ 2 \text{Re} \int_{-\infty}^{\infty} \, du \, q^{\mu} \partial_{\mu} A_{\nu} \frac{dq^{\nu}}{du} \right\}.
\]
(46)

Note that $u$ is actually what one would usually call proper time, because instead of (29) the on-shell condition for the instanton reads $(dq/du)^2 = 1$. In fact, (46) is parameterization invariant. We are of course free to make a contour deformation for proper time $u$; choosing a real or a complex contour changes of course the instanton path, but not the integral. Note also that (46) only depends on the photon implicitly via the instanton solution, i.e. (46) works for both photon-stimulated and spontaneous pair production.

We return now to the Sauter pulse. In terms of $u$ we have for $u > 0$:
\[
q_{0}(u) = \frac{1}{\omega} \arcsinh \left[ \frac{m_{\perp} \gamma}{\sqrt{1 + m_{\perp}^2 \gamma^2}} \right.
\]
\[
\times \sinh \left( U + i \arcsin \left[ \frac{1}{m_{\perp}} \sqrt{1 + m_{\perp}^2 \gamma^2} \right] \right)
\]
\[
q_{3}(u) = -\frac{1}{\sqrt{1 + m_{\perp}^2 \gamma^2}} \left[ \arcsinh \left( m_{\perp} \gamma \right) \right.
\]
\[
\left. \times \cosh \left( U + i \arcsin \left[ \frac{1}{m_{\perp}} \sqrt{1 + m_{\perp}^2 \gamma^2} \right] \right) \right)
\]
\[
- \arcsinh \left[ \gamma \sqrt{1 + m_{\perp}^2 \gamma^2} \right],
\]
(47)
where
\[
U = \sqrt{1 + m_{\perp}^2 \gamma^2} E u,
\]
(48)
and the solution at $u < 0$ is simply obtained from $q_{0}^{(0<u)}(u) = q_{0}^{(u>0)}(-u)$ and $q_{3}^{(0<u)}(u) = -q_{3}^{(u>0)}(-u)$. The solution in (47) is still exact, i.e. it is obtained by just changing variables from $\tau$ to $u$ without having to take any $T, t, t' \to \infty$ limit. By plugging (47) into (46) and performing the integral numerically we can check that the instanton solution indeed gives the correct result (43). For a photon with high energy, i.e. in the limit where the time-dependent background field behaves as a plane wave, the instanton simplifies considerably, and the time component is just a straight line before and after the photon absorption,
\[
\lim_{t, t' \to \infty} q_{0}(U > 0) = \frac{1}{\omega} \left( U + i \arctan \gamma \right).
\]
(49)

The corresponding approximation for $q_{3}$ can be obtained from (48) and is, up to a constant, just $A_{3}(q_{0})$. It is straightforward to check that by inserting this leading high-energy approximation of the instanton into (46) we
FIG. 1. Stream lines show the velocity (or energy rather) \( \dot{q}_0 = \pm T \sqrt{m^2 + A^2(q_0)} \), cf. [24] with \( p^2_\perp = p^2 - (\Omega/2)^2 \) and \( p_3 = p^3 \). The red solid lines show the analytical instanton solution (47). The dashed line shows the high-energy approximation of the instanton [49]. \( \gamma = 1 \) in all plots. For \( \Omega = 1, 10 \), the instanton is plotted with proper time \( u \) along the real axis, and \( T \) has been chosen real for the stream lines. However, for \( \Omega = 0 \) we have chosen \( u = e^{i\vartheta}r \) with real \( r \) and a small phase, \( \vartheta \), in order to prevent the instanton from going into the pole of the Sauter pulse at \( \omega q_0 = i\pi/2 \). For the stream plot we have similarly chosen \( T = e^{i\omega}|T| \). The precise value of \( \vartheta \) is not important, but for this particular plot we have chosen \( \vartheta = -0.001\pi \). Note that the stream arrows sometimes point in the opposite direction compared to the velocity of an actual trajectory. For example, for \( u < 0 \) the plotted analytical instanton starts at \( q_0 \to +\infty \) and moves backwards to the turning point, i.e. opposite to direction of the plotted stream arrows, while for \( u > 0 \) it turns back along the same line.

obtain [38]. From [48] we see that \( \dot{q}_0 = dq_0/du \to \pm \Omega/2 \), which is expected since the electron and positron share the energy of the absorbed photon equally and the \( u < 0 \) and \( u > 0 \) halves of the instanton correspond, respectively, to the positron and electron. However, even in this \( \Omega \gg 1 \) limit the appropriate integration variable in (46) is \( U \), i.e. the \( \Omega \gg 1 \) limit is obtained by expanding the integrand with \( U \) rather than \( u \) as independent of \( \Omega \), so knowing that \( \dot{q}_0 \to \pm \Omega/2 \) is not enough.

The instanton and its high-energy approximation are shown in Fig. 1. Note that nowhere in this study has it been necessary to rotate to euclidean time. Fig. 1 also suggests that such a rotation would not be helpful here, as the time component of the instanton \( q_0 \) is neither purely imaginary nor real.

**C. Instantons in a plane-wave background**

We have seen that the probability of Breit-Wheeler in a time dependent electric field \( E(t) \) reduces to the one in a plane-wave background when the photon frequency is very high. In this section we will show how to obtain the plane-wave result by working directly with the instanton in a plane wave. In the \( E(t) \) case we have chosen the field to point along the \( z \) axis and focused on photons with perpendicular momentum, \( k_\perp = \Omega(1, 1, 0, 0) \), so to show that such a high-energy photon effectively “sees” a plane wave we would boost along the \( x \) axis. Hence, for comparison, we will now choose a plane wave traveling along the \( x \) axis and with polarization along the \( z \) axis, with nonzero component \( A_3 = a_3(\tilde{\phi}) = a_0 f(\tilde{\phi}) \), where

\[ a_0 = E/\omega \] and \( \phi = Kx = \omega(t + x) \). We assume for simplicity a symmetric field \( a(-\phi) = -a(\phi) \). Lightfront components are given by \( v^\pm = 2v^\perp = v_0 \pm v^1 \) and \( v_\perp = \{v_2, v_3\} \) for an arbitrary vector \( v_\mu \). We will show that the exponent in (46) gives the correct result. We therefore use proper time \( u \) rather than \( \tau \),

\[ \frac{d^2 q_\mu}{du^2} = F_{\mu\nu} \frac{dq^\nu}{du} + k_\mu \delta(u) \]  

(50)

where \( F_{\mu\nu} = K_\nu a_\mu' - a_\nu' K_\mu \). As is well known, the Lorentz-force equation without the current term \((k_\mu \delta(u))\) has a simple exact solution for a general plane wave. The solution is still simple with the current term,

\[ u > 0: \quad \phi = \tilde{\phi} + Kpu \quad \frac{dq_\perp}{du} = (p - a)_\perp \]  

(51)

\[ u < 0: \quad \phi = \tilde{\phi} - Kpu \quad \frac{dq_\perp}{du} = (-p - a)_\perp \]

where \( \phi = Kq \). The remaining component can be obtained from the on-shell condition,

\[ \frac{dq_\perp}{du} = \frac{1 + (dq_\perp/du)^2}{4(q_\perp/du)} \]  

(52)

Here we have assumed that the electron and positron share the absorbed photon momentum equally: \( p_{-\perp} = p'_{+\perp} = k_{-\perp}/2 \). The “turning point” \( \phi \) is determined by (21) and ensures that the \( \delta(u) \) term in \( d^2 q_+ \) agrees with [40],

\[ a_\perp^2(\tilde{\phi}) = -1 \]  

(53)
Since $a(-\phi) = -a(\phi)$ this implies that $\tilde{\phi} = iz$ is imaginary, $z > 0$. Inserting this instanton into (46), changing variable from $u$ to $\phi$ and performing a partial integration gives

$$|M|^2 \sim \exp \left\{ -\frac{4}{K_i} \text{Re} i \left( -\tilde{\phi} + \int_{-\infty}^{\infty} d\phi \sigma_1^2 \right) \right\}$$

$$= \exp \left\{ -\frac{4z}{K_i} \left( 1 + a_0^2 \frac{1}{2iz} \int_{-i}^{iz} d\phi f^2(\phi) \right) \right\},$$

where in the second step we have chosen a $\phi$ contour that first goes down from $\phi$ to 0 and then from 0 to $\infty$ along the real axis; the second part cancels because it is a pure phase. \(^{(54)}\) agrees with Eq. (93) in \(^{(6)}\) which was obtained using the Volkov solutions. \(^{(54)}\) works for a general symmetric field. For a Sauter pulse we recover \(^{(38)}\).

\section*{V. WKB Solution from Worldline Instanton}

So far we have focused on the exponential part of the probability. We now turn to the problem of calculating the pre-exponential part using the worldline formalism and the Gelfand-Yaglom method.

For one-dimensional fields one can often do the calculations conveniently using the WKB approximations of the Dirac equation. As a first application of open worldline instantons we therefore start by deriving these WKB solutions.

We begin with the path integral. Expanding around the instanton gives a zeroth order which we have already discussed, a linear term that vanishes, and a quadratic term on the form

$$\exp \left\{ -\frac{i}{2\tau} \int_0^1 (\delta t \delta z) \Lambda \left( \frac{\delta t}{\delta z} \right) \right\},$$

where

$$\Lambda = \left( -\partial^2 + TA'' \frac{\partial}{\partial t} - TA' \frac{\partial}{\partial z} \right),$$

where $\partial = \partial/\partial \tau$. The path integral over $\delta t, \delta z$ gives us the functional determinant of $\Lambda$. We will calculate it using the Gelfand-Yaglom method, which was applied to closed instantons for spontaneous pair production in \cite{2}. For this we need to find the two solutions, $\phi^{(1)}$ and $\phi^{(2)}$, of

$$\Lambda \phi = 0 \quad \phi(0) = 0,$$

where

$$\phi^{(1)}(0) = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \quad \phi^{(2)}(0) = \begin{pmatrix} 0 \\ 1 \end{pmatrix}.$$  \(^{(58)}\)

The determinant is given by

$$\det \Lambda = (\phi^{(1)}_1 \phi^{(2)}_2 - \phi^{(1)}_2 \phi^{(2)}_1)|_{\tau = 1}.$$  \(^{(59)}\)

The path integral over $\delta q_{\mu}$ gives the free part (this includes both $\delta t$, $\delta z$ and $\delta q_{\mu}$),

$$\int_{\delta q_{\mu} = 0} D\delta q \exp \left\{ -i \int_0^1 \frac{\delta q^2}{2T} \right\} = \frac{1}{(2\pi T)^2}$$

times $\sqrt{\det \Lambda_{\text{free}}/\det \Lambda}$, but with our normalization we have $\phi^{(1)}_{\text{free}} = \{\tau, 0\}$ and $\phi^{(2)}_{\text{free}} = \{0, \tau\}$, so $\det \Lambda_{\text{free}} = 1$.

To solve \(^{(57)}\) we make the ansatz

$$\phi(\tau) = h(\tau) \begin{pmatrix} i \\tau \end{pmatrix} + d(\tau) \begin{pmatrix} 0 \\ 1 \end{pmatrix},$$

where $h$ and $d$ are now the functions to be determined. One of the two components of $\Lambda \phi = 0$ gives

$$\partial |\dot{d} + \partial(h \dot{z}) - TA' h| \right|_{\tau = 0} = 0,$$

which integrates to

$$d = c_1 \tau - h \dot{z} + \int_0^\tau TA' h \, d\tau,$$

where $c_1$ is a constant. For the second component we have

$$\partial (h \dot{t}^2 - c_1 TA) = 0,$$

which leads to

$$\phi_1 h = h' = \dot{t} \int_0^\tau \frac{dr'}{r^2} [c_1 TA + c_2],$$

where $c_2$ is an additional constant, and so

$$\phi_2 = h \dot{z} + d = c_1 \tau + \int_0^\tau TA' \phi_1$$

$$= c_1 \tau + \int_0^\tau \frac{dr'}{r^2} [c_1 TA + c_2] [A_\tau - A].$$

We determine $c_1$ and $c_2$ from the initial conditions \(^{(58)}\),

$$c_1^{(1)} = 0 \quad c_2^{(1)} = i_0 \quad c_1^{(2)} = 1 \quad c_2^{(2)} = -TA(t_0).$$

We have three integrals

$$I_0 = \int_0^1 \frac{1}{r^2} \quad I_1 = \int_0^1 \frac{TA}{r^2}$$

$$I_2 = \int_0^1 \frac{(TA)^2}{r^2} = 1 + 2T p_3 I_1 - T^2 (m_z^4 + p_3^2) I_0,$$

where we have used

$$\dot{t} = T \sqrt{m_z^2 + (p_3 - A(t))^2}.$$  \(^{(69)}\)
We find
\[ \phi(1) = \left( c_1[1 + TA(t_1)I_1 - I_2] + c_2[TA(t_1)I_0 - I_1] \right). \]  
(70)
The determinant \[ \det \Lambda = l_0 I_1(I_0 + I_1^2 - I_0 I_2). \]  
(71)
For \( t_1 \to \infty \) we have
\[ I_0 \to \frac{t_1}{T^3 \pi_0^3(\infty)} \quad I_1 \to \frac{t_1 A(\infty)}{T^2 \pi_0^2(\infty)} \quad I_2 \to \frac{t_1 A^2(\infty)}{T \pi_0(\infty)}. \]  
(72)
Since \( T \) is also large in this limit we can drop the terms with \( I_1 \) and \( I_2 \) and we find
\[ \det \Lambda \to \frac{t_1 \pi_0(t_0)}{T \pi_0(\infty)}. \]  
(73)
Next we turn to the ordinary integrals. For \( \det \Lambda \) we could use the final form of the instanton, but now we need the instanton as a function of general \( T \) and start/end points. From the Lorentz-force equation we have
\[ \dot{q}^2 = \text{constant} =: T^2 a^2, \]  
(74)
which defines a constant \( a \). For the spatial components we have
\[ \dot{x}^+ = T e^+ \quad \dot{z} = T(e^3 + A_3), \]  
(75)
where \( e^j \) are three constants determined by the initial and final points,
\[ e^+ = \frac{\Delta x^+}{T} \quad e^3 = \frac{\Delta z}{T} - \int_0^1 d\tau A_3, \]  
(76)
where \( \Delta x = x(1) - x(0) \). We define
\[ G(a^2, c^j) := \int_0^{t_1} dt \sqrt{a^2 + c_2^2 + (c^3 + A_3)^2}, \]  
(77)
which gives a function for arbitrary arguments \( a, c^j \). The actual values of \( a, c^j \) in the instanton can now be determined from
\[ G_0 := \frac{\partial}{\partial a^2} G \Bigg|_{a^2} = \frac{T}{2}, \quad G_j := \frac{\partial}{\partial c^j} G = \frac{T}{2} \Delta x^j. \]  
(78)
The instanton action can be expressed as \( e^{-iS} \)
\[ S = \frac{T}{2} + \int_0^1 \frac{\dot{x}^2}{2T} + A_3 \dot{z} = \frac{T}{2}(1 - a^2) - c_1 \Delta x_j + G. \]  
(79)
We have
\[ \frac{dS}{dT} = \frac{1}{2}(1 - a^2), \]  
(80)
where the terms with \( da^2/dT \) and \( dc_j/dT \) cancel due to \( \text{(78)} \). Thus,
\[ a^2(T = T_{\text{saddle}}, \Delta x_j) = 1, \]  
(81)
or
\[ T_{\text{saddle}}(\Delta x_j) = 2G_0(1, c^j). \]  
(82)
For the prefactor we also need the second derivative. To obtain this we first differentiate \( \text{(78)} \) with respect to \( T \), solve \( dG_j/dT = 0 \) for \( dc_j/dT \) in terms of \( da^2/dT \) and substitute into \( dG_0/dT = 1/2 \), which gives
\[ \frac{d^2}{dT^2} S = -\frac{1}{4} \left( G_{00} - G_{0j} G_{-1} G_{0k} \right)^{-1}, \]  
(83)
where \( G_{00} = \left( \frac{\partial}{\partial x^2} \right)^2 G, G_{0j} = \frac{\partial}{\partial x^3} \frac{\partial}{\partial c^j} G \) and \( G_{-1}^{-1} \) is the \( j,k \) element of the inverse of the matrix \( G_{ij} = \frac{\partial}{\partial x^j} \frac{\partial}{\partial c^i} G \). Thus, (up to an irrelevant phase) the contribution from the \( T \) integral to the prefactor is give by
\[ \int dT \to 2\sqrt{2\pi} \left( -G_{00} + G_{0j} G_{-1} G_{0k} \right)^{1/2}, \]  
(84)
by which we mean that the full result is obtained by making this replacement in addition to replacing \( T \to T_{\text{saddle}} \) in the integrand. In the asymptotic limit we find
\[ \text{(84)} \to \sqrt{\frac{2\pi t_1}{\pi_0(\infty)}}. \]  
(85)
Now we turn to the integral over \( x^j = x^j(1) \). The exponential part of the integrand is given by
\[ ip_j x^j - iS = ip_j x^j - c_1 \Delta x_j - G. \]  
(86)
Upon differentiating with respect to \( x^j \) we find that the terms with \( dc_k/dx^j \) vanish due to \( \text{(78)} \) and hence
\[ \frac{d}{dx^j} \text{(86)} = i(p_j - c_j), \]  
(87)
so
\[ c_j(x^j_{\text{saddle}}) = p_j \]  
(88)
or from \( \text{(78)} \)
\[ x^j_{\text{saddle}} = x_j(0) - G_j(1, \mathbf{p}) \]  
(89)
By differentiating the second equation in \( \text{(78)} \) we obtain
\[ \frac{d}{dx^j} \frac{d}{dx^k} \text{(86)} = iG_{jk}. \]  
(90)
Thus, the spatial integrals give (up to an irrelevant phase)
\[ \int d^3x \to (2\pi)^{3/2} \sqrt{\det G_{jk}}, \]  
(91)
in which the asymptotic limit gives
\[ \lim_{t_1 \to \infty} \text{(91)} = (2\pi)^{3/2} \frac{1}{\pi_0(\infty)}. \]  
(92)
The final exponent is now obtained from (86) and the term from the asymptotic state (8),

$$\omega \left[ \begin{array}{c} 0 \\ 0 \\ 0 \\ 0 \end{array} \right] + i \int_{t_r}^{t_1} \pi_0 = ip_j x_j^{(0)} + i \int_{t_r}^{t_0} \pi_0 ,$$  

which agrees with the exponential part of the WKB solution (8).

For the prefactor we find

$$\frac{1}{(2\pi T)^2} \frac{1}{\sqrt{\det \Lambda}} \int dT \int d^3 x \to \frac{1}{\sqrt{\pi_0(t_0)\pi_0(\infty)}} .$$  

The spin factor simplifies

$$P \exp \left\{ -\frac{i T}{4} \int_{t_0}^{t_1} \sigma^{\mu \nu} F_{\mu \nu} \right\} = \exp \left\{ T \int_{t_0}^{t_1} d\tau A_0^a(\tau) \gamma_{\alpha} \gamma_{\beta} \right\}$$

$$= \exp \left\{ \frac{i}{2} \ln \left[ \frac{\pi_0(\infty) - \pi_3(\infty)}{\pi_0(\infty) - \pi_3(\infty)} \right] \gamma_{\alpha} \gamma_{\beta} \right\} ,$$  

where the integral was performed by changing variable from $\tau$ to $t$. The rest of the spinor part is given by

$$\bar{R}(\hat{\pi}_{\infty} + 1) \gamma^0 \gamma_{\beta} \gamma^0 \gamma_{\beta} = 2\pi_0 \bar{R}(\hat{\pi}_{\infty} + 1) .$$

Putting everything together we finally find

$$\frac{\bar{R}(\hat{\pi} + 1)}{\sqrt{2\pi_0(\pi_0 + \pi_3)}} \exp \left\{ ip_j x_j^{(0)} + i \int_{t_r}^{t_0} dt \pi_0 \right\} ,$$  

which agrees exactly with the WKB solution $\bar{U}$ in (8).

VI. SPECTRUM OF SPONTANEOUS PAIR PRODUCTION BY A TIME-DEPENDENT FIELD

A. Worldline derivation

A very similar calculation gives us the pair-production amplitude and so the spectrum. The $G$ function is now defined as

$$G(a^2, c^2) := \int_0^1 d\tau \frac{\tilde{i}^2}{T} = 2 \int_{i}^{t_1} dt \sqrt{a^2 + c_2^2 + (c_3^2 + A_3)^2} ,$$  

where we have set $t_0 = t_1$ and $\tilde{i} = t(\sigma)$ is the (complex) time where $t(\sigma) = 0$, i.e. the turning point where the instanton stops moving backwards in time and starts moving forward. Instead of (71) we find ($t_1 = -t_0 = \pi_0(\infty)$)

$$\det \Lambda \to \frac{t_0 + t_1}{T\pi_0(\infty)} ,$$  

instead of (85) we have

$$1 \to \sqrt{\frac{2\pi(t_0 + t_1)}{\pi_0(\infty)}} ,$$  

and similarly for (92). Thus (up to an irrelevant phase)

$$\frac{1}{(2\pi T)^2} \frac{1}{\sqrt{\det \Lambda}} \int dT \int d^3 x \to \frac{1}{\pi_0(\infty)} .$$  

The other spatial integrals give the momentum conserving delta function, $\int d^3 x' \to (2\pi)^3 \delta^3(p + p')$. The spinor part is also similar to before, but with one important
difference,
\[ \mathcal{P} \exp \left\{ -\frac{iT}{4} \int_0^1 \sigma^{\mu \nu} F_{\mu \nu} \right\} = \exp \left\{ \ln \left( \frac{\varepsilon i m_{\perp}}{\pi_0 + \pi_3} \right) \gamma^0 \gamma^3 \right\} \tag{101} \]
where \( \varepsilon = \pm 1 \) is determined by
\[ p_3 - A_3(t) = \varepsilon i m_{\perp} \tag{102} \]
We find (up to an irrelevant phase)
\[ M = (2\pi)^3 \delta^3(p + p') R_{s's'} \mathcal{P} \exp \left\{ 2i \int_{t_0}^t \pi_0 \right\} \tag{103} \]
where \( R_{s's'} = \delta_{ss'} \) for \( s, s' = 1, 2 \). For a field with
only one maximum, like a Sauter pulse, we only have
one saddle point and the sign \( \varepsilon \) is irrelevant. However,
for a field with multiple maxima/minima we have several
saddle points and hence in the coherent sum of these we
need to keep the relative sign given by \( \varepsilon \).

B. Instantons

The amplitude in (103) agrees with the result in [33],
which was obtained by a saddle-point treatment of the
Riccati equation. The momentum spectrum for time-
dependent electric fields was also studied with world-
line instantons in [54], but with an important difference:
In [54] a worldline representation was used for the ef-

ciency (103) of (107) can wrap around either half
of the complex plane and form closed loops. In other
words, if we choose \( f \) imaginary for the whole trajectory then
we find no instantons that start and end at \( t \rightarrow +\infty \).
Instead, we can choose a \( f \) that is sometimes real and
sometimes imaginary. There is no unique choice of \( f \).
We have chosen
\[ f(r) = -\frac{1}{2} \left( 1 - \tanh \left( \frac{r}{W} \right) \right) + \frac{1}{2} \left( 1 + \tanh \left( \frac{r - L}{W} \right) \right) \tag{110} \]
illustrated in Fig. 2. To find an instanton we can look at
the stream lines in Fig. 2 and select a point \( t_0 \) which we
guess should be on the instanton line. Then we can guess
a point \( r_0 \) which would make the instanton go around
either \( t_p \) or \( t_m \). By tuning these parameters as well as \( L \)
and \( W \) we can guide \( q_0 \) so that it follows the real axis
asymptotically (as \( r \rightarrow \pm \infty \)). Two such instantons are
shown in Fig. 2. By inserting these numerical instanton
solutions into (cf. [46])
\[ \exp \left\{ i \int_{-\infty}^\infty du q_0^\mu \partial_\mu A_\nu \frac{dq_\nu}{du} \right\} \tag{111} \]
we find the same real part of the exponent as in (103) and the relative phase for the two contributions also agrees with (103).

We have thus shown explicit examples of instantons in a case with interference. We emphasize again, though, that the instanton path for \(q_0\) is really rather arbitrary since we have a great deal of freedom in choosing the complex proper time contour. Choosing \(f\) with (smooth) step-function like behavior as in (110) is of course just one choice that seems convenient. This arbitrariness corresponds to the arbitrariness in choosing the complex contour for the \(t\) integral in (103) or (28); these \(t\) integrals were obtained by changing integration variable from proper time \(u\) to \(t = q_0(u)\), but the resulting \(t\) integral can of course be deformed in the complex plane without even having to think about instantons. Of course, this does not make the instanton path completely arbitrary. One can for example not deform the proper time contour to guide \(q_0\) and \(q_3\) separately. Also, the two instantons in Fig. 2 which follow the real axis asymptotically are not equivalent; they give the same real part of the exponent in (111), but different imaginary part. Moreover, here we have focused on purely time-dependent fields, but for fields that depend on more than one space-time coordinate one might not be able to rewrite the results as expression like (103) or (28) that no longer involves the instanton. In such cases it might not be as obvious what sort of arbitrariness in the instanton path one has. However, one always has the freedom to choose different proper time contours.

Using open worldlines is a more general approach, because we can reproduce results obtained with closed worldlines for the effective action, while e.g. Compton scattering cannot be treated with such closed lines. It can also lead to further insights into the process since in the open worldline instantons we can see real, physical particles emerging at asymptotic times from complex paths during the tunneling at finite times.

VII. PREFACTOR FOR NONLINEAR BREIT-WHEELER PAIR PRODUCTION IN TIME-DEPENDENT ELECTRIC FIELDS

In this section we will calculate the prefactor for nonlinear Breit-Wheeler pair production in non-constant fields.

A. Worldline derivation

Expanding around the instanton gives again (55), and we again solve (57) using the ansatz in (61). One of the two components gives

\[
\partial[\dot{d} + \partial(h\dot{z}) - TA'h\dot{t}] = 0 ,
\]

which integrates to

\[
d = c_1\tau - h\dot{z} + \int_0^\tau TA'h\dot{t} ,
\]

where \(c_1\) is a constant. For the second component we have to be careful with the kink at \(\tau = \sigma\). So, we consider first \(\tau \neq \sigma\), where the second component gives

\[
\partial(h\dot{t}^2 - c_1TA) = 0 ,
\]

which leads us to

\[
\phi_1 = h\dot{t} = t \left\{ \int_0^\tau \frac{d\tau'}{t^2} [c_1TA + c_2 + c_3\theta_{\tau'=\sigma} + c_4\theta_{\sigma}] \right\} ,
\]

where \(c_2, c_3, c_4\) are three additional constants, and

\[
\phi_2 = h\dot{z} + d = c_1\tau + \int_0^\tau TA'\phi_1 = c_1\tau + c_4\theta_{\tau'=\sigma}TA[\tau - \tau_0] + \int_0^\tau \frac{d\tau'}{t^2} [c_1TA + c_2 + c_3\theta_{\tau'=\sigma}]TA[\tau - A] .
\]

c_1 and \(c_2\) are again determined from the initial conditions as (67), \(c_3\) and \(c_4\) are determined by demanding that \(\phi_1\) and \(\phi_2\) be continuous at \(\tau = \sigma\). With \(\dot{t}(\sigma + \delta) = -\dot{t}(\sigma - \delta)\) and \(\dot{t}(\sigma + \delta) = \dot{t}(\sigma - \delta)\) for \(\delta \to 0\) and \(\delta > 0\) we find

\[
c_3 = -2(c_1TA_0 + c_2) + 2\dot{t}_i\dot{t}_i(c_1I_1 + c_2I_0) ,
\]

\[
c_4 = -2(c_1I_1 + c_2I_0) ,
\]

where \(\dot{t}_i := \lim_{\delta \to 0} \dot{t}(\sigma + \delta)\) and

\[
I_0 = \int_0^{1/2} \frac{1}{t^2} , \quad I_1 = \int_0^{1/2} \frac{TA}{t^2} ,
\]

\[
I_2 = \int_0^{1/2} \frac{(TA)^2}{t^2} = \frac{1}{2} - T^2m_\gamma^2I_0 .
\]

We are assuming a symmetric field with a saddle point for the momentum integral at \(p = k/2\) and \(k_3 = 0\), so

\[
\dot{t} = \varepsilon_{\tau\sigma}TA\sqrt{m_\gamma^2 + A^2} ,
\]

\[
\sigma = 1/2 , \quad t(1/2) = \tilde{t} \text{ where } A(\tilde{t}) = i , \text{ and } \dot{t}_i = T\omega/2 .
\]

This gives us all the information we need to obtain \(\phi(1)\) and hence \(\det A\). However, the expressions for \(\phi(1)\) are rather long and complicated. This simplifies significantly, though, in the asymptotic limit, where we find

\[
\det A = -\frac{i\Omega A'(\tilde{t})}{2\pi\Omega(\infty)^3}t_0 .
\]

Note that the limit \(t_0 \to \infty\) does not commute with \(\Omega \to 0\).

The instanton solution is given by

\[
\dot{x} = T(c^+ + k^+\theta_{\tau\sigma}) , \quad \dot{z} = T(A_3 + c^3) ,
\]

which corresponds to the arbitrariness in choosing the complex proper time contour. Choosing \(f\) with (smooth) step-function like behavior as in (110) is of course just one choice that seems convenient.
where $c^j$ are three constants (which are completely unrelated to the constants in (67) and (117), which are only relevant for the calculation of $\det \Lambda$) and

$$
\begin{align*}
\tau < \sigma &: \quad \dot{t} = -T \sqrt{a^2 + c^2 + (A_3 + c)^2} \\
\tau > \sigma &: \quad \dot{t} = T \sqrt{a^2 + (c + k)^2 + (A_3 + c)^2},
\end{align*}
$$

(122)

where $a_+$ and $a_-$ are two additional constants. $t(\sigma +) - t(\sigma -) = T\Omega$ gives the extra condition

$$
\sqrt{a^2 + c^2 + (A_3(\dot{t}) + c)^2} + \sqrt{a^2 + (c + k)^2 + (A_3(\dot{t}) + c)^2} = \Omega,
$$

(123)

where $\dot{t} = t(\sigma)$. We define

$$
G(a^2, a^2, c, \dot{t}) := \int_t^{t_0} dt \sqrt{a^2 + c^2 + (A_3 + c)^2} + \int_t^{t_1} dt \sqrt{a^2 + (c + k)^2 + (A_3 + c)^2 + \Omega \dot{t}}.
$$

(124)

The constants are determined from the remaining integration variables, $\sigma$, $T$ and $\Delta x^3 = x^3(1) - x^3(0)$ by

$$
\begin{align*}
\frac{\partial G}{\partial a^2} &= \frac{T}{2} \sigma \quad \frac{\partial G}{\partial c} = \frac{T}{2}(1 - \sigma) \\
\frac{\partial G}{\partial \dot{t}} &= 0 \quad \frac{\partial G}{\partial c_3} = -\Delta x^3.
\end{align*}
$$

(125)

The instanton action can be written as $e^{-iS}$ where (recall $k_3 = 0$)

$$
S = \frac{T}{2} + \int_0^1 \frac{\dot{x}^2}{2T} + A_3 \dot{z} + J x
$$

$$
= \frac{T}{2} \left[ \sigma(1 - a^2) + (1 - \sigma)(1 - a^2) \right] - c_j \Delta x_j + G - x^3(1) k_3.
$$

(126)

Now we perform the $\sigma$ integral with the saddle-point method. We have

$$
\frac{dS}{d\sigma} = \frac{T}{2} (a^2 - a^2),
$$

(127)

where the terms with $da^2/\sigma$, $d\dot{t}/\sigma$ and $d\dot{c}_j/\sigma$ cancel due to (125). Thus, at the saddle point for $\sigma$ we have

$$
a^2(\sigma_{\text{ saddle}}) = a^2(\sigma_{\text{ saddle}}),
$$

(128)

i.e. $\dot{x}^2$ is continuous at $\sigma$ even though $\dot{x}^\mu$ is not. To obtain the second derivative $d^2S/d\sigma^2$ we need $da^2/\sigma$ and $da^2/\sigma$. We can obtain these by differentiating (125) and solving for $da^2/\sigma$ and $da^2/\sigma$ in terms of $(\partial/\partial a_n) (\partial/\partial c_3) G$ with $\alpha, \beta = 1, \ldots, 6$, where $c^4 = \dot{t}$, $c^5 = a^2$ and $c^6 = a_3^2$. However, at this intermediate stage, the result for $d^2S/d\sigma^2$ is quite complicated and not particularly illuminating. This is not a problem, because $d^2S/d\sigma^2$ goes into the pre-exponential, so even though it depends on the remaining integration variables $T$, $\Delta x$ and $p$, we actually only need it for the saddle point values $T \rightarrow T_{\text{ saddle}}$, etc. It also simplifies considerably when taking the asymptotic limit. We will therefore return to $d^2S/d\sigma^2$ once we have considered the $T$ and $\Delta x$ integrals.

Now the exponent becomes

$$
S = \frac{T}{2}(1 - a^2) - c_j \Delta x_j + G - x^3(1) k_3,
$$

(129)

where $a^2 := a^2 = a^2$. Note that we do not actually need to find the explicit solution for the saddle point of $\sigma$. Instead of the first two equations in (125) we have

$$
\frac{\partial G}{\partial a^2} = \frac{T}{2}.
$$

(130)

We have

$$
\frac{dS}{dT} = \frac{1}{2}(1 - a^2),
$$

(131)

where again all terms with $da^2/dT$, $dc_j/dT$ and $df/dT$ cancel. So, at the saddle point for $T$ we have

$$
a^2(T_{\text{ saddle}}) = 1,
$$

(132)

just as without the photon. Again, the second derivative $d^2S/dT^2$ can be calculated by differentiating the second line of equations in (125) and (130) in order to solve for $da^2/dT$ in terms of second-order partial derivatives of $G$. But we will again wait with the simplification of $d^2S/dT^2$.

Now the exponent is

$$
\begin{align*}
&i p_j x^j(0) + ip_j x^j(1) - iS \\
&= i(p' + p - k) x^j + i(p' + c) \Delta x_j - iG,
\end{align*}
$$

(133)

where $X_j = (X(1) + x(0))_j/2$ and where we have used $\delta^i(p' + p - k)$ to simplify the term proportional to $\Delta x_j$. We have

$$
\frac{d}{d\Delta x_j} (133) = (p' + c) j,
$$

(134)

where the terms with $dc_k/d\Delta x_j$ cancel due to (125). Thus, at the saddle point for $\Delta x_j$ we have

$$
c_j(\Delta x_{\text{ saddle}}) = -p_j'.
$$

(135)

To obtain the pre-exponential we need

$$
\frac{d}{d\Delta x_j} \frac{d}{d\Delta x_k} (133) = i \frac{dc_j}{d\Delta x_k},
$$

(136)

which we will return to shortly.

The final exponent is given by

$$
\begin{align*}
&i \int_{t_r}^{t_0} \pi_0(-p') + i \int_{t_r}^{t_i} \pi_0(p) - iG \\
&= i \int_{t_r}^{t} dt [\pi_0(-p') + \pi_0(p) - \Omega],
\end{align*}
$$

(137)
which is of course the same as we have in \([25]\).

We note again that we have obtained the final exponential without actually having to find \(\sigma_{\text{saddle}}\), \(T_{\text{saddle}}\) and \(\Delta x_{\text{saddle}}\). However, we will now turn to the pre-exponential contributions from these integrals and for this we need these saddle points. So far we have used \([25]\) to determine the constants \(\alpha^2\) and \(c^3\) and derivatives of these with respect to \(\sigma\), \(T\) and \(\Delta x\). Although we do not yet have the saddle points, we know now that at these saddle points the constants are simply given by \([128], [132]\) and \([135]\). We can now obtain the saddle points by inserting these values of the constants into \([125]\), e.g.

\[
T_{\text{saddle}} = 2 \left( \frac{\partial G}{\partial a^2_z} + \frac{\partial G}{\partial a^2_\Perp} \right) \bigg|_{a^2_z = a^2_\Perp = 1, e = -p'} .
\]

(138)

Since we are now calculating the pre-exponential and since we will for simplicity consider the integrated probability rather than the momentum spectrum, we can simplify further by anticipating the saddle-point for the momentum integral, i.e. we set \(p = k/2\) (we have \(A(-t) = -A(t)\)). With \(k_3 = k_3 = 0\) we denote \(p_1 = p_3 = \Omega/2\).

Even though we could calculate all the above quadratic terms for finite \(t_0\), at the end we only need the asymptotic limit. For these terms we only need

\[
G \to t_0 \sqrt{\alpha^2 + c^2 + (A_3(\infty) + c^3)^2 + t_1 \sqrt{\alpha^2 + (c + k)^2} + (A_3(\infty) + c^3)^2} .
\]

(139)

We choose for simplicity \(t_0 = t_1\). We find

\[
T_{\text{saddle}} \to \frac{2t_0}{\sigma_{\text{saddle}}} \quad \sigma_{\text{saddle}} \to 1/2 ,
\]

\[\Delta x^3_{\text{saddle}} \to \frac{2t_0 A(\infty)}{\pi_0(\infty)} \quad \Delta x^3_{\text{saddle}} \to 0 ,
\]

(140)

where \(\pi_0(\infty) = \sqrt{m^2_\Perp + A^2(\infty)}\) and \(m \Perp = \sqrt{1 + p^2}\). By differentiating \([125]\) with respect to \(\sigma\) and solving for \(da^2_z/d\sigma\) and \(da^2_\Perp/d\sigma\) in terms of \((\partial/\partial c_\alpha)(\partial/\partial c_\beta)G\), we find

\[
\int d\delta\sigma \exp \left\{-\frac{4i(1 + A^2(\infty))t_0}{\pi_0(\infty)} \delta\sigma^2 \right\} ,
\]

(141)

where \(\sigma = \sigma_{\text{saddle}} + \delta\sigma\), and similarly

\[
\int d\delta T \exp \left\{-\frac{i m^2 \pi_0(\infty)}{4t_0} \delta T^2 \right\} .
\]

(142)

For the \(\delta\Delta x\) integral we would in general have to calculate the determinant of \([136]\), but here it becomes diagonal,

\[
\int d^3 \delta \Delta x \exp \left\{-\frac{i \pi^3(\infty)}{4(1 + A^2(\infty))t_0} \delta \Delta x_1^2 + \frac{i \pi^3(\infty)}{4m^2 t_0} \delta \Delta x_2^2 + \frac{i \pi^3(\infty)}{4m^2 t_0} \delta \Delta x_3^2 \right\} .
\]

(143)

The \((1 + A^2_\infty)\) term might look unexpected, but it cancels \(^7\) when collecting all the contributions from the Gaussian integrals, which gives (up to an irrelevant phase)

\[
\frac{1}{2} \frac{T}{(2\pi T)^2} \frac{1}{\sqrt{\det \Lambda}} \int d\sigma \int dT \int d^3 \Delta x^3
\]

\[
\to \sqrt{\frac{\pi}{2A(\infty) \pi_0(\infty)}} .
\]

(144)

We have included an extra factor of \(T\) here compared to the no-photon case, because such a factor comes from \(-i \epsilon^{(1)} \phi \rightarrow T(-i \epsilon^{(1)} \phi \rightarrow 0)\) and from the term linear in \(\epsilon\) form the spin factor \(\mathcal{P} \exp(\ldots)\). As we already noted, the limits \(t_0 \rightarrow \infty\) and \(\Omega \rightarrow 0\) do not commute. In particular, \(\det \Lambda\) has a different \(t_0\) scaling for \(\omega > 0\) and \(\omega = 0\). This different scaling is needed in order to cancel the extra factors of \(t_0\) coming from \(\int d\sigma\) and the extra overall factor of \(T\) to give a finite limit as \(t_0 \rightarrow \infty\).

For the prefactor we also need

\[
\mathcal{P} \exp \left\{-\frac{i T}{4} \int_0^1 \sigma^\mu F^\mu_\nu \right\} = \exp \left\{\frac{T}{2} \int_0^1 d\tau A'_3(t) \gamma^0 \gamma^3 \right\}
\]

\[
= \exp \left\{-\int \ln \left[\frac{i + p}{A_\infty + \pi_0(\infty)} \right] \gamma^0 \gamma^3 \right\} ,
\]

(145)

and

\[
\mathcal{P} \exp \left\{\int_0^1 \frac{T A'}{2} \gamma^0 \gamma^3 - \frac{i T}{2} \kappa t \gamma \right\}
\]

\[
\to \int_0^1 d\sigma \exp \left\{\int_\sigma^1 \frac{T A'}{2} \gamma^0 \gamma^3 \right\} \left(\frac{T}{2} \kappa t \epsilon^{ikq} \right)
\]

\[
\times \exp \left\{\int_\sigma^1 \frac{T A'}{2} \gamma^0 \gamma^3 \right\} ,
\]

(146)

where

\[
\int_0^1 \frac{T A'}{2} = \int_\sigma^1 \frac{T A'}{2} = -\frac{1}{2} \ln \left[\frac{i + p}{A_\infty + \pi_0(\infty)} \right] .
\]

(147)

### B. Momentum integrals and final results

We finally find

\[
M = (2\pi)^3 \delta^3(p + p' - k) A
\]

\[
\times \exp \left\{i \int_{t_r}^t dt \left[\pi_0(-p') + \pi_0(p) - \Omega \right] \right\} ,
\]

(148)

\(^7\) That contributions from different integrals cancel is not unexpected \([4, 55]\). In fact, for Schwinger pair production in the closed-loop/probability-level instanton approach it has been shown that the different contributions combine into a single determinant similar to the Gutzwiller trace formula \([56]\).
where \( \mathcal{A} \) is a pre-exponential factor which depends on the photon polarization. For a photon with momentum \( k_\mu = \Omega \{1, \sin \theta, 0, \cos \theta\} \) we can choose \( \epsilon^{(i)}_\mu \rightarrow \{0, -\cos \theta, 0, \sin \theta\} \) and \( \epsilon^{(c)}_\mu \rightarrow \{0, 0, 1, 0\} \) as basis for the polarization vector. A general polarization vector can then be expressed as

\[
\epsilon_\mu = \cos \left[ \frac{\rho}{2} \right] \epsilon^{(i)}_\mu + \sin \left[ \frac{\rho}{2} \right] \epsilon^{(c)}_\mu, (149)
\]

where \( \rho \) and \( \lambda \) are two real constants. The reason for choosing \( \rho/2 \) in (149) is because then the polarization dependence on the probability level can be expressed in terms of the following Stokes vector (cf. [3])

\[
\mathbf{N} = \{1, \cos \lambda \sin \rho, \sin \lambda \sin \rho, \cos \rho\}. (150)
\]

Summing over the fermion spins we find

\[
\sum_{\text{spins}} |\mathcal{A}|^2 = \frac{2\pi}{\Omega A'(t)(1+p^2)} \left\{1 + 3p^2, 0, 0, 1 - p^2 \right\} \cdot \mathbf{N}, (151)
\]

where \( p = \Omega/2 \). We see that the smallest and largest probabilities are obtained for parallel and perpendicular linear polarization, \( \mathbf{N} = \{1, 0, 0, \pm 1\} \), while e.g. both left- and right-handed circular polarization, \( \mathbf{N} = \{1, 0, \pm 1, 0\} \), gives the same probability.

Note that, while the exponent contains the full momentum dependence, we have only calculated the prefactor at the saddle point \( p = p' = k/2 \) (and we have assumed \( k_3 = 0 \)). It is straightforward to check that (151) agrees with what one finds with the WKB approach. To obtain the full prefactor we have to perform the momentum integrals, but we can already see that the ratio perpendicular/parallel is independent of the field. We have assumed \( A'(\pm \infty) = 0 \) here, but we have the same ratio for a constant field.

We obtain the total prefactor by expanding the exponent around the saddle point \( p = k/2 \). We change variable from \( p = k/2 + \frac{\Delta}{2} \) to \( \Delta \). The term that is linear in \( \Delta_3 \) vanishes because \( t \) is imaginary and so

\[
\text{Re} \int_0^t dt \frac{A}{\sqrt{m^2 + A^2}} = 0. \quad (152)
\]

We find that the probability can be expressed as

\[
P = \mathbf{M} \cdot \mathbf{N} \quad (153)
\]

with

\[
\mathbf{M} = -\frac{\sqrt{\pi} \alpha^3}{4\sqrt{2} \Omega^2 m^2 A'(t)} \left\{1 + 3p^2, 0, 0, 1 - p^2 \right\} \times \exp \left\{- \frac{4}{\gamma} (\mathcal{J}_0 - \rho \hat{\mu}) \right\} \sqrt{\mathcal{J}_1 (\mathcal{J}_1 - p^2 \mathcal{J}_2)} \left( m_+^2 \mathcal{J}_2 - \frac{\omega}{\rho A'(t)} \right), (154)
\]

where \( \mathcal{J}(\hat{t}) = i \) and

\[
\mathcal{J}_n = \int_0^{\hat{t}} du \left( \frac{m_+^2 - \hat{f}^2(u)}{\gamma^2} \right)^{\frac{1}{2} - n}, (155)
\]

where \( A(t) = \frac{f(\omega t) / \gamma}{\gamma} \) and \( \delta = \mathcal{O}(\Delta_j) \) is a bookkeeping parameter, used

\[
\int_0^t dt F(t) \approx \int_0^{\hat{t}_\rho} dt F(t) + F(\hat{t}_0)(\delta_1 + \delta_2 \hat{t}_2) + \frac{F'(\hat{t}_0)}{2} \delta_2 \hat{t}_2^2, \quad (157)
\]

and then expanded the integrand \( F \) to second order in \( \Delta_j \sim \delta \).

Since \( \hat{u} \) does not depend on \( p \) (in the final result (154)), we have

\[
\mathcal{J}_1 = \frac{1}{p} \frac{d\mathcal{J}_0}{dp} \quad \mathcal{J}_2 = \frac{1}{p} \frac{d\mathcal{J}_1}{dp}, \quad (158)
\]

so if we have chosen a field for which we can obtain \( \mathcal{J}_0 \) analytically, then that is the only integral we need to perform. We can also obtain \( \mathcal{J}_1 \) and \( \mathcal{J}_2 \) by instead differentiating with respect to \( \gamma \),

\[
\mathcal{J}_1 = \frac{1}{m_+^2} \left( \frac{d}{d\gamma} \gamma \mathcal{J}_0 - \frac{\omega \gamma p}{A'(t)} \right), \quad \mathcal{J}_2 = \frac{1}{m_+^2} \left( \frac{\omega}{\rho A'(t)} - \gamma^2 \frac{d}{d\gamma} \gamma \mathcal{J}_1 \right). \quad (159)
\]

It is straightforward to check that for a Sauter pulse we find

\[
\mathbf{M}_{\text{Sauter}} = \frac{\alpha \sqrt{\pi} E (1 + m_+^2 \gamma^2)^{7/4}}{8\Omega \rho m_+ \gamma \sqrt{1 + \gamma^2} \sqrt{2} \Delta} \left( m_+^2 (1 + \gamma^2) \Lambda - p \sqrt{1 + m_+^2 \gamma^2} \right) \left\{1 + 3p^2, 0, 0, 1 - p^2 \right\}, (160)
\]
where
\[ \Lambda = \arctan \left[ \frac{1}{p} \sqrt{1 + m^2_p \gamma^2} \right]. \tag{161} \]

In the limit of a slowly varying field we have for a general pulse with a maximum at \( t = 0 \) (\( E'(0) = 0 \))
\[ \lim_{\gamma \ll 1} M = \frac{\sqrt{\pi} \alpha E^2(0) \{1 + 3p^2, 0, 0, 0, 1 - p^2\}}{8\sqrt{-E''(0)\Omega} \rho m_n} \]
\[ \times \exp \left\{ -\frac{\pi}{E''(0)} (m^2 \arccot(p) - p) \right\} \tag{162} \]
We can obtain this from the constant field result \( B_{17} \) by replacing the volume factor with a time integral, \( V_0 \to \int dt \), the constant field strength with a locally constant one, \( E \to E(t) \), and then performing the time integral with the saddle-point method, i.e., expanding \( \frac{1}{E(t)} \approx \frac{1}{E(0)} - \frac{E''(0)}{E(0)^3} t^2 \) in the exponential part of the integrand.
Thus, the usual LCF ideas work also in this case.

In the low-energy limit we can use \( 159 \) to obtain
\[ \lim_{\Omega \ll 1} M = \frac{\alpha E^2/2 \{1, 0, 0, 1\} \exp \left\{ \frac{-\pi}{2} g \right\}}{2\sqrt{2\pi} \Omega^2 \omega \partial_{\gamma} \gamma g \sqrt{-\partial_{\gamma}^2 \gamma g}}, \tag{163} \]
where
\[ g(\gamma) = \frac{4}{\pi} \int_0^1 \frac{\tilde{f}(u)}{\gamma^2} \gamma^2 \frac{1}{\gamma^2} du, \tag{164} \]
where in the second line we have changed integration variable to \( y = \tilde{f}(u)/\gamma \). This is exactly the same \( g \) as in \[ 1 \] for Schwinger pair production. In fact, \( g \) enters \( 163 \) in exactly the same way as Eq. (3.58) in \[ 1 \], i.e., both in the exponential and the pre-exponential factors. This is related to the fact that an electric field can produce a pair without the photon, and many of the integrals will be the same in the \( \Omega \to 0 \) limit as in the complete absence of this photon. There is though an additional field dependence in \( 163 \) due to \( A'(\tilde{t}) \) in the pre-exponential.

For a Sauter pulse, we have
\[ \lim_{\Omega \ll 1} M_{\text{Sauter}} = \frac{\alpha \sqrt{E(1 + \gamma^2)^{1/4}}}{2\pi \Omega^2 \gamma} \{1, 0, 0, 1\} \]
\[ \times \exp \left\{ -\frac{\pi}{E} \frac{2}{1 + \sqrt{1 + \gamma^2}} \right\}, \tag{165} \]
which can be obtained either by taking the \( \omega \to 0 \) limit of \( 160 \) or by evaluating \( 163 \) for a Sauter pulse.

In the high-energy limit we find
\[ \lim_{\Omega \gg 1} M = \frac{\alpha \sqrt{E(3, 0, 0, -1) - a_0^2 J_{\text{PW}}}}{32a_0 \sqrt{\tilde{f}(\tilde{u})(\tilde{u} - a_0^2 J_{\text{PW}})(a_0 \tilde{u} \tilde{f}(\tilde{u}) - 1)}}, \tag{166} \]
where
\[ J_{\text{PW}} = \int_0^\tilde{a} du \tilde{f}^2(u). \tag{167} \]

This agrees exactly with the result for a plane-wave background field, which can be obtained as follows: The probability for nonlinear Breit-Wheeler pair production in an arbitrary plane wave and for arbitrary parameters can be obtained from Eq. (35), (36) and (39) in \[ 29 \]. Those expressions contain integrals over two lightfront-time variables, \( \phi = (\phi_2 + \phi_1)/2 \) and \( \theta = \phi_2 - \phi_1 \), and over one longitudinal momentum \( s_2 \). For \( \chi < 1 \) these integrals can be performed with the saddle-point method, with a saddle point at \( s_2 = 1/2 \) (the electron and positron share the initial longitudinal momentum equally), \( \phi = 0 \) (average lightfront time at field maximum) and \( \theta = 2i\bar{u} \).

For a Sauter pulse we find
\[ \lim_{\Omega \gg 1} M_{\text{Sauter}} = \frac{\alpha \sqrt{\pi a_0 \chi(3, 0, 0, -1)}}{32\sqrt{(1 + a_0^2) \arccot(a_0) - a_0}} \]
\[ \times \exp \left\{ -\frac{4a_0}{\pi} \left[ (1 + a_0^2) \arccot(a_0) - a_0 \right] \right\}, \tag{168} \]
which can be obtained either by evaluating \( 166 \) for a Sauter pulse, or by taking the high-energy limit of \( 166 \).

Perhaps the experimentally most relevant limit is a slow field and high energy,
\[ \lim_{\gamma \ll 1 \Omega \gg 1} M = \frac{3\alpha \sqrt{\pi E^2(0)}(3, 0, 0, -1)e^{-\frac{8}{\pi \sqrt{E(0)}}}}{32\sqrt{-2E''(0)}}, \tag{169} \]
which can be obtained either from the locally-constant-field \( (\Omega_0 \gg 1) \) limit of the high-energy/plane-wave approximation \( 164 \) or from the high-energy limit of the locally-constant-electric-field approximation \( 162 \).

From \( 163 \) we see that for low energy \( \Omega \ll 1 \) the probability is maximized by parallel polarization, \( \mathbf{N} = \{1, 0, 0, 1\} \), but vanishes for perpendicular polarization, \( \mathbf{N} = \{1, 0, 0, -1\} \). In contrast, in the high-energy limit \( 166 \) the probability for perpendicular polarization is twice as large, \( (3 + 1)/(3 - 1) = 2 \). This is known in the LCF limit of plane waves \( 169 \), see \[ 50, 52 \], but we see from \( 166 \) that this holds in general in the high-energy limit.

VIII. FACTOR FOR NONLINEAR COMPTON SCATTERING IN TIME-DEPENDENT ELECTRIC FIELDS

The calculation for nonlinear Compton is very similar. Before we begin we mention that nonlinear Compton in a time-dependent electric field has recently been studied in \[ 57 \], where a WKB approach was used, and where the exponential part of the time integrand was expanded to cubic order to obtain results in terms of Airy functions.
and in particular to compare and check the LCF approximation. For exact expressions for nonlinear Compton in an electric field see [58].

A. Worldline derivation

We assume the initial electron travels perpendicular to the field, with \( p := p_1 > 0 \) and \( p_2 = p_3 = 0 \). Instead of (6) we have

\[
M = \lim_{t \rightarrow -\infty} \lim_{t' \rightarrow +\infty} \int d^3x'd^3x' e^{i(p'j - j')} g_{\text{asympt}}(t', p') \gamma^0 \times S(x', x) \gamma^0 e^{-i p'j} n_{\text{asympt}}(t, p),
\]

where the Compton amplitude is obtained by replacing \( A \rightarrow A + e \epsilon e^{−ikz} \) and selecting the term that is linear in \( \epsilon \mu \). So, for the exponent we can obtain most results from the pair-production case by replacing \( \epsilon \). The solution of (57) is again determined by demanding that \( \phi(\tau) \) and \( \phi(\tau) \) be continuous at \( \tau = \sigma \). For this we need

\[
i(\sigma-) = T p \quad i(\sigma+) = T(p - \Omega)
\]

and

\[
i(\sigma-) = \tilde{i}(\sigma+) = iT^2 A'(\tilde{i}), \quad \text{which follows from (171) and (A(\tilde{i}) = i. We find}
\]

\[
c_3 = -\Omega \left( \frac{i Tc_1 + c_2}{p} + i T^3 A'(\tilde{i}) \right) \int_0^{\sigma} d\tau \frac{c_1 T A + c_2}{2}
\]

\[
c_4 = \frac{\Omega}{p - \Omega} \int_0^{\sigma} d\tau \frac{c_1 T A + c_2}{2}.
\]

The determinant [59] can now be expressed in terms of

\[
I_n = \int_0^{\sigma} d\tau \frac{(TA)^n}{t^2} = \int_{t_0}^{t_1} d\tau \frac{(TA)^n}{t^3 \sqrt{m^2 + A^2}}
\]

and

\[
J_n = \int_0^{1} d\tau \frac{(TA)^n}{t^2} = \int_{t_0}^{t_1} d\tau \frac{(TA)^n}{t^3 \sqrt{m^2 + A^2}}.
\]

While the intermediate steps involve some rather long expressions, things simplify considerably in the asymptotic limit. We have

\[
\sigma T = T \int_0^{\sigma} d\tau \frac{dt}{\sqrt{m^2 + A^2}} \rightarrow -\frac{t_0}{\pi_0(\infty)}
\]

and

\[
(1 - \sigma) T = T \int_0^{1} d\tau \frac{dt}{\sqrt{m^2 + A^2}} \rightarrow -\frac{t_1}{\pi_0'(\infty)},
\]

so

\[
T \rightarrow -\frac{t_0}{\pi_0(\infty)} + \frac{t_1}{\pi_0'(\infty)}
\]

and

\[
\sigma \rightarrow -\frac{t_0}{\pi_0(\infty)} \left( -\frac{t_0}{\pi_0(\infty)} + \frac{t_1}{\pi_0'(\infty)} \right)^{-1}
\]

where we have assumed \( A(-t) = -A(t) \)

\[
\pi_0(\infty) = \sqrt{1 + p^2 + A^2(\infty)}
\]

\[
\pi_0'(\infty) = \sqrt{1 + (p - \Omega)^2 + A^2(\infty)}.
\]

Similarly,

\[
I_n \rightarrow -\frac{t_0(TA)^n}{T^3 \pi_0^2(\infty)}
\]

\[
J_n \rightarrow \frac{t_1(TA)^n}{T^3 \pi_0'(\infty)}.
\]

If we let \( L \) be a large parameter such that \( -t_0 = O(L) \) and \( t_1 = O(L) \), then we can expand [59] by taking into
account \( i(\tau = 0, 1) = \mathcal{O}(L), T = \mathcal{O}(L), I_n = \mathcal{O}(L^{n-2}) \) and \( J_n = \mathcal{O}(L^{n-2}) \). We find

\[
\det \Lambda = \frac{i\Omega A'(\tilde{t})t_0 t_1}{T^2 \sigma_0^2}, \tag{183}
\]

We note again that the asymptotic limit does not commute with \( \Omega \to 0 \).

When calculating \( \det \Lambda \) we could replace the remaining integration variables with their saddle-point values since \( \det \Lambda \) only contributes to the pre-exponential factor. Now we turn to the remaining integrals. Instead of (171) we need the instanton solution before replacing \( T \to T_{\text{saddle}} \) etc., which is given by

\[
\dot{x}^\perp = T(c^\perp_k - k^\perp \tau_{\sigma}) \quad \dot{z} = T(A_3 + c^3 - k^3 \tau_{\sigma}) \tag{184}
\]

and

\[
\begin{align*}
\tau < \sigma : & \quad \dot{t} = T \sqrt{a_2^\perp + c_1^\perp + (A_3 + c^3)^2} \\
\tau > \sigma : & \quad \dot{t} = T \sqrt{a_2^\perp + (c - k)^2 + (A_3 + c^3 - k^3)^2}, \tag{185}
\end{align*}
\]

where \( \dot{t}(\sigma) - \dot{t}(\sigma-) = -T \Omega \) gives the extra condition

\[
\begin{align*}
\sqrt{a_2^\perp + (A_3(\tilde{t}) + c^3)^2} \\
= \sqrt{a_2^\perp + (c - k)^2 + (A_3(\tilde{t}) + c^3 - k^3)^2 + \Omega}, \tag{186}
\end{align*}
\]

where \( \tilde{t} = t(\sigma) \). We define

\[
G(a_2^\perp, a_2^\perp, c, j, \tilde{t}) := \int_{t_0}^{\tilde{t}} dt \sqrt{a_2^\perp + c_1^\perp + (A_3 + c^3)^2} \\
+ \int_{t_1}^{\tilde{t}} dt \sqrt{a_2^\perp + (c - k)^2 + (A_3 + c^3 - k^3)^2 - \Omega \tilde{t}}. \tag{187}
\]

The constants are again determined from \( \sigma, T \) and \( \Delta x^j \) by the same equations as in (125). We have

\[
S = \frac{T}{2} + \int_0^1 \frac{d^2}{2T} + A_3 \dot{z} + J x \\
= \frac{T}{2} [\sigma(1 - a_2^\perp) + (1 - \sigma)(1 - a_2^\perp)] \\
- c_j \Delta x_j + G + x_j(1)k_j. \tag{188}
\]

This exponent has the same form as in the Breit-Wheeler case, and so the \( \sigma \) and \( T \) integrals are performed in exactly the same way as before, i.e. by differentiating (125) with respect to the integration variables and solving for e.g. \( dc^2/dT \).

Instead of (133) we have

\[
- ip_j x^j(0) + ip_j x^j(1) - i S \\
= i(-p + p' + k)J x + i(c - p)J x_j - iG, \tag{189}
\]

where \( X_j = (x(1) + x(0)) \jmath/2 \) and where we have used \( \delta^3(p' + k - p) \) to simplify the term proportional to \( \Delta x_j \).

We have

\[
\frac{d}{d\Delta x_j} \tag{189} = i(c - p) \jmath, \tag{190}
\]

where the terms with \( dc_j/d\Delta x_j \) cancel. Thus

\[
\sigma_j (\Delta x_{\text{saddle}}) = p_j \tag{191}
\]

at the saddle point for \( \Delta x_j \).

The final exponent for Compton scattering is given by

\[
- i \int_{t_0}^{t_1} \pi_0(p) + i \int_{t_1}^{t_0} \pi_0(p' - iG) \\
= i \int_{t_1}^{t_0} dt [-\pi_0(p) + \pi_0(p') + \Omega], \tag{192}
\]

which agrees, as it should, with what one finds with the WKB approach.

To perform the \( \Delta x \) integral we need the second derivatives, given by

\[
\frac{d}{d\Delta x_j} \frac{d}{d\Delta x_k} \tag{133} = i \frac{dc_j}{d\Delta x_k}, \tag{193}
\]

which can be obtained by differentiating (125). The \( \Delta x_j \) integral gives \( (2\pi)^{3/2}/\sqrt{\det(193)} \). The intermediate results for the \( \sigma, T \) and \( \Delta x \) integrals are even more complicated for Compton scattering compared the results in Breit-Wheeler, which were already rather complicated. However, this again simplifies considerably in the asymptotic limit, and when replacing all the integration variables with their saddle points. We can obtain these from (125) since we know that at these saddle points we have \( a_2^\perp = a_2^\perp = 1 \) and \( c = p \). We have also assumed \( p_2 = p_3 = 0 \) and we set \( p_1 = p \). For the pre-exponential factor we can also set \( k_2 = k_3 = 0 \) and \( k_1 = \Omega \). To obtain the asymptotic limit we can use

\[
G \to -t_0 \sqrt{a_2^\perp + c_1^\perp + (c^3 - A)^2} \\
+ t_1 \sqrt{a_2^\perp + (c - k)^2 + (c^3 - k^3 + A)^2}, \tag{194}
\]

where \( A = A_3(\infty) \) (recall that we have assumed \( A(-t) = -A(t) \)). From (125) we find \( T_{\text{saddle}} \) and \( \sigma_{\text{saddle}} \) as in (179) and (180), and

\[
\Delta x_1 \to \frac{-t_0}{\pi_0(\infty)} p + \frac{t_1}{\pi_0(\infty)} p', \tag{195}
\]

where \( p' = \rho - \Omega, \Delta x^2 \to 0 \) and

\[
\Delta x_3 \to -\left( \frac{t_0}{\pi_0(\infty)} + \frac{t_1}{\pi_0(\infty)} \right) A(\infty). \tag{196}
\]

While the dynamics at finite times gives a nontrivial contribution to \( \Delta x \), for \( -t_0, t_1 \to \infty \) the dominant contribution comes just from the asymptotic parts of the instanton, where it is outside the electric field \( A'(t) \). So,
Collecting the contributions from all the integrals we find

\begin{equation}
\frac{1}{2} \frac{T}{(2\pi T)^2} \frac{1}{\sqrt{\det \Lambda}} \int d\sigma \int dT \int d^3x^3 \rightarrow \sqrt{2A'(i)\Omega\pi_0(\infty)\pi'_0(\infty)}.
\end{equation}

(197)

This is very similar to the Breit-Wheeler case, as we obtain (144) by simply replacing \(\pi'_0 \rightarrow \pi_0\) in (197) (note that in the Breit-Wheeler case we calculated the prefactor at the saddle point where \(p = p'\)).

To calculate the spin part of the pre-exponential as in (145) and (146) we need

\begin{equation}
\int_0^\sigma \frac{TA'}{2} = \frac{1}{2} \ln \left[ \frac{i + p}{-A(\infty) + \pi_0(\infty)} \right].
\end{equation}

(198)

and

\begin{equation}
\int_\sigma^1 \frac{TA'}{2} = -\frac{1}{2} \ln \left[ \frac{i + p'}{A(\infty) + \pi'_0(\infty)} \right].
\end{equation}

(199)

---

B. Results

We finally find

\begin{equation}
M = (2\pi)^3 \delta^3(p' + k - p)A \\
\times \exp \left\{ i \int_{t_r}^t dt [-\pi_0(p) + \pi_0(p') + \Omega] \right\}
\end{equation}

(200)

where averaging over the initial spin and summing over the final spin gives

\begin{equation}
\frac{1}{2} \sum_{\text{spins}} |\mathcal{A}|^2 = \frac{\pi}{2m_\perp m'_\perp \Omega A'(i)} \times \left\{ m_\perp^2 + m'_\perp^2 + \Omega^2, 0, 0, m_\perp^2 + m'_\perp^2 - \Omega^2 \right\} \cdot N,
\end{equation}

(201)

where \(N\) is the Stokes vector for the photon polarization in (150). From here on the calculations are the same as in a WKB approach.

To avoid IR/soft photon contributions, we will keep one component of the photon momentum fixed and integrate over the other two. One option would be to keep \(k_1\) fixed and integrate over \(k_2\) and \(k_3\), with a saddle point at \(k_2 = k_3 = 0\). However, noting that \(\chi_2 := \sqrt{-E(k)} = E(k_1^2 + k_2^2)\), we will instead change to cylindrical coordinates, \(k_1 = k \cos \varphi\) and \(k_2 = k \sin \varphi\), and perform the \(k_3\) and \(\varphi\) integrals with the saddle-point method, with a saddle point at \(k_3 = \varphi = 0\). We define the longitudinal momentum spectrum as the integrand in the total probability

\begin{equation}
P = \int dk P(k).
\end{equation}

(202)

Since we do not integrate over one momentum variable, the final results will depend on one more parameter compared to the Breit-Wheeler results in the previous section, which therefore leads to more complicated expressions. So, we consider for simplicity a Sauter pulse. The polarization dependence can be expressed in terms of a Stokes vector as \(P(k) = N \cdot \mathbf{M}(k)\), where

\begin{equation}
\mathbf{M}_{\text{Sauter}}(k) = \frac{\alpha(1 + (\gamma m'_\perp)^2)^{1/4}(m_\perp^2 + m'_\perp^2 + k^2, 0, 0, m_\perp^2 + m'_\perp^2 - k^2) \exp[f(p') - f(p)]}{8m_\perp m'_\perp k(1 + \gamma^2) \sqrt{p \arctan \left[ \frac{\sqrt{1 + (\gamma m'_\perp)^2}}{p'} \right]}}
\end{equation}

\begin{equation}
\times \left( \frac{\arctan \gamma}{\gamma} + k(\gamma m'_\perp)^2}{(1 + (\gamma m'_\perp)^2)^{3/2}} + \frac{1}{p'} \left[ \frac{k}{1 + (\gamma m'_\perp)^2} - \frac{p}{1 + \gamma^2} \right] \right)^{-1/2}
\end{equation}

(203)

where

\begin{equation}
f(p) = -\frac{2}{E\gamma^2} \left( \sqrt{1 + m^2} \gamma^2 \arctan \left[ \frac{1}{p} \sqrt{1 + m^2} \gamma^2 \right] \right.
\end{equation}

\begin{equation}
- \left. \arctan \left[ \frac{1}{p} \right] - \gamma p \arctan(\gamma) \right) .
\end{equation}

(204)

Note that the pair-production exponential in (33), where we considered \(p = p'\), can be expressed with the same function as \(\exp(2f(p))\). From (203) it is immediately
obvious that the exponential vanishes in the limit of low photon energy, $\Omega \to 0$, as it must since the probability to emit a soft photon is not exponentially suppressed (the saddle-point approximation breaks down in this limit).

This rather complicated expression simplifies in the high-energy limit,

$$\lim_{p,\Omega \to \infty} M_{\text{Sauter}}(k) = \frac{\alpha \alpha_0 \{\kappa - 1, 0, 0, 1\}}{4r \sqrt{1 + a_0^2}} \arccot(a_0)$$

$$\times \exp \left\{ \frac{-r a_0}{\chi} \left[ (1 + a_0^2) \arccot(a_0) - a_0 \right] \right\}$$

(205),

where $r = (1/s) - 1$, $\kappa = (1/s) + s$ and (in the high-energy limit) $\chi := \sqrt{(Fp)^2} \to E|p|$, and $s \to (|p| - \Omega)/|p|$. The first component of (205) (which gives the probability summed over the photon polarization, $\sum_{\text{pol}} P = 2\{1, 0, 0, 0\} \cdot M$) agrees with Eq. (93) in [3] for nonlinear Compton scattering in a plane-wave field, where $s := np'/np$ with $n_\mu$ being proportional to the wave vector of the plane wave. To check the other components in (205), we perform the integrals in Eq. (24), (25) and (28) in [19] with the saddle-point method as described after [166]. The result agrees exactly with (205).

**C. Instanton**

As already mentioned for the pair-production case, while we have for these fields been able to obtain the final results for the probability without actually having to find the instantons explicitly, it is nevertheless useful to consider these instantons since they serve as a starting point for more complicated fields, for which one has to find the instantons explicitly. We consider a Sauter pulse for simplicity. Instead of $\tau$, we parameterize the first part of the instanton (before photon emission) with

$$U = \sqrt{1 + \left(\gamma m_\perp\right)^2} ET(\tau - \sigma),$$

(206)

and the second part (after emission) with

$$U' = \sqrt{1 + \left(\gamma m'_\perp\right)^2} ET(\tau - \sigma).$$

(207)

For $U < 0$ we find

$$\omega q^0(U) = \arcsinh \left[ \frac{\gamma m_\perp}{\sqrt{1 + \left(\gamma m_\perp\right)^2}} \sinh \left( U \right) \right] (208)$$

$$+ i \arcsin \left[ \frac{\sqrt{1 + \left(\gamma m_\perp\right)^2}}{m_\perp \sqrt{1 + \gamma^2}} \right]$$

and

$$\omega q^3(U) = \frac{1}{\sqrt{1 + \left(\gamma m_\perp\right)^2}} \left( \arcsinh \left[ \frac{\gamma m_\perp \cosh \left( U \right)}{\sqrt{1 + \gamma^2}} \right] \right)$$

(209)$$

- \arcsin \left[ \frac{\gamma p}{\sqrt{1 + \gamma^2}} \right].$$

The second part ($U' > 0$) is obtained from (208) and (209) by simply replacing $U \to U'$ and $p \to p'$. By inserting this solution into (49) we find agreement with the exponent in (203), where the integral from $U = -\infty$ to $U = 0$ gives $\exp[-f(p)]$ and the integral from $U' = 0$ to $U' = \infty$ gives $\exp[f(p')]$. The instanton is illustrated in Fig. 3.

**IX. CONCLUSIONS**

We have shown how to use worldline instantons on the amplitude level rather than the probability level, which

---

8 Eq. (93) in [3] actually gives the probability for a large class of symmetric fields, of which the Sauter pulse is one example. In comparing with the lightfront longitudinal spectrum in [3], one should also note that there the longitudinal momenta have been normalized to the initial momentum, so in this case we should write $dk = pk$ and include this extra factor of $p$ into the spectrum.
formalism comes when one goes beyond simple fields to going through the background field. Actual particle trajectories of fermions before and after with asymptotic ends that can be easier to interpret as segments of the instanton at finite times are connected loops, but on the amplitude level the complex, tunneling trajectories. On the probability level these are complex in the WKB approach this has essentially already been the starting point comes before the LSZ reduction, while instanton formalism. It is fair to say that for such simulations to check our results obtained with the wave functions are still simple. We have used these WKB approximations to check our results obtained with the instanton formalism. It is fair to say that for such simple background fields the WKB approach often involves shorter calculations. One reason for this is that in the worldline approach we start at a higher level, i.e. the starting point comes before the LSZ reduction, while in the WKB approach this has essentially already been done. One aspect of the worldline instanton approach is that it gives nice semiclassical illustrations of particle trajectories. On the probability level these are complex loops, but on the amplitude level the complex, tunneling segments of the instanton at finite times are connected with asymptotic ends that can be easier to interpret as actual particle trajectories of fermions before and after going through the background field.

However, the real advantage of the worldline instanton formalism comes when one goes beyond simple fields to more realistic space-time dependent fields. This has been demonstrated in [15], where a numerical instanton code was developed which allows one to consider general fields for spontaneous pair production. For example, the code was applied to an e-dipole pulse [21], which is an exact solution to the Maxwell’s equation with finite length in all four space-time coordinates. After having laid the groundwork with the present paper, in the future we plan to develop a code similar to that in [12] but for processes such as nonlinear Breit-Wheeler and Compton.

Another future application of this instanton approach would be to apply it to obtain the probability of an electron tunneling through a classically forbidden field region, with a space-time dependent electromagnetic field (see [62] for a recent study of dynamically assisted tunneling) including relativistic effects, or to tunneling in a space-time dependent field assisted by high-energy incoherent photons.
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Appendix A: WKB approach

In this appendix we will briefly explain how to calculate e.g. nonlinear Breit-Wheeler or Compton scattering using the WKB approach. We treat the photon field as in [39]

\[ A_\mu(x) = \int \frac{d^3l}{(2\pi)^32l_0} a_\mu(l)e^{-ilx} + a_\mu^\dagger(l)e^{ilx}, \]

(A1)

with

\[ [a_\mu(l), a_{\nu}^\dagger(l')] = -2il_0(2\pi)^3\delta^3(l'-l)g_{\mu\nu}. \]

(A2)

The initial state \( |in\rangle \) contains a photon described by a wave packet \( f(k) \) and polarization vector \( \epsilon_\mu \),

\[ |in\rangle = \int \frac{d^3k}{(2\pi)^32k_0} f(k)\epsilon(k)a(k)|0\rangle, \]

(A3)

where the normalization \( \langle in|in\rangle = 1 \) implies

\[ \int \frac{d^3k}{(2\pi)^32k_0}|f(k)|^2 = 1. \]

(A4)

The wave packet is sharply peaked. Note that we are using a different normalization for the mode operators of the Dirac and the photon field. For the Dirac field we follow [44] [40] [63], which in particular means no factors of \( 2\rho_0 \) in the integration measure and the commutation...
relations. The pair production probability is thus given by

\[ P = \frac{e^2}{2\Omega} \int \frac{d^3p}{(2\pi)^3} \left| \langle 0 | \hat{b}^\dagger_{s'p} a_{s,p} \hat{U} | \text{in} \rangle \right|^2 \]

where \( \Omega = k_0, \hat{U} \) is the time evolution operator and

\[ (2\pi)^3 \delta^3(p + p' - k) M := \langle 0 | \hat{b}^\dagger_{s'p} a_{s,p} U \epsilon(k) a^\dagger(k) | 0 \rangle = \int d^4 x \bar{\psi}^{(+)} e^{-ikx} \psi^{(-)} . \]  

We are only interested here in the saddle-point regime. In this regime we could simply replace the exact wave functions \( \psi^{(+/-)} \) with the WKB approximations \( U, V \) in [8]. The spatial integrals are trivial, \( \int d^4 x e^{i(p' \cdot x - k \cdot x')} = (2\pi)^3 \delta^3(p + p' - k) \). The time integral can be performed with the saddle-point method. The saddle point \( t_s \) is determined by

\[ \sqrt{1 + (p' \cdot A(t_s))^2} + \sqrt{1 + (p - A(t_s))^2} = \Omega , \]  

Comparing (A7) with [25] we see that the saddle point for the time integral in the WKB approach coincides with the point \( \hat{t} \) on the instanton where the photon is absorbed.

**Appendix B: Prefactor for nonlinear Breit-Wheeler pair production in a constant electric field**

In this section we will calculate the prefactor of the probability of nonlinear Breit-Wheeler in a constant field using the worldline formalism. This is an example where the asymptotic fermion states are nontrivial, in contrast to the time-dependent fields we considered in Sec. VII for which the asymptotic states are just plane waves. For a general field one can use the instanton method to perform the path integral, but for a constant field \( A_3(t) = Et \) this is the same as performing the path integral exactly. So, we start by making the shift and redefinition in [14], where the Lorentz-force equation simplifies to

\[ \dot{q}^0 = T(E\dot{q}^3 + J^0) \]
\[ \dot{q}^3 = T(E\dot{q}^0 + J^3) \]
\[ \dot{q}^1 = T J^1 \]

with \( q^0(0) = x^0 \) and \( q^0(1) = x^0 \). Since we already know that all the nontrivial functional behaviour can be obtained with a perpendicular photon, and since this also gives the maximum probability, we will for simplicity set \( k^3 = 0 \). After this shift the path integral becomes (up to an irrelevant phase)

\[ \int_{\delta q(0) = 0}^{\delta q(1) = 0} D\delta q \exp \left\{ -i \int_0^1 \delta q^2 - E\delta q^0 \delta q^3 \right\} \]

\[ = \frac{1}{(2\pi T)^2 \sinh(ET/2)} . \]  

This is the same as without the photon.

It is straightforward to solve (B1) by first solving in the regions \( 0 < \tau < \sigma \) and \( \sigma < \tau < 1 \) separately and then matching the two parts at \( \tau = \sigma + \delta \) and \( \dot{q}^0(\sigma + \delta) - \dot{q}^0(\sigma - \delta) = T k^\mu \), where \( \delta > 0 \) and \( \delta \rightarrow 0 \). We then plug this instanton solution into the exponent and perform the remaining, ordinary integrals. We change variables to \( \varphi^3 = (x + x')^3 / 2 \) and \( \vartheta^i = (x - x')^i \). The \( \varphi^3 \) integral gives \((2\pi)^3 \delta^3(p + p' - k)\). At this point we can take the \( t \) derivative, coming from \((i\hat{D}_x + m)\), but in the end it turns out that in the asymptotic limit \( t \rightarrow \infty \) this is the same as the asymptotic limit with \((\hat{f}(t) + m)\). We can now put \( t' = t \), and then we shift \( Et \rightarrow Et + p_3 \) which removes \( p_3 \) from the entire expression. We perform the \( \vartheta^i \) integrals with the saddle-point method. All this is done without taking \( t \rightarrow \infty \). For the remaining \( \sigma \) and \( T \) integrals it helps to anticipate their scaling with respect to \( t \) before finding the saddle points. We anticipate that \( T \rightarrow \infty \) as \( t \rightarrow \infty \), because it takes an infinite proper time to travel from two infinitely separated space-time points. Contrast this with the instanton calculation for the imaginary part of the effective action (i.e. for a closed fermion loop), where \( T \) is finite. At this point the exponential part of the integrand for these variables is given by

\[ \exp \left\{ -\frac{i}{4E} \left[ 2ET(m_+^2 + \sigma k_+(k - 2p)_+) - \Omega^2 \coth \left( \frac{ET}{2} \right) \right] \right. \]
\[ \left. + \left( 2Et_0 + \Omega \cosh \left( \frac{ET}{2} \left( \sigma - \frac{j}{2} \right) \right) \right)^2 \tanh \left( \frac{ET}{2} \right) \right\} . \]  

When performing integrals with the saddle-point method one has to note the scaling of the integration variables with respect to \( E \). Here \( ET \sim E^0 \) and \( Eq \sim E^0 \). From the above exponential we see that in order to take the asymptotic limit we can change variables from \( \sigma \rightarrow \frac{j}{2} + \frac{x}{2T} \) to \( V \) and from \( ET = 2 \ln \left( \frac{\Delta x}{\Delta x_0} \right) \) to \( X \). After this change of variables we can take the limit \( t \rightarrow \infty \) of the integrand. The divergent terms from (B3) cancel against the terms in the exponential part of the asymptotic states \([8]\),

\[ i \int \pi_p \rightarrow \frac{i}{2E} \left[ (Et_0)^2 + m_+^2 \ln(Et_0) \right] \]
\[ + \text{constant imaginary terms} . \]
The total exponential becomes
\[
The \text{integration variables. After}\]

it is now much easier to perform these integrals with\)

the saddle-point method than if we had done so before\)

changing variables and taking the asymptotic limit. For\)

V we have a saddle point at\)

\[
V = \arcsinh \left[ -\frac{1}{4X} \frac{k_\perp (k - 2p_\perp)}{\Omega^2} \right].
\] (B6)

For simplicity, and in order to compare with [5], we consider the total probability, i.e. we perform the momentum integrals. For a constant field the longitudinal momentum integral has a constant integrand and gives a volume factor \( \int dp_3 = EV_0 \), which is a standard relation. For the perpendicular coordinates we have a saddle point at \( p_\perp = k_\perp / 2 \). It is convenient to expand the exponential to quadratic order around this saddle point already on the amplitude level and before performing the X integral, and afterwards we use \( p_\perp \) for the saddle point value \( p_\perp = k_\perp / 2 \) rather than the integration variables. After this we find a simpler exponential and a saddle point at \( X = (i + p)/(4p) \), where \( p = |p| \). At the end we find

\[
P \sim \ldots \exp \left\{-\frac{2}{E} \left[ (1 + p^2) \arctan \left( \frac{1}{p} \right) - p \right] \right\},
\] (B7)

which agrees with [5]. To obtain the rest of the prefactor we just have to calculate the quadratic variation around each of the above saddle points and collect the contributions from the corresponding Gaussian integrals.

For the spin and polarization dependent parts of the prefactor we just have to replace the integration variables with their saddle points. For the contribution from the asymptotic electron state we have

\[
\lim_{t \to \infty} \frac{(\# + 1)R}{\sqrt{2\pi} \sqrt{p_0 + \pi_3}} = \frac{1}{m_\perp} (p_\perp \gamma^+ + 1)R
\] (B8)

and for the positron (note different momentum)

\[
\lim_{t \to \infty} \frac{(-\pi_0 \gamma^0 + \pi_3 \gamma^+ + 1 + 1)R}{\sqrt{2\pi} \sqrt{p_0 - \pi_3}} \to -\gamma^0 R.
\] (B9)

We should take the linear part in \( \epsilon \). This can come from either \( \epsilon q \) or from \( \epsilon f \): we call these the scalar and spinor parts, respectively. A potential term coming from making the shift \( A_\mu \to A_\mu + \epsilon_\mu e^{-ikx} \) in \( (i\partial_+ + m) \) does not contribute. For the scalar part we have

\[
\mathcal{P} \exp \left\{-i \frac{T}{4} \int_0^1 \sigma^{\mu\nu} F_{\mu\nu} \right\} R
\]

\[
= \exp \left[ \frac{ET}{2} \gamma^0 \gamma^3 \right] R = \exp \left[ \frac{ET}{2} \right] R
\] (B10)

and then

\[
\frac{1}{m_\perp} R_\perp (p_\perp \gamma^+ + 1) \gamma^0 (i\partial_+ + m) R_\perp
\to \frac{1}{m_\perp} R_\perp (p_\perp \gamma^+ + 1) \gamma^0 (p_\perp \gamma^+ + 1) R_\perp = m_\perp R_\perp R_\perp.
\] (B11)

Inserting the saddle points gives \( -i\epsilon q(\sigma) \to \epsilon q T \). Hence, the scalar part is only nonzero (at this leading order in \( E \)) if the photon polarization has a nonzero longitudinal component, but vanishes for perpendicular polarization. Since we should take the limit \( t \to \infty \), it is important to keep track of how different terms scale. For this scalar part we have, with the saddle point for \( T \),

\[
T \exp \left[ \frac{ET}{2} \right] \sim \mathcal{O}(t \ln t).
\] (B12)

For the spinor part we have

\[
\mathcal{P} \exp \left\{ \int_0^1 \frac{ET}{2} \gamma^0 \gamma^3 - i\frac{T}{2} \sigma q e^{-ikq} \right\}
\to \int_0^1 d\sigma \exp \left\{ \frac{ET}{2} (1 - \sigma) \gamma^0 \gamma^3 \right\}
\times \left( -i\frac{T}{2} \sigma q e^{-ikq} \right) \exp \left[ \frac{ET}{2} \sigma q \gamma^3 \right].
\] (B13)

The part to the right of \( \sigma q \) again simplifies as in (B10). The part to the left of \( \sigma q \) simplifies to

\[
\frac{1}{m_\perp} R_\perp \left[ (\partial_\perp - \pi_3) \gamma^0 (p_\perp \gamma^+ + 1) \exp \left\{ -\frac{ET}{2} (1 - \sigma) \right\} 
+ m_\perp^2 \exp \left[ \frac{ET}{2} (1 - \sigma) \right] \right].
\] (B14)

With \( \partial_\perp - \pi_3 \to 2Et \) and \( \sigma \to 1/2 \) we have

\[
\text{(B14) exp } \left[ \frac{ET}{2} \sigma \right] T
\to \frac{1}{m_\perp} R_\perp \left[ 2Et \gamma^0 (p_\perp \gamma^+ + 1) + m_\perp^2 \exp \left[ \frac{ET}{2} \right] \right] T .
\] (B15)

Since \( ET = 2 \ln \left[ \frac{E}{T_{\max}} \right] \), all the terms in (B15) are \( \mathcal{O}(t \ln t) \), same scaling as the scalar contribution (B12). As \( t \to \infty \) the only other \( t \) dependent contribution comes from (B12) \( \sim \mathcal{O}(1/(t \ln t)) \), which hence gives a finite limit as \( t \to \infty \).

We have used \( \gamma^0 \gamma^3 R = R \). We can choose a basis with

\[
i\gamma^1 \gamma^2 R_n = (-1)^n R_n \quad n = 1, 2
\] (B16)

to calculate the rest of the spinor part. We sum for simplicity over the spins.
We finally obtain \( P = N \cdot M \) with
\[
M = \frac{\alpha E V_0}{4 \Omega p m} \exp \left\{ -\frac{1}{2} \left( m^2 \arccot(p) - p \right) \right\} \times \left\{ 1 + 3p^2, 0, 0, 1 - p^2 \right\}.
\]

For parallel and perpendicular polarization, \( N = \{1, 0, 0, 1\} \) and \( N = \{1, 0, -1\} \). \( N \cdot M \) agrees with Eq. (5)-(8) in [5].

[1] F. Sauter, “Über das Verhalten eines Elektrons im homogenen elektrischen Feld nach der relativistischen Theorie Diracs,” Z. Phys. 69 (1931) 742.
[2] J. S. Schwinger, “On gauge invariance and vacuum polarization,” Phys. Rev. 82 (1951) 664.
[3] G. V. Dunne and C. Schubert, “Worldline instantons and pair production in inhomogeneous fields,” Phys. Rev. D 72, 105004 (2005) [arXiv:hep-th/0507174 [hep-th]].
[4] G. V. Dunne, Q. h. Wang, H. Gies and C. Schubert, “Worldline instantons. II. The Fluctuation prefactor,” Phys. Rev. D 73, 065028 (2006) [arXiv:hep-th/0602176 [hep-th]].
[5] G. V. Dunne, H. Gies and R. Schützhold, “Catalysis of Schwinger Vacuum Pair Production,” Phys. Rev. D 80, 111301 (2009) [arXiv:0908.0948 [hep-ph]].
[6] V. Dinu and G. Torgrännsson, “Single and double nonlinear Compton scattering,” Phys. Rev. D 99, no.9, 096018 (2019) [arXiv:1811.0451 [hep-ph]].
[7] V. Dinu and G. Torgrännsson, “Trident pair production in plane waves: Coherence, exchange, and spacetime inhomogeneity,” Phys. Rev. D 97, no.3, 036021 (2018) [arXiv:1711.04344 [hep-ph]].
[8] I. K. Affleck, O. Alvarez and N. S. Manton, “Pair Production at Strong Coupling in Weak External Fields,” Nucl. Phys. B 197, 509-519 (1982).
[9] V. Fock, “Die Eigenzeit in der klassischen und in der Quantenmechanik”, Physikalische Zeitschrift der Sowjetunion 12, 404 (1937).
[10] R. P. Feynman, “Space-time approach to nonrelativistic quantum mechanics,” Rev. Mod. Phys. 20, 367-387 (1948).
[11] R. P. Feynman, “Mathematical formulation of the quantum theory of electromagnetic interaction,” Phys. Rev. 80, 440-457 (1950).
[12] R. P. Feynman, “An Operator calculus having applications in quantum electrodynamics,” Phys. Rev. 84, 108-128 (1951).
[13] G. V. Dunne and Q. h. Wang, “Multidimensional Worldline Instantons,” Phys. Rev. D 74, 065015 (2006) [arXiv:hep-th/0608020 [hep-th]].
[14] C. K. Dumlu, “Multidimensional quantum tunneling in the Schrödinger effect,” Phys. Rev. D 93, no.6, 065045 (2016) [arXiv:1507.07005 [hep-th]].
[15] C. Schneider, G. Torgrännsson and R. Schützhold, “Discrete worldline instantons,” Phys. Rev. D 98, no.8, 085009 (2018) [arXiv:1806.00943 [hep-th]].
[16] G. Torgrännsson, C. Schneider and R. Schützhold, “Sauter-Schwinger pair creation dynamically assisted by a plane wave,” Phys. Rev. D 97, no.9, 096004 (2018) [arXiv:1712.08613 [hep-ph]].
[17] M. J. Strassler, “Field theory without Feynman diagrams: One loop effective actions,” Nucl. Phys. B 385, 145-184 (1992) [arXiv:hep-ph/9205205 [hep-ph]].
[18] C. Schubert, “Perturbative quantum field theory in the string inspired formalism,” Phys. Rept. 355, 73-234 (2001) [arXiv:hep-th/0101036 [hep-th]].
[19] R. Shaisultanov, “On the string inspired approach to QED in external field,” Phys. Lett. B 378, 354-356 (1996) [arXiv:hep-th/9512142 [hep-th]].
[20] C. Schubert, “Vacuum polarization tensors in constant electromagnetic fields. Part 1.,” Nucl. Phys. B 585, 407-428 (2000) [arXiv:hep-ph/0001288 [hep-ph]].
[21] A. Ilderton and G. Torgrännsson, “Worldline approach to helicity flip in plane waves,” Phys. Rev. D 93, no.8, 085006 (2016) [arXiv:1601.05021 [hep-th]].
[22] J. P. Edwards and C. Schubert, “N-photon amplitudes in a plane-wave background,” Phys. Lett. B 822, 136966 (2021) [arXiv:2105.08173 [hep-th]].
[23] N. Ahmadinia, F. Bastianelli, O. Corradini, J. P. Edwards and C. Schubert, “One-particle reducible contribution to the one-loop spinor propagator in a constant field,” Nucl. Phys. B 924, 377-386 (2017) [arXiv:1704.05040 [hep-th]].
[24] A. Ahmad, N. Ahmadinia, O. Corradini, S. P. Kim and C. Schubert, “Master formulas for the dressed scalar propagator in a constant field,” Nucl. Phys. B 919, 9-24 (2017) [arXiv:1612.02944 [hep-ph]].
[25] D. G. C. McKeon and T. N. Sherry, “Radiative effects in a constant magnetic field using the quantum mechanical path integral,” Mod. Phys. Lett. A 9, 2167-2178 (1994).
[26] A. Ilderton, “Localisation in worldline pair production and lightfront zero-modes,” JHEP 09, 166 (2014) [arXiv:1406.1513 [hep-th]].
[27] H. Gies and K. Langfeld, “Quantum diffusion of magnetic fields in a numerical worldline approach,” Nucl. Phys. B 613, 353-365 (2001) [arXiv:hep-ph/0102158 [hep-ph]].
[28] H. Gies and K. Klingmuller, “Pair production in inhomogeneous fields,” Phys. Rev. D 72, 065001 (2005) [arXiv:hep-ph/0505099 [hep-ph]].
[29] H. Gies and L. Roessler, “Vacuum polarization tensor in inhomogeneous magnetic fields,” Phys. Rev. D 84, 065035 (2011) [arXiv:1107.0286 [hep-ph]].
[30] A. Monin and M. B. Voloshin, “Semiclassical Calculation of Photon-Stimulated Schwinger Pair Creation,” Phys. Rev. D 81, 085014 (2010) [arXiv:1001.3354 [hep-th]].
[31] P. Satunin, “Width of photon decay in a magnetic field: Elementary semiclassical derivation and sensitivity to Lorentz violation,” Phys. Rev. D 87, no.10, 105015 (2013) [arXiv:1301.5707 [hep-th]].
[32] G. Torgrännsson, J. Oertel and R. Schützhold, “Doubly assisted Sauter-Schwinger effect,” Phys. Rev. D 94, no.6, 065035 (2016) [arXiv:1607.02448 [hep-th]].
[33] E. C. G. Stueckelberg, “Remarque à propos de la création de paires de particules en théorie de relativité”, Helv. Phys. Acta 14, 588 (1941).
