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ABSTRACT. We study the asymptotic linear stability of a two-parameter family of solitary waves for the isothermal Euler-Poisson system. When the linearized equations about the solitary waves are considered, the associated eigenvalue problem in $L^2$ space has a zero eigenvalue embedded in the neutral spectrum, i.e., there is no spectral gap. To resolve this issue, use is made of an exponentially weighted $L^2$ norm so that the essential spectrum is strictly shifted into the left-half plane, and this is closely related to the fact that solitary waves exist in the super-ion-sonic regime. Furthermore, in a certain long-wavelength scaling, we show that the Evans function for the Euler-Poisson system converges to that for the Korteweg-de Vries (KdV) equation as an amplitude parameter tends to zero, from which we deduce that the origin is the only eigenvalue on its natural domain with algebraic multiplicity two. We also show that the solitary waves are spectrally stable in $L^2$ space. Moreover, we discuss (in)stability of large amplitude solitary waves.
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1. Introduction

We consider the one-dimensional isothermal Euler-Poisson system in a non-dimensional form:

\[
\begin{cases}
\partial_t n + \partial_s ((1 + n)u) = 0, \\
\partial_t u + u \partial_s u + Ku \log(1 + n) = -\partial_s \phi, \\
-\partial_s^2 \phi = (1 + n) - e^\phi, \quad s \in \mathbb{R}, \quad t \geq 0,
\end{cases}
\]

(1.1)

where $1 + n$, $u$ and $\phi$ represent the ion density, the fluid velocity function for ions, and the electric potential, respectively, and $K = T_i/T_e > 0$ is a constant of the ratio of the ion temperature to the electron temperature. The Euler-Poisson system is a fundamental fluid model which describes the dynamics of ions in an electrostatic plasma, and it is often employed to study phenomena of plasma such as plasma sheaths and double layers (see [5, 9] for more physical backgrounds). In the one-fluid model (1.1), the electron density $n_e$ is assumed to satisfy the Boltzmann relation $n_e = e^\phi$, which can be formally derived from the two-fluid model under the massless electron assumption. A rigorous justification of this zero mass limit is discussed in [16].

Among others, the emergence of solitary waves is one of the most interesting phenomena in the dynamics of electrostatic plasma. Motivated by physicists’ finding that the KdV equation, originally derived to describe the motion of water waves, can be also derived in the study of hydromagnetic waves in plasmas, see [17], plasma physicists have sought formal connections between the Euler-Poisson system (pressureless case $K = 0$ for the sake
of simplicity of analysis) and the KdV equation, see [45, 49]. Later on, the phenomenon was also experimentally observed in [26].

Various analytical [2, 21] and numerical [22, 31] studies indicate that in certain physical regime, the KdV equation is a good approximation of the Euler-Poisson system (1.1). Moreover, as solutions of the KdV equation are dominated by their solitary waves [3, 4, 18, 19, 30, 34, 35, 36, 42, 52], this gives hope of a similar result for the Euler-Poisson system with more general initial data. This motivation naturally leads us to the study of stability of solitary waves for the Euler-Poisson system.

In fact, it is shown in [8] that the Euler-Poisson system (1.1) with the far-field condition (1.2) 

\[(n, u, \phi) \to (0, 0, 0) \text{ as } s \to \pm\infty\]

admits a two-parameter family of traveling solitary wave solutions\(^1\)

\[(n, u, \phi)(s, t) = (n_c, u_c, \phi_c)(s - ct + \gamma), \quad c \in (\sqrt{1 + K}, \sqrt{1 + K + \varepsilon_K}) \text{ and } \gamma \in \mathbb{R},\]

where \(\varepsilon_K > 0\) is a critical value (see (2.6)) and \(\sqrt{1 + K}\) is called the ion sound speed in the context of plasma physics. Furthermore, the authors of this paper show in [2] that \((n_c, u_c, \phi_c)\) converges to the rescaled solitary wave solution of the associated KdV equation as the amplitude parameter \(\varepsilon > 0\) tends to zero. More specifically, in the Gardner-Morikawa scaling (also called as the KdV scaling)

\[\xi := \varepsilon^{1/2} x = \varepsilon^{1/2}(s - ct), \quad c = \sqrt{1 + K} + \varepsilon,\]

it is shown that

\[\phi_c(\varepsilon^{-1/2}\xi) - \varepsilon \Psi_{KdV}(\xi) = O(\varepsilon^2) \text{ as } \varepsilon \to 0,\]

where

\[(1.3) \quad \Psi_{KdV}(\xi) := \frac{3}{\sqrt{1 + K}} \text{sech}^2\left(\sqrt{1 + K / 2}\xi\right),\]

and it satisfies

\[(1.4) \quad -\partial_\xi \Psi_{KdV} + \sqrt{1 + K} \Psi_{KdV} \partial_\xi \Psi_{KdV} + \frac{1}{2\sqrt{1 + K}} \partial^2_{\xi} \Psi_{KdV} = 0.\]

In this paper we investigate the linear stability of this family of small amplitude solitary waves.

Due to the translation invariance and the fact that the traveling speed is a parameter, the linearized Euler-Poisson system around the solitary waves has two linearly independent solutions which do not decay in time (we call these solutions non-decaying modes). In light of this, we show that the family of solitary wave solutions to the Euler-Poisson system (1.1)–(1.2) is linearly asymptotically stable modulo the non-decaying modes. More precisely, for the initial data having no component of the non-decaying modes, the solution to the linearized Euler-Poisson system exponentially decays to zero as \(t \to +\infty\). The asymptotic stability result is established in terms of strongly continuous semigroup on exponentially weighted \(L^2\)-spaces. Introduction of the weighted norm is closely related to the fact that traveling solitary wave solutions exists in the super-ion-sonic regime, i.e., \(c > \sqrt{1 + K}\).

We also prove that in the usual \(L^2\)-space, the spectrum of the operator associated with the linearized Euler-Poisson system is precisely the imaginary axis, and hence the family of solitary waves are spectrally stable. Our stability results hold for small amplitude solitary waves.

---

\(^1\)By letting \(c = -c'\) and \(u = -u'\), we obtain the traveling waves moving to the left direction.
1.1. Main Results. In the moving frame \( x = s - ct \), the linearized system of (1.1) around the solitary wave \((n_c, u_c, \phi_c)(x)\) is given by

\[
\begin{align*}
(1.5a) \quad & \begin{cases} \partial_t \left( \frac{\dot{n}}{\hat{u}} \right) + L \partial_x \left( \frac{\dot{n}}{\hat{u}} \right) + (\partial_x L) \left( \frac{\dot{n}}{\hat{u}} \right) = \left( 0 \right), \\ - \partial_x^2 \dot{\phi} = \dot{n} - e^{\phi_c} \dot{\phi}, \end{cases} \\
(1.5b) \quad & L = L(x, \varepsilon) \text{ is the matrix defined by}
\end{align*}
\]

where \( L = L(x, \varepsilon) \) is the matrix defined by

\[
L := \begin{pmatrix} -c + u_c & 1 + n_c \\ 1 + n_c & -c + u_c \end{pmatrix}.
\]

We define the exponentially weighted \( L^2 \)-space and the associated Sobolev spaces

\[
\|f(x)\|_{L^2_\beta(\mathbb{R})} := \|e^{\beta x} f(x)\|_{L^2(\mathbb{R})} \quad \text{and} \quad \|f(x)\|_{H^s_\beta(\mathbb{R})} := \|e^{\beta x} f(x)\|_{H^s(\mathbb{R})},
\]

where \( H^s(\mathbb{R}) \) is the usual \( L^2 \)-Sobolev norm, and \( \beta > 0, s > 0 \). We sometimes use the notations \( L^2_0 \) and \( H^s_0 \) for the unweighted \( L^2 \) and \( H^s \)-spaces, respectively, with no confusion.

It can be easily checked that for given \( \dot{n} \in L^2_\beta(\mathbb{R}) \), where \( \beta \in [0, 1) \), there exists a unique solution \( \dot{\phi} = \dot{\phi}(\dot{n}) = (-\partial_x^2 + e^{\phi_c})^{-1}(\dot{n}) \) in \( H^2_\beta(\mathbb{R}) \) to the linear Poisson equation (1.5b) since \( 0 < \phi_c \in L^\infty(\mathbb{R}) \). (One can consider the change of variable \((\tilde{n}, \tilde{\phi}) := (\dot{n}, \dot{\phi})e^{\beta x} \).) Hence, we may rewrite (1.5) in a more compact (nonlocal) form:

\[
(1.8) \quad (\partial_t - \mathcal{L})(\dot{n}, \dot{u})^T = (0, 0)^T,
\]

where

\[
(1.9) \quad \mathcal{L} \left( \frac{\dot{n}}{\dot{u}} \right) := -\partial_x \left[ L \left( \frac{\dot{n}}{\dot{u}} \right) + \left( (-\partial_x^2 + e^{\phi_c})^{-1}(\dot{n}) \right) \right].
\]

The eigenvalue problem associated with (1.5) is given by

\[
(1.10) \quad (\lambda - \mathcal{L})(\dot{n}, \dot{u})^T = (0, 0)^T.
\]

Let us clearly define some terminologies. We say that \( \lambda \in \mathbb{C} \) is in the \textit{resolvent set} if \( \lambda - \mathcal{L} \) is has the bounded inverse operator \((\lambda - \mathcal{L})^{-1} \), which is called the \textit{resolvent}. We call the complement of the resolvent set the \textit{spectrum} of \( \mathcal{L} \), denoted by \( \sigma(\mathcal{L}) \), which can be decomposed in terms of the Fredholm properties of the operator \( \lambda - \mathcal{L} \) as follows:

1. we say that \( \lambda \in \sigma(\mathcal{L}) \) is in the \textit{point spectrum}, \( \sigma_{pt}(\mathcal{L}) \), if \( \lambda - \mathcal{L} \) is Fredholm with index zero, but it is not invertible;
2. \( \sigma_{ess}(\mathcal{L}) := \sigma(\mathcal{L}) \setminus \sigma_{pt}(\mathcal{L}) \) is called the \textit{essential spectrum} of \( \mathcal{L} \).

We say that \( \lambda \in \sigma(\mathcal{L}) \) is an \textit{eigenvalue} of \( \mathcal{L} \) if the kernel of \( \lambda - \mathcal{L} \) is a nontrivial subspace of the domain of \( \mathcal{L} \).

Due to the translation invariance and the fact that the speed \( c \) is a parameter, \( \lambda = 0 \) is an \( L^2 \)-eigenvalue of the operator \( \mathcal{L} \) with algebraic multiplicity at least two. Indeed, we will see that

\[
(1.11) \quad \mathcal{L}\partial_x(n_c, u_c)^T = (0, 0)^T, \quad \mathcal{L}\partial_c(n_c, u_c)^T = -\partial_x(n_c, u_c)^T.
\]

Thus

\[
\partial_x(n_c, u_c)^T(x) \quad \text{and} \quad \partial_c(n_c, u_c)^T(x) - t\partial_x(n_c, u_c)^T(x)
\]

are non-decaying (in time) solutions to (1.5).
Since the solitary waves exponentially decay to zero as \(|x| \to +\infty\), the essential spectrum of \(L\) in \(L^2\)-space coincides with the imaginary axis in the complex plane, and the zero eigenvalue is embedded in the essential spectrum. Moreover, the point spectrum of \(L\) in \(L^2\)-space is empty.

For a Hilbert space \(H\), we denote \(H \times H\) by \((H)^2\). We present the result of spectral stability.

**Proposition 1.1** (Spectrum of \(L\) in \(L^2\)-space). Consider the operator \(L : (L^2)^2 \to (L^2)^2\) with dense domain \((H^1)^2\). Then, for all sufficiently small \(\varepsilon > 0\), there holds

\[
\sigma(L) = \sigma_{\text{ess}}(L) = \{\lambda \in \mathbb{C} : \text{Re} \lambda = 0\}.
\]

However, in terms of a standard semigroup approach, the spectral stability itself is not sufficient to conclude the asymptotic linear stability. We resolve this issue by employing the weighted space \(L^2_{\beta}(\mathbb{R})\) defined in (1.7). For appropriately chosen \(\beta > 0\), the essential spectrum of \(L\) is strictly shifted into the open left-half plane, while \(\lambda = 0\) is still remains as the eigenvalue of \(L\) (see Figure 1). Furthermore, \(\lambda = 0\) is the only \(L^2_{\beta}\)-eigenvalue of \(L\) on some closed set containing the closed right-half plane, and its algebraic multiplicity is two. The corresponding eigenvector and the generalized eigenvector are given by \(\partial_x(n_c, u_c)^T\) and \(\partial_c(n_c, u_c)^T\), respectively. This idea separating the essential spectrum and the embedded eigenvalue by employing the weighted space was first introduced by [47] in the study of stability of traveling waves of parabolic system, and it is successfully adopted later to the study of stability of the KdV solitary waves in [42].
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**Figure 1.** The bold curves indicate the essential spectrums of \(L\). In (b), the zero eigenvalue of \(L\) is isolated in \(L^2_{\beta}\) for sufficiently small \(\beta > 0\).

We first present some preliminary results for the linear asymptotic stability.

**Proposition 1.2.** Consider the operator \(L : (L^2_{\beta})^2 \to (L^2_{\beta})^2\) with dense domain \((H^1_{\beta})^2\). For any fixed \(c_0 \in (0, \sqrt{2\sqrt{1 + K/3}})\), let \(\beta = c_0 \varepsilon^{1/2}\). Then there exists \(\varepsilon_0 > 0\) such that for all \(\varepsilon \in (0, \varepsilon_0)\), the following holds:

(i) \(L\) generates a \(C_0\)-semigroup, \(e^{Lt}\).
(ii) \(\lambda = 0\) is an isolated eigenvalue of \(L\) with algebraic multiplicity two.
(iii) \(\sigma_{\text{ess}}(L) \subset \{\lambda : \text{Re} \lambda < -\varepsilon^{3/2} \eta(c_0)\}\) and \(\sigma_{\text{pt}}(L) \cap \{\lambda : \text{Re} \lambda \geq -\varepsilon^{3/2} \eta(c_0)\} = \{0\}\), where \(\eta > 0\) is a function of \(c_0\) defined in (3.24). In particular, \(\sigma_{\text{ess}}(L)\) is a union of two
curves parameterized by
\[ d_{\pm}(ik - \beta) = (ik - \beta) \left( c \pm \sqrt{\frac{1}{1 - (ik - \beta)^2} + K} \right), \quad k \in \mathbb{R}. \]

(iv) \((\lambda - \mathcal{L})^{-1}\) is uniformly bounded on \(\text{Re}\lambda \geq 0\), outside any small neighborhood of the origin.

Our main result follows from Proposition 1.2 and the result of Prüss [44]. Let \(P_0\) be the spectral projection associated with the isolated eigenvalue \(\lambda = 0\).

**Theorem 1.3.** (Asymptotic linear stability in weighted \(L^2\)-spaces) Under the same assumptions as in Proposition 1.2, the following statement holds: for any given \((n_0, u_0)^T \in (L^2_\beta)^2\) satisfying \(P_0(n_0, u_0)^T = 0\), there holds
\[ \|e^{\mathcal{L}t}(n_0, u_0)^T\|_{(L^2_\beta)^2} \leq C_1 e^{-C_2 t}\|\theta_0\|_{(L^2_\beta)^2}, \quad \forall t \geq 0, \]
for some constants \(C_1, C_2 > 0\) depending on \(\varepsilon\).

The semigroup estimates (1.12) holds for any solution to the linearized Euler-Poisson system (1.5) with no component of the non-decaying modes.

The essential spectrum of \(\mathcal{L}\) in exponentially weighted spaces is shifted into the left half plane since the end state of solitary wave solutions lies in a super-ion-sonic regime, i.e., \(c > \sqrt{1 + K}\). More precisely, the dispersion relation is
\[ \omega_{\pm}(k) = -k \left( c \pm \sqrt{\frac{1}{1 + k^2} + K} \right), \]
from which we find that the group velocities are strictly negative, i.e., \(\partial_k \omega_{\pm}(k) \leq -\varepsilon\), and we have for small \(\beta > 0\),
\[ \text{Re} \, d_{\pm}(ik - \beta) \approx \partial_k \omega_{\pm}(k) \beta. \]
In particular, the real part of the rightmost point of the essential spectrum of \(\mathcal{L}\) is \(-\varepsilon \beta < 0\).

In light of this, we see that the system is dissipative at the end state, i.e., near the tail part of solitary waves. However, the linearized system throughout the wave does not have a definite sign, for which one cannot obtain the decay estimate by a standard energy method.

It is worthwhile to remark that the energy method, successfully used to study the stability and quasi-neutral limit of the solutions near the boundary layers representing plasma sheaths for (1.1) in the weighted spaces under the supersonic condition \(c > \sqrt{1 + K}\) (see [48, 28]), does not work for our current problem since our solitary waves are not small. More specifically, as the solitary wave amplitude \(O(\varepsilon)\) gets smaller, the traveling speed \(c\) also gets closer to the ion sound speed in \(O(\varepsilon)\) order, and vice versa. This leads to a smaller damping effect of order \(O(\varepsilon)\) due to a combination of the weighted space and transport effect. Hence, rather than a standard energy method, a more detailed spectral analysis is required to study the asymptotic stability of traveling solitary waves.

One of the main tasks in our analysis is to characterize the eigenvalues of \(\mathcal{L}\), for which we employ the Evans function techniques. The Evans function is an analytic function of the spectral parameter \(\lambda\), and on the natural domain, the location and order of zeroes of the Evans function coincide with those of eigenvalues of \(\mathcal{L}\). For the associated eigenvalue problem (1.10), the natural domain of the Evans function is \(\{\lambda : \text{Re}\lambda > 0\}\) in \(L^2\) space, and the natural domain can be extended to contain \(\{\lambda : \text{Re}\lambda \geq 0\}\) in the exponentially weighted
space $L_2^2$. The Evans function was first introduced in [12]–[15], and successfully developed in the study of stability of traveling waves in a various contexts, see [11, 27, 41, 42, 53] for their pioneering works. We also refer to [46, 50] and the references therein.

In general, an explicit form of the Evans function is not available except for a few cases. To overcome this issue, we make use of a specific scale, related to the Gardner-Morikawa transformation,

\begin{equation}
\xi = \frac{\varepsilon^{1/2} x}{2}, \quad \lambda = \varepsilon^{3/2} \Lambda,
\end{equation}

and observe that as $\varepsilon$ tends to zero, the rescaled eigenvalue problem for the Euler-Poisson system can be formally reduced to the eigenvalue problem for the associated KdV equation (see Appendix 9.1)

\begin{equation}
\Lambda \dot{n}_s - \partial_\xi \dot{n}_s + \sqrt{1 + K} \partial_\xi (\Psi_{KdV} \dot{n}_s) + \frac{1}{2 \sqrt{1 + K}} \partial_\xi^3 \dot{n}_s = 0, \quad (\dot{n}_s(\xi) := \dot{n}(x)),
\end{equation}

for which an explicit form of the Evans function $D_{KdV}(\Lambda)$ is established in [42]; it vanishes only at $\Lambda = 0$ with multiplicity of two. In light of this, we show that in the scaling (1.13), the Evans function $D(\lambda, \varepsilon)$ for the Euler-Poisson system converges to that for the associated KdV equation as $\varepsilon$ tends to zero, and that the convergence is uniform on a domain containing the closed right-half plane. By this together with Rouché’s theorem, we deduce that $\lambda = 0$ is a zero of $D(\lambda, \varepsilon)$ with multiplicity two, and there is no other zero satisfying $\text{Re}\, \lambda \geq -\varepsilon^{3/2}/2$. This is discussed in Section 3. The relations between the Evans functions and the associated eigenvalue problems are summarized in the following diagram:

\[
\begin{array}{cccc}
\delta y / \delta x = A(x, \lambda, \varepsilon)y & \iff & \delta p / \delta \xi = A_*(\xi, \lambda, \varepsilon)p, & \rightarrow & \delta p / \delta \xi = A_*(\xi, \lambda, 0)p & \iff & \text{Eq. (1.14)} \\
D(\lambda, \varepsilon) & \text{Prop. 3.5} & D_*(\xi, \lambda, \varepsilon) & \text{Prop. 3.12} & D_*(\xi, \lambda, 0) & \text{Prop. 3.14} & D_{KdV}(\Lambda) & \text{Prop. 3.15}
\end{array}
\]

Our strategy for studying the eigenvalue problem is borrowed from the work of [43] concerning stability of solitary waves for some Boussinesq systems. We also refer to [24, 32, 37] for similar approaches for various water wave models and [23] concerning the solitary waves for the pressureless ($K = 0$) Euler-Poisson model.

Another key ingredient in the analysis of the linear asymptotic stability is establishing the uniform (in $\lambda$) boundedness of the resolvent operator $(\lambda - \mathcal{L})^{-1}$, restricted to the complementary spectral projection $I - P_0$, on $\{\lambda : \text{Re}\, \lambda \geq 0\}$ (see [10], Chapter V, p. 304 for a counterexample), and it is a non-trivial task even in the case of a scalar equation in general (see [50], Chapter 4.5 or [51] for instance). To obtain the uniform resolvent bounds, we consider Green’s function for the first-order ODE system associated with the eigenvalue problem for the Euler-Poisson system and apply a perturbation argument so-called the roughness of exponential dichotomies (see [7]). We remark that the uniform resolvent bound for the case $K = 0$ is obtained in [23] by considering a certain change of variables in such a way that the transformed operator can be written as a sum of a constant coefficient first-order operator and a small bounded operator in $L_2^2 \times H_0^1$ space, which is a suitable solution space for the case. However, such an approach is not available in the case $K > 0$ since the small perturbation term is not bounded in $L_2^2 \times H_0^1$ space.

In the context of compressible fluid models of cold plasmas (also in the study of sticky particles), the pressure term in the momentum equation is sometimes ignored for the sake
of simplicity. In a mathematical point of view, the absence of the pressure term makes the system weakly coupled, so one can take an advantage of its simpler structure to analyze some properties of the system. For instance, by a simple ODE technique, the formation of singularity can be easily shown for (1.1) with $K = 0$, see e.g., [33], while no comparable result is known for (1.1) with $K > 0$. However, we remark that the pressureless Euler-Poisson system has qualitatively different properties from those of (1.1) with $K > 0$. One of the significant differences is the emergence of delta shocks; provided that the initial data $u_0$ has a steep gradient at some point, one can easily show, by an ODE technique, that the gradient of velocity blows up at finite time $T_*$ and it occurs at non-integrable order in time, see (8.3) in Section 8.2. From this together with the continuum equation, we see that $L^\infty$ norm of density is unbounded as $t$ approaches $T_*$. This is not the case in the presence of the pressure, in general. We refer to Section 8 for a more detailed discussion and some numerical experiments exhibiting this density blow-up phenomena in terms of solitary waves for the case $K = 0$.

Another interesting point is that the appropriate solution spaces for the pressureless system are different from those for (1.1) with $K > 0$; the latter is a symmetrizable system. For the well-posedness for the case $K = 0$, the velocity function requires to have one better differentiability than that of density due to the structure of the equations. This causes different difficulties in the analysis such as establishing the uniform resolvent bound as mentioned earlier.

Before we close the introduction, we remark on some issues related to the nonlinear stability. To tackle the asymptotic nonlinear stability, we encounter several obstacles to overcome. Among others, one of the most fundamental issues is to show global existence of smooth solutions. As discussed earlier, the linear system has a neutral spectrum, but the dispersion relation reveals the system is weakly dispersive. To our best knowledge, no global existence result has been proved for the 1D Euler-Poisson system (1.1). Since the system is weakly dispersive but strongly nonlinear, it is not expected that smooth solutions exist globally, in general. Regarding the global existence of the Euler-Poisson system, there are a few positive results. It is proved in [20] that curl-free small smooth solutions of the 3D Euler-Poisson system near the constant state can exist globally in time. When the initial-boundary value problem for the Euler-Poisson system is considered in the half space $\mathbb{R}^n_+$, $n \geq 1$, global smooth solutions near the boundary layer solutions (called plasma sheaths) is proved to exist, in which no curl-free condition is required, see [28, 48]. The authors establish the decay estimates by taking advantage of the exponentially weighted space and the assumption that the flow is super-ion-sonic, referred to as Bohm’s criterion, which is physically relevant to the formation of plasma sheath. There are two reasons (even at the linear level) why similar estimates cannot be drawn for our present problem: (i) the solitary waves we consider are not small and (ii) the dissipative mechanism due to the boundary is absent. To our best knowledge, the study of global existence is widely open, and it seems a challenging problem. Some related issues specially for the one-dimensional pressureless Euler-Poisson system is discussed in Section 8.

This paper is organized as follows. In Section 2, we summarize some key properties of the solitary waves that are used for our stability analysis. Section 3 is devoted to classifying the spectrum of the linearized operator $\mathcal{L}$ by using the Evans function. Some crucial lemmas, such as the behaviors (in $\lambda$) of the matrix eigenvalues of the asymptotic matrix for the associated first order ODE system, required to our analysis will be proved throughout Section 4 and Section 5. Due to the presence of the pressure, the form of the generalized
dispersion relation (3.19) of our model is different from the ones of \[23, 32, 43\]. The splitting properties of matrix eigenvalues (Lemma 3.3 and Lemma 3.4) will be proved in Section 4. The behavior of the Evans function for the small and large eigenvalue parameter as well as the uniform resolvent estimate will be covered in Section 5. Summarizing all preliminary results, Theorem 1.3 will be proved in Section 6. Some additional topics will be discussed in Section 7 and Section 8. In Section 7, we will present an $L^2$-instability criterion, which is applicable to the Euler-Poisson solitary waves with large amplitudes, as well as its numerical experiments. In Section 8, we will discuss the question of global existence vs. finite time singularity formation of the pressureless Euler-Poisson system.

2. Solitary waves for the Euler-Poisson system

In this section, we briefly discuss some key properties of the solitary waves for (1.1). Plugging the traveling wave Ansatz $(n, u, \phi)(x)$, where $x = s - ct$, into (1.1), we obtain

\[
\begin{align*}
- c \partial_x n + \partial_x ((1 + n)u) &= 0, \\
- c \partial_x u + u \partial_x u + K \partial_x \log(1 + n) &= -\partial_x \phi, \\
- \partial_x^2 \phi &= (1 + n) - e^\phi.
\end{align*}
\]

Integrating the first two equations of (2.1) in $x$, one obtains from the far-field condition (1.2) that

\[
\begin{align*}
(1 + n)(c - u) &= c, \\
\phi &= H(n, c) := \frac{c^2}{2} \left(1 - \frac{1}{(1 + n)^2}\right) - K \ln(1 + n),
\end{align*}
\]

where (2.2a) is used to get (2.2b). Hence, (2.1) can be reduced as the first order ODE system for $n$ and $\partial_x \phi$:

\[
\begin{align*}
\partial_n H(n, c) \partial_x n &= \partial_x \phi, \\
- \partial_x^2 \phi &= 1 + n - e^{H(n, c)}.
\end{align*}
\]

The first integral of (2.3) is given by

\[
\frac{1}{2} (\partial_x \phi)^2 = \frac{c^2}{1 + n} + K(1 + n) + e^{H(n)} - c^2 - K - 1 =: g(n, c).
\]

The existence of the solitary wave solutions is shown in [8] (see also [2]) through a phase plane analysis of the reduced system (2.3). To be more precise, we define a small amplitude parameter $\varepsilon > 0$ by

\[
\varepsilon := c - V,
\]

where $V := \sqrt{1 + K}$ is the ion-sound speed. We also define

\[
\varepsilon_K := \sqrt{K} \zeta - V > 0,
\]
Moreover, it satisfies the far-field condition (1.2) and decays exponentially fast as $|x| \to \infty$. We also note that $n_c, u_c, \phi_c > 0$ for $x \in \mathbb{R}$.

The peak value $n_c^* := n_c(0)$ is a unique zero of $g$ defined in (2.4) on the interval $(0, n_s)$, where $n_s = c/\sqrt{K} - 1$ is a unique positive zero of

\begin{equation}
(2.7) \quad \partial_n H(n, c) = \frac{1}{1+n} \left( \frac{c^2}{(1+n)^2} - K \right).
\end{equation}

Since $\partial_n H(n, c)$ is positive for $n \in (0, n_s)$, we have from (2.2a) that for all $x \in \mathbb{R}$,

\begin{equation}
(2.8) \quad J = J(x, \varepsilon) := (c - u_c(x))^2 - K > 0.
\end{equation}

One can check that $n_c(x)$ is differentiable in $c \in (\sqrt{1+K}, \sqrt{K}\zeta)$, and $\partial_c n_c(x)$ decays to zero exponential as $|x| \to 0$, and thus so do $u_c$ and $\phi_c$. This will be discussed in Remark 1.

For notational simplicity, we let

\begin{equation}
(2.9) \quad Y_c(x) := (n_c, u_c)^T(x), \quad Z_c(x) := (u_c, n_c)(x).
\end{equation}

Differentiating the traveling wave equations (2.1) in $x$ and $c$, respectively, one obtains that

\begin{equation}
(2.10a) \quad \mathcal{L} \partial_x Y_c = 0, \quad \mathcal{L}^* Z_c = 0,
\end{equation}

\begin{equation}
(2.10b) \quad \mathcal{L} \partial_c Y_c = -\partial_x Y_c, \quad \mathcal{L}^* \left( \int_{-\infty}^{\infty} \partial_c Z_c(s) \, ds \right) = Z_c,
\end{equation}

where $\mathcal{L}^*$ is the adjoint operator of $\mathcal{L}$ with respect to the standard $L^2$ inner product. More precisely, this is given by

\begin{equation}
(2.11) \quad \mathcal{L}^* Z := (\partial_x Z)L + \left( (-\partial_x^2 + e^{\phi_c})^{-1} (\partial_x Z_2), 0 \right), \quad Z = (Z_1, Z_2),
\end{equation}

and $L$ is the matrix defined in (1.6). We note that $Y_c, \partial_x Y_c,$ and $\partial_c Y_c$ decay exponentially to zero as $|x| \to +\infty$. On the other hand, $\int_{-\infty}^{\infty} \partial_c Z_c \, ds$ decays exponentially to zero as $x \to -\infty$, but it is merely bounded as $x \to +\infty$.

Lastly, we briefly discuss the result of [2] which will be used throughout this paper.

---

2This condition is also the necessary condition for the existence of non-trivial smooth solutions. When $\varepsilon = \varepsilon K$, the traveling wave solution is not differentiable at the peak. When $\varepsilon = 0$, there is only a trivial solution. See [8].
\textbf{Theorem 2.1 (25).} For $K > 0$, let $V$ and $\varepsilon$ be as in (2.3), and $\xi = \varepsilon^{1/2} x$. Let $j$ be any non-negative integer. Then there exist positive constants $\varepsilon_*$ and $C_j$ such that for all $\varepsilon \in (0, \varepsilon_*]$

\begin{equation}
(2.12) \quad \left| \phi_x \left( \frac{n_c}{\varepsilon}, \frac{u_c}{\varepsilon}, \frac{\phi_c}{\varepsilon} \right) \left( \varepsilon^{-1/2} \xi - \phi_x(\Psi_{KdV}, V\Psi_{KdV}, \Psi_{KdV})(\xi) \right) \right| \leq \varepsilon C_j e^{-\varepsilon_{**}\varepsilon} |\xi|,
\end{equation}

where $\Psi_{KdV}(\xi)$, defined in (1.3), satisfies the $KdV$ equation (1.4). Here, $C_*$ and $C_j$ are independent of $\varepsilon \in (0, \varepsilon_*]$ and $\xi \in \mathbb{R}$. Moreover, in the variable of $x$, there holds

\begin{equation}
(2.13) \quad |\phi_x n_c(x)| + |\phi_x u_c(x)| + |\phi_x \phi_c(x)| \leq \varepsilon^{1+1/2} C_j e^{-C_* \varepsilon^{1/2} |x|}.
\end{equation}

\textbf{Remark 1.} We remark that $\phi_x n_c(x)$ decays exponentially fast as $|x| \to \infty$. To see this, we let $E_c := -\phi_x \phi_c$ and $h(n, c) := \phi_x H(n, c)$. Then, $(n_c, E_c)$ satisfies the following ODE system (recall (2.3))

\begin{equation}
\partial_x \left( \begin{array}{c} n_c \noalign{\medskip} E_c \end{array} \right) = \left( \begin{array}{c} -E/\left[h(n, c)\right] \noalign{\medskip} 1 + n - e^{H(n, c)} \end{array} \right) =: F(n, E, c), \quad (n, E) = (n_c, E_c).
\end{equation}

Since the peak value of $n_c(x)$, denoted by $n_c^*$, is differentiable in $c$, it is standard (25) that $(n_c, E_c)(x)$ is differentiable in $c$, and it satisfies the initial value problem of the linear inhomogeneous system

\begin{equation}
(2.14) \quad \partial_x \left( \begin{array}{c} \partial_x n_c \noalign{\medskip} \partial_x E_c \end{array} \right) = [DF]_{(n, E) = (n_c, E_c)} \left( \begin{array}{c} \partial_x n_c \noalign{\medskip} \partial_x E_c \end{array} \right) + \partial_x F(n, E, c) |_{(n, E) = (n_c, E_c)},
\end{equation}

where $[DF]$ is the Jacobian matrix of $F$ in $(n, E)$ variable, i.e.,

\begin{equation}
[DF](n, E, c) = \left( \begin{array}{cc} \frac{E \partial_x h}{h^2} & -\frac{1}{h} \noalign{\medskip} 1 - e^{H} \end{array} \right).
\end{equation}

The eigenvalues of the matrix

\begin{equation}
B(c) := DF(0, 0, c) = \left( \begin{array}{ccc} 0 & 1 & 1 \\ 1 + K - c^2 & 0 & 0 \end{array} \right)
\end{equation}

are $\lambda_c := \sqrt{\frac{c^2 - 1 - K}{c^2 - K}} > 0$ and $-\lambda_c$, and the associated right eigenvectors are $v_{+} := (1, \pm \lambda_c(K - c^2))^T$, respectively. Therefore, there is a projection $P := \frac{v_- v_-^T}{v_-^T v_-}$ such that

\begin{equation}
(2.15) \quad |e^{B(x-s)} P| \leq C e^{-\lambda_c(x-s)} \quad \text{for } x > s, \quad |e^{B(x-s)} (I - P)| \leq C e^{-\lambda_c(x-s)} \quad \text{for } s > x.
\end{equation}

Since $(n_c, E_c)$ exponentially decays to zero as $|x| \to 0$, so does $f$ where $f$ is defined by

\begin{equation}
f(x, c) := \left( [DF]_{(n, E) = (n_c, E_c)} - [DF]_{(n, E) = (0, 0)} \right) \left( \begin{array}{c} \partial_x n_c \noalign{\medskip} \partial_x E_c \end{array} \right) + \partial_x F(n, E, c) |_{(n, E) = (n_c, E_c)}.
\end{equation}
By the variation of constants, we have that for \( x > 0 \),
\[
\begin{aligned}
\left( \frac{\partial_c n_c}{\partial_c E_c} \right) (x) &= e^{Bx} \left( \begin{array}{c}
\partial_c n_c^* \\
0
\end{array} \right) + \int_0^\infty e^{-Bs} (I - P)f(s) ds \\
&=: I_1 \\
&+ \int_0^x e^{B(x-s)} Pf(s) ds - \int_x^\infty e^{B(x-s)}(I - P)f(s) ds.
\end{aligned}
\]

Using (2.15) and the fact that \( f \) exponentially decays to zero, we see that \( I_2 \) exponentially decays to zero as \( x \to +\infty \). Moreover, \( (\partial_c n_c, \partial_c E_c)(x) \) is bounded in \( x \) since \( (n_c, E_c)(x) \to (0, 0) \) as \( |x| \to \infty \) for all \( c \in (\sqrt{1 + K}, \sqrt{K} \zeta) \). Therefore, \( I_1 \) must be bounded in \( x > 0 \), and thus \( I_1 \) exponentially decays to zero as \( x \to +\infty \). Since \( I_1 \) and \( I_2 \) both exponentially decay to zero as \( x \to +\infty \), so does \( \partial_c n_c \). By the symmetry \( \partial_c n_c(x) = \partial_c n_c(-x) \), \( \partial_c n_c \) decays exponentially fast as \( x \to -\infty \) as well.

### 3. Spectral analysis of the linearized equations

In this section, we study the spectrum of the linear operator \( L \) defined in \((1.9)\) whose main results are summarized in subsection 3.4. To this end, throughout subsection 3.1–3.3, we first define the Evans function for the associated eigenvalue problem of the operator \( L \) (this function will be called as the Evans function for the Euler-Poisson system), and discuss its properties. The remaining subsections are devoted to studying the location and order of zeros of the associated Evans function (see Proposition 3.8).

#### 3.1. Definition and Properties of the Evans Function

Before we define the Evans function for the Euler-Poisson system, we briefly review the definition of Evans function and its properties in a general setting by mainly following [41].

We consider a first-order ODE system
\[
\frac{dy}{dx} = A(x, \lambda, \varepsilon)y.
\]

In the next subsection, we will see that the eigenvalue problem \((1.10)\) can be written in the form of \((3.1)\) with \( y = (\dot{n}, \dot{u}, \dot{\phi}, \partial_\phi \dot{\phi})^T \) for which the coefficient matrix \( A \) is defined in \((3.13)\).

For each \( \varepsilon > 0 \), the Evans function for \((3.1)\) is defined on a simply connected domain \( \Omega^\varepsilon \subset \mathbb{C} \), where the following conditions hold true:

**H1** \( A(x, \lambda, \varepsilon) \) is continuous in \((x, \lambda) \in \mathbb{R} \times \Omega^\varepsilon \) and is analytic in \( \lambda \in \Omega^\varepsilon \) for fixed \( x \in \mathbb{R} \).

**H2** \( A(x, \lambda, \varepsilon) \) converges to \( A^\infty(\lambda, \varepsilon) \) as \( |x| \to \infty \), uniformly in \( \lambda \) on any compact subset of \( \Omega^\varepsilon \).

**H3** The integral \( \int_{-\infty}^\infty |A(x, \lambda, \varepsilon) - A^\infty(\lambda, \varepsilon)| \, dx \) converges for all \( \lambda \), uniformly on any compact subset of \( \Omega^\varepsilon \).

**H4** For every \( \lambda \in \Omega^\varepsilon \), the matrix eigenvalues \( \mu_j = \mu_j(\lambda, \varepsilon) \) of \( A^\infty = A^\infty(\lambda, \varepsilon) \) can be labelled so that
\[
\text{Re} \mu_1 < \mu_* := \min\{\text{Re} \mu_j : j = 2, 3, 4\}.
\]

Under the assumption **H4**, one can choose the right and left eigenvectors of \( A^\infty(\lambda, \varepsilon) \) associated with a simple eigenvalue \( \mu_1 \), denoted by \( v_1 = v_1(\lambda, \varepsilon) \) and \( w_1 = w_1(\lambda, \varepsilon) \) respectively,
such that they are analytic in $\lambda \in \Omega^\varepsilon$ and the normalization $w_1v_1 = 1$ holds (see Chapter 2, Section 4.1 of [29]). Under the assumptions $H1$–$H4$, (3.1) has a unique solution $y^+ = y^+(x, \lambda, \varepsilon)$ satisfying

$$\lim_{x \to +\infty} e^{-\mu_1 x} y^+ = v_1,$$

and the transposed ODE system

$$\frac{dz}{dx} = -zA(x, \lambda, \varepsilon),$$

where $z$ is a row vector, has a unique solution $z^- = z^-(x, \lambda, \varepsilon)$ satisfying

$$\lim_{x \to -\infty} e^{\mu_1 x} z^- = w_1.$$

Here the solutions $y^+$ and $z^-$ can be constructed so that they are analytic in $\lambda \in \Omega^\varepsilon$ for fixed $x \in \mathbb{R}$.

Now the Evans function $D(\lambda, \varepsilon)$ for (3.1) is defined by

$$D(\lambda, \varepsilon) := z^- y^+(x, \lambda, \varepsilon).$$

Then $D(\lambda, \varepsilon)$ is analytic in $\lambda$ and is independent of $x$. Moreover, it is characterized by

$$\lim_{x \to -\infty} e^{-\mu_1 x} y^+ = D(\lambda, \varepsilon)v_1.$$

We will see that $\Re \mu_1 < 0 < \mu_*$ holds on the domain $\Re \lambda > 0$. On this domain, (3.2) and (3.6) imply that $D(\lambda, \varepsilon) = 0$ if and only if $y^+(x, \lambda, \varepsilon)$ is an $(L^2)_*\text{solution}$ of (3.1). For the same reason, $D(\lambda, \varepsilon) = 0$ if and only if $y^+(x, \lambda, \varepsilon)$ is an $(L^2)_*\text{solution}$ to (3.1), provided that $\beta > 0$ satisfies

$$\Re \mu_1 + \beta < 0 < \mu_* + \beta.$$

The domain $\Omega^\varepsilon$ will be defined (see (3.24)) in such a way that it contains the closed right-half plane and (3.7) holds for $\lambda \in \Omega^\varepsilon$. We also remark that the zeros of $D(\lambda, \varepsilon)$ are isolated since it is an analytic function in $\lambda$.

We summarize the characterizations of asymptotic behaviors of solutions of (3.1) and (3.3), which will be crucially used in the following analysis.

**Proposition 3.1** ([41], Proposition 1.6). Suppose $H1$–$H4$ hold on $\Omega^\varepsilon$ for each $\varepsilon$. Let $y^+(x, \lambda, \varepsilon)$ and $z^-(x, \lambda, \varepsilon)$ be the solutions to (3.1) (resp. (3.3)) satisfying (3.2) (resp. (3.4)). For $\lambda \in \Omega^\varepsilon$, the following statements hold true.

(a) The following are equivalent:

(i) $D(\lambda, \varepsilon) = 0$;

(ii) $y^+(x, \lambda, \varepsilon) = O(e^{(\mu_*-\theta)x})$ as $x \to -\infty$ for $0 < \theta < \mu_* - \Re \mu_1$.

(b) For any solution $y(x, \lambda, \varepsilon)$ of (3.1), the following are equivalent:

(i) $y(x, \lambda, \varepsilon) = O(e^{\mu_1 x})$ as $x \to +\infty$;

(ii) $y(x, \lambda, \varepsilon) = \alpha y^+(x, \lambda, \varepsilon)$ for some constant $\alpha \in \mathbb{C}$;

(iii) $y(x, \lambda, \varepsilon) = o(e^{(\mu_*-\theta)x})$ as $x \to +\infty$ for $0 < \theta < \mu_* - \Re \mu_1$.

(c) For any solution $z(x, \lambda, \varepsilon)$ of (3.3), the following are equivalent:

(i) $z(x, \lambda, \varepsilon) = \alpha z^-(x, \lambda, \varepsilon)$ for some constant $\alpha \in \mathbb{C}$

(ii) $z(x, \lambda, \varepsilon) = o(e^{(-\mu_*+\theta)x})$ as $x \to -\infty$ for $0 < \theta < \mu_* - \Re \mu_1$. 


Proposition 3.2 (41, Proposition 1.21). Under the same assumptions as in Proposition 3.1, the following statements hold.

(a) For all nonnegative integers \( j = 0, 1, 2, \cdots \), there holds that

\[
\partial_{\lambda}^{j} y^+(x, \lambda, \varepsilon) = O(e^{(\mu_1 + \theta)x}) \text{ as } x \to +\infty \quad \text{and} \quad \partial_{\lambda}^{j} z^- = O(e^{-(\mu_1 + \theta)x}) \text{ as } x \to -\infty
\]

for any small \( \theta > 0 \).

(b) If \( 0 = D(\lambda, \varepsilon) = \cdots = \partial_{\lambda}^{k-1} D(\lambda, \varepsilon) \neq \partial_{\lambda}^{k} D(\lambda, \varepsilon) \), then we have that for \( j = 0, 1, \cdots, k - 1 \),

\[
\partial_{\lambda}^{j} y^+(x, \lambda, \varepsilon) = O(e^{\mu_j x - \theta x}) \text{ as } x \to -\infty
\]

for any small \( \theta > 0 \), and that

\[
\lim_{x \to -\infty} e^{-\mu_j x} \partial_{\lambda}^{j} y^+(x, \lambda, \varepsilon) = \partial_{\lambda}^{j} D(\lambda, \varepsilon) v_1.
\]

3.2. Reformulation of the Eigenvalue Problem. We rewrite the eigenvalue problem (1.10) as a first-order linear ODE system (3.1). The matrix \( L \) defined in (1.6) is invertible since \( \det L = J > 0 \) from (2.8). Hence from (1.9) and (1.10), we have

\[
\begin{pmatrix}
0 \\
0
\end{pmatrix} = L^{-1}(\lambda - L) \begin{pmatrix}
\hat{n} \\
\hat{u}
\end{pmatrix} = \partial_x \begin{pmatrix}
\hat{n} \\
\hat{u}
\end{pmatrix} + L^{-1} \left( \lambda + (\partial_x L) \begin{pmatrix}
\hat{n} \\
\hat{u}
\end{pmatrix} + \begin{pmatrix}
0 \\
0
\end{pmatrix} \right).
\]

We rewrite the Poisson equation (1.5b) as

\[
\partial_x \phi =: \hat{\psi}, \quad \partial_x \hat{\psi} = e^{\theta x} \phi - \hat{n}.
\]

By letting \( y := (\hat{n}, \hat{u}, \hat{\phi}, \hat{\psi})^T \), we obtain the system (3.1) with the coefficient matrix

\[
A = A(x, \lambda, \varepsilon) := \begin{pmatrix}
L^{-1} & 0 & 0 \\
0 & L^{-1} & 0 \\
0 & 0 & -\lambda I_2 - \partial_x L
\end{pmatrix} = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}.
\]

Here \( A \) can be decomposed as \( A(x, \lambda, \varepsilon) = A_1(x, \lambda, \varepsilon) + \lambda A_2(x, \varepsilon) \), where

\[
A_1 := \begin{pmatrix}
(c - u_c) \partial_x u_c - n_c J K \partial_x n_c - n_c J (1 + n_c) & K \partial_x n_c - n_c J (1 + n_c) & \frac{1}{J} \\
K \partial_x n_c - n_c J (1 + n_c) & c - u_c \partial_x u_c + n_c J & \frac{1}{J} \\
\frac{1}{J} & \frac{1}{J} & \frac{1}{J}
\end{pmatrix},
\]

and \( A_2 := \begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix} \begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix} \begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix} \begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix}
\]

and \( \Omega_2 \) is a \( 2 \times 2 \) zero matrix.

Now it is clear that for each \( \beta \in [0, 1) \), the mapping

\[
(\hat{n}, \hat{u})^T \mapsto (\hat{n}, \hat{u}, \hat{\phi}, \hat{\psi})^T,
\]

where \( (\hat{\phi}, \hat{\psi}) \) is uniquely determined by the Poisson equation (3.12) for given \( \hat{n} \in L^2_\beta \), is an isomorphism between \( \text{ker}(\lambda - L) \subset (L^2_\beta)^2 \) and \( \text{ker}(d/dx - A(x, \lambda, \varepsilon)) \subset (L^2_\beta)^4 \).

For any solution \( Z \in (L^2_\beta)^2 \), \( \beta \in [0, 1) \), to the eigenvalue problem for the adjoint operator

\[
(\lambda - L^*) Z = 0
\]
(see (2.11)), it is straightforward to check that
\[ Z \mapsto (ZL, \tilde{\phi}, \tilde{\psi}), \]
where \((\tilde{\phi}, \tilde{\psi})\) is a unique solution to the equations
\[
( -\partial_x^2 + e^{\phi_x} ) \tilde{\psi} = -\partial_x (Z(0,1)^T), \quad \tilde{\phi} := -\partial_x \tilde{\psi} + Z(0,1)^T, 
\]
is an isomorphism between \(\ker(\lambda - L^\ast) \subset (L^2_{\beta})^2\) and \(\ker(d/dx + A(x, \lambda, \varepsilon)) \subset (L^2_{\beta})^4\).
We denote the first two components of \(y^+\) and \(z^-\) by \(Y^+\) and \(Z^-\), respectively. Then, \(Y^+\) and \(Z^-\) satisfy
\[
(\lambda - L)Y^+ = 0, \quad (\lambda - L^\ast) (Z^-L^{-1}) = 0.
\]

### 3.3. The Evans function for the Euler-Poisson system.
In this subsection, we specify the domain of the Evans function \(D(\lambda, \varepsilon)\) for the Euler-Poisson system, and show that the zeros of \(D(\lambda, \varepsilon)\) coincide with the eigenvalues of the linearized operator \(L\).

By (2.13), the coefficient matrix \(A(x, \lambda, \varepsilon)\) in (3.13) converges to the asymptotic matrix
\[
A^\infty(\lambda, \varepsilon) := \begin{pmatrix}
\frac{c_\lambda}{c^2-K} & \frac{\lambda}{c_\lambda} & 0 & \frac{1}{c^2-K} \\
\frac{c^2-K}{\lambda} & \frac{c_\lambda}{c^2-K} & 0 & \frac{1}{c^2-K} \\
0 & 0 & 1 & 1 \\
-1 & 0 & 0 & 1
\end{pmatrix}
\]
exponentially fast as \(|x| \to \infty\). The matrix eigenvalues \(\mu\) of \(A^\infty\) are the zeros of the characteristic polynomial
\[
d(\mu) = d(\mu, \lambda, \varepsilon) := \det(\mu I - A^\infty(\lambda, \varepsilon))
\]
\[
= (c^2-K)^{-1} \left( (\mu^2 - 1) \left( (\lambda - c\mu)^2 - K\mu^2 \right) + \mu^2 \right).
\]
Since \(d(\pm 1) \neq 0\) and \(c^2 - K \neq 0\) for all \(\varepsilon > 0\) and \(\lambda \in \mathbb{C}, \, d(\mu) = 0\) is equivalent to that \(\mu\) satisfies one of the equations
\[
d_\pm(\mu) = d_\pm(\mu, \varepsilon) := \mu \left( c \pm \sqrt{\frac{1}{1-\mu^2} + K} \right) = \lambda.
\]

For each \(\varepsilon > 0\) and \(\lambda \in \mathbb{C}, \, d(\mu)\) has four zeros \(\mu_j\) \((j = 1, 2, 3, 4)\) counted with multiplicities. For a non-zero simple eigenvalue \(\mu_j\) of \(A^\infty\), the corresponding right and left eigenvectors, denoted by \(v_j\) and \(w_j\), satisfying the normalization \(w_jv_j = 1\) can be chosen as follows:
\[
v_j := \begin{pmatrix} 1, \frac{c_\mu_j - \lambda}{\mu_j} \mu_j, \frac{1}{1-\mu_j^2} \end{pmatrix}^T, \quad w_j := \frac{\pi_j}{\pi_j v_j},
\]
where
\[
\pi_j := \begin{pmatrix} \frac{c \lambda}{\mu_j} - (c^2 - K), (1 - \mu_j^2), -\lambda \frac{1 - \mu_j^2}{\mu_j}, 1, \mu_j \end{pmatrix},
\]
\[
\pi_j v_j = \frac{\lambda^2(1 - \mu_j^2)}{\mu_j} - (c^2 - K)(1 - \mu_j^2) + \frac{1 + \mu_j^2}{1 - \mu_j^2}.
\]
We note that \(\pi_j v_j \neq 0\) when \(\mu_j\) is semi-simple.

The splitting properties of the matrix eigenvalues are summarized in the following two lemmas whose proofs will be given in Section 4
Lemma 3.3. The zeros of $d(\mu) = d(\mu, \lambda, \varepsilon)$ can be labelled so that the following properties hold.

1. For $\varepsilon > 0$,

$$\text{Re} \mu_1 < 0 = \text{Re} \mu_2 = \text{Re} \mu_3 < \text{Re} \mu_4, \quad \text{when } \text{Re} \lambda = 0,$$

$$\text{Re} \mu_1 < 0 < \text{Re} \mu_j, \quad (j = 2, 3, 4), \quad \text{when } \text{Re} \lambda > 0.$$ (3.22a)

2. For $\varepsilon = 0$,

$$\text{Re} \mu_1 < 0 = \text{Re} \mu_2 = \text{Re} \mu_3 < \text{Re} \mu_4, \quad \text{when } \text{Re} \lambda = 0 \text{ and } \lambda \neq 0,$$

$$\text{Re} \mu_1 < 0 < \text{Re} \mu_j, \quad (j = 2, 3, 4), \quad \text{when } \text{Re} \lambda > 0.$$ (3.23a)

For $0 < c_0 < \sqrt{2V}$, we let $\beta := c_0\varepsilon^{1/2}$, where $\varepsilon > 0$, and define a domain

$$\Omega^\varepsilon := \left\{ \lambda : \text{Re} \lambda \geq -\varepsilon^{3/2}\eta(c_0) \right\}, \quad \text{where } \eta(c_0) := \frac{c_0}{2} \left( 1 - \frac{c_0^2}{2\sqrt{1 + K}} \right).$$ (3.24)

We note that $\Omega^\varepsilon$ contains the closed right-half plane $\{ \lambda : \text{Re} \lambda \geq 0 \}$ for any $\varepsilon > 0$ since $\eta(c_0) > 0$ on $(0, \sqrt{2V})$.

Lemma 3.4. For $0 < c_0 < \sqrt{2V}$, let $\beta = c_0\varepsilon^{1/2}$, where $\varepsilon > 0$. Then there exists $\varepsilon'_K < \varepsilon_K$ such that for all $\varepsilon \in (0, \varepsilon'_K]$, the following hold.

1. The two parametrized curves $\{ d_\pm(ik - \beta) : k \in \mathbb{R} \}$ (see (3.19)) lie on $\mathbb{C} \setminus \Omega^\varepsilon$.

2. For all $\lambda \in \Omega^\varepsilon$, the zeros of $d(\mu) = d(\mu, \lambda, \varepsilon)$ can be labeled such that they satisfy

$$\text{Re} \mu_1 + \beta < 0 < \text{Re} \mu_j + \beta, \quad (j = 2, 3, 4).$$ (3.25)

In each statement involving $\Omega^\varepsilon$ and $\varepsilon'_K$, the same setting as that of Lemma 3.4 is assumed unless otherwise stated.

Now we show that the Evans function for the Euler-Poisson system is defined on the region $\Omega^\varepsilon$.

Proposition 3.5. Let $\varepsilon_K$ be as in (2.6). Then for each $\varepsilon \in (0, \varepsilon_K)$, the Evans function $D(\lambda, \varepsilon)$ for the system (3.1) associated with the eigenvalue problem (1.10) is defined on the domain $\text{Re} \lambda \geq 0$. Furthermore, for each $\varepsilon \in (0, \varepsilon'_K)$, $D(\lambda, \varepsilon)$ is analytically extended to $\Omega^\varepsilon$.

Proof. We verify $\text{H1}$–$\text{H4}$ in Section 3.1. From the form of $A(x, \lambda, \varepsilon)$ and that $A$ converges to $A^\infty$ exponentially fast as $|x| \to \infty$, it is easy to see that $\text{H1}$–$\text{H3}$ hold on the domain $\mathbb{C}$ as long as the solitary wave $(n_c, u_c, \phi_c)$ exists, that is, for each $\varepsilon \in (0, \varepsilon_K)$. From (3.22), $\text{H4}$ holds on $\text{Re} \geq 0$ for each $\varepsilon > 0$. This proves the first assertion. The second assertion follows from Lemma 3.4. \hspace{1cm} \square

Remark 2. For $\varepsilon = 0$ and $\lambda = 0$, we have $\mu_j = 0$ for all $j = 1, 2, 3, 4$. Hence, when $\varepsilon = 0$, $D(\lambda)$ is not defined for $\lambda = 0$ since $\text{H4}$ is not satisfied. In this case, $D(\lambda)$ is defined on the domain $\Omega^0 := \{ \lambda : \text{Re} \lambda \geq 0, \lambda \neq 0 \}$, and we have that $D(\lambda) = 1$ for $\lambda \in \Omega^0$ by (3.6) since the coefficient matrix of the system (3.1) is independent of $x$ when $\varepsilon = 0$.

We characterize the eigenvalues of $L$ as the zeros the Evans function $D(\lambda, \varepsilon)$.

Proposition 3.6. (a) For each $\varepsilon \in (0, \varepsilon_K)$, the following holds: for $\lambda \in \mathbb{C}$ with $\text{Re} \lambda > 0$, the eigenvalue problem (1.10) has a non-trivial solution in $(L^2)^2$ if and only if $D(\lambda, \varepsilon) = 0$. 
Remark 3

The problem (1.10) in (\(x, y\)) \((3.26)\) Multiplying (3.26) by \(e^{3.1(a)}\), in \(x\) and Proposition 3.1(b), we see that \((1.10)\). Conversely, if (1.10) has a non-trivial \((L^2)^2\) solution for \(\lambda \in \Omega^x\), the eigenvalue problem \((1.10)\) has a non-trivial solution in \((L^2)^2\) if and only if \(D(\lambda, \varepsilon) = 0\).

**Proof.** We first prove the first assertion. If \(D(\lambda, \varepsilon) = 0\) for \(\lambda \) with \(\text{Re} \lambda > 0\), then \(y^+(x, \lambda, \varepsilon)\) satisfying (3.2) is a non-trivial \((L^2)^4\)-solution to the system (3.1) by (3.22b) and Proposition 3.1(a). Hence, the first two components of \(y^+\) is a \((L^2)^2\)-solution to the eigenvalue problem (1.10). Conversely, if (1.10) has a non-trivial \((L^2)^2\)-solution for \(\lambda \) with \(\text{Re} \lambda > 0\), then (3.1) has a non-trivial solution \(y(x, \lambda, \varepsilon)\), which is bounded in \(x \in \mathbb{R}\) since \(y \in H^4\). From (3.22b) and Proposition 3.1(b), we see that \(y = \alpha y^+\) for some constant \(\alpha \neq 0\). Since \(y^+\) is bounded in \(x\), we have that \(y^+ = o(e^{\mu x})\) as \(x \to -\infty\), equivalently, \(D(\lambda, \varepsilon) = 0\) by (3.6).

We show the second assertion. Suppose that \(D(\lambda, \varepsilon) = 0\) for \(\lambda \in \Omega^x\). By Proposition 3.1(a), \(e^{\beta x} y^+ = O(e^{\beta x e^{(\mu - \theta)x}}\) as \(x \to -\infty\), and thus \(e^{\beta x} y^+\) exponentially decays to zero as \(x \to \pm \infty\) by (3.25). Hence, the first two components of \(y^+\) is a solution to the eigenvalue problem (1.10) in \((L^2)^2\). Conversely, suppose that (1.10) has a nontrivial \((L^2)^2\)-solution \(\lambda \in \Omega^x\). Then (3.1) has a solution \(y\) such that \(e^{\beta x} y \in (H^4)^4\). Since \(e^{\beta x} y \in (H^4)^4\), \(e^{\beta x} y\) is bounded in \(x\), and thus we have

\[(3.26)\]

\[y = O(e^{-\beta x}) \quad \text{as} \quad |x| \to \infty.\]

Multiplying (3.26) by \(e^{-(\mu - \theta)x}\) for sufficiently small \(\theta > 0\), we see that \(y = o(e^{(\mu - \theta)x})\) as \(x \to +\infty\) by (3.25). By Proposition 3.1(b) and (3.26), this implies that \(y^+ = O(e^{-\beta x})\) as \(x \to -\infty\), which yields that \(y^+ = o(e^{\mu x})\) as \(x \to -\infty\) by (3.25), equivalently, \(D(\lambda, \varepsilon) = 0\).

**Remark 3.** If \(\lambda\) is an \((L^2)^2\)-eigenvalue of \(L\), then so are \(\lambda_\varepsilon - \lambda\) by the symmetry of the solitary wave, \((u_c, u_c, \phi_c)(x) = (u_c, u_c, \phi_c)(-x)\). Indeed, if \(y(x, \lambda)\) is a solution to (3.1), then we have

\[(3.27)\]

\[\frac{d}{dx} y(x, \lambda) = (A_1 + \lambda A_2) y(x, \lambda), \quad \frac{d}{dx} \tilde{y} = (A_1 - \lambda A_2) \tilde{y},\]

where \(\tilde{y} := (y_1(-x, \lambda), y_2(-x, \lambda), y_3(-x, \lambda), -y_4(-x, \lambda))^T\). We remark that on the domain \(\text{Re} \lambda \leq 0\), where \(\text{Re} \mu_1 \leq 0\) holds, the zeros of the Evans function is not related to the \((L^2)^2\)-eigenvalues, in principle. For \(\text{Re} \lambda = 0\), for instance, we have \(\text{Re} \mu_1 < 0 = \mu_\ast\), and hence \(y^+\) (an analytic continuation of \(y^+\) defined on the domain \(\text{Re} \lambda > 0\)) may oscillate without decaying as \(x \to -\infty\). The eigenfunction \(\tilde{y}\) corresponding to the eigenvalue \(-\lambda\) is not an analytic continuation of \(y^+\). The zeros of the Evans function on \(\text{Re} \lambda \leq 0\) correspond to the so-called resonance poles \((41, 43, 50)\).

We have the following relation between the algebraic multiplicity of eigenvalues of \(L\) and the order of zeros of \(D(\lambda, \varepsilon)\).

**Proposition 3.7.** For each \(\varepsilon \in (0, \varepsilon_K)\), the following holds: for \(\lambda \in \Omega^x\) with \(D(\lambda, \varepsilon) = 0\), the order of \(\lambda\) as a zero of \(D(\lambda, \varepsilon)\) coincides with the algebraic multiplicity of \(\lambda\) as an \((L^2)^2\)-eigenvalue of \(L\).

**Proof.** By taking derivatives of (3.16) in \(\lambda\), we have

\[(3.28)\]

\[(\lambda - L) Y^+ = 0, \quad (\lambda - L) \partial \lambda^j Y^+ = - (j + 1) \partial \lambda Y^+ \quad \text{for} \quad j = 0, 1, 2, \ldots.\]

Suppose that \(D(\lambda) = \cdots = \partial \lambda^{k-1} D(\lambda) = 0\) and \(\partial \lambda^k D(\lambda) \neq 0\). From (3.8)–(3.9) and (3.25), we have that \(e^{\beta x} \partial \lambda^j Y^+ \in (H^4)^4\) for \(j = 0, 1, \ldots, k - 1\), that is, the algebraic multiplicity of \(\lambda\) is at least \(k\). We show the following assertions:
(i) (the geometric multiplicity is one) every non-trivial \((L_\beta^2)^2\)-solution to the eigenvalue problem \((1.10)\) is a constant multiple of \(Y^+(x,\lambda)\).

(ii) (the algebraic multiplicity is \(k\)) there is no \((L_\beta^2)^2\)-function \(\tilde{Y}(x,\lambda)\) satisfying

\[
(\lambda - \mathcal{L})\tilde{Y} = -k\partial^k_\lambda Y^+.
\]

We already showed the assertion \((i)\) in the proof of Proposition 3.6. To check \((ii)\), we suppose that there is a function \(\tilde{Y} \in (H^1_{\beta})^2\) satisfying \((3.29)\). Then \(e^{\beta x}\tilde{Y}\) is bounded in \(x \in \mathbb{R}\), and thus we have

\[
\tilde{Y} = O(e^{-\beta x}) \text{ as } x \to \pm \infty.
\]

From \((3.28)\) and \((3.29)\), \(Y_0(x,\lambda) := \tilde{Y} - \partial^k_\lambda Y^+\) satisfies

\[
(\lambda - \mathcal{L})Y_0 = (0,0)^T, \quad Y_0 = O(e^{-\beta x}) \text{ as } x \to +\infty
\]

since \(e^{\beta x}\partial^k_\lambda Y^+\) is bounded in \(x > 0\) from \((3.8)\). Hence, from \((3.25)\), \(Y_0 = o(e^{(\mu_+-\theta)x})\) as \(x \to +\infty\) for sufficiently small \(\theta > 0\), and this implies that \(Y_0 = \alpha_0 Y^+\) for some constant \(\alpha_0 \neq 0\) by Proposition 3.1(b). Now we obtain that

\[
\partial^k_\lambda Y^+ = \tilde{Y} - \alpha_0 Y^+ = O(e^{-\beta x}) \quad \text{as } x \to -\infty.
\]

This is a contradiction since \(\text{Re} \mu_1 < -\beta\), but \(\lim_{x \to -\infty} e^{-\mu_1 x}\partial^k_\lambda Y^+(x,\lambda) \neq 0\) by \((3.10)\).

This result also implies that if the algebraic multiplicity of \(\lambda\) is \(k\), then the order of \(\lambda\) as a zero of \(D(\lambda)\) must be \(k\).

We now present the characterization of the zeros of the Evans function for the Euler-Poisson system.

**Proposition 3.8.** There exists \(\varepsilon_0 < \varepsilon_K\) such that for \(\varepsilon \in (0,\varepsilon_0]\), \(\lambda = 0\) is the only zero of \(D(\lambda,\varepsilon)\) on the region \(\Omega^\varepsilon\). Moreover, the order of \(\lambda = 0\) is exactly two.

Proposition 3.8 directly follows from Proposition 3.15 and Corollary 3.18. The proofs of these results will be given throughout subsection 3.5–3.9.

### 3.4. Spectrum of the linearized operator

Using the results in the previous subsections, we classify the spectrum of the operator \(\mathcal{L}\) on \((L^2)^2\) and \((L_\beta^2)^2\). The proof of the following Lemma is given in Appendix 9.3.

**Lemma 3.9.** For each \(\beta \in [0,1)\) and \(\varepsilon \in (0,\varepsilon_K)\), consider the operators \(\lambda - \mathcal{L} : (H^1_{\beta})^2 \subset (L_\beta^2)^2 \to (L^2)^2\) and \(d/dx - A(x,\lambda,\varepsilon) : (H^1_{\beta})^4 \subset (L_\beta^2)^4 \to (L^2)^4\), where \(\lambda - \mathcal{L}\) and \(A\) are defined in \((1.9)\) and \((3.13)\) respectively. For any non-negative integer \(k\), \(\lambda - \mathcal{L}\) is Fredholm with index \(k\) if and only if \(d/dx - A(x,\lambda,\varepsilon)\) is Fredholm with index \(k\).

**Proposition 3.10.** There exists \(\varepsilon_0 > 0\) such that the following holds.

(a) For each \(\varepsilon \in (0,\varepsilon_0]\), consider the operator \(\mathcal{L} : (H^1)^2 \subset (L^2)^2 \to (L^2)^2\). Then, \(\sigma_{\text{ess}}(\mathcal{L})\) is the imaginary axis and the resolvent set of \(\mathcal{L}\) is \(\mathbb{C} \setminus \sigma_{\text{ess}}(\mathcal{L})\).

(b) For each \(\varepsilon \in (0,\varepsilon_0]\), consider the operator \(\mathcal{L} : (H^1_{\beta})^2 \subset (L^2_{\beta})^2 \to (L^2)^2\). Then,

(i) \(\sigma_{\text{ess}}(\mathcal{L})\) is the union of two parametrized curves \(\{d_\pm(ik - \beta) : k \in \mathbb{R}\}\), which lie in \(\mathbb{C} \setminus \Omega^\varepsilon\),

(ii) \(\sigma_{\text{pt}}(\mathcal{L}) \cap \Omega^\varepsilon = \{0\}\), in particular, \(\lambda = 0\) is an isolated \((L^2_{\beta})^2\)-eigenvalue with the algebraic multiplicity two,

(iii) the set \(\Omega^\varepsilon \setminus \{0\}\) is a subset of the resolvent set of \(\mathcal{L}\).
Proof of Proposition 3.10. For notational simplicity, we let $A(\lambda) = d/dx - A(x, \lambda, \varepsilon)$. From the characterization of the Fredholm properties of the operator $A(\lambda)$ in terms of the existence of exponential dichotomies for the ODE (3.1) ([38, 39]) and the roughness of exponential dichotomies ([41]), the Fredholm properties of $A(\lambda)$ are determined by the hyperbolicity of the asymptotic matrices $\lim_{x \to \pm \infty} A(x, \lambda, \varepsilon)$ (see also [40]). First of all, either $A(\lambda)$ is not Fredholm or $A(\lambda)$ is Fredholm with index zero since the asymptotic matrices are equal to $A^{\infty}(\lambda)$. Hence, by Lemma 3.9 the essential spectrum of $\mathcal{L}$ consists of $\lambda$ for which $\lambda - \mathcal{L}$ is not Fredholm.

Now we prove the first assertion. By the results of [38, 39, 41] mentioned above, $\lambda - \mathcal{L}$ is not Fredholm on $(L^2)^2$ if and only if $\det(\mu - A^{\infty}(\lambda)) = 0$ for some $\mu \in i\mathbb{R}$, which is precisely the case that $\lambda$ lies in the imaginary axis by (3.22a). Since the Evans function $D(\lambda, \varepsilon)$ does not vanish on $\text{Re} \, \lambda > 0$ by Proposition 3.6, the kernel of $\lambda - \mathcal{L}$ is trivial on $\text{Re} \, \lambda > 0$ by Proposition 3.6. By the symmetry of the solitary waves, the kernel of $\lambda - \mathcal{L}$ is also trivial on $\text{Re} \, \lambda < 0$ (see Remark 3). Since $\lambda - \mathcal{L}$ is Fredholm with index zero on the regions $\text{Re} \, \lambda < 0$ and $\text{Re} \, \lambda > 0$, the union of these regions are precisely the resolvent set. This finishes the proof of the first assertion.

To prove the second assertion, we observe that studying the spectrum of the operator $A(\lambda)$ on $(L^2)^4$ is equivalent to studying the spectrum of the operator

$$e^{\beta x} A(\lambda) e^{-\beta x} := \frac{d}{dx} - \beta - A(x, \lambda, \varepsilon)$$

on $(L^2)^4$. Hence, $\lambda - \mathcal{L}$ is not Fredholm on $(L^2)^2$ if and only if $\det(\mu - \beta - A^{\infty}(\lambda)) = 0$ for some $\mu \in i\mathbb{R}$. The set of such $\lambda$ is precisely the union of two parametrized curves $\{d_{\pm}(ik - \beta) : k \in \mathbb{R}\} \subset \mathbb{C} \setminus \Omega^\varepsilon$ by Lemma 3.4. Combining Proposition 3.6 and Proposition 3.8, we see that $\lambda - \mathcal{L}$ has a non-trivial $(L^2)^2$-solution only at $\lambda = 0$ on the region $\Omega^\varepsilon$. Moreover, the algebraic multiplicity of $\lambda = 0$ is two by Proposition 3.7 and Proposition 3.8. Since $\lambda - \mathcal{L}$ is Fredholm with index zero on the region $\Omega^\varepsilon$, the proof of the second assertion is completed.

3.5. Derivatives of $D(\lambda)$ at $\lambda = 0$. We will show that $D(\lambda, \varepsilon)|_{\lambda=0} = \partial_\lambda D(\lambda, \varepsilon)|_{\lambda=0} = 0$ for $\varepsilon \in (0, \varepsilon_\text{K})$. In other words, $\lambda = 0$ is a zero of the Evans function for the Euler-Poisson system with the order at least two. For later purposes, we also calculate $\partial_\lambda^2 D(\lambda, \varepsilon)|_{\lambda=0}$. We remark that these results are valid as long as the non-trivial smooth solitary wave $(u_c, v_c, \phi_c)$ exists. For notational simplicity, we suppress the $\varepsilon$-dependence in this subsection.

When $D(\lambda_0) = 0$, we have a simple derivative formula of the Evans function (Theorem 1.11, [44]):

$$\partial_\lambda D(\lambda)|_{\lambda=\lambda_0} = -\int_{-\infty}^{\infty} (z^{-\partial_\lambda A y^+})(x, \lambda)|_{\lambda=\lambda_0} \, dx$$

in the sense of an improper integral. Furthermore, when $D(\lambda_0) = \partial_\lambda D(\lambda)|_{\lambda=\lambda_0} = 0$, we have

$$\partial_\lambda^2 D(\lambda)|_{\lambda=\lambda_0} = -\int_{-\infty}^{\infty} (\partial_\lambda z^{-\partial_\lambda A y^+} + z^{-\partial_\lambda^2 A y^+} + z^{-\partial_\lambda A \partial_\lambda y^+})|_{\lambda=\lambda_0} \, dx.$$

Lemma 3.11. For each $\varepsilon \in (0, \varepsilon_\text{K})$, there hold

(a) There exists a constant $\alpha_1 < 0$ such that $y^+(x, \lambda, \varepsilon)|_{\lambda=0} = \alpha_1 y_c(x)$, where

$$y_c(x) := (\partial_x n_c, \partial_x u_c, \partial_x \phi_c, \partial_x^2 \phi_c)^T.$$
(b) There exists a constant $\alpha_2 > 0$ such that $Z^-(x, \lambda, \varepsilon)|_{\lambda=0} = \alpha_2 Z_c(x)$, where

$$Z_c(x) := ((u_c, n_c)L, \partial^2_2 \phi_c + n_c, -\partial_x \phi_c).$$

Proof. Recalling the reformulation of the eigenvalue problems to the associated ODE systems (see subsection 3.2) and that $(\partial_x n_c, \partial_x u_c)^T$ and $(u_c, n_c)$ are the eigenfunctions of $L$ and $L^*$ associated with $\lambda = 0$, respectively (see (2.10a)), it is easy to check that $y_c$ and $z_c$ satisfy the system (3.1) and the transposed system (3.3) with $\lambda = 0$, respectively.

Since $y_c$ and $z_c$ exponentially decay to zero as $|x| \to \infty$, we have that for sufficiently small $\theta > 0$,

$$y_c(x) = o(e^{-\theta x}) \text{ as } x \to +\infty \text{ and } z_c(x) = o(e^{\theta x}) \text{ as } x \to -\infty.$$ 

By Proposition 3.1 (b) and (c), we have

$$y^+|_{\lambda=0} = \alpha_1 y_c \text{ and } z^-|_{\lambda=0} = \alpha_2 z_c$$

for some constants $\alpha_1, \alpha_2 \neq 0$ since we have $\text{Re} \mu_1 < 0 = \mu_\ast$ when $\lambda = 0$ by (3.22a).

To complete the proof, it remains to check the signs of $\alpha_1$ and $\alpha_2$. From the first equality of (3.32), we have that at $\lambda = 0$,

$$\lim_{x \to +\infty} e^{-\text{Re} \mu_1 x} \alpha_1 \partial_x n_c = 1,$$

where we have used (3.2) and (3.20), and the first component of $y_c$ is considered. This implies that $\alpha_1 < 0$ since $\partial_x n_c(x) < 0$ for $x > 0$. In a similar fashion, from the second equality of (3.32), we obtain that at $\lambda = 0$,

$$\lim_{x \to -\infty} e^{\text{Re} \mu_1 x} \alpha_2 (\partial^2_2 \phi_c + n_c) = \frac{1}{\pi_1 \gamma_1} |_{\lambda=0} = c^2 - 1 - K + \mu_1^2(c^2 - K) > 0,$$

where (3.4), (3.20) and (3.21) are used, and the third component of $z_c$ is considered in the first equality. It is straightforward to check the second equality. This together with the fact that $\partial^2_2 \phi_c(x) + n_c(x) > 0$ for all $x < 0$ with sufficiently large $|x|$ implies that $\alpha_2 > 0$. We are done. \hfill \Box

Lemma 3.11 together with the derivative formulas (3.30) and (3.31) yields the following proposition.

Proposition 3.12. For each $\varepsilon \in (0, \varepsilon_K)$, there hold

(a) $D(\lambda, \varepsilon)|_{\lambda=0} = \partial_\lambda D(\lambda, \varepsilon)|_{\lambda=0} = 0$,

(b) $\text{sign } \partial^2_\lambda D(\lambda, \varepsilon)|_{\lambda=0} = \text{sign } \partial_c \int_{-\infty}^{\infty} (n_c u_c)(x) \, dx.$

Proof. We first show the first assertion. From Lemma 3.11 (a), we see that $y^+|_{\lambda=0}$ decays to zero as $x \to -\infty$. Hence it follows that $D(\lambda)|_{\lambda=0} = 0$ from the characterization of the Evans function (3.6) and that $\text{Re} \mu_1 < 0$ at $\lambda = 0$.

We let $Z^-$ and $Y^+$ be the first two components of $Z^-$ and $Y^+$, respectively. From the form of the coefficient matrix $A$ (see (3.13)), the derivative formula (3.30) is reduced to

$$\partial_\lambda D(\lambda)|_{\lambda=0} = \int_{-\infty}^{\infty} (Z^- L^{-1} Y^+)|_{\lambda=0} \, dx.$$
Using Lemma 3.11 and that $n_c u_c$ tends to 0 as $|x| \to \infty$, we obtain that

$$
\partial_\lambda D(\lambda)|_{\lambda=0} = \alpha_1 \alpha_2 \int_{-\infty}^{\infty} ((u_c, n_c)L) L^{-1}(\partial_x n_c, \partial_x u_c)^T \, dx
= \alpha_1 \alpha_2 \int_{-\infty}^{\infty} \partial_x (n_c u_c) \, dx = 0.
$$

Now we prove the second assertion. We note that the derivative formula (3.31) is reduced to

$$
\partial_\lambda^2 D(\lambda)|_{\lambda=0} = \int_{-\infty}^{\infty} (\partial_\lambda Z L^{-1} Y^+ + Z L^{-1} \partial_\lambda Y^+) \big|_{\lambda=0} \, dx.
$$

By taking $\partial_\lambda$ of (3.16), we obtain that at $\lambda = 0$,

$$
\begin{align*}
\mathcal{L} \partial_\lambda Y^+ &= Y^+ = \alpha_1 \partial_x Y_c = -\alpha_1 \mathcal{L} \partial_x Y_c, \\
\mathcal{L}^* \left( \partial_\lambda Z L^{-1} \right) &= Z L^{-1} = \alpha_2 Z_c = \alpha_2 \mathcal{L}^* \left( \int_{-\infty}^{x} \partial_x Z_c \, ds \right),
\end{align*}
$$

where we have used Lemma 3.11 in the second equality, and (2.10b) in the last equality (see (2.9) for the notations $Y_c$ and $Z_c$). Since $\mathcal{L}$ and $\mathcal{L}^*$ are linear, we have from (3.34) that at $\lambda = 0$,

$$
\begin{align*}
\mathcal{L} \left( \partial_\lambda Y^+ + \alpha_1 \partial_x Y_c \right) &= 0, \\
\mathcal{L}^* \left( \partial_\lambda Z L^{-1} - \alpha_2 \int_{-\infty}^{x} \partial_x Z_c \, ds \right) &= 0.
\end{align*}
$$

From (3.8), $\partial_\lambda Y^+|_{\lambda=0}$ and $\partial_\lambda Z|_{\lambda=0}$ exponentially decay to zero as $x \to +\infty$ and $x \to -\infty$, respectively. We also recall that $\partial_x Y_c$ and $\int_{-\infty}^{x} \partial_x Z_c \, ds$ exponentially decay to zero as $x \to +\infty$ and $x \to -\infty$, respectively. Hence, (3.35) and Proposition 3.1 imply that for $\lambda = 0$,

$$
\begin{align*}
\partial_\lambda Y^+ + \alpha_1 \partial_x Y_c &= \alpha_1' Y^+ = \alpha_1 \alpha_1' \partial_x Y_c, \\
\partial_\lambda Z - \alpha_2 \left( \int_{-\infty}^{x} \partial_x Z_c \, ds \right) L &= \alpha_2' Z - \alpha_2 \alpha_2' Z L
\end{align*}
$$

for some constants $\alpha_1', \alpha_2' \neq 0$, where we have used Lemma 3.11 in the second equality.

Now applying Lemma 3.11(b), (3.36a) and by integration by parts, we have that for $\lambda = 0$,

$$
\begin{align*}
\int_{-\infty}^{\infty} Z L^{-1} \partial_\lambda Y^+ \, dx &= \alpha_2 \int_{-\infty}^{\infty} Z_c \partial_\lambda Y^+ \, dx \\
= \alpha_1 \alpha_2 \int_{-\infty}^{\infty} Z_c \left( -\partial_x Y_c + \alpha_1' \partial_x Y_c \right) \, dx \\
= -\alpha_1 \alpha_2 \int_{-\infty}^{\infty} \partial_c (n_c u_c) \, dx.
\end{align*}
$$
Applying Lemma 3.11 (a) and (3.36b) in a similar fashion, we obtain that for \( \lambda = 0 \),

\[
\int_{-\infty}^{\infty} \partial_\lambda Z - L^{-1} Y^+ \, dx = \alpha_1 \int_{-\infty}^{\infty} \partial_\lambda Z - L^{-1} \partial_x Y_c \, dx
\]

(3.38)

\[
= \alpha_1 \alpha_2 \int_{-\infty}^{\infty} \left( \int_{-\infty}^{x} \partial_c Z_c(s) \, ds - \alpha_2' Z_c \right) \partial_x Y_c \, dx
\]

\[
= -\alpha_1 \alpha_2 \int_{-\infty}^{\infty} \partial_c (n_c u_c) \, dx.
\]

Combining (3.37), (3.38), and (3.33), we finally arrive at

\[
\partial^2_\lambda D(\lambda)|_{\lambda=0} = -2\alpha_1 \alpha_2 \int_{-\infty}^{\infty} n_c u_c \, dx.
\]

Recalling that \( \alpha_1 < 0 \) and \( \alpha_2 > 0 \) (see Lemma 3.11), we finish the proof of the second assertion. \( \square \)

3.6. The Evans Function for the KdV Equation. In the KdV scaling, we formally obtain (by letting \( \hat{n}_+ = p_2 \) in (1.14)) the eigenvalue problem of the KdV equation

\[
\Lambda p_2 - \partial_\xi p_2 + V \partial_\xi (\Psi_{KdV} p_2) + (2V)^{-1} \partial^3_\xi p_2 = 0.
\]

By the change of variables

\[
\Lambda = (2V)^{1/2} \tilde{\Lambda}, \quad \tilde{\xi} = (2V)^{1/2} \xi, \quad \tilde{p}(\tilde{\xi}, \tilde{\Lambda}) = p_2(\xi, \Lambda),
\]

(3.39) becomes (see (1.3) for the form of \( \Psi_{KdV} \))

\[
\tilde{\Lambda} \tilde{p} - \partial_{\tilde{\xi}} \tilde{p} + \partial_{\tilde{\xi}} (\tilde{\Psi} \tilde{p}) + \partial^3_{\tilde{\xi}} \tilde{p} = 0, \quad \text{where } \tilde{\Psi}(\tilde{\xi}) := 3 \text{sech}^2(\tilde{\xi}/2) = V \Psi_{KdV}(\xi).
\]

The Evans function for (3.41) is studied in [41, 42]. We briefly summarize the results, and apply those directly to the equation (3.39). The characteristic polynomial associated with (3.41) is

\[
\tilde{d}_{KdV}(\tilde{\kappa}) = \tilde{d}_{KdV}(\tilde{\kappa}, \tilde{\Lambda}) := \tilde{\Lambda} - \tilde{\kappa} + \tilde{\kappa}^3.
\]

For \( \tilde{\Lambda} \in \tilde{\Omega}_{KdV} := \mathbb{C} \setminus (-\infty, -2/(3\sqrt{3})] \), the zeros \( \tilde{\kappa}_j \) of \( \tilde{d}_{KdV}(\tilde{\kappa}) \) can be labelled so that

\[
\text{Re } \tilde{\kappa}_1 < \text{Re } \tilde{\kappa}_j \quad (j = 2, 3),
\]

and in particular, \( \text{Re } \tilde{\kappa}_1 < 0 \) (see Proposition 2.3 of [42]). The Evans function \( \tilde{D}_{KdV}(\tilde{\Lambda}) \) for (3.41) is defined on \( \tilde{\Omega}_{KdV} \), and \( \tilde{D}_{KdV}(\tilde{\Lambda}) \) is characterized by the property

\[
\lim_{\tilde{\xi} \to -\infty} e^{-\tilde{\kappa}_1 \tilde{\xi}} \tilde{p}^+(\tilde{\xi}, \tilde{\Lambda}) = \tilde{D}_{KdV}(\tilde{\Lambda}),
\]

where \( \tilde{p}^+ \) is a unique solution to (3.41) satisfying

\[
\lim_{\tilde{\xi} \to +\infty} e^{-\tilde{\kappa}_1 \tilde{\xi}} \tilde{p}^+(\tilde{\xi}, \tilde{\Lambda}) = 1.
\]

In particular, \( \tilde{D}_{KdV}(\tilde{\Lambda}) \) is explicitly given by (Theorem 3.1 of [42])

\[
\tilde{D}_{KdV}(\tilde{\Lambda}) = \left( \frac{\tilde{\kappa}_1 + 1}{\tilde{\kappa}_1 - 1} \right)^2.
\]
From (3.42) and (3.46), one can check that $\tilde{D}_{KdV}(\tilde{\Lambda})$ vanishes only at $\tilde{\Lambda} = 0$ and that the order of $\Lambda = 0$ is two as a zero of $\tilde{D}_{KdV}(\tilde{\Lambda})$. Moreover, $\tilde{D}_{KdV}(\tilde{\Lambda}) \to 1$ as $|\tilde{\Lambda}| \to \infty$.

Now we apply the above results to construct the Evans function for the KdV equation (3.39). The characteristic polynomial associated with (3.39) is

$$d_{KdV}(\kappa) = d_{KdV}(\kappa, \Lambda) := 2V(\Lambda - \kappa + (2V)^{-1/2} \kappa^3).$$

We note that the zeros $\kappa_j$ of $d_{KdV}(\kappa)$ are related to $\tilde{\kappa}_j$ as

$$\kappa_j = (2V)^{1/2} \tilde{\kappa}_j.$$

Hence, from the relations (3.40) and (3.48), we have for

$$\Lambda \in \Omega_{KdV} := C \setminus \left( -\infty, -(2\sqrt{2V})/(3\sqrt{3}) \right],$$

$\kappa_j$ can be labelled so that

$$\text{Re} \kappa_1 < \text{Re} \kappa_j \quad (j = 2, 3), \quad \text{Re} \kappa_1 < 0.$$

**Proposition 3.13.**

1. The Evans function $D_{KdV}(\Lambda)$ for the KdV equation (3.39) is defined on the domain $\Omega_{KdV}$ and satisfies

$$\lim_{\xi \to -\infty} e^{-\kappa_1 \xi} p_2^+(\xi, \Lambda) = D_{KdV}(\Lambda),$$

where $\kappa_1$ is a unique zero of $d_{KdV}(\kappa)$ satisfying (3.50), and $p_2^+$ is a unique solution to (3.39) satisfying

$$\lim_{\xi \to +\infty} e^{-\kappa_1 \xi} p_2^+(\xi, \Lambda) = 1.$$

2. $D_{KdV}(\Lambda) = \left( \frac{\kappa_1 + \sqrt{2V}}{\kappa_1 - \sqrt{2V}} \right)^2$.

3. $\Lambda = 0$ is the only zero of $D_{KdV}(\Lambda)$, and its order is two.

4. $D_{KdV}(\Lambda) \to 1$ as $|\Lambda| \to \infty$ with $\Lambda \in \Omega_{KdV}$.

**Proof.** The first statement can be checked by reformulating the eigenvalue problem (3.39) to the associated first-order ODE system (let $p_2 := (p_2, \partial_\xi p_2, \partial^2_\xi p_2)^T$). We omit the details.

To prove the last two assertions, it is enough to check that $D_{KdV}(\Lambda) = \tilde{D}_{KdV}(\tilde{\Lambda})$ for $\Lambda = (2V)^{1/2} \tilde{\Lambda}$. From the relations (3.40) and (3.48), we see that

$$\tilde{\kappa}_1 \tilde{\xi} = \kappa_1 \xi,$$

and that $\tilde{p}^+((2V)^{1/2} \xi, (2V)^{-1/2} \Lambda)$ satisfies (3.39). From (3.45), (3.52) and (3.53), we have

$$\tilde{p}^+((2V)^{1/2} \xi, (2V)^{-1/2} \Lambda) \sim e^{\kappa_1 \xi} \quad \text{as} \quad \xi \to +\infty.$$

Hence, we must have $\tilde{p}^+(\tilde{\xi}, \tilde{\Lambda}) = p_2^+(\xi, \Lambda)$, and we conclude that $D_{KdV}(\Lambda) = \tilde{D}_{KdV}(\tilde{\Lambda})$ from (3.44), (3.51) and (3.53).

□
3.7. The Evans Function for the Euler-Poisson System in the KdV Scaling. Motivated by the formal derivation of the linearized KdV equation, we consider the transformation

$$
\xi = \varepsilon^{1/2} x, \quad \lambda = \varepsilon^{3/2} \Lambda,
$$

(3.54a)

$$
\begin{cases}
\dot{u}(x) = p_2(\xi), & \dot{u}(x) = \varepsilon p_1(\xi) + \nabla p_2(\xi), \\
\dot{\phi}(x) = p_2(\xi) + \varepsilon p_4(\xi), & \dot{\psi}(x) = \varepsilon^{1/2} p_3(\xi).
\end{cases}
$$

(3.54b)

It is easy to see that $Sp = y$, where $p := (p_1, p_2, p_3, p_4)^T$ and $S$ is given by

$$
S := \begin{pmatrix} 0 & 1 & 0 & 0 \\ \varepsilon & V & 0 & 0 \\ 0 & 1 & 0 & \varepsilon \\ 0 & 0 & \varepsilon^{1/2} & 0 \end{pmatrix}
$$

with its inverse $S^{-1} = \begin{pmatrix} -\varepsilon^{-1} & \varepsilon^{-1} & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & \varepsilon^{-1} & 0 \\ -\varepsilon^{-1} & 0 & \varepsilon^{-1} & 0 \end{pmatrix}$,

(3.55)

is a matrix for the transformation (3.54b). Then (3.1) becomes

$$
\frac{dp}{d\xi} = A_*(\xi, \Lambda, \varepsilon)p, \quad \text{where } A_*(\xi, \Lambda, \varepsilon) := \frac{1}{\sqrt{\varepsilon}} S^{-1} A \left( \frac{\xi}{\sqrt{\varepsilon}}, \varepsilon^{3/2} \Lambda, \varepsilon \right) S.
$$

(3.56)

(see Appendix 9.2 for the specific form of $A_*$.) Using (2.12), a straightforward calculation shows that there is a uniform constant $C > 0$ such that for all $\varepsilon \in [0, \varepsilon_*]$,

$$
|A_*(\xi, \Lambda, \varepsilon) - A_\infty(\Lambda, \varepsilon)| \leq Ce^{-C|\xi|}, \quad \xi \in \mathbb{R},
$$

(3.57)

where $A_\infty(\Lambda, \varepsilon) := \lim_{|\xi| \to \infty} A_*(\xi, \Lambda, \varepsilon)$, and for $\varepsilon = 0$,

$$
A_*(\xi, \Lambda, 0) := \begin{pmatrix} 0 & -2\sqrt{\varepsilon} \partial_x \Psi_{KdV} - \Lambda & 1 - 2\sqrt{\varepsilon} \Psi_{KdV} & 0 \\ 0 & 0 & 1 & 0 \\ 0 & \Psi_{KdV} & 0 & 1 \\ 0 & -(2\varepsilon + 1) \partial_x \Psi_{KdV} - 2\Lambda & 2\varepsilon - (2\varepsilon + 1) \Psi_{KdV} & 0 \end{pmatrix}.
$$

(3.58)

For $\varepsilon = 0$, a set of the last three equations of (3.56) reduces to the KdV equation (3.39).

The characteristic polynomial of the asymptotic matrix $A_\infty(\Lambda, \varepsilon)$ is given by

$$
d_*(\nu) = d_*(\nu, \Lambda, \varepsilon) := \det(A_\infty(\Lambda, \varepsilon) - \nu I) = \varepsilon^{-2} \det(A_\infty(\varepsilon^{3/2} \Lambda, \varepsilon) - \sqrt{\varepsilon} \nu I)
$$

$$
= \varepsilon^{-2} d(\sqrt{\varepsilon} \nu, \varepsilon^{3/2} \Lambda, \varepsilon)
$$

$$
= \nu d_{KdV}(\nu) - \varepsilon(\Lambda - \nu)^2 + \varepsilon \nu^2 \left[ \varepsilon \Lambda^2 - 2c\Lambda \nu + (2\nu + \varepsilon) \nu^2 \right],
$$

(3.59)

where $d$ and $d_{KdV}$ are defined in (3.18) and (3.47), respectively.

In order to define the Evans function for the Euler-Poisson system in the KdV scaling, we first shall inspect the zeros of the characteristic polynomial $d_*(\nu)$ and check $\text{H4}$. From the scaling (3.54a) and the second line of (3.59), we see that for $\varepsilon > 0$, the zeros $\nu_j$ of $d_*(\nu)$ are related to the zeros $\mu_j$ of $d(\mu)$ by

$$
\nu_j = \varepsilon^{-1/2} \mu_j.
$$

(3.60)

When $\varepsilon = 0$, the zeros of $d_*(\nu)$ are comprised of 0 and the three zeros $\kappa_j$ of $d_{KdV}(\kappa)$. Together with (3.25) and (3.50), these yield that the zeros $\nu_j$ of $d_*(\nu)$ can be labelled so
that they satisfy
\[(3.61) \quad \Re \nu_1 < \Re \nu_j \quad (j = 2, 3, 4), \quad \Re \nu_1 < 0\]
for all \(\Lambda\) such that \(\varepsilon^{3/2} \Lambda = \lambda \in \Omega^\varepsilon\) when \(\varepsilon \in (0, \varepsilon'_K)\) and for all \(\Lambda \in \Omega_{KdV}\) when \(\varepsilon = 0\).

For any fixed \(0 < c_0 < \sqrt{2V}\), we define the domain
\[(3.62) \quad \Omega_* := \{ \Lambda : \Re \Lambda \geq -\eta(c_0) \},\]
where \(\eta(c_0)\) is a positive function of \(c_0\) defined in \((3.24)\). Recalling the definition of \(\Omega^\varepsilon\) (see \((3.24)\)), we see that \(\Lambda \in \Omega_*\) if and only if if \(\lambda \in \Omega^\varepsilon\) as long as \(\varepsilon^{3/2} \Lambda = \lambda\) for \(\varepsilon > 0\). One may check that \(\{ \Lambda : \Re \Lambda \geq 0 \} \subset \Omega_* \subset \Omega_{KdV}\) for all \(0 < c_0 < \sqrt{2V}\). Hence, we conclude that \(H4\) holds on the domain \(\Omega_*\).

**Proposition 3.14.** For fixed \(0 < c_0 < \sqrt{2V}\), there exists \(\varepsilon'_K > 0\) such that for each \(\varepsilon \in [0, \varepsilon'_K]\), the Evans function \(D_*(\Lambda, \varepsilon)\) for \((3.56)\) is defined on the domain \(\Omega_*\), and it is analytic in \(\Lambda \in \Omega_*\). Moreover, \(D_*(\Lambda, \varepsilon)\) is characterized by
\[(3.63) \quad \lim_{\xi \to -\infty} e^{-\nu_1 \xi} p^+(\xi, \Lambda) = D_*(\Lambda, \varepsilon)v_1^*,\]
where \(p^+(\xi, \Lambda)\) is a unique solution to \((3.56)\) satisfying
\[(3.64) \quad \lim_{\xi \to +\infty} e^{-\nu_1 \xi} p^+(\xi, \Lambda) = v_1^*\]
and \(v_1^*\), a right eigenvector of \(A_*^\infty\) associated with a nonzero simple eigenvalue \(\nu_1\), is given by
\[(3.65) \quad v_1^* := \left(1 - \frac{\Lambda}{\nu_1}, 1, \frac{\nu_1}{1 - \nu_1^2}, \frac{\nu_1^2}{1 - \nu_1^2}\right)^T.\]

**Proof.** \(H4\) is verified from the above discussion. \(H1-H3\) can be easily checked from the structure of \(A_*\) (see \((3.55)-(3.58)\) and Appendix 9.2) and \((2.12)\). It is clear that \(S^{-1}v_1\) is a right eigenvector of the asymptotic matrix \(A_*^\infty\) associated with \(\nu_1\). From \((3.54a), (3.60)\), and that \(c = V + \varepsilon\), we obtain that
\[S^{-1}v_1 = \left(\frac{-V}{\varepsilon} + \frac{c}{\varepsilon}, 1, \frac{\lambda}{\varepsilon \mu_j}, \frac{1}{\varepsilon(1 - \mu_j^2)}\right)^T = v_1^*.\]
This completes the proof. \(\Box\)

### 3.8. Relations among \(D(\lambda, \varepsilon), D_*(\Lambda, \varepsilon)\) and \(D_{KdV}(\Lambda)\) and their continuities.

**Proposition 3.15.** For each \(\varepsilon \in (0, \varepsilon'_K]\), \(D_*(\Lambda, \varepsilon) = D(\lambda, \varepsilon)\) for \(\varepsilon^{-3/2} \lambda = \Lambda \in \Omega_*\). For \(\varepsilon = 0\), \(D_*(\Lambda, 0) = D_{KdV}(\Lambda)\) for \(\Lambda \in \Omega_*\).

**Proof.** Recalling the transform \((3.54)\), we observe that \(Sp^+(\sqrt{\varepsilon} x, \varepsilon^{-3/2} \lambda)\) is a solution to \((3.1)\), and that \(Sp^+ = O(e^{\mu_1 x})\) as \(x \to +\infty\) from \((3.60)\) and \((3.64)\). Hence, by Proposition \((3.10)\), \(Sp^+(\xi, \Lambda) = \alpha y^+(x, \lambda)\) for some constant \(\alpha \neq 0\), and in particular, \(p_2^+ = \alpha y_1^+\). On the other hand, the first component of \(v_1\) and the second component of \(v_1^*\) are equal to 1. Thus, we see that \(p_2^+ = y_1^+\) by \((3.2)\) and \((3.64)\), and \(D(\lambda, \varepsilon) = D_*(\Lambda, \varepsilon)\) by \((3.6)\) and \((3.63)\). In a similar fashion, one can obtain \(D_*(\Lambda, 0) = D_{KdV}(\Lambda)\), for which we omit the details here. \(\Box\)
Proposition 3.16. \(D(\lambda, \varepsilon)\) and \(D_\varepsilon(\Lambda, \varepsilon)\) are jointly continuous on the sets \(\{(\lambda, \varepsilon) : \lambda \in \Omega^\varepsilon, \varepsilon \in [0, \varepsilon_K]\}\) and \(\{\{\Lambda, \varepsilon) : \Lambda \in \Omega_\varepsilon, \varepsilon \in [0, \varepsilon'_K]\}\), respectively.

See Remark 2 for the discussion on the domain \(\Omega^0\).

Proof. We briefly sketch the proof omitting the details. It can be proved by a fixed point iteration argument following Section 8 of [43] (see also Proposition 1.2 of [41]).

By the definition of \(D(\lambda, \varepsilon)\), it is enough to show that \(y^+(x, \lambda, \varepsilon)\) and \(z^-(x, \lambda, \varepsilon)\), the solutions to (3.1) and (3.3) respectively, are jointly continuous in \((\lambda, \varepsilon)\) for each \(x\). Indeed, \(y^+\) is constructed as a fixed point \(\theta^+ = e^{-\mu_1 x}y^+\) of the operator

\[
(F\theta)(x; \lambda, \varepsilon) = v_1(x, \lambda, \varepsilon) - \int_x^\infty e^{B(x; \lambda, \varepsilon) (x-s)}(A(s; \lambda, \varepsilon) - A^\infty(\lambda, \varepsilon))\theta(s; \lambda, \varepsilon)\,ds,
\]

where \(B(x; \lambda, \varepsilon) = A^\infty(\lambda, \varepsilon) - \mu_1(\lambda, \varepsilon)I\), on \(C_0([x_0, \infty))\) for sufficiently large \(x_0 > 0\). On any fixed compact subset of \(\{(\lambda, \varepsilon) : \lambda \in \Omega^\varepsilon, \varepsilon \in [0, \varepsilon_K]\}\), we see that \(A, A^\infty, \mu_1, \) and \(v_1\) are all jointly continuous in \((\lambda, \varepsilon)\), \(|e^{Bx}| < C\) for all \(x < 0\) since \(\text{Re} \mu_1 < \mu_\ast\) (see (3.25)), and \(\lim_{x_0 \to +\infty} \int_{x_0}^{\infty} |A - A^\infty|\, ds = 0\) uniformly in \((\lambda, \varepsilon)\). Hence, by a standard iteration argument, the fixed point \(\theta^+\) (and thus \(y^+\)) is jointly continuous in \((\lambda, \varepsilon)\) on any compact subset. The joint continuity of \(D_\varepsilon(\Lambda, \varepsilon)\) can be proved in a similar manner. \(\square\)

3.9. Absence of Nonzero Eigenvalues. This subsection is devoted to prove that \(D_\varepsilon(\Lambda, \varepsilon)\) only vanishes at \(\Lambda = 0\) in the domain \(\Omega_\varepsilon\). To this end, we show that \(D_\varepsilon(\Lambda, \varepsilon)\) converges to \(D_{KdV}(\Lambda)\) as \(\varepsilon \to 0\) uniformly in \(\Lambda \in \Omega_\varepsilon\).

Proposition 3.17. There holds

\[
\sup_{\Lambda \in \Omega_\varepsilon} |D_\varepsilon(\Lambda, \varepsilon) - D_{KdV}(\Lambda)| \to 0 \quad \text{as} \quad \varepsilon \to 0.
\]

From the convergence of \(D_\varepsilon(\Lambda, \varepsilon)\), combined with the properties of \(D_{KdV}(\Lambda)\) (Proposition 3.13) and some results of previous subsections, we have the following:

Corollary 3.18. There exists \(\varepsilon_0 > 0\) such that for \(\varepsilon \in (0, \varepsilon_0]\), \(\Lambda = 0\) is the only zero of \(D_\varepsilon(\Lambda, \varepsilon)\) on the region \(\Omega_\varepsilon\). Moreover, the order of \(\Lambda = 0\) is exactly two.

We note that the characterization of the zeros of \(D(\lambda, \varepsilon)\) (Proposition 3.8) directly follows from Corollary 3.18 and Proposition 3.15. Since the proof of Proposition 3.17 consists of several steps, we prove it after we present the proof of Corollary 3.18.

Proof of Corollary 3.18. For \(\delta > 0\), let \(\Gamma_\delta\) be the boundary of the region \(\Omega_\varepsilon \cap \{\Lambda : |\Lambda| \leq \delta^{-1}\}\). Since \(D_{KdV}(\Lambda)\) tends to 1 as \(|\Lambda| \to \infty\) (see Proposition 3.13), there exists \(\delta_0 > 0\) such that

\[
\inf_{\Lambda \in \Omega_\varepsilon, |\Lambda| \geq \delta^{-1}} |D_{KdV}(\Lambda)| > \frac{1}{2} \quad \text{for all} \quad \delta \in (0, \delta_0].
\]

Moreover, since \(D_{KdV}(\Lambda)\) vanishes only at \(\Lambda = 0\), there exists \(\gamma_0 = \gamma_0(\delta_0) > 0\) such that

\[
\inf_{\Lambda \in \Gamma_{\delta_0}} |D_{KdV}(\Lambda)| > \gamma_0.
\]

We recall that \(\Omega_\varepsilon\) is closed. Hence, the above two inequalities imply that for all \(\delta \in (0, \delta_0]\),

\[
\inf_{\Lambda \in \Gamma_\delta} |D_{KdV}(\Lambda)| > \min\{1/2, \gamma_0\} =: \gamma_0'(\delta_0).
\]
Combined with Proposition 3.17, this implies that there is $\varepsilon_0 > 0$ such that for all $\varepsilon \in (0, \varepsilon_0]$ and $\delta \in (0, \delta_0]$,

$$|D_{KdV}(\Lambda)| > \gamma'(\delta_0) > |D_\varepsilon(\Lambda, \varepsilon) - D_{KdV}(\Lambda)| \quad \text{for } \Lambda \in \Gamma_\delta.$$  

We recall that the order of $\Lambda = 0$ as a zero of $D_{KdV}(\Lambda)$ is two, and there is no other zero. Combining Proposition 3.12 and Proposition 3.15, $\Lambda = 0$ is a zero of $D_\varepsilon(\Lambda, \varepsilon)$ with the order at least two. Now the proof is finished by applying Rouché’s theorem since (3.66) is true for all $\delta \in (0, \delta_0]$.

In order to prove Proposition 3.17, we divide the region $\Omega_\varepsilon$ as follows (see Figure 2 and recall that $\Lambda \in \Omega_\varepsilon$ if and only if $\lambda \in \Omega_0$ as long as $\varepsilon^3/2 \Lambda = \lambda$ for $\varepsilon > 0$):

- $\mathcal{D}_1 := \Omega_\varepsilon \cap \{ \Lambda : |\Lambda| \leq \delta^{-1} \}$,
- $\mathcal{D}_2 := \Omega_\varepsilon \cap \{ \lambda : \varepsilon^{3/2} \delta^{-1} < |\lambda| < \delta \}$,
- $\mathcal{D}_{31} := \{ \lambda : \text{Re } \lambda \geq 0 \} \cap \{ \lambda : \delta \leq |\lambda| \leq \delta^{-1} \}$,
- $\mathcal{D}_{32} := \{ \lambda : -\varepsilon^{3/2} \eta(c_0) \leq \text{Re } \lambda \leq 0, \delta/2 \leq |\text{Im } \lambda| \leq \delta^{-1} \}$,
- $\mathcal{D}_4 := \Omega_\varepsilon \cap \{ \lambda : \delta^{-1} < |\lambda| \}$,

where $-\varepsilon^{3/2} \eta(c_0)$ is the boundary of the domain $\Omega_\varepsilon$ (see (3.24)). It is clear that for any fixed $\delta > 0$, $\Omega_\varepsilon$ is a union of these regions for all sufficiently small $\varepsilon > 0$. In fact, $\delta > 0$ will be determined later.

On $\mathcal{D}_1$: We note that $D(\lambda, \varepsilon)$ is singular at $\lambda = 0$ in the limit $\varepsilon \to 0$. First of all, $D(\lambda, \varepsilon)$ is not defined at $(\lambda, \varepsilon) = (0, 0)$. Moreover, we have $D(\lambda, \varepsilon)|_{\varepsilon=0} = 1$ for all $\lambda \in \Omega^0$ (see Remark 2), but $D(\lambda, \varepsilon)|_{\lambda=0} = 0$ for $\varepsilon \in (0, \varepsilon_K]$ by Proposition 3.12 (a). However, $D_\varepsilon(\Lambda, \varepsilon)$ is regular at $\Lambda = 0$ in the sense of Lemma 3.19.
Lemma 3.19. For any fixed constant \( \delta > 0 \),
\[
(3.68) \quad \sup_{\Lambda \in \mathcal{D}_1} |D_*(\Lambda, \varepsilon) - D_{KdV}(\Lambda)| \to 0 \quad \text{as} \quad \varepsilon \to 0.
\]

Proof. It is easy to see that \( \sup_{\Lambda \in \mathcal{D}_1} |D_*(\Lambda, \varepsilon) - D_{KdV}(\Lambda)| \) is continuous on \([0, \varepsilon_K']\). Indeed, \( D_*(\Lambda, \varepsilon) \) is uniformly continuous on a fixed compact set \( \{(\Lambda, \varepsilon) : \varepsilon \in [0, \varepsilon_K'], \Lambda \in \mathcal{D}_1\} \) since it is jointly continuous on the set (see Proposition 3.16). Now (3.68) follows from that \( D_*(\Lambda, 0) = D_{KdV}(\Lambda) \) by Proposition 3.15.

On \( \mathcal{D}_2 \) and \( \mathcal{D}_4 \): On the region \( \mathcal{D}_2 \), \( \lambda \) is small, but not zero. The region \( \mathcal{D}_4 \) is where \( \lambda \) is large. Since the proofs of Lemma 3.20 and Lemma 3.21 are lengthy, they will be proved in Section 5.

Lemma 3.20. There exist constants \( C_2, \delta_2, \varepsilon_2 > 0 \) such that for all \( \varepsilon \in [0, \varepsilon_2] \) and \( \delta \in (0, \delta_2] \), there holds
\[
(3.69) \quad \sup_{\lambda \in \mathcal{D}_2} |D(\lambda, \varepsilon) - 1| < C_2 \delta^{1/3}.
\]

Here \( C_2 \) is independent of \( \varepsilon \) and \( \delta \).

Lemma 3.21. There exist constants \( C_4, \delta_4, \varepsilon_4 > 0 \) such that for all \( \varepsilon \in [0, \varepsilon_4] \) and \( \delta \in (0, \delta_4] \),
\[
(3.70) \quad \sup_{\lambda \in \mathcal{D}_4} |D(\lambda, \varepsilon) - 1| < C_4 \varepsilon^{1/2}.
\]

Here \( C_4 \) is independent of \( \varepsilon \) and \( \delta \).

On \( \mathcal{D}_{31} \) and \( \mathcal{D}_{32} \): We note that these regions do not contain \( \lambda = 0 \), which is a singular point of \( D(\lambda, \varepsilon) \) in the limit \( \varepsilon \to 0 \). We recall that the coefficient matrix of the system (3.1) is independent of \( x \) when \( \varepsilon = 0 \).

Lemma 3.22. For any fixed constant \( \delta > 0 \), there hold
\[
(3.71a) \quad \sup_{\lambda \in \mathcal{D}_{31}} |D(\lambda, \varepsilon) - 1| \to 0 \quad \text{as} \quad \varepsilon \to 0,
\]
\[
(3.71b) \quad \sup_{\lambda \in \mathcal{D}_{32}} |D(\lambda, \varepsilon) - 1| \to 0 \quad \text{as} \quad \varepsilon \to 0.
\]

Proof. From that \( D(\lambda, \varepsilon) \) is jointly continuous on a fixed compact set \( \{(\lambda, \varepsilon) : \lambda \in \mathcal{D}_{31}, \varepsilon \in [0, \varepsilon_K]\} \) and that \( D(\lambda, 0) = 1 \) for \( \lambda \in \mathcal{D}_{31} \), (3.71a) can be obtained in a similar manner as in the proof of Lemma 3.19.

Even though the region \( \mathcal{D}_{32} \) depends on \( \varepsilon \), one may extend \( D(\lambda, \varepsilon) \) to a function \( D^{\varepsilon_K} (\lambda, \varepsilon) \), jointly continuous on a fixed compact set
\[
\{(\lambda, \varepsilon) : -\varepsilon^{3/2}_{\varepsilon} \eta(c_0) \leq \text{Re} \lambda \leq 0, \delta/2 \leq |\text{Im} \lambda| \leq \delta^{-1}, \varepsilon \in [0, \varepsilon_K]\}
\]
by defining
\[
D^{\varepsilon_K} (\lambda, \varepsilon) := \begin{cases} 
D(\lambda, \varepsilon) & \text{on } \{(\lambda, \varepsilon) : \lambda \in \mathcal{D}_{32}, \varepsilon \in [0, \varepsilon_K]\}, \\
D(-\varepsilon^{3/2}_{\varepsilon} \eta(c_0) + i \text{Im} \lambda, \varepsilon) & \text{on } \{(\lambda, \varepsilon) : -\varepsilon^{3/2}_{\varepsilon} \eta(c_0) \leq \text{Re} \lambda < -\varepsilon^{3/2}_{\varepsilon} \eta(c_0), \delta/2 \leq |\text{Im} \lambda| \leq \delta^{-1}, \varepsilon \in [0, \varepsilon_K]\}.
\end{cases}
\]
Hence,

$$
\sup_{-\frac{3}{2}\eta(c_0) \leq \text{Re} \lambda \leq 0, \\
\frac{\delta}{2} \leq |\text{Im} \lambda| \leq \frac{1}{2}} |D^\varepsilon K(\lambda, \varepsilon) - 1| = \sup_{\lambda \in \mathbb{D}_{32}} |D(\lambda, \varepsilon) - 1|
$$

is continuous in $\varepsilon \in [0, \varepsilon_K]$, and we obtain (3.71b). \qed

By using (3.68)–(3.71), we now prove Proposition 3.17.

**Proof of Proposition 3.17.** Let $\gamma > 0$ be given. From the property of $D_{KdV}$, (3.69), and (3.70), there exist constants $\delta, \varepsilon > 0$ such that for all $\varepsilon \in (0, \varepsilon_K]$ and $\delta \in (0, \delta_C]$, there hold

(3.72) \quad $\sup_{|\Lambda| \geq \delta^{-1}} |D_{KdV}(\Lambda) - 1| < \frac{\gamma}{2}$

(3.73) \quad $\sup_{\lambda \in \mathbb{D}_2} |D(\lambda, \varepsilon) - 1| < \frac{\gamma}{2}, \quad \sup_{\lambda \in \mathbb{D}_4} |D(\lambda, \varepsilon) - 1| < \frac{\gamma}{2}.$

From (3.71), there is a constant $\varepsilon_3 > 0$ such that for all $\varepsilon \in (0, \varepsilon_3]$, (3.74) \quad $\sup_{\lambda \in \Omega^*} |D(\lambda, \varepsilon) - 1| < \frac{\gamma}{2}.$

Since $D(\lambda, \varepsilon) = D_*(\Lambda, \varepsilon)$, it follows from (3.72), (3.73) and (3.74) that

(3.75) \quad $\sup_{|\Lambda| \geq \delta^{-1}} |D_*(\Lambda, \varepsilon) - D_{KdV}(\Lambda)| < \gamma.$

From (3.68), there exists $\varepsilon_1 > 0$ such that for all $\varepsilon \in (0, \varepsilon_1]$, (3.76) \quad $\sup_{|\Lambda| \leq \delta^{-1}} |D_*(\Lambda, \varepsilon) - D_{KdV}(\Lambda)| < \gamma.$

From (3.75) and (3.76), we conclude that there is $\varepsilon_0 := \min\{\varepsilon, \varepsilon_1, \varepsilon_3\}$ such that for all $\varepsilon \in (0, \varepsilon_0]$, (3.77) \quad $\sup_{\Lambda \in \Omega^*} |D_*(\Lambda, \varepsilon) - D_{KdV}(\Lambda)| < \gamma.$

This finishes the proof. \qed

4. **Splitting of matrix eigenvalues**

In this section, we prove Lemma 3.3 and Lemma 3.4: the splitting properties of the roots of the characteristic polynomial $d(\mu)$. We first present some preliminary observations.

We recall that $d(\mu) = 0$ is equivalent to that $\mu$ satisfies one of the equations (see (3.18)–(3.19))

$$
d_{\pm}(\mu) = \mu \left( c \pm \sqrt{\frac{1}{1 - \mu^2} + K} \right) = \lambda.
$$

Here $d_{\pm}(\mu)$ are analytic in $\mu \in \mathbb{C}$ except the branch cut $(-\infty, -1] \cup [1, +\infty)$ since we may write

$$
\sqrt{\frac{1}{1 - \mu^2} + K} = \sqrt{K} \sqrt{1 + \frac{1}{R} + \mu} \cdot \sqrt{1 + \frac{1}{R} - \mu}.
$$
By inspection, we have
\begin{equation}
\partial_{\mu}d_{\pm}(\mu) = c \pm \frac{1 + K(1 - \mu^2)^2}{(1 - \mu^2)^2 \sqrt{\frac{1}{1-\mu^2} + K}}, \quad \partial_{\mu}^2d_{\pm}(\mu) = \pm \frac{\mu(-K\mu^2 - 2K\mu^2 + 3K + 3)}{(1 - \mu^2)^4 \left( \frac{1}{1-\mu^2} + K \right)^{3/2}}.
\end{equation}

Plugging \( \lambda = -i\omega \) and \( \mu = ik \) for \( \omega, k \in \mathbb{R} \) into \( \lambda = d_{\pm}(\mu) \), we obtain
\begin{equation}
\omega = \omega_{\pm}(k) := i \cdot d_{\pm}(ik) = -k \left( c \pm \sqrt{\frac{1}{1+k^2} + K} \right).
\end{equation}

By inspection, we see that
\begin{equation}
\partial_k \omega_{\pm}(k) = -\left( c \pm \frac{1 + K(1 + k^2)^2}{(1 + k^2)^2 \sqrt{\frac{1}{1+k^2} + K}} \right), \quad \partial_k^2 \omega_{\pm}(k) = \frac{k(Kk^4 - 2Kk^2 - 3K - 3)}{(1 + k^2)^4 \left( \frac{1}{1+k^2} + K \right)^{3/2}}.
\end{equation}

Hence,
\begin{equation}
\partial_k \omega_{\pm}|_{k=0} = -(c \pm \sqrt{1 + K}), \quad \lim_{k \to \pm\infty} \partial_k \omega_{\pm} = -(c \pm \sqrt{K}).
\end{equation}

Furthermore, one can check that \( \partial_k \omega_{\pm} \) decreases on the interval \((0, \bar{k}_-)\) and increases on the interval \((\bar{k}_-, \infty)\), where \( \bar{k}_- := \sqrt{\frac{K+\sqrt{3}K^2+3K}{K}} \). These observations yield that (see Figure 3) for \( \varepsilon \geq 0 \), where \( \varepsilon = c - \sqrt{1 + K} \),
\begin{equation}
\partial_k \omega_{\pm}(k) \leq -c \quad \text{for} \quad k \in \mathbb{R}, \quad \partial_k \omega_{0}(k) < 0 \quad \text{for} \quad k \in \mathbb{R} \setminus \{0\}, \quad \partial_k \omega_{\pm}(k)|_{k=0} = -\varepsilon
\end{equation}
since \( \partial_k \omega_{\pm} \) are symmetric about \( k = 0 \). Lastly, we see that for any positive constant \( \delta > 0 \), there is a constant \( C(\delta) > 0 \) (independent of \( \varepsilon \)) such that
\begin{equation}
\sup_{|k| \in [\delta, \infty)} \partial_k \omega_{\pm}(k) < \max\{\partial_k \omega_{\pm}(\delta), -(c - \sqrt{K})\} < -C(\delta).
\end{equation}
Proof of Lemma 3.3. We only consider the case \( \varepsilon > 0 \) since the case \( \varepsilon = 0 \) can be checked in a similar manner. We first prove (3.22a): for \( \varepsilon > 0 \),

\[
\text{Re} \mu_1 < 0 = \text{Re} \mu_2 = \text{Re} \mu_3 < \text{Re} \mu_4 \quad \text{when Re} \lambda = 0.
\]

By (4.2)–(4.3), the mappings

\[
(4.5) \quad k \in \mathbb{R} \mapsto d_\pm(ik) = -i\omega_\pm(k) \in i\mathbb{R}
\]

are one-to-one and onto. Hence for each \( \lambda \) with \( \text{Re} \lambda = 0 \), there exist exactly two zeros \( \mu_2 = \mu_2(\lambda, \varepsilon) \) and \( \mu_3 = \mu_3(\lambda, \varepsilon) \) of \( d(\mu) \) satisfying \( d_+(\mu_2) = \lambda, d_-(\mu_3) = \lambda \), and

\[
(4.6) \quad \text{Re} \mu_2 = \text{Re} \mu_3 = 0.
\]

We let \( \mu_1 = \mu_1(\lambda, \varepsilon) \) and \( \mu_4 = \mu_4(\lambda, \varepsilon) \) be the other two branches of solutions to \( d_-(\mu) = \lambda \) satisfying

\[
(4.7) \quad -\sqrt{\frac{c^2 - K - 1}{c^2 - K}} < \mu_1 < 0 < \mu_4 = \sqrt{\frac{c^2 - K - 1}{c^2 - K}} \quad \text{at } \lambda = 0.
\]

Now we claim that \( \mu_1 \) satisfies \( \text{Re} \mu_1 < 0 \) without crossing the imaginary axis as long as \( \text{Re} \lambda = 0 \). Suppose that for some \( \lambda_0 \) with \( \text{Re} \lambda_0 = 0 \), there is \( k_0 \in \mathbb{R} \) such that \( \mu_1 = ik_0 \) at \( \lambda = \lambda_0 \). Then, since the mappings (4.5) are one-to-one and onto, one must have \( \mu_1 = \mu_2 \) or \( \mu_1 = \mu_3 \) at \( \lambda = \lambda_0 \). In other words, \( \lambda_0 = d_+(\mu) = (\mu - \mu_1)^2d_+(\mu) \) for some \( \tilde{d}_+ \) with \( \tilde{d}_+(\mu_1) \neq 0 \), or \( \lambda_0 = d_-(\mu) = (\mu - \mu_1)^2d_-(\mu) \) for some \( \tilde{d}_- \) with \( \tilde{d}_-(\mu_1) \neq 0 \) at \( \lambda = \lambda_0 \). This contradicts to (4.3) since by the chain rule,

\[
0 = \partial_\mu d_\pm(\mu)|_{\mu=\mu_1(\lambda_0)=ik_0} = -i\partial_k d_\pm(ik)|_{k=k_0} = -\partial_k \omega_\pm(k)|_{k=k_0} \neq 0.
\]

For the same reason, we have \( 0 < \text{Re} \mu_4 \) as long as \( \text{Re} \lambda = 0 \). Hence (3.22a) is true.

Next we prove (3.22b): for \( \varepsilon > 0 \),

\[
\text{Re} \mu_1 < 0 < \text{Re} \mu_j \quad \text{when Re} \lambda > 0 \quad (j = 2, 3, 4).
\]

From (4.5), we see that any solutions \( \mu \) of \( d_\pm(\mu) = \lambda \) with \( \text{Re} \lambda \neq 0 \) cannot lie in the imaginary axis. Combined with the continuity, this further implies the consistent splitting property: as long as \( \text{Re} \lambda > 0 \),

\[
\text{the number of zeros of } d(\mu) \text{ lying on the left (resp. right) half-plane does not change.}
\]

Hence it is enough to check that the inequality (3.22b) holds for some sufficiently small \( \lambda > 0 \).

First of all, it is true that \( \text{Re} \mu_1 < 0 < \text{Re} \mu_4 \) for all sufficiently small \( \lambda > 0 \) by (4.7) and the continuity. Since \( \mu_2 = \mu_3 = 0 \) at \( \lambda = 0 \), expanding \( d_\pm(\mu) \) around \( \mu = 0 \), we have that for sufficiently small \( \lambda > 0 \),

\[
\begin{align*}
(4.8a) \quad 0 < \lambda = d_+(\mu_2) &= (c + \sqrt{1 + K})\mu_2 \cdot (1 + O(|\mu_2|^2)) , \\
(4.8b) \quad 0 < \lambda = d_-(\mu_3) &= (c - \sqrt{1 + K})\mu_3 \cdot (1 + O(|\mu_3|^2)) .
\end{align*}
\]

Since \( c - \sqrt{1 + K} = \varepsilon > 0 \), (4.8) implies that \( \text{Re} \mu_2, \text{Re} \mu_3 > 0 \) for sufficiently small \( \lambda > 0 \). Hence (3.22b) is true. \( \square \)
Proof of Lemma 3.4. Since \( d_\pm(-\mu) = -d_\pm(\mu) \) for \( \mu \in \mathbb{C} \setminus \{(-\infty, -1] \cup [1, \infty)\} \), we obtain

\[
\text{Re}\left( d_\pm(ik - \beta) - (c \pm \sqrt{1 + K})(ik - \beta) - \frac{\pm(ik - \beta)^3}{2\sqrt{1 + K}} \right) = \text{Re}\left( \sum_{n \geq 5, \ n \text{ is odd}} \partial_\mu^n d_\pm(\mu)|_{\mu=0}(ik - \beta)^n \right) =: \mathcal{R}_1,
\]

for all \( \mu = ik - \beta \) close to the origin. Since \( \partial_\mu^n d_\pm(0) \) is real-valued for all nonnegative integers \( n \), there exists a constant \( C_1 > 0 \), uniform in sufficiently small \( k, \beta, \epsilon \), such that for all \( 0 < \epsilon < \epsilon \)

\[
|\mathcal{R}_1| \leq C_1 \beta |ik - \beta|^4 = C_1(k^4 \beta + 2k^2 \beta^3 + \beta^5).
\]

For any fixed \( 0 < c_0 < \sqrt{2\sqrt{1 + K}} \), let \( \beta = c_0 \epsilon^{1/2} \). Then we may choose sufficiently small \( \epsilon_1(c_0) > 0 \) and \( \delta > 0 \) (independent of \( \epsilon \)) such that for all \( 0 < \epsilon < \epsilon_1 \) and \( |k| \leq \delta \), \( (4.9) \) holds and

\[
\text{Re } d_-(ik - \beta) = -\beta(c - \sqrt{1 + K}) + \frac{\beta^3}{2\sqrt{1 + K}} - \frac{3k^2 \beta}{2\sqrt{1 + K}} + \mathcal{R}_1 \\
= -\epsilon \beta \left( 1 - \frac{c_0^2}{2\sqrt{1 + K}} \right) - \frac{3k^2 \beta}{4\sqrt{1 + K}} + \mathcal{R}_1 \\
< -\frac{\epsilon \beta}{2} \left( 1 - \frac{c_0^2}{2\sqrt{1 + K}} \right) - \frac{3k^2 \beta}{4\sqrt{1 + K}} \\
< -\frac{\epsilon \beta}{2} \left( 1 - \frac{c_0^2}{2\sqrt{1 + K}} \right),
\]

where we have used \( (4.9) \) in the first inequality. Hence, for all \( 0 < \epsilon < \epsilon_1(c_0) \), we obtain that

\[
\sup_{|k| \leq \delta} \text{Re } d_-(ik - \beta) \leq -\frac{\epsilon \beta}{2} \left( 1 - \frac{c_0^2}{2\sqrt{1 + K}} \right).
\]

We fix \( \delta > 0 \). By the Taylor theorem and the chain rule, for all \( k \in \mathbb{R} \) and sufficiently small \( \beta > 0 \), we have that

\[
\text{Re } d_\pm(ik - \beta) = \text{Re } d_\pm(ik) + \partial_\beta \text{Re } d_\pm(ik - \beta)|_{\beta=0} \beta + \partial_\beta^2 \text{Re } d_\pm(ik - \beta)|_{\beta=\beta_k} \beta^2 \\
= \partial_k \omega_\pm(k) \beta + \partial_\mu^2 d_\pm(\mu)|_{\mu=ik-\beta_k} \beta^2
\]

for some \( \beta_k \in (0, \beta) \). From \( (4.1) \), we have that

\[
\left| \partial_\mu^2 d_\pm(\mu)|_{\mu=ik-\beta} \right| \leq C_2
\]

for some constant \( C_2 > 0 \) (independent of \( \epsilon \)). From \( (4.12) \) and \( (4.13) \), there exists \( \epsilon_2 > 0 \) such that for all \( 0 < \epsilon \leq \epsilon_2 \),

\[
\sup_{|k| \in [\delta, \infty)} \text{Re } d_-(ik - \beta) < \sup_{|k| \in [\delta, \infty)} \partial_k \omega_-(k) \beta + C_2 \beta^2 \\
< -C(\delta) \beta + C_2 \beta^2 \\
< -\frac{\epsilon \beta}{2} \left( 1 - \frac{c_0^2}{2\sqrt{V}} \right).
\]
where we have used (4.4) in the second inequality and \( \beta = c_0 \varepsilon^{1/2} \) in the last inequality. Combining (4.11) and (4.14), we obtain that for all sufficiently small \( \varepsilon > 0 \),

\[
(4.15) \quad \sup_{k \in \mathbb{R}} \Re d_\pm (ik - \beta) < -\frac{\varepsilon \beta}{2 \sqrt{V}} \left( 1 - \frac{c_0^2}{2\sqrt{V}} \right),
\]

where the bound for \( \Re d_+ \) easily follows from (4.12) and (4.13) using (4.3). Therefore, we have

\[
(4.16) \quad \{d_\pm (ik - \beta) : k \in \mathbb{R} \} \subset \mathbb{C} \setminus \Omega^\varepsilon = \{ \lambda \in \mathbb{C} : \Re \lambda < -\varepsilon^{3/2} \eta(c_0) \}
\]

and finish the proof of the first assertion.

To prove the second assertion, we let \( \mu = \mu' - \beta \) and consider the zeros of \( d_\pm (\mu' - \beta) \). By (4.16), any solutions \( \mu' \) of \( d_\pm (\mu' - \beta) = \lambda \) with \( \lambda \in \Omega^\varepsilon \) cannot lie in the imaginary axis. This implies that as long as \( \lambda \in \Omega^\varepsilon \), the number of zeros of \( d(\mu' - \beta) \) lying on the left (resp. right) half-plane does not change. Hence, it suffices to consider the point \( \lambda = 0 \in \Omega^\varepsilon \).

We choose \( \varepsilon_K' > 0 \) such that for all \( \varepsilon \in (0, \varepsilon_K'] \), (4.15) holds and the solutions of \( d_\pm (\mu' - \beta) = 0 \) can be labeled so that

\[
\mu_1' = \beta - \sqrt{\frac{c^2 - 1 - K}{c^2 - K}} < 0 < \mu_2' = \mu_3' = \beta < \mu_4' = \beta + \sqrt{\frac{c^2 - 1 - K}{c^2 - K}}
\]

(recall that \( \beta = c_0 \varepsilon^{1/2} \), \( 0 < c_0 < \sqrt{2V} \), and \( c = \sqrt{1 + K + \varepsilon} \)). Now we conclude that as long as \( \lambda \in \Omega^\varepsilon \), the zeros of \( d(\mu) \) can be labeled so that

\[
\Re \mu_1 + \beta < 0 < \Re \mu_j + \beta \quad (j = 2, 3, 4).
\]

This finishes the proof of the second assertion. \( \square \)

5. Estimates uniform in eigenvalue parameters

The first goal of this section is to prove Lemma 3.20 and Lemma 3.21 (the estimates of \( D(\lambda, \varepsilon) \) on the regions \( \mathcal{D}_2 \) and \( \mathcal{D}_4 \)), and these lemmas will be proved in subsection 5.2–5.3 respectively. The second goal is to show Proposition 1.2(iv), the uniform boundedness of the resolvent operator, which is a crucial ingredient for the asymptotic linear stability result. This will be covered in subsection 5.4.

As a preliminary step, we start with studying the asymptotic behaviors of characteristic roots for non-zero small \( |\lambda| \) and large \( |\lambda| \) in subsection 5.1.

5.1. Asymptotic behaviors of characteristic roots. By employing a perturbation argument, we investigate the behavior of the roots of the characteristic polynomial \( d(\mu) \) on the region \( \mathcal{D}_2 \), in which \( |\lambda| \) is small, but is non-zero.

**Proposition 5.1.** (1) There exists \( \delta_2' > 0 \) such that as long as \( (\lambda, \varepsilon, \delta) \) satisfies

\[
(5.1) \quad \varepsilon^{3/2} \delta^{-1} < |\lambda| < \delta, \quad 0 \leq \varepsilon \leq \varepsilon_K, \quad 0 < \delta \leq \delta_2',
\]

the solutions of \( d_-(\mu) = \lambda \) can be labeled so that they satisfy

\[
\mu_j = (-2\sqrt{1 + K} \lambda)^{1/3} \varepsilon^{2/3} \delta^{2j/3} (1 + O(\delta^{2/3})), \quad (j = 1, 2, 3),
\]

as \( \delta \to 0 \) uniformly in \( \varepsilon \).
(2) There exists \( \delta_2' > 0 \) such that as long as \((\lambda, \varepsilon, \delta)\) satisfies
\[
0 < |\lambda| < \delta, \quad 0 \leq \varepsilon \leq \varepsilon_K, \quad 0 < \delta \leq \delta_2',
\]
the solution of \( d_+ (\mu) = \lambda \) (say \( \mu_4 \)) satisfies
\[
\mu_4 = \frac{\lambda}{c + \sqrt{1 + K}} (1 + O(\delta^2))
\]
as \( \delta \to 0 \) uniformly in \( \varepsilon \).

Proof. By expanding \( d_- (\mu) \) around \( \mu = 0 \) and using that \( c = \sqrt{1 + K} + \varepsilon \), we see that
\[
d_-(\mu) = \lambda \text{ is equivalent to}
\]
(5.2)
\[
\mu^3 \frac{\varepsilon}{2\sqrt{1 + K}} + \lambda = \varepsilon \mu + \mu^5 R_-(\mu).
\]
Here, \( R_-(\mu) \) is analytic near \( \mu = 0 \) and independent of \( \varepsilon \), and it satisfies \( R_-(\mu) = O(1) \) as \( \mu \) tends to 0. We let \( \bar{\mu}_j = (-2\sqrt{1 + K} \lambda)^{1/3} e^{2\pi i j/3} \) for \( j = 1, 2, 3 \), and then plug the Ansatz
\[
\mu = \bar{\mu}_j (1 - R_j)^{1/3}
\]
into (5.2). Then we obtain
(5.3)
\[
R_j = \frac{\varepsilon \bar{\mu}_j}{\lambda} (1 - R_j)^{1/3} + \frac{\bar{\mu}_j^2 (1 - R_j)^{5/3}}{\lambda^3} R_-(\bar{\mu}_j (1 - R_j)^{1/3}).
\]
We observe that as long as \( \varepsilon^{3/2} \delta^{-1} < |\lambda| < \delta \),
(5.4a)
\[
\left| \frac{\varepsilon \bar{\mu}_j}{\lambda} \right| = (2\sqrt{1 + K})^{1/3} \varepsilon |\lambda|^{-2/3} \leq (2\sqrt{1 + K})^{1/3} \delta^{2/3},
\]
(5.4b)
\[
\left| \bar{\mu}_j^2 \right| \left| \lambda \right| = (2\sqrt{1 + K})^{5/3} |\lambda|^{2/3} \leq (2\sqrt{1 + K})^{5/3} \delta^{2/3},
\]
(5.4c)
\[
|\bar{\mu}_j| \leq (2\sqrt{1 + K})^{1/3} \delta^{1/3}.
\]
Hence, by a fixed point argument, there exists small \( \delta_2' > 0 \) such that the solution \( R_j \)
to (5.3) exists as long as (5.1) holds. Furthermore, \( R_j = O(\delta^{2/3}) \) as \( \delta \to 0 \) uniformly in \( \varepsilon \). This completes the proof of the first assertion.

We prove the second assertion. By expanding \( d_+ (\mu) \) around \( \mu = 0 \), we obtain that
(5.5)
\[
\lambda = \mu \left( (c + \sqrt{1 + K}) + \frac{\mu^2}{2\sqrt{1 + K}} + \mu^4 R_+ (\mu) \right) =: \mu \tilde{R}_+.
\]
Since \( \mu \) is small as long as \( |\lambda| < \delta \) for small \( \delta \), we see that \( \mu = O(\delta) \) as \( \delta \to 0 \) uniformly in \( \varepsilon \). By dividing (5.5) by \( \tilde{R}_+ \), we finish the proof.

Next we study the asymptotic behavior of the roots of characteristic polynomial \( d(\mu) \) for large \( |\lambda| \). The proof is based on a perturbation argument using Rouché’s theorem in a similar fashion as Lemma 1.20 of [11].

**Proposition 5.2.** The roots of the characteristic polynomial \( d(\mu) \) can be labelled so that they satisfy
\[
\mu_1 = -1 + O(|\lambda|^{-2}), \quad \mu_4 = 1 + O(|\lambda|^{-2}),
\]
\[
\mu_2 = \frac{c \lambda - \sqrt{K \lambda^2 - c^2 + K}}{c^2 - K} + O(|\lambda|^{-3}), \quad \mu_3 = \frac{c \lambda + \sqrt{K \lambda^2 - c^2 + K}}{c^2 - K} + O(|\lambda|^{-3}),
\]
as \( |\lambda| \to \infty \) uniformly in \( \varepsilon \in [0, \varepsilon_K] \).
Proof. We consider the decomposition \((e^2 - K)d(\mu) = \tilde{d}(\mu) + \tilde{d}_R(\mu)\), where
\[ \tilde{d}(\mu) = \tilde{d}(\mu, \lambda, \varepsilon) = (\mu^2 - 1)((\lambda - c\mu)^2 - K\mu^2 + 1) \quad \text{and} \quad \tilde{d}_R(\mu) = 1. \]
We note that \(\tilde{d}(\mu)\) has four simple zeros
\[ (5.7) \quad \bar{\mu}_1 = -1, \quad \bar{\mu}_4 = 1, \quad \bar{\mu}_2 = \frac{c\lambda - \sqrt{K\lambda^2 - c^2 + K}}{c^2 - K}, \quad \bar{\mu}_3 = \frac{c\lambda + \sqrt{K\lambda^2 - c^2 + K}}{c^2 - K} \]
for all \(\lambda\) with sufficiently large \(|\lambda|\) and \(\varepsilon \in [0, \varepsilon_3]\). Since the derivative of \(\tilde{d}(\mu)\) in \(\mu\) is
\[ \partial_\mu \tilde{d}(\mu) = 2\mu((\lambda - c\mu)^2 - K\mu^2 + 1) + 2(\mu^2 - 1)(-c\lambda + (c^2 - K)\mu), \]
we obtain that
\[ \partial_\mu \tilde{d}(\bar{\mu}_1) = -2((\lambda + c)^2 - K + 1), \quad \partial_\mu \tilde{d}(\bar{\mu}_4) = 2((\lambda - c)^2 - K + 1), \]
\[ \partial_\mu \tilde{d}(\bar{\mu}_2) = -2(\bar{\mu}_2^2 - 1)\sqrt{K\lambda^2 - c^2 + K}, \quad \partial_\mu \tilde{d}(\bar{\mu}_3) = 2(\bar{\mu}_3^2 - 1)\sqrt{K\lambda^2 - c^2 + K}. \]
Combined with (5.7), this implies that we may take some constant \(\rho_0 > 1\) (independent of \(\varepsilon\) and \(\lambda\)) and positive functions \(\rho_j(\lambda)\) (uniform in \(\varepsilon \in [0, \varepsilon_3]\)) such that the following hold:
\[ (5.9) \quad \rho_j(\lambda) = O(|\lambda|^{-2}) \quad \text{for} \quad j = 1, 4, \quad \rho_j(\lambda) = O(|\lambda|^{-3}) \quad \text{for} \quad j = 2, 3, \]
as \(|\lambda| \to \infty\) uniformly in \(\varepsilon \in [0, \varepsilon_3]\), and for \(j = 1, 2, 3, 4,\)
\[ (5.10) \quad \rho_j(\lambda) > \rho_0 \frac{1}{|\partial_\mu \tilde{d}(\bar{\mu}_j)|} \]
for all sufficiently large \(|\lambda|\).

By the Taylor theorem, we have that on each circle \(|\mu - \bar{\mu}_j| = \rho_j\),
\[ |\tilde{d}(\mu)| = |\partial_\mu \tilde{d}(\bar{\mu}_j)||\mu - \bar{\mu}_j||1 + O(|\mu - \bar{\mu}_j|)| \]
\[ = \rho_j|\partial_\mu \tilde{d}(\bar{\mu}_j)||1 + O(\rho_j)| \]
\[ > \rho_0|1 + O(\rho_j)| \]
\[ > 1 = |\tilde{d}_R(\mu)| \]
for all \(\lambda\) with sufficiently large \(|\lambda|\) and \(\varepsilon \in [0, \varepsilon_3]\), where we have used (5.10) in the first inequality, (5.9) and \(\rho_0 > 1\) in the second inequality. Now Rouche’s theorem implies that for \(j = 1, 2, 3, 4\), there is exactly one simple root \(\mu_j\) of \(\tilde{d}(\mu) + \tilde{d}_R(\mu)\) (equivalently, of \(d(\mu)\)) such that \(|\mu_j - \bar{\mu}_j| < \rho_j\), which finishes the proof combined with (5.7) and (5.9). \(\square\)

5.2. Estimates of the Evans function for non-zero small eigenvalue parameter.
In this subsection, we prove Lemma 3.20

(Statement of Lemma 3.20) There exist constants \(C_2, \delta_2, \varepsilon_2 > 0\) such that for all \(\varepsilon \in [0, \varepsilon_2]\) and \(\delta \in (0, \delta_2]\),
\[ \sup_{\lambda \in \mathcal{D}_2} |D(\lambda, \varepsilon) - 1| < C_2\delta^{1/3}. \]
Here \(\mathcal{D}_2 = \Omega^\varepsilon \cap \{\lambda : \varepsilon^{3/2}\delta^{-1} < |\lambda| < \delta\}\), and \(C_2\) is independent of \(\varepsilon\) and \(\delta\).

We use the following lemma:
Lemma 5.3. Assume that the coefficient matrix of the system \((3.1)\) satisfies the hypotheses \(H1-H4\), and that \(A^\infty(\lambda, \varepsilon)\) is diagonalizable. For the left eigenvector \(w_j\) and the right eigenvector \(v_j\) associated with the eigenvalue \(\mu_j\) of \(A^\infty\) satisfying \(w_jv_j = 1\), \((j = 1, 2, 3, 4)\), let \(V\) and \(W\) be the matrices whose \(j\)-th column is \(v_j\) and \(j\)-th row is \(w_j\), respectively. Let \(R := A(x, \lambda, \varepsilon) - A^\infty(\lambda, \varepsilon)\). Then, there exist positive constants \(\delta_0 \in (0, 1)\) and \(C_0\) such that if \(\int_{-\infty}^{\infty} |WRV| \, dx \leq \delta_0\), we have

\[
|D(\lambda, \varepsilon) - 1| \leq C_0 \int_{-\infty}^{\infty} |WRV| \, dx.
\]

We omit the proof of Lemma 5.3 since it can be easily shown following the proofs of Lemma 10.1 and Corollary 10.2 of [43] (or the proofs of Proposition 1.17 and Corollary 1.18 of [41]). Instead, we will present a variation of the proof of Lemma 5.3 in the next subsection.

Proof of Lemma 3.20. We note that Proposition 5.1 implies in particular that \(\mu_j(\lambda, \varepsilon)\) are all distinct for \(\lambda \in \mathbb{D}_2\). Hence the matrix \(A^\infty(\lambda, \varepsilon)\) is diagonalizable. For \(v_j\) and \(w_j\), given in \((3.20)\) and \((3.21)\), we let \(V\) and \(W\) be the matrices whose \(j\)-th column is \(v_j\) and \(j\)-th row is \(w_j\), respectively, where \(j = 1, 2, 3, 4\). We let \(R = A(x, \lambda, \varepsilon) - A^\infty(\lambda, \varepsilon)\) (see \((3.14)\) and \((3.17)\)). We may apply Lemma 5.3 provided that the desired estimate for \(\int \! WRV \, dx\) holds true.

Let \(R_{jk}\) be the \((j,k)\)-entry of the matrix \(R\). Using \((2.13)\), it is straightforward to check that

\[
|R_{jk}| \leq C\varepsilon e^{-C\varepsilon^{1/2}|x|}E_{jk}, \quad (j, k = 1, 2, 3, 4),
\]

where \(C\) is some positive constant uniform in \(\varepsilon\), and \(E_{jk}\) is the \((j,k)\)-entry of the matrix

\[
E := \begin{pmatrix} e^{1/2} + |\lambda| & e^{1/2} + |\lambda| & 0 & 1 \\ e^{1/2} + |\lambda| & e^{1/2} + |\lambda| & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{pmatrix}.
\]

Let \(v_{jl}\) and \(w_{jl}\) be the \(l\)-th component of \(v_j\) and \(w_j\), respectively. Then, the \((j,k)\)-entry of the matrix \(WRV\) is given by

\[
(WRV)_{jk} = \sum_{l=1,2} w_{jl}(R_{l1}v_{k1} + R_{l2}v_{k2} + R_{l4}v_{k4}) + w_{j4}R_{43}v_{k3}, \quad (j, k = 1, 2, 3, 4).
\]

Combining \((5.11)\)–\((5.13)\), one can obtain from \((3.20)\) and \((3.21)\) that

\[
|(WRV)_{jk}| \leq C\varepsilon e^{-C\varepsilon^{1/2}|x|}G_{jk}, \quad (j, k = 1, 2, 3, 4),
\]

where

\[
G_{jk} := \left(\frac{1}{\pi_j v_j} \right) \left(1 + \frac{|\mu_j - \lambda|}{|\mu_j|} + \frac{|mu_j|}{|1 - \mu_j|} \right) \left(|\varepsilon| + 1 \right) \frac{|\lambda|}{|\mu_j|} + |\varepsilon^2 - K| \right) \frac{1}{1 - \mu_j} + \frac{|\mu_j|}{|1 - \mu_j|}.
\]

Since

\[
e^{1/2} \int_{-\infty}^{\infty} e^{-C\varepsilon^{1/2}|x|} \, dx = \frac{2}{C} \quad \text{for any } \varepsilon > 0,
\]
it is enough to show that there are positive constants $C'_2$, $\varepsilon_2$ and $\delta_2$ such that for all $\varepsilon \in (0, \varepsilon_2]$ and $\delta \in (0, \delta_2]$, there holds that as long as $\lambda \in \mathcal{D}_2$,

$$\varepsilon^{1/2} G_{jk} \leq C'_2 \delta^{1/3}, \quad (j, k = 1, 2, 3, 4),$$

where $C'_2$ is uniform in $\delta$, $\varepsilon$, and $\lambda$. Then Lemma 3.20 will follow from (5.14), (5.16) and (5.17), together with Lemma 5.3.

It is clear that as long as $\lambda \in \mathcal{D}_2 = \Omega^\varepsilon \cap \{ \lambda : \varepsilon^{3/2} \delta^{-1} < |\lambda| < \delta \}$, the following holds:

$$\varepsilon^{1/2} < |\lambda|^{1/3} \delta^{1/3},$$

(5.18a)

$$|\lambda| < \delta,$$

(5.18b)

From Proposition 5.1 we have

$$|\mu_j| = (2V|\lambda|)^{1/3} (1 + o(1)), \quad \mu_4 = \lambda \left( \frac{1}{\varepsilon + \sqrt{V}} + o(1) \right),$$

(5.19a)

$$|1 - \mu_j^2| = 1 + o(1), \quad |1 - \mu_4^2| = 1 + o(1),$$

(5.19b)

$$\left| \frac{c \mu_j - \lambda}{|\mu_j|} \right| = c (1 + o(1)), \quad \left| \frac{c \mu_4 - \lambda}{|\mu_4|} \right| = V + o(1),$$

(5.19c)

as $\delta \to 0$ uniformly in $\varepsilon$. Applying (5.18a) and (5.19), we obtain that for all $j, k = 1, 2, 3, 4$,

$$G_{jk} \leq \frac{C |\lambda|^{1/3} (1 + o(1))}{|\pi_j \pi_j'|}$$

(5.20)

To estimate $|\pi_j \pi_j'|^{-1}$, we recall that (see (3.21b))

$$\pi_j \pi_j' = \frac{\lambda^2 (1 - \mu_j^2)}{\mu_j^2} - (c^2 - K)(1 - \mu_j^2)+ \frac{1 + \mu_j^2}{1 - \mu_j^2}, \quad (j = 1, 2, 3, 4).$$

Using (5.19a) for $j = 4$, it is easy to check that

$$\pi_4 \pi_4' = 2V^2 + 2cV + o(1)$$

as $\delta \to 0$ uniformly in $\varepsilon$.

On the other hand, estimating $|\pi_j \pi_j'|^{-1}$ for $j = 1, 2, 3$ is not so trivial. We first observe that

$$\pi_j \pi_j' = \frac{\mu_j^2}{1 - \mu_j^2} \left( \frac{\lambda^2 (1 - \mu_j^2)^2}{\mu_j^2} - (c^2 - K)(1 - \mu_j^2)^2 \frac{1 + \mu_j^2}{1 - \mu_j^2} + 1 \right)$$

(5.21)

$$= \frac{\mu_j^2}{1 - \mu_j^2} \left( \frac{\lambda^2 (1 - \mu_j^2)^2}{\mu_j^2} - \frac{1}{\mu_j^2} \left[ c^2 - K - 1 + 2(c^2 - K)\mu_j^2 + (c^2 - K)\mu_j^4 \right] + 1 \right)$$

(5.22)

$$= \frac{\mu_j^2}{1 - \mu_j^2} \left( \frac{\lambda^2 (1 - \mu_j^2)^2}{\mu_j^2} - \frac{1}{\mu_j^2} \left[ 2\varepsilon \sqrt{1 + K} + \varepsilon^2 - 2(c^2 - K)\mu_j^2 + (c^2 - K)\mu_j^4 \right] + 1 \right),$$

where we have used $c = \sqrt{1 + K} + \varepsilon$ in the last equality. From (5.18a) and (5.19a), we see that for $j = 1, 2, 3$,

$$\frac{\varepsilon}{|\mu_j^2|} < \left| \frac{\lambda^2 (1 - \mu_j^2)^2}{|\mu_j^2|} \right| = \frac{\delta^2}{|\mu_j^2|} = \frac{\delta^{2/3}}{|\mu_j^2|} = \frac{\delta^{2/3}}{(2V)^{2/3}(1 + o(1))} = o(1) \quad \text{as } \delta \to 0 \text{ uniformly in } \varepsilon.$$

(5.23)

Applying (5.19) and (5.23), we obtain from (5.22) that for $j = 1, 2, 3$,

$$|\pi_j \pi_j'| = (2(c^2 - K) + 1)(2V|\lambda|)^{2/3} (1 + o(1))$$

as $\delta \to 0$ uniformly in $\varepsilon$. 

(5.24)
Now combining (5.20) and (5.21), and using (5.18b), we have that for $k = 1, 2, 3, 4,$

$$
\varepsilon^{1/2} G_{jk} \leq \varepsilon^{1/2} \frac{C\delta^{1/3}(1 + o(1))}{2V^2 + 2\varepsilon V + o(1)} \quad \text{as } \delta \to 0 \text{ uniformly in } \varepsilon.
$$

Combining (5.20), (5.24), and using (5.18a), we have that for $j = 1, 2, 3, 4,$ and $k = 1, 2, 3, 4,$

$$
\varepsilon^{1/2} G_{jk} \leq \frac{C\delta^{1/3}(1 + o(1))}{(2(c^2 - K) + 1)(2V\lambda)^{2/3}(1 + o(1))}
$$

$$
\leq \frac{C\delta^{1/3}(1 + o(1))}{(2(c^2 - K) + 1)(2V\lambda)^{2/3}(1 + o(1))} \quad \text{as } \delta \to 0 \text{ uniformly in } \varepsilon.
$$

From (5.25) and (5.26), we may choose sufficiently small $\delta_2$ and $\varepsilon_2$ such that (5.17) holds for some positive constant $C_2$, which is uniform in $\varepsilon$, $\delta$, and $\lambda$. This finishes the proof.

5.3. Estimates of the Evans function for large eigenvalue parameter. The goal of this subsection is to prove Lemma 3.21.

*(Statement of Lemma 3.21)* There exist constants $C_4, \delta_4, \varepsilon_4 > 0$ such that for all $\varepsilon \in [0, \varepsilon_4]$ and $\delta \in (0, \delta_4]$,

$$
\sup_{\lambda \in \mathcal{D}_4} |D(\lambda, \varepsilon) - 1| < C_4 \varepsilon^{1/2}.
$$

Here $\mathcal{D}_4 = \Omega^\varepsilon \cap \{\lambda : \delta^{-1} < |\lambda|\}$, and $C_4$ is independent of $\varepsilon$ and $\delta$.

From Proposition 5.2, we have

for $j = 1, 4$,

$$
\mu_j = (-1)^j + O(|\lambda|^{-2}),
$$

$$
\mu_j = \frac{\lambda}{\varepsilon + (1 - 1/\sqrt{n})} \left(1 + O(|\lambda|^{-2})\right),
$$

$$
\frac{\mu_j - \lambda}{\mu_j} = (-1)^{j+1} \lambda \left(1 + O(|\lambda|^{-1})\right),
$$

$$
\frac{\mu_j - \lambda}{\mu_j} = (-1)^j \lambda \left(1 + O(|\lambda|^{-1})\right),
$$

$$
1 - \mu_j^2 = \lambda^{-2} \left(1 + O(|\lambda|^{-1})\right),
$$

$$
1 - \mu_j^2 = \left(1 + O(|\lambda|^{-1})\right),
$$

$$
\pi_j \nu_j = 2\lambda^2 \left(1 + O(|\lambda|^{-1})\right),
$$

$$
\pi_j \nu_j = -\lambda^2 \left(1 + O(|\lambda|^{-1})\right),
$$

as $|\lambda| \to \infty$ uniformly in $\varepsilon$. Here to obtain (5.27c) for $j = 1, 4$, we have used that $d(\mu_j) = 0$, that is,

$$
\frac{1}{1 - \mu_j^2} = \frac{(-1)^j \mu_j}{\mu_j^2}
$$

rather than use (5.27a) directly.

Although it is true from (5.27a) that $\mu_j$ are all distinct as long as $\lambda \in \mathcal{D}_4$ for all sufficiently small $\delta > 0$ and $\varepsilon > 0$, Lemma 5.3 cannot be directly applied as the previous analysis on the domain $\mathcal{D}_2$. Indeed, by applying (5.27) to (5.15), we have for large $|\lambda|$,

$$
|G_{jk}| \leq C, \quad (j = 1, 4, k = 1, 4),
$$

$$
|G_{jk}| \leq C|\lambda|^{-2}, \quad (j = 1, 4, k = 2, 3),
$$

$$
|G_{jk}| \leq C|\lambda|, \quad (j = 2, 3, k = 2, 3),
$$

$$
|G_{jk}| \leq C|\lambda|^2, \quad (j = 2, 3, k = 1, 4).
$$

Hence, we need a more delicate approach to prove Lemma 3.21. We remark that the linear growth bound of $G_{jk}$ for $j = 2, 3, k = 2, 3$ is due to $\lambda$, the coefficient of $A_2$ (see (3.14)). The main contribution of the bounds for $(j = 1, 4, k = 2, 3)$ and $(j = 2, 3, k = 1, 4)$ comes
from the term $|1 - \mu_j^2|^{-1}$ (see (5.15) and (5.27c)). These terms arise due to the transport term and the Poisson equation of the linearized Euler-Poisson system. Taking these into account, we will consider a suitable compensating factor so that the uniform bounds corresponding to the cases of $(j = 1, 4, k = 2, 3)$ and $(j = 2, 3, k = 1, 4)$ are obtained, and at the same time, the term which leads the linear growth in $|\lambda|$ can be controlled.

We first present some preliminary steps, and then finish the proof of Lemma 3.21 by employing a variation of the proof of Lemma 5.3 as promised in the last subsection.

Step 1: Decomposition and compensating factor. We write

$$A(x, \lambda, \epsilon) - A^\infty(\lambda, \epsilon) = \lambda R^{(1)}(x, \epsilon) + R^{(2)}(x, \epsilon),$$

where (see (3.14))

$$R^{(1)} = R^{(1)}(x, \epsilon) := A_2(x, \epsilon) - \lim_{|x| \to \infty} A_2(x, \epsilon),
R^{(2)} = R^{(2)}(x, \epsilon) := A_1(x, \epsilon) - \lim_{|x| \to \infty} A_1(x, \epsilon).$$

Then using (2.13), we see that the $(j,k)$-entry of $R^{(2)}$ satisfies

$$|R^{(2)}_{jk}| \leq C\epsilon e^{-C\epsilon^{1/2}|x|} E^{(2)}_{jk},$$

where $E^{(2)}_{jk}$ is the $(j,k)$-entry of $E^{(2)}$ defined by (compare (5.31) with (5.12))

$$(5.31) E^{(2)} := \begin{pmatrix} \epsilon^{1/2} & \epsilon^{1/2} & 0 & 1 \\ \epsilon^{1/2} & \epsilon^{1/2} & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{pmatrix}.$$

We define the factor

$$(5.32) m_j = m_j(\lambda, \epsilon) := (c + (-1)^j\sqrt{K})|1 - \mu_j^2|^{1/2}, \quad (j = 1, 2, 3, 4).$$

Using (5.27c), it is straightforward to check that

$$(5.33a) \frac{m_k}{m_j} = O(1), \quad (j,k = 1, 4), \quad \frac{m_k}{m_j} = O(|\lambda|^2), \quad (j = 1, 4, k = 2, 3),$$

$$(5.33b) \frac{m_k}{m_j} = 1 + O(|\lambda|^{-1}), \quad (j,k = 2, 3), \quad \frac{m_k}{m_j} = O(|\lambda|^{-2}), \quad (j = 2, 3, k = 1, 4),$$

as $|\lambda| \to \infty$ uniformly in $\epsilon$. We note that the leading order term of $m_k/m_j$ for $(j = 2, 3, k = 2, 3)$ is $1^3$.

For $V$ and $W$, the matrices whose $j$-th column is $v_j$ and $j$-th row is $w_j$, respectively, we define the matrices $\tilde{V}$ and $\tilde{W}$ as follows:

$$(5.34) \tilde{V} := V \text{diag}(m_1, m_2, m_3, m_4), \quad \tilde{W} := \text{diag}(m_1, m_2, m_3, m_4)^{-1}W.$$

It is clear that

$$(5.35) \tilde{W} \tilde{V} = I, \quad \tilde{W} A^\infty \tilde{V} = \text{diag}(\mu_1, \mu_2, \mu_3, \mu_4),$$

3This is why $(c + (-1)^j\sqrt{K})$ is considered in (5.32). Its purpose is to obtain the decomposition (5.41), where the matrix $S_1$ is symmetric.
respectively. From (5.34), the \((j,k)\)-entry of the matrix \(\tilde{W} R(2) \tilde{V}\) is given by

\[
(\tilde{W} R^{(2)} \tilde{V})_{jk} = \frac{m_k}{m_j} \left( \sum_{l=1}^{2} w_{jl} \left( R_{l1}^{(2)} v_{k1} + R_{l2}^{(2)} v_{k2} + R_{l4}^{(2)} v_{k4} \right) + w_{j4} R_{l4}^{(2)} v_{k3} \right).
\]

Using (5.27) and (5.33), it is straightforward to check that

\[
| (\tilde{W} R^{(2)} \tilde{V})_{jk} | \leq C \varepsilon e^{-C \varepsilon^{1/2}|x|} G_{jk}^{(2)},
\]

where \(G_{jk}^{(2)}\) is uniform in \(\varepsilon\) and \(|\lambda| \geq \delta^{-1}\) for sufficiently small \(\delta\). From (5.37) and (5.38), we obtain the bound

\[
|\tilde{W} R^{(2)}(x) \tilde{V}| \leq C \varepsilon e^{-C \varepsilon^{1/2}|x|},
\]

where the constant \(C\) is uniform in \(\varepsilon\) and \(|\lambda| \geq \delta^{-1}\) for sufficiently small \(\delta\).

**Step 3: Estimate of \(\lambda \tilde{W} R^{(1)} \tilde{V}\).** The \((j,k)\)-entry of the matrix \(\lambda \tilde{W} R^{(1)} \tilde{V}\) is given by

\[
(\lambda \tilde{W} R^{(1)} \tilde{V})_{jk} = \frac{m_k}{m_j} \left( \sum_{l=1}^{2} \lambda w_{jl} \left[ R_{l1}^{(1)} v_{k1} + R_{l2}^{(1)} v_{k2} \right] \right)
\]

\[
= \frac{m_k}{m_j} \frac{\lambda}{\pi_j v_j} \left( 1 - \frac{\mu_j^2}{\mu_j} \right) \times \left[ (c \lambda - \mu_j (c^2 - K)) \left( R_{l1}^{(1)} + \frac{c \mu_j - \lambda}{\mu_j} R_{l2}^{(1)} \right) - \lambda \left( R_{l1}^{(1)} + \frac{c \mu_j - \lambda}{\mu_j} R_{l2}^{(1)} \right) \right],
\]

where \(R_{jk}^{(1)}\) is the \((j,k)\)-entry of \(R^{(1)}\). On the other hand, we have from (5.27) that

\[
\lambda^{(1-\mu_j^2)} = O(|\lambda|^{-3}) , \quad \lambda^{(1-\mu_j^2)} = \frac{1}{2(1-\sqrt{K})} (1 + O(|\lambda|^{-1})),
\]

\[
c \lambda - \mu_j (c^2 - K) = O(|\lambda|), \quad c \lambda - \mu_j (c^2 - K) = (-1)^j \sqrt{K} \lambda (1 + O(|\lambda|^{-1})).
\]

Using (5.27c), (5.33) and (5.40), a direct calculation yields a decomposition

\[
\lambda \tilde{W} R^{(1)} \tilde{V} = \frac{\lambda}{2 \sqrt{K}} S_1 + \tilde{R}^{(1)},
\]
Proof of Lemma 3.21. From (5.35), (5.36), and (5.41), we have

\[ \varepsilon (\text{see Appendix 9.4}). \]

Now we are ready to prove Lemma 3.21. The symmetric matrix

\[ S(\text{5.44}) \]

Proposition 3.1 by considering the asymptotic behavior of

\[ y(\text{5.46}). \]

In Lemma 5.5, we will show that

\[ |(\text{5.45}) \]

satisfying \( \lim_{x \to +\infty} y(x) = 0 \) from the definition of \( \tilde{W} \) and (3.2).

We let

\[ \tilde{e}_1 := (m_1^{-1}, 0, 0, 0)^T, \quad \tilde{e}_1^* := (m_1, 0, 0, 0). \]

Changing variables \( \tilde{y}(x) = e^{-\mu_1 x} \tilde{W} y(x) - \tilde{e}_1 \), we have

\[ \frac{d\tilde{y}}{dx} = \tilde{B}(x; \tilde{y}) + \tilde{F}(x; (\tilde{e}_1 + \tilde{y})). \]

With a particular choice of \( y^+ \), we know that \( \tilde{y}^+(x) := e^{-\mu_1 x} \tilde{W} y^+(x) - \tilde{e}_1 \) is a solution of

\[ (5.46) \]

satisfying \( \lim_{x \to +\infty} \tilde{y}^+(x) = 0 \) from the definition of \( \tilde{W} \) and (3.2).

Let \( \Xi(x; s) \) be the fundamental matrix of the ODE system with the coefficient matrix (5.44). In Lemma 5.5, we will show that \( |\Xi(x; s)| \leq 1 \) for \( x \leq s \). Using this fact and (5.45), one may apply an iteration argument to show that there is a solution \( \tilde{y}^+_s \) of (5.46) satisfying

\[ \lim_{x \to +\infty} \tilde{y}^+_s(x) = 0 \] as a fixed point of the bounded linear operator \( \tilde{T} \) on \( C_b([0, \infty)) \) defined by

\[ (\tilde{T} \tilde{y})(x) := -\int_x^\infty \Xi(x; s) [\tilde{F}(s)(\tilde{e}_1 + \tilde{y}(s))] \, ds. \]

Since \( \tilde{y}^+_s \) and \( \tilde{y}^+ \) tend to 0 as \( x \to +\infty \), we have \( \tilde{y}^+_s = \tilde{y}^+ \). To see this, one may directly use Proposition 3.1 by considering the asymptotic behavior of \( y^+_s \) and \( y^+ \) as \( x \to +\infty \), where

\[ y^+_s, \text{ defined by } \tilde{y}^+_s = e^{-\mu_1 x} \tilde{W} y^+_s - \tilde{e}_1, \] is a solution of the ODE (3.1). Indeed, we have

where \( S_1 = S_1(x, \varepsilon) \) is a symmetric matrix defined by

\[ S_1 := \begin{pmatrix} 0 & 2\sqrt{KR_{11}^{(1)} - KR_{12}^{(1)} - R_{21}^{(1)}} & 0 \\ 2\sqrt{KR_{12}^{(1)} - R_{21}^{(1)}} & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \]

and \( \tilde{R}^{(1)} \) is a matrix whose the \((j,k)\)-entry satisfies

\[ |(\tilde{R}^{(1)})_{jk}| \leq C\varepsilon e^{-C\varepsilon^{1/2}|x|}, \]

where the constant \( C > 0 \) is uniform in small \( \varepsilon > 0 \) and \( |\lambda| \geq \delta^{-1} \) for sufficiently small \( \delta \). The symmetric matrix \( S_1 \) is positive semi-definite (or non-negative) for all sufficiently small \( \varepsilon \) (see Appendix 9.4). Now we are ready to prove Lemma 3.21.

**Proof of Lemma 3.21.** From (5.35), (5.36), and (5.41), we have

\[ \tilde{W}(A - \mu_1 I)\tilde{V} = \tilde{W}(A^\infty - \mu_1 I)\tilde{V} + \tilde{W}(A - A^\infty)\tilde{V} = \tilde{B} + \tilde{F}, \]

where \( \tilde{F}(x, \lambda, \varepsilon) := \tilde{R}^{(1)} + \tilde{W}R^{(2)}\tilde{V} \) and

\[ \tilde{B}(x, \lambda, \varepsilon) := \text{diag}(0, \mu_2 - \mu_1, \mu_3 - \mu_1, \mu_4 - \mu_1) + \frac{\lambda}{2\sqrt{K}} S_1. \]

Using (5.39) and (5.43), we see that

\[ \int_{-\infty}^\infty |\tilde{F}(x, \lambda, \varepsilon)| \, dx \leq C\varepsilon^{1/2}, \]

where the constant \( C \) is uniform in \( \varepsilon \) and \( |\lambda| \geq \delta^{-1} \).

We let

\[ \tilde{e}_1 := (m_1^{-1}, 0, 0, 0)^T, \quad \tilde{e}_1^* := (m_1, 0, 0, 0). \]

Changing variables \( \tilde{y}(x) = e^{-\mu_1 x} \tilde{W} y(x) - \tilde{e}_1 \), we have

\[ \frac{d\tilde{y}}{dx} = \tilde{B}(x; \tilde{y}) + \tilde{F}(x; (\tilde{e}_1 + \tilde{y})). \]

With a particular choice of \( y^+ \), we know that \( \tilde{y}^+(x) := e^{-\mu_1 x} \tilde{W} y^+(x) - \tilde{e}_1 \) is a solution of

\[ (5.46) \]
Proposition 5.4. The following proposition is its restatement.

Uniform Resolvent estimates.

This finishes the proof. □

5.4. Uniform Resolvent estimates. We aim to prove the uniform boundedness of the resolvent operator, Proposition 1.2.(iv). The following proposition is its restatement.

Proposition 5.4. Consider the operator \( \mathcal{L} : (L^2_\beta)^2 \to (L^2_\beta)^2 \) with dense domain \((H^1_\beta)^2\). For any fixed \( c_0 \in (0, \sqrt{2\sqrt{1+K/3}}) \), let \( \beta = c_0 \varepsilon^{1/2} \). Then there exists \( \varepsilon_0 > 0 \) such that for each \( \varepsilon \in (0, \varepsilon_0] \), the resolvent operator \((\lambda - \mathcal{L})^{-1}\) is uniformly bounded on \( \text{Re} \lambda \geq 0 \), outside any small neighborhood of the origin.

Proof. It is enough to show that
\[
\sup_{\lambda \in \mathcal{D}_4, \text{Re} \lambda \geq 0} \|(\lambda - \mathcal{L})^{-1}\|_{(L^2_\beta)^2} \leq M
\]
for each small \( \varepsilon \) since the resolvent operator is analytic in \( \lambda \) on the resolvent set. (Recall that \( \Omega^\varepsilon \setminus \{0\} \) is a subset of the resolvent set. See Proposition 3.10.)

For given \( e^{\beta x}(f_1, f_2)^T \in (L^2)^2 \), we consider the solution \( y^\beta = e^{\beta x} (\dot{u}, \ddot{u}^x, \ddot{v}, \dddot{v})^T \) to the inhomogeneous ODE system
\[
(\partial_x - \beta)y^\beta = A(x, \lambda, \varepsilon)y^\beta + \text{diag}(L^{-1}, 1, 1)f^\beta, \quad f^\beta := e^{\beta x}(f_1, f_2, 0, 0)^T
\]
on the region \( \mathcal{D}_4 \cap \{ \lambda : \text{Re} \lambda \geq 0 \} \). Indeed, the solution \( y^\beta \in (L^2)^2 \) exists. First of all, we see that
\[
P(\lambda, \varepsilon) := \frac{1}{D(\lambda, \varepsilon)}y^+(x, \lambda, \varepsilon)z^-(x, \lambda, \varepsilon)|_{x=0}
\]
is the projection onto the space of initial conditions at \( x = 0 \) of solutions to the system \((3.1)\) satisfying \( O(e^{\mu_1 x}) \) as \( x \to +\infty \). The range of the complementary projection \( I - P \) is the space of initial conditions at \( x = 0 \) of solutions to \((3.1)\) satisfying \( O(e^{(\mu_1 - \theta)x}) \) as \( x \to -\infty \).

We let \( \Phi(x) = \Phi(x, \lambda, \varepsilon) \) be the fundamental matrix solution of \((3.1)\) satisfying \( \Phi(0) = I \).

Then the Green function \( G^\beta(x, x') = G^\beta(x, x', \lambda, \varepsilon) \) of the system \((5.47)\) with \( f^\beta = 0 \) is given by
\[
G^\beta(x, x') = \begin{cases} e^{\beta(x-x')}(x-x') \Phi(x)P \Phi(x')^{-1} & x > x', \\ -e^{\beta(x-x')}\Phi(x)(I-P)\Phi(x')^{-1} & x' > x, \end{cases}
\]

It is easy to check that \( G^\beta \) satisfies
\[
(\partial_x - \beta)G^\beta = A(x, \lambda, \varepsilon)G^\beta \quad \text{for } x \neq x', \quad G^\beta(x' + 0, x') - G^\beta(x' - 0, x') = I.
\]
Our goal is to show that there is a constant $M' > 0$, independent of $\lambda \in \mathcal{D}_4 \cap \{\lambda : \text{Re}\lambda \geq 0\}$, such that for $j, k = 1, 2$,

\begin{equation}
\sup_{x \in \mathbb{R}} \int_{-\infty}^{\infty} |(G^\beta)_{jk}(x, x')| \, dx' + \sup_{x' \in \mathbb{R}} \int_{-\infty}^{\infty} |(G^\beta)_{jk}(x, x')| \, dx < M'.
\end{equation}

Then, by the generalized Young’s inequality, we obtain the desired uniform (in $\lambda$) bound

$$
\|(\hat{n}, \hat{u})^T\|_{(L^2_{\beta})^2} = \|e^{\beta x}(\hat{n}, \hat{u})^T\|_{(L^2)_{\beta}} \leq 4M'\|e^{\beta x}L^{-1}(f_1, f_2)^T\|_{(L^2)^2} \leq M\|(f_1, f_2)^T\|_{(L^2_{\beta})^2}.
$$

**Step 1:** To make the situation simpler, we first consider some diagonalization. We let $y_\beta := \tilde{V}^{-1}y_\beta$, where $\tilde{V}$ is defined in (5.34). Then the system (5.47) with $f_\beta = 0$ becomes

\begin{equation}
\partial_s y_\beta = \text{diag}(\beta + \mu_4) y_\beta + \tilde{W}(A - A^\infty)\tilde{V} y_\beta.
\end{equation}

The Green function $\tilde{G}^\beta(x, x')$ of (5.49) is then given by

\begin{equation}
\tilde{G}^\beta(x, x') = \tilde{W}G^\beta(x, x')\tilde{V}
\end{equation}

(5.50)

\[
\begin{cases}
\tilde{\Phi}^\beta(x)P^\beta(\tilde{\Phi}^\beta)^{-1}(x') & \text{if } x > x',

\tilde{\Phi}^\beta(x)(I - P^\beta)(\tilde{\Phi}^\beta)^{-1}(x') & \text{if } x' > x,
\end{cases}
\]

where $\tilde{\Phi}^\beta(x) := \tilde{W}e^{\beta x}\Phi(x)\tilde{V}$ is the fundamental solution of (5.49) with $\tilde{\Phi}^\beta(0) = I$ and $P^\beta := \tilde{W}P\tilde{V} = (P^\beta)^2$ is a projection.

On the other hand, one may check that by term by term computation using (5.27) and (5.33),

$$
|\langle\tilde{V}\rangle_{jl}|\langle\tilde{W}\rangle_{mk} \leq C \quad \text{for } j, k = 1, 2 \text{ and } l, m = 1, 2, 3, 4
$$

uniformly in $\lambda \in \mathcal{D}_4$. Hence, for $j, k = 1, 2$, we obtain that

\begin{equation}
|(G^\beta)_{jk}| = |\langle\tilde{V}\tilde{G}^\beta\tilde{W}\rangle_{jk}| \leq 64C \sum_{l, m = 1, 2, 3, 4} |\langle\tilde{G}^\beta\rangle_{lm}|.
\end{equation}

In the next step, we show that there exists constants $\varepsilon_0, C_0, \alpha_0 > 0$, independent of $\lambda$, such that for all $(\varepsilon, \lambda) \in (0, \varepsilon_0] \times \mathcal{D}_4$ with $\text{Re}\lambda \geq 0$, there holds that

\begin{align}
|\tilde{\Phi}^\beta(x)P^\beta(\tilde{\Phi}^\beta)^{-1}(x')| & \leq C_0e^{-\alpha_0(x-x')}, \quad x > x', \\
|\tilde{\Phi}^\beta(x)(I - P^\beta)(\tilde{\Phi}^\beta)^{-1}(x')| & \leq C_0e^{-\alpha_0(x'-x)}, \quad x' > x.
\end{align}

Then (5.48) will follow from (5.50)–(5.52).

**Step 2:** We recall that from (5.36) and (5.41),

$$
\tilde{W}(A - A^\infty)\tilde{V} = \frac{\lambda}{2\sqrt{K}}S_1 + \tilde{R}^{(1)} + \tilde{W}R^{(2)}\tilde{V}.
$$

Here, from (5.39) and (5.43), there holds that

\begin{equation}
|\tilde{R}^{(1)} + \tilde{W}R^{(2)}\tilde{V}| \leq C\varepsilon e^{-C\varepsilon^{1/2}|x|}
\end{equation}

uniformly in $\lambda \in \mathcal{D}_4$.

Now we consider the simpler equation

\begin{equation}
\frac{da}{dx} = \text{diag}(\mu_1 + \beta, \mu_2 + \beta, \mu_3 + \beta, \mu_4 + \beta)a + \frac{\lambda}{2\sqrt{K}}S_1a
\end{equation}
and show that (5.54) has an exponential dichotomy on $\mathbb{R}$ with some uniform constants. Then, together with the estimate (5.53), the roughness of exponential dichotomies (Proposition 1, Chapter 4 of [7]) implies that the system (5.49) has an exponential dichotomy (5.52) on $\mathbb{R}$ with some uniform constants $C_0$ and $\alpha_0$ for all sufficiently small $\varepsilon > 0$. We remark that the projection of the exponential dichotomy (5.52) on $\mathbb{R}$ is unique (see the last paragraph of p.19, [7]).

Let $\Theta(x)$ be the fundamental solution of (5.54) satisfying $\Theta(0) = I$. Let $P_1 := e_1 e_1^T$, where $e_1 := (1, 0, 0)^T$. Then, the Green function of (5.54) is given by

$$
\tilde{G}(x, x') := \begin{cases} 
\Theta(x) P_1 \Theta^{-1}(x') & \text{for } x > x', \\
-\Theta(x)(I - P_1) \Theta^{-1}(x') & \text{for } x' > x,
\end{cases}
$$

(5.55)

$$
= \begin{cases} 
diag(e^{(\Re \mu_1 + \beta)(x-x')}, 0, 0, 0) & \text{for } x > x', \\
\text{diag}(0, \tilde{\Theta}(x) \tilde{\Theta}^{-1}(x'), e^{(\Re \mu_4 + \beta)(x-x')}) & \text{for } x' > x,
\end{cases}
$$

where we have used (5.63) of Lemma 5.5 in the second line. On the other hand, we have from (5.27a) that for all sufficiently small $\delta > 0$ and $\varepsilon > 0$,

(5.56)

$$
\Re \mu_1 + \beta < -1/2 \text{ and } \Re \mu_4 + \beta > 1/2 \quad \text{for } \lambda \in \mathcal{D}_4.
$$

Combining (5.55) and (5.56) together with (5.62) of Lemma 5.5 we obtain that there exist positive constants $\delta_0$ and $\varepsilon_0$ such that for all $(\varepsilon, \lambda) \in (0, \varepsilon_0) \times \mathcal{D}_4$ with $\Re \lambda \geq 0$, there holds that

$$
|\Theta(x) P_1 \Theta^{-1}(x')| \leq e^{-\frac{1}{2}(x-x')} \quad \text{for } x > x',
$$

(5.57)

$$
|\Theta(x)(I - P_1) \Theta^{-1}(x')| \leq e^{-\frac{1}{2}(x'-x)} \quad \text{for } x' > x.
$$

Hence, the system (5.54) possesses an exponential dichotomy on $\mathbb{R}$ with the projection $P_1$ and uniform constants. This completes the proof. \hfill \square

5.5. Fundamental solutions for large eigenvalue parameter.

Lemma 5.5. For the symmetric matrix $S_1$ defined in (5.42), which is non-negative for all small $\varepsilon > 0$, the following holds true.

1. Let $\Xi(x; x_0) \in \mathbb{C}^{4 \times 4}$ be the fundamental matrix of

(5.58)

$$
\frac{d a}{dx} = \text{diag}(0, \mu_2 - \mu_1, \mu_3 - \mu_1, \mu_4 - \mu_1) a + \frac{\lambda}{2\sqrt{K}} S_1 a
$$

satisfying $\Xi(x_0; x_0) = I$. Then, if $\varepsilon > 0$ and $\delta > 0$ are sufficiently small, we have that for all $\lambda \in \mathcal{D}_4$,

(5.59)

$$
|\Xi(x; x_0) a_0| \leq |a_0| \quad \text{for all } x \leq x_0 \text{ and } a_0 \in \mathbb{C}^4.
$$

2. Let $\tilde{\Theta}(x; x_0) \in \mathbb{C}^{2 \times 2}$ be the fundamental matrix of

(5.60)

$$
\frac{d \tilde{a}}{dx} = \text{diag}(\mu_2 + \beta, \mu_3 + \beta) \tilde{a} + \frac{\lambda}{2\sqrt{K}} \tilde{S}_1 \tilde{a}
$$

satisfying $\tilde{\Theta}(x; x_0) = I$, where $\tilde{S}_1$ is the largest submatrix of $S_1$ with non-zero entries given by

(5.61)

$$
\tilde{S}_1 := \begin{pmatrix} 2\sqrt{KR_1} - KR_2 - R_1 & KR_2 - R_1 \\ KR_2 - R_1 & 2\sqrt{KR_2} + KR_1 - R_1 \end{pmatrix}.
$$
Then for all sufficiently small \( \varepsilon > 0 \), we have that on the region \( \Re \lambda \geq 0 \),
\[
|\tilde{\Theta}(x; x_0)\tilde{a}_0| \leq e^{2\beta(x-x_0)}|\tilde{a}_0| \quad \text{for all } x \leq x_0 \text{ and } \tilde{a}_0 \in \mathbb{C}^2.
\]

Furthermore, \( \Theta(x; x_0) \in \mathbb{C}^{4 \times 4} \), the fundamental matrix of (5.54) satisfying \( \Theta(x; x_0) = I \), is given by
\[
\Theta(x; x_0) = \text{diag}(e^{(\Re \mu_1 + \beta)(x-x_0)}, \tilde{\Theta}(x; x_0), e^{(\Re \mu_4 + \beta)(x-x_0)}).
\]

Proof. We suppress the \((\lambda, \varepsilon)\)-dependence of the fundamental solutions. We first prove (5.59). We let \((a_1, a_2, a_3, a_4)^T(x) := \Xi(x; x_0)a_0\). From the structure of the equation (5.58), we observe that
\[
\frac{da_1}{dx} = 0, \quad \frac{da_4}{dx} = (\mu_4 - \mu_1)a_4.
\]

From (5.27a), we have that \( \mu_4 - \mu_1 = 2 + O(|\lambda|^{-2}) \) as \( |\lambda| \to \infty \) uniformly in \( \varepsilon \). Hence, for all sufficiently small \( \varepsilon > 0 \) and \( \delta > 0 \), we have that for all \( \lambda \in \mathcal{D}_4 \),

\[
a_1(x) = a_1(x_0) \quad \text{and} \quad |a_4(x)| = |e^{(\mu_4 - \mu_1)(x-x_0)}a_4(x)| \leq |a_4(x_0)| \quad \text{for } x \leq x_0.
\]

On the other hand, \((a_2, a_3)^T(x)\) satisfies
\[
\frac{d}{dx} \begin{pmatrix} a_2 \\ a_3 \end{pmatrix} = \begin{pmatrix} \mu_2 - \mu_1 & 0 \\ 0 & \mu_3 - \mu_1 \end{pmatrix} \begin{pmatrix} a_2 \\ a_3 \end{pmatrix} + \frac{\lambda}{2\sqrt{K}} \tilde{S}_1 \begin{pmatrix} a_2 \\ a_3 \end{pmatrix},
\]
where \( \tilde{S}_1 \) is given in (5.61). Multiplying (5.65) by the complex conjugate \((a_2, a_3)\), we get that
\[
\frac{1}{2} \frac{d}{dx} \left| (a_2, a_3) \right|^2(x) \geq \min_{j=2,3} \Re(\mu_j - \mu_1)||a_2, a_3||^2 + \frac{\Re \lambda}{2\sqrt{K}} (a_2, a_3) \tilde{S}_1 (a_2, a_3).
\]

From (5.27a), we have that for all sufficiently large \( |\lambda| \) and small \( \varepsilon \),
\[
\min_{j=2,3} \Re(\mu_j - \mu_1) \left\{ \begin{array}{ll} > 0 & \text{if } \Re \lambda \geq 0, \\
\frac{\Re \lambda}{\varepsilon - \sqrt{K}} + 1 + O(|\lambda|^{-1}) & \text{if } \Re \lambda < 0. \end{array} \right.
\]

Since \( \tilde{S}_1 \) is non-negative, we obtain from (5.66) and (5.67) that for all sufficiently large \( |\lambda| \) and small \( \varepsilon \),
\[
\frac{1}{2} \frac{d}{dx} \left| (a_2, a_3) \right|^2 > \begin{cases} 0 & \text{if } \Re \lambda \geq 0, \\ \frac{1}{2} \left| (a_2, a_3) \right|^2 & \text{if } -\varepsilon^{3/2}\eta(c_0) \leq \Re \lambda < 0, \end{cases}
\]

where \(-\varepsilon^{3/2}\eta(c_0)\) is the real part of the (left) boundary of the domain \( \Omega^\varepsilon \) (see (3.24)). Integrating (5.68) over \([x, x_0]\), we have that for all sufficiently small \( \varepsilon > 0 \) and \( \delta > 0 \),
\[
|(a_2, a_3)(x)| \leq |(a_2, a_3)(x_0)| \quad \text{for } x \leq x_0
\]
holds for \( \lambda \in \mathcal{D}_4 \). Now (5.59) follows from (5.64) and (5.68).

Now we prove (5.62). Multiplying (5.60) by the complex conjugate of \( \tilde{a}^T \),
\[
\frac{1}{2} \frac{d}{dx} |\tilde{a}|^2(x) \geq \min_{j=2,3} \Re(\mu_j + \beta)|\tilde{a}|^2 + \frac{\Re \lambda}{2\sqrt{K}} \tilde{a}^T \tilde{S}_1 \tilde{a}.
\]

Since \( \Re \mu_2, \Re \mu_3 \geq 0 \) when \( \Re \lambda \geq 0 \) (see (3.22)) and \( \tilde{S}_1 \) is non-negative, we obtain
\[
\frac{d}{dx} |\tilde{a}|^2(x) \geq 2\beta |\tilde{a}|^2(x),
\]
which leads (5.62).

We omit the proof of (5.63) since it easily follows from the structure of the equation (5.54). □

6. LINEAR ASYMPTOTIC STABILITY IN WEIGHTED SPACES

6.1. Semigroup generation. In the following lemma, we show that \( \mathcal{L} \) generates a \( C_0 \)-semigroup on \( (L_2^0)^2 \), which is the assertion of [10] in Proposition 1.2.

**Lemma 6.1.** Consider the operator \( \mathcal{L} : (L_2^0)^2 \rightarrow (L_2^0)^2 \) with dense domain \( (H_0^1)^2 \). For each \( \varepsilon \in (0, \varepsilon_K) \), \( \mathcal{L} \) generates a \( C_0 \)-semigroup on \( (L_2^0)^2 \).

**Proof.** For notational simplicity, we let \( u = (u_1, u_2) := (\hat{n}, \hat{u})^T \). Considering the change of variable \( u^\beta := \varepsilon^2 u \), we show that the operator \( \mathcal{L}_\beta := \varepsilon^2 L \varepsilon^{-2} \), given by

\[
\mathcal{L}_\beta u^\beta = -(L(\partial_x - \beta) + (\partial_x L))u^\beta - \left( (\partial_x - \beta)(-(\partial_x - \beta))^2 + \epsilon_0 \right)^{-1}(u_1^\beta),
\]

generates a \( C_0 \)-semigroup \( e^{\mathcal{L}_\beta t} \) on \( (L_2^0)^2 \). This implies that \( e^{\mathcal{L}t} := \varepsilon^{-2} e^{\mathcal{L}_\beta t} \varepsilon^{-2} \) is a \( C_0 \)-semigroup generated by \( \mathcal{L} \) on \( (L_2^0)^2 \). Since \( \mathcal{L}_\beta \) can be seen as a bounded perturbation of \( -L_0 \partial_x \), it is enough to check that \(-L_0 \partial_x \) generates a \( C_0 \)-semigroup on \( (L_2^0)^2 \) (see [10]).

We observe that the matrix \( L \) is symmetrizable. In the variable \( \tilde{u} := L_0^{1/2} u^\beta \), where \( L_0^{1/2} := \sqrt{K} / \sqrt{1 + \epsilon_0} \) is the positive square root of the symmetrizer, the coefficient of the operator \( \partial_x \) in the transformed operator \( \tilde{\mathcal{L}} := L_0^{1/2}(-L_0 \partial_x)L_0^{-1/2} \), given by

\[
\tilde{\mathcal{L}} \tilde{u} = L_0^{1/2}(-L)L_0^{-1/2} \partial_x \tilde{u} + L_0^{1/2}(-L)\partial_x(L_0^{-1/2})\tilde{u},
\]
is a real-valued symmetric matrix. Note that if \( \tilde{\mathcal{L}} \) generates a \( C_0 \)-semigroup \( e^{\tilde{\mathcal{L}}t} \), then \( e^{-L_0 \partial_x t} := L_0^{-1/2} e^{\tilde{\mathcal{L}}t} L_0^{1/2} \) is a \( C_0 \)-semigroup with generator \(-L_0 \partial_x \). Therefore, it suffices to show that \( \tilde{\mathcal{L}} \) generates a \( C_0 \)-semigroup \( e^{\tilde{\mathcal{L}}t} \). To this end, we let \( S_0 := L_0^{1/2}(-L)L_0^{-1/2} \). For sufficiently large \( a > 0 \), integration by parts yields that

\[
\text{Re}(\langle S_0 \partial_x - aI \rangle \tilde{u}, \tilde{u}) = -\frac{1}{2} \text{Re}(\langle \partial_x S_0 \rangle \tilde{u}, \tilde{u}) - a\|\tilde{u}\|_{L_2}^2 < 0,
\]

that is, \( S_0 \partial_x - aI \) is dissipative. By the Lumer-Phillips Generation Theorem (see [10]), \( S_0 \partial_x - aI \) generates a \( C_0 \)-(contraction)semigroup, and hence \( \tilde{\mathcal{L}} \) also generates a \( C_0 \)-semigroup as a boundedly perturbed operator of \( S_0 \partial_x - aI \). This completes the proof. □

6.2. Linear asymptotic stability. From Proposition 1.2 we deduce our main result on the asymptotic linear stability (Theorem 1.3).

**Proof of Theorem 1.3.** Since \( \lambda = 0 \) is an isolated eigenvalue, we can define the spectral projection

\[
P_0 = \frac{1}{2\pi i} \int_{\Gamma_0} (\lambda - \mathcal{L})^{-1} d\lambda,
\]

where \( \Gamma_0 \) is a positively oriented circle with sufficiently small radius enclosing no other spectrum except \( \lambda = 0 \). The range of \( P_0 \), denoted by \( \text{Ran} P_0 \), is a two-dimensional subspace of \( (L_2^0)^2 \). Note that \( \text{Ran} P_0 \) and \( \text{Ran}(I - P_0) = \text{Ker} P_0 \) are invariant subspaces under \( \mathcal{L} \), thus they are also invariant under the \( C_0 \)-semigroups generated by the restricted operators
Proposition 7.1. \(\|\) Let \(b\) \(\in\) \(\mathbb{R}^n\) valued (see [41], Proposition 1.10). From Proposition 3.12, we have that \(D\) is analytic on \(\Omega\), and thus it is uniformly (in \(\lambda\)) bounded on the region \(\text{Re} \lambda \geq 0\). By the Prüss theorem ([44]), we conclude that the \(C_0\)-semigroup generated by \(\mathcal{L}_{|\text{Ran}(I-P_0)}\), which coincides with \(e^{\lambda t}\) restricted on \(\text{Ran}(I-P_0)\), satisfies the estimate (1.12). \(\square\)

7. Instability criterion for large amplitude solitary waves

In this section, we derive an instability criterion for large amplitude solitary wave solutions to the isothermal Euler-Poisson system (1.1).

First of all, the Evans function \(D(\lambda, \varepsilon)\) defined in (3.5) is also real whenever \(\lambda\) is real-valued (see [29], Proposition 1.10). From Proposition 3.12, we have that \(D(\lambda, \varepsilon)_{|\lambda=0} = \partial_\lambda D(\lambda, \varepsilon)_{|\lambda=0} = 0\). Now we claim that if

\[
\partial^2_{\lambda} D(0, \varepsilon_u) < 0
\]

for some \(\varepsilon_u \in (0, \varepsilon_K)\), then \(\mathcal{L}\) has a positive \(L^2\)-eigenvalue for some \(\varepsilon'_u \in (0, \varepsilon_u]\).

Since \(D(\lambda, \varepsilon_u)\) is concave down near \(\lambda = 0\), we have the following scenarios: for \(\delta_4 > 0\) in Lemma 3.21 either

(i) \(D(\lambda_u, \varepsilon_u) = 0\) for some \(\lambda_u \in (0, \delta_4^{-1}]\), or

(ii) \(D(\lambda, \varepsilon_u) < 0\) for all \(\lambda \in (0, \delta_4^{-1}]\). In this case, either

(a) \(D(\lambda_u, \varepsilon_u) = 0\) for some \(\lambda_u \in (\delta_4^{-1}, +\infty)\), or

(b) \(D(\lambda, \varepsilon_u) < 0\) for all \(\lambda \in (\delta_4^{-1}, +\infty)\).

In the cases of (i) and (ii)(a), \(\mathcal{L}\) has a positive \(L^2\)-eigenvalue \(\lambda_u\). On the other hand, the case (ii)(b) implies by Lemma 3.21 that there must exist \(\varepsilon'_u \in (0, \varepsilon_u)\) and \(\lambda'_u \in (\delta_4^{-1}, +\infty)\) such that \(D(\lambda'_u, \varepsilon'_u) = 0\) since \(D(\lambda, \varepsilon) > 1/2\) for all \(\lambda \in (\delta_4^{-1}, +\infty)\) and sufficiently small \(\varepsilon\).

From this observation, together with Proposition 3.12(b), we obtain the following instability criterion.

**Proposition 7.1.** Let

\[
Q(c) := \int_{-\infty}^{\infty} (n_u u_u)(x) \, dx.
\]

If \(\partial_c Q(c) < 0\) for some \(\varepsilon_u \in (0, \varepsilon_K)\), the operator \(\mathcal{L}\) on \((L^2)^2\) has a positive eigenvalue for some \(\varepsilon'_u \in (0, \varepsilon_u]\). Furthermore, for all \(\varepsilon \in (0, \varepsilon_K)\) there holds that

\[
Q(c) = \int_0^{n^*_c} \frac{\sqrt{2e^2n^2h(n,c)}}{(1+n)\sqrt{g(n,c)}} \, dn,
\]

where \(H\) and \(g\) are the functions defined in (2.4) and (2.2b), respectively, and \(n^*_c\) is the maximum value of \(n_c(x)\).

Notice that only the maximum value of \(n_c(x)\), \(n^*_c\), is involved in the different form of \(Q(c)\) given in (7.2). Some numerical evaluations for the integral (7.2) are presented in the next section.
Proof. It suffices to check that (7.2) holds true. Since \( n_c \) and \( u_c \) are symmetric about \( x = 0 \) and strictly increasing on \( (-\infty, 0) \), we have

\[
\int_{-\infty}^{\infty} n_c u_c \, dx = 2 \int_{-\infty}^{0} \frac{c n_c^2}{1 + n_c} \, dx
\]

\[
= 2 \int_{-\infty}^{0} \frac{c n_c^2}{1 + n_c} \frac{\partial H(n_c, c)}{\partial x} \, dx
\]

\[
= \sqrt{2} \int_{-\infty}^{0} \frac{c n_c^2}{1 + n_c} \frac{\sqrt{g(n_c, c)}}{\partial x n_c} \, dx
\]

\[
= \sqrt{2} \int_{-\infty}^{0} \frac{c n_c^2}{1 + n_c} \frac{\partial H(n_c, c)}{\sqrt{g(n_c, c)}} \, dn,
\]

where we have used (2.2a), (2.3a) and (2.4) for the first, second and third lines, respectively, and we have used \( dn = \partial x n_c(x) \, dx \) for the last equality. We are done. \( \Box \)

8. Some remarks and open questions

For the sake of simplicity, in some literatures of plasma physics, the Euler-Poisson system (1.1) is often assumed to have no pressure term (i.e., (1.1) with \( K = 0 \)) in accordance with the physical assumption of cold ion. In a mathematical point of view, the absence of the pressure term makes the system weakly coupled, so it enables to analyze certain properties of the system significantly easier. These include for instance, the finite time singularity formation and the existence of solitary waves. However, we remark that the pressureless Euler-Poisson system exhibits qualitatively different behaviors in the solutions, from the ones with the pressure. To be more specific, we shall discuss some properties (shape of profiles and stability) of the solitary wave solutions to the isothermal and the pressureless models.

For further discussions, we remark that a smooth non-trivial solitary wave solution to (2.1) with \( K = 0 \) satisfying (1.2) exists if and only if \( 1 < c < \zeta_0 \approx 1.5852 \), where \( \zeta_0 \) is a unique positive solution to

\[
z^2 + 1 = \exp(z^2/2)
\]

(see [45] and [31]). Indeed, the equations (2.1) with \( K = 0 \) can be reduced to a second-order ODE

\[
\partial^2_x \phi = e^\phi - \frac{c}{\sqrt{c^2 - 2\phi}},
\]

for which the associated first integral of the ODE is given by

\[
\frac{1}{2} (\partial_x \phi)^2 = e^\phi + c\sqrt{c^2 - 2\phi} - 1 - c^2 =: U(\phi).
\]

Here for later uses, we let \( \epsilon_0^* := \zeta_0 - 1 \), and denote the peak value of \( n_c^* \), \( u_c^* \) and \( \phi_c^* \) by \( n_c^* \), \( u_c^* \) and \( \phi_c^* \), respectively. Let \( c = \sqrt{1 + K + \epsilon} \) for \( K \geq 0 \).

8.1. Numerical computations of instability criterion for large amplitude solitary waves. A criterion for the instability of the large amplitude solitary waves has been derived in Proposition 7.1. Seeking unstable solitary waves of large amplitude in accordance with this criterion, we numerically evaluate the integral \( Q(c) \) defined in (7.1), and the results are presented in Figure 4 for the case \( K > 0 \). We have used the form in (7.2) and the numerical integration has been taken over the interval \([10^{-4}, n_c^* - 10^{-10}]\). In fact, it turns out that
the instability criterion (Proposition 7.1) is inconclusive. More precisely, our numerical data show that $Q(c)$ is strictly increasing, so one cannot conclude that there is a positive eigenvalue. This is contrary to the numerical result found in [23] for the pressureless Euler-Poisson system.

More specifically, it was numerically found in [23] that there is a critical value $c_{\text{crit}} \approx 1.52603$ such that the solitary waves are unstable for $c_{\text{crit}} < c < \zeta_0 \approx 1.5852$. Making use of an instability criterion similar to Proposition 7.1, the authors numerically compute the integral

$$Q_0(c) := \int_0^{c^*_\varepsilon} \frac{\sqrt{2(c - \sqrt{c^2 - 2\phi})^2}}{\sqrt{c^2 - 2\phi}U(\phi)} d\phi,$$

where $U(\phi)$ is defined in (8.1). According to our further investigation, however, we suspect that their result is due to the lack of numerical accuracy and that the inaccuracy is caused by an immature round-off of the integration interval near the singularity of the integrand at $\phi_{c^*}$. In fact, $\phi_{c^*}$ is a singular point of the integrand of (8.2) since $\phi_{c^*}$ satisfies $U(\phi_{c^*}) = 0$.

Our numerical evaluations of $Q_0(c)$ are carried out with two different integration intervals $I_a := [10^{-4}, \phi_{c^*}^* - 10^{-4}]$ (Figure 5(a)) and $I_b := [10^{-4}, \phi_{c^*}^* - 10^{-10}]$ (Figure 5(b)). The numerical evaluation of (8.2) with $I_a$ gives a consistent result with the one in [23], i.e., $\partial_c Q_0 < 0$ for some large $\varepsilon < 0.585$, whereas the one with $I_b$ gives a completely different result, i.e., $\partial_c Q_0 > 0$ for all $\varepsilon < 0.585$. We believe that the latter is correct since $I_a \subset I_b \subset [0, \phi_{c^*}^*]$, and hence one may conclude that the instability criterion does not give a definite conclusion even for the pressureless case. The questions regarding instability will be further investigated in the future study.

**Figure 4.** The numerical plots of $Q(c)$. The horizontal axis represents $\varepsilon = c - \sqrt{1 + K}$.
8.2. Large amplitude solitary wave profiles of the Euler-Poisson system. One of the remarkable differences between the pressureless and the isothermal Euler-Poisson systems lies in their density profiles of large amplitude solitary wave solutions.

For the case $K = 0$, $n_c^*$ approaches to infinity as $\varepsilon \nearrow \varepsilon_0^*$. In contrast, for the case $K > 0$, $n_c^*$ remains bounded above. More precisely, from the proof of existence of the solitary waves in [2], we obtain

$$n_c^* < n_s := \frac{c}{\sqrt{K}} - 1 < \frac{\sqrt{1 + K + \varepsilon K} - \sqrt{K}}{\sqrt{K}},$$

where $n_s$ is a unique positive zero of (2.7). Several numerical experiments for the large amplitude solitary waves are presented in Figure 6, Figure 7, and Table 1. For $K = 0$, the feature of $L^\infty$-blow-up of density profile can be closely related to the fact that the pressureless Euler-Poisson system can develop the delta shock in finite time when the initial data $u_0$ has a steep gradient at some point. Specifically, if the initial data $(n_0, u_0)(x)$ satisfies

$$\partial_x u_0(x) \leq -\sqrt{2(1 + n_0(x))}$$

at some point $x \in \mathbb{R}$, then the maximal existence time of the smooth solution is finite, see [33]. For the singularity formation at finite time $T_*$, one can further show, by a simple comparison technique for ODE, that the gradient of velocity blows up at a non-integrable order in time, i.e.,

$$(8.3) \quad -\partial_x u \gtrsim (T_* - t)^{-1} \text{ as } t \nearrow T_*.$$

From this together with the continuum equation,

$$n(x(t), t) = n_0(x_0) \exp\left\{-\int_0^t \partial_x u(x(\tau), \tau) d\tau\right\},$$

we see that $L^\infty$ norm of density becomes unbounded as $t \nearrow T_*$. Here $x(t)$ is the characteristic curve issuing from $x_0$ at which the infimum of $\partial_x u_0(x)/\sqrt{1 + n_0(x)}$ is attained, i.e., $\partial_x u_0(x_0)/\sqrt{1 + n_0(x_0)} = \inf_x \partial_x u_0(x)/\sqrt{1 + n_0(x)} < -\sqrt{2}$. This non-physical singular behavior emerges since the pressure term is artificially ignored. As we discussed earlier, this is not the case in the presence of the pressure, in general. We suspect that it would be due to this singular behavior if large amplitude solitary waves are unstable for the pressureless case.
(a) $K = 0, \varepsilon = 0.5852$ ($\varepsilon_0^* \approx 0.5820$)

(b) $K = 0, \varepsilon = 0.5852$ ($\varepsilon_0^* \approx 0.5820$)

(c) $K = 0.001, \varepsilon = 0.5474$ ($\varepsilon_K \approx 0.5475$)

(d) $K = 0.001, \varepsilon = 0.5474$ ($\varepsilon_K \approx 0.5475$)

(e) $K = 1, \varepsilon = 0.1550$ ($\varepsilon_K \approx 0.1553$)

(f) $K = 10, \varepsilon = 0.05234$ ($\varepsilon_K \approx 0.0524$)

Figure 6. The graphs of $n_c$ (solid), $u_c$ (dashed), and $\phi_c$ (thick solid).

Figure 7. Plotting for $n_c^*$ when $K = 0$. 
Table 1. Peak values of $n_c$, $u_c$, and $\phi_c$.

8.3. Global existence of the pressureless Euler-Poisson system near solitary waves. We discuss some issues regarding the global existence of the pressureless Euler-Poisson system near the solitary wave solutions.

A sufficient condition for the initial data which leads to the finite-time singularity formation for the pressureless Euler-Poisson system (1.1)–(1.2) with $K = 0$ is studied in [33]: if the initial data $(n_0, u_0)(x)$ satisfies

\[(8.4) \quad \partial_x u_0(x) \leq -\sqrt{2(1 + n_0(x))} \]

at some point $x \in \mathbb{R}$, then the maximal existence time of the smooth solution is finite. Interestingly, our numerical experiments demonstrate that

\[(8.5) \quad \inf_{x \in \mathbb{R}} (\partial_x u_c/\sqrt{1 + n_c}) \searrow -\sqrt{2} \quad \text{as} \quad \varepsilon \nearrow \varepsilon_0^* \approx 0.5852. \]

See Figure 8 for the numerical plot of $\partial_x u_c/\sqrt{1 + n_c}$ with $\varepsilon = 0.585 < \varepsilon_0^*$. From this numerical experiment together with the above mentioned study of [33], we expect that there may be a certain critical threshold phenomena in the pressureless Euler-Poisson system. More precisely, our conjecture is as follows:

The pressureless Euler-Poisson system (1.1)–(1.2) with $K = 0$ admits a global smooth solution if and only if the initial data satisfies

\[(8.6) \quad \partial_x u_0(x) > -\sqrt{2(1 + n_0(x))} \]

for all $x \in \mathbb{R}$.
We note that as pointed out in [33], the condition (8.4) is the same as the critical threshold (see [11]) for a different type of the pressureless Euler-Poisson system with repulsive force. We also remark that if our conjecture is proved, the global existence of smooth solutions near the solitary waves is guaranteed, which will be a first step to study the nonlinear stability. For the isothermal case $K > 0$, the related questions such as global existence of smooth solutions and finite-time singularity formation are widely open.

Figure 8. The graph (solid) of $\partial_x u_c(x)/\sqrt{1 + n_c(x)}$ for $\varepsilon = 0.585 < \varepsilon_0^*$. The horizontal (dashed) line represents $-\sqrt{2}$.

9. Appendix

9.1. Eigenvalue problems of the Euler-Poisson system and the KdV equation.

We present a formal reduction of the eigenvalue problem of the Euler-Poisson system (1.10) to the eigenvalue problem of the KdV equation. By introducing the scaling

\[ \xi := \varepsilon^{1/2} x, \quad \lambda := \varepsilon^{3/2} \Lambda, \quad (n_*, u_*, \phi_*)(\xi) := \varepsilon^{-1} (n_c, u_c, \phi_c)(x), \quad (\dot{n}_*, \dot{u}_*, \dot{\phi}_*)(\xi) := (\dot{n}, \dot{u}, \dot{\phi})(x), \]

(1.10) becomes (letting $(\dot{n}_*, \dot{u}_*, \dot{\phi}_*) = (n, u, \phi)$ for notational simplicity)

\[ \begin{align*}
\varepsilon \lambda n - c \partial_\xi n &+ \partial_\xi u + \partial_\xi (\varepsilon n_* u + \varepsilon u_* n) = 0, \\
\varepsilon \lambda u - c \partial_\xi u + K \partial_\xi \left( \frac{n}{1 + \varepsilon n_*} \right) &+ \partial_\xi (\varepsilon u_* u) = -\partial_\xi \phi, \\
-\varepsilon \partial_\xi^2 \phi &= n - \varepsilon \phi_* \phi.
\end{align*} \]

By integrating (9.1a)–(9.1b) in $\xi$, we formally obtain that (recall that $c = \sqrt{1 + K + \varepsilon}$)

\[ \begin{align*}
\varepsilon \lambda n - c \partial_\xi n + \partial_\xi u + \partial_\xi (\varepsilon n_* u + \varepsilon u_* n) &= O(\varepsilon), \\
K n - \sqrt{1 + K} u + \phi &= O(\varepsilon), \\
n - \phi &= O(\varepsilon).
\end{align*} \]

Taking derivative of (9.1c) in $\xi$, and then subtracting the resulting equation from (9.1b), $-\partial_\xi \phi$ term in the RHS of (9.1b) is canceled. Then, by applying the Taylor expansion, we
obtain

\[ \varepsilon \Lambda u - (\sqrt{1 + K} + \varepsilon) \partial_\xi u + (K + 1) \partial_\xi n - K \partial_\xi (\varepsilon n u n) + \partial_\xi (\varepsilon u n u) + \varepsilon \partial_\xi^3 \phi - \partial_\xi (\varepsilon \phi n) = O(\varepsilon^2). \]

Multiplying (9.1a) by \( V = \sqrt{1 + K} \) and then adding the resulting equation to (9.3), we see that the terms \(-\sqrt{1 + K} \partial_\xi u \) and \((1 + K) \partial_\xi n \) in (9.3) are canceled, and we have

\[ V \Lambda n - V \partial_\xi n + V \partial_\xi (n u u + u n) \]
\[ \varepsilon \Lambda u - V \partial_\xi u - K \partial_\xi (n u n) + \partial_\xi (u u) + \varepsilon \partial_\xi^3 \phi - \partial_\xi (\phi n) = O(\varepsilon). \]

Using the relation (9.2) and Theorem 2.1, we obtain from (9.4) that

\[ \Lambda n - \partial_\xi n + V \partial_\xi (\Psi_K n) + \frac{1}{2} \varepsilon \partial_\xi^3 n = O(\varepsilon). \]

9.2. Specific form of \( A_s(\xi, \Lambda, \varepsilon) \). We denote \( \partial_\xi \) by \( \partial \) for simplicity. We let \( A_1(\xi, \varepsilon) \), \( A_2(\xi, \varepsilon) := A_2(\xi, \varepsilon) \), and \((n_*, u_*, \phi_*)(\xi) := \varepsilon^{-1}(n_c, u_c, \phi_c)(\xi) \) for \( \xi \in \varepsilon^{1/2} \). Then from (3.14) and (2.12), we have

\[ A_1 = \begin{pmatrix} \frac{(c - \varepsilon u_n) \varepsilon^{3/2} u_n}{J} - \frac{K \varepsilon^{3/2} n}{J(1 + \varepsilon n)} & \frac{(c - \varepsilon u_n) \varepsilon^{3/2} n}{J(1 + \varepsilon n)^2} + \frac{(1 + \varepsilon n) \varepsilon^{3/2} u_n}{J} & 0 & \frac{1 + \varepsilon n}{J} \\ 0 & 0 & 0 & 1 \\ -1 & -1 & 0 & \varepsilon \phi \\ 0 & 0 & 0 & 0 \end{pmatrix}, \]

\[ \frac{1}{\sqrt{\varepsilon}} S^{-1} A_1 S = \begin{pmatrix} \frac{\varepsilon^{1/2} a_{12}}{\varepsilon^{1/2} a_{12}} & \frac{a_{21} + \varepsilon a_{22} - \varepsilon^2 a_{12}}{\varepsilon} & \frac{a_{24} - \varepsilon a_{14}}{\varepsilon} & 0 \\ \frac{a_{11} + \varepsilon a_{12}}{\varepsilon^{1/2} a_{12}} & \frac{\varepsilon^{1/2}}{\varepsilon^{1/2} a_{12}} & \varepsilon a_{14} & 0 \\ 0 & \frac{\varepsilon^{1/2} a_{12}}{a_{11} + \varepsilon a_{12}} & 0 & \varepsilon \phi \\ -a_{12} & -a_{12} \varepsilon & 1 - a_{14} & 0 \end{pmatrix}, \]

\[ \frac{\varepsilon^{3/2}}{\sqrt{\varepsilon}} S^{-1} A_2 S = \frac{\Lambda}{J} \begin{pmatrix} \frac{\varepsilon ((c - \varepsilon u_n) - \varepsilon V (1 + \varepsilon n_n))}{\varepsilon^{3/2}} & \frac{K}{1 + \varepsilon n_n} - \varepsilon^2 (1 + \varepsilon n_n) & 0 & 0 \\ \frac{\varepsilon^2 (1 + \varepsilon n_n)}{\varepsilon (c - \varepsilon u_n) + \varepsilon V (1 + \varepsilon n_n)} & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ -\varepsilon (1 + \varepsilon n_n) & -(c - \varepsilon u_n) - \varepsilon V (1 + \varepsilon n_n) & 0 & 0 \end{pmatrix}, \]

where \( a_{jk} \) is the \((j, k)\)-entry of the matrix \( A_{1s} \). Here, we note that

\[ \frac{1 - a_{14}}{\varepsilon} = \frac{(c - \varepsilon u_n)^2 - K - (1 + \varepsilon n_n)}{\varepsilon^{3/2} n} = \frac{2 \sqrt{1 + K} + \varepsilon - 2 c u_n + \varepsilon u_n - n_2}{J}. \]

Hence, we may define \( A_s(\xi, \Lambda, \varepsilon) \) for all \( \varepsilon \in [0, \varepsilon_0] \), and using (2.12), it is straightforward to check that we have \( (3.58) \) at \( \varepsilon = 0 \).

9.3. Proof of Lemma 3.9. Let \( A(\lambda) := d/dx - A(x, \lambda, \varepsilon) \). For a closed subspace \( \text{Ran}(\lambda - \mathcal{L}) \) of a Hilbert space \( \mathcal{H} \), we have

\[ \mathcal{H} = \text{Ran}(\lambda - \mathcal{L}) \oplus \text{Ran}(\lambda - \mathcal{L})^\perp = \text{Ran}(\lambda - \mathcal{L}) \oplus \text{Ker}(\lambda - \mathcal{L})^* \quad (* := \text{Hermitian adjoint}) \]

and a similar decomposition holds for a closed subspace \( \text{Ran} \mathcal{A}(\lambda) \). We claim that

C1. \( \text{Ran}(\lambda - \mathcal{L}) \) is closed if and only if \( \text{Ran}(\mathcal{A}(\lambda)) \) is closed;

C2. \( \text{Ker}(\lambda - \mathcal{L}) \) is isomorphic to \( \text{Ker}(\mathcal{A}(\lambda)) \).
C3. \( \text{Ker}(\lambda - \mathcal{L})^* \) is isomorphic to \( \text{Ker}(A(\lambda)^*) \).

Then, Lemma 3.9 follows by the definition of the Fredholm index of an operator.

C2 and C3 are already checked in subsection 3.2.4. We only prove the right direction of C1 since the converse is easier to check. Also, we only consider the case of the unweighted \( L^2 \)-space for simplicity.

We suppose that \( \text{Ran}(\lambda - \mathcal{L}) \) is closed. For a sequence \( f_j = (f^1_j, f^2_j, f^3_j, f^4_j)^T \in \text{Ran}(A(\lambda)) \) such that \( f_j \to f = (f^1, f^2, f^3, f^4)^T \) in \( L^2 \) as \( j \to \infty \), let \( y_j := (n_j, u_j, \phi_j, \psi_j)^T \in (H^1)^4 \) be a solution of \( A(\lambda)y_j = f_j \) for each \( j \in \mathbb{Z} \).

We may decompose the last two components of \( A(\lambda)y_j = f_j \) (corresponding to the Poisson equation (3.12)) into two parts:

\[
\begin{align*}
(9.6) & \quad \begin{cases}
\partial_x \phi_j - \psi_j = f^3_j, \\
\partial_x \psi_j - e^{\phi_j} \phi_j = f^4_j,
\end{cases} \\
& \quad \begin{cases}
\partial_x (\phi_j - \phi_j^0) - (\psi_j - \psi_j^0) = 0, \\
\partial_x (\psi_j - \psi_j^0) - e^{\phi_j} (\phi_j - \phi_j^0) + n_j = 0.
\end{cases}
\end{align*}
\]

Using the energy estimate, one can check that the solution \((\phi_j, \psi_j) \in (H^1)^2\) to the LHS of (9.6) exists for all \((f^3_j, f^4_j) \in (L^2)^2\), and \((\phi_j, \psi_j)\) converges to \((\phi, \psi)\) in \((H^1)^2\), where \((\phi, \psi) \in (H^1)^2\) satisfies

\[
(9.7) \quad \partial_x \phi - \psi = f^3, \quad \partial_x \psi - e^{\phi} \phi = f^4.
\]

We rewrite the first system of (9.6) and the system (9.7) as

\[
(9.8) \quad A(\lambda) \begin{pmatrix} 0 \\ \phi_j \\ \psi_j \end{pmatrix} = \begin{pmatrix} L^{-1} \\ f^3_j \\ f^4_j \end{pmatrix} \quad \text{and} \quad A(\lambda) \begin{pmatrix} 0 \\ 0 \\ \phi_j \\ \psi_j \end{pmatrix} = \begin{pmatrix} L^{-1} \\ f^3_j \\ f^4_j \end{pmatrix},
\]

respectively. Subtracting the LHS of (9.8) from \( A(\lambda)y_j = f_j \), we have

\[
A(\lambda) \begin{pmatrix} n_j \\ u_j \\ \phi_j - \phi_j^0 \\ \psi_j - \psi_j^0 \end{pmatrix} = \begin{pmatrix} f^1_j \\ f^2_j \\ L^{-1} \\ 0 \\ 0 \end{pmatrix},
\]

which implies that

\[
(\lambda - \mathcal{L}) \begin{pmatrix} n_j \\ u_j \end{pmatrix} = L \begin{pmatrix} f^1_j \\ f^2_j \end{pmatrix} - L^{-1} \begin{pmatrix} 0 \\ \psi_j \end{pmatrix}.
\]

Since \( \text{Ran}(\lambda - \mathcal{L}) \) is closed, there is \((n, u) \in (H^1)^2\) such that

\[
(\lambda - \mathcal{L}) \begin{pmatrix} n \\ u \end{pmatrix} = L \begin{pmatrix} f^1 \\ f^2 \end{pmatrix} - L^{-1} \begin{pmatrix} 0 \\ \psi \end{pmatrix},
\]

and this implies that

\[
(9.9) \quad A(\lambda) \begin{pmatrix} n \\ u \\ \phi \\ \psi \end{pmatrix} = \begin{pmatrix} f^1 \\ f^2 \\ L^{-1} \psi \end{pmatrix},
\]

\footnote{Note that \( A(\lambda)^* = -d/dx - \bar{A}(x, \lambda, \epsilon)^T = -d/dx - A^T(x, \lambda, \epsilon) \) from the form of the matrix \( A \).}
where \((\bar{\phi}, \bar{\psi})\) satisfies \(\partial_x \bar{\phi} = \bar{\psi}\) and \(\partial_x \bar{\psi} = e^{i\phi} \bar{\psi} - n\). Now adding (9.9) and the RHS of (9.8), we conclude that Ran\((\mathcal{A}(\lambda))\) is closed.

9.4. Non-negativity of the matrix \(S_1\). We show that the symmetric matrix \(S_1(x, \varepsilon)\) defined in (5.42) is non-negative for all sufficiently small \(\varepsilon > 0\).

Since \(S_1\) is symmetric, it is enough to show that the eigenvalues of \(S_1\),

\[
0, 0, 2\sqrt{KR_{11}^{(1)} \pm \sqrt{2K^2(R_{12}^{(1)})^2 + 2(R_{21}^{(1)})^2}},
\]

are non-negative. Recalling the definition of the matrix \(R^{(1)}\) (see (5.29)), \(R^{(1)}_{11}\) is positive since

\[
R_{11}^{(1)} = \frac{c - u_c}{J} \left[ \frac{c}{c^2 - K} \right]
= \frac{(c - u_c)(c^2 - K) - c[(u_c - c)^2 - K]}{J(c^2 - K)}
= \frac{u_c[c(c - u_c) + K]}{J(c^2 - K)} > 0,
\]

where we have used the solitary wave identity (2.2a) for the inequality.

We check that \(2\sqrt{KR_{11}^{(1)} - \sqrt{2K^2(R_{12}^{(1)})^2 + 2(R_{21}^{(1)})^2}}\) is positive. Since \(R_{11}^{(1)} > 0\), it is enough to show that

\[
4K(R_{11}^{(1)})^2 - 2K^2(R_{12}^{(1)})^2 - 2(R_{21}^{(1)})^2
= \frac{2K}{J_1}
\left[
\frac{2 ((c - u_c)(c^2 - K) - cJ)^2 (1 + n_c)^2 - K ((c^2 - K)(1 + n_c) - J)^2 (1 + n_c)^2}{i_1} - i_2
\right]
= i_3
\]

\[
= i_3
\]
is positive, where \(J_1 := J^2(c^2 - K)^2(1 + n_c)^2 > 0\). Using the solitary wave identity (2.2a) and the definition of \(J = (c - u_c)^2 - K\) (see (2.8)), we have

\[
I_1 = 2 \left((c - u_c)(c^2 - K) - c((c - u_c)^2 - K)\right)^2 (1 + n_c)^2
\]
\[
= 2 \left(c(c^2 - K) - c(c - u_c) - K(1 + n_c)\right)^2
\]
\[
= 2c^2(cu_c + Kn_c)^2,
\]
\[
I_2 = -K \left((c^2 - K)(1 + n_c) - ((c - u_c)^2 - K)\right)^2 (1 + n_c)^2
\]
\[
= -K \left((c^2 - K)(1 + n_c)^2 - (c - u_c) - K(1 + n_c)\right)^2
\]
\[
= -K \left(n_c(c^2 - K)(2 + n_c) + (cu_c + Kn_c)^2\right)
\]
\[
= -K \left(cu_c + Kn_c\right)^2 - Kn_c^2(c^2 - K)^2(2 + n_c)^2 - 2Kn_c(c^2 - K)(2 + n_c)(cu_c + Kn_c)
\]
\[
= -K \left(cu_c + Kn_c\right)^2 - 4Kn_c^2(c^2 - K)^2 - 4Kn_c(c^2 - K)(cu_c + Kn_c)
\]
\[
+ O(|n_c|^3 + |n_c^2|)|u_c|),
\]
\[
I_3 = -K \left(c^2 - K - (1 + n_c)((c - u_c)^2 - K)\right)^2
\]
\[
= -K \left(cu_c + Kn_c\right)^2.
\]  

Hence,

\[
I_1 + I_2 + I_3 = 2(c^2 - K)(cu_c + Kn_c)^2 - 4Kn_c^2(c^2 - K)^2 - 4Kn_c(c^2 - K)(cu_c + Kn_c)
\]
\[
+ O(|n_c|^3 + |n_c^2|)|u_c|)
\]
\[
= 2(c^2 - K)(cu_c + Kn_c) - 4Kn_c^2(c^2 - K)^2
\]
\[
+ O(|n_c|^3 + |n_c^2|)|u_c|)
\]
\[
= 2(c^2 - K)^2u_c^2 + K^2n_c^2 - 2Kn_c^2(c^2 - K) + O(|n_c|^3 + |n_c^2|)|u_c|).
\]

Since \(\frac{cn_c}{1 + n_c} = u_c\) from (2.2a), we obtain that

\[
c^2u_c^2 + K^2n_c^2 - 2Kn_c^2(c^2 - K)^2n_c^2 = (c^2 - K)^2n_c^2(1 + O(|n_c|)).
\]

Therefore, we conclude that \(I_1 + I_2 + I_3 > 0\) for all sufficiently small \(\varepsilon > 0\).

**Acknowledgments.**

B.K. was supported by Basic Science Research Program through the National Research Foundation of Korea (NRF) funded by the Ministry of science, ICT and future planning (NRF-2020R1A2C1A01009184)

**References**

[1] Alexander, J.; Gardner, R.; Jones, C. A topological invariant arising in the stability analysis of travelling waves. J. Reine Angew. Math. 410 (1990), 167–212.

[2] Bae, J., Kwon, B.: Small amplitude limit of solitary waves for the Euler-Poisson system. J. Differential Equations 266, 3450-3478 (2019)

[3] Benjamin, T.B.: The stability of solitary waves. Proc. R. Soc. Lond. A, 328, 153-183 (1972)
[4] Bona, J. L.: On the stability of solitary waves. Proc. Roy. Soc. London Ser. A 344, 363-374 (1975)
[5] Chen, F.F.: Introduction to plasma physics and controlled fusion. 2nd edition, Springer (1984)
[6] Coppel, W.A.: Stability and asymptotic behavior of differential equations. Boston: D.C. Heath and company. (1965)
[7] Coppel, W.A.: Dichotomies in stability theory. Lecture Notes in Math., Vol. 629, Springer, Berlin (1978)
[8] Cordier, S., Degond, P., Markowich, P., Schmeiser, C.: Travelling wave analysis of an isothermal Euler-Poisson model. Ann. Fac. Sci. Toulouse Math. 5, 599-643 (1996)
[9] Davidson, R.C.: Methods in nonlinear plasma theory. 1st edition, Academic Press (1972)
[10] Engel, K., Nagel, R.: One-Parameter Semigroups for Linear Evolution Equations. Springer-Verlag, New York (2000)
[11] Engelberg, S., Liu, H., Tadmor, E.: Critical threshold in Euler-Poisson equations, Indiana Univ. Math. J. 50 (2001), 109-157.
[12] Evans, J.W.: Nerve axon equations. I. Linear approximation. Indiana Univ. Math. J. 21, 877-955 (1972)
[13] Evans, J.W.: Nerve axon equations. II. Stability at rest. Indiana Univ. Math. J. 22, 75-90 (1972)
[14] Evans, J.W.: Nerve axon equations. III. Stability of the nerve impulse. Indiana Univ. Math. J. 22, 577-594 (1972)
[15] Evans, J.W.: Nerve axon equations. IV. The stable and unstable impulse. Indiana Univ. Math. J. 24, 1169-1190 (1975)
[16] Grenier, E., Guo, Y., Pausader, B. and Suzuki, M.: Derivation of the ion equation Quart. Appl. Math. (2019)
[17] Gardner, C. S., Morikawa, G. K.: Similarity in the asymptotic behavior of collision-free hydromagnetic waves and water waves. New York Univ., Courant Inst. Math. Sci., Res. Rep. NYO-9082 (1960)
[18] Gardner, C. S., Greene, J. M., Kruskal, M. D., Miura, R. M.: Method for solving the Korteweg-de Vries equation. Phys. Rev. Lett. 19, 1967, pp. 1095-1097.
[19] Gardner, C. S., Greene, J. M., Kruskal, M. D., Miura, R. M.: Korteweg-de Vries equation and generalizations, VI: Methods for exact solution, Comm. Pure Appl. Math. 27, 1974, pp. 97-133.
[20] Guo, Y.; Pausader, B.: Global Smooth Ion Dynamics in the Euler-Poisson System, Commun. Math. Phys. (2011) 303: 89.
[21] Guo, Y., Pu, X.: KdV limit of the Euler–Poisson system. Arch. Ration. Mech. Anal. 211, 673-710 (2014)
[22] Haragus, M., Nicholls, D. P., Sattinger, D. H.: Solitary wave interactions of the Euler-Poisson equations, J. Math. Fluid Mech., 5 (2003), pp. 92-118.
[23] Haragus, M., Scheel, A.: Linear stability and instability of ion-acoustic plasma solitary waves. Physica D 170, 13-30 (2002)
[24] Haragus, M., Scheel, A.: Finite-wavelength stability of capillary-gravity solitary waves. Comm. Math. Phys., 225, 487-521 (2002)
[25] Hartman, P.: Ordinary Differential Equations. John Wiley, New York (1964)
[26] Ikezi, H., Taylor, R.J., Baker, D.R.: Formation and interaction of ion-acoustic solitons. Phys. Rev. Lett. 25(1), 11-14 (1970)
[27] Jones, C.K.R.T.: Stability of the travelling wave solutions of the FitzHugh–Nagumo system. Trans. AMS, 286(2):431–469, 1984.
[28] Jung, C.-Y., Kwon, B., Suzuki, M.: Quasi-neutral limit for the Euler-Poisson system in the vicinity of plasma sheaths, (2019) preprint
[29] Kato, T.: Perturbation theory for linear operators. Springer-Verlag, Berlin, (1980)
[30] P. D. Lax, Integrals of nonlinear equations of evolution and solitary waves, Comm. Pure Appl. Math. 21 (1968), 467-490
[31] Li, Y., Sattinger, D.H.: Soliton Collisions in the ion acoustic plasma equations. J. Math. Fluid Mech. 1, 117-130 (1999)
[32] Li, Y. A.: Linear stability of solitary waves of the Green-Naghdi equations. Comm. Pure Appl. Math., 54, 501-536 (2001)
[33] Liu, H.: Wave breaking in a class of nonlocal dispersive wave equations. Journal of Nonlinear Mathematical Physics Volume 13, Number 3 (2006), 441-466
[34] Martel, Y., Merle, F.: Asymptotic stability of solitons for subcritical generalized KdV equations. Arch. Ration. Mech. Anal. 157(3), 219-254 (2001).
[35] Martel, Y., Merle, F.: Asymptotic stability of solitons of the subcritical gKdV equations revisited. Nonlinearity 18(1), 55–80 (2005).
[36] Martel, Y., Merle, F., Tsai, T.P.: Stability and asymptotic stability in the energy space of the sum of N solitons for subcritical gKdV equations, Comm. Math. Phys. 231 (2002), Miller, J.R., Weinstein, M.I.: Asymptotic stability of solitary waves for the regularized long wave equation. Comm. Pure Appl. Math., 49, 399-441 (1996)
[38] Palmer, K.J.: Exponential dichotomies and transversal homoclinic points. J. Differential Equations 55, 225-256 (1984)
[39] Palmer, K.J.: Exponential dichotomies and Fredholm operators. Proc. Amer. Math. Soc. 104, 149-156 (1988)
[40] Pazy, A.: Semigroups of Linear Operators and Applications to Partial Differential Equations. Springer-Verlag, New York (1983)
[41] Pego, R.L., Weinstein, M.I.: Eigenvalues, and instabilities of solitary waves. Philos. Trans. Roy. Soc. London Ser. A 340, 47-94 (1992)
[42] Pego, R.L., Weinstein, M.I.: Asymptotic stability of solitary waves. Commun. Math. Phys. 164, 305-349 (1994)
[43] Pego, R.L., Weinstein, M.I.: Convective linear stability of solitary waves for Boussinesq equations. Stud. Appl. Math. 99, 311-375 (1997)
[44] Priüss, J.: On the spectrum of $C_0$-semigroups. Trans. Am. Math. Soc. 284(2), 847–857 (1984).
[45] Sagdeev, R.Z.: Cooperative phenomena and shock waves in collisionless plasmas. “Reviews of Plasma Physics” (M. A. Leontovich, ed.), Vol.IV, Consultants Bureau, New York, 23-91 (1966)
[46] Sandstede, B.: Stability of travelling waves, in Handbook of Dynamical Systems. Vol. 2, B. Fielder, ed., North-Holland, Amsterdam, 985–1055 (2002)
[47] Sattinger, D.H.: On the stability of waves of nonlinear parabolic systems. Adv. in Math, 22, 312-355 (1976)
[48] Nishibata, S., Ohnawa, M., Suzuki, M.: Asymptotic stability of boundary layers to the Euler-Poisson equations arising in plasma physics, SIAM J. Math. Anal. 44 (2012), 761–790.
[49] Washimi, H., Taniuti, T.: Propagation of ion-acoustic waves of small amplitude. Phys. Rev. Lett. 17(9), 996–998 (1966)
[50] Kapitula, T., Promislow, K.: Spectral and Dynamical Stability of Nonlinear waves. Springer, New York (2013)
[51] Kapitula, T., Sandstede, B.: Stability of bright solitary wave solutions to perturbed nonlinear Schrödinger equations. Physica D, 124(1–3):58–103, 1998.
[52] Zabusky, N.J., Kruskal, M.D.: Interaction of “solitons” in a collisionless plasma and recurrence of initial states, Phys. Rev. Lett. 15 (1965), 240–243.
[53] Zumbrun, K., Howard, P.: Pointwise semigroup methods and stability of viscous shock waves, Indiana Univ. Math. J. V47 (1998) 741–871

(JB) Mathematics Division, National Center for Theoretical Sciences, National Taiwan University, No. 1, Sec. 4, Roosevelt Rd., Taipei 10617, Taiwan
Email address: jsbae@ncts.ntu.edu.tw

(BK) Department of Mathematical Sciences, Ulsan National Institute of Science and Technology, UlSAN, 44919, Korea
Email address: bkwon@unist.ac.kr