Thermal performance under constant temperatures can accurately predict insect development times across naturally variable microclimates
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Abstract
External conditions can drive biological rates in ectotherms by directly influencing body temperatures. While estimating the temperature dependence of performance traits such as growth and development rate is feasible under controlled laboratory settings, predictions in nature are difficult. One major challenge lies in translating performance under constant conditions to fluctuating environments. Using the butterfly Pieris napi as model system, we show that development rate, an important fitness trait, can be accurately predicted in the field using models parameterized under constant laboratory temperatures. Additionally, using a factorial design, we show that accurate predictions can be made across microhabitats but critically hinge on adequate consideration of non-linearity in reaction norms, spatial heterogeneity in microclimate and temporal variation in temperature. Our empirical results are also supported by a comparison of published and simulated data. Conclusively, our combined results suggest that, discounting direct effects of temperature, insect development rates are generally unaffected by thermal fluctuations.
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INTRODUCTION

Many ecological processes are fundamentally dependent on temperature and its variability. Yet, predicting thermal responses in the field is notoriously difficult, since it requires a mechanistic understanding of how traits respond to the range of temperatures organisms experience throughout their life cycles (Sinclair et al., 2016). One central challenge when predicting ectotherm thermal responses in nature is the potential discrepancy between trait values under constant and fluctuating thermal environments. While constant temperatures are unnatural for most ectothermic terrestrial animals, they are commonly used when estimating temperature dependent trait performance. However, whether predictive models of temperature-sensitive performance traits parameterized under constant temperatures generally yield correct predictions under natural fluctuations is an
unsolved question in thermal biology (see Colinet et al., 2015; Ma et al., 2021).

Certain mechanisms can cause differences between performance under constant and fluctuating temperatures, such as thermal stress accumulation (MacMillan & Sinclair, 2011; Williams et al., 2015), thermal acclimation (Angilletta, 2009; Sgrò et al., 2016), repair during favourable temperatures of damage sustained under adverse ones (Colinet et al., 2006; Lalouette et al., 2011), or ontogenetic shifts in thermal performance (Berger et al., 2011; Bowler & Terblanche, 2008). These mechanisms cause temperature-induced or time-dependent changes in thermal reaction norms, making it difficult to bridge the gap between thermal performance under constant and fluctuating conditions. We hereby refer to such eco-physiological effects as inherent effects of thermal fluctuations. Moreover, other environmental cues may influence how temperature affects performance (Gotthard, 2008), complicating predictions—particularly under fluctuating temperature regimes. These hurdles are well-known and have been discussed in the literature (Chown & Terblanche, 2006; Colinet et al., 2015; Dowd et al., 2015; Sinclair et al., 2016).

Although linear models (such as degree-day models) are used extensively for predicting thermal responses (Rebaudo & Rabhi, 2018), both theory and empirical data have shown that biological thermal reaction norms are generally not linear. They are usually unimodal and left skewed, with both convex and concave parts (Angilletta, 2006; Huey & Kingsolver, 1989). Therefore, non-linear models that capture the typical shape of thermal reaction norms (hereafter thermal performance curves [TPCs]) are increasingly used in favour of linear models (Rebaudo et al., 2018).

These non-linear responses have made Jensen’s inequality (Jensen, 1906)—which shows that the mean value of a predictor variable fluctuating along a curvilinear part of the reaction norm inaccurately predicts the mean of the response variable (Figure 1)—a much discussed topic in thermal biology (Colinet et al., 2015; Denny, 2017; Dowd et al., 2015; Martin & Huey, 2008; Ruel & Ayres, 1999; Vasseur et al., 2014). Indeed, Jensen’s inequality is a necessary null hypothesis for identifying mechanisms that lead to inherent effects of thermal fluctuations (e.g. acclimation). It highlights that it is not enough simply to compare average performance under fluctuating and constant temperatures of corresponding means. Instead, it is sensible first to estimate performance under constant temperatures and then to use rate summation (or equivalent methods; see Bernhardt et al., 2018; Liu et al., 1995) for predicting the performance under fluctuating temperatures. If the prediction fails, it implies that there are inherent effects of thermal fluctuations at play.

Alternatively, if thermal variability does not inherently influence trait performance, these general patterns should follow when predicting non-linear thermal responses using rate summation:

1. The predictive accuracy of non-linear thermal performance models significantly exceeds that of linear degree-day models when temperatures fluctuate over highly non-linear regions of the thermal reaction norm, but both model types perform similarly when temperatures fluctuate over approximately linear regions.

2. The benefit from the higher complexity of non-linear models critically hinges on adequate sampling of the prediction model’s input data. When temperatures fluctuate over non-linear regions of the thermal reaction norm, the superior accuracy of non-linear models is only apparent if the resolution of input temperatures, both temporal and spatial, is high enough to capture such fluctuations.

Here, we study development rate, a key life history trait (Chown et al., 2002; Nylin & Gotthard, 1998), under natural temperature fluctuations. Using the butterfly Pieris napi as a model species, we parameterized development time prediction models under constant laboratory conditions. We validated the models through field transplantations stretching across two life stages (eggs and larvae) and multiple microclimates and designed our experiments to meet several important methodological assumptions (Box 1; Havird et al., 2020).

Moreover, to explore the patterns described above in bullet points 1 and 2, the study was expanded to include comparisons of multiple prediction models with varying complexity and resolution of input data in a factorial design. Non-linear development rate models fitted separately for each life stage were contrasted against a degree-day model fitted for the full ontogenetic period (the typical approach; Rebaudo et al., 2018). Different sampling frequencies of environmental temperatures were compared, covering a gradient from 15-min point measurements to daily mean temperatures. The potential importance of microclimate variation for predictive modelling of ectotherm responses has long been recognized and still constitutes a challenge (Higley et al., 1986; Rebaudo et al., 2016; Woods et al., 2015). In fact, weather station data are still used extensively (e.g. Kingsolver & Buckley, 2017; Lehmann et al., 2020; Sunday et al., 2012). Therefore, we also compared predictions using temperatures measured by a nearby weather station to predictions using microclimate data measured on-site.

Results were concordant with the expected patterns, and non-linear TPCs accurately predicted average development times under well-sampled field conditions. Development rates appear unaffected by thermal fluctuations when direct effects of temperature are accounted for. The generality of these results was further explored using simulated and published data comparing development times under fluctuating and constant temperatures. In agreement with our experimental findings, our
Simulation showed that the general pattern of development time differences found in the published data could arise from Jensen's inequality alone. As such, this study provides valuable theoretical insights for disentangling the intricate network of thermal effects on insect fitness, and our results have practical implications for ectotherms.

**FIGURE 1** A visualization of the consequences of Jensen's inequality when using mean temperatures to predict mean performance in a variable thermal environment, and the response is non-linear. Here, performance is represented by an arbitrary rate process whose thermal reaction norm has a minimum, optimum and maximum temperature for performance of 5, 30 and 40°C, respectively. Four hypothetical temperature treatments are illustrated: constant (solid coloured lines) and alternating (i.e. abruptly fluctuating, dashed coloured lines) temperatures, each with a mean of both 10°C (blue) and 30°C (red). The temperature range of the alternating treatments is 15°C, and alternations are assumed to be symmetrical. The upwards arrow represents a positive effect of thermal fluctuations on average performance, and the downwards arrow represents a negative effect. This demonstrates that, when compared to a constant thermal environment of the same mean, (1) temperature fluctuations over a mainly convex portion of the thermal reaction norm increase average performance, and (2) temperature fluctuations over a mainly concave portion of the thermal reaction norm decrease average performance. Because of the typical thermal reaction norm shape, fluctuations should generally have a negative influence on average performance under warm conditions, and a positive effect under cold conditions. This figure demonstrates the general direction of the effect of temperature variance on average thermal performance under a simplified scenario. In reality, the absolute effect will vary greatly depending on the interaction between thermal regimes and reaction norms. For details, see Colinet et al. (2015); Dowd et al. (2015) and Denny (2017); Martin and Huey (2008); Ruel and Ayres (1999); and Vasseur et al. (2014).

**BOX 1 Methodological assumptions for successfully implementing development rate summation**

1. The thermal performance curve (TPC) under constant temperatures is adequately described (e.g. TPCs are not fitted to data from only a few temperatures; Dowd et al., 2015; Howe, 1967; Liu et al., 1995).
2. If used for extrapolation, the TPC is meaningful outside of the sampled range (e.g. linear degree-day models with no upper developmental threshold are avoided, as they assume a potentially infinite increase in trait performance with temperature; Colinet et al., 2015; Ruel & Ayres, 1999).
3. Mortality is not used to infer performance in other traits (e.g. 100% end mortality under constant temperatures is not assumed to imply a development rate of 0; Khelifa et al., 2019; Liu et al., 1995).
4. Differences in thermal performance among life stages are accounted for (e.g. by fitting separate TPCs; Kingsolver & Buckley, 2020; Sinclair et al., 2016).
5. The sampling resolution is adequate for the temporal scales of interest (e.g. interpolation methods which might miss prolonged periods at adverse conditions are avoided; Irvine, 2011; Rabinovich et al., 2006; Simonet & Davenport, 1981).
6. The sampling resolution is adequate for the spatial scales of interest (e.g. behavioural thermoregulation that cause discrepancies between operative body temperatures and measured temperatures is reduced by fine-scale sampling; Abram et al., 2017; Tattersall et al., 2012; Woods et al., 2015).
7. When using artificial thermal regimes, thermal ramping and decline, or other discrepancies between actual and programmed temperatures, are accounted for (Petavy et al., 2001).
8. When fluctuations span relatively long time periods, and treatment is carried out over the full development, differences in thermal sums depending on starting temperature are accounted for (Franke et al., 2014).
9. Potential confounding effects are avoided (e.g. the use of different host plants or genetic populations in constant and fluctuating treatments is avoided; Rabinovich et al., 2006; Zhao et al., 2014).
phenology, distribution and population dynamics modelling, providing useful guidance for parameterization and sampling effort.

**MATERIALS AND METHODS**

**Study organism**

*Pieris napi* L. (Lepidoptera: Pieridae) is a widespread, circumboreal butterfly that feed on plants from the Brassicaceae family (Chew & Watt, 2006; Friberg et al., 2015; Friberg & Wiklund, 2019; Petersen, 1949). It is a pupal diapauser with latitudinal variation in voltinism, bivoltine in the areas sampled here (ArtDatabanken, 2020). Females lay eggs directly on the larval host plants. Prior to pupation, larvae attach to the substrate by spinning a girdle of silk, spending roughly 1 day as pre-pupa.

**Thermal performance 2018**

Mated *P. napi* females were sampled from the Stockholm area, Sweden (WGS84 decimal: Lat. 59.368, Lon. 18.061), during the first flight peak in May. F2 individuals from five families were treated at six different temperatures (10–35°C) under 23-h day lengths. For details on the rearings, see Appendix S1. We estimated the effects of temperature not only on eggs and larvae separately but also for the egg and larval stage in succession (from oviposition to pupation, hereafter referred to as the ontogeny treatment).

Egg treatments were started immediately (1–15 min) after oviposition on *Armoracia rusticana*. Leaves were moved to a climate chamber once 5–15 eggs had been laid, resulting in sample sizes between 41 and 77 per treatment ($n_{tot} = 344$). Eggs were checked for hatchings twice daily (morning/afternoon). Dead eggs were visually identified and kept under treatment conditions for 2 weeks after hatching had ceased.

For the larval treatments, eggs were first kept under ambient (22L:2D, 23°C) conditions until the day of hatching, when treatment was initiated. Larvae from the same family were kept in containers housing four to six larvae each. Sample sizes were 46–50 per treatment ($n_{tot} = 292$).

The ontogeny treatments were started simultaneously as the egg treatments using the same method. Leaves were moved to separate containers, each housing four to six eggs. Sample sizes were 46–53 per treatment ($n_{tot} = 294$).

Sex was determined in the pupal stage and therefore only recorded for individuals in the ontogeny and larval treatments. All larvae were fed ad libitum with *A. rusticana*. Development times and mortality were recorded for subsequent model fitting.

**Thermal performance 2019**

As the 35°C treatment resulted in 100% mortality, additional mated females were sampled 2019 (from the same location as 2018), and two additional temperature treatments at 28 and 32°C were added using previous methodology. Matings yielded six families, and sample sizes per temperature treatment were 65–96 for eggs ($n_{tot} = 161$), 45–63 for larvae ($n_{tot} = 108$), and 86–112 for ontogeny ($n_{tot} = 182$).

**Field transplantations**

Mated *P. napi* females were sampled from the Stockholm area, Sweden (59.368, 18.061) during the first flight peak in May 2019. For details on the rearings, see Appendix S1. When four to seven F1 eggs had been laid on an *Armoracia rusticana* leaf, it was moved to a separate container (Figure S1, modified with small holes at the bottom to allow for drainage of potential rainwater during the transplantation period). Roughly 25 females contributed to the experimental population. None of the families used for the transplantations were used in previous thermal performance experiments.

Containers were immediately placed in a 15°C climate cabinet (Panasonic MLR-352; PHC Europe B.V., Etten-Leur, The Netherlands) to lower development rate, while ensuring that a minimal and estimable proportion of the total development was completed in the lab. Eggs spent 4–49 h at 15°C before being moved to field conditions.

On 28 June 2019, the eggs were transplanted to nine different sites across a heterogeneous field area, Kronängen, in Södermanland, Sweden (58.972, 17.158, Figure 2d,e). The sites covered a wide variety of microhabitats (Appendix S1, Figure S12, and Table S2). In each site, five containers were placed in a cage of 80 × 80 × 50 cm³, with coarse-meshed netting protecting against potential predators while allowing for wind and rain to pass through (Figure S1). In each cage, temperature loggers with internal sensors (EL USB-1; Lascar Electronics, Salisbury, UK) were placed in two containers in opposing corners of the cage. Temperatures were logged every 15 min, and measurements from the two loggers were averaged (average absolute differences between the loggers did not exceed 0.4°C within any cage). The relatively small size of the containers causes homogenous temperatures within, minimizing the potential for larval behavioural thermoregulation. Additionally, comparisons with sun shielded loggers in the same study area show that effects caused by radiative heating are likely negligible (Appendix S1; Figure S13). Consequently, temperatures logged within containers should accurately reflect the temperatures experienced by the individuals.

Transplanted individuals were fed *ad libitum* with *A. rusticana*, and host plants were monitored daily. Host plants were watered when water levels were anticipated.
to reach below the cut plant stems before the next inspection. One of the cages suffered from drought, causing high mortality and completely synchronous pupation of the five individuals left, indicating earlier pupations at suboptimal sizes as a response to adverse conditions (see Shafiei et al., 2001). Therefore, it was removed from the subsequent analyses. In all other cages, the watering was adequate (i.e. never below the cut plant stems), and high host plant quality was maintained.

Pupations were recorded daily until 1 August 2019. At that date, pre-pupae and large, wandering fifth-instar larvae were recorded. If those individuals were later found to have pupated, pre-pupae were recorded as having pupated 1 day later, and larvae 2 days later. These assumptions are consistent with observed patterns in all stages of the experiment. The total sample size of surviving individuals for which pupation date could be determined was 93 out of 96 total (for more information on this and mortality, see Appendix S1, Figure S14, and Table S2).

**Thermal performance models**

Bayesian models were fitted using Stan (Carpenter et al., 2017) through the package brms (Bürkner, 2017) in R (R Core Team, 2020). Development rate (days\(^{-1}\)) was modelled as a function of the average temperature experienced by each individual during the treatment.

Two types of models were fitted: a linear degree-day model, and non-linear models (Figure 2a,b, respectively). The linear degree-day model was fitted to data from the linear part of the reaction norm in the ontogeny treatment (10–28°C) with a horizontal cut-off at 30°C.
(where the reaction norm deviates from linearity) and a linearly extrapolated lower threshold. The Ratkowsky function (Ratkowsky et al., 1983) was used for the non-linear TPCs. This function has several desirable properties described in Appendix S1. Separate non-linear TPCs were fitted for the egg and larval development rates. For details on how the concept of degree-day modelling relates to thermal reaction norms and an explanation on the horizontal cut-off, see Appendix S1.

Experiment year was treated as an intercept effect centred on 0, essentially averaging the main function between the years. As we expect a 50/50 sex ratio, a similar approach was used for the effect of sex, but this effect was additionally allowed to vary with temperature. Family and container were modelled as group-level effects with random intercepts. Family effects were allowed to vary among temperature treatments.

For detailed information on the models used, the model fitting process, prior specifications, and posterior predictive checks (see Appendix S1, Table S1, and Figure S3). Model fittings and subsequent predictions were for validation purposes repeated using non-linear least squares (through the 'nls' function in R) on marginal means (Figure S2). To ensure that model choice did not have a major impact on our results, this was repeated for nine different commonly used non-linear thermal performance models (Figure S5). Additionally, degree-day models with horizontal cut-offs were fitted separately for eggs and larvae, and typical degree-day models without horizontal cut-offs were fitted for both the ontogeny treatments and the separate life stages (Figure S4). Subsequent predictions were made to ensure that neither the cut-off nor the separation of life stages influenced the conclusions (Figure S4).

**Prediction models**

Microclimate temperatures were measured at 15-min intervals in each of the field transplantation sites. Together with the estimated TPCs, field temperatures were used to predict development times of the transplanted *P. napi* eggs and larvae. Predictions were made using rate summation (for details, see Appendix S1) based on temperatures from 15-min point measurements, 1-h point measurements (every fourth 15-min measurement), and means over 1–24 h, resulting in a gradient of temperature sampling frequencies (Figure 2c). Hourly point measurements were used for calculating mean temperatures. We used linear degree-day models to predict total development time from egg to pupa (Figure 2a), and non-linear models to predict egg and larval development times separately (Figure 2b). These two approaches represent two complexity levels of the prediction model’s thermal performance component (Figure 2a,b).

The procedure above was repeated using temperature data from the nearest inland weather station with hourly point measurements (Floda, 59.056, 16.395; Figure 2d; SMHI, 2020). The weather station and microclimate measurements represent two levels of spatial resolution in the input data of the prediction models (Figure 2d,e). Consequently, a full factorial design was used, testing the predictive accuracy of each combination of prediction model parameters (e.g. high environmental temperature sampling frequency, model complexity, and spatial resolution) with the only exception being that 15-min temperature point measurements were not available in the weather station data.

Percentage errors in development time predictions were calculated as $\frac{\text{Time}_{\text{observed}} - \text{Time}_{\text{predicted}}}{\text{Time}_{\text{observed}}}$ for each prediction model (i.e. each unique combination of sampling frequency, model complexity, and spatial resolution) and individual. Prediction model-specific average percentage error was estimated using a multivariate analysis in the aforementioned Bayesian framework. Prediction errors within each prediction model were treated as a separate response variable, and the average error was modelled as a population-level intercept effect. Cage and container were treated as group-level effects with random intercepts. Cage-specific prediction error can be caused by both the interaction between the prediction model and the site-specific thermal regime, as well as other, random, cage effects. While the former depends on which prediction model is used, the latter is shared among all prediction models. As such, cage (i.e. site) effects were modelled as correlated among prediction models. Residual variance was allowed to vary among sites, as it is expected to vary with thermal regime. Model uncertainty in average percentage prediction error is presented using 90% highest density intervals (HDIs). A Gaussian error distribution and default priors for the brms package were used. Posterior predictive checks are presented in Figure S3.

**Comparing published and simulated data**

To expand our results, we calculated logarithmic ($\log_2$) fold change in development time between fluctuating and constant temperatures of corresponding means for 98 insect species from seven orders and multiple life stages, using data from 101 published studies (Table S3). Temperature treatments encompassed a wide range of mean temperatures and fluctuation ranges. The published data were graphically compared to data simulated under similar thermal conditions. Simulations included statistical noise and temperature-dependent effects on mortality but assumed no inherent effects of temperature fluctuations on development time. The simulated TPC parameters, the mean and fluctuation range of temperature treatments, and mortality rates were based on distributions of data from the present and previously published studies. For details on the simulation procedure, see Appendix S1 and Figures S6–S11.
Predictions using linear degree-day models yielded unrealistically low development time estimates, and accuracy was relatively unaffected by sampling frequency (Figure 4b,d). As sampling intervals shrink and temperatures are averaged over shorter time periods, variance in input temperatures increases. However, as long as the variation in input temperatures does not reach above the horizontal threshold, or below the estimated minimum temperature for development (i.e. remains within the region of linear increase, see Figure 2a), this will not influence predictions. As sampling intervals become short enough to cause input temperatures to fluctuate over these thresholds, the horizontal upper cut-off counteracts the increase in error that would result if no horizontal cut-off was used (c.f. Figure S4). Thus, linear degree-day models consistently overestimate the average rate of development under fluctuating conditions. Average error in development time predictions was estimated to −10.2% and −9.0% when using microclimate and weather station measurements, respectively.

The effects of sampling frequency on prediction error are more complex when non-linear TPCs are employed (see Figure 4c,e). When using weather station temperature data, accuracy decreases as sampling frequency increases. When using microclimate data, accuracy first decreases as sampling frequency increases. It then increases steeply, until 90% HDIs for the average prediction error overlap 0% at the two shortest sampling intervals (Figure 4c). This high predictive accuracy when using non-linear models and high-resolved environmental sampling is concordant with a lack of inherent effects of temperature fluctuations. At 15-min sampling intervals, the average error in development time predictions was estimated to −1.9% when using microclimate data and non-linear TPCs. Contrastingly, when using weather station data, the average prediction error was estimated to −8.0% at the highest sampling frequency. The (initial) decrease in accuracy of the non-linear models is merely a consequence of Jensen’s inequality when thermal regimes are artificially distorted by temperature averaging (for details, see Appendix S1).

When microclimate temperatures and non-linear TPCs are used, informative differences in prediction error among sites become apparent (Figure 4c,e). In sites with low temperature variance, predictive accuracy was relatively high and invariant across different sampling frequencies. Contrastingly, in the highly variably sites, low environmental sampling frequency (i.e. averaging temperatures over long periods of time) caused overestimations of development rate. As environmental sampling frequency increases, the systematic over-estimation of development rate in high-variance sites disappears (Figure 4c). This is because temperatures in high-variance sites fluctuated over highly non-linear regions of the TPC, whereas temperatures in low-variance sites did not (Figure 3). Differentiating development time
predictions between microhabitats is not possible when using weather station data. In that case, variation in prediction error only reflects the variation in development times observed in the field (Figure 4a,d,e).

The combined results follow the expected patterns under the null hypothesis and suggest that rate summation only yields accurate predictions across a wide range of microclimates when non-linearity, temporal variation and spatial variation are accounted for. Estimated prediction errors were 4.7–5.4 times higher when using weather station data or linear degree-day models compared to when using non-linear TPCs in combination with microclimate measurements.

The main results did not change when examining raw prediction errors, using non-linear least squares for curve fitting, fitting life stage-specific linear degree-day models or changing TPC function (Figures S2, S4 and S5). The latter indicates a robustness to errors associated with extrapolation using non-linear TPCs in this study system.

**Comparing published and simulated data**

Most reviewed studies did not contain enough information for a standardized reanalysis using rate summation. Indeed, in light of both Jensen's inequality and the assumptions outlined in Box 1, we found that evidence for inherent effects of thermal fluctuations on insect development rate is surprisingly sparse.

Because of the typical shape of development rate TPCs, Jensen's inequality predicts that fluctuations will tend to lower development times at cold mean temperatures but increase them as mean temperatures approach the optimal constant temperature (Figure 1; Colinet et al., 2015). The strength of the effect should generally be dependent on the range of the fluctuations. This is apparent from the simulated and published data, which both follow this pattern in a very similar manner (Figure 5). When considering statistical noise and time-dependent effects on mortality, the general relationship between development time under constant and fluctuating temperatures of

---

**FIGURE 4** (a) Development times (to pupation) of transplanted individuals in each of the eight sites. Sites are coloured by their temperature variance. (b–e) Predictive accuracies for each prediction model, measured in percentage error (y-axis). Values on the x-axis represent the sampling frequency of the input temperature data, ranging from 15-min and 1-h point estimates, and bihourly to daily means. Short sampling intervals correspond to a high sampling frequency. The dotted line represents an average percentage prediction error of 0. Thick black lines represent estimates of average prediction error, and grey shading represents the 90% highest density interval (HDI). Site-specific errors (posterior medians for their estimated random intercepts) are represented by coloured lines. Coloured lines in (b–e) represent sites of corresponding colour in (a)
corresponding means can, over a wide range of temperatures, be adequately described using Jensen's inequality alone (Figure 5).

**DISCUSSION**

The use of degree-day models, averaged environmental temperatures and weather station measurements all lead to a ‘linearized’ temperature response in the prediction model. This should be of relatively little detriment when making predictions in environments where temperatures rarely vary beyond the approximately linear regions of the reaction norm. However, such situations could be rare for insects and other small ectothermic animals that frequently occupy scales where microclimate variation is substantial. Microclimatic effects can either amplify or buffer temperatures (Woods et al., 2015; Zhu et al., 2019), and as seen in our data, a linearized prediction model is not generalizable across microhabitats (Lembrechts et al., 2020; Lembrechts & Nijs, 2020; Rebaudo et al., 2016).

During warm seasons, as in this study, temperatures vary more over the concave region of the TPC, causing linearized temperature responses to overestimate performance (vice versa during cold seasons; see Figure 1). This pattern has previously been identified when using degree-day models (and error potential is even larger without an upper cut-off; see Figure S4) or daily average temperatures for making predictions (Maiorano et al., 2012). Our results align with these expectations, but they also highlight the important role of micro–macroclimate decoupling in such linearization, as well as the gradual effects of decreasing temporal resolution in the form of temperature averaging (Figure 4). For example, Khelifa et al. (2019) successfully employed rate summation in five species of *Scatophaga* flies under fluctuating temperatures in well-controlled laboratory conditions. However, they overestimated development time when applying the method in the field using weather station data—particularly when temperatures often fell below the estimated minimum for development. In light of our findings, these results are in accordance with Jensen's inequality. Weather stations are unlikely to fully reflect microclimatic thermal fluctuations, potentially causing an underestimation of performance during cold periods. We emphasize that non-linear reaction norms are ‘data-hungry’: without spatially and temporally high-resolved sampling of environmental conditions, ecological consequences may be misinterpreted. Consequently, the gains from investing in parameterization and sampling for prediction models are relative. In environments with temperature variation primarily in the approximately linear region of the TPC, average temperatures or linear degree-day models could be sufficient. However, variation in highly non-linear regions of the reaction norm calls for highly resolved environmental sampling and well-estimated TPCs. The effort put into estimating the TPC should scale proportionally with the probability of environmental temperatures varying along highly non-linear regions. For example, to reduce error caused by extrapolation and model choice (see Appendix S1 for more information), sampling the right side of the TPC should be prioritized when environmental temperatures frequently approach the maximum temperature for development.

Still, despite theory showing that linear temperature responses are generally unrealistic, linear degree-day models are used extensively for insect phenology modelling (Rebaudo & Rabhi, 2018). Perhaps this stems from the assumption that temperatures fluctuate mainly in the left region of the thermal reaction norm (see Campbell et al.,

**FIGURE 5** Log₂ fold change (y-axis) in development time between fluctuating and constant temperatures of corresponding means (x-axis) in published data and simulations. A value of 1 means that the development time under fluctuating temperatures is half of that under constant temperatures (i.e. performance is doubled), and vice versa for −1. The colour shows the range of the thermal fluctuations, highlighting the interaction between mean temperature and fluctuation range. Red indicates relatively large fluctuations for the given mean temperature, and yellow indicates relatively small fluctuations.
1974). We here show that this general assumption must be re-evaluated at microclimatic scales. Without data on temperature fluctuation ranges at relevant spatial scales, the performance of linear degree-day models will likely suffer from errors associated with unwanted extrapolation.

In our model species, *P. napi*, the rate summation approach accurately predicted average development time under naturally fluctuating temperatures across multiple microclimates, but, as hypothesized, only when the appropriate conditions are met (Figure 4; Box 1). Additionally, cage-specific prediction errors (Figure 4c) followed the expected pattern under the null hypothesis: using linear degree-day models or mean temperatures is most detrimental when temperatures fluctuate over highly non-linear regions of the TPC. These findings imply that fluctuations themselves do not have a major effect on performance, and each infinitesimal step in time can be successfully modelled as a constant temperature. The concept of development rate summation is old and has previously been scrutinized (Kaufmann, 1932; Liu et al., 1995). Liu et al. (1995) identified and avoided many of its methodological pitfalls and suggested that, in general, the rate summation approach is appropriate. Since then, this approach has been criticized; for example, Colinet et al. (2015) and Ma et al. (2021) conclude that constant temperatures poorly predict performance under thermal fluctuations. While this general assumption seems justified for some processes, such as mortality (Rezende et al., 2014), and perhaps growth (Kingsolver et al., 2015), it appears to be unwarranted for insect development rates. This also highlights that our results should not naively be assumed to extend to other processes.

Although a multitude of biological responses to fluctuating environmental conditions have been identified (Bernhardt et al., 2020), such responses should not by default be confounded with inherent effects of temperature fluctuations. For example, behavioural thermoregulation could superficially cause deviations from the null hypothesis (given Jensen’s inequality) by creating a discrepancy between measured temperatures and actual body temperatures (Ma et al., 2021; Woods et al., 2015). Indeed, with robust methodology (see Box 1), inherent effects of thermal fluctuations (Milosavljević et al., 2020) stand out as the exception rather than the rule (Kheïifa et al., 2019; Ludwig & Cable, 1933; Martinez-Garcia et al., 2018). This is corroborated by the similarities between simulated and observed differences in development times between fluctuating and constant temperatures across a large number of studies, species and thermal regimes (Figure 5). Our conclusion from these comparisons is that Jensen’s inequality sufficiently explains the general dynamics in the published data. The only example where insect development rate summation *generally* seems misguided, we have found, is in overwintering or dormant phenotypes—presumably due to proactive responses (Bradshaw & Holzapfel, 2001; Gotthard et al., 2000; Lehmann et al., 2016; Salis et al., 2016). Still, the mechanistic basis for why development rate stands out as being particularly robust to time-dependent effects (see Xing et al., 2014) is a topic for future studies.

As climate changes, the importance of predictive ecological modelling of thermal performance increases (Sunday et al., 2011). In insects, climate warming is linked to macroecological shifts, such as range margin expansions (Chen et al., 2011) and can continue causing profound insect-related ecosystem disturbances (Seidl et al., 2017), as well as economic damage from insect pest species in many scenarios (Lehmann et al., 2020). Sinclair et al. (2016) dissect and challenge the use of TPCs for approximating fitness, and present the goal of putting ‘the Humpty-Dumpty of TPCs’ back together again, highlighting the need for field validation. Here, we present data on an important fitness trait, development rate, from such a field validation experiment. Though challenges remain (e.g. predictions in nature being complicated by spatial microclimate complexity within the foliage; Pincebourde & Woods, 2012), we suggest that it is reasonable to assume no inherent effects of temperature fluctuations on insect development rates in absence of evidence of the contrary. Importantly, such evidence must also be carefully scrutinized, since confounding effects (e.g. on other life history traits or on trophic interactions through parasitoids, predators or host plants) could lead to incorrect conclusions (Box 1). Fortunately, the necessary methodological assumptions are increasingly achievable, even in ecological contexts, for example, through recent advances in microclimate modelling or high-resolution monitoring (Bramer et al., 2018; Kearney et al., 2020). For instance, Rezende et al. (2020) successfully predicted mortality in 11 species of *Drosophila* under rising temperatures, using a method akin to rate summation that resets during prolonged exposure to benign temperatures. Its generality across taxa and predictive accuracy under field conditions have yet to be tested, but it holds promise for future ecological modelling. Hopefully, these previous and our current findings suggest that, although many pieces remain missing, the Humpty-Dumpty of insect thermal performance is slowly coming together.
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