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The problem of the harmonic oscillator with a centrally located delta function potential can be exactly solved in one dimension where the eigenfunctions are expressed as superpositions of the Hermite polynomials or as confluent hypergeometric functions in general. The eigenfunctions obtained exactly are difficult to visualise and hence to gain more insight, one can attempt using model wave functions which are explicitly and simply expressed. Here we apply the variational method to verify how close one can approach the exact ground state eigenvalues using such trial wave functions. We obtain the estimates of the ground state energies which are closer to the exact values in comparison to earlier approximate results for both the repulsive and attractive delta potentials.

I. INTRODUCTION

The harmonic oscillator with the Hamiltonian,

\[ H = -\frac{\hbar^2}{2m} \nabla^2 + \frac{1}{2} m \omega^2 r^2 \]  \hbox{(1)}

is one of the most well known Hamiltonians in quantum mechanics that has been exactly solved in one and higher dimensions, the eigenfunctions here are expressed as product of a Gaussian function and the Hermite polynomials. The energy eigenvalues are \( E_n = (n + 1/2)\hbar \omega \) with \( n = 0, 1, 2, \ldots \) in one dimension. The solutions are of definite parity in all dimensions.

In this article we consider the harmonic oscillator (HO henceforth) in one dimension in presence of a centrally located delta function potential such that the Schrödinger equation obeyed by the eigenfunctions \( \psi \) is

\[-\frac{\hbar^2}{2m} \frac{d^2 \psi}{dx^2} + \frac{1}{2} m \omega^2 x^2 \psi + \gamma \delta(x) \psi = E \psi. \]  \hbox{(2)}

Here \( \gamma \) is the strength of the potential which is positive (negative) for a repulsive (attractive) potential. This problem can also be exactly solved. In presence of the delta function, the odd parity eigenfunctions are not affected. The energy for the even parity eigenfunctions can be obtained from a transcendental equation.

The delta function potential demands that there be a discontinuity in the first derivative of \( \psi \) at the origin. Problems in quantum mechanics in presence of a delta function potential can be solved using a general prescription given in [3] in one or higher dimensions. For the harmonic oscillator, the solution in Cartesian coordinates can be expressed as a superposition of the eigenstates of the HO, i.e., in terms of the Hermite polynomials.

Various methods have been used to obtain the eigenvalues for the harmonic oscillator in a delta function potential exactly [1, 4] or approximately [5]. In [3], instead of taking the superposition of the eigenstates of the free HO, a different approach is used from which a lot of insight can be gained. The eigenfunctions are exactly identified in [3], however, these functions are not obtained in closed form and expressed implicitly in terms of integrals and are therefore not easy to visualise. An important question is therefore whether one can gain useful information by considering model wave functions which have explicit expressions and this approach was taken in [3]. The expectation value of the energy was calculated using a model wave function and compared with the exact values.

Variational method is a well known approximation method [6] used to estimate the upper bound of the ground state energy and in some cases higher level energies as well. Here a trial wave function \( \phi \) is used which involves one or more parameters and their optimal values are obtained using the condition that \( \langle \phi | H | \phi \rangle \) is a minimum for these values. Variational method always overestimates the ground state energy since for any arbitrary trial wave function \( \phi \), \( \langle \phi | H | \phi \rangle \geq E_0 \) where \( E_0 \) is the actual ground state energy.

In this article, we construct trial wave functions for the HO with a \( \delta \) function potential, which obey some essential criteria (boundary conditions etc.) and use the variational method to obtain the optimal values of the parameters. Our aim is to see how close the actual ground state energy can be approached. We have used one parameter trial wave functions and obtained the results for the ground state energy which are in fact closer to the exact values compared to those in [3], where some model wave functions were used. We also discuss some extreme limits and basic features of the system using the present results.

In section IV, we review the exact result briefly. In sections III and IV, we present the results for the estimated ground state energy for the attractive and repulsive \( \delta \) potential respectively. In IV, the results are discussed and compared with the existing ones.

II. EXACT RESULT

In this section, we present the approach used in [3]. The general solutions for the free harmonic oscillator (i.e., without the delta potential) can be expressed in terms of
the confluent hypergeometric functions. The energy is written as \((\nu + 1/2)\hbar \omega\) and non-integer \(\nu\) values are not allowed as that leads to some physical inconsistencies, discussed in detail in this section. For \(\nu = 0\) or a positive integer, the solutions are the well-known Hermite polynomials.

Changing the variables in equation (2) to dimensionless variables with \(y = \frac{\alpha}{\sqrt{2}} \sqrt{\alpha^2 - x^2}\), \(a = \sqrt{\frac{\hbar}{2m\omega}}\), \(\gamma \delta(x) = \frac{\sqrt{\pi}}{2\alpha} \delta(y)\), \(\epsilon = \frac{\alpha}{\sqrt{2m\omega}} E = \frac{\hbar}{\sqrt{2m\omega}}\), \(g = \frac{\alpha \gamma}{\sqrt{2m\omega}}\), one gets the reduced Schrödinger equation

\[
\frac{d^2 \psi}{dy^2} + (2\epsilon - y^2)\psi - 2g\delta(y)\psi = 0. \tag{3}
\]

One can further use the notation \(\epsilon = \nu + 1/2\) as in \(\mathbb{R}\). The solution for \(g = 0\) can be obtained in the form

\[
\psi(y) = e^{-\frac{1}{2}y^2} w(y). \tag{4}
\]

The solutions for the differential equation obeyed by \(w(y)\) are expressed in terms of confluent hypergeometric functions known as Tricomi and Kummer functions \(\mathbb{F}^\cdot\). Non-integer values of \(\nu\) are not acceptable for \(g = 0\) for the following reasons: the Tricomi functions have a discontinuous derivative at the origin for non-integer \(\nu\) and the Kummer functions, though smooth at the origin, blow up at infinity. However, these problems disappear for integer values of \(\nu > 0\), in which case the Kummer and Tricomi functions reduce to the well known Hermite polynomials.

Now consider the effect of the delta function potential. For the odd solutions, the delta function potential is ineffective as the wave function is zero at the origin. However, the even parity solutions will be affected, and one requires a discontinuity in the first derivative in the wave function. Hence, in presence of the delta function potential, it is the Tricomi function with non-integer values of \(\nu\) which is an appropriate solution having a discontinuity in the first derivative at the origin. But the Kummer functions are still not acceptable. Precisely, using the Tricomi function, the energy eigenvalues are obtained for \(g \neq 0\) by solving the transcendental equation

\[
\nu - g \frac{\Gamma(1 - \frac{\nu}{2})}{\Gamma(\frac{\nu}{2} - \frac{\nu}{2})} = 0. \tag{5}
\]

This equation has to be solved numerically to obtain the energy eigenvalues.

III. VARIATIONAL METHOD FOR ATTRACTIVE DELTA

For the attractive delta potential, \(g < 0\). We note that any trial wave function has to satisfy the following criteria

(a) It must have definite parity. Only the eigenvalues of even parity solutions will change due to the \(\delta\) potential.

The eigenvalues of the odd parity states will be identically \((n + 1/2)\hbar \omega\) \((n = 1, 3, 5, ...\).

(b) It should vanish at infinity

(c) The first derivative for the even parity states must have a discontinuity at the origin obeying an equation given later in this section.

In accordance with the above criteria, we consider trial solutions in the form

\[
\psi(y) = A e^{Z|y|} e^{-\frac{1}{2}y^2} y^2. \tag{6}
\]

for \(g < 0\). Here \(A\) is a normalisation constant depending on both \(Z\) and \(\alpha\).

We note that the ground state of the harmonic oscillator should be recovered for \(g = 0\) such that \(Z = 0\) and \(\alpha = 1\) should be the optimal choice. On the other hand, for extremely large values of \(g\) one expects the wave function to be dominantly of the form \(\exp(g|y|)\) such that \(Z \approx g\) and \(\alpha \approx 0\). This indicates that the optimal values should follow the bounds: \(0 \leq Z \leq g\) and \(0 \leq \alpha \leq 1\) with \(Z = g\) a sufficient condition at the extreme values. However, the discontinuity condition at the origin,

\[
\frac{d\psi}{dy}|_0^- - \frac{d\psi}{dy}|_0^+ = 2g\psi(0) \tag{7}
\]

gives \(Z = g\) as a necessary condition when \(\psi(y)\) as given in equation (6) is used, which shows that \(Z\) cannot be taken as a variable. Here it may be mentioned that the model wave function that was considered in \(\mathbb{F}\) had an identical form with fixed values of the parameters; \(Z = g\) and \(\alpha = 1\). In our scheme we therefore keep only \(\alpha\) as variable and set \(Z = g\) henceforth and obtain the expectation value of the Hamiltonian \(H\) which is expressed in terms of dimensionless parameter as

\[
H = -\frac{1}{2} \frac{d^2}{dy^2} + \frac{1}{2} y^2 + g\delta(y). \tag{8}
\]

Therefore, with \(\psi\) given by equation (6), the expectation value of the energy \(\epsilon = \langle \psi | H | \psi \rangle\) is given by (see Appendix A for details)

\[
\epsilon = \frac{\alpha^2}{2} + \frac{1 - \alpha^4}{2} \int_{-\infty}^{\infty} y^2 e^{2|y|} e^{-\alpha^2 y^2} dy + \frac{g^2}{2} \int_{-\infty}^{\infty} e^{2|y|} e^{-\alpha^2 y^2} dy. \tag{9}
\]

After expressing the integrals in terms of complementary error functions \(\text{erfc}(z) = \frac{2}{\sqrt{\pi}} \int_{z}^{\infty} \exp(-t^2) dt\), we get

\[
\epsilon = \frac{\alpha^2}{2} + \frac{1 - \alpha^4}{\sqrt{\pi} \alpha^2} \left( \frac{1 + \frac{g^2}{\alpha^2}}{2} \sqrt{\pi} + \frac{g}{2\alpha} e^{-\frac{g^2}{\alpha^2}} \right) + \frac{g^2}{2} + \frac{g\alpha e^{-\frac{g^2}{\alpha^2}}}{\text{erfc}(-\frac{g}{\alpha})}. \tag{10}
\]
FIG. 1: Plots of energy estimates for the attractive delta potential as a function of $\alpha$ for $g = -1.5$ and $g = -2.0$ show the approximate location of the minimum value.

FIG. 2: Plots of $\epsilon$ vs $\alpha$ for $g = -0.5$ for some iterative steps not necessarily in consecutive order. Each iteration zooms in a certain smaller interval of $\alpha$ values studied in the previous one. Here we show plots for intermediate iteration steps when the size of the interval is larger than $10^{-7}$. Table I gives the data of the plots. In figure (c) the $\epsilon$ values are related to $\epsilon'$ by $\epsilon = 0.156089 + \epsilon' \times 10^{-8}$. In figure (d) $\alpha$ and $\epsilon$ are related to the primed variables as $\alpha = 0.86094 + \alpha'' \times 10^{-6}$ and $\epsilon = 0.156089864909 + \epsilon'' \times 10^{-14}$. These plots/data help us to choose the correct interval for further evaluation of $\epsilon$ in the next iteration.

| Fig 2(a) | Fig 2(b) | Fig 2(c) | Fig 2(d) |
|----------|----------|----------|----------|
| $\alpha$ | $\epsilon$ | $\alpha$ | $\epsilon$ |
| 0.10     | 0.7875843913490 | 0.855 | 0.15611114689438 |
| 0.19     | 0.6330068382654 | 0.856 | 0.15610458365804 |
| 0.25     | 0.4865632769097 | 0.857 | 0.15609922993587 |
| 0.37     | 0.3714877335918 | 0.858 | 0.15609508353865 |
| 0.46     | 0.2874437277571 | 0.859 | 0.15609214228512 |
| 0.55     | 0.2288130659022 | 0.860 | 0.15609040400196 |
| 0.64     | 0.1901599035278 | 0.861 | 0.15608986652375 |
| 0.73     | 0.1672807821995 | 0.862 | 0.15608986652375 |
| 0.82     | 0.1571204791313 | 0.863 | 0.15608986652375 |
| 0.91     | 0.1549147234333 | 0.864 | 0.15608986652375 |

TABLE I: Data for the plot in figure 2. From left to right, the values for increasing number of iterative steps are shown. The final value reached with interval size less than $10^{-7}$ is 0.860948 in this case (not shown in the table).
From ref [5] when the size of the window is less than 10 desired accuracy up to six decimal places is reached, i.e., this window is made and this process is continued till the value of $\alpha$ and $\epsilon$ are tabulated in Table I. Further evaluation of $\alpha$ values of the parameter $\nu$ are compared with the exact results and previous approximate results for some specific values of $\nu$ and $\alpha = \alpha_{\text{min}}$ are also tabulated. The dimensionless energy $\epsilon = (\nu + 1/2)$.

The aim is to find the value of $\alpha = \alpha_{\text{min}}$ that minimises $\epsilon$. In principle one can differentiate $\epsilon$ with respect to $\alpha$ and obtain the minimum value using a numerical method that locates the zero of the derivative. However, direct differentiation of $\epsilon$ in equation (10) to find the optimal value of $\alpha$ leads to a complicated expression involving too many terms. Instead, we use a simple indirect method.

We explicitly evaluate $\epsilon$ for some specific values of $\alpha$ and a window of $\alpha$ values can be identified within which the minimum is located (indicative plots are given in figure 1 and 2 and the data corresponding to one $g$ value are tabulated in Table II). Further evaluation of $\epsilon$ within this window is made and this process is continued till the desired accuracy up to six decimal places is reached, i.e., when the size of the window is less than $10^{-7}$.

Both the absolute and relative errors compared to the exact values are shown in figure 3 and the results for $\alpha = 1$ are also shown for comparison. In Appendix B the details of calculating numerically the exact values are given. It is indicated that the present method gives better results compared to the case $\alpha = 1$. We have also plotted the optimal values $\alpha_{\text{min}}$ in figure 4 and presented the values of $\nu$ and $\alpha$ for some values of $g$ in Table II. The inset of figure 4 shows that for large values of the attractive delta potential, $\alpha$ indeed vanishes indicating the harmonic potential has little effect in that limit. We will come back to this point in the last section.

### IV. VARIATIONAL PRINCIPLE FOR REPULSIVE DELTA

The requirements for the trial wave function for repulsive delta potential are the same as that for the attractive one mentioned in the beginning of section III. We use the
form of the trial wave function as

$$\psi(y) = A(1 + Z|y|)e^{-\frac{1}{2} \alpha^2 y^2}. \quad (11)$$

Once again, this form (used in [5] with \(\alpha = 1\) and \(Z = g\)) satisfies the discontinuity condition (equation (7)) with \(Z = g\) specifically. In absence of the delta potential, the ground state wave function is therefore recovered and for very large values of \(g\), \(\psi(y) \approx \frac{|y|}{2^\alpha} e^{-\frac{1}{2} \alpha^2 y^2}\), the first excited state of a harmonic oscillator (apart from the absolute value of \(y\) which is necessary for even parity). This is not surprising as an extremely strong delta potential will effectively break the system into two adjacent half-harmonic oscillators. We will discuss this in more detail in the next section.

We thus consider the variation of \(\epsilon\) with respect to \(\alpha\) and set \(Z = g\) as in the attractive case. The expectation value of the energy using equation (11) is then given by

$$\epsilon = \frac{\alpha^2}{2} + \frac{(1 - \alpha^4)}{2} I + \frac{g^2}{2} \frac{\sqrt{\pi}}{B} + \frac{g}{2B} \quad (12)$$

where

$$I = \frac{\sqrt{\pi}}{4\alpha^3} + \frac{g}{\alpha^2} + \frac{3g^2}{8\alpha^5 \sqrt{\pi}}$$

$$B = \frac{\sqrt{\pi}}{2\alpha} + \frac{g}{\alpha^2} + \frac{g^2}{4\alpha^3 \sqrt{\pi}}.$$ 

Variation of \(\epsilon\) against \(\alpha\) shows the existence of a minimum as shown in figure 5 for specific values of \(g\). Here it is convenient to directly differentiate \(\epsilon\) with respect to \(\alpha\), and imposing the condition of minimum, we get

$$\frac{\partial \epsilon}{\partial \alpha} = \alpha - \frac{g^2 \sqrt{\pi}}{4\alpha^2} \frac{1}{B} - \frac{g^2 \sqrt{\pi}}{4\alpha} \frac{1}{B^2} B_\alpha - 2\alpha^3 \frac{I}{B} + \frac{(1 - \alpha^4)}{2} \frac{I}{B} - \frac{(1 - \alpha^4)}{2} \frac{I}{B^2} B_\alpha - \frac{g}{2B^2} B_\alpha = 0 \quad (13)$$

where

$$I_\alpha = \frac{\partial I}{\partial \alpha} = -\frac{3\sqrt{\pi}}{4\alpha^4} - \frac{4g}{\alpha^3} - \frac{15g^2}{8\alpha^5 \sqrt{\pi}}$$

$$B_\alpha = \frac{\partial B}{\partial \alpha} = -\frac{\sqrt{\pi}}{2\alpha^2} - \frac{2g}{\alpha^3} - \frac{3g^2}{4\alpha^3 \sqrt{\pi}}.$$ 

The optimal values of \(\alpha\) are obtained numerically using bisection method and the results for \(\nu\) are presented in Table II along with the exact result and the result from [5]. Also, we plot the deviations from the exact results in figure 6 that clearly show that the present results give better approximate values for \(\epsilon\). The optimal values of \(\alpha\) denoted by \(\alpha_{\text{min}}\) are plotted in figure 4.
V. DISCUSSIONS AND COMPARISON WITH KNOWN RESULTS

In this paper, we have revisited the problem of the harmonic oscillator with a centrally located δ potential. Although the results are exactly known, it is useful to apply the variational principle of quantum mechanics to check how close one can approach the exact results and gain insight from the approximate solutions. We have dealt with the attractive and repulsive delta potential separately, using two different wave functions, taken in the form previously proposed in [3]. We discuss here the behaviour of the approximate solutions in some limiting cases. In absence of the delta potential, the ground state wave function of the harmonic oscillator is of the form \( e^{-\frac{x^2}{2}} \) which means \( \alpha = 1 \) in equations (6) and (11). Hence for \( g \to 0 \) we expect \( \alpha_{\text{min}} \to 1 \). This is confirmed from the results for both attractive and repulsive potentials where indeed such a tendency is noted (figure 3).

In presence of an isolated attractive delta potential (i.e., when there is no harmonic potential), the wave function is of the form \( e^{\delta(y)} \). In the limit \( g \to -\infty \) we obtained \( \alpha_{\text{min}} \to 0 \) using the variational method (figure 4) indicating the wave function is not affected by the presence of the HO potential. We present here an argument to support this result.

For the isolated attractive delta function there is a single bound state \( \psi_0 \) with energy

\[
E = \frac{m\gamma^2}{2\hbar^2}
\]

which is negative definite. Indeed, as \( g \) increases in magnitude, this value is approached as shown in the numerical results (see Table III the data are also shown graphically in figure 4) and the corresponding \( \nu = \frac{\gamma}{2} = \frac{-g^2}{2} \). It is significant that for \( g < 0 \), \( \nu \) has a negative value suggesting the delta function potential plays the dominant role. For \( g \to -\infty \), we thus argue following [3] that the confining harmonic potential, too shallow compared to the delta potential, becomes irrelevant in the ground state. This implies one can treat the \( y^2 \) part of the Hamiltonian in equation (8) as a perturbation and \( H_0 = -\frac{1}{2}\frac{d^2}{dy^2} + g\delta(y) \) is taken as the unperturbed Hamiltonian. The normalised unperturbed eigenfunction of \( H_0 \) is \( \psi_0 = \sqrt{|g|}e^{-|g|y} \). The correction to the unperturbed energy eigenvalue from the first order perturbation theory would then be

\[
\langle \psi_0 | \frac{1}{2} y^2 | \psi_0 \rangle = |g| \int_{-\infty}^{\infty} e^{-2|g|y} \frac{1}{2} y^2 dy = \frac{1}{4g^2}.
\]  

(14)

For large values of \( |g| \) the correction would therefore tend to vanish and the energy remains as \( -g^2/2 \). Also, there is only one bound state for the pure delta function potential (attractive). Hence, the correction to the wave function in the first order, \( \psi^1 \), which has no overlap with this state is trivially zero. Thus one would expect \( \psi_0 \) to be the solution even in presence of the HO potential indicating \( \alpha \to 0 \) in the variational method. Note that this argument is valid for the ground state, for the higher energy states, the confining potential will no longer be irrelevant. We also show in figure 7 that the limiting value \( \nu = -\frac{g^2}{2} - \frac{1}{2} \) is approached fairly rapidly using the variational method.

If \( g \to \infty \), for the repulsive delta potential, we have, as mentioned earlier, effectively two disconnected half-harmonic oscillators on either side of the origin as the infinite potential barrier at the center is effectively insurmountable [8]. In this limit, the ground state wave function is given by \( A|y|e^{-\frac{1}{2}y^2} \) (as \( \alpha \to 1 \) in figure 4). It is an interesting point that as \( g \to \infty \), the value of \( \nu \) approaches 1, an odd integer value (as shown in figure 7), giving rise to the so called anomalous degeneracy. Now we get two different states belonging to the same eigenvalue \( \nu = 1/2 \) (remember the odd parity state remains unaffected by the delta potential which is characterised by an odd integer value of \( \nu \); here we are concerned with the \( \nu = 1 \) state). This result may be apparently contradictory to the non-degeneracy theorem (and therefore the degeneracy is termed anomalous) in one-dimensional bound states in quantum mechanics. However, exceptions may occur as the proof of the non-degeneracy theorem rests on a few conditions. If any such condition does not hold good, e.g., if the product of the two supposedly degenerate wave functions is zero, non-degeneracy is not strictly imposed on the spectra of the system [8]. For the ground state, we have an understanding of the anomalous degeneracy from the present results. We take the two degenerate solutions as \( \psi_1 \propto |y| \exp(-y^2/2) \) as given by the trial wave function for \( g \gg 0 \) and \( \psi_2 \propto y \exp(-y^2/2) \), the first order excited state (exact). Then \( \psi_1 \psi_2 = 0 \) at the origin and \( \psi_1 = B\psi_2 \) albeit with different values of \( B \) for \( x < 0 \) and \( x > 0 \). This is consistent with the fact that if the product is zero, one can write \( \psi_1 = B\psi_2 \) in the regions where the product is non-zero but the constant \( B \) may change discontinuously as one passes through a zero of...
ψ_1ψ_2. Non-uniqueness in the value of B implies that the two functions are not trivially related and degeneracy will then exist. If B is different on the two sides of the origin then the slopes of ψ_1 and ψ_2 cannot both be continuous at the origin, which is indeed the case here in presence of the delta function. Hence the anomalous degeneracy can exist here.

To summarise, the behaviour of the system is drastically affected in the limit of an extremely strong delta function, although differently for the attractive and repulsive case. In the attractive case, the wave function, peaking at the origin does not feel the effect of the harmonic potential (∝ y^2) making α_{min} → 0 as g → −∞ as the factor exp(−g|y|) rapidly decreases with the increasing magnitude of g. For the repulsive case on the other hand, as the wave function peaks away from the origin (occurs at y ≠ 0), the effect of the harmonic potential is stronger, such that α_{min} is still close to unity. In fact α remaining close to unity for the repulsive case for all values of g may be understood using the same logic.

For intermediate values of g for the attractive delta case, the value of α_{min} obtained from the variational method shows significant deviation from 1, leading to appreciable changes in the energy values which are much closer to the exact values. In comparison, for the repulsive case, the energy values are closer to those obtained in [3] as α remains fairly close to unity even after applying the variational method.

One can ask the question, why does the variational method give α_{min} ≠ 1? The exact solution is of the form exp(−y^2/2) multiplied by the Tricomi function. The trial wave function, on the other hand, has exp(−α^2 y^2/2) multiplied by another function much simpler than the Tricomi function and does not contain α, the parameter that is being varied. So the improvement in the result, that occurs through varying α must lead to optimal value of α ≠ 1 as obtained from the variational method except at g = 0.

That the variational method works for the higher excited states can also be shown. We apply it for the known first excited state. The trial wave function for the first excited state has to be orthogonal to the trial wave functions in equation (9) and equation (11). Since any odd function will be orthogonal to these functions, a viable trial wave function is

ψ(y) = Ay e^{Z|y|} e^{-\frac{1}{2}α^2y^2}. \quad (15)

The above wave function will do for both g > 0 and g < 0. The energy expectation value is

\[ \langle H \rangle = \frac{3α^2}{2} + \frac{(1 - α^2)}{2} \int_{0}^{\infty} y^4 e^{2Zy} e^{-α^2y^2} dy = \frac{Z^2}{2}. \quad (16) \]

Equation (16) is independent of g which is physically consistent. So one might as well put g = 0 which means we have the original HO states intact. This implies that one can put Z = 0 and α = 1 in equation (16). Even if this is not done directly and both Z and α is varied then from equation (16), we get a surface which is shown in Fig. 8. As we see the minima lies at Z = 0 irrespective of the value of α. So, we can put Z = 0 in equation (16). Now the integrals convert into standard Gaussian integrals which can be easily performed. Explicit calculation shows the minimum occurs at α = 1. Hence one arrives at the exact result.

As an endnote, we mention that the problem of the harmonic oscillator has later been explored extensively introducing more intricacies like multiple delta functions in arbitrary positions and also in higher dimensions [4, 8, 10, 12]. It is also relevant for a charged particle in a magnetic field with a delta potential [13]. The variational method should come in handy when we have to estimate the ground state energy of such cases. As we have shown without doing exact analysis we will be able to calculate accurate values of the energy by trial solutions. It can be a good pedagogical example for students to explore variational principle in a complicated problem and could be simpler in comparison to other variational methods like density matrix renormalisation group, also applied to quantum systems.

This problem has been dealt with in various other contexts also. For example, Bose condensation, which does not occur in one dimension, can happen so in presence of a point interaction localised at the origin [14]. Similarly, the HO in a delta function potential in one dimension could be regarded as a possible model of the three-dimensional hydrogen molecular ion subjected to a static magnetic field in which the coulomb interactions are replaced by the corresponding one of simple point interactions. As the ionisation is relevant only along the direction of the field the three dimensional problem becomes a one dimensional one [15, 17]. In studying topium, it was shown in [2] that HO with a point perturbation is a useful model to study quark interactions at short distances. However, such studies have been found to be unphysical later.

Acknowledgements: We are grateful to A, Raychaudhuri for discussions.

ORCID id: Parongama Sen : https://orcid.org/0000-0002-4641-022X

ORCID id: Indrajit Ghose : https://orcid.org/0000-0002-8561-4954

[1] D. A. Atkinson, H. W. Crater, An exact treatment of the Dirac delta function potential in the Schrödinger equation, Am. J. Phys. 43 (1975) 301
We give some of the steps to reach equation (9) from equation (8).

Here

\[ \psi = A e^{\frac{g}{2} |y| - \frac{1}{2} \alpha y^2} \]

Therefore

\[ \frac{d^2 \psi}{dy^2} = \psi (g \text{ sign}(y) - \alpha^2 y)^2 + \psi (2g \delta(y) - \alpha^2) \]  \hspace{1cm} (A2)

Substituting the expression of \( \frac{d^2 \psi}{dy^2} \) in equation (8) we get a term containing \( ye^{2g |y| - \alpha^2 y^2} \). We evaluate the term as follows

\[ g \alpha^2 \int_{-\infty}^{+\infty} y \text{ sign}(y) |A|^2 e^{2g |y| - \alpha^2 y^2} dy \]

\[ = g \alpha^2 e^{2g y} \left[ \text{ sign}(y) e^{-\alpha^2 y^2} \right]_{-\infty}^{+\infty} \]

\[ + g |A|^2 \int_{-\infty}^{+\infty} (g \text{ sign}(y)^2 + g \delta(y)) e^{2g |y| - \alpha^2 y^2} dy \] \hspace{1cm} (A3)

Simple algebra after this will lead to equation (9).

Appendix B

In solving the transcendental equation (equation 6) we have evaluated the \( \Gamma \) by using the defining property of a \( \Gamma \) function.

\[ \Gamma(x) = \frac{\Gamma(u)}{x \times (x - 1) \cdots \times (u - 1)} \text{ if } x < 0 \] \hspace{1cm} (B.1)

\[ \Gamma(x) = (x - 1) \times (x - 2) \cdots \times u \Gamma(u) \text{ if } x > 0 \] \hspace{1cm} (B.2)

where \( 0 \leq u \leq 1 \) and \( \Gamma(u) \) is evaluated by equation (B.3).

The equation (6.1.35) from [18] gives

\[ \Gamma(x + 1) = 1 + b_1 x + b_2 x^2 + b_3 x^3 + b_4 x^4 + b_5 x^5 \]

\[ + b_6 x^6 + b_7 x^7 + b_8 x^8 + \epsilon(x) \] \hspace{1cm} (B.3)

The values of \( \nu \) are then calculated numerically using the bisection method.