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Abstract—In Continual Learning, a Neural Network is trained on a stream of data whose distribution shifts over time. Under these assumptions, it is especially challenging to improve on classes appearing later in the stream while remaining accurate on previous ones. This is due to the infamous problem of catastrophic forgetting, which causes a quick performance degradation when the classifier focuses on learning new categories. Recent literature proposed various approaches to tackle this issue, often resorting to very sophisticated techniques. In this work, we show that naive rehearsal can be patched to achieve similar performance. We point out some shortcomings that restrain Experience Replay (ER) and propose five tricks to mitigate them. Experiments show that ER, thus enhanced, displays an accuracy gain of 5.2 and 26.9 percentage points on the CIFAR-10 and CIFAR-100 datasets respectively (memory buffer size 1000). As a result, it surpasses current state-of-the-art rehearsal-based methods.

I. INTRODUCTION

Deep Neural Networks represent a valid tool for classification tasks, showing excellent performance on a variety of domains. However, this holds when all training data are immediately available and identically distributed, a condition that is hard to find outside an artificial environment.

In a practical application, new classes may emerge later in the stream: simply fine-tuning on them would disrupt the previously acquired knowledge quickly. This is known as Catastrophic Forgetting problem [1], arising whenever the data stream faces a shift in its distribution. Continual Learning (CL) algorithms aim at learning from that stream, retaining the old knowledge while relying on bounded computational resources and memory footprint [2].

Researchers and practitioners model the aforementioned shift through various evaluation protocols, which typically involve a sequence of different classification problems (tasks). Given the categorization presented in [3], [4], we primarily focus on Class Incremental Learning (Class-IL) due to its challenging nature [5]. In such a setting, a dataset (e.g. MNIST) is divided into class-based partitions (e.g. 0 vs 1, 2 vs 3 etc.), each of which is considered a separate task. The model – which observes tasks in a sequential fashion – ought to learn new classes without impairing its knowledge about the old ones. Since no information about the task is given at inference time, the test phase requires the network to infer the right class label among all those seen. Therefore, this precludes the adoption of a multi-head classification layer.

Current approaches can be broadly categorized in two branches: on the one hand, prior-based methods [6], [7], [8], [9], [10], [11] estimate the importance of each weight for past tasks and protect these from later updates; on the other hand, rehearsal-based approaches [12], [13], [14], [2] rely on a subset (buffer) of old data to avoid interference. Both these families of solutions require additional computations and a large memory footprint, but rehearsal-based methods have shown to be far better for incrementally learning new classes [5]. Among them, many recent works rely on complex techniques applied on top of rehearsal [14], [15], [16]. Nevertheless, computing a regularization term over a buffer of past examples usually entails a non-negligible overhead, as the network needs to make additional feed-forward passes.

Here, we follow the principle of Occam’s razor and step back to Experience Replay (ER), which simply consists of interleaving past examples with the current training batch. Thanks to its straightforward formulation, it is robust at the cost of a slight increase in computational requirements. In this paper, we work on alleviating some problems encountered by
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naive replay in the Class-IL setting. In more detail, we address
the following issues:
(a) rehearsal methods could experience overfitting, as they
repeatedly optimize the examples stored in a relatively
small buffer.
(b) Incrementally learning a sequence of classes implicitly
biases the network towards newer ones, making the
performance unbalanced in favor of the latest task en-
countered.
(c) The memory buffer is commonly populated by sampling
random items from the training stream, with the aim of
obtaining an i.i.d. distribution. While this is generally
valid, there are failure cases. As an example, it
may leave out some classes when the buffer is small.

We illustrate how few modifications (a bag of tricks) not
only mitigate the above-mentioned issues, but also make the
simplest rehearsal baseline outperform the SOTA. Our main
contributions are:
• a collection of five modifications that can be easily
applied to CL methods to improve their performance;
• experiments showing that ER – when equipped with
these tricks – outperforms state-of-the-art rehearsal
methods on four distinct Class-IL experimental settings,
thus providing a new reliable baseline for any practitioner
approaching Continual Learning;
• further analysis clarifying how the tricks affect the accu-
racies of ER and their applicability to other methods.

In light of the remarkable increase in performance that results
from the application of our proposed tricks, we hope that this
work will constitute a valuable quick reference as well as a
stepping stone for the design of more accurate CL approaches.

II. RELATED WORKS

After the first formulation of catastrophic forgetting in
ANNs, early works dating back to the 1990s proposed
straightforward solutions to it, that is storing previously
seen examples in a memory buffer and later interleaving
them with new training batches. We refer the reader to Sec. III
for a detailed description of this simple, yet still very effective
method, generally known as Experience Replay (ER).

In the 2010s, the advent of Deep Neural Networks sparked
renewed interest in Continual Learning leading to a very
prolific production of works trying to counter forgetting. These
works can be split into two categories: those that store
past elements in an incrementally learned feature space. GEM
and its more efficient version A-GEM showcase another
tonobvious use of memories, as they define inequality con-
straints to avoid the increase in the losses w.r.t. previous tasks
while allowing for their decrease.

Although – quite remarkably – none of the mentioned
papers draw any experimental comparison with it, Experience
Replay still appears to be a strong solution to catastrophic
forgetting. This is corroborated by a line of very recent
works that argue for

1

settings. Alternatively, keep a model checkpoint and use it to formulate an additional loss term to prevent excessive weight alterations in later tasks.

On the opposite side of the spectrum, methods storing past
elements relate to ER, in that they also tackle forgetting by
collecting exemplars seen in previous training phases. Rebuffi et al. propose iCaRL, an approach that classifies new
exemplars by finding the nearest mean representation of past
examples in an incrementally learned feature space.
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to approximate it. **Experience Replay** addresses this issue by storing exemplars and labels from previous tasks in a replay buffer $B$. During each training step, it merges some of these items with the current batch: consequently, the network rehearses past tasks as it learns current data. This amounts to optimizing the following loss term as a surrogate of \( \ell \):

$$
\ell' = E_{(x,y) \sim D_t}[\ell(y, f_\theta(x))] + E_{(x,y) \sim B}[\ell(y, f_\theta(x))].
$$

(2)

This practical solution only introduces two additional hyper-parameters to \( f_\theta \), namely the replay buffer size \( |B| \) and the number of elements that we draw from it at each step. In this work, we initially assume to update the buffer with the reservoir sampling strategy \([20]\) (see Alg. 1, as proposed in \([14]\). This guarantees that each input exemplar has the same probability \( |B|/|D| \) of entering the replay buffer. We prefer this solution both to herding \([2] \) and the class-wise FIFO \([19] \) strategies (a.k.a. ring buffer). Unlike reservoir, the former needs to retain the entire training set of each task. Conversely, the latter does not exploit the whole memory and is more likely to overfit (as pointed out in \([19]\)).

**IV. TRAINING TRICKS**

In this section, we discuss some issues that ER encounters in the Class-IL setting and propose effective tricks to mitigate them. On the one hand, Sec. \([IV-A] \), \([IV-D] \) and \([IV-E] \) describe improvements to the replay buffer and can, therefore, easily extend to other rehearsal-based methods. On the other hand, the tricks described in Sec. \([IV-B] \) and \([IV-C] \) are more general and applicable to any Class-IL method.

**A. Independent Buffer Augmentation (IBA)**

Data augmentation is an effective strategy for improving the generalization capabilities of a Deep Network \([11] \). When dealing with Continual Learning scenarios, one can also apply data augmentation on the input stream of data (i.e. the examples shown to the net during each task). However, for a rehearsal method, replayed exemplars constitute a significant portion of the overall training input. This could pose a serious risk of overfitting the memory buffer, which we address through Independent Buffer Augmentation (IBA): in addition to the regular augmentation performed on the input stream, we store examples not augmented in the memory buffer; this way, we can augment them independently when drawn for later replay. By so doing, we minimize overfitting on the memory and introduce additional variety in the rehearsal examples.

While adopting this simple expedient could seem a no-brainer, its application in literature should not be taken for granted. As an example, the CL methods implemented in the codebase of \([13] \) and \([15] \) store the augmented examples in the memory buffer and re-use them as-they-are, as illustrated in Fig. 2(a). On the contrary, we remark that it is much more beneficial to show the model replay examples that undergo distinct transformations, as shown in Fig. 2(b).

**B. Bias Control (BiC)**

Given the sequential nature of the Class-IL setting, the network’s predictions end up showing bias towards the current task. Indeed, a single-head classifier is less prone to predicting classes found in prior tasks than those learned just before. This practical solution only introduces two additional hyper-parameters to \( f_\theta \), namely the replay buffer size \( |B| \) and the number of elements that we draw from it at each step. In this work, we initially assume to update the buffer with the reservoir sampling strategy \([20]\) (see Alg. 1, as proposed in \([14]\). This guarantees that each input exemplar has the same probability \( |B|/|D| \) of entering the replay buffer. We prefer this solution both to herding \([2] \) and the class-wise FIFO \([19] \) strategies (a.k.a. ring buffer). Unlike reservoir, the former needs to retain the entire training set of each task. Conversely, the latter does not exploit the whole memory and is more likely to overfit (as pointed out in \([19]\)).

**IV. TRAINING TRICKS**

In this section, we discuss some issues that ER encounters in the Class-IL setting and propose effective tricks to mitigate them. On the one hand, Sec. \([IV-A] \), \([IV-D] \) and \([IV-E] \) describe improvements to the replay buffer and can, therefore, easily extend to other rehearsal-based methods. On the other hand, the tricks described in Sec. \([IV-B] \) and \([IV-C] \) are more general and applicable to any Class-IL method.

**A. Independent Buffer Augmentation (IBA)**

Data augmentation is an effective strategy for improving the generalization capabilities of a Deep Network \([11] \). When dealing with Continual Learning scenarios, one can also apply data augmentation on the input stream of data (i.e. the examples shown to the net during each task). However, for a rehearsal method, replayed exemplars constitute a significant portion of the overall training input. This could pose a serious risk

of overfitting the memory buffer, which we address through Independent Buffer Augmentation (IBA): in addition to the regular augmentation performed on the input stream, we store examples not augmented in the memory buffer; this way, we can augment them independently when drawn for later replay. By so doing, we minimize overfitting on the memory and introduce additional variety in the rehearsal examples.

While adopting this simple expedient could seem a no-brainer, its application in literature should not be taken for granted. As an example, the CL methods implemented in the codebase of \([13] \) and \([15] \) store the augmented examples in the memory buffer and re-use them as-they-are, as illustrated in Fig. 2(a). On the contrary, we remark that it is much more beneficial to show the model replay examples that undergo distinct transformations, as shown in Fig. 2(b).

**B. Bias Control (BiC)**

Given the sequential nature of the Class-IL setting, the network’s predictions end up showing bias towards the current task. Indeed, a single-head classifier is less prone to predicting classes found in prior tasks than those learned just before. Such bias is linked to the whole model and not exclusively to its final classification layer; consequently, the trivial solution of zeroing the latter is not beneficial.

This imbalance problem is analyzed by both Hou et al. in \([18] \) and Wu et al. in \([17] \). The former addresses this issue structurally by devising a specific margin-ranking loss term aimed keeping representations from different tasks separated. However, the latter work proposes a much simpler and modular solution, which we also apply here: the addition of a simple Bias Correction Layer to the model. This layer consists in a linear model with two parameters \( \alpha \) and \( \beta \) that compensates the \( \ell^{th} \) output logit \( o_k \) as follows.

$$
q_k = \begin{cases} 
\alpha \cdot o_k + \beta & \text{if } k \text{ was trained in the last task} \\
o_k & \text{otherwise}
\end{cases}
$$

(3)

Such a layer is applied downstream of the classifier to yield the final output at test time. Thanks to its small size, it can be easily trained at the end of each task by leveraging a limited amount of exemplars. Importantly, while \([17] \) employs a separate validation set for this purpose, we simply exploit the same replay buffer we use for rehearsal methods. Parameters \( \alpha \) and \( \beta \) are optimized through the cross-entropy loss, as follows:

$$
\ell_{\text{BiC}} = - \sum_k \delta_{y=k} \log[\text{softmax}(q_k)].
$$

(4)

We agree with the authors of \([17] \) on the effectiveness of this simple linear model to counter the above-mentioned bias.

**C. Exponential LR Decay (ELRD)**

Arguably, the best way to preserve previous knowledge is not to learn anything new. To this aim, we propose to decrease the learning rate progressively at each iteration; we

[https://github.com/facebookresearch/GradientEpisodicMemory](https://github.com/facebookresearch/GradientEpisodicMemory)  
[https://github.com/rahalajundt/Gradient-based-Sample-Selection](https://github.com/rahalajundt/Gradient-based-Sample-Selection)
found exponential decay particularly effective. Exponential-based rules for decaying the learning rate were early introduced in literature to speed up the learning process [32], [33]. CL algorithms that exploit this technique [6], [2] do so in a task-wise manner (namely, the schedule starts again at the beginning of each task). Differently, we point out that decreasing the learning rate for the whole duration of the training relieves catastrophic forgetting. We thus recommend to compute the learning rate for the \( j \)th example as follows:

\[
lr_j = lr_0 \cdot \gamma^{N_{ex}},
\]

where \( N_{ex} \) is the number of input examples seen so far, \( lr_0 \) indicates the initial learning rate for training and \( \gamma \) is a hyper-parameter tuned to make the learning rate approximately \( 1/6 \) of the initial value at the end of the training.

It is worth noting that decreasing the learning rate yields an additional regularization objective, which penalizes weights change between subsequent steps. In Continual Learning, a family of non-rehearsal approaches [6], [7], [8] rely on this concept, applying a loss term to prevent the same kind of interference. However, ELrD does not produce the additional overhead that characterizes these methods.

D. Balanced Reservoir Sampling (BRS)

Reservoir sampling is an online update procedure that populates a fixed-size buffer with data coming from a stream. It guarantees each exemplar from that stream to be represented in the buffer with the same probability \( |\mathcal{B}|/i \) at any iteration \( i \), which makes it equivalent to an offline random sampling at each time step. However, if the dataset \( \mathcal{D} \) contains exemplars from \( C \) distinct classes and we randomly sample \( |\mathcal{B}| \) of them, the probability of leaving at least one class out is given by:

\[
P = 1 - \frac{1}{C} \left( 1 - \frac{1}{|\mathcal{B}|} \right)^{|\mathcal{B}|}.
\]

This would result in leaving \( 1/P \) classes out of \( \mathcal{B} \), which becomes especially critical when dealing with small buffers: considering \( |\mathcal{B}| \approx C \), that probability increases from 0.25 for \( C = 2 \) to \( \approx 0.367 \) for \( C \to \infty \) (e.g. \( 0.349 \) for \( C = 10 \)).

To overcome such an issue, other approaches resort to the ring buffer [19] or the herding [2] strategy; however, these are not optimal in terms of buffer exploitation or computational overhead. The former reserves a slice as large as \(|\mathcal{B}|\) for each class: since classes are shown incrementally, this would leave the main part of the buffer empty. The latter changes the dimension of such slices with the number of seen classes, always reserving \(|\mathcal{B}|/C_{\text{seen}}\) slots for each class (where \( C_{\text{seen}} \) indicates the number of seen classes). Despite its increased efficiency in terms of memory, herding additionally performs a forward pass over the training set at the end of each task.

Instead, we propose Balanced Reservoir Sampling (see Alg. [1]), which encourages the balance within the buffer in terms of the number of exemplars per class. It consists in a small modification to reservoir: instead of replacing a random exemplar when a newer one is inserted (line 8 of Alg. [1]), we look for the element to be removed among those belonging to the most represented class (lines 9-11). The difference is also graphically exemplified in Fig. [2].

To provide a better understanding, we compare Balanced Reservoir with reservoir on a toy dataset of 1020 items belonging to 6 distinct classes (170 items per class). Fig. [4] shows the amount of samples per class retained at the end of each test. BRS is closer to the ideal solution of storing exactly 2 items for each class than plain reservoir. The two approaches achieve a Mean Squared Error of 0.28 and 1.64 respectively.

E. Loss-Aware Reservoir Sampling (LARS)

We introduce here an additional variation in the sampling strategy that limits the overfitting on buffer datapoints. Taking inspiration from [15], we wish to make room for new examples by discarding those that are less important for preserving the performance. The authors of [15] devise both a rigorous Integer Quadratic Programming-based objective and a more

```
Algorithm 1 Balanced Reservoir Sampling
1: Input: exemplar \((x,y)\), replay buffer \(\mathcal{B}\),
2: number of seen examples \(N\).
3: if \(|\mathcal{B}| > N\) then
4: \(\mathcal{B}[N] \leftarrow (x,y)\)
5: else
6: \(j \leftarrow \text{RandInt}([0,N])\)
7: if \(j < |\mathcal{B}|\) then
8: \(\mathcal{B}[j] \leftarrow (x,y)\)
9: \(\tilde{y} \leftarrow \text{argmax} \text{ClassCounts}(\mathcal{B},y)\)
10: \(k \leftarrow \text{RandChoice}({k};\mathcal{B}[k]=(x,y),y=\tilde{y})\)
11: \(\mathcal{B}[k] \leftarrow (x,y)\)
12: end if
13: end if
```

```
Algorithm 2 Loss-Aware Balanced Reservoir Sampling
1: Input: exemplar \((x,y,\ell)\), replay buffer \(\mathcal{B}\),
2: number of seen examples \(N\).
3: if \(|\mathcal{B}| > N\) then
4: \(\mathcal{B}[N] \leftarrow (x,y,\ell)\)
5: else
6: \(j \leftarrow \text{RandInt}([0,N])\)
7: if \(j < |\mathcal{B}|\) then
8: \(S_{\text{balance}} \leftarrow \{\text{ClassCounts}(y);\forall(x,y,\ell) \in \mathcal{B}\}\)
9: \(S_{\text{loss}} \leftarrow \{-\ell;\forall(x,y,\ell) \in \mathcal{B}\}\)
10: \(\alpha \leftarrow \sum_k |S_{\text{balance}}[k]|/\sum_k |S_{\text{loss}}[k]|\)
11: \(S \leftarrow \sum_k S_{\text{balance}} \cdot \alpha + S_{\text{loss}}\)
12: \(\text{probs} \leftarrow S/\sum_k S[k]\)
13: \(k \leftarrow \text{RandInt}([0,|\mathcal{B}|],\text{probs})\)
14: \(\mathcal{B}[k] \leftarrow (x,y,\ell)\)
15: end if
16: end if
```
efficient approximated greedy strategy for this purpose. However, since they resort to comparison between the gradients of individual examples, their proposal proves very slow w.r.t. to plain reservoir. Instead, we propose using the training loss value directly as a much simpler yet effective criterion for modeling the importance of examples. Indeed, the overall expected loss of the buffer can be computed without back-propagation and it should be maximized at all times, thus promoting the retention of exemplars that have not been fit.

To make reservoir loss-aware, we could identify and replace the elements displaying low loss values. These can be naively computed by feeding all the replay examples into the model before the replacement phase. However, this becomes computationally inefficient when the buffer is large, especially in earlier tasks when reservoir replaces items more frequently. To overcome this issue, we propose an online update of the loss values: for every example that we store in the buffer, we also save the original loss score. As this is a scalar value, the memory overhead that results from storing it is negligible w.r.t. the cost of storing the example to be replayed. To keep the scores up-to-date, whenever the corresponding items are drawn for replay we replace the stored loss values with the current losses that are yielded by the model.

Since they are complementary and address separate issues, we combine Loss-Aware Reservoir and BRS into a single algorithm (Alg. 2). In doing so we: i) compute a \( S_{balance} \) score vector proportional to the number of items of each class (line 8); ii) estimate an importance score \( S_{loss} \), given by the opposite of the loss value for each example (line 9); iii) normalize these two terms to ensure an equal contribution and sum them to form a single score vector \( S \) (lines 10-11). Finally, we assign each a replacement probability to each item that is proportional to the combined score (lines 12-14).

V. EXPERIMENTAL RESULTS

A. Experimental Protocol

We test our proposal in the following Class-IL settings, characterized by an increasing difficulty:

- Split Fashion-MNIST \cite{34} consists of five tasks featuring two classes each, with 6000 exemplars per class. It is based on the Fashion-MNIST dataset \cite{35} which was designed as a drop-in replacement for MNIST \cite{36}. We rely on this benchmark instead of Split MNIST as the latter is simple and not representative of modern CV tasks \cite{35, 3].
- Like the previous one, Split CIFAR-10 \cite{7} is organized in five tasks with two classes each and 5000 examples per class coming from the CIFAR-10 dataset \cite{37}.
- Split CIFAR-100 \cite{7} consists of ten tasks, with ten distinct classes each and 500 exemplars per class, deriving from the CIFAR-100 dataset \cite{37}.
- Split CORE-50 \cite{38} is comprised of 50 classes, with around 2400 examples per class. In line with the SIT-NC protocol described in \cite{39}, these classes are organized in nine tasks, the first of which includes ten classes whereas the following ones five each.

On the Split Fashion-MNIST setting, we apply all evaluated CL methods on a fully-connected network with two hidden layers of 256 ReLU units each, in line with \cite{13, 14}. On the other settings, we employ ResNet18 \cite{39} as a backbone in accordance to \cite{2}. All models are trained from scratch, iterating on each task for one epoch in Split Fashion-MNIST, 50 epochs in Split CIFAR-10 and CIFAR-100 and 15 epochs in Split CORE-50. We make use of Stochastic Gradient Descent (SGD) as optimizer.

To tune hyperparameters, we perform a grid-search on a validation set prior to training. This set is given by 6000, 5000 and 12000 random items for the Fashion-MNIST, CIFAR-10/100 and CORE-50 datasets respectively. We keep the batch size fixed in order to guarantee an equal number of updates across all methods. All results in this section are expressed in terms of average accuracy over all tasks at the end of training. We conduct each test 10 times and report the average result. We make the code for these experiments publicly available\cite{0}.

B. Comparison with State of the Art

In this section, we draw a comparison between ER equipped with our tricks (ER+T) and state-of-the-art rehearsal methods, https://github.com/hastings24/rethinking_er.
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\begin{table}[h]
\centering
\caption{Comparison among state-of-the-art methods in terms of average final accuracy on several datasets.}
\begin{tabular}{|l|c|c|c|c|c|c|c|c|c|}
\hline
\textbf{Methods} & \textbf{Split Fashion-MNIST} & \textbf{Split CIFAR-10} & \textbf{Split CIFAR-100} & \textbf{Split CORE-50} \\
\hline
\textbf{SGD} & 20.11 & 19.62 & 8.54 & 8.89 \\
Joint Training & 84.47 & 92.13 & 70.66 & 49.51 \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{Accuracy values on several datasets as more tricks from Sec. IV are added to the baseline, with replay buffer size 200.}
\begin{tabular}{|l|c|c|c|c|}
\hline
\textbf{Methods} & \textbf{Split Fashion-MNIST} & \textbf{Split CIFAR-10} & \textbf{Split CIFAR-100} \\
\hline
ER & 72.54 & 24.06 & 9.66 \\
+ IBA & – & 44.78 & 13.90 \\
+ BiC & 73.43 & 49.27 & 17.73 \\
+ ElrD & 74.19 & 51.02 & 20.27 \\
+ BRS & 74.66 & 52.75 & 20.64 \\
+ LARS & 76.07 & 59.18 & 21.26 \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{Ablation study inquiring the impact of IBA (Sec. V.A).}
\begin{tabular}{|l|c|c|c|c|c|c|}
\hline
\textbf{Methods} & \textbf{Split CIFAR-10} & \textbf{Split CIFAR-100} \\
\hline
\textbf{Memory Buffer Size} & \textbf{B}_200 & \textbf{B}_500 & \textbf{B}_{1000} & \textbf{B}_200 & \textbf{B}_500 & \textbf{B}_{1000} \\
\hline
A-GEM \cite{24} & 19.90 & 20.35 & 19.81 & 9.17 & 9.23 & 9.12 \\
+ IBA & 20.23 & 19.97 & 21.15 & 9.16 & 9.34 & 9.39 \\
\hline
GEM \cite{13} & 28.14 & 34.69 & 36.68 & 9.18 & 14.12 & 17.88 \\
+ IBA & 22.62 & 23.01 & 20.25 & 13.69 & 16.74 & 15.21 \\
\hline
HAL \cite{26} & 25.92 & 27.99 & 29.10 & 7.63 & 9.66 & 10.43 \\
+ IBA & 32.33 & 41.77 & 49.28 & 8.19 & 11.39 & 12.91 \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{We test ER in combination with the \textit{reservoir} sampling strategy, while GEM, A-GEM, HAL use a \textit{ring} buffer and iCaRL leverages \textit{herding}. To provide a better understanding, Tab. I reports the results for different buffer sizes (200, 500, 1000). We also train the backbones on the data-stream with no regularization (SGD) and on all shuffled datapoints (Joint Training), providing a lower and upper bound respectively.

The experiments on Split Fashion-MNIST show that ER+T consistently surpasses all competitors. Due to the mentioned weakness of \textit{reservoir}, the tricks prove to be especially beneficial when the memory buffer is smaller. However, plain Experience Replay is an already strong baseline, as revealed by GEM and A-GEM performing worse than it. HAL starts out on par with ER at reduced buffer size, but achieves weaker results when the latter increases. Interestingly, iCaRL only performs better than ER at memory size 200. This is due to the \textit{herding} strategy, through which the method fills the buffer with the best possible exemplars for its classification procedure. By so doing, iCaRL gains an advantage over methods applying \textit{reservoir} and \textit{ring} that is less prominent for larger buffer sizes.

Experiments on the harder Split CIFAR-10 and Split CIFAR-100 protocols show GEM and iCaRL prevailing over naive ER. In particular, iCaRL sets a very high bar on hard datasets thanks to its simple and effective nearest-mean-of-exemplars classification rule. Nevertheless, the application of our proposed tricks gives ER+T an edge over the competition. Notably, HAL encounters some failures on Split CIFAR-100.

Even on CORE-50, the tricks yield a boost in performance compared to naive replay, outperforming the other approaches. In contrast with what we have observed for Split CIFAR-10 and -100, iCaRL does not achieve reliable performance. We ascribe this finding to the nature of CORE-50 in Class-IL: this dataset shows very similar entities (e.g. slightly different plug adapters) as separate classes. While such subtle differences are successfully learned by ER through backpropagation, iCaRL strictly depends on its nearest-mean-of-exemplars classifier, which can be in trouble in distinguishing fine-grained details.

D. Comparison Among State-of-the-Art Methods

To quantify the effect of each trick presented in Sec. IV, we apply them increasingly to ER (Tab. III Fig. 1). Since
TABLE IV

ACCURACY VALUES ON SPLIT FASHION-MNIST WHEN APPLYING THE PROPOSED TRICKS BY THE USE OF A 500-EXAMPLES BUFFER.

| Methods      | No trick | BiC | CBiC | CBiC+ElrD |
|--------------|----------|-----|------|-----------|
| SI           | 19.91    | 24.67 | 33.15 | 35.51     |
| oEWC         | 20.04    | 25.71 | 40.36 | 43.85     |

Fig. 5. Probability for each task to be predicted at the end of the training on Split Fashion-MNIST, for oEWC with different bias correction layers and Joint Training. We apply BiC and CBiC to oEWC by training it on a reservoir memory buffer included for the purpose (best in color).

D. Applicability of IBA to other rehearsal methods

Data augmentation is a very simple and effective technique allowing to virtually draw from a larger amount of data. As it often comes for free (no additional costs in terms of annotations or storage are required), the more a method can benefit from it, the better. This especially holds for rehearsal-based methods approaching CL scenarios, where only few examples are available to guard the old knowledge. Surprisingly, we find out that not all methods benefit from data-augmentation on buffer datapoints (IBA). In this respect, Tab. IV shows that there is not a clear trend: while HAL always improves its performance in a consistent way, GEM suffers from a severe degradation on Split CIFAR-10. We conjecture that this is due to the way GEM makes use of the buffer: indeed, satisfying the inequality constraints given by augmented examples could not link well to retaining the performance on the original tasks.

E. Applicability to non-Rehearsal Methods

We show here that Bias Control (BiC) and Exponential learning rate Decay (ElrD) can be extended to two prior-based approaches, namely EWC online (oEWC) and Synaptic Intelligence (SI). The latter anchor most important parameters at the optimal point when the task changes, yielding remarkable performance when task-label is provided at inference time. However, when dealing with the Class-IL scenario, they completely forget all tasks but the latest. As observed in [17], this is mainly due to an implicit bias induced by the optimization performed on the current task.

It is worth noting that BiC compensates the responses related to the last task solely. Consequently, it proves to be effective only under the hypothesis that previous tasks are equally biased. This holds for Experience Replay and other rehearsal methods, which rehearse an equal amount of exemplars from the previous tasks at each iteration. Conversely, oEWC and SI do not access past examples at all, which discourages the classifier from predicting older tasks. To shed light on these issues, Fig. 5 shows the probability for each task of being predicted, obtained as follows: i) for each test example, we compute the output distribution over the classes; ii) we average the probabilities over all exemplars task-wise; iii) we normalize the results to describe them as probability distributions. As can be seen, BiC effectively reduces the bias displayed by oEWC towards the last task. However, since the model also shows a tendency to predict classes of earlier tasks, BiC cannot manage to balance out all prior probabilities. On these grounds, we adopt here a tailored variant for oEWC and SI, namely Complete Bias Correction (CBiC). Whilst BiC corrects the logits related to the latest task solely, CBiC adjusts the responses related to each task independently. Technically, CBiC applies an additive offset $\beta_t$ to the logits related to each task $t$. Fig. 5 shows that this approach favorably results in a flatter distribution for oEWC, which is closer to the one of the Joint Training. This is confirmed by the accuracy results in Tab. IV which also illustrates how the additional application of ElrD further increases its performance.

F. Execution Times

To further account for the differences among the listed methods, we illustrate their run times in Fig. 6. This experiment refers to the Split Fashion-MNIST dataset, employing a memory buffer of size 200. We ran tests on identical conditions for all methods, using a NVidia GeForce RTX 2080 GPU.

Thanks to its simplicity, plain ER is remarkably faster than all other methods. On the other side, GEM is by far the slowest method. As it relies on a demanding quadratic programming constraint for each task, its wallclock time increases remarkably as the training progresses. By comparison, A-GEM is clearly much faster as it only applies one similar constraint at all times. iCaRL, HAL and ER+T have similar medium-long
execution times linked to computations at task boundaries. In this phase, the herding strategy of iCaRL examines all examples of the previous task. HAL computes one anchor point per class and ER+T trains the Bias Control module. Another factor slowing the latter method down is the increased amount of computation required by BRS and LARS. As reservoir samples more frequently at the beginning of training, this effect fades in subsequent tasks.

VI. CONCLUSIONS

In this work, we contribute to Continual Learning with a collection of tricks enhancing Experience Replay. We address the Class Incremental Learning setting as it is the most challenging among the standard CL scenarios. To show the effectiveness of our proposals, we conduct a comparison among state-of-the-art rehearsal methods on increasingly harder datasets. Despite a limited growth in computational requirements, ER equipped with our tricks outperforms more sophisticated approaches. Finally, we show that some of our proposals can be beneficially applied even to prior-based methods.
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