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Abstract. In this paper we review and systematize the mathematical theory on justification of sixth-order thin-film equations as reduced models for various fluid - structure interaction systems in which fluids are lubricating underneath elastic structures. Justification is based on careful examination of energy estimates, weak convergence results of solutions of the original fluid - structure interaction systems to the solution of the sixth-order thin-film equation, and quantitative error estimates which provide even strong convergence results.

1. Introduction

In 1886 Reynolds derived the fundamental equation of the lubrication approximation [45], which serves until nowadays in many engineering applications. It is an elliptic equation for the pressure distribution in relatively thin viscous fluid in laminar flow between two rigid parallel plates in a relative motion of constant velocity. The equation can be understood as a reduced model for the basic Navier-Stokes equations describing the fluid motion. In Section 2 we outline the heuristic derivation of the Reynolds equation. However, often in nature and in engineering applications, those “parallel plates” are not rigid, but have their own dynamics which also affects the fluid quantities. Such systems are widely known as fluid - structure interaction (FSI) systems. They appear in medicine, in particular in modelling of cardio-vascular systems [5, 9], then in aero-elasticity [21], marine engineering [54], etc. and as interesting systems of partial differential equations, they also gained a huge attention in applied mathematics community.

In this review paper we are particularly interested in FSI systems in which fluids are lubricating underneath elastic structures. Such models describe for instance the growth of magma intrusions [34, 36], the fluid-driven opening of fractures in the Earth’s crust [8, 26], subglacial floods [18, 51], the passage of air flow in the lungs [27], and the operation of vocal cords [50]. They are also inevitable in engineering, for example in manufacturing of silicon wafers [30, 31], suppression of viscous fingering [43, 44] and in an emerging area of microfluidics [32, 29, 49] with particular applications to so called lab-on-a-chip technologies [47, 19]. Describing such systems with their true physical models: Navier-Stokes equations coupled with elasticity equations both on relatively thin domains, is inappropriate from analytical and numerical points of view, and thus, inappropriate for...
engineering applications. Therefore, reduced and simplified models are sought which will maintain
the essence of the fluid - structure interaction. Depending on the original problem at hand, many
such reduced models have been derived, especially in engineering literature. We emphasize at this
point that our aim is not to cover all those examples, that would be impossible, but we consider
several important model examples and concentrate on rigorous derivation of the reduced models
and identification of the necessary scaling assumption in system parameters, which “sees” the
interaction between the two subsystems.

Using asymptotic expansion techniques several reduced models of Biot-type describing the flow
through a long elastic axially symmetric channel have been derived in [15, 37, 48]. A rigorous
justification of those reduced model by means of weak convergence results and the corresponding
error estimates was provided in [15]. Periodic flow in thin channel with visco-elastic walls was
analyzed in [41], where starting from a linear 2D (fluid)/1D (structure) FSI model and under
particular assumption on the ratio of the channel height and rigidity of the wall, a linear sixth-
order thin-film equation describing the wall displacement emanated as a reduced model. A similar
problem has been also addressed in [16], and the reduced model in terms of a linear sixth-order
equation arose again. The reduced models in both papers have been justified by the corresponding
weak convergence results.

In this review paper we mainly focus on linear FSI problems, meaning that equations for both
subsystems are linear and moreover, the interaction between the fluid and the structure is realized
through a fixed interface. The main reason for such simple FSI models is that they provide global
in time existence of weak solutions which possess sufficient regularity for passing from the FSI to
the reduced model in a rigorous way by means of weak convergence results. We discuss two types
of the linear FSI problems. First, a 3D/2D FSI problem, analogous to the FSI problem in [41], is
discussed in Section 3.1. In this model the structure is originally described by a lower-dimensional
elasticity model. Hence, the dimension reduction only applies to the fluid part. Additional hori-
zontal dimension in our case does not bring any conceptual novelty. In contrast to the asymptotic
expansion techniques employed in [41], our approach relies on careful examination of energy esti-
mates. Based on these, quantitative a priori estimates in terms of the fluid thickness have been
derived for weak solutions, and weak convergence results have been established. Moreover, these
quantitative a priori estimates provide the necessary scaling assumption on model parameters which
ensures the nontrivial reduced model. The same ideas have been recently employed in [6], where
the authors analyzed a linear 3D/3D FSI problem, in which the simultaneous dimension reduction
in the fluid and the structure has been performed and again a linear sixth-order thin-film equation
has been derived as the reduced model under particular scaling assumptions. We briefly report on
this problem and results in Section 3.2. Finally, we address the physically most relevant nonlinear
FSI problem in which equations of fluid motion are nonlinear and the fluid domain is also unknown
in the system. Unfortunately, the wellposedness results for such problems are very scarce, hence,
for the beginning we restrict our analysis to a 2D/1D FSI problem for which the existence of global
in time strong solutions is available from [24]. Rigorous derivation of the nonlinear sixth-order
thin-film equation, which is known in the engineering literature [29, 26, 34], as the reduced model
for this FSI problem is still work in progress [7], and only main ideas are outlined in Section 3.3.
2. Heuristic derivation of reduced models

We start with the heuristic derivation of reduced models, which is essentially based on the lubrication approximation in the fluid part and the assumption of the pressure balance on the interface.

Let us consider the Navier-Stokes system in a time-dependent domain $\Omega_\eta = \{(x, z) \in (0, L) \times (0, \eta(x, t))\} \subset \mathbb{R}^2$, where $L > 0$ is a fixed length and $\eta(x, t) \geq \eta_0 > 0$ is a given uniformly positive, $L$-periodic smooth function which depicts the evolution of the upper boundary of $\Omega_\eta$. The fluid velocity $\mathbf{v} = (v_1, v_2)$ and pressure $p$ then satisfy

\begin{align}
\rho_f \partial_t \mathbf{v} + \rho_f (\mathbf{v} \cdot \nabla) \mathbf{v} - \mu \Delta \mathbf{v} &= -\nabla p, \quad \text{on } \Omega_\eta \times (0, \infty), \\
\text{div } \mathbf{v} &= 0, \quad \text{on } \Omega_\eta \times (0, \infty).
\end{align}

On the bottom boundary we consider fluid moving with a constant velocity in horizontal direction, i.e. $\mathbf{v}(\cdot, 0, \cdot) = (v_D, 0)$, and on the top boundary the fluid moves with the velocity of the surface, i.e. $v_2 = \partial_\eta \eta$. Concerning the lateral boundaries, for the completeness of the problem we may take the periodic boundary conditions, but for the purpose of this exposition, they are not so important. Imposing initial velocity $\mathbf{v}(\cdot, \cdot, 0) = \mathbf{v}_0$ completes the problem \cite{1,2}.

In many physical situations like spilled water on floor, fresh paint on a wall, or industrially more relevant microfluidics devices and lab-on-a-chip technologies \cite{47,19,33}, one typically has the length in one spatial direction (typically vertical) much smaller than the other one, i.e. $H := \sup_{x,t} \eta(x, t) \ll L$. Let us denote $\varepsilon := H/L$ and write down equations \cite{1} and \cite{2} in a non-dimensional form in terms of the small parameter $\varepsilon$. For that purpose we introduce new non-dimensional variables:

$$
\hat{x} = \frac{x}{L}, \quad \hat{z} = \frac{z}{H}, \quad \hat{v}_\alpha = \frac{v_\alpha}{V_\alpha}, \quad \alpha = 1, 2, \quad \hat{p} = \frac{p}{P}, \quad \hat{t} = \frac{t}{T}, \quad \hat{\eta} = \frac{\eta}{H},
$$

where $V_\alpha$, $P$ and $T$ denote nominal values of fluid velocities, pressure and the time scale, respectively. The following calculations are standard in many fluid mechanics textbooks or lecture notes, see for instance \cite{16}. Performing the above change of variables in \cite{1} and \cite{2}, and neglecting the hat notation in new variables, we find:

$$
\frac{\rho_f V_1 L}{PT} \partial_t v_1 + \frac{\rho_f V_1^2}{L} \left( v_1 \partial_x v_1 + \frac{V_2}{V_1} \varepsilon^{-1} v_2 \partial_z v_1 \right) - \frac{\mu V_1}{LP} \left( \partial_{xx} v_1 + \varepsilon^{-2} \partial_{zz} v_1 \right) + \partial_x p = 0,
$$

$$
\frac{\rho_f V_2 L}{PT} \partial_t v_2 + \frac{\rho_f V_2^2}{L} \left( v_1 \partial_x v_2 + \frac{V_1}{V_2} \varepsilon^{-1} v_2 \partial_z v_2 \right) - \frac{\mu V_2}{LP} \left( \partial_{xx} v_2 + \varepsilon^{-2} \partial_{zz} v_2 \right) + \varepsilon^{-1} \partial_z p = 0,
$$

$$
\frac{V_1}{V_2} \partial_x v_1 + \varepsilon^{-1} \partial_z v_2 = 0.
$$

Notice that $\mu V_1/LP$ is a dimensionless quantity. It is customary in the lubrication approximation regime to assume that $\mu V_1/LP = \varepsilon^2$ and $V_2 = \varepsilon V_1 \cite{16}$. Then the above system becomes

\begin{align}
\varepsilon^2 \text{Re} (\partial_x v_1 + v_1 \partial_x v_1 + v_2 \partial_z v_1) - \varepsilon^2 \partial_{xx} v_1 - \partial_{zz} v_1 + \partial_x p &= 0, \\
\varepsilon^4 \text{Re} (\partial_x v_2 + v_2 \partial_z v_1 + v_2 \partial_z v_2) - \varepsilon^4 \partial_{xx} v_2 - \varepsilon^2 \partial_{zz} v_2 + \partial_z p &= 0, \\
\partial_x v_1 + \partial_z v_2 &= 0,
\end{align}
where $\text{Re} = \frac{\rho_f L^2}{\mu T}$ denotes the Reynolds number. Under assumption of $\varepsilon \ll 1$ and $\varepsilon^2 \text{Re} \ll 1$, and thus neglecting terms of those orders in (3)-(5), we arrive to the system

\begin{align*}
   -\partial_{zz} v_1 + \partial_z p &= 0, \\
   \partial_z p &= 0, \\
   \partial_x v_1 + \partial_z v_2 &= 0.
\end{align*}

(6) \hspace{1cm} (7) \hspace{1cm} (8)

Integrating equation (8) with respect to $z$ and employing the corresponding boundary conditions we find

\begin{equation}
   \partial_t \eta = -\partial_x \int_0^{\eta(x,t)} v_1(x, z) \, dz.
\end{equation}

(9)

Since equation (7) implies that the pressure is constant in the vertical direction, equation (6) is a Poisson equation with respect to $z$ with Dirichlet boundary condition. Its explicit solution is then given by,

\begin{equation}
   v_1(x, z, t) = \frac{1}{2} z(z - \eta(x, t)) \partial_z p(x, t) + \left(1 - \frac{z}{\eta}\right)v_D.
\end{equation}

(10)

Integrating the last equation with respect to $z$ and utilizing the obtained expression in (9), we arrive to the elliptic equation for the pressure $p$:

\begin{equation}
   -\partial_x \left(\frac{\eta^3}{12} \partial_x p\right) = -\partial_t \eta - \frac{1}{2} \partial_x (\eta v_D).
\end{equation}

(11)

Assuming that $\eta$ is a stationary profile and horizontal velocity $v_0$ is constant, equation (11) turns into the original Reynolds equation

\begin{equation}
   -\partial_x (\eta^3 \partial_x p) = -6 v_D \partial_x \eta.
\end{equation}

(12)

This is a fundamental equation of elastohydrodynamics, which has been derived by Reynolds himself in [45], and much later rigorously justified in [1, 13].

However, in most applications the upper boundary $\eta$ is not a priori known, but it is coupled with pressure $p$ through another equation. Physically, such equation describes the balance of forces on the interface between the two phases and in the sequel we discuss three most common physical situations:

(i) When the pressure is balanced by the gravity, then the pressure is proportional to $\eta$ [26]. After appropriate time rescaling, equation (11) then becomes a porous medium type equation

\begin{equation}
   \partial_t \eta = \partial_x^2 \left(\eta^4\right) - 6 \partial_x (\eta v_D).
\end{equation}

(13)

The mathematical theory of the porous medium type equations like (13) is very well developed and comprehended in the monograph [52].

(ii) In the presence of dominant surface tension force, the pressure is balanced by the linearized curvature, i.e. $p \sim -\partial_x^2 \eta$ [39]. Equation (11) then becomes the well known thin-film equation

\begin{equation}
   \partial_t \eta = -\partial_x \left(\eta^3 \partial_x^2 \eta\right) - 6 \partial_x (\eta v_D).
\end{equation}

(14)
Fourth-order thin-film equations also gained huge attention in the applied mathematics and engineering community. We refer to [3, 14, 40] and references therein. Although they do not share some fundamental concepts of the second-order equations, like the maximum principle, which makes the analysis of fourth-order equations more difficult, they have rich mathematical structure which has been explored in numerous papers (cf. for instance [23, 17, 2]).

(iii) When the fluid phase is covered by an elastic plate in dominantly bending regime, then the pressure satisfies $p \sim \partial_x^4 \eta$ and equation (11) reads

\begin{equation}
\partial_t \eta = \partial_x \left( \eta^3 \partial_x^5 \eta \right) - 6 \partial_x (\eta v_D) .
\end{equation}

Contrary to the fourth-order equations, the sixth-order thin-film equations which are physically as relevant as (14), did not gain a comparable attention in the literature. Equations of type (15) have been derived for instance in [29, 34].

Besides the gravity, other potential forces like capillarity, heating, Van der Waals forces, etc. with potential $\Phi(\eta)$ can be included into physical models (i)-(iii) leading to a general equation of type

\begin{equation}
\partial_t \eta = (-1)^{(\alpha-1)/2} \partial_x \left( \eta^3 \partial_x^\alpha \eta \right) + \partial_x \left( \eta^3 \partial_x \Phi'(\eta) \right) - 6 \partial_x (\eta v_D)
\end{equation}

with $\alpha = 1, 3, 5$. A review on the derivation of plethora of such fourth-order models can be found in [40].

3. Reduced models for fluid - structure interaction problems:
A rigorous approach

In this section we focus on FSI problems, formally the case (iii) of the previous section. We will consider fluid - structure interaction problems where both phases, fluid and structure, are relatively thin. Starting from an FSI problem, our aim is to rigorously justify the reduced model in terms of a sixth-order evolution equation of type (15). This means to prove that solutions of the original FSI problem converge in some sense to the solution of the sixth-order thin-film equation, and vice-versa, by solving the the sixth-order thin-film equation, one is able to construct an approximate solution to the original problem. Rigorous justification of reduced models is so far available only for linear problems due to the global in time wellposedness for the weak solutions, and such will be discussed here. Linear in this context means that equations of motion for both fluid and structure in FSI problem are linear and moreover, the fluid domain is fixed and therefore the coupling is linear and is realized on the fixed fluid - structure interface.

As a model problem we consider a three-dimensional channel of relative height $\varepsilon > 0$ which is filled with incompressible viscous fluid and the channel is covered by an elastic plate of relative height $h > 0$. We work in physical 3D space, although some results in the literature are available only in 2D, but we will emphasize when it comes to that point. Assume that the problem is properly nondimensionalized and denote by $\Omega = \Omega_\varepsilon \cup S_h \subset \mathbb{R}^3$ the material domain, where $\Omega_\varepsilon = (0, 1)^2 \times (-\varepsilon, 0)$ denotes the fluid domain, and $S_h$ denotes the structure domain, which depends on the structure model at hand. If we describe the structure dynamics by a lower-dimensional model, for instance linear visco-elastic plate, then $S_h = (0, 1)^2 \equiv \omega$ and we denote such problem as $\varepsilon + 0$ problem (cf. Section 3.1). On the other hand, if the structure dynamics is fully described by linear
elasticity equations, then \( S_h = \omega \times (0, h) \) and the problem is denoted by \( \varepsilon + h \) problem (cf. Section 3.2). The linear FSI problem is in general described by the system of partial differential equations:

\[
\begin{align*}
\rho_f \partial_t v - \text{div} \sigma_f(v, p) &= f, & \Omega_\varepsilon \times (0, \infty), \\
\text{div} v &= 0, & \Omega_\varepsilon \times (0, \infty), \\
\rho_s \partial_t u + \mathbb{L}(u, \partial_t u) &= 0, & S_h \times (0, \infty),
\end{align*}
\]

where equations (16) and (17) denote the Stokes system for the fluid velocity \( v \) and the pressure \( p \). The fluid Cauchy stress tensor is given by \( \sigma_f(v, p) = 2\nu \text{sym} \nabla v - pI_3 \), where \( \nu, \rho_f > 0 \) denote the fluid viscosity and density, respectively, \( \text{sym}(\cdot) \) denotes symmetric part of the matrix and \( f \) denotes the fluid external force. The structure displacement \( u \) is described by elasticity equation(s) (18), where \( \mathbb{L} \) denotes the model dependent elasticity operator, which can be decomposed as a sum \( \mathbb{L}(u, \partial_t u) = \mathbb{B} u + \mathbb{D} \partial_t u \) of symmetric and positive operators \( \mathbb{B} \) and \( \mathbb{D} \) which correspond to elastic and viscoelastic energy of the structure, respectively, and are to be specified below, and \( \rho_s \) is the structure density.

The two subsystems need to be coupled through the interface conditions which we literary describe as: continuity of velocities (kinematic condition) and balance of forces (dynamic condition). Depending on the model at hand they will be specified below. For simplicity of exposition we assume periodic boundary conditions in horizontal variables for all unknowns. On the bottom of the channel we assume the standard no-slip boundary condition for the fluid velocity, \( v = 0 \), and the plate is free on the top boundary. The system is supplemented by trivial initial conditions:

\[
v(0) = 0, \quad u(0) = 0, \quad \partial_t u(0) = 0,
\]

although, all obtained results will also hold for nontrivial initial conditions under some additional smallness assumptions (cf. for instance [3] Appendix]). A nontrivial volume force on the structure could also be involved, again under certain scaling assumptions (cf. again [3]), but the trivial one is in fact motivated by applications in microfluidics [47]. The previously settled framework also incorporates physically more relevant problem which involves prescribed pressure drop between inlet and outlet of the channel, instead of the periodic boundary conditions. As described in [41], this is a matter of the right choice of the fluid volume force \( f \). The simplified linear FSI problem (16)-(18) can be seen as a linearization of a truly nonlinear dynamics under the assumption of small displacements [53].

Let us now proceed with a formal analysis. Testing equations (16) and (18) with assumed smooth solutions \( v \) and \( \partial_t u \), respectively, integrating by parts and utilizing the divergence free condition we have: for every \( t > 0 \)

\[
\begin{align*}
\frac{\rho_f}{2} \int_{\Omega_\varepsilon} |v(t)|^2 dx + 2\nu \int_0^t \int_{\Omega_\varepsilon} |\text{sym} \nabla v(s)|^2 dx ds + \frac{\rho_s}{2} \int_{S_h} |\partial_t u(t)|^2 dV \\
+ \frac{1}{2} \int_{S_h} \mathbb{B} u(t) \cdot u(t) dV + \int_0^t \int_{S_h} \mathbb{D} \partial_t u(s) \cdot \partial_t u(s) dV ds &= \int_0^t \int_{\Omega_\varepsilon} f \cdot v \, dx ds,
\end{align*}
\]

where \( dV \) denotes the volume measure on the structure domain. Assuming that the fluid volume force satisfies \( \|f\|_{L^\infty([0, t] ; L^\infty(\Omega_\varepsilon))} \leq C \) and employing then the Poincaré and Korn inequalities on thin domains (cf. [3] Proposition A.2), the right-hand side can be estimated and leads to the basic
energy estimate: for every \( t > 0 \)

\[
E_k(v(t)) + \nu \int_0^t D_f(v(s)) ds + E_k(\partial_t u(t)) + E_{el}(u(t)) + \int_0^t D_s(\partial_t u(s)) ds \leq Ct\varepsilon ,
\]

where \( C > 0 \) from now on denotes a generic positive constant independent of \( \varepsilon \) and \( t \). Quantities \( E_k(v) \) and \( E_k(\partial_t u) \) denote kinetic energy of the fluid and the structure, \( D_f(v) \) and \( D_s(\partial_t u) \) denote the rate of the energy dissipation of the fluid and the structure, respectively, while \( E_{el}(u) \) denotes the elastic energy of the structure. All quantities are all easily read off from \( [20] \).

Next, we briefly describe the concept of weak solutions on an abstract level, while details regarding the specific model are addressed in respective subsections below. The choice of appropriate solution spaces is motivated by the above energy estimate. For the fluid velocity, this appears to be

\[
V_F(0, T; \Omega) = L^\infty(0, T; L^2(\Omega_\varepsilon; \mathbb{R}^3)) \cap L^2(0, T; V_F(\Omega_\varepsilon)) ,
\]

where \( V_F(\Omega_\varepsilon) = \{ v \in H^1(\Omega_\varepsilon; \mathbb{R}^d) : \text{div} \, v = 0, \ v_{|x_3=\pm \varepsilon} = 0, \ v \text{ is } \omega\text{-periodic} \} \), and \( T > 0 \) is a given time horizon. Similarly, the structure function space will be

\[
V_S(0, T; S_h) = W^{1, \infty}(0, T; L^2(S_h; \mathbb{R}^3)) \cap L^2(0, T; \text{Dom}(\mathbb{B}^{1/2})) \cap H^1(0, T; \text{Dom}(\mathbb{D}^{1/2})) ,
\]

where \( \text{Dom}(\mathbb{B}^{1/2}) \) and \( \text{Dom}(\mathbb{D}^{1/2}) \) denote domains of respective operators. Finally, the solution space of the coupled problem \([16]–[19]\) will be compound of previous spaces involving the kinematic interface condition (k.c.) as a constraint:

\[
V(0, T; \Omega) = \{ (v, u) \in V_F(0, T; \Omega_\varepsilon) \times V_S(0, T; S_h) : \text{k.c. holds for a.e. } t \in (0, T) \} .
\]

Now we can state the definition of weak solutions to our problem in the sense of Leray and Hopf.

**Definition 3.1.** We say that a pair \( (v^\varepsilon, u^h) \in V(0, T; \Omega) \) is a weak solution to the linear FSI problem \([16]–[19]\), if the following variational equation holds in \( D'(0, T) \):

\[
\frac{d}{dt} \int_{\Omega_\varepsilon} v^\varepsilon \cdot \phi \, dx - \frac{d}{dt} \int_{\Omega_\varepsilon} v^\varepsilon \cdot \partial_t \phi \, dx + 2\nu \int_{\Omega_\varepsilon} \text{sym} \nabla v^\varepsilon : \text{sym} \nabla \phi \, dx \leq 0 \quad \forall \phi \in W(0, T; \Omega),
\]

\[
\frac{d}{dt} \int_{S_h} u^h \cdot \partial_t \psi \, dS - \frac{d}{dt} \int_{S_h} \partial_t u^h \cdot \partial_t \psi \, dS + \int_{S_h} L(u^h, \partial_t u^h) \cdot \psi \, dS = \int_{\Omega_\varepsilon} f \cdot \phi \, dx \leq 0 \quad \forall \psi \in V_S(0, T; S_h) .
\]

For the existence of weak solutions one typically employs the Galerkin method and formal estimate \([21]\) provides crucial a priori estimates needed for the construction of a unique weak solution. The pressure in the system is treated in a standard manner, but unlike in the Stokes system solely, where the pressure is determined up to a function of time, here in the case of the full FSI problem the pressure is unique. This is a consequence of the fact that in the Stokes system the boundary (wall) is assumed to be rigid and therefore cannot “feel” the pressure, while in the present case elastic wall feels the pressure.
In the subsequent sections we address FSI problems (16)-(19) depending on the choice of the structure model, i.e. choice of the elasticity operator $\mathbb{L}$.

3.1. **Linear $\varepsilon + 0$ problem.** First we discuss the FSI problem in which the elastic plate covering the fluid channel is already treated as a lower-dimensional object. One can see this approach as a two-step dimension reduction procedure, where first the structure model has been a priori reduced and afterwards the dimension reduction for the fluid part is applied.

The structure domain will be $S_h = \omega \subset \mathbb{R}^2$ (independent of $h$), and we assume that the plate is linear, visco-elastic and in the bending regime, i.e. the elasticity operator $L$ structure model, i.e. choice of the elasticity operator $L$ given by

$$\mathbb{L}(u, \partial_t u) = B\Delta^{4}\eta + \vartheta \Delta^{4}\partial_t \eta,$$

where the structure displacement is assumed to be of the form $u(x, t) = (0, \eta(x', t)) \in \mathbb{R}^3$, and parameters $B$ and $\vartheta$ describe material properties: rigidity and visco-elasticity, respectively. Since the structure model is considered as a boundary condition on the top boundary of the fluid domain, the dynamic interface condition becomes the balance of forces on the top boundary of the fluid domain which is achieved by adding the right hand side $g = -\sigma_f(v, p)\mathbf{e}_3 \cdot \mathbf{e}_3$ in (18). The kinematic condition reads $\partial_t u = v$. Analogous 2D model has been investigated in [41]. A similar model with (25)

$$\mathbb{L}(u, \partial_t u) = B\Delta^{4}\eta - M \Delta^2\eta,$$

where $M > 0$ accounts for contribution of the horizontal tension to the vertical displacement, also in 2D, was discussed in [16] and analogous results to those in [41] were obtained.

In the following we work with (25). Since horizontal components of the fluid velocity are zero on $\omega$ we have the Korn equality for $v$. Hence, testing equations (16) and (18) with assumed smooth solutions $v$ and $\partial_t \eta$, respectively, yields to the following energy estimate: for every $t > 0$

$$\frac{\theta_f}{2} \int_{\Omega_v} |v(t)|^2 dx + \frac{\nu}{2} \int_0^t \int_{\Omega_v} |\nabla v(s)|^2 dx ds + \frac{\theta_s}{2} \int_{\omega} |\partial_t \eta(t)|^2 dx + B \int_\omega |\Delta \eta(t)|^2 dx + \vartheta \int_0^t \int_{\omega} |\Delta \partial_t \eta(s)|^2 dx ds \leq C t \varepsilon^3. \quad (27)$$

The obtained energy estimate motivates the following structure function space to be specified

$$\mathcal{V}_S(0, T; \omega) = W^{1, \infty}(0, T; L^2(\omega)) \cap H^1(0, T; V_S(\omega)),$$

where $V_S(\omega) = \{ \eta \in H^2(\omega) : \eta \text{ is } \omega\text{-periodic}\}$, and the solution space of the coupled problem (16)-(19) with (25) is then given by

$$\mathcal{V}(0, T; \Omega) = \{ (v, \eta) \in \mathcal{V}_F(0, T; \Omega) \times \mathcal{V}_S(0, T; \omega) : v(t) = (0, \partial_t \eta(t)) \text{ on } \omega \text{ for a.e. } t \in (0, T) \}. \quad (28)$$

The wellposedness of the problem (16)-(19) in two space dimensions with the structure operator (25) was addressed in [11] and the following regularity of the weak solution $(v^\varepsilon, \eta^\varepsilon)$ is obtained:

- $\partial_t v^\varepsilon \in L^2(0, T; L^2(\Omega \varepsilon; \mathbb{R}^2))$ and $\partial_t \eta^\varepsilon \in L^2(\omega \times (0, T))$, (time regularity),
- $v^\varepsilon \in L^\infty(0, T; H^1(\Omega \varepsilon; \mathbb{R}^2))$ and $\eta^\varepsilon \in L^\infty(0, T; H^2(\omega))$, (space regularity).
Moreover, there exists a unique pressure \( p^\varepsilon \in L^2(0,T; H^1(\Omega_\varepsilon)) \) such that \( (\mathbf{v}^\varepsilon, p^\varepsilon, \eta^\varepsilon) \) solves (16)-(18) in the classical sense. Even tough the result in [11] is stated and proved in 2D case, the Galerkin construction scheme and a priori estimates would provide the same results also in the 3D case. Here we work with the 3D case.

The aim is here to obtain a nontrivial limit behavior of the original system as the small parameter \( \varepsilon \) tends to zero. The same problem has been analyzed in [11], but using the asymptotic expansion techniques, like also in [16]. Here we follow another concept developed in [6] for analysis of an \( \varepsilon + h \) problem, which is based on careful quantitative energy estimates. For that purpose the following scaling ansatz is assumed

(S1) \( B = \tilde{B}\varepsilon^{-\kappa} \) and \( \varrho_s = \tilde{\varrho}_s\varepsilon^{-\kappa} \) for some \( \kappa > 0 \) and \( \tilde{B}, \tilde{\varrho}_s > 0 \) independent of \( \varepsilon \);
(S2) \( T = \varepsilon^\tau \) for some \( \tau \in \mathbb{R} \).

Scaling (S1) takes account large rigidity of the structure where \( \kappa \) may be interpreted as a measure of the structure rigidity [11], and (S2) is the choice of the time scale \( T \) depending on \( \varepsilon \). For now the point of the above scalings is purely mathematical with aim of finding a relation between free parameters \( \kappa \) and \( \tau \) which will ensure the nontrivial coupled behavior of the system in the reduced model.

Performing the standard change of variables in the fluid domain we move to the reference domain \( \Omega^- = (0,1)^2 \times (-1,0) \) and obtain the uniform energy estimates there. Let us denote by \( \mathbf{v}(\varepsilon) \) and \( \eta(\varepsilon) \) weak solutions to the rescaled system and by \( \nabla_\varepsilon = (\nabla', \varepsilon^{-1} \partial_3) \) the corresponding scaled gradient. The energy estimate [27] on the reference domain and in the rescaled time then reads: for a.e. \( t \in (0,T) \) it holds

\[
\frac{\varepsilon^\tau}{2} \int_{\Omega^-} \mathbf{v}(\varepsilon)(t)^2 \, dy + \frac{\varepsilon^{\tau+1}}{2} \int_{\Omega^-} |\nabla_\varepsilon \mathbf{v}(\varepsilon)|^2 \, dy \, ds + \frac{\varrho_s}{2} \varepsilon^{-2\tau-\kappa} \int_\omega |\partial_t \eta(\varepsilon)(t)|^2 \, dx' \\
+ \frac{B}{2} \varepsilon^{-\kappa} \int_\omega |\Delta' \eta(\varepsilon)(t)|^2 \, dx' + \varrho \varepsilon^{-\tau} \int_0^t \int_\omega |\Delta' \partial_t \eta(\varepsilon)(s)|^2 \, dx' \, ds \leq C \varepsilon^{\tau+3}.
\]

Estimate (29) provides the uniform bound for the fluid velocity

\[
\int_0^T \int_{\Omega^-} |\partial_3 \mathbf{v}(\varepsilon)|^2 \, dy \, ds \leq C \varepsilon^4,
\]

which, using the no-slip boundary condition on the bottom of the channel, directly implies

\[
\|\mathbf{v}(\varepsilon)\|_{L^2([0,T]; L^2(\Omega^-; \mathbb{R}^3))} \leq C \varepsilon^2.
\]

This motivates to rescale the fluid velocity according to \( \mathbf{v}(\varepsilon) = \varepsilon^{-2} \mathbf{v}(\varepsilon) \) and neglecting the bar notation, uniform a priori estimates imply the following weak convergence results (on a subsequence as \( \varepsilon \downarrow 0 \)):

\[
\mathbf{v}(\varepsilon) \rightharpoonup \mathbf{v} \quad \text{and} \quad \partial_3 \mathbf{v}(\varepsilon) \rightharpoonup \partial_3 \mathbf{v} \quad \text{weakly in } L^2(0,T; L^2(\Omega^-; \mathbb{R}^3)).
\]

The pressure in the system is treated in a standard manner. Define \( \pi_\varepsilon(t) = \int_{\Omega^-} p(\varepsilon)(y,t) \, dy \) to be the mean value of the pressure at time \( t \in (0,T) \). First, the zero mean value part of the pressure
\( p(\varepsilon) - \pi_\varepsilon \) is estimated in a classical way by utilizing the Bogovski operator for the construction of an appropriate test function (cf. [6] Section 3.1), which provides
\[
\|p(\varepsilon) - \pi_\varepsilon\|_{L^2(0,T;L^2(\Omega_-))} \leq C. 
\]
Estimating the mean value as \( \|\pi_\varepsilon\|_{L^2(0,T)} \leq C\sqrt{\varepsilon} \) (cf. again [6] Section 3.1) yields the uniform bound for the pressure \( \|p(\varepsilon)\|_{L^2(0,T;L^2(\Omega_-))} \leq C \) which implies the existence of \( p \in L^2(0,T;L^2(\Omega_-)) \) such that (on a subsequence as \( \varepsilon \downarrow 0 \))
\[
(31) \quad p(\varepsilon) \rightharpoonup p \quad \text{weakly in} \quad L^2(0,T;L^2(\Omega_-)).
\]
According to (29), for the structure displacement we have the bound
\[
\text{ess sup}_{t \in (0,T)} \int_\omega |\Delta' \eta(\varepsilon)(t)|^2 dx' \leq C\varepsilon^{\tau + \kappa + 3},
\]
which due to the Poincaré inequality, since \( \int_\omega \eta(\varepsilon)(t) dx' = 0 \) for a.e. \( t \in (0,T) \), yields
\[
(32) \quad \|\eta(\varepsilon)\|_{L^\infty(0,T;H^2(\omega))} \leq C\varepsilon^{(\tau + \kappa + 3)/2}.
\]
Rescaling \( \eta(\varepsilon) \) according to \( \tilde{\eta}(\varepsilon) = \varepsilon^{-(\tau + \kappa + 3)/2} \eta(\varepsilon) \) and taking all previous rescalings into account yields the weak form on the reference domain
\[
-\varrho \varepsilon^{3-\tau} \int_0^T \int_{\Omega_-} v(\varepsilon) \cdot \partial_t \phi \, dy \, dt + 2\nu \varepsilon^{3} \int_0^T \int_{\Omega_-} \text{sym} \nabla v(\varepsilon) : \text{sym} \nabla \varepsilon \phi \, dy \, dt \\
-\varepsilon \int_0^T \int_{\Omega_-} p(\varepsilon) \div \varepsilon \phi \, dy \, dt + \varrho \varepsilon^{\delta - 2\tau} \int_0^T \int_\omega \eta(\varepsilon) \partial_t \psi \, dx' \, dt \\
+ \varepsilon^{\delta} \int_0^T \int_\omega \left( B \Delta' \eta(\varepsilon) \Delta' \psi - \theta \varepsilon^{\kappa - \tau} \Delta' \eta(\varepsilon) \Delta' \partial_t \psi \right) \, dx' \, dt \\
= \varepsilon \int_0^T \int_{\Omega_-} f(\varepsilon) \cdot \phi \, dy \, dt,
\]
for all \((\phi, \psi) \in C^2([0,T);V(\Omega_-) \times V_S(\omega))\) such that \( \phi(t) = (0, \psi(t)) \) on \( \omega \) for all \( t \in [0,T) \), and where \( \delta = (\tau + \kappa + 3)/2 - \kappa \).

In order to realize a nontrivial coupling between the fluid and the structure part in the reduced model we need to adjust \( \delta = 0 \). Namely, in this case the fluid pressure will balance the structure bending. This condition then yields the choice of the right time scale \( T = \varepsilon^\tau \) with
\[
(34) \quad \tau = \kappa - 3.
\]

Remark 3.1. The obtained relation (34) relates the rigidity of the structure with the corresponding time scale which “sees” the interaction between the subsystems in the reduced model. (34) is consistent with assumptions and results obtained in [41] and [16]. In [41], assumed time scale corresponds to \( \tau = 0 \) and the nontrivial coupling between the subsystems in the reduced model is realized for the structure rigidity which corresponds to \( \kappa = 3 \). On the other hand, in [16] the assumed time scale is given by \( \tau = -2 \) and the nontrivial coupling is realized when the structure rigidity corresponds to \( \kappa = 1 \).
Now, under additional assumption \( \tau < 0 \), which ensures that the inertial term of the structure vanishes in the limit, the weak limit form of (33) (on a subsequence as \( \varepsilon \downarrow 0 \)) reads

\[
- \int_0^T \int_{\Omega_-} \rho \partial_3 \phi_3 \, dy \, dt + B \int_0^T \int_{\omega} \Delta' \eta \Delta' \psi \, dx' \, dt = 0.
\]

Taking a test function \( \phi \) in (35) which is compactly supported in space and taking \( \psi = 0 \), it follows from (35) that limit pressure is independent of the vertical variable \( z_3 \), and therefore \( p \) (although \( L^2 \)-function) has the trace on \( \omega \). Since \( \phi_3 = \psi_3 \) on \( \omega \times (0, T) \), after integrating by parts in the pressure term, the limit form (35) then becomes

\[
- \int_0^T \int_{\omega} p \psi \, dx' \, dt + B \int_0^T \int_{\omega} \Delta' \eta \Delta' \psi \, dx' \, dt = 0
\]

for arbitrary \( \psi \in C^2_c([0, T); H^2_{\text{per}}(\omega)) \).

In order to close the limit model, we need to further explore on the fluid part. First, multiplying \( \text{div}_\nu \mathbf{v}(\varepsilon) = 0 \) by a test function \( \varphi \in C^1_c([0, T); H^1_{\text{per}}(\omega)) \), integrating over space and time, integrating by parts and employing the rescaled kinematic condition for the vertical component \( v_d(\varepsilon) / \varepsilon = \partial_t \eta(\varepsilon) \) a.e. on \( \omega \times (0, T) \), we find

\[
- \int_0^T \int_\Omega (v_1(\varepsilon) \partial_1 \varphi + v_2(\varepsilon) \partial_2 \varphi) \, dy \, dt - \int_0^T \int_\omega \eta(\varepsilon) \partial_t \varphi \, dy' \, dt = 0,
\]

which (on a subsequence as \( \varepsilon \downarrow 0 \)) implies

\[
- \int_0^T \int_{\Omega_-} (v_1 \partial_1 \varphi + v_2 \partial_2 \varphi) \, dy \, dt - \int_0^T \int_{\omega} \eta \partial_t \varphi \, dy' \, dt = 0,
\]

for all \( \varphi \in C^1_c([0, T); H^1_{\text{per}}(\omega)) \). This relates the limit vertical displacement of the structure with limit horizontal fluid velocities. For the vertical fluid velocity, the divergence free equation and the no-slip boundary condition imply \( v_3 = 0 \). Finally, to close the reduced model, relation between horizontal fluid velocity \( v_\alpha \) and the pressure \( p \) is obtained from (65) by appropriate choice of test functions: \( \phi = (\phi_1 / \varepsilon, \phi_2 / \varepsilon, 0) \) with \( \phi_\alpha \in C^1_c([0, T); C^\infty_c(\Omega_-)) \) and \( \psi = 0 \). Convergence results (30) and (31) then yield the limit equation

\[
\nu \int_0^T \int_{\Omega_-} (\partial_3 v_1 \partial_3 \phi_1 + \partial_3 v_2 \partial_3 \phi_2) \, dy \, dt - \int_0^T \int_{\Omega_-} p(\partial_1 \phi_1 + \partial_2 \phi_2) \, dy \, dt
\]

\[
= \int_0^T \int_{\Omega_-} (f_1 \phi_1 + f_2 \phi_2) \, dy \, dt.
\]

Since the pressure \( p \) is independent of the vertical variable \( y_3 \), equation (39) can be solved for \( v_\alpha \) explicitly in terms of \( y_3 \) and \( p \). The boundary conditions are inherited from the original no-slip conditions, i.e. \( v_\alpha(\cdot, -1, \cdot) = v_\alpha(\cdot, 0, \cdot) = 0 \). Explicit solution of \( v_\alpha \) from (39) is then given by

\[
v_\alpha(y, t) = \frac{1}{2\nu} y_3(y_3 + 1) \partial_\alpha p(y', t) + F_\alpha(y, t), \quad (y, t) \in \Omega_- \times (0, T), \quad \alpha = 1, 2,
\]
where \( F(\cdot, y_3, \cdot) = \frac{y_3 + 1}{\nu} \int_{-1}^{0} \xi \Phi(\cdot, \xi, \cdot) d\xi + \frac{1}{\nu} \int_{-1}^{y_3} (y_3 - \xi) \Phi(\cdot, \xi, \cdot) d\xi. \) Replacing \( v_\alpha \) from (40) into equation (38) we obtain a Reynolds type equation
\[
\int_0^T \int_\omega \left( -\frac{1}{12\nu} \Delta' p - \partial_t \eta \right) \varphi \, dy' \, dt = 0, \tag{41}
\]
where \( F(y', t) = -\int_{-1}^{0} (\partial_1 F_1 + \partial_2 F_2) \, dy_3. \) Combining the latter with equation (36) we finally obtain the reduced model in terms of the sixth-order evolution equation for the vertical displacement
\[
\partial_t \eta - \frac{B}{12\nu} (\Delta')^3 \eta = F. \tag{42}
\]
Equation (42) is accompanied by trivial initial data \( \eta(0) = 0 \) and periodic boundary conditions.

Based on the reduced model, i.e. knowing \( \eta \) solely, we are able to recover approximate solutions to the original FSI problem. The limit pressure \( p \) and horizontal fluid velocities \( v_\alpha \) are calculated according to (36) and (40), respectively. The approximate fluid velocity is then defined by
\[
\varepsilon \left( v_1(x', \frac{x_3}{\varepsilon}, t), v_2(x', \frac{x_3}{\varepsilon}, t) \right), \quad (x, t) \in \Omega_\varepsilon \times (0, T), \tag{43}
\]
where \( v_3(x, t) = -\varepsilon \int_{-1}^{x_3/\varepsilon} (\partial_1 v_1 + \partial_2 v_2)(x', \xi, t) d\xi, \) and the approximate pressure by \( p^\varepsilon(x, t) = p(x', t) \) for all \( (x, t) \in \Omega_\varepsilon \times (0, T). \) Moreover, the approximate vertical displacement of the structure is defined by
\[
\eta^\varepsilon(x', t) = \varepsilon^2 \eta(x', t), \quad (x', t) \in \omega \times (0, T). \tag{44}
\]

The following theorem is the key result of this section.

**Theorem 3.1.** Let \( (v^\varepsilon, p^\varepsilon, \eta^\varepsilon) \) be the classical solution to the FSI problem (16)-(19) with (25) in rescaled time, let \( (v^\varepsilon, p^\varepsilon, \eta^\varepsilon) \) be approximate solution constructed from the reduced model as above, and assume that \( 0 < \kappa \leq 5/2, \) then
\[
\|v^\varepsilon - \varepsilon\|_{L^2(0,T;L^2(\Omega_\varepsilon))} \leq C \varepsilon^{3},
\]
\[
\|p^\varepsilon - p^\varepsilon\|_{L^2(0,T;L^2(\Omega_\varepsilon))} \leq C \varepsilon,
\]
\[
\|\eta^\varepsilon - \eta^\varepsilon\|_{L^\infty(0,T;H^2(\omega))} \leq C \varepsilon^{\kappa+1/2},
\]
where \( C > 0 \) denotes a generic positive constant independent of \( \varepsilon. \)

**Remark 3.2.** Error estimates for approximate solutions of the same problem have been derived in [11, Theorem 6.1]. However, employing the asymptotic expansion techniques will provide good error estimates only for higher-order approximations, while here we present optimal estimates for the zero-order approximation.

**Proof.** Approximate fluid velocity \( v^\varepsilon \) satisfies the modified Stokes system
\[
\rho_f T^{-1} \partial_t v^\varepsilon - \text{div}_f \sigma_f(v^\varepsilon, p^\varepsilon) = f^\varepsilon - f_3 e_3 + \hat{r}_f, \tag{45}
\]
where the residual term $r_f^j$ is given by $r_f^j = \partial_f T^{-1} \partial_t v^f - \nu \Delta v^f - \nu \partial_3 v_3^f e_3$ and enjoys the uniform bound $\|r_f^j\|_{L^2(0,T;L^2(\Omega_e))} \leq C \varepsilon^{3/2}$. Multiplying equation (45) by a test function $\phi \in C^1([0,T); V_F(\Omega_e))$, and then integrating over $\Omega_e \times (0,T)$, we find

$$
\begin{align*}
-\partial_f & \int_0^T \int_{\Omega_e} v^f \cdot \partial_t \phi \, dx \, dt + 2\nu T \int_0^T \int_{\Omega_e} \text{sym} \nabla v^f : \text{sym} \nabla \phi \, dx \, dt \\
&= - T \int_0^T \int_{\Omega_e} \sigma_f(v^f, p^f) \phi \cdot e_3 \, dx \, dt + T \int_0^T \int_{\Omega_e} (f_1^f \phi_1 + f_2^f \phi_2) \, dx \, dt + T \int_0^T \int_{\Omega_e} r_f^j \cdot \phi \, dx \, dt.
\end{align*}
$$

Expanding the boundary term, employing the pressure relation (36) and utilizing the definition the approximate displacement $\eta^f$ we find

$$
\begin{align*}
-\partial_f & \int_0^T \int_{\Omega_e} v^f \cdot \partial_t \phi \, dx \, dt + 2\nu T \int_0^T \int_{\Omega_e} \text{sym} \nabla v^f : \text{sym} \nabla \phi \, dx \, dt \\
&= - T \int_0^T \int_{\Omega_e} \phi \cdot \partial_3 \phi \, dx \, dt + T \int_0^T \int_{\Omega_e} (f_1^f \phi_1 + f_2^f \phi_2) \, dx \, dt + T \int_0^T \int_{\Omega_e} r_f^j \cdot \phi \, dx \, dt.
\end{align*}
$$

where the structure residual term is given by

$$
\langle r_s^f, \psi \rangle = - g_s T^{-1} \int_0^T \int_{\omega} \partial_3 \eta^f \partial_3 \psi \, dx \, dt + \vartheta \int_0^T \int_{\omega} \Delta' \partial_3 \eta^f \Delta' \psi \, dx \, dt.
$$

Introducing the error functions $e_f^f := v^f - v^f$ and $\eta^f := \eta^f - \eta^f$ we arrive to the error equation in the weak form

$$
\begin{align*}
-\partial_f & \int_0^T \int_{\Omega_e} e_f^f \cdot \partial_t \phi \, dx \, dt + 2\nu T \int_0^T \int_{\Omega_e} \text{sym} \nabla e_f^f : \text{sym} \nabla \phi \, dx \, dt \\
&= - T \int_0^T \int_{\Omega_e} \phi \cdot \partial_3 \phi \, dx \, dt + T \int_0^T \int_{\Omega_e} (f_1^f \phi_1 + f_2^f \phi_2) \, dx \, dt + T \int_0^T \int_{\Omega_e} r_f^j \cdot \phi \, dx \, dt - \langle r_s^f, \psi \rangle.
\end{align*}
$$

Observe that by construction, approximate solutions satisfy the same boundary conditions as the original one. Namely, $v_3^f \mid_{y_3 = -1} = v_3^f \mid_{\omega} = 0$, while for the vertical component we have

$$
v_3^f \mid_{\omega} = - \varepsilon^3 \int_{-1}^0 (\partial_1 v_1 + \partial_2 v_2) \, dy_3 = \varepsilon^3 \partial_t \eta = T^{-1} \partial_t \eta^f.
$$
Thus, utilizing the Korn equality and \( (\phi, \psi) = (e_f^\varepsilon, T^{-1} \partial_t e_\eta^\varepsilon) \) as test functions in (47) we find: for a.e. \( t \in (0, T) \)

\[
\frac{\nu T}{2} \int_{\Omega_\varepsilon} |e_f^\varepsilon(t)|^2 dx + \nu T \int_0^t \int_{\Omega_\varepsilon} |\nabla e_f^\varepsilon|^2 dx ds + \frac{\nu T}{2} \int_0^T |\partial_t e_\eta^\varepsilon(t)|^2 dx' \\
+ \frac{B^\varepsilon}{2} \int_\Omega |\Delta' e_\eta^\varepsilon(t)|^2 dx' + \nu T^{-1} \int_0^t \int_{\Omega_\varepsilon} |\Delta' \partial_t e_\eta^\varepsilon(s)|^2 dx' ds \\
= T \int_0^t \int_{\Omega_\varepsilon} f_3^\varepsilon e_f^\varepsilon dx ds - T \int_0^t \int_{\Omega_\varepsilon} r_f^\varepsilon \cdot e_f^\varepsilon dx ds - T^{-1} (r_\varepsilon, \partial_t e_\eta^\varepsilon).
\]

Let us now estimate the right hand side. Employing a higher-order energy estimate (cf. [6, Section 2.4]) one can conclude \( \|\partial_\alpha v^\varepsilon\|_{L^2(0,T;L^2(\Omega_\varepsilon))} \leq C \varepsilon^5/2 \), which combined with the divergence free condition on the thin domain provides \( \|v_3^\varepsilon\|_{L^2(0,T;L^2(\Omega_\varepsilon))} \leq C \varepsilon^{7/2} \). As a consequence, we easily conclude \( \|e_f^{\varepsilon,3}\|_{L^2(0,T;L^2(\Omega_\varepsilon))} \leq C \varepsilon^{7/2} \), which in further gives

\[
T \left| \int_0^t \int_{\Omega_\varepsilon} f_3^\varepsilon e_f^\varepsilon dx ds \right| \leq C T \varepsilon^4.
\]

For the fluid residual we employ Cauchy-Schwarz, Poincaré and the Young inequality, respectively, and obtain

\[
T \left| \int_0^t \int_{\Omega_\varepsilon} r_f^\varepsilon \cdot e_f^\varepsilon dx ds \right| \leq C T \int_0^t \int_{\Omega_\varepsilon} \|r_f^\varepsilon\|_{L^2(\Omega_\varepsilon)} \|\nabla e_f^\varepsilon\|_{L^2(\Omega_\varepsilon)} ds \leq C T \varepsilon^5 + \frac{\nu T}{2} \int_0^t \int_{\Omega_\varepsilon} |\nabla e_f^\varepsilon|^2 dx ds.
\]

Finally, we estimate the structure residual,

\[
T^{-1} (r_\varepsilon, \partial_t e_\eta^\varepsilon) \leq \frac{C \varepsilon^2}{4} \int_0^t \int_{\Omega_\varepsilon} \partial_t \eta^\varepsilon \partial_t e_\eta^\varepsilon dx' ds + \nu T^{-1} \left| \int_0^t \int_{\Omega_\varepsilon} \Delta' \partial_t \eta^\varepsilon \Delta' \partial_t e_\eta^\varepsilon dx' ds \right|.
\]

Integrating by parts, the first term can be estimated as

\[
\frac{C \varepsilon^2}{4} \int_0^t \int_{\Omega_\varepsilon} \partial_{\eta^\varepsilon} \partial_t e_\eta^\varepsilon dx' ds \leq C T \varepsilon^{3-2\tau} + \frac{\nu T}{4} \int_\Omega \int_0^t |\partial_t e_\eta^\varepsilon(t)|^2 dx' ds + \frac{\nu T}{4} \int_0^t \int_{\Omega_\varepsilon} |\partial_t e_\eta^\varepsilon(s)|^2 dx' ds,
\]

while for the second term we have

\[
\nu T^{-1} \left| \int_0^t \int_{\Omega_\varepsilon} \Delta' \partial_t \eta^\varepsilon \Delta' \partial_t e_\eta^\varepsilon dx' ds \right| \leq C T \varepsilon^6 + \frac{\nu T^{-1}}{2} \int_0^t \int_{\Omega_\varepsilon} |\Delta' \partial_t e_\eta^\varepsilon(s)|^2 dx' ds.
\]

Summing all up and employing the Gronwall inequality we have: for a.e. \( t \in (0, T) \)

\[
\frac{\nu T}{2} \int_{\Omega_\varepsilon} |e_f^\varepsilon(t)|^2 dx + \frac{\nu T}{2} \int_0^t \int_{\Omega_\varepsilon} |\nabla e_f^\varepsilon|^2 dx ds + \frac{\nu T}{4} \int_0^t |\partial_t e_\eta^\varepsilon(t)|^2 dx' \\
+ \frac{B^\varepsilon}{2} \int_\Omega |\Delta' e_\eta^\varepsilon(t)|^2 dx' + \frac{\nu T^{-1}}{2} \int_0^t \int_{\Omega_\varepsilon} |\Delta' \partial_t e_\eta^\varepsilon(s)|^2 dx' ds \leq C T \varepsilon^4
\]

provided \( \tau \leq -1/2 \), i.e. \( \kappa \leq 5/2 \).

Combining estimate (48) and the Poincaré inequality we find

\[
\|e_f^\varepsilon\|_{L^2(0,T;L^2(\Omega_\varepsilon))} \leq C \varepsilon^3,
\]

(49)
which is the desired error estimate for the fluid velocity. Due to the zero mean value on \( \omega \), according to (48), the displacement error can be controlled as

\[
\| \epsilon_\eta \|_{L^\infty(0,T;H^2(\omega))} \leq C \varepsilon^{2\kappa+1},
\]

which is the required estimate for structure displacement. The error estimate for the pressure follows somewhat different approach, which we omit here and refer to [6, Section 4.5] for details.

\[ \square \]

Remark 3.3. Observe that the error estimate of horizontal fluid velocities relative to the norm of velocities is \( O(\sqrt{\varepsilon}) \). The same holds true for the relative error estimate of the pressure and displacement errors.

3.2. Linear \( \varepsilon + h \) problem. In practice we often have that both layers are relatively thin of equivalent size. Moreover, we expect then that the interplay between the two thicknesses: \( \varepsilon \) of the fluid and \( h \) of the structure plays the role in the derivation of reduced models. Unlike in the previous section, here we take a full structure model and aim to perform a simultaneous dimension reduction.

In the FSI problem (16)-(19), the channel is now covered by an elastic plate of relative height \( h > 0 \) with material configuration \( S_h = (0,1)^2 \times (0,h) \) and the plate is described by the linear 3D elasticity equations, i.e. the elasticity operator \( L \) in (18) is given by

\[
L(u, \partial_t u) = -\text{div} \sigma_s(u),
\]

where \( \sigma_s(u) = 2\mu \text{sym} \nabla u + \lambda (\text{div} u) I_3 \) denotes the Cauchy stress tensor, \( \mu \) and \( \lambda \) are Lamé constants and \( I_3 \) is \( 3 \times 3 \) identity matrix. The two subsystems are coupled through the interface conditions on the fixed interface \( \omega \):

\[
\begin{align*}
\partial_t u &= v, \quad \omega \times (0, \infty), \quad \text{(kinematic – continuity of velocities)}, \\
(\sigma_f(v, p) - \sigma_s(u)) e_3 &= 0, \quad \omega \times (0, \infty), \quad \text{(dynamic – balance of forces)}.
\end{align*}
\]

Following [6] the basic energy inequality (21) in this case reads: for every \( t > 0 \)

\[
\frac{\theta_f}{2} \int_{\Omega_\varepsilon} |v(t)|^2 dx + \nu \int_0^t \int_{\Omega_\varepsilon} |\text{sym} \nabla v(s)|^2 dx ds + \frac{\theta_s}{2} \int_{S_h} |\partial_t u(t)|^2 dx + \mu \int_{S_h} |\text{sym} \nabla u(t)|^2 dx + \frac{\lambda}{2} \int_{S_h} |\text{div} u(t)|^2 dx \leq C t \varepsilon,
\]

and the structure function space (22) is now specified to be

\[
V_S(0,T;S_h) = W^{1,\infty}(0,T;L^2(S_h;\mathbb{R}^3)) \cap L^\infty(0,T;V_S(S_h)),
\]

where \( V_S(S_h) = \{ u \in H^1(S_h;\mathbb{R}^3) : u \text{ is } \omega\text{-periodic} \} \). The solution space of the coupled problem (16)-(19) with (51)-(53) is now given by

\[
V(0,T;\Omega) = \{ (v, u) \in V_F(0,T;\Omega_\varepsilon) \times V_S(0,T;S_h) : \\
v(t) = \partial_t u(t) \text{ on } \omega \text{ for a.e. } t \in (0,T) \}.
\]
The wellposedness of the problem (16)-(19) with (51)-(53) in the sense of Definition 3.1 is addressed in [6] and the regularity of the weak solution \((v^\varepsilon, u^h)\) required for the subsequent analysis is obtained as follows:

\[
\partial_t v^\varepsilon \in L^\infty(0, T; L^2(\Omega_\varepsilon; \mathbb{R}^3)) \quad \text{and} \quad \partial_{tt} u^h \in L^\infty(0, T; L^2(S_h; \mathbb{R}^3)), \quad \text{time regularity),}
\]

\[
v^\varepsilon \in L^\infty(0, T; H^2(\Omega_\varepsilon; \mathbb{R}^3)) \quad \text{and} \quad u^h \in L^\infty(0, T; H^2(S_h; \mathbb{R}^3)), \quad \text{space regularity).}
\]

Moreover, a refined energy estimate is obtained (cf. [6, Section 2.4]): for a.e. \(t \in [0, T)\)

\[
\frac{\partial f}{2} \int_{\Omega_\varepsilon} |v^\varepsilon(t)|^2 \, dx + \frac{\nu}{2} \int_0^t \int_{\Omega_\varepsilon} |\nabla v^\varepsilon|^2 \, dx ds + \frac{\varrho_s}{2} \int_{S_h} |\partial_t u^h(t)|^2 \, dx 
\]

\[
+ \int_{S_h} \left( \mu |\text{sym} \, \nabla u^h(t)|^2 + \frac{\lambda}{2} |\text{div} \, u^h(t)|^2 \right) \, dx \leq Ct \varepsilon^3,
\]

which will be the cornerstone for the derivation of the reduced model. Furthermore, there exists a unique pressure \(p^\varepsilon \in L^2(0, T; H^1(\Omega_\varepsilon))\) such that \((v^\varepsilon, p^\varepsilon, u^h)\) solves (16)-(18) in the classical sense.

A similar problem has been analyzed in [42], where starting from a 2D/2D linear FSI problem of type \(1 + h\), the FSI problem analyzed in [11] has been justified. Our main aim here is to obtain a nontrivial limit behavior of the original system as both small parameters \(\varepsilon\) and \(h\) simultaneously vanish. In order to achieve that, we need to assume some scaling ansatz:

1. \(\varepsilon = h^\gamma\) for some \(\gamma > 0\) independent of \(h\);
2. \(\mu = \hat{\mu} h^{-\kappa}, \lambda = \hat{\lambda} h^{-\kappa}\) and \(\varrho_s = \hat{\varrho}_s h^{-\kappa}\) for some \(\kappa > 0\) and \(\hat{\mu}, \hat{\lambda}, \hat{\varrho}_s\) independent of \(h\);
3. \(T = h^\tau\) for some \(\tau \in \mathbb{R}\).

Scaling (S1) is a geometric relation between small parameters, (S2) like in the previous section, takes into account the large rigidity of the structure where \(\kappa\) may be interpreted as a measure of the structure rigidity [11], and (S3) simply means the choice of the time scale \(T\) depending on \(h\). Again, the point of the above scalings is for now purely mathematical and we aim to find a relation between free parameters \(\gamma, \kappa\) and \(\tau\), similar to [34], which will ensure the nontrivial limit behavior of the full system.

Performing the standard change of variables we move to the reference domain \(\Omega_\varepsilon \cup \omega \cup S_+\) and obtain the uniform energy estimates there. Let us denote by \(v(\varepsilon)\) and \(u(h)\) weak solutions to the rescaled system and by \(\nabla \varepsilon\) and \(\nabla h\) the corresponding scaled gradients, then the energy estimate (56) on the reference domain and in rescaled time reads: for a.e. \(t \in (0, T)\) it holds

\[
\frac{\partial f}{2} \int_{\Omega_\varepsilon} |v(\varepsilon)(t)|^2 \, dy + \frac{\nu}{2} h^\tau \int_0^t \int_{\Omega_\varepsilon} |\nabla v(\varepsilon)|^2 \, dy ds + \frac{\varrho_s}{2} h^{-\kappa-2\tau+1} \int_{S_+} |\partial_t u(h)(t)|^2 \, dz 
\]

\[
+ h^{-\kappa+1} \int_{S_+} \left( \mu |\text{sym} \, \nabla u(h)(t)|^2 + \frac{\lambda}{2} |\text{div} \, u(h)(t)|^2 \right) \, dz \leq Ch^\tau \varepsilon^3.
\]

The rescaled energy estimate (57) gives us for the fluid part same uniform bounds and the same convergence results as in (30) and (31). For the structure part, the energy estimate (57) provides an \(L^\infty-L^2\) estimate of the symmetrized scaled gradient of the displacement,

\[
\text{ess sup}_{t \in (0, T)} \int_{S_+} |\text{sym} \, \nabla u(h)|^2 \, dz \leq C h^{3\gamma-1+\tau+\kappa},
\]
which motivates rescaling of the structure displacements according to \( \tilde{u}(h) = h^{-(3\gamma - 1 + \tau + \kappa)/2} u(h) \).

The uniform bound on the symmetrized scaled gradient of displacements motivates to invoke the framework of the Griso decomposition \[23\] — for every \( h > 0 \), scaled structure displacement \( u(h) \) is, at almost every time instance \( t \in (0, T) \), decomposed into a sum of so-called elementary plate displacement and warping:

\[
\mathbf{u}(h)(z) = \mathbf{w}(h)(z') + \mathbf{r}(h)(z') \times (z_3 - \frac{1}{2}) \mathbf{e}_3 + \tilde{u}(h),
\]

where

\[
\mathbf{w}(h)(t, z') = \int_0^1 \mathbf{u}(h)(t, z) dz_3,
\]

\[
\mathbf{r}(h)(t, z') = \frac{3}{h} \int_0^1 (z_3 - \frac{1}{2}) \mathbf{e}_3 \times \mathbf{u}(h)(t, z) dz_3,
\]

\( \tilde{u}(h) \in L^\infty(0, T; H^1(S_+)) \) is the warping term, and \( \times \) denotes the cross product in \( \mathbb{R}^3 \). Moreover, the following uniform estimate holds:

\[
\| \text{sym} \nabla_h (\mathbf{w}(h)(z') + \mathbf{r}(h)(z') \times (z_3 - 1/2) \mathbf{e}_3) \|_{L^\infty(0, T; L^2(S_+))} + \| \nabla_h \tilde{u}(h) \|_{L^2(0, T; L^2(S_+))} + \frac{1}{h^2} \| \tilde{u}(h) \|_{L^2(0, T; L^2(S_+))} \leq C,
\]

with \( C > 0 \) independent of \( h \) and \( u(h) \). Following \[23\] Theorem 2.6, the above uniform estimate implies the existence of a sequence of in-plane translations \( a(h) = (a_1(h), a_2(h)) \subset (L^\infty(0, T))^2 \), as well as limit displacements \( \eta_1, \eta_2 \in L^\infty(0, T; H^1_{\text{per}}(\omega)) \), \( \eta_3 \in L^\infty(0, T; H^2_{\text{per}}(\omega)) \) and \( \mathbf{u} \in L^2(\omega; H^1((0, 1); \mathbb{R}^3)) \) such that the following weak-* convergence results hold:

\[
w_\alpha(h) - a_\alpha(h) \rightharpoonup^* \eta_\alpha \quad \text{in} \quad L^\infty(0, T; H^1_{\text{per}}(\omega)), \quad \alpha = 1, 2,
\]

\[
h w_3(h) \rightharpoonup^* \eta_3 \quad \text{in} \quad L^\infty(0, T; H^1_{\text{per}}(\omega)),
\]

\[
u_\alpha(h) - a_\alpha(h) \rightharpoonup^* \eta_\alpha - \big( z_3 - \frac{1}{2} \big) \partial_\alpha \eta_3 \quad \text{in} \quad L^\infty(0, T; H^1(S_+)), \quad \alpha = 1, 2,
\]

\[
h u_3(h) \rightharpoonup^* \eta_3 \quad \text{in} \quad L^\infty(0, T; H^1(S_+)),
\]

\[
\text{sym} \nabla_h \mathbf{u}(h) \rightharpoonup^* \big( \text{sym} \nabla' (\eta_1, \eta_2) - (z_3 - \frac{1}{2}) \nabla^2 \eta_3 \big) + \text{sym} \left( \mathbf{e}_3 \otimes (\partial_3 \tilde{u}) \right).
\]

Taking all the above rescalings into account, the weak form, which now includes the pressure, on the reference domain reads

\[
- \rho f h^{-\tau} \varepsilon^3 \int_0^T \int_{\Omega_{\gamma}} \mathbf{v}(\varepsilon) \cdot \partial_t \phi \, d\mathbf{y} dt + 2 \nu \varepsilon^3 \int_0^T \int_{\Omega_{\gamma}} \text{sym} \nabla \varepsilon \mathbf{v}(\varepsilon) : \text{sym} \nabla \phi \, d\mathbf{y} dt
\]

\[
- \varepsilon \int_0^T \int_{\Omega_{\gamma}} p(\varepsilon) \text{div}_\varepsilon \phi \, d\mathbf{y} dt + 2 \varepsilon h^\delta \int_0^T \int_{S_+} \mathbf{u}(h) \cdot \partial_t \psi \, d\mathbf{z} dt
\]

\[
+ h^\delta \int_0^T \int_{S_+} (2\mu \text{sym} \nabla_h \mathbf{u}(h) : \text{sym} \nabla_h \psi + \lambda \text{div}_h \mathbf{u}(h) \text{div}_h \psi) \, d\mathbf{z} dt = \varepsilon \int_0^T \int_{\Omega_{\gamma}} \mathbf{f}(\varepsilon) \cdot \phi \, d\mathbf{y} dt,
\]
for all \((\phi, \psi) \in C^2_0([0,T); V(\Omega_\omega) \times V_S(S_\omega))\) such that \(\phi(t) = \psi(t)\) on \(\omega\) for all \(t \in [0,T]\), and where \(\delta = (3\gamma - 1 + \tau + \kappa)/2 + 1 - \kappa\).

In order to realize a nontrivial coupling in the reduced model on the limit as \(h \downarrow 0\), like in the previous section we need to adjust the parameter \(\delta\). The linear theory of plates (cf. [10, Section 1.10]) suggests \(\delta = -1\). Namely, the fluid pressure which is here \(O(1)\) is acting as a normal force on the structure and therefore has to balance the structure stress terms in the right way. This condition then yields the choice of the right time scale \(\tau = h^\gamma\) with

\[
\tau = \kappa - 3\gamma - 3.
\]

**Remark 3.4.** Relation (66) is analogous to (34) and mathematically has two free parameters: measure of the structure rigidity \(\kappa\) and geometric relation between thicknesses \(\gamma\), which fix the choice of the right time scale that “sees” the interaction between the two subsystems in the reduced model.

Exploring the structure of elasticity equations and taking appropriate test functions which imitate the shape of the limit of scaled displacements (62)-(63), i.e. \(\psi = (h\psi_1, h\psi_2, \psi_3)\) satisfying \(\partial_1\psi_3 + \partial_3\psi_1 = \partial_2\psi_3 + \partial_3\psi_2 = \partial_3\psi_3 = 0\) (cf. [10, Theorem 1.4-1]) and \(\phi = (h\phi_1, h\phi_2, \phi_3)\), under additional assumption \(\tau < -1\), the weak limit form of (65) (on a subsequence as \(h \downarrow 0\)) reads

\[
\begin{align*}
-\int_0^T \int_{\Omega_\omega} p \partial_3 \phi_3 \, dy \, dt + \int_0^T \int_{S_\omega} \left(2\mu \left(\text{sym} \nabla'(\eta_1, \eta_2) - (z_3 - \frac{1}{2})\nabla'^2 \eta_3\right) : \text{sym} \nabla'(\psi_1, \psi_2)
\right. \\
\left. + \frac{2\mu \lambda}{2\mu + \lambda} \text{div} \left((\eta_1, \eta_2) - (z_3 - \frac{1}{2})\nabla' \eta_3\right) \text{div}(\psi_1, \psi_2)\right) \, dz \, dt = 0.
\end{align*}
\]

The obtained limit equation can be interpreted as a linear plate model [10] coupled with the limit fluid pressure acting as a normal force on the structure interface \(\omega\). Exploring in further the structure of the space of test functions for the elasticity part [10, Theorem 1.4-1 (c)], leads to an equivalent decoupled system for horizontal and vertical displacements:

\[
\begin{align*}
-\int_0^T \int_\omega p \zeta_3 \, dz' \, dt + \int_0^T \int_\omega \left(\frac{4\mu}{3} \nabla'^2 \zeta_3 + \frac{4\mu \lambda}{3(2\mu + \lambda)} \Delta' \zeta_3 \Delta' \zeta_3\right) \, dz' \, dt = 0
\end{align*}
\]

for arbitrary \(\zeta_3 \in C^2_\omega([0,T); H^{2}_{\text{per}}(\omega))\) and

\[
\int_0^T \int_\omega \left(\frac{4\mu}{2\mu + \lambda} \text{div}'(\eta_1, \eta_2) \text{div}'(\zeta_1, \zeta_2) + \frac{4\mu \lambda}{2\mu + \lambda} \text{div}'(\eta_1, \eta_2) \text{div}'(\zeta_1, \zeta_2)\right) \, dz' \, dt = 0
\]

for arbitrary \(\zeta_\omega \in C^1_\omega([0,T); H^1_{\text{per}}(\omega))\). Equation (68) implies that horizontal displacements \((\eta_1, \eta_2)\) are spatially constant functions, and as such they will not affect the reduced model. Moreover, they are dominated by potentially large horizontal translations as discussed in [3, Section 2.5], hence we omit them in further analysis. Thus, the limit system (67) is now essentially described with (68), which relates the limit fluid pressure \(p\) with the limit vertical displacement of the structure \(\eta_3\).

Analysis of the fluid part completely follows the lines of the previous section and results in limit equations (38) and (39). The limit horizontal velocities \(v_\alpha\) can again be explicitly calculated in terms of \(y_3\) and \(p\), but the top boundary condition for \(v_\alpha\) is no longer trivial. It follows from the interface kinematic condition that \(v_\alpha(\cdot, 0, \cdot) = \partial_t a_\alpha, \alpha = 1, 2\), where \(\partial_t a_\alpha\) are translational limit
velocities of the structure defined below and discussed in [6, Section 3.3]. Explicit solution of \( v_\alpha \) from (39) is then given by

\[
v_\alpha(y, t) = \frac{1}{2\nu} y_3 (y_3 + 1) \partial_\alpha p(y', t) + F_\alpha(y, t) + (1 + y_3) \partial_1 a_\alpha, \quad (y, t) \in \Omega_x \times (0, T),
\]

where \( F_\alpha(y, y_3, \cdot) = \frac{y_3 + 1}{\nu} \int_0^y \zeta_3 f_\alpha(\cdot, \zeta_3, \cdot) \, d\zeta_3 + \frac{1}{\nu} \int_{-1}^{y_3} (y_3 - \zeta_3) f_\alpha(\cdot, \zeta_3, \cdot) \, d\zeta_3. \) Replacing \( v_\alpha \) from (70) into equation (38) we obtain the same Reynolds equation (41), which combined with equation (68) results in the reduced model in terms of the vertical displacement only. Substituting \( \eta \equiv \eta_3 \) we arrive to the sixth-order evolution equation

\[
\partial_t \eta - \frac{2\mu(\mu + \lambda)}{9\nu(2\mu + \lambda)} (\Delta')^3 \eta = F,
\]

which is (up to the coefficient in front of the spatial operator) the same as (42).

Knowing \( \eta \) solely, the pressure \( p \) and horizontal fluid velocities \( v_\alpha \) are then calculated according to (41) and (70), respectively. Based on that we can construct approximate fluid velocity

\[
v^\varepsilon(x, t) = \varepsilon^2 \left( v_1(x', x_3^\varepsilon, t), v_2(x', x_3^\varepsilon, t), v_3^\varepsilon \right), \quad (x, t) \in \Omega_\varepsilon \times (0, T),
\]

where \( v_3^\varepsilon(x, t) = -\varepsilon \int_{-1}^{x_3^\varepsilon} (\partial_1 v_1 + \partial_2 v_2)(x', \xi, t) \, d\xi \), and the approximate pressure by \( p^\varepsilon(x, t) = p(x', t) \) for all \( (x, t) \in \Omega_\varepsilon \times (0, T). \) Moreover, the approximate displacement is defined by

\[
u^h(x, t) = h^{\kappa-3} \left( h^{-\gamma} a_1 - \left( x_3 - \frac{h}{2} \right) \partial_1 \eta(x', t), h^{-\gamma} a_2 - \left( x_3 - \frac{h}{2} \right) \partial_2 \eta(x', t), \eta(x', t) \right),
\]

for all \( (x, t) \in \Omega_h \times (0, T), \) where \( a_\alpha \) are horizontal time-dependent translations calculated by

\[
a_\alpha(t) = -\int_0^t \int_{\Omega} F_\alpha(y', 0, t) \, dy' \, ds, \quad \alpha = 1, 2.
\]

The virtue of the reduced model is then revealed by the following convergence results of approximate solutions.

**Theorem 3.2** ([6]). Let \( (v^\varepsilon, p^\varepsilon, u^h) \) be the classical solution to the FSI problem (16)-(19) under (51)-(53) in rescaled time and let \( (\tilde{v}^\varepsilon, \tilde{p}^\varepsilon, \tilde{u}^h) \) be approximate solution constructed from the reduced model as above. Let us additionally assume that \( \max\{2\gamma + 1, \frac{7}{4}\gamma + \frac{3}{2} \} \leq \kappa < 2 + 2\gamma \), then

\[
\|v^\varepsilon - \tilde{v}^\varepsilon\|_{L^2(0,T;L^2(\Omega_\varepsilon)))} \leq C \varepsilon^{5/2} h^{\min\{\gamma/2, 2\gamma - \kappa + 2\}},
\]

\[
\|p^\varepsilon - \tilde{p}^\varepsilon\|_{L^2(0,T;L^2(\Omega_\varepsilon)))} \leq C \varepsilon^{1/2} h^{\min\{\gamma/2, 2\gamma - \kappa + 2\}},
\]

\[
\|u^h_\alpha - \tilde{u}^h_\alpha\|_{L^\infty(0,T;L^2(\Omega_h)))} \leq C h^{\kappa-3/2} h^{\min\{1, \gamma/2, 2\gamma + 2 - \kappa\}} + C \sqrt{h} \|a_\alpha^h - h^{\kappa-3-\gamma} a_\alpha\|_{L^\infty(0,T)},
\]

\[
\|u^h_3 - \tilde{u}^h_3\|_{L^\infty(0,T;L^2(\Omega_h)))} \leq C h^{\kappa-5/2} h^{\min\{1, 1/2, 2\gamma + 2 - \kappa\}},
\]

where \( C > 0 \) denote generic positive constants independent of \( \varepsilon \) and \( h \).

**Remark 3.5.** Observe that, like in the previous section, the error estimate of horizontal fluid velocities relative to the norm of velocities is \( O(\sqrt{\varepsilon}) \) for \( \kappa \leq \frac{3}{2}\gamma + 2 \). The same holds true for the relative error estimate of the pressure. For the vertical fluid velocity, which is of lower order, there is a lack of the error estimate. In the leading order of the structure displacement, namely in the
vertical component, for \( \kappa \leq \frac{3}{2} \gamma + 2 \) we have the relative convergence rate \( O(h^{\min\{1/2, \gamma/2\}}) \), which means \( O(\sqrt{\varepsilon}) \) for \( \gamma \leq 1 \) and \( O(\sqrt{h}) \) for \( \gamma > 1 \). In horizontal structure displacements, dominant part of the error estimates are errors in horizontal translations, which are actually artifact of periodic boundary conditions (cf. [6, Section 2.5]). Neglecting these errors, which cannot be controlled in a better way, the relative error estimate of horizontal displacements for \( \kappa \leq \frac{3}{2} \gamma + 2 \) is \( O(h^{\min\{1, \gamma/2\}}) \), which means \( O(\sqrt{\varepsilon}) \) for \( \gamma \leq 2 \) and \( O(h) \) for \( \gamma > 2 \). Let us point out that one cannot expect better convergence rates for such first-order approximation without dealing with boundary layers, which arise around the interface \( \omega \) due to mismatch of the interface conditions for approximate solutions. Moreover, in [35] the obtained convergence rate for the Poiseuille flow in the case of rigid walls of the fluid channel is \( O(\sqrt{\varepsilon}) \). On the other hand, convergence rate for the clamped Kirchhoff-Love plate is found to be \( O(\sqrt{h}) \) [20].

Outline of the proof of Theorem 3.2. The proof follows the idea of the proof of Theorem 3.1 but mostly due to mismatch of the interface conditions for approximate solutions, the analysis is much more involved.

Starting from equation (45) satisfied by the approximate fluid velocity \( \mathbf{v}^\varepsilon \), expanding the boundary terms, employing the pressure relation (67) and utilizing the definition the approximate displacement \( \mathbf{u}^h \) we find the weak form for approximate solutions to be

\[
-\varrho f \int_0^T \int_{\Omega_x} \mathbf{v}^\varepsilon \cdot \partial_t \phi \, dxdt + 2\nu T \int_0^T \int_{\Omega_x} \text{sym} \nabla \mathbf{v}^\varepsilon : \text{sym} \nabla \phi \, dxdt
\]

\[
= -\varepsilon_s^h T^{-1} \int_0^T \int_{S_h} \partial_t \mathbf{u}^h \cdot \partial_t \psi \, dxdt + T \int_0^T \int_{S_h} \left( 2\mu^h \text{sym} \nabla \mathbf{u}^h : \text{sym} \nabla \psi + \lambda^h \text{div} \mathbf{u}^h \text{div} \psi \right) \, dxdt
\]

\[
= T \int_0^T \int_{\Omega_x} (f_1^e \phi_1 + f_2^e \phi_2) \, dxdt + T \int_0^T \int_{\Omega_x} r_f^e \cdot \phi \, dxdt + T \int_0^T \int_{\omega} r_b^e \cdot \phi \, dx'dt + \langle r_s^h, \psi \rangle,
\]

where \( r_b^e \) denotes the boundary residual term given by

\[
r_b^e = \nu \left( \varepsilon \partial_3 v_1 - \varepsilon^3 \int_{-1}^0 (\partial_{11} v_1 + \partial_{12} v_2), \varepsilon \partial_3 v_2 - \varepsilon^3 \int_{-1}^0 (\partial_{21} v_1 + \partial_{22} v_2), -2\varepsilon^2 (\partial_1 v_1 + \partial_2 v_2) \right)
\]

and \( \langle r_s^h, \psi \rangle \) denotes the structure residual term \( r_s^h \) acting on a test function \( \psi \) as

\[
\langle r_s^h, \psi \rangle = -\varepsilon_s^h T^{-1} \int_0^T \int_{S_h} \partial_t \mathbf{u}^h \cdot \partial_t \psi \, dxdt
\]

\[
+ T \int_0^T \int_{S_h} \left( \frac{(\lambda^h)^2}{2\mu^h + \lambda^h} \text{div} \mathbf{u}^h \text{div}(\psi_1, \psi_2) + \lambda^h \text{div} \mathbf{u}^h \partial_3 \psi_3 \right) \, dxdt.
\]
Defining the fluid error \( e^f := v^f - v^f \) and the structure error \( e^h_s := u^h - u^h \), and subtracting (74) from the weak form of the original weak form, we find the variational equation for the errors:

\[
-\varrho_f \int_0^T \int_{\Omega_e} e^f \cdot \partial_t \phi \, dx \, dt + 2\nu T \int_0^T \int_{\Omega_e} \text{sym} \nabla e^f : \text{sym} \nabla \phi \, dx \, dt \\
-\varrho_s T^{-1} \int_0^T \int_{\Sigma_h} \partial_t e^h_s \cdot \partial_t \psi \, dx \, dt + T \int_0^T \int_{\Sigma_h} \left( 2\mu \varrho \text{sym} \nabla e^h_s : \text{sym} \nabla \psi + \lambda^h \text{div} e^h_s \text{div} \psi \right) \, dx \, dt \\
= T \int_0^T \int_{\Omega_e} f_3 \phi \, dx \, dt - T \int_0^T \int_{\Omega_e} \mathbf{r}^f_3 \cdot \phi \, dx \, dt - T \int_0^T \int_{\omega} \mathbf{r}^f_3 \cdot \phi \, dx' \, dt - \langle \mathbf{r}^h_s, \psi \rangle
\]

for all test functions \((\phi, \psi) \in \mathcal{W}(0, T; \Omega)\).

Next step is a careful selection of test functions in (75). First we choose

\[
\psi = T^{-1} (\partial_t e^o_{s,1}, \partial_t e^o_{s,2}, \partial_t e^o_{s,3}) ,
\]

where superscripts e and o denote even and odd components of the orthogonal decomposition of respective functions with respect to the variable \((x_3 - h/2)\). Observe in (73) that, up to time dependent constants, components of the approximate displacement \(u^h\) are respectively odd, odd and even with respect to \((x_3 - h/2)\). The idea of using this particular test function comes from the fact that such \(\psi\) annihilates large part of the structure residual term \(\mathbf{r}^h_s\) on the right hand side in (75) and the rest can be controlled (cf. [6] Section 4.2 for details). Concerning the fluid part, observe that approximate solutions do not satisfy the kinematic interface condition in the horizontal components, i.e. \(v^f_\alpha \neq \partial_t u^h_\alpha\) on \(\omega \times (0, T)\) and therefore \((v^f, u^h)\) does not belong to the space \(\mathcal{V}(0, T; \Omega)\). For the third component however, the interface condition is satisfied. In order to match interface values of \(\psi\), the fluid test function \(\phi\) has to be accordingly corrected fluid error, i.e. we take

\[
\phi = \mathbf{e}^f + \varphi,
\]

where the correction \(\varphi\) satisfies appropriate boundary conditions. Following [6] it can be proved that the corrector \(\varphi\) satisfies the uniform bound

\[
\| \nabla \varphi \|_{L^\infty(0, T; L^2(\Omega_e))} \leq C \varepsilon^{5/2}
\]

with \(C > 0\) independent of \(\varphi\) and \(\varepsilon\), and furthermore, careful estimation of other residual terms in (75) provides the basic error estimate: for a.e. \(t \in (0, T)\) we have

\[
\frac{\varrho_f}{4} \int_{\Omega_e} |e^f_\gamma(t)|^2 \, dx + \frac{\nu T}{2} \int_0^t \int_{\Omega_e} |\nabla e^f_\gamma|^2 \, dx \, ds + \varrho_s T^{-2} \int_{\Sigma_h} \left( (\partial_t e^o_{s,1}(t))^2 + (\partial_t e^o_{s,2}(t))^2 \right) \, dx \\
+ \int_{\Sigma_h} \left( \mu \varrho \text{sym} \nabla (e^o_{s,1}, e^o_{s,2}, e^o_{s,3})(t))^2 + \frac{\lambda^h}{2} |\text{div}(e^o_{s,1}, e^o_{s,2}, e^o_{s,3})(t)|^2 \right) \, dx \\
\leq CT \varepsilon^3(h^\gamma + h^{4\gamma - 2\kappa + 4}).
\]

Estimate (78) is now sufficient to conclude the error estimates for the fluid part: velocities and the pressure, while for the structure part, the Griso decomposition of the structure error needs to be examined and employing another pair of test functions \((\psi, \phi) = (T^{-1} \partial_t e^o_s, \mathbf{e}^f + \varphi)\) with appropriate
corrector \( \varphi \) will provide sufficient conditions to conclude the error estimates also for the structure part (cf. [6, Section 4.4]).

### 3.3. Nonlinear \( \varepsilon + 0 \) problem

In this section we discuss a nonlinear FSI problem in which nonlinearities appear both in equations for the fluid motion and in geometry of the fluid domain. More precisely, the coupling conditions are also nonlinear and the coupling is realized on the moving interface. Unlike in the previous section, the structure is here modeled by a lower-dimensional elasticity model, and additionally we decrease dimensionality of the original problem to two space dimensions for the fluid and one space dimension for the structure. The main reason for this ad hoc dimension reduction in the FSI problem is availability of the wellposedness results.

Let us now describe our setting. The fluid domain at time \( t \) is assumed to be of the form

\[
\Omega_\eta(t) = \{(x, z) : x \in \omega, \ z \in (0, \eta(t, x))\} \subset \mathbb{R}^2,
\]

where \( \omega = (0, 1) \), and function \( \eta \) describes the dynamics of the vertical displacement of the top boundary. Let us further denote the space-time cylinder

\[
\Omega_\eta(t) \times (0, T) := \bigcup_{t \in (0, T)} \Omega_\eta(t) \times \{t\} \subset \mathbb{R}^2 \times (0, \infty), \quad T \in (0, \infty],
\]

to be domain of our problem. The FSI problem is described by the system of partial differential equations:

\[
\begin{align*}
\rho_f (\partial_t v + (v \cdot \nabla)v) - \text{div}\sigma_f (v, p) &= f, \quad \Omega_\eta(t) \times (0, \infty), \\
\text{div} v &= 0, \quad \Omega_\eta(t) \times (0, \infty), \\
\rho_s \partial_{tt}\eta - D\partial_x^2 \partial_t \eta + B\partial_x^4 \eta &= -J^0(\sigma_f(v, p)n^0)(t, x, \eta(t, x)) \cdot e_z, \quad \omega \times (0, \infty), \\
v(t, x, \eta(t, x)) &= (0, \partial_t \eta(t, x)), \quad \omega \times (0, \infty),
\end{align*}
\]

where \( \sigma_f(v, p) = 2\nu \text{sym} \nabla v - pI \) denotes the Cauchy stress tensor of the viscous fluid, \( \nu, \rho_f > 0 \) are the fluid viscosity and density, respectively, and \( f \) denotes the fluid external force. Furthermore, \( \rho_s \) is the structure density, \( n^0 \) is the unit outer normal to the deformed configuration \( \Omega_\eta \), \( J^0(t, x) = \sqrt{1 + \partial_x \eta(t, x)^2} \) is Jacobian of the transformation from Eulerian to Lagrangian coordinates, and constants \( D, B > 0 \) describe visco-elasticity and elasticity properties of the structure, respectively.

Equations (79) and (80) are standard incompressible Navier-Stokes equations describing the flow of the Newtonian fluid, while the structure is described by a linear equation of visco-elastic plate (81). The fluid and the structure are coupled via dynamic and kinematic coupling conditions (81) and (82) representing the balance of forces in \( e_z \) direction and continuity of the velocity, respectively. Additional simplifying assumption is that the structure moves only in the vertical direction. This is not fully justified from the physical grounds, but it is reasonable in the view of results of the previous section, where it is shown that, up to time-dependent translations, the bending regime is the dominant one and the displacement in the horizontal direction is of the lower order. For more details about physical background of system (79)-(82) and corresponding lower-dimensional elasticity models we refer to [38, 10] and reference therein. The bottom boundary is rigid and we prescribe the standard no-slip boundary condition for the fluid velocity: \( v(t, x', 0) = 0 \) for all \( (x', t) \in \omega \times (0, \infty) \). On the lateral boundaries we prescribe the periodic boundary conditions in
the horizontal direction, which is taken for technical simplicity and because of availability of the
global existence results \cite{12}. In such a case the flow is driven by the right-hand side $f$. Finally,
for simplicity of exposition, we impose some trivial initial conditions: $v(0,.) = 0$, $\eta(0,.) = \eta_0$, and
$\partial_t \eta(0,.) = 0$.

Since our aim is to derive the reduced model in the regime of relatively thin domain, we assume
that the initial thickness of the domain is $O(\varepsilon)$, i.e. $\eta_0^0(x) = \varepsilon \eta_0(x)$ for $x \in (0, L)$. Moreover, like in
the previous section, we assume that $\|f\|_{L^\infty(0,\infty;L^\infty(\Omega_\eta(t);\mathbb{R}^2))} \leq C$, which is satisfied by physically
relevant volume forces. Testing formally equations (79) and (81) with classical solutions $v$ and $\partial_t \eta$, respectively, and integrating by parts yields the basic energy inequality: for every $t \in (0, T)$

$$
\frac{\partial}{\partial t} \|v(t)\|^2_{L^2(\Omega_\eta(t))} + 2\nu \int_0^t \int_{\Omega_\eta(s)} |\text{sym} \nabla v|^2 \, dx \, ds
$$

$$
+ \frac{\partial_\eta}{2} \|\partial_t \eta(t)\|^2_{L^2(\omega)} + D \int_0^t \|\partial_\eta \partial_x v\|^2_{L^2(\omega)} \, ds + \frac{B}{2} \|\partial_x \eta(t)\|^2_{L^2(\omega)}
$$

$$
\leq \frac{B}{2} \|\partial_x \eta_0\|^2_{L^2(\omega)} + \int_0^t \int_{\Omega_\eta(s)} f : v \, dx \, ds.
$$

Let us now discuss weak solutions. First we introduce appropriate solution spaces. The fluid
solution space will depend on the displacement $\eta$. If we denote

$V_F(t) = \{v \in H^1(\Omega_\eta(t)) : \text{div} \, v = 0, \, v|_{z=0} = 0, \, v$ is $\omega$ – periodic in $x_1\}$,

then the above energy estimate suggests that appropriate fluid solution space is

$V_F(0, \infty; \Omega_\eta(t)) = L^\infty(0, \infty; L^2(\Omega_\eta(t))) \cap L^2(0, \infty; V_F(t))$

while for the structure, again based on the energy estimate, we choose the solution space to be

$V_S(0, \infty; \omega) = W^{1,\infty}(0, \infty; L^2(\omega)) \cap L^\infty(0, \infty; H^2_{\text{per}}(\omega)) \cap H^1(0, \infty; H^1(\omega))$.

**Definition 3.2.** We call $(v, \eta) \in V_F(0, \infty; \Omega_\eta(t)) \times V_S(0, \infty; \omega)$ a weak solution of the FSI problem
(79)-(82) if for every $(\varphi, \psi) \in C^1_c((0, \infty); V_F(t) \times H^2_{\text{per}}(\omega))$ satisfying $\varphi(t, x, \eta(t, x')) = \partial_t \psi(t, x)e_3$ it holds

$$
-\partial_\eta f \int_0^\infty \int_{\Omega_\eta(t)} (v \cdot \partial_t \varphi + (v \cdot \nabla) v \cdot \varphi) \, dx \, dt + 2\nu \int_0^\infty \int_{\Omega_\eta(t)} (\text{sym} \nabla v : (\text{sym} \nabla \varphi)) \, dx \, dt
$$

$$
-\partial_s \int_0^\infty \int_{\omega} \partial_t \eta \partial_t \psi \, dx_1 \, dt + D \int_0^\infty \int_{\omega} \partial_\eta \partial_x \psi \, dx_1 \, dt + B \int_0^\infty \int_{\omega} \partial_x \eta \partial_x \psi \, dx_1 \, dt
$$

$$
= \partial_s \int_0^\infty \int_{\omega} \eta_0 \psi(0) \, dx_1 + \int_0^\infty \int_{\Omega_\eta(t)} f : \psi \, dx \, dt
$$

(84)

and (82) is satisfied in the sense of traces. Moreover, the energy inequality (83) is satisfied.

The existence of weak solutions is by now well-established in the literature, see e.g. \cite{12, 38}. However, the existence results are not global and state that weak solutions exist as long as there
is no contact between the elastic and rigid boundary, i.e. in our notation as long as $\eta > 0$. Even
though there are results that contact will not occur in the case when the structure is rigid \cite{28}, to
the best of our knowledge there are no global in time existence results for weak solution to problem
Since we are interested in the long time behavior, we rely on the following recent result on the existence of global-in-time strong solutions.

**Theorem 3.3** ([24]). For every \( \varepsilon > 0 \) there exists global-in-time strong solution to problem (79)-(82) with initial conditions \( v_0 = 0, \eta_0 = \varepsilon \hat{\eta}_0, \eta_1 = 0 \) and the right hand side \( f \in L^2(0, T; L^2_{\text{per}}(\mathbb{R}^2)) \). Solutions satisfy \( \eta^\varepsilon > 0 \) and additional regularity properties which we briefly write

\[
\eta^\varepsilon \in H^2_t L^2_x \cap L^2_t H^4_x, \quad v^\varepsilon \in L^2_t H^2_x \quad \text{and} \quad p^\varepsilon \in L^2_t H^1_x.
\]

Motivated by the results from previous sections we assume the following scaling ansatz in order to be in the thin-film regime:

1. \( B = \hat{B} \varepsilon^{-1}, D = \hat{D} \varepsilon^{-2} \) and \( g_s = \hat{g}_s \varepsilon^{-1} \) for some \( \hat{B}, \hat{D}, \hat{g}_s > 0 \) independent of \( \varepsilon \);
2. \( T = \varepsilon^{-2} \).

To the best of our knowledge rigorous derivation of equation (15) as the reduced model for the FSI system (79)-(82) is still missing from the literature. Here we present the main steps of the derivation without proofs. The details of the proofs will be included in a forthcoming work [7]. The main steps are analogous to the main steps in linear case, but technically much more involved. The main difficulties are consequence of the fact that \( \varepsilon \)-problems are moving boundary problems, i.e. we have to deal with the geometrical nonlinearity at every step of the derivation.

**Step 1: Uniform energy estimate.** The first step is to quantify the energy estimate (83) in terms of the small parameter \( \varepsilon \). Unlike in linear case, the domain depends on solution and therefore one has to carefully track dependence of functional inequalities (e.g. the Poincaré inequality) on the solution itself. By using the scaling ansatz (S1) we arrive to the following uniform (in small parameter \( \varepsilon \)) energy inequality: for a.e. \( t \in (0, T) \)

\[
\frac{\varepsilon^2}{2} \| \mathbf{v}^\varepsilon(t) \|_{L^2(\Omega_{\eta}(t))}^2 + \nu \int_0^t \int_{\Omega_{\eta}(t)} |\nabla \mathbf{v}^\varepsilon|^2 + \frac{D}{\varepsilon^2} \int_0^t \| \partial_t \partial_x \eta^\varepsilon \|_{L^2(\omega)}^2 + \frac{B}{\varepsilon} \| \partial_x^2 \mathbf{v}^\varepsilon \|_{L^2(\omega)}^2 \leq C \varepsilon^3.
\]

By taking into account scaling ansatz (S2) and using the Sobolev embedding we get an \( L^\infty \)-estimate for the displacement:

\[
\| \eta^\varepsilon \|_{L^\infty(0, T; L^\infty(0, \Omega))} \leq C \varepsilon.
\]

**Step 2: Positivity of the limit displacement.** Let us denote by \( \eta \) the weak limit of \( \eta^\varepsilon / \varepsilon \). From Theorem 3.3 it is immediate that \( \eta \geq 0 \). However, in order to perform our analysis we need to prove the strict positivity \( \eta > 0 \). This can be done by adapting estimates used in the proof of Theorem 3.3 [24] to our case and combining them with the scaling ansatz.

**Step 3: ALE formulation.** In order to identify the limit model we need to reformulate weak formulation (84) on the fixed reference domain. The main difference in comparison to the linear case is that now the change of variable depends on the solution itself. In numerical computation this formulation is usually called Arbitrary Lagrangian-Eulerian (ALE) formulation. We use the following explicit form of the change of variables:

\[
\begin{pmatrix}
\hat{t} \\
y_1 \\
y_2
\end{pmatrix} = \begin{pmatrix}
\varepsilon^2 t \\
x_1 \\
x_2
\end{pmatrix} / \eta(t,x_1).
\]
**Step 4: Identifying the limit model.** In the last step we pass to the limit as \( \varepsilon \downarrow 0 \) and obtain the limit model \([15]\). The limiting procedure follows heuristic described in the introduction and is similar as in the linear case. The main difference is that due to the nonlinearities in the system, we need to prove the strong convergence properties of sequence \((v^\varepsilon, \eta^\varepsilon)\) in order to pass to the limit. For this we need two main ingredients: Aubin-Lions lemma for strong convergence of the displacement sequence \(\eta^\varepsilon\) and the scaling ansatz for the convergence of the fluid convective term.
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