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Abstract. The rapid development of the high frequency power conversion techniques makes great demands on the methods that can reduce the execution time of the program effectively. This paper is aiming at reducing the execution time of the program in several aspects such as sampling, complex expressions, and so on. As one of the most widely applied methods, reducing the execution time of the program at the cost of the memory space is adopted in this paper. Furthermore, in order to confirm the feasibility and superiority of programs that are proposed in this paper, they are compared with other programs that can realize the same function in terms of the execution time.
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1. Introduction
As one of the fastest growing areas in electrical engineering, the power electronic technology attract more and more considerable attention. Meeting the requirement of high-efficiency and high-quality electrical energy, the power electronic technology has been widely applied in transportation, power system, chemical industry, machinery, household electric appliance, spacecraft, and so on. The share of the electrical energy that has been processed by the power converters is an important index of a country's technological advancement. This important index will reach 100% in the not too distant future. Furthermore, the problem of environmental protection has become more and more serious. The power electronic technology can not only reduce the demand for copper and steel but also save the electrical energy. Therefore, the power electronic technology can effectively improve the environment that we live in [1-3].

The rapid development of the communication industry and consumer electronics makes new demands on the power electronic technology, such as high power density and high efficiency. Therefore, for higher power density and higher efficiency, the power electronic technology has developed from low frequency power supplies predominated into high frequency power supplies predominated [4,5]. The power supplies that use high frequency technology have become a research topic of interest [6,7]. With the maturity of the silicon technology, the performance of power converters that use silicon-based semiconductor devices reaches the theoretical peak [8,9]. Therefore, to meet the market demand for high voltage, low power dissipation, miniaturization, high current, low electromagnetic susceptibility, high power density and so on, the significant breakthrough of new wide band gap semiconductors such as SiC and GaN has been made, making it possible to develop a new generation of power devices [10,11].

The band gap of GaN is 3.40 eV and the band gap of SiC is 3.25 eV. The wide band gap characteristic can improve the withstand voltage performance of power devices. Possessing the characteristic of
higher thermal conductivity, the new wide band gap semiconductors can be applied in high-temperature power devices. Furthermore, the new wide band gap semiconductors have larger electron saturation velocity. This advantage makes them more suitable for high-frequency power devices [12,13].

On the one hand, the goal of realizing higher power density and higher efficiency makes great demands on the power supplies that use high frequency technology [14]. On the other hand, the rapid development of new wide band gap semiconductor devices makes it possible to produce the power supplies with much higher frequency [15]. Therefore, these two aspects provide the high frequency power conversion techniques such as zero voltage switching and zero current switching technology with great development opportunities.

Although the high frequency power conversion techniques have ushered in the great development opportunity, there are few researches about how to reduce the execution time of the program. The rapid development of the high frequency power conversion techniques makes great demands on the methods that can reduce the execution time of the program effectively. In fact, the execution time of different programs that can realize the same function or the same technology varies widely. Therefore, searching for new approaches that can reduce the execution time of the program effectively is urgent.

This paper is aiming at reducing the execution time of the program in the following four aspects.

- Four fundamental rules.
- Complementation.
- Sampling.
- Complex expressions.

The execution time of the program in this paper is tested in the DSP TMS320F28379D without further optimization.

2. Reducing the Execution Time

2.1. Four Fundamental Rules

Within the four fundamental rules, the DSP has a good ability in addition, subtraction and multiplication. However, it’s difficult for the DSP to do division. Different kinds of programs that can realize division and the corresponding execution times are listed in Table 1.

| Program | Execution time |
|---------|----------------|
| //The following program is executed at the beginning. Vdc=30; | 1245 ns |
| //The following program is executed when needed. k1=uc1/Vdc; | |
| //The following program is executed at the beginning. Vdc=30; VdcReciprocal=1.0/Vdc; | 50 ns |
| //The following program is executed when needed. k1=uc1 * VdcReciprocal; | |

According to table 1, using multiplication to realize division in another different way can effectively decrease the execution time.
2.2. Complementation

Complementation is usually used to judge whether the number is odd or not. Different kinds of programs that can realize complementation and the corresponding execution times are listed in Table 2.

Table 2. Different kinds of programs that can realize complementation and the corresponding execution times.

| Program                                      | Execution time |
|----------------------------------------------|----------------|
| if(count%2) Goal=1; else Goal=0;             | 280 ns         |
| if(count&1) Goal=1; else Goal=0;             | 45 ns          |
| Goal=count&1;                                | 15 ns          |

According to table 2, using the bitwise operations to realize complementation in another different way can effectively decrease the execution time. Furthermore, without the judgment process, the direct assignment has an obvious advantage in execution time.

2.3. Sampling

Owing to the fluctuation of the sampling data, filter methods need to be adopted after sampling. Among many filter methods, the moving average filter is an important filter method. The moving average filter doesn’t need to do some complicated operations such as sorting. Furthermore, only one sampling operation is required in the moving average filter. These characteristics make the moving average filter suitable for high-frequency applications.

Table 3. Different kinds of programs that can update data and the corresponding execution times.

| Program                                      | Execution time |
|----------------------------------------------|----------------|
| for(i=0;i<3;i++) filter[i]=filter[i+1];     | 505 ns         |
| filter[3]=AdcResult;                         |                |
| filter[0]=filter[1]; filter[1]=filter[2];   | 65 ns          |
| filter[2]=filter[3];                         |                |
| filter[3]=AdcResult;                         |                |

The sum of the stored sampling data is updated by deducting the oldest sampling data and adding the newest sampling data. The length of the stored sampling data N is a key parameter. To reduce the impact on the sensitivity, N is usually in single figures. N = 4 is taken as an example. Different kinds of programs that can update the stored sampling data and the corresponding execution times are listed in Table 3. AdcResult is the sampling result and filter is used to store the sampling data. The newest sampling data is stored in filter[3]. The execution time of the “for loop” is 505 ns while the execution time of the direct assignment is merely 65 ns. Both of them can update the stored sampling data. The cause of this phenomenon is that too much time is spent on judging whether i < 3. Therefore, “for loop”
is simple and readable, but poor at decreasing the execution time. On the contrary, the direct assignment has an obvious advantage in execution time. Without additional procedures, the direct assignment can finish the task quickly. The condition that $N$ is in single figures eliminates the disadvantage of the direct assignment in simplicity. Therefore, the direct assignment is more suitable for high-frequency applications. With no complicated operations such as sorting and only one sampling operation, the moving average filter that adopts the direct assignment is attractive and competitive in high-frequency applications.

2.4. Complex Expressions

DSP has a remarkable ability of calculation and has been widely used in many applications. However, some complex math expressions sharply increase the execution time of programs. To solve this problem, the method that can reduce the execution time of the program at the cost of the memory space need to be adopted. This basic and powerful method is suitable for not only reducing the time complexity in the heuristic algorithm but also solving the problem of complex math expressions in the DSP. For example, $t_a$ can be calculated as follows:

\[
 t_{a} = \sqrt{\frac{(k_1 + p_2)^2 - (k_1 + p_2)^2}{1 - p_1 - k_1}} \tag{1}
\]

where $k_1$ is the only independent variable. Others are constants. Different kinds of programs that can finish the calculation of $t_a$ and the corresponding execution times are listed in Table 4.

### Table 4. Different kinds of programs that can finish the calculation of (1) and the corresponding execution times.

| Program                                                                 | Execution time |
|------------------------------------------------------------------------|----------------|
| //The following program is executed at the beginning.                  |                |
| Con1=sqrt(Lr*C);                                                       |                |
| Con2=(k3+p2)*(k3+p2);                                                  | 1700 ns        |
| Con3=1-p1;                                                             |                |
| //The following program is executed when needed.                       |                |
| ta=Con1*sqrt((Con2-(k1+p2)*(k1+p2))/(Con3-k1));                       |                |
| //The following program is executed at the beginning.                  |                |
| Con1=sqrt(Lr*C);                                                       |                |
| Con2=(k3+p2)*(k3+p2);                                                  |                |
| Con3=1-p1;                                                             |                |
| for(i=0;i<501;i++)                                                     | 105 ns         |
| {                                                                     |                |
|   k1=i/1000.0;                                                         |                |
|   Result[i]=Con1*sqrt((Con2-(k1+p2)*(k1+p2))/(Con3-k1));              |                |
| }                                                                     |                |
| //The following program is executed when needed.                       |                |
| index=k1*1000.0+0.5;                                                   |                |
| ta=Result[index];                                                      |                |

In Table 4 index is an integer variable. $k_1$ varies from 0 to 0.5. Divide the range of variation into 500 even pieces and the error is neglectable. Furthermore, the reason why index = $k_1*1000.0+0.5$ is that the nearest $t_a$ of the real value can be calculated. Result[500] is generated for the $k_1$ that is larger than
0.4995. Obviously, the execution time of the direct calculation is much longer than reading the value from the array. For another example, $u_d$, $u_q$, and $u_0$ can be calculated as follows:

$$
\begin{bmatrix}
  u_d \\
  u_q \\
  u_0
\end{bmatrix} =
\begin{bmatrix}
  \cos \omega t & \cos(\omega t - \frac{2\pi}{3}) & \cos(\omega t + \frac{2\pi}{3}) \\
  -\sin \omega t & -\sin(\omega t - \frac{2\pi}{3}) & -\sin(\omega t + \frac{2\pi}{3}) \\
  \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}}
\end{bmatrix}
\begin{bmatrix}
  u_x \\
  u_y \\
  u_z
\end{bmatrix}
$$

(2)

Different kinds of programs that can finish the calculation of $u_d$, $u_q$, and $u_0$ and the corresponding execution times are listed in Table 5. In Table 5 index is an integer variable. $\omega t$ varies from 0 to $2\pi$. Divide the range of variation into 360 even pieces and the error is negligible. Similarly, the execution time of the direct calculation is much longer than reading the value from the array.

**Table 5.** Different kinds of programs that can finish the calculation of (2) and the corresponding execution times.

| Program                                                                 | Execution time |
|------------------------------------------------------------------------|----------------|
| /*The following program is executed at the beginning.                  |                |
| Con1_sq2=1/sqrt(2);                                                    |                |
| Consq3_2=sqrt(3)/2;                                                    |                |
| /*The following program is executed when needed.                       |                |
| CsRel=cos(w*t);                                                        | 1365 ns        |
| SnRel=sin(w*t);                                                        |                |
| ud=ua*CsRel+ub*(-0.5*CsRel+Consq3_2*SnRel)+uc*(-0.5*CsRel-Consq3_2*SnRel); |                |
| uq=-ua*SnRel-ub*(-0.5*SnRel-Consq3_2*CsRel)-uc*(-0.5*SnRel+Consq3_2*CsRel); |                |
| u0=Con1_sq2*(ua+ub+uc);                                                |                |
| /*The following program is executed at the beginning.                  |                |
| pi=3.1415926;                                                          |                |
| piReciprocal=1/pi;                                                     |                |
| Con1_sq2=1/sqrt(2);                                                    |                |
| Consq3_2=sqrt(3)/2;                                                    |                |
| for(i=0;i<361;i++)                                                     |                |
| {                                                                      |                |
|   CosOrResult[i]=cos(i*2*pi/360);                                      | 570 ns         |
|   SinOrResult[i]=sin(i*2*pi/360);                                      |                |
| }                                                                      |                |
| /*The following program is executed when needed.                       |                |
| index=w*t*180*piReciprocal+0.5;                                       |                |
| CsRel=CosOrResult[index];                                             |                |
| SnRel=SinOrResult[index];                                             |                |
| ud=ua*CsRel+ub*(-0.5*CsRel+Consq3_2*SnRel)+uc*(-0.5*CsRel-Consq3_2*SnRel); |                |
| uq=ua*SnRel-ub*(-0.5*SnRel-Consq3_2*CsRel)-uc*(-0.5*SnRel+Consq3_2*CsRel); |                |
| u0=Con1_sq2*(ua+ub+uc);                                               |                |
Reducing the execution time of the program at the cost of the memory space is a basic and powerful method and has a good ability in solving the problem of complex math expressions.

3. Conclusion
The goal of realizing higher power density and higher efficiency and the rapid development of new wide band gap semiconductor devices provide the high frequency power conversion techniques with great development opportunities. This paper is aiming at reducing the execution time of the program in several aspects such as sampling, complex expressions, and so on. As one of the most widely applied methods, reducing the execution time of the program at the cost of the memory space is adopted in this paper. Programs that are proposed in this paper are compared with other programs that can realize the same function in terms of the execution time. The comparison results confirm the feasibility and superiority of programs that are proposed in this paper.
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