One-loop contributions to neutral minima in the inert doublet model

P.M. Ferreira,\textsuperscript{a,b} Bogumiła Świeżewska\textsuperscript{c}

\textsuperscript{a}Instituto Superior de Engenharia de Lisboa, Portugal
\textsuperscript{b}Centro de Física Teórica e Computacional, Universidade de Lisboa, Portugal
\textsuperscript{c}Faculty of Physics, University of Warsaw, Pasteura 5, 02–093 Warsaw, Poland

E-mail: ferreira@cii.fc.ul.pt, bogumila.swiezewska@fuw.edu.pl

ABSTRACT: The vacuum structure of the inert doublet model is analysed at the one-loop level using the effective potential formalism, to verify the validity of tree-level predictions for the properties of the global minimum. An inert minimum (with massive fermions) and an inert-like minimum (with massless fermions) can coexist at tree level. But the one-loop analysis reveals that the allowed parameter space for the coexistence of more than one minimum is larger than the tree-level expected one. It is also shown that for some choices of parameters, the global minimum found at the one-loop level may be inert (or inert-like), contrary to what the tree-level analysis indicates.

ARXIV ePrint: 1511.02879
1 Introduction

The discovery of a Higgs boson \([1, 2]\), and the measurement of its mass \([3]\) have shed some light on the issue of vacuum stability, and consequently this problem underwent detailed studies within the Standard Model (SM) \([4–8]\). However, it is well known that new interactions, which are necessary to solve some of the problems faced by the SM, can influence these considerations significantly \([9–12]\).

Among the possible extensions of the SM, and very interesting from the point of view of stability, are models with an extended scalar sector. Additional scalars are commonly invoked to stabilise the vacuum state — since they contribute positively to the \(\beta\) function of the running Higgs self-coupling \(\lambda\), they prevent \(\lambda\) from turning negative (or at least postpone it to high energies), see e.g. \([13–19]\), but they can also affect its behaviour at lower energies \([20]\). On the other hand, with more scalar fields the vacuum structure of extended models becomes nontrivial, even at tree level, since there exists more than one direction in scalar space along which vacuum expectation values (vevs) may develop. Thus a possibility of spontaneous CP or charge violation arises.

Among the simplest scalar extensions of the SM are the two-Higgs-doublet models (2HDMs), for a recent review see \([21]\). In 2HDMs there are two scalar doublets, which gives eight real scalar fields. With this field content, many different vacuum states are possible, depending on which of the fields develop a non-zero vev. The tree-level vacuum structure of 2HDMs has been well studied \([22–30]\). In particular it has been shown that, already at tree level, two different minima of the same nature, which break the same symmetries, can coexist, e.g. two normal minima (i.e. two minima at which the neutral components of the doublets have non-zero vevs). This brings about the possibility of a metastable vacuum state.

In the present work we focus on the inert doublet model (IDM), which is a special realisation of 2HDM that exactly preserves a \(\mathbb{Z}_2\) symmetry, before and after spontaneous symmetry breaking. The model was first introduced by Ma in 1978 \([22]\), and then rediscovered in 2006 as a possible way
of improving the naturalness of the SM by incorporating a heavy Higgs boson [31], and as a source of dark matter (DM) [32]. The DM candidate of the IDM has then been shown to account for the observed relic density of DM [33–37], and to be in agreement with direct detection limits [38–42]. Moreover, the model is particularly interesting since the Higgs boson of the IDM is SM-like, which is in agreement with current LHC data [16, 18, 38, 42–45]. The IDM has been also studied in the context of the thermal evolution of the Universe [30, 36, 46], and in particular baryogenesis, as a strong first order phase transition can occur within this model [47–51]. Extending the IDM slightly, one can also account for the observed neutrino masses [18, 52–55].

The vacuum state of the IDM (the inert vacuum) is realised when only one of the doublets acquires a non-zero vev. In this case, there is still the possibility of a coexisting inert-like minimum, with the other doublet having a non-vanishing vev [30]. In order to preserve the $Z_2$ symmetry which stabilises the DM candidates, in the IDM only the SM-like doublet couples to fermions. Therefore, even though both minima yield similar physics in the scalar and gauge sectors, their behaviour is markedly different when one takes into account fermions — the inert vacuum gives fermions their masses through the usual Higgs mechanism, but in the inert-like vacuum all fermions are necessarily massless. Thus the inert-like vacuum is unphysical and should be avoided. At tree level it is easy to compare the depths of both minima, and one can even establish analytical formulae for the difference of the values of the potential at both minima. Those tree-level relations relating the value of the potential at the inert and inert-like vacua can be written in several (equivalent at tree level) ways, in particular in such a form that they depend only on the masses of physical particles in the two minima, and on the two vevs. Then, by adjusting the values of the parameters, we can ensure that the inert minimum is the global one, thus avoiding the situation where it would be metastable.

The question we wish to address in the present paper is as follows: what is the impact of the loop corrections on the relation between inert and inert-like minima? Could the loop corrections change the depth of the two minima in such a way that the minimum that was the global one at tree level, turns to a local one at one-loop level? The answer to this question is crucial for the stability of the tree-level considerations of the IDM against loop corrections. Further, we will investigate in detail the validity, at one-loop, of the formulae established at tree level for the relative depths of the potentials.

The tool to study vacua beyond tree level is the one-loop effective potential. In contrast to the tree-level scalar potential, it receives contributions from all the particles present in the model: scalars, gauge bosons, and fermions. It will be instructive to see what is the impact of each sector on the issue of the stability of the inert vacuum, and thus in our study we incorporate the respective sectors sequentially, so that the influence of each of them can be clearly seen. In order to establish whether a solution of the one-loop minimisation conditions is a minimum, we will require expressions for the one-loop squared scalar masses in the IDM. We will therefore compute the scalars’ one-loop self energies and present analytical formulae for the one-loop masses.

The one-loop effective potential of the IDM was thoroughly analysed in ref. [48]. The main purpose of that work was to study the possibility of a first-order phase transition in the course of the evolution of the Universe, for which a temperature-dependent effective potential was used. Nonetheless, the authors of [48] also studied the zero-temperature potential which we will analyse in the current paper. Our particular emphasis is in the relationship between vacua, which they did not directly discuss, but we will see that the conclusions we derive are in agreement with their findings.

We will discover that, though the tree-level formulae relating the depth of the minima are a very good approximation to the one-loop results, there are still considerable differences to be found, specially when one takes into account the fermions of the theory. Specifically, we will discover that for some regions of parameter space the tree-level predictions for the nature of the global minimum
can be contradicted by the one-loop results. We will also show that with the use of the one-loop potential the parameter space for which inert and inert-like minima can coexist is enlarged.

This paper is organised as follows: in section 2 we review the 2HDM scalar potential which gives rise to the IDM. We pay special attention to its scalar potential, reviewing the conditions under which inert and inert-like vacua can coexist, as well as the vacuum stability bounds one must impose on the potential. The tree-level relationships between the depths of the potential at different vacua are reviewed, as well as the Yukawa interactions of the model, which gives different fermionic physics in both minima. In section 3 the one-loop effective potential which we will be using is introduced, and the computation of the one-loop scalar self energies and masses is undertaken for the inert vacuum. We generalise these results for the inert-like vacuum as well. In section 4 we then compare the one-loop inert and inert-like minima, performing a vast scan of the IDM’s parameter space and investigating the validity of the tree-level formulae which relate the depths of the potential at different minima. We analyse those results in section 5 and draw conclusions in section 6.

2 The inert doublet model at tree level

The 2HDM scalar potential for inert models is given by

\[ V_0 = m_1^2 \Phi_1^\dagger \Phi_1 + m_2^2 \Phi_2^\dagger \Phi_2 + \frac{1}{2} \lambda_1 |\Phi_1|^4 + \frac{1}{2} \lambda_2 |\Phi_2|^4 + \lambda_3 |\Phi_1|^2 |\Phi_2|^2 + \lambda_4 |\Phi_1|^2 + \lambda_5 (\Phi_1^\dagger \Phi_2)^2 + \text{h.c.}, \]

(2.1)

where all parameters are real (including \( \lambda_5 \), see below). The potential is \( Z_2 \)-symmetric under a transformation that changes the sign of either \( \Phi_1 \) or \( \Phi_2 \).

Unless specific conditions are imposed on the quartic couplings, there may exist directions in field space along which the value of the potential tends to minus infinity — a concern which already exists in the SM. We must therefore ensure that the scalar potential is bounded from below — thus guaranteeing the existence of at least a stable minimum — and this is accomplished if the quartic couplings obey the following conditions:

\[ \lambda_1 > 0, \quad \lambda_2 > 0, \quad \lambda_3 > -\sqrt{\lambda_1 \lambda_2}, \quad \lambda_3 + \lambda_4 - |\lambda_5| > -\sqrt{\lambda_1 \lambda_2}. \]

(2.3)

It was shown in [25, 26] that these are necessary and sufficient conditions to guarantee that the potential is bounded from below. These are tree-level conditions, so in principle they do not have to be valid at one-loop level. However, in the perturbativity range of the theory the one-loop corrections to the effective potential are small and should not affect significantly the asymptotic behaviour of the potential. Since we will be working at a fixed value of the renormalisation scale (see below), for which the loop corrections are small, using the tree-level constraints at this scale is consistent with the one-loop analysis (see also [13, 14, 16, 19, 56]).

The Yukawa sector has to be specified, and the \( Z_2 \) symmetry must be applied to the whole lagrangian. In fact, the application of the \( Z_2 \) symmetry to the Yukawa sector of the 2HDM to prevent the occurrence of tree-level Higgs-mediated flavour changing neutral currents (FCNC) was the reason this symmetry was first proposed by Glashow, Weinberg and Paschos [57, 58]. FCNC are avoided if only one of the doublets couples to fermions of the same charge, which is easily accomplished if one chooses the \( Z_2 \) “charges” of the fermions appropriately. For the \( Z_2 \)-symmetric 2HDM, here are several possibilities explored in the literature: in model type I, only \( \Phi_2 \) couples to all fermions; in model type II, \( \Phi_2 \) couples to up-type quarks and \( \Phi_1 \) to the remaining fermions; in model type X, all quarks couple to \( \Phi_1 \) but the leptons couple to \( \Phi_2 \); and in model type Y, up-type quarks and leptons couple to \( \Phi_2 \), while down-type quarks couple to \( \Phi_1 \). In the IDM, traditionally, the doublet which is made to couple to all fermions is \( \Phi_1 \), and \( \Phi_2 \) has no coupling to fermions at
Therefore, keeping only the third-generation fermions, the Yukawa lagrangian for the IDM is given by

\[ - \mathcal{L}_Y = \lambda_t Q_L \tilde{\Phi}_1 t_R + \lambda_b \tilde{Q}_L \Phi_1 b_R + \lambda_\tau \tilde{L}_L \Phi_1 \tau_R, \]

(2.4)

where \( Q_L \) and \( L_L \) are \( SU(2)_L \) doublets for fermions and leptons, respectively, \( t_R \), \( b_R \) and \( \tau_R \) are the right-handed fields for the top, bottom and tau fermions, the \( \lambda_i \) the respective Yukawa couplings and \( \Phi_1 \) is the charge-conjugate of the doublet \( \Phi_1 \).\(^2\) One of the consequences of having a single doublet coupling to fermions is that all of the parameters in the scalar potential (2.2) can be made real through an appropriate rephasing of the fields (this would happen even if the Yukawa sector was similar to 2HDM’s type II, X or Y, as well). Note however, that by choosing this Yukawa lagrangian we single out the \( \Phi_1 \) doublet as the one coupling to fermions, and therefore the full lagrangian is \( Z_2 \)-symmetric under the exchange of the sign of \( \Phi_2 \), and not \( \Phi_1 \).

For the model to be complete, a vacuum state is needed. Since the potential of eq. (2.2) is bounded from below, it will certainly have a minimum for some value of the fields. The scalar doublets \( \Phi_1 \) contain eight real scalar fields, which we parameterise as

\[ \Phi_1 = \frac{1}{\sqrt{2}} \begin{pmatrix} c_1 + i c_2 \\ r_1 + i i_1 \end{pmatrix}, \quad \Phi_2 = \frac{1}{\sqrt{2}} \begin{pmatrix} c_3 + i c_4 \\ r_2 + i i_2 \end{pmatrix} \]

(2.5)

(\( i \) is the imaginary unit and \( i_j \) the neutral, imaginary field components). We are interested in electroweak-symmetry-breaking minima, so we exclude the trivial extrema which form at the origin (with the vevs of all component fields equal to zero). The 2HDM can have minima which break charge conservation, if the doublets acquire vacuum expectation values on their upper components. In this paper we will only study neutral minima. The 2HDM can equally develop CP-breaking minima, if the doublets have complex vevs — but it has been shown\(^ [59, 60] \) that for a 2HDM with an exact \( Z_2 \) symmetry such vacua cannot occur. We are thus left with minima where the doublets have real vevs in their neutral components, such that \( \langle \Phi_1 \rangle = (0, v_1)^T/\sqrt{2} \) and \( \langle \Phi_2 \rangle = (0, v_2)^T/\sqrt{2} \). There are still, however, three possibilities for extrema, leading to different physics, depending on the values of the potential’s parameters:

**“Normal” 2HDM extremum.** In the “normal” extremum both \( v_1 \) and \( v_2 \) are non-zero and therefore the vacuum breaks the \( Z_2 \) symmetry of the potential. This extremum has been the target of intensive studies (for instance,\(^ [19, 22–30, 61] \), and many references in [21]), however we will not study it in this work.

**Inert extremum.** In the inert extremum the vev \( v_1 \) is non-zero and \( v_2 = 0 \). Therefore, with an inert vacuum state the \( Z_2 \) symmetry of the potential and the Yukawa terms is preserved after spontaneous symmetry breaking. This is the state selected as the vacuum state of the IDM.

The real neutral component of \( \Phi_1 \) corresponds to the Higgs scalar \( h \) discovered at the LHC — its couplings to fermions and gauge bosons are indeed identical to those of the SM Higgs. The remaining components of \( \Phi_1 \) originate the Goldstone bosons \( G \) and \( G^\pm \), and the component fields of the doublet \( \Phi_2 \) give rise to other scalars — neutral \( H \) and \( A \) and a charged scalar \( H^\pm \). None of the extra scalars couple to fermions, and the lightest of them is a dark matter candidate — the intact \( Z_2 \) symmetry originates a conserved quantum number, which implies that the scalars within the second doublet are always produced in pairs. Not coupling to fermions either, they are perfect dark matter candidates, also called “inert scalars”. Usually dark matter studies within the IDM consider only the regions of parameter space for which the lightest inert scalar is neutral.

---

\(^1\)The choice of \( \Phi_1 \) or \( \Phi_2 \) is a matter of convention, there is no physical distinction, before this choice, between the doublets.

\(^2\)We are assuming zero masses for neutrinos.
Since the inert vacuum is characterised by \( \langle r_1 \rangle = v_1 \) \((v_1 = v = 246 \text{ GeV})\) and all other fields having a zero vev at tree level, the scalars’ mass matrix is diagonal, and the scalar states have mass eigenvalues \((\text{before applying the minimisation conditions})\) given by

\[
m_{G_{\phi}}^2 = \left( \frac{\partial^2 V_0}{\partial c_{\phi}^2} \right)_I = m_{G_{\phi}}^2 + \frac{1}{2} \lambda_1 v_1^2,
\]

\[
m_{h_0}^2 = \left( \frac{\partial^2 V_0}{\partial c_{h}^2} \right)_I = m_{h_0}^2 + \frac{3}{2} \lambda_1 v_1^2,
\]

\[
m_{H_0}^2 = \left( \frac{\partial^2 V_0}{\partial c_{H}^2} \right)_I = m_{H_0}^2 + \frac{1}{2} \lambda_{345} v_1^2,
\]

\[
m_{h_0}^2 = \left( \frac{\partial^2 V_0}{\partial c_{h}^2} \right)_I = m_{h_0}^2 + \frac{1}{2} \lambda_{345} v_1^2,
\]

\[
m_{h_0}^2 = \left( \frac{\partial^2 V_0}{\partial c_{h}^2} \right)_I = m_{h_0}^2 + \frac{1}{2} \lambda_{345} v_1^2,
\]

with the notation \( \lambda_{345} = \lambda_3 + \lambda_4 + \lambda_5 \) and \( \lambda_{345} = \lambda_3 + \lambda_4 - \lambda_5 \). As for the fermions (third generation only) and gauge bosons, at tree level their masses are given by

\[
m_t = \frac{\lambda_t}{\sqrt{2}} v_1,
\]

\[
m_b = \frac{\lambda_b}{\sqrt{2}} v_1,
\]

\[
m_\tau = \frac{\lambda_\tau}{\sqrt{2}} v_1,
\]

\[
m_{W_0} = \frac{g^2 + g'_{1}^2}{4} v_1^2,
\]

\[
m_{Z_0} = \frac{g^2}{4} v_1^2.
\]

with the usual SM Yukawa couplings \( \lambda_i \) and gauge couplings \( g \) and \( g' \).

The potential \((2.2)\) has 7 independent real parameters. One usually “trades” the potential parameters, whenever possible, for potentially observable quantities — meaning, the four physical masses \((m_h, m_{H}, m_{A} \text{ and } m_{H^\pm})\), bearing in mind that we already know from LHC that \( m_h \simeq 125 \text{ GeV} \) and the vev \( v = 246 \text{ GeV} \). This way we are left with two undetermined parameters, which we will take to be \( \lambda_2 \) and \( m_{22}^2 \).

**Inert-like extremum.** In the inert-like extremum the vev \( v_2 \) is non-zero and \( v_1 = 0 \). The \( Z_2 \) symmetry of the potential is preserved by this state, however the \( Z_2 \) symmetry of the lagrangian is spontaneously violated.

The masses of the scalar particles and the gauge bosons are given by the formulas \((2.6)-(2.11)\), and \((2.13)\), with the exchange \( 1 \leftrightarrow 2 \) in scalar couplings’ and vevs’ indices.

The fermions are massless in such a minimum, since only the doublet \( \Phi_1 \) couples to fermions. As such this vacuum is not physical and does not describe our Universe, and the choices of parameters for which this vacuum is the global minimum of the model should be avoided.

Notice that the Yukawa lagrangian, eq. \((2.4)\), is a feature of the model, regardless of the vacuum the theory finds itself in. In other words, the Yukawa couplings are the same in both inert and inert-like vacua, even though their values are determined by the fermion masses in the inert minimum. This will be important later on, when we compute the one-loop masses at the inert-like vacuum.

Minimising the scalar potential \((2.2)\), one finds that for stationary points such as the inert one to occur, one has

\[
\langle r_1 \rangle = v_1 \quad (v_1 = v = 246 \text{ GeV})
\]

\[
\text{provided} \quad m_{11}^2 < 0.
\]
The definite sign imposed on the $m^2_{11}$ parameter is of course a consequence of the bounded from below condition on $\lambda_1$, from eq. (2.3). These conditions do not guarantee a minimum, one would have to verify that all squared scalar masses are positive, which would impose further constraints on the model’s parameters. Similarly, an inert-like stationary point may occur if one has

$$v_2^2 = -\frac{2m_{22}^2}{\lambda_2}, \text{ provided } m_{22}^2 < 0. \quad (2.15)$$

In the 2HDM at tree level, it has been proven that minima which break different symmetries of the potential cannot coexist [25–27]. What this means, for instance, is that “normal” minima cannot coexist with CP or charge breaking minima — if one such minimum exists, the other stationary points, if they occur, are guaranteed to be saddle points. Similarly, if the potential’s parameters are such that a minimum with non-zero $(v_1, v_2)$ (therefore breaking the $\mathbb{Z}_2$ symmetry of the potential) exists, then no inert or inert-like minimum exists. However, both inert and inert-like extrema preserve the $\mathbb{Z}_2$ symmetry of the potential, and as such can, in principle, exist simultaneously. There are however conditions for such simultaneous minima, which are given by, at tree level:

**Inert and inert-like minima can coexist in the potential if** $m^2_{11} < 0$ and $m^2_{22} < 0$. \quad (2.16)

Notice that this is only a necessary condition, not a sufficient one. For instance, another necessary tree-level condition for simultaneous inert and inert-like minima is that $\lambda_3 + \lambda_4 + \lambda_5 > 0$ (see eq. (2.9)).

We can now ask what is the relation between the depths of the potential at inert ($V_I$) and inert-like minima ($V_{IL}$). It is possible to find analytical expressions for the difference in depths of the potential at these minima, we have

$$V_I - V_{IL} = \frac{1}{2} \left( \frac{m_{22}^4}{\lambda_2} - \frac{m_{11}^4}{\lambda_1} \right)$$

$$(2.17)$$

$$= \frac{1}{4} \left[ \left( \frac{m_{H^+}^2}{v_2^2} \right)_{IL} - \left( \frac{m_{H^+}^2}{v_1^2} \right)_{I} \right] v_1^2 v_2^2. \quad (2.18)$$

In the second formula we have used the values of the squared charged masses at each minimum.

Notice that these formulae do not privilege any of the two types of minima, inert or inert-like. Depending on the choice of parameters for the potential, one or the other might be the global minimum of the theory. We stress that these formulae were deduced at tree level, and their validity beyond that has not, up until now, been verified. And that is the main objective of the current work: can quantum corrections to the potential affect the relative depth of the potential at both minima? Is it possible that, for some choices of parameters, one may have an “inversion” of minima — the minimum predicted to be global at tree level turning out to be a local one when loop corrections are considered? To study these questions we require the one-loop potential and, for consistency, the one-loop masses for the scalars of the model.

### 3 The one-loop 2HDM potential and scalar masses

Since we are interested in investigating one-loop results, a consistent renormalisation strategy must be followed. We adopted the procedure outlined by Martin in [62, 63]. Briefly, it consists of solving the minimisation equations obtained from the one-loop effective potential to determine the vevs of the theory, and computing the one-loop self energies for all scalar particles. The loop calculation uses a mass-independent renormalisation scheme with minimal subtraction. The input parameters of this scheme are the renormalised scalar couplings of the theory, as well as the renormalised
running masses of fermions and gauge bosons. The outputs are therefore the physical observables, such as the scalars’ masses, cross sections and so on.

The starting point to define the one-loop minimum is therefore the effective potential, which is given by

$$ V = V_0 + V_1, $$  \hspace{1cm} (3.1)

with $V_0$ given by eq. (2.2) and the one-loop contribution equal to

$$ V_1 = \frac{1}{64\pi^2} \sum_\alpha n_\alpha m_\alpha^4(\varphi_i) \left[ \log \left( \frac{m_\alpha^2(\varphi_i)}{\mu^2} \right) - \frac{3}{2} \right], $$  \hspace{1cm} (3.2)

where $\mu$ is the renormalisation scale chosen and the $m_\alpha(\varphi_i)$ are the field-dependent tree-level mass eigenvalues of all particles present in the theory.\(^4\) We have chosen to work in the Landau gauge and use dimensional reduction (DRED) as our regularisation method. The sum in $\alpha$ runs over all particles present in the theory, meaning: all the scalar eigenstates, taking into account that some of them are degenerate, such as the two charged Goldstones and charged scalars; all the fermions, taking into account their spin, colour and charge degrees of freedom; and likewise all gauge bosons.\(^5\) Thus the factor $n_\alpha$ counts the number of degrees of freedom corresponding to each particle, and it is given, for a particle of spin $s_\alpha$, by

$$ n_\alpha = (-1)^{2s_\alpha} Q_\alpha C_\alpha (2s_\alpha + 1), $$  \hspace{1cm} (3.3)

where $Q_\alpha$ is 1 for uncharged particles and 2 for charged ones; $C_\alpha$ counts the number of colour degrees of freedom (for particles without colour it equals 1, for particles with colour, 3). It is well known that the one-loop effective potential is a gauge-dependent entity, but its value at any stationary point is a physical quantity\(^6\). Since we are interested in studying the depths of the potential in two different minima at one-loop, we can therefore trust the results obtained from (3.1).

To compute the one-loop potential we need expressions for the field-dependent tree-level masses of all particles present in the theory. In the inert/inert-like minima they depend only on the field $r_1/r_2$ as was shown in section 2, so the formulas for mass-eigenvalues are simple, and would be given by the formulas (2.6)—(2.13), with $v_1$ exchanged to $r_1$ in the inert state, and analogous changes made for the inert-like minimum (bearing in mind that the fermions will be massless). In practice, for our purposes it is sufficient to simply write all masses in terms of the vevs $v_1$ and $v_2$.

### 3.1 Inert vacua

The first derivatives of the one-loop potential (3.1) specify the location of the one-loop minimum, and they are given by (dropping the explicit field dependence in the masses for simplicity of notation)

$$ \frac{\partial V}{\partial \varphi_i} = \frac{\partial V_0}{\partial \varphi_i} + \frac{1}{32\pi^2} \sum_\alpha n_\alpha m_\alpha^2 \frac{\partial m_\alpha^2}{\partial \varphi_i} \left[ \log \left( \frac{m_\alpha^2}{\mu^2} \right) - \frac{3}{2} \right]. $$  \hspace{1cm} (3.4)

Equation (3.4) can be considerably simplified for any computation at the inert (and inert-like) extremum. In the inert case, we have $\langle r_1 \rangle = v_1$, and all remaining $\varphi_i = 0$. An explicit calculation has shown that all derivatives of the one-loop potential with respect to all but one of the fields $\varphi_i$ are then trivially equal to zero for this case — the only non-trivial derivative is $\partial V/\partial r_1$. This, as in the tree-level case, is due to the quadratic plus quartic form of the potential. Due to the conventions we have chosen, performing this derivative is equivalent to differentiating with respect

\(^4\)They depend on the eight real components of the doublets, which we represented by $\varphi_i$.

\(^5\)At this stage, the most obvious difference in using DRED rather than dimensional regularisation (DREG) is the common factor of $3/2$ present in all terms of the sum in eq. (3.2) — in DREG that factor would be different for gauge bosons.
to \(v_1\). Taking advantage of the expressions (2.6)–(2.13), we obtain (in the Landau gauge and using DRED)

\[
\frac{1}{v_1} \frac{\partial V}{\partial v_1} = m^2_{\tau_1} + \frac{1}{2} \lambda_1 v_1^2 + \frac{1}{32\pi^2} \left\{ \lambda_1 m^2_{\tilde{G}_0} \left[ \log \left( \frac{m^2_{\tilde{G}_0}}{\mu^2} \right) - 1 \right] + 3 \lambda_1 m^2_{\tilde{G}_0} \left[ \log \left( \frac{m^2_{\tilde{G}_0}}{\mu^2} \right) - 1 \right] \right. \\
+ \lambda_{345} m^2_{H_0} \left[ \log \left( \frac{m^2_{H_0}}{\mu^2} \right) - 1 \right] + \lambda_{345} m^2_{\tilde{G}_0} \left[ \log \left( \frac{m^2_{\tilde{G}_0}}{\mu^2} \right) - 1 \right] \\
+ 2 \lambda_3 m^2_{H_0} \left[ \log \left( \frac{m^2_{H_0}}{\mu^2} \right) - 1 \right] + 2 \lambda_1 m^2_{\tilde{G}_0} \left[ \log \left( \frac{m^2_{\tilde{G}_0}}{\mu^2} \right) - 1 \right] \\
- 6 \lambda_1^2 m^2_{\tilde{G}_0} \left[ \log \left( \frac{m^2_{\tilde{G}_0}}{\mu^2} \right) - 1 \right] - 6 \lambda_0^2 m^2_{\tilde{G}_0} \left[ \log \left( \frac{m^2_{\tilde{G}_0}}{\mu^2} \right) - 1 \right] - 2 \lambda_3^2 m^2_{\tilde{G}_0} \left[ \log \left( \frac{m^2_{\tilde{G}_0}}{\mu^2} \right) - 1 \right] \\
+ \frac{3}{2} g^2 + g'^2 m^2_{\tilde{G}_0} \left[ \log \left( \frac{m^2_{\tilde{G}_0}}{\mu^2} \right) - 1 \right] + 3 g^2 m^2_{W_0} \left[ \log \left( \frac{m^2_{W_0}}{\mu^2} \right) - 1 \right] \right\} = 0. \tag{3.5}
\]

To verify the existence of an inert-like vacuum, one needs to write all particle masses in terms of \(v_2\), and perform the derivative of the potential with respect to \(v_2\). The expression for that derivative may be obtained from eq. (3.5) with the following prescriptions: set to zero all contributions from fermions (in the inert-like vacuum they are massless) and perform the swap \(1 \leftrightarrow 2\) in the indices of the several scalar couplings and vevs.

The potential’s first derivatives allow one to verify the existence of an inert or inert-like stationary points. To verify that they are minima, however, one needs the one-loop potential’s second derivatives, i.e. the masses of all scalars in the model.\(^6\) We have computed the one-loop self energies for the IDM in two separate ways, as a cross check. We compared a direct diagrammatic calculation with an adaptation of the results of Martin [62, 63], which provide formulae for the self energies of scalars in a theory with arbitrary number of scalars, generic gauge couplings and Yukawa interactions. In order to check that our calculations are correct, we verified that we obtain the correct number of Goldstone bosons (i.e. that a charged scalar and a neutral one are massless at a stationary point of the model). We also verified that our solutions coincide with those obtained in the effective potential approximation for the neutral scalars.\(^7\)

The computation of the one-loop contributions to the mass of the scalars at an inert minimum gives (adapting the results from Martin [62, 63]):

**For the non-inert scalar \(h\):**

\[
m^2_h = m^2_{h_0} + \frac{1}{32\pi^2} m^2_{h_1}, \tag{3.6}
\]

with \(m^2_{h_0}\) given by eq. (2.8) and we have divided the one-loop contribution into three parts,

\[
m^2_{h_1} = \text{Re}(m^2_{h_{1,s}} + m^2_{h_{1,G}} + m^2_{h_{1,F}}), \tag{3.7}
\]

with \(m^2_{h_{1,s}}\) collecting contributions from self-energy diagrams containing only internal scalar lines, \(m^2_{h_{1,G}}\) referring to diagrams with at least one internal gauge boson line and \(m^2_{h_{1,F}}\) collecting the

\(^6\)In fact, the second derivatives of the potential are the one-loop masses computed at zero external momentum.

\(^7\)The effective potential approximation takes as the scalar masses the eigenvalues of the matrix of the second derivatives of the one-loop potential with respect to the scalar fields. As was already mentioned, this in fact corresponds to an approximation, the physical masses computed at zero external momentum. This is however a very good approximation [65–67], and an easy one to obtain, thus providing a very good check of the exact calculations.
contributions from diagrams with internal fermion lines. We then have

\[
m_{h_{1,s}}^2 = \lambda_1 A(m_{G_0}) + 2\lambda_1 A(m_{G_0^+}) + 3\lambda_1 A(m_{h_0}) + \lambda_{345} A(m_{h_0}) + \lambda_{345} A(m_{H_0}) + 2\lambda_3 A(m_{H_0^\pm}) \\
+ \lambda_3^2 v_1^2 B(m_{G_0}, m_{G_0}, p^2) + 2\lambda_3^2 v_2^2 B(m_{G_0^+}, m_{G_0^+}, p^2) + 9\lambda_3^2 v_2^2 B(m_{h_0}, m_{h_0}, p^2) \\
+ \lambda_{345}^2 v_1^2 B(m_{H_0}, m_{H_0}, p^2) + \lambda_{345}^2 v_1^2 B(m_{H_0}, m_{H_0^+}, p^2) + 2\lambda_3^2 v_1^2 B(m_{H_0^\pm}, m_{H_0^\pm}, p^2),
\]

(3.8)

where we use the Passarino–Veltman functions [68] in the \( \overline{\text{MS}}/\overline{\text{DR}} \) scheme,

\[
A(x) = x^2 \left[ \log \left( \frac{x^2}{\mu^2} \right) - 1 \right]
\]

(3.9)

and

\[
B(x, y, p^2) = \int_0^1 dt \log \left[ \frac{t x^2 + (1-t) y^2 - t(1-t)p^2}{\mu^2} \right].
\]

(3.10)

Further, the gauge contributions are given by

\[
m_{1,s}^2 = \frac{g^2}{2\epsilon_W} B_{SV}(m_{G_0}, m_{Z_0}, p^2) + g^2 B_{SV}(m_{G_0^+}, m_{W_0}, p^2) \\
+ \frac{g^2}{\epsilon_W} m_{Z_0}^2 B_{VV}(m_{Z_0}, m_{Z_0}, p^2) + 2 g^2 m_{W_0}^2 B_{VV}(m_{W_0}, m_{W_0}, p^2) \\
+ \frac{3 g^2}{\epsilon_W} A(m_{Z_0}) + 3 g^2 A(m_{W_0}),
\]

(3.11)

where the functions \( B_{SV} \) and \( B_{VV} \) correspond to self-energy diagrams with, respectively, one and two internal gauge boson lines. They are given by \( \text{(in } B_{SV} \text{ x stands for the scalar’s mass squared, and } y \text{ for the squared mass of the gauge boson)} \)

\[
B_{SV}(x, y, p^2) = \frac{(x^2 - y^2 - p^2)^2 - 4 y^2 p^2}{y^2} B(x, y, p^2) - \frac{(x^2 - p^2)^2}{y^2} B(x, 0, p^2) + A(x) \\
+ \frac{x^2 - y^2 - p^2}{y^2} A(y),
\]

(3.12)

\[
B_{VV}(x, y, p^2) = \frac{A(x)}{4 x^2} + \frac{A(y)}{4 y^2} + 2 B(x, y, p^2) + \frac{(x^2 + y^2 - p^2)^2}{4 x^2 y^2} B(x, y, p^2) \\
- \frac{(x^2 - p^2)^2}{4 x^2 y^2} B(x, 0, p^2) - \frac{(y^2 - p^2)^2}{4 x^2 y^2} B(0, y, p^2) + \frac{p^4}{4 x^2 y^2} B(0, 0, p^2).
\]

(3.13)

These functions are written assuming non-zero gauge boson masses. For massless gauge bosons infrared divergences may in principle arise, and the limits of zero masses need to be handled with special care. Those special cases [62, 63] may be found in Appendix A.

Finally, the fermionic contributions are given by

\[
m_{h_{1,f}}^2 = -6 \lambda_3^2 \left[ (4 m_{t_0}^2 - p^2) B(m_{t_0}, m_{t_0}, p^2) + 2 A(m_{t_0}) \right] \\
- 6 \lambda_3^2 \left[ (4 m_{b_0}^2 - p^2) B(m_{b_0}, m_{b_0}, p^2) + 2 A(m_{b_0}) \right] \\
- 2 \lambda_3^2 \left[ (4 m_{t_0}^2 - p^2) B(m_{t_0}, m_{t_0}, p^2) + 2 A(m_{t_0}) \right].
\]

(3.14)

The one-loop contribution (3.8) to the \( h \) mass must be computed at the physical value of the mass, meaning we must take \( p^2 = m_h^2(\text{physical}) = (125 \text{ GeV})^2 \).
For the inert scalar $H$:

$$m^2_{H} = m^2_{H_0} + \frac{1}{32\pi^2} m^2_{H_1},$$

(3.15)

with $m^2_{H_0}$ given by eq. (2.9) and we have

$$m^2_{H_1} = \text{Re}(m^2_{H_{1,s}} + m^2_{H_{1,g}}).$$

(3.16)

There are no fermionic contributions to this mass, for the same reason as presented for $A_F$ or the inert scalar $H$ given by eq. (3.15). We then obtain

$$m^2_{H_{1,s}} = \lambda_{345} A(m_{G_0}) + 2\lambda_{3} A(m_{G_0^2}) + \lambda_{345} A(m_{h_0}) + 3\lambda_{2} A(m_{A_0}) + 2\lambda_{2} A(m_{H_0^2})$$

$$+ 2\lambda_{345} v_1^2 B(m_{h_0}, m_{h_0}, p^2) + 2\lambda_{2} v_1^2 B(m_{A_0}, m_{G_0}, p^2)$$

$$+ (\lambda_{4} + \lambda_{5}) v_1^2 B(m_{H_0^2}, m_{G_0^2}, p^2),$$

(3.17)

and

$$m^2_{H_{1,g}} = \frac{g^2}{2c_W} B_{SV}(m_{A_0}, m_{Z_0}, p^2) + g^2 B_{SV}(m_{H_0^2}, m_{W_0}, p^2)$$

$$+ \frac{3g^2}{2c_W} A(m_{Z_0}) + 3g^2 A(m_{W_0}).$$

(3.18)

Once more, all functions must be calculated at $p^2 = m^2_{H}(\text{physical})$. This can be ensured in one of two ways: either we choose values for the physical $H$ mass, on a given scan of the inert model parameter space (and find the values of the couplings $\lambda_i$, $m^2_{ij}$ that produce that physical mass); or (if we have already specified all parameters of the potential) we find, via an iterative procedure, the value of $p^2$ which satisfies the equation $p^2 = m^2_{H}(p^2)$, with $m^2_{H}(p^2)$ taken from eq. (3.15).

For the inert scalar $A$:

$$m^2_{A} = m^2_{A_0} + \frac{1}{32\pi^2} m^2_{A_1},$$

(3.19)

with $m^2_{A_0}$ given by eq. (2.10) and

$$m^2_{A_1} = \text{Re}(m^2_{A_{1,s}} + m^2_{A_{1,g}}).$$

(3.20)

Once more there are no fermionic contributions to this mass, for the same reason as presented for the $H$ mass. We then have

$$m^2_{A_{1,s}} = \lambda_{345} A(m_{G_0}) + 2\lambda_{3} A(m_{G_0^2}) + \lambda_{345} A(m_{h_0}) + \lambda_{345} A(m_{h_0}) + 3\lambda_{2} A(m_{A_0}) + 2\lambda_{2} A(m_{H_0^2})$$

$$+ 2\lambda_{345} v_1^2 B(m_{A_0}, m_{h_0}, p^2) + 2\lambda_{2} v_1^2 B(m_{A_0}, m_{G_0}, p^2)$$

$$+ (\lambda_{4} - \lambda_{5}) v_1^2 B(m_{H_0^2}, m_{G_0^2}, p^2),$$

(3.21)

and

$$m^2_{A_{1,g}} = \frac{g^2}{2c_W} B_{SV}(m_{H_0^2}, m_{Z_0}, p^2) + g^2 B_{SV}(m_{H_0^2}, m_{W_0}, p^2)$$

$$+ \frac{3g^2}{2c_W} A(m_{Z_0}) + 3g^2 A(m_{W_0}).$$

(3.22)

Again, all functions are computed with $p^2 = m^2_{A}(\text{physical})$. 

---
For the charged scalar $H^\pm$:  
\[ m_{H^\pm}^2 = m_{H_0^\pm}^2 + \frac{1}{32\pi^2} m_{H_\xi^\pm}^2, \]  
(3.23)
with $m_{H_0^\pm}^2$ given by eq. (2.11) and  
\[ m_{H_\xi^\pm}^2 = \text{Real}(m_{H_\xi^+,s}^2 + m_{H_\xi^+,c}^2), \]  
(3.24)
and given $H^\pm$ does not couple to fermions, there are no fermionic contributions. We then have  
\[ m_{H_\xi^+,s}^2 = \lambda_3 A(m_{G_0}) + 2(\lambda_3 + \lambda_4) A(m_{G_5^\pm}) + \lambda_4 A(m_{h_0}) + \lambda_2 A(m_{A_0}) + 4\lambda_2 A(m_{H_0^\pm}) \]
+ \(2\lambda_3 v_1^2 B(m_{h_0}, m_{H_0^\pm}, p^2) + \frac{1}{2}(\lambda_4 - \lambda_5) v_1^2 B(m_{A_0}, m_{G_5^\pm}, p^2)\)
+ \(\frac{1}{2}(\lambda_4 + \lambda_5) v_1^2 B(m_{h_0}, m_{G_5^\pm}, p^2), \)
(3.25)
\[ m_{H_\xi^+,c}^2 = 2e^2 B_{SV}(m_{H_\xi^+}, 0, p^2) + 2e^2 \cot^2 2W B_{SV}(m_{H_\xi^+}, m_{Z_0}, p^2) \]
+ \(\frac{g^2}{2} [B_{SV}(m_{H_0}, m_{Z_0}, p^2) + B_{SV}(m_{A_0}, m_{Z_0}, p^2)] + 6e^2 \cot^2 2W A(m_{Z_0}) + 3g^2 A(m_{W_0}). \)
(3.26)
All functions must be computed with $p^2 = m_{H_\xi^\pm}(\text{physical})$.

For the neutral Goldstone $G$:
\[ m_{G}^2 = m_{G_0}^2 + \frac{1}{32\pi^2} m_{G_1}^2, \]
(3.27)
with $m_{G_0}^2$ given by eq. (2.6) and  
\[ m_{G_1}^2 = \text{Re}(m_{G_1,s}^2 + m_{G_1,c}^2 + m_{G_1,f}^2). \]
(3.28)
Since the neutral Goldstone corresponds to the imaginary part of the neutral component of the $\Phi_1$ doublet, it does couple to fermions, and therefore there are fermionic contributions in the expression above. We then have, for the scalar contributions,
\[ m_{G_1,s}^2 = 3\lambda_1 A(m_{G_0}) + 2\lambda_3 A(m_{G_5^\pm}) + \lambda_1 A(m_{h_0}) + \lambda_3 A_5 A(m_{h_0}) + \lambda_3 A_5 A(m_{A_0}) + 2\lambda_3 A(m_{H_0^\pm}) \]
+ \(2\lambda_5 v_1^2 B(m_{G_0}, m_{h_0}, p^2) + 2\lambda_5 v_1^2 B(m_{H_0}, m_{A_0}, p^2), \)
(3.29)
for the gauge contributions,
\[ m_{G_1,c}^2 = \frac{g^2}{2} B_{SV}(m_{h_0}, m_{Z_0}, p^2) + g^2 B_{SV}(m_{G_5^\pm}, m_{W_0}, p^2) \]
+ \(\frac{3g^2}{2} A(m_{Z_0}) + 3g^2 A(m_{W_0}), \)
(3.30)
and for the fermionic ones,
\[ m_{G_1,f}^2 = 6\lambda_7 \left[ p^2 B(m_{h_0}, m_{h_0}, p^2) - 2 A(m_{h_0}) \right] + 6\lambda_7 \left[ p^2 B(m_{A_0}, m_{h_0}, p^2) - 2 A(m_{h_0}) \right] + 2\lambda_7 \left[ p^2 B(m_{A_0}, m_{h_0}, p^2) - 2 A(m_{h_0}) \right]. \)
(3.31)
Since the Goldstone bosons have zero physical mass, the expressions must be evaluated at $p^2 = 0$. This simplifies considerably the results (for instance, all $B_{SV}$ functions are identically zero at zero external momentum, and there are further simplifications with the $B$ functions). A direct calculation at the one-loop minimum then confirms that the Goldstone bosons are massless — the one-loop minimum condition ensures that the expression in (3.27) is equal to zero.
For the charged Goldstone $G^\pm$:

$$m_{G^\pm}^2 = m_{G_0^\mp}^2 + \frac{1}{32\pi^2} m_{G_1^\pm}^2,$$

with $m_{G_0^\mp}$ given by eq. (2.7) and

$$m_{G_1^\pm}^2 = \text{Re}(m_{G_{1,s}^\pm}^2 + m_{G_{1,\sigma}^\pm}^2 + m_{G_{1,\phi}^\pm}^2),$$

with

$$m_{G_{1,s}^\pm}^2 = \lambda_1 A(m_{G_0}) + 4\lambda_1 A(m_{G_0}) + \lambda_1 A(m_{H_0}) + \lambda_2 A(m_{A_0}) + 2(\lambda_3 + \lambda_4) A(m_{H_0^\pm})
+ 2\lambda_1^2 v_1^2 B(m_{G_0^\mp}, m_{h_0}, p^2) + \frac{1}{2}(\lambda_4 - \lambda_5)^2 v_1^2 B(m_{A_0}, m_{H_0^\pm}, p^2)
+ \frac{1}{2}(\lambda_4 + \lambda_5)^2 v_1^2 B(m_{H_0}, m_{H_0^\pm}, p^2),$$

$$m_{G_{1,\sigma}^\pm}^2 = \frac{g^2}{2} m_{G_0^\mp} \left[ B_{SV}(m_{G_0^\mp}, m_{W_0}, p^2) + B_{SV}(m_{h_0}, m_{W_0}, p^2) \right]
+ 2c^2_{SV} m_{G_0^\mp} B_{VV}(0, m_{W_0}, p^2) + \frac{g^2}{2} m_{W_0} B_{VV}(m_{Z_0}, m_{W_0}, p^2)
+ \frac{6c^2_{SW}}{s^2_{SW}} A(m_{Z_0}) + 3g^2 A(m_{W_0}),$$

and

$$m_{G_{1,\phi}^\pm}^2 = 6 \left\{ \left[ (\lambda_1^2 + \lambda_2^2) p^2 - \frac{1}{2}(\lambda_1^2 - \lambda_2^2)^2 v_1^2 \right] B(m_{\phi_0^\pm}, m_{\phi_0^\pm}, p^2) - (\lambda_1^2 + \lambda_2^2) [A(m_{\phi_0}) + A(m_{\phi_0})] \right\}
+ 2\lambda_1^2 \left[ (p^2 - \frac{1}{2} \lambda_2^2 v_1^2) B(m_{\phi_0^\pm}, m_{\phi_0^\pm}, p^2) - A(m_{\phi_0}) \right].$$

Once again, all $B$ functions must be computed with $p^2 = 0$. The expressions obtained in that
regime are identical to those obtained for the neutral Goldstone in the same regime, and again yield
massless charged Goldstone bosons at the one-loop minimum.

### 3.2 Inert-like vacua

Inert-like vacua have $\langle v_2 \rangle = v_2$ ($v_2$, of course, is in general not equal to 246 GeV), and other vevs
equal to zero. Since the $\Phi_2$ doublet does not couple to fermions, in this vacuum the fermions are
massless. Notice, however, that the lagrangian of the model includes the Yukawa couplings of $\Phi_1$
(eq. (2.4)), so there will be Yukawa contributions to the one-loop masses at the inert-like vacuum,
for the scalars pertaining to the doublet $\Phi_1$. The expressions presented so far for inert vacua can be
easily adapted for inert-like vacua: first, in all vevs and scalar couplings’ indices, the swap $1 \leftrightarrow 2$
must be performed; then, case by case, one has:

- The tree-level masses in the inert-like vacuum can be read from eqs. (2.6)-(2.13) by setting
  all fermion masses to zero.

- The minimisation condition which determines the existence of an inert-like stationary point
can be read from eq. (3.5), by setting all fermion contributions to zero.

---

8This may be thought of in the following manner: in the inert-like minimum, all fermions are massless, and there
is an interaction lagrangian between $\Phi_1$ and those fermions. The scalars arising from $\Phi_1$ therefore couple, and decay,
to massless fermions, and are thus unstable. This is an added reason to consider the inert-like vacuum unphysical,
and to avoid it at all costs.
The one-loop mass of the $r_2$ field (which will be the “h” scalar of the inert-like vacuum) can be read from eqs. (3.6)–(3.14), by setting all fermion contributions to zero.

The one-loop mass of the $i_2$ field (which will be the neutral Goldstone of the inert-like vacuum) can be read from eqs. (3.27)–(3.31), by setting all fermion contributions to zero.

The one-loop mass of the $c_3, c_4$ fields (which will be the charged Goldstones of the inert-like vacuum) can be read from eqs. (3.32)–(3.36), by setting all fermion contributions to zero.\footnote{Technically the charged Goldstones correspond to $(c_3 \pm ic_4)/\sqrt{2}$, not $c_3$ and $c_4$ themselves. Likewise, the charged scalars correspond to $(c_1 \pm ic_2)/\sqrt{2}$, not $c_1$ and $c_2$.}

The one-loop mass of the $r_1$ field (which will be the “H” scalar of the inert-like vacuum) can be read from eqs. (3.15)–(3.18). But since $r_1$ has Yukawa couplings to fermions, there is a fermionic contribution to this mass. It is given by eq. (3.14) setting all fermion masses (but not the Yukawa couplings) to zero, and is thus equal to

$$\frac{1}{32\pi^2} (6\lambda_1^2 + 6\lambda_0^2 + 2\lambda_2^2) p^2 B(0, 0, p^2).$$

The one-loop mass of the $i_1$ field (which will be the “A” scalar of the inert-like vacuum) can be read from eqs. (3.19)–(3.22). Additionally, since $i_1$ has Yukawa couplings to fermions, there is a fermionic contribution to this mass, given by eq. (3.31) setting all fermion masses to zero. It is equal to eq. (3.37).

The one-loop mass for the $c_1, c_2$ fields (which will be the “$H^\pm$” charged scalar of the inert-like vacuum) can be read from eqs. (3.23)–(3.26). Again, there is a fermionic contribution to this mass, given by eq. (3.36) setting all fermion masses (but not the Yukawa couplings) to zero. It is equal to eq. (3.37).

4 Comparison of depths of inert and inert-like minima

With the expressions presented in the previous section, we are now capable of performing a parameter space scan of the 2HDM parameter space, looking for coexisting inert and inert-like minima. Briefly, our procedure was as follows:

- The minimisation conditions of the potential, eq. (3.5) and their analogue for the inert-like minimum, were required to have simultaneous solutions. We force $v_1 = v = 246$ GeV, so that the inert vacuum can correspond to the real world, requiring at the same time that the $h$ scalar in that vacuum has a mass of about 125 GeV. We find a numerical solution of the minimisation conditions obtaining a set of the quadratic couplings $m_{ii}^2$, the quartic couplings $\lambda_j$ and the value of the vev at the inert-like vacuum, $v_2$.

- Having discovered a set of parameters for which the two stationary points exist simultaneously, we proceed to verify whether they are minima — to do so we compute the one-loop self energies of all scalars at both vacua and verify whether they are positive. If they are, we have coexisting minima for this choice of parameters, which is stored. If this test fails, the minimisation procedure is once again performed.

- We also verify that in each of the minima the Goldstones’ masses are zero. This involves a subtlety: since we are performing a numerical computation, the expressions used for the Goldstone masses do not give exactly zero, due to precision limitations. Nonetheless, they produce extremely low masses (less than $10^{-6}$, versus the mass of the other scalars, hundreds
of GeV). In practice this means that we are computing these masses not exactly at the minima, but rather close to them — and therefore one must require that the Goldstones’ masses are small but always positive. If they were allowed to be negative (and small in absolute value) the stationary point would in fact be a saddle point.

- As was explained above, the procedure to find the physical masses of the scalars is twofold: for the inert minimum, the $h$ scalar is forced to have the observed mass of 125 GeV;\(^\text{10}\) for the remaining scalars in both minima, the physical masses are computed via the iterative procedure described just after eq. (3.18).

- Once the existence of both minima has been confirmed, a final check is performed, to make sure that the values of the quartic couplings found conform to the bounded from below conditions of eqs. (2.3) and the unitarity bounds of [69–71], and are sufficiently small (absolute values below $4\pi$) so as to ensure that the model is perturbative.

- At this stage the value of the one-loop potential is calculated at each of the minima, and the scan continues searching for a different set of parameters.

- We also take a conservative approach and only accept one-loop minima for which all tree-level squared masses are positive. This might be thought of as looking for one-loop minima around tree-level ones, and ensures that no complex components to the one-loop potential appear.

Before we proceed with the results of our analysis, a word on the choice of the renormalisation scale $\mu$. This choice is of course arbitrary — up to two-loop effects, neither the effective potential, nor the vevs nor the physical masses depend on $\mu$. In fact this is not 100% accurate: such as it is written in eq. (3.1), the one-loop effective potential does depend on the renormalisation scale, as it is lacking a field-independent term, $\Omega$, which compensates said dependence [72]. However, being field-independent, $\Omega$ has the exact same value at both minima, so the difference in the values of the potential at both minima, $V_I - V_{IL}$, is a renormalization scale-independent quantity. This is the same argument that was used, for the MSSM potential, in refs. [73, 74], using the results of [72]. However, the results of [72] are valid for a generic multi-scalar theory, so they also apply to our study of the IDM.

The only guiding principle behind the choice of value of $\mu$ is to attempt to render all (or most) of the logarithms present in the calculations “small” — thus a choice of $\mu$ of the order of the masses present in the theory is advocated [75]. However, unlike what is usually considered [76], there are strong arguments [73, 74] for comparing the value of the potential at both minima at the same renormalisation scale.

Our goal is to study the differences between tree-level and one-loop comparison of the values of the potential at the two minima. Since the formalism adopted guarantees that our conclusions are independent of the value of $\mu$, any choice is acceptable, and we set $\mu = 200$ GeV, which we found is close enough to the typical masses discovered at these minima. If one wished to verify our conclusions at another scale $\mu'$, all couplings in the model would have to be ran from $\mu$ to $\mu'$ by means of the IDM $\beta$-functions (see, for instance, [19, 77, 78]). We kept the renormalisation scale always fixed, however, and therefore all couplings are evaluated/obtained at that scale. The top quark Yukawa coupling, for instance, is obtained from the one-loop relationship between the pole mass and the running one, i.e.

$$m_t^{\text{pole}} = m_t(\mu) \left[ 1 + \left( 5 - 3 \log \left( \frac{m_t^2(\mu)}{\mu^2} \right) \right) \frac{\alpha_s(\mu)}{3\pi} \right], \quad (4.1)$$

\(^{10}\)In fact we allowed for an interval of 1 GeV around this central value
where \( m_t(\mu) = \lambda_t(\mu) v_1/\sqrt{2} \) is the top quark running mass, computed from eq. (2.12) with the running Yukawa coupling \( \lambda_t(\mu) \). In eq. (4.1) we only kept the one-loop strong interaction contributions, proportional to the strong gauge coupling \( \alpha_S \), since the electroweak corrections to \( m_t^{(\text{pole})} \) are much smaller.\(^\text{11}\)

4.1 Scalar contributions only

To begin with, we are going to consider a toy-model: a 2HDM only with scalars. In other words, a theory containing no fermions, and for which the gauge symmetry \( SU(3) \times SU(2) \times U(1) \) is global, and therefore there are no gauge bosons. Our intention is simple: as we will shortly see, the tree-level predictions concerning the relative depths of the inert and inert-like minima differ from those obtained using the one-loop potential and masses. We wish to ascertain exactly where those differences come from — from the scalar, gauge or fermionic sectors.

We are therefore in a theory without gauge bosons or fermions, and therefore one must simply set to zero the gauge and fermionic contributions to the effective potential, eqs. (3.1)–(3.2), to its derivatives, eq. (3.5), and to the scalar masses, eqs. (3.6)–(3.36). In eqs. (2.17)–(2.18) we presented the analytical expressions obtained at tree level relating the difference in the depths of the potential at the inert and inert-like minima. We are now in condition to investigate whether they hold at the one-loop level. Let us call \( \Delta V_0^{(1)} \) the tree-level expression of eq. (2.17), in which the difference in the values of the potential is obtained directly in terms of the parameters of the potential. In fig. 1 we plot the difference in the value of the potential at one-loop in both minima versus the tree-level prediction \( \Delta V_0^{(1)} \) (computed with the parameters which satisfy the one-loop minimisation). As can easily be seen, there are deviations between the tree-level formula and the one-loop results.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure1.png}
\caption{One-loop computed difference in inert and inert-like minima depths \( (V_I - V_{PI}) \) versus the tree-level expected depth difference given by eq. (2.17).}
\end{figure}

Nonetheless, even though the tree-level formula does not give exactly the same values as the one-loop results, it is clear that, for most of the parameter space, eq. (2.17) is a very good approximation to the one-loop potential depth difference.

\(^\text{11}\)For consistency, eq. (4.1) was obtained with the DRED regularisation scheme. In the more frequent dimensional regularisation scheme, the factor of “5” would become a factor of “4.”
However, there is a very small subset of points (of the order of 2.8% of all sets of points in the parameter space simulated\textsuperscript{12}) for which the tree-level formula of eq. (2.17) predicts that the global minimum of the theory (inert or inert-like) is the reverse of what one obtains with the one-loop effective potential. This only occurs in two cases: the first corresponds to some choices of parameters for which $V_I - V_{IL}$ is “close to zero” and both minima are close to degenerate. It is reassuring that this inversion of minima occurs when they are nearly degenerate — it is a sign that the difference between tree-level and one-loop results is not being caused by a breakdown of perturbation theory, but rather is an understandable loop effect over a quantity which, at tree level, is small.

\textbf{Figure 2}. The parameter $m_{22}^2$ versus the lightest neutral inert scalar at the inert minimum. For all points shown, one-loop inert and inert-like minima coexist. At tree level, all points with $m_{22}^2 > 0$ would not be present.

The second situation for which minima inversion may occur corresponds to the strange points which deviate from the central band, in the lowest part of fig. 1. These correspond to a region of parameter space for which $m_{22}^2 > 0$: such a condition was not allowed, for coexisting minima, at tree level. In other words, the one-loop minimisation allows the coexistence of inert and inert-like minima for a vaster region of parameter space than what would be expected from a tree-level analysis. This may be appreciated from fig. 2, where we plot the value of the $m_{22}^2$ parameter versus the mass of the lightest neutral inert scalar (at the inert minimum). It is plain to see that, even in this situation for which inert and inert-like minima coexist in the model, plenty of points with $m_{22}^2 > 0$ are found. We again stress that this was an impossibility at tree level. And it does not correspond to a breakdown of perturbation theory — rather, the one-loop procedure opens up new regions of parameter space, which seemed impossible to reach using a tree-level analysis alone.

There is another point which should be stressed — the equality between the formulae of eq. (2.17) and eq. (2.18) is only valid at tree level. At one-loop, it no longer holds. In fact,

\textsuperscript{12}This percentage does not have any particular physical meaning, given that we are not scanning the whole of the parameter space, neither it is ensured that each area of it is being scanned with equal weights. Nonetheless, the numbers are informative, in the sense that they are small, obtained in a “blind search” for minima, in which no specific region of parameter space was singled out as special.
let $\Delta V_0^{(2)}$ be the formula of eq. (2.18) — it depends on the vevs and charged scalar masses at each minimum. Let us then compare the difference in depths of the one-loop potential at both minima with $\Delta V_0^{(2)}$, computed using the one-loop vevs and one-loop charged masses. What we conclude is that eq. (2.18) is also not an exact description for the relative depth of the minima. The number of inversions of one-loop minima vis à vis what is predicted by $\Delta V_0^{(2)}$ is slightly smaller than earlier — of the order of 0.6% of the simulated points, shown in red in fig. 3, but a curious detail emerges: these points for which one finds that the one-loop global minimum is inert/inert-like compared to the tree-level prediction of an inert-like/inert minimum are not entirely a subset of the 2.8% points for which this occurred when using $\Delta V_0^{(1)}$. Rather, there are some new points. Therefore, the formulae obtained for the relative potential depth not only do not give exact results at the one-loop level, they also do not coincide in their predictions. However, as may be appreciated from fig. 3, $\Delta V_0^{(2)}$ is also an excellent approximation to the one-loop potential difference — in fact, a better one, since the $m_{22}^2 > 0$ points, using the formula for $\Delta V_0^{(2)}$, do not deviate overmuch from the central band. The green line shown in the plot shows what one would obtain if $\Delta V_0^{(2)}$ gave results exactly equal to the one-loop potential difference. The dispersion of points that is verified around that central line shows that the one-loop results do differ, though not by much, from the tree-level derived formula. The red points are those for which an inversion of minima occurs.

![Only scalars](image)

**Figure 3.** One-loop computed difference in inert and inert-like minima depths ($V_I - V_{PI}$) versus the tree-level expected depth difference given by eq. (2.18). Notice that, compared to fig. 1, we are only showing the region closer to near-degenerate minima. The green line corresponds to the tree-level prediction. The red points are those for which the one-loop minimum has the opposite type of what is predicted by the tree-level analysis.

All told, these results allow us to conclude that:

*The tree-level results for the relative depths of the inert and inert-like minima may wrongly predict what the global minimum of the model is. The one-loop allowed parameter space of the model is larger than that which the tree-level analysis specifies.*
4.2 Scalar and gauge contributions only

We have, in the previous subsection, already established that the tree-level predictions for the relative depths of the inert and inert-like minima are not entirely respected by the one-loop potential. As one goes to a one-loop analysis, in which all sectors of the theory (not only the scalar one) contribute to the potential, one might expect that eventual differences in the vacuum structure of the model might be due to the new sectors — gauge or fermion. But what the analysis we presented so far has shown is that the differences found between tree-level and one-loop results can emerge as a consequence of the scalar sector alone. It is however interesting to verify whether the inclusion of the gauge sector makes any changes in the results shown in the previous section. To that end, we consider a toy model with local gauge symmetry $SU(3) \times SU(2) \times U(1)$, but without any fermions. The contributions to the potential, eqs. (3.1)–(3.2), to its derivatives, eq. (3.5), and to the scalar masses, eqs. (3.6)–(3.36), are therefore obtained simply by setting the fermionic contributions to zero in all of those expressions. We then proceed with a new scan of parameter space following the procedure described above and compare the potentials at the inert and inert-like minima.

The conclusion is simple: there are no substantial differences from what we had already concluded from the analysis of the scalar sector alone. Once more, the one-loop analysis reveals a vaster parameter space than what is allowed with the tree-level potential; the formulae of eqs. (2.17) and (2.18) are a good approximation to the one-loop results, the latter doing a better job than the former; and again there is a small number of points for which the one-loop global minimum is of the opposite nature than what one expected from the tree-level results. The equivalent figures to figs. 1 to 3 are quite similar to them, therefore we will not display them in this subsection.

Why this similitude? In fact, it was to be expected — at both the inert and inert-like minima, the gauge sector has contributions which, though they may differ numerically (because the vevs are different in both minima, thus the masses of the W and Z bosons are also different), are qualitatively identical. In both minima, the gauge sector contributes to the masses of all scalars, to the potential and its derivatives, in equivalent manners. It is therefore natural that the gauge sector by itself does not introduce anything qualitatively new in the comparison of the inert and inert-like minima. But as we are about to see, that will no longer be the case when the fermions are finally taken into account.

4.3 Scalar, gauge and fermionic contributions

Having established that differences in the relative depths of the potential at inert and inert-like minima arise in the one-loop minimisation due to the scalar sector alone; and that the gauge sector does not affect those conclusions, since it contributes in the same manner to the physics of both vacua; we now turn to the effect of the fermions on the one-loop minima. And here we should expect that the fermions will have a distinct contribution to the inert minimum and to the inert-like one. In fact, at the inert minimum the fermions contribute: (a) to the value of the potential, (b) to its first derivatives and (c) to the masses of the Higgs boson and the Goldstone bosons. Conversely, other than a (residual) contribution to the masses of $r_1$, $i_1$, $c_1$ and $c_2$, the fermions, even at one-loop, do not affect the inert-like minimum. The existence of the fermions thus introduces a qualitative difference between both minima, and as such one must expect differences in the comparison of the depths of the potential at each of them.

The minimisation procedure is like we already described, but now keeping all contributions — scalar, gauge and fermionic — to the potential, its first derivatives and the one-loop masses. Once again we require that the parameters are such that inert and inert-like minima coexist. The numerical scan of the parameter space we considered tried to cover it as much as possible — namely, all quartic couplings were allowed to vary in their full range (constrained by bounded from below
and perturbative unitarity [69–71] constraints); all masses at the inert minimum were allowed to take values according the the latest experimental constraints.

The first difference one notices compared to the two previous cases is that it is far more difficult to numerically solve the minimisation conditions for coexisting minima. This is presumably caused by the “imbalance” in the fermionic contributions, which contribute to one of the minima but not the other. In fact, the values of the parameters which give an inert minimum may differ quite significantly from those that give an inert-like one. Still, this observation is merely a technical one — the parameter scan can be improved, yielding large number of valid points, by choosing appropriate initial numerical “guesses” in the numerical minimisation. Nonetheless, the added difficulty in finding coexisting minima when fermionic contributions are included does point to this region of parameter space (where inert and inert-like minima coexist) being more restricted than what occurred when only scalar or gauge contributions were considered.

Another interesting observation concerns the fact that in the numeric scan we performed we found a greater percentage of points for which the inert minimum lied above the inert-like one than what had been found in the previous two cases. Again, this might simply be a case of a bias in our numerical sampling strategy. But it is tempting to analyse the expressions for the one-loop potential, eqs. (3.2)–(3.1), and try to verify whether this trend makes sense. In fact, the largest fermionic contribution to the one-loop potential at the inert minimum is the top quark’s, given by

$$-\frac{3}{16\pi^2} m_t^4(\mu) \left[ \log \left( \frac{m_t^2(\mu)}{\mu^2} \right) - \frac{3}{2} \right], \quad (4.2)$$

where $m_t(\mu)$ is the running mass, obtained from eq. (4.1). With our choice $\mu = 200$ GeV, this gives a large positive contribution, of about $2.5 \times 10^7$ GeV$^4$. This value is large, when compared with a zero contribution in the inert-like minimum, but not too large compared with the typical tree-level value of the potential, $\sim 10^8$ GeV$^4$, so perturbation theory is not endangered. Thus we see that a back-of-the-envelope calculation leads us to suspect that the value of the potential at the inert minima will have positive contributions that the inert-like ones will be unaffected by.\(^{13}\)

Let us now consider the analog of fig. 3, where we compare the tree-level expression for the relative depth of the potential at the inert and inert-like minima, $\Delta V_0^{(2)}$, given by eq. (2.18), but where now all masses, value of the minima and potential’s derivatives have incorporated, where appropriate, the fermionic contributions. The results are shown in fig. 4. Clearly, the tree-level formula now constitutes a much cruder approximation to the relative value of the minima of the potential than what occurred when only the scalar and gauge contributions were included. We see that using $\Delta V_0^{(2)}$ one tends to underestimate the difference in potential depths when the inert minimum is the global one, and overestimate it in the opposite situation.

And again, the use of different tree-level expressions for the potential depths does not give matching results. In fig. 5 we show how $\Delta V_0^{(1)}$ and $\Delta V_0^{(2)}$ compare with the one-loop potential value differences. It is clear that $\Delta V_0^{(1)}$ tends to underestimate the difference in depths of the potential for large values of this difference, whereas $\Delta V_0^{(2)}$ tends to overestimate it.

As before, the parameter space for which one-loop inert and inert-like minima coexist is larger than that predicted by the tree-level analysis. For instance, consider the plot in fig. 6. In it we plot the mass of the charged inert scalar (i.e. the charged scalar at the inert minimum) versus the value of the $m_{22}^2$ parameter. We see that coexisting inert and inert-like minima occur even for $m_{11}^2 > 0$ — we had already seen, for $m_{22}^2$, in fig. 2, this occurring when only the scalar contributions were included. Now we see that the parameter space for which coexisting minima may occur is enlarged, compared to the tree-level expectations: in fact, coexisting minima were forbidden, at tree-level, if

---

\(^{13}\)Since physical predictions in the one-loop potential formalism are guaranteed to be independent of the choice of renormalisation scale, this is a sound calculation.
Figure 4. One-loop computed difference in inert and inert-like minima depths \((V_I - V_{PI})\) versus the tree-level expected depth difference given by eq. (2.18), with scalar, gauge and fermionic contributions taken into account.

Figure 5. One-loop computed difference in inert and inert-like minima depths \((V_I - V_{PI})\) versus the tree-level expected depth differences given by eq. (2.17) (left) and eq. (2.18) (right), with scalar, gauge and fermionic contributions taken into account. The straight lines in each plot show what was to be expected if the tree-level results were exact.

\(m_{11}^2 > 0\), but the one-loop minimisation procedure shows that region is indeed allowed\(^\text{14}\). There is also a very small percentage of points for which the tree-level predicted global minimum is inert (inert-like) and then found, at one-loop, to be inert-like (inert). However, it is clear from the analysis of figs. 4 and 5 that the tree-level formulae are a much worse approximation to the one-loop results than in the cases where only the scalar and gauge sectors were considered.

\(^{14}\)Of course, coexisting minima with \(m_2^2 > 0\) are also possible, when one considers all contributions to the potential.
5 Analysis of the results

The thorough analysis of the past sections allowed us to compare the nature of the vacuum structure of the IDM at tree level and one-loop level. We have shown that the tree-level formulae for the difference in depths of the inert and inert-like minima yield different predictions than those obtained from one-loop results. These differences are threefold, namely:

(i) Numerical, in the sense that the value of the relative depth of the minima is different at tree level and one-loop. This, of course, is to be expected: we are working within a perturbation theory and thus one-loop corrections to this quantity are normal.

(ii) Qualitative, in the sense that the global minimum of the potential for the IDM can be predicted by the tree-level analysis to be inert/inert-like, and found, at one-loop, to indeed be inert-like/inert. Thus the nature of the global minimum of the model can change, depending on the precision of the calculation.

(iii) Structural, in the sense that the parameter space allowed (for coexisting minima) at one-loop is larger than that dictated by the tree-level analysis.

The first of these conclusions, (i), might be relevant for eventual cosmological studies of the IDM. In fact, one is not forced to require that the global minimum of the model be inert — it could well happen that the current vacuum wherein the universe inhabits is metastable, but with a tunnelling time to the deeper unphysical inert-like minimum which is larger than the age of the universe. Conversely, there is also the possibility that, during some time in the evolution of the universe since the Big Bang, the vacuum was, for a brief period, inert-like, having then tunnelled very fast to a global inert minimum. Such tunnelling times [79–81] depend very strongly on the difference in depth of the potential at both minima, so an accurate knowledge of its value may be important.
The second conclusion is obviously more dramatic. As we have mentioned, it comes about only for situations where the inert and inert-like minima are close to degenerate (or more to the point, with a small depth difference between them), at least if one bases one’s tree-level predictions on formula (2.18). A tree-level analysis may lead us to believe that no tunnelling to a deeper inert-like minimum can occur, whereas the one-loop results would give the opposite prediction. This indicates that for such regions of parameter space the use of the one-loop analysis should not be optional, but rather mandatory, since the tree-level results may be misleading. We have also stressed that the several tree-level formulae for the relative depth of the minima only agree at tree-level — at one-loop the formulae are not equivalent, yielding slightly different results. In particular, eq. (2.18) seems to do a much better job than eq. (2.17), as was mentioned concerning fig. 1: for the former equation, there is some deviation from tree-level results in the one-loop results, but they remain distributed around tree-level expectations; the latter equation, though providing a fair description of one-loop results for most of the parameter space, does deviate strongly from them for a small subset of points — and those points are precisely those forbidden by the tree-level analysis, which brings us to conclusion (iii).

Some of these conclusions can be gleaned from the analysis made by the authors of ref. [48]. In fact, in their fig. 2 it can be seen that inert and inert-like minima can coexist even if $\lambda_{345} < 0$, something which is forbidden at tree level. The analysis presented in ref. [48] did not undertake the study of inversions of the minima, though. In that study the existence of an inert minimum is guaranteed by one of the renormalisation conditions, however it was not enforced that the inert minimum is global at tree level. Thus it cannot be inferred from that analysis whether or not the loop corrections change the nature of the global minimum of the potential. It should also be stressed that the renormalisation procedure used in [48] was very different from the one we followed here. For instance, there it was required that the one-loop inert minimum remains at the value $v^2_1 = -2 m^2_{345}/\lambda_1$, and other renormalisation conditions/inputs were used. Direct comparison of our results with theirs is therefore difficult, but certainly the results of [48] confirm our finding (iii), of a larger allowed parameter space at one-loop where inert and inert-like minima coexist. Also, as in [48], we have discovered that the coexistence of minima tends to occur in regions of parameter space where the inert scalars (in the inert minimum) have relatively low masses, ranging from roughly 300 to 400 GeV. It must however be emphasised that not all choices of parameters which produce inert scalars with masses of this order lead to coexisting minima.

The conclusions of this study point to larger issues concerning the vacuum structure of the 2HDM. In fact, expressions analogous to (2.17) and (2.18) were deduced [23, 24] relating the depth of the tree-level potential at normal and charge breaking (CB) stationary points, or at normal and CP breaking stationary points. It was then concluded that the existence of a normal minimum precluded the existence of any CB or CP minima — if such stationary points existed, they were guaranteed to be saddle points. Conversely, if a CB or CP minimum existed, any normal stationary points would be saddle points. The geometric analysis of ref. [26] demonstrated that in fact minima which broke different symmetries could not coexist in the 2HDM potential. However, general as that analysis was, it relied entirely on the tree-level potential. The current work has shown beyond any doubt that the conclusions derived at tree level for a version of the 2HDM may not be wholly trusted once quantum corrections to the potential are taken into account. This, then, begs the question: do the conclusions of [23, 24, 26] concerning the stability of the normal vacuum against tunnelling to CB or CP vacua stand at the one-loop level? At the very least, the present work shows that one cannot be certain what the answer will be.

Unfortunately, trying to apply the effective potential methods to study CB/CP vacua coexisting with normal minima will prove to be a complex challenge. One must not forget that, at tree level, the existence of a normal minimum implies CP/CP stationary points to be saddle points (and vice-versa). Therefore one or more of the squared scalar masses at those stationary points will
perforce be negative, and we may anticipate the one-loop effective potential having an imaginary component in the regions of parameter space one would be interested in studying. There is no easy way out of this predicament — the classic work of [82] prescribes using the convex envelope of the potential in such cases, but it is not at all clear how one could proceed to construct such an entity when eight scalar fields are involved, as is the case of the 2HDM. Further, it could be argued that the prescription of [82] effectively precludes the existence of metastable minima, a possibility which should not be dismissed within the 2HDM. A possible way out of this conundrum is, once again, suggested by the results herein obtained: we have demonstrated that the parameter space allowed under one-loop minimisation conditions is larger than the tree-level allowed one. Thus, we may speculate on the following possibility: that, when using one-loop minimisation conditions to search for coexisting normal and CB/CP stationary points, they are actually solvable for values of the parameters not allowed under tree-level analysis — and such parameters for which coexisting minima at one-loop therefore become a possibility. At the very least, the larger parameter space obtained for coexisting inert and inert-like minima at one-loop opens up this possibility.

Finally, a word on possible two-loop effects. The fact that the inversion of inert and inert-like minima was only found for regions of parameter space where the difference in depths of the potential at both minima was small is reassuring, since it does not put into question the perturbative validity of the results. In essence, what was found was a one-loop correction to a quantity that, at tree level, is comparatively small. But that does raise the question of what the two-loop contributions might mean for these findings. Could two two-loop effective potential undo the minima inversions we discovered at one-loop? The only way to properly answer this question would be to perform a full two-loop calculation, and considering how hard to obtain the current one-loop results were, such a calculation is clearly beyond the scope of the present work. We may, however, argue that the two-loop contributions to the effective potential [62, 63, 83] are expected to be much smaller than the one-loop ones. Though they may introduce some numerical differences, one should not expect the two-loop contributions to alter the fundamental qualitative differences we found using the one-loop potential: a larger region of parameter space where minima can coexist; and the possible inversion of minima when quantum corrections to the potential are added.

6 Conclusions

In short, the use of the one-loop effective potential to investigate the vacuum structure of the 2HDM has been analysed for a specific version of the theory, the IDM. In order to do so the full one-loop expressions for the scalars were computed and we have shown that the parameter space for which inert and inert-like minima can coexist is larger than a simple tree-level analysis would lead to believe. We have also shown that though the tree-level analysis provides a fair description of the one-loop results for the difference in depths of the potential at both minima, care must be exercised as to which tree-level formula one uses, as not all give the same answers. We have investigated the impact of the scalar, gauge and fermionic sectors on the effective potential, and concluded that differences between one-loop and tree-level results already emerge even if one considers only the contributions from the scalar sector alone. The gauge sector produces effects which are qualitatively identical to the scalar one, but the fermions do contribute quite differently to the inert and inert-like vacua and masses. Further, for a small subset of parameter space, the global minimum at one-loop is actually found to be of the opposite nature to what was expected from the tree-level analysis. It therefore stands to reason that the one-loop effective potential should be at the very least checked when considering issues of vacuum stability within the 2HDM. These results cast doubts upon the validity, at higher orders, of the tree-level conclusions regarding the stability of the 2HDM normal vacua against charge or CP breaking, a question which remains open and which should be addressed.
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A Special cases for $B$ functions

The $B$ functions presented in eqs. (3.10), (3.12) and (3.13) assume that the masses circulating the loops of the scalars’ self energies are different from zero. In fact (specially in the case of the functions involving internal gauge boson lines, when photons are involved) they seem singular in the limit of some of those masses going to zero, and/or in the $p = 0$ regime. Those functions are however infrared safe, following the procedures explained by Martin in [62, 63]. We present here some special cases which were helpful during our calculations.

The $B$ function. The following formulae for $B$ (see eq. (3.10)) always assume, unless otherwise stated, $x \neq 0, y \neq 0$, and are written in terms of the renormalisation scale $\mu$. For $p = 0$,

- $B(x, 0, 0) = \log \left( \frac{x^2}{\mu^2} \right) - 1$.
- $B(0, y, 0) = \log \left( \frac{y^2}{\mu^2} \right) - 1$.
- $B(x, x, 0) = \log \left( \frac{x^2}{\mu^2} \right)$.
- $B(x, y, 0) = -1 + (1+c) \log(1+c) - c \log c + \log \left( \frac{a-b}{\mu^2} \right)$, with $a = \max(x^2, y^2)$, $b = \min(x^2, y^2)$ and $c = b/(a - b)$.

For the $p \neq 0$ cases, let us define

$$ a = \frac{x^2}{p^2}, \quad b = \frac{y^2}{p^2}, \quad k_1 = a - b - 1, \quad k_2 = b. $$

(A.1)

Then,

$$ x_{1,2} = \frac{1}{2} \left( -k_1 \pm \sqrt{k_1^2 - 4k_2} \right) \quad \text{with} \quad B_{x_i} = -1 + (1 - x_i) \log(1 - x_i) + x_i \log(-x_i) \quad \text{(A.2)} $$

and we have

$$ B(x, y, p^2) = B_{x_1} + B_{x_2} + \log \left( \frac{p^2}{\mu^2} \right). \quad \text{(A.3)} $$

Notice this function is well-defined even in the limits $x_i \to 0$ or $x_i \to 1$. Logarithms of negative numbers will of course give (expected) complex contributions to the $B$ function.

The $B_{SV}$ function. The following formulae for $B_{SV}$ (see eq. (3.12)) always assume, unless otherwise stated, $x \neq 0, y \neq 0$, and are written in terms of the renormalisation scale $\mu$. $x$ stands for the scalar mass, $y$ for the gauge boson’s.

For $p = 0$, in the Landau gauge, $B_{SV}(x, y, 0) = 0$. Otherwise:

$$ B_{SV}(0, 0, p) = -p^2 \left[ 3 B(0, 0, p) + 2 \right], $$

$$ B_{SV}(x, 0, p) = -3 (x^2 + p^2) B(x, 0, p) + 3 x^2 \left[ \log \left( \frac{x^2}{\mu^2} \right) - 1 \right] - 2 p^2, $$

$$ B_{SV}(0, y, p) = \frac{(y^2 + p^2)^2 - 4 p^2 y^2}{y^2} B(0, y, p) - \frac{p^4}{y^2} B(0, 0, p) - (y^2 + p^2) \left[ \log \left( \frac{y^2}{\mu^2} \right) - 1 \right]. \quad \text{(A.4)} $$
The $B_{VV}$ function. The following formulae for $B_{VV}$ (see eq. (3.13)) always assume, unless otherwise stated, $x \neq 0, y \neq 0$, and are written in terms of the renormalisation scale $\mu$.

We have, for the $p = 0$ case,

$$B_{VV}(x, y, 0) = \frac{1}{4} \left[ \log \left( \frac{x^2}{\mu^2} \right) - 1 \right] + \frac{1}{4} \left[ \log \left( \frac{y^2}{\mu^2} \right) - 1 \right]$$

$$+ \frac{1}{4x^2y^2} \left\{ \left[ (x^2 + y^2 - p^2)^2 + 8x^2y^2 \right] B(x, y, 0) \right\}$$

$$- x^4 B(x, 0, 0) - y^4 B(0, y, 0) \right\}$$

(A.5)

$$B_{VV}(0, y, 0) = \frac{3}{4} \left[ \log \left( \frac{y^2}{\mu^2} \right) - 1 \right] + \frac{9}{4} B(0, y, 0).$$

(A.6)

Otherwise the following special case is useful:\(15\)

$$B_{VV}(0, y, p) = \frac{3}{4} \left[ \log \left( \frac{y^2}{\mu^2} \right) - 1 \right] + \left( \frac{9}{4} - \frac{3p^2}{4y^2} \right) B(0, y, p) + \frac{3p^2}{4y^2} B(0, 0, p).$$

(A.7)
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