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Abstract We prove a stable singularity formation result for solutions to the Einstein-scalar field and Einstein-stiff fluid systems. Our result applies to small perturbations of the spatially flat Friedmann-Lemaître-Robertson-Walker (FLRW) solution with topology \((0, \infty) \times \mathbb{T}^3\). The FLRW solution models a spatially uniform scalar-field/stiff fluid evolving in a spacetime that expands towards the future and that has a “Big Bang” singularity at \(\{0\} \times \mathbb{T}^3\), where its curvature blows up. We place “initial” data on a Cauchy hypersurface \(\Sigma_1^T\) that are close, as measured by a Sobolev norm, to the FLRW data induced on \(\{1\} \times \mathbb{T}^3\). We then study the asymptotic behavior of the perturbed solution in the collapsing direction and prove that its basic qualitative and quantitative features closely resemble those of the FLRW solution. In particular, for the perturbed solution, we construct constant mean curvature-transported spatial coordinates covering \((t, x) \in (0, 1] \times \mathbb{T}^3\) and show that it also has a Big Bang at \(\{0\} \times \mathbb{T}^3\), where its curvature blows up. The blow-up confirms Penrose’s Strong Cosmic Censorship hypothesis for the “past-half” of near-FLRW solutions. Furthermore, we show that the Einstein equations are dominated by kinetic (time derivative) terms that induce approximately monotonic behavior.
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near the Big Bang, and consequently, various time-rescaled components of the solution converge to functions of $x$ as $t \downarrow 0$.

The most difficult aspect of the proof is showing that the solution exists for $(t, x) \in (0, 1] \times \mathbb{T}^3$, and to this end, we derive a hierarchy of energy estimates that are allowed to mildly blow-up as $t \downarrow 0$. To close these estimates, it is essential that we are able to rule out more singular energy blow-up, which is in turn tied to the most important ingredient in our analysis: an $L^2$-type energy approximate monotonicity inequality that holds for near-FLRW solutions. In a companion article, we used the approximate monotonicity to prove a stability result for solutions to linearized versions of the equations. The present article shows that the linear stability result can be upgraded to control the nonlinear terms.
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1 Introduction

In this article, we prove a stable singularity formation result for the Einstein-stiff fluid system (see Sect. A.1 for the equations). Our work shows that the well-known Friedmann-Lemaître-Robertson-Walker (FLRW) solution on $(0, \infty) \times \mathbb{T}^3$ (see (1.5)) is nonlinearly stable near its Big Bang singularity.

Remark 1 It is well-known (see, for example, [18]) that the scalar field matter model can be viewed as a special subcase of the stiff fluid model under the assumptions that the scalar field’s gradient is timelike, that the fluid is irrotational, and that the metric dual of the fluid four velocity is exact up to normalization. Thus, we can restrict our attention to the Einstein-stiff fluid system; all of the results that we derive for this system immediately imply corresponding results for the Einstein-scalar field system.

We derive our stable blow-up results by exploiting a new form of approximate $L^2$-type monotonicity that holds for near-FLRW solutions. The FLRW solution expands towards the future and contains a Big Bang singularity along its past boundary $\{0\} \times \mathbb{T}^3$, where its curvature blows up. In the companion article [73], we derived approximate monotonicity and stability results for linearized versions of the related but simpler (see Remark 1) Einstein-scalar field system. That is, we placed data for the linearized equations along $(1) \times \mathbb{T}^3$ and studied the solutions in the singular direction $t \downarrow 0$. More precisely, in [73], we studied solutions to a large family of linear equations formed by linearizing the Einstein-scalar field equations around the well-known family of Kasner solutions (see (1.6)), which are explicit and depend only on $t$. Exceptional cases

---

1 Many authors use the term “Kasner solutions” exclusively in the context of solutions to the Einstein-vacuum equations. Hence, it would be more correct to refer to the solutions (1.6) as “generalized Kasner solutions.”
aside, the Kasner solutions also have Big Bang singularities at \( \{0\} \times T^3 \), and in fact, the FLRW solution is the unique spatially isotropic example. However, in \([23]\), we obtained compellingly strong linear stability statements only for near-FLRW Kasner backgrounds. Roughly, in the present article, we show that these stability results are strong enough to control the nonlinear terms in the near-FLRW regime, which allows us to prove that the FLRW Big Bang singularity is nonlinearly stable.

It is natural to ask whether or not our results can be extended to show the stability of the Big Bang singularity for far-from-FLRW Kasner solutions. We do not take a stance on what to expect. An essential first step towards an answer would be to carry out a detailed linearized stability analysis for far-from-FLRW Kasner backgrounds, thus going beyond the regime addressed in detail in \([23]\).

Our work here can be viewed as addressing various aspects of the following two related questions:

1. Which initial data have incomplete maximal globally hyperbolic developments?\(^2\)
2. How do the incomplete solutions behave near their boundary? In particular, does a true singularity, such as curvature blow-up, occur at the boundary?

Our main results, which we summarize in Sect. 1.4 provide a detailed answer to the above questions for near-FLRW solutions. Specifically, we provide a complete description of the past dynamics of solutions launched by data given on a spacelike hypersurface \( \Sigma_1' \) that are \( H^8 \)-close to the FLRW data induced on \( \{1\} \times T^3 \). We prove that the perturbed solutions “develop” a “Big Bang” singularity to the past of \( \Sigma_1' \). For simplicity, we restrict our attention to the case \( \Sigma_1' = T^3 := [-\pi, \pi]^3 \) (with the ends identified).

1.1 The Einstein-stiff fluid equations and context

The Einstein-stiff fluid equations are a special case of the Euler-Einstein equations, which are often used in cosmology. The role of the fluid, which is the most common matter model used in cosmology, is to model the average matter-energy content of the entire universe.

1.1.1 The equations

Relative to an arbitrary coordinate system, the Euler-Einstein equations are

\[
\begin{align}
\text{Ric}_{\mu\nu} - \frac{1}{2} \text{R}g_{\mu\nu} &= T_{\mu\nu}, \quad (\mu, \nu = 0, 1, 2, 3), \quad (1.1a) \\
D_{\mu} T^{\mu\nu} &= 0, \quad (\nu = 0, 1, 2, 3), \quad (1.1b)
\end{align}
\]

\(^2\) See Sect. 1.3 for a rough description of maximal globally hyperbolic developments.
where $\text{Ric}_{\mu\nu}$ denotes the Ricci tensor of $g_{\mu\nu}$, $R = (g^{-1})^{\alpha\beta}\text{Ric}_{\alpha\beta}$ denotes the scalar curvature of $g_{\mu\nu}$, $D_\mu$ denotes the Levi-Civita connection of $g_{\mu\nu}$, and $T_{\mu\nu} := g_{\mu\alpha}g_{\nu\beta}T^{\alpha\beta}$ denotes the metric dual of the energy-momentum tensor $T_{\mu\nu}$ of a perfect fluid:

$$T_{\mu\nu} = (\rho + p)u^\mu u^\nu + p(g^{-1})^{\mu\nu}. \tag{1.2}$$

In (1.2), $\rho$ denotes the fluid’s proper energy density, $p$ denotes the pressure, and $u^\mu$ denotes the four-velocity, which is a future-directed vector field subject to the normalization condition

$$g_{\alpha\beta}u^\alpha u^\beta = -1. \tag{1.3}$$

The system (1.1a)-(1.3) is not closed because there are not enough fluid equations. In cosmology, the equations are often closed (see [89, Ch. 5]) by assuming the equation of state

$$p = \epsilon s \rho, \tag{1.4}$$

where $0 \leq \epsilon_s \leq 1$ is a constant known as the speed of sound. The stiff fluid is the case $\epsilon_s = 1$. This equation of state is unique among all those of the form (1.4). In particular, our main results show that its special properties regularize near-FLRW solutions in a neighborhood of their Big Bang singularities. By “regularize,” we mean that the singularity formation processes are controlled, stable, and approximately monotonic. See Sect. 1.9.3 for additional details regarding the special properties of the stiff fluid.

1.1.2 Connection to the Hawking-Penrose theorems and the Strong Cosmic Censorship hypothesis

The famous cosmological singularity theorems of Hawking and Penrose (see e.g. [42], [63], and the discussion in [43]) guarantee that a large class of globally hyperbolic spacetimes are necessarily “singular” in a certain weak sense. In fact, these theorems are able to answer question 1 posed above in a general setting. For example, Hawking’s theorem (see [89, Theorem 9.5.1]) guarantees that under certain assumptions verified in our problem of interest, all past-directed timelike geodesics are incomplete.5 However, the theorems do not reveal the nature of the incompleteness. In particular, they allow for both of the following possibilities: i) the spacetime is inextendible across the region where the geodesics terminate due to some kind of blow-up of an invariant

3 We describe our summation conventions in Sect. 2.
4 Globally hyperbolic spacetimes are those containing a Cauchy hypersurface.
5 The assumptions needed in Hawking’s theorem are i) the matter model verifies the strong energy condition, which is $(T_{\mu\nu} - \frac{1}{2}(g^{-1})^{\mu\alpha}T_{\alpha\beta}g_{\mu\nu})X^\alpha X^\nu \geq 0$ whenever $X^\mu$ is timelike; ii) $k_{\Sigma} < -C$ everywhere on the initial Cauchy hypersurface, where $k$ is the second fundamental form of $\Sigma_t$ (see (3.6)) and $C > 0$ is a constant. More precisely, Hawking’s theorem shows that no past-directed timelike curve can have length greater than $\frac{2}{C}$. In our main results, we derive a slightly sharper version of this estimate that is tailored to the solutions addressed in this article (see inequality (15.6)).
quantity (this is what happens, for example, in the FLRW solution \((1.5)\)); or ii) the spacetime can be extended as a solution in a “regular” (but perhaps non-unique) fashion across the region where the geodesics terminate (this can happen when a Cauchy horizon develops, as in the case of the well-known Taub family of solutions to the Einstein-vacuum equations; see \([39], [67], [21]\)). To the best of our knowledge, there are no prior results that are able to distinguish between these two scenarios for an open set of data (without symmetry assumptions). That is, there are no prior results that answer the question 2 posed above. Our main results fully confirm the scenario i) for near-FLRW data due to curvature blow-up at \(\{t = 0\}\). This shows in particular that the solutions cannot be extended beyond \(\{t = 0\}\) and yields a proof of Penrose’s Strong Cosmic Censorship hypothesis\([62]\) in the “collapsing half” of the near-FLRW spacetimes. The overall strategy of our proof is to provide an exhaustive picture of the collapsing half of the maximal globally hyperbolic development\([7]\) of the data including a description of the asymptotic behavior of the solution near its past boundary.

1.1.3 The main ideas behind the proof and the role of the approximate monotonicity

The main ideas behind our analysis are i) exploiting the approximate \(L^2\)-type monotonicity inequality mentioned above. When we derive energy estimates, the approximate monotonicity manifests as the availability of some negative definite quadratic spacetime integrals that encourage decay towards the past and that allow us to absorb various error integrals. The approximate monotonicity holds in certain regimes and seems to require the presence of certain kinds of matter such as the stiff fluid. Our derivation of the approximate monotonicity is based on a hierarchy of special structures in the Einstein-stiff fluid equations that are visible in constant mean curvature (CMC)-transported spatial coordinates. More precisely, the key portion of the approximate monotonicity is available in part because of a favorably signed (in a subtle sense) linear term in the fluid equations that leads to control over the lapse (the lapse \(n\) is defined in Sect. \([1.6]\)). We provide an overview of the monotonicity in Sect. \([1.9.1]\) and we provide the full details in Prop. \([8]\). In Sect. \([1.10]\) we shed light on the direction of the approximate monotonicity by recalling an alternate one-parameter family of parabolic gauges for the lapse variable, first introduced in \([23]\). For certain parameter choices, the approximate monotonicity is also visible in these gauges but the corresponding PDEs are locally well-posed only in the past direction. The CMC gauge, which we use in the vast

---

6 As we describe below, the relevant time coordinate \(t\) for the perturbed solution has level sets with mean curvature \(-1/(3t)\).

7 Roughly, this conjecture asserts that the maximal globally hyperbolic development of the data should be inextendible as a “regular” Lorentzian manifold.

8 We explain the maximal globally hyperbolic development in more detail in Section \([1.3]\).

9 The monotonicity is approximate in the sense that it yields negative definite spacetime integrals only for some of the solution variables.
majority of our analysis, is formally a singular limit of the parabolic family. To the best of our knowledge, the idea of using parabolic gauges for the Einstein equations first appeared in the numerical relativity literature in \[6\], where the authors suggested that such gauges might be suitable for studying the long-time evolution of solutions. Readers may also consult \[40\] for a discussion of local well-posedness for the Einstein equations under various gauge conditions involving a parabolic equation. ii) We commute the equations with spatial derivatives and derive sharp pointwise and \(L^2\) bounds for the inhomogeneous terms that arise. This analysis is delicate because many terms become singular at the Big Bang, and this can cause our \(L^2\)–type energies to blow-up. To close our estimates, we must prove that the energy blow-up rate is mild in the approach towards the Big Bang. This is where we need the approximate monotonicity: without the negative definite integrals that it provides, we would be unable to absorb certain key error integrals. Consequently, we would be able to show only that the energies are bounded from above by the size of the data times \(t^{-C}\) for a large constant \(C\), and such blow-up at \(t = 0\) is too severe to allow us to close our bootstrap argument. We must also derive the precise blow-up rates for the inhomogeneous terms that cannot be absorbed into the negative definite spacetime integrals. Some of the blow-up rates are dangerous yet optimal in the sense that they are saturated by the Kasner solutions (1.6). By “dangerous,” we mean that the rates can cause energy blow-up at the mild rate \(t^{-\delta}\) (where \(\delta\) is small) and that a slightly worse inhomogeneous term blow-up rate could lead to rapid energy blow-up at the rate \(\exp(t^{-\delta})\), which would completely destroy our proof. To bound the inhomogeneous terms, we establish an intricate hierarchy of decay/growth rates that distinguishes between the behavior of lower-order and higher-order derivatives near the Big Bang. In short, we are able to show that the lower-order derivatives are less singular by using arguments that lose derivatives. These improved lower-order estimates are essential for controlling error terms and closing the bootstrap argument; see Sects. 1.7.1 and 1.7.2.

1.2 Details on the FLRW and Kasner solutions

The FLRW solution to (1.1a)-(1.1b) when \(c_s = 1\) is

\[
\bar{\mathbf{g}} = -dt^2 + t^{2/3} \sum_{i=1}^{3} (dx^i)^2, \quad \bar{p} = \frac{1}{3} t^{-2}, \quad \bar{u}^\mu = \delta_0^\mu, \quad (t, x) \in (0, \infty) \times \mathbb{T}^3,
\]

where \(\delta_\mu^\nu (0 \leq \mu, \nu \leq 3)\) is the standard Kronecker delta. It is a spatially flat member of a family of dynamic spatially homogeneous solutions that were first discovered\(^{10}\) by Friedmann in 1922 \[32\]. The family continues to strongly

---

\(^{10}\) The solutions in \[32\] had \(c_s = 0\) and positive spatial curvature (the spacetime manifolds that Friedmann considered were diffeomorphic to \(\mathbb{R} \times \mathbb{S}^3\)), but many other values of \(c_s\) and other choices of spatial curvature have since been considered.
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influence the way we think about the possible structure of our universe. These solutions model a spatially homogeneous, isotropic spacetime that contains a perfect fluid, and many members of the family (including (1.5)) have a Big Bang singularity at \( t = 0 \). It was Lemaître who first emphasized that many members of the family, if extrapolated backwards in time (from, say, \( t = 1 \)), predict the presence of a Big Bang [53]. The solutions were investigated in more detail in the 1930’s by Robertson and Walker, and hence the family is often referred as the FLRW family.

The FLRW solution (1.5) is also a member of the generalized (see Footnote 1 on pg. 2) Kasner family, a class of Bianchi type I solutions [11] that are spatially homogeneous but generally anisotropic. When the matter model is a perfect fluid verifying \( p = c_s^2 \rho \), the Kasner solutions to the Euler-Einstein equations (1.1a)-(1.3) are

\[
g_{KAS} = -dt^2 + \sum_{i=1}^{3} t^{2q_i} (dx_i)^2, \quad p = \bar{p} t^{-2}, \quad u^\mu = \delta_0^\mu, \quad (t, x) \in (0, \infty) \times \mathbb{T}^3,\tag{1.6}
\]

where \( \delta_{\mu \nu} (\mu, \nu = 0, 1, 2, 3) \) is the standard Kronecker delta, the constants \( q_i \) are called the Kasner exponents, and \( \bar{p} \geq 0 \) is a constant denoting the pressure at \( t = 1 \). The Kasner exponents are constrained by the relations

\[
\begin{align}
\sum_{i=1}^{3} q_i &= 1, \quad \tag{1.7a} \\
\sum_{i=1}^{3} q_i^2 &= 1 - 2c_s^{-2} \bar{p}. \quad \tag{1.7b}
\end{align}
\]

(1.7a) corresponds to a choice of time coordinate such that \( k_{ij}^a(t, x) \equiv -t^{-1} \), while (1.7b) is a consequence of \( k_{ij}^a(t, x) \equiv -t^{-1} \) plus the Hamiltonian constraint equation (1.5a), which we discuss below. Here and throughout, \( k_{ij}^a \) denotes the (mixed) second fundamental form of the constant-time hypersurface \( \Sigma_t \) (see (3.6)). It is important to note that it is not possible to have all three \( q_i > 0 \) in the absence of matter. The solution (1.5) is a special case of (1.6), (1.7a)-(1.7b) in which \( c_s = 1, \bar{p} = 1/3 \), and \( q_i = 1/3 \) for \( i = 1, 2, 3 \).

It is straightforward to compute that for any Kasner solution (1.6) with exponents verifying (1.7a) and (1.7b), the corresponding Kretschmann scalar \( |Riem|^2_{g_{KAS}} = Riem_{\alpha\beta\kappa\lambda} Riem^{\alpha\beta\kappa\lambda} \) verifies

\[
|Riem|^2_{g_{KAS}} \geq 4t^{-4} \left( \sum_{i=1}^{3} q_i^4 + \sum_{1 \leq i < j \leq 3} q_i^2 q_j^2 + \sum_{i=1}^{3} q_i^2 - 2 \sum_{i=1}^{3} q_i^3 \right) \tag{1.8}
\]

where \( \delta_{\mu \nu} (\mu, \nu = 0, 1, 2, 3) \) is the standard Kronecker delta, the constants \( q_i \) are called the Kasner exponents, and \( \bar{p} \geq 0 \) is a constant denoting the pressure at \( t = 1 \). The Kasner solutions to the Euler-Einstein equations (1.1a)-(1.3) are
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where $\text{Riem}_{KAS}$ denotes the Riemann tensor of $g_{KAS}$. In particular, unless two of the $q_i$ are equal to 0, it follows that $|\text{Riem}_{KAS}|^2_{g_{KAS}}$ blows up at the rate $t^{-4}$ as $t \downarrow 0$. Hence, for such Kasner solutions, $\{t = 0\}$ is a true singularity beyond which one cannot regularly extend the solution.

The vacuum Kasner solutions (i.e., $\bar{p} = 0$) are famous for the controversial alleged role that they play in approximating highly oscillatory solutions to Einstein’s equations near a singularity. Despite the controversy, it is known that the vacuum Kasner solutions are in fact intimately connected to the dynamics of certain spatially homogeneous solutions to the Euler-Einstein system with Bianchi IX symmetry [69]. Under the assumptions of spatial homogeneity and Bianchi IX symmetry, the Euler-Einstein equations reduce to a coupled system of ODEs whose solutions exhibit highly complicated, oscillatory behavior. Specifically, in [69], Ringström showed (among many other things) that under the equation of state (1.4) with $0 \leq c_s < 1$, the limit points of generic (i.e., non-Taub) Bianchi IX solutions in the approach towards the singularity must be either vacuum Bianchi type I (i.e., vacuum Kasner), vacuum Bianchi type VII$_0$, or vacuum Bianchi type II. In particular, Ringström’s work showed that a sub-stiff fluid has a negligible effect on the solutions near the singularity. Furthermore, he showed that almost all such solutions are oscillatory in the sense that there are at least three distinct limit points. Ringström’s work (see also [68]) established for the first time a rigorous picture of the global behavior of Misner’s “mixmaster” solutions [59].

In contrast to the oscillatory behavior described above, the solutions that we study in this article behave in an approximately monotonic fashion near the singularity. As we have mentioned, the presence of the stiff fluid plays an essential role in driving the regular behavior near the singularity. Some of the heuristics connected to the mollifying effect induced by certain kinds of matter have been known for many years. Specifically, Belinskii and Khalatnikov [11] gave heuristic arguments suggesting that a scalar field should have a regularizing, oscillatory-suppressing effect on solutions near the singularity. In a later article [8], Barrow argued that fluids verifying the equation of state $p = c_s^2 \rho$ should induce a similar effect if and only if $c_s = 1$; he referred to the mollifying effect of a stiff fluid as quiescent cosmology. Thus, our main result validates the quiescent cosmological picture for spacetimes launched by near-FLRW data. A similar effect was observed in the ODE solutions studied by Ringström [69], but only for the equation of state $p = \rho$. In three spatial dimensions, the monotonicity is roughly associated with the following two conditions: i) all three $q_i > 0$; ii) the presence of a stiff fluid (with $p > 0$ everywhere), which, as mentioned above, has properties that distinguish it from all other perfect fluids. However, our main theorem only covers the case in which all three $q_i$ are near $1/3$. In further contrast to the sub-stiff case, the stiff fluid plays an essential role (albeit somewhat indirectly) in controlling the dynamics of the solution near the singularity.

---

13 This is the name Misner gave to the spatially homogeneous vacuum solutions belonging to the symmetry class Bianchi IX.
1.3 Initial value problem formulation of the equations

It has been known since the fundamental result of Choquet-Bruhat [16] that the Einstein equations are effectively hyperbolic and can be decomposed into a system of constraint and evolution equations. However, because of their diffeomorphism invariance, the hyperbolic character of the equations becomes apparent only after one makes gauge choices. As we have mentioned, we derive our main results in CMC-transported spatial coordinates, which has been used in various settings such as the derivation of breakdown criteria for solutions [52], [75], [90]. In this gauge, the Einstein-stiff fluid system comprises constraint equations, wave-like equations for the spatial metric components, first-order hyperbolic equations for the fluid variable components, and an elliptic equation for the lapse function \( n \). We present our choice of solution variables and the corresponding PDEs that they verify in Sect. 3 (it is convenient to work with renormalized solution variables). We normalize the time coordinate \( t \) such that data are placed at \( t = 1 \) and the mean curvature of the constant-time hypersurface \( \Sigma_t \) is \( -\frac{1}{3} t^{-1} \). That is, \( k^a_a(t, x) \equiv -t^{-1} \), where \( k^i_j \) is the (mixed) second fundamental form of \( \Sigma_t \) (see (3.6)).

Some spacetimes do not contain any CMC slices [10]. To show that near-FLRW spacetimes always contain one, we briefly use an alternate gauge for the Einstein equations. Specifically, we use a harmonic map gauge, which is closely connected to the well-known harmonic coordinate gauge (which is also known as the wave coordinate gauge). In short, we first sketch a proof of local well-posedness for the Einstein-stiff fluid system in harmonic map gauge for near-FLRW data; this is a standard result - see Prop. 15. We then combine the estimates of the proposition with a modified version of a theorem of Bartnik to deduce the existence of a CMC hypersurface equipped with near-FLRW fields verifying the Einstein constraints; see Prop. 17 and Corollary 3. Once we have produced a CMC slice, we immediately switch to CMC-transported spatial coordinates, which we use for all remaining analysis.

Before summarizing our main results and providing further context, we state some basic facts regarding the initial value problem for the Euler-Einstein equations. Our data consist of the three manifold \( \Sigma^i_1 = T^3 \) equipped with the tensorfields \( (\hat{g}_{ij}, \hat{k}_{ij}, \hat{p}, \hat{u}^i) \). Here, \( \hat{g}_{ij} \) is a Riemannian metric, \( \hat{k}_{ij} \) is a symmetric two-tensor, \( \hat{p} \) is a function, and \( \hat{u}^i \) is a vectorfield. If \( \Sigma^i_1 \) is a CMC hypersurface with \( k^a_a(x) \equiv -1 \), then we write “\( \Sigma^i_1 \)” instead of “\( \Sigma^i_1 \)” A solution launched by the data consists of a spacetime \( (M, g_{\mu\nu}) \), an embedding \( \Sigma^i_1 \hookrightarrow M \) such that \( \iota(\Sigma^i_1) \) is a Cauchy hypersurface in \( (M, g_{\mu\nu}) \), and the following additional fields on \( M \): a function \( p \) and a vectorfield \( u^\mu \) normalized by \( g_{\alpha\beta} u^\alpha u^\beta = -1 \). The spacetime fields must verify the equations (1.1a)-(1.4). Furthermore, they must be such that \( \iota^* g = \hat{g} \), \( \iota^* k = \hat{k} \), \( \iota^* p = \hat{p} \), \( \iota^* u = \hat{u} \), where \( k \) is the second fundamental form of \( \iota(\Sigma^i_1) \) and \( \iota^* \) denotes pullback by \( \iota \). The relation \( \iota^* u = \hat{u} \) denotes a slight abuse of notation; we mean that the one-form that is \( \hat{g} \)-dual to \( \hat{u} \) is the pullback by \( \iota \) of the one-form that is \( g \)-dual to \( u \). Throughout the article, we will often suppress the embedding and identify \( \Sigma^i_1 \) with \( \iota(\Sigma^i_1) \).
It is well-known (see Lemma [15]) that the initial data are constrained by the \textit{Gauss} and \textit{Codazzi} equations, which take the following form for fluids verifying \( p = c_s^2 \rho \):

\begin{align}
\dot{R} - \dot{k}_a k^b \dot{k}^a + (\dot{k}^a) = 2T(\dot{N}, \dot{N})|_{\Sigma^1} &= 2(1 + c_s^2) \dot{\rho}(1 + \dot{u}^a \dot{u}_a) - 2\ddot{\rho}, \quad (1.9a) \\
\nabla_a \dot{k}^a - \nabla_j \dot{k}^a &= -T(\dot{N}, \frac{\partial}{\partial p^j})|_{\Sigma^1} = (1 + c_s^2) \dot{\rho}(1 + \dot{u}_a \dot{u}^a)^{1/2} \dot{u}_j. \quad (1.9b)
\end{align}

Above, \( \dot{N}^a \) denotes the future-directed unit normal to \( \Sigma^1 \) in \((M, g_{\mu \nu})\), \( T(\dot{N}, \dot{N}) := T_{\alpha \beta} \dot{N}^\alpha \dot{N}^\beta \), \( \nabla_i \) denotes the Levi-Civita connection of \( \hat{\gamma}_{ij} \), and \( R \) denotes the scalar curvature of \( \hat{\gamma}_{ij} \). The above equations are sometimes referred to as the \textit{Hamiltonian and momentum constraints}.

A well-known result of Choquet-Bruhat and Geroch [15] states that all sufficiently regular data verifying the constraints launch a unique maximal solution to the Euler-Einstein equations \((1.1a)-(1.4)\). This solution is called the \textit{maximal globally hyperbolic development of the data}. More precisely, this maximal solution is unique up to isometry in the class of \textit{globally hyperbolic spacetimes}, which are spacetimes containing a Cauchy hypersurface. The work [15] is an abstract existence result that does not provide any quantitative information. Our main results provide, in the case \( c_s = 1 \), quantitative information about the “past-half” of the maximal globally hyperbolic development of data that are sufficiently close to the FLRW data.

1.4 Summary of the main results

We now summarize our main results. See Prop. [17] and Theorem [2] for more detailed statements.

**Summary of the Main Stable Big Bang Formation Theorem.**

The FLRW solution \((1.5)\) is a past-globally stable singular solution to the Einstein-stiff fluid system \((1.1a)-(1.3)\), \( p = \rho \). More precisely, if the perturbed “initial” data \((\hat{g}, \hat{k}, \hat{p}, \hat{u})\) on the manifold \( \Sigma^1 = \mathbb{T}^3 \) verify the constraints \((1.9a)-(1.9b)\) and are \( \epsilon \) close in \( H^N \) \((N \geq 8)\), and \( \partial_t \hat{g}_{ij}, \hat{k}_{ij}, \hat{p}, \hat{u} \in H^N \) to the FLRW data (at time 1), then for sufficiently small \( \epsilon \), the maximal globally hyperbolic development of the perturbed data contains a spacelike hypersurface \( \Sigma_1 \) that is near \( \Sigma^1 \) and that has constant mean curvature equal to \(-1/3\). Furthermore, the past of \( \Sigma_1 \) is foliated by a family of spacelike hypersurfaces \( \Sigma^i \), \( t \in (0, 1] \), upon which the CMC condition \( k^a(t, x) \equiv -t^{-1} \) holds. Relative to the time coordinate \( t \), the perturbed solution exists on the manifold-with-boundary \((0, 1] \times \mathbb{T}^3\) and remains close to the FLRW solution. Specifically, there exist a collection of transported spatial coordinates \( (x^1, x^2, x^3) \) and a large constant \( c > 0 \) such that rel-

---

14 Technically, the coordinate functions \((x^1, x^2, x^3)\) themselves cannot be globally defined on \( \mathbb{T}^3 \), but the vectorfields \( \partial_t = \frac{\partial}{\partial x^1} \) and their dual one-forms \( dx^1 \) can globally defined on \( \mathbb{T}^3 \) in a smooth fashion.
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Furthermore, the spacetime \( (0, 1] \times \mathbb{T}^3, g \) is past-timelike geodesically incomplete and inextendible beyond \( t = 0 \). As \( t \downarrow 0 \), the 3-volume of the constant-time hypersurfaces \( \Sigma_t \) collapses to 0, the pressure \( p \) blows-up like \( t^{-2} \), and the spacetime Kretschmann scalar \( |Riem|^2_{g} \) blows-up like \( t^{-4} \). Finally, the curvature singularity at \( t = 0 \) is dominated by the Ricci components of the Riemann curvature tensor (the ratio \( \frac{|W|^2}{|Riem|^2} \) remains order \( \epsilon \) throughout the evolution).

**Remark 2** Note that the perturbed solutions do not generally converge to the FLRW solution as \( t \downarrow 0 \), as is shown by the existence of near-FLRW isotropic Kasner solutions.

**Remark 3** The estimates (1.10b)-(1.10e) allow for an infinite dimensional family of possible "end states" at the Big Bang \( \{ t = 0 \} \). For example, the limiting field \( P_{Bang} \) can in principle be any member of an open set of functions.

**Remark 4** The proof of the convergence results is based on showing that the lower-order time derivative terms dominate the lower-order spatial derivative terms for \( t \) near 0. That is, for \( t \) near 0, the Einstein equations are well-approximated by truncated equations formed by discarding spatial derivatives. Isenberg and Moncrief [46] previously observed similar behavior for the Einstein-vacuum equations in the polarized Gowdy [45] class. In general relativity, going back to the work [24], the truncated equations are sometimes called the velocity term dominated (VTD) equations.

1.5 Additional connections to previous work

We now discuss some additional connections between the present work and prior results.

1.5.1 Global solutions without symmetry assumptions

There are only a modest number of prior results in which solutions to the Einstein equations corresponding to an open set of data (without symmetry assumptions) have been understood in full detail. By “full detail,” we mean that the basic qualitative and quantitative features of the data’s maximal globally hyperbolic development (or at least a past or future half of them) have been exposed. The existing examples can roughly be grouped into two

\[\text{15} \quad \text{The Gowdy solutions are a special subclass of the } \mathbb{T}^2 \text{-symmetric solutions. They are characterized by the vanishing of the twist constants } (g^{-1})^{\mu\nu} \epsilon_{\alpha\beta\mu\nu} X^\alpha Y^\beta D_\nu X^\nu \text{ and } (g^{-1})^{\mu\nu} \epsilon_{\alpha\beta\mu\nu} X^\alpha Y^\beta D_\nu Y^\nu, \text{ where } \epsilon \text{ is the volume form of } g \text{ and } X \text{ and } Y \text{ are the Killing fields corresponding to the two symmetries. The polarized Gowdy solutions are defined to be those Gowdy solutions such that } g_{\alpha\beta} X^\alpha Y^\beta = 0.\]
classes. The first class was birthed by Christodoulou-Klainerman’s ground-breaking proof of the stability of Minkowski spacetime [19] as a solution to the Einstein-vacuum equations. We remark that the corresponding spacetime manifolds are diffeomorphic to $\mathbb{R}^4$ and are therefore not cosmological. The main theorem roughly states that a class of asymptotically flat near-vacuum-Euclidean initial data sets launch maximal globally hyperbolic developments that are geodesically complete and that look in the large like the Minkowski spacetime. A second proof, which relied on wave coordinates and allowed for the presence of a (small) scalar field, was given by Lindblad-Rodnianski in [54, 55]. Various extensions of these results can be found in [13, 57, 81]. The analysis in all of these proofs was based on obtaining a detailed understanding of the dispersive decay properties of solutions to wave-like equations on $\mathbb{R}^{1+3}$ and exploiting special tensorial structures enjoyed by the nonlinearities present in the gauges that were employed.

The second class concerns the future stability of a class of cosmological solutions to Einstein’s equations when a positive cosmological constant $\Lambda$ (or alternatively, a suitable matter model that generates a similar effect) is added to the equations. Specifically, one includes the additional term $\Lambda g_{\mu\nu}$ on the left-hand side of (1.1a). This additional term creates accelerated expansion in certain solutions, which can in turn stabilize them. The second class was brought into existence by Friedrich’s work on the stability of the de Sitter spacetime [34], which is a solution to the Einstein-vacuum equations with $\Lambda > 0$. Related future-stability results for solutions featuring various matter models can be found in [35, 58, 70, 72, 79, 80]. The analysis in [34, 35, 58] is based on applications of the conformal method, which was developed by Friedrich. This method is discussed in a bit more detail in Sect. 1.5.4. In contrast, in [70, 72, 79, 80] the analysis is based on the dissipative nature of the kinds of wave equations that are generated by expanding spacetimes in a well-chosen harmonic-type coordinate system. That is, the spacetime expansion and the term $\Lambda g_{\mu\nu}$ lead to the presence of friction-like terms in the PDEs, and the friction induces monotonicity in the solutions. The analysis behind our main results has more features in common with this framework than with the analysis of the stability of Minkowski spacetime or the conformal method, though there are some key novel features in the present work. In particular, we stress that our main results are not based on dispersive effects, but rather on estimates related to monotonicity and time integrability.

1.5.2 Global solutions based on a different form of monotonicity

Fisher and Moncrief discovered a form of monotonicity, quite different than the one found in the present article, which holds for Einstein-vacuum solutions in some regimes. More precisely, they constructed a reduced Hamiltonian description of the Einstein-vacuum equations [26–31] that applied to a class of solutions foliated by CMC hypersurfaces $\Sigma_t$. The Hamiltonian is the volume functional of the $\Sigma_t$, and they showed that it is a monotonic quantity for solutions to the reduced equations. Andersson and Moncrief used this mono-
tonicity to prove a global stability result \(2\) (see also \(65\)) that does not fit neatly into either of the two classes described in Section 1.5.1. Specifically, they proved a global stability result in the expanding direction for a compactified version of vacuum FLRW-type solutions whose spatial slices are hyperboloidal (i.e., they have constant negative sectional curvature). They showed that the perturbed spacetimes are future geodesically complete and, in three spatial dimensions, that they decay towards the background solution. In addition to using the monotonicity of Fisher-Moncrief, their proof also relied, in the case of three spatial dimensions, on Mostow’s rigidity theorem.

Andersson and Moncrief performed some of their analysis in CMC-spatial harmonic coordinates. They imposed the spatial harmonic coordinate condition \(1\) to “reduce” the Ricci tensor \(R_{ij}\) of the first fundamental form \(g\) (of \(\Sigma_t\)) to an elliptic operator acting on \(g\). That is, in spatial harmonic coordinates, \(R_{ij} = -\frac{1}{2} g^{ab} \partial_a \partial_b g_{ij} + f_{ij}(g, \partial g)\). The spatial harmonic coordinate condition, though it may have advantages in certain contexts, introduces additional complications into the analysis. The complications arise from the necessity of including a non-zero \(\Sigma_t\)–tangent “shift vector” \(X^i\) in the spacetime metric \(g\):

\[
g = -n^2 dt^2 + g_{ab}(dx^a + X^a dt)(dx^b + X^b dt).\]

To enforce the spatial harmonic coordinate condition, the components \(X^i\) must verify a system of elliptic PDEs that are coupled to the other solution variables.

As we discuss in Theorem 1, the spatial harmonic coordinate condition is not necessary for proving a local well-posedness result; one can instead use transported spatial coordinates. In transported spatial coordinates, the additional terms appearing in the expression for the \(R_{ij}\) are of the form \(\frac{1}{2}(\partial_i \Gamma_j + \partial_j \Gamma_i)\), where \(\Gamma_i\) is a contracted Christoffel symbol of the 3–metric \(g\). In the main energy identity that one encounters during the derivation of a priori \(L^2\) estimates for \(k^i_{\dot{J}}\) and \(\partial_i g_{jk}\), additional terms are generated by the contracted Christoffel symbols and are roughly of the form \(\int_{\Sigma_t} g^{ij} k^a_i \partial_a \Gamma_j dx\). Since \(\Gamma_i = \Gamma_i(g, \partial g)\), this spatial integral appears to depend on too many derivatives of \(g\) to close a local well-posedness argument. However, after integration by parts, this integral can be replaced with \(-\int_{\Sigma_t} g^{ij}(\partial_a k^a_i) \Gamma_j dx\) plus lower-order terms, and the constraint equation (1.9b) allows us to replace \(\partial_a k^a_i\) with lower-order terms. The energy estimates for the nonlinear system therefore close. Remarkably, as we described in \(73\), we have not seen this observation made in the literature. However, a complete proof of local well-posedness requires that one derive estimates for a linearized version of the equations. Linearization may destroy some of the structure of the system, which may invalidate the energy estimate procedure just described. In Theorem 1 we recall a standard way of circumventing this difficulty while still using transported spatial coordinates.

When deriving energy estimates for the Einstein-stiff fluid system, we use a differential analog of the integration by parts argument described in the previous paragraph. Specifically, we account for this integration by parts by including the terms \(-t^{1/3}[1 + t^{1/3} \Psi](G^{-1})^{ij} \dot{J}_i \dot{K}_j^a\) and \(-t^{1/3}[1 + t^{1/3} \Psi](G^{-1})^{ia} \dot{J}_i \dot{K}_j^a\), on the right-hand side of the definition (5.12b) for \(\dot{J}_i^{(metric)}\). See Sect. 1.9.1 for
a detailed discussion of the role played by the spacetime vectorfields $\mathbf{J}_{(\text{metric})}^\mu$ in our proof of stable singularity formation. Given these observations, it would be interesting to see if the future stability results of [2] can be proved directly in CMC-transported spatial coordinates.

1.5.3 Prescribed asymptotics and Fuchsian methods near the singularity

It is generally difficult to obtain a detailed picture of the asymptotics of a solution launched by Cauchy data, especially near a singularity. An alternative approach is to prescribe the asymptotic behavior and then try to construct solutions that have the given asymptotics. This can be viewed as a form of "putting data on the singularity." In the interest of obtaining a picture of the behavior of "general" solutions, it is desirable to show that one can carry out such a procedure for a family of prescribed asymptotics that depend on the "maximum number" of degrees of freedom in the Einstein initial data. However, even if one can achieve the maximum number, one should be careful in interpreting the results: it may be that the map from the space of asymptotics to the space of solutions is highly degenerate; what appears to be a "general class of solutions" from the point of view of function counting could in principle fail to be a large class from other more physically relevant points of view. In particular, it could happen that the "general class of solutions" that one constructs in this fashion is, for example, nowhere dense (relative to a reasonable topology on the function spaces).

In [3], Andersson and Rendall carried out a prescribed asymptotics-type construction for solutions to the Einstein-scalar field and the Einstein-stiff fluid systems. They constructed a family of solutions that are well-approximated by solutions to a VTD (see Remark 4) system, and one can view the VTD solutions as the prescribed asymptotics. They formed the VTD system by simply discarding all spatial derivative terms in the Einstein-matter equations. The solutions in [3] have a Big Bang-type singularity, and a neighborhood of the singularity can be covered by Gaussian coordinates such that the singularity is synchronized at $\{t = 0\}$. The family depends on the same number of free functions as do the data for the general space of solutions, and no symmetry assumptions were made. However, the construction only produced solutions that are spatially analytic. From the physical point of view (and in particular from the point of view of finite speed of propagation), the analyticity restriction is undesirable, for analytic functions on a connected domain are completely determined by their behavior at a single point. In fact, the results derived in this article were partially inspired by [3], where they were stated as open problems. The basic idea of the proof in [3] was to first construct a large family of spatially analytic solutions to the VTD system, and to then expand a spatially analytic solution to the Einstein-matter equation as a VTD solution plus error terms. The error terms were shown to verify a system of Fuchsian PDEs, a general theory of which (based on the earlier ideas of [7]) has been developed by Kichesnassamy (see e.g. [48], [49], [50]). Roughly speaking,
a Fuchsian PDE is one of the form
\[ t\partial_t u + A(x)u = F(t, x, u, \partial_x u). \] (1.13)

Above, \( u \) is the array of unknowns and \( A(x) \) is a matrix-valued function that has to verify certain technical conditions. In [3], Andersson-Rendall used a slight extension of a Fuchsian existence theorem proved in [51] to conclude that the Fuchsian system verified by the error terms has a unique solution that is analytic in \( x \) and that tends to 0 as \( t \downarrow 0 \). In particular, they showed that the solution to Einstein’s equations converges to a solution of the VTD system (which does not depend on spatial derivatives). We also remark that prior to [3], similar results had been derived in the absence of matter under various symmetry assumptions [45],[51], including a result of Rendall that did not require the assumption of spatial analyticity [66]. An alternative proof of the latter result invoking the use of second order Fuchsian techniques has recently been provided in [12]. The results of [3] were extended to higher dimensions and other matter models in [23]. Related results have been obtained in [5],[14],[83].

1.5.4 Weyl curvature hypothesis and isotropic singularities

Another approach to studying Big Bang-type singularities involves devising a formulation of Einstein’s equations that allows one to solve a Cauchy problem with data given on the singular hypersurface \( \{ t = 0 \} \) itself; see e.g. [4],[22],[60],[61],[86],[87],[88]. The spacetimes launched by this procedure are said to contain a conformal singularity or an isotropic singularity. This approach is motivated by Penrose’s Weyl curvature hypothesis [64], which posits that in cosmological solutions, the Weyl tensor should tend to zero as the initial singularity is approached. In the present work, we show that for near-FLRW solutions, the blow-up of the spacetime Riemann curvature is dominated by the Ricci components, with the Weyl components making only a tiny correction.

More precisely, even though \(|\text{Ric}|_g^2\) and \(|\text{W}|_g^2\) are both allowed to diverge as \( t \downarrow 0 \), we show that

\[ \sup_{t \in (0,1]} \frac{|W|_g^2}{|\text{Ric}|_g^2} \leq \epsilon, \] (1.14)

where \( \epsilon^2 \) is the size of the deviation of the perturbed initial data from the FLRW data. We note that the estimate (1.14) is almost saturated by near-FLRW Kasner solutions (which verify (1.14) with \( \epsilon \) replaced by \( c^2 \)).

The established framework for studying isotropic singularities is essentially an extension of Friedrich’s conformal method (see e.g. [33],[36]). Roughly speaking, this corresponds to studying a rescaled metric

\[ g = \Omega^2 \tilde{g}, \] (1.15)
where $g$ is the physical spacetime metric of interest, $\Omega$ is a conformal scaling factor, and $\hat{g}$ is the rescaled “unphysical” spacetime metric; analogous rescalings are carried out for the other field variables. In the context of this article, one may roughly think of $\{\Omega = 0\}$ as corresponding to a Big Bang singularity. The main point is that even though $g$ degenerates along $\{\Omega = 0\}$, it may be possible that $\hat{g}$ remains a regular Lorentzian metric. For example, through the change of variables $\tau = \frac{2}{3}t^{2/3}$, the FLRW metric (1.5) can be seen to be conformally equivalent to the standard Minkowski metric on $(0, \infty) \times \mathbb{T}^3$:

$$
\hat{g} = \frac{2}{3} \tau \left\{-d\tau^2 + \sum_{i=1}^{3} (dx^i)^2\right\}.
$$

(1.16)

Thus, if Einstein’s equations are reformulated in terms of $\Omega$ and $\hat{g}$ (plus some gauge conditions that select a choice of $\Omega$), one may hope to prove that $\hat{g}$ remains a regular Lorentzian metric through $\{\Omega = 0\}$. When $\hat{g}$ does remain regular, one can deduce sharp information about the behavior of $g$ up to the set $\{\Omega = 0\}$. The conformal method has proven to be fruitful for studying matter models such as Maxwell fields, Yang-Mills fields, and perfect fluids with the equation of state $p = (1/3)\rho$. An important common feature of these matter models, which seems to be necessary for applying the conformal method, is that they have trace-free energy-momentum tensors. For these matter models, when a positive cosmological constant is included in the Einstein equations, the conformal method has been applied to derive global future stability results [35], [58] for a class of rapidly expanding “de-Sitter-like” half-spacetimes.

In contrast, for the kinds of half-spacetimes we are considering, the conformal method does not seem to allow one to deduce a true stability result. On the one hand, the aforementioned works [60], [61], [86], [87], [88] show that one can locally solve the “singular Cauchy problem” for the rescaled variables $\hat{g}$ etc. with suitable “conformal initial data” given at the singular hypersurface; the solution is obtained by applying the Fuchsian techniques described above. On the other hand, there are fewer degrees of freedom in the conformal data compared to the full Einstein data (see, for example, the discussion in [67, Section 6.1]). Thus, the map from the conformal data to the space of full solutions is far from onto. In fact, even the near-FLRW Kasner solutions (1.6) do not exhibit a nice conformal structure near their singularities.

1.6 Choice of coordinates and field variables for analyzing the Einstein-stiff fluid system

As we mentioned above, our approximate monotonicity inequalities are visible relative to CMC-transported spatial coordinates, which we describe in detail in Sect. [3]. In these coordinates, the spacetime metric $g$ is decomposed into the lapse function $n$ and the Riemannian 3–metric $g$ on $\Sigma_t$ as follows:

$$
g = -n^2 dt^2 + g_{ab} dx^a dx^b.
$$

(1.17)
The coordinates are constructed such that $k^a_a \equiv -t^{-1}$ along $\Sigma_t := \{(s, x) \in (0, 1] \times T^3 \mid s = t\}$, where $k^a_j = -\frac{1}{2} n^{-1} g^{\alpha\beta} \partial_\alpha g_{a\beta}$ is the mixed second fundamental form of $\Sigma_t$. In order to enforce this condition, the lapse must verify the following elliptic PDE (see (3.13)) for stiff fluid matter:

$$g^{ab} \nabla^a \nabla_b (n - 1) = (n - 1) \left\{ R + (k^a_a)^2 - 2pu_a u^a \right\} + R - 2pu_a u^a, \quad (1.18)$$

where $\nabla$ is the Levi-Civita connection of $g$ and $R$ is its scalar curvature. The fluid velocity is decomposed as

$$u = (1 + u_a u^a)^{1/2} \hat{N} + u^a \partial_a, \quad (1.19)$$

where $\hat{N} = n^{-1} \partial_t$ is the future-directed normal to $\Sigma_t$. The factor $(1 + u_a u^a)^{1/2}$ is a consequence of the normalization condition (1.3).

Our most important gauge choice is the CMC time coordinate and the corresponding lapse PDE (1.18): since Einstein’s equations are fundamentally hyperbolic, the only conceivable way of synchronizing the singularity across spatial slices is to construct a time coordinate by invoking a gauge that involves an infinite speed of propagation, such as the elliptic PDE (1.18). The important issue of constructing an “initial” hypersurface of constant mean curvature $-\frac{1}{3}$ is addressed in Prop. 17. Alternatively, singularity synchronization could be achieved with the help of the parabolic lapse gauges described in Sect. 1.10, although we do not use these gauges in the present article.

To analyze perturbed solutions, it is convenient to introduce the following renormalized solution variables, which factor out the $t$--behavior of the FLRW solution.

**Definition 1 (Renormalized solution variables)** We define $(i, j, k = 1, 2, 3)\n
\frac{\sqrt{\text{det} G}}{\sqrt{\text{det} g}} = t^{-1}, \quad (1.20a)

\sqrt{\text{det} G} = t^{2/3} \sqrt{\text{det} g}, \quad (1.20b)

\gamma_{j,k} := g^{\alpha\beta} \partial_\beta g_{\alpha k} = (G^{-1})^{\alpha\beta} \partial_\beta G_{\alpha k}, \quad (1.20c)

\hat{P} := t^2 p - \frac{1}{3}, \quad (1.20d)

\hat{\Theta}_i := t^{-2/3} \partial_i n. \quad (1.20e)

Above, $I^{ij}_j = \text{diag}(1, 1, 1)$ denotes the identity transformation.

**Remark 5** We will never implicitly lower and raise indices with the renormalized metric $G$ and its inverse $G^{-1}$; we will explicitly indicate all factors of $G$ or $G^{-1}$.
Note that the CMC condition \( k^a_a(t, x) \equiv -t^{-1} \) is equivalent to \( \hat{K}^a_a = 0 \). All of the variables except for \( \sqrt{\det G} \) and \( \gamma \) are simply time-rescaled/shifted versions of the original solution variables. We introduced the volume form variable \( \sqrt{\det G} \) because it satisfies an evolution equation that has a very favorable structure compared to the evolution equations verified by the \( G_{ij} \). As we will see, the quantities \( n - 1 \) and \( \partial_i n \) have different asymptotic (in time) properties as \( t \downarrow 0 \). This difference is important, and thus we have chosen to replace the lapse with two variables \( \Psi \) and \( \Theta_i \). We introduced the variable \( \gamma_{ij} \) as a new unknown in place of \( \partial_i g_{jk} \). As we will see, the evolution equation verified by \( \gamma_{ij} \) has a favorable structure. Even though \( \gamma_{ij} \) roughly has the structure of a connection coefficient and is therefore not an invariant quantity, for the purposes of analysis, we choose to view \( \gamma_{ij} \) as a tensorfield that happens to have the form \( \gamma_{ij} = (G^{-1})^{ai} \partial_j G_{ak} \) relative to our CMC-transported coordinates.

For the FLRW solution (1.5), we have \( G_{ij} = E_{ij} \), \( (G^{-1})_{ij} = (E^{-1})_{ij} \), \( \sqrt{\det G} = 1 \), \( \dot{K}^i_{ij} = 0 \), \( U^i = 0 \), \( \dot{P} = 0 \), \( \Psi = 0 \), and \( \dot{\Theta}_i = 0 \), where \( E_{ij} = \text{diag}(1, 1, 1) \) denotes the standard Euclidean metric on \( \mathbb{T}^3 \).

We now provide a brief preview of the behavior of the perturbed solutions: for perturbed data, the renormalized variable components \( \hat{K}_{ij} \), \( \sqrt{\det G} \), and \( \hat{P} \) remain uniformly close to the corresponding FLRW components, while the remaining variable components are allowed to deviate at worst like \( t^{-\sqrt{\epsilon}} \) as \( t \downarrow 0 \). Similar estimates hold for the lower-order derivatives of the solution variables.

### 1.7 A summary of the analysis

We now summarize the main ideas behind the proof of our main results.

#### 1.7.1 The top level picture

The proof is based on a long bootstrap argument that yields a priori estimates for the total solution energies

\[
\mathcal{E}^2_{(\text{Total})\theta_*, M} := \theta_* \mathcal{E}^2_{(\text{Metric})\theta_*, M} + \mathcal{E}^2_{(\text{Fluid})\theta_*, M},
\]

which shows in particular that they remain finite for \( t \in (0, 1] \). In (1.21), \( \mathcal{E}^2_{(\text{Metric})\theta_*, M} \) is a metric energy, \( \mathcal{E}^2_{(\text{Fluid})\theta_*, M} \) is a fluid energy, \( \theta_* > 0 \) is a small positive constant that we choose in Sect. 9, and \( 0 \leq M \leq N \). Here and throughout most of the article, \( N \geq 8 \) denotes an integer representing the number of derivatives we need to close our estimates. From the a priori estimates and a standard continuation principle (see Theorem 1), we conclude that the perturbed solution exists on the slab \( (0, 1] \times \mathbb{T}^3 \). We stress that deriving a priori estimates for the \( \mathcal{E}^2_{(\text{Total})\theta_*, M} \) is the main step in the proof of stable singularity formation.

The details of the energies (1.21) (see Def. 13) do not concern us at the present; they are order \( M \) (\( 0 \leq M \leq N \)) Sobolev-type energies that naturally
arise from integration by parts identities, and $\delta_{(\text{Metric})M}$ and $\delta_{(\text{Fluid})M}$ respectively control the derivatives of the metric and the fluid. In order to derive a priori estimates for the energies, we make bootstrap assumptions for three solution-controlling norms:

$$H_{(\text{Frame-Total})};N(t), \mathcal{E}_{(\text{Frame-Kinetic})};N-3(t), \text{ and } \mathcal{E}_{(\text{Frame-Potential})};N-4(t).$$

The norms control the distance of the renormalized solution variables of Def. \[1\] from their FLRW background values with various $t$-weights hiding in the definitions of the norms. See Sect. \[5\] for their definitions.

The norms $H_{(\text{Frame-Total})};M(t)$ are built out of Sobolev norms of the components of the renormalized solution variables relative to the transported spatial coordinate frame. We stress that the $H_{(\text{Frame-Total})};M(t)$ are distinct from the $\mathcal{E}_{(\text{Total})};\theta,M(t)$. We introduce the norms $H_{(\text{Frame-Total})};M(t)$ because our energies $\mathcal{E}_{(\text{Total})};\theta,M(t)$ are quasilinear and their control over the frame components can degenerate as the renormalized metric $G(t,x)$ degenerates. Hence, for the purposes of analysis and Sobolev embedding, it is convenient to work with norms $H_{(\text{Frame-Total})};M(t)$, whose coerciveness is solution-independent.

The main reason that we choose to measure the size of the solution variables’ frame components is: our derivation of strong estimates (see Sect. \[1.7.2\]) for the lower-order derivatives is based on an analysis of frame components. Another reason is that our proof of the existence of the limiting profiles $M_{ij}^{\text{Bang}}(x)$, $(K_{\text{Bang}})^{ij}(x)$, etc. (see Sect. \[1.4\] and Theorem \[2\]) is also based on an analysis of frame components. We connect the coerciveness of the $\mathcal{E}_{(\text{Total})};\theta,M$ to the coerciveness of the $H_{(\text{Frame-Total})};M$ in Sect. \[12\].

The norms $\mathcal{E}_{(\text{Frame-Kinetic})};N-3(t)$ and $\mathcal{E}_{(\text{Frame-Potential})};N-4(t)$ are built out of $C^M$-type norms of the components of various renormalized solution variables relative to the transported spatial coordinate frame. The norm $\mathcal{E}_{(\text{Frame-Kinetic})};N-3(t)$ controls the “kinetic” variables and the norm $\mathcal{E}_{(\text{Frame-Potential})};N-4(t)$ controls the “potential” variables (see Sect. \[1.9\] for additional discussion concerning the kinetic and potential variables). We introduce $\mathcal{E}_{(\text{Frame-Kinetic})};N-3(t)$ and $\mathcal{E}_{(\text{Frame-Potential})};N-4(t)$ in order to take advantage of the strong estimates verified by the solution’s lower-order derivatives. More precisely, the norms $\mathcal{E}_{(\text{Frame-Kinetic})};N-3(t)$ and $\mathcal{E}_{(\text{Frame-Potential})};N-4(t)$ control the renormalized solution variables’ components with stronger $t$-weights than the $t$-weights afforded by the Sobolev norm $H_{(\text{Frame-Total})};N$. This leads to better control over the lower-order derivatives compared to the higher-order derivatives, a fact that plays a key role in the proof of our main stable singularity formation theorem. We discuss this issue in more detail in Sect. \[1.7.2\].

To derive a priori estimates for the $\mathcal{E}_{(\text{Total})};\theta,M$, we also need to measure the pointwise $|.|_G$ norms (see Def. \[3\]) of various tensorfields. The reason is that the energies $\mathcal{E}_{(\text{Total})};\theta,M$, which are the quantities that we will be able to estimate via integration by parts, control square integrals of the $|.|_G$ norms of the derivatives of the renormalized solution variables. In particular, we use the norms $|.|_G$ during our proof of Prop. \[9\]. In this proposition, we derive pointwise bounds for the $|.|_G$ norms of the inhomogeneous terms appearing in
the $\partial_I$-commuted equations. This is a crucially important preliminary step in our derivation of a priori estimates for $\mathcal{E}_{(Total); \theta^s, M}$ because square integrals of the $| \cdot |_G$ norms of the inhomogeneous terms drive the evolution of the $\mathcal{E}_{(Total); \theta^s, M}$.

We now state the norm bootstrap assumptions that we use in our proof of stable singularity formation. We assume that on a time interval $(T, 1]$ of existence, the following norm bounds hold:

$$\mathcal{H}_{(Frame-Total); N}(t) \leq \epsilon t^{-\sigma}, \quad t \in (T, 1], \quad (1.22a)$$

$$\mathcal{E}_{(Frame-Kinetic); N-3}(t) \leq 1, \quad t \in (T, 1], \quad (1.22b)$$

$$\mathcal{E}_{(Frame-Potential); N-4}(t) \leq t^{-\sigma}, \quad t \in (T, 1]. \quad (1.22c)$$

Above, $\epsilon$ and $\sigma$ are small positive numbers whose smallness we adjust throughout our analysis. Our main task is to show how to derive strict improvements of (1.22a)-(1.22c) under a near-FLRW assumption on the data (given at $t = 1$).

The main step in deriving the improvements is to obtain a coupled system of integral inequalities for the $\mathcal{E}_{(Total); \theta^s, M}$, a task that we accomplish in in Prop. 14. In simplified form, the inequalities read

$$\mathcal{E}^2_{(Total); \theta^s, M}(t) \leq C_N \mathcal{H}^2_{(Frame-Total); M}(1)$$

$$+ c_N \epsilon \int \frac{s+1}{a(t)} \mathcal{E}^2_{(Total); \theta^s, M}(s) ds$$

$$+ C_N \epsilon \int \frac{s-1}{a(t)} \sqrt{\mathcal{E}^2_{(Total); \theta^s, M-1}(s)} ds + \cdots.$$  

Above, $c_N$ and $C_N$ are positive constants and $\epsilon$ is the small positive number featured in the bootstrap assumptions (1.22a)-(1.22c). In Corollary 2 we analyze the hierarchy and derive the main a priori estimates by a Gronwall argument. Let us restate some of the estimates that appear in the proof of the corollary: if $\mathcal{E}_{(Total); \theta^s, M}(1) \leq \epsilon^2$ for $0 \leq M \leq N$ and $\epsilon$ is sufficiently small, then the following inequalities hold on any slab $(T, 1] \times \mathbb{T}^3$ of existence:

$$\mathcal{E}^2_{(Total); \theta^s, M}(t) \leq C \epsilon^4 t^{-cM \sqrt{\epsilon}}. \quad (1.24)$$

With the help of the comparison estimates of Prop. 12 and a few additional estimates, inequality (1.24) allows us to deduce an improvement of the main Sobolev norm bootstrap assumption (1.22a) when the data are sufficiently small. As we have mentioned, inequality (1.24) allows for mild energy blow-up as $t \downarrow 0$. Because of the presence of integrals on the second line of the right-hand side of (1.23), our methods force us to accept this loss.

$$\text{absent if } M = 0$$

One slight technical difficulty, which we do not discuss in detail here, is that the energies $\mathcal{E}^2_{(Total); \theta^s, M}$ do not directly control the quantities $\sum_{1 \leq |I| \leq M} \| \partial_I G |c|^2 + \| \partial_I G^{-1} |c|^2$. To control these quantities, we derive another hierarchy of inequalities (see Prop. 13) that is coupled to the hierarchy (1.23).
We now discuss some important aspects of the structure of inequality (1.23). The factor \( \epsilon s^{-1} \) in the integral \( C_N \int_{s=t}^{s=1} s^{-1} E_2^2(Total)_{\theta, s, M} (s) \, ds \) is the most delicate term. It arises from a family of \textit{borderline cubic error integrals} such as the one \( (9.8) \), which leads to the presence of an error integral of the form

\[
\int_{s=t}^{s=1} s^{-1} \| \tilde{K}_G \|_{L^\infty(s)} E_2^2(Total)_{\theta, s, M}(s) \, ds. \tag{1.25}
\]

To bound the integral (1.25) by \( \leq C_N \epsilon \int_{s=t}^{s=1} s^{-1} E_2^2(Total)_{\theta, s, M}(s) \, ds \), we derive the following key estimate (for components):

\[
\left| \tilde{K}_{ij} \right| \leq \epsilon. \tag{1.26}
\]

Note that (1.26) yields \( \| \tilde{K}_G \| = \tilde{K}_a \tilde{K}_b \leq \epsilon^2 \) as desired. A slightly worse bound in (1.26), such as \( \epsilon s^{-\sigma} \), would lead to the integral \( C_N \epsilon \int_{s=t}^{s=1} s^{-1-\sigma} E_2^2(Total)_{\theta, s, M}(s) \, ds \) on the right-hand side of (1.23). This integral would lead to the rapid blow-up of \( E_2^2(Total)_{\theta, s, M}(t) \) like \( \exp(t^{-\sigma}) \), which in turn would invalidate all of our main results. The bound (1.26) is available because the lower-order derivatives of the solution obey strong \( C^M \) estimates, as we describe in Sect. 1.7.2. Similar remarks apply to the integrals \( C_N \epsilon \int_{s=t}^{s=1} s^{-1-CN\sqrt{\sigma}} E_2^2(Total)_{\theta, s, M-1}(s) \, ds \). Here, we have conceded a slightly worse loss of \( \epsilon s^{-1-CN\sqrt{\sigma}} \), but this concession is allowed because the integral depends on a lower-order energy (which, during an inductive bootstrap argument, would already have been suitably bounded). Again, the availability of the non-fatal factor \( \epsilon s^{-1-CN\sqrt{\sigma}} \) is a consequence of the strong estimates obeyed by the lower-order derivatives.

\subsection*{1.7.2 Strong \( C^M \) estimates for the lower-order derivatives}

We now outline our derivation of strong \( C^M \) estimates for the lower-order derivatives of the solution. By “strong,” we mean that they are stronger than the estimates afforded by the bootstrap assumptions and Sobolev embedding. Note that in Sect. 1.7.1, we explained why these strong estimates are an essential ingredient in our derivation of the a priori energy estimates. We derive the strong estimates by taking advantage of the special structure of the Einstein equations in CMC-translated spatial coordinates. The strong estimates incur a loss in derivatives because to derive them, we fix the spatial point \( x \) and treat the evolution equations as ODEs \textit{with small error sources that depend on the higher-order derivatives}. We now discuss the main ideas behind deriving the strong estimates; see Prop. 11 for the details. We first discuss the components \( \tilde{K}_{ij} \). The Sobolev norm bootstrap assumption (1.22a) guarantees only the inadequate bound \( \left| \tilde{K}_{ij} \right| \leq \epsilon t^{-\sigma} \). Based on the presence of the error integral (1.25), this bound would lead to the following error integral on the right-hand side of (1.23):

\[
C_N \epsilon \int_{s=t}^{s=1} s^{-1-\sigma} E_2^2(Total)_{\theta, s, M}(s) \, ds.
\]

As we described in Sect. 1.7.1, such an error integral is damaging and would destroy the viability
of our proof. We now sketch a proof of how to derive the critically important improved estimate \( \|K^i\| \leq \epsilon \) stated in (1.26). To derive this bound, one can insert the bootstrap assumptions (1.22a)-(1.22c) into the evolution equation (1.27) and deduce

\[
\|\partial_t K^i\| \leq \epsilon^{t^{-1/3} - Z \sigma},
\]

where \( Z \) is a positive integer that depends only on the number of terms in the products on the right-hand side of (1.27). More precisely, to derive (1.27), we roughly use the following strategy. We isolate \( \partial_t K^i \) using the evolution equation (4.7b) and put all remaining terms on the right-hand side. We bound these remaining terms by using the bootstrap assumptions (1.22a)-(1.22c) + Sobolev embedding. The bootstrap assumptions imply that in a given product, all renormalized field variable frame components except for at most one can be bounded in \( C^0 \) by \( t^{-\sigma} \); this is where we use the lower-order bootstrap assumptions (1.22b)-(1.22c). As a consequence of the Sobolev norm bootstrap assumption (1.22a), the possible exceptional term in the product is bounded in \( C^0 \) by at worst “high-order bound” \( \epsilon^{t^{-1/3} - Z \sigma} \). This additional factor \( t^{-1/3} \) comes from the “potential terms” \( \gamma \) and \( U \) appearing (implicitly) in the norm bootstrap assumption (1.22a), these terms appear on the left-hand side of (1.27) with a factor \( t^{1/3} \). The factors of \( t^{1/3} \) emerge naturally from the structure of our energy estimates, which we discuss in Sect. 1.9.1 (see in particular the powers of \( t \) in equations (1.30a)-(1.30b)). Using this strategy, we can more or less directly infer the power of \( \epsilon^{t^{-1/3} - Z \sigma} \) on the right-hand side of (1.27) by examining the evolution equation (4.7b), where powers of \( t \) explicitly appear. Roughly speaking, the “worst” power of \( t \) explicitly appearing in equation (4.7b) is \( t^{1/3} \), while the above argument has just shown that the bootstrap assumptions allow us to bound any product of renormalized field variable frame components in \( C^0 \) by at worst \( \epsilon^{t^{-1/3} - Z \sigma} \). Thus, in total, the worst source term for \( \partial_t K^i \) can be bounded by \( \epsilon^{t^{1/3}t^{-2/3} - Z \sigma} \), which yields (1.27). We now integrate (1.27) from \( t \) to 1, use the integrability of \( t^{1/3}t^{-2/3} - Z \sigma \) over the interval \( (0, 1) \) (for sufficiently small \( \sigma \)), and use the small-data assumption \( |K^i(1, x)| \leq \epsilon \), to deduce the desired strong estimate (1.26).

The remaining strong estimates for the non-lapse variables in Prop. 6 are equally important and can be derived with a similar strategy, but we must prove them in a viable order; the proofs of some of the strong estimates require the availability of other ones that must be proved independently. Hence, the proofs reveal some effective partial dynamic decoupling of the lower-order derivatives of some of the solution variables. As a last step in the proof of the proposition, we use the maximum principal to derive the estimates for the lapse variables; see Sect. 1.8.
1.8 The renormalized lapse variables - governed by two elliptic PDEs

We now highlight some interesting and important issues that arise in our analysis of the renormalized lapse variables $\Psi$ and $\Theta_i$ (see Def. 1). These issues are relevant for the derivation of strong estimates for the lower-order lapse derivatives and also for the derivation of our main energy estimates up to top-order. The main point is that the elliptic equation verified by $\Psi$ can be expressed in two different ways; see equations (4.4a) and (4.4b). The equivalence (for lower-order derivatives) of these two expressions is a consequence of the Hamiltonian constraint equation (4.1a), which connects the scalar curvature $R$ of $g$ to $\hat{K}$ and the fluid variables.

The second lapse equation (4.4b) involves inhomogeneous terms that are of a favorable size, but that depend on one derivative of $\gamma$ (because $R$ depends on one derivative of $\gamma$). The first lapse equation (4.4a) involves homogeneous terms that are of a dangerous size $\sim t^{-4/3}$. However, these terms have an extra degree of differentiability compared to the inhomogeneous terms appearing in the second lapse equation. In view of these remarks, we adopt the following basic strategy: whenever we want to derive estimates for the lower-order lapse derivatives of the lapse variables, we use the second lapse equation; the source terms are much smaller in this equation. However, in order to close the top order energy estimates, we are forbidden from using the favorable second equation because of its dependence on one derivative of $\gamma$; there would be too many derivatives on $\gamma$ to close the estimates. Thus, for these top order derivatives, we are forced to use the first equation. We are thus compelled to prove estimates that are just good enough to allow us to control the top order derivatives of the lapse despite the presence of the dangerous source terms.

These estimates reflect a tension that is enforced by the Hamiltonian constraint (4.1a). On the one hand, if one expresses $R$ in terms of $g$ and its spatial derivatives, then our strong estimates show that $R$ is an order $\epsilon t^{-(2/3+)}$ term. On the other hand, the kinetic terms (which are defined in Sect. 1.9) in (4.1a) suggest that $R$ “wants to be” an order $\epsilon t^{-(2,)}$ term. For the lower-order spatial derivatives of $R$, our strong estimates guarantee that the former estimates hold, which means that there must be severe cancellation among the kinetic terms in (4.1a). For the top order spatial derivatives of $R$, the expression in terms of $g$ and its spatial derivatives is not in $L^2$, and thus the kinetic terms in (4.1a) dictate the top order $L^2$ behavior of the lapse. A major aspect of our analysis is that we constantly have to battle this kind of tension.

1.9 Dominance of the kinetic terms and VTD behavior

It is convenient to group the solution variables into two classes, namely the “kinetic terms” and the “potential terms.” By kinetic terms, we mean the variables $\hat{K}^i_j$ and $\hat{P}$, while by potential terms, we mean $\gamma^{i,j}_k$ and $U^i$. Moreover, since the variable $\sqrt{\text{det}G}$ has analytic properties in common with $\hat{K}^i_j$ and $\hat{P}$, we will also refer to it as a kinetic variable. Similarly, since $G_{ij}$, $(G^{-1})^{ij}$, $\Psi$, and
\(\Theta_i\) have analytic properties in common with \(\gamma^i_{jk}\) and \(U^i\), we will also refer to these variables as potential variables. Our analysis (more precisely, the strong \(C^M\) estimates discussed in Sect.\([1,7,2]\)) roughly shows that in many cases, the kinetic terms are the dominant influence in the Einstein-stiff fluid equations near the singularity. As an example, we discuss the evolution equation (3.11b), which we express as

\[
\partial_t(k^i_j) = -\frac{1}{t}k^i_j + \text{linear-in-potential terms.} \tag{1.28}
\]

The strong estimates of Sect.\([7]\) can be used to show that the potential terms on the right-hand side of (1.28) are \(\mathcal{O}(t^{-2^{3/3-c}\sqrt{T}})\) while the kinetic term \(-\frac{1}{t}k^i_j\) is of the much larger order \(t^{-2}\).

Moreover, consider (for example) inequality (1.10d), which shows that the time-rescaled field \(tk^i_j\) converges to a time-rescaled-near-FLRW field \((K_{Bang})^i_j(x)\) as \(t \downarrow 0\). Another way to view this convergence is as follows: \(k^i_j(t,x)\) is asymptotic to a field \(t^{-\frac{1}{3}}(K_{Bang})^i_j(x)\) that verifies an \(x\)-parameterized ODE. This \(x\)-parameterized ODE is obtained by simply throwing away the potential terms from equation (1.28). This is an example of the VTD behavior mentioned in Remark 4.9.1

1.9.1 The main energy integral inequality and the key approximate monotonicity inequality

We now discuss the derivation of the integral inequality (9.2) for the total energies \(E_{(Total),\theta,\psi,\varnothing, M}\), which is one of the main ingredients in our derivation of the energy hierarchy (1.23). The derivation of (9.2) is essentially an elaborate integration by parts inequality that takes into account the following key structures: i) the availability of the strong \(C^M\) estimates for the lower-order derivatives; ii) the partially decoupled nature of the metric and fluid energy estimates; and most importantly, iii) the unexpected availability of two additional favorably signed spacetime integrals that control the lapse variables. Because of its importance, we quickly summarize here (and describe in more detail below) the main idea behind point iii). The key observation is that in deriving energy estimates for the \(\partial_t\) commuted fluid quantities, we encounter the following error integral (see (1.33)):

\[
-\frac{2}{3}t^{1/3} \int_{\mathbb{T}^3} \left(\partial_t \hat{P}\right) \left(\partial_t \psi\right) \, dx. \tag{1.29}
\]

Amazingly, we are able to derive identities showing that (1.29) has a good sign towards the past and in fact yields signed integrals that provide control of \(t\)-weighted versions of the lapse quantities \(\|\partial_t \psi\|_{L^2}\) and \(\|\partial_t \theta\|_{L^2}\). Moreover, as we shall see, we need the signed integrals to absorb other error integrals that would otherwise spoil our estimates.

Because our integration by parts arguments are computationally involved, we have chosen to organize the calculations using the framework of energy currents. These currents allow us to derive \(L^2\)-type identities for the derivatives
\( \partial_f \) of the renormalized field variables, where \( \tilde{l} \) is a spatial derivative multi-index. We introduce the abbreviated notation \( \hat{K}^i_\lambda := \partial_f \hat{K}^i_\lambda, \hat{\gamma}^i_\lambda := \partial_f \hat{\gamma}^i_\lambda, \) \( \hat{\psi} := \partial_f \hat{\psi}, \hat{\Theta}_\lambda := \partial_f \hat{\Theta}_\lambda, \hat{P} := \partial_f \hat{P}, \hat{U} := \partial_f \hat{U}. \) The quantities \( \hat{K}, \) etc. are known as \textit{variations}. Note that the notation \( \cdot \) in the variations has nothing to do with time derivatives. The energy currents are spacetime vectorfields \( \mathcal{J}^\mu_{(\text{Metric})}[(\hat{K}, \hat{\gamma}), (\hat{K}, \hat{\gamma})] \) and \( \mathcal{J}^\mu_{(\text{Fluid})}[(\hat{P}, \hat{U}), (\hat{P}, \hat{U})] \) that depend quadratically on their arguments \([\cdot, \cdot]\), on the solution variables \( G_{ij}, \) \( P, \) and \( U^i, \) and in the case of \( \mathcal{J}^\mu_{(\text{Metric})}, \) also on \( \hat{\Theta}. \) We give their precise definitions in Def. \[10\] and Def. \[11\] Roughly speaking, these currents exist and have useful properties because the evolution equations are hyperbolic. A general framework addressing the availability of and properties of energy currents was provided by Christodoulou \[17\] (see also \[18\] regarding the existence/use of currents for the relativistic Euler equations in Eulerian variables). However, instead of using the general framework, we have simply derived the currents by hand in this article.

The most important analytic properties of the currents are the following:

1. Under our bootstrap assumptions, the following positivity properties are verified by the quadratic forms \( \mathcal{J}^0_{(\text{Metric})}[(\cdot, \cdot)] \) and \( \mathcal{J}^0_{(\text{Fluid})}[(\cdot, \cdot)] \):

\[
\mathcal{J}^0_{(\text{Metric})}[(\hat{K}, \hat{\gamma}), (\hat{K}, \hat{\gamma})] = |\hat{K}|^2 + \frac{1}{4} l^{\text{top}} |\hat{\gamma}|^2. \tag{1.30a}
\]

\[
\mathcal{J}^0_{(\text{Fluid})}[(\hat{P}, \hat{U}), (\hat{P}, \hat{U})] = \frac{1}{2} \hat{P}^2 + \frac{2}{9} l^{\text{top}} |\hat{U}|^2. \tag{1.30b}
\]

2. By using the Einstein-stiff fluid equations for substitution, \( \partial_p(\mathcal{J}^\mu_{(\text{Metric})}[(\hat{K}, \hat{\gamma}), (\hat{K}, \hat{\gamma})]) \) and \( \partial_p(\mathcal{J}^\mu_{(\text{Fluid})}[(\hat{P}, \hat{U}), (\hat{P}, \hat{U})]) \) can be expressed in terms of inhomogeneous terms that depend on the variations themselves, \textit{but not} on their spacetime derivatives \( \partial_{\text{sp}}(\hat{K}, \hat{\gamma}), \partial_p(\hat{P}, \hat{U}), \) or \( \partial_{\text{sp}}(\hat{\psi}, \hat{\Theta}). \)

We provide precise expressions for \( \partial_p(\mathcal{J}^\mu_{(\text{Metric})}[(\hat{K}, \hat{\gamma}), (\hat{K}, \hat{\gamma})]) \) and \( \partial_p(\mathcal{J}^\mu_{(\text{Fluid})}[(\hat{P}, \hat{U}), (\hat{P}, \hat{U})]) \) in \( (5.13) \) and \( (5.17) \). These two equations are simply differential versions of integration by parts identities. The energies \( \delta^2_{(\text{Metric}), M}(t) \) and \( \delta^{(\text{Fluid}), M}(t) \) appearing in \( (1.21) \) are constructed by integrating the 0 (i.e., normal) component of the currents over the hypersurfaces \( \Sigma_t \):

\[
\delta^2_{(\text{Metric}), M}(t) := \sum_{|\tilde{l}| \leq M} \int_{\Sigma_t} \mathcal{J}^0_{(\text{Metric})}[\partial_f(\hat{K}, \hat{\gamma}), \partial_f(\hat{K}, \hat{\gamma})] d\Sigma_t, \tag{1.31a}
\]

\[
\delta^{(\text{Fluid}), M}(t) := \sum_{|\tilde{l}| \leq M} \int_{\Sigma_t} \mathcal{J}^0_{(\text{Fluid})}[\partial_f(\hat{P}, \hat{U}), \partial_f(\hat{P}, \hat{U})] d\Sigma_t. \tag{1.31b}
\]

By applying the divergence theorem, we will obtain \textit{separate} a priori integral inequalities for the energies \( \delta_{(\text{Metric}), M}(t) \) and \( \delta^{(\text{Fluid}), M}(t) \); see \( \{13\} \) and \( \{12\} \). We remark that the inhomogeneous terms that arise in commuting the equations with \( \partial_f \) (for \( |\tilde{l}| \leq M \)) are present on the right-hand sides of these...
inequalities. The starting points for the a priori estimates are the following identities, valid for $t \in (0, 1]$:

\[
\delta^2_{(\text{Metric})_M}(t) = \delta^2_{(\text{Metric})_M}(1) \\
- \sum_{|I| \leq M} \int_{s=t}^1 \partial_\mu \left( J^\mu_{(\text{Metric})} \right) \left[ \partial_I (\dot{K}, \gamma), \partial_j (\dot{K}, \gamma) \right] dx,
\]

\[
\delta^2_{(\text{Fluid})_M}(t) = \delta^2_{(\text{Fluid})_M}(1) \\
- \sum_{|I| \leq M} \int_{s=t}^1 \partial_\mu \left( J^\mu_{(\text{Fluid})} \right) \left[ \partial_I (\dot{P}, U), \partial_j (\dot{P}, U) \right] dx,
\]

which follow from the divergence theorem. The challenge is to use the equations (5.13) and (5.17), the strong estimates for the lower-order derivatives, and the structure of the inhomogeneous terms in the Einstein-stiff fluid equations to estimate the right-hand sides of (1.32a)-(1.32b) back in terms of $\delta_{(\text{Metric})_M}$ and $\delta_{(\text{Fluid})_M}$; this is exactly what we accomplish in the energy inequality hierarchies (1.29).

We now discuss the delicate issues that arise in combining the metric and fluid energy integral inequalities into the fundamental total energy integral inequality (9.2). We first discuss the metric energy integral inequality (9.3). This is a mostly standard energy integral inequality that arises from carefully analyzing the terms in the divergence identity (5.13) for $\partial_\mu \left( J^\mu_{(\text{Metric})} \right) \left[ (\dot{K}, \dot{\gamma}), (\dot{K}, \dot{\gamma}) \right]$. The positive spacetime integral on the left-hand side of (9.3), which provides control of $|\dot{\gamma}^2_G|$, arises when the time derivative $\partial_t$ hits the $t^{4/3}$ factor in the product $\frac{1}{2} t^{4/3} (G^{-1})^{ab}(G^{-1})^{cf} G_{ij} \ddot{\gamma}_e^a \ddot{\gamma}_f^b$ from the expression (5.12a) for $J^0_{(\text{Metric})} \left[ (\dot{K}, \dot{\gamma}), (\dot{K}, \dot{\gamma}) \right]$. There are cross terms of the form $|\dot{\gamma} G|$ and $|\dot{\gamma} G|$ that arise in the derivation of (9.3), but these terms can be respectively bounded by $C^{-1}|\dot{\gamma} G| + C|U|^2_G$ and $C^{-1}|\dot{\gamma} G| + C|\dot{\gamma} G|$. For large enough $C$, the $C^{-1}|\dot{\gamma} G|^2$ terms can be absorbed into the positive spacetime integral on the left-hand side of (9.3), while the other two terms generate quadratic fluid and lapse terms that appear with dangerous large constants; we will soon address how we handle these large constants.

The derivation of the fluid energy integral inequality (9.12) is much more delicate and is at the heart of our derivation of the approximate $L^2$ monotonicity inequality. We first discuss the more standard features of the inequality. The positive spacetime integral involving $|\partial_I U|^2_G = |U|^2_G$ on the left-hand side of (9.12) arises when the time derivative $\partial_t$ hits the $t^{4/3}$ factor in the product $2t^{4/3} \left[ \ddot{P} + \frac{1}{3} \right]^2 G_{ij} \ddot{U}^i \ddot{U}^j$ from the expression (5.16a) for $J^0_{(\text{Fluid})} \left[ (\dot{P}, \dot{U}), (\dot{P}, \dot{U}) \right]$. This is completely analogous to our analysis of $\partial_\mu \left( J^\mu_{(\text{Metric})} \right) \left[ (\dot{K}, \dot{\gamma}), (\dot{K}, \dot{\gamma}) \right]$. The subtle feature is the origin of the positive spacetime integrals on the left-hand side of (9.12) involving the lapse variables. These spacetime integrals arise from a subtle analysis of the spacetime integral corresponding to the $-\frac{2}{3} t^{1/3} \ddot{\psi}$ term on the right-hand side of the expression (5.17) for
\[ \partial_b (J_{(\text{Fluid})}^\mu (\dot{P}, \dot{U}, (\dot{P}, \dot{U}))). \] The spatial integral corresponding to this term is

\[ -\frac{2}{3} t^{1/3} \int_{\mathbb{R}^3} (\partial \dot{P}) (\partial \dot{\Psi}) \, dx. \tag{1.33} \]

The miracle is the following: we can use version 1 of the commuted lapse equation, namely \( (D.3a) \), to replace the term \( \frac{2}{3} \partial_1 \dot{P} \) with \( \frac{2}{3} L \partial_1 \dot{\Psi} \), plus some error terms (the signs and the size of the constant factors is crucially important).

Here, \( L \) is the negative definite elliptic operator defined in \( (4.2a) \); we have \( L = t^{4/3} (G^{-1})^{ab} \partial_a \partial_b - 1 + \) error terms. We remark that this step requires the combined use of some of the special structure of the Einstein equations in our gauge, for in deriving the commuted lapse equation \( (D.3a) \), we used the Hamiltonian constraint and the constant mean curvature condition. That is, the fact that we can replace \( \frac{2}{3} \partial_1 \dot{P} \) with \( \frac{2}{3} L \partial_1 \dot{\Psi} \) is a consequence of the original lapse equation \( (1.18) \), the constant mean curvature condition, and the Hamiltonian constraint \( (4.1a) \). We then integrate by parts in \( (1.33) \) (after making the replacement), which, up to some additional error terms, generates two negative spacetime integrals on the right-hand side of \( (1.32b) \). One of the integrals controls \( |\partial_1 \dot{\Psi}|^2 \), while the other controls \( |\partial_1 \theta|^2 \). These integrals are multiplied by certain constants that are of great importance. We bring these two integrals over to the left-hand side of inequality \( (9.2) \), which in total results in the presence of the three spacetime integrals involving positive constants. The reason that the size of the constants is important is the presence of the cross term \(-4t(P + \frac{1}{2})^2 \dot{U}_a \dot{\theta}_a\) on the right-hand side of the expression \( (5.17) \) for \( \partial_b (J_{(\text{Fluid})}^\mu (\dot{P}, \dot{U}, (\dot{P}, \dot{U}))). \) It turns out that the constants available are large enough such that the quadratic integral corresponding to this term can be completely soaked up into the positive integrals on the left-hand side of \( (9.2) \) with a bit of room to spare. Furthermore, there are no integrals on the right-hand side of the fluid energy integral inequality \( (9.12) \) involving the quadratic top order term \( |\partial_1 \theta|^2 \). This structure will play an absolutely essential role when we combine the metric and fluid energies.

In order to combine the metric and fluid energy integral inequalities \( (9.3) \) and \( (9.12) \) into the main energy integral inequality \( (9.2) \), we simply add a small positive multiple \( \theta \) of the metric energy inequality \( (9.3) \) to the fluid energy inequality \( (9.2) \). If \( \theta = \theta^* \) is sufficiently small, then the integrals corresponding to the dangerous terms \( C \theta |\dot{U}|_G^2 \) and \( C \theta |\dot{\theta}|^2 \) present on the right-hand side of the metric estimate can be soaked up into the left-hand side of the fluid estimate. In this manner, we have therefore eliminated all of the unfavorably signed top order pure quadratic terms with large constants. This is the content of the main energy integral inequality \( (9.3) \); this is the aforementioned “approximate monotonicity” inequality.

Note that we have not yet discussed the following key issue connected to the derivation of the energy hierarchy \( (1.23) \): that of bounding the spacetime integrals appearing (implicitly, in the divergence of the currents) on the right-hand sides of \( (1.32a) - (1.32b) \) that arise from the inhomogeneous terms in the
$\partial f$-commuted equations. More precisely, to close our estimates, we have to bound these integrals in terms of the energies $\mathcal{E}_{(\text{Total})\theta,M}(t)$. In Sect. 1.9.2 we provide a brief overview of this analysis.

The favorably signed lapse spacetime integrals described in this section somewhat remind of Guo’s work [41], in which he proved small-data global existence for irrotational solutions to the Euler-Poisson system in three spatial dimensions. Guo’s result is far from obvious, for without the coupling to the Poisson equation, small-data irrotational Euler solutions in three spatial dimensions can blow-up in finite time [18], [76]. Roughly, the reasons that small-data blow-up occurs in solutions to the irrotational Euler wave equation are that the nonlinearities do not verify the null condition and that solutions to the corresponding linearized wave equation decay at the non-integrable rate $(1+t)^{-1}$. The main idea behind Guo’s proof was his observation that linearizing the wave equation verified by the velocity $u$ in the irrotational Euler-Poisson equations leads to a favorable linear-in-$u$ term. That is, the linearized equation is a Klein-Gordon equation with a decay-producing mass term. Since solutions to Klein-Gordon equations in three spatial dimensions decay at the integrable rate $(1+t)^{-3/2}$ (see [84]), Guo was able to exploit this property to prove his small-data global existence result. The effect generated by the favorable linear-in-$u$ term is in rough analogy with the availability of the coercive lapse integrals discussed above.

1.9.2 The inhomogeneous term integrals

In order to derive the energy inequality hierarchy (1.23), we have to bound the spacetime integrals appearing (implicitly, in the divergence of the currents) on the right-hand sides of (1.32a)-(1.32b) in terms of the energies $\mathcal{E}_{(\text{Total})\theta,M}(t)$. Most of these integrals are generated by the many inhomogeneous terms that appear on the right-hand side of the $\partial f$-commuted equations. We carry out this analysis Sect. 10 and Sect. 11. The crux of it is our derivation of pointwise bounds for the $|\cdot|_{\mathcal{G}}$ norms of the inhomogeneous terms; see Prop. 9. Following this, we can easily estimate the spacetime integrals by squaring the pointwise bounds and integrating. To facilitate the analysis, we divide many of the inhomogeneous terms into two classes: “junk terms,” whose integrals are easy to estimate, and “borderline” terms, whose integrals have to be treated with care; see e.g. our labeling of the inhomogeneous terms in equations (D.8a)-(D.8b). The borderline terms generate some of the spacetime integrals in (1.23) involving the dangerous factors $C_{N\epsilon s}^{-1}$ and $C_{N\epsilon s}^{-1-\sqrt{\epsilon}}$. The challenge is to show that the dangerous factors are not worse than this. The main idea behind our analysis is to bound products $\sum_{|\mathcal{I}|=|\mathcal{J}|\leq |\mathcal{I}|} |\partial_{\mathcal{I}} v|_{\mathcal{G}} |\partial_{\mathcal{J}} w|_{\mathcal{G}}$ by using the strong $C_{\mathcal{G}}^M$ estimates of Prop. 9 to control the term with the least number of derivatives on it in $L^\infty$. In the cases where $|\mathcal{I}| = 0$ or $|\mathcal{J}| = 0$, the corresponding spacetime integral is principal order in terms of its place in the hierarchy. It is therefore especially important that we have the best possible $L^\infty$ estimates in these cases, and estimates such as (7.2c) with $M = 0$ (which is implied by (1.26)) play a distinguished role.
1.9.3 Other matter models

We now explain what distinguishes the stiff fluid equation of state from others of the form \( p = c_s^2 \rho \). The main point is that for a general equation of state, the elliptic lapse PDE contains a pure kinetic term proportional to \( p - \rho \), that is, it is of the form \( g^{ab} \nabla_a \nabla_b (n-1) = \frac{2}{3} (p - \rho) + \cdots \); see (3.13). Clearly this term vanishes only in the case \( c_s = 1 \). If present, this term would dominate the behavior of the lapse and preclude our ability to derive the strong estimates for it at the lower orders (as described in Sect. 1.8). Our entire proof would therefore break down. Similar remarks hold for the evolution equation verified by the components \( k^i_j \). It would be interesting to characterize those matter models for which the relevant pure kinetic terms are absent. For such matter models, it may be possible to prove a theorem analogous to our main stable singularity formation theorem.

1.10 Approximate monotonicity via parabolic lapse gauges

In [73], we constructed a one-parameter family of gauges in which the approximate monotonicity is also visible. The gauge condition is given by replacing the CMC condition \( k_a^a(t, x) = -t^{-1} \) with

\[
\lambda^{-1}(n - 1) = tk_a^a + 1,
\]

(1.34)

where \( \lambda \neq 0 \) is a real number. In the case of the scalar field matter model, we derived the approximate monotonicity whenever \( \lambda \geq 3 \). In addition to imposing (1.34), we also used transported spatial coordinates and decomposed \( g = -n^2 dt^2 + g_{ab} dx^a dx^b \) as in (1.17). Note that the case \( \lambda = \infty \) formally corresponds to the CMC condition. Under the gauge (1.34) with transported spatial coordinate, the Einstein-stiff fluid equations look much as they do in CMC case. The most significant change is that the elliptic CMC equation (1.18) is replaced with the following parabolic lapse equation, which for \( \lambda > 0 \) is locally well posed only the past direction:

\[
\lambda^{-1} \partial_t (n - 1) + g^{ab} \nabla_a \nabla_b (n - 1) = (n - 1) \left\{ 1 - \lambda^{-1} + R - 2pu u^a \right\} \\
\quad + \lambda^{-1} (\lambda - 2) \frac{1}{t^2} (n - 1)^2 + \lambda^{-2} \frac{1}{t^2} (n - 1)^3 \\
\quad + R - 2pu u^a.
\]

(1.35)

Based on the linearized stability results of [73], we expect that the main results of the present article could also be derived in the parabolic lapse gauge; we do not pursue this issue in detail here.

Remark 6 An advantage of the parabolic gauges is that one does not have to construct a CMC hypersurface.
1.11 Paper outline

- In Sect. 2, we introduce some notation and conventions that we use throughout the article.
- In Sect. 3, we state the Einstein-stiff fluid equations relative to CMC-transported spatial coordinates.
- In Sect. 4, we introduce renormalized solution variables. We then state the PDEs that are verified by the renormalized variables. The system is equivalent to the system from Sect. 3.
- In Sect. 5, we introduce the norms that we use to study the renormalized solution variables. We also introduce the equations of variation, which is another name for the equations verified by the $\partial_I$-differentiated variables. Finally, we introduce the metric and fluid energy current vectorfields. In Sect. 9, we use these currents in the divergence theorem to derive our fundamental integration by parts integral inequalities for the renormalized solution variables and their spatial derivatives.
- In Sect. 6, we introduce the norm bootstrap assumptions that we use in the proof of our main stable singularity formation theorem. We then define the metric and fluid energies that we use in service of our analysis of the norms. The currents of Sect. 5 play a fundamental role in the definitions of the energies. Finally, we deduce the coercive properties of the energies.
- In Sect. 7, we use the bootstrap assumptions to derive strong $C^M$ estimates for the lower-order derivatives of the renormalized solution variables.
- In Sect. 8, we provide a preliminary $L^2$ analysis of the lapse variables. In particular, we prove a key proposition that shows that a certain quadratic term, which arises in the divergence identity for the fluid energy current, leads to $L^2$-control over the renormalized lapse variables.
- In Sect. 9, we derive our fundamental integration-by-parts-based energy integral inequalities for the solution. These estimates provide preliminary integral inequalities for the energies. However, the inhomogeneous term integrals, which arise from the inhomogeneous terms in the $\partial_I$-commuted equations, are not estimated in this section.
- In Sect. 10, we use the strong estimates of Sect. 7 to derive suitable pointwise bounds for the inhomogeneous terms appearing in the $\partial_I$-commuted equations.
- In Sect. 11, we use the estimates of Sect. 8 and Sect. 10 to bound the $L^2$ norms of the renormalized lapse variables and the inhomogeneous terms by the energies.
- In Sect. 12, we compare the coerciveness of the solution Sobolev norms to the coerciveness of the energies.
- In Sect. 13, we combine the estimates of the previous sections in order to derive our fundamental a priori estimates for the norms of the renormalized variables.
- In Sect. 14, we discuss local well-posedness and continuation criteria for the Einstein equations. We also show the existence of a CMC hypersurface in the spacetimes under consideration.
– In Sect. 15, we prove our main theorem showing past-stable Big Bang formation in spacetimes launched by near-FLRW data.
– In Appendix A, we provide some basic metric and curvature relations.
– In Appendix B, we provide some additional details concerning the equations that we stated in Sect. 3.
– In Appendix C, we provide some additional details concerning the equations for the renormalized variables that we stated in Sect. 4.
– In Appendix D, we provide the precise form of the $\partial_I$–commuted equations.

2 Notation and Conventions

In this section, we summarize some notation and conventions that we use throughout the article.

2.1 Foliations

The spacetime manifolds $M$ of interest will be equipped with a time function $t$ that partitions certain regions $V \subset M$ into spacelike hypersurfaces of constant time: $V = (T, 1] \times T^3 = \cup_{t \in (T, 1]} \Sigma_t$. The $\Sigma_t$ are often CMC hypersurfaces. The level sets of $t$ are denoted by $\Sigma_t$:

$$\Sigma_t := \{(s, x) \in V \mid s = t\}. \quad (2.1)$$

2.2 Metrics

Most (but not all) of the article concerns spacetime metrics $g$ of the form $g = -n^2 dt^2 + g_{ab} dx^a dx^b$. $n(t, x)$ is the lapse function, and $g_{ij}(t, x)$ is a Riemannian metric on $\Sigma_t$.

2.3 Indices and determinants

Greek “spacetime” indices $\alpha, \beta, \cdots$ take on the values 0, 1, 2, 3, while Latin “spatial” indices $a, b, \cdots$ take on the values 1, 2, 3. Repeated indices are summed over (from 0 to 3 if they are Greek, and from 1 to 3 if they are Latin). Spatial indices are lowered and raised with the Riemannian 3–metric $g_{ij}$, and its inverse $g^{ij}$. We never implicitly lower and raise indices with the renormalized metric $G$ defined in Def. 1; we always explicitly indicate the factors of $G$ and $G^{-1}$ whenever the renormalized metric is involved in lowering or raising.

We use the notation

$$\det g \quad (2.2)$$

to denote the determinant of the $3 \times 3$ matrix $g_{ij}$. 
2.4 Spacetime tensorfields and Σt-tangent tensorfields

We denote spacetime tensorfields $T^{\mu_1\cdots\mu_n}_{\nu_1\cdots\nu_m}$ in bold font. We denote the $g$-orthogonal projection of $T^{\mu_1\cdots\mu_n}_{\nu_1\cdots\nu_m}$ onto the constant-time hypersurfaces $\Sigma_t$ in non-bold font: $T^{\mu_1\cdots\mu_n}_{\nu_1\cdots\nu_m\Sigma_t}$. We also denote general $\Sigma_t$-tangent tensorfields in non-bold font.

2.5 Coordinate systems and differential operators

We often work in a fixed standard local coordinate system $(x^1, x^2, x^3)$ on $\mathbb{T}^3$. The vectorfields $\partial_t := \frac{\partial}{\partial t}$ are globally well-defined even though the coordinates themselves are not. Hence, in a slight abuse of notation, we use $\{\partial_t, \partial_1, \partial_2, \partial_3\}$ to denote the globally defined vectorfield frame. The corresponding co-frame is denoted by $\{dx^1, dx^2, dx^3\}$. The spatial coordinates can be extended to a local coordinate system $(x^0, x^1, x^2, x^3)$ on manifolds-with-boundary of the form $(T, 1) \times \mathbb{T}^3$, and we often write $t$ instead of $x^0$. The precise manner in which this is carried out is explained at the beginning of Sect. 3. The corresponding vectorfield frame on $(T, 1) \times \mathbb{T}^3$ is $\{\partial_t, \partial_1, \partial_2, \partial_3\}$, and the corresponding dual frame is $\{dx^0, dx^1, dx^2, dx^3\}$. Relative to this frame, the FLRW metric $\bar{g}$ is of the form $\begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}$. The symbol $\partial_t$ denotes the frame derivative $\frac{\partial}{\partial t}$, and we often write $\partial_t$ instead of $\partial_0$ and $dt$ instead of $dx^0$. Most of our estimates and equations are stated relative to the frame $\{\partial_\nu\}_{\mu=0,1,2,3}$ and the dual frame $\{dx^\mu\}_{\mu=0,1,2,3}$.

We use the notation $\partial_f$ to denote the *spatial coordinate* gradient of the function $f$. Similarly, if $\Theta$ is a $\Sigma_t$-tangent one-form, then $\partial \Theta$ denotes the $\Sigma_t$-tangent type $(1,0)$ tensorfield with components $\partial_t \Theta_j$ relative to the frame described above.

If $\vec{I} = (n_1, n_2, n_3)$ is a triple of non-negative integers, then we define the *spatial* multi-index coordinate differential operator $\partial_{\vec{I}}$ by $\partial_{\vec{I}} = \partial_1^{n_1} \partial_2^{n_2} \partial_3^{n_3}$. The notation $|\vec{I}| := n_1 + n_2 + n_3$ denotes the order of $\vec{I}$.

Throughout, $\mathbf{D}$ denotes the Levi-Civita connection of $g$. We write

$$
\mathbf{D}_j T^{\mu_1\cdots\mu_n}_{\nu_1\cdots\nu_m} = \partial_j T^{\mu_1\cdots\mu_n}_{\nu_1\cdots\nu_m} + \sum_{r=1}^m \Gamma^{\mu_1\cdots\mu_n}_{\nu_1\cdots\nu_m \Sigma_t} \partial_r T^{\mu_1\cdots\mu_n}_{\nu_1\cdots\nu_m} + \sum_{r=1}^n \Gamma^{\mu_1\cdots\mu_n}_{\nu_1\cdots\nu_m \Sigma_t} \partial_r T^{\mu_1\cdots\mu_n}_{\nu_1\cdots\nu_m} \tag{2.3}
$$

to denote a component of the covariant derivative of a tensorfield $T$ (with components $T^{\mu_1\cdots\mu_n}_{\nu_1\cdots\nu_m}$) defined on $\mathbf{M}$. The Christoffel symbols of $g$, which we denote by $\Gamma^{\mu_1\cdots\mu_n}_{\nu_1\cdots\nu_m}$, are defined in (A.19a).

We use similar notation to denote the covariant derivative of a $\Sigma_t$-tangent tensorfield $T$ (with components $T^{\mu_1\cdots\mu_n}_{\nu_1\cdots\nu_m \Sigma_t}$) with respect to the Levi-Civita connection $\nabla$ of the Riemannian metric $g$. The Christoffel symbols of $g$, which we denote by $\Gamma^{\mu_1\cdots\mu_n}_{\nu_1\cdots\nu_m}$, are defined in (A.19b).
2.6 Commutators and Lie brackets

Given two operators $A$ and $B$,

$$[A,B]$$  

(2.4)

denotes the operator commutator $AB - BA$.

If $X$ and $Y$ are two vectorfields, then

$$\mathcal{L}_X Y = [X,Y]$$  

(2.5)

denotes the Lie derivative of $Y$ with respect to $X$. Relative to an arbitrary coordinate system,

$$[X,Y]^\mu = X^\alpha \partial_\alpha Y^\mu - Y^\alpha \partial_\alpha X^\mu.$$  

(2.6)

2.7 $L^2$ norms

All of our Sobolev norms are built out of the (spatial) $L^2$ norms of scalar quantities (which may be the components of a tensorfield). If $f$ is a function defined on the hypersurface $\Sigma_t$, then we define the standard $L^2$ norm $\|f\|_{L^2}$ over $\Sigma_t$ as follows:

$$\|f\|_{L^2} = \|f\|_{L^2}(t) := \left( \int_{T^3} |f(t,x^1,x^2,x^3)|^2 \, dx \right)^{1/2}.$$  

(2.7)

Above, the notation “$\int_{T^3} f \, dx$” denotes the integral of $f$ over $T^3$ with respect to the measure corresponding to the volume form of the standard Euclidean metric $E$ on $T^3$, which has the components $E_{ij} = \text{diag}(1,1,1)$ relative to the frame defined in Sect. 2.5.

2.8 Constants

We use $C,c$, etc. to denote positive numerical constants that are free to vary from line to line. We allow $C,c$ to depend on $N$, but we always choose $C, c$ so that they are independent of all functions that are sufficiently close to the FLRW solution. We sometimes use notation such as $C_N$ when we want to explicitly indicate that $C$ depends on $N$. We use symbols such as $C_\star, c_\star$ etc., to denote constants that play a distinguished role in the analysis. If $A$ and $B$ are two quantities, then we often write

$$A \lesssim B$$  

(2.8)

whenever there exists a constant $C > 0$ such that $A \leq CB$. Furthermore, if $A \lesssim B$ and $B \lesssim A$, then we often write

$$A \approx B.$$  

(2.9)
3 The Einstein-Stiff Fluid Equations Relative to CMC-Transported Spatial Coordinates

In this section, we provide the Einstein-stiff fluid equations relative to CMC-transported spatial coordinates. For additional details concerning the derivation of the equations starting from the system (1.1a)-(1.4) (with \( c_s = 1 \)), see Appendix B.

Before stating the equations, we first define the variables that play a role in the standard CMC-transported spatial coordinates formulation. We begin by discussing the spatial coordinates. We assume that \((\mathcal{M}, g)\) is a cosmological spacetime containing a region \(V\) that is foliated by spacelike hypersurfaces \(\Sigma_t\), where \(t \in (T, 1]\) is a time function. In this article, \(\Sigma_t = T^3\), i.e., \(V = (T, 1] \times T^3\).

We will soon impose the condition that the \(\Sigma_t\) are CMC hypersurfaces. The existence of CMC hypersurfaces in the spacetimes of interest is guaranteed by Prop. 17. Let \((x^1, x^2, x^3)\) denote local coordinates on a neighborhood \(U \subset \Sigma_1\).

We can extend these spatial coordinates to a spacetime coordinate system \((t, x^1, x^2, x^3)\) on \((T, 1] \times U \subset V\) by requiring that \(-\hat{\mathbf{N}} \cdot x_i = 0\) for \(i = 1, 2, 3\). Here, \(\hat{\mathbf{N}}\) is the future-directed normal to \(\Sigma_t\), and we are slightly abusing notation by using the symbol \(x_i\) to denote both the transported coordinate function and also its restriction to \(\Sigma_1\). This provides us with a coordinate system on \((T, 1] \times U \subset V\).

On \((T, 1] \times U\), \(g\) can be uniquely decomposed into a lapse function \(n\) and a Riemannian 3−metric \(g\) on \(\Sigma_t\) as follows:

\[
g = -n^2 dt \otimes dt + g_{ab} dx^a \otimes dx^b, \tag{3.1a}
\]

\[
g^{-1} = -n^{-2} \partial_t \otimes \partial_t + g^{ab} \partial_a \otimes \partial_b. \tag{3.1b}
\]

Above, \(g^{ij}\) denotes the inverse of \(g_{ij}\). The future-directed normal to \(\Sigma_t\) is

\[
\hat{\mathbf{N}} = n^{-1} \partial_t. \tag{3.2}
\]

We denote the Levi-Civita connection of \(g\) by \(D\) and that of \(g\) by \(\nabla\).

We assume that there is a stiff fluid present in \(V\). The fluid’s four-velocity can be decomposed as

\[
u = (1 + u^a u^a)^{1/2} \hat{\mathbf{N}} + u^a \partial_a, \tag{3.3}
\]

where the factor \((1 + u^a u^a)^{1/2}\) enforces the normalization condition \((1.3)\). The energy-momentum tensor \((1.2)\) of the stiff fluid can be decomposed (with the indices “downstairs”) as

\[
T = T(\hat{\mathbf{N}}, \hat{\mathbf{N}}) \hat{\mathbf{N}}_\mu \otimes \hat{\mathbf{N}}_\nu - T(\hat{\mathbf{N}}, \partial_i) \left( \hat{\mathbf{N}}_\mu \otimes dx^\alpha + dx^\phi \otimes \hat{\mathbf{N}}_\alpha \right) + T_{ab} dx^a \otimes dx^b, \tag{3.4}
\]

where \((\hat{\mathbf{N}}_\mu)_\mu := g_{\mu\alpha} \hat{\mathbf{N}}^\alpha\) is the metric dual of \(\hat{\mathbf{N}}\),

\[
T(\hat{\mathbf{N}}, \hat{\mathbf{N}}) = p + 2p(1 + u^a u^a), \tag{3.5a}
\]

\[
T(\hat{\mathbf{N}}, \partial_i) = -2p(1 + u^a u^a)^{1/2} u_i, \tag{3.5b}
\]

\[
T_{ij} = 2pu_i u_j + pg_{ij}. \tag{3.5c}
\]
The second fundamental form $k$ of $\Sigma_t$ is defined by requiring that following relation holds for all vectorfields $X, Y$ tangent to $\Sigma_t$:

$$g(D_X \hat{N}, Y) = -k(X, Y).$$  \hfill (3.6)

It is a standard fact that $k$ is symmetric:

$$k(X, Y) = k(Y, X).$$  \hfill (3.7)

For such $X, Y$, the action of the spacetime connection $D$ can be decomposed into the action of $\nabla$ and $k$ as follows:

$$D_X Y = \nabla_X Y - k(X, Y)\hat{N}.$$  \hfill (3.8)

**Remark 7** When analyzing the components of $k$, we will always assume that it is written in mixed form as $k^i_j$ with the first index upstairs and the second one downstairs. This convention is absolutely essential for some of our analysis; in the problem of interest to us, the evolution and constraint equations verified by the components $k^i_j$ have a more favorable structure than the corresponding equations verified by $k_{ij}$.

Throughout the vast majority of our analysis, we normalize the CMC hypersurfaces $\Sigma_t$ as follows:

$$k^a_a = -\frac{1}{t}, \quad t \in (0, 1].$$  \hfill (3.9)

In order for (3.9) to hold, the lapse has to verify the elliptic equation (3.13).

A slightly inconvenient fact is the following: $T^3$ cannot be covered by a single coordinate chart. One coordinate chart can cover all but a measure 0 set, but it takes several to cover all of $T^3$. Hence, we need more than one coordinate chart to carry out our analysis. This motivates the following definition.

**Definition 2 (Standard atlas, standard charts, standard coordinates, and Euclidean metric)** We fix a finite collection of charts $\{(U_m, (x^1_m, x^2_m, x^3_m))\}_{m=1}^M$ that cover $T^3$. We require that the transition maps $x_m \circ x_m^{-1}$ are transformations defined on subsets of $\mathbb{R}^3$. We refer to this collection as the standard atlas on $T^3$ with standard charts and standard coordinates.

We then fix the Euclidean metric $E$ on $T^3$. We can view $E$ either as tensorfield inherent to $T^3$ or as a spacetime tensorfield that is defined along the hypersurface $\Sigma_1 \cong T^3$ and that has vanishing components in the direction $\hat{N}$. From the former point of view, $E$ has components $E_{ij} = \text{diag}(1, 1, 1)$ relative to any of the standard charts.

Using the above construction for transporting coordinates and the standard atlas, we can construct transported spatial coordinates that, together with $t$, cover the spacetime region $V = (T, 1] \times T^3$. Each spacetime chart is of the form $((T, 1] \times U_m, (t, x^1_m, x^2_m, x^3_m))$. We refer to this collection as the the standard atlas on $(T, 1] \times T^3$ with standard charts.
The Euclidean metric can be extended to each leaf $\Sigma_t$, $t \in (T, 1]$, by requiring that $\mathcal{L}_\mathbf{N}E = 0$ and that any contraction of $E$ with $\mathbf{N}$ vanishes. Here, $\mathcal{L}_\mathbf{N}E$ denotes the restriction of the spacetime tensorfield $\mathcal{L}_\mathbf{N}E$ to $\Sigma_t$. Given any tensorfield $T$ tangent to the $\Sigma_t$, the components of $T$ relative to the coordinate vectorfield bases $\{ \frac{\partial}{\partial x_{m_j}} \}_{j=1,2,3}$ (for $j = 1, 2$) and dual bases $\{ dx^i_m \}_{j=1,2,3}$ (for $j = 1, 2$) on the overlapping regions $(t) \times \mathcal{U}_{m_1} \cap (t) \times \mathcal{U}_{m_2}$ are independent of the chart. Hence, one can morally carry out the analysis as if there were only a single chart.

We never need to directly refer to the spatial coordinates, but rather only the components of tensorfields relative to the coordinate bases described in the previous paragraph and also coordinate partial derivatives of these components. Hence, there is an alternative way to think about the above construction that is useful for our ensuing analysis. One can imagine that we have fixed a globally defined smooth holonomic frame field $\{ e_1, e_2, e_3 \}$ on $\Sigma_1$ that is orthonormal with respect to the Euclidean metric. The corresponding dual frame field, which we denote by $\{ \theta^1, \theta^2, \theta^3 \}$, verifies $\theta^i(e_j) = \delta^i_j$, where $\delta^i_j$ is the Kronecker delta. Relative to any of the standard charts on $\Sigma_1$, we have $e_i = \partial_i$, $\theta^i = dx^i$. The frame $\{ e_1, e_2, e_3 \}$ can be extended to each leaf $\Sigma_t$, $t \in (T, 1]$, by requiring that $\mathcal{L}_\mathbf{N}e_i = 0$, $(i = 1, 2, 3)$. Here, $\mathbf{N}$ is a renormalized version of $\mathbf{N}$ such that $\mathbf{N}l = 1$ (i.e., $\mathbf{N} = \frac{\partial}{\partial x^i}$ relative to any local transported coordinate system). Similarly, the dual frame $\{ \theta^1, \theta^2, \theta^3 \}$ can be extended to each leaf $\Sigma_t$, $t \in (T, 1]$, by requiring that $\mathcal{L}_\mathbf{N}\theta^i = 0$, $(i = 1, 2, 3)$.

Any type $\left( \begin{smallmatrix} r & s \end{smallmatrix} \right)$ tensorfield $T$ that is tangent to the $\Sigma_t$ can be decomposed as $T = T_{m_1 \cdots m_r}^{n_1 \cdots n_s} e_{(n_1)} \otimes \cdots \otimes e_{(n_s)} \otimes \theta^{(m_1)} \otimes \cdots \otimes \theta^{(m_r)}$. The components $T_{m_1 \cdots m_r}^{n_1 \cdots n_s}(t, x)$ are globally defined functions on $\Sigma_t$. We can then view the Einstein-stiff fluid equations in CMC-transported spatial coordinates, which are presented just below, as PDES in the components of various tensorfields. Furthermore, we can view our estimates as estimates of these components and their frame derivatives $e_{(a)}T_{m_1 \cdots m_r}^{n_1 \cdots n_s} = e_{(a)}\partial_a T_{m_1 \cdots m_r}^{n_1 \cdots n_s}$. This quantity agrees with the coordinate partial derivative $\partial_a T_{m_1 \cdots m_r}^{n_1 \cdots n_s}$ in any of the standard charts.

Having established the above conventions, we now state the equations.

**Proposition 1 (The Einstein-stiff fluid equations in CMC-transported spatial coordinates)** In CMC-transported spatial coordinates normalized by $k_a = -\frac{1}{T}$, the Einstein-stiff fluid system consists of the following equations.

The **constraint equations** verified by $g_{ij}, k_{ij}, p$, and $u^i$ are:

\[
R - k_a^a k_b^b + \left( k_a^a \right)^2 = 2 \frac{T(N, N)}{t^2},
\]

\[
\nabla_a k_a^i - \nabla_i k_a^a = 2p(1 + u_a u^a)^{1/2} u_i - T(N, \theta_i).
\]
The **evolution equations** verified by $g_{ij}$ and $k^i_j$ are:

$$
\partial_t g_{ij} = -2n g_{ia} k^a_j, \quad (3.11a)
$$

$$
\partial_t (k^i_j) = -g^{ia} \nabla_a \nabla_j n + n \left\{ R^i_{\ j} + k^a_k k^j_a - \frac{2p}{t} u_j \right\} - t^{-1}, \quad (3.11b)
$$

where $R$ denotes the scalar curvature of $g_{ij}$, $R^i_{\ j}$ denotes the Ricci curvature of $g_{ij}$ (a precise expression is given in Lemma 19), and $I' = diag(1,1,1)$ denotes the identity transformation.

The **stiff fluid equations** (i.e., the Euler equations with $p = \rho$) are:

\[
(1 + u_a u^a)^{1/2} \partial_t \rho + n u^a \nabla_a \rho + 2p \left\{ (1 + u_a u^a)^{-1/2} u_b \partial_t u^b + n \nabla_a u^a \right\}
\]

\[
= 2p \left\{ - \frac{n}{t} (1 + u_a u^a)^{1/2} + n (1 + u_a u^a)^{-1/2} k^a_j u_a u^j - u^a \nabla_a n \right\},
\]

\[
2p \left\{ (1 + u_a u^a)^{1/2} \partial_t u^j + n u^a \nabla_a u^j \right\} + (1 + u_a u^a)^{1/2} u^a \partial_t \rho + n (g^{j a} + u^j u^a) \nabla_a \rho
\]

\[
= 4np (1 + u_a u^a)^{1/2} k^j_b u^b - 2p (1 + u_a u^a) g^{j b} \nabla_b n.
\]

The **lapse equation** (for a general perfect fluid\[^{17}\]) is:

\[
g^{ab} \nabla_a \nabla_b (n - 1) = (n - 1) \left\{ R \left( \frac{(k^a_a)^2}{t^2} \right) - (\rho + \rho) u_a u^a + \frac{3}{2} (p - \rho) \right\}
\]

\[
+ R - (\rho + \rho) u_a u^a + \frac{3}{2} (p - \rho) + \frac{(k^a_a)^2}{t^2} - \partial_t (k^a_a).
\]

\[\square\]

4 The Equations Verified by the Renormalized Variables

In this section, we reformulate the Einstein-stiff fluid CMC-transported spatial coordinate equations in terms of the renormalized variables of Def. 1 We decompose the resulting equations into main terms, borderline error terms that must be handled with care, and junk error terms that are easy to control. In Appendix C, we provide a more detailed derivation of the equations; here, we only state them. The two main merits of working with the renormalized variables are i) they make the time dependence of the FLRW background solution explicit and thus help us to identity order 1 and approximately order 1 quantities in the study of perturbations; ii) they yield equations with a favorable structure.

\[^{17}\text{We state the lapse equation in the case of a general perfect fluid because we referred to this equation earlier in the article. However, our main results only apply in the case of the stiff fluid equation of state}\ p = \rho.\]
4.1 Constraint equations for the renormalized variables

**Proposition 2 (The renormalized constraints)** In terms of the renormalized variables of Def. 7, the constraint equations \( (3.10a)-(3.10b) \) can be expressed as follows:

\[
R = 2t^{-2}\hat{\mathcal{P}} + t^{-2}(\text{Border})\mathcal{H} + t^{-2/3}(\text{Junk})\mathcal{H},
\]

\[
\partial_a \hat{K}_i^a = \frac{2}{3}G_{ab}U^a + (\text{Border})\mathcal{M}_i + t^{4/3}(\text{Junk})\mathcal{M}_i,
\]

where \( R \) denotes the Ricci curvature of the non-rescaled metric \( g \), and the error terms \((\text{Border})\mathcal{H}, (\text{Junk})\mathcal{H}, (\text{Border})\mathcal{M}_i, \) and \((\text{Junk})\mathcal{M}_i \) are defined in \((C.7a), (C.7b), (C.7c), \) and \((C.7d)\).

Furthermore, the following alternative version of \((4.1b)\) holds:

\[
(G^{-1})^a b \partial_a \hat{K}^j_i = \frac{2}{3}U^j + (\text{Border})\mathcal{M}^j_i + t^{4/3}(\text{Junk})\mathcal{M}^j_i,
\]

where the error terms \((\text{Border})\mathcal{M}^j_i \) and \((\text{Junk})\mathcal{M}^j_i \) are defined in \((C.8b)\) and \((C.8c)\).

\[\square\]

4.2 The elliptic equations verified by the renormalized lapse variables

The following negative-definite linear elliptic operator plays a fundamental role in our analysis of the lapse.

**Definition 3 (The elliptic operator \( \mathcal{L} \))**

\[
\mathcal{L} := t^{4/3}(G^{-1})^{ab} \partial_a \partial_b - (1 + f),
\]

\[
f := 2\hat{\mathcal{P}} + \hat{K}_a \hat{K}^a + 2t^{4/3}\hat{\mathcal{P}}G_{ab}U^aU^b + \frac{2}{3}t^{4/3}G_{ab}U^aU^b.
\]

Alternatively, with the help of equations \((C.1)\) and \((C.6a)\), \( \mathcal{L} \) can be expressed as follows:

\[
\mathcal{L} = t^{4/3}(G^{-1})^{ab} \partial_a \partial_b - (1 + \tilde{f}),
\]

\[
\tilde{f} := -\frac{1}{2}t^{4/3}(G^{-1})^{ef} \partial_e \tilde{\gamma}^f a + t^{4/3}(G^{-1})^{ab} \partial_a \Gamma^b + t^{4/3}(\text{Ricci})\Delta^a_a
\]

\[- 2t^{4/3}\hat{\mathcal{P}}G_{ab}U^aU^b - \frac{2}{3}t^{4/3}G_{ab}U^aU^b,
\]

where the error term \((\text{Ricci})\Delta^i_\cdot \) is defined in \((C.4)\).
Proposition 3 (The equations verified by the renormalized lapse variable) Assume the stiff fluid equation of state $p = \rho$. In terms of the renormalized variables of Def. 7, the lapse equation (3.13) can be expressed in the following two forms:

$$\mathcal{L}\Psi = 2t^{-4/3}\dot{\rho} + t^{-4/3}(\text{Border})\mathcal{N} + (\text{Junk})\mathcal{N},$$

$$\mathcal{L}\Psi = (\text{Border})\dot{\mathcal{N}} + t^{2/3}(\text{Junk})\mathcal{N},$$

where the error terms $(\text{Border})\mathcal{N}$, $(\text{Junk})\mathcal{N}$, $(\text{Border})\dot{\mathcal{N}}$, and $(\text{Junk})\dot{\mathcal{N}}$ are defined in (C.13a), (C.13b), (C.14a), and (C.14b).

\[\square\]

4.3 Evolution equations for the renormalized variables

4.3.1 Evolution equation for the renormalized volume form factor

**Lemma 1 (Evolution equation for $\sqrt{\det G}$)** The renormalized volume form factor $\sqrt{\det G}$ of Def. 1 verifies the following evolution equation:

$$\partial_t \ln \sqrt{\det G} = t^{1/3}\Psi.$$  

\[\square\]

4.3.2 Evolution equations for the renormalized metric variables

**Proposition 4 (The renormalized metric evolution equations)** The renormalized metric $G_{ij}$ and its inverse $(G^{-1})^{ij}$ of Def. 1 verify the following evolution equations:

$$\partial_t G_{ij} = -2t^{-1}G_{ia}\dot{K}^a_j + t^{1/3}(\text{Junk})\mathcal{G}_{ij},$$

$$\partial_t (G^{-1})^{ij} = 2t^{-1}(G^{-1})^{ia}\dot{K}^j_a + t^{1/3}(\text{Junk})\mathcal{G}^{ij},$$

where the error terms $(\text{Junk})\mathcal{G}_{ij}$ and $(\text{Junk})\mathcal{G}^{ij}$ are defined in (C.19a)–(C.19b).
Furthermore, the quantities $\gamma_{e_i}^b$ and $\hat{K}^i_j$ verify the following evolution equations:

\[
\begin{align*}
\partial_t \gamma_{e_i}^b &= -2t^{-1}[1 + t^{4/3} \Psi] \partial_e \hat{K}_i^b + \frac{2}{3} t^{-1/3} \partial_e \hat{F}_i^b \\
&
+ t^{-1} (\text{Border}) \, \gamma_{e_i}^b + t^{1/3} (\text{Junk}) \, \gamma_{e_i}^b, \\
\partial_t \hat{K}^i_j &= -\frac{1}{2} t^{4/3} [1 + t^{4/3} \Psi] (G^{-1})^{ef} \partial_e \gamma_{f j}^i \\
&
+ \frac{1}{2} t^{4/3} [1 + t^{4/3} \Psi] (G^{-1})^{ia} \partial_a \left( G_{eb} (G^{-1})^{ef} \gamma_{e f}^b - \frac{1}{2} \gamma_{j b} \gamma_{e f}^b \right) \\
&
+ \frac{1}{2} t^{4/3} [1 + t^{4/3} \Psi] (G^{-1})^{ia} \partial_j \left( G_{ab} (G^{-1})^{ef} \gamma_{e f}^b - \frac{1}{2} \gamma_{a b} \gamma_{e f}^b \right) \\
&
- t (G^{-1})^{ia} \partial_a \Theta_j + \frac{1}{3} t^{1/3} \Psi \hat{F}_j^i + t^{1/3} (\text{Junk}) \, \hat{R}_j^i,
\end{align*}
\]

where the error terms (Border) $\gamma_{e_i}^b$, (Junk) $\gamma_{e_i}^b$, and (Junk) $\hat{R}_j^i$ are defined in (C.21a), (C.21b), and (C.21c). Above, $\Gamma_j$ denotes a contracted Christoffel symbol of the renormalized metric $G_{ij}$.

\[\Box\]

4.3.3 Evolution equations for the renormalized stiff fluid variables

Proposition 5 (The renormalized stiff fluid evolution equations) In terms of the renormalized variables of Def. 7, the stiff fluid equations (i.e., the Euler equations with $c_s = 1$) can be decomposed as follows:

\[
\begin{align*}
\partial_t \hat{P} + 2t^{1/3} [1 + t^{4/3} \Psi] \left[ 1 + \frac{1}{2} G_{ab} U^a U^b \right]^{1/2} \hat{P} + \frac{1}{3} \partial_c U^c \\
= \frac{2}{3} t^{1/3} \Psi + t^{1/3} (\text{Junk}) \, \hat{P},
\end{align*}
\]

\[ \partial_t U^j - t^{1/3} \left[ 1 + t^{4/3} \psi \right] \left[ 1 + t^{4/3} \nabla^a U^a U^b \right]^{1/2} U^j \partial_c U^c \] (4.8b)

\[ + t^{2/3} \left[ 1 + t^{4/3} \nabla^a U^a U^b \right]^{1/2} \nabla^j U^c \nabla^c \partial_j \hat{P} \]

\[ + t^{1/3} \left[ 1 + t^{4/3} \nabla^a U^a U^b \right]^{1/2} \left( (\nabla^{-1})^j \partial_a + t^{-1} \text{Border} \right) \hat{\Psi}^j + t^{1/3} \text{Junk} \hat{\Psi}^j, \]

where the error terms \( \text{Junk} \), \( \text{Border} \), and \( \text{Junk} \) are defined in (C.25a), (C.25b), and (C.25c).

4.4 The commuted renormalized equations

To complete our analysis, we must commute the equations of Sect. 4 with the differential operators \( \partial_I \); see the notation defined in Sect. 2.5. The commuted equations are straightforward to derive but lengthy to state. Hence, to avoid impeding the flow of the paper, we have relegated this material to Appendix D.

5 Norms, Equations of Variation, and Energy Currents

In this section, we introduce the \( C^M \) norms and Sobolev norms that play a fundamental role in our analysis of the renormalized solution variables. Next, we introduce the equations of variation, which are the PDEs verified by the \( \partial_I \)-differentiated quantities. We then define the metric and fluid energy currents, which are vectorfields that depend quadratically on the \( \partial_I \)-differentiated quantities. The currents will be used in Sect. 6 via the divergence theorem to derive energy integral inequalities for the \( \partial_I \)-differentiated quantities. Finally, for use in Sect. 9, given a solution to the equations of variation, we compute the divergences of the corresponding energy currents.

5.1 Norms

We will derive strong \( C^M \) estimates for the lower-order derivatives of the solution variables by analyzing their components relative to the transported spatial coordinate frame. However, in order to close our energy estimates, we will also need to measure the size of tensors by using geometric norms corresponding to the metric \( G \). We therefore introduce the following definitions.
Definition 4 (Pointwise norms) Let \( T \) be a \( \Sigma_1 \)-tangent tensor with components \( T_{b_1 \cdots b_n}^{a_1 \cdots a_m} \) relative to our standard atlas (see Def. 2) on \( T^3 \). Then \( |T|_{Frame} \) denotes a norm of the components of \( T \) relative to the standard atlas:

\[
|T|_{Frame}^2 := \sum_{a_1 = 1}^{3} \cdots \sum_{a_m = 1}^{3} \sum_{b_1 = 1}^{3} \cdots \sum_{b_n = 1}^{3} |T_{b_1 \cdots b_n}^{a_1 \cdots a_m}|^2.
\] (5.1a)

\( |T|_G \) denotes the \( G \)-norm of \( T \), where \( G \) is the renormalized spatial metric:

\[
|T|_G^2 := G_{a_1 a_1'} \cdots G_{a_m a_m'} (G^{-1})_{b_1 b_1'} \cdots (G^{-1})_{b_n b_n'} T_{b_1 \cdots b_n}^{a_1 \cdots a_m} T_{b_1' \cdots b_n'}^{a_1' \cdots a_m'}. \] (5.1b)

In proving Theorem 2 we also use the norm \( |\cdot|_g \), which is defined like (5.1b) but with \( g \) in place of \( G \).

Similarly, if \( T \) is a spacetime tensor with components \( T_{\beta_1 \cdots \beta_n}^{a_1 \cdots a_m} \), then we define the \( g \)-"norm" of \( T \) by

\[
|T|_g^2 := g_{\alpha_1 \alpha_1'} \cdots g_{\alpha_m \alpha_m'} (g^{-1})_{\beta_1 \beta_1'} \cdots (g^{-1})_{\beta_n \beta_n'} T_{\beta_1 \cdots \beta_n}^{\alpha_1 \cdots \alpha_m} T_{\beta_1' \cdots \beta_n'}^{\alpha_1' \cdots \alpha_m'}. \] (5.2)

Note that the quantity (5.2) can be non-positive since \( g \) is Lorentzian.

Our main bootstrap assumptions will concern Sobolev norms of the components of the solution variables and also \( C^M \)-type norms of the lower-order derivatives of their components. Our derivation of energy estimates will involve similar norms but with geometric \( G \)-type norms in place of the frame component norms. We will make use of the following norms.

Definition 5 (\( H^M \) and \( C^M \) norms) Let \( T \) be a \( \Sigma_1 \)-tangent tensor with components \( T_{b_1 \cdots b_n}^{a_1 \cdots a_m} \) relative to our standard atlas (see Def. 2) on \( T^3 \). Let \( G \) be the renormalized spatial metric. We define

\[
\|T\|_{H^M_{Frame}} = \|T\|_{H^M_{Frame}}(t) := \sum_{|\ell| \leq M} \|\partial_\ell T(t, \cdot)\|_{Frame L^2} , \] (5.3a)

\[
\|T\|_{H^M_{G}} = \|T\|_{H^M_{G}}(t) := \sum_{|\ell| \leq M} \|\partial_\ell T(t, \cdot)\|_G L^2 , \] (5.3b)

\[
\|T\|_{C^M_{Frame}} = \|T\|_{C^M_{Frame}}(t) := \sup_{|\ell| \leq M} \sup_{x \in T^3} \|\partial_\ell T(t, x)\|_{Frame} , \] (5.3c)

\[
\|T\|_{C^M_{G}} = \|T\|_{C^M_{G}}(t) := \sup_{|\ell| \leq M} \sup_{x \in T^3} \|\partial_\ell T(t, x)\|_G , \] (5.3d)

where \( \partial_\ell T \) is defined to be the tensorfield with components

\[
(\partial_\ell T)_{b_1 \cdots b_n}^{a_1 \cdots a_m} = \partial_\ell (T_{b_1 \cdots b_n}^{a_1 \cdots a_m}). \] (5.4)

Remark 8 Note that \( \partial_\ell \) does not commute with the lowering and raising of indices of \( T \) with \( g \) and \( g^{-1} \). Thus, in (5.4), the location of the indices in the tensors of interest is understood to have been established by Def. 2.
Remark 9 For scalar-valued tensors $T$, there is no point in writing the subscript on the norms and we simply write, for example, $\|T\|_{C^M}$, or $\|T\|_{H^M}$.

**Definition 6 (Norms for the solution)**

The specific norms featured in our near-FLRW bootstrap assumptions are defined as follows:

$$\mathcal{H}(\text{Frame-Total}), M(t) := \sum_{1 \leq j \leq M} \left\| \partial_j \Gamma \right\|_{Frame} + \sum_{1 \leq j \leq M} \left\| \partial_j G^{-1} \right\|_{Frame} \leq C_1 \mathcal{H}(\text{Frame-Total}), M(t) $$

absent when $M = 0$ (5.5a)

$$+ \left\| \partial_j \hat{K} \right\|_{Frame} + t^{2/3} \left\| \Theta \right\|_{Frame}$$

absent when $M = 0$

$$+ t^{2/3} \left\| \Theta \right\|_{Frame} + t \left\| \Theta \right\|_{Frame} + t^{2/3} \left\| \Theta \right\|_{Frame}$$

We remark that the Euclidean metric $E$ appearing on the right-hand side of (5.5c) was constructed in Sect. 5.2. It is understood that Sobolev norms are omitted from the above formulas when their order is negative.

5.2 The metric equations of variation and the metric energy currents

Our fundamental integration by parts identities for the $\partial_j$-differentiated quantities are computationally involved. To facilitate the presentation, it is convenient to introduce the following notation for the differentiated quantities, also known as variations.

**Definition 7 (Variations)**

$$\dot{\hat{K}}^i := \partial_j \hat{K}^i, \quad \dot{\gamma}_j^k := \partial_j \gamma^k_j,$$  

(5.6a)

$$\dot{\Gamma}_j := (f) \Gamma_j = G_{jk}(G^{-1})^{ef} \partial_j \gamma^{ef} - \frac{1}{2} \partial_j \gamma^b_b,$$  

(5.6b)

$$\dot{\psi} := \partial_j \psi, \quad \dot{\vartheta}_i := \partial_j \vartheta_i,$$  

(5.6c)

$$\dot{P} := \partial_j \dot{P}, \quad \dot{U}^j := \partial_j U^j.$$  

(5.6d)

Note that the notation $\cdot$ is unrelated to time derivatives.
We also introduce notation for some of the inhomogeneous terms in the commuted equations.

**Definition 8 (Shorthand notation for some inhomogeneous terms)**

We use the following notation for the inhomogeneous terms in equations (D.1a), (D.1b), (D.8a), (D.8b), (D.12a), and (D.12b):

\[
\dot{\mathcal{M}}_i = \left( D^I(Junk) \right) \mathcal{M}_i + t^{1/3} \left( D^I(Junk) \right) \mathcal{M}_i, \tag{5.7a}
\]

\[
\dot{\mathcal{M}}^j = \left( D^I(Junk) \right) \mathcal{M}^j + t^{1/3} \left( D^I(Junk) \right) \mathcal{M}^j, \tag{5.7b}
\]

\[
\dot{\theta}^i_k = t^{-1} \left( D^I(Junk) \right) \theta^i_k + t^{1/3} \left( D^I(Junk) \right) \theta^i_k, \tag{5.7c}
\]

\[
\dot{\mathcal{R}}^i_j = t^{1/3} \left( D^I(Junk) \right) \mathcal{R}^i_j, \tag{5.7d}
\]

\[
\dot{\mathcal{P}} = t^{1/3} \left( D^I(Junk) \right) \mathcal{P}, \tag{5.7e}
\]

\[
\dot{U}^i_j = t^{-1} \left( D^I(Junk) \right) U^i_j + t^{1/3} \left( D^I(Junk) \right) U^i_j. \tag{5.7f}
\]

The next definition captures the essential structure of the commuted constraint equations (D.1a)-(D.1b), the commuted metric evolution equations (D.8a)-(D.8b), and also the CMC condition

\[
\partial_a \dot{\mathcal{K}}^a = 0. \tag{5.8}
\]

**Definition 9 (The metric equations of variation)** We define the metric equations of variation to be the following system of equations:

\[
\partial_t \gamma^b_{ce} = -2t^{-1} \left[ 1 + t^{1/3} \psi \right] \partial_c \dot{\mathcal{K}}^b_i + \frac{2}{3} t^{-1/3} \partial_c \dot{\mathcal{I}}^b_i + \hat{\phi}^b_{ce}, \tag{5.9a}
\]

subject to the constraints

\[
\partial_a \dot{\mathcal{K}}^a = \frac{2}{3} G_a \dot{U}^a + \dot{\mathcal{M}}, \tag{5.10a}
\]

\[
(G^{-1})^{ia} \partial_a \dot{\mathcal{K}}^i = \frac{2}{3} \dot{U}^j + \dot{\mathcal{N}}^j, \tag{5.10b}
\]

and the CMC condition

\[
\dot{\mathcal{K}}^a_a = 0. \tag{5.11}
\]
Remark 10  The precise form of the term $\frac{1}{t^{1/3}} A t^{1/3}$ from the right-hand side of equation (5.9b) is not important. Specifically, this term is the next-to-last term on the right-hand side of (D.8b). What matters is that it is proportional to the identity. As we discuss at the end of the proof of Lemma 2, this term completely cancels out of our metric energy current divergence identity (5.13). This cancellation is absolutely essential for the proof of our main stable singularity formation theorem, for otherwise, our fundamental energy integral inequality (9.2) would involve a top order quadratic integral that we would have no means of controlling.

We now introduce our metric energy currents $\dot{J}_{\text{Metric}}^\mu[\cdot, \cdot]$. In Sect. 9, we will apply the divergence theorem to these vectorfields in the region in between $\Sigma_t$ and $\Sigma_1$ in order to derive energy identities for the metric variations. The currents provide a convenient way of bookkeeping during integration by parts. To the best of our knowledge, it has not previously been noticed that it is possible to derive such energy identities relative to CMC-transported spatial coordinates; see the discussion near the end of Sect. 1.5.1.

Definition 10 (Metric energy current) To the metric variations $(\dot{\hat{K}}_{ij}, \dot{\gamma}_{ij k})_{1 \leq i,j,k \leq 3}$, we associate the following spacetime vectorfield, which we refer to as a metric energy current (where $j = 1, 2, 3$):

\[
\begin{align*}
\dot{J}_{\text{Metric}}^0[\dot{\hat{K}}, \dot{\gamma}] &= (G^{-1})^{ab} G_{ij} \dot{\hat{K}}^i_a \dot{\hat{K}}^j_b \\
&+ \frac{1}{4} t^{4/3} (G^{-1})^{ab} (G^{-1})^{ef} G_{ij} \dot{\gamma}^i_e \dot{\gamma}^j_f b' \\
\dot{J}_{\text{Metric}}^j[\dot{\hat{K}}, \dot{\gamma}] &= t^{1/3} \left[ 1 + t^{4/3} \psi (G^{-1})^{ab} (G^{-1})^{ij} G_{ic} \dot{\hat{K}}^i_a \dot{\hat{K}}^j_c \right] \\
&+ 2 t (G^{-1})^{ia} \dot{\hat{K}}^j_i \\
&- t^{1/3} \left[ 1 + t^{4/3} \psi (G^{-1})^{ij} \dot{\hat{K}}^i_a \dot{\hat{K}}^j_a \right] \\
&- t^{1/3} \left[ 1 + t^{4/3} \psi (G^{-1})^{ia} \dot{\hat{K}}^j_i \right].
\end{align*}
\]

Note that $\dot{J}_{\text{Metric}}^0[\cdot, \cdot]$ can be viewed as a positive definite quadratic form in $(\dot{\hat{K}}, \dot{\gamma})$. This property will result in coercive metric energies for the $\partial_\mu$-differentiated quantities. The next lemma shows that for solutions to the metric equations of variation, $\partial_\mu (\dot{J}_{\text{Metric}}^\mu[\cdot, \cdot])$ can be expressed in terms of quantities that do not depend on the derivatives of the variations $(\dot{\hat{K}}, \dot{\gamma})$. This property of $\dot{J}_{\text{Metric}}^\mu[\cdot, \cdot]$ is, of course, an essential ingredient in our derivation of energy estimates.

Lemma 2 (Differential identity for the metric energy current) For a solution $(\dot{\hat{K}}_{ij}, \dot{\gamma}_{ij k})_{1 \leq i,j,k \leq 3}$ to (5.9a)-(5.11), we have the following spacetime
coordinate divergence identity:
\[
\partial_a \left( \tilde{J}^a_{\text{(Metric)}}(\dot{\hat{K}}, \dot{\hat{\gamma}}) \right) = \frac{1}{3} t^{1/3} (G^{-1})^{ab} (G^{-1})^{cf} G_{ij} \dot{\gamma}_c \dot{\gamma}_f \dot{\gamma}_b \\
+ \frac{1}{3} t^{1/3} (G^{-1})^{ab} \dot{\hat{\gamma}} \dot{\gamma}_b \\
+ \frac{4}{3} t^{1/3} \dot{U}^a \dot{\hat{\gamma}}_a \\
- \frac{4}{3} t^{1/3} \dot{U}^a \dot{\gamma}_a \\
+ 2 t (G^{-1})^{ab} \dot{\hat{m}}_a \dot{\hat{\gamma}}_b \\
- t^{1/3} \left[ 1 + t^{4/3} \Psi \right] \dot{\hat{\gamma}}^a \dot{\hat{\gamma}}_a \\
+ \frac{1}{2} t^{4/3} (G^{-1})^{ab} G_{ij} (G^{-1})^{cf} \dot{\hat{\gamma}}^a \dot{\hat{\gamma}}^c \dot{\gamma}_i \dot{\gamma}_f \dot{\gamma}_b + 2 (G^{-1})^{ab} G_{ij} \dot{\hat{K}}^i \dot{\hat{K}}^j \\
+ \Delta J_{\text{(Metric)},(Border)}[(\dot{\hat{K}}, \dot{\hat{\gamma}})] + \Delta J_{\text{(Metric)},(Junk)}[(\dot{\hat{K}}, \dot{\hat{\gamma}})]
\]  

where
\[
\Delta J_{\text{(Metric)},(Border)}[(\dot{\hat{K}}, \dot{\hat{\gamma}})] := 2 t^{-1} (1 + t^{4/3} \Psi) (G^{-1})^{ac} G_{ij} \dot{\hat{K}}^i \dot{\hat{K}}^c \dot{\hat{K}}^j \\
- 2 t^{-1} (1 + t^{4/3} \Psi) (G^{-1})^{ab} G_{ij} \dot{\hat{K}}^i \dot{\hat{K}}^c \dot{\hat{K}}^j \\
+ \frac{1}{2} t^{4/3} (1 + t^{4/3} \Psi) (G^{-1})^{ab} (G^{-1})^{cf} G_{ij} \dot{\hat{K}}^i \dot{\hat{K}}^c \dot{\hat{\gamma}}^a \dot{\hat{\gamma}}^c \dot{\gamma}_i \dot{\gamma}_f \dot{\gamma}_b \\
+ \frac{1}{2} t^{4/3} (1 + t^{4/3} \Psi) (G^{-1})^{ab} (G^{-1})^{cf} G_{ij} \dot{\hat{K}}^i \dot{\hat{K}}^c \dot{\hat{\gamma}}^a \dot{\hat{\gamma}}^c \dot{\gamma}_i \dot{\gamma}_f \dot{\gamma}_b \\
- \frac{1}{2} t^{4/3} (1 + t^{4/3} \Psi) (G^{-1})^{ab} (G^{-1})^{cf} G_{ij} \dot{\hat{K}}^i \dot{\hat{K}}^c \dot{\hat{\gamma}}^a \dot{\hat{\gamma}}^c \dot{\gamma}_i \dot{\gamma}_f \dot{\gamma}_b.
\]

\[
\Delta J_{\text{(Metric)},(Junk)}[(\dot{\hat{K}}, \dot{\hat{\gamma}})] := - \frac{1}{6} t^{5/3} (G^{-1})^{ab} (G^{-1})^{cf} G_{ij} \dot{\hat{\gamma}}^a \dot{\hat{\gamma}}^c \dot{\hat{\gamma}}^f \dot{\hat{\gamma}}^j \\
+ t^{1/3} \left[ \partial_j \left[ \left[ 1 + t^{4/3} \Psi \right] (G^{-1})^{a} (G^{-1})^{bf} G_{ij} \right] \right] \dot{\hat{K}}^i \dot{\hat{K}}^j \\
+ 2 t \left[ \partial_j (G^{-1})^{ia} \right] \dot{\hat{K}}^i \dot{\hat{\gamma}}_a \\
- t^{1/3} \left[ \partial_j \left[ \left[ 1 + t^{4/3} \Psi \right] (G^{-1})^{ij} \right] \right] \dot{\hat{K}}^i \dot{\hat{\gamma}}_a \\
- t^{1/3} \left[ \partial_j \left[ \left[ 1 + t^{4/3} \Psi \right] (G^{-1})^{ia} \right] \right] \dot{\hat{K}}^i \dot{\hat{\gamma}}_a.
\]

Remark 11 The first two products from the right-hand side of (5.14a) cancel when \( \dot{\hat{K}}^j := \dot{\hat{K}}^j \) (this claim follows from the symmetry property \( k_{ij} = k_{ji} \)), but they do not generally cancel when \( \dot{\hat{K}}^j := \partial_j \dot{\hat{K}}^i \).

Proof The derivation of (5.13) involves a series of tedious computations. We first discuss the case when the coordinate derivatives hit the coefficients of the variations. First, we remark that the error term \( \Delta J_{\text{(Metric)},(Junk)}[(\dot{\hat{K}}, \dot{\hat{\gamma}})] \)
contains all of the terms that are generated when the spatial derivatives \( \partial_j \) hit the coefficients of the variations in \((5.12b)\).

In contrast, when \( \partial_t \) hits the coefficients of the variations in \((5.12a)\), many important terms are generated. Specifically, when \( \partial_t \) falls on the \( t^{4/3} \) factor in \((5.12a)\), this generates the \( \frac{1}{4} t^{1/3} (G^{-1})^a b (G^{-1})^c j G_{j c} \gamma c a \hat{\gamma}^j b \) term on the right-hand side of \((5.13)\). When \( \partial_t \) falls on any of the factors of \( G \) or \( G^{-1} \) in \((5.12a)\), we use equations \((4.6a)\) and \((4.6b)\) to substitute for \( \partial_t G \) and \( \partial_t G^{-1} \). We place the resulting products involving \( \hat{K} \) on the right-hand side of \((5.14b)\) as part of \( \Delta J_{(\text{metric})(\text{boundary})}((\hat{K}, \hat{\gamma}),(\hat{K}, \hat{\gamma})) \), while we place the remaining terms on the right-hand side of \((5.14b)\) as part of \( \Delta J_{(\text{matter})(\text{fluid})}((\hat{K}, \hat{\gamma}),(\hat{K}, \hat{\gamma})) \).

All remaining terms on the right-hand side of \((5.13)\) are generated when the spacetime derivatives \( \partial_t \) and \( \partial_j \) fall on \( (\hat{K}, \hat{\gamma}) \). More precisely, we use the equations of variation \((5.9a)-(5.9b)\), \((5.10a)-(5.10b)\), and \((5.11)\) to replace the derivatives of \( (\hat{K}, \hat{\gamma}) \) with the terms on the right-hand side of \((5.9a)-(5.9b)\), \((5.10a)-(5.10b)\), and \((5.11)\); we omit the tedious but straightforward calculations that correspond to this replacement. However, we do note three important cancellations. First, the term \( 2t(G^{-1})^a \partial_t \hat{\theta_a} \hat{K}_j \) generated by the spatial divergence of \( J_{(\text{metric})} \) is canceled by the product arising from the term \( -t(G^{-1})^a \partial_t \hat{\theta_a} \) on the right-hand side of \((5.9b)\); this product appears when \( \partial_t \) falls on the \( \hat{K} \) factors in the term \( (G^{-1})^a \partial_t \hat{K}_a \hat{K}_j \) from the right-hand side of \((5.12a)\) and \((5.9b)\) is used for substitution.

Next, the terms \( -t^{1/3} [1 + t^{4/3}] \Psi (G^{-1})^j i (\partial_j \hat{I}_a) \hat{K}_j^a \) and \( -t^{1/3} [1 + t^{4/3}] \Psi (G^{-1})^a i (\partial_a \hat{I}_j) \hat{K}_j^a \) generated by the spatial divergence of \( J_{(\text{metric})} \) are canceled by the products arising from the terms \( \frac{1}{2} t^{1/3} [1 + t^{4/3}] \Psi (G^{-1})^a i \partial_a \hat{I}_j \) and \( \frac{1}{2} t^{1/3} [1 + t^{4/3}] \Psi (G^{-1})^a i \partial_a \hat{I}_a \) on the right-hand side of \((5.9b)\); these products appear when \( \partial_t \) falls on the \( \hat{K} \) factors in the term \( (G^{-1})^a \partial_t \hat{K}_a \hat{K}_j \) from the right-hand side of \((5.12a)\) and \((5.9b)\) is used for substitution.

The final cancellation we discuss is the one mentioned in Remark 10. The cancellation is connected to the next-to-last term on the right-hand side of \((5.9b)\). This term enters into the right-hand side of \((5.13)\) when \( \partial_t \) falls on the \( \hat{K} \) factors in the term \( (G^{-1})^a \partial_t \hat{K}_a \hat{K}_j \) from the right-hand side of \((5.12a)\) and \((5.9b)\) is used for substitution. The resulting product is of the form \( \frac{1}{3} t^{1/3} A (G^{-1})^a \partial_t \hat{I}_a \hat{K}_j \). Thanks to equation \((5.11)\), this term vanishes.

### 5.3 The fluid equations of variation and the fluid energy currents

In this section, we extend the discussion of the previous section to apply to the fluid variables.

The next definition captures the essential structure of the commuted fluid equations \((D.12a)-(D.12b)\).

**Definition 11 (The fluid equations of variation)**
We define the fluid equations of variation to be the following system of equations:

\[
\begin{align*}
\partial_t \dot{\hat{P}} + 2t^{\frac{1}{3}}[1 + t^{\frac{4}{3}}\Psi]\left[\frac{\dot{P} + \frac{1}{3}}{1 + t^{\frac{4}{3}}G_{ab}U^aU^b}\right]^{\frac{1}{2}}\partial_c \dot{\hat{P}} &= \left(\frac{1}{3}\right) \frac{\dot{\hat{P}}}{\hat{P}} + \frac{1}{3} \frac{\partial_t \dot{\hat{P}}}{\hat{P}}, \\
\partial_t \dot{U}^j - t^{\frac{1}{3}}\left[1 + t^{\frac{4}{3}}\Psi\right]\left[1 + t^{\frac{4}{3}}G_{ab}U^aU^b\right]^{\frac{1}{2}}U^j \partial_c \dot{\hat{P}} &= \\
&\quad + t^{\frac{5}{3}}\left[1 + t^{\frac{4}{3}}\Psi\right]G_{ef}U^eU^f \partial_c \dot{\hat{P}} \partial_t \dot{\hat{P}} \partial_c \dot{\hat{P}} \partial_c \dot{\hat{P}} + t^{-\frac{1}{3}}\left[1 + t^{\frac{4}{3}}\Psi\right] \left\{(G^{-1})^{jc} + t^{\frac{4}{3}}U^j U^c\right\} \partial_c \dot{\hat{P}} + t^{-\frac{1}{3}}\left[1 + t^{\frac{4}{3}}G_{ab}U^aU^b\right]^{\frac{1}{2}}\left[\dot{P} + \frac{1}{3}\right] \\&\quad \quad + t^{-\frac{1}{3}}(G^{-1})^{ja} \partial_a \dot{\hat{P}} + t^{-\frac{1}{3}}(G^{-1})^{ja} \partial_a \dot{\hat{P}}.
\end{align*}
\]
energy current (where \( j = 1, 2, 3 \)):

\[
\begin{align*}
\mathbf{J}^j_{(\text{Fluid})}[(\hat{P}, \hat{U}), (\hat{P}, \hat{U})] &:= \frac{1}{2} \hat{\dot{P}}^2 + 2t^{4/3} \left[ \frac{\hat{P} + \frac{1}{3}}{1 + t^{4/3} G_{ab} U^a U^b} \right] G_{cf} U^c \hat{U}^f \hat{P} \\
&\quad + 2 \left[ \frac{\hat{P} + \frac{1}{3}}{1 + t^{4/3} G_{ab} U^a U^b} \right]^2 \left( t^{4/3} G_{cf} U^c \hat{U}^f - \left[ t^{4/3} G_{cf} U^c \hat{U}^f \right]^2 \right), \tag{5.16a}
\end{align*}
\]

\[
\begin{align*}
\mathbf{J}^j_{(\text{Fluid})}[(\hat{P}, \hat{U}), (\hat{P}, \hat{U})] &:= \frac{1}{2} \hat{\dot{P}}^2 + 2t^{4/3} \left[ \frac{\hat{P} + \frac{1}{3}}{1 + t^{4/3} G_{ab} U^a U^b} \right] G_{cf} U^c \hat{U}^f \hat{P} \\
&\quad + 2t^{4/3} \left[ \frac{\hat{P} + \frac{1}{3}}{1 + t^{4/3} G_{ab} U^a U^b} \right] \left[ t^{4/3} G_{cf} U^c \hat{U}^f - \left[ t^{4/3} G_{cf} U^c \hat{U}^f \right]^2 \right], \tag{5.16b}
\end{align*}
\]

We note that \( \mathbf{J}^j_{(\text{Fluid})}[\cdot, \cdot] \) can be viewed as a positive definite quadratic form in \((\hat{P}, \hat{U})\) (this is clearly the case whenever \(|U|_G\) is sufficiently small, but it is also true when \(|U|_G\) is large - see e.g. the discussion in \([18]\)). This property will result in coercive fluid energies (see Lemma 4).

The next lemma shows that for solutions to the fluid equations of variation, the divergence of \( \mathbf{J}^j_{(\text{Fluid})}[(\hat{P}, \hat{U}), (\hat{P}, \hat{U})] \) can be expressed in terms of quantities that do not depend on the derivatives of the variations \((\hat{P}, \hat{U})\). The lemma is the fluid analog of Lemma 2 and equation (5.17) from the lemma is analogous to \([18\) Equation (1.41)].

**Lemma 3 (Differential identity for the fluid energy current)** For a solution \((\hat{P}, \hat{U}^1, \hat{U}^2, \hat{U}^3)\) of (5.15a)-5.15b), the spacetime coordinate divergence
of $\mathbf{j}^{\mu}_{(\text{Fluid})}[(\dot{P}, \dot{U}), (\dot{P}, \dot{U})]$ can be expressed as follows:

\[
\partial_\mu \left( \mathbf{j}^\mu_{(\text{Fluid})}[(\dot{P}, \dot{U}), (\dot{P}, \dot{U})] \right) = \quad (5.17)
\]

\[
= -\frac{2}{3} t^{1/3} \dot{\psi}
- 4t \left( \dot{P} + \frac{1}{3} \right)^2 \dot{U}^a \dot{\phi}_a
+ \frac{8}{3} t^{1/3} \left( \dot{P} + \frac{1}{3} \right)^2 G_{ab} \dot{U}^a \dot{U}^b
- 4t^{1/3} \left[ 1 + t^{4/3} \dot{\psi} \right] \left( \dot{P} + \frac{1}{3} \right)^2 G_{ia} \dot{K}^a \dot{U}^i \dot{U}^j
+ \dot{P} \dot{\psi} + 4t^{1/3} \left( \dot{P} + \frac{1}{3} \right)^2 G_{ab} \dot{U}^a \dot{\psi}
+ 2t^{4/3} \left[ 1 + t^{4/3} G_{ab} \dot{U}^a \dot{U}^b \right] \dot{P} G_{ef} U^e \dot{U}^f
+ 2t^{4/3} \left[ 1 + t^{4/3} G_{ab} \dot{U}^a \dot{U}^b \right] G_{cf} U^c \dot{U}^f \dot{\psi}
- 4t^{8/3} \left[ 1 + t^{4/3} G_{ab} \dot{U}^a \dot{U}^b \right] G_{cf} U^c \dot{U}^f G_{ij} U^i \dot{U}^j
+ \sum_{l=1}^{3} \Delta \mathbf{j}^{\mu}_{(\text{Fluid})}[(\dot{P}, \dot{U}), (\dot{P}, \dot{U})]'
\]

where the error terms $\Delta \mathbf{j}^{\mu}_{(\text{Fluid})}[(\dot{P}, \dot{U}), (\dot{P}, \dot{U})]$ are

\[
\Delta \mathbf{j}^{\mu}_{(\text{Fluid})}[(\dot{P}, \dot{U}), (\dot{P}, \dot{U})] := \quad (5.18a)
\]

\[
= 2 \left\{ \partial_t \left( t^{4/3} \left[ \dot{P} + \frac{1}{3} \right] \left[ 1 + t^{4/3} G_{ab} \dot{U}^a \dot{U}^b \right] G_{cf} U^c \dot{U}^f \right) \right\} \dot{U}^f \dot{P}
+ 2t^{4/3} \left\{ \partial_t \left( \left[ \dot{P} + \frac{1}{3} \right]^2 \right) G_{cf} U^c \dot{U}^f \right\}
- 2t^{8/3} \left\{ \partial_t \left( \left[ \dot{P} + \frac{1}{3} \right]^2 \right) \right\} \left\{ \left[ G_{cf} U^c \dot{U}^f \right]^2 \left[ 1 + t^{4/3} G_{ab} \dot{U}^a \dot{U}^b \right] \right\}
- 4t^{4/3} \left[ \dot{P} + \frac{1}{3} \right]^2 \left\{ \left[ G_{cd} U^c U^d \right]^2 \left[ 1 + t^{4/3} G_{ab} \dot{U}^a \dot{U}^b \right] \right\}
+ 2t^{8/3} \left[ \dot{P} + \frac{1}{3} \right]^2 \left\{ \left[ G_{cd} U^c U^d \right]^2 \left[ 1 + t^{4/3} G_{ab} \dot{U}^a \dot{U}^b \right] \right\} \partial_t \left[ t^{4/3} G_{ef} U^e U^f \right].
\]
\[
\begin{align*}
\Delta J_{(P_{\text{link},(J_{junk}))}^j}(\hat{P},\hat{U}) &= t^{1/3} \left\{ \partial_j \left( \frac{1 + t^{1/3} \psi}{2(1 + t^{1/3} G_{ab} U^a U^b)^{1/2}} \right)^{\hat{P}} \right. \\
+ 2t^{1/3} \left\{ \partial_j \left( \frac{1 + t^{1/3} \psi}{1 + t^{1/3} G_{ab} U^a U^b} \right)^{\hat{P}} \right. \\
+ 2t^{5/3} \left\{ \partial_j \left( \frac{1 + t^{1/3} \psi}{1 + t^{1/3} G_{ab} U^a U^b} \right)^{\hat{P}} \right. \\
+ 2t^{5/3} \left\{ \partial_j \left( \frac{1 + t^{1/3} \psi}{1 + t^{1/3} G_{ab} U^a U^b} \right)^{\hat{P}} \right. \\
+ 2t^{5/3} \left\{ \partial_j \left( \frac{1 + t^{1/3} \psi}{1 + t^{1/3} G_{ab} U^a U^b} \right)^{\hat{P}} \right. \\
+ 2t^{5/3} \left\{ \partial_j \left( \frac{1 + t^{1/3} \psi}{1 + t^{1/3} G_{ab} U^a U^b} \right)^{\hat{P}} \right. \\
+ 2t^{1/3} \left\{ \partial_j \left( \frac{1 + t^{1/3} \psi}{1 + t^{1/3} G_{ab} U^a U^b} \right)^{\hat{P}} \right. \\
\end{align*}
\]

\[
\begin{align*}
\Delta J_{(P_{\text{link},(J_{junk}))}^j}(\hat{P},\hat{U}) &= \frac{4}{3} t^{5/3} \left[ \frac{1 + t^{1/3} \psi}{1 + t^{1/3} G_{ab} U^a U^b} \right] G_{ef} U^e U^f \hat{\psi} \\
+ 2t^{1/3} \left[ \frac{1 + t^{1/3} \psi}{1 + t^{1/3} G_{ab} U^a U^b} \right] G_{ef} U^e U^f \hat{U}^j \\
+ 2t^{1/3} \left[ \frac{1 + t^{1/3} \psi}{1 + t^{1/3} G_{ab} U^a U^b} \right] G_{ef} U^e U^f \hat{U}^j \\
+ 2t^{1/3} \left[ \frac{1 + t^{1/3} \psi}{1 + t^{1/3} G_{ab} U^a U^b} \right] G_{ef} U^e U^f \hat{U}^j \\
- 4t^{1/3} \left[ \frac{1 + t^{1/3} \psi}{1 + t^{1/3} G_{ab} U^a U^b} \right] G_{ef} U^e U^f \hat{U}^j \\
\end{align*}
\]

Proof The error term \( \Delta J_{(P_{\text{link},(J_{junk}))}^j}(\hat{P},\hat{U}) \) contains almost all of the terms that are generated when \( \partial_t \) hits the coefficients of the variations in (5.16a). Three exceptional terms of this type are singled out and are not included in \( \Delta J_{(P_{\text{link},(J_{junk}))}^j}(\hat{P},\hat{U}) \). The first exceptional term arises when \( \partial_t \) falls on the \( t^{1/3} \) factor in the product \( 2 \left[ \frac{\hat{P} + \frac{t^1}{3}}{1 + t^{1/3} G_{f} U^e U^f} \right] G_{ef} U^e U^f \hat{U}^j \) from (5.16a).

This generates the \( \frac{8}{3} t^{1/3} \left[ \frac{\hat{P} + \frac{t^1}{3}}{1 + t^{1/3} G_{f} U^e U^f} \right] G_{ab} U^a U^b \) term on the right-hand side of (5.17). The second and third exceptional terms arise when \( \partial_t \) falls on the \( G_{ef} \) factor in the product \( 2 \left[ \frac{\hat{P} + \frac{t^1}{3}}{1 + t^{1/3} G_{f} U^e U^f} \right] G_{ef} U^e U^f \hat{U}^j \) from (5.16a). We use equation (4.6a) to substitute for \( \partial_t G_{ef} \) and place one of the resulting two terms, namely \( -4t^{1/3} \left[ 1 + t^{1/3} \psi \right] \left[ \hat{P} + \frac{t^1}{3} \right] G_{ia} K^i_j \hat{U}^j \), on the right-hand side of (5.17).
The other resulting term \( \frac{1}{3} t^{1/3} \Psi \left[ \dot{P} + \frac{1}{3} \right] G_{ab} \dot{U}^a \dot{U}^b \) is placed on the right-hand side of \((5.18c)\) as part of \( \Delta J_{\text{Fluid}(\text{Junk})_2}(\dot{P}, \dot{U}) \).

The error term \( \Delta J_{\text{Fluid}(\text{Junk})_2}(\dot{P}, \dot{U}) \) contains precisely the terms that are generated when \( \partial_j \) hits the coefficients of the variations in \((5.16b)\).

The remaining terms on the right-hand sides of \((5.17)\) and \((5.18c)\) are generated when the spacetime derivatives \( \partial_t \) and \( \partial_j \) fall on \((\dot{P}, \dot{U})\). More precisely, we use the equations of variation \((5.15a)-(5.15b)\) to replace the derivatives of \((\dot{P}, \dot{U})\) with the terms on the right-hand side of \((5.15a)-(5.15b)\); we omit the tedious calculations that correspond to this replacement.

6 Bootstrap Assumptions, Energy Definitions, and Energy Coerciveness

In this section, we state our bootstrap assumptions for the solution norms. We also define the metric and fluid energies and provide a simple lemma that reveals their coerciveness properties.

6.1 Bootstrap assumptions

Recall that our solution norms are defined in \((5.5a)-(5.5c)\). Our proof of stable singularity formation is based on the following bootstrap assumptions, which we assume on a time interval \( t \in (T, 1] \):

\[
\mathcal{H}_{\text{Frame-Total}}: N(t) \leq \epsilon t^{-\sigma}, \quad t \in (T, 1], \quad (6.1a)
\]

\[
\mathcal{G}_{\text{Frame-Kinetic}}: N^{-3}(t) \leq 1, \quad t \in (T, 1], \quad (6.1b)
\]

\[
\mathcal{G}_{\text{Frame-Potential}}: N^{-4}(t) \leq t^{-\sigma}, \quad t \in (T, 1]. \quad (6.1c)
\]

Above, \( \epsilon \) and \( \sigma \) are small positive constants whose smallness will be adjusted throughout the course of our analysis.

6.2 Definitions of the energies

The main idea of our proof of stable singularity formation is to derive strict improvements of the bootstrap assumptions \((6.1a)-(6.1c)\) under near-FLRW assumptions on the data (given at \( t = 1 \)). In order to derive these improvements, we will apply integration by parts along the hypersurfaces \( \Sigma_t \) to the \( \partial_j \)–commuted equations, which are specific instances of the equations of variation. Equivalently, we will apply the divergence theorem using the energy currents introduced in the previous section. The energies are the coercive geometric quantities that will naturally emerge from the integration by parts identities. In this section, we define the energies. In Section \[12\] we will connect the energies to the norms \( \mathcal{H}_{\text{Frame-Total}}: M(t) \) and the quantities \( \sum_{1 \leq |j| \leq M} \| \partial_j \|_{L^2}^2 + \| \partial_j G^{-1} \|_{L^2}^2 \).
Definition 13 (Metric and fluid energies) Let \( \left( \hat{K}^{i,j}, \gamma^{i,j}_{k} \right)_{1 \leq i,j,k \leq 3} \) be the array of renormalized metric variables, and let \( \left( \hat{P}, U^i \right)_{1 \leq i \leq 3} \) be the array of renormalized fluid variables. We define the metric energies \( \varepsilon^{2}_{(\text{Metric}),M}(t) \geq 0 \) and the fluid energies \( \varepsilon^{2}_{(\text{Fluid}),M}(t) \geq 0 \) by

\[
\varepsilon^{2}_{(\text{Metric}),M}(t) := \sum_{|I| \leq M} \int_{\Sigma^t} \mathcal{J}^0_{(\text{Metric})} \left[ \partial_I(\hat{K}), \partial_I(\hat{\gamma}) \right] \, dx, \quad (6.2a)
\]

\[
\varepsilon^{2}_{(\text{Fluid}),M}(t) := \sum_{|I| \leq M} \int_{\Sigma^t} \mathcal{J}^0_{(\text{Fluid})} \left[ \partial_I(\hat{P}), \partial_I(\hat{U}) \right] \, dx, \quad (6.2b)
\]

where \( \mathcal{J}^0_{(\text{Metric})}[\partial_I(\hat{K}), \partial_I(\hat{\gamma})] \) and \( \mathcal{J}^0_{(\text{Fluid})}[\partial_I(\hat{P}), \partial_I(\hat{U})] \) are defined in (5.12a) and (5.16a).

Remark 12 Note that the energies \( \varepsilon^{2}_{(\text{Metric}),M}(t) \) do not directly control the quantities \( \sum_{|I| \leq M} \| \partial_I G \|_{L^2}^2 + \| \partial_I G^{-1} |G| \|_{L^2}^2 \). We will derive separate estimates to control these latter quantities (see Prop. 13).

6.3 Coerciveness of the energies

For the background FLRW solution, we have \( \varepsilon_{(\text{Metric}),M}(t) \equiv 0 \) and \( \varepsilon_{(\text{Fluid}),M}(t) \equiv 0 \). In the next lemma, we explicitly quantify the coercive nature of the energies in terms of the \( \| \cdot \|_{H^M_G} \) norms of the solution variables (which are defined in Def. 5).

Lemma 4 (Coerciveness of the metric and fluid energies) Assume that

\[
\left\| \hat{P} \right\|_{C^0} \leq \epsilon, \quad t^{2/3} \left\| U \right\|_{C^0} \leq \epsilon. \quad (6.3)
\]

There exists a constant \( \epsilon_0 > 0 \) such that if \( \epsilon \leq \epsilon_0 \), then the following coerciveness estimates hold:

\[
\varepsilon_{(\text{Metric}),M} \equiv \left\| \hat{K} \right\|_{H^M_G} + t^{2/3} \left\| \gamma \right\|_{H^M_G}, \quad (6.4a)
\]

\[
\varepsilon_{(\text{Fluid}),M} \equiv \left\| \hat{P} \right\|_{H^M_G} + t^{2/3} \left\| U \right\|_{H^M_G}. \quad (6.4b)
\]

Remark 13 In Prop. 6, we show that the hypotheses of Lemma 4 hold for near-FLRW solutions.

Proof Lemma 4 is a straightforward consequence of Def. 13, the expressions 5.12a and 5.16a for \( \mathcal{J}^0_{(\text{Metric})}[\partial_I(\hat{K}), \partial_I(\hat{\gamma})] \) and \( \mathcal{J}^0_{(\text{Fluid})}[\partial_I(\hat{P}), \partial_I(\hat{U})] \), and the G–Cauchy-Schwarz inequality.
7 Strong Estimates for the Lower-Order Derivatives

In this section, we use the bootstrap assumptions of Sect. 6 to derive strong estimates for the $C^M_G$ norms of the lower-order derivatives of the renormalized solution variables. The strong estimates provide additional information beyond that provided by the bootstrap assumptions and Sobolev embedding. This additional information plays an essential role in the proof of our main stable singularity formation theorem. Our derivation of the strong estimates relies on the special structure of the equations verified by the renormalized variables. In particular, we exhibit and exploit an effective partial dynamical decoupling of various renormalized solution variables. As an intermediate step, we derive estimates for the components of the renormalized solution variables relative to the transported spatial coordinate frame. Interestingly, in some cases, we are able to prove better estimates for the other constants than those provided by the bootstrap assumptions and Sobolev embedding. This additional information plays an essential role in the proof of our main stable singularity formation theorem. Our derivation of the strong estimates relies on the special structure of the equations verified by the renormalized variables. The strong estimates provide additional information beyond that provided by the bootstrap assumptions and Sobolev embedding. The sources depend on higher-order derivatives and hence our estimates incur some loss in derivatives. We collect together these estimates in Prop. 6. We stress that the order in which we derive the strong estimates in the proof of the proposition is important.

Proposition 6 (Strong estimates for the lower-order derivatives) Assume that on the spacetime slab $(T, 1) \times \mathbb{R}^3$, the renormalized variables of Def. 7 verify the constraint equations (4.1a), (4.1c), the lapse equations (4.4a), (4.4b), and the evolution equations (4.6a), (4.7a), (4.7b), and (4.8a). Assume that for some integer $N \geq 8$, the bootstrap assumptions (6.1a)–(6.1c) hold for $t \in (T, 1)$. Assume further that the initial renormalized metric verifies the near-Euclidean condition $\|G - E\|_{C^0_{Frame}}(1) \leq \varepsilon$. Then there exist a small constant $\sigma_N > 0$ and an integer $Z_N > 0$ depending on $N$ but not depending on the other constants such that if $\varepsilon \leq \sigma \leq \sigma_N$, then the following estimates also hold on $(T, 1)$ for the renormalized metric $G$, its inverse $G^{-1}$, and their derivatives:

\[
\left\| \partial_t [G - E] \right\|_{C^0_{Frame}} \leq \varepsilon t^{-1} \left\| G - E \right\|_{C^0_{Frame}} + \varepsilon t^{-1}, \quad (M \leq N - 3),
\]

\[
\left\| \partial_t [G^{-1} - E^{-1}] \right\|_{C^0_{Frame}} \leq \varepsilon t^{-1} \left\| G^{-1} - E^{-1} \right\|_{C^0_{Frame}} + \varepsilon t^{-1}, \quad (M \leq N - 3).
\]

\[
\left\| G - E \right\|_{C^0_{Frame}} + \left\| G^{-1} - E^{-1} \right\|_{C^0_{Frame}} \leq \varepsilon t^{-\infty}, \quad (M \leq N - 3),
\]

\[
\left\| G^{-1} - E^{-1} \right\|_{C^0_{Frame}} + \left\| G^{-1} - E^{-1} \right\|_{C^0_{Frame}} \leq \varepsilon t^{-\infty}, \quad (M \leq N - 3).
\]

Above, $E_{ij} = \text{diag}(1, 1, 1)$ denotes the standard Euclidean metric on $\mathbb{R}^3$, and the norms $\cdot \mid_{C^0_{Frame}}$ and $\cdot \mid_{C^0_G}$ are defined in Def. 3.
The following estimates also hold on \((T, 1]\) for the renormalized trace-free second fundamental form \(\hat{K}\) and its derivatives:

\[
\begin{align*}
\|\partial_t \hat{K}\|_{C^m_{\text{Frame}}} & \leq \epsilon t^{-1/3} \rho_N, \quad (M \leq N - 3), \quad (7.2a) \\
\|\hat{K}\|_{C^m_{\text{Frame}}} & \leq \epsilon, \quad (M \leq N - 3), \quad (7.2b) \\
\|\hat{K}\|_{C^m_G} & \leq \epsilon t^{-\sigma}, \quad (M = 0), \quad (7.2c)
\end{align*}
\]

The following estimates also hold on \((T, 1]\) for \(\gamma\) and its derivatives:

\[
\begin{align*}
\|\partial_t \gamma\|_{C^m_{\text{Frame}}} & \leq \epsilon t^{-1} \|\gamma\|_{C^m_{\text{Frame}}} + \epsilon t^{-1}, \quad (M \leq N - 4), \quad (7.3a) \\
\|\gamma\|_{C^m_{\text{Frame}}} & \leq \epsilon t^{-\sigma}, \quad (M \leq N - 4). \quad (7.3b)
\end{align*}
\]

The following estimates also hold on \((T, 1]\) for the renormalized pressure \(\hat{P}\) and its derivatives:

\[
\begin{align*}
\|\partial_t \hat{P}\|_{C^m} & \leq \epsilon t^{-1/3} \rho_N, \quad (M \leq N - 3), \quad (7.4a) \\
\|\hat{P}\|_{C^m} & \leq \epsilon, \quad (M \leq N - 3). \quad (7.4b)
\end{align*}
\]

The following estimates also hold on \((T, 1]\) for the renormalized velocity \(U\) and its derivatives:

\[
\begin{align*}
\|\partial_t U\|_{C^m_{\text{Frame}}} & \leq \epsilon t^{-1} \|U\|_{C^m_{\text{Frame}}} + \epsilon t^{-\sigma}, \quad (M \leq N - 4), \quad (7.5a) \\
\|U\|_{C^m_{\text{Frame}}} + \|U\|_{C^m_G} & \leq \epsilon t^{-\sigma}, \quad (M \leq N - 4). \quad (7.5b)
\end{align*}
\]

The following estimates also hold on \((T, 1]\) for the renormalized lapse \(\Psi\), the renormalized lapse gradient \(\Theta\), and their derivatives:

\[
\begin{align*}
\|\Psi\|_{C^m} & \leq \epsilon t^{-\sigma}, \quad (M \leq N - 5), \quad (7.6a) \\
\|\Theta\|_{C^m_{\text{Frame}}} + \|\Theta\|_{C^m_G} & \leq \epsilon t^{1/3 - \sigma}, \quad (M \leq N - 6). \quad (7.6b)
\end{align*}
\]

\[
\|\partial_t \Psi\|_{C^0} \leq \epsilon t^{-1 - \sigma}. \quad (7.7)
\]

**Proof** We first discuss the top level strategy. Recall that the norms \(\|\cdot\|_{C^m_{\text{Frame}}}\) are defined in Def. 5. To prove the desired estimates, we will have to bound quantities that are schematically of the form

\[
\left\| F(t; t^A v_1, t^A v_2, \ldots, t^A v_l) \prod_{a=1}^l (\partial_{t_a} v_a) \right\|_{C^m_{\text{Frame}}} \quad (7.8)
\]

where for \(1 \leq a \leq l\),

\[
v_a \in \{ G, (G^{-1}), \hat{K}, \gamma, \hat{P}, U, \Psi, \Theta \} \quad (7.9)
\]
is a renormalized solution tensor, the \( A_a \) are positive constants, and \( F \) is a smooth scalar-valued function of its arguments that, by virtue of the bootstrap assumptions, will verify
\[
\| F(t; t^{A_1}v_1, t^{A_2}v_2, \ldots, t^{A_l}v_l) \|_{C^0} \leq 1. \tag{7.10}
\]
For the multi-indices \( \vec{I} \) under consideration, the bootstrap assumptions \( (6.1a)-(6.1c) \) allow us to estimate the quantity \( (7.8) \) using the following strategy:
- If \( |I_a| \) is small, then at worst we have \( \| \partial_{I_a} v_a \|_{C^0_{\text{Frame}}} \leq t^{-\sigma} \).
- If \( |I_a| \) is large (but still within the range we are considering in this proof), then at worst we have \( \| \partial_{I_a} v_a \|_{C^0_{\text{Frame}}} \leq \epsilon t^{-2/3-\sigma} \). To derive this estimate, we used Sobolev embedding and the norm bootstrap assumption \( (6.1a) \). More precisely, we will often make use of the Sobolev embedding result \( H^M_{\text{Frame}}(\mathbb{T}^3) \hookrightarrow C^M_{\text{Frame}}(\mathbb{T}^3) \) without explicitly mentioning it.
- The integer \( N \) has been chosen to be large enough so that in any product, there is only one term with a “large” index.

Consequently, following this strategy, we deduce the following crude bound:
\[
\left\| F(t^{A_1}v_1, t^{A_2}v_2, \ldots, t^{A_l}v_l) \prod_{a=1}^l (\partial_{I_a} v_a) \right\|_{C^0_{\text{Frame}}} \leq \prod_{a=1}^l \| \partial_{I_a} v_a \|_{C^0_{\text{Frame}}} \leq \epsilon t^{-2/3-Z\sigma}, \tag{7.11}
\]
where
\[
Z \leq l \tag{7.12}
\]
is a non-negative integer (which we view as a constant that is free to vary from line to line) that counts the number of factors in the product \( \prod_{a=1}^l (\partial_{I_a} v_a) \) that contribute a \( t^{-\sigma} \) factor. Clearly \( Z \) is independent of \( \epsilon \) and \( \sigma \).

For the majority of the quadratic and higher-order terms that we will encounter, the estimate \( (7.11) \) will suffice for our purposes. However, when we are deriving the strong estimates for \( G, G^{-1}, \gamma, U, \Psi, \) and \( \Theta, \) some of the quadratic terms will not be bounded with the crude estimate \( (7.11) \) but will instead be bounded using the already-established strong estimates for other quantities. That is, we will derive the strong estimates in a particular order, and the order is essential. Some of the linear terms that we will encounter can also be treated with the crude estimate \( (7.11) \), while other linear terms will require special care.

We begin the detailed proof of the proposition by noting that the crude estimate \( (7.11) \) implies the following bounds for the junk terms appearing on the right-hand side of equations \( (D.6a)-(D.6b), (D.8a)-(D.8b), \) and \( (D.12a)-(D.12b) \):
\[
\left\| (I)_a(Junk) v_a \right\|_{C^N_{\text{Frame}}} + \left\| (I)_a(Junk) \Phi \right\|_{C^N_{\text{Frame}}} + \left\| (I)_a(Junk) \Psi \right\|_{C^N_{\text{Frame}}} \tag{7.13}
\]
\[
+ \left\| (I)_a(Junk) \Theta \right\|_{C^N_{\text{Frame}}} + \left\| (I)_a(Junk) \Upsilon \right\|_{C^N_{\text{Frame}}} \leq \epsilon t^{-2/3-Z\sigma}.
\]
Proof of (7.2a), (7.2b), (7.2c) in the case $M = 0$ only, (7.4a), and (7.4b): To derive (7.2a), we let $|I| \leq M \leq N - 3$ be a multi-index. We have to estimate the terms on the right-hand side of the evolution equation (D.8b) for $\partial I K^I_j$. The term $(I)_{\text{shadowed}} K^I_j$ has already been suitably bounded in (7.13). The remaining terms, some of which are linear, can be bounded in a similar fashion with the help of the bootstrap assumptions (6.1a)-(6.1c) (see equation (D.10) for the definition of $(I)_{\text{shadowed}}$): 

\[ t^{1/3} \left\| 1 + t^{1/3} \Psi (G^{-1})^{ia} \partial_a \partial I \gamma_i^j \right\|_{C^0} + t^{1/3} \left\| 1 + t^{1/3} \Psi (G^{-1})^{ia} \partial_a \partial \Gamma_j^i \right\|_{C^0} \]

(7.14)

The one term that requires some special attention is the next-to-last term on the left-hand side of (7.14). The bootstrap assumptions and Sobolev embedding imply that $\left\| (G^{-1})^{ia} \partial_a \partial \Gamma_j^i \right\|_{C^0} \leq t^{-\sigma} \|\Theta\|_{H^\infty_{\text{frame}}} \leq t^{-4/3 - 2\sigma}$. Hence, we truly need the factor $t$ that multiplies this term in order to reach the desired conclusion. We have thus shown (7.2a).

Inequality (7.2b) follows from integrating (7.2a) in time when $M \leq N - 3$: 

\[ \left\| \hat{K}_{C^M_{\text{frame}}} (t) \right\|_{C^M_{\text{frame}}} (1) + \epsilon \int_{s=t}^{1} s^{-1/3 - 2\sigma} ds \leq \epsilon, \]

(7.15)

where we used the small-data estimate $\left\| \hat{K} \right\|_{C^{N-3}_{\text{frame}}} (1) \leq C \epsilon$ and we have assumed that $\sigma$ is small enough for $t^{-1/3 - 2\sigma}$ to be integrable over the interval $t \in (0, 1)$.

To derive (7.2c) in the case $M = 0$, we use the symmetry property $k_{ij} = k_{ji}$ to deduce 

\[ \left| \hat{K}^2_G := (G^{-1})^{ab} G_{ij} \hat{K}^i_a \hat{K}^j_b \right| \leq \left\| \hat{K} \right\|^2_{C^4_{\text{frame}}}. \]

(7.16)

The desired estimate (7.2c) then follows from (7.16) and (7.2b).

Inequalities (7.4a) and (7.4b) can be derived in a similar fashion with the help of the evolution equation (D.12a) for $\partial_t P$; we omit the details.

Proof of (7.1a)-(7.1d) and (7.2c) in the cases $1 \leq M \leq N - 3$: To derive (7.1a), we let $|I| \leq M \leq N - 3$ be a multi-index. We then use equation (D.6a) to derive an evolution equation of the form $\partial_t \partial^I (G_{ij} - E_{ij}) = \cdots$. Next, we use the bootstrap assumptions (6.1a)-(6.1c) and the strong estimate (7.2b) to bound the right-hand side of the evolution equation in the norm $C^4_{\text{frame}}$, which easily leads to the desired estimate (7.1a). Inequality (7.1b) can be derived in a similar fashion with the help of the evolution equation (D.6b). We stress that for our upcoming estimates, it is essential that the coefficient of $\|G - E\|_{C^M_{\text{frame}}}$ on the right-hand side of (7.1a) is precisely $t^{-1}$, and not a worse power of $t$. The same remark applies to inequalities (7.1b), (7.3a), and (7.5a).
To derive the estimate for $\|G - E\|_{C^M_{\text{Frame}}}$ in (7.1c), we integrate (7.1a) in time and use the small-data estimate $\|G - E\|_{C^M_{\text{Frame}}} (1) \leq C\epsilon$ to deduce the following inequality, which is valid for $M \leq N - 3$:

$$
\|G - E\|_{C^M_{\text{Frame}}} (t) \leq \|G - E\|_{C^M_{\text{Frame}}} (1) + C\epsilon \int_{s=t}^1 s^{-1} ds + C\epsilon \int_{s=t}^1 \|G - E\|_{C^M_{\text{Frame}}} (s) ds \leq C\epsilon (1 + |\ln t|) + C\epsilon \int_{s=t}^1 s^{-1} \|G - E\|_{C^M_{\text{Frame}}} (s) ds. 
$$

Applying Gronwall’s inequality to (7.17), we deduce that

$$
\|G - E\|_{C^M_{\text{Frame}}} (t) \leq C\epsilon (1 + |\ln t|) t^{-\alpha'.} 
$$

We have thus bounded $\|G - E\|_{C^M_{\text{Frame}}}$ by the right-hand side of (7.1c) as desired. Similarly, $\|G^{-1} - E^{-1}\|_{C^M_{\text{Frame}}}$ can be bounded by the right-hand side of (7.1d) with the help of inequality (7.1b). Finally, from the definition (5.3d) of the norm $\| \cdot \|_{C^M_{\text{Frame}}}$, we deduce that

$$
\|G - E\|_{C^M_{\text{Frame}}} \leq \|G^{-1}\|_{C^0_{\text{Frame}}} \|G - E\|_{C^M_{\text{Frame}}}, 
$$

$$
\|G^{-1} - E^{-1}\|_{C^M_{\text{Frame}}} \leq \|G\|_{C^0_{\text{Frame}}} \|G^{-1} - E^{-1}\|_{C^M_{\text{Frame}}}. 
$$

Therefore, $\|G - E\|_{C^M_{\text{Frame}}}$ and $\|G^{-1} - E^{-1}\|_{C^M_{\text{Frame}}}$ can each be bounded by $C\epsilon (1 + |\ln t|) t^{-\alpha'}$ by using the already-established bounds for $\|G - E\|_{C^M_{\text{Frame}}}$ and $\|G^{-1} - E^{-1}\|_{C^M_{\text{Frame}}}$.

Similarly, the estimate (7.2a) in the cases $1 \leq M \leq N - 3$ follows from the estimate (7.2b) and the already-established bounds (7.1c) and (7.1d) for $\|G - E\|_{C^M_{\text{Frame}}}$ and $\|G^{-1} - E^{-1}\|_{C^M_{\text{Frame}}}$.

**Proof of (7.3a)-(7.3b):** To derive (7.3a), we let $\hat{I} \leq M \leq N - 4$ be a multi-index. We will use the bootstrap assumptions (6.1a)-(6.1d) and the strong estimate (7.2b) to estimate the terms appearing on the right-hand side of the evolution equation (D.8a) for $\partial_I \gamma^b$. The first two terms on the right-hand side of (D.8a) are bounded by

$$
t^{-1} \left(1 + t^{4/3}\right) |\partial_I \partial_t \hat{K}^b| \leq \epsilon t^{-1}, 
$$

$$
t^{-1/3} |\partial_I \Theta c^I b| \leq \epsilon t^{-1/3 - \sigma}. 
$$

Note in particular that in deriving (7.22), we used the assumption $|\hat{I}| \leq N - 4$ in order to bound $|\partial_I \Theta c| \leq \|\Theta\|_{H^N_{\text{Frame}}} \leq \epsilon t^{-\sigma}$. Using similar reasoning, we bound the $t^{-1}(f)(\text{Border})$ term on the right-hand side of (D.8a) by

$$
t^{-1} \left(1 + t^{4/3}\right) |\gamma^b| \leq \epsilon t^{-1} \|\gamma\|_{C^M_{\text{Frame}}} + \epsilon t^{-1/3 - \sigma}. 
$$
The term \((I)_j^b\), on the right-hand side of (D.12b) has already been suitably bounded in (7.13). Combining these estimates, we have thus shown (7.3a).

Inequality (7.3b) for \(\|\gamma\|_{C_{Frame}^{M}}\) (when \(M \leq N - 4\)) then follows from integrating (7.3a) in time, using the small-data estimate \(\|\gamma\|_{C_{Frame}^{4-M}} \leq C\epsilon\), and applying Gronwall's inequality (as in our proof of (7.1a)).

To obtain the desired bound for \(\|\gamma\|_{C_{Frame}^{M}}\), we first use the definition (5.3d) of the norm \(\cdot\|_{C_{Frame}^{M}}\) to deduce

\[
\|\gamma\|_{C_{Frame}^{M}} \leq \|G^{-1}\|_{C_{Frame}^{0}} \|G^{1/2}\|_{C_{Frame}^{0}} \|\gamma\|_{C_{Frame}^{M}}.
\]  \tag{7.24}

The desired bound for \(\|\gamma\|_{C_{Frame}^{M}}\) in (7.3b) then follows from (7.24), the already-established bound for \(\|\gamma\|_{C_{Frame}^{M}}\), and the strong estimates (7.1c) and (7.1d) for \(\|G - E\|_{C_{Frame}^{0}}\) and \(\|G^{-1} - E^{-1}\|_{C_{Frame}^{0}}\).

**Proof of (7.5a) - (7.5b):** Let \(\mathcal{I}\) be a multi-index. To deduce the estimate (7.5a), we have to estimate the terms in the evolution equation (D.12b) for \(\partial_t U^j\). The \((I)_j^b\) term on the right-hand side of equation (D.12b) was suitably bounded in (7.13). Using the bootstrap assumptions (6.1a), (6.1c), and (7.1a), (7.1d), (7.2b), (7.3b), and (7.4b), we bound the term \(-t^{-1/3}(G^{-1})^j a U^a\partial_t \Theta_a\) on the right-hand side by

\[
t^{-1/3}\left|(G^{-1})^j a U^a\partial_t \Theta_a\right| \leq \epsilon t^{-1/3-2\sigma}.
\]  \tag{7.25}

To estimate the term \(-t^{-1}(I)_j^{(Border)} U^j\) on the right-hand side of (D.12b), we use the bootstrap assumptions (6.1a), (6.1c), and (7.1c), (7.1d), (7.2b), (7.3b), and (7.4b) to deduce

\[
t^{-1}\left|(I)_j^{(Border)} U^j\right| \leq \epsilon t^{-1}\|U\|_{C_{Frame}^{M}} + \epsilon^2 t^{-1-\epsilon\sigma},
\]  \tag{7.26}

which is clearly bounded by the right-hand side of (7.5a).

We similarly estimate the last four terms on the left-hand side of (D.12b), thus arriving at the following inequalities:

\[
t^{1/3}\left[1 + t^{1/3}\psi\right]\left[1 + t^{4/3}G_{ab}U^aU^b\right]^{1/2}U^j\partial_c\partial_t U^c \leq \epsilon^2 t^{-1/3-3\sigma},
\]  \tag{7.27}

\[
t^{1/3}\left[1 + t^{4/3}\psi\right]\left[1 + t^{4/3}G_{ab}U^aU^b\right]^{1/2}G_{cf}U^cU^j\partial_c\partial_t U^f \leq \epsilon^2 t^{-1-3\sigma},
\]  \tag{7.28}

\[
t^{1/3}\left[1 + t^{4/3}\psi\right]\left[1 + t^{4/3}G_{ab}U^aU^b\right]^{1/2}U^c\partial_c\partial_t U^f \leq \epsilon^2 t^{-1/3-3\sigma},
\]  \tag{7.29}

\[
t^{-1}\left[1 + t^{4/3}\psi\right]\left[(G^{-1})^j U^j + t^{4/3}U^j U^c\right] \partial_c\partial_t \hat{P} \leq \epsilon t^{-1-\epsilon\sigma}.
\]  \tag{7.30}
Note in particular that (7.30) involves a linear term, which yields only a single power of \( \epsilon \) on the right-hand side of (7.30). Combining the above estimates, we arrive at inequality (7.5a).

To prove (7.5b), we integrate inequality (7.5a) in time, use the trivial estimate \( s^{-1-c_\epsilon} \leq s^{-1-c_\sqrt{s}} \) for \( s \in (0,1] \), and use the small-data estimate \( \|U\|_{C^{N-4}} \leq C\epsilon \), thereby arriving at inequality (7.5a).

Applying Gronwall’s inequality to (7.31), we deduce
\[
\|U\|_{C_{\text{Frame}}^M}(t) \leq \|U\|_{C_{\text{Frame}}^M}(1) + C\epsilon \int_{s=1}^{1} s^{-1-c_\sqrt{s}} ds + c\epsilon \int_{s=1}^{1} s^{-1} \|U\|_{C_{\text{Frame}}^M}(s) ds
\]
\[
\leq C\sqrt{e} t^{-c_\sqrt{s}} + c\epsilon \int_{s=1}^{1} \|U\|_{C_{\text{Frame}}^M}(s) ds.
\]
(7.31)

Applying Gronwall’s inequality to (7.31), we deduce
\[
\|U\|_{C_{\text{Frame}}^M} \leq C\sqrt{e} t^{-c_\sqrt{s}}.
\]
(7.32)

We have thus bounded the term \( \|U\|_{C_{\text{Frame}}^M} \) on the right-hand side of (7.5b) by the right-hand side of (7.5b).

To obtain the desired bound for the term \( \|U\|_{C_{\text{Frame}}^G} \), we first use the definition (5.3d) of the norm \( \| \cdot \|_{C_{\text{Frame}}^G} \) to deduce the inequality
\[
\|U\|_{C_{\text{Frame}}^G} \leq \|G\|^{1/2}_{C_{\text{Frame}}^G} \|U\|_{C_{\text{Frame}}^M}.
\]
(7.33)

We then insert the bound (7.5b) for \( \|U\|_{C_{\text{Frame}}^M} \) and the strong estimate (7.1c) for \( \|G - E\|_{C_{\text{Frame}}^G} \) into (7.33), which yields the desired estimate for \( \|U\|_{C_{\text{Frame}}^G} \) in (7.5b).

**Proof of (7.6a)-(7.6b) and (7.7):** To prove (7.6a), we will apply the maximum principle to the elliptic PDE (D.3b) verified by \( \partial_t \Psi \). To this end, we first bound the inhomogeneous terms \( \tilde{\eta} \) and \( \tilde{\eta} \) on the right-hand side of (D.3b) using only the strong estimates (7.1c), (7.1d), (7.2b), (7.3b), (7.4b), and the bootstrap assumptions \( \|\Psi\|_{H^{N-1}} \leq e \eta^{-\sigma} \). This results in the following bounds for \( M \leq N - 5 \):
\[
\sum_{|I| \leq M} \| (I)(\text{Border}) \|_{C^0} \leq e t^{-c_\sqrt{s}},
\]
(7.34)
\[
\sum_{|I| \leq M} \| (I)(\text{Junk}) \|_{C^0} \leq e t^{-\sigma - c_\sqrt{s}}.
\]
(7.35)

From similar reasoning, it follows that the term \( \tilde{f} \) from (4.3b) can be bounded by
\[
\| \tilde{f} \|_{C^0} \leq \epsilon.
\]
(7.36)
Then by examining equation (D.3b) and applying the maximum principle for the operator \( t^{4/3} (G^{-1})_{ab} \partial_a \partial_b \), we see that at a maximum point for \( \partial_t \Psi \), we must have \( (1 + \tilde{f}) \partial_t \Psi \leq - \langle I \rangle (\text{Border}) \tilde{N} - t^{2/3} \langle I \rangle (\text{Junk}) \tilde{N} \). Similarly, at a minimum, we have \( (1 + \tilde{f}) \partial_t \Psi \geq - \langle I \rangle (\text{Border}) \tilde{N} - t^{2/3} \langle I \rangle (\text{Junk}) \tilde{N} \). Thus,

\[
\| \Psi \|_{CM} \leq \sum_{|I| \leq M} \langle I \rangle (\text{Border}) \tilde{N} + t^{2/3} \langle I \rangle (\text{Junk}) \tilde{N} \| \cdot C^0 .
\] (7.37)

Combining (7.34), (7.35), and (7.37), we deduce that the following estimate holds for \( M \leq N - 5 \):

\[
\| \Psi \|_{CM} \leq \epsilon t^{-c \sqrt{\tilde{N}} .}
\] (7.38)

Also taking into account (7.1d) and the fact that \( \Theta = t^{2/3} \partial_t \Psi \), we have proved (7.6a) and (7.6b) for the quantity \( \| \Theta \|_{C^0_{Frame}} \). To deduce the desired bound for (7.6b) \( \| \Theta \|_{C^0_{Frame}} \), we first use the definition (5.3d) of the norm \( \| \cdot \|_{C^0_{Frame}} \) to deduce the inequality

\[
\| \Theta \|_{C^0_{Frame}} \leq \| G^{-1/2} \|_{C^0_{Frame}}^{1/2} \| \Theta \|_{C^0_{Frame}} .
\] (7.39)

We then insert the bound (7.6b) \( \| G^{-1/2} \|_{C^0_{Frame}} \) and the strong estimate (7.1d) for \( \| G^{-1} - E^{-1} \|_{C^0_{Frame}} \) into (7.39), which yields the desired estimate for \( \| \Theta \|_{C^0_{Frame}} \).

We remark that the restriction \( M \leq N - 5 \) comes from the terms in \( \langle I \rangle (\text{Border}) \tilde{N} \), that depend on \( |I| + 1 \) derivatives of \( \gamma \). These terms can be estimated (in part) using the strong estimate (7.3b) whenever \( |I| \leq N - 5 \).

The proof of (7.7) is similar to the proof of (7.6a), so we only give partial details. Upon commuting (D.3b) with \( \partial_t \), we see that the quantity \( \partial_t \Psi \) verifies an elliptic PDE of the form (D.3b), where the differential operator \( \partial_I \) is replaced with \( \partial_t \). The previously proven estimates imply that at the points of maximum and minimum for \( \partial_t \Psi \) (where \( \partial_t \Theta_t = \frac{2}{3} t^{-1/3} \partial_t \Psi \)), the inhomogeneous terms in the elliptic PDE can be bounded in \( C^0 \) by \( \epsilon t^{-c \sqrt{\tilde{N}}} \). The desired estimate (7.7) thus follows in the same way that (7.38) follows from (7.37).

8 Preliminary Sobolev Estimates for the Lapse and the Key Coercive Quadratic Integral

In this section, we use the strong estimates of Prop. 6 to derive some preliminary Sobolev estimates for the lapse variables \( \Psi \) and \( \Theta_t \). The first lemma and the corresponding corollary provide standard elliptic \( L^2 \)-type bounds for these variables in terms of the inhomogeneous terms in the PDEs that they satisfy.

In contrast, the estimates of Prop. 7 are subtle and rely on the special structure of the Einstein equations in CMC-transported spatial coordinates.
In Prop. 6, we analyze the spatial integral of the term \(-\frac{2}{3} t^{1/3} \hat{P} \hat{\psi}\) on the right-hand side of the expression (5.17) for the divergence of the fluid energy current. This integral will appear in Sect. 9 during our derivation of our main energy integral inequalities for the fluid. In order to bound this quadratic integral, we use the lapse + Hamiltonian constraint equation (4.4a) to substitute for \(\hat{P}\). After integrating by parts, we will discover that the resulting integral identity is coercive (with a good sign “towards the past”) in the lapse variables. This key estimate, which will lead to suitable control for \(\psi\) and \(\Theta_i\), is one of the main reasons that we are able to prove our main stable singularity formation theorem. We think of this estimate as “extra control of the lapse that comes for free from the fluid estimates” because of the special structure of the equations.

We now derive the first lemma and its corollary.

**Lemma 5 (Negative definiteness of the operator \(L\))** Assume that the hypotheses and conclusions of Prop. 6 hold on the spacetime slab \((T, 1] \times \mathbb{T}^3\). Then there exist a small constant \(\sigma_N > 0\) and a large constant \(C > 0\) such that if \(\epsilon \leq \sigma \leq \sigma_N\), then the operator \(L := t^{4/3}(G^{-1})^{ab}\partial_a \partial_b - (1 + f)\) defined in (4.2a) is negative definite in the following sense for \(t \in (T, 1]\):

\[
\int_{\Sigma_t} (\partial_t \psi) L \partial_t \psi \, dx \leq -(1 - C\epsilon) \int_{\Sigma_t} \left| \partial_t \Theta \right|^2_G \, dx - (1 - C\epsilon) \int_{\Sigma_t} \left| \partial_t \psi \right|^2 \, dx. \quad (8.1)
\]

**Proof** We first integrate by parts in the integral on the left-hand side of (8.1) to obtain

\[
\int_{\Sigma_t} (\partial_t \psi) L \partial_t \psi \, dx = -t^{4/3} \int_{\Sigma_t} \left| \partial_t \psi \right|^2_G \, dx - \int_{\Sigma_t} \left| \partial_t \psi \right|^2 \, dx - \int_{\Sigma_t} f \left| \partial_t \psi \right|^2 \, dx - t^{4/3} \int_{\Sigma_t} \left( \partial_a (G^{-1})^{ab} \right) \left( \partial_t \psi \right) \left( \partial_b \partial_t \psi \right) \, dx. \quad (8.2)
\]

The term \(f\) from (4.2b) can be bounded as follows by using (7.1c), (7.2b), (7.4b), and (7.5b):

\[
|f| \leq C\epsilon. \quad (8.3)
\]

From the \(G\)-Cauchy-Schwarz inequality and the estimates (7.1d) and (8.3), it follows that the magnitude of the last three integrals on the right-hand side of (8.2) can be bounded by

\[
\leq \epsilon \left\| \partial_t \psi \right\|_{L^2(G)}^2 + \epsilon t^{4/3} \left\| \partial_t \psi \right\|_{L^2(G)}^2. \quad (8.4)
\]

The desired estimate (8.1) follows from (8.2), (8.4), and the fact that \(\partial_t \psi = t^{-2/3} \Theta_i\).

**Corollary 1 (Preliminary bound for the lapse)** Assume that the hypotheses and conclusions of Prop. 6 hold on the spacetime slab \((T, 1] \times \mathbb{T}^3\). In particular, assume that \(\psi\) verifies the lapse equations (4.4a)–(4.4b), and let
bounded. To deduce the desired estimate for $\frac{\partial}{\partial t}$, the second integral on the right-hand side of (8.8) has already been suitably treated in \((D.3a)\) to deduce the estimate for the first two terms on the left-hand side of (8.5a). To this end, we first use Cauchy-Schwarz, it follows that

$$
\left\| \partial_t \Psi \right\|_{L^2} + \left\| \partial_t \Theta \right\|_{L^2} + t^{2/3} \left\| \partial_t \Phi \right\|_{L^2} \leq \frac{1}{2} \left\| \partial_t \Psi \right\|_{L^2}^2 + C t^{-8/3} \left\| \partial_t \Phi \right\|_{L^2}^2 + C t^{-8/3} \left\| (\tilde{f}) (\text{Border}) \right\|_{L^2},
$$

where $\tilde{f}$ is the inhomogeneous terms from the right-hand sides of the $\partial_t$-commuted lapse equations \((D.3a)\) and \((D.3b)\). Then there exists a small constant $\sigma_N > 0$ such that if $\epsilon \leq \sigma \leq \sigma_N$, then the following estimates hold for $t \in (T, 1]$:

$$
\left\| \partial_t \Psi \right\|_{L^2} + \left\| \partial_t \Theta \right\|_{L^2} + t^{2/3} \left\| \partial_t \Phi \right\|_{L^2} \leq \frac{1}{2} \left\| \partial_t \Psi \right\|_{L^2}^2 + C t^{-8/3} \left\| \partial_t \Phi \right\|_{L^2}^2 + C t^{-8/3} \left\| (\tilde{f}) (\text{Border}) \right\|_{L^2};
$$

(8.5a)

$$
\left\| \partial_t \Psi \right\|_{L^2} \leq \left\| (\tilde{f}) (\text{Border}) \right\|_{L^2} + t^{2/3} \left\| (\tilde{f}) (\text{Junk}) \right\|_{L^2};
$$

(8.5b)

Proof Using equation \((D.3a)\) and Cauchy-Schwarz, we estimate the left-hand side of \((8.1)\) by

$$
\left| \int_{\Sigma_t} (\partial_t \Psi) \mathcal{L} \partial_t \Psi \, dx \right| \leq \frac{1}{2} \left\| \partial_t \Psi \right\|_{L^2}^2 + C t^{-8/3} \left\| \partial_t \Phi \right\|_{L^2}^2 + C t^{-8/3} \left\| (\tilde{f}) (\text{Border}) \right\|_{L^2}^2 + C \left\| (\tilde{f}) (\text{Junk}) \right\|_{L^2}^2.
$$

The desired estimate for the first two terms on the left-hand side of \((8.5a)\) now follows from \((8.1)\) and \((8.6)\). The estimate \((8.5b)\) follows similarly with the help of equation \((D.3b)\).

To derive the estimate \((8.5a)\) for \(\left\| \partial_t \Theta \right\|_{L^2}\), we first use integration by parts to deduce

$$
\int_{\Sigma_t} (G^{-1})^{ab}(G^{-1})^{cd}(\partial_a \partial_b \partial_t \Psi)(\partial_c \partial_d \partial_t \Psi) \, dx
$$

(8.7)

$$
= \int_{\Sigma_t} \left| (G^{-1})^{ab}\partial_a \partial_b \partial_t \Psi \right|^2 \, dx
$$

$$
+ \int_{\Sigma_t} \left( \partial_b \left[ (G^{-1})^{ab}(G^{-1})^{cd} \right] (\partial_c \partial_t \Psi)(\partial_a \partial_d \partial_t \Psi) \right) \, dx
$$

$$
- \int_{\Sigma_t} \left( \partial_c \left[ (G^{-1})^{ab}(G^{-1})^{cd} \right] (\partial_a \partial_t \Psi)(\partial_b \partial_d \partial_t \Psi) \right) \, dx.
$$

From \((8.7)\), the estimate \((7.1d)\), and $G$-Cauchy-Schwarz, it follows that

$$
\int_{\Sigma_t} (G^{-1})^{ab}(G^{-1})^{cd}(\partial_a \partial_b \partial_t \Psi)(\partial_c \partial_d \partial_t \Psi) \, dx \leq C \int_{\Sigma_t} \left| (G^{-1})^{ab}\partial_a \partial_b \partial_t \Psi \right|^2 \, dx + C \epsilon \int_{\Sigma_t} (G^{-1})^{ab}(\partial_a \partial_t \Psi)(\partial_b \partial_t \Psi) \, dx.
$$

(8.8)

The second integral on the right-hand side of \((8.8)\) has already been suitably bounded. To deduce the desired estimate for $\partial_t \Theta$, it remains to estimate the first integral on the right-hand side of \((8.8)\). To this end, we first use equation \((D.3a)\) to deduce

$$
t^{4/3}(G^{-1})^{ab}\partial_a \partial_b \partial_t \Psi = (1 + f) \partial_t \Psi + 2t^{-4/3} \partial_t \Phi + t^{-4/3} (\tilde{f}) \text{Border} + (\tilde{f}) \text{Junk} \, dx.
$$

(8.9)
We now square both sides of (8.9), integrate over $T^3$, and use (8.3) to deduce
\[
\begin{align*}
2t^{5/3} \int_{\Sigma_1} |(G^{-1})^{ab} \partial_a \partial_b \partial_f \Psi|^2 \, dx & \leq C \int_{\Sigma_1} |\partial_f \Psi|^2 \, dx + C t^{-8/3} \int_{\Sigma_1} |\partial_f \hat{P}|^2 \, dx \\
& + C t^{-8/3} \int_{\Sigma_1} |(f)_1(Border)\Psi|^2 \, dx + C \int_{\Sigma_1} |(f)_1(Junk)\Psi|^2 \, dx.
\end{align*}
\]  

We now combine (8.8), (8.10) and the previously proven estimates for the first two terms on the left-hand side of (8.5a) to deduce the desired estimate for \( t^{2/3} \| \partial_f \partial \Theta \|_{L^2} \) and use the Cauchy-Schwarz inequality for integrals to deduce that
\[
\begin{align*}
t^{8/3} \int_{\Sigma_1} |(G^{-1})^{ab}(G^{-1})^{cd} (\partial_a \partial_c \partial_f \Psi)(\partial_b \partial_d \partial_f \Psi)| \, dx & \leq C t^{-8/3} \int_{\Sigma_1} |\partial_f \hat{P}|^2 \, dx \\
& + C t^{-8/3} \int_{\Sigma_1} |(f)_1(Border)\Psi|^2 \, dx + C \int_{\Sigma_1} |(f)_1(Junk)\Psi|^2 \, dx.
\end{align*}
\]

We now provide the key proposition that will enable us to control the lapse variables.

**Proposition 7 (The key coercive quadratic integral)** Assume that the hypotheses and conclusions of Prop. 6 hold on the spacetime slab \((T, 1) \times T^3\). In particular, assume that the lapse equation (4.4a) (which was derived under the assumption that the Hamiltonian constraint (4.1a) holds) is verified on the same slab. Then there exist a small constant \( \sigma_N > 0 \) and a large constant \( C > 0 \) such that if \( \epsilon \leq \sigma \leq \sigma_N \) and \( \alpha > 0 \) is any positive constant, then the following estimate holds for \( t \in (T, 1) \):
\[
\begin{align*}
-2t^{1/3} \int_{\Sigma_1} (\partial_f \Psi)(\partial_f \hat{P}) \, dx & \geq (1 - C\epsilon t^{5/3}) \int_{\Sigma_1} |\partial_f \Theta|_{G}^2 \, dx + (1 - C\epsilon - \alpha) t^{5/3} \int_{\Sigma_1} |\partial_f \Psi|^2 \, dx \\
& - \alpha^{-1} t^{-1} \int_{\Sigma_1} |(f)_1(Border)\Psi|^2 \, dx + \alpha^{-1} t^{5/3} \int_{\Sigma_1} |(f)_1(Junk)\Psi|^2 \, dx
\end{align*}
\]

**Proof** We multiply the commuted equation (D.3a) by \( t^{5/3} \partial_f \Psi \) and use the Cauchy-Schwarz inequality for integrals to deduce that
\[
\begin{align*}
-2t^{1/3} \int_{\Sigma_1} (\partial_f \Psi)(\partial_f \hat{P}) \, dx & \geq -t^{5/3} \int_{\Sigma_1} (\partial_f \Psi)C \partial_f \Psi \, dx \\
& - \alpha t^{5/3} \int_{\Sigma_1} |\partial_f \Psi|^2 \, dx \\
& - \alpha^{-1} t^{-1} \int_{\Sigma_1} |(f)_1(Border)\Psi|^2 \, dx + \alpha^{-1} t^{5/3} \int_{\Sigma_1} |(f)_1(Junk)\Psi|^2 \, dx.
\end{align*}
\]
The desired estimate (8.12) now follows easily from (8.13) and inequality (8.1).

Remark 14 The integral on the left-hand side of (8.12) arises in our main energy identity for the fluid (see the proof of Lemma 7). If we had tried to crudely bound this integral in absolute value by bounding $\partial_1 P$ in terms of the fluid energy and by using elliptic estimates to bound $\Psi$ in terms of the metric and fluid energies, then our top order energy estimates would not close. Hence, we truly need the special structure revealed by Prop. 7. One reason that the estimates would not close without Prop. 7 is that the first term on the right-hand side of (8.5a) comes with a large (implicit) constant that would lead to a damaging top-order energy integral. Another reason is that we need the positive terms on the right-hand side of (8.12) in order to counter some other dangerous top-order quadratic integrals (see the proof of Prop. 8).

9 The Fundamental Energy Integral Inequalities

In this section, we derive our fundamental energy integral inequalities for the near-FLRW solutions. The main ingredients are the divergence identities for the metric and fluid currents provided in (5.13) and (5.17), the strong estimates of Prop. 6, and the key estimate proved in Prop. 7, which will provide $L^2$ control of the lapse variables.

9.1 The fundamental energy integral inequalities

We begin by defining a family of energies for the metric + fluid solutions. Our fundamental energy integral inequality involves a member of this family.

Definition 14 (Total metric + fluid energies) Let $M \geq 0$ be an integer, and let $\delta^{(\text{Metric})}_t ; M(t)$ and $\delta^{(\text{fluid})}_t ; M(t)$ be the metric and fluid energies defined in (6.2a) and (6.2b). For each real number $\theta > 0$, we define $\delta^{(\text{Total})}_t ; \theta ; M(t)$ by

$$
\delta^{2,(\text{Total})}_t ; \theta ; M(t) := \theta \delta^{2,(\text{Metric})}_t ; M(t) + \delta^{2,(\text{fluid})}_t ; M(t).
$$

(9.1)

Our main goal in this section is to show that there exists a real number $\theta_* > 0$ such that $\delta^{2,(\text{Total})}_t ; \theta ; M(t)$ verifies a useful a priori integral inequality. The main result is contained in the next proposition.

Proposition 8 (The fundamental integral inequality for the total energies) Assume that the hypotheses and conclusions of Prop. 6 hold on the spacetime slab $(T, 1] \times T^3$. Let $\delta^{(\text{Total})}_t ; \theta ; M(t)$ be the total solution energy defined in Def. 14. Then there exist a small positive constant $\theta_* > 0$ and a small constant $\sigma_N > 0$ such that if $\epsilon \leq \sigma \leq \sigma_N$ and $0 \leq M \leq N$, then $\delta^{(\text{Total})}_t ; \theta_* ; M(t)$

...
Note that inequality (9.2) involves the norms $| \cdot |_G$. These are the norms that we can access via integration by parts and hence these norms play an essential role in our analysis.

The proof of Prop. 8 is located in Sect. 9.2. In the next two sections, we separately derive preliminary inequalities for the metric and fluid energies; we will combine these separate estimates in a suitable fashion to deduce (9.2).
9.1.1 Preliminary metric energy inequalities

Lemma 6 (Preliminary energy inequalities for the metric) Assume the hypotheses of Prop. 8, and let $\mathcal{E}_{\text{Metric}}(t)$ be the metric energy defined in (6.2a). Then there exist a small constant $\sigma_N > 0$ and a large constant $C > 0$ such that if $\epsilon \leq \sigma \leq \sigma_N$ and $0 \leq M \leq N$, then $\mathcal{E}_{\text{Metric}}(t)$ verifies the following integral inequality for $t \in (T, 1]$:

$$
\mathcal{E}_{\text{Metric}}^2(1) + \sum_{|I| \leq M} \int_{s=1}^{s=1} \int_{\Sigma_s} \left( s^{1/3} \int_{\Sigma_s} | \partial_j \gamma |^2_g \right) dx \, ds
$$

Proof By the divergence theorem, we have that

$$
\mathcal{E}_{\text{Metric}}^2(t) - \mathcal{E}_{\text{Metric}}^2(1) = - \sum_{|I| \leq M} \int_{s=1}^{s=1} \int_{\Sigma_s} \partial_s \left( \mathcal{J}_{\text{Metric}}[\partial_j (K, \gamma), \partial_j (K, \gamma)] \right) dx \, ds.
$$
Our goal therefore is to estimate the right-hand side of (9.4) using the expression (5.13). The expression (5.13) is valid because the differentiated metric variables $\partial_f(K, \gamma)$ appearing in (9.4) verify the $\partial_f$–commuted metric equations of Sect. D.3.2, which are specific instances of the metric equations of variation.

We recall that the variations $\dot{K}$ etc. are defined in Def. 7. We first discuss the integrals corresponding to the term $\frac{1}{3} t^{1/3}(G^{-1})^{ab}(G^{-1})^{cf} G_{ij}(\partial_f \gamma_a^i a)(\partial_f \gamma_f^j b)$ on the right-hand side of (5.13). The corresponding integrals appearing on the right-hand side of (9.4) are therefore

$$-\frac{1}{3} \int_{s}^{s+1} s^{1/3} \int_{\Sigma_s} (G^{-1})^{ab}(G^{-1})^{cf} G_{ij}(\partial_f \gamma_a^i a)(\partial_f \gamma_f^j b) \, dx \, ds. \quad (9.5)$$

We then move the integrals (9.5) over to the left-hand side of (9.3). We note that at this stage in the proof, these integrals are multiplied by a $+\frac{1}{3}$ factor rather than the final $+\frac{1}{5}$ factor that appears on the left-hand side of (9.3).

We next discuss the integrals corresponding to the term $\frac{1}{3} t(G^{-1})^{ab}\partial_a \gamma_b^c$ on the right-hand side of (5.13). We first note the following simple pointwise inequality, which is valid for any constant $\beta > 0$:

$$\frac{1}{3} t |(G^{-1})^{ab}\partial_a \gamma_b^c| \leq \frac{\beta}{3} t^{1/3}|\gamma|^2 + \frac{\beta^{-1}}{3} |\dot{\gamma}|^2. \quad (9.6)$$

The corresponding integrals are therefore bounded in magnitude by

$$\frac{\beta}{3} \int_{s}^{s+1} s^{1/3} \int_{\Sigma_s} |\partial_f \gamma|^2 G \, dx \, ds + \frac{\beta^{-1}}{3} \int_{s}^{s+1} s^{1/3} \int_{\Sigma_s} |\partial_f \dot{\gamma}|^2 G \, dx \, ds. \quad (9.7)$$

If $\beta$ is small enough, then the first integral in (9.7) can be absorbed into the left-hand side of (9.3), while the second integral is clearly bounded by the right-hand side of (9.3). The absorbing reduces the aforementioned $+\frac{1}{3}$ factor (by a small amount if $\beta$ is small). The spacetime integrals corresponding to the terms

$$-\frac{4}{3} t^{1/3}\dot{\gamma}^a \dot{\Gamma}_a, \quad -t^{1/3}[1 + t^{1/3}\dot{\gamma}^a \dot{\Gamma}_a],$$

$$-t^{1/3}[1 + t^{1/3}\dot{\gamma}^a \dot{\Gamma}_a](G^{-1})^{ab}\partial_a \dot{\gamma}_b, \quad \frac{1}{2} t^{1/3}(G^{-1})^{ab} G_{ij}(G^{-1})^{cf} \gamma_a^i a \gamma_f^j b$$

on the right-hand side of (5.13) can be treated similarly. We recall that the inhomogeneous terms $\mathfrak{M}$ etc. are defined in Def. 8. The $\mathfrak{M}$ terms result in the presence of the inhomogeneous term integrals such as

$$C \sum_{|I| \leq M} \int_{s}^{s+1} s^{1/3} \int_{\Sigma_s} \left| f_I(Border) \mathfrak{M}^2 \right| G \, dx \, ds$$

on the right-hand side of (9.3). After all of the absorbing, the positive integrals on the left-hand side of (9.3) appear with their “final” constant factor $+\frac{1}{5}$. 
The same reasoning allows us to bound the spacetime integrals corresponding to the terms
\[
\frac{4}{3} t U^a \dot{\Theta}_a, \quad 2 t (G^{-1})^{ab} \mathfrak{R}_{ab}, \quad 2 (G^{-1})^{ab} G_{ij} \ddot{K}^i_a \ddot{K}^j_b
\]
appearing on the right-hand side of (5.13), except that we don’t absorb any of the integrals.

It remains for us to discuss how to bound the integrals corresponding to the terms $\Delta J_{(\text{Metric})\,(\text{Junk})}$ and $\Delta J_{(\text{Junk})\,(\text{Junk})}$ on the right-hand side of (5.13). We first discuss the first two terms on the right-hand side of the expression (5.14) for $\Delta J_{(\text{Metric})\,(\text{Border})}$.

These two terms can be handled similarly, so we will only carefully analyze the first term. We use the $G$–Cauchy-Schwarz inequality and estimates (7.1c), (7.1d), and (7.6a) to deduce that
\[
2 t^j | [1 + t^{1/3} \psi] (G^{-1})^{ac} G_{ij} \ddot{K}^b_c \ddot{K}^j_b | \leq t^{-1} \dddot{\hat{K}}^j_G.
\]

Therefore, the corresponding spacetime integrals are bounded by the integrals
\[
C \epsilon \sum_{|I| \leq M} \int_{s=t}^{s+1} t^{-1} \int_{\Sigma_s} |\partial_t \hat{\eta}_G|^2 \, dx \, ds
\]
on the right-hand side of (9.3). Similarly, the integrals corresponding to the last three terms on the right-hand side of the expression (5.14) can each be bounded by
\[
C \epsilon \sum_{|I| \leq M} \int_{s=t}^{s+1} s^{1/3} \int_{\Sigma_s} |\partial_t \hat{\eta}_G|^2 \, dx \, ds.
\]
When $\epsilon$ is sufficiently small, these integrals can be absorbed into the positive integral on the left-hand side of (9.3).

Finally, we discuss how to bound the integrals corresponding to the term $\Delta J_{(\text{Metric})\,(\text{Junk})\,(\text{Junk})}$ on the right-hand side of (5.13). These terms all make negligible contributions to the dynamics. To proceed, we use the $G$–Cauchy-Schwarz inequality and the estimates (7.1e), (7.1d), and (7.6a) to deduce that
\[
|\Delta J_{(\text{Metric})\,(\text{Junk})\,(\text{Junk})}| \leq \sqrt{t} t^{-1/3} |\dddot{\hat{K}}_G^j + \sqrt{t} t^{-1/3} |a G |^j + \sqrt{t} t^{-1/3} |\dddot{\hat{\Theta}}_G^j|.
\]

We now integrate inequality (9.11) over $[t, 1] \times \mathbb{T}^3$. The integral corresponding to the term $|a G |^j$ can be absorbed into the positive integral on the left-hand side of (9.3) when $\epsilon$ is sufficiently small. The integrals corresponding to the terms $|\dddot{\hat{K}}_G^j|$ and $|\dddot{\hat{\Theta}}_G^j|$ are clearly bounded by the right-hand side of (9.3) as desired.
9.1.2 Preliminary fluid and lapse energy inequalities

We now derive preliminary energy inequalities for the fluid. Thanks to Prop. 7, our estimates will also lead to control over the lapse variables.

Lemma 7 (Preliminary energy inequalities for the fluid and lapse) Assume the hypotheses of Prop. 8 and let \( \varepsilon \) be the fluid energy defined in (6.2a). Then there exist a small constant \( \sigma_N > 0 \) and a large constant \( C > 0 \) such that if \( \epsilon \leq \sigma \leq \sigma_N \) and \( 0 \leq M \leq N \), then \( \varepsilon_{(\text{fluid})}^2 \) verifies the following integral inequality for \( t \in (T,1] \):

\[
\varepsilon_{(\text{fluid})}^2 (t) + \frac{1}{9} C \int_{\Sigma_t} |\partial_t \psi|^2 \, dx + \frac{1}{6} \int_{\Sigma_t} |\partial_t \theta|^2 \, dx \\
+ \left( \frac{1}{27} - C \right) \sum_{\nu \geq M} \int_{\Sigma_t} (s^{5/3} |\partial_t f|^2 + s^{1/3} |\partial_t \hat{P}|^2) \, dx \\
\leq \varepsilon_{(\text{fluid})}^2 (1)
\]

Proof By the divergence theorem, we have that

\[
\varepsilon_{(\text{fluid})}^2 (t) - \varepsilon_{(\text{fluid})}^2 (1) \\
= - \sum_{\nu \geq M} \int_{\Sigma_t} \partial_t \left( \mathcal{J}_{(\text{fluid})} (\partial_t \hat{P}, \partial_t \hat{P}) \right) \, dx.
\]

Our goal therefore is to estimate the right-hand side of (9.13) using the expression (5.17). The expression (5.17) is valid because the differentiated fluid variables \( \partial_t (\hat{P}, \hat{U}) \) appearing in (9.13) verify the \( \partial_t \)-commuted fluid equations of Sect. 3.3.9, which are specific instances of the fluid equations of variation.
We first estimate the integrals corresponding to the first three terms on the right-hand side of (5.17). We recall that the variations $\hat{K}$ etc. are defined in Def. \[\text{7. The corresponding integrals on the right-hand side of (9.13) are}
\[
\frac{2}{3} \int_{s-t}^{s+1} s^{5/3} \int_{\Sigma_s} (\partial_t \hat{P})(\partial_t \Psi) \, dx \, ds
\]
\[+ 4 \int_{s-t}^{s+1} s \int_{\Sigma_s} [\hat{P} + \frac{1}{3}] (\partial_t U^a)(\partial_t \Theta_a) \, dx \, ds
\]
\[- \frac{8}{3} \int_{s-t}^{s+1} s^{1/3} \int_{\Sigma_s} [\hat{P} + \frac{1}{3}]^2 G_{ab}(\partial_t U^a)(\partial_t U^b) \, dx \, ds.
\]

Applying the crucially important Prop. \[\text{7 to the first spatial integral, and using the estimate (7.4b), the algebraic estimate}
\[
\frac{1}{2} \| (\partial_t U^a)(\partial_t \Theta_a) \| \leq \frac{1}{2} \left( \| \partial_t U^a \|^2_G + \| \partial_t \Theta \|^2_G \right),
\]

and Cauchy-Schwarz, we can bound the sum of the integrals in (9.14) by
\[
\leq -\frac{1}{3} \left( 1 - \epsilon - \frac{2}{3} \right) \int_{s-t}^{s+1} s^{5/3} \int_{\Sigma_s} |\partial_t \Theta|^2_G \, dx \, ds
\]
\[- \frac{1}{3} (1 - C \epsilon - \alpha) \int_{s-t}^{s+1} s^{5/3} \int_{\Sigma_s} |\partial_t \Psi|^2 \, dx \, ds
\]
\[- \left( \frac{8}{27} - \frac{2}{9} - C \epsilon \right) \int_{s-t}^{s+1} s^{1/3} \int_{\Sigma_s} |\partial_t U^a|^2_G \, dx \, ds
\]
\[+ \frac{1}{3} \alpha^{-1} \int_{s-t}^{s+1} \int_{\Sigma_s} (\underline{t}_{(\text{Border})}) \hat{\Psi} \, dx \, ds + \frac{1}{3} \alpha^{-1} \int_{s-t}^{s+1} s^{5/3} \int_{\Sigma_s} \left| (\underline{t}_{(\text{Junk})}) \hat{\Psi} \right|^2 \, dx \, ds.
\]

Setting $\alpha = 1/2$ in (9.15), we have produced the first three terms on the left-hand side of (9.12) [where at this stage in the proof, the integral $\int_{s-t}^{s+1} s^{1/3} \int_{\Sigma_s} |\partial_t U^a|^2_G \, dx \, ds$ is multiplied by the factor $\frac{1}{2}$ rather than the factor $\frac{1}{3}$ that appears on the left-hand side of (9.12)], as well as the integrals involving $\left| (\underline{t}_{(\text{Border})}) \hat{\Psi} \right|^2$ and $\left| (\underline{t}_{(\text{Junk})}) \hat{\Psi} \right|^2$ on the right-hand side.

To bound the integrals corresponding to the $-4t^{1/3}[1 + t^{4/3} \Psi] \hat{P} + \frac{1}{3} G_{ab} \hat{K}^a_j \hat{U}^j$ term on the right-hand side of (5.17), we use the $G$-Cauchy-Schwarz inequality and the estimates (7.2c) (in the case $M = 0$), (7.4b), and (7.6a) to deduce
\[
\int_{s-t}^{s+1} s^{4/3} \int_{\Sigma_s} \left[ 1 + t^{4/3} \Psi \right] \hat{P} + \frac{1}{3} \right\|^2 G_{ab} \hat{K}^a_j (\partial_t U^a)(\partial_t U^b) \, dx \, ds
\]
\[\leq \epsilon \int_{s-t}^{s+1} s^{1/3} \int_{\Sigma_s} |\partial_t U|^2_G \, dx \, ds.
\]

Thus, when $\epsilon$ is small, we can absorb these integrals into the left-hand side of (9.12).

To bound the integrals corresponding to the term $\hat{P} \hat{\Psi}$ on the right-hand side of (5.17) (where $\hat{\Psi} = t^{1/3}(\underline{t}_{(\text{Junk})}) \hat{\Psi}$), we simply use Cauchy-Schwarz to
deduce
\[
\int_{s=t}^{s+1} s^{1/3} \left| \int_{\Sigma_s} \left( \partial_t \hat{P} \right)(f) \, d\Sigma \right| \, ds \leq \int_{s=t}^{s+1} s^{-1/3} \int_{\Sigma_s} |\partial_t \hat{P}|^2 \, dx \, ds + \int_{s=t}^{s+1} s \int_{\Sigma_s} |(f)(Junk)|^2 \, dx \, ds.
\]

Clearly, the right-hand side of (9.17) is bounded by the right-hand side of (9.12) as desired.

To bound the integrals corresponding to the term \(4t^{4/3} \left( \hat{P} + \frac{1}{3} \right)^2 G_{ab} U^a U^b\) on the right-hand side of (9.17) (where \(\hat{U} = t^{-1}(Border) U^1 + t^{1/3}(f)(Junk) U^b\)), we first use the estimate (7.4b) to deduce that there exists a constant \(C > 0\) such that for any constant \(\beta > 0\), we have
\[
t^{4/3} \left[ \hat{P} + \frac{1}{3} \right]^2 G_{ab} U^a U^b \leq C \beta t^{4/3} |U|^2 + C \beta^{-1} t^{7/3} |\hat{U}|^2.
\]

Thus, the corresponding integrals can be bounded by
\[
4 \left( \int_{s=t}^{s+1} s^{1/3} \int_{\Sigma_s} \left[ \hat{P} + \frac{1}{3} \right]^2 G_{ab} \left( \partial_t U^a \right) \left( s^{-1}(f)(Border) U^b + s^{1/3}(f)(Junk) U^b \right) \right) \, dx \, ds
\]
\[
\leq C \beta \int_{s=t}^{s+1} s^{1/3} \int_{\Sigma_s} |\partial_t U|^2 \, dx \, ds + C \beta^{-1} \int_{s=t}^{s+1} s^{1/3} \int_{\Sigma_s} |(f)(Border) U|^2 \, dx \, ds + C \beta^{-1} \int_{s=t}^{s+1} s \int_{\Sigma_s} |(f)(Junk) U|^2 \, dx \, ds.
\]

If \(\beta\) is chosen so that \(C \beta < \frac{1}{27}\), then we can absorb the first integral on the right-hand side of (9.18) into the left-hand side of (9.12), which reduces the constant in front of the third integral to its listed value of \(\frac{1}{27}\). Furthermore, the second and third integrals on the right-hand side of (9.18) are clearly bounded by the right-hand side of (9.12) as desired.

The integrals corresponding to the next three terms on the right-hand side of (5.17) are easy to estimate because of the large powers of \(t\) available. To estimate the integral corresponding to the term \(2t^{4/3} \left( \frac{\hat{P} + \frac{1}{3}}{1 + t^{4/3} G_{ab} U^a U^b} \right) \hat{P} G_{ef} U^e U^f\), from the right-hand side of (5.17), we use the estimates (7.4b) and (7.5b) to deduce that
\[
t^{4/3} \left( \frac{\hat{P} + \frac{1}{3}}{1 + t^{4/3} G_{ab} U^a U^b} \right) \hat{P} G_{ef} U^e U^f \leq t^{1/3} \sqrt{C} |\hat{P}|^2 + t^{7/3} |\hat{U}|^2.
\]
From (9.19), it follows that the corresponding integrals can be bounded by
\begin{align}
\leq & \int_{s=t}^{s=1} s^{1/3-c\sqrt{\varepsilon}} \int_{\Sigma_s} |\partial_t \hat{P}|^2 \, dx \, ds \\
+ & \varepsilon \int_{s=t}^{s=1} s^{1/3} \int_{\Sigma_s} \|(\text{Border})_G\|_G^2 \, dx \, ds + \varepsilon \int_{s=t}^{s=1} s^3 \int_{\Sigma_s} \|(J\text{unk}_h)\|_G^2 \, dx \, ds.
\end{align}
(9.20)

Clearly, the integrals on the right-hand side of (9.20) are bounded by the right-hand side of (9.12). The integral corresponding to the terms \[2t^{4/3} \frac{\hat{P} + \frac{1}{3}}{1 + t^{1/3} G_{ab} U^a U^b} G_{ef} U^e U^f \hat{\Psi},\]
\[-4t^{8/3} \frac{\hat{P} + \frac{1}{3}}{1 + t^{1/3} G_{ab} U^a U^b} G_{ef} U^e U^f G_{ij} U^i U^j\]
from the right-hand side of (5.17) can similarly be bounded with the help of the estimates (7.4b) and (7.5b); we omit the straightforward details.

It remains to bound the integrals corresponding to the terms \[\partial_t \left( \partial_t (\Theta) \right) \] from the right-hand side of (5.17). These terms make only very minor contributions to the dynamics. To proceed, we insert the strong estimates of Prop. 6 into the expressions (5.18a)–(5.18c) and use the \(G\)-Cauchy-Schwarz inequality plus simple estimates of the form \(ab \leq \zeta^4 a^2 + \zeta b^2\) to deduce that
\begin{align}
\sum_{l=1}^{3} \left| \Delta_{(\text{Fluid})_h, (\text{Junk})_h} \left[ (\hat{P}, \hat{U}) (\hat{P}, \hat{U}) \right] \right| & \leq \sqrt{\varepsilon} \left( t^{-1-c\sqrt{\varepsilon}} \|\hat{U}\|_G^2 + t^{-1/3} \|\hat{P}\|_G^2 + t^{7/3-c\sqrt{\varepsilon}} \|\hat{\Psi}\|_G^2 + t^{7/3-c\sqrt{\varepsilon}} \|\hat{\Theta}\|_G^2 \right).
\end{align}
(9.21)

We now integrate (9.21) over \([t, 1] \times T^3\). For sufficiently small \(\varepsilon\), the integrals corresponding to the terms \|\hat{U}\|_G^2, \|\hat{\Psi}\|_G^2, \text{ and } \|\hat{\Theta}\|_G^2\) can be absorbed into the positive integrals on the left-hand side of (9.12). The integral corresponding to \|\hat{P}\|_G^2\) is clearly bounded by the right-hand side of (9.12) as desired.

### 9.2 Proof of Prop. 8

Recall that the total energies are
\begin{align}
\mathcal{E}^2_{(\text{Total})_h, (\text{Junk})_h} := \theta \mathcal{E}^2_{(\text{Metric})_h, (\text{Junk})_h} + \mathcal{E}^2_{(\text{Fluid})_h, (\text{Junk})_h}.
\end{align}
(9.22)

We simply add \(\theta\) times inequality (9.3) to the inequality (9.12). If \(\theta = \theta_0 > 0\) is chosen to be sufficiently small, then \(\theta_0\) times the third and fourth integrals on the right-hand side of (9.3) can be absorbed into the positive integrals on the left-hand side of (9.12). The desired inequality (9.2) thus follows.

\(\square\)
10 Pointwise Bounds for the Inhomogeneous Terms

In this section, we derive pointwise bounds for the \(|J| \|G\) norms of the inhomogeneous terms \((I)_{(\text{Junk})} g, (I)_{(\text{Border})} g, (I)_{(\text{Junk})} \tilde{g}, (I)_{(\text{Border})} \tilde{g}, \) etc., appearing on the right-hand sides of the \(\partial_J\)-commuted equations. The right-hand sides of the bounds feature the \(\partial_J\)-differentiated renormalized solution variables multiplied by various \(t\)-weights, some of which are of crucial importance. Because these same inhomogeneous terms also appear in the fundamental energy integral inequality (9.2), these bounds are an extremely important ingredient in deriving the a priori energy and norm estimates of Sect. 13. The main tools used in the proof are the strong estimates afforded by Prop. 8.

Proposition 9 (Pointwise bounds for the inhomogeneous terms) Assume that the hypotheses and conclusions of Prop. 8 hold on the spacetime slab \((T, 1] \times T^3\). Then there exist a small constant \(\sigma_N > 0\) and a large constant \(c > 0\) and such that if \(\epsilon \leq \sigma \leq \sigma_N\) and \(0 \leq M \leq N\), then the following pointwise bounds are verified by the junk inhomogeneous terms appearing in the commuted equations (D.1a)-(D.1b), (D.8a)-(D.8b), and (D.12a)-(D.12b) on \((T, 1] \times T^3\):

\[
\sum_{|I| \leq M} \left| (I)_{(\text{Junk})} g \right|_G + \left| (I)_{(\text{Junk})} \tilde{g} \right|_G \\
+ \sum_{|I| \leq M} \left| (I)_{(\text{Junk})} \bar{g} \right|_G + \left| (I)_{(\text{Junk})} \tilde{\bar{g}} \right|_G \\
+ \sum_{|I| \leq M} \left| (I)_{(\text{Junk})} \Psi \right|_G + \left| (I)_{(\text{Junk})} \Psi \right|_G \\
\leq \sqrt{t \epsilon} - c \sqrt{t} \sum_{|I| \leq M} \left| \partial_I G \right|_G + \sqrt{t \epsilon} - c \sqrt{t} \sum_{|I| \leq M} \left| \partial_I G^{-1} \right|_G \\
\text{absent if } M = 0 \\
\sqrt{t \epsilon} - c \sqrt{t} \sum_{|I| \leq M} \left[ \partial_I \left( \hat{K}, \gamma, \hat{P}, U, \psi, \theta \right) \right]_G.
\]
In addition, the following estimates for the junk inhomogeneous terms appearing in equations (10.2a)-(10.2b) hold on \((T, 1) \times \mathbb{T}^3\) for \(1 \leq M \leq N\):

\[
\sum_{1 \leq |I| \leq M} \left| (I)_3^{\text{Junk}} \right|_G \lesssim \sqrt{\epsilon t^{c_3^+}} \sum_{1 \leq |I| \leq M} \left| \partial_j G \right|_G + \sqrt{\epsilon t^{c_3^+}} \sum_{|J| \leq M-1} \left| \partial_j \hat{K} \right|_G + \sum_{|J| \leq M-1} \left| \partial_j \psi \right| + \sqrt{\epsilon t^{c_3^+}} \sum_{|J| \leq M-1} \left| \partial_j \psi \right| ,
\]

The following estimates for the borderline inhomogeneous terms appearing in the commuted equations (10.3a)-(10.3b) hold on \((T, 1) \times \mathbb{T}^3\) for \(1 \leq M \leq N\):

\[
\sum_{|I| \leq M} \left| (I)_4^{\text{Border}} \right|_G \lesssim \sqrt{\epsilon} \sum_{|I| = M} \left| \partial_j C \right|_G + \sqrt{\epsilon t^{c_4^+}} \sum_{1 \leq |J| \leq M-1} \left| \partial_j G^{-1} \right|_G + \sum_{|J| = M} \left| \partial_j \hat{K} \right|_G + \sqrt{\epsilon t^{c_4^+}} \sum_{|J| \leq M-1} \left| \partial_j \hat{K} \right|_G + \sum_{|J| = M} \left| \partial_j \hat{K} \right|_G + \sqrt{\epsilon t^{c_4^+}} \sum_{|J| \leq M-1} \left| \partial_j \hat{K} \right|_G ,
\]
In addition, the following estimates for the junk inhomogeneous terms appearing in the commuted equation [D.3a] hold on \((T, 1) \times \mathbb{T}^3\) for \(0 \leq M \leq N\):

\[
\sum_{|I| \leq M} \left| \langle \hat{I} \rangle \hat{g} \right| \leq \sqrt{\epsilon} t^{-c/\sqrt{\epsilon}} \sum_{1 \leq |I| \leq M} \left| \partial_I G \right|_G + \sqrt{\epsilon} t^{-c/\sqrt{\epsilon}} \sum_{1 \leq |I| \leq M} \left| \partial_I G^{-1} \right|_G \tag{10.4}
\]

absent if \(M = 0\)

\[
\sqrt{\epsilon} t^{-c/\sqrt{\epsilon}} \sum_{|I| \leq M} \left| \partial_I \hat{K} \right|_G + \sqrt{\epsilon} \sum_{|I| \leq M} \left| \partial_I \hat{\Theta} \right|_G + \sqrt{\epsilon} t^{-c/\sqrt{\epsilon}} \sum_{|I| \leq M} \left| \partial_I \hat{\Psi} \right|_G + \sqrt{\epsilon} t^{-c/\sqrt{\epsilon}} \sum_{|I| \leq M} \left| \partial_I \hat{U} \right|_G
\]

absent if \(M = 0\)

The following estimates for the borderline inhomogeneous terms appearing in the commuted equation [D.3a] hold on \((T, 1) \times \mathbb{T}^3\) for \(0 \leq M \leq N\):

\[
\sum_{|I| \leq M} \left| \langle \hat{I} \rangle \hat{g} \right| \leq \sqrt{\epsilon} \sum_{|I| = M} \left| \partial_I \hat{K} \right|_G + \sqrt{\epsilon} t^{-c/\sqrt{\epsilon}} \sum_{|I| \leq M-1} \left| \partial_I \hat{K} \right|_G
\]

borderline, principal order

\[
\sum_{|I| \leq M} \left| \langle \hat{I} \rangle \hat{g} \right| \leq \sqrt{\epsilon} \sum_{|I| = M} \left| \partial_I \hat{K} \right|_G + \sqrt{\epsilon} t^{-c/\sqrt{\epsilon}} \sum_{|I| \leq M-1} \left| \partial_I \hat{K} \right|_G
\]

borderline, below principal order

\(10.5\)

The following estimates for the junk inhomogeneous terms appearing in the commuted equation [D.3a] hold on \((T, 1) \times \mathbb{T}^3\) for \(0 \leq M \leq N - 1\):

\[
\sum_{|I| \leq M} \left| \langle \hat{I} \rangle \hat{g} \right| \leq \sqrt{\epsilon} t^{-3/\sqrt{\epsilon}} \sum_{|I| = M + 1} \left| \partial_I \hat{\gamma} \right|_G + \sqrt{\epsilon} t^{-c/\sqrt{\epsilon}} \sum_{1 \leq |I| \leq M} \left| \partial_I G \right|_G + \sqrt{\epsilon} t^{-c/\sqrt{\epsilon}} \sum_{1 \leq |I| \leq M} \left| \partial_I G^{-1} \right|_G \tag{10.6}
\]

absent if \(M = 0\)

absent if \(M = 0\)

+ \sqrt{\epsilon} t^{-c/\sqrt{\epsilon}} \sum_{|I| \leq M} \left| \partial_I \left( \hat{K}, \hat{\gamma}, \hat{P}, \hat{U}, \hat{\Psi}, \hat{\Theta} \right) \right|_G.
The following estimates for the borderline inhomogeneous terms appearing in the commuted equation \((D.3b)\) hold on \((T, 1] \times \mathbb{T}^3\) for \(0 \leq M \leq N - 1\):

\[
\sum_{|j| \leq M} \left( (f)_{(\text{Border})}^j \right)_{G} \leq \sum_{|j| = M+1} \left| \partial_{H} \gamma \right|_{G} + \sqrt{\epsilon t^{-c\sqrt{\epsilon}}} \sum_{1 \leq |j| \leq M} \left| \partial_{f} G \right|_{G} + \sqrt{\epsilon t^{-c\sqrt{\epsilon}}} \sum_{1 \leq |j| \leq M} \left| \partial_{f} G^{-1} \right|_{G},
\]

absent if \(M = 0\)

\[
+ \sqrt{\epsilon t^{-c\sqrt{\epsilon}}} \sum_{|j| \leq M} \left| \partial_{f} \hat{K} \right|_{G} + \sqrt{\epsilon t^{-c\sqrt{\epsilon}}} \sum_{|j| \leq M} \left| \partial_{f} \bar{U} \right|_{G}.
\]

Finally, the following estimates for the borderline inhomogeneous terms appearing in the commuted equations \((D.1a), (D.1b), (D.8a), (D.8b), \) and \((D.12a), (D.12b)\) hold on \((T, 1] \times \mathbb{T}^3\) for \(0 \leq M \leq N\):

\[
\sum_{|j| \leq M} \left( (f)_{(\text{Border})}^j \right)_{G} \leq \sqrt{\epsilon t^{-c\sqrt{\epsilon}}} \sum_{|j| \leq M} \left| \partial_{f} \hat{K} \right|_{G} + \sqrt{\epsilon} \sum_{|j| = M} \left| \partial_{f} \gamma \right|_{G} + \sqrt{\epsilon t^{2/3}} \sum_{|j| = M-1} \left| \partial_{f} \Theta \right|_{G},
\]

absent if \(M = 0\)

\[
+ \sqrt{\epsilon t^{-c\sqrt{\epsilon}}} \sum_{|j| \leq M-1} \left| \partial_{f} \gamma \right|_{G} + \sqrt{\epsilon t^{2/3-c\sqrt{\epsilon}}} \sum_{|j| \leq M-1} \left| \partial_{f} \Theta \right|_{G},
\]
$\sum_{|I| \leq M} \left| (f)_i (\text{Border}) \right|_G \leq \sqrt{\epsilon} c \sqrt{\epsilon} \left( \sum_{1 \leq |I| \leq M} \left| \partial_I G \right|_G \right) + \sqrt{\epsilon} \left( \sum_{1 \leq |I| \leq M} \left| \partial_I G^{-1} \right|_G \right) \tag{10.8b}

absent if $M = 0$

$+ \sqrt{\epsilon} c \sqrt{\epsilon} \left( \sum_{|I| \leq M} \left| \partial_I \tilde{K} \right|_G \right)$

$+ \sqrt{\epsilon} \left( \sum_{|I| \leq M} \left| \partial_I \tilde{F} \right|_G \right)$

borderline, principal order

$+ \sqrt{\epsilon} c \sqrt{\epsilon} \left( \sum_{|I| \leq M-1} \left| \partial_I U \right|_G \right)$

borderline, below principal order

$\sum_{|I| \leq M} \left| (f)_i (\text{Border}) \right|_G \leq \sqrt{\epsilon} c \sqrt{\epsilon} \left( \sum_{1 \leq |I| \leq M} \left| \partial_I G \right|_G \right) + \sqrt{\epsilon} \left( \sum_{1 \leq |I| \leq M} \left| \partial_I G^{-1} \right|_G \right) \tag{10.8c}

absent if $M = 0$

$+ \sqrt{\epsilon} c \sqrt{\epsilon} \left( \sum_{|I| \leq M} \left| \partial_I \tilde{K} \right|_G \right) + \sqrt{\epsilon} \left( \sum_{|I| \leq M} \left| \partial_I \gamma \right|_G \right)$

borderline, principal order

$+ \sqrt{\epsilon} c \sqrt{\epsilon} \left( \sum_{|I| \leq M} \left| \partial_I \tilde{F} \right|_G \right) + \sqrt{\epsilon} \left( \sum_{|I| \leq M} \left| \partial_I U \right|_G \right)$

borderline, principal order

$+ \sqrt{\epsilon} c \sqrt{\epsilon} \left( \sum_{|I| \leq M-1} \left| \partial_I \gamma \right|_G \right)$

borderline, below principal order

$+ \sqrt{\epsilon} c \sqrt{\epsilon} \left( \sum_{|I| \leq M-1} \left| \partial_I U \right|_G \right)$

borderline, below principal order

Remark 16 In the above estimates, sums of the form $\sum_{|I| \leq M-1}$ are understood to be absent when $M = 0$. Furthermore, sums of the form $\sum_{1 \leq |I| \leq M-1}$ are understood to be absent when $M = 1$.

Remark 17 Some of the above powers of $\epsilon$ stated above are non-optimal.
Proof We first discuss the top level strategy. Much like in (7.8), we will be deriving pointwise estimates for the $|\cdot|_G$ norm of tensorial products. In particular, we will estimating quantities of the form

$$F(t; t^{A_1}v_1, t^{A_2}v_2, \ldots, t^{A_l}v_l) \prod_{a=1}^{l} (\partial_{I_{a}} v_a)$$

(10.9)

where for $1 \leq a \leq l$,

$$v_a \in \{ G, (G^{-1}), \hat{K}, \gamma, \hat{P}, U, \Psi, \Theta \}$$

(10.10)

is a renormalized solution tensor, the $A_a$ are non-negative constants for $1 \leq a \leq l$ (the $t^{A_i}$ appear explicitly in the equations), and $F$ is a smooth scalar-valued function of its arguments that, by virtue of the bootstrap assumptions, will verify

$$\|F(t; t^{A_1}v_1, t^{A_2}v_2, \ldots, t^{A_l}v_l)\|_{C^0} \leq 1.$$ 

(10.11)

Aside from a few exceptional cases involving the quantities $t^{2/3} \Psi$ and $t^{2/3} \Theta$, (the exceptional cases are easy to estimate and are handled later in the proof), the estimates in Prop. 9 are derived using the following strategy, which is a slight modification of the strategy used in our proof of Prop. 6.

- We bound terms using the norms $|\cdot|_G$ and $\|\cdot\|_{C^0_G}$ instead of the frame component norms used in the proof of Prop. 6.

- In the non-exceptional cases, there is at most one “large index” factor $\partial_{I_{a_{\text{Large}}}} v_{a_{\text{Large}}}$ in (10.9) with so many derivatives on it that the strong estimates of Prop. 6 don’t apply. If there are no large index factors, then choose one of $v$’s and designate it as “$v_{a_{\text{Large}}}.$”

- For $a \neq a_{\text{Large}},$ we bound $\partial_{I_{a}} v_a$ in $\|\cdot\|_{C^0_G}$ using the strong estimates for the norms $\|\cdot\|_{C^0_G}$ proved in Prop. 6. The proposition implies that these quantities can be bounded by at worst $\|\partial_{I_{a_{\text{Large}}}} v_{a_{\text{Large}}}\|_{C^0_G} \leq \sqrt{\varepsilon} t^{-c} \sqrt{\tau},$

or in some important cases (depending on $I_{a_{\text{Large}}}$ and the field variable $v_{a_{\text{Large}}}$) by $\|\partial_{I_{a_{\text{Large}}}} v_{a_{\text{Large}}}\|_{C^0_G} \leq \varepsilon.$

- Since $|G|_G = |G^{-1}|_G = \sqrt{3},$ the quantities $|G|_G$ and $|G^{-1}|_G$ never appear explicitly in our estimates.

- In the non-exceptional cases, this strategy allows us to apply the $G$–Cauchy-Schwarz inequality and to bound all quadratic and higher-order products of the form (10.9) by

$$\left| F(t; t^{A_1}v_1, t^{A_2}v_2, \ldots, t^{A_l}v_l) \prod_{a=1}^{l} (\partial_{I_{a}} v_a) \right|_G \leq \sqrt{\varepsilon} t^{-B} \left| \partial_{I_{a_{\text{Large}}}} v_{a_{\text{Large}}} \right|_G,$$ 

(10.12)

where $B$ is either 0 or at worst $c \sqrt{\tau}.$ The right-hand side of (10.12) then appears as one of the terms on the right-hand side of the inequalities of Prop. 9.
In a few cases, the product to be estimated is multiplied by an overall factor $t^A$ for some $A > 0$; this factor of $t^A$ is incorporated into the bounds on right-hand side of the inequalities of Prop. 9.

In many cases, the bound \((10.12)\) is non-optimal with respect to the powers of $\epsilon$ involved. However, for simplicity, we will often be content with such a non-optimal bound when it is strong enough to allow us to prove our main stable singularity formation theorem.

The majority of the products that we have to bound are “non-borderline:”

- For these terms, the loss of $t^{-B}$ is harmless in the following sense: the estimate \((10.12)\) leads to a “non-borderline” integral in inequality \((13.1)\) or the energy integral inequality \((13.4)\). For these terms, it would be possible to derive the main a priori norm estimate \((13.10a)\) even with a significantly worse (i.e., larger) value of $B$ in \((10.12)\).

On the other hand, there are also “borderline” terms, which we treat as follows:

- For the principal order (i.e., order $M$) borderline terms, we must derive estimates with $B = 0$ in \((10.12)\). Otherwise, our proof of the main a priori norm estimate \((13.10a)\) would break down.

- For the lower-order (i.e., order $\leq M - 1$) borderline terms, we derive estimates with $B = c \sqrt{\epsilon}$, where $c > 0$ is a constant. Such an estimate is good enough to allow our proof of the main a priori norm estimate \((13.10a)\) to go through.

**Proof of \((10.1)\):** First, by inspecting the equation \((D.9c)\) for \((f_J(Junk))\), and similarly for the other terms on the left-hand side of \((10.1)\), we see that the lapse gradient variable $\Theta$ always appears in products that feature the weight $t^{2/3}$. The vast majority of the terms appearing in \((f_J(Junk))\) etc. (all of which are quadratic) are non-exceptional and can be bounded by using \((10.12)\) with $B = c \sqrt{\epsilon}$. There are a few exceptional products involving $t^{4/3} \psi$ and $t^{2/3} \Theta$. In these exceptional cases, it is possible to have a product such that two of the factors (one of which is $t^{4/3} \partial_{j} \psi$ or $t^{2/3} \partial_{j} \Theta$) have too many derivatives to bound them by the strong estimates of Prop. 5. Two examples are the products $-\frac{1}{2} \left[ \partial_{j}, \left[ 1 + t^{4/3} \psi \right] \left( \left( G^{-1} \right)^{i j} \right) \partial_{i} \gamma_{j}^{k} \right]$ and $-t^{2/3} \partial_{j} \left( \left( G^{-1} \right)^{i a} \right) \partial_{a} \Theta$, on the right-hand side of \((D.9c)\). To estimate such products, we first note that we have the inequalities $t^{4/3} \| \psi \|_{C^{N-3}} + t^{2/3} \| \partial \Theta \|_{C^{N-3}} \leq \epsilon t^{2/3 - Z \sigma} \mathcal{M}(Frame-Total) ; N \geq Z > 0$ is an integer. These inequalities follow from the bootstrap assumptions \((6.1a)-(6.1c)\) and Sobolev embedding. The remaining factors in the product (i.e., the non-lapse factors) can be bounded in $| \cdot |_{G}$ norm by at worst $t^{-c \sqrt{\epsilon}} \partial_{I_{L_{\text{Lage}}}} v_{u_{\text{Lage}}} |_{G}$ (much like in \((10.12)\)). It follows that in total, the exceptional products are bounded by $\epsilon t^{2/3 - Z \sigma - c \sqrt{\epsilon}} \partial_{I_{L_{\text{Lage}}}} v_{u_{\text{Lage}}} |_{G}$, where $v_{u_{\text{Lage}}}$ is a non-lapse variable. This is a far better bound than needed, and inequality \((10.1)\) thus follows.
Proof of (10.2a)-(10.2b): The proof is essentially the same as the proof of (10.1), and there are no exceptional products. However, some of the terms that occur when all derivatives fall on ψ are linear and we bound them by the term ∑_{i≤M} |∂_i ψ| on the right-hand sides of (10.2a)-(10.2b). All of the other terms that occur when all derivatives fall on ψ are quadratic and involve the factor K; for these products, we use the strong estimate (7.2c) to also bound them by ∑_{i≤M} |∂_i ψ| (without a loss of t^{-c√ɛ}). The remaining terms to be estimated are quadratic. In these cases, we simply allow the loss B = c√ɛ in (10.12), and the desired bounds (10.2a)-(10.2b) follow.

Proof of (10.3a)-(10.3b): We only prove (10.3a) since the proof of (10.3b) is nearly identical. We need to pointwise bound the |.|_G norm of the right-hand side of (10.7a). That is, we have to bound tensors of the form

$$T_{ij} = (\partial_i G_{a\omega})(\partial_j \tilde{K}^a),$$

(10.13)

where |I_1| + |I_2| ≤ M. If |I_1| = M and |I_2| = 0, then the strong estimate (7.2c) implies the bound

$$|T|_G \lesssim \epsilon \sum_{|I|≤M} |\partial_I G|_G,$$

(10.14)

borderline, principal order

which is ≤ the right-hand side of (10.3a). Similarly, if |I_1| ≤ M-1 and |I_2| ≤ N-3, then the strong estimate (7.2c) implies the bound

$$|T|_G \lesssim \epsilon t^{-c√ɛ} \sum_{|I|≤M-1} |\partial_I G|_G,$$

(10.15)

borderline, below principal order

which is ≤ the right-hand side of (10.3a). If |I_1| = 0 and |I_2| = M, then

$$|T|_G \lesssim \sum_{|I|≤M} |\partial_I \tilde{K}|_G,$$

(10.16)

borderline, principal order

which is ≤ the right-hand side of (10.3a). Finally, if |I_1| ≤ N-4 and |I_2| ≤ M-1, then the strong estimate (7.1c) implies the bound

$$|T|_G \lesssim \epsilon t^{-c√ɛ} \sum_{|I|≤M-1} |\partial_I \tilde{K}|_G,$$

(10.17)

borderline, below principal order

which is ≤ the right-hand side of (10.3a).
Proof of (10.4): To prove (10.4), we have to estimate the term \((\tilde{I})_j(Junk)\) \(R\) from equation (D.4b).

Step 1: Bound for the \(\partial_j(Junk)\) term from (D.4b). The term \((Junk)\) \(R\) is defined in (C.13b). To bound \(\partial_j\) of the first product on the right-hand side of (C.13b), we have to pointwise bound e.g. possibly exceptional products of the form

\[
T = t^{2/3} \left( \partial_{I_1} (G^{-1})^{e_I} \right) \left( \partial_{I_2} G_e b \right) \left( \partial_{I_3} \Theta_b \right),
\]

where \(\tilde{I}_1 + \tilde{I}_2 + \tilde{I}_3 \leq M\). Exceptional products [in which more than one factor in (10.18) has too many derivatives to apply Prop. 6] can occur if \(\tilde{I}_3 \leq N - 4\). To handle these cases, we use the estimate \(t^{2/3} \|\Theta\|_{G^N_{\infty}} \leq \epsilon t^{2/3 - Z\sigma}\), which can be proved in the same way as the estimate \(t^{2/3} \|\partial\Theta\|_{G^N_{\infty}} \leq \epsilon t^{2/3 - Z\sigma}\) used in the proof of (10.1). Also using the strong estimate (7.1d), we deduce that when \(\tilde{I}_3 \leq N - 4\), we have

\[
|T| \leq \sqrt{\epsilon} t^{2/3 - Z\sigma - c\sqrt{\tau}} \sum_{M \leq \tilde{I}} |\partial G|,
\]

(10.19)

Clearly (10.19) implies that \(|T|\) is \(\leq\) the right-hand side of (10.4) as desired. In the remaining (non-exceptional) cases of (10.18), we can simply bound \(|T|\) by using the estimate (10.12) and then taking into account the factor \(t^{2/3}\) in (10.18); the desired bound follows.

To bound \(\partial_j\) of the second product on the right-hand side of (C.13b), we have to pointwise bound (non-exceptional) terms of the form

\[
T = \left( \partial_{I_1} \hat{P} \right) \left( \partial_{I_2} G_{ab} \right) \left( \partial_{I_3} U^{a} \right) \left( \partial_{I_4} U^{b} \right),
\]

(10.20)

where \(\tilde{I}_1 + \tilde{I}_2 + \tilde{I}_3 + \tilde{I}_4 \leq M\). In all cases, we simply allow the loss \(B = \epsilon\sqrt{\tau}\) in (10.12), and the desired bound for the term (10.20) follows. A similar argument applies to the last product on the right-hand side of (C.13b).

Step 2: Bound for the commutator terms in (D.4b). The commutator term \(t^{2/3} \left[ \partial_{I_1} (G^{-1})^{e_I} \right] \partial_{I_2} \Theta_b\), which involves some exceptional terms, can be bounded by using an argument similar to the one we used to bound (10.18).

To bound the \(\partial_j, K^a_{b} \hat{K}^b_{a}\) \(\Psi\) term from the right-hand side of (D.4b), we have to pointwise bound products of the form

\[
T = \left( \partial_{I_1} \hat{K}^a_{b} \right) \left( \partial_{I_2} \hat{K}^b_{a} \right) \left( \partial_{I_3} \Psi \right),
\]

(10.21)

where \(1 \leq |\tilde{I}_1| + |\tilde{I}_2| + |\tilde{I}_3| \leq M\) and \(|\tilde{I}_3| \leq M - 1\). If \(\tilde{I}_3 \leq N - 4\), then we use the strong estimates (7.2c) and (7.3a) to derive the bound

\[
|T| \leq \sqrt{\epsilon} t^{-c\sqrt{\tau}} \sum_{M \leq \tilde{I}} |\partial G|.
\]

(10.22)
The bound (10.22) implies that $|T|$ is $\leq$ the right-hand side of (10.4) as desired. In all other cases, we use the frame component norm estimates from (7.2b) to derive the desired bound

$$|T| \leq \sqrt{\epsilon} \sum_{|I| \leq M-1} |\partial_f \Psi|.$$ (10.23)

The commutator term $2 \{ \partial_f, \tilde{P} \} \Psi$ on the right-hand side of (D.4b) can similarly be bounded with the help of the strong estimate (7.4b).

The last two terms on the right-hand side of (D.4b) are non-exceptional and easy to bound. We simply allow the loss $B = c\sqrt{\epsilon}$ in (10.12) and then use the fact that these terms are multiplied by the factor $t^{2/3}$.

Proof of (10.5): To prove (10.5), we have to pointwise bound the term $(\partial_f,\text{Border}) \tilde{N}$ from equation (D.4a). That is, we have to bound products of the form

$$T = \big( \partial_{\tilde{I}_1} \tilde{K}^a \big) \big( \partial_{\tilde{I}_2} \tilde{K}^b \big),$$ (10.24)

where $|\tilde{I}_1| + |\tilde{I}_2| \leq M$. Principal order borderline terms occur when either $|\tilde{I}_1| = M$ or $|\tilde{I}_2| = M$. In either case, one of the factors occurs with no derivatives, and the estimate (7.2c) allows us to bound the $|\cdot|_G$ norm of this factor by $\epsilon$.

Thus, we have

$$|T| \lesssim \epsilon \sum_{|I| = M \text{ or } I = \emptyset} |\partial_f \tilde{K}|_G.$$ (10.25)

in this case. In the remaining cases of (10.24), we have $1 \leq |\tilde{I}_1|, |\tilde{I}_2| \leq M - 1$. In these cases, we allow the loss $B = c\sqrt{\epsilon}$ in (10.12), and the desired bound follows.

Proof of (10.6): We have to pointwise bound the term $(\partial_f,\text{Junk}) \tilde{N}$ from equation (D.4d). The proof of (10.6) is essentially the same as the proof of (10.1). The only new feature is that there are products on the right-hand side of (D.4d) that depend on $|\tilde{I}| + 1$ derivatives of $\gamma$, and these products are multiplied by the factor $t^{2/3}$.

Proof of (10.7): We have to bound the term $(\partial_f,\text{Border}) \tilde{N}$ from equation (D.4c). That is, we have to bound the products that arise when $\partial_f$ is applied to the right-hand side of (C.14a) and $|\tilde{I}| \leq M \leq N - 1$. No exceptional products occur. If all derivatives fall on $\partial_f$, then the resulting terms are each $\leq \sum_{|I| = M+1} |\partial_f \hat{\gamma}|_G$, which is $\leq$ the right-hand side of (10.7) as desired. Otherwise, we allow the loss $B = c\sqrt{\epsilon}$ in (10.12), and the desired bound follows.
Proof of (10.8a): We have to bound the term $\partial_{\bar{f}}^{(\text{Border})} g_{c i}^b$ from the right-hand side of equation (D.9a). That is, we have to bound the products that arise when $\partial_{\bar{f}}$ is applied to the right-hand side of (C.21a). The first two products on the right-hand side of (C.21a) can be estimated in the same way. By the product rule, to bound these terms, we must estimate the $| \cdot |_G$ pointwise norm of tensors $T_{c i}^b$ of the form

$$T_{c i}^b = \left( \partial_{\bar{f}_1} \tilde{K}_a^b \right) \left( \partial_{\bar{f}_2} \gamma_{c i}^a \right),$$

(10.26)

where $|\bar{f}_1| + |\bar{f}_2| \leq M$. If $|\bar{f}_2| = M$, principal order borderline terms are generated. However, in this case, $|\bar{f}_1| = 0$, and the strong estimate (7.2c) implies that

$$|T|_G \leq \varepsilon \sum_{|\bar{f}|=M} \left| \partial_{\bar{f}} \right|_G .$$

(10.27)

borderline, principal order

In the remaining cases, we have $|\bar{f}_2| \leq M - 1$. In these cases, we allow the loss $B = c \sqrt{\tau}$ in (10.12), and the desired bound follows.

To bound $\partial_{\bar{f}}$ of the last product on the right-hand side of (C.21a), we have to estimate the $| \cdot |_G$ norm of

$$T_{c i}^b = t^{2/3} \left( \partial_{\bar{f}_1} \Theta_c \right) \left( \partial_{\bar{f}_2} \tilde{K}_a^b \right),$$

(10.28)

where $|\bar{f}_1| + |\bar{f}_2| \leq M$. Principal order borderline terms occur when $|\bar{f}_1| = M$ and $|\bar{f}_2| = 0$. Again using (7.2c), we see that when $|\bar{f}_1| = M$,

$$|T|_G \leq t^{2/3} \sum_{|\bar{f}|=M} \left| \partial_{\bar{f}} \Theta \right|_G .$$

(10.29)

borderline, principal order

In the remaining cases of (10.28), we have $|\bar{f}_1| \leq M - 1$. In these cases, we allow the loss $B = c \sqrt{\tau}$ in (10.12) and account for the factor $t^{2/3}$ in (10.28), and the desired bound follows.

Proof of (10.8b) To prove (10.8b), we have to bound the $| \cdot |_G$ norm of the quantity $(\partial_{\bar{f}}^{(\text{Border})} U_{\bar{f}})$ defined in (D.13b), where $|\bar{f}| \leq M$.

Step 1: Bound for the $\partial_{\bar{f}}^{(\text{Border})} U_{\bar{f}}$ term from (D.13b). To derive the desired bound, we must apply $\partial_{\bar{f}}$ to the product of terms on the right-hand side of (C.25b) and estimate the $| \cdot |_G$ norm of the resulting terms. More precisely, we have to estimate the $| \cdot |_G$ norm of

$$T^j = \left( \partial_{\bar{f}_1} \tilde{K}_a^j \right) \left( \partial_{\bar{f}_2} U_{\bar{f}}^a \right),$$

(10.30)
where \(|\vec{i}| + |\vec{j}| \leq M\). Principal order borderline terms occur when \(|\vec{i}| = 0\) and \(|\vec{j}| = M\). From the strong estimate \((7.2c)\), it follows that when \(|\vec{j}| = M\), we have

\[
|T|_G \leq \epsilon \sum_{|\vec{i}|=M} |\partial_T U|_G.
\]

(10.31)

Borderline, principal order

In the remaining cases of \((10.30)\), we have \(|\vec{i}| \leq M - 1\). In these cases, we allow the loss \(B = c\sqrt{\epsilon}\) in \((10.12)\), and the desired bound follows.

**Step 2: Bound for the commutator term from \((D.13b)\).** In this step, we have to bound the \(|.|_G\) norm of

\[
T^j = \left( \partial_{\vec{k}} (G^{-1})^{j\ell}(\partial_{\vec{l}} \partial_{\ell} \hat{P}) \times \partial_{\vec{l}} \left( \frac{1}{2[1 + t^{ij\ell} G_{a\ell} U^a U^\ell]^{1/2} \left[ \hat{P} + \frac{1}{3} \right]} \right) \right),
\]

(10.32)

where \(1 \leq |\vec{i}| + |\vec{j}| + |\vec{l}| \leq M\), and \(|\vec{j}| \leq M - 1\). In all of these cases, we simply allow the loss \(B = c\sqrt{\epsilon}\) in \((10.12)\), and the desired bound follows.

**Proof of \((10.8c)\):** We only discuss the estimates for \(|(\vec{i})_j \text{Border} \mathfrak{M}^j|_G\); the estimates for \(|(\vec{i})_j \text{Border} \mathfrak{M}^j|_G\) are nearly identical. We have to pointwise bound the \(|.|_G\) norm of the term \((\vec{i})_j \text{Border} \mathfrak{M}^j\) from \((D.2a)\).

**Step 1: Bound for \(\partial_T \text{Border} \mathfrak{M}^j\).** We must bound the \(|.|_G\) norm of the products that arise when \(\partial_T\) is applied to the right-hand side of \((C.7c)\). The first product can be bounded in the same way that we bound the second product. For the second product, we have to pointwise bound the \(|.|_G\) norm of

\[
T_i = \left( \partial_{\vec{k}} \left( \gamma^b_{\vec{i},a} + \gamma^b_{\vec{i},a} - (G^{-1})^{b\ell} G_{ma} \gamma_i^{m\ell} \right) \right) \left( \partial_{\ell} \hat{K}^{a\ell} \right),
\]

(10.33)

where \(|\vec{i}| + |\vec{j}| \leq M\). Principal order borderline terms are generated when \(|\vec{i}| = M\), \(|\vec{j}| = 0\), and all derivatives fall on \(\gamma\). In these cases, the strong estimate \((7.2c)\) implies that

\[
|T|_G \leq \epsilon \sum_{|\vec{i}|=M} |\partial_T \gamma|_G.
\]

(10.34)

Borderline, principal order

Clearly, the right-hand side of \((10.34)\) is \(\leq\) the right-hand side of \((10.8c)\) as desired. In all of the remaining cases of \((10.33)\), we allow the loss \(B = c\sqrt{\epsilon}\) in \((10.12)\), and the desired bound follows.
For the third product of terms right-hand side of (C.7c), we have to pointwise bound the $|\cdot |_G$ norm of

$$T_i = \left( \partial_{\bar{I}_1} \tilde{P} \right) \left( \partial_{\bar{I}_2} G_{ia} \right) \left( \partial_{\bar{I}_3} U^a \right),$$

(10.35)

where $|\bar{I}_1| + |\bar{I}_2| + |\bar{I}_3| \leq M$. Principal order borderline terms are generated when $|\bar{I}_1| = |\bar{I}_2| = 0$ and $|\bar{I}_3| = M$. In these cases, the estimate (7.4b) implies that

$$|T|_G \lesssim \epsilon \sum_{|\bar{I}|=M} \left| \partial_{\bar{I}} U \right|_G$$

(10.36)

which is clearly $\lesssim$ the right-hand side of (10.8b) as desired. In the remaining cases of (10.35), we have $|\bar{I}_3| \leq M - 1$. In these cases, we allow the loss $B = c\sqrt{\tau}$ in (10.12), and the desired bound follows.

**Step 2: Bound for $[\partial_{\bar{I}_1} G_{ia}] U^a$.** We must bound the $|\cdot |_G$ norm of

$$T_i = \left( \partial_{\bar{I}_1} G_{ia} \right) \left( \partial_{\bar{I}_2} U^a \right),$$

(10.37)

where $1 \leq |\bar{I}_1| + |\bar{I}_2| \leq M$ and $|\bar{I}_2| \leq M - 1$. In all of these cases, we simply allow the loss $B = c\sqrt{\tau}$ in (10.12), and the desired bound follows.

### 11 Sobolev Bounds for the Lapse and for the Inhomogeneous Terms

In this section, we use elliptic estimates to bound $\|\Psi\|_{H^M}$ and $\|\Theta\|_{H^M}$ in terms of the total energies $\mathcal{E}(\text{total}, \theta_{\cdot}, \cdot; M)$ and $\sum_{1 \leq |\bar{I}| \leq M} \|\partial_{\bar{I}} G\|_{L^2} + \|\partial_{\bar{I}} G^{-1}\|_{L^2}$. We also derive similar bounds for the $L^2$ norms of the inhomogeneous terms $(\text{I})_{(\text{junk})} \Phi$, $(\text{I})_{(\text{junk})} \Theta$, $(\text{I})_{(\text{junk})} \Phi$, etc., that appear in the PDEs verified by the differentiated quantities $\partial_{\bar{I}} G$, $\partial_{\bar{I}} G^{-1}$, $\partial_{\bar{I}} \Phi$, $\partial_{\bar{I}} \Theta$, $\partial_{\bar{I}} \Psi$, $\partial_{\bar{I}} \Theta$, $\partial_{\bar{I}} P$, and $\partial_{\bar{I}} U$. In particular, these $L^2$ bounds will allow us to control the spatial integrals involving the inhomogeneous terms $(\text{I})_{(\text{junk})} \Phi$, etc., appearing in the fundamental energy integral inequality (9.2). All of the estimates will follow easily thanks to the pointwise bounds of Prop. 9.

#### 11.1 Sobolev bounds for the lapse variables and the corresponding inhomogeneous terms

In the next proposition, we provide the aforementioned Sobolev bounds for the lapse variables and the corresponding inhomogeneous terms appearing in the $\partial_{\bar{I}}$-commuted lapse equations.
Proposition 10 (Sobolev bounds for the lapse in terms of the total energies and the metric norms) Assume that the hypotheses and conclusions of Prop. hold on the spacetime slab $(T,1) \times \mathbb{T}$. Then there exist a small constant $\sigma_N > 0$ and a large constant $c > 0$ such that if $\epsilon \leq \sigma \leq \sigma_N$, then the following $L^2$ estimates for the inhomogeneous terms hold on $(T,1)$:

$$\sum_{|I| \leq M} \left\| (f)_{(\text{Border})} g \right\|_{L^2} \leq \sqrt{\epsilon} \tilde{\varepsilon}(\text{Total}), \theta_{\cdot}, M + \sqrt{\epsilon} t^{-c} \tilde{\varepsilon}(\text{Total}), \theta_{\cdot}, M-1, \quad (M \leq N),$$

(11.1a)

$$\sum_{|I| \leq M} \left\| (f)_{(\text{Junk})} g \right\|_{L^2} \leq \sqrt{\epsilon} t^{-2/3-c} \tilde{\varepsilon}(\text{Total}), \theta_{\cdot}, M + \sqrt{\epsilon} \| \Psi \|_{H^{M-1}} + \sqrt{\epsilon} \| \Theta \|_{H^M_G} + \sqrt{\epsilon} t^{-c} \sqrt{\Theta} \sum_{1 \leq |I| \leq M} \left\| \partial_I G \right\|_{L^2} + \left\| \partial_I G^{-1} \right\|_{L^2}, \quad (M \leq N),$$

(11.1b)

absent if $M = 0$

$$\sum_{|I| \leq M} \left\| (f)_{(\text{Border})} g \right\|_{L^2} \leq \sqrt{\epsilon} t^{-2/3-c} \tilde{\varepsilon}(\text{Total}), \theta_{\cdot}, M+1$$

(11.1d)

$$\sum_{|I| \leq M} \left\| (f)_{(\text{Junk})} g \right\|_{L^2} \leq \sqrt{\epsilon} t^{-2/3-c} \tilde{\varepsilon}(\text{Total}), \theta_{\cdot}, M, \quad (M \leq N - 1),$$

(11.1e)

Furthermore, the following Sobolev estimates for $\Psi, \Theta$, and $\partial \Theta$ also hold on $(T,1)$:

$$\| \Psi \|_{H^M} + \| \Theta \|_{H^M_G} + t^{2/3} \| \partial \Theta \|_{H^M_G} + \sqrt{\epsilon} \| \Psi \|_{H^{M-1}} + \sqrt{\epsilon} t^{-2} \| \Theta \|_{H^M_G} + \sqrt{\epsilon} t^{-c} \sqrt{\Theta} \sum_{1 \leq |I| \leq M} \left\| \partial_I G \right\|_{L^2} + \left\| \partial_I G^{-1} \right\|_{L^2}, \quad (M \leq N),$$

(11.2a)

absent if $M = 0$

$$\| \Psi \|_{H^M} + \| \Theta \|_{H^M_G} \leq \sqrt{\epsilon} t^{2/3} \tilde{\varepsilon}(\text{Total}), \theta_{\cdot}, M + \sqrt{\epsilon} t^{-2} \tilde{\varepsilon}(\text{Total}), \theta_{\cdot}, M-1 + \sqrt{\epsilon} t^{-c} \sqrt{\Theta} \sum_{1 \leq |I| \leq M} \left\| \partial_I G \right\|_{L^2} + \left\| \partial_I G^{-1} \right\|_{L^2}, \quad (M \leq N - 1).$$

(11.2b)

absent if $M = 0$
Remark 18 Some of the above powers of $\epsilon$ stated above are non-optimal.

Proof We first note that the estimates (7.4b) and (7.5b) imply that the hypotheses of Lemma 4 are verified when $\epsilon$ is sufficiently small. We now square both sides of the inequalities (10.4)-(10.7) and then integrate over $T^3$. With the help of Lemma 4, we bound the integrals corresponding to $(I_i)_{\text{Border}} \mathfrak{M}$ (i.e., the integrals corresponding to the terms on the right-hand side of (10.5)) by

$$
\sum_{|I| \leq M} \left\| (I_i)_{\text{Border}} \mathfrak{M} \right\|_{L^2}^2 \lesssim \sum_{|I| \leq M} \epsilon \int_{\Sigma_t} |\partial_j \dot{K}|_G^2 \, dx + \sum_{|J| \leq M+1} \epsilon t^{-c} \int_{\Sigma_t} |\partial_j \dot{K}|_G^2 \, dx 
$$

(11.3)

which implies the desired estimate (11.1a). Inequalities (11.1b)-(11.2b) can be proved in a similar fashion; we omit the straightforward details.

Inequalities (11.2a)-(11.2b) then follow from Lemma 4, the estimates (8.5a)-(8.5b), and the estimates (11.1a)-(11.1c). We remark that in deriving these bounds, we soaked the $\sqrt{\epsilon} |\Psi|_{H^M}$ and $\sqrt{\epsilon} |\Theta|_{H^M}$ terms on the right-hand sides of (11.1b) and (11.1c) into the left-hand sides of (11.2a)-(11.2b) (this is possible when $\epsilon$ is sufficiently small).

11.2 Sobolev bounds for the metric and fluid inhomogeneous terms

In the next proposition, we extend the analysis of Prop. 10 to the non-lapse variables. Specifically, we bound the $L^2$ norms of the inhomogeneous terms $(I_i)_{\text{Junk}} \mathfrak{M}$, $(I_i)_{\text{Junk}} \mathfrak{G}$, etc., that appear in the PDEs verified by the differentiated quantities $\partial_j G$, $\partial_j G^{-1}$, $\partial_j K$, $\partial_j \gamma$, $\partial_j P$, and $\partial_j U$. As in Prop. 10 the right-hand sides of the bounds feature the total energies $\mathcal{E}_{(Total)} \theta_*, M$ and $\sum_{1 \leq |I| \leq M} \| \partial_j G \|_{L^2} + \| \partial_j G^{-1} \|_{L^2}$. 

Proposition 11 Assume that the hypotheses and conclusions of Prop. 6 hold on the spacetime slab $(T, 1] \times \mathbb{T}^3$. Let $(I_i)_{\text{Junk}} \mathfrak{M}$, $(I_i)_{\text{Border}} \mathfrak{M}$, etc. be the inhomogeneous terms appearing in the $\partial_j$-commuted equations (D.1a)-(D.1b), (D.6a)-(D.6b), (D.8a)-(D.8b), and (D.12a)-(D.12b). Then there exist a small constant $\sigma_N > 0$ and a large constant $c > 0$ such that if $\epsilon \leq \sigma \leq \sigma_N$, then the
following $L^2$ estimates hold on the interval $(T,1]$ for $1 \leq M \leq N$:

\[
\sum_{1 \leq |I| \leq M} \left\| \langle f \rangle_{\text{Border}} G \right\|_{L^2}^2 \leq \varepsilon_{\text{Total}}^2 \theta_{s,M} + \varepsilon t^{-4/3-c \sqrt{T}} \varepsilon_{\text{Total}}^2 \theta_{s,M-1} + \varepsilon t^{-c \sqrt{T}} \sum_{1 \leq |I| \leq M} \left\| \partial_f G \right\|_{L^2}^2,
\]

(11.4a)

\[
\sum_{1 \leq |I| \leq M} \left\| \langle f \rangle_{\text{Border}} G \right\|_{L^2}^2 \leq \varepsilon_{\text{Total}}^2 \theta_{s,M} + \varepsilon t^{-4/3-c \sqrt{T}} \varepsilon_{\text{Total}}^2 \theta_{s,M-1} + \varepsilon t^{-c \sqrt{T}} \sum_{1 \leq |I| \leq M} \left\| \partial_f G \right\|_{L^2}^2,
\]

(11.4b)

\[
\sum_{1 \leq |I| \leq M} \left\| \langle f \rangle_{\text{Border}} G \right\|_{L^2}^2 \leq \varepsilon_{\text{Total}}^2 \theta_{s,M} + \varepsilon t^{-c \sqrt{T}} \varepsilon_{\text{Total}}^2 \theta_{s,M-1} + \varepsilon \sum_{|I| = M} \left\| \partial_f G \right\|_{L^2}^2 + \varepsilon t^{-c \sqrt{T}} \sum_{1 \leq |I| \leq M-1} \left\| \partial_f G \right\|_{L^2}^2.
\]

absent if $M = 1$

(11.5a)

\[
\sum_{1 \leq |I| \leq M} \left\| \langle f \rangle_{\text{Border}} G \right\|_{L^2}^2 \leq \varepsilon_{\text{Total}}^2 \theta_{s,M} + \varepsilon t^{-c \sqrt{T}} \varepsilon_{\text{Total}}^2 \theta_{s,M-1} + \varepsilon \sum_{|I| = M} \left\| \partial_f G^{-1} \right\|_{L^2}^2 + \varepsilon t^{-c \sqrt{T}} \sum_{1 \leq |I| \leq M-1} \left\| \partial_f G^{-1} \right\|_{L^2}^2.
\]

absent if $M = 1$

(11.5b)

In addition, the following $L^2$ estimates hold on the interval $(T,1]$ for $0 \leq M \leq N$:

\[
\sum_{|I| = M} \left\| \langle f \rangle_{\text{Border}} \right\|_{L^2}^2 + \sum_{|I| = M} \left\| \langle f \rangle_{\text{Border}} \right\|_{L^2}^2 + \sum_{|I| = M} \left\| \langle f \rangle_{\text{Border}} \right\|_{L^2}^2 \leq \varepsilon t^{-4/3-c \sqrt{T}} \varepsilon_{\text{Total}}^2 \theta_{s,M} + \varepsilon t^{-c \sqrt{T}} \sum_{1 \leq |I| \leq M} \left\| \partial_f G \right\|_{L^2}^2 + \varepsilon t^{-c \sqrt{T}} \sum_{1 \leq |I| \leq M} \left\| \partial_f G^{-1} \right\|_{L^2}^2.
\]

absent if $M = 0$

(11.6)
\[
\sum_{|\ell| \leq M} \left\| (\ell_j, \text{Border}) \, g \right\|_{L^2}^2 + \left\| (\ell_j, \text{Border}) \, \varphi \right\|_{L^2}^2 
\leq \epsilon t^{-4/3} \delta_{(\text{Total}), \theta, M}^2 + \epsilon t^{-4/3-\sqrt{\epsilon}} \delta_{(\text{Total}), \theta, M-1}^2
\]
\[
+ \epsilon t^{-\sqrt{\epsilon}} \sum_{1 \leq |\ell| \leq M} \left\| \partial_\ell G \right\|_{L^2}^2 + \epsilon t^{-\sqrt{\epsilon}} \sum_{1 \leq |\ell| \leq M} \left\| \partial_\ell G^{-1} \right\|_{L^2}^2.
\]

Proof The proof is very similar to the proof of Prop. 10, we square the inequalities in Prop. 9 and integrate over \( T^3 \). For example, to derive the estimates for \( \left\| (\ell_j, \text{Border}) \, g \right\|_{L^2}^2 \) in (11.7), we square both sides of inequality (10.8a) and integrate over \( T^3 \). The integrals involving \( \partial_\ell \Theta \) are bounded with the help of Prop. 10, while the remaining integrals are controlled by the terms \( \| \partial_\ell G \|_{L^2}^2 \) and \( \| \partial_\ell G^{-1} \|_{L^2}^2 \) on the right-hand side of (11.7), the definition of the energies \( \delta_{(\text{Total}), \theta, M} \), and Lemma 3. The remaining estimates in the proposition can be proved in a similar fashion.

12 A Comparison of the Sobolev Norms and the Energies

Our bootstrap assumptions involve the solution norm \( \mathcal{H}_{(\text{Frame-Total}), N} \), while the fundamental energy integral inequality of Sect. 9 will allow us to derive a priori estimates for the quantities \( \delta_{(\text{Total}), \theta, M} \) (see the proof of Corollary 2). These a priori estimates will also involve the quantities \( \sum_{1 \leq |\ell| \leq M} \| \partial_\ell G \|_{L^2}^2 \) and \( \sum_{1 \leq |\ell| \leq M} \| \partial_\ell G^{-1} \|_{L^2}^2 \). In this short section, we establish comparison estimates between these quantities, which will ultimately allow us to derive an a priori estimate for \( \mathcal{H}_{(\text{Frame-Total}), N} \).

Proposition 12 (Comparison of norms and energies) Assume that the hypotheses and conclusions of Prop. 6 hold on the spacetime slab \( (T, 1) \times T^3 \). Let \( \mathcal{H}_{(\text{Frame-Total}), M}(t) \) be the solution norm defined in (5.5a) and let \( \delta_{(\text{Total}), \theta, M} \) be the total solution energy defined by (11.1), where the choice of the constant \( \theta, \epsilon > 0 \) was made in Prop. 8. Then there exist a small constant \( \sigma_N > 0 \) and large constants \( C_M, c_M > 0 \) such that if \( \epsilon \leq \sigma \leq \sigma_N \), then the
following comparison estimates hold for \( 0 \leq M \leq N \) and \( t \in (T, 1] \):

\[
\begin{align*}
\mathcal{E}_{\text{Total}, \theta, M}(t) & \leq C_M t^{-c_M \sqrt{\epsilon}} \mathcal{H}_{\text{Frame-Total}, M}(t), \\
\mathcal{H}_{\text{Frame-Total}, M}(t) & \leq C_M t^{-c_M \sqrt{\epsilon}} \sum_{1 \leq |I| \leq M} \left( \left\| \partial_t G^I \right\|_{L^2} + \left\| \partial_t G^{-1} \right\|_{L^2} \right) \\
& \quad \text{absent if } M = 0 \\
& + C_M t^{-c_M \sqrt{\epsilon}} \mathcal{E}_{\text{Total}, \theta, M}(t).
\end{align*}
\]

\[\text{(12.1a)}\]

\[\text{(12.1b)}\]

**Proof** Inequality (12.1a) follows from Lemma 4, the strong estimates (7.1c), (7.1d), (7.4b), and (7.5b), and the \( G \)-Cauchy-Schwarz inequality. Inequality (12.1b) follows similarly with the help of the estimates (11.2a)-(11.2b).

### 13 The Fundamental A Priori Estimates for the Solution Norms

In this section, we use all of the results obtained thus far in order to derive a priori estimates for the solution norms \( \mathcal{H}_{\text{Frame-Total}, N} \), \( \mathcal{E}_{\text{Frame-Kinetic}, N-3} \), and \( \mathcal{E}_{\text{Frame-Potential}, N-4} \) (\( N \geq 8 \)) from Def. 6. This is the main step in our proof of stable singularity formation. Our estimates will require the assumption that the data are near-FLRW. As preliminary steps, in the first two propositions of this section, we derive hierarchies of time-integral inequalities for the quantities \( \left\| \partial_t G^I \right\|_{L^2} \) and \( \left\| \partial_t G^{-1} \right\|_{L^2} \) and for the total energies \( \mathcal{E}_{\text{Total}, \theta, M} \) from Def. 14. The important point is that these hierarchies are amenable to analysis via Gronwall’s inequality. We then use these hierarchies to derive the main a priori norm estimates in Corollary 2.

In the next proposition, we derive the first hierarchy.

**Proposition 13** (A hierarchy of integral inequalities for \( \left\| \partial_t G^I \right\|_{L^2} \) and \( \left\| \partial_t G^{-1} \right\|_{L^2} \)) Assume that the hypotheses and conclusions of Prop. 6 hold on the spacetime slab \((T, 1] \times \mathbb{T}^3\). Then there exist a small constant \( \sigma_* > 0 \) and large constants \( C_N, \epsilon_N > 0 \) such that if \( \epsilon \leq \sigma \leq \sigma_* \), then the following
hierarchy of integral inequalities is verified for \( t \in (T, 1] \) whenever \( 1 \leq M \leq N \):

\[
\sum_{1 \leq |\ell| \leq M} \left\| \partial_t G_{|\ell|} \right\|_{L^2}^2 (t) \leq \sum_{1 \leq |\ell| \leq M} \left\| \partial_t G_{|\ell|} \right\|_{L^2}^2 (1) + C_N \varepsilon \sum_{1 \leq |\ell| \leq M} \int_{s=t}^{1} s^{-1} \left\| \partial_t G_{|\ell|} \right\|^2_{L^2} (s) \, ds \\
+ C_N \varepsilon \sum_{1 \leq |\ell| \leq M} \int_{s=t}^{1} s^{-\frac{1}{2} - c_N \sqrt{\tau}} \left\| \partial_t G_{|\ell|} \right\|^2_{L^2} (s) \, ds \\
+ C_N \varepsilon \int_{s=t}^{1} s^{-1} \varepsilon(Total)_{|\ell|} (s) \, ds \\
+ C_N \varepsilon \int_{s=t}^{1} s^{-\frac{1}{2} - c_N \sqrt{\tau}} \varepsilon^2(Total)_{|\ell|} (s) \, ds.
\]

Furthermore, the same estimates hold if we replace \( \left\| \partial_t G_{|\ell|} \right\|_{L^2} \) and \( \left\| \partial_t G_{|\ell|} \right\|_{L^2} \) respectively with \( \left\| \partial_t G^{-1}_{|\ell|} \right\|_{L^2} \) and \( \left\| \partial_t G^{-1}_{|\ell|} \right\|_{L^2} \) in (13.1).

**Proof** We first use the evolution equation (4.6b) for \( \partial_t (G^{-1}) \) and the G–Cauchy-Schwarz inequality to deduce the estimate

\[
\left\| \partial_t \left( \left\| \partial_t G_{|\ell|}^2 \right\| \right) \right\| \leq 4 t^{-1} |K|_{|\ell|} \left\| \partial_t G_{|\ell|}^2 \right\| + 4 \varepsilon \left\| \partial_t G_{|\ell|}^2 \right\| + 4 \varepsilon \left\| \partial_t G_{|\ell|}^2 \right\| + 2 \left\| \partial_t \partial_t G_{|\ell|} \right\|_{L^2} (1) \right\|.
\]

We next integrate the quantity \( \partial_t \left( \left\| \partial_t G_{|\ell|}^2 \right\| \right) \) over the spacetime slab \([t, 1] \times T^3\) and sum over \( 1 \leq |\ell| \leq M \), which yields the difference

\[
\sum_{1 \leq |\ell| \leq M} \left\| \partial_t G_{|\ell|} \right\|_{L^2}^2 (1) - \sum_{1 \leq |\ell| \leq M} \left\| \partial_t G_{|\ell|} \right\|_{L^2}^2 (t).
\]

To complete the proof of (13.1), we have to bound the integral of the right-hand side of (13.2) over the spacetime slab \([t, 1] \times T^3\) by the integrals on the right-hand side of (13.1). To this end, we first pointwise bound the coefficients of \( \partial_t G_{|\ell|}^2 \) in the first three products on the right-hand side of (13.2) by using the strong estimates (7.2c) and (7.6a). We then integrate the first three products on the right-hand side of (13.2) over \([t, 1] \times T^3\). We have thus bounded these spacetime integrals by the right-hand side of (13.1) as desired.

It remains to bound the spacetime integral of the product \( 2 \left\| \partial_t \partial_t G_{|\ell|} \right\|_{L^2} \) from the right-hand side of (13.2) by the right-hand side of (13.1). To derive such a bound, we first use the following simple inequality:

\[
2 \left\| \partial_t \partial_t G_{|\ell|} \right\|_{L^2} \leq \frac{1}{\sqrt{\varepsilon}} \left\| \partial_t \partial_t G_{|\ell|} \right\|_{L^2} + \sqrt{\tau} \left\| \partial_t G_{|\ell|} \right\|_{L^2}.
\]

The spacetime integral of the second term on the right-hand side of (13.3) is manifestly bounded by the right-hand side of (13.1). To bound the spacetime
integral of the first term on the right-hand side of (13.3), we use the evolution equation (D.6a) to replace \( \partial_t \partial_j G \) with inhomogeneous terms and then bound the integrals of the inhomogeneous terms by using the estimates (11.4a) and (11.5a).

With the help of the evolution equation (D.6b) for \( \partial_j G^{-1} \), we can use a similar argument to derive analogous estimates with \( G^{-1} \) in place of \( G \).

We now derive the hierarchy of integral inequalities for the total energies.

**Proposition 14 (A hierarchy of integral inequalities for \( \mathcal{E}_{(Total)}; \theta_s; M(1) \))**

Assume that the hypotheses and conclusions of Prop. 6 hold on the spacetime slab \( (T, 1] \times \mathbb{R}^3 \). Let \( \mathcal{E}_{(Total)}; \theta_s; M \) be the total solution energy defined by (9.1), where the choice of the constant \( \theta_s > 0 \) was made in Prop. 8. Then there exist a small constant \( \sigma_s > 0 \) and large constants \( C_N, c_N > 0 \) depending on \( N \) such that if \( \epsilon \leq \sigma \leq \sigma_s \), then the following hierarchy of integral inequalities is verified for \( t \in (T, 1] \) whenever \( 0 \leq M \leq N \):

\[
\mathcal{E}_{(Total)}^2; \theta_s; M(t) \leq C_N \mathcal{H}_{(Frame-Total)}^2; M(1) \\
+ C_N \sum_{1 \leq |l| \leq M} \int_{s=t}^1 s^{1/3 - c_N \sqrt{\epsilon}} \left\| \partial_j G \right\|_{L^2}^2 \, ds \\
as \text{absent if } M = 0 \\
+ C_N \sum_{1 \leq |l| \leq M} \int_{s=t}^1 s^{1/3 - c_N \sqrt{\epsilon}} \left\| \partial_j G^{-1} \right\|_{L^2}^2 \, ds \\
as \text{absent if } M = 0 \\
+ C_N \int_{s=t}^{s=1} s^{-1/3} \mathcal{E}_{(Total)}^2; \theta_s; M(s) \, ds \\
+ C_N \epsilon \int_{s=t}^{s=1} s^{-1} \mathcal{E}_{(Total)}^2; \theta_s; M(s) \, ds \\
+ C_N \epsilon \int_{s=t}^{s=1} s^{-1 - c_N \sqrt{\epsilon}} \mathcal{E}_{(Total)}^2; \theta_s; M(s) \, ds . \\
as \text{absent if } M = 0
\]

**Proof** To derive inequality (13.4), we have to bound the integrals on the right-hand side of inequality (9.2) by the right-hand side of (13.4). To this end, we first use the estimates of Prop. 10 and Prop. 11 to bound the inhomogeneous term integrals such as \( \int_{s=t}^{s=1} s^{5/3} \left\| (f)_{(Junk)} \right\|_{L^2}^2 \, ds \), \( \int_{s=t}^{s=1} s^{-1} \left\| (f)_{(Border)} \right\|_{L^2}^2 \, ds \), etc. on the right-hand side of inequality (9.2) and make use of the bound \( \mathcal{E}_{(Total)}^2; \theta_s; M(1) \leq C_M \mathcal{H}_{(Frame-Total)}^2; M(1) \) implied by Prop. 12. Some of these bounds result in the presence of some spacetime integrals with the integrands \( s^{-c_N \sqrt{\epsilon}} \left\| \partial_j G \right\|_{L^2}^2 \) or \( s^{-c_N \sqrt{\epsilon}} \left\| \partial_j G^{-1} \right\|_{L^2}^2 \), where the loss of \( s^{-c_N \sqrt{\epsilon}} \) comes from the right-hand sides of the estimates of Prop. 10 and Prop. 11. By inspection of the right-hand side of inequality (9.2), we see that every time such an integrand appears, it is multiplied by an extra factor of \( s^{1/3} \) or better (this is
The desired inequalities \((13.6a)-(13.6b)\) now follow from \((13.9)\).

We define

\[
Q(t) := \epsilon y(t) + z(t)
\]

Then there exist constants \(C, c > 0\) such that the following inequalities hold for \(t \in (T, 1]\):

\[
y(t) \leq C t^{1-c/\sqrt{\epsilon}} + c \epsilon \int_{s=t}^{1} s^{-1} y(s) \, ds + \frac{c}{\sqrt{\epsilon}} \int_{s=t}^{1} s^{-1} z(s) \, ds, \quad (13.5a)
\]

\[
z(t) \leq C t^{1-c/\sqrt{\epsilon}} + c \epsilon \int_{s=t}^{1} s^{1/2-c/\sqrt{\epsilon}} y(s) \, ds + C \epsilon \int_{s=t}^{1} s^{-1/3} z(s) \, ds + c \epsilon \int_{s=t}^{1} s^{-1} z(s) \, ds
\]

Then there exist constants \(C', c' > 0\) such that the following inequalities hold for \(t \in (T, 1]\):

\[
y(t) \leq C' t^{1-c'/\sqrt{\epsilon}}, \quad (13.6a)
\]

\[
z(t) \leq C' t^{1-c'/\sqrt{\epsilon}}, \quad (13.6b)
\]

**Proof** We define

\[
Q(t) := \epsilon y(t) + z(t)
\]

Then there exist constants \(C, c > 0\) such that the following inequalities hold for \(t \in (T, 1]\):

\[
Q(t) \leq C t^{1-c/\sqrt{\epsilon}} + C \epsilon \int_{s=t}^{1} s^{-1/3} Q(s) \, ds + c \epsilon \int_{s=t}^{1} s^{-1} Q(s) \, ds. \quad (13.8)
\]

Applying Gronwall’s inequality to \((13.8)\), we deduce that there exist constants \(C', c' > 0\) such that

\[
Q(t) \leq C' t^{1-c'/\sqrt{\epsilon}}, \quad t \in (T, 1]. \quad (13.9)
\]

The desired inequalities \((13.6a)-(13.6b)\) now follow from \((13.9)\).
We derive our main a priori norm estimates in the next corollary. These estimates are the backbone of our main stable singularity formation theorem.

**Corollary 2 (The main a priori estimate for the norms when \( N \geq 8 \))**

Let \( \mathcal{H}_{(Frame-Total);N} \), \( \mathcal{E}_{(Frame-Kinetic);N-\beta} \), and \( \mathcal{E}_{(Frame-Potential);N-\beta} \) be the solution norms from Def. 1. Assume that the hypotheses and conclusions of Prop. 13 and Prop. 14 hold on the spacetime slab \( (T, 1] \times \mathbb{T}^3 \). In particular, assume that for some integer \( N \geq 8 \), the solution norm bootstrap assumptions 6.1a-6.1c hold for \( t \in (T, 1] \). Assume in addition that the initial renormalized metric verifies the stronger near-Euclidean condition \( \| G - E \|_{C^0_{Frame}} (1) \leq \epsilon^2 \) in place of the previous assumption \( \| G - E \|_{C^0_{Frame}} (1) \leq \epsilon \). Then there exist constants \( \epsilon_N > 0 \) and a large constant \( \epsilon_N > 0 \) such that if \( \epsilon \leq \epsilon_N \) and \( \mathcal{H}_{(Frame-Total);N}(1) \leq \epsilon^2 \), then the following norm inequalities are verified for \( t \in (T, 1] \):

\[
\begin{align*}
\mathcal{H}_{(Frame-Total);N}(t) & \leq \frac{1}{2} \epsilon t^{-\epsilon N} \sqrt{\epsilon}, \quad (13.10a) \\
\mathcal{E}_{(Frame-Kinetic);N-\beta}(t) & \leq \frac{1}{2} \epsilon, \quad (13.10b) \\
\mathcal{E}_{(Frame-Potential);N-\beta}(t) & \leq \frac{1}{2} \epsilon t^{-\epsilon N} \sqrt{\epsilon}. \quad (13.10c)
\end{align*}
\]

**Remark 19** The powers of \( \epsilon \) stated in the estimates (13.10a)-(13.10c) are non-optimal and could be improved with additional effort.

**Proof** We will prove by induction in \( M \) that there exist constants \( C_M', \epsilon_M > 0 \) such that if \( \epsilon \) is sufficiently small, then the following inequalities hold for \( t \in (T, 1] \):

\[
\sum_{1 \leq |j| \leq M} \left\{ \left\| \partial_j \langle G \rangle \right\|_{L^2}^2 (t) + \left\| \partial_j \langle G^{-1} \rangle \right\|_{L^2}^2 (t) \right\} \leq C_M' \epsilon^3 t^{-\epsilon M} \sqrt{\epsilon}, \quad (1 \leq M \leq N), \tag{13.11}
\]

\[
\mathcal{E}_{(Total);M}(t) \leq C_M' \epsilon^3 t^{-\epsilon M} \sqrt{\epsilon}, \quad (0 \leq M \leq N). \tag{13.12}
\]

Then from Prop. 12, 13.11, and 13.12, we conclude that there exist constants \( C_M, \epsilon_M > 0 \) such that

\[
\mathcal{H}_{(Frame-Total);M}(t) \leq C_M \epsilon^3 t^{-\epsilon_M} \sqrt{\epsilon}, \quad (13.13)
\]

and the desired estimate (13.10a) thus follows whenever \( \epsilon \) is sufficiently small. The estimates (13.10b) and (13.10c) then follow from revisiting the estimates proved in Prop. 6 where the assumption \( \| G - E \|_{C^0_{Frame}} (1) \leq \epsilon^2 \) and the estimate (13.13) (with \( M = N \)) are now taken as hypotheses in these propositions in place of the original assumption \( \| G - E \|_{C^0_{Frame}} (1) \leq \epsilon \) and the original bootstrap assumption \( \mathcal{H}_{(Frame-Total);N}(t) \leq \epsilon t^{-\sigma} \).
It remains for us to prove (13.11)-(13.12). To this end, we first inductively assume that the case $M - 1$ has been shown; we remark that our argument will also apply to the base case $M = 0$. We now define

$$y(t) := \left\{ \begin{array}{ll}
0, & (M = 0), \\
\sum_{1 \leq |I| \leq M} \left\| \partial_I J_0 \right\|_{L^2}^2(t) + \sum_{1 \leq |I| \leq M} \left\| \partial_I J^{-1} \right\|_{L^2}^2(t), & (1 \leq M),
\end{array} \right.$$  

$$z(t) := \epsilon^2_{(\text{Total})\theta, \varepsilon, M}(t).$$  

(13.14)  

(13.15)

Inserting the induction assumption estimates into inequalities (13.1) and (13.4) (including the analogous but unwritten version of (13.1) that holds for $\partial_I J^{-1}$) and carrying out straightforward computations, we deduce that there exist constants $C, c > 0$ such that hypothesis inequalities (13.5a)-(13.5b) hold. The inequalities (13.6a)-(13.6b) immediately imply the desired estimates (13.11)-(13.12). This closes the induction.

14 Local Well-Posedness, the Existence of a CMC Hypersurface, and Continuation Criteria

Before we can prove our main stable singularity formation theorem, we first need to address several aspects of the local-in-time theory. Hence, in this section, we briefly discuss local-in-time theory for the Einstein-stiff fluid system in two different gauges. We have two main goals. The first is to show that near-FLRW data launch a local solution that contains a spacelike hypersurface with constant mean curvature equal to $-1/3$. We need the existence of such a hypersurface because most of our previous analysis was carried out relative to CMC-transported spatial coordinates. In service of this goal, we sketch a proof of local well-posedness in a harmonic map gauge. This result (see Prop. 15) provides us with estimates that are sufficient to apply methods similar to those used by Bartnik [9], which will guarantee the existence of the desired CMC hypersurface (see Prop. 17). To simplify our proofs, we have chosen to adopt near-FLRW hypotheses in both Prop. 15 and Prop. 17; these hypotheses could be relaxed with additional effort. Our second goal is to sketch a proof of local well-posedness and continuation criteria in CMC-transported spatial coordinates (see Theorem 1).

14.1 Near-FLRW local well-posedness in harmonic map gauge

In this section, we sketch a proof of local well-posedness for the Einstein-stiff fluid system in harmonic map gauge.

Proposition 15 (Near-FLRW local well-posedness in harmonic map gauge) Let $N \geq 4$ be an integer. Let $(\tilde{g}, \tilde{k}, \tilde{p}, \tilde{u})$ be initial data (at time 1) on
theorem, the data verify the following estimates for $i, j$ and that relative to the standard coordinates on $\mathbb{T}^3$ (see Def. 3), the components of the data verify the following estimates for $i, j = 1, 2, 3$:

$$\|g_{ij} - E_{ij}\|_{H^{N+1}} + \left\| k_i^j + \frac{1}{3} I_j^i \right\|_{H^N} + \left\| p - \frac{1}{3} \right\|_{H^N} + \| \hat{u}^i \|_{H^N} \leq \epsilon < \infty.$$  

(14.2)

Above, $E_{ij} = \text{diag}(1, 1, 1)$ denotes the standard Euclidean metric on $\mathbb{T}^3$ and $I_j^i = \text{diag}(1, 1, 1)$ denotes the identity. Let $(M, (g, p, u))$ be the maximal globally hyperbolic development of the data (see the discussion in Sect. 4). In particular, the variables $(g, p, u)$ verify the Einstein-stiff fluid equations (1.1a). Let $\{q \in V \mid t(q) = s\} = \mathbb{T}^3$ be a Cauchy hypersurface. Relative to these coordinates, the FLRW solution can be expressed as

$$\overline{g} = -dt^2 + t^{2/3} \sum_{i=1}^3 (dx^i)^2, \quad \overline{p} = \frac{1}{3} t^{-2}, \quad \overline{u}^\mu = \delta^\mu_0.$$

(14.3)

Above, $\delta^\mu_\nu (\mu, \nu = 0, 1, 2, 3)$ is the standard Kronecker delta. Furthermore, relative to these coordinates, the perturbed solution’s components verify the following estimates for $\mu, \nu = 0, 1, 2, 3$:

$$\sup_{\tau \in [1/2, 3/2]} \| \partial_\mu \big( g_{\mu\nu} - \overline{g}_{\mu\nu} \big) \|_{H^{N+1-M}} \leq C \epsilon, \quad (0 \leq M \leq N + 1),$$

(14.4a)

$$\sup_{\tau \in [1/2, 3/2]} \| \partial_\mu (p - \overline{p}) \|_{H^{N-M}} \leq C \epsilon, \quad (0 \leq M \leq N),$$

(14.4b)

$$\sup_{\tau \in [1/2, 3/2]} \| \partial_\mu \big( u^\mu - \overline{u}^\mu \big) \|_{H^{N-M}} \leq C \epsilon, \quad (0 \leq M \leq N).$$

(14.4c)

In addition, the harmonic map condition $(g^{-1})^{\alpha\beta} \left( \Gamma^\mu_{\alpha\beta} - \overline{\Gamma}^\mu_{\alpha\beta} \right) = 0$ is verified on $V$. Here, $\Gamma^\mu_{\alpha\beta}$ is a Christoffel symbol of $g$ and $\overline{\Gamma}^\mu_{\alpha\beta}$ is a Christoffel symbol of $\overline{g}$. Finally, the map from the initial data to the solution is continuous. By “continuous,” we mean continuous relative to the norms on the data and the norms on the solution that are stated in the hypotheses and above conclusions of this proposition.

Proof We use a hyperbolic reduction of Einstein’s equations described in [37]. This reduction is an extension of the fundamental ideas developed by Choquet-Bruhat [16]. More precisely, as discussed in [37] Section 5), there exists a harmonic map gauge for the Einstein equations in which

$$(g^{-1})^{\alpha\beta} \left( \Gamma^\mu_{\alpha\beta} - \overline{\Gamma}^\mu_{\alpha\beta} \right) \equiv 0.$$
Since $\Gamma^\mu_{\alpha\beta} - \bar{\Gamma}^\mu_{\alpha\beta}$ is a tensor, the condition (14.5) has a coordinate invariant meaning. It also allows us to work globally in space, even though $T^3$ cannot be covered by a single coordinate chart. Relative to the standard local coordinates on $T^3$, the non-zero FLRW Christoffel symbols are

$$\bar{\Gamma}^j_{0\ k} = \frac{1}{3} t^{-1/3} \delta^j_k,$$

$$\bar{\Gamma}^j_{0\ k} = \frac{1}{3} t^{-1/3} \delta^j_k,$$

(14.6)

where $\delta_{jk} = \text{diag}(1,1,1)$ and $\delta^j_k = \text{diag}(1,1,1)$ are standard Kronecker deltas.

In these coordinates, (14.5) is equivalent to (for $i = 1, 2, 3$)

$$\Gamma^0 = \frac{1}{3} t^{-1/3} (g^{-1})^{ab} \delta_{ab},$$

$$\Gamma^i = \frac{2}{3} t^{-1/3} (g^{-1})^{0i}.$$

(14.7)

Above, $\Gamma^\mu := (g^{-1})^{\alpha\beta} \Gamma^\mu_{\alpha\beta}$ is a contracted Christoffel symbol of $g$. To be compatible with both the Einstein initial data and (14.5), $g_{\mu\nu}$ and $\partial_t g_{\mu\nu}$ are equipped with the following initial data (given at $t = 1$) relative to the standard coordinates on $T^3$:

$$g_{00} = -1,$$

$$g_{0i} = 0,$$

$$g_{ij} = \hat{g}_{ij},$$

(14.8)

$$\partial_t g_{00} = \frac{2}{3} \hat{g}^{ab} \delta_{ab} + \hat{k}^a_a,$$

$$\partial_t g_{0i} = \hat{g}^{ab} \left( \partial_a \hat{g}_{bi} - \frac{1}{2} \partial_i \hat{g}_{ab} \right),$$

$$\partial_t g_{ij} = -2 \hat{k}_{ij}.$$

(14.9)

The above data enforce the harmonic mapping condition (14.5) at $t = 1$. The data for the pressure and the four velocity are

$$p = \hat{p},$$

$$u^0 = \sqrt{1 + \hat{g}_{ab} \bar{u}^a \bar{u}^b},$$

$$u^i = \bar{u}^i.$$

(14.10)

In this gauge, the Einstein-stiff fluid equations (1.1a)-(1.4), $c_s = 1$ are equivalent to a reduced system comprising constraint equations, quasilinear wave equations for the spacetime metric components, and first order hyperbolic equations for the fluid variables. Local well-posedness in the Sobolev spaces stated in the proposition, the estimates stated in the proposition, the continuous dependence of the solution on the data, and the preservation of the constraints and the harmonic mapping condition (14.5) are all standard results; see e.g. the discussion in [70], which addresses all aspects of the theorem except continuous dependence on the data and how to estimate the fluid. The article [79] provides details concerning the derivation of energy/Sobolev estimates for the fluid using energy currents and the divergence theorem; similar analysis was carried out in Sect. 9. For the main ideas behind continuous dependence on the data, see e.g. [78].

14.2 The existence of a CMC hypersurface

We would now like to show that the spacetimes launched by Prop. 15 contain a spacelike hypersurface graph of constant mean curvature precisely equal to $-\frac{1}{3}$. In the next lemma, we recall the quasilinear elliptic PDE verified by such graphs.
Lemma 9 (Prescribed mean curvature PDE) Let \( g \) be the spacetime metric solution from the conclusions of Prop. [15] and let \((t, x^i, x^3)\) be the corresponding coordinates (the \( x^i \) are spatially locally defined). Let \( \Sigma := \{(t, x) \in \mathbb{R} \times \mathbb{T}^3 \mid t = \varphi(x)\} \) be a hypersurface graph. Let \( \mathcal{M}_\varphi(x) \) be \( 3 \times \) the mean curvature of \( \Sigma \) (relative to \( g \)) evaluated at the spacetime point \((\varphi(x), x)\). Let \( t_\varphi : \mathbb{T}^3 \to \mathbb{R} \times \mathbb{T}^3 \) be the function defined by

\[
t_\varphi(x) = (\varphi(x), x).
\]

(14.11)

Let \( T_\varphi [1/2, 3/2] \times \mathbb{T}^3 \) denote the bundle of future-directed unit timelike vectors over \([1/2, 3/2] \times \mathbb{T}^3\), and let \( F(t, x; \mathbf{X}) \) be a function on \( T_\varphi [1/2, 3/2] \times \mathbb{T}^3 \). Let \( \Gamma^\mu_{\alpha \beta} \) be the Christoffel symbols of \( g \) relative to the above coordinates, let \( h^\mu_{\nu \rho} \) be the reciprocal first fundamental form of \( \Sigma \), and let \( H_{\nu \rho} \) be the function defined by

\[
h^\mu_{\nu \rho} \equiv \frac{\partial_\nu \partial_\rho \varphi}{\partial_\eta \varphi} \quad \text{and} \quad H_{\nu \rho} = \frac{\partial_\nu \varphi}{\partial_\eta \varphi}.
\]

Above, \( \hat{N}_\mu \) is the future-directed normal to \( \Sigma \), which is defined by

\[
\hat{N}_\mu = h^\mu_{\nu \rho} \partial_\nu \varphi \partial_\rho \varphi - H_{\nu \rho} \Gamma^\eta_{\nu \rho} (\partial_\eta \varphi) (\partial_\varphi).
\]

(14.13)

Note that (14.13c) slightly contradicts (5.2) in the sense that in (14.13c), we require \( |N|_g \) to be non-negative.

Then \( \mathcal{M}_\varphi \) can be expressed as follows:

\[
\mathcal{M}_\varphi = -H_{\nu \rho} \Gamma^\eta_{\nu \rho} (\partial_\eta \varphi) \partial_\nu \partial_\rho \varphi - H_{\nu \rho} \Gamma^\eta_{\nu \rho} (\partial_\eta \varphi) \partial_\nu \varphi \partial_\rho \varphi \quad \text{and} \quad H_{\nu \rho} \Gamma^\eta_{\nu \rho} (\partial_\eta \varphi) \partial_\nu \partial_\rho \varphi.
\]

(14.14)

Therefore, \( \Sigma \) is a hypersurface of prescribed mean curvature \( \frac{1}{2} F(\varphi(x), x; \hat{N}(\varphi(x), x)) \) if and only if \( \varphi \) verifies the quasilinear elliptic PDE

\[
H_{\nu \rho} \partial_\nu \varphi \partial_\rho \varphi = -F(t_\varphi; \hat{N} \partial_\nu \varphi) \quad \text{and} \quad H_{\nu \rho} \partial_\nu \varphi \partial_\rho \varphi = -F(t_\varphi; \hat{N} \partial_\nu \varphi)
\]

(14.15)

Proof The hypersurface \( \Sigma := \{(t, x) \in \mathbb{R} \times \mathbb{T}^3 \mid t = \varphi(x)\} \) is the 0 level set of the function

\[
\Phi(t, x) := -t + \varphi(x).
\]

(14.16)
The spacetime one-form that is normal to the level sets of $\Phi$ is
\[ N_\mu = D_\mu \Phi. \]  
(14.17)

The corresponding future-directed $g$–unit normal vector is
\[ \hat{N}^\mu = \frac{1}{|N|_g} (g^{-1})^{\mu\alpha} D_\alpha \Phi, \]  
(14.18)

where
\[ |N|_g := |(g^{-1})^{\alpha\beta} D_\alpha \Phi D_\beta \Phi|^{1/2}. \]  
(14.19)

The reciprocal first fundamental form of $\Sigma$ is
\[ h^{\mu\nu} := (g^{-1})^{\mu\nu} + \hat{N}^\mu \hat{N}^\nu, \]  
(14.20)

while the second fundamental form is
\[ k^{\mu\nu} := -g^{\nu\kappa} g^{\beta\lambda} h^{\mu\alpha} h^{\kappa\lambda} D_\alpha \hat{N}^\beta. \]  
(14.21)

The trace of the second fundamental form, which is defined to be 3 times the mean curvature of $\Sigma$, is therefore given by
\[ -(D_\alpha \hat{N}^\alpha)|_{t=\varphi(x)} = -\left( \frac{1}{|N|_g} h^{\alpha\beta} D_\alpha D_\beta \Phi \right) \circ \varphi. \]  
(14.22)

Setting (14.22) equal to $F$, expanding covariant derivatives in terms of the Christoffel symbols of $g$, and carrying out straightforward computations, we thus deduce equation (14.15) from (14.22).

We now provide a proof of the existence of a hypersurface of constant mean curvature precisely equal to $-1/3$ in the spacetimes of interest. Our proof makes use of the estimates of Prop. 15 as well as the following fundamental Leray-Schauder fixed point result from degree theory.

**Proposition 16** [56, Theorem 4.4.3] Let $\mathcal{K}$ be a closed, bounded subset of the Banach space $\mathfrak{B}$. Assume that $0 \in \text{interior}(\mathcal{K})$. Let $\mathcal{T} : \mathcal{K} \to \mathfrak{B}$ be a compact map. Assume that for all real numbers $\lambda \in (0, 1)$, there is no element $k \in \partial \mathcal{K}$ such that $\lambda \mathcal{T}(k) = k$. Then there exists an element $k_* \in \mathcal{K}$ such that $\mathcal{T}(k_*) = k_*$. \( \square \)

Our proof of existence is simpler than Bartnik’s similar proof [9, Theorem 4.1] because it takes advantage of the smallness of $\epsilon$. One key difference is that Bartnik’s proof only addressed the case in which $g_{0i} \equiv 0$, $(i = 1, 2, 3)$, while in our harmonic map gauge, we generally have $g_{0i} \neq 0$. 


Proposition 17 (Existence of a CMC slice) \[38\] c.f. Lemma 6.2 \[9\] c.f. Theorem 4.1 Assume the hypotheses and conclusions of Prop. 15 (in particular assume that $\epsilon$ is sufficiently small). Assume in addition that $N \geq 5$. Let $(\text{g}_{\mu
u}, p, \text{u}^\mu)$ be the solution on $[1/2, 3/2] \times \mathbb{T}^3$ guaranteed by the proposition. Let $(t, x^1, x^2, x^3)$ be the corresponding coordinates (the $x^i$ are spatially locally defined). Let $\Sigma = \{t\} \times \mathbb{T}^3$ denote a constant-time hypersurface and let $\mathcal{M}_0(t, x)$ denote $3\times$ its corresponding mean curvature (with respect to $\text{g}$) evaluated at the spacetime point $(t, x)$. Then there exists a constant $C_*>0$ such that if $\epsilon$ is sufficiently small, then there exists a pair of times $t_\epsilon = 1 \pm C_* \epsilon$, \begin{equation}
abla^t \mathcal{M}_0(t_\epsilon, x) < 1 < \inf_{x \in \mathbb{T}^3} \mathcal{M}_0(t_\epsilon, x). \end{equation}
Furthermore, there exists a function $\varphi$ on $\mathbb{T}^3$ such that $\varphi \in H^{N+2}(\mathbb{T}^3)$, \begin{equation} t_- < \inf_{x \in \mathbb{T}^3} \varphi(x) \leq \sup_{x \in \mathbb{T}^3} \varphi(x) < t_+, \end{equation} \begin{equation}
abla^t \mathcal{M}_0(t_\epsilon, x) < 1 < \inf_{x \in \mathbb{T}^3} \mathcal{M}_0(t_\epsilon, x). \end{equation}
and such that $\Sigma := \{(\varphi(x), x) \mid x \in \mathbb{T}^3 \}$ is a spacelike hypersurface with mean curvature $\varphi$ constant equal to $-\frac{1}{3}$ (i.e., the PDE \begin{equation} \frac{\partial}{\partial t}(\varphi; \nabla) = -1. \end{equation} is verified with $F(t, \varphi; \nabla) = -1$).

Furthermore, there exists a constant $C > 0$ such that if $\epsilon$ is sufficiently small, then the following estimates are verified by $\varphi$ and the components of $h^{\mu
u}$ relative to the above coordinates:

\begin{equation} \| \varphi - 1 \|_{H^{N+2}} \leq C \epsilon, \end{equation}
\begin{equation} \| h^{00}(\text{g} \circ \iota_{\varphi}, \partial \varphi) + 1 \|_{H^{N+1}} \leq C \epsilon, \end{equation}
\begin{equation} \| h^{ii}(\text{g} \circ \iota_{\varphi}, \partial \varphi) \|_{H^{N+1}} \leq C \epsilon, \quad (i = 1, 2, 3), \end{equation}
\begin{equation} \| h^{ij}(\text{g} \circ \iota_{\varphi}, \partial \varphi) -(E^{-1})^{ij} \|_{H^{N+1}} \leq C \epsilon, \quad (i, j = 1, 2, 3). \end{equation}

In the above estimates, $\iota_{\varphi}$ is defined in \begin{equation} 14.11, \end{equation} $h^{\mu
u}(\text{g} \circ \iota_{\varphi}, \partial \varphi)$ is defined in \begin{equation} 14.12a, \end{equation} and $(E^{-1})^{ij} = \text{diag}(1, 1, 1)$ is the standard inverse Euclidean metric on $\mathbb{T}^3$.

Finally, relative to the above coordinates, the solution’s components have the following regularity properties for $\mu, \nu = 0, 1, 2, 3$:

\begin{equation} \| \{\partial_t^M(\text{g}_{\mu\nu} - \tilde{\text{g}}_{\mu\nu})\} \circ \iota_{\varphi} \|_{H^{N+1-M}} \leq C \epsilon, \quad (0 \leq M \leq N+1), \end{equation}
\begin{equation} \| \{\partial_t^M(p - \tilde{p})\} \circ \iota_{\varphi} \|_{H^{N-M}} \leq C \epsilon, \quad (0 \leq M \leq N), \end{equation}
\begin{equation} \| \{\partial_t^M(\text{u}^\mu - \tilde{\text{u}}^\mu)\} \circ \iota_{\varphi} \|_{H^{N-M}} \leq C \epsilon, \quad (0 \leq M \leq N), \end{equation}
where the components $\tilde{\text{g}}_{\mu\nu}, \tilde{p}, \tilde{\text{u}}^\mu$ of the FLRW solution are given by \begin{equation} 14.3. \end{equation}
We also make the change of variables $M$ smooth function of its arguments. Then the term on the right-hand side of (14.15). More precisely, we view $\partial_\phi$ function $\chi$. We then consider a linearized version of (14.29). More precisely, given a known modification depends on a small positive real number $\epsilon$. The a priori estimates will allow us to apply Prop. 15 to deduce an existence result for the modified PDE. We then take a limit as $\delta$ goes to 0 in order to deduce existence for the actual PDE of interest. The final step is to improve the Sobolev regularity of both $(g, p, u) \circ t_\phi$ and $\phi(x)$. The former estimates require us to revisit the estimates of Prop. 15 instead of using the divergence theorem/energy estimates to derive $L^2$ estimates along the hypersurfaces $\Sigma_t$, as was done in the proposition, we instead derive analogous $L^2$ estimates along $\Sigma$.

**Step 1 - Linearize, modify, and change variables via $\phi = 1 + \chi$:** Let $\mathcal{M}_0(t, x)$ be 3 times the mean curvature (relative to $g$) of the constant-time hypersurface $\Sigma_t$ evaluated at the spacetime point $(t, x)$. We now note that a slightly modified version of the PDE (14.15) can be written in the following form:

$$
\begin{align*}
H^{ab}\{g \circ t_\phi, \partial_\phi \} \partial_a \partial_b \phi &= - F(t_\phi; N[g \circ t_\phi, \partial_\phi]) + \mathcal{M}_0 \circ t_\phi \\
&\quad + Y^{a}(g \circ t_\phi, ((\partial_t, \partial)g) \circ t_\phi, \partial_\phi) \partial_a \phi + \delta(\phi - 1).
\end{align*}
$$

Above, $\delta \in (0, 1]$ is a small positive constant and the term $\delta(\phi - 1)$ was artificially added to the equation for reasons to be explained. We will let $\delta \downarrow 0$ later in the proof. Furthermore, $Y^{a}[\cdots]$ is a smooth function of its arguments as long as $g$ is invertible and $|N|_g > 0$. The $\mathcal{M}_0 \circ t_\phi$ term is derived by isolating and subtracting off this term from the $H^{ab}\{g \circ t_\phi, \partial_\phi \} \Gamma^{c}_{ab} \{g \circ t_\phi, ((\partial_t, \partial)g) \circ t_\phi \}$ term on the right-hand side of (14.15). More precisely, we view $-H^{ab}\{g \circ t_\phi, \partial_\phi \} \Gamma^{c}_{ab} \{g \circ t_\phi, ((\partial_t, \partial)g) \circ t_\phi \} := f[g \circ t_\phi, ((\partial_t, \partial)g) \circ t_\phi, \partial_\phi],$ where $f$ is a smooth function of its arguments. Then $\mathcal{M}_0(t, x) = \frac{f[g(t, x), (\partial_t g(t, x), 0)]}{|N|_g}$, while the difference $f[g \circ t_\phi, ((\partial_t, \partial)g) \circ t_\phi, \partial_\phi] - f[g \circ t_\phi, ((\partial_t, \partial)g) \circ t_\phi, 0]$ is (by Taylor expansion) incorporated into the $Y^{a}(g \circ t_\phi, ((\partial_t, \partial)g) \circ t_\phi, \partial_\phi) \partial_a \phi$ term on the right-hand side of (14.29). We also make the change of variables $\chi = \phi - 1$, where we think of $\chi$ as small. We then consider a linearized version of (14.29). More precisely, given a known function $p \in H^{N-1}$, we consider the linear (in $\chi$) PDE

$$
\begin{align*}
H^{ab}\{g \circ t_{1+\phi}, \partial_\phi \} \partial_a \partial_b \chi &= 1 + \mathcal{M}_0 \circ t_{1+\phi} \\
&\quad + Y^{a}(g \circ t_{1+\phi}, ((\partial_t, \partial)g) \circ t_{1+\phi}, \partial_\phi) \partial_a \phi + \delta \chi.
\end{align*}
$$

The reason for adding the term $\delta(\phi - 1) = \delta \chi$ is the following: by the maximum principle for classical solutions, this 0th order term ensures that the linearized PDE has unique (in the class $C^2$) solutions.

**Step 2 - Identifying a fixed point space:** We choose to first prove existence in a space of relatively high regularity. The estimates of Prop. 15
implies that there exists a constant $C_\ast > 0$ such that (14.23) and (14.24) hold. We will work with closed, bounded subsets of $H^{N - 1}$ of the form

$$\mathcal{R}_\epsilon := \left\{ \varrho \mid \| \varrho \|_{H^{N - 1}} \leq 1, \| N_{0}^{-1}[g \circ t_{1 + \epsilon}, \partial \varrho] \|_{L^\infty} \leq 2, \| \varrho \|_{L^\infty} \leq C_\ast \epsilon \right\}.$$ (14.31)

Note that the function $\varrho \equiv 0$ belongs to the interior of $\mathcal{R}_\epsilon$. This fact is an important hypothesis in Prop. 16. The reason that we assume $N \geq 5$ is that Sobolev embedding implies the existence of a constant $C > 0$ such that

$$\| \partial(H^T[g \circ t_{1 + \epsilon}, \partial \varrho]) \|_{C^0} \leq C$$ (14.32)

whenever $\epsilon$ is sufficiently small and $\varrho \in \mathcal{R}_\epsilon$; the availability of this estimate simplifies our analysis.

**Step 3 - The linearized map:** For each $\delta > 0$, let $T$ be the map that sends elements $\varrho \in \mathcal{R}_\epsilon$ to the corresponding solution $\chi$ to the linear PDE (14.30), i.e., $T \varrho = \chi$. Note that for $\varrho \in \mathcal{R}_\epsilon$, the modified linear PDE, which is of the form $a^{ij}(x)\partial_i \partial_j \chi + b^j(x)\partial_j \chi + c \chi = d(x)$, is uniformly elliptic with $a^{ij}(x)$ positive definite, $c < 0$, and $a^{ij}, b^j, c, d \in H^{N - 2}$. Standard elliptic theory and the Rellich-Kondrachov theorem ensure that $\mathcal{T}_\delta : \mathcal{R}_\epsilon \rightarrow H^N \rightarrow H^{N - 1}$ is a well-defined compact (in $H^{N - 1}$) map. We are using in particular the maximum principle and the fact that $c < 0$ to conclude that the map $\chi \rightarrow a^{ij}(x)\partial_i \partial_j \chi + b^j(x)\partial_j \chi + c \chi$ has a trivial kernel. We are also using the fact that the components $\Gamma_{\mu\nu}$ are elements of $C^{N - 1}([1/2, 3/2] \times \mathbb{T}^3)$ and the Christoffel symbols $\Gamma_{\alpha\beta}^\mu$ are elements of $C^{N - 2}([1/2, 3/2] \times \mathbb{T}^3)$. This ensures, for example, that $g_{\mu\nu} \circ t_{1 + \epsilon} \in H^{N - 1}$, $\Gamma_{\alpha\beta}^\mu[g \circ t_{1 + \epsilon}, ((\partial_i, \partial_j)g) \circ t_{1 + \epsilon}] \in H^{N - 2}$, and $H^T[g \circ t_{1 + \epsilon}, \partial \varrho] \in H^{N - 2}$.

**Step 4 - A priori estimates and fixed points:** In order to apply Prop. 16 we will show that the following fact holds: for each real number $\lambda \in [0, 1]$, any $\lambda$-quasi-fixed point $\varrho$ of $T$ that belongs to $\mathcal{R}_\epsilon$ must lie in the interior of $\mathcal{R}_\epsilon$. By definition, a $\lambda$-quasi-fixed point is a solution to the equation

$$\lambda T \varrho = \varrho,$$ (14.33)

which can equivalently be expressed as

$$H^{ab}[g \circ t_{1 + \epsilon}, \partial \varrho] \partial_a \partial_b \varrho = \lambda \left\{ 1 + \mathcal{M}_0 \circ t_{1 + \epsilon} \right\} + Y^a[g \circ t_{1 + \epsilon}, ((\partial_i, \partial_j)g) \circ t_{1 + \epsilon}, \partial \varrho] \partial_a \varrho + \delta \varrho.$$ (14.34)

After we have shown the aforementioned fact, Prop. 16 will immediately imply the desired existence result for the modified nonlinear PDE. To prove the fact, we will derive the following two a priori estimates: i) if $\lambda \in [0, 1]$, $\epsilon$ is sufficiently small, and $\varrho \in \mathcal{R}_\epsilon$ verifies (14.33), then $\| \varrho \|_{H^N} \leq C \epsilon$; ii) if $\lambda \in [0, 1]$, $\epsilon$ is sufficiently small, and $\varrho \in \mathcal{R}_\epsilon$ solves (14.33), then $\| \varrho \|_{C^0} < C_\ast \epsilon$, where $C_\ast$ is the constant appearing in definition (14.31). i) and ii) together imply that when $\lambda \in [0, 1]$ and $\epsilon$ is sufficiently small, there are no $\lambda$-quasi-fixed points $\varrho$ of $T$ with $\varrho \in \partial \mathcal{R}_\epsilon$. Our proofs of i) and ii) are based on standard $L^2$-type Sobolev estimates and the maximum principle. We first prove i) via Sobolev estimates. Specifically, we multiply (14.34) by $\varrho$, integrate by parts, use the
bounds implied by (14.31), use the uniform positive definiteness of $H^j$ in the regime we are considering, use the estimate (14.32), use the standard Sobolev calculus, and apply Cauchy-Schwarz (for the inverse metric $H^j$) to deduce that there exists a constant $C > 0$ (independent of $δ ∈ (0, 1]$) such that

$$
\int_\mathcal{T}_3 H^{ab}(g \circ τ_{1+δ}, \partial_g)(\partial_u g)(\partial_b g) \, dx ≤ C \lambda^2 \int_\mathcal{T}_3|1 + \mathcal{M}_0 \circ τ_{1+δ}|^2 \, dx + C \int_\mathcal{T}_3 \dot{g}^2 \, dx.
$$

(14.35)

The estimates of Prop. 15 imply that for $g ∈ \mathcal{K}$, we have

$$
\|1 + \mathcal{M}_0 \circ τ_{1+δ}\|_{C^0} ≤ C_ε.
$$

(14.36)

Furthermore, the definition of $\mathcal{K}$ implies that $\|g\|_{C^0} ≤ C_ε$. Since $H^j$ is uniformly comparable to $(E^{-1})^j$ in the regime we are considering, we therefore conclude from (14.35) that

$$
\int_\mathcal{T}_3 (E^{-1})^{ab}(\partial_a g)(\partial_b g) \, dx ≤ C \epsilon^2.
$$

(14.37)

Similarly, we commute equation (14.34) with $∂_f$, $|f| ≤ N - 2$ and repeat the argument to inductively derive

$$
\int_\mathcal{T}_3 (E^{-1})^{ab}(\partial_a ∂_f g)(\partial_b ∂_f g) \, dx ≤ C \epsilon^2, \quad |f| ≤ N - 2.
$$

(14.38)

To estimate the $N$th order derivatives of $g$, we first note that for $|f| = N - 2$, we have

$$
\partial_a \left( H^{ab}(g \circ τ_{1+δ}, \partial_g)\partial_b \partial_f g \right) = f_1,
$$

(14.39)

where $\|f_1\|_{L^2} ≤ C \epsilon$. It follows that $∂_f g$ is a weak solution to a uniformly elliptic divergence form PDE with $H^{ab}(g \circ τ_{1+δ}, \partial_g) ∈ H^{N-2} \rightarrow C^{N-4}$. From standard elliptic theory (c.f. [25, Theorem 1 of Section 6.3.1]), we conclude that $∂_f g ∈ H^2$ and

$$
\|∂_f g\|_{H^2} ≤ C(\|f_1\|_{L^2} + \|∂_f g\|_{H^1}) ≤ C \epsilon
$$

(14.40)

as desired. In summary, we have shown that

$$
\|g - 1\|_{H^N} ≤ C \epsilon,
$$

(14.41)

where $C$ does not depend on $δ ∈ (0, 1]$.

To prove ii), we show that when $λ ∈ [0, 1]$, any $λ$–quasi fixed point $g ∈ \mathcal{K}$ must avoid the two obstacles $±C_ε$. We argue by contradiction using the maximum principle. If $g(x_*) = C_ε$, then $x_*$ must be a maximum. Thus, $∂_i g(x_*) = 0$, $(i = 1, 2, 3)$. Therefore, it follows from (14.24) and (14.34) that

$$
H^{ab}(g(1 + C_ε x_*, 0)∂_a ∂_b g(x_*) = λ \{1 + \mathcal{M}_0(1 + C_ε x_*)\} + C_ε δ > 0.
$$

(14.42)
Since $H^0[\mathbf{g}(1 + C_\epsilon r, \cdot), 0]$ is a uniformly positive definite $3 \times 3$ matrix, this contradicts the maximum principle for the operator $H^0[\mathbf{g}(1 + C_\epsilon r, x, \cdot), 0] \partial_t \partial_n$ and shows that $\varrho(x_0) = C_\epsilon$ is impossible. Similarly, it is impossible for $\varrho$ to touch $-C_\epsilon$. It follows that
\[
\|\varrho\|_{C^0} < C_\epsilon. \tag{14.43}
\]
We can now apply Prop. 16 to conclude that the PDE (14.29) has a solution $\varphi = 1 + \varrho$, where $\varrho \in \mathcal{F}_\varepsilon$.

**Step 5 - Limit as $\delta \downarrow 0$:** We have now produced a family of solutions $\varphi_\delta$ to the modified nonlinear PDE (14.29) that verify the bound (14.41). By weak compactness and the Rellich-Kondrachov theorem, there exists a sequence of numbers $\delta_n \downarrow 0$ such that the sequence $\varphi_{\delta_n}$ converges (weakly in $H^N$ and strongly in $H^{N-1}$) to the desired solution $\varphi \in H^N \cap \mathcal{F}_\varepsilon$ of the nonlinear PDE (14.29) with $\delta = 0$. The solution $\varphi$ also verifies the bound (14.41).

**Step 6 - Upgraded regularity of the solution to the Einstein-stiff fluid equations:** The above arguments have produced a $C^{N-2}$ hypersurface $\Sigma = \{(\varphi(x), t) \mid x \in \mathbb{T}^3\}$ of mean curvature $-1/3$ that is sandwiched in between the hypersurfaces $\Sigma_{t-}$ and $\Sigma_{t+}$, where $t$ is the time coordinate from Prop. 15 and $t_\pm = 1 - C_\epsilon t$, $t_+ = 1 + C_\epsilon t$. Let $\mathcal{X} := (\mathbf{g}_{\mu\nu}, \partial_t \mathbf{g}_{\mu\nu}, \mathbf{p}, \mathbf{u}^\mu)_{0 \leq \mu, \nu \leq 3}$ denote the array of solution components appearing in the conclusions of Prop. 15 and let $\mathcal{Z}$ denote the array of FLRW components [see equation (14.3)]. The main difficulty that remains to be resolved is that even though Prop. 15 guarantees that $\partial^M_t (\mathcal{X} - \mathcal{Z})(t, \cdot) \in H^{N-M}$ for $0 \leq M \leq N$, it does not automatically follow that, for example, $[\partial^M_t (\mathcal{X} - \mathcal{Z})] \circ \iota_\varphi \in L^2$ when $|I| = N$; this difficulty would be present even if $\varphi$ were known to be $C^\infty$. The standard trace theorems allow for the possibility that the spacetime function $\partial^M_t (\mathcal{X} - \mathcal{Z})$ loses some Sobolev differentiability when restricted to the hypersurface $\Sigma$. To avoid any loss, we will revisit the estimates proved in Prop. 15 along the hypersurfaces $\Sigma_t$ and deduce analogous estimates along $\Sigma$. Specifically, we claim that one can derive the following Sobolev estimate for the solution along $\Sigma$ whenever $M + |I| \leq N$:
\[
\int_{\mathbb{T}^3} |\partial^M_t \partial_I (\mathcal{X} - \mathcal{Z})|^2 \circ \iota_\varphi \, d\mu \leq C \int_{\mathbb{T}^3} |\partial^M_t \partial_I (\mathcal{X} - \mathcal{Z})|^2 (t_-, x) \, dx \tag{14.44}
\]
\[
+ \int_{t_-}^{t_+} C \int_{S_x} |\partial^M_t \partial_I (\mathcal{X} - \mathcal{Z})|^2 (s, x) \, ds \, dx \leq C_\varepsilon.
\]

Above, $d\mu = v \, dx$, where $v = \sqrt{\text{det}(E^\Sigma)}$ is the volume form factor corresponding to $E^\Sigma_{ij} := \iota_\varphi^* E^0_{ij}$, and $\iota_\varphi^*$ denotes pullback by $\iota_\varphi$. Here, $E^\Sigma$ is the first fundamental form of $\Sigma$ relative to $E$, where $E_{\mu\nu} := \text{diag}(1, 1, 1, 1)$ is the standard Euclidean metric on $[1/2, 3/2] \times \mathbb{T}^3$. In components, we have
\[
E^\Sigma_{\mu\nu} = E_{\mu\nu} - \frac{N_\mu N_\nu}{|N|_E^2}, \tag{14.45}
\]
where $N_\mu$ is defined in (14.13b) and $|N|^2_E := \langle E^{-1} \rangle^\alpha_\beta N_\alpha N_\beta$. The estimate (14.41) implies that
\[ |v - 1| \leq C\epsilon. \] (14.46)

The estimate (14.44) can be derived by commuting the Einstein-stiff fluid equations in harmonic map gauge with the operators $\partial^\mu \partial_\mu$, by applying the divergence theorem (with the metric $E$) to the region in between $\Sigma_I$ and $\Sigma$, and by overestimating the corresponding spacetime integral by the spacetime integral in (14.44). The “$\epsilon$” on the right-hand side of (14.44) is guaranteed by the estimates of Prop. 17 and the estimate (14.41). The vectorfield used in the divergence theorem is the same vectorfield that is used to derive the energy estimates in the proof of Prop. 15.

**Step 7 - The $H^{N+2}$ regularity of $\varphi$:** Now that we have the estimates (14.28a)-(14.28c), we can return to the PDE (14.34) (with $\delta = 0$ now) and derive the additional Sobolev regularity/estimates for up to order $N + 2$ derivatives of $\varphi$, as in the proof of (14.41). The desired estimate (14.26) thus follows.

**Step 8 - Sobolev estimates for $h^{\mu\nu}[g \circ \iota_\varphi, \partial_\varphi]$:** The estimates (14.27a)-(14.27c) follow from definition (14.12a), the estimates (14.26) and (14.28a)-(14.28c), and the standard Sobolev calculus.

In the next corollary, we show that the fields induced on the CMC hypersurface $\Sigma$ are near-FLRW. This implies that they can be used as the “data” in our main stable singularity formation theorem.

**Corollary 3 (Near-FLRW fields on the CMC hypersurface)** Assume the hypotheses and conclusions of Prop. 17, and let $\Sigma$ be the CMC hypersurface provided by the proposition. Let $h_{\mu\nu} := g_{\mu\alpha} g_{\nu\beta} h^{\alpha\beta}$ denote the first fundamental form of $\Sigma$ [see (14.12a)], let $v_\mu := h_{\mu\nu} u^\nu$ denote the one-form that is dual to the $g$-orthogonal projection of $u$ onto $\Sigma$, and let $k_{\mu\nu} := g_{\mu\alpha} k^{\alpha}_\nu$ denote the second fundamental form of $\Sigma$ [see (14.21)]. Let $\iota_\varphi$ denote the embedding $\iota_\varphi : \mathbb{T}^3 \rightarrow \Sigma$, $\iota_\varphi(x) = (\varphi(x), x)$, and let $\iota_\varphi$ denote pullback by $\iota_\varphi$. Then there exists a constant $C > 0$ such that if $\epsilon$ is sufficiently small, then the following estimates for components hold relative to the coordinates of Prop. 17 (for $i, j = 1, 2, 3$):
\[ \|\iota^*_{\varphi} h_{ij} - E_{ij}\|_{H^{N+1}} + \|\iota^*_{\varphi} k_{ij} + \frac{1}{3} E_{ij}\|_{H^N} + \|\iota^*_{\varphi} p - \frac{1}{3}\|_{H^N} + \|\iota^*_{\varphi} v_i\|_{H^N} \leq C\epsilon, \] (14.47)

where $E_{ij} = \text{diag}(1,1,1)$ denotes the standard Euclidean metric on $\mathbb{T}^3$ (see Def. 3).

Furthermore, the fields $\iota^*_{\varphi} h_{ij}$, $\iota^*_{\varphi} k_{ij}$, $\iota^*_{\varphi} p$, and $\iota^*_{\varphi} v_i$ verify the Einstein constraints (1.9a)-(1.9b).

**Proof** The estimates in (14.47) follow from the estimates of Prop. 17, the relation (14.21), and the standard Sobolev calculus. The fact that the fields verify the Einstein constraints is a consequence of the diffeomorphism invariance of the Einstein-stiff fluid equations.

18 For example, $\iota^*_{\varphi} h_{ij} = (\partial_i \iota^*_{\varphi})(\partial_j \iota^*_{\varphi}) g_{\mu\alpha} \circ \iota_\varphi g_{\nu\beta} \circ \iota_\varphi h^{\alpha\beta} [g \circ \iota_\varphi, \partial_\varphi]$. 

---

**Def. 2**
14.3 Local well-posedness and continuation criteria relative to CMC-transported spatial coordinates

By Corollary 3 we can now assume that the perturbed spacetime contains a spacelike Cauchy hypersurface $\Sigma$ equipped with near-FLRW fields verifying the Einstein constraints and with mean curvature constantly equal to $-\frac{1}{3}$. We now discuss local well-posedness and continuation criteria for the Einstein-stiff fluid system relative to CMC-transported spatial coordinates.

**Theorem 1 (Local well-posedness relative to CMC-transported spatial coordinates. Continuation criteria)** Let $N \geq 4$ be an integer. Let $(\tilde{g}, \tilde{k}, \tilde{p}, \tilde{u})$ be initial data on the manifold $\Sigma_1 = \{1\} \times \mathbb{T}^3$ for the Einstein-stiff fluid system $\text{(1.1a)-(1.2)}$, $c_s = 1$ (which by definition verify the constraints $\text{(1.9a)-(1.9b)}$). Assume that $k^a = -1$. Assume that relative to standard coordinates on $\Sigma_1 = \mathbb{T}^3$ (see Def. 2), the eigenvalues of the $3 \times 3$ matrix $\tilde{g}_{ij}$ are uniformly bounded from above by a positive constant and strictly from below by $0$, that

$$\inf_{x \in \mathbb{T}^3} \tilde{p}(x) > 0,$$

and that the components of the data verify the following estimates for $i, j = 1, 2, 3$:

$$\|g_{ij} - E_{ij}\|_{HN^{-1}} + \|\tilde{k}_{ij} + \frac{1}{3} T_{ij}\|_{HN} + \|\tilde{p} - \frac{1}{3}\|_{HN} + \|\tilde{u}^i\|_{HN} < \infty.$$ (14.49)

Then these data launch a unique classical solution $(g_{ij}, k^i_j, n, p, u^i)$ to the Einstein-stiff fluid CMC-transported spatial coordinates equations $\text{(3.10a)-(3.10b)}$, $\text{(3.11a)-(3.11b)}$, $\text{(3.12a)-(3.12b)}$, $\text{(3.13)}$. The solution exists on a non-trivial spacetime slab $(T, 1] \times \mathbb{R}^3$ upon which the CMC condition $k^a = -t^{-1}$ holds and upon which its components have the following properties:

$$p(t, x) > 0, \quad n > 0,$$

$$g_{ij} \in C^{N-1}(T, 1] \times \mathbb{T}^3; \quad k^i_j \in C^{N-2}(T, 1] \times \mathbb{T}^3);$$

$$n \in C^N(T, 1] \times \mathbb{T}^3; \quad p, u^i \in C^{N-2}(T, 1] \times \mathbb{T}^3).$$ (14.51)

The quantities $(g_{\mu\nu}, p, u^i)$ verify the Einstein-stiff fluid system $\text{(1.1a)-(1.4)}$, $c_s = 1$. Here, $g := -n^2 dt^2 + g_{ab} dx^a dx^b$, and $u$ is the future-directed vectorfield such that $u^i = u^i$ and $\langle g(u, u) \rangle = -1$. Moreover, on $(T, 1] \times \mathbb{T}^3$, the eigenvalues of the $3 \times 3$ matrix $g_{ij}$ are uniformly bounded from above by a positive constant and strictly from below by $0$. Furthermore, $g_{\mu\nu}$ is a Lorentzian matrix on $(T, 1] \times \mathbb{T}^3$ and for $t \in (T, 1]$, the sets $\{t\} \times \mathbb{T}^3$ are Cauchy hypersurfaces in the Lorentzian manifold-with-boundary $((T, 1] \times \mathbb{T}^3, g)$.

The solution’s components have the following Sobolev regularity:

$$g_{ij} - \bar{g}_{ij} \in C^0((T, 1], H^{N+1}); \quad k^i_j - \bar{k}^i_j \in C^0((T, 1], H^{N});$$

$$n - \bar{n} \in C^0((T, 1], H^{N+2}); \quad p - \bar{p}, u^i - \bar{u}^i \in C^0((T, 1], H^{N}).$$ (14.53)
Above,
\[ \bar{g}_{ij} = t^{2/3} E_{ij}, \quad \bar{E}_{ij} = -\frac{1}{3} t^{-1} F_{ij}, \quad \bar{n} = 1, \quad \bar{p} = \frac{1}{3} t^{-2}, \quad \bar{w} = 0 \] (14.54)
are the components of the FLRW solution.

In addition, there exists an open neighborhood \( \mathcal{O} \) of \( (\hat{g}_{ij}, \hat{k}^{ij}, \hat{\rho}, \hat{\sigma}) \) such that all data belonging to \( \mathcal{O} \) launch solutions that also exist on the slab \( (T, 1] \times \mathbb{T}^3 \) and have the same regularity properties as \( (g_{ij}, k_{ij}, n, p, w) \). Furthermore, on \( \mathcal{O} \), the map from the initial data to the solution is continuous; by “continuous,” we mean continuous relative to the norms for the data and the norms for the solution that are stated in the hypotheses and above conclusions of this theorem.

Finally, if \( T_{\min} \) denotes the inf over all times \( T \) such that the solution exists classically and has the above properties, then either \( T_{\min} = 0 \), or one of the following breakdown scenarios must occur:

1. There exists a sequence \( \{ (t_m, x_m) \}_{m=1}^{\infty} \subset (T_{\min}, 1] \times \mathbb{T}^3 \) such that the minimum eigenvalue of the \( 3 \times 3 \) matrix \( g_{ij}(t_m, x_m) \) converges to 0 as \( m \to \infty \).
2. There exists a sequence \( \{ (t_m, x_m) \}_{m=1}^{\infty} \subset (T_{\min}, 1] \times \mathbb{T}^3 \) such that \( n(t_m, x_m) \) converges to 0 as \( m \to \infty \).
3. There exists a sequence \( \{ (t_m, x_m) \}_{m=1}^{\infty} \subset (T_{\min}, 1] \times \mathbb{T}^3 \) such that \( p(t_m, x_m) \) converges to 0 as \( m \to \infty \).
4. \( \lim_{m \to \infty} \sup_{t \leq t_m} \| g \|_{C^2_{\text{Frame}}(s)} + \| k \|_{C^1_{\text{Frame}}(s)} + \| n \|_{C^2(s)} + \| p \|_{C^1(s)} + \| u \|_{C^1_{\text{Frame}}(s)} = \infty \).

Remark 20 Conditions (1) – (4) are known as continuation criteria. Conditions (1) and (2) correspond to a breakdown in the Lorentzian nature of \( g \). Condition (3) is connected to the fact that the Euler equations can degenerate when the pressure vanishes.

Proof (Sketch of a proof) Theorem 1 can be proved using the ideas of [74] Theorem 6.2, which is based on the proof of [19] Theorem 10.2.2. The main difficulty is that \( R_{ij} \) cannot generally be viewed as an elliptic operator acting on the components of the Riemannian 3–metric \( g \). Hence, equations (3.11a)–(3.11b) do not immediately imply that the components \( g_{ij} \) verify wave equations corresponding to the wave operator of the spacetime metric \( g \). The main idea behind circumventing this difficulty is to replace the evolution equation (3.11b) for \( k_{ij} \) with a wave equation corresponding to the wave operator of the spacetime metric \( g \). The wave equation is obtained by commuting (3.11b) with \( \partial_t \) and (3.11b) is treated as an additional constraint. The other equations are used to substitute for the terms that appear on the right-hand side of the wave equation for \( k_{ij} \). If this procedure is properly implemented, then the resulting “modified” system is mixed elliptic-hyperbolic (the elliptic part comes from the lapse equation). Local well-posedness for such systems, including the solution properties stated in the conclusions of the theorem, can be derived using the standard methods described in [1]. It is important to prove that if a solution to the modified system initially verifies the constraints, then the
constraints remain verified throughout the evolution. To this end, one shows that for a solution to the modified system, the constraint quantities verify a homogeneous system of evolution equations for which energy methods imply the uniqueness of the 0 solution; the conclusion is that the constraint quantities remain 0 if they start out 0. The proof that the sets \( \{ t \} \times T^3 \) are Cauchy hypersurfaces can be found in [20, Proposition 1]. Finally, the continuation criteria (1) - (4) are quite standard; see e.g. the proof of [44, Theorem 6.4.11] for the main ideas.

15 Statement and Proof of the Stable Singularity Formation

Theorem

In this section, we prove our main theorem demonstrating the global nonlinear past stability of the FLRW Big Bang spacetime. By Prop. [17] and Corollary [3] we may assume that the perturbed spacetime contains a spacelike hypersurface \( \Sigma_1 \) with constant mean curvature equal to \(-\frac{1}{3}\) and equipped with near-FLRW field “data” that verify the Einstein constraints. Specifically, the data are the fields \( t^a_\alpha h_{ij}, t^a_\alpha k_{ij}, t^a_\alpha p, t^a_\alpha \psi_i \) from the conclusions of Corollary [3]. In this section, we denote these fields by \( \tilde{h}_{ij}, \tilde{k}_{ij}, \tilde{p}, \tilde{\psi}_i \). Furthermore, we renormalize the time coordinate so that \( t \equiv 1 \) along \( \Sigma_1 \). There are two kinds of statements presented in the conclusions of the theorem: i) existence on the entire spacetime slab \( (0,1] \times T^3 \), and ii) sharp asymptotics/convergence estimates as \( t \downarrow 0 \). As in our proof of the strong estimates of Prop. [6], our proofs of ii) incur a loss in derivatives. The reason is that in deriving these estimates, we freeze the spatial point \( x \) and treat the Einstein-stiff fluid equations as ODEs with small sources. The sources depend on higher-order spatial derivatives, which leads to the loss. The main ingredients in the proof of the theorem are the a priori norm estimates of Corollary [2].

Theorem 2 (Main Theorem: Stable Big Bang Formation) Let \( \tilde{g}, \tilde{k}, \tilde{p}, \tilde{\psi} \) be initial data on the manifold \( \Sigma_1 = T^3 \) for the Einstein-stiff fluid system \( 1.1a - 1.4c, c_s = 1 \) (which by definition verify the constraints \( 1.9a - 1.9b \)). Assume that the data verify the CMC condition

\[
\hat{k}^a = -1.
\]

(15.1)

Assume further that the components of the data verify the following near-FLRW condition relative to the standard coordinates on \( T^3 \) (see Def. [2]) for some integer \( N \geq 8 \) and \( i,j = 1,2,3 \):

\[
\| \tilde{g}_{ij} - E_{ij}\|_{H^{N+1}} + \left\| \tilde{k}^i + \frac{1}{3} I^i_{\ j}\right\|_{H^N} + \left\| \tilde{p} - \frac{1}{3}\right\|_{H^N} + \| \tilde{\psi}_i \|_{H^N} \leq \epsilon^2.
\]

(15.2)

Above, \( E_{ij} = \text{diag}(1,1,1) \) denotes the standard Euclidean metric on \( T^3 \) and \( I^i_{\ j} = \text{diag}(1,1,1) \) denotes the identity. Let \( (\mathcal{M}, (g,p,u)) \) be the maximal globally hyperbolic development of the data (see the discussion in Sect. [2]). Then
there exist a small constant $\epsilon_*>0$ and large constants $C, c>0$, where the constants depend on $N$, such that if $\epsilon \leq \epsilon_*$ and (15.2) holds, then the following conclusions hold.

- The field variables $(g,p,u)$ are classical solutions to the Einstein-stiff fluid equations (1.1a), (1.4), $c_s = 1$.
- There exists a collection of CMC-transported spatial coordinates $(t, x^1, x^2, x^3)$ covering $V := \omega_{\text{ret}(0)}\Sigma_1 \cong (0,1] \times T^3$, where $V$ is the past of $\Sigma_1$ in $M$. The coordinate $t$ is a time function defined on $V$, the $(x^1, x^2, x^3)$ are (spatially locally defined) transported spatial coordinates (see Def. [3]), and each $\Sigma_s := \{q \in V \mid \ell(q) = s\} \cong T^3$ is a Cauchy hypersurface. The CMC condition $k^a_a = -t^{-1}$ holds along each $\Sigma_t$. Relative to these coordinates, the FLRW solution can be expressed as

$$
\tilde{g} = -dt^2 + t^{2/3} \sum_{i=1}^{3} (dx^i)^2, \quad \tilde{p} = \frac{1}{3}t^{-2}, \quad \tilde{u}^\mu = \delta^\mu_0, \quad (15.3)
$$

where $\delta^\mu_\nu (\mu, \nu = 0,1,2,3)$ is the standard Kronecker delta.

- Let $(g_{ij}, k^i, n, p, u^i)_{1 \leq i, j \leq 3}$ denote the components of the perturbed solution relative to the CMC-transported spatial coordinates, where

$$
g = -n^{-2} dt^2 + g_{ab}dx^a dx^b, \quad (15.4a)
$$

$$
u = (1 + g_{ab}u^a u^b)^{1/2} N + u^a \partial_a \quad (15.4b)
$$

are respectively the spacetime metric and the fluid four-velocity, $N = n^{-1} \partial_t$, $k^i = \frac{1}{2} n^{-1} g^{ab} \partial_t g_{ab}$ are the components of the mixed second fundamental form of $\Sigma_t$, $n$ is the lapse, and $p$ is the fluid pressure. The following norm estimates (see Def. [2]) are verified by the renormalized solution variables

$$
\mathcal{H}(\text{Frame-Total}), N(t) \leq \epsilon t^{-c_3\sqrt{\epsilon}}, \quad (15.5a)
$$

$$
\mathcal{E}(\text{Frame-Kinetic}), N-3(t) \leq \epsilon, \quad (15.5b)
$$

$$
\mathcal{E}(\text{Frame-Potential}), N-4(t) \leq \epsilon t^{-c_3\sqrt{\epsilon}}. \quad (15.5c)
$$

In addition, the solution has the following properties.

**Causal disconnectedness:** Let $\zeta(s)$ be a past-directed causal curve in $((0,1] \times T^3, g)$ with domain $s \in [s_1, s_{\text{Max}}]$ such that $\zeta(s_1) \in \Sigma_t$. Let $\zeta^a$ denote the coordinates of this curve in the universal covering space of the spacetime (i.e., $(0,1] \times \mathbb{R}^3$). The length $l(\zeta) := \int_{s_1}^{s_{\text{Max}}} \sqrt{(E_{ab} \circ \zeta)^a \zeta^b} \, ds$ of the spatial part of the curve as measured by the Euclidean metric is bounded from above by

$$
l(\zeta) \leq \left(\frac{3}{2} + C\epsilon\right) t^{2/3 - c_3\sqrt{\epsilon}}. \quad (15.6)
$$

The constant $C$ can be chosen to be independent of the curve $\zeta$. Thus, if $q, r \in \Sigma_t$ are separated by a Euclidean distance greater than $2 \left(\frac{3}{2} + C\epsilon\right) t^{2/3 - c_3\sqrt{\epsilon}},$
then the past of \( q \) does not intersect the past of \( r \).

**Geodesic incompleteness:** Every past-directed causal geodesic \( \zeta \) that emanates from \( \Sigma \), crashes into the singular hypersurface \( \Sigma_0 \) in finite affine parameter time

\[
\mathcal{A}(0) \leq \left( \frac{3}{2} + C \epsilon \right) |\mathcal{A}'(1)|, \tag{15.7}
\]

where \( \mathcal{A}(t) \) is the affine parameter along \( \zeta \) viewed as a function of \( t \) along \( \zeta \) (normalized by \( \mathcal{A}(1) = 0 \)).

**Convergence of time-rescaled variables:** There exist functions \( v_{\text{Bang}}, P_{\text{Bang}} \in C^{\infty}(\mathbb{T}^3) \) and a type (1) tensorfield \( (K_{\text{Bang}})^i_j \in C^{\infty}(\mathbb{T}^3) \) such that the lapse, time-rescaled volume form factor, time-rescaled mixed second fundamental form, time-rescaled pressure, three-velocity, and four-velocity \( \Sigma_t \)-normal component \( g(u, \hat{N}) = -(1 + g_{ab} u^a u^b)^{1/2} \) verify the following convergence estimates for \( t \in (0, 1] \):

\[
\| n - 1 \|_{C^M} \leq \left\{ \begin{array}{ll}
C t^{1/3 - c} & (M \leq N - 5), \\
C t^{2/3 - c} & (M \leq N - 3),
\end{array} \right.
\]

\[
\| t^{-1} \sqrt{\det g} - v_{\text{Bang}} \|_{C^M_{\text{Frame}}} \leq \left\{ \begin{array}{ll}
C t^{1/3 - c} & (M \leq N - 5), \\
C t^{2/3 - c} & (M \leq N - 3),
\end{array} \right.
\]

\[
\| tk - K_{\text{Bang}} \|_{C^M_{\text{Frame}}} \leq \left\{ \begin{array}{ll}
C t^{1/3 - c} & (M \leq N - 5), \\
C t^{2/3 - c} & (M \leq N - 3),
\end{array} \right.
\]

\[
\| t^2 p - P_{\text{Bang}} \|_{C^M} \leq \left\{ \begin{array}{ll}
C t^{1/3 - c} & (M \leq N - 5), \\
C t^{2/3 - c} & (M \leq N - 3),
\end{array} \right.
\]

\[
\| g(u, \hat{N}) + 1 \|_{C^{N-3}_{\text{Frame}}} \leq C t^{1/3 - c}
\]

\[
\| u \|_{C^{N-3}_{\text{Frame}}} \leq C t^{1/3 - c}. \tag{15.8f}
\]

In the above estimates, the frame norms \( \| \cdot \|_{C^M_{\text{Frame}}} \) are defined in Def. 5. Furthermore, the limiting fields are close to the corresponding time-rescaled FLRW fields in the following sense:

\[
\| v_{\text{Bang}} - 1 \|_{C^{N-3}} \leq C \epsilon, \tag{15.9a}
\]

\[
\| K_{\text{Bang}} + \frac{1}{3} I \|_{C^{N-3}_{\text{Frame}}} \leq C \epsilon, \tag{15.9b}
\]

\[
\| P_{\text{Bang}} - \frac{1}{3} \|_{C^{N-3}} \leq C \epsilon. \tag{15.9c}
\]

In addition, the limiting fields verify the following relations:

\[
(K_{\text{Bang}})^a_a = -1, \tag{15.10a}
\]

\[
2 P_{\text{Bang}} + (K_{\text{Bang}})^a_b (K_{\text{Bang}})^b_a = 1. \tag{15.10b}
\]
Behavior of the spatial metric: There exists a type \((\frac{3}{2})\) tensorfield \(M_{ij}^{\text{Bang}} \in C^{N-3}\) on \(\mathbb{T}^3\) such that

\[
\|M_{ij}^{\text{Bang}} - E\|_{C^{N-3}_{\text{Frame}}} \leq C\epsilon
\]  

(15.11)

and such that the following convergence estimates hold for \(t \in (0,1]\):

\[
\|g \ast \exp(2\ln K_{\text{Bang}}) - M_{ij}^{\text{Bang}}\|_{C^{N-3}_{\text{Frame}}} \leq \begin{cases} 
C\epsilon t^{\frac{1}{3}}e^{-\gamma t}, & (M \leq N - 5), \\
C\epsilon t^{\frac{1}{3}}e^{-\gamma t}, & (M \leq N - 3),
\end{cases}
\]  

(15.12)

where \(g \ast \cdot\) denotes left multiplication of the type \((\frac{1}{2})\) matrix \(g_{ij}\).

Quantities that blow up: The \(|\cdot|_g\) norm of the second fundamental form \(k\) of \(\Sigma_t\) verifies the estimate

\[
\|\partial_k g - (K_{\text{Bang}})_{ab} (K_{\text{Bang}})_{bc} \|_{C^0} \leq C\epsilon t^{\frac{1}{3}}e^{-\gamma t},
\]  

(15.13)

which shows that \(|\partial_k g|_g\) blows up like \(t^{-1}\) as \(t \downarrow 0\).

The \(|\cdot|_g\) norm of the Riemann curvature of \(g\) verifies the estimate

\[
\|\text{Riem}\|_{C^0} \leq C\epsilon t^{-\frac{2}{3}}e^{-\gamma t}.
\]  

(15.14)

The spacetime Ricci curvature invariant \(\text{Ric}_g^2\) verifies the estimate

\[
\|t^4 \text{Ric}_g^2 - 4P_{\text{Bang}}^2\|_{C^0} \leq C\epsilon t^{\frac{1}{3}}e^{-\gamma t},
\]  

(15.15)

which shows that \(|\text{Ric}_g^2|_{\text{g}}\) blows up like \(t^{-4}\) as \(t \downarrow 0\).

The \(|\cdot|_g^2\) norm of the spacetime Riemann curvature tensor verifies the estimates

\[
\|t^4 \text{Riem}_g^2 - F_{\text{Bang}}\|_{C^0} \leq C\epsilon t^{\frac{1}{3}}e^{-\gamma t},
\]  

(15.16a)

\[
\|F_{\text{Bang}} - \frac{20}{27}\|_{C^0} \leq C\epsilon,
\]  

(15.16b)

where \(F_{\text{Bang}} : = \left\{2(K_{ab}K_{bc})^2 + 4K^a_b K^b_a + 2K^a_b K^b_a K^c_a + 8K^a_b K^b_a K^c_a \right\}_{K = K_{\text{Bang}}}.

Note that [15.16a] and [15.16b] imply that \(|\text{Riem}_g^2|_{\text{g}}\) blows up like \(t^{-4}\) as \(t \downarrow 0\).

The \(|\cdot|_g^2\) norm of the spacetime tensor \(P_{\alpha\beta\mu\nu} = \text{Riem}_{\alpha\beta\mu\nu} - W_{\alpha\beta\mu\nu}\) verifies the estimate

\[
\|t^4 |P_{\text{g}}^2|_{\text{g}} - \frac{20}{3} P_{\text{Bang}}^2\|_{C^0} \leq C\epsilon t^{\frac{1}{3}}e^{-\gamma t},
\]  

(15.17)

which shows that \(|P_{\text{g}}^2|_{\text{g}}|\) blows up like \(t^{-4}\) as \(t \downarrow 0\). Above, \(W_{\alpha\beta\mu\nu}\) is the spacetime Weyl curvature tensor.
The $|\cdot|^2_{g}$ norm of $W_{\alpha\beta\mu\nu}$ verifies the estimates

$$
\left\| t^4 |W|_{g}^2 - (F_{\text{Bang}} - \frac{20}{3} P_{\text{Bang}}^2) \right\|_{C^0} \leq C \epsilon t^{4 - \sqrt{\epsilon}},
$$

(15.18a)

$$
\left\| F_{\text{Bang}} - \frac{20}{3} P_{\text{Bang}}^2 \right\|_{C^0} \leq C \epsilon,
$$

(15.18b)

which, when combined with the relation $|\text{Riem}|_{g}^2 = |P|_{g}^2 + |W|_{g}^2$ and the estimates (15.16a) and (15.17), shows that the dominant contribution to the $|\text{Riem}|_{g}^2$ singularity at $t = 0$ comes from the Ric components of Riem.

Remark 21 Some of the powers of $\epsilon$ stated in the above estimates are non-optimal and could be improved with additional effort.

Proof (Proof of Theorem 15) Let $\sigma_*$ be the positive constant from Prop. 13, Prop. 14, and Corollary 2. By local well-posedness (Theorem 1), if (15.2) holds and $\epsilon_*$ is sufficiently small, then the initial data launch a unique classical renormalized solution to the renormalized constraints (4.1a)-(4.1b), the renormalized lapse equations (4.4a)-(4.4b), and the renormalized evolution equations (4.5), (4.6a)-(4.6b), (4.7a)-(4.7b), and (4.8a)-(4.8b). The renormalized solution exists on a maximal slab $(T, 1] \times \mathbb{T}^3$ upon which the following bootstrap assumptions hold for the renormalized solution variable norms:

$$
\mathcal{H}(\text{Frame-Total}); N(t) \leq \epsilon^{-\sigma_*},
$$

(15.19)

$$
\mathcal{C}(\text{Frame-Kinetic}); N^{-3}(t) \leq 1,
$$

(15.20)

$$
\mathcal{C}(\text{Frame-Potential}); N^{-4}(t) \leq \epsilon^{-\sigma_*}.
$$

(15.21)

In deriving (15.19)-(15.21), we have used the standard Sobolev calculus to deduce the smallness of the renormalized variable norms (5.5a)-(5.5c) from the conclusions of Theorem 4, which are stated in terms of the original variables. In fact, by combining the estimates of Theorem 4 with standard elliptic estimates for $n$, we deduce that the perturbed renormalized solution remains $C \epsilon^2$ close to the renormalized FLRW solution for times $t$ near 1.

It follows that if $\epsilon_*$ is sufficiently small, then all of the assumptions of Corollary 2 hold. Thus, we conclude from the corollary that there exists a constant $c > 0$ such that the following estimates necessarily hold for $t \in (T, 1]$

$$
\mathcal{H}(\text{Frame-Total}); N(t) \leq \frac{1}{2} \epsilon t^{-c \sqrt{\epsilon}},
$$

(15.22)

$$
\mathcal{C}(\text{Frame-Kinetic}); N^{-3}(t) \leq \frac{1}{2} \epsilon^c,
$$

(15.23)

$$
\mathcal{C}(\text{Frame-Potential}); N^{-4}(t) \leq \frac{1}{2} \epsilon t^{c \sqrt{\epsilon}}.
$$

(15.24)

By further shrinking $\epsilon_*$ if necessary, we may assume that $c \epsilon^{\frac{1}{2}} < \sigma_*$. We now show that $(T, 1] \times \mathbb{T}^3$ must be equal to $(0, 1] \times \mathbb{T}^3$ and that (15.5a)-(15.5c) hold.

19 Recall that the renormalized equations are equivalent to the original equations.
for $t \in (0, 1]$. Suppose for the sake of contradiction that $T \in (0, 1)$. We then observe that none of the four breakdown scenarios from Theorem 1 can occur on $(T, 1] \times \mathbb{T}^3$:

- 1 is ruled out by (7.1d), which shows that the eigenvalues of the $3 \times 3$ matrix $t^{2/3} y^{2/3} = (G^{-1})^{2/3}$ are bounded from above in magnitude by $1 + C e t^{-\epsilon}$; hence the eigenvalues of $t^{-2/3} y_{ij} = G_{ij}$ are bounded from below in magnitude by $(1 + C e t^{-\epsilon})^{-1}$ and can never turn negative since they were positive at $t = 1$.
- 2 is ruled out by (7.6a) and the relation $n := 1 + t^{2/3} p$.
- 3 is ruled out by (7.4b) and the relation $t^2 p = \tilde{p} + \frac{3}{4}$.
- 4 is ruled out by the estimates (15.22)-(15.24) and Sobolev embedding.

It therefore follows from the time-continuity of the solution norms that the solution can be extended to exist on a strictly larger slab $(T - \Delta, 1] \times \mathbb{T}^3$ (for some number $\Delta > 0$) such that on $(T - \Delta, 1]$, the estimates (15.22)-(15.24) hold with $\frac{1}{4}$ replaced by $\frac{3}{4}$. We have therefore derived strict improvements of (15.19)-(15.21) on a time interval strictly larger than $(T, 1]$. In total, we have contradicted the maximality of the slab $(T, 1] \times \mathbb{T}^3$. We conclude that the solution exists on $(0, 1] \times \mathbb{T}^3$ and that the estimates (15.5a)-(15.5c) hold for $t \in (0, 1]$.

**Proof of (15.6):** Let $\zeta = \zeta(s)$ be a curve verifying the hypotheses of the theorem. Here we use the notation $\dot{\zeta} := \frac{d}{ds} \zeta(s)$. Note that the component $\zeta^0$ can be identified with the CMC time coordinate. For any causal curve, we have $g(\zeta, \dot{\zeta}) \leq 0$, which implies that

$$g_{ab} \zeta^a \zeta^b \leq n^2 (\zeta^0)^2. \quad (15.25)$$

Using the previously established fact that the eigenvalues of $G_{ij}(t, x)$ are bounded from below by $(1 + C e t^{-\epsilon})^{-1}$, the estimate (7.6a), and the fact that $-\zeta^0 > 0$ for past-directed causal curves, we deduce from (15.25) that

$$(E_{ab} \circ \zeta) \dot{\zeta}^a \dot{\zeta}^b \leq \left[\left(1 + C e t^{-\epsilon}\right) G_{ab} \circ \zeta\right] \dot{\zeta}^a \dot{\zeta}^b \leq \left(1 + C e\right) (\zeta^0)^{-2/3 - \epsilon} (\zeta^0)^2. \quad (15.26)$$

Integrating the square root of (15.26) and using the assumption $\zeta^0(s_1) = t$, we arrive at the desired estimate (15.6):

$$\int_{s_1}^{s_{Max}} (E_{ab} \circ \zeta) \dot{\zeta}^a \dot{\zeta}^b ds \leq (1 + C e) \int_{s_1}^{s_{Max}} (\zeta^0)^{-1/3 - \epsilon} (\zeta^0) ds \quad (15.27)$$

$$= \frac{-(1 + C e)}{2/3 - \epsilon} \int_{s_1}^{s_{Max}} \frac{d}{ds} ((\zeta^0)^{2/3 - \epsilon}) ds$$

$$= \frac{(1 + C e)}{2/3 - \epsilon} \left( (2/3 - \epsilon) \frac{s_{Max}^2}{2/3 - \epsilon} - \frac{s_{Max}^2}{2/3 - \epsilon} \right)$$

$$\leq \left( \frac{3}{2} + C e \right) t^{2/3 - \epsilon}.$$
Proof of (15.7): Let $\zeta(\mathcal{A})$ be a past-directed affinely parametrized geodesic verifying the hypotheses of the theorem. We can view the affine parameter $\mathcal{A}$ as a function of $t = \zeta^0$ along $\zeta$. We normalize $\mathcal{A}(t)$ by setting $\mathcal{A}(1) = 0$. We also define $\zeta^\mu := \frac{d}{d\mathcal{A}} \zeta^\mu$ and $\mathcal{A}' = \frac{d}{dt} \mathcal{A}$. By the chain rule, we have

$$\mathcal{A}' = \frac{1}{\zeta^0}, \quad \zeta^0 = \frac{d}{dt} \zeta^0 = - (\mathcal{A}')^{-3} \mathcal{A}''.$$ (15.28)

Using the geodesic equation (A.26a), the $g$-Cauchy-Schwarz inequality, (15.25), and (15.28), we deduce

$$|\mathcal{A}''| \leq \left( n^{-1} |\partial_t n| + 2 |\partial n| \right) |\mathcal{A}'| + n |k| |\mathcal{A}'|.$$ (15.29)

Inserting the estimates (7.2c) (in the case $M = 0$), (7.6a), (7.6b) and (7.7) into (15.29), we deduce

$$|\mathcal{A}''| \leq t^{-1} \left( \frac{1}{3} + c \epsilon \right) |\mathcal{A}'|, \quad t \in (0, 1].$$ (15.30)

Applying Gronwall’s inequality to (15.30), we deduce

$$|\mathcal{A}'(t)| \leq |\mathcal{A}'(1)| t^{-(1/3 + c \epsilon)}, \quad t \in (0, 1].$$ (15.31)

Integrating (15.31) from $t = 1$ and using $\mathcal{A}(1) = 0$, we deduce

$$\mathcal{A}(t) \leq \frac{|\mathcal{A}'(1)|}{2/3 - c \epsilon} \left( 1 - t^{2/3 - c \epsilon} \right), \quad t \in (0, 1],$$ (15.32)

from which the desired estimate (15.7) follows.

Proof of (15.8a)-(15.8f), (15.9a)-(15.9c), and (15.10a)-(15.10b): The estimate (15.8a) follows directly from (15.5c). The estimate (15.8b) then easily follows from inequality (7.1c) and the estimate (15.8a).

Inequality (15.8a) follows from (7.6a) (for $M \leq N - 5$) and (15.5a) plus the Sobolev embedding estimate $\|n-1\|_{C^{N-3}} \leq t^{1/3} \mathcal{H}_F^{Frame-Total};N$ (for $M = N - 4, N - 3$).

To prove (15.8b), we use equation (D.5) and inequality (D.5) to deduce that

$$\|\partial_t \ln \left( \sqrt{\det G} \right) \|_{C^{M}} \leq \begin{cases} \epsilon t^{1/3 - c \sqrt{\epsilon}}, & (M \leq N - 5), \\ \epsilon t^{-1/3 - c \sqrt{\epsilon}}, & (M \leq N - 3). \end{cases}$$ (15.33)
If $0 < t_* \leq t_*, 1$, then it follows from integrating (15.33) in time that

$$
\ln(\sqrt{\det G}(t_*)) - \ln(\sqrt{\det G}(t_*)) \leq \begin{cases} 
\epsilon t \int_{t_*}^{t} t^{1/3 - \epsilon/\sqrt{\tau}} dt, & (M \leq N - 5), \\
\epsilon t \int_{t_*}^{t} t^{-1/3 - \epsilon/\sqrt{\tau}} dt, & (M \leq N - 3)
\end{cases}
$$

(15.34)

Hence, if $\{t_m\}_{m=1}^{\infty}$ is a sequence of positive times such that $t_m \downarrow 0$, then (15.34) implies that the sequence $\ln(\sqrt{\det G}(t_m)) \in C^M$ is Cauchy in the norm $\| \cdot \|_{C^M}$. The existence of a limiting function $v_{Bang} \in C^{N-3}$ and the desired estimate (15.8b) thus follow. The estimate (15.9a) then follows from the small-data estimate (15.8a) thus follow. The estimate (15.9a) then follows from the evolution equations (D.8b) and (15.8a), (15.8c), and (15.9b), it follows that (15.11)

Proof of the estimates (15.8c) and (15.8d), we arrive at the desired result (15.10b).

To prove (15.10b), we multiply the renormalized Hamiltonian constraint $k^a = -t^{-1}$ and (15.8c).

To prove (15.10b), we multiply the renormalized Hamiltonian constraint (4.1a) by $t^2$ and let $t \downarrow 0$. Lemma 19 and the estimates (7.1c), (7.1d), and (7.3b) imply that $t^2|R| \to 0$, where $R$ denotes the scalar curvature of $g_{ij}$. Similarly, the estimates (7.1c), (7.4b), and (7.5b) imply that $t^2(j_{\text{Bang}}) \to 0$. Also using the estimates (15.8c) and (15.8d), we arrive at the desired result (15.10b).

Proof of (15.11) and (15.12): From equation (3.11a) and the estimates (15.8a), (15.8c), and (15.9b), it follows that

$$
\partial_t g_{ij} = -2t^{-1}g_{ia}(K_{Bang})^a_j + g_{ia}\Delta^a_j,
$$

(15.35)

where the following estimate for the components $\Delta^a_j$ holds:

$$
\|\Delta^a_j\|_{C^M} \leq \begin{cases} 
\epsilon t^{1/3 - \epsilon/\sqrt{\tau}}, & (M \leq N - 5), \\
\epsilon t^{-1/3 - \epsilon/\sqrt{\tau}}, & (M \leq N - 3)
\end{cases}
$$

(15.36)

Introducing the matrix integrating factor $\exp(2 \ln t K_{Bang}) = \exp(2 \ln t K_{Bang}(x))$ and using the fact that the type (1) matrix $\partial_t (2 \ln t K_{Bang})$ commutes with the type (1) matrix $\exp(2 \ln t K_{Bang})$, we deduce the following consequence of (15.35):

$$
\partial_t \left( g_{ia} \left[ \exp(2 \ln t K_{Bang}) \right]^a_j \right) = g_{ia} \Delta^a_j \left[ \exp(2 \ln t K_{Bang}) \right]^b_j.
$$

(15.37)

Using the estimates (7.1c), (7.4b), and (15.36), we bound the right-hand side of (15.37) as follows:

$$
\|g_{ia} \left[ \exp(2 \ln t K_{Bang}) \right]^a_j \Delta^a_j\|_{C^M} \leq \begin{cases} 
\epsilon t^{1/3 - \epsilon/\sqrt{\tau}}, & (M \leq N - 5), \\
\epsilon t^{-1/3 - \epsilon/\sqrt{\tau}}, & (M \leq N - 3)
\end{cases}
$$

(15.38)
From the differential equation (15.37), the estimate (15.38), and the small-data estimate \( \|g_{ij}(1, \cdot) - E_{ij}\|_{C^{N-3}} \leq \epsilon \), we argue as in our proof of (15.8b) to deduce that there exists a field \( M_{ij}^{Bang}(x) \) on \( \mathbb{T}^3 \) such that the desired estimates (15.11) and (15.12) hold.

**Proof of (15.13):** To prove (15.13), we use the identity \( t|k|_g = t|k^a_b k^b_a|^{1/2} \) (which follows from the symmetry property \( k_{ij} = k_{ji} \)) and the estimates (15.8c) and (15.9b) to deduce the desired inequality:

\[
\left\| t|k|_g - \left( K_{Bang}^a_b(K_{Bang}^b_a)^{1/2} \right) \right\|_{Frame} \leq \epsilon t^{3/3-c \sqrt{\epsilon}}. \quad (15.39)
\]

**Proof of (15.14):** To prove (15.14), we first note that

\[
|\text{Riem}|_g^2 = \text{Riem}_{ab}^{cd} \text{Riem}_{cd}^{ab}. \quad (15.40)
\]

We now claim that the following estimate for the components \( \text{Riem}_{ab}^{cd} \) holds:

\[
\| \text{Riem}_{ab}^{cd} \|_{C^0} \leq \epsilon t^{-2/3 - c \sqrt{\epsilon}}. \quad (15.41)
\]

The desired estimate (15.14) will then follow from (15.40) and (15.41). To prove (15.41), we first use the strong estimates (7.1c), (7.1d), and (7.3b) and the relation (C.1) to deduce the following estimate for the components \( \text{Ric}_j^i \):

\[
\| \text{Ric}_j^i \|_{C^0} \leq \epsilon t^{-2/3 - c \sqrt{\epsilon}}. \quad (15.42)
\]

The estimate (15.41) now follows from (15.42) and the identities (A.8) and (A.12).

**Proof of (15.15)-(15.18b):** To derive (15.15), we simply insert the estimates (15.8d) and (15.9c) into the identity (A.27c).

To derive (15.16a)-(15.16b), we first observe the relation

\[
t^4 |\text{Riem}|_g^2 = t^4 \text{Riem}_{ab}^{cd} \text{Riem}_{cd}^{ab} + 4t^4 \text{Riem}_{a0}^{cd} \text{Riem}_{cd}^{a0} + t^4 \text{Riem}_{0d}^{cd} \text{Riem}_{cd}^{0d}. \quad (15.43)
\]

We then claim that the following estimates for components hold:

\[
\| t^2 \text{Riem}_{ab}^{cd} - (t^2 k_c^a k_d^b - t^2 k_a^c k_b^d) \|_{C^0} \leq \epsilon t^{2/3-c \sqrt{\epsilon}}, \quad (15.44)
\]

\[
\| t^2 \text{Riem}_{a0}^{cd} - (tk_c^a + t^2 k_c^a k_c^a) \|_{C^0} \leq \epsilon t^{2/3-c \sqrt{\epsilon}}, \quad (15.45)
\]

\[
\| t^2 \text{Riem}_{0d}^{cd} \|_{C^0} \leq \epsilon t^{1/3-c \sqrt{\epsilon}}. \quad (15.46)
\]

Let us accept (15.44)-(15.46) for the moment. The desired estimates (15.16a), (15.16b) then follow from (15.43), (15.44), (15.45), (15.46), (15.8c), and (15.9b).
To derive (15.44)-(15.46), we insert the previously derived estimates into the curvature expressions (A.29a)-(A.29c). For example, to derive (15.45), we bound the error term $\parallel \Delta u^0 \parallel_{C^0}$ defined in (A.30b) by

$$\parallel \Delta u^0 \parallel_{C^0} \leq \epsilon^{4/\beta - c\sqrt{T}}.$$  

(15.47)

More precisely, the estimate (15.47) follows from inserting the strong estimates of Prop. 6 into the expression (A.30b). The time derivative term $\partial_t(t^k c^a)$ is estimated by using the evolution equation (3.11b) to express it in terms of spatial derivatives. We then multiply the expression (A.30b) by $t^2$ and use the estimate (15.47), thereby arriving at (15.45). The estimates (15.44) and (15.46) can be derived similarly.

To derive (15.17), we simply insert the estimates (15.8d) and (15.9c) into the identity (A.27g).

Finally, the estimates (15.18a)-(15.18b) follow from inserting the estimates (15.9c), (15.16a), (15.16b) and (15.17) into the identity (A.17).
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**A Calculations and Identities for the Metrics and Curvatures**

For convenience, we have gathered some standard metric and curvature relations in this appendix. We state many of the relations without proof. For additional background, readers can consult [89]. Throughout, $g = -n^2 dt^2 + g_{ab} dx^a dx^b$ denotes a Lorentzian metric defined on a four dimensional manifold.

We adopt the following sign convention for the Riemann curvature $\text{Riem}_{\alpha\beta\mu\nu}$:

$$D_\alpha D_\beta X_\mu - D_\beta D_\alpha X_\mu = (g^{-1})^{\rho\nu'} \text{Riem}_{\alpha\beta\mu\nu'} X_{\nu'}.$$  

(A.1)

We have the relation (see e.g. [89], pg. 48])

$$(g^{-1})^{\rho\nu'} \text{Riem}_{\alpha\beta\mu\nu'} = \partial_\rho \Gamma_{\alpha\beta}{}^{\nu'} - \partial_\beta \Gamma_{\alpha\rho}{}^{\nu'} + \Gamma^\lambda_{\rho\nu'} \Gamma_{\alpha\beta}{}^{\lambda} - \Gamma^\lambda_{\mu\nu'} \Gamma_{\alpha\beta}{}^{\lambda},$$  

(A.2)

where the Christoffel symbols $\Gamma_{\mu\nu}{}^{\lambda}$ of $g_{\mu\nu}$ are defined in (A.19a).

The spacetime Schouten tensor $\text{Sch}_{\mu\nu}$, its trace $S$, and the tensor $P_{\alpha\beta\mu\nu}$ corresponding to $g_{\mu\nu}$ are defined by

$$\text{Sch}_{\mu\nu} := \frac{1}{2} \text{Ric}_{\mu\nu} - \frac{1}{12} \text{Rg}_{\mu\nu},$$  

(A.3)

$$S := (g^{-1})^{\alpha\beta} \text{Sch}_{\alpha\beta},$$  

(A.4)

$$P_{\alpha\beta\mu\nu} := \text{Sch}_{\mu\alpha} g_{\nu\beta} - \text{Sch}_{\nu\alpha} g_{\mu\beta} + \text{Sch}_{\nu\beta} g_{\mu\alpha} - \text{Sch}_{\mu\beta} g_{\nu\alpha},$$  

(A.5)
where
\[ \text{Ric}_{\mu
u} := (g^{-1})^{\alpha\beta} \text{Riem}_{\alpha\mu\beta\nu}, \quad (A.6) \]
\[ R := (g^{-1})^{\alpha\beta}(g^{-1})^{\mu\nu} \text{Riem}_{\alpha\mu\beta\nu} \quad (A.7) \]
are the Ricci curvature and scalar curvature of \( g_{\mu\nu} \).

The Schouten tensor \( S\text{ch}^i_j \) corresponding to \( g_{ij} \) is defined to be
\[ S\text{ch}^i_j := \text{Ric}^i_j - \frac{1}{4} R I^i_j, \quad (A.8) \]
where
\[ \text{Ric}^i_j := \text{Riem}^i_{ai} \quad (A.9) \]
\[ R := \text{Ric}^a_a \quad (A.10) \]
are the Ricci curvature and scalar curvature of \( g_{ij} \).

The Weyl tensor \( W^{\alpha\beta\mu\nu} \) of \( g_{\mu\nu} \) can be expressed in terms of \( \text{Riem}^{\alpha\beta\mu\nu} \) and \( P^{\alpha\beta\mu\nu} \) as follows:
\[ W^{\alpha\beta\mu\nu} = \text{Riem}^{\alpha\beta\mu\nu} - \frac{1}{2} (g^{\alpha\mu} \text{Ric}_{\nu\beta} - g^{\alpha\nu} \text{Ric}_{\mu\beta} + g^{\beta\nu} \text{Ric}_{\mu\alpha} - g^{\beta\mu} \text{Ric}_{\nu\alpha}) + \frac{1}{6} R (g_{\alpha\mu} g_{\nu\beta} - g_{\alpha\nu} g_{\mu\beta}). \quad (A.11) \]

Because the Weyl tensor of the 3-metric \( g_{ij} \) vanishes, the Riemann tensor \( \text{Riem}^{kl}_{ij} \) of \( g_{ij} \) can be expressed as follows in terms of its Schouten tensor:
\[ \text{Riem}^{kl}_{ij} = S\text{ch}^k_i I^l_j - S\text{ch}^k_j I^l_i + S\text{ch}^l_i I^k_j - S\text{ch}^l_j I^k_i. \quad (A.12) \]

The following properties are verified by \( \text{Riem}^{\alpha\beta\mu\nu}, W^{\alpha\beta\mu\nu}, \) and \( P^{\alpha\beta\mu\nu} : \)
\[ \text{Riem}^{\alpha\beta\mu\nu} = -\text{Riem}^{\mu\alpha\beta\nu} = -\text{Riem}^{\alpha\beta\nu\mu} = \text{Riem}^{\mu\nu\alpha\beta}, \quad (A.13) \]
\[ W^{\alpha\beta\mu\nu} = -W^{\beta\alpha\mu\nu} = -W^{\alpha\beta\nu\mu} = W^{\mu\nu\alpha\beta}, \quad (A.14) \]
\[ (g^{-1})^{\alpha\beta} W^{\alpha\beta\mu\nu} = (g^{-1})^{\alpha\mu} W^{\alpha\beta\nu\mu} = 0, \quad (A.15) \]
\[ |P|^2_g = 8 |\text{Sch}|^2_g + 4 S^2, \quad (A.16) \]
\[ |\text{Riem}|^2_g = |W|^2_g + |P|^2_g. \quad (A.17) \]

**Lemma 10 (Christoffel symbol calculations)** Let
\[ g = -n^2 dx^2 + g_{ab} dx^a dx^b \quad (A.18) \]
be a Lorentzian metric on \((T,1) \times T^3\). Let
\[ \Gamma^{\lambda}_{\mu\nu} := \frac{1}{2} (g^{-1})^{\lambda\sigma} (\partial_\mu g_{\sigma\nu} + \partial_\nu g_{\mu\sigma} - \partial_\sigma g_{\mu\nu}), \quad (A.19a) \]
\[ \Gamma^i_{j\ k} := \frac{1}{2} g^{ia} (\partial_j g_{ak} + \partial_k g_{ja} - \partial_a g_{jk}) \quad (A.19b) \]
respectively denote the Christoffel symbols of $g_{\mu
u}$ and $g_{ij}$ relative to the coordinates in \[(A.18).\] Then for $i, j, k = 1, 2, 3$, we have (recall that $\partial_t g_{ij} = -2ng_{ia}k^a_j$)

\[
\begin{align*}
\Gamma^0_{00} &= \partial_t \ln n, & \Gamma^0_{ij} &= -n^{-1}g_{ia}k^a_j, \\
\Gamma^j_{00} &= ng^{ja} \partial_a n, & \Gamma^i_{jk} &= \Gamma^i_{j k}.
\end{align*}
\] \[(A.20a, b)\]

Proof The lemma follows from straightforward computations.

**Lemma 11 (Christoffel symbol identities)** The Christoffel symbols $\Gamma^i_{jk}$ and the contracted Christoffel symbols $\Gamma_i$ of $g_{ij}$, which are defined by \[(A.19b)\] and the equations

\[
\Gamma^i := g^{ab} \Gamma_{a b}^i, \quad \Gamma_i := g_{ij} g^{ab} \Gamma_{a b}^j,
\] \[(A.21)\]
satisfy the following identities (recall that $\gamma^i_{jk} = g^{ia} \partial_j g_{ak}$):

\[
\begin{align*}
\gamma^i_{jk} &= \frac{1}{2} (\gamma^i_{jk} + \gamma^i_{kj} - g^{ia}g_{jb}\gamma^b_{ik}), \\
\Gamma_{a i} &= \Gamma_{i a} = \frac{1}{2} g^{ab} \partial_b g_{ac} = \partial_t \ln \sqrt{\det g}, \\
\Gamma^i &= g^{jk} \gamma^i_{jk} - \frac{1}{2} g^{ia} \gamma_{ab} - g^{ab} \partial_b g_{ac} = \frac{1}{2} g^{ab} \partial_b g_{ac}, \\
\Gamma_i &= g_{ia} g^{jk} \gamma_{jk}^{b a} = \frac{1}{2} \gamma_{i a} = g^{ab} \partial_b g_{ac} - \frac{1}{2} g^{ab} \partial_b g_{ac}.
\end{align*}
\] \[(A.22a-d)\]

Furthermore, we have

\[
\begin{align*}
\gamma^i_{a i} &= 2 \partial_t \ln \sqrt{\det g}, \\
\gamma_{a i} &= \Gamma_i + \partial_t \ln \sqrt{\det g},
\end{align*}
\] \[(A.23a, b)\]

and

\[
\partial_t g^{ia} = -g^{ic} g^{ab} \partial_a g_{cb} = -g^{ib} \gamma^i_{a b} = -g^{ib} \gamma^i_{b a} = -\Gamma^i - g^{ia} \partial_t \ln \sqrt{\det g}.
\] \[(A.24)\]

Proof The relation \[(A.22a)\] is proved in \[89, Equation (3.4.9).\] The remaining identities in the lemma follow from straightforward computations.

**Lemma 12 (Geodesic equation)** Let

\[
g = -nt^2 dt^2 + g_{ab}dx^a dx^b
\] \[(A.25)\]

be a Lorentzian metric on $(T, 1] \times \mathbb{T}^3$, and let $\zeta : [0, A) \to (T, 1] \times \mathbb{T}^3$ be an affinely parameterized geodesic. Then relative to the coordinates in \[(A.25)\], the components of $\zeta$ verify the following system of ODEs:

\[
\begin{align*}
\zeta^0 + (\partial_t \ln n) [\zeta^0] + 2(\partial_a \ln n) [\zeta^a] \zeta^0 - (n^{-1} g_{ab} k^c) [\zeta^a] \zeta^b = 0, \\
\zeta^i + (ng^{ia} \partial_a n) [\zeta^0] + 2(\partial_a n) \zeta^0 + \Gamma^i_{a b} [\zeta^a] \zeta^b = 0,
\end{align*}
\] \[(A.26a, b)\]

where the $\Gamma^i_{jk}$ are the Christoffel symbols of $g_{ij}$, $\zeta^\mu := \frac{d}{d\alpha} \zeta^\mu (\alpha)$, and $\alpha$ denotes the affine parameter.
Proof The geodesic equation is (see e.g. [89, Equation (3.3.5)])
\[
\ddot{\zeta}^\mu + \Gamma^\mu_{\alpha \beta} \dot{\zeta}^\alpha \dot{\zeta}^\beta = 0.
\]
Equations (A.26a)-(A.26b) thus follow from Lemma 10.

Lemma 13 (Curvature tensors in terms of the matter) For a solution
of the Einstein-stiff fluid system (1.1a)-(1.4), \(c_s = 1\), the following relations
hold:

\[
\begin{align*}
R &= -2p, \\
\text{Ric}_{\mu\nu} &= 2p g_{\mu \rho} g_{\nu \sigma} u^\rho u^\sigma, \\
|\text{Ric}|_g^2 &= 4p^2, \\
\text{Sch}_{\mu\nu} &= pg_{\mu \rho} g_{\nu \sigma} u^\rho u^\sigma + \frac{1}{6} pg_{\mu \nu}, \\
S &= \frac{1}{3} p, \\
|\text{Sch}|_g^2 &= \frac{7}{9} p^2, \\
|P|^2_g &= \frac{20}{3} p^2.
\end{align*}
\]

Proof Contracting (1.1a) against \((g^{-1})^{\mu\nu}\), we deduce that \(R = -T = -2p\). This
proves (A.27a). The relation (A.27b) then follows from (1.1a) and (A.27a). (A.27c)
then follows from (A.27b) and (1.3), (A.27d) then follows from (A.3), (A.27a), and (A.27b). (A.27e)
then follows from (1.3), (A.4), and (A.27d). (A.27f) follows from (A.27d) and (1.3). (A.27g)
then follows from (A.16), (A.27e), and (A.27f).

Lemma 14 (Decomposition of \(\text{Riem}_{\alpha\beta\mu\nu}, \text{Ric}_{\mu\nu}, R, \) and \(W_{\alpha\beta\mu\nu}\) into
principal terms and error terms) Let

\[
g = -n^2 dt^2 + g_{ab} dx^a dx^b
\]

be a Lorentzian metric on \((T, 1) \times T^3\). Assume that \((g, p, u)\) verify the Einstein-
stiff fluid equations (1.1a)-(1.4), \(c_s = 1\) and that the CMC condition \(k^a_a = -t^{-1}\)
holds. Then relative to the coordinates in (A.28), the components of the spacetime
Riemann tensor \(\text{Riem}_{\alpha\beta\mu\nu} = (g^{-1})^{\mu\rho}(g^{-1})^{\nu\sigma}\text{Riem}_{\alpha\beta\mu\nu}\) can be
decomposed into principal terms and error terms as follows:

\[
\begin{align*}
\text{Riem}_{ab} &= k^c_a k^d_b - k^d_a k^c_b + \Delta_{ab}^{\ c\ d}, \\
\text{Riem}_{a0} &= t^{-1} k^c_a + k^c_e k^e_a + \Delta_{a0}^{\ c\ e}, \\
\text{Riem}_{0b} &= \Delta_{0b}^{\ cd},
\end{align*}
\]
where the error terms are

\[ \Delta_{ab} := \text{Riem}_{ab}^{cd}, \]  
\[ \Delta_{a0} := -t^{-1}n^{-1}\partial_t(tk^c_a) + t^{-1}(n^{-1} - 1)k^c_a, \]  
\[ \Delta_{0b} := -ng^{ce}\partial_e\partial_n + n^{-1}g^{ce}k^f_e\partial_f n, \]  
\[ \Delta_{ab} := -ng^{ce}\partial_e(k^d_b) - ng^{de}\partial_e(k^c_b), \]  
\[ \Delta_{0b} := -ng^{ce}\partial_e(k^d_b) - ng^{de}\partial_e(k^c_b), \]  
\[ \Delta_{00} := 2t^{-2}(1 - n^{-1}) - n^{-1}g^{ab}\partial_a\partial_b n + n^{-1}g^{ab}\Gamma_a^c\partial_c n, \]  
\[ \Delta_{0i} := -ng^{ab}\partial_a(k^c_b) - ng^{ab}\Gamma_a^c\partial_b n, \]  
\[ \Delta_{ij} := -n^{-1}t^{-1}\partial_t(tk^c_j) + t^{-1}(n^{-1} - 1)k^c_j - n^{-1}g^{ai}\partial_j\partial_a n + n^{-1}g^{ai}\Gamma^b_j\partial_b n + \text{Ric}^i_j, \]  
\[ \Delta := 2t^{-2}(1 - n^{-1}) - 2n^{-1}g^{ab}\partial_a\partial_b n + 2n^{-1}g^{ab}\Gamma_a^c\partial_c n + R. \]  

Above, \( \text{Riem}_{ab}^{cd} \) denotes a component of the Riemann tensor of \( g_{ij} \).

The components of the spacetime Ricci tensor \( \text{Ric}_{\mu\nu} := (g^{-1})^{\mu\nu} \text{Ric}_{\mu\nu} \) can be decomposed into principal terms and error terms as follows:

\[ \text{Ric}^0_0 = -t^{-2} + k^a_b k^b_a + \Delta^0_0, \]  
\[ \text{Ric}^i_0 = \Delta^i_0, \]  
\[ \text{Ric}^i_j = \Delta^i_j, \]

where the error terms are

\[ \Delta^0_0 := -t^{-2}(1 - n^{-1}) - n^{-1}g^{ab}\partial_a\partial_b n + n^{-1}g^{ab}\Gamma_a^c\partial_c n, \]  
\[ \Delta^i_0 := -ng^{ab}\partial_a(k^c_b) - ng^{ab}\Gamma_a^c\partial_b n, \]  
\[ \Delta^i_j := -n^{-1}t^{-1}\partial_t(tk^c_j) + t^{-1}(n^{-1} - 1)k^c_j - n^{-1}g^{ai}\partial_j\partial_a n + n^{-1}g^{ai}\Gamma^b_j\partial_b n + \text{Ric}^i_j, \]  
\[ \Delta := 0. \]  

Above, \( \text{R} \) denotes the scalar curvature of \( g_{ij} \).

The spacetime scalar curvature \( \text{R} \) can be decomposed into principal terms and error terms as follows:

\[ \text{R} = -t^{-2} + k^a_b k^b_a + \Delta, \]  

where the error term is

\[ \Delta := 2t^{-2}(1 - n^{-1}) - 2n^{-1}g^{ab}\partial_a\partial_b n + 2n^{-1}g^{ab}\Gamma_a^c\partial_c n + R. \]  

Above, \( R \) denotes the scalar curvature of \( g_{ij} \).
The components of the spacetime Weyl tensor $W_{\alpha\beta}^{\mu\nu} := (g^{-1})^{\mu\nu'} (g^{-1})^{\nu'} W_{\alpha\beta\mu\nu'}$ can be decomposed into principal terms and error terms as follows:

\[
W_{ab}^{cd} = k^c_a k^d_b - k^d_a k^c_b + \frac{1}{6} R (I^c_a I^d_b - I^d_a I^c_b) \tag{A.35a}
\]

\[
+ \Delta_{ab}^{cd} \frac{1}{2} \left( I^c_a \Delta^d_b - I^d_a \Delta^c_b + I^d_b \Delta^c_a - I^c_b \Delta^d_a \right),
\]

\[
W_{0b}^{0d} = t^{-1} k^d_b + k^d c e \frac{1}{6} R I^d_b \tag{A.35b}
\]

\[
- \frac{1}{2} \underbrace{I^d_b (-t^{-2} + k^f_j k^j_e)}_{0} + \Delta_{0b}^{0d} \frac{1}{2} \Delta^d_b - \frac{1}{2} I^d_b \Delta^0_0,
\]

\[
W_{0b}^{cd} = \Delta_{0b}^{cd} - \frac{1}{2} \left( I^d_b \Delta^c_0 - I^c_b \Delta^d_0 \right). \tag{A.35c}
\]

Above, $I_{ij} = \text{diag}(1,1,1)$ denotes the identity transformation.

**Proof** To derive (A.29a)-(A.30c), we use the relation (A.2) and Lemma 10. (A.31a)-(A.32c) then follow from definition (A.6). (A.33) and (A.34) then follow from Def. A.7. To derive (A.35a)-(A.35c), we simply substitute (A.29a)-(A.30c) into the right-hand side of (A.11).

**B Derivation of the Einstein-Stiff Fluid Equations in CMC-Transported Spatial Coordinates**

In this appendix, we provide some additional details regarding the derivation of the equations of Sect. 3. We begin by recalling that relative to CMC-transported spatial coordinates, $g$ can be decomposed into a lapse function $n$ and a Riemannian 3–metric $g_{ij}$ induced on $\Sigma_t$ as follows:

\[
g = -n^2 dt^2 + g_{ab} dx^a dx^b. \tag{B.1}
\]

The future-directed unit normal to $\Sigma_t$ is

\[
\hat{N} = n^{-1} \partial_t. \tag{B.2}
\]

The second fundamental form $k$ of $\Sigma_t$ is defined by requiring that the following relation hold for all pairs of vectors $X,Y$ tangent to the $\Sigma_t$:

\[
k(X,Y) = -g(D_X \hat{N}, Y). \tag{B.3}
\]

For such $X,Y$, the action of the spacetime connection $D$ can be decomposed into the action of $\nabla$ and $k$ as follows:

\[
D_X Y = \nabla_X Y - k(X,Y) \hat{N}. \tag{B.4}
\]
The energy-momentum tensor of a perfect fluid is
\[ T^{\mu\nu} = (\rho + p)u^\mu u^\nu + p(g^{-1})^{\mu\nu}. \] (B.5)

\( u \) is future-directed and normalized by
\[ g_{\alpha\beta}u^\alpha u^\beta = -1. \] (B.6)

\( u \) can be decomposed as
\[ u = (1 + u_au^a)^{1/2} \hat{N} + u^a \partial_a, \] (B.7)

where the factor \((1 + u_au^a)^{1/2}\) enforces the normalization condition (B.6). The energy-momentum tensor \((1.2)\) of the perfect fluid can be decomposed (with the indices “downstairs”) as
\[ T = T(\hat{N}, \hat{N}) \hat{N}_i \otimes \hat{N}_i - T(\hat{N}, \partial_a) \left( \hat{N}_i \otimes dx^a + dx^a \otimes \hat{N}_i \right) + T_{ab}dx^a \otimes dx^b, \] (B.8)

where \((\hat{N}_i)_\mu := g_{\mu a} \hat{N}^a\) is the metric dual of \(\hat{N}\),
\[ T(\hat{N}, \hat{N}) = p + (\rho + p)(1 + u_au^a), \] (B.9a)
\[ T(\hat{N}, \partial_i) = -(\rho + p)(1 + u_au^a)^{1/2}u_i, \] (B.9b)
\[ T_{ij} = (\rho + p)u_iu_j + pg_{ij}. \] (B.9c)

The deformation tensor \((\hat{N})\pi\) of \(\hat{N}\) will play an important role in our derivation. It is defined by
\[ (\hat{N})\pi := \mathcal{L}_{\hat{N}} g, \] (B.10)
where \(\mathcal{L}\) denotes Lie differentiation. Relative to arbitrary coordinates, we have
\[ (\hat{N})\pi_{\mu\nu} = D_\mu \hat{N}_\nu + D_\nu \hat{N}_\mu. \] (B.11)

If \(X\) and \(Y\) are any pair of vectorfields tangent to \(\Sigma_t\), then
\[ (\hat{N})\pi(\hat{N}, \hat{N}) = 0, \] (B.12a)
\[ (\hat{N})\pi(X, Y) = g(D_X \hat{N}, Y) + g(D_Y \hat{N}, X) = -2k(X, Y), \] (B.12b)
\[ (\hat{N})\pi(\hat{N}, Y) = X \ln n. \] (B.12c)

If \(X\) is any spacetime vectorfield, then we can decompose \(X\) into its normal and \(\Sigma_t\)-tangential components as follows:
\[ X = -g(X, \hat{N})\hat{N} + X^a \partial_a. \] (B.13)

We have the following divergence identity:
\[ D_\alpha X^\alpha = -D_\alpha [g(X, \hat{N})] + \nabla_\alpha X^\alpha + X^\alpha \partial_\alpha \ln n + k^\alpha g(X, \hat{N}). \] (B.14)

The following identity holds for any spacetime vectorfield \(X\) and any vectorfield \(Y\) tangent to \(\Sigma_t\):
\[ g(D_X Y, X) = -2g(X, \hat{N})g([\hat{N}, X], Y) + 2g(X, \hat{N})k_b^a Y_a X^b \] (B.15)
\[ + [g(X, \hat{N})]^2 Y^a \nabla_a \ln n + X^a Y_b \nabla_a X^b. \]

Here, \([X, Y]\) denotes the Lie bracket of the vectorfields \(X\) and \(Y\) (see (2.6)).
B.1 The constraint equations

Lemma 15 (The constraint equations relative to a CMC foliation)
Consider a solution \((g,p,u)\) to the Einstein-stiff fluid system \((1.1a)-(1.4)\), \(c_s = 1\). Assume that the CMC condition \(k^a_a = -t^{-1}\) holds. Then the following constraint equations are verified along \(\Sigma_t\):

\[
R - k^b_b k^a_a + \left( k^a_a \right)^2 = \frac{2T(N,N)}{t^2}, \tag{B.16a}
\]

\[
\nabla_a k^a_i - \nabla_i k^a_a = 2p(1 + u_a u^a)^{1/2} u_i. \tag{B.16b}
\]

Proof See e.g. [89, Ch. 10], and note that our \(k\) has the opposite sign convention of the one in [89].

B.2 The metric evolution equations

Lemma 16 (The metric evolution equations in CMC-transported spatial coordinates)
Consider a solution \((g,p,u)\) to the Euler-Einstein system \((1.1a)-(1.1b), (1.3)\). Then for a general perfect fluid matter model in CMC-transported spatial coordinates normalized by \(k^a_a = -t^{-1}\), the following evolution equations are verified by \(g_{ij}\) and \(k^i_j\):

\[
\partial_t g_{ij} = -2ng_{ia} k^a_j, \tag{B.17a}
\]

\[
\partial_t (k^i_j) = -g^{ia} \nabla_a \nabla_j n + \frac{1}{2} \left( R^i_j + \frac{1}{n} \left( \rho + p \right) u^i u_j + \frac{1}{2} T^i_j (p - \rho) \right), \tag{B.17b}
\]

where \(R^i_j\) denotes the Ricci curvature of \(g_{ij}\) and \(R\) denotes the scalar curvature of \(g_{ij}\).

Proof These calculations are standard; see e.g. [74, Section 6.2] or [85, Section 10 of Chapter 18].

B.3 The lapse equation

Lemma 17 (The lapse equation in CMC-transported spatial coordinates)
Consider a solution to the Euler-Einstein system \((1.1a)-(1.1b), (1.3)\). Then for a general perfect fluid matter model in CMC-transported spatial coordinates normalized by \(k^a_a = -t^{-1}\), the following elliptic PDE is verified by
the lapse $n$:

$$
g^{ab}\nabla_a\nabla_b(n-1) = (n-1)\left\{ R - (\rho + p)u_a u^a + \frac{(k^a)^2}{t^2} + \frac{3}{2}(p - \rho) \right\}$$

$$+ R - (\rho + p)u_a u^a + \frac{(k^a)^2 - \partial_t (k^a) + \frac{3}{2}(p - \rho)}{t^2}.$$

**Proof** To derive (B.18), we take the trace of (B.17b) and use the CMC condition $k^a_a = -t^{-1}$.

### B.4 The stiff fluid equations

We first discuss the stiff fluid equations relative to an arbitrary spacetime coordinate system. The equations are (B.6), the equation of state $p = \rho$, and the divergence relation

$$D_\alpha T^{\alpha\nu} = 0.$$  (B.19)

By projecting (B.19) in the direction $u^\nu$ and then onto the directions $g_{\alpha\nu}$ that are $g$-orthogonal to $u$, it is straightforward to verify that the system (B.6), $p = \rho$, (B.19) is equivalent to (B.6) together with the following system:

$$u^\alpha D_\alpha p + 2p D_\alpha u^\alpha = 0,$$  (B.20a)

$$2p u^\alpha D_\alpha u^\mu + \Pi^{\mu\alpha} D_\alpha p = 0,$$  (B.20b)

$$\Pi^{\mu\nu} = (g^{-1})^{\mu\nu} + u^\mu u^\nu.$$  (B.20c)

We now derive the stiff fluid equations in CMC-transported spatial coordinates.

**Lemma 18 (The stiff fluid equations in CMC-transported spatial coordinates)** In CMC-transported spatial coordinates normalized by $k^a_a = -t^{-1}$, the stiff fluid equations (B.6) + (B.20a) - (B.20c) can be expressed as follows:

$$(1 + u_a u^a)^{1/2} \partial_t p + nu_a \nabla_a p + 2p \left\{ (1 + u_a u^a)^{-1/2} u_b \partial_t u^b + n \nabla_a u^a \right\}$$

$$= 2p \left\{ -\frac{n}{t} (1 + u_a u^a)^{1/2} + n (1 + u_a u^a)^{-1/2} k^e f u_e u^f - u^a \nabla_a n \right\},$$

$$2p \left\{ (1 + u_a u^a)^{1/2} \partial_t u^j + nu^a \nabla_a u^j \right\} + (1 + u_a u^a)^{1/2} \partial_t p + n (g^{ja} + w^j u^a) \nabla_a p$$

$$= 4np (1 + u_a u^a)^{1/2} k^b_j u^b - 2p (1 + u_a u^a) g^{jb} \nabla_b n.$$
Proof The normalization condition (B.6) implies that the following relation holds relative to CMC-transported spatial coordinates:

$$nu^0 = (1 + u_a u^a)^{1/2}. \quad (B.22)$$

The relation (B.22) implies the identity

$$u^\alpha D_\alpha p = n^{-1} (1 + u_a u^a)^{1/2} \partial_t p + u^a \nabla_a p. \quad (B.23)$$

We also claim that the following identity holds:

$$D_\alpha u^\alpha = (1 + u_a u^a)^{-1/2} \left\{ -k^f u_e u^f + n^{-1} u_b \partial_t u^b \right\} + \nabla_a u^a \quad (B.24)$$

Then multiplying both sides of (B.20a) by $n$ and using (B.23) and (B.24), we deduce (B.21a).

To derive (B.24), we will apply (B.14) with $X = u$. We first note that (B.7) implies that

$$g(u, \hat{N}) = -(1 + u_a u^a)^{1/2}. \quad (B.25)$$

Then using (B.2), (B.17a), and (B.25), we deduce

$$-D_N[g(u, \hat{N})] = (1 + u_a u^a)^{-1/2} \left\{ \frac{1}{2} n^{-1} (\partial_t g_{ef}) u^e u^f + n^{-1} u_b \partial_t u^b \right\} \quad (B.26)$$

Finally, inserting (B.25) and (B.26) into (B.14), we arrive at (B.24).

To derive (B.21b), we project (B.20b) onto the spatial $j$ component (i.e., we set $\mu = j$ in (B.20b)) and make use of the following identities:

$$\Pi^{ja} D_\alpha p = n^{-1} (1 + u_a u^a)^{1/2} \partial_j p + g^{ja} \nabla_a p + u^j u^a \nabla_a p, \quad (B.27)$$

$$u^\alpha D_\alpha u^j = n^{-1} (1 + u_a u^a)^{1/2} \partial_j u^j - 2(1 + u_a u^a)^{1/2} u^b k^j_b + (1 + u_a u^a) g^{jb} \nabla_b \ln n + u^a \nabla_a u^j. \quad (B.28)$$

(B.27) follows easily from (B.22), while we momentarily take (B.28) for granted. Then multiplying both sides of (B.20b) by $n$ and using (B.27)-(B.28), we deduce (B.21b).

To derive (B.28), we will make use of the identity (B.15). Setting $Y$ to be the $g$–dual of $d\sigma$ (i.e., $g(X, Y) = X^j$), $X = u$, and using (B.25) plus the relation $g([(N, X), Y] = \hat{N}(X^j)$, we see that the identity (B.28) follows from (B.15).
C Derivation of The Renormalized Equations

In this appendix, we derive the reformulation of the Einstein-stiff fluid equations that was presented in Sect. 4. We use the conventions for lowering and raising indices that are described in Sect. 2.3.

Lemma 19 (An expression for $R^i_j (g)$) In terms of the renormalized variables of Def. 4, the Ricci curvature of the Riemannian 3-metric $g$, which we denote by $R^i_j (g) := g^{a i} R_{a j} (g)$, can be expressed as follows:

$$R^i_j (g) = -\frac{1}{2} t^{-2/3} (G^{-1})^{e f} \partial_e \gamma^i_j + \frac{1}{2} t^{-2/3} (G^{-1})^{i c} (\partial_i \Gamma_j + \partial_j \Gamma_i) + t^{-2/3 (Ricci)} \Delta^i_j,$$

where

$$\Gamma_i = G^{a i} (G^{-1})^{e f} \gamma^a_j - \frac{1}{2} \gamma^i_a,$$

$$\partial_i \Gamma_j = G^{j a} (G^{-1})^{e f} \partial_e \gamma^a_j - \frac{1}{2} \partial_e \gamma^j_a + G^{j c} (G^{-1})^{e f} \gamma^c_i \gamma^a_j,$$

$$\gamma^i_j := -\frac{1}{2} (G^{-1})^{i c} \gamma^a_j + \frac{1}{2} (G^{-1})^{i c} \gamma^a b \gamma^b_j + \frac{1}{2} (G^{-1})^{i c} \gamma^a c \gamma^c b \gamma^b_c,$$

$$\gamma^i_j := \frac{1}{4} (G^{-1})^{i c} \gamma^a_j b + \frac{1}{4} (G^{-1})^{i c} \gamma^a_j b \gamma^b_j - \frac{1}{4} (G^{-1})^{i c} \gamma^a_j b \gamma^b_j - \frac{1}{4} (G^{-1})^{i c} \gamma^a_j b \gamma^b_j + \frac{1}{4} (G^{-1})^{i c} G_{a b} (G^{-1})^{e f} \gamma^a_j b \gamma^b_j + \frac{1}{4} (G^{-1})^{i c} G_{a b} (G^{-1})^{e f} \gamma^a_j b \gamma^b_j.$$

Proof The lemma follows from the identity

$$Ric^i_j (g) = g^{i e} \partial_e \gamma^a_j - g^{i e} \partial_e \gamma^a_j + g^{i e} \gamma^a_j - g^{i e} \gamma^a_j,$$

(see e.g. [89, Equation (3.4.4)]), the identities of Lemma 11 and tedious but straightforward computations.

C.1 The renormalized constraint equations

In this section, we derive the constraint equations verified by the renormalized variables.
Proposition 1 (The renormalized constraints) In terms of the renormalized variables of Def. \[7\], the constraint equations \( (B.16a)-(B.16b) \) can be decomposed as follows:

\[
R = 2t^{-2} \hat{P} + t^{-2}(\text{Border}) \delta y \gamma + t^{-2/3}(\text{Junk}) \delta y, \\
\partial_a \hat{K}_a^i \gamma = \frac{2}{3} G_{ab} U^{ab} + (\text{Border}) m_i + t^{4/3}(\text{Junk}) m_i,
\]

where the error terms \( (\text{Border}) \delta y \gamma \), \( (\text{Junk}) \delta y \gamma \), \( (\text{Border}) m_i \), and \( (\text{Junk}) m_i \) are defined by

\[
(\text{Border}) \delta y := \hat{K}_a^b \hat{K}_a^b, \\
(\text{Junk}) \delta y := \frac{4}{3} G_{ab} U^{ab} + 4 \hat{P} G_{ab} U^{ab}, \\
(\text{Border}) m_i := \frac{1}{2} \gamma_{a}^{b} \hat{K}_a^b + \frac{1}{2} \gamma_{a}^{b} - (G^{-1})^{bl} G_{ma} \gamma_{l}^{m} \hat{K}_a^b \\
+ 2 \hat{P} G_{ab} U^{ab}, \\
(\text{Junk}) m_i := 2t^{-4/3} \hat{P} \left( 1 + t^{4/3} G_{ab} U^{ab} \right)^{1/2} - 1 \bigg] G_{ic} U^{c}, \\
\]

Furthermore, the following equivalent version of \( (C.6b) \) holds:

\[
(G^{-1})^{ia} \partial_a \hat{K}_a^i \gamma = \frac{2}{3} U^j + (\text{Border}) \tilde{m}^j + t^{4/3}(\text{Junk}) \tilde{m}^j,
\]

where the error terms and \( (\text{Border}) \tilde{m}^j \) and \( (\text{Junk}) \tilde{m}^j \) are defined by

\[
(\text{Border}) \tilde{m}^j := -\frac{1}{2} (G^{-1})^{ia} \left( \gamma_{a}^{b} + \gamma_{a}^{b} - (G^{-1})^{lb} G_{ma} \gamma_{l}^{m} \right) \hat{K}_a^b \\
+ \frac{1}{2} (G^{-1})^{ia} \left( \gamma_{a}^{b} + \gamma_{a}^{b} - (G^{-1})^{lb} G_{ma} \gamma_{l}^{m} \right) \hat{K}_a^b \\
+ 2 \hat{P} \tilde{U}^j, \\
(\text{Junk}) \tilde{m}^j := 2t^{-4/3} \hat{P} \left( 1 + t^{4/3} G_{ab} U^{ab} \right)^{1/2} - 1 \bigg] \tilde{U}^j \\
+ \frac{2}{3} t^{4/3} \left( 1 + t^{4/3} G_{ab} U^{ab} \right)^{1/2} - 1 \bigg] \tilde{U}^j.
\]

Proof To derive \( (C.6a) \), we substitute the renormalized variables of Def. \[1\] into equation \( (B.16a) \), make use of the CMC condition \( k_a^a = -\frac{1}{t} \), and perform tedious algebraic computations. The only slightly subtle computation is the identity

\[
k_a^a k_a^b - (k_a^a)^2 + 2p = 2t^{-2} \hat{P} + t^{-2} \hat{K}_a^a \hat{K}_a^b. 
\]
the proof of which relies on the relation \( \dot{K}^a = 0 \); this relation is a consequence of \( \dot{k}^a = -\frac{\dot{t}}{t} \).

To derive (C.6b), we first note the identity

\[
t\nabla_a k^a = \partial_a \dot{K}^a_i + \frac{1}{2} \gamma_{b a} \dot{K}^b_i - \frac{1}{2} \left( \gamma_{a i} + \gamma_{i a} - (G^{-1})_{b a} \gamma_{m i} \right) \dot{K}^a_i,
\]

which follows from (A.22a) and the fact that \( \nabla_a \dot{t}^i = 0 \). We then multiply the momentum constraint equation (B.16b) by \( t \), use the identity (C.10), substitute the renormalized variables of Def. 1, and perform tedious algebraic computations.

The proof of (C.8a) follows similarly with the help of the identity

\[
t(G^{-1})^{ia} \nabla_a k^j_i = (G^{-1})^{ia} \partial_a \dot{K}^j_i + \frac{1}{2} (G^{-1})^{ia} \left( \gamma_{a j} + \gamma_{j a} - (G^{-1})_{b a} \gamma_{m j} \right) \dot{K}^j_i
\]

\[
- \frac{1}{2} (G^{-1})^{ia} \left( \gamma_{a i} + \gamma_{i a} - (G^{-1})_{b a} \gamma_{m i} \right) \dot{K}^j_b.
\]

C.2 The renormalized lapse equations

In this section, we derive the elliptic PDEs verified by the renormalized lapse variables.

**Proposition 2 (The renormalized lapse equations)** Let \( L = t^{4/3}(G^{-1})^{ab} \partial_a \partial_b - (1 + f) = t^{4/3}(G^{-1})^{ab} \partial_a \partial_b - (1 + \hat{f}) \) be the elliptic operator from Definition 3. Assume the stiff fluid equation of state \( p = \rho \). Then in terms of the renormalized variables of Def. 1, the lapse equation (B.18) can be expressed in the following two forms:

\[
L \Psi = 2t^{-4/3} \hat{P} + t^{-4/3} (\text{Border}) \mathfrak{R} + (\text{Junk}) \mathfrak{R}, \tag{C.12a}
\]

\[
L \Psi = (\text{Border}) \tilde{\mathfrak{R}} + t^{2/3} (\text{Junk}) \tilde{\mathfrak{R}}, \tag{C.12b}
\]

where the error terms (Border) \( \mathfrak{R} \) and (Junk) \( \mathfrak{R} \) are defined by

\[
(\text{Border}) \mathfrak{R} := \dot{K}^a_i \dot{K}^b_a,
\]

\[
(\text{Junk}) \mathfrak{R} := t^{2/3} \left( (G^{-1})^{ef} \gamma_{e f} - \frac{1}{2} (G^{-1})^{ab} \gamma_{a e} \right) \Theta_b
\]

\[+ 2 \hat{P} G_{ab} U^a U^b + \frac{2}{3} G_{ab} U^a U^b,
\]

and the error terms (Border) \( \tilde{\mathfrak{R}} \) and (Junk) \( \tilde{\mathfrak{R}} \) are defined by

\[
(\text{Border}) \tilde{\mathfrak{R}} := -\frac{1}{2} (G^{-1})^{ef} \partial_c \gamma_{e f}^a + (G^{-1})^{ab} \partial_a \Gamma_b + (\text{Ricci}) \Delta_a^a
\]

\[- 2 \hat{P} G_{ab} U^a U^b - \frac{2}{3} G_{ab} U^a U^b,
\]

\[
(\text{Junk}) \tilde{\mathfrak{R}} := \left( (G^{-1})^{ef} \gamma_{e f}^a - \frac{1}{2} (G^{-1})^{ab} \gamma_{a c} \right) \Theta_b.
\]
The quantities $\partial_a \Gamma_b$ and $(\text{Ricci}) \Delta^a_a$ appearing in (C.14a) are respectively defined in (C.3) and (C.4).

**Proof** To derive (C.12b), we multiply (B.18) by $t^{2/3}$, use the relation $k^a_a = -\frac{1}{r}$, the identity $g^{ab} \nabla_a \nabla_b n = g^{ab} \partial_a \partial_b (n-1) - g^{ab} \Gamma_a \partial_b (n-1)$, the relation (A.22d), Lemma 19, Def. 1, and perform straightforward algebraic computations.

The proof of (C.12a) is similar. The only difference is that we replace the two occurrences of the scalar curvature $R$ in (B.18) with the right-hand side of the Hamiltonian constraint equation (C.6a).

### C.3 The renormalized evolution equations

In this section, we derive the evolution equations verified by the renormalized variables.

**Proposition 3** (The renormalized volume form factor evolution equation) In terms of the renormalized variables of Def. 1, the renormalized volume form factor $\sqrt{\det G}$ verifies the following evolution equation:

$$\partial_t \ln \sqrt{\det G} = t^{1/3} \Psi.$$  \hspace{1cm} (C.15)

**Proof** We first note the standard matrix identity

$$\partial_t \sqrt{\det g} = \frac{1}{2} \sqrt{\det g} g^{ab} \partial_t g_{ab}.$$  \hspace{1cm} (C.16)

Using (B.17a) to substitute for $\partial_t g_{ab}$ in (C.16), and making use of the CMC condition $k^a_a = -\frac{1}{r}$, we deduce

$$\partial_t \sqrt{\det g} = \sqrt{\det g} \frac{n}{t}.$$  \hspace{1cm} (C.17)

The identity (C.15) now follows from substituting the renormalized variables of Def. 1 into (C.17).

**Proposition 4** (The renormalized metric evolution equations) In terms of the renormalized variables of Def. 1, the renormalized metric $G_{ij}$ and its inverse $(G^{-1})^{ij}$ verify the following evolution equations:

$$\partial_t G_{ij} = -2t^{-1} G_{ia} \dot{\tilde{K}}_{aj} + t^{1/3} (\text{Junk}) \delta_{ij},$$  \hspace{1cm} (C.18a)

$$\partial_t (G^{-1})^{ij} = 2t^{-1} (G^{-1})^{ia} \dot{\tilde{K}}_{aj} + t^{1/3} (\text{Junk}) \tilde{\delta}_{ij},$$  \hspace{1cm} (C.18b)

where the error terms $(\text{Junk}) \delta_{ij}$ and $(\text{Junk}) \tilde{\delta}_{ij}$ are defined by

$$(\text{Junk}) \delta_{ij} := -2\Psi G_{ia} \dot{\tilde{K}}_{aj} + \frac{2}{3} \Psi G_{ij},$$  \hspace{1cm} (C.19a)

$$(\text{Junk}) \tilde{\delta}_{ij} := 2\Psi (G^{-1})^{ia} \dot{\tilde{K}}_{aj} - \frac{2}{3} \Psi (G^{-1})^{ij}.$$  \hspace{1cm} (C.19b)
Furthermore, the quantities $\gamma^b_i$ and $\dot{K}^i_j$ verify the following evolution equations:

$$
\partial_t \gamma^b_i = -2t^{-1}[1 + t^{4/3}\psi]\partial_t \dot{K}^b_i + \frac{2}{3}t^{-1/3}\Theta e^b_i (C.20a)
$$

$$
+ t^{-1}(\text{Border}) \psi^b_i + t^{1/3}(\text{Junk}) \psi^b_i,
$$

$$
\partial_t \dot{K}^i_j = -\frac{1}{2} t^{1/3}[1 + t^{4/3}\psi](G^{-1})^{i f} \partial_t \gamma^i_j (C.20b).
$$

To derive (C.20a), we simply substitute the renormalized variables of Def. 1 into (B.17a). Equation (C.18b) follows from (C.18a) and the matrix identity $\partial_t (G^{-1})^{ij} = -(G^{-1})^{kl} (G^{-1})^{ij} \partial_t G_{kl}$. To derive (C.20b), we first use the definition $\gamma^b_i = g^{ab} \partial_t g_{ai}$, the matrix identity $\partial_t g^{ab} = -g^{ac}g^{bf} \partial_t g_{cf}$, and equation (B.17a) to deduce the identity

$$
\partial_t \gamma^b_i = 2n \gamma^b_i k^b_i - 2n \gamma^b_a k^a_i - 2(\partial_c n) k^b_i - 2n \partial_c (k^b_i) (C.22).
$$

Equation (C.20b) now follows from substituting the renormalized variables of Def. 1 into (C.22).
To derive (C.20b), we first multiply (B.17b) by $t$ to deduce

$$\partial_t \left[ tk^i_j + \frac{1}{3} I^i_j \right] = -tg^{ia}\partial_a n + t g^{ia} I^b_a \partial_b n - \frac{(n-1)}{t} \left[ tk^i_j \right] + nt \left\{ R^i_j - 2pu_ju^i \right\}. \quad (C.23)$$

We then substitute the renormalized variables of Def. 1 into (C.23), use the relation (A.22a), and use (C.1) to substitute for $R^i_j$. Tedious algebraic computations then lead to (C.20b).

**Proposition 5 (The renormalized stiff fluid evolution equations)** In terms of the renormalized variables of Def. 1, the stiff fluid equations can be decomposed as follows:

$$\partial_t \hat{P} + 2t^{1/3} \left[ 1 + t^{1/3} \psi \right] \left[ 1 + t^{1/3} G^{ab} U^a U^b \right]^{1/2} \left[ \hat{P} + \frac{1}{3} \right] \partial_c U^c = \frac{2}{3} t^{1/3} \psi + t^{1/3} (\text{Junk}) \psi, \quad (C.24a)$$

$$\partial_t U^j - t^{1/3} \left[ 1 + t^{1/3} \psi \right] \left[ 1 + t^{1/3} G^{ab} U^a U^b \right]^{1/2} U^j \partial_c U^c + t^{1/3} \left[ 1 + t^{1/3} \psi \right] \left[ 1 + t^{1/3} G^{ab} U^a U^b \right]^{1/2} G_{ef} U^e U^c \partial_c U^f + \frac{1}{2} \left[ 1 + t^{1/3} G^{ab} U^a U^b \right]^{1/2} \left[ \hat{P} + \frac{1}{3} \right] \partial_c \hat{P} + t^{1/3} (\text{Border}) \Theta^a_a + t^{1/3} (\text{Junk}) \psi, \quad (C.24b)$$
where the error terms \((\text{Junk})\mathcal{Q}\), \((\text{Border})\mathcal{W}\), and \((\text{Junk})\mathcal{W}\) are defined by

\[
(\text{Junk})\mathcal{Q} := -2\Psi \hat{P} - \frac{4}{3} \left[1 + t^{4/3}\Psi \right] G_{ab} U^a U^b
\]

\[
- \frac{4}{3} \left[1 + t^{4/3}\Psi \right] \hat{P} G_{ab} U^a U^b
\]

\[
- \frac{2}{3} \left[1 + t^{4/3}\Psi \right] \hat{K}^a\dot{G}_{ac} U^b U^c
\]

\[
- 2 \left[1 + t^{4/3}\Psi \right] \hat{P} \hat{K}^a\dot{G}_{ac} U^b U^c
\]

\[
- \frac{1}{3} \left[1 + t^{4/3}\Psi \right] \left[1 + t^{4/3}G_{ab} U^a U^b \right]^{1/2} \gamma_f^e U^f
\]

\[
- \left[1 + t^{4/3}\Psi \right] \left[1 + t^{4/3}G_{ab} U^a U^b \right]^{1/2} \hat{P} \gamma_f^e U^f
\]

\[
+ \frac{1}{3} \left[1 + t^{4/3}\Psi \right] G_{ij} \left( \gamma_e^i + \gamma_f^j - (G^{-1})^{ic} G_{de} \gamma^d_e \right) U^c U^f U^j
\]

\[
+ \frac{1}{3} \left[1 + t^{4/3}\Psi \right] \hat{P} G_{ij} \left( \gamma_e^i + \gamma_f^j - (G^{-1})^{ic} G_{de} \gamma^d_e \right) U^c U^f U^j
\]

\[
+ t^{4/3} \left[1 + t^{4/3}\Psi \right] \hat{P} G_{ij} \left( \gamma_e^i + \gamma_f^j - (G^{-1})^{ic} G_{de} \gamma^d_e \right) U^c U^f U^j
\]

\[
+ \frac{1}{3} \left[1 + t^{4/3}\Psi \right] \hat{K}^a\dot{G}_{ac} U^b U^c
\]

\[
- \frac{1}{2} \left[1 + t^{4/3}\Psi \right] \left[1 + t^{4/3}G_{ab} U^a U^b \right]^{1/2} \gamma_f^e U^f U^j
\]

\[
- \frac{1}{2} \left[1 + t^{4/3}\Psi \right] \left[1 + t^{4/3}G_{ab} U^a U^b \right]^{1/2} \gamma_f^e U^f U^j
\]

\[
+ \frac{1}{2} \left[1 + t^{4/3}\Psi \right] \left[1 + t^{4/3}G_{ab} U^a U^b \right]^{1/2} \gamma_f^e U^f U^j
\]

\[
- \frac{1}{2} t^{4/3} \left[1 + t^{4/3}\Psi \right] G_{de} \left( \gamma_e^d + \gamma_f^d - (G^{-1})^{ic} G_{de} \gamma^d_e \right) U^c U^f U^j
\]

\[
\frac{1}{2} \left[1 + t^{4/3}\Psi \right] \left[1 + t^{4/3}G_{ab} U^a U^b \right]^{1/2}
\]

\[
\mathcal{W} := 2\hat{K}_{ij} U^i ,
\]

\[
(\text{Border})\mathcal{W} := 2\hat{K}_{ij} U^i .
\]
Proof We first contract (B.21b) against $u_j$ and multiply by $p^{-1}(1 + u_a u^a)^{-1}$ to deduce

\[
(1 + u_a u^a)^{-1/2} u_b \partial_i u^b = -n(1 + u_a u^a)^{-1} u^e u_f \nabla_e u^f - \frac{1}{2} (1 + u_a u^a)^{-1/2} u_b \partial_i \ln p - \frac{1}{2} n u^a \nabla_a \ln p \tag{C.26}
\]

\[+ 2n(1 + u_a u^a)^{-1/2} k_f u_e u^f - u^a \nabla_a n.
\]

We then substitute $2p \times$ the right-hand side of (C.26) for the first product in braces on the left-hand side of (B.21a) and multiply the resulting equation by $(1 + u_a u^a)^{1/2}$ to deduce

\[
\partial_i p - 2np(1 + u_a u^a)^{-1/2} u^e u_f \nabla_e u^f + 2np(1 + u_a u^a)^{1/2} \nabla_b u^b \tag{C.27}
\]

\[= -2 \frac{1}{t^2} - 2 \left( \frac{n - 1}{t} \right) p - 2n \partial_i u_a u^a - 2np k_b u_a u^b.
\]

To eliminate the first term on the right-hand side of (C.27), we multiply both sides of (C.27) by $t^2$ and use the identity $t^2 \partial_i p = \partial_i \left[ t^2 p - \frac{1}{3} \right] - 2tp$, thereby arriving at the following equation:

\[
\partial_i \left[ t^2 p - \frac{1}{3} \right] - 2n[t^2 p](1 + u_a u^a)^{-1/2} u^e u_f \nabla_e u^f + 2n[t^2 p](1 + u_a u^a)^{1/2} \nabla_b u^b \tag{C.28}
\]

\[= -2 \left( \frac{n - 1}{t} \right) [t^2 p] - 2n[t^2 p]u_a u^a - 2n[t^2 p]k_b u_a u^b.
\]

Equation (C.24a) now follows from expanding covariant derivatives in terms of partial derivatives and Christoffel symbols in (C.28), substituting the renormalized variables of Def. into (C.28), using the relation (A.22a), and carrying out tedious algebraic computations.

To derive (C.24b), we first use (C.27) to substitute for $\partial_i p$ in (B.21b) and perform straightforward algebraic computations to deduce

\[
\partial_i u^j = n(1 + u_a u^a)^{1/2} u^j \nabla_b u^b + n(1 + u_a u^a)^{-1/2} u^b \nabla_b u^j \tag{C.29}
\]

\[+ n(1 + u_a u^a)^{-1/2} u^e u_f \nabla_e u^f + \frac{1}{2} n(1 + u_a u^a)^{-1/2} (g^{ia} + u^i u^a) \nabla_a \ln p
\]

\[= \frac{1}{3} t^2 u^j + \frac{1}{3} \left( \frac{n - 1}{t} \right) u^j + \frac{2}{3} u^1 \frac{n}{t} u^a
\]

\[+ 2n \left[ k^a + \frac{1}{3} \epsilon^{-1} I^{-1}_a \right] u^a + nu^j \left[ k^a + \frac{1}{3} \epsilon^{-1} I^{-1}_a \right] u_a u^b - (1 + u_a u^a)^{1/2} g^{ib} \nabla_b n.
\]

Multiplying (C.29) by $t^{-1/3}$, using the identity $\partial_i \left[ t^{-1/3} u^j \right] = t^{-1/3} \partial_i u^j - \frac{1}{3} t^{-1} \left[ t^{-1/3} u^j \right]$ to eliminate the first term on the right-hand side of (C.29), and expanding covariant derivatives in terms of coordinate derivatives and Christoffel symbols,
we deduce
\[ \partial_t \left[ t^{-1/3} w^j \right] - n(1 + u_a u^a)^{1/2} \left[ t^{-1/3} w^j \right] \left( \partial_b u^b + \Gamma_b^c u^c \right) \]
\[ + n(1 + u_a u^a)^{-1/2} u^b \left( \partial_b \left[ t^{-1/3} w^j \right] + \Gamma_b^c \left[ t^{-1/3} w^c \right] \right) \]
\[ + n(1 + u_a u^a)^{-1/2} \left[ t^{-1/3} w^j \right] u^f \left( \partial_f + \Gamma_c f \right) u^c \]
\[ + \frac{1}{2} n(1 + u_a u^a)^{-1/2} \left( t^{-1/3} g^{ia} + \left[ t^{-1/3} u^a \right] a^i \right) \partial_a \ln p \]
\[ = \frac{1}{3} \left( n - 1 \right) \left[ t^{-1/3} w^j \right] + \frac{2}{3} n \frac{n}{t} u_a u^a \left[ t^{-1/3} w^j \right] \]
\[ + 2n \left[ k_a + \frac{1}{3} t^{-1} \Gamma_a \right] \left[ t^{-1/3} u^a \right] + n \left[ k_b + \frac{1}{3} t^{-1} \Gamma_b \right] u_a u^b \left[ t^{-1/3} u^j \right] \]
\[ - t^{-1/3} \left( 1 + u_a u^a \right)^{1/2} g^{ij} \partial_t n. \]

Finally, we substitute the renormalized variables of Def. 1 into (C.30), use the relation (A.22a), and perform tedious algebraic computations, thereby arriving at (C.24b).

D The Commuted Renormalized Equations

In this appendix we provide the full structure of the \( \partial_f \)-commuted equations. They can be derived in a straightforward fashion by commuting the equations of Appendix C with the operator \( \partial_f \), and we therefore omit the proofs. Throughout we use the commutator notation \([\cdot, \cdot]\) of Sect. 2.6.

D.1 The \( \partial_f \)-commuted renormalized momentum constraint equations

**Proposition 1** (The \( \partial_f \)-commuted renormalized momentum constraint equations) Given a solution to (C.6b) and (C.8a), the corresponding \( \partial_f \)-differentiated quantities verify the following constraint equations:

\[ \partial_a \partial_f \hat{K}^a_i = \frac{2}{3} G_{ia} \partial_f U^a + \left( f : (\text{Border}) \right) \mathfrak{M}_{i} + t^{4/3} \Gamma^i \left( f : (\text{Junk}) \right) \mathfrak{M}_{a}, \]

\( G^{-1} \partial_a \partial_f \hat{K}^a_i = \frac{2}{3} \partial_f U^a + \left( f : (\text{Border}) \right) \mathfrak{M}_{i} + t^{4/3} \Gamma^i \left( f : (\text{Junk}) \right) \mathfrak{M}_{a}, \)

where the error terms \( f : (\text{Border}) \mathfrak{M}_{i} \), \( f : (\text{Junk}) \mathfrak{M}_{a} \), \( f : (\text{Border}) \mathfrak{M}_{a} \), and \( f : (\text{Junk}) \mathfrak{M}_{a} \) are defined by

\[ \left( f : (\text{Border}) \right) \mathfrak{M}_{i} := \partial_f \mathfrak{M}_{i} + \frac{2}{3} \left[ \partial_f G_{ia} \right] U^a, \]

\[ \left( f : (\text{Junk}) \right) \mathfrak{M}_{a} := \partial_f \mathfrak{M}_{a}, \]

\[ \left( f : (\text{Border}) \right) \mathfrak{M}_{a} := \left[ \partial_f, \left( G^{-1} \right)^a \right] \partial_a \hat{K}^a_i, \]

\[ \left( f : (\text{Junk}) \right) \mathfrak{M}_{a} := \partial_f \mathfrak{M}_{a}. \]
and \((\text{Border}) \Psi, \text{(Junk)} \Psi, \text{(Border)} \tilde{\Psi}, \text{and (Junk)} \tilde{\Psi}\) are respectively defined in \((C.7c), (C.7d), (C.8b), \text{and (C.8c)}\). ∎

D.2 The \(\partial_f\)-commuted renormalized lapse equations

**Proposition 2** *(The \(\partial_f\)-commuted renormalized lapse equations) Given a solution to \((C.12a)\) and \((C.12b)\), the corresponding differentiated quantity \(\partial_f \Psi\) verifies both of the following elliptic PDEs:

\[
\mathcal{L} \partial_f \Psi = 2t^{-4/3} \partial_f \tilde{P} + t^{-4/3} (\partial_f \text{(Border)} \Psi + (\partial_f \text{(Junk)} \Psi), \quad (D.3a)
\]

\[
\mathcal{L} \partial_f \Psi = (\partial_f \text{(Border)} \Psi + (\partial_f \text{(Junk)} \Psi) \tilde{\Psi}, \quad (D.3b)
\]

where \(\mathcal{L}\) is the elliptic operator from Def. 3, the error terms \((\partial_f \text{(Border)} \Psi)\) and \((\partial_f \text{(Junk)} \Psi)\) are defined by

\[
(\partial_f \text{(Border)} \Psi) := \partial_f \text{(Border)} \Psi, \quad (D.4a)
\]

\[
(\partial_f \text{(Junk)} \Psi) := \partial_f \text{(Junk)} \Psi - t^{2/3} \left[ \partial_f (G^{-1})^{ab} \partial_a \Theta_b \right.
\]

\[
+ 2 \left[ \partial_f \tilde{P} \right] \Psi
\]

\[
+ \left[ \partial_f \tilde{K}^a_b \tilde{K}_b^a \right] \Psi
\]

\[
+ 2 t^{4/3} \left[ \partial_f \tilde{P} \right] \left( \tilde{G}_{ab} \tilde{U}^a U^b \right) \Psi + \frac{2}{3} t^{4/3} \left[ \partial_f G_{ab} U^a U^b \right] \Psi, \quad (D.4b)
\]

the error terms \((\partial_f \text{(Border)} \tilde{\Psi})\) and \((\partial_f \text{(Junk)} \tilde{\Psi})\) are defined by

\[
(\partial_f \text{(Border)} \tilde{\Psi}) := \partial_f \text{(Border)} \tilde{\Psi}, \quad (D.4c)
\]

\[
(\partial_f \text{(Junk)} \tilde{\Psi}) := \partial_f \text{(Junk)} \tilde{\Psi} - \left[ \partial_f (G^{-1})^{ab} \partial_a \Theta_b \right.
\]

\[
- \frac{1}{2} t^{2/3} \left[ \partial_f (G^{-1})^{ef} \partial_f \gamma^a_{fa} \right] \Psi + t^{2/3} \left[ \partial_f (G^{-1})^{ab} \partial_a \Gamma_b \right] \Psi
\]

\[
+ t^{2/3} \left[ \partial_f (\text{Ricci}) \Delta^a_a \right] \Psi - 2 t^{2/3} \left[ \partial_f \tilde{P} \tilde{G}_{ab} U^a U^b \right] \Psi
\]

\[
- \frac{2}{3} t^{2/3} \left[ \partial_f G_{ab} U^a U^b \right] \Psi, \quad (D.4d)
\]

\((\text{Border}) \Psi, \text{(Junk)} \Psi, \text{(Border)} \tilde{\Psi}, \text{and (Junk)} \tilde{\Psi}\) are respectively defined in \((C.13a), (C.13b), (C.14a), \text{and (C.14b)}\), and the Ricci error term \((\text{Ricci}) \Delta^a_a\) is defined in \((C.A)\). ∎
D.3 The $\partial_I$-commuted renormalized evolution equations

D.3.1 The $\partial_I$-commuted volume form factor evolution equation

**Lemma 20** (The $\partial_I$-commuted renormalized volume form factor equation) Given a solution to (C.15), the corresponding differentiated quantity $\partial_I \ln \left(\sqrt{\det G}\right)$ verifies the following evolution equation:

$$\partial_t \partial_I \ln \left(\sqrt{\det G}\right) = t^{1/3} \partial_I \Psi.$$  \hspace{1cm} (D.5)

D.3.2 The $\partial_I$-commuted renormalized metric evolution equations

**Proposition 3** (The $\partial_I$-commuted renormalized metric evolution equations) Given a solution to (C.18a) - (C.18b), the corresponding differentiated quantities $\partial_I G_{ij}$ and $\partial_I (G^{-1})^{ij}$ verify the following evolution equations:

$$\partial_t \partial_I G_{ij} = t^{-1} (\partial_I (\text{Border}) \mathcal{S}_{ij} + t^{1/3} (\partial_I (\text{Junk}) \mathcal{S}_{ij}), \hspace{1cm} (D.6a)$$

$$\partial_t \partial_I (G^{-1})^{ij} = t^{-1} (\partial_I (\text{Border}) \mathcal{S}_{ij} + t^{1/3} (\partial_I (\text{Junk}) \mathcal{S}_{ij}, \hspace{1cm} (D.6b)$$

where the error terms $(\partial_I (\text{Border}) \mathcal{S}_{ij}$, $(\partial_I (\text{Junk}) \mathcal{S}_{ij}, (\partial_I (\text{Border}) \mathcal{S}_{ij}$, and $(\partial_I (\text{Junk}) \mathcal{S}_{ij}$ are defined by

$$\partial_I (\text{Border}) \mathcal{S}_{ij} := -2 \partial_I \left\{ G_{ia} \hat{K}_{ja} \right\},$$

$$\partial_I (\text{Junk}) \mathcal{S}_{ij} := \partial_I (\text{Junk}) \mathcal{S}_{ij},$$

$$\partial_I (\text{Border}) \mathcal{S}_{ij} := 2 \partial_I \left\{ (G^{-1})^{ia} \hat{K}_{ja} \right\},$$

$$\partial_I (\text{Junk}) \mathcal{S}_{ij} := \partial_I (\text{Junk}) \mathcal{S}_{ij},$$

and the error terms $(\text{Junk}) \mathcal{S}_{ij}$ and $(\text{Junk}) \mathcal{S}_{ij}$ are respectively defined in (C.19a) and (C.19b).

Furthermore, given a solution to (C.20a) - (C.20b), the corresponding differentiated quantities $\partial_I \gamma_{c}^{b}$ and $\partial_I K_{i}^{c}$ verify the following evolution equations:
\[
\partial_i \partial_j \gamma_{e f}^b = -2t^{-1} \left[ 1 + t^{4/3} \Psi \right] \partial_e \partial_f \hat{K}_i^b + \frac{2}{3} t^{-1/3} \partial_j \Theta_a \Gamma_i^b + \frac{1}{2} t^{-1/3} \partial_j \Theta_i^b + t^{-1/3} (\text{Border}) \Phi_{e i}^b + t^{1/3} (\text{Junk}) \Phi_{e i}^b \]
\[
\partial_i \partial_j \hat{K}_j = \frac{1}{2} t^{1/3} \left[ 1 + t^{4/3} \Psi \right] \left( G^{-1} \right)^{e f} \partial_e \partial_f \gamma_j^i + \frac{1}{2} \left[ 1 + t^{4/3} \Psi \right] \left( G^{-1} \right)^{i a} \partial_a (\text{Junk}) \Gamma_j^i + \frac{1}{2} \left[ 1 + t^{4/3} \Psi \right] \left( G^{-1} \right)^{a j} \partial_j (\text{Junk}) \Gamma_a^i - t \left( G^{-1} \right)^{i a} \partial_a \partial_j \Theta_j + \frac{1}{3} \left( t^{1/3} \partial_j \gamma_{e i}^j \right) + t^{1/3} (\text{Junk}) \Phi_i^j,
\]

where the error terms \((\text{Junk}) \Phi_{e i}^b, (\text{Border}) \Phi_{e i}^b, (\text{Junk}) \Phi_i^j, (\text{Junk}) \Phi_i^j, (\text{Border}) \Phi_i^j, \text{ and } (\text{Junk}) \Phi_i^j\) are defined by

\[(\text{Junk}) \Phi_{e i}^b := \partial_i (\text{Junk}) \Phi_{e i}^b, \quad (\text{Border}) \Phi_{e i}^b := \partial_i (\text{Border}) \Phi_{e i}^b, \quad (\text{Junk}) \Phi_i^j := \partial_i (\text{Junk}) \Phi_i^j = \partial_i \left( \frac{1}{2} t^{1/3} (\text{Junk}) \Phi_i^j \right) \quad (\text{Border}) \Phi_i^j := \partial_i (\text{Border}) \Phi_i^j = \partial_i \left( \frac{1}{2} t^{1/3} (\text{Border}) \Phi_i^j \right)
\]

\[(\text{Border}) \Phi_i^j := \frac{1}{2} \left[ \partial_j \left[ 1 + t^{4/3} \Psi \right] \left( G^{-1} \right)^{e f} \right] \partial_e \gamma_j^i + \frac{1}{2} \left[ 1 + t^{4/3} \Psi \right] \left( G^{-1} \right)^{i a} \partial_a \gamma_j^i + \frac{1}{2} \left[ 1 + t^{4/3} \Psi \right] \left( G^{-1} \right)^{a j} \partial_j \gamma_a^i + t^{1/3} (\text{Border}) \Phi_i^j \partial_i \gamma_j^i
\]

\[(\text{Junk}) \Phi_i^j := \frac{1}{2} \left[ \partial_j \left[ 1 + t^{4/3} \Psi \right] \left( G^{-1} \right)^{e f} \right] \partial_e \gamma_j^i + \frac{1}{2} \left[ 1 + t^{4/3} \Psi \right] \left( G^{-1} \right)^{i a} \partial_a \gamma_j^i + \frac{1}{2} \left[ 1 + t^{4/3} \Psi \right] \left( G^{-1} \right)^{a j} \partial_j \gamma_a^i + t^{1/3} (\text{Junk}) \Phi_i^j \partial_i \gamma_j^i
\]

\[(\text{Border}) \Gamma_i := G_{j b} \left( G^{-1} \right)^{e f} \partial_j \gamma_{e f}^b - \frac{1}{2} \partial_i \gamma_{j b}^i, \quad (\text{Junk}) \Gamma_i := G_{j b} \left( G^{-1} \right)^{e f} \partial_j \gamma_{e f}^b - \frac{1}{2} \partial_i \gamma_{j b}^i + G_{j c} \left( G^{-1} \right)^{e f} \partial_j \gamma_{e f}^c \gamma_{e f}^b - G_{j b} \left( G^{-1} \right)^{e f} \gamma_{e f}^c \gamma_{e f}^b
\]
and \((\text{Border})\ \mathbf{q}_v^b, \ (\text{Junk})\ \mathbf{q}_v^b,\) and \((\text{Junk})\ \mathbf{R}_j^d\) are respectively defined in (C.21a), (C.21b), and (C.21c).

\[\]

\[1\\]

\[\]

\[\]

\[\]

D.3.3 The \(\partial_f\)-commuted renormalized stiff fluid evolution equations

**Proposition 4 (The \(\partial_f\)-commuted renormalized stiff fluid evolution equations)** Given a solution to (C.24a)-(C.24b), the corresponding differentiated quantities \(\partial_f \bar{P}\) and \(\partial_f U^j\) verify the following evolution equations:

\[
\partial_t \partial_f \bar{P} + 2\frac{1}{\sqrt{1 + t^{4/3} \mathcal{P}} \left[ 1 + t^{4/3} G_{ab} U^a U^b \right]^{1/2}} \left[ \bar{P} + \frac{1}{3} \right] \partial_c \partial_f U^c 
\]

\[
- 2\frac{t^{5/3}}{\sqrt{1 + t^{4/3} G_{ab} U^a U^b}^{1/2}} G_{ef} U^e U^f \partial_c \partial_f U^f 
\]

\[
= -\frac{2}{3} t^{1/3} \partial_f \mathcal{P} + t^{1/3} (f_{\text{Junk}}) \mathcal{P}_{\text{Junk}}, 
\]

\[
\partial_t \partial_f U^j - t^{1/3} \frac{1}{\sqrt{1 + t^{4/3} \mathcal{P}}} \left[ 1 + t^{4/3} G_{ab} U^a U^b \right]^{1/2} U^j \partial_c \partial_f U^c 
\]

\[
+ t^{5/3} \frac{1}{\sqrt{1 + t^{4/3} G_{ab} U^a U^b}^{1/2}} G_{ef} U^e U^f \partial_c \partial_f U^f 
\]

\[
+ t^{4/3} \frac{1}{\sqrt{1 + t^{4/3} G_{ab} U^a U^b}^{1/2}} U^c \partial_c \partial_f U^j 
\]

\[
+ t^{-1} \frac{1}{\sqrt{1 + t^{4/3} \mathcal{P}}} \left[ (G^{-1})^{jc} + t^{4/3} U^j U^c \right] \partial_c \partial_f \bar{P} 
\]

\[
= -t^{1/3} (G^{-1})^{jc} \partial_f \Theta_a + t^{-1} (f_{\text{Border}}) \mathcal{W}_j + t^{1/3} (f_{\text{Junk}}) \mathcal{W}_j, 
\]

where the error terms \((f_{\text{Junk}}) \mathcal{P}_{\text{Junk}}, (f_{\text{Border}}) \mathcal{W}_j,\) and \((f_{\text{Junk}}) \mathcal{W}_j\), are defined by

\[
(f_{\text{Junk}}) \mathcal{P}_{\text{Junk}} := \partial_f (\text{Junk}) \mathcal{P} 
\]

\[
- 2 \left[ \partial_f \left[ 1 + t^{4/3} \mathcal{P} \left[ 1 + t^{4/3} G_{ab} U^a U^b \right]^{1/2} \left[ \bar{P} + \frac{1}{3} \right] \right] \partial_c U^c 
\]

\[
+ 2 t^{4/3} \left[ \partial_f - \frac{1}{2} \partial_c \left[ \mathcal{P} \left[ 1 + t^{4/3} G_{ab} U^a U^b \right]^{1/2} G_{ef} U^e U^f \right] \partial_c U^f, 
\]

\[
(f_{\text{Border}}) \mathcal{W}_j := \partial_f (\text{Border}) \mathcal{W}_j 
\]

\[
- \left[ \partial_f \frac{(G^{-1})^{jc}}{2 \left[ 1 + t^{4/3} G_{ab} U^a U^b \right]^{1/2} \left[ \bar{P} + \frac{1}{3} \right] } \right] \partial_c \bar{P}, 
\]

\[\]

\[\]
\[
(I_3.\text{(Junk)}) \Psi' := \partial_j (\text{Junk}) \Psi \\
\quad - \left[ \partial_j, (G^{-1}) \right] \partial_a \Psi \\
\quad + \left[ \partial_j, \left[ 1 + t^{4/3} \Psi \right] \left[ 1 + t^{4/3} G_{ab} U^a U^b \right]^{1/2} \right] \partial_b U^c \\
\quad - \left[ \partial_j, \left[ 1 + t^{4/3} G_{ab} U^a U^b \right]^{1/2} G_{ef} U^e U^f U^c \right] \partial_c U^j \\
\quad - \partial_j \left[ \left[ 1 + t^{4/3} G_{ab} U^a U^b \right]^{1/2} \partial_c U^j \right] \\
\quad - \partial_j \left[ \left[ 1 + t^{4/3} G_{ab} U^a U^b \right]^{1/2} \frac{\hat{P}}{\partial^j U^c} \right] \\
\quad - \partial_j \left[ \frac{\Psi (G^{-1})^c}{2 \left[ 1 + t^{4/3} G_{ab} U^a U^b \right]^{1/2} \left[ \hat{P} + \frac{3}{2} \right]} \right]
\]

and \((\text{Junk}) \Psi_p, (\text{Border}) \Psi_p, \) and \((\text{Junk}) \Psi\) are respectively defined in \((C.25a), \)
\((C.25b), \) and \((C.25c). \)

\[\square\]
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