A Correction Method to Systematic Phase Drift of a High Resolution Radar for Foreign Object Debris Detection
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Abstract: Due to the small size and various types of foreign object debris (FOD), radar detection of FOD on airport runways is a great challenge, and there are often a large number of false alarms in the detection results. Arc-scanning synthetic aperture radar (AS-SAR) is an emerging method for detecting FOD targets, which achieves omnidirectional coverage with a very high azimuth resolution. However, this method faces a similar challenge. A direct way to reduce false alarms is to increase the detection threshold based on enhancing the target signal-to-noise ratio (SNR), and in this paper, the coherent accumulation of multiple images is used to improve the target SNR. The stable phase is also an important feature of the target distinguishing background. Therefore, it is important to maintain the stability of the target phase. Aiming at the systematic phase drift (SPD) caused by atmospheric disturbance and system hardware, a spatial and temporal model is established, a corresponding correction approach is proposed, and the performance of the correction approach is validated by field experiments.
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1. Introduction

Foreign object debris (FOD) may damage aircraft and equipment or threaten the safety of airport staff and passengers on the ground in active areas such as airport runways. Therefore, they have brought huge hidden risks to personnel and flight safety. FOD has been known to damage airplanes and puncture tires in recent years, which leads to huge economic losses [1–3]. At present, researchers have designed a lot of FOD detection equipment using photoelectric and radar technology [4–7]. Photoelectric technology can identify FOD targets but is susceptible to light intensity and extreme weather conditions such as rain and snow. Radar technology has the characteristics of a high detection rate, long detection distance, strong environmental adaptability, and all-day working, which is the main research field of current FOD detection. However, radar technology faces challenges such as high false alarm rates and difficult identification.

At present, typical radar FOD detection equipment mainly includes Tarsier radar [8], FOD Finder [9], and FODetect [10]. They all use a frequency-modulated continuous wave (FMCW) signal and have an antenna with a narrow beam. In addition, Feil et al. designed a radar FOD detection system using FMCW, which has a detection range of more than 110 meters (m) and can detect small targets such as nuts [11]. The Chengdu Saying company and the University of Electronic Science and Technology of China developed a millimeter-wave FMCW radar with a bandwidth of 800 MHz to detect FOD in 2010 [12]. Shanghai Jiaotong University [13] and Beijing Jiaotong University [14,15] have also researched on...
a radar-based FOD detection system. However, all of them are based on real apertures, which have disadvantages such as low azimuth resolution and susceptibility to rain and snow interference. Moreover, these systems do not provide a satisfactory solution to the problem of false alarm rate.

Considering that synthetic aperture radar (SAR) [16–19] has the capability of high-resolution imaging and can achieve high-precision detection of minute targets on the ground, it has great potential for FOD target detection. Especially, SAR can be carried on various platforms such as flight and ground. Due to the high data update rate and high real-time capability, ground-based SAR (GB-SAR) is widely used for monitoring landslides, glaciers, vegetation, and so on [20–24]. GB-SAR often adopts linear aperture, and its antenna moves along a straight line on the slide rail. With the same resolution, the observation area of GB-SAR with linear aperture is limited by the rail length. However, under the regulations of the Federal Aviation Administration (FAA) and the Civil Aviation Administration of China (CAAC) [25,26], when installing equipment at the airport, there are strict requirements on volume, location, and construction method. Therefore, the installation of GB-SAR with linear aperture will face great challenges. Arc-scanning SAR (AS-SAR) is a special GB-SAR with an arc aperture [27–29]. Applying AS-SAR to airport runway FOD detection has the following advantages. The first is that the corresponding system is small in size and weight and is easy to install. Second, the antenna aperture is related to the antenna beamwidth, which can be used to achieve high azimuth resolution. This is conducive to the acquisition of small targets and high-precision direction finding. The third is that an AS-SAR image is generated by the coherent accumulation of multiple one-dimensional range profiles. So, this system requires lower platform rotation accuracy than real aperture radar. In addition, AS-SAR images richer target information, such as phase and so on. The fourth is that, based on the characteristics of virtual aperture imaging, the system can effectively suppress the flicker clutter formed by rain, snow, etc. Therefore, the data processed in this paper are AS-SAR images.

To meet the Federal Communications Commission (FCC) requirements and make better use of the atmospheric window with less attenuation near 94 GHz while also better detecting small FOD targets at approximately 1 centimeter (cm), AS-SAR works in the W band. Atmospheric scattering can cause a change in the electromagnetic signal propagation path. The shorter the transmission signal wavelength is, the greater the influence of this scattering effect. When the target is far from the radar, the phase disturbance caused by atmospheric changes, such as temperature and humidity, is stronger. At the same time, due to the influence of temperature, the hardware of the system also has phase drift. For the convenience of analysis, all these phase drifts are collectively referred to as systematic phase drift (SPD). In this paper, the phase drift will be modeled and corrected.

At present, there have been many studies on phase correction in interferometric synthetic aperture radar (InSAR) and other fields [30–32]. However, there is no correction research of SPD on FOD detection systems based on AS-SAR. Although the false alarm rate is high, the existing real aperture radar has no phase information and mainly uses its amplitude for FOD detection [33,34]. In the neighborhood of interference, studies on atmospheric phase correction mainly include indirect correction algorithms based on meteorological data [35,36] and direct correction algorithms based on monitoring points [37,38]. The indirect correction algorithm is less used because of the small spatial density of meteorological data [35,36]. At present, the direct correction algorithm is widely used, but there are still some problems. First, the SPD adopts a spatial model without considering its time characteristics. Second, when selecting the control point to estimate the SPD, the thresholds of amplitude dispersion and other indicators are artificially set, which has poor adaptability to the environment. Third, the lack of an online update mechanism makes it difficult to remove singular control points [37,38]. To improve the target signal-to-noise ratio and maintain the target phase stability, and solve the above problems at the same time, this paper proposes an adaptive SPD real-time correction algorithm. Firstly, the phase control points are adaptively extracted through standardized features, and then the
SPD is estimated based on the establishment of the spatial and temporary model. Lastly, the correction of SPD is realized. The remainder of this paper is organized as follows. In Section 2, a description of the imaging model of AS-SAR and the corresponding FOD detection flow is provided. In Section 3, the correction approach of SPD is presented. The experimental results are given in Section 4. Then, the accumulation effect of the SPD correction is discussed in Section 5. Finally, the conclusion is given in Section 6.

2. AS-SAR Imaging Model and Corresponding FOD Detection Flow

2.1. AS-SAR Imaging Model

The linear FMCW signal adopted by AS-SAR is given as follows:

\[ s_T(t) = \text{rect}\left( \frac{t}{T_{pu}} \right) \exp \left[ j2\pi \left( f_c t + \frac{1}{2} k_f t^2 \right) \right], \quad t \in [0, T_{pu}], \]  

where \( f_c \) is the carrier frequency, \( T_{pu} \) is the modulation period, \( k_f \) is the chirp constant, and \( t \) is the fast time within a modulation period. Then, the radar received signal of a target is:

\[ s_R(t) = A s_T(t - \Delta t), \]

where \( \Delta t \) is the echo delay, \( \Delta t = 2R/c \). \( R \) is the distance from the target to the radar, and \( A \) is the amplitude attenuation coefficient.

The AS-SAR receiver mixes the received signal with the reference to obtain the demodulated intermediate frequency (IF) signal, and the multiplier mixing expression is shown as follows:

\[ s_{IF}(t) = A s_T(t - \Delta t) s_{s}(t) = A \exp \left[ -j2\pi \left( f_c \Delta t + k_f \Delta t \cdot t - \frac{1}{2} k_f \Delta t^2 \right) \right], \]

where \( t \in (\Delta t, T_{pu}) \), \( s_{IF}(t) \) is IF signal.

The geometric model of AS-SAR is shown in Figure 1, where \( G \) is the surface plane; \( O \) is the center of the rotary axis, with the FOD target \( T_f \) placed on the \( G \) plane; \( H \) is the radar height; \( Ap \) is the phase center of the radar antenna; \( L \) is the distance between \( Ap \) and the rotary axis; \( \tau \) is slow time; \( \omega \) is the angular velocity of the mechanical rotating arm, with the circular angle \( \varphi = \omega(\tau + t - t_0) \) corresponding to the \( Ap \) at time \( \tau + t \), where \( t_0 \) is the time corresponding to the closest distance between \( Ap \) and the target; and \( \theta \) is the angle between the \( OT_f \) line and the rotation plane of the radar rotating arm. Suppose the distance from \( O \) to \( T_f \) is \( R \) and the distance from \( Ap \) to \( T_f \) at time \( \tau + t \) is \( R(\tau + t) \).

Figure 1. Geometric model of AS-SAR.
During imaging, because \( R \gg L \), \( R(t + t) \) can be approximated through Taylor expansion as:

\[
R(t + t) = \sqrt{R^2 + L^2 - 2RL\cos\theta \cdot \cos\omega(t + t - t_0)} \approx R - L\cos\theta \cdot \cos\phi, \tag{4}
\]

In this paper, the \( L \) of the AS-SAR system is 1 m and the monitoring distance is more than 250 m, so Equation (4) is valid.

The imaging process coherently accumulates the target echo signals within the radar accumulation angle. To analyze the target echo, substituting \( \Delta t = 2R(t + t)/c \) into Equation (3), the \( s_{IF}(t) \) yields:

\[
s_{IF}(t) = A\exp \left[ -j2\pi \left( k \cdot \frac{2(R - L\cos\theta \cdot \cos\phi)}{c} \cdot t + f_c \cdot \frac{2(R - L\cos\theta \cdot \cos\phi)}{c} \right) - \frac{1}{2} k \cdot \left( \frac{2(R - L\cos\theta \cdot \cos\phi)}{c} \right)^2 \right], \tag{5}
\]

The corresponding \( S_{IF}(f) \) is:

\[
S_{IF}(f) = A_1 \cdot \text{sinc} \left[ \pi T_{pu} \left( f - k \cdot \frac{2(R - L\cos\theta \cdot \cos\phi)}{c} \right) \right] \cdot e^{-j4\pi f \cdot \frac{R - L\cos\theta \cdot \cos\phi}{c}} \cdot e^{-j4\pi f_c \cdot \frac{R - L\cos\theta \cdot \cos\phi}{c}} \tag{6}
\]

\( A_1 \) is the amplitude attenuation coefficient, which is independent of phase. There are three exponential terms corresponding to the distance phase, residual video phase (RVP), and azimuthal Doppler phase. Therefore, imaging is the process of phase-matched filtering for the above items, in which RVP is ignored in imaging because its value change is too small \([28,29,39]\).

The distance between the target and the radar axis is constant and there are different delays only for different azimuth angles. The frequency of the rotating arm circular angle \( \phi \) is \( f_\phi \). Then, \( S_{IF}(f) \) is written as two-dimensional \( S(f, f_\phi) \). Assume that the horizontal beam width of the antenna is \( \phi_\omega \). The bandwidth \( B_{f_\phi} \) of \( f_\phi \) is decided by the rotation speed of the turntable \( \omega \) and the carrier frequency wavelength \( \lambda \), which can be calculated using the following equation \([39]\):

\[
B_{f_\phi} = \frac{4\omega \sin \left( \frac{\phi_\omega}{2} \right) \cos \theta}{\lambda}, \tag{7}
\]

Additionally, \( S(f, f_\phi) \) can be calculated as \([28,29,39]\):

\[
S(f, f_\phi) = f_{\phi} A_{1} \cdot \text{sinc} \left[ \pi T_{pu} \left( f - k \cdot \frac{2(R - L\cos\theta \cdot \cos\phi)}{c} \right) \right] \cdot \text{rect} \left( \frac{\phi}{\phi_\omega} \right) \cdot e^{-j4\pi f \cdot \frac{R - L\cos\theta \cdot \cos\phi}{c}} \cdot e^{-j4\pi f_c \cdot \frac{R - L\cos\theta \cdot \cos\phi}{c}} \cdot e^{-j2\pi f_\phi \cdot \phi_\omega} \cdot d\phi \tag{8}
\]

So, a phase-matched filter can be designed:

\[
M(f, f_\phi) = \exp \left[ j4\pi(f + f_c) \frac{R(f_\phi)}{c} - R + j2\pi f_\phi \cdot \phi_\omega \right], \tag{9}
\]

Then, the filtering output is:

\[
S_M(f, f_\phi) = S(f, f_\phi) \cdot M(f, f_\phi) = A_2 (f, f_\phi) \exp \left[ -j4\pi(f + f_c) \frac{R}{c} \right], \tag{10}
\]

where \( A_2 \) is the amplitude attenuation coefficient, which is independent of phase.

The two-dimensional inverse fast Fourier transform (IFFT) is performed on \( S_M(f, f_\phi) \), and the temporal SAR image \( s_t(R, \phi) \) in polar coordinates can be obtained. The imaging flow is shown in Figure 2.
2.2. FOD Detection Flow

There are many types of FOD on the runway, such as a piece of asphalt concrete or cement concrete, a wrench, a twisted metal strip or the fuel tank cap, and so on, and more of them are small in size and weak in electromagnetic scattering. Moreover, people, vehicles, and aircraft on runways may form strong scattering areas in the images, affecting the target detection performance. The classical detection process of SAR images is shown in Figure 3, which mainly includes constant false alarm rate (CFAR) detection and mathematical morphology (MM) filtering [40,41]. CFAR detector involves a kind of algorithm that uses the difference between the target grayscale and its surrounding neighborhood grayscale for separation, which is widely used for SAR target detection. As a local detection algorithm, the thresholds of the CFAR detector are determined adaptively. The process of MM filtering is used to remove clutter with large differences in size and element targets. In general, through the selection of the size and shape of structural elements, morphological filtering first corrodes the image to remove the small clutter whose size does not meet the element target and then expands the image to maintain the element target in the image. To remove large-scale clutter in the scene, morphological filtering also adopts a similar method to remove small clutter. First, the image with the target removed is obtained, and then the image with the large-scale clutter removed can be obtained by subtracting the image from the original image. After that, target classification can even be realized by feature extraction for detection results [42–44].

Figure 2. Imaging flow of the radar.

Through the derivation of Equation (10), the phase of the target in the image is only related to the distance. Theoretically, the phase of the target reflects the information of its position, which should be independent of other factors.

Figure 3. The classical detection flow of SAR images.
According to the actual situation of FOD detection, false alarms are the main challenge of classical detection algorithms owing to the lower SNR. AS-SAR can monitor airport runways and other areas for a long time and form sequence of images. Multi-image coherent accumulation is introduced to improve the target SNR and reduce false alarms while ensuring the detection rate. The practical detection flow is given in Figure 4. The effectiveness of this flow depends on the stability of the target phase, so SPD correction is required. At the same time, the stable phase is also an important feature of the target distinguishing background.

![Figure 4](image_url)

**Figure 4.** The practical detection flow of SAR images.

3. **The Correction Approach to SPD**

SPD is caused by atmospheric disturbance and system noise. It has both two-dimensional space-varying and time-varying characteristics. There are always some points with fixed positions in the actual scene, with high SNR and stable scattering characteristics. According to the derivation of the imaging model, the phase change of these scattering points is mainly caused by SPD. Therefore, these scattering points can be used to estimate SPD and called stable phase control points (SPCP) in this paper. This section introduces an adaptively SPD correction approach based on the SPCP, which mainly includes three parts. First, a spatial and temporal model of SPD is established, and the corresponding SPD estimation method is given. Second, the screening method of the SPCP is shown, which is used to estimate the SPD. Third, the complete process flow of the correction approach is obtained.

3.1. **Modeling and Estimation of SPD**

Setting the values of the monitoring target in two sequential images as \(a_1e^{i\varphi_1}\) and \(a_2e^{i\varphi_2}\), SPD \(\Delta\varphi\) can be calculated by the following equation:

\[
\Delta\varphi = \text{angle}\left(a_2e^{i\varphi_2} \times \left(a_1e^{i\varphi_1}\right)^{-1}\right),
\]

where \(\text{angle}()\) represents the calculated phase angle and \(^*\) represents the complex conjugate. Considering that SPD is caused by the system itself and the atmosphere, \(\Delta\varphi\) can be

\[
\Delta\varphi = \Delta\varphi_s + \Delta\varphi_a + \Delta\varphi_n,
\]

where \(\Delta\varphi_s\) represents the phase caused by the system itself, \(\Delta\varphi_a\) represents the phase caused by the atmosphere, and \(\Delta\varphi_n\) is the noise phase. In general, \(\Delta\varphi_s\) is constant. The temperature and humidity of the atmosphere change in space over time, which causes the nonuniformity of electromagnetic characteristics, so that the propagation speed and direction of the signal change continuously when passing through the atmosphere. When the atmospheric changes along the range and azimuth are independent of each other, the first-order function model of SPD along the distance and azimuth is established [37,38]:

\[
\Delta\varphi = \frac{4\pi}{\lambda} \left(\beta_0 + \beta_1r_s + \beta_2\varphi_s + \Delta\varphi_n\right),
\]

where \(\lambda\) is the carrier frequency wavelength, \(r_s\) is the ground range from target to radar, and \(\varphi_s\) is the angle between the target and the initial scanning direction of the radar. \(\beta_0, \beta_1, \) and \(\beta_2\) are weighting coefficients.
Equation (13) shows that as long as three stable strong scattering points with high SNR are found, the simultaneous equation can be established through their phase drift, and the weighting coefficient can be solved. Here, a stable strong scattering point was described as the SPCP. In fact, the number of SPCPs is much greater than 3. Therefore, the least squares (LS) method will be used to estimate the weighting coefficient. Let \( \hat{\beta} = [\beta_0, \beta_1, \beta_2] \). Equation (13) can be expressed as a matrix as follows:

\[
\Delta \varphi = \frac{4\pi}{\lambda} [1 r_g \varphi_g] \begin{bmatrix} \beta_0 \\ \beta_1 \\ \beta_2 \end{bmatrix} + \epsilon = \hat{h} \hat{\beta} + \epsilon, \tag{14}
\]

where \( \epsilon \) is the noise matrix, and

\[
\hat{h} = \frac{4\pi}{\lambda} [1 r_g \varphi_g], \tag{15}
\]

For multiple SPCPs, the matrix is expressed as an equation

\[
H = \begin{bmatrix} \hat{h}_1 \\ \hat{h}_2 \\ \vdots \end{bmatrix}, \Delta \Phi = \begin{bmatrix} \Delta \varphi_1 \\ \Delta \varphi_2 \\ \vdots \end{bmatrix}, \tag{16}
\]

The LS algorithm can be used, and

\[
\hat{\Delta} \varphi = \left(H^T H\right)^{-1} H^T \Delta \Phi, \tag{17}
\]

Then, \( \hat{\Delta} \varphi \) is estimated as follows:

\[
\hat{\Delta} \varphi = \hat{h} \hat{\beta}, \tag{18}
\]

Due to the time continuity of temperature and humidity changes causing SPD, the estimated SPD can be filtered by a Kalman filter. The state transition matrix can be established, such as the equation:

\[
\Delta \varphi^k = F_1 \Delta \varphi^{k-1} + q_{k-1}, \tag{19}
\]

where \( q_{k-1} \) is Gaussian noise and \( F_1 \) is the state transfer matrix. The observation equation is established as follows:

\[
z_k = F_2 \Delta \varphi^{k-1} + v_{k-1}, \tag{20}
\]

According to actual, the standard deviation of SPD change caused by noise shall not exceed 2 degrees, so the variance matrix \( Q \) corresponding to \( q \) is set to 4. Considering that the error of SPCPs' SPD measured by AS-SAR is better than 3 degrees when processing two adjacent frames of images, so the variance matrix \( V \) corresponding to \( v \) is set to 9. In addition, it is assumed that SPD changes slowly with temperature and humidity, and the observed value is SPD, so \( F_1 = 1 \) and \( F_2 = 1 \). Then, time-domain filtering of the SPCP can be realized.

### 3.2. The Screening Method of the SPCP

In the process of SPD calculation, the selection of the SPCP is very important. For amplitude images, three features to screen SPCPs are defined: local image contrast \( F_l \), amplitude dispersion \( F_d \), and correlation coefficient \( F_c \). The screening process flow of the SPCP is shown in Figure 5.
Let the sequence of images be $X_n$, $1 \leq n \leq N$, where $N$ is the number of images. $x_n(i, j)$ represents the image $X_n$ amplitude value at pixel point $(i, j)$. Then, $F_I, F_d$, and $F_c$ are defined as follows:

For $F_I$, this paper first acquires the neighborhood image slice $I_i$ of each pixel $x_n(i, j)$ in $X_n$ and calculate the mean value $m_n^I(i, j)$ and standard deviation $\sigma_n^I(i, j)$, then

$$F_I = \frac{1}{N} \sum_{n=1}^{N} \frac{x_n(i, j) - m_n^I(i, j)}{\sigma_n^I(i, j)},$$

(21)

The larger $F_I$ is, the larger the SNR and the more stable the corresponding pixel.

For $F_d$, the amplitude mean value $m(i, j)$ and standard deviation $\sigma(i, j)$ of each pixel $x_n(i, j)$ in the sequence of images are calculated, and then it is calculated by

$$F_d = \frac{m(i, j)}{\sigma(i, j)},$$

(22)

The larger $F_d$ is, the more stable the amplitude information is. Given that the calculation of $F_d$ only uses the amplitude information, it has the advantages of a small amount of calculation and easy extraction.

For $F_c$, the correlation coefficient of each pixel of the sequence of images needs to be calculated according to the following equation:

$$c_{n-1}(i, j) = \frac{\left| \sum_{l=1}^{I} \sum_{j=1}^{J} x_n(i, j) x_{n-1}(i, j) \right|}{\sqrt{\sum_{l=1}^{I} \sum_{j=1}^{J} |x_n(i, j)|^2} \sqrt{\sum_{l=1}^{I} \sum_{j=1}^{J} |x_{n-1}(i, j)|^2}},$$

(23)

where $I$ and $J$ are sliding neighborhood window sizes. Then, the mean $m_c(i, j)$ of each $c_n(i, j)$ is calculated, and $F_c$ is acquired by

$$F_c = m_c(i, j),$$

(24)

Figure 5. Screening process flow of the SPCP.
The larger $F_c$ is, the stronger the correlation. $F_c$ involves the neighborhood of pixels, which has a large amount of calculation, but the feature is stable and less disturbed by noise.

Each extracted feature is formed into a vector, $\vec{F} = [F_l, F_d, F_c]$. Considering that the values of each component of the feature vector are not uniform and have different effects on the linear classifier, it is necessary to normalize it. According to the principle of Mahalanobis distance measurement [45], this paper solves the problem of different dimension distribution through covariance normalization. Covariance matrix $\Sigma_{\vec{F}}$ can be obtained by

$$C = \left( \vec{F} - \mu_{\vec{F}} \right) \left( \vec{F} - \mu_{\vec{F}} \right)^T = U^T \Sigma_{\vec{F}} U, \quad (25)$$

where $U$ is the unitary matrix, $\mu_{\vec{F}}$ is the mean value of feature vectors, and $T$ is the transpose operation. Then, the normalized feature vector $\vec{F}_u$ can be represented by the following equation:

$$\vec{F}_u = \left( \vec{F} - \mu_{\vec{F}} \right) \Sigma_{\vec{F}}^{-1}, \quad (26)$$

In the process of classification, a linear classification decision criterion is established:

$$h(\vec{F}_u) = W^T \vec{F}_u + \omega_0, \quad (27)$$

where $W^T$ and $\omega_0$ are weighting coefficients, which can be obtained through known calibration target training. In the training process, to ensure the computational efficiency and the expansibility of the approach, the number of SPCPs in this paper is limited to 0.5–1% of the total number of image points. Then, on this basis, the training obtains the weighting coefficients when the number of SPCPs falling in fixed areas such as guardrails and buildings accounts for the highest number of total SPCPs. At the same time, the robustness and consistency of radar performance are good and the SNR meets the monitoring conditions; the classification process has expansibility.

3.3. The Process Flow of Correction Approach

Figure 6 shows the complete process flow of the correction approach. It consists of three stages:

- The screening of the SPCP. This stage can be completed in real time or offline. To prevent the FOD target from being used as an SPCP, it needs empty scene data. It processes the sequence of amplitude images through feature extraction and classification and sends the obtained SPCPs to the second stage.
- The estimation of the SPD. In the actual processing process, using the SPCPs provided in the first stage and based on the SPD model, the SPD between two complex images is estimated in real time by the LS algorithm. Finally, the Kalman filter is carried out based on the multiframe SPD (greater than 2) to obtain the SPD for correction.
- The correction of the SPD. Expected correction is achieved by subtracting the SPD, and the sequence of complex images after phase correction are produced and output.
4. Results

To demonstrate the effectiveness of the proposed correction approach to SPD, the experimental results based on the measured AS-SAR data are presented. Figure 7 shows the AS-SAR and its working field scene, and the corresponding image is shown in Figure 8. The 16-bit sampling data of radar echo is processed directly using the imaging process shown in Figure 2 to obtain the image s1. Considering the large value of s1 amplitude, which is not conducted to display. Therefore, Figure 8 and subsequent AS-SAR images are obtained using the function $20 \times \log_{10}(s_1)$. Thus, AS-SAR is able to effectively image the monitored area on the runway. As described above, the screening of SPCPs is very important. These points are extracted according to Section 3.2, as shown in Figure 9. Compared with the actual scene, the selected SPCPs are mainly fixed targets such as fences and houses. It can be assumed that their phase change is independent of the position change and is mainly caused by SPD. Thus, they can be used to estimate the whole scene SPD.

Figure 6. The complete process flow of the correction approach.

Figure 7. AS-SAR and its working field scene.
To demonstrate the effectiveness of the proposed correction approach to SPD, the experimental results based on the measured AS-SAR data are presented. Figure 7 shows the AS-SAR and its working field scene, and the corresponding image is shown in Figure 8. The 16-bit sampling data of radar echo is processed directly using the imaging process shown in Figure 2 to obtain the image $s_{\text{AS}}$. Considering the large value of $s_{\text{AS}}$ amplitude, which is not conducted to display. Therefore, Figure 8 and subsequent AS-SAR images are obtained using the function $\log_{10}(s_{\text{AS}})$. Thus, AS-SAR is able to effectively image the monitored area on the runway. As described above, the screening of SPCPs is very important. These points are extracted according to Section 3.2, as shown in Figure 9. Compared with the actual scene, the selected SPCPs are mainly fixed targets such as fences and houses. It can be assumed that their phase change is independent of the position change and is mainly caused by SPD. Thus, they can be used to estimate the whole scene SPD.

Figure 7. AS-SAR and its working field scene.

Figure 8. AS-SAR image of the runway.

To estimate the SPD more accurately, it is necessary to analyze the phase change history of SPCPs, as shown in Figure 10. All initial phases are aligned to 0, and the duration of continuous monitoring is 12 h. Figure 10a shows the phase change history of SPCPs with the same range and different azimuths. The phase difference between them is small. Figure 10b shows the phase change history of SPCPs with different ranges and the same azimuth. The farther they are from the radar, the greater the phase change.

Figure 9. The screening results of SPCPs.

In this paper, the cylindrical targets shown in Figure 11 are analyzed, and their height and diameter are equal. The target is arranged on the runway, as shown in Figure 12, and Table 1 gives correspondence between cylinder size and target number.
To estimate the SPD more accurately, it is necessary to analyze the phase change history of SPCPs, as shown in Figure 10. All initial phases are aligned to 0, and the duration of continuous monitoring is 12 h.

Figure 10. The phase change history of SPCPs: (a) with the same range and different azimuths; (b) with different ranges and the same azimuth.

In this paper, the cylindrical targets shown in Figure 11 are analyzed, and their height and diameter are equal. The target is arranged on the runway, as shown in Figure 12, and Table 1 gives correspondence between cylinder size and target number.

Figure 11. The photo of cylindrical targets.
In this paper, the cylindrical targets shown in Figure 11 are analyzed, and their height and diameter are equal. The target is arranged on the runway, as shown in Figure 12, and Table 1 gives correspondence between cylinder size and target number.

Figure 11. The photo of cylindrical targets.

Figure 12. Layout diagram of cylindrical targets on the runway.

Table 1. Correspondence table between cylinder size and target number.

| ID | Cylinder Size(cm) | Height | Diameter | Target Number |
|----|-------------------|--------|----------|---------------|
| 1  | 4                 | 4      |          | target 1, target 5, target 9, target 13, target 17, target 21 |
| 2  | 3                 | 3      |          | target 2, target 6, target 10, target 14, target 18, target 22 |
| 3  | 2                 | 2      |          | target 3, target 7, target 11, target 15, target 19, target 23 |
| 4  | 1.5               | 1.5    |          | target 4, target 8, target 12, target 16, target 20, target 24 |

In the actual experimental process, the SPD is estimated using the LS algorithm and Kalman filter. Figure 13 gives an estimated SPD image of two AS-SAR images. Consistent with the actual measurement results, SPD is more affected by range. Then, a correction is achieved by subtracting the SPD. Figure 14 shows the phase change history of target 1 and clutter. Through comparison, it is found that the target phase changes more than 1.2 rad after 16 frames before the correction, while the target phase changes less than 0.5 when the correction approach proposed in this paper can effectively maintain the stability of the target phase. In addition, the stable phase can also be used to distinguish the target from the background.
SPD is corrected. Moreover, the phase change history of clutter is random. The correction approach proposed in this paper can effectively maintain the stability of the target phase. In addition, the stable phase can also be used to distinguish the target from the background.

![Image](image_url)

**Figure 13.** Estimated SPD between two AS-SAR images.

![Image](image_url)

**Figure 14.** The phase change history of two targets.

5. Discussion

According to Section 2.2, false alarms are the main challenge of classical detection algorithms owing to the lower SNR. Coherent accumulation is needed in the FOD detection process to improve the SNR. The stable phase guarantees improved coherent accumulation performance. Figure 15 shows a comparison of coherent accumulation images. Compared with the original single image, the background noise in the scene is reduced after coherent accumulation. When more images are accumulated, the better the SNRs are. At the same time, the accumulation effect of the SPD correction is better than that of no correction.
dB, 4.27 dB, and 3.86 dB, respectively. Table 2 gives the SNR results of 24 targets under different conditions, while the values with better SNRs are bold. Coherent accumulation can effectively improve the target SNR. Moreover, after SPD correction, the SNR of most targets improved significantly. Therefore, this approach makes the phase stability of the same target in multi-frame images better and proves the effectiveness of SPD correction from the side.

Figure 15. The comparison of coherent accumulation images: (a) using 4 images (uncorrected); (b) using 4 images (corrected). (c) using 8 images (uncorrected); (d) using 8 images (corrected). (e) using 16 images (uncorrected); (f) using 16 images (corrected).

The quantitative analysis results are shown in Figure 16 and Table 2. Figure 16 gives a comparison of target SNRs between uncorrected and corrected samples. Figure 16a shows the comparison of the target SNR after coherent accumulation using 4 images. The actual value curve of the target SNR, which is corrected, is mostly above its uncorrected
value. Their corresponding mean values of the target SNRs are 20.68 dB and 21.58 dB, and the effect of coherent accumulation is better after correction. When the number of accumulated images becomes 8 and 16, it shows similar characteristics, as shown in Figure 16b,c. For coherent accumulation using 8 images, the corresponding mean values are 26.56 dB and 27.44 dB. For coherent accumulation using 16 images, the corresponding mean values are 31.74 dB and 32.70 dB. At the same time, when 4 images, 8 images, and 16 images are coherently accumulated, their maximum SNR demonstrates increases of 3.95 dB, 4.27 dB, and 3.86 dB, respectively. Table 2 gives the SNR results of 24 targets under different conditions, while the values with better SNRs are bold. Coherent accumulation can effectively improve the target SNR. Moreover, after SPD correction, the SNR of most targets improved significantly. Therefore, this approach makes the phase stability of the same target in multi-frame images better and proves the effectiveness of SPD correction from the side.

Table 2. The SNR of targets (dB).

| Number of Targets | The Number of Coherent Accumulation Images |
|-------------------|--------------------------------------------|
|                   | Before Correction | After Correction |                  |
|                   | 4 | 8 | 16 | 4 | 8 | 16 |
| Target 1          | 12.33 | 19.47 | 24.58 | 32.66 | 20.51 | 28.85 | 34.05 |
| Target 2          | 13.12 | 22.97 | 28.82 | 31.20 | 23.95 | 28.81 | 32.13 |
| Target 3          | 6.84 | 26.19 | 24.83 | 29.36 | 26.30 | 23.61 | 27.99 |
| Target 4          | 3.49 | 11.83 | 20.84 | 25.70 | 13.80 | 21.80 | 25.43 |
| Target 5          | 9.37 | 28.38 | 36.33 | 37.72 | 30.95 | 34.35 | 38.69 |
| Target 6          | 13.40 | 26.76 | 31.72 | 36.12 | 26.67 | 33.32 | 37.75 |
| Target 7          | 4.60 | 22.18 | 20.67 | 27.81 | 21.51 | 23.68 | 31.67 |
| Target 8          | 0.73 | 9.99 | 15.08 | 25.49 | 10.78 | 16.80 | 27.96 |
| Target 9          | 16.99 | 18.27 | 26.24 | 25.99 | 20.42 | 28.31 | 27.03 |
| Target 10         | 8.88 | 15.36 | 23.30 | 30.11 | 16.77 | 24.10 | 30.86 |
| Target 11         | 13.45 | 18.52 | 24.46 | 29.26 | 18.43 | 25.07 | 29.77 |
| Target 12         | 4.94 | 16.58 | 26.45 | 30.21 | 16.21 | 26.07 | 33.06 |
| Target 13         | 8.90 | 19.76 | 26.65 | 32.00 | 19.78 | 26.22 | 31.91 |
| Target 14         | 8.53 | 19.39 | 23.02 | 26.53 | 18.51 | 23.91 | 26.59 |
| Target 15         | 7.30 | 21.40 | 25.02 | 31.92 | 25.35 | 27.84 | 33.45 |
| Target 16         | −5.68 | 14.20 | 17.72 | 24.69 | 15.86 | 20.68 | 26.25 |
| Target 17         | 13.66 | 25.98 | 28.85 | 38.49 | 26.45 | 28.68 | 36.85 |
| Target 18         | 1.59 | 18.23 | 26.12 | 28.98 | 18.79 | 27.61 | 30.98 |
| Target 19         | 8.09 | 23.74 | 38.20 | 46.31 | 22.05 | 36.60 | 47.04 |
| Target 20         | 2.12 | 10.90 | 18.27 | 21.93 | 12.52 | 18.13 | 23.37 |
| Target 21         | 16.79 | 34.53 | 37.00 | 38.55 | 35.05 | 37.86 | 39.27 |
| Target 22         | 13.34 | 31.24 | 40.71 | 43.50 | 33.26 | 42.48 | 44.30 |
| Target 23         | 12.89 | 21.95 | 31.24 | 37.11 | 22.52 | 30.04 | 37.98 |
| Target 24         | 6.77 | 18.60 | 21.21 | 30.12 | 21.40 | 23.80 | 30.35 |
Figure 15. The comparison of coherent accumulation images: (a) using 4 images (uncorrected); (b) using 4 images (corrected). (c) using 8 images (uncorrected); (d) using 8 images (corrected). (e) using 16 images (uncorrected); (f) using 16 images (corrected).

Figure 16. The comparison of target SNRs between uncorrected and corrected samples: (a) using 4 images; (b) using 8 images; (c) using 16 images.
6. Conclusions

In this paper, maintaining the stability of the target phase is the key to coherent accumulation in FOD detection flow. Through the analysis of the AS-SAR imaging model, it is concluded that the theoretical phase of the target is only related to its position, and its change is the SPD, which is mainly caused by atmospheric disturbances and system hardware. Based on SPD modeling, a complete process flow of the correction approach is proposed. It adaptively screens SPCPs through the normalized features of local image contrast, amplitude dispersion, and core translation coefficient, and then makes full use of spatial filtering and temporal filtering to ensure the accuracy of correction. The real data results show that the SNR of most targets after the correction has improved significantly. Therefore, this approach makes the phase stability of the same target in multi-frame images better, which indirectly proves the effectiveness of SPD correction. However, the approach in this paper also has some shortcomings. First, the time model is relatively simple and does not introduce the relevant information of temperature and humidity changes. Second, the number of SPCPs screened is large, which affects the calculation efficiency. At the same time, the number of SPCPs at the edge of the runway is relatively small, which will also affect the spatial filtering effect of SPD. Therefore, it is necessary to further study and improve the spatial and temporal model of SPD.
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