QUANTITATIVE ESTIMATES FOR BOUNDED HOLOMORPHIC SEMIGROUPS

TUOMAS HYTÖNEN AND STEFANOS LAPPAΣ

Abstract. In this paper we revisit the theory of one-parameter semigroups of linear operators on Banach spaces in order to prove quantitative bounds for bounded holomorphic semigroups. Subsequently, relying on these bounds we obtain new quantitative versions of two recent results of Xu related to the vector-valued Littlewood–Paley–Stein theory for symmetric diffusion semigroups.

1. Introduction

The theory of Banach valued martingales involving the notions of martingale type and cotype was introduced and studied in depth by Pisier (we refer to [10, 11, 12, 13] and Section 4 for more information). His renorming theorem states that these are geometric properties of the underlying Banach space, characterized by the existence of an equivalent norm in the space which is uniformly convex of power type $q$ (for the precise statement of this result see Theorem 4.7 in Section 4).

On the other hand, first Stein in [14, Chapter IV] proved the following result which extends the classical inequality on the Littlewood–Paley $g$-function: for every $1 < p < \infty$

$$
\left( \int_0^\infty \left| t \frac{\partial}{\partial t} T_t f \right|^2 \frac{dt}{t} \right)^{1/2} \approx \| f \|_{L_p(\Omega)}, \quad \forall f \in L_p(\Omega),
$$

where by $\{T_t\}_{t>0}$ we denote a symmetric diffusion semigroup (see Definition 4.1 in Section 4) and the equivalence constants depend only on $p$.

The aforementioned theory about martingale inequalities is closely related to the vector-valued Littlewood–Paley–Stein theory which was developed in [8, 15, 16]. In this direction, a Littlewood–Paley theory was first developed in [15] for functions with values in uniformly convex Banach spaces. In particular, Xu obtained in [15] the one-sided vector-valued extension of (1.1) for the classical Poisson semigroup on the torus $T$.
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Martínez–Torrea–Xu [8] characterized, in the vector-valued setting, the validity of the following one-sided inequality concerning the generalized Littlewood–Paley $g$-function associated with a subordinated Poisson symmetric diffusion semigroup $\{P_t\}_{t>0}$ by the martingale type and cotype properties of the underlying Banach space: for given Banach space $X$ and $1 < q < \infty$, $X$ is of martingale cotype $q$ iff for every $1 < p < \infty$

$$\left( \int_0^\infty \left\| \frac{\partial}{\partial t} P_t f \right\|_{L^q(X)}^q \frac{dt}{t} \right)^{1/q} \lesssim \| f \|_{L^p(\Omega; X)}, \quad \forall f \in L^p(\Omega; X).$$

The converse inequality of (1.2) was also treated in [8] iff $X$ is of martingale type $q$. Here the subordinated Poisson semigroup $\{P_t\}_{t>0}$ is defined by

$$P_t f = \frac{1}{\sqrt{\pi}} \int_0^\infty e^{-s} \frac{T_{t^2} f}{\sqrt{s}} ds,$$

where $\{T_t\}_{t>0}$ is a symmetric diffusion semigroup. This $\{P_t\}_{t>0}$ is again a symmetric diffusion semigroup. Recall that if $A$ denotes the negative infinitesimal generator of $\{T_t\}_{t>0}$, then $P_t = e^{-\sqrt{A} t}$.

The question whether (1.2) is also true for a general (not necessarily subordinated) diffusion semigroup $\{T_t\}_{t>0}$ in place of $\{P_t\}_{t>0}$, or even just, in the special case of the heat semigroup on $\mathbb{R}^n$, was left open in [8] (see [8, Problem 2 on p. 447]).

This question concerning the heat semigroup on $\mathbb{R}^n$ was answered in the affirmative by Naor and one of us [6], yielding good dependence of various bounds on the target Banach space $X$, but also with dependence on the dimension $n$ of the domain $\mathbb{R}^n$. This was further elaborated by Xu [16], who extended the previous result to general diffusion semigroups $\{T_t\}_{t>0}$ and replaced a concrete bound for the derivative of the heat kernel used in [6] by an abstract analyticity result from [11]. While giving a form of the Littlewood–Paley–Stein inequality

$$\left( \int_0^\infty \left\| \frac{\partial}{\partial t} e^{t \Delta} f \right\|_{L^q(\mathbb{R}^n)}^q \frac{dt}{t} \right)^{1/q} \lesssim \| f \|_{L^q(\mathbb{R}^n)},$$

entirely free of the domain’s dimension $n$, this abstract argument relies on implicit unquantified bounds, and obscures the dependence of the bound on the target Banach space $X$, which was completely explicit in [6].

The main result of this work is Theorem 5.1 in Section 5 which provides a quantitative version of the main result of [16, Theorem 2 (i)], including explicit dependence on the target Banach space $X$ and quantitative dimension free version of (1.3) not only for the heat semigroup on $\mathbb{R}^n$ but also for the general diffusion semigroup $\{T_t\}_{t>0}$ (see also [17] [18] for some related work).

The paper is organized as follows: in Sections 2, 3 and 4 we present the tools for proving our main result in Section 5. To be more precise, we provide quantitative versions of several classical results in the theory of bounded holomorphic semigroups, in particular their characterization due to Kato...
Having these at our disposal, in Section 4 we quantify the dependence of the analyticity bound of [11, Remark 1.8(b)] (see also Corollary 4.16) for extensions of diffusion semigroups $\{T_t\}_{t \geq 0}$ to uniformly convex spaces. As discussed above, this has direct implications to bounds in Littlewood–Paley–Stein inequalities (1.3) by [6, 16]. In addition, we provide an explicit dependence of $\sup_{t \geq 0} \|t \partial T_t\|$ on the martingale cotype constant $m_{q,X}$ (see Corollary 4.17), which was the case for the related estimates in [6]. Section 5 is devoted to the proof of Theorem 5.1. Finally, in Section 6 using Corollary 4.17 we obtain a quantitative version of one more result of Xu [17, Theorem 1.4] which we compare with Theorem 5.1.

**Notation.** Throughout the paper, given $a, b \in (0, \infty)$, the notation $a \lesssim b$ means that $a \leq cb$ for some universal constant $c \in (0, \infty)$. The notation $a \approx b$ stands for $(a \lesssim b) \wedge (b \lesssim a)$. If we need to allow for dependence on parameters, we indicate this by subscripts. Moreover, given a Banach space $X$, we denote by $L_p(\Omega; X)$ the usual $L_p$ space of strongly measurable functions from $\Omega$ to $X$ and we will use the abbreviation $\partial = \partial/\partial t$.

2. Preliminaries

We begin by recalling several basic definitions and results from the semigroup theory:

2.1. **Definition** (Strongly Continuous Semigroup). Let $X$ be a Banach space. A family $(T(t))_{t \geq 0}$ of bounded linear operators on $X$ is called a strongly continuous (one-parameter semigroup) (or $C_0$-semigroup) if

(i) $T(0) = I$,

(ii) $T(t + s) = T(t)T(s)$, $t, s \geq 0$,

(iii) $\lim_{t \downarrow 0} T(t)x = x$ $\forall x \in X$.

2.2. **Remark.** A consequence of Definition 2.1 and the uniform boundedness principle (see also [3, Proposition 5.5]) is the following exponential boundedness of a strongly continuous semigroup $(T(t))$: there exist constants $M \geq 1$ and $\omega \in \mathbb{R}$ such that

$$\|T(t)\| \leq Me^{\omega t}$$

for all $t \geq 0$.

2.3. **Definition** (Infinitesimal Generator). Let $(T(t))$ be a $C_0$-semigroup. The *infinitesimal generator* of $(T(t))$ is the linear operator defined by

$$D(A) := \left\{ x \in X : \lim_{h \downarrow 0} \frac{T(h)x - x}{h} \text{ exists} \right\},$$

$$Ax := \lim_{h \downarrow 0} \frac{T(h)x - x}{h}.$$  

2.4. **Definition.** Let $A : D(A) \subset X \to X$ be a a closed, linear operator on some Banach space $X$. We call

$$\rho(A) := \{ \lambda \in \mathbb{C} : \lambda - A : D(A) \to X \text{ is bijective} \}$$
the resolvent set and its complement \( \sigma(A) := \mathbb{C} \setminus \rho(A) \) the spectrum of \( A \).
For \( \lambda \in \rho(A) \), the inverse
\[
R(\lambda, A) := (\lambda - A)^{-1}
\]
is, by the closed graph theorem, a bounded operator on \( X \) and will be called the resolvent of \( A \) at the point \( \lambda \).

2.5. **Theorem** ([3], Theorem II.3.8 or [9], Theorem I.5.3 and Remark I.5.4).

(Hille–Yosida Generation Theorem) Let \( A \) be a linear operator on \( X \) and let \( M \geq 1, \omega \in \mathbb{R} \).

The following conditions are equivalent:

(a) \( A \) generates a \( C_0 \)-semigroup satisfying
\[
\|T(t)\| \leq Me^{\omega t} \quad \text{for } t \geq 0.
\]

(b) \( A \) is closed and densely defined, the resolvent set \( \rho(A) \) contains the half-plane \( \{ \lambda \in \mathbb{C} : \text{Re} \lambda > \omega \} \), and
\[
\|R(\lambda, A)^n\| \leq \frac{M}{(\text{Re} \lambda - \omega)^n} \quad \text{for all } n \in \mathbb{N}.
\]

2.6. **Definition** (Open/Closed Sector). Let \( \alpha \in [0, \pi) \). We call
\[
\Sigma_{\alpha} := \{ z \in \mathbb{C} \setminus \{0\} : |\text{arg}(z)| < \alpha \},
\]
\[
\Sigma_{\alpha} := \{ z \in \mathbb{C} : |\text{arg}(z)| \leq \alpha \}
\]
the open/closed sector of angle \( \alpha \) in the complex plane; the argument is taken in \( (-\pi, \pi) \).

2.7. **Definition** (Holomorphic Semigroup). A family of bounded linear operators \( (T(z))_{z \in \Sigma_{\delta} \cup \{0\}} \) is called a holomorphic semigroup (of angle \( \delta \)) if

(i) \( T(z_1 + z_2) = T(z_1)T(z_2) \) for all \( z_1, z_2 \in \Sigma_{\delta} \).

(ii) The map \( z \mapsto T(z) \) is holomorphic in \( \Sigma_{\delta} \).

(iii) \( \lim_{z \to 0} T(z)x = x \) for all \( x \in X \) and \( 0 < \delta' < \delta \).

If, in addition,

(iv) \( \|T(z)\| \) is bounded in \( \Sigma_{\delta'} \) for every \( 0 < \delta' < \delta \),

we call \( (T(z))_{z \in \Sigma_{\delta}} \) a bounded holomorphic semigroup.

2.8. **Theorem** ([3], IV.1.2). (Resolvent equation) Let \( A \) be a linear closed operator. For \( \lambda, \mu \in \rho(A) \) one has
\[
R(\lambda, A) - R(\mu, A) = (\mu - \lambda)R(\lambda, A)R(\mu, A).
\]

3. Classical semigroup theory made quantitative

In this section we collect the additional results from semigroup theory that we will use in Section 4. Most of these results are in principle known, but difficult to find in the precise quantitative form that we need. For this reason, we also revisit most of the proofs in order to track the dependence on the various constants. Besides our application in Section 4 we hope that
recording these quantitative formulations might have an independent interest and possible other applications elsewhere. In addition to the standard references [3, 9], we have benefited from the nice presentation of the classical theory in [4].

3.1. Lemma ([3], Theorem 4.6; [9], Chapter 2, Theorem 5.2; [4], Theorem 1.1.23). Let \((A, D(A))\) be a linear operator on \(X\). Suppose that \(A\) generates a bounded strongly continuous semigroup \((T(t))\) with \(\|T(t)\| \leq M\) on \(X\), where \(M \geq 1\), and there exists a constant \(C > 0\) such that

\[
\|R(r + is, A)\| \leq \frac{C}{|s|}
\]

for all \(r > 0\) and \(0 \neq s \in \mathbb{R}\). Then \(\Sigma_{\frac{\pi}{2} + \delta} \subset \rho(A)\) for \(\delta = \arctan(\frac{1}{C})\) and the resolvent of \(A\) satisfies

\[
\|\lambda R(\lambda, A)\| \leq \frac{\sqrt{C^2 + M^2}}{1 - q}
\]

for all \(q \in (0, 1)\) and all \(\lambda \in \mathbb{C}\) such that \(|\arg(\lambda)| \leq \frac{\pi}{2} + \arctan(\frac{q}{C})\).

Proof. This is essentially contained in the proof of (b) \(\Rightarrow\) (a) of [4, Theorem 1.1.23], so we only indicate minor modifications to reach the quantitative version as stated.

As in [4, page 21], the Hille–Yosida Theorem [2,5] gives the bound

\[
\|R(\lambda, A)\| \leq \frac{M}{\text{Re} \lambda} \quad \text{for } \text{Re} \lambda > 0.
\]

Combined with assumption (3.2), it follows that

\[
\|R(\lambda, A)\| \leq \min \left\{ \frac{M}{\text{Re} \lambda}, \frac{C}{|\text{Im} \lambda|} \right\}.
\]

Now either \(\text{Re} \lambda \geq \frac{M}{\sqrt{M^2 + C^2}} |\lambda|\) or \(|\text{Im} \lambda| \geq \frac{C}{\sqrt{M^2 + C^2}} |\lambda|\) holds and therefore

\[
\|R(\lambda, A)\| \leq \frac{\sqrt{C^2 + M^2}}{|\lambda|} \quad \text{for } \text{Re} \lambda > 0.
\]

(The argument in [4, page 21] is similar but gives the slightly larger constant \(\sqrt{2}(C + M)\) in place of \(\sqrt{C^2 + M^2}\).

Let then \(q \in (0, 1)\) and

\[
(*) \quad \text{Re} \lambda \leq 0, \quad |\arg(\lambda)| \leq \frac{\pi}{2} + \arctan(\frac{q}{C})
\]

thus \(|\text{Re} \lambda|/|\text{Im} \lambda| \leq q/C\). For any \(q' \in (q, 1)\), [4, page 22] obtains the estimates

\[
\|R(\lambda, A)\| \leq \frac{C}{1 - q'} \frac{1}{|\text{Im} \lambda|}, \quad \frac{1}{|\text{Im} \lambda|^2} \leq \left( \frac{q^2}{C^2} + 1 \right) \frac{1}{|\lambda|^2}.
\]

Taking the limit \(q' \to q\), we conclude that

\[
\|R(\lambda, A)\| \leq \frac{C}{1 - q} \frac{\sqrt{q^2 + C^2}}{C} \frac{1}{|\lambda|} \leq \frac{\sqrt{C^2 + M^2}}{1 - q} \frac{1}{|\lambda|}.
\]
for all \( \lambda \) as in \((\ast)\). By combining estimates \((3.4)\) and \((3.5)\) we deduce that
\[
\|\lambda R(\lambda, A)\| \leq \sqrt{C^2 + M^2} \frac{1}{1 - q}
\]
for all \( q \in (0, 1) \) and all \( \lambda \in \mathbb{C} \) such that \( |\arg(\lambda)| \leq \frac{\pi}{2} + \arctan\left(\frac{q}{C}\right) \).

\[\square\]

For linear operators satisfying the conclusions of Lemma 3.1 and appropriate paths \( \gamma \), the exponential function \( e^{tA} \) can now be defined via the Cauchy integral formula. In particular, we write
\[(3.6)\]
\[T(z) := e^{zA} = \frac{1}{2\pi i} \int_{\gamma} e^{\mu z} R(\mu, A) \, d\mu,\]
where \( z \in \Sigma_\delta \) and \( \gamma \) is a smooth curve in \( \Sigma_{\frac{\pi}{2}+\delta} \subset \rho(A) \) running from \( \infty e^{-it(\pi/2+\delta')} \) to \( \infty e^{it(\pi/2+\delta')} \) for some \( \delta' \in (|\arg(z)|, \delta) \).

3.7. Lemma ([3], Proposition 4.3 and [9], Chapter 2, Theorem 5.2). Let \((A, D(A))\) be a linear operator in \( X \) such that \( \Sigma_{\frac{\pi}{2}+\delta} \subset \rho(A) \) for \( \delta = \arctan\left(\frac{1}{C}\right) \), where \( C \geq 1 \), and the resolvent of \( A \) satisfies
\[(3.8)\]
\[\|\mu R(\mu, A)\| \leq \frac{\sqrt{C^2 + M^2}}{1 - q}\]
for all \( q \in (0, 1) \), some \( M \geq 1 \) and all \( \mu \in \mathbb{C} \) such that \( |\arg(\mu)| \leq \frac{\pi}{2} + \arctan\left(\frac{q}{C}\right) \). Then, for all \( z \in \Sigma_\delta \), the maps \( T(z) \) are bounded linear operators on \( X \) and
\[
\|T(z)\| \leq 8 \frac{\sqrt{C^2 + M^2}}{1 - u} \left(1 + \log\left(\frac{C}{1 - u}\right)\right),
\]
for all \( |\arg(z)| \leq \arctan\left(\frac{u}{C}\right) \) and all \( u \in (0, 1) \).

Proof. Let \( z \in \Sigma_{\frac{\pi}{2}+\delta} \) such that \( |\arg(z)| \leq \arctan\left(\frac{u}{C}\right) \) for some \( u \in (0, 1) \). We consider an auxiliary number \( q \in (u, 1) \), to be chosen later.

We will verify that the integral in \((3.6)\) defining \( T(z) \) converges uniformly in \( \mathcal{L}(X) \) with respect to the operator norm. Since the functions \( e^{\mu z} \) and \( R(\mu, A) \) are analytic in \( \Sigma_{\frac{\pi}{2}+\delta} \), this integral, if it exists, is by Cauchy’s integral theorem independent of the particular choice of \( \gamma \). Hence, we may choose \( \gamma \) to be the positively oriented boundary of \( \Sigma_{\frac{\pi}{2}+\arctan\left(\frac{u}{C}\right)} \setminus B_{\frac{1}{|z|}}(0) \). Now, we decompose \( \gamma \) in three parts given by the arc \( \tilde{\gamma} \) formed by the boundary of the disk and the two rays going to infinity (this follows by change of variables
\[ \mu = r e^{\pm i \left( \frac{\pi}{2} + \arctan \left( \frac{q}{C} \right) \right)}: \]

\[ \frac{1}{2\pi i} \int_{\gamma} e^{\mu z} R(\mu, A) \, d\mu = \frac{1}{2\pi i} \int_{\gamma} e^{\mu z} R(\mu, A) \, d\mu \]

\[ + \frac{1}{2\pi i} \int_{i \Re \pm i}^{\infty} e^{re^{i \left( \frac{\pi}{2} + \arctan \left( \frac{q}{C} \right) \right)} z} R(re^{i \left( \frac{\pi}{2} + \arctan \left( \frac{q}{C} \right) \right)}, A) e^{i \left( \frac{\pi}{2} + \arctan \left( \frac{q}{C} \right) \right)} \, dr \]

\[ - \frac{1}{2\pi i} \int_{i \Re \pm i}^{\infty} e^{re^{-i \left( \frac{\pi}{2} + \arctan \left( \frac{q}{C} \right) \right)} z} R(re^{-i \left( \frac{\pi}{2} + \arctan \left( \frac{q}{C} \right) \right)}, A) e^{-i \left( \frac{\pi}{2} + \arctan \left( \frac{q}{C} \right) \right)} \, dr. \]

Since \( 0 < u < q < 1 \leq C \), we have \( |\arg(z)| \leq \arctan \left( \frac{u}{C} \right) < \arctan \left( \frac{q}{C} \right) < \arctan(1) = \frac{\pi}{4} \) and thus

\[ \frac{\pi}{2} + \arctan \left( \frac{q}{C} \right) \pm \arg(z) \in \left( \frac{\pi}{2}, \pi \right). \]

Hence,

\[ \Re(re^{\pm i \left( \frac{\pi}{2} + \arctan \left( \frac{q}{C} \right) \right)} z) = \Re(re^{\pm i \left( \frac{\pi}{2} + \arctan \left( \frac{q}{C} \right) \right)} |z|^2 e^{i \arg(z)}) \]

\[ = r|z| \cos \left( \frac{\pi}{2} + \arctan \left( \frac{q}{C} \right) + \arg(z) \right) \]

\[ \leq r|z| \cos \left( \frac{\pi}{2} + \arctan \left( \frac{q}{C} \right) - \arctan \left( \frac{u}{C} \right) \right) \]

\[ = -r|z| \sin \left( \arctan \left( \frac{q}{C} \right) - \arctan \left( \frac{u}{C} \right) \right), \]

where

\[ \arctan \left( \frac{q}{C} \right) - \arctan \left( \frac{u}{C} \right) = \int_{\frac{q}{C}}^{\frac{u}{C}} \frac{dx}{1 + x^2} = \int_{\frac{q}{C}}^{\frac{u}{C}} dx = \frac{q - u}{C}. \]

Since \( \sin x \geq \frac{2}{\pi} x \) for \( x \in [0, \frac{\pi}{2}] \), it further follows that

\[ \Re(re^{\pm i \left( \frac{\pi}{2} + \arctan \left( \frac{q}{C} \right) \right)} z) \leq -r|z| e', \quad e' := \frac{2(q - u)}{\pi C} > 0. \]

Combining this with (3.8) and (3.9), and denoting \( \tilde{M} := \frac{\sqrt{C^2 + M^2}}{1 - q} \), we get

\[ \left\| \frac{1}{2\pi i} \int_{\gamma} e^{\mu z} R(\mu, A) \, d\mu \right\| \leq \frac{\tilde{M}}{2\pi} \int_{\gamma} \frac{e^{\Re(\mu z)} |d\mu|}{|\mu|} + \frac{\tilde{M}}{\pi} \int_{1}^{\infty} e^{-r'|z|} \, dr \]

\[ \leq \frac{\tilde{M} |z|}{2\pi} \int_{\gamma} e^{1 - s|z|} |d\mu| + \frac{\tilde{M}}{\pi} \int_{e'}^{\infty} e^{-s} \, ds \]

\[ \leq e\tilde{M} + \frac{\tilde{M}}{\pi} \left( \int_{e'}^{1} \frac{ds}{s} + \int_{1}^{\infty} e^{-s} \, ds \right) \]

\[ = e\tilde{M} + \frac{\tilde{M}}{\pi} \left( \log 1 + e^{-1} \right) \]
\[
\begin{align*}
\tilde{M} & \left( e + \frac{1}{\varepsilon \pi} \right) + \frac{\tilde{M}}{\pi} \log \left( \frac{1}{\varepsilon'} \right) \\
& \leq \tilde{M} \left( 3 + \frac{1}{\pi} \log \left( \frac{1}{\varepsilon'} \right) \right).
\end{align*}
\]
(3.10)

We now choose \( q = \frac{1 + Cu}{1 + C} \in (u, 1) \), so that
\[
1 - q = \frac{C(1 - u)}{1 + C}, \quad q - u = \frac{1 - u}{1 + C}.
\]
Recalling that \( C \geq 1 \), it follows that
\[
\tilde{M} = \sqrt{C^2 + M^2} \quad \frac{1}{1 - q} = \frac{1 + C}{C} \sqrt{C^2 + M^2} \leq 2 \sqrt{C^2 + M^2}
\]
and
\[
\log \frac{1}{\varepsilon'} = \log \frac{\pi C}{2(q - u)} = \log \frac{\pi C(1 + C)}{2(1 - u)} = \log \pi + \log C + \log \frac{1 + C}{2} + \log \frac{1}{1 - u},
\]
where \( \log \frac{1 + C}{2} \leq \log C \). Hence
\[
3 + \frac{1}{\pi} \log \left( \frac{1}{\varepsilon'} \right) \leq 3 + \frac{\log \pi}{\pi} + \frac{2}{\pi} \left( \log C + \log \frac{1}{1 - u} \right) \leq 4 + \log \frac{C}{1 - u}
\]
and finally
\[
\tilde{M} \left( 3 + \frac{1}{\pi} \log \left( \frac{1}{\varepsilon'} \right) \right) \leq 8 \sqrt{C^2 + M^2} \left( 1 + \log \frac{C}{1 - u} \right).
\]
Together with (3.10), this shows that This shows that the integral defining \((T(z))\) converges in \( \mathcal{L}(X) \) absolutely and uniformly for every \( z \in \mathbb{C} \) such that \( |\arg(z)| \leq \arctan \left( \frac{1}{2} \right) \), and proves the asserted bound. \( \square \)

3.11. Remark. As shown in [3, Proposition 4.3] (see also [9, Chapter 2, Theorem 5.2]) the previous family of bounded linear operators \( T(z) \) also satisfies properties (i), (ii) and (iii) of Definition 2.7.

The following is a variant of [1, Corollary 3.7.12] and [9, Chapter 2, Theorem 5.2]; except for the quantitative bound, it is stated in the same form in [4, Lemma 1.1.28]:

3.12. Theorem. Let \( A \) be the infinitesimal generator of a strongly continuous semigroup \( T(t) \) with \( \|T(t)\| \leq M \), \( M \geq 1 \). Suppose that there exists a constant \( C \geq 1 \) such that \( \sigma \in \rho(A) \) for \( |s| > 0 \) and
\[
\|R(is, A)\| \leq \frac{C}{|s|}.
\]
(3.13)

Then \( A \) generates a bounded holomorphic semigroup \( T(z) \), defined at every \( z \in \mathbb{C} \) such that \( |\arg(z)| \leq \frac{1}{CM} \), and satisfying the bound
\[
\|T(z)\| \leq CM(1 + \log(CM)).
\]
Proof. The proof follows the idea of the proof of [4, Lemma 1.1.28]. Since a self-contained proof is not much longer than an indication of the relevant changes, we give it for the reader’s convenience.

The Hille–Yosida Theorem 2.5 shows that
\[(3.14) \quad \lambda \in \rho(A), \quad \|R(\lambda, A)\| \leq \frac{M}{\Re \lambda} \quad \text{for all } \lambda \in \mathbb{C} \text{ with } \Re \lambda > 0.\]

If \(r > 0\) and \(s \neq 0\), the resolvent equation (Theorem 2.8) provides the identity
\[R(r + is, A) = (is - (r + is))R(r + is, A)R(is, A) + R(is, A).\]

Taking the operator norm on both sides and applying (3.13) and (3.14), we deduce the bound
\[\|R(r + is, A)\| \leq Cr\|R(r + is, A)\| - s - \|R(r + is, A)\| R(is, A) + R(is, A).\]

where \(\tilde{C} := C(M + 1)\). Hence, \(A\) satisfies the assumptions and therefore the conclusions of Lemma 3.1. Moreover, by Lemma 3.7 we obtain
\[\|T(z)\| \leq \sqrt{\frac{C^2 + M^2}{1 - u}} \left(1 + \log \left(\frac{\tilde{C}}{1 - u}\right)\right) \leq (\tilde{C} + M)(1 + \log(\tilde{C})) \quad \text{for} \quad |\arg(z)| \leq \frac{1}{C},\]

where in the last step we chose \(u = \frac{1}{2}\). Therefore \(A\) generates a bounded holomorphic semigroup with the stated properties by Remark 3.11. \(\square\)

The following is a quantitative version of a theorem of Kato [7]. We follow the proof given in [4, Lemma 1.2.2]:

3.15. Theorem. Let \((T(t))\) be a strongly continuous semigroup with \(\|T(t)\| \leq M, \ M \geq 1\). Suppose that there is a complex number \(\zeta\) with \(|\zeta| = 1\) and \(K \in (0, \infty)\) such that
\[(3.16) \quad \|((\zeta I - T(t))x) \geq \|x\|/K \quad \text{for } x \in X \text{ and all } t > 0.\]

Then \((T(t))\) can be extended to a bounded holomorphic semigroup. In particular,
\[\|T(z)\| \leq \tilde{C}(1 + \log(\tilde{C})),\]

for every \(z \in \mathbb{C}\) such that \(|\arg(z)| \leq \frac{1}{C}\), where \(\tilde{C} := M^2K > 0\).

Note that any constant \(K \in (0, \infty)\) in (3.16) must necessarily satisfy \(K \geq \frac{1}{2}\). Indeed, as \(t \to 0\), we have \(T(t)x \to x\), and hence
\[\|x\|/K \leq \|((\zeta I - T(t))x) \leq |\zeta|\|x\| + \|T(t)x\| \to 2\|x\|.\]

Proof. We will borrow the results of some intermediate steps of the proof of the implication (c) \(\Rightarrow\) (a) of [4, Lemma 1.2.2]. That proof is set up for a more general semigroup with a growth bound \(\|T(t)\| \leq Me^{\omega t}\), so we can
simply take $\omega = 0$. Moreover, (3.16) is only assumed for $t \in (0, \delta)$, so we can take $\delta = \infty$, thus $1/\delta = 0$. This will simplify some of the formulas of [4].

As in [4], we take $\theta_1 \in [0, 2\pi)$ and $\theta_2 := 2\pi - \theta_1 \in (0, 2\pi)$ such that $e^{i\theta_1} = e^{-i\theta_2} = \zeta$, where $\zeta$ is the number appearing in (3.16). In [4] page 30, one then considers $\alpha > \max\{\theta_1/\delta, \omega \theta_1\}$. In our case, this becomes simply $\alpha > 0$. In [4, page 31], one further chooses $\varepsilon > 0$, $\xi_0 > \omega$, and $\alpha_1$ such that

$$\alpha_1 - \omega \theta_1 - \xi_0 > \varepsilon.$$ 

For $\omega = 0$, we can take $\alpha_1 > 0$ as small as we like, then $\varepsilon, \xi_0 \in (0, \frac{\alpha_1}{2MK \theta_1})$, which clearly satisfy the requirements. The second-to-last paragraph of [4, page 31] then concludes that

$$i\alpha \in \rho(A), \quad \|R(i\alpha, A)\| \leq \frac{MK \theta_1}{\alpha}$$

for all $\alpha > \alpha_1$. Since we can take $\alpha_1 > 0$ as small as we like, this holds for every $\alpha > 0$. As in [4, page 31], the same argument for $-\alpha$ in place of $\alpha$, and $\theta_2$ in place of $\theta_1$, leads to

$$-i\alpha \in \rho(A), \quad \|R(-i\alpha, A)\| \leq \frac{MK \theta_2}{\alpha}, \quad \text{for all } \alpha > 0.$$ 

A combination of the last two displays then shows that

$$i\alpha \in \rho(A), \quad \|R(i\alpha, A)\| \leq \frac{C |\alpha|}{|\alpha|}, \quad \text{for all } \alpha \in \mathbb{R} \setminus \{0\},$$

where $C := MK \max\{\theta_1, \theta_2\}$. Note that

$$\pi = \frac{1}{2} (\theta_1 + \theta_2) \leq \max\{\theta_1, \theta_2\} \leq \theta_1 + \theta_2 = 2\pi.$$ 

Hence the assumptions of Theorem 3.12 are satisfied with $M$ and $C$ as just defined, and the said theorem implies that $(T(t))$ can be extended to a bounded holomorphic semigroup with the estimate

$$\|T(z)\| \lesssim \tilde{C}(1 + \log(\tilde{C})), \quad \text{for every } z \in \mathbb{C} \text{ such that } |\arg(z)| \lesssim \frac{1}{C},$$

where $\tilde{C} := M^2 K > 0$. \hfill \Box

3.17. Remark. A version of Theorem 3.15 is also true (see [4] Lemma 1.2.2) and [7]), where (3.16) is only assumed for $0 < t < \delta$, but we only treat the case stated, since it simplifies the quantitative conclusions and it is the only case that we need for our applications.

3.18. Corollary. Let $(T(t))$ be a strongly continuous semigroup with $\|T(t)\| \leq M$, for some $M \geq 1$. In addition, suppose that there exists $0 < \varepsilon \leq 2$ such that

$$\|T(t) - I\| \leq 2 - \varepsilon \quad \text{for all } t > 0.$$
Then $(T(t))$ can be extended to a bounded holomorphic semigroup in $\Sigma_\theta$, where $\theta \approx \frac{1}{C}$ and $\widetilde{C} = \frac{M^2}{\varepsilon} > 0$. In particular,

\begin{equation}
\|T(z)\| \lesssim \frac{M^2}{\varepsilon} \left(1 + \log \left(\frac{M}{\varepsilon}\right)\right),
\end{equation}

for every $z \in \mathbb{C}$ such that $|\arg(z)| \lesssim \frac{1}{C}$ and

\begin{equation}
\sup_{t>0} \|tT'(t)\| \lesssim \frac{M^4}{\varepsilon^2} \left(1 + \log \left(\frac{M}{\varepsilon}\right)\right).
\end{equation}

**Proof.** We choose $\zeta = -1$. Since

\[
\|(-I - T(t))x\| = \| - 2x + (I - T(t))x \| \geq 2\|x\| - \|(I - T(t))x\| \geq \varepsilon\|x\|,
\]

we deduce from Theorem 3.15 with $K = \frac{1}{\varepsilon} \geq \frac{1}{2}$ that $(T(t))$ extends to a bounded holomorphic semigroup which satisfies the following estimate:

\begin{equation}
\|T(z)\| \lesssim \frac{M^2}{\varepsilon} \left(1 + \log \left(\frac{M}{\varepsilon}\right)\right),
\end{equation}

for every $z \in \mathbb{C}$ such that $|\arg(z)| \lesssim \frac{1}{C}$, where $\widetilde{C} = \frac{M^2}{\varepsilon} > 0$. By Cauchy’s integral formula we get

\begin{equation}
T'(t) = \frac{1}{2\pi i} \oint_{\gamma} \frac{T(z)}{(t-z)^2} \, dz,
\end{equation}

where $\gamma$ is the boundary of the disk $B_{t\sin(\theta)}(t)$ for $t > 0$ and $\theta \approx \frac{1}{C}$ is the angle of the sector $\Sigma_\theta$ in which $T(z)$ is holomorphic. Using (3.22) and (3.23) we deduce that

\[
\|T'(t)\| \lesssim \frac{1}{2\pi} \frac{M^2}{\varepsilon} \left(1 + \log \left(\frac{M}{\varepsilon}\right)\right) \max_{z:|t-z|=t\sin(\theta)} \frac{1}{|t-z|^2} 2\pi|t\sin(\theta)|
\]

\[
= \frac{1}{t\sin(\theta)} \frac{M^2}{\varepsilon} \left(1 + \log \left(\frac{M}{\varepsilon}\right)\right)
\]

Hence,

\[
\sup_{t>0} \|tT'(t)\| \lesssim \frac{1}{\sin(\theta)} \frac{M^2}{\varepsilon} \left(1 + \log \left(\frac{M}{\varepsilon}\right)\right)
\]

\[
\lesssim \frac{M^4}{\varepsilon^2} \left(1 + \log \left(\frac{M}{\varepsilon}\right)\right),
\]

where in the last step $\sin(\theta) \approx \frac{1}{C}$ if $\theta \approx \frac{1}{C}$. \qed

3.24. **Remark.** The first part of Corollary 3.18 was proved by Kato in [7] under the assumption of (3.19) for $0 < t < \delta$. The novelty here is the estimate (3.20) and (3.21).
4. Quantitative analyticity of diffusion semigroups in uniformly convex spaces

In our discussions below we follow [16] but we provide new details concerning the quantitative bounds. Let us recall the following definitions about symmetric diffusion semigroups, uniform convexity, martingale type and cotype:

4.1. **Definition.** Let $(\Omega, \mathcal{A}, \mu)$ be a $\sigma$-finite measure space. An operator $T$ on $(\Omega, \mathcal{A}, \mu)$ is a symmetric Markovian operator if it satisfies the following properties:

1. $T$ is a linear contraction on $L_p(\Omega)$ for every $1 \leq p \leq \infty$;
2. $T$ is positivity preserving and $T1 = 1$; and
3. $T$ is a self-adjoint operator on $L_2(\Omega)$.

4.2. **Definition.** Let $(\Omega, \mathcal{A}, \mu)$ be a $\sigma$-finite measure space. By a symmetric diffusion semigroup on $(\Omega, \mathcal{A}, \mu)$ in Stein’s sense [14, Section III.1], we mean a family $\{T_t\}_{t>0}$ of linear maps where each member of this family is a symmetric Markovian operator and satisfies the following two additional properties:

4. $T_tT_s = T_{t+s}$;
5. $\lim_{t \to 0} T_tf = f$ in $L_2(\Omega)$ for every $f \in L_2(\Omega)$.

4.3. **Definition.** A Banach space $X$ is said to be uniformly convex if for every $\varepsilon \in (0, 2]$ there exists $\delta \in (0, 1]$ such that, for any vectors $x, y$ in the closed unit ball (i.e. $\|x\| \leq 1$ and $\|y\| \leq 1$) with $\|x + y\| \geq \varepsilon$, one has $\|x + y\| \leq 2(1 - \delta)$. In addition, $(X, \| \cdot \|)$ is said to be uniformly convex of power type $q$ with $2 \leq q < \infty$ and positive constant $\delta$ if the following inequality holds:

\[
\left\| \frac{x + y}{2} \right\|_q^q + \delta \left\| \frac{x - y}{2} \right\|_q^q \leq \frac{1}{2}(\|x\|_q^q + \|y\|_q^q), \quad \forall x, y \in X.
\]

Examples of uniformly convex spaces that satisfy (4.4) with $\delta = 1$ are the following:

1. $X$ is a Hilbert space and $q = 2$. By the Parallelogram law for inner product spaces it follows:

\[
\left\| \frac{x + y}{2} \right\|^2 + \left\| \frac{x - y}{2} \right\|^2 = \frac{1}{2}(\|x\|^2 + \|y\|^2), \quad \forall x, y \in X.
\]

2. $X = L_q(\Omega)$ and $2 \leq q < \infty$. We have the following Clarkson’s inequality (see [13 Corollary 2.29]):

\[
\left\| \frac{x + y}{2} \right\|_{L_q}^q + \left\| \frac{x - y}{2} \right\|_{L_q}^q \leq \frac{1}{2}(\|x\|_{L_q}^q + \|y\|_{L_q}^q), \quad \forall x, y \in X.
\]

4.5. **Definition.** Let $1 < q < \infty$. A Banach space $X$ is of martingale cotype $q$ if there exists a positive constant $C$ such that every finite $X$ valued
A $L_q$-martingale $(f_n)$ defined on some probability space satisfies the following inequality:

$$\sum_{n \geq 1} \mathbb{E}\|f_n - f_{n-1}\|_X^q \leq C^q \sup_n \mathbb{E}\|f_n\|_X^q,$$

where $\mathbb{E}$ denotes the expectation on the underlying probability space. We then must have $q \geq 2$. $X$ is of martingale type $q$ if the reverse inequality holds.

4.6. Remark. Following the notation in [12], given a Banach space $(X, \| \cdot \|)$ and $q \geq 2$ we will denote the martingale cotype $q$ constant of $X$ by $m_{q,X} \in [1, \infty]$.

4.7. Theorem ([10], Theorem 3.1). Let $q$ be such that $2 \leq q < \infty$ and let $X$ be a Banach space. Assume that $X$ is of martingale cotype $q$, namely:

$$\sum_{n \geq 1} \mathbb{E}\|f_n - f_{n-1}\|_X^q \leq m_{q,X}^q \sup_n \mathbb{E}\|f_n\|_X^q.$$

Then there exists an equivalent norm $\| \cdot \|$ on $X$ such that:

$$(4.8) \quad \begin{cases} \forall x, y \in X, \; \|x\| \leq |x| \leq m_{q,X} \|x\| \\ \text{and,} \; \frac{|x+y|^q}{2} + \frac{|x-y|^q}{2} \leq \frac{|x|^q + |y|^q}{2}. \end{cases}$$

In particular, $(X, | \cdot |)$ is uniformly convex of power type $q$ with constant $\delta = m_{q,X}^{-\frac{q}{2}}$.

4.9. Remark. The above result states that if $X$ has martingale cotype $q$, then it admits an equivalent norm that satisfies (4.8). The converse to this is also true and it can be found in [10, Remark 3.1] and [13, Theorem 10.6 (i) $\Rightarrow$ (iii)]. In particular, if we assume that $X$ is uniformly convex of power type $q$ with constant $\delta$, then $X$ has martingale cotype $q$ with $m_{q,X} \leq 2\delta^{-\frac{q}{2}}$. As it can be seen below in our applications, we could work under the assumption of uniformly convex of power type $q$ spaces which would imply estimates in terms of the constant $\delta$.

We will need two results in order to derive bounds for the family of operators $\{t\partial T_t\}_{t>0}$ on $Y = L_p(\Omega; X)$, where $1 < p < \infty$, $X$ is a uniformly convex Banach space or a Banach space of martingale cotype $2 \leq q < \infty$. The first one is the following Rota’s dilation theorem for positive Markovian operators, which we state following the formulation in [16, Lemma 10]:

4.10. Lemma ([14], Chapter IV and [16], Lemma 10). Let $T = S^2$ with $S$ a symmetric Markovian operator on $(\Omega, \mathcal{A}, \mu)$. Then there exist a larger measure space $(\tilde{\Omega}, \tilde{\mathcal{A}}, \tilde{\mu})$ containing $(\Omega, \mathcal{A}, \mu)$, and a $\sigma$-subalgebra $\mathcal{B}$ of $\tilde{\mathcal{A}}$ such that, for every $p \in [1, \infty)$ and every Banach space $X$,

$$Tf = \mathbb{E}_A \mathbb{E}_{\mathcal{B}} f, \quad \forall f \in L_p(\Omega, \mathcal{A}, \mu; X),$$

where $\mathbb{E}_A$ is the conditional expectation relative to $A$ (and similarly for $\mathbb{E}_{\mathcal{B}}$).
The fact that Rota’s theorem remains valid for functions taking values in an arbitrary Banach space, as stated above, has been observed e.g. in [8, after Theorem 2.5] and [16, the beginning of the proof of Lemma 9]. We indicate a proof for the reader’s convenience.

Proof. For \( X \in \{ \mathbb{R}, \mathbb{C} \} \) (i.e., scalar-valued functions), a more general version of this lemma is formulated and proved in [14, Chapter IV, Theorem 9], and restated in the form above as [16, Lemma 10].

Let then \( X \) be a general Banach space. If \( f = \sum_{k=1}^{K} f_k \otimes x_k \), where \( f_k \in L^p(\Omega, \mathcal{A}, \mu) \) are scalar-functions and \( x_k \in X \), the identity follows from the fact that it holds for each \( f_k \) by linearity of both sides of (4.11).

For the general case, we note that functions of the form just discussed are dense in \( L^p(\Omega, \mathcal{A}, \mu; X) \). On the other hand, both symmetric Markovian operators (by Definition 4.11) and conditional expectations (by their well-known basic properties) are positive linear operators (i.e., they map nonnegative functions to nonnegative functions). Such operators, initially defined on scalar-valued \( L^p \) spaces, have canonical bounded linear extensions to the corresponding \( L^p \) spaces of \( X \)-valued functions, for any Banach space \( X \) (for this result, see e.g. [5, Theorem 2.1.3]). Since (4.11) holds for all \( f \) in a dense subspace of \( L^p(\Omega, \mathcal{A}, \mu; X) \), and both sides depend continuously on \( f \in L^p(\Omega, \mathcal{A}, \mu; X) \), the identity remains valid for all \( f \) as stated. \( \square \)

The following elementary estimate improves the intermediate steps of the proof given in [16, Lemma 9]:

4.12. Lemma. Let \( q \in (1, \infty) \) and \( \delta \in (0, 1] \). If \( x \in [0, 2] \) satisfies

\[
x^q + \delta 2^q (x - 1)_+^q \leq 2^q, \quad \text{where} \quad (x - 1)_+ = \max(x - 1, 0),
\]

then \( x \leq 2 - \varepsilon \), where \( \varepsilon := \frac{2\delta - 1}{1 + 2\delta q} \in (0, 1) \).

Proof. Let us first observe the elementary inequalities

\[
(1 - t)^\alpha \begin{cases} 
\leq 1 - \alpha t, & \alpha \in (0, 1), \\
\geq 1 - \alpha t, & \alpha \in (1, \infty).
\end{cases}
\]

Now, we proceed with the proof of our lemma. Arguing by contradiction, we assume that \( x > 2 - \varepsilon \), thus \( x - 1 > 1 - \varepsilon > 0 \), and hence

\[
2^q \geq x^q + \delta 2^q (1 - \varepsilon)^q \geq x^q + \delta 2^q (1 - q\varepsilon)
\]

by the assumption and (4.13) with \( \alpha = q > 1 \). Thus

\[
x^q \leq 2^q [1 - \delta (1 - q\varepsilon)],
\]

where \( q\varepsilon \in (0, 1) \) and hence \( \delta (1 - q\varepsilon) \in (0, 1) \). By (4.13) with \( \alpha = \frac{1}{q} \in (0, 1) \), we have

\[
x \leq 2[1 - \delta (1 - q\varepsilon)]^{\frac{1}{q}} \leq 2 \left[ 1 - \frac{1}{q} \delta (1 - q\varepsilon) \right] = 2 - \frac{2\delta}{q} (1 - q\varepsilon).
\]
Here
\[ q \varepsilon = \frac{2\delta}{1 + 2\delta}, \quad 1 - q \varepsilon = \frac{1}{1 + 2\delta}, \quad \frac{2\delta}{q}(1 - q \varepsilon) = \frac{2\delta}{1 + 2\delta} = \varepsilon. \]
So, assuming that \( x > 2 - \varepsilon \), we arrived at \( x \leq 2 - \varepsilon \), a contradiction. Thus necessarily \( x \leq 2 - \varepsilon \), as claimed. \( \square \)

The following lemma is well known and immediate from the definition:

4.14. **Lemma.** If \((X, \| \cdot \|)\) is uniformly convex of power type \( q \) with \( 2 \leq q < \infty \) and constant \( \delta > 0 \) appearing in \( \text{(4.4)} \), then so is \( Y = L_q(\Omega; (X, \| \cdot \|)) \).

The following lemma is a quantitative elaboration of \( \text{[16, Lemma 9]} \):

4.15. **Lemma.** Let \( T = S^2 \) with \( S \) a symmetric Markovian operator on \((\Omega, \mathcal{A}, \mu)\) and suppose that \( X \) is uniformly convex of power type \( q \) with \( 2 \leq q < \infty \) and \( \delta > 0 \) appearing in \( \text{(4.4)} \). Then
\[
\| I - T \| \leq 2 - \varepsilon, \quad \text{on} \quad Y = L_q(\Omega; X),
\]
where \( \varepsilon := \frac{2\delta}{1 + 2\delta} \in (0, 1) \).

**Proof.** Notice that by Lemma 4.14, \( Y = L_q(\Omega; X) \) is also uniformly convex of power type \( q \) with constant \( \delta > 0 \) and \( T \) is a contraction on \( Y \). By Rota’s dilation lemma (its \( X \)-valued version as formulated in Lemma 4.10), we have
\[
T = E_A|_Y.
\]
On the other hand, observe that \( E_A \) acts as the identity on \( Y \). Hence, for any \( \lambda \in \mathbb{C} \), we have
\[
\lambda + T = (\lambda E_A + E_A|_E_B)|_Y = E_A(\lambda + E_B)|_Y = E_A(\lambda + P)|_Y,
\]
where we abbreviated \( P := E_B \).

Let \( y \) be a unit vector in \( Y \). Using \( \text{(4.4)} \), we get
\[
\left\| \frac{\lambda y + Py}{2} \right\|^q + \delta \left\| \frac{\lambda y - Py}{2} \right\|^q \leq \frac{1}{2} (|\lambda|^q + 1),
\]
where \( \|\lambda y + Py\| \geq \|E_A(\lambda y + Py)\| \geq \|\lambda y + Ty\| \). On the other hand (noting that \( P \) and \( E_A \) are contractive projections), we have
\[
\|\lambda y - Py\| \geq \|P(\lambda y - Py)\| = \|\lambda Py - P^2 y\| = \|\lambda Py - Py\| = \|P(\lambda - 1)Py\|,
\]
and hence
\[
\|\lambda y - Py\| \geq |1 - \lambda| \| Py \| \geq |1 - \lambda| (\|\lambda y + Py\| - |\lambda|) \geq |1 - \lambda| (\|\lambda y + Ty\| - |\lambda|).
\]
Also clearly \( \|\lambda y - Py\| \geq 0 \), and hence in fact
\[
\|\lambda y - Py\| \geq |1 - \lambda| (\|\lambda y + Ty\| - |\lambda|)_+, \quad \text{where} \quad \left(\|\lambda y + Ty\| - |\lambda|\right)_+ = \max(\|\lambda y + Ty\| - |\lambda|, 0).
\]
When \( \|\lambda y + Ty\| \) approaches \( \|\lambda + T\| \), we then deduce
\[
\left\| \frac{\lambda + T}{2} \right\|^q + \delta |1 - \lambda|^q \left(\frac{\|\lambda + T\| - |\lambda|}{2}\right)_+ \leq \frac{1}{2} (|\lambda|^q + 1).
\]
In particular, for $\lambda = -1$ we obtain
\[ \|I - T\|^q + 2(q(\|I - T\| - 1))^2 \leq 2^q. \]
By Lemma 4.12 for $x := \|I - T\| \in [0, 2]$ this implies
\[ \|I - T\| \leq 2 - \varepsilon, \]
where $\varepsilon := \frac{2\delta}{1 + 2\delta} \in (0, 1)$.

Corollary 3.18 and Lemma 4.15 imply the following result, which is [11, Remark 1.8(b)] (see also [16, Lemma 11]):

4.16. Corollary. Suppose that $X$ is uniformly convex of power type $q$ with $2 \leq q < \infty$ and $\delta > 0$ appearing in (4.4). Moreover, suppose that $\{T_t\}_{t>0}$ is a symmetric diffusion semigroup on $(\Omega, A, \mu)$. Then the extension of $\{T_t\}_{t>0}$ to $Y = L_q(\Omega; X)$ is analytic. More precisely, we have
\[ \|T(z)\| \lesssim \frac{q}{\delta} \left(1 + \log \left(\frac{q}{\delta}\right)\right), \]
for every $z \in \mathbb{C}$ such that $|\arg(z)| \lesssim \frac{\delta}{q}$ and $\{t\partial T_t\}_{t>0}$ is a uniformly bounded family of operators on $Y$, namely,
\[ \sup_{t>0} \|t\partial T_t\| \lesssim \frac{q^2}{\delta^2} \left(1 + \log \left(\frac{q}{\delta}\right)\right). \]

Proof. Applying Lemma 4.15 to $T = T_t$, we get
\[ \|I - T_t\| \leq 2 - \varepsilon, \quad \text{for all } t > 0, \]
where $\varepsilon = \frac{2\delta}{1 + 2\delta} \approx \frac{\varepsilon}{q}$. Then by choosing $M = 1$ and $\varepsilon \approx \frac{\delta}{q}$ in Corollary 3.18 the proof follows. \(\Box\)

Now, Theorem 4.7 and Corollary 4.16 imply the following estimate of $\sup_{t>0} \|t\partial T_t\|$ in terms of martingale cotype:

4.17. Corollary. Let $X$ be a Banach space of martingale cotype $2 \leq q < \infty$ with cotype constant $m_{q,X}$. Moreover, suppose that $\{T_t\}_{t>0}$ is a symmetric diffusion semigroup on $(\Omega, A, \mu)$. Then the extension of $\{T_t\}_{t>0}$ to $Y = L_q(\Omega; X)$ is analytic. More precisely, we have
\[ (4.18) \quad \|T(z)\| \lesssim q(m_{q,X})^{q+1}(1 + \log(q) + q \log(m_{q,X})), \]
for every $z \in \mathbb{C}$ such that $|\arg(z)| \lesssim \frac{1}{q m_{q,X}}$ and $\{t\partial T_t\}_{t>0}$ is a uniformly bounded family of operators on $Y$, namely,
\[ (4.19) \quad \sup_{t>0} \|t\partial T_t\| \lesssim B, \quad B := q^2(m_{q,X})^{2q+1}(1 + \log(q) + q \log(m_{q,X})). \]

Proof. Assuming that $|\cdot|$ is the equivalent norm on $X$ guaranteed by Theorem 4.7 and $Y = L_q(\Omega; (X, |\cdot|))$ we can deduce by Theorem 4.7 and Corollary 4.16 that
\[ |T(z)| \lesssim q m_{q,X}^q(1 + \log(q) + q \log(m_{q,X})) \]
\[ \sup_{t > 0} |t\partial T_t| \lesssim (q(m_{q,X})^q)^2 (1 + \log(q) + q \log(m_{q,X})). \]

Hence we conclude that
\[ \|T(z)\| \leq m_{q,X} |T(z)| \lesssim q(m_{q,X})^{q+1} (1 + \log(q) + q \log(m_{q,X})) \]
and
\[ \sup_{t > 0} \|t\partial T_t\| \leq m_{q,X} \sup_{t > 0} |t\partial T_t| \lesssim q^2 (m_{q,X})^{2q+1} (1 + \log(q) + q \log(m_{q,X})). \]

\[ \square \]

5. **Littlewood–Paley–Stein inequalities: First approach**

In this section we will use the quantitative analyticity bounds of the previous section to obtain the following new quantitative version of [16, Theorem 2 (i)]:

5.1. **Theorem.** Let \( X \) be a Banach space and \( k \) a positive integer. If \( X \) has martingale cotype \( q \) with \( 2 \leq q < \infty \), then for every symmetric diffusion semigroup \( \{T_t\}_{t > 0} \) and for every \( 1 < p < \infty \) we have

\[ \left( \int_0^\infty \|k^{\cdot}k^k T_t f\|_{X}^q \frac{dt}{t} \right)^{1/q} \leq_B m_{q,X} \|f\|_{L^p(\Omega; X)}, \]

for all \( f \in L^p(\Omega; X) \), where \( B := q^2 (m_{q,X})^{2q+1} (1 + \log(q) + q \log(m_{q,X})) \) is the constant appearing in (4.19) of Corollary 4.17.

If \( p = q \) and \( k = 1 \), then we have the sharper bound

\[ \left( \int_0^\infty \|t\partial T_t f\|_{X}^q \frac{dt}{t} \right)^{1/q} \lesssim_{p \wedge q} B m_{q,X} \|f\|_{L^q(\Omega; X)}, \]

for all \( f \in L^q(\Omega; X) \) and the implied constant is absolute.

5.4. **Remark** (see also [16], Remark 3). Applied to the heat semigroup \( \{H_t\}_{t > 0} \) of \( \mathbb{R}^n \), the above theorem implies a dimension free estimate for the \( g \)-function associated to \( \{H_t\}_{t > 0} \):

\[ \left( \int_0^\infty \|t\partial H_t f\|_{X}^q \frac{dt}{t} \right)^{1/q} \lesssim_{p \wedge q} B^2 m_{q,X} \|f\|_{L^p(\mathbb{R}^n; X)}, \forall f \in L^p(\mathbb{R}^n; X). \]

when \( X \) is of martingale cotype \( q \). In addition, if \( p = q \) the same theorem implies

\[ \left( \int_0^\infty \|t\partial H_t f\|_{X}^q \frac{dt}{t} \right)^{1/q} \lesssim B m_{q,X} \|f\|_{L^q(\mathbb{R}^n; X)}, \forall f \in L^q(\mathbb{R}^n; X). \]
Compare this with the following estimate which was obtained in [6, Theorem 17]:

$$\left( \int_0^\infty \| t \partial H_t f \|^q_{L_q(\mathbb{R}^n; Y)} \frac{dt}{t} \right)^{1/q} \lesssim \sqrt{n \cdot m_{q,X}} \| f \|_{L_q(\mathbb{R}^n; Y)}, \forall f \in L_q(\mathbb{R}^n; Y)$$

when $Y$ is a Banach space that admits an equivalent norm with modulus of uniform convexity of power type $q$. We note that the constant $B$ can be very large, so that the second bound is typically sharper in moderate dimensions $n$, but becomes inferior as $n \to \infty$.

In order to prove Theorem 5.1 the following lemma, due to Naor and one of us [6, Lemma 24] will play a crucial role in our argument:

5.5. Lemma ([6], Lemma 24). Fix $q \in [2, \infty)$, $\alpha \in (1, \infty)$ and a Banach space $(X, \| \cdot \|_X)$ of martingale cotype $q$ with constant $m_{q,X}$. Suppose that $\{T_t\}_{t>0}$ is a symmetric diffusion semigroup on a measure space $(\Omega, X)$. Then for any $f \in L_q(\Omega; X)$ we have

$$\left( \int_0^\infty \| (T_t - T_{\alpha t}) f \|^q_{L_q(\Omega; X)} \frac{dt}{t} \right)^{1/q} \leq (\log(\alpha))^q m_{q,X} \| f \|_{L_q(\Omega; X)}.$$

The following lemma shows Theorem 5.1 in the case $p = q$ and $k = 1, 2$, but the bound provided by the lemma is worse than that asserted in the theorem when $k > 2$. Thus, some more work will be needed further below to obtain Theorem 5.1 as stated.

5.6. Lemma (quantitative version of [16], Lemma 13). Let $X$ be a Banach space of martingale cotype $2 \leq q < \infty$ with cotype constant $m_{q,X}$ and $k$ be a positive integer. Moreover, suppose that $\{T_t\}_{t>0}$ is a symmetric diffusion semigroup on a measure space $(\Omega, X)$. Then for any $f \in L_q(\Omega; X)$ we have

$$\left( \int_0^\infty \| t^k \partial^k T_t f \|^q_{L_q(\Omega; X)} \frac{dt}{t} \right)^{1/q} \lesssim k^k B^k m_{q,X} \| f \|_{L_q(\Omega; X)},$$

where $B := q^2 (m_{q,X})^{2q+1} (1 + \log(q) + q \log(m_{q,X}))$ is the constant appearing in (4.19) of Corollary 4.17.

5.8. Remark. Later on we will only use this lemma in the case $k = 1$ and we will get a different bound form the one appearing in (5.7) for $k > 1$.

Proof. We will use the idea of the proof of [6, Theorem 17]. By the semigroup identity $\partial T_{t+s} = \partial T_t T_s$ and the convergence

$$\| \partial T_t \| = \frac{1}{t} \| t \partial T_t \| \leq \frac{B}{t} \quad t \to \infty$$

from (4.19), we can expand

$$\partial T_t f = \sum_{k=-1}^\infty (\partial T_{2^k+1} - \partial T_{2^k+2}) f = \sum_{k=-1}^\infty \partial T_{2^k} (T_{2^k t} - T_{3 \cdot 2^k t}) f.$$
Then by the triangle inequality we can estimate
\[
\left( \int_0^\infty \| t \partial T_t f \|^q_{L_q(\Omega; X)} \frac{dt}{t} \right)^{1/q} \leq \sum_{k=-1}^{\infty} \left( \int_0^\infty \| t \partial T_{2^k t} (T_{2^{k+1} t} - T_{3^{k+1} t}) f \|^q_{L_q(\Omega; X)} \frac{dt}{t} \right)^{1/q}
\]
\[= \sum_{k=-1}^{\infty} 2^{-k} \left( \int_0^\infty \| t \partial T_t (T_t - T_{3t}) f \|^q_{L_q(\Omega; X)} \frac{dt}{t} \right)^{1/q}
\]
\[= q \left( \int_0^\infty \| t \partial T_t (T_t - T_{3t}) f \|^q_{L_q(\Omega; X)} \frac{dt}{t} \right)^{1/q}. \tag{5.10}
\]

We are now in a position of using Corollary 4.17 as follows:
\[
\| t \partial T_t (T_t - T_{3t}) f \|^q_{L_q(\Omega; X)} \lesssim B \| (T_t - T_{3t}) f \|^q_{L_q(\Omega; X)}, \quad \forall t > 0.
\tag{5.11}
\]

Combining the above inequalities together with Lemma 5.5, we derive
\[
\left( \int_0^\infty \| t \partial T_t f \|^q_{L_q(\Omega; X)} \frac{dt}{t} \right)^{1/q} \lesssim B \left( \int_0^\infty \| (T_t - T_{3t}) f \|^q_{L_q(\Omega; X)} \frac{dt}{t} \right)^{1/q}
\]
\[\lesssim B (\log(3))^{\frac{1}{q}} m_{q, X} \| f \|^q_{L_q(\Omega; X)}
\]
This is (5.7) for \( k = 1 \). To handle a general \( k \), by the semigroup identity
\[T_{t+s} = T_t T_s,\]
we have
\[t^k \partial^k T_t = k^k \left( t \frac{\partial}{\partial t} \right)^k.\]
This implies that
\[
\left( \int_0^\infty \| t^k \partial^k T_t f \|^q_{L_q(\Omega; X)} \frac{dt}{t} \right)^{1/q} = k^k \left( \int_0^\infty \| (t \partial T_t)^k f \|^q_{L_q(\Omega; X)} \frac{dt}{t} \right)^{1/q}. \tag{5.12}
\]

Thus, by (5.11) and (5.12) and the already proved inequality, we obtain
\[
\left( \int_0^\infty \| t^k \partial^k T_t f \|^q_{L_q(\Omega; X)} \frac{dt}{t} \right)^{1/q} \lesssim k^k \left( \int_0^\infty \| (t \partial T_t)^{k-1} (t \partial T_t) f \|^q_{L_q(\Omega; X)} \frac{dt}{t} \right)^{1/q}
\]
\[\lesssim k^k B^{k-1} \left( \int_0^\infty \| t \partial T_t f \|^q_{L_q(\Omega; X)} \frac{dt}{t} \right)^{1/q}
\]
\[\lesssim k^k B^k m_{q, X} \| f \|^q_{L_q(\Omega; X)}.
\]

The lemma is thus proved. \qed

To show Theorem 5.1 for any \( 1 < p < \infty \), we will use Stein’s complex interpolation machinery. To that end, we will need the notion of fractional
integrals. For a (nice) function \( \varphi \) on \((0, \infty)\) we define

\[
I_\alpha^\varphi(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \varphi(s) ds, \quad t > 0.
\]

The integral on the right hand side is well defined for any \( \alpha \in \mathbb{C} \) with \( \Re \alpha > 0 \); moreover, \( I_\alpha^\varphi \) is analytic in the right half complex plane \( \Re \alpha > 0 \).

Using integration by parts, Stein showed in [14, Section III.3] that \( I_\alpha^\varphi \) has an analytic continuation to the whole complex plane, which satisfies the following properties:

1. \( I_\alpha^\varphi I_\beta^\varphi = I_{\alpha+\beta}^\varphi \) for any \( \alpha, \beta \in \mathbb{C} \);
2. \( I_0^\varphi = \varphi \); and
3. \( I_{-k}^\varphi = \partial^k \varphi \) for any positive integer \( k \).

We will apply \( I_\alpha^\varphi \) to \( \varphi \) defined by \( \varphi(s) = T_s f \) for a given function \( f \) in \( L^p(\Omega; X) \) and set

\[
M_\alpha^\varphi t f = t^{-\alpha} I_\alpha^\varphi(t) \text{ with } \varphi(s) = T_s f.
\]

Note that \( M_1^\varphi t f = 1 t \hat{\int}_t^0 T_s f ds, M_0^\varphi t f = T_t f \) and \( M_{-k}^\varphi t f = t^k \partial^k T_t f \) for \( k \in \mathbb{N} \).

The following lemma is [3, Theorem 2.3]:

**5.13. Lemma** ([3], Theorem 2.3 and [16], Lemma 14). Let \( q \) and \( X \) be as in Theorem 5.1. Then for any \( 1 < p < \infty \) we have

\[
\left\| \left( \int_0^\infty \| t \partial M_t^\varphi f \|_X^q \frac{dt}{t} \right)^{\frac{1}{q}} \right\|_{L^p(\Omega)} \lesssim_{p,q,m,q,X} \| f \|_{L^p(\Omega; X)}, \quad \forall f \in L^p(\Omega; X).
\]

**5.14. Lemma** ([16], Lemma 15). Let \( \alpha \) and \( \beta \) be complex numbers such that \( \Re \alpha > \Re \beta > -1 \). Then for any positive integer \( k \)

\[
\left( \int_0^\infty \| t^k \partial^k M_t^\alpha f \|_X^q \frac{dt}{t} \right)^{\frac{1}{q}} \lesssim_{\Re \alpha, \Re \beta, \pi|\Im (\alpha-\beta)|} \left( \int_0^\infty \| t^k \partial^k M_t^\beta f \|_X^q \frac{dt}{t} \right)^{\frac{1}{q}}
\]

on \( \Omega \).

Combining Lemma 5.13 and Lemma 5.14 with \( k = \beta = 1 \), we get:

**5.15. Lemma** ([16], Lemma 16). For any \( 1 < p < \infty \) and \( \alpha \in \mathbb{C} \) with \( \Re \alpha > 1 \)

\[
\left\| \left( \int_0^\infty \| t \partial M_t^\alpha f \|_X^q \frac{dt}{t} \right)^{\frac{1}{q}} \right\|_{L^p(\Omega)} \lesssim_{p,q,\Re \alpha} \| f \|_{L^p(\Omega; X)},
\]

for all \( f \in L^p(\Omega; X) \).

Now we provide the following new quantitative version of [16, Lemma 17] which we will use in the proof of Theorem 5.1.
5.16. Lemma \((16, \text{Lemma 17})\). For any \(\alpha \in \mathbb{C}\)

\[
(5.17) \left\| \left( \int_0^\infty \left\| t \partial M_t^\alpha f \right\|_X^{\alpha} \frac{dt}{t} \right\|_\Omega^{1/q} \leq \text{Re} \alpha \left( (\alpha + 1)^{N(\text{Re} \alpha)} B^{1+N(\text{Re} \alpha)} m_q X \pi |\text{Im} \alpha| \right) \right\|_L_q(\Omega; X),
\]

for all \(f \in L_q(\Omega; X)\), where

\[
(5.18) N(\text{Re} \alpha) = \begin{cases} 0, & \text{if } \text{Re} \alpha > 0, \\ \text{smallest } n \geq 0 \text{ such that } n > -\text{Re} \alpha, \end{cases}
\]

and \(B := q^2 (m_q X)^{2q+1} (1 + \log(q) + q \log(m_q X))\) is the constant appearing in \((4.19)\) of Corollary \((4.17)\).

Proof. Combining Lemmas \((5.6)\) and \((5.14)\) with \(\beta = 0\), we deduce that for a positive integer \(k\) and \(\alpha \in \mathbb{C}\) with \(\text{Re} \alpha > 0\)

\[
(5.19) \left\| \left( \int_0^\infty \left\| t^k \partial^k M_t^\alpha f \right\|_X^{\alpha} \frac{dt}{t} \right\|_\Omega^{1/q} \leq \text{Re} \alpha \left( k^k B^k m_q X e^{\pi |\text{Im} \alpha|} \right) \right\|_L_q(\Omega; X),
\]

for all \(f \in L_q(\Omega; X)\).

In order to prove the general case for any \(\alpha \in \mathbb{C}\), we will use an induction argument. In particular, we will prove the following estimate for any \(\alpha \in \mathbb{C}\) with \(\text{Re} \alpha > -n, \ n \in \mathbb{N}\)

\[
(5.20) \left\| t^k \partial^k M_t^\alpha f \right\|_L_q(\Omega; L_q((\mathbb{R}^+, \frac{dt}{t}); X)) \leq \phi_n(k, \alpha) \left\| f \right\|_L_q(\Omega; X),
\]

where

\[
(5.21) \phi_n(k, \alpha) := k^k B^k C(\text{Re} \alpha + n) m_q X e^{\pi |\text{Im} \alpha|} \psi_n(k, \alpha),
\]

\(C(\text{Re} \alpha + n)\) is a positive constant that depends on \(\text{Re} \alpha + n\) and

\[
(5.22) \psi_n(k, \alpha) \leq c^n (k + |\alpha|)^n B^n.
\]

Noting that for any \(\alpha \in \mathbb{C}\)

\[
\partial M_t^\alpha = -\alpha t^{-1} M_t^\alpha + t^{-1} M_t^{\alpha-1},
\]

we have

\[
(5.23) t^k \partial^k M_t^{\alpha-1} = (k + \alpha) t^k \partial^k M_t^\alpha + t^{k+1} \partial^{k+1} M_t^\alpha.
\]

Observe that for \(n = 0\), by what is already proved in \((5.19)\) we have

\[
\left\| t^k \partial^k M_t^\alpha f \right\|_L_q(\Omega; L_q((\mathbb{R}^+, \frac{dt}{t}); X)) \leq \phi_0(k, \alpha) \left\| f \right\|_L_q(\Omega; X),
\]

where \(\phi_0(k, \alpha) \leq k^k B^k C(\text{Re} \alpha) m_q X e^{\pi |\text{Im} \alpha|} \psi_0(k, \alpha)\) and \(\psi_0(k, \alpha) = 1\).

Now, let us assume that \((5.20)\) holds for some \(n \in \mathbb{N}\) and we prove it for \(n + 1\). To be more precise, if \(\text{Re} \alpha > -n\), where \(\alpha := \alpha + 1\), then using the induction hypothesis \((5.20)\) and \((5.22)\) we deduce that

\[
(5.24) \left\| t^k \partial^k M_t^{\alpha-1} f \right\|_L_q(\Omega; L_q((\mathbb{R}^+, \frac{dt}{t}); X))
\]
\[
\begin{align*}
&\leq |k + \tilde{\alpha}||t^k \partial^k M_t^\alpha f|_{L_q(\Omega; L_q((\mathbb{R}^+, \mathbb{R}^+)); X)} + ||t^{k+1} \partial^{k+1} M_t^\alpha f|_{L_q(\Omega; L_q((\mathbb{R}^+, \mathbb{R}^+)); X)} \\
&\leq \left( |k + \tilde{\alpha}| \phi_n(k, \tilde{\alpha}) + \phi_n(k+1, \tilde{\alpha}) \right) \|f\|_{L_q(\Omega; X)} \\
&= \left( |k + \alpha + 1| \phi_n(k, \alpha + 1) + \phi_n(k+1, \alpha + 1) \right) \|f\|_{L_q(\Omega; X)}.
\end{align*}
\]

Hence,
\[
\phi_{n+1}(k, \alpha) = k^k B^k C(\Re \alpha + n + 1) m_{q,X} e^{\pi |\Im \alpha|} \psi_{n+1}(k, \alpha)
\]
\[
|k + \alpha + 1| \phi_n(k, \alpha + 1) + \phi_n(k+1, \alpha + 1)
\]
\[
\leq (k + 1)k^k B^k C(\Re \alpha + 1 + n) m_{q,X} e^{\pi |\Im \alpha|} \psi_n(k, \alpha + 1)
\]
\[
+ (k+1)^{k+1} B^{k+1} C(\Re \alpha + 1 + n) m_{q,X} e^{\pi |\Im \alpha|} \psi_n(k+1, \alpha + 1).
\]

and for \(\psi_{n+1}(k, \alpha)\) we have
\[
\psi_{n+1}(k, \alpha) \leq |k + \alpha + 1| \psi_n(k, \alpha + 1) + \left( \frac{k+1}{k} \right)^k (k+1) B \psi_n(k+1, \alpha + 1),
\]
where \((k+1)^k \leq e\).

Now, by the induction hypothesis \(5.22\) for the functions \(\psi_n(k, \alpha)\) and \(5.25\) we have
\[
\psi_{n+1}(k, \alpha) \leq |k + \alpha + 1| c^n (k + |\alpha| + 1)^n B^n
\]
\[
+ e(k+1) B \cdot c^n (k + 1 + |\alpha| + 1)^n B^n
\]
\[
\leq c^n B^{n+1} (k + |\alpha| + 2)^n + 1 + e).
\]

Here
\[
(k + |\alpha| + 2)^n + 1 = (k + |\alpha|)^{n+1} \left( 1 + \frac{2}{k + |\alpha|} \right)^{n+1} (1 + e)
\]
\[
\leq (k + |\alpha|)^{n+1} \left( 1 + \frac{2}{\max(1, n)} \right)^{n+1} (1 + e)
\]
\[
\leq (k + |\alpha|)^{n+1} c,
\]

since for the minimal nonnegative \(n > -\Re \alpha\) we have
\[
k + |\alpha| \geq 1 + |\alpha| \geq \max(1, n).
\]

Now, by the estimate \(5.26\) for the functions \(\psi_{n+1}(k, \alpha)\) and \(5.27\) we can conclude
\[
\psi_{n+1}(k, \alpha) \leq c^n B^{n+1} (k + |\alpha| + 2)^n + 1 + e)
\]
\[
\leq c^n B^{n+1} (k + |\alpha|)^{n+1} c = c^{n+1} B^{n+1} (k + |\alpha|)^{n+1}.
\]

This completes the proof of \(5.22\) by induction. Therefore, by combining \(5.20\), \(5.21\) and \(5.22\) we obtain the following estimate for any \(\alpha \in \mathbb{C}\) with \(\Re \alpha > -n\)
\[
||t^k \partial^k M_t^\alpha f|_{L_q(\Omega; L_q((\mathbb{R}^+, \mathbb{R}^+)); X))} \leq \phi_n(k, \alpha) \|f\|_{L_q(\Omega; X)}
\]
\[
\leq k^k B^k C(\Re \alpha + n) m_{q,X} e^{\pi |\Im \alpha|} c^n (k + |\alpha|)^n B^n \|f\|_{L_q(\Omega; X)}
\]
\[
\lesssim_{\Re \alpha} k^k B^{k+N(\Re \alpha)} (k + |\alpha|)^{N(\Re \alpha)} m_{q,X} e^{\pi |\Im \alpha|} \|f\|_{L_q(\Omega; X)}.
\]
where \( n = N(\text{Re } \alpha) \) is as in (5.18). In particular for \( k = 1 \), we have (5.17).

Now we are ready to show Theorem 5.1.

**Proof of Theorem 5.1.** We will prove by an induction argument the following more general statement: for any \( \alpha \in \mathbb{C} \)

\[
\left\| \left( \int_0^\infty \| t^k \partial^k M_t^\alpha f \|_X^q \frac{dt}{t} \right)^{1/q} \right\|_{L_p(\Omega)} \leq C(k + |\alpha|)^{k-1} B^{k+1+|\text{Re } \alpha|} m_{q,X} \left\| f \right\|_{L_p(\Omega; X)},
\]

for all \( f \in L_p(\Omega; X) \), where \( C = C(p, q, \alpha) \) is a positive constant that depends on \( p, q \) and \( \alpha \), and \( B := q^2(m_{q,X})^{2q+1}(1 + \log(q) + q \log(m_{q,X})) \).

We fix \( \alpha \in \mathbb{C} \) and choose \( \theta \in (0, 1) \), \( r \in (1, \infty) \), \( \alpha_0, \alpha_1 \in \mathbb{C} \) such that the following hold

\[
\frac{1}{p} = \frac{1-\theta}{q} + \frac{\theta}{r}, \quad \alpha = (1-\theta)\alpha_0 + \theta \alpha_1,
\]

\( \text{Re } \alpha_1 > 1 \) and \( \text{Im } \alpha_0 = \text{Im } \alpha_1 = \text{Im } \alpha \).

Then the classical complex interpolation of vector-valued \( L_p \)-spaces (see [2]) implies

\[
L_p(\Omega; X) = [L_q(\Omega; X), L_r(\Omega; X)]_{\theta}.
\]

Hence for any \( f \in L_p(\Omega; X) \) with \( \| f \|_{L_p(\Omega; X)} < 1 \) there exists a continuous function \( F \) from the closed strip \( \{ z \in \mathbb{C} : 0 \leq \text{Re } z \leq 1 \} \) to \( L_q(\Omega; X) + L_r(\Omega; X) \), which is analytic in the interior and satisfies

\[
F(\theta) = f, \quad \sup_{y \in \mathbb{R}} \| F(iy) \|_{L_q(\Omega; X)} < 1 \quad \text{and} \quad \sup_{y \in \mathbb{R}} \| F(1 + iy) \|_{L_r(\Omega; X)} < 1.
\]

Define

\[
\mathcal{F}_\theta(z) = e^{z^2-\theta^2} t \partial M_t^{1-z\alpha_0 + z\alpha_1} F(z).
\]

Viewed as a function of \( z \) on the strip \( \{ z \in \mathbb{C} : 0 \leq \text{Re } z \leq 1 \} \), the function \( \mathcal{F} \) takes values in \( L_q(\Omega; L_q(\mathbb{R}_+; X)) + L_r(\Omega; L_q(\mathbb{R}_+; X)) \), where \( \mathbb{R}_+ \) is equipped with the measure \( \frac{dt}{t} \). By the analyticity of \( M^{1-z\alpha_0 + z\alpha_1} \) in \( z \), we see that \( \mathcal{F} \) is analytic in the interior of the strip. Moreover, by Lemma 5.16 applied to \( (1 - iy)\alpha_0 + iy\alpha_1 \), where real part is \( \text{Re } \alpha_0 \) by (5.30), in place of \( \alpha \) we get

\[
\mathcal{F}_\theta(z) = e^{z^2-\theta^2} t \partial M_t^{1-z\alpha_0 + z\alpha_1} F(z).
\]

In particular, for \( k = 1 \), we have (5.17).
for all \( y \in \mathbb{R} \) and
\[
G(y) := \left( |\alpha_0| \sqrt{1 + y^2} + |y||\alpha_1| + 2 \right)^{1+|\Re \alpha_0|} e^{-y^2} e^{\Re(\alpha_1-\alpha_0)y} e^{\pi|\Im \alpha|}.
\]
Notice that \( y \mapsto G(y) \) is continuous on \( \mathbb{R} \) and \( \lim_{y \to \pm \infty} G(y) = 0 \). Therefore it attains some maximum \( M_0(\alpha_0, \alpha_1, \alpha) = M_1(p, q, \alpha) \), where the last equality holds since the choice of \( \alpha_0 \) and \( \alpha_1 \) in (5.30) depends only on \( p, q \) and \( \alpha \).

Hence
\[
\sup_{y \in \mathbb{R}} \| F(iy) \|_{L_q(\Omega; L_q((\mathbb{R}^+ + dt)/t); X))} \lesssim_{p, q, \alpha} B^{1+N(\Re \alpha_0)} m_{q, X}.
\]
Similarly, Lemma 5.15, with \(-iy\alpha_0 + (1 + iy)\alpha_1 \) in place of \( \alpha \), implies
\[
\sup_{y \in \mathbb{R}} \| F(1 + iy) \|_{L_r(\Omega; L_q((\mathbb{R}^+ + dt)/t); X))} \lesssim_{p, q, \alpha} m_{q, X}.
\]
We then deduce that \( F(\theta) \) belongs to the complex interpolation space
(5.31) \[ [L_q(\Omega; L_q(\mathbb{R}^+; X)), L_r(\Omega; L_q(\mathbb{R}^+; X))]_{\theta} \]
with norm majorized by
\[
\lesssim_{p, q, \alpha} \left( B^{1+N(\Re \alpha_0)} m_{q, X} \right)^{1-\theta} \left( m_{q, X} \right)^{\theta} = B^{(1-\theta)(1+N(\Re \alpha_0))} m_{q, X},
\]
where
\[
(1 - \theta)(1 + N(\Re \alpha_0)) = (1 - \theta) \left\{ 1 + N \left( \frac{1}{1 - \theta} \Re \alpha - \frac{\theta}{1 - \theta} \Re \alpha_1 \right) \right\} \]
\[ \overset{(*)}{=} (1 - \theta) \left\{ 1 + N \left( \frac{1}{1 - \theta} \Re \alpha - \frac{\theta}{1 - \theta} \Re \alpha_1 \right) \right\} \]
\[ \leq (1 - \theta) \left\{ 2 + \left( \frac{1}{1 - \theta} |\Re \alpha| + \frac{\theta}{1 - \theta} \right) \right\} \]
\[ 2 - 2 \theta + |\Re \alpha| + \theta \leq 2 + |\Re \alpha|,
\]
since we can choose \( \Re \alpha_1 \) just slightly larger than 1 to ensure the equality in (\(*\)). However, the latter space coincides with \( L_p(\Omega; L_q(\mathbb{R}^+; X)) \) isometrically. Since
\[
F_t(\theta) = t \partial M_t^\alpha F(\theta) = t \partial M_t^\alpha f,
\]
we get
\[
\left\| \left( \int_0^\infty \| t \partial M_t^\alpha f \|_{X/t}^{q} \frac{dt}{t} \right)^{1/q} \right\|_{L_p(\Omega)} \lesssim_{p, q, \alpha} B^{2 + |\Re \alpha|} m_{q, X} \| f \|_{L_p(\Omega; X)},
\]
for all \( f \in L_p(\Omega; X) \). This is (5.29) for \( k = 1 \).
Now, let us assume that (5.29) holds for some $k$. Then using (5.23) and the induction hypothesis (5.29), we get
\[\|t^{k+1}M^1 f\|_{L^p(\Omega; L^q((\mathbb{R}^+; \mathbb{C})))} \leq \|t^{k}M^1 f\|_{L^p(\Omega; L^q((\mathbb{R}^+; \mathbb{C})))} + |k + \alpha| \|t^\alpha M^1 f\|_{L^p(\Omega; L^q((\mathbb{R}^+; \mathbb{C})))}
\]
\[\leq C \left((k + |\alpha - 1|)^{k-1} |B^{k+1}|_{\inf} \right) |f|_{L^p(\Omega; X)}
\]
\[= C((k + 1) + |\alpha|)^{k-1} |B^{k+1}|_{\inf} m_{q,X} |f|_{L^p(\Omega; X)}.
\]
Thus, we derive (5.29) for any $k$. Theorem 5.1 corresponds to (5.29) for $\alpha = 0$. In particular, we get
\[\left(\int_0^\infty \|t^{k}M^1 f\|_{L^p(\Omega; X)} \frac{dt}{t}\right)^{1/q} \leq C(p, q) k^{k-1} |B^{k+1}|_{\inf} m_{q,X} |f|_{L^p(\Omega; X)},
\]
for all $f \in L^p(\Omega; X)$. Thus, the theorem is completely proved. \(\square\)

6. Littlewood–Paley–Stein inequalities: Second approach

In this section we obtain an alternative estimate for the constant appearing in (5.3) of Theorem 5.1 by combining our Corollary 4.17 with another result of Xu [17, Theorem 1.4]. Before we proceed we need to recall some notions from [17].

Recall that an operator $T$ on $L^p(\Omega)$ ($1 \leq p \leq \infty$) is regular (more precisely, contractively regular) if
\[\|\sup_k |T(f_k)|\|_p \leq \|\sup_k |f_k|\|_p
\]
for all finite sequences \(\{f_k\}_{k \geq 1}\) in $L^p(\Omega)$.

Recall that $\{T_t\}_{t \geq 0}$ is analytic on $L^p(\Omega; X)$ if $\{T_t\}_{t \geq 0}$ extends to a bounded analytic function from an open sector $\Sigma_{\beta_0} = \{z \in \mathbb{C} : |\arg(z)| < \beta_0\}$ to $B(L^p(\Omega; X))$ for some $0 < \beta_0 \leq \frac{\pi}{2}$, where $B(Y)$ denotes the space of bounded linear operators on a Banach space $Y$. In this case,
\[(6.1) \quad T_{\beta_0} = \sup \{\|T_z\|_{B(L^p(\Omega; X))} : z \in \Sigma_{\beta_0}\} < \infty.
\]

Now, we can state the following result of Xu:

6.2. Theorem ([17], Theorem 1.4). Let $X$ be a Banach space, $2 \leq q < \infty$ and $\{T_t\}_{t \geq 0}$ be a strongly continuous semigroup of regular operators on $L^p(\Omega)$ for a single $1 < p < \infty$. Assume additionally that $\{T_t\}_{t \geq 0}$ satisfies (6.1).
Let $\beta_q = \beta_0 \min\left(\frac{p}{q}, \frac{p'}{q'}\right)$. If $X$ has martingale cotype $q$, then

\begin{equation}
\left\| \left( \int_0^\infty \| t \partial_t f \|_X^q \frac{dt}{t} \right)^{1/q} \right\|_{L_p(\Omega)} \lesssim \beta_q^{-3} T_{\beta_0} \min\left(\frac{p}{q}, \frac{p'}{q'}\right) \max\left(p, p' + \frac{1}{q'}\right) m_{q,X} \times \| f \|_{L_p(\Omega; X)} \tag{6.3}
\end{equation}

for all $f \in L_p(\Omega; X)$.

By choosing $p = q$, $\beta_0 = \frac{1}{q m_{q,X}^q}$, $T_{\beta_0} = \beta_0 B$, where $B = q^2 (m_{q,X})^{2q+1} (1 + \log(q) + q \log(m_{q,X}))$, in Corollary 4.17 we can estimate the constant in (6.3) in terms of the martingale cotype constant $m_{q,X}$ and exponent $q$ as follows:

\begin{equation}
\lesssim \beta_0^{-2} B m_{q,X} \| f \|_{L_p(\Omega; X)} = (q m_{q,X}^q)^2 B m_{q,X} \| f \|_{L_p(\Omega; X)} \tag{6.4}
\end{equation}

6.5. Remark. In Corollary 4.17 we assume that $\{T_t\}_{t > 0}$ is as symmetric diffusion semigroup on $(\Omega, A, \mu)$. Notice that (since any positive contraction is regular) if $\{T_t\}_{t > 0}$ is a symmetric diffusion semigroup then $\{T_t\}_{t > 0}$ is a strongly continuous semigroup of regular operators on $L_p(\Omega)$.

We see that the bound (5.3) that we get by the first approach in the special case $p = q$, $k = 1$ is somewhat better than what we get in (6.4) by the second approach in the same case. We haven’t traced the dependence that the second approach would give for $p \neq q$, since this would require the analyticity bounds of Corollary 4.17 for $p \neq q$, while our considerations in Section 3 are most naturally adapted to the case $p = q$.
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