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Abstract: As a representative form of new energy generation, wind power has effectively alleviated environmental pollution and energy shortages. This paper constructs a green economic indicator to measure the degree of coordinated development of environmental and social benefits. To increase the amount of wind power consumption, an economic dispatch model based on the coordinated operation of cogeneration units and electric boilers was established; we also introduced the green certificate transaction cost, which effectively meets the strategic needs of China’s energy low-carbon transformation top-level system design. Wind power output has instability and volatility, so it puts higher requirements on the stable operation of thermal power units. To solve the stability problem, this paper introduces the output index of the thermal power unit and rationally plans the unit combination strategy, as well as introducing the concept of chance-constrained programming due to the uncertainty of load and wind power in the model. Uncertainty factors are transformed into load forecasting errors and wind power prediction errors for processing. Based on the normal distribution theory, the uncertainty model is transformed into a certain equivalence class model, and the improved disturbance mutated particle swarm optimization algorithm is used to solve the problem. Finally, the validity and feasibility of the proposed model are verified based on the IEEE30 node system.
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1. Introduction

With the rapid development of the social economy, environmental problems and energy crises have become increasingly prominent. The green economy is an important development model for achieving sustainable development and resolving the contradiction between economic development and ecological environment [1,2]. Wind power is a new form of energy power generation. Because of the increasing installed capacity and grid-connected scale, it has significantly alleviated environmental pollution and energy crisis. Wang X et al. proposed a green certificate trading mechanism which is a supporting mechanism for the renewable energy quota system. Government and regulators allocate a certain amount of renewable energy quotas to power companies according to the situation. The quotas must be completed by delivering green certificates. The drawback is that it does not take into account the price of green certificates changes in real time with supply and demand. In this paper, based on the actual transaction data, the green certificate transaction curve is drawn, and through multiple documents, the green certificate transaction formula is formulated under the conditions of satisfying the supply and demand relationship and the government punishment mechanism [3].

The randomness and uncertainty of wind power seriously threaten the safety and economy of grid operation [4]. The error between the predicted and actual values determines the uncertainty
of wind power [5]. Cong P et al. proposed a pre-active power scheduling method that considers the prediction error of renewable energy power generation to eliminate risks and reduce the cost of distribution network companies. The disadvantage is that the load prediction error is not considered [6]. Some common methods to solve problems such as randomness and uncertainty are Stochastic optimization [7], chance-constrained optimization [8], robust optimization [9], etc. These methods aid us in dealing with the uncertainty of wind power. We use the method of opportunity constraint to deal with variables. To meet the power supply and heating demand, Northeast China mainly uses coal-fired cogeneration units and thermal power units [10] for combined power generation. The region is rich in wind energy resources and has established a large number of wind farms. To increase the amount of wind power consumption, other equipment needs to be added to increase the flexibility of the system. Therefore, electric energy storage equipment [11,12] and thermal energy auxiliary equipment [13,14] have been developed and applied. The basic function of an energy storage device is to directly consume the remaining wind power. In previous papers [15–17], the literature validates the effectiveness of pumped storage technology in wind power consumption. Cleary Brendan et al. elaborated on the important role of compressed air storage in wind power systems and considered compressed air storage as the most attractive energy storage technology [18]. In multiple past papers [19–21], hydrogen storage technology not only increased the amount of wind power consumption but also saved energy. Using the remaining wind power to break down water into hydrogen and oxygen, hydrogen is stored, and hydrogen can be converted into electricity in different ways when electrical energy is needed. The basic function of the thermal energy auxiliary equipment is to use excess electric energy to generate heat, and then convert the heat into electric energy when necessary. This method reduces the output power of the cogeneration unit. This method is of great help for us to deal with the remaining problems of wind power, so an electric boiler is added in this paper to absorb wind power further. In our following study, we will further improve the research on wind power storage. Common thermal energy auxiliary equipment includes electric boilers, heat pumps and the like, etc. Chen X et al. compared the performance of electric boilers and heat storage tanks in reducing wind erosion and saving energy. The results provide a good reference for studying the comprehensive benefits of the combination of electric boilers [22]. Zidan A. et al. focused on the optimal planning of the coordinated operation between the cogeneration unit and the electric boiler in the microgrid [23]. Zhang X. et al. established an optimal scheduling model with the goal of minimizing abandonment of wind, photoelectric power, and maximizing energy storage. The optimal short-term operation of the system is studied by using the optimal algorithm of progress. The disadvantage is that the frequent planning adjustment of the unit will reduce the operating efficiency of the unit and reduce the stability of the system [24]. El-Zonkoly A. M. et al. describes a multi-objective addressing method based on particle swarm optimization and optimizes flow analysis of targets. The disadvantage is that the diversity of the population is not considered [25]. Kefayat M. et al. proposed a hybrid method based on ant colony optimization and artificial bee colony technology. The disadvantage is that there is no analysis of the computation time required by the algorithm, which is the key factor in determining the superiority of the proposed algorithm [26].

At present, in the study of economic dispatch of power systems, the mutual influence of social benefits and environmental benefits is ignored. Although the calculation of social benefits and environmental benefits alone can meet the design requirements, it is inconsistent with the actual situation, which will lead to the fact that the results obtained cannot guide the dispatch. In this paper, the green economic index is designed to coordinate the balanced development of social benefit and environmental benefit. The green economic indicator is based on the rate of reduction of pollutant emissions and the rate of economic growth. This paper constructs a mathematical model of the power system containing the wind farm and uses the method of chance constraint to deal with wind power uncertainty. The scheme is solved by the improved disturbance mutated particle swarm optimization algorithm, and the simulation is verified on the IEEE30 node test system. Finally, the feasibility of green economic indicators in economic dispatch is confirmed.
This paper is organized as follows. Section 2 establishes green economy indicators. Section 3 describes the cost of the economic scheduling model. Section 4 establishes a system optimization model. Section 5 proposes an improved perturbed variation particle swarm optimization algorithm. Section 6 analyzes the system example model based on IEEE30 nodes. Finally, Section 7 summarizes the conclusions.

2. Green Economy Index

The Green Economic Development Index uses indicators that measure the green development status of the national economy. It represents the degree of coordinated economic, environmental, and social development. Power generation strategy planning is not only to pursue social and economic benefits, but also to pursue environmental benefits unilaterally and to consider the coordinated development of the economy and the environment.

The green economy development index is implemented according to the provisions of the green development index system [27], calculated from the weighted average of the individual index of 55 indicators other than “citizen satisfaction”:

$$Z = \sum_{r=1}^{R} W_r Y_r \quad (R = 55)$$

where $Z$ is the green development index; $R$ is number of indicators; $Y_r$ is an individual index of index $r$; and $W_r$ is the weight of index $Y_r$.

This paper mainly considers the study of the coordinated development of wind power and thermal power to maximize environmental and social benefits. In the combined operation of wind power and thermal power, environmental pollutants mainly include SO$_2$, CO$_2$, NO$_2$, and soot. In thermal power plants, equipment is equipped with real-time monitoring of air pollutant emissions. When the emissions exceed the limits set by the state, it is necessary to reduce the output of thermal power units so that the pollutant emissions meet the national standards. At this time, these four indicators play an indirect role in economic dispatch. The fossil energy consumed by the operation of thermal power units is also considered in the green economy. The fossil energy is not inexhaustible, and the energy consumption also needs to meet the regulations of various power plants. At this time, the energy consumption index plays a direct role in economic dispatch. Therefore, according to the construction form of the green economy index, the environmental development index of unit GDP is proposed:

$$Z_1 = \sum_{r=1}^{5} W_r Y_r = W_{SO_2} Y_{SO_2} + W_{CO_2} Y_{CO_2} + W_{NO_2} Y_{NO_2} + W_{soot} Y_{soot} + W_{energy} Y_{energy}$$

where $Y_{SO_2}, Y_{CO_2}, Y_{NO_2}, Y_{soot},$ and $Y_{energy}$ are the index of SO$_2$, CO$_2$, NO$_2$, soot, and energy consumption, the index refers to the rate at which pollutant emissions are falling and energy consumption is falling; $W_{SO_2}, W_{CO_2}, W_{NO_2}, W_{soot},$ and $W_{energy}$ are weights for $Y_{SO_2}, Y_{CO_2}, Y_{NO_2}, Y_{soot},$ and $Y_{energy}$.

This is an article about the economic dispatch of power systems with wind farms. The social benefit is only considered as the power generation profit, and the weight $W_r$ takes the value 1. Therefore, the social economic benefit development index under unit GDP can be expressed as:

$$Z_2 = \sum_{r=1}^{1} W_r Y_r = W Y_{GDP} = Y_{GDP}$$

where $Y_{GDP}$ is GDP development index, the index refers to the growth rate of GDP.

$$\lambda = \frac{Z_1}{Z_2}$$
Therefore, the green economy development index $\lambda$ is designed, $Z_1$ is the environmental development indicator under the unit GDP and $Z_2$ is the social benefit development indicator under the unit GDP. The index $\lambda$ reflects, not only environmental benefits, but also reflects social benefits. It can be seen that the green economy development coefficient is an interval indicator, it is not the ‘bigger the better’, nor ‘the smaller the better’, but should be kept within a certain range. The closer the value of $\lambda$ is to 1, the better the coordination of green economy development. In this paper, through the analysis and calculation of pollutant emission data of a power plant, the green economic development index is divided into the following three sections.

When $0 < \lambda < 0.85$, it indicates that in the process of development, certain environmental benefits have been sacrificed for the development of economic benefits;

when $0.85 < \lambda < 1.15$, it indicates that in the process of development, environmental and economic benefits develop in harmony;

when $1.15 < \lambda$, it indicates that in the process of development, certain economic benefits have been sacrificed for the development of environmental benefits.

3. System Scheduling Model Cost

Based on the general cost function, this paper comprehensively considers the transaction cost of the green certificate, the cost of an electric boiler, the cost of the combined heat and power unit, and the cost of wind power to establish an economic dispatching model with wind power system. The specific scheduling model is as follows.

3.1. Green Certificate Transaction Costs

We define the electric energy produced by the thermal power unit in this paper as nongreen electric energy, and the electric energy generated by the wind power unit as green electric energy. The demand for green certificates mainly comes from the Government’s mandatory quota system, forcing renewable energy consumption into energy consumption:

$$q(t) = a(t) \cdot Q$$

where $Q$ is annual electricity demand, $a(t)$ is quota ratio, and $q(t)$ is the demand for green energy.

The installed capacity of renewable energy is a dynamic process [28]:

$$K(t) = K_0 + \int_{t_0}^{t} [i(t) - d(t)] dt$$

$$d(t) = \frac{K(t)}{L}$$

$$i(t) = I_{eq} \cdot I_p \cdot (1 - \frac{r}{1 + r})$$

$$g(t) = K(t) \cdot CF$$

where $K(t)$ is renewable energy installed capacity; $K_0$ is initial capacity; $i(t)$ is depreciation rate; $d(t)$ is investment rate; $L$ is average life; $I_{eq}$ is partial equilibrium investment rate; $I_p$ is a factor affecting investment profit; $r$ is return on investment; $g(t)$ is the amount of green energy output; and $CF$ is the annual average power generation factor.

The interaction between supply and demand forms the price of a green certificate, and it changes in real time. Figure 1 reflects the supply and demand curve of the green certificate of thermal power plants. We set $P_c(t)$ as the price of the green certificate:

$$P_c(t) = P_{c,0} + \int_{t_0}^{t} P_c(t) \left( \frac{q(t) - g(t)}{q(t)} \right) \cdot \frac{1}{\tau} \, dt$$

Further discussions and conclusions are provided on the online version of this article.
where $\tau$ is green certificate supply and demand adjustment time and $g(t)$ is actual power generation.

**Figure 1.** Supply and demand curve of the green certificate exchange market.

The transaction cost of the green certificate can be expressed as

$$C_1 = \sum_{t=1}^{T} P_c(t) \left[ \sum_{i=1}^{n} q_i(t) - \sum_{j=1}^{m} g_j(t) \right] / \epsilon$$

where $n$ is the number of thermal units, $m$ is the number of wind farms, $q_i(t)$ is the green energy demand at the time $t$ of the $i$-th thermal power unit, $g_j(t)$ is the green energy output at the time $t$ of the $j$-th wind turbine, and $\epsilon$ is the green power required for the exchange unit green certificate.

### 3.2. Environmental Costs

The main pollutants considered in this article are SO$_2$, NO$_2$, and CO$_2$. The formula for calculating environmental costs is as follows

$$C_2 = C_S + C_N + C_O$$

where $C_S$, $C_N$, and $C_O$ are charged for SO$_2$, NO$_2$, and CO$_2$ emissions, respectively.

The calculation formula for the discharge cost of various pollutants is as follows

$$C_S = (L_S \cdot J_S) / D_S$$

$$C_N = (L_N \cdot J_N) / D_N$$

$$C_O = (L_O \cdot J_O) / D_O$$

where $L_S$, $L_N$, and $L_O$ are the emissions of SO$_2$, NO$_2$, and CO$_2$, respectively; $D_S$, $D_N$, and $D_O$ are the pollution equivalence values of SO$_2$, NO$_2$, and CO$_2$, respectively; $J_S$, $J_N$, and $J_O$ charge the cost of each pollution equivalent SO$_2$, NO$_2$, and CO$_2$ emissions.

The formulas for calculating various types of pollution emissions are as follows

$$L_S = (C_r \cdot f_S) / J_1$$
\[ L_N = \frac{(C_r \cdot f_{N})}{J_1} \]  
\[ L_O = \frac{(C_r \cdot f_{O})}{J_1} \]

where \( C_r \) is the cost of coal-burning in power plants, it is mainly the fuel cost and start-stop cost of thermal power units in this paper; \( f_S, f_N, \) and \( f_O \) are the \( \text{SO}_2, \text{NO}_2, \) and \( \text{CO}_2 \) emissions generated by burning coal per unit of power plant consumption, respectively; \( J_1 \) is the unit price of coal.

3.3. Generator Backup Cost

3.3.1. Costs of Thermal Power Units

The cost of the thermal power unit is fuel cost and start-stop cost, which are as follows

\[ C_3 = f_1(P_{ht}) + f_2(u_{i,t}) \]  
\[ f_1 = \sum_{i=1}^{T} \sum_{t=1}^{n} (a_i P_{ht}^2 + b_i P_{ht} + c_i) \]  
\[ f_2 = \sum_{i=1}^{T} \sum_{t=1}^{n} [u_{i,t} (1 - u_{i,t-1}) S_i] \]

where \( f_1 \) is the thermal power unit operating cost; \( a_i, b_i, \) and \( c_i \) represent the power generation cost coefficient of thermal power unit \( i \); \( P_{ht} \) is the output of thermal power unit \( i \) at time \( t \); \( f_2 \) is thermal power unit start-stop cost; \( u_{i,t} \) is the operating state of thermal power unit \( i \) during period \( t \), \( u_{i,t} = 1 \) indicates unit operation, \( u_{i,t} = 0 \) indicates the unit is out of service; and \( S_i \) is the starting and stopping cost of conventional unit \( i \).

3.3.2. The Costs of the Electric Boiler and Combined Heat and Power Unit

This paper uses the extraction steam cogeneration unit. Because the cogeneration unit needs to ensure the heating demand is met and does not allow the phenomenon of downtime, only the fuel cost is considered, and the start-stop cost is not involved.

The cost of the electric boiler and combined heat and power unit is

\[ C_4 = C_{CHP} + C_{EB} \]

where \( C_{CHP} \) is the cost of combined heat and power units; \( C_{EB} \) is the cost of electric boilers.

The relationship between the heating power and the generating power of combined heat and power units is

\[ P^{ZS}_{ht} = P^{CHP}_{ht} + C_{hV} H^{CHP}_{ht} \]

where \( P^{ZS}_{ht} \) is electric power under pure condensing conditions; \( P^{CHP}_{ht} \) is an extraction turbine generating power; \( C_{hV} \) is the thermoelectric ratio of combined heat and power unit; and \( H^{CHP}_{ht} \) is the heating power.

Combined with the relation between the fuel cost of the conventional unit and the heat supply and power generation of the unit, the fuel cost of the unit can be obtained:

\[ C_{CHP} = \sum_{i=1}^{T} \sum_{h=1}^{M} \left[ A_i \left(P^{CHP}_{ht} + C_{hV} H^{CHP}_{ht}\right)^2 + B_i \left(P^{CHP}_{ht} + C_{hV} H^{CHP}_{ht}\right) + C_i \right] \]

where \( A_i, B_i, \) and \( C_i \) are the coal consumption coefficients of the combined heat and power unit; \( M \) is the number of combined heat and power unit.
The total cost of the electric boiler in its service life \([29,30]\) is

\[
C_{EB} = P_{EBN}u_{EB} + \sum_{t=0}^{N_{EB}} (P_{EBN}\varepsilon_{EB} + \nu_{ele} W_{EB}) (1 + i_s)^{-1}
\]  

(25)

where \(P_{EBN}\) is electric boiler capacity; \(u_{EB}\) is unit construction cost; \(N_{EB}\) is service life period; \(\varepsilon_{EB}\) is maintenance ratio; \(\nu_{ele}\) is electric boiler operating price; \(W_{EB}\) is electric boiler operation power consumption; and \(i_s\) is the social discount rate.

Due to the different operating costs corresponding to different time periods, Formula (25) is simplified in this paper and formulated as follows according to the actual situation.

\[
C_{EBS} = S_H \times \theta \times T
\]  

(26)

where \(S_H\) is the heat load per unit area; \(\theta\) is the heat load factor; and \(T\) is the running time of electric boiler.

3.3.3. Rotational Standby Costs

When the wind power is connected to the grid, the on-grid electricity of the thermal power unit will be reduced and, as the scale of the wind power grid increases, the uncertainty of the grid will become more obvious. Therefore, to ensure the safe operation of the power grid, it is necessary to increase the rotating reserve capacity of the system, resulting in additional costs. The rotating standby cost of the system after the wind power is connected to the grid is

\[
C_s = k_r \sum_{t=1}^{T} \left( k_{lt} P_{lt} + k_{jt} \sum_{j=1}^{m} P_{jt} \right)
\]  

(27)

where \(k_r\) is the rotational standby cost factor; \(k_{lt}\) is the percentage of prediction error of system load at time \(t\); \(P_{lt}\) represents the load of the system at time \(t\); \(k_{jt}\) is the percentage of prediction error at time \(t\) of the \(j\)-th wind turbine; and \(P_{jt}\) represents the predicted output of the \(j\)-th wind turbine at time \(t\).

3.3.4. Wind Power Costs

Wind turbines do not consume fossil energy in the process of power generation. Because the initial investment cost and operation and maintenance cost of the wind turbine is relatively high, based on the above costs, the average power generation cost of the wind turbine is approximately expressed as a linear relationship with the power generation:

\[
C_6 = \sum_{t=1}^{T} \sum_{j=1}^{m} K_{wjt} P_{jt}
\]  

(28)

where \(K_{wjt}\) is the cost coefficient of power generation for wind turbines in unit time \(t\) and \(P_{jt}\) represents the actual output of the \(j\)-th wind turbine at time \(t\).

4. Establishment and Processing of Economic Dispatch Model

4.1. Objective Function

The objective function is set to the scheduling period \(T\) (24 h). Using the thermal power plant output indicators and green economic indicators, make the expected cost of thermal power unit, environmental cost, electric boiler cost, combined heat and power unit cost, spinning reserve capacity cost, green certificate transaction cost, and wind power cost minimum:

\[
\min C = \min(C_1 + C_2 + C_3 + C_4 + C_5 + C_6)
\]  

(29)
4.2. Restrictions

4.2.1. Power Balance Constraint of the Power Grid

The power balance constraint equation can be expressed as follows:

\[
\sum_{i=1}^{n} u_{it} P_{it} + \sum_{h=1}^{M} P_{CHP}^{ht} + \sum_{j} P_{jt} - P_{lt} - P_{EB,t} = 0 \tag{30}
\]

where \( P_{EB,t} \) is the electric power consumed by the electric boiler to supply heat at time \( t \) and \( P_{lt} \) is a load of the system at \( t \) time.

4.2.2. Rotating Spare Constraint

The establishment of the rotating reserve capacity is a necessary condition for the stable operation of the system. It is mainly to respond to the output fluctuations of the unit caused by load and wind power uncertainty. This paper establishes positive and negative rotation reserve capacity constraints based on chance-constrained programming, and deals with the uncertainty of load and wind turbine output prediction value:

Positive rotation reserve capacity constraint:

\[
\Pr \left\{ \sum_{i=1}^{n} u_{it}(P_{it,\text{max}} - P_{it}) + \sum_{h=1}^{M} (P_{CHP}^{ht,\text{max}} - P_{ht}) \geq K_{l}\mu(P_{lt} + P_{EB,t}) + K_{wu} \sum_{j=1}^{m} P_{jt} \right\} \geq \beta_1 \tag{31}
\]

\[
P_{it,\text{max}} = \min\left\{ P_{i,\text{max}}, P_{i(t-1)} + r_{ui} \right\} \tag{32}
\]

\[
P_{CHP}^{ht,\text{max}} = \min\left\{ P_{CHP}^{ht,\text{max}}, P_{CHP}^{ht(t-1)} + r_{uh} \right\} \tag{33}
\]

Negative rotation reserve capacity constraint:

\[
\Pr \left\{ \sum_{i=1}^{n} u_{it}(P_{it} - P_{it,\text{min}}) + \sum_{h=1}^{M} (P_{CHP}^{ht} - P_{CHP}^{ht,\text{min}}) \geq K_{wd} \sum_{j=1}^{m} (P_{jt,\text{max}} - P_{jt}) \right\} \geq \beta_2 \tag{34}
\]

\[
P_{it,\text{min}} = \max\left\{ P_{i,\text{min}}, P_{i(t-1)} + r_{di} \right\} \tag{35}
\]

\[
P_{CHP}^{ht,\text{min}} = \max\left\{ P_{CHP}^{ht,\text{min}}, P_{CHP}^{ht(t-1)} + r_{dh} \right\} \tag{36}
\]

where \( P_{i,\text{max}} \) and \( P_{i,\text{min}} \) are the maximum and minimum output of the \( i \)-th thermal power unit, respectively; \( P_{CHP}^{ht,\text{max}} \) and \( P_{CHP}^{ht,\text{min}} \) are the maximum and minimum output of the \( h \)-th cogeneration unit, respectively; \( P_{it,\text{max}} \) and \( P_{it,\text{min}} \) are the maximum and minimum output of the \( i \)-th thermal power unit at time \( t \), respectively; \( P_{CHP}^{ht,\text{max}} \) and \( P_{CHP}^{ht,\text{min}} \) are the maximum and minimum output of the \( h \)-th cogeneration unit at time \( t \), respectively; \( r_{ui} \) and \( r_{di} \) are the upward climbing rate and downward climbing rate of the \( i \)-th thermal power unit, respectively; \( r_{uh} \) and \( r_{dh} \) are the upward climbing rate and downward climbing rate of the \( h \)-th cogeneration unit, respectively; \( K_{l}\mu \) is the system load positive fluctuation coefficient; \( K_{wu} \) and \( K_{wd} \) are positive and negative rotation reserve factors for wind farms; and \( \beta_1 \) and \( \beta_2 \) are confidence levels.

4.2.3. Thermal Power Unit Output Stability Index Constraint

In the process of wind power grid connection, the stability of the unit’s planned output has a great impact on the unit’s operating efficiency. Frequent planning adjustment will greatly reduce the
unit’s operating efficiency. For this reason, the unit’s planned output index is introduced in this paper to plan the unit combination strategy rationally. To strive to maximize unit efficiency [31].

\[
\eta_i = \left( 1 - \frac{\sum_{t=1}^{N_T-1} |P_{i,t+1} - P_{i,t}|}{\Delta P_{i,d,max}} \right) \times 100\% \tag{37}
\]

\[
\begin{cases}
\eta \geq \eta_{\text{ave}}^\text{lim} \\
\eta_{\text{min}} \geq \eta_{\text{lim}}^\text{min}
\end{cases} \tag{38}
\]

where \(\eta_{\text{min}}\) is the minimum value of planned output stability; \(\eta_{\text{ave}}^\text{lim}\) is the limit of stability average; \(\eta_{\text{lim}}^\text{min}\) is limit of the minimum value of stability; \(\Delta P_{i,d,max}\) is full-day maximum absolute climbing rate; \(P_{i,t+1}\) and \(P_{i,t}\) are the outputs of the thermal power plant \(i\) in \(t+1\) period and \(t\) period, respectively; and \(N_T\) is number of scheduled time slots.

The stability index of all generator sets output curves of the system is the arithmetic mean of the indicators of all generator sets:

\[
\eta = \frac{1}{N} \sum_{i=1}^{n} \eta_i \tag{39}
\]

4.2.4. Output Constraint and Climbing Rate Constraint of Conventional Units and Combined Heat and Power Units

The output constraint and climbing rate constraint formula can be expressed as follows:

\[
P_{i,\text{min}} \leq P_{i,t} \leq P_{i,\text{max}} \tag{40}
\]

\[
P_{\text{CHP}_h,\text{min}} \leq P_{\text{CHP}_h,t} \leq P_{\text{CHP}_h,\text{max}} \tag{41}
\]

where \(P_{i,\text{max}}\) and \(P_{i,\text{min}}\) are the maximum and minimum output of the \(i\)-th thermal power unit, respectively; \(P_{\text{CHP}_h,\text{min}}\) and \(P_{\text{CHP}_h,\text{max}}\) are the maximum and minimum output of the \(h\)-th combined heat and power unit, respectively.

The unit’s maximum up-down output adjustment range in unit time is called climbing rate, that is

\[
-r_{di} \leq P_{i,t} - P_{i,(t-1)} \leq r_{ui} \tag{42}
\]

\[
-r_{dh} \leq P_{\text{CHP}_h,t} - P_{\text{CHP}_h,(t-1)} \leq r_{uh} \tag{43}
\]

Most articles on economic dispatch consider start-stop constraints, and this paper also considers start-stop constraints. This is not described here, but is detailed in the literature [3].

4.3. Opportunistic Constraint Transformation

The uncertainty of wind power brings a series of problems to the system. In this paper, the wind power forecast value is taken as the sum of the actual wind power dispatching power and the wind power forecasting error, and the load is treated the same:

\[
P_{\text{fit}} = P_{it} + \xi_{kt} \tag{44}
\]

\[
P_{\text{fit}} = P_{jt} + \xi_{kt} \tag{45}
\]

where \(\xi_{kt}\) is the load prediction error value of the system at time \(t\), which can be obtained by \(k_{lt}\); \(\xi_{kt}\) is the power prediction error value of the \(j\)-th wind farm at time \(t\), which can be obtained by \(k_{jt}\); both errors are subject to a normal distribution with a mean of 0.
The standard deviations of wind power and load forecasting errors are

\[ \sigma_{jt} = \frac{1}{5} P_{jt} + \frac{1}{50} P_{jN} \]  

(46)

\[ \sigma_{lt} = \frac{3}{100} P_{lt} \]  

(47)

where \( \sigma_{jt} \) is the standard deviation of the power prediction error at time \( t \) of the \( j \)-th wind farm; \( P_{jN} \) is the installed capacity of the \( j \)-th wind farm; and \( \sigma_{lt} \) is the standard deviation of the load prediction error at time \( t \).

This paper uses the equivalence class to deal with the constraint conditions. The form of the opportunity constraint is

\[ \Pr\{g(X, \xi) \leq 0\} \geq \alpha \]  

(48)

Assuming that the form of \( g(X, \xi) \) can be expressed as \( h(X) - \xi \), the above equation can be expressed as

\[ \Pr\{h(X) \leq \xi\} \geq \alpha \]  

(49)

where \( h(X) \) is a function of decision vector \( X \); \( \xi \) is a random variable, and the probability distribution function is \( \phi(\cdot) \).

For each given confidence level \( \alpha \) (0 \( \leq \alpha \leq 1 \)), there is one or more \( K_{a} \):

\[ \Pr\{ K_{a} \leq \xi\} = \alpha \]  

(50)

If a smaller number is used instead of \( K_{a} \), the probability of the left end will become larger, so \( \Pr\{h(X) \leq \xi\} \geq \alpha \) is established only if \( h(X) \leq K_{a} \). An equivalent form of \( \Pr\{g(X, \xi) \leq 0\} \geq \alpha \) is

\[ h(X) \leq K_{a} \]  

(51)

When solving \( K_{a} \), it is found that \( \Pr\{ K_{a} \leq \xi\} = 1 - \phi(K_{a}) \) is always established, and it is obtained by \( \Pr\{ K_{a} \leq \xi\} = \alpha \).

\[ K_{a} = \phi^{-1}(1 - \alpha) \]  

(52)

where \( \phi^{-1} \) is the inverse function of \( \phi \), the solution of \( \Pr\{ K_{a} \leq \xi\} = \alpha \) may not be unique, equivalently, the function \( \phi^{-1} \) is multivalued, for which we choose the largest one:

\[ K_{a} = \sup \{K | K = \phi^{-1}(1 - \alpha)\} \]  

(53)

Based on the above-described opportunity constraint processing method, it is assumed that the wind power prediction error value and the load prediction error values are independent of each other; the positive rotation reserve capacity constraint can be expressed as

\[ K_{lu} (P_{jt} + P_{EB,t}) + K_{wu} \sum_{j=1}^{m} P_{jt} - \left[ \sum_{j=1}^{n} u_{ij}(P_{it,max} - P_{it}) + \sum_{h=1}^{M} (P_{CHP_{ht,\max}} - P_{CHP_{ht}}) \right] \leq K_{\beta_{1}} \]  

(54)

\[ K_{\beta_{1}} = \phi_{1}^{-1}(1 - \beta_{1}) \]  

(55)

where \( \phi_{1}^{-1} \) is the inverse function of \( \phi_{1} \), \( \phi_{1} \) is the probability distribution function of \( Z_{1} = K_{lu} \xi_{kt} + K_{wu} \sum_{j=1}^{m} \xi_{kt} \), and the random variable \( Z_{1} \) obeys a normal distribution.
\[
Z_1 \sim N \left(0, K_{in}^2 \sigma_{it}^2 + K_{in}^2 \sum_{j=1}^{m} \sigma_{jt}^2 \right)
\]

(56)

The equivalent determination model for the same negative rotation reserve capacity is

\[
K_{wd} \sum_{j=1}^{m} (P_{jt,\text{max}} - P_{jt}) - \left[ n \sum_{i=1}^{n} u_{i,t} (P_{it} - P_{it,\text{min}}) + M \sum_{h=1}^{M} (P_{CHP_{ht}} - P_{CHP_{ht,\text{min}}}) \right] \leq K_{\beta_2}
\]

(57)

where \( \varphi^{-1}_2 \) is the inverse function of \( \varphi_2 \), \( \varphi_2 \) is the probability distribution function of \( Z_2 = -K_{wd} \sum_{j=1}^{m} \xi_{jt} \), and the random variable \( Z_2 \) obeys a normal distribution:

\[
Z_2 \sim N \left(0, K_{wd}^2 \sum_{j=1}^{m} \sigma_{jt}^2 \right)
\]

(58)

5. Improved Particle Swarm Optimization Algorithm for Disturbance Variation

5.1. Improved Particle Swarm Optimization

The standard particle swarm optimization algorithm is composed of two core algorithms of particle velocity and position update equation, respectively:

\[
v_{ij}(t+1) = \omega v_{ij}(t) + c_1 r_1 (pbest_{ij}(t) - x_{ij}(t)) + c_2 r_2 (gbest_j(t) - x_{ij}(t))
\]

(59)

\[
x_{ij}(t+1) = x_{ij}(t) + v_{ij}(t+1)
\]

(60)

where \( \omega \) is inertia weight; \( i \) denotes the \( i \)-th particle; \( j \) represents the \( j \)-dimension; \( v_{ij}(t) \) indicates the \( j \)-th flight velocity component of particle \( i \) when it evolved to \( t \) generation; \( x_{ij}(t) \) represents the \( j \)-th position component of particle \( i \) when it evolved to \( t \) generation; \( pbest_{ij}(t) \) represents the \( j \)-dimensional individual optimal position \( pbest \) component of particle \( i \) when it evolved to \( t \) generation; \( gbest_j(t) \) represents the \( j \)-th component of the best position \( gbest \) of the entire particle swarm evolution to \( t \); \( C_1 \) and \( C_2 \) are learning factors; and \( r_1 \) and \( r_2 \) are \([0,1]\) random numbers.

The perturbation variable particle swarm optimization algorithm is a combination of a genetic algorithm and Gaussian white noise. The global convergence of the algorithm is guaranteed while the population diversity is improved.

In this algorithm, for each particle \( x = (x_1, x_2, \ldots, x_n) \) with mutation probability \( P_m \), where \( P_m \) is determined by the complexity and experience of the optimization function. Generally, the value can be between 0.05 and 0.15. The mutant particle is

\[
x_{ij} = gbest_{ij} \cdot (0.5 + \sigma)
\]

(61)

where \( x_{ij} \) is the coordinate of the particle in the \( j \)-th dimension; \( gbest_{ij} \) is the coordinate of the global optimal value in the \( j \)-dimension; and \( \sigma \) is Gaussian white noise random number, set the noise level to 0 dBW.

In the standard particle swarm optimization (PSO) algorithm, the usual approach is to place the particle on the boundary when a particle flies out of the feasible region during the search. The disadvantage of standard PSO is that it is easy to trap the particle into the local optimum if there is a local optimum near the boundary, thus causing stagnation. This also causes multiple particles to aggregate toward multiple boundaries in multiple dimensions. After several iterations, the behavior of particles concentrated at the boundary will inevitably tend to be the same, to reduce the diversity of
the entire population of particles. In the improved algorithm, the particles beyond the boundary are mutated in the following way.

\[
\begin{cases}
  x_{ij} > x_{i}^{\text{max}} \text{ or } x_{ij} < x_{i}^{\text{min}} \\
  x_{ij} = x_{ij}^{\text{min}} + r \cdot (x_{i}^{\text{max}} - x_{i}^{\text{min}})
\end{cases}
\]  

(62)

where \(x_{i}^{\text{min}}\) and \(x_{i}^{\text{max}}\) are the lower and upper bounds of the \(j\)-th dimension of the particle. This is equivalent to reproducing particles in the domain beyond the boundary.

To better overcome the algorithm into local search, it is possible to determine the change of inertia weight according to the degree of premature convergence and the individual fitness value based on improved algorithms. Set the fitness value of particle \(i\) is \(f_i\); the optimal particle adaptation value is \(f_m\); the average fitness value of the particle swarm is \(f_{\text{avg}} = \frac{1}{n} \sum_{i=1}^{n} f_i\); we then average the fitness value better than \(f_{\text{avg}}\) to get \(f'_{\text{avg}}\); define \(\Delta = |f_m - f'_{\text{avg}}|\). Then, classify groups into three subgroups based on \(f_i, f_{\text{avg}}\) and \(f'_{\text{avg}}\), perform different adaptive operations separately. That is:

\[
\begin{align*}
  w(t) &= w - (w - w_{\text{end}}) \cdot \frac{f_i - f'_{\text{avg}}}{f_m - f'_{\text{avg}}}, \quad f_i > f'_{\text{avg}} \\
  w(t) &= w, \quad f_{\text{avg}} < f_i < f'_{\text{avg}} \\
  w(t) &= 1.5 - \frac{1}{1 + k_1 \cdot \exp(-k_2 \cdot \Delta)}, \quad f_i < f_{\text{avg}}
\end{align*}
\]

(63)

The first type of particle is a better particle, which is close to the optimal global solution, give a smaller inertia weight to strengthen local search capabilities; the second type of particle is the general one which has good global and local search capabilities, we do not need to change its inertia weight; the third type of particle is the inferior one, adapting the parameters of the adaptive adjustment genetic algorithm to adjust the parameters. \(k_1\) and \(k_2\) are control parameters, use \(k_1\) to control the upper limit of \(\omega\); \(k_2\) is mainly used to control the regulation ability of the formula. When the algorithm stops, if the particle distribution is more dispersed, then \(\Delta\) is larger, we then need to reduce \(\omega\) to make particles have stronger local search ability; if the particle distribution is more concentrated, then \(\Delta\) is smaller, and we need to increase \(\omega\) to make particles have strong global search ability.

5.2. Algorithm Flow Chart

The improved algorithm flow chart is shown in Figure 2.
6. Analysis of Examples

6.1. Study Parameters

This paper uses the IEEE30 node standard test system for power systems. The example system is shown in Figure 3. The cogeneration unit replaces the 1st and 2nd units in the original system, respectively; the wind farm grid connection node is 16. The relevant parameters of the thermal power unit are shown in Table 1, and the cogeneration unit is shown in Table 2. In this paper, the wind power consumption is studied according to the wind power field data measured in a certain area. In order to increase the universality of the scheduling process, this paper selects four representative days of spring, summer, autumn, and winter in a year for analysis, the characteristics of four seasons are shown in Table 3. The scheduling day is divided into 24 scheduling periods for research. Curve of actual measurement of wind power output and predictive power of load are as shown in Figure 4.

The parameter settings in the optimization scheduling process are as follows, $D_S$, $D_N$, and $D_O$ are 0.95 kg, 0.95 kg, and 16.7 kg, respectively; $J_S$, $J_N$, and $J_O$ are $0.0893$, $0.0893$, $0.0893$, respectively; $f_S$, $f_N$, and $f_O$ are 0.95 kg, 0.95 kg, and 16.7 kg, respectively.
and \( f_0 \) are 8.5 kg, 7.4 kg, and 16.7 kg, respectively; \( f_1 \) is 74.448 $/t; the rotational spare cost coefficient \( k_r \) is 34.39 $/MW; the load prediction error \( k_l \) is 5%; and the forecast error \( k_{ijw} \) of wind farm \( i \) is 15%.

![Figure 3. IEEE30 node test system diagram.](image)

### Table 1. Conventional unit parameters.

| Unit | \( P_{\text{max}}/\text{MW} \) | \( P_{\text{min}}/\text{MW} \) | \( r_{ui}/(\text{MW} \cdot \text{h}) \) | \( r_{di}/(\text{MW} \cdot \text{h}) \) | \( T_{\text{off}, \text{min}}/\text{h} \) | \( T_{\text{on}, \text{min}}/\text{h} \) | \( S / \text{$/t} \) | \( V_{\text{max}}/\text{t} \) | Fuel Cost Factor
|---|---|---|---|---|---|---|---|---|---|
| 3 | 50 | 25 | 25 | 2 | 2 | 6.8 | 2 | 0.0109 | 12.89 | \( a_i/($ \cdot \text{MW}^{-2} \cdot \text{h}^{-1}) \)
| 4 | 35 | 15 | 15 | 1 | 1 | 10 | 2 | 0.0697 | 26.24 | \( b_i/($ \cdot \text{MW}^{-1} \cdot \text{h}^{-1}) \)
| 5 | 30 | 15 | 17.5 | 17.5 | 1 | 1 | 12 | 2 | 0.0283 | 37.69 | \( c_i/($ \cdot \text{h}^{-1}) \)
| 6 | 40 | 15 | 20 | 20 | 2 | 2 | 11 | 2 | 0.0128 | 17.82 | \( d_i/($ \cdot \text{h}^{-1}) \)

### Table 2. Parameters of CHP unit.

| Unit | \( P_{\text{CHP, max}}/\text{MW} \) | \( P_{\text{CHP, min}}/\text{MW} \) | \( H_{\text{CHP, max}}/\text{MW} \) | \( A_i/($ \cdot \text{MW}^{-2} \cdot \text{h}^{-1}) \) | \( B_i/($ \cdot (\text{MW} \cdot \text{h})^{-1}) \) | \( C_i/($ \cdot \text{h}^{-1}) \) | \( \alpha_c/\text{h} \) | \( \omega_c/\text{h} \) | \( r_{\alpha c}/(\text{MW} \cdot \text{h}) \) | \( r_{\alpha o}/(\text{MW} \cdot \text{h}) \)
|---|---|---|---|---|---|---|---|---|---|---|
| 1 | 200 | 100 | 250 | 0.00066 | 1.97883 | 5.80964 | 0.15 | 0.75 | 50 | 50
| 2 | 200 | 100 | 250 | 0.00066 | 1.97883 | 5.80964 | 0.15 | 0.75 | 50 | 50

### Table 3. Characteristics of the four seasons.

| Season | Project Precipitation/mm | Seasonal Mean Temperature/°C | Atmospheric Pressure/hPa | Wind Velocity (Different Heights) |
|---|---|---|---|---|
| | | | | 10 m | 40 m | 60 m | 80 m |
| Spring | 40–140 | 6.4 | 994.5 | 5.20 | 6.53 | 7.37 | 7.77 |
| Summer | 270–570 | 21.0 | 988.3 | 3.37 | 4.10 | 5.13 | 5.37 |
| Autumn | 45–165 | 5.9 | 999.97 | 4.10 | 5.70 | 6.67 | 7.17 |
| Winter | 2–42 | −13.5 | 1005.8 | 3.80 | 5.40 | 6.20 | 6.70 |
To compare the effects on wind power consumption after the addition of electric boilers, cogeneration units, and green certificate transaction costs, the examples are simulated in the following three ways, as shown in Table 4.

Table 4. Unit combination method.

| Mode       | Thermal Power Unit | Wind Turbines | Electric Boiler | Cogeneration Unit | Green Credentials |
|------------|--------------------|---------------|-----------------|-------------------|-------------------|
| Mode 1     | ✓                  | ✓             | ✓               | ✓                 | ✓                 |
| Mode 2     | ✓                  | ✓             | ✓               | ✓                 |                   |
| Mode 3     | ✓                  | ✓             | ✓               |                   |                   |

6.2. Comparative Analysis of Different Scheduling Modes

We used the disturbed mutation particle swarm optimization (PMPSO) and the improved perturbed variation particle swarm optimization to solve models, which consider wind power systems with four important periods of the year, for the following analysis. In the process of solving the four dispatch days, the load is kept unchanged, and the change curve of the system comprehensive cost is shown in Figure 5.
It can be seen from Table 5 that the improved PMPSO algorithm improves the optimization speed and also improves the optimization precision.

Table 5. Comparison between PMPSO algorithm and improved PMPSO algorithm.

| Period  | Number of Iterations/Times | Economic Dispatch Cost/k$ |
|---------|---------------------------|---------------------------|
|         | PMPSO        | Improved PMPSO | PMPSO        | Improved PMPSO |
| Spring  | 157          | 114            | 68.46        | 68.22          |
| Summer  | 171          | 142            | 52.62        | 52.54          |
| Autumn  | 221          | 182            | 73.59        | 73.36          |
| Winter  | 136          | 107            | 47.53        | 47.32          |

As can be seen from Figure 5, within the four typical scheduling days selected economic costs are monotonically decreasing and eventually converge to a minimum; this shows the reliability of the
results obtained. Therefore, the comprehensive operation cost can be significantly reduced through reasonable scheduling of thermal power units, electric boilers, cogeneration unit, and wind power. It can also improve the consumption of wind power and the economy of grid-connected operation.

The value range of the green economy index is simply divided into three segments, which are $0 < \lambda < 0.85$, $0.85 < \lambda < 1.15$, and $1.15 < \lambda$; the scheduling analysis is performed for each index interval by mode 1. The results are visible in Table 6. When $0.85 < \lambda < 1.15$, it is considered that the environmental and social benefits are coordinated; the minimum comprehensive cost is the most suitable range of economic dispatch value. In contrast, when $0 < \lambda < 0.85$, sacrificing part of the environmental benefits, pursuing greater social and economic benefits, wind power consumption decreased by 8.95% on average, and overall cost increased by an average of 4.8125 K$, the coal consumption cost of the thermal power unit and cogeneration unit increases. The green certificate produced by wind power does not meet the government-defined quota, and additional certificates are required to complete the task, increasing the cost of green certificate transactions. When $1.15 < \lambda$, some social benefits are sacrificed in order to seek greater environmental benefits, and wind power consumption increased by 5.5175% on average and overall cost increased by an average of 6.9325 K$, the coal consumption cost of thermal power units and cogeneration units is reduced. Although the amount of wind power consumption is increased, the large number of wind power grids makes the system require more spare capacity to cope with wind power uncertainty and randomness. Considering that the green economy index affects the results of the economic dispatch model, when the value range is $0.85 < \lambda < 1.15$, the economic dispatch model can find the optimal solution.

Table 6. Comprehensive cost and wind power consumption under each interval of green economic indicators.

| Range             | Project | Economic Dispatch Cost/k$ | Wind Power Consumption/% |
|-------------------|---------|---------------------------|--------------------------|
|                   | Spring  | Summer | Autumn | Winter   | Spring  | Summer | Autumn | Winter   |
| $0 < \lambda < 0.85$ | 72.93   | 57.36  | 78.32   | 52.08    | 72.13   | 76.82  | 69.87   | 78.55    |
| $0.85 < \lambda < 1.15$ | 68.22   | 52.54  | 73.36   | 47.32    | 81.09   | 85.76  | 78.92  | 87.41   |
| $1.15 < \lambda$   | 74.83   | 59.62  | 80.55   | 54.17    | 87.37   | 91.29  | 84.17  | 93.22   |

This paper makes a comparison between increasing the output constraint and not increasing the output constraint and it can be seen from Figure 6 that the stability index of the generator set without increasing the output constraint is 63%, and after the output force constraint is increased, the stability index of the generator set is 75%. It can be obtained that the stability of the unit is greatly improved after increasing the output constraint of the unit. For power generation cost, after increasing the output constraint, coal consumption increased by 0.45%, and coal consumption value increased. However, the coal consumption function in the optimization model shows a static curve of the coal consumption of the generating set, which does not satisfy the dynamic adjustment process under the frequent fluctuation of the power output of the generating set. The actual coal consumption will increase greatly when the power generation unit frequently adjusts its output, resulting in frequent changes in operating conditions. According to the actual operation data of a power plant unit, it can be roughly estimated that the output fluctuation of 1 MW will increase the dynamic coal consumption by 0.02 t. Therefore, the coal consumption after the increase in the output of the thermal power unit should be low, and the output force does not increase the actual coal consumption. It can be seen that considering the power generation stability of the thermal power unit can effectively improve the operating efficiency of the unit.
Figure 6. Thermal power unit output curve.

Figure 7 shows the simulation of a system for the whole year. The stability of the thermal power unit is 83%, and the stability is improved by nearly 19%. It can be concluded that increasing the output constraints of thermal power units has significant economic benefits for actual production. Therefore, in this example, the output of the thermal power unit is increased.

When the overall operating cost is the lowest, the amount of wind power consumption is shown in Figure 8; the start-stop results of thermal power units are shown in Table 7; the start-stop period of thermal power units is shown in Table 8.

As can be seen from Figure 8, wind power output exhibits a certain degree of randomness and volatility, and at the same time presents a certain degree of antipeaking. The wind power within the four dispatch days has a certain amount of wind abandon power that mainly occurs in the early morning and late night hours. At this stage, wind power output is larger, but the load demand is lower. To ensure the balance of power supply and demand in the operation of the power grid, a certain wind abandonment phenomenon occurs.
Figure 8. Cont.
Figure 8. Wind power forecasting power and consumption power.

Table 7. Unit commitment results.

| Unit  | Number of Starts and Stops/Time |
|-------|---------------------------------|
|       | Spring | Summer | Autumn | Winter |
| Unit 3| 1       | 1       | 1       | 1       |
| Unit 4| 2       | 1       | 1       | 1       |
| Unit 5| 1       | 1       | 1       | 1       |
| Unit 6| 1       | 1       | 1       | 1       |

Table 8. Unit start and stop period.

| Time      | Number of Starts and Stops/Time |
|-----------|---------------------------------|
|           | 0:00–5:00 | 6:00–11:00 | 12:00–17:00 | 18:00–23:00 |
| Spring    | 4         | 0          | 0            | 1            |
| Summer    | 4         | 0          | 0            | 0            |
| Autumn    | 4         | 0          | 0            | 0            |
| Winter    | 4         | 0          | 0            | 0            |

From Table 7, it can be seen that the shutdown of the thermal power unit during operation has occurred, and the number of starts and stops is within the maximum number of unit limits, which ensures the normal operation of the unit. Table 8 shows the time when the unit starts and stops, it can be seen that the start and stop of the unit mainly occur from 0:00 to 5:00. At this time, the load is at a low level, but the wind power output is higher. To increase the power of wind power, shutting down the unit with operational constraints allowed to reduce the output of thermal power units.

To verify the superiority of the transaction cost of the green certificate, the cost of the electric boiler, and the cogeneration unit in this paper, it is compared with the traditional dispatch method. When the green economic indicator is $0.85 < \lambda < 1.15$, the comparison results are shown in Tables 9 and 10.
Table 9. Comparison of pollutant emissions under different scheduling models.

| Emissions/t | Mode 1 | Mode 2 | Mode 3 |
|-------------|--------|--------|--------|
|             | SO₂    | CO₂    | NO₂    | SO₂    | CO₂    | NO₂    | SO₂    | CO₂    | NO₂    |
| 0           | 1.172  | 2.344  | 0.993  | 4.838  | 9.673  | 3.967  | 7.861  | 15.717 | 6.297  |
| 10          | 1.168  | 2.331  | 0.896  | 4.826  | 9.651  | 3.958  | 7.194  | 14.378 | 6.173  |
| 20          | 1.163  | 2.328  | 0.913  | 4.774  | 9.547  | 3.877  | 6.937  | 13.884 | 6.021  |
| 30          | 0.997  | 1.991  | 0.904  | 4.782  | 9.562  | 3.862  | 6.928  | 13.856 | 5.892  |
| 40          | 0.985  | 1.975  | 0.879  | 4.621  | 9.232  | 3.729  | 6.834  | 13.697 | 5.773  |
| 50          | 0.972  | 1.943  | 0.871  | 4.597  | 9.194  | 3.704  | 6.723  | 13.645 | 5.781  |
| 60          | 0.964  | 1.927  | 0.868  | 4.586  | 9.177  | 3.692  | 6.659  | 13.318 | 5.753  |
| 70          | 0.941  | 1.881  | 0.862  | 4.591  | 9.181  | 3.687  | 6.648  | 13.297 | 5.742  |
| 80          | 0.887  | 1.772  | 0.871  | 4.579  | 9.157  | 3.671  | 6.637  | 13.275 | 5.766  |
| 90          | 0.875  | 1.757  | 0.879  | 4.583  | 9.164  | 3.675  | 6.629  | 13.253 | 5.749  |
| 100         | 0.841  | 1.683  | 0.866  | 4.577  | 9.155  | 3.679  | 6.614  | 13.229 | 5.755  |

Table 10. Comparison of different model scheduling results.

| Project | Overall Costs/k$ | Wind Power Consumption/% |
|---------|------------------|--------------------------|
|         | Mode 1 | Mode 2 | Mode 3 | Mode 1 | Mode 2 | Mode 3 |
| Spring  | 68.22  | 68.79  | 75.31  | 81.09  | 74.61  | 69.57  |
| Summer  | 52.54  | 56.94  | 68.05  | 85.76  | 81.89  | 74.50  |
| Autumn  | 73.36  | 77.31  | 88.92  | 78.92  | 69.91  | 65.22  |
| Winter  | 47.32  | 51.46  | 52.28  | 87.41  | 84.22  | 82.44  |

It can be seen from Table 9 that under different scheduling modes, the pollutant emission will decrease first and then change with the increase of wind power on-grid. It indicates that the grid-connected consumption of wind power can reduce the output of thermal power units, thereby reducing pollutant emissions. However, when the capacity of the wind farm increases to the limit of consumption, the amount of wind power consumption remains unchanged, and the amount of pollutants discharged remains unchanged. In the same situation of wind power on-grid, Model 1 emits less pollutants than the other two scheduling models, which is more beneficial to the environment.

As can be seen from Table 10, model 1 has the lowest overall cost in terms of overall cost. Regarding overall costs, after the electric boiler and the cogeneration unit are added to model 1, the wind power is further absorbed, the cost of thermal power is reduced, and the cost of wind power is increased. Under the influence of the green certificate trade, the increase of green economy indicators has played an important role in balancing the green economy and social economy. Although the start-up and shutdown of the thermal power unit in model 1 caused a start-stop cost, it can significantly reduce the output of the thermal power unit, reduce the environmental cost caused by the thermal power unit, increase the amount of wind power consumption, and reduce the cost of the green certificate.

6.3. The Influence of Index Weight on Scheduling Results

The green economic indicators established in this paper mainly contain two kinds of quantities, one is the change of pollutant discharge rate, and the other is the weight value of pollutant parameters. The setting of the parameter weight value has a great influence on the scheduling result. The parameter weight values used in the scheduling model of this paper are shown in Table 11. The weight value of each pollutant is separately adjusted by 5% and 10%, and the overall cost is obtained by the operation of mode 1, as shown in Table 12.

Table 11. Weight of each parameter in environmental benefit.

|          | CO₂    | SO₂    | NO₂    | Energy Consumption |
|----------|--------|--------|--------|--------------------|
| Weight Parameters | 0.2647 | 0.13235 | 0.10295 | 0.5                |
Table 12. Cost of scheduling model under different weight parameters.

| Project | Weight Parameters Reduced by 10% | Weight Parameters Reduced by 5% | Original Weight Parameter | Weight Parameters Increased by 5% | Weight Parameters Increased by 10% |
|---------|----------------------------------|---------------------------------|---------------------------|----------------------------------|----------------------------------|
| Spring  | 68.49                            | 68.27                           | 68.22                     | 68.15                            | 68.43                            |
| Summer  | 52.81                            | 52.58                           | 52.54                     | 52.47                            | 52.79                            |
| Autumn  | 73.63                            | 73.39                           | 73.36                     | 73.32                            | 73.61                            |
| Winter  | 47.54                            | 47.38                           | 47.32                     | 47.29                            | 47.51                            |

It can be seen from Table 12, the cost of the scheduling model fluctuates when the weight value is adjusted by 5%, but the change is not obvious. When the weight value is adjusted by 10%, a significant change in cost is caused. The main source of pollutants is the burning of fossil fuels. When the weights of pollutant parameters and energy parameters change, the output of the thermal power unit will change, and in order to meet the load requirements, the wind power on-grid needs to be increased. In order to cope with the impact of wind power uncertainty, it is necessary to increase the corresponding rotating reserve capacity. The change of weight also caused the start and stop of some thermal power units, resulting in the start and stop costs of the unit. To sum up, the weight of the pollutant parameters cannot be arbitrarily changed, and the scheduling cost is greatly increased due to unreasonable changes. According to the calculation of the cost change under each parameter, if necessary, the weight can be adjusted within 5%.

7. Conclusions

This paper takes the lowest comprehensive operating cost as the goal, fully considers the fuel cost, start-stop cost, environmental cost, rotating standby cost, green certificate cost, electric boiler, and cogeneration cost of the thermal power unit, and establishes consideration of green economic indicators and the unit output. The indicator’s economic dispatch model with wind farms is solved by the improved perturbed variation particle swarm optimization algorithm for disturbance variation for the IEEE30 node example system. The following conclusions can be drawn. (1) After the addition of green economic indicators, the current scheduling plan is closer to reality than the conventional economic dispatch plan, and has a guiding role in the adjustment of the unit. (2) Compared with the literature [8], the same is used for the opportunistic constraint method, but this paper decomposes the uncertainty of wind power and load into two parts: actual value and prediction error value. This a more targeted approach, reducing the difficulty of solving while describing the model. (3) Compared with the literature [24], this paper adds the stability constraint of the unit output, which restricts the frequent adjustment of the thermal power unit plan and improves the system operation stability. (4) Compared with the literature [25,26], the improved perturbed variation particle swarm optimization algorithm applied in this paper has fewer iterations, and the solution accuracy is slightly improved. In the solution process, the population diversity problem is fully considered, and the solution obtained is more convincing.

With the deepening of research on wind power consumption based on green economic indicators, we found that there is still a lot of work to be done.

First, the green economy indicators need to be further improved, and more influencing factors will be added to the new green economic indicators after being verified and calculated. Due to the difficulty of data collection, we spend a lot of time researching.

Secondly, to improve the environmental cost formula and introduce the calculation idea of LCCA (Life Cycle Cost Analysis), taking into account not only the initial cost of calculating the cost, but also all the costs incurred in later operation: maintenance and repair and final disposal.

In the end, the involvement of other clean energy sources will also have an impact on joint operations and have greater research space.
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