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Abstract

Nowadays, Machine Learning and Deep Learning methods have become the state-of-the-art approach to solve data classification tasks. In order to use those methods, it is necessary to acquire and label a considerable amount of data; however, this is not straightforward in some fields, since data annotation is time consuming and might require expert knowledge. This challenge can be tackled by means of semi-supervised learning methods that take advantage of both labelled and unlabelled data. In this work, we present new semi-supervised learning methods based on techniques from Topological Data Analysis (TDA), a field that is gaining importance for analysing large amounts of data with high variety and dimensionality. In particular, we have created two semi-supervised learning methods following two different topological approaches. In the former, we have used a homological approach that consists in studying the persistence diagrams associated with the data using the Bottleneck and Wasserstein distances. In the latter, we have taken into account the connectivity of the data. In addition, we have carried out a thorough analysis of the developed methods using 3 synthetic datasets, 5 structured datasets, and 2 datasets of images. The results show that the semi-supervised methods developed in this work outperform both the results obtained with models trained with only manually labelled data, and those obtained with classical semi-supervised learning methods, reaching improvements of up to a 16%.
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1. Introduction

Machine Learning and Deep Learning techniques have become the state-of-the-art approach to solve classification problems in a wide variety of fields such as biology, security, or medicine. One of the main problems of these techniques is the great amount of data that they need to work properly. This may not seem a problem due to the large amount of data that is being generated in a daily basis. However, data acquisition is not easy in some fields due to, for example, a limited budget to obtain...
samples, the need to perform an invasive medical procedure or destructive processes. In addition, in supervised learning, one of the main approaches in machine learning, the data has to be annotated, and it is well-known that this might be a problem because it is a very time-consuming task that might require expert knowledge [14].

Semi-supervised learning methods [4, 16] have received growing attention in recent years to tackle this challenge. These methods provide a mean of using unlabelled data to improve models’ performance when we have access to a large corpus of data that is difficult to annotate. Traditional semi-supervised learning algorithms, such as Label Spreading [34] or Label Propagation [35], focus on the distance between the data points to annotate unlabelled data points; that is, on the metric and density characteristics of the data in a dataset. However, topological characteristics of the data are not used, and this is the approach proposed in this paper.

Topological Data Analysis (from now on, TDA) has arisen as a field to extract topological and geometrical information from data, to reveal dynamical organisation of the brain [22], to recognising atmospheric river patterns in large climate datasets [20], or to examine spreading processes on networks [30]. An important result of TDA is the Manifold Hypothesis [12], that states that high dimensional data tends to lie in low dimensional manifolds, and that has inspired our definition of semi-supervised learning methods for binary classification tasks. Intuitively, our methods are based on the following idea. Given two sets of data points $A$ and $B$, we can define two manifolds associated with each set, $M_A$ and $M_B$ respectively. Now, given an unlabelled data point $x$ that belongs to either $A$ or $B$; if $x$ belongs to $A$, analogously for $B$, then the manifold associated with $A \cup \{x\}$ will be more similar $M_A$ than if we compare the manifold associated with $B \cup \{x\}$ and $M_B$. The rest of the paper is devoted to introduce this idea formally; namely, the contributions of this work are the following:

- We present several semi-supervised methods based on TDA notions.
- We conduct a thorough analysis for our methods and compare their performance with classical semi-supervised learning methods. To this aim, we have employed a benchmark composed of 10 different datasets (3 synthetic datasets, 5 structured datasets, and 2 datasets of images).
- We introduce a library that allows users to employ our methods.

The rest of this paper is organised as follows. In the next section, we provide the necessary background to understand the rest of the paper. Subsequently, we present our semi-supervised learning methods in Section 3, the datasets used for evaluating our methods in Section 4 and the results of our experiments in Section 5. The paper ends with a section of conclusions and further work. This work has an associated project webpage where the interested reader can consult all the code and examples presented in this paper: [https://github.com/adines/TTASSL](https://github.com/adines/TTASSL).

2. Background

This work can be framed in the context of both Topological Data Analysis and semi-supervised learning. In this section, we introduce the necessary notions of these fields
to understand the methods proposed in this work. For a more detailed introduction to TDA see [37], and for semi-supervised learning see [36].

2.1. Topological Data Analysis

Topological Data Analysis is a field that aims to extract information about data based on its topology. The most widely used tool in TDA is persistent homology [9, 10, 38], which allows us to measure certain features of a space, such as its connectivity, holes or voids. All these features are based on the concept of simplicial complex.

**Definition 1 (Simplicial complex).** Let $V$ be a finite nonempty set whose elements are called vertices. A simplicial complex on $V$ is a collection $K$ of nonempty subsets of $V$ subject to two requirements:

- for each vertex $v$ in $V$, the singleton $\{v\}$ is in $K$, and
- if $\tau$ is in $K$ and $\sigma \subseteq \tau$ then $\sigma$ must also be in $K$.

Given two simplicial complexes $K_1$ and $K_2$, if $K_1 \subseteq K_2$ then $K_1$ is called subcomplex of $K_2$.

**Example 1.** Let us consider the set $V = \{1, 2, 3, 4\}$, the simplicial complex represented in Figure 1 is $K = \{1, 2, 3, 4, 12, 13, 14, 24, 123\}$. A subcomplex of $K$ is, for instance, $K_2 = \{1, 2, 3, 12, 13, 23\}$.

![Figure 1: Example of a simplicial complex.](image)

In this work, we want to study the topological properties of a dataset; so, we have to build a simplicial complex from a dataset. To this aim, each point of the dataset is represented as a point in an $n$-dimensional space, where $n$ is the number of features of the point. Then, we can construct the Vietoris-Rips complex as follows.

**Definition 2 (Vietoris-Rips complex).** Let $(M, d)$ be a finite metric space. For every $\epsilon > 0$, the Vietoris-Rips complex $VR_\epsilon$ is defined as follows:

$$VR_\epsilon(M) = \{\sigma \subseteq M \mid \forall u, v \in \sigma : d(u, v) \leq \epsilon\}$$
We can notice that in the previous definition we do not have a single simplicial complex, but rather we have a set of simplicial complexes that depend on $\epsilon$, a value called the radius. Such a sequence of simplicial complexes is called a filtration.

**Definition 3 (Filtration).** Let $K$ be a simplicial complex. A filtration of $K$ (of length $n$) is a nested sequence of subcomplexes of the form

$$K_1 \subset K_2 \subset \cdots \subset K_{n-1} \subset K_n = K$$

**Example 2.** Let us consider the points $x_1 = (0, 0)$, $x_2 = (3, 0)$ and $x_3 = (2, 2)$ in the Euclidian space. The Vietoris-Rips complex for three different values of $\epsilon$ ($\epsilon = 0.5$, $\epsilon = 2.5$, and $\epsilon = 2.9$) can be seen in Figure 2.

![Figure 2: From left to right, Vietoris-Rips complex associated with the three points $x_1 = (0, 0)$, $x_2 = (3, 0)$ and $x_3 = (2, 2)$ for $\epsilon = 0.5$, $\epsilon = 2.5$, and $\epsilon = 2.9$ respectively.](image)

In our case, we work with Vietoris-Rips filtrations that are determined by the value of $\epsilon$. It is easy to see that $VR_\epsilon(M)$ is a subcomplex of $VR_{\epsilon'}(M)$ for all $\epsilon'$ such that $0 \leq \epsilon \leq \epsilon'$. In addition, since we work with a finite set $M$, there are only finitely many pairwise distances $d(x, y)$ among the elements of $M$, so there are only finitely many $\epsilon$ values where new simplices are added to $VR_\epsilon(M)$. Thus, as the radius $\epsilon$ increases, the Vietoris-Rips filtration of our dataset is built. This filtration allows us to study the topological features of a given dataset for different dimensions. These features, such as connected components, holes or voids, will be created and destroyed as the radius $\epsilon$ increases. By identifying the radius $\epsilon$ in the sequence when the topological features appear and disappear, we obtain a collection of birth and death pairs for each feature of each dimension. These pairs define the persistence diagram of a space.

**Definition 4 (Persistence diagram).** Let $(M, d)$ be a finite metric space, $\{\epsilon_0, \epsilon_1, \ldots, \epsilon_n\}$ be real numbers that verify $0 \leq \epsilon_0 < \epsilon_1 < \ldots < \epsilon_n < \infty$ and

$$VR_{\epsilon_0} \subset VR_{\epsilon_1} \subset \cdots \subset VR_{\epsilon_{n-1}} \subset VR_{\epsilon_n}$$

be the Vietoris-Rips filtration of $M$. Then we define the persistence diagram of $M$ as

$$X = \{a_1, \ldots, a_m\}$$

where $a_i = (\epsilon_i, \epsilon_{i+1})$ is the pair birth and death of a feature.
Example 3. Let us consider the points $x_1 = (0, 0)$, $x_2 = (3, 0)$ and $x_3 = (2, 2)$ in the Euclidean space, and $VR_\epsilon$ the Vietoris-Rips filtration of these points. Then, the associated persistence diagram can be seen in Figure 3.

Persistence diagram allows us to know the topological features of a space, and also allows us to compare two topological spaces. If two persistence diagrams are similar, we can conclude that their associated topological spaces are also similar. In order to conduct such a comparison, we need a metric that allows us to compare two persistence diagrams. Thus, the concept of distance between persistence diagrams arises. As we have seen, persistence diagrams are sets of points that determine the topological space; so, before talking about distance, we must define how we can establish a matching between two sets of points.

Definition 5 (Matching). Let $P$ and $Q$ be multisets in $\mathbb{R}^2$. We define a matching between $P$ and $Q$ to be a collection of pairs $X = \{(p, q) \in P \times Q\}$, where $p$ and $q$ can occur in at most one pair. If $(p, q) \in X$ then we say that $p$ is matched to $q$, otherwise if a given $p \in P$ does not belong to any pair in $X$, we say that $p$ is unmatched.

Once we have defined a matching between two sets in $\mathbb{R}^2$, we can define a cost function that allows us to know how good is such a matching.

Definition 6 (Cost). Let $P$ and $Q$ be multisets in $\mathbb{R}$ with a matching $X$. Then we define a function $c : X \rightarrow \mathbb{R}^2$, called the cost, which maps a pair $(p, q) = ((p_1, p_2), (q_1, q_2))$ to

$$\max(|q_1 - p_1|, |q_2 - p_2|)$$
We define the cost of a point \( p = (p_1, p_2) \) to be

\[
c(p) = \frac{|p_2 - p_1|}{2}
\]

Furthermore, we define the cost of the matching \( X \) as

\[
c(X) = \max(\sup_{(p, q) \in X} c(p, q), \sup_{p \in P \cup Q, \text{unmatched}} c(p))
\]

Finally, from these two concepts, we can introduce the notion of distance between persistence diagrams. In particular, we are going to use two different distances, the Bottleneck distance [11] and the Wasserstein distance [15].

**Definition 7 (Bottleneck distance).** Let \( P \) and \( Q \) be multisets in \( \mathbb{R}^2 \). The Bottleneck distance between \( P \) and \( Q \) is defined as

\[
d_B(P, Q) = \inf \{ c(X) \mid X \text{ is a matching between } P \text{ and } Q \}
\]

**Definition 8 (Wasserstein distance).** Let \( P \) and \( Q \) be multisets in \( \mathbb{R}^2 \). The \( r \)-Wasserstein distance between \( P \) and \( Q \) is defined as

\[
W_r(P, Q) = \inf \left( \sum_{(x, y) \in X} \|q - p\|_r \right) + \sum_{x \in X^c} \| p_2 - p_1 \|_r \right)^{\frac{1}{r}}
\]

where \( X \) is a matching and \( X^c \) is the set of unmatching points.

After introducing these concepts, we provide a brief overview to the other area where this work can be framed: semi-supervised learning.

### 2.2. Semi-supervised learning

Semi-supervised methods take advantage of both labelled and unlabelled data [16, 4]. These methods can be grouped into three main types: self-training, consistency regularisation and hybrid methods. In Self-Training methods a model is trained on labelled data and used to predict pseudo-labels for the unlabelled data. The model is then trained on both ground truth labels and pseudo-labels simultaneously. Some examples of these methods are pseudo label [17] and noisy student [32]. Consistency regularisation methods, such as virtual adversarial training [19], mean teacher [29] or \( \pi \)-models [23]; use the idea that model predictions on an unlabelled image should remain the same even after adding some noise. Finally, hybrid methods combines ideas from self-training and consistency regularisation along with additional components for performance improvement. These methods include FixMatch [27] and MixMatch [5].

Two of the most widely employed semi-supervised learning methods are Label Spreading [34] and Label Propagation [35]. Both methods are based on label inference on unlabelled data using a graph-based approach. Label propagation computes a similarity matrix between samples and uses a KNN-based approach to propagate samples; whereas label spreading takes a similar approach but adds a regularisation step to be more robust to noise.
3. Methods

In this section, we describe the semi-supervised learning algorithms that we have designed to tackle binary classification tasks. In particular, we have studied two different approaches: a homological approach and a connectivity approach. In both of them, we start with a set $X_1$ of points from class 1, a set $X_2$ of points from class 2; and a set $X$ of unlabelled points. The objective of our algorithms is to annotate the elements of $X$ by using topological properties of $X_1$, and $X_2$.

3.1. Homological method

The first approach consists in studying the topological properties of the sets $X_1$ and $X_2$, and how those properties change when a new point $x \in X$ is added to each one of those sets.

The hypothesis is that if a point belongs to a set, the topological variation that such a set will suffer when adding the point will be minimal; whereas if we add a point that does not belong to the set, the variation will be greater. In particular, we are going to calculate the persistence diagrams of each set and see how those diagrams vary when adding a new point.

In particular, our semi-supervised learning algorithm takes as input the sets $X_1$ and $X_2$, a point $x \in X$, a threshold value $t$, and a flag that indicates whether the bottleneck or the Wasserstein distance should be used, we denote the chosen distance as $d$. The output produced by our algorithm is whether the point $x$ belongs to $X_1$, $X_2$ or none of them. In order to decide the output of the algorithm, our hypothesis is that if a point belongs to $X_1$, analogously for $X_2$, the topological variation that $X_1$ will suffer when adding the point will be minimal; whereas if the point does not belong to $X_1$, the variation will be greater. In particular, we proceed as follows:

1. Construct the Vietoris-Rips filtrations $V_{X_1}$, $V_{X_2}$, $V_{X_1 \cup \{x\}}$ and $V_{X_2 \cup \{x\}}$;
2. Construct the persistence diagrams $P(V_{X_1})$, $P(V_{X_2})$, $P(V_{X_1 \cup \{x\}})$ and $P(V_{X_2 \cup \{x\}})$;
3. Compute the distances $d(P(V_{X_1}), P(V_{X_1 \cup \{x\}}))$ and $d(P(V_{X_2}), P(V_{X_2 \cup \{x\}}))$, from now on $d_1$ and $d_2$ respectively;
4. If both $d_1$ and $d_2$ are greater than the threshold $t$, return none; otherwise, return the set associated with the minimum of the distances $d_1$ and $d_2$.

The above algorithm is diagrammatically described in example 4, and it is applied for all the points of the set of unlabelled points $X$. Note that if we use a threshold value of 0, the algorithm will annotate all the points of $X$; however, this might introduce some noise as we will see in Section 5.

Example 4. We take 9 points of the class 0, 10 points of the class 2, and 1 unlabelled points, as presented in Figure 4 and we apply our homological method.

The complete process can be seen on the project webpage.
Figure 4: Example of the application of our homological method using the bottleneck distance, and using \(0.6\) as threshold value.

### 3.2. Connectivity method

In the second method, we look at the connectivity of the data. In particular, we focus on the minimum radius that the Vietoris-Rips complex associated with a set has to take to be connected. As in the previous case, we start with a set \(X_1\) of points from class 1, a set \(X_2\) of points from class 2, and a set \(X\) of unlabelled points. The objective of our algorithms is to annotate the elements of \(X\) by using topological properties of \(X_1\) and \(X_2\). In particular, our semi-supervised learning algorithm takes as input the sets \(X_1\) and \(X_2\), a point \(x \in X\). The output produced by our algorithm is whether the point \(x\) belongs to \(X_1\), \(X_2\) or none of them. In order to decide the output of the algorithm, our hypothesis is that if a point belongs to \(X_1\), analogously for \(X_2\), the minimum connectivity radius of the associated Vietoris-Rips complex does not change considerably; on the contrary, if the point does not belong to the set \(X_1\), analogously for \(X_2\), the radius will increase. In particular, we proceed as follows:

1. Construct the Vietoris-Rips complex \(V_{X_1}\), \(V_{X_2}\), \(V_{X_1 \cup \{x\}}\) and \(V_{X_2 \cup \{x\}}\);
2. Compute the minimum connectivity radius \(r(V_{X_1}), r(V_{X_2}), r(V_{X_1 \cup \{x\}})\) and \(r(V_{X_2 \cup \{x\}})\), from now on \(r_1\), \(r_2\), \(r'_1\) and \(r'_2\) respectively;
3. Compute the radius variation $|r_1 - r'_1|$ and $|r_2 - r'_2|$ from now on $d_1$ and $d_2$ respectively;
4. If both $d_1$ and $d_2$ are zero, return none; otherwise, return the set associated with the minimum of the differences $d_1$ and $d_2$.

In particular, to label the point with this method we have two variants. In the first case, we will say that a point belongs to a class if its radius has not been modified when adding it to that set; that is, if $d_i = 0$, otherwise we will add it to the other set ($d_j \neq 0$). In the second case, we look at which radio has undergone the least variation ($d_i < d_j$) and we add it to that class; if the two variations are equal, we leave it unlabelled.

The above algorithm is diagrammatically described in example 5 and it is applied for all the points of the set of unlabelled points $X$.

**Example 5.** We take 9 points of the class 1, 10 points of the class 1, and 1 unlabelled points, as presented in Figure 5.

![Figure 5: Example of the application of our connectivity method.](image)

*The complete process can be seen on the project webpage.*
3.3. API

In order to facilitate the reproducibility of our methods, and also to simplify the application of the aforementioned semi-supervised learning algorithms to binary classification problems to other researchers, we have designed a Python library, available at the project webpage, that implements them. The library provides an API that is summarised in Figure 6. Several settings can be configured for the methods of the API, and we explain those options in the documentation of the project webpage. In order to employ, for instance, the homological method, the user must provide the annotated data, that is, a numpy array with all the annotated data, and a numpy array with the label of each data point; the unlabelled data in a numpy array format, the name of the distance to be used (Bottleneck or Wasserstein), the confidence threshold and if dimensionality reduction has to be applied. From that information, the library will automatically annotate the unlabelled data.

We have used the scikit-tda library [24] to implement the homological distance method, whereas the Gudhi library [31] has been used for implementing the connectivity method. All the methods have been implemented and tested with the Python programming language and using the Google Collaboratory environment [6].

```
homologicalAnnotation(data, target, unlabelled_data, distance, confidence, reduction)
connectivityAnnotation(data, target, unlabelled_data, type, reduction)
```

Figure 6: API of the annotation methods provided in our library. The data is the labelled data in numpy array format. target are the labels of the data in numpy array format. The unlabelled_data is the unlabelled data in numpy array format. The distance parameter refers to the name of the distance to use (bottleneck or Wasserstein). The type parameter is the type of condition to label a point in connectivity methods (0 or 1). The confidence parameter refers to the confidence threshold. The reduction parameter denotes if dimensionality reduction is to be applied using the UMAP algorithm.

4. Evaluation protocol

In this section, we present the datasets, the procedures and tools used for training and evaluating the methods explained in the previous section. We start by introducing the datasets that have been used for our experiments.

4.1. Datasets

In this work, we have used 10 different datasets that are summarised in Table 1. We have chosen datasets with different types of data; in particular, we have selected 3 synthetic datasets, 5 datasets of structured data, and 2 datasets of images. All datasets come from binary classification problems. We briefly describe each of the datasets below.
### Table 1: Description of the datasets employed in our experiments.

| Dataset            | # Examples | # Unlabelled examples | # Features | Type    |
|--------------------|------------|-----------------------|------------|---------|
| Blobs              | 300        | 250                   | 2          | Synthetic |
| Circles            | 300        | 250                   | 2          | Synthetic |
| Moons              | 300        | 250                   | 2          | Synthetic |
| Banknote           | 1372       | 1322                  | 4          | Structured |
| Breast Cancer      | 569        | 519                   | 30         | Structured |
| Ionosphere         | 351        | 301                   | 34         | Structured |
| Pima Indian Diabetes | 768      | 718                   | 8          | Structured |
| Sonar              | 208        | 158                   | 60         | Structured |
| LiverGenderAL      | 265        | 215                   | 146688     | Images   |
| LiverGenderCR      | 303        | 253                   | 146688     | Images   |

The three synthetic datasets are generated using the scikit-learn library \[21\] and contain 2D points. These datasets are the Blobs dataset, that consists of a normally-distributed cluster of points; the Circles dataset, that consists of two concentric circles one inside the other; and, the Moons dataset, whose points are distributed forming two interleaving half circles, see Figure \[7\]. The structured datasets were taken from the UCI Machine Learning Repository \[8\]. The Banknote \[8\] dataset contains a number of measures taken from a photograph to predict whether a given banknote is authentic. The Breast Cancer \[8\] dataset is a structured dataset with 30 features that describe characteristics of the cell nuclei present in a digitized image of a Fine Needle Aspirate (FNA) of a breast mass. The Ionosphere \[8\] dataset is designed to predict the structure in the atmosphere given radar returns targeting free electrons in the ionosphere. The Pima Indians Diabetes \[25\] dataset involves predicting the onset of diabetes within 5 years in Pima Indians given medical details. The Sonar \[8\] dataset involves the prediction of whether or not an object is a mine or a rock given the strength of sonar returns at different angles. Finally, for the image datasets, we have used the two Liver Gender datasets \[25\] which feature microscopy images of tissue, from both men and women.

For our study, we have split each of the datasets of the benchmark into two different sets: a training set with the 80% of the data, and a testing set with the 20% of the data, except for LiverGenderAL and LiverGenderCR datasets that we use the existing split provided by the dataset. In addition, for each training dataset, we have selected 25 samples per class using them as labelled data, and removing the annotation of the rest of the training data to test the semi-supervised learning methods.

### 4.2. Training and evaluation procedure

To check the correct performance of our methods we have trained two classic machine learning algorithms that are SVM \[7\] and Random Forest \[13\] using the scikit-learn functionality \[21\]. In particular, we have trained these models with the initial annotated data obtaining a base result. Subsequently we have used the developed methods, and three classical semi-supervised learning methods (Label Propagation, Label
Spreading \cite{34}, and self-training \cite{33}) to annotate the unlabelled data. Finally, we have retrained the two ML models with all the annotated data, to see the variation in performance of the models. Such a performance of the models has been evaluated using the accuracy. In addition, in order to evaluate the behaviour of the annotation methods we have taken into account the percentage of the data points correctly labelled and the percentage of data labelled with respect to the total available data.

For testing our methods, we have used 20 variations of the homological method and 4 variations of the connectivity method. For the homological variants, half of them use the Bottleneck distance, and the other half use the Wasserstein distance. In addition, for both distances we have established 5 different threshold levels (0.8, 0.6, 0.4, 0.2 and 0.0), except for the synthetic datasets that we have established only two threshold levels (0 and 0.8). Furthermore, for each of these variants, we have made two different versions, the former works with the original data points; whereas, in the latter we have reduced the dimensionality of the data to two dimensions by using the UMAP reduction algorithm \cite{18}. In the case of the connectivity alternatives, we have used the two variants explained in Section 3.2 we will called these methods connectivity1 and connectivity2. In addition, as in the case of homological methods, we have considered a version with the original data and another where we have reduced the dimensionality of the data to two dimensions using UMAP.
5. Results and discussion

In this section, we present a thorough analysis for the results obtained by the developed semi-supervised methods and the 3 traditional semi-supervised methods. Due to the nature of the data in each of the datasets, we have decided to separate our study into three different groups. First, we have studied the performance of the semi-supervised learning methods when applied to synthetic datasets; then, when applied to the structured datasets; and finally, to the image datasets.

Table A.4 includes the behaviour of the semi-supervised learning methods when applied to the three synthetic datasets (Blobs, Circles, and Moons). The results show that there are no major differences between the semi-supervised learning methods, although we can observe that the homological method with the Wasserstein distance as well as the connectivity methods offer slightly worse results than the rest.

The performance of our methods on structured datasets is included in Table 2. From these results we can withdraw some conclusions. In general, connectivity methods do not offer good results; in fact, despite having a good annotation accuracy in many cases, the number of annotations they obtain is quite low. In addition, they obtain worse results that the base classifiers (see Appendix A). On the contrary, homological methods offer good results, improving the base results in most cases, see Table 2. These methods work better when a confidence threshold is set. Namely, we have established threshold values of 0.8, 0.6, 0.4, and 0.2; and we have observed that from a threshold value higher than 0.4, all the unlabelled data points are labelled. Furthermore, the best results are obtained when we obtain a balance between the amount of annotated data and the correctness of this labelled data. In particular, the best results are obtained with a threshold of 0.8. Regarding the distance to be used, there are not significant differences between the Bottleneck and the Wasserstein distance.

We have also studied what happens when we reduce the dimensionality of the data by using UMAP. In view of the results, we can see that although there are no great differences, in general the results of the SVM and RF classifiers decrease slightly. This may be because despite the amount of annotated data increases, the correctness of this labelled data decreases. Therefore, we can conclude that the best results are obtained with the homological method using the Wasserstein distance, although there are no major differences with using the bottleneck distance, applying a threshold of 0.8 and without using the reduction of dimension. This method, in general, improves the results obtained in the base case and even improves the results obtained by the 3 classic annotation methods.

Finally, we have studied the case of image datasets, see Table 3. In this case, the connectivity methods again perform poorly, worsening even the base results. It is remarkable the case of the LiverGenderAL dataset in which the annotation accuracy is quite high (around 95%), while the annotation percentage is around 40% and however the results of the classifiers are worse than in the base case. Homological methods offer good results in general, improving the baseline results. In this case, we can see a difference in performance when select a distance, since the results obtained using the Wasserstein distance exceed those obtained with the Bottleneck distance. When applying dimension reduction on these datasets, there is a big difference depending on the distance used. In the case of the Bottleneck distance, the performance improvement
is notable when applying the dimensionality reduction. In particular, it greatly increases the annotation accuracy and the number of annotated images is maintained or increased. In the case of the Wasserstein distance, the performance with the reduction of dimensionality is very similar and even in some cases decreases. Another difference that we can observe is the results obtained when using different thresholds. In this case, the threshold of 0.8 means that no data is labeled when we do not apply dimensionality reduction, while the threshold of 0.4 and 0.2 label all the data, that is, they have the same performance as not using a threshold. Setting the threshold of 0.6 does not produce improvements. Therefore, we can conclude that in general the method that works best is the homological method using the Wasserstein distance without threshold. This method improves the base results in both datasets, both for the SVM classifier and the RF classifier. Also, in the LiverGenderAL dataset it outperforms classic annotation methods by more than 16% and it obtains same results in the LiverGenderCR dataset.

6. Conclusions and further work

In this work, we have studied the combination of Topological Data Analysis techniques with semi-supervised learning methods to tackle binary classification problems with a limited amount of labelled data. The results show that the combination of these methods can create classification models that achieve better results than those obtained

| Method               | Banknote SVM | BreastCancer SVM | Ionosphere SVM | PrimaIndian SVM | Sonar SVM | Mean/STD |
|----------------------|--------------|------------------|----------------|----------------|-----------|----------|
|                      | RF | RF | RF | RF | RF | RF | RF | RF |
| Base                 | 97.0 | 88.6 | 89.3 | 96.1 | 80.0 | 93.3 | 65.7 | 60.8 | 61.3 | 64.5 | 78.7 | 15.2 | 80.7 | 16.7 |
| Label Propagation    | 97.4 | 93.2 | 90.3 | 89.3 | 86.7 | 86.7 | 64.3 | 68.5 | 58.1 | 54.8 | 79.8 | 17.1 | 78.5 | 16.3 |
| Label Spreading      | 97.4 | 93.2 | 90.3 | 89.3 | 86.7 | 86.7 | 64.3 | 68.5 | 58.1 | 54.8 | 79.8 | 17.1 | 78.5 | 16.3 |
| Self Training classifier | 95.1 | 93.6 | 35.9 | 25.9 | 85.0 | 86.7 | 66.4 | 66.4 | 58.1 | 67.7 | 68.3 | 23.2 | 70.2 | 21.4 |
| Bottleneck threshold 0.6 | 77.0 | 72.6 | 78.3 | 86.7 | 63.6 | 62.9 | 45.2 | 45.2 | 77.0 | 22.6 | 74.1 | 19.3 |
| Bottleneck threshold 0.8 | 99.2 | 92.4 | 93.2 | 91.3 | 78.3 | 95.0 | 63.6 | 64.3 | 61.3 | 64.5 | 79.1 | 17.0 | 81.5 | 15.6 |
| Bottleneck threshold 0.2 | 97.4 | 90.5 | 87.4 | 85.4 | 78.3 | 86.7 | 63.6 | 62.9 | 45.2 | 45.2 | 74.6 | 20.5 | 74.1 | 19.5 |
| Bottleneck threshold 0.4 | 97.4 | 96.2 | 92.2 | 92.2 | 85.0 | 88.3 | 58.7 | 53.7 | 67.7 | 64.5 | 80.2 | 16.4 | 78.9 | 18.9 |
| Bottleneck threshold 0.8 | 97.4 | 94.6 | 91.3 | 90.3 | 86.7 | 90.0 | 57.3 | 57.3 | 67.7 | 71.0 | 80.1 | 16.9 | 80.6 | 15.9 |
| Bottleneck threshold 0.6 | 97.4 | 96.2 | 92.2 | 92.2 | 85.0 | 88.3 | 58.7 | 53.7 | 67.7 | 64.5 | 80.2 | 16.4 | 78.9 | 18.9 |
| Bottleneck threshold 0.2 | 97.4 | 96.2 | 92.2 | 92.2 | 85.0 | 88.3 | 58.7 | 53.7 | 67.7 | 64.5 | 80.2 | 16.4 | 78.9 | 18.9 |
| Wasserstein threshold 0.8 | 97.4 | 89.8 | 92.2 | 88.4 | 80.0 | 95.0 | 68.5 | 67.8 | 61.3 | 64.5 | 79.9 | 15.3 | 81.1 | 13.9 |
| Wasserstein threshold 0.6 | 99.2 | 93.6 | 89.3 | 87.4 | 70.0 | 91.7 | 61.5 | 61.5 | 74.2 | 61.3 | 78.9 | 15.2 | 79.1 | 16.3 |
| Wasserstein threshold 0.4 | 97.4 | 96.2 | 87.4 | 87.4 | 76.7 | 81.7 | 60.8 | 62.9 | 71.0 | 71.0 | 76.8 | 14.1 | 79.1 | 13.2 |
| Wasserstein threshold 0.2 | 97.4 | 96.2 | 87.4 | 87.4 | 76.7 | 81.7 | 60.8 | 62.9 | 71.0 | 71.0 | 76.8 | 14.1 | 79.1 | 13.2 |
| Wasserstein UMAP threshold 0.8 | 97.4 | 95.1 | 91.3 | 87.4 | 85.0 | 93.3 | 57.3 | 63.6 | 64.5 | 67.7 | 79.1 | 17.3 | 81.4 | 14.7 |
| Wasserstein UMAP threshold 0.6 | 97.0 | 95.5 | 94.2 | 91.3 | 86.7 | 90.0 | 58.7 | 56.6 | 64.5 | 67.7 | 80.2 | 17.5 | 80.2 | 17.0 |
| Wasserstein UMAP threshold 0.4 | 97.0 | 95.8 | 92.2 | 91.3 | 87.3 | 91.7 | 58.0 | 57.3 | 71.0 | 67.2 | 79.1 | 15.8 | 80.8 | 17.1 |
| Wasserstein UMAP threshold 0.2 | 97.0 | 95.8 | 92.2 | 91.3 | 87.3 | 91.7 | 58.0 | 57.3 | 71.0 | 67.2 | 79.1 | 15.8 | 80.8 | 17.1 |
| Connectivity1 SVM | 91.6 | 87.9 | 89.3 | 93.2 | 76.7 | 88.3 | 61.5 | 62.9 | 64.5 | 61.3 | 77.1 | 14.3 | 78.7 | 15.3 |
| Connectivity1 UMAP | 80.3 | 85.2 | 84.5 | 89.3 | 83.3 | 100 | 51.1 | 53.2 | 67.7 | 58.1 | 73.4 | 14.1 | 77.2 | 20.5 |
| Connectivity2 SVM | 91.6 | 87.5 | 89.3 | 93.2 | 71.7 | 83.3 | 60.1 | 58.7 | 64.5 | 64.5 | 75.8 | 14.9 | 77.5 | 15.0 |
| Connectivity2 UMAP | 53.8 | 75.0 | 84.5 | 89.3 | 80.0 | 95.0 | 51.1 | 51.1 | 67.7 | 58.1 | 67.4 | 15.0 | 73.7 | 19.1 |

Table 2: Accuracy results for the SVM and RF classifiers trained with data annotated by each of the annotation methods (classical, homological and connectivity) together with the results obtained with the initial data (base) in the 5 structured datasets. Best results for each dataset are highlighted in bold face.
| Method                        | Liver Gender AL SVM | Liver Gender AL RF | Liver Gender CR SVM | Liver Gender CR RF | Mean(STD) SVM | Mean(STD) RF |
|-------------------------------|---------------------|--------------------|---------------------|--------------------|---------------|--------------|
| Base                          | 71.6                | 70.2               | 80.3                | 78.9               | 76.0(6.1)     | 74.5(6.2)    |
| Label Propagation             | 62.7                | 62.7               | 82.9                | 82.9               | 72.8(14.3)    | 72.8(14.3)   |
| Label Spreading               | 62.7                | 62.7               | 82.9                | 82.9               | 72.8(14.3)    | 72.8(14.3)   |
| Self Training classifier      | 52.2                | 52.2               | 52.9                | 57.9               | 55.7(4.9)     | 55.1(4.0)    |
| Bottleneck                    | 47.8                | 47.8               | 53.9                | 53.9               | 50.9(4.4)     | 50.9(4.4)    |
| Bottleneck threshold 0.8      | 70.2                | 64.2               | 80.3                | 78.9               | 75.2(7.1)     | 71.6(10.4)   |
| Bottleneck threshold 0.6      | 70.2                | 64.2               | 80.3                | 78.9               | 75.2(7.1)     | 71.6(10.4)   |
| Bottleneck threshold 0.4      | 47.8                | 47.8               | 54.0                | 54.0               | 50.9(4.4)     | 50.9(4.4)    |
| Bottleneck threshold 0.2      | 47.8                | 47.8               | 54.0                | 54.0               | 50.9(4.4)     | 50.9(4.4)    |
| Bottleneck UMAP               | 71.6                | 68.7               | 80.3                | 80.3               | 76.0(6.1)     | 74.5(8.2)    |
| Bottleneck UMAP threshold 0.8 | 70.2                | 64.2               | 81.6                | 80.3               | 75.9(8.1)     | 72.2(11.4)   |
| Bottleneck UMAP threshold 0.6 | 74.6                | 79.1               | 81.6                | 80.3               | 78.1(4.9)     | 79.7(0.8)    |
| Bottleneck UMAP threshold 0.4 | 71.6                | 68.7               | 80.3                | 80.3               | 76.0(6.1)     | 74.5(8.2)    |
| Bottleneck UMAP threshold 0.2 | 71.6                | 68.7               | 80.3                | 80.3               | 76.0(6.1)     | 74.5(8.2)    |
| Wasserstein                   | 73.1                | 77.6               | 82.9                | 82.9               | 78.0(6.9)     | 80.3(3.7)    |
| Wasserstein threshold 0.8     | 70.2                | 64.2               | 80.3                | 78.9               | 75.2(7.1)     | 71.6(10.4)   |
| Wasserstein threshold 0.6     | 71.6                | 68.7               | 82.9                | 82.9               | 77.3(8.0)     | 75.8(10.1)   |
| Wasserstein threshold 0.4     | 73.1                | 77.6               | 82.9                | 82.9               | 78.0(6.9)     | 80.3(3.7)    |
| Wasserstein threshold 0.2     | 73.1                | 77.6               | 82.9                | 82.9               | 78.0(6.9)     | 80.3(3.7)    |
| Wasserstein UMAP              | 74.6                | 73.1               | 65.8                | 86.8               | 70.2(6.2)     | 80.0(9.7)    |
| Wasserstein UMAP threshold 0.8| 68.7                | 59.7               | 82.9                | 76.3               | 75.8(10.1)    | 68.0(11.8)   |
| Wasserstein UMAP threshold 0.6| 73.1                | 65.7               | 81.6                | 79.0               | 77.4(6.0)     | 72.3(9.4)    |
| Wasserstein UMAP threshold 0.4| 74.6                | 73.1               | 65.8                | 86.8               | 70.2(6.3)     | 80.0(9.7)    |
| Wasserstein UMAP threshold 0.2| 74.6                | 73.1               | 65.8                | 86.8               | 70.2(6.3)     | 80.0(9.7)    |
| Connectivity1                 | 70.2                | 61.2               | 46.1                | 46.1               | 58.1(17.0)    | 53.6(10.7)   |
| Connectivity1 UMAP            | 71.6                | 59.7               | 75.0                | 73.7               | 73.3(2.4)     | 66.7(9.9)    |
| Connectivity2                 | 70.2                | 59.7               | 46.1                | 46.1               | 58.1(17.0)    | 52.9(9.7)    |
| Connectivity2 UMAP            | 70.2                | 64.2               | 76.3                | 72.4               | 73.2(4.4)     | 68.3(5.8)    |

Table 3: Accuracy results for the SVM and RF classifiers trained with data annotated by each of the annotation methods (classical, homological and connectivity) together with the results obtained with the initial data (base) in the 2 datasets of images. Best results for each dataset are highlighted in bold face.

when using classical semi-supervised learning methods on different kinds of datasets. Specifically, the homological method developed using the Wasserstein distance with a threshold of 0.8 in the case of structured datasets, and without a threshold in image datasets, generally obtains the best results by improving, in some cases, more than a 16% the results obtained by the classical semi-supervised learning methods.

In the future, we plan to study an iterative version of these methods and the application of ensemble techniques in order to improve the robustness and reliability of our methods. Finally, we plan to extend our work to non-binary classification problems.
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Appendix A. Tables
Table A.4: Accuracy results for the SVM and RF classifiers trained with data annotated by each of the annotation methods (classical, homological and connectivity) in the 3 synthetic datasets.

| Method                  | Blobs SVM | Blobs RF | Circles SVM | Circles RF | Moons SVM | Moons RF |
|-------------------------|-----------|----------|-------------|------------|-----------|----------|
| Label Propagation       | 100       | 100      | 60.0        | 100        | 84.0      | 92.0     |
| Label Spreading         | 100       | 100      | 64.0        | 98.0       | 94.0      | 96.0     |
| Self Training classifier| 100       | 100      | 64.0        | 100        | 88.0      | 92.0     |
| Bottleneck              | 100       | 100      | 60.0        | 100        | 84.0      | 100      |
| Bottleneck threshold 0.8| 100       | 100      | 64.0        | 96.0       | 92.0      | 100      |
| Bottleneck UMAP         | 100       | 100      | 64.0        | 98.0       | 86.0      | 98.0     |
| Bottleneck UMAP threshold| 100      | 100      | 62.0        | 100        | 96.0      | 100      |
| Wasserstein             | 100       | 100      | 62.0        | 98.0       | 88.0      | 100      |
| Wasserstein threshold 0.8| 100      | 100      | 74.0        | 94.0       | 88.0      | 100      |
| Wasserstein UMAP        | 100       | 100      | 60.0        | 100        | 84.0      | 96.0     |
| Wasserstein UMAP threshold 0.8| 100 | 100 | 58.0 | 100 | 86.0 | 98.0 |
| Connectivity1            | 100       | 100      | 50.0        | 88.0       | 92.0      | 96.0     |
| Connectivity1 UMAP      | 100       | 100      | 62.0        | 100        | 96.0      | 96.0     |
| Connectivity2            | 100       | 100      | 50.0        | 94.0       | 90.0      | 96.0     |
| Connectivity2 UMAP      | 100       | 100      | 66.0        | 100        | 82.0      | 96.0     |

Table A.5: Results for the Blobs dataset.
| Method                  | % Correct Labelled | % Labelled | Accuracy SVM | Accuracy RF |
|------------------------|--------------------|------------|--------------|-------------|
| Label Propagation      | 98.5               | 100        | 60.0         | 100         |
| Label Spreading        | 97.0               | 100        | 64.0         | 98.0        |
| Self Training classifier| 100                | 100        | 64.0         | 100         |
| Bottleneck             | 100                | 100        | 60.0         | 100         |
| Bottleneck threshold   | 100                | 81.5       | 64.0         | 96.0        |
| Bottleneck UMAP        | 100                | 100        | 64.0         | 98.0        |
| Bottleneck UMAP threshold| 100            | 100        | 62.0         | 100         |
| Wasserstein            | 96.5               | 100        | 62.0         | 98.0        |
| Wasserstein threshold  | 100                | 68.0       | 74.0         | 94.0        |
| Wasserstein UMAP       | 100                | 100        | 60.0         | 100         |
| Wasserstein UMAP threshold| 100            | 100        | 58.0         | 100         |
| Connectivity1          | 91.8               | 49.0       | 50.0         | 88.0        |
| Connectivity1 UMAP     | 100                | 96.0       | 62.0         | 100         |
| Connectivity2          | 97.0               | 51.5       | 50.0         | 94.0        |
| Connectivity2 UMAP     | 100                | 100        | 66.0         | 100         |

Table A.6: Results for the Circles dataset.

| Method                  | % Correct Labelled | % Labelled | Accuracy SVM | Accuracy RF |
|------------------------|--------------------|------------|--------------|-------------|
| Label Propagation      | 95.5               | 100        | 84.0         | 92.0        |
| Label Spreading        | 99.0               | 100        | 94.0         | 96.0        |
| Self Training classifier| 91.5               | 100        | 88.0         | 92.0        |
| Bottleneck             | 100                | 100        | 84.0         | 100         |
| Bottleneck threshold   | 100                | 76.5       | 92.0         | 100         |
| Bottleneck UMAP        | 100                | 100        | 86.0         | 98.0        |
| Bottleneck UMAP threshold| 100            | 100        | 96.0         | 100         |
| Wasserstein            | 98.5               | 100        | 88.0         | 100         |
| Wasserstein threshold  | 100                | 53.5       | 88.0         | 100         |
| Wasserstein UMAP       | 100                | 100        | 84.0         | 96.0        |
| Wasserstein UMAP threshold| 100            | 99.5       | 86.0         | 98.0        |
| Connectivity1          | 94.1               | 51.0       | 92.0         | 96.0        |
| Connectivity1 UMAP     | 100                | 71.0       | 96.0         | 96.0        |
| Connectivity2          | 93.4               | 60.5       | 90.0         | 96.0        |
| Connectivity2 UMAP     | 100                | 100        | 82.0         | 96.0        |

Table A.7: Results for the Moons dataset.
| Method                  | % Correct Labelled | % Labelled | Accuracy SVM | Accuracy RF |
|------------------------|--------------------|------------|--------------|-------------|
| Base                   | -                  | -          | 71.6         | 70.2        |
| Label Propagation      | 63.5               | 100        | 62.7         | 62.7        |
| Label Spreading        | 63.5               | 100        | 62.7         | 62.7        |
| Self Training classifier | 64.9              | 100        | 52.2         | 52.2        |
| Bottleneck             | 41.9               | 100        | 47.8         | 47.8        |
| Bottleneck threshold 0.8 | 0                 | 0          | 70.2         | 64.2        |
| Bottleneck threshold 0.6 | 0                 | 0          | 70.2         | 64.2        |
| Bottleneck threshold 0.4 | 41.9              | 100        | 47.8         | 47.8        |
| Bottleneck threshold 0.2 | 41.9              | 100        | 47.8         | 47.8        |
| Bottleneck UMAP        | 81.8               | 100        | 71.6         | 68.7        |
| Bottleneck UMAP threshold 0.8 | 85.9             | 48.0       | 70.2         | 64.2        |
| Bottleneck UMAP threshold 0.6 | 85.3            | 78.4       | 74.6         | 79.1        |
| Bottleneck UMAP threshold 0.4 | 81.7             | 100        | 71.6         | 68.7        |
| Bottleneck UMAP threshold 0.2 | 81.7             | 100        | 71.6         | 68.7        |
| Wasserstein            | 77.0               | 100        | 73.1         | 77.6        |
| Wasserstein threshold 0.8 | 0                 | 0          | 70.2         | 64.2        |
| Wasserstein threshold 0.6 | 100               | 6.8        | 71.6         | 68.7        |
| Wasserstein threshold 0.4 | 77.0              | 100        | 73.1         | 77.6        |
| Wasserstein threshold 0.2 | 77.0              | 100        | 73.1         | 77.6        |
| Wasserstein UMAP       | 81.1               | 100        | 74.6         | 73.1        |
| Wasserstein UMAP threshold 0.8 | 83.6            | 82.4       | 73.1         | 65.7        |
| Wasserstein UMAP threshold 0.6 | 81.1             | 100        | 74.6         | 73.1        |
| Wasserstein UMAP threshold 0.4 | 81.1             | 100        | 74.6         | 73.1        |
| Wasserstein UMAP threshold 0.2 | 81.1             | 100        | 74.6         | 73.1        |
| Connectivity1          | 96.4               | 37.8       | 70.2         | 61.2        |
| Connectivity1 UMAP     | 93.7               | 42.6       | 71.6         | 59.7        |
| Connectivity2          | 96.8               | 42.6       | 70.2         | 59.7        |
| Connectivity2 UMAP     | 92.8               | 46.6       | 70.2         | 64.2        |

Table A.8: Results for the LiverGenderAL dataset.
| Method                        | % Correct Labelled | % Labelled | Accuracy SVM | Accuracy RF |
|-------------------------------|--------------------|------------|--------------|-------------|
| Base                          | -                  | -          | 80.3         | 78.9        |
| Label Propagation             | 82.5               | 100        | 82.9         |             |
| Label Spreading               | 82.5               | 100        | 82.9         |             |
| Self Training classifier      | 69.5               | 100        | 59.2         | 57.9        |
| Bottleneck                    | 49.2               | 100        | 53.9         | 53.9        |
| Bottleneck threshold 0.8      | 0                  | 0          | 80.3         | 80.3        |
| Bottleneck threshold 0.6      | 0                  | 0          | 80.3         | 80.3        |
| Bottleneck threshold 0.4      | 49.2               | 100        | 54.0         | 54.0        |
| Bottleneck threshold 0.2      | 49.2               | 100        | 54.0         | 54.0        |
| Bottleneck UMAP               | 75.7               | 100        | 80.3         | 80.3        |
| Bottleneck UMAP threshold 0.8 | 94.6               | 52.5       | 81.6         | 80.3        |
| Bottleneck UMAP threshold 0.6 | 86.3               | 70.1       | 81.6         | 80.3        |
| Bottleneck UMAP threshold 0.4 | 75.7               | 100        | 80.3         | 80.3        |
| Bottleneck UMAP threshold 0.2 | 75.7               | 100        | 80.3         | 80.3        |
| Wasserstein                   | 81.9               | 100        | 82.9         | 82.9        |
| Wasserstein threshold 0.8     | 0                  | 0          | 80.3         | 78.9        |
| Wasserstein threshold 0.6     | 100                | 45.8       | 82.9         | 82.9        |
| Wasserstein threshold 0.4     | 81.9               | 100        | 82.9         | 82.9        |
| Wasserstein threshold 0.2     | 81.9               | 100        | 82.9         | 82.9        |
| Wasserstein UMAP              | 72.9               | 100        | 65.8         | 86.8        |
| Wasserstein UMAP threshold 0.8| 94.4               | 50.9       | 82.9         | 76.3        |
| Wasserstein UMAP threshold 0.6| 79.9               | 75.7       | 81.6         | 79.0        |
| Wasserstein UMAP threshold 0.4| 72.9               | 100        | 65.8         | 86.8        |
| Wasserstein UMAP threshold 0.2| 72.9               | 100        | 65.8         | 86.8        |
| Connectivity1                 | 80.2               | 57.1       | 46.1         | 46.1        |
| Connectivity1 UMAP            | 93.7               | 35.6       | 75.0         | 73.7        |
| Connectivity2                 | 81.1               | 59.9       | 46.1         | 46.1        |
| Connectivity2 UMAP            | 90.9               | 43.5       | 76.3         | 72.4        |

Table A.9: Results for the LiverGenderCR dataset.
| Method                  | % Correct Labelled | % Labelled | Accuracy SVM | Accuracy RF |
|-------------------------|--------------------|------------|--------------|-------------|
| Base                    | -                  | -          | 97.0         | 88.6        |
| Label Propagation       | 93.7               | 100        | 97.4         | 93.2        |
| Label Spreading         | 93.7               | 100        | 97.4         | 93.2        |
| Self Training classifier| 95.7               | 100        | 95.1         | 93.6        |
| Bottleneck              | 90.3               | 100        | 97.4         | 90.5        |
| Bottleneck threshold 0.8| 100                | 15.1       | 99.2         | 92.4        |
| Bottleneck threshold 0.6| 92.7               | 84.6       | 99.2         | 91.3        |
| Bottleneck threshold 0.4| 90.3               | 100        | 97.4         | 90.5        |
| Bottleneck threshold 0.2| 90.3               | 100        | 97.4         | 90.5        |
| Bottleneck UMAP         | 98.1               | 100        | 97.4         | 96.2        |
| Bottleneck UMAP threshold 0.8| 100           | 83.1       | 97.4         | 94.3        |
| Bottleneck UMAP threshold 0.6| 97.3           | 93.3       | 97.4         | 94.6        |
| Bottleneck UMAP threshold 0.4| 98.1           | 100        | 97.4         | 96.2        |
| Bottleneck UMAP threshold 0.2| 98.1           | 100        | 97.4         | 96.2        |
| Wasserstein             | 95.0               | 100        | 97.0         | 96.2        |
| Wasserstein threshold 0.8| 100                | 17.5       | 97.4         | 89.8        |
| Wasserstein threshold 0.6| 99.1               | 73.5       | 99.2         | 93.6        |
| Wasserstein threshold 0.4| 95.0               | 100        | 97.0         | 96.2        |
| Wasserstein threshold 0.2| 95.0               | 100        | 97.0         | 96.2        |
| Wasserstein UMAP        | 98.0               | 100        | 97.0         | 95.8        |
| Wasserstein UMAP threshold 0.8| 99.2           | 78.8       | 97.4         | 95.1        |
| Wasserstein UMAP threshold 0.6| 99.3           | 97.7       | 97.0         | 95.5        |
| Wasserstein UMAP threshold 0.4| 98.0           | 100        | 97.0         | 95.8        |
| Wasserstein UMAP threshold 0.2| 98.0           | 100        | 97.0         | 95.8        |
| Connectivity1            | 94.1               | 22.4       | 93.6         | 87.9        |
| Connectivity1 UMAP      | 67.1               | 16.4       | 80.3         | 85.2        |
| Connectivity2            | 94.7               | 25.0       | 93.6         | 87.5        |
| Connectivity2 UMAP      | 34.8               | 11.2       | 53.8         | 75.0        |

Table A.10: Results for the Banknote dataset.