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Abstract—In realistic applications of object search, robots will need to locate target objects in complex environments while coping with unreliable sensors, especially for small or hard-to-detect objects. In such settings, correlational information can be valuable for planning efficiently. Previous approaches that consider correlational information typically resort to ad-hoc, greedy search strategies. We introduce the Correlational Object Search POMDP (COS-POMDP), which models correlations while preserving optimal solutions with a reduced state space. We propose a hierarchical planning algorithm to scale up COS-POMDPs for practical domains. Our evaluation, conducted with the AI2-THOR household simulator and the YOLOv5 object detector, shows that our method finds objects more successfully and efficiently compared to baselines, particularly for hard-to-detect objects such as scrub brush and remote control.

Fig. 1: We study the problem of object search using correlational information about spatial relations between objects. This example illustrates a desirable search behavior in an AI2-THOR scene, where the robot leverages the detection of a large StoveBurner to more efficiently find a small, hard-to-detect PepperShaker.

search with given correlational information. Critically, COS-POMDPs avoid the exponential blow-up of naively maintaining a joint belief about all objects while preserving optimal solutions to this exponential formulation. COS-POMDPs model correlational information using a correlation-based observation model. The correlational information is given to the robot as a factored joint distribution over object locations. In practice, this distribution can be approximated by learning it from data [8, 16] or interpreting human speech [17, 18]. We address scalability by proposing a hierarchical planning algorithm, where a high-level COS-POMDP plans subgoals, each fulfilled by a low-level planner that plans with low-level actions (i.e., given primitive actions); both levels plan online based on a shared and updated COS-POMDP belief state, enabling efficient closed-loop planning.

We evaluate the proposed approach in AI2-THOR [19], a realistic simulator of household environments, and we use YOLOv5 [20, 21] as the object detector. Our results show that, when the given correlational information is accurate, COS-POMDP leads to more robust search performance for target objects that are hard-to-detect. In particular, for target objects with a true positive detection rate below 40%, COS-POMDP significantly outperforms the POMDP baseline not using correlational information by 42.1% and a greedy, next-best view baseline [2] by 210% in terms of SPL (success weighted by inverse path length) [22], a recently developed metric that reflects both search success and efficiency.

II. RELATED WORK

Object search involves a wide range of subproblems (e.g., perception [7, 12], planning [23, 11], manipulation [24, 25]) and different types of target objects (moving [26] or static [23]). We consider static objects and an environment where the set of possible object locations is given, but we assume no object location is known a priori.

Garvey [27] and Wixson and Ballard [9] pioneered the paradigm of indirect search, where an intermediate object
The first component stored into two independent components $z_{robot}, z_{objects}$. The second component $z_{objects} = (z_1, \ldots, z_n, z_{target})$ is the result of performing object detection. Each element, $z_i \in \mathcal{X} \cup \{\text{null}\}$, $i \in \{1, \ldots, n, \text{target}\}$, is the detected location of object $i$ within the field of view, or null if not detected. The observation $z_{target}$ about object $i$ is subject to limited field of view and sensing uncertainty captured by a detection model $D_i(z_i, x_i, s_{robot}) = \Pr(z_i | x_i, s_{robot})$; Here, a common conditional independence assumption in object search is made [2, 14], where $z_i$ is conditionally independent of the observations and locations of all other objects given its location and the robot state $s_{robot}$. The set of detection models for all objects is $\mathcal{D} = \{D_1, \ldots, D_n, D_{target}\}$. In our experiments, we obtain parameters for the detection models based on the performance of the vision-based object detector (Sec. VI-B).

### B. The Correlational Object Search Problem

Although the joint distribution of object locations is latent, the robot is assumed to have access to a factored form of that distribution, that is, $n$ conditional distributions, $\mathcal{C} = \{C_1, \ldots, C_n\}$ where $C_i(x_i, x_{target}) = \Pr(x_i | x_{target})$ specifies the spatial correlation between the target and object $i$. We call each $C_i$ a correlation model. This model can be learned from data or, in our case, be given by a domain expert.

Formally, we define the correlational object search problem as follows. Given as input a tuple $(\mathcal{X}, \mathcal{C}, \mathcal{D}, s_{\text{init}}^{robot}, O_{\text{robot}}, A_m, T_m)$, the robot must perform a sequence of actions, $a_1, \ldots, a_t$, where $a_1, \ldots, a_{t-1} \in A_m$ and the last action is Done. The success criteria depends on the robot state and the target location at the time of Done, and the robot should minimize the distance traveled to find the object. In our evaluation in AI2-THOR, we use the success criteria recommended by Batra et al. [31], defined in Sec. VI-A.

### IV. Correlational Object Search as a POMDP

In this section, we introduce the COS-POMDP, a POMDP formulation that addresses the correlational object search problem, followed by a discussion on its optimality. We begin with a brief review of POMDPs [36, 37, 38].

#### A. Background: POMDPs

A POMDP is formally defined as a tuple $(\mathcal{S}, \mathcal{A}, \mathcal{Z}, T, O, R, \gamma)$, where $\mathcal{S}, \mathcal{A}, \mathcal{Z}$ denote the state, action, and observation spaces, $T(s', a, s) = \Pr(s'|s, a)$, $O(z, s', a) = \Pr(z|s', a)$ are the transition and observation models, and $R(s, a) \in \mathbb{R}$ is the reward function. At each timestep, the agent takes an action $a \in \mathcal{A}$, the environment state transitions from $s \in \mathcal{S}$ to $s' \in \mathcal{S}$ according to $T$, and the agent receives an observation $z \in \mathcal{Z}$ from the environment according to $O$.

At each timestep, the robot receives an observation $z$ factored into two independent components $z = (z_{robot}, z_{objects})$. The first component $z_{robot} \in S_{robot}$ is an estimation of the robot’s current viewpoint following the observation model $O_{robot}(z_{robot}, s_{robot}) = \Pr(z_{robot} | s_{robot})$. The second component $z_{objects} = (z_1, \ldots, z_n, z_{target})$ is the result of performing object detection. Each element, $z_i \in \mathcal{X} \cup \{\text{null}\}$, $i \in \{1, \ldots, n, \text{target}\}$, is the detected location of object $i$ within the field of view, or null if not detected. The observation $z_{target}$ about object $i$ is subject to limited field of view and sensing uncertainty captured by a detection model $D_i(z_i, x_i, s_{robot}) = \Pr(z_i | x_i, s_{robot})$; Here, a common conditional independence assumption in object search is made [2, 14], where $z_i$ is conditionally independent of the observations and locations of all other objects given its location and the robot state $s_{robot}$. The set of detection models for all objects is $\mathcal{D} = \{D_1, \ldots, D_n, D_{target}\}$. In our experiments, we obtain parameters for the detection models based on the performance of the vision-based object detector (Sec. VI-B).

The solution to a POMDP is a policy $\pi$ that maps a history to an action. The value of a POMDP at a history under policy
\[ \pi \] is the expected discounted cumulative reward following that policy: 
\[ V_\pi(h) = \mathbb{E}[\sum_{t=0}^{\infty} \gamma^t R(s_t, \pi(h_t)|h_0 = h)] \] 
where \( \gamma \) is the discount factor. The optimal value at the history is 
\[ V(h) = \max_\pi V_\pi(h). \]

**B. COS-POMDP Definition**

Given an instance of the correlational object search problem defined in Sec. III-B, we define the Correlational Object Search POMDP (COS-POMDP) as follows:

- **State space.** The state space \( S \) is factored to include the robot state \( s_{\text{robot}} \in S_{\text{robot}} \) and the target state \( x_{\text{target}} \in X \). A state \( s \in S \) can be written as \( s = (s_{\text{robot}}, x_{\text{target}}) \). Importantly, no other object state is included in \( S \).
- **Action space.** The action space is \( A = A_m \cup \{ \text{Done} \} \).
- **Observation space.** The observation space \( Z \) is factored over the objects, and each \( z \in Z \) is written as \( z = (z_{\text{robot}}, z_{\text{objects}}) \), where \( z_{\text{objects}} = (z_1, \ldots, z_n, z_{\text{target}}) \).
- **Transition model.** The objects are assumed to be static. Actions \( a_m \in A_m \) change the robot state from \( s_{\text{robot}} \) to \( s_{\text{robot}}' \) according to \( T_m \), and taking the done action terminates the task deterministically.
- **Observation model.** By definition, \( z \) is the detection model, and each \( Pr(z|x_{\text{target}}, s_{\text{robot}}) \) is called a correlational observation model, written as:
  \[ Pr(z_{\text{objects}}|s) = Pr(z_1, \ldots, z_n, x_{\text{target}}|x_{\text{target}}, s_{\text{robot}}) \]
  \[ = Pr(z_{\text{target}}|x_{\text{target}}, s_{\text{robot}}) \prod_{i=1}^{n} Pr(z_i|x_{\text{target}}, s_{\text{robot}}) \]

The first term in Eq (2) is defined by \( D_{\text{target}} \), and each \( Pr(z_i|x_{\text{target}}, s_{\text{robot}}) \) is a detection model, called the correlational observation model, written as:

\[ Pr(z_i|x_{\text{target}}, s_{\text{robot}}) = \sum_{x_i \in X} Pr(x_i, z_i|x_{\text{target}}, s_{\text{robot}}) \]

where the two terms in Eq (4) are the detection model \( D_i \in D \) and correlation model \( C_i \in C \), respectively.
- **Reward function.** The reward function, \( R(s, a) = R(s_{\text{robot}}, x_{\text{target}}, a) \), is defined as follows. Upon taking \( \text{Done} \), the task outcome is determined based on \( s_{\text{robot}}, x_{\text{target}}, a \), which is successful if the robot orientation is facing the target and its position is within a distance threshold to the target. If successful, then the robot receives \( R_{\text{max}} \gg 0 \), and \( R_{\text{min}} \ll 0 \) otherwise. Taking a move action from \( A_m \) receives a negative reward which corresponds to the action’s cost. In our experiments, we set \( R_{\text{max}} = 100 \) and \( R_{\text{min}} = -100 \). Each primitive move action (e.g., \( \text{MoveAhead} \)) receives a step cost of \(-1 \).

**C. Optimality of COS-POMDPs**

The state space of a COS-POMDP involves only the robot and target object states. A natural question arises: have we lost any necessary information? In this section, we show that COS-POMDPs are optimal, in the following sense: if we imagine solving a “full” POMDP corresponding to the COS-POMDP, whose state space contains all object states, then the solutions to the COS-POMDP are equivalent. Note that a belief state in this “full” POMDP scales exponentially in the number of objects.

We begin by precisely defining the “full” POMDP, henceforth called the F-POMDP, corresponding to a COS-POMDP. The F-POMDP has identical action space, observation space, and transition model as the COS-POMDP. The reward function is also identical since it only depends on the target state, robot state, and the action taken. F-POMDP differs in the state space and observation model:

- **State space.** The state is \( s = (s_{\text{robot}}, x_{\text{target}}, x_1, \ldots, x_n) \).
- **Observation model.** Under the conditional independence assumption stated in Sec. III, the model for observation \( z_{\text{objects}} \) in the F-POMDP is:

\[ Pr(z_{\text{objects}}|s) = Pr(z_1|x_1, s_{\text{robot}}) \prod_{i=1}^{n} Pr(z_i|x_i, s_{\text{robot}}) \]

Since the COS-POMDP and the F-POMDP share the same action and observation spaces, they have the same history space as well. We first show that given the same policy, the two models have the same distribution over histories.

**Theorem 1.** Given any policy \( \pi : h_t \rightarrow a \), the distribution of histories is identical between the COS-POMDP and the F-POMDP.

**Proof:** (Sketch) We prove this by induction. When \( t = 1 \), the statement is true because both histories are empty. The inductive hypothesis assumes that the distributions \( Pr(h_t) \) is the same for the two POMDPs at \( t \geq 1 \). Then, by definition, \( Pr(h_{t+1}|a_t, z_t) = Pr(z_t|h_t, a_t) Pr(a_t|h_t) Pr(h_t) \). Note that \( Pr(a_t|h_t) \) is the same under the given \( \pi \). We can show the two POMDPs have the same \( Pr(z_t|h_t, a_t) \); the full proof is available in Appendix A.

Using Theorem 1, we are equipped to make a statement about the value of following a given policy in either the COS-POMDP or the F-POMDP.

**Corollary 1.** Given any policy \( \pi : h_t \rightarrow a \) and history \( h_t \), the value \( V_\pi(h_t) \) is identical between the COS-POMDP and the F-POMDP.

**Proof:** By definition, the value of a POMDP at a history is the expected discounted cumulative reward with respect to the distribution of future action-observation pairs. Theorem 1 states that the COS-POMDP and F-POMDP have the same distribution of histories given \( \pi \). Furthermore, the reward function depends only on the states of the robot and the target object. Thus, this expectation is equal for the two POMDPs at any \( h_t \).

Finally, we can show that COS-POMDPs are optimal in the sense that we described before.

**Corollary 2.** An optimal policy \( \pi^* \) for either the COS-POMDP or the F-POMDP is also optimal for the other.

**Proof:** Suppose, without loss of generality, that \( \pi^* \) is optimal for the COS-POMDP but not the F-POMDP. Let \( \pi' \) be the optimal policy for the F-POMDP. By the definition of optimality, for at least some history \( h \) we must have \( V_{\pi'}(h) > V_{\pi^*}(h) \).

1The appendix is available at https://arxiv.org/pdf/2110.09991.pdf
$V_{π^*}(h)$. By Corollary 1, for any such $h$ the COS-POMDP also has value $V_{π^*}(h)$, meaning $π^*$ is not actually optimal for the COS-POMDP; this is a contradiction.

V. HIERARCHICAL PLANNING

Despite the optimality-preserving reduction of state space in a COS-POMDP, directly planning over the primitive move actions is not scalable to practical domains even for state-of-the-art online POMDP solvers [38]. Nevertheless, planning POMDP actions at the primitive level has the benefit of controlling fine-grained movements, allowing goal-directed behavior to emerge automatically at this level. Therefore, we seek an algorithm that can reason about both searching over a large region and searching carefully in a local region.

To this end, we propose a hierarchical planning algorithm to apply COS-POMDPs to realistic domains (Fig. 2). The pseudocode and a detailed description is provided in Appendix B. As an overview: (1) A topological graph is first dynamically generated to reflect the robot’s belief in the target location. Nodes are places accessible by the robot, and edges indicate navigability between places [39]. (2) Then, a high-level COS-POMDP is instantiated which plans subgoals that can be either navigating to another place, or searching locally at the current place. Both types of subgoals can be understood as viewpoint-changing actions, except the latter keeps the viewpoint the same. (3) At each timestep, a subgoal is planned using a POMDP solver, and a low-level planner is instantiated corresponding to the subgoal. This low-level planner then plans to output an action from the action set $A = A_m \cup \{\text{Done}\}$, which is used for execution. In our implementation, for navigation subgoals, an $A^*$ planner is used, and for the subgoal of searching locally, a low-level COS-POMDP is instantiated whose action space is the primitive movements $A_m$, and solved using a POMDP planner [40]. (4) Upon executing the low-level action, the robot receives an observation from its on-board object detector. This observation is used to update the belief of both the high-level COS-POMDP as well as the low-level COS-POMDP (if it exists). (5) If the cumulative belief captured by the nodes in the current topological graph is below a threshold (50% in our experiments), then the topological graph is regenerated to better reflect the belief. (6) Finally, the process starts over from step (3). If the high-level COS-POMDP plans a new subgoal different from the current one, then the low-level planner is re-instantiated. Our algorithm plans actions for execution in an online, closed-loop manner, allowing for reasoning about viewpoint changes at the level of both places in a topological graph and fine-grained movements. This is efficient in practice because typical mobile robots can be controlled both at the low level of motor velocities and the high level of navigation goals [41, 42].

VI. EXPERIMENTAL SETUP

We test the following hypotheses through our experiments: (1) Leveraging correlational information with easier-to-detect objects can benefit the search for hard-to-detect objects; (2) Optimizing over an action sequence improves performance compared to greedily choosing the next-best view.

Fig. 2: Illustration of the Hierarchical Planning Algorithm. A high-level COS-POMDP plans subgoals fed into a low-level planner that produces low-level actions. The belief state is shared across the levels. Both levels plan with updated beliefs at every timestep.

A. AI2-THOR

We conduct experiments in AI2-THOR [19], a realistic simulator of in-household rooms. It has a total of 120 scenes divided evenly into four room types: Bathroom, Bedroom, Kitchen, and Living room. For each room type, we use the first 20 scenes for training a vision-based object detector and learning object correlation models (used in some experiments), and the last 10 scenes for validation.

The robot can take primitive move actions from the set: \{MoveAhead, RotateLeft, RotateRight, LookUp, LookDown\}. MoveAhead moves the robot forward by 0.25m. RotateLeft, RotateRight rotate the robot in place by 45°. LookUp, LookDown tilt the camera up or down by 30°. The robot observes the pose of its current viewpoint without noise. To be successful, when the robot takes done, the robot must be within a Euclidean distance of 1.0m from the target object while the target object is visible in the camera frame. The maximum number of steps allowed is 100.

B. Object Detector

We use YOLOv5 [21], a popular vision-based object detector. This contrasts previous works evaluated using a ground truth object detector [33] or detectors with synthetic noise and detection ranges [2, 15]. We collect training data by randomly placing the robot in the training scenes.

Detection Model. Since vision detectors can sometimes detect small objects from far away, we consider a line-of-sight detection model with a limited field of view angle:

$$D(z_i, x_i, s_{\text{robot}}) = \Pr(z_i|x_i, s_{\text{robot}})$$

$$= \begin{cases} 1.0 - TP & s_i \in V_s(\text{robot}) \land z_i = \text{null} \\ \frac{\delta FP}{\left| V_E(r) \right|} & s_i \in V_s(\text{robot}) \land \| z_i - x_i \| > 3\sigma \\ \frac{\delta FP}{\left| V_E(r) \right|} & s_i \in V_s(\text{robot}) \land \| z_i - x_i \| \leq 3\sigma \\ 1.0 - FP & s_i \notin V_s(\text{robot}) \land z_i = \text{null} \\ \frac{\delta FP}{\left| V_E(r) \right|} & s_i \notin V_s(\text{robot}) \land z_i \neq \text{null} \end{cases}$$

This detection model is parameterized by: TP, the true positive rate; FP, the false positive rate; $r$, the average
inside the field of view that is within distance \( V \). The Gaussian distribution. We set \( \sigma \), though not exactly accurate, is still accepted as a true positive object location where a detection made within that region, \( \sigma \) detections; methods for the example shown in Fig. 3. A gray circle combined Fig. 4: Visualization of robot trajectory produced by different other objects such as FloorLamp and Laptop. For more examples, please refer to the video at https://youtu.be/RneTq4o/zero.alt2a-A.

Fig. 3: Example Sequence. Top: first-person view with object detection bounding boxes. Bottom: Visualization of belief state corresponding to each view. See Fig. 2 for the legend of the belief state visualization. Our method (COS-POMDP) successfully finds a CreditCard in a living room scene, leveraging the detection of other objects such as FloorLamp and Laptop. For more examples, please refer to the video at https://youtu.be/RneTq4o/zero.alt2a-A.

Fig. 4: Visualization of robot trajectory produced by different methods for the example shown in Fig. 3. A gray circle combined with a black line segment indicates a viewpoint.

distance between the robot and the object for true positive detections; \( \sigma \), the width of a small region around the true object location where a detection made within that region, though not exactly accurate, is still accepted as a true positive detection. We set \( \sigma = 0.5m \). The notation \( \mathcal{N}(\cdot) \) denotes a Gaussian distribution. The \( \mathcal{V}(\text{srobot}) \) denotes the line-of-sight field of view with a 90° angle. The \( \mathcal{V}_E(r) \) denotes the region inside the field of view that is within distance \( r \) from the robot. The weight \( \delta \) if the detection is within \( \mathcal{V}_E(r) \), and otherwise \( \delta = \exp(-||z_i - s_{\text{robot}}|| - r)^2) \).

C. Target Objects

We choose the target and correlated object classes based on detection statistics. The list of target object classes and other correlated classes for each room type is listed below (in no particular order). For detection statistics, please refer to Table I and Table IV (Appendix D).

- **Bathroom.** Targets are Faucet, Candle, ScrubBrush; Correlated objects are ToiletPaperHanger, Towel, Mirror, Toilet, SoapBar.
- **Bedroom.** Targets are AlarmClock, CellPhone, Book; Correlated objects are Laptop, Bed, DeskLamp, Mirror, LightSwitch.
- **Kitchen.** Targets: Bowl, Knife, PepperShaker; Correlated objects are Lettuce, LightSwitch, Microwave, Plate, StoveKnob.
- **Living room.** Targets are CreditCard, RemoteControl, Television; Correlated objects are Pillow, Laptop, LightSwitch, HousePlant, FloorLamp, Painting.

D. Correlation Model

We consider a binary correlation model that takes into account whether the correlated object and the target are close or far. Note that our method is not specific to this model. We use this model since it is applicable between arbitrary object classes and can be easily estimated based on object instances.

\[
C(x_{\text{target}}, x_i) = \Pr(x_i | x_{\text{target}})
\]

\[
= \begin{cases} 
1 & \text{Close}(i, \text{target}) \land ||x_i - x_{\text{target}}|| < d(i, \text{target}) \\
0 & \text{Close}(i, \text{target}) \land ||x_i - x_{\text{target}}|| \geq d(i, \text{target}) \\
1 & \text{Far}(i, \text{target}) \land ||x_i - x_{\text{target}}|| > d(i, \text{target}) \\
0 & \text{Far}(i, \text{target}) \land ||x_i - x_{\text{target}}|| \leq d(i, \text{target})
\end{cases}
\]

where \( \text{Close}(\cdot, \cdot) \) and \( \text{Far}(\cdot, \cdot) \) are opposite, class-level predicates, \( \cdot \) denotes the Euclidean distance, and \( d(\cdot, \cdot) \) is the expected distance between the two object classes. In Sec. VII, we conduct an ablation study where \( d(\cdot, \text{target}) \) is estimated under different scenarios; **accurate**: based on object ground truth locations in the deployed scene; **estimated (est)**: based on instances in training scenes; **wrong (wrg)**: same as accurate except we flip the close/far relationship between the objects so that they do not match the scene.

E. Evaluation Metric

We use three metrics: (1) success weighted by inverse path length (SPL) [22]; (2) success rate (SR) and (3) discounted cumulative rewards (DR). The SPL for each trial \( i \) is defined as \( \text{SPL}_i = S_i \cdot \ell_i / \max(p_i, \ell_i) \) where \( S_i \) is the binary success outcome of the search, \( \ell_i \) is the shortest path between the robot and the target, and \( p_i \) is the actual search path. The SPL measures the search performance by taking into account both the success and the efficiency of the search. As a stringent metric, \( \ell_i \) uses information about the true object location, but it does not penalize excessive rotations [31]. Therefore, we also include the discounted cumulative rewards (DR) metric with \( \gamma = 0.95 \), which takes rotation actions into account.

F. Baselines

Baselines are defined in the caption of Table I. Note that Greedy-NBV is based on [2] where a weighted particle belief is used to estimate the joint state over all object locations. During planning, the robot selects the next best viewpoint to navigate towards based on a cost function that considers both navigation distance and the probability of detecting any object. This provides a baseline that is in contrast to the sequential decision-making paradigm considered by COS-POMDPs and the modeling of only robot and target states.

G. Implementation Details

Objects exist in 3D in AI2-THOR scenes. Since the robot can tilt its camera within a small range of angles, all methods (except Random) estimate target object height among a discrete set of possible height values, Above, Below, and Same, with respect to the camera’s current tilt angle. POMDP-based methods are implemented using the pompdp.py [43] library with the POUCT planner [40]. The rollout policy uniformly samples from move actions towards the target or possibly leading to a non-null observation about an object.
### TABLE I: Main and Ablation Study Results

| Method          | SPL (%) | DR (%) | SR (%) |
|-----------------|---------|--------|--------|
| Target-POMDP    | 30.00   | 30.00  | 30.00  |
| Greedy-NBV      | 16.78 (11.68) | -31.60 (10.05) | 30.00 |
| COS-POMDP       | 24.76 (12.95) | -15.57 (9.16) | 40.00 |

**Greedy-NBV** performs more consistently and robustly for hard-to-detect objects, such as **COS-POMDP**

*Parentheses contain 95% confidence interval. Ablation study results are bolded if it outperforms the best result from the main evaluation.*

### VII. Results and Discussions

Our main results by room type are shown in Table I; results over all room types are in the appendix. The performance of **COS-POMDP** is more consistent compared to other baselines at either the best or the second best for all metrics in the four room types. The performance is broken down by target classes in Table II. **Greedy-NBV** performs well for **AlarmClock** in **Bedroom**; it appears to experience less instability in the particle belief as a result of particle reinvigoration. **COS-POMDP** appears to be the most robust when the target object has significant uncertainty of being detected correctly, including **ScrubBrush**, **CreditCard**, **Candle**, **RemoteControl**, **Knife**, and **CellPhone**. An example search trial for **CreditCard** is visualized in Fig. 3. For target objects with a true positive detection rate below 40%, **COS-POMDP** improves the POMDP baseline that ignores correlation information by 42.1% in terms of the SPL metric ($p = 0.009$), and it is more than 2.1 times better than the greedy baseline ($p = 0.023$). Both results are statistically significant.

#### Table II: Detection Statistics and Object Search Results Grouped by Target Classes

| Room Type       | Target Class | Change Rate | TP | FP  | r (m) |
|-----------------|--------------|-------------|----|-----|-------|
| **Bathroom**    | Faucet       | 56.1  8.0  2.16 | 28.31 (19.58) | 0.73 (22.10) | 70.00 |
| **Target-POMDP**|              |             |    |     |       |
| **COS-POMDP**   |              |             |    |     |       |
| **Kitchen**     | Bowl         | 60.6 11.5 1.75 | 19.88 (26.57) | -15.76 (32.76) | 33.33 |
| **Target-POMDP**|              |             |    |     |       |
| **COS-POMDP**   |              |             |    |     |       |
| **Living Room** | Television   | 85.3 5.2 2.59 | 8.98 (18.36) | -22.86 (13.31) | 20.00 |

We observe better or competitive performance from using groundtruth detectors across all metrics in all room types. The gain over **COS-POMDP** in terms of SPL is not statistically significant ($p = 0.009$).

Additionally, we use correlations estimated using training scenes (**COS-POMDP (esti)**) as well as incorrect correlational information that is the reverse of the correct one (**COS-POMDP (wrg)**). Indeed, using accurate correlations provides the most benefit, while correlations estimated through this naive method could offer benefit compared to using incorrect correlations in some cases (**Bathroom** and **Bedroom**), but can also backfire and hurt performance in others. Therefore, properly learning correlations is important, while leveraging a reliable source of information, for example, from a human at the scene, may offer the most benefit.

### VIII. Conclusion and Future Work

In this paper, we formulated the problem of correlational object search as a POMDP (**COS-POMDP**), and proposed a hierarchical planning algorithm to solve it in practice. Our results show that, particularly for hard-to-detect objects, our approach offers more robust performance compared to baselines. Directions for future work include investigating different correlation models, searching in more complex settings that involve e.g., container opening and dynamic objects, and evaluating on a real robot platform.
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Theorem 1. Given any policy \( \pi : h_t \to a \), the distribution of histories is identical between the COS-POMDP and the F-POMDP.

Proof: We prove this by induction. When \( t = 1 \), the statement is true because both histories are empty. The inductive hypothesis assumes that the distributions \( \Pr(h_t) \) is the same for the two POMDPs at \( t \geq 1 \). Then, by definition, \( \Pr(h_{t+1}) = \Pr(h_t, a_t, z_t) = \Pr(z_t|h_t, a_t) \Pr(a_t|h_t) \Pr(h_t) \).

Since \( \Pr(a_t|h_t) \) is the same under the given \( \pi \), we can conclude \( \Pr(h_{t+1}) \) is identical if the two POMDPs have the same \( \Pr(z_t|h_t, a_t) \). We show that this is true as follows.

First, we sum out the state \( s_t \) at time \( t \):

\[
\Pr(z_t|h_t, a_t) = \sum_{s_t} \Pr(s_t, z_t|h_t, a_t)
\]

By definition of conditional probability,

\[
\sum_{s_t} \Pr(z_t|s_t, h_t, a_t) \Pr(s_t|h_t, a_t)
\]

Since \( s_t \) does not depend on \( a_t \) (which affects \( s_{t+1} \)),

\[
\sum_{s_t} \Pr(z_t|s_t, h_t, a_t) \Pr(s_t|h_t)
\]

Suppose we are deriving this distribution for COS-POMDP, denoted as \( \Pr_{\text{COS-POMDP}}(z_t|h_t, a_t) \). Then, by definition, the state \( s_t = (x_{\text{target}}, s_{\text{robot}}) \). Therefore, we can write:

\[
\Pr_{\text{COS-POMDP}}(z_t|h_t, a_t) = \sum_{x_{\text{target}}, s_{\text{robot}}} \Pr(z_t|x_{\text{target}}, s_{\text{robot}}, h_t, a_t) \times \Pr(x_{\text{target}}, s_{\text{robot}}|h_t)
\]

Summing out \( x_1, \ldots, x_n \),

\[
\sum_{x_{\text{target}}, s_{\text{robot}}} \sum_{x_1, \ldots, x_n} \Pr(x_1, \ldots, x_n, z_t|x_{\text{target}}, s_{\text{robot}}, h_t, a_t) \times \Pr(x_{\text{target}}, s_{\text{robot}}|h_t)
\]

Merging sum,

\[
\sum_{x_1, \ldots, x_n} \Pr(x_1, \ldots, x_n, z_t|x_{\text{target}}, s_{\text{robot}}, h_t, a_t) \times \Pr(x_{\text{target}}, s_{\text{robot}}|h_t)
\]

By the definition of conditional probability,

\[
\sum_{x_1, \ldots, x_n} \Pr(z_t|x_1, \ldots, x_n, x_{\text{target}}, s_{\text{robot}}, h_t, a_t) \times \Pr(x_1, \ldots, x_n|x_{\text{target}}, s_{\text{robot}}, h_t, a_t) \times \Pr(x_{\text{target}}, s_{\text{robot}}|h_t)
\]

Again, because the object locations are independent of \( a_t \),

\[
= \sum_{x_1, \ldots, x_n} \Pr(z_t|x_1, \ldots, x_n, x_{\text{target}}, s_{\text{robot}}, h_t, a_t) \times \Pr(x_1, \ldots, x_n|x_{\text{target}}, s_{\text{robot}}, h_t) \times \Pr(x_{\text{target}}, s_{\text{robot}}|h_t)
\]

By the definition of conditional probability again,

\[
= \sum_{x_1, \ldots, x_n} \Pr(z_t|x_1, \ldots, x_n, x_{\text{target}}, s_{\text{robot}}, h_t, a_t) \times \Pr(x_1, \ldots, x_n|x_{\text{target}}, s_{\text{robot}}, h_t) \times \Pr(x_{\text{target}}, s_{\text{robot}}|h_t)
\]

Note that \((x_{\text{target}}, s_{\text{robot}}, x_1, \ldots, x_n)\) is a state in F-POMDP. Denote the state space of F-POMDP as \( S_p \). According to Eq (9), we can write the above Eq (15) as

\[
= \sum_{s_t \in S_p} \Pr(z_t|s_t, h_t, a_t) \Pr(s_t|h_t)
\]

\[
= \Pr_{\text{F-POMDP}}(z_t|h_t, a_t)
\]

B. Hierarchical Planning Algorithm

Below, we describe the hierarchical planning algorithm proposed in Sec. V in detail. The pseudocode for this algorithm is presented in Algorithm 1 and illustrated with legend in Fig. 5.

To enable the planning of searching over a large region, we first generate a topological graph, where nodes are places accessible by the robot, and edges indicate navigability between places. This is done by the SampleTopoGraph procedure (Algorithm 2). In this procedure, the nodes are sampled based on the robot’s current belief in the target location \( b_{\text{target}}^t \), and edges are added such that the graph is connected and every node has an out-degree within a given range, which affects the branching factor for planning. An example output is illustrated in Fig. 2.

Then, a high-level COS-POMDP \( P_h \) is instantiated. The state and observation spaces, the observation model, and the reward model, are as defined in Sec. IV-B. The move action set and the corresponding transition model are defined according to the generated topological graph. Each move action represents a subgoal of navigating to another place, or the subgoal of searching locally at the current place. Both types of subgoals can still be understood as viewpoint-changing actions, except the latter keeps the viewpoint at the same location. For the transition model \( T(s', g, s) \) where \( g \) represents the subgoal, the resulting viewpoint (i.e., \( s'_{\text{target}} \in s' \)) after completing a subgoal is located at the destination of the subgoal with orientation facing the target object location \((x_{\text{target}} \in s)\). The done action is also included as a dummy subgoal to match the definition of the COS-POMDP action space (Sec. IV-B).

At each timestep, a subgoal is planned using an online POMDP planner, and a low-level planner is instantiated corresponding to the subgoal. This low-level planner then plans
to output an action $a_t$ from the action set $\mathcal{A} = \mathcal{A}_{m} \cup \{\text{Done}\}$, which is used for execution. In our implementation, for navigation subgoals, an $A^*$ planner is used, and for searching locally, a low-level COS-POMDP $P_L$ is instantiated with the primitive movements $\mathcal{A}_{m}$ in its action space. (We use PO-UCT [40] as the online POMDP solver in our experiments.)

Upon executing the low-level action $a_t$, the robot receives an observation $z_t \in \mathcal{Z}$ from its on-board perception modules for robot state estimation and object detection. This observation is used to update the belief of the high-level COS-POMDP, which is shared with the low-level COS-POMDP.

Finally, the process starts over from the first step of sampling a topological graph. If the high-level COS-POMDP plans a new subgoal different from the current one, then the low-level planner is re-instantiated.

This algorithm plans actions for execution in an online, closed-loop fashion, allowing reasoning about viewpoint changes both at the level of places in a topological graph as well as fine-grained movements.

Algorithm 2 is the pseudocode of the SampleTopoGraph algorithm, implemented for our experiments in A2-THOR. We set $M = 10$, $d_{\text{sep}} = 1.0m$, $\zeta_{\text{min}} = 3$, $\zeta_{\text{max}} = 5$. In our implementation, the topological graph is resampled only if the cumulative belief captured by the nodes in the current topological graph, $\sum_{s_{\text{robot}} \in \mathcal{V}} p(s_{\text{robot}})$, is below 50%. Otherwise, the same topological graph will be returned.

C. Additional Results and Discussions

The performance over all scenes and target classes are shown in Table III. In summary, COS-POMDP outperforms the baselines across all three metrics. Based on Table II, we also observe an advantage for COS-POMDP for objects that are detected at a closer distance on average ($r$). In particular, the performance gain over Greedy-NBV is statistically significant ($p < 0.001$) in terms of SPL, and the performance gain over Target-POMDP is statistically significant ($p = 0.04$) in terms of discounted cumulative rewards. In addition, COS-POMDP is significantly better than COS-POMDP (est) ($p = 0.002$) and COS-POMDP (wrg) ($p = 0.012$) in terms of SPL. COS-POMDP (gt) outperforms COS-POMDP in SPL but is not significant ($p = 0.069$). COS-POMDP (est) performs worse than wrong COS-POMDP (wrg) in Kitchen and Living room. Our observation is that scenes in those room types have greater variance in size and layout, making estimated correlations less desirable in validation scenes, and they may contain multiple instances of some object classes such that search by COS-POMDP (wrg) may actually benefit from belief update using the reverse of correct correlational information since it may in fact increase the probability over one of the true target locations.
Fig. 5: Illustration of the Hierarchical Planning Algorithm (with legend). This is an enlarged version of the figure as Fig. 2 with a legend. A high-level COS-POMDP plans subgoals that are fed to a low-level planner to produce low-level actions. The belief state is shared across the levels. Both levels plan with updated beliefs at every timestep.

D. Detection Statistics for Correlated Object Classes

The correlated object classes are chosen to have, in the validation scenes, at least 60% true positive rate and generally above 70%, and around or below 5% false positive rate and an average true positive detection distance of around 2m or more. This contrasts the target classes where either the true positive rate is below 60% (with many below 50%), false positive rate around 5-10%, or the average true positive detection distance of around or less than 2.5m.

Table IV shows the detection statistics for correlated object classes. The detection statistics of target object classes can be found in Table II.

| Room Type | Correlated Object Class | TP   | FP   | r (m) |
|-----------|-------------------------|------|------|-------|
| Bathroom  | Mirror                  | 76.9 | 3.7  | 2.10  |
|           | ToiletPaperHanger       | 84.4 | 1.5  | 1.96  |
|           | Towel                   | 79.4 | 2.7  | 1.88  |
|           | Toilet                  | 86.3 | 3.5  | 1.81  |
|           | SoapBar                 | 73.2 | 1.8  | 1.53  |
| Bedroom   | DeskLamp                | 89.5 | 2.6  | 2.41  |
|           | Bed                     | 63.5 | 0.6  | 2.39  |
|           | Mirror                  | 86.0 | 0.6  | 2.27  |
|           | LightSwitch             | 76.3 | 2.8  | 2.26  |
|           | Laptop                  | 75.9 | 1.2  | 2.19  |
| Kitchen   | LightSwitch             | 90.0 | 3.9  | 2.57  |
|           | Microwave               | 75.3 | 5.6  | 2.31  |
|           | StoveKnob               | 82.8 | 5.6  | 2.00  |
|           | Lettuce                 | 98.6 | 0.3  | 1.98  |
|           | Plate                   | 60.6 | 3.2  | 1.90  |
| Living room| FloorLamp              | 71.7 | 5.1  | 3.44  |
|           | Painting                | 85.2 | 4.0  | 3.18  |
|           | LightSwitch             | 80.6 | 1.5  | 3.10  |
|           | HousePlant              | 82.9 | 3.9  | 3.00  |
|           | Pillow                  | 67.4 | 2.8  | 2.84  |
|           | Laptop                  | 66.3 | 2.6  | 2.24  |

TABLE IV: Detection Statistics for Correlated Object Classes. TP: true positive rate (%); FP: false positive rate (%); r: average distance to the true positive detections (m). We estimated these values by running the vision detector at 30 random camera poses per validation scene. The correlated object classes for each room type are sorted by average detection range.