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Abstract

P-values or risk ratios from multiple, independent studies—observational or randomized—can be computationally combined to provide an overall assessment of a research question in meta-analysis. There is a need to examine the reliability of these methods of combination. It is typical in observational studies to statistically test many questions and not correct the analysis results for multiple testing or multiple modeling, MTMM. The same problem can happen for randomized, experimental trials. There is the additional problem that some of the base studies may be using fabricated or fraudulent data. If there is no attention to MTMM or fraud in the base studies, there is no guarantee that the results to be combined are unbiased, the key requirement for the valid combining of results. We note that methods of combination are not robust; even one extreme base study value can overwhelm standard methods of combination. It is possible that multiple, extreme (MTMM or fraudulent) results can feed from the base studies to bias the combined result. A meta-analysis of observational (or even randomized studies) may not be reliable. Examples are given along with some methods to evaluate existing base studies and meta-analysis studies.
Introduction

It is customary to examine multiple research papers and reports using a systematic review and meta-analysis in setting policy. A meta-analysis proceeds in steps: literature is gathered (now usually done electronically), titles and abstracts are examined, papers selected, and summary statistics extracted and combined mathematically into an overall p-value or a point estimate with confidence limits using Fisher’s combining of p-values, FCP (e.g., Fisher 1950), or the method of DerSimion and Laird, DL (DerSimion and Laird 1986). The process goes under the name “systematic review and meta-analysis” often now part of the title of a meta-analysis paper.

As often important decisions rest on the results, there is a need to understand the reliability of the analysis process. Our idea here is to comment on the reliability of the base studies and then to focus on the mathematical combining of summary statistics coming from the base papers. Given the nature of the base studies, is combining appropriate? It is known that the summary statistics coming from the base studies are questionable if they do not consider multiple testing and multiple modeling, MTMM or possible fraud. We note that standard methods of combining these numbers—FCP or DL—are not robust to one or more extreme values. Until remedial steps are taken both in the base studies and using some robust method of combining results, we find that most meta-analysis studies are not reliable and hence of questionable value for decision making in a policy setting.

Fisher Combining of P-values

R. A. Fisher (e.g., see Fisher 1950, Fisher’s Method) noted that in agricultural field trials that there might be several experiments that no one of which provided sufficient evidence to inform a decision, but that together they might be sufficient for a decision. Fisher was concerned with combining experimental evidence where there was randomization, local control, and other sound research practices.

Fisher’s method combines p-values from each experiment into one test statistic ($X^2$) using the formula

$$ X^2_{2k} \sim -2 \sum_{i=1}^{k} \ln(p_i) $$

where $p_i$ is the p-value for the $i^{th}$ hypothesis test. When the p-values tend to be small, the test statistic $X^2$ will be large, which suggests that the null hypotheses are not true.

When all the null hypotheses are true and the $p_i$’s are independent, then $X^2$ has a chi-squared distribution with $2k$ degrees of freedom, where $k$ is the number of tests being combined. This result can be used to determine the p-value for $X^2$. The distribution of $X^2$ is a chi-squared distribution for the following reason: under the null hypothesis for test $i$, the p-value $p_i$ follows a uniform distribution on the interval $[0,1]$. The negative natural logarithm of a uniformly distributed value follows an exponential distribution. Scaling a value that follows an exponential
distribution by a factor of two yields a quantity that follows a chi-squared distribution with two degrees of freedom. Finally, the sum of \( k \) independent chi-squared values, each with two degrees of freedom, follows a chi-squared distribution with \( 2k \) degrees of freedom.

Note that the Fisher test statistic is a simple sum and as such it is not robust (i.e., not strong), as a single, small \( p \)-value can force the statistic to an extreme value. **Elston 1991** notes that any \( p \)-value less than 0.37 pushes the Fisher method toward significance.

**DerSimion and Laird combining of Risk Ratios**

An alternative method for combining information from multiple studies was developed by **DerSimion and Laird 1986**, DL. Their motivating studies were randomized clinical trials, again where there are expected to be sound research practices. The thinking was that there might be several small studies, which, if combined appropriately, might enlighten decision making. The small, independent studies, being randomized, provide unbiased estimates that differ one from analysis only by chance. Their method is a weighted average of the numbers coming from the base studies.

Estimated \( \nu = \sum \nu_i w_i \)

where \( w_i = \sigma_i^2 \) for fixed effects and \((\sigma_i^2 + \tau^2)^{-1}\) for random effects. \( \tau \) is a measure of study-to-study variability.

Like any average, \( \nu \) is not robust to even a single extreme value and certainly not to multiple biased estimates.

Both FCP and DL methods assume the results are coming from the same underlying process and that good study technique, randomization, blocking, blinding, etc. have been employed, which gives some assurance that the numbers coming from the individual studies are unbiased. Both FCP and DL methods require unbiased numbers from the base studies. Both assume that base studies are not using fabricated or fraudulent data.

The typical observational study asks many questions and does not correct for multiple testing and multiple modeling, MTMM, [SSY: Young 2017, Young and Kindzierski 2019, Kindzierski and Young 2021.] Both FCP and DL methods come with additional conditions, independence, unbiased, etc. that are unlikely to be met by observational studies and possibly many randomized clinical trials. In effect those doing meta-analysis research on observational data usually ignore these problems and take reported study results at face value. About half of the meta-analysis studies are based on observational studies. Again, neither the FCP nor DL method is robust to even a single, extreme base study.

**DerSimion and Laird 1986** state, “A problem in pooling data we have not addressed here is that of publication bias. This problem relates to studies being executed, but not reported, usually because treatment effect has not been found.” In effect, studies with \( p \)-values greater than 0.05 are much less likely to be reported.
In 1975, Greenwald noted that only 6 percent of researchers were inclined to publish a negative result, whereas 60 percent were inclined to publish a positive result—a ratio of ~10 to 1. In addition, Simonsohn, et al. 2014, note that replication does not necessarily support a claim if a field of research has been subject to data manipulation, or has failed to report negative results.

P-hacking is an additional problem. Using statistical software and search algorithms on computers, multiple analyses can be executed on a data set until a small p-value is found. Once a small p-value is found, a claim can be published. Head et al. 2015 (791 Google Scholar citations as of 5/29/2021) did an extensive computer examination of the available literature and found evidence for widespread p-hacking. They opined, “... p-hacking probably does not drastically alter scientific consensuses drawn from meta-analyses.” We are not so sanguine. We note that in theory, a single p-hacked study with an extremely small p-value can lead to the statistical significance of a meta-analysis. Also, evidence we show below is on the side that in any given meta-analysis there are likely many base studies that are either p-hacked or based on fraudulent data.

Example 1

Young and Kindzierski 2019, YK, examined the reliability of association of air components (ozone, NO2, PM10, CO, SO2 and PM2.5) on heart attacks given in a meta-analysis by Mustafic et al. 2012. The 34 base studies used by Mustafic et al. 2012 were observational studies. YK developed p-value plots for each air component to examine the effect heterogeneity of the statistics used by Mustafic et al. 2012.

A p-value plot showing evidence for a real effect should have points on the plot follow approximately a line with slope < 1, where most of the p-values are small (less than 0.05) (Young and Kindzierski 2019, Kindzierski et al. 2021). The six p-value plots exhibit a bilinear, hockey stick appearance in Figure 1 (after Young and Kindzierski 2019). These results appear to be a mixture: some studies support an air component effect while others appear to be random (i.e., have p-value greater than 0.05).
YK take the position that the nominally significant p-values could well be the result of p-hacking (or some other non-treatment related reason) and the p-values on the arm of the hockey stick are valid, indicating no effect. In support of the p-hacking interpretation YK note that the analysis search spaces of the 34 base studies are large; See Table 1 (after Young and Kindzierski 2019).

For each base study, YK counted the number of outcomes, the number of predictors and the number of covariates. With a median of 12,288 possible analyses and an interquartile range of 2,496 to 58,368 there is considerable opportunity for p-hacking in some, if not all, of the base studies used by Mustafic et al. 2012. P-hacking is try this and that test/model and then selectively report results.
Table 1. Mustafic et al. 2012 authors, variable counts, and analysis search spaces for the 34 base studies, Young and Kindzierski 2019.

| Cit # | Author | Outcome | Predictor | Covariate | Lag | Space1 | Space2 | Space3 |
|-------|--------|---------|-----------|-----------|-----|--------|--------|--------|
| 7     | Braga  | 4       | 1         | 6         | 4   | 16     | 64     | 1,024  |
| 8     | Koken  | 5       | 5         | 6         | 5   | 125    | 64     | 8,000  |
| 9     | Barnett| 7       | 5         | 10        | 1   | 35     | 1,024  | 35,840 |
| 10    | Berglind| 1      | 4         | 10        | 2   | 8      | 1,024  | 8,192  |
| 11    | Cendon | 2       | 5         | 5         | 8   | 80     | 32     | 2,560  |
| 12    | Linn   | 3       | 4         | 8         | 3   | 36     | 256    | 9,216  |
| 19    | Ye     | 8       | 5         | 3         | 5   | 200    | 8      | 1,600  |
| 20    | Peters | 1       | 8         | 11        | 2   | 16     | 2,048  | 32,768 |
| 21    | Rich   | 1       | 5         | 9         | 6   | 30     | 512    | 15,360 |
| 22    | Sullivan| 4      | 4         | 8         | 3   | 48     | 256    | 12,288 |
| 23    | Eilstein| 1     | 12        | 5         | 6   | 72     | 32     | 2,304  |
| 24    | Lanki  | 1       | 5         | 3         | 6   | 30     | 8      | 240    |
| 25    | Mate´ | 4       | 6         | 7         | 6   | 144    | 128    | 18,432 |
| 26    | Medina | 15      | 6         | 8         | 6   | 540    | 256    | 138,240|
| 27    | Poloniecki| 7    | 5         | 5         | 1   | 35     | 32     | 1,120  |
| 28    | Stieb  | 6       | 6         | 7         | 3   | 108    | 128    | 13,824 |
| 29    | Zanobetti| 5     | 2         | 11        | 3   | 30     | 2,048  | 61,440 |
| 30    | Zanobetti| 5     | 18        | 8         | 3   | 270    | 256    | 69,120 |
| 31    | Zanobetti| 5     | 2         | 9         | 2   | 20     | 512    | 10,240 |
| 32    | Hoek   | 4       | 8         | 9         | 3   | 96     | 512    | 49,152 |
| 33    | Cheng  | 1       | 5         | 6         | 3   | 15     | 64     | 960    |
| 34    | Hsieh  | 1       | 5         | 6         | 3   | 15     | 64     | 960    |
| 35    | Pope   | 1       | 2         | 13        | 7   | 14     | 8,192  | 114,688|
| 36    | D’Ippoliti| 3    | 4         | 11        | 3   | 36     | 2048   | 73,728 |
| 37    | Henrotin| 4     | 5         | 14        | 14  | 280    | 16,384 | 4,587,520|
| 38    | Ueda   | 3       | 1         | 7         | 3   | 9      | 128    | 1,152  |
| 39    | Mann   | 4       | 4         | 9         | 7   | 112    | 512    | 57,344 |
| 40    | Sharovsky| 4     | 3         | 10        | 8   | 96     | 1,024  | 98,304 |
| 41    | Belleudi| 4      | 3         | 8         | 13  | 156    | 256    | 39,936 |
| 42    | Nuvolone| 1      | 3         | 9         | 8   | 24     | 512    | 12,288 |
| 43    | Peters | 4       | 5         | 10        | 4   | 80     | 1,024  | 81,920 |
| 44    | Ruidavets| 4     | 3         | 8         | 4   | 48     | 256    | 12,288 |
| 45    | Zanobetti| 2     | 6         | 7         | 3   | 36     | 128    | 4,608  |
| 46    | Bhaskaran| 1    | 5         | 7         | 5   | 25     | 128    | 3,200  |

Note: Cit # before author name is the base study reference number; author name is first author listed; Space 1 = number of questions at issue = Outcomes \times Predictors \times Lags; Space 2 = 2^k where k = number of Covariates; Space 3 = approximation of analysis search space = Space 1 \times Space 2.
Example 2

Vernooij et al. 2019 examined health claims associated with red and processed meat, giving multiple meta-analyses. We developed p-value plots for six health outcomes to examine the effect heterogeneity of the statistics used by Vernooij et al. 2019 (see Figure 2). The p-value plots are for all-cause mortality, cardiovascular mortality, overall cancer mortality, breast cancer incidence, colorectal cancer incidence, and incidence of Type 2 diabetes. The six p-value plots in Figure 2a exhibit a bilinear, hockey stick appearance like Figure 1.

We note that the figure for Type2Diabetes is suggestive of a treatment effect. We replot that figure as Figure 2b and note that the smallest p-value is for a decrease in Type2Diabetes.
Figure 2b. Note that the smallest p-value, green down triangle, is for a decrease in Type2Diabetes.

We estimated the analysis search spaces for a random sample of 15 of the 105 used by Vernooij et al. 2019 in their meta-analysis. The counts for outcomes, predictors, and covariates are given in Table 2. We note two things. The base studies we looked at had a food frequency questionnaire where individuals note which of many foods they ate, 12 to 280 depending on the study. We note that the base papers give results from cohort studies and also note the approximate number of papers written based on the cohort data set.
Table 2. Authors, variable counts, and analysis search spaces for a random sample of 15 of the 105 base studies used by Vernooij et al. 2019 in their meta-analysis.

| Cit # | Base Study 1st Author | Year | Foods | Outcome | Predictor | Covariates | Space 1 | Space 2 | Space 3 |
|-------|-----------------------|------|-------|---------|-----------|------------|---------|---------|---------|
| 8     | Dixon                 | 2004 | 51    | 3       | 51        | 17         | 153     | 131,072 | 20,054,016 |
| 31    | McNaughton            | 2009 | 127   | 1       | 22        | 3          | 22      | 8       | 176     |
| 34    | Panagiotakos          | 2009 | 156   | 3       | 15        | 11         | 45      | 2,048   | 92,160  |
| 38    | Héroux                | 2010 | 18    | 32      | 18        | 9          | 576     | 512     | 294,912 |
| 47    | Akbaraly              | 2013 | 127   | 5       | 4         | 5          | 20      | 32      | 640     |
| 48    | Chan                  | 2013 | 280   | 1       | 34        | 10         | 34      | 1,024   | 34,816  |
| 49    | Chen                  | 2013 | 39    | 4       | 12        | 5          | 48      | 32      | 1,536   |
| 53    | Maruyama              | 2013 | 40    | 6       | 30        | 11         | 180     | 2,048   | 368,640 |
| 56    | George                | 2014 | 122   | 3       | 20        | 13         | 60      | 8,192   | 491,520 |
| 57    | Kumagai               | 2014 | 40    | 3       | 12        | 8          | 36      | 256     | 9,216   |
| 59    | Pastorino             | 2016 | 45    | 1       | 10        | 6          | 10      | 64      | 640     |
| 65    | Lacoppidan            | 2015 | 192   | 1       | 6         | 16         | 6       | 65,536  | 393,216 |
| 80    | Lv                    | 2017 | 12    | 3       | 27        | 8          | 81      | 256     | 20,736  |
| 92    | Chang-Claude          | 2005 | 14    | 5       | 3         | 7          | 15      | 128     | 1,920   |
| 99    | Tonstad               | 2013 | 130   | 1       | 4         | 10         | 4       | 1,024   | 4,096   |

Note: Cit# is Vernooij et al. 2019 reference number. Author name is first author listed for reference; Year = publication year; Foods = # of foods used in Food Frequency Questionnaire; Space 1 = Outcomes × Predictors; Space 2 = $2^k$ where k = number of Covariates; Space 3 = approximation of analysis search space = Space 1 × Space 2.

We take the position that the nominally significant p-values in Figure 2 could well be the result of p-hacking (or some other non-treatment related reason including fraudulent data) and the p-values on the arm of the hockey stick are the likely valid p-values, indicating no effect. In support of the p-hacking/fraudulent data interpretation we note that the analysis search spaces of 15 randomly selected studies (Table 2) are large with a median of 20,736 possible analyses and an interquartile range of 1,536 to 368,640. We note that the existence of very small p-values, if real, would call into question non-significant p-values. Under ideal experimental conditions, Boos and Stefanski 2011 take a p-value of 0.001 as definitive of a real effect.

Discussion and Conclusion

The first point to make about meta-analysis studies is quality of the base studies used. Any study that has many questions under consideration and does not account for multiple testing and multiple modeling (MTMM) is not reliable. Numbers taken from such studies cannot be considered unbiased.

The first and main point of Head et al. 2015 about p-hacking is that it is wide-spread, “while p-hacking is probably common.” Our counting of outcomes, predictors, and covariates to estimate numbers of statistical tests in bases studies (e.g., refer to Tables 1 and 2) is in complete agreement. The story could end here. Until base studies are adjusted for MTMM, claims in those studies are unreliable and any meta-analysis derived from those studies are also unreliable.
Our second point is that data fabrication or fraud can come into play. The usual thinking is that there are a few “bad apples” but that mostly published papers are free from fabrication (data gardening) or fraud (making up data from whole cloth). **Redman 2013** suggest that the bad apple position deflects attention from systemic problems and gives something of a false sense of security. There are estimates of data fraud that point to rates much higher that the usual 1%, **Al-Marzouki et al. 2005**, **Bordewijk et al. 2020**, **Roberts et al. 2007** and **Roberts et al. 2015**. Ten to twenty percent seems possible. Any p-values on the blade of our hockey stick figures might be from fraudulent data.

A third point is that it is obvious that if negative studies are not published then the research record is distorted and not suitable for meta-analysis. This point that has been made numerous times in literature (e.g., **DerSimion and Laird 1986**, **Egger et al. 2001**, **Sterne et al. 2001**, **Ioannidis 2008, NASEM 2019**). For example, **DerSimion and Laird 1986** state, “A problem in pooling data we have not addressed here is that of publication bias. This problem relates to studies being executed, but not reported, usually because a treatment effect has not been found.” We agree, and again the research process could end here.

With regard to publication bias in meta-analysis, the work of **Turner et al. 2008** and **Hubbard 2015** suggest that negative studies are only being published in literature at barely more than 10% the rate of positive studies (i.e., ~1:10 for negative versus positive studies). So, a simple fold over method for analyzing publication bias in meta-analysis – which assumes 1:1 as the rate of negative versus positive studies – is not adequate for fixing the publication bias problem. Also note that positive studies are presumed to be correct by meta-analysis researchers and that is unlikely to be true (e.g., refer to **Feinstein 1988, Freedman 2010, Keown 2012**).

**Head et al. 2015** also state, “its [p-hacking] effect seems to be weak relative to the real effect sizes being measured. This statement suggests that p-hacking probably does not drastically alter scientific consensuses drawn from meta-analyses.” As support **Head et al. 2015** note the presence of p-values much smaller than the marginal, yet typical cutoff value of 0.05. They presumed that the small p-values are the result of real effects. We agree with **Head et al. 2015** that small p-values will dominate in the combining of information in meta-analysis. However, we think that small p-values used in meta-analysis can be due to p-hacking or fraud and should not be presumed to be the result of real effects. Several lines of research support our interpretation. **Young and Karr 2011** noted that of 52 claims coming from observational studies, some with very small p-values, none replicated when examined in large, randomized trials. **Begley and Ellis 2012** noted that 47 of 53 claims coming from experimental biology failed to replicate. Thus, claims supported with very small p-values have often failed to replicate. These and other studies ushered in the replication crisis noted by **Baker 2016, NASEM 2019**. Note that if a small p-value is the result of p-hacking it will be accompanied with a biased treatment effect.

Current meta-analytic methods of combining (summing) information require unbiased inputs and they are not robust if this is not the case. Current literature suffers at both ends, small p-values and large p-values. Small p-values could be the result of p-hacking or fraud. Large p-values are likely missing due to publication bias. Any summation method is not robust to outliers so the combining methods will likely declare a strong signal if outliers are present. Until drastic
revisions to science practice happens – i.e., p-hacking and other biases are addressed – any claims made in meta-analysis should be considered unreliable.
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