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Abstract

We study a variant of the color-avoiding percolation model introduced
by Krause et al., namely we investigate the color-avoiding bond percola-
tion setup on (not necessarily properly) edge-colored Erdős–Rényi random
graphs. We say that two vertices are color-avoiding connected in an edge-
colored graph if after the removal of the edges of any color, they are in the
same component in the remaining graph. The color-avoiding connected
components of an edge-colored graph are maximal sets of vertices such
that any two of them are color-avoiding connected.

We consider the fraction of vertices contained in color-avoiding con-
ected components of a given size as well as the fraction of vertices con-
tained in the giant color-avoiding connected component. Under some mild
assumptions on the color-densities, we prove that these quantities con-
verge and the limits can be expressed in terms of probabilities associated
to edge-colored branching process trees. We provide explicit formulas for
the limit of the normalized size of the giant color-avoiding connected
component, and in the two-colored case we also provide explicit formulas for
the limit of the fraction of vertices contained in color-avoiding connected
components of a given size.
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1 Introduction

The mathematical analysis of the robustness of random graphs and networks has been in the focus of research interest in the last two decades [1, 4, 15, 24]. The robustness of a network refers to the ability to maintain the overall connectivity against random error or targeted attack, i.e., how its structure varies when a fraction of its vertices or edges are removed. This question can be investigated using the tools of an established field of statistical physics called percolation theory.

Most of the works have focused on classical percolation on networks, meaning that each vertex (site) or edge (bond) is kept (occupied) with probability \( p \) and removed (vacant) with probability \( 1 - p \), see, e.g., [15]. This way of keeping or removing edges models how the network performs under random failures. One fundamental question is whether there is a giant connected component of macroscopic size in the remaining graph. Percolation theory studies the emergence of such a component when we increase the probability \( p \). Usually there is a well-defined critical point \( p_c \) above which there exists a unique giant component. This critical point is also called the percolation threshold and this phenomenon is referred to as percolation phase transition.

Besides classical network percolation, another well-studied model is when the vertices or edges are removed with preference, for example the nodes can be targeted preferentially according to a structural property such as the degree or betweenness centrality. Scale-free networks were found to be robust under random failures, and extremely vulnerable for targeted attacks [1]. Several other network percolation frameworks have been proposed in the literature throughout the years including \( k \)-core percolation [5], bootstrap percolation [3], \( l \)-hop percolation [23] and limited path percolation [17]. For an extensive review on network percolation, we refer to Li et al. [15].

In this paper, we focus on another recent network percolation framework developed by Krause et al., called color-avoiding percolation [10, 12, 13]. In this framework, each vertex or edge is assigned a color from a color set; a color may represent a shared eavesdropper, a controlling entity, or a correlated failure. Two vertices are color-avoiding connected if they can be reached from each other on paths that avoid any color from the color set. Therefore, while in the traditional percolation framework a single path provides connectivity, here connectivity refers to the ability to avoid all vulnerable sets of vertices or edges. The main rationale behind this percolation model is that in real-world networks some nodes or links may mutually share a vulnerability and it is interesting to see whether the network is robustly connected in the sense that its overall connectivity is maintained in every possible attack scenario.

The color-avoiding percolation framework differs substantially from \( k \)-core percolation where any \( k \) paths are sufficient between two nodes in the percolating cluster [5, 30] and it also differs from \( k \)-connectivity, where \( k \) pairwise disjoint paths are required [21]. Another relevant framework is percolation on multiplex networks [8, 19, 26] where the layers can be considered as colors. However, this approach also differs in the definition of connectivity as it is discussed in detail by
Krause et al. in [12]. Kryven also investigated percolation on colored networks, however, in that setup, colors do not indicate shared vulnerabilities, but the removal probability depends on the color [14].

In [12], Krause et al. investigated networks with colored vertices. The authors not only presented a heuristic analytical framework for the configuration model together with a numerical algorithm to determine the color-avoiding connected pair of nodes, but they also demonstrated the applicability of the color-avoiding percolation in cybersecurity. The authors extended the theory of color-avoiding site percolation by studying the phase transition for Erdős–Rényi random graphs and by introducing novel node functions to generalize the concept [13]. Shekhtman et al. further developed this framework to study secure message-passing in networks with a given community structure [25]. Giusfredi and Bagnoli showed that color-avoiding site percolation can be mapped into a self-organized critical problem [7].

In [10], Kadović et al. studied (not necessarily properly) edge-colored networks. The authors presented both analytical and numerical results about the size of the giant color-avoiding connected component for Erdős–Rényi and for scale-free graphs.

Molontay and Varga investigated the computational complexity of finding the color-avoiding connected components both in the vertex- and edge-colored setup [20]. The authors found that the complexity of color-avoiding site percolation highly depends on the exact formulation: a strong version of the problem is NP-hard, while a weaker notion makes it possible to find the components in polynomial time. However, in the bond percolation setup, the color-avoiding connected components can be found in polynomial time.

In this paper, we study the color-avoiding bond percolation setup on Erdős–Rényi random graphs with mathematical rigor. We explicitly calculate the empirical density of the giant color-avoiding connected component (if it exists) with an arbitrary number of randomly distributed colors under some minor assumptions on the color frequencies. Moreover, we also give an explicit formula for the empirical density of the sizes of color-avoiding connected components in the case of two-colored Erdős–Rényi random graphs.

The paper is organized as follows. In Section 2, we collect the basic definitions needed for this paper and state our main results. In Section 3, we introduce some further notation. In Section 4, we show how the giant color-avoiding connected components of edge-colored Erdős–Rényi random (multi)graphs relate to the survival of certain edge-colored branching processes. In Section 5, we prove one of our main results about the convergence of empirical color-avoiding connected component size densities. In Section 6, we give formulas for the asymptotic size of the giant color-avoiding connected component (if it exists) and we also study its near-critical behaviour. In Section 7, we give a formula for the distribution of the sizes of the small components when there are only two colors. Finally, in Section 8, we propose some open questions.

Let us note that a few months after we posted the first version of this paper on arXiv, a new paper [16] on color-avoiding percolation on edge-colored Erdős–Rényi graphs also appeared on arXiv. The results of [16] include simplification
and generalization of the results that we prove in Section 5, the answer to some of the open questions that we pose in Section 8 as well as some finer results on the size of the largest color-avoiding component, see Section 2 for more details.

2 Statements of main results

We denote the sets of real, positive real, non-negative integer, and positive integer numbers by $\mathbb{R}$, $\mathbb{R}_+$, $\mathbb{N}$, and $\mathbb{N}_+$, respectively. Let us use the notation $[n] = \{1, 2, \ldots, n\}$ for any $n \in \mathbb{N}_+$. If $A$ is an event, we denote by $1[A]$ the indicator variable of the event: $1[A] = 1$ if $A$ occurs, $1[A] = 0$ if the complement of $A$, i.e., $A^c$ occurs. Throughout the article, by edge-colorings we always mean not necessarily proper ones and by paths we always mean simple paths (and not walks).

**Definition 2.1** (Edge-colored (multi)graph). We say that $G = (V, \overline{E})$ is an edge-colored (multi)graph with $k \in \mathbb{N}_+$ colors if $\overline{E} = (E_1, \ldots, E_k)$ and $E_i \subseteq \binom{V}{2}$ for every $i \in [k]$. We say that $V$ is the vertex set of $G$ and $E_i$ is the set of edges of color $i$ for every $i \in [k]$.

Note that the edge sets $E_1, \ldots, E_k$ are not necessarily disjoint and the edges of $E_i$ are not necessarily independent in the graph theoretical sense for any $i \in [k]$ (i.e., the graph $G$ is not necessarily properly edge-colored).

**Definition 2.2** (Uncolored color-subgraphs). Given an edge-colored graph $G = (V, \overline{E})$ with $k \in \mathbb{N}_+$ colors, where $\overline{E} = (E_1, \ldots, E_k)$, let $G'$ denote the simple uncolored graph $(V, \bigcup_{i \in [k]} E_i)$.

In addition, let us use the notation $G^{uc} := G^{[k]}$ and $G^\setminus i := G^{[k]} \setminus \{i\}$ for any $i \in [k]$.

For an example, see Figure 1.
Figure 1: In the picture, the colors red, blue, and green are denoted by (red) triangles, (blue) rectangles, and (green) stars, respectively. Above, an edge-colored graph $G$ is shown, and in the second row, we can see its color-subgraphs $G^{\text{red, blue}}$, $G^{\text{red, green}}$, $G^{\text{blue, green}}$, respectively.

**Definition 2.3** (Color-avoiding connectivity). Let $G = (V, E)$ be an edge-colored graph with $k \in \mathbb{N}_+$ colors. For any color $i \in [k]$, we say that the vertices $v, w \in V(G)$ are $i$-avoiding connected, briefly denoted by $v \overset{i}{\leftrightarrow} w$, if $v$ and $w$ are in the same component in the graph $G^{\setminus i}$, i.e., there exists a path between $v$ and $w$ in $G$ which does not contain any edges of color $i$; such a path is called an $i$-avoiding $v$-$w$ path.

We say that the vertices $v, w \in V(G)$ are color-avoiding connected if they are $i$-avoiding connected for all $i \in [k]$.

Note that the relation of color-avoiding connectivity is an equivalence relation and thus it defines a partition of the vertex set.

**Definition 2.4** (Color-avoiding connected components). The equivalence classes of the relation of color-avoiding connectivity are called color-avoiding connected components.

The set of vertices of the color-avoiding connected component of a vertex $v$ in an edge-colored graph $G$ is denoted by $\overline{C}(v) := \overline{C}(v, G)$.

Note that even if $v$ and $w$ are in the same color-avoiding connected component $\overline{C}$, it might still happen that there exists a color $i$ for which every $i$-avoiding $v$-$w$ path has vertices outside $\overline{C}$. For an example, see Figure 2.
Figure 2: In the picture, the colors red and blue are denoted by (red) triangles and (blue) rectangles, respectively. The color-avoiding connected components of this graph are \{v_1, v_2\} and \{v_3, v_4\}. Note that the red-avoiding \(v_1-v_2\) path leaves the component \{v_1, v_2\}.

Definition 2.5 (Edge-colored Erdős–Rényi multigraph (ECER graph)). Let \(k, n \in \mathbb{N}_+\) and \(\underline{\lambda} = (\lambda_1, \ldots, \lambda_k) \in \mathbb{R}_+^k\). We say that the edge-colored random multigraph \(G = (V, E)\) is an edge-colored Erdős–Rényi multigraph (or ECER graph for short) with parameter \(n\) and color density parameter vector \(\underline{\lambda}\) – briefly denoted by \(G \sim G_n([n], \underline{\lambda})\) – if \(|V| \leq n\) and \(E = (E_1, \ldots, E_k)\), where \(E_1, \ldots, E_k\) are independent in the stochastic sense and \(E_i\) is the edge set of an Erdős–Rényi graph with vertex set \(V\) and edge probability \(p_i = 1 - \exp\left(-\frac{\lambda_i}{n}\right)\) (i.e., each possible edge of \(V^2\) is included in \(E_i\) independently of each other with probability \(p_i\)) for all \(i \in [k]\).

Note that similarly to uncolored Erdős–Rényi graphs, the law of an ECER graph is also invariant under permutations of its vertex set; we refer to this property as vertex exchangeability.

Definition 2.6 (Empirical density of vertices in color-avoiding connected components of size \(\ell\)). Let \(k, n \in \mathbb{N}_+\) and \(\underline{\lambda} \in \mathbb{R}_+^k\). Given an ECER graph \(G \sim G_n([n], \underline{\lambda})\), let

\[
\hat{f}_\ell(G) := \hat{f}_\ell(\underline{\lambda}, G) := \frac{1}{n} \sum_{v \in [n]} \mathbf{1}\left[|\tilde{C}(v)| = \ell\right]
\]

denote the fraction of vertices contained in color-avoiding connected components of size \(\ell\) for any \(\ell \in \mathbb{N}_+\).

The next claim directly follows from this definition.

Claim 2.7 (Size of color-avoiding connected components in ECER graphs). Let \(k, n \in \mathbb{N}_+\), \(\underline{\lambda} \in \mathbb{R}_+^k\), and \(G \sim G_n([n], \underline{\lambda})\) an ECER graph. Then

\[
\sum_{\ell \in [n]} f_\ell(G) = 1.
\]

In Theorem 2.15 below, we prove that given a sequence of ECER graphs \(G_n \sim G_n([n], \underline{\lambda})\) for all \(n \in \mathbb{N}_+\), the sequence \(f_\ell(G_n)\) converges in probability to a deterministic value \(f_\ell^*\) for all \(\ell \in \mathbb{N}_+\) as \(n \to \infty\) if \(\underline{\lambda}\) satisfies some condition. We also show that the empirical density of a largest color-avoiding connected component of \(G_n\) converges to a deterministic value \(f_{\ell_0}^*\) as \(n \to \infty\). In order to identify the limits \(f_\ell^*\) and \(f_{\ell_0}^*\), we need some further notation.
Definition 2.8 (Edge-colored Poisson branching process (ECBP) tree). Let $k \in \mathbb{N}_+$ and $\lambda \in \mathbb{R}_+^k$. We say that $G_\infty := G_\infty(r)$ is an edge-colored Poisson branching process tree (or ECBP tree for short) with color intensity parameter vector $\lambda$ – briefly denoted by $G_\infty(r) \sim G_\infty(\lambda)$ – if $G_\infty = (V,E)$ is a (possibly infinite) edge-colored tree on a random vertex set $V$ with a distinguished root vertex $r \in V$, and with a random edge set $E = (E_1, \ldots, E_k)$ colored with $k$ colors, and $G_\infty$ can be recursively generated in the following way. Assume that we have already generated the graph $G_d$ up to the $d$-th generation (i.e., up to graph distance $d$ from the root) for some $d \in \mathbb{N}$. Given a vertex $v$ in the $d$-th generation, let $X_{v,i}$ denote the number of vertices in the $(d+1)$-th generation which are connected to $v$ by an edge of color $i$, where $i \in [k]$. Then $X_{v,i} \sim \text{POI}(\lambda_i)$. Moreover, the family

$$\{X_{v,i} : v \text{ is a vertex in the } d\text{-th generation and } i \in [k]\}$$

of random variables are conditionally independent given the graph up to generation $d$.

Since in this article all the edge-colored branching process trees have Poisson offspring distribution, we do not include the word Poisson in the abbreviation ECBP.

Definition 2.9 (Friends in ECBP trees). Let $k \in \mathbb{N}_+$ and $\lambda \in \mathbb{R}_+^k$. Given an ECBP tree $G_\infty := G_\infty(r) \sim G_\infty(\lambda)$, a vertex $v \in V(G_\infty)$ and a color $i \in [k]$, we say that $v$ is $i$-avoiding connected to infinity, briefly denoted by

$$v \overset{G\infty}{\leftrightarrow} \infty,$$

if there exists an infinitely long path from $v$ which does not contain any edges of color $i$ and all of the vertices on this path are descendants of $v$.

We say that the root $r$ and the vertex $v$ are $i$-avoiding friends if the event

$$\{r \overset{G\infty}{\leftrightarrow} v\} \cup \left(\{r \overset{G\infty}{\leftrightarrow} \infty\} \cap \{v \overset{G\infty}{\leftrightarrow} \infty\}\right)$$

occurs. In words: $r$ and $v$ are $i$-avoiding friends if and only if there is an $i$-avoiding $r$-$v$ path or both of them are $i$-avoiding connected to infinity (in which case we say that they are $i$-avoiding connected through infinity).

We say that $r$ and $v$ are (color-avoiding) friends if they are $i$-avoiding friends for all $i \in [k]$. The set of friends of the root $r$ are denoted by $\tilde{C}^*(r) := \tilde{C}^*(r, G_\infty)$.

Note that the root $r$ is always a friend of itself.

Definition 2.10 (Probability of $\ell$ friends in ECBP trees). Let $k \in \mathbb{N}_+$ and $\lambda \in \mathbb{R}_+^k$. Given an ECBP tree $G_\infty(r) \sim G_\infty(\lambda)$ and $\ell \in \mathbb{N}_+ \cup \{\infty\}$, let

$$f^*_{\ell} := f^*_{\ell}(\lambda) := \mathbb{P}\left(|\tilde{C}^*(r)| = \ell\right)$$

denote the probability that the root $r$ has exactly $\ell$ friends.
The next claim directly follows from this definition.

**Claim 2.11** (Number of friends in ECBP trees). Let \( k \in \mathbb{N}_+ \), \( \Delta \in \mathbb{R}_+^k \), and \( G_\infty(r) \sim G_\infty(\Delta) \) an ECBP tree. Then

\[
f_\infty^* + \sum_{\ell \in \mathbb{N}_+} f^*_\ell = 1.
\]

**Definition 2.12** (Density/intensity parameters of uncolored color-subgraphs). Let \( k \in \mathbb{N}_+ \), \( \lambda \in \mathbb{R}_+^k \), and for any \( i \in [k] \) or \( I \subseteq [k] \), let us denote \( \lambda_I := \sum_{i \in I} \lambda_i \), \( \lambda_{\text{uc}} := \lambda_{[k]} \), and \( \lambda^I := \lambda_{[k]\setminus I} \).

**Definition 2.13** (Fully supercritical/critical-subcritical \( \lambda \)). Let \( k \in \mathbb{N}_+ \). We say that a vector \( \lambda \in \mathbb{R}_+^k \) is fully supercritical if \( \lambda^I > 1 \) for all \( i \in [k] \), and we say that \( \lambda \) is fully critical-subcritical if \( \lambda^I \leq 1 \) for all \( i \in [k] \).

Note that a vector might be neither fully supercritical nor fully critical-subcritical.

We make the following simplifying assumption on the color density parameter vector \( \Delta \) when we state some of our main results.

**Assumption 2.14** (Simplifying assumption). Let \( k \geq 2 \) be an integer, let \( \Delta \in \mathbb{R}_+^k \) and assume that \( \lambda_I < 1 \) for any \( I \subseteq [k] \) with \( |I| \leq k - 2 \).

Heuristically, if \( \Delta \) is fully supercritical and Assumption 2.14 holds, then one really needs to use all of the other \( k - 1 \) colors to create an infinitely long \( i \)-avoiding path for each \( i \in [k] \) in an ECBP tree.

**Theorem 2.15** (Convergence of empirical component size densities). Let \( k \in \mathbb{N}_+ \), \( \Delta \in \mathbb{R}_+^k \) and let \( G_n \sim G_n([n], \Delta) \) for all \( n \in \mathbb{N}_+ \). If Assumption 2.14 holds, then

\[
\frac{1}{n} \max_{v \in [n]} |\tilde{C}(v, G_n)| \xrightarrow{p} f_\infty^*, \quad n \to \infty
\]

and for any \( \ell \in \mathbb{N}_+ \), we have

\[
f^*_\ell(G_n) \xrightarrow{p} f^*_\ell, \quad n \to \infty.
\]

We prove the above theorem in Section 5. Note that a short alternative proof of the above theorem without using Assumption 2.14 is given in the recent paper [16].

From Theorem 2.15 and Claim 2.11, we can conclude the following.

**Corollary 2.16** (Existence of giant color-avoiding connected component in ECER graphs). Let \( k, n \in \mathbb{N}_+ \), \( \Delta \in \mathbb{R}_+^k \) and let \( G_n \sim G_n([n], \Delta) \). If Assumption 2.14 holds and \( f_\infty^* > 0 \), then \( G_n \) has a unique largest color-avoiding connected component asymptotically almost surely as \( n \to \infty \).

**Proposition 2.17** (Characterization of existence of giant color-avoiding connected component in ECER graphs). Let \( k \in \mathbb{N}_+ \). A vector \( \Delta \in \mathbb{R}_+^k \) is fully supercritical if and only if \( f_\infty^* > 0 \).
We prove Proposition 2.17 in Section 5.1. In Section 6, we give explicit formulas for \( f_\infty^* \) in terms of the Lambert W function. These formulas are recursive, and as the number of colors \( k \) increases, the formulas get more complex.

**Proposition 2.18** (Characterization of triviality of component structure in ECER graphs). Let \( k \in \mathbb{N}_+ \) and let \( \lambda \in \mathbb{R}^k_+ \) for which Assumption 2.14 holds.

(i) If \( \lambda \) is fully critical-subcritical, then \( f_\infty^* \ell = 1[\ell = 1] \) for any \( \ell \in \mathbb{N}_+ \).

(ii) If \( \lambda \) is not fully critical-subcritical, then \( f_\infty^* \ell > 0 \) for any \( \ell \in \mathbb{N}_+ \).

We prove Proposition 2.18 in Section 5.2.

We note that the recent paper [16] includes results about the size of biggest color-avoiding component for certain parameter vectors \( \lambda \) which are neither fully subcritical nor fully critical-subcritical (see Theorem 1.1(ii) of [16]) as well as fully subcritical vectors \( \lambda \) (see Theorem 1.1(iii) of [16]).

A vector \( \lambda = (\lambda_1, \ldots, \lambda_k) \in \mathbb{R}^k_+ \) for some integer \( k \geq 2 \) is called homogeneous if \( \lambda_1 = \ldots = \lambda_k \).

**Definition 2.19** ( Barely supercritical homogeneous setup). Let \( k \geq 2 \) be an integer. For any \( \varepsilon \geq 0 \), let us define \( \lambda(\varepsilon) := \left( \frac{1+\varepsilon}{k+1}, \ldots, \frac{1+\varepsilon}{k+1} \right) \in \mathbb{R}^k_+ \). Let us define \( f_{\infty}^*(\varepsilon) := f_{\infty}^*(\lambda(\varepsilon)) \).

Note that if \( \varepsilon > 0 \), then \( f_{\infty}^*(\varepsilon) > 0 \), but if \( \varepsilon = 0 \), then \( f_{\infty}^*(\varepsilon) = 0 \) by Proposition 2.17. Also note that if \( \varepsilon \geq 0 \) is small enough, then Assumption 2.14 holds for \( \lambda(\varepsilon) \).

Our next result is about the asymptotic behaviour of \( f_{\infty}^*(\varepsilon) \) as \( \varepsilon \to 0_+ \).

**Theorem 2.20** (Size of barely supercritical homogeneous giant). For any integer \( k \geq 2 \), there exists a constant \( C(k) \in \mathbb{R}_+ \) such that

\[
\lim_{\varepsilon \to 0_+} \frac{f_{\infty}^*(\varepsilon)}{\varepsilon^k} = C(k).
\]

In particular, \( C(2) = 4 \), \( C(3) = 32 \), and \( C(4) = 624 \).

In Section 6, we provide a method for computing the value of \( C(k) \) for any integer \( k \geq 2 \) and prove Theorem 2.20.

### 3 Notation

In this section, we introduce some notation that we use throughout the paper. The central definition of our paper concerns the set of vertices reachable from a vertex by a fixed chronology of colors, see Definition 3.3. We also compiled a list of all notations that appear in the paper starting on page 61.

Given an (edge-colored) graph \( G \) and a set of vertices \( W \subseteq V(G) \), let \( G[W] \) denote the (edge-colored) subgraph of \( G \) induced by \( W \), and let \( G - W \) denote
the (edge-colored) graph obtained from \( G \) by deleting the vertices of \( W \) (and all the edges incident to any vertex of \( W \)).

Given an edge-colored graph \( G = (V, \mathcal{E}) \) with \( k \in \mathbb{N}_+ \) colors, where \( \mathcal{E} = (E_1, \ldots, E_k) \), and a colored edge set \( \mathcal{E}' = (E'_1, \ldots, E'_k) \) satisfying \( E'_i \subseteq E_i \) for each \( i \in [k] \), let \( G - \mathcal{E}' \) denote the edge-colored graph that is obtained from \( G \) by deleting the edges of \( E'_i \) from \( E_i \) for each \( i \in [k] \).

For two (edge-colored) graphs \( G_1 \) and \( G_2 \), let \( G_1 \oplus G_2 \) denote their disjoint union.

We say that two edge-colored graphs \( G_1 \) and \( G_2 \) are isomorphic – briefly denoted by \( G_1 \simeq G_2 \) – if there exists a bijection between their vertex sets which is an isomorphism for the set of edges of each color.

We say that an edge-colored graph is rooted if it has a distinguished vertex. We say that the rooted edge-colored graphs \( G_1 \) and \( G_2 \) with distinguished vertices \( v_1 \) and \( v_2 \), respectively, are isomorphic if there exists an isomorphism between them mapping \( v_1 \) to \( v_2 \). We say that an edge-colored graph is two-rooted if it has two distinct distinguished vertices. We say that the two-rooted edge-colored graphs \( G_1 \) and \( G_2 \) with distinguished vertices \( v_1, w_1 \) and \( v_2, w_2 \), respectively, are isomorphic if there exists an isomorphism between them mapping \( v_1 \) to \( v_2 \) and \( w_1 \) to \( w_2 \).

Let \( G = (V, E) \) be a graph without an edge-coloring. For a vertex \( v \in V \), let \( \mathcal{C}(v) := \mathcal{C}(v, G) \) denote the set of vertices of the connected component of \( v \) in \( G \). Denote by

\[
\mathcal{U}_{\text{max}}(G) := \bigcup \{ \mathcal{C} : \mathcal{C} \text{ is a component of } G \text{ with maximum cardinality} \},
\]

i.e. the vertices of the union of the connected components of \( G \) with maximum cardinality. For a vertex \( v \in V(G) \), let \( N(v := N(v, G) \) denote the open neighborhood of \( v \), i.e., the set of the neighbors of \( v \). For a set of vertices \( W \subseteq V(G) \), let

\[
N(W) := N(W, G) := \left( \bigcup_{v \in W} N(v) \right) \setminus W
\]

denote the open neighborhood of \( W \), and let

\[
R(W) := R(W, G) := \bigcup_{v \in W} \mathcal{C}(v)
\]

denote the set of vertices reachable from \( W \) in \( G \). For the vertices \( v, w \in V(G) \), let \( \text{dist}(v, w) := \text{dist}_G(v, w) \) denote the distance of \( v \) and \( w \) (i.e., the number of edges on a shortest \( v \)-\( w \) path) in \( G \). For a vertex \( v \in V(G) \) and a vertex set \( W \subseteq V(G) \), let

\[
\text{dist}(v, W) := \text{dist}_G(v, W) := \min \{ \text{dist}(v, w) : w \in W \}.
\]
Definition 3.1 (Color strings of length $h$ without repetition). Let $k \in \mathbb{N}_+$ and let $h \in \{0, 1, \ldots, k\}$. Let $S_h$ denote the set of strings $\bar{s} = (i_1, \ldots, i_h)$ of colors without any repetition, i.e., $i_1, \ldots, i_h \in [k]$ and $|\{i_1, \ldots, i_h\}| = h$; whereby the set $S_0$ has one element, namely the empty string $\emptyset$.

Let us define $\text{set}(\bar{s}) := \{i_1, \ldots, i_h\}$ for a string $\bar{s} = (i_1, \ldots, i_h) \in S_h$.

Note that $|S_h| = k \cdot (k - 1) \cdot \ldots \cdot (k - h + 1)$ for any $h \in [k]$.

Definition 3.2 (Color string operations). Let $k \in \mathbb{N}_+$. For any color string $\bar{s} = (i_1, \ldots, i_h) \in S_h$, where $h \in [k]$, let $\bar{s}^- := (i_1, \ldots, i_{h-1}) \in S_{h-1}$ denote the color string that can be obtained from $\bar{s}$ by deleting its last coordinate. For any $\bar{s} = (i_1, \ldots, i_h) \in S_h$, where $h \in \{0, 1, \ldots, k-1\}$, and for any $i \in [k] \setminus \text{set}(s)$, let $\bar{s}i := (i_1, \ldots, i_h, i) \in S_{h+1}$ denote the concatenation of $\bar{s}$ and $i$.

For an edge-colored forest $F$ with $k \in \mathbb{N}_+$ colors, a vertex $v \in V(F)$ and a color string $\bar{s} = (i_1, \ldots, i_h) \in S_h$, where $h \in [k]$, let us define the following sets of vertices. Let $\tilde{R}_\bar{s}(v, F)$ denote the set of vertices that can be reached from $v$ with a path whose edges are of color $i_1, \ldots, i_h$ and the new colors on this path appear in this specific order. Let $\tilde{N}_\bar{s}(v, F)$ denote the set of vertices that can be reached from $v$ with a path whose edges except the last one are of color $i_1, \ldots, i_{h-1}$, the last edge is of color $i_h$, and the new colors on this path appear in this specific order. For an edge-colored graph $G$, the sets $\tilde{R}_\bar{s}(v, G)$ and $\tilde{N}_\bar{s}(v, G)$, are defined the same way, but with the extra requirement that their vertices cannot be reached with a path that uses at most $h - 1$ colors. In addition, let $\tilde{R}_{\bar{s}}^{\leq}(v, G)$ denote the set of vertices that can be reached with a path that uses at most $h$ different colors. For an example, see Figure 3. Formally, these definitions are introduced as follows.

Definition 3.3 (Set of vertices reachable by a fixed chronology of colors). Given an edge-colored graph $G = (V, \vec{E})$ with $k \in \mathbb{N}_+$ colors, and given a vertex $v \in V$, we define the set of vertices $\tilde{R}_{\bar{s}}^{\leq}(v) := \tilde{R}_{\bar{s}}^{\leq}(v, G)$, $\tilde{N}_\bar{s}(v) := \tilde{N}_\bar{s}(v, G)$, and $\tilde{R}_\bar{s}(v) := \tilde{R}_\bar{s}(v, G)$ for all $\bar{s} \in S_h$ and $h \in [k]$ recursively.

- Let $\tilde{R}_\emptyset(v) := \{v\}$.

- Assume that $\tilde{R}_{\bar{s}}^{\leq}(v)$ is already defined for all strings $\bar{s} \in S_j$ and for all $j \in \{0, 1, \ldots, h - 1\}$. Let us first define

$$\tilde{R}_{\bar{s}}^{\leq}(v) := \bigcup_{j=0}^{h-1} \tilde{R}_{\bar{s}}^{\leq}(v).$$

If $\bar{s} \in S_h$ and $i \in [k]$ is the last coordinate of $\bar{s}$, then let

$$\tilde{N}_\bar{s}(v) := N \left( \tilde{R}_{\bar{s}}^{-}(v, G), G^{-i} \right) \setminus \tilde{R}_{\bar{s}}^{\leq}(v, G),$$

and finally let

$$\tilde{R}_\bar{s}(v) := R \left( \tilde{N}_\bar{s}(v, G), G^{\text{set}(\bar{s}) - \tilde{R}_{\bar{s}}^{-}(v, G)} \right).$$
For a set of vertices $W \subseteq V$, let

$$
\tilde{R}_{h-1}^\leq (W) := \bigcup_{w \in W} \tilde{R}_{h-1}^\leq (w).
$$

Figure 3: In the picture, the colors red, blue, and green are denoted by (red) triangles, (blue) rectangles, and (green) stars, respectively. In this graph,

- $\tilde{R}_{\text{red}}(r) = \{v_1, v_3\}$,
- $\tilde{R}_{\text{blue}}(r) = \{v_2\}$,
- $\tilde{R}_{\text{green}}(r) = \emptyset$,
- $\tilde{R}_{\text{red,blue}}(r) = \{v_4, v_7, v_{10}, v_{11}\}$,
- $\tilde{R}_{\text{blue,red}}(r) = \{v_5\}$,
- $\tilde{R}_{\text{red,blue,green}}(r) = \{v_8, v_{12}\}$,
- $\tilde{R}_{\text{blue,green,red}}(r) = \{v_9\}$,
- $\tilde{N}_{\text{red}}(r) = \{v_1\}$,
- $\tilde{N}_{\text{red,blue}}(r) = \{v_4, v_7\}$,
- $\tilde{N}_{\text{red,blue,green}}(r) = \{v_8, v_{12}\}$.

**Definition 3.4** (Size of the set reachable using $k-2$ colors). Given an edge-colored graph $G = (V, E)$ with $k \in \mathbb{N}_+$ colors and $v \in V$, let us denote

$$
\rho(v) := \rho(v, G) := \left| \tilde{R}_{k-2}^\leq (v) \right|.
$$

**Claim 3.5** (Size of the set reachable using $k-2$ colors in ECBP trees). Let $k \in \mathbb{N}_+$, $\Delta \in \mathbb{R}_+^k$ and $G_\infty(r) \sim G_\infty(\Delta)$. If Assumption 2.14 holds, then $\rho(r)$ is almost surely finite.

The next claim follows directly from Definition 3.3.

**Claim 3.6** (Connections between connected components and reachable sets). Let $G = (V, E)$ be an edge-colored graph with $k \in \mathbb{N}_+$ colors and let $v \in V$. Then for any $I \subseteq [k]$, we have

$$
\mathcal{C}(v, G^I) = \bigcup_{\Delta: \text{set}(\Delta) \subseteq I} \tilde{R}_{\Delta}(v, G)
$$

and

$$
\tilde{R}_{\leq k-2}^\leq (v, G) = \bigcup_{|I| = k-2} \mathcal{C}(v, G^I).
$$
Definition 3.7 (The outer boundary of the set of vertices reachable with \( k - 2 \) colors). Given an edge-colored graph \( G = (V, E) \) with \( k \in \mathbb{N}_+ \) colors, a color \( i \in [k] \), a number \( h \in \{0, 1, \ldots, k - 1\} \) and a vertex \( v \in V \), let us denote

\[
\tilde{N}_h(v) := \tilde{N}_h(v, G) := \bigcup_{s \in S_h} \tilde{N}_s(v),
\]

\[
\tilde{N}^{\lambda^i}_{k-1}(v) := \tilde{N}^{\lambda^i}_{k-1}(v, G) := \bigcup_{\substack{s \in S_{k-1}^\lambda: \\
\text{set}(\lambda) = [k] \setminus \{i\}}} \tilde{N}_s(v),
\]

and

\[
\mathbf{b}(v) := \mathbf{b}(v, G) := \left( |\tilde{N}^{\lambda^i}_{k-1}(v)| \right)_{i \in [k]}.
\]

For a set of vertices \( W \subseteq V \), let

\[
\tilde{N}_h(W) := \tilde{N}_h(W, G) := \bigcup_{w \in W} \tilde{N}_h(w).
\]

In words: The set \( \tilde{N}_h(v) \) consists of those vertices that can be reached from \( v \) with a path which uses exactly \( h \) colors and the color of the last edge is new, but cannot be reached with a path of at most \( h - 1 \) colors. The set \( \tilde{N}^{\lambda^i}_{k-1}(v) \) consists of those vertices that can be reached from \( v \) with a path which uses all of the colors in \( [k] \setminus \{i\} \) and the color of the last edge is new, but cannot be reached with a path of at most \( k - 2 \) colors. The vector \( \mathbf{b}(v) \) is of length \( k \) and contains the cardinalities of the boundary sets \( \tilde{N}^{\lambda^i}_{k-1}(v) \) for all \( i \in [k] \).

4 The connection between ECER graphs and ECBP trees

Section 4 contains some auxiliary results for proving the statements of Section 2.

In Section 4.1, we introduce some notation and state some basic results about the exploration of ECER graphs and ECBP trees.

In Section 4.2, we introduce the notion of color-avoiding type I vectors: informally, in the case of ECER graphs, the \( i \)-th coordinate of the type I vector of a vertex \( v \) is the indicator of the event that \( v \) is in the \( i \)-avoiding giant component, while in the case of an ECBP trees, the \( i \)-th coordinate of the type I vector of a vertex \( v \) is the indicator of the event that \( v \) is \( i \)-avoiding connected to infinity for some color \( i \). The main result of Section 4.2 states that the empirical frequency of a type I vector in a sequence of ECER graphs converges as \( n \to \infty \) to the probability of the root having the same type I vector in an ECBP tree with the same parameter vector \( \lambda \).

In Section 4.3, we further elaborate on the relations between the notion of type I vectors, color-avoiding connectivity in ECER graphs and color-avoiding friendship in ECBP trees.
4.1 Exploration of ECER graphs and ECBP trees

The main goal of Section 4.1 is to formalize the idea that ECER graphs locally look like ECBP trees. We use two types of exploration methods in edge-colored graphs: given a vertex $v$, in Definition 4.1.1 we explore the vertices reachable from $v$ with at most $d$ edges, while in Definition 4.1.2 we explore the vertices reachable from $v$ with at most $h$ colors plus one more final edge that has a different color for some $d, h \in \mathbb{N}$. Note that if $h \leq k - 2$, then using the second techniques we explore a “small” part, due to our Assumption 2.14.

We observe that even if we condition on what we explored in an ECER graph with any of these methods, the remaining graph is ECER, cf. Lemma 4.1.6. In Definition 4.1.10, we collect some “good” properties of the explored and unexplored parts of ECER graphs and in Proposition 4.1.12, we prove (using known results about Erdős–Rényi random graphs) that these good properties do hold with high probability as $n \to \infty$.

**Definition 4.1.1** (Exploring up to distance $d$). Let $G = (V, E)$ be a graph, $v, w \in V$ a vertex, $W \subseteq V$ a set of vertices, and $d \in \mathbb{N}$. Let us define

$R_d(v) := R_d(v, G) := \{u \in V : \text{dist}(u, v) = d\}$,

i.e. the set of vertices of $G$ at distance $d$ from the root, and let

$R_d(W) := R_d(W, G) := \{u \in V : \text{dist}(u, W) = d\}$.

Let

$R^\leq_d(v) := R^\leq_d(v, G) := \{u \in V : \text{dist}(u, v) \leq d\}$,

i.e. the set of vertices of $G$ at distance at most $d$ from the root, and let

$R^\leq_d(W) := R^\leq_d(W, G) := \bigcup_{w \in W} R^\leq_d(w)$.

Let us define

$G_d(v) := G\left[R^\leq_d(v)\right] - E\left(G[R_d(v)]\right)$,

i.e. the subgraph of $G$ spanned by the vertices we can reach from $v$ using at most $d - 1$ edges, plus the edges (along with their endpoints) that connect this spanned subgraph to the rest of the graph.

We also define a similar subgraph with two roots,

$G_d(v, w) := G\left[R^\leq_d\{v, w\}\right] - E\left(G[R_d\{v, w\}]\right)$.

Let us define

$G'_d(v) := G - \left(R^\leq_{d-1}(v)\right)$,

i.e. the subgraph of the graph $G$ that can be obtained by deleting the vertices at distance at most $d - 1$ from $v$. 
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We also define a similar subgraph

\[ G_d(v, w) := G - \left( R_{d-1}^\infty(\{v, w\}) \right). \]

For an ECER graph \( G_n \sim G_n(V, \Delta) \) (where \( n \in \mathbb{N}_+ \) and \( \lambda \in \mathbb{R}_+^k \) for some \( k \in \mathbb{N}_+ \)) or for an ECBP tree \( G_\infty := G_\infty(r) \sim G_\infty(\Delta) \), we use the notation

\[ R_{n,d}(v) := R_d(v, G_n), \quad R_{n,d}(W) := R_d(W, G_n), \quad R_{\infty,d} := R_d(r, G_\infty), \]

\[ R_{n,d}^\infty(v) := R_d^\infty(v, G_n), \quad R_{n,d}^\infty(W) := R_d^\infty(v, G_n), \quad R_{\infty,d}^\infty := R_d^\infty(r, G_\infty), \]

and we use the notation \( G_{n,d}(v), G_{\infty,d}(r), G_{n,d}(v, w), G'_{n,d}(v), G'_{n,d}(v, w) \) for the above defined subgraphs, respectively. In addition, for a color \( i \in [k] \) or for a subset of colors \( I \subseteq [k] \), we use the notation

\[ R_{I,d}^I := R_d(r, G_\infty^I), \quad R_{\infty,d}^I := R_{\infty,d}^I, \]

Definition 4.1.2 (Exploring until you see \( h+1 \) colors for the first time). Let \( k \in \mathbb{N}_+ \), \( h \in \{0, 1, \ldots, k-2\} \) and \( G = (V, E) \) be a random edge-colored graph with \( k \) colors, let \( v, w \in V \), and let us define the following.

Let \( \mathcal{F}_{v,h} \) denote the sigma-algebra

\[ \mathcal{F}_{v,h} := \mathcal{F}_{v,h}(G) := \sigma \left( \{ u_1, u_2 \} \in E \mid u_1 \in \tilde{R}_h^\infty(v), u_2 \in V, i \in [k] \right), \]

and let \( \mathcal{F}_{v,w,h} \) denote the sigma-algebra

\[ \mathcal{F}_{v,w,h} := \mathcal{F}_{v,w,h}(G) := \sigma(\mathcal{F}_{v,h}, \mathcal{F}_{w,h}). \]

Let \( \tilde{G}_h(v) \) denote the following edge-colored, rooted subgraph of \( G \):

\[ \tilde{G}_h(v) := G \left[ \tilde{R}_h^\infty(v) \cup \tilde{N}_{h+1}(v) \right] - E \left( G \left[ \tilde{N}_{h+1}(v) \right] \right), \]

i.e. the subgraph of \( G \) spanned by the vertices we can reach from \( v \) using at most \( h \) colors, plus the edges (along with their endpoints) that connect this spanned subgraph to the rest of the graph.

We also define a similar edge-colored subgraph with two roots,

\[ \tilde{G}_h(v, w) := G \left[ \tilde{R}_h^\infty(\{v, w\}) \cup \tilde{N}_{h+1}(\{v, w\}) \right] - E \left( G \left[ \tilde{N}_{h+1}(\{v, w\}) \right] \right). \]

Let \( \tilde{G}'_h(v, w) \) denote the following edge-colored subgraph of \( G \):

\[ \tilde{G}'_h(v, w) := G - \left( \tilde{R}_h^\infty(\{v, w\}) \right), \]

i.e. the subgraph that can be obtained by deleting the vertices reachable from \( v \) or \( w \) with at most \( h \) colors.

For an ECER graph \( G_n \sim G_n(V, \Delta) \) (where \( n \in \mathbb{N}_+ \) and \( \lambda \in \mathbb{R}_+^k \) for some \( k \in \mathbb{N}_+ \)) or for an ECBP tree \( G_\infty := G_\infty(r) \sim G_\infty(\Delta) \), we use the notation \( \tilde{G}_{n,h}(v), \tilde{G}_{\infty,h}(r), \tilde{G}_{n,h}(v, w), \tilde{G}'_{n,h}(v, w), \) respectively, for the above subgraphs.
Claim 4.1.3 (Known information given $F_{v,h}$). Let $k \in \mathbb{N}_+, h \in \{0, 1, \ldots, k-2\}$ and let $G = (V, E)$ be an edge-colored graph colored with $k$ colors. Then for any $v, w \in V$ and $s \in S_{h+1}$, the sets $R^s_{i}(v, G)$ and $N_{i}(v, G)$ are all $F_{v,h}$-measurable. In particular, $\rho(v)$ and $b(v)$ are also $F_{v,k-2}$-measurable, and $\tilde{G}_{h}(v, w)$ is $F_{v,w,h}$-measurable.

The next two claims directly follow from the definitions of ECER graphs and ECBP trees.

Claim 4.1.4 (Distribution of uncolored color-subgraphs of ECER graphs). Let $k, n \in \mathbb{N}_+, \Delta \in \mathbb{R}_+^k$, and let $G \sim \mathcal{G}_n(V, \Delta)$. Then

$$G^I \sim \mathcal{G}_n(V, \lambda_I)$$

for any $I \subseteq [k]$. In particular, $G^{uc} \sim \mathcal{G}_n(V, \lambda^{uc})$ and $G^{\lambda_i} \sim \mathcal{G}_n(V, \lambda^{\lambda_i})$ for any $i \in [k]$.

Claim 4.1.5 (Distribution of uncolored color-subtrees of ECBP trees). Let $k \in \mathbb{N}_+, \Delta \in \mathbb{R}_+^k$, and let $G_{\infty}(r) \sim \mathcal{G}_\infty(\Delta)$. Then $(|R^I_{\infty,d}|)_{d \in \mathbb{N}}$ is a branching process with offspring distribution $POI(\lambda_I)$ for any $I \subseteq [k]$. In particular, $(|R^{\lambda_i}_{\infty,d}|)_{d \in \mathbb{N}}$ is a branching process with offspring distribution $POI(\lambda^{\lambda_i})$ for any $i \in [k]$.

Lemma 4.1.6 (The unexplored graph is ECER). Let $k \geq 2$ be an integer, let $n \in \mathbb{N}_+, d \in \mathbb{N}$ and $h \in \{0, 1, \ldots, k-2\}$, let $\Delta \in \mathbb{R}_+^k$, $G \sim \mathcal{G}_n([n], \Delta)$ and $v, w \in [n]$. Then the conditional distribution of the edge-colored subgraph $G_d(v, w)$ given the graph $G_d(v, w)$ is

$$G_n([n] \setminus R^C_{d-1}([v, w], G), \Delta),$$

and the conditional distribution of the edge-colored subgraph $\tilde{G}_d^I(v, w)$ given $F_{v,w,h}$ is

$$\mathcal{G}_n([n] \setminus \tilde{R}^C_{h}([v, w], G), \Delta).$$

Proof. We only prove the second statement of the lemma since the first one can be obtained analogously.

It follows from the definitions of $F_{v,w,h}$ and $\tilde{G}_h(v, w)$ that given $F_{v,w,h}$, the edges of the subgraph $\tilde{G}_h(v, w)$ are determined, and conversely, the subgraph $\tilde{G}_h(v, w)$ determines every event in $F_{v,w,h}$.

Therefore, conditional on $F_{v,w,h}$, the edges of color $i$ between the vertices in $[n] \setminus \tilde{R}^C_{h}([v, w], G)$ are still present independently of each other with probability $p_i = 1 - \exp(-\lambda_i/n)$ for any $i \in [k]$. Therefore, the conditional distribution of $G_h^I(v, w)$, i.e. the subgraph of $G$ spanned by $[n] \setminus \tilde{R}^C_{h}([v, w], G)$, is an ECER graph with parameter $n$ and color density parameter vector $\Delta$ on the vertex set $[n] \setminus \tilde{R}^C_{h}([v, w], G)$. \qed
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**Proposition 4.1.7** (Colored local weak convergence). Let \( k \in \mathbb{N}_+ \) and \( \underline{\lambda} \in \mathbb{R}_+^k \), and let us assume that Assumption 2.14 holds. Let \( G_n \sim \mathcal{G}_n([n], \underline{\lambda}) \) and \( v_1, v_2 \in [n] \), \( v_1 \neq v_2 \) for all \( n \in \mathbb{N}_+ \), and let \( G_\infty := G_\infty(r) \sim \mathcal{G}_\infty(\underline{\lambda}) \). Then the graph \( G_{\infty,k-2}(r) \) is almost surely finite and \( G_{\infty,k-2}(v_1, v_2) \) converges in distribution to two i.i.d. copies of \( G_{\infty,k-2}(r) \) in the sense that

\[
\lim_{n \to \infty} \mathbb{P}(G_{n,k-2}(v_1, v_2) \simeq H_1 \oplus H_2) = \prod_{j \in \{2\}} \mathbb{P}(G_{\infty,k-2}(r) \simeq H_j)
\]

for any pair of fixed finite, rooted, edge-colored graphs \( H_1 \) and \( H_2 \).

We prove Proposition 4.1.7 in the Appendix. Note that during the proof we also obtain that for any \( k \in \mathbb{N}_+ \), \( d \in \mathbb{N} \), and \( \underline{\lambda} \in \mathbb{R}_+^k \), and for any \( G_n \sim \mathcal{G}_n([n], \underline{\lambda}) \) and \( v_1, v_2 \in [n] \), \( v_1 \neq v_2 \) for all \( n \in \mathbb{N}_+ \), and for any pair of fixed finite, rooted, edge-colored graphs \( F_1 \) and \( F_2 \), we have

\[
\lim_{n \to \infty} \mathbb{P}(G_{n,d}(v_1, v_2) \text{ is a forest with two components}) = 1
\]

and

\[
\lim_{n \to \infty} \mathbb{P}(G_{n,d}(v_1, v_2) \simeq F_1 \oplus F_2) = \prod_{j \in \{2\}} \mathbb{P}(G_{\infty,d}(r) \simeq F_j).
\]

**Definition 4.1.8** (Probability of being i-avoiding connected to infinity). Let \( k \in \mathbb{N}_+ \), \( i \in [k] \) and let \( \underline{\lambda} \in \mathbb{R}_+^k \). Let us denote by \( \theta^i \) the survival probability of the branching process with offspring distribution POI(\( \lambda^i \)).

Note that if \( G_\infty := G_\infty(r) \sim \mathcal{G}_\infty(\underline{\lambda}) \), then by Claim 4.1.5,

\[
\theta^i = \mathbb{P} \left( r \xrightarrow{\mathcal{G}_\infty(\underline{\lambda})} \infty \right)
\]

holds.

**Definition 4.1.9** (Supercritical indices). Let \( k \in \mathbb{N}_+ \). Given \( \underline{\lambda} \in \mathbb{R}_+^k \), we say that \( i \in [k] \) is a supercritical index if \( \lambda^i > 1 \), and let us define the set \( I_{\underline{\lambda}} \) of supercritical indices of \( \underline{\lambda} \) by

\[
I_{\underline{\lambda}} := \left\{ i \in [k] : \lambda^i > 1 \right\}.
\]

Note that \( \underline{\lambda} \) is fully supercritical (cf. Definition 2.13) if and only if \( I_{\underline{\lambda}} = [k] \) and \( \underline{\lambda} \) is fully critical-subcritical if and only if \( I_{\underline{\lambda}} = \emptyset \). Also note that \( \theta^i = 0 \) holds if and only if \( i \in [k] \setminus I_{\underline{\lambda}} \).

**Definition 4.1.10** (Good events for ECER graphs). Let \( k, n \in \mathbb{N}_+ \) and \( \underline{\lambda} \in \mathbb{R}_+^k \). Let \( G \sim \mathcal{G}_n(V, \underline{\lambda}) \), \( v, w \in V \), \( v \neq w \), \( i \in I_{\underline{\lambda}} \) and let us define the following events.

\[
A^i_1 := A^i_1(G) := \left\{ G^i \text{ has a unique largest component} \right\}
\]

17
\[ A_{i}^{2} := A_{2}^{2}(G) = \left\{ \text{the non-largest components of } G_{i}^{2} \text{ have size at most } n^{1/4} \right\} \]

\[ A_{3}(v, w) := A_{3}(v, w, G) = \left\{ \tilde{G}_{k-2}(v, w) \text{ is a forest with two components} \right\} \]

\[ A_{4}(v, w) := A_{4}(v, w, G) = \left\{ \left| \tilde{R}_{k-2}^{<}(\{v, w\}, G) \right| \leq n^{1/4} \right\} \]

\[ A_{i}^{5}(v, w) := A_{5}^{5}(v, w, G) = \left\{ \left| \tilde{N}_{k-1}^{i}(\{v, w\}, G) \right| \leq n^{1/4} \right\} \]

\[ A_{i}^{6}(v, w) := A_{6}^{6}(v, w, G) = \left\{ \left| \tilde{U}_{\max}^{i}\left(\left(\tilde{G}_{k-2}^{i}(v, w)\right)^{i}\right) \right| \geq n^{3/4} \right\} \]

\[ A_{i}^{7}(v, w) := A_{7}^{7}(v, w, G) = \left\{ \left(\tilde{G}_{k-2}^{i}(v, w)\right)^{i} \text{ has a unique largest component} \right\} \]

\[ A_{i}^{8}(v, w) := A_{8}^{8}(v, w, G) = \left\{ \text{the non-largest components of } \left(\tilde{G}_{k-2}^{i}(v, w)\right)^{i} \right. \]

\[ \left. \text{ have size at most } n^{1/4} \right\} \]

\[ A_{i}^{9}(v, w) := A_{9}^{9}(v, w, G) = \left\{ \left| \tilde{U}_{\max}^{i}\left(\left(\tilde{G}_{k-2}^{i}(v, w)\right)^{i}\right) \right| \leq \tilde{U}_{\max}^{i}(G_{i}^{5}) \right\} \]

\[ A(v, w) := A(v, w, G) = \bigcap_{i \in I} \left( A_{1}^{i} \cap A_{2}^{i} \right) \cap A_{3}(v, w) \cap A_{4}(v, w) \cap \left( \bigcap_{j=5}^{9} \bigcap_{i \in I} A_{j}^{i}(v, w) \right) \]

**Claim 4.1.11** (Implications of local tree structure). Let \( k, n \in \mathbb{N}_{+}, \lambda \in \mathbb{R}_{+}^{k} \) and let \( G \sim G_{n}(V, \lambda) \) and \( v, w \in V, v \neq w \). Then the event \( A_{3}(v, w) \) is \( \mathcal{F}_{v, w, k-2} \)-measurable, and \( A_{3}(v, w) \) implies that for any \( i_{1}, i_{2} \in [k], i_{1} \neq i_{2} \), the sets of vertices \( \tilde{N}_{k-1}^{i_{1}}(v), \tilde{N}_{k-1}^{i_{2}}(v), \tilde{N}_{k-1}^{i_{1}}(w), \tilde{N}_{k-1}^{i_{2}}(w) \) are pairwise disjoint.

**Proposition 4.1.12** (Typical behaviour of ECER graphs). Let \( k, n \in \mathbb{N}_{+}, \lambda \in \mathbb{R}_{+}^{k} \), let \( G_{n} \sim G_{n}(\mathbb{N}[n], \lambda) \) and \( v, w \in [n], v \neq w \) for all \( n \in \mathbb{N}_{+} \). If Assumption 2.14
holds, then
\[
\lim_{n \to \infty} \mathbb{P}(A_3(v, w, G_n)) = 1 \quad \text{and} \quad \lim_{n \to \infty} \mathbb{P}(A(v, w, G_n)) = 1.
\]

**Proof.** Clearly, it is enough to show that for each \( j \in \{5, 6, \ldots, 9 \} \) and \( i \in I_\lambda \), the probabilities of the events \( A_1^i, A_2^i, A_3(v, w), A_4(v, w) \), and \( A_j^i \) goes to 1 as \( n \to \infty \).

Let \( i \in I_\lambda \) be an arbitrary color.

From our Claim 4.1.4 and Theorem 4.8 of [27], it follows that
\[
\frac{\left| U_{\max}(G_n^{i}) \right|}{n} \xrightarrow{p} \theta^i, \quad n \to \infty. \quad (7)
\]
Note that \( \theta^i > 0 \) holds for any \( i \in I_\lambda \) and thus,
\[
\lim_{n \to \infty} \mathbb{P}\left( \left| U_{\max}(G_n^{i}) \right| \geq n^{3/4} \right) = 1. \quad (8)
\]
From (7) and Lemma 4.14 of [27], it follows that
\[
\lim_{n \to \infty} \mathbb{P}(A_1^i) = 1 \quad (9)
\]
and
\[
\lim_{n \to \infty} \mathbb{P}(A_2^i) = 1. \quad (10)
\]

By Proposition 4.1.7, if Assumption 2.14 holds, then
\[
\lim_{n \to \infty} \mathbb{P}(A_3(v, w, G_n)) = 1.
\]

Now we prove that \( \lim_{n \to \infty} \mathbb{P}(A_4(v, w, G_n)) = 1 \). Let \( I \subseteq [k] \) with \( |I| = k - 2 \). Then by Claim 4.1.4, we have \( G_n^I \sim G_n([n], \lambda_I) \). By Assumption 2.14, we can apply Theorem 4.2 of [27] to get that \( |C(v, G_n^I)| \) is stochastically dominated by the total number of offspring in a subcritical Poisson branching process with mean number of offspring at most \( \lambda_I \). Therefore
\[
\mathbb{E}\left( \left| C(v, G_n^I) \right| \right) \leq \frac{1}{1 - \lambda_I}.
\]
Then Claim 3.6, the union bound, and Markov’s inequality imply that
\[
\lim_{n \to \infty} \mathbb{P}(A_4(v, w, G_n)) = 1. \quad (11)
\]

The probability of \( A_5^i(v, w, G_n) \) is estimated similarly: clearly,
\[
\tilde{N}_{k-1}(v, G_n) \subseteq N\left( \tilde{R}_{k-2}^{\leq}(v, G_n), G_n \right),
\]
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thus again the expectation of $|\widetilde{N}_{k-1}^{(v)}(v,G_n)|$ can be bounded by a constant (that does not depend on $n$) and it follows from the union bound and Markov’s inequality that
\[
\lim_{n \to \infty} \mathbb{P}(A_0^{(v)}(v,w,G_n)) = 1.
\]

By (11), we obtain
\[
\left| \frac{V\left(\left(\widetilde{G}_{n,k-2}^{(v,w)}\right)^{\lambda}\right)}{n} \right| \xrightarrow{p} 1, \quad n \to \infty.
\]

From this, our Lemma 4.1.6, and Theorem 4.8 of [27], it follows
\[
\left| \frac{U_{\text{max}}\left(\left(\widetilde{G}_{n,k-2}^{(v,w)}\right)^{\lambda}\right)}{V\left(\left(\widetilde{G}_{n,k-2}^{(v,w)}\right)^{\lambda}\right)} \right| \xrightarrow{p} \theta^{\lambda}, \quad n \to \infty. \quad (12)
\]

Thus,
\[
\lim_{n \to \infty} \mathbb{P}(A_0^{(v)}(v,w,G_n)) = 1. \quad (13)
\]

From (12) and Lemma 4.14 of [27], it follows that
\[
\lim_{n \to \infty} \mathbb{P}(A_1^{(v)}(v,w,G_n)) = 1. \quad (14)
\]

and
\[
\lim_{n \to \infty} \mathbb{P}(A_2^{(v)}(v,w,G_n)) = 1.
\]

The above observations (namely, (8), (9), (10), and (13), (14)) imply
\[
\lim_{n \to \infty} \mathbb{P}(A_0^{(v)}(v,w,G_n)) = 1.
\]

\[
\Box
\]

4.2 Types

In Section 4.2, we define the color-avoiding type I vectors of the vertices, first in ECBP trees, then in ECER graphs. The main result of this section, Theorem 4.2.4, connects the notion of these type I vectors.

**Definition 4.2.1** (Color-avoiding type I vectors in ECBP trees). Let $k \in \mathbb{N}_+$, $\Lambda \in \mathbb{R}^k_+$, and let $G_{\infty} := G_{\infty}(r) \sim G_{\infty}(\Delta)$. The (color-avoiding) type I vector of a vertex $v$ in the ECBP tree $G_{\infty}$ is
\[
\ell^{(v)}(v) := \ell(v,G_{\infty}) := \sum_{i \in \Delta} \left[ \mathbb{1} \left[ v \xrightarrow{\widetilde{G}_{\infty}} \infty \right] \right].
\]
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In words: for any \( i \in I_\lambda \), the \( i \)-th coordinate of the type I vector of a vertex \( v \) in an ECBP tree is 1 if \( v \) is \( i \)-avoiding connected to infinity through its descendants, otherwise it is 0. The reason why we only use the indices in \( I_\lambda \) is that we expect the branching process \( G_\infty \) to survive without the edges of color \( i \) if and only if \( i \in I_\lambda \).

**Definition 4.2.2** (Probability of type I vectors in ECBP trees). Let \( k \in \mathbb{N}_+ \), \( \Lambda \in \mathbb{R}_+^k \), and let \( G_\infty(r) \sim \mathcal{G}_\infty(\Lambda) \). Given any \( \underline{\gamma} \in \{0,1\}^{I_\lambda} \), let us denote

\[
p^*(\underline{\gamma}) := p^*(\underline{\gamma}, \Lambda) := \mathbb{P}(\underline{t}^*(r) = \underline{\gamma}).
\]

**Definition 4.2.3** (Color-avoiding type I vectors in ECER graphs). Let \( k, n \in \mathbb{N}_+ \), \( \Lambda \in \mathbb{R}_+^k \), and let \( G \sim \mathcal{G}_n(V, \Lambda) \). The (color-avoiding) type I vector of a vertex \( v \) in the ECER graph \( G \) is

\[
\underline{t}(v) := \underline{t}(v, G) := \left( \mathbb{I} \left[ v \in U_{\max}(G^{(\gamma)}) \right] \right)_{i \in I_\lambda}.
\]

In words: for any \( i \in I_\lambda \), the \( i \)-th coordinate of the type of a vertex \( v \) in an edge-colored finite graph is 1 if \( v \) is in one of the largest \( i \)-avoiding components, otherwise it is 0. Similarly as before, the reason why we only use the indices in \( I_\lambda \) is that we expect \( U_{\max}(G^{(\gamma)}) \) to be a giant component if and only if \( i \in I_\lambda \), so the sequence of indicators \( \mathbb{I} \left[ v \in U_{\max}(G^{(\gamma)}) \right] \) does not converge to zero in probability as \( n \to \infty \) if and only if \( i \in I_\lambda \).

We are now ready to state the main result of Section 4.2.

**Theorem 4.2.4** (Convergence of the empirical density of type I vectors in ECER graphs). Let \( k \in \mathbb{N}_+, \Lambda \in \mathbb{R}_+^k \), \( \gamma \in \{0,1\}^{I_\lambda} \), and let \( G_n \sim \mathcal{G}_n([n], \Lambda) \) for all \( n \in \mathbb{N}_+ \). If Assumption 2.14 holds, then

\[
\frac{1}{n} \sum_{v \in [n]} \mathbb{I} \left[ \underline{t}(v, G_n) = \underline{\gamma} \right] \overset{p}{\longrightarrow} p^*(\underline{\gamma}), \quad n \to \infty.
\]

The rest of Section 4.2 is devoted to the proof of Theorem 4.2.4. After some further definitions and observations, the key idea of the proof is stated in Lemma 4.2.10.

**Definition 4.2.5** (The known data for ECBP trees). Let \( k \in \mathbb{N}_+, \Lambda \in \mathbb{R}_+^k \), \( \gamma \in \{0,1\}^{I_\lambda} \), \( \beta \in \mathbb{N}_+^k \), and let \( G_\infty := G_\infty(r) \sim \mathcal{G}_\infty(\Lambda) \). Let us define the event

\[
D^*(\beta, m) := D^*(\beta, m, G_\infty) := \{ \underline{b}(r) = \underline{\beta}, \rho(r) = m \}.
\]

**Definition 4.2.6** (Probability of type I vectors in ECBP trees given some data). Let \( k \in \mathbb{N}_+, \Lambda \in \mathbb{R}_+^k \), \( \gamma \in \{0,1\}^{I_\lambda} \), \( \beta \in \mathbb{N}_+^k \), \( m \in \mathbb{N}_+ \), and let \( G_\infty := G_\infty(r) \sim \mathcal{G}_\infty(\Lambda) \). Let us define

\[
p^*\left( \gamma \mid D^*(\beta, m) \right) := \mathbb{P}\left( \underline{t}^*(r) = \underline{\gamma} \mid D^*(\beta, m) \right).
\]
Note that by the following claim, \( p^* \big( \gamma \mid D^*(\beta, m) \big) \) actually does not depend on \( m \).

**Proposition 4.2.7** (Probability of type I vectors in ECBP trees given some data). Let \( k \in \mathbb{N}_+ \), \( \Delta \in \mathbb{R}_k^+ \), \( \gamma \in \{0, 1\}^{\Delta} \), \( \beta \in \mathbb{N}_k \), \( m \in \mathbb{N}_+ \), and let \( G_\infty := G_\infty(r) \sim G_\infty(\Delta) \). Then

\[
p^* \big( \gamma \mid D^*(\beta, m) \big) = g_{\gamma, \beta}\left( \left( \theta^{\lambda_i} \right)_{i \in I_\lambda} \right),
\]

where

\[
g_{\gamma, \beta} : [0, 1]^{\Delta} \to \mathbb{R} \quad (x_i)_{i \in I_\lambda} \mapsto \prod_{i \in I_\lambda} \left( (1 - (1 - x_i)^{\beta_i}) \gamma_i + (1 - x_i)^{\beta_i} (1 - \gamma_i) \right).
\]

**Proof.** It is not difficult to see that for any \( i \in I_\lambda \), the root \( r \) is \( i \)-avoiding connected to infinity if and only if at least one vertex in \( \bar{N}_{k-1}(r) \) is \( i \)-avoiding connected to infinity. Note that conditional on \( D^*(\beta, m) \), the events \( \bigcup_{v \in \bar{N}_{k-1}(r)} \{ v \stackrel{G^_\lambda}{\leftrightarrow} \infty \} \) for all \( i \in I_\lambda \) are conditionally independent since the sets \( \bar{N}_{k-1}(r) \) for all \( i \in I_\lambda \) are disjoint. Thus, by the definition of \( \theta^{\lambda_i} \) for any \( i \in I_\lambda \), we obtain

\[
P \left( T^* = \gamma \mid D^*(\beta, m) \right) = g_{\gamma, \beta}\left( \left( \theta^{\lambda_i} \right)_{i \in I_\lambda} \right).
\]

**Claim 4.2.8** (Total law of probability for type I vectors in ECBP trees). Let \( k \in \mathbb{N}_+ \), \( \Delta \in \mathbb{R}_k^+ \), \( i, j \in \{0, 1\}^{\Delta} \), and let \( G_\infty(r) \sim G_\infty(\Delta) \). If Assumption 2.14 holds, then

\[
p^*(\gamma_1) \cdot p^*(\gamma_2) = \sum_{\beta_1, \beta_2 \in \mathbb{N}_k, j \in [2]} \prod_{m_j \in \mathbb{N}_+} p^*(\gamma_j \mid D^*(\beta_j, m_j)) \cdot P \left( D^*(\beta_j, m_j) \right).
\]

**Proof.** It follows from Claim 3.5 and the total law of probability.

Now we turn to ECER graphs. Note that the notion of color-avoiding type I vectors in ECER graphs was already introduced in Definition 4.2.3.

**Definition 4.2.9** (Color-avoiding type II events in ECER graphs). Let \( k, n \in \mathbb{N}_+ \), \( \Delta \in \mathbb{R}_k^+ \), \( i \in I_\Delta \) and \( \gamma \in \{0, 1\}^{\Delta} \), and let \( G \sim G_n(V, \Delta) \). If \( v, w \in V, v \neq w \). Let us define the event

\[
T^{\lambda_i}(v, w) := T^{\lambda_i}(v, w, G) := \left\{ \bar{N}_{k-1}(v, G) \cap \mathcal{U}_{\max} \left( \left( G_{k-2}^{(i)}(v, w) \right)_{i} \right) \neq \emptyset \right\},
\]
and the \textit{(color-avoiding) type II event}

\[
T(v, w, \gamma) := T(v, w, \gamma, G) := \left( \bigcap_{i \in I_2^\alpha} T^{\lambda_i}(v, w) \right) \cap \left( \bigcap_{u \in I_3^\gamma} \left( T^{\lambda_i}(v, w) \right)^u \right).
\]

The idea is that if the event \( A(v, w) \) occurs – and if Assumption 2.14 holds, then it occurs with high probability by Proposition 4.1.12 –, then by our next lemma we can replace the complicated event \( \{ v \in U_{\max}(G^{\lambda}) \} \) for type I vectors with the simpler type II subevent \( T^{\lambda}(v, w) \) for any \( i \in I_2^\alpha \). The reason why \( T^{\lambda}(v, w) \) is simpler to handle is that \( \tilde{N}_{k-1}^{\lambda}(v) \) is \( F_{v, w, k-2} \)-measurable, and \( (\tilde{G}_{k-2}^{\lambda}(v, w))^{\lambda} \) is an ECER graph given the sigma-algebra \( F_{v, w, k-2} \) by Lemma 4.1.6 and Claim 4.1.4.

**Lemma 4.2.10** (Types I and II agree with high probability in ECER graphs). Let \( k, n \in \mathbb{N}_+, \Delta \in \mathbb{R}_+, \gamma \in \{0, 1\}^{\Delta} \), and let \( G \sim G_n(V, \Delta) \), and \( v, w \in V, v \neq w \). If \( n \) is large enough and the event \( A(v, w) \) occurs, then

\[
\{ \mathcal{L}(v) = \gamma \} = T(v, w, \gamma).
\]

**Proof.** Throughout the proof, we assume that the event \( A(v, w, G) \) occurs. Let \( i \in I(\Delta) \) be arbitrary. First, note that \( \{ \{ \mathcal{L}(v, G) \} = 1 \} = \{ v \in U_{\max}(G^{\lambda}) \} \).

It is enough to show that the events \( T^{\lambda}(v, w, G) \) and \( \{ v \in U_{\max}(G^{\lambda}) \} \) imply one another.

Assume that the event \( T^{\lambda}(v, w, G) \) holds, i.e., there exists a vertex \( u \in V \) such that

\[
u \in \tilde{N}_{k-1}^{\lambda}(v, G) \cap U_{\max} \left( (\tilde{G}_{k-2}^{\lambda}(v, w))^{\lambda} \right)\]

Then the event \( A(v, w, G) \) – in particular \( A^0_{\text{II}}(v, w, G) \) – implies \( u \in U_{\max}(G^{\lambda}) \). By the choice of \( u \) and the definition of \( \tilde{N}_{k-1}^{\lambda}(v, G) \), \( u \) and \( v \) are \( i \)-avoiding connected, which implies \( v \in U_{\max}(G^{\lambda}) \).

Now assume that the event \( T^{\lambda}(v, w, G) \) does not hold. First, we show that

\[
\mathcal{C}(v, G^{\lambda}) \subseteq \tilde{R}_{k-2}^{\leq}(\{v, w\}, G) \cup \left( \bigcup_{u \in \tilde{N}_{k-1}^{\lambda}(v, G)} \mathcal{C}(u, (\tilde{G}_{k-2}^{\lambda}(v, w))^{\lambda}) \right).
\]

Let \( v' \in \mathcal{C}(v, G^{\lambda}) \). If \( v' \notin \tilde{R}_{k-2}^{\leq}(\{v, w\}, G) \), then any \( i \)-avoiding \( v-v' \) path (which must exist) contains a vertex \( u \in \tilde{N}_{k-1}^{\lambda}(v, G) \), so \( v' \in \mathcal{C}(u, (\tilde{G}_{k-2}^{\lambda}(v, w))^{\lambda}) \).

From the above, it follows that

\[
|\mathcal{C}(v, G^{\lambda})| \leq |\tilde{R}_{k-2}^{\leq}(\{v, w\}, G)| + \sum_{u \in \tilde{N}_{k-1}^{\lambda}(v, G)} |\mathcal{C}(u, (\tilde{G}_{k-2}^{\lambda}(v, w))^{\lambda})|.
\]
Note that the event \( (T^i(v, w, G))^c \) implies that if \( u \in \tilde{N}^{i}_{k-1}(v, G) \), then

\[
\mathcal{C} \left( u, \left( \tilde{G}'_{k-2}(v, w) \right)^i \right) \cap \mathcal{U}_{\max} \left( \left( \tilde{G}'_{k-2}(v, w) \right)^i \right) = \emptyset.
\]

Also note that the event \( A(v, w, G) \) – in particular \( A_4(v, w, G) \), \( A_5^i(v, w, G) \), and \( A_8^i(v, w, G) \) – implies

\[
|\mathcal{C}(v, G^i)| \leq n^{1/4} + n^{1/4} \cdot n^{1/4}.
\]

Therefore, if \( n \) is large enough, then \( |\mathcal{C}(v, G^i)| < n^{3/4} \) holds, so the event \( A(v, w, G) \) – in particular \( A_1^i, A_7^i(v, w, G) \), and \( A_9^i(v, w, G) \) – implies

\[
\mathcal{C}(v, G) \cap \mathcal{U}_{\max}(G^i) = \emptyset,
\]

from which \( v \notin \mathcal{U}_{\max}(G^i) \) follows.

**Definition 4.2.11** (The known data for ECER graphs). Let \( k, n \in \mathbb{N}_+, \Delta \in \mathbb{R}_k^k, \beta, \beta' \in \mathbb{N}_k, m_1, m_2 \in \mathbb{N}_+ \), and let \( G \sim \mathcal{G}_n(V, \Delta) \), and \( v_1, v_2 \in V, v_1 \neq v_2 \). Let us define the event

\[
D\left((v_j, \beta_j, m_j)_{j \in [2]}\right) := D\left((v_j, \beta_j, m_j)_{j \in [2]}, G\right),
\]

\[
= A_3(v_1, v_2) \cap \left\{ \beta(v_1) = \beta_1, \beta(v_2) = \beta_2, \rho(v_1) = m_1, \rho(v_2) = m_2 \right\}.
\]

**Definition 4.2.12** (Probability of type II events in ECER graphs given some data). Let \( k, n \in \mathbb{N}_+, \Delta \in \mathbb{R}_k^k, \gamma_1, \gamma_2 \in \{0, 1\}^{2k}, \beta_1, \beta_2 \in \mathbb{N}_k, m_1, m_2 \in \mathbb{N}_+ \), and let \( G \sim \mathcal{G}_n(V, \Delta) \), and \( v_1, v_2 \in V, v_1 \neq v_2 \). Let us define

\[
p\left(\gamma_1, \gamma_2 \mid D((v_j, \beta_j, m_j)_{j \in [2]})\right) := p\left(\gamma_1, \gamma_2 \mid D((v_j, \beta_j, m_j)_{j \in [2]}, G)\right).
\]

\[
= p\left(T(v_1, v_2, \gamma_1) \cap T(v_2, v_1, \gamma_2) \mid D((v_j, \beta_j, m_j)_{j \in [2]})\right).
\]

Note that by Lemma 4.2.10, \( p(\gamma_1, \gamma_2, G \mid D((v_j, \beta_j, m_j)_{j \in [2]})) \) can be viewed as an analogue of \( p^*(\gamma_1 \mid D^*(\beta_1, m_1)) \cdot p^*(\gamma_2 \mid D^*(\beta_2, m_2)) \).

The next claim follows from the total law of probability.

**Claim 4.2.13** (Total law of probability for type II events in ECER graphs). Let \( k, n \in \mathbb{N}_+, \Delta \in \mathbb{R}_k^k, \gamma_1, \gamma_2 \in \{0, 1\}^{2k}, \) and let \( G \sim \mathcal{G}_n(V, \Delta) \) and \( v_1, v_2 \in V, v_1 \neq v_2 \). Then

\[
P\left(\gamma_1, \gamma_2 \mid D((v_j, \beta_j, m_j)_{j \in [2]})\right) \cdot p\left(T(v_1, v_2, \gamma_1) \cap T(v_2, v_1, \gamma_2) \mid A_3(v, w)\right).
\]

24
In Proposition 4.2.15 below, we want to give an alternative formula for the probabilities \( p(\gamma_1, \gamma_2 \mid D((u_j, \beta_j, m_j)_{j \in [2]})) \) which involves less conditioning.

\[ \sum_{i \in [k]} \beta_i \leq n - m. \]

Let \( G \sim \mathcal{G}_n([n-m], \Delta) \), and for each \( i \in [k] \) and \( j \in [\beta_i] \) let us fix the vertices \( v_{i,j} \in [n-m] \), and let
\[ \mathcal{W} = (v_{i,j})_{i \in [k], j \in [\beta_i]}. \]

For any \( i \in I_\Delta \), let us define the event
\[ \hat{T}(v, \beta, m) := \hat{T}(v, \beta, m, G) := \left\{ \exists j \in [\beta_i] : v_{i,j} \in U_{\max}(G^{\hat{\iota}}) \right\}, \]
and the \textit{(color-avoiding) type III event}
\[ \hat{T}(v, \gamma, \beta, m) := \hat{T}(v, \gamma, \beta, m, G) := \left( \bigcap_{i \in I_\Delta} \hat{T}(v, \beta, m) \right) \cap \left( \bigcap_{i \in I_\Delta} \hat{T}(v, \beta, m) \right)^c. \]

\textbf{Proposition 4.2.15} (Types II and III agree in probability in ECER graphs).
Let \( k \in \mathbb{N}_+ \), \( \Delta \in \mathbb{R}_+^k \) and \( \gamma, \Delta \in \{0, 1\}^k \). Let \( n, m_1, m_2 \in \mathbb{N}_+ \) and \( \beta_1 = (\beta_1, \ldots, \beta_1, k), \beta_2 = (\beta_2, 1, \ldots, \beta_2, k) \in \mathbb{N}_+^k \) so that
\[ \sum_{i \in [k]} \beta_{1,i} + \sum_{i \in [k]} \beta_{2,i} \leq n - (m_1 + m_2). \]
Let \( G \sim \mathcal{G}_n([n], \Delta) \) and \( H \sim \mathcal{G}_n([n - (m_1 + m_2)], \Delta) \), let us fix the vertices \( u_1, u_2 \in [n] \), \( u_1 \neq u_2 \), and for each \( i \in [k] \), \( j_1 \in [\beta_{1,i}] \) and \( j_2 \in [\beta_{2,i}] \), let us fix distinct vertices \( v_{i,j_1}, v_{i,j_2} \in [n - (m_1 + m_2)] \), and let
\[ \mathcal{W} = (v_{i,j_1})_{i \in [k], j_1 \in [\beta_{1,i}]}, \quad \mathcal{W} = (v_{i,j_2})_{i \in [k], j_2 \in [\beta_{2,i}]} \]

Then
\[ p(\gamma_1, \gamma_2 \mid D((u_j, \beta_j, m_j)_{j \in [2]})) = \mathbb{P} \left( \hat{T}(v, \gamma_1, \beta_1, m_1, H) \cap \hat{T}(v, \gamma_2, \beta_2, m_2, H) \right). \]
Proof. Let us condition on the sigma-algebra $\mathcal{F}_{u_1, u_2, k-2}(G)$ and assume that the $\mathcal{F}_{u_1, u_2, k-2}(G)$-measurable event $D((u_j, \beta_j, m_j)_{j \in [2]})$ occurs. Then by the definition of $A_3(u_1, u_2, G)$, we have

$$\left| \hat{R}_{k-2}^{\lesssim}((u_1, u_2), G) \right| = \rho(u_1, G) + \rho(u_2, G) = m_1 + m_2.$$  

Thus by Lemma 4.1.6, given $\mathcal{F}_{u_1, u_2, k-2}(G)$, the conditional distribution of the graph $G_{k-2}(u_1, u_2)$ is the same as the distribution of $H$. In addition, our assumption that $A_3(u_1, u_2, G)$ holds implies that the sets of vertices $\hat{N}_{k-1}^{\lesssim}(u_1, G)$, $\hat{N}_{k-1}^{\dagger}(u_2, G)$ for all $i_1, i_2 \in [k]$ are pairwise disjoint (cf. Claim 4.1.11). Let us denote

$$\hat{N}_{k-1}^{\lesssim}(u_1, G) = \{ v_{i, j_1} : j_1 \in [\{b(u_1)\}] \}$$

and

$$\hat{N}_{k-1}^{\dagger}(u_2, G) = \{ v_{i, j_2} : j_2 \in [\{b(u_2)\}] \}$$

for all $i \in [k]$, and let us use the notation

$$u' = (v_{i, j_1})_{i \in [k], j_1 \in [\{b(u_1)\}]}, \quad w' = (w_{i, j_2})_{i \in [k], j_2 \in [\{b(u_2)\}]}.$$  

By the definitions of type II and type III events, we have

$$\mathbb{P}\left( T(u_1, u_2, \gamma_1, G) \cap T(u_2, u_1, \gamma_2, G) \bigg| D((u_j, \beta_j, m_j)_{j \in [2]}) \right) = \mathbb{P}\left( \hat{T}(u', \gamma_1, \beta_1, m_1, m_2) \cap \hat{T}(w', \gamma_2, \beta_2, m_2, G_{k-2}(u_1, u_2)) \right).$$

Thus by the definition of $p(\gamma_1, \gamma_2 \mid D((u_j, \beta_j, m_j)_{j \in [2]}))$, we proved the required statement. \qed

**Lemma 4.2.16** (Data and types: connections between ECBP trees and ECER graphs). Let $k \in \mathbb{N}_+, \lambda \in \mathbb{R}_+^k$, $\gamma_1, \gamma_2 \in \{0, 1\}^k$, $\beta_1, \beta_2 \in \mathbb{N}_k$, $m_1, m_2 \in \mathbb{N}_+$, and let $G_n \sim \mathcal{G}_n([n], \lambda)$ and $u_1, u_2 \in [n]$, $u_1 \neq u_2$ for all $n \in \mathbb{N}_+$. If Assumption 2.14 holds, then

$$\lim_{n \to \infty} \mathbb{P}\left( D((u_j, \beta_j, m_j)_{j \in [2]}, G_n) \right) = \mathbb{P}\left( D^*(\beta_1, m_1) \right) \cdot \mathbb{P}\left( D^*(\beta_2, m_2) \right)$$  

and

$$\lim_{n \to \infty} p(\gamma_1, \gamma_2, G_n \mid D((u_j, \beta_j, m_j)_{j \in [2]})) = p^*(\gamma_1 \mid D^*(\beta_1, m_1)) \cdot p^*(\gamma_2 \mid D^*(\beta_2, m_2)).$$  

**Proof.** Since Assumption 2.14 holds, Propositions 4.1.7 and 4.1.12 imply (15). Now we prove (16). By Proposition 4.2.7, we have
were chosen independently and are all different in $\gamma_1$ and $\gamma_2$. Thus

$$\begin{align*}
p^*(\gamma_1 | D^*(\beta_1, m_1)) & \cdot p^*(\gamma_2 | D^*(\beta_2, m_2)) \\
& = g_{\gamma_1, \beta_1}((\theta^i)_{i \in I_\Delta}) \cdot g_{\gamma_2, \beta_2}((\theta^i)_{i \in I_\Delta}).
\end{align*}$$

Now we reformulate the left-hand side of (16).

Let $n \in \mathbb{N}_+$ be large enough such that

$$\sum_{i \in \{k\}} \beta_{1,i} + \sum_{i \in \{k\}} \beta_{2,i} \leq n - (m_1 + m_2).$$

Let $H_n \sim \mathcal{G}_n([n - (m_1 + m_2)], \Delta)$. For each $i \in \{k\}$ and $j_1 \in [\beta_{1,i}]$, $j_2 \in [\beta_{2,i}]$, choose the vertices $v_{i,j_1}$ and $w_{i,j_2}$ independently and uniformly at random from $[n - (m_1 + m_2)]$, and let

$$\overline{v} = (v_{i,j_1})_{i \in \{k\}, j_1 \in [\beta_{1,i}]}, \quad \overline{w} = (w_{i,j_2})_{i \in \{k\}, j_2 \in [\beta_{2,i}]}.$$

By Proposition 4.2.15, we have

$$\begin{align*}
p\left(\gamma_1, \gamma_2, G_n \mid D((u_j, \beta_{1,j}, m_j), j \in \{2\})\right) &= \mathbb{P}\left(\overline{T}(\overline{v}, \gamma_1, \beta_{1,i}, m_1, H_n) \cap \overline{T}(\overline{w}, \gamma_2, \beta_{2,i}, m_2, H_n) \mid E(\overline{v}, \overline{w}, H_n)\right),
\end{align*}$$

where recall that

$$E(\overline{v}, \overline{w}, H_n) = \{\text{the vertices in } \overline{v} \text{ and } \overline{w} \text{ are all different in } H_n\}.$$

It is easy to see that

$$\lim_{n \to \infty} \mathbb{P}(E(\overline{v}, \overline{w}, H_n)) = 1,$$

thus

$$\lim_{n \to \infty} \mathbb{P}\left(\overline{T}(\overline{v}, \gamma_1, \beta_{1,i}, m_1, H_n) \cap \overline{T}(\overline{w}, \gamma_2, \beta_{2,i}, m_2, H_n) \mid E(\overline{v}, \overline{w}, H_n)\right) = \lim_{n \to \infty} \mathbb{P}\left(\overline{T}(\overline{v}, \gamma_1, \beta_{1,i}, m_1, H_n) \cap \overline{T}(\overline{w}, \gamma_2, \beta_{2,i}, m_2, H_n)\right).$$

Let

$$\theta^i_n := \frac{|\mathcal{U}_{\max}(H_n^i)|}{n - (m_1 + m_2)}$$

for all $i \in I_\Delta$. Since the vertices in $\overline{v}$ and $\overline{w}$ were chosen independently and uniformly at random, it is not difficult to see that

$$\mathbb{P}\left(\overline{T}(\overline{v}, \gamma_1, \beta_{1,i}, m_1, H_n) \cap \overline{T}(\overline{w}, \gamma_2, \beta_{2,i}, m_2, H_n) \mid \sigma(\theta^i_n : i \in \{k\})\right)$$

$$= g_{\gamma_1, \beta_{1,i}}((\theta^i_n)_{i \in I_\Delta}) \cdot g_{\gamma_2, \beta_{2,i}}((\theta^i_n)_{i \in I_\Delta})$$

thus
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\( \mathbb{P} \left( \widehat{T}(\nu, \gamma_1, \beta_1, m_1, H_n) \cap \widehat{T}(\mu, \gamma_2, \beta_2, m_2, H_n) \right) \)
\[ = \mathbb{E} \left[ g_{\nu, \beta_1} \left( (\theta^n_i)_{i \in I_n} \right) \cdot g_{\mu, \beta_2} \left( (\theta^n_j)_{j \in I_n} \right) \right]. \]

Similarly to (12), one can show that
\[ \theta^n \overset{p}{\rightarrow} \theta^\gamma, \quad n \rightarrow \infty. \]

Since \( g \) is continuous,
\[ g_{\nu, \beta_1} \left( (\theta^n_i)_{i \in I_n} \right) \cdot g_{\mu, \beta_2} \left( (\theta^n_j)_{j \in I_n} \right) \]
\[ \overset{p}{\rightarrow} g_{\nu, \beta_1} \left( (\theta^\gamma_i)_{i \in I_n} \right) \cdot g_{\mu, \beta_2} \left( (\theta^\gamma_j)_{j \in I_n} \right), \quad n \rightarrow \infty, \]
and since \( g \) is bounded, we obtain
\[ \lim_{n \rightarrow \infty} \mathbb{E} \left[ g_{\nu, \beta_1} \left( (\theta^n_i)_{i \in I_n} \right) \cdot g_{\mu, \beta_2} \left( (\theta^n_j)_{j \in I_n} \right) \right] \]
\[ = g_{\nu, \beta_1} \left( (\theta^\gamma_i)_{i \in I_n} \right) \cdot g_{\mu, \beta_2} \left( (\theta^\gamma_j)_{j \in I_n} \right), \]
thus the statement of the lemma follows.

We are now ready to prove the main result of Section 4.2.

**Proof of Theorem 4.2.4.** Clearly, it suffices to show that
\[ \lim_{n \rightarrow \infty} \mathbb{E} \left( \frac{1}{n} \sum_{v \in [n]} 1 \left[ \ell(v, G_n) = \gamma \right] \right) = p^* (\gamma) \]
and
\[ \lim_{n \rightarrow \infty} \text{Var} \left( \frac{1}{n} \sum_{v \in [n]} 1 \left[ \ell(v, G_n) = \gamma \right] \right) = 0. \]

In order to prove this, it is enough to show that for any \( v_1, v_2 \in [n], v_1 \neq v_2 \) and for any \( \gamma_1, \gamma_2 \in \{0, 1\} \), we have
\[ \lim_{n \rightarrow \infty} \mathbb{P} \left( \ell(v_1, G_n) = \gamma_1 \right) = p^* (\gamma_1) \]  
(17)
and
\[ \lim_{n \rightarrow \infty} \mathbb{P} \left( \ell(v_1, G_n) = \gamma_1, \ell(v_2, G_n) = \gamma_2 \right) = p^* (\gamma_1) \cdot p^* (\gamma_2) \]  
(18)
Note that (17) follows from (18) by the total law of probability. So it is enough to prove (18).

Let us denote
\[ q^* (\gamma_j, \beta_j, m_j)_{j \in [2]} := \prod_{j \in [2]} p^* (\gamma_j \mid D^* (\beta_j, m_j)) \cdot \mathbb{P} (D^* (\beta_j, m_j)) . \]
By Claim 4.2.8, we have
\[ p^*(\gamma_1) \cdot p^*(\gamma_2) = \sum_{\substack{\beta, \beta' \in \mathbb{N}^k, \\
\gamma, \gamma' \in \mathbb{N}_+}} q^* \left( (\gamma_j, \beta_j, m_j)_{j \in [2]} \right). \] (19)

Now we reformulate the left-hand side of (18). Let us denote
\[ q_n \left( (\gamma_j, \beta_j, m_j)_{j \in [2]} \right) := p \left( \gamma_1, \gamma_2, G_n \mid D((v_j, \beta_j, m_j)_{j \in [2]}) \right) \cdot \mathbb{P} \left( D((v_j, \beta_j, m_j)_{j \in [2]}, G_n) \right). \]

By Proposition 4.1.12, Lemma 4.2.10, Proposition 4.1.12, and Claim 4.2.13, respectively,
\[ \lim_{n \to \infty} \mathbb{P} \left( \mathbb{I}(v_1, G_n) = \gamma_1, \mathbb{I}(v_2, G_n) = \gamma_2 \right) = \lim_{n \to \infty} \mathbb{P} \left( \mathbb{I}(v_1, G_n) = \gamma_1, \mathbb{I}(v_2, G_n) = \gamma_2, A_3(v_1, v_2, G_n) \right) = \lim_{n \to \infty} \sum_{\beta, \beta' \in \mathbb{N}_+} q_n \left( (\gamma_j, \beta_j, m_j)_{j \in [2]} \right). \] (20)

By Lemma 4.2.16, we have
\[ \lim_{n \to \infty} \sum_{\substack{\gamma, \gamma' \in \{0, 1\}^2, \\
\beta, \beta' \in \mathbb{N}_+}} q_n \left( (\gamma_j, \beta_j, m_j)_{j \in [2]} \right) = q^* \left( (\gamma_j, \beta_j, m_j)_{j \in [2]} \right), \]
and clearly,
\[ \lim_{n \to \infty} \sum_{\substack{\gamma, \gamma' \in \{0, 1\}^2, \\
\beta, \beta' \in \mathbb{N}_+}} q_n \left( (\gamma_j, \beta_j, m_j)_{j \in [2]} \right) = \lim_{n \to \infty} \mathbb{P} \left( A_3(v_1, v_2, G_n) \right) = 1 \]
for
\[ \sum_{\substack{\gamma, \gamma' \in \{0, 1\}^2, \\
\beta, \beta' \in \mathbb{N}_+}} q^* \left( (\gamma_j, \beta_j, m_j)_{j \in [2]} \right) = 1. \]

Thus we can use Scheffé’s lemma to infer
\[ \lim_{n \to \infty} \sum_{\substack{\gamma, \gamma' \in \{0, 1\}^2, \\
\beta, \beta' \in \mathbb{N}_+}} q_n \left( (\gamma_j, \beta_j, m_j)_{j \in [2]} \right) - q^* \left( (\gamma_j, \beta_j, m_j)_{j \in [2]} \right) = 0. \]
In particular,
\[
\lim_{n \to \infty} \sum_{\beta_1, \beta_2 \in \mathbb{N}^k, m_1, m_2 \in \mathbb{N}_+} |q_n(\gamma, \beta_j, m_j) - q^*(\gamma, \beta_j, m_j)| = 0.
\]

Putting this together with (19) and (20), we obtain (18), therefore the proof of the theorem is complete.

Note that with some necessary modifications, the following version of the theorem could also be proved.

Let \(k \in \mathbb{N}_+, m \in \mathbb{N}, \lambda \in \mathbb{R}^k_+, \gamma \in \{0, 1\}^{k_{\lambda}}, \) and let \(G_n \sim G_n([n - m], \lambda)\) for all \(n \in \mathbb{N}_+\) with \(n > m\). If Assumption 2.14 holds, then
\[
\frac{1}{n - m} \sum_{v \in \{n - m\}} \mathbb{1} \left( \Delta(v, G_n) = \gamma \right) \xrightarrow{P} p^*(\gamma), \quad n \to \infty. \tag{21}
\]

### 4.3 Types and color-avoiding connectivity

The goal of Section 4.3 is to further elaborate on the relation between the notion of types and color-avoiding connectivity in ECER graphs. Informally, Lemma 4.3.1 states that the type I vectors of \(k\) distinct vertices are close to being independent if \(n\) is big (note that the case \(k = 2\) was settled in (18)). Roughly speaking, Lemma 4.3.3 states that with high probability a pair of randomly picked vertices in an ECER graph are \(i\)-avoiding connected if and only if both of them are in the \(i\)-avoiding giant component. Informally, Lemma 4.3.4 states that if we only explore a ball of radius \(d\) in an ECBP tree or in an ECER graph, but we know the type I vectors of the vertices on the boundary, then we can infer all information about the color-avoiding connectivity or friendship between the explored vertices and the root, moreover, the effect of type I vectors of vertices at level \(d\) is the same in ECBP trees and ECER graphs.

**Lemma 4.3.1** (Asymptotic independence of type I vectors in ECER graphs). Let \(k, \beta \in \mathbb{N}_+\) and \(d_\lambda \in \mathbb{R}^k_+\). Let \(G_n \sim G_n([n], \lambda)\) for all \(n \in \mathbb{N}_+\) with \(n > \beta\), and let us fix the distinct vertices \(v_1, \ldots, v_\beta \in [n]\). For any \(j \in [\beta]\), let \(\gamma_j \in \{0, 1\}^{k_{d_\lambda}}\).

If Assumption 2.14 holds, then
\[
\lim_{n \to \infty} \mathbb{P} \left( \forall j \in [\beta] : \Delta(v_j, G_n) = \gamma_j \right) = \prod_{j \in [\beta]} p^*(\gamma_j).
\]

**Proof.** Since the vertices \(v_1, \ldots, v_\beta \in [n]\) were chosen to be distinct, the vertex exchangeability of ECER graphs implies that \(\mathbb{P} \left( \forall j \in [\beta] : \Delta(v_j, G_n) = \gamma_j \right)\) does not depend on the choice of \(v_1, \ldots, v_\beta\). Let us choose the vertices \(w_1, \ldots, w_\beta\) independently and uniformly at random from \([n]\), and let
\[
E(w_1, \ldots, w_\beta, G_n) := \{ \text{the vertices } w_1, \ldots, w_\beta \text{ are all different in } G_n \}. 
\]
It is easy to see that
\[
\lim_{n \to \infty} P(E(w_1, \ldots, w_{\beta}, G_n)) = 1,
\]
thus
\[
\lim_{n \to \infty} P \left( \forall j \in [\beta] : t_{(v_j, G_n)} = \gamma_j \right)
\]
\[
= \lim_{n \to \infty} P \left( \forall j \in [\beta] : t_{(w_j, G_n)} = \gamma_j \mid E(w_1, \ldots, w_{\beta}, G_n) \right)
\]
\[
= \lim_{n \to \infty} P \left( \forall j \in [\beta] : t_{(w_j, G_n)} = \gamma_j \right).
\]
For any \( \gamma \in \{0, 1\}^\beta \), let
\[
V(\gamma, G_n) := \{ v \in [n] : t_{(v, G_n)} = \gamma \}.
\]
Then
\[
P \left( \forall j \in [\beta] : t_{(w_j, G_n)} = \gamma_j \right) = E \left( \prod_{j \in [\beta]} \frac{|V(\gamma_j, G_n)|}{n} \right).
\]
By Theorem 4.2.4, we have
\[
\prod_{j \in [\beta]} \frac{|V(\gamma_j, G_n)|}{n} \xrightarrow{p} \prod_{j \in [\beta]} p^*(\gamma_j), \quad n \to \infty,
\]
therefore, since \( 0 \leq |V(\gamma_j, G_n)|/n \leq 1 \), we obtain
\[
\lim_{n \to \infty} E \left( \prod_{j \in [\beta]} \frac{|V(\gamma_j, G_n)|}{n} \right) = \prod_{j \in [\beta]} p^*(\gamma_j),
\]
and hence the statement of the lemma follows.

Note that with some necessary modifications (e.g., using (21) instead of Theorem 4.2.4), the following version of the lemma could also be proved.

Let \( k, \beta \in \mathbb{N}_+ \), \( m \in \mathbb{N} \) and \( \lambda \in \mathbb{R}_+^k \). Let \( G_n \sim G_n([n-m], \lambda) \) for all \( n \in \mathbb{N}_+ \) with \( n \geq m + \beta \), and let us fix the distinct vertices \( v_1, \ldots, v_\beta \in [n-m] \). For any \( j \in [\beta] \), let \( \gamma_j \in \{0, 1\}^\lambda \). If Assumption 2.14 holds, then
\[
\lim_{n \to \infty} P \left( \forall j \in [\beta] : t_{(v_j, G_n)} = \gamma_j \right) = \prod_{j \in [\beta]} p^*(\gamma_j). \tag{22}
\]

Next we show that color-avoiding connectivity of two fixed vertices in an ECER graph is determined by the type I vectors of the vertices with high probability.
**Definition 4.3.2** (Bad events for in ECER graphs). Let $k \in \mathbb{N}_+$, $\Delta \in \mathbb{R}_+$, let $G \sim G_n(V, \Delta)$, let $m \in \mathbb{N}_+$ with $m < |V|$ and let us fix the distinct vertices $v_1, \ldots, v_m \in V$ and let $\mathbf{v} = (v_1, \ldots, v_m)$. Let us define the events

\[
B_1(\mathbf{v}) := B_1(\mathbf{v}, G) := \bigcup_{i \in [k] \setminus I_{\Delta}} \bigcup_{j_1, j_2 \in [m], j_1 \neq j_2} \left\{ v_{j_1} \xrightarrow{i} v_{j_2} \right\},
\]

\[
B_2(\mathbf{v}) := B_2(\mathbf{v}, G) := \bigcup_{i \in I_{\Delta}} \bigcup_{j_1, j_2 \in [m], j_1 \neq j_2} \left\{ (t(v_{j_1}))_i = (t(v_{j_2}))_i = 1 \right\} \Delta \left\{ v_{j_1} \xleftarrow{i} v_{j_2} \right\},
\]

and

\[
B(\mathbf{v}) := B(\mathbf{v}, G) := B_1(\mathbf{v}) \cup B_2(\mathbf{v}),
\]

where $\Delta$ denotes the symmetric difference of two sets.

**Lemma 4.3.3** (Typical behaviour of ECER graphs). Let $k, m \in \mathbb{N}_+$, and $\lambda \in \mathbb{R}_+^k$. Let $G_n \sim G_n([n], \lambda)$ for all $n \in \mathbb{N}_+$ with $n \geq m$, and let us fix the distinct vertices $v_1, \ldots, v_m \in [n]$, and let $\mathbf{v} = (v_1, \ldots, v_m)$. Then

\[
\lim_{n \to \infty} \mathbb{P}(B(\mathbf{v}, G_n)) = 0.
\]

**Proof.** First we show that $\lim_{n \to \infty} \mathbb{P}(B_1(\mathbf{v}, G_n)) = 0$. Let $i \in [k] \setminus I_{\Delta}$ and $j_1, j_2 \in [m], j_1 \neq j_2$. It is enough to show that

\[
\lim_{n \to \infty} \mathbb{P} \left( v_{j_1} \xrightarrow{i} v_{j_2} \right) = 0
\]

holds. By the definition of $I_{\Delta}$, we have $\lambda^{ji} \leq 1$, thus by Claim 4.1.4, the graph $G_n^{ji}$ is a critical or subcritical Erdős–Rényi random graph. Thus by Theorem 5.1 of [27], we have

\[
\lim_{n \to \infty} \mathbb{P} \left( \left| \mathcal{U}_{\max}(G_n^{ji}) \right| \geq n^{3/4} \right) = 0.
\]

By the vertex exchangeability of the Erdős–Rényi random graph, we obtain

\[
\mathbb{P} \left( v_{j_1} \xrightarrow{i} v_{j_2} \right) = \mathbb{P} \left( v_{j_2} \in \mathcal{C}(v_{j_1}, G_n^{ji}) \right) = \frac{1}{n-1} \sum_{v \in [n] \setminus \{v_j\}} \mathbb{P} \left( v \in \mathcal{C}(v_{j_1}, G_n^{ji}) \right) = \frac{\mathbb{E} \left( \left| \mathcal{C}(v_{j_1}, G_n^{ji}) \right| \right)}{n-1} - \frac{1}{n-1} \leq \frac{n^{3/4} - 1}{n-1} + \mathbb{P} \left( \left| \mathcal{U}_{\max}(G_n^{ji}) \right| \geq n^{3/4} \right).
\]

Thus (23) follows from (24) and (25).
Next, we show that \( \lim_{n \to \infty} \mathbb{P}(B_2(w, G_n)) = 0 \). Let us choose \( i \in I_\Delta \) and \( j_1, j_2 \in [m], j_1 \neq j_2 \) arbitrarily. It is enough to show that

\[
\lim_{n \to \infty} \mathbb{P}\left( \left\{ \left( t(v_{j_1}) \right)_i = \left( t(v_{j_2}) \right)_i = 1 \right\} \Delta \left\{ v_{j_1} \xrightarrow{G_i} v_{j_2} \right\} \right) = 0.
\]

Since \( i \in I_\Delta \), by Proposition 4.1.12, it is enough to show that

\[
\lim_{n \to \infty} \mathbb{P}\left( A_1^i(G_n) \cap A_2^i(G_n) \cap \left\{ \left( t(v_{j_1}) \right)_i = \left( t(v_{j_2}) \right)_i = 1 \right\} \Delta \left\{ v_{j_1} \xrightarrow{G_i} v_{j_2} \right\} \right) = 0. \tag{26}
\]

Thus, by the union bound it is enough to show that

\[
\lim_{n \to \infty} \mathbb{P}\left( A_1^i(G_n) \cap A_2^i(G_n) \cap \left\{ \left( t(v_{j_1}) \right)_i = \left( t(v_{j_2}) \right)_i = 1 \right\} \cap \left\{ v_{j_1} \xrightarrow{G_i} v_{j_2} \right\} \right) = 0 \tag{26}
\]

and

\[
\lim_{n \to \infty} \mathbb{P}\left( A_1^i(G_n) \cap A_2^i(G_n) \cap \left\{ \left( t(v_{j_1}) \right)_i = \left( t(v_{j_2}) \right)_i = 1 \right\} \cap \left\{ v_{j_1} \xrightarrow{G_i} v_{j_2} \right\} \right) \]

\[
= 0. \tag{27}
\]

If \( A_1^i(G_n) \cap \left\{ \left( t(v_{j_1}) \right)_i = \left( t(v_{j_2}) \right)_i = 1 \right\} \) holds, then both \( v_{j_1} \) and \( v_{j_2} \) are in the unique largest \( i \)-avoiding connected component of \( G_n \), i.e. \( v_{j_1} \) and \( v_{j_2} \) are \( i \)-avoiding connected, thus (26) follows.

On the other hand, if \( A_2^i(G_n) \cap \left\{ \left( t(v_{j_1}) \right)_i = \left( t(v_{j_2}) \right)_i = 1 \right\} \) holds, then without loss of generality we may assume that \( \left( t(v_{j_1}) \right)_i = 0 \). Then \( |C(v_{j_1}, G_n^i)| \leq n^{1/4} \), thus similarly to (24) and (25), we have

\[
\lim_{n \to \infty} \mathbb{P}\left( v_{j_1} \xrightarrow{G_i} v_{j_2} \left| A_2^i(G_n), \left( t(v_{j_1}) \right)_i = 0 \right. \right) = 0,
\]

so (27) follows. \( \square \)

**Lemma 4.3.4** (The boundary effect of type I vectors is the same in ECBP trees and ECER graphs). Let \( k, d \in \mathbb{N} \), \( m \in \mathbb{N} \) and \( \Delta \in \mathbb{R}^k \). Let \( G_\infty \sim G_\infty(\Delta) \) and let \( G_n \sim G_n([n - m], \lambda) \) for all \( n \in \mathbb{N}_+ \) with \( n \geq n \). Let \( F \) denote a possible realization of \( G_{\infty,d}(r) \) and let \( \Gamma: R_d(r, F) \to \{0, 1\}^\Delta \) be an assignment of type I vectors to the vertices on the \( d \)-th level of \( F \). Let \( u \in V(F) \) and \( v \in [n - m], \) and let \( w \) denote a possible arrangement of the set \( R_d(r, F) \) of vertices into a vector. Let

\[
q^* := \mathbb{P}\left( u \in \tilde{C}^*(r, G_\infty) \left| G_{\infty,d}(r) \simeq F, \forall w \in R_d(r, F) : \Gamma^*(w, G_\infty) = \Gamma(w) \right. \right),
\]
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Proof. Let us consider realizations of $G_\infty$ and $G_n$ for which all of the conditions appearing in the definitions of $q^*$ and $q_n$, respectively, hold. Note that our goal is to show that for any $i \in [k]$, the vertex $u$ is $i$-avoiding connected to $v$ in $G_n$ if and only if it is an $i$-avoiding friend of $r$ in $G_\infty$.

Case 1: $i \in [k] \setminus I_2$

Since the complement of the bad event $B_1(w, G'_{n,d}(v))$ occurs, the vertices of $R_d(r,F)$ are not $i$-avoiding connected to each other in $G'_{n,d}(v)$. Thus any $i$-avoiding $v-u$ path must stay entirely in $G_{n,d}(v)$, so $v$ and $u$ are $i$-avoiding connected in $G_n$ if and only if the unique $r-u$ path in $F$ does not contain any edge of color $i$.

In addition, $i \in [k] \setminus I_2$ implies that the root $r$ of $G_\infty$ is almost surely not $i$-avoiding connected to infinity, thus by Definition 2.9, the vertices $r$ and $v$ are $i$-avoiding friends if and only if the unique $r-u$ path in $F$ does not contain any edge of color $i$. Thus in this case, the statements of the lemma hold.

Case 2: $i \in I_2$

Case 2.1: $(i \in I_2$ and) $r$ and $u$ are $i$-avoiding connected in $F$.

In this case, the statements of the lemma clearly hold.

Case 2.2: $(i \in I_2$ and) $r$ and $u$ are not $i$-avoiding connected in $F$.

If $v$ and $u$ are $i$-avoiding connected in $G_n$, then any $i$-avoiding $v-u$ path cannot lie entirely in $G_{n,d}(v)$, thus there exists $h \in \mathbb{N}_+$ and there exist $w_1, \ldots, w_{2h} \in R_d(v,G_n)$ such that there exist an $i$-avoiding $v-w_1$ path and an $i$-avoiding $w_{2h}$ path contained completely in $G_{n,d}(v)$, and for any $j \in [h]$, there exists an $i$-avoiding $w_{2j-1} - w_{2j+1}$ path contained completely in $G_{n,d}(v)$ and there exists an $i$-avoiding $w_{2j-1} - w_{2j}$ path contained completely in $G'_{n,d}(v)$. Since the complement of the bad event $B_2(w, G'_{n,d}(v))$ occurs, we obtain $(\Gamma(w_{2j-1}, G'_{n,d}(v)))_i = (\Gamma(w_{2j}, G'_{n,d}(v)))_i = 1$ for any $j \in [h]$, and the conditions appearing in the definitions of $q_n$ imply that $(\Gamma(w_{2j-1}))_i = (\Gamma(w_{2j}))_i = 1$ must hold for any $j \in [h]$. The conditions appearing in the definition of $q^*$ imply that $(\Gamma^*(w_{2j-1}, G_\infty))_i = (\Gamma^*(w_{2j}, G_\infty))_i = 1$ holds for any $j \in [h]$. Since $r$ is $i$-avoiding connected to $w_1$ and so is $u$ to $w_{2h}$ in $F$, we obtain that $r$ and $u$ are $i$-avoiding friends in $G_\infty$.

If $r$ and $u$ are $i$-avoiding friends in $G_\infty$, then both $r$ and $u$ are $i$-avoiding connected to infinity. Thus there exist $w_1, w_2 \in R_d(r, G_\infty)$ such that there exist an $i$-avoiding $r-w_1$ path and an $i$-avoiding $u-w_2$ path contained completely...
in $G_{\infty,d}(r)$ and both $w_1$ and $w_2$ are $i$-avoiding connected to infinity. Thus $(\tilde{\underline{\ell}}(w_1, G_{\infty}))_i = (\tilde{\underline{\ell}}(w_2, G_{\infty}))_i = 1$, so the conditions appearing in the definition of $q^*$ imply that $(\Gamma(w_1))_i = (\Gamma(w_2))_i = 1$ must hold. The conditions appearing in the definition of $q_n$ imply that $(\tilde{\underline{\ell}}(w_1, G'_{n,d}(v)))_i = (\tilde{\underline{\ell}}(w_2, G'_{n,d}(v)))_i = 1$. Since the complement of the bad event $B_2(w, G'_{n,d}(v))$ occurs, we obtain that $w_1$ and $w_2$ are $i$-avoiding connected in $G'_{n,d}(v)$. Since $r$ is $i$-avoiding connected to $w_1$ and so is $u$ to $w_2$ in $F$, we obtain that $v$ and $u$ are $i$-avoiding connected in $G_n$.

Thus in this last case, the statements of the lemma hold. 

\section{Convergence of empirical component size densities}

The goal of Section 5 is to prove Theorem 2.15. In Section 5.1, we prove the statement about the convergence of the empirical density of the giant color-avoiding connected component in ECER graphs as well as Proposition 2.17. In Section 5.2, we prove convergence of $f_{\ell}(G_n)$ to $f^*_{\ell}$ as well as Proposition 2.18.

Let $\mathbf{1} \in \mathbb{R}^k$ denote the vector whose every coordinate is equal to 1.

\subsection{Convergence of empirical density of giant color-avoiding component}

The goal of Section 5.1 is to prove the statement of Theorem 2.15 about the convergence of the fraction of vertices contained in the largest color-avoiding component in ECER graph sequences, i.e., showing that

$$\frac{1}{n} \max_{\ell \in [n]} |\tilde{C}(v, G_n)| \xrightarrow{P} f^*_\infty, \quad n \to \infty.$$ 

\begin{lemma}
(The root has infinitely many friends iff its type I vector is $\mathbf{1}$.)

Let $k \in \mathbb{N}_+$, $\underline{\lambda}, \mathbf{1} \in \mathbb{R}_+^k$ and let $G_{\infty} := G_{\infty}(r) \sim G_{\infty}(\underline{\lambda})$. Then the events

\begin{align*}
\left\{ \left| \tilde{\underline{\ell}}^*(r) \right| = \infty \right\} \quad \text{and} \quad \{ \underline{\ell}^*(r) = \mathbf{1} \}
\end{align*}

$P$-almost surely coincide.

In particular, $f^*_\infty = p^*(\mathbf{1})$.

\end{lemma}

\begin{proof}
If $\underline{\lambda}$ is not fully supercritical (cf. Definition 2.13), then there exists a color $i \in [k]$ for which $\lambda^i \leq 1$; let $i \in [k]$ be such a color. Clearly, $i \notin I_\Delta$, thus $\underline{\ell}^*(r) \neq \mathbf{1}$ since the lengths of these vectors are not equal. Now we need to show that $\left\{ \left| \tilde{\underline{\ell}}^*(r) \right| = \infty \right\}$ almost surely does not occur. By Claim 4.1.5, the branching process $\left( |R^i_{\infty,d}| \right)$ almost surely dies out, which means that $r$ is not $i$-avoiding connected to infinity (cf. Definition 2.9), thus the set of $i$-avoiding friends of $r$ is $\mathcal{C}(r, G_{\infty}^i)$, which is almost surely finite. Since each friend of $r$ is
also an \(i\)-avoiding friend of it, \(\tilde{C}^* (r, G_\infty) \subseteq \mathcal{C} (r, G_\infty^i)\) holds, which implies that \(r\) has almost surely finitely many friends.

If \(\Lambda\) is fully supercritical, then assume first that the event \(\{|\tilde{C}^* (r)| = \infty\}\) occurs. We need to show that \(r\) is \(i\)-avoiding connected to infinity for all \(i \in [k]\). Let \(i \in [k]\) be an arbitrary color. Since \(|\tilde{C}^* (r)| = \infty\), clearly

\[
\{v \xleftarrow{G^i} r\} \cup \left(\{v \xleftarrow{G^i} \infty\} \cap \left\{r \xrightarrow{G^i} \infty\right\}\right)
\]

holds for infinitely many vertices \(v\). Now this event is the union of two events and the second one contains the desired event \(\{r \xrightarrow{G^i} \infty\}\), therefore if the second event occurs for any vertex \(v\), then we are done. So assume that the first event holds for infinitely many vertices \(v\). Noting that the degree of every vertex of \(G_\infty^i\) is \(\mathbb{P}\)-almost surely finite, we obtain by König’s lemma \([11]\) that there exists a path from the root \(r\) to infinity in \(G_\infty^i\), and we are done.

Now let us assume that \(\xi^* (r) = 1\), and we need to show that this implies \(\{|\tilde{C}^* (r, G_\infty)| = \infty\}\). Let

\[
V_\infty (1) := \{v \in V (G_\infty) : \xi^* (v, G_\infty) = 1\}.
\]

By the definitions of friendship and type I vectors (cf. Definitions 4.2.1 and 4.2.1, respectively), we only need to show that

\[
\mathbb{P} \left( |V_\infty (1)| = +\infty \bigg| \xi^* (r) = 1 \right) = 1. \tag{28}
\]

Let \(i \in [k]\) be an arbitrary color. By Claim 4.1.5, we have that \((R_{\infty,d}^i)_{d \in \mathbb{N}}\) is a supercritical branching process and the Kesten–Stigum theorem (see, e.g., Theorem A of [18]) implies that conditional on \((\xi^* (r))_i = 1\), we have

\[
|R_{\infty,d}^i| \xrightarrow{\mathbb{P}} \infty, \quad d \to \infty.
\]

For any \(d \in \mathbb{N}\), conditional on \(G_\infty \left[ R_{\infty,d}^i (r, G_\infty^i) \right]\), the vertices of \(R_{\infty,d}^i\) have type I vectors \(1\) independently of each other with probability \(p^* (1)\), thus the distribution of \(|R_{\infty,d}^i \cap V_\infty (1)|\) is BIN \((|R_{\infty,d}^i|, p^* (1))\). By the Harris–FKG inequality \([6, 9]\) and by the fully supercriticality of \(\Lambda\), we obtain

\[
p^* (1) \geq \prod_{i \in [k]} \mathbb{P} \left( (\xi^* (r))_i = 1 \right) = \prod_{i \in [k]} \theta^{\lambda i} > 0.
\]

Therefore, conditional on the event \(\{\xi^* (r) = 1\}\), we have

\[
|R_{\infty,d}^i \cap V_\infty (1)| \xrightarrow{\mathbb{P}} \infty, \quad d \to \infty.
\]

Hence (28) holds. \(\square\)
**Proof of Proposition 2.17.** As we saw in the proof of Lemma 5.1.1, if \( \lambda \) is not fully supercritical, then \( r \) has almost surely finitely many friends, i.e. \( f^*_\infty = 0 \), and if \( \lambda \) is fully supercritical, then \( f^*_\infty = p^*(\underline{1}) > 0 \).

**Lemma 5.1.2.** Let \( k \in \mathbb{N}_+ \), \( \lambda \in \mathbb{R}^k_+ \), and let \( G_n \sim G_n([n], \lambda) \) for all \( n \in \mathbb{N}_+ \). If Assumption 2.14 holds, then

\[
\frac{1}{n} \max_{v \in [n]} \left| \tilde{C}(v, G_n) \right| \xrightarrow{p} f^*_\infty, \quad n \to \infty.
\]

**Proof.** If \( \lambda \) is not fully supercritical, then by Proposition 2.17, we have \( f^*_\infty = 0 \). Let \( i \in [k] \) be a color for which \( \lambda^i \leq 1 \) (since \( \lambda \) is not fully supercritical, such a color \( i \) exists). By Claim 4.1.4 and Theorem 4.8 of [27], we obtain

\[
\left| \bigcap_{i \in [k]} U_{\max}(G_n^i) \right| \xrightarrow{p} 0 = f^*_\infty, \quad n \to \infty.
\]

Since every color-avoiding connected component of \( G_n \) is contained in a connected component of \( G_n^i \), we are done.

Now let us assume that \( \lambda \) is fully supercritical, and let \( i \in [k] \) be an arbitrary color. By Proposition 4.1.12, we obtain

\[
\lim_{n \to \infty} \mathbb{P}(A_1^i(G_n) \cap A_2^i(G_n)) = 1.
\]

If the event \( A_1^i(G_n) \cap A_2^i(G_n) \) holds for all \( i \in [k] \), then \( \bigcap_{i \in [k]} U_{\max}(G_n^i) \) is a color-avoiding connected component of \( G_n \) and all the other color-avoiding connected components have size at most \( n^{1/4} \). Thus,

\[
\left| \bigcap_{i \in [k]} U_{\max}(G_n^i) \right| = \max_{v \in [n]} |\tilde{C}(v, G_n)|.
\]

By the definition of type I vectors (cf. Definition 4.2.3),

\[
\bigcap_{i \in [k]} U_{\max}(G_n^i) = \{ v \in [n] : \sharp(v, G_n) = 1 \}.
\]

Thus by Theorem 4.2.4 and Lemma 5.1.1, we have

\[
\frac{1}{n} \max_{v \in [n]} \left| \tilde{C}(v, G_n) \right| = \frac{1}{n} \sum_{v \in [n]} \left[ \sharp(v, G_n) = 1 \right] \xrightarrow{p} p^*(\underline{1}) = f^*_\infty, \quad n \to \infty.
\]

\( \square \)

### 5.2 Convergence of \( f_\ell(G_n) \) to \( f^*_\ell \)

The goal of Section 5.2 is to prove the remaining part of Theorem 2.15, which we restate now.
Lemma 5.2.1 (Convergence of empirical component size densities). Let $k \in \mathbb{N}_+$, $\lambda \in \mathbb{R}_+^k$ and let $G_n \sim G_n([n], \lambda)$ for all $n \in \mathbb{N}_+$. If Assumption 2.14 holds, then for any $\ell \in \mathbb{N}_+$,

$$f_\ell(G_n) \xrightarrow{p} f_\ell^*, \quad n \to \infty.$$ 

The main difficulty is that the outcome of the event $\{|\tilde{C}(v, G_n)| = \ell\}$ cannot be determined by looking at a “small” neighborhood of $v$ in $G_n$. However, the event that there exists a color $i$ for which the $i$-avoiding component of $v$ is contained in a ball of radius $d - 1$ can be determined by looking at the $d$-neighborhood of $v$ and if this event occurs then the $d$-neighborhood of $v$ and the type I vectors of the vertices on the boundary of the $d$-neighborhood of $v$ together determine the set of vertices which are in the color-avoiding connected component $\tilde{C}(v, G_n)$ of $v$ with high probability. In order to make these ideas precise, we need some further definitions.

Definition 5.2.2 (The color-avoiding horizon $\tau_\infty$ in ECBP trees). Let $k \in \mathbb{N}_+$, $\lambda \in \mathbb{R}_+^k$ and let $G_\infty := G_\infty(r) \sim G_\infty(\lambda)$.

For all $i \in [k]$, let

$$\tau_{\infty}^i := \max \left\{ d \in \mathbb{N} \mid \exists v \in R_{\infty,d} : r G_{\infty}^i \leftrightarrow v \right\},$$

and let

$$\tau_\infty := \min_{i \in [k]} \tau_{\infty}^i.$$

For any $d \in \mathbb{N}_+$, let $B_d^\tau_\infty$ denote the set of pairwise non-isomorphic possible realizations of $G_{\infty,d}(r)$ for which the event $\{\tau_\infty = d - 1\}$ holds.

For any $\ell \in \mathbb{N}_+$, $d \in \mathbb{N}_+$ and $F \in B_d^\tau_\infty$, let

$$f_{\ell,d,F}^* := f_{\ell,d,F}(\lambda) := P\left( |\tilde{C}^*(r, G_\infty)| = \ell, G_{\infty,d}(r) \sim F \right).$$

Note that the event $\{\tau_\infty = d - 1\}$ is measurable with respect to the sigma-algebra generated by $G_{\infty,d}(r)$, thus

$$\bigoplus_{F \in B_d^\tau_\infty} \{ G_{\infty,d}(r) \sim F \} = \{ \tau_\infty = d - 1 \}.$$ 

Also note that $\tau_\infty = \infty$ if and only if $t^*(r) = 1$, where $1 \in \mathbb{R}_+^k$. Thus from Proposition 2.17 and Lemma 5.1.1, it follows that $P(\tau_\infty = \infty) > 0$ if and only if $\lambda$ is fully supercritical.

Observe that

$$\sum_{\ell \in \mathbb{N}_+} \sum_{d \in \mathbb{N}_+} \sum_{F \in B_d^\tau_\infty} f_{\ell,d,F}^* = 1 \quad \text{(29)}$$

holds.
Definition 5.2.3 (Component size \( \ell \) with color-avoiding horizon \( d-1 \) in ECER graphs). Let \( k, \ell, n \in \mathbb{N}_+, \ d \in \mathbb{N}_+, \ \Delta \in \mathbb{R}_+^k \), let \( G \sim \mathcal{G}_n([n], \Delta) \) and \( v \in [n] \), and let \( F \in \mathcal{B}^r_d \). Let us define

\[
f_{t,d,F}(G) := f_{t,d,F}(\Delta, G) := \frac{1}{n} \sum_{v \in [n]} 1 \left[ \left| \tilde{C}(v, G) \right| = \ell, \ G_d(v) \simeq F \right].
\]

Lemma 5.2.4 (Convergence of fixed horizon component size densities). Let \( k, \ell \in \mathbb{N}_+, \ d \in \mathbb{N}_+, \ \Delta \in \mathbb{R}_+^k \). Let \( G_n \sim \mathcal{G}_n([n], \Delta) \) for all \( n \in \mathbb{N}_+ \), and let \( F \in \mathcal{B}^r_d \). If Assumption 2.14 holds, then

\[
f_{t,d,F}(G_n) \xrightarrow{p} f'_{t,d,F}, \quad n \to \infty.
\]

Proof. Let \( G_\infty(r) \sim \mathcal{G}_\infty(\Delta) \). Let \( \ell_1, \ell_2 \in \mathbb{N}_+ \), \( d_1, d_2 \in \mathbb{N}_+ \), let \( v_1, v_2 \in [n] \), \( v_1 \neq v_2 \) and \( F_1 \in \mathcal{B}^r_{d_1}, F_2 \in \mathcal{B}^r_{d_2} \). Similarly to the beginning of the proof of Theorem 4.2.4, it suffices to prove that

\[
\lim_{n \to \infty} \mathbb{P} \left( \left| \tilde{C}(v_1, G_n) \right| = \ell_1, \ G_{n,d_1}(v_1) \simeq F_1 \right) = f'_{\ell_1,d_1,F_1}
\]

and

\[
\lim_{n \to \infty} \mathbb{P} \left( \forall j \in [2] : \left| \tilde{C}(v_j, G_n) \right| = \ell_j, \ G_{n,d_j}(v_j) \simeq F_j \right) = \prod_{j \in [2]} f'_{\ell_j,d_j,F_j}
\]

hold. Note that (30) follows from (31) by the total law of probability, by (29) and from the fact that \( \lim_{n \to \infty} \mathbb{P}(G_{n,d_2}(v_2) \text{ is a tree}) = 1 \). So it is enough to prove (31).

First, we reformulate the right-hand side of (31). Since \( F_j \in \mathcal{B}^r_{d_j} \) for any \( j \in [2] \), there exists a color \( i_j \in [k] \) such that \( G_\infty,d_j(r) \simeq F_j \) implies \( \tau_i^{d_j} = d_j - 1 \), hence all of the friends of \( r \) are in \( R^\leq_{\infty,d_j-1} \). For any \( \ell, d \in \mathbb{N}_+ \) and \( F \in \mathcal{B}^r_d \), let \( T_d(\ell, F) \) denote the set of possible assignments of type I vectors to the vertices of \( R^\leq_{\infty,d} \) for which \( \tilde{C}(r) = \ell \) and \( G_{\infty,d}(r) \simeq F \). Note that by (i) of Lemma 4.3.4, \( T_d(\ell, F) \) is well-defined and given \( G_{\infty,d}(r) \simeq F \), any \( \Gamma \in T_d(\ell, F) \) determines \( \tilde{C}(r) \). By the total law of probability, we obtain

\[
\begin{aligned}
\prod_{j \in [2]} f'_{\ell_j,d_j,F_j} \\
= \sum_{\Gamma_i \in T_{d_1}(\ell_1,F_1), \ j \in [2]} \prod_{\Gamma_2 \in T_{d_2}(\ell_2,F_2)} \mathbb{P}(G_{\infty,d_1}(r) \simeq F_1, \forall u \in R_{\infty,d_1} : \lambda^*(u, G_{\infty}) = \Gamma_j(u)) \\
= \sum_{\Gamma_1 \in T_{d_1}(\ell_1,F_1), \ j \in [2]} \prod_{\Gamma_2 \in T_{d_2}(\ell_2,F_2)} \mathbb{P}(G_{\infty,d_1}(r) \simeq F_1) \cdot \mathbb{P}(\lambda^*(u, G_{\infty}) = \Gamma_j(u))
\end{aligned}
\]
\[
\prod_{j \in [2]} \mathbb{P}(G_{\infty,d_j}(r) \simeq F_j) \cdot \sum_{\Gamma_1 \in T_{d_1}(\ell_1,F_1)} \sum_{\Gamma_2 \in T_{d_2}(\ell_2,F_2)} \prod_{j \in [2]} \prod_{u \in R_{d_j}(r,F_j)} p^*(\Gamma_j(u)). \tag{32}
\]

Now we reformulate the left-hand side of (31). Let

\[E(v_1,v_2,d_1,d_2,G_n) := \{G_{n,d_1}(v_1) \cup G_{n,d_2}(v_2) \text{ is a forest with two components}\},\]

where \(G_{n,d_1}(v_1) \cup G_{n,d_2}(v_2)\) is the edge-colored sub(multi)graph of \(G_n\) whose vertex and edge set is the (not necessarily disjoint) union of the vertex and edge sets of \(G_{n,d_1}(v_1)\) and \(G_{n,d_2}(v_2)\), respectively. Then by taking \(d := \max\{d_1,d_2\}\) in (5), we obtain that

\[
\lim_{n \to \infty} \mathbb{P}\left( \forall j \in [2] : |\overline{C}(v_j, G_n)| = \ell_j, G_{n,d_j}(v_j) \simeq F_j \right)
= \lim_{n \to \infty} \mathbb{P}\left( E(v_1,v_2,d_1,d_2,G_n), \forall j \in [2] : |\overline{C}(v_j, G_n)| = \ell_j, G_{n,d_j}(v_j) \simeq F_j \right)
= \lim_{n \to \infty} \mathbb{P}\left( \forall j \in [2] : |\overline{C}(v_j, G_n)| = \ell_j \left| G_{n,d_1}(v_1) \cup G_{n,d_2}(v_2) \simeq F_1 \oplus F_2 \right. \right)
\cdot \mathbb{P}(G_{n,d_1}(v_1) \cup G_{n,d_2}(v_2) \simeq F_1 \oplus F_2) \tag{33}
\]

holds.

Conditional on \(\{G_{n,d_1}(v_1) \cup G_{n,d_2}(v_2) \simeq F_1 \oplus F_2\}\), we identify \(G_{n,d_j}(v_j)\) with \(F_j\) for all \(j \in [2]\), and clearly, \(R_{d_1}(v_1,G_n) \cap R_{d_2}(v_2,G_n) = \emptyset\) holds. Since \(F_j \in B_{d_j}^\infty\), we get \(\overline{C}(v_j, G_n) \subseteq V(F_j)\) for all \(j \in [2]\). Let

\[G'_{n,d_1,d_2}(v_1,v_2) := G_n - \left( R_{d_1-1}(v_1) \cup R_{d_2-1}(v_2) \right)\]

Applying Lemma 4.1.6 twice, we get that conditional on \(G_{n,d_1}(v_1) \cup G_{n,d_2}(v_2)\), the subgraph \(G'_{n,d_1,d_2}(v_1,v_2)\) is still an ECER graph with parameters \(n\) and \(\Delta\).

Thus by Lemma 4.3.3 for \(G'_{n,d_1,d_2}(v_1,v_2)\) and the vertices of \(R_{d_1}(v_1,G_n) \cup R_{d_2}(v_2,G_n)\), we can apply Lemma 4.3.4 twice to conclude that given \(G_{n,d_1}(v_1) \cup G_{n,d_2}(v_2) \simeq F_1 \oplus F_2\), any \(\Gamma_j \in T_{d_j}(\ell_j,F_j)\) determines \(\overline{C}(v_j)\) and with high probability, \(|\overline{C}(v_j, G_n)| = \ell_j\) if and only if the type configuration of \(R_{d_j}(v_j,G_n)\) is in \(T_{d_j}(\ell_j,F_j)\) for any \(j \in [2]\).

Therefore and by Lemma 4.3.1 (more precisely, by (22)), we obtain

\[
\lim_{n \to \infty} \mathbb{P}\left( \forall j \in [2] : |\overline{C}(v_j, G_n)| = \ell_j \left| G_{n,d_1}(v_1) \cup G_{n,d_2}(v_2) \simeq F_1 \oplus F_2 \right. \right)
= \lim_{n \to \infty} \sum_{\Gamma_1 \in T_{d_1}(\ell_1,F_1), \Gamma_2 \in T_{d_2}(\ell_2,F_2)} \mathbb{P}\left( \forall j \in [2] \forall u \in R_{d_j}(v_j,G_n): \overline{\xi}(u, G'_{n,d_1,d_2}(v_1,v_2)) = \Gamma_j(u) \right)\]

40
\[
G_{n,d_1}(v_1) \cup G_{n,d_2}(v_2) \cong F_1 \oplus F_2
\]

\[
= \sum_{\Gamma_1 \in T_{d_1}(\ell_1, F_1)} \prod_{j \in [2]} \prod_{u \in R_{d_j}(r,F_j)} p^*(\Gamma_j(u)).
\] (34)

Plugging (6) and (34) into (33), and also using (32), we obtain the desired (31). \[\Box\]

We are now ready to prove Lemma 5.2.1.

**Proof of Lemma 5.2.1.** Let \( \ell_0 \in \mathbb{N} \) and \( \varepsilon > 0 \). First, we show

\[
\lim_{n \to \infty} \mathbb{P}(f_{\ell_0}(G_n) \geq f_{\ell_0}^* - \varepsilon) = 1.
\] (35)

By the total law of probability,

\[
\sum_{d \in \mathbb{N}_+} \sum_{F \in B^\infty_{d,\varepsilon}} f_{\ell_0,d,F}^* = f_{\ell_0}^*
\]

holds, thus we can choose a \( D_\varepsilon \in \mathbb{N}_+ \), and for each \( d \in [D_\varepsilon] \) a finite subset \( B^\infty_{d,\varepsilon} \) of \( B^\infty_d \) such that

\[
\sum_{d \in [D_\varepsilon]} \sum_{F \in B^\infty_{d,\varepsilon}} f_{\ell_0,d,F}^* \geq f_{\ell_0}^* - \frac{\varepsilon}{2}.
\]

By Lemma 5.2.4, we have

\[
\sum_{d \in [D_\varepsilon]} \sum_{F \in B^\infty_{d,\varepsilon}} f_{\ell_0,d,F}(G_n) \xrightarrow{p} \sum_{d \in [D_\varepsilon]} \sum_{F \in B^\infty_{d,\varepsilon}} f_{\ell_0,d,F}^*.
\]

Let us also note that

\[
\sum_{d \in [D_\varepsilon]} \sum_{F \in B^\infty_{d,\varepsilon}} f_{\ell_0,d,F}(G_n) \leq \sum_{d \in \mathbb{N}_+} \sum_{F \in B^\infty_d} f_{\ell_0,d,F}(G_n) \leq f_{\ell_0}(G_n)
\]

holds, therefore the desired inequality (35) follows.

Next, we show

\[
\lim_{n \to \infty} \mathbb{P}(f_{\ell_0}(G_n) \leq f_{\ell_0}^* + \varepsilon) = 1.
\] (36)

By Claim 2.11, there exists \( L_\varepsilon \in \mathbb{N}_+ \) such that

\[
\sum_{\ell \in [L_\varepsilon]} f^*_\ell \geq 1 - f^*_\infty - \frac{\varepsilon}{3}.
\] (37)

It follows from Lemma 5.1.2 that

\[
\lim_{n \to \infty} \mathbb{P} \left( \sum_{\ell = L_\varepsilon + 1}^\infty f_{\ell}(G_n) \geq f^*_\infty - \frac{\varepsilon}{3} \right) = 1.
\]
thus by Claim 2.7, we have
\[ \lim_{n \to \infty} P \left( \sum_{\ell \in [L]_{\epsilon}} f_{\ell}(G_n) \leq 1 - f_{\infty}^* + \frac{\epsilon}{3} \right) = 1. \]

Similarly to (35), we obtain that
\[ \lim_{n \to \infty} P \left( f_{\ell}(G_n) \geq f_{\ell}^* - \frac{\epsilon}{3L_{\epsilon}} \right) = 1 \]
holds for all \( \ell \in [L_{\epsilon}] \). Thus by (37), it follows that
\[
1 - f_{\infty}^* - \frac{2}{3} \epsilon - f_{0}^* \leq \sum_{\ell \in [L_{\epsilon}]} f_{\ell}^* - \frac{\epsilon}{3} - f_{0}^* = \sum_{\ell \in [L_{\epsilon}]} \left( f_{\ell}^* - \frac{\epsilon}{3L_{\epsilon}} \right) - f_{0}^*
\leq \sum_{\ell \in [L_{\epsilon}]} f_{\ell}(G_n) - f_{\ell}(G_n) \leq 1 - f_{\infty}^* + \frac{\epsilon}{3} - f_{0}(G_n)
\]
holds with high probability, therefore we obtain (36), and hence the statement of the lemma follows. \( \square \)

Now that we showed that the sequence \( f_{\ell}(G_n) \) converges for any \( \ell \in \mathbb{N}_+ \), we prove a proposition about its limit \( f_{\ell}^* \).

**Proof of Proposition 2.18.** Let \( G_{\infty} := G_{\infty}(r) \sim G_{\infty}(\lambda) \).

We begin with the proof of (i). Let \( \lambda \in \mathbb{R}_+^k \) be fully critical-subcritical. We need to show that \( r \) has almost surely no friends other than itself (cf. Definition 2.9). Since \( \lambda \) is fully critical-subcritical, \( \lambda^\downarrow_i \leq 1 \) holds for all \( i \in [k] \), thus by Claim 4.1.5, the root \( r \) is almost surely not \( i \)-avoiding connected to infinity. Let \( v \in V(G_{\infty}) \), \( v \neq r \) be an arbitrary vertex and let \( i \in [k] \) be a color appearing on the unique path connecting \( r \) and \( v \) in \( G_{\infty} \). Then
\[
\begin{array}{c}
G_{\infty}^\downarrow_i \\
\downarrow
\end{array}
\quad v \leftrightarrow r,
\]
thus \( r \) and \( v \) are almost surely not \( i \)-avoiding friends, so they are not friends either. Therefore, \( P(\tilde{C}^*(r) = \{r\}) = 1 \) and thus by Claim 2.11, we are done.

Next, we prove (ii). Let \( \lambda \in \mathbb{R}_+^k \) be not fully critical-subcritical. By the definition of \( I_{\lambda} \), we have \( I_{\lambda} \neq \emptyset \); let \( i_1 \in I_{\lambda} \) and \( i_2 \in [k] \setminus \{i_1\} \), and let \( \ell \in \mathbb{N}_+ \). Let \( F \) be the following rooted, edge-colored tree: the root of \( F \) is \( r \), which has exactly \( \ell \) neighbors \( v_1, \ldots, v_{\ell} \), each of which with one further neighbor \( w_1, \ldots, w_{\ell} \), respectively, and the color of the edges \( v_1, \ldots, rv_{\ell-1} \) is \( i_1 \), and the color of the edges \( rw_1, \ldots, rw_{\ell-1} \) is \( i_2 \). It is not difficult to see that if the event
\[
\{G_{\infty,2}(r) \simeq F \} \cap \left\{ \forall j \in [\ell] : w_j \xrightarrow{G_{\infty}^\downarrow_i} \infty \right\}
\]
occurs, then \( \tilde{C}^*(r, G_\infty) = \{r, v_1, \ldots, v_{\ell-1}\} \) (where we identified the vertices of \( G_{\infty,2}(r) \) and \( F \)). All we are left to show is that the above event occurs with positive probability. Clearly, we have

\[
P\left( \left\{ G_{\infty,2}(r) \simeq F \right\} \cap \left\{ \forall j \in [\ell] : w_j \xrightarrow{G_{\infty,2}} \infty \right\} \right) = (\theta^{i_1})^\ell \cdot P(G_{\infty,2}(r) \simeq F). \]

Since \( i_1 \in I_{\Delta} \) we have \( \theta^{i_1} > 0 \), and it is not difficult to see that \( P(G_{\infty,2}(r) \simeq F) > 0 \), therefore we are done.

6 Explicit formula for \( f^*_\infty \) and asymptotic behaviour of \( f^*_\infty(\varepsilon) \)

The goal of the section is to give explicit formulas for \( f^*_\infty \) and to prove the asymptotic formula stated in Theorem 2.20. We provide two different methods for the calculation of \( f^*_\infty \) in Sections 6.1 and 6.2. On the one hand, the method presented in Section 6.1 is simpler and works without Assumption 2.14. On the other hand, the method of Section 6.2 only works under Assumption 2.14, but it can also be used to prove Theorem 2.20.

Our formulas for \( f^*_\infty \) use the Lambert \( W \) function, which satisfies

\[
W(z)e^{W(z)} = z \tag{38}
\]

for any \( z \in \mathbb{C} \). When restricted to real numbers, (38) is solvable if and only if \( z \in [-1/e, +\infty) \). Moreover, it has exactly one solution if \( z \in [0, +\infty) \) and has exactly two solutions if \( z \in [-1/e, 0) \). The solutions satisfying \( W(z) \geq -1 \) form a branch (usually denoted by \( W_0 \)) called the principal branch of the Lambert \( W \) function. The Taylor series of the principal branch is

\[
W(x) = \sum_{n \in \mathbb{N}_+} \frac{(-n)^{n-1}}{n!} x^n,
\]

whose radius of convergence is \( 1/e \). Throughout this section, we denote by \( W(x) \) the principal branch of the Lambert \( W \) function and we always specify which further properties of \( W \) we use.

6.1 Using a system of equations

Here we give a necessary and sufficient condition for the color intensity parameter vector \( \underline{\lambda} \) to have \( f^*_\infty > 0 \), and we also give an explicit formula for \( f^*_\infty \) in terms of the Lambert \( W \) function (cf. (38)). Let us emphasize that in this subsection we do not assume that Assumption 2.14 holds for \( \underline{\lambda} \).

Let \( G_\infty := G_\infty(r) \sim G_\infty(\underline{\lambda}) \). By Lemma 5.1.1, we have

\[
f^*_\infty = p^*(\underline{1}) = P\left( \forall i \in [k] : r \xrightarrow{G_{\infty,2}} \infty \right). \tag{39}
\]
Definition 6.1.1 (Probability of avoiding a color from a fixed set of colors). Let \( k \in \mathbb{N}_+ \), \( \Delta \in \mathbb{R}_+^k \) and \( G_\infty := G_\infty (r) \sim G_\infty (\Delta) \). Let us define

\[
p_\emptyset := 0
\]

and

\[
p_I := \mathbb{P} \left( \bigcup_{i \in I} \{ r \xleftarrow{G_\infty^{\Delta_i}} \infty \} \right)
\]

for any nonempty \( I \subseteq [k] \).

Definition 6.1.2 (Extended color-avoiding type I vectors in ECBP trees). Let \( k \in \mathbb{N}_+ \), \( \Delta \in \mathbb{R}_+^k \), and let \( G_\infty := G_\infty (r) \sim G_\infty (\Delta) \). The extended color-avoiding type I vector of a vertex \( v \) in the ECBP tree \( G_\infty \) is

\[
\hat{\nu}^* (v) := \hat{\nu}^* (v, G_\infty) := \left( 1_{v \xleftarrow{G_\infty^{\Delta_i}} \infty} \right)_{i \in [k]}.
\]

Definition 6.1.3 (Probability of extended type I vectors in ECBP trees). Let \( k \in \mathbb{N}_+ \), \( \Delta \in \mathbb{R}_+^k \), and let \( G_\infty (r) \sim G_\infty (\Delta) \). Given any \( \gamma \in \{0, 1\}^k \), let us denote

\[
\hat{\nu}^* (\gamma) := \hat{\nu}^* (\gamma, \Delta) := \mathbb{P} \left( \hat{\nu}^* (r) = \gamma \right).
\]

By the definition of \( \hat{\nu}^* (\gamma) \), clearly

\[
p_I = \sum_{\gamma \in \{0, 1\}^k : \sum_{i \in I} \gamma_i \geq 1} \hat{\nu}^* (\gamma)
\]

holds for any nonempty \( I \subseteq [k] \).

To determine \( f_\infty^* \), first note that by Proposition 2.17, we can assume that \( \Delta \in \mathbb{R}_+^k \) is fully supercritical (otherwise \( f_\infty^* = 0 \)). Then \( I_\Delta = [k] \), thus \( \hat{\nu}^* (\gamma) = \hat{\nu}^* (\gamma) \) holds for any \( \gamma \in \{0, 1\}^k \). By (39) and (40), and by the inclusion-exclusion formula, we obtain

\[
f_\infty^* = p_\emptyset (1) = \sum_{I \subseteq [k]} (-1)^{|I|} (1 - p_I),
\]

so it is enough to give an explicit formula for the probabilities \( p_I \) for all \( I \subseteq [k] \).

Lemma 6.1.4 (Implicit equation for \( p_I \)). Let \( k \in \mathbb{N}_+ \), \( \Delta \in \mathbb{R}_+^k \) and \( G_\infty (r) \sim G_\infty (\Delta) \). Then

\[
p_I = 1 - \exp \left( - \sum_{j \in I} \lambda_j p_I \setminus \{j\} - p_I \sum_{j \in [k] \setminus I} \lambda_j \right)
\]

holds for any nonempty \( I \subseteq [k] \).
Proof. By the definition of $p_I$, the independence of the branches, and the definition of $\tilde{N}_s(v)$, we obtain

$$1 - p_I = \mathbb{P}\left(\bigcap_{i \in I} \left\{ r \leftrightarrow \infty \right\} \right)$$

$$= \prod_{i \in I} \mathbb{P} \left( \forall v \in \tilde{N}_{(i)}(r) \forall j \in I \setminus \{i\} : \left\{ r \leftrightarrow \infty \right\} \right)$$

$$\cdot \prod_{i \in [k] \setminus I} \mathbb{P} \left( \forall v \in \tilde{N}_{(i)}(r) \forall j \in I : \left\{ r \leftrightarrow \infty \right\} \right),$$

where $(i)$ denotes the color string consisting of the color $i$ only. Since the number of $i$-colored children (i.e., the number of children that are connected to $r$ by an edge of color $i$) has distribution $\text{POI}(\lambda_i)$, its generating function is $\exp\left(-\lambda_i(1-z)\right)$ for any $i \in [k]$. Thus we obtain

$$1 - p_I = \exp\left(-\sum_{i \in I} \lambda_i p_{I\setminus\{i\}}\right) \cdot \exp\left(-p_I \sum_{i \in [k] \setminus I} \lambda_i\right).$$

Let $k \in \mathbb{N}_+$, $\lambda \in \mathbb{R}_+^k$ and consider the following system of equations.

$$\begin{cases} x_0 = 0 \\
x_I = 1 - \exp\left(-\sum_{j \in I} \lambda_j x_{I \setminus \{i\}} - x_I \sum_{j \in [k] \setminus I} \lambda_j\right) \quad \forall I \subseteq [k], I \neq \emptyset. \end{cases} \quad (42)$$

By Lemma 6.1.4, we have that $(x_I)_{I \subseteq [k]} = (p_I)_{I \subseteq [k]}$ is a solution of this system, but note that this is not a unique solution, for instance $(x_I)_{I \subseteq [k]} = 0$ is also a solution.

Observe that if $x^* = (x^*_I)_{I \subseteq [k]}$ is a solution to the system of equations (42), then $x^*_I < 1$ holds for any nonempty $I \subseteq [k]$.

**Definition 6.1.5** (Relevant solution). We say that a solution $x^* = (x^*_I)_{I \subseteq [k]}$ of the system of equations (42) is relevant if $0 < x^*_I < 1$ holds for any nonempty $I \subseteq [k]$. Otherwise $x^*$ is said to be irrelevant.

The next lemma gives a necessary and sufficient condition for $(p_I)_{I \subseteq [k]}$ to be a relevant solution.

**Lemma 6.1.6** (The relevance of the probabilistic solution). Let $k \in \mathbb{N}_+$ and $\lambda \in \mathbb{R}_+^k$. The probability vector $(p_I)_{I \subseteq [k]}$ is a relevant solution of the system of equations (42) if and only if $\lambda$ is fully supercritical.

Proof. Let $G_\infty := G_\infty(r) \sim \mathcal{G}_\infty(\lambda)$. 
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First, assume that \( \lambda \) is fully supercritical. Then for any nonempty \( I \subseteq [k] \), we obtain that

\[
p_I = P \left( \bigcup_{i \in I} r \xrightarrow[i \in I]} \infty \right) \geq P \left( r \xrightarrow{\infty} \infty \right) > 0
\]

holds, hence \((p_I)_{I \subseteq [k]}\) is indeed a relevant solution.

Now assume that \( \lambda \) is not fully supercritical, i.e., there exists a color \( i \in [k] \) such that \( \lambda^i \leq 1 \). Then

\[
p_{\{i\}} = P \left( r \xrightarrow{\infty} \infty \right) = 0,
\]

thus \((p_I)_{I \subseteq [k]}\) is not a relevant solution.

**Theorem 6.1.7** (Uniqueness of relevant solution). Let \( k \in \mathbb{N}_+ \) and \( \lambda \in \mathbb{R}^k_+ \). If \( \Delta \) is fully supercritical, then \((p_I)_{I \subseteq [k]}\) is a unique relevant solution.

**Proof.** By the definition of a relevant solution, it is enough to show that the equation

\[
x_I = 1 - \exp \left( -\sum_{j \in I} \lambda_j p_{I \setminus \{j\}} - x_I \sum_{j \in [k] \setminus I} \lambda_j \right)
\]

has a unique solution in \((0,1)\), namely \( p_I \), for any nonempty \( I \subseteq [k] \). We prove this by induction on \(|I|\).

First, assume that \(|I| = 1\), i.e., \( I = \{i\} \) for some \( i \in [k] \). Then we need to show

\[
x_{\{i\}} = 1 - \exp \left( -x_{\{i\}} \sum_{j \in [k] \setminus \{i\}} \lambda_j \right).
\]

Now the left-hand side of (44) is linear in the variable \( x_{\{i\}} \), while its right-hand side is exponential in \( x_{\{i\}} \), and it is well-known that such equations have at most two solutions. As we saw earlier, \( x_{\{i\}} = 0 \) and \( x_{\{i\}} = p_{\{i\}} \) are both solutions, and by Lemma 6.1.6, \( p_{\{i\}} > 0 \). Thus, (44) has indeed a unique solution in \((0,1)\).

Now let \( I \subseteq [k] \) with \(|I| \geq 2\) and assume that (43) holds for any \( I' \subseteq [k] \) with \(|I'| < |I|\).

**Case 1:** \( I \neq [k] \).

Again, the left-hand side of (43) is linear, while its right-hand side is exponential in \( x_I \), so there are at most two solutions. Clearly, \( p_I \) is a solution, and by Lemma 6.1.6, it is in \((0,1)\). In addition, in \( x_I = 0 \) the left-hand side of (43) is clearly 0, while its right-hand side is

\[
1 - \exp \left( -\sum_{i \in I} \lambda_i p_{I \setminus \{i\}} \right) > 1 - e^0 = 0
\]

so by the continuity of the linear and exponential functions, the other solution of (43) is negative.
Case 2: \( I = \{k\} \).

Then equation (43) becomes

\[
x_{\{k\}} = 1 - \exp \left( - \sum_{i \in \{k\}} \lambda_i p_{\{k\}\setminus\{i\}} \right),
\]

which clearly has a unique solution. By Lemma 6.1.4, this solution is \( p_I \) and it is in \((0,1)\).

As is clear from the proof of Theorem 6.1.7, we should solve the equations of the system (42) in a nondecreasing order according to the size of their indices \( I \). Using the Lambert \( W \) function (cf. (38)), we obtain the following.

**Corollary 6.1.8.** Let \( k \in \mathbb{N}_+ \) and \( \lambda \in \mathbb{R}^k_+ \). If \( \lambda \) is fully supercritical, then

\[
p_I = 1 + \frac{W \left( -\left( \sum_{i \in \{k\}\setminus\{I\}} \lambda_i \right) \exp \left( - \sum_{i \in \{k\}\setminus\{I\}} \lambda_i p_{\{k\}\setminus\{i\}} - \sum_{i \in \{k\}\setminus\{I\}} \lambda_i \right) \right)}{\sum_{i \in \{k\}\setminus\{I\}} \lambda_i},
\]

for any nonempty \( I \subset \{k\} \), and

\[
p_{\{k\}} = 1 - \exp \left( - \sum_{i \in \{k\}} \lambda_i p_{\{k\}\setminus\{i\}} \right).
\]

Substituting these into equation (41), we get the required formula for \( f_{\infty}^* \).

We note that using the values \( p_I \) (and the help of computer software capable of symbolic computations), we can also prove the convergence statement of Theorem 2.20 in the case when \( k \in \{2,3,4\} \) and obtain the values \( C(2) = 4 \), \( C(3) = 32 \), and \( C(4) = 624 \), as stated in Theorem 2.20. Note that in Section 6.2, we introduce an alternative method with which the convergence statement of Theorem 2.20 can be proved for any integer \( k \geq 2 \) and at the end of Section 6.2, we obtain the same values for \( C(k) \) when \( k \in \{2,3,4\} \) using this alternative approach.

### 6.2 Using generating functions

The aim of Section 6.2 is to give an explicit formula for \( f_{\infty}^* \) and to prove Theorem 2.20. By Proposition 2.17, we can assume that the color intensity parameter vector \( \lambda \in \mathbb{R}^k_+ \) (where \( k \in \mathbb{N}_+ \)) is fully supercritical. In this section, we also assume that Assumption 2.14 holds for \( \lambda \).

In order to find an explicit formula for \( f_{\infty}^* \), we first calculate the joint generating function of the random variables \( |\overline{R}_h| \), \( h \in S_k \) for any \( h \in \{0,1,\ldots,k-2\} \).

Note that by Claim 4.1.5, we have that \( \left( R_{\infty,d}^{\{\bar{W}\}} \right)_{d \in \mathbb{N}} \) is a branching process with offspring distribution \( \text{POI}(\lambda_{\text{set}(\bar{W})}) \).
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Definition 6.2.1 (Generating function of Borel distribution). Let \( k \in \mathbb{N}_+ \), \( \Lambda \in \mathbb{R}_+^k \), \( G_\infty := G_\infty(r) \sim G_\infty(\Lambda) \), \( h \in \{0, 1, \ldots, k-1\} \) and let \( \Pi \in S_h \). Let us define

\[ F_\Pi : [0, 1) \to [0, 1) \quad z \mapsto \mathbb{E}\left( z^{|R(G_\infty(\Lambda))|} \right) , \]

i.e. the generating function of the total number of individuals in the branching process \( (R_{\infty,d}^{\text{set}(\Pi)})_{d \in \mathbb{N}} \).

Let us denote \( F_\Pi(1-) := \lim_{z \to 1-} F_\Pi(z) \), i.e. the probability of the event that the branching process \( (R_{\infty,d}^{\text{set}(\Pi)})_{d \in \mathbb{N}} \) dies out.

Note that \( F_\Pi \) can be expressed using the Lambert W function (introduced at the beginning of Section 6) as

\[ F_\Pi(z) = -\frac{W\left( -\lambda_{\text{set}(\Pi)} e^{-\lambda_{\text{set}(\Pi)} z} \right)}{\lambda_{\text{set}(\Pi)}}, \quad z \in [0, 1). \quad (45) \]

Note that if \( \text{set}(\Pi) = \text{set}(\Pi') \) holds for some color strings \( \Pi, \Pi' \in S_h \) with \( h \in \{0, 1, \ldots, k-2\} \), then \( F_\Pi = F_{\Pi'} \).

Also note that if \( \Lambda \) is fully supercritical and Assumption 2.14 holds, then \( F_\Pi(1-) = 1 \) for any \( \Pi \in S_h \) with \( h \in \{0, 1, \ldots, k-2\} \), and \( F_\Pi(1-) < 1 \) for any \( \Pi \in S_{k-1} \).

Definition 6.2.2 (Joint generating function of the number of vertices reachable by different color chronologies in an ECBP tree). Let \( k \in \mathbb{N}_+ \), \( \Lambda \in \mathbb{R}_+^k \), \( G_\infty(r) \sim G_\infty(\Lambda) \) and \( h \in \{0, 1, k-2\} \). Let us define

\[ \Phi_h : [0, 1)^{S_h} \to [0, 1) \quad (z_\Pi)_{\Pi \in S_h} \mapsto \mathbb{E}\left( \prod_{\Pi \in S_h} z_\Pi^{\left|R_\Pi(r)\right|} \right) . \]

Let us denote

\[ \Phi_h((1-)_{\Pi \in S_h}) := \lim_{z_{\Pi} \to 1-} \Phi_h((z_\Pi)_{\Pi \in S_h}) . \]

It follows from the definition of \( S_0 \) (cf. Definition 3.1) that \( \Phi_0(z) = z \).

Note that if Assumption 2.14 holds, then \( \mathbb{P}(\left|R_\Pi(r)\right| < +\infty) = 1 \) for any \( \Pi \in S_h \) with \( h \in \{0, 1, \ldots, k-2\} \). Therefore,

\[ \Phi_h((1-)_{\Pi \in S_h}) = 1 \]

for any \( h \in \{0, 1, \ldots, k-2\} \).

Now we give a recursive formula for \( \Phi_{h+1} \) in terms of \( \Phi_h \) for any \( h \in \{0, 1, \ldots, k-3\} \). Note that this formula can be viewed as “explicit” since it can be written in terms of elementary functions and the Lambert W function (cf. (45)).
Lemma 6.2.3 (Recursion for the joint generating function of the number of vertices reachable by different color chronologies). Let $k \in \mathbb{N}_+$, $\Delta \in \mathbb{R}_+^k$ and $G_\infty(r) \sim G_\infty(\Delta)$. Then

$$
\Phi_{h+1}\left(\left(z_{x} \in S_{h+1}\right)\right) = \Phi_h\left(\prod_{i \in \{k\} \setminus \text{set}(\Delta)} \exp\left(\lambda_i \cdot (F_{\Delta}(z_{x}) - 1)\right)\right)
$$

holds for any $h \in \{0, 1, \ldots, k - 3\}$.

In words: one has to plug $\prod_{i \in \{k\} \setminus \text{set}(\Delta)} \exp\left(\lambda_i \cdot (F_{\Delta}(z_{x}) - 1)\right)$ in place of the variable $z_x$ for every $x \in S_h$ in the function $\Phi_h\left(\left(z_{x} \in S_{h}\right)\right)$.

Proof of Lemma 6.2.3. First, note that each color string of length $h + 1$ can be uniquely written as the concatenation of a color string of length $h$ and a color not appearing in this color string. Therefore, by the tower rule,

$$
\Phi_{h+1}\left(\left(z_{x} \in S_{h+1}\right)\right) = \Phi_{h+1}\left(\left(z_{x} \in S_{h}, i \in \{k\} \setminus \text{set}(\Delta)\right)\right) = \mathbb{E}\left(\prod_{i \in \{k\} \setminus \text{set}(\Delta)} \frac{|\tilde{R}_{\Delta}(r)|}{\tilde{R}_{\Delta}(r)} \mathbb{E}\left(\left|\tilde{R}_{\Delta}(r)\right| \left| \tilde{R}_{\Delta}(r) \right\right)\right).
$$

By the independence of the different branches of an ECBP tree,

$$
\mathbb{E}\left(\prod_{i \in \{k\} \setminus \text{set}(\Delta)} \frac{|\tilde{R}_{\Delta}(r)|}{\tilde{R}_{\Delta}(r)} \mathbb{E}\left(\left|\tilde{R}_{\Delta}(r)\right| \left| \tilde{R}_{\Delta}(r) \right\right)\right) = \prod_{i \in \{k\} \setminus \text{set}(\Delta)} \mathbb{E}\left(\frac{|\tilde{R}_{\Delta}(r)|}{\tilde{R}_{\Delta}(r)} \mathbb{E}\left(\left|\tilde{R}_{\Delta}(r)\right| \left| \tilde{R}_{\Delta}(r) \right\right)\right)
$$

holds.

Let $x \in S_h$ and $i \in \{k\} \setminus \text{set}(\Delta)$. Using that for any $v \in \tilde{R}_{\Delta}(r)$, the function $z \mapsto \exp\left(\lambda_i \cdot (F_{\Delta}(z) - 1)\right)$ is the generating function of the cardinality of the set of descendants of $v$ belonging to $\tilde{R}_{\Delta}(r)$, we obtain

$$
\mathbb{E}\left(\frac{|\tilde{R}_{\Delta}(r)|}{\tilde{R}_{\Delta}(r)} \mathbb{E}\left(\left|\tilde{R}_{\Delta}(r)\right| \left| \tilde{R}_{\Delta}(r) \right\right)\right) = \left(\exp\left(\lambda_i \cdot (F_{\Delta}(z) - 1)\right)\right)|\tilde{R}_{\Delta}(r)|.
$$

Therefore and by the definition of the function $\Phi_h$, we obtain

$$
\Phi_{h+1}\left(\left(z_{x} \in S_{h+1}\right)\right) = \mathbb{E}\left(\prod_{i \in \{k\} \setminus \text{set}(\Delta)} \exp\left(\lambda_i \cdot (F_{\Delta}(z) - 1)\right)\right).
$$
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\[
\begin{align*}
= & \mathbb{E} \left( \prod_{\underline{s} \in S_h} \left( \prod_{i \in [k] \setminus \text{set}(\underline{s})} \exp \left( \lambda_i \cdot (F_{z_i}(\underline{s})) - 1 \right) \right)^{|R_{\underline{s}}(r)|} \right) \\
= & \Phi_h \left( \left( \prod_{i \in [k] \setminus \text{set}(\underline{s})} \exp \left( \lambda_i \cdot (F_{z_i}(\underline{s})) - 1 \right) \right)^{|\tilde{R}_{\underline{s}}(r)|} \right) \quad \square
\end{align*}
\]

\textbf{Definition 6.2.4} \hspace{1em} (Color strings of length \( k - 1 \) avoiding color \( i \)). Let \( k \in \mathbb{N}_+ \)

For any \( i \in [k] \), let

\[ S_{k-1}^i := \{ \underline{s} \in S_{k-1} : \text{set}(\underline{s}) = [k] \setminus \{i\} \}. \]

\textbf{Theorem 6.2.5} \hspace{1em} (Explicit formula for \( f^*_\infty \)). Let \( k \in \mathbb{N}_+ \), let \( \underline{\lambda} \in \mathbb{R}_+^k \) for which Assumption 2.14 holds, and let \( G_\infty := G_\infty(r) \sim G_\infty(\underline{\lambda}) \). Then

\[ f^*_\infty = \sum_{J \subseteq [k]} (-1)^{|J|} \cdot \Phi_{k-2} \left( \left( \prod_{i \in [k] \setminus \text{set}(\underline{s})} q_{L,J,s_i} \right) \right) \]

where we define

\[ L_J := \bigcup_{J \subseteq J} S_{k-1}^j \]

for any \( J \subseteq [k] \), and we define

\[ q_{L,s_i} := \begin{cases} 
\exp \left( \lambda_i \cdot (F_{s_i}(1) - 1) \right) & \text{if } s_i \in L, \\
1 & \text{if } s_i \notin L
\end{cases} \]

for any \( L \subseteq S_{k-1}, \underline{s} \in S_{k-2} \) and \( i \in [k] \setminus \text{set}(\underline{s}) \).

\textbf{Proof.} If \( v \in V(G_\infty) \) and \( i \in [k] \), let us denote by \( \tilde{N}^*_i(v) \) the set of children of \( v \) that are connected to \( v \) by an edge of color \( i \).

By Claim 4.1.5 and using that the offsprings of any vertex in a branching process tree span a branching process tree with the same offspring distribution, and by the definition of \( \Phi_{k-2} \), for any \( L \subseteq S_{k-1} \), we obtain

\[
\mathbb{P} \left( \bigcap_{\underline{s} \in L} \left\{ \tilde{R}_{\underline{s}}(r) < +\infty \right\} \right) \\
= \mathbb{E} \left( \prod_{\underline{s} \in S_{k-2}} \prod_{v \in \tilde{R}_{\underline{s}}(r)} \prod_{i \in [k] \setminus \text{set}(\underline{s})} \prod_{u \in \tilde{N}^*_i(v)} 1 \left( R\left( u, G_\infty(\text{set}(\underline{s})) \right) < +\infty \right) \left| F_{r,k-2} \right. \right)
\]
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\[
\begin{align*}
&= E \left( \prod_{s \in S_{k-2}} \prod_{v \in \tilde{R}_s} \prod_{u \in L_{(s)}} \prod_{i \in [k] \setminus \text{set}(u)} F_s(1-) \right) \\
&= E \left( \prod_{s \in S_{k-2}} \prod_{v \in \tilde{R}_s} \prod_{u \in L_{(s)}} \prod_{i \in [k] \setminus \text{set}(u)} \exp \left( \lambda_i (F_s(1-) - 1) \right) \right) \\
&= \Phi_{k-2} \left( \prod_{i \in [k] \setminus \text{set}(u)} q_{L,i} \right) \left( \prod_{s \in S_{k-2}} \right). \quad (46)
\end{align*}
\]

Now by (39), Assumption 2.14, the inclusion-exclusion formula, the definition of \( L_J \), and (46), we obtain

\[
f^* \infty = \mathbb{P} \left( \forall j \in [k] : r \xrightarrow{-\ldots-\ldots} \infty \right)
\]

\[
= \mathbb{P} \left( \bigcap_{j \in [k]} \left( \bigcap_{s' \in S_{l-1}^j} \left\{ \left| \tilde{R}_{s'}(r) \right| < +\infty \right\} \right) \right)
\]

\[
= \sum_{J \subseteq [k]} (-1)^{|J|} \cdot \mathbb{P} \left( \bigcap_{j \in J} \bigcap_{s' \in S_{l-1}^j} \left\{ \left| \tilde{R}_{s'}(r) \right| < +\infty \right\} \right)
\]

\[
= \sum_{J \subseteq [k]} (-1)^{|J|} \cdot \Phi_{k-2} \left( \prod_{i \in [k] \setminus \text{set}(u)} q_{L,i} \right). \quad (47)
\]

**Proof of Theorem 2.20.** Let \( \varepsilon \geq 0 \) and let \( G^\varepsilon_\infty := G^\varepsilon_\infty(r) \sim G_\infty(\Delta(\varepsilon)) \), where \( \Delta(\varepsilon) = \left( \frac{1 + \varepsilon}{k-1}, \ldots, \frac{1 + \varepsilon}{k-1} \right) \in \mathbb{R}_+^k. \) Since \( \Delta(\varepsilon) \) is homogeneous,

\[
\theta_i^k(\varepsilon) := \mathbb{P} \left( r \xrightarrow{G^\varepsilon_\infty} \infty \right) = \mathbb{P} \left( r \xrightarrow{G^\varepsilon_\infty} \infty \right)
\]

holds for any \( i \in [k]. \)

Note that if \( \varepsilon < \frac{1}{k-2} \), then Assumption 2.14 holds, so by (39) and the disjointness of the sets \( \tilde{N}^{\varepsilon}_{k-1}(r, G^\varepsilon_\infty) \) for all \( i \in [k] \), we obtain
\begin{align*}
    f_\infty^*(\varepsilon) &= \mathbb{P} \left( \forall i \in [k] \ \exists v \in \tilde{N}_{k-1}^i(r, G_\infty^\varepsilon) : \ v \xrightarrow{(G_\infty^\varepsilon)^i} \infty \right) \\
    &= \mathbb{E} \left( \prod_{i \in [k]} \left( 1 - \left(1 - \theta^{\wedge i}(\varepsilon)\right) |\tilde{N}_{k-1}^i(r, G_\infty^\varepsilon)| \right) \right) . \tag{47}
\end{align*}

Clearly,
\[ \lambda^{\wedge i}(\varepsilon) := \sum_{i \in [k-1]} \lambda_j(\varepsilon) = 1 + \varepsilon \]
holds, thus by Corollary 3.19 of [27], we have
\[ \lim_{\varepsilon \to 0^+} \frac{\theta^{\wedge i}(\varepsilon)}{\varepsilon} = 2. \]
Hence,
\[ \lim_{\varepsilon \to 0^+} \frac{f_\infty^*(\varepsilon)}{\varepsilon^k} = 2^k \lim_{\varepsilon \to 0^+} \frac{f_\infty^*(\varepsilon)}{\left( \theta^{\wedge i}(\varepsilon) \right)^k} . \tag{48} \]
and now we show
\[ \lim_{\varepsilon \to 0^+} \frac{f_\infty^*(\varepsilon)}{\left( \theta^{\wedge i}(\varepsilon) \right)^k} = \mathbb{E} \left( \prod_{i \in [k]} |\tilde{N}_{k-1}^i(r, G_\infty^0)| \right) . \tag{49} \]

By Assumption 2.14, there exists \( \varepsilon_0 \geq 0 \) such that
\[ \mathbb{E} \left( \prod_{i \in [k]} |\tilde{N}_{k-1}^i(r, G_\infty^\varepsilon)| \right) < +\infty . \]

Then by the monotone coupling the random variables \( |\tilde{N}_{k-1}^i(r, G_\infty^\varepsilon)| \) for all \( \varepsilon \in [0, \varepsilon_0] \), and by Bernoulli’s inequality, we obtain
\[
\prod_{i \in [k]} \left( 1 - \left(1 - \theta^{\wedge i}(\varepsilon)\right) |\tilde{N}_{k-1}^i(r, G_\infty^\varepsilon)| \right) \leq \prod_{i \in [k]} |\tilde{N}_{k-1}^i(r, G_\infty^\varepsilon)| \leq \prod_{i \in [k]} |\tilde{N}_{k-1}^i(r, G_\infty^{\varepsilon_0})| .
\]

Thus by the dominated convergence theorem, by the choice of \( \varepsilon_0 \), and by L’Hospital’s rule,
\[
\lim_{\varepsilon \to 0^+} \mathbb{E} \left( \prod_{i \in [k]} \frac{1 - \left(1 - \theta^{\wedge i}(\varepsilon)\right) |\tilde{N}_{k-1}^i(r, G_\infty^\varepsilon)|}{\theta^{\wedge i}(\varepsilon)} \right) = \frac{1}{\lambda^{\wedge i}(\varepsilon)} .
\]
Thus by (47), we obtain that (49) holds.

Therefore, by (48), we obtain

\[
\lim_{\varepsilon \to 0_+} \frac{f^*_\infty(\varepsilon)}{\varepsilon^k} = 2^k \cdot \mathbb{E}\left( \prod_{i \in [k]} \left| \tilde{N}^{\lambda_i}_{k-1}(r, G^*_\infty) \right| \right) =: C(k).
\]

Now we want to express this constant \(C(k)\) using the generating function \(\Phi_{k-2}\), where we take the underlying parameter \(\lambda\) to be \(\lambda = \lambda(0) = \left(\frac{1}{k-1}, \ldots, \frac{1}{k-1}\right)\).

Since the sets \(\tilde{N}_\lambda(r, G^0_\infty)\) for all \(s \in S_{k-1}\) are disjoint, it follows that

\[
\mathbb{E}\left( \prod_{i \in [k]} \left| \tilde{N}^{\lambda_i}_{k-1}(r, G^0_\infty) \right| \right) = \mathbb{E}\left( \prod_{i \in [k]} \sum_{\lambda \in S^1_{k-1}} \left| \tilde{N}_\lambda(r, G^0_\infty) \right| \right) = \sum_{\lambda \in S^1_{k-1}} \mathbb{E}\left( \prod_{i \in [k]} \left| \tilde{N}_\lambda(r, G^0_\infty) \right| \right).
\]
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holds.

Let \( \xi_i \in S_{k-1} \) for all \( i \in [k] \). Since the random variables \( |\tilde{N}_k|_i (r, G^0_\infty) \) for all \( i \in [k] \) are conditionally independent given \( (|\tilde{R}_k|_i (r, G^0_\infty))_{R \in S_{k-1}} \), and their conditional distribution is Poisson with parameter \( |\tilde{R}_k|_i (r, G^0_\infty) \), we obtain

\[
E \left( \prod_{i \in [k]} |\tilde{N}_k|_i (r, G^0_\infty) \right) = \frac{1}{(k-1)^k} E \left( \prod_{i \in [k]} |\tilde{R}_k|_i (r, G^0_\infty) \right)
\]

Let us define the multivariate moment generating function

\[
\varphi \left( (x_{\xi})_{\xi \in S_{k-2}} \right) := \Phi_{k-2} \left( (e^{x_{\xi}})_{\xi \in S_{k-2}} \right) = E \left( \exp \left( \sum_{\xi \in S_{k-2}} |\tilde{R}_k|_\xi (r, G^0_\infty) \cdot x_{\xi} \right) \right)
\]

Since \( \varphi \) is the multivariate moment generating function of the random vector \( (|\tilde{R}_k|_\xi (r, G^0_\infty))_{\xi \in S_{k-2}} \), we obtain

\[
\frac{\partial^k}{\partial x_{\xi_1} \cdots \partial x_{\xi_k}} \varphi \left( (x_{\xi})_{\xi \in S_{k-2}} \right) \bigg|_{(x_{\xi})_{\xi \in S_{k-2}} = 0} = E \left( \prod_{i \in [k]} |\tilde{R}_k|_i (r, G^0_\infty) \right)
\]

Hence,

\[
C(k) = 2^k E \left( \prod_{i \in [k]} |\tilde{N}_k|_i (r, G^0_\infty) \right) = 2^k \sum_{(\xi, \xi)_{\xi \in S_{k-1}}} E \left( \prod_{i \in [k]} |\tilde{N}_k|_i (r, G^0_\infty) \right)
\]

\[
= \frac{2^k}{(k-1)^k} \sum_{(\xi, \xi)_{\xi \in S_{k-1}}} E \left( \prod_{i \in [k]} |\tilde{R}_k|_i (r, G^0_\infty) \right)
\]

\[
= \frac{2^k}{(k-1)^k} \sum_{(\xi, \xi)_{\xi \in S_{k-1}}} \frac{\partial^k}{\partial x_{\xi_1} \cdots \partial x_{\xi_k}} \Phi_{k-2} \left( (e^{x_{\xi}})_{\xi \in S_{k-2}} \right) \bigg|_{(x_{\xi})_{\xi \in S_{k-2}} = 0}
\]

which can be expressed explicitly using an iterated composition of the Lambert \( W \) function and elementary functions since the same is true for \( \Phi_{k-2} \) by Lemma 6.2.3.

In particular, when \( k = 2 \), then \( \Phi_0(e^x) = e^x \), thus \( C(2) = 4 \).

When \( k = 3 \), then by Lemma 6.2.3,

\[
\Phi_1(e^{x_1}, e^{x_2}, e^{x_3}) = \prod_{i \in [3]} \exp \left( \frac{1 + e}{2} \left( F(i)(e^{x_i}) - 1 \right) \right)
\]
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where by (45),

\[ F_{(i)}(z) = \frac{-W(-\frac{1}{2} \cdot e^{-\frac{1}{2} \cdot z})}{2} \]

for any \( i \in [3] \). Using the identities

\[ \frac{d}{dz} W(z) = \frac{W(z)}{z(1 + W(z))} \quad \text{if} \quad z \notin \{0, -1/e\} \]

and

\[ W(z e^z) = z \quad \text{if} \quad z \geq 0 \]

we can obtain \( C(3) = 32 \).

Similarly (but with significantly more work), we obtain the value \( C(4) = 624 \).

Recall that we obtained the same values for \( C(k) \) when \( k \in \{2, 3, 4\} \) using a different approach at the end of Section 6.1, too. \( \square \)

7 The case of two colors

In Theorem 2.15, we already proved that the empirical color-avoiding connected component size densities converge. In this section, we give explicit formulas for their limit when there are only two colors.

**Theorem 7.1.** Let \( \lambda_{\text{red}}, \lambda_{\text{blue}} \in \mathbb{R}_+, \ell \in \mathbb{N}_+ \), and let \( G_\infty := G_\infty(r) \sim G_\infty((\lambda_{\text{red}}, \lambda_{\text{blue}})) \) be a two-colored ECBP tree. Then

\[
f_\ell^* = 1[\ell = 1] \cdot \hat{\rho}^*((0, 0)) + \sum_{m \in \mathbb{N}_+} \left( \left( \frac{m - 1}{\ell - 1} \right) (\theta_{\text{blue}})^{\ell - 1} (1 - \theta_{\text{blue}}) m^{\ell - 1} \cdot \exp\left( -\lambda_{\text{red}} \cdot (1 - \theta_{\text{red}}) \cdot m \cdot (\lambda_{\text{red}}(1 - \theta_{\text{red}}) \cdot m)^{m - 1} \right) \cdot \hat{\rho}^*((1, 0)) \right) + \sum_{m \in \mathbb{N}_+} \left( \left( \frac{m - 1}{\ell - 1} \right) (\theta_{\text{red}})^{\ell - 1} (1 - \theta_{\text{red}}) m^{\ell - 1} \cdot \exp\left( -\lambda_{\text{blue}} \cdot (1 - \theta_{\text{blue}}) \cdot m \cdot (\lambda_{\text{blue}}(1 - \theta_{\text{blue}}) \cdot m)^{m - 1} \right) \cdot \hat{\rho}^*((0, 1)) \right), \quad (50)
\]

where

\[
\hat{\rho}^*((0, 0)) = \exp\left( -\lambda_{\text{red}} - W\left( -\lambda_{\text{red}} e^{-\lambda_{\text{red}}} \right) - \lambda_{\text{blue}} - W\left( -\lambda_{\text{blue}} e^{-\lambda_{\text{blue}}} \right) \right),
\]

\[
\hat{\rho}^*((1, 0)) = -\hat{\rho}^*((0, 0)) - \frac{W(-\lambda_{\text{red}} e^{-\lambda_{\text{red}}})}{\lambda_{\text{red}}},
\]

\[
\hat{\rho}^*((0, 1)) = -\hat{\rho}^*((0, 0)) - \frac{W(-\lambda_{\text{blue}} e^{-\lambda_{\text{blue}}})}{\lambda_{\text{blue}}}. \]
Proof. By the definition of \( f^*_\ell \) and by the total law of probability, we obtain
\[
f^*_\ell = \sum_{\gamma \in \{0,1\}^2} \mathbb{P}
\left(\left|\tilde{\mathcal{C}}^*(r)\right| = \ell \mid \hat{\mathcal{C}}^*(r) = \gamma\right) \cdot \hat{p}^*(\gamma).
\]

Now let us look at the summands separately. Note that any red-avoiding path contains only blue edges, and similarly, any blue-avoiding path contains only red edges.

If \( \gamma = (1,1) \), then by Lemma 5.1.1, we obtain
\[
\mathbb{P}
\left(\left|\tilde{\mathcal{C}}^*(r)\right| = \ell \mid \hat{\mathcal{C}}^*(r) = (1,1)\right) \leq \mathbb{P}
\left(\left|\tilde{\mathcal{C}}^*(r)\right| < \infty \mid \hat{\mathcal{C}}^*(r) = (1,1)\right) = 0.
\]

If \( \gamma = (0,0) \), then clearly,
\[
\mathbb{P}
\left(\left|\tilde{\mathcal{C}}^*(r)\right| = \ell \mid \hat{\mathcal{C}}^*(r) = (0,0)\right) = 1[\ell = 1].
\]

If \( \gamma = (1,0) \), then conditional on \( \hat{\mathcal{C}}^*(r) = (1,0) \), the branching process \( (\left|\tilde{R}^{red}_\infty\right|)_d \in \mathbb{N} \) is subcritical and has offspring distribution \( \text{POI}(\lambda_{\text{red}}(1 - \theta_{\text{red}})) \) by Theorem 3.15 of [27], where \( \theta_{\text{red}} := \theta_{\text{red}} - \theta_{\text{blue}} \) and \( \theta_{\text{blue}} := \theta_{\text{red}} - \theta_{\text{red}} \) (cf. Definition 4.1.8). Thus the number of vertices of \( (\left|\tilde{R}^{red}_\infty\right|)_d \in \mathbb{N} \) has distribution \( \text{Borel}(\lambda_{\text{red}}(1 - \theta_{\text{red}})) \). In addition, each vertex of \( (\left|\tilde{R}^{red}_\infty\right|)_d \in \mathbb{N} \) is of type either \((0,0)\) or \((1,0)\) independently of each other with probabilities
\[
\frac{\hat{p}^*((0,0))}{\hat{p}^*((0,0)) + \hat{p}^*((1,0))} = \frac{(1 - \theta_{\text{blue}})(1 - \theta_{\text{red}})}{1 - \theta_{\text{red}}} = 1 - \theta_{\text{blue}}
\]
and
\[
\frac{\hat{p}^*((1,0))}{\hat{p}^*((0,0)) + \hat{p}^*((1,0))} = \theta_{\text{blue}},
\]
respectively. Thus by the total law of probability,
\[
\mathbb{P}
\left(\left|\tilde{\mathcal{C}}^*(r)\right| = \ell \mid \hat{\mathcal{C}}^*(r) = (1,0)\right) = \sum_{m \in \mathbb{N}_+} \left(\mathbb{P}
\left(\left|\tilde{\mathcal{C}}^*(r)\right| = \ell \mid \hat{\mathcal{C}}^*(r) = (1,0), \left|\tilde{R}^{red}_\infty\right| = m\right) \cdot \mathbb{P}
\left(\left|\tilde{R}^{red}_\infty\right| = m \mid \hat{\mathcal{C}}^*(r) = (1,0)\right)\right)
= \sum_{m \in \mathbb{N}_+} \left(\left(\frac{m - 1}{\ell - 1}\right)(\theta_{\text{blue}})^{\ell-1}(1 - \theta_{\text{blue}})^{m-\ell}
\cdot \exp\left(-\lambda_{\text{red}} \cdot (1 - \theta_{\text{red}}) \cdot m \cdot (\lambda_{\text{red}}(1 - \theta_{\text{red}}) \cdot m)^{m-1}\right)\right).
\]
If \( \gamma = (0, 1) \), then similarly,
\[
P\left( |\tilde{C}^*(r)| = \ell \mid \hat{\mathbf{C}}^*(r) = (0, 1) \right) = \sum_{m \in \mathbb{N}_+} \left( \frac{(m-1)^{\ell-1}(1-\theta_{\text{red}})^{m-\ell}}{(\ell-1)!} \cdot \exp\left( -\lambda_{\text{blue}} \cdot (1-\theta_{\text{blue}}) \cdot m \right) \cdot \left( \lambda_{\text{blue}}(1-\theta_{\text{blue}}) \cdot m \right)^{m-1} \right).
\]
Therefore (50) holds. By (40), we obtain
\[
\begin{align*}
\hat{p}^*((0, 0)) &= 1 - p_{\{\text{red, blue}\}}, \\
\hat{p}^*((1, 0)) &= p_{\{\text{red, blue}\}} - p_{\{\text{blue}\}}, \\
\hat{p}^*((0, 1)) &= p_{\{\text{red, blue}\}} - p_{\{\text{red}\}},
\end{align*}
\]
and by Corollary 6.1.8, the stated result follows.

8 Open questions

Let us conclude our paper with a list of open questions and conjectures that we propose for future research.

Conjecture 8.1. Theorem 2.15 holds without Assumption 2.14.

Let us note that the recent paper \cite{16} resolved this conjecture in the affirmative, but we decided to keep it in our paper for reference.

In Section 6, we gave explicit, recursive formulas for the asymptotic density \( f_\infty^* \) of the giant color-avoiding connected component, and in Section 7, we gave a formula for the asymptotic density \( f_\ell^* \) of the set of vertices that belong to a color-avoiding connected component of size \( \ell \) for any \( \ell \in \mathbb{N}_+ \) in the case of \( k = 2 \) colors.

Question 8.2. Is there an explicit formula for \( f_\ell^* \) for any \( \ell \in \mathbb{N}_+ \) and for \( k \geq 3 \) colors?

It is well-known (see [2] and the references therein) that the cardinality \( |U_{\text{max}}(G_n)| \) of the largest component in an (uncolored) critical Erdős–Rényi graph \( G_n \) with \( n \) vertices is of order \( n^{2/3} \). It follows from Theorem 2.15 and Proposition 2.17 that if \( \lambda^{\downarrow i} = 1 \) for some \( i \in [k] \), then
\[
\frac{1}{n} \max_{v \in V(G_n)} |\tilde{C}(v, G_n)| \xrightarrow{P} 0, \quad n \to \infty.
\]

Question 8.3. Let \( k \in \mathbb{N}_+ \), \( \Delta \in \mathbb{R}_{+}^{k} \) and let \( G_n \sim G_n([n], \Delta) \) for all \( n \in \mathbb{N}_+ \). What is the order of magnitude of \( \max_{v \in [n]} |\tilde{C}(v, G_n)| \) if \( \lambda^{\downarrow i} = 1 \) for some \( i \in [k] \), and in particular, if \( \lambda^{\downarrow i} = 1 \) for all \( i \in [k] \)?
Let us note that the recent paper [16] contains some results in the vein of our Question 8.3, see Theorem 1.1 and Proposition 1.3 of [16].

We know from Theorem 2.20 that $C(k)$ is an integer if $k \in \{2, 3, 4\}$.

**Question 8.4.** Is $C(k)$ an integer for all $k \in \mathbb{N}_+$?

Our results pertain to one of the most fundamental edge-colored random graph models, i.e., the edge-colored Erdős–Rényi graph. A natural, more heterogeneous model of edge-colored random graphs is the following generalization of the well-known configuration model (see Section 1.3 in [29]). Let $k \in \mathbb{N}_+$ and let $p : \mathbb{N}_+^k \to [0, 1]$ satisfying $\sum_{d \in \mathbb{N}_+^k} p(d) = 1$. Let us consider a sequence of edge-colored graphs $G_n$ where the edge-colored degree sequence satisfies

$$\lim_{n \to \infty} \frac{1}{n} \left| \left\{ v \in V(G_n) : \text{the number of half-edges of color } i \text{ incident to } v \text{ is } d_i \right\} \right| = p(d_1, \ldots, d_k)$$

and the half-edges of the same color are matched according to the rules of the configuration model.

**Question 8.5.** Does Theorem 2.15 have an analogue in the above described edge-colored configuration model? Is there an explicit formula for the asymptotic density of the largest color-avoiding connected component?

Color-avoiding percolation was first introduced for vertex-colored graphs, see [12, 13]. The definition of color-avoiding connectivity in vertex-colored graphs is ambiguous. The two most interesting versions are as follows. In the first version, two vertices are color-avoiding connected in a vertex-colored graph if there exists a path between them whose internal vertices are not of color $i$ for any color $i$. Whereas in the second version, two vertices are color-avoiding connected if there exists a path between them using any colors and either at least one of the vertices is of color $i$ or there exists a path between them whose vertices are not of color $i$ for any color $i$. In [20], we showed that these two definitions can yield problems with highly different computational complexity.

**Question 8.6.** Does Theorem 2.15 have an analogue in a vertex-colored Erdős–Rényi random graph, i.e., in an Erdős–Rényi random graph whose vertices are randomly colored? Is there an explicit formula for the asymptotic density of the largest color-avoiding connected component?
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Appendix

Proof of 4.1.7. Since Assumption 2.14 holds, Claim 3.5 implies that \( \check{G}_{\infty,k-2}(r) \) is almost surely finite.

Now we show that for any \( d \in \mathbb{N} \), the sequence \( \left( G_{n,d}^{uc}(v_1,v_2) \right)_{n=1}^{\infty} \) converges in distribution to two i.i.d. copies of \( G_{\infty,d}^{uc}(r) \) in the sense that

\[
\lim_{n \to \infty} \mathbb{P} \left( G_{n,d}(v_1,v_2) \simeq F_1^{uc} \oplus F_2^{uc} \right) = \prod_{j \in [2]} \mathbb{P} \left( G_{\infty,d}(r) \simeq F_j^{uc} \right) \quad (51)
\]

for any pair of fixed finite, rooted, edge-colored (multi)graphs \( F_1 \) and \( F_2 \). By Claim 4.1.4, we have \( G_n^{uc} \sim \mathcal{G}_n([n], \lambda^{uc}) \). Thus by Exercise 2.14 of [28], \( G_n^{uc} \) converges in probability in the local weak sense (cf. Definition 2.9(b) of [28]) to an uncolored Poisson branching process tree in \( \mathcal{G}_\infty(\lambda^{uc}) \). This and Exercise 2.10 of [28] imply that the two-rooted graph sequence \( \left( G_{n,d}^{uc}(v_1,v_2) \right)_{n=1}^{\infty} \) converges in distribution in the local weak sense to two i.i.d. copies of \( G_{\infty,d}^{uc}(r) \), i.e., (51) holds.

Next, we show that for any \( d \in \mathbb{N} \), the two-rooted edge-colored graph sequence \( \left( G_{n,d}(v_1,v_2) \right)_{n=1}^{\infty} \) converges in distribution to two i.i.d. copies of \( G_{\infty,d}(r) \) in the sense that

\[
\lim_{n \to \infty} \mathbb{P} \left( G_{n,d}(v_1,v_2) \simeq F_1 \oplus F_2 \right) = \prod_{j \in [2]} \mathbb{P} \left( G_{\infty,d}(r) \simeq F_j \right), \quad (52)
\]

for any pair of fixed finite, rooted, edge-colored graphs \( F_1 \) and \( F_2 \). It follows from the definitions of ECER graphs and ECBP trees (cf. Definitions 2.5 and 2.8) that

\[
\lim_{n \to \infty} \mathbb{P} \left( G_{n,d}(v_1,v_2) \simeq F_1 \oplus F_2 \left| G_{n,d}^{uc}(v_1,v_2) \simeq F_1^{uc} \oplus F_2^{uc} \right. \right) = \prod_{j \in [2]} \mathbb{P} \left( G_{\infty,d}(r) \simeq F_j \left| G_{\infty,d}^{uc}(r) \simeq F_j^{uc} \right. \right) .
\]

This and (51) imply (52).

For a number \( d \in \mathbb{N} \) and for a finite, rooted, edge-colored graph \( H \) with depth at most \( d \) (i.e. the distance of each vertex from the root is at most \( d \)), let \( B_d(H) \) denote the set of possible pairwise non-isomorphic realizations of the graph \( G_{\infty,d}(r) \), i.e. of the branching process tree \( G_{\infty}(r) \) up to depth \( d \), for which the event \( \{ \check{G}_{\infty,k-2}(r) \simeq H \} \) holds. Note that the event \( \{ \check{G}_{\infty,k-2}(r) \simeq H \} \) is
measurable with respect to the sigma-algebra generated by $G_{\infty,d}(r)$, thus
\[
\left\{ \tilde{G}_{\infty,k-2}(r) \simeq H \right\} = \bigcup_{F \in B_d(H)} \left\{ G_{\infty,d}(r) \simeq F \right\},
\]
i.e., the event $\{ \tilde{G}_{\infty,k-2}(r) \simeq H \}$ is the disjoint union of the events $\{ G_{\infty,d}(r) \simeq F \}$ for all $F \in B_d(H)$. Therefore,
\[
\prod_{j \in [2]} P(\tilde{G}_{\infty,k-2}(r) \simeq H_j) = \sum_{F_1 \in B_d(H_1)} \sum_{F_2 \in B_d(H_2)} \prod_{j \in [2]} P(G_{\infty,d}(r) \simeq F_j). \tag{53}
\]

Let
\[
E_d(v_1, v_2, G_n) := \{ G_{n,d}(v_1, v_2) \text{ is a forest with two components} \}.
\]
Then
\[
\left\{ \tilde{G}_{n,k-2}(v_1, v_2) \simeq H_1 \oplus H_2, \ E_d(v_1, v_2, G_n) \right\}
\]
\[
= \bigcup_{F_1 \in B_d(H_1)} \bigcup_{F_2 \in B_d(H_2)} \left\{ G_{n,d}(v_1, v_2) \simeq F_1 \oplus F_2 \right\}
\]
for any number $d \in \mathbb{N}$ and for any pair of fixed finite, rooted, edge-colored graphs $H_1$ and $H_2$ with depth at most $d$. Note that by (52), we have
\[
\lim_{n \to \infty} E_d(v_1, v_2, G_n) = 1.
\]
Thus,
\[
\lim_{n \to \infty} P(\tilde{G}_{n,k-2}(v_1, v_2) \simeq H_1 \oplus H_2) = \lim_{n \to \infty} P(\tilde{G}_{n,k-2}(v_1, v_2) \simeq H_1 \oplus H_2, E_d(v_1, v_2, G_n))
\]
\[
= \lim_{n \to \infty} \sum_{F_1 \in B_d(H_1)} \sum_{F_2 \in B_d(H_2)} P(G_{n,d}(v_1, v_2) \simeq F_1 \oplus F_2). \tag{54}
\]

Let $B_d$ denote the set of pairwise non-isomorphic possible realizations of $G_{\infty,d}(r)$. Clearly,
\[
\lim_{n \to \infty} \sum_{F_1, F_2 \in B_d} P(G_{n,d}(v_1, v_2) \simeq F_1 \oplus F_2) = \lim_{n \to \infty} E_d(v_1, v_2, G_n) = 1
\]
and by (52), we have
\[
\sum_{F_1, F_2 \in B_d} \lim_{n \to \infty} P(G_{n,d}(v_1, v_2) \simeq F_1 \oplus F_2)
\]
\[ \sum_{F_1, F_2 \in B_d} \prod_{j \in [2]} \mathbb{P}(G_{\infty,d}(r) \simeq F_j) = 1, \]

so Scheffé’s lemma [22] can be applied to obtain

\[ \lim_{n \to \infty} \sum_{F_1, F_2 \in B_d} \left| \mathbb{P}(G_{n,d}(v_1, v_2) \simeq F_1 \oplus F_2) - \prod_{j \in [2]} \mathbb{P}(G_{\infty,d}(r) \simeq F_j) \right| = 0. \]

In particular, since \( B_d(H_1), B_d(H_2) \subseteq B_d \), we have

\[ \lim_{n \to \infty} \sum_{\substack{F_1 \in B_d(H_1), F_2 \in B_d(H_2) \in [2]} \left| \mathbb{P}(G_{n,d}(v_1, v_2) \simeq F_1 \oplus F_2) - \prod_{j \in [2]} \mathbb{P}(G_{\infty,d}(r) \simeq F_j) \right| = 0. \]

Thus by (54) and (53), we obtain

\[ \lim_{n \to \infty} \mathbb{P} \left( G_{n,k-2}(v_1, v_2) \simeq H_1 \oplus H_2 \right) = \lim_{n \to \infty} \sum_{\substack{F_1 \in B_d(H_1), F_2 \in B_d(H_2) \in [2]} \mathbb{P}(G_{n,d}(v_1, v_2) \simeq F_1 \oplus F_2) \]

\[ = \sum_{\substack{F_1 \in B_d(H_1), F_2 \in B_d(H_2) \in [2]} \mathbb{P}(G_{\infty,d}(r) \simeq F_j) = \prod_{j \in [2]} \mathbb{P}(G_{\infty,k-2}(r) \simeq H_j). \]

\[ \square \]

**List of Symbols**

- \( A(v, w) \) good event for ECER graphs: intersection of the events \( A_{1}^{i}, A_{2}^{i}, A_{3}(v, w), A_{4}(v, w) \), and all the events \( A_{5}^{i}(v, w), \ldots, A_{9}^{i}(v, w) \) with a supercritical index \( i \); see Definition 4.1.10

- \( A_{1}^{i} \) event of an ECER graph having a unique largest \( i \)-avoiding component; see Definition 4.1.10

- \( A_{2}^{i} \) event of the non-largest \( i \)-avoiding components of an ECER graph being small; see Definition 4.1.10

- \( A_{3}(v, w) \) event of the subgraph of an ECER graph explored from \( v \) and \( w \) until seeing \( k - 1 \) colors for the first time being a forest with two components; see Definition 4.1.10

- \( A_{4}(v, w) \) event of the set of vertices reachable from \( v \) or \( w \) with at most \( k - 2 \) colors being small in an ECER graph; see Definition 4.1.10
\( A^i_0(v, w) \) event of the \( i \)-avoiding boundary of \( \{v, w\} \) being small in an ECER graph; see Definition 4.1.10

\( A^i_1(v, w) \) event of the union of the largest \( i \)-avoiding components of the unexplored subgraph when exploring with \( k - 2 \) colors from \( v \) and \( w \) being large in an ECER graph; see Definition 4.1.10

\( A^i_2(v, w) \) event of the unexplored subgraph when exploring with \( k - 2 \) colors from \( v \) and \( w \) having a unique largest \( i \)-avoiding component in an ECER graph; see Definition 4.1.10

\( A^i_3(v, w) \) event of the non-largest \( i \)-avoiding components of the unexplored subgraph when exploring with \( k - 2 \) colors from \( v \) and \( w \) being small in an ECER graph; see Definition 4.1.10

\( A^i_4(v, w) \) event of the largest \( i \)-avoiding components of the unexplored subgraph when exploring with \( k - 2 \) colors from \( v \) and \( w \) being contained in the union of the largest \( i \)-avoiding components of the original ECER graph; see Definition 4.1.10

\( B(v) \) bad event for in ECER graphs: union of the events \( B_1(v) \) and \( B_2(v) \); see Definition 4.3.2

\( B_1(v) \) union of the events of two vertices being \( i \)-avoiding connected for the non-supercritical indices \( i \in [k] \setminus I_\lambda \) and for any two different vertices in \( v \); see Definition 4.3.2

\( B_2(v) \) union of the events of two vertices being both in a largest \( i \)-avoiding component but not in the same, or being in the same non-largest \( i \)-avoiding component, for the supercritical indices \( i \in I_\lambda \) and for any two different vertices in \( v \); see Definition 4.3.2

\( B^\tau_d \) set of pairwise non-isomorphic possible realizations of an ECBP tree up to depth \( d \) with color-avoiding horizon \( d - 1 \); see Definition 5.2.2

\( b(v) \) boundary vector of \( v \), i.e., the vector containing the sizes of \( i \)-avoiding boundaries \( \vec{N}_{k-1}^i(v) \) of \( v \) for every color \( i \in [k] \); see Definition 3.7

\( C(v) \) set of vertices in the connected component of \( v \)

\( \vec{C}(v) \) color-avoiding connected component of \( v \); see Definition 2.4

\( \vec{C}^*(r) \) set of friends of the root \( r \) (i.e., set of vertices that are \( i \)-avoiding connected to \( r \) possibly through infinity); see Definition 2.9

dist\((v, w)\), dist\((v, W)\) distance of the vertex \( v \) from the vertex \( w \) or from the vertex set \( W \), respectively; see (4)
\( D((v_j, \beta_j, m_j)_{j \in [2]}) \)

data of the occurrence of the event \( A_3(v_1, v_2) \) and the boundary vectors of \( v_1 \) and \( v_2 \) being \( \beta_1 \) and \( \beta_2 \), respectively, and the sets of vertices reachable from \( v_1 \) and \( v_2 \) with at most \( k - 2 \) colors having size \( m_1 \) and \( m_2 \), respectively, in an ECER graph; see Definition 4.2.11

\( D^*(\beta, m) \)
data of the boundary vector of the root being \( \beta \) and the set of vertices reachable from the root with at most \( k - 2 \) colors having size \( m \) in an ECBP tree; see Definition 4.2.5

\( f_\ell(G) \)
empirical distribution of vertices in color-avoiding connected components of size \( \ell \) in an ECER graph \( G \); see Definition 2.6

\( f_{\ell,d,F}(G) \)
empirical distribution of vertices whose color-avoiding connected components are of size \( \ell \) and whose explored subgraphs of depth \( d \) are isomorphic to \( F \) in an ECER graph \( G \); see Definition 5.2.3

\( F_2 \)
generating function of the total number of individuals in a branching process with offspring distribution \( \text{POI}(\lambda_{\text{set}(\Delta)}) \); see Definition 6.2.1

\( F_{v,h}, F_{v,w,h} \)
sigma-algebras generated by the edges and non-edges of the subgraphs \( \tilde{G}_h(v) \) or \( \tilde{G}_h(v, w) \); see Definition 4.1.2

\( f^*_\ell \)
probability of the root having exactly \( \ell \) friends in an ECBP tree; see Definition 2.10

\( f^*_{\ell,d,F} \)
probability of the root having exactly \( \ell \) friends and the ECBP tree up to depth \( d \) being isomorphic to \( F \); see Definition 5.2.2

\( f^*_\infty(\epsilon) \)
the probability of the root having infinitely many friends in an ECBP tree where all \( k \) colors have intensity \( \frac{1+\epsilon}{k-1} \); see Definition 2.19

\( G \sim G_n(V, \Delta) \)
\( G \) is an ECER graph on the vertex set \( V \) with parameter \( n \) and color density parameter vector \( \Delta \); see Definition 2.5

\( G - E' \)
edge-colored graph obtained from \( G \) by deleting the edges of \( E' \)

\( G - W \)
(edge-colored) graph obtained from \( G \) by deleting the vertices of \( W \)

\( G[W] \)
(edge-colored) subgraph of \( G \) induced by the vertex set \( W \)

\( G^I, G^i, G^{\text{uc}} \)
simple, uncolored graphs obtained from the edge-colored multigraph \( G \) by deleting all the edges of colors not in \( I \) or of color \( i \) or none of the edges, respectively; then ignoring the edge-coloring and keeping exactly one edge instead of parallel edges; see Definition 2.2
$G_d(v), G_d(v,w), G_{n,d}(v), G_{n,d}(v,w)$

explored subgraphs of depth $d$ with root $v$ or with roots $v$ and $w$, i.e., rooted or two-rooted subgraphs of the graph $G$, and those of the ECER graph $G_n$, respectively, spanned by the vertices at distance at most $d-1$ from $v$ or from $\{v, w\}$ plus the edges along with their endpoints that connect these spanned subgraphs to the rest of the graph; see Definition 4.1.1

$G_1 \oplus G_2$ disjoint union of the (edge-colored) graphs $G_1$ and $G_2$

$G_1 \simeq G_2$ $G_1$ and $G_2$ are isomorphic

$G_\infty(r) \sim G_\infty(\vec{\lambda})$

$G_\infty(r)$ is an ECBP tree with root $r$ and with color intensity parameter vector $\vec{\lambda}$; see Definition 2.8

$G_{\infty,d}(r)$ rooted subtree of the ECBP tree $G_\infty(r)$ spanned by the vertices at distance at most $d$ from $r$; see Definition 4.1.1

$G'_d(v), G'_d(v,w), G'_{n,d}(v), G'_{n,d}(v,w)$

subgraphs of the graph $G$, and those of the ECER graph $G_n$, respectively, that can be obtained by deleting the vertices at distance at most $d-1$ from $v$ or from $\{v, w\}$; see Definition 4.1.1

$\tilde{G}_h(v), \tilde{G}_h(v,w), \tilde{G}_{n,h}(v), \tilde{G}_{n,h}(v,w)$

rooted or two-rooted subgraphs of the graph $G$, and those of the ECER graph $G_n$, respectively, obtained by exploring from $v$ or from $\{v, w\}$ until seeing $h+1$ colors for the first time, i.e., the subgraphs spanned by the vertices reachable from $v$ or from $\{v, w\}$ with at most $h$ colors plus the edges along with their endpoints that connect these spanned subgraphs to the rest of the graph; see Definition 4.1.2

$\tilde{G}_{\infty,h}(r)$ rooted subtree of the ECBP tree $G_\infty(r)$ spanned by the vertices reachable from $r$ with at most $h$ colors plus one more edge; see Definition 4.1.2

$\tilde{G}'_{h}(v,w), \tilde{G}'_{n,h}(v,w)$

subgraph of the graph $G$, and that of the ECER graph $G_n$, respectively, that is left unexplored when exploring from $\{v, w\}$ with at most $h$ colors; see Definition 4.1.2

$I_\vec{\lambda}$ set of supercritical indices (i.e. of those $i \in [k]$ for which $\lambda_i > 1$); see Definition 4.1.9

$N(v), N(W)$ open neighborhood of the vertex $v$ or that of the vertex set $W$, respectively; see (2)
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\(\tilde{N}_h(v), \tilde{N}_h(W)\)
sets of vertices that can be reached from the vertex \(v\) or from the vertex set \(W\), respectively, with a path which uses exactly \(h\) colors and the color of the last edge is new, but cannot be reached with a path of at most \(h - 1\) colors; see Definition 3.7

\(\tilde{N}_{k-1}^i(v)\)
i-avoiding boundary of \(v\), i.e., the set of vertices that can be reached from \(v\) with a path which uses all of the colors in \([k] \setminus \{i\}\) and the color of the last edge does not appear elsewhere on this path, but cannot be reached with a path of at most \(k - 2\) colors; see Definition 3.7

\(\tilde{N}_s(v)\)
set of vertices reachable from \(v\) with a path on which new colors appear according to the color string \(s\) except the last edge, which is of the color of the last coordinate of \(s\) and the vertices are not reachable with a path of any shorter color string; see Definition 3.3

\(p_I\)
probability of the root being \(i\)-avoiding connected to infinity for some \(i \in I\) in an ECBP tree; see Definition 6.1.1

\(p(\gamma_1, \gamma_2 \mid D((v_j, \beta_j, m_j)_{j \in [2]}))\)
conditional probability of the occurrences of the type II events \(T(v_1, v_2, \gamma_1)\) and \(T(v_2, v_1, \gamma_2)\) given the data \(D((v_j, \beta_j, m_j)_{j \in [2]})\) in an ECER graph; see Definition 4.2.12

\(p^*(\gamma)\)
probability of the root having type I vector \(\gamma\) in an ECBP tree; see Definition 4.2.2

\(p^*(\gamma \mid D^*(\beta, m))\)
conditional probability of the root having type I vector \(\gamma\) given the data \(D^*(\beta, m)\) in an ECBP tree; see Definition 4.2.6

\(p_{\hat{\gamma}}^*(\gamma)\)
probability of the root having extended type I vector \(\gamma\) in an ECBP tree; see Definition 6.1.3

\(R(W)\)
set of vertices reachable from the vertex set \(W\); see (3)

\(R_d(v), R_d(W), R_{n,d}(v), R_{n,d}(W)\)
sets of vertices at distance exactly \(d\) from the vertex \(v\) or from the vertex set \(W\) in a graph \(G\), and in an ECER graph \(G_n\), respectively; see Definition 4.1.1

\(R_{\infty,d}\)
set of vertices at distance exactly \(d\) from the root in an ECBP tree \(G_{\infty}(r)\); see Definition 4.1.1

\(R_{I,\infty,d}, R_{i,\infty,d}\)
sets of vertices at distance exactly \(d\) from the root in an ECBP tree \(G_{\infty}(r)\) after deleting all the edges of colors not in \(I\) or of color \(i\), respectively; see Definition 4.1.1
\( R_d^\leq (v) \), \( R_d^\leq (W) \), \( R_{n,d}^\leq (v) \), \( R_{n,d}^\leq (W) \)
sets of vertices at distance at most \( d \) from the vertex \( v \) or from the vertex set \( W \) in a graph \( G \), and in an ECER graph \( G_n \), respectively; see Definition 4.1.1
\( R_{\infty,d}^\leq \)
set of vertices at distance at most \( d \) from the root in an ECBP tree \( G_\infty (r) \); see Definition 4.1.1
\( \tilde{R}_d(v) \)
set of vertices reachable from \( v \) with a path on which new colors appear according to the color string \( s \), but are not reachable with a path of a shorter color string; see Definition 3.3
\( \tilde{R}_d^\leq (v) \), \( \tilde{R}_d^\leq (W) \)
sets of vertices reachable from the vertex \( v \) or from the vertex set \( W \), respectively, with a path of at most \( h \) colors; see Definition 3.3
\( \tilde{s} \)
color string obtained from \( s \) by deleting its last coordinate; see Definition 3.2
\( S_h \)
set of color strings of length \( h \); see Definition 3.1
\( S_{k-1}^{i,j} \)
set of color strings of length \( k - 1 \) avoiding color \( i \); see Definition 6.2.4
\( \text{set}(s) \)
set of colors appearing in the color string \( s \); see Definition 3.1
\( \underline{s}i \)
concatenation of color string \( s \) and color \( i \); see Definition 3.2
\( \underline{t}(v) \)
color-avoiding type I vector of \( v \) in an ECER graph: for each supercritical index \( i \in I_\lambda \) its \( i \)-th coordinate is 1 if \( v \) belongs to a largest \( i \)-avoiding component and 0 otherwise; see Definition 4.2.3
\( \underline{t}^*(v) \)
color-avoiding type I vector of \( v \) in an ECBP tree: for each supercritical index \( i \in I_\lambda \) its \( i \)-th coordinate is 1 if \( v \) is \( i \)-avoiding connected to infinity and 0 otherwise; see Definition 4.2.1
\( \tilde{\underline{t}}(v) \)
extended color-avoiding type I vector of \( v \) in an ECBP tree: for each color \( i \in [k] \) its \( i \)-th coordinate is 1 if \( v \) is \( i \)-avoiding connected to infinity and 0 otherwise; see Definition 6.1.2
\( T(v, w, \gamma) \)
color-avoiding type II event in an ECER graph: the intersection of the type II subevents or their complements according to \( \gamma \); see Definition 4.2.9
\( T^\setminus(i, v, w) \)
color-avoiding type II subevent in an ECER graph: the event of at least one vertex in the \( i \)-avoiding boundary belonging to a largest \( i \)-avoiding component of the unexplored subgraph when exploring with \( k - 2 \) colors from \( v \) and \( w \); see Definition 4.2.9
\( \widehat{T}(v, \gamma, \beta, m) \) color-avoiding type III event in an ECER graph: the intersection of the type III subevents or their complements according to \( \gamma \); see Definition 4.2.14

\( \widehat{T}^{\lambda,i}(v, \beta, m) \) color-avoiding type III subevent in an ECER graph: the event of the existence of a vertex \( v_{i,j} \) of \( v \) belonging to a largest \( i \)-avoiding component; see Definition 4.2.14

\( U_{\text{max}}(G) \) vertices of the union of components with maximum cardinality in \( G \); see (1)

\( v \overset{G^{\lambda,i}}{\rightarrow} w \) \( v \) and \( w \) are \( i \)-avoiding connected in \( G \); see Definition 2.3

\( v \overset{G^{\lambda,i}}{\leftrightarrow} \infty \) \( v \) is \( i \)-avoiding connected to infinity in the ECBP tree \( G_{\infty} := G_{\infty}(r) \); see Definition 2.9

\( \Phi_h \) joint generating function of the number of vertices reachable from the root by different color strings consisting of exactly \( h \) colors in an ECBP tree; see Definition 6.2.2

\( \lambda \) color density/intensity parameter vector; see Definitions 2.5 and 2.8

\( \Delta(\varepsilon) \) vector of length \( k \) whose every coordinate is \( \frac{1+\varepsilon}{k-1} \); see Definition 2.19

\( \lambda^{\backslash i} \) sum of the coordinates of \( \lambda \) except the \( i \)-th one; see Definition 2.12

\( \lambda^{uc} \) sum of the coordinates of \( \lambda \); see Definition 2.12

\( \lambda_I \) sum of those coordinates of \( \lambda \) whose indices belong to \( I \); see Definition 2.12

\( \rho(v) \) number of vertices reachable from \( v \) with at most \( k-2 \) colors; see Definition 3.4

\( \tau_{\infty} \) color-avoiding horizon: the minimum of the \( i \)-avoiding horizons taken over each color \( i \in [k] \); see Definition 5.2.2

\( \tau_{\infty}^{\lambda,i} \) \( i \)-avoiding horizon: the maximum distance from \( r \) of the \( i \)-avoiding friends of the root \( r \); see Definition 5.2.2

\( \theta^{\lambda,i} \) survival probability of the branching process with offspring distribution POI(\( \lambda^{\backslash i} \)); see Definition 4.1.8
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