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We consider an OFDM-based decode-and-forward relay network with multiple uncorrelated equal power interferers over frequency-selective Rayleigh fading channels and derive a unified closed-form expression of average symbol-error ratio for M-ary phase-shift-keying (M-PSK) modulation. Simulations are carried out to validate our analyses.

1. Introduction

Relay communications, as a promising technique to help in attaining broader coverage and combating the impairments of the wireless channel, have gained significant interests at the beginning of this century [1–3]. Recently, various cooperation protocols, for example, amplify-and-forward (AF) and decode-and-forward (DF) [2], have been proposed for cooperative wireless networks. Subsequently, the performance analysis of the relay network has attracted a lot of interest, considering different issues, such as cooperation protocols [4], channel models [5], power allocation schemes [6], and so on.

Due to aggressive reusing of frequency channels for high-spectrum utilization, the cochannel interference (CCI) is unavoidable in the cellular system. By now, many excellent works have investigated the performance of the traditional point-to-point wireless system in the presence of CCI [7–9]. However, in the relay network, the CCI also appears, due to reusing the same frequency channel for both the competing users and the relays. In [10], the authors examine the feasibility of applying collaborative relays to the large-scale wireless network for the throughput improvement by modeling the interference-sensitive region. In [11], the authors consider a time-division multiple-access (TDMA) system in which a single time slot is shared by many relays and employ dual-hop relays to improve its throughput. Based on the model in [11], the authors in [12] consider the case where the destination is corrupted by a number of CCI, while the relay is only perturbed by an additive white Gaussian noise (AWGN) and obtain the closed-form expression of the outage probability for the dual-hop relay system.

It should be pointed out that all the aforementioned papers are confined to the single relay, the flat-fading channel, or the special case in which the interference only affects the destination node. In practice, most wireless transmissions experience the scattered and delayed propagation paths, which result in the so-called frequency-selective fading channels. For multiple relays and frequency-selective fading channels, more should be considered involving the selection of the relays, the combiner for combating multiple interferers at the relays and the destination, and so on.

For frequency-selective channels, the orthogonal frequency division multiplexing (OFDM) is often employed in practice. Hence, many works which have been provided are focusing on OFDM-based relay networks [13–15]. It remains an open problem to determine the performance of OFDM-based relay networks over frequency-selective fading channels. The performance of OFDM-based relay networks is a significative work for the system design.

Main Contribution. In this paper, we consider an OFDM-based DF relay network over frequency-selective Rayleigh fading channels. The optimum combining (OC) [7–9] is
employing to combat multiple uncorrelated equal power interferers at the relays and the destination. Based on the work of [16], we derive an unified closed-form expression of average SER for this relay network with M-PSK modulation.

The paper is organized as follows. Section 2 describes the system and channel models. The performance analysis is presented in Section 3. In Section 4, simulation results are given. Finally, some conclusions are drawn in Section 5.

Notation. The $N \times N$ identity matrix is denoted by $I_N$. $CN(0, R)$ denotes a circularly symmetric complex normal zero mean random vector with covariance matrix $R$. $(\cdot)^T$ and $(\cdot)^H$ denote the transpose and conjugate transpose of a vector/matrix, respectively.

2. System Model

In this paper, we consider a half-duplex relay network depicted in Figure 1, which is composed of one source node $S$, one destination node $D$, and a set of $K$ relays $R = \{R_1, \ldots, R_K\}$. Both the source node and the destination node are equipped with one antenna, while each relay has $L$ antennas in order to combat the multiple interferers in the network, but only one antenna is utilized at each relay for forwarding. In fact, such system architecture is also discussed in [17, 18]. The relay nodes, which are fixed, are located between the source and the destination. It is assumed that there is no direct link between the source and the destination because of long distance or obstacles. An OFDM transceiver with $N_{\text{sub}}$ subcarriers is available at each node. Perfect time and frequency synchronization among nodes are assumed. We also assume that a cyclic prefix (CP) is long enough to accommodate the channel delay spread.

We adopt an OFDM-based DF relaying strategy, and the transmission is divided into two distinct phases. In the first phase, the source node broadcasts the OFDM symbols to the $K$ relays. In the second phase, the relays, which can decode the signals properly (judged by the signal-to-noise ratio (SNR) threshold [19]), retransmit the corresponding subcarriers to the destination in a time-division-multiplex (TDM) mode. We consider that there are other $N_I$ sources (e.g., other users in the cellular network) as distinct interference sources in the relay network, and these interferers affect both the received signals at the relays and the destination (as Figure 1). Under such conditions, OC, which is a well-known method to combat fading and suppress the CCI in wireless communication systems with reception diversity, is employed to maximize the signal-to-interference plus noise ratio (SINR) at the relays and the destination.

In order to simplify the analysis, we suppose that each relay uses one antenna to retransmit the signal, and $K’ (K’ \in [0, K])$ relays can properly decode the received signal from the source node among $K$ relays. Further, the fading channels from any node to the $k$th antenna of the $k$th relay node or the destination node are all assumed to be quasi-static frequency-selective fading; that is, they do not change within one OFDM symbol, but vary from one symbol to another.

In this paper, $\hat{h}_{SR_{k,l}} = [\hat{h}_{SR_{k,l}}(0), \ldots, \hat{h}_{SR_{k,l}}(L_{\text{tap}} - 1)]^T$ and $\hat{h}_{I_{m,r_{k,l}}'} = [\hat{h}_{I_{m,r_{k,l}}'}(0), \ldots, \hat{h}_{I_{m,r_{k,l}}'}(L_{\text{tap}} - 1)]^T$ are assumed to be the channel impulse response (CIR) vectors from the source node and the $m$th interferer to the $k$th antenna of the $k$th relay node, respectively, while $\hat{h}_{R_{k,D}} = [\hat{h}_{R_{k,D}}(0), \ldots, \hat{h}_{R_{k,D}}(L_{\text{tap}} - 1)]^T$ and $\hat{h}_{D_{l,r_{k,l}}'} = [\hat{h}_{D_{l,r_{k,l}}'}(0), \ldots, \hat{h}_{D_{l,r_{k,l}}'}(L_{\text{tap}} - 1)]^T$ are the CIR vectors from the $k$th relay and $m$th interferer to the destination node at the subslot of $k$th relay node retransmitting, respectively, where $L_{\text{tap}}$ represents the number of taps of the corresponding channel. Each element of $\hat{h}_{SR_{k,l}}, \hat{h}_{I_{m,r_{k,l}}'}, \hat{h}_{R_{k,D}}$, and $\hat{h}_{D_{l,r_{k,l}}'}$ is modeled as a zero-mean complex Gaussian random variable with variance $\sigma^2_{x,l}$, $x \in \{SR_{k,l}, I_{m,r_{k,l}}', R_{k,D}, D_{l,r_{k,l}}', l = 1, \ldots, L, m = 1, \ldots, N_I, k = 1, \ldots, K\}$.

In the first phase, the source node broadcasts the OFDM symbols to the $K$ relays, while each relay is corrupted by a number of CCIIs. Denote $s_l = [s_l(0), \ldots, s_l(N_{\text{sub}} - 1)]^T$ as the frequency-domain symbol transmitted by the source node and $s_{l,n} = [s_{l,n}(0), \ldots, s_{l,n}(N_{\text{sub}} - 1)]^T$ as the frequency-domain interference symbol of the $n$th interferer normalized such that $P_S \equiv P_{r_{k}} = \cdots = P_{r_{N_I}}$, and the interference signals $s_{l,n}(n)$ is Gaussian distributed with zero mean and unit variance. This assumption is widely used in the literature, as in [8]. Thus, the received time-domain signal after moving the CP at the $k$th antenna of the $k$th relay can be expressed as

$$\tilde{y}_{r_{k}} = \sqrt{P_S} H_{SR_{k,l}} P^H s_l + \sqrt{P_{r_{k}} \sum_{m=1}^{N_I} H_{I_{m,r_{k,l}}'} P^H s_{l,n} + \tilde{n}_{r_{k}}}.$$ (1)
where $\tilde{H}_{SR,l}$ and $\tilde{H}_{la,R,l}$ are two $N_{sub} \times N_{sub}$ circulant matrices with $[h_{SR,l}]_{n \times (N_{sub} - L_{tap} - 1)}^T$ and $[h_{la,R,l}]_{n \times (N_{sub} - L_{tap} - 1)}^T$ as their first columns, respectively. $F$ is the unitary discrete Fourier transform matrix with $[F]_{n,q} = 1/\sqrt{N_{sub}} e^{2\pi i npq/N_{sub}}$, and $\tilde{n}_{la}$ is an AWGN vector with zero mean and covariance matrix $E[\tilde{n}_{la} \tilde{n}_{la}^H] = \sigma^2 I_{N_{sub}}$.

After taking FFT to $y_{la}$, the received frequency-domain signal at the $k$th antenna of $k$th relay can be written as follows:

$$y_{k,la} = \sqrt{P_k} H_{SR,l} F s + \sqrt{P_k} \sum_{m=1}^{N_{sub}} H_{la,R,l} F H_{SR,l} s + F \tilde{n}_{la} = \sqrt{P_k} H_{SR,l} F s + \sum_{m=1}^{N_{sub}} H_{la,R,l} F H_{SR,l} s + \tilde{n}_{la},$$

(2)

where $\tilde{n}_{la}$ is an AWGN vector with zero mean and covariance matrix $E[\tilde{n}_{la} \tilde{n}_{la}^H] = \sigma^2 I_{N_{sub}}$ and $H_{SR,l} = F H_{SR,l} F^H$. Under the assumption that CP is long enough, we have $H_{SR,l} = diag(h_{SR,l}(0), h_{SR,l}(1), \ldots, h_{SR,l}(N_{sub} - 1))$ and $H_{la,R,l} = diag(h_{la,R,l}(0), h_{la,R,l}(1), \ldots, h_{la,R,l}(N_{sub} - 1))$.

The complex array output vector at the $k$th relay can be written as

$$y_k(n) = \sqrt{P_k} h_{SR,l}(n) s(n) + \sum_{m=1}^{N_{sub}} \sqrt{P_k} h_{la,R,l}(n) s(m) + \tilde{n}_{la},$$

(3)

where $\tilde{n}_{la}$ represents the AWGN with zero mean and variance $\sigma^2$.

In order to combat the interferers, some alternatives can be used at the receiver, such as minimum mean-square error (MMSE) [20] and OC. In [20], the authors prove that MMSE and OC receivers are equivalent. We, however, focus on the OC receiver in this paper due to the feasibility of the analysis.

At the $k$th relay, the weights are selected to maximize the instantaneous SINR $\gamma_k(n)$ at the combiner, and thus $w_k(n) = R_{nl}^{-1}(n) h_{SR,l}(n)$, where $R_{nl}(n)$ is the noise-plus-interference covariance matrix of the $n$th subcarrier

$$R_{nl}(n) = E\left\{\sum_{m=1}^{N_{sub}} \sqrt{P_k} h_{la,R,l}(n) s(m) + \tilde{n}_{la} \right\}^H \sum_{m=1}^{N_{sub}} \sqrt{P_k} h_{la,R,l}(n) s(m) + \tilde{n}_{la}.$$  

(4)

For the OC receiver, $\gamma_k(n)$ is given by [21]

$$\gamma_k(n) = \frac{P_k \sum_{m=1}^{N_{sub}} h_{SR,l}(n) h_{SR,l}^H(n) s(n)}{\sum_{l=1}^{L} \lambda_{k,l} \gamma_k(n) s(n)} = \frac{\sum_{l=1}^{L} \lambda_{k,l} \gamma_k(n) s(n)}{\sum_{l=1}^{L} \lambda_{k,l} \gamma_k(n) s(n)}$$

(5)

where $\lambda_{k,l}$ are the eigenvalues of $\lambda_{k,l} = |h_{SR,l}(n)|^2 P_k/\sigma^2$. The instantaneous SNR of $k$th antenna, $\lambda_{k,1}(n), \ldots, \lambda_{k,L}(n)$ are the eigenvalues of $R_{nl}(n)$.

In the second phase, the $k$th relay checks whether its decoded symbols are correct. As we know, different ways can be used to do the judgment, such as using cyclic redundancy code (CRC) [22] or utilizing SNR threshold. In our paper, we use the SNR threshold method. That is to say, after OC, the relay checks the SNR of the received signal against a preset threshold. The relay decodes and forwards only when this SNR is greater than the threshold. Suppose that $K' \in [0,K]$ relays, which are $K_1, R_{k_2}, \ldots, R_{k_{K'}}$, can be selected to retransmit the decoded symbols using the SNR threshold, so the set of these relays can be denoted as $S_1 = \{R_{k_1}, R_{k_2}, \ldots, R_{k_{K'}}\}$. Then, these $K'$ relays will retransmit the information to the destination in the TDMA mode. Although the relays have been equipped with $L$ antennas, we consider that each relay uses one antenna to send the signal to the destination. As mentioned in [17], a single transmitting antenna is adopted to keep the cost comparable to a conventional single-antenna relay network, where one receiver chain is required. Similar to the channel from the source to the $k$th relay in (1), there are $N_I$ interferers between each selected relay and the destination. At the destination, the time-domain received signal from $k$th relay ($R_k \in S_1$) is

$$\tilde{y}_{D_k} = \sqrt{P_{R_k}} H_{R_k,D_k} F^H s + \sum_{m=1}^{N_{sub}} \sum_{l=1}^{L} h_{R_k,D_k}(n) h_{SR,l}(n) s(n) + \tilde{n}_{D_k},$$

(6)

where $P_{R_k}$ represents the transmitting power at the $k$th relay, and $\tilde{n}_{D_k}$ represents an AWGN vector with zero mean and covariance matrix $\sigma^2 I_{N_{sub}}$ at the destination. $H_{R_k,D_k}$ and $H_{la,D_k}$ are two $N_{sub} \times N_{sub}$ circulant matrices with $[h_{R_k,D_k}]_{n \times (N_{sub} - L_{tap} - 1)}^T$ and $[h_{la,D_k}]_{n \times (N_{sub} - L_{tap} - 1)}^T$ as their first columns, respectively.
Taking FFT to $\tilde{y}_{D_k}$, the received frequency-domain signal at the destination is
\[
y_{D_k} = \sqrt{P_k} F H_{R_kD_k} F^H s + \sqrt{P_f} \sum_{m=1}^{N_t} F H_{I_mD_k} F^H s_{I_m} + \mathbf{n}_{D_k},
\]
\[
= \sqrt{P_k} H_{R_kD_k} s + \sqrt{P_f} \sum_{m=1}^{N_t} H_{I_mD_k} s_{I_m} + \mathbf{n}_{D_k},
\]
where $\mathbf{n}_{D_k}$ is an AWGN vector with zero mean and covariance matrix $\sigma^2 1_{N_d}$. $H_{R_kD} = FH_{R_kD_k} F^H = \text{diag}(h_{R_kD}(0), \ldots, h_{R_kD}(N_{sub} - 1))$ and $H_{I_mD_k} = F H_{I_mD_k} F^H = \text{diag}(h_{I_mD_k}(0), \ldots, h_{I_mD_k}(N_{sub} - 1))$, where
\[
\begin{equation}
\hat{h}_x(n) = \sum_{p=0}^{L_{\text{tap}}} \hat{h}_x(p) e^{-j 2 \pi n p / N_{\text{sub}}}, \quad x \in \{ R_k, I_m, D_k \}, m = 1, \ldots, N_{I}, k = 1, \ldots, K,
\end{equation}
\]
\[\tilde{H}_{R_kD_k}(n) = \left[ h_{R_kD_k}(n), \ldots, h_{R_kD_k}(N_{sub} - 1) \right]^T, \quad \text{and} \quad \tilde{H}_{I_mD_k}(n) = \left[ h_{I_mD_k}(n), \ldots, h_{I_mD_k}(N_{sub} - 1) \right]^T, \]
\[\text{respectively. Let} \; \sqrt{P_k} = \text{diag}(\sqrt{P_{R_k}}, \ldots, \sqrt{P_{D_k}}), \text{the output vector at the destination is}
\]
\[
y_D(n) = \sqrt{P_k} h_{R_kD_k}(n) s(n) + \sqrt{P_f} \sum_{m=1}^{N_t} h_{I_mD_k}(n) s_{I_m}(n) + \mathbf{n}_{D_k},
\]
\[\text{where} \; y_D(n) = [ y_{D_k}(n), \ldots, y_{D_{K'}}(n) ]^T \text{and} \; \mathbf{n}_{D_k} = [ n_{D_k}(n), \ldots, n_{D_{K'}}(n) ]^T.
\]
\[\text{Comparing (8) with (3), there are some differences listed as follows. (a) The elements of} \; h_{SR_k}(n) \text{in (3) are i.i.d because they represent the channel responses of different antennas on the same relay, while the elements of} \; h_{R_kD_k}(n) \text{in (8) are independent but not necessarily identically distributed (i.i.d). (b) The transmitting power} \; P_k \text{from the source to each antenna of the} \; k\text{th relay is equal, but the transmitting power} \; P_{R_k} \text{from the} \; k\text{th relay to the destination is not necessary to be equal. Due to these practical limitations, the analysis is somewhat different. In the following section, we will discuss them in detail.}
\]
\[\text{At the destination,} \; R_{I_m}(n) \text{is given by}
\]
\[R_{I_m}(n) = P_f \sum_{m=1}^{N_t} h_{I_mD_k}(n) h_{I_mD_k}^H (n) + \sigma^2 1_{N_{I'}}.
\]
\[\text{With the OC receiver, the maximum instantaneous SINR at the destination combiner output is similar to (5), which is given by}
\]
\[y_D(n) = P_k h_{R_kD_k}(n) R_{I_m}(n) h_{R_kD_k}(n) = \sum_{k=1}^{K'} \sigma^2 \lambda_{D_k}(n) y_D(n),
\]
where $y_D(n) \triangleq [ h_{R_kD_k}(n) ]^T P_k / \sigma^2, \lambda_{D_k}(n), \ldots, \lambda_{D_{K'}}(n)$ are the eigenvalues of $R_{I_m}(n)$. Since $h_{I_m}(p), p = 0, \ldots, L_{\text{tap}} = 1, x \in \{ SR_k, I_m R_k, R_k D, I_m D_k \}, l = 0, \ldots, L - 1, m = 1, \ldots, N_{I}, k = 1, \ldots, K$ are mutually independent, all the subcarriers $h_{I_m}(n), n = 0, \ldots, N_{sub} - 1$ have the same distributions \cite{23}. Hence, we assume in this paper that $h_{SR_k}(n) \in \mathcal{CN}(0, \sigma^2 1_{N_{sub}})$, $h_{R_kD_k}(n) \in \mathcal{CN}(0, \sigma^2 1_{N_{sub}-1})$, and $h_{I_m}(n) \in \mathcal{CN}(0, \sigma^2 1_{N_{sub}-1})$, where $\sigma^2 1_{N_{sub}} = \sum_{l=0}^{L_{\text{tap}}-1} \sigma^2 1_{N_{sub}-1} = (d_{SR_k})^{-\mu}$, $\sigma^2 1_{N_{sub}-1} = \sum_{l=0}^{L_{\text{tap}}-1} \sigma^2 1_{N_{sub}-1} = (d_{R_kD_k})^{-\mu}$, $\sigma^2 1_{N_{sub}-1} = \sum_{l=0}^{L_{\text{tap}}-1} \sigma^2 1_{N_{sub}-1} = (d_{I_mD_k})^{-\mu}$, $d_{AB}$ denotes the distance between node A and node B, and $\mu$ is the path loss exponent. To be convenient for analysis, we assume $N_{I}$ interferers are all located nearly (e.g., at the edge of the cell), so the distance between each of them to any node (relay or destination) can be considered to be approximately equal, that is, $\sigma^2 1_{N_{sub}} \approx \cdots \approx \sigma^2 1_{N_{sub}} = \sigma^2 1_{N_{sub}}$. Consequently, $\sigma^2 1_{N_{sub}} = \sigma^2 1_{N_{sub}}$.

### 3. Performance Analysis
As mentioned above, these subcarriers are orthogonal to each other. For the sake of simplicity, we assume that all subcarriers experience independent flat Rayleigh fading similar to \cite{24}. Without loss of generality, the analysis will be aimed at the $n$th subcarrier.

Suppose that in the second phase $K' (K' \in [0, K])$ relays, which can properly decode the received signal, would be selected to retransmit to the destination node, and the other $K - K'$ relays will keep silence. Utilizing the total probability formula, the average SER of the $n$th subcarrier at the destination node with M-PSK modulation can be expressed as
\[
P_{e}(n) = \sum_{K'=0}^{K} P_{n} (e | K' \text{ relays are right}) \cdot P_{n} (K' \text{ relays are right}),
\]
where $P_{n} (e | K' \text{ relays are right})$ is the conditional SER of the $n$th subcarrier at the destination, conditioned on the situation that only $K'$ relays can decode the signal properly on the $n$th subcarrier. $P_{n} (K' \text{ relays are right})$ represents the probability of only $K'$ relays decoding the signal properly on the $n$th subcarrier. In what follows, we will discuss the two phases, respectively.

#### 3.1. The First Phase
In order to obtain $P_{n}(K' \text{ relays are right})$, let us consider the SER of the $n$th subcarrier at the $k$th relay. Similar to \cite{16}, the interference correlation matrix $R_{I_m}(n)$ is defined as
\[
R_{I_m}(n) = \sum_{m=1}^{N_t} h_{I_mD_k}(n) h_{I_mD_k}^H (n).
\]
In \cite{16}, the authors suppose that all the channel responses are i.i.d. zero-mean unit variance complex Gaussian random variables and obtain the probability density function (pdf) of eigenvalues of the interference correlation
matrix [16, Eq.6, Eq.8]. In order to make full use of these facts, we can rewrite (4) and (12) as follows:

\[
\mathbf{R}_{nl_k}(n) = P_I \sigma^2_{\Gamma_k} \sum_{m=1}^{N_l} \mathbf{h}_{nl_R_k}(n)\tilde{\mathbf{h}}_{nl_R_k}^H(n) + \sigma^2 \mathbf{I}_L, \tag{13}
\]

\[
\tilde{\mathbf{R}}_{l_k}(n) = \sum_{m=1}^{N_l} \tilde{\mathbf{h}}_{nl_R_k}(n)\tilde{\mathbf{h}}_{nl_R_k}^H(n), \tag{14}
\]

where \( \tilde{\mathbf{h}}_{nl_R_k}(n) = \mathbf{h}_{nl_R_k}(n)/|\mathbf{h}_{nl_R_k}(n)|, \tilde{\mathbf{h}}_{nl_R_k}(n) \in \mathbb{C}^N \). Let \( N_{\text{min}} \triangleq \min \{L, N_l\}, N_{\text{max}} \triangleq \max \{L, N_l\} \), and \( A_k(n) \) be the \( N_{\text{min}} \times N_{\text{min}} \) Vandermonde matrix [25], whose determinant is

\[
|A_k(n)| = \begin{vmatrix}
1 & 1 & \cdots & 1 \\
\lambda_{l_k,1}(n) & \lambda_{l_k,2}(n) & \cdots & \lambda_{l_k,N_{\text{min}}}(n) \\
\vdots & \vdots & \ddots & \vdots \\
\lambda_{l_k,1}^{N_{\text{min}}-1}(n) & \lambda_{l_k,2}^{N_{\text{min}}-1}(n) & \cdots & \lambda_{l_k,N_{\text{min}}}^{N_{\text{min}}-1}(n)
\end{vmatrix}
\]

\[
= \prod_{1 \leq i < j \leq N_{\text{min}}} (\lambda_{l_k,i}(n) - \lambda_{l_k,j}(n)). \tag{15}
\]

Then, the joint pdf of eigenvalues \( \lambda_{l_k,1}(n), \ldots, \lambda_{l_k,N_{\text{min}}}(n) \) of \( \tilde{\mathbf{R}}_{l_k}(n) \) can be written as

\[
p_{\lambda_{l_k,1}(n), \ldots, \lambda_{l_k,N_{\text{min}}}(n)}(\lambda_{l_k,1}(n), \ldots, \lambda_{l_k,N_{\text{min}}}(n)) = \prod_{l=1}^{N_{\text{min}}} \left( \frac{N_{\text{min}}!}{N_{\text{min}}^{N_{\text{min}}-1}(N_{\text{min}} - l)!} |A_k(n)|^2 \right)
\]

\[
\times \prod_{l=1}^{N_{\text{min}}} \left( \lambda_{l_k,l}(n) - \lambda_{l_k,j}(n) \right), \tag{16}
\]

where \( \lambda_{l_k,1}(n), \ldots, \lambda_{l_k,N_{\text{min}}}(n) \) > 0. It is clear from (14) that the rank of \( \tilde{\mathbf{R}}_{l_k}(n) \) is \( \min \{L, N_l\} \) when \( N_l \geq L \), \( \tilde{\mathbf{R}}_{l_k}(n) \) is full rank \( L \) and has eigenvalues, but when \( N_l < L \), \( \tilde{\mathbf{R}}_{l_k}(n) \) is rank-deficient and its \( L - N_l \) eigenvalues are zero.

For M-PSK modulation in the presence of Rayleigh fading, the conditional SER at the \( k \)th relay can be written as [21]

\[
P_{k,n}(e | \lambda_{l_k,1}(n), \ldots, \lambda_{l_k,N_{\text{min}}}(n)) = \frac{1}{\pi} \int_0^{(M-1)\pi/M} \left( \frac{\sin^2 \theta}{\sin^2 \theta + (\text{g}_{\text{PSK}} P_{\text{SR}} \sigma^2_{\Gamma_k}/\sigma^2)^2} \right)^{L-N_{\text{min}}} \times \prod_{l=1}^{N_{\text{min}}} \left( \sin^2 \theta + (\text{g}_{\text{PSK}} P_{\text{SR}} \sigma^2_{\Gamma_k}/(P_{\text{SR}} \sigma^2_{\Gamma_k} \lambda_{l_k,l}(n) + \sigma^2)^2) \right) d\theta, \tag{17}
\]

where \( \text{M}_{\text{PSK}}(\lambda_{l_k,1}(n), \ldots, \lambda_{l_k,N_{\text{min}}}(n)) \) is the conditional moment generating function (MGE) of \( \gamma_k(n) \), \( g_{\text{PSK}} = \sin^2 \pi/M \). From the foregoing analysis, \( \lambda_{l_k,l}(n), \ldots, \lambda_{l_k,N_{\text{min}}}(n) \) and \( \lambda_{l_k,1}(n), \ldots, \lambda_{l_k,N_{\text{min}}}(n) \) are the nonzero eigenvalues of \( \mathbf{R}_{nl_k}(n) \) and \( \tilde{\mathbf{R}}_{l_k}(n) \), respectively. From (13) and (14), it can be shown that \( \mathbf{R}_{nl_k}(n) = (P_I/\sigma^2_{\Gamma_k}) \tilde{\mathbf{R}}_{l_k}(n) + \sigma^2 \mathbf{I}_L \). Then, \( \lambda_{l_k,l}(n) \) and \( \lambda_{l_k,N_{\text{min}}}(n) \) can be related as

\[
\lambda_{l_k,l}(n) = P_I \sigma^2_{\Gamma_k} \lambda_{l_k,l}(n) + \sigma^2 \quad (j \in [1, N_{\text{min}}]), \tag{18}
\]

Substituting (18) into (5), we obtain

\[
y_k(n) = P_S \sum_{l=1}^{N_{\text{min}}} \frac{|h_{SR_k}(n)|^2}{\sigma^2} + P_S \sum_{l=N_{\text{min}}+1}^{L} \frac{|h_{SR_k}(n)|^2}{\sigma^2}. \tag{19}
\]

Since \( h_{SR_k}(n) \) has a \( \mathcal{CN}(0, \sigma^2_{\Gamma_k} \mathbf{I}_L) \) distribution, \( M_{y_k(n) | \lambda_{l_k,1}(n), \ldots, \lambda_{l_k,N_{\text{min}}}(n)} \) can be expressed as [16]

\[
M_{y_k(n) | \lambda_{l_k,1}(n), \ldots, \lambda_{l_k,N_{\text{min}}}(n)}(s) = \frac{1}{\left(1 - s \left( P_S \sigma^2_{\Gamma_k}/\sigma^2 \right) \right)^{L-N_{\text{min}}}} \times \frac{1}{\prod_{l=1}^{N_{\text{min}}} \left(1 - s \left( P_S \sigma^2_{\Gamma_k}/(P_{\text{SR}} \sigma^2_{\Gamma_k} \lambda_{l_k,l}(n) + \sigma^2) \right) \right)}.
\]

Substituting (20) into (17), we obtain

\[
P_{k,n}(e | \lambda_{l_k,1}(n), \ldots, \lambda_{l_k,N_{\text{min}}}(n)) = \frac{1}{\pi} \int_0^{(M-1)\pi/M} \left( \frac{\sin^2 \theta}{\sin^2 \theta + (\text{g}_{\text{PSK}} P_{\text{SR}} \sigma^2_{\Gamma_k}/\sigma^2)^2} \right)^{L-N_{\text{min}}} \times \prod_{l=1}^{N_{\text{min}}} \left( \frac{\sin^2 \theta + (\text{g}_{\text{PSK}} P_{\text{SR}} \sigma^2_{\Gamma_k}/(P_{\text{SR}} \sigma^2_{\Gamma_k} \lambda_{l_k,l}(n) + \sigma^2)^2) \right) d\theta.
\]

So the average SER of the \( k \)th subcarrier at the \( k \)th relay can be expressed as

\[
P_{k,n}(e) = \int_0^{\pi} \cdots \int_0^{\pi} P_{k,n}(e | \lambda_{l_k,1}(n), \ldots, \lambda_{l_k,N_{\text{min}}}(n)) \times p_{\lambda_{l_k,1}(n), \ldots, \lambda_{l_k,N_{\text{min}}}(n)}(\lambda_{l_k,1}(n), \ldots, \lambda_{l_k,N_{\text{min}}}(n)) \times d\lambda_{l_k,1}(n), \ldots, \lambda_{l_k,N_{\text{min}}}(n).
\]

Equation (23) is the SER for M-PSK with OC at the \( k \)th relay in the presence of \( N_l \) interferers. But it requires to evaluate an \( N_{\text{min}} \)-fold integral. In [16], by utilizing averaging techniques to exploit the properties of the Vandermonde determinant, the authors obtain the closed-form BER expressions for \( N_l < L \) and \( N_l \geq L \), respectively. But the results are only suitable for BPSK modulation under the assumption that all the channel responses are i.i.d zero-mean unit variance complex Gaussian random variables, which can be considered as a special case in our paper.
3.1.1. \( N_t \geq L \). Let \( N_{\min} = L, N_{\max} = N_t \). \( P_{k,n}(e | \lambda_{h,1}(n), \ldots, \lambda_{h,N_{\min}}(n)) \) in (21), be rewritten using partial fraction expansion, that is

\[
P_{k,n}(e | \lambda_{h,1}(n), \ldots, \lambda_{h,N_{\min}}(n))
= \frac{1}{\pi} \int_0^{(M-1)\pi/M} \prod_{i=1}^{N_{\min}} \left( \sin^2 \theta \left( \sin^2 \theta + \left( g_{PSK} P_{3R}^2 \sigma_{SR}^2 / (P_{1} \sigma_{IR}^2 \lambda_{h,i}(n) + \sigma^2) \right) \right) \right) d\theta
\]

\[
= \left[ \frac{1}{\pi} \int_0^{(M-1)\pi/M} \left( \sin^2 \theta \left( \sin^2 \theta + \left( g_{PSK} P_{3R}^2 \sigma_{SR}^2 / (P_{1} \sigma_{IR}^2 \lambda_{h,i}(n) + \sigma^2) \right) \right) \right) d\theta \right]_1^L \prod_{j=1}^{L} \frac{P_{1} \sigma_{IR}^2 \lambda_{h,i}(n) + \sigma^2}{P_{1} \sigma_{IR}^2 \left( \lambda_{h,i}(n) - \lambda_{h,j}(n) \right)}
\]

Using the [21, 5.A.15], (23) can be rewritten as

\[
P_{k,n}(e | \lambda_{h,1}(n), \ldots, \lambda_{h,N_{\min}}(n))
= \frac{M-1}{M} \sum_{L=1}^{L} \left[ \prod_{j=1}^{L} \frac{P_{1} \sigma_{IR}^2 \lambda_{h,i}(n) + \sigma^2}{P_{1} \sigma_{IR}^2 \left( \lambda_{h,i}(n) - \lambda_{h,j}(n) \right)} \right] \prod_{j=1}^{L} \frac{P_{1} \sigma_{IR}^2 \lambda_{h,i}(n) + \sigma^2}{P_{1} \sigma_{IR}^2 \left( \lambda_{h,i}(n) - \lambda_{h,j}(n) \right)}
\]

(24)

where \( c = g_{PSK} P_{3R}^2 \sigma_{SR}^2 / (P_{1} \sigma_{IR}^2 \lambda_{h,i}(n) + \sigma^2) \).

Following the same line in [16], we can obtain that

\[
P_{k,n}(e)
= \frac{M-1}{M} \prod_{L=1}^{L} \frac{1}{(L-1)!(N_t - L)!} \sum_{p=0}^{L-1} \beta_p \left[ \int_0^{\infty} \lambda_{h}^{N_t-L+p}(n) \exp(-\lambda_{h}(n)) d\lambda_{h}(n) \right]
\]

(25)

where,

\[
\beta_p = \frac{1}{\pi} \prod_{i=1}^{L} \frac{1}{(L-1)!} \left( \frac{L - 1 - i}{P} \right) \frac{(N_t - 1)!}{(N_t - L + i + 1)!}
\]

(26)

The function \( g_m(a) \) is defined in [16] as

\[
g_m(a) = \int_0^{\infty} \lambda_{h}^{m}(n) \exp(-\lambda_{h}(n)) \sqrt{\lambda_{h}(n) + a} d\lambda_{h}(n)
\]

(27)

In this paper, we introduce the functions \( \varphi_m(a, b) \) as

\[
\varphi_m(a, b) = \int_0^{\infty} \lambda_{h}^{m}(n) \exp(-\lambda_{h}(n)) \sqrt{\lambda_{h}(n) + a} d\lambda_{h}(n)
\]

(28)

where \( a > 0 \), \( m = 0, 1, 2, \ldots \).
Its closed-form expression is given by (A.11) of Appendix A. Thus, (25) can be rewritten as

$$P_{k,n}(e) = \frac{M - 1}{M} \prod_{l=1}^{L} (L - l)! (N_l - l)!$$

$$\times \sum_{p=0}^{L-1} \beta_p \left[ \frac{M}{2(M - 1)} \right]$$

$$\times \left[ g_{PSK} P_{2} \sigma_{R}^{2} g_{N_l} - \right]$$

$$\sum \beta_p \left[ \frac{M}{(M - 1)\pi} \right]$$

$$\times \phi_{N_l} - \left[ \frac{\sin^2 \theta}{\sin^2 \theta + \left( g_{PSK} P_{2} \sigma_{R}^{2} / (P_{1} \sigma_{f_{R}}) \right)} \right]$$

Hence, $P_{k,n}(e)$ can be written as (detailed derivations can be seen in Appendix B)

$$P_{k,n}(e)$$

$$\times \sum_{p=0}^{L-1} \beta_p \left[ \frac{M}{(M - 1)\pi} \right]$$

$$\times \left[ \frac{\sin^2 \theta}{\sin^2 \theta + \left( g_{PSK} P_{2} \sigma_{R}^{2} / (P_{1} \sigma_{f_{R}}) \right)} \right]$$

$$\sum \beta_p \left[ \frac{M}{(M - 1)\pi} \right]$$

$$\times \phi_{N_l} - \left[ \frac{\sin^2 \theta}{\sin^2 \theta + \left( g_{PSK} P_{2} \sigma_{R}^{2} / (P_{1} \sigma_{f_{R}}) \right)} \right]$$

Now, we focus on the evaluation of the integral $B$ defined as

$$B = \int_{0}^{\frac{\pi}{2}} \frac{\sin^2 \theta}{\sin^2 \theta + \left( g_{PSK} P_{2} \sigma_{R}^{2} / (P_{1} \sigma_{f_{R}}) \right)} \left[ \frac{\sin^2 \theta}{\sin^2 \theta + \left( g_{PSK} P_{2} \sigma_{R}^{2} / (P_{1} \sigma_{f_{R}}) \right)} \right] \frac{d\theta}{\sin^2 \theta + \left( g_{PSK} P_{2} \sigma_{R}^{2} / (P_{1} \sigma_{f_{R}}) \right)}$$

$$\times \phi_{N_l} - \left[ \frac{\sin^2 \theta}{\sin^2 \theta + \left( g_{PSK} P_{2} \sigma_{R}^{2} / (P_{1} \sigma_{f_{R}}) \right)} \right]$$

$$\sum \beta_p \left[ \frac{M}{(M - 1)\pi} \right]$$

$$\times \phi_{N_l} - \left[ \frac{\sin^2 \theta}{\sin^2 \theta + \left( g_{PSK} P_{2} \sigma_{R}^{2} / (P_{1} \sigma_{f_{R}}) \right)} \right]$$

$$\sum \beta_p \left[ \frac{M}{(M - 1)\pi} \right]$$

$$\times \phi_{N_l} - \left[ \frac{\sin^2 \theta}{\sin^2 \theta + \left( g_{PSK} P_{2} \sigma_{R}^{2} / (P_{1} \sigma_{f_{R}}) \right)} \right]$$

$$\sum \beta_p \left[ \frac{M}{(M - 1)\pi} \right]$$

$$\times \phi_{N_l} - \left[ \frac{\sin^2 \theta}{\sin^2 \theta + \left( g_{PSK} P_{2} \sigma_{R}^{2} / (P_{1} \sigma_{f_{R}}) \right)} \right]$$

After some mathematic transformations, a closed-form expression of $B$ is given by (C.7) of Appendix C. Thus, substituting (C.7) into (31), we can obtain the closed-form expression for the SER of the $n$th subcarrier at the $k$th relay.
when $N_I < L$ as follows:

$$P_{k,n}(e) = \frac{1}{\prod_{l=1}^{N_I} (N_I - l)! (L - l)!} \times \sum_{p=0}^{N_I-1} \beta_p \left[ L - N_I + p! \right]$$

$$+ \frac{T_1}{\pi} \sum_{q=0}^{L-N_I-1} \frac{c_1}{1 + c_1} \sum_{q=0}^{L-N_I-1} \frac{(2q)!}{q!} \left[ \frac{(q + p)!}{4(1 + c_1)^q} \right]$$

$$\times \left( -\frac{\sigma^2}{P_I \sigma_{R_k}^2} \right)^{L-N_I-q} \frac{2}{\sqrt{1 + c_1}}$$

$$\times \sum_{q=0}^{L-N_I-1} \frac{q!}{t!} \times \frac{(-1)^{t+q} (q + p)!}{4(1 + c_1)^q}$$

$$\times \sin \left( \frac{(2q - 2t) T_1}{2q - 2t} \right) - \frac{1}{2} \left[ \frac{1}{2} \text{sgn} \left( \frac{N_I}{2D_n} \right) + \frac{1}{2} \text{sgn} (D_2) \right]$$

$$\times \left[ \text{sgn} \left( \frac{N_I}{2D_n} \right) - \frac{1}{2} \text{sgn} (D_2) \right]$$

$$\times \frac{\left( g_{PSK} P_{S\sigma_{R_k}^2} \right)^{L-N_I}}{P_I \sigma_{R_k}^2} \times \frac{\left( g_{PSK} P_{S\sigma_{R_k}^2} + \sigma^2 \right)^{L-N_I}}{P_I \sigma_{R_k}^2}$$

$$\times \frac{\varphi_P \left( g_{PSK} P_{S\sigma_{R_k}^2} + \sigma^2 \right)^{L-N_I}}{P_I \sigma_{R_k}^2} \times \frac{\varphi_P \left( g_{PSK} P_{S\sigma_{R_k}^2} \right)^{L-N_I}}{P_I \sigma_{R_k}^2}

\times \frac{\varphi_P \left( g_{PSK} P_{S\sigma_{R_k}^2} + \sigma^2 \right)^{L-N_I}}{P_I \sigma_{R_k}^2} \times \frac{\varphi_P \left( g_{PSK} P_{S\sigma_{R_k}^2} \right)^{L-N_I}}{P_I \sigma_{R_k}^2},$$

Combining (29) and (33), we obtain the closed-form SER expression of the $n$th subcarrier at the $k$th relay. Thus, $P_{k,n}(K' \text{ relays are right})$ in (11) can be expressed as

$$P_{k,n}(K' \text{ relays are right}) = \sum_{k_1+k_2+\cdots+k_{K'}=K', k_i \in [0,1]} \prod_{m=1}^{K} p_{m,n}(e) (1 - P_{m,n}(e))^{k_m}.$$

Equation (38) is the closed-form SER expression of the $n$th subcarrier for DF relays in the presence of $N_I$ interferers.
Thus, the average SER of the whole system is
\[
P_{\text{SER}} = \frac{1}{N_{\text{sub}}} \sum_{n=1}^{N_{\text{sub}}} P_e(n).  \tag{39}
\]

Since all the subcarriers of one OFDM symbol have the same distributions [23], \( P_e(n) \) of all subcarriers at the destination are equal. It means that
\[
P_{\text{SER}} = P_e(n).  \tag{40}
\]

When a Gray code is used in the mapping, the equivalent bit error probability for \( M \)-PSK is well approximated as [26]
\[
P_b \approx \frac{1}{\log_2 M} P_{\text{SER}}.  \tag{41}
\]

As mentioned above, because of OFDM technology, the frequency-selective fading channel is converted to \( N_{\text{sub}} \) flat-fading channels, and all subcarriers are assumed to experience independent flat Rayleigh fading similar to [24]. Thus, no frequency diversity can be observed in this system, and the diversity order of the whole system is equal to that of the \( n \)th subcarrier.

According to [27], the diversity order \( d \) of the \( n \)th subcarrier is defined as
\[
d = - \lim_{\text{SNR} \to \infty} \log P_e(n) / \log \text{SNR}.  \tag{42}
\]

Intuitively, the definition can be understood as following. The term \( \log \text{SNR} \) is the capacity of a single-antenna channel. Spatial diversity \( d \) is the SNR exponent of the error probability and corresponds to the number of independently faded paths that a symbol passes through. In this paper, because we use multiple DF relays with SNR threshold, the selected relays retransmit the same signals to the destination node in the TDM mode. It can be well understood that this cooperative transmission is similar to the single-input-multiple-output (SIMO) channel. The diversity order of traditional SIMO channel is discussed in many papers, such as [16, 21, 28]. So, in this paper, the diversity order of the \( n \)th subcarrier can be considered to be equal to the number of the selected relays \( K \), where \( K \in [0, K] \). If \( P_S \gg P_I \), we can ignore the effects of the interferers and get the diversity order \( d = K \). However, if \( P_I \) is comparable with \( P_S \), the situation becomes complicated, we discuss it in following two aspects.

Firstly, we consider that \( N_I < L \). When \( \text{SNR} \to \infty \), the term \( \sigma^2 / P_I \sigma^2_{R_k} \) in (33) can be approximated as \( \sigma^2 / P_I \sigma^2_{R_k} \to 0 \). So \( P_{x,n}(e) \) in (33) is approximately to be zero. Substitute \( P_{x,n}(e) \) into (38), we can get that \( P_e(n) \approx P_e(e \mid K \text{ relays are right}) \). That is to say, \( K \) relays will be selected to retransmit the signals. Hence, the diversity order of the \( n \)th subcarrier is equal to \( K \).

Secondly, we consider that \( N_I \geq L \). Although it is difficult for us to calculate the asymptotic value of \( P_{x,n}(e) \) in (29), we can find that \( P_{x,n}(e) \) in (29) increases as the value of \( N_I - L \) increases. That is to say, the number of the selected relays is smaller than \( K \), and it becomes smaller and smaller as the value of \( N_I - L \) increases. Hence, the diversity order of the \( n \)th subcarrier is \( K \in [0, K] \).

We conclude that the diversity order of the whole system is affected by the number of the interferers \( N_I \), the number of the relay nodes \( K \), and the number of the relay antennas \( L \). In Section 4, we show how these parameters affect the diversity order through simulations.

### 4. Numerical Results

In this section, we verify our theoretical results through Monte-Carlo simulations. Simulations are carried out under the following settings: (1) the pathloss exponent is \( \mu = 2 \), (2) the SNR in the simulations is defined as \( P_I / \sigma^2 \) and \( \sigma^2 = 1 \), (3) it is assumed that one OFDM symbol has \( N_{\text{sub}} = 64 \) subcarriers, and (4) we also assume that \( L_{\text{tap}} = 6 \) and the power delay profile of each channel is uniform; that is, the tap of each channel is modeled as a zero-mean Gaussian random variable with variance \( \sigma^2_{\text{tap}} \), where \( x \in \{SR_k, IS_k R_k, RS_k, IS_k D, IS_k M, m = 1, \ldots, N_I, k = 1, \ldots, K \} \). A pseudorandom frequency interleaver [29] is used, so after deinterleaving adjacent subcarriers become approximately uncorrelated.

For various values of \( N_I \), \( L \), and \( K \), average signal-to-interference ratio (SIR) per branch \( P_I / P_I \) and average SNR per branch \( P_I / \sigma^2 \), we compare the simulation results with our theoretical results, using QPSK modulation as one case of \( M \)-PSK. Meanwhile, we compare the SER performance of different modulation such as BPSK, QPSK, and 8PSK. In Figures 2–4 and Figure 6, we assume all interferers are generated as Gaussian distribution, but in Figure 5, both the desired signal and the interference signal are assumed to be QPSK. From these figures, we can find that the theoretical results match the simulation results well.

Figure 2 shows the SER performance of the considered system versus average SNR per branch \( P_I / P_I \) with different values of \( N_I \), when QPSK modulation is used. In this figure, we consider \( N_I = 2, 3, 4, 5, 7, 8 \), \( L = 4 \) and \( K = 6 \) when SIR = 0 dB. From Figure 2, it can be concluded that: (1) for a given
SNR, the SER increases as the number of the interferers $N_I$ increases and (2) when $N_I < L$, $N_I < K$, for example, $N_I = 2$ or 3, the performance of the system is satisfactory, but the performance of the system is the worst while $N_I > L$, $N_I > K$.

We plot the SER versus the number of the relay nodes $K$ with SIR = 0 dB, SNR = 10 dB for $L = 6$ in Figure 3. In this figure, we consider $N_I = 2, 4, 6, 8$. From this figure, it can be shown that: (1) for a given working SNR, the more relays there are, the smaller the SER is and (2) for a given $K$, when $L > N_I$, the SER is smaller than that when $L \leq N_I$, and the space between these two kinds of curves (e.g., $N_I = 2, 4$ and $N_I = 6, 8$) becomes wider when the number of the relays becomes larger. That is to say, the increment of the number of the relay nodes can improve the SER performance of system with multiple interferers. Especially when the number of the relay antennas is large enough to combat the interferers at the relay node (i.e., $L > N_I$), the effect of increasing the number of the relay nodes to combat the interferers will become more effective.

The variation of the SER versus the number of the relay antennas $L$ with SIR = 0 dB, SNR = 10 dB for $K = 6$ is shown in Figure 5. We find that: (1) for a given SNR, the SER decreases as $L$ increases whether $N_I$ is equal to any value and (2) when the number of the relay antennas $L$ is bigger than a threshold value, the SER performance will be close to each other rather than decreasing evidently even if $L$ increases. It is mainly because that when $L$ is bigger than $N_I$, the SER of the $k$th relay will be smaller, while the probability of properly decoding at the $k$th relay will become higher. It is easy for us to understand that when the probability of properly decoding is high enough, the set of the selected relays in the system will be almost the same. That is to say, the diversity order of the destination node is almost the same, so the SER performance at the destination node will be close to each other.
Combining Figures 3 and 4, we can get the fact that increasing the number of the relay nodes, and the number of both relay antennas can improve the SER performance of the system because of increasing diversity order, but the effect of the former is more evident. That is to say, the number of the relay nodes affects the diversity order of the system more greatly. From Figures 3 and 4, we find that the diversity order can combat the interferers effectively, so if we cannot utilize enough numbers of the relays and relay antennas simultaneously, it had better to utilize as many as possible relay nodes to increase the diversity order of the system for improving the SER performance.

In Figure 5, we plot the SER versus average SIR per branch $P_i/P_f$ with SNR = 10 dB, $L = 4$ and $K = 6$, using different values of $N_f$, and the interference signals are generated as QPSK symbols. From this figure, it can be seen that: (1) although the interference signals are not Gaussian distributed, the simulation results are still very close to the theoretical results. That is to say, the Gaussian assumption for the interference which is necessary for obtaining the theoretical results is not critical for the accuracy of the SER expressions. A similar conclusion was drawn in [30]. In fact, it is well known that OC maximizes the SINR, irrespective of the distribution of the interference [30]; (2) it is obvious that the increase of $SIR$ can improve the SER performance of the system. Although the SER increases with the increase of $N_f$ for a given SIR, the more interferers there are in the system, the faster the rate at which the SER falls with the increase in SIR is.

The SER performances of the system versus SNR with M-PSK ($M = 2, 4, 8$) modulation are presented in Figure 6. Among BPSK, QPSK, and 8PSK modulation modes, the SER performance of 8PSK is worst while that of BPSK is best.

5. Conclusion

In this paper, we consider an OFDM-based multiple DF relays network over frequency-selective Rayleigh fading channels and derive an unified closed-form expression of average SER for M-PSK modulation in the presence of multiple interferers. Monte-Carlo simulations are carried out to verify our theoretical results.

In the practical OFDM-based relay network, the correlation among the subcarrier channels is unavoidable, and the performance analysis becomes more difficult. Hence, we consider it as a future work.

Appendices

A. $\varphi_m(a, b)$

$\varphi_m(a, b)$ is defined as follows:

$$
\varphi_m(a, b) = \int_0^a \frac{\lambda_k^m(n) \exp(-\lambda_k(n))}{\sqrt{\lambda_k(n) + a}} \times \arctan\left(\frac{b}{\sqrt{\lambda_k(n) + a}}\right) d\lambda_k(n), \quad (A.1)
$$

$a > 0, \quad m = 0, 1, 2, \ldots$

In order to evaluate $\varphi_m(a, b)$, we first change the variable of integration to $v = \lambda_k(n) + a$, so

$$
\varphi_m(a, b) = \int_a^\infty (v - a)^m \exp(a - v) \arctan\left(\frac{b}{\sqrt{v}}\right) dv. \quad (A.2)
$$

Using the binomial expansion of $(v - a)^m$, (A.2) can be rewritten as

$$
\varphi_m(a, b) = \exp(a) \sum_{i=0}^m \binom{m}{i} (-a)^{m-i} \times \int_a^\infty v^i \exp(-v) \arctan\left(bv^{-1/2}\right) dv. \quad (A.3)
$$

Now, let us focus on the evaluation of $R_i(a, b)$ which is defined as follows:

$$
R_i(a, b) = \int_a^\infty v^{i-1/2} \exp(-v) \arctan\left(bv^{-1/2}\right) dv. \quad (A.4)
$$

Integrating by parts, we obtain the following expression from (A.4):

$$
R_i(a, b) = a^{i-1/2} \arctan\left(ba^{-1/2}\right) \exp(-a) + \left(i - \frac{1}{2}\right) \int_a^\infty \exp(-v) v^{i-3/2} \arctan\left(bv^{-1/2}\right) dv - \frac{b}{2} \int_a^\infty \exp(-v) v^{i-2} \frac{dv}{1 + b^2v^{-1}}
$$

$$
= a^{i-1/2} \arctan\left(ba^{-1/2}\right) \exp(-a) + \left(i - \frac{1}{2}\right) R_{i-1}(a, b) - \frac{b}{2} F_i(a, b), \quad (A.5)
$$

where $F_i(a, b) = \int_a^\infty \exp(-v) (v^{i-2}/(1 + b^2v^{-1})) dv$.

Now, our task is to obtain the closed-form expression of $F_i(a, b)$. Because

$$
F_i(a, b) = \int_a^\infty \exp(-v) v^{i-1} \frac{dv}{v + b^2}
$$

$$
= \sum_{j=2}^i (-1)^{j-2} b^{2(j-2)} \int_a^\infty \exp(-v) v^{j-1} dv \quad (A.6)
$$

$$
+ (-1)^{j-1} b^{2(j-1)} \int_a^\infty \frac{\exp(-v)}{v + b^2} dv.
$$

With the help of [31, 8.350.2.11], $\int_a^\infty \exp(-v) v^{j-1} dv$ in (A.6) can be expressed as

$$
\int_a^\infty \exp(-v) v^{j-1} dv = \Gamma(i - j + 1, a). \quad (A.7)
$$

And with the help of [31, 3.352.2], $\int_a^\infty (\exp(-v)/(v + b^2)) dv$ in (A.6) can be expressed as

$$
\int_a^\infty \frac{\exp(-v)}{v + b^2} dv = -e^{b^2} E_i(-a - b^2). \quad (A.8)
$$
Thus, (A.6) can be rewritten as

\[ F_l(a, b) = \sum_{j=2}^{i} (-1)^{i-2} b^{2(i-2)} \Gamma(i - j + 1, a) \]
\[ - (-1)^{i-1} b^{2(i-1)} e^{dE} Ei(-a - b^2). \]  
(A.9)

After obtaining the closed-form expression of \( F_l(a, b) \), we can solve the difference equation (A.5) to yield [32]

\[ R_l(a, b) = \frac{\Gamma(i + 0.5)}{\Gamma(0.5)} R_0(a, b) + \arctan(ba^{-1/2}) \exp(-a) \]
\[ \times \sum_{p=1}^{i} \frac{\Gamma(i + 0.5)}{\Gamma(p + 0.5)} a^{p-1/2} \]
\[ - \frac{b}{2} \sum_{p=1}^{i} \frac{\Gamma(i + 0.5)}{\Gamma(p + 0.5)} a_p(a, b), \]  
(A.10)

where \( \Gamma(\cdot) \) denotes the gamma function, and \( R_0(a, b) \), which is the value of (A.4) when \( i = 0 \), can be calculated beforehand and used as the known constant value.

Substituting (A.9) and (A.10) into (A.3), we can obtain the closed-form expression for \( \varphi_m(a, b) \)

\[ \varphi_m(a, b) = \exp(a) \sum_{i=0}^{m} \left( \frac{m}{i} \right) (-a)^{m-i} R_i(a, b). \]  
(A.11)

**B. \( P_{k,n}(e) \)**

Let

\[ I_{L-N_l} \left( \frac{(M-1)\pi M}{M}; c_1, c_2 \right) \]
\[ = \frac{1}{\pi} \int_0^{\pi M} \left( \frac{\sin^2 \theta}{\sin^2 \theta + \left( g_{PSK} \sigma_{SR^2}^2 / \sigma^2 \right)} \right)^{L-N_l} \]
\[ \times \left( \frac{\sin^2 \theta}{\sin^2 \theta + \left( g_{PSK} \sigma_{SR^2}^2 / \left( P_l \sigma_{SR^2}^2 + \lambda_{l,j}(n) + \sigma^2 \right) \right)} \right) d\theta, \]  
(B.1)

where \( c_1 = g_{PSK} \sigma_{SR^2}^2 / \sigma^2, c_2 = g_{PSK} \sigma_{SR^2}^2 / \left( P_l \sigma_{SR^2}^2 + \lambda_{l,j}(n) + \sigma^2 \right) \), using the same technique as in the case of \( N_l \geq L, \) we can get the following expression:

\[ P_{k,n}(e) = \frac{1}{N_l} \left[ \prod_{l=1}^{N_l} (N_l - l)! (L - l)! \right] \]
\[ \times \sum_{l=1}^{N_l} \int_0^\pi \alpha^l \left( \lambda_{l,j}^N(n) \exp\left( -\lambda_{l,j}(n) \right) \right) \]
\[ \times L_{N_l} \left( \frac{(M-1)\pi M}{M}; c_1, c_2 \right) \sum_{p=0}^{N_l-1} \left[ \beta_p \lambda_{l,j}^p(n) \right] d\lambda_{l,j}(n), \]  
(B.2)

where \( \beta_p \) (\( p = 0, 1, \ldots, N_l - 1 \)) are the same form as (26) with \( L \) and \( N_l \) exchanged.

From [21, 5A.17] and [21, 5A.56], we know that

\[ I_{L-N_l} \left( \frac{(M-1)\pi M}{M}; c_1, c_2 \right) \]
\[ = \frac{1}{\pi} \int_0^{\pi M} \left( \frac{\sin^2 \theta}{\sin^2 \theta + \left( c_1 + c_2 \right)} \right)^{L-N_l} \]
\[ \times \left( \frac{\pi}{2} + \arctan \alpha \right) \sum_{p=1}^{m-1} \left( \frac{\alpha^p}{(1 + c_1)^p} \right)^{L-N_l} \]
\[ \times \left( \cos(\arctan \alpha) \right)^{2(p-t)+1} \],

\[ I_{L-N_l} \left( \frac{(M-1)\pi M}{M}; c_1, c_2 \right) \]
\[ = I_{L-N_l} \left( \frac{(M-1)\pi M}{M}; c_1 \right) - \frac{T_2}{\pi} \sqrt{c_2 / c_2 - c_1} \left( \frac{c_1}{c_2 - c_1} \right)^{L-N_l} \]
\[ + \frac{T_1}{\pi} \sqrt{c_1 / c_2 - c_1} \sum_{q=0}^{L-N_l-1} \left( \frac{c_2}{c_2 - c_1} \right)^{L-N_l-q} \left( \frac{2q}{q} \right), \]
\[ \times \left( \frac{2q}{t} \right) \times \left( \frac{(-1)^{t+q} \sin(2q - 2t) T_1}{4(1 + c_1)} \right)^q, \]  
(B.3)

where \( T_{ip} = (2p)/(4(p-t)4\{2(p-t) + 1\}) \), \( a = \sqrt{c_1/c_2 \cot(\pi/M)}, T_0 = (1/2) \arctan(N_p/D_p) + (\pi/2) \left[ 1 - \sin(N_p) \left( 1 + \sin(D_p) \right)/2 \right], N_p = 2\sqrt{p(1 + c_2) \sin 2\phi}, D_p = (1 + 2c_2) \cos 2\phi - 1, p = 1, 2, \phi = (M - 1)\pi/M. \)
Substituting (B.3) into (B.2), we can obtain the following expression:

\[
P_{k,n}(e) = \frac{1}{\prod_{i=1}^{N_1}(N_1 - 1)(L - 1)!} \times \sum_{p=0}^{N_1-1} \beta_p \left\{ I_{i-N_1} \left( \left( \frac{(M-1)\pi}{M} ; c_1 \right) (L - N_1 + p)! \right) 
\right. 
\left. \times \frac{T_1}{\pi} \sqrt{\frac{c_1}{1 + c_1}} \sum_{q=0}^{\frac{L-N_1-1}{2}} \left( \frac{2q}{q} \right) 
\right. 
\left. \times \left( \frac{(q+p)!}{[4(1+c_1)^t]^q} \right) - \frac{\sigma^2}{P_I \sigma_{IR_i}} \right\} 
\times \frac{\sin \left[ \frac{(2q - 2t)T_1}{2q - 2t} \right]}{[4(1+c_1)]^t} 
\left. \times \sin \left[ \frac{(2q - 2t)T_1}{2q - 2t} \right] \left( - \frac{\sigma^2}{P_I \sigma_{IR_i}} \right) \right] 
\left[ \frac{1}{\lambda_{i,j}(n)} \exp \left( -\lambda_{i,j}(n) \right) \right] 
\left. \times \left( - \frac{\sigma^2}{P_I \sigma_{IR_i}} \right) \right] 
\times \left( \frac{1}{\lambda_{i,j}(n)} \right) \right] 
\right\}. 
\]

\[ \text{(B.4)} \]

**C. The closed-form expression of B**

Because \( T_2 = (1/2) \arctan(N_2/D_2) + (\pi/2) \left[ 1 - \operatorname{sgn}(N_2)/(1 + \operatorname{sgn}(D_2)/2) \right] \), \( N_2 = 2\sqrt{c_2(1+c_2) \sin 2\phi} \), \( D_2 = (1 + 2c_2) \cos 2\phi - 1 \), \( \phi = (M-1)\pi/M \), we can rewritten \( T_2 \) into another form as

\[
T_2 = \frac{1}{2} \operatorname{sgn} \left( \frac{N_2}{D_2} \right) + \frac{1}{2} \times \pi - \frac{1}{2} \arctan \left( \frac{D_2}{N_2} \right) 
+ \frac{\pi}{2} \left[ 1 - \operatorname{sgn}(N_2) \frac{1 + \operatorname{sgn}(D_2)}{2} \right]. 
\]

\[ \text{(C.1)} \]

Now, our task is to simplify the expression of \( \arctan(D_2/N_2) \). Because

\[
\arctan \left( \frac{D_2}{N_2} \right) = \arctan \left( \frac{(1 + 2c_2) \cos 2\phi - 1}{2\sqrt{c_2(1+c_2) \sin 2\phi}} \right)
\]

\[ \text{(C.6)} \]

Let

\[
x = \frac{(\cos 2\phi - 1) \sqrt{\lambda_{i,j}(n)} \left( \frac{g_{PSK} P_I \sigma_{SR_i}^2 + \sigma^2}{P_I \sigma_{IR_i}^2} \right)}{2 \sin 2\phi \sqrt{g_{PSK} P_I \sigma_{SR_i}^2/P_I \sigma_{IR_i}^2}} 
+ \frac{\sqrt{g_{PSK} P_I \sigma_{SR_i}^2/P_I \sigma_{IR_i}^2} (\cos 2\phi + 1)}{2 \sin 2\phi \lambda_{i,j}(n) \left( \frac{g_{PSK} P_I \sigma_{SR_i}^2 + \sigma^2}{P_I \sigma_{IR_i}^2} \right)} 
\]

\[ \text{(C.2)} \]

we can find that

\[
xy = \frac{\cos^2 2\phi - 1}{4 \sin^2 2\phi} = -\frac{1}{4} < 1
\]

\[ \text{(C.4)} \]

With the help of [31, 1.625.8], (C.2) can be expressed as

\[
\text{arctan}(\frac{D_2}{N_2}) = \arctan(x + y) = \arctan \left( \frac{2x + 2y}{1 - 2x \cdot 2y} \right) = \arctan(2x) + \arctan(2y) = \frac{\pi}{2} - \arctan \left( \frac{1}{2x} \right) + \arctan(2y).
\]

\[ \text{(C.5)} \]
Substituting (C.6) into (32), we can obtain the closed-form expression of $B$

$$B = -\frac{1}{2} \left[ \frac{1}{2} \text{sgn} \left( \frac{N_2}{D_2} \right) + \frac{1}{2} \right] + \frac{1}{2} \text{sgn}(N_2) \left( \frac{1 + \text{sgn}(D_2)}{2} \right)$$

$$\times \sqrt{\frac{g_{PSK} P_{SSR}^2}{P_1 \sigma_{TR_1}^2}} \left( \frac{g_{PSK} P_{SSR}^2 + \sigma^2}{P_1 \sigma_{TR_1}^2} \right) \left( -\frac{\sigma^2}{P_1 \sigma_{TR_1}^2} \right)^{L-N_1}$$

$$- \frac{1}{2\pi} \sqrt{\frac{g_{PSK} P_{SSR}^2}{P_1 \sigma_{TR_1}^2} \left( -\frac{\sigma^2}{P_1 \sigma_{TR_1}^2} \right)^{L-N_1}}$$

$$\times \varphi_p \left( \frac{g_{PSK} P_{SSR}^2 + \sigma^2}{P_1 \sigma_{TR_1}^2} \cos 2\phi + 1 \right) \frac{g_{PSK} P_{SSR}^2}{P_1 \sigma_{TR_1}^2} \left( -\frac{\sigma^2}{P_1 \sigma_{TR_1}^2} \right)^{L-N_1}$$

$$\times \varphi_p \left( \frac{g_{PSK} P_{SSR}^2 + \sigma^2}{P_1 \sigma_{TR_1}^2} \cos 2\phi + 1 \right) \frac{g_{PSK} P_{SSR}^2}{P_1 \sigma_{TR_1}^2} \left( -\frac{\sigma^2}{P_1 \sigma_{TR_1}^2} \right)^{L-N_1}.$$

\[\text{(C.7)}\]
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