Cosmological constraints from the convergence 1-point probability distribution
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ABSTRACT
We examine the cosmological information available from the 1-point probability distribution (PDF) of the weak-lensing convergence field, utilizing fast L-PICOLA simulations and a Fisher analysis. We find competitive constraints in the Ω_m-σ_8 plane from the convergence PDF with 188 arcmin^2 pixels compared to the cosmic shear power spectrum with an equivalent number of modes (ℓ < 886). The convergence PDF also partially breaks the degeneracy cosmic shear exhibits in that parameter space. A joint analysis of the convergence PDF and shear 2-point function also reduces the impact of shape measurement systematics, to which the PDF is less susceptible, and improves the total figure of merit by a factor of 2 – 3, depending on the level of systematics. Finally, we present a correction factor necessary for calculating the unbiased Fisher information from finite differences using a limited number of cosmological simulations.

1 INTRODUCTION
Weak gravitational lensing provides a powerful probe of both geometry and structure growth in the Universe, probing the underlying distribution of dark matter through correlations in the observed shapes of background galaxies (e.g. Bartelmann & Schneider 2001 for review). Numerous works have examined the information on the cosmological density field encoded by the distribution of galaxy shapes; these works have primarily made use of the fields’ 2-point statistics (known as ‘cosmic shear’; e.g. Abbott et al. 2016 and references there-in). The 2-point information in the power spectrum (or, equivalently, the correlation function) contains the complete statistical characterization for Gaussian fields. For an initially Gaussian density field, evolution in the linear regime leaves the Gaussian nature of the field unchanged. However, on small scales where nonlinear effects are significant, we see both an increase in power in the 2-point measurements (relative to linear evolution) and the density field becomes distinctly non-Gaussian, to the point where it is better described by a log-normal distribution (e.g. Colombi 1994, Clerkin et al. 2016). It is thus important to consider methods to extract information beyond the standard 2-point weak lensing statistics.

One possible approach is to use higher-order statistics, such as the 3-point correlation function, to study the non-Gaussianity of the density field (e.g. Bernardeau et al. 2002). Alternatively, the 1-point distribution of the density field contains information on nonlinear growth and non-Gaussianity. Yang et al. 2011 discuss the information in peak counts at both the high end > 3.5σ and medium peaks 0.5 – 1.5σ (relative to the mean density) and their origins from dark matter haloes, and find that the peak counts contain non-Gaussian information that is complementary to the power spectrum (see Kacprzak et al. 2016 for a recent measurement). Moments of the 1-point probability density function (PDF) can be combined with the peak count information in order to extract additional information (Petri et al. 2016).

The goal of this paper is to characterize the additional information contained in the 1-point PDF of the weak-lensing convergence field, which we refer to as the ‘convergence PDF’ from here on. We focus on the convergence field, which can be reconstructed from weak lensing observations and reflects the projected matter density between the observer and source galaxies. In order to properly determine the information contained in this field, an ideal analysis would consist of running Markov chain Monte-Carlo with a full simulation of the density field to model the likelihood of the convergence PDF at each point in parameter space. However, for an initial analysis we employ the Fisher information framework to analyze the first order Gaussian approximation of the likelihood function near the fiducial maximum and thus estimate the cosmological information content.

Our analysis relies on a large number of simulated weak-lensing convergence fields, with realistic noise prop-
properties. These simulations allow us to determine both the cosmological dependence of our measurement and the expected survey-to-survey covariance of this measurement, and thereby determine the Fisher matrix. We measure both the convergence PDF and the power spectrum of the ‘observed’ convergence field in each simulation, allowing us to self-consistently compare the cosmological information content of each type of measurement.

We begin in Section 2 by describing the set of simulations we use and how we create a weak lensing convergence map from the simulation outputs. Section 3 describes how we measure the convergence PDF and the power spectrum of these maps. In Section 4 we discuss the Fisher information in these measurements, and finally we discuss the results of the analysis in Section 5. Throughout, we use a flat ΛCDM cosmology with Ω_m = 0.25, Ω_b = 0.044, σ_8 = 0.8, h = 0.7, and n_s = 0.95 as our fiducial cosmology. This matches that of the MICE Grand Challenge simulation (Fosalba et al. 2015), a single high-resolution cosmological simulation to which we will compare throughout.

2 SIMULATED MEASUREMENT FRAMEWORK

We characterize the information content of the convergence PDF based on mock measurements. The first step in this process is to simulate the cosmological density field of the Universe. In Section 2.1 we describe the particular choice of tool we used in simulating the density field. From these mock density fields we can then generate the weak lensing convergence field as described in Section 2.2. Finally, we include the effects of intrinsic shape noise to the projected convergence field as described in Section 2.3.

2.1 Simulations of the Density Field

In order to relate measurements to cosmological quantities, we need a method for predicting how the structure of the Universe depends on cosmological parameters. In the nonlinear regime, the standard method for making these predictions is through the use of a cosmological N-body simulation (e.g. GADGET-2; Springel 2005). Modern N-body codes evolve a set of particles from initial conditions using effective gravitational forces in a comoving reference frame. Calculating forces between every pair of particles in a large simulation volume is impractical, so modern techniques use approximations involving long-range force calculations through Fast Fourier transforms (also known as particle-mesh methods), while falling back on direct pairwise force evaluations for nearby particles. However, such methods still require a large number of time steps and pairwise calculations, resulting in long runtimes on standard computational resources. For instance, the MICE Grand Challenge simulation required 3.1 million CPU hours for a simulation volume of (3072 Mpc h^{-1})^3, represented on a grid with 4096^3 cells using 4096^3 particles.

For this reason, alternative simulation techniques that make various approximations in order to speed up simulation have been developed. One alternative to GADGET, based on Lagrangian Perturbation Theory, is COLA (Comoving Lagrangian Acceleration) (Tassev et al. 2013).

On large scales the time integration in N-body codes primarily solves for the linear growth factor. Using too few time steps in N-body simulations produces poor estimates for this growth factor and the corresponding amount of large scale power; COLA solves this problem by directly computing the linear growth factor and evolving the motion of particles in a frame comoving with the assumed large scale structure growth. At the cost of slight inaccuracies on the smallest scales, one can run simulations in COLA using significantly fewer time steps, typically of order 10 for COLA versus 2000 for GADGET.

We use the software framework L-PICOLA (Howlett et al. 2015), a ‘past-lightcone-enabled’ COLA implementation, in order to generate simulated density fields. The output generated by L-PICOLA includes a particle catalog that details the positions and velocities of every particle on the past lightcone of the observer, thus allowing for the quick generation of simulated density fields that correctly account for the evolution of structure growth.

In any simulation, the average matter density, ρ_m, is represented by N^3 particles in an L^3 volume, resulting in an individual particle mass m_p of

\[ m_p = \rho_m \left(\frac{L}{N}\right)^3. \]  

In L-PICOLA, memory and computational complexity scale roughly as the number of particles in the volume, N^3. Pairwise force calculations that might scale as N^6 are unnecessary because the particles are projected onto a grid that is Fourier transformed to evaluate forces on all particles. One drawback of the method is that unlike GADGET, L-PICOLA does not use a tree expansion to calculate forces on small scales of order the grid spacing. This also prevents small scale structure from being properly resolved in the L-PICOLA simulation when compared to an equivalent GADGET simulation.

However, when accepting this loss of resolution on small scales, the runtime of L-PICOLA can be several orders of magnitude faster (≈ 290), allowing us to run the large number of simulations necessary for proper covariance estimation. In this analysis we limit our measurements to scales large enough (ℓ < 886) that the inaccuracies at small scales are minor (see section 3 for further discussion). Notably, we include realistic shape noise in our analysis, which we find dominates power spectrum measurements at the scales where we begin to find deviations between L-PICOLA and GADGET simulations. Thus, small inaccuracies in L-PICOLA do not have a significant effect on our analysis, and the speed of the simulations allows us to create enough realizations to properly estimate covariances.

2.2 Projected Weak Lensing

For a given matter field, the projected convergence field for background sources at redshift z_s is calculated as (Bartelmann & Schneider 2001)

\[ \kappa(\theta) = \int \frac{\rho(\theta, z)}{\Delta \text{crit}(z, z_s)} \, dz, \]  

where \( \kappa(\theta) \) is the value of the convergence field at position \( \theta \) on the sky, and \( \rho(\theta, z) \) is the matter density at that position.
and at redshift $z$. $\Sigma_{\text{crit}}(z, z_\ast)$ is the critical surface density for lenses at redshift $z$ that lenses sources at redshift $z_\ast$,

$$\Sigma_{\text{crit}}(z_l, z_\ast) = \frac{c^2}{4\pi G} \frac{D_A(0, z_\ast)}{D_S(z_l, z_\ast)D_A(0, z_l)} ,$$

where $D_A(z_l, z_\ast)$ is the angular diameter distance between redshifts $z_l$ and $z_\ast$.

We estimate $\kappa(\theta)$ above using the discrete distribution of particles provided by our simulations, which we project onto a HEALPix grid (Górski et al. 2005). The convergence field thus becomes a sum over the particles with representative lensing weights:

$$\kappa(\theta) = \sum P m_p A_{\text{pixel}} D_A(0, z_l)^2 \frac{1}{\Sigma_{\text{crit}}(z_l, z_\ast)} ,$$

where the mass of the particles $m_p$ is defined above and $A_{\text{pixel}}$ is the area of individual HEALPix pixels. For our field we assume a fixed source redshift of the background galaxies. Our setup is thus idealized, but that does not affect our main conclusions.

The shot noise contribution to the projected convergence for each pixel due to discrete particles representing the underlying continuous density field is then

$$\sigma^2_{\kappa,\text{shot}}(\theta) = \sum P \frac{m_p}{A_{\text{pixel}} D_A(0, z_l)^2 \Sigma_{\text{crit}}(z_l, z_\ast)} .$$

Averaging this quantity over the field gives us a properly weighted shot noise ($\left\langle \sigma^2_{\kappa,\text{shot}} \right\rangle$) due to the discrete sampling of the simulated density field.

### 2.3 Shape Noise

With projected mass binned on to a HEALPix grid, the next step is to add realistic shape noise. The noise on the convergence field in a realistic survey depends on a number of factors, including (but not necessarily limited to): intrinsic shape noise (scatter in the true shapes of galaxies), background galaxy density, the distribution of redshifts of background galaxies, typical signal-to-noise ratio per galaxy, and variations of such quantities across the survey field. In addition, the method used to determine the convergence as reconstructed from a shear catalog also affects the noise properties of a measured convergence map. For our purposes we will assume Kaiser-Squires inversion (Kaiser & Squires 1993) because it is straightforward to calculate and the noise properties of the resulting maps are well understood, since an observed field can be thought of as the linear sum of the intrinsic projected convergence and a noise realization.

Kaiser & Squires (1993) gives the variance on the projected convergence map estimated from weak lensing shapes as

$$\left\langle \sigma^2_{\kappa} \right\rangle = \frac{\langle \sigma^2 \rangle}{2n_g} \frac{\Delta^2(k)}{\pi^2} ,$$

where $\langle \sigma^2 \rangle$ is the shape noise for the source galaxies, $n_g$ is the background galaxy density, and $T(k)$ is the transfer function corresponding to the filter applied to the convergence field.

For HEALPix pixels we can approximate the filter as a rectangular tophat, resulting in a transfer function

$$T(k) = \text{sinc}(k_x \Delta \theta_x) \text{sinc}(k_y \Delta \theta_y) .$$
described above also has inaccuracies at the high end. For this reason, we choose to bin the maps at a higher resolution with $N_{\text{side}} = 1024$ for calculating the power spectrum through ANALAST and then limit the analysis to the desired modes $\ell < 886$.

Figure 1 shows a comparison of the full sky power spectrum in L-PICOLA compared to theoretical values from CAMB-sources (Lewis & Challinor 2007; Challinor & Lewis 2011) linear and nonlinear HALOFIT (Smith et al. 2003; Takahashi et al. 2012) power spectrum predictions in addition to the results of an actual GADGET run from the MICE grand challenge. We also show the expected level of shape noise for our survey, which uses $n_{\text{gal}} = 10/\text{arcmin}^2$ and $\langle e^2 \rangle = 0.3^2$. As expected, L-PICOLA underestimates the power on small scales. However, it fully captures the linear structure growth and the majority of the nonlinear growth on scales $\ell < 886$.

**3.2 Convergence Probability Density Function**

For the convergence PDF we calculate the histogram of projected convergence values in pixels for each individual survey. Starting from the $N_{\text{side}} = 1024$ projected convergence maps we downsample to a resolution of $N_{\text{side}} = 256$ in order to use approximately the same information that is in the power spectrum below $\ell < 886$. This results in individual pixels with an area of 188 arcmin$^2$.

Figure 2 shows a comparison of the convergence PDF, including shape noise, from the L-PICOLA and MICE simulations as well as that from a pure Gaussian field with the equivalent power spectrum from nonlinear CAMB-sources.

A field with no signal and pure shape noise is plotted for comparison. The cosmological signal clearly deviates from what would be expected in a purely Gaussian field, and this difference is statistically significant even for a single 859 deg$^2$ survey. We also find good agreement between the convergence PDF we estimate with L-PICOLA and the MICE simulations at a map resolution of $N_{\text{side}} = 256$ and below. At a map resolution of $N_{\text{side}} = 512$ and above the results from L-PICOLA and MICE begin to disagree due to inaccuracies in L-PICOLA, which is why we limit our analysis to the information available at a map resolution of $N_{\text{side}} = 256$.

**4 FISHER FORECASTS**

In this section, we describe how we calculate the Fisher information from our mock results. This Fisher information represents the leading-order Gaussian shape of the likelihood near its maximum. We first present the formalism and then describe how we incorporate systematic uncertainties specific to the measurement of the galaxy shear field into this formalism.

**4.1 Fisher Matrix Formalism**

The Fisher information is calculated as

$$F_{ab} = \frac{dM_i}{dQ_a} \left( C_{ij}^{-1} \right) \frac{dM_j}{dQ_b},$$

where $C_{ij}$ is the covariance matrix of the measurements, and $\frac{dM_i}{dQ_a}$ is the derivative of the measurement signal in bin $i$ with respect to cosmological parameter $Q_a$. The diagonal elements of the inverse of the Fisher matrix $F^{-1}_{ab}$ indicate the
expected constraints on parameters \( Q_a \), marginalized over the other parameters. Off-diagonal elements indicate correlations between various cosmological and nuisance parameters.

We need to estimate both the covariance of the signal \( C_{ij} \) and the cosmological derivatives of our measurements \( \frac{dM}{\delta_8} \). The covariances are estimated by performing 200 simulations at the fiducial cosmology, where each simulation yields 48 independent mocks for a total number of 9600 mocks.

In general

\[
C_{ij} = \sum_{k=0}^{N} \frac{1}{N-1} (X_i^k - \bar{X}_i)(X_j^k - \bar{X}_j),
\]

where, e.g., \( X_i \) can represent a bin in our convergence PDF histogram and \( N \) is the number of mocks used.

We estimate the cosmological derivatives of the signal through finite differences of the signal between the fiducial cosmology and cosmologies in which each parameter of interest is varied individually. For this analysis \( \Omega_m = 0 \) and \( n_s = 0.95 \) are held fixed while \( \Omega_m, \sigma_8, \) and \( H_0 \) are varied.

We then apply a prior on the final Fisher matrix in order to hold the product \( \Omega_m h^2 \) (which is tightly constrained by CMB measurements) fixed for the final analysis. The set of cosmological parameters we considered are described in Table 1, which also includes the finite differences by which the cosmological parameters were varied. For each parameter varied, we performed 50 simulations at the new cosmology, yielding 2400 mocks to calculate the mean signal.

Estimating the covariance from a limited number of simulations can induce a systematic bias in the inverse covariance matrix. Dodelson & Schneider (2013) and Percival et al. (2014) discuss this error in covariance estimation, the impact on the Fisher information, and the correction factors required. In addition, we found that an additional correction factor was necessary to correct biases on the Fisher information due to errors on our estimates of the finite-difference derivatives \( \frac{dM}{\delta_8} \). These cosmological derivatives are estimated from a finite number of simulations, which will contain fluctuations from the true cosmological signal consistent with the covariance of the measurements. Although these fluctuations are in general unbiased for \( \frac{dM}{\delta_8} \), nonlinear combinations of the products of these cosmological derivatives, such as those in the Fisher matrix, can in general lead to a bias.

In the appendix we derive the required correction factor:

\[
F_{ab} \approx F^{\frac{\delta_8}{\delta_8}} - \frac{N_{bin}}{N_f \Delta Q^8 \Delta Q^8} - \frac{N_{bin}}{N_a \Delta Q^8 \Delta Q^8} \delta_{ab},
\]

where the first term is the Fisher matrix estimated from simulations, the second term is a correction factor resulting from a bias due to covariance of the estimate of the fiducial cosmological signal, and the last term is a bias resulting from covariance of the signal in the varied cosmologies. \( N_{bin} \) is the number of bins in the cosmological signal, \( N_f \) is the number of mocks used for estimating the median fiducial cosmological signal, \( N_a \) is the number of mocks used to calculate the mean signal at the differenced cosmology, and \( \Delta Q^8 \) is the amount by which parameter \( Q_a \) was varied.

Figure 3. Fisher constraints are shown for a 859 deg² survey. The power spectrum includes bins \( \ell < 886 \) and the convergence PDF is for 188 arcmin² pixels within the 859 deg² survey (16884 total pixels). Joint constraints use the full covariance information between power spectrum and convergence PDF bins. The top figure includes no measurement systematics while the bottom figure includes unknown multiplicative and additive shear biases with Gaussian priors of \( \Delta m = 0.05 \) and \( \Delta c = 0.0123 \); see Eq. 12.

4.2 Measurement Systematics

There are two main sources of systematic uncertainty that we account for in our Fisher analysis: additive and multiplicative biases on the shear signal.\(^1\) We define these contributions as

\[
\tilde{\kappa} = (1 + m)[\kappa + e(1 + c)],
\]

where our estimator for the projected convergence \( \tilde{\kappa} \) is related to the true projected convergence \( \kappa \) and shape noise \( e \) by the additional parameters \( m \) and \( c \), respectively the multiplicative and additive shear biases. We leave for future work the impact of other systematics such as baryonic

\(^1\) In practice, we will also encounter errors in the redshift determination of the sources, but to first order they act as multiplicative errors on the lensing signal.
5 RESULTS

Figure 3 shows the Fisher constraints for a 859 deg$^2$ survey with and without accounting for shear systematics. These parameter constraints are also listed in Table 2. In order to examine the primary degeneracy directions, we can also consider rotation of these cosmology parameters to a new set of orthogonal parameters:

\[ Q_1 = \frac{\alpha}{\sqrt{1 + \alpha^2}} \frac{\Omega_m}{\Omega_m^\text{fid}} + \frac{1}{\sqrt{1 + \alpha^2}} \frac{\sigma_8}{\sigma_8^\text{fid}}, \]  
\[ Q_2 = \frac{1}{\sqrt{1 + \alpha^2}} \frac{\Omega_m}{\Omega_m^\text{fid}} - \frac{\alpha}{\sqrt{1 + \alpha^2}} \frac{\sigma_8}{\sigma_8^\text{fid}}. \]  

For the correctly chosen value of $\alpha$, these parameters correspond to the minor and major axes of constraint ellipses (i.e. the best- and worst-constrained parameter combinations) and also represent the basis in which the Fisher matrix is diagonal. Note that this parameter rotation preserves the overall area in the 1-sigma uncertainty region. Jain & Seljak (1997) discuss the expected cosmological degeneracies of $\Omega_m$ and $\sigma_8$ for power spectrum measurements, finding that the power spectrum approximately measures the product $\sigma_8 \Omega_m$ for $\alpha \approx 0.5$, depending on cosmological model, source lensing redshift, and scale. To first order the parameter $\sigma_8 \Omega_m$ is equivalent to our parameter $Q_1$.

In Table 2 we list the constraints at the fiducial value of $\alpha = 0.5$, in addition to the best-fit value of $\alpha$ that removes any correlation between $Q_1$ and $Q_2$.

We find that without including shear systematics, the power spectrum provides slightly better constraints along the best-constrained axis than the convergence PDF. However, along the least constrained axis, the convergence PDF provides significantly more constraining power. As a result, the convergence PDF provides tighter constraints on either $\Omega_m$ or $\sigma_8$ alone when marginalizing over the other. We also define the figure of merit (FOM) as the inverse area of the 1-sigma uncertainty region in the $\Omega_m/\Omega_m^\text{fid}, \sigma_8/\sigma_8^\text{fid}$-plane, finding a greater FOM for the convergence PDF alone compared to the power spectrum. Combining the measurements using the full joint covariance results in further improvements over either method alone.

Similarly, we compare the constraints when including additive and multiplicative shear biases and find qualitatively similar results to the case with no systematics. The

| parameter | fiducial value | delta |
|-----------|---------------|-------|
| $\Omega_m$ | 0.25 | 0.03 |
| $\sigma_8$ | 0.80 | 0.08 |
| $\Omega_b$ | 0.00 | - |
| $h$ | 0.70 | 0.07 |
| $w$ | -1.0 | - |
| $m$ | 0.00 | 0.1 |
| $c$ | 0.00 | 0.1 |
| $\Omega_b$ | 0.044 | - |
| $n_s$ | 0.95 | - |

Table 1. Cosmological parameter values for finite difference model evaluation. Fiducial simulation values are listed along with the finite difference used to evaluate the Fisher information content of the cosmological signals.

Figure 4. The solid lines show how the figure of merit scales with survey area, when no systematics are included. The dashed line show the scaling when including additive and multiplicative systematics with priors of $\Delta m = 0.05$ and $\Delta c = 0.0123$. The symbols indicate the actual survey areas for which we calculated the Fisher information to obtain the FOM.
We note that when we limit our convergence PDF to values non-tomographic power spectrum and shear peak statistics. similar constraints in the $\Omega_m - \sigma_8$ peaks with signal-to-noise between 0 and 1 in the Dark Energy Survey Science Verification data for considered the information content of the shear field beyond the Fisher constraints. We also find that the direction of the main degeneracy advantage in the best constrained combination of the parameters. We also find that the direction of the main degeneracy between $\Omega_m$ and $\sigma_8$ is similar to breaking the large degeneracy between $\Omega_m$ and $\sigma_8$ that is inherent to using only the power spectrum information.

In Fig. 4 we show how the FOM scales with survey area, for the case where our priors on the level of systematics are held constant (solid curves) and no systematics (dashed curves). Both measurements are affected by a degeneracy between the multiplicative bias and $\sigma_8$. Of particular note is that the information in the convergence PDF is less affected by this degeneracy, indicating that it can provide a substantial increase in the amount of cosmological information available even in the case that the multiplicative bias cannot be reduced in future large scale surveys. In this analysis, the assumed level of multiplicative bias was fixed at the level recently determined in the analysis of Dark Energy Survey data (Jarvis et al. 2016). The relative benefit of the convergence PDF information will depend on the precise level of systematic uncertainty, but it provides substantial improvement over the power spectrum alone in all cases.

### 6 DISCUSSION AND CONCLUSIONS

In this paper we study the amount of information in the PDF of the convergence of the weak lensing shear field. We find that in the $\Omega_m - \sigma_8$ space, PDF information improves the size of expected constraints by a factor of two. The gains from the convergence PDF are even greater when multiplicative shear biases dominate compared to the overall statistical power. The improved constraining power mostly results from tightening the least constrained axis of the Fisher contours in the $\Omega_m - \sigma_8$ space, as the power spectrum has a slight advantage in the best constrained combination of the parameters. We also find that the direction of the main degeneracy between $\Omega_m$ and $\sigma_8$ is similar between both the convergence PDF and the power spectrum, although combining the two measurements still provides a significant improvement on the Fisher constraints.

We compare our results to other studies that have considered the information content of the shear field beyond that of 2-point statistics. Kačprzak et al. (2016) compared constraints from shear peak statistics on aperture mass maps in the Dark Energy Survey Science Verification data for peaks with signal-to-noise between 0 < S/N < 4, and found similar constraints in the $\Omega_m - \sigma_8$ space between the 2-point non-tomographic power spectrum and shear peak statistics. We note that when we limit our convergence PDF to values of $\kappa > 0$, the figure of merit drops by around 20% and yields similarly comparable constraints to the power spectrum. For this reason we believe it is important to note that convergence values below zero provide valuable information that is not available in the peaks.

Liu et al. (2015) compares weak lensing peak counts to the power spectrum for CFHTLenS observations, and find that peak counts provide comparable information to the power spectrum. Combining the two, the size of the constraints in the $\Omega_m - \sigma_8$ plane is reduced by roughly a factor of 2. This is similar to the factor of $\approx 2$ improvement we find for the case with no systematics. Petri et al. (2016) forecast parameter constraints in the $(\Omega_m, w, \sigma_8)$ space and similarly find that adding non-Gaussian information from peak counts and moments of the convergence distribution adds significant information even when compared to tomographic power spectrum results.

Overall, the non-Gaussian features of the convergence map provide significant information beyond the power spectrum and should be an important component for an analysis of cosmological surveys. Even without systematics the addition of the convergence PDF significantly improves the figure of merit from the power spectrum alone. This additional information will be especially useful in a scenario where measurement systematics cannot be reduced in future large area survey, indicating the convergence PDF may becomes a crucial component for robust cosmological inference from weak lensing.
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7 APPENDIX

In this appendix, we derive a correction factor required for unbiased Fisher information when using a finite number of simulations to estimate the response of the signal to a change in underlying cosmology.

Let us define our measurement $M_i(Q)$, where $i$ signifies the bins in our measurement and $x$ is an index representing the possible measurement draw we obtained from cosmology $Q$. The true covariances for our measurement at cosmology $Q$ are

$$C_{ij}(Q) = \left\langle \left( M_i^I(Q) - \overline{M}_i(Q) \right) \left( M_j^I(Q) - \overline{M}_j(Q) \right) \right\rangle_x,$$

$$= \left( M_i^I(Q) M_j^I(Q) \right)_x - \left( \overline{M}_i(Q) \overline{M}_j(Q) \right),$$

where the mean value is

$$\overline{M}_i(Q) = \left\langle M_i^I(Q) \right\rangle_x,$$

averaging over all possible measurement draws $x$. The Fisher information that tells us about the Gaussian likelihood distribution around the maximum likelihood value of cosmological parameters $Q^I = \{ Q_1^I, Q_2^I, \ldots \} = \{ Q^I \}$ is

$$F_{ab} = \sum_{ij} \frac{dM_i}{dQ_a} (C^{-1})_{ij} \frac{dM_j}{dQ_b}.$$  \hfill (17)

If we consider using finite differences from a limited number of simulations to estimate $\frac{dM_i}{dQ_a}(Q^I)$ we have

$$\overline{M}_i(Q^I) = \frac{1}{N_f} \sum_x M_i^I(Q^I),$$

and

$$\overline{M}_i(Q^I + \Delta Q^a) = \frac{1}{N_a} \sum_y M_i^I(Q^I + \Delta Q^a),$$

where we have $N_f$ realizations of the measurement from simulations at the fiducial cosmology $Q^I$ and $N_a$ realizations of the measurement at each differenced cosmology $Q^I + \Delta Q^a$. Then the finite difference estimates of the cosmological derivatives for our measurements are

$$\frac{d\overline{M}_i}{dQ_a} \approx \frac{\overline{M}_i(Q^I + \Delta Q^a) - \overline{M}_i(Q^I)}{\Delta Q^a}.$$  \hfill (20)

Let us consider the product

$$\left\langle \frac{d\overline{M}_i}{dQ_a} \frac{d\overline{M}_j}{dQ_b} \right\rangle =$$

$$\left\langle \frac{\overline{M}_i(Q^I + \Delta Q^a) - \overline{M}_i(Q^I)}{\Delta Q^a} \frac{\overline{M}_j(Q^I + \Delta Q^b) - \overline{M}_j(Q^I)}{\Delta Q^b} \right\rangle,$$

$$= \frac{1}{\Delta Q^a \Delta Q^b} \left( \left\langle \left( \overline{M}_i(Q^I + \Delta Q^a) - \overline{M}_i(Q^I) \right) \left( \overline{M}_j(Q^I + \Delta Q^b) - \overline{M}_j(Q^I) \right) \right\rangle \right)$$

$$= \frac{1}{\Delta Q^a \Delta Q^b} \left( \left\langle \overline{M}_i(Q^I + \Delta Q^a) \overline{M}_j(Q^I + \Delta Q^b) \right\rangle - \left\langle \overline{M}_i(Q^I) \overline{M}_j(Q^I + \Delta Q^b) \right\rangle ight)$$

$$+ \left\langle \overline{M}_i(Q^I) \overline{M}_j(Q^I) \right\rangle - \left\langle \overline{M}_i(Q^I) \overline{M}_j(Q^I) \right\rangle, \hfill (21)$$

The individual terms are

$$\left\langle \overline{M}_i(Q^I) \overline{M}_j(Q^I) \right\rangle = \left\langle \frac{1}{N_f} \sum_x M_i^I(Q^I) \frac{1}{N_f} \sum_y M_j^I(Q^I) \right\rangle$$

$$= \frac{1}{N_f} \sum_x \frac{1}{N_f} \sum_y \left\langle M_i^I(Q^I) M_j^I(Q^I) \right\rangle.$$  \hfill (22)

Since these are drawn from the same set of samples, when $x = y$ we are averaging the same sample with itself yielding a bias

$$\left\langle M_i^I(Q^I) M_j^I(Q^I) \right\rangle = \overline{M}_i(Q^I) \overline{M}_j(Q^I) + \delta_{xy} C_{ij}(Q^I),$$

and thus

$$\left\langle \overline{M}_i(Q^I) \overline{M}_j(Q^I) \right\rangle = \frac{1}{N_f} \sum_x \frac{1}{N_f} \sum_y \left( \overline{M}_i(Q^I) \overline{M}_j(Q^I) \right)$$

$$+ \frac{1}{N_f} \sum_x \left( \delta_{xy} C_{ij}(Q^I) \right)$$

$$= \overline{M}_i(Q^I) \overline{M}_j(Q^I) + \delta_{xy} C_{ij}(Q^I),$$

$$= \overline{M}_i(Q^I) \overline{M}_j(Q^I) + \frac{C_{ij}(Q^I)}{N_f}. \hfill (24)$$

Similarly, for the cosmological derivatives

$$\left\langle \frac{\overline{M}_i(Q^I + \Delta Q^a)}{\Delta Q^a} \frac{\overline{M}_j(Q^I + \Delta Q^b)}{\Delta Q^b} \right\rangle =$$

$$\overline{M}_i(Q^I + \Delta Q^a) \overline{M}_j(Q^I + \Delta Q^b) + \delta_{ab} C_{ij}(Q^I + \Delta Q^a) \approx \overline{M}_i(Q^I + \Delta Q^a) \overline{M}_j(Q^I + \Delta Q^b) + \delta_{ab} C_{ij}(Q^I) \overline{N_a}, \hfill (25)$$

where the $\delta_{ab}$ results from the fact that the different cosmological derivatives come from independent sets of samples. For a similar reason

$$\left\langle \frac{\overline{M}_i(Q^I + \Delta Q^a)}{\Delta Q^a} \frac{\overline{M}_j(Q^I)}{\Delta Q^b} \right\rangle = \overline{M}_i(Q^I + \Delta Q^a) \overline{M}_j(Q^I),$$

and

$$\left\langle \frac{\overline{M}_i(Q^I) \overline{M}_j(Q^I + \Delta Q^b)}{\Delta Q^b} \right\rangle = \overline{M}_i(Q^I) \overline{M}_j(Q^I + \Delta Q^b). \hfill (27)$$
In total, we find
\[
\langle \frac{\partial M_i}{\partial Q_a} \frac{\partial M_j}{\partial Q_b} \rangle \approx \frac{\partial M_i}{\partial Q_a} \frac{\partial M_j}{\partial Q_b} + \frac{C_{ij}(Q^f)}{\Delta Q^a \Delta Q^b} \delta_{ab} \approx \langle \frac{\partial M_i}{\partial Q_a} \frac{\partial M_j}{\partial Q_b} \rangle + \frac{C_{ij}(Q^f)}{\Delta Q^a \Delta Q^b} \delta_{ab}. \quad (28)
\]

The first term in Eq. 28 is the true product of the average cosmological derivatives, the second term results as a bias for all products of cosmological derivatives due to error from limited simulation statistics at the fiducial cosmology, and the last term includes a \( \delta_{ab} \) and is thus the bias on the product of each cosmological derivative with itself due to limited simulation statistics at the differenced cosmologies.

If we consider the impact these errors have on the Fisher information we have
\[
\langle F_{ab} \rangle = \left( \sum_{ij} \frac{\partial M_i}{\partial Q_a} (C^{-1})_{ij} \frac{\partial M_j}{\partial Q_b} \right) \\
\approx \sum_{ij} \left( C^{-1} \right)_{ij} \left( \frac{\partial M_i}{\partial Q_a} \frac{\partial M_j}{\partial Q_b} + \frac{C_{ij}}{\Delta Q^a \Delta Q^b} \delta_{ab} \right) \approx F_{ab} + \sum_{ij} \left( C^{-1} \right)_{ij} \left( \frac{C_{ij}}{\Delta Q^a \Delta Q^b} \delta_{ab} \right) \approx F_{ab} + \frac{N_{bin}}{\Delta Q^a \Delta Q^b} + \frac{N_{bin}}{\Delta Q^a \Delta Q^b} \delta_{ab}, \quad (29)
\]

where \( N_{bin} \) is the number of bins in the measurement which is equal to the number of rows / columns in the covariance matrix. Correcting for this error, an unbiased estimate of the Fisher matrix due to covariance errors contributing to the model is
\[
F_{ab} \approx \langle F_{ab} \rangle - \frac{N_{bin}}{\Delta Q^a \Delta Q^b} - \frac{N_{bin}}{\Delta Q^a \Delta Q^b} \delta_{ab}. \quad (30)
\]