A constellation of \( N = d - 1 \) Majorana stars represents an arbitrary pure quantum state of dimension \( d \) or a permutation-symmetric state of a system consisting of \( n \) qubits. We generalize the latter construction to represent in a similar way an arbitrary symmetric pure state of \( k \) subsystems with \( d \) levels each. For \( d \geq 3 \), such states are equivalent, as far as rotations are concerned, to a collection of various spin states, with definite relative complex weights. Following Majorana’s lead, we introduce a multiconstellation, consisting of the Majorana constellations of the above spin states, augmented by an auxiliary, “spectator” constellation, encoding the complex weights. Examples of stellar representations of symmetric states of four qutrits, and two spin-3/2 systems, are presented. We revisit the Hermite and Murnaghan isomorphisms, which relate multipartite states of various spins, number of parties, and even symmetries. We show how the tools introduced can be used to analyze multipartite entanglement and to identify optimal quantum rotosensors, i.e., pure states which are maximally sensitive to rotations around a specified axis, or averaged over all axes.
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I. INTRODUCTION

Quantum states form basic mathematical tools of quantum mechanics, used to calculate the probability of a given outcome of any measurement. A pure spin-$s$ quantum state is represented by a vector in the complex $d = 2s + 1$-dimensional Hilbert space. Any non-zero state is assumed to be normalized, $|\psi|^2 = \langle \psi | \psi \rangle = 1$, so the set of all pure states in the Hilbert space forms a unit sphere. As the global phase is not measurable, a physical state is defined as an equivalence class with respect to multiplication by a complex phase, $|\psi\rangle \sim |\psi'\rangle$ if $|\psi'\rangle = e^{i\varphi} |\psi\rangle$. With this identification, physical pure states form a complex projective space, $\mathbb{C} P^{d-1} \equiv \mathbb{P}$ (we omit the superscript denoting dimension when no confusion arises), and each such state is determined by a collection of $d - 1$ complex numbers. In the simplest case, $d = 2$, the set of all (physical) pure quantum states forms the Bloch sphere $S^2 \sim \mathbb{C} P^1$, so one-qubit pure states can be visualized as points on the sphere.

Any pure state can be represented in an orthonormal basis, $|\psi\rangle = \sum_{i=0}^{d-1} c_i |i\rangle$. The normalization condition implies that $\sum_{i=0}^{d-1} |c_i|^2 = 1$ and the first nonzero component can be taken real and positive, due to the freedom of the global phase $\varphi$ — this leaves $2d - 2$ real coordinates to be specified. However, representing $|\psi\rangle$ by this set of variables is not always particularly illuminating. It is often more convenient to apply Majorana's stellar representation [1], in which any state of size $d$ is encoded by $d - 1$ indistinguishable points on the unit sphere, that rotate rigidly when the state is transformed by an $SU(2)$ group element. This notion was popularized by Roger Penrose [2], who discussed it also in his books dedicated to a larger audience [3-5]. It might be interesting to know that, independently of his seminal papers on general relativity, the structure of the universe, the formation of black holes, and twistor theory, the Nobel laureate occupied himself working on the problem of the stellar representation of two orthogonal pure states [6].

A particular, degenerate constellation, in which all stars coalesce in a single point on the sphere corresponds to spin coherent states [7-11]. These states, of a given dimension $d$, labeled by a point on the sphere, $|\theta, \phi\rangle$, can be obtained by the action of the Wigner rotation matrix on the maximal weight (i.e., maximal $S_z$-eigenvalue) state, so they are also called $SU(2)$-coherent states.
Projects on spin coherent states satisfy the following identity resolution, \(\frac{1}{d} \int_{S^2} |\theta, \phi\rangle \langle \theta, \phi| d\Omega = 1/d\), where \(d\Omega\) stands for the area element on the unit sphere. Due to this relation any pure state \(|\psi\rangle \in \mathcal{H}_s \cong \mathbb{C}^d\), \(s = (d - 1)/2\) (note that the subscript of \(\mathcal{H}\) denotes the value \(s\) of spin, not the dimension \(d\)), can be represented by its overlap with coherent states, \(Q_\psi(\theta, \phi) = |\langle \psi | \theta, \phi \rangle|^2\), also called its Husimi function, furnishing what is known as the \(Q\)-representation of \(|\psi\rangle\) (note that \(Q_\psi\) only retains the information about the modulus of \(\langle \theta, \phi | \psi \rangle\), but this is enough to recover \(|\psi\rangle\), up to an overall phase).

It is easy to show that for a generic pure state \(|\psi\rangle \in \mathcal{H}_s\), the function \(f(z) = \langle \psi | \theta, \phi \rangle\), considered as a function of the complex variable \(z = \tan(\theta/2)e^{i\phi}\), is given, apart from a positive overall factor, by a polynomial of order \(d - 1\). The \(d - 1\), possibly coincident, complex zeros of this polynomial, projected on a sphere, determine the above mentioned stellar representation of \(|\psi\rangle\) — in fact, the zeros project to the antipodes of the stars of the Majorana constellation. In particular, if the state \(|\psi\rangle\) is spin-coherent, pointing in the direction \((\theta, \phi)\), all the (coincident) zeros project to the antipodal point \((\pi - \theta, \phi + \pi \mod 2\pi)\) on the sphere. Such states are characterized by the fact that they maximize the modulus of their spin expectation value. Naturally, one expects that a state represented by a configuration of stars clustered close to a given point on the sphere is close to be coherent, in an appropriate sense.

On the other hand, one may define a random pure state of size \(d\) by a configuration of \(d - 1\) randomly chosen points on the sphere \([12][13]\). The modulus of the spin expectation value of such states is, generally, much smaller than the maximal value \(s\). In the special case where this modulus vanishes, so that the state does not “point” in any particular direction in space, one talks of anticoherent states \([15]\) — these are often represented by particularly symmetric configurations of points on the sphere, and tend to lie far away from the subset of coherent states, in the standard Fubini-Study metric on \(\mathbb{P}[16][17]\). Since spin-coherent states display several classical properties \([18]\), their anticoherent cousins are often considered as key examples of states with exclusively quantum properties \([19]\), and appropriate refinements of the concept have been termed queens of quantum and kings of quantum \([20][22]\).

Interestingly, a given constellation of \(N\) stars on the sphere can represent a pure state of a monopartite spin-\(s\) system of size \(d = 2s + 1 = N + 1\), or a permutation symmetric state of a system composed of \(N\) qubits \([23][26]\). The spin-coherent state in \(\mathcal{H}_s\) corresponds then to a separable state in \(\mathcal{H}^{\otimes N}_1\). At the other extreme, anticoherent states represented by stars forming a particular geometric design on the sphere, correspond to highly entangled multipartite state of \(N\) qubits \([17][27][29]\). In the simplest case of \(N = 2\) two stars, placed at antipodal poles of the sphere, one gets the eigenstate \(|j, m\rangle = |1, 0\rangle \in \mathcal{H}_1\) of the spin operators \(S_x, S_y, S_z\), or the maximally entangled, symmetric Bell state \(|\psi_+\rangle = (|01\rangle + |10\rangle)/\sqrt{2}\) of a two-qubit system.

The stellar representation also allows one to define a simplified Monge distance between two quantum states, proportional to the minimal total distance needed to shift the constellation of stars representing the first state into the second one \([26][30]\). Furthermore, the distance of the barycenter of a constellation of \(N\) stars from the center of the sphere, can be used as a simple measure of coherence of a state of a simple system of size \(N + 1\), or as an inverse measure of entanglement of a symmetric state of \(N\) qubits \([31]\).

The stellar representation of Majorana, originally designed for pure states of a monopartite system \([1]\), can be also generalized for mixed quantum states \([22]\). In the case of multipartite systems, the stellar representation is directly applicable to symmetric states of a system composed of several qubits, but a generalization applicable to antisymmetric states has also been established \([33]\).

The first aim of this work is to extend the stellar representation to the case of permutation-symmetric states of a system consisting of \(k\) identical subsystems with \(d\) levels each. A symmetrized product of \(2s\) qubit states transforms like an irreducible spin-\(s\) state, when each factor state is transformed by the same SU(2) element. In the case of symmetrized products of states with spin higher than \(1/2\), the situation gets more complicated, as the states available to the system separate in several irreducible components, of distinct, in general spinis. We are thus led to represent such states by a multiconstellation, consisting of the Majorana constellations of the above irreducible components, augmented by a spectator constellation, which carries the information of their relative (complex) weights. The construction provides a 1-to-1 mapping between such states and multiconstellations, maintaining the desirable “covariance” property of the original Majorana representation, as the multiconstellation rotates rigidly on the sphere, when the individual parts are transformed in the spin-\(s\) representation of SU(2).

Our second aim in this work is to revisit several aspects of permutation-symmetric spin-\(s\) states, and see what new insights can be had, from our novel point of view. Thus, we explore the geometrical measure of entanglement of a class of such states, and find an intriguing correlation with the eigenvalues of the corresponding Gram matrix. We also examine various concepts of quantum rotosensors, and identify the corresponding optimal symmetric states.

This paper is organized as follows. In Section III we analyze \(k\)-symmetric states of spin \(s\) and introduce the notion of a multiconstellation, generalizing Majorana’s construction. Some illustrative examples of stellar representation of symmetric states of systems of several qudits are presented in Section III. An algebraic approach to the problem is presented in Section IV, which includes discussion of the Hermite and the Murnaghan isomorphisms \([34][35]\). Possible applications of the representation proposed include investigations of measures of entanglement of symmetric states of multipartite systems \([27][28][36][38]\) and designing optimal quantum rotosensors \([39][40]\) — these are discussed in Sections V and VI, respectively. The final Section VII summarizes our findings.
II. k-SYMMETRIC SPIN-s STATES AND THEIR MULTICONSTELLATIONS

A. The $SU(2)$ action on $\mathcal{H}^\otimes k$

A spin-$s$ quantum state $|\psi\rangle$ lives in the Hilbert space $\mathcal{H}_s = \mathbb{C}^d$, $d \equiv N + 1 \equiv 2s + 1$ (we drop the index $s$ when no confusion arises). Its image in the projective space $\mathbb{P} \equiv \mathbb{C}P^N$ will be denoted by $|\psi\rangle$. Consider the $k$-th symmetric power of $\mathcal{H}$, $\mathcal{H}^\otimes k \equiv \mathcal{H}^\otimes k$, which, given a basis $\{e_1, \ldots, e_d\}$ of $\mathcal{H}$, inherits naturally the induced basis $\{\hat{e}_\Lambda = e_{a_1} \lor \ldots \lor e_{a_k}\}$, $a_1 \leq a_2 \leq \ldots \leq a_k$, where the symmetrized tensor product $\lor$ is defined by

\[ v_1 \lor v_2 \lor \ldots \lor v_k = \frac{1}{k!} \sum_{\sigma \in S_k} v_{\sigma(1)} \otimes \ldots \otimes v_{\sigma(k)}; \tag{1} \]

it is easily shown that $\dim \mathcal{H}^\otimes k = \binom{d + k - 1}{k}$.

The Hilbert space inner product $\langle \cdot \mid \cdot \rangle$ in $\mathcal{H}$ induces one in $\mathcal{H}^\otimes k$,

\[ \langle v_1 \otimes \ldots \otimes v_k | w_1 \otimes \ldots \otimes w_k \rangle = \langle v_1 | w_1 \rangle \ldots \langle v_k | w_k \rangle, \tag{2} \]

which descends to $\mathcal{H}^\otimes k$,

\[ \langle v_1 \lor \ldots \lor v_k | w_1 \lor \ldots \lor w_k \rangle = \frac{1}{(k!)^2} \sum_{\sigma, \sigma' \in S_k} \langle v_{\sigma(1)} \otimes \ldots \otimes v_{\sigma(k)} | w_{\sigma'(1)} \otimes \ldots \otimes w_{\sigma'(k)} \rangle \]
\[ = \frac{1}{k!} \sum_{\sigma \in S_k} \langle v_1 \otimes \ldots \otimes v_k | w_{\sigma(1)} \otimes \ldots \otimes w_{\sigma(k)} \rangle \]
\[ = \frac{1}{k!} \sum_{\sigma \in S_k} \langle v_1 | w_{\sigma(1)} \rangle \ldots \langle v_k | w_{\sigma(k)} \rangle \tag{3} \]
\[ = \frac{1}{k!} \text{perm} \left( \langle v_j | w_j \rangle \right) . \]

If $\{e_i\}, i = 1, \ldots, d$, is an orthonormal basis in $\mathcal{H}$, then the induced basis $\{\hat{e}_\Lambda\}$ mentioned above is orthogonal but not orthonormal, when $k \geq 2$, in the induced inner product of $\mathcal{H}^\otimes k$. For a $k$-multiindex $\hat{\Lambda} = (a_1, \ldots, a_k)$, denote by $\{A_1, \ldots, A_r\}$ the associated partition of $k$, where $A_i$ is the number of times the $i$-th distinct index in $\hat{\Lambda}$ repeats itself (e.g., for $k = 7$ and $\hat{\Lambda} = (1, 1, 2, 2, 2, 3)$, we have $r = 3$ (because there are three distinct indices in $\hat{\Lambda}$) and the corresponding partition of 7 is $\{A_1, A_2, A_3\} = \{2, 4, 1\}$).

Then an orthonormal standard basis is given by $\hat{\epsilon}_\hat{\Lambda} = \sqrt{k!} e_{\hat{\Lambda}}$. We will have use for both bases in the examples we consider, so we adopt the following notation to distinguish the corresponding components,

\[ |\Psi\rangle = \sum_{\hat{\Lambda}} \psi_{\hat{\Lambda}}^I \hat{\epsilon}_{\hat{\Lambda}} = \sum_{\hat{\Lambda}} \hat{\psi}_{\hat{\Lambda}}^I \hat{\epsilon}_{\hat{\Lambda}}. \tag{4} \]

Note that the multiindices $I, \hat{\Lambda}$, range over the same values — the two bases are only differentiated by the use of $\hat{}$ for both the components and basis vectors of the orthonormal (standard) one (for $k = 1$ the two bases coincide).

$g \in SU(2)$ acts on $\mathcal{H}$ via

\[ (g \triangleright |\psi\rangle)_S = D^{(s)}(g) |\psi\rangle_S , \tag{5} \]

where $D^{(s)}(g)$ is its $d$-dimensional irreducible representation (irrep), with rotations around $\hat{z}$ represented by diagonal matrices, and $|\psi\rangle_S$ is the column vector of the components of $|\psi\rangle$ in the standard basis of $S^2 \cdot S$, eigenvectors. This is an appropriate point to establish our notation: we reserve the ket symbol, as in $|\psi\rangle$, for the abstract vector in Hilbert space, and add to it a subscript in capitals, as in $|\psi\rangle_1$, or $|\psi\rangle_S$, to refer to the column vector of its components in a particular basis (in this case, the Induced $\{\hat{\epsilon}_I\}$, or Standard one $\{\hat{\epsilon}_\Lambda\}$, respectively). We use the same subscripts, with the same meaning, in representation matrices, but omit them in some cases — see below.

The above action of $SU(2)$ on $\mathcal{H}$ extends naturally to $\mathcal{H}^\otimes k$,

\[ (g \triangleright |\psi_1\rangle \otimes \ldots \otimes |\psi_k\rangle)_S = D^{(s)}(g) |\psi_1\rangle_S \otimes \ldots \otimes D^{(s)}(g) |\psi_k\rangle_S . \tag{6} \]

The totally symmetric subspace $\mathcal{H}^\otimes k \subset \mathcal{H}^\otimes k$ is invariant under this action, resulting in an induced representation,

\[ (g \triangleright |\psi_1\rangle \lor \ldots \lor |\psi_k\rangle)_S = D^{(s)}(g) |\psi_1\rangle_S \lor \ldots \lor D^{(s)}(g) |\psi_k\rangle_S \equiv D^{(s,k)}(g) |\Psi\rangle_S . \tag{7} \]
where $|\Psi\rangle_S$ on the right hand side stands for the column vector of the components of $|\psi_1 \rangle \vee \ldots \vee |\psi_n \rangle$ in the $\hat{e}_z$-basis, and $S^{(s,k)}_S(g)$ is the unitary matrix representing $g$ on $H^{\otimes k}$, in the standard basis. This representation may be block-diagonalized by a suitable change of basis in $H^{\otimes k}$. Its block-diagonal (BD) form, which we denote by $\mathfrak{S}^{(s,k)}_{\text{BD}}$, contains $\mu_j^{(s,k)}$ copies of $D^{(j)}$, $j = s_{\text{min}}, \ldots, s_{\text{max}}$,

$$\mathfrak{S}^{(s,k)}_{\text{BD}} = \bigoplus_{j=s_{\text{min}}}^{s_{\text{max}}} \mu_j^{(s,k)} D^{(j)},$$  

(8)

where

$$s_{\text{min}} = \begin{cases} 0 & \text{if } k \text{ even} \\ \frac{1}{2} & \text{if } s \text{ half integral, } k \text{ odd} \end{cases},$$  

(9)

with the lower bound for $j$ not necessarily saturated (see Ex. 1). Note that, when $k = 1$, i.e., for the original Hilbert space $H$, the standard basis results in $D^{(s)}$ being automatically in BD form (with a single irreducible block), so we omit the $S$ (or BD) subscript in this case, as in (5). We extend these conventions to the representation matrices of the Lie algebra $\mathfrak{su}(2)$ below. We turn now to the determination of $s_{\text{max}}$ and the multiplicities $\mu_j^{(s,k)}$.

### B. Irreducible components

#### 1. Elementary considerations

Consider the abstract $SU(2)$ element $g = e^{-i\hat{h}S}$, where $S_a$, $a = 1, 2, 3$, (or $x$, $y$, $z$) are the $\mathfrak{su}(2)$ Lie algebra generators, satisfying

$$[S_a, S_b] = i\epsilon_{abc} S_c.$$  

(10)

Corresponding to the action of $g$ on $H$, $H^{\otimes k}$, and $H^{\otimes k}$, given in (5), (6), and (7), respectively, we have the following action of the generators,

$$\begin{align*}
(S_a \triangleright |\psi\rangle)_{S} &= S^{(s)}_{a} |\psi\rangle_S \\
(S_a \triangleright |\psi_1 \rangle \otimes \ldots \otimes |\psi_k \rangle)_{S} &= \sum_{m=1}^{k} |\psi_1 \rangle_S \otimes \ldots \otimes S^{(s)}_{a} |\psi_m \rangle_S \otimes \ldots \otimes |\psi_k \rangle_S \quad \text{(11)}
\end{align*}$$

$$\begin{align*}
(S_a \triangleright |\psi_1 \rangle \vee \ldots \vee |\psi_k \rangle)_{S} &= \sum_{m=1}^{k} |\psi_1 \rangle_S \vee \ldots \vee S^{(s)}_{a} |\psi_m \rangle_S \vee \ldots \vee |\psi_k \rangle_S \quad \text{(12)}
\end{align*}$$

$$\equiv S^{(s,k)}_{a} |\Psi\rangle_S,$$  

(13)

with $|\Psi\rangle_S$ as in (7), and where $S_a^{(s)}$, $S^{(s,k)}_{a}$ are hermitean matrices of dimension $\dim H$, $\dim H^{\otimes k}$, respectively, satisfying (10), and related to the corresponding representations of $g$ via

$$\begin{align*}
D^{(s)}(g) &= e^{-i\hat{h}S^{(s)}}, \quad \hat{n} \cdot S^{(s)} \equiv \left. \frac{\partial}{\partial t} D^{(s)}(g) \right|_{t=0} \\
S^{(s,k)}_{S}(g) &= e^{-i\hat{h}S^{(s,k)}}, \quad \hat{n} \cdot S^{(s,k)} \equiv \left. \frac{\partial}{\partial t} S^{(s,k)}_{S}(g) \right|_{t=0}. \quad \text{(14)}
\end{align*}$$

(15)

As a result of (13),

$$\begin{align*}
(S_S \triangleright |s, m_1 \rangle \vee \ldots \vee |s, m_k \rangle)_{S} &= (m_1 + \ldots + m_k) (|s, m_1 \rangle \vee \ldots \vee |s, m_k \rangle) \quad \text{(16)}
\end{align*}$$

i.e., a symmetric product of $S^{(s)}_S$ eigenvectors is an $S^{(s,k)}_S$ eigenvector, with eigenvalue equal to the sum of the eigenvalues of the factors. The maximal possible $S^{(s,k)}_S$-eigenvector, which is also the maximal value $s_{\text{max}}$ of the spin $j$ in the decomposition of $S^{(s,k)}_{\text{BD}}$ in (8), is clearly attained by the "top" spin-$s$ $k$-symmetric product $|s, s\rangle \vee \ldots \vee |s, s\rangle \equiv |s_{\text{max}}, s_{\text{max}}\rangle$, satisfying

$$\begin{align*}
(S^{(s,k)}_S)^2 |s_{\text{max}}, s_{\text{max}}\rangle &= s_{\text{max}}(s_{\text{max}} + 1)|s_{\text{max}}, s_{\text{max}}\rangle, \quad S^{(s,k)}_S |s_{\text{max}}, s_{\text{max}}\rangle = s_{\text{max}}|s_{\text{max}}, s_{\text{max}}\rangle. \\
\text{(17)}
\end{align*}$$
with $s_{\text{max}} = ks$. Applying to this ket the lowering operator $S_-$ one obtains the (projectively) unique ket with eigenvalue $s_{\text{max}} - 1$, given by the (appropriately normalized) state

$$|s_{\text{max}}, s_{\text{max}} - 1\rangle = \sqrt{k} |s, s\rangle \lor |s, s\rangle \lor \ldots \lor |s, s\rangle \lor |s, s - 1\rangle.$$  \hfill (18)

When $s \geq 1$, for the $S_-$-eigenvalue $s_{\text{max}} - 2$ one finds a 2-dimensional subspace, spanned by

$$|s, s\rangle \lor \ldots \lor |s, s\rangle \lor |s, s - 1\rangle, \quad |s, s\rangle \lor \ldots \lor |s, s\rangle \lor |s, s - 2\rangle.$$  \hfill (19)

A linear combination of these may be obtained as $S_-|s_{\text{max}}, s_{\text{max}} - 1\rangle$ and, hence, belongs to the same irrep, with $j = s_{\text{max}}$, as the two kets found above, viz. $|s_{\text{max}}, s_{\text{max}}\rangle$, $|s_{\text{max}}, s_{\text{max}} - 1\rangle$, while the combination orthogonal to $S_-|s_{\text{max}}, s_{\text{max}} - 1\rangle$ serves as the highest weight vector of a new, $j = s_{\text{max}} - 2$, irreducible multiplet. Continuing in the same way, one may construct the $H^{1k}$-basis that block diagonalizes $\mathfrak{H}^{(s,k)}$. An immediate conclusion of the process is that the value $j = s_{\text{max}} - 1$ does not appear in the decomposition in (8), i.e., $\mu_{s_{\text{max}} - 1} = 0$, while $\mu_{s_{\text{max}}} = 1 = \mu_{s_{\text{max}} - 2}$. It is also clear that integral and half-integral spins do not mix in the decomposition, as stated already in (8), where the summation over $j$ is in unit steps.

2. Characters

To compute the multiplicities $\mu_{j}^{(s,k)}$, the standard character machinery may be employed. From (8) one concludes that

$$\xi^{(s,k)}(\alpha) \equiv \text{Tr} \mathfrak{I}^{(s,k)}(R_{\hat{n},\alpha}) = \sum_{j=\text{min}}^{s_{\text{max}}} \mu_{j}^{(s,k)} \chi^{(j)}(\alpha),$$  \hfill (20)

where $\hat{n}, \alpha$ denote the rotation axis and angle, respectively, and $\chi^{(j)}$ denotes the character of the irrep $D^{(j)}$,

$$\chi^{(j)}(\alpha) \equiv \text{Tr} D^{(j)}(R_{\hat{n},\alpha}) = \frac{\sin (j + \frac{1}{2})\alpha}{\sin \frac{\alpha}{2}}.$$  \hfill (21)

The irrep characters are orthonormal, $(\chi^{(m)}, \chi^{(n)}) = \delta_{mn}$, where for two class functions $f, h$ on $SU(2)$ (i.e., functions that satisfy $f(gh^{-1}) = f(g), \forall g, h \in SU(2)$), an inner product is defined by

$$(f, h) \equiv \frac{1}{\pi} \int_{0}^{2\pi} \sin^{2} \frac{\alpha}{2} f^{*}(\alpha)h(\alpha).$$  \hfill (22)

Then the multiplicities may be extracted as

$$\mu_{j}^{(s,k)} = \frac{1}{\pi} \int_{0}^{2\pi} \sin^{2} \frac{\alpha}{2} \xi^{(s,k)}(\alpha) \chi^{(j)}(\alpha),$$  \hfill (23)

i.e., they are known once the characters $\xi^{(s,k)}(\alpha)$ are determined. The latter can be shown to satisfy the recursion formula

$$\xi^{(s,k)}(\alpha) = \frac{1}{k} \sum_{m=1}^{k} \chi^{(s)}(ma) \xi^{(s,k-m)}(\alpha),$$  \hfill (24)

with $\xi^{(s,0)}(\alpha) \equiv 1$, so that, for example,

$$\xi^{(s,2)}(\alpha) = \frac{1}{2} \left( \chi^{(s)}(\alpha)^{2} + \chi^{(s)}(2\alpha) \right)$$  \hfill (25)

$$\xi^{(s,3)}(\alpha) = \frac{1}{6} \left( \chi^{(s)}(\alpha)^{3} + 3 \chi^{(s)}(\alpha) \chi^{(s)}(2\alpha) + 2 \chi^{(s)}(3\alpha) \right)$$  \hfill (26)

$$\xi^{(s,4)}(\alpha) = \frac{1}{24} \left( \chi^{(s)}(\alpha)^{4} + 6 \chi^{(s)}(\alpha)^{2} \chi^{(s)}(2\alpha) + 3 \chi^{(s)}(2\alpha)^{2} + 8 \chi^{(s)}(\alpha) \chi^{(s)}(3\alpha) + 6 \chi^{(s)}(4\alpha) \right).$$  \hfill (27)

A closed general expression for $\xi^{(s,k)}$ may be obtained as follows. Denote by $\lambda_{m} \equiv e^{ima}$, $-s \leq m \leq s$, the eigenvalues of the matrix $D^{(s)}(R_{\hat{n},\alpha})$. Then, the eigenvalues of $\mathfrak{I}^{(s,k)}(R_{\hat{n},\alpha})$ are given by all possible monomials $\lambda_{m_{1}} \ldots \lambda_{m_{k}}$, with $m_{1} \leq \ldots \leq m_{k}$, so that

$$\xi^{(s,k)} = \sum_{m_{1} \leq \ldots \leq m_{k}} \lambda_{m_{1}} \ldots \lambda_{m_{k}} \equiv H_{k}(\lambda)$$  \hfill (28)
where $H_k(\lambda)$ is known as the $k$-th complete symmetric polynomial in the $2s + 1$ variables $\lambda = \{\lambda_m\}$, $-s \leq m \leq s$. Also relevant in our discussion are the Newton polynomials $P_r(\lambda) = \sum_{m=-s}^{s} x_m^r = \chi^{(s)}(ra)$, their relation with the $H_k$’s being given by (see, e.g., appendix A of [41])

$$H_k = \sum_M \frac{1}{z(M)} p^{(M)},$$

(29)

where $M = (m_1, \ldots, m_k)$ ranges over all $k$-tuples of nonnegative integers satisfying $\sum_{r=1}^{k} rm_r = k$, and

$$z(M) \equiv m_1! m_2! 2^{m_2} \ldots m_k! k^{m_k}, \quad p^{(M)} \equiv p_{m_1}^{m_1} \ldots p_{m_k}^{m_k}.$$  

(30)

Putting everything together we get

$$\tilde{\chi}^{(s,k)}(a) = \sum_M \frac{1}{z(M)} \left( \chi^{(s)}(a) \right)^{m_1} \left( \chi^{(s)}(2a) \right)^{m_2} \ldots \left( \chi^{(s)}(ka) \right)^{m_k},$$

(31)

which, when substituted in (23), together with $\chi^{(j)}$ from (21), yield any desired multiplicity $\mu^{(s,k)}_j$. Only integer (half-integer) values of $j$ need be considered in (23) when $s_{\text{max}}$ (and, hence, $s_{\text{min}}$) is integer (half-integer) (see (9)). As an example, for $k = 3$, the possible values of $M$ in (29) are $(3, 0, 0), (1, 1, 0), (0, 0, 1)$, corresponding, in that same order, to the three terms in the r.h.s. of (26).

3. Generating functions

The result in (31) for the characters $\tilde{\chi}^{(s,k)}$ is interesting in its own right, but if all that is needed are the multiplicities $\mu^{(s,k)}_j$, alternative approaches, based on generating functions, are possible. By their definition in (28), the complete symmetric polynomials satisfy

$$\frac{1}{(1 - z\lambda_1)(1 - z\lambda_{s-1}) \ldots (1 - z\lambda_{s})} = \sum_{k=0}^{\infty} H_k(\lambda) z^k,$$

(32)

since each factor in the l.h.s. is the sum of all powers of a particular $\lambda_r$, $(1 - z\lambda_r)^{-1} = 1 + z\lambda_r + z^2\lambda_r^2 + \ldots$, and their product clearly gives all possible monomials, the role of $z$ being to group the latter by polynomial degree. The denominator in the l.h.s. of (32) is just the product of the eigenvalues of the matrix $I - zD^{(s)}(g)$, i.e., its determinant, so that a generating function for the multiplicities $\mu^{(s,k)}_j$, for fixed $s, j$, and all values of $k$, may be obtained in the form of an integral formula,

$$Z_j^{(s)} = \sum_{k=0}^{\infty} \mu^{(s,k)}_j z^k = \frac{1}{\pi} \int_{0}^{2\pi} \chi^{(s)}(a) \sin^2 \frac{a}{2} \frac{da}{\det(I - zD^{(s)}(g))}.$$  

(33)

The particular case of $j = 0$ (known as the Molien-Weyl formula [42, 43]) deserves special attention, as the multiplicity $\mu^{(s,k)}_0$ gives the number of linearly independent spin-$s$ invariants of polynomial order $k$. $Z_0^{(s)}$ is then the Poincaré series of the algebra $A_s$ of spin-$s$ invariants, and is known to converge in the disc $|z| < 1$, representing a rational function of the form

$$Z_0^{(s)} = \frac{h(z)}{(1 - z^{m_1}) \ldots (1 - z^{m_r})},$$

(34)

where $m_1, \ldots, m_r$ are the degrees of homogeneous generators of $A_s$ and $h(z)$ is a polynomial with integral coefficients (see §3.10 of [44]). An explicit (but complicated) formula for $Z_0^{(s)}$ appears in [45], and the results up to spin 8 are generated by computer in [46] (Sylvester had computed some of these functions by hand [47]) — we quote the first few cases,

$$Z_0^{(2)} = 1, \quad Z_0^{(1)} = \frac{1}{1 - z}, \quad Z_0^{(3)} = \frac{1}{1 - z^2}, \quad Z_0^{(2)} = \frac{1}{1 - z^2(1 - z^2)}, \quad Z_0^{(3)} = \frac{1 + z^{18}}{(1 - z^4)(1 - z^8)(1 - z^{12})}.$$  

(35)

Another generating function, for fixed $s, k$, appears in [48], bypassing the costly integrations in (23), (33): $\mu^{(s,k)}_j$ is given by the coefficient of $x^j$, $0 \leq j \leq s_{\text{max}}$, in the Laurent expansion, around $x = 0$, of the function

$$\tilde{\chi}_{s,k}(x) = (1 - x^{-1}) \prod_{r=1}^{2s} \frac{x^{k+r} - x^{-k+r}}{x^r - 1}.$$  

(36)

Note that the Laurent expansion mentioned involves also powers of $x$ higher than $s_{\text{max}}$, as well as negative ones, which are to be ignored.
Example 1. Irreducible components of spin-1, spin-3/2, and spin-2 symmetric states

For spin-1 symmetrized states we find (spin-$s$ irreducible components are denoted by their dimension $2s + 1$ in bold)

\[ 3^{v_{2}} = 5 \oplus 1 \]  
\[ 3^{v_{3}} = 7 \oplus 3 \]  
\[ 3^{v_{4}} = 9 \oplus 5 \oplus 1 \]  
\[ 3^{v_{5}} = 11 \oplus 7 \oplus 3 \],  

suggesting an easy pattern: the decomposition starts at $j = s_{\text{max}}$ and descends in steps of two, all nonzero multiplicities being equal to 1 — this can be shown to be true in general (see below). For spin-3/2, the corresponding results are

\[ 4^{v_{2}} = 7 \oplus 3 \]  
\[ 4^{v_{3}} = 10 \oplus 6 \oplus 4 \]  
\[ 4^{v_{4}} = 13 \oplus 9 \oplus 7 \oplus 5 \oplus 1 \]  
\[ 4^{v_{5}} = 16 \oplus 12 \oplus 10 \oplus 8 \oplus 6 \oplus 4 \]  
\[ 4^{v_{6}} = 19 \oplus 15 \oplus 13 \oplus 11 \oplus 9 \oplus 2 \times 7 \oplus 3 \],

where we included the $k = 6$ case, as it is the first one where a nonbinary multiplicity shows up (the irrep 7 appears twice). Finally, for spin-2 symmetrized states we find

\[ 5^{v_{2}} = 9 \oplus 5 \oplus 1 \]  
\[ 5^{v_{3}} = 13 \oplus 9 \oplus 7 \oplus 5 \oplus 1 \]  
\[ 5^{v_{4}} = 17 \oplus 13 \oplus 11 \oplus 2 \times 9 \oplus 2 \times 5 \oplus 1 \]  
\[ 5^{v_{5}} = 21 \oplus 17 \oplus 15 \oplus 13 \oplus 11 \oplus 2 \times 9 \oplus 7 \oplus 2 \times 5 \oplus 1 \],

which is already a bit more involved.

An interesting observation made in [48] is the "duality relation"

\[ \tilde{\zeta}_{s,k,h}(x) = \tilde{\zeta}_{s,2s,h}(x) . \]  

This implies, for example, that $\tilde{\zeta}_{s,2}(x) = \tilde{\zeta}_{s,2}(x)$, which explains why the r.h.s. of [41], [46] coincides with that of [38], [39], respectively. This last relation also yields a simple proof of the pattern mentioned above for $s = 1$. Indeed, instead of considering a symmetrized state of $k$ qutrits, due to the above duality, we may consider one of two spin-$k/2$ particles. We know, from standard spin addition, that the tensor product of two such states decomposes into a direct sum of spins, from a maximum value $k$ down to zero. The tensor product of two factors though decomposes into a direct sum of symmetric and antisymmetric subspaces, and it can be shown, with the help of the Pieri formula, that the symmetric subspace contains spins $k, k - 2, k - 4, \ldots$ (which are the values that appear in the r.h.s. of [37]–[40]), while the antisymmetric subspace contains the rest.

Although [50] can be checked directly given the explicit form of $\tilde{\zeta}_{s,k}$ in [36], it is conceptually advantageous to realize that it is a consequence of "Hermite reciprocity", which states that for a 2-dimensional representation space $V$, $\nabla^{m}(\nabla^{n}V) \sim \nabla^{n}(\nabla^{m}V)$, with "$\sim$" denoting a vector space isomorphism which commutes with the action of $SU(2)$ [41] [49]. In our case, a spin-$s$ state is considered as a vector in the $2s$-fold symmetric product of the spin-$1/2$ Hilbert space, and Hermite reciprocity says that $\nabla^{k}(\nabla^{2s}V) \sim \nabla^{2s}(\nabla^{k}V)$, which implies [50].

A second duality relation is also mentioned in [48], namely $\tilde{\zeta}_{s,k}(x) = \tilde{\zeta}_{s,2s+k-1,1}(x)$, where $\tilde{\zeta}_{s,k}(x)$ is the generating function for the multiplicities in the fully antisymmetric case. This latter relation is made obvious if one realizes that totally antisymmetric $k$-partite wedge products of spin-$s$ states are in 1-to-1 correspondence with $k$-planes in the spin-$s$ Hilbert space, and the fact that a $k$-plane and its orthogonal complement, a $(2s + 1 - k)$-plane, carry the same geometrical information (for more details see, e.g., [33]). Since a general antisymmetric state is a linear combination of $\wedge$-factorizable ones, the above isomorphism, which we denote by $\varphi$, extends to the entire $H_{s}^{k,}$

\[ \varphi: H_{s}^{k} \rightarrow H_{s}^{2s+1-k} . \]  

It would be interesting to find an analogous, geometrical, interpretation of [50] (in this respect, see section [IVA]). Meanwhile, it is instructive to pursue the Hermite isomorphism, its generalizations, and their physical consequences — we do that in section [IV] below.
The problem of the decomposition of the \( k \)-fold tensor product of the spin-\( s \) irrep of \( SU(2) \) has been considered before, both by physicists and mathematicians. Related material, from a physical perspective, can be found in [50, 51], the analogous problem for fully antisymmetric states is examined in [33], while a more mathematical approach is undertaken in [52]. Both the fully symmetric and antisymmetric cases considered here and in [33] are particular cases of the general plethysm problem, which is still open (see, e.g., [53, 54]).

**C. The multiconstellation of a \( k \)-symmetric spin-\( s \) state**

Following the procedure described in section [11B] one may determine the unitary matrix \( U \) that transforms spinors from the standard normalized induced basis \( \{ \tilde{e}_k \} \) to the BD one, \( |\Psi\rangle_{BD} = U|\Psi\rangle_S \), where \( |\Psi\rangle_{BD} \) is the direct sum of spin-\( j \) spinors, \( 0 \leq j \leq s_{\text{max}} \),

\[
|\Psi\rangle_{BD}^T = \left\{ |\psi^{(s_{\text{max}})}\rangle^T, |\psi^{(s_{\text{max}}-2)}\rangle^T, \ldots |\psi^{(j)}\rangle^T, \ldots \right\},
\]

with spin \( j \) appearing \( \mu_j^{(s,k)} \) times, labeled by the index \( \alpha \) above — the various irreducible multiplets are ordered in decreasing spin value. Note that for the spinors in the r.h.s. of (52) we could use a subscript \( S \) or BD, since in this case the standard basis coincides with the BD one — accordingly, we just omit the subscript. Note also that \( \langle \Psi| \Psi \rangle = \sum_{j\alpha} \langle \psi_{\alpha}^{(j)}| \psi_{\alpha}^{(j)} \rangle \). Under the above change of basis, representation matrices transform by conjugation,

\[
\Sigma_{BD}^{(s,k)} = US_{S}^{(s,k)} U^\dagger, \quad S_{BD}^{(s,k)} = US_{S}^{(s,k)} U^\dagger,
\]

both group and Lie algebra BD matrices being block-diagonal, with structure corresponding to that of \( |\Psi\rangle_{BD} \) in [52].

### 1. The canonical section

We saw in the previous section that a multipartite state can be considered as a collection of various spin-\( j \) states, with definite relative (complex) weights. Each of these states, following Majorana’s 1932 construction [11], can be represented by an unordered, possibly coincident, set of 2\( j \) points on the sphere. The gist of the method is to use the components of the state in the standard \( S_z \) basis to form a polynomial of degree 2\( j \) in an auxiliary complex variable \( \zeta \). The 2\( j \) roots of this polynomial are then mapped stereographically onto the unit sphere, giving rise to the Majorana stars of the state, collectively referred to as its Majorana constellation. The essential property of this construction is that \( SU(2) \) transformations of the state result in (corresponding) rigid rotations of the constellation — more details can be consulted in [11, 26, 33, 39].

We denote by \( C_{ja} \) the constellation of the ket \( |\psi_{a}^{(j)}\rangle \) and by \( C \) the collection of all these constellations, \( C = \{ C_{ja} \} \). Each constellation \( C_{ja} \) in \( C \) misses the information of the normalization and phase of \( |\psi_{a}^{(j)}\rangle \), so that knowledge of \( C \) is not enough to recover \( |\Psi\rangle_{BD} \). Suppose now that we devise a way to assign to each possible constellation \( C_{ja} \) a reference normalized ket \( |\psi_{C_{ja}}\rangle \), which has \( C_{ja} \) as its Majorana constellation, essentially lifting (locally) the projective space \( \mathbb{P} \) into the Hilbert space \( H \) (i.e., in fibre bundle parlance, choosing a local section in the \( U(1) \) bundle over \( \mathbb{P} \), which embeds in \( H \) as the unit sphere). Then \( |\psi_{a}^{(j)}\rangle \) (in the r.h.s. of [52]) and \( |\psi_{C_{ja}}\rangle \) can only differ by an overall complex constant (since they have the same constellation),

\[
|\psi_{a}^{(j)}\rangle = z_{ja}|\psi_{C_{ja}}\rangle.
\]

The comparison between all \( |\psi_{a}^{(j)}\rangle \) and the corresponding (arbitrarily chosen) reference \( |\psi_{C_{ja}}\rangle \) produces a collection \( Z \) of complex numbers, \( Z = \{ z_{ja} \} \), which, together with \( C \), now completely determine \( |\Psi\rangle_{BD} \) (we write \( |\Psi\rangle_{BD} \) rather than \( |\Psi\rangle_{BD} \) because the overall phase information, as well as the normalization of \( |\Psi\rangle_{BD} \) is still missing). Just so that our description of \( |\Psi\rangle_{BD} \) becomes entirely visual, we may pretend \( Z \) to be a spectator “spinor”, and assign to it a (spectator) constellation \( C_Z \ à la \ Majorana, so that \langle \Psi| \Psi \rangle \) is fully coded in the multiconstellation \( \{ C_Z, C \} \). It should be emphasized though that \( Z \) is not a spinor, in the sense that its transformation properties under rotations are not those of a spinor, and the assignment to it of a constellation relies on the completely arbitrary ordering of the “components” \( z_{ja} \), so there is no underlying geometrical content in \( C_Z \), in contrast to the \( C_{ja} \). For an alternative approach to the problem of encoding the complex weights \( z_{ja} \) see [52].

By an argument identical to the one given in [33] for the case of permutation antisymmetric states, it can be shown that a particular choice of the reference kets \( |\psi_{C_{ja}}\rangle \), which we will call the canonical section, results in \( C_Z \) being invariant under rotations (except for a subset of states in \( H^\otimes k \) of measure zero), while \( C_{ja} \) rotate as Majorana constellations do. Since we will follow that recipe in the examples that follow, we summarize the procedure here, referring the reader to [33] for further details and proofs (keep in mind though that the notation and the exposition here is slightly different, aiming at improved clarity).
We simplify, for the moment, the presentation assuming that \( |\Psi\rangle_{BD} \) is such that none of the corresponding \( C_{ja} \) have any rotational symmetries. For every constellation \( C_{ja} \), define a reference constellation \( \hat{C}_{ja} \), such that the former is obtained from the latter by a rotation in \( SO(3) \), which, by our simplifying assumption above, is unique,

\[
C_{ja} = R_{C_{ja}}(\hat{C}_{ja}).
\] (55)

Note that the choice of \( \hat{C}_{ja} \) is arbitrary, but it should be the same for all constellations related by a rotation. Another way to state this is to define an equivalence relation \( \sim \) among constellations, with \( C \sim C' \) if there is \( R \in SO(3) \) such that \( C' = R(C) \). Then the reference constellation \( \hat{C}_{ja} \) is a particular representative of the equivalence class of \( C_{ja} \). Given such a choice of representative, define for the corresponding reference kets

\[
|\psi_{C_{ja}}\rangle \equiv D^{(j)}(e^{-i\eta \hat{S}})|\psi_{\hat{C}_{ja}}\rangle,
\] (56)

where the axis \( \hat{n} \) and the angle \( \eta \) are those of \( R_{C_{ja}} \). Thus defined, the kets \( |\psi_{C_{ja}}\rangle \) give rise, via (54), to constants \( z_{ja} \) that are invariant under rotations — see [33] for the proof.

The last remaining ingredient, in order to be able to apply the above procedure to concrete examples, is the specification of the reference constellation, and its reference ket. Following [33], for the latter, we fix the phase of the normalized \( |\psi_{C_{ja}}\rangle \) by requiring that its first nonzero component be real and positive. Then the phase of any other reference ket \( |\psi_{\hat{C}_{ja}}\rangle \) is fixed by the rotation in (56).

For the former, we perform the following steps:

1. Given a constellation \( C_{ja} \), compute the corresponding density matrix \( \rho_{ja} \) (note that there is a 1-to-1 correspondence between constellations and density matrices, both characterizing uniquely points in \( \mathbb{P} \)).

2. Compute the spin expectation value \( \hat{S} = \text{Tr}(\rho_{ja} S) \). Assuming \( \hat{S} \) to be nonzero, rotate \( C_{ja} \) to \( C'_{ja} = R_1(C_{ja}) \), so that \( R_1(\hat{S}) \) points along \( \hat{z} \).

3. Compute the rotated density matrix \( \rho_1 = D_1 \rho_{ja} D_1^{-1} \), where \( D_1 \equiv D^{(j)}(e^{-i\eta \hat{S}}) \), and \( \hat{m}, \gamma \), parametrize \( R_1 \).

4. Use the polarization tensor expansion [55],

\[
\rho_1 = \sum_{\ell=0}^{2j} \sum_{m=-\ell}^{\ell} c_{\ell m} T_{\ell m},
\] (57)

to assign coordinates \( \{ c_{\ell m} \} = \{(c_{0,0}), (c_{1,1}, c_{1,0}, c_{1,-1}), \ldots, (c_{j,2j}, \ldots, c_{j,-2j})\} \) to \( \rho_1 \) (we use extra parentheses to visually group together same-\( \ell \) multiplets).

5. Identify the first nonzero coordinate \( c_{\ell m} \), with \( \hat{m} \neq 0 \), and rotate \( C'_{ja} \) around \( \hat{z} \) by an angle \( \delta/\hat{m} \), where \( c_{\ell m} = |c_{\ell m}| e^{i\delta} \). — the resulting constellation is the required \( \hat{C}_{ja} = R_2(C'_{ja}) = (R_2 \circ R_1)(C_{ja}) \), with \( R_2 \) parametrized by \( \hat{z}, \delta/\hat{m} \).

Note that the last step above guarantees that the first nonzero coordinate of \( \hat{p} \) (the density matrix corresponding to \( \hat{C}_{ja} \)), is real and positive.

### III. A COLLECTION OF EXAMPLES

**Example 2.** Irreducible basis for 2-symmetric qutrit states

An orthonormal basis in the qutrit Hilbert space \( H_4 \) is given by the eigenvectors of \( S_z \), \( \{ e_1, e_2, e_3 \} = \{ |1\rangle, |1\rangle, |1\rangle, |1\rangle \} \), in the \( |s,m\rangle \) notation. The associated orthonormal basis in \( H_4^{\otimes 2} \) is

\[
\{ \hat{e}_{11}, \hat{e}_{12}, \hat{e}_{13}, \hat{e}_{22}, \hat{e}_{23}, \hat{e}_{33} \} = \{ e_{11}, \sqrt{2} e_{12}, \sqrt{2} e_{13}, e_{22}, \sqrt{2} e_{23}, e_{33} \},
\] (58)

where \( e_{ij} \equiv e_i \vee e_j \). The highest \( S_z \)-eigenvalue eigenvector is \( \hat{e}_{11} \), with eigenvalue 2. Applying \( S_z \) four times, one generates the entire spin-2 multiplet,

\[
\{ \hat{e}_{(2,2)}, \hat{e}_{(2,1)}, \hat{e}_{(2,0)}, \hat{e}_{(2,-1)}, \hat{e}_{(2,-2)} \} = \{ \hat{e}_{11}, \hat{e}_{12}, \frac{1}{\sqrt{3}}(\hat{e}_{13} + \sqrt{2} \hat{e}_{22}), \hat{e}_{23}, \hat{e}_{33} \},
\] (59)
where $\hat{e}_{(s,m)}$ denotes a spin-$s$, $z$-projection $m$ normalized vector. The $S_z$-eigenvalue 0 is doubly degenerate, the state orthogonal to $\hat{e}_{(2,0)}$ is the spin-0 state $\hat{e}_{(0,0)} = (-\sqrt{2} \hat{e}_{13} + \hat{e}_{22})/\sqrt{3}$. The matrix $U_{(s=1,k=2)}$ effecting the change between the two bases, $|\Psi\rangle_{BD} = U_{(1,2)}|\Psi\rangle_S$, is

$$U_{(1,2)} = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1/\sqrt{3} & \frac{\sqrt{2}}{3} & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & -\sqrt{\frac{2}{3}} & \frac{1}{\sqrt{3}} & 0 & 0
\end{pmatrix}. \quad (60)$$

Example 3. Tetrahedral 2-qutrit state

A symmetric 2-qutrit state decomposes into one spin-2 and one spin-0 component — see Eq. (37). We fix the spin-2 component to be the tetrahedral state, and also allow an arbitrary spin-0 component, so that in the BD basis we have (ignoring normalization)

$$|\Psi^{\text{tetra}}\rangle_{BD} = \left( (1, 0, 0, \sqrt{2}, 0), (a) \right)^T, \quad (61)$$

with $a$ an arbitrary complex number. We switch to the standard, $\{\hat{e}_{ij}\}$ basis by left-multiplying with the inverse of the matrix $U_{(1,2)}$ in (60), to get

$$|\Psi^{\text{tetra}}\rangle_S = U^{-1}_{(1,2)}|\Psi^{\text{tetra}}\rangle_{BD}$$

where, in the last line, we switched to the non-normalized $\{e_{ij}\}$ basis, according to (58). Expanding the $e_{ij} = e_i \lor e_j$ according to (1), we finally get

$$|\Psi^{\text{tetra}}\rangle = |1, 1\rangle + |0, -1\rangle + |-1, 0\rangle + \frac{a}{\sqrt{3}} \left( |0, 0\rangle - |1, -1\rangle - |-1, 1\rangle \right), \quad (62)$$

using the $|m_1, m_2\rangle$ notation. We kept the spin-0 component above to check if, for some value of $a$, the state is $\lor$-factorizable — it is easily seen, by direct calculation, that this is not the case. The calculation alluded to involves mapping symmetric states to polynomials in commuting variables, equating the expression thus obtained to the most general factorizable form, and looking for solutions to the resulting linear system. Note that for $\lor$-factorizable states another stellar representation is possible, consisting of the Majorana constellations of the $v$'s, each, say, with a different color. The general problem of whether a particular element of $\lor^n C^n$ is $\lor$-factorizable reduces to the question of whether its components satisfy Brill's equations [56] — the latter are rather complicated to write out explicitly.

Putting $a = 0$ in (62) we get the pure tetrahedral state

$$|\Psi^{\text{tetra}}_0\rangle = |1, 1\rangle + |0, -1\rangle + |-1, 0\rangle. \quad (63)$$

That the above state is invariant under rotations by $2\pi/3$ around the $z$-axis is readily checked. That the same is true for the other axes of symmetry of the tetrahedron is not so obvious, but can also be checked to be true.

Example 4. Bell-like 2-qutrit state
Consider the 2-qutrit state (in \( |m_1, m_2\rangle \) notation)

\[
|\Psi^B\rangle = |1, 1\rangle + |0, 0\rangle + |-1, -1\rangle = e_{11} + e_{22} + e_{33}
\]

\[
\Rightarrow |\Psi^B\rangle_S = (1, 0, 0, 1, 0, 1).
\]

In the BD basis this becomes

\[
|\Psi^B\rangle_{BD} = U_{(1,2)}|\Psi^B\rangle_S
\]

\[
= \left( (1, 0, \sqrt{2/3}, 0, 1), (1/\sqrt{3}) \right).
\]

where the internal parentheses group the different spin components. The spin-2 component has constellation consisting of two stars at \( y = 1 \) and two more antipodal, at \( y = -1 \). Accordingly (since the spin-0 component is isotropic), the state is invariant under rotations around the \( z \)-axis by \( \pi \) (obvious), around the \( x \)-axis by \( \pi \) (less obvious), and also around the \( y \)-axis by arbitrary angles. Note that in the presence of a nonzero spin-0 component, the rotational symmetries of the spin-2 constellation are not necessarily symmetries of the 2-qutrit state, because a symmetry rotation of the spin-2 constellation might still impart a phase to the spin-2 state, while the spin-0 amplitude is invariant, resulting in a change in the full state. In our case, the spin-2 state is clearly an \( S_y = 0 \) eigenstate, so rotations around the \( y \)-axis leave the state invariant, without imparting any phase, so the full 2-qutrit state is invariant under such rotations. Direct computation shows that this state is non-\( V \)-factorizable.

Note that the state \( |\Psi^B\rangle = |1, 1\rangle - |0, 0\rangle + |-1, -1\rangle \) is similar to \( |\Psi^B\rangle \), but with its stars along \( x \), while \( |\Psi^B\rangle = |1, 1\rangle + |0, 0\rangle - |-1, -1\rangle \) gives \( |\Psi^B\rangle_{BD} = ((1, 0, \sqrt{2/3}, 0, -1), (1/\sqrt{3})) \), the spin-2 component of which has a tetrahedral (albeit non-regular) constellation,

\[
n_1 = \left( -\sqrt{2(\sqrt{2} - 1)}, 0, \sqrt{2 - 1} \right)
\]

\[
n_2 = \left( \sqrt{2(\sqrt{2} - 1)}, 0, \sqrt{2 - 1} \right)
\]

\[
n_3 = \left( 0, -\sqrt{2(\sqrt{2} - 1)}, -\frac{1}{\sqrt{3 + 2\sqrt{2}}} \right)
\]

\[
n_4 = \left( 0, \sqrt{2(\sqrt{2} - 1)}, -\frac{1}{\sqrt{3 + 2\sqrt{2}}} \right).
\]

All of the above three states may be considered to be in the Schmidt form (by suitable phase redefinition of the basis states), so they are all maximally entangled, while their spin-2 constellations are all 1-anticoherent (but no higher).

Another physical quantity of interest might be the \( t \)-anticoherence measure defined in Eq. (24) of [17]. For a \( k \)-qubit symmetric state \( |\psi\rangle \), viewed as a vector in the \( k \)-fold tensor product of the single qubit Hilbert space, the authors of [17] define a \( t \)-anticoherence measure \( \mathcal{A}_i \) as follows

\[
\mathcal{A}_i(|\psi\rangle) = \frac{t + 1}{t}(1 - \text{Tr}(\rho_i^2)),
\]

where \( \rho_i \) is the reduced density matrix of \( |\psi\rangle \), traced over \( k - t \) bits (i.e., of dimension \( 2^t \)). Adopting this same definition for \( k \)-symmetric qudit states (we will have to make sure this is ok), we compute,

\[
\mathcal{A}_1(|\psi_1\rangle \vee |\psi_2\rangle) = 2 \left( \frac{1 - x}{1 + x} \right)^2,
\]

\[
\mathcal{A}_2(|\psi_1\rangle \vee |\psi_2\rangle \vee |\psi_3\rangle) = \frac{3}{2} \left( 1 - \frac{3 + 2(x^2 + y^2 + z^2) + 4(xy + yz + zx) + 12(x + y + z + w)}{9(1 + x + y + z + w)^2} \right),
\]

where

\[
x = \sigma_{12}\sigma_{21}, \quad y = \sigma_{13}\sigma_{31}, \quad z = \sigma_{23}\sigma_{32}, \quad w = 2\Re(\sigma_{13}\sigma_{32}\sigma_{21}),
\]

(74)
and \( \sigma_{ij} = \langle \psi_i | \psi_j \rangle \) (note that the symmetrized states \( |\psi_1\rangle \lor |\psi_2\rangle \) etc. above are normalized to unity). Eq. (72) is not applicable to the Bell state considered in Example 4 because the latter is not \( \lor \)-factorizable, but we quote it here, along with (73), for future reference.

**Example 5. Bell-like 2-qudit states**

We generalize the Bell-like 2-qutrit state of Ex. 4 by defining spin-\( s \) Bell states along \( \hat{y} \) via

\[
|\Psi^{B}_s\rangle = \frac{1}{\sqrt{2s + 1}} (|s, s\rangle + |s - 1, s - 1\rangle + \ldots + |s, -s\rangle) \tag{75}
\]

(it will soon become apparent why we denote this state by an index \( \hat{y} \)). Using \( S_y \sim S_+ - S_- \) and the fact that \( S_+ |k, k\rangle = S_- |k + 1, k + 1\rangle \), where \( |k, k\rangle \) is a bipartite spin-\( s \) state with each subsystem in a \( S_z \) eigenstate, one concludes easily that

\[
S_y |\Psi^{B}_s\rangle \sim \sum_{m = -s}^{s} S_y |s, m\rangle \otimes |s, m\rangle + |s, m\rangle \otimes S_y |s, m\rangle = 0, \tag{76}
\]

where we abuse slightly notation by denoting by \( S_y \) both the one- and two-qudit operator. Thus, when brought in the BD form, every component \( |\psi^{j}\rangle \) of \|\Psi^{B}_s\rangle\ must be an \( S_y = 0 \) eigenstate, with constellation consisting of \( j \) stars at \( y = 1 \) and another \( j \) stars at \( y = -1 \). As a corollary, all such states are invariant under arbitrary rotations around the \( y \)-axis. An alternative way to show the above invariance is by writing for the rotated state (omitting the normalization factor)

\[
|\Psi^{B'}_s\rangle \sim \sum_{k, m, m' = -s}^{s} D^{(s)}(R)_{k, m} |s, m\rangle \otimes D^{(s)}(R)_{k, m'} |s, m'\rangle
= \sum_{k, m, m' = -s}^{s} D^{(s)}(R)_{k, m}^d D^{(s)}(R)_{k, m'} |s, m\rangle \otimes |s, m'\rangle
= \sum_{m, m' = -s}^{s} \delta_{mm'} |s, m\rangle \otimes |s, m'\rangle
\sim |\Psi^{B}_s\rangle,
\]

where we used the fact that, for rotations around the \( y \)-axis, the (unitary) rotation matrices \( D^{(s)} \) are real, and, hence, orthogonal.

We may easily rotate \|\Psi^{B}_s\rangle\ around the \( z \)-axis by \(-\pi/2\) to obtain \|\Psi^{B}_x\rangle\, which has its symmetry axis along \( x \),

\[
|\Psi^{B}_x\rangle \sim e^{i\frac{\pi}{2} S_z} \sum_{m = -s}^{s} |s, m\rangle \otimes |s, m\rangle
= \sum_{m = -s}^{s} e^{i\frac{\pi}{2} S_z} |s, m\rangle \otimes e^{i\frac{\pi}{2} S_z} |s, m\rangle
= \sum_{m = -s}^{s} (-1)^m |s, m\rangle \otimes |s, m\rangle
= (-1)^s \left( |s, s\rangle - |s, s - 1\rangle + \ldots + (-1)^{2s} |s, -s\rangle \right). \tag{77}
\]

Rotating \|\Psi^{B}_s\rangle\ around the \( x \)-axis by \( \pi/2 \), to get \|\Psi^{B}_y\rangle\, with symmetry axis along \( z \), is also easy. The above invariance of \|\Psi^{B}_s\rangle\ may be stated as \( (S_y \otimes I)|\Psi^{B}_s\rangle = -(I \otimes S_y)|\Psi^{B}_s\rangle \). A calculation similar to the one outlined above shows that one also has

\[
(S_x \otimes I)|\Psi^{B}_s\rangle = (I \otimes S_x)|\Psi^{B}_s\rangle. \tag{78}
\]
As a consequence, we may calculate easily

\[ |\Psi^B_z\rangle \sim e^{-i\frac{\pi}{2}S_z} \sum_{m=-s}^s |s, m\rangle \otimes |s, m\rangle \]

\[ = \sum_{m=-s}^s e^{-i\frac{\pi}{2}S_z} |s, m\rangle \otimes e^{-i\frac{\pi}{2}S_z} |s, m\rangle \]

\[ = \sum_{m=-s}^s |s, m\rangle \otimes e^{-i\pi S_z} |s, m\rangle \]

\[ = (-i)^{2s} \sum_{m=-s}^s |s, m\rangle \otimes |s, -m\rangle . \]  

(79)

A further interesting consequence of (78) is the following: for two unit vectors \( \hat{n}_1, \hat{n}_2 \) in \( \mathbb{R}^3 \), define the state

\[ |\Psi^B_{\hat{n}_1, \hat{n}_2}\rangle \sim \sum_{m=-s}^s |\hat{n}_1 m\rangle \otimes |\hat{n}_2 m\rangle , \]  

(80)

where \( (\hat{n}_1 \cdot S) |\hat{n}_1 m\rangle = m |\hat{n}_1 m\rangle \) — we define the phase of \( |\hat{n}_1 m\rangle \) below. One might think that in order to get a symmetric state (under exchange of the two tensor factors) a second term should be added, with the indices 1, 2 exchanged. In fact, the above state is already symmetric. To see this, assume for the moment that \( z \) bisects the angle between \( \hat{n}_1, \hat{n}_2 \), making an angle \( \alpha \) with either, then

\[ |\Psi^B_y\rangle = \sum_{m=-s}^s e^{-i\alpha S_z} |\hat{n}_2 m\rangle \otimes e^{i\alpha S_z} |\hat{n}_1 m\rangle \]

\[ = \sum_{m=-s}^s |\hat{n}_1 m\rangle \otimes e^{i\alpha S_z} |\hat{n}_2 m\rangle \]

\[ \sim |\Psi^B_{\hat{n}_1, \hat{n}_2}\rangle , \]  

(81)

where the first equation is a direct consequence of (78), and the second one defines the phase of \( |\hat{n}_1 m\rangle \equiv e^{-i\alpha S_z} |\hat{n}_2 m\rangle \), and similarly for \( |\hat{n}_2 m\rangle \). Thus, \( |\Psi^B_{\hat{n}_1, \hat{n}_2}\rangle \) is indeed symmetric, because \( |\Psi^B_y\rangle \) is, and the general case is handled by rotating the one above. □

**Example 6.** Multiconstellations for 3-symmetric qutrit states

The orthonormal basis in \( H^3 \) is

\[ \{ \hat{e}_{111}, \hat{e}_{112}, \hat{e}_{113}, \hat{e}_{122}, \hat{e}_{123}, \hat{e}_{133}, \hat{e}_{222}, \hat{e}_{223}, \hat{e}_{233}, \hat{e}_{333} \} \]

\[ = \{ e_{111}, \sqrt{3} e_{112}, \sqrt{3} e_{113}, \sqrt{3} e_{122}, \sqrt{3} e_{123}, \sqrt{3} e_{133}, \sqrt{3} e_{222}, \sqrt{3} e_{223}, \sqrt{3} e_{233}, \sqrt{3} e_{333} \} . \]  

(82)

From [38], we know that \( H^3 \) decomposes into one spin-3 and one spin-1 subspace. The highest \( S_z \)-eigenvalue eigenvector is \( \hat{e}_{111} \), with eigenvalue 3. Applying \( S_+ \) six times, one generates the entire spin-3 multiplet. The \( S_z \)-eigenvalue 1 is doubly degenerate, the state orthogonal to \( \hat{e}_{111} \) is \( \hat{e}_{(1,1)} \) — applying to it \( S_- \) twice one obtains the entire spin-1 triplet. The matrix \( U_{(1,3)} \) effecting the above change of basis is

\[ U_{(1,3)} = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{\sqrt{5}} & \frac{2}{\sqrt{5}} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \sqrt{\frac{3}{5}} & 0 & \sqrt{\frac{3}{5}} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{\sqrt{5}} & 0 & \frac{2}{\sqrt{5}} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{2}{\sqrt{5}} & -\frac{1}{\sqrt{5}} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \sqrt{\frac{3}{5}} & 0 & -\sqrt{\frac{3}{5}} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{2}{\sqrt{5}} & 0 & -\frac{1}{\sqrt{5}} & 0 & 0 & 0 \\
\end{pmatrix} . \]  

(83)
Consider, as an example, the state
\[ |\Psi\rangle = (\hat{e}_{111} + i\hat{e}_{113} + \hat{e}_{223})/\sqrt{3}. \]  
(84)

Writing it as a column vector and left multiplying by \( U_{(1,3)} \), we express it in the BD-basis,
\[ |\Psi\rangle_{BD} = (|\Psi^{(3)}\rangle^T, |\Psi^{(1)}\rangle^T)^T = \left( \begin{array}{c} 1/\sqrt{3} \ 0 \ i/\sqrt{15} \ 0 \ 2/\sqrt{15} \ 0 \ 0 \\ 2i/\sqrt{15} \ 0 \ -1/\sqrt{15} \ \end{array} \right), \]  
(85)

where we used extra parentheses to visually define the spin-3 and spin-1 multiplets. Note that since there is no degeneracy (i.e., the multiplicities are binary-valued), we do not need the index \( \alpha \) that labels the various appearances of one particular spin, and, hence, we omit it.

Each of the states \(|\Psi^{(3)}\rangle, |\Psi^{(1)}\rangle\) has its own Majorana constellation. But the two states are not normalized to unity, and their constellations also miss the information about their phase. Both pieces of information are captured in the spectator spin-1/2 state \( Z = (z_3, z_1) \), which we now determine.

The state \(|\Psi^{(3)}\rangle\) has constellation \( C_3 \) and modulus \( |z_3| = \sqrt{5}/3 \). Its spin expectation value is \( \tilde{S} = (0, 0, 3/2) \) — as it is already pointing along the positive z-axis, the rotation \( R_1 \) in the general algorithm outlined above is the identity, so, \( C'_3 = C_3 \), and \( \rho'_3 = \rho_3 \). The multipolar expansion of \( \rho'_3 \) gives
\[ \rho'_3 \rightarrow \left\{ \begin{array}{c} 2/3 \sqrt{7} \\ 0, 2/5 \sqrt{7} \ 0 \\ \end{array} \right\}, \left\{ \begin{array}{c} i(5\sqrt{3} - 12)/45 \sqrt{14} \\ 0, 1/3 \sqrt{21} \ 0, i(5\sqrt{3} - 12)/45 \sqrt{14} \end{array} \right\} \ldots \}. \]  
(86)

Note that the spin-1 component is of the form \( \{0, \lambda, 0\} \), with \( \lambda > 0 \), as a result of the spin expectation value of \( \rho'_3 \) being along z. The first nonzero component with \( m \neq 0 \) is the \( m = 2 \) component of the spin-2 quintet, and it is complex, with phase \( \pi/2 \). Since this is an \( m = 2 \) component, it will become real and positive if the state is rotated around z by \( \pi/4 \), so that \( D^{(3)}(R_2) = e^{-i\pi S^3_z}/4 \). Indeed, \( \tilde{C}_3 = D^{(3)}(R_2)\rho'_3 D^{(3)}(R_2)^{-1} \) expands to
\[ \tilde{C}_3 \equiv R_2(C'_3) = (R_2 \circ R_1)(C_3) \]  
has the reference orientation. We get a corresponding ket by rotating \(|\Psi^{(3)}\rangle\),
\[ D^{(3)}(R_2 \circ R_1)|\Psi^{(3)}\rangle = \left( \frac{1+i}{\sqrt{6}}, 0, \frac{1+i}{\sqrt{30}}, 0, (1+i)\sqrt{\frac{2}{15}}, 0, 0 \right)^T. \]  
(88)

We now fix the phase of this ket by demanding that the first nonzero component be real and positive, this is achieved by multiplying it by \( e^{3\pi/4} \) — the resulting ket is (after normalizing)
\[ |\Psi_{C_3}\rangle = e^{3\pi/4} D^{(3)}(R_2 \circ R_1)|\Psi^{(3)}\rangle/\sqrt{\frac{2}{3}} = \left( \frac{1}{\sqrt{2}}, 0, -\frac{1}{\sqrt{10}}, 0, -\frac{\sqrt{2}}{5}, 0, 0 \right)^T. \]  
(89)

We finally obtain the canonical ket \(|\Psi_{C_3}\rangle\) by rotating \(|\Psi_{C}\rangle\),
\[ |\Psi_{C_3}\rangle = D^{(3)}(R_2 \circ R_1)^{-1}|\Psi_{C}\rangle = \left( -\frac{1}{2} + \frac{i}{2}, 0, -\frac{i}{\sqrt{5}}, 0, -\frac{1+i}{\sqrt{5}}, 0, 0 \right)^T. \]  
(90)

Comparing with \(|\Psi^{(3)}\rangle\) we find \( z^{(3)} = \sqrt{\frac{2}{3}} e^{-i3\pi/4} \).

Working along the same lines we also find that \( z_1 = \frac{1}{\sqrt{3}} e^{i3\pi/4} \), so that \( z_1/z_3 = e^{i3\pi/2}/\sqrt{2} \) — this is the stereographic image of the single-star spectator constellation. A plot of the constellations of \(|\Psi^{(3)}\rangle, |\Psi^{(1)}\rangle\) appears in Fig.1(left and middle), while all constellations of \(|\Psi\rangle\), including the spectator one, are shown in that same figure on the right.
Example 7. Octahedral 3-qutrit state

A symmetric 3-qutrit state decomposes into one spin-3 and one spin-1 component (see (46)). We fix the spin-3 component to be the octahedral state, and set the spin-1 component to zero, so that in the BD basis we have (ignoring normalization)
\begin{equation}
|\Psi_{\text{oct}}\rangle_{\text{BD}} = \left(0, -\frac{1}{\sqrt{6}}, 0, 0, 0, 0, 0, 0, \frac{1}{\sqrt{6}}, 0, 0, 0\right)^T.
\end{equation}

We switch to the standard basis by left-multiplying with the inverse of the matrix $U_{(1,3)}$ in (83), to get
\begin{equation}
|\Psi_{\text{oct}}\rangle_{\text{S}} = U^{-1}_{(1,3)}|\Psi_{\text{oct}}\rangle_{\text{BD}} = \left(0, -\frac{1}{\sqrt{6}}, 0, 0, 0, 0, 0, 0, \frac{1}{\sqrt{6}}, 0\right)^T \sim -\hat{e}_{112} + \hat{e}_{233} \sim -e_{112} + e_{233} \sim -|1,1,0\rangle - |1,0,1\rangle - |0,1,1\rangle + |0,-1,-1\rangle + |1,-1,0\rangle + |1,-1,0\rangle.
\end{equation}

Direct computation shows that this state is $\vee$-factorizable,
\begin{equation}
|\Psi_{\text{oct}}\rangle = (1, 0, -1) \vee (1, 0, 1) \vee (0, -1, 0),
\end{equation}
so that it could also be described by the constellations of the individual factors in (93). Interestingly, these are pairs of stars at $(\pm 1, 0, 0), (0, \pm 1, 0), (0, 0, \pm 1)$, respectively, so, taken together, they define the same octahedron as the one above.

Example 8. Cubic 4-qutrit state

A symmetric 4-qutrit state decomposes in spin-4, spin-2 and spin-0 components. We fix the spin-4 component to be the cubic one, and set the others to zero, so that, in the BD basis we have
\begin{equation}
|\Psi_{\text{cube}}\rangle_{\text{BD}} = \left(1, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0\right)^T.
\end{equation}

giving, in the induced basis,
\begin{equation}
|\Psi_{\text{cube}}\rangle_1 = \left(1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0\right)^T.
\end{equation}
\[ |\Psi^{\text{cube}}\rangle = e_{1111} + \frac{1}{5}e_{1133} + \frac{2}{5}e_{1223} + \frac{4}{5}e_{2222} + e_{3333}, \quad (96) \]

which can be shown to be non-\(\vee\)-factorizable.

\[ \square \]

**Example 9.** 2-symmetric spin-3/2 states

The standard basis in \(H^{\vee 2}\) is

\[ \{\hat{e}_{11}, \hat{e}_{12}, \hat{e}_{13}, \hat{e}_{14}, \hat{e}_{22}, \hat{e}_{23}, \hat{e}_{24}, \hat{e}_{33}, \hat{e}_{34}, \hat{e}_{44}\} = \{e_{11}, \sqrt{2}e_{12}, \sqrt{2}e_{13}, \sqrt{2}e_{14}, e_{22}, \sqrt{2}e_{23}, \sqrt{2}e_{24}, e_{33}, \sqrt{2}e_{34}, e_{44}\}. \quad (97) \]

The highest \(S_z\)-eigenvalue eigenvector is \(\hat{e}_{11}\), with eigenvalue 3. Applying \(S_-\) six times, one generates the entire spin-3 multiplet. The \(S_z\)-eigenvalue 1 is doubly degenerate, the state orthogonal to \(\hat{e}_{(3,1)}\) is \(\hat{e}_{(1,1)}\) — applying to it \(S_-\) twice one obtains the entire spin-1 triplet. The matrix \(U^{(3,2)}_{(3,2)}\) effecting the above change of basis is

\[ U^{(3,2)}_{(3,2)} = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \sqrt{\frac{2}{5}} & 0 & \sqrt{\frac{2}{5}} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & \sqrt{\frac{3}{5}} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \sqrt{\frac{2}{5}} & \sqrt{\frac{2}{5}} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & \sqrt{\frac{2}{5}} & 0 & -\sqrt{\frac{2}{5}} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \sqrt{\frac{3}{5}} & 0 & -\frac{1}{\sqrt{10}} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \sqrt{\frac{3}{5}} & -\sqrt{\frac{2}{5}} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}. \quad (98) \]

\[ \square \]

**IV. A CLOSER LOOK AT HERMITE RECIPROCITY AND ITS GENERALIZATIONS**

**A. The Hermite and Murnaghan isomorphisms**

The original appearance of Hermite reciprocity was in [49], which dealt with covariants of homogeneous forms in two variables, and built upon earlier work by Cayley and Sylvester — in modern parlance, and adapted to our context, it states that

\[ \bigvee^k \left( \bigvee^{2s} H_{\frac{1}{2}} \right) \sim \bigvee^{2s} \left( \bigvee^k H_{\frac{1}{2}} \right), \quad (99) \]

where \(H_{\frac{1}{2}}\) is the spin-1/2 Hilbert space (see, e.g., [54, 57] for concrete applications). Taking into account that the symmetrized \(2s\)-fold tensor product of \(H_{\frac{1}{2}}\) is isomorphic to the spin-\(s\) Hilbert space,

\[ H_s \sim \bigvee^{2s} H_{\frac{1}{2}}, \quad (100) \]

(99) implies that there exists an isomorphism \(h\),

\[ h : \bigvee^k H_s \to \bigvee^{2s} H_{\frac{1}{2}}. \quad (101) \]

What this means is that \(h\) connects states that transform identically under rotations, i.e., it intertwines the action of \(SU(2), \quad (102)\)

\[ h \left( \bigvee^{(s,k)}(g) |\Psi\rangle \right) = \bigvee^{(\frac{1}{2},2s)}(g) h(|\Psi\rangle). \]
for all $g$ in $SU(2)$ and all $|\Psi\rangle$ in $H^{\chi_k}_s$. Thus, for every $k$-symmetric spin-$s$ state, there exists a $2s$-symmetric spin-$k/2$ state from which it is indistinguishable, as far as rotations are concerned — this statement generalizes (100), to which it reduces for $k = 1$. The raison d’être (or, depending on the viewpoint, a consequence) of this isomorphism is that the two sides of (101) have identical irreducible components, so that a vector in $\chi^k H_s$, written in the BD basis, may automatically be considered an element of $\chi^{2s} H_k$, also in the BD basis, with the exact same components. In other words, when the BD basis is used in both vector spaces involved, the isomorphism is implemented by the unit matrix,

$$h(|\Psi\rangle^{(\chi^{2s})}_{BD}) = |\Psi\rangle^{(s,k)}_{BD}.$$  

We also have

$$|\Psi\rangle^{(s,k)}_{BD} = U_{(s,k)}|\Psi\rangle^{(s,k)}_S, \quad h(|\Psi\rangle^{(\chi^{2s})}_{S}) = U^\dagger_{(\chi^{2s})} h(|\Psi\rangle^{(\chi^{2s})}_{BD}),$$  

which, together with (103), gives for the matrix $H^{(s,k)}_S$ implementing $h$, when the standard basis is used in both vector spaces,

$$h(|\Psi\rangle^{(\chi^{2s})}_{S}) = H^{(s,k)}_S |\Psi\rangle^{(s,k)}_S, \quad H^{(s,k)}_S = U^\dagger_{(\chi^{2s})} U_{(s,k)}.$$  

**Example 10.** Hermite isomorphism $3^{\chi^3} \sim 4^{\chi^2}$

We put together the results of examples [6] to find the unitary matrix implementing the isomorphism involved in the Hermite reciprocity $H^{\chi^3}_1 \sim H^{\chi^2}_3, \frac{3}{2}$. Given a vector in $H^{\chi^3}_1$, in the standard basis, multiplication by $U_{(1,3)}$ of (83) transforms it in the BD basis. Regarding this transformed spinor as an element of $H^{\chi^2}_3, \frac{3}{2}$, in the BD basis, multiplication by $U^\dagger_{(\frac{3}{2},2)}$ (see (98)) transforms it in the standard basis of $H^{\chi^2}_3, \frac{3}{2}$. Thus, the matrix

$$H^{(1,3)}_S = U^\dagger_{(\frac{3}{2},2)} U_{(1,3)}$$

$$= \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{3} \sqrt{2 + 3\sqrt{3}} & \frac{1}{3} \sqrt{2 - \sqrt{3}} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{10} \left(6 + \sqrt{6}\right) & 0 & \frac{1}{10} \left(2 - 3\sqrt{6}\right) & 0 & 0 & 0 \\
0 & 0 & \frac{1}{3} \sqrt{2 - \sqrt{3}} & \frac{1}{3} \sqrt{2 + \sqrt{3}} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{10} \left(-2 + 3\sqrt{6}\right) & 0 & \frac{1}{10} \left(6 + \sqrt{6}\right) & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{3} \sqrt{2 + \sqrt{3}} & 0 & \frac{1}{3} \sqrt{2 - \sqrt{3}} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0
\end{pmatrix},$$  

implies the Hermite isomorphism $h : H^{\chi^3}_1 \sim H^{\chi^2}_3 \frac{3}{2}$ in the standard normalized bases. For example, looking at the first and third column of the above matrix we deduce, respectively, that

$$h(\hat{e}_{11}) = \hat{e}_{11}, \quad h(\hat{e}_{113}) = \frac{1}{3} \left(\sqrt{2 + 2\sqrt{3}}\right) \hat{e}_{13} + \frac{1}{3} \left(-2\sqrt{2} + \sqrt{3}\right) \hat{e}_{22}.\quad (107)$$

For example, for the octahedral 3-qutrit state considered in Example [7] we have

$$h\left(|\Psi^{\text{octa}}\rangle\right) ~ h\left(|-\hat{e}_{112} + \hat{e}_{233}\rangle\right)$$

$$\sim -\hat{e}_{12} + \hat{e}_{34}$$

$$\sim |3/2, 1/2) - |1/2, 3/2) + |-1/2, -3/2) + |-3/2, -1/2).\quad (108)$$
the last line above using $|m_1, m_2\rangle$-notation. Although $h\left(\mathbf{Ψ}^{\text{octa}}\right)$ has the same multiconstellation as $\mathbf{Ψ}^{\text{octa}}$, it is not $\lor$--factorizable. In fact, $h\left(\mathbf{Ψ}^{\text{octa}}\right)$ is maximally entangled, with $\mathbf{Ψ}^{\text{octa}}$ giving explicitly its Schmidt decomposition. Note that, in general, the Hermite isomorphism does not respect $\lor$-factorizability.

A Hermite-like isomorphism $m$ has been proven by Murnaghan in [35, 58] — what sets it apart is that it relates $k$-fold spin-$s$ symmetric products with $k$-fold antisymmetric ones of a higher spin,

$$m : \mathcal{H}^{\otimes k}_{s} \rightarrow \mathcal{H}^{\otimes k+1}_{s+1/2},$$

(109)

where the $\wedge$-product stands for an antisymmetrized tensor product, e.g., for $v, w \in \mathcal{H}$, $v \wedge w = v \otimes w - w \otimes v \in \mathcal{H}^{\wedge 2}$. An interesting consequence is that the r.h.s. of the above relation may be further mapped isomorphically to the complementary orthogonal subspace, via $\phi$ of (51), and then, via the inverse Murnaghan isomorphism, back to a $\lor$-product, thus giving a sequence of isomorphisms (dotted path in the diagram below),

$$\mathcal{H}^{\otimes k}_{s} \xrightarrow{h} \mathcal{H}^{\otimes 2s}_{s} \xrightarrow{m^{-1}} \mathcal{H}^{\otimes k}_{s+1/2} \xrightarrow{\phi} \mathcal{H}^{\otimes 2s+1}_{s+1/2} \xrightarrow{m^{-1}} \mathcal{H}^{\otimes k+1}_{s+1/2},$$

(110)

which is equivalent to the Hermite isomorphism (horizontal solid path in the diagram), $h = m^{-1} \circ \phi \circ m$. Thus, the question of an intuitive interpretation of $h$, geometric or not, may be rephrased in terms of that of $m$.

**Example 11.** Murnaghan isomorphism $3^{\otimes 2} \sim 4^{\wedge 2}$

It has been shown in [32] that the unitary matrix $\not{U}_{(3/2, 2)}$ that block-diagonalizes the standard basis in $\mathcal{H}^{\otimes 2}_{3/2}$ is given by

$$\not{U}_{(3/2, 2)} = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0 & 0
\end{pmatrix}.$$

(111)

The corresponding matrix for $\mathcal{H}^{\otimes 2}_{1/2}$, $U_{(1/2, 2)}$, was found in Ex. 2 (see Eq. 60). Thus, an argument analogous to that used in Ex. 10 shows that the Murnaghan isomorphism $m : \mathcal{H}^{\otimes 2}_{1/2} \rightarrow \mathcal{H}^{\otimes 2}_{3/2}$, when the standard bases are used in both spaces, is implemented by the matrix

$$M_{S}^{(1/2, 2)} = \not{U}_{(1/2, 2)}^{-1} \cdot U_{(1/2, 2)} = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & -\frac{1}{\sqrt{3}} + \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{3}} + \frac{1}{\sqrt{6}} & 0 & 0 \\
0 & 0 & \frac{1}{\sqrt{3}} + \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{3}} - \frac{1}{\sqrt{6}} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}.$$

(112)

Looking, for example, at the first column of this matrix, we infer that $m(\mathbf{1}_{1/2} \lor \mathbf{1}_{1/2}) = \frac{1}{\sqrt{2}} \left(\frac{1}{\sqrt{2}} \otimes \frac{1}{\sqrt{2}} + \frac{3}{\sqrt{2}} \otimes \frac{3}{\sqrt{2}}\right)$. It is instructive to
verify the isomorphism considering all spin states as made up of spin-1/2 ones, we get then the embeddings
\[
\begin{align*}
|1, 1\rangle \vee |1, 1\rangle &= |+\rangle \otimes |+\rangle \\
|+\rangle &\equiv |+\rangle \\
|1\rangle_{1234} &\equiv |2\rangle_{1234}, \\
\frac{1}{\sqrt{2}} |\frac{3}{2}, \frac{3}{2}\rangle \wedge |\frac{3}{2}, \frac{3}{2}\rangle &= \frac{1}{\sqrt{2}} \left( |\frac{3}{2}, \frac{3}{2}\rangle \otimes |\frac{3}{2}, \frac{3}{2}\rangle - |\frac{3}{2}, \frac{3}{2}\rangle \otimes |\frac{3}{2}, \frac{3}{2}\rangle \right) \\
&= \frac{1}{\sqrt{6}} (|++\rangle \otimes (|++\rangle + |++\rangle + |++\rangle + |++\rangle)) \\
&\quad - (|++\rangle + |++\rangle + |++\rangle + |++\rangle \otimes |++\rangle)) \\
&\equiv \frac{1}{\sqrt{6}} (|++\rangle + |++\rangle + |++\rangle + |++\rangle + |++\rangle + |++\rangle + |++\rangle) \\
&\quad - |++\rangle - |++\rangle - |++\rangle - |++\rangle - |++\rangle - |++\rangle - |++\rangle) \\
&= \frac{1}{\sqrt{3}} (|0\rangle_{16}|2\rangle_{2345} + |0\rangle_{23}|2\rangle_{1346} + |0\rangle_{34}|2\rangle_{1256}),
\end{align*}
\]

where we use the abbreviation $|0\rangle_{ij}$ to denote the spin-0 state $(|+\rangle - |+\rangle)/\sqrt{2}$ embedded in tensor factors $i, j$, and, similarly, $|2\rangle_{ijkl}$ denotes the spin-2 state $|++\rangle$, embedded in tensor factors $i, j, k, l$. It is clear that the two states in the r.h.s. of (113), (114), respectively, transform identically under the action of $SU(2)$, since they only differ by spin-0 factors, and inconsequential permutations of the tensor factors. Similar comments hold true for states related by the Hermite isomorphism. A notable difference between the two cases though is that both sides of (115) get embedded in $H^{\otimes 2k}_{\frac{1}{2}}$, while, in (109), the l.h.s. embeds in $H^{\otimes 2k+1}_{\frac{1}{2}}$, but the r.h.s. embeds in $H^{\otimes (2k+1)}_{\frac{1}{2}}$, as well.

\[
\square
\]

B. The constituent spin-1/2 picture

Example 11 suggests that considering the constituent spin-1/2 picture, in which a spin-$s$ state is represented as a symmetrized tensor product of $2s$ spin-1/2 states, might shed some light on the origin of the Hermite and Murnaghan isomorphisms. We may depict the spin-1/2 states as vertices in a graph, their tensor product by simple juxtaposition of the vertices, the symmetrization of any number of them by enclosing the vertices in a circular blob, and the antisymmetrization of any pair of them by a directed segment connecting them,

\[
|\psi_1\rangle \mapsto \frac{1}{\sqrt{2}}, \quad |\psi_1\rangle \otimes |\psi_2\rangle \mapsto \frac{1}{\sqrt{2}}, \quad |\psi_1\rangle \vee |\psi_2\rangle \mapsto \frac{1}{\sqrt{2}}, \quad |\psi_1\rangle \wedge |\psi_2\rangle \mapsto \frac{1}{\sqrt{2}},
\]

where overall normalization factors are unimportant (this allows omission of arrows, when flipping them corresponds to an overall sign change). Note that a blob containing 2s vertices represents a spin-$s$ state, and vice-versa. We denote (anti)symmetrization of blobs explicitly by $\vee(\wedge)$, so that, e.g., for two qutrit states

\[
|\psi_a\rangle \sim |\hat{n}_1\rangle \vee |\hat{n}_2\rangle \mapsto \frac{1}{\sqrt{2}}, \quad |\psi_b\rangle \sim |\hat{n}_3\rangle \wedge |\hat{n}_4\rangle \mapsto \frac{1}{\sqrt{2}}.
\]

(with $|\hat{n}_i\rangle$ denoting spin-1/2 states) the symmetrized 2-qutrit state $|\Psi\rangle \sim |\psi_a\rangle \vee |\psi_b\rangle$ is denoted by

\[
|\Psi\rangle \mapsto \frac{1}{\sqrt{2}} \vee \frac{1}{\sqrt{2}}.
\]

One last operation that we depict graphically is the antisymmetrization of, say, one spin-1/2 state, belonging to a blob $A$, with another spin-1/2 state, belonging to a different blob $B$ (antisymmetrizing two states in the same blob gives zero, as states within a blob are symmetrized). The antisymmetrization in question has to respect the symmetrization within blobs, so it actually involves a sum of antisymmetrizations over all pairs of spin-1/2 states, where the first element of the pair belongs to $A$, and the second to $B$ — the resulting state is denoted by a directed segment connecting the blobs, so that, e.g., (in simplified notation)

\[
\frac{1}{\sqrt{2}} \otimes \frac{1}{\sqrt{2}} \sim 1234 - 3214 + 1234 - 4231 + 1234 - 1324 + 1234 - 1432 \\
= (1 \wedge 3) 24 + (1 \wedge 4) 23 + (2 \wedge 3) 14 + (2 \wedge 4) 13.
\]
where, in the second line, it is understood that the state $|\mathbf{n}\rangle$ resides in the $i$-th tensor factor, while

$$
\left(\frac{\mathcal{D}}{\mathcal{D}'}\right)^\wedge = \left(\frac{\mathcal{D}}{\mathcal{D}'}\right)^\wedge + \left(\frac{\mathcal{D}'}{\mathcal{D}}\right)^\wedge \sim (1 \wedge 3)(2 \wedge 4) + (1 \wedge 4)(2 \wedge 3).
$$

(119)

**Example 12.** Irreducible components of $4^3$ in the constituent spin-1/2 picture

We show here how the above graphical representation of symmetry operations captures in a very compact way rather complicated operations. We focus on the decomposition in $4^2$, $4^3 = 10 \oplus 6 \oplus 4$, and seek to express a particular state in the r.h.s. of that expression, say, the spin-3/2 state with $S_z = \frac{3}{2}$, in terms of constituent spin-1/2 states. We work out the relation between the induced and the BD bases, and find, in standard notation,

$$
|\Psi\rangle = ((0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0), (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0))_{\text{BD}}^T = 3\sqrt{\frac{2}{35}} \hat{\epsilon}_{114} + 2\sqrt{\frac{2}{35}} \hat{\epsilon}_{222} - \frac{3}{\sqrt{35}} \hat{\epsilon}_{123},
$$

(120)

with, e.g.,

$$
\hat{\epsilon}_{114} \sim |+++---+++---| + |+-+-++-+++|--|,
$$

(121)

and similar expressions for the embedding of $\hat{\epsilon}_{222}, \hat{\epsilon}_{123}$ in $\mathcal{H}_{1/2}^{(0)}$ — when written out explicitly, involves 84 terms. Now, $|\Psi\rangle$ is a nine spin-1/2 state, that transforms like $|\frac{3}{2}, \frac{3}{2}\rangle$, so six of the nine spins must form three spin-0 antisymmetric pairs while the remaining three spins, properly symmetrized, give rise to the spin-3/2 — the question is how to factorize the above 84 terms.

The above considerations generalize to $\mathcal{H}_{\gamma k}^{(s)}$: every irreducible spin multiplet is characterized by a graph, consisting of $k$ blobs, each containing $2s$ vertices, with various line segments connecting the blobs. In particular, the $s_{\text{max}}$ multiplet is characterized by $k$ blobs without any connections — thus, all $2k s$ constituent spins 1/2 are available to be symmetrized, and the corresponding principal constellation is the union of the Majorana constellations of the factor states. This same set of stars may be divided into $k$ subsets of $2s$ each in $(\frac{2k s}{2s})! \times (k)!$ ways — this is the number of $\gamma$-factorizable states that share the same principal constellation. As a result, given the principal constellation of a state $|\Psi\rangle$, one may determine all $\gamma$-factorizable states with that same principal constellation, and then check whether $|\Psi\rangle$ is one of them — if it is not, then $|\Psi\rangle$ is not $\gamma$-factorizable. Our treatment above of $4^3$ may be further formalized using standard techniques in classical invariant theory, in particular, Gordan’s method for computing covariants in terms of *digraphs* (short for *directed graphs*), the $\Omega$-process, and *transvectants* — see, e.g., [59].

As a final demonstration of the usefulness of the constituent spin-1/2 picture, consider now the antisymmetrization of $k$ blobs of $2s + k - 1$ vertices each, with a single edge connecting every pair of blobs, *e.g.*, for $k = 4$,

$$
|\Psi\rangle \sim \begin{array}{c}
\wedge \\
\wedge \\
\wedge \\
\wedge
\end{array}
$$

(123)

Note that the wedges indicate antisymmetrization of the blobs (*i.e.*, adding all their permutations with an appropriate sign) while the edges stand, as usual, for antisymmetrization of pairs of vertices. Because of the two antisymmetrizations, the state is symmetric w.r.t. exchange of blobs, while, within each blob, $k - 1$ vertices participate in spin-0 pairs, leaving $2s$ vertices free. Thus, an antisymmetric state of $k$ spins $(s + (k - 1)/2)$ transforms identically to a symmetric state of $k$ spins $s$ — this is Murnaghan’s isomorphism, from an “atomic” point of view.
V. GEOMETRIC MEASURE OF ENTANGLEMENT FOR \( \nu \)-FACTORIZABLE STATES

Consider the \( k \)-partite \( \nu \)-factorizable state \(|\Psi\rangle = |\psi_0\rangle \vee |\psi_1\rangle \vee \ldots \vee |\psi_{k-1}\rangle\) and define its geometric measure of entanglement \( E(|\Psi\rangle) \) as its Fubini-Study distance from the set of factorizable states, i.e., states of the form \(|\Phi\rangle = |\phi_0\rangle \otimes |\phi_1\rangle \otimes \ldots \otimes |\phi_{k-1}\rangle\).

As shown in [37], the state \(|\Phi\rangle\) that minimizes the distance from \(|\Psi\rangle\) lies in the diagonal embedding of \( H \) in \( H^\otimes k \), i.e., it is of the form \(|\Phi\rangle = |\phi\rangle \otimes \ldots \otimes |\phi\rangle \) (\( k \) factors), with \(|\phi\rangle \in H \), so that

\[
E(|\Psi\rangle) = \min_{|\phi\rangle \in H} \arccos \left| \phi^\otimes k \langle \phi | |\Psi\rangle \right|. \tag{124}
\]

A related quantity is \( \tilde{E} \), defined as

\[
\tilde{E}(|\Psi\rangle) = \min_{|\phi\rangle \in H} \left( 1 - \left| \phi^\otimes k \langle \phi | |\Psi\rangle \right|^2 \right). \tag{125}
\]

It is also clear that the minimizing \(|\phi\rangle\), for both \( E \), \( \tilde{E} \), must lie in the \( r \)-plane \( \Pi \) spanned by the \(|\psi_i\rangle\). We call \( r \) the rank of \(|\Psi\rangle\) and deduce the extremum conditions for \(|\phi\rangle\) in the full-rank case \( r = k \), in section V.A. We also point out that when \( k < 2s + 1 \) the problem may be mapped to one of spin \((k-1)/2\), which can lead to significant simplification — we treat this case in section V.B.

A. The case of linearly independent factor states

We assume here that the factor states \(|\psi_i\rangle\) are linearly independent, which is the generic case, when \( k \leq 2s + 1 \). Note that in this section capital indices range over the set \( \{0, 1, \ldots, k-1\} \), while small case latin indices range over \( \{1, \ldots, k-1\} \). Define the matrix \( G \) of inner products among the \(|\psi_i\rangle\), and its inverse, with elements given by

\[
G_{IJ} \equiv \langle \psi_I | \psi_J \rangle, \quad G^{IJ} \equiv \langle \psi^I | \psi^J \rangle, \tag{126}
\]

where \(|\psi^I\rangle\) is the dual basis in \( \Pi \), with \( \langle \psi^I | \psi_J \rangle = \delta^I_J \) and \( \delta^I_J = \delta_J^I \) is the Kronecker delta. Note that, as usual,

\[
|\psi^I\rangle = |\psi_J\rangle G^{IJ}, \quad |\psi_J\rangle = |\psi^J\rangle G_{IJ}, \quad G_{IJ} G^{JK} = \delta^I_K, \quad |\psi_I\rangle \langle \psi^I | = 1, \tag{127}
\]

where repeated capital indices are summed over their range, \( \delta^{IK} \) denotes the Kronecker delta, and the last equation is valid since we restrict our attention to \( \Pi \). Expanding \(|\phi\rangle\) in the basis of \(|\psi_i\rangle\) we get

\[
|\phi\rangle = \phi^I |\psi_I\rangle, \quad \text{with} \quad \phi^I \equiv \langle \psi^I | \phi \rangle, \quad \text{and} \quad \langle \phi | \phi \rangle = \phi^I G_{IJ} \phi^J = \phi^I \tilde{G}^{IJ} \phi^J. \tag{128}
\]

Up to \(|\phi\rangle\)-independent normalization factors, the function we wish to maximize is

\[
f(z, \bar{z}) = \frac{|\phi_0 \phi_1 \ldots \phi_{k-1}|^2}{\langle \phi | \phi \rangle^k} \tag{129}
\]

\[
= \frac{|z_1 z_2 \ldots z_{k-1}|^2}{(z_I G^{IJ} z_J)^k}, \tag{130}
\]

where

\[
\phi_I \equiv \langle \psi_I | \phi \rangle = G_{IJ} \phi^J, \quad z_I \equiv \frac{\phi_I}{\phi_0}, \quad z_0 \equiv 1, \tag{131}
\]

and the power in the denominator of \( f \) guarantees that \( f \) is invariant under the rescaling \( \phi_I \rightarrow \lambda \phi_I \), so that \( f \) descends to \( \mathbb{P} \). The \( z_i, i = 1, \ldots, k-1 \), are the standard coordinates on \( \mathbb{P} \), in the chart \( U_0 \) where \( \phi_0 \neq 0 \). Setting \( \delta f / \delta z_I = 0 = \delta f / \delta \bar{z}_I \) gives the system of quadratic equations

\[
\bar{z}_I G^{IJ} z_J - k \bar{z}_M G^{MI} z_I = 0, \tag{132}
\]

\[
z_I G^{IJ} z_J - k z_M G^{MI} z_M = 0, \tag{133}
\]

where \( \langle \phi | \phi \rangle \neq 0 \) was used, \( z_I \neq 0 \) was assumed (since for \( z_I = 0 \), \( f \) attains its minimum), and, here and below in this section, there is no summation over \( i \) — one gets one pair of complex conjugate equations for each \( i = 1, \ldots, k-1 \). Defining \( z^I \equiv G^{IM} z_M \) (note the order of the indices in \( G \)), the above can be written as

\[
\bar{z}_I z^J - k \bar{z}_I z^J = 0, \tag{134}
\]

\[
z_I z^J - k z_I z^J = 0, \tag{135}
\]
implying that, for all \( i = 1, \ldots, k - 1 \),

\[
\begin{align*}
\hat{z}_i &= \hat{z}_M G^M z_i \\
&= (G^{0i} + \hat{z}_i G^{1i} + \ldots + \hat{z}_{k-1} G^{k-1,i}) z_i \\
&= G^{00} + \hat{z}_i G^{10} + \ldots + \hat{z}_{k-1} G^{k-1,0} \\
&\equiv \hat{z}_i.
\end{align*}
\]

To get an idea of the geometrical content of (136), denote by \(|\phi_I\rangle\) the (vector) component of \(|\phi\rangle\) along \(|\psi_I\rangle\),

\[
|\phi_I\rangle = |\psi_I\rangle\langle\psi^I|\phi\rangle , \quad \text{(no summation over } I),
\]

and compute its projection back onto \(|\phi\rangle\),

\[
\langle\phi_I|\phi\rangle = \langle\phi|\psi^I\rangle\langle\psi_I|\phi\rangle = \hat{\phi}^I \phi_I , \quad \text{(no summation over } I).
\]

Thus, a necessary condition for maximizing \( f(z, \bar{z}) \) is that all vector components \(|\phi_I\rangle\) contribute equally to \(|\phi\rangle\) — this analytical requirement seems to quantify the intuitive expectation that the \(|\phi\rangle\) that maximizes \( f \) should be some sort of “barycenter” of the \(|\psi_I\rangle\). However appealing this interpretation might be, it should be kept in mind that the above condition also characterizes other critical points of \( f \), not just the maximum. The solutions of (136) only determine well-behaved critical points of \( f \) — note that the minimum of \( f \) is degenerate, as \( f \) becomes zero for every \(|\phi\rangle\) in the union of the orthogonal complements of each \(|\psi_I\rangle\), the image of the latter in the corresponding projective space being known as the antipodal submanifold of \(|\Psi\rangle\) [60].

**Example 13.** Closest diagonal state for a tripartite symmetric state, with linearly independent spin-1 factors

Consider the state \(|\Psi\rangle \sim |\psi_0\rangle \lor |\psi_1\rangle \lor |\psi_2\rangle\), with

\[
|\psi_0\rangle = \frac{1}{\sqrt{2}} (1, 0, 1)^T , \quad |\psi_1\rangle = \frac{1}{\sqrt{2}} (1, 0, i)^T , \quad |\psi_2\rangle = \frac{1}{\sqrt{3}} (1, 1, 1)^T .
\]

The factor states \(|\psi_I\rangle\) are linearly independent, so \( k = r = 3 \) in this example. Working in the chart \( U_0 \), the extremum conditions (136) give the system of quadratic relations (\( z_j \equiv x_j + i y_j \))

\[
\begin{align*}
2x_1^2 + \sqrt{6}x_2 + 2y_1^2 &= 4 , \\
3x_2^2 + x_1 + 3y_2^2 - y_1 &= 4 , \\
2x_1 + 2y_1 + \sqrt{6}y_2 &= 0 , \\
x_1 + y_1 + 2\sqrt{6}y_2 &= 0 ,
\end{align*}
\]

which admits four real solutions. Computing the eigenvalues of the Hessian of \( f(z, \bar{z}) \) at each solution, one identifies that its maximum is obtained for (normalizing the result)

\[
|\phi\rangle = (0.604, 0.391 - i 0.391, 0.574)^T ,
\]

so that \(|\Phi\rangle = |\phi\rangle \otimes |\phi\rangle \otimes |\phi\rangle\) is the diagonal product state closest to \(|\Psi\rangle\).

\[\square\]

**B. Mapping to a lower spin problem when the factor states are linearly dependent**

We deal now with the case \( r < k \), and assume, without loss of generality, that the first \( r \) factor states, \(|\psi_0\rangle, \ldots, |\psi_{r-1}\rangle\), are linearly independent. Define an orthonormal basis \(|e_0\rangle, \ldots, |e_{r-1}\rangle\) in the \( r \)-plane they span as follows: put \(|e_0\rangle = |\psi_0\rangle\), then take \(|e_1\rangle\) in the space spanned by \(|\psi_0\rangle, |\psi_1\rangle\), \(|e_2\rangle\) in the space spanned by the first three \(|\psi_i\rangle\)'s, and continue like this, until completing the basis in \( \Pi \). By construction, the \(|\psi_i\rangle\), \( i = 0, 1, \ldots, k - 1 \), have the following form in this basis,

\[
\begin{align*}
|\psi_0\rangle &= (1, 0, 0, \ldots, 0)^T \\
|\psi_1\rangle &= (a, b, 0, \ldots, 0)^T \\
&\vdots \\
|\psi_{r-1}\rangle &= (\psi_0^{(r-1)}, \psi_1^{(r-1)}, \ldots, \psi_{r-1}^{(r-1)})^T \\
&\vdots \\
|\psi_{k-1}\rangle &= (\psi_0^{(k-1)}, \psi_1^{(k-1)}, \ldots, \psi_{r-1}^{(k-1)})^T
\end{align*}
\]
Example 14. Geometric measure of entanglement for a bipartite, rank $r = 2$, spin-1 state

Consider the bipartite spin-1, $r = 2$, symmetric state $|\Psi\rangle = |\psi_1\rangle \vee |\psi_2\rangle / \sqrt{2}$, with

$$|\psi_1\rangle = (1, 0, 0)^T, \quad |\psi_2\rangle = (0, 1, 1)^T / \sqrt{2}. \tag{142}$$

The factor states provide, by themselves, an orthonormal basis in the plane they define, which may be extended to the whole of $H_1$ by the inclusion of $|\psi_3\rangle = (0, -1, 1)^T / \sqrt{2}$. The unitary transformation

$$U = \begin{pmatrix}
1 & 0 & 0 \\
0 & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
0 & -\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}}
\end{pmatrix}, \tag{143}
$$

maps $|\psi_1\rangle$ to itself (i.e., $|\psi'_1\rangle = |\psi_1\rangle$), and $|\psi_2\rangle$ to $|\psi'_2\rangle = (0, 1, 0)^T$. Ignoring the trailing zero in $|\psi'_2\rangle$, the problem becomes one of spin-1/2 factor states, with the two primed states $|\psi'_{1/2}\rangle$ being equal to $|z\pm\rangle$, respectively, and $|\Psi'\rangle$ being the spin-1 $S_z = 0$ state. The diagonal states closest to $|\Psi'\rangle$ are of the form $|\Phi'\rangle = |\phi'\rangle \otimes |\phi'\rangle$, with $|\phi'\rangle = (1, e^{ia})^T / \sqrt{2}, 0 \leq a < 2\pi$. Putting the trailing zero back to $|\phi'\rangle$ and applying $U^{-1}$ one gets

$$|\phi\rangle = U^{-1}|\phi'\rangle = \left(\frac{1}{\sqrt{2}}, \frac{e^{ia}}{2}, \frac{e^{ia}}{2}\right)^T, \tag{144}
$$

and the diagonal states closest to $|\Psi\rangle$ are of the form $|\Phi\rangle = |\phi\rangle \otimes |\phi\rangle$, their distance to $|\Psi\rangle$ being, for all values of the parameter $a$, $E(|\Psi\rangle) = \arccos \langle|\Phi|\Psi\rangle | = \pi / 4$.

C. Gramian of a $\nu$-factorizable state and geometric measure of entanglement

As argued in section the geometric entanglement measures $E(|\Psi\rangle)$, $\tilde{E}(|\Psi\rangle)$, of a spin-$s$ $\nu$-factorizable state $|\Psi\rangle = |\psi_0\rangle \vee \ldots \vee |\psi_1\rangle \vee \ldots \vee |\psi_{k-1}\rangle$ are completely determined by the Gramian matrix $G$, defined in Eq. (126). We focus here on $\tilde{E}(|\Psi\rangle)$, results analogous to those reported later in this section hold true for $E(|\Psi\rangle)$. In the extreme diagonal case, where all factor states of $|\Psi\rangle$ are equal, $|\psi_0\rangle = \ldots = |\psi_{k-1}\rangle = |\phi\rangle$, $\tilde{E}(|\Psi\rangle)$ and $\det G$ are both zero. It is clear though that $\tilde{E}(|\Psi\rangle)$ is sensitive to finer details of the set of factor states $\{|\psi_i\rangle\}$, for example, when only two of the latter are equal, $\det G$ is still zero, while $\tilde{E}(|\Psi\rangle)$ is not — it seems therefore reasonable to look for a relationship between $\tilde{E}(|\Psi\rangle)$ and the various minors of $G$. Taking into account that such functional dependence ought to be symmetric in the factor states, leads us to the main focus of this section: to study the relationship between $\tilde{E}(|\Psi\rangle)$ and the eigenvalues $\lambda_i, i = 0, 1, \ldots, k - 1$ of $G$, the latter being symmetric functions of the minors of $G$.

We start by pointing out some elementary facts about the spectrum of the Gram matrix $G$:

1. $G$ is a hermitean, positive semidefinite matrix, so $\lambda_i \geq 0$.
2. $G$ has $k - r$ eigenvalues equal to zero, where $r \leq 2s + 1$ is the rank of $|\Psi\rangle$.
3. The diagonal elements of $G$ are equal to 1, so that the trace of $G$, and, hence, the sum of its eigenvalues, is equal to the number of factor states, $\sum_{i=0}^{k-1} \lambda_i = k$, implying that the number of independent eigenvalues is $r - 1$. 

i.e., $|\psi_i\rangle$, with $0 \leq i \leq r - 1$, has its last $r - i - 1$ components equal to zero, while, for $r \leq i \leq k - 1$, the components can have any value. The basis is now extended (still orthonormal) to the whole of $H$, which results in $2s + 1 - r$ trailing zeros being added to the above components. The basis $|e_i\rangle$ in $H$ thus constructed, may be mapped to the standard one of $S_z$ eigenvectors by a unitary transformation $U$, so that $U|e_0\rangle = |s, s\rangle, U|e_1\rangle = |s, s - 1\rangle$, etc., so that the images $|\psi'_j\rangle = U|\psi_j\rangle$ have the same components, in the standard $S_z$-eigenbasis, as those that appear in the r.h.s. of (141). The state $|\phi'\rangle$ that maximizes $f$ in (130) for the $|\psi'_j\rangle$ will clearly also have $2s + 1 - r$ trailing zeros, since all $|\psi'_j\rangle$ do. Then the trailing zeros may be ignored, and the problem is reduced to one of spin $j = (r - 1) / 2$. Given a solution for $|\phi'\rangle$ the trailing zeros are added back, and the resulting ket is mapped by $U^{-1}$ to the solution of the original problem for the $|\psi'_j\rangle$’s. Note that the complexity of the problem is determined primarily by the rank $r$ and the number of factor states $k$, not by their spin $s$. 


We begin our study with the simplest case, $s = 1/2$, for which $|\Psi\rangle$ is a symmetric state of $k \geq 2$ qubits, i.e., a spin-$k/2$ state, uniquely determined by its principal (Majorana) constellation. For $|\Psi\rangle$ generic, there are 2 eigenvalues of $G$ that are different from zero, and they satisfy the relation $\lambda_1 + \lambda_2 = k$, so only one of them is independent — we assume that $\lambda \equiv \lambda_1 \leq \lambda_2$, so that $0 \leq \lambda \leq k/2$, and study the relation between $\lambda$ and $\tilde{E}$. The real dimension of the projective space $P$ is $2k$, while the orbit $O_{|\Psi\rangle}$ of a generic state $|\psi\rangle$ under rigid rotations (i.e., under the diagonal action of SU(2)) is 3-dimensional, so that the quotient shape space $S = P/O$ has dimension $2k - 3$ — since both $\tilde{E}$ and $\lambda_1$ are constant on $O$, they descend to $S$.

For $k = 2$ (i.e., spin-$1$ states), $S$ is 1-dimensional, and may be parametrized by the angle $2\alpha$ between the two Majorana stars. We find

$$
\lambda = 1 - \cos \alpha, \quad \tilde{E}^{(2)}_{1/2} = 1 - \left(1 + \tan^2 \frac{\alpha}{2}\right)^{-1},
$$

(145)

where $\tilde{E}^{(k)}_s$ refers to the case of $k$ factor states of spin $s$ each — the eigenvalues of $G$ we use here and in what follows a simplified notation, denoting them by $\lambda$, $\lambda'$, etc. A plot of $\tilde{E}^{(2)}_{1/2}(\alpha)$ vs $\lambda(\alpha)$ appears in Fig. 2. In this case, there is a 1-to-1 relation between the two quantities. It should be kept in mind that to each point in the curve shown in Fig. 2 there corresponds a three-dimensional subset of the projective space, consisting of the orbit, under rotations, of a particular constellation shape, parametrized by $\alpha$.

Fig. 3 refers to 3-qubit states. In the scatter plot on the bottom left the $(\lambda, \tilde{E}^{(3)}_{1/2})$ data of 30,000 randomly chosen states in
the projective space are shown. Superimposed are the images of geodesics in the projective space, in the Fubini-Study metric, connecting the vertices — we conjecture that they form the boundary of the plot. The highlighted points A, B, ..., G, in the plot at the bottom right, correspond to the states shown in the top row (more precisely, what is shown there is the stereographic projection, on the complex plane, of their Majorana constellation). Note that the vertices of the curvilinear triangular figure correspond to either the separable (coherent) states A, A', or the highly entangled E (a GHZ state) and G (a W state) [38]. Just like in the previous case, of two qubits, many different states in the projective space get mapped to the same point in the plot. In the case at hand, of three qubits, simple dimension-counting shows that the preimage of each point in the plot is a 4-dimensional subset of \( \mathbb{P} \). Thus, apart from the expected 3-dimensional rotation orbit, there is a 1-dimensional continuum of different shapes that have the same \( (\lambda, E_{1/2}^{(3)}) \) — a particular example is the states denoted by C, C' in the top row, both of which project to C in the right bottom. An interesting question that arises is whether one can find a simple, 2-parameter family of states that covers the plot. In this regard, we find that the shaded region in the bottom right of Fig. 3 can be fully explored by the set of states with constellation given by an isosceles triangle, \( C_3(\theta, \phi) = \{ (\theta, \phi), (\theta, -\phi), (\theta, 0) \} \), where \( (\theta, \phi) \in [0, \pi/2] \times [0, \pi] \) are the spherical angles of the stars. The left boundary ADG of Fig. 3 corresponds to \( \phi = \pi \) (two stars in coincidence), while the right boundary ABE has \( \phi = 2\pi/3 \) (equilateral triangles). The black curve ACEFG is given by states with constellations of the type \( C_3(\pi/2, \phi) \) (isosceles triangles in the equatorial plane), with \( \phi \in [0, 2\pi/3] \) mapping to ACE and \( \phi \in [2\pi/3, \pi] \) to EFG. The above family of triangles covers the entire plot, singly within ACEFGDA, and doubly within ABEFCA — the restricted family \( (\theta, \phi) \in [0, \pi/2] \times [2\pi/3, \pi] \) covers the plot bijectively, except at A.

A final point worth mentioning is that some of the geodesics in \( \mathbb{P} \) mentioned above, the images of which seem to bound the plot, are horizontal, in the following sense: at each point, their tangent vector is orthogonal to all tangent vectors corresponding to rigid rotations — the latter span the vertical subspace of the tangent space of \( \mathbb{P} \). Starting from the coherent state along \( \hat{z} \) at A, the horizontal geodesic that projects to the curve ABE ends on the GHZ state, oriented as shown in E on the top row. From there, the horizontal geodesic that projects to the curve EFG, ends on the W state, oriented as shown in G on the top row. However, starting from this orientation of the W state, the horizontal geodesic that ends on a coherent state, oriented along \( \hat{x} \), does not seem to bound the scatter plot. Rather, a geodesic that does seem to do the job, ends on the coherent state A', oriented along \( -\hat{x} \), and projects to the curve GDA shown in Fig. 3 — this latter geodesic is not horizontal.

We next take up the four-qubit case. The curvilinear triangle of Fig. 3 is now replaced by the quadrangle shown at the bottom.

**FIG. 4.** Top: Constellations of various symmetric 4-qubit states (equivalently, spin-2 states), which are projected on the plot at the bottom: A: a coherent state along \( -\hat{z} \), B: W state with three stars in the south pole and one in the north pole, C: a regular tetrahedral state with one star at the north pole, D: two antipodal pair of stars (a rotated \( S_z = 0 \) state), E: a GHZ state, A': another coherent state. Bottom: Scatter plot of the geometric measure of entanglement \( E_{1/2}^{(4)} \), vs the lowest nonzero eigenvalue \( \lambda \) of the Gram matrix \( G \), for 15,000 randomly generated symmetric 4-qubit states. The two different colors correspond to different measures in the projective space: yellow for the \( SU(4) \)-invariant measure (7,500 points), blue for uniform measure on the sphere for each of the stars (7,500 points). The heavy points in red are the images of the states at the top. The curves in black correspond to geodesics in the projective space, connecting particular representatives of the vertices — we conjecture them to be the boundary of the plot.
in Fig. 4. We make a number of observations:

- The scatter plot at the bottom seems to be bounded by the images of geodesics in the projective space, all of which are horizontal, except for AB.

- The states shown in the top row are mapped to the border of the plot — they include coherent states \(A, \ A'\), a W state (B), a tetrahedral state (C), an \(S_z = 0\) state, rotated to some obscure direction (D), and a GHZ state (E) — it is as though any spin-2 state that is “somebody”, ends up in the border of the plot.

- The segment CDE is vertical.

- The preimage, in \(\mathbb{P}\), of a generic point in the plot is 5-dimensional (hence 2-dimensional in shape space \(\mathbb{S}\)).

- In order to adequately define the borders, we were led to use two different measures in \(\mathbb{P}\) — the corresponding points show up in different colors in the plot.

- We have not been able to find a single, simple family of states that covers the plot bijectively — it is easy though to cover it, with some overlap, using two distinct families, e.g., \(C_4(\theta, \theta_1) = \{(\theta, 0), (\theta, 2\pi/3), (\theta, 4\pi/3), (\theta, 1, 0)\}\), with \(\theta \in [0, \pi/2]\), \(\theta_1 \in [0, \pi]\), and \(C_4'(\theta, \theta_1) = \{(\theta, 0), (\theta, \pi), (\theta_1, \pi/2), (\theta_1, 3\pi/2)\}\), with \(\theta, \theta_1 \in [0, \pi]\).

Finally, we treat the case of three qutrits. There are now three eigenvalues of the Gramian, summing up to 3. We denote by \(\lambda, \lambda' \) the two smallest ones, and scatter plot them vs \(E_1^{(3)}\) in figure 5. Some remarks, pertaining to that figure, follow:

- The plot resembles a curvilinear 3-simplex, the vertices of which are labelled by A, B, C, D.

- The \(SU(2)\)-irrep decomposition in this case is \(H_1^{(3)} = 7 \oplus 3\) (i.e., spin-3 and spin-1). States that differ by the diagonal action of \(SU(3)\) project to the same point in the plot — this replaces the freedom to rigidly rotate the Majorana constellation in the \(s = 1/2\) case. The diagonal action of \(SU(3)\) changes, in general, the \(SU(2)\)-irrep decomposition, and, hence, the multiconstellation of the state. We use this to select a representative state, in the preimage of each point in the plot, with vanishing spin-1 component — the state then is completely characterized by a spin-3 constellation (the spectator
constellation consists of a single star in the north pole). The spin-3 constellations of such representative states, that project to the vertices of the plot, are shown in the top row of the figure. Explicitly, they are (ignoring normalization)

\[
\begin{align*}
A & : (1,0,0)^T \vee (1,0,0)^T \vee (1,0,0)^T & \text{coherent state along } \hat{z} \\
B & : (1,0,0)^T \vee (1,0,0)^T \vee (0,1,0)^T & \text{W state along } \hat{z} \\
C & : (1,0,1)^T \vee (e^{-i\pi/3},0,e^{i\pi/3})^T \vee (e^{-i2\pi/3},0,e^{i2\pi/3})^T & \text{GHZ state in the equatorial plane} \\
D & : (1,0,1)^T \vee (1,0,-1)^T \vee (0,1,0)^T & \text{octahedral state (maximally entangled)}
\end{align*}
\]

- By virtue of the results in Sect.[VIB], the curvilinear triangle ABC, corresponding to \( \lambda = 0 \), is identical to the one in Fig. 3.
- We have been able to identify the borders of the figure shown in black as the images of horizontal geodesics in projective space. It would be interesting to relate these states, in particular the ones that project to the curve BC, to the 1-parameter family of maximally entangled states considered in [61].

VI. SYMMETRIC QUANTUM ROTOSENSORS

Our multiconstellation representation of symmetric \( k \)-partite spin-\( s \) states is based on the \( SU(2) \) action on the underlying Hilbert space \( H^{s,k}_s \). The latter is stratified in invariant subspaces, and the projections of a multipartite state \( |\Psi\rangle \) on these subspaces determine the various spin components of the state in the BD basis. This is not the only way to slice the total Hilbert space \( \mathcal{H} \equiv \mathcal{H}_s^{(2)} \) so that the modulus squared of the Fubini-Study metric \( g \) is parallel to ours in this work could be based on this latter action. Our motivation for focusing on \( SU(2) \) stems from the central importance, both theoretical and experimental, of the behavior of a quantum state under rotations, and a natural arena for our methods is the plethora of problems in quantum metrology, related to rotation detection by quantum means. We refer to quantum states suitable for rotation detection generically as quantum rotosensors [39,40,62], distinguishing some as optimal, according to a variety of criteria. Our focus here will be on optimal detection in three particular cases: infinitesimal rotations around a given axis and uniformly averaged over all axes, and finite rotations by an angle \( \eta \), uniformly averaged over all axes. The averaging version might sound a bit artificial, but is actually quite relevant in experiments, e.g., when a sample of atoms starts out in a common quantum spin state, and, passing through a sufficiently varying magnetic field, ends up with uniform orientation (see, e.g., the discussion in [39]).

A. Optimal rotosensors for small rotations about a given axis

As shown in [63], the optimal rotosensor for small rotations about \( \hat{n} \) is the state \( |\Psi\rangle \) that maximizes the Quantum Fisher Information (QFI) of the generator \( \hat{n} \cdot \mathbf{S} \). Geometrically, the action of \( SU(2) \) on \( H^{s}_s \) induces one on the corresponding projective space, \( \mathbb{P}(H^{s}_s) \equiv \mathbb{P}^k_s \), where states are represented by density matrices,

\[
g \triangleright \rho_{|\Psi\rangle} = \mathcal{D}^{(s,k)}_{BD}(g) \rho_{|\Psi\rangle} \mathcal{D}^{(s,k)}_{BD}(g)^{-1},
\]

with \( g \in SU(2), \rho_{|\Psi\rangle} \in \mathbb{P}^k_s \), and \( |\Psi\rangle \) is expanded in the BD basis (we drop, for the rest of this section, the index BD — it is understood that all vectors and matrices are referred to this basis). We may, without loss of generality, take \( \hat{n} = \hat{z} \), and consider the curve \( g_t = e^{-itS_z} \) in \( SU(2) \), which gives rise to the curve

\[
\rho_{|\Psi\rangle} = g_t \triangleright \rho_{|\Psi\rangle} = e^{-itS_z} \rho_{|\Psi\rangle} e^{itS_z}
\]

in \( \mathbb{P}^k_s \), with tangent vector, at \( t = 0 \),

\[
V_z \equiv \frac{\partial}{\partial t} \rho_{|\Psi\rangle}\bigg|_{t=0} = i[S_z^{(s,k)}, \rho_{|\Psi\rangle}].
\]

The Fubini-Study metric \( F \) in \( \mathbb{P}^k_s \), evaluated on two tangent vectors \( A, B \), at \( \rho_{|\Psi\rangle} \), gives

\[
F_{|\Psi\rangle}(A, B) = \frac{1}{2} \text{Tr}(AB),
\]

so that the modulus squared of \( V_z \), evaluated at \( \rho_{|\Psi\rangle} \equiv |\Psi\rangle \), turns out to be

\[
|V_z|^2 = F_{|\Psi\rangle}(V_z, V_z) = \langle \Psi | S_z^{(s,k)} | \Psi \rangle - \langle \Psi | S_z^{(s,k)} | \Psi \rangle^2 = \sum_{s,k} \langle \Delta S_z^{(s,k)} \rangle^2_{|\Psi\rangle}.
\]
Substituting the BD components of $|\Psi\rangle$ from (52), we find

$$|V_z|^2 = \sum_j |z_j|^2 \langle \psi^{(j)} | (S_z^{(j)})^2 | \psi^{(j)} \rangle - \left( \sum_j |z_j|^2 \langle \psi^{(j)} | S_z^{(j)} | \psi^{(j)} \rangle \right)^2,$$

where the index $j$ runs over the irreducible spin-$j$ blocks of $|\Psi\rangle$. Note that $|V_z|$ is independent of the phases of the $z_j$. It is easily seen that the state that maximizes (151) is the GHZ state \[64\]

$$|\Psi_{\text{GHZ}}\rangle = \frac{1}{\sqrt{2}} \left( |s, s\rangle \oplus k + e^{i\theta}|s, -s\rangle \oplus k \right),$$

for which all $z_j$ are zero, except for $z_{s_{\text{max}}}$, which is 1, where $s_{\text{max}} = ks$. This is so because $|V_z|^2$ is the difference of two non-negative terms, and the GHZ clearly maximizes the first, and minimizes the second. The top spinor $|\psi^{(s_{\text{max}})}\rangle$ in $|\Psi\rangle$ has a regular $2ks$-agon at the equator as Majorana constellation, and changing the phase $\theta$ in (152) results in a rotation of that figure around the $z$-axis. Interestingly, $|\Psi_{\text{GHZ}}\rangle$ is $\lor$-factorizable, $|\Psi_{\text{GHZ}}\rangle = \bigvee_a |\phi_a\rangle$, where each spin-$s$ constituent $|\phi_a\rangle$ has as Majorana constellation a regular $(2s)$-agon on the equator, each rotated by an angle $\pi/(sk)$ about the $\hat{z}$-axis w.r.t. the previous one, with $\alpha = 0, 1, \ldots, k - 1$. To see this, note that

$$|\phi_a\rangle \propto |s, s\rangle + e^{2\pi i a/k} |s, -s\rangle,$$

and, therefore, $\bigvee_{a=0}^{k-1} |\phi_a\rangle$ is a linear combination of $\lor$-products of $r |s, s\rangle$ factors and $(k-r) |s, -s\rangle$ ones,

$$\bigvee_{a=0}^{k-1} |\phi_a\rangle \propto \sum_{r=0}^k A_r |s, s\rangle \lor \cdots \lor |s, s\rangle \lor |s, -s\rangle \lor \cdots \lor |s, -s\rangle.$$

The coefficients $A_r$ are obtained (up to a global factor) by the following expansion

$$\prod_{a=0}^{k-1} (x + e^{2\pi i a/k}) = \sum_{k=0}^{k} A_x x^r,$$

where, conveniently, the l.h.s. is equal to $x^k + (-1)^{k-1}$. Hence, $A_0 = (-1)^{k-1}$, $A_k = 1$ and $A_r = 0$ for $0 < r < k$, leading to

$$\bigvee_{a=0}^{k-1} |\phi_a\rangle \propto |s, s\rangle \oplus k + (-1)^{k-1} |s, -s\rangle \oplus k = |ks, ks\rangle + (-1)^{k-1} |ks, -ks\rangle,$$

which is the GHZ state \[152\], in a particular orientation. As an example, we consider the GHZ state \[152\] for $s = 3/2$, $k = 4$, and draw its principal constellation, as well as the Majorana constellations of its factor states $|\phi_a\rangle$, $a = 0, 1, 2, 3$, in Fig. 6, where each color represents the stars of a particular $|\phi_a\rangle$. Since both the Hermite and Murnaghan isomorphisms $h, m$, are implemented

**FIG. 6.** Plots of the principal constellation of $|\Psi_{\text{GHZ}}\rangle$ for $s = 3/2$, $k = 4$ on the sphere (left) and, viewed from above, on the equator (right). $|\Psi_{\text{GHZ}}\rangle$ is the $\lor$-product of 4 spin-$3/2$ states $|\phi_a\rangle$ with constellations given by equilateral triangles on the equator denoted by different colors. The principal constellation of $|\Psi_{\text{GHZ}}\rangle$ is a dodecagon formed by the union of all the stars of the $|\phi_a\rangle$, drawn in gray in the figure. $|\Psi_{\text{GHZ}}\rangle$ has no other constellations since all but the top spinor vanish in its BD decomposition.
by the identity matrix in the BD basis, both \( h(\ket{\Psi_{\text{GHZ}}}) \) and \( m(\ket{\Psi_{\text{GHZ}}}) \) are also GHZ states. For the former we find
\[
h(\ket{\Psi_{\text{GHZ}}}) \propto |k/2, k/2 \rangle^{\otimes 2z} + e^{i\theta}|k/2, -k/2 \rangle^{\otimes 2z},
\] (157)
with its \( \nu \)-factorization involving \( k \)-gons on the equator as factor states, while for the latter, it is easily shown that
\[
m(\ket{\Psi}) = \frac{1}{\sqrt{2}} \left( |\tilde{s}, \tilde{s} \rangle \wedge |\tilde{s}, \tilde{s} - 1 \rangle \wedge \cdots \wedge |\tilde{s}, -s + (k - 1) \rangle + |\tilde{s}, -\tilde{s} \rangle \wedge |\tilde{s}, -\tilde{s} - 1 \rangle \wedge \cdots \wedge |\tilde{s}, -\tilde{s} + (k - 1) \rangle \right),
\] (158)
where \( \tilde{s} = s + \frac{k-1}{2} \), which is not necessarily \( \wedge \)-factorizable (see Example 16 below).

**Example 15.** Uniqueness of the GHZ state as the optimal rotosensor

We show here that \( \ket{\Psi}_{\text{GHZ}} \), for \( s = 1, k = 2 \), is the only state that maximizes \( \Delta S_z^{(1, 2)} \). We have \( \mathcal{H}_1^{(2)} \sim 3 \oplus 1 \), so that, for any state \( \ket{\Psi} \in \mathcal{H}_1^{(2)} \) we get the decomposition \( \ket{\Psi} = z_2 \ket{\psi^{(2)}} \oplus z_0 \ket{\psi^{(0)}} \). The GHZ state, on the other hand, also factorizes as \( \ket{\Psi}_{\text{GHZ}} = \ket{\phi_1} \vee \ket{\phi_2} \) (see (153)).

The spin-0 basis state is
\[
\ket{\psi^{(0)}} = \left(-\sqrt{\tilde{e}_{13} + \tilde{e}_{22}}\right)/\sqrt{3}
\] (159)
\[
= (|0, 0\rangle - |1, -1\rangle - |1, 1\rangle)/\sqrt{3},
\] (160)
(the second line in the \( (m_1, m_2) \) notation) and \( z_0 = \langle \psi^{(0)} | \phi_1 \rangle = 0 \), where \( \ket{\phi_1^A} \) is the state antipodal to \( \ket{\phi_2} \).

It is clear that a state \( \ket{\Psi}^T = (\ket{\psi^{(2)}}^T, \ket{\psi^{(0)}}^T) \) that satisfies
\[
\langle \psi^{(2)} | S_z \ket{\psi^{(2)}} = 4, \quad \langle \psi^{(2)} | S_z \ket{\psi^{(0)}} = 0, \quad z_0 = 0,
\] (161)
maximizes \( |V_z| \) in (151). The first of these equations implies that only \( S_z = 2 \) components can be present in the spin-2 component, the second says that they should have equal moduli, so that \( |\psi^{(2)}| \propto |(2, 2) + e^{-i\alpha}|(2, -2)\rangle \), while the third implies that the \( j = 2 \) spinor is the only one present — this determines the state to be the GHZ one, with the phase \( \alpha \) effecting a rotation around the \( z \)-axis. The generalization of this result to any \( (s, k) \) is straightforward.

**Example 16.** Optimal rotosensors, Murnaghan isomorphism, and \( \wedge \)-factorizability

We consider in some detail the Murnaghan isomorphism \( m : \mathcal{H}_1^{(2)} \rightarrow \mathcal{H}_3^{(2)} \). Since the state \( m(\ket{\Psi_{\text{GHZ}}}) \equiv \ket{\Psi_{\text{GHZ}}} \in \mathcal{H}_3^{(2)} \) has identical BD structure as \( \ket{\Psi_{\text{GHZ}}} \in \mathcal{H}_1^{(2)} \), it also maximizes \( |V_z| \) in (151).

\[
\ket{\Psi_{\text{GHZ}}} = (\tilde{e}_2|\tilde{\psi}^{(2)}\rangle, z_0|\tilde{\psi}^{(0)}\rangle)^T = \left((\zeta_{(2, 2)}, \zeta_{(2, 1)}, \zeta_{(2, 0)}, \zeta_{(2, -1)}, \zeta_{(2, -2)}), (\zeta_{(0, 0)})\right)^T = \left(\frac{1}{\sqrt{2}}, 0, 0, 0, \frac{1}{\sqrt{2}}, 0\right)^T.
\] (162)

It is easily seen that \( \ket{\Psi_{\text{GHZ}}} \) is not \( \wedge \)-factorizable: the condition for this is the Plücker relation on the components of \( \ket{\Psi_{\text{GHZ}}} \)
\[33, 65\].

\[
2\zeta_{(2, 2)}\zeta_{(2, -2)} - 2\zeta_{(2, 1)}\zeta_{(2, -1)} + \zeta_{(2, 0)}^2 - \zeta_{(0, 0)}^2 = 0,
\] (163)
which is clearly not satisfied by the \( \zeta_{(s, m)} \)’s of (162).

The Plücker relation can be expressed as
\[
|\tilde{e}_2((\tilde{\psi}^{(2)})^A|\tilde{\psi}^{(2)})|^2 = |z_0|^2,
\] (164)
where \( \tilde{\psi}^A \) denotes the state antipodal to \( \tilde{\psi} \). Substituting this into (151) yields a new equation, involving only \( |\tilde{\psi}^{(2)}\rangle \), to which we have found numerically two different shape solutions, both of which reach the maximum value \( |V_z|^2 = 5/2 \).

\[
\ket{\tilde{\Psi}} = \left(\frac{1}{2}(-1, 1, 0, -1, 1), (0)\right)^T = |\chi_1\rangle \wedge |\chi_2\rangle,
\] (165)
\[
|\tilde{\Psi}'\rangle = \left(\frac{1}{2}(1, 1, 0, 1, 1), (0)\right)^T = |\chi_1\rangle \wedge |\chi_3\rangle.
\]
FIG. 7. The principal constellations of the \( \wedge \)-factorizable optimal rotosensors \(|\widehat{\Psi}\rangle\), \(|\widehat{\Psi}'\rangle\) of Eq. (165) (l.h.s., top and bottom), and the constellations of their factor spin-3/2 states \(|\psi\rangle\) of Eq. (166) (r.h.s., top and bottom). The principal constellation of \(|\widehat{\Psi}\rangle\) (top left) is not a regular tetrahedron, only the edges shown in black in the figure have equal lengths.

\[
|\chi_1\rangle = \frac{1}{\sqrt{2}} \left( |\frac{3}{2}, \frac{3}{2}\rangle - |\frac{3}{2}, -\frac{3}{2}\rangle \right), \quad |\chi_2\rangle = \frac{1}{\sqrt{2}} \left( |\frac{3}{2}, \frac{1}{2}\rangle + |\frac{3}{2}, -\frac{1}{2}\rangle \right), \quad |\chi_3\rangle = \frac{1}{\sqrt{2}} \left( |\frac{3}{2}, \frac{1}{2}\rangle - |\frac{3}{2}, -\frac{1}{2}\rangle \right). \tag{166}
\]

Both states have only principal constellation and their spin-2 components both satisfy

\[
\langle (\psi^{(2)})^4 |\psi^{(2)}\rangle = 0, \quad \langle \psi^{(2)} |S_z^{(2)}|\psi^{(2)}\rangle = 0, \quad \langle \psi^{(2)} |S_z^{(2)}|\psi^{(2)}\rangle = \frac{5}{2}. \tag{167}
\]

Their principal constellations and those of \(|\chi_i\rangle\) are plotted in Fig. 7.

B. Optimal rotosensor for an infinitesimal rotation around an averaged axis

We generalize the spin-\( s \) rotosensor notion treated in [62] to \( \mathcal{H}_{s}^{\lambda k} \). The quantity to be maximized is \( |V_{\tilde{n}}|^2 \), with \( V_{\tilde{n}} = i[\tilde{n}\cdot S, \rho|\Psi\rangle] \), uniformly averaged over the rotation axis \( \tilde{n} \), i.e., we seek the state \(|\Psi\rangle\) maximizing

\[
I(|\Psi\rangle) = \int_{S^2} d\tilde{n} |V_{\tilde{n}}|^2 \propto \frac{1}{3} \left( (\Delta S_x)^2 + (\Delta S_y)^2 + (\Delta S_z)^2 \right)_{|\Psi\rangle}. \tag{168}
\]

Working in the BD basis we find

\[
I(|\Psi\rangle) = \frac{1}{3} \left( \sum_{r=1}^{t} |z_r|^2 j_r (j_r + 1) - \sum_{j=x,y,z} \left( \sum_{r=1}^{t} |z_r|^2 \langle \psi^{(j)} | S_r^{(j)} |\psi^{(j)}\rangle \right) \right)_{|\Psi\rangle}. \tag{169}
\]

where \( r \) enumerates the irreducible blocks of \(|\Psi\rangle\) and \( t \) is their total number (we omit, for notational simplicity, a further index \( \alpha \) that distinguishes among same-spin components). It is easily seen that one may independently maximize the first term and minimize the second, using any state such that all \( z_r \) are zero except for \( z_{s_{\text{max}}} = z_{k_r} \), which should be of modulus 1, and with principal spinor such that \( \langle \psi^{(s_{\text{max}})} | \tilde{n} \cdot S |\psi^{(s_{\text{max}})}\rangle = 0 \), the latter condition termed \( 1 \)-anticoherence by Zimba [15].

Example 17. 2-symmetric qutrit states that maximize \( I(|\Psi\rangle) \)

A general state \(|\Psi\rangle \in \mathcal{H}_{1}^{\lambda 2} \), in the BD basis, is given by \(|\Psi\rangle = (z_2 |\psi^{(2)}\rangle, z_0 |\psi^{(0)}\rangle)^T \). Every state \(|\Psi\rangle\) such that \( z_0 = 0, |z_2| = 1 \) and \( |\psi^{(2)}\rangle \) is 1-anticohherent maximizes (169). The set of all 1-anticohherent spin-2 states, up to rigid rotations, are of the
The relevant quantity here is the transition probability between the state of the fidelity over the rotation axis \( \nu \) not relevant. The optimal rotosensor for a rotation by an angle \( \eta \) with the slightly simplified notation

\[
\langle \Psi | R(\eta, \hat{n}) | \Psi \rangle^2 = \left( \sum_{i=1}^{\nu} |z_i|^2 \langle \psi^{(i)} | R^{(i)}(\eta, \hat{n}) | \psi^{(i)} \rangle \right)^2,
\]

with the slightly simplified notation \( R^{(i)}(\eta, \hat{n}) \equiv D^{(i)}(R(\eta, \hat{n})) \). As in the previous two cases, the complex phases of the \( z_j \) are not relevant. The optimal rotosensor for a rotation by an angle \( \eta \) around an averaged axis is the state that minimizes the average of the fidelity over the rotation axis

\[
F_{\langle \Psi |} \eta \rangle = \frac{1}{4\pi} \int_{\mathcal{S}^2} F_{\langle \Psi |} \eta, \hat{n} \rangle d\hat{n}.
\]

For the irrep \( R^{(j)} \) we use the formula ([55], equation (18), p.46)

\[
R^{(j)} = 2\sqrt{\pi} \sum_{L=0}^{2j} \frac{(-i)^L}{\sqrt{2j+1}} \chi_L^{(j)}(\eta) \sum_{M=-L}^{L} Y_{LM}^*(\theta, \phi) T_{LM}^{(j)}(\eta),
\]

where \( \chi_L^{(j)}(\eta) \) are the generalized characters of the irrep \( R^{(j)} \) [55] and the spherical harmonics are normalized according to

\[
\int_{\mathcal{S}^2} Y_{LM}^*(\theta, \phi) Y_{LM'}(\theta, \phi) d\Omega = \delta_{LM} \delta_{MM'},
\]

and find, integrating over the sphere,

\[
F_{\langle \Psi |} \eta \rangle = \sum_{q,r} \frac{|z_q z_r|^2}{\sqrt{(2q+1)(2r+1)}} \left( \sum_{L=0}^{\min(2q, 2r)} \sum_{M=-L}^{L} \chi_L^{(q)}(\eta) \chi_L^{(r)}(\eta) \langle \psi^{(q)} | T_{LM}^{(q)} | \psi^{(q)} \rangle \langle \psi^{(r)} | T_{LM}^{(r)} | \psi^{(r)} \rangle \right),
\]

where \( q \) and \( r \) range over the BD blocks of \( |\Psi\rangle \).

**Example 18.** Average fidelity for 2-symmetric qutrit states

In this case we find

\[
F_{\langle \Psi |} \eta \rangle = |z_0|^4 + \frac{2|z_0 z_2|^2}{5} \chi_2^{(2)}(\eta) + |z_2|^4 \left( \frac{\chi_0^{(2)}(\eta)}{5} + \sum_{L=1}^{4} \left( \chi_L^{(2)}(\eta) \right)^2 \right),
\]

where

\[
u_L^2 \equiv \sum_{M=-L}^{L} \langle \psi^{(2)} | T_{LM}^{(2)} | \psi^{(2)} \rangle \langle \psi^{(2)} | T_{LM}^{(2)} | \psi^{(2)} \rangle,
\]

It is also illustrative to compute \( F_{\langle \Psi |} \eta \rangle \) by expanding (171) in the BD basis and using \( R^{(0)} = I \),

\[
F_{\langle \Psi |} \eta \rangle = |z_0|^4 + \frac{2}{5} |z_0 z_2|^2 \chi_2^{(2)}(\eta) + |z_2|^4 \nu_L^2 F_{\langle \psi^{(2)} |} \eta \rangle,
\]

where \( F_{\langle \psi^{(2)} |} \eta \rangle \) is the last term in (176), and has also been calculated in [40] using anticoherent measures and studied numerically in [39].
VII. CONCLUSIONS

In this work we have introduced the Majorana representation for pure symmetric states of $k$ spins-$s$ (or pseudo-spins-$s$, i.e., quantum systems with finite, $2s+1$-dimensional Hilbert space — the SU(2) action can still be relevant in this case, see, e.g., [67]). This is achieved by decomposing the states into irreps of SU(2) and then using the standard Majorana representation for the pure state of a single spin $j$ [1]. Each irrep component gives rise to its own Majorana constellation that transforms rigidly under rotation, but is agnostic about its relative phase and amplitude. The relative amplitudes, with respect to the other SU(2) components, are fixed by an additional “spectator” constellation, defined through transforming the respective constellations to a canonical orientation, similar to what was developed for mixed states of multiqubit systems [32] and for antisymmetric states [33]. The general procedure was illustrated with a number of examples, in particular the case of symmetric states of up to four qutrits. Our results not only enabled us to visualize complex states of these quantum systems, but also to investigate some of their properties.

The decomposition into SU(2) irreps allowed us to gain a better understanding of the Hermite and Murnaghan isomorphisms. By considering spins-$s$ as symmetric states of $2s$ spins-1/2, it became evident that the symmetrized states of $k$ spins-$s$ are equivalent to those of $2s$ spins-$k/2$, in the sense of their decomposition into SU(2) irreps. By combining this isomorphism with Murnaghan’s isomorphism, that relates symmetric states of $k$ spins-$s$ to totally anti-symmetric states of $k$ spins-$s + (k - 1)/2$, and a map from the $k$-planes that represent totally anti-symmetric $k$-partite factorizable spin-$s$ states to the $2s + 1 - k$ planes that are their orthogonal complements, we obtained a unified view of the Hermite and Murnaghan isomorphisms.

We calculated the Quantum Fisher Information relevant for measuring rotations, for spins that are physical spins or angular momentum, rather than “pseudo-angular momenta” i.e., abstract $n$-level systems. The state that maximizes the QFI for rotation about a given axis is a generalized GHZ state, namely a superposition of all $k$ spins-$s$ pointing up and down. This state has a multiconstellation with only the principal component (max value of total spin) non-zero and represented by a regular $2ks$-agon in the $xy$-plane. Via the Murnaghan isomorphism there is a totally antisymmetric state of $k$ spins-$s + (k - 1)/2$ that contains exactly the same SU(2) components and hence leads to the same QFI. Reasoning in terms of the Majorana constellations is very helpful here.

We also investigated the geometrical entanglement of multiqutrit states and showed in particular that the GHZ-state of $k$ spins $s$ is $\vee$-factorizable for any $s > 1/2$. More generally, we looked into the relation between the geometric entanglement $E$ and the eigenvalues of the Gramian matrix constructed from the single-qudit states through which the state in question is obtained via symmetrization. While there is no one-to-one relation between geometrical entanglement and these eigenvalues, as explicitly shown e.g., for three qubits, where only one independent eigenvalue $\lambda$ exists, the Majorana constellations help to identify vertices of the plot of $E$ versus $\lambda$. The projections, to the $(\lambda, E)$-plane, of geodesics connecting these vertices in projective space, delimit the range of possible pairs $(\lambda, E)$.

Having a visualization of complex quantum states with the nice properties of the Majorana representation helps to identify potentially interesting states, to reduce the number of parameters in optimization problems by profiting from the rigid rotation of the constellations under SU(2) transformations, and more generally to develop an intuitive understanding of geometric insights for quantum states. We hope that our generalization of the Majorana representation to symmetric states of qudits will contribute to the further exploration of these objects.
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