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ABSTRACT

Person re-identification is an important task and has widespread applications in video surveillance for public security. In the past few years, deep learning network with triplet loss has become popular for this problem. However, the triplet loss usually suffers from poor local optimal and relies heavily on the strategy of hard example mining. In this paper, we propose to address this problem with a new deep metric learning method called Adversarial Triplet Embedding (ATE), in which we simultaneously generate adversarial triplets and discriminative feature embedding in an unified framework. In particular, adversarial triplets are generated by introducing adversarial perturbations into the training process. This adversarial game is converted into a minimax problem so as to have an optimal solution from the theoretical view. Extensive experiments on several benchmark datasets demonstrate the effectiveness of the approach against the state-of-the-art literature.

1 Introduction

Person Re-Identification (ReID) learning has attracted much attention in the machine learning community [1, 2, 3]. It aims to judge whether two person images indicate the same target or not and has widespread applications in video surveillance for public security. Inspired by the success of deep learning, many methods have been presented to deal with this task [4]. Among them, deep metric learning has become popular due to the seamless combination of the distance metric learning and deep neural network [5, 6, 7]. One representative work in the recent literature is TriNet [8], a convolutional neural network for learning embedding for person images. It exploits the triplet loss to learn an embedding space where the data points of the same identities are closer to each other than those with different identities.

A key part of metric learning with triplet loss is the mining of hard triplets, since hard triplets in the training set will produce large gradients while the gradient of easy triplets are close to zero. Although TriNet [8] emphasizes the importance of hard example mining and propose a Batch-Hard mining strategy, which achieves competitive performance on person ReID benchmark, we observe that the loss of TriNet can still inevitably stagnate and confront with zero gradient. It is because that randomly chosen examples in a mini-batch still do not contain enough hard triplets, especially when the training dataset consists of a large number of distinct classes with few training instances for each, which is common for person ReID task. Since hard triplets usually account for a minority while most of the easy triplets makes little contribution to the optimization, a natural question is how to translate existing easy triplets into “informative” hard cases so as to boost the generalization performance.

To address the above problems, we propose a new metric learning objective called adversarial triplet embedding (ATE), which extend the triplet loss with an adversarial process. As shown in Fig[1] compared with the traditional traditional metric learning with the given triplet, our ATE learns to discriminate the generated adversarial triplets. Here, the adversarial triplets are automatically generated by introducing adversarial perturbations into the training process. Different from the traditional adversarial training [9][10], we apply the adversarial perturbation to the triplet loss, rather than directly to the input. The triplet loss model is pitted against an adversary: an adversarial mechanism that learns a
worst case perturbation for the current loss. Further, we convert the adversarial game into a minimax problem which has the optimal solution from the theoretical perspective.

Note that the proposed adversarial manner is a good complement for the widely-used hard example mining. On one hand, it would provide a variety of adversarial triplets close to the margin through adding perturbations, which will improve the robustness of the model. On the other hand, the adversarial process would translate some easy triplets into hard ones which produce relatively large gradient for the optimization of the loss function. Consequently, through training with current hard example mining techniques, the proposed adversarial framework has a better generalization ability.

In experiment, we demonstrate the superiority of the proposed ATE to the triplet loss as well as other competing metric learning objectives on person ReID task. The ATE is evaluated on several real-world datasets. Extensive experiments on these benchmark datasets demonstrate the effectiveness of our approach against the state-of-the-art.

2 Related Work

The main topics of person ReID focus on discriminative feature learning and effective similarity measurement. For feature learning, many robust person image descriptors are developed for coping with misalignment and variations of color and texture. Commonly used hand-crafted descriptors include HSV color histogram [11], local binary patterns (LBP) [12], SIFT features [12], and etc. Some efforts also exploit the properties of person images to boost the recognition rate, such as symmetry of local features [11] and the horizontal occurrence of local descriptors [2]. For similarity measurement, the key idea lies on metric learning which aims to learn an embedding from feature space to a new space so as to maximize the inter-class variations while minimizing the intra-class variations. Representative methods include local Fisher discriminant analysis [13], Large Margin Nearest Neighbour [14], KISS metric learning [15], attribute consistent matching [16], and pair-wise constrained component analysis [17].

Inspired by the success of deep learning networks, many efforts apply deep CNN models to the task of person re-identification and have achieved remarkable improvement over the approaches based on handcrafted features. In particular, end-to-end training [7, 6, 18] are exploited to learn discriminative representations and effective metrics simultaneously so that the feature learning network is directly optimized for the final task. Some methods considers person ReID as a ranking problem [5], which is usually solved by deep networks with a triplet loss. Ding et al. [6] develop a triplet generation scheme for person re-identification by randomly select a small number of persons from the dataset. Cheng et al. [3] introduce a multi-channel parts-based CNN framework which improves the triplet loss function by imposes a margin constraint on the pair of matched images. Chen et al. [19] present a quadruplet loss for person re-identification, which extends the traditional triplet loss by considering pushing away negative pairs from positive pairs with different probe images.
In addition to the triple loss and its variants, the person ReID problem also can be tackled from the classification perspective [7][20]. For example, Ahmed et al. [7] propose to learn representations and similarity metric simultaneously with an improved deep architecture, which takes pair-wise images as input and outputs a similarity value indicating whether the two input samples depict the same person. Zhang et al. [21] seek to learn cross-image representations for input image pairs and adopt the cross-entropy loss to represent the probability that the two images are of the same class (person) or not.

Further, triplet loss has shown its superiority on person re-identification task over other surrogate losses, such as classification and verification losses [8]. A key part of learning with the triple loss is the mining of good hard triplets [22][23]. Batch Hard strategy has been proposed by Hermans et al. [8] and has achieved state-of-the-art performance on several benchmark datasets. The core idea is to form batches by randomly sampling several person identities and then randomly sampling several images from each identity.

Our model differs from the above deep network with triplet loss. More specifically, we propose to train the triplet embedding with an adversarial process. A worst case perturbation for anchor point is learned to construct a much harder optimization problem, which encourages further reducing the intra-class variations and enlarging the inter-class variations. In particular, the learned perturbation help form an adaptive margin for triplet loss, which makes it possible to learn robust more representations for the person re-identification problem.

3 The Proposed Method

In this section, we present a new deep metric learning method called adversarial triplet embedding, where an adversarial perturbation is added to the anchor point to produce much harder triplets. We first overview the probabilistic interpretation of triplet embedding, and then investigate the statistical property of triplet embedding with perturbations. Further, we propose the adversarial triplet embedding through introducing adversarial perturbations into the training process.

3.1 Probabilistic Triplet Embedding

Suppose that we are provided with a set of training images of $K$ classes, we first extract the feature embedding of each sample by CNN and obtain $\{(x, y), \cdots\}$, where $x \in \mathbb{R}^D$ denotes the feature embedding and $y \in \{1, \cdots, K\}$ is the corresponding label. At each training iteration, we sample a mini-batch of triplets, each of which $T = (x_a, x_p, x_n)$ consists of an anchor $x_a$, its positive sample $x_p$ and negative sample $x_n$, whose labels satisfy $y_a = y_p \neq y_n$. For the purpose of simplicity, we will explain the sampling strategy in Sec. 3.5. Triplet loss aims at learning a representation with correct ranking order, i.e., the distance between the anchor and the positive should less than the distance between the anchor and the negative:

$$\|x_a - x_p\|^2 < \|x_a - x_n\|^2. \quad (1)$$

Further, the corresponding probability of a given triplet satisfying the above constraint can be written as:

$$p(x_a, x_p, x_n | \phi) = \frac{\exp(-\|x_a - x_p\|^2)}{\exp(-\|x_a - x_p\|^2) + \exp(-\|x_a - x_n\|^2)} + \frac{1}{1 + \exp(\|x_a - x_p\|^2 - \|x_a - x_n\|^2)} \quad (2)$$

In our case, $x$ is deep representation with CNN. To learn the network parameters $\phi$ from a given set of triplets, we solve the following objective:

$$\arg\min_{\phi} \sum_{(x_a, x_p, x_n)} -\log(p(x_a, x_p, x_n | \phi)) \quad (3)$$

the above objective can be interpreted as maximizing the likelihood in Eq. [1].

3.2 Triplet Embedding with Perturbations

Consider a triplet $(x_a, x_p, x_n)$, where $x_a$ is corrupted with perturbations. Let $\tilde{x}_a$ be the original uncorrupted anchor point. We assume that the triplet is generated as follows: first $(\tilde{x}_a, x_p, x_n)$ is generated according to a distribution $p(\tilde{x}_a, x_p, x_n | \theta)$, where $\theta$ is an unknown parameter and would be estimated from the data set; given $(\tilde{x}_a, x_p, x_n)$, $x_a$ is assumed to be generated from $\tilde{x}_a$ according to a distribution $p(x_a | \tilde{\theta}, \sigma_a, \tilde{x}_a)$, where $\tilde{\theta}$ is another unknown parameter.
and $\sigma_a$ is an estimated parameter for the perturbations of $x_a$. The joint probability of $(x_a, \tilde{x}_a, x_p, x_n)$ can be formulated as follows:

$$p(x_a, \tilde{x}_a, x_p, x_n) = p(\tilde{x}_a, x_p, x_n|\theta)p(x_a|\tilde{\theta}, \sigma_a, \tilde{x}_a)$$

(4)

The joint probability distribution of $p(x_a, x_p, x_n)$ is computed by integrating out the unobserved quantity $\tilde{x}_a$

$$p(x_a, x_p, x_n) = \int p(\tilde{x}_a, x_p, x_n|\theta)p(x_a|\tilde{\theta}, \sigma_a, \tilde{x}_a)d\tilde{x}_a$$

(5)

This distribution can be considered as a probabilistic mixture model where each mixture component indicates a possible true anchor point $x_a$. Further, the related parameters $(\theta, \tilde{\theta})$ can be estimated from the data through the maximum-likelihood estimation:

$$\max_{\theta, \tilde{\theta}} \sum_{(a,p,n)} \ln p(x_a, x_p, x_n|\theta, \tilde{\theta}) = \max_{\theta, \tilde{\theta}} \sum_{(a,p,n)} \ln \int p(\tilde{x}_a, x_p, x_n|\theta)p(x_a|\tilde{\theta}, \sigma_a, \tilde{x}_a)d\tilde{x}_a$$

(6)

However, this approach usually is difficult to solve as the integration over the unknown $x_a$ has a very complicated formulation. Further, it is not easily extended to discriminative formulations such as maximum margin methods. Consequently, we consider an alternative approximation which is more tractable and usually employed in engineering applications. In particular, each $\tilde{x}_a$ is regarded as a parameter of the probability distribution and thus the maximum-likelihood can be formulated as:

$$\max_{\theta, \tilde{\theta}} \sum_{(a,p,n)} \ln \sup_{\tilde{x}_a} \left[ p(\tilde{x}_a, x_p, x_n|\theta)p(x_a|\tilde{\theta}, \sigma_a, \tilde{x}_a) \right]$$

(7)

Since large values of $p(\tilde{x}_a, x_p, x_n|\theta)p(x_a|\tilde{\theta}, \sigma_a, \tilde{x}_a)$ decide the value of $\int p(\tilde{x}_a, x_p, x_n|\theta)p(x_a|\tilde{\theta}, \sigma_a, \tilde{x}_a)d\tilde{x}_a$, both objectives in Eq. (6) and Eq. (7) behave similarly and prefer to make the product $p(\tilde{x}_a, x_p, x_n|\theta)p(x_a|\tilde{\theta}, \sigma_a, \tilde{x}_a)$ large for some $\tilde{x}_a$. On one hand, if an observation $x_a$ is corrupted with large perturbations, we would select an appropriate $\tilde{x}_a$ which predicts the probability well. On the other hand, if an observation $x_a$ is corrupted with very small perturbations, then Eq. (6) and Eq. (7) would optimize the parameter of the model $\theta$ so that the $p(x_a, x_p, x_n|\theta)p(x_a|\tilde{\theta}, \sigma_a, \tilde{x}_a)$ is enough large. Such way of modeling would rely on data which are less corrupted and ignore those uncertain ones.

In conditionally probabilistic modeling, we assume that $p(\tilde{x}_a, x_p, x_n|\theta) = p(\tilde{x}_a)p(x_p, x_n|\theta, \tilde{x}_a)$. As an example, we consider modeling with Gaussian perturbations,

$$p(\tilde{x}_a, x_p, x_n|\theta) \sim \frac{1}{1 + \exp(||\tilde{x}_a - x_p||_2^2 - ||\tilde{x}_a - x_n||_2^2)}$$

$$p(x_a|\tilde{\theta}, \sigma_a, \tilde{x}_a) \sim \exp \left( -\frac{||x_a - \tilde{x}_a||^2}{2\sigma_a^2} \right)$$

(8)

The framework in Eq. (7) becomes

$$\theta = \arg \min_{\theta} \sum_{(a,p,n)} \inf_{\tilde{x}_a} \left[ \ln(1 + L) + \frac{||x_a - \tilde{x}_a||^2}{2\sigma_a^2} \right]$$

(9)

where $L = \exp(||\tilde{x}_a - x_p||_2^2 - ||\tilde{x}_a - x_n||_2^2)$.

### 3.3 Adversarial Triplet Embedding

Our formulation of adversarial triplet embedding (ATE) is motivated by adversarial examples training [9][10], which improves the robustness of classifier with adversarial perturbations on the input. Adversarial triplet embedding applies the adversarial perturbation to the triplet loss, rather than directly to the input. It is straightforward to put into use when $x_a$ and $x_p$ are learned with deep neural networks.

We assume that anchor points are subject to an additive perturbation, i.e., $x_a = x_a + \delta_a$, where perturbation $\delta_a$ follows certain distribution. In real-applications, bounded perturbations are usually discussed in adversarial training [9][10] and the resulted methods exhibit robustness to the corrupted inputs. Thus, instead of adopting Gaussian noise as in Eq. (8), we consider a simple bounded perturbation model $||\delta_a|| \leq \epsilon_a$, which has a similar effect of the Gaussian noise model.
To maximize the effect of this bounded perturbation, we propose to train a triplet embedding function via an adversarial process, in which we simultaneously learn two components: a discriminative embedding space where the distance of samples with different classes is larger than that of samples with the same class, and an adversarial perturbation which increases the difficulty of the learning task as much as possible. This framework behaves like a minimax two-player game with the following loss function:

$$\min_{\theta} \sum_{(a, p, n)} \max_{\delta_a, ||\delta_a|| \leq \epsilon} \left[ \ln(1 + \exp(||x_a + \delta_a - x_p||^2_2)ight.$$  
$$\left.- ||x_a + \delta_a - x_n||^2_2)) \right] \tag{10}$$

where the adversarial perturbation is introduced into the anchor point so that we reconstruct an more difficult problem, for which we would learn better similarity metric.

### 3.4 Optimization and Extensions

For each step of training, we learn the worst case perturbations $\delta_a^{adv}$ against the current loss in Eq.\ref{eq:adversarial}, and train the network to be robust to such perturbations through minimizing the following problem with respect to the network parameter $\theta$,

$$L_{\text{tri}}(x_a + \delta_a^{adv}, x_p, x_n; \theta) = \left[ \ln(1 + \exp(||x_a + \delta_a^{adv} - x_p||^2_2)ight.$$  
$$\left.- ||x_a + \delta_a^{adv} - x_n||^2_2)) \right] \tag{11}$$

where the adversarial perturbation $\delta_a^{adv}$ would be computed as follows:

$$\delta_a^{adv} = \arg \max_{\delta_a, ||\delta_a|| \leq \epsilon_a} \left[ \ln(1 + \exp(||x_a - x_p||^2_2)ight.$$  
$$\left.- ||x_a - x_n||^2_2 + 2\delta_a(x_n - x_p))) \right] \tag{12}$$

where $\hat{\theta}$ uses a constant copy of the current parameters of the network. Such setup indicates that the backpropagation would not be used to update gradient through the adversarial loss construction process. With the Cauchy-Schwarz inequality, we have

$$|\delta_a(x_n - x_p)| \leq ||\delta_a|| \cdot ||x_n - x_p|| \tag{13}$$

where the equality holds if and only if $\delta_a = k(x_n - x_p)$ for certain scalar $k$. Based on the bounded constraint $||\delta_a|| \leq \epsilon_a$, the worst case perturbation is obtained as follows:

$$\delta_a^{adv} = \epsilon_a \frac{x_n - x_p}{||x_n - x_p||} \tag{14}$$

Consequently, the problem in Eq.\ref{eq:adversarial} can be formulated as:

$$L_{\text{tri}}(x_a + \delta_a^{adv}, x_p, x_n; \theta) = \left[ \ln(1 + \exp(||x_a - x_p||^2_2)ight.$$  
$$\left.- ||x_a - x_n||^2_2 + s||x_n - x_p||^2_2)) \right] \tag{15}$$

where $s = 2\epsilon_a/||x_n - x_p||$.

**Relationship to triplet loss** As in \cite{[3, 19]}, the traditional triplet embedding seeks to minimize the following hinge loss:

$$L_{\text{tri}}(T) = \left[ ||x_a - x_p||^2_2 - ||x_a - x_n||^2_2 + m \right]_+ \tag{16}$$

where the operator $\left[ \cdot \right]_+ = \max(0, \cdot)$ denotes the hinge function, which is used to avoid correcting "already correct" triplets. However, in person ReID it is necessary to pull together samples from the same identity as much as possible so as to reduce the intra-class variations. Based on this consideration, TriNet \cite{[8]} replaces the hinge function by a smooth version using the softplus function:

$$L_{\text{tri}}(T) = \left[ \ln(1 + \exp(||x_a - x_p||^2_2 - ||x_a - x_n||^2_2)) \right] \tag{17}$$

As shown in Eq.\ref{eq:softmargin}, this soft margin version is a part of our adversarial triplet loss, but without the third term in the $\exp(\cdot)$. The third term provides a help from the perspective of adaptive margin. It can further reduce the intra-class variations and enlarge the inter-class variations so that the generalization performance would be improved.
Table 1: The statistics of three benchmark dataset

| Dataset     | Market1501 | CUHK03 | VIPeR | PRID450s |
|-------------|------------|--------|-------|----------|
| Identities  | 1501       | 1360   | 632   | 450      |
| BBoxes      | 32,668     | 13,164 | 1264  | 900      |
| Cameras     | 6          | 6      | 2     | 2        |
| Label method| DPM        | Hand/DPM| Hand | Hand     |
| Train # imgs| 12,936     | 7368/7365 | 632  | 450      |
| Train # ids | 751        | 767    | 316   | 225      |
| Test # imgs | 19,732     | 1,400  | 632   | 450      |
| Test # ids  | 750        | 700    | 316   | 225      |

3.5 Implementation Details

For batch construction during training we leverage the idea of PK batches also introduced by [8]. This approach has shown very good performance in similarity-based ranking and avoids the need to generate a combinatorial number of triplets. In each batch there are $K$ sample images for each of $P$ identities. During one training epoch, each identity is selected in its batch in turn, and the remaining $P - 1$ batch identities are sampled at random. $K$ samples for each identity are then also selected at random.

For sampling strategy within a batch, we modified the most hard sample strategy slightly to stabilize training process inspired by [25]. Originally, the batch-hard sampling strategy consider only the hardest positive and negative samples within a batch. Compared to triplet loss without any sampling strategy, the batch-hard strategy converge faster and better, since it avoid the gradient of easy samples washing out the gradients of informative samples. However, this method is sensitive to outliers and requires careful tuning of hyperparameter. To overcome this weakness, we apply the softmax to the negative distance, obtain the importance of this sample in a probabilistic manner, and sample the positive and negative stochastically.

4 Experiments

In this section, we evaluate the ATE loss on the Person ReID task. Our method has been shown to achieve state-of-the-art performance on three public benchmark datasets.

4.1 Dataset and Protocol

We conduct experiments on three public benchmark datasets: CUHK03 [26], Market1501 [27], VIPeR [28], and PRID450s [29]. The statistics of the datasets are shown in Tab. 1.

CUHK03 dataset contains 13,164 images of 1,360 identities. It provides bounding boxes detected from deformable part models (DPMs) and manual labeling. The traditional protocol split the dataset into a training set containing 1,160 identities and a testing set containing 100 identities. The new training/testing protocol raised by [30] using a new training/testing protocol similar to that of Market-1501. The new protocol splits the dataset into training set consisting of 767 identities and testing set of 700 identities. In testing, the new protocol randomly selects one image from each camera as a query for each identity and use the rest of images to construct the gallery set. The new protocol gains two advantages: 1) For each identity, there are multiple ground truths in the gallery, which is more consistent with practical application scenario. 2) Evenly dividing the dataset into training set and testing set at once helps avoid time-consumingly repeating training and testing multiple times.

Market1501 dataset contains 32,668 images of 1,501 labeled persons of six camera views. There are 751 identities in the training set and 750 identities in the testing set. In the original study on this proposed dataset, the author also uses mAP as the evaluation criteria to test the algorithms.

VIPeR dataset contains 632 person images captured by two cameras in an outdoor environment, and each person has only one image in each camera view.

PRID450s dataset, similarly, consists of 450 identities, both captured by two disjoint cameras. The widely adopted experimental protocol on two datasets is similar to the old protocol of cuhk03. A random selection of half persons is used for training and the rest for testing. The procedure is repeated for 10 times, then the average performances are reported. This procedure is time-consuming but acceptable on the small dataset, thus we strictly follow this widely adopted protocol.
For evaluation metrics, we use several standard evaluation metrics: rank-n Cumulative Matching Characteristic accuracy, which is an estimation of finding the corrected top-n match, and mean average precision (mAP), which measures the overall quality of predicted ranklist. We use officially provided evaluation code for all the results. The only modifications are to use mean pooling on the embeddings of a tracklet rather than max pooling on Mars and to ignore the 6 queries with no right results in gallery.

4.2 Experiments Settings

We adopt the same settings as [8] and [18]. We define an epoch as iterating over the whole dataset and train the network for 65 epochs. In this way, we do not need to tuning the number of iterations for different datasets. At training stage, Each input image is randomly cropped by a bounding box with random aspect ratio between [1.5, 3] and random area size between [0.85, 1], then randomly flipped horizontally, and resize to 256 \times 128. At test stage we resize the image to 256 \times 128 and average the embedding of the original image and of the horizontally flipped image to obtain the final embedding. We take the ResNet-50 [31] pre-trained on ImageNet [32] as backbone network to extract features. We train the model with Adam optimizer and batch size of 128, which contains 64 different people and 4 different images each. The learning rate \( \alpha \) is adjusted similarly as [8], starting from \( \alpha_0 = 3 \times 10^{-4} \).

\[
\alpha(t) = \begin{cases} 
\alpha_0 & \text{if } t \leq t_0, \\
\alpha_0 \times 0.001^{t-t_0} & \text{if } t_0 \leq t \leq t_1,
\end{cases}
\]

where we set \( t_0 = 35 \) and \( t_1 = 65 \). \( \beta_1 \) of Adam is reduced from 0.9 to 0.5 after \( t_0 \) as well. All hyperparameters were taken from the optimized model of [8]. Potentially we could improve the performance further through proper hyperparameter tuning.

4.2.1 Baselines

To demonstrate how ATE improves the generalization performance in comparison with the state-of-the-art person ReID methods, we compare it with the recent literature, including PAN [33], SVDNet [34], LOMO + XQDA [2], LOMO + Null Space [35], DTL [36], ResNet50 (I+V) [37], Gated siamese CNN [38], CNN + DCGAN [39], BraidNet-CS + SRL [40], JLML [41], KISSME [15], LSSCDL [42], ImprovedDL [7], and TCP [3]. In addition, we also compare it with the following triplet loss methods and its variants (with the same batch hard mining setup):

- TriNet, a representative method for person ReID which exploits the triplet loss and proposes a batch hard mining scheme [8].
- Improved Triplet loss (ImpTrpLoss), which improves the triplet loss function by imposes a margin constraint on the pair of the same class [3].
- QuadrupletNet, a model which extends the traditional triplet loss by considering pushing away negative pairs from positive pairs with different probe images [19].
- TriNet+adversarial training (TriNetAdv), a model which introduces adversarial examples regularization to the triplet loss by making small perturbations to the input [9].

4.3 Performance Comparison

Comparisons on CUHK03 dataset. We conduct the experiments on both labelled and detected CUHK03 datasets. From Table 2, we see that our proposed approach achieves the better results than the competing methods. On the labelled dataset, our method perform better than the next best method by an improvement of 3.03% (53.03% vs. 56.06%) in the metric of mAP. On the detected dataset, the performance decreases a little due to the misalignment and incompleteness caused by the detector. However, the proposed method still achieves an improvement 3.41% over the next best method (51.82% vs. 55.23%).

Comparisons on Market1501 dataset. From Table 3, we see that our proposed method achieves the best performance of 86.49% (rank-1) and 71.80% (mAP) (vs. 85.12% and 70.62% respectively by the next best method).

Comparisons on VIPeR and PRID450s dataset. Following [7], we pre-train the network using CUHK03 datasets, and fine-tune on the training set of VIPeR and PRID450s. As shown in the Table, the proposed ATE is better than the competing methods in all the cases except the rank-10 recognition rate for PRID450s dataset.

Triplet loss: as shown in Table 2 and 3, TriNet achieves competitive performance in these datasets by emphasizing the importance of hard example mining for deep learning with triple loss. Compared with other traditional ReID
Table 2: Comparison of the state-of-the-art results on labelled and detected CUHK03 dataset (New protocol). The CMC scores (%) at rank 1, 5, 10 and mAP are listed.

| Methods          | labelled CUHK03 | detected CUHK03 |
|------------------|----------------|----------------|
|                  | rank-1 mAP     | rank-1 mAP     |
| PAN [33]         | 36.9 35.0      | 36.3 34.0      |
| SVDNet [34]      | 40.9 37.8      | 41.5 37.2      |
| IDE + XQDA [30]  | 32.0 29.6      | 31.1 28.2      |
| TriNet [8]       | 56.72 51.32    | 54.25 50.71    |
| QuadrupletNet [43]| 58.35 53.23    | 55.96 52.35    |
| TriNetAdv [44]   | 54.66 49.71    | 51.19 48.02    |
| ImpTrpLoss [3]   | 57.98 53.03    | 55.23 51.82    |
| ATE              | **60.96 56.06**| **59.29 55.23**|

Table 3: Comparison of the state-of-the-art results on Market1501 dataset.

| Methods                     | rank-1 mAP |
|-----------------------------|------------|
| LOMO + Null Space [35]      | 55.43 29.87|
| DTL [36]                    | 83.7 65.6  |
| ResNet50 (I+V) [37]         | 79.51 59.87|
| Gated siamese CNN [38]      | 65.88 39.55|
| CNN + DCGAN [39]            | 78.06 56.23|
| BraidNet-CS + SRL [40]      | 83.70 69.48|
| SVDNet [45]                 | 82.3 62.1  |
| IDE+XQDA [40]               | 77.58 56.06|
| JML [41]                    | 85.1 65.5  |
| TriNet [8]                  | 84.07 68.39|
| QuadrupletNet [43]          | 85.12 70.62|
| TriNetAdv [44]              | 84.03 69.45|
| ImpTrpLoss [3]              | 84.74 69.72|
| ATE                         | **86.49 71.80**|

Table 4: Comparison of state-of-the-art results on VIPeR dataset. The cumulative matching scores (%) at rank 1, 5, and 10 are listed.

| Methods          | VIPeR | PRID450s |
|------------------|-------|----------|
|                 | r=1   | r=5   | r=10  | r=1   | r=5   | r=10  |
| KISSME [15]      | 19.6  | 48.0  | 62.2  | 15.0  | -     | 39.0  |
| LSSCDL [92]      | 42.66 | -     | 84.27 | 60.49 | -     | 88.58 |
| LOMO+XQDA [40]   | 40.00 | 68.13 | 80.51 | 61.42 | -     | 90.84 |
| ImprovedDL [17]  | 34.81 | 63.61 | 75.63 | 34.81 | 63.72 | 76.24 |
| TCP [13]         | 47.80 | 74.70 | 84.80 | -     | -     | -     |
| SSM [46]         | 53.73 | -     | 91.49 | 72.98 | -     | **96.76**|
| FFN [47]         | 51.06 | 81.01 | 91.39 | 66.62 | 86.84 | 92.84 |
| Mirror-KMFA [48] | 42.97 | 75.82 | 87.28 | 55.42 | 79.29 | 87.82 |
| TriNet [8]       | 55.26 | 82.81 | 91.69 | 73.82 | 91.95 | **95.23**|
| QuadrupletNet [43]| 56.24 | 82.81 | 91.69 | 73.82 | 91.95 | **95.23**|
| TriNetAdv [44]   | 54.53 | 81.62 | 91.22 | 72.14 | 90.81 | 94.12 |
| ImpTrpLoss [3]   | 55.39 | 82.25 | 91.59 | 73.74 | 91.53 | 95.06 |
| ATE              | **56.45** | **83.11** | **91.78** | 73.91 | **92.03** | **95.24** |
Figure 2: The rank-1 score for the testing set as a function of perturbation bound parameter $\epsilon_a$ for ATE on the labelled CUHK03, Market 1501, VIPeR, and PRID450s datasets, respectively.

approaches, triplet loss shows a significant benefit by directly performing end-to-end learning between the input images and the desired ranking relationship.

**QuadrupletNet vs. TriNet:** as shown in Table 2, 3, and 4, Quadruplet performs better than TriNet with the same setup of batch hard mining. This is because it extends the traditional triplet loss by considering pushing away negative pairs from positive pairs with different probe images, which provides a help from the aspect of orders with different probe images and further enlarge the inter-class variations.

**ImpTrpLoss vs. TriNet:** as shown in Table 2, 3, and 4, ImpTrpLoss performs a little better than TriNet in most cases. This is because it improves the triplet loss function by imposes a margin constraint on the pair of matched images, which reduces the intra-class variations and improve the performance on the test data.

**TriNetAdv vs. TriNet:** as shown in Table 2, 3, and 4, TriNetAdv does not show superiority over TriNet by introducing adversarial training regularization. Intuitively, the adversarial perturbation on pixel space is not semantically meaningful and not consistent to the distribution of test set, thus adversarial training do not contribute a lot to the improvement of performance and sometime even worse the accuracy on test set.

**ATE vs. TriNet:** from Table 2, 3, and 4 we see that ATE performs significantly better than TriNet. On one hand, this illustrates the importance of simultaneously considering learning adversarial triplets and discriminative feature embedding in an adversarial manner. The adversarial triplets generated by this adversarial manner are good complements for the widely-used hard example mining. On the other hand, the adaptive margin provided by the proposed model further enlarges the inter-class variations while reducing the intra-class variations, which improves the generalization performance. In particular, our proposed method outperforms TriNet by an improvement on rank-1 scores of 4.24% (60.96% v.s. 56.72%) on labelled CUHK03 dataset and 5.04% (59.29% v.s. 54.25%) on detected CUHK03 dataset. Similarly, on the Market1501 dataset our model also achieves an improvement over TriNet on rank-1 score of 2.42% (86.49% v.s. 84.07).

4.4 Sensitivity Study

We conduct a sensitivity study on how the bound parameter $\epsilon_a$ affect the recognition performance of the proposed model in terms of rank-1. Figure 2 shows how the parameter $\epsilon_a$ affects the recognition performance of the proposed model in terms of rank-1. This bound hyperparameter $\delta_a$ controls the strength of the adversarial perturbation. Too small a $\epsilon_a$ is selected, the ATE loss would make no difference with the Triplet loss. When too large a $\epsilon_a$ is selected, it would be unstable to optimize or stagnate at local minimum and obtain a degraded performance. However, in practice, it is observed that ATE is not very sensitive to the selection of $\epsilon_a$ and produces fairly good improvement in a wide
range of hyperparameter. To illustrate this point, we evaluate its performance at $\epsilon_a = [10^{-4}, 5 \times 10^{-3}, 10^{-3}, 5 \times 10^{-2}, 10^{-2}, 5 \times 10^{-1}, 10^{-1}]$. In Fig. 2, the red dashed line is TriNet baseline, and the blue line represents rank-1 of ATE model. We conclude $\epsilon_a = 10^{-2}$ is the best for large dataset like CUHK03 and Market1501, $\epsilon_a = 10^{-3}$ is the best for small dataset like VIPeR and PRID450s, and there is no great difference on rank-1 metric between selecting $10^{-3}$ and $10^{-2}$. We guess $\epsilon_a$ may slightly depended on the distribution and characteristic of datasets, e.g., a large dataset allows us to adopt a large adversarial perturbation to explore the optimal margin for learning discriminative features.

4.5 Visualization of Hard Cases

From the TriNet model to the ATE model on Market1501 Dataset, the mAP increase from 68.39% to 71.80%, by a margin of 2.77%. There are 4.3% queries which improves more than 75% AP. These queries are poorly predicted by the model supervised by the original triplet loss, and greatly corrected by ATE loss, which shows the superiority of our model. Further, we rank the queries by its improvement of AP, and choose several successfully corrected cases for visualization. As shown in 3, the proposed ATE model is robust to the large cross-view appearance variations caused by mutual occlusions, background clutters, distractors and misalignment caused by detector, and doppelganger identities. It is contributed to the explicit model the adversarial perturbation in the feature space in training process. For example, in row one, the TriNet model is misled by a similar identity of query 934. The ATE model is still confused by a more similar but reasonable doppelganger identity, and rank the gallery image correct identity higher in the rank list. In row two, although the query image is cluttered by background and of low quality, the ATE model successfully retrieves both high-quality and low quality image. In row three, the TriNet model is confused by distractor caused by poor detector, which is the error of previous detection stage. The ATE model, however, is resistant to this error and successfully retrieve the correct images.

5 Conclusion

In this paper, we develop a new deep metric learning method called Adversarial Triplet Embedding (ATE) for person ReID, in which we simultaneously generate adversarial triplets and discriminative feature embedding in an unified framework. In particular, adversarial triplets are generated by introducing adversarial perturbations into the training process. Further, this adversarial process is a good complements for the widely-used hard example mining. In addition, we convert this adversarial game into a minimax problem so as to have an optimal solution from the theoretical aspect. Extensive experiments on several benchmark datasets demonstrate the effectiveness of the approach against the state-of-the-art literature.
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