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Hyperparameter optimization constitutes a large part of typical modern machine learning workflows. This arises from the fact that machine learning methods and corresponding preprocessing steps often only yield optimal performance when hyperparameters are properly tuned. But in many applications, we are not only interested in optimizing ML pipelines solely for predictive accuracy; additional metrics or constraints must be considered when determining an optimal configuration, resulting in a multi-objective optimization problem. This is often neglected in practice, due to a lack of knowledge and readily available software implementations for multi-objective hyperparameter optimization. In this work, we introduce the reader to the basics of multi-objective hyperparameter optimization and motivate its usefulness in applied ML. Furthermore, we provide an extensive survey of existing optimization strategies, both from the domain of evolutionary algorithms and Bayesian optimization. We illustrate the utility of MOO in several specific ML applications, considering objectives such as operating conditions, prediction time, sparseness, fairness, interpretability and robustness.

CCS Concepts: • Computing methodologies → Supervised learning; • Theory of computation → Evolutionary algorithms; • Applied computing → Multi-criterion optimization and decision-making.

Additional Key Words and Phrases: Multi-Objective Hyperparameter Optimization, Neural Architecture Search, Bayesian Optimization

1 INTRODUCTION

With the immense popularity of machine learning (ML) and data-driven solutions for many domains [227], the demand for automating the creation of suitable ML pipelines has strongly increased [129]. Automated machine learning (AutoML) and hyperparameter optimization (HPO) promise to simplify the ML process by enabling less experienced practitioners to optimally configure ML models for a variety of tasks - reducing manual effort and improving performance at the same
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time [30, 112, 129, 187, 262]. HPO is often classified as a black-box optimization problem, a type of optimization problem where only the outputs of the function to be optimized can be observed and no analytic expression of the underlying function is known. Furthermore, these optimization problems are often noisy and expensive [12]. Another challenge in HPO is that there is rarely a clear-cut, obvious, single performance metric, which is in stark contrast to the setup often described in many algorithm-centric research papers and introductory books [112, 129, 185].

Nowadays, models and pipelines are held to a high standard, as the ML process (as currently realized in many businesses and institutions) comes with a number of different stakeholders. While predictive performance measures are still decisive in most cases, models must be reliable, robust, accountable for their decisions, efficient for seamless deployment, and so on. In many internet-of-things applications, an ML model is deployed on edge devices like smartphones, watches, and embedded systems [120]. Power consumption, memory capacity, and inference latency can be limiting factors when deploying models in such settings, and obvious trade-offs between these factors and predictive performance exist. Even expressing just predictive performance as a single metric can frequently be challenging. The best known example of this is perhaps in medical applications: For a diagnostic test, solely looking at misclassification rates is ill-advised: Misclassifying a sick patient as healthy (false negative) has usually much more severe consequences than classifying a healthy person erroneously as sick (false positive), i.e., different misclassification costs, which are often unknown or hard to quantify, have to be considered [88].

Of course, multiple objectives can in principle be aggregated into a single metric, which converts a multi-objective optimization (MOO) problem to a single-objective optimization problem. However, it is often unclear how a trade-off between different objectives should be defined a priori, i.e., before possible alternative solutions are known [43]. In this paper, we argue that there is substantial merit in directly approaching a multi-objective HPO (MOHPO) problem as such and give a comprehensive review of methods, tools and applications. Furthermore, other prominent work in ML research - aside from HPO - has advocated for a multi-objective perspective [130, 139, 192]. For example, as argued in Mierswa [2009], many ML and data mining applications inherently concern trade-offs and thus should be approached via MOO methods. And even if the main interest lies in a single objective it still might be advantageous to approach the problem via MOO methods since they have the potential to reduce local minima [155]. MOO algorithms seek to approximate the set of efficient or Pareto-optimal solutions. These solutions have different trade-offs, but it is not possible to improve any objective without degrading at least one other objective. This set of Pareto optimal solutions can then be analyzed by domain experts in a post-hoc manner, and an informed decision can be made as to which trade-off should be used in the application, without requiring the user to specify this a priori [139, 141].

This paper provides a comprehensive review on the topic of MOHPO, explains the most popular algorithms, discusses main challenges and opportunities, and surveys existing applications. We restrict the scope of this paper to the realm of supervised ML. Unsupervised ML, in contrast, entails a different set of metrics to the scenario studied in our manuscript and is largely governed by custom, use case-specific measures [87, 205] and sometimes even visual inspection of results. We address this review mainly towards ML practitioners looking for a comprehensive introduction and review of MOO for HPO; though this work may also be of value to researchers and practitioners familiar with MOO and interested in applying their skill set in the field of ML. The rest of the paper is structured as follows. First we define the MOHPO problem in Section 2. Section 3 presents the theoretical foundations of MOO, i.e., how to evaluate sets of candidate solutions. Then, we introduce several important MOHPO methods in Section 4, such as multi-objective evolutionary algorithms (MOEAs), Bayesian Optimization (BO) and also Hyperband. Finally, Section 5 introduces
a number of applications for MOHPO and their associated objectives. We will categorize these applications through exploring three overarching perspectives on the ML process: (1) Performance metrics, (2) metrics that measure costs and restrictions at deployment like efficiency, and (3) metrics that enforce reliability and interpretability.

2 HYPERPARAMETER OPTIMIZATION

2.1 The machine learning problem

The fundamental ML problem can be defined as follows. Let $\mathcal{D}$ be a dataset with $n$ input-output pairs $(x^{(i)}, y^{(i)}) \in X \times Y$, which are independent and identically distributed (i.i.d.) from a data-generating distribution $P_{xy}$. An ML algorithm $I(\cdot, \lambda)$ configured by hyperparameters $\lambda \in \Lambda$ maps a dataset $\mathcal{D}$ to a model $f: X \rightarrow \mathbb{R}^g$ where $\mathbb{R}^g$ with $g \in \mathbb{N}$ is the numerical encoded space\(^1\) of $Y$ via $I: (\mathcal{D} \times \Lambda) \rightarrow \mathcal{H}$, where $\mathcal{H}$ is the hypothesis space which consists of all models and $\mathcal{D}$ is the set of all finite datasets. With a slight abuse of notation we will also write $I_\lambda$ if the hyperparameter $\lambda$ is fixed, i.e., $I_\lambda(\mathcal{D}) = I(\mathcal{D}, \lambda)$. What we would like to optimize is the expected generalization performance $GE$ of our model w.r.t. a loss $L$, when trained on $\mathcal{D}$, on new unseen data $(x, y) \notin \mathcal{D}$, i.e.,

$$GE(I, \lambda, n, L) = \mathbb{E}_{(x,y) \sim P_{xy}, \mathcal{D} \sim P^n_{\mathcal{D}}} [L(y, I_\lambda(\mathcal{D})(x))] \quad (1)$$

\(^1\)E.g., for regression, $g = 1$. For classification, $g$ is the number of classes and given a certain input, $I$ outputs a probability score for each class.
with the expectation taken over the random data $D$ of size $n$ and a fresh test sample $(x, y)$, both independently sampled from $P_{x,y}$. Since the data generating distribution $P_{x,y}$ is usually unknown, also $GE$ has to be estimated. To do so, the data $D$ is split into $B$ training and test sets by a resampling method $D^b_{\text{train}}$ and $D^b_{\text{test}}$ such that $D = D^b_{\text{train}} \cup D^b_{\text{test}}$, $b = 1, \ldots, B$. The expected generalization error can then be computed as

$$
\widehat{GE} (I, J, L, \lambda) := \frac{1}{B} \sum_{b=1}^{B} \frac{1}{|D^b_{\text{test}}|} \sum_{(x, y) \in D^b_{\text{test}}} L \left( y, I_{\lambda}(D^b_{\text{train}})(x) \right)
$$

where $J$ is the set of train-test-splits. Often, learners $I$ internally minimize a regularized error w.r.t. a point-wise loss function $L(y, f(x)) : \mathcal{Y} \times \mathbb{R}^d \rightarrow \mathbb{R}$, i.e.,

$$
I_{\lambda}(D) = \arg \min_{f \in \mathcal{H}} R_{\text{emp}}(f) + \eta J(f), \quad \text{with} \quad R_{\text{emp}}(f) := \sum_{(x, y) \in D} L \left( y, f(x) \right)
$$

where $R_{\text{emp}}$ is the so-called empirical risk. The regularizer $J(f)$ expresses a preference (or prior in the Bayesian sense) for simpler models and is usually formulated as some kind of norm on the parameter vector, e.g., the L2 norm for a ridge penalty, and its strength is controlled by a hyperparameter $\eta$. Least learning algorithms are configured by a possibly large number of hyperparameters $\lambda$ that control the hypothesis space or the fitting procedure. Usually, the generalization error $\widehat{GE} (I, J, L, \lambda)$ critically depends on the choice of $\lambda$. In most cases, the analytical relationship of hyperparameters and generalization error is unknown, and even to experts it is not clear how to choose optimal hyperparameter values. Hyperparameter optimization aims to minimize the estimated generalization error $\widehat{GE}$ for a given dataset $D$ using the hyperparameter configuration $(HPC) \lambda = \arg \min_{\lambda \in \Lambda} \widehat{GE} (I, \lambda)$, where $\Lambda$, a bounded subspace of the hyperparameter space $\Lambda$, is the so-called search-space or domain in the context of the above optimization problem. Note that it is important to not use any test data during training or HPO as this could lead to an optimistic bias. Instead, nested resampling techniques should be applied: The data is split into an optimization set $D_{\text{optim}}$ and a test set $D_{\text{test}}$. During the optimization process, the model performance should only be assessed by an (inner) resampling technique, e.g., cross-validation, on $D_{\text{optim}}$, whereas $D_{\text{test}}$ should only be used for the final assessment of the chosen model(s). A simple alternative is simply splitting $D_{\text{optim}}$ into two datasets $D_{\text{train}}$ and $D_{\text{val}}$, which leads to the widely known train/validation/test-split. Afterwards, a resulting non-dominated solution set can be determined on $D_{\text{test}}$ based on the solution candidates found on $D_{\text{optim}}$. In practice, it is very important to have no hidden information leakage from test set to training, which may for example happen when preprocessing (such as missing value imputation or feature selection) is done on the combined set. The estimate based on a single train-test-split can have a high variance, for example because of a strong dependence on the data split. To counter this, an (outer) resampling strategy like cross-validation is usually used, and the average of the estimated generalizations of the quality indicator on is reported.

### 2.2 Multi-objective hyperparemter optimization as a black box optimization problem

As there is generally no analytical expression of the general hyperparameter optimization problem, it forms a black-box function. Black-box problems can be characterized according to different attributes (see Figure 1), which influence the difficulty of the problem. For further fundamental

---

2 This can already be seen as a simple scalarization of a multi-objective problem, as we combine the different measures for empirical risk and regularization into a weighted sum. Mierswa [2009] derives the two conflicting objectives from this scalarized version and presents an explicit multi-objective formulation of the optimization problem (minimizing the regularized empirical risk).
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details on single-objective optimization for HPO see [30]. In an ML scenario, we are often interested in the generalization error with respect to more than one loss as well as further relevant criteria like robustness, interpretability, sparseness, or efficiency of a resulting model [139]. Therefore, we introduce a generalized definition of the hyperparameter optimization problem that takes into account \( m \) criteria: Given a number of evaluation criteria \( c_1 : \tilde{\Lambda} \rightarrow \mathbb{R}, \ldots, c_m : \tilde{\Lambda} \rightarrow \mathbb{R} \) with \( m \in \mathbb{N} \), we define \( c : \tilde{\Lambda} \rightarrow \mathbb{R}^m \) to assign an \( m \)-dimensional cost vector to a HPC \( \lambda \). The estimated generalization error \( \tilde{\text{GE}} \) is one evaluation criterion that is commonly used, but many further criteria will be discussed in this paper. The general multi-objective hyperparameter optimization problem can be defined as

\[
\arg \min_{\lambda \in \tilde{\Lambda}} c(\lambda) = \arg \min_{\lambda \in \tilde{\Lambda}} (c_1(\lambda), c_2(\lambda), \ldots, c_m(\lambda)).
\] (4)

Without loss of generality, we assume that all criteria are minimized. The domain \( \Lambda \) of the problem is called numerical if only numeric hyperparameters \( \Lambda \) are optimized. By including additional categorical hyperparameters, like the type of kernel used in a support vector machine (SVM), the search space becomes mixed numerical and categorical. Mixed search spaces already require adaption of some optimization strategies, such as BO, which we will discuss in Section 4.4. It can also be necessary to introduce further conditional hierarchies between hyperparameters. For example, when optimizing over different kernel types of an SVM, the \( \gamma \) kernel hyperparameter is only valid if the kernel type is set to Radial Basis Function (RBF), while for a polynomial kernel, a hyperparameter for the polynomial degree must be specified. These conditional hierarchies can become highly complicated - especially when moving from pure HPO to optimizing over full ML pipelines, i.e., AutoML, or over neural network architectures, referred to as neural architecture search (NAS) [89, 202, 215]. The dimensionality of the search space \( \dim(\tilde{\Lambda}) \) also directly influences the difficulty of the problem: While it might be desirable to include as many hyperparameters as possible (since it is often unknown which hyperparameters are actually important), this increases the complexity of the optimization problem and requires an increasingly larger budget of (expensive) evaluations. The co-domain, also called objective space, i.e., \( \mathbb{R}^m \), of the problem is characterized by the number of objectives \( m \). Objective functions \( c_i, i \in \{1, 2, \ldots, m\} \) can be characterized by their evaluation cost and stochasticity. Some evaluation criteria are deterministic, such as the required memory of a model on hard disk. Other criteria can only be measured with some additional noise, e.g., the generalization performance discussed above. To summarize, MOHPO is an expensive, multi-objective optimization problem on a mixed and hierarchical search space that is possibly heteroscedastic in its objectives; the domain can be either low dimensional or high dimensional. A visualization of this can be found in Figure 1. We will give a brief overview of methods and how they deal with or help with these unique characteristics before discussing methods for MOHPO in detail in Section 4. Bayesian optimization (Section 4.4) employs a probabilistic surrogate of the objective function and thus enables the user to train models with nearly only HPCs relevant to finding the optimal HPC. Also, since BO variants can return a batch of HPCs, models can be trained in parallel, further improving the runtime. Mixed and hierarchical search spaces can be treated with BO with special kernel functions\(^3\) or by using a suitable surrogate, e.g., random forests. Evolutionary algorithms (Section 4.3), on the other hand, can not select HPCs as effectively as BO and thus usually need more proposals than BO; however, they propose HPCs naturally in batches and can handle mixed and hierarchical search spaces with ease because of the discrete nature of their proposal-generating operations. Multi-fidelity methods (Section 4.5) may be combined with an optimizer to further address the expensive nature of the problem as they improve resource allocation.

\(^3\)This is non-trivial and usually cannot be done out of the box
We generally assume that all objective functions are black-boxes, i.e., analytical information about $c_i$ is not available, even though there are exceptions to this (e.g., number of parameters in some models). To record the evaluated hyperparameter configurations and their respective scores, we introduce the so-called archive $A = ((\lambda^{(1)}, c(\lambda^{(1)})), (\lambda^{(2)}, c(\lambda^{(2)})), \ldots)$, with $A^{[t+1]} = A^{[t]} \cup (\lambda^+, c(\lambda^+))$ if a single configuration is presented by an algorithm that iteratively proposes hyperparameter configurations.

2.3 Multi-objective machine learning

A concept closely related but different to MOHPO is multi-objective machine learning. To understand the difference, it is important to differentiate between first level model parameters (e.g., weights of a neural network or learned decision rules) and second order hyperparameters (e.g., neural network architectures and optimizers) [30]. Model parameters are fixed by the ML algorithm at training time in accordance to one or multiple metrics, whereas hyperparameters are chosen by the ML practitioner before training and influence the behavior of the learning algorithm and the structure of its associated hypothesis space. We define multi-objective ML methods as those that focus on learning first level parameters (sometimes together with second level hyperparameters). Our work, in contrast, concentrates on hyperparameter optimization for ML algorithms, i.e., tuning second level hyperparameters. While the search space is generally smaller for hyperparameter optimization, the problem tends to be more expensive as multiple evaluations of the ML algorithm are required. Feature selection is a topic that borders MOHPO and multi-objective ML and is often handled in a multi-objective manner [18, 29, 193]. We consider feature selection as closely related to HPO and will therefore dedicate large portions of Section 5.6 to this topic. However, it should be noted that feature selection is often grouped with multi-objective ML, as e.g., in Jin [2006].

3 FOUNDATIONS OF MULTI-OBJECTIVE OPTIMIZATION

This section covers some of the fundamental background to multi-objective optimization. Readers familiar with the topic can directly jump to the discussion of solution algorithms in Section 4 or even Section 5, where applications are presented.

3.1 Objectives and constraints

In the context of this paper, objectives refer to the evaluation criteria of the ML model $c_1 : \tilde{\Lambda} \rightarrow \mathbb{R}, \ldots, c_m : \tilde{\Lambda} \rightarrow \mathbb{R}$ with $m \in \mathbb{N}$. While oftentimes we simply aim to minimize these objectives, in real-world applications, we may well face a constrained HPO problem of the form:

$$\begin{align*}
\arg\min_{\lambda \in \tilde{\Lambda}} & \quad c(\lambda) \\
\text{subject to} & \quad k_1(\lambda) = 0, \ldots, k_n(\lambda) = 0 \quad \text{(equality constraints)}, \\
& \quad \hat{k}_1(\lambda) \geq 0, \ldots, \hat{k}_\hat{n}(\lambda) \geq 0 \quad \text{(inequality constraints)},
\end{align*}$$

where $c : \tilde{\Lambda} \rightarrow \mathbb{R}^m$ as before and $k_1, \ldots, k_n$ (equality constraint functions) and $\hat{k}_1, \ldots, \hat{k}_\hat{n}$ (inequality constraint functions) are functions on $\tilde{\Lambda}$ with one dimensional, real output. While equality constraints are not as prevalent in the context of (MO)HPO, they sometimes are included; a very simple example is requiring a certain number of clusters in the final result of a clustering algorithm [261]. Inequality constraints are often relevant to (MO)HPO problems: In many applications, predictive performance should not cross a certain threshold, energy consumption of an ML model should be under a given amount or if fairness with respect to two subpopulations satisfies a specific value, further improvement is not required. It is the task of an ML practitioner to translate a real-world problem into an ML task - and therefore objectives and constraints - to measure the
quality and feasibility of a given model. Depending on the use case it has to be carefully considered whether to frame a requirement to an ML model as an objective or a constraint. For example, is it important to have a model as memory-efficient as possible or is memory requirement limited by a hard constraint? Finding high performing and efficient deep learning architectures has emerged as a prominent task recently, coining the term hardware-aware NAS (HW-NAS) [25]. Successful approaches exist that frame the HW-NAS problem as a constrained optimization problem [45, 240] or a MOO problem [79, 186]. It should be noted that constrained optimization comes with its own set of challenges that are orthogonal to the multi-objective aspect we focus on in this paper. We therefore exclude constrained optimization from our work - only mentioning it in absolutely crucial parts and giving helpful references to the reader when appropriate.

3.2 Pareto optimality

A vector of multiple objectives \( c \in \mathbb{R}^m \) (Pareto-)dominates another vector of multiple objectives \( c' \), written as \( c \prec c' \), if and only if

\[
\forall i \in \{1, \ldots, m\} : c_i \leq c'_i \land \\
\exists j \in \{1, \ldots, m\} : c_j < c'_j.
\]

(6)

Analogously, we say a HPC \( \lambda \in \tilde{\Lambda} \) (Pareto-)dominates another configuration \( \lambda' \), if and only if \( c(\lambda) \prec c(\lambda') \). In other words: \( \lambda \) dominates \( \lambda' \), if and only if there is no criterion \( c_i \) in which \( \lambda' \) is superior to \( \lambda \), and at least one criterion \( c_j \) in which \( \lambda \) is strictly better.

![Pareto Set (search space) and Pareto Front (objective space)](image)

Fig. 2. Illustration for a two-dimensional MOO problem with two objectives \( c_1 \) and \( c_2 \). The left plot shows the search space \( \tilde{\Lambda} \), and the right plot shows the objective space \( \mathbb{R}^2 \). Non-dominated configurations - the estimated Pareto set (left) - and their mapping to the co-domain - the estimated Pareto front (right) - are highlighted.

We say \( c \) weakly dominates \( c' \), written as \( c \preceq c' \), if and only if \( c \prec c' \) or \( \forall i \in \{1, \ldots, m\} : c_i = c'_i \).

Analogously, if \( c(\lambda) \preceq c(\lambda') \) we say the HPC \( \lambda \) weakly dominates \( \lambda' \). A configuration \( \lambda^* \) is called non-dominated or (Pareto) optimal if and only if there is no other \( \lambda \in \tilde{\Lambda} \) that dominates \( \lambda^* \). Pareto dominance defines only a partial order over \( \mathbb{R}^m \), i.e., two vectors of multiple objectives \( c \) and \( c' \) can

\footnote{In some literature, the direction of the domination relationship is reversed, i.e., they write \( c' \prec c \) if \( c \) dominates \( c' \). We choose our notation because it naturally fits the minimization perspective taken in this paper.}
also be incomparable. This situation arises if there exist \( i, j \in \{1, \ldots, m\} \) for which \( c_i < c_j' \) but also \( c_j' < c_j \). Hence, in contrast to single-objective optimization, there is in general no unique single best solution \( \lambda^* \), but a set of Pareto optimal solutions that are pairwise incomparable with regard to \( < \). This set of solutions is referred to as the Pareto (optimal) set and defined as

\[
P := \{ \lambda \in \hat{\Lambda} | \exists \lambda' \in \hat{\Lambda} \text{ s.t. } \lambda' < \lambda \}.
\]

The image of \( P \) under \( c \), written as \( c(P) \), is referred to as the Pareto front (see Figure 2). The goal of a multi-objective optimizer that solves (4) is not to find a single best configuration \( \lambda^* \), but rather a set of configurations \( \hat{P} \) that approximates the Pareto set \( P \) well.

### 3.3 Evaluation

The result of a multi-objective algorithm is \( \hat{P} \), the set of points of the estimated Pareto front. In order to evaluate this set or compare it to other sets, one must define what it means for a Pareto front to be better than another. Usually, this comparison is quantitatively based on so-called quality indicators.

#### 3.3.1 Comparing solution sets

Let \( S_1 \) and \( S_2 \) be two non-dominated solution sets - i.e., within each set, no configuration is dominated by another configuration. The associated approximated Pareto fronts are denoted by \( \hat{P}_{S_1} \) and \( \hat{P}_{S_2} \) respectively. According to Zitzler et al., [2003], \( \hat{P}_{S_1} \) is said to weakly dominate \( \hat{P}_{S_2} \), denoted as \( \hat{P}_{S_1} \leq \hat{P}_{S_2} \), if for every solution \( \lambda_2 \in S_2 \) there is at least one solution \( \lambda_1 \in S_1 \) which weakly dominates \( \lambda_2 \). \( \hat{P}_{S_1} \) is furthermore said to be better than \( \hat{P}_{S_2} \), denoted as \( \hat{P}_{S_1} > \hat{P}_{S_2} \), if \( \hat{P}_{S_1} \leq \hat{P}_{S_2} \), but not every solution of \( \hat{P}_{S_1} \) is weakly dominated by any solution in \( \hat{P}_{S_2} \), i.e., \( \hat{P}_{S_1} \not\leq \hat{P}_{S_2} \). This represents the weakest form of superiority between two approximations of the Pareto front. Note that these order relationships defined for \( \hat{P}_{S_1} \) and \( \hat{P}_{S_2} \) can directly be transferred to the associated solution sets \( S_1 \) and \( S_2 \). How well a single solution set represents the Pareto front can be divided into four qualities [170]:

**Convergence** The proximity to the true Pareto front

**Spread** The coverage of the Pareto front

**Uniformity** The evenness of the distribution of the solutions

**Cardinality** The number of solutions

The combination of spread and uniformity is also referred to as *diversity*. One way of comparing these qualities is to visualize the solution sets. For bi-objective optimization problems, this can be straightforwardly done. However, for a higher number of objectives, the visualization and decision-making process based on this visualization can become substantially more challenging. Tušar and Filipič [2015] offer a review of existing visualization methods.

#### 3.3.2 Quality indicators

An objective measurement of the quantitative difference between solution sets is clearly desirable for comparing algorithms. Therefore, many quality indicators \( I \) - which map the approximation of the Pareto front to a real number representing the quality of a set of solutions - were proposed. An extensive overview of these indicators can be found in Li and Yao [2019]. Quality indicators that focus on all four qualities listed above can be divided into *distance-based*, which require the knowledge of the true Pareto front or a suitable approximation of it, and *volume-based*, which measure the volume between the approximated Pareto Front and a method-specific point. Common distance-based quality indicators are the inverted generational distance [59], Dist2 [63] and the \( \epsilon \)-indicator [271]. Common volume-based indicators are hypervolume indicator [270],

---

\(^5\)In some literature, the direction of the *better*-relationship is reversed, i.e., they write \( \hat{P}_{S_1} \succ \hat{P}_{S_2} \) if \( \hat{P}_{S_1} \) is better than \( \hat{P}_{S_2} \). We choose our notation because it naturally fits the minimization perspective taken in this paper.
the R class of indicators [108], and the integrated preference functional [48]. The most popular quality indicator is the *hypervolume* [270], also called $S$-metric, since it does not require any prior knowledge of the Pareto front. The hypervolume, $HV$, of an approximation of the Pareto front $\hat{P}_S$ can be defined as the union of the dominated hypercubes $\text{domHC}_r$ of all solution points $\lambda \in S$ regarding a reference point $r$, i.e.,

$$HV_r(S) := \mu \left( \bigcup_{\lambda \in S} \text{domHC}_r(\lambda) \right),$$

where $\mu$ is the Lebesgue measure and the dominated hypercube

$$\text{domHC}_r(\lambda) := \{ u \in \mathbb{R}^m \mid c_i(\lambda) \leq u_i \leq r_i \ \forall i \in \{1, \ldots, m\} \}.$$

$HV$ is illustrated in Figure 3. The hypervolume indicator is *strictly Pareto compliant* [269], i.e., for all solution sets $\hat{P}_{S_2}$ and $\hat{P}_{S_1}$, it holds that

$$S_2 \triangleright S_1 \Rightarrow HV_r(S_2) < HV_r(S_1).$$

Hence for the true Pareto front, the $HV$ reaches its maximum. In practice, the *nadir point*, which is constructed from the worst objective values, or a point slightly beyond it, is often used as the reference point. For a guideline on how to set a reference point, see [133]. Based on a quality indicator estimate, MOO strategies can be evaluated over different benchmark datasets by using appropriate statistical tests. Eftimov et al. [2018] on the other hand propose to use a data-driven preference-based approach, which includes information about the influence of each quality indicator.

### 3.3.3 A note on normalizing objectives

As different objectives in MOHPO can live on different scales, maybe even with different orders of magnitude, this may bias evaluation of some quality indicators like hypervolume towards certain objectives. While this issue is discussed in general MOO literature, in most MOHPO publications it is either completely ignored or dealt with in an ad-hoc form, without further justification. Transformations of the objective space are performed to deal with different orders of magnitude as e.g., in Hernández-Lobato et al. [2016], but the issue of normalization is seldom discussed in publications. To make MOO more reliable and prevent bias towards an objective, it is generally recommended to normalize objectives to the interval $[0, 1]$ [101, 111, 119]. This should at least be done for analysis and comparison of algorithms [117, 119]. The importance of normalized objectives and various methods on how to implement them have been of interest within the multi-objective evolutionary computation community; even the particular effects on certain algorithms has been examined in detail [33, 111, 132]. For surrogate-assisted optimization methods, such as
Bayesian optimization, normalization of objectives is often presented as a challenge [113, 153], but only few works exist that examine its effects [249, 250]. In general, if limits of the objectives are known a priori, the nadir and ideal point can be used to scale objectives. While the ideal point may be found by solving a single-objective optimization problem for each objective, this is not necessarily practical for expensive optimization problems. The nadir point is harder to determine or even estimate, as it requires knowledge about the Pareto front [111]. The estimation of ideal and especially nadir point has spawned a number of dedicated publications [71, 253]. A simple and often effective method to estimate limits is to use previously evaluated points: The ideal and nadir point can then be estimated either through the non-dominated solutions or the entire archive [33]. In iterative optimization procedures, these estimates can be updated after new evaluations have become available, which is often adopted in practice [214]. The exact effect and challenges of objective normalization depend on the chosen MOO method: While some MOO methods are more robust towards not normalizing objectives, for others it is an integral part of the optimization procedure. We will provide comments for specific methods when appropriate in Section 4 (e.g., if a method does not require normalization or if it is an essential part of a certain algorithm).

3.3.4 A note on multimodal multi-objective optimization. Multimodality is a relevant issue in various application domains of MOO [171, 242]. If e.g., several candidates are in close proximity to each other in objective space, but represent a very heterogeneous set and high diversity in decision space, it may be desirable to identify all of them during optimization [242]: If parts of the decision space become infeasible, the decision maker can then utilize alternatives that represent very similar trade-offs. While the relevance to his in MOHPO is debatable, Grimme et al. [2021] present a second issue - multimodality as an obstacle for optimization in identifying global optima (i.e., not getting “trapped” in local minima), which is an understudied problem with great potential [100]. It may be of interest to adapt an optimization algorithm to take diversity in decision space into consideration as is sometimes done in single-objective HPO through e.g., a multi-objective infill criterion in Bayesian optimization [32]. When it comes to measuring solution set quality with respect to identifying all global optima, this is very much still an open question: No commonly accepted quality indicators exist and those approaches previously proposed lack theoretical foundation [100].

4 MULTI-OBJECTIVE OPTIMIZATION METHODS

This work in general and the following section in particular, focus on a posteriori methods, i.e., those that return a set of configurations $\hat{P}$ that tries to approximate the true Pareto set $P$ as well as possible. Nevertheless, we will start by briefly discussing some a priori methods, i.e., those that will only return one configuration depending on preferences set before optimization, as they are a benchmark and basis for various a posteriori methods. While a multitude of very specific methods for MOO exist across various domains, we try to mainly focus on those that are actually applied to MOHPO. Further methods can be found within the field of algorithm configuration, where multi-objective problems are also of interest [34, 266].

4.1 Scalarization approaches

Scalarization transforms a multi-objective goal into a single-objective one, i.e., it is a function $s : \mathbb{R}^m \times T \rightarrow \mathbb{R}$ that maps $m$ criteria to a single criterion to be optimized, configured by scalarization hyperparameters $\alpha \in T$. Having only one objective often simplifies the optimization problem [194]. However, there are two main drawbacks to using scalarization for MOO [141]: Firstly, the scalarization hyperparameters $\alpha$ must be chosen sensibly, such that the single-objective represents the desired relationship between the multiple criteria – which is not trivial, especially without extensive prior knowledge of the optimization problem. Secondly, one single solution can
not adequately represent a multi-objective problem with conflicting objectives. We will outline three popular scalarization techniques:

**Weighted sum approach.** One of the most well-known scalarization techniques, where one looks for the optimal solution to:

$$\min_{\lambda \in \bar{\Lambda}} \sum_{i=1}^{m} \alpha_i c_i(\lambda).$$  \hfill (8)

It can be shown [78] that for a solution $\lambda^*$ of (8), it holds that if

$$\alpha_i \geq 0, \quad i = 1, \ldots, m \Rightarrow \lambda^* \text{ is non-dominated in } \bar{\Lambda}. \quad \hfill (9)$$

Additionally, it holds for convex $\bar{\Lambda}$ and convex functions $c_i, i = 1, \ldots, m$ that for every non-dominated solution $\lambda^*$ there exist $\alpha_i \geq 0, \quad i = 1, \ldots, m$, such that $\lambda^*$ is the respective solution of (8); however there is no combination of weights that would result in Pareto-optimal solutions that lie on a non-convex part of the Pareto frontier [78].

**Tchebycheff approach.** The weighted Tchebycheff problem is formulated as:

$$\min_{\lambda \in \bar{\Lambda}} \max_{i=1,\ldots,m} [\alpha_i |c_i(\lambda) - z_i^*|],$$  \hfill (10)

where $z_i^* = \min_{\lambda \in \bar{\Lambda}} c_i(\lambda)$ for $i = 1, \ldots, m$ defines the (ideal) reference point. For every optimal solution $\lambda^*$ there exists one combination of weights $\hat{\alpha}$, so that $\lambda^*$ is the optimal solution to the optimization problem (10) defined through $\hat{\alpha}$.

**$\epsilon$-constraint approach.** As outlined in Section 3.1, in some instances it might be feasible to formulate one or more of the objectives as constraints. A MOO problem can also be reduced to a single scalar optimization problem by turning all but one objective into constraints, as in the $\epsilon$-constraint method: Given $m - 1$ constants $(\epsilon_2, \ldots, \epsilon_m) \in \mathbb{R}^{m-1}$,

$$\min_{\lambda \in \bar{\Lambda}} c_1(\lambda), \quad \text{subject to } c_2(\lambda) \leq \epsilon_2, \ldots, c_m(\lambda) \leq \epsilon_m. \quad \hfill (11)$$

However, much like parameters in the weighted sum method, constraints must be sensibly chosen, which can prove to be challenging *a priori* and without sufficient domain knowledge.

These scalarization techniques are also used in the MOEA/D Evolutionary Algorithm as outlined in Section 4.3.3 or the BO technique ParEGO as outlined in Section 4.4.2, where several scalar optimization problems are created in place of the multi-objective one.

### 4.2 Random and grid search

Random and grid search are simple baseline algorithms for single-objective HPO [30]. Random search is generally preferred, as it is an anytime algorithm and scales better in the case of low effective dimensionality of an HPO problem with low-impact parameters [26]; it often provides a surprisingly competitive baseline. Modifying random and grid search for MOO is trivial: as all points are independently spawned and evaluated, one simply returns all non-dominated solutions from the archive. Random and grid search can serve as reasonable baselines when introducing more sophisticated optimization methods - similar to the single-objective case. This procedure is adopted in a number of MOHPO works [130, 208, 228]
4.3 Evolutionary algorithms

Evolutionary algorithms (EAs) are general black-box optimization heuristics inspired by principles of natural evolution. This section provides a brief introduction, followed by some prominent examples of multi-objective EAs. EAs have been used in HPO and AutoML applications, such as in the popular AutoML framework TPOT [203]. While they generally require more evaluations than e.g., Bayesian optimization and thus may not seem like an intuitive choice for expensive optimization problems, they are very adept at handling mixed, hierarchical or otherwise awkward search spaces. Swarm Intelligence methods are related to and share many of the advantages and disadvantages of EAs. They can be utilized for multi-objective optimization [90] and have been examined for MOHPO and feature selection in select works (e.g., Xue et al. [2012], Bacanin et al. [2020]).

4.3.1 Fundamentals of evolutionary algorithms. Evolutionary algorithms (EAs) are population-based, randomized meta-heuristics, inspired by principles of natural evolution. Historically, different variants have been independently developed such as genetic algorithms, evolution strategies and evolutionary programming. These are now generally subsumed under the term “evolutionary algorithm”. EAs start by (often randomly) initializing a population of solutions and evaluating them. Then, in every iteration (often called generation), the better solutions are (often probabilistically) selected as parents and used to generate new solutions, so-called offspring. The two main operators to generate new solutions are crossover, which tries to recombine information from two parents into an offspring, and mutation, which randomly perturbs a solution. The resulting offspring solutions are then evaluated and inserted into the population. Since the population size is kept constant, some solutions have to be removed (survival selection), and once again usually the better solutions are chosen to survive with a higher probability. If the stopping criterion is reached, the best encountered solution is returned, otherwise the next iteration starts. A schematic overview of a generation can be found in Figure 4. EAs are popular optimization methods for the following reasons: (i) no specific domain knowledge is necessary (at least for baseline results) [3], (ii) ease of implementation [3], (iii) low likelihood of becoming trapped in local minima [248], (iv) general robustness and flexibility [103], and (v) straightforward parallelization [3]. They are widely employed in practice and known for successfully dealing with complex problems and complex search spaces where other optimizers may fail [112]. Furthermore, because they are population-based, EAs are particularly well suited for multi-objective optimization, as they can simultaneously search for a set of solutions that approximate the Pareto front.

4.3.2 Multi-objective evolutionary algorithms (MOEAs). When applying EAs to a multi-objective problem, the only component that needs changing is the selection step (selecting parents and
selecting survivors to the next generation). Whereas in single-objective optimization the objective function can be used to rank individuals and select the better ones, in multi-objective optimization there are many Pareto-optimal solutions with different trade-offs between the objectives, and we are interested in finding a good approximation of the Pareto front. Recent works categorize MOEAs into three classes [81]:

- Pareto dominance-based algorithms use two-levels for ranking: On the first level, Pareto dominance is used for a coarse ranking (usually non-dominated sorting, see below), while on the second level usually some sort of diversity measure is used to refine the ranking of the first level.
- Decomposition-based algorithms utilize scalarization (see Section 4.1) to decompose the original problem into a number of single-objective subproblems with different parametrizations, which are then solved simultaneously.
- Indicator-based algorithms use only a single metric, such as the hypervolume indicator, and selection is governed by a solution’s marginal contribution to the indicator.

In the following, we will provide a prominent example for each category.

4.3.3 Prominent MOEAs.

**NSGA-II (Pareto dominance-based).** The non-dominated sorting genetic algorithm (NSGA-II) [72] is still one of the most popular MOEAs. In many benchmark studies in the field, it serves as a popular baseline [208, 248]. Being Pareto dominance based, it first uses non-dominated sorting to obtain an initial coarse ranking of the population. This iteratively determines the non-dominated solutions, assigns them to the next available class, and removes them from consideration. Among the solutions in each obtained class, the extreme solutions (best in each objective) are ranked highest, and the remaining solutions are ranked according to the crowding distance, the sum of differences between an individual’s left and right neighbor, in each objective, where large crowding distances are preferred. While this works very well for problems with two objectives, it breaks down in case of a larger number of objectives, as the non-dominated sorting becomes less discriminative, and the left and right neighbor in each objective are often different solutions. NSGA-III [70, 136] has been developed as an alternative for problems with a higher number of objectives, but shares many similarities with decomposition-based algorithms.

**MOEA/D (Decomposition-based).** The Multi-objective Evolutionary Algorithm based on Decomposition (MOEA/D) decomposes the multi-objective problem into a finite number $N$ of scalar optimization problems that are then optimized simultaneously [265]. Each single optimization problem usually uses a Tchebycheff scalarization, see Section 4.1. In theory, each solution to such a scalar problem should be a point on the Pareto front of the original multi-objective problem. The distribution of solutions on the Pareto front is thus governed by the set of scalarizations chosen, and it is challenging to identify suitable scalarizations without a good knowledge of the Pareto frontier. Rather than solving the different scalarized problems independently, the idea is to solve them simultaneously, and allow the different search processes to influence each other. In a nutshell, the population comprises of the best solution found so far for each of the sub-problems. In every generation, a new offspring is created for each sub-problem by randomly selecting two parents from the sub-problem’s neighborhood, performing crossover and mutation, and re-inserting the individual into the population. The new individual replaces all individuals in the population for which it is better with respect to the corresponding sub-problem. In effect, this means mating is restricted to among individuals from the same region of the non-dominated frontier, and diversity in the population is maintained implicitly by the definition of the different sub-problems.
SMS-EMOA (Indicator-based). The S metric selection evolutionary multi-objective optimization algorithm (SMS-EMOA) [80] also uses the non-dominated sorting algorithm from NSGA-II for an initial coarse ranking, but then uses an individual’s marginal hypervolume contribution as a secondary criterion. The marginal hypervolume of an individual \( i \) is the difference in hypervolume between the population \( \mathcal{R} \) including individual \( i \), and excluding individual \( i \):

\[
\Delta_{HV}(i, \mathcal{R}) := HV(\mathcal{R}) - HV(\mathcal{R} \setminus i)
\]

Different from the other two algorithms above, SMS-EMOA only produces one offspring per generation, adds it to the population and then discards the worst solution based on the ranking just described.

For more details on the above MOEAs, different MOEAs, and example applications, please refer to Coello et al. [2007], Abraham and Jain [2006], Deb [2001], Branke et al. [2008]. The main disadvantage of many evolutionary algorithms is their relatively slow convergence (compared to other optimization methods) and the need for many evaluations; for more computationally expensive ML problems, a multi-objective HPO can become very costly when tackled with these methods [68]. To alleviate this problems, MOEAs have been combined with surrogate-modelling techniques (e.g., [185]) or gradient-based local search (e.g., [161]). EAs can further be found in several multi-objective AutoML solutions, such as TPOT [202] or FEDOT [216].

4.3.4 Relevant software and implementations. Two very established packages which offer EMOAs are PlatEMO (MATLAB)\(^6\) and pymoo (Python)\(^7\). They both offer a wide range of EMOAs and can be generally recommended. The mle-hyperopt (Python)\(^8\) package offers directly MOHPO via NSGA-II using internally the nevergrad (Python)\(^9\) package.

4.4 Model-based optimization

4.4.1 Bayesian Optimization. In the following, the basic concepts of Bayesian optimization (BO) are shown. For more detailed information, see [30]. BO is quite sample efficient compared to other optimization techniques [113], which makes it a good choice for the expensive black-box problems presented by many machine learning models and specifically for HPO [128, 143, 236]. BO is an iterative algorithm with the key strategy of modelling the mapping \( \lambda \mapsto c(\lambda) \) based on observed performance values found in the archive \( \mathcal{A} \) via (non-linear) regression. This approximating model is called a surrogate model. While GPs are arguably the most widely used surrogate models for BO they have a hard time with mixed and hierarchical search spaces; in MOHPO they are often replaced by e.g., random forests [117]. BO starts on an archive \( \mathcal{A} \) of evaluated configurations, typically sampled through Latin Hypercube Sampling or Sobol Sampling to ensure the diversity of solutions [37]. BO then uses the archive to fit the surrogate model, which for each \( \lambda \) predicts both a performance \( \hat{c}(\lambda) \) as well as an estimate of prediction uncertainty \( \hat{\sigma}(\lambda) \). Based on the predictive distribution, BO computes a cheap-to-evaluate acquisition function \( u(\lambda) \) that encodes a trade-off between exploitation and exploration where exploitation favours solutions with high predicted performance, while exploration favours solutions with high uncertainty of the surrogate model because the surrounding area has not yet been explored sufficiently. The acquisition function \( u(\lambda) \) is optimized in order to identify a new candidate \( \lambda^* \) for evaluation. The true objective value \( c(\lambda^*) \) of this proposed HPC \( \lambda^* \) is finally evaluated and added to the archive \( \mathcal{A} \). The surrogate model is updated, and BO iterates until a predefined termination criterion is reached.

\(^6\)https://github.com/BIMK/PlatEMO
\(^7\)https://github.com/anyoptimization/pymoo
\(^8\)https://github.com/mle-infrastructure/mle-hyperopt
\(^9\)https://github.com/facebookresearch/nevergrad
Simple acquisition functions. A very popular acquisition function is the expected improvement (EI) [143]) over the best solution found so far. A further, very simple acquisition function is the lower confidence bound (LCB) [142]. The LCB treats local uncertainty as an additive bonus at each \( \lambda \) to enforce exploration, which can be controlled with a control parameter \( \kappa \).

4.4.2 Multi-objective Bayesian Optimization. The previously presented BO framework can be extended to optimize a set of possibly conflicting objectives simultaneously. In particular, the multi-objective extensions to the BO framework (MO-BO) can be divided into those which transform the MO problem into a single objective problem by scalarization and those which do not. Some MO-BO methods utilize one or more scalarizations of the MOO problem to fit surrogates in order to approximate the Pareto front. Algorithms that do not use scalarization of the outcomes instead often train independent surrogates for each output dimension. By having a prediction for each output dimension, we can either obtain an acquisition function for each dimension and use a multi-objective optimizer to obtain a set of promising configurations, or we can build an acquisition function that aggregates the predictions for each dimension into a single-objective acquisition function. In the following, we discuss some of these approaches in more detail.

Scalarization and ParEGO. ParEGO is a scalarization-based extension of BO to MOO problems proposed by Knowles [2006]. First, one must determine a set of scalarization weights that will be used throughout all BO-iterations. This set of weights should ensure that the Pareto front is explored evenly and is created using the following rule:

\[
\alpha = (\alpha_1, \alpha_2, ..., \alpha_m) \mid \sum_{j=1}^{m} \alpha_j = 1 \land \alpha_j = \frac{l}{s}, l \in \{0, 1, ..., s\},
\]

which generates \( \binom{s+m-1}{m-1} \) different weight vectors. Second, the output space of each of our \( m \) objectives is normalized to \([0, 1]\). While this is fairly simple for a number of metrics relevant to machine learning (e.g., accuracy, AUC) due to known limits, other metrics (e.g., prediction time, energy consumption) present with unknown bounds, in which case the bounds of the respective objectives have to be estimated [153] (see Section 3.3.3). Finally, in each iteration of ParEGO, we create the scalarized objective using the so-called augmented Tchebycheff function [153]:

\[
c_\alpha(\lambda) = \max_{j \in \{1,...,m\}} (\alpha_j c_j(\lambda)) + \rho [\alpha \cdot c(\lambda)],
\]

where \( \rho \) is a small positive constant and \( \alpha \) is a weight vector drawn uniformly from the set in (13). The second term in the augmented Tchebycheff function ensures to break ties between solutions with the same maximal objective value. In each iteration, a surrogate model is fitted on the design with scalarized outcomes \( \left\{ \left( \lambda^{(i)}, c_\alpha(\lambda^{(i)}) \right) \right\}_i \), and the EI is optimized on this model to propose a new HPC. ParEGO can easily be extended to parallel batch proposals. In order to propose a batch of size \( q \), Horn et al. [2015] suggest to sample \( q \) different weight vectors per iteration in a stratified manner. New design points are proposed by fitting \( q \) surrogates to the \( q \) differently scalarized outcomes in the design and optimizing the acquisition function on each of the \( q \) surrogate models in parallel. One concern with ParEGO and scalarizing-based solutions in general is that the uniformly sampled weights do not necessarily result in the best distribution of nondominated points. An advantage of ParEGO is that it can be easily adapted to focus the search on one objective by limiting the maximum weights of the others.

EHI. (or EHVI) Emmerich et al. [2006] proposed to use the expected improvement over the S-metric (i.e., hypervolume) as an acquisition function for MO-BO. Here, a surrogate model for each objective is fitted individually. The EHI is then calculated as the expectation of the hypervolume
improvement over the distribution of outcomes as predicted by the surrogate models. A drawback of hypervolume-based BO is that a non-trivial multidimensional integral must be evaluated to calculate the EHI. It is possible to use Monte-Carlo-based approximations [82], and the KMAC method [259] to efficiently calculate the EHI criterion with complexity $O(n \log n)$ in three dimensions and $O(n^{1/m^2})$ in $m$ dimensions. Additionally, Emmerich et al. [2016] propose a more efficient means of calculating the EHI with a complexity of $O(n \log n)$ for $m = 2$. However, these methods are significantly more complex than the other presented MO-BO infill criteria. To obtain batch-proposals, Yang et al. [2019b] propose dividing the objective space into several sub-objective spaces and then search for the optimal solutions in each sub-objective space by using a truncated EHI.

**SMS-EGO.** The S-Metric Selection-based Efficient Global Optimization (SMS-EGO) algorithm is another popular extension of MO-BO. This method was proposed by Ponweiser et al. [2008] and extends the idea of the EHI by employing an infill criterion: In each BO iteration, SMS-EGO approximates each of the $m$ objectives with a separate surrogate model. For each objective, we compute the LCB and denote the resulting $m$-dimensional outcome with $u_{\text{LCB}}$. The the acquisition function value of a configuration $\lambda$ is derived from the increment of the dominated hypervolume when $u_{\text{LCB}}(\lambda)$ is added to the current Pareto front approximation $\hat{P}$:

$$u_{\text{SMS}}(\lambda) = \text{HV}_r \left( \hat{P} \cup u_{\text{LCB}}(\lambda) \right) - \text{HV}_r(\hat{P}) - p,$$

with a penalty $p$ and with the reference point $r$ chosen as $\max(\hat{P}) + 1_m$. If $u_{\text{LCB}}(\lambda)$ is a dominated solution, $u_{\text{SMS}}(\lambda)$ would be zero without the penalty term $p$, making the optimization of the acquisition function more challenging. Therefore, to guide the search towards non-dominated solutions in areas of dominated solutions, a penalty $p$ is added for each point that dominates the solution candidate.

**Multi-EGO.** In each BO iteration, Multi-EGO approximates each of the $m$ objectives with a separate surrogate model from which a single-objective acquisition function is obtained. Jeong and Obayashi [2005] use Gaussian processes for the surrogates and EI as the individual acquisition functions. The $m$ acquisition functions are optimized jointly as an MOO problem itself using a multi-objective genetic algorithm (in principal any MOEA can be used here), resulting in a set of candidates with non-dominated acquisition function values. From this set, Multi-EGO then selects multiple points to be evaluated. This naturally lends to parallelization, as there are always multiple proposals generated in each iteration.

**MESMO and PESMO.** Common information-theoretic acquisition functions are multi-objective maximum entropy search (MESMO) and predictive entropy search (PESMO) proposed by Belakaria et al. [2019] and Hernández-Lobato et al. [2016] respectively. Information theoretic multi-objective acquisition functions model each objective with an independent surrogate model. The resulting Pareto set is modelled as a random variable. Hence, we can compute the entropy of the location of the Pareto set. The lower this entropy is, the more we know about the location of the Pareto set. These acquisition functions represent the expected reduction of entropy if a point is evaluated. Information theoretic acquisition functions are linear combinations of the expected entropy of the whole predictive distributions of every objective. Hence, the utility of every point represents a global measure of the uncertainty of the input space and not a local and heuristic measure of the particular point, as in other acquisition functions. Thus, in theory they should explore the search space more efficiently [21, 113].
4.4.3 Relevant software and implementations. Table 1 compares BO frameworks with multi objective capabilities. We identified as suitable well-established frameworks Dragonfly [146] (Python), HyperMapper [199] (Python, written in large parts with C++), Openbox [172] (Python), Ax\textsuperscript{10} (Python), trieste\textsuperscript{11} (Python), BoTorch [15] (Python), Optuna [6] (Python), GPflowOpt [156] (Python), mlr3mbo\textsuperscript{12} (R). We checked if they offer scalarization-based approaches (e.g., ParEGO), hypervolume-based approaches (e.g., EHVI, QNEHVI, SMS-EGO), or information-theoretic approaches, and if they can handle constraints and use computational resources in parallel.

Table 1. BO frameworks which offer MO support

|              | Dragonfly | HyperMapper | OpenBox | Ax | trieste | BoTorch | GPflowOpt | mlr3mbo | Optuna |
|--------------|-----------|-------------|---------|----|---------|---------|-----------|---------|--------|
| Scal.-based  | ✓         | ✓           | ✓       | ✓  | ✓       | ✓       | ✓         | ✓       | ✓      |
| HV-based     | ×         | ×           | ✓       | ✓  | ✓       | ✓       | ✓         | ✓       | ×      |
| Info-based   | ×         | ✓           | ✓       | ✓  | ✓       | ✓       | ✓         | ×       | ×      |
| Constraints  | ×         | ✓           | ✓       | ✓  | ✓       | ✓       | ✓         | ×       | ×      |
| Parallel     | ✓         | ✓           | ✓       | ✓  | ✓       | ✓       | ✓         | ×       | ✓      |

4.5 Multi-fidelity optimization

Assuming the existence of cheaper approximate functions, multi-fidelity optimization is a popular choice for expensive-to-evaluate black-box optimization target functions in many application domains like aerodynamics [93] or industrial design [122]. Multi-fidelity optimization has been established for single-objective hyperparameter tuning [168] and has become a desirable mode of optimization especially for deep learning models, that are very costly to fully train and evaluate [86, 168, 169]. Instead of optimizing configuration selection, as in model-based optimization, multi-fidelity methods for HPO aim at optimizing configuration evaluation by allocating resources in an efficient manner: Additional resources (e.g., additional epochs) are allocated to configurations that performed well with fewer resources, i.e., on a lower fidelity, and configurations that showed worse performance are discarded. This idea is shown in Figure 5. Optimizing configuration evaluation is especially desirable in expensive optimization problems and while not all MOHPO problems fall in this category, many machine learning pipelines and especially deep learning models are quite expensive to evaluate. When drawing configurations at random, multi-fidelity approaches can deal with the mixed and hierarchical search spaces of (MO)HPO nicely. These methods have since been enhanced by the use of model-based optimization for drawing configurations instead of random sampling [86] and asynchronous execution [152]. The same holds true in the multi-objective setting as recent works have shown [228, 229]. Multi-fidelity extensions like Hyperband can be carried over to the MO setting by simply defining a suitable performance indicator to decide where increased resource allocation is desirable, which could be achieved in numerous ways. Existing approaches have done this via scalarization using random weights [228] or non-dominated sorting [225, 229]. Taking multi-fidelity one step further, it can also be combined with BO, so configurations are no longer sampled randomly (as in traditional Hyperband), but via BO [86]. Therefore, instead of enhancing random search, multi-fidelity methods are used to enhance BO in this case [86]. The concept has recently been applied to MOO [22, 54, 131]. Belakaria et al. [2020] introduce HPO of neural networks as one possible application for these methods and Chen et al. [2022] introduce a multi-objective variant of BO Hyperband with a specific focus on applications in MOHPO.

\textsuperscript{10}https://ax.dev/
\textsuperscript{11}https://secondmind-labs.github.io/trieste/
\textsuperscript{12}https://cran.r-project.org/package=mlr3mbo
4.6 Further issues

4.6.1 Focusing optimization through user preferences. A growing body of literature is exploring the integration of decision maker (DM) preferences into multi-objective optimization [38, 254]. Depending on when the user preferences are elicited relative to the optimization process, these methods are generally divided into \textit{a priori} (before optimization), \textit{progressive} (during optimization), and \textit{a posteriori} (after optimization) approaches [39]. The majority of literature on multi-objective optimization aims to find a good approximation of the entire Pareto front, providing the decision maker with a variety of alternatives to choose from \textit{after} optimization, so falls into the \textit{a posteriori} category. There are, however, at last three reasons for taking preference information into account earlier [38]:

1. It will allow to provide the DM with a more relevant sample of Pareto optimal alternatives. This could either be a smaller set of only the most relevant (to the DM) alternatives, or a more fine-grained resolution of the most relevant parts of the Pareto frontier.
2. By focusing the search onto the relevant part of the search space, we expect the optimization algorithm to find these solutions more quickly. This is particularly important in computationally expensive applications such as hyperparameter optimization.
3. As the number of objectives increases, it becomes more and more difficult to create an approximation to the complete Pareto optimal frontier. This is partly because of the increasing number of Pareto optimal solutions, but also because with an increasing number of objectives, almost all solutions in a random sample of solutions become non-dominated [134], rendering dominance as selection criterion less useful. DM preference information can re-introduce the necessary order relation.

Several ways to specify preferences have been proposed, including reference points (an “ideal” solution), constraints (minimum acceptable qualities for each objective), maximal/minimal trade-offs (how much is the DM willing to sacrifice at most in one criterion to improve another criterion by one unit) and desirability functions (non-linear scaling of each objective to $[0, 1]$). Rather than
asking the DM to specify preferences explicitly, preferences can also be learned [95] by asking the DM to rank pairs or small sets of solutions, or to pick the most preferred solution from a set. This has the advantage that the DM only has to compare solutions, which is something they should be comfortable doing. Recent efforts have been made to make the multi-objective optimization process itself more explainable and trustworthy through an interactive preference learning approach. One example can be found in Misitano et al. [2022], where Shapley values are used to help the DM understand trade-offs between objectives in each iteration, enabling them to articulate preferences in an informed manner. Finally, people have observed that DMs often select a solution from the Pareto frontier that “sticks out” in the sense that improving it slightly in either objective would lead to a significant deterioration in the other. These solutions are often called “knees”, and it is possible to specifically search for them without having to ask the DM anything ([40]).

4.6.2 Noisy environments. If an MOO problem is noisy, we do not have direct access to the objective values $c_1, \ldots, c_m$, but instead we only have measurements $\tilde{c}_1, \ldots, \tilde{c}_m$ with

$$\tilde{c}_i = c_i + \epsilon_i \quad \forall i = 1, \ldots, m$$

(16)

where $\epsilon_i$ is the observational noise in the $i$-th objective modeled as a random variable. Noise in the evaluation plays a major role in most MOHPO problems, because generalization error estimates in Eq. (2) are based on a finite dataset sampled from a much larger universe, the random sequence of the data as it is presented during training has an impact on the performance, or a stochastic optimizer is used during training. Clearly, noise is challenging for optimization, whether single-objective or multi-objective. It may lead to false performance comparisons such as an incorrectly inferred dominance relationship between two HPCs. This may mean some dominated solutions are classified as non-dominated and thus incorrectly returned by the algorithm, while some Pareto-optimal solutions are discarded incorrectly because they are perceived as dominated. It may also lead to an over-optimistic estimate of the Pareto frontier, as most solutions returned as non-dominated were “lucky” in their evaluation.

One simple way to reduce the effect of noise is to evaluate each solution multiple times and optimize based on mean values. While this reduces the standard error, it is computationally very expensive and may be impractical for HPO. Researchers in the evolutionary computation community have developed a wealth of methods to cope with noisy evaluations, including the use of statistical tests (e.g., Syberfeldt et al. [2010], Park and Ryu [2011]), the use of surrogate models (e.g., Branke et al. [2001]), probabilistic dominance [125], or integrating statistical ranking and selection techniques [165]. A relatively simple yet effective method seems to be the rolling tide EA [92] which alternates between sampling new candidates and refining the archive, i.e., re-evaluating promising HPCs, in each optimization iteration. For BO, the noise can be accounted for by using re-interpolation [157] or in a straightforward way by choosing GP regression (rather than interpolation) and appropriate acquisition functions, see, e.g., Knowles et al. [2009], Rojas Gonzalez et al. [2020], Rojas-Gonzalez and Van Nieuwenhuyze [2020], Horn et al. [2017], Astudillo and Frazier [2017], Hernández-Lobato et al. [2016], Daulton et al. [2021]. A recent survey on multi-objective optimization methods under noise with a provable convergence to a local non-dominated set has been provided by Hunter et al. [2019], older surveys with a somewhat broader scope can be found in Jin and Branke [2005], Gutjahr and Pichler [2016].

4.6.3 Realistic evaluation of multi-objective optimization methods. When applying MOHPO in a real world setting it is crucial to understand how a solution will behave on unseen data after deployment. In standard HPO this is achieved via a 3-way split of the data into train, validation and test sets, or, more generally, as nested resampling (c.f. Section 3). In Section 3.3.2 different measures for the quality of multi-objective optimization have been introduced. While these measures are generally
useful to evaluate the performance over the whole objective space, decision makers are ultimately only interested in a single solution (selected from the Pareto set) for deployment and later use. This usually implies a human-in-the-loop. For a single train/validation/test split, this is easily achievable: The decision maker needs to look at the Pareto front computed on the validation set, choose the configuration they would like to use and then evaluate its performance on the test set. Extending this approach to nested resampling, multiple Pareto fronts are generated, one for each outer fold. Here, a drill-down to a single solution would imply that the decision maker needs to make these choices for each outer loop, which can become impractical and can make larger benchmark studies difficult to conduct efficiently. What can be implemented in an automatic fashion, is the evaluation of each generated Pareto front on its associated outer test set in an unbiased fashion. Here, similarly as in nested resampling in single-objective HPO, each Pareto set candidate would be trained on the joint training and validation set, and evaluated on the test set. This results in a new unbiased Pareto front for each outer iteration, and measures like hypervolume can also be calculated from the outer results in an unbiased fashion. In general, proper MOHPO evaluation is an understudied and open challenge for further research.

4.7 Relevant benchmarks and results

Most benchmarks comparing different multi-objective optimizers for HPO were conducted in the context of new optimizers being proposed (see e.g., [113, 135, 228]). To the best of our knowledge no extensive and dedicated benchmark of MOHPO methods covering all (or even a large number of) relevant scenarios of MOHPO have been published. That being said, recent standardized HPO benchmark suites like HPOBench [77] and YAHPO Gym [214] include support for selected multi-objective use cases, which emphasizes the trend towards MOHPO in the research community and enables further experimentation and research. Where the former only supports multiple prediction performance objectives, the latter includes a number of objectives related to computational efficiency and interpretability for some scenarios. Another benchmark, EvoXBench has been introduced quite recently and offers insight into the performance of various EAs applied to NAS problems (image classification) [183]. Table 2 presents a selection of relevant papers that include a MOHPO benchmark or an examination of various algorithms on selected tasks in a meticulous and transparent manner. While some findings in the presented publications should be taken with a grain of salt (as they may be restricted to very specific scenarios), we try to extract some general lessons and best practices from the current body of literature.

1. Random search is a competitive baseline and preferred over grid search. The experiments conducted in Horn [2010] reveal the weaknesses of utilizing grid search in the context of multi-objective HPO when tuning hyperparameters of an SVM for binary classification (classification error and training time as targets) compared to sequential model-based optimization techniques in the sense that grid search fails to provide a good Pareto front approximation. Random search on the contrary has shown good results and even outperformed some model-based optimization methods (i.e., ParEGO, SMS-EGO and PESMO) when applied to a fairness-related multi-objective HPO task [228]. Findings in Pfisterer et al. [2022] support this: Multi-EGO, ParEGO and mixed integer evolution strategy are on par with or outperform random search, while EHVI or SMS-EGO sometimes fail to outperform the vanilla random search.

2. Different horses for different courses. The optimal choice of optimization algorithm heavily depends on the MOHPO problem at hand. For example, while in the experiments in Horn and Bischl [2016], ParEGO and SMS-EGO were able to outperform an NSGA-II variant and Latin Hypercube Sampling, the experiments in Horn et al. [2017] showed a rolling tide EA to be quite competitive against SMS-EGO and outperforming random search. This notion is confirmed in the
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| Reference | Algorithms | # Scenarios | Note |
|-----------|------------|-------------|------|
| [214]     | Random Search, ParEGO, SMS-EGO, EHVI, Multi-EGO, Mixed integer evolution strategy | 25 | Surrogate benchmark, focus on mixed spaces with hierarchical structures |
| [117]     | ParEGO, SMS-EGO, NSGA-II, Latin Hypercube Sampling | 9 | Only binary classification |
| [118]     | SMS-EGO, Rolling tide EA, Random search | 9 | Only SVMs in binary classification and emphasis on noisy scenarios |
| [113]     | PESMO, EHVI, SMS-EGO, ParEGO, Sequential uncertainty reduction | 1 | |
| [135]     | EMOA with successive halving, Multi-objective BOHB, EHVI, Multi-objective BANANAS, BULK & CUT optimizer | 2 | |
| [183]     | NSGA-II, NSGA-III, MOEA/D, IBEA, HypE, RVEA | 18 | Focus on EAs for NAS, benchmark suite supports more instances |

Table 2. Overview over publications that include relevant MOHPO benchmarks and/or meticulous comparisons between different algorithms, that are set up in a transparent manner.

benchmarks from Pfisterer et al. [2022], as their results indicate strong performance differences of optimizers with respect to the hypervolume indicator. For example, mixed integer evolution strategy performs exceptionally well on some benchmark problems but only shows average or below par performance on others. This can also be seen in Lu et al. [2023], where several EAs are tested on a number of NAS instances.

3. Sample efficiency of BO is a big factor. Many MOHPO problems, like NAS, are quite expensive to evaluate repeatedly [183]. As in single-objective HPO, BO methods are appealing because of their sample efficiency. Hernández-Lobato et al. [2016] examine various BO methods and introduce PESMO for tuning hyperparameters of a feed-forward neural network on the MNIST dataset with classification error and prediction time as objectives. In the context of this expensive task, they found good performance of BO methods - and especially PESMO - on fewer iterations.

Even though these benchmarks and especially the benchmark study in Pfisterer et al. [2022] are first steps towards an exhaustive MOHPO benchmark and a better understanding of optimizers’ behavior on a variety of tasks, plenty of work still needs to be done to be able to give general recommendations regarding when to use which multi-objective optimizer.

5 OBJECTIVES AND APPLICATIONS

In the following, we will give an overview of relevant metrics for ML models, interesting use cases and application domains for MOHPO. We organize this section by examining three aspects of ML model evaluation:
Prediction performance. In most cases, prediction performance is of primary importance. Which performance metric aligns best with the goals and costs associated with an ML task is not always readily apparent, especially if misprediction costs are hard to quantify or even unknown. We discuss the case where multiple performance metrics with unquantifiable trade-offs are relevant by the example of ROC analysis in classification.

Computational efficiency. Computational efficiency is a prime example for the difficulty of finding an appropriate metric. The desire for a memory or energy efficient model is often difficult to operationalize because it is not as straightforward to measure model efficiency. We will examine various possible ways and present a use case where efficiency and prediction performance are optimized simultaneously.

Fairness, interpretability, robustness and sparseness. Many applications areas require ML models to fulfill higher standards than only strong predictive performance [148]. Legal requirements and ethical guidelines have been published and the question of how to regulate artificial intelligence with respect to ethics is still an ongoing debate [204]. In general, assessing and measuring the trustworthiness of ML models is a challenge [204, 239]; we aim to give an overview over approaches relevant to MOHPO. First, we explore fairness and interpretability as objectives. We further examine robustness of ML models to domain shift, perturbations and adversarial attacks as an objective, since robust models inspire a higher degree of trust. Finally we will venture into the topic of sparse ML models, where the number of features is minimized in some manner. Sparseness itself is not necessarily a desirable quality, but may be a suitable proxy for model complexity/interpretability and/or data acquisition cost and may even impact performance. The term FAT-ML (Fairness, Accountability and Transparency in Machine Learning) has been coined and has gained some traction recently. There is considerable overlap between the objectives examined here and FAT-ML, but FAT-ML also entails external characteristics, such as e.g., responsibility which is encompassed in the accountability aspect.

A visual representation of relevant evaluation criteria and the remainder of this section can be found in Figure 6. It should be noted that interactions between different objectives are worth
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13See e.g., https://facctconference.org/ or https://www.fatml.org/.
studying as well. Objectives may be positively correlated, for example a model with high predictive accuracy might be expected to also perform well measured in other performance metrics like AUC [50]. Similarly, a sparse model is expected to be more efficient as well as more interpretable. Objectives might also be conflicting. A more complex model might for example perform better in terms of accuracy, but might be less interpretable. It is hard to quantify these relationships without a comprehensive benchmark, but we will try to shed light on this topic wherever relevant and discuss the open challenges associated with it in Section 6.

5.1 Prediction performance
HPO has traditionally focused on optimizing for predictive performance measured by a single performance metric. It can, however, also be beneficial to optimize multiple different prediction metrics simultaneously, in particular if a trade-off between different metrics cannot be specified a priori. An abundance of prediction metrics have been defined for various ML tasks and the appropriate choice depends on the specific use case and available data and we will therefore not provide a comprehensive overview. A good examples for the diversity in metrics can be found for e.g., classification, one of the most widely utilized ML tasks, in Figure 3.1 of Japkowicz and Shah [2011]. Different performance metrics may penalize prediction errors in distinct ways, and therefore prediction metrics are more or less correlated [50, 268]. These correlations have been extensively studied for some (widely used) metric pairs [61, 66, 124]. We will in the following explore the popular use case of ROC analysis as a typical example where one faces two prediction performance metrics. We then briefly introduce two other applications, where this is frequently the case to make the issue more tractable.

5.1.1 ROC analysis. Many binary classification models predict scores or probabilities that are then converted to predicted classes by applying a decision threshold. Different decision threshold values will result in different trade-offs between performance measures. A higher decision threshold may for example reduce the number of false positives, but may also reduce the number of true positives at the same time. This trade-off is often visualized by the receiver operating characteristic (ROC) curve, where true positive rate (TPR) is plotted against false positive rate (FPR) for different threshold values\textsuperscript{14}. Because improving one classification metric by varying the decision threshold is typically associated with deteriorating performance with respect to the other, choosing a decision threshold based on ROC analysis is fundamentally a multi-objective problem, where the decision threshold can be viewed as an additional hyperparameter. As the decision threshold has no impact on the model itself, it can be optimized post-hoc; tuning it in this manner is fairly cheap [30]. An approach to address this optimization problem is to formulate it as a single-objective problem by e.g., aggregating elements of the confusion matrix (F-Measure) or the ROC curve (AUC) into a single metric. However, not all information is preserved. An example can be seen in Figure 7, where two ROC curves lead to a similar AUC but present quite distinct shapes. It may be desirable to consider the ROC curves for different hyperparameter configurations for a final solution. One can follow the approaches in e.g., Lévesque et al. [2012], Chatelain et al. [2010], and Bernard et al. [2016] and combine the information from each iteration in one ROC front that displays all Pareto-optimal trade-offs between TPR and FPR. This preserves all relevant information from individual evaluations and allows for decisions in accordance to user- or case-specific preferences. In our example in Figure 7, the final combined model would then show the same performance, i.e., trade-offs, as the dashed black line. A similar approach has been introduced for regression: The Regression Error Characteristic (REC) Curve examines trade-offs between error tolerance and percentage of points

\textsuperscript{14}Similarly, other curves and trade-offs may be analyzed. Another prominent example is the precision-recall curve, which visualizes true positive rate versus positive predicted value.
Extending these ideas to a multi-class setting, where each class has unique associated misclassification costs, brings new challenges. The number of different misclassification errors grows quadratically with the number of classes $g$, leading to increasingly high-dimensional surfaces. Naturally, one wants to minimize all the different misclassification errors simultaneously. An in-depth exploration of this challenge and how to solve it can be found in Everson and Fieldsend [2006]:

The authors define the ROC surface for a $g$-class classification problem and try to optimize for the respective $g(g-1)$ misclassification rates by an EA. Multi-class ROC problems are therefore generally seen as a MOO problem and closely related to the core topic of this work [85, 91]. They are generally solved through (i) single-model approaches, where one classifier is identified, and once the costs are known at prediction time, a suitable trade-off on that classifier’s ROC surface is then found, or (ii) multi-model approaches that produce a pool of suitable classifiers that are available at prediction time [27]. The optimal ROC surface can be viewed as a Pareto front; in this case the search space is the space of classifiers, and every classifier corresponds to a ROC curve. A classifier is non-dominated if any part of its ROC curve is non-dominated and the length of the non-dominated part of the ROC can be used as the crowding distance. It should be noted that the principle of AUC as a metric of the classifier’s general ability to discriminate both classes in the binary case does not carry over to the multi-class setting [75]. Hand and Till [2001] attempt to generalize and adapt AUC from a binary setting to a meaningful metric for the multi-class setting. In binary classification, the ROC curve is generated through varying the decision threshold, which is quite cheap and can be done after each iteration in a hyperparameter optimization problem. In a $g$-class setting during prediction, the classifier will generally output a vector of probabilities or some measure of confidence that a sample belongs to the corresponding class $c_i$ Bernard et al. [2016]:

$$h(x) = [h(c_1|x), h(c_2|x), \ldots, h(c_g|x)]$$

To generate a decision rule, a vector of weights $w = (w_1, w_2, \ldots, w_g)$ is applied, and the highest value is chosen. To obtain a ROC surface similar to the ROC curve in binary classification, a large
number of different weight vectors would have to be evaluated, which incurs larger additional costs and makes it no longer trivial to obtain post-hoc for each configuration [27].

Applications and example use case. An illustrative example is given by Chatelain et al. [2010], who attempt to identify well-performing configurations of SVMs in a binary classification setting with unknown misclassification costs. Their use-case is based on digit recognition from incoming handwritten mail document images. While shown to be effective at similar tasks [200], SVMs are notorious for extreme effects of hyperparameters on performance [53]. Chatelain et al. [2010] introduce two parameters $C_-$ and $C_+$ as penalties for misclassifying the respective classes (namely, digit vs. non-digit) and use them during training of the SVM. They tune for these two hyperparameters along with $\gamma$, the kernel parameter for the radial basis function. Using NSGA-II (see Section 4.3.3), they evolve a pool of non-dominated hyperparameter configurations, thus approximating the Pareto optimal set. Another application can be found in Horn and Bischl [2016], where ParEGO and SMS-EGO (see Section 4.4) have been applied to jointly minimize the false-negative rate and false-positive rate of an SVM on a variety of binary classification tasks from different domains.

5.1.2 Natural language processing. Language and human speech in general are quite complex and in turn natural language processing (NLP) tasks are notoriously hard to evaluate. One such example is the recent subfield of natural language generation (NLG): The quality of the resulting texts has to be quantified, but may depend on the use case and different aspects such as semantics, syntax, lexical overlap, fluency, coherency [147]. Sai et al. [2021] show that across several popular metrics for NLG tasks, no single metric correlates with all desirable aspects. In a related application of MOHPO, Schmucker et al. [2021] use successive halving to optimize perplexity and word error rate for transformer based language models.

5.1.3 Object detection. Given an image, object detection is used to determine whether there are instances of a given type and where they are located [179]. This introduces aspects of both regression (how close is the proposed bounding box of the object compared to the ground truth?) and classification (are all objects identified correctly?) into the task. Widely used metrics include precision and recall, but this naturally only focuses on one aspect of the task, as one needs to formerly define when something is a true prediction or a false prediction. Liddle et al. [2010] propose to specifically examine two aspects of object detection in a multi-objective manner during evaluation: (i) detection rate $DR = \frac{\# \text{ correctly located objects}}{\# \text{ objects in the image}}$ and (ii) false alarm rate $FAR = \frac{\# \text{ falsely reported objects}}{\# \text{ objects in the image}}$. Aside from these prediction performance metrics, detection speed is often crucial, which makes evaluation with a single metric even more challenging [179].

5.2 Computational efficiency

Technical constraints have always limited ML research and application, but with the increasing prominence of deep learning, efficiency in ML has become an important topic [226, 240, 241, 252]. This section will not address efficiency of the actual optimization process – be it model search, hyperparameter optimization or NAS [14, 178, 241], which is an active research area in its own right. In the context of this work, we see efficiency as a desirable quality of an ML model with a given hyperparameter configuration in terms of computational effort needed for training or prediction. When taking efficiency into account, a common scenario is the existence of resource limitations which have to be respected, e.g., the memory consumption of the model has to be below the available memory to allow for deployment. In these scenarios it may be more useful
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15The optimization process can become more efficient if it focuses on efficient candidates during optimization. An example of this correlation is the expected improvement per second acquisition function [236] in BO, which often prefers configurations that are quick to evaluate.
to the practitioner to formulate a constrained (single-objective or multi-objective, depending on the remaining objectives) optimization problem. Another approach to interpret efficiency in the context of an ML model is *Feature Efficiency*, which will be addressed in Section 5.6. When looking at hardware implementation, we can roughly differentiate between energy-efficient and memory-efficient models. In the following, we will introduce several metrics that can be used to measure a model’s efficiency. We will in the following give an introduction to three broad approaches to quantifying efficiency in the context of machine learning models and present one related use case each. A comprehensive overview of publications applying MOHPO with at least one objective related to efficiency can be found in Appendix A\(^\text{16}\).

*Energy consumption and computational complexity.* Limiting computational complexity reduces the number of operations performed in a model and therefore generally leads to rather energy-efficient models. Lu et al. [2019] give an overview of suitable measures for computational complexity of deep learning models: number of active nodes, number of active connections between the nodes, number of parameters and number of floating-point operations (FLOPs). From experiments, they conclude that FLOPs are the ideal metric and move on to optimize for it in a multi-objective NAS along with accuracy for image classification architectures. This matches with other research papers; FLOPs have long been used in ML – especially in deep learning publications over the last decade – to describe the complexity or even size of a model, for example, in the introductions of ResNet by He et al. [2016] or ShuffleNet by Zhang et al. [2018]. An alternative to FLOPs is to use Multiply-Accumulate (MAC) operations, but the relationship to FLOPs is roughly linear [121]. Another approach to measure energy consumption is through the use of an appropriate simulator like *Aladdin* as introduced in Shao et al. [2014]. It is designed to simulate the energy consumption of NNs given the right information (C code describing the operations performed by the NN) and is used for evaluation of architectures [114, 221].

Example Application - Wang et al. [2019] aim to tackle the issue of complex deep learning models for computer vision and the challenges these extremely deep architectures pose for deployment on e.g., edge devices. They employ a multi-objective approach to identify models suitable for image classification that are not only highly accurate, but also cope with a minimal amount of FLOPs. Convolutional Neural Networks [164] are a popular choice of model for image classification today, and many complex architectures are used for various computer vision tasks. One such example is DenseNet [123] which consists of several blocks of dense layers connected via convolutional layers and pooling layers. Wang et al. [2019] uses the the hyperparameters of its dense blocks as the search space for the architecture search. This includes the number of layers and the growth for the dense blocks as well as typical deep learning hyperparameters, such as maximum epochs or learning rate. From this search space, a population is initiated, and Particle Swarm Optimization [233] is used to find a Pareto front. In experiments on the CIFAR-10 dataset, some of the identified models outperform DenseNet-121 and other DenseNet configurations while being less complex with a smaller number of FLOPs.

*Model size and memory consumption.* Especially in deep learning models, model size and efficiency will often go hand in hand, as employing more parameters (i.e., greater model size) generally results in more FLOPs. The parameters are mostly weights, and their number can be straightforwardly derived in deep learning architectures. Several publications have used the number of parameters

\(^{16}\text{While some applications of MOHPO such as prediction performance have too many publications to provide a reasonable and comprehensive overview in the scope of this work, others like e.g., interpretability have only recently been introduced and only few related publications exist. Efficiency in MOHPO is established and at the same time still somewhat novel. We therefore believe this comprehensive review – to the best of our knowledge the first of its kind – to be a worthwhile contribution.}\)
as proxy for the efficiency of a deep learning model. For example Howard et al. [2017] introduce MobileNets, which are specifically designed for efficient deployment on edge devices. They introduce separable convolutions to reduce the number of parameters needed for a top-performing Convolutional Neural Network.

Example Application - Loni et al. [2020] present their framework DeepMaker to identify efficient and accurate models for embedded devices. The objectives are classification accuracy and model size (number of trainable network weights); they also discovered a high correlation between the latter and prediction time. NSGA-II is used to search the space of discrete hyperparameters (activation function, number of condense blocks, number of convolution layers per block, learning rate, kernel size and optimizer). Their approach has some similarity to multi-fidelity optimization, as during optimization sampled architectures are only trained for 16 epochs to decide for the optimal choice, but the final performance is reported after training the selected architecture for 300 epochs. The method is tested on MNIST; CIFAR-10 and CIFAR-100.

Prediction and training time. The model is usually trained before deployment, or the training is not as time-critical, so we are mostly interested in minimizing prediction time. However, some applications and deployment strategies require frequent retraining of the model. In which case, training time can be a crucial factor as well. While often a crucial metric, prediction time is very hard to measure reliably due to various differences in the computing environment [186]. Prediction time may also correlate strongly with energy efficiency metrics, Rajagopal et al. [2020] use FLOPs as a proxy for inference latency.

Example Application - PESMO is introduced in Hernández-Lobato et al. [2016] and applied to several MOO problems, one of which is finding fast and accurate NNs for image classification on MNIST. They tune a variety of hyperparameters: The number of hidden units per layer (between 50 and 300), the number of layers (between 1 and 3), the learning rate, the amount of dropout, and the level of $\ell_1$ and $\ell_2$ regularization [113]. The objectives are prediction error and prediction time - measured here as the time it takes for the network to predict 10,000 images. A ratio is then computed with the time the fastest network in the search space requires for this task. PESMO is compared against SMS-EGO, ParEGO and EHI among others and shows superior performance in terms of hypervolume. Their follow-up paper [114] deals with a similar use case.

Dong et al. [2018] examine bi-objective NAS for image classification optimizing for classification accuracy and FLOPs, the number of parameters and prediction time respectively. It may sometimes be relevant to optimize a model with two efficiency metrics along with a primary performance metric; examples for this can be found in Lu et al. [2020a], Elsken et al. [2019], Chu et al. [2020]. Chu et al. [2020] present a framework that allows incorporation of constraints with respect to the three objectives in a task of the super-resolution domain: peak signal-to-noise-ratio or structural similarity index as performance metrics, FLOPs, and the number of model parameters. Note, that this section already delves heavily into the topic of HW-NAS, but only from a multi-objective point of view. Single-objective and constrained approaches [25] are also widespread in addressing these challenges. Benmeziane et al. [2021] provide a comprehensive survey on HW-NAS for a reader interested in this subtopic; even more detailed in their arXiv version 17.

In context of the full software/hardware stack, Lokhmotov et al. [2018] tunes the hyperparameters of MobileNets for test accuracy and prediction time on an image classification task.
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17 A Comprehensive Survey on Hardware-Aware Neural Architecture Search available at https://arxiv.org/abs/2101.09336
5.3 Fairness

When algorithmic decisions made by ML models impact the lives of humans, it is important to avoid introducing bias that adversely affects sub-groups of the population [19, 115, 148]. In practice, a user may want their Machine Learning model to be performant and adhere to ethical or legal requirements to ensure fairness; like e.g., a bank deciding on the acceptance of loan applications. For a survey on different fairness perspectives and a good overview of related metrics, we refer to two excellent surveys by Mehrabi et al. [2021] and Pessach and Shmueli [2023], as well as a benchmark by Friedler et al. [2019] for a more comprehensive take on fair ML than is possible in the scope of this paper. The choice of an appropriate metric to mitigate biases and measure fairness of a given model is complex and further depends on the context a decision is made in [272]. While a variety of causal and individual fairness notions exist, so-called (statistical) group fairness metrics are widely used in practice, since they are easy to implement and do not require access to the underlying (causal) data generating mechanism [212]. Given a protected attribute $A$ (e.g., race), an outcome $X$, and a binary predictor $Y_b$, several criteria can be derived [19], and we provide three widely used examples:

- **Equalized Odds (Independence):**
  \[
  Pr(Y_b = 1 | A = 1, Y = y) = Pr(Y_b = 1 | A = 0, Y = y), y \in \{0, 1\}
  \]
  Fulfilling this essentially requires equal true positive and false positive rates between sub-populations. More generally, independence on the conditional $Y$ is required. Equalized odds for a binary predictor is the most relevant example of such an independence measure [109].

- **Equality of Opportunity (Sufficiency):**
  \[
  Pr(Y_b = 1 | A = 1, Y = 1) = Pr(Y_b = 1 | A = 0, Y = 1)
  \]
  This criterion is a relaxation of equalized odds, as only independence on the event $Y = 1$, which denotes the advantageous outcome (e.g. getting approved for a loan) here, is required. It therefore constitutes equality of opportunity [109].

- **Calibration** is another desirable criterion for classifiers, especially in the context of fairness, where calibrated probabilities in all groups may be required. For a classifier $h(x)$ that yields predicted probability, calibration requires that:
  \[
  \forall a \in \{0, 1\} \forall p \in [0;1] \quad Pr(Y_b = 1 | A = a, h(x) = p) = p.
  \]

Applications and example use case. Existing approaches towards improving a ML-algorithm’s fairness mainly focus on decreasing discrepancies in classifier performance between sub-groups or individuals (e.g., in [19, 159]). This is achieved e.g., by preprocessing the data (e.g., [145]), imposing fairness constraints during model fits [159] or by post-processing model predictions [4, 109]. Those methods in turn often come with hyperparameters that can be further tuned in order to emphasize fairness during training [228, 229]. Several approaches towards optimizing (model-)hyperparameters for fairness in a multi-objective fashion have been proposed. While Pfisterer et al. [2019] propose multi-objective BO to jointly optimize fairness criteria as well as prediction accuracy, [211] propose a constrained BO approach, where the fairness metric is constrained to a small deviation from optimal fairness while predictive accuracy is optimized. Pelegrina et al. [2020] use a MOEA to optimize simultaneously for fairness metrics and performance in an attempt to find a fair PCA. Yet another approach is introduced in Martinez et al. [2020], where each sensitive group risk is a separate objective, also leading to a MOHPO problem for choosing a classifier. It is interesting to note that fairness can be heavily influenced not only by parameters of the debiasing method, but also by the choice of ML algorithm and hyperparameters [213]. One popular dataset
studied in the context of fairness is the COMPAS (Correctional Offender Management Profiling for Alternative Sanctions) data [8]. The goal of COMPAS is to predict the risk that a criminal defendant will re-offend. The goal is to obtain a prediction that is accurate but simultaneously not biased towards individuals of any race. In the following example, the latter quantity is measured via $\tau_{FPR} = \frac{FPR_{S_0}}{FPR_{S_1}}$ (optimal for $\tau_{FPR} = 1$, where $FPR_S$ is the false positive rate on group $S$ with $S_0$ and $S_1$ is the advantaged and disadvantaged group, respectively). The effect of applying several debiasing strategies – interpolating between no debiasing and full debiasing – is shown in Figure 8. A random forest ($RF$) model is trained with different debiasing techniques: Reweighing [145], Equalized Odds [109], and nonlinear programs [4]. As can be observed, these different strategies and debiasing strengths lead to different trade-offs, thus resulting in a MOO problem.

![Figure 8. Effect of 3 different debiasing strategies on the fairness-accuracy trade-off on the COMPAS dataset measured on test data. Figure obtained from [4]](image)

### 5.4 Interpretability

In order to make an ML model’s decisions more transparent, different methods that aim at providing human-understandable explanations have been proposed (c.f. [197]). Requirements for interpretability generally range from models derived from fully interpretable model classes to interpretability via post-hoc interpretation techniques. For example, the former is required to satisfy regulatory constraints in the banking sector [44, 51] and can be thought of as a constraint on the search space when selecting a model. The latter is often used to understand functional relationships between features and target variables in an ML context (i.e., understanding the model) or to understand single decisions made by a trained algorithm [197]. Interpretability methods can however produce misleading results if a model is too complex or the explainability technique is unreliable due to them e.g., using additional features [151, 197]. Quantifying interpretability, i.e., determining how complex the predictive decisions of a given model are, is not straightforward, as terms like interpretability, explainability, and complexity are highly subjective expressions [148, 177, 197, 198, 239]. A popular, easily quantifiable alternative and often suitable proxy for model complexity (and therefore interpretability) is sparseness, i.e., the number of features. We explore this concept further in the context of MOHPO in Section 5.6. Current approaches to quantifying interpretability focus mainly
on tabular data [198]. Therefore, we here present two metrics to quantify interpretability that have been used in practice, originally proposed in [198]18.

- **Complexity of main effects** Molnar et al. [2019] propose to determine the average shape complexity of Accumulated Local Effects (ALE) [9] main effects by the number of parameters needed to approximate the curve with linear segments. The Main Effect Complexity (MEC) is defined as:

$$MEC = \frac{1}{p} \sum_{j=1}^{p} V_j \cdot MEC_j,$$

where $V_j = \frac{1}{n} \sum_{i=1}^{n} (f_j, ALE(x^{(i)}))^2$ and $MEC_j = K + \sum_{k=1}^{K} \beta_{k} > 0 - 1$. $K$ is the number of linear segments needed for a good-enough approximation, $p$ is the number of features, $\beta_1, k$ the slope of the $k – th$ linear segment, and $n$ the number of samples.

- **Interaction Strength** Quantifying the impact of interaction effects is relevant when explanations are required, as most interpretability techniques use linear relationships to obtain explanations. Interaction strength $IAS$ can be measured as the fraction of variance that cannot be explained by main effects:

$$IAS = \frac{\mathbb{E}(L(f, f_{ALE1st}))}{\mathbb{E}(L(f, f_0))} \geq 0,$$

where $f$ is the prediction function, $f_{ALE1st}$ the sum of first order ALE effects, and $f_0$ the mean of predictions.

**Applications and example use case.** Molnar et al. [2019] aim to find an accurate and interpretable model to predict the quality of white wines (on a scale from 0 to 10) [62]. In order to accomplish this, they define a large search space of several models (SVM, gradient boosted trees, and random forest, among others) with a number of tunable hyperparameters and optimize for four objectives: cross-validated mean absolute error, number of features used, main effect complexity, and interaction strength. They conduct the optimization with ParEGO (see Section 4.4.2) over 500 iterations to find good trade-offs between these objectives. Carmichael et al. [2021] perform MOHPO for deep learning architectures to find optimal trade-offs between accuracy and introspectability for image classification tasks on ImageNet-16-120, CIFAR-10 and MNIST.

### 5.5 Robustness

Despite often hailed as an important requirement for accountability in ML, robustness in the context of an ML algorithm is only loosely defined [60, 256] and in the case of (MO)HPO sometimes even mixed with the notion of robustness of the optimization procedure ([69]). For ML algorithms, we broadly distinguish between robustness of the training procedure and robustness of the fitted model, which have both been described in literature. We focus on the latter, i.e., the susceptibility of a trained model to shifts of the data in the prediction step. While most research into robustness focuses on images, we aim to look at a general case. We mostly consider a classification setting in the following sections, but we also aim to provide information as to how this differs for regression where appropriate.

#### 5.5.1 Robustness metrics and approaches

While generally seen as important and relevant, there are no tried and proven metrics to assess the robustness of ML models, nor a proper taxonomy. The taxonomy by Taori et al. [2020] provides an overview of possible changes to the input data. We differentiate between three types of changes:

18 A detailed derivation and explanation can be found in Molnar [2019] and Molnar et al. [2019]
**Distribution shift.** Our notion of a distribution shift refers to changes of either the marginal distribution of the target or the distribution of the features (conditional on the target) on a macro level\(^\text{19}\). A typical metric used to assess robustness in the context of distribution shifts is the effective robustness \(\rho(f) = acc_2(f) - \beta(acc_1(f))\), where \(acc_1, acc_2\) are the accuracies pre- and post-distribution shift respectively and \(\beta(x)\) is the chosen baseline accuracy given a pre-domain shift accuracy \(x\). It represents an adjustment according to the information how much of a performance drop can be expected for models without robustness intervention given a certain accuracy pre-domain shift. Additional information on how to compute \(\beta(x)\) for a given distribution shift can be found e.g., in Taori et al. [2020].

**Adversarial examples.** Adversarial examples have recently generated substantial interest from the visual deep learning community [5, 99, 245], because a model that is very susceptible to adversarial attacks (the use of adversarial examples) is not as trustworthy. Adversarial examples are well-known in image data [255] but have been shown in other types of data, such as text [127], sequence [55], or tabular data [17]. We present two additional metrics initially proposed in Bastani et al. [2016]:

- **Adversarial Accuracy** is often used to assess robustness [188, 189, 246]. Adversarial accuracy measures the percentage of samples that are (still) correctly classified after the adversarial attack [246]; for perturbations in an \(\epsilon\)-ball around each point, a typical adversarial attack in classification, it can be defined as:

\[
\text{AAcc} = \mathbb{E}\left[1(f(x^*) = c_x)\right], \text{ where } x^* = \arg \max_{d(x', x) \leq \epsilon} L(x', c_x),
\]

where \(c_x\) is the respective class label. In practice the user would conduct the adversarial attack and then calculate adversarial accuracy from the new predictions.

- **Adversarial Frequency** (originally proposed in Bastani et al. [2016]) is measured as the accuracy on a worst-case input in an \(\ell_p\) \(\epsilon\)-ball around each point \(x\):

\[
\text{AF} = P(\rho(f, x) \leq \epsilon),
\]

where \(\rho(f, x)\) is the minimum distance \(\hat{\epsilon}\) for some well-defined metric \(d\), so that \(\exists x, d(x, x_*) \leq \hat{\epsilon} : f(x) \neq f(x_*)\) with \(f\) as a classifier.

- **Adversarial Severity** (originally proposed in Bastani et al. [2016]) is defined as the expected minimum distance to an adversarial example from the input for some \(\epsilon\) [20]:

\[
\text{AS} = E[\rho(f, x) \mid \rho(f, x) \leq \epsilon],
\]

with \(\rho, f, x\) as before.

While Bastani et al. [2016] deem adversarial frequency to be generally the more important metric of the two, significant work centers around the minimum distance to creating an adversarial example, especially for neural networks [209].

**Perturbations.** Perturbations are often strongly linked to the construction of adversarial examples in deep learning [162]. This can be seen as a logical connection, as one would often look for an adversarial example within some \(\epsilon\)-ball. Laugros et al. [2019] however argue and show that robustness in the context of common perturbations and adversarial robustness are independent attributes of a model. One of the most common ways to perturb data is the addition of Gaussian noise, which is also included in their work. A simple measure for robustness regarding such a perturbation is presented in Pfisterer et al. [2019]. Adding random Gaussian noise \(N(0, \epsilon)\) \(^\text{20}\) to

\(\text{19}\) This concept is often associated with domain adaption (which is becoming increasingly popular as a research area, see Zhang et al. [2013b] for an introduction)

\(\text{20}\) \(\epsilon\) is generally 0.001 – 0.01 times the range of the numerical feature
input data $X$ is a typical way to introduce perturbations. One can then compare the loss derived from a relevant measure $L$ on the changed input data to the loss on unperturbed data:

$$L(X, Y) - L(X + N(0, \epsilon), Y).$$

Of course, the same procedure can be applied to other types of perturbations. In Gilmer et al. [2019], the authors argue and provide evidence that susceptibility to adversarial examples and perturbations – at least for image data – are actually two symptoms of the same underlying problem, and thus, optimizing for robustness against adversarial attacks and more general corruption through perturbations should go hand-in-hand. Niu et al. [2020] give a comprehensive overview on perturbations to data in machine translation (mainly synthetic misspellings and letter case changing) and define a variety of suitable measures for model robustness in the context of those perturbations.

5.5.2 A note on robustness and uncertainty quantification. Uncertainty quantification, especially in the context of deep learning, has become a heavily researched topic and is often mentioned in conjunction with robustness of ML models [160]. To the best of our knowledge, optimizing an ML model’s configuration for proper uncertainty quantification or minimal uncertainty is an under-explored research direction with few exceptions, e.g., [263] – integrating a respective metric into MOHPO even less so. We will therefore restrict this brief section to exploring the connection between uncertainty quantification and robustness as well as other relevant objectives. Models that are better calibrated with respect to uncertainty tend to suffer less from adversarial examples [160, 234]. Along the same lines, robustness regarding domain shift and predictive performance on out-of-distribution samples are closely linked to (and even used as a measure of) predictive uncertainty [160]. Kendall and Gal [2017] show that using the quantification of aleatoric uncertainty has a beneficial effect on the robustness in the context of noise, i.e., perturbations.

5.5.3 Application and example use case. The main goal of Guo et al. [2020] is to identify network architectures that are robust with respect to adversarial attacks. To this end, the authors employ one-shot NAS [24]. After initial training of a supernet, architectures are drawn through random search, fine-tuned and evaluated. The authors then examine different architectures and compare the desirable qualities of robustness in the context of adversarial examples and model size to identify suitable models. This is illustrated for a few select architectures in Figure 9.

![Fig. 9. Overview and classification of several architectures examined by Guo et al. [2020] with respect to objectives number of parameters and adversarial accuracy.](image-url)
5.6 Sparseness via Feature Selection

In ML, we often face high-dimensional tasks with a large number of features. Sparse models, i.e., models which use relatively few features, are preferred, because if too many features are considered by a model, (1) the relationship between features and model prediction may be hard to interpret [106], (2) the cost for model fitting or inference may increase, either in terms of storage, computation, or in terms of actual costs for measuring or acquiring the data [195], (3) the predictive performance of a model might suffer (curse of dimensionality) [23]. Feature selection is inherently an MOO problem, as model performance and sparsity tend to be conflicting objectives; a lower number of features often means a lower performance due to reduced information. However, for a certain model and configuration there will be a specific desirable quantity of features, that is probably not the maximum number of features [158]: In the following, we will provide an overview of common feature selection techniques with an emphasis on their connection and possible combination with MOHPO. They are generally divided into three categories [7]:

Embedded methods. methods perform feature selection as part of the model fitting process. For example, empirical risk minimization with L0 or L1 regularization can shrink irrelevant coefficients to zero, and can therefore automatically produce sparse models during training. As another example, trees and tree-based methods can inherently produce sparse models by their greedy split selection. The drawback of embedded methods is that they are specific to the model in use.

Filter methods. approaches use proxies to rank feature subsets by their likely explanatory power independent of the learning algorithm and before a model is trained. Single measures – for instance, information theoretic measures – correlation measures, distance measures, or consistency measures [64] are calculated and used for evaluation of different feature subsets.

Wrapper methods. search over the space of selected features to optimize model performance [158]. Because they take the learning algorithm performance into account directly, they often yield better performance than filter methods. However, they are computationally more expensive because model performance evaluations are generally noisy and relatively expensive. Because wrapper methods can use general optimization algorithms, they are the most amenable to extensions to MOO [7].

5.6.1 Sparseness Metrics. We present the metrics most commonly used in the context of sparseness:

- **(Weighted) Number of Features** included in the model

\[
\sum_{j=1}^{p} w_j s_j.
\]

Minimizing the number of features is the most simple approach, but different weights can be introduced, if features have different costs, e.g., because they have different acquisition costs if a model is intended to be applied in real life.

- **Stability of Feature Selection**: In some applications like e.g., omics data analysis in bioinformatics, the main goal of the analysis is the identification of important features [163]. The aim is to identify important genes for later examination in the laboratory. Stability of feature selection can be helpful in such cases and is e.g., measured by comparing sets of selected features resulting from different resampling iterations.

In general, the task of feature selection implies search over a binary space \(\{0, 1\}^p\) with \(s_j = \mathbb{I}[\text{feature } i \text{ is included}].\) To simultaneously perform hyperparameter optimization, we formulate the joint search space of feature and hyperparameter configurations.
\{0, 1\}^p \times \tilde{\Lambda}.

(20)

The dimensionality of this space grows exponentially with the number of available features, which makes the optimization problem particularly challenging. Additionally, there may be complex interactions between features and hyperparameter configurations. Expensive evaluations like wrapper evaluation techniques raise the need for efficient search methods. Evolutionary algorithms are widely used for feature selection due to their ability to handle complex search spaces, [1, 258], but recent works have presented BO methods (see Section as a more efficient alternative [29, 36].

5.6.2 Applications and example use case. Bommert et al. [2017] state feature selection as a MOHPO problem with three objectives: predictive performance, number of features selected, and stability of feature selection. Furthermore, they provide a comprehensive comparison of stability measures. They tune hyperparameters of the underlying ML pipelines (feature filter plus classification learner) that are relevant to the sparseness objectives via random search to identify desirable trade-offs. All classification pipelines have been tuned w.r.t. the aforementioned three criteria. In the next step, all configurations that are not within a 5% tolerance of the best predictive performance identified so far are discarded. In comparison with a single-criterion (predictive performance) tuning approach, the multi-objective approach additionally reveals hyperparameter settings that yield models with comparable or even better performance. At the same time, these additional identified model configurations require fewer features, and the feature selection is more stable [35]. A comprehensive review with additional examples can be found in Al-Tashi et al. [2020] and specifically for Evolutionary Computation methods in Xue et al. [2015]21.

5.7 MOHPO applications in industry

As with single-objective HPO and AutoML, it is hard to gauge the deployment of MOHPO methods in the industry: Companies don’t necessarily advertise or quantify their success with such tools. This leaves examining the (commercial) tools offered along with relevant publications. While several libraries like Syne Tune or Optuna support multi-objective optimization (see also Section 4.4.3), commercial AutoML tools have not widely adopted such methods22. The applicability to industrial problems also depends on the metrics involved. The ML community is still struggling with taxonomies and consequently quantifying notions of, e.g., interpretability, robustness, or fairness [10, 176]. Without established metrics, the productive application of MOHPO techniques is limited. On the other hand, the need to jointly optimize pipelines and architectures for performance and efficiency is more established within the general topic of HW-NAS, with several publications emphasizing the importance for industrial applications [25, 228, 235]. This intuitively makes sense as embedded devices, and generally, devices that cannot support high compute or energy consumption, are extremely relevant to a number of applications today [220]. When scouring MOHPO-related publications, it can be seen that some companies are involved in MOHPO research, with, e.g., Amazon introducing new methods and algorithms in the recent past [228, 229]. However, these methods are not introduced on datasets related to Amazon’s or other industrial applications, but mainly on typical benchmark datasets [228]. The diversity in applications, especially for performance and efficiency (see Section 5.2), speaks somewhat to the relevance for industry; additionally, some publications present industrial applications directly. Chandrashekaran and Lane [2016] optimize the hyperparameters of their model for a large vocabulary continuous speech recognition with

21This work mainly includes works that reduce feature selection to a single-objective problem, but also several multi-objective approaches.
22Commercial tools tend to focus more on AutoML than pure HPO.
respect to two relevant performance metrics as well as memory footprint and show the results on a custom evaluation dataset provided by LGE Electronics. Another example can be found in Quadrana et al. [2022], which jointly optimizes for a number of relevant performance metrics in the context of behavioral song embeddings. Results on two datasets are examined, one of which is a large-scale proprietary dataset of anonymized streaming listening sequences and playlists from Apple.

6 DISCUSSION AND OPEN CHALLENGES

This paper has presented an overview of the concepts, methods and applications of MOHPO - as well as related concepts - and provides a guide to the ML practitioner delving into this particular topic. It is evident there is merit to formulating ML problems in a multi-objective manner, as many application examples support. Single-objective ML tasks, tuned to a pure prediction performance metric, are no longer in keeping with the state-of-the-art for many ML applications, as models have to meet certain standards with respect to secondary goals. While this presents new challenges to the ML expert with regard to optimization and algorithm selection, proper methods can provide the user with a suite of Pareto optimal trade-offs to choose a suitable model. It further enables practitioners to select meaningful and precise metrics as they no longer have to aggregate multiple metrics into a single one as is the case with e.g., AUC or F-score. When utilizing MOO in this context such “aggregate measures” should be used with care; in general objectives should correspond to and mimic one real-world objective as closely as possible. As the topic of MOHPO and multi-objective pipeline creation and model selection is not fully established, the available software (not for MOO, but specifically MOHPO) is limited, but good implementations exist for several standard methods.

We conclude this work with a look at open challenges and directions for future work. Integrating user preferences in a meaningful way either a priori or during the optimization process (see Section 4.6.1) remains a challenge that could help efficiency and transparency of MOHPO [213]. Especially obtaining (noisy) labels or user preferences in the process of MOHPO and utilizing them opens up a number of promising avenues for future research. In some cases underlying user preferences may not be quantifiable and cannot be properly expressed through the metrics presented in Section 5. Future research in the direction of e.g. preference learning [98, 175] or methods to integrate similar information into MOHPO is a topic worthy of additional exploration. Another challenge is MOHPO beyond supervised learning: We have focused in this work on supervised learning, but unsupervised methods like anomaly detection or clustering also depend heavily on hyperparameters: As in single-objective HPO [30], the difficulty of performance evaluation and lack of standardized metrics complicate the application of the presented methods. Aside from “typical” performance measures, other objectives like e.g., efficiency can still be concretely evaluated and may be included in (MO)HPO of unsupervised methods. The fact, that essentially multiple black-box functions with individual characteristics (cost, noise etc.) and possible dependencies are being evaluated also presents a lot of opportunities. If the cost of evaluation is drastically different between objective functions, this can be exploited to some extent: One option is to utilize hybrid methodologies combining e.g. model-based and evolutionary optimization techniques; hybrid algorithms in general are an open challenge for MOHPO applications. Decoupled evaluations of objectives (with different costs) have been introduced for multi-objective Bayesian optimization [96], but application to MOHPO remains an open topic. Another unsolved problem in this direction is to model the dependencies of various black-boxes. Intuitively, if expert knowledge suggests that there is a correlation between the black-boxes, we could infer the value of one black box by knowing values of another black-box. If exploited properly, this could allow forgoing evaluation of that black-box, especially if it will incur a significant loss of computational (or other) resources. We motivated the general MOHPO problem to include constraints (see Section 5), but in practice MOHPO is rarely combined
with constraints and the topic of treating a desirable model quality as an objective vs. a constraint is hardly ever discussed. Considering that these constraint - similar to the objective functions - may have different characteristics and be black-box, this presents a number of directions for future work. Constraints and objectives are also sometimes hidden in MOHPO, which along with trustworthiness is one of the main reasons, why interactive methods are an interesting topic for future research.

In general, a lot of open challenges should however be set in perspective to single-objective HPO: MOHPO has only recently been of increased interest and is therefore lacking behind in a number of respects. This means, that some ideas for future work are simply catching up to the state-of-the-art in single-objective HPO. A good example for this are certain algorithms, that only recently have been implemented for MOHPO (e.g., several multi-fidelity methods), but have been used productively in single-objective HPO for a number of years. Simply looking at the unique challenges that HPO faces compared to other optimization problems, like high dimensional, mixed and hierarchical search spaces, showcases this further. These issues have been discussed for single-objective HPO. Examples include special kernel functions or various surrogate models to tackle mixed-hierarchical hyperparameters [67, 128, 166] Additionally, a lot of the open challenges for single-objective HPO and single-objective AutoML like e.g., early stopping of optimization or noisy evaluations, need to also be considered for the multi-objective case.

Another point for future work we would like to emphasize is the lack of proper and extensive benchmarks for the field of MOHPO, which could shed some further light on strengths and weaknesses of different methods on a variety of MOHPO tasks. Along the same lines, we encourage researchers to be transparent and exhaustive in the set-up and presentation of their experiments and benchmarks when it comes to introducing new methods; several works omit interesting baselines and do not detail the exact configuration of utilized algorithms among others. This is further complicated by the fact that proper evaluation of MOHPO methods is still very much an open topic for future research. Finally, the discrepancy in widespread vs. sparse use of MOHPO depending on the application at hand may also appear striking (see e.g., Section 5.7). While ROC analysis and (multi-objective) feature selection are established and well researched areas; the body of literature for MOHPO including efficiency objectives has grown rapidly only in the past few years with the ascent of deep learning and HW-NAS. With the recent trends to integrate FAT-ML related standards into the ML process, MOHPO with applications to interpretability and fairness is currently becoming increasingly relevant, but few works have been published that deal with these objectives as the community still struggles to establish metrics to quantify these important properties of ML models. In regards to these objectives, it should be noted that MOHPO - compared to single-objective HPO - already improves in terms of transparency, simply by not having to reduce to a single metric and the result being a collection of trade-offs and not only a single hyperparameter configuration. While there is plenty of research to be done in exploration of appropriate metrics for topics like interpretability or fairness, this is not necessarily an open topic for methodological MOHPO research\textsuperscript{23}.
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### A LIST OF APPLICATIONS OF MOHPO WITH AT LEAST ONE OBJECTIVE RELATED TO EFFICIENCY

| Ref. | Optimization Method | Objectives | Task | Domain |
|------|---------------------|------------|------|--------|
| [114] | PESMO (decoupled evaluations) | energy consumption, prediction error | image classification (MNIST) | computer vision |
| [207] | Bayesian Optimization (GP surrogate) for each objective | energy consumption, classification error | image classification (CIFAR-10, flower17) | computer vision |
| [221] | PESMO | energy consumption, classification error | image classification (MNIST) | computer vision |
| [121] | scalarization + reinforcement learning | energy consumption or MACs, accuracy | image classification (CIFAR-10) | computer vision |
| [186] | surrogate-assisted NSGA-II | FLOPs, classification error | image classification (CIFAR-10) | computer vision |
| [102] | Multi-Objective simulated annealing | FLOPs, accuracy | image classification (CIFAR-10) | computer vision |
| [185] | surrogate assisted NSGA-II | $\# \text{MAdds, accuracy}$ | image classification (CIFAR-10/100, MNIST) | computer vision |
| [185] | (scalarization +) surrogate assisted NSGA-II | $\# \text{MAdds, accuracy}$ | image classification (6 datasets) | computer vision |
| [185] | surrogate assisted NSGA-II | $\# \text{MAdds, parameters, CPU latency, GPU latency, accuracy}$ | image classification (CIFAR-10/100, MNIST) | computer vision |
| [230] | EIPV - Bayesian Optimization (multi-output GP with correlated objectives) EI in HV | memory consumption and training time (combined), accuracy | classification (boston housing) | - |
| [56] | MO-BO (Gaussian processes) upper confidence bound and random scalarization | memory consumption or FLOPS, cross entropy loss | image classification (CIFAR-10/100, ImageNet) | computer vision |
| [52] | scalarization + random search or BO (GP surrogate) or TPE or EA | peak memory consumpt., word error rate, real time factor | large vocab. continuous speech recognition | natural language processing |
| [46] | EA based on MOEA/D | $\# \text{trainable parameters, segmentation accuracy}$ | image segmentation | medical |
| [16] | EA based on MOEA/D | $\# \text{trainable parameters, segmentation accuracy}$ | image segmentation | medical |
| [47] | SaMEA: random forest surrogate assisted EA based on MOEA/D | $\# \text{parameters, expected segmentation error}$ | image segmentation | medical |
| [182] | SPEA2 | $\# \text{parameters, accuracy}$ | image classification (CIFAR-10/100, MNIST) | computer vision |
| [173] | CoDeepNEAT (MOEA) | $\# \text{parameters, accuracy}$ | binary text classification (Wikidetox) | natural language processing |
| [173] | CoDeepNEAT (MOEA) | $\# \text{parameters, AUROC}$ | image classification | medical |
| Reference | Method                                      | Metrics                        | Applications                              |
|-----------|--------------------------------------------|---------------------------------|-------------------------------------------|
| [73]      | scalarization + EA variants                | network size, accuracy          | gravitational wave classification physics |
| [232]     | MO CMA-ES                                  | network size, word error rate   | speech recognition natural language processing |
| [144]     | MO-RACACO (Ant colony optimization)        | network size (# rule nodes), RMSE or SAE | time sequence prediction and nonlinear control problems |
| [237]     | NSGA-II                                    | # support vectors, FPR, FNR     | pattern recognition autonomous driving |
| [2]       | Bayesian Optimization (GP surrogate) with (preference based) EHI as acquisition function | prediction time, prediction error | image classification (MNIST) computer vision |
| [113]     | PESMO                                      | prediction time, prediction error | image classification (MNIST) computer vision |
| [157]     | SMS-EGO variant with HV-based expected improvement | training time, prediction accuracy | binary classification (Sonar from UCI repo.) |
| [243]     | MO CMA-ES                                  | training time, word error rate  | speech recognition natural language processing |
| [218]     | MO CMA-ES                                  | validation time, translation performance (BLEU) | machine translation natural language processing |
| [220]     | Particle Swarm optimization                | inference latency, accuracy     | image/scene classification unmanned aerial vehicles |
| [240]     | weighted product method + reinforcement learning | inference latency, accuracy | image classification (ImageNet) computer vision |
| [240]     | weighted product method + reinforcement learning | inference latency, mAP | object detection (COCO) computer vision |
| [21]      | MESMO                                      | prediction time, accuracy       | image classification (MNIST) computer vision |
| [150]     | NSGA-II                                    | prediction speed, accuracy      | image classification (MNIST, CIFAR-10) computer vision |
| [229]     | Asynchronous successive halving            | latency, accuracy               | image classification (NAS-Bench-201) computer vision |
| [229]     | Asynchronous successive halving            | prediction time, perplexity, word error rate | language modeling natural language processing |
| [74]      | Bayesian Optimization (Recurrent Neural Network) | # parameters, FLOPs, prediction time, error rate | image classification (CIFAR-10) computer vision |