Abstract—Machine learning, notably deep learning, has significantly propelled molecular investigations within the biochemical sphere. Traditionally, modeling for such research has centered around a handful of paradigms. For instance, the prediction paradigm is frequently deployed for tasks such as molecular property prediction. To enhance the generation and decipherability of purely data-driven models, scholars have integrated biochemical domain knowledge into these molecular study models. This integration has sparked a surge in paradigm transfer, which is solving one molecular learning task by reformulating it as another one. With the emergence of Large Language Models, these paradigms have demonstrated an escalating trend towards harmonized unification. In this work, we delineate a literature survey focused on knowledge-informed molecular learning from the perspective of paradigm transfer. We classify the paradigms, scrutinize their methodologies, and dissect the contribution of domain knowledge. Moreover, we encapsulate prevailing trends and identify intriguing avenues for future exploration in molecular learning.
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I. INTRODUCTION

Just as the syntax of natural languages enforces a grammatical structure that facilitates the connection between words in both sequential and hierarchical ways through sentence structures and parsing graphs, biological symbols also amalgamate in precise structural manners represented by either molecular strings or molecular graphs. As a result, machine learning has witnessed a proliferation in its applications spanning diverse scientific disciplines, such as biology and chemistry.

The primary areas of focus in the molecule field include molecular property prediction, molecule-molecule interaction prediction, molecule generation and optimization, reaction and retrosynthesis. Specifically, the aim of molecular property prediction is to accurately forecast the physical, chemical, or biological properties of molecules, thereby expediting efficient drug design and discovery. Molecule-molecule interaction prediction aids in evaluating the safety and potency of multiple drug amalgamations, mitigating the peril of adverse reactions. Molecule generation and optimization strive to fabricate novel chemical compounds or augment existing ones with desired properties, enabling a more thorough exploration of the expansive chemical space. Chemical reaction and retrosynthesis facilitate the design of innovative reactions and syntheses, enhancing our comprehension of the reactivity and synthetic feasibility of molecules for applications in chemistry and pharmaceuticals. Machine learning models grapple with vast quantities of data, deciphering intricate relationships between molecular properties, interactions, and reactions, leading to more precise predictions and a more profound understanding of the molecular world.

However, purely data-driven models, while effective, bear several shortcomings. Firstly, these models may lack a holistic understanding of physical and chemical processes, potentially hampering their accuracy in areas of the chemical space that are underrepresented in the training data. Secondly, overfitting to the training data can induce poor generalization to novel data. Thirdly, these models can be complex and difficult to interpret, making the elucidation of the logic behind predictions a formidable challenge. The infusion of accumulated expert insights (i.e., domain knowledge) can bolster the resilience of molecular learning models, curbing the influence of noisy data. Hence, the integration of domain knowledge is pivotal in molecular learning.

Steered by domain knowledge, the molecular learning paradigm has undergone a transformation, as depicted in Figure 1. A paradigm denotes a comprehensive machine learning framework designed for a specific set of tasks. Various paradigms typically encompass distinct model architectures and inputs/outputs, heavily contingent on the nature of the tasks in question. Molecular learning tasks can be classified into several paradigms, including Predic-
molecular representation learning [14]–[16]. The objective is to predict the relevance between two molecules while capturing both the features of the molecules and their fine-grained interaction. This paradigm can be expressed as

\[ \mathcal{Y} = \text{PRE}(\text{ENC}(\mathcal{X}_a, \mathcal{X}_b)), \]

where \( \mathcal{X}_a \) and \( \mathcal{X}_b \) are two molecules under prediction, and \( \mathcal{Y} \) can be discrete (e.g., indicating whether one molecule exerts a pharmacological effect on the other) or continuous (e.g., representing the similarity between two drugs). The two molecules can be encoded individually [17] or in conjunction [18], and then fed into \( \text{PRE}(\cdot) \) to capture their interaction.

C. Node Pairing (NODEPAIR)

The NODEPAIR paradigm is widely used in graph structure prediction. Contrasting the Molecule Pairing (MOLPAIR) paradigm, NODEPAIR concentrates on investigating interactions between atoms within a molecular graph or entities in a biochemical knowledge graph (KG). Traditional neural network-based node pairing models employ an encoder to capture the representation of each node within the graph, and a predictor to evaluate the relevance of the node pairs,

\[ y_1, \ldots, y_m = \text{PRE}(\text{ENC}(\mathcal{X})). \]

where \( y_1, \ldots, y_m \) denote the labels of the \( m \) node pairs to be predicted in the molecule \( \mathcal{X} \). The encoder is typically embodied as a graph neural network (GNN), and the predictor as a multi-layer perceptron (MLP). For molecular graphs, the NODEPAIR problem can be conceived as a binary classification task, aiming to predict the presence of a chemical bond between two atoms [19]. In the context of biochemical KGs, it metamorphoses into a multi-class classification problem, with the objective of predicting the probability of an edge between two entities [20], [21].

D. Masked Molecule Model (MMM)

The MMM paradigm in molecular learning predicts a substructure’s likelihood in a molecule [22] or its attributes [23], [24]. Although these two tasks are somewhat distinct, they share the aim of estimating the probability of a masked section given context. The self-supervised fashion of MMM enables its adoption as a pretext task to pre-train models on large-scale unlabeled molecular data. Typically, MMM can be formulated as

\[ \hat{\mathcal{X}} = \text{DEC}(\text{ENC}(\bar{\mathcal{X}))), \]

where \( \bar{\mathcal{X}} \) is a corrupted version of the original molecule \( \mathcal{X} \), with certain substructures or attributes masked, and \( \hat{\mathcal{X}} \) represents the masked part predicted. For molecular graphs, \( \text{ENC}(\cdot) \) can be a GNN-based or Transformer-based model [23], and \( \text{DEC}(\cdot) \) typically an MLP. For molecular strings, \( \text{ENC}(\cdot) \) can be a bidirectional Transformer, and \( \text{DEC}(\cdot) \) an autoregressive Transformer.
E. Molecule-to-Molecule (MOL2MOL)

The MOL2MOL paradigm focuses on tasks like molecular generation, drug design, and molecule optimization, aiming to generate a new molecule from a given one. There are mainly two versions of MOL2MOL. The first is commonly implemented using an autoencoder-decoder architecture [25], where an encoder network transforms the molecules into fixed-dimensional vectors, and a decoder network converts these vectors back into molecules:

$$\mathcal{X}' = \text{DEC(ENC(\mathcal{X}))}. \quad (5)$$

Here, $\mathcal{X}$ refers to the original molecule or a substructure, and $\mathcal{X}'$ is the target molecule. The second version, working on molecular strings, is typically expressed as:

$$y_1, \ldots, y_m = \text{DEC(ENC(x_1, \ldots, x_n))}, \quad (6)$$

with $\text{ENC}(\cdot)$ and $\text{DEC}(\cdot)$ often instantiated as RNNs [26] or Transformers [27]. Notably, the input and output sequence lengths can differ and the decoder, using either the previous output during inference or ground truth during training, may be more complex.

F. Action Prediction (ACTPRED)

The ACTPRED paradigm optimizes molecular properties by selecting actions that transform an initial molecular state to a terminal one. Widely employed in molecular generation and optimization, the candidate action pool generally includes molecular modifications such as adding atoms, edges, or motifs [28], and reactant selection, where the product molecule becomes the input in the next step [29]. This paradigm is denoted as:

$$\mathcal{A} = \text{CLS(ENC(\mathcal{X}'), C)}, \quad (7)$$

where $\mathcal{A} = \{a_1, \ldots, a_m\}$ represents a sequence of actions, and $C = \{c_0, \ldots, c_{m-1}\}$ is a sequence of states. At each time step $t$, an action $a_t$ is predicted based on the input and the current state $c_{t-1}$, which might contain previous actions and reaction template [29].

G. Large Language Model (LLM)

The advent of Large Language Models (LLMs) such as GPT-4 [30], LLaMA [31], FLAN [32], and GLM [33] has ushered in a transformative era in Natural Language Processing (NLP). These models, each endowed with billions of parameters, undergo meticulous training on vast text corpora, exhibiting an exceptional ability to generate text akin to human language, while also unraveling subtle distinctions in various expressions and nuances. In light of this, the LLM paradigm capitalizes on the directive capacities of LLMs to decode, produce, and enhance molecular structures and properties.

Within the LLM paradigm, molecular task instructions, often encoded as text sequences, serve as the input. For example, “Create a molecule that satisfies the conditions outlined in the description: The molecule appears as a yellow or red crystalline solid or powder ...” Such instructions encompass a spectrum of requirements for molecular design, optimization, and prediction. Subsequently, the formidable language comprehension prowess of the LLMs is harnessed to decipher instructions and provide an output that aligns with the requisites of the instruction.

The LLM paradigm encapsulates the fusion of human language and molecular science, transmuting textual guidance into tangible molecular realities. Blending an extensive reservoir of knowledge, it unifies a diverse array of paradigms into a cohesive framework, ushering in a novel era of computational exploration in the realm of molecular studies.

III. KNOWLEDGE-INFORMED PARADIGM TRANSFER

Recent studies have revealed that models under certain paradigms can generalize well on tasks with other paradigms, guided by various forms of domain knowledge. In this section, we survey the knowledge-informed paradigm transfers that are prevalent in typical molecular learning tasks, including molecular property prediction, molecule-molecule interaction prediction, molecule generation and optimization, reaction and retrosynthesis prediction. We also examine the role of domain knowledge in these transfers. Furthermore, we explore how the LLM paradigm integrates the above molecular learning tasks. A taxonomy of these transfers is illustrated in Figure 3.

A. Molecular Property Prediction

Accurate prediction of molecular properties forms the backbone of many fundamental tasks in the chemical and pharmaceutical industries.

1) PREC: The advent of deep learning has enabled more effective solutions to the conventional molecular property prediction task under the PREC paradigm using a supervised approach. The input molecule $\mathcal{X}$ is first encoded, and then fed into a classifier to predict its property. Previous works used RNN-based models to generate molecular representations from SMILES strings [10], [34]. To incorporate topology information in molecular graphs, MPNN [35] and its variants DMPNN [36], CMPNN [2], CoMPT [11] utilize node and
edge attributes during message passing. However, these methods still face hurdles to overcome. The scarcity of sufficient labeled data, due to the time-consuming and costly nature of lab-based data annotation, presents a major challenge. Additionally, the vast diversity of chemical molecules often leads to difficulties in generalizing models to unseen cases, which further hampers their practical application.

To mitigate these issues, recent works have embraced the self-supervised learning (SSL) approach [22], [57]. To introduce additional chemical constraints and enhance model interpretability, domain knowledge is incorporated in pre-training a model on a large corpus of unlabeled molecular data. Subsequently, fine-tuning is performed on downstream tasks using a limited set of labeled samples. With the assistance of knowledge-informed pre-train models, various paradigms have demonstrated promising results in molecular property prediction. In the context of SSL methods, the pretext tasks can be broadly categorized into two distinct patterns: contrastive methods and predictive methods.

2) From Pred to MolPAIR: Contrastive methods construct pairwise augmented data to perform MolPAIR-based paradigm, which aims to make positive pairs closer and negative pairs further apart. An important aspect is generating diverse and informative views from each data instance. A bioisosteres substitution method is proposed in [14], utilizing domain knowledge to guide the graph augmentation process, introducing variation while preserving molecular semantics. KCL [16] builds a Chemical Element KG based on the Periodic Table of Elements and augments the original molecular graph using this knowledge. This helps to establish connections between atoms that share common characteristics but are not directly linked by bonds. Expanding on it, KANO [38] further introduces functional group prompts to stimulate the pre-trained model. In addition to leveraging domain knowledge to enhance the graph augmentation process, CKGNN [37] selects positive pairs based on fingerprint similarity, aiming to learn from chemical space and incorporate domain knowledge into the output embedding space.

On the other hand, predictive methods use intrinsic properties of the data to construct prediction tasks, which can further be divided into the following two categories based on their construction techniques.

3) From Pred to MMM: Hu et al. [22] first implement the MMM paradigm for molecular property prediction, and Mole-BERT [39] introduces a masked atoms modeling pretext task. This involves predicting the contextual graph structures and masked node/edge attributes of a masked molecule, with the goal of capturing inherent domain knowledge through the analysis of attribute distributions. Instead of predicting the atom/bond type, GROVER [23] randomly masks a local subgraph of the target node/edge and predicts the contextual property based on node embeddings.

4) From Pred to ACTPred: Zhang et al. [24] propose a novel motif generation task that leverages the ACTPred paradigm, aiming to exploit the data distribution of graph motifs. Motifs can be defined as significant subgraph patterns that frequently occur and contain semantic meaning that is indicative of the whole graph’s characteristics. Motifs in molecules, such as functional groups, have a significant impact on molecular properties, emphasizing the importance of incorporating this domain knowledge. Following the ACTPred paradigm, the GNN is trained to predict the next action at each time step $t$, which could be to generate a child motif with a specific label for the current motif.

By leveraging domain knowledge in pre-training models, molecular prediction tasks can benefit from incorporating various paradigms. Domain knowledge seamlessly integrates the MolPAIR, MMM, and ACTPred paradigms into the pre-train model, narrowing the gap between them and enhancing the performance of the model in the presence of limited training data.

B. Molecule-Molecule Interaction Prediction

Molecule-molecule interaction prediction is a challenging problem in pharmacology and clinical application, as effectively identifying potential molecular interactions during clinical trials is critical for patients and society.

1) MolPAIR: Most traditional molecule-molecule interaction prediction methods are usually modeled in the MolPAIR paradigm, where the two input molecules $(X_a, X_b)$ are encoded and interact, followed by a classifier to predict the relationship between them. Abdelaziz et al. [17] integrate multiple drug features to calculate the similarity among drugs, and then accurately predict drug-drug interaction (DDI) based on the fused similarity. CASTER [12] develops
an end-to-end dictionary learning framework for predicting DDI with chemical structures of drugs. GMPNN [13] introduces a message passing network that learns chemical substructures with different sizes and shapes from the molecular graph representations of drugs for DDI prediction between a pair of drugs. MIRACLE [18] learns drug embeddings from a multi-view graph perspective by designing a graph-based contrastive learning framework. Although these methods have achieved strong performance, they model molecule-molecule interaction as an independent data sample and do not take into account their related correlations.

2) From MOLEPAIR to NODEPAIR: Owing to the ubiquity of KG, an influx of research on it has been triggered. KG is a powerful tool for providing structured information on multiple entities and semantic relations associated with entities. Therefore, in this task, with the domain knowledge provided by these published biomedical KGs, the NODEPAIR paradigm is naturally adopted. The main idea is to treat molecules as nodes in the KG and predict whether there is an association between the target node pairs based on the relations between these entities. KGNN [20] constructs a KG from raw data in the DrugBank dataset, interlinking data containing multiple types of biological drug-related entities (e.g., drug, protein, transporters, and disease). Then, a GNN is used to explore the topology of drugs in the KG for potential DDI prediction. SumGNN [40] leverages a knowledge summarization GNN to efficiently anchor on a subgraph of potential biomedical entities that are close to the pairs in the KG, and then integrate diverse sources of external biomedical knowledge to generate a sufficient drug pair representation. In addition to the knowledge from KG, MDNN [21] also collects heterogeneous features (HF) to calculate the drug similarity between DDI events. A two-pathway framework, including a KG-based pathway and an HF-based pathway, is designed to obtain drug multimodal representations, where the former uses GNN to encode the KG and the latter extracts predictive information from different modalities.

C. Molecule Generation and Optimization

The main challenge of molecule generation and optimization is to find target molecules with desired chemical properties.

1) MOLE2MOL: The past decade has witnessed significant advances in the domain of machine learning for molecule generation, especially in deep generative models. The MOLE2MOL paradigm has emerged as a promising strategy for designing novel molecules with desirable properties, which first learns to represent molecules \( \chi \) in a continuous manner to facilitate the prediction and optimization of their properties, and then map an optimized continuous representation back into a molecule \( \chi' \) with improved properties. Prior works in this line formulate this task as a string generation problem in an attempt to bypass generating graphs. Specifically, these models [41], [42] start by generating SMILES, a linear string notation used in chemistry to describe molecular structures, which can be translated into molecules via deterministic mappings (e.g., using RDKit). The fragility of SMILES representations presents a significant hurdle in optimizing molecular properties, as there is no mechanism in place to ensure the validity of generated strings based on syntax and physical principles. However, this drawback has been effectively addressed with the advent of SELFIES, a 100% robust molecular language that guarantees every conceivable combination of symbols in the alphabet corresponds to a chemically sound molecular structure. Recent works, such as LIMO [43] and MolGen [44], have begun to utilize variational autoencoders (VAEs) and Bidirectional and Auto-Regressive Transformers (BART) to model SELFIES for molecule generation.

2) From MOLE2MOL to ACTPRED: Since essential chemical properties such as molecule validity are easier to express on graphs, manipulating directly on graphs can improve the generative modeling of valid chemical structures. Through such operations, molecule generation and optimization tasks can also be solved with the help of ACTPRED.

One branch of graph-based methodologies relies on utilizing deep generative models. Li et al. [45] employ the ACTPRED paradigm by producing molecular graphs in a manner that resembles graph grammars. During derivation, the model is asked to predict the next action, i.e., whether a new structure (e.g., a new atom or a new bond) should be added to the existing graph, while the probability of this addition event depends on the history of the graph derivation. However, atom-by-atom construction of molecules would compel the model to generate chemically unsound intermediates, and thus, deferring validation until a complete graph is formed, such deep generative model for graphs is not ideal for molecules. Instead, JT-VAE [46] resolves this issue by employing valid subgraphs as components, in another form of ACTPRED. It first converts a molecular graph into a junction tree by contracting specific vertices into a single node and then represents the tree in a continuous manner. This phase is guided by domain knowledge, where subgraph components refer to valid chemical substructures that are automatically extracted using tree decomposition. The tree decoder traverses the entire tree and generates subgraph components in depth-first order. At every visited motif, the decoder is prompted to forecast the next action, such as whether to construct a children subgraph component for the current component.

Another line of graph-based molecular generation methods involves reinforcement learning (RL), which trains an agent to optimize the properties of generated molecules, naturally fitting the ACTPRED paradigm. The RL-based methods are mainly divided into two categories based on different optimization schemes. The first category is RL-based graph modification, which formulates the graph generation problem as learning an RL agent that iteratively adds substructures and edges to the molecular graph in a chemistry-aware environment. GCPN [47] predicts the action of the bond addition, and is trained via policy gradient to optimize a reward composed of molecular property objectives and adversarial loss provided by a GCN-based discriminator trained jointly on example molecules. Domain knowledge is
applied to constrain the model to ensure that the generated graph at each time step satisfies a set of hard constraints described by chemical valency. While these approaches have yielded promising results, they do not guarantee synthetic feasibility. To accomplish this, Policy Gradient for Forward Synthesis (PGFS) is proposed as a second category of RL-based methods. PGFS treats the generation of a molecular structure as a sequential decision-making process for the selection of reactant molecules and reaction transformations in a linear synthetic sequence. At each time step \( t \), a reactant \( R_t \) is selected to react with the existing molecule \( X_{t-1} \) to yield the product \( X_t \), which is the molecule for the next time step. \( X_{t-1} \) is considered as the current state \( c_{t-1} \) and the agent chooses an action \( a_t \) which is further used to compute \( R_t \). The product \( X_t \) is determined by the environment based on the two reactants (\( R_t \) and \( X_{t-1} \)). Since the action space is very large with over a hundred thousand possible second reactants, incorporating domain knowledge is necessary to enumerate hypothetical product molecules accessible from libraries of available starting materials. Recent works, such as [48] and [49], propose using reaction prediction algorithms to constrain searches to synthetically-accessible structures. More recently, Gottipati et al. [29] introduce an intermediate action to reduce the space of reactants by choosing a reaction template, which specifies a molecular subgraph pattern to which it can be applied and the corresponding graph transformation.

D. Reaction and Retrosynthesis Prediction

One of the fundamental problems in organic synthesis is the prediction of which products form as a result of a chemical reaction. Another is to identify a series of chemical transformations for synthesizing a target molecule. The main computational hurdle in this field is exploring the vast combinatorial space of reactions that can generate target molecules. Two predominant methods have emerged to tackle this issue - template-based and template-free approaches.

1) MOLPAIR / PRED: Template-based methods match a target molecule against a large set of templates, which are molecular subgraph patterns that highlight changes during a chemical reaction. Coley et al. [6] rank templates based on molecular similarity to precedent reactions, conforming to the routine of MOLPAIR. Segler et al. [50] apply the PRED paradigm and learn a deep neural network over the template set to predict the probability of all template rules. Since multiple templates can match a set of reactions, several neural models are trained to filter candidate products (reactants) using the PRED paradigm [4], [5]. Generally, template-based methods usually combine the two paradigms mentioned above, but they suffer from coverage and scalability issues. A large number of templates are required to guarantee that at least one can reconstruct the correct product (reactants). Despite their interpretability, template-based techniques are expensive and are not effective in generalizing to new reactions because templates are either manually created by experts or derived from reaction databases.

2) MOL2MOL: Template-free methods circumvent the use of templates by directly mapping SMILES strings of products (reactants) to reactants (products) in the form of MOL2MOL. Liu et al. [51] first treat retrosynthesis as a machine translation process, converting SMILES by LSTM. SCROP [52] adds a grammar corrector to the traditional Transformer to resolve the grammatically invalid output. However, SMILES strings easily ignore the rich structural information in molecular graphs and cannot reasonably explain the validity of the generated SMILES.

To improve the interpretability behind the predictions, another line of methods inspired by the expert experience of chemists is proposed. These methods perform reaction and retrosynthesis predictions in two stages. In the first stage, potential reaction centers are identified to obtain intermediate molecules called synthons. In the second stage, synthons are completed into reactants (products) by sequentially generating atoms or SMILES strings. The reaction center is defined as a set of bonds that are broken during the reaction (retrosynthesis), and synthons can be obtained by splitting a target molecule according to the reaction center.

3) to NODEPAIR & PRED: For the reaction prediction task, a combination of the NODEPAIR and PRED paradigms can be leveraged to model the aforementioned two-step strategy. Jin et al. [5] train a neural network operating on the reactant graph to predict a reactivity score for each pair of atoms with the NODEPAIR paradigm. Reaction centers are then selected by picking a small number of atom pairs with the highest reactivity scores. Subsequently, viable candidate products are generated by enumerating possible bond configurations between atoms within the reaction center, subject to chemical constraints. Finally, the PRED paradigm is adopted to train another neural network that ranks these candidates in such a way that the correct reaction outcome is ranked highest.

4) to NODEPAIR & MOL2MOL / ACTPRED: As for the counterpart of retrosynthesis, NODEPAIR in conjunction with MOL2MOL or ACTPRED can be applied to tackle this problem. RetroXpert [19] proposes to identify the potential reaction centers within the target molecule using a novel GNN, and then employs a Transformer-based mechanism to translate SMILES representations of synthon graphs into reactants by the MOL2MOL paradigm. On the other hand, G2G [53] completes the second step via a series of graph transformations, where a synthon can be translated into a reactant by sampling action sequences from the distribution. Consistent with ACTPRED, they first autoregressively generate a sequence of graph transformation actions (e.g., edge labeling, node selection), and then apply them on the initial synthon graph.

E. Unified Resolution for All Tasks

While smaller models have excelled in specific tasks, the advent of LLMs has subtly revolutionized the role of human language. The essence lies in unleashing the potential of LLMs to benefit humanity. This empowers researchers to directly articulate their study requirements, yielding desired
outcomes without delving into the intricate processes of molecular generation or prediction. Such an undertaking emerges as a paramount imperative in addressing the practical exigencies of the real world.

Some pioneering efforts initially aimed to generate specific molecular structures from text-based descriptive text [58–60]. Recent work has expanded the application of text-molecule interactions to a broader range of tasks. Mol-Instructions [54] has curated an instructional dataset encompassing all aforementioned molecular tasks, streamlining the structural knowledge of molecules and harmonizing molecular language with human language. ChemCrow [55] integrates 13 expert-designed chemical tools, enabling large language models to invoke these tools by following human instructions. Ultimately, LLMs determine tool selection and output final results through an automated iterative thinking process. ChatMol [56] employs a novel interactive paradigm using natural language to describe and edit target molecules. In multi-turn conversations, the model is tasked with generating readable property descriptions or modified molecules that fulfill specified requirements.

IV. CONCLUSION AND DISCUSSION

This paper offers a comprehensive review of molecular learning, with a focus on the knowledge-informed paradigm transfer approach. It provides an overview of the various paradigms and their technical solutions, as well as a summary of the external domain knowledge used to guide the transfer process for each molecular learning task.

A. Trends Analysis

The challenge of molecular learning lies in handling vast amounts of observational data that are inherently difficult to interpret. Unveiling interpretable information and knowledge from such data remains an arduous task for machine learning models, which often suffer from poor generalization performance and a limited ability to generate chemically valid predictions. To overcome these limitations, knowledge-informed molecular learning has emerged as a promising approach to integrate fundamental domain knowledge and enhance learning performance. In recent years, paradigm transfer has gained significant traction, with various forms of domain knowledge guiding the learning process. Acculated facts and rules distilled by experts, as well as the insights of chemists, are valuable sources of knowledge. To fully harness the power of domain knowledge, various molecular learning tasks have been reformulated into more flexible and versatile paradigms. Moreover, the transfer of ideas and domain knowledge across different tasks has proved to be highly effective. By exploiting the regularities and patterns observed in one task to improve the performance of models in another, researchers can achieve remarkable results. This trend is expected to continue as domain knowledge behind various tasks complements each other.

B. Future Directions

With the emergence of large-scale models, a unified framework of interacting with natural language has gradually encompassed various tasks, offering enhanced practicality and applicability. One promising direction involves a deeper integration of these expansive language models with specialized chemical and biological tools, leveraging their processing and generative capabilities to the fullest. Moreover, external feedback mechanisms, such as machine learning optimization and wet lab validation, also stand as pivotal avenues to enhance the precision and reliability of molecular generation. Through these avenues, we anticipate harnessing the potential of large language models more effectively in molecular research, propelling advancements in the realms of chemistry and biology.
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