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Abstract

In this article we consider a variational problem related to a quasilinear singular problem and obtain a nonexistence result in a metric measure space with a doubling measure and a Poincaré inequality. Our method is purely variational and to the best of our knowledge, this is the first work concerning singular problems in a general metric setting.
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1 Introduction

In this article, we discuss the question of nonexistence of variational minimizers related to a quasilinear singular problem

\[-\Delta_p u = -\text{div}(|\nabla u|^{p-2}\nabla u) = f(u).\]  \(1.1\)

Singular problem refers to a blow up near zero of the nonlinearity on the right-hand side of (1.1). Singular elliptic problems has been a topic of considerable attention over the last three decades and there is a colossal amount of literature available concerning the question of existence, uniqueness, nonexistence and regularity. Most of these results are in the Euclidean setting, but recently related result have been obtained on Riemannian manifolds as well.

Stable solution for the equation (1.1) in the Euclidean case is defined to be a function \(u\) in a appropriate Sobolev space satisfying

\[\int_{\mathbb{R}^N} |\nabla u|^{p-2}\nabla u \cdot \nabla \phi \, dx = \int_{\mathbb{R}^N} f(u)\phi \, dx\]

and

\[\int_{\mathbb{R}^N} f'(u)\phi^2 \, dx \leq \int_{\mathbb{R}^N} (|\nabla u|^{p-2}|\nabla \phi|^2 + (p-2)|\nabla u|^{p-4}|\langle \nabla u, \nabla \phi \rangle|^2) \, dx\]

simultaneously for every \(\phi \in C^\infty_c(\mathbb{R}^N)\). On a metric measure space, we consider a notion of variational minimizer (Definition 2.6) analogous to stable solution where the role of modulus...
of the gradient in the Euclidean space is played by the upper gradient. The main goal in this article is to provide a nonexistence result concerning stable solutions to the problem

$$\Delta_p u = u^{-\delta}$$

in $X$, with $p \geq 2$, where $X$ is a metric measure space with a doubling measure and a Poincaré inequality (see Section 2 for the definitions). We establish an energy estimate (Lemma 3.1) that is an important ingredient to prove our main result (Theorem 2.7). Our main result is valid for stable solutions in Newtonian spaces, a counterpart of Sobolev spaces in the Euclidean case, up to a dimension of the metric space related to the underlying measure (see Section 2). To the best of our knowledge, till date there is no literature available concerning nonexistence of stable solutions to singular problem in a general metric measure space setting.

To motivate our present study, let us give an overview of the available results related to our question. In the Euclidean space $\mathbb{R}^N$, Crandall et al. proved in [13] that, for any bounded smooth domain $\Omega$, the Dirichlet problem related to the singular problem $-\Delta u = u^{-\delta}$ admits a unique positive classical solution for any $\delta > 0$. Lazer and McKenna proved in [26] that such solutions are weak solutions for $0 < \delta < 3$. This restriction on $\delta$ was removed by Boccardo and Orsina in [3] and has further been extended by De Cave [14] and Canino et al. [9] to the $p$-Laplace equation $-\Delta_p u = f(u)$ for any $\delta > 0$. The existence and nonexistence of ground state solutions to the problem of type $-\Delta_p u = f(u)$ have been investigated by several authors for various types of nonlinearity $f$. In the semilinear case $p = 2$, Dupaigne and Farina in [17] proved that for a nonnegative $f \in C^1(\mathbb{R})$, any bounded stable solution $u \in C^2(\mathbb{R}^N)$ of the problem $-\Delta u = f(u)$ is constant for $1 \leq N \leq 4$.

Very recently a long standing conjecture related to the optimal regularity of stable solutions for the equation $-\Delta_p u = f(u)$ was solved by Cabrè et al. in [7] under the assumptions that $f \in C^1(\Omega)$, $\Omega$ is a strictly convex bounded smooth domain in $\mathbb{R}^N$, $N < p + \frac{4p}{p-1}$ and $p > 2$. The semilinear case $p = 2$ up to dimension 9 has been studied by Cabrè et al. in [6]. We also refer the reader to [4, 5, 8, 16, 18, 19, 29] for nonsingular $f$. Castorina et al. in [10] studied nonexistence results to the $p$-Laplace equations involving the polynomial and power type nonlinearities, e.g. $f(u) = e^u, (1 + u)^{\frac{\delta}{\sqrt{\delta^2 + \delta}}}$ when $\delta > 1$ and $(1 + u)^{\frac{1}{1-\delta}}$ when $0 < \delta < 1$. Almost simultaneously for the singular case, $f(u) = -u^{-\delta}$, Ma and Wei in [28] proved that the problem $\Delta u = u^{-\delta}$ does not admit any positive $C^2(\mathbb{R}^N)$ stable solution for any $\delta > 0$, provided

$$2 \leq N < 2 + \frac{4}{1+\delta}(\delta + \sqrt{\delta^2 + \delta}).$$

Similar results are obtained for the $p$-Laplace equation $-\Delta_p u = f(u)$ in $\mathbb{R}^N$ with singular nonlinearity $f$ in lower dimension, see [11, 27] and the references therein.

In the Riemannian setting, Farina et al. [20] studied qualitative properties of stable solutions to the semilinear problem $-\Delta u = f(u)$ for nonsingular $f$ to determine the structure
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of the manifold. For the Lane-Emden-Fowler nonlinearity $f(s) = |s|^{p-1}s$, Berchio et al. in [1] studied existence, uniqueness and stability of radial solutions in a Riemannian manifold. Recently in [15], do Ó and Clemente obtained some regularity properties of semistable solutions for the Gelfand nonlinearity $f(u) = e^u$, power nonlinearity $(1 + u)^m$ for $m > 1$ and they also considered the singular case $(1 - s)^{-2}$ in a bounded smooth domain of a complete Riemannian manifold.

This article is organized as follows. In Section 2, we present some basic definitions, preliminaries for our set up and state our main result. In Section 3, we focus on proving the energy estimate and in Section 4, our main result is proved.

2 Preliminaries and main result

This section is devoted to some basic definitions and known results in metric measure spaces and the statement of the main result. For a more detailed discussion on the theory of metric measure spaces, see Björn [2], Heinonen [22], Heinonen et al. [23] and the references therein.

Throughout the article, we assume that the triplet $(X, d, \mu)$ is a metric measure space, where $d$ is the metric and $\mu$ is a Borel measure on $X$. We define for $x \in X$, the ball with center at $x$ and of radius $r > 0$ by $B(x, r) = \{ y \in X : d(y, x) < r \}$. We write $C$ to denote a positive constant which may vary from line to line or even in the same line depending on the situation. Moreover, if $C$ depends on $r_1, r_2, \ldots, r_n$, we write $C = C(r_1, r_2, \ldots, r_n)$.

Next we define the notion of doubling measure and dimension of the metric space $X$.

**Definition 2.1 (Doubling measure)** We say that $\mu$ is a doubling measure, if for every $r > 0$ and $x \in X$, there exists a constant $C_\mu \geq 1$, called the doubling constant of $\mu$, such that

$$0 < \mu(B(x, 2r)) \leq C_\mu \mu(B(x, r)) < \infty.$$  \hspace{1cm} (2.1)

The following lemma gives a counterpart of the dimension for a doubling measure in a metric measure space.

**Lemma 2.2 (Lemma 3.3, [2])** Assume $\mu$ is doubling with the doubling constant $C_\mu \geq 1$. Then

$$\frac{\mu(B(x, R))}{\mu(B(x, r))} \leq C \left( \frac{R}{r} \right)^m,$$ \hspace{1cm} (2.2)

for every $x \in X$ and every $0 < r \leq R$, with $C = C_\mu^2$ and $m = \log_2 C_\mu$.

We define the notion of upper gradient of an extended real valued function in metric measure space by path integrals. A path is a continuous mapping from a compact one-dimensional interval to $X$. A path is rectifiable, if it has finite length. We refer to [2] [22] [23] for more on paths, path integrals and $p$-modulus of a path family.
Definition 2.3 (Upper gradient) A Borel function \( g : X \to [0, \infty] \) is an upper gradient of a function \( u : X \to [-\infty, \infty] \), if for every rectifiable path \( \gamma \) joining \( x \) and \( y \), we have

\[
|u(x) - u(y)| \leq \int_{\gamma} g \, ds.
\]

(2.3)

If \( u(x) = u(y) = \infty \) or \( u(x) = u(y) = -\infty \), then we define the left side of (2.3) to be \( \infty \). We say that a nonnegative measurable function \( g \) is a p-weak upper gradient of \( u \), if (2.3) holds outside a path family of zero p-modulus.

If \( u \) is Lipschitz, then the Lipschitz constant is an upper gradient of \( u \), see [2]. Now we define the notion of Sobolev space on a metric measure space, see [2, 23, 30].

Definition 2.4 (Newtonian space) For \( 1 \leq p < \infty \), we define \( \tilde{N}^{1,p}(X) \) to be the space of all \( p \)-integrable functions \( u \) such that \( u \) admits a \( p \)-integrable upper gradient \( g \) under the seminorm

\[
|||u|||_{\tilde{N}^{1,p}(X)} = ||u||_{L^p(X)} + \inf ||g||_{L^p(X)},
\]

the infimum being taken over all upper gradients \( g \) of \( u \). The Newtonian space \( N^{1,p}(X) \) is the quotient space \( \tilde{N}^{1,p}(X)/\sim \) under the norm

\[
|||u|||_{N^{1,p}(X)} = |||u|||_{\tilde{N}^{1,p}(X)},
\]

where \( u \sim v \) if \( |||u - v|||_{\tilde{N}^{1,p}(X)} = 0 \). The corresponding local space \( N^{1,p}_{loc}(X) \) is defined by requiring that every point \( x \in X \) has an open neighborhood \( U_x \) in \( X \) such that \( u \in N^{1,p}(U_x) \).

A result in [30] asserts that \( N^{1,p}(X) \) is a Banach space, see also [2, 23]. If \( u \) has an upper gradient \( g \in L^p(X) \), then it follows from [30] that \( u \) has a unique minimal upper gradient \( g_u \) in the sense that for every \( p \)-upper gradient \( g \in L^p(X) \) of \( u \), we have \( g_u \leq g \) \( \mu \)-almost everywhere and

\[
||g_u||_{L^p(X)} = \inf ||g||_{L^p(X)},
\]

see also [2, 23]. For more discussion on upper gradient and further properties of Newtonian spaces, we refer the reader to [2, 22, 23].

Definition 2.5 (Weak \((1,p)\)-Poincaré inequality) We say that \( X \) supports a weak \((1,p)\)-Poincaré inequality if there exist a constant \( C > 0 \) and \( \lambda \geq 1 \) such that for every \( u \in L^1_{loc}(X) \), every upper gradient \( g \) of \( u \) and every ball \( B(x,r) \) in \( X \), we have

\[
\int_{B(x,r)} |u - u_{B(x,r)}| \, d\mu \leq Cr\left( \int_{B(x,\lambda r)} g^p \, d\mu \right)^{\frac{1}{p}},
\]

(2.4)

where

\[
u_{B(x,r)} = \int_{B(x,r)} u \, d\mu = \frac{1}{\mu(B(x,r))} \int_{B(x,r)} u \, d\mu.
\]
For the rest of the article, we assume that $X$ is a complete metric space with a doubling measure (2.1) and the weak $(1,p)$-Poincaré inequality (2.4). Moreover throughout we assume that $p \geq 2$ unless otherwise mentioned. A complete metric measure space with a doubling measure is proper, that is, closed and bounded sets are compact, see [2, Proposition 3.1].

Next we define variational minimizers corresponding to the general singular problem (1.1), although we are mainly interested in the special case $f(u) = -u^{\delta}$ with $\delta > 0$, when we have (1.2).

**Definition 2.6 (Variational minimizer)** Let $p \geq 2$. We say that a function $u \in \mathcal{N}^{1,p}_{\text{loc}}(X)$ which is positive in $X$ is a variational minimizer corresponding to the problem (1.1), if for every $\phi \in \mathcal{N}^{1,p}(X)$ with compact support in $X$ we have $f(u)\phi \in L^{1}_{\text{loc}}(X)$, $f'(u)\phi^{2} \in L^{1}_{\text{loc}}(X)$ and the following two inequalities

$$
\int_{X} g_{u}^{p} \, d\mu \leq \int_{X} g_{u+\phi}^{p} \, d\mu - \int_{X} f(u) \phi \, d\mu,
$$

and

$$
\int_{X} f'(u) \phi^{2} \, d\mu \leq (p-1) \int_{X} g_{u}^{p-2} \phi^{2} \, d\mu
$$

hold simultaneously.

Before proceeding to state our main result, let us fix notation which will be used throughout. For $p \geq 2$ and $\delta > 0$, we denote

$$
I = \left( \frac{(p^{2}-3p+2)^{2}}{4(p-1)^{2}}, \infty \right), \quad \delta_{p} = \frac{2\delta + p - 1 + 2\sqrt{\delta(p - 1)}}{p - 1} \quad \text{and} \quad J = (p - 1, \delta_{p}).
$$

Observe that $J \neq \emptyset$, if $\delta \in I$.

Next we state our main result concerning nonexistence of variational minimizers.

**Theorem 2.7** Assume that $p \geq 2$, $(X,d,\mu)$ is a complete metric space satisfying the doubling property (2.1), with the doubling constant $C_{\mu}$, and $X$ supports the weak $(1,p)$-Poincaré inequality (2.4). Let $m = \log_{2} C_{\mu}$ and $\delta \in I$. If

$$
m < \frac{p(\delta + \delta_{p})}{\delta + p - 1},
$$

there is no positive variational minimizer in $\mathcal{N}^{1,p}_{\text{loc}}(X)$ corresponding to the problem (1.2).

To prove Theorem 2.7 we establish an energy estimate (Lemma 3.1) for variational minimizers in the next section.

**3 Energy estimate**

This section is devoted to establish energy estimate for variational minimizers which relies on choosing suitable test functions. In this concern let us denote by $\text{Lip}_{c}(X)$ to be the class of
Lipschitz functions with compact support in $X$. For any $\beta > p - 1$ and $l \in \mathbb{N}$, we define the truncated functions $F_l$ and $G_l$ by

$$F_l(t) = \begin{cases} -\beta t^{\beta + 1} \left( t - \frac{\beta + 1}{\beta} \right), & \text{for } 0 \leq t \leq \frac{1}{l}, \\ t^{-\beta}, & \text{for } t \geq \frac{1}{l}, \end{cases}$$

and

$$G_l(t) = \begin{cases} \frac{1 - \beta}{2} t^{\frac{\beta + 1}{2}} \left( t + \frac{\beta + 1}{(1 - \beta)} \right), & \text{for } 0 \leq t \leq \frac{1}{l}, \\ \frac{1 - \beta}{2}, & \text{for } t \geq \frac{1}{l}. \end{cases}$$

It can be easily seen that $F_l$ and $G_l$ are monotone decreasing $C^1([0, \infty))$ functions with the properties

$$G_l(t)^2 \geq tF_l(t),$$

(3.1)

$$G_l'(t)^2 = \frac{(\beta - 1)^2}{4\beta} |F_l'(t)|,$$

(3.2)

$$F_l(t)|F_l'(t)|^{1-p} + G_l(t)^p |G_l'(t)|^{2-p} \leq C|t|^{p-\beta-1}, \quad \text{for every } t \geq 0,$$

(3.3)

for some positive constant $C = C(p, \beta)$. We refer to [24] for a similar technique.

**Lemma 3.1** Let $\delta \in I$, $p \geq 2$ and assume that $u \in N^{1,p}_{loc}(X)$ is a positive variational minimizer corresponding to the problem [1.2]. Then for every $\beta \in J$ and every $\psi \in \text{Lip}_c(X)$ with $0 \leq \psi \leq 1$, there exists a constant $C = C(\delta, p, \beta) > 0$ such that

$$\int_X (u^{-\delta - \beta} + g_u^p u^{-\beta - 1}) \psi^p \, d\mu \leq C \int_X u^{p-\beta-1} g_u^p \psi \, d\mu. \quad \text{(3.4)}$$

**Proof.** Let $u \in N^{1,p}_{loc}(X)$ be a positive variational minimizer corresponding to the problem [1.2] and $\psi \in \text{Lip}_c(X)$ with $0 \leq \psi \leq 1$. Let us denote by $\lambda = \frac{1}{\beta^{p+1}}$, then we observe that

$$\lambda |F_l'(t)| \leq 1. \quad \text{(3.5)}$$

We apply

$$\phi_1 = \lambda F_l(u) \psi^p \quad \text{and} \quad \phi_2 = G_l(u) \psi^\frac{p}{2}$$

as test functions in Definition [2.6]. As in [25] with (3.5), see also [2, Theorem 2.14 and Proposition 8.8], we have

$$g_u^{p+\phi_1} \leq \frac{1}{\lambda |F_l'(u)| |\psi^p|} g_u^p + \lambda p^p F_l(u)^p |F_l'(u)|^{1-p} g_u^p, \quad \text{(3.6)}$$

and

$$g_{\phi_2} \leq \frac{p}{2} \psi^\frac{p}{2} - 1 G_l(u) g_u + \psi^\frac{p}{2} G_l'(u) g_u. \quad \text{(3.7)}$$

We divide the proof into the following steps.
Step 1. Applying $\phi = \phi_1$ as a test function in (2.5) and using (3.6) we get
\[
\int_X |F_1'(u)|g_u^p\psi^p d\mu \leq p^p \int_X F_1(u)^p|F_1'(u)|^{1-p}g_u^p d\mu - \int_X f(u)F_1(u)\psi^p d\mu, \tag{3.8}
\]
where $f(u) = -u^{-\delta}$. Using (3.3) into (3.8) we obtain
\[
\int_X |F_1'(u)|g_u^p\psi^p d\mu \leq C(p, \beta) \int_X u^{p-\beta-1}g_u^p d\mu - \int_X f(u)F_1(u)\psi^p d\mu. \tag{3.9}
\]

Step 2. Choosing $\phi = \phi_2$ as a test function in (2.6) and applying (3.7) for $f(u) = -u^{-\delta}$, we obtain
\[
\int_X f'(u)G_1(u)^2\psi^p d\mu \leq I_1 + I_2 + I_3, \tag{3.10}
\]
where
\[
I_1 = (p-1)\frac{p^2}{4} \int_X g_u^{p-2}\psi^{p-2}G_1(u)^2g_u^2 d\mu,
\]
\[
I_2 = p(p-1) \int_X \psi^{p-1}G_1(u)|G_1'(u)|g_u^{p-1}g_\psi d\mu,
\]
and
\[
I_3 = (p-1) \int_X g_u|G_1'(u)|^2\psi^p d\mu.
\]
We estimate the integrals $I_1$ and $I_2$ separately. When $p = 2$, we have
\[
I_1 = \int_X G_1(u)^2g_u^2 d\mu, \tag{3.11}
\]
and when $p > 2$, for every $\epsilon \in (0, 1)$, we have
\[
I_1 = (p-1)\frac{p^2}{4} \int_X \left(g_u^{p-2}|G_1'(u)|^{2(p-2)}\psi^{p-2}\right)\left(G_1(u)^2|G_1'(u)|^{2(p-2)}g_u^2\right) d\mu
\leq \frac{\epsilon}{2} \int_X g_u^p|G_1'(u)|^2\psi^p d\mu + C(\epsilon, p) \int_X |G_1(u)|^p|G_1'(u)|^{2-p}g_u^p d\mu \tag{3.12}
= \frac{\epsilon}{2(p-1)} I_3 + C(\epsilon, p) \int_X |G_1(u)|^p|G_1'(u)|^{2-p}g_u^p d\mu,
\]
where we applied Young’s inequality with exponents $\frac{p}{2}$ and $\frac{p-2}{2}$ for some positive constant $C(\epsilon, p)$. For every $p \geq 2$ and $\epsilon \in (0, 1)$, using Young’s inequality with exponents $p$ and $\frac{p}{p-1}$, we get
\[
I_2 = p(p-1) \int_X \left(g_u^{p-1}\psi^{p-1}|G_1'(u)|^{2(p-1)}\right)\left(G_1(u)^p|G_1'(u)|^{2-p}g_\psi\right) d\mu
\leq \frac{\epsilon}{2} \int_X g_u^p|G_1'(u)|^2\psi^p d\mu + C(\epsilon, p) \int_X G_1(u)^p|G_1'(u)|^{2-p}g_\psi^p d\mu \tag{3.13}
= \frac{\epsilon}{2(p-1)} I_3 + C(\epsilon, p) \int_X G_1(u)^p|G_1'(u)|^{2-p}g_\psi^p d\mu.
Using (3.11), (3.12) and (3.13) in (3.10) we arrive at

$$\int_X f'(u)G_t(u)^2 \psi^p \, d\mu \leq (p - 1 + \epsilon) \int_X g_\psi^p |G_t'(u)|^2 \psi^p \, d\mu + C(\epsilon, p) \int_X G_t(u)^p |G_t'(u)|^{2-p} g_\psi^p \, d\mu.$$  \hspace{1cm} (3.14)

Step 3. By applying (3.12) and (3.9) in (3.14) we obtain

$$\int_X f'(u)G_t(u)^2 \psi^p \, d\mu \leq \frac{(p - 1 + \epsilon)(\beta - 1)^2}{4\beta} \int_X g_\psi^p |F_t'(u)| \psi^p \, d\mu + C(\epsilon, p) \int_X G_t(u)^p |G_t'(u)|^{2-p} g_\psi^p \, d\mu \leq \frac{(p - 1 + \epsilon)(\beta - 1)^2}{4\beta} \left( C(p, \beta) \int_X u^{p-\beta-1} g_\psi^p \, d\mu - \int_X f(u)F_t(u) \psi^p \, d\mu \right) \int_X f(u)F_t(u) \psi^p \, d\mu,$$

where the last inequality is obtained by (3.13). By (3.1) and using the fact that \( f(u) = -u^{-\delta} \) in (3.15) we obtain

$$\beta_\epsilon \int_X u^{-\delta} F_t(u) \psi^p \, d\mu \leq C(p, \beta, \epsilon) \int_X u^{p-\beta-1} g_\psi^p \, d\mu,$$ \hspace{1cm} (3.16)

where

$$\beta_\epsilon = \delta - \frac{(p - 1 + \epsilon)(\beta - 1)^2}{4\beta}.$$  

Since \( \beta \in J \), we have

$$\lim_{\epsilon \to 0^+} \beta_\epsilon = \delta - \frac{(p - 1)(\beta - 1)^2}{4\beta} > 0.$$  

Hence we can fix \( \epsilon \in (0, 1) \) which depends on \( \delta, p, \beta \) such that \( \beta_\epsilon > 0 \). By the monotone convergence theorem, by letting \( l \to \infty \) in (3.16), we have

$$\int_X u^{-\delta-\beta} \psi^p \, d\mu \leq C(\delta, p, \beta) \int_X u^{p-\beta-1} g_\psi^p \, d\mu.$$ \hspace{1cm} (3.17)

Letting \( l \to \infty \) in (3.9) and using (3.17) we obtain

$$\int_X u^{-\beta-1} g_u^p \psi^p \, d\mu \leq C(\delta, p, \beta) \int_X u^{p-\beta-1} g_\psi^p \, d\mu + \int_X u^{-\delta-\beta} \psi^p \, d\mu \leq C(\delta, \beta, p) \int_X u^{p-\beta-1} g_\psi^p \, d\mu.$$ \hspace{1cm} (3.18)

From (3.17) and (3.18) we get

$$\int_X (u^{-\delta-\beta} + g_u^p u^{-\beta-1}) \psi^p \, d\mu \leq C(\delta, \beta, p) \int_X u^{p-\beta-1} g_\psi^p \, d\mu.$$  

This proves the lemma.
4 Proof of Theorem 2.7.

Let \( u \in N^{1,p}_{\text{loc}}(X) \) be a positive variational minimizer corresponding to the problem (1.2). For \( R > 0 \), let \( \psi_R \in \text{Lip}_c(X) \) be such that

\[
0 \leq \psi_R \leq 1 \text{ in } X,
\]

\[
\psi_R \equiv 1 \text{ in } B(0,R) \text{ and } \psi_R \equiv 0 \text{ in } X \setminus B(0,2R),
\]

\[
g_{\psi_R} \leq \frac{C}{R} \text{ for some positive constant } C \text{ independent of } R.
\]

We apply Lemma 3.1 with \( \psi = \psi_R^{\frac{\delta+\beta}{p+1}} \) in (3.4). Since

\[
g_{\psi} \leq \left( \frac{\delta + \beta}{\delta + p - 1} \right)^{\frac{\delta + \beta}{p + 1}} g_{\psi_R},
\]

for every \( \beta \in (p-1, \delta_p) \), using Young’s inequality with exponents \( \frac{\delta + \beta}{\beta - p + 1} \) and \( \frac{\delta + \beta}{\delta + p - 1} \), we obtain

\[
\int_X (u^{-\delta-\beta} + g^p_u u^{-\beta-1}) \psi_{\frac{p(\delta+\beta)}{p+1}} d\mu \leq C \left( \frac{\delta + \beta}{\delta + p - 1} \right)^p \int_X u^{p-\beta-1} \psi_{\frac{\beta + 1}{p+1}} g^p_{\psi_R} d\mu
\]

\[
\leq \frac{1}{2} \int_X \left( u^{p-\beta-1} \psi_{\frac{\beta + 1}{p+1}} \right)^{\frac{\delta + \beta}{\beta - p + 1}} d\mu + C(\delta, \beta, p) \int_X g_{\frac{\delta + \beta}{p+1}} d\mu
\]

\[
= \frac{1}{2} \int_X u^{-\delta-\beta} \psi_{\frac{p(\delta+\beta)}{p+1}} d\mu + C(\beta, \delta, p) \int_X g_{\frac{p(\delta+\beta)}{p+1}} d\mu,
\]

which gives

\[
\int_X \left( \frac{1}{2} u^{-\delta-\beta} + g^p_u u^{-\beta-1} \right) \psi_{\frac{p(\delta+\beta)}{p+1}} d\mu \leq C(\beta, \delta, p) \int_X g_{\frac{p(\delta+\beta)}{p+1}} d\mu. \tag{4.1}
\]

Now using the properties of \( \psi_R \), from (4.1) we get

\[
\int_{B(0,R)} \left( \frac{1}{2} u^{-\delta-\beta} + g^p_u u^{-\beta-1} \right) d\mu \leq C(\delta, \beta, p) \int_{B(0,2R)} R^{\frac{p(\delta+\beta)}{p+1}} d\mu \tag{4.2}
\]

\[
\leq C(\delta, \beta, p) C(\mu) R^{m-\frac{p(\delta+\beta)}{\delta+1}},
\]

where the last inequality is obtained by Lemma 2.2 with \( m = \log_2 C_\mu \). By the given condition,

\[
\lim_{\beta \to \beta_0} \left( m - \frac{p(\delta + \beta)}{\delta + p - 1} \right) < 0.
\]

Thus there exists \( \beta = \beta_0 \in J \) such that

\[
m - \frac{p(\delta + \beta_0)}{\delta + p - 1} < 0.
\]

By letting \( R \to \infty \) in (4.2) we obtain

\[
\int_X \left( \frac{1}{2} u^{-\beta_0-\delta} + g^p_u u^{-\beta_0-1} \right) d\mu = 0,
\]

which is a contradiction. This completes the proof.
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