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Abstract

The celebrated Bayesian persuasion model considers strategic communication between an informed agent (the sender) and uninformed decision makers (the receivers). The current rapidly-growing literature mostly assumes a dichotomy: either the sender is powerful enough to communicate separately with each receiver (a.k.a. private persuasion), or she cannot communicate separately at all (a.k.a. public persuasion). We study a model that smoothly interpolates between the two, by considering a natural multi-channel communication structure in which each receiver observes a subset of the sender’s communication channels. This captures, e.g., receivers on a network, where information spillover is almost inevitable.

We completely characterize when one communication structure is better for the sender than another, in the sense of yielding higher optimal expected utility universally over all prior distributions and utility functions. The characterization is based on a simple pairwise relation among receivers – one receiver information-dominates another if he observes at least the same channels. We prove that a communication structure $M_1$ is (weakly) better than $M_2$ if and only if every information-dominating pair of receivers in $M_1$ is also such in $M_2$. We also provide an additive FPTAS for the optimal sender’s signaling scheme when the number of states is constant and the graph of information-dominating pairs is a directed forest. Finally, we prove that finding an optimal signaling scheme under multi-channel persuasion is, generally, computationally harder than under both public and private persuasion.

1 Introduction

Bayesian persuasion is the study of strategic information revelation by a sender who wishes to influence receivers to act in her favour [37]. The sender’s signals reveal to the receivers partial information about the state of the world, based on which they choose their actions and generate utility for the sender. The signals are sent according to a carefully-designed revelation policy called a signaling scheme. Introduced in 2011, the Bayesian persuasion model has already raised fundamental algorithmic questions, has led to an explosive volume of research, and has had far-reaching economic impact (see, e.g., the surveys of Dughmi [26], Kamenica [36], Bergemann and Morris [9], and Candogan [18]).

Thus far, the persuasion of multiple receivers has mainly been studied in two dichotomous settings: public persuasion, in which the sender announces a signal observed by all receivers [e.g., 22; 10; 27; 17]; and private persuasion, in which the sender communicates with each receiver via a separate channel [e.g., 5; 2]. Several works compare between these two extremes [26; 28; 9; 47].
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However, in many prominent Bayesian persuasion applications, such as voting [1; 21; 20; 39; 38] or advertising [31; 15; 29; 6], the sender-receivers communication takes a more intricate form. For example, a local politician may communicate with the public through several media channels, of which each individual can observe only a subset. Similarly, a retailer may promote its brand by placing distinct advertisements on multiple online platforms, with different user populations exposed to different subsets of these ads.

**Research goals:** General communication structures. In this paper, we consider a model of multi-channel Bayesian persuasion, which captures generalized persuasion settings in-between public and private, by allowing arbitrary communication channels between the sender and subpopulations of receivers. Our first goal is to understand how the communication structure – that is, which information channels are observed by which receivers – affects the persuasion problem of designing an optimal signaling scheme. Concretely, we pose the following question: **When is one communication structure better for the sender than another?** To facilitate the comparison, we seek universally better structures – that is, across all possible prior distributions over the states of nature and independently of sender’s and receivers’ utility functions.

This question is closely related to an intriguing result of Galperti and Perego [32], analogous to our Theorem 7; our result was obtained independently and later than their (see also a latter version [33]). They study a setting with agents located in a directed network that specifies the information spillover, and the sender provides some information to a subset of her choice of these agents – the subset of the seeds. All agents in the network transmit all the information they receive to their out-neighbors. After the communication phase, agents are playing a game with externalities. This model can be viewed as multi-channel Bayesian persuasion, where the channels are the seeds, and agent $i$ observes channel $j$ iff there is a path from seed $j$ to agent $i$ in the network. We use very similar ideas to characterize the feasible outcomes. In particular, the key idea of utilizing the secret sharing protocol in Bayesian persuasion, and the notion of information dominating pairs – referred to as *more connected agents* in [32] – play a central role in both works.

Our second goal is to begin the exploration of the new computational landscape arising from the introduction of communication structures into the standard persuasion model. While, in general, we show that this could introduce computational hardness to previously tractable settings, we seek classes of structures that allow efficient algorithms for approximately-optimal persuasion.

**A characterization result.** The following simple notion plays a central role in the characterization result. Given a communication structure $M$, we say that an ordered pair of receivers $(i_1, i_2)$ is information-dominating if receiver $i_1$ observes all the communication channels that receiver $i_2$ does. One implication of $(i_1, i_2)$ being information-dominating is that for every signaling scheme of the sender, receiver $i_1$ is weakly more informed than receiver $i_2$ in the Blackwell sense [11; 12].

We use the information-domination primitive to fully answer the question above – i.e., to characterize when one communication structure is preferable to another in arguably the strongest possible sense.

A first observation is that if $(i_1, i_2)$ is information-dominating in a communication structure $M_1$ but not in another structure $M_2$, then it cannot be the case that $M_1$ is always better than $M_2$ for the sender. Intuitively, an information-dominating pair of receivers restricts the extent upon which the sender can use signals to anti-correlate their posterior beliefs; one can apply this intuition to devise the sender’s and receivers’ utilities such that this restriction becomes a strict disadvantage to the sender. Hence, if $M_1$ is always weakly preferable over $M_2$ for the sender, then the set of all information-dominating pairs of $M_1$ must be contained in that of $M_2$.

1That is, the distribution of posterior beliefs of $i_1$ regarding the state of nature under any signaling scheme must be a mean-preserving spread of the distribution of $i_2$ – see Subsection 4.1.
More surprisingly, we show that the opposite direction of the above statement is also true – if the information-dominating pairs of $M_1$ are also such in $M_2$, then $M_1$ is weakly better than $M_2$ for the sender (Theorem 7). This result has the following interpretation – apart from the information-dominating pairs of receivers, which impose restrictions on the receivers’ admissible beliefs, no additional restrictions are imposed. Our characterization result holds in the most general model of Bayesian persuasion in which receivers may have externalities, even though it is well-known to be notoriously difficult to characterize optimal signaling schemes in the presence of such externalities [47].

As a corollary of our characterization result, the sender can implement private persuasion in every communication structure with no information-dominating pairs (Corollary 10). Intriguingly, this implies that private persuasion for $k$ receivers can be implemented using only $O(\log k)$ communication channels (Proposition 11). Note that private signaling is an optimal communication structure from the sender’s point of view, as in this structure she can emulate any signaling scheme implementable in any other structure (Corollary 9).

A positive computational result. In Section 4, we demonstrate the new algorithmic questions that arise from our multi-channel model. In Subsection 4.1, we study a fundamental special case of multi-channel persuasion in which the directed graph representing the information-dominating receiver pairs is a forest. Communication structures corresponding to forests capture natural communication patterns in hierarchical, compartmentalized organizations.

For this case of induced forests, we provide in Theorem 16 an additive FPTAS for the optimal signaling scheme, under the assumptions of a constant number of states of nature, no externalities among receivers and a sender with an additive utility function. The latter two restrictions are commonly adopted in recent algorithmic studies [28; 34], whereas the first assumption of a constant number of states is necessary for circumventing known hardness results; in particular, with a non-constant number of states, even public persuasion is known to be hard. An interesting direction for future research is the general relation between the graph-theoretic properties induced by the communication structure and the computational tractability of the optimal signaling scheme.

Hardness of multi-channel persuasion. Multi-channel persuasion is, generally, harder than public or private persuasion – both conceptually and computationally. In Subsection 4.2, we prove that for a simple and general family of sender’s utility functions, separable supermajority functions, finding an optimal signaling scheme in general multi-channel persuasion is NP-hard, while it is computationally tractable for both public and private persuasion (Theorem 18).

1.1 Related Literature

Between public and private persuasion. As mentioned above, the vast majority of the algorithmic and economic literature on Bayesian persuasion with multiple receivers focuses on either private or public persuasion, often comparing and contrasting these two extremes. We describe here works that diverge from this pattern and are, thus, related to our model of multi-channel persuasion. We have already mentioned Galperti and Perego [32, 33] as the most closely related

\(^2\)The presence of externalities means that the receivers’ actions affect each other; mathematically, after observing the signal realizations – the receivers play a Bayesian game with incomplete information.

\(^3\)Consider, e.g., an intelligence agency, the head of which (sender) communicates information to her subordinates (receivers) through several separate communication channels; the information-domination tree represents the organizational hierarchy.

\(^4\)Dughmi and Xu [28] prove that one can achieve neither an additive PTAS nor a constant-factor approximation of the optimal sender’s utility in time polynomial in the number of states, unless P = NP and even if the sender’s utility is additive.
work to ours. Kerman and Tenev [38] consider communicating voters: the voters (receivers) are located on a network; a politician (sender) tries to persuade them to vote for a proposal by sending them private signals; each voter ends up observing his own signal and the signals of his neighbours. Indeed, on social media, when a voter targeted by a politician shares the politician’s message, his friends also see the message. This model corresponds to voters who communicate with each other by a single communication phase, in which every voter reveals his private signal to his neighbours before deciding how to vote. Our characterization result has interesting implications to such a model. In particular, it immediately yields some results of [38] (see Subsection 3.3). Candogan [19] studies information spillover among receivers on a network in a general (not necessarily voting) context. He restricts attention to a special class of signaling schemes – threshold schemes – and to a specific family of communication structures in which the receivers arrive sequentially, and each receiver see all his ancestors’ information. This work presents a “sequential” view in which receivers see the realized signals from their predecessors in an acyclic network.

Brooks et al. [16] study a classic question in economics regarding information orders – what is the relation between being “more informed” about the state of nature in the Blackwell sense, and being “more informed” in the sense of observing a refined signal about the state? Their model considers an information hierarchy, which they define as a directed graph with the receivers as the vertices and the Blackwell-ordered receiver pairs as edges. This work is connected to ours as any communication structure defines a (possibly intricate) information hierarchy. Unlike [16], who study generic information hierarchies, in our case the sender’s signaling scheme specifies the information hierarchy. Interestingly, the results of [16] depend on the information hierarchy, and their positive results only hold for forest hierarchies; in contrast, in our problem, the naive consideration of information-dominating pairs suffices to determine what utility the sender can achieve and how. While [16] do not consider algorithmic aspects, their results for forest hierarchies prove useful for our algorithmic result in Subsection 4.1.

Mathevet and Taneva [41] study how to optimally transmit information in organizations, exploring as a contrast to public signaling the notion of vertical signaling – that is, using communication over the organizational hierarchy. A crucial focus of their model, unlike ours, is that receivers strategically choose what to pass on down the hierarchy.

Externalities among receivers. Many previous works on Bayesian persuasion with multiple receivers assume no externalities among receivers [e.g., 5; 2; 51]. With externalities, hardness results have been established even for two receivers and even for public persuasion [10; 44; 27]. However, the general case in which receivers play a Bayesian game with externalities has been considered in economics [9; 47; 30; 42; 40]. The classic work on persuasion in Bayesian games with incomplete information by Bergemann and Morris [7, 8] provides a powerful, simplified approach for dealing with multi-receiver persuasion with externalities through the notion of Bayesian correlated equilibrium. Unfortunately, one cannot apply this approach to our multi-channel persuasion model, as it requires private recommendations to each receiver.

Cryptographic-inspired proofs. The proof of our characterization result (Theorem 7) uses cryptographic-flavoured techniques. This proof is similar in spirit to secret sharing protocols, which are commonly studied in cryptography [13; 45]. Such protocols allow to reveal a certain secret to any set of agents containing at least one subset from a pre-specified collection C, by sending private signals to the agents, such that no set of agents that does not contain any element of C can learn anything about the secret. In our paper, each receiver can be considered a set of channels - “agents”

\[ A \text{setting with } n \text{ communication channels and } k = 2^n \text{ receivers in which every agent observes a different subset of channels is an example of an intricate information hierarchy.} \]
to which the sender aims to reveal a shared secret. We simultaneously share different “secrets” between different sets of channels.

To our knowledge, proofs similar to the one of Theorem 7 are not common in the study of Bayesian persuasion, besides [32; 33], who use them in a similar manner to ours. Two related examples from other subfields of game theory are:

1. Implementing correlated equilibria via cryptography [25].
2. Analyzing competing-mechanism games [3].

In the latter example, private disclosures are shown to generate equilibrium outcomes that cannot be supported otherwise, since these disclosures can contain encryption keys.

2 Preliminaries

Standard notations. Let \([c] := \{1, \ldots, c\}\) for every positive integer \(c\). For a set \(B\), denote by \(\Delta(B)\) the set of all the probability measures over \(B\).

In this section, we describe our persuasion model for the characterization result in Section 3, which generalizes standard algorithmic Bayesian persuasion in two ways:

1. It encompasses public and private persuasion, as well as all settings “in between” public and private, by introducing the simple notion of a communication structure.
2. Unlike most algorithmic works on persuasion, it allows externalities among the receivers – i.e., a receiver’s utility is allowed to depend on others’ beliefs and actions – through Harsanyi’s universal type space; this makes our results robust to receivers’ externalities. For simplicity of presentation, we relegate the description of the general case through universal type spaces to Appendix C.

Model overview. We consider a single-sender, multi-receiver Bayesian persuasion environment with \(k\) receivers \(R_1, \ldots, R_k\). There are \(n\) communication channels \(C_1, \ldots, C_n\).

Communication structure. Our model diverges from most previous work on persuasion in that the sender can transmit signals separately to (possibly overlapping) subsets of receivers, as specified by a communication structure. Consider a \(k \times n\) binary matrix \(M\) where \(M_{i,j} = 1\) if receiver \(R_i\) observes the signal that is sent via the communication channel \(C_j\) and \(M_{i,j} = 0\) otherwise. Call the matrix \(M\) the communication structure.

Denote the state of nature space by \(\Omega\), and the common prior by \(p \in \Delta(\Omega)\). For simplicity of exposition, we set \(\Omega = [0, 1]\), but all our results apply also in the more general case with \(\Omega \subseteq [0, 1]^d\) for some positive integer \(d\).

Signaling schemes. A signaling scheme of the sender consists of \(n\) sets of possible signal realizations \(S_1, \ldots, S_n\) and a mapping \(\pi: \Omega \rightarrow \Delta(\times_{j \in [n]} S_j)\); that is, \(\pi\) assigns a distribution over the combination of signals in each state. Denote the random variable representing the combination of signals by \(\sigma = (\sigma_j)_{j \in [n]}\).

We restrict attention to signaling schemes with \(|S_j| \leq \aleph\) for \(j \in [n]\); that is, at most \(\aleph\) different signals are allowed to be sent on each communication channel.\(^7\) In Appendix A, we show that

\(\aleph\)We address the sender as female and the receivers as males.

\(\aleph\)Recall that \(\aleph\) denotes the continuum cardinality. More specifically, we shall assume w.l.o.g. that the set of signals is a subset of \([0, 1]\).
this assumption is not restrictive; namely, we prove that \( \aleph \) signals suffice for optimal persuasion in our setting.

After observing the signal combination \((\sigma_j)_{j:M_{ij}=1}\), the receiver \( R_i \) forms a (marginal) posterior belief about the state, \( p^i_\sigma \in \Delta(\Omega) \). Formally, for every measurable set \( B \subseteq \Omega \) and \( i \in [k] \), we have:

\[
p^i_{\sigma=(s_1,\ldots,s_n)}(B) = Pr_{p,\pi}[B|\sigma_j = s_j \ \forall j: M_{ij} = 1].
\]

We denote the joint posterior distribution by \( p^i_\sigma = (p^i_1,\ldots,p^i_k) \in (\Delta(\Omega))^k \). Every signaling scheme \( \pi \) induces a distribution over the product of states and profiles of posterior beliefs \( P = P_\pi \in \Delta(\Omega \times (\Delta(\Omega))^k) \) as follows. First, the state is drawn according to \( \mu \). Thereafter, the signal combination are drawn according to \( \pi \). Finally, each receiver observes the signals in the corresponding communication channels and forms a posterior distribution.

**Utilities, the game and the equilibrium selection rule.** After observing the signals, the receivers are playing some continuation game with incomplete information \( G \) (possibly with externalities). We fix compact and not-empty action spaces \( A_1,\ldots,A_k \subseteq \mathbb{R} \) of \( R_1,\ldots,R_k \), respectively, and denote \( A : x_{i[k]}A_i \). Let \( \tau_i \in \Delta(A_i) \ (i \in [k]) \) be the mixed strategy of the receiver \( R_i \) in \( G \) and \( \tau = x_{i[k]}\tau_i \) the strategy profile.

Let \( v: \Omega \times A \rightarrow \mathbb{R} \) be the sender’s utility function, and let, for every \( 1 \leq i \leq k \), \( u_i(\omega,a_1,\ldots,a_k):\Omega \times A \rightarrow \mathbb{R} \) be \( R_i \)'s utility function. To perform an optimization analysis from the sender’s perspective, we should apply some equilibrium selection rule \( f \) on the way the game \( G \) is played after each realization of signals. Formally, \( f \) is a mapping from the space of all possible joint posteriors \((\Delta(\Omega))^k\) to the set of the Bayes-Nash equilibria in \( G \). In a Bayes-Nash equilibrium, the strategy profile satisfies for every \( i \in [k] \), marginal posterior \( p^i_\sigma \in \Delta(\Omega) \) and alternative strategy \( \tau_i' \in \Delta(A_i) \) that \( R_i \)'s expected utility cannot be improved by a unilateral deviation to \( \tau_i' \):

\[
\mathbb{E}_{\omega'\sim p^i_\sigma, a^i_1\sim \tau_{1},\ldots,a^i_k\sim \tau_{k}}[u_i(\omega',a^i_1,\ldots,a^i_k)] \geq \mathbb{E}_{\omega'\sim p^i_\sigma, (a^i_i,i'\in[k]\setminus\{i\})\sim (\tau_{i},i'\in[k]\setminus\{i\}),a^{i'}_{i'}\sim \tau_{i'}}[u_i(\omega', (a^{i'}_i : i' \in [k] \setminus \{i\}),a^{i''}_{i'})].
\]

We impose a single requirement on the selection rule \( f \): the outcome of the game is fully determined by \( P \), the distribution over states and profiles of beliefs. Formally, for every two signaling policies \( \pi \) and \( \pi' \) that induce the same distribution over posteriors \( P \), the selected equilibria in the continuation games coincide. This requirement essentially means that signals do not play a role but only the posterior that they induce. This requirement is (implicitly) adopted in all literature on Bayesian persuasion we are familiar with.\(^8\)

Given a communication structure \( M \), we denote by \( \mathcal{P}_M \) the set of distributions \( P \) that are implementable by some signaling policy \( \pi \). Every such \( P \) induces an (expected) sender’s utility of \( u(P) := \mathbb{E}_{(\omega',p_\sigma)}[v(\omega',f(p_\sigma))] \). Note that \( u \) – the indirect sender’s utility [37] – is a mapping from \( \Delta(\Omega \times (\Delta(\Omega))^k) \) to \( \mathbb{R} \).

**Remark 1.** In general, the action of each receiver may be affected not only by her own belief on the distribution of \( \omega \), but also by her belief on the beliefs of the other receivers on the distribution of \( \omega \), and even by higher-order beliefs – that is, the receivers may have externalities. In this case, the distribution over posteriors \( P \) as we defined it may be insufficient to determine the sender’s utility, as the posterior should capture also high-order beliefs, but our results continue to hold – please see Appendix C for details.

\(^8\)Yet, it is not hard to come up with selection rules violating this requirement.
The sender’s optimization target can be formulated as $V(M, u) = \sup_{P \in \mathcal{P}_M} u(P)$.

The following summarizes the persuasion process:

1. Knowing the communication structure $M$ and the Bayesian persuasion instance, the sender commits to a signaling scheme $\pi$.
2. The sender observes the true state $\omega \in \Omega$ drawn according to the prior.
3. The sender transmits signals $\sigma_1, \ldots, \sigma_n$ according to $\pi$ and $\omega$.
4. For every $i \in [k]$ and $j \in [n]$, receiver $R_i$ observes signal $\sigma_j$ if and only if $M_{i,j} = 1$; he forms a posterior belief $p_\sigma^i \in \Delta(\Omega)$ about $\omega$ according to the signal realizations he observes.
5. For the joint posterior $p_\sigma = (p_1^\sigma, \ldots, p_k^\sigma)$ and a corresponding Bayes-Nash equilibrium $(\tau_1, \ldots, \tau_k) = f(p_\sigma)$, each receiver $R_i$ takes an action $a_i \in A_i$, where $a_i \sim \tau_i$ (independently of the other receivers’ actions).
6. The sender gets utility of $u(\omega, a_1, \ldots, a_k)$, while receiver $R_i$ gets utility of $u_i(\omega, a_1, \ldots, a_k)$ ($i \in [k]$).

To facilitate the formulation of our robust characterization result in the next section, we shall define the following.

**Definition 2.** Fixing a communication structure $M$, a Bayesian persuasion instance is given by a tuple $(\Omega, p, A, u, u_1, \ldots, u_k, f)$ of state space, prior distribution, action space, utilities and equilibrium selection rule.

### 3 A Hierarchy of Communication Structures

In this section, we compare communication structures **robustly with respect to the persuasion instance**.

**Definition 3** (Partial order on communication structures). We say that a communication structure $M$ is **superior** over a communication structure $M'$ if $V(M, u) \geq V(M', u)$ for every Bayesian persuasion instance. In such a case, we denote $M' \preceq M$.

Note that $\preceq$ is a a partial order on the space $\{0,1\}^{k \times n}$ of communication structures.

**Remark 4.** It is not clear whether all utilities $u : \Delta(\Omega) \times (\Delta(\Omega))^k \rightarrow \mathbb{R}$ are, indeed, induced by some continuation game with incomplete information $G$ and some equilibrium selection rule $f$ (unless the game is trivial and all action profiles are equilibria). Whenever we shall prove superiority of one communication structure compared to another, the results will apply for arbitrary $u$. Whenever we shall prove absence of superiority, we shall explicitly construct a simple continuation game, even without externality, that violates superiority.

We first present our characterization result (Theorem 7), which fully characterizes the partial ordering $\preceq$ of communication structure by superiority; then we provide some motivating implications in Subsection 3.1 and a proof overview in Subsection 3.2; Subsection 3.3 discusses the application of our characterization result to receivers organized in a network. The following definition plays a central role in our result.

---

9Since we did not impose an upper-semicontinuity or an analogous requirement on the equilibrium selection rule, the supremum might not be attainable.
Definition 5. An ordered pair \((i_1, i_2) \in [k] \times [k] \) \((i_1 \neq i_2)\) is information-dominating under a communication structure \(M\) if \(M_{i_1,j} \geq M_{i_2,j}\) for every channel \(j \in [n]\). In this case, we say that receiver \(R_{i_1}\) information-dominates receiver \(R_{i_2}\).

That is, \(R_{i_1}\) information-dominates \(R_{i_2}\) if \(R_{i_1}\) observes all communication channels that \(R_{i_2}\) does (and possibly more).

Notation 6. \(S_M \subseteq [k] \times [k]\) is the set of all the information-dominating pairs under the communication structure \(M\).

The following theorem fully characterizes \(\preceq\) via the sets of information-dominating pairs induced by every communication structure.

Theorem 7 (Similar to Galperti and Perego [32]). For every two communication structures \(M_1, M_2 \in \{0,1\}^{k \times n}\), \(M_1 \preceq M_2\) if and only if \(S_{M_1} \supseteq S_{M_2}\).

Moreover, the proof of Theorem 7 immediately yields the following useful property:

Proposition 8. \(M_1 \preceq M_2\) if and only if \(\mathcal{P}_{M_1} \subseteq \mathcal{P}_{M_2}\).

That is, a communication structure \(M_2\) is superior over \(M_1\) iff every distribution over posteriors implementable under \(M_1\) is also implementable under \(M_2\).

3.1 Motivating Implications

We present several immediate implications of Theorem 7. The first is a straightforward exercise of the definitions.

Corollary 9 (Private persuasion is the optimal communication structure). Let \(M^*\) be a communication structure corresponding to private persuasion.\(^{10}\) Then for every communication structure \(M \in \{0,1\}^{k \times n}\) it holds that \(M \preceq M^*\). That is, private persuasion is optimal for the sender in any persuasion instance.

Indeed, for \(M^*\) we have \(S_{M^*} = \emptyset\); hence, \(S_{M^*} \subseteq S_M\) for every \(M\), which implies by Theorem 7 that \(M \preceq M^*\). Corollary 9 can alternatively be observed through Proposition 8, since any information sent via some communication structure can be sent privately to the receivers for whom it is intended.

More surprisingly, it turns out that every communication structure in which no two receivers are comparable in terms of the information they receive is equivalent to private persuasion in terms of the sender’s optimal utility; in particular, all such communication structures are optimal for the sender.

Corollary 10 (Communication structures with no information-dominating pairs are optimal). Let \(M^*\) be a communication structure corresponding to private persuasion. If a communication structure \(M\) has no information-dominating pairs, then \(M^* \preceq M\). That is, \(M\) is optimal for the sender.

In fact, by Proposition 8, every distribution \(P\) over states and posteriors induced by some signaling scheme under private persuasion can be induced by an appropriate signaling scheme under \(M\), making such communication structures fully equivalent to private persuasion.

\(^{10}\)E.g., \(M^*_{i,j} = 1\) if and only if \(i, j \in [k]\) and \(i = j\).
The next proposition shows that private persuasion for $k$ receivers can be implemented using only $O(\log k)$ communication channels. That is, the sender can ensure the same optimal expected utility (regardless of the persuasion instance) as she can by private persuasion after an exponential reduction in the number of communication channels. Our construction matches the information-theoretical lower bound on the number of channels (not only asymptotically, but exactly).

**Proposition 11.** For $k$ receivers, let $m = m(k)$ be the smallest integer such that $\left(\frac{m}{\lfloor \frac{m}{2} \rfloor}\right) \geq k$.\textsuperscript{11} Then the communication structure with $n = m$ channels in which each receiver observes a different subset of size $\lfloor \frac{m}{2} \rfloor$ of the channels is equivalent to private persuasion. Moreover, $m(k)$ is the minimal number of channels sufficient to implement a communication structure equivalent to private persuasion for $k$ receivers.

**Proof.** The first part of the proposition immediately follows from Corollary 10, as the suggested communication structure has no information-dominating pairs. For the second part, we use Sperner’s theorem [46], which states that the maximum size of a family of subsets of $[m]$ such that no subset contains another is $\left(\frac{m}{\lfloor \frac{m}{2} \rfloor}\right)$. Therefore, any communication structure using less than $m(k)$ channels has an information-dominating pair, and by Theorem 7 – is not equivalent to private persuasion.

### 3.2 Proof Overview of the Characterization Result

We shall present here the key ideas of Theorem 7 proof; for the full proof, please see Appendix B.

**Proof idea of Theorem 7.** If $M_1 \preceq M_2$, then it is somewhat expected that $S_{M_1} \succeq S_{M_2}$, as Blackwell-comparability of the information the receivers obtain imposes severe limitations on the distributions over posteriors implementable by signaling schemes. Suppose, e.g., that the first receiver is always (weakly) more informed than the second one. Then, for appropriately chosen utility functions (even with no externalities) and given an optimal strategy of the second receiver, the sender cannot misalign this strategy with the first receiver’s strategy.

The second direction is more surprising. Here we briefly explain why Corollary 10 holds, and Theorem 7 follows from an inductive generalization of the idea we describe. Suppose, e.g., that the sender wishes to transmit a private signal to receiver $R_1$ using a communication channel $C$ shared with $l$ more receivers. Then she can encrypt the signal with $l$ i.i.d. uniform keys, sending each key via a communication channel observed by $R_1$, but not by the corresponding receiver among the $l$ additional ones (such a channel necessarily exists by the assumption in Corollary 10). Then $R_1$ will be able to decrypt his signal, while the other receivers will only see some random i.i.d. values. This communication can be seen as applying a secret sharing protocol in which the “agents” who share the secret are the communication channels that $R_1$ observes. A careful application of the same idea allows us to handle the case of general setting instances, in which the receivers also play a Bayesian game with incomplete information. We overcome the technical challenges imposed by externalities using Harsanyi’s universal type spaces (see Appendix C for details).

### 3.3 Receivers on a Network

In this subsection, we discuss the implications of our model to the setting of Kerman and Tenev [38] with receivers on a network. In particular, some of their results that show that certain communication structures are equivalent to private persuasion for specific utility functions immediately follow from our work.

\textsuperscript{11}Note that by Stirling’s approximation, $m = \Theta(\log k)$. 
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The setting. Fix an undirected graph $G = ([k], E)$, the vertices of which represent the $k$ receivers and the edges of which represent social or other ties. Define $n = k$ communication channels and a communication structure $M_G$ such that $(M_G)_{i,j} = 1$ $(i, j \in [k])$ if and only if either $j = i$ or $\{i, j\} \in E$. That is, the $i$-th communication channel is observed by $R_i$ and by its neighbours in $G$. A possible motivation for this model is communication on social media.

Implications of Corollary 10. It turns out that many natural classes of graphs $\{G\}$ yield communication structures $\{M_G\}$ with no information-dominating pairs. The intuitive reason is that no receiver’s social ties are overshadowed in full by those of a friend. We exploit this fact to immediately deduce several results of [38], the original proofs of which were technically involved.

Condition 12. For every $(i_1, i_2) \in [k] \times [k]$ such that $\{i_1, i_2\} \in E$, there exists $i' \in [k] \setminus \{i_1, i_2\}$ for which $\{i_1, i'\} \notin E$, but $\{i_2, i'\} \in E$.

Whenever $G$ satisfies Condition 12, one can apply Corollary 10 to deduce that $M_G$ is equivalent to private persuasion. Indeed, an information-dominating pair $(i_1, i_2)$ must satisfy that $\{i_1, i_2\} \in E$ (otherwise – the channel observed by $R_{i_2}$ and his neighbours is not observed by $R_{i_1}$); however, the $i'$-th channel is observed by $R_{i_2}$, but not by $R_{i_1}$. We present two examples.

Example 13. Suppose that $G$ is a circle – a connected graph with all degrees equal to 2 (Proposition 5.4 from [38]). Provided that $k > 3$, Condition 12 holds and one can apply Corollary 10.

Example 14. Suppose that $G$ is obtained from a 2-dimensional grid by removing any number of edges such that the degree of each vertex remains at least 2 (a generalization of Example 5.9 from [38]). Again, Condition 12 holds and Corollary 10 applies.

4 Algorithmic Multi-Channel Persuasion

In this section, we show that finding an approximately optimal signaling scheme is computationally tractable when the communication structure is represented by a directed forest (Subsection 4.1); however, it is not the case for general communication structures, even for simple sender’s utility functions (Subsection 4.2). We assume for this section that the receivers have no externalities – that is, their utility is affected only by their own action and true state of nature. Moreover, we focus on a constant number of states $[Ω]$.

4.1 Approximate Tractability of Forest Communication Structures

In this subsection, we focus on communication structures satisfying the following condition.

Definition 15. Given a communication structure $M$, consider the directed graph $G^M$ with the vertex set being $[k]$ and $(i_1, i_2) \in [k] \times [k]$ being an edge iff $(i_1, i_2)$ is an information-dominating pair and there is no $i_3 \in [k] \setminus \{i_1, i_2\}$ s.t. both $(i_1, i_3)$ and $(i_3, i_2)$ are information-dominating pairs. We say the setting has a forest communication structure if $G^M$ is a directed forest.

We consider additive sender’s utility functions. That is, we assume that there exist functions $u^1, \ldots, u^k : Δ(Ω) \to \mathbb{R}$ for which $u(p_σ) = \sum_{i=1}^k u^i(p^i_σ)$, where $p^i_σ \in Δ(Ω)$ is the marginal posterior distribution induced on $R_i$ by $p_σ$. We further assume that the sender has an oracle access to

---

\[\text{Formally, } G \text{ is a 2-dimensional grid if } k = k_1 \times k_2 \text{ for some positive integers } k_1, k_2, \text{ each vertex of } G \text{ is labeled by another pair } (l_1, l_2) \in [k_1] \times [k_2] \text{ and } \{(l_1, l_2), (l'_1, l'_2)\} \in E \text{ if and only if } |l'_1 - l_1| + |l'_2 - l_2| = 1.\]

\[\text{One can consider it a special case of } Ω = [0, 1], \text{ with the prior being supported only on finitely many points of } Ω.\]
of $\mathbf{u}_1, \ldots, \mathbf{u}_k$. Moreover, we focus on either $O(1)$-Lipschitz or piecewise constant functions $\mathbf{u}_1, \ldots, \mathbf{u}_k$. The former is a standard assumption for receivers with continuum-sized action spaces, while the latter captures the case of finite-action-space receivers [26]. Under these conditions, we provide an additive FPTAS for the optimal signaling scheme.

**Theorem 16.** Consider a forest communication structure $M$, constant $|\Omega|$ and sender's utility function given by $u(p_o) = \sum_{i=1}^{k} u_i(p_i)$ for some $u_1, \ldots, u_k : \Delta(\Omega) \to \mathbb{R}$, such that each one of them is either $O(1)$-Lipschitz or piecewise constant. Then there exists an algorithm outputting, for every $\epsilon > 0$, an $\epsilon$-additively optimal signaling scheme in poly($k, \frac{1}{\epsilon}$)-time.\(^{14}\)

**Proof idea of Theorem 16.** Consider a forest communication structure $M$. The fact that $G^M$ is a forest implies that given marginal distributions over posteriors $P_1, \ldots, P_k$ for $R_1, \ldots, R_k$, respectively, there exists a signaling scheme $\pi$ inducing $P_1, \ldots, P_k$ if and only if for every $(i_1, i_2) \in S_M$, $P_{i_1}$ is a mean-preserving spread\(^{15}\) of $P_{i_2}$ and $P_1, \ldots, P_k$ are Bayes-plausible\(^{16}\) (see, e.g., Brooks et al. [16]). Given $\epsilon > 0$ and assuming, for simplicity, that $\epsilon$ is a reciprocal of an integer, let us discretize the problem. Specifically, let us restrict the marginal posteriors that a signaling scheme is allowed to induce to the grid $W := \{I \cdot \epsilon\}_{0 \leq I \leq \epsilon}^{|\Omega|}$. Define, for every $w \in W, i \in [k]$, a variable $x^i_w$ specifying which probability mass $P_i$ assigns to the posterior $w$. Define further for every $w_1, w_2 \in W, i_1, i_2 \in [k]$ such that $(i_1, i_2) \in S_M$, a variable $y^{i_1, i_2}_{w_1, w_2}$ specifying which probability mass is moved from $w_2$ in $P_{i_2}$ to $w_1$ in $P_{i_1}$. Adding constraints ensuring Bayes-plausibility, equivalence of the probability mass moved from/to each posterior $w$ for each receiver $i$ to $x^i_w$, and conservation of the mean results in a polynomial-sized linear program (LP); solving it yields the marginal distributions of an approximately optimal signaling scheme and the signaling scheme can be deduced from a result of [4].

For the full proof, please see Appendix D. The exact tractability of forest communication structures is an interesting open question.

### 4.2 Intractability of General Multi-Channel Persuasion

In this subsection, we introduce *separable supermajority* sender’s utility functions, which are obtained (up to some constants) by taking a partition of the set of receivers and summing supermajority functions corresponding to different elements of the partition. We assume that all the receivers are binary-action, with $A_1 = \ldots = A_k = \{0, 1\}$. Moreover, we consider a binary state of nature space $\Omega = \{0, 1\}$.

**Definition 17.** Sender’s utility function $u$ is a *separable supermajority* function if there exists a partition $T = \cup_{l \in [k']} T_l$ of $[k']$ (for some positive integer $k'$), non-negative numbers $r_1, \ldots, r_{k'} \in \mathbb{R}_{\geq 0}$ and non-negative integers $t_1, \ldots, t_{k'} \in \mathbb{Z}_{\geq 0}$ such that $u(p_o) = \sum_{l=1}^{k'} r_l \cdot U_{t_l}(p_o^i : i \in T_l)$, where $U_{t_l}$ gets $1$ if at least $t_l$ receivers with indices from $T_l$ take action $1$ and $0$ otherwise.\(^{17}\)

\(^{14}\)Specifically, our algorithm outputs a table specifying, for each state of nature, which signal should be sent with which probability.

\(^{15}\)Given two distributions over a compact non-empty set $S \subseteq \mathbb{R}^d$ for some $d \geq 1$ with CDFs $F$ and $G$, $G$ is a mean-preserving spread of $F$ if for random variables $X_F \sim F, X_G \sim G$ it holds that: (1) $E[X_F] = E[X_G]$, i.e. $X_F, X_G$ have equal means; (2) $X_G$ has the same distribution as $X_F + Y$, where $Y$ is a random variable with $Y|X_F \equiv 0$ (see, e.g., [49]). For $d = 1$, this is equivalent to the two distributions having the same mean and $F$ second-order stochastic dominating the spread $G$.

\(^{16}\)A distribution over posteriors $P$ is *Bayes-plausible* [37] if $E_{p_o \sim P}[p_o] = p$. By [12; 4], for a single receiver, a distribution over posteriors is implementable as a signaling scheme if and only if it is Bayes-plausible.

\(^{17}\)In other words, each $U_{t_i}$ is a supermajority function for $T_l$. 

---
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Assume that the sender has an explicit formula for each $U_t$, and she can evaluate each such function at every point in a constant time. Then finding an optimal signaling scheme for public persuasion without externalities is computationally tractable by finding the concavification of (the piecewise-constant function) $u$ and evaluating it at $p = p^*$ [37]. Moreover, by [2], optimal private persuasion is computationally tractable for a supermajority sender’s utility function; as there are no externalities, considering each partition element separately implies that it is also tractable for separable supermajority functions. We shall prove that it is intractable in the general multi-channel persuasion setting, unless $P = NP$.

**Theorem 18.** Consider $\Omega = \{0, 1\}$ and a separable supermajority sender’s utility function $u(\cdot)$ given by an explicit formula. Then, unless $P = NP$, there is no poly($k$)-time algorithm that, given a communication structure $M$ as an input, outputs an optimal signaling scheme.

**Proof idea of Theorem 18.** The proof is based on reducing the minimum $b$-union problem [48] to our setting. Specifically, given a universe $\{1, \ldots, w\}$ and sets $Q_1, \ldots, Q_t$, we consider a multi-channel instance with $t$ communication channels and $w + t$ receivers who are denoted by $R_1, \ldots, R_w$, $R_{Q_1}, \ldots, R_{Q_t}$. Each receiver $R_{Q_j}$ observes a single channel $j \in [t]$, while each $R_i$ observes all the channels $j \in [t]$ such that $i \in Q_j$. The reduction chooses sender’s utility to be a separable supermajority function for the partition $\{\{1\}, \ldots, \{w\}, \{Q_1, \ldots, Q_t\}\}$ that yields extremely high reward when at least $b$ receivers among $R_{Q_1}, \ldots, R_{Q_t}$ know for sure that $\omega = 1$ but a slight penalty for each receiver among $R_1, \ldots, R_w$ knowing that $\omega = 1$. Such a tradeoff yields that every optimal signaling scheme must fully reveal that $\omega = 1$ to exactly $b$ receivers among $R_{Q_1}, \ldots, R_{Q_t}$ such that the corresponding $Q_i$s have the smallest possible union. 

For the full proof, please see Appendix E.

5 Conclusions and Future Work

In this paper, we characterize a partial ordering over the possible communication structures in Bayesian persuasion according to the sender’s preferences that hold for every persuasion instance. We further prove that multi-channel Bayesian persuasion is, generally, computationally intractable even when both public and private persuasion are tractable. The proof proceeds by reduction from the minimum $b$-union problem, which is hard to approximate (as shown for the equivalent maximum $b$-intersection problem in [50]) and – under an extension of the dense versus random conjecture for the densest $k$-subgraph problem [23] to hypergraphs – also hard to approximate to an $O(k^{1/4-\epsilon})$ multiplicative factor for any $\epsilon > 0$ [24]. Our reduction does not preserve the approximation ratio, but we conjecture that a similar methodology to ours would allow to prove a hardness of approximation result for multi-channel persuasion. Another interesting future research direction is studying the best signaling schemes of a sender who can affect a given communication structure by adding or removing a limited number of channels.

Acknowledgements

Yakov Babichenko is supported by the Binational Science Foundation BSF grant no. 2018397 and by the German-Israeli Foundation for Scientific Research and Development GIF grant no. I-2526-407.6/2019. Inbal Talgam-Cohen is a Taub Fellow supported by the Taub Family Foundation and by the Israel Science Foundation ISF grant no. 336/18. Haifeng Xu is supported by a Google Faculty Research Award. Yakov, Inbal are Haifeng are supported by an NSF-BSF grant (NSF
grant no. CCF-2132506 and BSF grant no. 2021680). Konstantin Zabarnyi is supported by a PBC scholarship for Ph.D. students in data science. The authors thank Fedor Sandomirskiy for his helpful remarks on the connection of our characterization result proof to secret sharing protocols, as well as on improving the presentation of this result. The authors are also grateful to anonymous reviewers for their suggestions on improving the paper.

References

[1] Ricardo Alonso and Odilon Câmara. Persuading voters. *American Economic Review*, 106(11):3590–3605, 2016.

[2] Itai Arieli and Yakov Babichenko. Private Bayesian persuasion. *Journal of Economic Theory*, 182:185–217, 2019.

[3] Andrea Attar, Eloisa Campioni, Thomas Mariotti, and Alessandro Pavan. Keeping the agents in the dark: Private disclosures in competing mechanisms. 2021.

[4] Robert J. Aumann, Michael Maschler, and Richard E. Stearns. *Repeated Games with Incomplete Information*. MIT Press, 1995.

[5] Yakov Babichenko and Siddharth Barman. Computational aspects of private Bayesian persuasion. *arXiv preprint arXiv:1603.01444*, 2016.

[6] Ashwinkumar Badanidiyuru, Kshipra Bhawalkar, and Haifeng Xu. Targeting and signaling in ad auctions. In *Proceedings of the 29th Annual ACM-SIAM Symposium on Discrete Algorithms*, pages 2545–2563. SIAM, 2018.

[7] Dirk Bergemann and Stephen Morris. Robust predictions in games with incomplete information. *Econometrica*, 81(4):1251–1308, 2013.

[8] Dirk Bergemann and Stephen Morris. Bayes correlated equilibrium and the comparison of information structures in games. *Theoretical Economics*, 11(2):487–522, 2016.

[9] Dirk Bergemann and Stephen Morris. Information design: A unified perspective. *Journal of Economic Literature*, 57(1):44–95, 2019.

[10] Umang Bhaskar, Yu Cheng, Young Kun Ko, and Chaitanya Swamy. Hardness results for signaling in Bayesian zero-sum and network routing games. In *Proceedings of the 2016 ACM Conference on Economics and Computation*, pages 479–496, 2016.

[11] David Blackwell. Comparison of experiments. Technical report, Howard University, Washington, United States, 1950.

[12] David Blackwell. Equivalent comparisons of experiments. *The annals of mathematical statistics*, pages 265–272, 1953.

[13] George Robert Blakley. Safeguarding cryptographic keys. In *Managing Requirements Knowledge, International Workshop on*, pages 313–313. IEEE Computer Society, 1979.

[14] Adam Brandenburger and Eddie Dekel. Hierarchies of beliefs and common knowledge. *Journal of Economic Theory*, 59(1):189–198, 1993.
[15] Peter Bro Miltersen and Or Sheffet. Send mixed signals: Earn more, work less. In Proceedings of the 13th ACM Conference on Electronic Commerce, EC ’12, pages 234–247, New York, NY, USA, 2012. ACM. ISBN 978-1-4503-1415-2.

[16] Benjamin Brooks, Alexander P Frankel, and Emir Kamenica. Information hierarchies. Available at SSRN 3448870, 2019.

[17] Ozan Candogan. Persuasion in networks: public signals and k-cores. In Proceedings of the 20th ACM Conference on Electronic Commerce, EC ’19, New York, NY, USA, 2019. ACM.

[18] Ozan Candogan. Information design in operations. TutORials in Operations Research, pages 176–201, 2020.

[19] Ozan Candogan. On information design with spillovers. Working paper, 2020.

[20] Matteo Castiglioni and Nicola Gatti. Persuading voters in district-based elections. In Proceedings of the AAAI Conference on Artificial Intelligence, volume 35, pages 5244–5251, 2021.

[21] Matteo Castiglioni, Andrea Celli, and Nicola Gatti. Persuading voters: It’s easy to whisper, it’s hard to speak loud. In Proceedings of the AAAI Conference on Artificial Intelligence, volume 34, pages 1870–1877, 2020.

[22] Yu Cheng, Ho Yee Cheung, Shaddin Dughmi, Ehsan Emamjomeh-Zadeh, Li Han, and Shang-Hua Teng. Mixture selection, mechanism design, and signaling. In IEEE 56th Annual Symposium on Foundations of Computer Science (FOCS 2015), 2015.

[23] Eden Chlamtac, Michael Dinitz, and Robert Krauthgamer. Everywhere-sparse spanners via dense subgraphs. In 2012 IEEE 53rd Annual Symposium on Foundations of Computer Science, pages 758–767. IEEE, 2012.

[24] Eden Chlamtác, Michael Dinitz, and Yury Makarychev. Minimizing the union: Tight approximations for small set bipartite vertex expansion. In Proceedings of the Twenty-Eighth Annual ACM-SIAM Symposium on Discrete Algorithms, pages 881–899. SIAM, 2017.

[25] Yevgeniy Dodis, Shai Halevi, and Tal Rabin. A cryptographic solution to a game theoretic problem. In Annual International Cryptology Conference, pages 112–130. Springer, 2000.

[26] Shaddin Dughmi. Algorithmic information structure design: a survey. ACM SIGecom Exchanges, 15(2):2–24, 2017.

[27] Shaddin Dughmi. On the hardness of designing public signals. Games and Economic Behavior, 118:609–625, 2019.

[28] Shaddin Dughmi and Haifeng Xu. Algorithmic persuasion with no externalities. In Proceedings of the 2017 ACM Conference on Economics and Computation EC, pages 351–368, 2017.

[29] Yuval Emek, Michal Feldman, Iftah Gamzu, Renato Paes Leme, and Moshe Tennenholtz. Signaling schemes for revenue maximization. In Proceedings of the 13th ACM Conference on Electronic Commerce, EC ’12, pages 514–531. ACM, 2012. ISBN 978-1-4503-1415-2.

[30] Françoise Forges. Games with incomplete information: from repetition to cheap talk and persuasion. Annals of Economics and Statistics, (137):3–30, 2020.
[31] Hu Fu, Patrick Jordan, Mohammad Mahdian, Uri Nadav, Inbal Talgam-Cohen, and Sergei Vassilivtskii. Ad auctions with data. In *International Symposium on Algorithmic Game Theory*, pages 168–179. Springer, 2012.

[32] Simone Galperti and Jacopo Perego. Belief meddling in social networks: An information-design approach. *Available at SSRN 3340090*, 2019.

[33] Simone Galperti and Jacopo Perego. Information systems. *Available at https://www.jperego.com/files/papers/GP/draft.pdf*, 2020.

[34] Niklas Hahn, Martin Höfer, and Rann Smorodinsky. Prophet inequalities for Bayesian persuasion. In *IJCAI*, pages 175–181, 2020.

[35] John C. Harsanyi. Games with incomplete information played by “Bayesian” players, i–iii part i. the basic model. *Management science*, 14(3):159–182, 1967.

[36] Emir Kamenica. Bayesian persuasion and information design. *Annual Review of Economics*, 11:249–272, 2019.

[37] Emir Kamenica and Matthew Gentzkow. Bayesian persuasion. *American Economic Review*, 101(6):2590–2615, 2011.

[38] Toygar Kerman and Anastas P. Tenev. Persuading communicating voters. *Available at SSRN 3765527*, 2021.

[39] Toygar Kerman, P. Herings, and Dominik Karos. Persuading strategic voters. *Dominik, Persuading Strategic Voters (January 16, 2020)*, 2020.

[40] Frédéric Koessler, Marie Laclau, Jérôme Renault, and Tristan Tomala. Splitting games over finite sets. 2021.

[41] Laurent Mathevet and Ina Taneva. Organized information transmission. *Available at SSRN 3656555*, 2020.

[42] Laurent Mathevet, Jacopo Perego, and Ina Taneva. On information design in games. *Journal of Political Economy*, 128(4):1370–1404, 2020.

[43] Jean-Francois Mertens and Shmuel Zamir. Formulation of Bayesian analysis for games with incomplete information. *International Journal of Game Theory*, 14(1):1–29, 1985.

[44] Aviad Rubinstein. Honest signaling in zero-sum games is hard, and lying is even harder. In *44th International Colloquium on Automata, Languages, and Programming, ICALP*, volume 80, pages 77:1–77:13. Schloss Dagstuhl, 2017.

[45] Adi Shamir. How to share a secret. *Communications of the ACM*, 22(11):612–613, 1979.

[46] Emanuel Sperner. Ein satz über untermengen einer endlichen menge. *Mathematische Zeitschrift*, 27(1):544–548, 1928.

[47] Ina Taneva. Information design. *American Economic Journal: Microeconomics*, 11(4):151–85, 2019.

[48] Staal A Vinterbo. A note on the hardness of the k-ambiguity problem. *Harvard Med. School, Boston, MA, USA, Tech. Rep. DSG*, 2002.
independent of each other and of the algebra generated by \( E_R \) receivers information-dominated by \( R \) as desired.

Thus, she can decrypt \( E_{\sigma} \) via an arbitrary channel observed by \( R \). Then she should send \( q_{\sigma} = (q_{\sigma}^1, \ldots, q_{\sigma}^k) \).

Let us label each possible marginal posterior \( q_{\sigma}^j \) by another \( q_{\sigma}^j \in [0,1]^k \) – it is doable, as \([0,1] = \aleph \). For a joint posterior \( p_{\sigma} \), denote \( q_{\sigma} = (q_{\sigma}^1, \ldots, q_{\sigma}^k) \).

Suppose that given some value of \( \omega \), a certain posterior labeled by \( q_{\sigma} \) can be induced by \( \pi' \) under \( M \).

For every \( 1 \leq i \leq k \), take a communication channel \( C_{j_i} \) observed by \( R_i \) and (possibly) some other receivers \( R_{i_1}, \ldots, R_{i_{l(i)}} \). The sender should draw \( l(i) \) i.i.d. random variables \( e_1, \ldots, e_{l(i)} \sim U[0,1] \) – encryption keys. Then she should send \( q_{\sigma}^i + e_1 + \ldots + e_{l(i)} \pmod{1} \) via \( C_{j_i} \), and send each \( e_m \pmod{m \in [l(i)]} \) via a channel observed by \( R_i \), but not by \( R_{j_i} \), if such a channel exists; otherwise, send \( e_m \) via an arbitrary channel observed by \( R_i \). For \( j \in [n] \), consider \( \sigma_j \) to be the concatenation of the signals sent via \( C_j \) as \( \sigma_j \) is a concatenation of at most \( k^2 \) values from \([0,1]\), we can assume w.l.o.g. that \( \sigma_j \in [0,1] \) for every \( j \in [n] \) by defining an injective map from \([0,1]^{k^2} \) to \([0,1] \).

Fix \( 1 \leq i \leq k \). Note that \( R_i \) observes all the elements of the set:

\[
E_i := \{ q_{\sigma}^i + e_1 + \ldots + e_{l(i)} \pmod{1}, e_1, \ldots, e_{l(i)} \}.
\]

Thus, she can decrypt \( q_{\sigma}^i \). Moreover, by construction, \( R_i \) does not observe some element from each of the sets \( E_i \) for every \( 1 \leq i' \leq n \) s.t. \( R_i \) is not information-dominated by \( R_i \). Therefore, \( R_i \) sees the elements of \( E_i \), the elements of some \( E_{i_1}', \ldots, E_{i_l}' \) – where \( R_{i_1}, \ldots, R_{i_l} \) is the list of the receivers information-dominated by \( R_i \) and some \( r_1, \ldots, r_{l(i)} \), which are uniform in \([0,1]\) and are independent of each other and of the algebra generated by \( E_i \). Therefore:

\[
p_{\sigma}^j(M_{i,j} = 1) = p_{\sigma}^j(q_{\sigma}^i + e_1 + \ldots + e_{l(i)} \pmod{1}, e_1, \ldots, e_{l(i)}, q_{\sigma}^j + e_1 + \ldots + e_{l(j')} \pmod{1}, e_1, \ldots, e_{l(j')}) =
\]

\[
p_{\sigma}^j(q_{\sigma}^i + e_1 + \ldots + e_{l(i)} \pmod{1}, e_1, \ldots, e_{l(i)}) = p_{\sigma}^j(q_{\sigma}) = q_{\sigma},
\]
as desired.
B Proof of the Characterization Theorem

Similarly to Lemma 19 from Appendix A proof, let us label each possible marginal posterior \( p'_\sigma \) by some \( q^i_\sigma \in [0,1) \) \((1 \leq i \leq k)\) and assume w.l.o.g. that \( S_1, \ldots, S_k \supseteq [0,1) \). We shall first prove a slight generalization of Corollary 10; the proof is almost identical to that of Lemma 19.

**Lemma 20.** For a communication structure \( M \), let \( I \) be a subset of receivers no one of which is information-dominated by another receiver among \( R_1, \ldots, R_k \). Fix \( P \in \Delta(\Omega \times (\Delta(\Omega))^k) \) induced by some signaling scheme under private persuasion. Let \( P_I \in \Delta(\Omega \times (\Delta(\Omega))^k) \) be a distribution over posteriors that coincides with \( P \) on \( I \) and coincides with the distribution induced by the no-revelation scheme on \([k] \setminus I\). Then \( P_I \) is induced under \( M \) by some signaling scheme with all the signal realizations belonging to \([0,1)\).

**Proof of Lemma 20.** Fix a signaling scheme \( \pi \) inducing \( P \) under private persuasion. We shall prove that the restriction of \( P \) to \( I \) can be induced by a signaling scheme also under \( M \), revealing no information to the members of \([k] \setminus I\), using signals whose realizations are supported on a subset of \([0,1)\).

Suppose that given a certain value of \( \omega \), a joint posterior labeled by \( q_\sigma := (q^1_\sigma, \ldots, q^k_\sigma) \) can be induced under private persuasion, and the sender wishes to induce \( (q^i_\sigma : i \in I) \) under \( M \). For every \( i \in I \), take a communication channel \( C_{ji} \) observed by \( R_i \) (and possibly) some other receivers \( R_{i1}, \ldots, R_{i(l(i))} \). As in Lemma 19 proof, the sender should draw \( l(i) \) i.i.d. random variables \( e_1, \ldots, e_{l(i)} \sim U[0,1) \) that will serve as encryption keys, transmit \( q^i_\sigma + e_1 + \ldots + e_{l(i)} \) (mod 1) via \( C_{ji} \), and send each \( e_m \) \((m \in [l(i)])\) via a channel observed by \( R_i \), but not by \( R_{im} \) (such a channel exists, as the members of \( I \) are not information-dominated by any receivers). Again, as in Lemma 19 proof, upon considering \( \sigma_j \) \((j \in [n])\) to be the concatenation of the signals on \( C_{j} \), one can assume w.l.o.g. that \( \sigma_j \in [0,1) \) for every \( j \in [n] \).

Fix \( i \in I \). Note that \( R_i \) observes all the elements of the set:

\[
E_i := \{ q^i_\sigma + e_1 + \ldots + e_{l(i)} \ (\text{mod 1}), e_1, \ldots, e_{l(i)} \}.
\]

Thus, she can decrypt \( q^i_\sigma \). Moreover, by construction, \( R_i \) does not observe some element from each of the sets \( E_{i'} \) for \( i' \in I \setminus \{i\} \). That is, \( R_i \) sees the elements of \( E_i \) and some \( s^1, \ldots, s'^{(i)} \), which are uniform in \([0,1)\) and are independent of each other and of the algebra generated by \( E_i \). Similarly to Lemma 19 proof, we deduce that:

\[
p^i_{\sigma}(\sigma_j : M_{i,j} = 1) = p^i_{\sigma}(q^i_\sigma + e_1 + \ldots + e_{l(i)} \ (\text{mod 1}), e_1, \ldots, e_{l(i)}, s^1, \ldots, s'^{(i)}) = q^i_\sigma,
\]

as desired. Similarly, by construction, for every \( i \in [k] \setminus I \), \( R_i \) only observes several i.i.d. numbers in \([0,1)\), which induce the same \( q^i_\sigma \) as the no-revelation signaling scheme, as needed. \( \square \)

The proof of Theorem 7 relies on an inductive generalization of the above ideas. The induction base is Corollary 10, which immediately follows from Lemma 20 with \( I = [k] \). The induction step also uses Lemma 20, together with the following.

**Lemma 21.** Fix a communication structure \( M \) and \( i \in [k] \). Let \( D_i \) be the set of all the receivers information-dominated by \( R_i \). Fix a distribution over states and posteriors \( P \in \mathcal{P}_M \). Let \( P' \in \Delta(\Omega \times (\Delta(\Omega))^k) \) be a distribution that coincides with \( P \), for any value of \( \omega \), on \([k] \setminus \{i\} \), and implies the distribution over \( p'_\sigma \) induced when \( R_i \) knows the marginal posteriors of the members of
under $M$ introduce below. can complete implementing $R$ (separately by a single receiver. Under this assumption, there exists a receiver $R$ of $e$ receivers, $M_0$ to $\lfloor k \rfloor$ receivers, we start with the harder direction and prove by induction on the number of $M$ under $(\lfloor k \rfloor \setminus \{ i \})$ on $\lfloor k \rfloor \setminus \{ i \}$ and the marginal posterior $p_{\sigma}^m$ obtained when $R_i$ learns $\{ p_{\sigma}^m : m \in D_i \}$. For every $j \in [n]$ such that $C_j$ is observed by $R_i$ but by none of $D_i$’s members, let $R_{j1}, \ldots, R_{j(i)}$ be the receivers observing $C_j$ besides $R_i$. The sender should draw $l(j)$ i.i.d. random variables $e_1, \ldots, e_{l(j)} \sim U[0,1]$; then she should send $\sigma_j + e_1 \bmod 1, \ldots, \sigma_j + e_{l(j)} \bmod 1$ via $C_j$, and send each $e_m (m \in [l(j)])$ via a channel observed by $R_m$, but not by $R_i$ (such a channel exists, since $(D_i \cup \{ R_i \}) \cap \{ R_{j1}, \ldots, R_{j(i)} \} = \emptyset$). That is – unlike in Lemma 20 proof, the signal is encrypted with each key separately (which allows each of $R_{j1}, \ldots, R_{j(i)}$ to decrypt it, but not to $R_i$). The rest of the proof is as for Lemma 20, mutatis mutandis. \hfill \square

Now we are ready to prove the characterization result.

Proof of Theorem 7. We start with the harder direction and prove by induction on the number of receivers, $k$, that if $S_{M_1} \supseteq S_{M_2}$ then $P_{M_1} \subseteq P_{M_2}$, and each distribution $P \in \mathcal{P}_{M_2}$ is implementable under $M_2$ using only signal realizations from $[0,1)$; it trivially implies $M_1 \simeq M_2$.

The claim holds for $k = 1$, as by Lemma 20, one can implement persuasion of a single receiver using only signals from $[0,1)$. Assume that the claim holds for $k \leq m$, for some $m \geq 1$, and consider $k = m+1$. Assume w.l.o.g. that no two receivers $R_{i1}, R_{i2} (i_1 \neq i_2)$ satisfy $(i_1, i_2), (i_2, i_1) \in S_{M_2}$. This is possible, since one can replace a set of receivers observing exactly the same communication channels by a single receiver. Under this assumption, there exists a receiver $R_i$ who is not information-dominated by any receiver under $M_2$.

Let $P \in \Delta(\Omega \times (\Delta(\Omega))^k)$ be implementable by a signaling scheme $\pi$ under $M_1$. By the induction hypothesis – one can implement $P|_{\{ R_1, \ldots, R_k \} \setminus \{ R_i \}}$ under $M_2$ using only signal realizations from $[0,1)$. Let us implement it under $M_2$ by the method ensured from Lemma 21. Under this implementation, the information transmitted to $R_i$ exactly consists of the marginal posteriors of the receivers information-dominated by $R_i$ under $M_2$. As $S_{M_1} \supseteq S_{M_2}$, our implementation of $P|_{\{ R_1, \ldots, R_k \} \setminus \{ R_i \}}$ under $M_2$ never reveals more information to $R_i$ than any of its implementation under $M_1$.

As $R_i$ is not information-dominated by any receiver under $M_2$, by Lemma 20 – the sender can transmit a signal to $R_i$ with all the other receivers learning nothing from it. Hence, the sender can complete implementing $P$ under $M_2$ by sending a signal to $R_i$ consisting of the (encrypted) concatenation of all the signals they should get under $\pi$.

For the second direction, assume that $S_{M_1} \subsetneq S_{M_2}$ and let us prove that $M_1 \not\simeq M_2$. Take $(i_1, i_2) \in S_{M_2} \setminus S_{M_1}$. Set $k = 2$, a uniform prior $p$ over $\{0,1\} \subseteq \Omega$ and $A_1 = \ldots = A_k = \{0,1\}$.

\footnote{In particular, under $P'$, $R_i$ is not told his own marginal posterior as specified by $P$.}

\footnote{As for the other communication channels – when implementing $P'$, the sender should just send over them the same signal realizations as when implementing $P$, concatenated with the auxiliary signal realizations that we shall introduce below.}
Set for \( i \in [k] \): \( u_i(\omega, a_i = 0) = 0 \), for \( i \neq i_2 \): \( u_i(\omega = 1, a_i = 1) = 1 \) and \( u_i(\omega = 0, a_i = 1) = -1 \), for \( i = i_2 \): \( u_{i_2}(\omega = 1, a_{i_2} = 1) = -1 \) and \( u_{i_2}(\omega = 0, a_{i_2} = 1) = 0 \). Assume further that \( v(\omega, a_1, \ldots, a_k) = 1 \) if \( a_{i_1} = a_{i_2} = 1 \) and \( v(\omega, a_1, \ldots, a_k) = 0 \) otherwise. In particular, in our construction, the receivers do not have externalities. Suppose that ties are broken in the sender’s favour – that is, if it is incentive-compatible for \( R_{i_1}, R_{i_2} \) to take action 1 – they do it.

The sender gets a strictly positive expected utility if, with a positive probability, \( p_{i_2}^{i_1}(\omega = 0) = 1 \), while \( p_{i_2}^{i_1}(\omega = 0) \leq \frac{1}{2} \) (otherwise, the sender gets expected utility of 0). This cannot happen under \( M_2 \), as \( R_{i_1} \) is never less informed than \( R_{i_2} \). However, this can happen with probability \( \frac{1}{2} \) under \( M_1 \) – just always send a fully-informative signal via a communication channel observed by \( R_{i_2} \) but not by \( R_{i_1} \), and a totally non-informative signal via all the other communication channels. Therefore, in the instance we constructed – the sender gets a strictly higher expected utility for \( M_1 \) compared to \( M_2 \); hence, \( M_1 \neq M_2 \), as required. \( \square \)

C Receivers with Externalities

In this section, we show that all the results of Section 3, including its main Theorem 7, continue to hold when receivers’ actions may affect each other – that is, the receivers have externalities. Moreover, Lemma 19 from Appendix A continues to hold.

Universal type space. After observing the sender’s signals \( \sigma \), the receivers play a Bayesian game with incomplete information. Each receiver \( R_i \) has an infinite sequence of beliefs \( b_1^i, b_2^i, \ldots \) that may affect his choice of action in the game. The first-order belief \( b_1^i \in \Delta(\Omega) \) is \( R_i \)’s updated belief about the state of nature, and for \( l \geq 2 \),

\[
b_l^i \in \{b_{l-1}^i\} \times \Delta\left(\Omega \times \left(\times_{i' \in [k] \setminus \{i\}} \left\{\text{all possible } b_{l-1}^{i'}\right\}\right)\).
\]

In words, the \( l \)-th order belief of \( R_i \) is the concatenation of his \((l-1)\)-th order belief and his belief regarding the \((l-1)\)-th order beliefs of all other receivers. To represent these infinite levels of beliefs we use Harsanyi’s universal type space [35] as formulated by [43; 14]. This formulation constructs \( k \) universal type spaces \( T_1, \ldots, T_k \) for the \( k \) receivers, replacing infinite belief hierarchies with well-defined infinite-dimensional type spaces.\(^{20}\) Define \( T := T_1 \times \ldots \times T_k \), and let \( t_i \) be a random variable representing the actual type of receiver \( R_i \). Note that \( t_i = t_i(\sigma_j : M_{i,j} = 1) \), i.e., receiver \( R_i \)’s type depends on the (random) signals over channels he observes.

As \( \Omega = [0,1] \), and the belief hierarchy captured by a universal type space is of countable depth – each of \( T_1, \ldots, T_k \) is countable. Therefore, all the results of Section 3, as well as Lemma 19, continue to hold, with the following changes:

1. The common prior \( p \) is an element of \( \Delta(\Omega \times T) \) rather than of \( \Delta(\Omega) \) – that is, it is a distribution over the states of nature and the receivers’ types.

2. The marginal posterior \( p_i^t \) (1 ≤ \( i \) ≤ \( k \)) equals \( t_i \in T_i \), the type of \( R_i \).

D Proof of the Positive Computational Result

Proof of Theorem 16. Let \( P_1, \ldots, P_k : \Omega \to [0,1] \) be the marginal distributions over posteriors of \( R_1, \ldots, R_k \), respectively. By [37], one can assume that each of \( P_1, \ldots, P_k \) is Bayes-plausible:

\(^{20}\)In particular, for every receiver \( R_i \) there exists a homeomorphism from \( T_i \) to \( \Delta(\Omega \times \left(\times_{i' \in [k] \setminus \{i\}} T_{i'}\right)) \). Therefore, \( T_1, \ldots, T_k \) capture the whole belief hierarchy \( \{b_1^i, b_2^i, \ldots\}_{i \in [k]} \) of the receivers.
\[ \mathbb{E}_{p_\sigma} \cdot p[0] = p; \]  

otherwise, no signaling scheme can induce them. Since \( G^M \) is a directed forest, we get from [16] that there exists a signaling scheme \( \pi \) that induces the marginal distributions \( P_1, \ldots, P_k \) on \( R_1, \ldots, R_K \), respectively, if and only if for every \((i_1, i_2) \in S_M\), the distribution \( P_{i_1} \) is a mean-preserving spread of \( P_{i_2} \).

Fix \( 0 < \epsilon < 1 \). For simplicity – assume w.l.o.g. that \( \epsilon \) is a reciprocal of a positive integer. Define the grid \( W := \{r \cdot \epsilon\}_{0 \leq r \leq \frac{1}{\epsilon}} \). We shall discretize the problem by restricting the admissible marginal posterior distributions to \( W \).

Introduce a variable \( x^i_{l_1, \ldots, l_{[\Omega]}} \) for every \( 0 \leq l_1, \ldots, l_{[\Omega]} \leq \frac{1}{\epsilon} \) and \( i \in [k] \) to specify which probability mass \( P_i \) assigns to \( (l_1 \epsilon, \ldots, l_{[\Omega]} \epsilon) \in W \). Furthermore, introduce a variable \( y^i_{l_1, \ldots, l_{[\Omega]}, r_1, \ldots, r_{[\Omega]}} \) for every \( 0 \leq l_1, \ldots, l_{[\Omega]}, r_1, \ldots, r_{[\Omega]} \leq \frac{1}{\epsilon} \) and \( i, j \in [k] \) such that \((i_1, i_2) \in S_M \) to specify which probability mass is moved from \( (r_1 \epsilon, \ldots, r_{[\Omega]} \epsilon) \in W \) to \( (l_1 \epsilon, \ldots, l_{[\Omega]} \epsilon) \in W \) when treating \( P_{i_1} \) as a mean-preserving spread of \( P_{i_2} \). Consider the following LP:

\[
\begin{align*}
\max & \quad \sum_{0 \leq l_1, \ldots, l_{[\Omega]} \leq \frac{1}{\epsilon}^i} \sum_{i \in [k]} u^i(l_1 \epsilon, \ldots, l_{[\Omega]} \epsilon) \cdot x^i_{l_1, \ldots, l_{[\Omega]}} \\
\text{s.t.} & \quad \sum_{0 \leq l_1, \ldots, l_{[\Omega]} \leq \frac{1}{\epsilon}} b \epsilon \cdot x^i_{l_1, \ldots, l_{[\Omega]}} = p^b \quad b \in [[\Omega]], \quad i \in [k] \\
& \quad \sum_{0 \leq r_1, \ldots, r_{[\Omega]} \leq \frac{1}{\epsilon}} y^i_{l_1, \ldots, l_{[\Omega]}, r_1, \ldots, r_{[\Omega]}} = x^i_{l_1, \ldots, l_{[\Omega]}} \quad 0 \leq l_1, \ldots, l_{[\Omega]} \leq \frac{1}{\epsilon}, \quad (i_1, i_2) \in S_M \\
& \quad \sum_{0 \leq r_1, \ldots, r_{[\Omega]} \leq \frac{1}{\epsilon}} y^i_{l_1, \ldots, l_{[\Omega]}, r_1, \ldots, r_{[\Omega]}} = x^j_{l_1, \ldots, l_{[\Omega]}} \quad 0 \leq r_1, \ldots, r_{[\Omega]} \leq \frac{1}{\epsilon}, \quad (i_1, i_2) \in S_M \\
& \quad \sum_{0 \leq l_1, \ldots, l_{[\Omega]} \leq \frac{1}{\epsilon}} y^i_{l_1, \ldots, l_{[\Omega]}, r_1, \ldots, r_{[\Omega]}} = r^b \quad b \in [[\Omega]], \quad 0 \leq r_1, \ldots, r_{[\Omega]} \leq \frac{1}{\epsilon}, \quad (i_1, i_2) \in S_M \\
& \quad \sum_{0 \leq l_1, \ldots, l_{[\Omega]} \leq \frac{1}{\epsilon}} x^i_{l_1, \ldots, l_{[\Omega]}} = 1 \\
& \quad x^i_{l_1, \ldots, l_{[\Omega]}} \geq 0 \\
& \quad y^i_{l_1, \ldots, l_{[\Omega]}, r_1, \ldots, r_{[\Omega]}} \geq 0 \quad 0 \leq l_1, \ldots, l_{[\Omega]} \leq \frac{1}{\epsilon}, \quad i \in [k] \\
& \quad 0 \leq l_1, \ldots, l_{[\Omega]}, r_1, \ldots, r_{[\Omega]} \leq \frac{1}{\epsilon}, \quad (i_1, i_2) \in S_M.
\end{align*}
\]

The first constraint family ensures Bayes-plausibility, the second, third, fourth and seventh – that \( P_{i_1} \) is a mean-preserving spread of \( P_{i_2} \) for every \((i_1, i_2) \in S_M \), the fifth and sixth – that \( P_1, \ldots, P_k \) are probability distributions. Therefore, the solutions of the above LP correspond exactly to \( P_1, \ldots, P_k \) that can be induced by a signaling scheme, provided that \( \text{supp}(P_1), \ldots, \text{supp}(P_k) \subseteq W \). Moreover, the LP has \( k \cdot \left(1 + \frac{1}{\epsilon}\right)^{[\Omega]} + |S_M| \cdot \left(1 + \frac{1}{\epsilon}\right)^{2|\Omega|} = \text{poly}(k, \frac{1}{e}) \) variables since \( |\Omega| = O(1) \), and \( |\Omega| \cdot k + (2 + |\Omega|) \cdot (1 + \frac{1}{\epsilon}) \cdot |S_M| + k \cdot \left(1 + \frac{1}{\epsilon}\right)^2 \cdot |S_M| = \text{poly}(k, \frac{1}{e}) \) constraints; thus, it is solvable in \( \text{poly}(k, \frac{1}{e}) \)-time.

Let \( \pi^* \) be an optimal signaling scheme and let \( P_1^*, \ldots, P_k^* \) be the corresponding marginal distributions over posterior. Consider now the following discretization procedure. Initialize \( P_1 = P_1^* \), \ldots, \( P_k = P_k^* \) and traverse the forest \( G^M \) in preorder. When visiting a node representing a certain receiver \( R_i \) – move all the probability mass in \( P_i \) contained in a certain grid hypercube to an extreme point of this hypercube for which the value of \( u^i \) is maximal. Moreover, when moving a mass from some marginal posterior \( q \) to another marginal posterior \( \tilde{q} \) – for any descendant \( R_{uv} \) of \( R_i \) in \( G^M \),

\[ \text{poly}(k, \frac{1}{e}) \]
move the same mass by the same vector from every \( q' \in \text{supp}(P') \) such that a mass is moved from \( q' \) to \( q \) when considering \( P_i \) as a mean-preserving spread of \( P'_i \).\(^{22}\) This transformation preserves the mean-preserving spread constraints between \( R_i \) and its descendants in \( G^M \), and cause an additive loss of \( O(\epsilon) \) to the expectation of \( u(\cdot) \).\(^{23}\) Such an operation might violate the Bayes-plausibility constraints and the mean-preserving spread constraints between \( R_i \) and its ancestors in \( G^M \), which should be fixed by moving \( O(\epsilon) \) fractions of the probability mass from all of the marginal distributions over posteriors of the ancestors of \( R_i \) to the extreme points of \( \Delta(\Omega) \). The resultant expected loss for \( u(\cdot) \) is \( \Delta(\Omega) \), as \( u^1, \ldots, u^k \) are \( O(1) \)-bounded (since they are upper semi-continuous).

The above process yields a feasible solution to our LP, consisting of the marginal distributions of a signaling scheme together with the variables \( \{y_{i_1 \ldots i_2}^{e_1 \ldots e_2} \}_{0 \leq i_1 \leq \ldots \leq i_2 \leq n} \) representing the belief distributions of Blackwell-ordered pairs of receivers in terms of mean-preserving spreads. By [4], given such a representation – one can compute the corresponding signaling scheme (that is, a table specifying, for every state of nature, the probabilities for sending the possible signal realizations) via an explicit formula in a time polynomial in the number of variables. As the additive loss during the procedure in the expectation of the sender’s utility is \( O(\epsilon) \), the proof is complete.

\[ \square \]

### E Proof of the Negative Computational Result

**Proof of Theorem 18.** We shall reduce the minimum \( b \)-union problem, which is known to be \( NP \)-hard \([48] \), to the problem of finding an optimal signaling scheme under a communication structure \( M \) given as an input. Consider a problem instance with a fixed universal set \( \{1, \ldots, w\} \) and input sets \( Q_1, \ldots, Q_t \subseteq \{1, \ldots, w\} \) such that the goal is to find \( 1 \leq i_1 < \ldots < i_b \leq t \) for which \( |Q_{i_1} \cup \ldots \cup Q_{i_b}| \) is minimal, where \( b \) is given as an input.

Define a multi-channel Bayesian persuasion setting instance as follows. Take a uniform prior distribution \( p = (\frac{1}{2}, \frac{1}{2}) \) over \( \Omega = \{0, 1\} \). Introduce receivers \( R_{Q_1}, \ldots, R_{Q_t}, R_1, \ldots, R_w \). Take such a communication structure \( M \) that each one of \( R_{Q_1}, \ldots, R_{Q_t} \) sees a separate communication channel, and each one of \( R_1, \ldots, R_w \) sees exactly the channels observed by \( R_{Q_i} \) for which \( i \in Q_i \). Under this communication structure, \( S_M = \{(i_1, Q_{i_1}) : i_1 \in Q_{i_1}\} \).

Define the partition \( \mathcal{T} = \{\{R_1\}, \ldots, \{R_w\}, \{R_{Q_1}, \ldots, R_{Q_t}\}\} \) of the receivers’ set. Set \( r_1 = \ldots = r_w = 1, r_{Q_1}, \ldots, Q_t = 4w \) in Definition 17 to specify the sender’s separable supermajority utility function.

Let \( U_{R_l} (l \in [w]) \) be 0 if \( p^l_\sigma(\omega = 1) > 0.9 \) and 1 otherwise. Moreover, let \( U_{Q_1, \ldots, Q_t} \) be 1 if at least \( b \) among \( R_{Q_1}, \ldots, R_{Q_t} \) have a posterior probability of 1 for \( \{\omega = 1\} \) and 0 otherwise. Note that the above functions are upper semi-continuous and piecewise constant with 2 pieces; thus, there exists a direct sender’s utility function inducing \( u \) for binary-action receivers with ties broken in sender’s favour [37].

Let \( h \) be the minimal cardinality of a union of \( b \) sets among \( Q_1, \ldots, Q_t \). Then no signaling scheme can achieve expected sender’s utility greater than \( p(\omega = 0) \cdot (1 \cdot w) + p(\omega = 1) \cdot (4w - h) = \frac{5w - h}{2} \). Moreover, every signaling scheme achieving this bound truthfully reveals the state to \( b \) receivers among \( R_{Q_1}, \ldots, R_{Q_t} \) representing the sets constituting a minimum-cardinality union of \( b \) sets among \( Q_1, \ldots, Q_t \), and does so in a way that no receiver \( R_i \) for \( i \in [w] \) not in the above set union has, with a positive probability, \( p^l_\sigma(\omega = 1) > 0.9 \). Note that at least one such scheme exists – the sender.

---

\( ^{22} \)Note that some probability mass may be moved outside \( \Delta(\Omega) \), but this issue will be fixed on a later iteration.

\( ^{23} \)Here we use that \( u^1, \ldots, u^k \) are upper semi-continuous and either \( O(1) \)-Lipschitz or piecewise constant; the claim holds for small enough values of \( \epsilon \) for which every grid hypercube is covered by a single piece of every piecewise constant function among \( u^1, \ldots, u^k \).
should transmit a fully informative signal via the each of the channels observed exclusively by one of the $b$ receivers among $R_{Q_1}, \ldots, R_{Q_t}$, corresponding to $b$ sets with a minimum-cardinality union, and transmit a totally non-informative signal via all the other channels. Therefore, the $b$-union problem reduces to finding an optimal signaling scheme in multi-channel persuasion with a separable supermajority sender’s utility function, as desired.