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Abstract

DiffExp is a Mathematica package for integrating families of Feynman integrals order-by-order in the dimensional regulator from their systems of differential equations, in terms of one-dimensional series expansions along lines in phase-space, which are truncated at a given order in the line parameter. DiffExp is based on the series expansion strategies that were explored in recent literature for the computation of families of Feynman integrals relevant for Higgs plus jet production with full heavy quark mass dependence at next-to-leading order. The main contribution of this paper, and its associated package, is to provide a public implementation of these series expansion methods, which works for any family of integrals for which the user provides a set of differential equations and boundary conditions (and for which the program is not computationally constrained.) The main functions of the DiffExp package are discussed, and its use is illustrated by applying it to the three loop equal-mass and unequal-mass banana graph families.
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1 Introduction

In this paper we present the Mathematica package DiffExp for the integration of Feynman integrals in terms of one-dimensional power series expansions from their systems of differential equations, which can obtain high-precision numerical results at arbitrary points in phase-space by joining series expansions along multiple connected line segments. The main integration strategy behind the DiffExp package builds on ideas originating from Ref. [1], which in turn builds on a large set of previous literature on series expansions methods for Feynman integrals.

For many physical amplitudes in QCD or the Standard Model, the main computational bottlenecks are the integration-by-parts (IBP) reduction of large sets of scalar Feynman integrals to a basis of linearly independent master integrals, and the efficient evaluation of these master integrals in the physical region of the given process. Many computations in phenomenology are easy to perform at leading order, much more difficult at next-to-leading-order, and can be near impossible with current techniques at next-to-next-to leading order, unless suitable approximations are employed in the theory. The procedure of IBP-reduction has been given a lot of attention in recent years, and numerous specialized packages based on the Laporta algorithm have been developed in recent years, such as LiteRed, Fire, and Kira [2–4]. Given sufficiently complicated processes or loop orders, these packages will run into computational limits, but there are many cases where the ability to efficiently evaluate the master integrals lags behind the ability to perform the reductions.

Feynman integrals may be computed using numerical methods, such as Monte-Carlo integrators combined with sector decomposition techniques (see e.g. [5, 6]), or using analytic methods. When available, analytic methods are generally much faster than Monte-Carlo based integration methods, but it is not always known how to obtain a given Feynman integral in an analytic way. Let us briefly review some of the available analytic methods. Firstly, it is well-known that many simple Feynman integrals admit representations in terms of combinations of hypergeometric functions, in closed form in the dimensional regulator $\epsilon$. In recent works, it has also been shown that A-type hypergeometric systems (also called GKZ hypergeometric systems) are sufficient to describe more complicated families of Feynman integrals (see e.g. [7–11]). The Feynman integrals are then expressed as sums over multidimensional canonical series. Because these series have a limited range of convergence, it is as of yet hard to evaluate the Feynman integrals at arbitrary points in phase-space using this approach.

For phenomenology, one is usually interested in computing the Laurent series of the integrals up to some order in the dimensional regulator $\epsilon$. When calculating Feynman integrals this way, it is typically possible to express them in terms of iterated integrals over integration kernels defined on some geometrical space. Two powerful methods for obtaining such results are the method of direct integration of the Feynman parametrization (see e.g. [12, 13]), and differential equation methods.
Roughly, the complexity of the kernels appearing in the iterated integrals seems to be dictated by the maximal cut of the Feynman integral, and the maximal cuts of its subtopologies (see also Ref. [14] for connections between the maximal cut and differential equations.) When all maximal cuts are rational and/or algebraic it is often possible to express a Feynman integral in terms of multiple polylogarithms [15], while the presence of maximal cuts that evaluate to elliptic integrals indicates that more complicated functions are needed, such as elliptic multiple polylogarithms (see e.g. [16–22].)

It is expected that kernels defined on increasingly complicated geometries have to be considered as the number of loops and scales are increased, such as those involving hyperelliptic curves [23], or Calabi-Yau geometries. For example, the so-called "banana" graphs are associated with Calabi-Yau \((l - 1)\)-folds, where \(l\) denotes the number of loops (see e.g. [7, 11]). Unfortunately, the iterated integrals for geometries beyond elliptic curves have not yet been studied in detail. Furthermore, even in cases where the geometry of the maximal cuts seems simple, it might not be known or even possible to evaluate the integrals in terms of multiple polylogarithms or elliptic polylogarithms. For example, some families of integrals admit a canonical \(d\log\)-basis which depends on numerous non-simultaneously rationalizable square roots. In such a case it can be very difficult to obtain polylogarithmic expressions (which admit fast evaluation) for the integrals - especially at higher weights - and it is not clear in general if it is possible to obtain polylogarithmic expressions at all. Similarly, when multiple square roots are coupled to elliptic sectors, it is not clear how to express the elliptic integrals in terms of elliptic multiple polylogarithms.

This situation arises for the master integrals relevant for Higgs plus jet production at next-to-leading order in QCD with full heavy quark mass dependence [24–26]. The presence of an internal mass introduces numerous square roots in the definition of the canonical basis of the polylogarithmic sectors, and renders the top sectors elliptic. The reductions of the planar families of integrals were performed in Ref. [24], and an analytic representation for the integrals was obtained in that paper in terms of integrals over polylogarithms of weight 2, and elliptic integration kernels. While the resulting expressions solve the integrals in principle, it can be slow to obtain high precision numerical results from them, and difficult to perform the analytic continuation of the results to the physical region.

In Ref. [1], a powerful strategy was introduced for evaluating the planar master integrals of Ref. [24], and for analytically continuing them to the physical region for Higgs plus jet production. Furthermore, in Refs. [25] and [26], the computation of the non-planar master integrals was performed using the same methods. The integration method relies on iteratively solving the integrals from their differential equations in terms of truncated one-dimensional series expansions along line segments in phase-space. The series expansions may be truncated at relatively high orders (usually 50 to 100) in order to obtain results in the tens of digits, which is generally more than sufficient for phenomenological computations. Furthermore, when the series expansions are centered at branch points, they contain logarithms and square roots. The analytic continuation of these elementary functions completely describes the analytic continuation of the Feynman integrals, which trivializes the procedure of analytic continuation.

The Mathematica package that is the subject of this paper aims to provide a general purpose public implementation of the series expansion methods considered in Refs. [1,25–27]. The rest of this paper is organized as follows. In Section 2, we review scalar Feynman integrals, and introduce some of the notation used throughout this paper. We also review how to obtain results at asymptotic limits using the method of expansions by regions in the Feynman parametrization. In Section 3, we review the method of differential equations. In Section 4, we discuss all aspects of solving Feynman integrals as one-dimensional series expansions from the differential equations. In particular, we discuss how to obtain the integration sequence, how to solve the homogeneous and inhomogeneous differential equations of coupled Feynman integrals, we discuss how to perform the analytic continuation past threshold singularities and branch points, we discuss how to improve the precision of the series expansions, and lastly we discuss strategies for obtaining the line segments along which to integrate.
In Section 5, we discuss the main functions and options of the DiffExp package. Lastly, in Section 6 we discuss the computation of the equal-mass and unequal-mass three-loop banana graph families with DiffExp. The conclusions to the paper are given in Section 7.

2 Review of some aspects of Feynman integrals

In the following section, we review some basic properties of scalar Feynman integrals.

2.1 Basic definitions

Suppose we are given a Feynman diagram, for which we denote the number of loops by \( l \), and the number of propagators by \( n \). We may then define a family of scalar Feynman integrals associated with the Feynman diagram as a collection of integrals of the form

\[
I_{a_1,\ldots,a_{n+m}} = \int \left( \prod_{i=1}^{l} d^d k_i \right) \frac{\prod_{i=n+1}^{n+m} N_i^{-a_i}}{\prod_{i=1}^{n} D_i^{a_i}}, \quad D_i = -q_i^2 + m_i^2 - i\delta,
\]

where we take the indices \( a_i \) to be integers, of which \( a_1,\ldots,a_n \) are non-negative, and of which \( a_{n+1},\ldots,a_{n+m} \) are non-positive. Each propagator \( D_i \) inherits its internal momentum \( q_i \) from the Feynman diagram, while the numerator terms \( N_i \) are linear combinations of dot products of internal and external momenta. The numerators should be chosen in such a way that they form a basis of the vector space of dot products of the form \( k_i \cdot k_j \) and \( k_i \cdot p_j \), where \( k_i \) denotes a loop momentum, and where \( p_j \) denotes an external momentum. Lastly, the factors \( i\delta \), with \( \delta > 0 \) being an infinitesimally small positive number, are introduced as part of the Feynman prescription and invoke a (physical) choice of branch of the Feynman integrals. We elaborate more on this point in Section 2.3.

It is well-known that integrals within a family may be related to each other through IBP-identities. In particular, it is possible to express any member of a family of Feynman integrals as a linear combination of a finite basis of linearly independent Feynman integrals in the given family. The choice of independent basis is called a choice of master integrals. It is often possible to choose a basis of master integrals without numerators. Feynman integrals are usually divergent, and have to be computed through a suitable regularization prescription. A powerful regularization prescription is dimensional regularization. In dimensional regularization, the dimension \( d \) is upgraded to a complex parameter, usually written as \( d_0 - 2\varepsilon \), where \( d_0 \) is an integer, and where \( \varepsilon \) is called the dimensional regulator. This does not immediately make sense from the viewpoint of Eq. (1), but it can be made rigorous by first converting Eq. (1) to a parametric representation such as the Feynman parametrization (see Section 2.2), in which the dimension \( d \) becomes a variable in the integrand that is roughly on the same footing as the powers of the propagators. The (infrared and ultraviolet) divergences of the Feynman integral are then expressed as poles in the dimensional regulator.

Feynman integrals satisfy the scaling relation:

\[
I_{a_1,\ldots,a_{n+m}}(S/\lambda) = \lambda^{-\gamma} I_{a_1,\ldots,a_{n+m}}(S), \quad \gamma = ld - 2\sum_j a_j,
\]

where we explicitly wrote the dependence on the set of kinematic invariants and internal masses \( S = \{p_j^2\} \cup \{s_{ij}\} \cup \{m_i^2\} \), i.e. the set of squares of external momenta, Mandelstam variables, and internal masses, and where by \( S/\lambda \) we denote the set of elements \( \{s/\lambda \mid s \in S\} \), where \( \lambda \) is a parameter of mass dimension two. Furthermore, note that \( \gamma \) is the mass dimension of the integral. By choosing \( \lambda \in S \), we may trivialize the dependence on one of the kinematic invariants or internal masses.
2.2 Feynman parametrization

Often it is useful to rewrite Feynman integrals in a parametric representation such as the Feynman parametrization. Although this paper deals with differential equation methods, the Feynman parametrization is still of use for computing boundary conditions in asymptotic limits, which we will discuss in Section 2.4. A Feynman integral for which all the numerators have exponent zero, admits the following Feynman parametrization:

\[ I_{a_1, \ldots, a_n} = \left( \frac{i \pi^{\frac{d}{2}}} {2} \right) \Gamma \left( a - \frac{ld}{2} \right) \int_{\mathbb{R}^{n-1}} [d^{n-1} \tilde{\alpha}] \left( \prod_{i=1}^{n} \frac{\alpha_i^{a_i-1}} {\Gamma(a_i)} \right) U^{a - \frac{d}{2}(l+1)} F^{-a + \frac{ld}{2}} \]

(3)

where \( a = a_1 + \ldots + a_n \), and where \([d^{n-1} \tilde{\alpha}]\) denotes the canonical volume form on \(\mathbb{R}^{n-1} \), given by:

\[ [d^{n-1} \tilde{\alpha}] := \sum_{j=1}^{n} (-1)^j \alpha_j d\alpha_1 \wedge \cdots \wedge \widehat{d\alpha_j} \wedge \cdots \wedge d\alpha_n \]  

(4)

The so-called Symanzik polynomials \( U \) and \( F \) can be written in terms of the Feynman diagram \( G \) as:

\[ U = \sum_{T \in T(G)} \prod_{e \in T} \alpha_e, \quad \tilde{F} = \sum_{(T_1, T_2) \in F(G)} \left( \prod_{e \in (T_1 \cup T_2)} \alpha_e \right) s(T_1, T_2), \quad F = -\tilde{F} + U \left( \sum \alpha_i m_i^2 \right), \]

(5)

where \( T(G) \) denotes the set of spanning trees of \( G \), and where \( F(G) \) denotes the set of all two-forest of \( G \). Note that a two-forest is a set of two trees whose union touches all the vertices of the graph. We denoted the square of the momentum flowing between the components \( T_1 \) and \( T_2 \) by \( S(T_1, T_2) \).

The integration variables \( \alpha_j \) are referred to as Feynman parameters. The Cheng-Wu theorem [28] tells us that by a change of variables we may transform the integration region into a simplex:

\[ \int_{\mathbb{R}^{n-1}} [d^{n-1} \tilde{\alpha}] \to \int_{\mathbb{R}_{\geq 0}^n} d^n \tilde{\alpha} \delta \left( 1 - \sum_{j \in J} \alpha_j \right), \]

(6)

where \( J \subseteq [1, n] \) may be chosen to be any nonempty subset of the Feynman parameters.

In the case where the Feynman integral has numerators (i.e. some of the \( a_i \) are non-positive integers for \( i > n \)), we need to do a bit more work to give the Feynman parametrization. First, we need a definition of the Symanzik polynomials that derives directly from the propagators \( D_i \). Consider the \((l \times l)\)-matrix \( A \), \( l\)-vector \( B \), and constant \( C \), defined by:

\[ \sum_{i=1}^{n} \alpha_i D_i + \sum_{i=n+1}^{n+m} \alpha_i N_i = - \sum_{i,j=1}^{l} k_i A_{ij} k_j + \sum_{i=1}^{l} 2k_i \cdot B_i + C. \]

(7)

We then let:

\[ U^+ = \det(A), \quad F^+ = \det(A) (C + BA^{-1}B). \]

(8)

The Feynman parametrization is then given by:

\[ I_{a_1, \ldots, a_{n+m}} = \left( \frac{i \pi^{\frac{d}{2}}} {2} \right) \Gamma \left( a - \frac{ld}{2} \right) \int_{\mathbb{R}^{n-1}} [d^{n-1} \tilde{\alpha}] \left( \prod_{j=n+1}^{n+m} \frac{\alpha_j^{a_j-1}} {\Gamma(a_j)} \right) \left( \prod_{j=n+1}^{n+m} (-1)^{a_j} \frac{\partial \alpha_j^{-a_j}} {\partial \alpha_j^{-a_j}} \right) \times
\]

\[ \left( U^+ \right)^{a - \frac{d}{2}(l+1)} \left( F^+ \right)^{-a + \frac{ld}{2}} \bigg|_{\alpha_{n+1}, \ldots, \alpha_{n+m} = 0}, \]

(9)

where \( a = a_1, \ldots, a_{n+m} \). Note that \( U^+ \big|_{\alpha_{n+1}, \ldots, \alpha_{n+m} = 0} = U \), and that \( F^+ \big|_{\alpha_{n+1}, \ldots, \alpha_{n+m} = 0} = F \). See also Ref. [29] for a more detailed review of Feynman graph polynomials.
2.3 Remarks on analytic continuation

In this section, we will remark upon a few aspects of the analytic continuation of Feynman integrals. Let us consider how the Feynman prescription in the momentum space representation translates to the Feynman parametrization. First, we may absorb the $i\delta$’s in the definition of the internal masses. Then, looking at Eq. (5), we see that:

$$F \rightarrow F - i\delta U. \quad (10)$$

and since $U$ is positive-definite we can put:

$$F \rightarrow F - i\delta. \quad (11)$$

Therefore, the second Symanzik polynomial $F$ carries an infinitesimally small negative imaginary part. The integration of the Feynman parametrization is the simplest in a region where $F > 0$ on the interior of the whole integration domain, as the $i\delta$ prescription can then be dropped. From Eq. (5) we see that letting $s(T_1, T_2) < 0$ for all two-forests is sufficient for this condition to hold. This kinematic region is known as the Euclidean region.

In the Euclidean region, the only possible singularities of the Feynman integral lie at the boundary of the integration domain, where we may have $U = 0$, or $F = 0$. If we choose to parametrize the integration region on a simplex containing all Feynman parameters, i.e. $\{\alpha_1 + \ldots + \alpha_m = 1\}$, then all possible boundary singularities lie at positions where subsets of the Feynman parameters vanish. If we choose a smaller simplex, for example $\{\alpha_m = 1\}$, then there may also be singularities when subsets of integration variables go out to infinity. Using the method of analytic regularization from Ref. [30], it is possible to rewrite a Feynman integral in the Feynman parametrization in terms of a sum of integrals with $\epsilon$-dependent prefactors, for which there are no more boundary singularities in the integration domain. The terms in the sum are Feynman integrals associated with the same graph, but with different propagator powers and shifted dimensions. This method is implemented in the package HyperInt [13]. Another approach to resolve the boundary singularities is the method of sector decomposition [31–33].

Outside of the Euclidean region, Feynman integrals admit threshold singularities. The locations of these singularities can be found from the Landau equations, which we will not discuss here further. Instead of integrating Feynman integrals directly in a given physical region, it is usually simplest to first perform the integration in the Euclidean region, and to analytically continue to the physical region from there. It is important that threshold singularities are crossed in a manner that is consistent with the Feynman prescription. Looking at Eqns. (5) and (11), we see that every mass-squared should be interpreted to carry a negative imaginary part, while the Mandelstam variables $s(T_1, T_2)$ should carry a positive imaginary part, since their prefactors in the second Symanzik polynomials are sums of monomials with positive coefficients.

2.4 Expansions around asymptotic limits

In Section 4, we will describe the method of differential equations for Feynman integrals. To fix the solution of a family of Feynman integrals from differential equations, it is important to find boundary conditions at a suitable point or limit. In the following section we briefly review the method of expansion by regions (see e.g. Refs. [34–37]), which may be used to find boundary conditions in asymptotic limits.

Generally, we would like to compute boundary conditions in simple points, where Feynman integrals simplify. If one looks naively at the second Symanzik polynomial, it seems that the simplest choice

\footnote{Not to be confused with the identically named concept of analytic regularization in the method of expansion by regions, where the propagator exponents are used as additional regulators.}
of boundary point should be one where most of the kinematic invariants and internal masses vanish. In such a point, the second Symanzik polynomial will simplify, and the Feynman parametrization may then often be integrated in closed form in $\epsilon$ in terms of simple functions, such as ratios of gamma functions. However, typically a Feynman integral develops divergences as we approach such a point, and we would not obtain the correct asymptotic limit by simply plugging it into the integrand. To illustrate this with a simple example, let us consider the massive bubble, dimensionally regulated around $d = 2 - 2\epsilon$. We have:

$$\frac{e^{\gamma_E} \epsilon}{i\pi^{1-\epsilon}} \int d^d k_1 \frac{1}{(-k_1^2 + m^2)(-k_1 + p)^2 + m^2} = \frac{2 \log \left( \frac{-p^2 - \sqrt{4m^2 - p^2}}{-p^2 - \sqrt{4m^2 - p^2}} \right)}{-p^2 \sqrt{4m^2 - p^2}} + \mathcal{O}(\epsilon), \quad (12)$$

in the Euclidean region. Note that the factor $e^{\gamma_E} / i\pi^{1-\epsilon}$ was added by convention, where $\gamma_E$ is the Euler-Mascheroni constant. Next, let us consider the asymptotic zero-mass limit. In particular, we will let $m^2 = x$, and we take the limit $x \downarrow 0$. This yields the following expression at finite order in $\epsilon$:

$$-2 \left( \log \left( \frac{-p^2}{p^2} \right) - \log(x) \right) + \mathcal{O}(x)^{\frac{1}{2}}. \quad (13)$$

If we start directly from the massless bubble, we find instead:

$$e^{\gamma_E} (i\pi^{d/2})^{-1} \int d^d k_1 \frac{1}{(-k_1^2)(-k_1 + p)^2} = \frac{2 \log \left( \frac{-p^2}{p^2} \right)}{-p^2 \epsilon} + \mathcal{O}(\epsilon). \quad (14)$$

Thus, the kinematic singularity in the asymptotic limit in Eq. (13) shows up as a dimensionally regulated singularity in Eq. (14), and we can not use Eq. (14) to provide the boundary conditions for the massive bubble in the massless limit. The question is then how to obtain the asymptotic limit without first computing the integral for a generic configuration of $p^2$ and $m^2$, which defeats the purpose of choosing a simple boundary point.

One solution is to use the method of expansion by regions [34]. The method has a powerful formulation in the Feynman parametrization, which was developed in Refs. [38, 39]. Furthermore, Ref. [39] comes with a powerful Mathematica package asy, that implements the method.\footnote{Note that the latest version of asy.m is shipped together with the program FIESTA [5].} We briefly outline the method next, from a pragmatic viewpoint. Suppose we have a set of kinematic invariants and internal masses $S = \{s_1, \ldots, s_p\}$ for $p \geq 1$, and that we consider the asymptotic limit $s_i \rightarrow x^{\gamma_i} s_i$ for $i = 1, \ldots, p$, where $x$ is a line parameter parametrizing the limit, and where the exponents $\gamma_i$ are integers. The method of expansion by regions states that there is a set of regions $R_i = (r_{i1}, \ldots, r_{ik})$ for the given limit and Feynman integral, in which to rescale the Feynman parameters: in the region $R_i$, the Feynman parameters and their differentials should be rescaled in the manner $\alpha_j \rightarrow x^{\gamma_j} \alpha_j$, together with the rescaling $s_i \rightarrow x^{\gamma_i} s_i$ of the kinematic invariants and internal masses. To obtain the asymptotic limit, one should sum over the contributions from each region, expand in the line parameter $x$, and integrate.

Let us reconsider the example of the massive bubble. Its Feynman parametrization in $d = 2 - 2\epsilon$ is given by:

$$\frac{e^{\gamma_E} \Gamma(\epsilon + 1)}{i\pi^{1-\epsilon}} \int_{\Delta} d\alpha_1 d\alpha_2 (\alpha_1 + \alpha_2)^{2\epsilon} (\alpha_1^2 m^2 + \alpha_2^2 m^2 + 2\alpha_1 \alpha_2 m^2 - \alpha_1 \alpha_2 p^2)^{-1-\epsilon}, \quad (15)$$

where by $\Delta$ we denote the simplex $\Delta = \{\alpha_1 + \alpha_2 = 1, \alpha_1 \geq 0, \alpha_2 \geq 0\}$. Using the Mathematica package asy we obtain the regions

$$R_1 = \{0, 0\}, \quad R_2 = \{0, -1\}, \quad R_3 = \{0, 1\}. \quad (16)$$
in the asymptotic limit \( m^2 = \Delta \downarrow 0 \). Rescaling the Feynman parameters in each region, and summing over the result yields the expression:

\[
e^{\gamma E} \epsilon \Gamma(\epsilon) \int_{\Delta} d\alpha_1 d\alpha_2 \left( x^{-\epsilon} (x\alpha_1 + \alpha_2)^{2\epsilon} (x^2\alpha_1^2 - p^2\alpha_1\alpha_2 + 2x\alpha_1\alpha_2 + \alpha_2^2)^{-1-\epsilon} + (\alpha_1 + \alpha_2)^{2\epsilon} (x\alpha_1^2 - p^2\alpha_1\alpha_2 + 2x\alpha_1\alpha_2 + x\alpha_2^2)^{-1-\epsilon} + x^{-\epsilon} (\alpha_1 + x\alpha_2)^{2\epsilon} (\alpha_1^2 - p^2\alpha_1\alpha_2 + 2x\alpha_1\alpha_2 + x^2\alpha_2^2)^{-1-\epsilon} \right).
\] (17)

At leading order in \( x \) we obtain:

\[
e^{\gamma E} \epsilon \Gamma(\epsilon) \int_{\Delta} d\alpha_1 d\alpha_2 \left( x^{-\epsilon} \alpha_2^{-1+\epsilon} (-p^2\alpha_1 + m^2\alpha_2)^{-1-\epsilon} + \alpha_1^{-1}\alpha_2^{-1+\epsilon} (\alpha_1 + \alpha_2)^{2\epsilon} (-p^2)^{-1-\epsilon} + x^{-\epsilon} \alpha_1^{-1}(\alpha_1 m^2 - \alpha_2 p^2)^{-\epsilon-1} \right).
\] (18)

After integrating the result, we find:

\[
\frac{\Gamma(\epsilon)}{p^2} \left( \epsilon \frac{(-p^2)^{-\epsilon} \Gamma(-\epsilon)^2}{\Gamma(-2\epsilon)} - 2x^{-\epsilon} \right) = -\frac{2 (\log (-p^2) - \log (x))}{p^2} + \mathcal{O}(\epsilon),
\] (19)

which agrees with Eq. (13). In Section 6, we will use the method of expansion by regions to obtain boundary terms for the banana graphs.

### 3 The differential equations method

In the following section we review the method of differential equations for Feynman integrals.

#### 3.1 Basic definitions

An important property of Feynman integrals is that they can be realized as solutions to linear systems of ordinary differential equations with respect to the kinematic invariants and internal masses \([40–42]\). The traditional way to see this, is to take a basis of master integrals of a given family and to note that their derivatives can be expressed as combinations of Feynman integrals in the same family with different propagator exponents. These integrals may be IBP-reduced back to the original set of master integrals, which allows one to write the derivatives for the master integrals in terms of a closed-form linear system of differential equations. In the following we review a few basic properties of these differential equations.

Let us consider a family of Feynman integrals with \( m \) master integrals, packaged into a vector \( \vec{f} = (f_1, \ldots, f_m) \). Suppose that the Feynman integrals depend on a set of kinematic invariants and internal masses that we denote by \( S \), which consist of squares of sums of external momenta, and of squares of internal masses. We may write the associated system of differential equations in the following form:

\[
d\vec{f} = \left( \sum_{s \in S} A_s \, ds \right) \vec{f},
\] (20)

where we will refer to the matrices \( A_s \) as partial derivative matrices. From the vanishing of the total differential \( d^2 = 0 \), we have the integrability condition:

\[
\partial_{s_1} A_{s_2} - \partial_{s_2} A_{s_1} + [A_{s_1}, A_{s_2}] = 0 \quad \text{for all } s_1, s_2 \in S.
\] (21)
If we have \( d\tilde{A} = \sum_{s \in S} A_s ds \), then we may also write the above equation as:

\[
d\tilde{A} = \tilde{A} \wedge \tilde{A}.
\]  

(22)

Another property of the differential equations is the scaling relation. Starting from Eq. (2), taking a derivative with respect to \( \lambda \), and putting \( \lambda = 1 \) yields:

\[
\sum_{s \in S} s \partial_s I_{a_1, \ldots, a_{n+m}} = -\frac{\gamma}{2} I_{a_1, \ldots, a_{n+m}},
\]

(23)

where \( S \) is the set of kinematic invariants and internal masses. This in turn leads to:

\[
\sum_{s \in S} s A_s = \Gamma,
\]

(24)

where \( \Gamma \) is the diagonal matrix with entries \( -\gamma_j/2 \), where \( \gamma_j \) denotes the mass dimension of the \( j \)-th basis integral. It is often a good idea to verify that the integrability condition and the scaling relation are satisfied as a cross-check that the differential equations were derived correctly.

### 3.2 Canonical basis

The differential equations may be considerably simplified when a so-called canonical choice of basis is made, a concept that was introduced in Ref. [43]. Let us first consider a generic change of basis, \( \vec{B} = \tilde{T}^{-1} \vec{f} \), where \( \tilde{T} \) is some matrix that may depend on the kinematic invariants, on the internal masses, and on \( \epsilon \). The partial derivative with respect to a variable \( s \) then takes the form:

\[
\frac{\partial}{\partial s} \vec{B} = \left[ (\partial_s \tilde{T}^{-1}) \tilde{T}^{-1} \vec{A}_s \right] \vec{B}.
\]

(25)

It was observed in Ref. [43] that if \( \tilde{T} \) is chosen such that

\[
(\partial_s \tilde{T}^{-1}) \tilde{T}^{-1} \vec{A}_s = \epsilon \tilde{A}_s,
\]

(26)

for all kinematic invariants and internal masses \( s \in S \), and where \( \tilde{A}_s \) is independent of \( \epsilon \), the differential equations are simplified considerably. It was furthermore conjectured in Ref. [43] that there is always such a choice of matrix \( \tilde{T} \).

For integrals that are expressible in terms of multiple polylogarithms, the canonical basis may be written in the form:

\[
d\tilde{B} = \epsilon d\tilde{A} \tilde{B}, \quad \tilde{A} = \sum_{l \in A} \tilde{A}_l \log(l),
\]

(27)

where \( \tilde{A}_l \) are matrices of rational numbers, and where \( A \) is a set of functions of the kinematic invariants and internal masses, called the alphabet, whose elements are called letters. Note that in the mathematics literature, the alphabet usually denotes instead the set of differential one-forms \( d\log(l) \).

The general solution to Eq. (27) may be written in terms of a path-ordered exponential:

\[
\tilde{B} = \mathcal{P} \exp \left( \int_{\gamma} \epsilon d\tilde{A} \right) \tilde{B}(\gamma(0)),
\]

(28)

where \( \gamma : [0, 1] \rightarrow C^{\#S} \) is a path in the phase-space of the kinematic invariants and internal masses \( S \), and where \( \#S \) denotes the number of kinematic invariants and masses. Expanded in terms of iterated integrals, the path-ordered exponential is equal to:

\[
\tilde{B} = \tilde{B}^{(0)}(\gamma(0)) + \sum_{k \geq 1} \epsilon^k \sum_{j=1} \int_0^1 \gamma^*(d\tilde{A})(t_1) \int_0^{t_1} \gamma^*(d\tilde{A})(t_2) \cdots \int_0^{t_{j-1}} \gamma^*(d\tilde{A})(t_j) \tilde{B}^{(k-j)}(\gamma(0))
\]

(29)
To obtain a matrix $T$ that solves Eq. (26), it is useful to first find a precanonical basis, in which the differential equations are given by:

$$\frac{\partial}{\partial s} \vec{f} = \left( A_s^{(0)} + \epsilon A_s^{(1)} \right) \vec{f},$$

(30)

for all kinematic invariants and internal masses $s$, and where the matrices $A_s^{(0)}$ and $A_s^{(1)}$ do not depend on $\epsilon$. Such a precanonical basis may often be found by performing a change of basis where the prefactors depend on $\epsilon$ but not on the kinematic invariants and internal masses. If we start from a precanonical basis, Eq. (26) is solved by a matrix $T$ that is independent of $\epsilon$, and which satisfies:

$$\partial_s T = A_s^{(0)} T.$$

(31)

Hence, $T$ is an invertible matrix that satisfies the precanonical differential equations at leading order.

4 Series expansion methods

In this section, we will outline how to find series solutions for Feynman integrals starting from their systems of differential equations. The core ideas are based on the integration strategy of Ref. [1], which was further studied and applied in Refs. [25, 26] in the context of Higgs plus jet integrals. The strategy has also been applied recently to the computation of two-loop non-planar five-point functions in Ref [27]. Series expansions methods have also been explored in many other literature, such as in Refs. [44–56], usually for the computation of single-scale integrals, or for the computation of multi-scale integrals in special kinematic limits.

In the series solution method, one considers multiple one-dimensional series expansions along a set of connected line segments, which start from a given boundary point and end up at the desired point in phase-space. It is necessary to consider multiple expansions, because the series expansions on each line segment only converge within a certain radius. Branch points and singularities may be crossed by centering a line segment at the branch point or singularity. The series solutions to the differential equations may then contain square roots and logarithms. The analytic continuation of these functions can be performed by assigning $\pm i \delta$ to the line parameter, in accordance with the Feynman prescription.

We provide a few improvements here compared to Refs. [1, 25, 26]. In Section 4.2 we discuss how to derive the integration order directly from the differential equations. In Section 4.3 we discuss a simple way to find all homogeneous solutions using the Frobenius method and the method of reduction of order. In Section 4.4 we develop an optimized strategy for finding the general solutions of coupled Feynman integrals. Lastly, we slightly improve the integration strategy of Ref. [26] in Section 4.8.2, by deriving explicit formulas for the center points of neighbouring line segments.

4.1 Differential equations order-by-order in $\epsilon$

Suppose that we have a line segment described by the path $\gamma(x)$, where $x$ is the line parameter. We may then write:

$$\partial_x \vec{f}(x, \epsilon) = A_x(x, \epsilon) \vec{f}(x, \epsilon), \quad A_x = \sum_{s \in S} A_s(\gamma(x)) \frac{\partial s(\gamma(x))}{\partial x}.$$ 

(32)
Let us expand the partial derivative matrix in terms of the dimensional regulator:

\[ A_x(x, \epsilon) = \sum_{k=0}^{\infty} A_x^{(k)}(x) \epsilon^k. \]  

(33)

We allow for the expansion to sum up to infinity in order to account for terms of the type \( 1/(a + b \epsilon) \), but we will assume that there are no poles of the form \( 1/\epsilon^k \) for \( k \geq 1 \). Poles in \( \epsilon \) may be removed by rescaling the basis integrals with overall powers of \( \epsilon \). In general, it is also better to rescale the basis integrals by \( \epsilon \)-dependent factors that remove any terms of the form \( 1/(a + b \epsilon) \), so that for some positive integer \( K \), it holds that \( A_x^{(k)} = 0 \) for all \( k > K \). This will speed up the computation of the series expansions of the master integrals at higher orders in \( \epsilon \). We will assume the basis integrals are finite, which can be achieved by normalizing them with an overall power of \( \epsilon \), and we will write their expansion in \( \epsilon \) as:

\[ \tilde{f}(x, \epsilon) = \sum_{k=0}^{\infty} \tilde{f}^{(k)}(x) \epsilon^k. \]  

(34)

For brevity, we will drop the dependence on \( x \) in the notation in the following. Plugging Eqns. (33) and (34) into Eq. (32), and collecting terms order-by-order in \( \epsilon \), we obtain:

\[ \partial_x \tilde{f}^{(k)} = A_x^{(0)} \tilde{f}^{(k)} + \sum_{j=0}^{k-1} A_x^{(k-j)} f^{(j)}. \]  

(35)

It is clear that the matrix \( A_x^{(0)} \) plays a special role, as it multiplies the homogeneous component of the differential equations. Note that for a canonical basis \( A_x^{(0)} = 0 \).

In the following sections, we will solve Eq. (35) by considering sets of coupled integrals. For example, let \( \{ f_{\sigma_1}, \ldots, f_{\sigma_p} \} \) be a set of coupled integrals, where \( \Sigma = \{ \sigma_1, \ldots, \sigma_p \} \) labels a subset of the master integrals. For convenience we will introduce the notation \( f_{\sigma_1} \rightarrow g_1, f_{\sigma_2} \rightarrow g_2, \) and so on, and let \( \vec{g} = (g_1, \ldots, g_p) \). We are then interested in the differential equations

\[ \partial_x \vec{g}^{(k)} = M \vec{g}^{(k)} + \vec{b}^{(k)}, \]  

(36)

where we have explicitly that:

\[ M_{ij} = (A_x^{(0)})_{\sigma_i, \sigma_j}, \quad \vec{b}^{(k)}_i = \sum_{j \in \Sigma} \left[ (A_x^{(0)})_{\sigma_i, \sigma_j} \vec{f}^{(k)}_j + \sum_{l=0}^{k-1} (A_x^{(k-l)})_{\sigma_i, \sigma_j} \vec{f}^{(l)}_j \right]. \]  

(37)

In the following sections we will discuss in detail how to solve Eq. (36) as a series expansion around the origin. As a final remark, we will assume that the matrix \( M \) does not contain functions other than rational functions and square roots of irreducible polynomials. This also means that the basis of master integrals that we choose should not contain prefactors other than rational functions and square roots.

### 4.2 Deriving the integration sequence

The first task in solving the differential equations is to determine the integration order. We know that for any given integral, its subtopologies should be integrated first. Furthermore, if there are multiple master integrals in a given sector, these integrals may be coupled together and should be solved simultaneously. Based on this knowledge, we seek to find a simple way to read off the integration order directly from the partial derivative matrices. Luckily, this can be done using basic graph theory.
First we define a new matrix $C$, which is of the same size as $A^{(0)}_x$ (i.e. $k \times k$ where $k$ is the number of master integrals), and which will be interpreted as the adjacency matrix of a directed graph $G$. We define $C$ such that its elements $C_{ij}$ are equal to one if $(A^{(0)}_x)_{ji}$ is nonzero, and zero otherwise. That way, the vertices of the directed graph $G$ are the basis integrals, and $G$ has an edge $j \rightarrow i$ for all nonzero $(A^{(0)}_x)_{ij}$. Next, consider the strongly connected components of $G$. Each strongly connected component is a set of vertices for which there is a directed path between every pair of vertices. Note that every vertex is connected to itself by the trivial path. The strongly connected components represent integrals that are coupled and which have to be solved simultaneously. Lastly, consider the condensation $\tilde{G}$ of the graph $G$. This is the graph whose vertices are the strongly connected components of $G$, and which has an edge between components $c_1$ and $c_2$ if there is at least one directed edge in $G$ between a vertex of $c_1$ and a vertex of $c_2$.

The integration order is then given by topologically sorting the vertices of $\tilde{G}$, meaning that a vertex $c_i$ comes before $c_j$ if there is a directed path from $c_i$ to $c_j$. For example, suppose we have three master integrals, and find the set $\{\{3\}, \{1, 2\}\}$ after sorting. This indicates that we should first integrate the third integral, and then integrate together the coupled integrals one and two. Lastly, we remark that we should re-derive the integration order for each line. This is because sometimes integrals are coupled when transported along certain directions, but not along others. Luckily, deriving the integration order is very fast using the above approach.

### 4.3 Homogeneous solutions and the Frobenius method

In the following section we discuss how to solve the homogeneous component of the differential equations of a set of coupled integrals as a series expansion around the origin of the line segment. We adopt the notation of Eq. (36), but we will drop the superscripts, since the homogeneous differential equations are the same at each order in $\epsilon$. Thus, we are interested in solving differential equations of the form:

$$\partial x \vec{g} = M \vec{g}, \quad (38)$$

for a vector of integrals $\vec{g} = (g_1, \ldots, g_p)$. For simplicity, we will use the notation $\partial = \partial x$. Furthermore, we will let $g^{(j)} = \partial^j \vec{g}$. Note that the superscript now does not refer to the order in $\epsilon$, which was the case in Section 4.1. We define a set of matrices $M^{(j)}$ by:

$$g^{(j)} = M^{(j)} \vec{g}. \quad (39)$$

We can obtain these matrices by the recursion relation:

$$M^{(0)} = 1, \quad M^{(j+1)} = \partial M^{(j)} + M^{(j)} M^{(1)} \quad \text{for all } j \geq 1. \quad (40)$$

Since we are interested in finding series solutions, we expand $M$ around the point $x = 0$ up to a given order, and we compute $M^{(j)}$ in terms of series expansions as well. Note that upon series expanding square roots, we have to take care that we choose the correct analytic branch of the square root. This is discussed in more detail in Section 4.6.

Next, consider the $(p \times p)$-matrix $\tilde{M}$ whose rows are given by the top rows of the matrices $M^{(j)}$. In particular, we have: $M_{ij} = M^{(j-1)}_{ij}$. Furthermore, consider the vector $\vec{g}^\partial = (g_1, \partial g_1, \ldots, \partial^{p-1} g_1)$. Then it holds that:

$$\vec{g}^\partial = \tilde{M} \vec{g}. \quad (41)$$

If $\tilde{M}$ is invertible, we may write:

$$\vec{g} = \tilde{M}^{-1} \vec{g}^\partial. \quad (42)$$
For generic configurations of the kinematic invariants and internal masses, $\tilde{M}$ is invertible. If the master integrals are instead integrated along line segments that lie on degenerate configurations of the kinematic invariants and internal masses, it may happen that there are relations between the master integrals along the line. In such cases, $M$ might not be invertible. We will discuss a solution strategy for the case where $\tilde{M}$ is singular at the end of this section, and we assume for now that $\tilde{M}$ is invertible. Note that one way of avoiding the situation is to use a set of differential equations where the additional relations between the master integrals have been plugged in explicitly.

We are interested in finding and solving a $p$-th order differential equation for $g_1$. In particular, we seek a vector $\vec{c} = (c_0, \ldots, c_p)$, such that:

$$
\sum_{j=0}^{p} c_j g_1^{(j)} = 0. 
$$

(43)

Note that the elements of $\vec{c}$ depend on $x$. Consider the $((p + 1) \times p)$-matrix $\tilde{M}_{++}$, which is again defined by $(\tilde{M}_{++})_{ij} = M_{ij}^{(i-1)}$. There is a unique vector $c^\top$ in the left null-space of $\tilde{M}_{++}$, up to normalization, since we assumed that $\tilde{M}$ is invertible. Next, define the vector $\vec{g}_+ = (g_1, \partial g_1, \ldots, \partial^p g_1)$. We then obtain the desired differential equation in the following way:

$$
c^\top \vec{g}_+ = c^\top \tilde{M}_{++} \vec{g} = 0
$$

(44)

We will normalize $c^\top$ such that $c_k = 1$, i.e. the coefficient of the highest derivative is set to one. Next, we will discuss how to solve Eq. (43) using a simple formulation of the Frobenius method.

The Frobenius method is a general method for solving a homogeneous ordinary differential equation around a regular point $x = 0$, in terms of series expansions. The main idea relies on taking an ansatz for the solution in terms of a series of the form:

$$
g_1(x) = x^r s(x), \quad s(x) = \sum_{m=0}^{\infty} s_m x^m
$$

(45)

for some rational number $r$. We may series expand the coefficients of the differential equations, plug Eq. (45) into Eq. (43), and collect terms based on powers of $x$. We then obtain a set of equations for the coefficients $s_m$. At leading order in $x$, the equation is a non-trivial polynomial equation for $r$, which is called the indicial equation. The indicial equation will in general have multiple solutions. It turns out that if we take the largest solution for $r$, we may (recursively) solve for all $s_m$ with $m \geq 1$, by considering the equations defined by the remaining orders of $x$. The value of $s_0$ is a free parameter, and we may put it to one. The reason for picking the largest root of the indicial equation is to ensure that the recursion for $s_m$ does not break down. This can be seen if one works out the recursion symbolically, but we will not do that here (see e.g. Ref. [57] for a more detailed review of the Frobenius method.)

Thus, the Frobenius method yields at least one series solution to the differential equations. Next, we discuss how to find the $p-1$ remaining independent series solutions, using the well-known method of reduction of order. Let $D = \sum_{j=0}^{p} c_j \partial^j$ be the differential operator associated with Eq. (43), and assume that $h$ is the solution from the Frobenius method, which satisfies $Dh = 0$. Next, consider a multiplicative ansatz of the form $h \mu$, where $\mu = \int \nu$, which satisfies $D(h \mu) = 0$. We then have explicitly:

$$
0 = D(h \mu) = \sum_{j=0}^{p} c_j \partial^j (h \mu) = \sum_{j=0}^{p} \sum_{n=0}^{j} c_j \left( \begin{smallmatrix} j \\ n \end{smallmatrix} \right) (\partial^{j-n} h)(\partial^n \mu).
$$

(46)

Note that the coefficient of $\mu = \partial^j \mu$, in the above equation, is simply given by:

$$
\sum_{j=0}^{p} c_j \partial^p h = Dh = 0.
$$

(47)
Thus, Eq. (46) is a \( p \)-th order differential equation for \( \mu \) with no \( \partial^0 \mu \)-coefficient. Therefore, it defines a \( (p-1) \)-th order differential equation for \( \nu \). We may describe this equation by a new differential operator \( D' = \sum_{i=0}^{p-1} c_i \partial^i \), for which we may again find one solution using the Frobenius method. It is clear that we may take another multiplicative ansatz, and iterate until we obtain a trivial differential equation. A possible recursive implementation in Mathematica looks as follows:

\[
\text{FrobeniusSolutions[DEq_]} := \text{Block[\{}\{Sols = \{}\}, \text{DEq2}, \text{AppendTo[Sols, FrobeniusSolution[DEq]]};
\]

\[
\text{If[DEqnOrder[DEq] > 1,}
\]

\[
\text{DEq2 = Dprime[DEq, Sols[[\{-1\}]]];}
\]

\[
\text{Sols = Join[Sols, (Sols[[\{-1\}]] * Integrate[#, x]) & / @}
\]

\[
\text{FrobeniusSolutions[DEq2]];}
\]

\[
\text{Return[Sols]}]
\]

In the above example, the function \( \text{DEqnOrder[DEq]} \) represents a function that returns the order of the differential equation \( \text{DEq} \). The function \( \text{FrobeniusSolution[DEq]} \) represents a function that returns a solution to the differential equation from the series ansatz in Eq. (45), and lastly, the function \( \text{ReduceD[DEq, h]} \) represents a function that returns a lower order differential equation from the solution \( h \) given in the second argument. The series solutions which are obtained will contain terms of the type:

\[
\lambda^i \log(\lambda)^j,
\]

where \( i \) is a rational number, and \( j \) is a non-negative integer. Such terms may be integrated in terms of combinations of terms of the same form, by repeatedly using an integration-by-parts identity to reduce the power of the logarithm down to zero. Within DiffExp, the integration of terms of the form of Eq. (48) is implemented using a list of replacement rules, which is faster than using the Mathematica function \( \text{Integrate[...]} \), like in the above example.

We now have a way of obtaining \( p \) independent solutions, which we will denote by \( h_1, \ldots, h_p \) in the following. Next, consider the Wronskian matrix:

\[
W = \begin{vmatrix}
h_1 & \cdots & h_p \\
\partial h_1 & \cdots & \partial h_p \\
\vdots & \ddots & \vdots \\
\partial^{p-1} h_1 & \cdots & \partial^{p-1} h_p
\end{vmatrix}
\]

A matrix of solutions \( F \) to the homogeneous differential equation in Eq. (38) is found by putting the Wronskian at the place of \( \vec{g} \) in Eq. (42), which leads to:

\[
F = \tilde{M}^{-1} W, \quad \partial F = MF.
\]

We may multiply the columns of \( F \) by free parameters, and sum over them, to obtain a general vector solution to Eq. (38).

### 4.4 General solutions

In the previous subsection, we showed how to solve homogeneous differential equations of the form of Eq. (38). Next, we describe how to obtain the general solution to a system of differential equations of the type:

\[
\partial_x \vec{g} = M \vec{g} + \vec{b},
\]

where \( M \) is a square matrix, \( \vec{g} \) is a column vector of functions, and \( \vec{b} \) is a column vector of constants.
which will allow us to solve Eq. (36) in particular. First, consider the matrix:

\[ B = \frac{1}{p} (\vec{b}, \ldots, \vec{b}) , \]  

(52)

where \( \vec{b} = (b_1, \ldots, b_p) \) is a vector of size \( p \). Next, consider the matrix \( G = FH \), which satisfies:

\[ \partial G = MG + B , \]  

(53)

where \( F \) is given in Eq. (50), and where \( H \) will be determined next. We then have that:

\[ F \partial H = B \Rightarrow H = \int F^{-1} B + E , \]  

(54)

where \( E \) is any constant matrix. We let \( E \) be a diagonal matrix of the form \( E = \text{diag}(e_1, \ldots, e_p) \), where the constants \( e_j \) are to be fixed from boundary conditions. The general vector solution to Eq. (51) is then given by:

\[ \vec{g} = p \sum_{j=1}^{p} \vec{G}_k , \quad \vec{G}_k = F \left( \int F^{-1} B + E \right) , \]  

(55)

where \( \vec{G}_k \) denotes the \( k \)-th column of \( G \). In principle, this concludes the task of solving the differential equations. Let us discuss some optimizations to computing Eq. (55). Note that the definition of \( F \) relies on the inverse matrix \( \tilde{M}^{-1} \), while the definition of \( G \) also relies on the inverse matrix \( F^{-1} = W^{-1} \tilde{M} \). Since our matrix elements contain series expansions, it can be computationally expensive to compute these inverses when \( p \) is large. Let us first consider the inverse of \( \tilde{M} \). Note that the entries of \( \tilde{M} \) contain series expansions without logarithms, since there were no integrations involved in computing \( \tilde{M} \). This makes the computation of the inverse of \( \tilde{M} \) relatively straightforward. In the current version of DiffExp, the Mathematica function \( \text{Inverse}[] \) is used, with the option \texttt{Method} set to \texttt{DivisionFreeRowReduction}.

Next, let us consider the Wronskian matrix \( W \). Its entries contain series expansions which may contain logarithmic terms of the form \( \log(x) \), and we find in this case that Mathematica has trouble to explicitly compute the inverse matrix, or an associated linear system, for high orders of \( p \). We remedied this problem in a manner which we discuss next. First note that the Wronskian matrix satisfies a differential equation of the form:

\[ \partial W = NW , \quad N = \begin{pmatrix} 0 & 1 & 0 & \cdots & 0 & 0 \\ 0 & 0 & 1 & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 0 & 1 \\ -c_0 & -c_1 & -c_2 & \cdots & -c_{p-2} & -c_{p-1} \end{pmatrix} . \]  

(56)

Furthermore, we have:

\[ 0 = \partial(WW^{-1}) = (\partial W)W^{-1} + W\partial W^{-1} = N + W\partial W^{-1} . \]  

(57)

Therefore, we have:

\[ \partial(W^{-1})^\dagger = -N^\dagger(W^{-1})^\dagger . \]  

(58)

We may solve this differential equation for \( W^{-1} \) using the Frobenius method following the steps outlined in Section 4.3. After solving Eq. (58) this way, we obtain a matrix, let’s call it \( X^{-1} \), that is not quite the inverse of \( W \), but which satisfies the condition \( \partial(WX) = 1 \). Therefore, \( WX \) is a constant matrix, which we will call \( Z \). We may easily invert \( Z \), and we can then obtain the inverse of the Wronskian matrix as \( W^{-1} = XZ^{-1} \). We use this approach to calculate \( W^{-1} \) in DiffExp when
the Wronskian contains logarithms. Otherwise, we invert $W$ directly, which we find to be faster in that case.

Note that we only compute $\mathbf{F}$ and $\mathbf{F}^{-1}$ once for each set of coupled integrals on a given line segment. To find the solutions of the coupled integrals at a given order in $\epsilon$, we then compute the appropriate $\mathbf{B}$-matrix, and use Eq. (55). Lastly, we remark that the above integration strategy is essentially equivalent to the method of variation of parameters, which we discuss next in Section 4.5. However, we found (by considering a number of examples) that the above way of computing the solutions is a bit more efficient in practice.

### 4.5 Solution along degenerate lines

The integration strategy discussed in the previous section relies on the property that $\tilde{\mathbf{M}}$ is invertible, which is the case along generic contours where all master integrals are independent. We have also implemented a more direct version of the method of variation of parameters. We find (experimentally) that this method performs a bit slower than the one discussed in Section 4.4. However, we have found it more straightforward to generalize this method to the case where $\tilde{\mathbf{M}}$ is not invertible. We discuss the method next.

Consider the differential equations in Eq. (51), repeated here for clarity:

$$
\partial_x \vec{g} = \mathbf{M} \vec{g} + \vec{b}.
$$

(59)

Next, define an analogue of Eq. (39) by introducing vectors $\vec{b}^{(j)}$, so that:

$$
\vec{g}^{(j)} = \mathbf{M}^{(j)} \vec{g} + \vec{b}^{(j)}.
$$

(60)

We then have that:

$$
\vec{b}^{(0)} = 0,
\quad \vec{b}^{(j+1)} = \partial \vec{b}^{(j)} + \mathbf{M}^{(j)} \vec{b}
$$

for all $j \geq 1$.

(61)

Next, we seek to find a higher order differential equation for each integral in $\vec{g}$. Consider the set of $(p+1)\times p$-matrices $\tilde{\mathbf{M}}_{q,+}$, and vectors $\vec{b}_{q,+}$ of length $(p+1)$, for $q = 1, \ldots, p$, defined by:

$$
(\tilde{\mathbf{M}}_{q,+})_{ij} \equiv \mathbf{M}_{q,j}^{(i-1)},
\quad (\vec{b}_{q,+})_i \equiv \vec{b}_q^{(i-1)}.
$$

(62)

Furthermore, let $\vec{g}_{q,+} = (g_q, \partial g_q, \ldots, \partial^p g_q)$. Then we have:

$$
\vec{g}_{q,+} = \mathbf{M}_{q,+} \vec{g} + \vec{b}_{q,+}.
$$

(63)

Next, let $c_q^\top$ denote the vector (up to normalization) in the left null-space of $\mathbf{M}_{q,+}$ with the most trailing zeros (i.e. which gives the lowest order differential equation for integral $q$.) Then we obtain the following differential equations:

$$
c_q^\top \vec{g}_{q,+} = c_q^\top \mathbf{M}_{q,+} \vec{g} + c_q^\top \vec{b}_{q,+} = 0,
$$

for all $q = 1, \ldots, p$.

(64)

Let us consider the differential equation for the integral $g_q$. We will denote the order of the differential equation by $v_q$. We have:

$$
\sum_{j=0}^{v_q} c_{q,j} \partial^j g_q + \vec{b}_q = 0,
$$

(65)
where \( \bar{b}_q \equiv -c_q^{\top} b_{q,+} \). We choose the normalization \( c_{q,v} = 1 \). We may obtain the homogeneous solutions to Eq. (64) using the Frobenius method, as described in Section 4.3. Denote these by \( h_{q,1}, \ldots, h_{q,v_q} \). The method of variation of parameters tells us that the general solution to Eq. (65) can then be written as:

\[
g_q = \sum_{j=1}^{v_q} h_{q,j} \left( c_{q,j} + \int \frac{W_{(q,j)}}{W_q} \, dx \right),
\]

where the constants \( c_{q,j} \) are are to be determined from boundary conditions, where \( W_q \) is the Wronskian determinant of the homogeneous solutions \( h_{q,1}, \ldots, h_{q,v_q} \), and where \( W_{(q,j)} \) is the determinant of the Wronskian matrix with the \( j \)-th column replaced by the vector \( (0, \ldots, 0, \bar{b}_q) \).

Next, we distinguish two cases. If \( \bar{M} \) is invertible, we can simply compute Eq. (66) for a single integral, say \( q = 1 \), and then we may use Eq. (59) to find the solutions of the other basis integrals. In the case where \( \bar{M} \) is not invertible, we use Eq. (66) to compute all the coupled integrals. Because the integrals are related through Eq. (59), there are relations between the constants \( c_{q,j} \) for different \( q \). These are fixed by plugging the solutions of Eq. (66) into Eq. (59), and eliminating the redundant constants using standard linear algebra techniques.

Note that we only have to compute the matrix \( \bar{W}_q \) and the matrices \( M^{(j)} \) once for a given line segment. For each order in \( \epsilon \), we then compute the corresponding terms \( \bar{b}_q \) and determinants \( W_{(q,j)} \). The method of variation of parameters may be enabled in DiffExp by setting the option \texttt{IntegrationStrategy} to the value \texttt{"VOP"} in the configuration.

### 4.6 Analytic continuation

In the following section we discuss how to perform analytic continuation of the series solutions to the differential equations. We also discuss some specific details related to DiffExp.

If we solve the differential equations on a line segment that is centered on a threshold singularity, the series expansions may contain multivalued functions of the form \( \log(x) \) and \( \sqrt{x} \). Square roots may arise from a Frobenius ansatz of the form of Eq. (45), when the maximal root \( r \) of the indicial equation has denominator two. We are not aware of any Feynman integral family for which there are homogeneous solutions containing roots of degree higher than two. Square roots may also appear when the partial derivative matrices contain square roots. DiffExp is only able to analytically continue square roots and logarithms. Therefore, the user should give a set of differential equations that contains only rational functions and square roots.

We can specify the branch of the logarithms and square roots by adding an infinitesimally small imaginary part to the argument. For real \( x \), we have:

\[
\begin{align*}
\log(x + i\delta) &= \log(x), \\
\log(x - i\delta) &= \log(x) - 2\pi i \delta \theta_m, \\
\sqrt{x + i\delta} &= \sqrt{x}, \\
\sqrt{x - i\delta} &= (\theta_p - \theta_m)\sqrt{x},
\end{align*}
\]

where we let \( \theta_p = \theta(x) \) and \( \theta_m = \theta(-x) \) be Heaviside step functions. Within the Mathematica code, we don’t have to work with terms of the form \( i\delta, \theta_p \) and \( \theta_m \) explicitly, but we can instead implement the above relations using replacement rules. For example, if we know the line parameter carries a small negative imaginary part, we can evaluate the series expansions at negative values of the line parameter by applying the following rules before evaluating:

\[
\begin{align*}
\log(x) &\to \log(x) - 2\pi i, \\
\sqrt{x} &\to -\sqrt{x}.
\end{align*}
\]

Internally DiffExp only uses replacement rules, but results that are provided to the user from the function \texttt{IntegrateSystem[...]} carry explicit factors of \( \theta_p \) and \( \theta_m \).
If we seek to obtain results in a given physical region, the imaginary part of the line parameter should be in correspondence with the Feynman prescription. We discuss next how this is handled in DiffExp. First, note that the Feynman prescription does not always provide a unique choice of signs of the Mandelstam variables. We saw in Section 2.3 that every variable \( s(T_1, T_2) \) should carry a positive imaginary part, and that the masses should carry a negative imaginary part. However, the quantities \( s(T_1, T_2) \) evaluate to sums of Mandelstam variables, and are related by momentum conservation. Therefore, the Feynman prescription may be sometimes be ambiguous in terms of the Mandelstam variables.

Therefore, we have taken a more general approach to analytic continuation in DiffExp, where instead of assigning an imaginary part to each Mandelstam variable, the user provides a list of polynomials with an additional term \( \pm i\delta \), such that the zeros of the polynomials parametrize either physical threshold singularities or the vanishing locus of square roots, and such that the \( i\delta \)'s determines the choice of branch. This is done with the configuration option \texttt{DeltaPrescriptions}. For example, a user may put:

\[
\texttt{DeltaPrescriptions -> \{4msq-s-I\delta, 4*msq*(p4sq - s - t) + s*t + I\delta\}}
\]

to fix the \( i\delta \)-prescription for a threshold singularity at \( s = 4m^2 \), where \( s \) and \( -m^2 \) carry \( +i\delta \), and to tell DiffExp that the square root \( \sqrt{4m^2 (p_2^4 - s - t) + st} \) should be interpreted as:

\[
\sqrt{4m^2 (p_2^4 - s - t) + st + i\delta}.
\] (69)

To transfer the user-provided \( i\delta \)-prescriptions over to the line parameter \( x \), we plug the line into the polynomials provided by the user, expand the resulting expressions in \( x \), and take the leading terms in \( x \). The polynomials for which the leading term is constant are discarded, as the current line segment is not centered on their corresponding singular surface. For the remaining polynomials, we check whether the leading term is proportional to \( x \) (raised to power one.) If so, we can read off how to associate the \( i\delta \)-prescription with the line parameter. If the leading term is proportional to a different power of \( x \), we are unable to transfer the Feynman prescription, and we should pick a different line segment.

Let us work out a simple example. Consider the square root \( f(s) = \sqrt{4-s-i\delta} \). Its differential equation is given by:

\[
\partial_s f(s) = -\frac{1}{(4-s)}. \quad (70)
\]

Let us consider the line \( s = 4 - x \). We then have:

\[
\partial_x f(x) = \frac{1}{2x} f(x). \quad (71)
\]

Solving the above differential equation leads to the general solution \( f(x) = c_1 x^{1/2} \), where \( c_1 \) is to be fixed from boundary conditions. Furthermore, we have that \( 4 - s(x) - i\delta = x - i\delta \). Hence, we see that \( x \) carries the imaginary part \( -i\delta \). Next, we use Eq. (67) to update our general solution to the correct prescription, which gives:

\[
f(x) = c_1 \sqrt{x - i\delta} = c_1 (\theta_p - \theta_m) \sqrt{x}. \quad (72)
\]

Fixing \( c_1 \) at a boundary point gives \( c_1 = 1 \), which provides the correct answer.

We conclude this section with some additional remarks about the handling of square roots in the differential equations. Firstly, in the case where the square root lies on a physical threshold singularity, it is important that it is assigned the branch that agrees with the Feynman prescription. For example, if the basis contains a square root of the form \( \sqrt{4m^2 - s} \), and the Feynman prescription tells us that \( s \) carries a positive imaginary part, the corresponding square root should be interpreted
as $\sqrt{4m^2 - s - i\delta}$. The branch of the square roots which do not lie on a physical threshold singularity can be chosen freely. For those, it is most convenient to pick $+i\delta$, so that the square roots are given in the standard branch. All square roots for which the argument or $-1$ times the argument is not passed to the option DeltaPrescriptions by the user, will automatically be assigned the imaginary part $+i\delta$.

Another point is that we should only work with square roots that contain irreducible arguments (over the real numbers). If the arguments of the square roots are reducible the following problem could arise. Consider the square root $\sqrt{s(4-s)}$. We want to assign the square root some branch, let’s say $\sqrt{s(4-s)} \to \sqrt{s(4-s)} + i\delta$. Furthermore, suppose that the Feynman prescription dictates that $s$ carries a positive imaginary part. Along the line $s = x$, we can safely let $x \sim x + i\delta$, and this agrees with the choice of branch of $\sqrt{s(4-s)}$. However, along the line $s = 4 + x$, that would yield $\sqrt{s(x)(4-s(x))} = -x(4+x) \sim \sqrt{-x(4+x)} - i\delta$. Therefore, we can’t simultaneously satisfy the Feynman prescription and the fact that the square root is on the standard branch.

Lastly, note that upon series expanding the partial derivative matrices, we have to take care that the square roots are expanded in the correct branch. A simple way to do this is to take all square roots in the matrices which carry a $-i\delta$, and use the relation:

$$\sqrt{a(S)} - i\delta = -i\sqrt{-a(S)} + i\delta,$$

where $a(S)$ denotes an irreducible polynomial in the kinematic invariants and internal masses (which are denoted by the set $S$.) After using the above relation, we can use Mathematica’s function Series[...] with the option Assumptions $\to x > 0$, in order to obtain a series expansion that is valid for positive values of $x$. We can then evaluate the expansions at negative values of $x$, by using the replacement rules of Eq. (68) whenever $x$ carries negative imaginary part.

### 4.7 Precision and numerics

In the following subsection we discuss two ways that we may increase the precision of the series expansions along a given line segment. First, we give a few remarks on the convergence of the expansions and the growth of the series coefficients.

#### 4.7.1 Convergence radius and growth of series coefficients

Note that DiffExp is only designed to work with differential equations whose coefficients are composed of rational functions and square roots of rational functions. Suppose that we expand along a line parametrized by the line parameter $x$. The differential equations have singularities in the complex plane of $x$, at the positions of the poles of the rational functions, and the positions of the zeros of the arguments of the square roots. Let us denote these by the set $X_{\text{sing}} = \{x_1, \ldots, x_n\}$, and suppose that we are expanding around the origin $x = 0$. Then, the radius of convergence of the series expansions is given by $r = \min\{|x_i| \in X_{\text{sing}}\}$. Note that the Feynman integrals themselves typically possess a small subset of the singularities that are contained in the differential equations. Nonetheless, at intermediate stages of the calculations, our computations will be sensitive to the points in $X_{\text{sing}}$.

Within the DiffExp package, the coefficients of the series expansions are treated as inexact numbers which are valid up to the user-provided working precision. If $r$ is very small, we will typically find that the series coefficients of the expansions grow very fast. This is undesirable, as it may lead to loss of precision and/or numerical instabilities. For this reason, it is a good idea to rescale the line parameter in order to map the points in $X_{\text{sing}}$ away from the origin. In the upcoming sections, we will discuss two different segmentation strategies for the transportation of boundary conditions. In both strategies, the line segments which are returned are always chosen such that $r \geq 1$. In some
cases, the choice of \( r = 1 \) may still lead to numerical instabilities. We find this to be the case for the unequal mass three-loop banana graph family, which is solved in Section 6.2. Therefore, DiffExp contains the additional option \texttt{RadiusOfConvergence}, which is equal to one by default. For values different than one, the line parameter will be rescaled so that for each segment \( r \) is at least equal to the value of \texttt{RadiusOfConvergence}.

### 4.7.2 Improving the precision: Möbius transformations

One way to improve the precision along a given line segment is to act with a specific Möbius transformation on the line parameter, which repositions the nearest singularities so that they are at an equal distance from the origin [26].

Suppose that we are interested in expanding around the origin of the line parameter, which repositions the nearest singularities so that they are at an equal distance from the origin [26]. One way to improve the precision along a given line segment is to act with a specific Möbius transformation on the line parameter, which repositions the nearest singularities so that they are at an equal distance from the origin [26].

Assume for now that all \( x_j \in X_{\text{sing}} \) are real. We comment on the more general case later. Let \( x_L < 0 \) and \( x_R > 0 \) be the two points in \( X_{\text{sing}} \) that are closest to the origin. If there is no \( x_j \in X_{\text{sing}} \) such that \( x_j < 0 \), we let \( x_L = -\infty \). Similarly, if there is no \( x_j > 0 \) in \( X_{\text{sing}} \), then we let \( x_R = +\infty \).

Now, consider a new line parameter \( y \) defined by the Möbius transformation:

\[
x(y) = \frac{2yx'y'}{x_1 - x_2 + y(x_1 + y_2)} \tag{74}
\]

such that the points \( y = -1, 0, 1 \) correspond to \( x = x_L, 0, x_R \) respectively. When \( x_L = -\infty \), or \( x_R = \infty \), we can take a limit of the Möbius transformation. Let \( Y_{\text{sing}} = (y_1, \ldots, y_k)/\{0\} \) be the set of points such that \( x(y_j) = x_j \). We then have that \( |y_j| \geq 1 \) for all \( y_j \). Therefore, if we expand in the line parameter \( y \), the resulting expansions converge in the range \( y \in (-1,1) \), which corresponds to the range \((x_L, x_R)\) in the line parameter \( x \). Had we expanded instead in the line parameter \( x \), the expansions would have been valid in the smaller range \((−r, r)\), where \( r = \min(-x_L, x_R) \).

Let us illustrate this with a simple example. Consider the function:

\[
f(x) = \frac{1}{1+10x} - \frac{1}{1-x} \tag{75}
\]

which has poles at \( x = -1/10 \) and \( x = 1 \). We are interested in a series expansion at the point \( x = 0 \), which we denote by \( S(f)(x) \). The first five orders are given by:

\[
S_5(f)(x) = 9 - 101x + 999x^2 - 10001x^3 + 99999x^4 - 1000001x^5 + \mathcal{O}(x^6) \tag{76}
\]

It is clear that the series coefficients quickly grow in size, and that the radius of convergence of \( f(x) \) is equal to \( 1/10 \). Next, consider the line parameter \( y \) defined by:

\[
x(y) = \frac{2y}{9y - 11} \tag{77}
\]

We may plug \( x(y) \) into Eq. (75) or Eq. (76), and obtain:

\[
S_5(f)(y) = 9 - \frac{202y}{11} + 18y^2 - \frac{202y^3}{11} + 18y^4 - \frac{202y^5}{11} + \mathcal{O}(y^6) \tag{78}
\]

Notice that the series coefficients are now much better behaved. Furthermore, consider the point \( x = 1/4 \), which corresponds to \( y = 11/17 \). Evaluating the series expansions up to order 15 gives:

\[
S_{15}(f)(x) \approx -6.65 \cdot 10^6, \quad S_{15}(f)(y) \approx 1.51, \quad f(x = 1/4) = 32/21 \approx 1.52 \tag{79}
\]
Clearly, the series in $x$ does not converge, while the series in $y$ does. Therefore, whenever we are expanding at a line segment, it is beneficial to use a Möbius transformation to remap the singularities.

Lastly, we comment on the case where some of the $x_j \in X_{\text{sing}}$ are complex numbers. In that case, we may consider instead the set $X'_{\text{sing}}$ which contains all the points $\text{Re}(x_j)$ for $x_j \in X_{\text{sing}}$, and which contains the points $\pm \text{Im}(x_j)$ where $x_j$ is the closest point to the origin satisfying $\text{Re}(x_j) = 0$. We may then proceed as before, with $X_{\text{sing}}$ replaced by $X'_{\text{sing}}$, and consider the line parameter $y$ of Eq. (74). In the complex case, it is not guaranteed anymore that expanding in $y$ is better than expanding in $x$. For example, there may be complex singularities with large imaginary parts, but real parts close to the origin, and it might not be optimal to map their real part to $-1$ or $+1$. One solution would be to increase $x_L$ and $x_R$ dynamically until one of the singularities in the complex plane of $y$ lands inside the unit disc, and such that $x_R - x_L$ is as large as possible, but we leave this for a future version of DiffExp.

4.7.3 Improving the precision: Padé approximants

If a function $f(x)$ admits a Taylor series at $x = 0$, we may compute its Padé approximant of order $(n, m)$, which is a rational approximation to $f(x)$ of the form:

$$P_{n,m}(f)(x) = \frac{S_1(x)}{S_2(x)},$$

(80)

where $S_1(x)$ and $S_2(x)$ are polynomials of degrees $n$ and $m$ respectively. The Padé approximant is uniquely defined by the property that its Taylor expansion matches the Taylor expansion of $f(x)$ up to order $O(x^{n+m+1})$, and can be computed using standard algorithms. It is well-known in the field of applied mathematics that Padé approximants often yield a better approximation to a function than the Taylor series. (See e.g. Ref. [58] for a more general overview of Padé approximants and series acceleration methods.) Furthermore, the Padé approximant is computed directly from the Taylor series of $f(x)$.

The definition of the Padé approximant can be extended to cover functions $f(x)$ which admit a Laurent expansion at $x = 0$. In this case, we may multiply out the highest degree pole, compute a Padé approximant of the resulting Taylor series, and divide out the pole, to obtain a Padé approximant for $f(x)$. We can also extend the definition to power series with fractional powers. For example, suppose we have a series of the type:

$$\sum_{j=-p}^{k} f_j x^{j/r} + O(x^{(k+1)/r}),$$

(81)

for integers $k \geq -p$, and a positive integer $r \geq 1$. We may compute the Padé approximant of $\sum_{j=-p}^{k} f_j x^j$, and replace every power $x^j$ by $x^{j/k}$ afterwards. In this case the Padé approximant is not anymore the ratio of two polynomials, but of two power series with fractional powers. We will then let $P_{n,m}(f)(x)$ denote the Padé approximant where the powers of $x$ in the numerator are at most equal to $n$, and where the powers of $x$ in the denominator are at most equal to $m$. The Padé approximant is implemented in Mathematica, including for series with fractional powers, and can be called using the function PadéApproximant[f[x], {x, 0, {n, m}}].

Note that the series solutions obtained for Feynman integrals may also contain powers of logarithms. To deal with these, we decompose the series expansions as:

$$\sum_{i=0}^{q} \log(x)^i \sum_{j=-p}^{\infty} f_{ij} x^{j/r},$$

(82)
for a non-negative integer \( q \), an integer \( p \), and where \( r = 1 \) or \( r = 2 \). We then compute a Padé approximant for each power of the logarithm.

We may employ Padé approximants in our setup whenever we need to evaluate the series solutions of the Feynman integrals. For example, in order to compute boundary conditions for the next line segment, we compute the Padé approximant of each integral, and evaluate it at the next boundary point. Note that Padé approximants were also used in Ref. [26] to improve the numerical precision. Lastly, note that DiffExp always computes the diagonal Padé approximant. In particular, for a series of the form of Eq. (81), we let \( n = \lfloor \frac{k + p + 1}{2} \rfloor \) and \( m = \lfloor \frac{k + p + 1}{2} \rfloor \).

There are two possible caveats when using Padé approximants, which we discuss next. Firstly, note that the series solutions that are found by DiffExp have inexact numerical coefficients which are valid up to a certain number of digits. Typically, the accuracy of the coefficients of the Padé approximants is lower than the accuracy of the coefficients the original series. Therefore, when Padé approximants are enabled in DiffExp, the working precision should typically be increased too. The second caveat is that it can take some time to compute the Padé approximants of all the basis integrals, especially when the expansions contain half-integer powers and/or logarithms. Nonetheless, in the examples on which DiffExp was tested, we have almost always found Padé approximants to significantly decrease the computation time needed to obtain results at a given precision. However, to be safe, Padé approximants are disabled in DiffExp by default. They can be turned on by setting the option UsePade to True.

4.8 Line segmentation strategies

In the following section we describe two strategies for transporting boundary conditions along a line, based on subdividing the line into multiple segments. First, we consider a "dynamic" segmentation strategy, in which we keep the error of the series expansions of the differential equations within a certain bound. In practice, bounding the error of the expansions of the differential equations also bounds the error of the series solutions to the differential equations (although not necessarily to the exact same extend.) Secondly, we describe a variation of the first strategy, which we call the "predivision" segmentation strategy. In that strategy, we subdivide the line into multiple segments, with the requirement that the expansions on each line segment are only evaluated at a fixed fraction of the distance to the nearest singularity of the differential equations. Similar integration strategies were considered in Refs. [1,25–27]. Our implementation of the predivision strategy is closest to that of Ref. [26], where the strategy was considered with the use of Mobius transformations. Compared to that paper, we have slightly improved the matching of neighbouring line segments.

4.8.1 Dynamic segmentation strategy

Suppose we are transporting along a line \( \gamma(x) \), from a point \( x_{\text{start}} \) to a point \( x_{\text{end}} > x_{\text{start}} \). Let \( X_{\text{sing}} = (x_1, \ldots, x_k) \) denote the set of singularities of the differential equations in the complex plane of \( x \), and assume that \( x_{\text{end}} \notin X_{\text{sing}} \). Next, let

\[
x(y_{\tilde{x}}) = \tilde{x} + r_{\tilde{x}}y_{\tilde{x}}
\]  

(83)

define a line parameter \( y_{\tilde{x}} \), for each point \( \tilde{x} \), such that \( x(y_{\tilde{x}} = 0) = \tilde{x} \) and such that \( x(y_{\tilde{x}} = \pm 1) = \tilde{x} \pm r_{\tilde{x}} \). The variable \( r_{\tilde{x}} \) denotes the distance of \( \tilde{x} \) to the nearest point in \( X_{\text{sing}} \). By including this additional rescaling, the series expansions in \( y_{\tilde{x}} \) behave better numerically, as discussed in Section 4.7.1, and converge within the interval \((-1,1)\). Next, consider some small number \( \delta \), and define the interval

\[
I^\delta(y_{\tilde{x}}) = [-y_{\tilde{x}}^\delta, y_{\tilde{x}}^\delta],
\]

(84)
where $y_{z}^{\delta}$ is the maximum real number so that:

$$\left| A_{y_{z},ij}^{(k)} (y_{z}) - S_{n} (A_{y_{z},ij}^{(k)} (y_{z})) \right| < \delta, \quad \text{for all } i, j, k, \text{ and } -y_{z}^{\delta} < y_{z} < y_{z}^{\delta},$$

(85)

and where $S_{n} (A_{y_{z},ij}^{(k)})$ denotes the series expansion of $A_{y_{z},ij}^{(k)}$ in $y_{z}'$ up to order $O(y_{z}^{n+1})$, where $n$ is the order at which the expansions are performed. In fact, within DiffExp, we usually take $n$ in Eq. (85) to be a few orders smaller than the order at which we perform the expansions, to be safe. The matrices $A_{y_{z},ij}^{(k)}$ are the partial derivative matrices introduced in Eq. (33), with respect to the line parameter $y_{z}$. In practice, it is hard to compute $y_{z}^{\delta}$ exactly, and so we instead use the estimate:

$$y_{z}^{\delta, \text{est}} = \min \left\{ \left( \frac{\delta}{S(n) (A_{y_{z},ij}^{(k)})} \right)^{\frac{1}{k}}, \quad \text{for all } i, j, k \right\},$$

(86)

where $S(n) (A_{y_{z},ij}^{(k)})$ denotes the coefficient of the $n$-th power $y_{z}^{k}$ in the series expansion of $A_{y_{z},ij}^{(k)}$, and where we pick the real and positive $n$-th root. Lastly, let:

$$I^{\delta} (x_{s}) = [\bar{x}_{s}^{\delta,L}, \bar{x}_{s}^{\delta,R}],$$

(87)

where:

$$\bar{x}_{s}^{\delta,L} = x(y_{s} = -y_{z}^{\delta}) \quad \bar{x}_{s}^{\delta,R} = x(y_{s} = y_{z}^{\delta}),$$

(88)

be the interval $I^{\delta}(y_{z})$ expressed in the line parameter $x$. Note that to compute these intervals, we have to perform the expansions of the partial derivative matrices in $y_{z}$, which can be time-consuming. The first step in our integration algorithm is to compute $I^{\delta}(x_{i})$ for all real $x_{i} \in \mathbb{X}_{\text{sing}}$, such that $x_{\text{start}} \leq x_{i} < x_{\text{end}}$.

Next, suppose that we are given boundary conditions $\bar{f}(x_{bc})$ at the point $x_{bc}$, and that we are given the point $x_{xp}$ on which to center the current line segment. Then we perform the following steps:

1. Expand the differential equations in $y_{xp}$ and find the corresponding series solutions. Fix boundary conditions at the point $y_{xp,bc}$, where $x(y_{xp} = y_{xp,bc}) = x_{bc}$.

2. Determine $y_{z}^{\delta}$ and $x_{xp}^{\delta,R}$. If $x_{xp}^{\delta,R} > x_{\text{end}}$, evaluate the series solutions at $y_{xp,\text{end}}$, where $x(y_{xp} = y_{xp,\text{end}}) = x_{\text{end}}$, and return the result. Otherwise, let $x_{bc}' = x_{xp}^{\delta,R}$, and evaluate the series solutions at $y_{xp}'$, to obtain the next set of boundary conditions $\bar{f}(x_{bc}')$.

3. If $x_{bc}' \in I^{\delta}(x_{i})$ for some $x_{i} \in \mathbb{X}_{\text{sing}}$, then let $x_{xp}' = x_{i}$. Otherwise, let $x_{xp}' = x_{bc}'$.

By iterating the above steps, starting with $x_{xp} = x_{bc} = x_{\text{start}}$, we may reach the endpoint $x_{\text{end}}$. Note that we may let $x_{\text{start}} \in \mathbb{X}_{\text{sing}}$ if we give the set of boundary conditions $\bar{f}(x_{\text{start}})$ as an asymptotic limit in the line parameter $y_{xp}$.

Lastly, we discuss how we may incorporate Möbius transformations in the above setup, in the spirit of Section 4.7.2. In this case we have to be careful with the presence of complex singularities. We may deal with complex singularities by defining a new set of points $X_{\text{sing}}'$ which consists of particular projections of the singularities in $X_{\text{sing}}$ onto the real axis. In particular, for each $x_{i} \in \mathbb{X}_{\text{sing}}$, consider the set $X_{\text{proj}}(x_{i})$, such that:

- Re $(x_{i}) \in X_{\text{proj}}(x_{i})$,
- Re $(x_{i}) - \text{Im} (x_{i}) \in X_{\text{proj}}(x_{i})$ if $! (\exists x_{j} \in \mathbb{X}_{\text{sing}} | \text{Re} (x_{i}) - \text{Im} (x_{i}) < \text{Re} (x_{j}) < \text{Re} (x_{i}))$,
- Re $(x_{i}) + \text{Im} (x_{i}) \in X_{\text{proj}}(x_{i})$ if $! (\exists x_{j} \in \mathbb{X}_{\text{sing}} | \text{Re} (x_{i}) < \text{Re} (x_{j}) < \text{Re} (x_{i}) + \text{Im} (x_{j}))$.
Then we let $X'_{\text{sing}} = \cup_{i \in X_{\text{sing}}} X_{\text{proj}}(x_i) = \{x'_1, \ldots, x'_k\}$. Next, we choose line parameters of the following form:

$$x(y_{\bar{x}}) = \frac{y_{\bar{x}} (2\bar{x}_L \bar{x}_R - \bar{x}_L - \bar{x}_R) + \bar{x}_L - \bar{x}_R}{y_{\bar{x}} (\bar{x}_L + \bar{x}_R - 2\bar{x}) + \bar{x}_L - \bar{x}_R},$$

(89)

where $\bar{x}_L$ is the nearest point in $X'_{\text{sing}}$ that is on the left of $\bar{x}$, and similarly for $\bar{x}_R$. If there is no singularity on the left, we choose $\bar{x}_L = -\infty$, and if there is no singularity on the right, we choose $\bar{x}_R = +\infty$. We may now proceed with the same three integration steps as before, using the line parameters of Eq. (89), and replacing $X_{\text{sing}}$ by $X'_{\text{sing}}$ in the third step.

### 4.8.2 Predivision segmentation strategy

In this section, we describe an integration strategy that subdivides the contour into multiple segments, based on the requirement that the series solutions on each line segment are at most evaluated at a fixed fraction of the distance to the nearest singularity of the differential equations. We call this strategy the predivision strategy, because with this strategy all line segments may be obtained in advance (before doing any expansions.)

We will work with the set $X'_{\text{sing}}$ of projections of the singularities on the real line, defined at the end of Section 4.8.1. Next, we define the analogue of Eqns. (84) and (87) by:

$$I(y_{\bar{x}}) = [-1/k, 1/k], \quad I(\bar{x}) = [\bar{x}_L, \bar{x}_R],$$

(90)

such that

$$\bar{x}_L = x(y_{\bar{x}} = -1/k) \quad \bar{x}_R = x(y_{\bar{x}} = 1/k),$$

(91)

and where $k$ is some real number greater than one.

Next, suppose that we are given boundary conditions $\vec{f}(x_{bc})$ at $x_{bc}$, and the point $x_{xp}$ on which to center the current line segment. We perform the following three steps, which are very close to those in Section 4.8.1:

1. Expand the differential equations in $y_{x_{xp}}$ and find the corresponding series solutions. Fix boundary conditions at the point $y_{x_{xp},bc}$, where $x(y_{x_{xp}} = y_{x_{xp},bc}) = x_{bc}$.

2. If $x'_{xp} > x_{end}$, evaluate the series solutions at $y_{x_{xp},end}$, where $x(y_{x_{xp}} = y_{x_{xp},end}) = x_{end}$, and return the result. Otherwise, let $x'_{bc} = x'_{xp}$, and evaluate the series solutions at $y_{x_{xp}} = 1/k$, to obtain the next set of boundary conditions $\vec{f}(x'_{bc})$.

3. If $x'_{bc} \in I(x_i)$ for some $x_i \in X'_{\text{sing}}$, then let $x'_{xp} = x_i$. Otherwise, let $x'_{xp}$ be the point such that $x'_{xp}^L = x'_{bc}$.

The third step differs from the one in Section 4.8.1 in an important way. Instead of letting $x'_{xp} = x'_{bc}$, we define $x'_{xp}$ as the point for which $x'_{bc}$ lies on the left boundary of the interval $I(x'_{xp})$. This way, we are able to cover more distance with less line segments. In the dynamic strategy we are not able to solve this condition efficiently, as computing the interval $I^d(x'_{xp})$ requires expanding the differential equations at $x'_{xp}$. However, in the current scenario, we may algebraically solve the equation

$$x(y_{x_{xp}} = -1/k) = x'_{bc},$$

(92)

If we use straight line segments we have:

$$x'_{xp} = x_{bc} + \frac{8}{k}$$

(93)
where \( s \) is the distance of \( x_{\text{xp}}' \) to the nearest singularity, which is given by:

\[
s = \begin{cases} 
\frac{k(x_{\text{bc}}'-\tilde{x}_L)}{1+k} & \text{if } \tilde{x}_L < x_{\text{bc}}' < \frac{\tilde{x}_L(1+k)+\tilde{x}_R(k-1)}{2k} \\
\frac{k(-x_{\text{bc}}'+\tilde{x}_R)}{1+k} & \text{if } \frac{\tilde{x}_L(1+k)+\tilde{x}_R(k-1)}{2k} \leq x_{\text{bc}}' \leq \tilde{x}_R 
\end{cases}
\]

(94)

If we use the Mobius transformed line segments of Eq. (89), we have simply:

\[
x_{\text{xp}}' = \frac{2\tilde{x}_L\tilde{x}_R + x_{\text{bc}}'[(-1+k)\tilde{x}_L - (1+k)\tilde{x}_R]}{-2x_{\text{bc}}' + (1+k)\tilde{x}_L - (-1+k)\tilde{x}_R}.
\]

(95)

We can take limits of the above equation when \( \tilde{x}_L = -\infty \) or when \( \tilde{x}_R = +\infty \). We find that the predivision strategy typically needs less line segments than the dynamic integration strategy, in order to obtain results at a given precision. The predivision strategy is enabled in DiffExp by default, with the variable \( k \) set to 2, which is controlled by the configuration option \texttt{DivisionOrder}.

5 The DiffExp package

The DiffExp Mathematica package is the main contribution of this paper. The latest version can be downloaded from https://gitlab.com/hiddingm/diffexp. DiffExp can be loaded into Mathematica using the \texttt{Get[...]} command, i.e.:

\[
<< "DiffExp.m";
\]

Note that DiffExp has been designed and tested on Mathematica 12.1. We describe the functions implemented in DiffExp next.

5.1 Main functions

\texttt{LoadConfiguration[l\_List] / UpdateConfiguration[l\_List] / UpdateConfiguration[l\_Rule]}

First we should parse the configuration options to DiffExp. This is done using the commands \texttt{LoadConfiguration[...]} or \texttt{UpdateConfiguration[...]} . The commands take in a list of rules of configuration options and their values. The function \texttt{LoadConfiguration[...]} sets default values for options which are not included in the argument, while the function \texttt{UpdateConfiguration[...]} can be used to change individual configuration options. Most options have default values, as described in the table below. The only option that is mandatory is the option \texttt{MatrixDirectory}, which should be a path to a directory containing the partial derivative matrices. For many practical purposes, the option \texttt{DeltaPrescriptions}, which defines the \( \delta \)-prescriptions for the analytic continuation, is also mandatory. If it is not specified, it is still possible to transport boundary conditions within a region where no physical threshold singularities are crossed. The full list of options is described next.

| Option          | Description                                                                 | Default  |
|-----------------|-----------------------------------------------------------------------------|----------|
| DeltaPrescriptions | A list of polynomials in the kinematic invariants and internal masses, each of which should contain an explicit factor \( \pm i\delta \). The zeros of the polynomials should describe singularities such as physical threshold singularities, or branch points of square roots. | \{\}     |
| EpsilonOrder    | An integer specifying the highest order in the dimensional regulator \( \epsilon \) in which the integrals should be computed. | 4        |
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| Parameter          | Description                                                                                                                                                                                                 | Value |
|--------------------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|-------|
| LineParameter      | The line parameter used for parsing lines to Diff-Exp.                                                                                                                                                    | $x$   |
| MatrixDirectory    | The location of a directory on the file system which contains the partial derivative matrices $A_s^{(k)}$. The files should be named according to the convention: $ds_k.m$, where $s$ is the external scale, and $k$ is the order in $\epsilon$. A special file $d1.m$ may be provided for a canonical polylogarithmic family, which should contain a matrix whose entries are $Q$-linear combinations of logarithms (the alphabet letters.) |       |
| Variables          | The kinematic invariants and masses of the family of basis integrals. If no value is provided, DiffExp will attempt to load all files with the name $d*_m.m$ at the location specified by the option MatrixDirectory.                          | $\{\}$ |
| **Options related to precision and numerics** |                                                                xbc |       |
| AccuracyGoal       | The option AccuracyGoal can be used to control the precision of the results. This option is required when the dynamic segmentation strategy is used, and is optional for the predivision strategy. There are a few limitations, discussed below this table. |       |
| ChopPrecision      | Indicates the number of zeros after the decimal point after which terms should be set to 0 in intermediate computations.                                                                                   | 250   |
| DivisionOrder      | This option determines the inverse distance to the nearest singularity at which the line segments are evaluated, when the predivision strategy is used.                                                    | 3     |
| ExpansionOrder     | Specifies the maximum power of the line parameter that should be kept in intermediate series expansions. At intermediate steps the expansions might be multiplied by poles, and the final results may be provided at a lower expansion order. | 50    |
| RadiusOfConvergence| This option has the effect of rescaling the line parameter of each line segment, so that the minimal radius of convergence is given by its value. Higher values may help to combat fastly growing series coefficients. | 1     |
| SegmentationStrategy| This option determines which segmentation strategy is used. The possible values are "Dynamic" and "Predivision".                                                                                         | "Predivision" |
| IntegrationStrategy| Determines how the differential equations are solved. The value "Default" corresponds to the strategy of Section 4.4, and is the fastest. The value "VOP" corresponds to using variation of parameters, described in Section 4.5. This strategy is generally a bit slower for solving coupled integrals, but works along degenerate lines. | "Default" |
| UseMobius          | This option determines whether the line segments are obtained by linear transformations or by Möbius transformations.                                                                                 | False |
UsePade  Determines whether Padé approximants are used while transporting boundary conditions.  False

WorkingPrecision  The number of digits kept for any intermediate computation.  500

Other options

LogFile  Location of a log file on which to write all output of the current session.  -

Verbosity  Determines the level of printed output. The default level is 1 and the maximum level is 3. When running inside a Mathematica notebook, lower verbosity levels are generally recommended. For shell-scripts higher verbosity levels might be preferred.  1

We provide additional comments about some of the configuration options next.

**AccuracyGoal:** When `AccuracyGoal` is specified, DiffExp will aim to transport the boundary conditions at an absolute precision of $10^{-\delta}$, where $\delta$ is the value of `AccuracyGoal`. The option `AccuracyGoal` works by bounding the error of the expansions of the differential equations. For integrals that are not coupled, or coupled at low orders, it is typically the case that the solutions to the differential equations have the same error. For highly coupled sectors we did not always find this to be the case, and in the presence of such sectors setting the option `AccuracyGoal` might not have the desired effect. In this case, one may still increase or lower the value of `AccuracyGoal` to control the precision globally. By default, `AccuracyGoal` is turned off, and the precision can be controlled using the options `ExpansionOrder` and `DivisionOrder`.

If the option `SegmentationStrategy` is set to "Dynamic", the option `AccuracyGoal` determines how far the solutions are evaluated away from the origin. If the option `SegmentationStrategy` is set to "Predivision", DiffExp will dynamically increase or decrease the expansion order of each line segment, until the expansions of the differential equations are within the desired precision. This means that the differential equations are expanded multiple times, until the desired precision is reached. If the expansion of the differential equations bottlenecks the computation, then using the option `AccuracyGoal` with the predivision segmentation strategy is not recommended.

Lastly, note that `AccuracyGoal` does not take into account Pade approximants in determining the error. When `AccuracyGoal` is specified, and Pade approximants are enabled, the precision of the results are typically far higher than the given `AccuracyGoal`. In this case, setting a value for `AccuracyGoal` might still be useful for globally increasing or decreasing the precision.

**ChopPrecision, RadiusOfConvergence, and WorkingPrecision:** We provide a number of comments about these three options, which impact the numerical precision and stability of the calculations. Firstly, the option `WorkingPrecision` determines the number of digits at which inexact numbers are kept. The value of `WorkingPrecision` should typically be put significantly higher than the precision that is desired for the final results. This is because at intermediate stages there might for example be cancellations between large numbers. The value of `ChopPrecision` determines the number of zeros after the decimal point after which numbers are discarded. For families of integrals where the number of coupled integrals is low, such as a polylogarithmic family in a canonical basis, the value of `ChopPrecision` can be set a bit lower than the value of `WorkingPrecision`. For integral families where there are sectors with many coupled integrals, the value of `ChopPrecision` may need to be set significantly lower than the value of `WorkingPrecision`. One reason for this is that solving the coupled sectors involves calls to a number of Mathematica’s linear algebra routines, for which the option `ZeroTest` is
controlled by the value of ChopPrecision. If very small nonzero numbers remain present in
the matrices, the linear algebra routines may run into numerical instabilities. Note that by
default the values of ChopPrecision and WorkingPrecision are set fairly high, so that most
problems simply run out of the box. One can look at the example notebooks to see some other
typical configuration values.

Lastly, another option that may affect the numerical stability is RadiusOfConvergence. It has
the effect of rescaling all series coefficients in the manner \( c_k x^k \rightarrow c_k \left( \frac{x}{10} \right)^k \). This may be useful
when the expansions blow up at intermediate stages. By default the value of RadiusOfConver-
gence is set to one. In the three-loop unequal-mass banana graph family, we found it necessary
to set this option higher than one, in order to obtain stable numerical behaviour. For all other
examples we didn’t need to use this option. Note that the three-loop unequal-mass banana
graph family is somewhat of an edge case, since it involves a sector of eleven coupled integrals.
Also note that setting the value of RadiusOfConvergence too high may result in the expansion
coefficients becoming too small, and being incorrectly discarded, at intermediate stages of the
calculation.

DeltaPrescriptions: The option DeltaPrescriptions should be given a list of polynomials with
associated \( i\delta \)-prescriptions, such that the zero sets of the polynomials correspond to physical
threshold singularities, or the arguments of square roots in the basis choice. In order to find
results at any given point in phase-space, the list should contain all the physical threshold
singularities of the basis integrals. In practice, one only has to provide the physical threshold
singularities that need to be crossed. For example, if the boundary conditions are provided in the
Euclidean region, one would provide the necessary \( i\delta \)-prescriptions to analytically continue the
results to the physical region of interest. By default, DiffExp will recognize which square roots
appear in the differential equations, and assign them the \( +i\delta \) prescription (i.e. the standard
branch), unless otherwise specified.

There are two equivalent ways that the \( i\delta \)-prescriptions may be passed to DiffExp. The first
way involves adding explicit terms of the form \( \pm i\delta \) to the polynomials, while the second method
involved adding the signs of the \( i\delta \)-prescription as a separate argument. For example, we could
provide either of the following:

\[
\text{DeltaPrescriptions} \rightarrow \{-s+4-Ii\delta, t-4+Ii\delta\},
\text{DeltaPrescriptions} \rightarrow \{{-s+4,-1}, \{t-4,1\}},
\]

to define the prescriptions for threshold singularities at \( t = 4 \) and \( s = 4 \).

Lastly, we mention a potential pitfall regarding the analytic continuation. For each line seg-
ment, DiffExp checks whether there are multivalued functions in the expansions. If multivalued
functions are present, but DiffExp is not centered at one of the singular regions provided by
DeltaPrescriptions, the computation will be aborted and DiffExp will ask the user to provide
the relevant \( i\delta \)-prescription. One situation where this check fails, is if two singular regions in-
tersect at the origin of the line segment but the analytic continuation prescription is only given
for one of them. In this case, DiffExp will assume the \( i\delta \)-prescription of the singular region
that was provided to the option DeltaPrescriptions, which might not be the correct choice
for the other one.

MatrixDirectory: The partial derivative matrices that are provided to DiffExp may only contain
combinations of rational functions and square roots with irreducible polynomial arguments.
Other functions such as elliptic integrals, which show up for canonical bases of elliptic fami-
lies of Feynman integrals, are not supported. However, for such families one may provide a
precanonical basis instead. If a file \( ds_k.m \) is absent, for some epsilon order \( k \), it is assumed
that the corresponding matrix has all entries equal to zero. To speed up the expansions of
polylogarithmic sectors, a special matrix $d_{1.m}$ may be provided, whose entries should be linear combinations of logarithms. Note that if both $d_{1.m}$ and files of the form $ds_{1.m}$ are present in the folder, their contributions will be summed together.

**UseMobius:** Enabling Mobius transformations reduces the number of line segments needed to transport boundary conditions at a given precision. However, if we work on Mobius transformed line segments, the time needed for expanding the differential equations might increase considerably. When the differential equations are large, their expansion might be the main computational bottleneck, and in such cases enabling Mobius transformations can be detrimental to performance. For this reason, Mobius transformations are turned off by default.

**UsePade:** Enabling Padé approximants typically increases the precision of the solutions considerably. However, the use of Padé approximants can sometimes lead to numerical instabilities. This is typically the case when the options ChopPrecision and WorkingPrecision are set to values that are too low. Furthermore, finding the Padé approximants is somewhat costly too, and adds computation time to the algorithm. Typically, we still find that the use of Padé approximants significantly decrease the computation time needed to obtain results at a given precision, but to be safe, they are currently turned off by default.

**CurrentConfiguration[]**  
This function return a list with the current configuration options.

**PrepareBoundaryConditions[bc_list, line_list]**  
This function converts a set of boundary conditions into a form that is useable by the routines IntegrateSystem[...], TransportTo[...]. The first argument should contain the boundary conditions, while the second argument should contain a point or line specifying an asymptotic limit in phase-space, in which the boundary conditions are given. DiffExp recognizes whether the argument is a line or a point, by checking whether it depends on the line parameter.

The first argument should be a list of $n$ elements, which contain the boundary conditions of the integrals. The boundary conditions of an individual integral can be given in one of the following three forms:

1. A closed-form expression in $\epsilon$.
2. A list of coefficients for each order in $\epsilon$, where the first list element corresponds to order $\epsilon^0$.
3. The string "?", which instructs DiffExp to ignore boundary conditions for the integral. This option is useful for when dealing with coupled integrals in an asymptotic limit, where the boundary conditions for a subset of the integrals may fix the remaining ones.

If the second argument is a line, DiffExp assumes that the boundary conditions given in the first argument are valid at leading order in the limit where the line parameter $x$ approaches the origin from the positive direction. More specifically, if the leading order is given by $x^k$, where $k$ is an integer, then DiffExp will assume the boundary conditions are valid up to $O(x^{k+1/2})$. To override this behaviour, one may provide the boundary conditions as a list of terms, order-by-order in $\epsilon$, where each term itself is a series expansion in $x$ (using Mathematica’s SeriesData object, i.e. the default output of the Series[...] function.) DiffExp will then assume the results to be valid up to the order to which the series is provided.

If the boundary conditions contain multivalued functions, which is typical for asymptotic limits, they should be provided in such a way that the positive direction of the line across which the limit is taken points along the standard (Mathematica branch) of the multivalued function. For
example, suppose that the boundary conditions contain a term of the form \( \log(-s) \), and that the Feynman prescription dictates that \( s \) should carry a positive imaginary part. This situation will lead to incorrect results along the line \( \{ s \to x \} \), since DiffExp will convert the logarithm into the form

\[
\log(-s(x)) = i \pi + \log(x).
\] (96)

The correct way to pass the boundary term to DiffExp is therefore to change \( \log(-s) \) to \(-i \pi + \log(s)\) before calling \texttt{PrepareBoundaryConditions[...]}. Similar considerations apply when passing closed-form expressions like \(( -s )^\epsilon\).

Note that the output of \texttt{PrepareBoundaryConditions[...]} includes the point or line that was given in the second argument. That way, when feeding the result to \texttt{IntegrateSystem[...]} or \texttt{TransportTo[...]}, DiffExp knows where to fix the boundary conditions.

\texttt{IntegrateSystem[bc\_List, line\_List]}

The function \texttt{IntegrateSystem[...]} implements the integration of the differential equations along a single line segment. It is possible to omit the first argument, and \texttt{IntegrateSystem[...]} will then return the general solution to the differential equations at the given point. The free parameters will be labelled using the convention \( c_{i,j,k} \), where \( i \) corresponds to the \( \epsilon \)-order, \( j \) to the coupled block of integrals, and \( k \) labels the parameters.

When boundary conditions are provided, the first argument should be the output of the function \texttt{PrepareBoundaryConditions[...]}, or the output of the function \texttt{TransportTo[...].} If the boundary conditions were provided at a point, the point should lie on the line given as the second argument. If the boundary conditions were provided as an asymptotic limit, the line along which the boundary conditions were given should be parallel, oriented in the same direction, and centered at the line passed to \texttt{IntegrateSystem[...].} If the two lines satisfy these conditions, but were parametrized differently, DiffExp will automatically perform the change of parametrization in the boundary terms.

The output of \texttt{IntegrateSystem[...] is an \((n \times m)\)-matrix, where \( n \) is the number of basis integrals and where \( m \) is equal to the value of the option \texttt{EpsilonOrder} plus one. The first column represents the \( \epsilon^0 \)-coefficients of the integrals. If the expansions were centered at a branch point, the result may contain the Heaviside step functions \( \theta(x) \) and \( \theta(-x) \), which are labelled as \( \theta_p \) and \( \theta_m \) respectively.

\texttt{TransportTo[bc\_List, line\_List, to_:1, save_:False]}

The function \texttt{TransportTo[...]} is the most important function in DiffExp, as it performs the transportation of boundary conditions to arbitrary (real-valued) points in the phase-space of kinematic invariants and internal masses. The conditions on the arguments \texttt{bc\_} and \texttt{line\_} are the same as for the function \texttt{IntegrateSystem[...], in the case that line\_} depends on the line parameter \( x \). The results will then be transported to the endpoint \( \texttt{line} / \. \ x \to \texttt{to}. \) If the argument \texttt{line\_} is a point instead, DiffExp will consider the line "\( x*\texttt{line} + (1-x)*\texttt{start}\)", where \texttt{start} is the point at which the boundary conditions were prepared using \texttt{PrepareBoundaryConditions[...].}

The argument \texttt{save} determines whether the expansions along individual line segments should be saved and returned in the output. If it is set to true, the output of \texttt{TransportTo[...]} may be passed to the function \texttt{ToPiecewise[...], which combines the results of all line segments together into a single function, which is suitable for numerical evaluation, or for plotting purposes. If the argument \texttt{save} is set to false, the output of \texttt{TransportTo[...]} is a list consisting of the form \{\texttt{point, results, errors}\}. The first list element is the point in phase-space at which the results were evaluated. The second and third element of the list are both \((n \times m)\)-matrices, where \( n \) is the number of basis integrals and where \( m \) is equal to the value of the option \texttt{EpsilonOrder} plus one. If the argument \texttt{save} is set to true, the output of \texttt{TransportTo[...]} has instead the form \{\texttt{point,
results, errors}, segmentdata}, where segment data is a list which encodes the expansions obtained along individual line segments.

The error estimates are provided as a convenience to the user, but should probably not be relied upon for sensitive results. In that case, a better way to estimate the error, is to evaluate a point along two different contours, and to take the difference between the results. The error estimates are obtained in the following way. At each matching point between neighbouring line segments, and at the final evaluation point, we also evaluate the series solutions at an order that is reduced by a certain number $q > 0$. We then compute the difference between the evaluation of the lower order solutions and the original solutions, and take the absolute value. The number $q$ is currently determined by a simple heuristic. In particular, we found that it was useful to let $q$ be proportional to the maximum order at which integrals are coupled in the integral family, in order to get reliable estimates for highly coupled families. The error accumulated along each line segment is added to the total error estimate. Note that if the option UsePade is set to True, the evaluation of the lower order series solutions is also done using Padé approximants.

ToPiecewise[segmentdata_List, pade_:False] The function ToPiecewise[...] takes as input the output of TransportTo[...], given that the latter has been run with the argument save_ equal to true. The output of ToPiecewise[...] is an $(n \times m)$-matrix, where $n$ is the number of basis integrals and where $m$ is equal to the value of the option EpsilonOrder plus one. Each entry is a Piecewise mathematica object, which is a function of the line parameter of the line that was given to TransportTo[...]. The output of ToPiecewise[...] may be used for numerical evaluation of the results are arbitrary points along the line, or for plotting purposes.

The argument pade, determines whether the Piecewise objects are composed out of the Padé approximants of the solutions along the line segments, or out of the series solutions. If TransportTo[...] was called with the configuration option UsePade to false, there should not be a significant difference in precision by enabling Padé approximants here. Note that computing the Padé approximants might take some time, and if one is just interested in plotting results then it is usually not necessary to compute the Padé approximants. However, if the aim is to use the output of ToPiecewise for numerical evaluation, it is advised to set pade_ to true.

6 Examples

In the following section we consider two examples in detail, the equal-mass three-loop banana family, and its unequal mass generalization. The results in this section can be obtained by running the notebook Banana.nb in the Examples folder shipped with DiffExp. We discuss a few other examples at the end of this section.

6.1 Equal-mass three-loop banana family

The equal mass banana graph has the propagators:

$$
D_1 = -k_1^2 + m^2, \quad D_2 = -k_2^2 + m^2, \quad D_3 = -k_3^2 + m^2, \quad D_4 = -(k_1 + k_2 + k_3 + p_1)^2 + m^2.
$$

We will parametrize the kinematics by $t = p_1^2/m^2$. We work in the dimension $d = 2 - 2\epsilon$. We normalize out the mass dimension and define:

$$
I_{\text{banana}}^{a_1a_2a_3a_4} = \left(\frac{\epsilon^{\frac{d}{2}}}{i\pi^{d/2}}\right)^3 (m^2)^{-\frac{d}{2}(2-2\epsilon)} \left(\prod_{i=1}^{4} \int d^d k_i\right) D_1^{-a_1} D_2^{-a_2} D_3^{-a_3} D_4^{-a_4}.
$$

(98)
We choose the following basis of master integrals:

$$B_{\text{banana}}^{\text{banana}} = (\epsilon I_{2111}^{\text{banana}}, \epsilon(1 + 3\epsilon) I_{2111}^{\text{banana}}, \epsilon(1 + 3\epsilon)(1 + 4\epsilon) I_{1111}^{\text{banana}}, \epsilon^3 I_{1110}^{\text{banana}}),$$

for which the differential equations are in precanonical form. They are given by:

$$\partial_t B_{\text{banana}}^{\text{banana}} = \begin{pmatrix}
-\epsilon^2 e^{-16\epsilon} - 2\epsilon + 64\epsilon & 2(2t + 20)(2t + 1) & -6(2t + 1) & -2e^4 \\
(4e - 1) & 0 & -3\epsilon - 1 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix} B_{\text{banana}}^{\text{banana}}.$$

(100)

Note that the reductions were obtained using KIRA [4]. We seek to compute boundary conditions for which the differential equations are in precanonical form. They are given by:

$$I_{1110}^{\text{banana}} = \epsilon^3 \Gamma(\epsilon)^3.$$

(101)

We will compute boundary conditions for $I_{1111}^{\text{banana}}$ in the limit $t = -1/x$, with $x \downarrow 0$. We will occasionally refer to this as the infinite-momentum limit. The Feynman parametrization of $I_{1111}^{\text{banana}}$ is given by:

$$I_{1111}^{\text{banana}} = \frac{\epsilon^3 \Gamma(3\epsilon + 1)}{\Gamma(2\epsilon) \Gamma(3\epsilon)} x^{3\epsilon + 1} \int_\Delta \partial_1 a_1 \partial_2 a_2 \partial_3 a_3 \partial_4 (\alpha_1 \alpha_2 \alpha_3 + \alpha_1 \alpha_4 \alpha_3 + \alpha_2 \alpha_4 \gamma) + a_2 \alpha_2 \alpha_4 + (\alpha_2 \alpha_4 \gamma) + \alpha_2 \alpha_4 \gamma),$$

where by $\Delta$ we denote the simplex $\Delta = \{\alpha_1 + \alpha_2 + \alpha_3 + \alpha_4 = 1, \alpha_i \geq 0\}$. From asy, we obtain fifteen regions as $x \downarrow 0$:

$$R_1 = \{0, -1, -1, -1\}, \quad R_2 = \{0, -1, -1, 0\}, \quad R_3 = \{0, 0, 0, 0\},$$

$$R_4 = \{0, 0, 0, -1\}, \quad R_5 = \{0, 1, 1, 0\}, \quad R_6 = \{0, 0, 1, 0\},$$

$$R_7 = \{0, -1, 1, 0\}, \quad R_8 = \{0, 1, 0, 0\}, \quad R_9 = \{0, 0, 0, 1\},$$

$$R_{10} = \{0, 1, 1, 0\}, \quad R_{11} = \{0, 0, 1, 1\}, \quad R_{12} = \{0, 1, 0, 1\},$$

$$R_{13} = \{0, 0, -1, -1\}, \quad R_{14} = \{0, 1, 0, 1\}, \quad R_{15} = \{0, 0, -1, 0\}.$$

At leading order in $x$ and in each region $R_i$, the resulting parametric representation for $I_{1111}^{\text{banana}}$ may be integrated directly. The contributions of all regions are given by:

$$R_1 \sim \frac{\epsilon^3 \Gamma(\epsilon)^3}{\Gamma(2\epsilon) \Gamma(3\epsilon)}$$

$$R_2 \sim \frac{\epsilon^3 \Gamma(\epsilon)^3}{\Gamma(2\epsilon) \Gamma(3\epsilon)}$$

$$R_3 \sim \frac{\epsilon^3 \Gamma(\epsilon)^3}{\Gamma(2\epsilon) \Gamma(3\epsilon)}$$

$$R_4 \sim \frac{\epsilon^3 \Gamma(\epsilon)^3}{\Gamma(2\epsilon) \Gamma(3\epsilon)}$$

$$R_5 \sim \frac{\epsilon^3 \Gamma(\epsilon)^3}{\Gamma(2\epsilon) \Gamma(3\epsilon)}$$

$$R_6 \sim \frac{\epsilon^3 \Gamma(\epsilon)^3}{\Gamma(2\epsilon) \Gamma(3\epsilon)}$$

$$R_7 \sim \frac{\epsilon^3 \Gamma(\epsilon)^3}{\Gamma(2\epsilon) \Gamma(3\epsilon)}$$

$$R_8 \sim \frac{\epsilon^3 \Gamma(\epsilon)^3}{\Gamma(2\epsilon) \Gamma(3\epsilon)}$$

$$R_9 \sim \frac{\epsilon^3 \Gamma(\epsilon)^3}{\Gamma(2\epsilon) \Gamma(3\epsilon)}$$

$$R_{10} \sim \frac{\epsilon^3 \Gamma(\epsilon)^3}{\Gamma(2\epsilon) \Gamma(3\epsilon)}$$

$$R_{11} \sim \frac{\epsilon^3 \Gamma(\epsilon)^3}{\Gamma(2\epsilon) \Gamma(3\epsilon)}$$

$$R_{12} \sim \frac{\epsilon^3 \Gamma(\epsilon)^3}{\Gamma(2\epsilon) \Gamma(3\epsilon)}$$

$$R_{13} \sim \frac{\epsilon^3 \Gamma(\epsilon)^3}{\Gamma(2\epsilon) \Gamma(3\epsilon)}$$

$$R_{14} \sim \frac{\epsilon^3 \Gamma(\epsilon)^3}{\Gamma(2\epsilon) \Gamma(3\epsilon)}$$

$$R_{15} \sim \frac{\epsilon^3 \Gamma(\epsilon)^3}{\Gamma(2\epsilon) \Gamma(3\epsilon)}$$

(104)

Summing over all the regions, we obtain the final result:

$$I_{1111}^{\text{banana}} \sim 5 \frac{6\epsilon^3 \Gamma(\epsilon)^3}{\Gamma(2\epsilon) \Gamma(3\epsilon)} + 8 \frac{\epsilon^3 \Gamma(\epsilon)^3}{\Gamma(2\epsilon) \Gamma(3\epsilon)} + 3 \frac{\epsilon^3 \Gamma(\epsilon)^3}{\Gamma(4\epsilon) \Gamma(3\epsilon)},$$

(105)
Next, we use DiffExp to plot the banana graph in the region \( t = 0, \ldots, 32 \). First we consider the line \( t = -\frac{1}{x} \), and transport the boundary conditions from \( x = 0 \) to 1. Thereafter, we transport the result along the line \( t = x \), from \(-1\) to 32. The relevant commands are:

```math
BananaBoundaryConditions = {
  "\?", "\?",
  ϵ(1 + 3 ϵ) + (4E^-3EulerGamma) Γ[ϵ]^3/t +
  6E^-3EulerGamma ϵ (-1/t) + (1 + ϵ) Γ[-ϵ - 2 Γ[ϵ]^3]/
  Γ[-2 ϵ] + (8E^-3EulerGamma) ϵ (-1/t) + (1 + 2 ϵ)
  Γ[-2 ϵ] + (3E^-3EulerGamma) ϵ (-1/t) + (1 + 3 ϵ) Γ[-ϵ - 4 Γ[ϵ]^3]/Γ[-4 ϵ],
  E^-3EulerGamma ϵ^-3 Γ[ϵ]^3
} // PrepareBoundaryConditions[#, <|t -> -1/x|>] &;

Results1 = TransportTo[BananaBoundaryConditions, <|t -> -1|>];
Results2 = TransportTo[Results1, <|t -> x|>, 32, True];

ResultsFunction = ToPiecewise[Results2];

ReImPlot[{ResultComplete[[3, 4]][x], ResultComplete[[3, 5]][x]},
  {x, 1/2, 32}, MaxRecursion -> 15, WorkingPrecision -> 100]
```

We performed some additional processing of the plot, which gives the result in Fig. 6.1. Note that it took about 1 minute to reach the point \( p^2/m^2 = 32 \) from the limit \( p^2/m^2 = -\infty \), with an estimated error of \( 10^{-25} \), with the option `DivisionOrder` set to 3, and the option `ExpansionOrder` set to 50.

![Figure 1: Plot of the master integral \( B_3 \) in the region \( p^2/m^2 = 0\ldots 32 \). The solid lines are the real parts of the integrals, and the dotted lines the imaginary parts.](image)

### 6.2 Unequal-mass three-loop banana family

We consider the following definition for the unequal-mass banana graphs:

\[
I_{a_1a_2a_3a_4}^{\text{banana}} = \frac{e^{iπϵ}}{(π^2)^{3/2}} \left( \prod_{i=1}^{4} \int d^dk_i \right) D_1^{-a_1} D_2^{-a_2} D_3^{-a_3} D_4^{-a_4},
\]  

(106)
\[ D_1 = -k_1^2 + m_1^2, \quad D_2 = -k_2^2 + m_2^2, \quad D_3 = -k_3^2 + m_3^2, \quad D_4 = -(k_1 + k_2 + k_3 + p_1)^2 + m_4^2. \]  

We then choose the following basis of precanonical master integrals:

\[
\mathcal{B}_{\text{banana}} = \begin{cases} 
\epsilon I_{1122}^{\text{banana}}, & \epsilon I_{1212}^{\text{banana}}, & \epsilon I_{1221}^{\text{banana}}, & \epsilon I_{2112}^{\text{banana}}, & \epsilon I_{2121}^{\text{banana}}, & \epsilon I_{2211}^{\text{banana}}, \\
\epsilon (1 + 3\epsilon) I_{1121}^{\text{banana}}, & \epsilon (1 + 3\epsilon) I_{1211}^{\text{banana}}, & \epsilon (1 + 3\epsilon) I_{2121}^{\text{banana}}, & \epsilon (1 + 3\epsilon) I_{2111}^{\text{banana}}, & \epsilon (1 + 3\epsilon) I_{2211}^{\text{banana}}, & \epsilon (1 + 3\epsilon) I_{2221}^{\text{banana}}, \\
\epsilon^3 I_{0111}^{\text{banana}}, & \epsilon^3 I_{0111}^{\text{banana}}, & \epsilon^3 I_{1011}^{\text{banana}}, & \epsilon^3 I_{1101}^{\text{banana}}, & \epsilon^3 I_{1110}^{\text{banana}}, & \epsilon^3 I_{1111}^{\text{banana}}.
\end{cases}
\]  

We will label the basis integrals from left to right, and top to bottom, by \( B_1, \ldots, B_{15} \), and we denote their \( \epsilon \)-orders by a superscript. The corresponding differential equations are 8 megabytes in size, and too large to present here.

The unequal-mass family is significantly more difficult to compute than the equal-mass family, due to the fact that there are eleven coupled integrals in the top sector. Furthermore, we found that at intermediate steps of the calculation the series coefficients are growing very fast with the order of the line parameter. We compensated for this by setting the options \texttt{ChopPrecision} and \texttt{WorkingPrecision} very high, and setting the option \texttt{RadiusOfConvergence} to ten. This has the effect of rescaling all series coefficients in the manner \( c_k x^k \rightarrow c_k (x/10)^k \).

In the following, we will denote the phase-space coordinates by \((p^2, m_1, m_2, m_3, m_4)\). As an illustrative example, we have computed results along the line:

\[ \gamma(x) = (x, 2, 3/2, 4/3, 1), \]  

from \( x = 1/2 \) to \( x = 50 \). In Fig. 2, we provide plots for \( B_1^{(2)}, B_1^{(3)}, B_1^{(4)}, B_2^{(2)}, B_2^{(3)} \) and \( B_3^{(4)} \) along this line. These results were obtained in the following manner. First, we used the differential equations of the equal-mass family to obtain high precision results at the point \((1/2, 1, 1, 1)\). Next, we compensated for this by setting the options \texttt{ChopPrecision} and \texttt{WorkingPrecision} to ten. This has the effect of rescaling all series coefficients in the manner \( c_k x^k \rightarrow c_k (x/10)^k \).

The error reported by \texttt{DiffExp} at the point \((50, 2, 3/2, 4/3, 1)\) was of order \(10^{-22}\). We performed an internal cross-check of the results by reaching the point \((50, 2, 3/2, 4/3, 1)\) through a different contour. In particular, we first used the differential equations of the equal-mass family to obtain results at high precision at the point \((50, 1, 1, 1, 1)\), and then we transported those to the point \((50, 2, 3/2, 4/3, 1)\) using the unequal-mass differential equations. We found that the maximum difference between the results at \((50, 2, 3/2, 4/3, 1)\) obtained along the different contours was of the order \(10^{-24}\).

We also performed a higher precision evaluation along the line \( \gamma(x) \). In this case we configured \texttt{DiffExp} with the following options for the unequal-mass family:

\[
\begin{align*}
\text{ChopPrecision} & \rightarrow 600, \quad \text{DivisionOrder} \rightarrow 4, \quad \text{EpsilonOrder} \rightarrow 4, \\
\text{ExpansionOrder} & \rightarrow 110, \quad \text{RadiusOfConvergence} \rightarrow 10, \quad \text{UseMobius} \rightarrow \text{True}, \\
\text{UsePade} & \rightarrow \text{True}, \quad \text{WorkingPrecision} \rightarrow 1400
\end{align*}
\]
Figure 2: Plots of some of the precanonical basis integrals of the unequal-mass three-loop banana family. Note that $B_1 = \epsilon(1 + 3\epsilon)I_{1122}^{\text{banana}}$ and that $B_{11} = \epsilon(1 + 3\epsilon)(1 + 4\epsilon)I_{1111}^{\text{banana}}$.

It took a bit under four hours to obtain the results along $\gamma(x)$. The error reported by DiffExp was of order $10^{-58}$. Upon cross-checking the results along an independent contour, like before, we found a maximum difference of order $10^{-61}$. Note that after the expansions are computed, it is almost instantaneous to evaluate the integrals anywhere along the line between $x = 1/2$ and $x = 50$, since this simply amounts to plugging numbers into the Padé approximants. For example, evaluating $\epsilon$-orders 0 to 4 of all basis integrals from the Padé approximants, in the point $\gamma(10)$, takes about half a second. As a numerical example, we provide 55 digits after the decimal point of the $\epsilon$-coefficients.
of the integral $B_{11}$ in the point $(50, 2, 3/2, 4/3, 1)$:

\[
\begin{align*}
B_{11}^{(0)} &= 0, \\
B_{11}^{(1)} &= 5.1972521136965043170129578538563652405618939122389078645 \\
&\quad + i \times 6.8755169535390207501370685645538902299559024551830956594 \\
B_{11}^{(2)} &= -17.958010811209406089952336169892847894878068705389907533 \\
&\quad + i \times 31.743670363636390908402932290011791913508950649494231047 \\
B_{11}^{(3)} &= -121.5101152068177565203392807541216084962880772908306370668 \\
&\quad - i \times 4.769076236020276645377599991717226537428258529145754746 \\
B_{11}^{(4)} &= 125.6113388023605534745593764004798958232118632681257073923 \\
&\quad - i \times 229.9200257172388558952062757571215176834471783495112755027
\end{align*}
\] 

(110)

Note that it is considerably faster to reach the point $(50, 2, 3/2, 4/3, 1)$ if we move from the infinite-momentum limit to the point $(50, 2, 1, 1, 1, 1)$, instead of moving along the line $\gamma(x)$. The total time to reach $(50, 2, 1, 1, 1, 1)$ from the infinite-momentum limit is then around 23 minutes, at an estimated precision of $10^{-70}$. If we repeat the computation at a lower expansion order, we manage to achieve an estimated precision of $10^{-34}$ in 6 minutes.

We performed a cross-check of the results against pySecDec [6] in a few points, for which we obtained full agreement every time within the errors reported by pySecDec.

### 6.3 Other examples

We have tested DiffExp on the planar two-loop five-point one-mass integral families of Ref. [27], taking the differential equations and boundary conditions from the ancillary files of the paper. The paper provides high-precision boundary conditions at seven points in phase-space, accurate up to at least 128 digits. Among other checks, we transported the numerical results for family "zzz" from phase-space point one to phase-space point two at a precision of at least 128 digits, finding full agreement. The computation took about 2 hours and 15 minutes to complete. We also transported the results at a lower expansion order from phase-space point one to phase-space point six, which yielded a maximum error of order $10^{-23}$, and which took about half an hour to complete.

The integral families of Ref. [27] can be computed with the notebook `5pPlanar1Mass.nb` in the `Examples` folder.

Furthermore, we have tested DiffExp on the two-loop five-point non-planar massless integrals of Ref. [59], using the differential equations from the ancillary files of that paper. The ancillary files of the paper provide numerical results at two points in phase-space at a precision of at least 50 digits. We cross-checked these results by transporting the results from one point to the other using DiffExp, finding agreement of at least 50 digits. The transportation of the results took a bit under five minutes to complete. The integrals of Ref. [59] can be computed with the notebook `5pNonPlanar.nb` in the `Examples` folder.

### 7 Conclusions and outlook

In this paper we have presented the DiffExp Mathematica package for solving families of Feynman integrals in terms of truncated one-dimensional series expansions, through their systems of differential equations. DiffExp is built on the integration strategy that was developed in Ref. [1], and which was further studied and applied in Refs. [25, 26]. The strategy has also recently been applied in Ref. [27]. DiffExp is the first publicly available Mathematica package that implements these methods. Compared to those papers, we made a few novel improvements.
In Section 4.2, we described how to automatically detect the integration sequence from the differential equations. In Section 4.4, an optimized integration strategy was discussed for solving coupled integrals. In Section 4.8.2, we discussed a segmentation strategy that is slightly improved from the one of Ref. [26], with better matching of neighbouring line segments. In addition, we reviewed series acceleration methods in Section 4.7, in particular Padé approximants and suitably defined Möbius transformations, which were applied before in Ref. [26] and described here in more detail. Lastly, we have provided in Section 6 the first application of the series expansion strategy of Ref. [1] to integrals that are coupled at higher degrees than two, by considering the three-loop equal-mass and unequal-mass banana graph families, for which the top sectors are coupled at order 3 and order 11 respectively.

For future work, it would be interesting to extend DiffExp to work with bases of integrals whose prefactors contains functions beyond the rational functions and square roots, such as elliptic integrals, which appear in the canonical basis of the equal and unequal-mass sunrise family [21,22].
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