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Fluctuation-induced (“Casimir”) forces caused by thermal and quantum fluctuations are investigated for ideal and imperfect Bose gases confined to d-dimensional films of size $A^{d-1} \times D$ under periodic (P), antiperiodic (A), Dirichlet-Dirichlet (DD), Neumann-Neumann (NN), and Robin (R) boundary conditions (BCs). The full scaling functions $T_{d,d}^{BC}(x_{\lambda} = D/\lambda_{th}, x_{\xi} = D/\xi)$ of the residual reduced grand potential per area, $\varphi_{\text{res},d}(T, \mu, D) = D^{-d-1}T_{d,d}^{BC}(x_{\lambda}, x_{\xi})$, are determined for the ideal gas case with these BCs, where $\lambda_{th}$ and $\xi$ are the thermal de-Broglie wavelength and the bulk correlation length, respectively. The associated limiting scaling functions $\Theta_{d,d}^{BC}(x_{\xi})$ describing the critical behavior at the bulk condensation transition are shown to agree with those previously determined from a massive free $O(2)$ theory for BC = P, A, DD, DN, NN. For $d = 3$, they are expressed in closed analytical form in terms of polylogarithms. The analogous scaling functions $T_{d,d}^{BC}(x_{\lambda}, x_{\xi}, c_1 D, c_2 D)$ and $\Theta_{d,d}^{BC}(x_{\lambda}, x_{\xi}, c_1 D, c_2 D)$ under the RBCs $(\partial_{x} - c_1)\varphi|_{z=0} = (\partial_{x} + c_2)\varphi|_{z=\pm D} = 0$ with $c_1 \geq 0$ and $c_2 \geq 0$ are also determined. The corresponding scaling functions $\varphi_{\infty,d}^{BC}(x_{\lambda}, x_{\xi})$ and $\Theta_{\infty,d}^{BC}(x_{\xi})$ for the imperfect Bose gas are shown to agree with those of the interacting Bose gas with $n$ internal degrees of freedom in the limit $n \to \infty$. Hence, for $d = 3$, $\Theta_{\infty,d}^{BC}(x_{\xi})$ is known exactly in closed analytic form. To account for the breakdown of translation invariance in the direction perpendicular to the boundary planes implied by free BCs such as DD, a modified imperfect Bose gas model is introduced that corresponds to the limit $n \to \infty$ of this interacting Bose gas. Numerically and analytically exact results for the scaling function $\Theta_{\infty,d}^{BC}(x_{\xi})$ therefore follow from those of the $O(2n)$ $\phi^4$ model for $n \to \infty$.

I. INTRODUCTION

When a macroscopic system consisting of a medium in which long-wavelength low-energy excitations can occur is confined along a given direction, fluctuation-induced effective forces can emerge. These fluctuations can be of quantum mechanical or classical (i.e., thermal) nature. An example of the first kind of fluctuation-induced forces are the Casimir forces [1] between two grounded parallel metallic plates caused by the modification of the vacuum fluctuations of the electromagnetic field due to the presence of the plates. Familiar examples of fluctuation-induced forces of the second kind are the critical Casimir forces that appear near continuous phase transitions with a bulk critical temperature $T_c > 0$ [2–4].

In confined quantum systems, generally both quantum and thermal fluctuations occur. At a conventional critical point with $T_c > 0$, quantum fluctuations are expected to be irrelevant, i.e., they give only corrections to the leading asymptotic behavior on large length scales [5, 6]. However, at sufficiently low temperature or near quantum critical points, quantum fluctuations are crucial and must not be neglected. An important prototype class of systems exhibiting both quantum and thermal fluctuations are Bose gases. In this paper we are concerned with fluctuation-induced forces of ideal and interacting Bose gases confined to a hypercuboid of size $A \times D$ of cross-sectional hyperarea $A = L^d \rightarrow \infty$ and finite width $D$ in dimensions $2 < d < 4$.

Consider first the ideal Bose gas case. For $d = 3$ this has been investigated in some detail in [7] for the cases of periodic (P), Dirichlet-Dirichlet (DD), and Neumann-Neumann (NN) boundary conditions (BCs) along the finite direction and chemical potentials $\mu < \mu_{c,id}$, where $\mu_{c,id} = 0$ is the bulk ($D = \infty$) critical value of $\mu$ at the Bose-Einstein transition [8, 9]. Let

$$\varphi_{d}^{BC}(T, \mu, D) = -\lim_{L \to \infty} L^{1-d} \ln \Xi_{d}^{BC}(T, \mu, D, L)$$

(1.1)

be the reduced grand potential per cross-sectional area $A$, where $\Xi_{d}^{BC}$ denotes the grand partition function and the superscript BC indicates the type of boundary conditions chosen along the finite direction, e.g., BC = P, DD, NN. We will also consider antiperiodic (BC = A) and Robin BC (BC = R) [10–12]. The latter will be specified below.

Writing

$$\varphi_{d}^{BC}(T, \mu, D) = D \varphi_{b,d}(T, \mu) + \varphi_{s,d}(T, \mu) + \varphi_{\text{res},d}(T, \mu),$$

(1.2)

we decompose this reduced grand potential into a contribution involving the reduced bulk potential $\varphi_{b,d}$, a $D$-independent surface term $\varphi_{s,d}$, and a $D$-dependent remainder $\varphi_{\text{res},d}$, which we call residual bulk potential [13, 14]. For the ideal Bose gas, one has the well-known result (see, e.g., [15])

$$\varphi_{b,d}(T, \mu, D) = -\lambda_{th}^{d} \text{Li}_{d/2+1}(e^{\beta \mu}).$$

(1.3)

Aside from the width $D$, there are two lengths in the problem [16, 17]. One is the thermal de-Broglie wavelength

$$\lambda_{th} = \hbar / 2 \pi \beta / m,$$

(1.4)

where $m$ is the mass of the Bose particles and $\beta = (k_B T)^{-1}$. The other is the bulk correlation length $\xi$,
which in the ideal Bose gas case is given by

$$\xi_{id} = \frac{\hbar}{\sqrt{2m(-\mu)}}. \quad (1.5)$$

The latter is finite or infinite depending on whether \(\mu < 0\) or \(\mu = 0\). On dimensional grounds, the residual potential can therefore be written in the form

$$\varphi_{res,d}^{BC}(T, \mu, D) = D^{-(d-1)} \psi_{res,d}^{BC}(D/\lambda_{th}, D/\xi). \quad (1.6)$$

Let us also introduce the reduced Casimir pressure

$$\beta \mathcal{F}_{BC}^{C} = -\frac{\partial}{\partial D} \varphi_{res,d}^{BC}(T, \mu, D). \quad (1.7)$$

This can be written in the analogous scaling form

$$\beta \mathcal{F}_{BC}^{C}(T, \mu, D) = D^{-d} \psi_{d}^{BC}(D/\lambda_{th}, D/\xi), \quad (1.8)$$

whose scaling function can be expressed in terms of \(\psi_{d}^{BC}\) and its derivatives as

$$\psi_{d}^{BC}(x_{\lambda}, x_{\xi}) = \left( d - 1 - x_{\lambda} \frac{\partial}{\partial x_{\lambda}} - x_{\xi} \frac{\partial}{\partial x_{\xi}} \right) \psi_{d}^{BC}(x_{\lambda}, x_{\xi}). \quad (1.9)$$

In [7], the ideal Bose gas functions \(\mathcal{F}_{BC}^{C,d=3}\) were computed at \(d = 3\) for the bulk disordered phase \(\mu < 0\) in the form of double series. The asymptotic scaling forms of the functions \(\varphi_{res,d}^{BC}\) for \(\xi \to \infty\) are expected to be independent of quantum effects. The dependence on the thermal de Broglie wavelength \(\lambda_{th}\) should drop out in the limit \(D/\lambda_{th} \to \infty\), so that Eqs. (1.6) and (1.8) must asymptotically reduce to

$$\varphi_{res,d}^{BC}(T, \mu, D) \approx D^{-(d-1)} \psi_{d}^{BC}(D/\xi). \quad (1.10)$$

and

$$\beta \mathcal{F}_{BC}^{C}(T, \mu, D) \approx D^{-d} \psi_{d}^{BC}(D/\xi). \quad (1.11)$$

with

$$\psi_{d}^{BC}(x_{\xi}) = \psi_{d}^{BC}(\infty, x_{\xi}). \quad (1.12)$$

and

$$\psi_{d}^{BC}(x_{\xi}) = \psi_{d}^{BC}(\infty, x_{\xi}). \quad (1.13)$$

where

$$\psi_{d}^{BC}(x_{\xi}) = (d - 1) \psi_{d}^{BC}(x_{\xi}) - x_{\xi} \frac{d}{dx_{\xi}} \psi_{d}^{BC}(x_{\xi}). \quad (1.14)$$

as a consequence of Eq. (1.9).

As pointed out in [18], the results of [7], when appropriately normalized, confirm this expectation and yield the functions \(\psi_{d}^{BC}(x_{\xi})\) for \(d = 3\) and PBCs, DDBC, and NNDBC in the form of series. The authors of [18] furthermore showed that these functions agree with those previously determined for a free Gaussian theory with an \(n\)-component real-valued order parameter \(\phi\) [19] for the choice \(n = 2\).

Following, we generalize these ideal Bose gas results in four ways:

(i) In addition to PBCs, DDBC, and NNDBC, we also consider DNDBC, ABCs, and RBCs [10–12, 20]. For the latter the eigenfunctions \(h(z)\) of the operator \(-\partial_{z}^{2}\) are required to satisfy along the finite \(z\) direction the BCs

$$(\partial_{z} - c_{1})h|_{z=0} = 0 = (\partial_{z} + c_{2})h|_{z=D} \quad (1.15)$$

at the boundary planes \(z = 0\) and \(D\), respectively, where \(c_{1}\) and \(c_{2}\) are general non-negative parameters. In this case, the scaling functions \(\psi_{d}^{BC}\) also depend on the two additional scaling variables \(c_{1}\) and \(c_{2}\).

(ii) We show the equality of \(\psi_{d}^{BC}(\infty, x_{\xi})\) with the classical \(n = 2\) field scaling functions \(\Theta_{d}^{BC}(x_{\xi})\) for all \(d > 2\) and BC = P, A, DD, DN, NN.

(iii) Summing the series of the functions \(\Theta_{d}^{BC}(x)\) for \(BC = P, A, DD, DN, NN\), we derive closed analytical expressions for them in terms of polylogarithms.

(iv) Finally, we determine \(\psi_{d}^{BC}(\infty, x_{\xi})\) for all \(d > 2\), generalizing previous \(\xi \approx \infty\) results to \(\xi \approx \infty\) [11, 12, 21].

Note that unless we state the contrary, we will restrict ourselves in our analysis of the ideal Bose gas to the bulk disordered phase. Since for \(d \in (2, 3)\) a phase with long-range order is not possible for \(T > 0\) and \(D < \infty\), this is not a severe restriction.

In extending our analysis to the interacting Bose gas case, we consider a model which is called imperfection Bose gas according to common, though debatable, terminology [22, 23]. This is a model for a gas of interacting bosons in a region \(\mathfrak{V}\) whose interaction energy is approximated by \(a N^{2}/(2V)\), where \(N\) is the number operator. In a recent paper [23] a \(d\)-dimensional model of such an imperfect Bose gas confined to a hypercuboid of size \(L^{d-1} \times D\) and subject to periodic boundary conditions was investigated. Considering the appropriate thermodynamic limits \(L, D \to \infty\) and \(L \to \infty\) at fixed \(D < \infty\), the authors derived expressions for the bulk and residual grand potentials. They found that the critical exponents that characterize the critical behavior at the transition at fixed chemical potential for all \(d > 2\) dimensions agree with those of the spherical model. This prompted them to conclude that the universality class of the critical behavior at the condensation transition of the imperfect Bose gas is represented by the spherical model. On the other hand, they found that at \(d = 3\) the Casimir amplitude \(\Delta_{C}\) associated with the residual free energy at the critical point takes twice the value of its analog for the spherical model [24, 25].

We clarify this issue by showing that the bulk, surface, and residual potentials of the imperfect Bose gas agree with the corresponding quantities for a system of interacting bosons with \(n\) internal degrees of freedom \(\alpha\) and a pair potential of the form \((u/n) \delta_{\alpha \beta} \delta(x - x')\) in the limit \(n \to \infty\). This latter model, henceforth called \(n\)-component interacting Bose gas, is defined in detail in the
Using a coherent-state functional-integral formulation, we show that the leading asymptotic behavior near its bulk condensation transition is described by the $n = \infty$ analogs $\Theta^p_{\infty,d}$ of the above scaling functions $\Theta^p_d$ of the classical $O(2n)$ real-valued $\phi^4$ theory. This means, in particular, that for $d = 3$ the critical behavior of the imperfect Bose gas with PBCs is described by twice the exactly known scaling function of the mean spherical model [24, 25].

In view of the equivalence of the imperfect Bose gas with the interacting $n$-component Bose gas in the limit $n \to \infty$, it is natural to ask whether generalizations of the former model to other BCs such as free ones can be defined so that this equivalence prevails. We introduce such an imperfect Bose gas model with free BCs in Sec. IV D. Its scaling function $\Theta^p_{\infty,3}(tD)$ may be obtained for all values of the scaling field $t \propto \mu_c - \mu \geq 0$ from the numerical solution of the $O(\infty)$ $\phi^4$ model determined in [26–29]. Furthermore, a variety of exact analytical results may be inferred from those known for the $O(\infty)$ $\phi^4$ model subject to DDBCs [30–35].

The remainder of this paper is divided into four additional sections and three appendixes. Section II serves to define the ideal, imperfect, and interacting Bose gas models with which we are concerned, including their BCs, and to recall their coherent-space functional-integral representations. In Sec. III our results for the scaling functions of the ideal Bose gas in the disordered bulk phase and their quantum corrections are presented. Section IV deals with the $n \to \infty$ limit of the $n$-component Bose gas, the equivalent imperfect Bose gas, and their scaling functions for PBCs and DDBCs. The exact scaling functions $\Theta^p_{\infty,3}$ and $\varphi^p_{\infty,3}$ are determined in closed analytic forms and shown to coincide with those of the $O(\infty)$ $\phi^4$ model up to a factor of 2. For the case of DDBC, a number of exact properties of the scaling functions $\Theta^p_{\infty,3}$ and $\varphi^p_{\infty,3}$ are deduced from known exact results for the latter classical model. Finally, Sec. V contains a brief summary of our results and concluding remarks.

II. IDEAL, IMPERFECT, AND INTERACTING BOSE GASES

We consider an interacting Bose gas described by the Hamiltonian

$$\hat{H} = T[\hat{\psi}^\dagger, \hat{\psi}] + U[\hat{\psi}^\dagger, \hat{\psi}],$$

(2.1)

where

$$T[\hat{\psi}^\dagger, \hat{\psi}] = \frac{\hbar}{2m} \int d^d x \{ \nabla \hat{\psi}^\dagger(x) \cdot \nabla \hat{\psi}(x) \}$$

(2.2)

and

$$U[\hat{\psi}^\dagger, \hat{\psi}] = \frac{1}{2} \int d^d x d^d x' \{ \hat{\psi}^\dagger(x) \hat{\phi}\psi(x') \hat{\psi}(x') \}$$

(2.3)

denote the operators of the kinetic and potential energy, respectively. The integration region $\mathcal{W}$ is the $d$-dimensional hypercuboid $[0, L]^{d-1} \times [0, D]$. We write $x = (y, z)$ and choose PBCs along the first $d - 1$ Cartesian directions $y$. Along the remaining $z$ direction we consider PBCs, ABCs, DDBCs, NNBCs, DNBCs, and RBCs. From a physical point of view, DDBCs and RBCs are the most relevant BCs; they correspond to the cases of bosons confined along the $z$ direction by infinitely or finitely high potential barriers, respectively. PBs are of interest because they are a preferred choice in numerical analyses. The remaining BCs (ABCs, NNBCs, and DNBCs) are mainly of theoretical interest, though some of them have been considered in the literature [7]; whether and how they can be realized in experiments is not clear to us.

The operators $\hat{\psi}(x)$ and $\hat{\psi}^\dagger(x)$ are Bose field annihilation and creation operators which for $L = \infty$ can be expressed as

$$\hat{\psi}^\dagger_{BC}(y, z) = \sum_k b^p_{BC} \left( \frac{\hbar}{2\pi} \right)^{d-1} e^{i p y} u_{p, k}$$

(2.4)

in terms of Bose annihilation and creation operators satisfying the commutation relations

$$[b_{p, k}, b^\dagger_{p', k'}] = \delta(p - p') \delta_{k, k'},$$

$$[b_{p, k}, b_{p', k'}] = [b^\dagger_{p, k}, b^\dagger_{p', k'}] = 0.$$  

(2.5)

The $b^p_{BC}(z)$ are the orthonormalized eigenfunctions with eigenvalues $(k^p_{BC})^2$ of the operator $-\nabla^2$ for the specified BCs. Explicitly, one has [3, 11, 12, 19]

$$b^p_k(z) = \frac{1}{\sqrt{D}} e^{i k z}, k = \frac{2\pi}{D} \nu, \nu \in \mathbb{Z},$$

(2.6a)

$$b^\dagger_k(z) = \frac{1}{\sqrt{D}} e^{i k z}, k = \frac{2\pi}{D} (\nu + \frac{1}{2}) \nu \in \mathbb{Z},$$

(2.6b)

$$b^p_{DD}(z) = \sqrt{\frac{2}{D}} \sin(kz), k = \frac{\pi}{D} \nu, \nu = 1, 2, \ldots, \infty,$$

(2.6c)

$$b^p_{NN}(z) = \begin{cases} \frac{D^{-1/2}}{\sqrt{2/D}} \cos(kz), k = 0, \\ \sqrt{2/D} \cos(kz), k = \frac{\pi}{2\nu}, \nu = 1, 2, \ldots, \infty, \end{cases}$$

(2.6d)

$$b^p_{DN}(z) = \sqrt{\frac{2}{D}} \sin(kz), k = \frac{\pi}{D} (\nu + \frac{1}{2}) \nu = 0, 1, 2, \ldots, \infty,$$

(2.6e)

and

$$b^p_k(z) = \frac{1}{D^{\gamma_{kD}}} \frac{(k/c_1) \cos(kz)}{\sqrt{1 + k^2/c_1^2}}, k = k_\nu,$$

(2.6f)
In the latter case of RBCs, the discrete values \( k_v \equiv k_v / D \) follow from the BC (1.15) at \( z = D \). Here, the dimensionless \( k_v \) are given by the zeros of the function \[ R_{c_1, c_2}(k) = (c_1 c_2 - k) \sin(k) + (c_1 + c_2) \cos(k), \] (2.7)
where \( c_j = c_j D, \ j = 1, 2 \). Further, \( \gamma_{k = kD} \) denotes the normalization factor \[ \gamma_k = 1 + \frac{c_1}{c_1^2 + k^2} + \frac{c_1}{c_1^2 + k^2}. \] (2.8)
chosen such that the eigenfunctions are orthonormalized.

The BCs of the above eigenfunctions satisfy, e.g.,
\[
\begin{align*}
\hat{b}_k^P(z) &= \hat{b}_k^P(z + D), \\
\hat{b}_k^A(z) &= -\hat{b}_k^A(z + D), \\
\hat{b}_k^{DN}(0) &= \hat{b}_k^{DN}(D) = 0, \quad \hat{b}_k^{D}(0) = \partial_z \hat{b}_k^{DN}(D) = 0, \\
\end{align*}
\]
and Eq. (1.15), carry over to the field operators \( \hat{\psi}(x) \) and \( \hat{\psi}^\dagger(x) \). The commutation relations of the latter are
\[
\begin{align*}
\{\hat{\psi}(x), \hat{\psi}^\dagger(x')\} &= \delta(x-x'), \\
\{\hat{\psi}(x), \hat{\psi}(x')\} &= [\hat{\psi}^\dagger(x), \hat{\psi}^\dagger(x')] = 0.
\end{align*}
\] (2.10)

Following common practice \[ \cite{17, 37} \], we take the pair potential \( u(x) \) to be short ranged and of the form
\[
u(x) = \tilde{u} \delta(x), \quad \tilde{u} = \frac{4\pi^{d/2}a^2_{s} d-2}{\Gamma(d/2 - 1) m},
\] (2.11)
where \( a_s \) is the s-wave scattering length \[ \cite{17} \].

We will be concerned with three different Bose gas models on a film \[ [0, L]^d \times [0, D] \]: the ideal Bose gas, the imperfect Bose gas model investigated in \[ \cite{23, 38, 39} \], and the interacting Bose gas with \( n \) internal degrees of freedom in the limit \( n \to \infty \). In the case of the ideal Bose gas, the interaction \( u(x) \) is zero. The imperfect Bose gas model results from the above specified interacting one if the potential energy term \( U[\hat{\psi}] \) is approximated by \( U_{\text{ImpBG}} = aN^2/2V \), where
\[
\tilde{N} = \int_0^\infty d^dx \hat{\psi}^\dagger(x)\hat{\psi}(x) = \int_0^\infty d^dx \hat{\psi}^\dagger(x)\hat{\psi}(x) \] (2.12)
is the number operator and \( V = AD \) means the hypervolume of the system. Thus the Hamiltonian of the imperfect Bose gas reads as
\[
\hat{H}_{\text{ImpBG}} = T[\hat{\psi}^\dagger, \hat{\psi}] + a \frac{\tilde{N}^2}{2V}. \] (2.13)

This model looks unphysical in that each of the \( N(N-1)/2 = N^2/2 + O(N) \) pairs of bosons gives the same contribution to \( U_{\text{ImpBG}} \) independent of the separation of the two bosons of each pair. It can be obtained by taking the limit \( \gamma \to 0 \) of a repulsive integrable Kac-type pair potential such as \( u_s(x) = \gamma^d e^{-\gamma x} \) whose strength and inverse range are both controlled by the same parameter \( \gamma > 0 \).

[23, 38, 39]. This is analogous to the well-known rigorous derivation of the van der Waals theory for a classical gas of particles interacting through an attractive Kac pair potential and a repulsive hard core \[ \cite{40} \], and hence reveals the mean-field nature of the approximation to which the model corresponds. The mentioned equivalence of the imperfect Bose gas with an interacting Bose gas with \( n \) internal degrees of freedom in the limit \( n \to \infty \) is going to prove below provides an even nicer justification of the former model because the latter involves a physically reasonable short-ranged pair potential.

To define the interacting Bose gas with \( n \) internal degrees of freedom (called interacting \( n \)-component Bose gas model), we replace \( \hat{\psi} \) by an \( n \)-component operator \( \hat{\psi} = (\hat{\psi}_\alpha) \) with \( \alpha = 1, \ldots, n \) and consider the Hamiltonian
\[
\hat{H}_n = T[\hat{\psi}^\dagger, \hat{\psi}] + \frac{\tilde{u}}{2n} \int d^dx \hat{\psi}^\dagger_\alpha(x)\hat{\psi}^\dagger_\beta(x)\hat{\psi}_\beta(x)\hat{\psi}_{\alpha}(x),
\] (2.14)
where pairs of internal indices \( \alpha, \beta \) are to be summed from 1 to \( n \). It will become clear below that the imperfect Bose gas is equivalent to this model in the limit \( n \to \infty \).

Let \( \Xi(T, \mu, D, L) \) denote the grand partition function
\[
\Xi(T, \mu, D, L) = \text{Tr} e^{-\beta \hat{H} - \mu \hat{N}} \] (2.15)
of any of these models with Hamiltonian \( \hat{H} \). With a view to our subsequent analysis it will be helpful to recall its coherent-state path-integral representation. To this end, we introduce complex-valued fields \( \psi(x, \tau) = (\psi_\alpha(x, \tau)) \) and \( \psi^*(x, \tau) = (\psi^*_\alpha(x, \tau)) \) satisfying PBCs \( \psi^*(x, \tau) = \psi(x, \tau + \beta) \) and \( \psi^*(x, \tau) = \psi^*(x, \tau + \beta) \) in imaginary time \( \tau \). Owing to these BCs, the Bose fields \( \psi(x, \tau) \) and \( \psi^*(x, \tau) \) can be decomposed into Fourier series (see, e.g., \[ \cite{41} \])
\[
\psi_\alpha(x, \tau) = \frac{1}{\beta \hbar} \sum_{\rho \in \mathbb{Z}} \psi_{\alpha, \rho}(x) e^{-i \omega_\rho \tau}, \quad \omega_\rho = \frac{2\pi}{\beta \hbar},
\] (2.16)
invoking the bosonic Matsubara frequencies \( \omega_\rho \) and the Fourier coefficients
\[
\psi_{\alpha, \rho}(x) = \int_0^{\beta \hbar} d\tau \psi_\alpha(x, \tau) e^{i \omega_\rho \tau}. \] (2.17)
For later use, we split \( \psi_\alpha(x, \tau) \) into its \( \tau \)-independent \( (\rho = 0) \) part \( \Psi_\alpha(x) = (\psi_\alpha(x), \tau) \) and a remainder \( \Psi_\alpha^\rho(x, \tau) \), writing \[ \cite{42-44} \]
\[
\psi_\alpha(x, \tau) = \Psi_\alpha(x) + \Psi_\alpha^\rho(x, \tau). \] (2.18)

All BCs along the \( z \) direction considered above for the operators \( \hat{\psi}_\alpha(y, z) \) and \( \hat{\psi}^*_\alpha(y, z) \) carry over to the Bose fields \( \psi_\alpha(y, z, \tau) \) and \( \psi^*_\alpha(y, z, \tau) \).

The coherent-state path-integral representation of the grand partition function reads as
\[
\Xi(T, \mu, D, L) = \int D[\psi^*, \psi] e^{-S[\psi^*, \psi]/\hbar}, \] (2.19)
where the action $S[\psi^*, \psi]$, in the case of the interacting Bose gas with Hamiltonian $\hat{H}_n$, is given by

$$S[\psi^*, \psi] = S_0[\psi^*, \psi] + S_{\text{int}}[\psi^*, \psi]$$  \hspace{1cm} (2.20a)

with

$$S_0[\psi^*, \psi] = \int_0^{\beta h} d\tau \int d^d x \left[ \psi^*_\alpha(x, \tau) \left( \hbar \partial_\tau - \frac{\hbar^2}{2m} \nabla^2 - \mu \right) \psi_\alpha(x, \tau) \right]$$  \hspace{1cm} (2.20b)

and

$$S_{\text{int}}[\psi^*, \psi] = \frac{\hbar}{2n} \int_0^{\beta h} d\tau \int d^d x \left[ \psi^*_\alpha(x, \tau) \psi_\beta(x, \tau) \right.$$ \hspace{1cm} (2.20c)

$$\times \psi_\beta(x, \tau) \psi_\alpha(x, \tau) \left. \right].$$

Near the bulk critical temperature, the part of the action involving Matsubara frequencies $\omega_\nu \neq 0$ is expected to give only exponentially small corrections. In fact, we will verify below that these corrections are down by factors $e^{-2\pi \sqrt{D}/\lambda_{th}}$ at the bulk critical point for PBCs and ABCs, but smaller by its square $e^{-4\pi \sqrt{D}/\lambda_{th}}$ for free BCs such as DDBCs, DNBs, NNBCs, and RBCs. Ignoring these $\omega_\nu \neq 0$ parts of the action by making the replacement $\psi \rightarrow \Psi$, we arrive at the “classical” action $S[\Psi^*, \Psi]$, which can be conveniently written in terms of a rescaled real-valued $(2n)$-component order-parameter field $\phi = (\phi_{z,q})_{z,q=1}^{2n}$ formed from the real and imaginary parts of $\Psi_\alpha$ such that

$$\Psi_\alpha(x) = \frac{\sqrt{2\pi}}{\lambda_{th}} \left[ \phi_{\alpha 0-1}(x) + i \phi_{\alpha 0+1}(x) \right], \quad \alpha = 1, \ldots, n.$$  \hspace{1cm} (2.21)

One finds

$$S^c[\phi] \equiv S[\Psi^*, \Psi]$$

$$= \int d^d x \left[ \frac{1}{2} \phi \cdot (-\nabla^2 \phi) + \frac{1}{2} \xi_{1d}^{-2} \phi^2 + g n/4! \phi^4 \right]$$  \hspace{1cm} (2.22)

with

$$g = \frac{12n^2 \bar{u}}{2\hbar^4} = \frac{96 \alpha d^{d-2} \pi^{d/2+1}}{\lambda_{th}^4 (d/2 - 1)}.$$  \hspace{1cm} (2.23)

Here $\phi = \left( \sum_{z,q=1}^{2n} \phi_{z,q}^2 \right)^{1/2}$, $(\nabla \phi)^2$ stands for $\sum_{z,q=1}^{2n} (\nabla \phi_{z,q})^2$, and we have added the subscript id to emphasize that $\xi_{id}$ is the ideal Bose gas quantity defined in Eq. (1.5).

### III. SCALING FUNCTIONS OF THE IDEAL BOSE GAS

#### A. The cases of periodic, antiperiodic, Dirichlet-Dirichlet, Dirichlet-Neumann, and Neumann-Neumann boundary conditions

For the case of the ideal Bose gas (with $n = 1$ components) the scaling functions $\Upsilon^P_d$, $\Upsilon^DD_d$, and $\Upsilon^NN_d$ can be gleaned from [7]. Since their $n > 1$ analogs follow upon multiplication by $n$, we set $n = 1$ unless stated otherwise (see Sec. IV). In Appendix A we present a slightly different calculation of $\Upsilon^P_d$, determine $\Upsilon^A_d$, and recapitulate how $\Upsilon^DD_d$ and $\Upsilon^NN_d$ can be computed. The results read as

$$\Upsilon^P_d(x_\lambda, x_\xi) = -2x_\lambda \sum_{s=1}^{\infty} s^{-d/2-1} \sum_{j=1}^{\infty} e^{-\pi j^2 x_\lambda^2 / s - \pi x_\lambda^2}$$ \hspace{1cm} (3.1)

$$\Upsilon^A_d(x_\lambda, x_\xi) = -2x_\lambda \sum_{s=1}^{\infty} s^{-d/2-1} \sum_{j=1}^{\infty} e^{-\pi j^2 x_\lambda^2 / s - \pi x_\lambda^2}$$ \hspace{1cm} (3.2)

and

$$\Upsilon^DD_d(x_\lambda, x_\xi) = \Upsilon^NN_d(x_\lambda, x_\xi)$$

$$= -2x_\lambda \sum_{s=1}^{\infty} s^{-d/2-1} \sum_{j=1}^{\infty} e^{-\pi j^2 x_\lambda^2 / s - \pi x_\lambda^2}$$ \hspace{1cm} (3.3)

where $\vartheta_3(z, q) = \sum_{j=-\infty}^{\infty} q^j e^{2\pi i j z}$ and $\vartheta_4(z, q) = \sum_{j=-\infty}^{\infty} (-1)^j q^j e^{2\pi i j z}$ are Jacobi theta functions [45, 46].

In the limit $x_\lambda \rightarrow 0$, the sums $\sum_{s=1}^{\infty}$ become Riemann sums for integrals $\int_{-\infty}^{\infty} ds \ldots$. Furthermore, the lower integration limit can be changed from 1 to 0 since the differences $\int_1^{\infty} ds \ldots$ vanish in the limit $x_\lambda \rightarrow 0$. Performing the integrals yields

$$\Theta^P_d(x_\xi) = -4(2\pi)^{-d/2} x_\xi^{d/2} \sum_{j=1}^{\infty} j^{-d/2} K_d/2(j x_\xi)$$ \hspace{1cm} (3.4a)

$$= -2 K_d/2 2^{d/2} \int_1^{\infty} dt \, \frac{(t^2 - 1)^{(d-1)/2}}{e^{tx_\xi} - 1},$$ \hspace{1cm} (3.4b)

$$\Theta^A_d(x_\xi) = 4(2\pi)^{-d/2} x_\xi^{d/2} \sum_{j=1}^{\infty} \frac{(-1)^{j+1}}{j^{d/2}} K_d/2(j x_\xi)$$ \hspace{1cm} (3.5a)

$$= 2 \frac{K_d/2}{d-1} 2^{d/2} \int_1^{\infty} dt \, \frac{(t^2 - 1)^{(d-1)/2}}{e^{tx_\xi} + 1},$$ \hspace{1cm} (3.5b)
and
\[ \Theta_d^{DD}(x_\xi) = \Theta_d^{NN}(x_\xi) \]
\[ = -4(2\pi)^{-d/2} x_\xi^{d/2} \sum_{j=1}^{\infty} \frac{(-1)^{j+1}}{j^{d/2}} K_{d/2}(2jx_\xi), \]      \tag{3.6a}
\[ = -\frac{2K_{d-1}}{d-1} x_\xi^{d} \int_{1}^{\infty} dt \frac{(t^2 - 1)(d-1)/2}{e^{2tx_\xi} - 1}, \]      \tag{3.6b}
where
\[ K_d = \frac{2}{(4\pi)^{d/2}\Gamma(d/2)}, \]      \tag{3.7}
while \( K_{d/2}(x) \) is a modified Bessel function of the second kind.

For DNBCs, the corresponding result reads as
\[ \Theta_d^{DN}(x_\xi) \]
\[ = 4(2\pi)^{-d/2} x_\xi^{d/2} \sum_{j=1}^{\infty} \frac{(-1)^{j+1}}{j^{d/2}} K_{d/2}(2jx_\xi) \]      \tag{3.8a}
\[ = \frac{2K_{d-1}}{d-1} x_\xi^{d} \int_{1}^{\infty} dt \frac{(t^2 - 1)(d-1)/2}{e^{2tx_\xi} - 1}. \]      \tag{3.8b}
This result most easily follows by setting \((c_1, c_2) = (\infty, 0)\) in the result for RBCs derived in the next subsection (see Eqs. (3.56) and (3.58)) and integrating by parts.

The integral forms given in Eqs. (3.4b)–(3.8b) follow from Eq. (6.8) of [19] upon setting \(n = 2\) there. To verify that the series (3.4a)–(3.8a) can be summed in this manner, one can substitute the expansion
\[ e^{tx} + 1)^{-1} = \sum_{j=1}^{\infty} (\pm 1)^{j-1} e^{-jtx} \]      \tag{3.9}
with \(x = x_\xi\) or \(2x_\xi\) into these integrals and integrate termwise.

It should be obvious that the above results for \(\Theta_d^{BC}(x_\xi)\) with \(BC = P, A, DD, NN,\) and DN are identical to those that follow from the \(g = 0\) analog of \(S^c[\phi]\).

When \(d = 3\), the results for \(\Theta_d^{BC}\) given in Eqs. (3.4a)–(3.8b) can be expressed in closed form in terms of polylogarithms [45, 46]; one has
\[ \Theta_3^P(x_\xi) = -\frac{1}{\pi} [\text{Li}_3(e^{-x_\xi}) + x_\xi \text{Li}_2(e^{-x_\xi})], \]      \tag{3.10a}
\[ \Theta_3^A(x_\xi) = -\frac{1}{\pi} [\text{Li}_3(-e^{-x_\xi}) + x_\xi \text{Li}_2(-e^{-x_\xi})], \]      \tag{3.10b}
\[ \Theta_3^{DD}(x_\xi) = \Theta_3^{NN}(x_\xi) \]
\[ = -\frac{1}{8\pi} [\text{Li}_3(e^{-2x_\xi}) + 2x_\xi \text{Li}_2(e^{-2x_\xi})], \]      \tag{3.10c}
\[ \Theta_3^{DN}(x_\xi) = -\frac{1}{8\pi} [\text{Li}_3(-e^{-2x_\xi}) + 2x_\xi \text{Li}_2(-e^{-2x_\xi})]. \]      \tag{3.10d}

These functions are plotted in Fig. 1.

The corresponding results for the scaling functions of the Casimir force follow in a straightforward fashion via
\[ \varphi_d^{BC}(x_\xi) = (d - 1) \Theta_d^{BC}(x_\xi) - x_\xi \frac{d}{dx_\xi} \Theta_d^{BC}(x_\xi). \]      \tag{3.11}

They read as
\[ \varphi_3^P(x_\xi) = \frac{1}{\pi} \left[ x_\xi^2 \ln(1 - e^{-x_\xi}) - 2 \text{Li}_3(-e^{-x_\xi}) \right] - 2x_\xi \text{Li}_2(e^{-x_\xi}), \]      \tag{3.12a}
\[ \varphi_3^A(x_\xi) = \frac{1}{\pi} \left[ x_\xi^2 \ln(1 + e^{-x_\xi}) - 2 \text{Li}_3(e^{-x_\xi}) \right] - 2x_\xi \text{Li}_2(-e^{-x_\xi}), \]      \tag{3.12b}
\[ \varphi_3^{DD}(x_\xi) = \frac{1}{4\pi} \left[ x_\xi^2 \ln(1 - e^{-2x_\xi}) - 2 \text{Li}_3(e^{-2x_\xi}) \right] - 2x_\xi \text{Li}_2(e^{-2x_\xi}), \]      \tag{3.12c}
\[ \varphi_3^{DN}(x_\xi) = \frac{1}{4\pi} \left[ x_\xi^2 \ln(1 + e^{-2x_\xi}) - 2 \text{Li}_3(-e^{-2x_\xi}) \right] - 2x_\xi \text{Li}_2(-e^{-2x_\xi}), \]      \tag{3.12d}
and are plotted in Fig. 2.

The Casimir amplitudes \(\Delta_d^{BC} = \Theta_d^{BC}(0)\) that follow from the above Eqs. (3.4a)–(3.8b) and (3.10a)–(3.10d)
for the scaling functions,
\[
\Delta_d^\nu = -2\pi^{-d/2} \Gamma(d/2) \zeta(d) \\
= -\zeta(3)/\pi, \quad (3.13a)
\]
\[
\Delta_d^b = 2(1 - 2^{-d}) \pi^{-d/2} \Gamma(d/2) \zeta(d) \\
= 3\zeta(3)/8\pi, \quad (3.13b)
\]
\[
\Delta_d^{DN} = \Delta_d^{NN} = -2^{-1-d} \pi^{-d/2} \Gamma(d/2) \zeta(d) \\
= -\zeta(3)/32\pi, \quad (3.13c)
\]
and
\[
\Delta_d^{DN} = (1 - 2^{-1-d}) \pi^{-d/2} \Gamma(d/2) \zeta(d) \\
= 3\zeta(3)/32\pi, \quad (3.13d)
\]
agree with the familiar one-loop results for the $O(2)$ massless $\phi^4$ theory (cf. Eq. (5.7) of [19] and Eq. (4.4) of [47]).

B. Case of Robin boundary conditions

We now turn to the case of Robin boundary conditions with $c_1 \geq 0$ and $c_2 \geq 0$. We assume that $c_1 + c_2 > 0$, so that not both variables vanish simultaneously. In this case, the discrete $k$ values $k_\nu, \nu = 1, 2, \ldots, \infty$, introduced in Eq. (2.6f) are all positive. It is convenient to introduce the density of states
\[
\rho(E; D, c_1, c_2) = \sum_{\nu=1}^{\infty} \delta(E - k_\nu^2), \quad E > 0, \quad (3.14)
\]
which can be expressed as
\[
\rho(E; D, c_1, c_2) = \frac{1}{\pi} \text{Im} \, T(E + i0) \equiv \frac{1}{\pi} \text{Im} \, \text{Tr} \, G(E + i0) \quad (3.15)
\]
in terms of the trace $T(z) \equiv T(z; D, c_1, c_2)$ of the Green’s function
\[
G(z) \equiv G(z; D, c_1, c_2) = (z + \partial_z^2)^{-1}, \quad (3.16)
\]
where the operator $\partial_z^2$ is subject to the RBCs specified in Eq. (1.15).

With the aid of the generalized function $\rho(E; D, c_1, c_2)$ the reduced grand potential $\varphi_d^R$ can be written as
\[
\varphi_d^R(T, \mu, D, c_1, c_2) \\
= \lambda_{1h}^{1-d} \int_0^{\infty} dE \, \text{Li}_{2+\frac{1}{2}} (e^{\beta\mu - \lambda_{1h}^{1-d} E/4\pi}) \rho(E; D, c_1, c_2). \quad (3.17)
\]

The function $T(z; D, c_1, c_2)$ is given by
\[
T(z; D, c_1, c_2) = \sum_{\nu=1}^{\infty} (z - k_\nu^2)^{-1}, \quad z \in \mathbb{C} \setminus [0, \infty), \quad (3.18)
\]
and has the scaling property
\[
T(z; D, c_1, c_2) = D^2 T(D^2 z; 1, Dc_1, Dc_2). \quad (3.19)
\]
Recalling that the scaled momenta $k_\nu = Dk_\nu$ are the zeros of the function $R_{c_1, c_2}(k)$ and that this function is even in $k$, one concludes that $\partial_k \ln R_{c_1, c_2}(\sqrt{\zeta})$ has simple poles at $\zeta = k_\nu^2$ with residues 1 and therefore agrees with $T(\zeta; 1, c_1, c_2)$. Hence,
\[
T(\zeta; 1, c_1, c_2) = \frac{1}{2\zeta} \left( \zeta - c_1 c_2 \right) \sqrt{\zeta} \cos \sqrt{\zeta} + [c_1 c_2 + (1 + c_1 + c_2) \zeta] \sin \sqrt{\zeta} \\
= \frac{1}{2\zeta} \left( \zeta - c_1 c_2 \right) \sqrt{\zeta} \cos \sqrt{\zeta} + (c_1 c_2 - \zeta) \sin \sqrt{\zeta}, \quad (3.20)
\]
where the branch cut of $\sqrt{\zeta}$ is taken along the positive real axis.

Choosing $\text{Im} \, \zeta > 0$, we can expand the result in powers of $D$ about $D = \infty$. We thus obtain the decomposition
\[
T(z; D, c_1, c_2) = D T_b(z) + \sum_{j=1}^{2} T_s(z; c_j) + T_{\text{res}}(z; D, c_1, c_2) \quad (3.21)
\]
into bulk, surface, and residual contributions with
\[
T_b(z; D, c_1, c_2) \equiv \lim_{D \to \infty} D^{-1} T(z; D, c_1, c_2) \\
= -\frac{1}{2\sqrt{z}} \quad (3.22)
\]
and
\[
T_s(z; c) \equiv \lim_{D \to \infty} [T(z; D, c, c) - D T_b(z)]/2, \\
= \frac{1}{4z} \sqrt{z + i c}. \quad (3.23)
\]

The reader may want to check that the result (3.22) is consistent with what one gets from Eqs (3.15) and (3.16) using the fact that $T_b(z)$ is independent of the BC along with $\lim_{D \to \infty} D^{-1} \text{Tr} (-\partial_z^2) = \int_{-\infty}^{\infty} \frac{dk}{2\pi} f(k^2)$. The associated bulk density of states becomes
\[
\rho_b(E) = \frac{1}{2\pi \sqrt{E}}. \quad (3.24)
\]
One can easily check that Eq. (1.3) for $\varphi_{b,d}$ is recovered from Eq. (3.17) upon substituting $\rho(E)$ by the foregoing result for $\rho_b(E)$.

In order to determine the surface quantity
\[
\rho_s(E; c) = -\frac{1}{\pi} \text{Im} \, T_s(E + i0; c) \quad (3.25)
\]
from Eq. (3.23), the familiar Sokhotsky-Weierstrass iden-
ical exponents of the ideal Bose gas may be understood so that

\[ \frac{1}{E + i0} = \frac{P}{E} - i\pi \delta(E) \]  

(3.26)

is needed, where \( P \) denotes the principal value. One finds

\[ \rho_d(E; c) = \frac{\theta(E)}{2\pi\sqrt{E}} \frac{c}{E} - \frac{1}{4} \delta(E), \]

(3.27)

where we have included the Heaviside function \( \theta(E) \) in the first term, which originated from the principal-value term on the right-hand side of Eq. (3.26), to emphasize that this distribution is integrated only over the positive real axis. By contrast, the \( E \) integration involving \( \delta(E) \) is to be extended over the full real axis, so that its action on a test function \( g(E) \) yields the usual result \( g(0) \).

The result (3.27) can be substituted into Eq. (3.17) to determine \( \varphi_{s,d} \). Upon transforming to the integration variable \( k = \sqrt{E} \) and exploiting the evenness of the integrand in \( k \), one arrives at

\[ \varphi_{s,d}^R(T, \mu, c) = \lambda_{th}^{1-d} \frac{1}{4} \text{Li}_{d+1}(e^{2\mu}) - \int_{-\infty}^{\infty} \frac{d k}{2\pi} \text{Li}_{d+1}(e^{2\mu - \lambda_{th}^2 k^2/4\pi}) \frac{c}{k^2 + c^2}. \]

(3.28)

In the limit \( c \to \infty \) (corresponding to DBCs), the contribution from the integral vanishes. Thus

\[ \varphi_{s,d}^D(T, \mu, \infty) = \frac{1}{4} \lambda_{th}^{1-d} \text{Li}_{d+1}(e^{2\mu}). \]

(3.29)

To determine \( \varphi_{s,d}^R(T, \mu, 0) \) (corresponding to NBCs), one can use

\[ - \frac{c}{k^2 + c^2} \to \pi \delta(k), \]

(3.30)

to find

\[ \varphi_{s,d}^N(T, \mu, 0) = - \frac{1}{4} \lambda_{th}^{1-d} \text{Li}_{d+1}(e^{2\mu}). \]

(3.31)

These results (3.29) and (3.31) are consistent with the integral expressions given in Eq. (11) of [7] for the total surface contributions of \( \varphi_{d=3}^{BC} \) for DBCs and NBCs. They also imply that the surface contribution of \( \varphi \) vanishes for NBCs.

At the Bose-Einstein transition in \( d > 2 \) dimensions, the correlation length \( \xi = \xi_{id} \) diverges \( \sim (-\mu)^{-1/2} \) as \( \mu \to 0 \) and becomes much larger than the thermal de Broglie wavelength \( \lambda_{th}(T \approx T_c) \). If the approach to criticality occurs along a temperature path at fixed density \( \rho = -\partial \varphi_{s,d}/\partial(\beta\mu) \), then \( -\mu \sim \delta T^{1/(d-2)} \), where

\[ \delta T = |T - T_c(\rho)|/T_c(\rho), \]

(3.32)

so that \( \xi_{id} \sim \delta T^{-n_{id}} \) with \( n_{id} = (d-2)^{-1} \).

The correlation-length exponent \( n_{id} \) and the other critical exponents of the ideal Bose gas may be understood as Fisher-renormalized exponents [17, 48] of the Gaussian model; i.e., the specific-heat, order-parameter, susceptibility, and correlation-length exponents \( \alpha_G, \beta_G, \gamma_G, \) and \( \nu_G \), respectively, follow from their Gaussian counterparts \( \alpha_{id}, \beta_{id}, \gamma_{id}, \) and \( \nu_{id} \), respectively, via the relations

\[ \nu_{id} = \frac{\nu_G}{1 - \alpha_G} = \frac{1}{d - 2 - \gamma_{id}/2}, \]

(3.33)

\[ \beta_{id} = \frac{\beta_G}{1 - \alpha_G} = \frac{1}{2}, \]

\[ \gamma_{id} = \frac{\gamma_G}{1 - \alpha_G} = \frac{d - 2 - \nu_{id}}{2} = \frac{d - 2}{4}, \]

\[ \alpha_{id} = \frac{\alpha_G}{1 - \alpha_G} = \frac{d}{1 - \nu_{id}} = \frac{2}{d - 2}. \]

The asymptotic critical behavior is known to be purely classical. The bulk universality class is that of a Gaussian model for a two-component real-valued order parameter with a mass term \( \xi_{id}^2 \sim (-\mu) \to 0 \), but the above-mentioned renormalization of the critical exponents due to the fixed-density constraint must be taken into account. The length \( \lambda_{th}(T) \) should drop out from the asymptotic critical behavior in appropriately normalized quantities. Let us therefore determine the limiting behavior of \( \varphi_{s,d}^R \) for \( \lambda_{th} \to 0 \). One possibility is to use the small-\( x \) expansion [49]

\[ \text{Li}_{d+1}(1-x) = \left\{ \begin{array}{ll} \zeta(d+1) + \zeta(d+1) x + \Gamma(1-d) x^{d+1} + \ldots & \text{for } 3 \neq d, \\ \frac{1}{2} \pi^2 & - x(1 - \ln x) + \ldots & \text{for } d = 3. \end{array} \right. \]

(3.34)

for the polylogarithms in Eq. (3.28). In order to benefit from dimensional regularization we insert the above expansion for general \( d \in (2,4) \) into the integral in Eq. (3.28). This leads us to

\[ \varphi_{s,d}^R(T, \mu, c) = \varphi_{s,d}^R(T, 0) + f_{s,d}^R(\xi, c) + o(\lambda_{th}) \]

(3.35)

with

\[ \varphi_{s,d}^R(T, 0, c) = - \frac{1}{4} \lambda_{th}^{1-d} \zeta(d+1)/2 \]

(3.36)

and

\[ f_{s,d}^R(\xi, c) = \Gamma(1-d/2) \left[ \frac{1}{4} (4\pi \xi^2)^{(1-d)/2} \right. \]

(3.37)

\[ - \int_0^{\infty} \frac{dk}{\pi} \left( k^2 + \xi^2 \right)^{(d-1)/2} \frac{c}{k^2 + c^2}, \]

where \( \zeta(d+1) \) again means \( \zeta(d+1) \) as \( \zeta(d+1) \) terms contain quantum corrections.

The result requires two comments. First, the integral in Eq. (3.28) converges in the ultraviolet (UV) because the \( k \) integration is smoothly cut off at \( k_{3d} \approx 4\pi/\lambda_{th} \). However, since \( \lambda_{th} \) drops out from the integral of the expansion term associated with \( f_{s,d}^R \), a UV cutoff is no longer present in it. Convergence of this integral is ensured only for \( d < 2 \). For \( 2 < d < 4 \), it must be regularized either by reintroducing a UV cutoff or else dimensionally. We prefer to use dimensional regularization.
Assuming that \( d < 2 \), the integral in Eq. (3.37) can be computed by means of MATHEMATICA [50]. One obtains

\[
f^R_{s,d}(\xi, c) = c^{d-1} f_{s,d}(\xi, c, 1) \\
= \frac{1}{2} \xi^{1-d} (4\pi)^{1/2} \left\{ \frac{\Gamma(1 - d/2)}{\sin(\pi d/2)} \left[ \frac{1}{2} - \frac{(c^2 \xi^2 - 1)(d-1)/2}{\sin(\pi d/2)} \right] \right. \\
+ \sqrt{\pi} \frac{\tilde{F}_1(a, b; c; z)}{c^d \sin(\pi d/2)} \left. \right\},
\]

where \( \tilde{F}_1(a, b; c; z) \) is the regularized hypergeometric function \( 2\tilde{F}_1(a, b; c; z)/\Gamma(c) \). The result provides the analytic continuation to dimensions \( d \geq 2 \).

A second necessary comment is that this expression does not reproduce the \( c \to \infty \) limit of \( f^R_{s,d} \) given by the first term in Eq. (3.37) (since the regularized integral vanishes for \( c \to \infty \)). The reason is that the sequence of the limits in which the lengths \( l/c \) and \( \lambda_k \) go to zero (or the cutoff \( \kappa \lambda \) do not commute. This noncommutativity of the limits \( c \to \infty \) of the bare surface-enhancement variable \( c \) and the UV momentum cutoff is well known from the classical theory [10].

However, the result given in Eq. (3.37) yields the correct limits \( c \to 0 \) with \( \xi > 0 \) and \( \xi \to \infty \) with \( 0 < c < \infty \), namely,

\[
f^R_{s,d}(\infty, c) = -K_{d-1} \frac{\pi}{d-1} \frac{c^{d-1}}{\sin(d\pi)}
\]

and

\[
f^R_{s,d}(\xi, 0) = -K_{d-1} \frac{\pi}{d-1} \frac{\xi^{1-d}}{4 \cos(\pi d/2)}.
\]

Equation (3.39) complies with the result obtained in [11], [12], and [21]. Further, Eq. (3.40) can be confirmed easily via Eq. (3.37) using Eq. (3.30).

The result (3.37) can be checked by means of a purely classical calculation. Consider the free classical theory associated with the action (2.22) with \( g = 0 \) for the semi-infinite system \( z \geq 0 \) and subject to the RBC (1.15) with \( c = c_1 \) at \( z = 0 \). The Fourier transform of the corresponding free propagator \( \langle \phi(y, z) \cdot \phi(0, z') \rangle/2n \) with respect to the \( y \) coordinate is given by

\[
\hat{G}[\kappa_p(\xi); z, z'; c] = \frac{1}{2\kappa} e^{-\kappa |z-z'|} c e^{-\kappa (z+z')} \left[ e^{\kappa(z-z')} \right]_{\kappa=\kappa_p(\xi)}
\]

where

\[
\kappa_p(\xi) = \sqrt{p^2 + \xi^{-2}}.
\]

Using this leads us to

\[
e_s,\xi,c(\xi, c) = \int_{p}^{(d-1)} dz \left[ \hat{G}[\kappa_p(\xi); z, z; c] - (z = \infty) \right]
\]

\[
= \int_{p}^{(d-1)} \left[ \frac{1}{4\kappa^2} \frac{\kappa - c}{\kappa + c} \right]_{\kappa=\kappa_p(\xi)}
\]

for the surface energy density, where we adopted the convenient notation

\[
\int_{p}^{(d-1)} = \int_{d-1}^{d-1} \frac{d^{d-1}p}{(2\pi)^{d-1}}.
\]

Integrating the result with respect to \( \xi^{-2} \) yields

\[
f_{s,d}(\xi, c) = c^{d-1} \int_{p}^{(d-1)} \ln \left[ 1 + \frac{\kappa_p(v)}{\sqrt{\kappa_p(\xi)}} \right]_{\kappa=\kappa_p(\xi)}
\]

\[
= c^{d-1} K_{d-1} J_d(\xi c)
\]

with

\[
J_d(v) = \int_{0}^{\infty} dp p^{d-2} \ln \left[ 1 + \frac{\kappa_p(v)}{\sqrt{\kappa_p(\xi)}} \right] = \frac{1}{1 - d} \int_{0}^{\infty} dp p^{d-2} \frac{\kappa_p(v) - 1}{2\kappa_p^2(v)} \kappa_p(v) + 1,
\]

where the second form follows upon integration by parts. The latter integral, which is UV divergent for dimensions \( d > 1 \), can be analytically continued to \( d > 2 \) in a straightforward manner. In the first form, \( J_d(v) \) is IR divergent for \( d < 1 \) and UV divergent for \( d > 1 \). To avoid the IR divergence, one can subtract from the integrand’s logarithm its value at \( p = 0 \), using the fact that \( \int_{0}^{\infty} dp p^{d-2} = 0 \) in dimensional regularization. The resulting integral thereby becomes well-defined for \( d \in (-1, 1) \) and can be analytically continued.

Consistency with the results for \( (\xi, c) = (\infty, c) \) and \( (\xi, 0) \) given in Eqs. (3.39) and (3.40) is easily checked by performing the required integrals. A proof that Eqs. (3.45) and (3.46) are consistent with the integral representation (3.37) is harder and relegated to Appendix B.

Both ways of calculating \( f^R_{s,d} \) used above can be generalized to determine the quantum corrections of \( \varphi^R_{s,d} \). To generalize the second, note that the Fourier transform with respect to \( y \) and \( \tau \) of the propagator \( \langle \psi(y, z, \tau) \cdot \psi^\dagger(0, z', 0) \rangle/2n \) associated with the action (2.20b) can be written as

\[
g_\rho(p; z, z') = \frac{2m}{\hbar^2} \hat{G}[\kappa_p, \rho(\xi, \lambda_\mu); z, z'; c]
\]

with

\[
\kappa_p(\xi, \lambda_\mu) = \sqrt{p^2 + \xi^{-2} - i8\pi^2 \rho/\lambda_\mu^2}.
\]

We thus arrive at the expansion

\[
\varphi^R_{s,d}(T, \mu, c) = \varphi_{s,d}(T, \mu, 0) + J_s,\xi,c + 2,c^{d-1} K_{d-1} \sum_{\rho=1} \text{Re} J_d \left[ c(\xi^{-2} - i8\pi^2 \rho/\lambda_\mu)^{-1/2} \right].
\]

Here, the first \( (c = 0) \) term can be expanded about \( \mu_c = 0 \) to obtain contributions analytic in \( \mu_c - \mu \). The
second term, $f^R_{s,d}$, describes the asymptotic critical behavior. Finally, the sum $\sum_{j=1}^{\infty}$ contains the quantum corrections. They are exponentially small.

An alternative way of calculating $\varphi^R_{s,d}(T, \mu, c)$ is to go back to the integral representation of $\varphi^R_{s,d}$ in terms of $T_s(E; c)$:

$$\varphi^R_{s,d}(T, \mu, c) = -\lambda_{th}^{1-d} \int_{C_1} \frac{dE}{2\pi i} \frac{\text{Li}_{d+1}(e^{-\lambda_{th}\frac{E+ic}{4\pi}})}{\text{Li}_{d-1}(z)} T_s(E; c).$$

Here $C_1$ is the contour in the complex $E$ plane depicted in Fig. 3. The branch point of the polylogarithm $\text{Li}_{d+1}(z)$ at $z = 1$ yields infinitely many branch points in the complex energy plane located at

$$E_j = -\xi^{-2} + i8\pi^2\lambda_{th}^{-2}j, \quad j \in \mathbb{Z}.$$  

The thick lines in the figure denote the associated branch cuts.

![FIG. 3. Deformation of the contour $C_1$ into the union of contours $\gamma_j, j \in \mathbb{Z}$ plus a circle around the isolated pole at $E = -ic.$](image)

We now wish to deform the contour $C_1$ into the union of contours $\bigcup_{j=-\infty}^{\infty} \gamma_j$. In order to be able to do this, we must first ensure that the integrand of $\int_{C_1} dE$ decays sufficiently fast at $E = \infty$. This can be achieved by adding and subtracting from $T_s(E; c)$ its asymptote for $E \to \infty$ given by $T_s(E; 0) = (\xi^2)^{-1}$. We can then deform $C_1$ in the intended fashion. The polylogarithms have jump discontinuities across the branch cuts separating the upper and lower rims of the contours $\gamma_j$. These discontinuities are implied by the jump

$$\text{Li}_{d+1}(z)_{z=x+0} = \frac{2\pi i \ln((d-1)/2)(x)}{\Gamma((d-1)/2)} \text{ for } x > 1.$$  

The functions $T_s(E; c) - T_s(E, 0)$ are continuous across these branch cuts since $\sqrt{E}$ (whose only branch cut is along the positive real axis) has this property. We thus obtain

$$\varphi^R_{s,d}(T, \mu, c) = \frac{-1}{4} \lambda_{th}^{1-d} \text{Li}_{d+1}(e^{2\rho}) - \frac{1}{\Gamma((d+1)/2)} \sum_{j=-\infty}^{\infty} \int_{-\infty}^{0} du \left\{ \left( \frac{-u}{4\pi} \right)^{d+1} \frac{1}{2E \sqrt{E - c}} \right\}_{E = \gamma_j + u},$$

where $\text{Im} \sqrt{E} > 0$. The integrals $\int_{0}^{\infty} du$ ... are convergent for $d < 2$ and defined for $d > 2$ by analytic continuation.

The residual potential $\varphi^R_{\text{res},d}$ can be computed in a similar fashion using

$$\varphi^R_{\text{res},d}(T, \mu, c_1, c_2) = -\lambda_{th}^{1-d} \int_{C_1} \frac{dE}{2\pi i} \frac{\text{Li}_{d+1}(e^{-\lambda_{th}\frac{E+ic}{4\pi}})}{\text{Li}_{d-1}(z)} \times T_{\text{res}}(E; D, c_1, c_2).$$

Since $T_{\text{res}}$ decays exponentially as $E \to \infty$, the integrand needs no subtraction to deform the contour $C_1$ into $\bigcup_{j=-\infty}^{\infty} \gamma_j$. Exploiting again Eq. (3.52), one finds that the scaling function $\mathcal{T}^R_d$ can be written as

$$\mathcal{T}^R_d(x, x_\xi, c_1, c_2) = \frac{-(4\pi)^{(d-1)/2}}{\Gamma((d+1)/2)} \sum_{j=0}^{\infty} \int_{-\infty}^{0} du \left( -u \right)^{(d-1)/2} \times T_{\text{res}}(u - x_\xi^2 + i8\pi^2jx_\xi^2; 1, c_1, c_2).$$

As we show in Appendix C, this result can be transformed into

$$\mathcal{T}^R_d(x, x_\xi, c_1, c_2) = K_{d-1} \int_{0}^{\infty} dp \left( \frac{1}{x_\xi^2} \right)^{d-2} \left\{ g_{c_1, c_2} \left[ \kappa_p(1/x_\xi) \right] + 2\sum_{\rho=1}^{\infty} \text{Re} g_{c_1, c_2} \left[ \kappa_{p, \rho}(1/x_\xi, 1/x_\lambda) \right] \right\},$$

where

$$g_{c_1, c_2}(\kappa) = \ln \left[ 1 - \frac{(\kappa - c_1)(\kappa - c_2)}{(\kappa + c_1)(\kappa + c_2)} \right] e^{-2\kappa}$$

and $\kappa_{p, \rho}(\xi, \lambda_{th})$ was defined in Eq. (3.48). In Appendix C, we also present a somewhat easier, alternative calculation, which directly leads to Eq. (3.56).

The first contribution to $\mathcal{T}^R_d$, namely, the $\rho = 0$ analog of the remaining ones, is the classical scaling function

$$\Theta^R_d(x_\xi, c_1, c_2) = K_{d-1} \int_{0}^{\infty} dp \left( \frac{1}{x_\xi^2} \right)^{d-2} g_{c_1, c_2} \left[ \kappa_p(1/x_\xi) \right].$$

In the special case $x_\xi = 0$, it reduces to its analog at the bulk critical point, the scale-dependent amplitude

$$\Delta^R_d(c_1, c_2) \equiv \Theta^R_d(0, c_1, c_2) = K_{d-1} \int_{0}^{\infty} dp \left( \frac{1}{x_\xi^2} \right)^{d-2} g_{c_1, c_2}(p)$$

obtained in [11, 12, 20]. Likewise, Eqs. (3.6a)–(3.8b) can be recovered from the result (3.58) in the cases $x_\xi > 0$ and $(c_1, c_2) = (\infty, \infty), (0, 0)$ and $(\infty, 0)$.
C. Quantum corrections to the critical behavior

The results given in Eqs. (3.56) and (3.57) enable us to determine the form of the leading quantum corrections. They are associated with the contributions from the Matsubara frequencies $\omega_\rho$ with $\rho = \pm 1$. Let

$$
\gamma(x_\xi, x_\lambda) \equiv \kappa_{0, -1}(1/x_\xi, 1/x_\lambda) = \sqrt{x_\xi^2 + 18\pi^2 x_\lambda^2} = |x_\xi^2 + 18\pi^2 x_\lambda^2|^{1/2} e^{i\arctan(8\pi^2 x_\lambda^2/x_\xi^2)/2}.
$$

(3.60)

We expand the function $\varphi_{\ell_1, \ell_2}(\kappa_{n, n-1})$ to linear order in $e^{-2\kappa_{n, -1}}$, write the corresponding expansion term as $A e^{-2(1+2\rho^2)/\gamma^2}$, and then expand the coefficient to $O(\gamma^{-1}, \rho^4/\gamma^3)$. Upon performing the $p$ integral, we arrive at the expansion

$$
\gamma_{\xi, \lambda} = -2\text{Re} \left\{ \left( \frac{\gamma}{4\pi} \right)^{d-1} e^{-2\gamma} \left[ 1 + O(e^{-2\gamma}) \right] \times \left[ 1 + \frac{d^2 - 1}{16\gamma} - 2\frac{c_1 + c_2}{\gamma} + O(\gamma^{-2}) \right] \right\}.
$$

(3.61)

At the bulk critical point, where $x_\xi = 0$, we have $|\gamma| = 2^{d/2} \pi x_\lambda$. Thus, the quantum corrections to the Casimir amplitude $\Delta_d(x_\lambda, c_1, c_2)$ are down by a factor $e^{-2\gamma} (\kappa_{n, n-1})$. An analogous analysis of quantum corrections can be made in the cases of the PBCs and ABCs. To see this, note that the classical scaling functions $\Theta_d^{\text{P, A}}$ can be written in a form analogous to Eqs. (3.58) using integration by parts. Adding the quantum corrections resulting from the Matsubara frequencies $\omega_\rho \neq 0$ then gives

$$
\Upsilon_d^{\text{P, A}}(x_\lambda, x_\xi, c_1, c_2)/n = \kappa_{n, -1}(1/x_\xi, 1/x_\lambda) \left( \frac{\gamma}{4\pi} \right)^{d-1} e^{-2\gamma} \left[ 1 + O(e^{-2\gamma}) \right] \times \left[ 1 + \frac{d^2 - 1}{16\gamma} - 2\frac{c_1 + c_2}{\gamma} + O(\gamma^{-2}) \right].
$$

(3.62)

where the upper (lower) signs refer to BC = P and A, respectively. It follows that the leading quantum corrections are of the form

$$
\Upsilon_d^{\text{P, A}}(x_\lambda, x_\xi)/n = \Theta_d^{\text{P, A}}(x_\lambda, x_\xi)/n = -4\text{Re} \left\{ \left( \frac{\gamma}{2\pi} \right)^{d-1} e^{-\gamma} \left[ 1 + \frac{d^2 - 1}{8\gamma} + O(\gamma^{-2}) \right] \times \left[ 1 + O(e^{-\gamma}) \right] \right\}.
$$

(3.63)

Thus, the quantum corrections to the amplitudes $\Delta_d^{\text{P, A}}$ are smaller by a factor $\exp(-2^{d/2} \pi D/\lambda_{\text{th}})$, the decay length $\lambda_{\text{th}}/2^{d/2}$ is twice as large as in the cases of DDBCs, NNBCs, DNBCs, and RBCs.

IV. INTERACTING n-COMPONENT BOSE GAS

A. The limit $n \to \infty$

We now turn to the interacting $n$-component Bose gas. In order to investigate its limit $n \to \infty$, we use the Hubbard-Stratonovich transformation

$$
e^{-\varepsilon_n/2\hbar} \int_0^\infty d\tau \int_0^\infty d^d x \ e^{-i\varepsilon_n/2\hbar} \left( -S_{\text{eff}}[\psi^*, \psi, \chi]/\hbar \right) \overline{e^{-\varepsilon_n/2\hbar}}
$$

(4.1)

to rewrite the interaction term of the action (2.20). It follows that $e^{-S_{\text{eff}}[\psi^*, \psi, \chi]/\hbar}$ can be written as a functional integral $\int D[\chi] \exp \left( -S_{\text{eff}}[\psi^*, \psi, \chi]/\hbar \right)$ over the real-valued field $\chi(x, \tau)$. The effective action is given by

$$
S_{\text{eff}}[\psi^*, \psi, \chi] = \int_{\tau, \Omega} \left\{ \psi^* \left( \hbar \partial_\tau - \mu + i\chi - \frac{\hbar^2}{2m} \nabla^2 \right) \psi \right\} + \frac{\hbar^2}{2m} \chi^2,
$$

(4.2)

up to an unimportant constant. Here, $\int_{\tau, \Omega}$ stands for $\int_0^\infty d\tau \int_0^\infty d^d x$. Upon integrating out the fields $\psi^*$ and $\psi$ and introducing the potential

$$
\mathcal{V}(x, \tau) = i\chi(x, \tau) - \mu,
$$

(4.3)

one arrives at

$$
\ln \int D[\psi^*, \psi, \chi] e^{-S_{\text{eff}}[\psi^*, \psi]/\hbar} \cong \text{const}
$$

$$
= -n \int_{\tau, \Omega} \{ \langle x, \tau \rangle \ln \left[ \hbar \partial_\tau + \mathcal{V} - \frac{\hbar^2}{2m} \nabla^2 \right] \chi \}
$$

$$
= -\frac{1}{2\hbar} \left( \mu + \mathcal{V} \right) \chi^2
$$

(4.4)

where a self-explanatory Dirac notation is used. The explicit factor of $n$ in the result tells us that the functional integral over $\chi$ for $n \to \infty$ can be calculated by evaluating the integrand at the stationary point. The stationary potential $\mathcal{V}(x) = \mathcal{V}(x)$ (where the subscript asterisk indicates values at the stationary point) is independent of $\tau$ by translation invariance along the time direction. Since we also have spatial translation invariance along the $y$ directions, it is sufficient to consider potentials that depend only on $z$ or are independent of $z$ in the cases of free BCs and PBCs, respectively. For such potentials

$$
\mathcal{V}(y, z) = \mathcal{V}(z) \equiv \frac{\hbar^2}{2m} v(z)
$$

(4.5)

the eigenvalues of the operator $v(z) - \nabla^2$ are of the form $p^2 + \varepsilon_\nu$, where $p$ denotes the wave vector conjugate to $y$ and $\varepsilon_\nu \equiv \varepsilon_\nu^{BC}$, $\nu = 1, 2, \ldots, \infty$, are the eigenvalues of the operator $-\partial_z^2 + v(z)$ on the interval $[0, D]$ subject to the BCs considered.
Let us introduce the grand partition function
\[ \Xi_{BC}^{\infty,n}(T, \mu, D, L, \tilde{\mu}) = \int D[\psi^*] \int D[\chi] e^{-S_{\text{rel}}[\psi^*, \psi, \chi]/\hbar} \]
by analogy with Eq. (2.19). In the large-\( n \) limit the associated grand potential per hyperarea \( A \) and number \( n \) of components
\[ \varphi_{\infty,d}^{\text{BC}}(T, \mu, \tilde{\mu}, D, L) \equiv -\frac{1}{A} \lim_{n \to \infty} \frac{1}{n} \ln \Xi_{BC}^{\infty} \]
is given by the maximum of the functional
\[ \Phi(\{\mathcal{V}\}; T, \mu, \tilde{\mu}, D, L) = \frac{1}{A} \sum_{\mathbf{p}} \int_0^D d\tau \left\{ -\frac{\beta}{2\mu} |\mathcal{V}(\tau) + \mu|^2 + \int_0^{\beta \hbar} \frac{d\tau}{\hbar} \left[ \mathcal{h} \varphi_{\mu} + \mathcal{V}(\tau) + \frac{\hbar^2}{2m} (p^2 - \varphi_{\mu}^2) \right] \right\}, \]
where we have chosen PBCs along the \( y \) directions and \( \mathbf{p} \) is a \((d-1)\)-dimensional wave vector with \( \frac{2\pi}{D} \mathbf{p} \in \mathbb{Z}^{d-1} \). Functional differentiation with respect to \( \mathcal{V}(\tau) \) yields the stationarity condition
\[ \hat{\mathcal{u}} \frac{1}{A} \sum_{\mathbf{p}} g_{\mathbf{p}}(z, z, 0^+) = \mathcal{V}_{\mu}(x) + \mu, \]
where \( g_{\mathbf{p}}(z, z', \tau - \tau') \) is a Matsubara Green’s function satisfying
\[ \left[ \mathcal{h} \varphi_{\mu} + \mathcal{V}_{\mu} + \frac{\hbar^2}{2m} (p^2 - \varphi_{\mu}^2) \right] g_{\mathbf{p}}(z, z', \tau) = \delta(\tau) \delta(z - z'). \]
Let \( \varphi_{\mu} \) and \( \mathbf{h}_{\mu}(z) \) be the eigenvalues and orthonormalized eigenfunctions of the Schrödinger equation
\[ [-\varphi_{\mu}^2 + \nu_{\mu}(z) - \varphi_{\mu}] \mathbf{h}_{\mu}(z) = 0, \]
and \( n_{\mathbf{p},\nu} \) denote the occupation number
\[ n_{\mathbf{p},\nu} = \left\{ \exp \left[ \frac{\beta \hbar^2}{2m} (p^2 + \varphi_{\mu}^2) \right] - 1 \right\}^{-1}. \]
Then we have
\[ g_{\mathbf{p}}(z, z', \tau) = \sum_{\nu} \left\{ \mathbf{h}_{\mu}(z) \mathbf{h}_{\mu}^*(z') \left[ n_{\mathbf{p},\nu} \theta(-\tau) + (1 + n_{\mathbf{p},\nu}) \theta(\tau) \right] e^{-\frac{\beta \hbar}{2m}(\varphi_{\mu} + p^2)\tau} \right\}, \]
and the self-consistency Eq. (4.9) becomes
\[ \mathcal{V}_{\mu}(z) + \mu = \hat{\mathcal{u}} \sum_{\nu} | \mathbf{h}_{\mu}(z) |^2 \frac{1}{A} \sum_{\mathbf{p}} n_{\mathbf{p},\nu}. \]
Furthermore, the contribution to the functional \( \Phi_{\text{d}}(\{\mathcal{V}\}; T, \mu, D, L, \tilde{\mu}) \) associated with the integral \( \int d\tau \) is nothing else than the reduced grand potential of a set of noninteracting bosons with single-particle energies \( k^2_{\nu}/(2m) \). Accordingly, we have
\[ \Phi_{\text{d}}(\{\mathcal{V}\}; T, \mu, \tilde{\mu}, D, L) = \frac{1}{A} \sum_{\mathbf{p}} \sum_{\nu} \ln \left[ 1 - e^{-\frac{\beta \hbar^2}{2m} (p^2 + \varphi_{\mu}^2)} \right] - \frac{\beta}{2\mu} \int_0^D d\tau \left[ \mathcal{V}(\tau) + \mu \right]^2. \]
We now wish to take the limit \( A = L^{d-1} \to \infty \). To allow for macroscopic occupancy of \( \mathbf{p} = 0 \) states, we separate \( \mathbf{p} = 0 \) from \( \sum_{\mathbf{p}} \) using the asymptotic equivalence
\[ \frac{1}{A} \sum_{\mathbf{p}} f(\mathbf{p}) \approx A^{-1} f(0) + \int_{\mathbf{p}}^{(d-1)} f(\mathbf{p}). \]
The self-consistency condition of Eqs. (4.9) and (4.14) thus becomes
\[ \mathcal{V}_{\mu}(z) + \mu = \hat{\mathcal{u}} \sum_{\nu} | \mathbf{h}_{\mu}(z) |^2 \lambda_{\text{th}}^{-d} \mathcal{I}_{\mu,\nu} \left( e^{-\frac{\beta \hbar}{2m} \varphi_{\mu}^2} \right) + \hat{\mathcal{u}} \frac{1}{A} \sum_{\nu} | \mathbf{h}_{\mu}(z) |^2 \frac{1}{ e^{\frac{\beta \hbar}{2m} \varphi_{\mu}^2} - 1 } \]
and for the \( A \to \infty \) limit of the grand potential we find
\[ \varphi_{\infty,d}^{\text{BC}}(T, \mu, \tilde{\mu}, D) \equiv \varphi_{\infty,d}^{\text{BC}}(T, \mu, \tilde{\mu}, D, \infty) \]
\[ = -\lambda_{\text{th}}^{-d} \mathcal{I}_{\mu,\nu} \left( e^{-\frac{\beta \hbar}{2m} \varphi_{\mu}^2} \right) - \frac{\beta}{2\mu} \int_0^D d\tau \left[ \mu + \mathcal{V}_{\mu}(\tau) \right]^2 + \lim_{A \to \infty} \frac{1}{A} \sum_{\nu} \ln \left( 1 - e^{-\frac{\beta \hbar}{2m} \varphi_{\mu}^2} \right). \]
The contributions from the \( \mathbf{p} = 0 \) terms to both equations [last terms in Eqs. (4.17) and (4.18)] vanish in the limit \( A \to \infty \).

It is an easy matter to check that these equations reduce to those of [23] if we choose PBCs. To see this, note that in this case the self-consistent potential is independent of \( z \) by translational invariance, we have
\[ \mathcal{V}_{\mu}^{\infty} \equiv \mathcal{V}_{\mu}^{\infty}(T, \mu, \tilde{\mu}, D) = \frac{\hbar^2}{2m} v_{\mu}^*(T, \mu, \tilde{\mu}, D), \]
\[ \varphi_{\nu}^{\text{BC}} = \varphi_{\nu}^{\text{BC}} + (k_{\nu}^p)^2, \]
where \( k_{\nu}^p \) are the discrete \( k \) values given in Eq. (2.6a). We insert these results into Eqs. (4.17) and (4.18) along with the eigenfunctions \( \mathbf{h}_{\nu}^p(z) \) given in Eq. (2.6a). Taking into account that the variables \( s_0 \) and \( a \) of [23] correspond to \( -\beta \mathcal{V}^p \) and \( \hat{u} \), respectively, one recovers the corresponding equations of [23].

### B. Bulk properties

The foregoing statements carry over to the bulk quantities
\[ \varphi_{\infty,b,d}(T, \mu, \tilde{\mu}) \equiv \lim_{D \to \infty} D^{-1} \varphi_{\infty,d}^{\text{BC}}(T, \mu, \tilde{\mu}, D) \]
and 
\[
\mathcal{V}_{b,s} = \mathcal{V}_{b,s}(T, \mu, \tilde{u}) = \mathcal{V}_{b}^{\mu}(T, \mu, D = \infty, \tilde{u}) = \mathcal{V}_{b}^{\mu}(z = \infty; T, \mu, D = \infty, \tilde{u}),
\]
for BC = DD, NN, DN, R. \hspace{1cm} (4.21)

Note that \( \mathcal{V}_{b,s} \) can be defined either as the \( D \to \infty \) limit of \( \mathcal{V}_{b}^{\mu} \) or in terms of the \( z \to \infty \) limit of the potential \( \mathcal{V}_{b}|_{D=\infty} \) for the semi-infinite case with free boundary conditions.

The equations these quantities satisfy,
\[
\varphi_{\infty,b,d}(T, \mu, \tilde{u}) = -\lambda_{th}^{-d} \operatorname{Li}_{d/2}(e^{-\beta \varphi_{b,s}}) - \frac{\beta}{2\tilde{u}} (\mu + \varphi_{b,s})^2 + \lim_{V \to \infty} \frac{1}{V} \ln \left( 1 - e^{-\beta \varphi_{b,s}} \right),
\]
and
\[
\varphi_{b,s} + \mu \underset{V \to \infty}{\sim} \tilde{u} \lambda_{th}^{-d} \operatorname{Li}_{d/2}(e^{-\beta \varphi_{b,s}}) + \tilde{u} \frac{1}{\tilde{V}} \frac{1}{e^{\beta \varphi_{b,s}} - 1},
\]
are again in accordance with those of \cite{23}. The easiest way to obtain these bulk equations is to choose PBCs. Alternatively, one can consider the semi-infinite case and investigate the limit \( z \to \infty \).

For later use, let us also mention that the following results (obtained in \cite{23}) follow for \( 2 < d < 4 \) in a straightforward fashion from the above bulk equations:

(i) The critical line \( \mu_c(T, \tilde{u}) \) across which the bulk transition occurs is given by
\[
\mu_c(T, \tilde{u}) = \lambda_{th}^{-d} \tilde{u} \zeta(d/2). \hspace{1cm} (4.24)
\]

(ii) The bulk potential \( \mathcal{V}_{b,s} \) vanishes on the critical line \( \mu_c(T, \tilde{u}) \) and in the ordered phase in the thermodynamic limit \( V \to \infty \).

(iii) The bulk grand potentials \( \varphi_{b,s}^\leq (T, \mu) \) and \( \varphi_{b,s}^\geq (T, \mu) \) in the bulk disordered and bulk ordered phases can be written as
\[
\varphi_{\infty,b,d}^\leq (T, \mu, \tilde{u}) = -[\lambda_{th}(T)]^{-d} \operatorname{Li}_{d/2+1}(e^{-\beta \varphi_{b,s}}) - \frac{\beta}{2\tilde{u}} (\mathcal{V}_{b,s} + \mu)^2 \hspace{1cm} (4.25)
\]
and
\[
\varphi_{\infty,b,d}^\geq (T, \mu, \tilde{u}) = -\frac{\beta}{2\tilde{u}} \mu^2 - [\lambda_{th}(T)]^{-d} \zeta(d/2 + 1), \hspace{1cm} (4.26)
\]
respectively.

(iv) Analysis of the bulk equations (4.23) and (4.22) yields the limiting behaviors
\[
\beta \mathcal{V}_{b,s}(T, \mu_c(1 + \delta \mu), \tilde{u}) \underset{\mu \to \mu_c}{\sim} \left[ \frac{\zeta(d/2)}{-\Gamma(1 - d/2)(-\delta \mu)^2} \right]^{\gamma_\infty} \hspace{1cm} (4.27)
\]
and
\[
\varphi_{\infty,b,d}(T, \mu_c(1 + \delta \mu), \tilde{u}) \underset{\mu \to \mu_c}{\sim} -\frac{\Gamma(-d/2)}{\lambda_{th}^d(T)} \left[ \frac{\zeta(d/2)}{-\Gamma(1 - d/2)(-\delta \mu)^2} \right]^{2-\alpha_\infty} + O(\delta \mu) \hspace{1cm} (4.28)
\]
for \( \delta \mu \equiv (\mu - \mu_c) \to 0 \), where \( \gamma_\infty = 2\nu / \gamma_\text{id} \) and \( \alpha_\infty = (4 - d)/(d - 2) = \alpha_\text{id} \) are the familiar \( (n = \infty) \)
critical exponents of the spherical model.

The linear scaling field \( \delta \mu \) varies linearly in \( \delta T \). However, unlike its Gaussian analog \( \delta \mu \), the exponent \( \alpha_\infty \) is negative so that \( \delta \mu \sim \delta T \) as \( \delta T \to 0 \). Therefore, the constraint of constant \( \rho \) does not lead to a Fisher renormalization of the \( (n = \infty) \) critical exponents.

Comparison of the \( n \to \infty \) action with that of the ideal Bose gas shows that the bulk correlation length \( \xi \) is given by the analog of Eq. (1.5) obtained by the replacement \( -\mu \to \mathcal{V}_{b,s} \), i.e.,
\[
\xi = \frac{\hbar}{\sqrt{2m \mathcal{V}_{b,s}}} = \lambda_{th} \frac{1}{2\sqrt{\pi}} (\beta \mathcal{V}_{b,s})^{-1/2}. \hspace{1cm} (4.29)
\]

As an immediate consequence, one obtains for the static pair correlation function in the disordered phase
\[
g_{b,d}(x; \lambda_{th}, \xi) = \frac{1}{n \to \infty} \frac{1}{n} \langle \psi_n^*(x, \tau) \psi_n(0, \tau) \rangle_{b,d} = \int dq e^{i q x} e^{\delta \mu / \lambda_{th}^d + \pi q^2 / 2m} - 1 = \lambda_{th}^{-d} \sum_{s=1}^{\infty} e^{-d/2} e^{-s \lambda_{th}^d / 4 \pi \xi^2 - \pi x^2 / s \lambda_{th}^d}. \hspace{1cm} (4.30)
\]

To determine its asymptotic behavior in the regime \( \lambda_{th} \ll x, \xi \), one can rescale according to Eq. (2.21) and take the limit
\[
\lim_{\lambda_{th} \to 0} \frac{\lambda_{th}^2}{2\pi} g_{b,d}(x; \lambda_{th}, \xi) = 2(2\pi)^{-d/2} (x\xi)^{-d/2} K_{d/2}(x/\xi), \hspace{1cm} (4.31)
\]
which eliminates quantum corrections of order \( O(e^{-\text{const} x/\lambda_{th}^d}) \). The right-hand side is twice the propagator \( g_{b,d}^c(x; \xi) \equiv \lim_{n \to \infty} \sum_{n=1}^{2n} \langle \phi_n(x) \phi_n(0) \rangle_{b,d} / 2n \) of the classical \( O(2n) \) \( \phi^4 \) theory in the disordered phase, as it should. This shows that \( \xi \) is the true correlation length, namely, the scale on which this function decays exponentially in the large-distance limit \( x \to \infty \).

All above-mentioned results for the bulk critical behavior of the imperfect Bose gas and our interacting \( n \)-component Bose gas are in accordance with the fact that this behavior is representative of the universality class of the \( O(2n) \) \( \phi^4 \) model in the limit \( n \to \infty \). For PBCs,
this identification of the universality class for the scaling behavior of both of these Bose gas models near bulk criticality carries over to the case of finite thickness \( D \). In the next subsection we explicitly verify that the asymptotic scaling behaviors of the residual grand potential \( \varphi^P_{\infty,d} \) and the associated Casimir force \( F^P_{C,\infty} \) near the bulk transition are indeed described by the scaling functions of the classical \( O(2\pi) \) model in the \( n \to \infty \) limit.

### C. Scaling functions for periodic boundary conditions

We begin by considering the case \( \mu < \mu_c \) where both the bulk system and the \( D < \infty \) strip are disordered whenever \( T > 0 \). Let us generalize Eqs. (1.6), (1.8), (1.10), and (1.13) to the present interacting case. The interaction constant \( \tilde{u} \) or, equivalently, the rescaled interaction constant \( g \) defined in Eq. (2.23), gives rise to a further dimensionless variable. As dimensionless variables, we choose

\[
x_\lambda = D/\lambda_{\text{th}}, \quad x_\xi = D/\xi, \quad x_g = gD^{1-d},
\]

where \( \xi \) now denotes the bulk correlation length (4.29) rather than its ideal Bose gas counterpart \( \xi_{\text{id}} \). We can then write the \( n = \infty \) analogs of Eqs. (1.6) and (1.8) as

\[
\varphi^{\text{BC},\text{res},d}_{\infty}(T, \mu, \tilde{u}, D) = D^{-(d-1)} T^{\text{BC},d}(x_\lambda, x_\xi, x_g).
\]

and

\[
\beta F^{\text{BC},\xi}_{\infty}(T, \mu, \tilde{u}, D) = D^{-d} \lambda_{\text{BC},d}(x_\lambda, x_\xi, x_g),
\]

respectively. In the scaling limit of the Bose-Einstein transition, where \( D \) and \( \xi \) both become large compared to all other lengths (namely, \( \lambda_{\text{th}} \) and \( g^{-1/(4-d)} \)), the behavior should simplify to

\[
\varphi^{\text{BC},\text{res},d}_{\infty}(T, \mu, \tilde{u}, D) \approx D^{-(d-1)} \Theta^{\text{BC},d}(D/\xi)
\]

and

\[
\beta F^{\text{BC},\xi}_{\infty}(T, \mu, \tilde{u}, D) \approx D^{-d} \vartheta^{\text{BC},d}(D/\xi),
\]

where \( \Theta^{\text{BC},d} \) and \( \vartheta^{\text{BC},d} \) are scaling functions of the classical \( O(2\pi) \) \( \phi^4 \) model. The dependence on both \( \lambda_{\text{th}} \) and \( g \) (or \( \tilde{u} \)) should drop out except from nonuniversal amplitudes such as that of \( \xi \).

To determine the residual grand potential \( \varphi^P_{\infty,\text{res},d} \), we must compute the grand potentials \( \varphi^P_{\infty,b,d} \) and \( \varphi^P_{\infty,d} \). The latter functions can be conveniently written in terms of the ideal Bose gas bulk correlation function (4.30) and its finite-\( D \) analog under PBCs,

\[
\mathcal{G}^P_{D,d}(y,z; \lambda_{\text{th}}, \xi_D) = \frac{1}{D} \sum_{k=-k_F}^{k_F} \int_{k_F} e^{i(k_F x_\xi)_{(y,z)}} e^{i[pF, k]_{(y,z)}} - 1 = \sum_{j=-\infty}^{\infty} g_{b,d}[\sqrt{y^2 + (z + jD)^2}; \lambda_{\text{th}}, \xi_D].
\]

Here, the summation \( \sum_{k_F} \) is over all \( k_F^\nu = 2\pi \nu/D \) with \( \nu \in \mathbb{Z} \), and

\[
\xi_D = \frac{\hbar}{\sqrt{2mV^P}} = \frac{\lambda_{\text{th}}}{2\pi \nu(D/\xi)^{-1/2}}
\]

means the analog of the bulk correlation length (4.29). The last line of Eq. (4.37) can be obtained via the method of images or Poisson’s summation formula

\[
\frac{1}{D} \sum_{k=k_F} f(k) = \sum_{j=-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{dk}{2\pi} f(k) e^{iDk}
\]

for functions \( f(k) \).

Expressed in terms of the pair correlation function \( g^{P}_{d,D} \), the grand potential \( \varphi^P_{\infty,d} \) becomes

\[
\varphi^P_{\infty,\text{res},d}(T, \mu, \tilde{u}, D)/D = -\lambda_{\text{th}} g^{P}_{d,D+2}(0; \lambda_{\text{th}}, \xi_D)
\]

\[
- \frac{\beta}{2\tilde{u}} (\mu + \sqrt{\lambda_{\text{th}}^4 / (4\pi \nu)}). \quad \text{(4.40)}
\]

The corresponding formula for \( \varphi^P_{\infty,\text{b},d}(T, \mu, \tilde{u}) \), which follows upon taking the limit \( D \to \infty \), should be obvious. The respective form of the self-consistency condition follows in a straightforward fashion by equating the derivative \( \partial \varphi^P_{d,D}/\partial \varphi^P_{d,D} \) to zero, using its stationarity at \( \Psi = \varphi^P_{d,D} \).

This yields

\[
\varphi^P_{d,D} + \mu = \tilde{u} \varphi^P_{b,d}(0; \lambda_{\text{th}}, \xi_D),
\]

and the bulk analog

\[
\mathcal{V}_{b,\text{res}} + \mu = \tilde{u} \mathcal{V}_{b,d}(0; \lambda_{\text{th}}, \xi_D).
\]

Eliminating \( \mu \) from these two equations and expressing \( \tilde{u} \) in terms of the coupling constant \( g \) defined Eq. (2.23) yields an equation whose solution gives us \( D/\xi_D \) as a function of \( x_\xi, x_\lambda \), and \( x_g \):

\[
D/\xi_D = X_d(x_\lambda, x_\xi, x_g),
\]

where \( X_d(x_\lambda, x_\xi, x_g) \) satisfies

\[
\frac{6}{x_g} [X_d^2 - x_\xi^2] = \frac{1}{2\pi x_\lambda} \left[ g_{b,d}(0; x^{-1}_\lambda, 1/X_d) - g_{b,d}(0; x^{-1}_\lambda, x^{-1}_\xi) + 2 \sum_{j=1}^{\infty} g_{b,d}(j; x^{-1}_\lambda, 1/X_d) \right]. \quad \text{(4.44)}
\]

In the limit \( x_\lambda \to \infty \), the solution \( X_d \) agrees with the classical value \( X_d^{\text{cl}}(x_\xi, x_g) = X_d(0, x_\xi, x_g) \) up to exponentially small quantum corrections:

\[
X_d(x_\lambda, x_\xi, x_g) \approx X_d^{\text{cl}}(x_\xi, x_g) + O(e^{-1/x_\lambda}), \quad \text{(4.45)}
\]

where \( X_d^{\text{cl}}(x_\xi, x_g) \) solves the classical analog of Eq. (4.44) one obtains upon taking the limit \( x_\lambda \to 0 \).
value of the right-hand side is easily determined with the aid of Eq. (4.31) or by replacing the sums $\Sigma_{n=1}^{\infty}$ the functions $g_{n,d}$ involve by integrals $\int_0^\infty ds$. Introducing the coefficient

$$A_d = -(4\pi)^{-d/2}\Gamma(1 - d/2)$$

and using the result (3.4a) for the ideal Bose gas scaling function $\Phi_P^d$, we see that the resulting equation for $\Theta_{\infty}^P(x_\xi, x_g)$ can be written as

$$\frac{6}{x_g} [ (\lambda_{d,\infty}^c)^2 - x_\xi^2 ] = -2A_d [ (\lambda_{d,\infty}^c)^{d-2} - x_\xi^{d-2} ]$$

$$+ \frac{1}{2\pi} \Theta_{d-2}^P (\lambda_{d,\infty}^c).$$

(4.47)

The $x_g$ depending terms on the left-hand side of Eq. (4.47) yield corrections to scaling to $\xi_D/D$ of the form $g^{-1}D^{-(4-d)}$ with the familiar $n = \infty$ exponent $\omega_g = 4 - d$. As is discussed in some detail in [26] and [27], they can be eliminated by taking the limit $g \to \infty$ [51]. In fact, it follows from Eq. (4.47) that the function $\lambda_{d,\infty}^c(x_\xi, x_g)$ behaves asymptotically as

$$\lambda_{d,\infty}^c(x_\xi, x_g) \to \lambda_{d,\infty}^{c,\infty}(x_\xi) + O(1/x_g),$$

(4.48)

where $\lambda_{d,\infty}^{c,\infty}$ is the zero of the right-hand side of this equation.

At $d = 3$, where $\Theta_{d,4}^P$ simplifies to $-2\ln(1 - e^{-1/x_\xi})$, this zero can be determined in closed analytic form. One finds [52, 53]

$$\lambda_{3,\infty}^{c,\infty}(x_\xi) = 2 \arcsinh(e^{x_\xi/2}/2)$$

$$= 2 \ln \left[ (e^{x_\xi/2} + \sqrt{4 + e^{x_\xi}})/2 \right].$$

(4.49)

in agreement with [24], [25], and [52].

The residual grand potential $\varphi_{\infty,\text{res},d}^P(x_\xi, x_g)$ can be computed along similar lines. Upon eliminating $\mu_d$ in favor of $\lambda_{d,\infty}$ and $\xi$ by means of Eq. (4.42), we can express $\varphi_{\infty,\text{res},d}^P$ in terms of the variables $x_\lambda$, $x_\xi$ and $x_g$ to determine the function $\Psi_{\infty,d}^P(x_\lambda, x_\xi, x_g)$. We obtain

$$\Psi_{\infty,d}^P(x_\lambda, x_\xi, x_g)$$

$$= x_\lambda^d \left[ \text{Li}_{1+d/2} \left( e^{-x_\xi^2/4x_\lambda^2} \right) - \text{Li}_{1+d/2} \left( e^{-x_\lambda^2/4x_\lambda^2} \right) \right]$$

$$+ \Psi_{d}^P(x_\lambda, x_\lambda) - \frac{3}{2x_g} (\lambda_{d,\infty}^c - x_\xi^2)^2$$

$$- \frac{1}{4\pi} \lambda_{d,\infty}^{c,\infty} (\lambda_{d,\infty}^c - x_\xi^2) \operatorname{Li}_{d/2} (e^{-x_\xi^2/4x_\lambda^2}).$$

(4.50)

In the limit $x_\lambda \to \infty$, this becomes

$$\Psi_{\infty,d}^P(\infty, x_\xi, x_g)$$

$$= 4\pi A_{d+2} \left[ (\lambda_{d,\infty}^c)^d - x_\xi^d \right] + \Theta_{d}^P(\lambda_{d,\infty}^c)$$

$$+ A_d x_\xi^{d-2} \left[ (\lambda_{d,\infty}^c)^2 - x_\xi^2 \right] - \frac{3}{2x_g} (\lambda_{d,\infty}^c)^2. (4.51)$$

Ignoring the corrections to scaling due to the $O(1/x_g)$ term, we set $x_g = 0$ and find that the classical scaling function

$$\Theta_{\infty,d}^P(x_\xi) = \Psi_{\infty,d}^P(\infty, x_\xi, 0).$$

(4.52)

is given by

$$\Theta_{\infty,d}^P(x_\xi) = 4\pi A_{d+2} \left[ (\lambda_{d,\infty}^c)^d - x_\xi^d \right] + \Theta_{d}^P(\lambda_{d,\infty}^c)$$

$$+ A_d x_\xi^{d-2} \left[ (\lambda_{d,\infty}^c)^2 - x_\xi^2 \right]. (4.53)$$

One easily checks that this equation is consistent with published results [24, 25, 52] for the classical scaling function. For example, setting the scaled magnetic field $\tilde{h} = 0$ in Eq. (5.14) of [52], one sees that the function $2Y_0(x_\xi^2, 0)$ of this reference is identical to $\Theta_{\infty,d}^P(x_\xi)$, as it should.

Until now we restricted ourselves to the bulk disordered phase $\delta \mu \geq 0$. Specializing to the case of $d = 3$, we now consider negative and positive values of $\delta \mu$. Since $\nu = 1$ at $d = 3, 1/\xi$ behaves linearly in $|\delta \mu|$ for $\delta \mu \to 0$. Instead of $x_\xi$, we choose the variable

$$x = -\text{sgn}(\delta \mu) \frac{D}{\xi (-|\delta \mu|)}$$

(4.55)

for $d = 3, \delta \mu \sim 0$. Because the bulk correlation length is infinite in the ordered phase $\delta \mu > 0$, the coefficient of the $x^3$ term of $\Theta_{\infty,3}^P(x)$ for $x < 0$ differs from its $x > 0$ analog. On the other hand, the result for the scaled inverse finite-size correlation length $\lambda_{d,\infty}^{c,\infty}(x)$ given in Eq. (4.49) remains valid for $x < 0$. It follows that

$$\Theta_{\infty,3}^P(x) = -\frac{x^3}{12\pi} \theta(x) + \frac{x [\lambda_{d,\infty}^{c,\infty}(x)]^2}{4\pi} - \frac{[\lambda_{d,\infty}^{c,\infty}(x)]^3}{6\pi}$$

$$- \frac{1}{\pi} \lambda_{d,\infty}^{c,\infty}(x) \text{Li}_2 \left( e^{-\lambda_{d,\infty}^{c,\infty}(x)} \right), \quad (x \leq 0),$$

(4.54)

which is again consistent with the results of [24] and [25].

The scaling function $\Theta_{\infty,3}^P(x)$ is plotted in Fig. 4 along with $\frac{1}{2}$ times the associated Casimir force scaling function $\varphi_{\infty,3}^P(x)$ one obtains via Eq. (3.11).

FIG. 4. The scaling functions $\Theta_{3,\infty}^P(x)$ and $\varphi_{3,\infty}^P(x)$.
PBCs exhibits in the limit \( n \to \infty \) in the vicinity of the bulk Bose-Einstein transition point is represented by the universality class of the corresponding classical \( O(2\infty) \) \( \phi^4 \) model. Because of the equivalence of the interacting \( \infty \)-component Bose gas and the imperfect Bose gas, the same statement applies to the latter model, a fact which answers the questions about its universality class raised in [23].

It should be clear that the equivalence of these models also holds for ABCs. Consequently, the critical behavior of both models must be described up to quantum corrections by the \( O(2\infty) \) \( \phi^4 \) model with ABCs. The universality class of the latter classical model corresponds (up to a trivial factor of 2 for free energies) to that of the mean spherical model with ABCs studied in [54].

We refrain from computing the full scaling functions \( \Theta^4_{\infty,d}(xz) \) and \( \vartheta^4_{\infty,d}(xz) \) here. However, information about the associated classical scaling functions \( \Theta^4_{\infty,d}(xz) = \Theta^4_{\infty,d}(xz,0) \) and \( \vartheta^4_{\infty,d}(xz) = \vartheta^4_{\infty,d}(xz,0) \) can be inferred from the results of [54]. Note that in their work on the mean spherical model with ABCs the authors of the latter reference allowed for different values \( J_1 \) and \( J_2 \) for the ferromagnetic nearest-neighbor bonds parallel and perpendicular to the planes \( z = \text{const} \). In the continuum limit this model maps on a \( \phi^4 \) model whose derivative term \( g_{yy}(\nabla_y \phi)^2 + g_{zz}(\partial_z \phi)^2 \) involves a diagonal, yet anisotropic metric. This introduces a source of nonuniversality that can be eliminated by an appropriate rescaling of \( z \) (see, e.g., p. 15–17 of [55]). To obtain the universal scaling functions \( \Theta^4_{\infty,d}(xz) \) and \( \vartheta^4_{\infty,d}(xz) \) and the Casimir amplitude from [54], one can simply set \( J_1 = J_2 \). Specifically, one finds from Eq. (3.48) of [54] the Casimir amplitude

\[
\Delta^4_{\infty,3} = \frac{2}{3} \text{Im}[\text{Li}_2(e^{iz/3})] - \frac{\zeta(3)}{3\pi},
\]

whose numerical value 0.549086... is also known from [56]. We leave it to the reader to extract from [54] the corresponding predictions for the scaling functions \( \Theta^4_{\infty,d}(xz) \) and \( \vartheta^4_{\infty,d}(xz) \).

D. Generalizing the imperfect Bose gas model to allow for nontranslation-invariant boundary conditions

As we discussed, the interacting \( n \)-component Bose gas defined by the Hamiltonian (2.14) can be considered for different BCs along the \( z \) direction and its \( n \to \infty \) limit formulated. For PBC and ABCs, its bulk critical behavior and finite-size critical behavior on a strip of finite width \( D \) are the same as those of the imperfect Bose gas. This raises the question as to whether appropriate nontranslation-invariant generalizations of the imperfect Bose gas model can be defined that are equivalent to our interacting \( n \)-component Bose gas with boundary conditions along the \( z \) direction, such as RBCs or DDBC.

This is in fact possible. Let \( \hat{N}(z) \) be the number of bosons in layer \( z \):

\[
\hat{N}(z) = \int dx \hat{n}(y,z) \hat{\psi}^\dagger(y,z) \hat{\psi}(y,z).
\]

We now modify the potential energy term in Eq. (2.13) and consider the Hamiltonian

\[
\hat{H}_{\text{ImpBG}} = T[\hat{\psi}^\dagger, \hat{\psi}] + \frac{a}{2A} \int_0^D dz \hat{N}(z)^2.
\]

We can impose free BCs, such as RBCs or DDBC, but alternatively also PBC.

The equivalence of this modified imperfect Bose gas with the interacting \( \infty \)-component Bose gas can be seen as follows. The potential-energy term of \( \hat{H}_{\text{ImpBG}} \) yields the contribution

\[
S_{\text{ImpBG}}[\psi^*, \psi, \chi] = \int_{\tau,3D} \left[ \psi^*(\hbar \partial_\tau - \mu + i \chi - \frac{\hbar^2}{2m} \nabla^2) \psi - \frac{1}{2a} \chi^2 \right] d\tau.
\]

We can now introduce a potential \( \mathcal{V}(n, \tau) \) by analogy with Eq. (4.3),

\[
\mathcal{V}(n, \tau) = i \chi(\tau) - \mu,
\]

perform the functional integral \( \int \mathcal{D}[\psi] \) and exploit the translation invariance along the \( y \) directions to obtain

\[
\ln \int \mathcal{D}[\psi^*, \psi] e^{-S_{\text{eff}}[\psi^*, \psi, \chi]/\hbar} + \text{const}
\]

\[
= -A \int_{\tau} \left\{ \int_{pz} [f_{(d-1)}(z, \tau) \ln \left[ \hbar \partial_\tau + \mathcal{V} + \frac{\hbar^2}{2m} (p^2 - \partial_z^2) \right] - \frac{1}{2a} (\mu + V)^2] / \hbar \right\}.
\]

Since the right-hand side is proportional to hyperarea \( A \), the remaining functional integral \( \int \mathcal{D}[\chi] \) can be calculated in the thermodynamic limit \( A \to \infty \) by evaluating its integrand at the stationary point. The result shows that our modified imperfect Bose gas model defined by Eqs. (4.58) and (4.57) is in one-to-one correspondence with the \( n \to \infty \) limit of the interacting Bose gas, if we identify the interaction strength \( a \) with the coupling constant \( \hbar \) of the latter.
E. Results for $d = 3$ with Dirichlet-Dirichlet boundary conditions

From our general considerations based on the coherent-state functional-integral approach in Sec. II and our analysis in Sec. IV it should be clear that the asymptotic large-scale finite-size behavior of our $n = \infty$ Bose film model with free BCs in the scaling regime of the bulk Bose-Einstein transition point is described by the classical $O(2\infty)$ $\phi^4$ model. Unfortunately, exact analytic solutions for free BCs are neither known for the self-consistent potential $V_s(z)$ nor for the eigenvalues $\varepsilon_\nu$ and eigenfunctions $h_\nu$ even if quantum corrections are neglected. Of particular interest is the $(d = 3)$-dimensional case on which we now focus. For it, a number of exact analytic results have been obtained for the classical theory with DDBCs [26, 27, 30–35], which are known to apply to this theory with free BCs at $d = 3$ asymptotically in the large length scale limit. Using a combination of techniques such as direct solutions of the self-consistent equations [32], short-distance and boundary-operator expansions [27], trace formulas [34], inverse scattering methods for the semi-infinite case $D = \infty$ and matched semiclassical expansions for $D < \infty$ [33], exact analytic results for several series expansion coefficients of the self-consistent potential $v_s(z)$ and for the asymptotic $x \to \infty$ behaviors of the eigenvalues $\varepsilon_\nu^{(d)}$, eigenfunctions $h_\nu^{(d)}$, and the classical scaling functions of the residual free energy and the Casimir force have been obtained. However, the computation of these scaling functions for all values $x \gtrless 0$ of the scaling variable $x$ introduced in Eq. (4.54) required the use of numerical methods [26, 27, 29].

In order to solve the self-consistent Schrödinger equation numerically, it must be discretized. We do this in the same manner as in the treatment of the classical model called A in [26] and [27], i.e., we discretize only in the $z$ direction, keeping the $y$ coordinates continuous. Let $a_z$ be the corresponding lattice spacing. Then, the discretized system consists of $N_z = L/a_z$ layers located at

$$z_j = (j - 1/2)a_z, \quad j = 1, \ldots, N_z. \quad (4.63)$$

For convenience we set $a_z = 1$. The discrete analog of the Schrödinger Eq. (4.11) is the eigenvalue equation

$$\sum_{j=1}^{N_z} H_{j,j'} h_{\nu,j'} = \varepsilon_\nu h_{\nu,j} \quad (4.64)$$

for the matrix

$$H = -D^2 + v \quad (4.65)$$

with the tridiagonal discrete Laplacian (for DDBCs)

$$D^2 = \begin{pmatrix}
-2 & 1 & & \\
1 & \ddots & & \\
& \ddots & 1 & \\
& & 1 & -2
\end{pmatrix} \quad (4.66)$$

and the diagonal potential matrix $v = \text{diag}(v_1, \ldots, v_N)$. Since the bulk limit $N_s \to \infty$ of these equations is independent of the BC, we can choose PBCs to study it. The spectrum $\{\varepsilon_\nu\}$ becomes dense as $N_s \to \infty$. Because of the modified (lattice) dispersion relation, the bulk eigenvalues $\varepsilon^{\text{det}}_b(k)$ of our discretized model are given by

$$\varepsilon^{\text{det}}_b(k) = 4\sin^2(k/2) + v_{b,\ast}, \quad 0 \leq k \leq \pi \quad (4.67)$$

rather than by $k^2 + v_{b,\ast}$. The changes this implies for our results for the bulk grand potential, the bulk self-consistency equation, and the critical value $\mu_c(T, \tilde{u})$ of the chemical potential are equivalent to the replacement of the pair correlation function $g_{b,d}(x; \lambda_{th}, \xi)$ by its analog for our discretized model, namely,

$$g_{b,d}(x, \lambda_{th}, \xi) = \frac{1}{2\pi} \int_0^\pi \frac{dk}{p} \int_{P}^{(d-1)} e^{ik[p(x) - x(\varepsilon^{\text{det}}_b(k) + \xi)]/4\pi} \quad (4.68)$$

Thus the analogs of Eqs. (4.25), (4.26), and (4.24) for our discrete model can be written as

$$\varphi^{\text{det},<}_{\infty, b, d}(T, \mu, \tilde{u}) = -\lambda_{th}^2 g_{b,d+2}^{\text{det}}(0; \lambda_{th}, \xi) - \frac{\beta}{2\tilde{u}} (\mu + V_{b,\ast}), \quad (4.69)$$

$$\varphi^{\text{det},>}_{\infty, b, d}(T, \mu, \tilde{u}) = -\lambda_{th}^2 g_{b,d+2}^{\text{det}}(0; \lambda_{th}, 0) - \frac{\beta}{2\mu^2}, \quad (4.70)$$

and

$$V_{b,\ast} + \mu = \tilde{u} g_{b,d}^{\text{det}}(0; \lambda_{th}, \xi), \quad (4.71)$$

respectively. Note that these bulk quantities also depend on the discretization length $a_z$, which we have set to 1.

The classical limit $\lambda_{th} \to 0$ of $g_{b,d}^{\text{det}}(x; \lambda_{th}, \xi)$ is related to the correlation function

$$g_{b,d}^{\text{cl}, \text{det}}(x; \lambda_{th}, \xi) = \frac{1}{2\pi} \int_0^\pi \frac{dk}{p} \int_{P}^{(d-1)} e^{ik[p(x) - x(\lambda_{th}^2 + \xi^2)]/4\pi} \quad (4.73)$$

of the correspondingly discretized classical $O(\infty)$ $\phi^4$ model. By analogy with Eq. (4.31), we have

$$\lim_{\lambda_{th} \to 0} \lambda_{th}^2 g_{b,d}^{\text{det}}(x; \lambda_{th}, \xi) = 2g_{b,d}^{\text{cl}, \text{det}}(x; \xi). \quad (4.74)$$

The integrals in Eq. (4.73) can be computed using dimensional regularization for the $p$ integral. One obtains [27, 57]

$$g_{b,d}^{\text{det}}(x; \lambda_{th}, \xi) = -A_d^{-1} \xi^{3-d} F_1(\frac{1}{2}, \frac{3-d}{2}; 1; -4\xi^2). \quad (4.75)$$

This result can be exploited in a straightforward fashion to derive the analog of Eq. (4.30). Upon considering the $\lambda_{th} \to 0$ limit of the self-consistency equation and
substituting the large-$\xi$ expansion of $g_{b,d}^{\text{det}}(x, \lambda_{\text{th}}, \xi)$ into it, one finds $\xi \sim |\mu - \mu^\text{det}_0|^{-1/(d-2)}$, where the proportionality constant differs from the one implied by Eq. (4.30) because of the different dispersion relation of the discrete model. Moreover, upon introducing a variable $\hat{\tau}$ such that

$$\beta \mu = -\lambda_{\text{th}}^2 \hat{\tau} / 4\pi$$

(4.76)

and expressing $\hat{u} = k^2 \lambda_{\text{th}} g / 24\pi m$ in terms of the coupling constant $g$ introduced in Eq. (2.23) and $\lambda_{\text{th}}$ in terms of $v_b$, we can take the limit $\lambda_{\text{th}} \to 0$ of the bulk grand potential at fixed $\hat{\tau}$ and $g$ to obtain the associated classical bulk free energy density. One obtains

$$\lim_{\hat{\tau}, g} \hat{\varphi}_{\infty,b,d}(T, \mu, \hat{u}) = f_{\infty,b,d}^{\text{det}}(\hat{\tau}, g)$$

$$= -4\pi A_{d+1} g_{b,d+2}^{\text{cl,det}}(0, v_b^{-1/2}) - \frac{3}{g} (\tau + \hat{\tau}_c - v_b)^2,$$

(4.77)

where

$$\tau = \hat{\tau} - \hat{\tau}_c = 4\pi \lambda_{\text{th}}^{-2} \beta (\mu_c - \mu)$$

(4.78)

is the deviation of $\hat{\tau}$ from its bulk critical value $\hat{\tau}_c$.

Evaluated at the stationary point $v_b, \gamma$, the result is the bulk free energy density of the classical model with the coherent-state action (2.22) in the limit $n \to \infty$. Hence, the correspondence of the classical limit of our $n = \infty$ Bose model with the $O(2\infty)$ $\phi^4$ model carries over to the discretized versions of these models. We have explicitly verified this here only for the bulk grand potential, but it should be obvious that the correspondence of $\varphi_{DD}^{\text{det}}$ in the classical limit with the reduced free energy per layer, $f_{\infty,b,d}^{\text{DD}}(\hat{\tau}, \hat{u}, D)$, of the $O(2\infty)$ $\phi^4$ also holds for the discretized versions. However, to understand in detail that, and how, the results for $d = 3$ of [26], [27], and [29] are related to the scaling behavior of our Bose model, a few explanatory remarks will be helpful.

(i) One cannot simply set $d = 3$ in the classical theory because the dimensionally regularized functions $g_{b,d}^{\text{det}}(0, \lambda_{\text{th}}, \xi)$ and $g_{b,d+2}^{\text{det}}(0, \lambda_{\text{th}}, \xi)$ have simple poles at $d = 3$ corresponding to UV singularities. The Laurent expansions of these functions about $d = 3$ are known from [21], [26], and [27]. For our purposes it is sufficient to know that the differences of the first function and its value at the bulk transition point, and that of the second function and its Taylor series expansion to first order in $\xi^{-2}$,

$$S_d^{(1)}(\xi) = \sum_{j=0}^{\infty} \xi^{-2j} [\partial_{t} g_{b,d+2}^{\text{det}}(0, \lambda_{\text{th}}, r^{-1/2})]_{r=0},$$

(4.79)

have finite $d \to 3$ limits. We have

$$\lim_{d \to 3} [g_{b,d}^{\text{det}}(0, \lambda_{\text{th}}, \xi) - g_{b,d}^{\text{det}}(0, \lambda_{\text{th}}, \infty)] = \frac{\text{arsinh}(1/2\xi)}{2\pi}$$

(4.80)

and

$$\lim_{d \to 3} [g_{b,d+2}^{\text{det}}(0, \lambda_{\text{th}}, \xi) - S_d^{(1)}(\xi)] = \frac{1}{16\pi^2 \xi^2} \left[ (2 + 4\xi^2) \text{arsinh}(1/2\xi) - \sqrt{1 + 4\xi^2} \right].$$

(4.81)

(ii) The first difference is encountered automatically if one subtracts from the classical bulk self-consistency equation its analog at the bulk transition point. To make the bulk free energy $f_{\infty,b,d}^{\text{det}}(\tau, g)$ UV finite, we can follow [27] and subtract from it its Taylor expansion to first order in $\tau$,

$$S(\tau, g) = f_{\infty,b,d}^{\text{det}}(0, g) - A_{d-1} \tau,$$

(4.82)

defining the renormalized bulk free energy

$$f_{\infty,b,d}^{\text{ren}}(\tau, g) = f_{\infty,b,d}^{\text{det}}(\tau, g) - S_d(\tau, g).$$

(4.83)

Its limit for $d \to 3$ is twice the expression given in Eq. (4.16) of [27], namely,

$$f_{\infty,b}^{\text{ren}}(\tau, g) = \frac{1}{4\pi \xi^2} \sqrt{4\xi^2 + 1} - \frac{2 + 1/\xi^2}{2\pi} \text{arsinh}(1/2\xi)$$

$$- \frac{3}{g} (\tau - 1/\xi^2)^2,$$

(4.84)

where $\xi$, the bulk correlation length, satisfies

$$\xi^{-2} = \begin{cases} \tau - \frac{9}{12\pi} \text{arsinh}(1/2\xi) & \text{for } \tau > 0, \\ 0 & \text{for } \tau \leq 0. \end{cases}$$

(4.85)

(iii) By analogy with Eqs. (4.77) and (4.83), we can take the classical limit of the layer grand potential at finite $D$ to obtain the reduced layer free energy

$$f_{\infty,d}^{\text{det}}(\tau, g, D) \equiv \lim_{\lambda_{\text{th}} \to 0} f_{\infty,d}^{\text{det}}(T, \mu, \hat{u}, D)$$

(4.86)

and introduce the renormalized quantity

$$f_{\infty,d}^{\text{ren}}(\tau, g, D) \equiv f_{\infty,d}^{\text{det}}(\tau, g, D) - D S_d(\tau, g).$$

(4.87)

Its UV-finite limit at $d = 3$ is twice the result given in Eq. (4.15) of [27]. We do not give it here since we are not going to use it in the following.

(iv) Once the classical limit of our Bose model has been taken to eliminate the corrections to scaling due to quantum effects, the analyses of the corrections to scaling performed in [26] and [27] fully apply to the remaining classical ones of our Bose model. In particular, one can eliminate corrections to scaling by taken the limit $g \to \infty$. To this end, one defines at $d = 3$ a linear scaling variable

$$t = 24\pi \tau / g$$

(4.88)

in which the amplitude of the correlation length $\xi$ for $\tau > 0$ ($\mu < \mu_c$) has been absorbed. Upon adding to $f_{\infty,d}^{\text{ren}}(\tau, g, D)$ the term $D^3 t^2 / g$, one can perform the
limit $g \to \infty$ to obtain the finite $t$-dependent layer free energy

$$f_{\infty,3}^{\text{det, ren}}(t, D) = \frac{1}{4\pi} \text{Tr} [H (1 + t - \ln H)] - \frac{tD}{2\pi}. \quad (4.89)$$

Furthermore, the self-consistency equation, the bulk free energy, and the bulk correlation length at $d = 3$ simplify in this limit $g \to \infty$ to

$$t = \langle z \ln H | z \rangle, \quad (4.90)$$

where $\Theta$ in Fig. 4 of this reference correspond to the functions $\Theta(x)$ and $\Theta(x)$ displayed in Fig. 4 of this reference correspond to the functions $\Theta_{\infty,3}(x)/2$ and $\vartheta_{\infty,3}(x)/2$.

The upshot of these considerations is that the numerical results of [26, 27, 29] for the self-consistent potential give us directly the potential $v(z)$ up to the ignored exponentially small quantum corrections, whereas those for the bulk, layer, and residual free energies and the Casimir force must be multiplied by a factor of 2 to give us their analogous for the Bose gas in the scaling regime near the bulk critical point up to exponentially small quantum corrections. For example, the plot of the critical potential shown in Fig. 3 of [27] directly applies to our Bose model, and the scaling functions $\Theta(x)$ and $\Theta(x)$ displayed in Fig. 4 of this reference correspond to the functions $\Theta_{\infty,3}(x)/2$ and $\vartheta_{\infty,3}(x)/2$.

The exact analytic results for the $O(\infty) \phi^{4}$ model obtained or reported in [26, 27, 32–34] and [35] can be translated to the Bose gas case in a similar fashion. We give a few examples. First, the potential $v(z)$, which is symmetric with respect to reflections about the midplane $z = D/2$, i.e., $v(z) = v(D - z)$, behaves asymptotically as

$$v_{d=3}(z, t, D)_{\lambda_{h} \ll z \ll 1/t} = - \frac{1}{4z^{2}} + \frac{4t}{\pi^{2}z} + \frac{56\zeta(3)}{\pi^{4}} t^{2} + \ldots. \quad (4.93)$$

Second, at bulk criticality $t = 0$, the second ("far") boundary plane produces a leading correction $D^{-3}$ so that

$$v_{d=3}(z, 0, D)_{\lambda_{h} \ll z \ll 1} = - \frac{1}{4z^{2}} \left[ 1 - \frac{512}{\pi} \frac{\Delta_{\infty,3}^{DD} z^{3}}{D^{3}} \right]. \quad (4.94)$$

Here $\Delta_{\infty,3}^{DD}$ denotes the Casimir amplitude

$$\Delta_{\infty,3}^{DD} = \Theta_{\infty,3}^{DD}(0) = -2 \times 0.01077340685024782(1), \quad (4.95)$$

whose quoted numerical value is taken from [27]. Moreover, the scattering data that are equivalent to the potential $v_{d=3}(z, t, D)_{\lambda_{h}}$ for the semi-infinite case $D = \infty$ are known in closed analytical form; they can be found in Eqs. (4.54), (4.64), and (4.66)–(4.68) of [34].

Third, also known from [33] are the leading singular behaviors of $\Theta_{\infty,3}(x)$ and $\vartheta_{\infty,3}(x)$ as $x \to 0 \pm$. One has

$$\Theta_{\infty,3}(x) \to \Delta A_{0}^{(s)} - \frac{x}{24 \pi} x^{2} \theta(x) + \frac{1}{\pi} x^{2} \ln |x| + \sum_{j=1}^{3} \Theta_{j} x^{j} + o(x^{3}), \quad (4.97)$$

where

$$\Delta A_{0}^{(s)} = \int_{0}^{\infty} du \coth(u) - 1/u = 0.01888264398 \ldots. \quad (4.98)$$

is a universal amplitude difference while the $\Theta_{j}$ are coefficients of regular contributions. The result yields the exact value

$$\left[ \Theta_{\infty,3}^{DD} \right]''(0) = -2/\pi^{3}. \quad (4.99)$$

Finally, we mention that three terms of the asymptotic expansions of the functions $\Theta_{\infty,3}(x)$ and $\vartheta_{\infty,3}(x)$ for $x \to -\infty$ are known. For the first function, it reads as [33]

$$\Theta_{\infty,3}(x) \to - \frac{\zeta(3)}{8\pi} \left[ 1 + \frac{2}{|x|} \left( \gamma_{E} - \frac{1}{2} \frac{\zeta'(3)}{\zeta(3)} + \ln \frac{4|x|}{\pi} \right) \right] + O \left( \frac{1}{|x|} \right). \quad (4.100)$$

V. SUMMARY AND CONCLUSIONS

We investigated fluctuation-induced forces in Bose gases confined to strips of thickness $D$ near their Bose-Einstein bulk condensation point. Both the cases of ideal and nonideal Bose gases have been considered. For convenience, we present here a brief overview of our results, putting them in context with previously published ones and referencing our most important equations. We consider separately the parts dealing with ideal and nonideal Bose gases.

1. Ideal Bose gas case. In [7] the residual grand potential and the Casimir force have been determined at $d = 3$ in the form of double series for the cases of PBCs, DDBC, and NNBCs along the finite direction. There, it has also been demonstrated that quantum effects contribute exponentially small corrections in the scaling regime near the bulk transition point. The double series
that follow from the results of this reference for the scaling functions \( \Theta^P_{3}(x, x) \) and \( \Theta^{\text{DD}}_{3}(x, x) \) are listed in Eqs. (3.2) and (3.3). We have confirmed them by means of alternative derivations.

Furthermore, we have generalized the above-mentioned results to ABCs, DNBCs, and RBCs. The analog of the double series (3.2) and (3.3) for \( \Theta^P_{d}(x, x) \) is given in Eq. (3.2). Our result for \( \Phi^{\text{DN}}_{d}(x, x) \) is covered by the one for \( \Phi^{\text{DP}}_{d}(x, x) \) given in Eqs. (3.55) and (3.56) as the special case \((c_1, c_2) = (\infty, 0)\). Likewise, the latter equations apply to \( \Phi^{\text{DP}}_{d}(x, x) \) and \( \Phi^{\text{DN}}_{d}(x, x) \) if \((c_1, c_2) = (\infty, \infty)\) and \((c_1, c_2) = (0, 0)\), respectively. The representation (3.56) of \( \Phi^{\text{D}}_{d} \) provides an explicit decomposition into a leading classical contribution and a sum \( \sum_{n=1}^{\infty} \) of quantum corrections depending on the Matsubara frequencies \( \omega_n \). These quantum corrections decay exponentially with \( D \) on length scales that decrease as \( \rho \) increases. At bulk criticality, the leading quantum correction decay is \( e^{-D/\lambda} \), where the length scale \( l_\lambda \propto \lambda_{th} \) is half as big for free BC such as DDBs, NNBCs, DNBCs, and RBCs.

If the quantum corrections in the results of [7] are dropped, the double series for \( \Theta^P_{d}(x, x) \) and \( \Phi^{\text{DD}}_{d}(x, x) = \Phi^{\text{DN}}_{d}(x, x) \) must reduce to series for the classical scaling functions of the free massive \( O(2) \) theory. This was pointed out and verified in [18]. We have explicitly shown that the same holds true for ABCs, DNBCs, and RBCs.

Summing the series of the scaling functions \( \Theta^p_{3}(x) \) with BC = P, A, DD, NN, and DN of the classical free \( O(2) \) theory, we have derived the closed exact analytic expressions for \( \Theta^{BC}_{3}(x) \) and the corresponding classical \( O(2) \) theory. The equivalence of the imperfect Bose model and the mean-field Bose model suggests a generalization of the former for other BC, namely, free BC. We have introduced such a generalized imperfect Bose model with free BC along the z direction in Sec. IV D. Its bulk critical and finite-size critical behaviors near the bulk critical point are represented by the corresponding \( O(2) \) \( \phi^4 \) model with free BC. At \( d = 3 \), where RBCs with subcritical enhancement variables \( c_1 > 0 \) and \( c_2 > 0 \) turn into DDBC in the large length scale limit, one can therefore exploit the known exact results for the \( O(2) \) \( \phi^4 \) model [26, 27, 29, 32–35] to obtain exact information about the corresponding scaling functions \( \Theta^{\text{DD}}_{n}(x) \) and \( \Phi^{\text{DD}}_{n}(x) \).

The primary focus of our investigations here has been put on fluctuation-induced forces in the scaling regime of the bulk critical point. Accordingly, we have assumed throughout this paper that the strip thickness \( D \) is much larger than the thermal de Broglie wavelength \( \lambda_{th} \). However, as \( T \) decreases at fixed given \( D \), the thermal length \( \lambda_{th} \) ultimately becomes much larger than the thickness \( D \). This suggests complementary studies of the asymptotic regime \( \lambda_{th} \gg D \) both for ideal and interacting Bose gases. Rather than embarking on such a study, we restrict ourselves here to a few remarks.

An investigation of fluctuation-induced forces in the asymptotic regime \( \lambda_{th} \gg D \) was made for the imperfect Bose gas on a strip with PBCs and \( 2 < d < 4 \) in a recent paper [14]. In this case one can restrict oneself to the \( k^F = 0 \) mode of the operator \( -\partial_z^2 \) because the modes with eigenvalues \( (k^F_z)^2 = (2\pi l/D)^2 \) give subleading (exponentially decaying) corrections. The essence of this approximation (used in [14]) is easily understood.
in the language of the coherent-state representation of the model. Written in terms of the \((k = 0)\) field component \(\Psi(y, \tau) \equiv D^{-1/2} \int_0^D dz \psi(y, z, \tau)\), the effective action \(S_{\text{eff}}[\Psi]\) one obtains upon discarding the remaining \(k^b > 0\) contributions to \(\psi(y, z, \tau)\) describes a \((d - 1)\)-dimensional interacting Bose field theory with a coupling constant \(\tilde{u}/D\), where \(\tilde{u}\) is the interaction constant of the \(d\)-dimensional theory \([37, 58]\). Reference \([14]\) finds three regions of distinct asymptotic behaviors distinguished by whether \((|\mu|/\tilde{u})/\Lambda_{\text{D}}^2 D > 1\) or \(< 1\) and the sign of \(\mu\). Whether and to what extent these findings might carry over to interacting Bose gases on a three-dimensional strip with PBCs is not clear to us for two reasons. The first is that the effective \((d - 1)\)-dimensional interacting field theory that results upon making the replacement \(\psi(y, z, \tau) \to \Psi(y, \tau)\) appears to require at low temperatures a more sophisticated treatment than the Hartree-type approximation to which the use of the imperfect Bose gas model corresponds. Renormalization group analyses of the low-temperature behavior of interacting Bose gases such as \([59]\) and \([60]\) indicate this. (For further literature on such approaches, see the references of these papers and those of \([37]\).) Furthermore, for \(d = 3\), the corresponding effective two-dimensional interacting Bose gas has a low-temperature phase with quasi long-range order, which the imperfect Bose gas misses.
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**Appendix A: Scaling functions of the ideal Bose gas**

To compute \(\Upsilon_b^b\) we use the fact that \(\varphi_{b,d}^b = 0\), introduce the variables \(x_{\lambda} \equiv D/\lambda_{\text{ch}}\) and \(x_{\xi} \equiv D/\xi_{\text{ch}}\), and set \(D = 1\) so that \(\Upsilon_b^b(x_{\lambda}, x_{\xi}) = \varphi_{\text{res}, d}(T, \mu, 1)\). After an integration by parts, one arrives at

\[
\Upsilon_b^b(x_{\lambda}, x_{\xi}) = -\frac{K_{d-1}}{(d - 1)2\pi x_{\lambda}^2} \times \left( \sum_{k/2\pi \xi \in \mathbb{Z}} - \int_{-\infty}^{\infty} \frac{dk}{2\pi} \right) \int_0^\infty \frac{dp p^d}{\exp \left[ \frac{k^2 + p^2 + x_{\xi}^2}{4\pi x_{\xi}^2} \right] - 1} - 1
\]

\[
= -\lambda_{\text{ch}}^{-d} \sum_{k/2\pi \xi \in \mathbb{Z}} \int_{-\infty}^{\infty} \frac{dk}{2\pi} \int_0^\infty \frac{dp p^d}{\exp \left[ \frac{k^2 + p^2 + x_{\xi}^2}{4\pi x_{\xi}^2} \right] - 1} - 1
\]

The subtracted term involving the \(k\) integral is the bulk term

\[
\varphi_{b,d}(T, \mu) = -\lambda_{\text{ch}}^{-d} \int_{-\infty}^{\infty} \frac{dp p^d}{\exp \left[ \frac{k^2 + p^2 + x_{\xi}^2}{4\pi x_{\xi}^2} \right] - 1} - 1
\]

where \(\zeta\) is the fugacity.

We now substitute the series representation \(\text{Li}_s(x) = \sum_{n=1}^\infty x^n n^{-s}\) for the polylogarithm in Eq. (A1) and use Poisson’s summation formula (4.39) with \(D = 1\) for \(f(k) = \exp(-sk^2/4\pi x_{\xi}^2)\). This gives the result stated in Eq. (3.1).

To compute the scaling function \(\Upsilon_b^A\), one can use the generalized Poisson identity for theta functions

\[
\sum_{\nu = -\infty}^{+\infty} e^{-t(\nu+a)^2} = (\pi/t)^{1/2} \sum_{j = -\infty}^{+\infty} e^{-\pi j^2/t} \cos(2\pi a j) \quad (A3)
\]

with \(t = \pi s/x_{\lambda}^2\) and \(a = 1/2\). A straightforward calculation then yields Eq. (3.2).

For DDBC’s, NNBCs, and DNBCs a more general form of Poisson’s formula involving the cosine transform

\[
f_{\text{cos}}(x) = \int_0^\infty d\nu f(\nu) \cos(\nu x) \quad (A4)
\]

can be used, namely,

\[
\sum_{\nu = 1}^{\infty} f(\nu) = -\frac{1}{2} f(0) + f_{\text{cos}}(0) + 2 \sum_{j = 1}^{\infty} f_{\text{cos}}(2\pi j) \quad (A5)
\]

which holds for non-negative, continuous, decreasing, and Riemann integrable functions \(f\) on \([0, \infty)\) \([61]\).

It yields the Jacobi identity

\[
\sum_{\nu = 1}^{\infty} e^{-s(\nu e^{-2\pi x_{\xi}^2}/4\pi x_{\xi}^2)} = \frac{x_{\lambda}}{s^{1/2}} - 1 + \frac{2x_{\lambda}^\pi}{s^{1/2}} \sum_{j = 1}^{\infty} e^{-4\pi x_{\xi}^2 j^2/s} \quad (A6)
\]

that was used in the calculation of \([7]\) for DDBC’s and NNBCs at \(d = 3\). The scaling functions \(\Upsilon_b^{\text{DD}}(x_{\lambda}, x_{\xi})\) and \(\Upsilon_b^{\text{SN}}(x_{\lambda}, x_{\xi})\) can be computed for \(2 < d \neq 3\) along similar lines by expanding the analog of the exponential in the first line of Eq. (A1), integrating termwise, and using the Jacobi identity (A6). From the first term on the right-hand side of Eq. (A6) the bulk term \(\varphi_{b,d}\) is recovered. The second one yields surface contributions \(2\varphi_{s,d}(T, \mu) = -2\varphi_{s,d}(T, \mu)\) that are in accordance with Eqs. (3.29) and (3.31), respectively. The last term on the right-hand side of Eq. (A6) yields the expressions for the scaling functions \(\Upsilon_b^{\text{DD}}(x_{\lambda}, x_{\xi})\) and \(\Upsilon_b^{\text{SN}}(x_{\lambda}, x_{\xi})\) given in Eq. (3.3).

We refrain from rewriting the double series expansion for \(\Upsilon_b^{\text{DD}}\) one obtains from the analog of Eq. (A1) with the aid of the Poisson summation formula (A5) because we can get both \(\Upsilon_b^{\text{DD}}\) as well as \(\Theta_b^{\text{SN}}\) upon setting \((c_1, c_2) = (\infty, 0)\) in the results for RBC’s given in Eqs. (3.56) and (3.58). Integrating by parts the corresponding expression implied by Eq. (3.58) yields Eqs. (3.8a) and (3.8b).

**Appendix B: Consistency of Eqs. (3.37) and (3.45)**

In this Appendix, we show the consistency of Eqs. (3.37), (3.46), and (3.45) by rederving the first of
these equations from the last one. Equation (3.37) involves an integral \( \int dk \ldots \) over an even function of \( k \), which converges for \( d < 2 \) and is defined by analytic continuation for \( 2 \leq d < 4 \). Upon changing to the integration variable \( E = k^2 \), we can rewrite it as a contour integral along the contour \( C_1 \) depicted in Fig. 3 so that Eq. (3.37) becomes

\[
\frac{f_{R,\delta}^R(\xi, c)}{\Gamma(1/2 - d/2)} = \int_{c_1} \frac{dE}{8\pi E} \left( E + \xi^{-2} \right)^{(d-1)/2} \frac{2c\sqrt{E}}{E + c^2} + \frac{1}{4} \left( 4\pi \xi^2 \right)^{(1-d)/2}. \tag{B1}
\]

Let us add and subtract \( i(E - c^2) \) to the numerator \( 2c\sqrt{E} \) of the fraction. The subtracted term yields a contribution proportional to the residue at \( E = 0 \) of the associated integrand. It cancels the last term in Eq. (B1). The remaining integral can be rewritten to obtain

\[
\frac{f_{R,\delta}^R(\xi, c)}{\Gamma(1/2 - d/2)} = \int_{-\infty}^{\infty} \frac{dE}{4\pi E} \left\{ \left( \frac{E - \xi^{-2}}{4\pi} \right)^{(d-1)/2} \times \frac{E^{1/2} - ic}{E^{1/2} + ic} \sin(\pi(d-1)/2) \right\} = e^{d-1} K_{d-1} \frac{\Gamma((1-d)/2)}{\Gamma(1/2 - d/2)} J_d(\xi c). \tag{B2}
\]

The result given in the last line is equivalent to Eqs. (3.37) and (3.46). To get it we transformed to the integration variable \( p = \sqrt{E - 1/\xi^2} \).

**Appendix C: Scaling functions of the residual free energy and residual grand potential for Robin boundary conditions**

Here, we complete our calculations of the scaling functions \( \Theta_0^R(x_\xi, c_1, c_2) \) and \( \Upsilon_0^R(x_\lambda, x_\xi, c_1, c_2) \), establishing the results given in Eqs. (3.58) and (3.56). We first describe an alternative, somewhat easier way of computing these functions.

The function \( \Theta_0^R \) was computed for \( x_\xi = 0 \) in [11, 20], a value for which it reduces to the scale-dependent Casimir amplitude of Eq. (3.59). The calculation used in those references can be extended in a straightforward fashion to the noncritical case \( x_\xi > 0 \) to derive the result given in Eq. (3.58). A convenient alternative way is to consider an \( O(2n) \) massive free field theory in the infinite space \( \mathbb{R}^d \), impose the boundary conditions (1.15) via \( \delta \) functions, represent these \( \delta \) functions as integrals over auxiliary fields \( \chi_1(y) \) and \( \chi_2(y) \) with support on the planes \( z = 0 \) and \( D \), respectively, and integrate out \( \phi \) (see, e.g., [20, 62, 63]). This gives a Gaussian free energy from which we subtract its value for \( D = \infty \), obtaining

\[
n \int \frac{d^{d-1}p}{(2\pi)^{d-1}} \ln \det \left\{ \mathcal{M}_D(k_p(\xi), c_1, c_2) \right\} = \mathcal{M}_\infty(k_p(\xi), c_1, c_2), \tag{C1} \]

where

\[
\mathcal{M}_D(c_1, c_2, c_3) = \left( \begin{array}{c} \frac{c_1^2 - \kappa_1^2}{2\kappa_1} & \frac{(c_1 - \kappa_1)(c_2 - \kappa_2)}{2\kappa_2} e^{-\kappa D} \\
\frac{(c_1 - \kappa_1)(c_2 - \kappa_2)}{2\kappa_2} & \frac{c_2^2 - \kappa_2^2}{2\kappa_2} \end{array} \right) \tag{C2}
\]

Going over to scaled variables then gives the result reported in Eq. (3.58).

An analogous procedure can be used to compute the scaling function \( \Upsilon_0^R(x_\lambda, x_\xi, c_1, c_2) \). Let \( \mathcal{S}_0^\infty[\psi^*, \psi] \) be the coherent-state action of a free massive \( n \)-component quantum theory defined by Eq. (2.20b) with \( \mathcal{M} = \mathbb{R}^d \) and consider the restricted partition function

\[
\mathcal{S}_0^\infty(T, \mu, c_1, c_2) \equiv \int D_\mathcal{R}[\psi^*, \psi] e^{-\mathcal{S}_0^\infty[\psi^*, \psi]/\hbar} \tag{C3}
\]

with

\[
D_\mathcal{R}[\psi^*, \psi] = \mathcal{D}[\psi^*, \psi] \prod_{y, \tau, \sigma, j=1}^2 \left\{ \delta((\partial_z + (-1)^j c_j)\psi_\sigma(y, D\delta_j, \tau)] \times \delta(\langle -1\rangle^j c_j)\psi_\sigma(y, D\delta_j, \tau)] \right\}. \tag{C4}
\]

Here the \( \delta \) functions ensure that the fields \( \psi(y, z, \tau) \) and \( \psi^*(y, z, \tau) \) satisfy the RBCs (1.15). Representing these \( \delta \) functions by means of two pairs of \( n \)-component auxiliary fields \( \chi_1(y, \tau) \) and \( \chi_2(y, \tau) \) located on the respective planes \( z = D\delta_j, \) we arrive at

\[
\mathcal{S}_0^\infty(T, \mu, c_1, c_2) = \int D[\chi^*, \chi] \int D[\psi^*, \psi] \chi_{j1}(y, \tau) \langle \partial_z + (-1) c_j \rangle \psi_j | \chi_{j1}(y, \tau) \rangle + \chi_j \langle \partial_z + (-1) c_j \rangle \psi_j^* | \chi_{j1}(y, \tau) \rangle \tag{C5}
\]

where \( \int D[\chi^*, \chi] \int D[\psi^*, \psi] \) is a short-hand for the functional integrals \( \int D[\chi^*, \chi] \int D[\psi^*, \psi] \) and \( | \chi_{j1}(y, \tau) \rangle \) means that \( z \) has been set to \( D\delta_j \). The action is quadratic in the fields \( \psi^*, \ldots, \chi \). We can first perform the functional integration \( \int D[\psi^*, \psi] \) and subsequently \( \int D[\chi^*, \chi] \). The integrand of the latter integral is a Gaussian involving the matrix kernel

\[
\frac{1}{\hbar} \mathcal{M}_D(k_p, \kappa_\alpha, c_1, c_2) = \left( \begin{array}{cc} (\partial_n - c_1_1) |g^{(b)}|_1 (\partial_n - c_1_1) & (\partial_n - c_2_1) |g^{(b)}|_2 (\partial_n - c_2_2) \\
(\partial_n - c_2_2) |g^{(b)}|_1 (\partial_n - c_1_1) & (\partial_n - c_2_2) |g^{(b)}|_2 (\partial_n - c_2_2) \end{array} \right) \tag{C6}
\]

where \( \partial_n \) means the inner normal, i.e., \( \partial_{n1} = \partial_{n2} = 0 \), and \( \partial_{n1} = -\partial_{n2} = -D \). The function \( g^{(b)} \) denotes the (free bulk) propagator

\[
\langle \psi_\alpha(y, z, \tau) \psi_\beta^*(0, 0, 0) \rangle^{(b)} = \delta_{\alpha\beta} \int_\mathbb{P} \left( e^{ip \cdot y} \frac{1}{\beta\hbar} \sum_{\rho = -\infty}^{\infty} g^{(b)}(p, \rho, z) e^{-i\omega_{\rho}\tau} \right). \tag{C7}
\]


associated with the action $S^\infty_0$ and is given by

$$g^{(b)}(\rho, \psi, z) = \frac{2m}{\hbar} \frac{1}{2\kappa_{p,\rho}(\xi, \lambda_h)} e^{-\kappa_{p,\rho}(\xi, \lambda_h) |z|}. \quad (C8)$$

Performing the Gaussian integral $\int_{-\infty}^{\infty} \frac{d\omega}{\pi} \frac{1}{1 + \omega^2}$ yields a determinant for the ratio of the partition functions $\Xi_0^{R,\infty}(T, \mu, c_1, c_2) = \int D\psi^* \psi e^{-S^\infty_0 / \hbar}$ and $\Xi^{p,\infty}(T, \mu) = \int D\psi^* \psi e^{-S^\infty_0 / \hbar}$. The value of its logarithm at $D = \infty$ is easily subtracted. One thus arrives at

$$\varphi_{\text{res},d}^R(T, \mu, c_1, c_2) = D^{1-d} \sum_\rho K_d \int_0^\infty dp p^{d-2} g_{\xi_1, \xi_2}(1/|\xi_1|, 1/\lambda_h). \quad (C9)$$

The $\rho = 0$ contribution yields the limiting classical behavior. The contributions for $\rho = \pm |\rho| \neq 0$ yield the sum of quantum corrections resulting from the second term in the curly brackets of Eq. (3.56).

What remains to show is the equivalence of Eq. (3.55) with Eq. (3.56). We use the fact that $T_{\text{res}}(z ; 1, c_1, c_2)$ can be written as

$$T_{\text{res}}(\zeta ; 1, c_1, c_2) = \frac{\partial \ln R_{c_1, c_2}(\sqrt{\zeta})}{\partial \zeta} \quad (C10)$$

with

$$R_{c_1, c_2}(\sqrt{\zeta}) = \frac{\left(\sqrt{\zeta} + ic_1\right)\left(\sqrt{\zeta} - ic_2\right)}{2\sqrt{\zeta}} e^{-i\sqrt{\zeta}}, \quad (C11)$$

so that

$$\frac{R_{c_1, c_2}(\sqrt{\zeta})}{R_{c_1, c_2}(\sqrt{\zeta})} = 1 - \frac{\left(\sqrt{\zeta} - ic_1\right)\left(\sqrt{\zeta} - ic_2\right)}{\left(\sqrt{\zeta} + ic_1\right)\left(\sqrt{\zeta} + ic_2\right)} e^{2i\sqrt{\zeta}}. \quad (C12)$$

Using these results to express the function $T_{\text{res}}$ in Eq. (3.55), one can integrate by parts and transform to the variable $p = \sqrt{-u}$. One thus arrives at Eq. (3.56).
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