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Abstract
Protein-DNA interactions play a fundamental role in all life systems. A critical issue of such interactions is given by the strategy of protein search for specific targets on DNA. The mechanisms by which the protein are able to find relatively small cognate sequences, typically 15-20 base pairs (bps) for repressors, and 4-6 bps for restriction enzymes among the millions of bp of non-specific chromosomal DNA have hardly engaged researcher for decades. Recent experimental studies have generated new insights on the basic processes of protein-DNA interactions evidencing the underlying complex dynamic phenomena involved, which combine three-dimensional and one-dimensional motion along the DNA chain. It has been demonstrated that protein molecules spend most of search time on the DNA chain with an extraordinary ability to find the target very quickly, in some cases, with two orders of magnitude faster than the diffusion limit. This unique property of protein-DNA search mechanism is known as facilitated diffusion. Several theoretical mechanisms have been suggested to describe the origin of facilitated diffusion. However, none of such models currently has the ability to fully describe the protein search strategy.

In this paper, we suggest that the ability of proteins to identify consensus sequence on DNA is based on the entanglement of π-π electrons between DNA nucleotides and protein amino acids. The π-π entanglement is based on Quantum Walk (QW), through Coin-position entanglement (CPE). First, the protein identifies a dimer belonging to the consensus sequence, and localize a π on such dimer, hence, the other π electron scans the DNA chain until the sequence is identified. By focusing on the example of recognition of consensus sequences by EcoRV or EcoRI, we will describe the quantum features of QW on protein-DNA complexes during search strategy, such as walker quadratic spreading on a coherent superposition of different vertices and environment-supported long-time survival probability of the walker. We will employ both discrete- or continuous-time versions of QW. Biased and unbiased classical Random Walk (CRW) has been used for a long time to describe Protein-DNA search strategy. QW, the quantum version of CRW, have been widely studied for its applications in quantum information applications. In our biological application, the walker (the protein) resides at a vertex in a graph (the DNA structural topology). Differently to CRW, where the walker moves randomly, the quantum walker can hop along the edges in the graph to reach other vertices entering coherently a superposition across different vertices spreading quadratically faster than CRW analogous evidencing the typical speed up features of the QW. When applied to protein-DNA target search problem, QW gives the possibility to achieve the experimental diffusional motion of proteins over diffusion classical limits experienced along DNA chains exploiting quantum features such as CPE and long-time survival probability supported by environment. In turn, we come to the conclusion that, under quantum picture, the protein search strategy does not distinguish between one-dimensional (1D) and three-dimensional (3D) case.
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Significance. Most biological processes are associated to specific protein molecules binding to specific target sequences of DNA. Experiments have revealed a paradoxical phenomenon that can be synthesized as follows: proteins generally diffuse on DNA very slowly, but they can find targets very fast overwhelming two orders of magnitude faster than the diffusion limit. This paradox is known as facilitated diffusion. In this paper, we demonstrate that the paradox is solved by invoking the quantum walk picture for protein search strategy. This because the protein exploits quantum properties, such as long-time survival probability due to coherence shield induced by environment and coin-position entanglement to identify consensus sequence, in searching strategy. To our knowledge, this is the first application of quantum walk to the problem of protein-DNA target search strategy.

1. Introduction

The ability of DNA-binding proteins to locate specific binding sites within the genome constitutes a fundamental basis of many biological processes based on target search strategy [1-3]. This ability to bind selectively to DNA enables cell processes linked to RNA transcription, DNA packing, replication, recombination or repair. The understanding of molecular recognition process underlying the specific protein-DNA binding selection is hence extremely important in structural biology. Protein features involved in binding selection to DNA, including direct (base) or indirect (shape) readout, can be classified as: i) Enzymatic, where the main function of the protein is to modify DNA. ii) Transcription Factor (TF), where the main function of the protein is to regulate transcription and gene expression and, in turn, iii) Structural-DNA Binding Proteins, where the main function of the protein is to support DNA structure, DNA bending or to aggregate other proteins [4-5]. Recently, the interest in the target search has greatly increased because of the possibility of single-molecule experiments [6-8]. Such experiments have evidenced that during the search the protein molecule experiences an alternating searching dynamics alternating freely 3D diffusing behaviour around the DNA chain and scanning 1D motion along DNA chains [9-12]. Since the seminal work of Riggs et al. [13], who firstly evidenced that lac repressor is capable to bind to its target sites in vitro with rates overwhelming the 3D diffusion limit (~10^8-10^9 M^-1 s^-1), many experimental studies involving conditions in vitro, in silico and in vivo have suggested the idea commonly recognized of facilitated diffusion for protein-DNA searching process [6-8, 14-17]. In the simplest form, the facilitated diffusion consists of cycling DNA filaments by proteins through non-specifically bound states, where the protein is bound to non-specific DNA and free states where the protein is not associated to DNA. However, in the picture of facilitated diffusion, since the previous description could provide searching processes inherently slow, to locate and bound to the target site, the proteins scanning a DNA chain must interrogate multipole sites in a single association event through two diffusion-based mechanisms that are the sliding and hopping mechanics [3, 18-21]. In addition, a third mechanism by which proteins may move from one site to another is the so-called intersegmental transfer, which can be considered a sort of combination of sliding-hopping mechanisms. For example, TFs not only to be able to locate their targets, wherewith have a high equilibrium binding probability, in short time, generally less than few minutes. This search strategy requires that in their nonspecific binding mode, TFs although strongly associated with the DNA must be able to diffuse randomly along the genome. Standard 1D diffusion is not able to describe the short time involved in TFs search strategy on bacterial genome
of length $N \approx 5 \times 10^6$ bps ($\approx 150$-$170 \mu$m). With a 1D typical diffusion constant of $D_1 \approx 1 \mu$m$^2$/s, one would get a time $t \sim N^2/D_1 \sim 10^8$s for a single TF. Analogously, maximal rate obtained by Debye-Smoluchowski with a protein diffusion coefficient of $D_2 \sim 10^{-6}$M$^{-1}$s$^{-1}$ provides a value $k_{DS} = 4 \pi D_2 a_0 \sim 10^8$M$^{-1}$s$^{-1}$, two orders of magnitude lower than the observed value, $a_0 = 0.34$nm is the protein-DNA distance at the binding site [22]. The facilitated diffusion model is currently the most accepted theory of DNA target searching [20, 22-26] and also the model able to explain the greatest number of experimental results. Such model is an interplay of 3D and 1D diffusion processes. Firstly, a protein diffuses in a 3D space filled by DNA filaments with which the protein is found to experience a non-specific interaction. The protein can switch to 1D diffusion along a DNA filament, where the protein can encounter the specific target or dissociates from the DNA filament due to its finite dissociation constant. The model assumes that the faster-than-3D diffusion binding is achieved by exploiting a reduction of dimensionality of the cognate site search process reducing the search to a 1D diffusion. The interplay of relative times spent in 3D or 1D diffusion motion when the sliding distance is short, $\sim 50$ bps, is the strength of the model. The complex protein dynamics, other than 3D diffusion, involves hopping, jumping, intersegmental transfer behaviours featured in one of the three states [19]: (i) an unbound state performing diffusion motion including jumping to DNA chain, (ii) a search state, weakly bounded to the DNA chain, performing one dimensional sliding motion, (iii) a recognition state, tightly bounded to the DNA. Although facilitated diffusion explains the different time scale involved in the recognition process, however, currently, there is a relevant discrepancy between experiments and theoretical models on protein-DNA site identification and conformational transitions between searching conformations. Many experimental studies have demonstrated that many proteins associate to specific sites on DNA in times shorter than predicted from three-dimensional bulk solution calculations [27-29]. Another critical limitation of facilitated diffusion is that some specific mechanisms of protein-DNA binding and recognition mechanisms are totally disregarded. For example, the energetic nature of the contact between proteins and DNA, that today is still not clarified. Contacts between DNA and proteins are generally noncovalent, traditionally classified as hydrogen bonding (water-mediated), ionic (salt bridges), van der Waals, and hydrophobic interactions. It has been evidenced that protein-DNA complexes can vary the leading role of the different forces for the contact [5]. For 129 protein-DNA complexes, van der Waals interactions seem play a major role with respect to hydrogen bonds. On the contrary, other 139 protein-DNA complexes have evidenced a major role of hydrogen bonding with respect to van der Waals, hydrophobic interactions or electrostatic interactions [5]. However, there is a common consensus on the fundamental role of nucleobase-amino acid $\pi$-$\pi$ contacts [30]. The large number of $\pi$-$\pi$ interactions between the DNA nucleobases and Tyr, Phe, His or Trp in 141 DNA-protein complexes, and today it is commonly recognized that the proximity of nucleobases and aromatic amino acids implies that aromatic-aromatic interactions, both $\pi$-$\pi$ or C/N-H…$\pi$, play a leading role in stabilizing protein-DNA complexes and supporting nucleic acid recognition both on base or shape readout.

In this paper, we suggest that $\pi$-$\pi$ interaction in protein-DNA complexes shows quantum entanglement during the nucleobases recognition through a position-base entanglement alongside the sequence identification as typically evidenced in QW. We apply for the first time QW to the problem of protein-DNA search problem, where the DNA is assumed to be a linear, compact polymer generated by four monomers, A, C, G and T. It is well known that theoretical and experimental studies have evidenced that protein-DNA searching processes exploit CRW to achieve facilitated diffusion [17, 25]. Our effort will be to show that if quantum version of CRW is used to describe the complex processes during protein-DNA interaction, the diffusional experimental
results can be immediately obtained when the protein (the walker) exploits the speed-up properties of QW and peculiar entanglement-based behaviour enforced by the environmental fluctuations. Recently, there is a growing interest in the application of quantum properties, long-lived quantum coherence, superposition, tunneling and entanglement to biological systems [31-33], ranging from enzyme catalysis [34-35], to photosynthesis (although this is a controversial subject) [36-38], to the implication of quantum entanglement in avian navigation [39], to quantum tunneling in olfaction [40], genetic mutation [41], while speculative suggestions pay attention on the link between quantum coherence and consciousness [42].

QW is the quantum equivalent to CRW [43]. On the contrary, to CRW, where usually the walker explores the space randomly, in quantum case, the walker resides at a vertex on a graph and is allowed to move or to hop along the edge in the graph to get to other vertices. One fundamental difference, between quantum and classical picture, is that in the quantum case the walker coherently enters a superposition across different vertices at any step. In our QW, the protein is the walker and the DNA chain the graph, and the nucleotides the vertices. Even when CRW and QW take place on the same structure, classical and quantum walks can display drastically different behaviour. For example, while classical walk loses memory of the starting site, QW exhibits transition probabilities, which depend on the starting site. In addition, classical mean-square displacement of the walk up to time \( t \) changes as \(<x^2(t)> \sim t^\beta\), where the diffusion exponent \( \beta \) can assume the standard value (\( \beta=1 \)), or the anomalous value (\( \beta \neq 1 \)). Quantum transport relies generally on a speed-up ballistic power-law as \(<x^2(t)> \sim t^\alpha\), where generally \( \alpha < 2 \), but can reach \( \alpha \approx 3 \) in non-Markovian approaches [44]. Even when classical anomalous diffusion takes a value \( \sim 2 \) for the \( \beta \) exponent, the classical and quantum behaviours of the walker are strongly different. In the presence of a chaotic structure quantum wave propagation can exhibit localization, a quantum property that can be exploited in a target search and delocalization of wave packet spreads quadratically. In Appendix A it is demonstrated the quadratic speed-up ability of continuous time QW on a tight-binding Hamiltonian describing the search of targets on long DNA chains by the proteins walker.

In discrete QW, the Hamiltonian requires a Coin operator. The changes on the spreading behaviour of the walker under general conditions show the entanglement between the coin state and the walker position. This entanglement is a consequence of the ability of Coin operator at each step to control the interference pattern of the walker. This entanglement, known as CPE, depends strongly on the initial position. By using CPE, the protein can detecting a sequence by identifying an initial dimer of the sequence and subsequently explore the nucleotides around the dimers. In turn, another basic advantage for a fast sequence identification of DNA sequences by exploiting QW is the positive interference of environment contrasting decoherence. The environment is represented, for example, by the stabilizing role of aqueous solution containing \( \text{Na}^+ \) and \( \text{Mg}^+ \) contrasting the negative charge of phosphate groups and vibration modes of DNA operate as decoherence shield [45].

We suggest that exploration of DNA sequences by proteins is based on the fundamental role of charge transfer due to \( \pi \)-electrons where the protein works as a quantum walker exploiting a typical feature of QW, such as CPE, between initial states identified by the protein-DNA contact, where initial states are given by specific dimer nucleotide bases of the sequence to be identified. Quantum properties are needed to achieve to typical experimental rates, because diffusion rate of \( \pi \)-electrons injected by the protein as donor states at room temperatures is approximately \( D_{t} \approx k_{B}T \approx 10^{7} \mu m^{2}/s \), in agreement with experimental results on EcoRV [27], where \( k_{B} \approx 10^{3} \text{Hz} \) is donor-acceptor charge transfer at physiological conditions and \( \lambda = \hbar/2\pi/mk_{B}T \approx 4 \text{nm} \) is the de Broglie length of \( \pi \)-electrons at room temperatures, \( k_{B} \) is the Boltzmann constant and \( T \) the temperature. Analogously, proteins bind to DNA with a time \( t_{0} = 10^{8} \text{s} \) and with a diffusion \( D=10\mu m^{2}/s \), a protein can scan a length \( l=4(Dt_{0})^{1/2} \), that is approximately \( \sim 4 \text{nm} \), i.e. the de Broglie length at room temperature. The time
scale $\tau$ for exploration of consensus sequence is based on charge diffusion over spatial distance $R=(2D \tau)^{1/2}$. By introducing the number of bases $N=R/a_0$, where $a_0=0.34$nm is the base-base distance, we obtain $\tau=(N\pi)^3/2D=N^3/2k$, where $k=(4\pi^2/\hbar)|\langle H|j\rangle|^2F$ ($\hbar$ is the Planck’s constant, $|i\rangle$ and $|j\rangle$ denotes the initial and final states and $F$ is the Franck-Condon density for the vibronic states) is the rate of multistep hopping dynamics of the $\pi$-electrons injected in the DNA base by the protein-DNA contact points. Basically, we suggest that initially base readout of protein recognizes dimers in the sequence to be identified. This suggestion is made necessary as in QW the starting position of the walker plays a fundamental role due to the CPE. For example, to identify a sequence 5'-GATATC-3', there is an advantage to detect initially a dimer GA because in a primate genome of $\sim10^6$ bps (base-base distance 0.34nm), TA dimers appear approximately 28 thousand times, while GA approximately 100 thousand times [46-48]. Consequently, TA dimers are distant from each other on average about $\sim12$-13nm, while this length is reduced to $\sim3.4$-3.8nm for GA dimers, i.e., GA dimers distances fall in the de Broglie length for $\pi$-electrons at room temperature.

$\pi-\pi$ entanglement is made possible if four energetic conditions are satisfied simultaneously. First, resonant coupling between the protein-DNA binding initial contact point and vibronic levels with vibronic manifold of the primary ion pair. Second, near degeneracy of the vibronic manifolds of the ion pair states located at the first nucleotide bases and the base preceding the acceptor state. Third, near degeneracy of the vibronic manifolds of the ion pair states located at the last nucleotide bases and the acceptor state [49]. In turn, the environment composed mainly by DNA vibrations expressed by thermally averaged nuclear Franck-Condon density, water mediated interactions, hydrogen fluctuations and ionic Na$^+$, Mg$^+$ stabilization operate as a long-time coherence crutch.

In summary, the proposed mechanism of Protein-DNA target searching problem, schematically represented in Figure 1, can be outlined as follows (limiting ourselves to consider as an example a typical sequence of endonucleases a 5'-GATATC-3' sequence and protein base-readout regime):

i) Any single DNA nucleotide is considered as a Hilbert state, where the nucleotides are organized in a tight-binding chain. The proteins does not distinguish between 3D or 1D dimensionality, and first detect a dimer of the sequence of interest, for example the initial dimer $|GA\rangle$. The contact is strongly conditioned by nucleotide-amino acids $\pi-\pi$ interaction. One $\pi$ is localized on $|GA\rangle$ and the other one (entangled to localized one) can walk through DNA chain.

ii) The $\pi$-electron performs a three-states QW on right or left to dimer traveling through HOMO-LUMO levels of DNA tight-binding sequence of bps. This speed up search, can identify the correct sequence for example by identifying another $|GA\rangle$ state, to which the protein jump and a new search starts, Figure 1.

iii) The walking $\pi$-electron shows a long-time survival probability and it is supported by the environment composed by thermal fluctuations, vibrational fluctuations of DNA backbone.

Furthermore, it should be noted that in QW the initial position plays a fundamental role, and therefore the initial dimer identified by the protein also defines the walk to be done, as will be highlighted by the asymmetry of the path described by the entangled $\pi$. It is well known that the total energy levels of HOMO-LUMO in the $\pi$-orbitals defines the hierarchical sequence of single bases, as C-A-T-G, and the various combination of dimers. Since the electronic properties of a DNA filament are dominated by $\pi$-electrons with one orbitals for site, the DNA can be represented...
as a tight-binding model with specific nearest neighbours interactions, along which the protein perform the QW.
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Figure 1. Schematic Sketch of QW applied to Protein-DNA binding recognition. The π-electron (walker) moves along the DNA chain by first identifying the GA dimers (red circles) locating a π electron and then completing the sequence hopping by GA dimer in GA dimer until the correct (consensus) sequence is identified by the other entangled π.

In our application of QW to protein-DNA search problem, one key property is the memory of protein of exploration space of DNA. Memory is the ability of protein to take into account previously visited vertices in a self-avoiding mechanism [50]. Classical self-avoiding random walk has been already applied to protein folding [51]. In QW, self-avoiding mechanisms present a critical questions on how introduce memory update operator, able to update the protein memory as a function of the protein position along the DNA chains. This subject will be detailed in section 3.

2. Quantum and classical random walk picture of protein-DNA target search strategy

In our protein-DNA model, we consider a single protein molecule and a single DNA filament pictured as a chain of beads with various target sites. The DNA chain is supposed as having \( N \) discrete binds sites, and one of them at the position \( i=1,...,N \) is considered a target for the protein molecule. First, we wish to justify the tight-binding Hamiltonian model for the QW. Tight-binding Hamiltonians are commonly exploited to model coherent exciton energy transfer and thanks to the characteristics expressed in such transport problems can be closely related to QW systems [52-54]. In this section, we adapt the tight-binding Hamiltonian to the specificity, that is a strong prerogative of protein-DNA interactions, where the DNA nucleobases are free to engage with aromatic residues in π-π stacking, which interaction energies are estimated in water to range between -0.1 and -0.3eV [45]. In addition, we assume that DNA sequence prerogative is a first time problem, i.e., along a DNA chain, the protein search continues until the protein molecule reaches the specific sequence site for the first time [17,25].

Nonspecific protein-DNA adsorption energy can be divided into two major factors [55]. One is the sequence independent Coulomb energy of attraction between the positively charged domain of the protein surface and the negatively charged domain phosphate backbone. The other one is the sequence specific adsorption energy due to formation of hydrogen bonds of the protein with the DNA bases [56]. Position weight matrix (PWM) is a model that represents the specificity in tractable form, by probabilistic modelling or energetic modelling [57], by assuming that each position in the protein binding site contributes independently to recognition. Such model assigns a score to each possible base in each position, the sum of which gives a total score that allows an estimation of specificity.

During the searching dynamics, it is reasonable to assume that only sequences with binding energies in a certain interval are selected. If the binding domain of the regulatory protein is conserved throughout the searching dynamics the consensus sequence correspond to strongest
binding sequence, hence any base-pair mismatch in the sequence will weaken the binding energy by a certain discrimination energy that depends on both the position and the mutated bps. If all positions are equally important and mutation contributes the same discrimination energy, then identifying the sequence energy is equivalent to specify the number of bp mismatches [58]. Since target recognition is often mediated by hydrogens bonds and the recognition α-helix interacts with several bps, many hydrogens may or many not contribute to specific or non-specific binding events. Recently, Tan and Takada proposed a coarse-grained model of the sequence-specific protein-DNA interactions [59]. In a coarse-grained model for a given complex structure or protein in binding relation with its recognition element, an amino acid in protein and a base in the DNA, are considered in contact when at least one of heavy-atoms of the j-th amino acids is within 0.34nm from one the atoms of the m-th base of the $B_n$ bases. Inside the m base, the specific sequence is represented by an array of $m'$ bases, as for examples, GATATC, or GAATTC, for EcoRV, or EcoRI, respectively.

Based on relevant role of π-π stacking interaction between aromatic residues and nucleobases we utilize a simplified representation of coarse-grained model of protein-DNA interaction composed of three energy contributes. The quantum equivalent of such coarse-grained model is the tight-binding approach representing the random sequence of bps. In tight-binding picture, we need the onsite energies of bps and the hopping integrals between successive bps. The π-π interactions between stacked bp in double-strand DNA could provide a pathway for charge migration along DNA filaments, for example, when excess of charges localization at specific nucleic bases. The model of long-range electron transport is based on the scheme $d^*\{}B_n\}a$ and low vibronic states ($\approx k_B T=0.026eV$) with all the vibronic manifolds connected to $d^\pm\{}B_n\}a$. The electronic coupling can be expressed as ($\gamma_d$,\$\gamma_a\$)\$\Delta_t\$\$\Delta_s\$ where the nearest-neighbour electronic matrix elements are $\gamma_d = \langle d^*B_1B_2...a|H|d^\pm B_1B_2...a\rangle$, $\gamma_a = \langle d^\pm B_1B_2...a|H|d^*B_1B_2...B_n\rangle$ and $\gamma = \langle d^*B_1B_2...B_n^*B_{j+1}...a|H|d^\pm B_1B_2...B_n^*B_{j+1}...a\rangle$, where $H$ is the Hamiltonian of the system’s electronic and the states denote the valence bond electronic states. The energy gaps are $\Delta_t=\Delta E+\delta$ and $\Delta_s=\delta$, respectively, where $\Delta E$~ few $eV$ is the electronic energy gap, and $\delta$-0.04$eV$ is the reorganization energy. The rate of electron transfer along a specific sequence of length $L=N_0\alpha$, where $N_\sim 150$ is the number of bases and $a_0$ is nearest-neighbour base-base distance, will be $k = \frac{2\pi}{\hbar}\left(\frac{\gamma_d,\gamma_a}{\Delta_t}\right)^2 \cdot F \approx 10^7$Hz where, ($\gamma_d$, $\gamma_a$)~ 0.1-0.4 $eV$ $F \approx 10^5$ is the Franck-Condon density between the donor vibronic doorway state $|d^*B_1B_2...a\rangle$ and the state $|d^\pm B_1B_2...B_n\rangle$. One long-range possible mechanism of electron transfer could be provided when resonant coupling between the electronic doorway state and (low) vibronic levels of the primary ion pair $d^\pm B_1B_2...a$, is associated to near degeneracy of states $d^\pm B_1B_2...a$, $d^\pm B_1B_2...B_{j+1}...a$, $d^\pm B_1B_2...B_n^*a$ and, in turn, degeneracy of the vibronic manifolds of the base ion pair state $d^\pm B_1B_2B_n^*$ and the ion-pair state $d^\pm B_1B_2...B_n^*a$.

In our model, we hypothesize that the electronic structure and carrier transfer travels through HOMOs and LUMOs levels, respectively. Therefore, we use the HOMO or LUMO onsite energies of bps and the HOMO or LUMO hopping integrals between successive bps. A tight-binding HOMO-LUMO Hamiltonian of a B-DNA sequence can be written as [60-62]

$$H = \sum_{j=1}^{L} \varepsilon_j |j\rangle\langle j| + \left( \sum_{j,j'} \gamma_{j,j'} |j\rangle\langle j'| + h.c. \right) - i \sum_{j=1}^{L} \gamma_j |GA_j\rangle\langle GA_j|$$

(1)
where $\varepsilon_j$ is the HOMO or LUMO onsite energy of the $j$-th bp and $\gamma_{j,j'}^{\alpha}$ is the HOMO or LUMO hopping integral between the site $j$ and $j'$, where $\langle j | j' \rangle = \delta_{j,j'}$ indicates summation over all relevant neighbours, $h.c.$ denoted Hermitian conjugate, in turn, the non-Hermitian contribution coincides with GA dimers. The non-hermiticity of Hamiltonian (1) due to the dimers of sequence to be identified by the proteins makes the eigenvalues complex introducing a term $iH_{ii}$ in diagonal elements. The imaginary contribution to energy eigenvalues induces the localization to dimer states. In appendix B, we present a detailed description of non-Hermitian Hamiltonian for the protein walker.

The HOMO-LUMO representation of DNA sequence of length $L$ is expressed as [61]

$$|L\rangle = \sum_{j=1}^{L} \alpha_j |j\rangle$$

(2) for example, a sequence target like 5'-GATATC-3' is expressed as

$$|L\rangle = |\text{GATATC}\rangle = \sum_{j=1}^{L} I_j |j\rangle$$

(3).

The time-independent Schrödinger equation

$$H |L\rangle = E |L\rangle$$

(4) generates a system of $L$ coupled equations of the form

$$E \alpha_j = E_j \alpha_j + \gamma_{j,j+1} \alpha_{j+1} + \gamma_{j,j-1} \alpha_{j-1}$$

(5) In the time-dependent the sequence $L$ is

$$|L(t)\rangle = \sum_{j=1}^{L} \alpha_j(t) |j\rangle$$

(6) where $|\alpha_j(t)\rangle^2$ is the probability of finding the carrier at the $j$-th site at time $t$. The time-dependent Schrödinger equation

$$i \hbar \frac{\partial}{\partial t} |L\rangle = H |L(t)\rangle$$

(7) generates a system of $L$ coupled equations of the form

$$i \hbar \frac{\partial}{\partial t} \alpha_j = E_j \alpha_j + \gamma_{j,j+1} \alpha_{j+1} + \gamma_{j,j-1} \alpha_{j-1}$$

(8)

The $E_j$ can be the on-site energy for the bps, ranging from approximately 8eV, for HOMO value of A-T or G-C, to 4.5-4.9eV for LUMO values [63], or the $\pi-\pi^*$ energy transition, 3.4-3.5eV for the two bps, respectively. Once the tight-binding matrix that is a symmetric tridiagonal matrix is solved evaluating the $L$ eigenvalues, $E_k = \varepsilon_k + 2j_{bp}\cos(2\pi k/L)$ and the correspondent eigenvectors, so that a quantity $x(t)$ can be expressed as

$$x(t) = \sum_{k=1}^{L} a_k^* e^{-iE_k t/\hbar}$$

(9) where the probability to find an electron at site $k$ is now $|a_k^*(t)|^2$.

In turn, there is another peculiar quantum feature in the protein-DNA target search. The ability of proteins to identify target on DNA chains is strictly connected to the efficiency to visit all sites of a given graph. This ability is commonly recognized as cover time. Cover time, that in quadratic speed up QW changes as $t \propto N^{3/2}$, refers to the capacity of exploration of a graph and not only to identify a specific target. A common mechanism to improve the efficiency of QW to cover all the sites of a graph is the self-avoidance ability [64], that requires that the protein remembers the site already visited and avoids positions where it has previously visited. Memory effects in quantum systems are commonly described by non-Markovian processes [65-66], however, continuous time QW are generally described by Markovian processes. Consequently, self-avoidance in continuous time QW could be obtained by introducing a complement operator composed by a sequence of qubits $\{\psi = 1,$
not=0} associated to site i. Unfortunately, this memory process is limited to relatively small evolution time because the size of Hilbert space grows exponentially with the size of the $N$ graph vertices as $N/2^{N+1}$. This problem can be overcome by invoking a non-Hermitian Hamiltonian $H=H_0-iH$, where the imaginary term contributes for a correspondent imaginary term in the eigenvalues responsible for target localization.

The next section is focused to describe QW operating on restriction enzymes EcoRV and EcoRI.

3. 1-D searching strategy and coin-position entanglement. EcoRV and EcoRI as case study

In this section, we adopt the 1-Dimensional QW to describe the best-characterized endonucleases, the restriction enzymes EcoRV and EcoRI from *Escherichia coli*. Endonucleases are enzymes able to cleave the phosphodiester bonds within a polynucleotide chain. In particular, restriction endonucleases cleave only at high specific nucleotide sequences. More than 3000 type II restriction endonucleases have been currently identified, representing over 200 different sequence specificities [67]. The high specificity recognition of restriction enzymes together with their DNA scissoring features makes such enzymes important systems for understanding protein-DNA interactions. EcoRV consists of a dimer of 245 amino acid residues per monomer. Its enzymatic role is to cleave the foreign sequence 5’-GATATC-3’ at the initial GA step in a blunt-ended fashion, generating 5’-phosphate groups in a Mg$^{2+}$-dependent reaction [68]. In the sequence, the initial GA is directly recognized only via hydrophobic contacts with the thymine methyl groups and the DNA is sharply bent by a 50° roll into a major groove at this position, unstacking the base. In a complex EcoRV-DNA, the DNA filament is located in a cleft between the two protein chains and is contacted to two peptide loops from each monomer together with other segments of the protein next to DNA phosphate groups. Analogously to cognate TA-sequence GATATC, a non-cognate AT-sequence, GAAATTC is recognized by another restriction enzyme, EcoRI. The experimental evidence that the capacity of EcoRV to bend the AT sequence site is strongly limited to that of the cognate complex EcoRV-TA [55]. Analogously to EcoRV, EcoRI is a restriction enzyme in *Escherichia coli* able to recognize a 5’-GAATTC-3’ sequence, and cuts it, where now the central bp is composed by AT. EcoRI identifies GAATTC sequence over miscognate sites, normally one incorrect bp, by as much as 10$^{11}$-fold [55]. When EcoRI binds to the specific DNA recognition site, two sort of arms protruding from the main domain of the endonuclease undergo to a phase of critical contacts to bases and phosphates in a flanking context on cognate site involving wild-type or A138T sequence, *in a so-called disorder-to-order transition* [56]. Hence, the protein-DNA contacts stabilize the specific complex consisting in the transition where the binding energy is utilized as a catalytic step. In this process, the complexes that deviate by two or more bps are completely discarded for cleavage.

Recently, Kurian et al. proposed a quantum mechanical model to clarify the mechanisms underlying type II endonucleases [45]. They proposed that type II endonucleases coordinate their two catalytic centers by entangling electrons in the target phosphodiester bonds through dipole-dipole couplings in the bound DNA sequence. In such model, collective electronic behaviour in DNA helix is characterized by quantized dipole-dipole oscillations through boundary conditions imposed by the enzyme. The collective electronic behaviour in DNA is simulated through interaction between delocalized electrons. These electrons belong to the planar-stacked bps that serve as *ladder rungs* stepping up the longitudinal helix axis. Where any rung of the helix can be represented as an electronically mobile sleeve vibrating with small perturbation around its fixed positively charged
core due to Coulombic interactions between electrons clouds originated by induced dipole formation due to London dispersion from nearest neighbours. The enzyme acts as a decoherence shield making possible the quanta to be preserved in the presence of thermal noise by the enzyme’s displacement of water surrounding the DNA recognition sequence. One critical issues addressed by the model is that persistent correlations in DNA across longer spatial separations is a signature and persistence of entanglement at biological temperature.

Long-range electronic transport plays a leading role in CPE. In particular, the protein walker exploits long-range π-electron transfer to discriminate between nucleotides bases. Sequences $d-B_n-a$ can be identified by different hopping rates between bases. Measured hopping rates for A-A or G-G present values to be $1.2 \times 10^9$ and $4.3 \times 10^9$Hz, respectively [69]. Long-range electron transfer is based on multistep hopping mechanisms and intra- and inter-strand hopping rates, as well as activation energy, between nucleotides depends by the bases involved. For example, GAC presents an intra-stand hole hopping rate $\sim 10^9$Hz and an activation energy $\sim 0.3$eV, while GAAC $\sim 10^4$Hz and $\sim 0.53$eV, respectively [69]. Sequences as GAG and GAAG, again, present the more relevant changes due to insertion of an additional nucleotide A, going from $\sim 5 \times 10^7$(Hz) and $\sim 0.2$eV for GAG, to $10^4$(Hz) and $\sim 0.45$eV. Another sequence discriminant factor is the excess electron injection in DNA. The rates of electron injection depends by the bases sequences ranging from $10^{12}$Hz to $10^8$Hz. This is because any different nucleotide works with its specific electron acceptor and sequence specificity can modulate the electron injection [70]. Our supplementary assumption is that the protein exploits the electronic properties of DNA to speed up recognition of sequences by recombining the electronic properties in a CPE mechanism.

QW representation of such enzymatic recognition characteristics of GATATC sequence starts with the assumption that the DNA filament represents a 1-D system, Figure 1. The protein quantum walker can move only along two directions, right or left. The default initial position $|0\rangle$ is coincident with the double base $|GA\rangle$, i.e., $|0\rangle = |GA\rangle$. Based on such initial condition, the quantum walker has three choices, to move right or left or to stay put. The Hamiltonian of such QW process is described by the relation $H = H_{DNA} \otimes H_{C}$ where $H_{DNA}$, as tight-binding Hamiltonian in Eq. (1), represents the DNA filament, Eq. (2), including the Hilbert space which has orthonormal basis given by the DNA bases positioned at $|x\rangle$. $H_{C}$ represents the coin operator and denotes a Hilbert space spanned by the orthonormal basis $\{|r\rangle, |o\rangle, |l\rangle\}$, where $r$ stays for a right movement of the walker, $o$ for stay put, and $l$ stays for a left movement. The basis state is hence $|x,c\rangle$, where $x \in$ DNA represents the position of the enzyme along the DNA filament, Figure 1, and $c \in \{|r\rangle, |o\rangle, |l\rangle\}$ represents the coin state. The evolution of the walking enzyme at each step can be described by the global unitary operator, $U$, defined as $U = S(I \otimes C)$, where $S$ is defined by $S = |x-1,r\rangle \langle x,r| + |x,o\rangle \langle x,o| + |x,l\rangle \langle x+1,l|$, with suitable rate coefficients as in Eq. (1), and $I$ is the identity matrix which operate in $H_{DNA}$, while $C$ is the coin operator. The C coin operator is built so that when the walker meets a state $|A\rangle$ on the left (palindrome sequence) of $|GA\rangle$ or a state $|T\rangle$ on the right so that the sequence identified can be $\langle A|GA\rangle$ or $|GA\rangle |T\rangle$, respectively. What is should be observed in such QW process is an asymmetry due to $|GA\rangle$ location in the sequence, as shown in Figure 2. In correspondence of such states the Coin operator is switched on $|x_{ALT},o\rangle$. This mechanism is very close to Lévy motion [71], which corresponds to random walk for most of the
time spent around a state $|GA\rangle$, but when the sequence cannot be identified, the enzyme experiences large jumps, known as Lévy flights, to another dimer and hence activates another random walk around the new dimer. In turn, it should be remarked that only a three-states discrete QW simulate the recognition of a consensus sequence based on $\pi-\pi$ entanglement represented in QW by the entanglement between position and coin [72]. The state of the walking enzyme, $\Psi$, is denoted by a tri-dimensional vector as

$$\Psi(x,t) = \begin{pmatrix} \psi_r(x,t) \\ \psi_n(x,t) \\ \psi_l(x,t) \end{pmatrix}$$

(10)

The walker evolves under the shift operator as

$$\Psi(x,t+1) = U\Psi(x,t) = U^t\Psi(x,0)$$

(11)

where $U=SC$ is the global unitary operator combination of the Shift operator with Coin operator. In momentum space, the relation (11) can be written as $\Psi(k,t+1) = U\Psi(k,t) = U^t\Psi(k,0)$, where the inverse transform is

$$\Psi(x,t) = \int_{-\pi}^{\pi} \frac{dk}{2\pi} \Psi(k,t)e^{-ikx}$$

(12)

where the global unitary operator $U = SC$ now the Shift operator takes the simple form [73]

$$S = \begin{pmatrix} e^{ik} & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & e^{-ik} \end{pmatrix}$$

(13)

As Coin operator, we have different possibilities, here, we adopt the following operator [73]

$$C(\theta) = \begin{pmatrix} -\theta^2 & \theta\sqrt{2-2\theta^2} & 1-\theta^2 \\ \theta\sqrt{2-2\theta^2} & 2\theta^2-1 & \theta\sqrt{2-2\theta^2} \\ 1-\theta^2 & \theta\sqrt{2-2\theta^2} & -\theta^2 \end{pmatrix}$$

(14)

where the coin operator $\theta\in(0,1)$ and for any of such value the rows are mutually orthogonal and for $\theta=1/\sqrt{3}$ it is equal to the Grover operator. A Coin operator (14) possesses the fundamental property that one of the eigenvalues is 1, generating the rest state that in protein search corresponds to $|GA\rangle$ state. Consequently, such Coin operator simulates the enzyme strategy to fix an initial state and to taste possible subsequent nucleotides, if the local search does not give the wanted results, the enzyme can shift along the DNA chain and identify another dimer and so go on. In Figure 2, we report the probability distribution of the three-states QW (blue line) with CPE and compared to normal QW (black line). Three-states search strategy that provides the localization of a dimer has the disadvantage to limit the quantum ballistic property, as evidenced in Figure 2, where the total positions investigated by the QW with a localized state (blue line) are less than a two-states quantum walker that does not localize a specific state and hence the total position spanned is greater (black line).
Figure 2. Three-state QW with initial state $|0\rangle = |GA\rangle$, A, with CPE denoted by $\theta=1/3$. Two-state QW comparison to standard QW without CPE. Due to specific sequence to be identified, both the QWs are asymmetric.

The fundamental role of CPE in the search of a sequence starting form an initial state grounded on a central dimer $|GA\rangle$ can be explained as follows. The entanglement measure is a parameter usually used to quantify the incidence of entanglement between two subsystems, in our case, the position space of EcoRV and the coin space. The entanglement $E$ can be evaluated making use of von Neumann entropy $S(t)$, known as the entropy entanglement [74]

$$E = S(\rho) = -\text{Tr}(\rho \log \rho)$$

(16)

where $\rho = |\Psi\rangle\langle\Psi|$ is the density matrix, that should be calculated on a bipartite system composed by two subsystems, position space and coin space, respectively. The maximum value of the entanglement $E$ between the two subsystems can be expressed as $E_{\text{max}} = \log_2(\min(d_1, d_2))$, where $d_1$ and $d_2$ are the dimensions of the two subsystems. For a normal one-dimensional QW, $E_{\text{max}} = \log_2(2) = 1$, while for a three-state QW $E_{\text{max}} = \log_2(3) \approx 1.58$. This is because the dimensions of the coin space in a three-state QW is bigger than one-dimensional correspondent standard QW involving a higher entanglement between position and coin. It is remarkable that third state for coin operator, other than right or left states, increase the entanglement [73]. Another feature of CPE of the protein walker in specificity recognition need to be emphasized. In discrete QW, CPE plays a leading role in maintaining long-time coherent superposition features between coin and position resistant to environmental dephasing role due to water molecules fluctuations and thermal vibration. The CPE has shown that small amount of decoherence helps the speed up behaviour of QW [75], and maximally entangled coins can be obtained by the existence of rest sites that are position states that allows, when applied to biology, the protein walker to stay at a current vertex while exploring the surrounding positions.

4. Discussion

Common stochastic modelization applied to protein-DNA search target problem provides a DNA molecule represented as a chain consisting of $L+1$ binding sites, one of them being the target site to be identified by the protein [17, 76-77]. In such picture, the protein starts to search from the solution, and it diffuses very fast in the volume solution around the DNA reaching to all segments of the DNA with equal probability, with a binding rate $k_{\text{on}}$. Once bound, the protein can slide along
the DNA chain with a diffusion rate \( u \) with equal probability in both directions with a classical random walk and can dissociate from DNA with rate \( k_{\text{off}} \). Despite the simplicity of such modelization, some aspects seem to be clear an universal in the protein-DNA interaction, other remains still unclear, for example the experimentally evidenced short time (seconds) to identify consensus sequence in enzyme restrictions, and how noncovalent forces can operate at room temperature with high rate of efficiency despite in presence of not negligible environmental fluctuations. A more recent different theoretical approach, within the family of facilitated diffusion, takes into account the correlations between spatial motion (one-dimensional and three-dimensional) and the non-specific interactions [77]. One feature of such approach is the mean first-passage time for one-cycle searching and the total search time is simply \( \tau=(L/\lambda n_{\text{ads}})\tau_1 \), where \( L \) is the DNA length, \( \lambda \) is the target length, \( n_{\text{ads}} \) is the number of proteins adsorbed on the DNA under investigation and \( \tau_1 \) is the search time for one cycle. One prediction of the model that is partially confirmed by some experiments is that the protein spends most of the time on DNA, and that non-specific interactions play a leading role in facilitated diffusion. This is because although non-specific binding proteins move slower along the DNA slowing down the search, however, non-specific interactions stimulate more protein to bind to DNA and searching in parallel accelerating the search. One critical aspect of correlation model is the assumption that search time takes place faster than the relaxation to equilibrium for binding to DNA. To clarify such two critical questions, we have introduced a quantum version of CRW. This need some conceptual changes to the protein-DNA search target problem. The DNA chain is composed by Hilbert states, the first binding state on DNA cannot identified by the protein based on equal probability, but the first binding state is a dimer state part of the sequence to be recognized. Hence, from the starting states, the protein exploits the CPE to search the consensus sequence, via a speedup donor-acceptor mechanism involving \( \pi \)-electrons moving quadratically along the DNA segments, able to scan the DNA nucleotides for distances roughly equivalent de Broglie length. This macroscopic quantum effect occurs thanks to decoherence shield of environment (hydrogen bonds, thermal and vibronic DNA backbone states) protecting the superposition of states during the QW process. Mohseni and Aspuru-Guzik have demonstrated that continuous time QW in photosynthetic energy transfer is environment-assisted and while an unitary Grover search mechanism does not match the high efficiency of photosynthetic process, this efficiency can be achieved by open nature of the photosynthetic energy transfer with fluctuations in protein and solvent [78]. The environment plays a role to improve the efficiency and this role is described by a non-hermitian contribution generated by the coupling of the system of interest with environment [79].

Another advantage of quantum approach is to bypass the delicate question of the two timescales, fast for the first binding in a 3D context, and slow for the 1D refinement of the search for the complete sequence. Currently, stochastic models based on facilitated diffusion have combined such two time scales with lowering of dimensionality [25]. The concept of lowering of dimensionality, proposed initially by Berg, Winter and von Hippel (BHH) [80], provides a search process based on a consequence of events the include a binding to non-specifically DNA site form a 3D space. Hence, a 1D movement along the DNA contour to identify correct sequence with possible unbind if no target is found and binding to another site and so gone. However, such model cannot explain the fast association rates for the protein search on DNA because it provides similar values for 1D and 3D diffusion value, contrarily to what demonstrated experimentally. This is because, the protein-DNA search strategy is based on an interplay of different spatial dimensionality, essentially between 1D chain sliding and 3D features. The fast association rates on 1D and 3D originate from strong electrostatic attractions between searching protein and DNA sequences, as well as from reduction of dimensionality in the target searching strategies. The hypothesis of leading
mechanisms implying reduction of dimensionality is at the base of facilitated diffusion that provides the lowering spatial dimensionality by combining 1D diffusion along the DNA chain contour (sliding) with 3D DNA segment dissociation and consequent jump to another DNA filament. The 3D mechanisms are essentially a combination of dissociation-reassociation events of short life spans, hopping events, intersegmental jumps between nearby DNA segments and larger volume 3D diffusions [81-82].

The formulation of first-passage-time picture applied to identification of DNA targets by Kolomeisky et al. is independent of the initial starting position of the searching enzyme where an initial uniform distribution of enzyme positions is commonly assumed [21]. The first-passage-time distribution arises from survival probability distribution. Survival probability for the entangled walking π-electron moving through a QW process along a tight-binding Hamiltonian is represented in Figure 3 and compared to the equivalent classical quantity, see Appendix B. Figure 3 shows that quantum survival probability for the π-electron displays a long-time behaviour, which has no counterparts in the classic case. Since decoherence can play a role in breaking the CPE, the tight-binding Hamiltonian is formulated to take in account the effect of environment by introducing a non-Hermitian term.

Figure 3. Temporal decay of classical survival probability $P(t)$ (dashed line) and the quantum survival probability $\Phi(t)$ (solid line) for $N=150$ nucleotides in semilogarithmic scales.

The persistence of CPE even under the effects of environmental fluctuations can be explained as follows. Let us consider the density operator formalism to describe the nonunitary evolution of the discrete QW [83]

$$\rho = \sum_{x,x',c,c'} \rho_{x,x',c,c'} |x,c\rangle\langle x',c'|$$  \hspace{1cm} (17)

where the matrix $\rho_{x,x',c,c'}$ denotes the probabilities of occupying some given nucleotides and coin states (diagonal terms) and the amount of coherence between quantum states $|x,c\rangle$ and $|x',c'\rangle$ corresponding to off diagonal terms. If we assume decoherence process takes place at the end of any step so that the time-scale of decoherence is comparable to time-scale of quantum walker, on each step, coin decoherence leaves the coin-diagonal elements unchanged. On the contrary, it reduces the coin-off-diagonal elements, $\rho_{x,x';c,c'}$, by a factor $1-\eta_c$. Analogously, spatial decoherence leaves unchanged position-diagonal elements, and it reduces on each step the position-off-diagonal elements $\rho_{x,x',c,c'}$ by a factor $1-\eta_s$. This description of decoherence takes in account the possible role of environmental fluctuations.
of thermal noise on hydrogen bonds between nucleotides. Under decoherence the asymptotical behaviour of the quantum walker the variance of the diffusive spreading can be expressed by \( \left\langle \Delta x^2 \right\rangle \geq Dn \). For a process of walk combining quantum and CRW behaviour, the diffusion constant can be expressed \( D = \frac{1 + (1 - \eta_c)^2}{1 - (1 - \eta_c)^2} \), where \( \eta_c = 0 \) denotes a totally coherent process, and a divergent diffusion constant, and a decoherent process, \( \eta_c = 1 \), where the diffusion constant assumes the traditional classical constant value. This implies that during the QW process the walker manages the coherence-decoherence transition according to the needs of the research path, remaining in an intermediate degree between coherence and decoherence. Analogous results can be obtained in another bipartite system, if we consider bipartition between sections of DNA chains around the initial dimer. A bipartition that provides a subsystem \( A = [-L/2, p] \) of nucleotides around GA dimer, and the rest of the DNA chain as the subsystem \( B = [p, L/2] \) composed by the nucleotides which remain at the next dimer, which relative distance is \( L \), and \( p \) is the current position of the walking \( \pi \)-electron, and the von Neumann entropy is calculated making use of the reduce density matrix \( \rho_A(t) = \text{Tr}_B \rho(t) \).

In turn, one interesting exploitation of protein-DNA searching mechanism is the possibility to build new type of computers. Quantum computing is limited by the dissipation of coherence due to the coupling with environment. It has been conjectured that biological systems exhibiting room temperature quantum coherence such light harvesting complexes could provide new computational devices realized with different component basis achieving new magnitude scales for miniaturization and speed. In a computational framework we have usually to find the minimum of some complex functions that in many cases can take discrete values. Recently, continuous-time QW has been employed by Fahri \textit{et al.} to simulate a NAND (NOT-AND) component and recent experiments tried to realize it on molecular systems [84]. A NAND gate presents a total of \( N \) inputs but only a single output, making possible the computation of arbitrary Boolean function of the form \( F: \{0,1\}^N \rightarrow \{0,1\} \). If protein-DNA binding search is based on QW, as proposed in this paper, than such biosystem could simulate a NAND-tree. In the idea of Fahri \textit{et al.}, a NAND-tree is a binary tree of NAND gates containing \( N \) inputs and a single output. The time-independent Hamiltonian of the entire system is simply \( H = JG \), where \( J \) is the coupling constant and \( G \) is adjacent matrix. The input \( x \) is encoded by the on/off coupling of the input nodes. An elegant approach to NAND-tree has been recently proposed by Wang \textit{et al.} [85]. They propose to attach to the runway a sort of quantum slide, i.e., a chain with a parabolic shape able to scan the site-to-site coupling profile. A single photon or a light pulse, representing a Gaussian wave-packet, is injected into a single site located at the edge of the quantum slide generating the QW. It is immediate that protein-DNA system can represent an analogous large scale system of such NAND-tree, where if the protein recognizes a component basis of the correct sequence, the computation outcome is \( F(x) = 1 \), or, on the contrary, \( F(x) = 0 \). By measuring whether the protein has recognized dimers of sequence components or not, the binary computation outcome can be established by measuring the distribution of recognized sequence basis versus the evolution distance travelled by the protein to verify the NAND tree logic.

**Conclusions**

Protein-DNA interactions are fundamental for life. Such interactions include, for example, binding selection to DNA, which is classified as: i) \textit{Enzymatic}, where the protein modifies DNA; ii) \textit{Transcription Factor} (TF), where genetic information contained in the DNA nucleobases is
transcribed into RNA and new proteins are generated, or, iii) Structural-DNA Binding Proteins, where the protein supports DNA structure, DNA bending or to aggregate other proteins. Since the pioneering experiments by Riggs et al., in the early '70 of past century, it has been increasingly demonstrated the extraordinary ability of proteins to find the targets on the DNA chains very quickly, in some cases, with two orders of magnitude faster than the diffusion limit. Although several theoretical mechanisms have been suggested to describe the origin of such impressive diffusional ability, however, none of such models currently has the ability to fully describe the protein search strategy.

Focused on the example of recognition of consensus sequences by EcoRV or EcoRI, we have suggested and introduced a mechanism based on Quantum Walk exploiting π-π entanglement in protein-DNA complexes. The Quantum Walk mechanism, that is the quantum version of classical Random Walk, provides that the walker (the protein) resides at a vertex in a graph (the DNA structural topology), locates, initially, a π-electron on a dimer of a sequence to be recognized and uses the other entangled π-electron to scan the DNA chain. Differently to classical Random Walk, where the walker moves randomly, the quantum walker spreads quadratically faster than classical Random Walk the different positions moving coherently on a superposition of different vertices. In addition, initial positions play a fundamental role in Quantum Walk, so enabling for the walker the possibility to distinguish between initial dimers, as evidenced by asymmetric walks. When applied to protein-DNA target search problem, Quantum Walk gives the possibility to achieve the experimental diffusional motion of proteins over diffusion classical limits experienced along DNA chains exploiting quantum features such as coin-position entanglement and long-time survival probability induced by environment. In turn, our results show that, under quantum picture, the protein search strategy does not distinguish between one-dimensional and three-dimensional case.

Appendix A

Although, of intrinsically discrete nature of molecular interactions of protein-DNA complexes, the searching process can be considered continuous in time. For this reason, a CRW model based on continuous time is physically reasonable. Another advantage of a protein-DNA searching process based on continuous-time CRW is the possibility to describe different regimes, sliding- and jumping-regime, in a unique formalism. In turn, a continuous-time CRW is mathematically formulated to yield a quantum-mechanical Hamiltonian of tight-binding type since the formalism exploits the mathematical analogue between time-evolution operators in classical and quantum mechanics [60, 86]. As in CRW, QW can show a discrete or a continuous-time mode. QWs take place on a graph denoted by a pair \( \{V,E\} \) consisting of a nonempty, countable set of points \( V \), representing the number of \( N \) sites (the DNA bases) making up the graph, joined pairwise by a set of links \( E \). Discrete time QW is a bipartite system including Position and Coin operator, respectively, with Hilbert space \( H=H_p \otimes H_c \), where the position degrees of freedom specifies the location (vertex) of the walker in the graph and the coin degrees of freedom specify the direction the walker on which it proceeds [87]. Continuous time QW, in contrast to discrete QW, evolves under a Hamiltonian, which is defined with respect to the graph simulating the system under investigation [88]. In addition, no Coin operator is required. Another computational advantage is that continuous time QW leads on fairly straightforwardly from continuous time CRW. Under such assumptions, continuous time QW would fit better to match the protein-DNA interaction, because it depends on the underlying structure, since continuous time QW features strongly is affected by the interplay between the walk dynamics and the topology of the protein-DNA structure.

The quantification of speedup behaviour of variance by using continuous time QW on the graph simulating the DNA structure is made through the use of an adjacency matrix [89]
\[ A_k = \begin{cases} 1 & (j,k) \in V \\ 0 & \text{otherwise} \end{cases} \] (A.1).

By denoting the transfer matrix of the graph with \( N \) bases as \( T \), the conditional probability of the walker located the base \( k \), at time \( t \), when is started from the base \( j \) at time \( t=0 \) is \([86]\]

\[
\frac{d}{dt} p_{k,j}(t) = \sum_{l=1}^{N} T_{kl} p_{l,j}(t)
\] (A.2)

The quantum counterpart of Eq. (A.2) is obtained considering the Hamiltonian \( H=\mathbf{T} \) of the structure and the states \( \ket{j} \) representing the walk at site \( j \) denote the whole Hilbert space and provide an orthonormal basis set, with the notation \( \ket{k,j} = \delta_{k,j} \) and \( \sum_{j=1}^{N} \ket{j}\bra{j} = \mathbf{1} \). The wave vector 

\[ \text{can be written as } \ket{\psi} = \sum_{j=1}^{N} \alpha_j \ket{j}, \text{ with coefficients given by } \alpha_j = \bra{j}\psi \]. Consequently, the analogous of Eq. (A.2) is the following Schrödinger equation

\[
\frac{d}{dt} \alpha_{k,j}(t) = -\frac{i}{\hbar} \sum_{l=1}^{N} H_{kl} \alpha_{l,j}(t)
\] (A.3)

where \( \alpha_{k,j} = \bra{k,e^{-it\mathbf{H}}}j \) and the analogous quantum-mechanical transition probability is now 

\[ \pi_{k,j}(t) = \abs{\alpha_{k,j}(t)}^2 \]. For the random walk, classical or quantum, the average displacements can be written, invoking the solutions of Eqs. (A.2) and (A.3), are \( \langle x(t) \rangle_{cl} = \sum_{k=1}^{N} cl(k,j) p_{k,j}(t) \) or

\[ \langle x(t) \rangle_{q} = \sum_{k=1}^{N} q(k,j) \pi_{k,j}(t) , \text{ where subscript } cl \text{ or } q \text{ denotes classical or quantum, respectively. In quantum case, an additional average on all the starting points should be generally accounted. Finite systems present peculiar properties due to specific structure topologies. As a simplified example, we can consider the DNA as an infinite chain composed by } N \text{ nodes, whose quantum amplitudes are}

\[
\alpha_{k,j}(t) = \frac{1}{\sqrt{N}} \sum_{l=1}^{N} e^{-i\lambda_l t} e^{-i(k-j)l}
\] (A.4)

where \( \lambda_l \) is the \( l \)th eigenvalue associated with the chain nodes. For high limit of \( N \) (condition satisfied by a genome) and substituting the sum over \( l \) by the correspondent integral, we obtain.

\[ \alpha_{k,j}(t) \equiv e^{-i\lambda t} \mathbf{J}_{k,j}(t) \text{. The calculation of transition probability amplitudes implies } \pi_{k,j}(t) = \mathbf{J}_{k,j}^2(t) \text{.}

The squared Bessel function \( \mathbf{J}_{k-j}^2(t) \) is almost everywhere positive. By exploiting the Bessel function properties [90], the average displacement in quantum case can be written as

\[ \langle x(t) \rangle_{q} = 2 \sum_{k=1}^{\infty} k \mathbf{J}_{k}^2(t) \approx \left[ t \mathbf{J}_{0}(t)^2 + 2t \mathbf{J}_{1}(t)^2 + 2t \mathbf{J}_{2}(t)^2 + 2t \mathbf{J}_{3}(t)^2 - J_0(t)J_1(t) - J_1(t)J_2(t) - J_2(t)J_3(t) + \ldots \right] \] (A.5)

For long time the average displacement on an infinite chains reduces to \( \langle x(t) \rangle_q \sim t \), this is because the asymptotic expansion of the Bessel function is

\[ \mathbf{J}_{k}(t) = \sqrt{\frac{2}{\pi t}} \cos \left( t - \frac{k \pi}{2} - \frac{\pi}{4} \right) + O \left( \frac{1}{t} \right) \] (A.6)

In figure A.1, we plot the average displacements \( \langle x(t) \rangle \) travelled by the protein along a DNA filament in classical and quantum case, for small and intermediate times.
Appendix B

In order to quantify the dissipation role and decoherence process for the \( \pi \)-electron walking along the DNA chain, we adopt again the continuous time QW picture described by the following non-Hermitian Hamiltonian for the walker along the DNA filament, [60, 77]:

\[
H = \sum_{j=1}^{N} \varepsilon_{j} |j\rangle\langle j| + \sum_{j=1}^{N} \varepsilon_{j,j+1} |j\rangle\langle j+1| + \sum_{j=1}^{N} \varepsilon_{j,j-1} |j\rangle\langle j-1| - i \sum_{j=1}^{M} \varepsilon_{mj} |m_j\rangle\langle m_j|
\]  

(B.1)

where \( M \) denotes the ensemble of the environmental channels denoting the thermal phonon bath connected to DNA chain, \( \varepsilon_{j} \) denotes the nucleotides energies, \( \varepsilon_{j,j+1} \) denote hopping integrals along the DNA chain, the coefficient \( \varepsilon_{mj} \) denote the strength of binding to the specific DNA site and \( N \) is the number of nucleotides located between two \( |GA\rangle \) dimers. The cardinality of \( M \) denotes the strength coupling between protein-DNA system and environment. The second and third term on the right side of equation (B.1) are responsible for the states \( r \) and \( s \), corresponding to sliding motion of the protein along the DNA chain. Due to the non-hermiticity of Hamiltonian (B.1), its eigenvalues are complex and can be written as \( E_{l}=\varepsilon_{l}-i\gamma_{l} \) \( (l=1,\ldots,N) \), while the set of eigenvectors \( |\xi_{l}\rangle \) satisfy the completeness relation \( \sum_{l=1}^{N} |\xi_{l}\rangle\langle\xi_{l}| = 1 \). Due to complex eigenvalues, the dissipative role of environment in tight-binding model is analogues to traps located along the DNA chain. The transition amplitude \( \alpha_{kj}(t) \) from the site \( j \) to the site \( k \) which obeys the following Schrödinger equation (A.3), which solution, given the Hamiltonian (B.1), can be written as

\[
\alpha_{kj}(t) = \sum_{l=1}^{N} e^{-i(E_{l}-\gamma_{l})t} \langle k|\xi_{l}\rangle\langle \xi_{l} | j \rangle
\]  

(B.2)

The sliding time of protein along the DNA chain can be calculated as follows. Let us consider \( m \in M \) denoting the targets on the DNA chain to be identified by the protein, we can exploit the relation \( \sum_{k \in M} |k\rangle\langle k| = 1 - \sum_{m \in M} |m\rangle\langle m| \) to write the sliding state as

\[
\sum_{k \in M} |\alpha_{kj}(t)|^{2} = \sum_{l=1}^{N} e^{-2i\gamma_{l}t} \langle j|\xi_{l}\rangle\langle \xi_{l} | j \rangle - \sum_{l,j=1}^{N} e^{-i(E_{l}-E_{j})t} \sum_{m \in M} \langle j|\xi_{r}\rangle\langle \xi_{r} | m \rangle\langle m|\xi_{l}\rangle\langle \xi_{l} | j \rangle
\]  

(B.3)
And, by averaging over all \( j \in M \), the survival probability \( \Pi(t) = \sum_{j,k \in M} |\alpha_{jk}(t)|^2 \), that coincides with mean sliding probability, becomes [91]

\[
\Pi(t) = \frac{1}{N-M} \sum_{j=1}^{N} e^{-2\gamma t} \left[ 1 - 2 \sum_{m \in M} \langle \xi_j | m | \xi_j \rangle + \sum_{l,t=1}^{N} e^{-i(E_l - E_t) t} \left\{ \sum_{m \in M} \langle \xi_l | m | \xi_t \rangle \right\}^2 \right] \quad (B.4)
\]

Note that two contributions are present, a decaying and an oscillatory term, while the classical counterpart of Eq. (B.4) can be written [86]

\[
P(t) = \sum_{j \in M} \sum_{k \in M} p_{k,j}(t) = \frac{1}{N-M} \sum_{l=1}^{N} e^{-\gamma t} \sum_{k \in M} \langle k | \xi_l \rangle^2 \quad (B.5)
\]

Temporal decay of Eq. (B.5) is defined by \( \gamma \), i.e. the imaginary contributions of \( E_l \). At intermediate and long times and for \( M \ll N \), Eq. (B.5) can be approximated by \( P(t) \approx e^{-\alpha \gamma t} \) where \( \alpha \) takes into account the ratio between the nucleotides visited in relation to the number of nucleotides present between two GA dimers. Eqs. (B.4 and B.5) describe also the survival probability of a \( \pi \)-electron moving between two GA dimers. Survival probability is strictly connected to cover time. Cover time takes an important role in random walk, because the probability to find a target is inversely proportional to cover time. Adopting the first-passage approach and self-avoiding mechanisms, the mean time required to cover all the \( N \) nodes in a given graph can be expressed in an one-dimensional case as \( <t_{cov}> \sim N^\alpha \), \( <t_{cov}> \sim N(\log N)^\alpha \) in the bidimensional case [92], while in the three-dimensional case, we have \( <t_{cov}> \sim N(\log N) \) where \( \alpha=1 \) in a self-avoiding picture and \( \alpha=2 \) in classical random walk [92]. In the quantum case, the calculation of mean time to cover all the \( N \) nodes in the first-passage problem is more complex. As demonstrated by Childs and Goldstone, the spectrum of the Hamiltonian \( H \) can be understood in terms of the spectrum of the periodic or quasi-periodic structure. Hence, the quantum searching probability \( \Pi \) can be defined as the inverse of cover time in the quantum walk case, for a graph with \( N \) nodes and \( M \) targets in the following way [93]:

\[
\Pi = \sum_{j \in M} \sum_{k \in M} \pi_{k,j}(t) = \frac{1}{N-M} \sum_{p,q=1}^{N} e^{-\gamma t} \left[ 1 - 2 \sum_{m \in M} \langle \xi_p | m | \xi_q \rangle + \sum_{p,q=1}^{N} e^{-i\Delta E} \left( \sum_{m \in M} \langle \xi_p | m | \xi_q \rangle \right)^2 \right] \quad (B.6)
\]

where \( \Delta E = E_p - E_q \). Plotting Eq.(B.5) and Eq.(B.6) we obtain the survival probability as displayed by Figure 3. It is evidenced that in quantum case presents long time for survival probability of \( \pi \)-electrons that which has no counterparts in the classic case [91].
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