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Abstract

Let $G$ be a connected reductive group over a non-archimedean local field $F$. Let $K_F$ be the parahoric subgroup attached to a facet $F$ in the Bruhat–Tits building of $G$. The ultimate goal of the present paper is to describe the center of the parahoric–Hecke algebra $H(G(F) \sslash K_F, \mathbb{Z}[q^{-1}])$ with level $K_F$ and prove the compatibility of generalized (twisted) Bernstein and Satake homomorphisms.
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1. Introduction

Congruences between modular forms, automorphic forms or automorphic representations have received a significant attention in the past few decades for several reasons. Their study has helped investigating numerous questions that have been wandering in number theory’s paysage, e.g. first and foremost, Andrew Wiles’ proof of Fermat’s last theorem.

An omnipresent theme occurring in this landscape are Hecke algebras. These are as fundamental as Galois theory is. Actually, in more than one respect, the two go hand in hand. These special algebras are concerned with the following kind of situation. We are given a reductive group $G$ defined over a $p$-adic field $F$ and a smooth complex representation of $G(F)$, say $(V, r)$. If $C \subset G(F)$ is an open compact subgroup, then we introduce the Hecke algebra $\mathcal{H}(G(F) \ract C, \mathbb{C})$, which is the convolution of double cosets in $C \backslash G(F)/C$. Similar to how the group algebra of a finite group allows us to translate representation theory questions into module-theoretic ones, $\mathcal{H}(G(F) \ract C, \mathbb{C})$ provides a mechanism that allows us to dissect the representations $(V, r)$. In more concrete terms, we have a bijection between the set of isomorphism classes of irreducible smooth complex $G(F)$-representations $V$ such that $V^{C} \neq 0$ and the set of isomorphism classes of simple smooth $\mathcal{H}(G(F) \ract C, \mathbb{C})$-modules.

The purpose of this process is to obtain algebraic or number theoretical information which may yield new insight about $G(F)$ or about its representations theory. Therefore, it is decisive to further deepen our understanding of Hecke algebras and classify their categories of modules.

An important step toward this goal is offered by Satake’s transform, which yields an explicit description of $\mathcal{H}(G(F) \ract C, \mathbb{C})$ for two crucial cases: maximal open compact subgroups by Satake [Sat63] and special maximal parahoric subgroups by Haines–Rostami [HR10]. Besides, Hecke algebras for smaller levels also hold a special place and have intriguing applications, for instance when $C = K_F$ is a parahoric subgroup, Pappas and Zhu proved in [PZ13] a conjecture of Kottwitz which shows that the semi-simple trace of Frobenius on the nearby cycles of a Shimura variety gives a function which is central in $\mathcal{H}(G(F) \ract K_F, \mathbb{C})$. Thanks to the characterization of the minuscule central Bernstein basis functions by Haines [Hai01], one can actually compute these traces. However, there remains the task of comprehending the center of these parahoric Hecke algebras. Such an understanding, is provided by the framework of Bernstein presentations for Iwahori–Hecke algebra when $C = I$ is an Iwahori subgroup, which is due to [Lus89] for the extended affine case and more recently to Rostami [Ros15] and Vigneras [Vig16] for the general reductive case.

This paper attempts to extend and generalize to general reductive $p$-adic groups various results known for Hecke algebras for split, unramified or semi-simple and simply connected $p$-adic groups. In this direction, we are particularly interested in the study of these Hecke algebras when their ring of coefficients is as small as possible; $\mathbb{Z}$ or $\mathbb{Z}[q^{-1}]$. Our methods are of geometric flavor and involve extensively Bruhat–Tits theory. They provide a uniform treatment for Hecke algebras with parahoric levels and their $\delta$-avatars (§3.1). This allows us to take full advantage of Lusztig’s work [Lus89] and extend his results to the general reductive case. Following the ideas of Bernstein [BD84], we focus our attention on the universal unramified principal series module, which leads us naturally to the Bernstein elements $\Theta_m$ and accordingly the Bernstein presentation of the Iwahori–Hecke algebras. The payoff for this, we obtain an explicit description of the center of general parahoric Hecke algebras with coefficients in $\mathbb{Z}[q^{-1}]$, and also integral twisted Satake isomorphism thus generalizing [HR10] and [Sat63, §9] together with compatibilities between

---

1 Every vector $v \in V$ has an open stabilizer in $G(F)$. 

---
integral twisted Satake isomorphism and twisted Bernstein isomorphism. Along the way, we also prove various auxiliary results that may be useful in other contexts. Furthermore, we give as much as we can original proofs for all the previously known results.

A hidden motivation for this paper, is to prepare the ground field for introducing and studying the ring of U-operators, which is the subject of the sequel part II of this paper [Bou21e]. This is the first step of an ongoing project exploring arithmetic application of these operators in Euler systems theory [Bou21a, Bou21b] and Eichler–Shimura congruence relations for general Shimura varieties [Bou21d, Bou21c].

1.1 Main results
Let $G$ be a reductive group defined over a non-archimedean local field $F$. Let $S$ be maximal $F$-split subtorus of $G$ and $A$ its corresponding apartment in the reduced Bruhat–Tits building of $G$. Set $M$ and $N$ for the centralizer and the normalizer of $S$ in $G$, respectively. We have a homomorphism of groups
\[ \nu_N : N(F) \to \text{Aff}(A). \]
Let $a \subset A$ be an alcove, and $a_0 \in \overline{a}$ a special point. Set $I \subset K$ for the Iwahori subgroup and the special maximal parahoric subgroup corresponding to $a$ and $a_0$, respectively.

Let $M_1 = \ker \kappa_M$ and $G_1 = \ker \kappa_G$ be the kernels of the Kottwitz map for $M$ and $G$ (see §2.8.2). Fix any open compact subgroup $M_1 \subset M^p \subset M$. By [Lan96, Proposition 1.2], $M^p$ is contained in the maximal open compact subgroup $M^1$.

For any $X \subset G$, set $X^p = M^p X$. Whenever we use this notation, the structure of the object we are interested in is not altered, e.g. $K^p$ or $G^1$ are still a groups.

For any facet $\mathcal{F} \subset A$, set $K_\mathcal{F}$ for the parahoric subgroup attached to it, $N_{1,\mathcal{F}} := N(F) \cap K_\mathcal{F}$ and $W^1_{\mathcal{F}} = N^1_{1,\mathcal{F}} / M^p$. Because $a_0$ is special, $W^1_{a_0} \simeq W := M(F) / N(F)$.

Set $\Lambda_M := M(F) / M^p$, $\Lambda^b _{\text{aff}} := (M(F) \cap G_1)^b / M^p$, $\mathcal{R}^b := \mathbb{Z}[\Lambda^b _M]$ and $\mathcal{R}^b _{\text{aff}} := \mathbb{Z}[\Lambda^b _{\text{aff}}]$.

We write $\widehat{W}$, for the Weyl group to specify that it acts on $\mathcal{R}^b$ by the dot-action, this is the standard action twisted by a factor coming form the modulus function (see Definition 3.16.1).

If $A$ is a commutative ring and $H \subset G(F)$ an open compact subgroup, define $\mathcal{H}_H(A)$ to be the $A$-algebra of functions $f : G(F) \to A$, that are $H$-invariant on the right and the left.

1.1.1 The Iwahori–Matsumoto presentation
We start with a well known result, at least for Iwahori–Hecke attached to extended affine Weyl groups. See for example [Gar97, §6.3]. For the general case, it was showed in [Vig16, Theorem 2.1] or [Ros15, Proposition 4.1.1] with $\mathbb{C}$-coefficients. We will reprove it here using a different argument.

**Theorem 3.13.1** The Iwahori–Matsumoto Presentation. The Iwahori–Hecke ring $\mathcal{H}_{p^r}(\mathbb{Z})$ is the free $\mathbb{Z}$-module with basis $\{i_w = 1_{p^r \cdot w} \cdot w \in \widehat{W}^b := N / M^p\}$, endowed with the unique ring structure satisfying

- The braid relations: $i_w * i_{w'} = i_{ww'}$ if $w, w' \in \widehat{W}^b$ such that $\ell(w) + \ell(w') = \ell(ww')$.
- The quadratic relations: $(i_s^2)^2 = q_s i_s^3 + (q_s - 1) i_s^2$ if $s \in S^0$, where $q_s := [IsI : I]$ and $S^0 \subset \widehat{W}^b$ corresponds to the set of orthogonal reflections with respect to the walls of the fixed alcove.

1.1.2 Freeness of the universal unramified principal series module
Let $\mathcal{F} \subset A$ be any fixed facet. For any commutative ring $A$, define the universal unramified principal series right $(\mathcal{R}^b, \mathcal{H}_{K_{\mathcal{F}}}(A))$-bi-module $\mathcal{M}_{K^b_{\mathcal{F}}}(A) = \mathcal{C}_c(M^pU^+ \backslash G / K_{\mathcal{F}}, A)$, this is the set of $A$-valued functions supported on finitely many double cosets.
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**Proposition 4.1.4.** The \( \mathcal{R}^{\dot{\flat}} \)-module \( \mathcal{M}_{K_{\mathfrak{F}}}(Z) \) is free of rank \( r_{\mathcal{F}} := |W/\mathfrak{j}_W(W_F^{\dot{\flat}})| \), with basis \( \{v_{w,\mathcal{F}}^\flat := \mathbf{1}_{U+wK_{\mathcal{F}}}, \ w \in D_{\mathcal{F}}\} \) where \( D_{\mathcal{F}} \subset W_{\dot{\alpha}_0} \) is any fixed set of representatives for \( W/\mathfrak{j}_W(W_F^{\dot{\flat}}) \) and \( \mathfrak{j}_W : N \to W = N/M \) is the quotient map. In particular, \( \{v_{w,a}^\flat, \ w \in W_{\dot{\alpha}_0}\} \) is a canonical basis for the \( \mathcal{R}^{\dot{\flat}} \)-module \( \mathcal{M}_p(Z) \).

1.1.3 **Bernstein presentation of the Iwahori–Hecke algebra.** Following the ideas of Bernstein [BD84], as exposed by the approach of [HKP10] (which treats the split case), we use the universal unramified principal series module \( \mathcal{M}_p(Z) \) to study the Iwahori–Hecke algebra. A first result into this direction is:

**Theorem 4.2.3.** The following homomorphism of right \( \mathcal{H}_p(Z[q^{-1}]) \)-modules is an isomorphism:

\[
\mathcal{H}_p : \mathcal{H}_p(Z[q^{-1}]) \longrightarrow \mathcal{M}_p(Z[q^{-1}]), \quad h \mapsto v_{i,\mathfrak{a}}^\flat \ast h, h.
\]

In §4.3, we construct an embedding \( \hat{\Theta}^\flat_{\text{Bern}} : \mathcal{R}^{\dot{\flat}} \hookrightarrow \mathcal{H}_p(Z[q^{-1}]), m \mapsto \hat{\Theta}^\flat_m \). This provides an alternative description for the Iwahori–Hecke algebra:

**Corollary 4.3.6.** The algebra \( \mathcal{H}_p(Z[q^{-1}]) \) is a free left (and right) \( \mathcal{R}^{\dot{\flat}} \otimes Z[q^{-1}] \)-module, with canonical basis \( \{i_w^\flat, \ w \in W_{\dot{\alpha}_0}\} \). The sets \( \{\hat{\Theta}^\flat_m \ast_i i_w^\flat : m \in \Lambda^\flat_M, w \in W_{\dot{\alpha}_0}\} \) and \( \{i_w^\flat \ast_i \hat{\Theta}^\flat_m : m \in \Lambda^\flat_M, w \in W_{\dot{\alpha}_0}\} \) are both \( Z[q^{-1}] \)-basis for \( \mathcal{H}_p(Z[q^{-1}]) \).

Set \( \mathcal{H}_p^{\text{aff}}(Z) := \mathcal{H}(G^\flat \sslash P, Z) \) and let \( \hat{\Omega}^\flat \) denote the subgroup of stabilizers of \( \mathfrak{a} \) in \( \hat{W}^\flat \). The following diagram is commutative (see Proposition 3.13.4)

\[
\begin{array}{ccc}
\mathcal{H}_I(Z) & \xrightarrow{\sim} & \mathcal{Z}\hat{\Omega} \otimes' \mathcal{H}_I^{\text{aff}}(Z) \\
\downarrow & & \downarrow \otimes^\flat \\
\mathcal{H}_p(Z) & \xrightarrow{\sim} & \mathcal{Z}\hat{\Omega}^\flat \otimes' \mathcal{H}_p^{\text{aff}}(Z)
\end{array}
\]

where, \( \otimes' \) indicates that the tensor modules is endowed with a "untwisted" multiplication: \((\sigma \otimes i_w)(\sigma' \otimes i_w') = \sigma \sigma' \otimes i_{w'w^{-1}} \ast P i_w \) for any \( \sigma, \sigma' \in \hat{\Omega}^\flat \) and any \( w, w' \in \hat{W}^\flat \). The restriction of the surjective \( i^\flat \) to \( \mathcal{H}_I^{\text{aff}}(Z) \) is injective (Remark 3.3.4) and yields an isomorphism of algebras

\( \mathcal{H}_I^{\text{aff}}(Z) \overset{\sim}{\longrightarrow} \mathcal{H}_I^{\text{aff}}(Z) \).

This fact, allows us to extend various results due to Lusztig in [Lus89] for the affine extended case \((M^\flat = M^1)\) to the general reductive case:

**Proposition 4.4.3.** For any \( s \in T_{\alpha_0}^\flat = S^\flat \cap W_{\dot{\alpha}_0} \) and any \( m \in \Lambda^\flat_M \), we have

\[
\hat{\Theta}^\flat_m \ast P (i^\flat_s + 1) - (i^\flat_s + 1) \ast P \hat{\Theta}^\flat_{s(m)} = (\hat{\Theta}^\flat_m - \hat{\Theta}^\flat_{s(m)}) G(\alpha) \in \mathcal{R}^{\dot{\flat}}
\]

where, \( G(\alpha) \in \mathcal{L}_{\text{aff}}^\flat \) is the element defined in [Lus89, §3.8 & §3.13] for the algebra \( \mathcal{H}(\mathcal{D}_{\text{aff}}, W_{\text{aff}}, v = q, L) \) (see 3.14).

This result was also obtained by Rostami [Ros15, Proposition 5.4.2] for the untwisted \( \Theta \)-elements, using a slightly different argument.

1.1.4 **Twisted Satake isomorphism with \( \mathbb{Z} \)-coefficients.** Motivated by arithmetic problems for Shimura varieties, Haines and Rostami established in [HR10], \( S^\beta_K: \mathcal{H}_K(C) \overset{\sim}{\longrightarrow} \mathcal{R}^W \otimes Z \mathbb{C} \) for the untwisted Satake morphism. In §5, considering the twisted Satake isomorphism, allows us to extend their result to the Hecke algebra with integral coefficients \( \mathcal{H}_K(Z) \).
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The twisted Satake transform $\hat{S}_M^G: \mathcal{H}_{K^0} \rightarrow \mathcal{R}^b$ is characterized by $v_{1,a_0}^b \ast_{K^0} h = \hat{S}_M^G(h) \cdot v_{1,a_0}^b$, for all $h \in \mathcal{H}_{K^0}(\mathbb{Z})$.

**Theorem 5.2.1.** The twisted Satake homomorphism $\hat{S}_M^G: \mathcal{H}_{K^0}(\mathbb{Z}) \rightarrow \mathcal{R}^b \hat{W}$ is a canonical isomorphism of $\mathbb{Z}$-algebras.

We propose two proofs for this result; the first is "algebraic" while the second is of "combinatorial" taste. Upon completion of the first version of this paper, the author learned that Henniart and Vignéras already proved (differently) this in [HV15].

We also show the natural generalization of Rapoport’s positivity result for unramified groups [Rap00, Theorem 1.1], see also Haines’ [Hai00]. The key tool is due to C. Schwer [Sch06, Corollary 4.8], in which he gives the desired positivity statement for the extended affine case.

**Theorem 5.3.1** Positivity of the twisted Satake isomorphism. For any $x \in \Lambda_M^{-}$, write $\hat{S}_M^G(h_x) = \sum_{m \in \Lambda_M^{-}} s_{x,m} r_m$. The following statements are equivalent

(i) $s_{x,m} > 0$,
(ii) $U^+ m \cap K x K \neq \emptyset$,
(iii) $U^+ m \cap I w x w' I \neq \emptyset$, for some $w, w' \in W_{a_0}$,
(iv) $x \succcurlyeq m$, i.e. $x m^{-1} \in \mathcal{M}(F) \cap G_1$ and $\nu_N(x m^{-1}) = \sum n_{\alpha} \alpha^\vee, n_{\alpha} \in \mathbb{N}$, the sum being over the simple relative coroots.

1.1.5 **Centers of parahoric–Hecke algebras** Using normalized intertwiners in §6.1, we prove the following result, which is the key ingredient to describe centers of parahoric–Hecke algebras.

**Theorem 6.2.1 & 6.3.1 & 6.3.2.** Let $\mathcal{L}_\text{aff}^b$ be the fraction field of $\mathcal{R}_\text{aff}^b$ and $\mathcal{L}^b := \mathcal{L}_\text{aff}^b \otimes_{\mathcal{R}_\text{aff}^b} \mathcal{R}^b$.

(i) We have an isomorphism of $\mathcal{L}^b$-algebras: $\mathcal{L}^b \ast \hat{W} \rightarrow \mathcal{L}_\text{aff}^b \otimes_{\mathcal{R}_\text{aff}^b} \hat{W} \mathcal{H}_P(\mathbb{Z}[q^{-1}])$, where $\mathcal{L}^b \ast \hat{W}$ is the skew group ring of $\hat{W}$ over $\mathcal{L}^b$ (See Definition 1)

(ii) The ring extension $\mathcal{L}_\text{aff}^b / \hat{W}^b$ is $\hat{W}$-Galois.

(iii) The $\hat{W}$-algebra $A = \mathcal{L}_\text{aff}^b \otimes_{\mathcal{R}_\text{aff}^b} \mathcal{H}_P(\mathbb{Z}[q^{-1}])$ is compressible, that is $Z(e A e) = e Z(A) = e \hat{W}$ for any idempotent $e$ of $A$.

With this result in hand, we generalize Haines’s [Hai09b, Theorem 3.1.1] which treats the case of unramified $G$.

**Theorem 6.4.1.** For any facet $\mathcal{F} \subset p$, we have

$$Z \left( \mathcal{H}_{K^\flat}(\mathbb{Z}[q^{-1}]) \right) = \hat{\Theta}_\text{Ben}^b(\mathcal{R}_p^b \otimes_{\mathbb{Z}} \mathbb{Z}[q^{-1}]) \ast_P 1_{K^\flat}.$$  

In particular, the set $\{ r_m^b \ast_P 1_{K^\flat} : m \in \Lambda_M^{-} \}$ forms a basis for the $\mathbb{Z}[q^{-1}]$-module $Z \left( \mathcal{H}_{K^\flat}(\mathbb{Z}[q^{-1}]) \right)$.

I would like to point out that once the first version of this article was completed, the author learned of Haines’s paper [Hai14]. Within the Appendix of loc. cit., some general facts about the center of parahoric Hecke algebras (i.e. $M^P = M_1$) with $C$-coefficients, compatibility with constant terms and change of parahorics are treated based on the theory of Bushnell–Kutzko types. In loc. cit., Haines focuses on Iwahori levels ($\mathcal{F} = a$) and affirms the passage to general...
parahoric levels should rely on other properties of intertwiners for principal series representations as in [HKP10]. However, the only written reference for these properties that the author is aware of treat only the split case [HKP10] or the unramified case [Hai07]. The more elementary approach of the present paper treats all parahoric groups and their ∘-avatars directly and works with integral coefficients.

1.1.6 Compatibility of twisted Satake and Bernstein morphisms for parahoric levels For any facet \( F \subset \pi \), define the generalized twisted Satake transform \( \hat{S}_F^\circ : Z(\mathcal{H}_{K_F^\circ}(\mathbb{Z}[q^{-1}]))) \to R^\circ W \otimes_{\mathbb{Z}} \mathbb{Z}[q^{-1}] \) to be the morphism of \( \mathbb{Z}[q^{-1}] \)-algebras that is characterized by \( \hat{S}_F^\circ(h) *_{\mathcal{I}} 1_{K_F^\circ} = h \). When \( F = \{a_o\} \), then \( \hat{S}_F^\circ = \hat{S}_\mathcal{G}_M^\circ \).

Theorem 6.5.1. Let \( F \subset F' \subset \pi \), be two facets, i.e. \( K_F \supset K_{F'} \supset \mathcal{I} \). The following diagram of \( \mathbb{Z}[q^{-1}] \)-algebras is commutative:

\[
\begin{array}{ccc}
Z(\mathcal{H}_{K_F^\circ}(\mathbb{Z}[q^{-1}]))) & \xrightarrow{\hat{S}_F^\circ} & R^\circ W \otimes_{\mathbb{Z}} \mathbb{Z}[q^{-1}] \\
-\ast_{K_F^\circ} 1_{K_F^\circ} \uparrow & \simeq & \uparrow \hat{\Theta}_{\text{Bern}} \\
Z(\mathcal{H}_{K_{F'}^\circ}(\mathbb{Z}[q^{-1}]))) & \xleftarrow{\hat{S}_{F'}^\circ} & Z(\mathcal{H}_{\mathcal{I}}(\mathbb{Z}[q^{-1}])))
\end{array}
\]

This commutative diagram is also compatible with change of \( \circ \)-avatars \( M^\circ \subset M'^\circ \) (See remark 5.1.6). To our knowledge the first proof of the compatibility between the Satake and Bernstein isomorphism, i.e. commutativity of the diagram above is due to J.-F. Dat [Dat99, §3] for split reductive groups and for a fixed Iwahori level, i.e. \( F = F' = \{a_o\} \).
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2. A review of Bruhat–Tits theory

Bruhat and Tits made in their seminal work [BT72, BT84] a profound exploration of reductive groups over local fields by constructing for them a combinatorial avatar; for a reductive group \( G \) over a local field \( F \), they associate to \( G^{\text{ad}}(F) \) an affine building \( B(G, F)_{\text{red}} \) and to \( G(F) \) a building \( B(G, F)_{\text{ext}} \). The first one is called the reduced Bruhat–Tits building, the latter one is called the extended Bruhat–Tits building. Here is a gentle mise-en-bouche: the building \( B(G, F)_{\text{red}} \) is a complete metric space, that has a structure of a poly-simplicial complex. This building is obtained by ”gluing” a family of distinguished subsets, called apartments, these are affine spaces for some real affine space. This inner poly-simplicial structure comes with an isometric action of the group \( G(F) \).

The purpose of this section is to extract a reasonably brief exposition of Bruhat–Tits theory and expose the properties that will be needed in the proofs of our results. Moreover, most of the notations introduced for this goal will be used later.
2.1 Notations

- \( F \) a finite extension of \( \mathbb{Q}_p \) for some prime \( p \), \( \mathcal{O}_F \) its ring of integers, \( \varpi \) a fixed uniformizer in \( \mathcal{O}_F \), \( \kappa(F) \) its residue field and \( q \) its cardinality,
- \( \omega : F^\times \to \mathbb{Z} \) the normalized discrete valuation, i.e. \( \omega(\varpi) = 1 \) and \( | \cdot |_F = q^{-\omega(\cdot)} \) for the corresponding normalized absolute value,
- \( F^{sep} \) a fixed separable closure,
- For any connected reductive \( F \)-group \( H \), there exists a homomorphism of groups \( \nu_H : H(F) \to \text{Hom}_Z(X^*(H)_F, \mathbb{Z}) \) characterized by
  \[ \langle \nu_H(h), \chi \rangle = \nu_H(h)(\chi) = -\omega(\chi(h)), \text{ for all } h \in H(F) \text{ and } \chi \in X^*(H)_F. \]
- Fix \( G \) a connected reductive group over \( F \), we use the convention that all reductive groups are connected,
- Let \( Z_c \) denote the maximal central \( F \)-torus of \( G \) and \( Z_{c,sp} \) its maximal \( F \)-split \( F \)-subtorus,
- Let \( S \) be a maximal \( F \)-split subtorus of \( G \),
- For any algebraic subgroup \( H \subset G \), we will denote by \( N_G(H) \) and \( Z_G(H) \) the normalizer and the centralizer of \( H \) in \( G \) respectively,
- The root system of \( G \) with respect to \( S \) will be denoted \( \Phi := \Phi(G, S) \), \( \Phi_{red} = \{ \alpha \in \Phi : \frac{1}{2} \alpha \notin \Phi \} \), \( \Phi^+ \) a system of positive roots in \( \Phi \), \( \Delta \) the associated base of simple roots, \( \Delta^\vee \) its dual and the Weyl group \( W = W(G, S)(F) = N_G(S)(F)/Z_G(S)(F) \),
- Let \( \Psi \) be a closed\(^2\) subset of \( \Phi_{red}^+ := \Phi^+ \cap \Phi_{red} \), e.g. \( \Psi = \{ \alpha, 2\alpha \} \) if \( 2\alpha \in \Phi \). There exists a unique closed, connected, unipotent \( F \)-subgroup \( U_\Psi \subset G \), that is normalized by \( Z_G(S) \) and such that the product morphism
  \[ \prod_{\alpha \in \Psi \cap \Phi_{red}} U_\alpha \to U_\Psi, \quad (\ast) \]
  is an isomorphism of \( F \)-varieties, here the product is taken in any order for \( \Psi \)
- Any subset \( J \subset \Delta \) is a base for a root system \( \Phi_J := ZJ \cap \Phi \). The subgroup \( (Z_G(S), U_{\Phi_J \cup \Phi^+}) \) of \( G \) is a standard parabolic subgroup, we denote it by \( P_J \). We have \( R_u(P_J) = U_{\Phi^+ \setminus \Phi_J^+} \), where \( \Phi_J^+ := ZJ \cap \Phi^+ \).
- The Levi factor \( M_J \) of \( P_J \) is the subgroup generated by \( (Z_G(S), U_{\Phi_J}) \). Actually, this Levi subgroup is the centralizer of the split torus \( S_J := (\cap_{\alpha \in \Phi_J} \ker \alpha)^0 \). When \( J = \emptyset \) we get a minimal parabolic subgroup \( P_{\emptyset} \) with Levi factor \( Z_G(S) \). If \( J = \Delta \), then \( P_\Delta = M_\Delta = G \) and \( S_\Delta \) is the unique maximal split torus of the center \( Z_G \). We refer the reader to [Bor91, §21] for more details.
- Set \( M := M_{\emptyset} = Z_G(S) \) for the centralizer (a minimal Levi \( F \)-subgroup of \( G \)), \( N := N_G(S) \) for the normalizer and \( B := P_{\emptyset} \) for the minimal parabolic with Levi factor \( M \) and unipotent radical \( U^+ = U_{\Phi^+} \), we have \( B = U_{\Phi^+} \rtimes M \).
- We will sometimes use the notation \( \square \otimes k = \square_k \) for a field \( k \).

\(^2\)A subset \( \Psi \subset \Phi_{\pm} \cap \Phi_{red} \) such that for any \( \alpha, \beta \in \Psi \) one has \( [\alpha, \beta] := \{ n\alpha + m\beta : \text{ for all } n, m \in \mathbb{Z}_{>0} \} \cap \Phi \subset \Psi \).
2.2 The standard apartment

We have a commutative diagram

\[
\begin{array}{ccc}
X_*(M)_F & \times & X^*(M)_F \\
\text{ker} & & \to \mathbb{Z} \\
X_*(S) & \times & X^*(S) \\
\end{array}
\]

where only the bottom line is a perfect pairing. In the following lemma we will show that, the injective finite-cokernel group homomorphism \(X^*(M)_F \to X^*(S)_F\) induces a unique homomorphism \(M(F) \to X_*(S) \otimes \mathbb{Z} \mathbb{Q}\) that extend \(\nu_M : M(F) \to \text{Hom}_{\mathbb{Z}}(X^*(M)_F, \mathbb{Z})\).

**Lemma 2.2.1.** There exists a unique homomorphism \(\nu_M : M(F) \to X_*(S) \otimes \mathbb{Z} \mathbb{Q}\) such that

\[
\langle \nu_M(z), \chi \rangle_{\mathbb{Q}} = -\omega(\chi(z)), \quad \text{for all } z \in M(F) \text{ and } \chi \in X^*(M)_F(\to X^*(S)).
\]

**Proof.** Because the restriction map \(X^*(M)_F \to X^*(S)_F\) is injective and has an image of finite index, i.e. for any \(\chi \in X^*(S)_F\), the character \([X^*(S)_F] \chi \in X^*(S)\) extends to a unique \(\tilde{\chi} \in X^*(M)_F\). Consider the following map

\[
M(F) \to \text{Hom}(X^*(S) \otimes \mathbb{Z} \mathbb{Q}, \mathbb{Q}), \quad z \mapsto \left(\chi \otimes r \mapsto -r \frac{1}{[X^*(S)_F : X^*(M)_F]} \omega(\tilde{\chi}(z))\right).
\]

This is clearly a homomorphism of groups. Moreover, \(X^*(S) \otimes \mathbb{Q}\) and \(X^*(S) \otimes \mathbb{Z} \mathbb{Q}\) remain a dual pair of \(\mathbb{Q}\)-modules for the canonical pairing \(\langle , \rangle_{\mathbb{Q}}\) that extend the pairing \(\langle , \rangle : X_*(S) \times X^*(S) \to \mathbb{Z}\). Thus, any homomorphism in \(\text{Hom}(X^*(S) \otimes \mathbb{Q}, \mathbb{Q})\) is of the form \(\chi \otimes r \mapsto \langle \chi, \lambda \rangle r'\) for some \(\lambda \otimes r' \in X_*(S) \otimes \mathbb{Q}\). This defines a unique homomorphism of groups \(\nu_M : M(F) \to X^*(S) \otimes \mathbb{Z} \mathbb{Q}\) verifying

\[
\langle \nu_M(z), \chi \otimes 1 \rangle_{\mathbb{Q}} = -\frac{1}{[X^*(S)_F : X^*(M)_F]} \omega(\tilde{\chi}(z)) \quad \text{for all } z \in M(F) \text{ and } \chi \in X^*(S),
\]

or equivalently (since \(X^*(M)_F\) generates \(X^*(S) \otimes \mathbb{Q}\))

\[
\langle \nu_M(z), \chi \otimes 1 \rangle_{\mathbb{Q}} = -\omega(\chi(z)) \quad \text{for all } z \in M(F) \text{ and } \chi \in X^*(M)_F. \square
\]

By [Lan96, Proposition 1.2], the subgroup \(M(F)^1 := \ker \nu_M\) is the maximal compact open subgroup of \(M(F)\). We then have a short exact sequence of groups

\[
0 \to M(F)/M(F)^1 \to N(F)/M(F)^1 \to W = N(F)/M(F) \to 0,
\]

in which \(M(F)/M(F)^1\) is a free abelian group containing \(X_*(S)\) and having same rank [Lan96, Lemma 1.3].

Consider the \(\mathbb{R}\)-vector space \(V = X_*(S) \otimes \mathbb{R}\) and identify its dual space \(V^*\) with \(X^*(S) \otimes \mathbb{R}\) using the canonical extended pairing \(\langle , \rangle_{\mathbb{R}}\). We denote by

\[
\nu : M(F) \to V,
\]

the composition of the map \(\nu_M : M(F) \to X_*(S) \otimes \mathbb{R}\) with the natural projection \(X_*(S) \otimes \mathbb{R} \to V\).

The action of \(W\) on \(S\) by conjugation induces a faithful linear action on \(X_*(S)_F\), which induces a canonical homomorphism of groups

\[
j : W \to GL(X_*(S) \otimes \mathbb{R}),
\]

and accordingly a homomorphism \(W \to GL(V)\) since \(N(F)\) acts trivially on \(\mathbb{Z}_{c,sp}\).
PROPOSITION 2.2.2. There is a canonical affine space $\mathbb{A}_{\text{red}}(G, S)$ under $V$ (unique up to a unique isomorphism of affine spaces) together with a group homomorphism $\nu_N : N(F) \to \text{Aff}(\mathbb{A}_{\text{red}}(G, S))$ extending $\nu$. Accordingly, we have a commutative diagram

$$
\begin{array}{ccccccc}
0 & \longrightarrow & M(F)/M(F)^1 & \longrightarrow & N(F)/M(F)^1 & \longrightarrow & W & \longrightarrow & 0 \\
\downarrow{\nu} & & \downarrow{\nu_N} & & \downarrow{j} & & \\
0 & \longrightarrow & V & \longrightarrow & \text{Aff}(\mathbb{A}_{\text{red}}(G, S)) & \longrightarrow & GL(V) & \longrightarrow & 0
\end{array}
$$

For all $z \in M(F)$, $\nu_N(z)$ is the translation $a \mapsto \nu(z) + a$ and for any $n \in N(F)$ the linear part of $\nu_N(n)$ is equal to $j(W(n))$, where $j_W(n)$ denotes the image of $n$ in $W$.

Proof. See the proof of [Lan96, Proposition 1.8].

REMARK 2.2.3. (i) The kernel $\text{ker}\nu_N$ contains $M(F)^1$ and the center of $G(F)$. (ii) The reductivity of $G$ forces the action of the Weyl group $W$ on $V_0 = X_*(Z_G) \otimes \mathbf{Z} \mathbf{R}$ to be trivial, which implies the injectivity of the morphism $W \leftrightarrow GL(V)$ and accordingly $\text{ker}\nu_N = \text{ker}\nu$. (iii) All possible extensions of $\nu$ are of the form

$$\nu_{N,v}(n) : a \mapsto -v + \nu_N(n)(v + a), \forall a \in \mathbb{A}_{\text{red}}(G, S),$$

for some fixed $v \in V$.

We are now ready to define the central combinatorial object of this section

DEFINITION 2.2.4. The affine space $\mathbb{A}_{\text{red}}(G, S)$ together with the group homomorphism $\nu_N : N(F) \to \text{Aff}(\mathbb{A}_{\text{red}}(G, S))$ is called the standard apartment of $G$ with respect to $S$.

2.3 A discrete valuation of the generating root datum

Define for each $\alpha \in \Phi$ the set $M_\alpha$ of elements $n \in N(F)$ whose image in the Weyl group $j_W(n) \in W$ is the reflection $s_\alpha : V \to V, v \mapsto v - \langle v, \alpha' \rangle \alpha$, where (by abuse of notation) $\alpha'$ denotes the image of the co-root in $V$.

A good part of the theory developed by Borel and Tits in [BT65] (see [BT72, §6.1]) may be condensed in the following fundamental theorem:

THEOREM 2.3.1. The datum $(M(F), (U_\alpha(F), M_\alpha)_{\alpha \in \Phi})$ is a generating root datum of type $\Phi$ in $G(F)$.

The nomenclature ”generating root datum” means that the above datum verifies the list of axioms [BT72, §6.1.1].

COROLLARY 2.3.2. For any $\alpha \in \Phi$ and any $u \in U_\alpha(F) \setminus \{1\}$ there exists a unique pair

$$(u', u'') \in U_{-\alpha}(F) \setminus \{1\} \times U_{-\alpha}(F) \setminus \{1\}$$

such that $m_\alpha(u) = u'u'' \in N(F)$ and verifies $m_\alpha(u)U_\alpha(F)m_\alpha(u)^{-1} = U_{-\alpha}(F)$.

In particular, $U_{-\alpha}(F)uU_{-\alpha}(F) \cap N(F) = \{m_\alpha(u)\}$. Moreover, $m_\alpha(u)$ normalizes $S$ and its image in $W$ acts on $V$ by the reflexion $s_\alpha$. Accordingly, the set $M_\alpha$ defined above Theorem 2.3.1 is precisely the right coset $m_\alpha(u)M(F)$.

Proof. See [BT72, §6.1.2].

Fix any point (origin) $a_0$ in $\mathbb{A}_{\text{red}}(G, S)$. For all $\alpha \in \Phi$ and all $u \in U_\alpha(F) \setminus \{1\}$ we have

$$\nu_N(m_\alpha(u))(a) = s_\alpha(a - a_0) + \nu_N(m_\alpha(u))(a_0) = -\alpha(a - a_0)\alpha' + a - a_0 + \nu_N(m_\alpha(u))(a_0)$$
The set of fixed points of $\nu_N(m_\alpha(u))$ is an affine hyperplane in $\mathbb{A}_{\text{red}}(G, S)$ with direction $\ker(s_\alpha - \text{Id}_V)$. Let $b_{a_\alpha, a_u}$ be any fixed element of this hyperplane, one has

$$\nu_N(m_\alpha(u))(a_\alpha) = \alpha(b_{a_\alpha, a_u} - a_\alpha)a^\vee + a_\alpha.$$ 

Therefore,

$$\nu_N(m_\alpha(u))(a) = s_\alpha(a - a_\alpha) + \alpha(b_{a_\alpha, a_u} - a_\alpha)a^\vee + a.$$ 

Now, by setting $\varphi_{a_\alpha}^o(u) := -\alpha(b_{a_\alpha, a_u} - a_\alpha) \in \mathbb{R}$ one can rewrite $\nu_N(m_\alpha(u))$ as follows:

$$\nu_N(m_\alpha(u))(a) = - (\alpha(a - a_\alpha) + \varphi_{a_\alpha}^o(u))a^\vee + a.$$ 

Accordingly, the element $\nu_N(m_\alpha(u))$ acts as a reflection with respect to the hyperplane $\{a \in \mathbb{A}_{\text{red}}(G, S): \alpha(a - a_\alpha) = -\varphi_{a_\alpha}^o(u)\}$ (See [BT72, Remark (b) 6.2.12]).

One of the fundamental results obtained by Bruhat and Tits is

**Theorem 2.3.3.** The family $\varphi_{a_\alpha} = (\varphi_{a_\alpha}^o: U_\alpha(F) \to \mathbb{R} \cup \{\infty\})_{a_\alpha \in \Phi}$ is a discrete valuation of the generating root datum $(M(F), (U_\alpha(F), M_\alpha)_{\alpha \in \Phi})$, meaning that $\varphi_{a_\alpha}^o$ verifies the properties listed in [BT72, §6.2.1 & §6.2.21].

**Proof.** For a proof we refer the reader to [BT84, §5.1.20 & §5.1.23] and [BT72, Remarque 6.2.12 (b)].

Consequently, for all $\alpha \in \Phi$ and $r \in \mathbb{R} \cup \{\infty\}$, the set $U^o_{a_\alpha + r} := (\varphi_{a_\alpha}^o)^{-1}([r, \infty])$ is a compact open subgroup of $U_\alpha(F)$ and $U^o_{a_\alpha + \infty} = \{1\}$. Moreover, if $2\alpha \in \Phi$ then $\varphi_{2a_\alpha}^o$ is the restriction of $2\varphi_{a_\alpha}^o$ to $U_{2a_\alpha}$.

For any $v \in V$, the map $a_\alpha \mapsto v + a_\alpha$ yields the map

$$\varphi_{a_\alpha}^o \mapsto v + \varphi_{a_\alpha}^o := \varphi^{v + a_\alpha} := (\varphi_{a_\alpha}^{v + a_\alpha}: U_\alpha(F) \to \mathbb{R} \cup \{\infty\}, u \mapsto \varphi_{a_\alpha}^o(u) + \alpha(v)).$$

Two discrete valuations in $\mathbb{A}_{\varphi_{a_\alpha}^o}$ are called equivalent. As noted by [BT72, §6.2.6], the action of $V$ on $\mathbb{A}_{\varphi_{a_\alpha}^o}$ described above endows this latter with a structure of an affine space under $V$.

**Remark 2.3.4.** Under the isomorphism of affine spaces $\mathbb{A}_{\varphi_{a_\alpha}^o} \simeq \mathbb{A}_{\text{red}}(G, S)$, the action of $N$ on $\mathbb{A}_{\text{red}}(G, S)$ described in Proposition 2.2.2 corresponds to the following action of $N$ on $\mathbb{A}_{\varphi_{a_\alpha}^o}$:

$$N \times \mathbb{A}_{\varphi_{a_\alpha}^o} \to \mathbb{A}_{\varphi_{a_\alpha}^o}, \quad [n, v + \varphi_{a_\alpha}^o] \mapsto j_W(n)(v) + \varphi^{\vee N(n)}(a_\alpha).$$

For any $\alpha \in \Phi$, the valuation $\varphi_{a_\alpha}^o$ is discrete: $\Gamma_\alpha(a_\alpha) := \varphi_{a_\alpha}^o(U_\alpha(F) \setminus \{1\})$ is a discrete subset of $\mathbb{R}$ [BT72, §6.2.21] and $\Gamma_\alpha(a_\alpha) = -\alpha(a_\alpha)$. Set

$$\Gamma_\alpha'(a_\alpha) := \{\varphi_{a_\alpha}^o(u) \in \Gamma_\alpha(a_\alpha): \varphi_{a_\alpha}^o(u) = \sup \varphi_{a_\alpha}^o(uU_{2a_\alpha}(F))\}.$$ 

(If $2\alpha \notin \Phi$ we put $U_{2a_\alpha} = \{1\}$, i.e. $\Gamma_\alpha'(a_\alpha) = \Gamma_\alpha(a_\alpha)$.) We have $\Gamma_\alpha(a_\alpha) = \Gamma_\alpha'(a_\alpha) \cup \frac{1}{2}\Gamma_{2a_\alpha}(a_\alpha)$ [BT72, §6.2.2].

**Remark 2.3.5.** The set $\Gamma_\alpha'(a_\alpha)$ can be empty, in our discrete case, this happens if and only if $U_{2a_\alpha}$ is dense in $U_\alpha$ [BT72, §6.2.2].

**Definition 2.3.6.** We say that a discrete valuation $\varphi^a \in \mathbb{A}_{\varphi_{a_\alpha}^o}$ (for some $a \in \mathbb{A}_{\text{red}}(G, S)$) is special if, for any $\alpha \in \Phi_{\text{red}}$, one has $0 \in \Gamma_\alpha(a)$. 

**Remark 2.3.7.** By definition $\varphi^a = (\varphi^a_\alpha: u \mapsto -\alpha(b_{a_\alpha, a_u} - a))$, we see then that $\varphi^a$ is special if and only if for any $\alpha \in \Phi_{\text{red}}$, there is a $u_\alpha \in U(F)$ such that $a = b_{a_\alpha, a_u}$, this is equivalent to
saying that \( a \) is fixed by \( m_\alpha(u_\alpha) \) for all \( \alpha \in \Phi_{\text{red}} \), in which case we will say that \( a \) is a special point of \( A_{\text{red}}(G, S) \).

**Lemma 2.3.8**. There exists a special discrete valuation in \( A_{\varphi^0} \).

**Proof.** This is [BT72, Corollaire 6.2.15].

By the previous lemma we may and will assume from now on that \( a_o \) is a special point. From now on we will omit indicating \( a_o \) in the notation of \( \varphi^{a_o}, \Gamma_\alpha(a_o), \Gamma'_\alpha(a_o), \varphi^{a_o}_\alpha \) and \( U^{a_o}_{\alpha+r} \) for \( \alpha \in \Phi, r \in \mathbb{R} \), i.e. we will write \( \varphi, \varphi_\alpha \) and \( U_{\alpha+r} \) ...

**Proposition 2.3.9**. For any \( \alpha \in \Phi \), there exists a positive integer \( n_\alpha \) such that \( \Gamma_\alpha = n_\alpha^{-1} \mathbb{Z} \), which satisfies the following properties: \( n_\alpha = n_{-\alpha} \), \( n_{\nu(a)} = n_\alpha \) for any \( w \in W = W(\Phi) \) and \( n_\alpha \) is divisible by \( n_{2\alpha} \) if \( \alpha, 2\alpha \in \Phi \).

**Proof.** This follows from [SS97, Lemma I.2.10] and [BT72, 6.2.23].

### 2.4 Affine roots

In the notation \( U_{\alpha+r} \) for any \( \alpha \in \Phi \), \( r \in \Gamma_\alpha \), \( \alpha + r \) should be interpreted as the closed half-space of \( A_{\text{red}}(G, S) \), on which the affine mapping \( a \mapsto \alpha(a - a_o) + r \) is positive.

**Definition 2.4.1.** Let \( \Phi_{\text{aff}} \) denote the set of all affine roots \( \{ \alpha + r : \alpha \in \Phi, r \in \Gamma_\alpha \} \) [BT72, 6.2.6].

For use later, we describe in the following lemma the action of \( N(F) \) on root groups \( U_{\alpha+r} \) for affine roots.

**Lemma 2.4.2.** Let \( n \in N(F) \), with image \( w \) in \( W \). We have for all \( \alpha \in \Phi \) and all \( r \in \Gamma_\alpha \):

\[
\begin{align*}
nU_{\alpha+r}n^{-1} &= U_\beta, \\
\end{align*}
\]

where, \( \beta = w(\alpha) + r - w(\alpha)(\nu_N(n)(a_o) - a_o) \).

In particular, \( mU_{\alpha+r}m^{-1} = U_{\alpha+r - \langle \nu(m), a_o \rangle} \) for \( m \in M(F) \).

**Proof.** Let \( \alpha + r \in \Phi_{\text{aff}} \) and \( n \in N \) of image \( w \) in \( W \). As suggested by the proof of [BT72, 6.2.10. (iii)]:

\[
\begin{align*}
nU_{\alpha+r}n^{-1} &= (\varphi_\alpha)^{-1}([r, \infty]) \\
&= n\{u \in U_{\alpha}(F) : \varphi_\alpha(u) \geq r\}n^{-1} \\
&= \{u \in U_{w(\alpha)}(F) : \varphi_\alpha(n^{-1}un) \geq r\} \\
&= \{u \in U_{w(\alpha)}(F) : \varphi^{\nu_N(\varphi)_w}(u) \geq r\}.
\end{align*}
\]

**Remark 2.3.4** \( \{u \in U_{w(\alpha)}(F) : \varphi^{\nu_N(\varphi)_w}(u) \geq r\} \neq \{ \varphi^{\nu_N(\varphi)_w}(u) : u \in U_{w(\alpha)}(F) \} \neq \{u \in U_{w(\alpha)}(F) : \varphi^{\nu_N(\varphi)_w}(u) \geq r\} \) if \( \varphi^{\nu_N(\varphi)_w}(u) \geq r \).

\[
\begin{align*}
\varphi^{\nu_N(\varphi)_w} &= w + \varphi^{a_o} \\
&= \{u \in U_{w(\alpha)}(F) : (\nu_N(n)(a_o) - a_o + \varphi^{\nu_N(\varphi)_w})(u) \geq r\} \\
&= \{u \in U_{w(\alpha)}(F) : \varphi^{\nu_N(\varphi)_w}(u) \geq r\}.
\end{align*}
\]

For each affine root \( \alpha + r \in \Phi_{\text{aff}} \) consider the affine hyperplane \( H_{\alpha+r} := \{ a \in A_{\text{red}}(G, S) : \alpha(a - a_o) = -r \} \). For any \( u_r \in \varphi^{a_o}^{-1}(r) \), one has \( H_{\alpha+r} = \{ a \in A_{\text{red}}(G, S) : m_\alpha(u_r)(a) = a \} \). If \( \alpha, 2\alpha \in \Phi \), then for any \( r \in \Gamma_{2\alpha} \), we have \( H_{2\alpha+r} = H_{\alpha+r/2} \). These hyperplanes define a poly-simplicial structure on the standard apartment in the following way:
Definition 2.4.3. Define the equivalence relation on $A_{\text{red}}(G, S)$ by $a \sim b$ if for any affine root $\beta = \alpha + r$ the sign of $\alpha(a - a_0) + r$ and $\alpha(b - a_0) + r$ is the same or are both equal to zero; the equivalence classes are called the facets. A vertex is a point which is a facet, e.g., the point $a_0$. A facet with maximal dimension is called an alcove, it is also a connected component $A_{\text{red}}(G, S) \setminus \bigcup_{\beta \in \Phi_{\text{aff}}} H_{\beta}$.

From now on, we fix an alcove $a \subset A_{\text{red}}(G, S)$ containing in its closure the special vertex $a_0$.

Definition 2.4.4. Let $\alpha \in \Phi$ and $r \in \Gamma_\alpha$. We say that $\alpha + r$ is $a$-positive (resp. $a$-negative) if $\alpha(a - a_0) + r > 0$ (resp. $< 0$) for some $a \in a$ (then for all, since the sign does not depend on the choice of $a \in a$). Let $\Phi_{\text{aff}}^+$ (resp. $\Phi_{\text{aff}}^-$) denote the set of affine $a$-positive (resp. negative) affine roots.

For any non-empty subset $\Omega \subset A_{\text{red}}(G, S)$ and $\alpha \in \Phi$, we define $f_\Omega : \Phi \to \mathbb{R} \cup \{\infty\},$ $f_\Omega(\alpha) := \inf\{r \in \Gamma_\alpha : (\alpha + r)(\Omega) \subset \mathbb{R}^+\}.$

Define also the group $U_\Omega$ to be the subgroup of $G(F)$ generated by $\bigcup_{\alpha \in \Phi_{\text{red}}} U_{\alpha + f_\Omega(\alpha)}$. Note that for $a \in A_{\text{red}}(G, S)$ and $\alpha \in \Phi$, the real $f_\Omega(\alpha)$ depends only on the facet containing $a$.

Proposition 2.4.5. For any non-empty subset $\Omega \subset A_{\text{red}}(G, S)$, the groups defined above have the following important properties:

(a) For any $n \in N(F)$ we have $nU_\Omega n^{-1} = U_{\nu}(n)\cdot \Omega$, so in particular $N_\Omega := \{n \in N(F) : \nu(n) = x \} \times x$ for all $x \in \Omega$ normalizes $U_\Omega$.

(b) For any $\alpha \in \Phi_{\text{red}}$ we have $U_\Omega \cap U_\alpha = U_{\alpha + f_\Omega(\alpha)}$.

(c) The set $P_\Omega := N_\Omega U_\Omega = U_\Omega N_\Omega$ is a group. We have $P_\Omega \cap N(F) = N_\Omega$.

For any decomposition into positive and negative roots $\Phi = \Phi^+ \sqcup \Phi^-$, we have

(d) The following product map is an $\prod_{\alpha \in \Phi_{\text{red}}^\pm} U_{\alpha + f_\Omega(\alpha)} \cong U_\Omega \cap U(F) =: U_\Omega^\pm.$ homeomorphism whatever ordering of the factors we take.

(e) $U_\Omega = U_\Omega^+ U_\Omega^- (U_\Omega \cap N(F))$.

Proof. See [BT72, 6.2.10(iii), 6.4.9, 7.1.3 & 7.1.8]. We warn the reader that the groups denoted here $N_\Omega$ and $N_\Omega$ are denoted by $\hat{N}_\Omega$ and $\hat{P}_\Omega$.

From now, we will adopt the following notation: when $\Omega = \{x\}$ we will write $\square_x$ instead of $\square_{\{x\}}$ for $\square \in \{f, U, N, P\}$.

Example 2.4.6. 1 - For $\Omega = \{a_0\}$, we have $f_{\{a_0\}}(\alpha) = 0$ for all $\alpha \in \Phi$. Now, let us see the case $\Omega = a$. We first have $a = \{a \in A_{\text{red}}(G, S) : 0 < \alpha(a - a_0) < n_\alpha^{-1} \text{ for all } \alpha \in \Phi \text{ that are } a\text{-positive}\}.$ Therefore, if $\alpha \in \Phi$ is $a$-positive, then $f_a(\alpha) = 0$. If now $\alpha \in \Phi_{\text{red}}$ is $a$-negative, then $-\alpha$ is $a$-positive, hence for all $a \in a$ we have $0 < -\alpha(a - a_0) < n_{-\alpha}^{-1}$. The real $f_a(\alpha) \in \Gamma_\alpha$ being

---

3Equivalently, $a \sim b$ if for any affine hyperplane $H$, either $a, b \in H$ or they are in the same connected component of $A_{\text{red}}(G, S) \setminus H$. 
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the smallest element such that \( \alpha(a - a_0) \geq -f_\alpha(\alpha) \), we see that \( f_\alpha(\alpha) = n^{-1}_\alpha \). We know that \( \Gamma_\alpha = \Gamma_{-\alpha} \), this implies that \( n^{-1}_\alpha = n^{-1}_{-\alpha} \). In conclusion:

\[
 f_\alpha(\alpha) = \begin{cases} 
 0 & \text{if } \alpha \in \Phi \text{ is } a\text{-positive}, \\
 n^{-1}_\alpha & \text{if } \alpha \in \Phi \text{ is } a\text{-negative},
\end{cases}
\]

2 - If \( \Omega_1 \subset \Omega_2 \), then \( f_{\Omega_1}(\alpha) \geq f_{\Omega_2}(\alpha) \), for all \( \alpha \in \Phi \). For example, if \( F \) is facet of \( A_{\text{red}}(G, S) \) such that \( a_0 \in F \subset \pi \), then

\[
 f_F(\alpha) = 0 \text{ if } \alpha \in \Phi \text{ is } a\text{-positive, and } f_F(\alpha) \in \{0, n^{-1}_\alpha\} \text{ if } \alpha \in \Phi \text{ is } a\text{-negative}.
\]

3 - For any non-empty subset \( \Omega \subset A_{\text{red}}(G, S) \) and any \( n \in \tilde{W} \) whose image in \( W \) is \( w \), we have by Lemma 2.4.2

\[
 f_{\nu_N(n)}(\alpha) = w(\alpha)(\nu_N(n)(a_0) - a_0) + f_{\Omega}(w^{-1}(\alpha)).
\]

### 2.5 Affine Weyl groups

For any affine root \( \beta = \alpha + r \in \Phi_{\text{aff}} \), let \( s_\beta \in \nu_N(N(F)) \) denote the orthogonal reflection with respect to the hyperplane \( H_\beta \):

\[
 s_\beta : a \mapsto -(\alpha(a - a_0) + r)\alpha^\vee + a, \forall a \in A_{\text{red}}(G, S).
\]

**Definition 2.5.1.** We define the affine Weyl group \( W_{\text{aff}} \subset \nu_N(N(F)) \) to be the group generated by the reflections \( s_\beta \) for all \( \beta \in \Phi_{\text{aff}} \). It is a normal subgroup of \( \nu_N(N(F)) \) [BT72, 6.2.11].

By [BT84, §4.2.21 & §5.1.19], we have \( \Phi' := \{ \alpha \in \Phi : \Gamma' \neq 0 \} = \Phi \). The set \( \Sigma := \{ n_\alpha \alpha : \alpha \in \Phi \} \) is a root system and the map

\[
 \Phi_{\text{red,aff}} := \bigcup_{\alpha \in \Phi_{\text{red}}}(\alpha + \Gamma') \rightarrow \Sigma_{\text{aff}} := \bigcup_{\alpha \in \Sigma}(\alpha + \mathbb{Z}); \quad (\alpha + r) \leftrightarrow n_\alpha(\alpha + r),
\]

is bijective and respects positivity. The group \( W_{\text{aff}} = W_{\text{aff}}(\Sigma) \) is the affine Weyl group associated with \( \Sigma \) and \( \Phi_{\text{red,aff}} \) is the corresponding affine roots system [BT72, 6.2.22]. This is also the normal subgroup of \( \nu_N(N(F)) \) generated by the set of orthogonal reflections \( s_{\alpha + r} \) for all \( \alpha \in \Phi \) and all \( r \in \Gamma_\alpha \).

Define \( \Lambda_{\text{aff}} \) to be the subgroup of translations in \( W_{\text{aff}} \), we can then identify \( \Lambda_{\text{aff}} \) with the coroot lattice \( \mathbb{Z}[\Sigma^\vee] \) [BT72, Proposition 6.2.20]. The affine Weyl group \( W_{\text{aff}} \) acts simply transitively on the set of alcoves in \( A_{\text{red}}(G, S) \) (VI §2.1 loc. cit.).

Let \( a \) be vertex in \( A_{\text{red}}(G, S) \), we denote by \( \Phi_{\text{aff}}^0 \) the set of affine roots that vanish at \( a \), set \( W_{\text{aff}}^a = \langle s_\beta : \beta \in \Phi_{\text{aff}}^0 \rangle \subset W_{\text{aff}} \). The vertex \( a \) is special in the sense of Remark 2.3.7 if and only if the composition of the following maps

\[
 W_{\text{aff}}^a \leftrightarrow W_{\text{aff}} \leftrightarrow \nu_N(N(F)) \rightarrow W,
\]

is an isomorphism\(^4\). Special vertices exists by [BT72, Corollaire 6.2.16]. We have then by [BT72, 1.3 & 6.2.19] a decomposition for the affine Weyl group

\[
 W_{\text{aff}} \simeq \Lambda_{\text{aff}} \rtimes W_{\text{aff}}^a \simeq \mathbb{Z}[\Sigma^\vee] \rtimes W_{\text{aff}}^a,
\]

for any fixed special vertex \( a \in A_{\text{red}}(G, S) \).

\(^4\)This is equivalent to \( W_{\text{aff}}^a \simeq W \) or just to \( \# W_{\text{aff}}^a = \# W \) since the induced map \( W_{\text{aff}}^a \leftrightarrow W_{\text{aff}} \rightarrow W \) is always injective.
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**Definition 2.5.2.** A face (resp. facet) of the alcove \( a \) is a facet contained in a single affine hyperplane (resp. in \( \overline{a} \)). A wall of the alcove \( a \) is a hyperplane containing a face of \( a \). Set

\[ S(a) := \{ s_H : H \text{ a wall of } a \} . \]

Define the type of a facet \( \mathcal{F} \) of \( a \) to be the set

\[ \mathcal{T}_\mathcal{F} = \{ s_H : H \text{ a wall of } a, \mathcal{F} \subset H \} \subset S(a) . \]

Let \( W_{\text{aff}} \) be the group generated by \( \mathcal{T}_\mathcal{F} \). Then \((W_{\text{aff}}, \mathcal{T}_\mathcal{F})\) is a finite Coxeter system.

**Remark 2.5.3.** A facet is determined by its type

\[ \mathcal{F} = \{ a \in \overline{a} : (a \in H \iff \mathcal{F} \subset H) \text{ for any wall } H \text{ of } a \} . \]

Since a facet of \( \mathcal{F} \) is the image by an element of \( W_{\text{aff}} \) of a unique facet of \( a \) and each facet of \( a \) is determined by its type, one can then define the type for all facets [BT72, 1.3.5]. So alcoves have empty types (\( \mathcal{T}_a = \emptyset \)) and special points have full type and \( W_{\text{aff}}^a \) is generated by \( \mathcal{T}_a \).

### 2.6 The reduced Bruhat–Tits building

We arrive now at the most important object of this section, that is the reduced Bruhat–Tits building:

**Definition 2.6.1.** Define the set

\[ \mathcal{B}(G, F)_{\text{red}} := G(F) \times A_{\text{red}}(G, S)/\sim , \]

where \( \sim \) is the equivalence relation on \( G(F) \times A_{\text{red}}(G, S) \) defined by

\[ (g, x) \sim (h, y) \iff \exists n \in N(F) \text{ such that } nx = y \text{ and } g^{-1}hn \in U_x . \]

The group \( G(F) \) acts on \( \mathcal{B}(G, F)_{\text{red}} \) on the left:

\[ g \cdot [(h, y)] := [(gh, y)] \quad \text{for } g \in G(F) \text{ and } (h, y) \in G(F) \times A_{\text{red}}(G, S) . \]

Moreover, the map \( A_{\text{red}}(G, S) \to \mathcal{B}(G, F)_{\text{red}} \) given by \( x \mapsto [(1, x)] \) is an \( N(F) \)-equivariant embedding. We will denote its image by \( \mathcal{A} \). We have \( g \cdot \mathcal{A} = \mathcal{A} \) (resp. \( g \cdot x = x, \forall x \in \mathcal{A} \)) if and only if \( g \in N(F) \) (resp. \( g \in \ker \nu_N \)) [BT72, 7.4.10].

**Definition 2.6.2.** An apartment of the building \( \mathcal{B}(G, F)_{\text{red}} \) is a subset of the form \( g\mathcal{A} \) for some \( g \in G(F) \). A facet (resp. alcove) of \( \mathcal{B}(G, F)_{\text{red}} \) is a subset of the form \( g\mathcal{F} \) for some \( g \in G(F) \) and a facet (resp. alcove) \( \mathcal{F} \subset \mathcal{A} \).

Since all maximal \( F \)-split \( F \)-tori of \( G \) are \( G(F) \)-conjugate [Bor91, Theorem 20.9], all apartments of \( \mathcal{B}(G, F)_{\text{red}} \) are in bijection with maximal split tori of \( G \).

**Proposition 2.6.3.** In this proposition, we will collect some important properties regarding the building \( \mathcal{B}(G, F)_{\text{red}} \):

(a) **(Fixators)** Let \( \Omega \subset \mathcal{A} \). We have an alternative characterization for the subgroups \( P_\Omega = N_\Omega U_\Omega \) (defined in Proposition 2.4.5 - (c)):

\[ P_\Omega = \text{Fix}(G(F), \Omega) := \{ g \in G(F) : gx = x \quad \forall x \in \Omega \} , \]

in other words \( P_\Omega \) is the subgroup that fixes all points of \( \Omega \) [BT72, 7.4.4].

(b) For any \( g \in G(F) \) we can find a \( n \in N(F) \) verifying \( gx = nx \) for all \( x \) in the closed subset \( \mathcal{A} \cap g^{-1}\mathcal{A} \) [BT72, 7.4.8].
(c) (Transitivity) Let $Ω ⊂ A$. The group $U_Ω$ acts transitively on the set of all apartments containing $Ω$ [BT72, 7.4.9].

(d) For any two facets in the building, there exists an apartment that contains both of them [BT72, 7.4.18].

(e) Let us fix an $W$-invariant euclidean metric $d$ on $A$. The previous properties ensure that the distance $d$ extends uniquely to a $G(F)$-invariant metric on the set $(B(G,F)_{red}, d)$.

**Remark 2.6.4.** The term "fixators" refers to pointwise stabilizers, in contrast the term "stabilizers" will be used for setwise stabilizers.

**Definition 2.6.5.** The reduced Bruhat–Tits building of $G(F)$ is the pair $(B(G,F)_{red}, d)$ together with its isometric $G(F)$-action and the poly-simplicial structure defined by its facets.

### 2.7 The extended Bruhat–Tits building

**2.7.1 The extended apartment** When the center $Z(G)$ has split rank $> 0$, the stabilizer $P_x$ of a point $x ∈ A ⊂ B(G,F)_{red}$ is no longer a compact subgroup of $G(F)$. To remedy this "issue" we define in this section a larger building following [BT84, 4.2.16].

We have a decomposition $X_s(S) ⊗ Z Q = (X_s(S^{der}) ⊗ Z Q) ⊕ (X_s(Z_{c,sp}) ⊗ Z Q)$, where $S^{der} = (G^{der} ∩ S)^o$. This is the "dual" statement of the decomposition (2) in Lemma [Con19, Lemma 11.3.3]. This decomposition allows us to inject $Φ^V$ in $V^\vee$. So, the "dual" statement of (3) in loc. cit. together with [Bor91, Theorem 201.6 & Remark 21.1] imply that $V = \text{span}_R(Φ^V) = X_s(S^{der}) ⊗ Z R$. Accordingly, the apartment $A ⊂ B(G,F)_{red}$ corresponding to $S$ can be viewed as a torsor for the real vector space

$$X_s(S) ⊗ Z R / X_s(Z_{c,sp}) ⊗ Z R.$$ 

Let us construct a homomorphism $ν_G: G(F) → X_s(Z_{c,sp}) ⊗ Z Q$: Using the isogeny $Z_c × G^{der} → G$, we see that $X^*(G)_F = X^*(G/G^{der})_F$. Since the quotient map $Z_c → G/G^{der}$ is an $F$-isogeny of $F$-tori, we see that $X^*(G/G^{der})_F$ identifies with a subgroup of $X^*(Z_c)_F$ of finite index. Therefore, we have a natural isomorphism of $Q$-vector spaces

$$X^*(G/G^{der})_F ⊗ Z Q → X^*(Z_c)_F ⊗ Z Q.$$ 

Identify the $Q$-linear dual $\text{Hom}_Z(X^*(Z_{c,sp}), Q)$ of $X^*(Z_{c,sp}) ⊗ Z Q$ with $X_s(Z_{c,sp}) ⊗ Z Q$. In conclusion, we get a natural isomorphism

$$X^*(G)_F ⊗ Z Q ≃ X^*(Z_{c,sp}) ⊗ Z Q.$$ 

Consequently, we obtain a canonical isomorphism

$$X_s(Z_{c,sp}) ⊗ Z Q ≃ \text{Hom}_Z(X^*(G)_F ⊗ Z Q, Q).$$

This shows that there exists a unique homomorphism

$$G(F) → X_s(Z_{c,sp}) ⊗ Z Q,$$

extending $ν_G: G(F) → \text{Hom}_Z(X^*(G)_F, Z)$ (2.1); this is the unique homomorphism denoted by abuse of notation $ν_G$ and satisfying\(^5\) (see proof of Lemma 2.2.1)

$$⟨ν_G(g), χ|_{Z_{c,sp}}⟩ = −ω(χ(g)), \text{ for all } χ ∈ X^*(G)_F \text{ and } g ∈ G(F).$$

\(^5\)We abuse notation and denote also by $⟨,⟩$ the pairing $X_s(Z_{c,sp}) × X^*(Z_{c,sp}) → Z$. 

---
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Put $G(F)^1 := \ker \nu_G$. Then $G(F)/G(F)^1$ is a finitely generated abelian group and there is an isomorphism

$$G(F)/G(F)^1 \otimes \mathbb{Z} \mathbb{Q} \simeq X_*(\mathbb{Z}_{c,sp}) \otimes \mathbb{Z} \mathbb{Q}.$$ 

Set $V_G := X_*(\mathbb{Z}_{c,sp}) \otimes \mathbb{Z} \mathbb{R}$ and let $\mathbb{A}_G$ be a fixed affine space under $V_G$. We have a morphism $\nu_G : G(F) \to \text{Aff}(\mathbb{A}_G)$ sending any $g$ to the translation $(a \mapsto \nu_G(g) + a)$.

We define the extended standard apartment $\mathbb{A}_{\text{ext}}(G, S)$ to be the product of $\mathbb{A}_{\text{red}}(G, S) \times \mathbb{A}_G$ together with the group homomorphism

$$\nu_{N,\text{ext}} : N(F) \longrightarrow \text{Aff}(\mathbb{A}_{\text{ext}}(G, S)), \quad n \longmapsto \nu_N(n) \oplus \nu_G(n).$$

The decomposition $X_*(S) \otimes \mathbb{Z} \mathbb{R} = V \oplus V_G$ shows that the extended standard apartment $\mathbb{A}_{\text{ext}}(G, S)$ (as defined above) is actually an affine space under $X_*(S) \otimes \mathbb{Z} \mathbb{R}$ and the restriction of $\nu_{N,\text{ext}}$ to $M(F)$ corresponds precisely to the translation action given by the homomorphism $\nu_M$ of Lemma 2.2.1. In particular,

$$M(F)^1 = \ker \nu_M = \ker \nu \cap G(F)^1 = \ker \nu_N \cap G(F)^1 = \ker \nu_{N,\text{ext}}.$$

**Remark 2.7.1.** While the reduced system $(\mathbb{A}_{\text{red}}(G, S), \nu_N)$ is canonical, that is, unique up to unique isomorphism (Proposition 2.2.2), the extended system $(\mathbb{A}_{\text{ext}}(G, S), \nu_{N,\text{ext}})$ is only unique up to isomorphism. We "canonify" it (following G. Rousseau) by viewing (which we will adopt from now on) $\mathbb{A}_G$ as $V_G$ with a marked origin $\{0_{V_G}\}$.

Since there is a one-to-one correspondence between systems of positive roots for $\Phi(G, S)$ and vectorial chambers in $\mathbb{A}_{\text{ext}}(G, S)$ with apex the fixed special point $a_0$, we may and will refine our choice of the alcove $a$ to be the unique alcove with apex $a_0$ such that

$$\{\alpha \in \Phi : \alpha \text{ is } a\text{-positive} = \Phi^+.$$

### 2.7.2 The extended building

**Definition 2.7.2.** The extended building is the following product of a poly-simplicial complex and a real vector space

$$\mathcal{B}(G, F)_{\text{ext}} = \mathcal{B}(G, F)_{\text{red}} \times V_G.$$ 

The group $G(F)$ acts isometrically on it as follows:

$$g \cdot (x, v) = (g \cdot x, v + \nu_G(g)) \quad \forall g \in G(F), x \in \mathcal{B}(G, F)_{\text{red}}, v \in V_G.$$ 

A facet (resp. alcove, Weyl chamber, apartment) of $\mathcal{B}(G, F)_{\text{ext}}$ is defined to be a product of a same object in $\mathcal{B}(G, F)_{\text{red}}$ and $V_G$. For instance let us fix the extended apartment $\mathcal{A}_{\text{ext}} = A \times V_G$.

We identify $\mathcal{B}(G, F)_{\text{red}}$ with the subset $\mathcal{B}(G, F)_{\text{red}} \times V_G$ in $\mathcal{B}(G, F)_{\text{ext}}$. Then, the stabilizer of $\mathcal{B}(G, F)_{\text{red}}$ for the action of $G(F)$ in the extended building is exactly $\ker \nu_G$. In this building the minimal dimensional facets are of the form $\mathcal{F}_x := \{x\} \times V_G$ for some vertex $x \in \mathcal{B}(G, F)_{\text{red}}$. The stabilizer of $(x, 0)$ is equal to $P_x \cap \ker \nu_G$, which is also the fixator of $\mathcal{F}_x$, where $P_x$ is the subgroup defined in §2.3.

---

*We refer the reader to §2.8.2 for more on the homomorphism $\nu_G$*
2.8 Parahoric subgroups

2.8.1 Further notations Let $F^{un}$ denote the maximal unramified extension of $F$ contained in $F^{sep}$ and $L$ the completion of $F^{un}$ with respect to the valuation on $F^{un}$ which extends the normalized valuation on $F$. The residue field of $F$ is perfect, thus $F^{un} = F^{sh}$ is the strict henselization of $F$ in the fixed separable closure $F^{sep}$. Let $L^{sep}$ the separable closure of $L$ containing $F^{sep}$. The arithmetic Frobenius automorphism $\sigma \in \Gal(F^{un}/F)$ (which induces $x \mapsto x^q$ on the residue field of $F^{un}$) extends continuously to an automorphism of $L$ over $F$, also denoted $\sigma$. Write $\In = \Gal(F^{sep}/F^{un})$ for the inertia subgroup of $\Gal(F^{sep}/F)$. Since $L^{sep} = L \otimes_{F^{un}} F^{sep}$, one can identify the inertia subgroup $\In$ with $\Gal(L^{sep}/L)$.

2.8.2 The Kottwitz homomorphism Let $H$ be any connected reductive $F$-group, $\hat{H}$ be its connected Langlands dual and $Z(\hat{H})$ be the center of $\hat{H}$. Kottwitz defines in [Kot97, §7.7] a functorial surjective homomorphism

$$\kappa_H : H(L) \to X^*(Z(\hat{H})^\In) = X^*(Z(\hat{H}))^\In,$$

where, the subscript $\In$ indicates coinvariants of the $\Gal(F^{sep}/F)$-module $X^*(Z(\hat{H}))$, this latter is the Borovoi fundamental algebraic group (usually denoted $\pi_1(H)$) and it is isomorphic to the quotient $X_*(T)$ for a maximal $F$-torus $T$ by the coroots lattice. The group $\pi_1(H)$ acquires an action of $\Gal(F^{sep}/F)$ via its representation as $X_*(T)/\sum_{\alpha \in \Phi(H^{sep},T)} Z\alpha^\vee$. There is a canonical surjective homomorphism

$$g_H : X^*(Z(\hat{H}))^\In \to \Hom_Z(X^*(H)^\In, Z)$$

whose kernel is the torsion subgroup of $X^*(Z(\hat{H}))^\In$ [Kot97, 7.4.4]. Kottwitz shows in [Kot97, §7.4] that the above two homomorphisms sit in the following commutative diagram:

\[
\begin{array}{ccc}
H(L) & \xrightarrow{\kappa_H} & X^*(Z(\hat{H}))^\In \\
\downarrow{\nu_H} & & \downarrow{g_H} \\
\Hom_Z(X^*(H)^\In, Z) & & \\
\end{array}
\]

where, $\nu_H$ is the natural homomorphism characterized by

$$\langle \nu_H(h), \chi \rangle = \nu_H(h)(\chi) = -\omega(\chi(h)), \text{ for all } h \in H(L) \text{ and } \chi \in X^*(H)^\In.$$  

Therefore, $H(L)_1 := \ker \kappa_H \subset H(L)^1 := \ker \nu_H$ and

$$\left(X^*(Z(\hat{H}))^\In\right)_{\text{tors}} = H(L)^1/H(L)_1.$$

**Remark 2.8.1.** Note here that $\nu_H$ differs in a sign from the map $v_H$ in [Kot97, 7.4.3].

Since our connected reductive group $H$ is defined over $F$, the restriction of $\kappa_H$ to $H(F)$ provides a surjective homomorphism $\kappa_H$ that sits in the following commutative diagram (see

---

7The codomain of (7.4.4) in loc. cit. is actually $\Hom_Z(X_*(Z(\hat{H}))^\In, Z)$, so one needs to use the isomorphism $X_*(Z(\hat{H})) \simeq X^*(H)$.
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[Kot97, §7.7] for the surjectivity of $\kappa_H$, see also [Ros15, §2.7]

\[
\begin{array}{ccc}
H(F) & \xrightarrow{\kappa_H} & (X^*(Z(\widehat{H})))^{\sigma}_{\text{tors}} \\
\downarrow \nu_H & & \downarrow q_H \\
\text{Hom}_\mathbb{Z}(X^*(H)_F, \mathbb{Z}) & \end{array}
\]

We denote by $H(F)_1 = H(F) \cap H(L)_1$ and $H(F)^1$ the kernel of $\kappa_H$ and $\nu_H$, respectively. Therefore, by [HV15, §3.2, Lemma]

\[
H(F)^1 = H(L)^1 \cap H(F) = \left\{ h \in H(F) : \kappa_H(h) \in \left(X^*(Z(\widehat{H}))^\sigma_{\text{tors}}\right) \right\}.
\]

Set $\Lambda_H := H(F)/H(F)_1$, thus

\[
H(F)^1/H(F)_1 = (\Lambda_H)_{\text{tors}} \cong \left(X^*(Z(\widehat{H}))^\sigma_{\text{tors}}\right).
\]

2.8.3 Passage to completion and descent Consider the extended building $\mathcal{B}(G, F^\text{un})_{\text{ext}}$ of the group $G_{\text{un}} = G \times_F F^\text{un}$. This building is equipped with an action of $G(F^\text{un}) \rtimes \langle \sigma \rangle$. Moreover, there is a natural $G(F)$-equivariant embedding $\iota : \mathcal{B}(G, F)_{\text{ext}} \hookrightarrow \mathcal{B}(G, F^\text{un})_{\text{ext}}$ such that [BT84, 5.1.25]

\[
\iota(\mathcal{B}(G, F)_{\text{ext}}) = \mathcal{B}(G, F^\text{un})_{\text{ext}}^\sigma.
\]

In other words, the extended building of $G$ over $F$ is identified with the fixed points of $\sigma \in \text{Gal}(F^\text{un}/F)$ (in particular of $\sigma$) in the building of $G$ over $F^\text{un}$.

Since $F^\text{un}$ is henselian, Rousseau has shown in [Rou77, proposition 2.3.9] that $G$ has the same relative rank over $F^\text{un}$ and over $L$ and hence by [Rou77, proposition 2.3.9] the building $\mathcal{B}(G, F^\text{un})_{\text{ext}}$ identifies canonically with $\mathcal{B}(G, L)_{\text{ext}}$ as $G(F^\text{un})$-space. Using this identification, we see that the extended building of $G$ over $F$, can also be identified with the fixed points of $\sigma \in \text{Aut}(L/F)$ in the building of $G$ over $L$, i.e.

\[
\iota(\mathcal{B}(G, F)_{\text{ext}}) = \mathcal{B}(G, L)_{\text{ext}}^\sigma.
\]

This gives a bijection between the set of $\sigma$-stable facets in $\mathcal{B}(G, L)_{\text{ext}}$ and the set of facets in $\mathcal{B}(G, F)_{\text{ext}}$. For more details one can consult [Pra17].

2.8.4 $F$-Parahoric subgroups In [BT84, §4.6.28, §5.2.6, §5.1.29 and §5.1.30] (see also [Yu15, §9.3]), Bruhat and Tits associated two subgroups to any non-empty $\sigma$-stable set $\Omega$ that is contained in an apartment of $\mathcal{B}(G, F^\text{un})_{\text{ext}}$ and with bounded image in the reduced building:

(i) The fixator subgroup

\[
\text{Fix}(G(F^\text{un}), \Omega) := \{ g \in G(F^\text{un}) : g \cdot a = a, \forall a \in \Omega \} \subset G(F^\text{un}).
\]

They also showed in loc. cit., the existence of a unique affine smooth group scheme $\mathbb{P}_\Omega$ defined over $\text{Spec} \mathcal{O}_F$ with generic fiber $G$ and which is uniquely characterized by the property $\mathbb{P}_\Omega(\mathcal{O}_{F^\text{un}}) = \text{Fix}(G(F^\text{un}), \Omega)$. 
(ii) The "connected fixator" subgroup
\[ \text{Fix}(G(F^\text{un}), \Omega) := \mathbb{P}^0_\Omega(O_{F^\text{un}}) \subset \text{Fix}(G(F^\text{un}), \Omega), \]
where \( \mathbb{P}^0_\Omega \) is the identity component of \( \mathbb{P}_\Omega \).

A \( F \)-parahoric subgroup of \( G \) is by definition [BT84, under 5.2.6] the "connected fixator" of a facet \( F \subset \iota(B(G, F)_{\text{ext}}). \)

**Remark 2.8.2.** We warn the reader that, in [BT84, §4 and §5] notations, \( \mathbb{P}_\Omega, \mathbb{P}^0_\Omega, \text{Fix}(G(F^\text{un}), \Omega), \text{Fix}(G(F^\text{un}), \Omega)^o \) and \( \mathbb{P}_\Omega \) and \( \mathbb{P}^0_\Omega \) are denoted by \( \mathfrak{G}^2_\Omega, \mathfrak{G}^0_\Omega, \tilde{P}_\Omega \) and \( P^0_\Omega \), respectively.

**Lemma 2.8.3.** Two facets \( F, F' \subset B(G, F)_{\text{ext}} \) are equal if and only if
\[ \mathbb{P}^0_\iota(F)(O_F) = \text{Fix}(G(F^\text{un}), \iota(F))^o \cap G(F) = \text{Fix}(G(F^\text{un}), \iota(F'))^o \cap G(F) = \mathbb{P}^0_\iota(F')(O_F). \]

**Proof.** See [BT84, 5.2.8].

This lemma justifies (by misuse of language) the following definition:

**Definition 2.8.4.** For any bounded subset \( \Omega \) contained in an apartment of \( B(G, F)_{\text{red}} \), set
\[ \tilde{K}_\Omega = \mathbb{P}_\iota(\Omega \times V_G)(O_{F^\text{un}}) \cap G(F) \quad \text{and} \quad K_\Omega := \mathbb{P}^0_\iota(\Omega \times V_G)(O_F). \]

A parahoric subgroup of \( G(F) \) is \( K_F \) for some facet \( F \subset B(G, F)_{\text{red}} \). When the facet \( F \) is an alcove \( b \), the parahoric subgroup \( K_F \) is called an Iwahori subgroup. The subgroups \( \tilde{K}_b \) and \( K_b \) will be denoted by \( \tilde{I}_b \) and \( I_b \), respectively.

**Remark 2.8.5.** The subgroup \( \mathbb{P}_{\Omega \times V_G}(O_F) \) might be strictly smaller than \( \tilde{K}_\Omega \), see [Hai09a] for examples.

Haines and Rapoport showed in [HR08] that parahoric subgroups over \( G(F^\text{un}) \) are actually \( G(F^\text{un})_1 \)-fixators of facets in the Bruhat–Tits building over \( F^\text{un} \). Accordingly, as we see in the following proposition, this result descend also to the base field \( F \), i.e. parahoric subgroups of \( G(F) \) are fixators of facets in the kernel of \( \kappa_G \), i.e. for any facet \( F \subset B(G, F)_{\text{red}} \) we have \( K_F = P_F \cap G(F)_1 \).

**Proposition 2.8.6.** For any bounded subset \( \Omega \) contained in an apartment of \( B(G, F)_{\text{red}} \) we have
\[ \tilde{K}_\Omega = P_\Omega \cap G(F)_1 \quad \text{and} \quad K_\Omega = \tilde{K}_\Omega \cap G(F)_1 = \mathbb{P}_\iota(\Omega \times V_G)(O_F) \cap G(F)_1. \]

**Proof.** On the one hand,
\[ \text{Fix}(G(F^\text{un}), \iota(\Omega \times V_G)) \cap G(F) = \text{Fix}(G(F^\text{un}), \iota(\Omega)) \cap G(F^\text{un})_1 \cap G(F). \]

On the other hand \( \text{Fix}(G(F^\text{un}), \iota(\Omega)) \cap G(F) = P_\Omega \) (because the map \( \iota \) is \( G(F) \)-invariant and \( (a) \) Proposition 2.6.3), which shows the first equality of the Lemma, since \( G(F^\text{un})_1 \cap G(F) = G(F)_1 \). For the remaining equalities, thanks to [HR08, Proposition 3, remarks 4 and 11], one has \( \mathbb{P}^0_\iota(\Omega \times V_G)(O_{F^\text{un}}) = \mathbb{P}_\iota(\Omega \times V_G)(O_{F^\text{un}}) \cap G(F^\text{un})_1 \), and accordingly:
\[ \mathbb{P}^0_\iota(\Omega \times V_G)(O_F) = \mathbb{P}^0_\iota(\Omega \times V_G)(O_{F^\text{un}}) \cap G(F) = \mathbb{P}_\iota(\Omega \times V_G)(O_F) \cap G(F)_1. \]

The map that associates to a facet \( F \) its parahoric subgroup \( K_F \) is decreasing, in particular, if \( F \) is any facet of the alcove \( a \subset B(G, F)_{\text{red}} \) then we have \( I_b \subset K_F \). In addition, the action of an element \( g \in G(F) \) on a facet \( F \) translates for parahorics to \( k_{g,F}g^{-1} = gK_Fg^{-1} \).
2.8.5 The scheme \( Z \)  
By replacing \( G \) by \( M \) in all of the above, we see that \( B(M,F)_{\text{red}} \) is reduced to a single point \( \{a_{\alpha,M}\} \) \cite[5.1.26]{BT84}. The fixator subgroup \( \text{Fix}(M(F),a_{\alpha,M}) \) is equal to the \( O_F \)-points of a unique smooth \( O_F \)-group scheme \( Z \) which is the schematic closure of \( M \) in \( \mathbb{P}_1(\Omega \times V_G) \) for any bounded subset \( \Omega \subset \mathbb{A}_{\text{red}}(G,S) \) (see \cite[5.2.1 & 5.2.4]{BT84}) and the corresponding parahoric subgroup is
\[
K_{a_{\alpha,M}} = \text{Fix}(M(F),a_{\alpha,M})^0 = Z^0(O_F).
\]

Applying Proposition 2.8.6 to \( M \) and \( \Omega = \{a_{\alpha,M}\} \) one shows that \( K_{a_{\alpha,M}} = M(F)_1 \). By \cite[5.2.1]{BT84}, one has \( M(F)^1 = \ker \nu \cap G(F)^1 = Z(O_F) \) and in particular \( M(F)_1 = Z^0(O_F) \) is of finite index in \( M(F)^1 \). In summary:

**Corollary 2.8.7.** The subgroup \( M(F)_1 \) is the unique parahoric subgroup of \( M(F) \) and it is a finite index subgroup of \( M(F)^1 = \ker \nu_M \) (The maximal open compact subgroup of \( M(F) \)).

**Lemma 2.8.8.** Let \( b \subset A \) be an alcove. The \( N(F) \)-fixator of \( b \) (resp. \( b \times V_G \)) is \( N_b = \ker \nu_N \) (resp. \( N(F) \cap I_b = M(F)^1 \)). Therefore,
\[
P_b = U_b^+U_b^- \ker \nu \quad \text{and} \quad \bar{P}_b = U_b^+U_b^-M(F)^1.
\]

**Proof.** The first equality is stated at the end of \cite[4.1.2]{BT72}. Here is a geometric argument: Because \( N(F) \) acts transitively on the set of alcoves of \( A \), it suffices to prove the Lemma for \( b = a \). Let \( n \in N(F) \cap P_a \). By assumption \( \nu_N(n)(a) = a \) for any \( a \in \mathfrak{a} \), in particular for all \( a \in \text{vert}(a) = \{\text{vertices of } a\} \). The set \( \{a - a_\alpha : a \in \text{vert}(a) \setminus \{a_\alpha\}\} \) forms a basis for \( V \) and hence \( \nu_N(n) \) must equal the identity on \( V \). Therefore, \( N(F) \cap P_a = M(F) \cap P_a = \ker \nu \). By (c) 2.4.5, this is precisely the \( N(F) \)-fixator of \( a \). Therefore, the first equality in the displayed equation in the Lemma follows from (e) Proposition 2.4.5 and the second one by Proposition 2.8.6. \( \square \)

2.8.6 Decompositions  
By \cite[5.2.4]{BT84}, we have the following decomposition of parahoric subgroups:

**Proposition 2.8.9.** For any bounded subset \( \Omega \subset A \), the subgroup \( K_\Omega \subset G(F) \) is equal to the subgroup generated by \( M(F)_1 = Z^0(O_F) \) and \( U_\Omega \), more precisely it has the following decomposition
\[
K_\Omega = U_\Omega M(F)_1 = U_\Omega^+U_\Omega^-U_\Omega^+M(F)_1 = U_\Omega^+U_\Omega^-(N(F) \cap K_\Omega),
\]
such that the factors commute in the right factorization and the product maps
\[
\prod_{\alpha \in \Phi, \alpha \neq \alpha_\alpha} U_\alpha^{f_\Omega(\alpha)} \xrightarrow{\sim} U_\Omega^\pm = U_\Omega \cap U(F)^\pm = K_\Omega \cap U(F)^\pm.
\]
is an homeomorphism, whatever ordering of the factors we take.

**Remark 2.8.10.** As observed by Haines \cite[6]{Hai09a}, the reference \cite[5.2.4]{BT84} contains a typographical error. All of the "hats" in the four displayed equations in loc. cit. should be removed.

**Lemma 2.8.11.** Let \( b \subset A \) be an alcove. We have \( N(F) \cap I_b = M(F)^1 \cap G(F)_1 = M(F)_1 \).

**Proof.** Clearly, \( M(F)^1 \subset P_b \), hence \( M(F)^1 \cap G(F)_1 \subset N(F) \cap I_b \). The opposite inclusion follows from Lemma 2.8.8. This shows the first equality. For the second, let \( m \in M(F)^1 \cap G(F)_1 = N(F) \cap I_b \). Using the decomposition of Proposition 2.8.9 for \( I_b \), write \( m \) as \( u_1^+u_1^-u_2^+m_1 \in U_b^+U_b^-M(F)_1 \), then, one finds that \( mm_1^{-1} = \text{ad}(mm_1^{-1})(u_2^+)u_1^+u_1 \in M(F) \cap U(F)U^-(F) = \{1\} \), i.e. \( m = m_1 \in M(F)_1 \). This concludes the proof of the lemma. \( \square \)
2.8.7 The subgroup generated by all parahoric subgroups As suggested by the condition [BT72, (A 6) §5.2.1], Bruhat and Tits introduces in [BT84, §5.2.11] the subgroup generated by all parahoric subgroups of $G(F)$ denoted here by $G(F)^{aff}$. They also prove in loc. cit. that $G(F)^{aff} = M(F)_1 \cdot \varphi(G_{sc}(F))$, where $\varphi: G_{sc} \to G$, be the natural homomorphism from the simply connected cover of $G^{der}$. For any subgroup $H \subset G(F)$ set $H^{aff} = H \cap G(F)^{aff}$.

2.9 A double Tits system
Set $H_1 = G_1 \cap H$ for any subgroup $H \subset G$. A good part of the following two sections relies heavily on the following theorem of Bruhat and Tits:

**Theorem 2.9.1.** The homomorphism $\nu_N$ induces an isomorphism of groups $W_{aff} \simeq N(F)^{aff}/M(F)_1$. If $S \subset N(F)^{aff}/M(F)_1$ is the subset corresponding to $S(a)$, then the quadruple

$$(G(F)^{aff}, I_a, N(F)^{aff}, S)$$

is a double Tits system whose Weyl group is $W_{aff}$ and the injection $G(F)^{aff} \to G(F)$ is $I_a$-$N(F)^{aff}$-adapted of connected type.

**Proof.** This is [BT84, Proposition 5.2.12] together with the fact that $I_a \cap N(F)^{aff} = M(F)_1$ proved in Lemma 2.8.11. \hfill $\square$

The nomenclature ”double Tits system” [BT72, §1.2.6] means that both

$$(G(F)^{aff}, I_a, N(F)^{aff}) \text{ and } (G(F)^{aff}, B(F)^{aff}, N(F)^{aff})$$

are Tits systems. The second assertion means that [BT72, §1.2.13]: for any $g \in G(F)$, there exists $h \in G(F)^{aff}$ such that $hI_ah^{-1} = gI_ah^{-1}$ and $hN(F)^{aff}h^{-1} = gN(F)^{aff}g^{-1}$. We refer the reader to the section [BT72, §5.1] for more details, especially Theorem 5.1.3 in loc. cit. for equivalent properties. Being of connected type (Definition 4.1.3 in loc. cit, shows that the images of $\nu(N(F))$ and $\nu(N(F)^{aff})$ in $GL(V)$ are equal, i.e. $N(F)^{aff}/M(F)^{aff} \simeq W = N(F)/M(F)$. Thanks to Theorem 2.9.1 we have:

**Corollary 2.9.2.** (i) If $a \in \mathcal{A}$ is a special point, then by the claim below [BT72, Definition 4.1.3], we have $N(F) \cap P_a = (N(F) \cap K_a) \cdot \ker \nu = (N(F) \cap U_a) \cdot \ker \nu$, thus $P_a = \ker \nu \cdot U_a = \ker \nu \cdot K_a$.

(ii) For any subset $\Omega \subset \mathcal{A}$, set $P_{\Omega}^{\dagger}$ for its $G(F)$-stabilizer, i.e. $\{g \in G(F) : g \cdot \Omega = \Omega\}$ and $N_{\Omega}^{\dagger} = P_{\Omega}^{\dagger} \cap N(F)$. We have $P_{\Omega}^{\dagger} = N_{\Omega}^{\dagger} K_{\Omega}$.

**Proof.** See [BT72, §4.1] for these statement. \hfill $\square$

**Corollary 2.9.3.** For any bounded subset $\Omega \subset \mathcal{A}$, we have

$$K_{\Omega} \cap M(F) = P_{\Omega}(\mathcal{O}_{\Omega}) \cap M(F) = M(F)^1 \text{ and } K_{\Omega} \cap M(F) = M(F)_1.$$

**Proof.** The equality $K_{\Omega} \cap M(F) = M(F)^1$ is clear by double inclusions, since $M(F)$ acts by translations, so any element of $M(F)$ fixing any point fixes all of $\mathcal{A}_{ext}$, i.e. is in $M(F)^1$. The last equality $K_{\Omega} \cap M(F) = M(F)_1$ follows readily from the first one using Lemma 2.8.11.

The last equality, can also be proved using [HR10, Lemma 4.1.1], which shows that for any facet $F$ in $\mathcal{A}_{ext}$ the subgroup $M(F) \cap K_{\Omega}$ is a parahoric subgroup of $M(F)$ and hence must be $M(F)_1$ by Corollary 2.8.7. \hfill $\square$
Lemma 2.9.4. For any special point $a \in \mathcal{A}$, the canonical injection $N(F) \cap K_a/M(F) \hookrightarrow W$ is an isomorphism.

Proof. Because $a$ is special, we know by Remark 2.3.7 that for any $\alpha \in \Phi_{red}$ there exists $m_\alpha \in U_a \cap N(F)$ whose image in $W = (s_\alpha : \alpha \in \Phi_{red})$ is the reflection $s_\alpha$. □

Lemma 2.9.5. Let $b \subset \mathcal{A}$ be an alcove. The subgroup $P^\dagger_b \cap N_b \cdot I_b$ is the $G(F)$-normalizer of $P_b$, $I_b$ and $I_b$. Moreover,

$$N^\dagger_b \cap G(F)^{\text{aff}} = M(F)_1 \text{ and } P^\dagger_b \cap M(F) = \ker \nu.$$

Proof. The statement on the normalizer is clear. Since $P^\dagger_b \cap G(F)^{\text{aff}}$ equals the $G(F)^{\text{aff}}$-stabilizer of $b$ which is the $G(F)^{\text{aff}}$-normalizer of $I$, but this latter is its own normalizer (in $G(F)^{\text{aff}}$), hence $P^\dagger_b \cap G(F)^{\text{aff}} = I_b$. Intersecting this equality with $N(F)$ shows the first equality thanks to Lemma 2.8.11.

Finally, an $m \in P^\dagger_b \cap M(F)$ acts by translation, and we have $\cup_{k \in \mathbb{Z}_{>0}} b + k\nu(m) \subset b$. But since $b$ is bounded, this inclusion can only happen if $\nu(m) = 0$, i.e. $P^\dagger_b \cap M(F) = \ker \nu$. We can argue also using $M(F) = \ker \nu M(F)^{\text{aff}}$ (by Corollary 2.9.6), so $P^\dagger_b \cap M(F) = \ker \nu (P^\dagger_b \cap M(F)^{\text{aff}})$ which equals $\ker \nu$ by the first part of this Lemma. □

Corollary 2.9.6. We have $M(F)^{\text{aff}}/M(F)_1 \simeq \Lambda_{\text{aff}}$ and

$$N(F)^{\text{aff}}/M(F)_1 \simeq W_{\text{aff}} \simeq (M(F)^{\text{aff}}/M(F)_1) \rtimes W.$$

Proof. Given the isomorphism $N(F)^{\text{aff}}/M(F)_1 \xrightarrow{\sim} W_{\text{aff}}$ (Theorem 2.9.1), $M(F)^{\text{aff}}$ is precisely the subgroup of elements in $N(F)$ that act on $\mathcal{A}$ by translation, hence the map $\nu$ induces an isomorphism

$$M(F)^{\text{aff}}/M(F)_1 \xrightarrow{\sim} \Lambda_{\text{aff}}.$$ 

Accordingly, the isomorphism $W_{\text{aff}} \simeq \Lambda_{\text{aff}} \rtimes W_{\text{aff}}^a$ for any special point $a \in \mathcal{A}$ (§2.5) corresponds to the decomposition

$$N(F)^{\text{aff}}/M(F)_1 = (N(F)^{\text{aff}} \cap M(F))/M(F)_1 \rtimes (N(F)^{\text{aff}} \cap K_a)/M(F)_1.$$ 

This concludes the proof thanks to Lemma 2.9.4. □

Corollary 2.9.7. Let $b \subset \mathcal{A}$ be an alcove. We have, $G(F) = N^\dagger_b \cdot G(F)^{\text{aff}}$ and $N(F) = N^\dagger_b \cdot N(F)^{\text{aff}}$ and $G(F)/G(F)^{\text{aff}} \simeq N(F)/N(F)^{\text{aff}} \simeq N^\dagger_b/M(F)_1$.

Proof. A immediate consequence of Theorem 2.9.1 is $G(F) \cdot b = G(F)^{\text{aff}} \cdot b$ and so $G(F) = P^\dagger_b \cdot G(F)^{\text{aff}}$, which proves the first equality given that $P_b^\dagger = N^\dagger_b \cdot I_b$. Intersecting this with $N(F)$ yields the second equality of the corollary.

This shows that the natural maps $N^\dagger_b \rightarrow G(F)/G(F)^{\text{aff}}$ and $N^\dagger_b \rightarrow N(F)/N(F)^{\text{aff}}$ are both surjective and have the same kernel $M(F)_1$ by Lemma 2.9.5. □

2.10 The subgroup $G(F)_1$

Proposition 2.8.6 shows that $G(F)^{\text{aff}} \subset G(F)_1$ and as we will see in the following Lemma, this is actually an equality:

Lemma 2.10.1. We have, $G(F)^{\dagger} = (N^\dagger_a \cap G(F)^{\dagger}) \cdot \varphi(G_{sc}(F))$ and $G(F)_1 = G(F)^{\text{aff}} = M(F)_1 \cdot \varphi(G_{sc}(F))$. 
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Proof. The equality $G(F)_1 = G(F)_{\text{aff}}$ was already proved in [Ric16, Lemma 1.3]. However, we present here another argument: Intersecting $G(F) = N\uparrow_a \cdot G(F)_{\text{aff}}$ of Corollary 2.9.7 with the kernel of $\nu_G$ and $\kappa_G$ yields

$$G(F)_1 = (N\uparrow_a \cap G(F)_1) \cdot G(F)_{\text{aff}}$$ and $$G(F)^1 = (N\uparrow_a \cap G(F)^1) \cdot G(F)_{\text{aff}}.$$ 

By Lemma 2.9.5 for $G_{\text{Fun}}$ (or by [HR08, Lemma 17]), we have

$$P^\uparrow_{\iota(a)} \cap G(F_{\text{un}})^{\text{aff}} = P^\uparrow_{\iota(a)} \cap G(F_{\text{un}})_1 = \mathbb{P}^{\text{pol}}_{\iota(a \times V_G)}(O_{F_{\text{un}}}^\text{un})$$

where $P^\uparrow_{\iota(a)}$ is the $G(F_{\text{un}})$-stabilizer of $\iota(a)$. Now since clearly $P^\uparrow_{\iota(a)} \subset P^\uparrow_a \cap G(F)$, we have

$$I_a \subset P^\uparrow_a \cap G(F)_1 = P^\uparrow_a \cap G(F_{\text{un}})_1 \cap G(F) \subset \mathbb{P}^{\text{pol}}_{\iota(a \times V_G)}(O_{F_{\text{un}}}) \cap G(F) = I_a.$$ 

In conclusion, this shows $I_a = P^\uparrow_a \cap G(F)_1$ and so $M(F)_1 = N\uparrow_a \cap G(F)_1$ by Lemma 2.8.11. Finally, recall that the last one was already seen in §2.8.7, which concludes the proof of the lemma.

\begin{proof}[\textbf{2.11 More on $G(F)^1$-fixators}]
\end{proof}

\begin{lemma}[2.11.1]
Let $F \subset A$ be a facet containing in its closure a special point $a$, i.e. $K_F \subset K_a$. We have

$$\tilde{K}_F = M(F)^1 K_F \text{ and } \tilde{K}_F / K_F \simeq M(F)^1 / M(F)_1.$$ 

\begin{proof}
This Lemma generalizes [Ros15, Lemma 4.2.1] and [HR10, Proposition 11.1.4]. Here we give a different argument: By Corollary 2.9.2, one has $P_a = K_a \cdot \ker \nu$, hence

$$\tilde{K}_F = ((K_a \cdot \ker \nu) \cap G(F)^1) \cap P_F$$ \hspace{1cm} \text{(Prop. 2.8.6)}

$$= (K_a \cdot (\ker \nu \cap G(F)^1)) \cap P_F$$ \hspace{1cm} \text{($K_a \subset G(F)^1$)}

$$= (K_a \cdot M(F)^1) \cap P_F$$ \hspace{1cm} \text{($M(F)^1 \subset P_F$)}

$$= K_F \cdot M(F)^1.$$

Consequently, Lemma 2.9.3 yields $\tilde{K}_G / K_G \simeq M(F)^1 / M(F)_1$.

\end{proof}

\begin{remark}[2.11.2]
By Lemma 2.8.11 we see that $M^1 \hookrightarrow G^1$ induces an inclusion $(\Lambda_M)^{\text{tor}} \hookrightarrow (\Lambda_G)^{\text{tor}}$ compatible with $\kappa_M$ and $\kappa_G$. We see then:

$$\mathcal{\Lambda}_G^{\text{tor}} = 0 \hookrightarrow G^1 = G_1$$

and

$$\mathcal{\Lambda}_M^{\text{tor}} = 0 \hookrightarrow M^1 = M_1 \hookrightarrow \tilde{K}_F = K_{\tilde{F}}.$$ 

where $F \subset B(G, F)_{\text{red}}$ is any facet containing a special point in its closure. The group $\Lambda_M$ (which plays the role of the cocharacters lattice in the split case §4.) has no torsion:

- If $M$ is a torus that splits over an unramified extension of $F$, i.e. $G$ is unramified [Bor79, 9.5].
- If $G$ is semisimple and simply connected then by [BT84, §4.6.32 and §5.2.9] one has $\tilde{K}_F = K_{\tilde{F}},$
- See [HR10, Corollary 11.1.5] for other situations for which $\Lambda_M$ is torsion free.

\end{remark}
3. Preliminary results around (Iwahori)–Hecke algebras

**Notations**

In addition to the notation fixed/adopted previously we need to introduce the following, that we hope will lighten a bit the exposition: For any algebraic $F$-groups $H$ (bold style), we denote its group of $F$-points by the ordinary capital letter $H = H(F)$. For any subgroup $X \subset G$ different from $M$ set $X_1 := X \cap G_1$. Recall that Lemma 2.10.1 says that $G_1 = G^{\text{aff}}$, so for any such a $X$, we have $X_1 = X^{\text{aff}}$. For $M$, one might have $M_1 = \ker \kappa_M \neq M \cap G_1$, for this reason, we keep the notation $M^{\text{aff}}$ for $M \cap G_1$.

Set $K := K_{a_0}$ for the special maximal parahoric subgroup attached to the special vertex $a_0 \in A$ and $I := I_a$ be the Iwahori subgroup corresponding to the fixed alcove $a \subset A$.

Recall that by Lemma 2.9.4, the canonical injection $N \cap K/M \cap K \rightarrow W$ is an isomorphism. Therefore, we may and will assume from now on, that any representative in $N$ of a class in $W = N/M$ lies in $K$.

**3.1 $\blacklozenge$ is everywhere!**

Let $M_1 \subset M^p \subset M$ be any open compact subgroup, by maximality of $M^1$ [Lan96, Proposition 1.2] we must have $M^p \subset M^1$.

**Lemma 3.1.1.** The group $N$ acts trivially on $\ker \nu/M_1$. In particular, $M^p$ is normal in $N$.

**Proof.** Let $n \in N$ and $m \in \ker \nu$. On the one hand, we clearly have $m^{-1}nmm^{-1} \in \ker \nu = \ker \nu$. On the other hand, the commutator element $m^{-1}nmm^{-1} \in G_1$. Therefore, Lemma 2.9.5 implies $m^{-1}nmm^{-1} \in \ker \nu \cap G_1 = M_1$ and accordingly $mM_1 = nM_1 = mm^{-1}M_1$. \hfill \Box

For any $X \subset G$, set $X^p = M^pX$. This procedure does not alter the structure of the object we are interested in, e.g. if $K_{\mathcal{F}}$ is a parahoric subgroup attached to a facet $\mathcal{F} \subset A$, then $K_{\mathcal{F}}^3$ is still a group.

When $M^p = M_1$, the resulting objects will sometimes be described as "parahoric" and the subscript $\blacklozenge$ will be simply omitted, e.g. $P^p = I$ the Iwahori subgroup, $K_{\mathcal{F}}^p = K_{\mathcal{F}}$ the parahoric subgroup attached to a facet $\mathcal{F}$, and so on ... When $M^p = M^1$, the resulting objects will be described as "geometric" and $\blacklozenge$ will be replaced simply by 1, e.g. $I^1 = I, K^1 = K$.

Thanks to Lemma 2.8.11, we have an isomorphism of groups $W^{\text{aff}}_p := N^p_1/M^p \simeq W^{\text{aff}}$. Recall that $\mathcal{S}(a) = \bigcup_{\text{facet of } a \mathcal{F}}$ is the set of reflections at the walls of $a$ and it generates $W^{\text{aff}}$. Here, $r$ is the number of irreducible components of the Dynkin diagram of $\Phi$. For any facet $\mathcal{F}$ of $a$, let $T^{\mathcal{F}}_p \subset S^p \subset W^{\text{aff}}$ be the sets corresponding to $\mathcal{T}_{\mathcal{F}} \subset \mathcal{S}(a) \subset W^{\text{aff}}$. Similarly, we put $\Lambda^{\text{aff}} := M^{\text{aff}}/M^p \simeq \Lambda^{\text{aff}}$ and we define for any facet $\mathcal{F} \subset A$, the group $W^\mathcal{F} := N^\mathcal{F}_1/M^p \simeq W^{\mathcal{F}}$ where $N^\mathcal{F}_1 := N \cap K_{\mathcal{F}}^p = M^pN_1^{\mathcal{F}}$. The group $W^\mathcal{F}_p$ is generated by $T^\mathcal{F}_p$. For example, $W^\mathcal{F}_p$ is canonically isomorphic to $W$. Given Lemma 2.9.6, we have

$$W^\mathcal{F}_p = \Lambda^{\mathcal{F}} \rtimes W^{\mathcal{F}}_a.$$ 

**Corollary 3.1.2.** The quadruple $(G^p_1, P, N^1_1, S^p)$ is a double Tits system whose Weyl group is isomorphic to $W^{\text{aff}}$ and the injection $G^p_1 \hookrightarrow G$ is $P_a^pN^1_1$-adapted of connected type.

**Proof.** This follows readily from Theorem 2.9.1. \hfill \Box

Consequently, the pair $(W^{\mathcal{F}}_p, S^p)$ is a Coxeter system [Bou68, §3] subject to the following properties:
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$T_1$. The subgroup $N_1^g \cap P = M$ is normal in $N_1^g$ and $G_1^g$ is generated by $P$ and $N_1^g$.

$T_2$. the elements of $\mathcal{S}$ have order 2 and generate $W_{\text{aff}}^g$.

$T_3$. For all $s \in \mathcal{S}$, $w \in W_{\text{aff}}^g$, we have $sPw \subset \text{int}(P \cup PswP)$.

$T_4$. For all $s \in \mathcal{S}$, we have $sPs \neq P$.

**Corollary 3.1.3.** (i) $G_1^g \doteq \bigsqcup_{w \in W_{\text{aff}}^g} PwP$.

(ii) For any facet $F \subset \overline{a}$, the subgroup $K_F^g = Pw_{\text{aff}}^gP$ is its own normalizer in $G_1^g$.

(iii) For any two facet $F, F' \subset \overline{a}$, and $w \in W_{\text{aff}}^g$, we have $K_F^g w K_{F'}^g = Pw_{\text{aff}}^g w P$ and the map $w \mapsto Pw_{\text{aff}}^g$ defines a bijection $W_{\text{aff}}^g \backslash W_{\text{aff}}^g / W_{\text{aff}}^g \cong K_F^g / K_{F'}^g$.

**Proof.** These facts are consequences of the axioms $T_1, \ldots, T_4$, for which proofs may be found in [Bou68, Ch. IV, §2 n° 5 & 6] since for any $F \subset \overline{a}$ we know that $W_{\text{aff}}^g$ is precisely the subgroup of $W_{\text{aff}}^g$ generated by $T_F$, the type of $F$.

**Corollary 3.1.4 Iwahori factorizations.** Let $b \subset A$ be an alcove. The map $U_b^+ \times U_b^- \times M^0 \to P_b^g$ is a bijection. In particular, $P_b^g$ admits the Iwahori factorization $P_b^g = U_b^+ U_b^- M^0$ in which the factors commute. For $b = a$, the product maps $\prod_{\alpha \in \Phi^+, \alpha \neq \Phi_{\text{red}}} U_{\alpha + 1} \to U_{a}^+ =: I^+$ and $\prod_{\alpha \in \Phi^- \cap \Phi_{\text{red}}} U_{\alpha + 1} \to U_{a}^- =: I^-$ are homeomorphisms. Similarly, the product maps $\prod_{\alpha \in \Phi^+ \cap \Phi_{\text{red}}} U_{\alpha + 1} \to U_{a}^+ = K \cap U^+$ are isomorphisms and $K^g = U_{a}^+ U_{a}^- U_{a}^+ M^0$.

**Proof.** The corollary is a consequence of Proposition 2.8.9, Lemma 2.8.11, (d) of Proposition 2.4.5 together with Example 2.4.6 for the values of $f_a(\alpha)$ for all $\alpha \in \Phi_{\text{red}}$.

### 3.2 Dominance in $\Lambda_{M}^b$

Let $\Lambda_{M}^g := M/M^0$. Recall that we have a canonical isomorphism (see §2.8.2)

$$\Lambda_M = M/M_1 \simeq \kappa_M(M) = (X^*(Z(\overline{M}))_{1\text{fin}}(\sigma)).$$

This shows that $\Lambda_M$ is a finitely generated abelian group with finite torsion subgroup $(\Lambda_M)_{\text{tor}} = M_1^1/M_1$, which injects into the set of permutations of the vertices of $a$. So $\Lambda_{M}^g$ is finitely generated abelian group with torsion subgroup $M_1^1/M^0$. Set $q_{\text{tor}}^g := |M_1^1/M^0|$

There exists a natural injective finite-cokernel homomorphism $X_\ast(S) \hookrightarrow X^*(Z(\overline{M}))_{1\text{fin}}$ [Ros15, §2.7], which yields an isomorphisms

$$X_\ast(S) \otimes_\mathbb{R} \mathbb{Z} \cong X^*(Z(\overline{M}))_{1\text{fin}} \otimes_\mathbb{Z} \mathbb{R} \cong \Lambda_M \otimes_\mathbb{Z} \mathbb{R}.$$

The map $\nu_M : M \to X_\ast(S) \otimes_\mathbb{R} \mathbb{Z}$ (Lemma 2.2.1) identifies $\Lambda_{M}^1 = M/M_1(= \Lambda_M/(\Lambda_M)_{\text{tor}})$ with a lattice $\Delta_{M}$ in $X_\ast(S) \otimes_\mathbb{Z} \mathbb{R}$ and $\text{rank}(\Lambda_M/(\Lambda_M)_{\text{tor}}) = \dim_\mathbb{R} X_\ast(S) \otimes_\mathbb{Z} \mathbb{R}$. By the above isomorphisms, the extended apartment $\mathcal{A}_{\text{ext}}$ acquires the structure of an affine space over $\Lambda_M \otimes_\mathbb{Z} \mathbb{R} \cong \Lambda_{M}^g \otimes_\mathbb{Z} \mathbb{R}$, thus one gets an embedding

$$\Delta_M \to \mathcal{A}_{\text{ext}}, \quad v \mapsto \nu_M(v) + (a_\sigma, 0_{V_G}).$$

Define

$$M^\pm := \{ m \in M : (\alpha + 0)(\nu(m) + a_\sigma) = (\nu_M(m), \alpha) \geq 0, \forall \alpha \in \Phi_{\text{red}}^\pm \}.$$

We call $M^+$ (resp. $M^-$) the set of dominant (resp. antidominant) elements of $M$. Let $\Lambda_{M}^{\pm,b} \subset \Lambda_{M}^b$ and $\Delta_M^\pm \subset \Delta_M$ denote the images of $M^\pm$ by the natural projections $M \to \Lambda_{M}^{\pm,b} \to \Delta_M^\pm$. In other
words
\[ \Lambda^\pm_M := ((a_\circ + \Lambda_M) \cap C^\pm) - a_\circ \subset \Lambda_M, \]
where \( C^\pm \) are the two opposite vectorial chambers
\[ C^\pm := \{ a \in A_{\text{ext}} : (\alpha + 0)(a) = \alpha(a - a_\circ) = \langle a - a_\circ, \alpha \rangle \geq 0, \ \forall \alpha \in \Phi^\pm_{\text{red}} \}. \]

**Remark 3.2.1.** An element \( m \in M \) is in \( M^+ \) if and only if \( \nu_N(m)(a_\circ) = \nu(m) + a_\circ \in \mathcal{C}^+ \) (topological closure) and accordingly also \( \nu_N(m)(a) \subset C^+ \) since by definition \( a \subset C^+ \).

### 3.3 Iwahori–Weyl group

Define the \( b \)-Iwahori–Weyl group for \( G \) to be
\[ \tilde{W}^b := N/M^b. \]

**Lemma 3.3.1.** The \( b \)-Weyl–Iwahori subgroup has a natural structure of a quasi-Coxeter group
\[ \tilde{W}^b = W^b_{\text{aff}} \rtimes \tilde{\Omega}^b \simeq W^b_{\text{aff}} \ltimes \Lambda^b_G, \]
where \( \tilde{\Omega}^b := N^1_a/M^b \), that is the subgroup of stabilizers of \( a \) in \( \tilde{W}^b \) and \( \Lambda^b_G := G/G^b_1 \).

**Proof.** It suffices to consider the short exact sequence
\[ 1 \to N^1_a/M^b \to N/M^b \to N/N^1_a \to 1 \]
which splits given that \( N^1_a/M^b \simeq N/N^1_a \simeq G/G^b_1 \) (Corollary 2.9.7). \( \square \)

**Lemma 3.3.2.** The \( b \)-Iwahori–Weyl group \( \tilde{W}^b \) admits the following decomposition
\[ \tilde{W}^b = \Lambda^b_M \rtimes W^b_{a_\circ} \simeq \Lambda^b_M \ltimes W. \]

If \( F \subset A \) is a facet, we have a bijection of \( \Lambda^b_M \)-sets
\[ \tilde{W}^b/W^b_F \cong \Lambda^b_M \times (W/j_W(W_F)) \]
where, \( j_W : N \to W = N/M \) is the quotient map.

**Proof.** Using the canonical isomorphism \( W \simeq W_{a_\circ} \), proved in Lemma 2.9.4, one gets a short exact sequence
\[ 1 \to \Lambda^b_M \to \tilde{W}^b \to N/M \simeq N^1_{a_\circ}/M^b \to 1, \]
which clearly splits, i.e. \( \tilde{W}^b \simeq \Lambda^b_M \ltimes W \).

For the bijection statement, fix a set of representatives \( D_F = \{ n^F_p \in N : 1 \leq i \leq |W/j_W(W^b_F)| \} \) for \( W/j_W(W^b_F) \). Note that \( j_W(W^b_F) = j_W(W_F) \). Given that \( M \cap K^0_F = M^b \) (by Corollary 2.9.3), one easily shows that for any \( x \in N \) there exist a unique pair \( (m_x, n_x) \in \Lambda^b_M \times D_F \) such that \( xN^1_aF = m_xn_xN^1_aF \). This completes the proof of the Lemma. \( \square \)

**Remark 3.3.3.** When \( M^b = M^1 = \nu_{N,\text{ext}}(N(F)) \), \( \tilde{W}^1 \) is called the extended affine Weyl group and usually denoted by \( \tilde{W}^\text{aff} \) and it can be viewed as a group of affine-linear transformations on \( A_{\text{ext}} \) marked with \( (a_\circ, 0_{\text{reg}}) \) as the "origin".
Remark 3.3.4. (i) For any \( x \in \tilde{W}^b \), we write \( m_x \) and \( w_x \) for its projection in \( \Lambda^3_M \) and \( W^b_{o} \), respectively.

(ii) The natural projection morphism \( \square^b : \tilde{W} \to \tilde{W}^b \) induces two isomorphisms; \( W_{aff} \overset{\sim}{\to} W^b_{aff} \) and \( W^b_{o} \overset{\sim}{\to} W^b_{o} \) for which the following diagram commutes

\[
\begin{array}{ccc}
\Lambda_M \times W^b_{o} & \overset{\sim}{\to} & \tilde{W} \\
\downarrow \square^b \times \text{Id} & & \downarrow \text{Id} \\
\Lambda^3_M \times W^b_{a} & \overset{\sim}{\to} & \tilde{W}^b \\
\end{array}
\]

In particular, the projection \( \Lambda_M \to \Lambda^3_M \) is \( W \)-equivariant.

3.4 Bruhat and Iwahara decompositions

Let us recall Iwahara and Bruhat decompositions for \( G \):

**Proposition 3.4.1** The Bruhat and Iwahara decompositions. Let \( K \) resp. \( K' \) be parahoric subgroups associated with facets \( \mathcal{F} \) resp. \( \mathcal{F}' \) contained in the apartment associated with \( S \).

\[
G = U_{\mathcal{F}}NU_{\mathcal{F}'} \quad \text{(The Bruhat decomposition),}
\]

\[
G = U^\pm NB = U^\pm NU_{\mathcal{F}} \quad \text{(The Iwahara decomposition).}
\]

Moreover, the maps \( n \mapsto BnB, n \mapsto K^3_nK^3_{\mathcal{F}}, \) and \( n \mapsto U^\pm nK^3_{\mathcal{F}} \) induce the following bijections

\[
W \cong B^\circ / G, \quad K^3_{\mathcal{F}} \setminus G / K^3_{\mathcal{F}'} \cong W^b_{\mathcal{F}} \setminus \tilde{W}^b / W^b_{\mathcal{F}'}, \quad \text{and} \quad U^\pm \setminus G / K^3_{\mathcal{F}} \cong \tilde{W}^b / W^b_{\mathcal{F}}.
\]

**Proof.** – By Corollary 2.9.7 and Corollary 3.1.3 we have \( G = G_1N^\dagger_b \sim I^b N_1^b I^b N_b^\dagger \). But \( N_b^\dagger \) normalizes \( I \) (Lemma 2.9.5) and hence

\[
G = I^b N_1^b N_b^\dagger I^b = U_{\mathcal{F}} NU_a = U_{\mathcal{F}} NU_{\mathcal{F}'}.
\]

Accordingly, the map \( \tilde{W}^b \mapsto K^3_{\mathcal{F}} \setminus G / K^3_{\mathcal{F}'} \) is surjective and factors through \( W^b_{\mathcal{F}} \setminus \tilde{W}^b / W^b_{\mathcal{F}'} \).

Let \( w, w' \in \tilde{W}^b \) (with representatives \( n, n' \in N \)) such that \( K^3_n \cdot K^3_{\mathcal{F}} = K^3_{n'} \cdot K^3_{\mathcal{F}'} \). Now \( K \subset G_1 \), hence \( \kappa_G(nM) = \kappa_G(n'M) \) so that \( w = \tau \cdot w_a \) and \( w = \tau \cdot w'_a \) for a unique \( \tau \in \tilde{W}^b \) and \( w_a, w'_a \in W_{aff} \), by Lemma 3.3.1. Consequently, \( K^3_{\mathcal{F}} w_a K^3_{\mathcal{F}} = K^3_{\mathcal{F}} w'_a K^3_{\mathcal{F}} \) with \( \tau = \tilde{W}^b / W^b_{\mathcal{F}} \).

Let us prove the remaining statements. Let \( \mathcal{F} \) be an alcove that contains in its closure \( \mathcal{F} \).

By [BT72, Theorem 5.1.3 (vi)] together with Theorem 2.9.1, we have \( G_1 = B_1 N_1 I_b \). Using Corollary 2.9.7 and Lemma 2.9.5 again we get

\[
G = B_1 N_1 I_b N_b^\dagger = U^\pm NI_b = U^\pm NU_{\mathcal{F}'}.
\]

Assume \( n, n' \in N \) with \( n' \in U^+ nK^3_{\mathcal{F}} = U^+ K^3_{\mathcal{F}} n = U^+ U^- (N \cap K^3_{\mathcal{F}}) n, \) hence \( n' \in (N \cap K^3_{\mathcal{F}}) n = n(N \cap K^3_{\mathcal{F}}) \) (using \( N \cap U^+ U^- = \{1\} \)). This proves that \( U^+ \setminus G / K^3_{\mathcal{F}} \cong N / N_1^3_{\mathcal{F}} = \tilde{W}^b / W^b_{\mathcal{F}} \). Finally, using the longest element \( w_0 \in W \), one obtains \( G = U^- NU_{\mathcal{F}} \) and this yields the corresponding bijection \( U^- \setminus G / K^3_{\mathcal{F}} \cong \tilde{W}^b / W^b_{\mathcal{F}} \).

– For \( G = \square_{w \in W} BwB \) we refer to [Mil17, Theorem 21.73].

\[\square\]
A tale of parahoric–Hecke algebras, Bernstein and Satake homomorphisms.

Corollary 3.4.2 Iwasawa decomposition II. If $P = L \ltimes U^+_P$ is any standard parabolic subgroup of $G$ with Levi factor $L$ and unipotent radical $U^+_P$, then $G = PK$, i.e. $K$ is a good open compact subgroup of $G$.

Proof. By Proposition 3.4.1, one has an Iwasawa decomposition $G = U^+NK = \cup_{w \in N/M} U^+MwK$. As observed in Lemma 2.9.4, the classes of the quotient $W = N/M$ admit representatives in $K$, therefore $G = B \cdot K = P \cdot K$. See the proof of Proposition 3.5.2 for the factorization $B \cap K = M_1(U^+ \cap K)$.

Proposition 3.4.3 Cartan decomposition for $K$. The map $M \to K^b \backslash G/K^b$ defined by $m \mapsto K^b mK^b$, induces a bijection

$$\Lambda_{\cdot b}^{-1} \cong W^b \backslash \Lambda_M^b \cong W^b_{a_0} \backslash \tilde{W}^b / W^b_{a_0} \cong K^b \backslash G/K^b.$$

Proof. It suffices to prove the Lemma for $M^b = M_1$. In which case, the first bijection is [HV15, §6.3 Lemma], the second is a consequence of the decomposition of Lemma 3.3.2 and the third is given by Proposition 3.4.1 for $F = \{a_0\}$.

3.5 Iwahori decompositions

We now give an Iwahori decomposition for the special parahoric subgroup $K$. Note that we are no longer in the unramified case where we could have pulled up the Bruhat decomposition for the residue field of $F$.

Proposition 3.5.1 Iwahori decomposition of $K$ - I. Let $F$ be a facet of the alcove $a$. We have the decomposition

$$K^b_F = \bigsqcup_{w \in W^b_F} I^b wI^b.$$

Proof. This is an immediate consequence of $G = \bigsqcup_{w \in \tilde{W}^b} I^b wI^b$ (Proposition 3.4.1 for $F = F' = a$).

Proposition 3.5.2 Iwahori decomposition of $K$ - II. Let $F$ be a facet of the alcove $a$. We have the decomposition

$$K^b_F = \bigsqcup_{w \in W^b_F} U^+_F wI^b = \bigsqcup_{w \in W^b_F} U^-_F wI^b.$$

Proof. By the Iwahori decomposition $K^b_F = U^+_F \cdot U^-_F \cdot N^b_{1,F}$ one shows $(U^b \cdot N) \cap K^b_F = U^+_F \cdot N^b_{1,F}$. Combining this equality with the decomposition $G = \bigsqcup_{w \in \tilde{W}^b} U^b \cdot wI^b$ (Proposition 3.4.1), it becomes clear that

$$K^b_F = U^+_F \cdot N^b_{1,F} \cdot I^b = \bigsqcup_{w \in W^b_F} U^+_F wI^b.$$

3.6 Conjugations

Lemma 3.6.1. Let $F$ be a facet of $a$ that contains in its closure $a_0$. For any $n \in N_{1,a_0}$, we have $nU^+_F n^{-1} \subset K_F$ and $(nK_F n^{-1}) \cap U^+ \subset I^+$. 
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Proof. Let \( n \in N_{\lambda,a} \), with image \( w \) in \( W \). By Lemma 2.4.2 we have \( nU_{\alpha, f_{\mathcal{F}}(\alpha)}^{-1} = U_{\beta} \), where \( \beta: \mathcal{A} \to \mathbb{R} \) is the affine map \( w(\alpha) + f_{\mathcal{F}}(\alpha) - w(\alpha)(\nu_N(n)(a_o) - a_o) \), thus \( \beta = w(\alpha) + f_{\mathcal{F}}(\alpha) \) since \( n \) fixes \( a_o \). By Proposition 2.8.9, we have for any fixed ordering \( \prec \) of \( \Phi^\pm \cap \Phi_{\text{red}} \)

\[
nU_{\mathcal{F}}^{\pm}n^{-1} = \prod_{\alpha \in \Phi^\pm \cap \Phi_{\text{red}}} U_{w(\alpha) + f_{\mathcal{F}}(\alpha)}.
\]

If \( w(\alpha) \in \Phi_{\text{red}} \cap \Phi^+ \) then \( U_{w(\alpha) + n_o}^{-1} \subset U_{w(\alpha) + 0} \subset K_{\mathcal{F}} \) (Example 2.4.6). If \( w(\alpha) \in \Phi_{\text{red}} \cap \Phi^- \), then \( U_{w(\alpha) + n_o}^{-1} \subset U_{w(\alpha) + n_o}^{-1} \subset K_{\mathcal{F}} \). (Lemma 2.3.9). Therefore, \( nU_{\mathcal{F}}^{\pm}n^{-1} \subset K_{\mathcal{F}} \).

For the second equality, note that \( (nK_{\mathcal{F}}n^{-1}) \cap U^+ = U^+_{\nu_N(n)(\mathcal{F})} \subset U_{a_o}^+ = I^+ \) by Corollary 3.1.4.

\[ \square \]

Lemma 3.6.2. Let \( \Omega \subset \mathcal{A} \) be any bounded subset and \( \Psi \) any closed subset of roots in \( \Phi^+ \cap \Phi_{\text{red}} \). For any \( m \in M^- \), we have

\[
m(U_{\Psi} \cap K_{\Omega})m^{-1} \subset U_{\Psi} \cap K_{\Omega} \text{ and } m^{-1}(U_{-\Psi} \cap K_{\Omega})m \subset U_{-\Psi} \cap K_{\Omega}.
\]

In particular, if \( \Psi = \Phi^+ \cap \Phi_{\text{red}} \) one gets \( m^{-1}U_{\Omega}^-m \subset U_{\Omega}^- \) and \( mU_{\Omega}^+m^{-1} \subset U_{\Omega}^+ \).

Proof. For any \( r \in \Gamma_\alpha \), we have by Lemma 2.4.2

\[
mU_{\alpha+r;m}^{-1} = U_{\alpha-r - \alpha(\nu_N(m)(a_o) - a_o)} = U_{\alpha-r - \langle \nu(m), \alpha \rangle}
\]

and so, for all \( r \in \Gamma_\alpha \)

\[
mU_{\alpha+r;m}^{-1} = \begin{cases} \subset U_{\alpha+r} & \text{if } \langle \nu(m), \alpha \rangle \leq 0 (\Leftrightarrow m \in M^\pm \text{ and } \alpha \in \Phi^\pm \cap \Phi_{\text{red}}) \\ \supset U_{\alpha+r} & \text{if } \langle \nu(m), \alpha \rangle \geq 0 (\Leftrightarrow m \in M^\pm \text{ and } \alpha \in \Phi^\pm \cap \Phi_{\text{red}}) \end{cases}
\]

By Proposition 2.8.9, we have

\[
m^{-1}U_{\Omega}^-m = \prod_{\alpha \in \Phi^- \cap \Phi_{\text{red}}} U_{\alpha + f_{\Omega}(\alpha) + \langle \nu(m), \alpha \rangle}.
\]

for a fixed ordering \( \prec \) of the set \( \Psi \). Therefore, if \( m \) is antidominant:

\[
m(U_{\Psi} \cap K_{\Omega})m^{-1} \subset U_{\Psi} \cap K_{\Omega}, \quad m^{-1}U_{\Omega}^-m \subset U_{\Omega}^- \quad \text{and} \quad mU_{\Omega}^+m^{-1} \subset U_{\Omega}^+ \] \[ \square \]

3.7 Double cosets

Recall that \( (W_{\text{aff}}, \mathcal{S}(a)) \) and \( (W_{\text{aff}}^\circ, \mathcal{S}^\circ) \) are isomorphic Coxeter systems. Denote by \( \ell^b: W_{\text{aff}}^\circ \to \mathbb{N} \) the length function of the Coxeter system. Inflate the map \( \ell^b \) to a length function \( \tilde{\ell}^b: W_{\text{aff}} \to \mathbb{N} \), for which \( \tilde{\Omega}^b \) is exactly the subset of elements of length equals to 0\(^8\):

\[
\tilde{\ell}^b(w) = \ell^b(w_{\text{aff}}) \text{ if } w = w_{\text{aff}}u \text{ with } w_{\text{aff}} \in W_{\text{aff}}^b, u \in \tilde{\Omega}^b.
\]

Furthermore, we consider the Chevalley–Bruhat (partial) order \( \leq^b \) on \( W_{\text{aff}}^b \). Now extend this order to \( \tilde{W}^b \) as follows: we say \( (w_1, u_1) \leq^b (w_2, u_2) \in W_{\text{aff}}^b \times \tilde{\Omega}^b \) if and only if \( w_1 \leq w_2 \) and \( \lambda_1 = \lambda_2 \). 
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\(^8\)Equivalently, the length of an element in \( w \in \tilde{W} \) is the number of walls between the fixed alcove \( a \) and the alcove \( w(a) \).

\(^9\)Let \( (W, \mathcal{S}) \) be a Coxeter system and define a partial order on \( W \) as follows: Fix a reduced word \( w = s_1s_2 \ldots s_k \). We say \( v \leq w \) if and only if there is a reduced subword \( s_i s_{i+1} \ldots s_j = v \) such that \( 1 \leq i_1 < i_2 < \cdots < i_j \leq k \).
Remark 3.7.1. Thanks to Remark 3.3.4, the projection \( \square^\flat : \wtilde{W} \to \wtilde{W}^\flat \) preserves the length and the Chevalley–Bruhat order and we may and will write \( \ell^\flat \) (resp. \( \leq^\flat \)) simply as \( \ell \) (resp. \( \leq \)).

Remark 3.7.2. The Chevalley–Bruhat ordering of \((W^\text{aff}_\flat, S^\flat)\) can be defined in several ways, their equivalence is established in [Deo77]. One interesting equivalent definition is: For \( w, w' \in W^\text{aff}_\flat \), \( w \leq w' \) if there exists \( \alpha_1 \cdots \alpha_k \in \Phi^+ \) such that (i) \( w' = ws_{\alpha_1} \cdots s_{\alpha_k} \) and (ii) \( ws_{\alpha_1} \cdots s_{\alpha_{j-1}}(\alpha_j) \in \Phi^+ \) for all \( 1 \leq j \leq k \).

Lemma 3.7.3. For any \( w \in \wtilde{W}^\flat \) and \( s \in S^\flat \) we have

\[
\hat{P}^\flat s P^\flat wP^\flat = \begin{cases} 
\hat{P}^\flat swP^\flat, & \text{if } w < sw \quad (\ell(sw) = \ell(w) + 1), \\
\hat{P}^\flat wP^\flat \sqcup \hat{P}^\flat swP^\flat, & \text{if } sw < w \quad (\ell(sw) = \ell(w) - 1).
\end{cases}
\]

Proof. Since the quadruplet \((G^\flat_1, P^\flat, N^\flat_1, S^\flat)\) is a Tits system, it verifies the axioms listed below Corollary 3.1.2. Therefore, for any \( w \in W^\text{aff}_\flat \) and \( s \in S^\flat \)

\[
\hat{P}^\flat s P^\flat wP^\flat = \begin{cases} 
\hat{P}^\flat swP^\flat, & \text{if } w < sw, \\
\hat{P}^\flat wP^\flat \sqcup \hat{P}^\flat swP^\flat, & \text{if } sw < w.
\end{cases}
\]

To finish the proof, recall that elements of \( \wtilde{\Omega}^\flat \) are of zero length and their lifts in \( N^\flat_1 \) normalizes \( \hat{P}^\flat \), therefore for any triplet \((s, w^\text{aff}, u) \in S^\flat \times W^\text{aff}_\flat \times \wtilde{\Omega}^\flat \), we have \( \hat{P}^\flat s P^\flat wP^\flat = \hat{P}^\flat s P^\flat w^\text{aff}P^\flat u \), which completes the proof. \( \square \)

Remark 3.7.4. The first equality in the lemma above can be easily generalized: for any \( w, w' \in \wtilde{W}^\flat \)

\[
P^\flat wP^\flat w'P^\flat = P^\flat w w'P^\flat, \quad \text{if and only if } \ell(ww') = \ell(w) + \ell(w'). \quad \square
\]

Let us end this section with the following results, they will be needed later. 3.7.6.

Corollary 3.7.5. Let \( x, y \in \wtilde{W}^\flat \) then

\[
P^\flat xP^\flat yP^\flat \subset \bigcup_{z \leq y} P^\flat xzP^\flat \quad \text{and} \quad P^\flat xP^\flat yP^\flat \subset \bigcup_{z \leq x} P^\flat zyP^\flat.
\]

Proof. One argues by induction on the size of a minimal word for \( y \). Let \( y = s_1 \in S^\flat \), we have

\[
\hat{P}^\flat xP^\flat s_1P^\flat = \begin{cases} 
\hat{P}^\flat x s_1P^\flat, & \text{if } x < x s_1, \\
\hat{P}^\flat xP^\flat \sqcup \hat{P}^\flat x s_1P^\flat, & \text{if } x s_1 < x.
\end{cases}
\]

So it suffices to take \( z \in \{y\} \) if \( x < x s_1 \) and \( z \in \{s_1y, y\} \) if \( x s_1 < x \). Let \( y = s_1 \cdots s_r \) a reduced word for \( y \). Put \( y' = \prod_{i=2}^{r} s_iP^\flat \), we then have

\[
P^\flat xP^\flat yP^\flat = P^\flat xP^\flat s_1P^\flat y'P^\flat \quad \text{Lemma 3.7.3} \quad P^\flat xP^\flat s_1P^\flat y'P^\flat \subset \bigcup_{z \leq y} P^\flat xzP^\flat \quad \text{and} \quad P^\flat xP^\flat yP^\flat \subset \bigcup_{z \leq y} P^\flat xzP^\flat \quad \text{if } x s_1 < x.
\]

where the last inclusion is just the recursion hypothesis. Now if \( z \leq y' \) then clearly \( z < y \) and \( s_1z \leq y \), hence in both cases we have \( P^\flat xP^\flat yP^\flat \subset \bigcup_{z \leq y} P^\flat xzP^\flat \) for any \( x \in \wtilde{W}^\flat \) and \( y \in W^\text{aff}_\flat \).
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Now to extend this fact to any $y \in \tilde{W}^\flat$, write $y = y_{\text{aff}}u \in W_{\text{aff}}^\flat \times \Omega^\flat$. Because any lift of $u$ in $N_\alpha^\flat$ normalizes $I^\flat$ one has

$$I^\flat x I^\flat y_{\text{aff}}u I^\flat = I^\flat x I^\flat y_{\text{aff}} I^\flat u \subset \bigsqcup_{z \leq y_{\text{aff}}} I^\flat x z I^\flat u = \bigsqcup_{z \leq y_{\text{aff}}} I^\flat x z u I^\flat \subset \bigsqcup_{z' \leq y} I^\flat x z' I^\flat.$$ 

This conclude the proof of the first inclusion, from which the second inclusion follows readily by upon applying the inverse map $w \mapsto w^{-1}$.

**Corollary 3.7.6.** Let $x, y \in \tilde{W}^\flat$. If $U^+ x \cap I^\flat y I^\flat \neq \emptyset$ then $x \leq y$ in the Chevalley–Bruhat order.

**Proof.** The proof resembles the proof of the claim in [HKP10, Lemma 1.6.1]. Let $x, y \in \tilde{W}^\flat$ such that $U^+ x \cap I^\flat y I^\flat \neq \emptyset$. There exist then $u \in U^+$ such that $ux \in I^\flat y I^\flat$. Choose any $m \in M^-$ such that $mu m^{-1} \in U^+ \cap I^\flat$. Therefore,

$$I^\flat mx I^\flat = I^\flat m u x I^\flat = I^\flat m u y I^\flat I^\flat p \subset I^\flat m I^\flat y I^\flat.$$ 

Given Corollary 3.7.5, this shows $I^\flat mx I^\flat \subset \bigsqcup_{z \leq y} I^\flat mz I^\flat$, and consequently $x \leq y$.

### 3.8 Volumes and $q$-powers

**Lemma 3.8.1.** Let $F \subset \mathcal{A}$ be any facet. For any $n \in N$, we have $q_{F,n} := [K_F n K_F : K_F] = [K_F^\flat n K_F^\flat : K_F^\flat]$.

**Proof.** This is a generalization of [Ros15, Proposition 4.2.3], in which a similar statement is proved when $n \in W$, $M^\flat = M^1$ and $F = a$. Here, we present a different argument:

Using Lemma 3.1.1, note that $K_F^\flat n K_F^\flat = K_F n K_F^\flat$, the map $K_F \to K_F^\flat n K_F^\flat / K_F^\flat$, given by $x \mapsto xnK_F^\flat$ is then clearly surjective. Two elements $x, y \in K_F$ give the same image if and only if $xn \in ynK_F^\flat = \bigsqcup_{m \in M^\flat / M^1} ymnK_F$, if and only if there exists $m \in M^\flat$ such that $n^{-1} y^{-1} xn \in mK_F$.

Given that $K_F \subset \ker \kappa_G$, we see that $\kappa_G(m) = \kappa_G(n^{-1} y^{-1} xn) = 1$, i.e. $m \in G_1 \cap M^1 = M_1$ (Lemma 2.8.11). This shows that $K_F n K_F / K_F \cong K_F / K_F n K_F^{-1} \cap K_F \simeq K_F^\flat n K_F^\flat / K_F^\flat$.

**Lemma 3.8.2.** Let $w = s_1 \cdot \cdot \cdot s_r \in \tilde{W}^\flat$ be a reduced word for $w$. Then, $q_w := q_{a,w} = \prod_{i=1}^r q_{a,s_i}$. Moreover, $q_w$ is a power of $q$ for any $w \in \tilde{W}^\flat$.

**Proof.** Let $s \in S^\flat$ and $w \in \tilde{W}^\flat$ such that $\ell(sw) = \ell(w) + 1$. By Lemma 3.7.3, we know that $P^w P^s = P^w P^s P^w P^s$. By assumption, $s \neq w$, hence $P^w P^s \cap P^w P^s \neq \emptyset$ and accordingly $q_{sw} = q_{sw}$. Therefore, the equality $q_w := q_{a,w} = \prod_{i=1}^r q_{a,s_i}$ follows by induction on the length $r$ of $w$. Consequently, to show that $q_w$ is a power of $q$ it suffices to show the claim for all elements of $S$.

For any $s \in S$ (corresponding to the affine root $\alpha_s \in \Sigma_{\text{aff}}$) we have, as in the proof of [Mac71, Lemma 2.7.4]

$$I s I / I \cong U_{\alpha_s} s I / I$$

[Mac71, Lemma 2.6.7 (1)]

$$\cong U_{\alpha_s} s / U_{\alpha_s} \cap I(w(s) - a)$$

$$\cong U_{\alpha_s} s / U_{\alpha_s + 1}$$

[Mac71, Lemma 2.6.5].

This completes the proof of the lemma since the size of the last quotient is a power of $q$.

**Lemma 3.8.3.** For any $n \in N$, we have a bijection

$$U^+ I \cap n I n^{-1} I / I \cong \prod_{\Phi \subset \Phi^+} U_{\alpha + f_{\nu(n) - a}(\alpha)} / U_{\alpha + \max(0, f_{\nu(n) - a}(\alpha))}.$$
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for any fixed ordering \( \preceq \) of \( \Phi^\pm \). In particular, \(|U^+ I \cap nI n^{-1} I|\) is a power of \( q \).

**Proof.** Write \( nI n^{-1} = I_{\nu(n)} a \). Using Corollary 3.1.4, we have
\[
U^+ I \cap I_{\nu(n)} a I = (U^+ M_1 I^- \cap I_{\nu(N)} a I) I = I_{\nu(N)} a I.
\]
This equality yields the bijection \( I_{\nu(N)} a I / I \cong I_{\nu(N)} a / I_{\nu(N)} a \cap I^+ \).

By Corollary 3.1.4 again together with (d) and (e) of Proposition 2.4.5, we have
\[
I_{\nu(N)} a I / I \cong \prod_{\Phi_{red} \cap \Phi^+} U_{\alpha + f_{\nu(n)} a (\alpha)} / U_{\alpha + \max (0, f_{\nu(n)} a (\alpha))}
\]
for any fixed ordering \( \preceq \) of \( \Phi^\pm \). Therefore, we get a bijection
\[
I_{\nu(N)} a I / I \cong \prod_{\Phi_{red} \cap \Phi^+} U_{\alpha + f_{\nu(n)} a (\alpha)} / U_{\alpha + \max (0, f_{\nu(n)} a (\alpha))}.
\]
This completes the proof of the lemma since the size of each quotient in the right product is a power of \( q \).

**Corollary 3.8.4.** Let \( n = m \cdot w \) for any \( (m, w) \in \Lambda^-_M \times W_{ao} \), we have \( U^+ I \cap nI n^{-1} I = I \).

**Proof.** This corollary follows readily using Lemma 3.6.1 and Lemma 3.6.2. We can also deduce it from Lemma 3.8.3: Let \( n = m \cdot w \) for any \( m \in \Lambda^-_M \) and any \( w \in W_{ao} \). By Remark 2.4.6, we have \( f_{\nu(n)} a (\alpha) = - \langle \nu(m), \alpha \rangle + f_{\nu} a (w^{-1} (\alpha)) \). In particular, if \( n \in \Lambda^-_M \cup W_{ao} \), then \( \langle \nu(m), \alpha \rangle \geq 0 \) for \( \alpha \in \Phi_{red} \cap \Phi^+ \) and \( n_{\alpha} \leq f_{\nu}(w^{-1}(\alpha)) \leq 0 \) then \( I_{\nu(N)} a \subset I \) and so \( U^+ I \cap I_{\nu(n)} a I = I \) by Lemma 3.8.3.

### 3.9 Double cosets decomposition

**Lemma 3.9.1.** Let \( F \) and \( F' \) be two facets of \( a \). For any \( w \in \widetilde{W}^b \) we have
\[
K^w F K^w F' = P^w W_F w W_{F'} P^w.
\]

We will be interested later in the particular case \( w = m \in \Lambda^-_M \) and \( F = F' \), for which we have
\[
K_F^m K_F = \sqcup_{(w_1, w_2) \in J_{m, F}} I_{w_1 m w_2 I}, \quad \text{where} \quad J_{m, F} \simeq W^m_F \setminus W^m_F \times W_F.
\]
Here, \( w \in W^m_F \) (the isotropy subgroup of \( m \) in \( W^m_F \)) acts on \( (w_1, w_2) \in W^m_F \times W_F \) as follow \( (w_1 w, w^{-1} w_2) \).

**Proof.** For \( w = m \in \Lambda^-_M \), the equality can easily be obtained by combining Proposition 3.4.1 and Lemma 3.6.2. However, here is an argument for a general \( w \in \widetilde{W}^b \). For any \( s_1, \ldots, s_x \in T^w_F \) and \( t_1, \ldots, t_y \in T^w_{F'} \), Lemma 3.7.5 shows
\[
P^w s_1 \cdots s_x P^w t_1 \cdots t_y P^w \subset P^w W_F w W_{F'} P^w.
\]
But \( W^w_F \) (resp. \( W^w_{F'} \)) is generated by \( T^w_F \) (resp. \( T^w_{F'} \)) and hence Lemma 3.5.1 yields \( K^w_F w K^w_{F'} \subset P^w W_F w W_{F'} P^w \). The opposite inclusion is obvious.

### 3.10 The modular function

Let \( \delta_B \) be the modular function on the fixed minimal parabolic \( B \) containing \( M \) given by the normalized absolute value of the determinant of the adjoint action on \( \text{Lie} U^+ \):
\[
\delta_B (m) := | \det (\text{Ad}(m) \text{Lie} U^+) |_F, \quad \forall m \in M
\]
where \( | \cdot |_F \) is the fixed normalized absolute value of \( F \).
LEMMA 3.10.1. Let $\Omega \subseteq A_{\text{ext}}$ be any bounded subset containing any alcove, then for any $m \in M^-$

$$[K_\Omega mK_\Omega : K_\Omega] = \delta_B(m)^{-1}.$$  

In particular, if $\Omega$ is an alcove $b$, then $q_m = [I_b m I_b : I_b] = \delta_B(m)^{-1}$ and so $q_{w(m)} = \delta_B(m)^{-1}$ for all $m \in M^-$. 

Proof. Consider the map $i_1 \mapsto i_1 mK_\Omega$ from the set $K_\Omega$ to $K_\Omega mK_\Omega/K_\Omega$. This yields a bijection

$$K_\Omega mK_\Omega/K_\Omega \cong K_\Omega/K_\Omega \cap mK_\Omega m^{-1}.$$  

Here, $K_\Omega \cap mK_\Omega m^{-1} = K_\Omega \cap K_\nu(m)(\Omega)$ is the $K_\Omega$-convex hull of $\Omega_m^\text{conv} = P(F^{m\mathbf{1}})_{\Omega_m^\text{conv}} \cap G_1$ the $G_1$-fixator of the

$$\Omega_\nu := \Omega \cup \nu(m)(\Omega).$$

Since $m \in M^-$, then $K_\Omega \cap mK_\Omega m^{-1} = U_\Omega^m m U_\Omega^m$ and so

$$[K_\Omega : K_\Omega \cap mK_\Omega m^{-1}] = [U_\Omega^m : m U_\Omega^m] = \delta_B^{-1}(m).$$

For the last statement, it suffices to observe that $q_{w(m)} = q_{x, w^{-1}(a)} = \delta_B(m)^{-1}$ for any $m \in M^-$. 

REMARK 3.10.2. A similar proof of [Mac71, Proposition 3.2.15] shows that for any $m \in \Lambda_M$ we have

$$q_{a_0, m} = [K mK : K] = \delta_B(m)^{-1} \sum_{w \in W_{a_0}} q_w^{-1} \sum_{w \in W_{a_0}} q_w$$

where, $W_{a_0}$ is the isotropy group of $m$ in $W_{a_0}$.

3.11 Relative Hecke algebras

For any ring $R$, set $C_c(G, R)$ for the $R$-module of locally constant and compactly supported functions $f : G \rightarrow R$. Let $H$ be any open compact subgroup of $G$. The group $G$ has a unique left invariant measure $\mu_H$ normalized by $H$ on $Q$ [Vig96, §2.4]:

$$C_c(G, Q) \rightarrow Q, \quad f \mapsto \int_G f(g) d\mu_H(g) \text{ such that } \int_G 1_H(g) d\mu_H(g) = 1.$$  

The vector space $C_c(G, Q)$ acquire the structure of a $Q$-algebra without a unit, when endowed with the convolution product with respect to $\mu_H$:

$$f \ast_H f' : x \mapsto \int_G f(g)f'(g^{-1}x) d\mu_H(g) \quad (f, f' \in C_c(G, Q)).$$

REMARK 3.11.1. The above expression of the convolution can be rewritten

$$f \ast_H f'(x) = \int_G f(xg)f'(g^{-1}) d\mu_H(g).$$

This shows that for $f, f' \in C_c(G, Q)$, if $f$ is $X$-invariant on the left and $f'$ is $Y$-invariant on the right, then $f \ast_H f'$ is $X$-invariant on the left and $Y$-invariant on the right.

The group $G$ acts on the underlying $Q$-vector space of this algebra by translation, on the left and on the right as follows:

$$(G \times G) \times C_c(G, Q) \rightarrow C_c(G, Q)$$

$$((g, g'), f) \mapsto ((g, g') \cdot f : x \mapsto f(g^{-1}xg')).$$
Lemma 3.11.2. Let $X, Y$ be two open compact subgroups of $G$. For any $g, h \in G$, one has

(i) \[1_{gY} *_{H} 1_{hx} = |Y \cap hXh^{-1}|_H 1_{gYhX}\]

(ii) \[1_{gY} *_{H} 1_{hx} = \frac{|Y \cap X|_H}{|X \cap hXh^{-1}|_H} 1_{gYX} *_{H} 1_{hx},\]

where, the notation $|\square|_H$ denotes the volume of $\square$ with respect to the measure $\mu_H$.

Proof. (i) Observe that the function
\[
1_{gY} *_{H} 1_{hx}(a) = \int_G 1_{gY}(b)1_{hx}(b^{-1}a)d\mu_H(b),
\]
can only be nonzero on the set $gYhX$. Let $a \in gYhX$ and write it as $a = gYhx$, thus
\[
1_{gY} *_{H} 1_{hx}(a) = |gY \cap gYhxXh^{-1}|_H = |Y \cap hXh^{-1}|_H.
\]
where, the third equality holds by left invariance of $\mu_H$. For (ii), we have
\[
1_{gY} *_{H} 1_{hx} = \frac{1}{|X \cap hXh^{-1}|_H} (1_{gY} *_{H} 1_{x}) *_{H} 1_{hx} = \frac{|Y \cap X|_H}{|X \cap hXh^{-1}|_H} 1_{gYX} *_{H} 1_{hx}. \}
\]

Example 3.11.3. For $g, g' \in G$, write $Hg'H$ as disjoint union $\sqcup h'h'g'H$, then by lemma above:

\[
1_{gH} *_{H} 1_{Hg'H} = 1_{gHg'H} = 1_{\sqcup h'h'g'H} = \sum_{h'} 1_{gh'h'}.
\]

If also $HgH = \sqcup hghH$, then $1_{HgH} *_{H} 1_{Hg'H} = (\sum h 1_{hgH}) *_{H} 1_{Hg'H} = \sum_{h'} 1_{gh'h'}.\]

Now, we associate to the pair $(G, H)$ different $\mathbb{Z}$-modules.

Definition 3.11.4. For any commutative ring $A$, we define $\mathcal{C}_c(G/H, A)$ to be the $A$-module of compactly supported functions $f: G \to A$ that are $H$-invariant on the right. It has the following canonical basis $\{1_{gH}: g \in G/H\}$. In addition, the group left action of $G$ on $\mathcal{C}_c(G, \mathbb{Q})$ as defined above, restricts to a left action on $\mathcal{C}_c(G/H, \mathbb{Q})$. We also define $\mathcal{H}_c(G \sslash H, A) \subset \mathcal{C}_c(G/H, A)$ to be the $A$-algebra\(^{10}\) of functions $f: G \to A$, that are also $H$-invariant on the left. We call $\mathcal{H}_c(G \sslash H, A)$ the Hecke algebra relative to $H$ with values in $A$ and denote $\mathcal{H}_H(A)$. We have $\mathcal{H}_H(A) = \mathcal{H}_H(\mathbb{Z}) \otimes_{\mathbb{Z}} A$.

The Hecke algebra $\mathcal{H}_H(\mathbb{Z})$ is a free $\mathbb{Z}$-module, it has the canonical basis $\{1_{HgH}: g \in HgH\}$.

Example 3.11.5. According to Proposition 3.4.1, for any facet $F \subset A$, the Hecke algebra $\mathcal{H}_{K_F^\flat}(\mathbb{Z})$ has the following canonical $\mathbb{Z}$-basis

\[
\{1_{K_F^\flat wK_F^\flat} \text{ for } w \in W_F^a \setminus \widehat{W}^b / W_F^a \}.
\]

When $F = \{a_o\}$, $\mathcal{H}_{K^\flat}(\mathbb{Z})$ will be called the $b$-special–Hecke algebra. By Lemma 3.4.3, one has $\Lambda_M^{-b} \cong W_{a_o}^b \setminus \widehat{W}^b / W_{a_o}^b$, so one can exhibit a natural $\mathbb{Z}$-basis for $\mathcal{H}_{K^\flat}(\mathbb{Z})$ as follows $\{h_m^b := 1_{K^\flat mK_F^\flat} \text{ for } m \in \Lambda_M^{-b}\}$. When $F = a$, $\mathcal{H}_F(\mathbb{Z})$ is called the $b$-Iwahori–Hecke algebra and the following set forms a $\mathbb{Z}$-basis $\{v_w^b := 1_{P_{a}P_{a}^\flat} \text{ for } w \in \widehat{W}^b\}$.

When we are in the case $M^b = M_1$, we systematically omit the prefix $b$ in all of the above nomenclatures and notations.

\(^{10}\)By Remark 3.11.1 and Example 3.11.3, we see that $\mathcal{H}_H(A) := \mathcal{C}_c(G \sslash H, \mathbb{Z}) \subset \mathcal{C}_c(G \sslash H, \mathbb{Q})$ is stable under $*_{H}$. 
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Let $End_{\mathbb{Z}[G]}C_c(G/H, \mathbb{Z})$ denote the ring of $G$-equivariant endomorphisms of $C_c(G/H, \mathbb{Z})$.

**Proposition 3.11.6.** The following map is an isomorphism of rings\textsuperscript{11}:

\[
\mathcal{H}_H(\mathbb{Z}) \xrightarrow{\simeq} End_{\mathbb{Z}[G]}C_c(G/H, \mathbb{Z})^{\text{opp}}
\]

\[
h \longmapsto e_h: f \mapsto f \ast_H h,
\]

**Proof.** We first prove that the above map is an isomorphism of $\mathbb{Z}$-modules. The injectivity being clear, we prove surjectivity. Any $G$-equivariant endomorphism $e$ of $C_c(G/H, \mathbb{Z})$ is uniquely defined by $e(1_H)$. Since $1_H$ is $H$-invariant on the left, $e(1_H)$ must also be $H$-invariant on the left. This shows that $e$ is the image of the Hecke element $e(1_H)$.

Finally, for any $h_1, h_2 \in \mathcal{H}_H(\mathbb{Z})$, we clearly have

\[
e_{h_1 \ast_H h_2}(1_H) = e_{h_2} \circ e_{h_1}(1_H)
\]

As we previously said, elements of $End_{\mathbb{Z}[G]}C_c(G/H, \mathbb{Z})$ are uniquely determined by the image they give to $1_H$, this shows that $e_{h_1 \ast_H h_2} = e_{h_2} \circ e_{h_1}$ and ends the proof of the lemma.

**Remark 3.11.7.** The map

\[
\mathcal{H}_H(\mathbb{Z}) \xrightarrow{\simeq} \mathcal{H}_H(\mathbb{Z})
\]

\[
h \longmapsto h^\vee: g \mapsto h(g^{-1}),
\]

is an involution and for any $h_1, h_2 \in \mathcal{H}_H(\mathbb{Z})$ we have $(h_1 \ast_H h_2)^\vee = h_2^\vee \ast_H h_1^\vee$.

The following lemma is meant to clarify the multiplicative structure of the algebra $\mathcal{H}_H(\mathbb{Z})$.

**Lemma 3.11.8.** For $g, g' \in G$, we have

\[
1_{HgH} \ast_H 1_{Hg'H} = \sum_{g'' \in C_{g,g'}} c^H(g, g', g'') 1_{Hg''H}, \quad c^H(g, g', g'') := \left| HgH \cap g''Hg'^{-1}H \right|_H
\]

where, $C_{g,g'}$ denotes a set of representatives for $H \backslash HgHg'H/H$.

**Proof.** First, we know that the function $1_{HgH} \ast_H 1_{Hg'H}$ is $H$-biinvariant (Remark 3.11.1), therefore, using the canonical basis of $\mathcal{H}_H(\mathbb{Z})$, it can be written as follows

\[
1_{HgH} \ast_H 1_{Hg'H} = \sum_{g'' \in C_{g,g'}} c^H(g, g', g'') 1_{Hg''H}, \quad c^H(g, g', g'') \in \mathbb{Z}_{\geq 0}
\]

for some finite set $C_{g,g'}$ and integral coefficients $c^H(g, g', g'') \neq 0$, for each $g'' \in C_{g,g'}$.

Secondly, the integral defining $1_{HgH} \ast_H 1_{Hg'H}(a)$ is nonzero only if $a \in HgHg'H$. Therefore, if $Hg''H \subset HgHg'H$, we have $c^H(g, g', g'') = 1_{HgH} \ast_H 1_{Hg'H}(g'') = \left| HgH \cap g''Hg'^{-1}H \right|_H \in \mathbb{Z}_{\geq 0}$. For each double coset $Hg''H \subset HgHg'H$, write $g'' = gh''g'$ for some $h'' \in H$, thus

\[
c^H(g, g', g'') = \left| HgH \cap gh''g'Hg'^{-1}H \right|_H \geq \left| gH \right|_H = 1.
\]

This shows that $C_{g,g'}$ is indeed a set of representatives for $H \backslash HgHg'H/H$. \qed

\textsuperscript{11}the superscript $\text{opp}$ indicates the opposite ring
A tale of parahoric–Hecke algebras, Bernstein and Satake homomorphisms.

Remark 3.11.9. For any $g,g' \in G$, we have

\[
\int_G 1_{HgH} \ast H \cdot 1_{Hg'H}(a) d\mu_H(a) = \int_G \left( \int_G 1_{Hg'H}(b^{-1}a)d\mu_H(a) \right) 1_{HgH}(b)d\mu_H(b) = |Hg'H|_H \int_G 1_{HgH}(b)d\mu_H(b) = |HgH|_H |Hg'H|_H.
\]

This shows that the linear functional $d_H: \mathcal{H}_H(\mathbb{Z}) \longrightarrow \mathbb{Z}$, defined on the canonical basis elements by $1_{HgH} \longmapsto |HgH|_H$, is an homomorphism of rings. Consequently,

\[
1_{HgH} \in \mathcal{H}_H(\mathbb{Z})^\times \iff d_H(1_{HgH}) = 1 \iff g \in N_G(H).
\]

Remark 3.11.10. Let $\Omega \subset \mathcal{A}_{ext}$ be any bounded subset containing the alcove $a$. Proposition 2.8.9 shows that the product map yields an isomorphism $U^-_\Omega \times M_1 \times U^+_\Omega \sim \to K_\Omega$.

For any $m_1, m_2 \in M^-$, applying Lemma 3.6.2 shows that $K_\Omega m_1 K_\Omega m_2 K_\Omega = K_\Omega m_1 m_2 K_\Omega$ and $K_\Omega m_1 K_\Omega \cap m_1 m_2 K_\Omega m_2^{-1} K_\Omega = m_1 K_\Omega$. Accordingly, by Lemma 3.11.8, we have

\[
1_{K_\Omega m_1 K_\Omega} *_{K_\Omega} 1_{K_\Omega m_2 K_\Omega} = 1_{K_\Omega m_1 m_2 K_\Omega}.
\]

Therefore, we get an homomorphism of rings $\mathbb{Z}[\Lambda^+_{M}] \longrightarrow \mathcal{H}_{K_\Omega}(\mathbb{Z})$ with commutative image.

Lemma 3.11.11. Let $H' \subset H$ be two open compact subgroups of $G$ (e.g. $H' = I$ and $H = K$). For any ring $R$ in which $[H : H']$ is invertible, we have a natural isomorphism of algebras

\[
(\mathcal{H}_H(R), +, \ast_H) \sim \to (e_H \ast_{H'} \mathcal{H}_H(R) \ast_{H'} e_H, +, \ast_{H'}) \quad h \longmapsto |H|_{H'}^{-1} h.
\]

where $e_H := |H|_{H'}^{-1} 1_H$ is an idempotent of the relative Hecke algebra $\mathcal{H}_H(R)$.

Proof. This is clear. \qed

3.12 "Averaging" maps are homomorphisms

Lemma 3.12.1. Let $F \subset \mathcal{A}$ be any facet. For any $w \in N$, we have

\[
1_{K_F^w K_F} = 1_{K_F w K_F} *_{K_F} 1_{K_F} = 1_{K_F} *_{K_F} 1_{K_F w K_F} = 1_{K_F w K_F} = \sum_{m \in M^+ / M_1} 1_{K_F w m K_F}.
\]

In particular, $1_{K_F} \in \mathbb{Z}(\mathcal{H}_{K_F}(\mathbb{Z}))$.

Proof. Using Lemma 3.11.2, one shows that for any $w \in N$

\[
|K_F \cap w K_F w^{-1}| K_F 1_{K_F w K_F} = |K_F \cap w K_F w^{-1}| K_F 1_{K_F w K_F} *_{K_F} 1_{K_F}.
\]

Note that $K_F \cap w K_F w^{-1} \subset G_1$, hence it equals $K_F \cap w(K_F^w \cap G_1) w^{-1} = K_F \cap w K_F w^{-1}$. So $1_{K_F w K_F} *_{K_F} 1_{K_F} = 1_{K_F w K_F}$. By Lemma 3.1.1, we have $K_F w K_F^w = K_F^w w K_F$, hence

\[
1_{K_F w K_F^w} = 1_{K_F^w w K_F} = 1_{K_F^w} *_{K_F} 1_{K_F w K_F}.
\]

Finally, since $M^+$ normalizes $K_F$ and $K_F^w = \bigsqcup_{m \in M^+ / M_1} m K_F$, one has $\sum_{m \in M^+ / M_1} 1_{K_F w m K_F} = 1_{K_F w K_F^w}$. \qed

Corollary 3.12.2. The "averaging" map $\iota^w : \mathcal{H}_{K_F}(\mathbb{Z}) \to \mathcal{H}_{K_F}(\mathbb{Z})$ defined on basis elements by

\[
1_{K_F w K_F} \mapsto 1_{K_F^w w K_F^w}
\]

is a surjective homomorphism of algebras.
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Proof. Clearly it is a surjective morphism of \( \mathbb{Z} \)-modules. It suffices then to verify that \( \iota \) respects the algebra structure. For any two elements \( w, w' \in N \), Lemma 3.12.1 shows

\[
\iota (1_{K_p} w K_p * K_p 1_{K_p} w' K_p) = 1_{K_p} w K_p * K_p 1_{K_p} w' K_p * K_p 1_{K_p} \frac{M^p}{M_1} \iota K_p
\]

\[
= 1_{K_p} w K_p * K_p 1_{K_p} w' K_p
\]

3.13 Iwahori–Matsumoto presentation and other properties

Recall that \( S \subset N_1/M_1 \) corresponds to the set of orthogonal reflections with respect to the walls of the fixed alcove \( \alpha \) (Using the identification \( N_1/M_1 \simeq \text{W}_{\text{aff}} \)).

THEOREM 3.13.1 The Iwahori–Matsumoto Presentation. The Iwahori–Hecke ring \( \mathcal{H}_{I_p}(\mathbb{Z}) \) is the free \( \mathbb{Z} \)-module with basis \( (i_s^p)_{w \in \mathbb{W}} \) endowed with the unique ring structure satisfying

- The braid relations: \( i_s^p * i_w^p = i_w^p i_s^p \) if \( w, w' \in \mathbb{W} \) such that \( \ell(w) + \ell(w') = \ell(w w') \).
- The quadratic relations: \( (i_s^p)^2 = q_s i_s^1 + (q_s - 1) i_s^0 \) if \( s \in S \).

This is a very known result, at least for Iwahori–Hecke attached to extended affine Weyl groups. See for example [Gar97, §6.3], [GP00], [CR62], [Car93]. For the general case, it was showed in [Vig16, Theorem 2.1] for \( Z \)-coefficients or [Ros15, Proposition 4.1.1] for \( C \)-coefficients. However, since we have enough ingredients, we prove here using a slightly different argument:

Proof. (i) The Braid relation: Let \( w, w' \in \mathbb{W} \) such that \( \ell(w) + \ell(w') = \ell(w w') \), then by Remark 3.7.4 together with Remark 3.11.8 we obtain that \( i_w^p * i_w^p = c^p \) \( (w, w', w w') \) \( i_w^p \), where \( c^p = |P w P \cap w w' P|^{-1} \) \( P \). Combining Remark 3.11.9 and Remark 3.7.4 again shows that \( c^p \) \( (w, w', w w') \) must be 1.

(ii) For the quadratic relations one has by Lemma 3.7.3 \( P s^p s^0 P = P^0 \cup P s^0 P \) for any \( s \in S \). Thus, \( (i_s^p)^2 = c^p (s, s, 1) i_s^1 + c^p (s, s, s) i_s^0 \), where \( c^p (s, s, 1) = |P s^0 P|^{-1} = q_s \) and \( c^p (s, s, s) = |P s^0 P \cap s^0 P|^{-1} \) by Remark 3.11.8.

Clearly \( s^0 P s^0 P = P^0 \cup P s^0 P \), thus \( s^0 P s^0 P \cap P^0 = s^0 P \), but since \( P \cap P s^0 P = \emptyset \) we must have \( P s^0 P \cap s^0 P s^0 P = s^0 P s^0 P \), hence \( |P s^0 P \cap s^0 P s^0 P|^{-1} = |P s^0 P|^{-1} = q_s - 1 \).

\[\square\]

LEMMA 3.13.2. For any \( w, w' \in \mathbb{W} \), we have

\[i_w^p * i_w^p = i_w^p \iff P w w' P = P w P w' P \iff \ell(w) + \ell(w') = \ell(w w') \iff q_w q_{w'} = q_{w w'}\]

Proof. The first two equivalences can be easily deduced using Remark 3.7.4 and Lemma 3.11.8.

Let us prove the last one. If \( i_w^p * i_w^p = i_w^p \), Remark 3.11.9 implies that \( q_w q_{w'} = q_{w w'} \). Now, assume that \( q_w q_{w'} = q_{w w'} \), then by Remark 3.11.9 again and Lemma 3.11.8

\[(c^p (w, w', w w') - 1) \int_G i_{w w'}^p(a) d\mu_P(a) + \sum_{w'' \in C(w, w') \setminus \{w w''\}} c^p (w, w', w'') \int_G i_{w w''}^p(a) d\mu_P(a) = 0.\]

As we saw in the proof of Theorem 3.13.1, we have \( c^p (w, w', w w') = 1 \). Accordingly,

\[\sum_{w'' \in C(w, w') \setminus \{w w''\}} c^p (w, w', w'') \int_G i_{w w''}^p(a) d\mu_P(a) = 0.\]
But if \( \{ww'\} \subset C_{w,w'} \), then all \( i^P_w(w, w', w'') = |P_wP \cap w''Pw'^{-1}P|_p \geq 1 \). This cannot be possible, unless \( C_{w,w'} = \{ww'\} \), i.e. \( I_I w w' P = P w P w' P \), i.e. \( i^P_w \star_P i^P_w = i^P_{ww'} \). This concludes the proof of the lemma. 

The above Iwahori–Matsumoto presentation yields the following consequences:

**Corollary 3.13.3.** (i) For any \( w, w' \in \widetilde{W}^p \), if \( \ell(w) + \ell(w') = \ell(ww') \) then \( I_{w^{-1}(a)} I \cap I_{w'(a)} I = (I_{w^{-1}(a)} I \cap I_{w'(a)} I) I = I \).

(ii) The \( \mathbb{Z} \)-linear map \( z \mapsto \hat{i}_z^p \) embeds the group algebra \( \mathbb{Z}[\bar{\Omega}^p] \) into \( \mathcal{H}_P(\mathbb{Z}) \).

(iii) For all \( w \in W^p_{aff} \) and \( z \in \bar{\Omega}^p \), one has \( i^p_w \hat{i}_z^p = \hat{i}_z^p i^p_{w^{-1}wz} \).

(iv) Let \( w \in W^p_{aff} \) and \( w = s_1 s_2 \cdots s_{\ell(w)} \) a reduced expression. Using Lemma 3.7.3, one has

\[
q_w = q_s q_s \cdots q_s q_{s_{\ell(w)}}.
\]

(v) Let \( w = w_{aff} \cdot z \in \widetilde{W}^p \) with \( w_{aff} = s_1 \cdots s_{\ell(w)} \) a reduced word in \( W^p_{aff} \) and \( z \in \bar{\Omega}^p \), we have

\[
(i^p_w)^{-1} = i^p_{\ell(w)}(i^p_{\ell(w)})^{-1} = q_w^{-1} i^p_{\ell(w)}^{-1} (i^p_{s_{\ell(w)}} q_{s_{\ell(w)}} + 1) \cdots (i^p_{s_1} q_{s_1} + 1).
\]

which lives in \( \mathcal{H}_P(\mathbb{Z}[q^{-1}]) \) given Lemma 3.8.2.

(vi) If we do not include \( q^{-1} \) in the coefficients ring, we still have

\[
i^p_w(i^p_w)^* = (i^p_w)^* i^p_w = q_w, \quad \text{in } \mathcal{H}_P(\mathbb{Z}),
\]

where, \((i^p_w)^* := (i^p_{s_{\ell(w)}} - q_{s_{\ell(w)}} + 1) \cdots (i^p_{s_1} - q_{s_1} + 1)\).

(vii) For any \( s \in S^p \), set \( \mathcal{P}^l_s := \{ w \in \widetilde{W}^p : w < sw, i.e. \ell(sw) = \ell(w) + 1 \} \) and \( \mathcal{P}^r_s := \{ w \in \widetilde{W}^p : w > sw, i.e. \ell(ws) = \ell(w) - 1 \} \) then \( (\mathcal{P}^l_s)^{-1} = \mathcal{P}^r_s \) and \( W = \mathcal{P}^l_s \sqcup s\mathcal{P}^l_s = \mathcal{P}^r_s \sqcup s\mathcal{P}^r_s \) [Bou68, Ch. IV, §1.7]. For any \( s \in S^p \) and any \( w \in \widetilde{W}^p \), we have

\[
i^p_s \star_P i^p_w = \begin{cases} i^p_{ws}, & \text{if } w \in \mathcal{P}^l_s, \\ q_s i^p_{sw} + (q_s - 1) i^p_{ws}, & \text{if } w \in s\mathcal{P}^l_s, \\ i^p_{ws}, & \text{if } w \in \mathcal{P}^r_s, \\ q_s i^p_{sw} + (q_s - 1) i^p_{ws}, & \text{if } w \in s\mathcal{P}^r_s.
\end{cases}
\]

**Proof.** These properties follow readily from Theorem 3.13.1. 

**Proposition 3.13.4.** Set \( \mathcal{H}^{aff}_P(\mathbb{Z}) := \mathcal{H}(G^p_1 / \mathcal{I}^p, \mathbb{Z}) \) and let \( \mathcal{H}_P(\mathbb{Z}) \) be the subalgebra of functions supported on cosets of the form \( \sigma I^p \) for \( \sigma \in \bar{\Omega}^p \). We have an isomorphism of \( \mathbb{Z} \)-algebras

\[
\mathcal{H}_P(\mathbb{Z}) \cong \mathbb{Z}[\bar{\Omega}^p] \otimes \mathcal{H}^{aff}_P(\mathbb{Z})
\]

where, \( \otimes' \) indicates that the tensor modules is endowed with a ”twisted” multiplication: for any \( \sigma, \sigma' \in \bar{\Omega}^p \) and any \( w, w' \in \widetilde{W}^p \)

\[
(\sigma \otimes i^p_w)(\sigma' \otimes i^p_{w'}) = \sigma \sigma' \otimes i^p_{\sigma^{-1}_i \sigma' \star_P i^p_{ww'}}.
\]

**Proof.** This an immediate consequence of Proposition 3.13.1 and Lemma 3.3.1 together with (ii) and (iii) of Corollary 3.13.3.

**Remark 3.13.5.** The restriction of the surjective morphism (Corollary 3.12.2) of \( i^p : \mathcal{H}_I(\mathbb{Z}) \rightarrow \mathcal{H}_P(\mathbb{Z}) \) to \( \mathcal{H}^{aff}_I(\mathbb{Z}) \) is injective (Remark 3.3.4) and yields an isomorphism of algebras \( \mathcal{H}^{aff}_I(\mathbb{Z}) \cong \mathcal{H}^{aff}_P(\mathbb{Z}) \).
\[ H_{I^p}(\mathbb{Z}) \cong \mathbb{Z}[\bar{\Omega}] \otimes H_{I^p}^{aff}(\mathbb{Z}) \]

3.14 Root data

Recall that we have defined in §2.5 the root system \( \Sigma \) and that we have \( \Lambda_{aff}^\nu = \mathbb{Z}[\Sigma] \). Set \( \Sigma^p \subset \Lambda_{aff}^b \) for the subset corresponding to \( \Sigma \) under the isomorphism \( \Lambda_{aff} \cong \Lambda_{aff}^b \) (§3.1). We consider the root datum \( D_{aff}^b := (\Lambda_{aff}^b, \Sigma^{b,\nu}, \Lambda_{aff}^{b,\nu}, \Sigma^1, \Delta^{1,\nu}) \).

Define the free abelian group \( \Lambda_M^{1,\nu} := \{ x \in X_*(S) \otimes_{\mathbb{Z}} R : \langle x, \nu_M(\Lambda_M^1) \rangle_R \subset \mathbb{Z} \} \). We obtain in this way a perfect pairing \( \langle \cdot, \cdot \rangle : \Lambda_M^1 \times \Lambda_M^{1,\nu} \to \mathbb{Z} \) (§2.2). Therefore, we have in our hands another root datum

\[ D := (\Lambda_M^1, \Sigma^{1,\nu}, \Lambda_{aff}^{1,\nu}, \Sigma^1, \Delta^{1,\nu}). \]

In [Lus89, §3.2], Lusztig attaches to any quadruplet \( (D', W, v = ?, L) \) (where, \( D' \) is a root datum, \( W \) the extended affine group associated with \( D' \), \( v \) an indeterminate §3.2 in loc. cit. and \( L : W \to \mathbb{N} \) a function §3.1 in loc. cit. verifying an additivity condition) a Hecke algebra \( \mathcal{H}(D', W, v = ?, L) \) generated by elements \( \{ T_w : w \in W \} \), denoted by \( H \) in loc. cit.

Corollary 3.14.1. The map \( i_w \mapsto T_w \) yields two isomorphisms of Hecke algebras

\[ \mathcal{H}_{I^1}(\mathbb{Z}[q^{-1}]) \sim \mathcal{H}(D, \bar{W}_{aff}, v = q, L) \]

and

\[ \mathcal{H}_{I^1}(\mathbb{Z}[q^{-1}]) \sim \mathcal{H}(D_{aff}, W_{aff}, v = q, L) \]

where, \( L : W \to \mathbb{N}, w \mapsto -\frac{1}{2} \omega(q_w) \).

Proof. The corollary follows readily from the Iwahori–Matsumoto presentation in Theorem 3.13.1 and Remark 3.13.5, because \( \mathcal{H}(D', W, v = ?, L) \) is characterized precisely by the same Braid relation [Lus89, §2.1] and quadratic relations [Lus89, §3.2].

3.15 Properties of dominance \( \Lambda_M^b \)

Lemma 3.15.1. We have the following properties regarding \( \Lambda_M^b \):

1 - If \( m_1, m_2, \ldots, m_k \in \Lambda_M^b \), then there exists \( m_\circ \in \Lambda_M^{-b} \) such that \( m_\circ + m_i \in \Lambda_M^{-b} \) for all \( 1 \leq i \leq k \).

2 - If \( m_1, m_2 \in \Lambda_M^{-b} \), then \( \ell(m_1 + m_2) = \ell(m_1) + \ell(m_2) \).

For any \( w \in W \), we have:

3 - \( \ell(mw) = \ell(m) + \ell(w) \) if \( m \in \Lambda_M^{-b} \) and \( \ell(umw) = \ell(w) + \ell(m) \) if \( m \in \Lambda_M^{+b} \).

4 - \( \ell(w(m)) = \ell(wm^{-1}) = \ell(m) \) for all \( m \in \Lambda_M^b \).

Proof. These are well-known facts for extended affine Weyl groups, so in particular for \( \mathcal{H}_{I^1}(\mathbb{Z}[q^{-1}]) \). Accordingly, the lemma follows immediately because \( \square^b : \Lambda_M^b \to \Lambda_M^b \) is \( W \)-equivariant and preserves dominance and the length \( \ell \). See also [Ros15, Lemma 5.2.1]. However, for the reader’s convenience, let us show them using the ingredients we prepared so far:

1. Once we show it for \( k = 2 \) (which is obvious), take \( m_\circ = \sum m_{\circ,i} \) such that \( m_{\circ,i} + m_i \in \Lambda_M^{-b} \) and \( m_{\circ,i} \in \Lambda_M^{-b} \).

12 We will denote the operation on \( \Lambda_M \) additively.
2. If $m,m'$ are both antidominant then by Lemma 3.6.2 \( I^\ell m m' I^\ell = I^\ell m I^\ell m' I^\ell \), hence \( \ell (m m') = \ell (m) + \ell (m') \) by Lemma 3.13.2.

3. If $w \in W$, using this time both Lemma 3.6.2 and Lemma 3.6.1, we get \( I^\ell m w I^\ell = I^\ell m I^\ell w I^\ell \), hence \( \ell (m w) = \ell (m) + \ell (w) \) by Lemma 3.13.2.

4. Thanks to Remark 3.3.4, this follows from the extended affine case. \( \square \)

3.16 The Weyl dot-action

Set \( R^b_{\text{aff}} := \mathbb{Z}[\Lambda^b_{\text{aff}}] \subset R^b := \mathbb{Z}[\Lambda^b_M] \).

The map \( m M^p \mapsto 1_{m,M^p} \) yields a natural identification between \( R^b \) (resp. \( R^b_{\text{aff}} \)) and the Hecke algebra \( \mathcal{H}(M \sslash M^p, \mathbb{Z}) \) (resp. \( \mathcal{H}(M_{\text{aff}}^b \sslash M^p, \mathbb{Z}) \)). The action of the Weyl group on \( \Lambda^b_M \) extends linearly to an action on \( R^b \). For integrality reasons that will become clearer in the coming sections, we are interested in a variant of this action:

**Definition 3.16.1 Dot-action.** We define a twisted action of \( W \) on \( \mathcal{H}(M \sslash M^p, \mathbb{Z}[q^{-1}]) \), by

\[
\dot{w}(r) := m \mapsto \delta_B(m)^{1/2} \delta_B(w^{-1}(m))^{-1/2} r(w^{-1}(m)),
\]

for any \( w \in W \) and any \( r \in \mathcal{H}(M \sslash M^p, \mathbb{Z}[q^{-1}]) \). In particular, for any \( m \in M \),

\[
\dot{w}(1_{m,M^p}) = \delta_B(w(m))^{1/2} \delta_B(m)^{-1/2} 1_{w(m)M^p}.
\]

Thus, upon identifying \( \mathcal{H}(M \sslash M^p, \mathbb{Z}[q^{-1}]) \) with \( \mathbb{Z}[q^{-1}] \otimes \mathbb{Z} R^b \), the above dot-action is given on basis elements by \( \dot{w}(m M^p) = \left( \frac{\delta_B(w(m))}{\delta_B(m)} \right)^{1/2} w(m) M^p \in \Lambda^b_M \), and extended \( \mathbb{Z}[q^{-1}] \)-linearly to \( \mathbb{Z}[q^{-1}] \otimes \mathbb{Z} R^b \).

**Remark 3.16.2.** (i) From now on, we write \( \dot{W} \) to specify that we are dealing with the dot-action of \( W \) and not the standard one. (ii) The natural projection map \( \Box^b : \Lambda_M \rightarrow \Lambda^b_M \) is \( \dot{W} \)-equivariant, i.e. \( \dot{w}(m) = \dot{w}(m') \) for any \( w \in W \) and any \( m \in \Lambda_M \).

Define \( c(m,n) := \delta_B(n m n^{-1})^{1/2} \delta_B(m)^{-1/2} \) for any \( m \in M \) and any \( n \in N \). Note that since the \( \delta_B \) is trivial on the compact \( M^1 \) it factors through \( \Lambda^1_M \), and so \( c(m,n) \) factors then through the image of \( (m,n) \) in \( \Lambda^1_M \times W \). The following lemma will be used in the sequel.

**Lemma 3.16.3.** For any \( m \in M \) and \( n \in N \) with image \( w \) in \( W \), we have

(i) \( c(m,n) = \prod_{\alpha \in \Phi_{\text{red}}^- \cap w^{-1}(\Phi_{\text{red}}^+)} \delta_\alpha(m) \in q^\mathbb{Z} \).

(ii) If \( m \in M^- \) then \( c(m,n) \) is positive power of \( q \).

We could have extracted (ii) from a similar result proved in [Mac71, Lemma 3.2.8 & Proposition 3.2.4] for simply connected groups.

**Proof.** (i) Recall that the modulus character \( \delta_B : B = M U^+ \rightarrow q^\mathbb{Z}, m u \mapsto | \det \text{Ad}_{\text{Lie}(U^+)}(m) | \) (it is trivial on \( U^+ \))\(^{13}\). Given that \( \text{Lie}(U^+) = \oplus_{\alpha \in \Phi_{\text{red}}^+} \text{Lie}(U_\alpha) \), we have

\[
\delta_B(m) = \prod_{\alpha \in \Phi_{\text{red}}^+} \delta_\alpha(m), \quad \text{where } \delta_\alpha(m) := | \det \text{Ad}_{\text{Lie}(U_\alpha)}(m) |.
\]

\(^{13}\)Being an absolute value of a determinant on an \( F \)-vector space, the modulus function has clearly its values in \( q^\mathbb{Z} \).
Since \( n \mathbf{U}_\alpha n^{-1} = \mathbf{U}_{w(\alpha)} \), we have \( n \text{Lie}(\mathbf{U}_\alpha)n^{-1} = \text{Lie}(\mathbf{U}_{w(\alpha)}) \) and so
\[
\delta_\alpha(w(m)) = | \det \text{Ad}_{\text{Lie}(\mathbf{U}_\alpha)}(w(m)) | = | \det \text{Ad}_{\text{Lie}(\mathbf{U}_{w^{-1}(\alpha)})}(m) | = \delta_{w^{-1}(\alpha)}(m).
\]
Accordingly,
\[
c(m, n) = \frac{\prod_{\alpha \in \Phi_{\text{red}}^+} \delta_{w^{-1}(\alpha)}(m)^{1/2}}{\prod_{\alpha \in \Phi_{\text{red}}^+} \delta_\alpha(m)^{1/2}} = \prod_{\alpha \in \Phi_{\text{red}}^+ \cap \Phi_{\text{red}}^{-1}} \delta_\alpha(m)^{1/2} = \prod_{\alpha \in \Phi_{\text{red}}^+ \cap w^{-1}(\Phi_{\text{red}}^-)} \delta_\alpha(m)^{1/2}.
\]
(i) For any \( m \in M^- \) and any \( \alpha \in \Phi_{\text{red}}^- \), one has \( \omega(\delta_\alpha(m)) \leq 0 \). Hence, \( c(m, n) \in \mathfrak{q}_\mathbb{N} \) for any \( n \in \mathbb{N} \).

\[\square\]

4. Twisted integral Bernstein morphism

4.1 Freeness of the \( \mathcal{R}^b \)-module \( \mathcal{M}_{K_\mathcal{F}}^b(\mathbb{Z}) \)

Let \( \mathcal{F} \subset \mathbb{A}(\mathbf{G}, \mathcal{S})_{\text{red}} \) be any fixed facet. Following the ideas of Bernstein [BD84], as exposed by the approach of [HKP10], we define the universal unramified principal series right \( \mathcal{H}_{K_\mathcal{F}}^b(\mathbb{Z}) \)-module \( \mathcal{M}_{K_\mathcal{F}}^b(\mathbb{Z}) = \mathcal{C}_c(M^0 U^+ \backslash G/K_\mathcal{F}, \mathbb{Z}) \), this is the set of \( \mathbb{Z} \)-valued functions supported on finitely many double cosets. The \( \mathcal{H}_{K_\mathcal{F}}^b(\mathbb{Z}) \)-module structure of \( \mathcal{M}_{K_\mathcal{F}}^b(\mathbb{Z}) \) comes from the natural right action by convolution with respect to the normalized measure \( \mu_{K_\mathcal{F}} \) giving \( K_\mathcal{F} \) volume 1.

The natural identification between \( \mathcal{R}^b \simeq \mathcal{H}(M \sslash M^0, \mathbb{Z}) \) allows us to endow the \( \mathcal{H}_{K_\mathcal{F}}^b(\mathbb{Z}) \)-module \( \mathcal{M}_{K_\mathcal{F}}^b(\mathbb{Z}) \) with a left \( \mathcal{R}^b \)-action as follows: define for any \( \psi \in \mathcal{M}_{K_\mathcal{F}}^b(\mathbb{Z}) \) and \( r \in \mathcal{R}^b \):
\[
r \cdot \psi(g) := \int_M r(a) \psi(a^{-1} g) d\mu_{M^0}(a) \quad (\forall g \in G)
\]
here, \( d\mu_{M^0}(a) \) is the Haar measure on \( M \) giving \( M^0 \) volume 1. We will see in Lemma 4.1.3 a more concrete description of this action, it will confirm that the resulting \( r \cdot \psi \) is indeed \( \mathbb{Z} \)-valued. It is clear that the actions of \( \mathcal{H}_{K_\mathcal{F}}^b(\mathbb{Z}) \) and \( \mathcal{R} \) on \( \mathcal{M}_{K_\mathcal{F}}^b(\mathbb{Z}) \) commute: \( \mathcal{M}_{K_\mathcal{F}}^b(\mathbb{Z}) \) is an \((\mathcal{R}^b, \mathcal{H}_{P} K_\mathcal{F}^b(\mathbb{Z}))\)-bimodule.

Remark 4.1.1. Here, we have defined an twisted action without using the modulus character. The standard action is defined as follows
\[
r \cdot \text{twist } \psi(g) := \int_M \delta_{H_1}^{1/2}(a) r(a) \psi(a^{-1} g) d\mu_M(a) \quad \square
\]

In Theorem 4.2.3, we will generalize [HKP10, Lemma 1.6.1]. For this purpose, we begin by the following two lemmas. For any \( n \in \mathbb{N} \) set \( \psi_{w, \mathcal{F}}^b := 1_{U^+ n K_\mathcal{F}} \).

Lemma 4.1.2. The family
\[
\{ \psi_{w, \mathcal{F}}^b : w \in \widetilde{W}^0 / W_\mathcal{F}^b \},
\]
forms a \( \mathbb{Z} \)-basis for the \( \mathbb{Z} \)-module \( \mathcal{M}_{K_\mathcal{F}}^b(\mathbb{Z}) \).

Proof. This is an immediate consequence of \( U^\pm \backslash G / K_\mathcal{F} \cong \widetilde{W}^0 / W_\mathcal{F}^b \) (Proposition 3.4.1). \( \square \)
Lemma 4.1.3. For any \( w \in N \) and \( m \in \Lambda^b_M \) we have
\[
m \cdot v_{n,F}^b = v_{mn,F}^b.
\]
So the action of \( \mathcal{R}^b \) on \( \mathcal{M}_{K^b_F}(\mathbb{Z}) \) is induced by the left action of \( \Lambda^b_M \) on \( M^b U^+ \setminus G/K^b_F \).

Proof. Let \( n \in N \) and \( r = m M^b \in \mathcal{R} \) for some \( m \in M \). Recall that \( \mathcal{R}^b \) is identified with the Iwahori–Hecke algebra for \( M \); \( r = m M^b \leftrightarrow r = 1_m M^b \). The integral defining \( r \cdot v_{n,F}^b(b) \) (by definition) non-zero only if \( b \in m M^b U^+ n K^b_F = M^b U^+ mn K^b_F \), hence \( r \cdot v_{n,F}^b = s v_{mn,F}^b \) where \( s \) is the scalar \( r \cdot v_{n,F}^b(mw) = |m M^b| = 1 \). □

The following proposition gives a precise description of the \( \mathcal{R}^b \)-module \( \mathcal{M}_{K^b_F}(\mathbb{Z}) \).

Proposition 4.1.4. The \( \mathcal{R}^b \)-module \( \mathcal{M}_{K^b_F}(\mathbb{Z}) \) is free of rank \( r_F := |W/J_W(W_F)| \), with basis \( \{ v_{w,F}^b, w \in D_F^b \} \) where \( D^b_F \subset W_{\omega} \) is any fixed set of representatives for \( W/J_W(W_F) \). In particular, \( \{ v_{w,a}^b, w \in W_{\omega} \} \) is a canonical basis for the \( \mathcal{R}^b \)-module \( \mathcal{M}_p(\mathbb{Z}) \).

Proof. Given that we have a bijection of \( \Lambda^b_M \)-sets \( \tilde{W}^b / W_F^b \cong \Lambda^b_M \times (W/J_W(W_F)) \) (Lemma 3.3.2), the proposition follows readily from Lemma 4.1.2 and Lemma 4.1.3. □

Remark 4.1.5. Proposition 4.1.4 yields an alternative proof of the main theorem of [Lan02] giving the dimension of the space of \( K^b_F \)-fixed vectors of an unramified principal series representation of \( G \).

Remark 4.1.6. By Lemma 3.12.1 and Corollary 3.12.2, the map \( \psi^b : \mathcal{M}_{K^b_F}(\mathbb{Z}) \to \mathcal{M}_{K^b_F}(\mathbb{Z}) \), \( v \mapsto v *_{K^b_F} 1_{K^b_F} \) is an homomorphism of bi-(\( \Lambda^b_M - H_{K^b_F}(\mathbb{Z}) \))-modules. Here, the left action \( \Lambda^b_M \) on \( \mathcal{M}_{K^b_F}(\mathbb{Z}) = \mathcal{M}_{K^b_F}(\mathbb{Z}) *_{K^b_F} 1_{K^b_F} \) is well defined and factors through \( \Lambda^b_M \).

4.2 Properties of the \( \mathcal{H}_P(\mathbb{Z}) \)-module \( \mathcal{M}_p(\mathbb{Z}) \)

In this subsection we will focus on the case \( F = a \), for this write \( v_{w,a}^b, w \in \tilde{W}^b \) simply as \( v_w^b \). We would like to describe the structure of \( \mathcal{M}_p(\mathbb{Z}) \), this time as a \( \mathcal{H}_P(\mathbb{Z}) \)-module. However, a satisfactory result can only be obtained after enlarging the coefficients ring \( \mathbb{Z} \) to \( R := \mathbb{Z}[q^{-1}] \).

Proposition 4.2.1. The action of \( \mathcal{H}_P(\mathbb{Z}) \) on \( \mathcal{M}_p(\mathbb{Z}) \) has the following rules: for any \( w \in W_{\omega} \) and \( m \in \Lambda^b_M \), we have

1 - \( v^b_{1} * P \ i^b_w = v^b_w \);
2 - \( v^b_m * P \ i^b_w = v^b_{mw} \);
3 - \( v^b_1 * P \ i^b_m = v^b_m \) if \( m \in \Lambda^{-b}_M \);
4 - \( v^b_1 * P \ (i^b_m)^{-1} = v^b_{-m} \) if \( m \in \Lambda^{-b}_M \).

Proof. 1 - & 3 - Let \( n \in N \). If the quantity \( v^b_1 * P \ i^b_n(b) = \int_{U^+} i^b_n(a^{-1} b) d\mu_P(a) \) is non-zero for some \( b \), then \( b \in U^+ P \cap n P \) (the equality follows using the Iwahori factorization of \( P \) and \( M^b \)).

If \( n \in N_{1,\omega} \cup M^- \), then we must have \( b \in U^+ n P \) by Corollary 3.8.4. Accordingly, \( v^b_1 * P \ i^b_w = s v^b_w \), with \( s = v^b_1 * P \ i^b_n = U^+ P \cap n P \) \( P \) in \( \mathbb{Z} \), which is 1 by Corollary 3.8.4.

2 - Using the previous rule and Lemma 4.1.3: \( v^b_m * P \ i^b_w = m \cdot v^b_1 * P \ i^b_w = m \cdot v^b_w \).

4 - Using fact 3, we have \( v^b_{-m} = -m \cdot v^b_1 = -m \cdot v^b_m * P \ (i^b_m)^{-1} = v^b_1 * P \ (i^b_m)^{-1} \). □
Corollary 4.2.2. For any \( m \in \Lambda^\flat_M \), any \( w \in W \) and any \( m_o \in \Lambda^\flat_M \) (which always exists by Proposition 3.15.1), we have in \( \mathcal{M}_p(\mathbb{Z}[q^{-1}]) \):

\[
v_{mw}^h = v_1^h \ast_p i_{m+m_o}^h \ast_p (i_{m_o}^h)^{-1} \ast_p v_w^h = v_1^h \ast_p (i_{m_o}^h)^{-1} \ast_p i_{m+m_o}^h \ast_p v_w^h.
\]

Proof. This follows readily from Proposition 4.2.1. \( \square \)

Accordingly, any \( v \in \mathcal{M}_p(\mathbb{Z}[q^{-1}]) \) can be written as \( v_1^h \ast_p h_v \) for some \( h_v \in \mathcal{H}_p(\mathbb{Z}[q^{-1}]) \), i.e. the following homomorphism of right \( \mathcal{H}_p(\mathbb{Z}[q^{-1}]) \)-modules

\[
h_p : \mathcal{H}_p(\mathbb{Z}[q^{-1}]) \longrightarrow \mathcal{M}_p(\mathbb{Z}[q^{-1}]), \quad h \longmapsto v_1^h \ast_p h.
\]

is surjective. Actually, more is true:

Theorem 4.2.3. The homomorphism \( h_p \) is an isomorphism.

Proof. Given Corollary 4.2.2, we just need to show the injectivity of \( h_p \). In doing so, we will actually show that this map is “upper triangular with respect to the Chevalley–Bruhat order, with invertible diagonals”.

Recall that \( \mathcal{H}_p(\mathbb{Z}) \) (resp. \( \mathcal{M}_p(\mathbb{Z}) \)) admits the \( \mathbb{Z} \)-basis \( i_y^h \) (resp. \( v_x^h \)) for \( x, y \in \tilde{W}^\flat \). For any \( y \in \tilde{W}^\flat \), write \( v_1^h \ast_p i_y^h = \sum_{x \in \tilde{W}^\flat} c_{x,y} v_x^h \) with \( c_{x,y} = v_1^h \ast_p i_y^h(x) \in \mathbb{Z} \). The function \( v_1^h \ast_p i_y^h \) can be nonzero only on the set \( U^+ P y P \), so by Corollary 3.7.6 one gets

\[
c_{x,y} \neq 0 \iff U^+ x \cap P y P \neq \emptyset \iff x \leq y.
\]

Therefore,

\[
v_1^h \ast_p i_y^h = \sum_{x \in \tilde{W}; x \leq y} c_{x,y} v_x^h.
\]

Now, write any \( h \in \ker h_p \) as \( \sum_{y \in \tilde{W}^\flat} r_y i_y^h \), where the coefficients \( \{ r_y \} \) are nonzero precisely on some finite set \( I_h \subset \tilde{W}^\flat \). Assume that \( h \neq 0 \) and let \( z \in I_h \) be any element maximal with respect to the Chevalley–Bruhat order in \( I_h \). The coefficient \( c_{z,z} = |U^+ P \cap z P z^{-1} P|_p > 1 \) and it is actually a power of \( q \) by Lemma 3.8.3. By maximality of \( z \) in \( I_h \), the term \( v_z^h \) can not be killed in the sum \( v_1^h \ast_p h = \sum_{y \in I_h} \sum_{x \in \tilde{W}; x \leq y} c_{x,y} r_y v_x^h \), hence \( v_1^h \ast_p h \) can not equal zero. Therefore, \( \ker h_p \) is trivial and consequently \( h_p \) is an isomorphism. \( \square \)

Theorem 4.2.3, implies immediately the following

Corollary 4.2.4. The right \( \mathcal{H}_p(\mathbb{Z}[q^{-1}]) \)-module \( \mathcal{M}_p(\mathbb{Z}[q^{-1}]) \) is free and of rank 1, with canonical generator \( v_1^h \). This yields a canonical isomorphism

\[
\mathcal{H}_p(\mathbb{Z}[q^{-1}]) \xrightarrow{\cong} \text{End}_{\mathcal{H}_p(\mathbb{Z}[q^{-1}])(\mathcal{M}_p(\mathbb{Z}[q^{-1}]), \quad h \longmapsto (v_1^h \ast_p h', h \longmapsto h_1^h \ast_p h \ast_p h').}
\]

Corollary 4.2.5. Let \( e \in \mathcal{H}_p(\mathbb{Z}[q^{-1}]) \) be an idempotent and set

\[
v_e := v_1^h \ast_p e, \quad h_e(\mathbb{Z}[q^{-1}]) := e \ast_p \mathcal{H}_p(\mathbb{Z}[q^{-1}]) \ast_p e \quad \text{and} \quad \mathcal{M}_e(\mathbb{Z}[q^{-1}]) := \mathcal{M}_p(\mathbb{Z}[q^{-1}]) \ast_p e
\]

The following homomorphism of right \( \mathcal{H}_e(\mathbb{Z}[q^{-1}]) \)-modules is injective

\[
h_e : \mathcal{H}_e(\mathbb{Z}[q^{-1}]) \longrightarrow \mathcal{M}_e(\mathbb{Z}[q^{-1}]), \quad h \longmapsto v_e \ast_p h.
\]

Proof. It is clear that \( h_e \) is a well defined homomorphism of right \( \mathcal{H}_e(\mathbb{Z}[q^{-1}]) \)-modules. Let \( h \in \ker h_e \), then \( 0 = v_e \ast_p h = v_1^h \ast_p h \). Accordingly, \( \ker h_e \subset \ker h_p = \{0\} \) by Theorem 4.2.3. \( \square \)
A tale of parahoric–Hecke algebras, Bernstein and Satake homomorphisms.

**Remark 4.2.6.** Let \( R \) be a ring in which \(|K^\circ : P|\) is invertible. We can naturally identify \( \mathcal{H}_{K^\circ}(R) \) with the two-sided ideal \( e_{K^\circ} \ast_P \mathcal{H}_P(R) \ast_P e_{K^\circ} \subset \mathcal{H}_P(R) \), where \( e_{K^\circ} \) is the idempotent \( |K^\circ : P|^{-1} 1_{K^\circ} \) (see Lemma 3.11.11). In a similar way, \( \mathcal{M}_{K^\circ}(R) \) can also be naturally identified with \( \mathcal{M}_P(R) \ast_P e_{K^\circ} \subset \mathcal{M}_P(R) \) and the right action of \( \mathcal{H}_{K^\circ}(R) \) will correspond to the right action of \( e_{K^\circ} \ast_P \mathcal{H}_P(R) \ast_P e_{K^\circ} \).

**4.3 Decomposition of \( \mathcal{H}_P(Z[q^{-1}]) \) and the twisted Bernstein map**

We begin this section by considering two sub-algebras of the Iwahori–Hecke algebra \( \mathcal{H}_P(Z) \):

- The finite Hecke algebra:
  \[
  \mathcal{H}_P(Z)^0 := C_c(K^\circ \mathcal{P}, Z).
  \]
  A \( Z \)-basis for \( \mathcal{H}_P(Z)^0 \) is given by \( \{ \dot{i}_w \}_{w \in W_{a_0}} \) (Proposition 3.5.1).

- The \((\mathcal{R}^\circ, \mathcal{H}_P(Z))\)-bimodule structure on \( \mathcal{M}_P(Z) \) induces a homomorphism of algebras
  \[
  \mathcal{R}^\circ \hookrightarrow \text{End}_{\mathcal{H}_P(Z)}(\mathcal{M}_P(Z)),
  \]
  which is actually an embedding since \( \mathcal{M}_P(Z) \) is free over \( \mathcal{R}^\circ \). Accordingly, thanks to Theorem 4.2.3, one gets another embedding of algebras:
  \[
  \hat{\Theta}^0_{\text{Bern}} : \mathcal{R}^\circ \hookrightarrow \mathcal{H}_P(Z[q^{-1}]), \quad m \mapsto \hat{\Theta}^0_m,
  \]
  characterized by the property: \( m \cdot \dot{i}_1 = \dot{i}_1 \ast_P \hat{\Theta}^0_m \), for any \( m \in \mathcal{R}^\circ \).

**Lemma 4.3.1.** For any \( m \in \Lambda^\circ_M \) and any \( m_0 \in \Lambda^\circ_M^\circ \) such that \( m + m_0 \in \Lambda^\circ_M^\circ \), we have
  \[
  \hat{\Theta}^0_m = \dot{i}_m \ast_P (\dot{i}_{m_0})^{-1} = (\dot{i}_{m_0})^{-1} \ast_P \dot{i}_m.
  \]
  In particular, \( \hat{\Theta}^0_m = \dot{i}_m \) if \( m \in \Lambda^\circ_M^\circ \) and \( \hat{\Theta}^0_m = (\dot{i}_{m_0})^{-1} \) if \( m \in \Lambda^\circ_M^\circ \).

**Proof.** These equalities follow readily from Corollary 4.2.2. \( \square \)

**Remark 4.3.2.** (i) By Remark 4.1.6, since \( 1_P \) is central in \( \mathcal{H}_P(Z[q^{-1}]) \), the following diagram is commutative
  \[
  \begin{array}{ccc}
  \mathcal{R} & \xleftarrow{\dot{\Theta}^0_{\text{Bern}}} & \mathcal{H}_I(Z(q^{-1})) \\
  \downarrow{\Theta^0_{\text{Bern}}} & & \downarrow{\dot{\Theta}^0} \\
  \mathcal{R}^\circ & \xleftarrow{\hat{\Theta}^0_{\text{Bern}}} & \mathcal{H}_P(Z[q^{-1}])
  \end{array}
  \]
  In other words, \( \dot{\Theta}^0(\Theta^0_m) = \hat{\Theta}^0_m \), \( m \in \mathcal{R} \).

  (ii) The Iwahori–Hecke operators \( \hat{\Theta}^0_m \) generalizes the element denoted by \( \tilde{T} \) in Lusztig’s [Lus83, §7] (up to the factor \( \delta_B(m)^{1/2} \)), which does not appear here. The untwisted version of the map \( \hat{\Theta}^0_{\text{Bern}} \) was attributed by Lusztig in loc. cit. (for split reductive groups) to Bernstein, this is the reason we use the subscript Bern.

**Corollary 4.3.3.** For any \( w \in \tilde{W}^\circ \), we have
  \[
  \dot{i}_w = \sum_{x = m \in W_2 \leq w} \hat{\Theta}^0_{m_x} \ast_P \dot{i}_{m_x}.
  \]

**Proof.** The lemma follows readily from the proof of Theorem 4.2.3 and Corollary 4.2.2. \( \square \)
**Lemma 4.3.4.** For any $m \in \Lambda^b_M$, on has

$$(\hat{\phi}^b_m)^\vee = (i_{\omega_0}^b)^{-1} \ast _p \hat{\phi}_{-\omega_0(m)}^b * _p i_{\omega_0}^b$$

where $\omega_0 \in W$ is the longest element.

**Proof.** It suffices to show it for elements in $\Lambda^-_M$, so let $m \in \Lambda^-_M$ we also have $-\omega_0(m) \in \Lambda^-_M$ and accordingly by Lemma 3.15.1 $\ell(\omega_0(-m) \cdot \omega_0) = \ell(\omega_0(m)^{-1}) = \ell(\omega_0) + \ell(-m) = \ell(\omega_0) + \ell(\omega_0(-m))$

hence

$$i_{\omega_0(m)}^b \ast _p i_{\omega_0}^b = i_{\omega_0(-m) \cdot \omega_0}^b = i_{\omega_0(m)^{-1}}^b = i_{\omega_0}^b \ast _p i_{-m}^b \square$$

In our setting, it is easy to obtain a statement similar to [HKP10, Lemma 1.7.1]:

**Lemma 4.3.5.** The homomorphism of $\mathcal{R}^b \otimes_Z \mathbb{Z}[q^{-1}]$-modules

$$(\mathcal{R}^b \otimes_Z \mathbb{Z}[q^{-1}]) \otimes_Z \mathcal{H}_{\mathcal{P}}^0(\mathbb{Z}) \rightarrow \mathcal{H}_{\mathcal{P}}(\mathbb{Z}[q^{-1}]), \quad m \otimes h^0 \mapsto \hat{\phi}^b_m \ast _p h^0,$$

is an isomorphism. Composing this homomorphism with $h \mapsto v_1^b \ast _p h$ yields the isomorphism of $\mathcal{R}^b \otimes_Z \mathbb{Z}[q^{-1}]$-modules $\mathcal{R}^b \otimes_Z \mathcal{H}_{\mathcal{P}}^0(\mathbb{Z}[q^{-1}]) \rightarrow \mathcal{M}_{\mathcal{P}}(\mathbb{Z}[q^{-1}])$, given by $m \otimes v^b_w \mapsto \hat{v}_{mnw}^b$, for $w \in W_{a_\mathcal{P}}$ and $m \in \Lambda^b_M$.

**Proof.** Given Theorem 4.2.3, this lemma follows immediately from Corollary 4.2.2 which shows that the composition

$$\mathcal{R}^b \otimes_Z \mathcal{H}_{\mathcal{P}}^0(\mathbb{Z}[q^{-1}]) \rightarrow \mathcal{H}_{\mathcal{P}}(\mathbb{Z}[q^{-1}]) \rightarrow \mathcal{M}_{\mathcal{P}}(\mathbb{Z}[q^{-1}]),$$

yields an isomorphism of $\mathcal{R}^b \otimes_Z \mathbb{Z}[q^{-1}]$-modules. $\square$

A direct application of Lemma 4.3.5 gives an explicit $\mathcal{R}^b \otimes_Z \mathbb{Z}[q^{-1}]$-basis for the Iwahori–Hecke algebra:

**Corollary 4.3.6.** The algebra $\mathcal{H}_{\mathcal{P}}(\mathbb{Z}[q^{-1}])$ is a free left (and right) $\mathcal{R}^b \otimes_Z \mathbb{Z}[q^{-1}]$-module, with canonical basis $\{v^b_w : w \in W_{a_\mathcal{P}}\}$. The sets $\{\hat{\phi}^b_m \ast _p v^b_w : m \in \Lambda^b_M, w \in W_{a_\mathcal{P}}\}$ and $\{v^b_w \ast _p \hat{\phi}^b_m : m \in \Lambda^b_M, w \in W_{a_\mathcal{P}}\}$ are both $\mathbb{Z}[q^{-1}]$-basis for $\mathcal{H}_{\mathcal{P}}(\mathbb{Z}[q^{-1}])$.

**Proof.** The fact that $\mathcal{H}_{\mathcal{P}}(\mathbb{Z}[q^{-1}])$ is a free left $\mathcal{R}^b \otimes_Z \mathbb{Z}[q^{-1}]$-module, with canonical basis $\{v^b_w : w \in W_{a_\mathcal{P}}\}$ and the set $\{\hat{\phi}^b_m \ast _p v^b_w : m \in \Lambda^b_M, w \in W_{a_\mathcal{P}}\}$ is $\mathbb{Z}[q^{-1}]$-basis for $\mathcal{H}_{\mathcal{P}}(\mathbb{Z}[q^{-1}])$ is clear from Corollary 4.3.5. Let us show the remaining statements. We may argue in two different ways:

(i) Consider $\mathcal{M}_{\mathcal{P}}(\mathbb{Z}) = \mathbb{Z}[P \setminus G/U^{-}]$ instead, this is a $(\mathcal{H}_{\mathcal{P}}(\mathbb{Z}), \mathcal{R}^b)$-bi-module. Rewriting the whole story of §4 in this context shows that $\mathcal{H}_{\mathcal{P}}(\mathbb{Z}[q^{-1}])$ is a free right $\mathcal{R}^b \otimes_Z \mathbb{Z}[q^{-1}]$-module and so $\{v^b_w \ast _p \hat{\phi}^b_m : m \in \Lambda^b_M, w \in W_{a_\mathcal{P}}\}$ is $\mathbb{Z}[q^{-1}]$-basis.

(ii) The map $\mathcal{H}_{\mathcal{P}}^0(\mathbb{Z}) \rightarrow \mathcal{H}_{\mathcal{P}}^0(\mathbb{Z}), \hat{\phi}^b_m \rightarrow v^b_{\omega_0(m)} \ast _p (v^b_{\omega_0})^\vee$ is an isomorphism of $\mathbb{Z}$-modules, the map $\Lambda^b_M \rightarrow \Lambda^b_M, m \mapsto -\omega_0(m)$ is an automorphism of rings and $\mathcal{H}_{\mathcal{P}}(\mathbb{Z}[q^{-1}]) \rightarrow \mathcal{H}_{\mathcal{P}}(\mathbb{Z}[q^{-1}]), h \mapsto ((v^b_{\omega_0})^{-1} \ast _p h)^\vee$ is an automorphism of $\mathbb{Z}[q^{-1}]$-modules. Therefore, the homomorphism of $\mathbb{Z}[q^{-1}]$-modules

$$(\mathcal{R}^b \otimes_Z \mathbb{Z}[q^{-1}]) \otimes_Z \mathcal{H}_{\mathcal{P}}^0(\mathbb{Z}) \rightarrow \mathcal{H}_{\mathcal{P}}(\mathbb{Z}[q^{-1}]), \quad m \otimes v^b_w \mapsto ((v^b_{\omega_0})^{-1} \ast _p \hat{\phi}^b_{-\omega_0(m)} \ast _p i_{\omega_0}^b \ast _p (v^b_w)^\vee)^\vee,$$

is an isomorphism. Given Lemma 4.3.4, this concludes the proof of the corollary. $\square$
Remark 4.3.7. If we replace $G$ by $G_\sharp$ then $\Lambda_{\text{aff}}$ plays exactly the role of $\Lambda_{M}$. For example, as in Corollary 4.3.5, we have two decomposition:

$$\mathcal{H}_{I}^{\text{aff}}(Z[q^{-1}]) = \bigoplus_{w \in W} i_{w}^{\sharp} \ast_{I} \Theta_{\text{Bern}}^{\sharp}(\Lambda_{\text{aff}} \otimes Z[q^{-1}]) = \bigoplus_{w \in W} \Theta_{\text{Bern}}^{\sharp}(\Lambda_{\text{aff}} \otimes Z[q^{-1}]) \ast_{I} i_{w}^{\sharp}.$$

4.4 Further properties of $\mathcal{H}^{\sharp}$-elements

By Corollary 3.14.1, various results in [Lus89] applies to $\mathcal{H}_{I}(Z[q^{-1}])$ (i.e. $M = M^{1}$) and $\mathcal{H}_{I}^{\text{aff}}(Z[q^{-1}])$. In this subsection, we will extend some results proved by Lusztig for $\mathcal{H}_{I}(Z[q^{-1}])$ to $\mathcal{H}_{I}(Z[q^{-1}])$.

From now on, whenever needed, we identify $\mathcal{R}^{\sharp}$ with its image $\hat{\Theta}_{\text{Bern}}(\mathcal{R}^{\sharp})$ and $\mathcal{R}_{\text{aff}}$ with $\hat{\Theta}_{\text{Bern}}(\mathcal{R}_{\text{aff}}^{\sharp})$. Let $L_{\text{aff}}^{\sharp}$ be the fraction field of $\mathcal{R}_{\text{aff}}^{\sharp}$.

Lemma 4.4.1. We have a commutative diagram

$$\begin{array}{ccc}
\mathcal{H}_{I}^{\text{aff}}(Z[q^{-1}]) & \longrightarrow & \mathcal{H}_{I}(Z[q^{-1}]) \\
\downarrow & & \downarrow \\
\mathcal{L}_{\text{aff}}^{\sharp} \otimes \mathcal{R}_{\text{aff}}^{\sharp} \mathcal{H}_{I}^{\text{aff}}(Z[q^{-1}]) & \longrightarrow & \mathcal{L}_{\text{aff}}^{\sharp} \otimes \mathcal{R}_{\text{aff}}^{\sharp} \mathcal{H}_{I}(Z[q^{-1}]) \\
\simeq & & \simeq \\
\mathcal{L}_{\text{aff}}^{\sharp} \otimes \mathcal{R}_{\text{aff}}^{\sharp} \mathcal{H}_{I}(Z[q^{-1}]) & \longrightarrow & \mathcal{L}_{\text{aff}}^{\sharp} \otimes \mathcal{R}_{\text{aff}}^{\sharp} \mathcal{H}_{I}(Z[q^{-1}])
\end{array}$$

Proof. By Remark 3.13.5, we have a commutative diagram

$$\begin{array}{ccc}
\mathcal{H}_{I}^{\text{aff}}(Z[q^{-1}]) & \longrightarrow & \mathcal{H}_{I}(Z[q^{-1}]) \\
\downarrow & & \downarrow \\
\mathcal{H}_{I}^{\text{aff}}(Z[q^{-1}]) & \longrightarrow & \mathcal{H}_{I}(Z[q^{-1}])
\end{array}$$

Therefore, It remains to show why the horizontal ones and the upper vertical ones are injective. For this, we only need to show that no non-zero element in $\mathcal{R}_{\text{aff}}^{\sharp}$ is a zero left/right divizor in $\mathcal{H}_{I}(Z[q^{-1}])$: Let $a \in \mathcal{R}_{\text{aff}}^{\sharp}$ and $b \in \mathcal{H}_{I}(Z[q^{-1}])$ such that $a \ast_{I} b = 0$. By the decomposition of Remark 3.13.4, $b = \sum_{\sigma \in \tilde{\Omega}^{\sharp}} \sigma \otimes b_{\sigma}$ for some $b_{\sigma} \in \mathcal{H}_{I}^{\text{aff}}(Z[q^{-1}])$. Hence $\sigma(a) \ast_{I} b_{\sigma} = 0$ for all $\sigma \in \tilde{\Omega}^{\sharp}$. Thanks to the decomposition $\mathcal{H}_{I}^{\text{aff}}(Z[q^{-1}]) = \bigoplus_{w \in W_{a_{o}}} (\mathcal{R}_{\text{aff}}^{\sharp} \otimes Z[q^{-1}]) \ast_{I} i_{w}^{\sharp}$ (Remark 4.3.7) we see that $a$ must be a zero-divisor in $\mathcal{R}_{\text{aff}}^{\sharp}$ which forces it to be zero since this latter is a domain. If we start with a right zero, i.e. $b \ast_{I} a = 0$, then using decomposition $\mathcal{H}_{I}^{\text{aff}}(Z[q^{-1}]) = \bigoplus_{w \in W_{a_{o}}} i_{w}^{\sharp} \ast_{I} (\mathcal{R}_{\text{aff}}^{\sharp} \otimes Z[q^{-1}])$, one shows similarly that $a$ must be zero.

Lemma 4.4.2. For any $m \in \Lambda_{M}^{\flat}, w \in W_{a_{o}}$ and $s \in \mathcal{T}_{a_{o}}^{\flat} = S^{\flat} \cap W_{a_{o}}$, we have $\hat{\Theta}_{-m}^{\flat} \ast_{I} i_{w}^{\sharp} \ast_{I} \hat{\Theta}_{s(m)}^{\flat} \in \mathcal{H}_{I}^{\text{aff}}(Z[q^{-1}])$.

Proof. For any $m \in \Lambda_{M}^{\flat}$ and $s \in \mathcal{T}_{a_{o}}^{\flat}$, by 1 - Proposition 3.15.1, one can find an element $m_{o} \in \Lambda_{M}^{\flat}$ such that $m_{o} - m$ and $m_{o} + s(m)$ both lie in $\Lambda_{M}^{\flat}$. Hence, for any $w \in W_{a_{o}}$, we have $\hat{\Theta}_{-m}^{\flat} \ast_{I} i_{w}^{\sharp} \ast_{I} \hat{\Theta}_{s(m)}^{\flat} = (i_{m_{o}}^{\sharp})^{-1} \ast_{I} i_{(m_{o} - m)w}^{\sharp} \ast_{I} i_{m_{o} + s(m)}^{\sharp} \ast_{I} i_{m_{o}}^{\sharp}$. 
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Let \( z_{m_0} \) be the projection of \( m_0 \) in \( \tilde{\Omega}^b \). By (v) Corollary 3.13.3, we have
\[
\hat{\beta}_{m_0}^b \in \mathcal{H}_p^\text{aff}(\mathbb{Z}[q^{-1}])^* \ast \hat{\beta}_{z_{m_0}}^b = \hat{\beta}_{z_{m_0}}^b \ast \mathcal{H}_p^\text{aff}(\mathbb{Z}[q^{-1}])^*.
\]
Accordingly, the support
\[
\text{Supp}(\hat{\Theta}_{-m}^b \ast \hat{\beta}_{m_0}^b) \subset \hat{\beta}_{z_{m_0}}^b \ast m_0 m_1 w \ast \hat{\beta}_{s(m)}^b \subset G_1^b.
\]
Therefore, \( \hat{\Theta}_{-m}^b \ast \hat{\beta}_{m_0}^b \in \mathcal{H}_p^\text{aff}(\mathbb{Z}[q^{-1}]) \).

**Proposition 4.4.3.** For any \( s \in \mathcal{T}_{a_0}^b \) and any \( m \in \Lambda_M^b \), we have
\[
\hat{\Theta}_m^b \ast I (i_s^b + 1) - (i_s^b + 1) \ast I \hat{\Theta}_s(m) = (\hat{\Theta}_m^b - \hat{\Theta}_s(m)) G(\alpha) \in \mathcal{R}_s^b
\]
where, \( G(\alpha) \in \mathcal{L}_s^b \) is the element defined in [Lus89, §3.8 & §3.13] for the algebra \( \mathcal{H}(\mathcal{D}_s^\text{aff}, W_s^\text{aff}, v = q, L) \).

**Proof.** Let \( m \in M \). We want to apply [Lus89, Proposition 3.9]. Since in loc. cit. the notation \( \theta_m \) does not equal our \( \hat{\Theta}_m \), we first compare the two to make things clear. Let \( m_1, m_2 \in M_- \) verifying \( m = m_1 - m_2 \), hence by Corollary 3.14.1 and [Lus89, Definition §3.3 (a)]
\[
\theta_m = \frac{q_{m_2}}{q_{m_1}} \ast I \hat{\Theta}_m.
\]
Set \( A_s(m) := (i_s^b + 1) - \theta_{m_1}^b(i_s^b + 1) \theta_{m_2}^b \theta_{s(m)}^b - (1 - \theta_{s(m)}^b)m_1 \theta_{s(m)}^b \theta_{s(m)}^b \). Clearly, the term \( (1 - \theta_{s(m)}^b)m_1 \theta_{s(m)}^b \theta_{s(m)}^b \) lies in \( \mathcal{R}_s^b \), but its image by \( i^b \) lies in \( \mathcal{R}_s^b \) [Lus89, §2.5 (b)], hence \( (1 - \theta_{s(m)}^b)m_1 \theta_{s(m)}^b \theta_{s(m)}^b \) lies in \( \mathcal{R}_s^b \). Accordingly, by Lemma 4.4.2, we have \( A_s(m) \in \mathcal{H}_s^\text{aff}(\mathbb{Z}[q^{-1}]) \).

Thanks to [Lus89, Proposition 3.9], we know that \( i^b(A_s(m)) = 0 \) in \( \mathcal{H}_s^\text{aff}(\mathbb{Z}[q^{-1}]) \) since by Remark 4.3.2 we have \( i^b(\hat{\Theta}_m) = \hat{\Theta}_{m_1}^b \) (recall that \( i^b \) denotes the image of \( m \) in \( \Lambda_M^b \)). Therefore \( A_s(m) = 0 \), given that \( i^b: \mathcal{H}_s^\text{aff}(\mathbb{Z}[q^{-1}]) \to \mathcal{H}_s^\text{aff}(\mathbb{Z}[q^{-1}]) \) is injective.

In conclusion, we proved that for any reflexion \( s \in \mathcal{T}_{a_0}^b \) and any \( m \in M \)
\[
\hat{\Theta}_m(i_s^b + 1) - \theta(m)(i_s^b + 1) \hat{\Theta}_{s(m)} = (\hat{\Theta}_m - \theta(m) \hat{\Theta}_{s(m)}) G(\alpha)
\]
which is proves the lemma (see Remark 4.3.2).

**4.5** \( \hat{W} \)-invariant elements are central
For \( m \in \Lambda_M^b \), set
\[
r_m^b := \sum_{w \in W/W_m} \hat{w}(m) = \sum_{w \in W/W_m} \theta(m, w) w(m)
\]
where, \( W_m \) denotes the isotropy subgroup of \( m \) in \( W \) (for the standard Weyl action).

Let \( \mathcal{R}_M^b \subset \mathcal{R}_s^b \) denotes the \( \mathbb{Z} \)-subalgebra of elements invariant under the dot-action, which again will be identified with its \( \mathcal{H}_s^\text{aff}(\mathcal{R}_M^b) \). So \( r_m^b \) also denotes its image \( \hat{\Theta}_m^b \in \mathcal{H}_s^\text{aff}(\mathcal{R}_M^b) \). By Lemma 3.16.3, all \( r_m^b \in \mathcal{R}_M^b \) for all \( m \in \Lambda_M^b \). In consequence, Lemma 3.4.3 implies that \( \{r_m^b, m \in \Lambda_M^b \} \) is a \( \mathbb{Z} \)-basis for \( \mathcal{R}_M^b \).
Corollary 4.5.1. For any \( m \in \Lambda^s_M \) and any \( s \in \mathcal{T}_{a_\circ} \), \( \hat{\Theta}_m + \hat{\Theta}_{s(m)} \) commutes with \( \hat{r}_s^b \). In consequence,

\[
\mathcal{R}^b \hat{W} \subset Z(\mathcal{H}_p(Z[q^{-1}])).
\]

Proof. The first statement is an immediate consequence of Proposition 4.4.3. For the second statement, we observe that for any \( s \in \mathcal{T}_{a_\circ} \) (Definition 2.5.2) and any \( m \in \Lambda^s_M \), we have

\[
|W/W^m| r_m^b = \sum_{w \in W} \hat{\Theta}_w(m) = \sum_{w \in \mathcal{P}_l \cap W} \hat{\Theta}_w(m) + \hat{\Theta}_{s(t)(m)}.
\]

So \( r_m^b \) commutes with \( \hat{r}_s^b \) for all \( s \in \mathcal{S}^b \). This completes the proof since \( W \) is generated by \( \mathcal{S}^b \cap W_{a_\circ} \).

\[
\square
\]

5. Twisted integral Satake morphisms

5.1 Twisted Satake homomorphism: first basic properties

In this section, we focus on the level \( K^b \). By Proposition 4.1.4, the \( \mathcal{R}^b \)-module \( \mathcal{M}_{K^b}(Z) \) is free of rank 1 (with canonical basis element the spherical vector \( v_{1,K}^b := v_{1,a_\circ} = 1_{U^+K^b} \)). Accordingly, we have a \( Z \)-algebra homomorphism \( \mathcal{H}_{K^b}(Z) \rightarrow \mathcal{R}^b \), which we denote by \( \hat{S}_{M}^{G} \). It is called the Satake transform and is characterized by

\[
v_{1,K}^b *_{K^b} h = \hat{S}_{M}^{G}(h) \cdot v_{1,K}^b, \text{ for all } h \in \mathcal{H}_{K^b}(Z).
\]

This is actually an embedding of \( Z \)-algebras (using the fact that \( v_{1,K}^b = v_{1}^b *_{p} 1_{K^b} \) and Corollary 4.2.5). In particular, the algebra \( \mathcal{H}_{K^b}(Z) \) is a commutative.

Proposition 5.1.1. The image of \( \hat{S}_{M}^{G} \) is \( \hat{W} \)-invariant, i.e. \( \hat{S}_{M}^{G} : \mathcal{H}_{K^b}(Z) \longrightarrow \mathcal{R}^b \).

Proof. We give two proofs in the following two subsubsections; the first is ”algebraic” while the second is of ”analytical” taste. The first is short while the second is explicit:

First, note that by Corollary 3.12.2 and Remark 3.16.2, it is sufficient to show \( \hat{S}_{M}^{G} : \mathcal{H}_{K^b}(Z) \hookrightarrow \mathcal{R}^W \).

5.1.1 Algebraic argument

Proof. Let \( h \in \mathcal{H}_{K}(Z) \subset \mathcal{H}_{I}(Z[q^{-1}]) \). We have

\[
v_{1} *_{I} h = v_{1,K} *_{K} h = \hat{S}_{M}^{G}(h) \cdot v_{1,K} = \sum_{w \in W_{a_\circ}} \hat{S}_{M}^{G}(h) \cdot v_{w}.
\]

Hence, \( h = \hat{S}_{M}^{G}(h) *_{I} \sum_{w \in W_{a_\circ}} i_{w} = \hat{S}_{M}^{G}(h) *_{I} 1_{K} \). Now, because \( h \) is \( K \)-bi-equivariant, we have for any \( s \in \mathcal{T}_{a_\circ} \)

\[
i_{s} *_{I} h = i_{s} *_{I} 1_{K} *_{K} h = h *_{I} i_{s}.
\]

Therefore, for any \( s \in \mathcal{S} \cap W_{a_\circ} \):

\[
0 = i_{s} *_{I} \hat{S}_{M}^{G}(h) *_{I} 1_{K} - \hat{S}_{M}^{G}(h) *_{I} i_{s} *_{I} 1_{K} = \left( i_{s} *_{I} \hat{S}_{M}^{G}(h) - \hat{S}_{M}^{G}(h) *_{I} i_{s} \right) *_{I} \sum_{w \in W_{a_\circ}} i_{w}.
\]
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Therefore, given that $i_s * \mathcal{S}_M^G(h) - \mathcal{S}_M^G(h) * i_s \in \mathcal{R}$ by Proposition 4.4.3, by Corollary 4.3.6 we must have
\[ i_s * \mathcal{S}_M^G(h) - \mathcal{S}_M^G(h) * i_s = 0, \forall s \in \mathcal{T}_{a_o}. \]
This concludes the first proof of the proposition, since $W_{a_o}$ is generated by $\mathcal{T}_{a_o}$. \hfill \Box

### 5.1.2 Analytical argument

First, we need an explicit integral formula for the Satake transform:

**Lemma 5.1.2.** Let $h$ be any function in $\mathcal{H}_K(\mathbb{Z})$, then its Satake twisted transform is explicitly given by
\[\mathcal{S}_M^G(h) : m \mapsto \int_{U^+} h(um) d\mu_{U^+}(u),\]
where $d\mu_{U^+}$ is the Haar measure on $U^+$ giving 1 on $U^+ \cap K$.

**Proof.** We just need to evaluate $v_{1,K} * K h = \mathcal{S}_M^G(h) \cdot v_{1,K}$ on both sides: On the one hand, we have for $m \in M$
\[ (\mathcal{S}_M^G(h) \cdot v_{1,K})(m) = \mathcal{S}_M^G(h)(m). \]
On the second hand we have\(^{14}\) thanks to the Iwasawa decomposition $G = BK$ (Corollary 3.4.2)
\[ (v_{1,K} * K h)(m) = \int_B \int_K v_{1,K}(bk) h(k^{-1}b^{-1}m) d\mu_B(b) dk \]
\[ = \int_B v_{1,K}(b) h(b^{-1}m) d\mu_B(b) \quad (K \text{ invariance}) \]
\[ = \int_M \int_{U^+} v_{1,K}(au) h(u^{-1}a^{-1}m) d\mu_M(a) d\mu_{U^+}(u) \]
\[ = \int_{U^+} h(u^{-1}m) d\mu_{U^+}(u) \quad (v_{1,K}(au) \neq 0 \Rightarrow a \in M_1) \]
\[ = \int_{U^+} h(um) d\mu_{U^+}(u) \quad (U^+ \text{ is unimodular}) \]
Where, $d\mu_B$ (respectively $d\mu_{U^+}$ and $dk$) is the Haar left invariant measure on $B$ (respectively $U^+$ and $K$) giving volume 1 to $B \cap K$ (respectively $U^+ \cap K$ and $K$). \hfill \Box

**Remark 5.1.3.** The function $m \mapsto \det(\text{Ad}_{\text{Lie}(U^+)}(m) - \text{Id}_{\text{Lie}(U^+)})$ is polynomial and nonzero. The set of regular elements is, by definition, the dense set of elements of $M$ which do not annihilate the nonzero polynomial function $m \mapsto \det(\text{Ad}_{\text{Lie}(U^+)}(m) - \text{Id}_{\text{Lie}(U^+)})$.

**Lemma 5.1.4.** Let $h$ be any function in $\mathcal{H}_K(\mathbb{Z})$ and $m \in M$ any regular elements (Definition 5.1.3). Then
\[ \int_{U^+} h(um) d\mu_{U^+}(u) = \Delta(m) \int_{G/S} h(gmg^{-1}) \frac{d\mu_K(g)}{ds} \]
where, the Haar measure $ds$ on $S = \mathbb{S}(F)$ is normalized by $\int_{M/S} \frac{d\mu_M}{ds} = 1$.

**Proof.** The same reasoning of [Car79, Lemma 4.1] proves the lemma. \hfill \Box

---

\(^{14}\)We refer to [Car79, §4.1] for all integration formulas used in the sequel.
A tale of parahoric–Hecke algebras, Bernstein and Satake homomorphisms.

Remark 5.1.5. As opposed to [HR10, Remark 10.1.1], the twisted Satake transform defined here, is dependent on the choice of the minimal parabolic $B$ which contains $M$ as a Levi factor.

Given Lemma 5.1.2, we need to prove that

$$\dot{S}_M^G(h)(m) = \dot{w} \left( S_M^G(h)(m) \right)$$

for all functions $h \in \mathcal{H}_K(Z)$, $m \in M$ and $w \in W$. By continuity, it suffices to show this equality for all $m$ in the dense set of elements of regular (Remark 5.1.3) which are semi-simple as elements in $G$. For these elements, we know by Lemma 5.1.4 that

$$\dot{S}_M^G(h)(m) = \Delta(m) \int_{G/S} h(gmg^{-1}) \frac{d\mu_K(g)}{ds}$$

On the one hand, by [Car79, (23)], one easily shows that $\Delta(\dot{w}(m)) = \Delta(m)$. On the other hand, since $h$ is $K$-bi-invariant, one has $h(n_wgn_w^{-1}) = h(g)$ for all $g \in G$. The compact subgroup $N \cap K$ acts by inner automorphisms on $G$ and on $S$, and hence leaves invariant the $G$-measure on $G/S$. Accordingly,

$$\dot{w} \left( S_M^G(h)(m) \right) = \Delta(w \cdot m) \int_{G/S} h(g(n_wmg^{-1}) \frac{d\mu_K(g)}{ds} = \Delta(m) \int_{G/S} h(gmg^{-1}) \frac{d\mu_K(g)}{ds} = S_M^G(h)(m).$$

This ends the "analytical" argument for Proposition 5.1.1. □

Remark 5.1.6. The following two diagrams are commutative

$$\begin{array}{c}
\mathcal{H}_K(Z) \xleftarrow{\dot{S}_M^G} \mathcal{R}^W \\
\uparrow \quad \uparrow
\\
\mathcal{H}_{K^\circ}(Z) \xleftarrow{\dot{S}_M^{G^\circ}} \mathcal{R}^{W^\circ}
\end{array}$$

Here, the last right vertical map is the natural inclusion $\Lambda^b_M \to \Lambda_M$ given by $mM^b \mapsto \sum_{m' \in M^b/M_1} mm'M_1$.

5.2 Twisted Satake isomorphism

Motivated by arithmetic problems for Shimura varieties, Haines and Rostami already established in [HR10], $S_M^G: \mathcal{H}_K(C) \simeq R^W \otimes_C C$. In this section, we extend their result to $\mathbb{Z}$-coefficients provided by the twisted Satake homomorphism $\dot{S}_M^G$.

Theorem 5.2.1. The twisted Satake homomorphism $\dot{S}_M^G: \mathcal{H}_{K^\circ}(Z) \to \mathcal{R}^{W^\circ}$ is a canonical isomorphism of $\mathbb{Z}$-algebras.

As for Proposition 5.1.1, we give in the following two subsubsections two proofs; the first is "algebraic" while the second is of "combinatorial" taste. We will see in §6, yet a third method which will give simultaneously this type of isomorphisms for all parahoric subgroup $K_F$ with $\mathcal{F} \subset \mathfrak{a}$.

5.2.1 Algebraic argument

Proof.
Lemma 5.2.2 Integral compatibility. The Satake and Bernstein twisted \( \mathbb{Z} \)-homomorphisms are compatible, i.e., the following diagram (of \( \mathbb{Z} \)-modules) is commutative:

\[
\begin{array}{ccc}
\mathcal{H}_{K^\flat}(\mathbb{Z}) \otimes_{\mathbb{Z}} \mathbb{Z}[q^{-1}] & \xrightarrow{\hat{\mathcal{S}}_M^G \otimes \text{id}} & \mathcal{R}_W^\flat \otimes_{\mathbb{Z}} \mathbb{Z}[q^{-1}] \\
\downarrow \phi_{\text{Bern}} & & \downarrow \phi_{\text{Bern}} \\
\mathbb{Z}(\mathcal{H}_p(\mathbb{Z}[q^{-1}])) & & \mathbb{Z}(\mathcal{H}_p(\mathbb{Z}[q^{-1}]))
\end{array}
\]

The injectivity of the horizontal and right diagonal maps is Corollary 4.5.1 and Proposition 5.1.1. Let \( h \in \mathcal{H}_{K^\flat}(\mathbb{Z}) \), we have

\[
v_1 * P h = v_1 * P e_{K^\flat} * P h
\]

\[
= [K^\flat : I^\flat](v_1^\flat * P e_{K^\flat}) * K^\flat h
\]

\[
= [K^\flat : I^\flat]S_M^G(h) \cdot (v_1^\flat * P e_{K^\flat})
\]

\[
= [K^\flat : I^\flat](\hat{\mathcal{S}}_M^G(h) \cdot v_1^\flat) * P e_{K^\flat}
\]

\[
= [K^\flat : I^\flat][v_1^\flat * P \hat{\Theta}_{\text{Bern}}(S_M^G(h))] * P e_{K^\flat}
\]

\[
= v_1^\flat * P \hat{\Theta}_{\text{Bern}} \circ \hat{\mathcal{S}}_M^G(h) * P 1_{K^\flat}
\]

Hence, \( h = \hat{\Theta}_{\text{Bern}} \circ \hat{\mathcal{S}}_M^G(h) * P 1_{K^\flat} = 1_{K^\flat} * P \hat{\Theta}_{\text{Bern}} \circ \hat{\mathcal{S}}_M^G(h) \).

\[\square\]

Accordingly, Theorem 5.2.1, follows readily from:

Lemma 5.2.3. For any \( h \in \mathcal{H}_{K^\flat}(\mathbb{Z}) \), and any \( f \in \mathcal{R}^W_{\mathbb{Z}} \) we have

\( h = \hat{\Theta}_{\text{Bern}}(S_M^G(h)) * P 1_{K^\flat} \) and \( \mathcal{S}_M^G(\hat{\Theta}_{\text{Bern}}(f) * P 1_{K^\flat}) = f \).

In other words, \((- * P P) \circ \hat{\Theta}_{\text{Bern}}\) is the inverse of \( \mathcal{S}_M^G \).

Let \( f \in \mathcal{R}^W_{\mathbb{Z}} \) so \( \hat{\Theta}_{\text{Bern}}(f) \in Z(\mathcal{H}_p(\mathbb{Z}[q^{-1}])) \). Then, clearly \( h_f = \hat{\Theta}_{\text{Bern}}(f) * P 1_{K^\flat} = 1_{K^\flat} * P \hat{\Theta}_{\text{Bern}}(f) \in \mathcal{H}_{K^\flat}(\mathbb{Z}) \). Now, given that \( v_1^\flat * P h_f = v_1^\flat * P h_f = f \cdot v_1^\flat * P 1_{K^\flat} \), one concludes that \( \mathcal{S}_M^G(h_f) = f \).

If we start with any element \( h \in \mathcal{H}_{K^\flat}(\mathbb{Z}) \), the same reasoning shows that

\[\mathcal{S}_M^G(h) = \hat{\Theta}_{\text{Bern}} \circ \hat{\mathcal{S}}_M^G(h) * P 1_{K^\flat}\]

and Proposition 5.1.1 then implies \( h = \hat{\Theta}_{\text{Bern}} \circ \hat{\mathcal{S}}_M^G(h) * P 1_{K^\flat} \).

\[\square\]

5.2.2 Combinatorial argument  Thanks to Remark 5.1.6, it is sufficient to show that \( \mathcal{S}_M^G : \mathcal{H}_{K}(\mathbb{Z}) \rightarrow \mathcal{R}^W_{\mathbb{Z}} \) (\( M^\flat = M_1 \)) to prove Theorem 5.2.1. So, we focus on this case in this subsection.

Definition 5.2.4. Let \( \succ^\flat \) be the partial order on \( \Lambda_M^\flat \) defined as follows

\[ m \succ^\flat m' \text{ if and only if } m - m' \in \Lambda_{aff} \text{ and } \nu(m - m') = \sum_{\Delta} n_\alpha \alpha^\vee, \text{ with } n_\alpha \in \mathbb{N}. \]

Remark 5.2.5. (i) When \( M^\flat = M_1 \), this is the usual order on the lattice \( \Lambda_M^1 \). (ii) Note that if \( m, m' \in \Lambda_M \) then \( m' \succ m \) if and only if \( m^\flat \succ^\flat m^\flat \), because (i) \( \nu \) factors through \( M/\ker \nu \) and a fortiori through \( \Lambda_M^1 \), and (ii) because \( \Box^\flat : \Lambda_M \rightarrow \Lambda_M^\flat \) restricts to an isomorphism \( \Lambda_{aff} \rightarrow \Lambda_{aff}^\flat \).
Lemma 5.2.6. If \( m \in \Lambda^-_M \), then \( U^+m^{-1}K \cap Km^{-1}K = m^{-1}K \).

Proof. We intend to use \([\text{BT72}, \text{4.3.6 Corollaire}]\) for \( G_1 \) by taking (with \textit{loc. cit.} notations) \( \Omega = \{a_0\} \) and \( \Omega' = \{a_0 + \nu(m)\} \) and \( n = 1 \). Since \( \Omega' \subset \Lambda^-_M \), we have \( a_0 \subset \Omega' + \mathbb{C}^+ \), so the condition of \([\text{BT72}, \text{4.3.6 Corollaire}]\) is fulfilled and we have \( U^+K \cap K_{a_0 + \nu(m)}K = K \). This shows the lemma. \( \square \)

Lemma 5.2.7. Let \( m, m' \in \Lambda_M \), if \( U^+m' \cap KmK \neq \emptyset \) then \( m' \preceq m \).

Proof. If the above intersection is nonempty, i.e. \( u \in U^+ \cap m'^{-1}KmK \). There exists then \( m_0 \in M \) such that \( m_0um_0^{-1} \in I \), hence, the alcove \( a' = \nu(m_0)(a) \) verifies

\[
I_{m'm^{-1}} \cap KK_{a_0 + \nu(m)} \neq \emptyset
\]

So in particular, \( m - m' \in \Lambda_{\text{aff}} \). We may then apply \([\text{BT72}, \text{4.3.16 Corollaire}]\) for \( G_1 \), by taking (with \textit{loc. cit.} notations) \( y = a_0 + \nu(m), x = a_0, n = m' - m \in \Lambda_{\text{aff}}, C = a' \) and \( D = C^- \) our fixed negative chamber. Then, the assumption \( y \in x + C^- \) is fulfilled because \( m \in \Lambda^-_M \). Therefore, we have

\[
y + \nu(m' - m) = a_0 + \nu(m') \leq_D y = a_0 + \nu(m).
\]

The order \( \leq_D \) in \textit{loc. cit.}\(^\text{15}\) translates here to \( \nu(m - m') = \sum_{\alpha \in \Delta} n_{\alpha} \alpha^\vee, n_{\alpha} \geq 0 \). \( \square \)

Second proof of Theorem 5.2.1. This resembles the proof in \([\text{HR10}, \text{§10.2}]\) for the untwisted Satake transform with coefficients in \( C \), which remains morally valid in our twisted context, although we deal with the "lexicographic" order on \( \Lambda^-_M \) in a different manner. We need to show that the following morphism of \( \mathbb{Z} \)-modules

\[
\mathcal{H}_K(\mathbb{Z}) \hookrightarrow \mathcal{R}^W \cdot v_{1,K}, h \mapsto S^G_M(h) \ast_K v_{1,K}
\]

is "upper triangular with respect to some total order, with invertible diagonals". The proof is similar to the proof of Theorem 4.2.3.

Recall that \( \{h_x : x \in \Lambda^-_M\} \) forms a \( \mathbb{Z} \)-basis for \( \mathcal{H}_K(\mathbb{Z}) \), we also have a \( \mathbb{Z} \)-basis for \( \mathcal{R}^W \cdot v_{1,K} \) given by \( \{r_m \cdot v_{1,K} : m \in \Lambda^-_M\} \). Fix an element \( x \in \Lambda^-_M \), we have

\[
v_{1,K} \ast_K h_x = S^G_M(h_x) \cdot v_{1,K} = \sum_{m \in \Lambda^-_M} s_{x,m} r_m, \text{ where } s_{x,m} = |U^+m^{-1}K \cap Kx^{-1}K|_K \geq 0.
\]

For \( m \in \Lambda^-_M \), \( r_m \) appears in the above summation, i.e. \( s_{x,m} \neq 0 \) if and only if \( U^+m \cap KxK \neq \emptyset \). Accordingly, by Lemma 5.2.7, we obtain

\[
v_{1,K} \ast_K h_x = \sum_{m \leq x} s_{x,m} r_m.
\]

Therefore, since the monoid \( \Lambda^-_M \) is countable and any element \( x \in \Lambda^-_M \) has only finitely many predecessors with respect to the partial order \( \preceq \), there exists a lexicographic (total) ordering \( x_1, x_2, \cdots \) for the elements of \( \Lambda^-_M \). The above discussion shows then, that the matrix of the transformation \( h \mapsto S^G_M(h) \) with respect to the bases \( \{h_{x_i}\}^\infty_1 \) and \( \{x_i\}^\infty_1 \) is upper triangular.

Finally, note that the diagonals \( s_{x,x} = |U^+x^{-1}K \cap Kx^{-1}K|_K \) are equal to 1 by Lemma 5.2.6. This observation shows that the triangular matrix \( S = (s_{x,m})_{x,m \in \Lambda^-_M} \) is indeed invertible, which concludes the combinatorial proof of Theorem 5.2.1. \( \square \)

\(^{15}\)We refer to \([\text{Bou68, n°1 §6 p. 155}]\) for more details on the order used in \([\text{BT72, 4.3.16 Corollaire}]\).
Remark 5.2.8. By the previous proof, for any $m \in \Lambda_M^+$, we have $\hat{S}^G_M(h_m) = \sum_{m' \geq m} s_{m,m'} r_{m'}$. In particular, if $m$ is minuscule, hence minimal with respect to the partial order $\preceq$, then $\hat{S}^G_M(h_m) = r_m$. This yields an alternative proof (and generalizes) for Kottwitz’s lemmas [Kot84, Lemma 2.3.3 & Lemma 2.3.7 (b)].

Remark 5.2.9 Comparison of the untwisted and twisted Satake isomorphisms. Consider the $C$-linear map

$$\eta_B: \mathcal{R} \otimes_Z C \longrightarrow \mathcal{R} \otimes_Z C; m \otimes c \longmapsto \delta_B(m)^{1/2} m \otimes c.$$ 

Observe that for any $m \in \Lambda_M$, we have $\eta_B(\sum_{w \in W/W_m} w(m)) = \delta(m)^{1/2} r_m$. Hence, $\eta_B: \mathcal{R} \otimes_Z C \rightarrow \mathcal{R} \otimes_Z C$ is actually an isomorphism of $C$-algebras with $W$-action where the target is endowed with the dot-action (Definition 3.16.1) and the source with the usual action. Let $S^G_M: \mathcal{H}_K(C) \rightarrow \mathcal{R} \otimes_Z C$ be the ”standard” Satake homomorphism [HR10, §9.2], then we have

$$\eta_B \circ S^G_M = S^G_M \otimes \text{id}_C.$$

5.3 Positivity properties of the Satake isomorphism

In this subsection we show that the natural generalization of Rapoport’s positivity result for unramified groups [Rap00, Theorem 1.1] and Haines listed properties [Hai00, Theorem 1.2] remains true in general.

Theorem 5.3.1. For any $x \in \Lambda_M^+$, write $\hat{S}^G_M(h_x) = \sum_{m \in \Lambda_M^+} s_{x,m} r_m$. The following statements are equivalent

(i) $s_{x,m} > 0$,
(ii) $U^+ m \cap K x K \neq \emptyset$,
(iii) $U^+ m \cap I w x w' I \neq \emptyset$, for some $w, w' \in W_a$,
(iv) $x \succcurlyeq m$.

Proof. The equivalence between (1) and (2) was already established while proving Theorem 5.2.1, in which it is also proved $(1) \Rightarrow (4)$. The equivalence between (2) and (3) is clear from Lemma 3.9.1.

Now, we show $(4) \Rightarrow (1)$: C. Schwer proved in [Sch06] such an implication for the case of extended affine Weyl groups attached to root data. We shall apply his result to $D := (\Lambda^1_M, \Sigma^1, \Lambda^1, \Sigma, \Delta^1, \Sigma^1)$. As we saw in Remark 5.1.6, the following diagram is commutative

$$\left( \hat{S}^G_M(h_x) \right)^1 = \hat{S}^G_M(\eta^1_x),$$

hence

$$\sum_{m \preceq x} s_{x,m} r_{m1} = \sum_{y \preceq x} s_{x1,y} r_{y} \in \mathcal{R}^1 W.$$ 

By Remark 5.2.5, $m \preceq x$ if and only if $m1 \preceq x1$. Accordingly, $\sum_{m \preceq x} s_{x,m} r_{m1} = \sum_{m \preceq x} s_{x1,m1} r_{m1} \in \mathcal{R}^1 W$ and so $s_{x,m} = s_{x1,m1}$, for all $m \preceq x$. We can actually see it directly; because $M^1$ normalizes $K$ and $x - m \in \Lambda_{aff}$, we get

$$s_{x1,m1} = |(U^+ K \cap m K x^{-1} K^1) K^1|_{K^1} = |(U^+ K \cap m K x^{-1} K) K^1|_{K^1} = s_{x,m}.$$ 

Thanks to [Sch06, Corollary 4.8], we have the implication $x1 \preceq m1 \Rightarrow s_{m1,x1} > 0$, which ends the proof of the theorem. 
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6. A compressible algebra and centers of parahoric-Hecke algebras

6.1 Normalized Intertwiners

The dot-action of $W$ on $R^\flat$ stabilizes $R^\flat_{\text{aff}}$, hence it extends to a dot-action of $W$ on $L_{\text{aff}}^\flat \otimes R^\flat_{\text{aff}}$. Now, since $W$ action’s is locally finite, we have by [Bou64, §1 n° 9, Proposition 23] two canonical isomorphisms:

$$L^\flat := L_{\text{aff}}^\flat \otimes R^\flat_{\text{aff}} \simeq L_{\text{aff}}^\flat \otimes R^\flat_{\text{aff}} W^\flat \quad \text{and} \quad L^\flat W := L_{\text{aff}}^\flat \otimes R^\flat_{\text{aff}} W^\flat R^\flat_{\text{aff}}$$

Tensoring the decomposition provided by Corollary 4.3.6 with $L^\flat W$ over $R^\flat_{\text{aff}} W$, yields

$$L_{\text{aff}}^\flat \otimes R^\flat_{\text{aff}} W \mathcal{H}_p(\mathbb{Z}[q^{-1}]) = \bigoplus_{w \in W_{\text{aff}}} i^\flat_w \ast_p L^\flat = \bigoplus_{w \in W} L^\flat \ast_p i^\flat_w. \quad (2)$$

**Lemma 6.1.1.** For any $f \in L^\flat$, and $s \in S^\flat$ we have

$$f \ast_p (i^\flat_s + 1) - (i^\flat_s + 1) \ast_p s(f) = (f - s(f)) \ast_p \mathcal{G}(\alpha).$$

**Proof.** It suffices to show this statement for $f \in R^\flat$, which follows readily from Proposition 4.4.3.

For any $s \in T_{\text{aff}}$, set

$$\tilde{k}^\flat_s := -1 + (i^\flat_s + 1) \mathcal{G}(\alpha)^{-1} \in L_{\text{aff}}^\flat.$$

**Proposition 6.1.2.** (a) There exists a unique group homomorphism

$$K^\flat : W_{\text{aff}} \to \left(L_{\text{aff}}^\flat \otimes R^\flat_{\text{aff}} \mathcal{H}_p(\mathbb{Z}[q^{-1}])\right)^\times$$

such that $K^\flat(s) = \tilde{k}^\flat_s$ for all $s \in T_{\text{aff}}$.

(b) For any $f \in L^\flat$, we have $f \ast_p \tilde{k}^\flat_w = \tilde{k}^\flat_w \ast_p w^{-1}(f)$.

(c) $L_{\text{aff}}^\flat \otimes R^\flat_{\text{aff}} \mathcal{H}_p(\mathbb{Z}[q^{-1}]) = \bigoplus_{w \in W} L^\flat \ast_p \tilde{k}^\flat_w = \bigoplus_{w \in W} L^\flat \ast_p \tilde{k}^\flat_w \ast_p L^\flat$.

**Proof.** (a) The condition forces the image of $K$ to be in $L_{\text{aff}}^\flat \otimes \Lambda_{\text{aff}} \mathcal{H}_{\text{aff}} \mathcal{H}_p(\mathbb{Z}[q^{-1}]) = \bigoplus_{w \in W} L_{\text{aff}}^\flat \ast_p \tilde{i}^\flat_w$. The existence and unicity follows then from [Lus89, Proposition 5.2 (a)] applied to $\mathcal{H}_p(\mathbb{Z}[q^{-1}]) \simeq \mathcal{H}(W_{\text{aff}}, D_{\text{aff}}, v = q, L)$.

(b) Because $K$ is a morphism of groups, it suffices to check the statement (b) for $w = s \in T_{\text{aff}}$, which follows from Lemma 6.1.1 and the definition of $\tilde{k}^\flat_s$.

(c) We proceed as in the proof of [Lus89, Proposition 5.5 (a)]. Let $X = \sum_{w \in W} L^\flat \ast_p \tilde{k}^\flat_w$. Since $W_{\text{aff}}$ is generated by $T_{\text{aff}}$, it suffices to show that $i^\flat_s \in X$, for all $s \in T_{\text{aff}}$. But, by definition, we have $i^\flat_s \in L^\flat(1 + \tilde{k}^\flat_s)$. Therefore, $L_{\text{aff}}^\flat \otimes \Lambda_{\text{aff}} \mathcal{H}_p(\mathbb{Z}[q^{-1}]) = X$. We saw in (2) p. 55, that $L^\flat \otimes \mathcal{R}_{\text{aff}} \mathcal{H}_p(\mathbb{Z}[q^{-1}])$ is free over $L$ of rank $|W|$. Therefore, $L_{\text{aff}}^\flat \otimes \mathcal{R}_{\text{aff}} \mathcal{H}_p(\mathbb{Z}[q^{-1}]) = \bigoplus_{w \in W} L^\flat \ast_p \tilde{k}^\flat_w$. The other equality is proved in a similar way.

6.2 A skew group ring

**Proposition 6.2.1.** Let $L^\flat \ast \tilde{W}$ be the skew group ring of $\tilde{W}$ over $L^\flat$ (See Definition .1). We have an isomorphism of $L^\flat$-algebras:

$$L^\flat \ast \tilde{W} \to L_{\text{aff}}^\flat \otimes \mathcal{R}_{\text{aff}} \mathcal{H}_p(\mathbb{Z}[q^{-1}]), r \cdot w \mapsto r \ast_p \tilde{k}^\flat_w.$$
Proof. This follows readily from (b) and (c) of Proposition 6.1.2. \[ \square \]

6.3 An Azumaya algebra

**Lemma 6.3.1.** (i) The skew group ring $\mathcal{L}_{aff} \ast \dot{W}$ is the matrix algebra $M_{|W|}(\mathcal{L}_{aff}^\dot{W})$.

(ii) The two ring extensions $\mathcal{L}_{aff}/\mathcal{L}_{aff}^\dot{W}$ and $\mathcal{L}^\dot{b}/\mathcal{L}^\dot{b}^\dot{W}$ are $\dot{W}$-Galois.

**Proof.** (i) There is an obvious map of algebras $\mathcal{L}_{aff} \ast \dot{W} \to \text{End}_{\mathcal{L}_{aff}}(\mathcal{L}_{aff})$ where, an element $a \in \mathcal{L}_{aff}$ is taken to multiplication by $a$ on $\mathcal{L}_{aff}$, and $w \in \dot{W}$ is taken to the obvious map $w : \mathcal{L}_{aff} \to \mathcal{L}_{aff}$. By an argument similar to the proof of linear independence of characters, one can check that this map is injective. Now since each side has dimension $|W|^2$ as vector space over $\mathcal{L}^W$, this map is an isomorphism.

(ii) We deduce from (i) that $\mathcal{L}_{aff} \ast \dot{W}$ is Azumaya over $\mathcal{L}_{aff}^\dot{W}$. Accordingly, Theorem .4 shows that $\mathcal{L}_{aff}/\mathcal{L}_{aff}^\dot{W}$ is $\dot{W}$-Galois, and so is $\mathcal{L}^\dot{b}/\mathcal{L}^\dot{b}^\dot{W}$ using Corollary .1.

**Proposition 6.3.2.** The $\mathbb{Z}[q^{-1}]$-algebra $A = \mathcal{L}_{aff}^\dot{b} \otimes_{\mathcal{R}_{aff}} \mathcal{H}_P(\mathbb{Z}[q^{-1}])$ is compressible, that is

$$Z(eAe) = eZ(A) = e\mathcal{L}^\dot{W}$$

for any idempotent $e$ of $A$.

**Proof.** By Theorem .4 and Lemma 6.3.1 (ii), the algebra $\mathcal{L}^\dot{b} \ast \dot{W}$ is Azumaya over $\mathcal{L}^\dot{b}$, so the proposition is a consequence of Theorem .1. \[ \square \]

6.4 The center of parahoric–Hecke algebras

**Theorem 6.4.1.** For any facet $\mathcal{F} \subset \mathfrak{O}$, we have

$$Z \left( \mathcal{H}_{K^{b\ell}_P}(\mathbb{Z}[q^{-1}]) \right) = \hat{\mathcal{O}}_{\text{Bern}}(\mathcal{R}_{aff}^\dot{W} \otimes_{\mathbb{Z}} \mathbb{Z}[q^{-1}]) \ast_P 1_{K^{b\ell}_P}.$$  

In particular, the set $\{r_{m\ell}^b \ast_P 1_{K^{b\ell}_P} : m \in \Lambda_{M}^b \}$ forms a basis for the $\mathbb{Z}[q^{-1}]$-module $Z \left( \mathcal{H}_{K^{b\ell}_P}(\mathbb{Z}[q^{-1}]) \right)$.

**Lemma 6.4.2.** For any idempotent $e \in \mathcal{H}_P(\mathbb{Q})$, we have

$$Z(e(\mathcal{L}_{aff}^\dot{b} \otimes_{\mathcal{R}_{aff}} \mathcal{H}_P(\mathbb{Q})))e) = e\mathcal{L}_{aff}^\dot{b} \otimes_{\mathcal{R}_{aff}} \mathcal{H}_P(\mathbb{Q}))e).$$

**Proof.** Given Corollary 4.5.1, we have an inclusion $Z(e(\mathcal{L}_{aff}^\dot{b} \otimes_{\mathcal{R}_{aff}} \mathcal{H}_P(\mathbb{Q})))e) \subset e\mathcal{L}_{aff}^\dot{b} \otimes_{\mathcal{R}_{aff}} \mathcal{H}_P(\mathbb{Q})))e)$. The opposite one is true because:

(i) The morphism $e\mathcal{H}_P(\mathbb{Z}[q^{-1}])e) \to e\mathcal{L}_{aff}^\dot{b} \otimes_{\mathcal{R}_{aff}} \mathbb{Z}[q^{-1}])e) \mathcal{H}_P(\mathbb{Z}[q^{-1}])e), h \mapsto e \otimes h$ is injective.

This follows readily from the proof of Lemma 4.4.1, in which we proved that $\mathcal{H}_P(\mathbb{Z}[q^{-1}])$ is $\mathcal{R}_{aff}^\dot{W}$-torsion free, so in particular $e\mathcal{H}_P(\mathbb{Q}e)$ is also $\mathcal{R}_{aff}^\dot{W}$-torsion free and $\mathcal{R}_{aff}^\dot{W} \simeq e\mathcal{R}_{aff}^\dot{W}$.

(ii) Any element in the left hand side can be written as $\ell \otimes h$, for some $\ell \in e\mathcal{R}_{aff}^\dot{W}$ and $h \in e\mathcal{H}_P(\mathbb{Z}[q^{-1}])e$, hence we must have $h \in Z(e\mathcal{H}_P(\mathbb{Z}[q^{-1}])e)$. This shows the lemma. \[ \square \]

**Proof of Theorem 6.4.1.** Let $\mathcal{F} \subset \mathfrak{O}$ be any facet and $e_{\mathcal{F}}$ the idempotent $[K^{b\ell}_F : I^P]1_{K^{b\ell}_P}$. By Proposition 6.3.2 and Lemma 6.4.2, we have

$$e_{\mathcal{F}}^\dot{b}\mathcal{L}^\dot{W} = e_{\mathcal{F}}\mathcal{L}_{aff}^\dot{b} \otimes_{e_{\mathcal{F}}\mathcal{R}_{aff}^\dot{W}} e_{\mathcal{F}}\mathcal{R}_{aff}^\dot{W} = e_{\mathcal{F}}\mathcal{L}_{aff}^\dot{b} \otimes_{e_{\mathcal{F}}\mathcal{R}_{aff}^\dot{W}} Z(e_{\mathcal{F}}\mathcal{H}_P(\mathbb{Q})e_{\mathcal{F}}).$$
4.1.4 For any \( h \in Z(e_F H_p(Q)e_F) \), there are then \( s, r \in R^W \) such that \( sh - re = 0 \). We have then an equality \( sv_1^h \ast_K e_F h = tv_1^h \). By Proposition 4.1.4, we deduce that \( v_1^h \ast_K e_F h = tv_1^h \) for some \( t \in R^W \otimes Q \), this shows \( v_1^h \ast_P e_F = v_1^h t \ast_P e_F \) and accordingly \( h = t \ast_P e_F \) by Corollary 4.2.4. In conclusion, \[
1_K \ast (R^W \otimes Z, Q) = Z(e_F H_p(Q)e_F) = Z(H^W_K((Q))).
\]

Let \( h \in Z(H^W_K((Z[q^{-1}]))) \), by the previous discussion, there exists \( a/b \in Q \) and \( r \in R^W \) such that \( h = \frac{a}{b} 1_K \ast_P \Theta^b_{Bern}(r) \), but by definition the term \( 1_K \ast_P \Theta^b_{Bern}(r) \in H^W_p((Z[q^{-1}])) \), hence one must have \( \frac{a}{b} \in Z[q^{-1}] \). Consequently, we have \[
Z(H^W_K((Z[q^{-1}]))) = 1_K \ast_P \Theta^b_{Bern}(R^W \otimes Z, Z[q^{-1}]).\]

The linear independence of the elements \( r_m^h \ast_P 1_K (m \in \Lambda_M^{-\beta}) \) is clear from the injectivity of \(-\ast_P 1_K \) and Corollary 4.3.6.

6.5 Compatibility of the twisted Satake and twisted Bernstein isomorphisms

From the above, we see that \( Z(H^W_K((Z[q^{-1}])) \) is a free \( R^W \otimes Q^W \)-module of rank one, with basis the canonical vector \( 1_K \). Define \( \mathcal{S}_F : Z(H^W_K((Z[q^{-1}])) \to R^W \otimes Z, Z[q^{-1}] \), characterized by \( \mathcal{S}_F(h) \ast 1_K = h \). By Lemma 5.2.3, we have \( \mathcal{S}_F = S^G \) if \( F = \{a_0\} \). The Satake and Bernstein twisted isomorphisms are compatible in the following sense:

**Theorem 6.5.1.** Let \( F \subset F' \subset \mathfrak{p} \), be two facets, i.e. \( K_F \supset K_{F'} \supset I \). The following diagram of \( Z[q^{-1}] \)-algebras is commutative:

\[
\begin{array}{ccc}
Z(H^W_K((Z[q^{-1}])) & \xrightarrow{\mathcal{S}_F} & R^W \otimes Z, Z[q^{-1}] \\
-\ast_{K_{F'}} 1_K & \simeq & \simeq \\
Z(H^W_K((Z[q^{-1}])) & \xleftarrow{-\ast_{I} 1_K} & Z(H^W_K((Z[q^{-1}])))
\end{array}
\]

**Proof.** Similar to the proof of Lemma 5.2.2. \( \square \)

**Remark 6.5.2.** Given Theorem 5.2.1, we have, in particular, an inclusion \( Z(H^W(K)) \subset \Theta_{Bern}(R^W) \).

**Appendix.**

This appendix is devoted to some properties of \( G \)-Galois extensions of commutative rings.

**.1 G-Galois extensions of commutative rings**

**Definition 1.** Let \( S \) be a commutative ring and \( G \) a finite group of ring automorphisms of \( S \). Write \( S \ast G \) for the free \( S \)-module with basis \( \{g \in G\} \). We make \( S \ast G \) into a ring as follows: for \( s, s' \in S \) and \( g, g' \in G \), define \( (s \cdot g)(s' \cdot g') = sg(s') \cdot gg' \). The ring \( S \ast G \) is usually called a skew group ring or a trivial crossed product.

**Definition 2.** Let \( R \) be a commutative ring. Two \( R \)-algebras homomorphisms \( f, g : A \to B \) are said to be strongly distinct if for every nonzero idempotent \( e \in B \) there exists \( x \in A \) such that \( f(x)e \neq g(x)e \).
Remark 3. Strong distinctness is equivalent to Dedekind’s lemma in the context of separable algebras. The elements of $G$ are all pairwise strongly distinct if and only if $G$ is free over $S$ in $\text{End}_R(S)$ [FP97, Proposition 2.1].

Theorem 4. Let $S$ be a commutative ring extension and $G$ a finite group of ring automorphisms of $S$. Set $R := S^G$. The ring $S$ is called a Galois extension of $R$ with Galois group $G$ or $S/R$ is a $G$-Galois ring extension, if one of the following equivalent statements is satisfied:

(i) $S$ is separable over $R$ and the elements of $G$ are all pairwise strongly distinct.

(ii) There exist elements $x_i, y_i$ in $S$, $1 \leq i \leq n$ for some integer $n$, such that $\sum_i x_i g(y_i) = \delta_{1.g} 1_S$, for all $g \in G$. The set $\{x_i, y_i : 1 \leq i \leq n\}$ is called a $G$-Galois system for $S$.

(iii) $S$ is a finitely generated projective $R$-module and the map $\varphi : S \times G \to \text{End}_R(S)$, given by $\varphi(xg)(y) = xg(y)$, is an isomorphism of $S$-modules and $R$-algebras.

(iv) For any left $S \times G$-module $M$ the map $\mu : S \otimes_R M^G \to M$, $(s \otimes m) \to sm$ is an isomorphism of $S$-modules.

(v) The map $S \otimes_R S \to \prod_{g \in G} S, (x,y) \mapsto (xg(y))_{g \in G}$ is an isomorphism of $S$-algebras.

(vi) For each maximal ideal $m$ of $S$ and each $1 \neq g \in G$ there exists $y \in S$ such that $g(y) - y \notin m$.

(vii) $S\pi S = S \times G$ where $\pi = \sum_{g \in G} g$.

(viii) $S \times G$ is Azumaya over $R$.

(ix) $S \times G$ is $H$-separable over $S$.

When this is the case, $S$ is a maximal commutative $R$-subalgebra of $S \times G$ with $(S \times G) \otimes_R S \simeq \mathbb{M}_{|G|}(S)$ and $S \otimes_R (S \times G) \simeq \mathbb{M}_{|G|}(S)$.

Proof. The equivalence of the first seven statement is [CHR65, Theorem 1.3]. For (8), first note that $S$ can be seen as an $(S; R)$-submodule of $S \times G$ via $x \mapsto x\pi$, hence the notation $S\pi S$ makes sense. Because $\pi g = \pi$ we see that $S\pi S$ is a two sided ideal of $S \times G$, hence $S\pi S = S \times G$ if and only if $1_S \in S\pi S$, which is equivalent to the existence of $x_i, y_i$ in $S$, $1 \leq i \leq n$ for some integer $n$, such that $1_S = \sum_i x_i \pi y_i = \sum_{g \in G} (\sum_i x_i g(y_i)) g$, i.e. $\sum_i x_i g(y_i) = \delta_{1.g} 1_S$, for all $g \in G$. For 8 and 9, this is [Ike81, Theorem 2] or [AS95, Corollary 2].

Remark 5. If $S/R$ is $G$-Galois, then $\text{Rank}_R S = |G|$ [FP97, Lemma 2.3].

.2 Properties

Proposition 1. For any $G$-Galois extension $S/R$:

(i) $S$ is faithfully flat over $R$.

(ii) $\text{Tr} : S \to R$ is surjective.

(iii) The $R$-submodule $R$ of $S$ is a direct summand of $S$.

(iv) For any $R$-algebra $T$, $T \otimes_R S$ is a $G$-Galois extension iff $S/R$ is $G$-Galois.

(v) Let $S/R$ and $S'/R$ be $G$-Galois. Then every $G$-equivariant $R$-algebra homomorphism $f : S \to S'$ of $G$-Galois extensions is an isomorphism.

Proof. See [Gre92, Chapitre 0, §1].
.3 An obvious corollary

Corollary 1. Let $T$ be a commutative ring with a unity $1_T$ and $G$ be a finite group $G$ that acts faithfully on it by ring automorphisms. Let $S \subset T$ be a subring such that $1_T = 1_S$. If $S/S^G$ is $G$-Galois then so is $T/T^G$.

Proof. Thanks to Theorem 4, there exist elements $x_i, y_i$ in $S \subset T$, $1 \leq i \leq n$, such that $\sum_i x_i g(y_i) = \delta_{1_G} 1_S$, for all $g \in G$. The corollary follows readily since $1_T = 1_S$. Q.E.D.

.4 Compressibility

Theorem 1. If $A$ is an Azumaya algebra over a commutative ring $R$ then it is also compressible, that is if $Z(eAc) = eZ(A) = eR$ for each idempotent $e$ of $A$.

Proof. This is [AP84, Theorem 2]. Q.E.D.

Example 2. If $S/R$ is $G$-Galois then $S \ast G$ is compressible.
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