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**Abstract**

Image enhancement is a subjective process whose targets vary with user preferences. In this paper, we propose a deep learning-based image enhancement method covering multiple tonal styles using only a single model dubbed StarEnhancer. It can transform an image from one tonal style to another, even if that style is unseen. With a simple one-time setting, users can customize the model to make the enhanced images more in line with their aesthetics. To make the method more practical, we propose a well-designed enhancer that can process a 4K-resolution image over 200 FPS but surpasses the contemporaneous single style image enhancement methods in terms of PSNR, SSIM, and LPIPS. Finally, our proposed enhancement method has good interactivity, which allows the user to fine-tune the enhanced image using intuitive options.

**1. Introduction**

The development of smartphone cameras has dramatically lowered the barriers to take photos, but amateurs still lack the skills to get high-quality photos. To this end, a variety of image post-processing techniques have been proposed to bridge the gap. Generally, these techniques tend to improve the quality of image detail, which is broadly objective. However, the quality of a photo depends not only on the image detail but also on whether the photo meets people’s aesthetics, which is entirely subjective. Therefore, various deep learning-based approaches [7, 15, 22] are proposed to retouch photos to make these photos more aesthetically pleasing. But only a few works [12, 25] have realized the difference between image enhancement and other low-level vision tasks. In our opinion, a practical image enhancement method should not employ a generic image restoration network but aim to be real-time and style-aware.

It is straightforward that different users have different aesthetic preferences, so the target image’s tonal style is not constant [19, 25, 28]. And different cameras have different camera response functions (CRFs) and image signal processing (ISP) pipeline [1, 14], which means that the tonal style of the input image is also not constant. Meanwhile, users may want to transform the retouched images into their preferred style, whereas the unretouched images are not available. Therefore, we consider that a practical image enhancement method requires the capacity to transform images between multiple tonal styles. Finally, because user preferences are challenging to quantify precisely, the intuitive manual adjustment options are appealing [16, 29].

The current common image restoration strategy is to train a fully convolutional network (FCN) [33] to reconstruct the images fed into the network. However, the computational complexity of the FCN grows quadratically with the spatial dimensions of the input images [18]. And the FCN-based network is more difficult to train and may introduce artifacts [12], especially when employing generative adversarial networks (GANs) [3, 7, 13]. Besides, the FCN’s receptive field does not change with the input image’s size, which may lead to a visible dissimilarity between the enhanced images of the same image in different resolutions [12]. In contrast, color transform-based image en-
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hancement methods only use convolutional neural networks (CNNs) to encode the color transformation’s parameters from a fixed-size, low-resolution version of the image. And the learned color transformation functions can be applied to the full-resolution images, whose computational complexity is extremely low. Therefore, we consider the color transform-based image enhancement methods may be plausible solutions.

As illustrated in Figure (a), most existing image enhancement methods need to train an individual FCN for each transformation. More critically, a new dataset needs to be collected for each new style transformation, yet collecting a dataset for image enhancement is challenging since it relies on expert knowledge. Also, considering the high computational complexity of FCN when processing high-resolution images, such methods can only provide limited capabilities to users.

To this end, we propose a more practical image enhancement method that is real-time and style-aware to bridge these gaps. We named our method StarEnhancer to admire StarGAN, albeit our approach is vastly different from StarGAN. As demonstrated in Figure (b), StarEnhancer utilizes multiple tonal styles’ training data and learns the mapping between multiple tonal styles using a single model. Specifically, we first train a style classifier to classify images and take the output embedding vector of the classifier’s penultimate layer as the latent codes. The mapping network then encodes these latent codes as a set of style codes, which customizes the curve encoder using Dual AdaIN modified from adaptive instance normalization (AdaIN) [20]. The curve encoder predicts the curves’ parameters from the low-resolution version of the image, and the enhancer applies these curves to transform the full-resolution image. Unlike the existing color transform-based image enhancement methods [5, 12, 24, 28, 31, 38, 46, 49], StarEnhancer considers the correlation between color channels and the pixel’s coordinates.

Overall, our contributions are as follows:

- We propose a highly efficient curve-based enhancer that can enhance a 4K-resolution image over 200 FPS on a single GPU. And it is scale-invariant and artifact-free, which is critical for high-resolution images.
- We propose a flexible approach named StarEnhancer for image enhancement between multiple styles. It can be customized to meet different camera characteristics and user preferences via a simple one-time setup.
- StarEnhancer provides intuitive options to allow users to fine-tune the results for each image manually.
- StarEnhancer achieves state-of-the-art performance in terms of efficiency and effectiveness on the MIT-Adobe-5K dataset [4].

2. Basic enhancer

The effectiveness and efficiency of the image enhancer can substantially affect the approach’s practicality. Therefore, we first discuss how to design an expressive and fast image enhancer. Finally, we propose the basic enhancer for the single style transformation.

2.1. Problem formulation

Unlike the real-time image classification methods that emphasize network architecture design [18, 42, 52], the real-time image restoration methods also involve the impact of the input image’s size on the processing efficiency. Deep learning-based image restoration methods are generally based on the FCNs, making their computational complexity quadratic to the input image’s spatial dimensions. And most image enhancement methods also employ FCN-like network architectures [2, 6, 7, 16, 27, 48]. If using the network \( G \) with parameters \( \theta \) to enhance the input image \( I \) directly, the output image \( O \) can be formulated as follows:

\[
O = G(I; \theta). \tag{1}
\]

Fortunately, the standard image enhancement task is more aware of the global information, making it possible to utilize the down-sampled image to obtain informative features, just like the strategy applied in the high-level vision task. As a trade-off, it isn’t easy to apply this kind of method to the detail-concerned image restoration tasks, including even the low-light image enhancement task [30, 44, 43, 47, 53]. Specifically, the network \( G \) with parameters \( \theta \) extracts the features from the down-sampled input image \( I_{\downarrow} \), and these features are used to formulate the transformation function \( F \) applied to the input image \( I \) as follows:

\[
O = F(I; G(I_{\downarrow}; \theta)). \tag{2}
\]

In this way, the backbone network’s computational complexity for extracting features hardly varies with the input image size. And the key to designing a powerful image enhancer is to develop an efficient and expressive transformation function.

2.2. Prior art

There are roughly three categories of functions to follow: color transformation matrix [5, 12, 31], curve-based color transformation function [15, 24, 29, 38], and 3D lookup table (LUT) [49].

The color transformation matrix is a \( 3 \times 4 \) affine transformation matrix that maps the pixel’s input color to the output color. As an example, HDRNet [12] predicts low-resolution affine color transformation coefficient matrices in the bilateral grid. Guided by the full-resolution single-channel guide map, these matrices are sliced into full-resolution coefficient matrices that are then applied to the original image.
However, the color transformation matrix’s capability is not sufficient. And the guide map is generated by an FCN built with several point-wise convolution layers, which is still expensive for high-resolution images.

Curve-based color transformation functions mimic the color adjustment curve tool in retouching software (e.g. Lightroom and Photoshop) and are more in line with human retouching. In order to quantify a curve using a limited number of parameters, the backbone networks regress the knot points of the curve \([24, 29, 38]\) or the coefficients of a pre-defined function (e.g. gamma function, polynomial function) \([15, 19, 39]\). However, existing curve-based color transformation functions mostly neglect the relationship between color channels, which is in line with the color adjustment curve tool’s characteristics but lacks the capability to approximate complex transformations.

3D LUTs are expressive operators that have been used in ISP \([23]\). Generally, 3D LUTs are obtained by expert adjustment and are fixed after the adjustment. To this end, Adaptive 3DLUT \([49]\) learns a set of basis 3D LUTs from the training dataset and uses a CNN to predict content-dependent weights from the down-sampled image. These weights are used to fuse multiple basis 3D LUTs into a single 3D LUT that is then applied to the full-resolution image’s transformation. Sincerely, 3D LUT is an attractive transformation function. However, Adaptive 3DLUT is a trade-off approach because only the weights for fusing the basis 3D LUTs are adaptive to the input image, while the basis 3D LUTs are still fixed after training. We believe that it is not flexible enough to be used as the basic image enhancer for multi-style image enhancement.

### 2.3. Multi-curve enhancer

We consider building our enhancer based on a curve-based color transformation function. For the prior curve-based image enhancement methods, the color transformation for output channel \(j \in \{r, g, b\}\) can be formulated as:

\[
O_j(x, y) = F(I_j; \mathbf{G}(I_{\downarrow}; \theta)_j). \quad (3)
\]

Combined with the ideas of color transformation matrix and 3D LUT, we propose a revised curve-based transformation function to build our basic enhancer. We note that both the color transformation matrix and the 3D LUT take into account the correlation between the color channels. In other words, each channel of the output image is correlated with each channel of the input image. Besides, we believe that introducing the coordinate maps \(\{x, y\}\) can make the transformation function more expressive. Thus the revised transformation for input pixel \(I(x, y) (I, x, y \in [0, 1])\) can be formulated as:

\[
O_j(x, y) = F(I(x, y), x, y; \mathbf{G}(I_{\downarrow}; \theta)_j). \quad (4)
\]

Figure 2 illustrates how our proposed image enhancer processes a high-resolution image with \(H \times W\) resolution. Firstly, the CNN-based curve encoder predicts a parameter vector \(\mathbf{u}\) for all curves’ knot points from the down-sampled input image with \(K \times K\) resolution. Then we split \(\mathbf{u} = \mathbf{G}(I_{\downarrow}; \theta)\) into 15 subvectors, in which \(u_{ij}\) corresponds to the curve that maps input channel \(i \in \{r, g, b\}\) to output channel \(j \in \{r, g, b\}\). We propose an extremely fast curve-based transformation using piecewise cubic interpolation \([11]\) and indexing to utilize the knots’ parameter vectors. Using the piecewise cubic interpolation function \(S_{M,N}\), we interpolate an \(M\)-dimensional vector \(u_{ij} = [u_{ij,0}, ..., u_{ij,M-1}]^T\) to an \(N\)-dimensional vector \(v_{ij} = [v_{ij,0}, ..., v_{ij,N-1}]^T\) as follows:

\[
v_{ij} = S_{M,N}^g(u_{ij}). \quad (5)
\]

Let \(v_{ij,k}\) be the \(k\)-th element \(v_{ij,k}\) of \(v_{ij}\), we apply following transformation to obtain the residual image \(R\):

\[
R_{ij}(x, y) = S_{M_s,i,2^D}^d(u_{ij}([I_{ij}(x, y) ; (2^D - 1)])
+ S_{M_h,i,2^D}^d(u_{kj}([I_{kj}(x, y) ; (2^D - 1)])
+ S_{M_s,j,2^D}^d(u_{ij}([I_{ij}(x, y) ; (2^D - 1)])
+ S_{M_r,j,2^D}^d(u_{ij}([I_{ij}(x, y) ; (2^D - 1)])
+ S_{M_s,j,2^D}^d(u_{ij}([I_{ij}(x, y) ; (2^D - 1)]))
+ S_{M_s,j,2^D}^d(u_{ij}([I_{ij}(x, y) ; (2^D - 1)])), \quad (6)
\]

where \([\cdot]\) is the floor function and \(D\) denotes the color depth of each channel. In practice, we only require the interpolated vector \(\{v_{ij}\}\) to be expanded to a map with the same resolution as the input image since the coordinates of the pixels are monotonic. Besides, it is feasible to apply a low color depth transformation to a high color depth image to reduce the cost of indexing (e.g. \(D = 8\) for 48-bit color image). In this way, we need to render the residual image instead of rendering the enhanced image for preserving the information of high color depth images. Finally, the enhanced image can be obtained by \(O = R + I\).

Given the image pair \(\{I_a, I_b\}\), where \(I_a\) is the input image and \(I_b\) is the reference image, we compute the \(L_1\) loss in CIELab color space to train the enhancer:

\[
\mathcal{L}_E = \|\text{Lab}(I_b) - \text{Lab}(F(I_a; \mathbf{G}(I_a; \theta)))\|_1. \quad (7)
\]
3. StarEnhancer

In this section, we illustrate how to guide the enhancer to perform adaptive multi-style color transformations. There are two critical issues to be addressed: how to make the method adaptive to unseen styles and how to feed style information into the network.

3.1. Style encoder

We first discuss how to design the style code to encode unseen styles, thereby making the enhancer adaptive to new cameras and users. Apparently, a fixed label such as the one-hot vector used in StarGAN [8] is not a good choice. In contrast, the latent code used in StarGAN v2 [9] is a better choice, but it is obtained by randomly sampling from a known distribution, which only ensures diversity but does not establish a clear link to the style. Inspired by face recognition works [10, 32, 44, 45], we strive to train a style encoder that can learn image embeddings to establish the link between the specific style and the latent code.

Figure 3 illustrates an overview of our proposed approach. Specifically, we first train an image classifier on a dataset containing images of multiple tonal styles. Given the embedding $\tilde{f}$ of the downsampled input image after the final global pooling layer and the corresponding style class label $p$, the loss can be formulated as follows:

$$L_S = -\log \left( \frac{\exp \left( \frac{f^T \cdot w_p}{\|f\|_2 \cdot s} \right)}{\sum_{q \in Q} \exp \left( \frac{f^T \cdot w_q}{\|f\|_2 \cdot s} \right)} \right),$$

where $s$ is a scaling term, $Q$ denotes the style class set, $w$ is the weight of the last fully connected layer without bias term, and $\|\cdot\|_2$ is the $L^2$-norm.

In the inference phase, we feed $n$ images of the specific style into the style encoder and obtain the embeddings $\{f_i\}_{i=1,\ldots,n}$ after the global pooling layer. We approximate the embedding of the specific style by calculating the average of the $L^2$-normalized embeddings:

$$f_{avg} = \frac{1}{n} \sum_{i=1}^{n} \frac{f_i}{\|f_i\|_2},$$

since the average embedding does not always fall on the unit sphere as the single $L^2$-normalized embedding, we also apply $L^2$-normalization to it as follows:

$$\tilde{f} = \frac{f_{avg}}{\|f_{avg}\|_2}.$$  

We treat $\tilde{f}$ as the center embedding of the specific style, as well as the latent code of the style.

3.2. Multi-style enhancer

Since the style-specific latent code has been obtained, now we need to feed the latent code into the curve encoder. We suppose that image enhancement can be viewed as a special type of style transfer so that AdaIN [20] may be a choice worth employing. However, we find that the normalization layer in the convolution block always leads to poor performance. To this end, we propose Dual AdaIN, which does not calculate the mean and variance of the feature maps for each input sample, but the mean and variance are obtained by mapping the latent codes to the style codes.

Figure 4 illustrates how to extend the basic enhancer to StarEnhancer. Firstly, we inserted the Dual AdaIN into the curve encoder of the basic enhancer in Figure 3. Then we fetch the latent codes $\{\tilde{f}_d\}_{d \in \{a,b\}}$ of the source style class $a$ and the target style class $b$ using the style encoder. Given the latent codes $\{\tilde{f}_d\}_{d \in \{a,b\}}$, the mapping network maps them to $L$ sets of style codes $\{\mu_{d,1}, \sigma_{d,1}, \ldots, \mu_{d,L}, \sigma_{d,L}\}_{d \in \{a,b\}}$, which are then fed into the curve encoder via Dual AdaIN:

$$\mathcal{F}_j' = \sigma_{b,j} \left( \frac{\mathcal{F}_j - \mu_{a,j}}{\sigma_{a,j}} \right) + \mu_{b,j},$$

where $j \in \{1, \ldots, L\}$, $\mathcal{F}$ is the input feature map, and $\mathcal{F}_j'$ is the transformed feature map.

We also compute the $L_F$ loss to train the multi-style enhancer, except that the training pair $\{I_a, I_b, \tilde{f}_a, \tilde{f}_b\}$ is randomly sampled from all possible styles ($a, b \in Q$).
3.3. User awareness

If the curve encoder and mapping network are trained using only the center embeddings of specific styles in the train set, they may tend to overfit these embeddings. To this end, we use subsets of the train set to generate more style embeddings, i.e., feed fewer images of the specific style to generate additional style embeddings via Eq.(9) and Eq.(10).

New users can select their preferred images in the shared gallery or use their collection to generate new target latent codes. And the latent code of the source style can be pre-generated by the camera manufacturer or obtained using several unretouched images. Note that paired images are not necessary for this procedure.

We further provide manual fine-tuning options, which is very useful when the results do not meet user preference. For experts, all knot points of the predicted curves can be adjusted manually, just like the curve tool in Lightroom. But such a curve tool is still too difficult for non-experts, so we further propose a slider-based manual fine-tuning tool. Specifically, the user can adjust the sliders that correspond to \( \{\beta_{i,j}\} \) for tuning the contribution of each curve:

\[
\mathbf{u}_{i,j}^r = \beta_{i,j} \cdot \mathbf{u}_{i,j}.
\]  

We use \( \{\mathbf{u}_{i,j}^r\} \) to generate new curves and apply them to transform the image. Because our proposed curve-based enhancer is highly efficient and the manual fine-tuning procedure does not perform CNN inference, users can get feedback in real-time and further adjust the sliders.

3.4. Implementation detail

We build our StarEnhancer using PyTorch [40], and all operations used in the enhancer have been efficiently and differentiably implemented. Both the style encoder and the curve encoder are built on shallow ResNet [17], but with all batch normalization layers [21] removed from the convolution blocks. For a stable training after removing the batch normalization layers, we apply the Fixup initialization [50] as well as a few architecture modifications to the network.

We first train the style encoder using \( \mathcal{L}_S \) loss and obtain the latent code \( \tilde{e}_q \) for each style class \( q \), and then train the mapping network and curve encoder using \( \mathcal{L}_E \) loss. When training the style encoder, we set the scaling term \( s \) in \( \mathcal{L}_S \) loss to a large constant and assign a much larger learning rate to the last fully connected layer. All models are trained using the Adam optimizer [26] with the cosine annealing strategy [35] but not warm restarts.

When inferring, the style encoder and mapping network are only performed only once initially, then the fetched style codes are stored for future use. Further, the users can upload the preferred images to the server, which returns the corresponding style codes, so that the user devices only need to keep the model weights for the curve encoder.

4. Experiments

4.1. Experimental setup

We train and evaluate our method on the MIT-Adobe-5K dataset [4], which is the only dataset that consists of images in multiple expert retouching styles. MIT-Adobe-5K contains 5000 images captured by DSLR, each corresponding to a total of 12 styles, including 5 expert retouching styles (Artist A/B/C/D/E), 4 camera input styles, and 3 auto-retouching styles. StarEnhancer is the first method that exploits all the data in the MIT-Adobe-5K to the best of our knowledge.

**Single style enhancement:** we follow the experimental setup of the MIT-Adobe-5K-UPE benchmark [46] to evaluate our method’s performance. Specifically, we use the images of the default input style as input, the images retouched by Artist C as the ground truth, and split the dataset into 4500 training image pairs and 500 test image pairs. All images in the test set retain their original resolution, varying from \( 2160 \times 1440 \) to \( 6048 \times 4032 \). We evaluate our method quantitatively using PSNR, SSIM, and LPIPS [51] to compare with contemporaneous methods.

**Multi-style enhancement:** we extend the experimental setup of the MIT-Adobe-5K-UPE benchmark to 10 styles, including 5 expert retouching styles (A/B/C/D/E), 3 camera input styles (O/P/Q), and 2 auto-retouching styles (X/Y). Note that the style Y is not provided by MIT-Adobe-5K but generated using the latest version of Lightroom. Further, the 3 remaining styles provided by MIT-Adobe-5K, together with the other 5 newly generated auto-retouching styles, are used to test our methods’ performance when applied to unseen styles. All images of these styles are also split into train sets and test sets, but these train sets are not actually involved in training.

4.2. Single style enhancement

We compare our method with contemporaneous methods on MIT-Adobe-5K-UPE as shown in Table 1. StarEnhancer outperforms all the compared methods in terms of PSNR, SSIM, and LPIPS while capable of multi-style enhancement. Moreover, our proposed enhancer can achieve even better performance if we train the basic enhancer without Dual AdaIN on the unexpanded MIT-Adobe-5K-UPE dataset. StarEnhancer introduces correlation between channels, which makes it more expressive than another curve-based enhancer named CURL [38]. Adaptive 3DLUT [49] achieves excellent performance because of the expressive 3DLUT, but its encoder only predicts fusion weights, which limits its further improvement. But Adaptive 3DLUT is still the fastest method because it consists of only interpolation and slicing operations with a very lightweight backbone. Fortunately, StarEnhancer is comparably efficient, and the gap between them is hard to perceive by users. Note that all
U-Net-based methods are unable to enhance 4K-resolution images on a single GPU, which makes them impractical. Figure 5 further shows the qualitative comparison results for a single sample. It can be seen that the image enhanced by StarEnhancer is most similar to the ground truth in both tone and illumination, especially in the sky and grassland.

### 4.3. Multi-style enhancement

We first observe the distribution of features in the embedding space as shown in Figure 6. The expert retouching style and the camera input style are distributed on opposite ends of the sphere. Notably, the auto-retouching style X using the old Lightroom is close to the camera input style, while the auto-retouching style Y using the latest Lightroom is close to the expert retouching style, which can indicate the evolution of auto retouch tools. Further, Recall@1 illustrates that expert retouching styles are significantly more difficult to distinguish than camera input styles and auto-retouching styles, demonstrating that human aesthetics are subjective and difficult to quantify.

We then focus on evaluating StarEnhancer’s multi-style enhancement performance. Figure 7 shows some results of the mapping between multiple styles for a single sample. It is seen that StarEnhancer can adapt to different source styles, even if they vary greatly in brightness and color. Meanwhile, StarEnhancer can capture the characteristics of the target style to enhance the image. Specifically, the little girl in learned C’s retouched image has more vivid clothes and a more natural-looking face. Finally, we find that the input style still affects the output image, such as the output images transformed from style P always have a cooler tone. This may be due to the insufficient variety of scenes in the MIT-Adobe-5K, which prevents the trained StarEnhancer from separating the style information well.

Figure 8 shows the quantitative evaluation results on the multi-style MIT-Adobe-5K benchmark. We do not add an explicit regular term to the loss function to constrain the same style’s transformations, but StarEnhancer still performs impressively. The transformations between camera input styles are the simplest since only simple global color adjustments (e.g., white balance) are applied. In contrast,
transformations between expert retouching styles are much more difficult, and the most difficult style of all is expert retouching style A. Notably, we believe that the difficulty of learning styles is mainly related to the complexity of their transformations, while the recall of the style encoder indicates mostly the robustness of the transformation. Specifically, style Y is easier to distinguish but more difficult to learn than style X. We suppose this is because the new Lightroom’s auto retouch tool is more complex and more robust.

4.4. Functional flexibility

The style encoder is introduced to enable StarEnhancer to perform enhancements between various unseen styles. We simulate selecting the users’ preferred styles to evaluate StarEnhancer’s generalization performance using 8 unseen styles. We randomly choose a source style and a target style and select several image samples to generate new latent codes. Then we use the mapping network to transform these latent codes into style codes for Dual AdaIN. Finally,
Figure 10: An example of manual fine-tuning, where users can obtain a more preferred result with the fine-tuning options. The top row lists the input image, the enhanced image output directly from StarEnhancer, the enhanced image after manual fine-tuning, and the ground truth image in the target style. The middle row shows the curves predicted by StarEnhancer. The bottom row shows the curves adjusted using the slider-based manual fine-tuning tool.

Figure 10 shows an example of manual fine-tuning, and each curve’s contribution can be observed. For this sample, the curves that map between the color channels contribute visibly to the residual image. The curves that map from the pixel’s coordinates contribute little to the residual image. However, we believe that the pixel’s coordinates are crucial, especially for some samples that are retouched using the gradient filter or elliptical filter. Because the enhanced image output directly from StarEnhancer differs significantly from the desired image, we manually adjust each curve’s contribution using the proposed fine-tuning tool. Although the fine-tuning tool only stretches the curves, the fine-tuned image is significantly closer to the desired image.

5. Conclusion

In this paper, we propose an expressive curve-based image enhancer that can enhance a 4K-resolution image over 200 FPS. It surpasses the contemporaneous methods on the MIT-Adobe-5K. Based on our proposed style encoder and Dual AdaIN, we extend the enhancer to a multi-style enhancer and name it StarEnhancer, which can perform the mapping between multiple styles using a single model. Notably, our proposed approach is flexible enough to be applied to unseen styles. Lastly, we introduce a manual fine-tuning tool to meet the user preferences further.
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