I. INTRODUCTION

Witnessing the quantum nature of a physical system is a central and recurrent goal in physics. Quantumness can only be unambiguously demonstrated when predictions based on all possible classical theories are violated [1], for example by the violation of a Bell inequality [2–4], or detecting Wigner negativity via tomographic reconstruction [5–8]. However, for experiments without such unambiguous witnesses, a classical description may predict the observed result. In this case, even a nonclassical state may not necessarily have its nonclassicality revealed. This has already been pointed out in a variety of systems, including Josephson oscillator [9], Rabi oscillation in light-atom interaction [10], and optical Berry phase [11,12]. Here and in the following, we use the word “quantumness” to mean the necessity of quantization given certain experimental setups, irrespective of any nonclassical features in the state as described by quantum mechanics.

Several general, operational criteria for characterizing quantumness have been proposed [1,13–15], most of which are directly applicable to photons where one has direct access to the relevant mode. However, one would also like to study the quantumness criterion of a mode without direct access, with optomechanics being a typical example [6]. Optomechanics uses high-precision control of optical or microwave fields to manipulate and read out the micromechanical motion of massive oscillators, and has been widely studied for both foundational [16–23] and practical applications [24–29]. Characterizing which aspects of the optical field can demonstrate the quantumness of the mechanical oscillator is of foundational interest. This has been briefly investigated in optomechanics in the context of tracing the origin of experimentally observed sideband asymmetry [30–32]. A direct theoretical comparison between quantum and classical descriptions of the optomechanically generated phase has been considered in light of interferometric experiments [33].

Here, we focus on optomechanically generated squeezing of a single-mode optical field [34,35], previously observed in several experiments [36–38], and investigate whether optical squeezing is a signature for mechanical quantumness. The experiments operate in the linearized regime and are therefore expected to reveal less quantumness than the nonlinear optomechanical interaction [39,40]. In this work, we consider the latter, thereby maximizing the possibility for detecting mechanical quantumness in optomechanics. We examine classical, quantum, and hybrid quantum-classical theories, focusing on the temporal evolution of the field quadrature variance. We show that optical squeezing is predicted without quantizing the mechanical oscillator and is therefore eliminated as a mechanical quantumness witness, regardless of the oscillator temperature. We emphasize the aim of the work as ruling out optical quadrature squeezing as evidence for mechanical quantumness, instead of proposing a new experimental witness for it.

II. QUANTUM DESCRIPTION

We examine a closed optomechanical system with the intracavity field initialized to a coherent state. The joint system undergoes unitary evolution and we compute the time evolution of the intracavity field variance. Note that this setup is different from most experiments [6], where the cavity is driven by an external laser, the output field from the cavity is monitored, and the system is subject to dissipation. Laser driving and dissipation introduce open system dynamics, smearing out any mechanical quantumness signature. We neglect these
elements to maximize the mechanical quantumness effect in optical field variance.

We consider a Fabry-Pérot cavity with a movable mirror, shown in Fig. 1(a), the equilibrium frequency of the oscillator (field) given by $\omega (\Omega)$. The Hamiltonian in the frame rotating with the optical frequency $\Omega$ is [41,42]

$$\hat{H}/\hbar = \omega \hat{a}^\dagger \hat{a} - \frac{g_0}{\sqrt{2}} \hat{a}^\dagger \hat{a}^\dagger \hat{b} + \hat{b}, \quad (1)$$

where $\hat{a} (\hat{b})$ is the optical (mechanical) annihilation operator and $g_0/\sqrt{2}$ is the single-photon optomechanical coupling strength. The time evolution of the field in the Heisenberg picture is [43]

$$\hat{a}(t) = e^{iA(t)/2} e^{[\Omega(1-e^{-i\omega})\hat{b}-(1-e^{i\omega})\hat{b}^\dagger]} e^{iA(t)\hat{a}^\dagger \hat{a}}, \quad (2)$$

where $A(t) = 2k^2(\omega - \sin \omega t) + k = g_0/(\sqrt{2} \omega)$. In the following, we will be interested in the $\theta$-dependent quadrature operator $\hat{X}_\theta(t) = \hat{a}(t)e^{-i\theta} + \hat{a}^\dagger(t)e^{i\theta}$ and the corresponding variance $\text{Var}_\theta(t) = (\hat{X}_\theta^2(t)) - (\hat{X}_\theta(t))^2$. Squeezing is defined based on the minimum of the variance taken over all quadrature angles, $\text{Var}(t) \equiv \min_\theta \{\text{Var}_\theta(t)\}$. If $\text{Var}(t) < 1$, the field is squeezed at time $t$. Note that the effect of the mechanical commutation relation only comes in as the phase $e^{iA(t)/2}$, and thus is not able to change $\text{Var}(t)$.

The intracavity field is initialized to a coherent state $|\alpha\rangle$, with $\alpha$ real (without loss of generality), and the mechanical oscillator to a vacuum state (for generalization to the initial thermal states, see the Appendix). The time evolution of $\text{Var}(t)$ is shown in blue in Fig. 1(b) (see the analytical expressions in the Appendix). For simplicity, we only plot the nontrivial parts where different descriptions to be considered later predict distinguishable variances. We choose $\alpha = 20$, with strong optomechanical interaction $k = 0.01$, similar to parameters predicted in the high cooperativity regime of thin-film superfluid [44] (for other parameters, see the Appendix).

The field is squeezed at the first few mechanical periods. Then the variance rapidly increases to a stable value $2\alpha^2 + 1$ as expected. At approximately $t = \tau/4k^2$, where $\tau = 2\pi/\omega$ is the mechanical period, there is a quantum revival (half revival in the form of an optical cat state when $t$ is an integer multiple of $\tau$) where the variance rapidly returns to $\geq 1$ for several mechanical periods before again stabilizing at $2\alpha^2 + 1$. There is another qualitatively different revival after another interval of $\Delta t \approx \tau/4k^2$ (where $|\alpha| \to |1 - \alpha|$). The quantum variance again rapidly decreases, this time below 1, indicating optical squeezing. The two quantum revivals are repeated periodically. The behaviors are similar to the time evolution of phase-space distribution of an optical field in a Kerr medium [45], as the Hamiltonian given by Eq. (1) can be understood as an oscillator-mediated intensity-dependent optical phase shift [46]. Note that at the end of each mechanical period, the field and oscillator decouple [33]. The field variance is independent of the oscillator state, and thus the appearance of squeezing and revival are independent of the mechanical temperature (see the Appendix).

The quantum description will serve as the reference with which classical or hybrid descriptions will be compared. Irreproducible field variance behaviors by other descriptions are candidates of mechanical quantumness witness.

### III. CLASSICAL DESCRIPTION

The initial states for both the field and the oscillator have well-defined positive phase-space distributions. Classical ensemble dynamics can thus be defined by averaging over different time evolutions where the initial conditions are sampled from probability distributions matching the initial quantum states.

The Hamiltonian (1) is mapped into a classical Hamiltonian, with classical canonical field (oscillator) variables $\alpha_L, \alpha_K^\dagger (x, p)$. Classical uncertainty in the field (oscillator) is described by a probability distribution of $\alpha_L (x$ and $p)$ over phase space, representing the ignorance of the exact state of the system [47]. Specifically, we choose the initial field amplitude $\alpha_L(0) = \alpha + \delta$, where $\alpha$ is the coherent-state amplitude $|\alpha\rangle_L$, and $\delta$ is a complex zero mean Gaussian random
variable with covariance matrix diag(1/2, 1/2), to classically simulate the vacuum noise. The initial oscillator position and momentum satisfy the Maxwell-Boltzmann distribution such that the initial classical variance matches the quantum ground-state variance.

The time evolution of the classical field amplitude is solved from Hamilton’s equations (see the Appendix),

\[ a_L(t) = e^{i\sqrt{2}\left[x(0)\sin(\alpha t) + p(0)(\cos(\alpha t) - 1)\right]} e^{i\frac{\kappa}{2}(0)} a_L(0), \]

depicting a deterministic time evolution of a closed system for a given realization of \( \delta \), \( x(0) \) and \( p(0) \). The time evolution of the field variance is derived by integrating out the random initial conditions using the appropriate probability densities. The result is shown as the red line in Fig. 1(b). The classical variance is nearly identical to the quantum variance during the initial evolution, as long as \( \alpha^2 \gg 1 \) and \( k^2 < 1 \), applicable to state-of-the-art optomechanical experiments. The noise reduction below its initial reference value acts as the classical counterpart of optical squeezing defined in terms of quadrature variance. As a result, merely observing reduction of optical quadrature noise is not sufficient for claiming mechanical quantumness.

The difference between quantum and classical descriptions appears at the first quantum revival. The classical variance does not show a revival. Each point in the continuous phase space rotates at a different, radial-dependent rate, smearing the initial phase-space distribution around a circle of radius \( \alpha \). The detection of quantum revivals can distinguish quantum and classical descriptions so far. The minimum condition to observe the first revival of squeezing, which requires that the field has not leaked out from the cavity by the time of the revivals, is \( g_0^2/(\omega \kappa) > 1 \), where \( \kappa \) is the cavity field dissipation rate. This stringent constraint is known as the single-photon blockade condition [6] and is significantly stronger than strong single-photon cooperativity, \( C_0 = 2g_0^2/(\kappa \gamma) > 1 \), with \( \gamma \) the mechanical dissipation rate. The single-photon blockade regime has not yet been achieved in optomechanical experiments, with the possible exception of ultracold atoms [48,49]. Note that mechanical damping and optical decay will further reduce the visibility of quantum revivals (see the Appendix).

A fully classical description is not necessarily the optimal choice as we are more interested in quantumness of the oscillator itself instead of the joint optomechanical system. In the following sections, we will consider hybrid models consisting of a quantum field and a classical oscillator.

### IV. MEAN-FIELD APPROXIMATION

We further clarify signatures of mechanical quantumness by only quantizing the field, leaving the oscillator classical. Fundamentally, there is an incompatibility when dynamically coupling quantum and classical degrees of freedom, and a unique, unambiguous hybrid description does not exist. Extra assumptions are always required for a self-consistent theory [50–53]. In this section, we consider the mean-field approximation consisting of a quantum interaction Hamiltonian \( \hat{H}_Q = -g_0 x(t) \hat{a}^\dagger \hat{a} \) for the quantized field, and a classical Hamiltonian \( H_G = \frac{1}{2} \omega_0 [x^2(t) + p^2(t)] - g_0 k x(t) \), for the classical oscillator. The dimensionless intensity \( I \), acting as the classical counterpart of photon number, is time independent as \([\hat{H}_Q, \hat{a}^\dagger \hat{a}] = 0\).

\( I \) can be interpreted in different ways depending on the level of the field’s “quantumness” seen by the classical oscillator. Here we consider three intuitive possibilities, although we note that there are many more. First, the oscillator is perturbed by only the mean field, and hence \( I \) is given by the standard mean-field \( I = \langle \alpha | \hat{a}^\dagger \hat{a} | \alpha \rangle \) approximation. Second, the oscillator is perturbed by the energy quanta of the field with \( I \) given by a random number following the Poisson distribution with mean and variance \( \alpha^2 \), coinciding with the photon-number distribution for a coherent state. Third, the oscillator can detect fluctuations in the field intensity, but it cannot tell its energy discreteness. \( I \) is thus well approximated by a Gaussian distribution with its mean and variance \( \alpha^2 \), where the approximation holds for \( \alpha \gg 1 \) when the Poisson distribution of \( I \) is well approximated by a Gaussian.

For each case, \( \text{Var}(t) \) is plotted in Fig. 1(b), where the gray, orange, and green lines correspond to constant, Poisson, and Gaussian \( I \), respectively. Constant \( I \) results in a small periodic variation above the initial value 1 at the period of the mechanical oscillation due to the stochastic initial condition of the oscillator. A Poisson distributed \( I \) does not exhibit squeezing, but successfully reproduces the periodic revivals at the same times as the quantum description. This highlights that quantum revivals are signatures of the quantization of the field itself, which guarantees that \( I \) only takes integer values. It is not related to whether the oscillator is quantized by representing \( x \) and \( p \) with \( \hat{b} \) and \( \hat{b}^\dagger \). The existence of revivals further suggests that only if squeezing is observed during quantum revivals can we rule out the hybrid description here, thus claiming the mechanical quantumness. It indicates an even stronger requirement than the single-photon blockade condition. A Gaussian distributed \( I \), although acting as a continuous approximation of Poisson distribution, does not show revivals, as the field intensity discreteness is smeared out.

The quantum interaction Hamiltonian \( \hat{H}_Q = -g_0 x(t) \hat{a}^\dagger \hat{a} \) only induces a frequency modulation of the single-mode optical field without generating squeezing. This is true for any \( x(t) \), regardless of the dependence on the field state \( p(t) \). Consider the evolution of the density matrix in a small time step \( \delta t \), \( \rho(t + \delta t) = \exp[i g_0 \delta t x(t) \hat{a}^\dagger \hat{a}] \rho(t) \exp[-i g_0 \delta t x(t) \hat{a}^\dagger \hat{a}] \). If \( x(t) \) does not contain any randomness, the unitary induces a rotation in the optical phase space, \( \hat{a} \rightarrow \exp[i g_0 \delta t x(t)] \hat{a} \), which cannot change the minimal variance. If \( x(t) \) contains classical randomness, the evolution is a convex mixture of rotations, with \( \rho(t + \delta t) = \sum_j P_j \rho_j(t + \delta t) \), where \( P_j \) is the probability for \( x(t) \) to take value \( x_j \), and \( \rho_j(t + \delta t) \) is the evolution of the state based on \( x_j \). The concavity of the variance for two probability distributions \( P \) and \( Q \), \( \text{Var}(P + (1 - \lambda) Q) \geq \lambda \text{Var}(P) + (1 - \lambda) \text{Var}(Q) \) with \( \lambda \in [0, 1] \), ensures that minimal variance cannot decrease, and therefore squeezing for the mean-field hybrid dynamics is not possible. This precluded squeezing from hybrid dynamics is because backaction from the oscillator to the field is not correctly captured.

Quantum and classical descriptions discussed in previous sections, in contrast, predict squeezing, as they capture the backaction via the correlation of amplitude and phase noise.
of the field mediated by the oscillator. In order to include the backaction, we will introduce a hybrid measurement model, where the oscillator evolves based on the instantaneous field intensity it detects and, in turn, collapses the field state continuously.

V. HYBRID MEASUREMENT MODEL

We present a description based on the hybrid quantum classical model discussed in Ref. [54]. This provides a way of modeling the quantum classical interface, including the backaction. The classical oscillator effectively measures the intensity of the quantum field, thereby collapsing its wave function [55,56]. During an infinitesimal time step, the mechanical oscillator gains an infinitesimal amount of information about the instantaneous field intensity, and its position and momentum evolve consequently. In turn, the field evolves, taking into account both the new position of the oscillator and the fact that some classical information has been extracted by the oscillator (i.e., quantum wave-function collapse). Note that such measurement model is not directly applicable to experiments as there exists a free parameter for the continuous measurement rate (see discussions below). However, the idea of witnessing quantumness is that the signature of quantumness must be incompatible with any theory where the subsystem that we are interested in is dealt with classically. As will be demonstrated, the measurement model considered here will rule out optical squeezing as candidates of mechanical quantumness witness.

The equations of motion of the system are [55–57]

\[
\begin{align*}
\dot{\rho} &= ig_0 dt [\hat{a}^\dagger \hat{a} - \rho] - \Gamma dt [\hat{a}^\dagger \hat{a} - [\hat{a}^\dagger \hat{a}, \rho]] \\
&+ \sqrt{2\Gamma} [\hat{a}^\dagger \rho + \rho^\dagger \hat{a} - 2\text{Tr}(\rho \hat{a}^\dagger \hat{a})\rho] dW, \\
\dot{x} &= \omega_0 pdt, \\
\dot{p} &= -\omega x dt + g_0 \text{Tr}(\rho \hat{a}^\dagger \hat{a}) dt + \frac{g_0}{2\sqrt{\Gamma}} dW,
\end{align*}
\]

where \(\Gamma\) characterizes the rate at which classical information is gained by the oscillator, and \(dW\) is the Wiener increment—a zero mean Gaussian random variable with variance \(dt\). Each term in Eqs. (4a)–(4c) can be physically understood. The double commutator describes dephasing of the quantum field and is stabilized around a Fock state; exactly which Fock state depends on one specific realization of \(dW\). The classical oscillator sees the effect of the field through the measurement of field intensity, which depends on both the average intensity and the classical fluctuations, thereby introducing noise correlations between the field and the oscillator.

Equations (4a)–(4c) are solved numerically and the resulting field variances as a function of time are shown in Fig. 1(c). Considering computational cost, we set \(\alpha = 2\) and \(k = 0.1\), keeping the product \(\alpha k\) the same as that in the quantum description. This is a fair comparison as this product determines the maximum amount of squeezing (see the Appendix). For the mechanical oscillator, we simulate both the case with \(x(0) = p(0) = 0\) (red line) and with \(x(0)\) and \(p(0)\) satisfying a Maxwell-Boltzmann distribution where their variances match the quantum zero-point fluctuation (pink line). The continuous measurement strength \(\Gamma\) is theoretically a free parameter, but here it is chosen as \(\Gamma = 0.01\omega\) such that both the optomechanical interaction and the continuous measurement contribute to the dynamics. Optical squeezing appears in both cases. The existence of initial thermal noise shows negligible influence on the field variance at the start of the evolution. In fact, the field is squeezed in every noise realization, before taking the ensemble average.

Squeezing arises from the transient evolution from a coherent state to a specific Fock state, induced by the effective photon-number measurement given by Eq. (4a). The realization of \(dW(t)\) continuously forces the field to evolve into a random Fock state. Once a specific Fock state is preferred, the probability for the field to take other possible Fock states decreases, thus reducing the conditional uncertainty in the number basis. This number squeezed state can be well approximated by a quadrature squeezed state for a small amount of number squeezing. Note that the squeezing only appears in the early stage of the time evolution, when the number squeezed \(\sim\) quadrature squeezed approximation is valid. Eventually the state approaches a \(dW(t)\)-dependent Fock state, and averaging over all realizations of \(dW(t)\) results in an incoherent mixture of Fock states [58]. Due to the nonunitarity at the field-oscillator interface, once information from the field flows into the oscillator, it cannot go back to the field. As a result, quantum revivals will not appear once the field variance increases to the stable value \(2\alpha^2 + 1\), which corresponds to a Poissonian mixture of Fock state variance.

The squeezing is a result of the apparent weak measurement, not the unitary dynamics of the oscillator. As such, the amount of squeezing is always smaller than the case when the field intensity is continuously measured by an apparatus without dynamics, shown as the blue line in Fig. 1(c) with \(k = 0\). This is because the unitary evolution of the oscillator induces a convex mixture of rotations of the optical field in phase space. If \(k = 0\), the maximum amount of squeezing is always at \(\theta = 0\) for a real \(\alpha\). A comparison between squeezing in this hybrid measurement model and the quantum model is presented in the Appendix.

VI. OPEN CAVITY DYNAMICS

In the following, we briefly discuss how photons exit the cavity to be detected. Note that opening the cavity to vacuum fluctuations will blur witnesses of mechanical quantumness in all cases. For our parameters, intracavity squeezing appears over the timescale of the mechanical period \(\tau\). Using the cavity input-output relations [59] and considering a highly dissipative cavity, the output field is dominated by the intracavity squeezed field. The green dashed line in Fig. 1(c) simulates the intracavity field variance in the presence of photon dissipation with rate \(\kappa = \omega\), which is required to observe squeezing on this timescale. The cavity decay is simulated with the standard quantum optical Lindblad term in the master equation [60]. The squeezing in the output field may be observed using time-binned homodyne detection [61], and choosing the temporal profile of the local oscillator to capture only the squeezed part of the outgoing field [62].

For comparison, we plot the field variance predicted by the quantum description in the presence of dissipation, \(\kappa = 0.3\omega\) [Fig. 1(c), brown dotted line]. We note that such cavity decay rates—required to observe short-time squeezing in the output
field—destroy long-term temporal correlations in the optical field, precluding the observation of optical revivals. Cavity loss has a stronger effect as the squeezing is reduced to a level similar to that of the hybrid measurement model with a larger dissipation rate. Note that maximal squeezing appears later for the quantum description.

VII. CONCLUSION

We discuss the plausibility of using optical squeezing to demonstrate the necessity of quantization of the inaccessible mechanical quantumness into the field mode, we still find that optical squeezing does not, in general, indicate mechanical quantumness. Treating the oscillator classically, we are able to recover optical squeezing as long as the backaction onto the field is captured. Recurrence of optical squeezing cannot be reproduced by the alternative descriptions discussed here, thus being a potential witness of mechanical quantumness. However, its observation requires at least the single-photon blockade condition, which is impractical given current technologies.
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APPENDIX A: ANALYTICAL EXPRESSIONS

OF VARIANCE IN THE QUANTUM, CLASSICAL, AND HYBRID MEAN-FIELD DESCRIPTIONS

The full expression of the field variance in the quantum description is given by

\[
\text{Var}_\alpha^{(q)}(t) = \langle \hat{X}_\alpha(t) \rangle^2 - \langle \hat{X}_\alpha(t) \rangle^2
\]

\[
= 2\alpha^2 e^{-\alpha^2(1 - \cos 2A(t))} e^{-2B(t)}
\]

\[
\times \cos[2A(t) + \alpha^2 \sin 2A(t) - 2\theta] - 2\alpha^2 e^{-2\alpha^2(1 - \cos A(t))} e^{-B(t)} \cos A(t)
\]

\[
+ 2\alpha^2 \sin A(t) - 2\theta
\]

\[
+ 2\alpha^2 (1 - e^{-\alpha^2(1 - \cos A(t))}) e^{-B(t)} + 1. \quad (A1)
\]

Here we consider the initial state of the intracavity field to be a coherent state \(|\alpha\rangle\), and the mechanical oscillator to be a thermal state \(\rho_{th} = \sum_{n=0}^{\infty} p_n |n\rangle \langle n|\) at temperature \(T\), where \(p_n = \tilde{n}_h / (\tilde{n}_h + 1)^{n+1} \) with \(\tilde{n}_h = 1 / [\exp(h\omega/k_BT) - 1]\), and \(|n\rangle\) a Fock state. The functions are defined as \(A(t) = 2k^2(\omega t - \sin \omega t)\) and \(B(t) = 2k^2(2\tilde{n}_h + 1)(1 - \cos \omega t)\).

To express the full expression of the field variance as a function of time in the classical description, we first define several functions to simplify the notation:

\[
d_1(k, \omega, t) = 2A^2(t)/[1 + A^2(t)],\quad (A2a)
\]

\[
d_2(k, \omega, t) = 2A^2(t)/[4 + A^2(t)],\quad (A2b)
\]

\[
d_3(k, \omega, t) = 16/[4 + A^2(t)]^2,\quad (A2c)
\]

\[
c_1(k, \omega, t) = [1 - 3A^2(t)]/[1 + A^2(t)],\quad (A2d)
\]

\[
c_2(k, \omega, t) = [256 - 384A^2(t) + 16A^4(t)]/[4 + A^2(t)]^3.\quad (A2e)
\]

\[
s_1(k, \omega, t) = [3A(t) - A^3(t)]/[1 + A^2(t)],\quad (A2f)
\]

\[
s_2(k, \omega, t) = [512A(t) - 128A^3(t)]/[4 + A^2(t)]^4,\quad (A2g)
\]

\[
\phi_1(k, \omega, t) = 2A(t)/[1 + A^2(t)].\quad (A2h)
\]

\[
\phi_2(k, \omega, t) = 4A(t)/[4 + A^2(t)].\quad (A2i)
\]

The variance in the classical description is then

\[
\text{Var}_\alpha^{(c)}(t) = 2\alpha^2 e^{-\alpha^2d_1(k, \omega, t)} e^{-2C(t)} [c_1(k, \omega, t)
\]

\[
\times \cos[\alpha^2 \phi_1(k, \omega, t) - 2\theta]
\]

\[
- s_1(k, \omega, t) \sin[\alpha^2 \phi_1(k, \omega, t) - 2\theta] - 2\alpha^2 e^{-2\alpha^2d_1(k, \omega, t)} e^{-C(t)} [c_2(k, \omega, t)
\]

\[
\times \cos[\alpha^2 \phi_2(k, \omega, t) - 2\theta] - s_2(k, \omega, t) \sin[\alpha^2 \phi_2(k, \omega, t) - 2\theta]
\]

\[
+ 2\alpha^2 [1 - d_3(k, \omega, t) e^{-2\alpha^2 d_1(k, \omega, t)} e^{-C(t)}] + 1. \quad (A3)
\]

Here we define \(C(t) = 4n_{th}k^2(1 - \cos \omega t)\), with \(n_{th} = k_BT / (\hbar \omega)\) as the classical mean thermal excitation number. Here we have also assumed that \(\alpha\) is real.

The existence of quantum revivals in the quantum description can be understood in the following way. The overall behavior of the quantum variance is controlled by the exponents \(\exp[-\alpha^2(1 - \cos 2A(t))]\) and \(\exp[-\alpha^2(1 - \cos A(t))]\). Considering that \(\alpha^2 \gg 1\), the two exponentials are nonzero only when the cosine terms are close to \(1\). To be specific, when \(\omega t \approx N\pi/2k^2\), where \(N\) is an odd integer, \(\exp[-\alpha^2(1 - \cos 2A(t))] \approx 1\) but \(\exp[-2\alpha^2(1 - \cos A(t))] \approx 0\). The quantum variance is approximated as

\[
\text{Var}_\alpha^{(q)}(t) \approx 2\alpha^2 \cos 2A(t) + \alpha^2 \sin 2A(t) - 2\theta + 2\alpha^2 + 1, \quad (A4)
\]

which represents the first quantum revival. When \(\omega t \approx N\pi/2k^2\), where \(N\) is an integer, \(\exp[-\alpha^2(1 - \cos 2A(t))] \approx 1\) and \(\exp[-2\alpha^2(1 - \cos A(t))] \approx 1\). In this case, the quantum variance is approximated as

\[
\text{Var}_\alpha^{(q)}(t) \approx 2\alpha^2 \cos 2A(t) + \alpha^2 \sin 2A(t) - 2\theta
\]

\[
- \cos A(t) + 2\alpha^2 \sin A(t) - 2\theta] + 1, \quad (A5)
\]

which, due to the lack of the constant contribution \(2\alpha^2\), shows an overall reduction as in the second quantum revival. Note that for simplicity, we have made the approximations
exp(−4k^2(1 − \cos \omega t)) \approx 1 \text{ and } exp(−2k^2(1 − \cos \omega t)) \approx 1, \text{ which is reasonable as } k^2 \ll 1.

In contrast, the overall behavior of the classical variance is controlled by exp(−a^2d_1(k, \omega, t)) and exp(−2a^2d_2(k, \omega, t)). But d_1 and d_2 are close to zero only at the beginning of the interaction. Once exp(−a^2d_1(k, \omega, t)) and exp(−2a^2d_2(k, \omega, t)) decay to zero, the classical variance stays at 2a^2 + 1 without further oscillations.

We have considered three hybrid descriptions based on mean-field approximation in the main text. If the oscillator sees only the mean intensity of the field, the variance is

\[ \text{Var}_\theta^{(\text{sc1})}(t) = 1 + 2a^2(1 - e^{-C(t)}) \times [1 - \cos(2a^2A(t) - 2\theta)] e^{-C(t)} \]  

If the oscillator sees the energy quanta of the field with field intensity given by a random number following Poisson distribution, the variance becomes

\[ \text{Var}_\theta^{(\text{sc2})}(t) = 2a^2 e^{-a^2[1-\cos(2\theta)]} \cos[2a^2 \sin(2\theta)] - 2a^2 e^{-2a^2[1-\cos(2\theta)]} \cos[2a^2 \sin(A(t) - 2\theta)] + 2a^2 (1 - e^{-C(t)}) e^{-2a^2[1-\cos(2\theta)]} + 1. \]  

And if the Poisson distribution is approximated by a Gaussian distribution, the variance turns out to be

\[ \text{Var}_\theta^{(\text{sc3})}(t) = 1 + 2a^2 (1 - e^{-C(t)} e^{-a^2A(t)}) [1 - \cos(2a^2A(t) - 2\theta)] e^{-C(t)} e^{-a^2A(t)}. \]  

APPENDIX B: THERMAL INITIAL STATE AND THERMAL BATH FOR THE OSCILLATOR

In the main text, we focus on the case where the mechanical oscillator starts from a vacuum state and is not subject to thermal noise throughout the evolution. In this section, we will analyze the effect of both factors, respectively.

The thermal initial state is well captured by the parameter \( \tilde{n}_b \) in Eq. (A1). A vacuum state corresponds to \( \tilde{n}_b = 0 \). The initial thermal excitations bring the field variance closer to the constant value 2a^2 + 1. However, at the end of each mechanical period, the oscillator and the field decouple. At those times, the field no longer sees the thermal noise in the oscillator. Figure 2 shows four examples of how the field variance changes with time, with different thermal initial states of the oscillator. The periodical recombinations of variances with different initial thermal phonons are clear. The variances at the end of each mechanical period coincide with the case of the equivalent model of Kerr medium as well. Note here that we set \( \theta = 0 \) for simplicity.

Continuous contact of the oscillator with a thermal bath has a different impact on the field variance. In the weak-coupling regime, the dynamics is governed by the master equation \[ 63, 64\]

\[ \dot{\hat{\rho}}(t) = -i[\hat{\mathcal{H}}, \hat{\rho}(t)]/\hbar + \gamma(\tilde{n} + 1)(\hat{b}\hat{\rho}(t)\hat{b}^\dagger - \frac{1}{2}\hat{b}^\dagger\hat{b}\hat{\rho}(t) - \frac{1}{2}\rho(t)\hat{b}\hat{b}^\dagger) + \gamma\tilde{n}(\hat{b}\hat{\rho}(t)\hat{b} - \frac{1}{2}\hat{b}\hat{b}^\dagger\rho(t) - \frac{1}{2}\rho(t)\hat{b}\hat{b}^\dagger), \tag{B1} \]

\( \hat{n} \) is the mean phonon number of the bath, and \( \gamma \) characterizes the mechanical decay rate. Figure 3 shows the numerical result of how the field variance evolves with \( \alpha = 2 \) and \( k = 0.1 \) considering computational cost. We assume the oscillator starts from a vacuum state for simplicity, and set \( \theta = 0 \) for the variance. The variance gradually gets closer to the constant value 2a^2 + 1. Clearly, as zoomed in, the amplitude of quantum revivals is reduced.

\[ \hat{\mathcal{H}}/\hbar = \omega\hat{b}\hat{b}^\dagger - \frac{\gamma_0}{\sqrt{2}} a^2\hat{a}\hat{b}\hat{b}^\dagger + \hat{b}^\dagger + \hat{b}, \tag{B2} \]

\[ \gamma_0 = \frac{\omega}{2k}. \]

FIG. 2. Variance of the cavity field as a function of time for different combinations of \( \alpha \) and \( k \) in the quantum picture. The black solid line corresponds to the case where the oscillator starts from the vacuum state. The green dotted line is for \( \tilde{n}_b = 1 \) (\( T = 2.1 \text{ mK} \)), the purple dot-dashed line is for \( \tilde{n}_b = 10 \) (\( T = 15.1 \text{ mK} \)), and the blue double-dot-dashed line is for \( \tilde{n}_b = 100 \) (\( T = 144.8 \text{ mK} \)), where \( \omega = 2\pi \times 30 \text{ MHz} \) is assumed.

\[ \text{FIG. 3. Variance of the cavity field in the quantum picture as a function of time when the mechanical oscillator is in contact with a thermal bath.} \] 

\[ \alpha = 2, \quad k = 0.1. \] 

Other parameters are \( \gamma/\omega = 0, \quad \tilde{n} = 0 \) (green dot-dashed line), \( \gamma/\omega = 0.01, \quad \tilde{n} = 0 \) (orange dashed line), and \( \gamma/\omega = 0.01, \quad \tilde{n} = 0.5 \) (blue solid line).
correspond to the four cases in Fig. 2.

FIG. 4. Variance of the cavity field as a function of the coherent-state amplitude $\alpha$ and the rescaled coupling strength $k$ in the quantum picture. Colorbar indicates $\log_{10}[\text{Var}(\alpha)]$. Red triangles correspond to the four cases in Fig. 2.

APPENDIX C: DEPENDENCE OF FIELD VARIANCE ON PARAMETERS $\alpha$ AND $k$

The coherent-state amplitude $\alpha$ and interaction strength $k$ both affect how the field variance evolves with time. In this section, we take the quantum description as an example to analyze those effects.

As seen from Fig. 2, at the end of each mechanical period, the time derivative of the field variance is close to zero, which means the variance does not change rapidly in time. Also, the initial thermal phonon excitation does not affect the variance at those times. Considering that the bandwidth resolution $\omega/k$ is usually smaller than 1 or of the order of 1, we choose the variance at $t = \tau$ to represent the amount of squeezing. Usually, $\alpha k < 1$ is satisfied. Once we Taylor expand Eq. (A1) around $k = 0$, we can see that the product $\alpha k$ directly decides the variance. This is clearly shown in Fig. 4. In particular, the two contours marked with dashed lines indicate squeezing and, for those two contours, $\theta = 0$ is very close to the angle corresponding to the minimum variance.

$k$ itself decides quantum revival times. As discussed in the main text, revival times are proportional to $1/k^2$.

APPENDIX D: DERIVATION OF THE EQUATIONS OF MOTION IN THE FULLY CLASSICAL PICTURE

The physical picture in the classical description is very clear. The mechanical oscillator provides a moving instantaneous boundary to the field, while the field exerts a radiation pressure force on the mechanical oscillator depending on the field intensity [42]. As pointed out in Ref. [33], the field acquires a phase depending on the distance it travels inside the cavity, which is determined by the position of the mechanical oscillator. However, the variance of the field is nontrivially related to both amplitude and phase of the field, which requires a careful description. Our starting point is the classical Hamiltonian describing the dynamics of a one-dimensional electromagnetic field in a cavity with a movable boundary. In particular, the degrees of freedom of the boundary must be included in the overall system’s dynamics.

The Hamiltonian of the system is found to be [42]

$$
\hat{H} = \frac{p_M^2}{2M} + \frac{1}{2}M\omega^2x_M + \frac{1}{2}((\hat{p}_L^2 + \Omega^2\hat{Q}_L)^2 - \frac{\lambda M}{L}\Omega^2\hat{Q}_L^2), \tag{D1}
$$

where $\{x_M, p_M\}$ and $\{Q_L, P_L\}$ are pairs of canonical variables for the mechanical oscillator and the field, respectively. To simplify the notations, we rescale the canonical variables as $x = \sqrt{M\omega}x_M$, $p = p_M/\sqrt{M\omega}$, $\tilde{x} = \sqrt{\Omega}Q_L$, and $\tilde{p}_L = P_L/\sqrt{\Omega}$. Note that the rescaling keeps the Poisson bracket invariant, so $\{x, p, \tilde{x}, \tilde{p}_L\}$ act as canonical variables as well [65]. Now the Hamiltonian becomes

$$
\hat{H} = \frac{1}{2}\omega(x^2 + p^2) + \frac{1}{2}\Omega(\tilde{x}^2 + \tilde{p}_L^2) - g_0x\tilde{x}^2. \tag{D2}
$$

We perform a canonical transformation which maps $(\tilde{x}, \tilde{p}_L)$ into another pair of canonical variables $(x, p_L)$ in the frame rotating with frequency $\Omega$, namely,

$$
x_L = \tilde{x}_L \cos \Omega t - \tilde{p}_L \sin \Omega t,
$$

$$
p_L = \tilde{x}_L \sin \Omega t + \tilde{p}_L \cos \Omega t. \tag{D3}
$$

The equations of motion are then found to be

$$
\frac{dp(t)}{dt} = -\omega x(t) + \frac{1}{2}g_0[x^2(t) + p_L^2(t)\sin^2\Omega t],
$$

$$
\frac{dx(t)}{dt} = \omega p(t),
$$

$$
\frac{dp_L(t)}{dt} = g_0x(t)[2x(t)\cos^2\Omega t + p_L(t)\sin 2\Omega t],
$$

$$
\frac{dx_L(t)}{dt} = -g_0x(t)[x(t)\sin 2\Omega t + 2p_L(t)\sin^2\Omega t]. \tag{D4}
$$

Note that in Eq. (D4), the first-order time derivatives of the canonical variables do not depend on $\Omega x(t)$, $\Omega p(t)$, $\Omega x_L(t)$, or $\Omega p_L(t)$, which means that the fast oscillation of the light is already removed by the transformation given by Eq. (D3). The canonical variables evolve on a timescale that is much slower than the timescale set by the field frequency $\Omega$ under the usual optomechanical parameters. As a result, we can approximate the equations of motion by taking the time average over the period of the field, which leaves everything unchanged except those related to $\Omega t$, namely, $\cos^2\Omega t \rightarrow 1/2$, $\sin^2\Omega t \rightarrow 1/2$, and $\sin \Omega t \cos \Omega t \rightarrow 0$. The effective equations of motion then become

$$
\frac{dp(t)}{dt} = -\omega x(t) + \frac{1}{2}g_0[x^2(t) + p_L^2(t)],
$$

$$
\frac{dx(t)}{dt} = \omega p(t),
$$

$$
\frac{dp_L(t)}{dt} = g_0x(t)x_L(t),
$$

$$
\frac{dx_L(t)}{dt} = -g_0x(t)p_L(t). \tag{D5}
$$

It is straightforward to check that Eq. (D5) corresponds to the Hamiltonian

$$
H = \omega |\beta|^2 - \frac{g_0}{\sqrt{2}}|x_L|^2(\beta^* + \beta). \tag{D6}
$$

once we define a complex variable describing the field as $\alpha_L = (x_L + ip_L)/\sqrt{2}$ and a complex variable describing the
motion, given by Eq. (D5), analytically. It is straightforward to check that \(\var{\alpha}\) is a conserved quantity during the time evolution, as in the quantum case. We can thus directly replace \(x(t) + p(t)\) with \(x(0) + p(0)\) in Eq. (D5). The solutions of Eq. (D5) are then given by

\[
\begin{align*}
x(t) &= x(0) \cos \omega t + p(0) \sin \omega t + \frac{g_0}{\omega} |\alpha_{L}(0)|^2 (1 - \cos \omega t), \\
p(t) &= -x(0) \sin \omega t + p(0) \cos \omega t + \frac{g_0}{\omega} |\alpha_{L}(0)|^2 \sin \omega t, \\
\alpha_{L}(t) &= \alpha_{L}(0) e^{\frac{g_0}{\omega} \int_{0}^{t} \sin \omega t \, dt} \\
&= \alpha_{L}(0) \frac{e^{g_0 \int_{0}^{t} \sin \omega t \, dt}}{\sqrt{2}} \left[ \sin \omega t x(0) + (1 - \cos \omega t)|p(0)| \right]
\end{align*}
\]

where \(x(t)\) (\(p(t)\)) represents the position (momentum) of the mechanical oscillator, and \(\alpha_{L}(t)\) represents the amplitude of the field.

APPENDIX E: COMPARING THE SQUEEZING IN QUANTUM AND HYBRID MEASUREMENT MODEL

We plot the time evolution of phase angle \(\theta\) which minimizes the variance \(\var{\theta}\), in the quantum mechanical description [Fig. 5(a)] and hybrid continuous measurement model [Fig. 5(b)]. As discussed in the main text, the origins of squeezing are different. In the quantum mechanical description, the squeezing originates from the intensity-dependent phase shift. The uncertainty circle is stretched so that points further away from the center of the phase space have a larger displacement. It causes \(\theta\) to decrease from 180°. However, the mechanical oscillator dynamics induces a global rotation of the uncertainty circle around the center of the phase space. It brings the angle \(\theta\) back to 180° (equivalently, 0°) and then \(\theta\) increases from 0°.

The transformation given by Eq. (D3) together with the average over fast oscillation is essentially the classical counterpart of the rotating-wave approximation, which is necessary in the derivation of the standard optomechanical Hamiltonian (B2), where, in fact, the terms proportional to \(\dot{a}^2\) and \(a^2\) are neglected [42,66]. It enables us to solve the equations of motion, given by Eq. (D5), analytically. It is straightforward to check that \(\{\var{\alpha}, H\} = 0\), where \(\{\cdot, \cdot\}\) represents the Poisson bracket. As a result, \(\var{\alpha}\) is a conserved quantity during the time evolution, as in the quantum case. We can thus directly replace \(x(t) + p(t)\) with \(x(0) + p(0)\) in Eq. (D5). The

FIG. 5. Angle \(\theta\) that minimizes the variance \(\var\theta\) as a function of time. (a) The quantum mechanical description. The sharp jumps from 180° to 0° are due to the fact that they correspond to the same value of \(\var\theta\). (b) The hybrid continuous measurement model.

FIG. 6. Illustration of the time evolution of the uncertainty circle. The blue bar indicates the quadrature that corresponds to the minimum variance. (a) The quantum mechanical description. (b) The hybrid continuous measurement model.
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