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Abstract
Many computer systems are combined to provide a service to users. Each system has specific tasks as part of the whole system. While some calculation operations can be processed on any server, some of them need a specific system platform to run. For the calculating operations which can be processed on any server, the main criteria will be related to the performance. If we have detailed information about the calculating performance of systems, we may set the calculating operations on the appropriate system. The aim of this study is the comparison of calculating operation on the database server and web server. Bubble sort and pi number algorithm were selected for the calculating operation. These algorithms' runtime results are obtained both by a database server and a web server. Algorithm functions with the same flow processes have been used for both server systems. The variables are predefined to prevent data transfer delay in systems. Thus, the performance results are focused on calculating performances on the servers. The results show, there is an appreciable difference between database and web server in terms of calculation time. The web server was the more performant than the database server, and the implementation of algorithms was simpler in the web server.
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1. Introduction
A specific service need of the users can meet by a single system. On the other hand, many systems which are integrated have the capability to provide various services. Most of the applications, especially web applications, need at least a web server and a database server. Web applications are a sort of server-side applications. The user request is sent to the related server as a task. The results of the server systems are presented by the Web applications.

Some of the tasks only can run on a specific server system, but on the other hand, there are tasks or calculations that can be run over any of the servers. At that point, programmers should focus on computation performance. If we know that the performance differences of the computing over the different systems, we may accomplish the selection of system properly.

2. Conceptual Framework
2.1. Server Systems
The server systems are designed to provide a certain service to many users. To provide this they have high hardware and software capabilities (Marinescu, 2013).

One of the most important specifications for a server system is the hardware. Generally, they have more than one CPU unit, high storage capabilities, high-speed network connection, recovery and backup systems, etc. Also, they are in a special room or in a data center. Hardware is a critical part for server systems, and a failure in hardware may affect all users (Lensu, 2013).

On the other hand, the software is also as critical as hardware. The software should administrate the infrastructure properly. Also, clients communicate with server software to access related services. Therefore, the necessary software should be installed and configured. This software also defines the server type. Example, database server, web server, database server, network server, file server, application server, etc. (Kumar, 2011; Pressman, 2001)
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2.2. Database Server

In daily life, every moment new data is being emerged. We need to store it in a proper environment for future use. In this way, whenever or wherever needed we can access it. To handle this task Database Management Software (DBMS) are used. Most of the DBMS use relational architecture to organize data. Also, technological developments are causing big data. To overcome in big data on-relational architecture started to be used. (Kumar, 2011; Pressman, 2001)

DBMS not only manages data, but it also manages security and performance. As well as, it has data manipulation tools like functions, procedures, packages, sequences, views, indexes, etc. (Kumar, 2011; Raphaely, 2013)

2.3. Web Server

Web servers store multimedia documents and publish over the network. These documents are called Web pages. They are coded with the web programming languages. The web server should support the web programming language of the web page. Source codes of web pages are compiled into the form of the users can understand. Usually, web servers need database servers. Web servers store data on the database servers and also can manipulate data in the database. When data is needed request data from the database server. There is high data traffic between them (Kumar, 2011).

2.4. Functions

Functional programming increases the quality of software in all computer programming languages. They return a result when they are called with the given variables. The calculations which are used frequently can be defined by functions. Thus, recurrences of the same code structures are avoided. When needed simply used with the name of functions and necessary variables. This also avoids code complexity. Depend on the software development platform, functional programming is implemented in a different layout for the same calculations. Because, each server software system has its particular structure for functional programming (Lorentz, 2005; Ashdown & Kyte, 2015; IEEE, 2014)

User-Defined Functions (UDF) move calculations from the application layer into the database. Usually, they are written in C or C++ as high-level languages for data mining and data analysis calculations. A UDF is called by a Structured Query Language (SQL) query and executed inside the database (Sundlöf, 2010; Crotty, et al., 2015; Ordonez, 2010; Tran, Diao, Sutton, & Liu, 2013).

2.5. Algorithm

Algorithms have the ability to solve a group of problems with the sequential calculations according to the coding flow. Calculation performance metrics usually measured by minimum memory, CPU and time usage. For the same problem, there are a variety of algorithms. Each one has its own advantages and disadvantages. While an algorithm can run in an optimal state by many variables, sometimes, unexpected a few variables can disturb the optimality of the algorithm. There are many well-known algorithms for common problems like sorting, finding, changing. Especially, data mining models rely on algorithms.

2.6. Computing performance

Computing operation usually executed over the system where it is used. If we have a possibility of executing computation over the different system, it will be suitable to do a performance comparison. Performance analyzes vary according to the system. Database servers have the capability of cost-based performance analysis. The cost information is related to input/output, processor, memory, and resource consumption. Web server computation performance measured by analysis of execution time. (Ayık & Kahveci, 2017).

3. Related Works

In the area of in-database computations, the master thesis of Sundlöf (Sundlöf, 2010) covers the analysis of computations inside the database. The thesis is focusing on user-defined computation operations inside the database. Also available a comparison between the UDF inside the database and C++ application outside the database. Both are computing a matrix algorithm which includes incremental factorization. The implementation in the database has a high complexity compared with C++ implementation. On the other side, computations inside the database resulted in better performance.

Ordonez (2010) has an introduction and reference monograph related to UDF subject. The article is comparing four fundamental computations with UDF, SQL query, and C++ with. These calculations are (1) linear regression, (2) PCA, (3) clustering, and (4) Naïve Bayes. The two summary matrices, which are the quadratic sum of cross-products points, and the linear sum of points are shown in all models mathematically. In the experiment, by analyzing exported files he compares UDFs and SQL queries inside the database and C++. In the research, the result is pointed out, UDFs, and SQL queries were faster than C++
considering computation times. UDFs highlighted their efficiency with the linear scale of precomputed summary matrices.

Broad knowledge about UDFs is presented in the paper of Tran, Diao, Sutton, and Liu (2013). They introduce data management, UDFs, and a learning approach based on Gaussian processes. An online algorithm which is also showing errors of computation is also devised. They claim that their proposed Gaussian processes can outperform the state of the art sampling approach for a variety of UDFs. Briefly, new approaches and applications in data management are introduced in the article.

Schrijver (2000) is proposed a well polynomial-time algorithm which is minimizing a submodular function. The algorithm is not including any linear programming method. He is presenting a polynomial in the size of the underlying set. The complexity of the values of function does not need any set for priority. At the same subject also, Iwata, Fleischer, and Fujishige (2001) presented as an algorithm minimizing a submodular function.

In the work of Iwata, Fleischer and Fujishige (2001) are presenting a good combinatorial polynomial-time algorithm which is minimizing submodular functions. They used a scalable scheme in a flow graph. The scaled parameters define the capacity in each graph set. The papers' main subject is running the algorithm in the time bounded by a polynomial. They are assuming that, a strongly polynomial-time which in the size of the set. Both studies of Schrijver (2000), and Iwata, Fleischer, and Fujishige (2001) are helpful for understanding algorithms from the view of the polynomial time.

Crotty, Galakatos, Dursun, Kraska, Binnig, Cetintemel, and Zdonik (2015) are providing an architecture which is compiling UDFs automatically. They are also emphasizing several optimization techniques. They are generating UDF code step-by-step together with hardware criteria. The study shows performance improvement compared to alternative systems. However, scope primarily focuses on workflows of UDFs, on hardware configuration, and on dataset size. All kind of UDFs including well-known algorithms with optimized workflows rather than supporting specific UDFs are used.

Yan, Cheung, Yang, and Lu (2017) are offering techniques which reduce query time of database up to 91%, and response time up to 98%. They present a guide which needs less programming efforts for a performant web application development. To examine interactions between web applications and databases they are using a static analyzer tool. Static analyzer tool provides a general code review over the source codes of the web application. On the other hand, real-time interaction with a database cannot be examined.

4. Method

4.1. Purpose of Research

This paper covers algorithm performance tests both on the database server and on the web server. According to results, obtained programmers will have an opinion to run a proper algorithm on the proper server system.

4.2. Research model

In the research, the most known algorithms which can be run over both database and web server selected. As algorithm performance criteria, process complete time is used. The least process complete time is showing up the best performance.

Two kinds of algorithms are used in the test. One of them is the bubble sorting algorithm. This algorithm based on the comparison. Thus, it can be observed how long time the servers complete the comparative transactions. The other algorithm calculates the first six digits of the decimal part of pi. In this algorithm, it is selected to measure the calculation times of the two servers.

4.3. Data Collection

The cost-based analysis tool is used for the data collection from the data server, and the PHP function, which gives the given function’s execution time, is used for the data collection from the web server. Test codes of PHP bubble sort algorithm which is used in the study are given in Table 1.
Table 1: PHP Bubble Sort Algorithm

```php
$start_timer = microtime(true);
$arr = array(0-999);
$counter= count($arr) - 1;
for ($i=0; $i<$counter; $i++) {
    for ($j=0; $j<$counter-$i; $j++) {
        $k = $j+1;
        if ($arr[$k] <$arr[$j]) {
            list($arr[$j], $arr[$k]) = array($arr[$k], $arr[$j]);
        }
    }
    $stop_timer = microtime(true);
    $timer = $stop_timer - $start_timer;
}
print("Bubble sort");
print_r($arr);
$timer = $stop_timer - $start_timer;
echo "Process Time: {\$timer}";
```

Test codes of PHP Pi number calculation algorithm which is used in the study are given in Table 2.

Table 2: PHP Pi Number Calculation

```php
<stdio>
$plus = 0; $n = 1; $minus = 0;
$start_timer = microtime(true);
for ($i=1;$i<1000000;$i++) {
    $plus = $plus + 4 / $n;
    $minus = $minus + 4 / ($n + 2);
    $n = $n + 4;
}
$stop_timer = microtime(true);
$timer = $stop_timer - $start_timer;
print("Pi number");
print_r($plus-$minus);
echo "Process time: {\$timer}";
?></stdio>

Test codes of Oracle bubble sort algorithm which is used in the study are given in Table 3.

Table 3: Oracle Bubble Sort Algorithm

```sql
DECLARE
Type arr1 IS TABLE OF NUMBER (3) INDEX BY BINARY_INTEGER;
arr arr1;
changed BOOLEAN;
tmp VARCHAR2(24);
start_timer TIMESTAMP;
stop_timer TIMESTAMP;
BEGIN
start_timer:= SYSTIMESTAMP ;
arr(0-999) := 0-999 ;
LOOP
    changed := false ;
    FOR i IN 2 .. arr.LAST LOOP
        IF arr(i - 1) >arr(i) THEN
            tmp := arr(i);
            arr(i) := arr(i - 1);
            arr(i - 1) := tmp;
            changed := true;
        END IF ;
    END LOOP ;
    EXIT WHEN NOT changed;
END LOOP ;
EXIT WHEN NOT changed ;
END LOOP ;
FOR i in arr.FIRST .. arr.LAST LOOP
dbms_output.put_line(arr(i));
END LOOP ;
sure_bitir:= SYSTIMESTAMP ;
dbms_output.put_line(stop_timer-start_timer);
END ;
```

Test codes of Oracle Pi number calculation algorithm which is used in the study are given in Table 4.
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Variables are predefined to prevent data transfer delay in system server. Algorithm functions with the same flow processes have been used for both server systems. The operation to the execution time in seconds is used.

In the bubble sorting algorithm, 1000 numbers with different value and mixed order are listed in ascending order. For calculation of pi value, one of the best-known formula discovered by Leibniz (1946 - 1716) is used.

\[
\frac{\pi}{4} = \sum_{k=0}^{\infty} \frac{(-1)^k}{2k + 1}
\]  
(Schrijver, 2000)

In the formula, a value considered as 1000000 to calculate the first six digits of the decimal part of pi which is 3,141592.

4.4. Findings

Bubble sort and pi number calculation algorithms results are given in this section. Figure 1, shows the execution time in seconds for algorithms. There is a clear calculation time difference between database and web server.


Figure 1: The execution time in Seconds for algorithms

5. Discussion and Conclusion

The calculating operation performed on the database server and the web server are compared in the study. For the calculating operations which can be processed on any server, the main criteria will be related to the performance. Bubble sort and pi number calculation, well-known algorithms, for the calculating operation are selected. These algorithms’ runtime results are obtained both by a database server and a web server. Algorithm functions with the same flow processes have been used for both server systems. The variables are predefined to prevent data transfer delay in systems. Thus, the performance results are focused on calculating performances on the servers.
The graphic in Figure 1 shows that there is an appreciable difference between database and web server in terms of calculation time. The execution time in seconds for Bubble Sort and Pi number algorithms are 0.134, and 0.167404 respectively for the web server. On the other hand, 0.314, and 1.706121 respectively for the database server. The web server was the more performant than the database server, and the implementation of algorithms was simpler in the web server as seen in Table 1 and Table 2.

We also noticed that there is another issue that may be subject to another study. While calculation difficulty increases, as in pi number calculation, the calculation time difference between the web and the database server is increasing. This shows that the database server can be used for only basic calculations. For the complex calculations, the web server has more stable calculation performance than the database server.
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