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Abstract

The low power idle mode implemented by Energy Efficient Ethernet (EEE) allows network interfaces to save up to 90% of their nominal energy consumption when idling. There is an ample body of research that recommends the use of frame coalescing algorithms—that enter the low power mode as soon as there is no more traffic waiting to be sent, and delay the exit from this mode until there is an acceptable amount of traffic queued—to minimize energy usage while maintaining an acceptable performance. However, EEE capable hardware from several manufactures delays the entrance to the low power mode for a considerable amount of time (hysteresis). In this paper we augment existing EEE energy models to account for the hysteresis delay and show that, using the configuration ranges provided by manufacturers, most existing EEE networking devices are unable to obtain significant energy savings. To improve their energy efficiency, we propose to implement frame coalescing directly at traffic sources, before reaching the network interface. We also derive the optimum coalescing parameters to obtain a given target energy consumption at the EEE device when its configuration parameters are known in advance.
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1. Introduction

Energy Efficient Ethernet (EEE) interfaces are already widespread, as they have been around us for the last ten years [1, 2]. These interfaces are able to avoid wasting precious energy when they are not transmitting data. For this, they implement one or more low power modes [1, 3] that only spend a fraction of the nominal power usage, but that cannot be employed during normal data transmission. However, going in and out from these low power modes is not free, as it takes some time and energy that are otherwise unavailable for doing useful work.

The compromise between energy efficiency and the time spent transitioning to and from low power idle (LPI) modes has been the subject of many in-depth analyses, as it has direct consequences in two very important metrics: energy consumption and traffic delay. A simple, yet efficient, way to improve energy efficiency consists in amortizing the transitions among several frames. Instead of exiting LPI as soon as a new frame arrives, it is more efficient to wait until a larger set of frames are waiting for transmission and then perform a single transition back to the active state for the whole set. This coalescing approach [4] clearly trades some delay for greater energy savings [5, 6]. Many coalescing proposals employ the number of queued frames as the condition to exit LPI, but time-based coalescers, that use the time since the first frame arrival while in LPI, can also be configured to obtain identical results [7, 8].

A complementary approach to avoid excessive transitions consists in delaying the entrance into the LPI mode when the transmission queue is drained. In this case, the EEE interface waits for new immediate arrivals during a small additional hysteresis time before entering the LPI mode. Thus, if the time until the next frame arrival is shorter than this hysteresis time, traffic does not get unnecessarily delayed and some energy is saved, since entering the LPI mode is not efficient enough to compensate for the energy consumed during the state transitions. However, if the frame arrives just after the hysteresis has ended, traffic gets delayed and the energy employed waiting during the hysteresis time becomes wasted. In fact, it has been proved that for low traffic loads, adding hysteresis results in greater energy usage [9].

Most hardware manufacturers have included EEE low power modes in their products. Many of them have chosen to implement both a hysteresis delay and a time-based frame coalescer to improve efficiency.\(^1\) However, their tuning of these parameters, and the available configuration range, is too much conservative, as we will prove later. Minimum values higher than 20 µs are normal for the hysteresis length of 10 Gbit/s interfaces, even reaching hundreds of microseconds. Regarding the coalescing timer, when it is available, its maximum configurable value is sometimes too short to compensate for high hysteresis times. In Table 1 we provide a small sample of the available configuration ranges for both the

\(^1\)Regretfully, not all manufacturers provide details about the actual implementation characteristics of their EEE mode. Even more, some simply let the administrator enable or disable the EEE mode, but not to tune its parameters.
This paper analyzes the energy efficiency limits of actual networking devices. For this, we contribute a new model for EEE interfaces with hysteresis. The model is completed to include the joint effects of hysteresis and time-based coalescing. The model shows that for most practical loads, and with the available values for hysteresis and coalescing delays, the LPI mode in some EEE hardware is not sufficient to reduce energy consumption. Our second contribution is a proposal to deploy time-based coalescers before the Network Interface Card (NIC) so as to overcome the limitations of networking equipment. This technique helps to overcome some of the drawbacks of devices that employ high hysteresis values and can also augment the saving of devices that lack any coalescing capabilities. We provide an analytic model for this technique and also solve its proper tuning to obtain any desired approximation to the optimal efficiency.

The rest of this paper is organized as follows. Section 2 summarizes previous work dealing with EEE. In Section 3 we present a power model for the behavior of actual hardware and provide early estimations of the expected energy savings. The pre-coalescing solution is shown and modeled in Section 4. We test the behavior of our solution in Section 5 and finally, we present our conclusions in Section 6.

2. Related Work

The lack of any prescribed governing algorithm for the LPI mode of EEE in [1] led to the development of many competing proposals. The simplest ones arrived soon and consisted in simply entering LPI as soon as there was no traffic left to be transmitted to then resume normal operation as soon as there was newly available traffic. These proposals are collectively known as frame transmission algorithms and their energy and delay performance models are already well known [16, 17, 18, 19]. These energy consumption models show that frame transmission causes a high number of transitions to and from LPI that severely hinders its performance, thus rendering it a poor choice for most traffic.

| Manufacturer          | Hysteresis (µs) | Coalescing (µs) |
|-----------------------|-----------------|-----------------|
| Cisco Nexus 7000 [10] | 20 and 600      | 6               |
| Dell EMC N-Series [11]| 600 to 4 294 967 295 | 0 to 65 535     |
| QLogic bnx2 [12]      | 256 to 10 485 75 | ?               |
| Intel X550 [13] & X710 [14]| 1 to 63 | ?               |
| D-Link DGS-1100-16 [15]| 0              | 0               |
| Level-One GEU-0820 [15]| 0              | 0               |
| SMC GS801 [15]        | 0               | 0               |
patterns and loads—recall that during these transitions the network interface draws about the same power than an active one.

The solution to this problem is to amortize these transitions among several frames. For this, the interface is not immediately woken up when there is newly available traffic, instead it is woken up when some more traffic has been accumulated. Some early works that propose this frame coalescing (or burst transmission as it is also known) are [2, 4]. There exist two main approaches for deciding when to wake up the interface. Size-based coalescers put an upper bound to the queue length while in LPI and resume normal operations once this threshold is reached. On the other hand, time-based coalescers use the time spent in LPI, or since the first arrival while in LPI, to decide when to restart transmitting traffic. There is ample literature modeling the energy consumption [6] or even the energy-delay tradeoffs, either just for size-based [20] coalescers, for time-based [21] ones or even for the general case [22, 23, 7, 5, 24].

These models have been later employed to tune the frame coalescing algorithm, i.e., deriving the optimum upper bound, so as to obtain a given energy efficiency [7] or to meet a target average delay by limiting the maximum time in LPI [23, 25].

To the best of our knowledge, the introduction of some hysteresis time before entering LPI has not yet been considered in the research literature in the context of EEE, although it has been studied in analogous scenarios. Such is the case of cellular base stations, in order to reduce the number of transitions between different operating modes [26, 27]. However, as shown in [9], adding hysteresis can sometimes lead to increased energy consumption and it is largely unneeded when using a properly tuned frame coalescing algorithm.

3. Hardware Model

As it was already stated in the previous sections, currently deployed EEE interfaces use a time-based coalescing algorithm with hysteresis to drive the LPI mode, as represented in Fig. 1. That is, after the transmission queue becomes depleted, most EEE interfaces wait for the queue to remain empty for at least \( h^* \) seconds before entering the LPI mode, with \( h^* \) being the hysteresis time. Conversely, normal operation resumes \( d \) seconds after the first frame arrival in LPI. This coalescing time \( d \) is simply called delay. As aforementioned in Section 2 the performance of EEE with hysteresis has not been studied yet in the literature, so we will provide an extended EEE energy usage model in this section taking it into account.

The purpose of the hysteresis time is to avoid entering LPI when the load is high, i.e., when frames arrive too close to each other. When this happens, entering and exiting LPI increases both delay and energy consumption, as the interface consumes about the same amount of energy during transitions as during

\[\text{To avoid excessively long waiting times, a safeguard in the form of a maximum sleeping time is usually implemented.}\]
regular transmissions. Hysteresis works on the idea that if the expected time in LPI is much smaller than the sum of the sleep and wake up transition times, the energy savings are probably not worth the added delay. Once the interface is in LPI, it is important to keep it in that state as long as possible to amortize the transition delays, but with a controlled latency. That is the objective of the delay value. In essence, it plays an analogous role to the queue threshold in EEE size-based coalescing algorithms [4, 5, 6].

In the following subsections, we will derive a power saving model for EEE interfaces with both a time-based coalescer, i.e., \( d > 0 \), and hysteresis, i.e., \( h^* > 0 \).

### 3.1. Energy Model Considering Hysteresis

As shown in [22], the average normalized energy consumption of an EEE interface can be calculated as

\[
\sigma = 1 - (1 - \sigma_{\text{LPI}}) \rho_{\text{LPI}},
\]

where \( \sigma_{\text{LPI}} \) is the normalized energy consumption of the LPI mode and

\[
\rho_{\text{LPI}} = \frac{E[T_{\text{LPI}}]}{E[T_{\text{cycle}}]} \quad (2)
\]

is the normalized sleeping time, that is, the percentage of time the interface stays in LPI, as \( T_{\text{LPI}} \) is the duration of the LPI sub-period and \( T_{\text{cycle}} \) the time between two consecutive transitions from LPI to the normal operating mode.

Clearly, in a given cycle there can only be a single LPI period and, consequently, one transition to and from it. However, there can be several \( ON \) periods, as a single arrival during the hysteresis time prevents the interface from entering the low power mode. So

\[
E[T_{\text{cycle}}] = T_{S} + E[T_{\text{LPI}}] + T_{W} + E[n] (E[T_{\text{ON}}] + E[h]), \quad (3)
\]

with \( n \) the number of times the interface fails to enter LPI while in hysteresis, \( h \leq h^* \) a random variable representing the actual length of a hysteresis interval, and \( T_{\text{ON}} \) the length of an ON interval. \( T_{S} \) and \( T_{W} \) are the transition times
from the ON state to LPI and from LPI back to ON. They only depend on the
interface characteristics, so we treat them as known constants.

If we assume a conservative service at the interface, it must hold that
\[ \rho = \frac{E[n]E[T_{ON}]}{E[T_{cycle}]}, \tag{4} \]
with \( \rho \) being the load factor, and, from (3) and (4), it immediately follows that
\[ \rho_{LPI} = (1 - \rho) \frac{E[T_{LPI}]}{E[T_{LPI}] + E[n]E[h] + T_S + T_W}. \tag{5} \]

The average length of the hysteresis interval is simply
\[ E[h] = \lambda \int_{0}^{\infty} \min(t, h^*) f_e(t) \, dt, \tag{6} \]
where \( f_e(t) \) is the density function of the time between the end of the ON state and the next frame arrival. Additionally, if arrivals are independent, \( E[n] \) is just the average value of a geometric distribution parameterized by the probability that there are no arrivals during the hysteresis interval.

In the specific case of a Poisson process with interarrival times \( I \) and arrival rate \( \lambda \) it holds that
\[ E[n] = \frac{1}{P(I > h^*)} = e^{\lambda h^*}. \tag{7} \]
and, because of the PASTA property, \( f_e(t) \) is the density function of an exponential distribution with parameter \( \lambda \), so
\[ E[h] = \lambda \int_{0}^{h^*} te^{-\lambda t} \, dt + \lambda h^* \int_{h^*}^{\infty} e^{-\lambda t} \, dt = \frac{(1 - e^{-\lambda h^*})}{\lambda}. \tag{8} \]

### 3.2. Model for Time-Based Coalescers with Hysteresis

We can extend the previous model to take into account the effect of the delay timer. We need to obtain the average time from the end of the transition to LPI until \( d \) seconds after the arrival of the first frame since the end of hysteresis. Particularizing directly for a Poisson arrival process, we get
\[ E[T_{LPI}] = \lambda \int_{(T_S - d)^+}^{\infty} (t + d - T_S) e^{-\lambda t} \, dt \]
\[ = \begin{cases} 
\lambda^{-1} + d - T_S, & \text{for } d > T_S, \\
\frac{e^{-\lambda(T_S - d)}}{\lambda}, & \text{in every other case,}
\end{cases} \tag{9} \]
where \( (x)^+ = \max\{x, 0\} \).
3.3. Model Results for Real Hardware

With the previous model, we can take a closer look at the expected energy performance of some representative hardware. According to configuration manuals from several manufacturers, e.g., [10, 11], the delay parameter takes a default value in the order of 6 $\mu$s to 8 $\mu$s, while the minimum allowable hysteresis value can get as high as 600 $\mu$s for some of them (see Table 1). In Fig. 2 we compare the expected energy usage for an extremely ample range of traffic loads and different settings.

We have employed two combinations of the hysteresis and delay parameters called *aggressive mode* and *non aggressive mode* as shown in Table 2. We use these values as representative of both extremes of available minimum hysteresis values, and use $d = 6 \mu s$ as it is the default for [10]. We ignored interfaces such as [14] as, for practical purposes, their hysteresis can be deactivated.

Note that the non aggressive mode settings only make sense for loads well below 1% and that even for the so-called aggressive settings we get much worse results than with the naive frame transmission algorithm with no coalescing whatsoever. Furthermore, the per frame maximum additional latency is smaller

| Interface Configuration | Hysteresis (µs) | Delay (µs) |
|-------------------------|----------------|------------|
| Aggressive              | 20             | 6          |
| Non Aggressive          | 600            | 6          |

Figure 2: Expected energy usage for different values of $h^*$ and $d$.

Table 2: Configuration Parameters for the EEE Interface
for frame transmission, as it adds a maximum delay of $T_S + T_W = 7.36\,\mu s$,\footnote{Using $T_S = 2.88\,\mu s$ and $T_W = 4.48\,\mu s$ according to \cite{1}.} while typical interface settings are adding an additional delay of at least $\min\{d\} + T_W = 6\,\mu s + 4.48\,\mu s = 10.48\,\mu s$.

4. Pre-Coalescing

Such disappointing results may be overcome either by increasing coalescing delay if it is configurable or by performing frame coalescing before the traffic arrives at the EEE network interface (pre-coalescing). If the EEE NIC resides in the same hosts, this can be done by a traffic shaper placed just before the NIC. The technique can also be employed if the high hysteresis EEE NIC belongs to a switch. If its traffic is dominated by a single contributor, the latter can pre-coalesce the traffic before sending it to the switch. In both cases, the idea is to create artificial gaps between trains of coalesced frames (bunches) that let the interface become idle despite the hysteresis. This should result in an increase in the normalized average sleeping time. Pre-coalescing, when compared to traditional frame coalescing, has the extra advantage that it adds less latency for the same energy savings, as we will prove later.

The pre-coalescing algorithm works as follows. When an idling terminal has a new frame ready for transmission, it waits for $B$ seconds before actually delivering the traffic to the network interface. Then, it dispatches frames at link rate until the queue depletes. Finally, when the coalescer delivers the last queued frame, it waits for the next frame arrival in order to form a new bunch.

4.1. Pre-Coalescer Energy Model

We now build an energy model of this frame pre-coalescer. We will assume for simplicity that the coalescer receives Poisson traffic with a general, albeit independent, frame size distribution. We are interested in the energy consumption of the network interface, but we cannot rely on the previous analysis as the traffic coming out of the coalescer shall not follow a Poisson process.

Fig. 3 shows a time diagram of the operation of both the coalescer and the network interface. In the diagram, $a_i$ are the arrival times of different frames at the coalescer, $s_i = s$ is the corresponding frame size and $e_i$ is the elapsed time since the transmission of the $i$-th bunch and the arrival of the next frame.\footnote{In Fig. 3 we have made $s_i = s$ for simplicity, but the result holds for the general case.} As the arrivals form a Poisson process of parameter $\lambda$, $e_i$ is exponentially distributed because of the PASTA property.

We can notice in Fig. 3 how the operation states at the interface mimic those of the coalescer, with a small $T_W + s + \tau$ delay, with $\tau$ being the propagation delay. When the coalescer and the interface reside in the same host, the propagation delay is $\tau = 0$. Furthermore, it is clear that the time between two consecutive active periods at the coalescer must comprise both EEE transitions ($T_S + T_W$) and the time spent in the low power mode ($T_{LPI}$). As both the coalescer and
the interface work at the same line rate, this must be equal to $e + B$: the time elapsed since the end of a bunch transmission until the next one starts being delivered by the coalescer. In other words,

$$T_S + T_W + E[T_{LPI}] = E[e] + B = \lambda^{-1} + B,$$

so that

$$E[T_{LPI}] = \lambda^{-1} + B - T_S - T_W.$$  \hspace{1cm} (11)

The cycle length is also identical both at the target interface and at the coalescer. We can take advantage of the fact that traffic arriving at the latter belongs to a Poisson process to obtain the average cycle length:

$$E[T_{cycle}] = E[e] + B + E[T_{busy}],$$

where $T_{busy}$ is the length of the coalescer busy cycle. For a M/G/1 system, $T_{busy} = \frac{s'}{1-\rho}$, with $s'$ the total work accumulated at the start of the cycle. In our case, the accumulated traffic at the start of transmission is just $\lambda B \cdot s$, so

$$E[T_{cycle}] = E[e] + B + \lambda B \cdot \frac{s}{1-\rho},$$

and therefore,

$$\rho_{LPI} = (1-\rho) \frac{\lambda^{-1} + B - T_S - T_W}{(1-\rho)\lambda^{-1} + B}. \hspace{1cm} (14)$$

Please note that when $e + B < T_W$, that is, the time elapsed since the end of the transmission until the arrival of the next frame at the coalescer plus the bunching period is less than the transition time, the interface stops being synchronized with the coalescer and (14) no longer holds. Fortunately, this case is not of practical interest. It will be later shown that such short $B$ values produce negligible increments in energy savings.
4.1.1. Effects of Hysteresis and Delay

To model the effects of hysteresis, we proceed in a similar way. As long as \( e + B > T_W + h^* \), with \( h^* \) being the hysteresis configured in the interface, it stays in sync with the coalescer. The cycle length at the coalescer stays the same, as it is clearly unaffected by the behavior of the downstream interface. However, the duration between two consecutive transmissions at the interface has to accommodate the hysteresis time, so:

\[
T_S + T_W + E[T_{LPI}] + h^* = E[e] + B = \lambda^{-1} + B,
\]

and consequently,

\[
\rho_{LPI}^{hyst} = (1 - \rho) \frac{\lambda^{-1} + B - h^* - T_S - T_W}{(1 - \rho) + B}.
\]

The case of added delay (time-based frame coalescing) at the interface in addition to bunching at the source is more involved. The added wake up delay causes the interface to be delayed for \( d \) time units after the first cycle. If \( d > B \), the states of the interface and the coalescer do no longer remain in sync and we cannot apply Poisson models at the latter to model the interface. However, usually \( h^* \gg d \), so \( B > d \). In this case, the cycle length at the coalescer obviously stays the same as in the previous case, and also at the interface, with the exception of the first interval that can be neglected for our analysis. Finally, the delay time is part of \( T_{LPI} \), so (14) holds for coalescing interfaces as long as \( d < B \).

4.2. Pre-Coalescing vs. NIC Coalescing Frame Delay

The pre-coalescer energy model allows us to compare the benefits of pre-coalescing against time-based coalescing at the interface. In Fig. 4 we have represented the relation between the needed delay for a time-based coalescer (\( d \)) and the bunching length employed at the source (\( B \)) in order to guarantee the same energy consumption, assuming a Poisson traffic arrival process. For low traffic loads and small hysteresis values, both parameters remain close. However, when the load is moderate or high, pre-coalescing requires much smaller coalescing lengths. The reason is that pre-coalescing creates gaps between bursts of frames before they get to the interface. These gaps are, by design, longer than the configured hysteresis, so the interface can always enter the LPI mode. However, traditional frame coalescing at the interface only takes place \textit{after} the interface enters LPI. If the average interval between frame arrivals is smaller than the hysteresis time, as is the case with moderate loads, the interface seldom enters LPI. In this case, the few times the interface does enter LPI, it needs to stay a considerable amount of time on it to get the same energy savings as pre-coalescing.

4.2.1. Pre-Coalescing Algorithm Delay

The average frame delay can be modeled considering the coalescer+interface tandem as a GI/G/1 queue with added delay for the first customer in a busy
period. In fact, the coalescer is akin to a queue that waits for $B$ seconds before serving the first job in its cycle. The network interface should add no additional queuing delay, as both the coalescer and the interface work at the same rate. According to [28], and considering that waiting times and arrivals are actually uncorrelated—recall that the pre-coalescer uses a timeout $B$ since the first frame arrival to start transmitting the bunch—the average waiting time of such a queue is simply

$$E[W] = \frac{\lambda(\sigma_S^2 + \sigma_I^2)}{2(1 - \rho)} + \frac{1 - \rho}{2\lambda} + \frac{(B + T_W)^2 - E[e^2]}{2(B + T_W + E[e])}, \tag{17}$$

where $\sigma_S^2$ is the transmission time variance, $\sigma_I^2$ is the variance of the arrival distribution and $e$ is the random variable representing the length of the empty periods, that is, the interval length since the end of a cycle until the arrival of the next frame. In the case of a Poisson arrival process ($\sigma_I^2 = 1/\lambda^2$), recall that empty periods also follow an exponential distribution of parameter $\lambda$ by the PASTA property, so that $E[e] = 1/\lambda$ and $E[e^2] = 2/\lambda^2$. Substituting all these values in (17), we finally arrive to

$$E[W] = \frac{1 + \lambda^2 \sigma_S^2}{2\lambda(1 - \rho)} + \frac{1 - \rho}{2\lambda} + \frac{\lambda^2 (B + T_W)^2 - 2}{2\lambda(1 + \lambda(B + T_W))}. \tag{18}$$

4.3. Tuning the Pre-Coalescing Algorithm

In this section we use (16) to derive the minimum $B$ value needed for the interface to have a target energy profile. We consider two different example
targets: matching the performance of the naive frame transmission algorithm and approximating the behavior of an ideal EEE interface. Throughout this section we will assume that $B > \{h^*, d, T_W\}$.

4.3.1. Matching Frame Transmission Consumption

It is an established fact that the frame transmission algorithm achieves less than ideal energy savings for moderate and high traffic loads. However, interfaces using common hysteresis values get even worse results. On the other hand, for low traffic loads, frame transmission attains nearly-optimal results.

The energy usage of frame transmission under the hypothesis of Poisson traffic is well established in the literature [16, 18, 17, 22]. From (5) and (9), after making $h^* = 0$ and $d = 0$, we get that the normalized length of the frame transmission algorithm sleeping interval is

$$\rho_{LPI} = (1 - \rho) \frac{e^{-\lambda T_S}}{e^{-\lambda T_S} - \lambda (T_S + T_W)}.$$ (19)

Now, if we equal (19) to (16) and solve for $B$, after some straightforward simplifications we find that the optimum $B$ value that matches frame transmission performance is

$$B^*_{f} = \frac{\lambda [h^* + T_S + T_W + (T_S + T_W)(\lambda (h^* + T_S + T_W) - 1)e^{\lambda T_S}] - \rho}{(T_S + T_W) \lambda^2 e^{\lambda T_S}},$$ (20)

for all but the highest rates, as $\lambda^{-1} \gg T_S$. Additionally, for the usual hysteresis values $h \gg \{T_S, T_W\}$, and applying the fact that, as long as the frame size stays below 1500 bytes, $s < T_S$ for a 10 Gbit/s interface, we get that $B^*_{f}$ can be approximated as

$$B^*_{f} \approx h \left(1 + \frac{\lambda^{-1}}{T_S + T_W} \right).$$ (21)

4.3.2. Approximating Ideal EEE Interface Consumption

Pre-coalescing can also be used to approximate the results of an ideal EEE interface, that is, one that stays in LPI during $1 - \rho$ of the total time. Consider $\delta$ the maximum deviation permitted from the optimum value. We firstly equate the target consumption to (16):

$$1 - \rho - \delta = \rho_{LPI}^{hyst} = (1 - \rho) \frac{\lambda^{-1} + B^*_i - h^* - T_S - T_W}{\lambda^{-1}(1 - \rho) + B^*_i}. $$ (22)

Then, we can solve again for $B^*_i$, the minimum $B$ value that guarantees an acceptable approximation to an ideal EEE interface, and get

$$B^*_i = \frac{(1 - \rho) \lambda (h^* + T_S + T_W) - \rho - \delta}{\delta \lambda}. $$ (23)

As $B^*_i$ depends on $\rho$, we obtain the load value that makes $B^*_i$ maximum and obtain that

$$\rho^*_i = \frac{\sqrt{3L}}{\sqrt{(h^* + T_S + T_W)C - L}}, $$ (24)
with $C$ the link capacity and $L$ the average frame size. Substituting (24) into (23) we obtain the $B$ value that guaranties a given approximation to the ideal sleeping interval for any load:

$$B_{i}^{\text{max}} = \frac{(h^* + T_S + T_W)C + (\delta - 1)L}{\delta C} - 2\sqrt{\frac{\delta L}{\delta C}}\sqrt{(h^* + T_S + T_W)C - L}.$$  

(25)

If we restrict (25) to the usual operating conditions, then we can neglect the time needed for the transmission of a single frame ($s = L/C \approx 0$). So, assuming that the hysteresis is at the very least an order of magnitude higher than the transitions times, we have

$$B_{i}^{\text{max}} \approx \frac{h^*C + (\delta - 1)L}{\delta C} - 2\sqrt{\frac{L}{\delta C}}\sqrt{\frac{L^2}{\delta C^2}}$$

$$\approx \frac{h^*}{\delta} + (\delta - 1)\frac{L}{C} - \frac{2}{\sqrt{\delta}}\sqrt{\frac{L}{C}\left(h^* - \frac{L}{C}\right)}$$

$$\approx \frac{h^*}{\delta}.$$  

(26)

5. Experimental Results

In this section we analyze the accuracy of the previous models via simulation. We focus on the normalized sleeping time instead of the energy consumption for several reasons. Firstly, it only depends on the LPI governing algorithm and not on the electrical characteristics of a given NIC. While most are similar, there can be variations among different manufactures. Secondly, NIC interfaces provide directly to operating system the time spent in each mode and the number of transitions, but not energy usage estimations. In any case, as it can be seen from (1) and (2), both are interchangeable. For the experiments we have developed a new EEE simulator with configurable hysteresis and delay to mimic real hardware. The simulator is available to download [29]. In all simulated scenarios, traffic arrivals follow either a Poisson or a Pareto process with shape parameter $\alpha = 1.8$ to validate our formulas with self-similar traffic of infinite variance. We employed constant frame sizes of 1500 bytes. Every simulation experiment has been repeated 20 times with different random seeds and 95% confidence intervals have been calculated. However, considering that the intervals were very small, we have chosen not to represent them to avoid cluttering the figures in excess. Finally, the experiments can be divided into four groups: a first group devoted to assess the accuracy of the delay and hysteresis models, a second one about the bunching model, a third group that shows the optimum configuration of the bunching algorithm for a given target energy expenditure, and the final set of experiments that test the pre-coalescing algorithm in a hardware test-bed.
5.1. Model Validation

In the first set of experiments we validate the energy model for time-based coalescers with hysteresis developed in Section 3.2. Fig. 5 shows the normalized sleeping time defined in (2), as a hardware-independent proxy for the energy usage of an EEE interface, from an extremely low load value to an abnormally high one with a ranging hysteresis time from 0 to 1 ms. In the figure the filled points correspond to the Poisson traffic, the empty ones are the results for the Pareto process and the continuous lines are the model predictions. It comes immediately that the model has enough accuracy and is able to match the simulation values for every hysteresis and load combination. Only the results for the self-similar traffic show minor deviations from the model value. For this kind of traffic, the model overestimates the sleeping time at low loads, and underestimates it at the highest ones. As expected, we can also appreciate that there is an inverse relationship between hysteresis and energy efficiency. From an energy usage point of view it is better to configure the interface with no hysteresis, though not all commercial equipment allows to configure small enough hysteresis values.

The effect of the wake up delay is represented in Fig. 6. As in the previous experiment, there is a very good match between the model predictions and the observed values. The results for the different traffic loads show a similar trend: sleeping time grows as the wake up delay increases, i.e., the time needed for the interface to return to active mode since the first frame arrival while idle, augments. However, for the wake up delay to take significant effect, it needs to...
Figure 6: Normalized sleeping time versus wake up delay for different hysteresis values and both synthetic Poisson (filled points) and Pareto (empty points) traffic of loads 0.1 % (a), 1 % (b) and 10 % (c).
be quite high when compared to the applied hysteresis. For instance, in Fig. 6a, for the $h^* = 500\,\mu s$ and $h^* = 1\,\text{ms}$ plots, we only see increasing the sleeping time when the delay surpasses the $200\,\mu s$ value. In Fig. 6b, for the $h^* = 100\,\mu s$ case, the sleeping time only starts to grow rapidly when the delay surpasses the $20\,\mu s$ level. Similar conclusions can be drawn from Fig. 6c for both the no hysteresis and the $h^* = 10\,\mu s$ cases. In every case we see that the hysteresis value has a much greater effect than the delay on energy consumption.

5.2. Pre-coalescing Algorithm Evaluation

The next set of experiments focuses on validating the model for the pre-coalescing algorithm as in (16). To this end, we have fed both Poisson and self-similar Pareto traffic to a frame coalescer that implements our bunching algorithm. The software used has been released with an open-source license, and it is available for download [30].

Fig. 7 compares the model predictions to the results of applying an increasing bunching length to an EEE interface configured with different hysteresis values and 1% load, albeit without wake up delay. As in the previous experiments, the simulated results are shown with points and the model predictions with lines. To account for the fact that the model is only valid for bunching lengths greater than the interface hysteresis, we have employed dashed lines for those

---

5We have experimented with different load values (from 0.1 % to 50 %), obtaining comparable results. We have omitted them in the paper for the sake of brevity.
regions where the model is not expected to hold. All in all, the results confirm the accuracy of the model within its valid region. We can also appreciate how the bunching technique improves the energy efficiency of the interface, even if at the cost of increased delay. As a rule of thumb, we see that we need a bunch length, i.e., the maximum delay suffered by a frame, ten times the duration of the hysteresis for significant savings. On the other hand, for low bunching lengths, the model underestimates the obtained savings. This can be seen very clearly in the $h^* = 100\,\mu s$ results.

In Fig. 8 we represent the evolution of the sleeping time for different Pareto traffic loads and a set of different combinations of bunching length and wake up delay. The hysteresis is otherwise fixed to a relatively low value of 10\,\mu s so that delay effects are more evident. Recall that for the wake up delay to be noticeable, it has to be greater than the hysteresis, as discussed previously when presenting Fig. 6. It is clear again that the model (16) is a good predictor for the experimental results, at least as long as it stays in its valid region, that is, when the wake up delay is shorter than the bunching length ($d < B$). As expected, the higher the wake up time, the longer the interface stays in the LPI mode. We can also observe that it is not worth to use delay at the network interface if it is not greater than the bunching length.

---

6We have obtained similar results with Poisson traffic, but they have not been plotted to avoid cluttering the figure in excess.
5.3. Pre-coalescing Approximation to Frame Transmission and Ideal Energy Savings

This set of experiments explores the tuning of the bunching length at the pre-coalescer in order for the NIC to obtain results comparable to those of: a) an ideal EEE interface, i.e., one that only stays awake while transmitting traffic and in LPI otherwise, with a 10% error margin; b) and to those of an interface with no hysteresis nor delay that employs the frame transmission algorithm. We consider two different configurations for the interface, with different delay and hysteresis parameters that we have called aggressive and non aggressive settings. The actual parameters have been selected in accordance with the characteristics of current actual hardware [10, 11] and are the ones shown in Table 2.

Fig. 9 shows the necessary bunching length to obtain energy savings in line with those of frame transmission and those of an ideal interface for varying traffic load conditions. At the same time, it shows the accuracy of the simplifications carried out in Section 4.3. The exact results are shown with continuous lines,
while the approximated values with dotted lines. In any case, we can conclude that the approximations provide good enough results. It is also clear from both plots that (25), and consequently (26), permit to configure the bunching length without regards to the actual traffic load.

We can also deduce some additional conclusions. At the highest loads, the necessary bunching length diminishes both for the frame transmission target and for the approximation to the ideal interface. This is because at the highest loads the energy savings are always lowest. This is more pronounced in frame transmission, as it obtains modest savings from moderate loads onward. On the contrary, for the lowest loads it is almost impossible to get the same results as frame transmission does, as it is able to obtain almost ideal energy savings. However, if we use the ideal conditions with a 10% error margin as a reference, we see that, for the aggressive settings (Fig. 9a), there is no need to employ pre-coalescing. On the contrary, for the conservative settings (Fig. 9b) and the represented loads, bunching is always needed. Obviously, if we further increased the load ranges to include even lower values, we would be able to find loads were bunching would not be needed. Please note, however, that the considered range of loads is already big enough to cover for all usual cases.

We have represented in Fig. 10 the normalized sleeping time obtained when using the approximated bunching lengths of Fig. 9. We can confirm that the calculated bunching lengths are enough to obtain the desired energy savings. In fact, for moderate to high loads, the employed bunching lengths slightly outperform their target value. The same happens for low loads and the ideal settings. In this case it is because no bunching is necessary to get or even improve
the target of less than 10% difference when compared to the ideal algorithm.

In Fig. 11 we show the effects on average frame delay of some of the recommended bunching lengths shown in Fig. 9. We have shown both the average frame delay and its 95% percentile as empty and filled dots, respectively. The expected average values from the model (18) are represented with continuous lines. Results show that the model is a good predictor for the average value and that the delay is dominated by the pre-coalescing process. It is important to realize that, given that the bunching process dominates the delay, the worst case per-frame delay is very stable and can be approximated by the \( B \) parameter.

5.4. Actual Hardware Results

In our last experiment we measured the performance of the pre-coalescing technique with two 10 Gbit/s NICs. In particular we used two Intel X550 controllers [13] connected to an Intel Core i7-3770 computer running Ubuntu.
Table 3: Time Spent in LPI Mode on an Intel x550 Interface with $h^* = 20 \mu s$

| Rate       | LPI events/s | Av. Duration | Time in LPI (%) | No Pre-coalescing / 200 $\mu s$ Pre-coalescing |
|------------|--------------|--------------|-----------------|-----------------------------------------------|
| 10 Mbit/s  | 803          | 804          | 1.21 ms         | 97.8                                         |
| 100 Mbit/s | 7977         | 3004         | 98.6 $\mu s$    | 78.6                                         |
| 850 Mbit/s | 5334         | 2664         | 107 $\mu s$     | 57.3                                         |

Linux 19.04. Sadly, the hardware does not report the accumulated time spent in LPI, only the number of times the interface enters LPI mode.\(^7\)

We fed the NIC with self-similar traffic traces with packet sizes of 1500 bytes and different average rates. Then we captured the traffic received at the other end. With the number of LPI transitions and the gaps between the frames in the received trace, we have calculated the average time spent in LPI. Although this device allows to completely disable hysteresis, we have used $h^* = 20 \mu s$ to account for the most advantageous value available from other vendors. A bunching length of 200 $\mu s$ was chosen according to (26). The results are shown in Table 3. For very low rates, the LPI event rate only depends on the frame interarrival times (about 1.2 ms for 10 Mbit/s). As the rate increases the pre-coalescer starts grouping individual arrivals. For the 100 Mbit/s trace, frames arrive, on average, every 120 $\mu s$ without pre-coalescing while, with pre-coalescing, a bunch of an average of two frames arrives every $120 \mu s + 200 \mu s = 320 \mu s$. This results in almost 2.6 more transitions per second for the non pre-coalescing setup, yielding to lower energy savings due to the time spent in hysteresis and in transitions for each LPI event. Finally, for higher rate traces, several frames are served in the same busy period for both scenarios. This causes the event rate to lose direct dependence on individual frame interarrival times. Results show that, as expected, for a low hysteresis value, no pre-coalescing is necessary for very low average rates. However, as the rate increases, even for modest loads, pre-coalescing is able to significantly increase energy savings.

6. Conclusions

This paper presents a new model for EEE interfaces with hysteresis, and shows that many existing EEE networking devices are unable to obtain significant energy savings with their available configuration. To improve their energy efficiency, the paper proposes to implement frame coalescing before traffic reaches the interface, and provides an analytic model for this technique. This model allows us to derive the optimum coalescing parameters to obtain a desired target energy savings.

\(^7\)As a matter of fact, the official driver does not yet support EEE [31]. We have made available a simple tool to configure and query EEE mode in x550 NICs at https://migrax.github.io/eee-X550/.
consumption at the EEE device, when the configuration parameters at the device are known in advance.

The study includes four groups of experiments. The first set demonstrates that the energy model considering hysteresis and delay has enough accuracy and is able to match the simulation values for every relevant hysteresis and load combination. From an energy usage point of view, it is always best to configure the interface with no hysteresis. Furthermore, the wake up delay needs to be quite high to compensate for the negative effects of hysteresis. The second group of experiments focus on validating the model for the bunching algorithm as in (16). The results confirm the accuracy of the model within its valid region (for bunching lengths longer than the interface hysteresis). Besides, we could appreciate how the bunching technique improves the energy efficiency of the interface, albeit at the cost of an increased delay. We can also see that it is not worth to use delay at the interface if it is not greater than the bunching length. The experiments also analyzed the ideal tuning of the bunching length to mimic frame transmission performance or to get close to ideal energy usage. The proper tuning results in a bunch length directly proportional to the hysteresis value, and inversely proportional to the maximum deviation from the ideal energy consumption. This bunch interval has direct consequences on frame delay. For the worst case and for almost any traffic load, the maximum frame delay is very close to the bunch interval. So, for delay-stringent applications, it is important to either employ interfaces with low hysteresis values, or to compromise energy savings allowing greater deviations from the ideal energy consumption. Finally, the fourth set of experiments validated the results on a real hardware test-bed equipped with EEE capable NICs.

The pre-coalescing technique is a valid approach to overcome the very high hysteresis values available at most EEE equipment. It has the additional advantage that it can take into account traffic needs, in contrast with using delay at the interface, which has to be the same for all the transit traffic. In any case, EEE equipment should provide the option to select lower hysteresis values or even no hysteresis at all to the network administrator. This is the best way to get significant energy savings at relevant traffic loads without excessive frame delay.
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