VERIFICATION OF NANOINDENTATION DEVICES USING ATOMIC FORCE MICROSCOPY
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Abstract

Nanoindentation has become a popular tool for the exploration of mechanical properties of materials at the nanoscale. However, calibration and traceability issues are often neglected, making the direct comparison of results between different instruments difficult. The direct calibration of the sensors is challenging and requires dedicated instruments leaving indirect calibration as the only option to ordinary users. However, indirect calibration compares only the resulting hardness or modulus of the reference sample and the measured sample. Therefore, it cannot distinguish the source of errors, such as errors in the depth and load sensors, errors in the reference sample properties, contamination of the tip or sample, wear of tip and others.

In this contribution we explore the possibility of using measurements of indents by atomic force microscopy for the verification of the depth sensor. Measurements for different nanoindentation devices are presented and compared with a focus on the uncertainties of the method.
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1. INTRODUCTION

Nanoindentation has been used for over more than two decades to study the mechanical properties of objects at the nanoscale, such as thin films, nanoparticles, composites, nanotubes and others. It is based on pushing a sharp hard tip, usually made of diamond, into the sample and measuring continuously the load applied to the tip and the depth into which it penetrates the sample. From these load and depth data as well as information about the tip shape, various material properties can be acquired: the most common being the indentation hardness and Young's modulus following the method by Oliver and Pharr [1].

In order to acquire meaningful, quantitative data which can be compared with results from other laboratories, metrological aspects such as traceability are crucial. Traceability consists of an unbroken chain of measurements, so-called calibrations, which link the given measurement including its uncertainty to other instruments up to national standards [2].

The calibration of highly complex instruments, such as the nanoindenter, is non-trivial [3-5]. The sensors are usually calibrated by the manufacturer but often this procedure is not traceable and insufficient information is available. Furthermore, the instrument’s performance may change due to ageing, which requires a recalibration. Obviously, it is also necessary to check the instrument regularly, as the changes may be minor at first and can be overseen in the beginnings. Calibration of complex instruments is quite often very problematic, mainly due to bad access to sensors. Solutions to this problem may require special equipment, which may be costly or require expertise not available in the given laboratory. Therefore, these complex instruments are very often calibrated indirectly using reference samples. In this case, not the sensors themselves are calibrated but a chosen output quantity, e.g. modulus or height. In the case of a nanoindenter,
the height sensor, load sensor, frame compliance and tip shape must be calibrated. Calibration is most commonly performed using reference samples with specified hardness or elastic modulus but this does not allow to study the performance of the height or load sensors themselves. In fact, once the system is calibrated, reasonable results for elastic modulus can be obtained even though the intermediate results of depth and load are false. This is an advantage for the measurement of elastic modulus, but a problem for the study of depth itself. For the direct calibration of depth sensors the standard ISO-14577 [5] recommends to use laser interferometry. However, this is costly, requires expertise in laser technology and there may be difficulties to place interferometers suitably. As an alternative, imprints on reference samples can be used to calibrate the depth sensor by another suitable tool.

Atomic force microscopy (AFM) is a popular tool for length measurements at the nanoscale. It works usually in ranges up to approx. 10 µm in the vertical direction, thus covering a range of imprints on various samples. It operates in air and does not require any specific sample preparation. Traceability can be achieved with suitable height standards.

In this contribution we study the feasibility of the calibration of depth sensors in nanoindenters using AFM measurements of imprints on samples. Results from calibrations of different instruments are presented and analyzed. Several sources of uncertainties must be analyzed. Uncertainties from the determination of the residual depth from nanoindentation unloading curves as well as from AFM images arise. Contamination also acts as a source of uncertainty. These uncertainties are presented and commented. Some estimates are given, although they depend on the instrument and sample. We also comment on the choice of the sample.

2. EXPERIMENTAL

Nanoindentations were performed on TI 950 nanoindenters from Hysitron located at and one Ultra Nano Hardness Tester from Anton Paar (formerly CSM). The AFM measurements were done using Dimension Icon microscopes from Bruker. Copper and fused silica reference samples were used. Some of the measurements were done in clean room facilities so as to reduce contamination.

2.1. Nanoindentation

Two TI 950 nanoindenters and one UNHT tester were used to create the imprints at different loads. Loads ranged from 1 to 10 mN, each load was used 5-9 times. Linear loading was used with both loading and unloading times 2 s (TI 950) or 30 s (UNHT). Berkovich tips were used in all cases. The residual depth was determined as the depth value for zero load. This corresponds to the point of last contact between the tip and the sample.

2.2. AFM

Two Dimension icon instruments were used. Measurements were performed in tapping mode. The data were corrected if necessary, e.g. levelling or row alignment. The depth of the imprint was determined as the distance between the minimum of the imprint and the mean plane surrounding it. A step height standard was used for the calibration of the z-sensor.

3. EXPERIMENTAL

A typical AFM measurement of an imprint on fused silica and copper is shown in Figure 1. The plane far away from the indent which acts as the reference plane was set to zero. Note also, that the roughness is higher for the copper sample.
A typical loading-unloading curve on fused silica is shown in Figure 2. The inset shows a magnification of the regions marked in blue, where the tip loses contact with the sample. The point of last contact is shown in the inset in red. Note, the behavior of the load at the point of last contact. This is a feature of the feedback loop. The speed of the unloading and the sampling rate determine the number of data points available and thus also the step in depth. Since this directly determines the uncertainty, care should be taken to choose slow unloading with high data sampling. The last contact point was chosen either manually or using the intercept of a fitted line with the zero axis.

The depth data determined by AFM and nanoindentation for two instruments are combined in Figure 3. The data can be used to find e.g. a linear calibration relation.
3.1. Uncertainties in the Nanoindentation method

In this contribution, when determining the residual depth, we take into account three sources of uncertainty: uncertainty related to the determination of first contact, uncertainty related to the determination of last contact and the elastic deformation due to the uncertainty in load. The determination of contact depends crucially on the sampling rate and to a lower degree also on the approach or unloading rate, i.e. the speed of the tip with which it is approaching the sample or is being retracted. The contact criterion, such as the definition of the contact force plays a minor role. We found that the uncertainties of first contact were negligible for the TI 950 instrument, being around 0.2 nm. For the UNHT, on the other hand, the choice is much more critical. It could be kept below 1 nm with suitable settings but easily exceed 2 nm for the UNHT for non-optimal settings. We found uncertainties of last contact around 1 nm but also significantly higher values up to 5 nm when the settings were not chosen well. A small elastic deformation remains up to the final separation of tip and sample thus leading to an overestimate of the residual depth. Since the unloading is equivalent to a purely elastic interaction with an effective indenter tip [6] we estimated the residual deformation based on the formula (1) from Hertz contact theory [7]

$$ h = \left( \frac{3}{4} \frac{F}{\sqrt{E \pi R}} \right)^{2/3} $$

(1)

where $F$ is the residual load, $E$ is the modulus of reduced contact and $R$ is the tip radius. As shown in [8], the effective tip shape tends to have a radius as high as possible but more realistic. This allows us to estimate upper bounds for the residual deformation. Assuming a residual load of 2 µN (TI 950) or 10 µN (UNHT) and a tip radius between 50 and 150 nm, we arrive at a deformation between 1.5 - 2.0 nm for fused silica and 2.8 -4.0 nm for copper. The literature values for the moduli of reduced contact are 70 GPa for fused silica and 130 GPa for copper.

3.2. Uncertainties in the AFM method

Several effects must be taken into account when determining the overall uncertainty of the depth of the imprint. The roughness of the sample contributes to the uncertainty of the flat plane outside of the imprint. Contamination and the resolution affect the determined minimum depth value. The uncertainty of the calibration of the z-sensor contributes to the overall depth value. The roughness was below 1 nm for fused silica and 5-8 nm for copper. Bigger particles of contamination on the flat part can be automatically or manually detected and removed from the evaluation of the reference plane. As the AFM gives us values on a grid, the minimum itself probably won’t be measured at. This means, we need a sufficient resolution to ensure that the
error by substituting the real minimum by a close value will be small enough. Assuming a spherical shape of the imprint around the minimum with a radius of 50-150 nm the pixel size should not be larger than approx. 15 nm in order to keep the uncertainty below 2 nm. The dependence on the resolution was verified by measuring one indent repeatedly with different resolution. We found differences in the range of 1-2 nm depending on the size of the imprint. If the contamination is close to the minimum in the imprint itself, the depth of the imprint can no longer be determined exactly. Fortunately, even in this case the induced error may not be too dramatic thanks to the bluntness of the indent. This is illustrated in Figure 4, where the real shape of the indent was estimated and the difference found to be approx. 1 nm. The repeatability was tested by remeasuring a set of imprints. Differences of over 3 nm were found, thus indicating the necessity of proper cleaning and data acquisition. The uncertainty of the z-sensor calibration constant was mostly around 1 %.

Figure 4 Example of a profile across a contaminated imprint with estimated reconstructed shape. The difference in this case is 1 nm.

4. DISCUSSION

In this work we used fused silica and copper samples, in previous work we used also steel reference samples. Several aspects should be considered when choosing a sample. The hardness of the sample should be such that the created imprint can be measured by the AFM with a reasonable uncertainty. If the sample is very hard, the imprints will be very shallow. Since the dominant sources of the AFM uncertainty do not depend on the depth itself, the relative uncertainty will be very high. On the other hand, if the sample is very soft, the imprints will be too deep making them impossible to measure by AFM. The elasticity should be low as it acts as a source of uncertainty for the determination of the residual depth from the nanoindenter's unloading curve. The roughness of the sample makes the determination of the reference plane in the AFM measurement more difficult. Several samples can be combined to cover a larger depth range.

Contamination is a significant problem. If the nanoindentation tip happens to make contact with the contamination first, this will lead to an erroneous determination of the zero contact. This can be reduced by cleaning the sample and carefully inspecting and choosing a suitable area. The change in the surface energy after creating an imprint attracts the contamination particles to the imprints. The contamination on the flat surface also adds uncertainty to the determination of the flat plane, although this can be reduced by suitable filtering procedures. As mentioned above, contamination of the imprint itself can alter the apparent position of
the minimum. Contamination also contributes to problems with the feedback loop in the AFM or with the AFM tip. In order to reduce contamination, the sample should be moved from the nanoindenter to the AFM as fast as possible. Measurements in clean room facilities are preferable.

Most sources of uncertainty do not depend on the depth value. This means that their influence will be large for shallow depths. Care must be taken to find suitable measurement settings both for AFM and for the nanoindentation as the uncertainties for standard settings may be too high.

The AFM measurements make this method quite time consuming. Imprints must be measured with high precision and at high resolution. Sufficient numbers of imprints should be made for each load value so that the data can be evaluated statistically.

5. CONCLUSION

The depth sensor of a nanoindentation instrument can be calibrated using AFM measurements of imprints on a suitable sample. Unlike direct calibration of the sensors which requires special equipment and expertise this method requires only an AFM which are often available in nanotechnology facilities. No special requirements are imposed on the sample. This makes the method accessible to wide range of scientists.
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