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Abstract- Guava is one of the main agricultural products in the northern part of Jordan. The classification of fruit products is an essential part in the packaging, shipment, and marketing processes. Normally, the classification and grading of fruits are performed manually, which incur additional overheads in the harvesting and marketing procedures. This adds to the final pricing of fruits and vegetables. The automatic classification and grading of fruits and vegetables can save substantial costs and efforts in addition to avoiding long delays. In this work, we propose an automatic classification system for grading and classifying guava fruits using image-processing techniques. The proposed research will provide a rich analysis and investigation of several features of the problem at hand. Our study will convey and integrate shape, color, and texture descriptors. During the pre-processing step, many morphological operations will be applied accompanied with filtering using various filters like the Wiener Filter. In the classification phase of the proposed system, at least two classification approaches will be considered including the artificial ant colony algorithm and the minimum distance classifier. Moreover, in the experimental part we will collect a large number of input samples (images) with different projections.

I. INTRODUCTION

One of the hot themes within the academic field of research is fruit categorization, which is required to provide people with appropriate dietary guidance. This guidance can help to choose the appropriate food kinds to investigate their nutrient and health requirements (Pennington and Fisher, 2009). Furthermore, fruit categorization techniques have been adopted in many food factories to package their products automatically. Where, the sub- categorization and categorization of fruit is varied from one area to another. This variation appears because the categorization process does not only focus on the essential components in fruit, but on people dependence and fruit availability (Wang and others, 2015). The manual fruit categorization remains a hard mission, thus the automatic categorization of fruit depending on computer vision and machine learning has been adopted to overcome the problems of manual methods. Guava is considered as one of the main popular subtropical and tropical fruits, which are categorized into various varieties relaying on firmness, shape, size and color (Pradeep and others, 2014). The good shape of fruit can be determined by the absence of defect and the identical distribution of color on the fruit surface.
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The quality of fruit has been detected by automated inspection, which is based on extracting the texture and color features from the fruit sample images to determine those which are defected and which are healthy (Khoje and Bodhe, 2013).

The “Computer Vision Systems (CVSs)” application has many advantages that have increased popularity in the field of agriculture. This application offers beneficial information in real time, guarantees quality standards in maintenance, and offers essential information that relates to produce natural attributes and minimizes costs. The technology of computer vision involves; analyzing, processing and capturing images in order to make the nondestructive and objective appreciation of visual attributes of food and agricultural products very easy. The analysis of image within this technology involves the following techniques;

- Image acquisition
- Pre-processing of image
- Image interpretation
- Image classification and quantification

This technology uses geometric characteristics, which involve; texture, size and shape in addition to the chromatic characteristics that involves color to represent the overall appearance of fruit. Furthermore, it involves the defects, which reduce the external fruit quality to represent the appearance. The produces value has been recently increased by using the automated gradation of fruit.

Guava fruit has been studied in this work, where this fruit type has various quality levels. The farmers in Jordan use their experience to sort this type of fruits, but this type of sorting demands large number of labor, time and effort. Therefore, these factors will affect sorting quality and fruit price. To solve these problems, this work aims to use the automate classification by developing an appropriate algorithm to increase the classification accuracy and minimize the required effort. Using this algorithm, Guava fruits have been categorized into four classes:

- Excellent
- Good
- Fair
- Defected

These four classes are based on the quality of fruit through the imagery that have been prepared and enhanced using Wiener Filter. Furthermore, the algorithm of “Artificial Ant Colony (AAC)” has been used to classify the images of the fruit. The aim of using these techniques is to minimize time and improve the accuracy and the performance of the classification process. The classification process has been applied and has been simulated using MATLAB.
Within this work, a large sample of Guava fruit images has been gathered from the field. These collected images have been divided into two main sets; testing and training set. Based on testing data of this framework, many feature vectors have been determined and identified; these vectors are:

- **Vectors of Shape feature**
  This type of vectors involves different shape characteristics of Guava fruit like:
  - Area
  - Centroid
  - Perimeter
  - Circularity
  - Mean radial distance
  - Standard deviation for radial distance
  - Extreme points
  - Length of extreme axis
  - Column moments, mixed moments and row moments with second order.
  - Ellipse axis orientations and lengths.
- **Vectors of color feature**
  These vectors involve different color features of Guava fruit like:
  - Intensity
  - Saturation
  - Color histograms
  - Hue
- **Vectors of texture feature**
  These vectors involve different texture features of Guava fruit like:
  - Texture energy
  - Co-occurrence matrices
  - Local-binary partitioning

Furthermore, different types of images have been used within this suggested system involving:

- **Binary images**
- **Gray-scale images**
- **Colored images**

Thus, this work has the ability to integrate and combine all types of images and this will make the decision of classification more accurate. However, the previous studies applied only one type of images.

Beside this section, some related works will be reviewed and discussed in the second section. The proposed algorithm will be explained in the third section. The fourth section will show the obtained results after implementing the proposed method and doing the experiments, which are discussed also in the same section. Last but not least, the fifth section will conclude the entire work.

### II. LITERATURE REVIEW

During the past years, a large number of agricultural images had been analyzed using different image analysis methods of which vegetables and fruits images were the most analyzed images. The purpose of this analysis was to categorize and recognize these agricultural images (Seng and Mirisaee, 2008).

Previously, different types of fruit were sorted manually, this process demanded huge effort and large amount of time. However, in time, the sorting and categorization techniques has developed further. The technique of image processing was one of these developed techniques; it categorized the fruits automatically depending on fruit image attributes (Pratap and others, 2014).

In addition, the technologies of image processing had been applied within many studies. Some of these studies were aimed to evaluate the fruit return, but others were aimed to determine the immature and mature fruits. The performance of these prior studies was based on determining a threshold for use of fruit features (Yamamoto, 2014). Furthermore, several technologies like; ultrasonic (Regunathan and Lee, 2005) imaging, thermal (Wachs and others, 2009) (Stajnko and others, 2004) and hyper-spectral (Safren and others, 2007) (Okamoto and Lee, 2009) technology had been used within many studies to recognize the fruits.

The categorization process of fruit had been developed, where the automatic techniques of classification had been appeared. One of these techniques is computer vision, which achieved a large growth within the agricultural area. This technique had been largely used within the developing and developed countries for automatic grading and sorting of vegetables and fruits (Kshirsagar and Arora, 2014). Another developed technique for fruit grading is machine vision technique. This technique used deflection, shape, size and color attributes to grade the fruit (Unay and Gosselin, 2006).

Several techniques will be reviewed in this section, such as Artificial Neural Network (ANN), Support Vector Machine (SVM), Artificial Ant Colony (ANC) and Fuzzy K-Mean (FKM). In order to discuss their results and show the contribution of this proposed method.

Beginning of ANN method, which has many advantages like; ability to deal with noisy data, ease of use, accuracy and strength, this method has many disadvantages as shown from the results that obtained in (Pujari and others, 2013) (Khoshhal and others, 2009) (Maftoonazad and others, 2011). ANN demanded large time of processing, huge training sample and lack of possibility of expansion.

Regarding SVM, the results of (Wang and others, 2009), (Suresha and others, 2012) and (Elharirri and others, 2014) studies proved that SVM method has the ability to deal with distorted and from high-dimensional data. In addition, this method outperformed the other traditional methods from the side of accuracy, where it achieved high categorization accuracy. On the other hand, this method has many disadvantages like; consuming large time during the process of learning and demanding large effort to transform the data from the normal form into other advanced form.

The first use of “Ant Colony Optimization (ACO)” was in (Dorigo, 1992), where M. Dorigo suggested this algorithm to solve the complicated combinatorial issues. This algorithm can be considered as one of swarm intelligence classes. The authors in (Dorigo, 1996) developed the initial algorithm of ant, which was known as “Ant System (AS)”. Within this algorithm, every ant constructs a different solution. On the other hand, many algorithms had been appeared later which represented an enhancement of the first version of AS. “Max-Min Ant System (MMAS)” (Stutzle and H. H. Hoos, 2000) and
“Elitist Strategy for Ant System (EAS)” (Dorigo, 1992) (Dorigo and others, 1991) (Dorigo and others, 1996) were the most common algorithms. In (cao and others, 2008), the AAC algorithm had been used to fragment images. The fuzzy interdependence measure had been used to measure the amount of identity between the reference and the demanded objects. Moreover, the ants within this algorithm refreshed their memories every appearing of a novel target, where the adjacent ants are affected with each other. This suggested algorithm achieved high success in performing the fragmentation process. On the other hand, the authors in (Ye and others, 2005) suggested a novel technique to automatically identify the threshold of image during the fragmentation process. This suggested method used the algorithm of ACO. This method had been suggested to overcome the challenges of Ostu algorithm. The number of utilized images within this study was 10. Furthermore, two main terms had been measured within the experiments of this study; time of processing and solution accuracy. The outcomes confirmed that this method outperformed on Ostu algorithm in terms of identifying the ideal threshold.

The authors in (Ouadfel and others, 2005) applied the HACSEG ant algorithm, which is a novel algorithm for fragmentation of images. The authors aimed to compare the performance of this algorithm with other algorithms such as: “Ant Colony System- Markov Random Field (ACS-MRF)”, “Generic Algorithm (GA)” and “Simulated Annealing (SA)”. The type of images that used within study was “Magnetic Resonance (MR)”, where images with various values of Inhomogeneities and noise had been selected. In addition, this algorithm had been applied on two different images with gray level; the first image represent house and the second represent a muscle cell. This algorithm distinguished that others by designating a random partition for each ant, where these designated partitions are regularly adjusted through the heuristic information and trials of pheromone. The obtained outcomes indicated that the performance of this algorithm was better that the performance of the other compared algorithms.

The authors in (Chen and others, 2014) suggested a novel method to fragment the images. The algorithm of “Fuzzy Ant Colony (FAC)” had been used for this purpose. The technique of grey- scale morphologic had been used to perform image pre-processing. Three types of images had been used to perform the fragmentation which were: real, noisy visible and visible images. This suggested algorithm had been compared with AFS and GA algorithms. The interference of noise and the threshold value for search domain had been reduced by this method. Furthermore, the number of population times of search that required within this method is too small as compared with the other algorithms.

The KMC method had been used in (Leemans and Destain, 2009) to categorize and grade the Jonagold type of apples. Cameras with CCD type had been used for image acquisition phase. Furthermore, Belgium and Euresys farm-grabbers had been used to extract the images. C++ had been used to implement the treatment functions of images. The outcomes revealed that percentage of apple fruit that correctly categorized was 73%, while the error percentage was 27%. This correct percentage had been achieved when the size of sample reached to 100 images. However, this correct percentage had been dropped when the size of sample reduced. In addition, the outcomes of this study confirmed that there were many reasons for the appeared errors such as; inability to categorize some defects, injuries that produced from birds and existence of small defects. The authors in (VaniAshok and Vinod, 2014) used the algorithms of “Fuzzy C-Mean (FCM)” and KMC to categorize the fruit depending on their color attributes. The images of apple fruit had been chosen to apply the study. The captured images had been enhanced through the “Gaussian Low-Pass Filter (GLPF)”. In addition, the images that used within this study represented images of apples that infected by blotch, rot and scab defects. The used images had been categorized into three groups, where the first group showed the non-defective section. However, the second group showed the detective section. Based on the obtained outcomes, both proposed algorithms were correctly categorized the defected fruits. However, the results of KMC algorithm may be incorrect if the number of cluster appreciated in a wrong way.

As shown from the studies above, different types of fruits had been categorized using different techniques. The categorization process was based on different features, where these features were varied from one study to another. The outer and inner features had been used to perform this process. These studies performed the categorization process for different purposes like identifying; size, shape, defects, quality and maturity degree. On the other hand, the number of images that used as a database had been varied among studies. Large number of studied methods achieved a great success in many terms like; accuracy, operating time, cost and consumed energy.

In addition, many ant colonies techniques had been studied within this chapter, where these techniques had been used in (Liu and others, 2014) (Singh, 2013) studies. These techniques were used edge, noise and background to perform the classification and fragmentation processes. In addition, the number of images that used as sample database was small. Also, different types of images had been used within each study and this made the categorization process more complicated. The studies proved that these techniques overcome on many traditional techniques and provided accurate results.

On the other hand, the AAC technique had been suggested within this study to classify the Guava fruit. The suggested study used the color and texture features to perform the categorization process. In addition, the sample of images was large as compared with the previous studies. In addition, one type of images had been used within this study and this made it more simple and accurate. The performance of this study achieved great success in the accuracy, processing time and error terms. Although the previous studies achieved good results in these terms, but the proposed study outperform on them and achieved the best results. These results will be shown.

III. PROPOSED METHOD

This section explains the implemented model. It begins by demonstrated the two main steps of the...
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model; image pre-processing and machine learning. Subsequently, this chapter will explain our experiment and the analytical results that have been harvested. Fruit classification utilizing soft computing has attracted researchers over the years. Various fruits have been classified, such as, apples, oranges, lemons, strawberries and dates. Among these projects, four processing steps are commons. However, the technique details of these steps differ from one project to another. Fig. 1 shows these steps.

1- Colors’ histogram has been calculated for the three matrices R, G and B. After extracting the histogram vectors, the first element of the vector, black color, has been converted into zero. In this way, the black color has been deleted. Figure 3 shows the histogram of R vector. We can observe the massive value of the first element “the black color”. We could not see the changes in other colors without the log scale in the y-axis. Figure 4 shows the histogram after zeroing the first element.

In this work, these steps have been utilized to classify guava fruit into one of four categories; excellent, very good, good and bad. The following sections describe these steps in details:

1.1 Image Acquisitions
More than 1000 guava fruits have been collected. Four different pictures have been taken to these fruits from different angles with different backgrounds. We attempted to make the photos more general. This fact has changed the shapes of the fruits in the photos. This method made photo acquisition simple. However, image pre-processing process became harder.

1.2 Pre-processing
In automated fruit grading systems, image pre-processing techniques are utilized to convert an image into a new image that can be used for feature extraction. Color, shape and texture are the three main properties that have been utilized in these studies. As mentioned, shapes and sizes are variable in our study. This mean they are not important to extract in pre-processing steps. Color and texture on the other hand are the most important property in our photos. In the following sections, we will describe color and texture features.

1.2.1 Color
To study color, two steps have been used to extract features.

A- Step one:
To study guava fruits. Image pre-processing steps that have been used are as follows:
1- RBG photos have been processed without converting them into gray or binary photos.
2- Background color has been eliminated and converted to a black color. To complete this step, we converted our JPG photos into RGB matrices. Subsequently, we worked with the green color since it is degrees are responsible of the green yellow and brown colors. A threshold value has been utilized for the green values. In this way, we extracted the background color. Fig. 2 shows this step.

B- Feature Extraction:
After extraction color histogram vectors, they have been utilized to extract features. Four different features have been extracted from each vector. These features as follows:
1- Max value in each histogram
2- Variance of each histogram
3- Covariance in each histogram
4- Number of values above a threshold

These features generated a matrix of 12 different features multiplied by the number of images. Finally, a normalization step should be utilized. Many methods can be used to normalize the data. In this work, we utilized Equ.1 GLCM generate a matrix that describes the number of occurrence of two values of pixels beside each other from the right in a gray level image. For example, fig. 5 shows an example of GLCM matrix values extracted from a gray level image.

Figure 1: Processing Steps

Figure 2: (A) Shows the image before extracting the background. (B) Shows the image after the extraction

Figure 3: R vector histogram

Figure 4: R vector histogram without the first element

Figure 5: GLCM matrix values extracted from a gray level image.
Gray levels must be specified before utilizing GLCM. After extracting GLCM matrix, features should be extracted from this matrix. Two features have been calculated in this project; correlation and contrast. Correlation defines the joint probability; on the other hand, contrast defines the local variance.

B- SFTA:
SFTA takes a gray image and converts it into a number of binary images based on Two-Threshold Binary Decomposition (TTBD). Subsequently, fractal dimensions of the resulting regions are calculated and texture is extracted. The output of this algorithm is a vector of binary images’ size.

This equation converts the values to vary from -1 to 1.

1.2.2 Texture
The second image pre-processing step is to utilize texture as a feature. Two different methods have been implemented. Gray-level Co-occurrence Matrix (GLCM) and Segmentation-based Fractal Texture Analysis (SFTA) have been implemented. In the following sections, these methods will be demonstrated.

A- GLCM:

3.2.3. Feature Vector
After implementing these algorithms and steps on color and texture, a feature vector is constructed for each image. This vector is as follows:

\(<\text{Max} (\text{hist R}), \text{Max} (\text{hist G}), \text{Max} (\text{hist B}), \text{GLCM corr}, \text{GLCM contract}, \text{Avg} (\text{SFTA}), \text{conv} (\text{R}), \text{conv} (\text{G}), \text{conv} (\text{B}), \text{var} (\text{R}), \text{var} (\text{G}), \text{var} (\text{B})>\)

This vector is the feature vector and has been fed into the classifier.

1.3. Classification
Classification is a famous machine-learning problem. Many algorithms emerged to tackle classification problem. Classification can be handled in the two kinds of machine learning algorithms; supervised and non-supervised. However, in this work supervised logistic regression algorithm has been utilized. The following section describes our classification model.

1.3.1. Logistic Regression
Logistic Regression (LR) is a type of supervised machine learning algorithm, which used for classification. Its name shows that LR classifies into two different classes (Logic 1, 0). LR depends on probability output that classifies into zero or one. As any machine-learning algorithm, LR requires a hypothesis and a cost function. The hypothesis is the function utilized to obtain the probability that used to find a class for the new object. Cost function is the function utilized to optimize the hypothesis. Equ.2 shows the hypothesis of LR. Equ.3 shows the cost function.

First, number of m ants being associated with m random initial values. We set them to the same value. Second, we take our feature (n) dimension hypothesis and we search for its minimums. To show an example we will show only one feature (diminution) and show how it extended. Suppose the function \(y = f(x)\) is defined in interval \([a, b]\).

Firstly, we divide the interval into \(n\) small subinterval with the same size, marked as \([I_1, I_2, ..., I_n]\). Ants will move to the neighboring intervals and calculate the cost function to find if the cost reduced or increased. According too the output, Ants update the pheromone to the new solution for other ants to use it or skip it. Fig. 5 shows the ant moves in one diminution.

Where 's are the weights of the hypothesis, \(X's\) are the input features and \(y's\) are the output values.

Our job is to optimize this cost function. In other words, .................................................For optimization purposes, Ant colony optimisation (ACO) is used. Another issue to take is the classification into four different classes not only two.

1- ACO:
The ACO algorithm has been used to find the global minimum of the cost function. In the proposed algorithm, should be implemented. These steps are as follows:

a- Initialize the distribution of the ant colony
b- Determine the rule of move of the ant colony
c- Update of the pheromone d- Narrow the research space

Finally, this method in 1D should be extended to nD where \(n\) is the number of features. The extension reduced the speed of finding the global min. However, speed can be increased by adding more ants.

2- LR multi-classifications:
To extend LR for 4 classes not two, we generated four hypotheses. Each one classify for only one class. For the first hypotheses, one class is excellent and the second class is other. For the second hypotheses, one class is very good and the other is any and so on. This method can extend LR.

IV. EXPERIMENTAL RESULTS
270 photos have been used; 80 from the first class 60 from the second 70 from the third and 60 of the forth. A farming expert has classified these 270 guavas into one of these four classes.

![GLCM Example](image1)

![Ants moves' in 1D](image2)
reason is to generate a training matrix for our model. These photos have been fed into image pre-processing and feature extraction to obtain a matrix of 12x270 as an input training matrix. Four different output vectors has been generated to train four different LR hypotheses. The first vector consist of 80 ones and 190 zeros. The second vector, 80 zeros then 60 ones then 130 zeros. The third and the forth in the same manner. This mean that the training must run four different times.

The input matrix and one of the output vectors has been fed into LR and ACO has been used to optimize the cost function. Fig.7 shows the relation between optimal min finding iteration and the number of ants utilized. We can observe from the figure that more ants means fast searching. This mean that ACO is one of the best algorithms for distributed algorithms since each ant works alone. This can convert the searching process into a parallel algorithm to increase its speed.

![Figure 7: Ants count vs Iterations](image)

Fig. 8 shows the error value of our model for 200 iterations. We can observe how much the error reduced as a function of the number of utilized ants.

![Figure 8: Error Value](image)

3- Execution Time:

A. In this project, execution time is divided into two classes, training time and decision-making time. Each one of these classes consist of two layers; feature extraction and results. Feature extraction is the common and shared layer between these two classes. Feature extraction is fast, however, SFTA algorithm consist of many steps that require time. Fig. 9 and fig. 10 shows the time required to extract our feature vector from one photo to 129 photos. We can observe that execution of SFTA for one image requires approximately 40 seconds. We also can observe that the extracting time is increasing linearly with total number of photos. We can observe that to extract features for any new image, approximately 50 seconds are required.

After extracting the features in the first layer of our two classes, the execution time of the second layer can be calculated. After training our model with 129 images for an iteration of 200 and 4 ants, training time recorded 77.3525 minutes. We can observe that training the model with ACO require more time. However, it is good for distributed and deep learning algorithms. To measure the relation between the number of ants and the training time, we repeated the experiment with 2, 4, 6, 8 and 10 ants with the same number of iterations. Fig. 11 shows the output of this configuration. We can observe that the training time increases linearly with the increases of number of ants. However, the accuracy also increases as in fig. 12. We can observe that to obtain the same accuracy level with different number of ants, iteration number varies. This shows a tradeoff between the number of ants, iterations and execution time.

![Figure 9: Feature Extraction time with SFTA](image)

![Figure 10: Feature Extraction time without SFTA](image)
To show this fact, we reduced the number of iterations into 50 and we used 5, 10, 15 and 20 ants. Figure 13 and 14 shows the output of this configuration.

Finally, the making decision time is our second class. This class consists of feature extraction and using these features in our four equations. The calculation of these equations is neglected. This makes the feature extraction time the most important part in time calculation. This time as mentioned, can be less than 7 seconds without SFTA and approximately 40 second with the execution of these algorithm.

Regarding the Guava fruit size, it was estimated from the dimensions of the image, by counting the pixels. Moreover, linear regression model was calculated by determining the actual size of the Guava fruit using manual method, and comparing it with the size estimated by calculating the number of pixels. The resulted output was 0.997 with of 99.45%. The table below shows standard error less than 1mm and the tuned linear model.

Table 1: Regression Analysis (Manual VS Automatic)

| Parameter | Estimation | Standard Error | T    | P Value |
|-----------|------------|----------------|------|---------|
| Constant  | -0.91001   | 0.1813         | -5.1008 | 0       |
| Size      | 1.014      | 0.00195        | 414.31 | 0       |

The linear model graph is shown in the below figure, comparing the automatic method with manual method.

The Spectrophotometer in comparison with the image analysis are also in linear model regression as shown in the table below.

Table 2: Regression Analysis CCI (Spectrophotometer vs. image analysis)

| Parameter | Estimation | Standard Error | T    | P Value |
|-----------|------------|----------------|------|---------|
| Constant  | 7.7666     | 0.12944        | 59.997 | 0.000   |
| CCI equipmen t | 0.40001 | 0.00884        | 48.000 | 0.000   |
| CCI equipmen t ^ 2 | 0.002500 | 0.000411       | 6.1000 | 0.000   |

The below graph shows the representation of the Charlson Comorbidity Index (CCI) Regression Model.
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V. CONCLUSIONS

During the recent years, the categorization techniques have been largely used within different fields. One of these significant fields is the agricultural field, where these techniques have been utilized to categorize the different types of fruit and vegetables. In this study, the categorization technique has been used to categorize the Guava fruit into four different classes based on their quality. The AAC algorithm has been used to perform the categorization process beside the LR algorithm. Large sample of images has been used within this study, where many image have been taken for each fruit from different positions to increase the accuracy of categorization. In addition, these images have been improved and modified through the pre-processing phase, where the Weiner filter has been used for this purpose. Moreover, the captured images have been converted into binary images to make the extraction process more accurate. Two types of attributes have been extracted from images; color and texture attributes. The SFTA and GLCM algorithms have been utilized to analyze the texture attributes. Furthermore, the experiment has been applied on the sample of images to perform the categorization and to determine the values of some measurements; error value, training time value and attributes extraction time.
The contributed results indicated that there is a tradeoff between these measurements and number of ants and number of iterations. Furthermore, using ACO algorithm helps to increase the accuracy percentage of this work. Based on these obtained results, the performance of this method is better than the performance of conventional methods.
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