On the key role of oxygen vacancies electromigration in the memristive response of ferroelectric devices
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Abstract

Ferroelectric memristors are intensively studied due to their potential implementation in data storage and processing devices. In this work we show that the memristive behavior of metal/ferroelectric oxide/metal devices relies on the competition of two effects: the modulation of metal/ferroelectric interface barriers by the switchable ferroelectric polarization and the electromigration of oxygen vacancies, with the depolarizing field playing a fundamental role in the latter. We simulate our experimental results with a phenomenological model that includes both effects and we reproduce several non-trivial features of the electrical response, including resistance relaxations observed after external poling. Besides providing insight into the underlying physics of these complex devices, our work suggests that it is possible to combine non-volatile and volatile resistive changes in single ferroelectric memristors, an issue that could be useful for the development of neuromorphic devices.
I. INTRODUCTION

Memristors are defined as capacitor-like structures displaying reversible and non-volatile electrical resistance changes upon the application of electrical stimulus \[1, 2\]. Besides their obvious potential for non-volatile memories, memristors can mimic the behavior of brain synapses and are therefore expected to constitute one of the building blocks of novel neuromorphic computing devices \[3, 4\] aiming to significantly enhance current electronic devices performance in complex tasks such as pattern recognition or big data analysis. Memristive effects usually rely in the electromigration of defects such as oxygen vacancies (OV), which can form conducting nanofilaments or modulate the height of Schottky barriers present at semiconductor/metal interfaces \[1\].

Ferroelectric memristors \[5\], where the resistance change is linked to the switching of the ferroelectric polarization direction, present a high interest due to the electronic nature of this effect, which is significantly faster than ionic migration mechanisms. Therefore, faster processing capabilities are expected for these kind of devices. Ferroelectric memristive effects can be related to two mechanisms. On the one hand, for ultrathin ferroelectric layers (i.e. a few nanometers) sandwiched between asymmetric metallic electrodes, usually called ferroelectric tunnel junctions (FTJ), electronic tunneling effects occur and the barrier height depends on the orientation of the ferroelectric polarization \[5–8\]. The barrier height change \(\Delta \Phi\) is given by \(\Delta \Phi = P(\lambda_1 - \lambda_2)q/\epsilon\), where \(P\) is the polarization, \(\lambda_1\) and \(\lambda_2\) are the electronic screening lengths for each electrode, \(q\) is the electronic charge and \(\epsilon\) is the permittivity of the ferroelectric layer. The change in the barrier height when the polarization is inversed produces a modification in the transmitted current for a given applied voltage, and in this way the resistance of the junction changes between two non-volatile states. We also notice that FTJ require a by-design asymmetry (i.e. different metallic electrodes) to give different resistive states for both polarization orientations. Interestingly, it was recently proposed that a FTJ-like behavior was found in a oxide heterostructure with no ferroelectric layers, where a redox reaction between MoSiO_{x} and YBCO_{1-x} layers was pointed as the dominant memristive mechanism for this system \[9\]. These results highlight that memristive effects related to oxygen electromigration -possibly entangled with the electronic tunneling effect- should not be ruled out in the study of oxides-based FTJ.

On the other hand, for devices involving thicker ferroelectric layers (i.e. tenths of nanome-
ters) tunneling electronic transmission is negligible and the polarization-dependent memristive effect is usually attributed to the modulation of the Schottky barriers at ferroelectric/metal interfaces \[10\]-\[12\]. A polarization pointing to the Schottky interface leads into a decrease of the barrier height, resulting in a low resistance state. When the polarization is inversed, the barrier height increases and a high resistance state is stabilized. Changes in interface energy barriers with polarization inversion have been inferred from spectroscopic techniques \[13\]-\[14\], transport measurements \[15\] and have also been theoretically simulated \[16\]. A memristive effect could also be present in symmetric metal/ferroelectric/metal devices where two complementary interfaces can display memristive behavior simultaneously, as was previously shown for ionic migration-based memristive systems \[17\].

Different reports on ferroelectric memristors evidence a relaxation of the ideally non-volatile resistive states with time, with typical time-scale of minutes \[18\]-\[19\]. This constitutes a severe drawback to the implementation of ferroelectric memristors in devices where retention times are a key issue.

One possible scenario to explain the resistance relaxations in ferroelectric memristors is related to a loss of polarization with time due to the existence of a strong depolarizing field \[20\]. On the other hand, it was shown that ferroelectric memristive effects coexist with OV migration in different systems \[21\]-\[25\]. For instance, Qian et al. reported for BaTiO\(_3\)-based ferroelectric memristors that two different mechanisms contribute to electroresistance (ER) \[23\]. The knob that controls the appearance of one or other mechanism was the time-length of the writing pulses; for short pulses (20 \(\mu\)s) the memristive behavior was dominated by the modulation of the Schottky barrier by the direction of the ferroelectric polarization (that is, an electronic effect), but for longer pulses (20 s) OV electromigration seemed to dominate the change of the Schottky barrier height over the mentioned electronics effects. Both regimes were clearly differentiated from remanent resistance vs. voltage curves with different circulations and distinct temperature behavior. For writing pulses with intermediate time-lengths it is reasonable to expect the coexistence of both effects.

These results indicate that further effort should be performed to disentangle the role of electronic effects and OV electromigration in the memristive behavior of systems including ferroelectric oxides. With this aim, in the present work we show for two different symmetric memristive metal/ferroelectric oxide/metal systems that distinct features of the remanent resistance vs. voltage loops can be rationalized in terms of a competition between electronic
effects, linked to the polarization inversion, and the electromigration of OV, both modulating the metal/ferroelectric Schottky barriers.

Aided by phenomenological simulations that reproduce several non-trivial features of the experimental memristive response, we show that the driving force for OV electromigration in absence of external electrical stimulus is the depolarizing field present on the ferroelectric due to incomplete charge screening by the metallic electrodes. Moreover, our work provides strong evidence and physical insight about the coexistence of both non-volatile and volatile resistive changes in ferroelectric-based devices, an issue that might be useful for the development of neuromorphic computing devices.

II. EXPERIMENTAL

We have characterized two metal/ferroelectric/metal systems: a commercial Pt/PZT/Pt capacitor (Radiant Technologies AB ferroelectric capacitor) and a SrRuO$_3$/BaTiO$_3$/SrRuO$_3$ (SRO/BTO/SRO) device. In the first case, the polycrystalline PZT 20/80 layer is 255 nm thick, the Pt bottom and top electrodes are 150 and 100 nm thick, respectively, and the device area is $10^5 \mu$m$^2$. In the second case, epitaxial BTO thin films (90 nm thick) were deposited by pulsed laser deposition on NdScO$_3$ substrates. After that, interdigital SRO/Pt top electrodes were deposited and shaped by standard lithographic techniques. The device geometry is shown in Figure 1(b). Further exhaustive characterization of the BTO-based structures can be found in references [26–28]. Electrical measurements were performed along the BTO (100) in-plane direction.

We notice that we chose to perform electrical AC measurements due to the difficulty in performing standard DC characterization given the very high 2-points resistance of both systems ($>10^8$ $\Omega$). We recorded simultaneously capacitance-voltage (C-V) and remanent resistance-voltage (usually called Hysteresis Switching Loops or HSLs) curves from AC measurements by using a standard LCR-meter set in RC parallel circuit mode, which allows extracting values for $R$ and $C$.

The stimuli protocol consists on the application of alternated writing and (undisturbing) reading DC pulses, with a superimposed small AC signal in both cases (frequencies $f$ between 100Hz and 1MHz were tested), as shown in Fig.1(a). The time-width of writing pulses was $\tau_w \approx 50$ms and the time between two consecutive writing pulses was $\Delta \tau \approx 4$s. The C-V
curve is extracted from the capacitances measured during the application of the writing pulses, while the HSL is extracted from the resistances measured during the application of reading pulses. The DC bias of the reading pulses was 200mV and the AC amplitude -typically a few hundred mV- was chosen at each frequency to maximize the signal-to-noise ratio of the HSL. The C-V curves ($f=100\text{kHz}$) for Pt/PZT/Pt and SRO/BTO/SRO devices are shown in Figs. 1(c) and (e), respectively, displaying in both cases the typical butterfly-like shape of ferroelectric systems. A slight imprint is found in the case of the SRO/BTO/SRO device.

Figures 1(d) and 1(f) display HLS’s recorded for Pt/PZT/Pt and SRO/BTO/SRO devices, respectively, also for $f=100\text{kHz}$. In both cases, it is found the so-called table with legs \cite{17}, typical of two series complementary memristive interfaces; that is, when one interface switches from low (LR) to high resistance (HR), the other switches inversely. Two series switchable Schottky interfaces (Pt/PZT and SRO/BTO, respectively \cite{29,31}) are likely at the origin of the memristive behavior in each system. We notice that in both cases, the legs in Figures 1(d) and 1(f) match well with the capacitance peaks related to ferroelectric switching observed, respectively, in Figs. 1(c) and 1(d). This suggests the existence of ferroelectric memristive behavior; that is, each interfaces Schottky barrier is modulated by the direction of the ferroelectric polarization.

However, a distinct feature is observed in both HSLs: the resistance of the top part of the “tables presents a noticeable positive (negative) slope for negative (positive) voltages. This behavior is at odd with the one exhibited by (non-ferroelectric) symmetric memristive complementary interfaces \cite{17,32}, where the “table with legs HLSs exhibit a flat “table” (that is zero slope for both positive and negative voltages), as it is sketched by the horizontal dotted lines in Figures 1(e) and (f). This quite unusual feature suggests that each interface resistance is modulated by the competition of ferroelectric memristive effects and the electromigration of OV. A similar interpretation was done by Hu et al. from the observation of a non-squared HSL in BiFeO$_3$-based FTJ \cite{33}. Going back to our experiments, we recall that HSL for the Pt/PZT/Pt system were recorded in a broad frequency range between 100Hz and 1MHz and displayed similar features as those already described \cite{34,35}.

In order to get further insight into the different scenarios and explain our experimental HLSs, we have performed numerical simulations based on the voltage enhanced OV drift (VEOV) model, developed originally to describe non-ferroelectric perovskites \cite{17,36,37},
FIG. 1: (a) Sketch showing the stimuli protocol used to measure simultaneously C-V curves and HSLs in our samples. (b) Sketch displaying a top view of the interdigital Pt/SRO electrodes on top of BTO thin films. $N_d$ corresponds to the number of fingers of the electrodes. C-V curves measured on Pt/PZT/Pt (c) and SRO/BTO/SRO (d) devices. HSLs recorded on Pt/PZT/Pt (e) and SRO/BTO/SRO (f) devices. See text for details.

Single arrows indicate the evolution of the curves.

Further extended to simple oxides based [32, 38] memristive devices and here adapted to a symmetric metal/ferroelectric/metal system, as it will be shown below.
III. SIMULATIONS

To simulate the memristive behavior of the devices, we consider a symmetric metal/ferroelectric/metal (M/FE/M) system where both metal/ferroelectric interfaces are Schottky type and connected in a back-to-back configuration. The barrier heights depend on the direction of the electrical polarization and on the local concentration of OV at the interfaces.

We assume for the ferroelectric oxide that the presence of OV locally reduce its resistivity, as is the case of BTO [39], PZT [40] and other simple oxides such as TiO$_2$ [38].

Bearing these considerations in mind, we propose for the two-point resistance of the device the following phenomenological equation:

$$R^T = R^e f f A^{FE}(P) M^{OV},$$  \hspace{1cm} (1)

being $R^e f f$ an effective (constant) resistance, while $A^{FE}(P)$ and $M^{OV}$ are two adimensional factors. $A^{FE}(P)$ modulates the interfaces resistances and is a function of the actual ferroelectric polarization $\vec{P}$, while $M^{OV}$ depends on the OV distribution along the complete device, as we will show below.

We start by deriving the relation between $A^{FE}$ and the device polarization $\vec{P}$ (which we assume as single domain) by considering, in the first place, a scenario with no OV electromigration. As it is customary in memristive devices, the HSL is constructed by applying a read pulse $V^R$ after the write one $V^W$, which induces the resistive change. $V^R$ is small enough to warrant that both Schottky interfaces, named L and R respectively, remain reversely biased. The current $I$ for a Schottky interface biased with a voltage $V$ can be written as [41]:

$$I = \beta(V, T) \exp \left[ -\frac{e}{k_B T} \phi_\alpha \right],$$  \hspace{1cm} (2)

being $\beta(V, T)$ a constant for given temperature $T$ and voltage bias $V$. The barrier height $\phi_\alpha$ for a metal/ferroelectric Schottky junction can be expressed as [14, 42]

$$\phi_\alpha = \phi^0_\alpha \mp \gamma |\vec{P}|,$$  \hspace{1cm} (3)

where $\phi^0_\alpha$ is the bare barrier height -related to the difference between the metal work function and the insulator electron affinity- and $\mp \gamma |\vec{P}|$ is the correction due to the presence
of ferroelectric bound charges at the interface. If the polarization points to the Schottky interface then the barrier height will decrease, while in the opposite case the barrier height will increase.

We now consider the symmetric M/FE/M system comprising the two series back-to-back Schottky interfaces L and R, as it is sketched in the inset of Figure 2. We assume for the polarization $P$ a positive value when pointing from L to R, and a negative value otherwise. Thus, when $P$ goes from L to R, the barrier height at interface L will increase while at interface R will reduce. In this case, the current $I$ will be limited by the barrier L, where most of the voltage drop due to $V_R$ occurs, and according to the previous convention for the polarization sign, it can be expressed as $I \sim I_L = \beta \exp \left[ -\frac{e}{k_B T} (\phi_0^0 + \gamma_L P) \right]$.

On the other hand, when the polarization is reversed ($P < 0$), the current will be limited by interface R and thus given by $I \sim I_R = \beta \exp \left[ -\frac{e}{k_B T} (\phi_0^0 - \gamma_R P) \right]$.

The last two equations can be written in compact form as:

$$I = \beta \exp \left[ -\frac{e}{k_B T} (\phi_0^0 + \gamma |P|) \right] = I_0 \exp(-\tilde{\gamma} |P|),$$

where we assume that both interfaces are identical ($\gamma_L = \gamma_R = \gamma$) and we define the constants $I_0 = \beta \exp \left[ -\frac{e}{k_B T} (\phi_0^0) \right]$ and $\tilde{\gamma} = \frac{e}{k_B T} \gamma$, respectively.

Equation (4) explicitly shows the dependence of the current $I$ along the device with the polarization $P$.

Under the assumption that the device resistance is dominated by the interfaces and solely modulated by the direction of the ferroelectric polarization, a remanent two point resistance $R(P)$ can be computed as:

$$R(P) \approx \frac{V_R}{I_0 \exp(-\tilde{\gamma} |P|)} = \frac{R_0}{\exp(-\tilde{\gamma} |P|)},$$

being $R_0 = V_R/I_0$, with resistance dimension. By comparing Eqs. (1) and (5), and for the scenario with no OV electromigration considered so far, we assume $R^T \approx R(P)$ and thus $R_0 = R_{eff} M_0^{OV}$, being $M_0^{OV}$ a constant determined by the initial OV configuration. Therefore we obtain:

$$A_{FE}^{\alpha}(P) \equiv \frac{1}{\exp(-\tilde{\gamma} |P|)},$$

(6)
which gives the modulation of the device resistance with the amplitude and direction of the ferroelectric polarization $\vec{P}$.

FIG. 2: $A^{FE}$ vs. $V^W$, being $A^{FE}$ defined in Eq. (6) (the value of $\tilde{\gamma}$ is given in Table 1). Left inset: sketch of the metal/ferroelectric/metal device, where L, C and R zones defined for our simulations are explicitly shown. NL, NC and NR correspond to the number of nanodomains present in each zone, respectively. Right inset: $P - V$ loop obtained after integration of the experimental $C - V$ data for the Pt/PZT/Pt system. Notice that the voltage scale of the $P - V$ loop was converted according to $1 \text{ V} = 1 \text{ a.u.}$ in order to match the voltage scale of the simulation showed in the main panel.

To compute the evolution of $A^{FE}$ with $P$ upon voltage cycling, it is necessary to know the dependence of $P$ on $V^W$. To this end, we use the $P - V$ loop corresponding to the Pt/PZT/Pt device, obtained after integrating the experimental $C - V$ data (Figure 1(c)), which shows a more symmetric behavior than the $C - V$ curve corresponding to the SRO/BTO/SRO device (Figure 1(d)).

The $P - V$ loop is shown in the (right) inset of Fig. 2 while in the main panel is displayed the calculated $A^{FE}$ vs. $V^W$. The latter figure can be interpreted (up to dimensional prefactors) as a HSL obtained under the assumption that the memristive effect relies exclusively on the modulation of both Schottky barriers by the switchable ferroelectric polarization. The
curve is qualitatively similar to standard HSLs reported for symmetric memristive systems \cite{17, 32, 43} in which the resistance switching is based on a completely different mechanism involving OV electromigration.

In our case, the obtained $A^{FE} \ vs \ V^W$ is a demonstration of the complementary behavior in M/FE interfaces. However, it significantly differs from the experimental HSL displayed in Figure 1(e), mainly in the slopes of the top zones of the “table”, as already described in the Sec. II. This indicates the need of including an additional ingredient to properly simulate the behavior of our device.

In the following, we will show that by taking into account the electromigration of OV in the modelling as a competitive memristive effect with the ferroelectric one, allows to properly collect the physics of our devices.

To determine the $M^{OV}$ factor in Eq. (1), related to OV electromigration, we consider an unidimensional path across the ferroelectric which bridges both electrodes and is divided in the three zones: the central one C, composed of NC nanodomains, and the left (L) and right (R) zones, having NL and NR nanodomains, respectively, comprising the interfaces with the metallic electrodes. The total number of nanodomains is thus given by $N= NL+NC+NR$.

To each nanodomain we assign a site $i$ and define its resistivity, $\rho_i$, in terms of the local density of OV, $\delta_i$. According to \cite{32, 38} we write:

$$\rho_i^{OV} = \rho_0(1 - A_i\delta_i), \tag{7}$$

where $\rho_0$ is the resistivity in absence of OV. The factors $A_i$ satisfy $A_i\delta_i < 1 \ \forall \ i$, and for simplicity are taken as constants along each specific region L, C and R, respectively. In the simulations we consider $A_L \sim A_R < A_C$, to capture the fact that the regions close to the Schottky barriers are more resistive that the central C zone.

For a given OV configuration, the two point resistance $R^{OV}$ of the complete domains path is

$$R^{OV} = R'_0(N - \sum_{i=1}^{NL} A_L\delta_i - \sum_{i=NL+1}^{NL+NC} A_C\delta_i - \sum_{i=N-NR+1}^N A_R\delta_i), \tag{8}$$

where we have defined the resistance $R'_0 = \rho_0 L$, being $L$ the typical length of each nanodomain.
We now define the adimensional prefactor $M^{OV}$ appearing in Eq. (1) as:

$$M^{OV} \equiv \frac{R^{OV}}{R_0},$$

which is computed straightforwardly from Eq. (8), once $R^{OV}$ is known.

In the VEOV model [17], the probability rate $p_{ij}$ for an OV to hop from one site to a neighbour site is be given by

$$p_{ij} = \delta_i (1 - \delta_j) \exp(-V_0 + \Delta V_i),$$

where $\delta_i$ and $\delta_j$ are the OV densities at sites $i$ and $j$ respectively. We define $V_0$ as the activation energy for OV diffusion -we take as $V_{0L}, V_{0C}$ or $V_{0R}$ depending on the region L,C or R, respectively- and $\Delta V_i$ as the voltage drop at site $i$. Both are adimensional quantities written in terms of the thermal energy $k_B T$.

In the following we assume that $\Delta V_i$ can be written as the sum of two terms. The first one is the voltage drop due to the external bias $V^W$ and the second is the contribution from a depolarizing voltage arising from the existence of a depolarizing field $E_{dp}$ due to incomplete screening of the ferroelectric bound charges at both M/FE interfaces [44].

We assume for the depolarizing field $E_{dp} = -\beta P$ [45], being $P$ the ferroelectric polarization and $\beta$ a constant.

Therefore, the voltage drop $\Delta V_i$ at site $i$ is written as

$$\Delta V_i = V^W R^{OV}_i + E_{dp} L = V^W R^{OV}_i - \xi P,$$

where $R^{OV}_i = \rho_i^{OV} L$ and $\xi = \beta L$.

Given an external voltage $V^W(t)$ applied at time $t$, the OV density at site $i$ is updated for each simulation step according to Eqs. (10) and (11).

In order to restrict the dynamics of OV to the active region, we take the rates $p_{01} = p_{10} = p_{NN+1} = p_{N+1N} = 0$. In addition, as the total number of OV is conserved, it is satisfied that $\sum_{i=1}^N \delta_i = 1, \forall t$.

To match the experiments, we chose the stimulus $V^W(t)$ as a linear ramp following the cycle $0 \rightarrow V^W_{m1} \rightarrow -V^W_{m2} \rightarrow 0$. At each simulation time step $t_k$ we compute the local voltage drops $\Delta V_i(t_k)$ and employing the probability rates $p_{ij}$ we obtain the transfers between nearest neighboring sites. Afterwards the values $\delta_i(t_k)$ are updated to a new set of densities.
FIG. 3: Evolution of $M^{OV}$ vs. $V^W$ for different $\tau_W/\tau_{OFF}$ ratios, shown in the respective legends. (a) Under the sole action of the external stimuli (voltage). (b) Including the effects of both the external stimulus and the depolarizing field.

$\delta_i(t_{k+1})$, with which we compute, at time $t_{k+1}$, the local resistivities $\rho_i(t_{k+1})$, the local voltage drops under the applied voltage $V^W(t_{k+1})$ and the factor $M^{OV}(t_{k+1})$ from Eq.\[9\], to start the next simulation step at $t_{k+1}$. For the polarization $P(V^W(t_k)) \equiv P(t_k)$ we use the Pt/PZT/Pt experimental curve given by Figure\[2\].

Following this algorithm, we compute the evolution of the $M^{OV}$ vs $V^W$, which accounts in Eq.\[1\] for the memristive effect related to OV electromigration due to the action of both
the external voltage and the internal depolarizing field.

We recall that in standard memristive systems driven by OV electromigration the time-widths and intensity of writing pulses are key parameters that tune the memristive response \(^{46}\). For the present ferroelectric system, the dynamics of OV will be dependant on two competitive effects. When the write voltage \(V^W\) is ON, OV drift in one direction (i.e. parallel to the applied external electrical field, which also aligns the polarization in the same direction). When \(V^W\) is turned OFF, OV electromigration is solely ruled by the depolarizing field, and thus in the direction anti-parallel to the polarization.

It is therefore critical for the overall OV dynamics the time windows in which the external voltage is switched ON and OFF, respectively. To collect these features in our simulations, we simulated three situations with \(\tau_W/\tau_{OFF} = 1/99, 1/9\) and 1/4, where \(\tau_W\) and \(\tau_{OFF}\) are the ON and OFF external voltage time windows, respectively. We assume in all cases that two consecutives write pulses are separated by a time-width of 1000 a.u.

In Figure 3 (a) we show the evolution of \(M^{OV}\) as a function of \(V^W\), without including the effect of the depolarizing field (i.e. perfect screening at the electrodes) for these three situations. The numerical values used for the simulation parameters are shown in Table I. It is found that for \(\tau_W/\tau_{OFF} = 1/4\) there is a large hysteresis in the curve, for \(\tau_W/\tau_{OFF} = 1/9\) the hysteresis is mild while no hysteresis is found for \(\tau_W/\tau_{OFF} = 1/99\). This indicates that, as expected, longer external stimulus induces larger OV electromigration in the direction parallel to the external stimulus, similar to the case of non-ferroelectric systems.

Figure 3(b) analyzes a similar situation now including the presence of the depolarizing field \(E_{dp}\) (again, the parameters are shown in Table I). In this case, unlike the previous one, there is an evident large hysteresis for the three situations. We notice that for \(\tau_W/\tau_{OFF} = 1/99\) and 1/9 the curves circulations are inverted with respect to the one corresponding to 1/4. This crossover is an indication of a change in the OV dynamics between shorter and longer pulses, where the effect of the depolarizing field should become more pronounced as \(\tau_W\) is reduced. In order to shed light on this issue, Figs. 4(a)-(c) displays the OV profiles for the explored \(\tau_W/\tau_{OFF}\) ratios, after the application of writing pulses \(-V_{MAX} \rightarrow -V_A \rightarrow -V_B \rightarrow V_0 = 0\), as indicated in Fig. 3(b). Notice that the colour code of the OV profiles of Figs.4(a)-(c) corresponds to the \(V_i\) colours in Fig.3(b).

The analysis of Figs. 4(a)-(c) shows that for all \(\tau_W/\tau_{OFF}\)'s, the OV profiles after \(-V_{MAX}\) are distributed in the three zones of the device (L,C and R) with no presence of sharp
FIG. 4: OV profiles for $\tau_W/\tau_{OFF} = 1/99$ (a) 1/9 (b) 1/4 (c). The profiles with different colours follow the application of the writing voltages displayed in Fig. 3(b) (same colour codes). (d) Sketch displaying OV profile upon the application of $V^W = -V_{MAX}$ (upper panel) and its evolution afterwards upon $V^W = V_0 = 0$ (lower panel). The electrical field $\vec{E}_T$ is the superposition of the external field $\vec{E}^W$ (pointing to the left in the upper panel and zero in the lower one) and the depolarizing field $E_{DP}$ (pointing to the right in both cases). OV migration from left (L) to right (R) is driven by $E_{DP}$. The device resistance increase is dominated by the decrease of OV (increase of oxygen content) at the L interface.

peaks. In this scenario, both interfaces L and R contribute to $M^{OV}$. Interestingly, after $V^W = V_0 = 0$ most OV migrate to the R interface, and the driving force for this movement is the depolarizing field pointing to the R interface (we recall that $P$ points to the left interface L after $-V_{MAX}$). For $\tau_W/\tau_{OFF} = 1/99$ and 1/9 this electromigration process is fast,
reflected in a monotonous increase of \( M^{OV} \) as the writing pulses go from \(-V_{\text{MAX}}\) to \( V_0 \). The final OV configuration suggests that the main contribution to \( M^{OV} \) comes from the L interface while the R interface -with a high OV density- presents a marginal contribution.

In the case of \( \tau_W/\tau_{\text{OFF}} = 1/4 \) (longer writing pulses), the overall behaviour is the same (transfer of OV from L to R interfaces) but with a slower dynamics, which produces initially a slightly erratic curve followed by a non-monotonic evolution of \( M^{OV} \) when the writing voltage goes from \(-V_{\text{MAX}}\) to \( V_0 \). Notice that between \(-V_{\text{MAX}}\) and \(-V_B\), \( M^{OV} \) decreases and further increases between \(-V_B\) to \( V_0 \). This behavior reflects the competition between the L and R interfaces to the value of \( M^{OV} \), the first (second) one increasing (decreasing) its contribution to the resistance as it becomes drained (filled) of OV. Therefore, wider writing pulses partially delay (and thus counterback) the action of the depolarizing field, unveiling the described (more complex) OV dynamics.

Finally, Fig. 5(a) displays the evolution of the product \( A^{FE}M^{OV} \) as a function of \( V^W \). In this case, both the ferroelectric and OV electromigration (including the effect of the depolarizing field) memristive effects are included.

We notice that the maximum depolarizing field reached in the simulations was lower than the coercive field \( E_C \) (roughly \( E_{DP} \leq 0.5 E_C \)), in order to describe a realistic situation where no strong sample depolarization takes place.

For \( \tau_W/\tau_{\text{OFF}} = 1/4 \) (long writing pulses) the simulated \( M^{OV}M^{FE} \) displayed in Fig. 5(a) evidences that the remanent resistance values after \(-V_{\text{MAX}}\) and \(-V_0\) are similar. In other words, the HSL exhibits a flat top-part of the “table”. For shorter writing pulses -\( \tau_W/\tau_{\text{OFF}} = 1/9 \) and \( 1/99 \)- where the effect of the depolarizing field on OV dynamics becomes largely dominant, we find that the remanent resistance values after \(-V_{\text{MAX}}\) is smaller than after \( V_0 \). This shows that the top-part of the HSLs present non-zero slopes mimicking the experimental HSLs displayed in Figs. 1(e) and (f), respectively. This indicates that for our experimental systems, in the range of used writing stimulus (voltage and pulse time-widths), OV dynamics is mainly controlled by the depolarizing field.

With the evolution of \( A^{FE}M^{OV} \) vs. \( V^W \) already figured out, according to Eq. (1) we can fit the experimental HSL by determining the multiplicative constant \( R^{eff} \), which will depend on the initial OV profile. We recall that as the experimental \( R \) is an effective value dependant on the reading frequency \( f \) (see Section II and the Suppl. Info.), \( R^{eff} \) should be also re-scaled properly for each experimental reading frequency. Figure 5(b) displays
FIG. 5: (a) Evolution of $M^{OV} A^{FE}$ vs. $V^W$ for different $\tau_W/\tau_{OFF}$ ratios. (b) simulated HSL (right vertical axis) and experimental HSL (left vertical axis) corresponding to the Pt/PZT/Pt device (Fig. 1(e)). In (a) and (b) the simulations include the effect of OV electromigration due to both the external voltage and the depolarizing field together with the modulation of metal/ferroelectric barriers by the ferroelectric polarization. Inset: Experimental (dark) and simulated (blue) relaxation of the resistance with time after a single write pulse $V^W$ followed by reading pulses. The numerical values of parameters are given in Table I. The conversion factor for $V^W$ between (a) and (b) is 1 a.u. = 1 V.
the 100kHz experimental HSL for the Pt/PZT/Pt system and the corresponding simulation. For the simulation we use $\tau_W/\tau_{OFF} = 1/99$, which is very close to the experimental ratio $(\tau_W/\tau_{OFF})_{EXP} \approx 0.012$ given by the used stimulus protocol (see Sec II for details). For the voltage scale, we considered 1 a.u. = 1 V. The simulated curve displays an excellent agreement with the experimental data, with all the relevant features of the experimental HSL collected by the simulated one. We also notice that we constrained the quantitative simulation to the Pt/PZT/Pt system as the SRO/BTO/SRO device presents a slight asymmetric electrical response (see Figure 1(f)), reflecting some asymmetry between both metal/oxide interfaces. A quantitative modelling of this system requires to reflect this issue in the initial assumptions of the simulation and goes beyond the scope of the present paper.

TABLE I: Table with the numeric values of the different parameters used in the simulations. The equations where the parameters have been used are numbered as in the main text and shown in the right column.

| Parameters | Value     | Equation |
|------------|-----------|----------|
| $L$        | 2.55 nm   | (8)      |
| $NL$       | 61.20 nm  | (8)      |
| $NC$       | 132.60 nm | (8)      |
| $NR$       | 61.20 nm  | (8)      |
| $\tilde{\gamma}$ | 1.06$\times$10$^5$ cm$^2$/C | (4) |
| $R_{eff}^{c}$ | 160 $\Omega$ | (1) |
| $R_{0}'$   | 129 $\Omega$ | (8) |
| $R_0$      | 11.60 k$\Omega$ | (5) |
| $A_L$      | 10.40     | (8)      |
| $A_C$      | 26.40     | (8)      |
| $A_R$      | 11.04     | (8)      |
| $V_{0L}$   | 2.9* (0.07 eV) | (10) |
| $V_{0C}$   | 2.3* (0.06 eV) | (10) |
| $V_{0R}$   | 3.2* (0.08 eV) | (10) |
| $\xi$      | 2500 Jcm$^2$/C$^2$ | (11) |

The parameters $V_{0L}$, $V_{0C}$ and $V_{0R}$ are normalized in units $K_B T = 0.025$ eV (room temperature).
Finally, we notice that in the scenario discussed above, where OV drift is strongly driven by the depolarizing field acting in absence of external stimuli, remanent resistance states should display time relaxations after the application of single write pulses. In order to explore this, we have performed an additional experiment in our Pt/PZT/Pt systems. A voltage writing pulse (+6V, larger that the maximum voltage excursions of the HSL showed in Figure 1(e)) was applied, followed by reading the effective remanent resistive states as a function of time (a small undisturbing DC pulse, with a superimposed AC signal of 100kHz, was used to extract the remanent resistance values with the LCR meter).

The inset of Fig.5(b) displays that, as expected, the remanent resistance relax with time, with typical time-scale of minutes [17], reflecting the action of the depolarizing field on OV electromigration.

Upon the application of the +6V pulse the polarization points from right (R) to left (L), giving an OV profile which is the mirror of the one displayed in Figures 4(a) or (b). After the writing pulse is switched off, OV start to migrate from R to L and thus the device resistance starts to be dominated by and increases at the R interface. The experimental relaxations were simulated using the model described above, as also shown in the inset of Fig.5. It is found a very good agreement between the experimental and simulated curves for $t \geq 120s$ after the pulse application. For shorter times, the experimental relaxation does not follow a pure exponential behavior -as it is the case of the simulated curve- and this produces a slight divergence between both curves. This can be related to the existence of effects not included in our modelling, such as the presence of charge trapping/detrapping process at the interfaces that could affect the device electrical transport and resistive memory behavior [18, 19]. A quite similar resistance evolution (initial drop and further increase with time, not shown here) was found upon and after the application of negative single pulses, as expected given the device and the corresponding HSL symmetry.

IV. CONCLUSIONS

In summary we have found that, besides the modulation of the interfacial barriers by the direction of the ferroelectric polarization, the electromigration of OV appears as a competing effect in the memristive response of symmetric metal/ferroelectric/metal devices. The driving force for OV electromigration is the depolarizing field linked to incomplete charge...
screening at ferroelectric/metal interfaces. With these ingredients, we have been able to model and reproduce several non-trivial features of the experimental electrical behavior, including HSL and resistance relaxations. Our work sheds light on the non-trivial interplay between two relevant mechanisms that contribute to the resistance change in ferroelectric memristors, and in particular highlights the key role played by OV electromigration. We recall that the combination of both non-volatile and volatile (relaxations) resistance changes offers opportunities for the development of devices with neuromorphic capabilities, able to mimic the behavior of synapses and neurons, respectively, in a single device. Moreover, the volatile effect could be tailored by engineering the interfaces in order to control the screening lengths and tune the intensity of the depolarizing field.
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