Improving student understanding of Dirac notation by using analogical reasoning in the context of a three-dimensional vector space
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Abstract. Dirac notation is a compact and elegant notation taught to students in advanced quantum mechanics courses. However, students struggle to master Dirac notation and have difficulty translating between the Dirac notation and representations of the same quantum mechanical entity in different situations. We discuss an investigation of student difficulties with Dirac notation in the context of a three-dimensional vector space and the development, validation and evaluation of a Quantum Interactive Learning Tutorial (QuILT) that uses analogical reasoning to improve student understanding of this notation. The QuILT uses analogical reasoning and builds on students’ prior knowledge of three-dimensional vectors in the familiar context of introductory mechanics to help students build a coherent understanding of Dirac notation before transitioning to the quantum mechanical context. We summarize the development and validation of the QuILT and findings from the in-class evaluation.
I. BACKGROUND AND GOAL

While the role of quantum mechanics (QM) in science and technology innovation has been consistent, learning QM is challenging even for advanced undergraduate and graduate students [1-23]. Investigations of student difficulties in learning QM are important for developing curricula and pedagogies to help students learn QM [1-23].

However, few prior research studies focus on difficulties with Dirac notation [6-9], a compact and convenient notation used extensively in upper-level QM. Dirac notation can be viewed as analogous in terms of its compactness and convenience to Feynman diagrams in quantum field theory, which are elegant and help simplify complicated multidimensional integrals representing various physical processes involving different particles. Moreover, similar to Feynman diagrams, Dirac notation is not familiar to students from their earlier courses so that mastering this useful notation poses great challenges for even advanced students.

Here we discuss an investigation of student difficulties with Dirac notation in the context of a three-dimensional vector space in undergraduate QM which was used as a guide for the development, validation and evaluation of a Quantum Interactive Learning Tutorial (QuILT) to improve student understanding of this notation. The QuILT strives to help students develop a good grasp of Dirac notation by using analogical reasoning, which has been researched extensively, e.g., see Refs. [24-37]. In physics, analogical reasoning has been found to be effective for helping introductory physics students transfer their learning from one context to another, e.g., see Refs. [24-31]. In the context of Dirac notation in three dimensions, the major learning goal of the QuILT is to help students develop facility with the notation and be able to translate between the Dirac notation and representations of the same quantum entity in different situations, e.g., matrix representations of the quantum states, the quantum mechanical operators, etc. in a given basis.

The QuILT strives to help students develop expertise and facility in using Dirac notation by making analogies between the standard vector notation learned in a three dimensional vector space, e.g., in introductory mechanics, and the Dirac notation. We hypothesized that students may be able to develop a good conceptual and procedural understanding of Dirac notation if they have opportunities to make analogies between the familiar vector notation and Dirac notation. In particular, we hypothesized that even though the surface features of the standard vector notation and Dirac notation are different (e.g., the vector notation uses arrows whereas Dirac notation uses bras and kets), students can use familiar concepts in the standard vector notation and learn to express them in Dirac notation. Then, once they are familiar with the Dirac notation in the familiar three dimensional context, they can make sense of the Dirac notation in the context of QM.

For example, in a three dimensional vector space, a force vector can be written as \( \vec{F} = a \hat{i} + b \hat{j} + c \hat{k} \) in the standard vector notation. The components of the force vector \( \vec{F} \) along the orthonormal basis vectors \( \hat{i}, \hat{j}, \text{ and } \hat{k} \) are the projections of \( \vec{F} \) along the basis vectors \( \hat{i}, \hat{j}, \text{ and } \hat{k}, \) respectively (i.e., a, b, and c). To find the projection of \( \vec{F} \) along the basis vector \( \hat{i} \), one can find the scalar product \( i \cdot \vec{F} = \hat{i} \cdot (a \hat{i} + b \hat{j} + c \hat{k}) = a \). In Dirac notation, the force vector \( \vec{F} \) can be written as a ket vector \( |F\rangle = a|i\rangle + b|j\rangle + c|k\rangle \). The components of the force vector \( |F\rangle \) along the basis vectors can be found by projecting \( |F\rangle \) along the basis vectors \([i], [j], \text{ and } [k]\). For example, the component of \( |F\rangle \) along the basis vector \([i]\), i.e., the scalar (inner) product of the bra vector \( \langle i | \) with the ket vector \( |F\rangle \), \( \langle i |F\rangle = a \). The projection operator that projects \( |F\rangle \) along the basis vector \([i]\) is the outer product \([i] \langle i | \). The projection operator for a particular basis vector acting on vector \( |F\rangle \) gives the component of \( |F\rangle \) along the basis vector times the same basis vector, i.e., \( |i\rangle \langle i |F\rangle = a|i\rangle \). The sum of all of the projection operators corresponding to an orthonormal basis set gives the identity operator \( I \), e.g., \( I = \hat{i}\hat{i} + \hat{j}\hat{j} + \hat{k}\hat{k} \). The identity operator acting on a vector gives the same vector back, e.g., \( I |F\rangle = (|i\rangle \langle i | + |j\rangle \langle j | + |k\rangle \langle k |)|F\rangle = a|i\rangle + b|j\rangle + c|k\rangle = |F\rangle \).

Once an orthonormal basis is chosen to represent vectors and operators, they can be represented as matrices in the given basis. In the matrix representation, ket vectors are represented as column matrices and bra vectors are represented as row matrices. If one chooses an orthonormal basis \([i], [j], \text{ and } [k]\) such that \( |i\rangle = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, |j\rangle = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}, \text{ and } |k\rangle = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} \) (in which the symbol “\(=\)” means “is represented by” in the chosen basis), the vector \( |F\rangle \) can be represented as a column vector (or matrix) as \( |F\rangle = a \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} + b \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix} + c \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} = \begin{pmatrix} a \\ b \\ c \end{pmatrix} \). The component of the force vector \( |F\rangle \) along, e.g., basis vector \([i]\), is found by projecting \( |F\rangle \) along the basis vector \([i]\), i.e., the scalar product of the bra vector \( \langle i | \) with ket vector \( |F\rangle \), \( \langle i |F\rangle = \begin{pmatrix} 1 & 0 & 0 \end{pmatrix} \begin{pmatrix} a \\ b \\ c \end{pmatrix} = a \). The projection operator that projects \( |F\rangle \) along the basis vector \([i]\) is \( |i\rangle \langle i | = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \). The projection operator \( |i\rangle \langle i | \) acting on vector \( |F\rangle \) can be represented as \( |i\rangle \langle i |F\rangle = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} a \\ b \\ c \end{pmatrix} = \begin{pmatrix} a \\ 0 \\ 0 \end{pmatrix} = a|i\rangle \). The identity operator \( I \) can be represented by a square matrix in the given basis with ones along the diagonal and zeroes elsewhere, i.e., \( I = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \). The identity operator \( I \) is the same in all representations (bases) chosen.

II. METHODOLOGY AND OVERVIEW

The development and validation of the QuILT and the corresponding pre/posttests started with an investigation of
undergraduate student difficulties in a required upper-level undergraduate QM course for junior/senior physics majors at a large research university after traditional instruction in relevant concepts and by conducting a cognitive task analysis of the requisite knowledge [38]. The QuILT strives to help students build on their prior knowledge and addresses common difficulties found via research. After a preliminary version of the QuILT was developed based upon the cognitive task analysis of the underlying knowledge [38] from both expert and novice perspectives, it underwent many iterations between the two researchers and then was iterated several times with three physics faculty members (who teach advanced courses regularly) and two other graduate students who conduct research in physics education research to ensure that they agreed with the content and wording. It was also administered to students who were taking or had taken traditionally taught upper-level QM courses using individual think-aloud interviews to ensure that the guided approach was effective and the questions were unambiguously interpreted. The interviews also allowed us to better understand the rationale for student responses. During the semi-structured interviews, students were asked to “think aloud” while answering the questions. Students first read the questions on their own and answered them without interruptions except that they were prompted to think aloud if they were quiet for a long time. After students had finished answering a particular question to the best of their ability, they were asked to further clarify and elaborate on issues that they had not clearly addressed earlier. Modifications and improvements were made to the QuILT based upon the student and faculty feedback.

The QuILT uses a guided inquiry-based approach to learning and actively engages students in the learning process. It includes a pretest that included the questions shown in Table I after traditional instruction in relevant concepts. Instruction in class involved a review of how a vector written in the form \( \vec{F} = ai + bj + ck \) can be written as \( \langle F \rangle = a|\rangle + b|j\rangle + c|k\rangle \) in Dirac notation. Students were also taught how to represent vectors (kets) as column matrices, bra vectors as row matrices, and operators as square matrices. The concepts of the identity operator and projection operator were also covered in class.

Students engaged with the tutorial in small groups in class (but could also work on it alone when using it as a self-paced learning tool in homework). As students worked through the tutorial, they are asked to predict what should happen in a given situation. Then, the tutorial strives to provide scaffolding and feedback as needed to bridge the gap between their initial knowledge and the level of understanding that is desired. Students are also provided checkpoints to reflect upon what they have learned and to make explicit the connections between what they are learning and their prior knowledge. They are given an opportunity to reconcile the differences between their predictions and the guidance provided in the checkpoints before proceeding further. The Dirac notation QuILT builds on students’ prior knowledge of the standard vector notation using basis vectors \( \hat{i}, \hat{j}, \text{ and } \hat{k} \). Students are guided to translate vectors written in the form \( \vec{F} = ai + bj + ck \) to Dirac notation, e.g., \( |F\rangle = a|\rangle + b|j\rangle + c|k\rangle \). Analogies are drawn between scalar product notation and the inner product in Dirac notation, e.g., \( \hat{i} \cdot \vec{F} \) and \( \langle i|F\rangle \). Then, students are guided to represent the vector \( |F\rangle \) in a particular basis, e.g., \( |F\rangle = \begin{pmatrix} b \\ c \end{pmatrix} \) and learn to translate between different bases. Next, students learn that, in a given basis, ket states can be represented by column vectors, bra states can be represented by row vectors, inner products can be represented as numbers, and outer products are operators which can be represented as square matrices. Then, students are guided to develop a functional understanding of the spectral decomposition of the identity operator (or completeness relation) in the familiar context of a three-dimensional vector space. Students also determine the identity operator in a different orthonormal basis and verify that it is represented as the same matrix regardless of the basis chosen. Lastly, the QuILT strives to help students learn about a projection operator and that it returns a unit vector along the direction projected multiplied by a number (the component of a vector along the direction projected).

After working on the QuILT in class, the students were given one week to work through the rest of it as part of their homework assignment. Once the students turned in the QuILT as their homework assignment, the students were given an in-class posttest that had the same questions as the pretest (see Table I). The posttests were graded for correctness and counted as a quiz in the course.

After the development and validation of the QuILT and pre/posttests, it was administered to 57 students in three upper-level undergraduate QM courses. In the first year of administration, students were not given a pretest, so the number of students taking the pretest is lower (\( N = 43 \)).

### III. EVALUATION OF THE QUILT

Table II shows the average pretest and posttest scores and Table III shows the types of difficulties students had on the pretest and posttest. The open-ended questions on the pretests and posttests were graded using rubrics which were developed by two of the investigators together. A subset of the open-ended questions was graded separately by the investigators. After comparing the grading of the open-ended questions first, the investigators discussed any disagreements in grading and resolved them with a final inter-rater reliability of better than 95%. Below, we discuss the difficulties commonly observed in individual interviews and on the pretest, and students’ pretest and posttest performance on each question.

**Difficulty with the components of a three-dimensional vector in Dirac notation.** Some students had difficulties writing the components of a three dimensional vector in Dirac notation. Table II shows that, on pretest
Table I. Questions about Dirac notation in three-dimensional vector space given to upper-level undergraduate students.

| Q   | Description                                                                                                                                                                                                 |
|-----|-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Q1  | Assume that |\(|\rangle, \langle|\), and |\(|k\rangle\) form a complete set of orthonormal basis vectors. For vector |\(|\chi_1\rangle = a|\rangle + b|j\rangle + c|k\rangle\) (a vector in a three-dimensional vector space); a. Write the components a, b, and c in Dirac notation. b. Represent |\(|\chi_1\rangle\) as a column vector in the given basis. |
| Q2  | Assume that |\(|\rangle, \langle|\), and |\(|k\rangle\) form a complete set of orthonormal basis vectors. |\(|\chi_1\rangle = a|\rangle + b|j\rangle + c|k\rangle\) and |\(|\chi_2\rangle = a|\rangle + e|j\rangle + f|k\rangle\) are vectors in a three-dimensional vector space. a. Write the outer product of “ket” vector |\(|\chi_1\rangle\) with “bra” vector |\(|\chi_2\rangle\) in the given basis. b. Is this outer product a scalar (number), a column vector, a row vector, or a |\(3 \times 3\) matrix in the given basis? |
| Q3  | Write the identity operator in terms of |\(|\rangle, \langle|\), and |\(|k\rangle\), which form a complete set of orthonormal basis vectors for a three-dimensional vector space. |
| Q4  | For the vector |\(|\chi_1\rangle = a|\rangle + b|j\rangle + c|k\rangle\): Write down the projection operator that projects vector |\(|\chi_1\rangle\) along the direction of the unit vector |\(|i\rangle\). Then, using that projection operator, show what happens to the vector |\(|\chi_1\rangle\) when the projection operator acts on it. Summarize your result in one sentence. |

question Q1.a, only 49% of the students were able to correctly write the components of vector |\(|\chi_1\rangle = a|\rangle + b|j\rangle + c|k\rangle\) as a = \(\langle i|\chi_1\rangle\), b = \(\langle j|\chi_1\rangle\), and c = \(\langle k|\chi_1\rangle\). Furthermore, Table III shows that on pretest question Q1.a, 26% of the students simply rewrote the vector |\(|\chi_1\rangle = a|\rangle + b|j\rangle + c|k\rangle\) (which was given in the problem statement) as their response.

On the other hand, on pretest question Q1.b, students performed better. Table II shows that 88% of the students correctly wrote |\(|\chi_1\rangle = \hat{a}|\rangle\) in the basis |\(|\rangle, \langle|\), and |\(|k\rangle\). The dichotomy in students’ performance on Q1.a and Q1.b indicates that while students are familiar with representing vectors in matrix form, they do not understand conceptually that |\(|\chi_1\rangle = a|\rangle + b|j\rangle + c|k\rangle\) \(= \left(\begin{array}{c} a \\ b \\ c \end{array}\right)\) and that to find the component a, one can take the inner product, i.e., \(\langle i|\chi_1\rangle \equiv (1 0 0) \left(\begin{array}{c} a \\ b \\ c \end{array}\right) = a\). Tables II and III show that, after working through the QuILT, the difficulties on questions Q1.a and Q1.b were reduced and students performed better.

**Incorrectly writing ket vectors as row vectors and bra vectors as column vectors.** Table II shows that, on pretest question Q2.a, only 49% of the students wrote the correct expression for the outer product in the given basis, i.e.,

\[ |\chi_2\rangle|\chi_1\rangle = \left(\begin{array}{c} a^* \\ b^* \\ c^* \end{array}\right) \left(\begin{array}{c} \hat{a} \\ \hat{b} \\ \hat{c} \end{array}\right) = \left(\begin{array}{c} 1d^* + e^* + f^* \end{array}\right). \]

Students were not penalized if they did not use the complex conjugate of the components of the vector |\(|\chi_2\rangle\). Furthermore, Table III shows that, on the pretest question Q2.a, 9% of the students wrote the correct expression for the outer product, i.e., |\(|\chi_1\rangle|\chi_2\rangle| but wrote incorrect matrix forms of the bra and ket vectors. For example, one student incorrectly wrote the outer product as

\[ |\chi_1\rangle|\chi_2\rangle = (a^* + b^* + c^*) \left(\begin{array}{c} \hat{d} \\ \hat{e} \\ \hat{f} \end{array}\right). \]

Other mistakes included

\[ |\chi_1\rangle|\chi_2\rangle = (a^* + b|j\rangle + c|k\rangle) \left(\begin{array}{c} \hat{d} \\ \hat{e} \\ \hat{f} \end{array}\right), \]

or

\[ |\chi_1\rangle|\chi_2\rangle = (a|\rangle + b|j\rangle + c|k\rangle) \left(\begin{array}{c} \hat{d} \\ \hat{e} \\ \hat{f} \end{array}\right). \]

These types of responses shed light on students’ difficulties with how ket vectors can be represented as column matrices and bra vectors can be represented as row matrices. Tables II and III show that after working through the QuILT, student difficulties on question Q2.a were reduced.

**Confusing the inner product with the outer product in Dirac notation.** Table III shows that, on pretest question Q2.a, 19% of the students incorrectly wrote the outer product of ket vector |\(|\chi_1\rangle\) with bra vector |\(|\chi_2\rangle\) as |\(|\chi_2\rangle|\chi_1\rangle|\). Their final answers were typically of the form

\[ |\chi_2\rangle|\chi_1\rangle = (i|d^* + j|e^* + k|f^*) \left(\begin{array}{c} \hat{a} \\ \hat{b} \\ \hat{c} \end{array}\right) \]

Responses of this type indicate that some students had difficulty distinguishing between the concepts of inner product and outer product. Tables II and III show that after
working through the QuILT, student difficulties on question Q2.a were reduced and students performed better.

Incorrectly describing the outer product as a scalar or a column vector. Students also had difficulty with describing whether or not the outer product is a scalar, column vector, row vector, or a $3 \times 3$ matrix. Table II shows that, on pretest question Q2.b, 63% of the students correctly stated that the outer product is a $3 \times 3$ matrix. However, Table III shows that, on pretest question Q2.b, 19% of the students incorrectly claimed that the outer product is a scalar. Students who claimed that the outer product is a scalar usually had written the outer product of ket vector $|\chi_1\rangle$ with bra vector $\langle\chi_2|$ as an inner product in question Q2.a, e.g., $\langle\chi_2|\chi_1\rangle$. Table III also shows that, on the pretest, 12% of the students incorrectly claimed that the outer product is a column vector. Students who claimed that the outer product is a column vector sometimes wrote, e.g., $|\chi_1\rangle\langle\chi_2| = \frac{ad}{be} + \frac{cf}{be}$. Some students attempted to find the cross product of $|\chi_1\rangle$ with $|\chi_2\rangle$, e.g., $|\chi_1\rangle\langle\chi_2| = \frac{ij}{ab} + \frac{jk}{cd} = (bf - ce)|i⟩ + (cd - af)|j⟩ + (ae - bd)|k⟩$ and then claimed that the outer product is a column vector. Tables II and III show that, after working through the QuILT, student difficulties on question Q2.b were reduced.

Difficulty with the identity operator. Table II shows that, on pretest question Q3, 56% of the students correctly wrote that the identity operator is $I = |i⟩⟨i| + |j⟩⟨j| + |k⟩⟨k|$. Table III shows that, on the pretest question Q3, 16% of the students correctly wrote the identity operator in Dirac notation, i.e., $I = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}$ but did not write it correctly in Dirac notation, i.e., $I = |i⟩⟨i| + |j⟩⟨j| + |k⟩⟨k|$ (the students were asked to write the identity operator in terms of $|i⟩$, $|j⟩$, and $|k⟩$). Interviews suggest that some students are more familiar with the identity operator in matrix form and have difficulty with it in Dirac notation. Furthermore, Table III shows that, on the pretest question Q3, 14% of the students wrote $I = |i⟩ + |j⟩ + |k⟩$, indicating that they were confusing ket vectors (column matrices) and operators ($3 \times 3$ matrices). Table III also shows that, on question Q3, 5% of the students wrote that the identity operator is $I = (i| + (j| + (k|$, which demonstrates that they were unable to differentiate between operators and scalar products (numbers). Tables II and III show that, after working through the QuILT, student difficulties on question Q3 were reduced.

Difficulty with projection operator. Table II shows that, on pretest question Q4, less than half of the students correctly wrote that the projection operator that projects vector $|\chi_1\rangle$ along the direction of the unit vector $|i⟩$ is $|i⟩⟨i|$. Also, in response to this question, many students correctly stated that a projection of vector $|\chi_1\rangle$ along the direction of the unit vector $|i⟩$ would give the component of $|\chi_1\rangle$ along $|i⟩$. For example, in response to question Q4, many students simply wrote the expression $⟨i|\chi_1⟩ = a$, which is a correct statement but it is not the answer to the question asked. Table III shows that, on pretest question Q4, 25% of the students wrote that the projection operator that projects vector $|\chi_1\rangle$ along the direction of the unit vector $|i⟩$ is $⟨i|\chi_1⟩$. Interviews with some of the students suggest that students with this type of response often did not realize that the projection operator returns both the component and the direction of the projection of state vector $|\chi_1\rangle$ along the unit vector $|i⟩$, i.e., $⟨i|\chi_1⟩ = a|i⟩$. Examples of incorrect student responses include, “we have found how much of $|\chi_1⟩$ goes in the direction of $|i⟩$” and “the projection operator returns the coefficient for $|i⟩$.” These types of responses indicate that students recognized that the projection operator involves the component of the vector $|\chi_1⟩$ along the basis vector $|i⟩$, but they did not realize that the projection operator acting on a generic vector returns the component of the generic vector along the basis vector multiplied by the same basis vector, i.e., $⟨i|\chi_1⟩ = a|i⟩$ (and in general, an operator acting on a vector returns a vector). Tables II and III show that, after working through the QuILT, student difficulties with the projection operator on question Q4 were greatly reduced.

IV. SUMMARY

Dirac notation is a compact and elegant notation taught to students in advanced QM courses. Similar to Feynman diagrams in quantum field theory, Dirac notation can simplify the process of solving QM problems. However, this notation is only useful if students develop facility with this notation and do not have cognitive overload [39] when using it. Unfortunately, many advanced students find it challenging to master this notation and have difficulty in translating between the Dirac notation and other representations of the same quantum mechanical entity in different situations. For example, translating between the Dirac notation and matrix representation of the quantum states and operators in a particular basis is often necessary, but challenging. One central reason students struggle with the Dirac notation is that they are unfamiliar with the notation, which is used almost exclusively in the context of QM and not in other physics contexts even though they have learned about vectors and vector spaces. The QuILT strives to help students build a coherent understanding of Dirac notation in three-dimensional Hilbert space before learning about quantum concepts using Dirac notation in the context of an $N$-dimensional Hilbert space. We investigated upper-level undergraduate students’ difficulties with Dirac notation after traditional lecture-based instruction and used research as a guide to develop, validate and evaluate a QuILT that uses analogical reasoning with the familiar three-dimensional vector space to help students learn about Dirac notation. The in-class evaluation in the undergraduate QM course shows that the student difficulties were reduced significantly after engaging with the QuILT.
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