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We argue and numerically substantiate that the real-space entanglement spectrum (RSES) of composite fermion quantum Hall states is given by the spectrum of a local boundary perturbation of a (1 + 1)d conformal field theory (CFT), which describes an effective edge dynamics along the real-space cut. The cut-and-glue approach suggests that the low-lying RSES is equivalent to the low-lying modes of some effective edge action. The general structure of this action is deduced by mapping to a boundary critical problem, generalizing work of Dubail, Read, and Rezayi [PRB 85, 11531 (2012)]. Using trial wave functions we numerically test our model of the RSES for the ν = 2/3 bosonic composite fermion state.

I. INTRODUCTION

Ever since its discovery, the fractional quantum Hall effect has challenged several preexisting paradigms in condensed matter physics. The various filling fractions correspond to different phases of matter which cannot be distinguished by the traditional methods of symmetry breaking and order parameters, and are examples of topological phases of matter [1–3]. New methods have been required to characterize such phases of matter.

One such method that has proved particularly useful is to bipartition the system and study the quantum entanglement between the two subsystems when the whole system is in its ground state. Perhaps the simplest measure of the entanglement between the two subsystems is the so-called “entanglement entropy”. As argued separately by Kitaev and Preskill [4], and Levin and Wen [5], if one bipartitions a topological phase in real-space then one could extract the total quantum dimension of the underlying topological quantum field theory from the entanglement entropy.

Entanglement entropy is, however, not the full story. Given the bipartition into subsystems, A and B, then all the information regarding entanglement between the two pieces is contained in the reduced density matrix of $\rho_A$, or equivalently $\rho_B$. In this paper, we will be interested in the entanglement spectrum (ES), which is the spectrum of eigenvalues of $-\ln \rho_A$. When the bipartition is in real-space (i.e. when we partition the system into two spatial regions) then the ES is termed the real-space entanglement spectrum (RSES).

As proposed and numerically substantiated by Li and Haldane, the ES may contain certain universal features related to the topological phase beyond the total quantum dimension [6]. In particular, they found that the low-lying ES of an orbital partition, which approximates the real-space partition, of the Moore-Read trial wave function and the corresponding coulomb ground state resembled that of the (perturbed) CFT which describes the edge dynamics of the system.

Since Li and Haldane’s discovery, many other works have shown that these features extend to other fractional quantum Hall states [7–13], integer quantum Hall states [14–20], and general topological phases of matter [21–28]. Further, some general arguments have been given as to why such features are apparent [29–32]. Most relevant to this paper are the works of Qi, Katsura and Ludwig (QKL) [33], and Dubail, Read and Rezayi (DRR) [31]. In the work of QKL, it is suggested that we can understand the RSES by modelling the interaction between the two real-space regions as only occurring between the edge degrees of freedom. Thus, one can model the RSES as the ES of two interacting edges with opposite chirality. This has now been termed the cut and glue approach. By an intrinsically different approach, DRR rigorously showed, under one assumption, that the RSES of certain quantum Hall trial wave functions is the same as the spectrum of an operator, known as the entanglement action, which is an integral along the real-space cut of a sum of local operators that belong to a CFT defined on the real-space cut. DRR termed this the “scaling property” of the RSES. The trial wavefunctions that DRR examined were those that can be expressed as conformal blocks of a CFT. This includes, for example, the Laughlin [33], Moore-Read [34] and the Read-Rezayi [35] series wave functions. In each case the CFT used to express the wave function is the same CFT used to describe the RSES. Interestingly, the work of DRR allowed them to understand the RSES of large but finite system sizes. By renormalization group (RG) arguments, they were able to determine how the coefficients of the various operators, comprising the entanglement action, scaled with the system size. Thus, at large but finite system sizes one would only need the most relevant terms to accurately reproduce the RSES.

Not all trial wave functions, however, are covered by the arguments of DRR. Many experimentally prominent filling fractions have been described very well by the composite fermion (CF) trial wave functions [36–37]. These wave functions cannot be expressed directly as conformal blocks, but instead can be expressed as appropriately symmetrized conformal blocks [38–39]. This symmetrization procedure means one cannot directly extend
the arguments of DRR to the CF wave functions. Generally speaking, the intricate structure of the trial wave functions considered by DRR has allowed the physics of such states to be well understood, whereas it is still not known if much of the same physics still applies to the CF wave functions [40].

There is comparatively little literature on RSES of CF wave functions. Rodriguez et al. [41] showed how to numerically calculate the RSES for CFs and Davenport et al. [42] suggested it could be modelled by the spectrum of a Hamiltonian of weakly interacting fermions. In the work of Davenport et al., the fermionic model was only shown to work over a subset of the RSES with a fixed number of particles in each subsystem. It is also not clear how the Davenport et al. model is connected with the previous works on the RSES, where one would expect the RSES to be described by an edge theory of the CF state, which would not be equivalent to a theory of weakly interacting fermions (i.e. the weakly interacting fermion theory would correspond with an integer quantum Hall edge). Further, using the methods described in Refs. [43, 44], Cano et al. [45] showed what form the RSES should take in the thermodynamic limit for all chiral abelian quantum Hall states, of which the composite fermion states are an example, by applying the cut and glue method and directly modelling the interactions between the edges. However, it is not obvious from their approach what form the finite size corrections take, nor has their result been numerically validated yet.

In the current paper we argue, and numerically substantiate, that starting from the QKL cut and glue approach and applying boundary CFT techniques similar to DRR, the RSES of composite fermion wave functions can be understood as the spectrum of an entanglement action operator that is a sum of integrals along the real-space cut of local operators belonging to a CFT on the real-space cut. The CFT in question, by assumption, is the same as that which can describe the minimal edge of the corresponding CF state. In short, we wish to argue that the DRR scaling property holds for the CF wave functions.

In Sec. II, we argue that the DRR scaling property holds for the RSES of chiral abelian quantum Hall states, starting from the QKL cut and glue approach. Much of the discussion of Sec. II will have a large overlap with the work of DRR and QKL. However, the methods of both of these references need to be combined to argue the existence of the scaling property. Then in Sec. II, we use the result of Sec. II to develop an analytic model of the RSES entanglement spectrum of the bosonic $\nu = 2/3$ composite fermion wave function on the sphere with real-space cut along the equator. We expand this model order by order in the inverse system size and consider truncating the expansion either at the lowest nontrivial order or next the lowest order. Finally, in Sec. IV we present two numerical tests of these models: one showing that the models can be fitted well to the numerically calculated RSES, over multiple sectors with varying number of particles in each subsystem, and another demonstrating that the parameters of the models scale with the system size as predicted by the renormalization group arguments of Sec. II.

II. ENTANGLEMENT SPECTRUM AS A SURFACE CRITICAL PROBLEM

We now wish to argue that the DRR scaling property holds for the RSES of CF wave functions. The argument we present here covers the chiral abelian states, which includes the principal Jain sequence, and can be generalised to many other quantum Hall states.

This argument is summarised as follows. First, we review the cut and glue approach, which then allows us to state our starting assumption. In short, this assumption is that the RSES can be understood as the ES between coupled chiral and anti-chiral quantum Hall edges in their ground state. We will assume that the edges are minimal (i.e., not reconstructed, for example) and we will outline the structure of such edge theories. To compute the reduced density matrix of either edge, one must first understand the structure of overlaps with the edge ground-state. We demonstrate that the problem of computing overlaps with the edge ground state can be converted to a problem of computing the correlators of a CFT on the semi-infinite cylinder with a local boundary perturbation. The CFT is that which describes the two uncoupled edges and the boundary perturbation encodes all information related to the ground state of the coupled edges. As we will be interested in overlaps that correspond to modes of the correlators with wave lengths comparable to the circumference of the cylinder, we then analyze the case of a large real-space cut through renormalization group (RG) arguments (for a discussion of RG in the presence of boundaries we refer the reader to chapter 7 of Ref. [40]). Loosely speaking, as we increase the real-space cut length the effective boundary perturbation changes according to an RG transformation, where it will flow to some fixed point boundary condition, which will be detailed later. Hence, for large real space cuts the boundary perturbation is equivalent to this fixed point boundary condition with irrelevant perturbations. From our understanding of these overlaps we then simply compute the reduced density matrix of one of the edges. The final result being that the reduced density matrix takes the form $\rho = e^{-S_{ES}}$. $S_{ES}$ is expressed in radial quantisation as, $S_{ES} = \sum_i \frac{\alpha_i}{L^{\frac{1}{\nu}}} \int \frac{dz}{2\pi} z^{2\nu-1} \phi_i(z)$, where $\phi_i(z)$ are a complete set of operators for our single edge, $h_i$ are the corresponding scaling dimensions, $L$ is the real space cut length and $\alpha_i$ are numerical constants to be determined. We can then see that for large $L$ we only need to keep terms with a low scaling dimension to model the RSES.

The boundary CFT methods we use are identical to those used by DRR and are now common in the boundary CFT literature as a way of classifying the massive
infra-red fixed points of two dimensional field theories \cite{47,49}, and have been used to study entanglement in CFTs and Chern-Simon’s theories \cite{50,51}. Our novel contribution is to combine these methods with the QKL cut and glue approach and to identify the appropriate boundary conditions for the case of the CF states.

QKL also use certain boundary CFT techniques and the methods of Calabrese and Cardy \cite{52,53} to obtain an expression for the reduced density matrix in the large real-space cut limit. However, here will not apply the methods of Calabrese and Cardy, as they do not allow us to understand the finite size corrections and it is not clear how they should be applied in the presence of multiple edge modes.

Before moving on the reader should note two caveats. First, in applying the cut and glue method to composite fermion states we have implicitly assumed that each CF wave function is the exact ground state of some reasonably physical gapped Hamiltonian, often known as a parent Hamiltonian. One can always construct a local Hamiltonian for which a given wave function is the ground state, however there is no guarantee in general that it is gapped \cite{54,57}. Finally, the application of the cut and glue method only models the ES below the entanglement gap, \cite{6,9,11} i.e., for a range of low entanglement energies as we shall discuss in a moment.

A. Cut and glue approach

The central idea behind the cut and glue approach is that if the ground state only has short range correlations, then under a spatial bipartition the most entangled states must be the edge states of our two spatial regions. Here we shall give a precise statement of this that will allow us to model the RSES of chiral abelian quantum Hall states.

Consider a system in a fractional quantum Hall ground state and a spatial bipartition into two regions A and B. We can express the ground state, $|G\rangle$, as a Schmidt decomposition, $|G\rangle = \sum_{i} e^{-\xi_i/2} |i_A\rangle \otimes |i_B\rangle$, where $\xi_i$ are real numbers, and $\{|i_A\rangle\}$ and $\{|i_B\rangle\}$ form orthonormal bases for subsystems A and B respectively. From the definition given in the introduction, we see that the set $\{|\xi_i\rangle\}$ is the real space entanglement spectrum. Several works have pointed out that there is a gap in the entanglement spectrum \cite{6,9,11}. Let $\Xi$ be the set of indices, $i$, such that $|\xi_i\rangle$ is below the entanglement gap. We will assume that for $i \in \Xi$, $|i_A\rangle$ and $|i_B\rangle$ are edge states of the A and B systems respectively, i.e., these kets do not have excitations deep in the bulk. We will further assume that $|G_{\text{edge}}\rangle = \sum_{i \in \Xi} e^{-\xi_i/2} |i_A\rangle \otimes |i_B\rangle$ is the ground state of some “physical” gapped Hamiltonian only involving edges of the A and B subsystems, $H_{\text{edge}}$.

One can give an intuitively physical, but by no means rigorous, justification for this. Write the Hamiltonian of the system as $H = H_A + H_B + H_{AB}$, where $H_A$ and $H_B$ are the Hamiltonians for subsystems A and B respectively, and $H_{AB}$ is the interaction between them. If we turn off this interaction then one would expect at low energies the Hilbert space “looks” like $(H_{\text{A, bulk}} \otimes H_{\text{A, edge}}) \otimes (H_{\text{B, bulk}} \otimes H_{\text{B, edge}})$. Further, one would also expect that at low energies of the full Hamiltonian $H$ we are still at low energies in the non-interacting Hamiltonian, $H_A + H_B$. Thus, we write $H = H_{\text{edge}} + H_{\text{A,bulk}} + H_{\text{B,bulk}} + \Delta H$, where $H_{\text{edge}}$ only involves the edge degrees of freedom (including the interactions between the edges), $H_{\text{A,bulk}}$ and $H_{\text{B,bulk}}$ are the Hamiltonians of the bulks of A and B respectively, and $\Delta H$ includes the bulk-edge interaction, both between A and B and within either system, and the bulk-bulk interactions between the A and B systems. Even for the long range coulomb interaction, one would expect the energy scale for $H_{\text{edge}} + H_{\text{A,bulk}} + H_{\text{B,bulk}}$ to be larger than the energy scale for $\Delta H$. Thus, we expect $\Delta H$ can be considered a perturbation of $H_{\text{edge}} + H_{\text{A,bulk}} + H_{\text{B,bulk}}$. Further, the ground state of $H_{\text{edge}} + H_{\text{A,bulk}} + H_{\text{B,bulk}}$ is such that both the A and B are in their individual ground states and the coupled edges are in the ground state of $H_{\text{edge}}$. This would then imply the assumption given in the previous paragraph.

As given here, this assumption is stronger than that given by QKL. There is now at least some numerical evidence that one can make such an assertion \cite{17,18}. The main point is that this approach reduces the problem to finding the entanglement spectrum between the edges of A and B in $|G_{\text{edge}}\rangle$.

B. Minimal edges of chiral abelian quantum Hall phases

Before going on to understand the entanglement structure of $|G_{\text{edge}}\rangle$, we must first detail the edge theory of these chiral abelian phases. In the following, we will assume that the required edge theory to describe the edges of A and B is that of a minimal edge. The Hamiltonian of our two interacting edges can be written, $H_{\text{edge}} = H_0 + \text{perturbations}$, where $H_0$ has full conformal symmetry and does not contain any interactions between the edges. The perturbations include all interactions between the A and B edges and any other terms involving only one edge that also break conformal symmetry. We shall now detail the structure of the edge A under $H_0$, where the structure of the edge of B is simply the anti-chiral copy. Here we shall only detail the aspects of the edge required for the following work. For fuller accounts on quantum Hall edges we refer the reader to Refs. \cite{58,61} and for general discussion of conformal field theories see Refs. \cite{62,64}.

In the case of an Abelian quantum Hall phase, which is all we shall consider in this work, the (conformal) edge theory of A in general will contain $p$ free chiral boson fields, denoted by $\varphi^{(i)}(x)$. Under the hierarchy construction, $p$ is simply the level of the hierarchy to which this state belongs. Furthermore, the boson fields are compactified, such
that the vector of $U(1)$ charges of the fields, $a = (U(1) \text{ charge of } \varphi^{(1)}, U(1) \text{ charge of } \varphi^{(2)}, \ldots)$, must belong to some integer lattice, $\Gamma$. We then define for any $a \in \Gamma$, a corresponding vertex operator $V_a(x) = e^{i \sum_j a_j \varphi_j(x)}$. All such vertex operators create an integer multiple of electron charge charge at the edge; their exists a charge vector $t$ which belongs to the dual lattice, $t \in \Gamma^*$, such that $t \cdot a$ is the amount of electron charge created by $V_a(x)$. We can Fourier expand the vertex operators $V_a(x) = (2\pi/L)^{h_a} \sum_{m \in \mathbb{Z}} e^{-ih_a \pi m} V_{a,m}$, where $h_a$ is the scaling dimension of this operator and $L$ is the length of the real-space cut. Further, it can be shown that $(V_{a,m})^\dagger = V_{-a,-m}$.

Denote a particular basis of $\Gamma$ by $e^i$. Through repeated operator product expansions between the set of vertex operators, $V_{e^i_1} V_{e^i_2} \ldots V_{e^i_p}$, one can generate all local operators of the theory (see Appendix B for details). Consequently, the Hilbert space of this edge theory forms an irreducible representation of the chiral algebra, $A$, generated by repeated operator product expansions between $V_{e^i_1} V_{e^i_2} \ldots V_{e^i_p}$ (where we use the term “chiral algebra” as defined in Ref. [67]). Or in other words, all edge states can be generated by applying the modes of these vertex operators on the vacuum state, $|0\rangle$.

For any local operator of the $A$ edge, $O(x)$, we will denote the corresponding anti-chiral version on the $B$ edge by $\overline{O}(x)$. An important point, that will be used later, is that if $V_a(x)$ creates some $q$ amount of a particular $U(1)$ charge on the $A$ edge, then $\overline{V}_a(x)$ will create some $-q$ of the same $U(1)$ charge on the $B$ edge. In other words, if $V_a(x)$ creates a particular excitation on the $A$ edge then $\overline{V}_{-a}(x)$ will create the same excitation on the $B$ edge. This follows from the fact that the anti-chiral version of the $A$ edge is also the time reversed version.

C. Overlaps with the edge ground state

In Sec. [11A] we discussed how the problem of computing the RSES can be converted to that of computing the ES between the edges of $A$ and $B$ in $|G_{\text{edge}}\rangle$. We can understand this ES by first understanding the structure of overlaps with the edge ground state of the form, $\langle a | \overline{b} | G_{\text{edge}} \rangle$, where $|a\rangle$ and $|\overline{b}\rangle$ are edge states of $A$ and $B$ respectively.

As all states in this two edge system can be generated by modes of the various local fields, determining the above overlap is equivalent to the computation of correlators of the form, $\langle 0 | \varphi_1(x_1, \tau_1) \varphi_2(x_2, \tau_2) \ldots | G_{\text{edge}} \rangle$, where $\varphi_j(x_j, \tau_j)$ is a local operator evolving in imaginary time, $\tau$, by $H_0$, $\tau_1 > \tau_2 > \ldots > 0$, and $|0\rangle$ is the vacuum of $H_0$. Furthermore, as we can write $|G_{\text{edge}} \rangle = \lim_{\tau \to \infty} e^{-\tau H_{\text{edge}}} |0\rangle / \langle G_{\text{edge}} | 0 \rangle$, this is equivalent to computing correlators of fields, at $\tau > 0$, in a Euclidean quantum field theory, which is a CFT evolving according to $H_0$ for $\tau > 0$ and for $\tau \leq 0$ is a perturbed CFT evolving according to $H_{\text{edge}}$.

As any excitations along the real-space cut must be gapped, $H_{\text{edge}}$ must be gapped. Thus, for $\tau < 0$ we have short ranged correlations, with a correlation length related to the energy gap. Hence, if we “integrate out” the degrees of freedom for $\tau < 0$ we will be left with a CFT on a semi-infinite cylinder with a local boundary perturbation at the boundary, $\tau = 0$. In full, this means the action takes the form $S = SCFT + S_b$, where $S_b$ is local to the boundary and takes the form, $S_b = \sum_i \lambda_i \int_0^\infty dx \varphi_i(x)$, with $\varphi_i(x)$ being local boundary operators and $\lambda_i$ being numerical coefficients that do not depend on the real-space cut length $L$ (when the real-space cut length is large compared to the correlation length).

In what follows we shall only be interested in overlaps which correspond to modes of the correlators with wavelength comparable to $L$. Thus, we can use an RG procedure to compare the overlaps for two different real-space cut lengths. For now let us concentrate on real space cut lengths larger than some $L'$, $L > L'$. We can then take a particular real-space cut and perform standard RG until the circumference of the semi-infinite cylinder is $L'$. Under this RG the bulk action $SCFT$ will be invariant, but $S_b$ will change. Thus, we can compare two real-space cuts by comparing the resulting $S_b$'s after this RG procedure. Let $S_b(L)$ denote the resulting boundary action after this procedure.

For a large $L$, $S_b(L)$ will be very close to some fixed point which will enforce some fixed point boundary condition. This boundary condition can be understood as a boundary state $|G_\beta\rangle$, where the correlators with this boundary condition are computed as $\langle 0 | \varphi_1(x_1, \tau_1) \varphi_2(x_2, \tau_2) \ldots | G_\beta \rangle$. One can think of $|G_\beta\rangle$ as the RG fixed point of $|G_{\text{edge}}\rangle$. We now wish to determine $|G_\beta\rangle$.

Vertex operators create excitations on the edge which correspond to some bulk excitation that has been moved to the edge. Hence, a natural fixed point boundary condition that one would expect is that when we make a particular excitation on the $A$ edge this should be equivalent to making the corresponding excitation on the $B$ edge, as the two edges are not spatially separated. This then gives $V_{\epsilon^i}(x) |G_\beta\rangle = \overline{V}_{-\epsilon^i}(x) |G_\beta\rangle$. Written in terms of modes this gives,

$$\langle V_{\epsilon^i_n} - \overline{V}_{-\epsilon^i, -n} | G_\beta \rangle = 0$$  \hspace{1cm} (1)

This boundary condition is in fact the generalised form found by DRR. However, as we have applied the cut and glue approach, this boundary condition now has a physical interpretation. One can show by Schur’s lemma that $|G_\beta\rangle$ is completely determined by Equation [4] up to a multiplication by a complex number (see Appendix E). Furthermore, $|G_\beta\rangle$ has the property that, with a particular normalisation, $\langle a | \overline{b} | G_\beta \rangle = \langle a | b \rangle$. In the language of boundary CFT, $|G_\beta\rangle$ is an Ishibashi state [52, 53]. One should also note that by using this boundary condition we have implicitly assumed that $H_{\text{edge}}$ allows all quasiparticles, labelled by some vector in $\Gamma$, to tunnel across the real-space cut. Not allowing all such tunnelings would...
lead to $|G_{\text{edge}}\rangle$ having a structure calculated and detailed by Cano et al. [45], which leads to a ground state that cannot satisfy this boundary condition in the large real-space cut limit.

Next, for a large but finite $L$ we must have that $S_b(L)$ will be the fixed point action plus irrelevant perturbations. Thus, our correlators take the form $(|0\rangle \phi_1(x_1, \tau_1) \phi_2(x_2, \tau_2) \ldots e^{-\delta S_b(L)} |G_\alpha\rangle)$, where $\delta S_b(L)$ must be composed of irrelevant boundary perturbations. Eq. (4) indicates that all boundary operators correspond to local operators of the $A$ edge. Thus, $\delta S_b(L)$ must take the form,

$$\delta S_b(L) = \sum_i \frac{\beta_i}{L_{n-1}} \int dx' \phi_i(x')$$

where $\phi_i(x')$ are local operators of the $A$ edge with corresponding scaling dimension $\beta_i$ and $\alpha_i$ are numerical constants. The $L$ dependence of each term follows directly from the RG procedure that defines $S_b(L)$. As $\delta S_b(L)$ is an irrelevant perturbation, we must require that only operators with $\beta_i > 1$ appear. We use a prime on the $x$ coordinate as a reminder that this integral should be along the edge of the semi-infinite cylinder with circumference $L'$, as $S_b(L)$ is the boundary perturbation after the RG procedure.

Finally, we thus have that so long as $\langle a | \overline{b} | G_{\text{edge}} \rangle$ corresponds to long wavelengths of a correlator we have,

$$\langle a | \overline{b} | G_{\text{edge}} \rangle = \langle a | \overline{b} e^{-\delta S_b(L)} | G_\alpha \rangle = \langle \alpha | e^{-\delta S_b(L)} | \overline{b} | G_\alpha \rangle = \langle \alpha | e^{-\delta S_b(L)} | b \rangle$$

where in going from the first to the second line we have used the fact $\delta S_b(L)$ is composed entirely of operators of the $A$ edge. Thus, we have found that overlaps with the ground state are encoded in a local boundary perturbation $\delta S_b(L)$.

D. Entanglement spectrum

Now we have determined the form of overlaps with the ground-state it is a rather simple matter to compute the reduced density matrix of $A$ and thus the ES. First, let $\{i\}$ be an orthonormal basis for $A$ and let $\{i\}$ be the corresponding basis of $B$. The reduced density matrix is simply given by,

$$\rho_A = \text{Tr}_B [ | G_{\text{edge}} \rangle \langle G_{\text{edge}} | ] = \text{Tr}_B \left( \sum_{ijkl} \langle i | e^{-\delta S_b(L)} | j \rangle \langle k | e^{-\delta S_b(L)} | l \rangle \right)$$

$$= e^{-\delta S_b(L)} e^{-\delta S_b(L)}$$

We then define the entanglement action, $S_{ES}$ by $e^{-S_{ES}} = e^{-\delta S_b(L)} e^{-\delta S_b(L)}$. As pointed out by DRR, we can use the Baker-Campbell-Hausdorff formula to express $S_{ES}$ as an expansion in commutators involving $\delta S_b(L)$ and $\delta S_b(L)$. The key point is that the commutator of two operators that are integrals of local operators, must itself be the integral of a local operator. We are thus led to the conclusion that the reduced density matrix of $A$ takes the form,

$$\rho_A = e^{-S_{ES}}$$

$$S_{ES} = \sum_i \frac{\alpha_i}{L_{n-1}} \int dx' \phi_i(x')$$

where, once again, $\phi_i(x')$ are local operators of the $A$ edge with corresponding scaling dimension $\beta_i$ and $\alpha_i$ are numerical constants. The fact that $\delta S_b(L)$ has only operators with $\beta_i > 1$ implies that $S_{ES}$ must only contain terms with $\beta_i > 1$. Thus, we can interpret $S_{ES}$ as an irrelevant boundary perturbation (in the RG sense). The fact that the reduced density matrix is Hermitian also implies that $S_{ES}$ is Hermitian ($S_{ES}^\dagger = S_{ES}$).

III. MODELING THE RSES OF THE BOSONIC $\nu = 2/3$ COMPOSITE FERMION WAVE FUNCTION

We will now demonstrate how the general result of Sec. II can be applied to understand the RSES of the bosonic $\nu = 2/3$ Jain state. We choose to study this particular Jain state because it is potentially the simplest non-Laughlin state we can examine, both numerically and analytically. Specifically, we will develop a model for the RSES when this wave function is put on a sphere with $N$ particles and the real-space cut is along the equator. Firstly, the edge structure of this $\nu = 2/3$ state will be detailed, along with how certain observables, such angular momentum, are related to it. Then, a model is developed by arguing what edge operators should and should not appear in $S_{ES}$. The relation between our model and that proposed by Davenport et al. [42] will also briefly be discussed. We will then present a numerical test of this model in Sec. IV.

A. Edge structure of the $\nu = 2/3$ state

It can be shown that the effective bulk Chern-Simons theory that one expects for a given CF state is equivalent to the effective bulk theory of the hierarchy state at the same filling fraction [70, 71]. Hence, the minimal edge theory of a given CF state should be the same as that for the corresponding hierarchy state.

The bosonic $\nu = 2/3$ hierarchy state can be thought of as a $\nu = 1/2$ droplet with a $\nu = 1/6$ droplet of quasiparticles. Following Wen [58], the edge theory can then be constructed as a $\nu = 1/2$ edge, described by a chiral boson field $\varphi^{(1)}$, combined with a $\nu = 1/6$ edge described
by another chiral boson field $\tilde{\varphi}^{(2)}$. Following a Wick rotation and a mapping to the complex plane $z = e^{\frac{i}{2\pi}(\tau + i\sigma)}$, the boson fields have the mode expansions,

$$
\varphi^{(j)} = \tilde{\varphi}^{(j)} + i\tilde{a}_{0}^{(j)} \ln z + i \sum_{n \neq 0} \frac{1}{n} \tilde{a}_{n}^{(j)} z^{-n}
$$

(6)

where,

$$
[\tilde{a}_{n}^{(i)}, \tilde{a}_{m}^{(j)}] = n\delta_{n+m,0}\delta_{ij} \quad [\tilde{\varphi}^{(j)}, \tilde{a}_{0}^{(k)}] = i\delta_{jk}
$$

(7)

and all other commutation relations are trivial. Further, the $a_{0}^{(i)}$ operators measure the $U(1)$ charge of their corresponding boson field.

The charge density operators, are $J^{(1)}(z) = i\frac{1}{2\pi\sqrt{2}} \partial\varphi^{(1)}$ and $J^{(2)}(z) = i\frac{1}{2\pi\sqrt{6}} \partial\varphi^{(2)}$ for the $\nu = 1/2$ and $\nu = 1/6$ edges respectively, where the charge is measured in units such that the underlying boson particles have charge one. Either edge can support excitations that have charge 1/2. Given that the total charge of the combined edges must be an integer, the lattice, $\Gamma$, indicates there are two emergent conserved pseudo-energy in hemisphere $A$. Such a state will have $N/2$ particles in $A$. If we let $\Delta N_A$ be the change in the number of particles in $A$ from this minimum state, then this choice of vacuum means that the $U(1)$ charge of $\varphi^{(1)}$ is given by $-\sqrt{\frac{3}{2}}\Delta N_A$. In general, this vacuum state does not correspond to the lowest angular momentum eigenstate of the reduced density matrix of $A$ in the $N_A = N/2$ sector. If we wish to compare this model to the numerically calculated RSES we need to understand how this effective theory behaves near this lowest angular momentum state. In what follows we shall first discuss what form $S_{ES}$ takes for the minimum pseudo-energy vacuum choice and then we shall detail how this can be transformed to give an effective description around the lowest angular momentum state.

The local operators that can appear in $S_{ES}$ can be labelled by two tuples of positive integers, $k^{(1)}$ and $k^{(2)}$ with $k^{(i)} = (k_{1}^{(i)}, k_{2}^{(i)}, \ldots, k_{n}^{(i)})$, where the corresponding operator is given by,

$$
\phi_{(k^{(1)},k^{(2)})}(z) = \prod_{r=1}^{p_{1}} i\tilde{a}_{k_{r}^{(1)}}^{(1)} \varphi^{(1)}(z) \prod_{s=1}^{p_{2}} i\tilde{a}_{k_{s}^{(2)}}^{(2)} \varphi^{(2)}(z) : \quad (10)
$$

Where : $\ast$ : indicates normal ordering. One might also worry about vertex terms, $e^{ia\varphi^{(1)}}ib\varphi^{(2)}$. Vertex terms in $\varphi^{(1)}$ are strictly forbidden, as $S_{ES}$ must conserve the electromagnetic charge. Further, there is reason to believe that vertex operators involving $\varphi^{(2)}$ should not appear in $S_{ES}$. Firstly, by directly modeling the interactions between the two edges, Cano et al. predicted an $S_{ES}$ that does not include vertex terms (at leading order) [45]. Secondly, the Wen-Zee effective Chern-Simons theory indicates there are two emergent conserved $U(1)$ currents at very low energy and long length scales [72]. The $U(1)$ charges of our two edge modes are supposed to correspond with the charges of these currents. Thus, if these two $U(1)$ charges are separately conserved, then $S_{ES}$ should conserve both $U(1)$ charges of our edge modes. Hence, we do not expect vertex terms to appear and we will assume this to be the case at least to the orders in $1/\sqrt{N}$ that we are considering [23].

The scaling dimension of each operator is simply given by $h_{(k^{(1)},k^{(2)})} = \sum_{r=1}^{p_{1}} k_{r}^{(1)} + \sum_{s=1}^{p_{2}} k_{s}^{(2)}$. Once again, the condition that $S_{ES}$ is an irrelevant boundary perturba-

---

B. The entanglement action

We can now apply the result of Sec. III to the specific case of $\nu = 2/3$ in the spherical geometry with the real-space cut along the equator, with $N$ total particles in the ground state. For the remainder of this paper we will use $N_A$ to denote the number of particles in subsystem $A$ (as is now a somewhat standard notation). In order to use our effective description we must specify what state of $A$ does our edge vacuum corresponds to, which is equivalent to specifying $Q^{(1)}$ and $Q^{(2)}$. For the results of Sec. III to apply we must pick the vacuum state such that it corresponds to the state with minimum entanglement pseudo-energy in hemisphere $A$. Such a state will have $N/2$ particles in $A$. We will let $\Delta N_A$ be the change in the number of particles in $A$ from this minimum state, then this choice of vacuum means that the $U(1)$ charge of $\varphi^{(1)}$ is given by $-\sqrt{\frac{3}{2}}\Delta N_A$. In general, this vacuum state does not correspond to the lowest angular momentum eigenstate of the reduced density matrix of $A$ in the $N_A = N/2$ sector. If we wish to compare this model to the numerically calculated RSES we need to understand how this effective theory behaves near this lowest angular momentum state. In what follows we shall first discuss what form $S_{ES}$ takes for the minimum pseudo-energy vacuum choice and then we shall detail how this can be transformed to give an effective description around the lowest angular momentum state.
tions means that only operators with $h_{(k^{(1)},k^{(2)})} > 1$ can appear.  
Noting that with the real-space cut on the equator $L \propto \sqrt{N}$, we can express $S_{ES}$ in radial quantisation coordinates, $z = e^{\frac{2\pi}{N}(r+ix)}$, as,

$$S_{ES} = \sum_{j} \frac{K_{j}}{\sqrt{N}} z^{j-1} \int \frac{dz}{2\pi i} z^{j-1} \phi_{j}(z)$$  \hspace{1cm} (11)$$

where $j$ is a shorthand notation for $(k^{(1)}, k^{(2)})$ and $K_{j}$ are numerical constants. Note that the operators that result from integrating these local operators, $\phi_{j}(z)$, are not linearly independent [7]. For example, through integration by parts we have $\frac{d}{dz} : \partial^{2}\varphi^{(2)}(z) := - \int dz : \partial \varphi^{(2)}(z) :$. Hence, if we pick a particular basis of operators the coefficient of each term will generically not just scale as $1/\sqrt{N}^{j-1}$, but will be a sum of different powers: $1/\sqrt{N}^{j-1} + a/\sqrt{N}^{j} + b/\sqrt{N}^{j+1} + \ldots$. 

One can see from Eq. 11 that for very large system sizes we can approximate $S_{ES}$ with an action that only contains terms with scaling dimensions below some small integer, and hence a finite number of terms. Our intention is to test this local entanglement action to as high an order as possible.

Generally, at scaling dimension $n$ the number of possible operators (when not considering linear independence after integration) is $\sum_{l=0}^{n} \binom{n}{l} \times \binom{n}{l}$, which grows very quickly with $n$. To test any truncated entanglement action can then involve many free parameters, which can then become unpractical very quickly at higher order. This is why we have decided to test the entanglement action in the case of the real-space cut being the equator of a sphere, as this introduces a symmetry that can cut down the number of possible operators. In Appendix A we briefly consider the case where the cut is not along the equator. On the sphere with a cut along the equator, the system is symmetric under exchange of the two hemispheres, $A$ and $B$. This symmetry between $A$ and $B$ implies that the RSES must be invariant under $\Delta N_{A} \rightarrow -\Delta N_{A}$. It is not obvious how this symmetry is manifest in our effective description. In Appendix A we argue, although not entirely rigorously, that this transformation in the effective description is given by, $i\partial \varphi^{(1)} \rightarrow -i\partial \varphi^{(1)}$ and $i\partial \varphi^{(2)} \rightarrow i\partial \varphi^{(2)}$. At the very least the quality of the fit of our resulting model to the numerical RSESs in Sec. IV give some support to this not-entirely-rigorous argument. Furthermore, we give another numerical test of this symmetry in Appendix A. Assuming this symmetry gives a further restriction on the allowed operators in that $k^{(1)}$ must have an even number of components (i.e. $p_{1}$ must be even). This then cuts down the number of possible of operators, which will allow us to test for the local entanglement action in a practical manner.

We shall now present two approximations of $S_{ES}$: one with terms only at scaling dimension 2, $S_{ES}^{(2)}$, and one with terms at scaling dimension 3 and lower $S_{ES}^{(3)}$.

At scaling dimension 2 the allowed operators are, $:(i\partial \varphi^{(1)})^{2} :, (i\partial \varphi^{(2)})^{2} :$ and $:i\partial^{2} \varphi^{(2)} :$. Hence, $S_{ES}^{(2)}$ will take the form,

$$S_{ES}^{(2)} = \oint dz \frac{dz}{2\pi i} \int \frac{dz}{2\pi i} z^{j-1} \phi_{j}(z)$$

$$= \alpha : i\partial^{2} \varphi^{(2)} : + \beta : (i\partial \varphi^{(1)})^{2} : + \frac{\gamma}{2} : (i\partial \varphi^{(2)})^{2} :$$  \hspace{1cm} (12)$$

where $\alpha$, $\beta$ and $\gamma$ are numerical coefficients that depend on $N$. All three terms can be generated through integration by parts from terms of higher scaling dimension and hence the $N$ dependence of each coefficient should take the form $\frac{a}{N} + \frac{b}{N^{n}} + \ldots$.

At scaling dimension 3 the allowed operators, that are not related to any at scaling dimension 2 by integration by parts, are $:(i\partial \varphi^{(2)})^{3} :$ and $:(i\partial \varphi^{(2)})(i\partial \varphi^{(1)})^{2} :$. We then have $S_{ES}^{(3)}$ taking the form,

$$S_{ES}^{(3)} = \alpha : (i\partial \varphi^{(1)})^{3} :$$

$$+ \epsilon : (i\partial \varphi^{(2)})(i\partial \varphi^{(1)})^{2} :$$  \hspace{1cm} (13)$$

Both these terms can also be generated through integration by parts of higher scaling dimension operators. Thus, the $N$ dependence of $\delta$ and $\epsilon$ will take the form $\frac{a}{N} + \frac{b}{N^{n}} + \ldots$.

As mentioned at the start of this section, when we test these approximate entanglement actions we are limited to comparing to the numerically calculated spectrum at angular momenta near the lowest possible for a particular $\Delta N_{A}$ sector. In Appendix B we show that, in the $\Delta N_{A} = 0$ sector, the lowest angular momentum state and the state with lowest entanglement pseudo-energy differ in an angular momentum by $O(N)$ (in big O notation). In our effective description this lowest angular momentum state, $|0\rangle$, must correspond to a state which is just some $U(1)$ charge of the neutral mode added to the vacuum, $|0\rangle = e^{i\kappa \bar{\varphi}(2)} |0\rangle$ for some $\kappa$. As the angular momentum depends on the charge of the neutral mode quadratically, we have that $\kappa = O(\sqrt{N})$.

We then define a new neutral mode with a shifted $U(1)$ charge, $i\partial \bar{\varphi}^{(1)}(z) \equiv i\partial \bar{\varphi}^{(1)}(z) - \frac{\pi}{2}$. The lowest angular momentum state, $|0\rangle$, will be the vacuum of these shifted fields. We can rewrite $S_{ES}$ in terms of this new neutral mode, which will merely “reshuffle” the various terms. For example, $z : (i\partial \varphi^{(2)})^{2} : = z : (i\partial \bar{\varphi}^{(2)})^{2} : - 2\kappa i\partial \bar{\varphi}^{(2)} + \frac{\kappa^{2}}{2}$. In terms of the shifted neutral mode the approximate entanglement actions will take the form,

$$\hat{S}_{ES}^{(2)} = \oint dz \frac{dz}{2\pi i} \hat{\alpha} : i\partial \bar{\varphi}^{(2)} :$$

$$+ z \left[ \frac{\hat{\beta}}{2} : (i\partial \bar{\varphi}^{(1)})^{2} : + \frac{\hat{\gamma}}{2} : (i\partial \bar{\varphi}^{(2)})^{2} : \right]$$  \hspace{1cm} (14)$$
and
\[
S_{ES}^{[3]} = S_{ES}^{[2]} + \oint \frac{dz}{2\pi i} z^2 \left[ \delta : (i\partial \varphi^{(2)})^3 : \right] + \epsilon : (i\partial \varphi^{(2)})(i\partial \varphi^{(1)})^2 : \tag{15}
\]

where we have now integrated the z : \(i\partial^2 \varphi^{(2)}\) : term by parts to give : \(i\partial \varphi^{(2)} : \). Note the coefficients \(\alpha, \beta, \gamma, \delta\) and \(\epsilon\) will be different from \(\alpha, \beta, \gamma, \delta\) and \(\epsilon\), not just by reshuffling terms already present in \(S_{ES}^{[2]}\) and \(S_{ES}^{[3]}\), but also by the reshuffling of higher order terms in the full entanglement action, \(S_{ES}\). The \(N\) dependence of \(\beta, \gamma, \delta\) and \(\epsilon\) will take the same form as before. However, the \(N\) dependence of \(\hat{a}\) now takes the form: constant + \(\frac{a}{\sqrt{N}}\) + \(\frac{b}{N}\) + \ldots. The constant comes from the fact that \(z : (i\partial \varphi^{(2)})^2 := z : (i\partial \varphi^{(2)})^2 = 2\kappa i\partial \varphi^{(2)} + \frac{\kappa^2}{z}\) and \(\kappa = O(\sqrt{N})\).

Eqs. [14 and 15] define the two models we shall test against the numerically calculated RSES, where the parameters of each model cannot easily be calculated from the microscopic wave function and instead must be determined through a fitting procedure. In Appendix [C] we show that this model, based on an entanglement action, reproduces the expected entanglement entropy for this quasi-Hall state, which some readers may find useful.

In the case of the \(S_{ES}^{[2]}\) model, for a fixed \(N\) the entanglement levels can be labelled by an integer \(n \in \mathbb{Z}\) and two partitions \(\lambda^{(1)}\) and \(\lambda^{(2)}\), with numerical value \(\Delta \xi_{n,\lambda^{(1)},\lambda^{(2)}} = \sqrt{2m + \beta|\lambda^{(1)}| + \gamma|\lambda^{(2)}|}\) + constant, where \(|\lambda^{(i)}| = \sum_{m \in \lambda^{(i)}} m\). For this fixed \(N\) one can see that this spectrum is equivalent to the spectrum of the fermion Hamiltonian, \(H = \sum_{m} [\beta m + \alpha/\sqrt{2} c_{m,1}^\dagger c_{m,1} + (\gamma m - \alpha/\sqrt{2}) c_{m,2}^\dagger c_{m,2}]\) with a fixed number of fermions, where \(c_{m,1}\) and \(c_{m,2}\) are fermionic creation and annihilation operators respectively. Hence, for a fixed \(N\) the model presented here and the model proposed by Davenport et al. [12] are equivalent. However, the two models cannot be equivalent over multiple \(N\) sectors of the RSES (as mentioned in the introduction).

IV. NUMERICAL TESTS

We now present two numerical tests for our effective model of the bosonic \(\nu = 2/3\) composite fermion wave function on the sphere with the real-space cut on the equator. The first test demonstrates how well the effective description can be fit to the numerically computed RSES, over multiple \(N\) sectors. We then test how the fitted model parameters vary with the system size.

A. Fitting the model

In all cases presented here, the RSES has been calculated numerically using the methods of Rodriguez et al. [11], where the projection to the lowest Landau level has been performed using the Jain-Kamila procedure [70] and inner products have been calculated using Monte-Carlo integration (see Appendix [C] for details). The parameters in the model entanglement actions, \(S_{ES}^{[2]}\) and \(S_{ES}^{[3]}\), are then fit using a least squares procedure, which is detailed in Appendix [D] along with the procedure used for error estimation. One subtlety that should be mentioned, is that the least squares fitting procedure used here cannot determine the sign of the parameters \(\hat{a}, \hat{b}\) and \(\hat{c}\), as simultaneously changing the sign of these parameters will produce the same spectrum. The sign of such parameters would have to be determined by some other means.

The resulting numerically calculated and fitted RSES for the case of \(N = 58\) bosons can be seen in Fig. 1, where the spectra are shown over the \(N_A = 29, 28, 27, 26\) sectors. One can see that the fitted low order entanglement action, \(S_{ES}^{[2]}\), is in good agreement with the numerically calculated spectrum over the \(N_A = 29, 28, 27\) sectors. There is an improvement by adding the higher order terms of \(S_{ES}^{[3]}\), where we can see some of the higher order level splitting being reproduced. One can also see that at higher angular momentum both effective models, \(S_{ES}^{[2]}\) and \(S_{ES}^{[3]}\), begin to break down. This is due to the presence of the higher order terms in the entanglement action whose coefficients are small, but have matrix elements which grow much faster, as momentum is increased, compared to the lower order terms included in both models. This also explains the observed deviation at \(N_A = 26\), as at scaling dimension 4 one would expect the \((\partial \varphi^{(1)})^4 :\text{term to be present which would give a}(a_{(1)})^4 \propto (\Delta N)^4\). This term is not present in either model and would lead to their suddenly large inaccuracy at larger \(\Delta N\).

B. Parameter scaling

To test how the parameters of each model vary with the system size, \(N\), we have repeated the procedure of Sec. [IV A] to estimate these parameters for a variety of system sizes between \(N = 38\) and \(N = 102\). One should keep in mind again that the sign of parameters \(\hat{a}, \hat{b}\) and \(\hat{c}\) cannot be determined by the fitting procedure used; we have thus taken the absolute value of any parameter values presented in this section. As discussed in Sec. [I], each parameter should vary with \(N\) as, \(a/\sqrt{N}^{b-1} + b/\sqrt{N} + c/\sqrt{N}^{b+1} + \ldots\), where \(b\) is the scaling dimension of the term in the entanglement action which this particular parameter is a coefficient of. We have then fitted the \(N\) dependence of each parameter to this functional form (whilst keeping \(b\) fixed to the expected value). For each
FIG. 1. Comparison between the numerically calculated RSES (blue-solid), using the methods of \[41\] (see Appendix C for details), and the models, $S^{(2)}_{ES}$ (Eq. 14) (yellow-dashed) and $S^{(3)}_{ES}$ (Eq. 15) (red-dotted), fitted using the procedure of Appendix D, in the case of $N = 58$ bosons on a sphere, in the $\nu = 2/3$ bosonic Jain wave function with real space cut on the equator over the (a) $N_A = 29$, (b) $N_A = 28$, (c) $N_A = 27$ and (d) $N_A = 26$ sectors. $\Delta L_A^z$ is the angular momentum relative to the lowest possible for the given $N_A$ sector and $\Delta \xi$ is the entanglement pseudo-energy relative the level at $N_A = 29$ and $\Delta L_A^z = 0$. Error bars have not been included, as they are very small and would not be easily visible on this plot.

The result of this test for the parameters of $S^{(2)}_{ES}$ can be seen in Fig. 2. One can see that all three parameters can be fit very well to their expected $N$ dependence. Furthermore, the linear regressions of $\ln \hat{\beta}$ and $\ln \hat{\gamma}$ vs. $\ln N$ both indicate $\hat{\beta} \sim N^{-0.59}$ and $\hat{\gamma} \sim N^{-0.56}$, which is
FIG. 2. The $N$ dependence of the fitted $\hat{\alpha}$, $\hat{\beta}$ and $\hat{\gamma}$ parameters, in the $S_{ES}^{(2)}$ model (Eq. [14]) of the $\nu = 2/3$ bosonic Jain wave function RSES. There is a sign ambiguity when fitting the parameter $\hat{\alpha}$, and hence we have only presented its absolute value (see Sec. [IVB]). The $N$ dependence of all three parameters can be fit to the expected functional form (blue line) (see discussion of Sec. [III]). The insets show the $\ln N$ dependence of $\ln \hat{\beta}$ and $\ln \hat{\gamma}$ with corresponding linear regressions (orange line), which indicate a leading order scaling close to $N^{-1/2}$ for both $\hat{\beta}$ and $\hat{\gamma}$. Error bars have been included, but in many cases are not visible due to some errors being very small. Our procedures for error estimation is given in Appendix [D].

close to the expected leading order scaling of $N^{-1/2}$. One should note that the presence of the higher order terms in $1/\sqrt{N}$ will cause the estimation of this leading order exponent to be slightly off and one can also visually see the presence of such terms from the curvature in the $\ln \hat{\gamma}$ plot.

Fig. 3 shows the result of this test for the parameters of $S_{ES}^{(3)}$, where we have not shown the results for $\hat{\alpha}$, $\hat{\beta}$ and $\hat{\gamma}$ here as these are nearly identical to those in the $S_{ES}^{(2)}$ case (as one would expect) and can be seen in Appendix [G]. The dependence of $\hat{\delta}$ of $N$ can be fit well to the functional form and the estimation of the leading order exponent gives $\hat{\delta} \sim N^{-0.90}$, which is close to the expected leading dependence, $N^{-1}$. It can be seen that $\hat{\epsilon}$ can be fit to it’s expected $N$ dependence. However, the estimation of the leading order exponent indicates that the fitted $\hat{\epsilon}$ will scale as $\sim N^{-3/2}$ at large system size, which is also evident in the small $N\hat{\epsilon}$-axis intercept of the fitted $N$ dependence. The scaling of $\hat{\epsilon}$ is still consistent with the predictions of Sec. [III]. We have that, through integration by parts, $-\oint_{\partial V} \Psi \cdot (i\partial \varphi) = \oint_{\partial V} \Psi \cdot (i\partial \varphi) = \oint_{\partial V} \Psi \cdot (i\partial \varphi)$. Hence, the $\hat{\epsilon}$ term can be generated by scaling dimension 4 terms. In general, $\hat{\epsilon}$ can then be expanded as $\hat{\epsilon} = a/N + b/N^{3/2} + \ldots$. If it is
the case that \( a = 0 \) then we would have \( \hat{c} \) would scale as \( \hat{c} \sim N^{-3/2} \).

V. CONCLUSION

We have studied the real-space entanglement spectrum (RSES) of composite fermion wave functions. Starting from the Qi-Katsura-Ludwig [30] cut and glue approach, we argued and numerically substantiated that the real-space entanglement spectrum of fully chiral abelian quantum Hall states is given by the spectrum of a local boundary perturbation of a \((1 + 1)d\) conformal field theory (CFT), which describes an effective edge dynamics along the real-space cut. The CFT was assumed to be that which describes the minimal edge of the corresponding quantum Hall state (i.e. the edge in the absence of reconstruction). This is the Dubail-Read-Rezayi (DRR) “scaling property” of the RSES [31].

The cut and glue approach gives the starting assumption that the low-lying RSES is equivalent to the entanglement spectrum between a chiral and anti-chiral quantum Hall edge in the ground state, \(|G_{\text{edge}}\rangle\), of some “physical” gapped Hamiltonian only involving the edge degrees of freedom, \(H_{\text{edge}}\). We then converted the problem of computing overlaps with \(|G_{\text{edge}}\rangle\) to a boundary critical problem, where the general form of the overlaps could then be determined by standard renormalization group arguments combined with the methods of boundary conformal field theory. From the understanding of these overlaps the scaling property of the RSES then simply followed. This scaling property implies that at large real-space cut length, one only needs to use terms of a low scaling dimension from the CFT to accurately reproduce the RSES.

We then used this result to develop a model for the RSES of the bosonic \( \nu = 2/3 \) Jain wave function on the sphere with the real-space cut along the equator. Two numerical tests were presented for this model: one demonstrating the model can be fit to the numerically calculated RSES well, and one which demonstrated the fitted coefficients of the various local operators scaled with the system size as predicted by our renormalization group arguments.

The success of our numerical tests hints that it may be possible to extend the original arguments of DRR to the CF wave functions, which as a byproduct would also give an extension of Laughlin’s plasma analogy [33] to such wave functions. In their work, DRR showed for a large class of trial wave functions, the scaling property of the RSES holds under the assumption of the “generalized screening” hypothesis. This screening hypothesis is an extension of the Laughlin plasma analogy to many other trial wave functions [27]. These trial wave functions are those that can be directly written as correlation functions of some CFT (conformal blocks). In contrast, CF wave functions can be expressed as appropriately symmetrized conformal blocks, but cannot be directly written as conformal blocks, as mentioned in the introduction [38]. Thus, to extend DRR’s work one must work out if this screening hypothesis has an analogous form when dealing with symmetrized conformal blocks.

This screening hypothesis is what allowed DRR to proceed in such a rigorous manner and allowed them to understand much more about these states as a by-product, such as “edge-state” inner products and a precise bulk-edge correspondence. The conformal block structure is also intimately related to the fact these trial wave functions have an associated “special” parent Hamiltonian, for which the corresponding trial wave function and quasi-hole states are exact zero energy states [78]. The existence of this “special” parent Hamiltonian allows one to understand a large amount of the physics of the corresponding phase of matter [40]. While such Hamiltonians have been shown to exist for the unprojected CF wave functions [79, 80], it is still not known any exist for the projected CF wave functions [81]. Thus, it is still not known, in general, if much of the same physics still applies to the CF wave functions, which is well understood for trial wave functions that do have “special” parent Hamiltonians, as mentioned in the introduction. Here, at least, we have demonstrated the DRR scaling property of the RSES applies.
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Appendix A: Hemisphere Swapping Symmetry

In Sec. [11] we mentioned that \( S_{ES} \), for the \( \nu = 2/3 \) state with a cut along the equator, has a symmetry due to the fact the RSES should be invariant under swapping the two hemispheres. We claimed that this symmetry implies that \( S_{ES} \) should be invariant under \( \iota \partial \phi^{(1)} \rightarrow -\iota \partial \phi^{(1)} \), \( \iota \partial \phi^{(2)} \rightarrow \iota \partial \phi^{(2)} \). Whilst we do not have a rigorous proof for this statement, we wish to give a strong motivation for it. We shall first detail how this symmetry is manifest in the \( \nu = 2 \) RSES. Then, with the knowledge of the \( \nu = 2 \) RSES, we deduce how this symmetry should be manifest in the \( \nu = 2/3 \) state using the composite fermion
description. Finally, we will present a simple numerical test for this symmetry.

1. The $\nu = 2$ RSES on the sphere

On the sphere with $N_\phi = 2Q$ flux quanta passing through it, the first Landau level orbitals, $\psi_{1,m}$, and the second Landau level orbitals, $\psi_{2,m}$, take the form,

$$\psi_{1,m}(u,v) = N_{1,m} u^{Q-m} v^m$$
$$m = -Q, -Q+1, \ldots, Q-1, Q$$

$$\psi_{2,m}(u,v) = N_{2,m} v^{Q-m} u^m$$
$$m = -Q, -1, \ldots, Q, Q+1$$

where $u = \cos(\theta/2)e^{i\phi/2}$, $v = \sin(\theta/2)e^{-i\phi/2}$ and $N_{i,m}$ are normalisation factors [37, 82]. The wave function of the full $\nu = 2$ state can be written in second quantised notation as,

$$|\nu = 2\rangle = \prod_{m=-Q}^{Q} c_{1,m}^\dagger Q+1 \prod_{n=-Q}^{Q} c_{2,n}^\dagger |0\rangle$$

To compute the RSES one must rewrite this state in terms of orbitals that are orthogonal on the $A$ and $B$ hemispheres separately [12, 83]. We then define the correlation matrix to be,

$$C_{ij}^{A,m} = \int_A d\Omega \psi_i^{\dagger}(u,v) \psi_j(u,v)$$

Further, we then define $\psi_{+,m}$ and $\psi_{-,m}$ to be the orbitals that correspond to the highest eigenvalue, $\lambda_{+}^{A,m}$, and the lowest eigenvalue $\lambda_{-}^{A,m}$ of the correlation matrix respectively. As these orbitals diagonalise the correlation matrix they must be orthogonal on the $A$ and $B$ hemispheres separately.

One can then verify that the $\nu = 2$ state can be written in terms of these orbitals simply as,

$$|\nu = 2\rangle = \prod_{m} c_{+,m}^\dagger \prod_{m} c_{-,m}^\dagger |0\rangle$$

By writing $c_{\pm,m} = \sqrt{\lambda_{\pm}^{A,m} c_{\pm,m}^A + \sqrt{1-\lambda_{\pm}^{A,m}} c_{\pm,m}^B}$, where $c_{\pm,m}^A$ and $c_{\pm,m}^B$ is the $c_{\pm,m}$ orbital restricted to the $A$ and $B$ hemispheres respectively, one can then Schmidt decompose the state $|\nu = 2\rangle$. The resulting entanglement Hamiltonian for $A$ is,

$$S_{ES}^A = \sum_{\pm,m} \ln \left[ \frac{1-\lambda_{\pm}^{A,m}}{\lambda_{\pm}^{A,m}} \right] c_{+,m}^A c_{-,m}^A$$

Under the transformation $u \rightarrow v$, $v \rightarrow u$, the Landau level orbitals transform as $\psi_{1,m} \rightarrow -\psi_{1,-m}$ and $\psi_{2,m} \rightarrow -\psi_{2,-m}$. By first considering the transformation properties of the correlation matrix, one can also show under this transformation $\psi_{\pm,m} \rightarrow -\psi_{\mp,-m}$. Furthermore, the transformation properties of the correlation matrix gives, $\lambda_{+}^{A,m} = \lambda_{-}^{B,-m}$. Note that an eigen-orbital of the $A$ correlation matrix with the lowest eigenvalue, at a particular angular momentum, must be an eigen-orbital of the $B$ correlation matrix with the highest eigenvalue, at the same angular momentum (i.e. the orbital $\psi_{\pm,m}$ will have eigenvalue $\lambda_{\mp}^{B,m}$ for the corresponding $B$ correlation matrix). Finally, we note that under this transformation an orbital entirely on the $A$ hemisphere will be mapped to an orbital entirely on the $B$ hemisphere, so we have $c_{\pm,m}^{A} \rightarrow c_{\mp,m}^{B}$. Putting this altogether, one finds that this transformation gives $S_{ES}^A \rightarrow S_{ES}^B$. This should be the case as under this transformation our entire wave function is invariant.

Due to the fact that the number of electrons in each orbital are separately conserved (for this non-interacting $\nu = 2$ state) we also have that under $c_{\pm,m}^{A} \rightarrow c_{\mp,m}^{B}$ we have $S_{ES}^B \rightarrow S_{ES}^A$ up to an additive constant. Putting these two transformations together maps $S_{ES}^A$ onto itself. We can deduce these properties from a more cartoon picture in the effective description, which will be more helpful in dealing with the $\nu = 2/3$ case. Let $\partial_x \phi_{\pm}$ represent the electron density in the $\pm$ orbitals at the edge. As under the hemisphere swapping transformation $\psi_{+,-m} \rightarrow \psi_{-,+m}$, we must have $\partial_x \phi_{\pm} \rightarrow \partial_x \phi_{\mp}$ under this transformation. Thus, as our entire wave function is invariant under this transformation we must have $S_{ES}^A(\partial_x \phi_+, \partial_x \phi_-) = S_{ES}^B(\partial_x \phi_-, \partial_x \phi_+)$. Further, as the number of electrons in either orbital is locally conserved we must have $S_{ES}^B(\partial_x \phi_+, \partial_x \phi_-) = S_{ES}^A(-\partial_x \phi_+, -\partial_x \phi_-)$. Combining these we have $S_{ES}^A(\partial_x \phi_+, \partial_x \phi_-) = S_{ES}^B(-\partial_x \phi_+, -\partial_x \phi_-)$.

2. Hemisphere swapping symmetry in the effective description of the $\nu = 2/3$ RSES

To describe the RSES on the sphere, we previously used the hierarchy construction to understand the edge structure at the equator. One can also view the bosonic $\nu = 2/3$ state as an integer quantum Hall state of composite fermions, where the CF particles occupy the two lowest effective Landau levels which are often referred to as $\Lambda$ levels. One may then wonder how we should view the edge structure from this point of view.

One may expect that the $A$ edge should be composed of two modes where each represents the density of composite fermions in the two $\Lambda$ levels. However, as the $\nu = 2$ case would indicate, we should in fact describe the $A$ edge as the density of composite fermions in the $\psi_{\pm,m}$ orbitals. From the composite fermion perspective we should describe the edge using the density modes $\partial_x \phi_{\pm}$. Once again, the hemisphere swapping symmetry of our entire wave function gives $S_{ES}^A(\partial_x \phi_+, \partial_x \phi_-) = S_{ES}^B(\partial_x \phi_-, \partial_x \phi_+)$.
$S_{ES}^{B}({\partial}_{x}{\phi}_{-},{\partial}_{x}{\phi}_{+})$ and the local conservation of the number of composite fermions in either set of orbitals gives $S_{ES}^{B}({\partial}_{x}{\phi}_{+},{\partial}_{x}{\phi}_{-}) = S_{ES}^{A}(-{\partial}_{x}{\phi}_{+},-{\partial}_{x}{\phi}_{-})$. Hence, we still have $S_{ES}^{A}({\partial}_{x}{\phi}_{+},{\partial}_{x}{\phi}_{-}) = S_{ES}^{A}(-{\partial}_{x}{\phi}_{-},-{\partial}_{x}{\phi}_{+})$ as for the $\nu = 2$ case.

We now just need to determine how the transformation ${\partial}_{x}{\phi}_{\pm} \rightarrow -{\partial}_{x}{\phi}_{\mp}$ acts on the charge and neutral modes used in the main text. In the $K$-matrix description of abelian quantum Hall fluids it has been pointed out that the composite fermion theory should correspond to the symmetric basis [38, 60, 70]. In the symmetric basis our $K$-matrix and charge vector, $t$, for this state are,

$$K = \begin{pmatrix} 2 & 1 \\ 1 & 2 \end{pmatrix} \quad t = \frac{1}{1} \quad (A.6)$$

In the hierarchy basis,

$$K = \begin{pmatrix} 2 & -1 \\ -1 & 2 \end{pmatrix} \quad t = \frac{1}{0} \quad (A.7)$$

We denote the edge modes of the hierarchy basis as $\phi_1$ and $\phi_2$. Note that these do not correspond to the modes $\phi_1^{(1)}$ and $\phi_2^{(2)}$ as the edge action is diagonal for these modes, but there are cross terms in the hierarchy basis. On the requirement that the edge action should be diagonal in $\phi_1^{(1)}$ and $\phi_2^{(2)}$, and that the edge excitation structure should be the same as that detailed in the main text, one can deduce that,

$$\begin{pmatrix} \phi_1 \\ \phi_2 \end{pmatrix} = \begin{pmatrix} 1/\sqrt{2} \\ 1/\sqrt{2} \end{pmatrix} \begin{pmatrix} \phi_1^{(1)} \\ \phi_2^{(2)} \end{pmatrix} \quad (A.8)$$

Further, the $SL(2,\mathbb{Z})$ transformation from the symmetric basis to the hierarchy basis is,

$$\begin{pmatrix} \phi_1 \\ \phi_2 \end{pmatrix} = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} \phi_+ \\ \phi_- \end{pmatrix} \quad (A.9)$$

Combining these transformation gives the transformation from the symmetric basis modes to the charged and neutral modes of the main text to be,

$$\begin{pmatrix} \phi_1^{(1)} \\ \phi_2^{(2)} \end{pmatrix} = \begin{pmatrix} -\sqrt{3}/2 \\ -\sqrt{3}/2 \end{pmatrix} \begin{pmatrix} \phi_+ \\ \phi_- \end{pmatrix} \quad (A.10)$$

Hence, we can now interpret the neutral mode as representing the difference in densities of composite fermions in the $\pm$ orbitals at the edge. Thus, we see that if $S_{ES}^{A}$ is invariant under ${\partial}_{x}{\phi}_{\pm} \rightarrow -{\partial}_{x}{\phi}_{\mp}$, then in terms of the charged and neutral modes it must be invariant under $i\partial\phi^{(1)} \rightarrow -i\partial\phi^{(1)}$, $i\partial\phi^{(2)} \rightarrow i\partial\phi^{(2)}$.

3. Numerical test of this symmetry

Here we shall present a simple numerical test of how this symmetry is manifest in the effective description. In this test the real-space cut is slightly shifted so that it’s $\theta$ coordinate (in spherical coordinates) is moved by some amount $\Delta \theta$ (i.e. the real-space cut will be the line defined by $\theta = \pi/2 + \Delta \theta$) (see Fig. 5). We then expect that the coefficients of the terms that are not invariant under the proposed symmetry should now have non-zero values. As we move $\Delta \theta$ to zero these coefficients should fall to zero.

We have only tested this for terms at scaling dimension two in the entanglement action. At scaling dimension two the non-symmetric entanglement action takes the form (not including vertex terms as discussed in the main text),

$$S_{ES}^{\nu} = S_{ES}^{[2]} + \int \frac{dz}{2\pi i}[\hat{\mu}i\partial \phi^{(1)}(z) + \hat{v}i\partial \phi^{(1)}(z)i\partial \phi^{(2)}(z)]$$

where $\hat{\mu}$ and $\hat{v}$ are numerical coefficients to be determined.

We have then fitted this entanglement action to the, numerically calculated, RSES of $N = 38$ bosons in the $\nu = 2/3$ bosonic Jain wave function, at various small values of $\Delta \theta$. The RSES is calculated using the methods detailed in Appendix C and the entanglement action is fit over all $N_s$ sectors from 16 to 22 using the Fitl procedure detailed in Appendix D where now we have used the full
spectrum values $\xi$ rather than the relative levels in each $N_A$ sector so as to be able to fit the parameter $\mu$.

The result of this test can be seen in Fig. 4. One can clearly see that both $\mu$ and $\nu$ drop to zero as $\Delta \theta$ goes to zero. This then gives some evidence that the entanglement action is invariant under $i\partial \varphi^{(1)} \rightarrow -i\partial \varphi^{(1)}$, $i\partial \varphi^{(2)} \rightarrow i\partial \varphi^{(2)}$.

Appendix B: Angular Momentum Calculations

Here we shall show how certain quantum numbers in the effective edge theory are related to the angular momentum of the entire $\nu = 2/3$ quantum Hall droplet. Further, we shall show that the state with the lowest angular momentum eigenstate of the reduced density matrix in the $\Delta N_A = 0$ sector differs in angular momentum from the state with lowest entanglement pseudo-energy by $O(N)$.

1. Angular momentum in the effective edge theory

As was stated in Sec. III from the point of view of the standard Halperin-Haldane hierarchy, the $\nu = 2/3$ can be thought of as a $\nu = 1/2$ droplet with a $\nu = 1/6$ droplet on top, which is composed of quasi-particles [82, 84]. For the purpose of clarity, we shall work in the disk geometry for the moment. Following the Halperin-Haldane construction one can write a wave function for this case as,

$$\psi(z_1, \ldots, z_N) = \prod_{k=1}^{N_q} d^2w \prod_{i<j}^{N_q} (w_i - w_j)^2 e^{-\sum_i |w_i|^2/(4\lambda^2)} \times \prod_{i=1}^{N_q} \prod_{j=1}^{N} (\tilde{z}_i - \tilde{z}_j) \times \prod_{i<j}^{N} (z_i - z_j)^2 e^{-\sum_i |z_i|^2/(4\lambda^2)}$$

(B1)

where $N$ is the number of particles, $N_q$ is the number of quasi-particles, $\lambda_B$ is the magnetic length for the underlying particles and $\lambda_{B*}$ is the effective magnetic length for the quasi-particles. Note that where is the quasi-particle droplet forms is precisely where the $\nu = 1/6$ droplet is located.

One can easily show, by transforming $z \rightarrow e^{i\theta}z$, that the angular momentum of this wave function is,

$$M = N(N - 1) - N_q N - N_q(N_q - 1)$$

(B2)

This can then be expressed in terms of the $\nu = 1/2$ droplet charge, $Q^{(1)} = N - N_q/2$, and the $\nu = 1/6$ droplet charge, $Q^{(2)} = N_q/2$, as,

$$M = Q^{(1)}(Q^{(1)} - 1) + 3Q^{(2)}(Q^{(2)} - 1)$$

(B3)

Notice that this is exactly what one would expect if one naively took the formula for angular momentum of a $\nu = 1/2$ and $\nu = 1/6$ droplet separately and added them together (i.e. the same formula one would get for a two layered system where one layer is a $\nu = 1/2$ Laughlin droplet, the other was a $\nu = 1/6$ droplet and the two layers are completely non-interacting). For any state that is adiabatically connected to this state, this formula should still apply.

If we add charge $\Delta Q^{(1)}$ to the $\nu = 1/2$ edge and $\Delta Q^{(2)}$ to the $\nu = 1/6$ edge, then the angular momentum will change by,

$$\Delta M_{\text{charge}} = (\Delta Q^{(1)})^2 + 3(\Delta Q^{(2)})^2 + 2(Q^{(1)} - 1/2)(\Delta Q^{(1)}) + 6(Q^{(2)} - 1/2)(\Delta Q^{(2)})$$

(B4)

Written in terms of the zeroth modes of the effective edge theory we have,

$$\Delta M_{\text{charge}} = \frac{1}{2}(\tilde{a}_0^{(1)})^2 + \frac{1}{2}(\tilde{a}_0^{(2)})^2$$

$$+ \sqrt{2}(Q^{(1)} - 1/2)\tilde{a}_0^{(1)} + \sqrt{6}(Q^{(2)} - 1/2)\tilde{a}_0^{(2)}$$

(B5)

Furthermore, it can straightforwardly be seen from Wen’s effective edge theory [58] that the contribution to the angular momentum from the edge phonons is,

$$\Delta M_{\text{phonons}} = \sum_{n>0} (\tilde{a}_n^{(1)}\tilde{a}_n^{(1)} + \tilde{a}_n^{(2)}\tilde{a}_n^{(2)})$$

(B6)

Thus, the total angular momentum is,

$$\Delta M = \Delta M_{\text{charge}} + \Delta M_{\text{phonon}}$$

$$= L_0 + \sqrt{2}(Q^{(1)} - 1/2)\tilde{a}_0^{(1)} + \sqrt{6}(Q^{(2)} - 1/2)\tilde{a}_0^{(2)}$$

(B7)

which gives us Eq. 8.

2. Angular momentum difference is $O(N)$ between lowest $M$ eigenstate and lowest pseudo-energy state

In Sec. IIIB it was asserted that the state with the lowest angular momentum eigenstate of the reduced density matrix in the $\Delta N_A = 0$ sector differs in angular momentum from the state with lowest entanglement pseudo-energy by $O(N)$ (assuming, of course, that we are below the entanglement gap and that the cut and glue approach is valid). This is rather important in ensuring $\xi^{(2)}_{ES}$ and $\xi^{(3)}_{ES}$ can be approximated well with a finite number of terms of low scaling dimension at large but finite system size. We shall demonstrate this difference is $O(N)$ by first showing the difference in angular momentum between the lowest angular momentum state and the average angular momentum is $O(N)$. Then, we will demonstrate that the
difference in angular momentum from the lowest pseudo-energy state and the average angular momentum is also $O(N)$. This then implies that the difference in angular momentum between the lowest angular momentum state and the lowest pseudo-energy state is $O(N)$.

From now on we shall be working on the sphere. When we speak of angular momentum on the sphere in this section we really mean $M_{\text{sphere}} + N\nu/N_\phi/2$, where $N_\phi$ is the number of flux quanta through the sphere, $M_{\text{sphere}}$ is the actual angular momentum on the sphere and $N$ is the number of particles present. This form of angular momentum means one can more straightforwardly transform from the plane geometry to the sphere geometry in such a way that Eq. (B3) remains valid. We will use the the coordinates $v$ and $z$, where $v$ and $u$ are the usual spinor coordinates (see Appendix A) and $z = u/v$. In these coordinates the lowest Landau level orbitals are labelled by an integer $m \in \{0, 1, \ldots, N_\phi\}$ and take the form $\psi_m = v^N z^m$ (note $m$ is defined differently here than in Appendix A). One can then see how $z$ can be used to map to the plane geometry and we shall take the $A$ hemisphere to be in the $|z| < 1$ region of the sphere.

Firstly, let us assume we are in the $N_A = N/2$ sector and that $N/2$ is odd (the following arguments can easily be altered slightly to deal with the even case). From the cut and glue approach, the eigenstate of the reduced density matrix which has the lowest angular momentum below the gap must correspond to some configuration of $\nu = 1/2$ and $\nu = 1/6$ with no edge phonon excitations. From Eq. (B3) one can calculate that the lowest $M$ configuration is when $Q^{(1)} = (3N_A - 1)/4$ and $Q^{(2)} = (N_A + 1)/4$, with the total angular momentum being $3(N_A - 1)^2/4$.

One can also compute the average angular momentum in $A$ when the full wave function is placed on the sphere. Applying the method given by Girvin et al. (1984), one can show the single particle reduced density matrix on the sphere of a rotationally symmetric wave function on the sphere is,

$$\rho(x_1, x_2) = \rho_0 v_1^{N_\phi} v_2^{N_\phi} (1 + \tilde{z}_1 z_2)^{N_\phi} \quad (B8)$$

where $x$ is a shorthand for a position on the sphere and $\rho_0$ is the particle density.

One can then compute the angular momentum density,

$$M(x) = z \partial_{z_2} \rho(x, x) = N_\phi \rho_0 \frac{|z|^2}{1 + |z|^2} \quad (B9)$$

Now let $R$ be the radius of the sphere and $S = \nu^{-1}N - N_\phi$ be the shift. We can then find the average angular momentum in $A$, $\langle M_A \rangle$,

$$\langle M_A \rangle = \int_A R^2 d\Omega M(x)$$

$$= 2\pi R^2 \rho_0 \int_0^\pi d\theta \sin(\theta) \frac{\cot^2(\theta/2)}{1 + \cot^2(\theta/2)}$$

$$= \frac{N_\phi N}{8}$$

$$= \frac{\nu^{-1}N^2 - \mathcal{S}N}{8}$$

$$= \frac{3}{4} N_A^2 + O(N) \quad (B10)$$

Thus, we can see the difference between the average angular momentum in $A$ and the minimum angular momentum eigenstate of the reduced density matrix in the $N_A = N/2$ sector is $O(N)$.

Now we move over to our effective description. The angular momentum relative to the lowest pseudo energy state with charges $Q^{(1)}$ and $Q^{(2)}$ in the $\nu = 1/2$ and $\nu = 1/6$ droplets respectively is given by,

$$\Delta M = L_0 - \frac{\sqrt{3}}{2}(N/2 - 1/2) a_0^{(1)} + \frac{1}{\sqrt{2}} (Q^{(1)} - 3Q^{(2)} + 1) a_0^{(2)} \quad (B11)$$

If we let $\zeta = \frac{1}{\sqrt{2}} (Q^{(1)} - 3Q^{(2)} + 1)$, then one can see that the minimum angular momentum in the $N_A = N/2$ sector relative to the minimum pseudo energy state is $\Delta M_{\text{min}} = -\frac{\zeta^2}{2}$. Note that as we are defining our effective theory around the minimum pseudo-energy state in general we should expect $\zeta$ to depend on $N$.

We would now like to compute the average relative angular momentum to this state in $A$ using our effective description, in the large $N$ limit. In the large $N$ limit, we can approximate $S_{\mathcal{E}}$ with $S_{\mathcal{E}}^{(2)}$ and thus our partition function can be written as,

$$Z = \text{Tr} e^{-S_{\mathcal{E}}^{(2)}}$$

$$= \left( \prod_{n=1}^{\infty} \frac{1}{1 - e^{-\beta n}} \right) \left( \prod_{m=1}^{\infty} \frac{1}{1 - e^{-\gamma m}} \right) \times \sum_{\gamma \in \Gamma} e^{-\frac{\beta}{2} q_1^2 - \frac{\gamma}{4} q_2^2 - \alpha q_2}$$

$$= \eta(\frac{12}{2\pi}) \eta(\frac{8\pi}{2\pi}) \sum_{\gamma \in \Gamma} e^{-\frac{\beta}{2} q_1^2 - \frac{\gamma}{4} q_2^2 - \alpha q_2} \quad (B12)$$

where $\eta(\tau)$ is the Dedekind eta-function. Note that all $\alpha$, $\beta$ and $\gamma$ scale as $1/\sqrt{N}$. Thus, it may not seem obvious how to proceed to work in the large $N$ limit with our partition function written in this form. One can proceed with the calculations below by converting the sum into an integral. However, we will take a more controlled approach here. Using Poisson resummation (see section 10.4.2 in Di Francesco et al. (1997)) and that $\eta(-1/\tau) = \cdots$
\[ \sqrt{-i\tau \eta(\tau)} \), we get,
\[
Z = \frac{e^{-\frac{\beta + \gamma}{2\pi}}}{\eta(\frac{2\pi}{\beta}) \eta(\frac{2\pi}{\gamma}) \text{Vol}(\Gamma)} \sum_{p \in \Gamma^*} e^{-\frac{2\pi^2}{\beta^2}p_1^2 - \frac{2\pi^2}{\gamma}p_2^2 (p_2 + \frac{2\pi}{\eta})^2} 
\times \left( \prod_{n=1}^{\infty} \frac{1}{1 - e^{-\frac{2\pi^2}{\beta^2}n}} \right) \times \left( \prod_{m=1}^{\infty} \frac{1}{1 - e^{-\frac{2\pi^2}{\gamma^2}m}} \right) 
\times \text{Vol}(\Gamma)^{-1} \sum_{p \in \Gamma^*} e^{-\frac{2\pi^2}{\beta^2}p_1^2 - \frac{2\pi^2}{\gamma^2}p_2^2 (p_2 + \frac{2\pi}{\eta})^2} \]
\]

(B13)

where \( \text{Vol}(\Gamma) \) is the unit cell volume of \( \Gamma \).

Noting that \( \alpha, \beta, \gamma \propto 1/\sqrt{N} \) we must have that at large \( N \),
\[
\ln Z = \frac{\pi^2}{6} \left( \frac{1}{\beta} + \frac{1}{\gamma} \right) + \frac{\alpha^2 - \beta + \gamma}{24} \ln \text{Vol}(\Gamma) + \text{subleading corrections}
\]

(B14)

To calculate the average relative angular momentum we can break it down into calculating \( \langle L_0 \rangle \), \( \langle a_0^{(1)} \rangle \) and \( \langle a_0^{(2)} \rangle \). Note that \( \langle a_0^{(1)} \rangle = 0 \) by symmetry and so we only need to compute \( \langle L_0 \rangle \) and \( \langle a_0^{(2)} \rangle \) in the large \( N \) limit.

To compute \( \langle L_0 \rangle \) one can define a \( Z(\omega) \) by transforming \( \beta \to \beta - \omega \) and \( \gamma \to \gamma - \omega \). Then we have \( \langle L_0 \rangle = \frac{\partial \ln Z(0)}{\partial \omega} \). In the large \( N \) limit this gives,
\[
\langle L_0 \rangle = \frac{\pi^2}{6} \left( \frac{1}{\beta^2} + \frac{1}{\gamma^2} \right) + \text{subleading corrections}
\]

(B15)

It then follows that \( \langle L_0 \rangle = O(N) \).

Next, \( \langle a_0^{(2)} \rangle = -\frac{\partial \ln Z}{\partial \eta} \), and so we have, again for large \( N \),
\[
\langle a_0^{(2)} \rangle = -\frac{\alpha}{\gamma}
\]

(B16)

which is a constant for large \( N \).

This then gives,
\[
\langle \Delta M \rangle = \frac{\pi^2}{6} \left( \frac{1}{\beta^2} + \frac{1}{\gamma^2} \right) - \frac{\alpha}{\gamma} \]

(B17)

Since \( Q^{(1)} + Q^{(2)} = N \) and \( Q^{(1)} \geq 0 \) we must have that \( \xi \) is at most \( O(N) \) (i.e. \( \xi \) cannot grow any faster than \( N \)). It then simply follows that \( \langle \Delta M \rangle = O(N) \) in the large \( N \) limit.

Putting this altogether, we have that the difference in angular momentum from the eigenstate of the reduced density matrix, in the \( N_A = N/2 \) sector, with the lowest angular momentum and the average angular momentum is \( O(N) \) and the difference in angular momentum from the state with lowest entanglement pseudo-energy and the average angular momentum is also \( O(N) \). Hence, the difference in angular momentum from the lowest pseudo-energy state and the eigenstate of the reduced density matrix, in the \( N_A = N/2 \) sector, with the lowest angular momentum is \( O(N) \). QED.

---

**Appendix C: Numerical computation of RSES**

The numerical calculations of the real space entanglement spectra shown in this work use the ideas introduced in Ref. [41]. To enable computations on larger systems, the techniques here are implemented using higher precision arithmetic and extended to allow computation of spectra across particle number sectors. In this section, we summarize the technique and sketch details of implementation. Calculations were performed in the spherical geometry [52], but we will represent the particle coordinates as \( z \) for convenience.

The bosonic composite fermion state at filling fraction \( 2/3 \), whose real space entanglement spectrum is analyzed in this work can be written as
\[
\psi_2 = \mathcal{P}_{\text{LLL}} \phi_1 \phi_2
\]

(C1)

where \( \phi_1 \) is the fermionic wave function of \( N \) particles fully filling a Landau level in \( N - 1 \) flux quanta through the sphere, and \( \phi_2 \) is the fermionic wave function with two filled Landau levels in \( N/2 - 2 \) flux quanta. The operator \( \mathcal{P}_{\text{LLL}} \) projects the wave function into the lowest Landau level.

To compute the real space entanglement we treat the particles as distinguishable and partition them into two sets \( -Z_A \) containing \( z_1, z_2 \ldots z_{N_A} \) and \( Z_B \) containing the remaining \( N_B = N - N_A \) particles. To separate out these coordinates inside \( \psi_2 \), we note that the Slater determinant structure of \( \phi_1 \) and \( \phi_2 \) allows us to write the wave function as
\[
\psi_2 \equiv \mathcal{P}_{\text{LLL}} \sum_{\sigma, \tau \in \text{perm}(N)} (-1)^{\sigma^T} \prod_{i=1}^{N} \eta_{m_{\sigma(i)}}(z_i) \eta_{n_{\tau(i)}}(z_i).
\]

(C2)

Here \( \eta_k \) is the single particle momentum eigenstate labeled by a pair \( k \equiv (n, l) \) that combines the Landau level index \( n \) and the azimuthal angular momentum quantum number \( l \). In the above expression \( m_i \in M \) and \( s_i \in S \) where \( M \) and \( S \) are the sets of occupied single particle states \( (n, l) \) in the Slater determinant forms of \( \phi_2 \) and \( \phi_1 \).
We associate an ordering within $M$ and $S$ to keep track of signs when the particles are permuted.

We can sum over the permutations within each set $Z_A$ and $Z_B$ to write the function as

$$\psi_\lambda = \mathcal{P}_{LLL} \sum_{\lambda} \text{sign}(\lambda) \xi_A^\lambda (Z_A) \xi_B^\lambda (Z_B) \quad (C3)$$

Here $\lambda$ sums over the $(\sum_{N_A=N_B}^{N_1})^2$ ways to divide $M$ into two parts ($M_A, M_B$) and $S$ into two parts ($S_A, S_B$) of sizes $(N_A, N_B)$. The functions $\xi_A^\lambda, \xi_B^\lambda$ indexed by $\lambda$, called the entanglement wave functions are given by the

$$\xi_A = \mathcal{P}_{LLL} D_{M_A}(Z_A) D_{S_A}(Z_A)$$

$$\xi_B = \mathcal{P}_{LLL} D_{M_B}(Z_B) D_{S_B}(Z_B) \quad (C4)$$

where $D_X(Y)$ is the Slater determinant state in which particles in $Y$ occupy the orbitals in $X$. The sign of $\lambda$ is the product of the signs association with the permutations that take $M$ to the merged set ($M_A, M_B$) and $S$ to the merged set ($S_A, S_B$). For instance if $S = (k_1, k_2, k_3)$ and $S_A = (k_1, k_3)$, $S_B = k_2$, the sign of the permutation that takes $S$ to $(S_A, S_B) = (k_1, k_3, k_2)$ is $-1$.

We introduce a real-space cut partitioning the sphere as shown in Fig $5$ and then project the wave function into a subspace where the particles in sets $Z_A$ and $Z_B$ are inside the regions $A$ and $B$ respectively. The projected function is the same as Eq. $C2$ if all particles $Z_A$ and $Z_B$ are in $A$ and $B$ respectively; and is zero otherwise. The entanglement spectrum can now be computed by diagonalizing the reduced density matrix $\rho_A$ of this projected wave function. Thanks to the azimuthal rotational symmetry of the wave function and the cut, $\rho_A$ is block diagonal with blocks labeled by azimuthal angular momentum. The block associated with angular momentum $L_A$ can be constructed by retaining only those terms of the summation in Eq. $C3$ in which the entanglement function $\xi_A^\lambda$ has momentum $L_A$.

Since the angular momentum operator commutes with the lowest Landau level projection and also with the projection into the real space partitions, the momentum of $\xi_A^{A/B}$ is the same as the combined momentum of $M_{A/B}$ and $S_{A/B}$. Therefore the entanglement functions $\xi_A^\lambda$ with angular momentum $L_A$ can be enumerated by enumerating all size $N_A$ subsets of $M$ and $S$ with total momentum $L_A$. The complementary subset of $M$ and $S$ define the unique state $\xi_B^\lambda$ complementary to each each $\xi_A^\lambda$.

The reduced density matrix restricted to this momentum sector can be written as

$$\rho_A = \sum_{\lambda, \lambda'} |\xi_A^\lambda \rangle \langle \xi_A^{\lambda'}|$$

The eigenvalues of this density operator are identical to that of (See Ref. [11] for details)

$$M_{\mu\nu} = \sum_{\lambda} |\xi_A^\lambda \rangle |\xi_A^{\mu} \rangle \langle \xi_B^{\nu} \langle \xi_B^{\lambda'}| \quad (C5)$$

Note that $\xi_A^{A/B}$ are functions projected into the respective real space sectors and have support only in $A/B$, therefore the overlaps between entanglement wavefunctions in the above expressions involve integrals within $A/B$ regions only. Up to a multiplicative constant, the overlaps integrals can be estimated using standard Metropolis Monte Carlo methods. We chose the sampling distribution to be the square of an entanglement wave function $\xi_0^A$ from the sector with the smallest $L_A$ to estimate the overlap ratio $\langle \xi_0^A | \xi_A^\lambda \rangle / \langle \xi_0^A | \xi_0^A \rangle$. Similarly, we chose the square of the entanglement wave function $\xi_0^B$ complementary to $\xi_0^A$ as the sampling function to compute the overlap ratio $\langle \xi_0^B, S_{0\mu} \rangle / \langle \xi_0^B | \xi_0^B \rangle$. Putting them together we can get $M$ up to a multiplicative factor of $|\xi_0^A, S_{0\mu} |^{-2}$, and accordingly all entanglement energies in an $L_A$ sector can be computed up to a common additive constant. Since the same sampling function is used in all $L_A$ sectors, the entanglement spectrum in all $L_A$ sectors can be computed up to an additive constant.

Since a different $\xi_0^{A/B}$ was used for calculations in each $N_A$, different $N_A$ sectors were shifted by different additive constant. In order to correctly estimate the relative shifts we separately computed the ratios of $|\xi_0^A, S_{0\mu} |^{-2}$ between different sectors. This allows estimation of entanglement spectra across multiple $N_A$ sectors up to an additive constant.

The above method does not make any approximations in the calculation. However while evaluating $\xi_{A/B}$, the projection into the lowest Landau level in Eq. $C4$ can only be performed in an approximate way in a manner similar to the Jain-Kamilla projection [10]. This is implemented by replacing factors of $z_i$ in $\xi_{A/B}$ with $\sum_{k=1, k \neq i}^{N_{A/B}} \frac{1}{z_i - z_k}$.

Appendix D: Fitting Procedure and Fitted Parameters

Here we shall detail the fitting procedure used to fit the two models in the numerical tests of Sec. IV and the final fitted parameters for the $N = 58$ test.

Given some numerically calculated spectrum, $\hat{\xi}^{(i)}_{RSES}$

| Parameter |
|-----------|
| Value(Fit1) | Error | Value(Fit2) | Error |
| $\alpha$ |
| $5.514$ | $6.2 \times 10^{-4}$ | $5.531$ | $2.4 \times 10^{-4}$ |
| $\sqrt{N} \beta$ |
| $2.024$ | $3.1 \times 10^{-3}$ | $2.077$ | $3.0 \times 10^{-3}$ |
| $\sqrt{N} \gamma$ |
| $10.22$ | $1.7 \times 10^{-3}$ | $10.29$ | $1.5 \times 10^{-3}$ |
we fit any given model spectrum, $\xi^{(i)}_{\text{Model}}$, by minimising,

$$R = \sum_i \frac{(\Delta \xi^{(i)}_{\text{RSES}} - \Delta \xi^{(i)}_{\text{Model}})^2}{2\sigma_i^2} e^{-\frac{(N^{(i)} - N/2)^2}{s^2}} \tag{D1}$$

where $\Delta \xi$ is the entanglement pseudo-energy relative to the lowest level of the lowest angular momentum sector for the given $N_A$ sector, $N_A^{(i)}$ is the number of particles in spacial region $A$ for $\xi^{(i)}$, $N$ is the total number of particles in the full wave function and $\sigma_i$ is the error in $\xi^{(i)}_{\text{RSES}}$. The index $i$ is assigned by first organising the entanglement levels according to their angular momentum and $N_A$ quantum numbers, $(L_s^z, N_A)$, and then ordering the levels in each $(L_s^z, N_A)$ sector from lowest to highest. For all data presented in the main text, the parameters have been fitted using the entanglement levels in the four lowest angular momentum sectors for each $N_A$ sector involved. We will call this procedure Fit1. In this Appendix we will also refer to another fitting procedure which includes the 5 lowest angular momentum sectors in each $N_A$ sector, which we will call Fit2.

Including the errors in the numerical pseudo-energies, $\sigma_i$, allows $R$ to be interpreted as a log likelihood function.

The factor $e^{-\frac{(N^{(i)} - N/2)^2}{s^2}}$ is used to control how much the $N_A$ sectors away from $N/2$ are included in the fitting procedure. We have used $\Delta \xi$ rather than just $\xi$ here as the relative pseudo-energy between two different $N_A$ sectors often has a much larger error than the individual numerically calculated levels in a given sector. Thus, it is more optimal to use the relative levels within each $N_A$ sector.

For a given set of model parameters, the spectrum of $S_{ES}^{(j)}$ ($j = 2, 3$) is calculated numerically by first computing it’s matrix form relative to the normalised version of the basis $\bigl(\prod_k \prod_m a_{-m}^{(k)}p^{i\sum_\kappa a_{\kappa}^{(i)}[0]} \bigr)$, and then using the numpy function numpy.linalg.eigvalsh to calculate the eigenvalues of the resulting matrices. We then minimise $R$ by running the scipy function scipy.optimize.minimise (in default settings) several times and taking the most optimal case. The errors of the parameters are then taken as the square roots of the diagonal elements of the inverse hessian matrix outputted by the scipy.optimize.minimise function.

For the specific case shown in Fig. 4 full estimates of the errors of the numerical levels, $\sigma_i$, have been made and the models have been fitted over the $N_A = 29, 28, 27, 26, 25$ using the Fit1 procedure. The fitted values can be seen in Tables II and III. Both tables also include the fitted values using the Fit2 procedure. We have exhibited the values resulting from Fit2 to demonstrate the our fitted parameters have some robustness to the choice of angular momentum sectors, but also to show that the estimated errors are an underestimate. In short there is a systematic error associated with the choice of angular momentum sectors and this has not been included in our estimates. Given this and in the interest of simplicity, the parameters in Figs. 2 and 3 have been fitted using numerical data where $\sigma_i$ has been crudely estimated to be $\sigma \sim 0.1$ for all cases. Furthermore, the parameters in Figs. 2 and 3 have been fitted over the $N_A = N/2, N/2 - 1, \ldots, N/2 - 4$ sectors using the Fit1 sectors.

### Appendix E: Further Structure of the Abelian Edge Theories and the Uniqueness of the Boundary State

In Sec. 1 of C it was asserted that the boundary state $|G_+\rangle$ is unique up to a multiplicative constant. We shall now demonstrate this. This is a standard result in boundary conformal field theory. However, for completeness we have included it here.

To properly demonstrate this we first need to discuss the structure of the minimal edge theories of these abelian states in more detail (minimal in the sense of no edge reconstruction and not in the sense of a CFT minimal model). As discussed in the main text, in general our minimal chiral edge theory will contain some integer number, $p$, of chiral boson fields. These fields have the following mode expansion (in radial quantisation coordinates),

$$\varphi^{(j)} = \varphi^{(j)}_0 - ia^{(j)}_0 \ln z + i \sum_{n \neq 0} \frac{1}{n} a^{(j)}_n z^{-n} \tag{E1}$$

where,

$$[a^{(i)}_n, a^{(j)}_m] = n \delta_{n+m,0} \delta_{ij} \quad [\varphi^{(j)}_0, a^{(k)}_0] = i \delta_{jk} \tag{E2}$$

and all other commutation relations are trivial. The vacuum of the theory has the property that $a^{(i)}_n |0\rangle = 0$ for all $n \geq 0$ and $1 \leq i \leq p$. We will use the following shorthand notation, $b \cdot \varphi \equiv \sum_{j=1}^p b_j \varphi^{(j)}$. The Hilbert space of the edge has a basis that is labelled by a lattice vector, $b \in \Gamma$, and $p$ partitions $\lambda^{(i)}$, which is given by,

$$|b, \lambda^{(i)}\rangle = e^{ib \cdot \varphi_0} \prod_{i=1}^p \prod_{n \in \lambda^{(i)}} a^{(i)}_{-n} |0\rangle \tag{E3}$$
Suppose we have a state, $|\psi\rangle$, which has the property $a_n^{(i)} |\psi\rangle = 0$ for all $n \geq 0$ and $1 \leq i \leq p$. From the basis given above it follows that such a state must be a complex number times the vacuum state, $|\psi\rangle = \alpha |0\rangle$ with $\alpha \in \mathbb{C}$. This follows in two steps. First, from the basis $|\psi\rangle$ satisfies it follows directly that $|\psi\rangle$ must be orthogonal to any basis element involving any $a_n^{(i)}$ operators. Further, as $a_n^{(i)} |\psi\rangle = 0$, we have $\langle 0 | e^{-ib_v \varphi_0} a_n^{(i)} |\psi\rangle = b_1 |0\rangle e^{-ib_v \varphi_0} |\psi\rangle = 0$, which implies for $b \neq 0$, $\langle 0 | e^{-ib_v \varphi_0} |\psi\rangle = 0$. Thus, this implies that $|\psi\rangle = \alpha |0\rangle$ for $\alpha \in \mathbb{C}$.

Now suppose there is an operator $B$ which commutes with all modes of the fields. From the basis given above, it follows that such an operator is completely defined by its application on the vacuum $|0\rangle$. As $B$ commutes with all $a_n^{(i)}$ it follows that $a_n^{(i)} B |0\rangle = 0$ for all $n \geq 0$ and $1 \leq i \leq p$. Hence, $B |0\rangle = \alpha |0\rangle$ with $\alpha \in \mathbb{C}$. So $B$ must be some number times the identity, $B = \alpha I$. Thus, there cannot exist any non-trivial invariant subspaces of the modes of the fields, as for any such subspace the projection operator onto such a subspace must commute with all the modes and is therefore some complex number times the identity operator.

Putting this altogether, we have that the Hilbert space of the edge theory must form an irreducible representation of the chiral algebra formed by all local fields of the theory.

Now we will show that the modes of the vertex operators defined in the main text can generate the entire Hilbert space by application to the vacuum state. By state operator correspondence this implies that all local fields of the theory can be generated through repeated operator product expansion of the vertex operators.

First by using $\langle \varphi^{(i)}(z) \varphi^{(j)}(w) \rangle = -\delta_{ij} \ln (z - w)$ along with Wick’s theorem, we have,

$$V_{\epsilon,\bar{\epsilon}}(z)V_{-\epsilon,\bar{\epsilon}}(w) = \frac{1}{(z - w)^{\epsilon_{\bar{\epsilon}}} - \epsilon_{\bar{\epsilon}}} e^{\epsilon_{\bar{\epsilon}}(\varphi(z) - \varphi(w))} = \frac{1}{(z - w)^{\epsilon_{\bar{\epsilon}}} - \epsilon_{\bar{\epsilon}}} + \frac{i \epsilon_{\bar{\epsilon}} \cdot \partial \varphi(w)}{(z - w)^{\epsilon_{\bar{\epsilon}}} - 1} + \ldots$$

(E4)

Thus we can also write,

$$i \epsilon_{\bar{\epsilon}} \cdot \partial \varphi(w) = \frac{1}{2\pi i} \oint_w dz (z - w)^{\epsilon_{\bar{\epsilon}} - 1} V_{\epsilon,\bar{\epsilon}}(z)V_{-\epsilon,\bar{\epsilon}}(w)$$

(E5)

where the integration contour is a small circle around $w$. To make notation lighter we will define $k \equiv \epsilon_{\bar{\epsilon}} \cdot \epsilon_{\bar{\epsilon}}$. We can deform the integration contour, so that it is split into a counter-clockwise contour around the origin containing $w$, and an clockwise contour around the origin not containing the point $w$. Further, we can also expand the $(z - w)^k$ factor in the integrand and we then have,

$$i \epsilon_{\bar{\epsilon}} \cdot \partial \varphi(w) = \frac{1}{2\pi i} \oint_w dz (z - w)^{\epsilon_{\bar{\epsilon}} - 1} V_{\epsilon,\bar{\epsilon}}(z)V_{-\epsilon,\bar{\epsilon}}(w)$$

(E6)

where $h_j$ is the scaling dimension of the vertex operator. We can thus write,

$$\sum_{l=1}^p \epsilon_l^{(i)} a_m^{(l)} = \sum_{n=0}^k (-1)^{k-n} \left( \frac{k}{n} \right)^{k} [V_{-\epsilon,\bar{\epsilon}}(w), V_{\epsilon,\bar{\epsilon},n-h_j+1}]$$

(E7)

Note that in the last line one may need consider anti-commutation relations depending on the conformal spin of the vertex operators involved. As the lattice vectors $\epsilon^j$ are linearly independent we can take linear combinations of our expression for $\sum_{l=1}^p \epsilon_l^{(i)} a_m^{(l)}$, with different $j$, to obtain an expression for $a_m^{(l)}$. Hence, the $a_m^{(l)}$ operators can be expressed as linear combinations of commutators of the vertex operators.

Now, we also have that the operator product expansion between any generic vertex operators is, $V_{\epsilon,\bar{\epsilon}}(z)V_{\bar{\epsilon},\epsilon}(w) = (z - w)^{\epsilon_{\bar{\epsilon}}} V_{\epsilon,\bar{\epsilon}}(w) + \ldots$. Hence, we can apply the same calculation from above to inductively express the modes of any vertex operator in terms of the modes of $V_{\epsilon,\bar{\epsilon}}$. Also since $V_{\epsilon,\bar{\epsilon}}(0) |0\rangle = V_{\epsilon,\bar{\epsilon}} |0\rangle$, we can also write any $e^{ib \cdot \varphi_0} |0\rangle$ as some combination of the modes of $V_{\epsilon,\bar{\epsilon}}(z)$ acting on the vacuum. We have thus demonstrated that the basis given in this section can be generated by modes of the vertex operators, $V_{\epsilon,\bar{\epsilon}}(z)$, applied on the vacuum state. Hence, any state in the Hilbert space of this theory can be generated by repeated application of the modes of the vertex operators on the vacuum state.

Now we move on to showing the uniqueness of our boundary state. Recall that $|G_s\rangle$ must satisfy Eq. [1].

Now define an anti-unitary operator $U$ that maps from the Hilbert space of the $A$ edge to the Hilbert space of the $B$ edge, such that $U |0\rangle = |0\rangle$ (i.e. it maps the vacuum of one edge to the vacuum of the other) and $UV_{\epsilon,\bar{\epsilon}} = V_{\epsilon,\bar{\epsilon},n}U$. Note this completely defines $U$ as both the $A$ and the $B$ edges form irreducible representation of the chiral algebra generated by the vertex operators. We can write $|G_s\rangle = \sum_{ij} G_{ij} |j\rangle \otimes |U |i\rangle \equiv \sum_{ij} G_{ij} |i\rangle \otimes (U |i\rangle)$, where $G$ is an operator that only acts on the Hilbert space of the $A$ edge. Our boundary condition now gives $\sum_{ij} (V_{\epsilon,\bar{\epsilon},n} G_{ij} |i\rangle \otimes |
\[ (U | i \rangle) - (G | i \rangle) \otimes (UV_{\text{e}}, -1, n | i \rangle) = 0. \]

Then we have,
\[
\langle j | \langle Uk \rangle \sum_i [(V_{\text{e}}, nG | i \rangle) \otimes (U | i \rangle) \\
- (G | i \rangle) \otimes (UV_{\text{e}}, -1, n | i \rangle)]
\]
\[= \sum_i \langle j | V_{\text{e}}, nG | i \rangle \langle i | k \langle j | G | i \rangle \langle i | V_{\text{e}}, n | k \rangle \] (E8)
\[= \langle j | V_{\text{e}}, nG | k \rangle - \langle j | GV_{\text{e}}, n | k \rangle \\
= \langle j | V_{\text{e}}, n, G | k \rangle \\
= 0
\]

So we have \( V_{\text{e}}, n \cdot G = 0 \). As the \( A \) edge forms an irreducible representation of the chiral algebra generated by the vertex operators, by Schur’s lemma we then have that \( G \) is a multiple of the identity. One can also use the fact that if \( G \) commutes with these vertex operators, it must commute with all the modes of the chiral boson fields and thus is some complex number times the identity by the earlier discussion of this section. We know \( |G_\alpha \rangle \neq 0 \) so we can choose the normalization of \( |G_\alpha \rangle \) such that,
\[
|G_\alpha \rangle = \sum_i |i \rangle \otimes (U | i \rangle) \] (E9)

Strictly speaking, in the main text when we identified an \( A \) edge state \( \langle a | \) with a \( B \) edge state \( \langle a | \) we mean \( U | a \rangle \equiv |a \rangle \). Hence, it follows,
\[
\langle a | \langle \bar{b} | G_\alpha \rangle = \langle a | \langle \bar{b} | \sum_i |i \rangle \otimes (U | i \rangle) \\
= \sum_i \langle a | i \rangle \langle i | \bar{b} \rangle \\
= \langle a | \bar{b} \rangle 
\]

which gives the property used in Sec. [10C].

We can also show that \( |G_\alpha \rangle \) must have the property \( \langle a | [\bar{b} | G_\alpha \rangle = \alpha \langle a | b \rangle, \alpha \in \mathbb{C}, \) directly from the boundary condition of Eq. [1]. The fact we can express the modes of the boson fields with the modes of the vertex operators means that our boundary condition is also conformal, \( L_n |G_\alpha \rangle = \overline{L}_{-n} |G_\alpha \rangle \), where \( L_n \) are the Virasoro operators (modes of the stress-energy tensor). Thus, if \( |a \rangle \) and \( |b \rangle \) are eigenstates of the \( L_0 \) operator then \( \langle a | \bar{b} \rangle |G_\alpha \rangle \) can only be non-zero if both \( |a \rangle \) and \( |b \rangle \) have the same eigenvalue under the application of \( L_0 \), as \( \langle a | \bar{b} | L_0 |G_\alpha \rangle = \langle a | \bar{b} | L_0 |G_\alpha \rangle \). Next, Let \( A \) and \( B \) be some generic products of modes of \( V_{\text{e}}, e \) (not to be confused with the \( A \) and \( B \) labels of the two systems in the main text). From the boundary condition we have
\[
\langle 0 | \overline{[0A]} \overline{[B]} |G_\alpha \rangle = \langle 0 | \overline{[0A]} \overline{[B]} |G_\alpha \rangle = \langle (\overline{0A})B |G_\alpha \rangle.
\]

For this overlap to be non-zero \( B^\dagger A |0 \rangle \) must have eigenvalue zero under the application of \( L_0 \). As only the vacuum has eigenvalue zero under the application of \( L_0 \), \( B^\dagger A |0 \rangle = (\overline{0A}^\dagger B |0 \rangle) |0 \rangle \), Hence, \( \langle 0 | \overline{[0A]} \overline{[B]} \rangle |G_\alpha \rangle = \langle 0 | \overline{[0A]} \overline{[B]} |0 \rangle |0 \rangle |G_\alpha \rangle = \langle 0 | \overline{[0A]} \overline{[B]} |G_\alpha \rangle \). As all states are generated by modes of the vertex operators applied on the vacuum we then have in general, \( \langle a | \bar{b} | G_\alpha \rangle = \alpha \langle a | b \rangle, \) where \( \alpha = (0 | [0] | G_\alpha \rangle \). We can then see that any state satisfying the boundary condition of Eq. [1] must also satisfy this property, which also implies \( |G_\alpha \rangle \) is fixed up to multiplication by a complex number. This was also pointed out by DRR.

**Appendix F: Topological Entanglement Entropy**

As a final check we will now show that our effective description gives the expected topological entanglement entropy. This calculation is somewhat standard now, however we will include it here as some readers may find it useful.

Let us now compute the entropy associated with the partition function given in Appendix [B 2]. Note that as \( \alpha, \beta, \gamma \propto 1/\sqrt{N} \), we can treat \( \sqrt{N} \) as an effective temperature. Thus, by using Equation [B 14] we find that the entropy in the large \( N \) limit is
\[
S = \sqrt{N} \frac{\partial \ln Z}{\partial \sqrt{N}} + \ln Z
\]
\[
= \frac{\pi^2}{3} \left( \frac{1}{\beta} + \frac{1}{\gamma} \right) - \ln \text{Vol}(\Gamma)
\]
\[
= \text{constant} \sqrt{N} - \ln \text{Vol}(\Gamma)
\]

As \( \sqrt{N} \propto L \), where \( L \) is the length of the equator of the sphere, we can then identify the topological entanglement entropy \( \gamma_{\text{topo}} \) as,
\[
\gamma_{\text{topo}} = \log \text{Vol}(\Gamma)
\]

One can easily compute the volume of the unit cell of \( \Gamma \) to be \( \text{Vol}(\Gamma) = \sqrt{3} \).

In general the topological entanglement entropy is given by \( \gamma_{\text{topo}} = \log |\det K| \), [11] [15] [80]. From Eq. [A 7] we can see that \( \det K = 3 \). Thus, our effective description gives a topological entanglement entropy that agrees with the general result.

**Appendix G: Further Plots**

Here we show the results of the tests of Sec. [IV B] for the \( \alpha, \beta \) and \( \gamma \) parameters of the \( S_{ES}^{(3)} \) model. The fitted parameters for this test are nearly identical to those for the \( S_{ES}^{(2)} \) model. Hence, this data has been given here and not in the main text.
FIG. 6. Same as for Fig. 2 but for the case of the $S_{\text{ES}}^{(3)}$ model. The parameters are nearly identical to those of Fig. 2 (as one would expect).
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