Precision psychiatry with immunological and cognitive biomarkers: a multi-domain prediction for the diagnosis of bipolar disorder or schizophrenia using machine learning
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Abstract
Precision psychiatry is attracting increasing attention lately as a recognized priority. One of the goals of precision psychiatry is to develop tools capable of aiding a clinically informed psychiatric diagnosis objectively. Cognitive, inflammatory and immunological factors are altered in both bipolar disorder (BD) and schizophrenia (SZ), however, most of these alterations do not respect diagnostic boundaries from a phenomenological perspective and possess great variability in different individuals with the same phenotypic diagnosis and, consequently, none so far has proven to have the ability of reliably aiding in the differential diagnosis of BD and SZ. We developed a probabilistic multi-domain data integration model consisting of immune and inflammatory biomarkers in peripheral blood and cognitive biomarkers using machine learning to predict diagnosis of BD and SZ. A total of 416 participants, being 323, 372, and 279 subjects for blood, cognition and combined biomarkers analysis, respectively. Our multi-domain model performances for the BD vs. control (sensitivity 80% and specificity 71%) and for the SZ vs. control (sensitivity 84% and specificity 81%) pairs were high in general, however, our multi-domain model had only moderate performance for the differential diagnosis of BD and SZ (sensitivity 71% and specificity 73%). In conclusion, our results show that the diagnosis of BD and of SZ, and that the differential diagnosis of BD and SZ can be predicted with possible clinical utility by a computational machine learning algorithm employing blood and cognitive biomarkers, and that their integration in a multi-domain outperforms algorithms based in only one domain. Independent studies are needed to validate these findings.

Introduction
Precision psychiatry is attracting increasing attention lately as a recognized priority. One of the goals of precision psychiatry is to develop tools capable of aiding a clinically informed psychiatric diagnosis objectively. A particularly challenging problem faced by clinicians is the lack of objective, quantitative diagnostic tools to establish differential diagnosis of bipolar disorder (BD) or schizophrenia (SZ). Both disorders have symptoms that overlap considerably and share genetic and environmental risk factors, for instance, both can present with psychotic symptoms, alterations in cognition and alterations in cytokines, and acute mania can be very difficult to clinically differentiate from acute SZ. A critique of standard psychiatric diagnosis is the absence of a valid signature of biological and cognitive abnormalities to inform
diagnosis. In fact, this is one of the major limits of traditional, phenotypic-based psychiatry which today are based on a descriptive collection of behaviors without objective markers to confirm diagnosis. It is now broadly accepted that cognitive, inflammatory, and immunological factors are altered in both BD and SZ, however, most of these alterations do not respect diagnostic boundaries from a phenomenological perspective and possess great variability in different individuals with the same phenotypic diagnosis and, consequently, none so far has proven to have the ability of reliably aiding in the differential diagnosis of BD and SZ. More critically, these biomarkers related to cognition, inflammation and immunology are known to be altered at a group level in both BD and SZ but the extent of these alterations at an individual level is far less characterized. The latter is a pivotal point, since the clinically relevant question is not if patients with BD or SZ in general have these biomarkers altered, but if a particular, individual patient at an individual level, has these alterations.

One important task that has to be carried out for this goal to be achieved is the analysis of how cognitive and immune markers in peripheral blood behave at an individual level across different nosological categories. Given the complexity of psychiatric disorders, it is unlikely that a single biomarker, or even several biomarkers pertaining to the same unit of analysis within a given biological system, i.e., a single domain, will have good enough diagnostic properties to aid real life clinical decisions. However, the analysis of several potential biomarkers assessed simultaneously related to several units of analysis with different levels on information in more than one domain, such as a probabilistic multi-domain data integration approach consisting of cognitive and peripheral blood-based inflammatory and immunological factors, in unison as predictors of differential diagnosis of BD and SZ in an agnostic fashion, possibly helps with this task. From a traditional, inferential statistics paradigm, this is complicated, since inferential statistics cannot appropriately handle high dimensional data. The feasibility of making more accurate predictions using a myriad of complex non-linear high-dimensional interactions that might inform prediction is now facilitated by machine learning methods, which are well-suited for the identification of subtle patterns of information in the data and, as a consequence, are useful to better predict diagnosis at the individual patient level.

In this study, we applied, we believe for the first time, machine learning techniques to two different domains previously described as altered in BD and SZ at a group level—cognitive and peripheral blood-based immune-inflammatory biomarkers—to assess their predictability in ascertaining a differential diagnosis of BD or SZ, in individual patients, with sufficient clinical validity and utility. Our overarching goal is to develop a multi-domain algorithm-based biosignature with good enough diagnostic properties to be able to inform clinical decisions pertaining to the differential diagnosis of BD and SZ in a meaningful way.

Methods

Inpatients and outpatients between 18 and 65 years, meeting DSM-IV criteria (American Psychiatric Association, 1994), for BD or SZ, were consecutively recruited at a university-affiliated psychiatric department (Mondor hospital, University of Paris-Est, Créteil, France) after approval by a French ethic committee and after written informed consent. Controls were included via a clinical investigation center, also in Créteil, France (Center for Biological Resources, Mondor hospital, Créteil, France).

Inclusion and exclusion criteria

Exclusion criteria for patients and controls were current or past immunosuppressive treatment; recent infection or ongoing inflammatory disease, such as arthritis ankylosing spondylitis, Crohn disease, asthma, or systemic lupus erythematosus; a positive serology for HIV-1/HIV-2 or hepatitis A, B, or C; or a comorbid neurologic disorder with cognitive impairment, such as multiple sclerosis, Parkinson disease, head injury, cerebrovascular accident, or Alzheimer's disease. Healthy controls were included after checking for the absence of personal or first-degree family history of psychiatric disorder and without a personal or family history of autoimmune diseases, inflammatory or infectious past history. Patients were interviewed with a French version of the Diagnostic Interview for Genetic Studies (DIGS) for the assessment of lifetime clinical characteristics of their psychiatric disorder as well as for demographic characteristics. At inclusion, manic symptoms were assessed with the Young Mania Rating Scale (YMRS) and depressive symptoms with the Montgomery-Asberg Depression Rating Scale (MADRS) for BD. Participants with SZ were evaluated using Positive and Negative Syndrome Scale (PANSS). To be included, BD participants had to be in outpatients and in a stable status defined by YMRS score <8 and MADRS score <12, while SZ participants had to have a PANSS score <60.

The cognitive evaluation was conducted in ambulatory care; while for inpatients (also reaching YMRS < 8, MADRS < 12, and PANSS < 60); blood sampling was done very close to the cognitive assessment. Patients were interviewed with a French version of the “Diagnostic Interview for Genetic Studies” (DIGS, 1994) for the assessment of lifetime clinical characteristics of BD and SZ as well as for demographic characteristics (i.e., education level, working status, season of birth, birth place/
country). Current medications as well as hospitalization status were recorded.

**Blood-based immunological biomarker profiling**
All laboratory analyses were done by personnel blinded to diagnosis status.

**Serological testing for immunoglobulins (IgGs)**
Total IgG, IgA, and IgM were quantified by immuno-turbidimetry using commercially available immunoassay reagents (COBAS). IgG sub-classes, i.e., IgG1, IgG2, IgG3, and IgG4 levels were determined on a SPAPLUS analyzer (The Binding Site, Birmingham, UK) using commercially available kits (The Binding Site, Birmingham, UK).

**Other immune and inflammatory biomarkers**
C-reactive protein (CRP) serum level was measured by nephelometry using the cardio-phase high-sensitivity CRP (hs-CRP) kit (Siemens, Germany). Anti-nuclear antibodies (ANA) were detected by indirect fluorescent antibody method on hep2000 cells (Immuno Concepts Inc., CA, USA). Quantification of anti-double strand DNA (anti-dsDNA) antibodies was performed using enzyme-linked immunosorbent assay (ELISA) (anti-ADN-NcX IgG kit; Euroimmun AG, Lübeck, Germany). Anti-extractable nuclear antibodies (anti-centromere CENP-B, anti-JO1, anti-RNP, anti-ScI70, anti-Sm, anti-SSA/Ro, and anti-SSB/La antibodies), anti-phospholipids i.e., antiphospholipid (aCL) and anti-β2GP1 (IgG and IgM antibodies as well as anti-Anti-Cyclic Citrullinated Peptide (CCP) were both analyzed using the multiplex immunoassay method (BioPlex™ 2200 Anti-Nuclear Antibody Screen; Bio-Rad Laboratories Inc., France). Anti-neutrophil cytoplasmic antibodies (ANCA) were detected by indirect immunofluorescence (Inova diagnostics, USA) and in case of positivity, specificity (anti-PR3, anti-MPO, anti-elasatase, anti-lactoferrin, anti-cathepsin G, and anti-bactericidal/permeability increasing protein [BPI] antibodies) was characterized using the ANCA-Profile ELISA kit (Euroimmun AG, Lübeck, Germany). Rheumatoid factor (RF) was evaluated on the turbidimetric SPAPLUS (Binding Site, Birmingham, UK) Anti-myelin-associated glycoprotein (MAG) IgM and anti-myelin IgM autoantibodies presence were tested by ELISA (BÜHL-MANN laboratories AG, Switzerland) and indirect immunofluorescence on slide by (IMMCO diagnostic, NY, USA), respectively.

**Serological testing for Toxoplasma gondii exposure**
On enrollment, solid-phase enzyme immunoassay was performed to assess IgG, IgM, and IgA antibodies against *Toxoplasma gondii* as previously described. Qualitative (positive/negative) assay was performed at the Stanley Laboratory of Developmental Neurovirology, Johns Hopkins School of Medicine, Baltimore, Maryland, USA.

**Cognitive data**
We employed the Wechsler Adult Intelligence Scale (WAIS) 3rd Edition, which provides a measure of general intellectual function in older adolescents and adults. Seven subtests short forms were used to estimate the full scale IQ (FSIQ), verbal IQ (VIQ), and performance IQ (PIQ), and allowed exploration of the following cognitive areas: picture completion (visual exploration and detail perception), digit-symbol coding (visual-motor coordination, motor, and mental speed), similarities (abstract verbal reasoning), arithmetic (mathematical problem solving), matrix reasoning (nonverbal abstract problem solving, inductive spatial reasoning), digit span (attention, working memory, and mental control), information (general information acquired from culture, semantic memory). An additional subtest, letter-number sequencing, was administered, which along with two other primary subtests, digit span and arithmetic.

The California Verbal Learning Test (CVLT) was also employed. It is designed to measure episodic verbal learning and memory using a multiple-trial list-learning task. The examiner reads the word list and records the patient’s oral responses verbatim in the order in which they are given. It assesses measure rate of learning, learning strategy, short-term and long-term retention and retrieval, recall errors, interference effects and ability to profit from learning cues. Learning efficiency, strategies, interference management and learning bias are measured. A validated French version of the task was used in this study.

Finally, we applied the National Adult Reading Test (NART), which provides an estimate of premorbid intellectual and general cognitive ability level from a word reading test, which provides an estimate of vocabulary size. The participant was required to correctly pronounce the list of NART words presented on a computer screen. In this study, the French version of the NART was used.

**Machine learning strategies and data analysis**

**Data pre-processing**
We undertook a complete cases approach, including only participants without missing observations. Usually, when a participant had a variable related to cognition missing, the participant had all variables related to cognition missing, because the cognitive battery was not applied. The same holds true for the blood biomarkers. In this study, 102 blood-based biomarkers and 19 cognitive biomarkers were initially selected for analysis. Among them, any biomarker that was missing in more than 30% of the participants were removed; within each selected
biomarkers, subjects with any missing biomarker were also removed. This filtering resulted in a total of 416 participants, being 323, 372, and 279 subjects for blood, cognition and combined biomarkers analysis, respectively, with 27 blood biomarkers and 19 cognitive biomarkers selected for final analysis. Therefore, in the selected set there were no missing values and no imputation process was required. All cognitive and blood biomarkers variables were converted into z-scores.

Univariate and multivariate analysis

For univariate analysis, nonparametric (Kruskal–Wallis) and chi-square tests were used to identify variables with significant $p$-values for continuous and categorical variables, respectively. In case of the three groups comparison, Tukey–Kramer post-hoc test was performed to check significance between different pairs. For continuous variables, mean ± SD (standard deviation) values were showed to portray the distribution of the variables across different groups. Percentage of positive results (having value 1) was reported for categorical variables.

With the data recorded we built a predictive model, and internally cross-validated the model. Principal component analysis (PCA) and partial least squares discriminant analysis (PLS-DA) were used for multivariate analysis. PCA is used to identify new variables, called principal components, which are a linear combination of the original variables. The new variables are uncorrelated to each other and they are sorted based on their capacity to describe the variance of the original signal. Thus, the first principal component describes the largest variation of the original signal and the last one the smallest. In this study, we applied PCA to extract uncorrelated principal components from the blood-based and cognitive biomarkers to study their capacity to differentiate one group from another in each of the three pairs (BD vs. controls, SZ vs. controls, and BD vs. SZ).

PLS-DA can be regarded as a linear two-class classifier. We used the PLS1 algorithm, where there are always two diagnostic groups (i.e., BD vs. controls, SZ vs. controls, and BD vs. SZ), or pairs of classifiers, of samples and the aim was to measure the importance of variables. The variable influence on projection (VIP) was then calculated, which is the measure of the contribution of each variable according to the variance explained by each PLS component. Once VIP values were calculated, they were used for selecting variables for classification. In this study, we selected the six variables with the top VIP values for classifying BD vs. controls, SZ vs. controls, and BD vs. SZ, which was verified to be the optimum number of variables in our models that maximized the discriminant properties without unnecessarily overcomplicating, and therefore overfitting, the models. Six is also the number selected as the optimum number to balance practical usability with model performance.

Validation and area under the curve (AUC) calculations

We built linear discriminant (LD) binary classifiers for three diagnosis pairs: BD vs. controls, SZ vs. controls, and BD vs. SZ. We used the 10-fold cross-validation strategy. In this strategy, the data is randomly divided into ten equal parts. For each fold, one part is used as validation set and the rest as training set. The process was repeated for all ten parts so that the union of validation sets equals the original data set. The prediction on the ten validation sets is then combined. We reported the AUC value as the predictive measure of the final model. Receiver operating characteristic (ROC) plots were derived from linear discriminative analysis (LDA) based on the top six biomarkers from the PLS-DA approach. Three different models according different domains were developed using selected biomarkers from blood (single immune-inflammationary factors in the peripheral blood domain), cognition (single cognitive domain) and their combined pool (multi-domain composed of immune-inflammationary factors in peripheral blood and cognitive biomarkers). The summary index of the optimal sensitivity and specificity—when both sensitivity and specificity are maximized (summary index equals positive predictive value plus negative predictive value minus 100)—of the set of selected biomarkers for the three models were determined by the ROC curve and the AUC. In a general situation, an AUC of 0.90–1.0 is regarded as very high (excellent), of 0.80–0.89 high (good), of 0.70–0.79 moderate (fair), of 0.60–0.69 low (poor), and of 0.50–0.59 as very low (fail or useless). In addition, based on the ROC curves, we determined the true positive rate (TPR) (sensitivity), the true negative rate (TNR) (specificity), the false positive rate (FPR) (1—specificity), and the false negative rate (FNR) (1—sensitivity). To better analyze clinical validity and utility, we calculated the positive predictive value (PPV) and the negative predictive value (NPV) in different simulated settings with different prevalence. All analyses were performed in Matlab R2014b.

We conducted this study according to the STARD statement (Standards for reporting diagnostic accuracy) and transparent reporting of a multivariable prediction model for individual prognosis or diagnosis (TRIPOD) statement.

Ethical aspects

The study was carried out in accordance with ethical principles for medical research involving humans (WMA, Declaration of Helsinki). The assessment protocol was approved by the relevant ethical review board. All data were collected anonymously. As this study include data
coming from regular care assessments, a non-opposition form was signed by all participants.

Results
The total population sample consisted of 416 participants. Twenty-seven blood-based biomarkers and 19 cognitive biomarkers were selected for final analysis after biomarkers with missing data, as defined in the “Methods” section, were excluded. This resulted in 323 persons contributing to the blood-based domain (121 with BD, 71 with SZ, and 131 controls), 372 persons contributing to the cognitive domain (117 with BD, 84 with SZ, and 171 controls), and 279 persons contributing to the multidomain composed by the immune blood-based domain plus the cognitive domain (98 with BD, 58 with SZ, and 123 controls). Characteristics of the sample are shown in Table 1.

Univariate analysis
Univariate analysis was carried out to identify single blood biomarkers and cognitive biomarkers signals that were associated with disease status and to establish information and methodology applicable to multivariate approach in subsequent analysis.

Results from nonparametric tests showed significant differences between the BD and control pair, between the SZ and control pair of classifiers, and also between the BD and SZ pair, with larger differences observed for participants with SZ related to the cognitive biomarkers and for BD with the immune blood biomarkers (Supplementary Table 1). Supplementary Fig. 1 show the relative difference (fold changes with confidence intervals) for each single biomarker when comparing participants with BD versus controls and participants with SZ versus controls. To obtain a common scale, all results presented are based upon log transformed data.

Multivariate analysis
Multivariate analysis was also carried out to explore correlations within the dataset, and to identify whether multiple analytes could increase the discrimination between cases and controls. The analysis was performed in two stages: (1) principal components analysis (PCA) for unsupervised analysis of the full dataset, aimed at determining whether a multivariate signal was present; (2) partial least squares discriminant analysis (PLS-DA) to help determine the identity of the biomarkers responsible for the separation.

Supplementary Fig. 2 shows the PCA plots obtained. Similar to the results of the univariate analysis, separation can be observed, in particular for SZ and BD from controls, for both blood-based biomarkers and for cognitive

Table 1  Demographic characteristics of the sample with both immune blood-based and cognitive biomarkers.

| Characteristic              | Bipolar disorder $N = 98$ | Schizophrenia $N = 58$ | Control $N = 123$ | $p$  |
|----------------------------|---------------------------|------------------------|-------------------|------|
| Masculine sex$^1$          | 50 (51.02)                | 43 (74.14)             | 49 (39.84)        | <0.001|
| Age$^{2,3}$                | 45.14 ± 12.93             | 35.26 ± 10.97          | 39.19 ± 13.17     | <0.001|
| Age of onset of the disorder$^2$ | 26.86 ± 10.53             | 24.05 ± 7.11           | NA                | 0.074 |
| Length of illness$^{2,3}$  | 18.13 ± 12.26             | 11.21 ± 9.36           | NA                | <0.001|
| BMI$^2$                    | 24.69 ± 3.76              | 25.12 ± 5.56           | 24.43 ± 4.16      | 0.605 |
| Smokers$^1$                | 20 (20.41)                | 5 (8.62)               | 18 (14.63)        | 0.124 |
| YMRS$^{2,3}$               | 3.96 ± 1.65               | 4.66 ± 3.38            | NA                | 0.003 |
| MADRS$^2$                  | 6.19 ± 4.88               | 7.89 ± 6.20            | NA                | 0.151 |
| PANSS total$^{2,3}$        | 37.38 ± 13.21             | 55.69 ± 14.65          | NA                | <0.001|
| PANSS positive total$^{2,3}$ | 7.98 ± 2.85              | 12.52 ± 6.62           | NA                | <0.001|
| PANSS negative total$^{2,3}$ | 9.08 ± 4.50             | 18.87 ± 9.03           | NA                | <0.001|
| History of suicide attempt$^{1,3}$ | 39 (39.80)            | 19 (32.76)             | NA                | <0.001|
| Current hospitalization$^{1,3}$ | 25 (25.51)             | 26 (44.83)             | NA                | <0.001|
| Drug-free$^{1,3}$          | 4 (4.08)                  | 2 (3.45)               | NA                | <0.001|

$^1$Chi-square test. Values shown as raw numbers and (%).
$^2$Values shown as mean and standard deviation. Bipolar disorder, schizophrenia, and controls, analyses by analysis of variance (ANOVA) followed by Tukey-Kramer post-test. Bipolar disorder and schizophrenia, analyses by t-test.
$^3$Bipolar disorder is significantly different from Schizophrenia.
$^4$Bipolar disorder is significantly different from control.
$^5$Schizophrenia is significantly different from control.
$^6$Drug-free defined as without use of psychiatric medication for at least 7 days.
NA not applicable.
biomarkers. It should be noted that these graphs were produced by PCA without previous disease classification information, in contrast to the partial least squares (PLS) approach, which is known to split classified groups even from random data sets. Having established a separation by PCA, the step of PLS-discriminant analysis was used solely to compute a series of scores (VIPs) to assess the contribution of individual blood-based and cognitive biomarker to these dimensions.

The contribution of each blood or cognitive biomarker to the separation of participants with BD or SZ from controls, according the VIPs found, were computed for SZ and BD, to derive the most informative biomarkers. For the immune blood-based biomarkers, IgG1, IgG2, IgG3, and anti-cardiolipin antibodies A (ACA A) showed the best properties for discriminating BD from controls, and cytomegalovirus (CMV), herpes simples virus 2 (HSV2), and Toxoplasma Gondii for SZ from controls. For the cognitive biomarkers, WAIS deterioration showed the best discriminant properties for BD from controls, and CVLT total number of correct answers during list a long delay cued recall (CVLT LDCR) for SZ from controls. WAIS digit symbol coding (WAIS DSC) also showed significant discriminant capacity, however less than the others described above. When considering the capacity of both domains together in separating BD from controls and SZ from controls, the peripheral blood-based biomarkers domain showed better discriminating properties for BD and the cognitive domain showed better discrimination for SZ.

Therefore, the blood-based biomarkers that were needed for the multi-domain model are IgG1, Toxoplasma gondii IgG, and anti-cardiolipin antibodies (ACA). The cognitive biomarkers are related to all batteries applied (WAIS, CVLT, and NART33). The biomarkers that contributed to the algorithms of all three final models are on Table 2.

We wanted to verify if a multi-domain approach considering both the immune blood biomarkers and the cognitive domains would produce an algorithm with better diagnostic properties than each of the domains in isolation. To assess the capability of our diagnostic set of markers to discriminate correctly between cases and controls, we derived ROC plots based on a linear discrimination analysis model (LDA) built upon the six

| Table 2  | Biomarkers contributing to the multi-domain model composed of immune blood-based and cognitive biomarkers. |
|----------|---------------------------------------------------------------------------------------------------------|
| Model    | BD vs. CT | SZ vs. CT | BD vs. SZ |
| Single-domain | IgG1 | HSV2 | IgG1 |
| Immune blood biomarkers | IgG3, Toxoplasma gondii IgM | IgG4, CMV |
| Anti-cardiolipin | IgG2, Toxoplasma gondii IgM |
| IgG2 | IgG4 |
| Anti-TTGG | IgG |
| Anti-CCP | Anti-gliadin A |
| Cognitive biomarkers | WAIS deterioration | WAIS DSC | WAIS DSC |
| WAIS DSC | WAIS DSC | CVLT LDCR | CVLT LDCR |
| WAIS inform | CVLT SDCR | WAIS DS |
| NART33 IQ | WAIS deterioration | CVLT SDCR |
| WAIS Let-Num Seq | WAIS Let-Num Seq | NART33 IQ |
| CVLT LDCR | WAIS DS | WAIS BD |
| Multi-domain | WAIS deterioration | WAIS DSC | WAIS DSC |
| Immune blood and cognitive biomarkers | WAIS DSC | CVLT LDCR | IgG1 |
| IgG1 | CVLT SDCR | WAIS DS |
| Toxoplasma gondii IgG | WAIS deterioration | WAIS Obj Ass |
| Anti-cardiolipin | WAIS arithmetic | CVLT LDCR |
| WAIS inform | WAIS Let-Num Seq | NART33 IQ |

WAIS DSC WAIS digit symbol coding total score, WAIS Inform WAIS information total score, CVLT SDCR CVLT total number of correct answers during list a short delay cued recall, CVLT LDCR CVLT total number of correct answers during list a long delay cued recall, WAIS DS WAIS digit span total score, WAIS Obj Ass WAIS object assembly total score, NART33 IQ NART 33 items total IQ score, WAIS BD WAIS block design total score.
markers with the highest contribution as determined by PLS-DA.

Predictive diagnostic properties and clinical validity and utility of the algorithms for the immune blood-based, cognitive, and combined domains

General predictive diagnostic properties
The general diagnostic predictive properties of each domain varied in the three diagnostic pairs of classifiers. The general accuracy was slightly lower than the AUC for all three models and all pairs of classifiers.

The single immune blood-based domain showed a moderate AUC and sensitivity for discriminating BD from controls, SZ from controls, and BD from SZ. The specificity, however, was low in all three pairs.

The single cognitive domain showed better predictive properties for separating BD from controls than the single immune blood-based domain, with a high AUC and moderate sensitivity and specificity. The predictive properties of the cognitive domain was also better than in the immune blood-based domain for separating SZ from controls, with all three parameters showing high discrimination of SZ from controls. Regarding the SZ vs. BD pair, the parameters were all of moderate value.

Finally, the model combining both the immune blood-based and the cognitive domains was superior in correctly predicting BD from controls than the models considering each domain in isolation, with a high AUC and sensitivity and a moderate specificity. However, its predictive properties were exactly the same as the single cognitive domain in separating the SZ from control groups, and only slightly better for discriminating the BD from SZ groups than the cognitive domain (Fig. 1a–c and Table 3).

Clinical usefulness and validity of the multi-domain and cognitive-domain predictions algorithms as diagnostic tests
In clinical practice, a clinical test with high diagnostic properties is considered useful, and therefore worth ordering for a patient, while a test with moderate diagnostic properties is possible useful and a clinician would consider ordering it depending on the circumstances, and a test with low or very low diagnostic properties is considered without clinical value, and, consequently, should not be ordered in the great majority of cases. Taking this into consideration, we classified the algorithms predictions based on the multi-domain (the one with the best properties) and in the cognitive domain (the second best) as “success”, “moderate success”, or “failure”, [i.e., with high (≥80%), moderate (70–79%), or low (<70%) diagnostic properties, respectively]. The general predictions of both models were a “success” as a possible test, in a scenario in which both sensitivity and specificity are maximized, for the SZ vs. control pair, and a “moderate success” for the BD vs. SZ pair. However, for the BD vs. control pair, the multi-domain model was a “success” regarding sensitivity (the TPR), while both models were a “moderate success” regarding specificity (the TNR) (Fig. 2a, b).
Predictive diagnostic properties and clinical validity in very high sensitivity or very high specificity scenarios

Depending on the clinical situation, a clinician might consider a diagnostic test more useful if it has a high sensitivity (i.e., high TPR) or if it has a high specificity (i.e., high TNR)\(^{15,22}\). In order to verify this, we built another two different scenarios, one in which the models would perform with high sensitivity, in which we set the sensitivity at 90%, and one with high specificity, in which we set the specificity at 90%. In both scenarios, we then verified which would be the correspondent specificity in the 90% sensitivity scenario and which would be the sensitivity in the 90% specificity scenario. In these scenarios, it is expected that the counterpart sensitivity or specificity will be lower, and, therefore, the test can be considered a “success” when the correspondent sensitivity or specificity is at least 70%, as a “moderate success” when it is from 50 to 69%, and a “failure” when it is below 50%\(^{15,22}\). In both scenarios, the algorithm of the multi-domain model composed of immune blood and cognitive biomarkers outperformed the algorithm of the single-domain composed only for the cognition model (Fig. 2c–f).

Clinical utility in scenarios with different prevalence

The most clinically relevant diagnostic information that a diagnostic test can provide is the PPV and the NPV, which better inform clinical utility. These parameters are highly dependent on the prevalence of the condition of interest in a given clinical setting\(^{17}\). In order to calculate the PPV and the NPV, we simulated nine different clinical settings with prevalence ranging from 10 to 90%. Thereafter, we calculated these values considering the multi-domain algorithms for all three pairs of classifiers in the three different scenarios (i.e., balanced sensitivity and specificity, high sensitivity, and high specificity). In a clinical setting with a relatively low prevalence ranging from 10 to 30%, the NPV varied from 83 to 98%, and the PPV from 17 to 77%; the scenarios with balanced prevalence and with high specificity performed better, with the high sensitivity scenario having no advantage over the other two; the scenario with high specificity showed the highest rates of PPV. In a clinical setting with a relatively high prevalence ranging from 70 to 90%, the PPV varied from 86 to 99%, and the NPV from 18 to 76%; the scenarios with balanced prevalence and with high sensitivity performed better, with the high specificity scenario having no advantage over the other two; the scenario with high

| Model | BD vs. CT | SZ vs. CT | BD vs. SZ |
|-------|-----------|-----------|-----------|
| Single domain—immune blood | | | |
| General AUC | 0.73 | 0.71 | 0.75 |
| Accuracy | 69.17% | 70.30% | 71.73% |
| True positive rate (Sensitivity) | 72.31% | 71.48% | 70.10% |
| True negative rate (Specificity) | 64.39% | 61.27% | 64.49% |
| False positive rate (1—Specificity) | 35.61% | 38.73% | 35.51% |
| False negative rate (1—Sensitivity) | 27.69% | 28.52% | 20.90% |
| Single domain—cognition | | | |
| General AUC | 0.81 | 0.80 | 0.77 |
| Accuracy | 75.35% | 87.06% | 72.14% |
| True positive rate (Sensitivity) | 76.12% | 84.43% | 71.39% |
| True negative rate (Specificity) | 71.19% | 81.14% | 71.27% |
| False positive rate (1—Specificity) | 28.81% | 18.86% | 28.73% |
| False negative rate (1—Sensitivity) | 23.88% | 15.53% | 28.61% |
| Multi-domain—immune blood + cognition | | | |
| General AUC | 0.86 | 0.89 | 0.80 |
| Accuracy | 79.73% | 86.18% | 76.43% |
| True positive rate (Sensitivity) | 88.29% | 84.46% | 71.29% |
| True negative rate (Specificity) | 71.11% | 81.39% | 73.33% |
| False positive rate (1—Specificity) | 28.89% | 18.61% | 26.67% |
| False negative rate (1—Sensitivity) | 11.71% | 15.54% | 28.71% |

AUC sensitivity (true positive rate), specificity (true negative rate), and false positive (1—specificity) and false negative (1—sensitivity) rates. Receiver operating characteristic (ROC) plots were derived from linear discriminative analysis (LDA) based on the top six biomarkers from the PLS-DA approach. Three different pairs of classifiers (BD vs. control, SZ vs. control, and BD vs. SZ) were analyzed using selected biomarkers from blood, cognition, and their combined pool. Optimal sensitivity and specificity of the set of selected biomarkers for the three models and were determined by the ROC curve and the AUC. An AUC of 0.90–1.0 is very high (excellent), of 0.80–0.89 high (good), of 0.70–0.79 moderate (fair), of 0.60–0.69 low (poor), and of 0.50–0.59 is very low (fail or useless). Color code: “success” showed in green, moderate “success” showed in yellow, “failure” showed in red. AUC area under the curve, BD bipolar disorder, SZ schizophrenia, CT control.
sensitivity showed the highest rates of NPV. In clinical settings with a moderate prevalence of 40–60%, all three scenarios are useful, with different advantages. As expected, the high sensitivity scenario showed the highest NPV, and, conversely, the high specificity scenario showed the highest PPV (Table 4).

**Discussion**

We developed a probabilistic multi-domain data integration model consisting of immune and inflammatory biomarkers in peripheral blood and cognitive biomarkers using machine learning to predict diagnosis of BD and SZ, two severe psychiatric disorders that have a differential diagnosis that can be challenging. This is particularly true for the diagnosis of BD and for the differential diagnosis of BD and SZ. Our multi-domain model performances for the BD vs. control (sensitivity 80% and specificity 71%) and for the SZ vs. control (sensitivity 84% and specificity 81%) pairs are high in general, and are relatively similar to other diagnostic tests already employed in general clinical practice. Just in order to make a comparison, in multiple sclerosis, which, similar to what happens in psychiatry, is a complex condition with heterogeneous presentation and a variety of pathophysiology mechanisms, and that thus might be better called a syndrome rather than a distinct disease, the combination of brain magnetic resonance scan imaging and cerebrospinal fluid analysis have a sensitivity of 84% and a specificity of 74%.

However, our multi-domain model has only moderate performance for the differential diagnosis of BD and SZ (sensitivity 71% and specificity 73%). This is the most challenging and crucial differentiation and these findings were somehow expected, since people with BD and SZ share many more...
similarities than people with one of these disorders share with healthy people, as a matter of fact, other studies that employed peripheral blood biomarkers, neuroimaging, or cognition as single-domains have systematically found this.

**Clinical validity and utility**

For a machine learning algorithm to be clinical valuable, to show that a test has higher than chance statistical significance is not enough, the prediction has to be high enough to change decision-making in real life. For this reason, we categorized our predictions according to their perceived clinical validity and utility.

In diagnostic medicine, a highly sensitive test is less likely to overlook a positive and a highly specific test is less likely to register a positive in the absence of the disease. Preferably, a test would have both high sensitivity and specificity, with high percentage of true positives and true negatives and, consequently, low percentage of false positives and negatives. Tests with high diagnostic properties are preferable, and usually ordered for a patient, while those with moderate properties are ordered depending on the circumstances. Taking this into consideration, we classified the predictions based on the multi-domain and in the cognitive domain as “success”, “moderate success”, or “failure” (i.e., at least high, moderate, and low diagnostic properties, respectively). In this classification, the multi-domain based predictions were generally superior, albeit not by a large margin, to the single-domain ones, particularly for BD.

In a clinical situation where not missing a positive case is more important, when being inclusive is better (for instance, when deciding if a patient should be kept in a high risk program for further follow-up and observation), it is preferable to maximize sensitivity to the detriment of specificity, and the cutoff of the diagnostic instrument can be set at a value in which the test will have a higher sensitivity. Conversely, in a clinical situation where avoiding to misclassify a person without the condition as having the condition is more important (for instance, mislabeling a patient as having SZ, since diagnosing SZ in the absence of the disease can have deleterious repercussions to the patient) it might be preferable to maximize specificity to the detriment of the sensitivity, and the cutoff of the diagnostic instrument can be set at a value in which the test will have a higher specificity. In the former scenario, our predictions were also a “success” in preserving at least moderate or high specificity, meaning that the test is also a “success” in keeping the misclassification of persons without the condition of interest as persons with the condition relatively low (specificity moderate or high, with low FNR) only in the multi-domain model. In the later scenario, our predictions were also a “success” in preserving at least moderate or high sensitivity, meaning that the test is also a “success” in keeping the misclassification of persons with the condition of interest as persons without the condition relatively low (specificity moderate or high, with low FPR) in both models only for the SZ vs. control pair, and a “success” for the BD vs. control and for the BD vs. SZ pairs only in the multi-domain model. These results mean that the multi-domain models are in general better and more versatile.

Another point to consider when implementing a diagnostic device is the feasibility and practicality of the test. Selecting the top six features, as we did here, as opposed to the full set, increases the clinical applicability, and consequent implementation, of the approach. This means that our algorithms have increased clinical utility. A second advantage is that the laboratory tests used in the final algorithms are available in routine clinical laboratories at the moment, meaning that the long process of developing a test with sufficient laboratory validity can be bypassed. The algorithms related to the multi-domain require the

| Table 4 Positive and negative predictive values of the multi-domain model in different simulated settings with different prevalence. |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Pair of classifier in                | Prevalence (%) |                      |                      |                      |                      |                      |                      |                      |                      |
| Different scenarios | 10  | 20  | 30  | 40  | 50  | 60  | 70  | 80  | 90  |                      |
| Balanced Se and Sp                  | BD vs. SZ—PPV | 23  | 40  | 53  | 64  | 72  | 80  | 86  | 91  | 96  |
|                                 | BD vs. SZ—NPV | 96  | 91  | 85  | 65  | 72  | 63  | 52  | 39  | 22  |
|                                 | BD vs. HC—PPV | 25  | 43  | 57  | 67  | 75  | 82  | 88  | 92  | 93  |
|                                 | BD vs. HC—NPV | 98  | 96  | 93  | 90  | 86  | 80  | 72  | 60  | 60  |
|                                 | SZ vs. HC—PPV | 32  | 53  | 65  | 75  | 82  | 87  | 91  | 95  | 93  |
|                                 | SZ vs. HC—NPV | 96  | 95  | 92  | 88  | 84  | 77  | 61  | 56  | 36  |
| High Se—90%                       | BD vs. SZ—PPV | 17  | 34  | 44  | 64  | 73  | 81  | 88  | 94  |                      |
|                                 | BD vs. SZ—NPV | 98  | 92  | 92  | 88  | 84  | 77  | 68  | 56  | 36  |
|                                 | BD vs. HC—PPV | 19  | 34  | 47  | 58  | 68  | 76  | 83  | 89  | 95  |
|                                 | BD vs. HC—NPV | 98  | 96  | 93  | 90  | 85  | 79  | 71  | 59  | 39  |
|                                 | SZ vs. HC—PPV | 29  | 47  | 61  | 71  | 79  | 84  | 89  | 94  | 97  |
|                                 | SZ vs. HC—NPV | 99  | 98  | 95  | 92  | 88  | 83  | 76  | 65  | 45  |
| High Sp—90%                       | BD vs. SZ—PPV | 10  | 20  | 30  | 40  | 50  | 60  | 70  | 80  | 90  |
|                                 | BD vs. SZ—NPV | 39  | 59  | 71  | 79  | 85  | 90  | 93  | 94  | 98  |
|                                 | BD vs. HC—PPV | 95  | 90  | 83  | 76  | 68  | 59  | 48  | 35  | 18  |
|                                 | BD vs. HC—NPV | 40  | 60  | 72  | 80  | 86  | 90  | 93  | 96  | 98  |
|                                 | BD vs. HC—PPV | 95  | 90  | 84  | 77  | 69  | 59  | 48  | 35  | 20  |
|                                 | SZ vs. HC—PPV | 46  | 66  | 77  | 84  | 88  | 92  | 95  | 97  | 99  |
|                                 | SZ vs. HC—NPV | 97  | 94  | 90  | 85  | 79  | 71  | 62  | 48  | 29  |
laboratory assessment of only three tests and the application of the WAIS, of the CVLT, and of the NART 33. The employment of laboratory exams and the application of these cognitive batteries might be time consuming, however, considering that BD and SZ are serious and permanent conditions that have life-time consequences, a battery of test capable of predicting a correct diagnosis, even if time-demanding and possible expensive, will likely be cost-effective in the long-term.

Limitations

Some limitations in our study should be noticed. (1) This is a case-control study; in diagnostic studies with this design, patients with borderline or mild expressions of the disease, and conditions mimicking the disease, are excluded, which can lead to an overestimation of both sensitivity and specificity in what is called spectrum bias because usually only persons with a more severe and well-defined clinical presentation are included, and, therefore, the spectrum of the participants in the study will not be fully representative of the persons seen in most clinical settings where the test will be applied 29,30. Here, both the SZ and the BD groups had a length of illness of more than 10 years. This signals that people in both the BD and SZ groups probably had a more severe presentation. In addition, there is evidence that both cognition and blood biomarkers can change with the course of the disease, with more accentuated alterations with an increased length of illness. The fact that the mean length of illness in our sample is more than 10 years might have been a confounder, however, we adjusted our analysis for this variable. (2) The selection of the threshold value for the test that maximizes both the sensitivity and specificity of the test may lead to overoptimistic measures of test performance. The performance of this cutoff in an independent set of patients may not be the same as in the original study 32. (3) The reference test, in this case clinical diagnosis according to DSM-IV, can yield different results over time and in different settings. Field tests of the DSM-IV show pooled test-retest reliability Kappa’s of 0.46 in SZ and 0.56 in BD. In this situation, when there is no perfect gold standard, the diagnostic accuracy of the new test is likely to be biased 15, however, this is unavoidable in the current psychiatric reality. (4) Since this is a cross-sectional study, we cannot infer causality. There is evidence that immuno-inflammatory markers and cognition are altered since the beginning of these disorders, and it is broadly accepted that inflammation has a causal role in both BD and SZ. However, from a diagnostic perspective, this is irrelevant. A given marker has only to discriminate between two conditions, regardless if it is a cause, consequence, or correlate of the pathophysiological process. Interestingly, the blood biomarkers found altered in BD were more related to inflammation, and the ones altered in SZ were more related to immunology. This is in tandem with Mendelian Randomization reports in which an increase in CRP levels is causally related to BD and that a decrease in CRP levels is causally related to SZ 33. (5) There is a difference in some of the demographic parameters among the three groups regarding sex, age, length of illness, current hospitalization, and history of suicide attempt, though the results remained unchanged when taking these into consideration as covariates. (6) Ideally, an algorithm created by machine learning techniques for diagnosis should be validated in an independent dataset (the testing dataset). We employed only a training dataset, however, we cross-validated our model internally.

Future directions for the development of diagnostic tests in psychiatry

There are some considerations that might help to move the Precision Psychiatry field regarding diagnosis in psychiatry and that ideally should be implemented whenever logistically possible. (1) An important consideration in the context of development of medical tests for disease classification is the differentiation between diagnoses. Rather than distinguishing patients with BD or SZ from healthy controls, a substantial part of clinical practice involves laborious and error-prone differential diagnostic processes to distinguish different patient groups from each other rather than from healthy controls. To date, few studies have investigated the potential of biomarkers, either blood-based, cognitive, or neuroimaging, in diagnostic models to differentiate among diagnostic groups, particularly for the crucial differentiation of BD in mania from SZ and unipolar from bipolar depression 1,3,34. (2) Diagnostic studies should always follow and report their results according to the STARD 18 and TRIPOD 21 guidelines to improve quality and transparency of the reports. These guidelines are the diagnostic and prognostic guidelines equivalents of the CONSORT guidelines employed in clinical trials. (3) In most situations, the analysis and computational algorithm created should be done employing machine learning techniques, since usually they outperform traditional inferential statistics. (4) The inclusion of clinical variables into a diagnostic algorithm might improve their discriminatory performance. Also, including patients with a broader variety of clinical presentations, including participants with a recent onset of the disorder, is desirable. (5) In diagnostic studies in psychiatry, the gold standard against to which any new possible test is compared is a clinical psychiatric diagnosis following DSM or ICD criteria. However, clinical phenotype diagnosis of psychiatric disorders lacks validity and robust test-retest reliability, by the simple reason that the DSM and ICD do not have a valid neurobiological basis. Thus, there is a circularity problem,
since a new potential test is compared to an imperfect gold standard. One possible solution to this problem would be to perform an agnostic machine learning technique, such as clustering, to identify biologically informed subtypes of psychiatric disorders, and then develop and test the new diagnostic algorithm against these clusters. (6) Most diagnostic studies published so far report a PPV and a NPV calculated according to the number of cases and number of controls included. Yet, this is usually inappropriate, particularly in studies employing convenience samples, because the prevalence of cases in the study is artificial and almost never reflects the real, clinical prevalence. The PPV and the NPV are highly influenced by the prevalence, and its calculations based on an artificial prevalence will not be informative and are almost always misleading. This is a difficult problem, however, because the prevalence of a condition varies in different clinical settings. To account for this, in this study, we chose not to calculate these values based on the artificial prevalence of patients in our sample, but to calculate the PPV and the NPV in several hypothetical different clinical settings with varying prevalence. We consider this more appropriate and suggest future studies to do the same. (7) When developing new diagnostic algorithms, it would be desirable to include in the training dataset as many relevant markers as possible, including neuroimaging. As such, searching for possible new blood biomarkers employing “omics” techniques, such as proteomics and metabolomics, which can facilitate the discovery of several biomarkers simultaneously in a completely agnostic fashion, is desirable.

Conclusions

In conclusion, our results show, we believe for the first time, that the diagnosis of BD and of SZ, and that the differential diagnosis of BD and SZ, can be predicted with possible clinical utility by a computational machine learning algorithm employing blood and cognitive biomarkers, and that their integration in a multi-domain considering different units of analysis generally outperforms algorithms based in only one domain. Independent studies are needed to validate such findings, particularly studies with longitudinal and consecutively collected samples, and test whether these predictive models might be further enriched by additional clinical, neurobiological, and neuroimaging information.

Acknowledgements

We thank the foundation FondaMental (www.fondation-fondamental.org) which is a non profit foundation supporting research in psychiatry in France. We express all our thanks to the patients who have accepted to be included in the present study. We thank the Biological Resources Centre (Prs Bijan Galey and Caroline Barau) and the clinical Investigation center (Pr Philippe LeCorvoisier) of Mondor Hospital We thank Agence Nationale de la Recherche (ANR) (Samenta Project V.I.P. ANR-08-MNPS-041), INserm and AP-HP. MB is supported by a NHMRC Senior Principal Research Fellowship (1059660 and 1156072).

Author details

1. Center of Excellence on Mood Disorders, Department of Psychiatry and Behavioral Sciences, McGovern Medical School, The University of Texas Health Science Center at Houston (UTHealth), Houston, TX, USA. 2. IMPACT – the Institute for Mental and Physical Health and Clinical Translation, School of Medicine, Barwon Health, Deakin University, Geelong, Australia. 3. School of Information Technology, Deakin University, Geelong, Australia. 4. Applied Artificial Intelligence Institute (A2I2), Deakin University, Geelong, Australia. 5. AP-HP, Université Paris Est Créteil, Department of Psychiatry and Addictology, Mondor University Hospital, DMU IMPACT, Translational Neuro-Psychiatry Laboratory, INSERM U955, Créteil, France. 6. Fondation FondaMental, Créteil, France. 7. Stanley Neurovirology Laboratory, Johns Hopkins School of Medicine, Baltimore, US. 8. Florey Institute for Neuroscience and Mental Health, Department of Psychiatry and Oxygent, The National Centre of Excellence in Youth Mental Health, University of Melbourne, Parkville, Australia.

Conflict of interest

The authors declare that they have no conflict of interest.

Publisher’s note

Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Supplementary Information

accompanies this paper at (https://doi.org/10.1038/s41398-020-0836-4).

Received: 18 February 2019 Revised: 5 April 2020 Accepted: 29 April 2020 Published online: 24 May 2020

References

1. Fernandes, B. S. et al. The new field of ‘precision psychiatry’. BMC Med. 15, 80 (2017).
2. Fernandes, B. S. et al. Decreased peripheral brain-derived neurotrophic factor levels are a biomarker of disease activity in major psychiatric disorders: a comparative meta-analysis. Mol. Psychiatry 19, 750–751 (2014).
3. Fernandes, B. S. et al. Serum brain-derived neurotrophic factor in bipolar and unipolar depression: a potential adjunctive tool for differential diagnosis. J. Psychosom. Res. 43, 1200–1204 (2009).
4. Fernandes, B. S. et al. Serum thiobarbituric acid reactive substances in bipolar disorder during mania and schizophrenia: a biomarker with possible diagnostic implications. Bipolar Disord. 12, 20–21 (2010).
5. Chan, M. K. et al. Applications of blood-based protein biomarker strategies in the study of psychiatric disorders. Prog. Neurobiol. 122, 45–72 (2014).
6. Lichtenstein, P. et al. Common genetic determinants of schizophrenia and bipolar disorder in Swedish families: a population-based study. Lancet 373, 234–239 (2009).
7. Colpo, G. D., Leboyer, M., Dantzer, R., Trivedi, M. H. & Texeira, A. L. Immune-based strategies for mood disorders: facts and challenges. Expert Rev. Neurother. 18, 139–152 (2018).
8. Stephan, K. E. et al. Charting the landscape of priority problems in psychiatry, part 1: classification and diagnosis. Lancet Psychiatry 3, 77–83 (2016).
9. Dickerson, F., Boronow, J., Stallings, C., Ongoni, A. & Volkin, R. Toxoplasma gondii in individuals with schizophrenia: association with clinical and demographic factors and with mortality. Schizophr. Bull. 33, 737–740 (2007).
10. Mackinnon, A. & Mulligan, R. The estimation of premorbid intelligence levels in French speakers. Encephale 31, 31–43 (2005).
11. Ringner, M. What is principal component analysis? Nat. Biotechnol. 26, 303–304 (2008).
12. Gromski, P. S. et al. A tutorial review: metabolomics and partial least squares-discriminant analysis—a maniche of convenience or a shotgun wedding. Anal. Chem. Acta 879, 10–23 (2015).
13. Fawcett, T. An introduction to ROC analysis. Pattern Recognit. Lett. 27, 861–874 (2006).
14. Haenisch, F. et al. Towards a blood-based diagnostic panel for bipolar disorder. Brain Behav. Immun. 52, 49–57 (2016).
15. van Stralen, K. J. et al. Diagnostic methods I: sensitivity, specificity, and other measures of accuracy. Kidney Int. 75, 1257–1263 (2009).
16. Tripodi, G., Jager, K. J., Dekker, F. W. & Zoccali, C. Diagnostic methods 2: receiver operating characteristic (ROC) curves. Kidney Int. 76, 252–256 (2009).

17. Sayols-Baixeras, S., Lluis-Ganella, C., Lucas, G. & Elosua, R. Pathogenesis of coronary artery disease: focus on genetic risk factors and identification of genetic variants. Appl. Clin. Genet. 7, 15–32 (2014).

18. Bossuyt, P. M. et al. STARD 2015: an updated list of essential items for reporting diagnostic accuracy studies. BMJ 351, h5527 (2015).

19. Cohen, J. F. et al. STARD 2015 guidelines for reporting diagnostic accuracy studies: explanation and elaboration. BMJ Open 6, e012799 (2016).

20. Collins, G. S., Reitsma, J. B., Altman, D. G. & Moons, K. G. Transparent reporting of a multivariable prediction model for individual prognosis or diagnosis (TRIPOD): the TRIPOD statement. Ann. Intern. Med. 162, 55–63 (2015).

21. Moons, K. G. et al. Transparent reporting of a multivariable prediction model for individual prognosis or diagnosis (TRIPOD): explanation and elaboration. Ann. Intern. Med. 162, W1–W73 (2015).

22. Pewsner, D. et al. Ruling a diagnosis in or out with “SpPin” and “SnNOt”: a note of caution. BMJ 329, 209–213 (2004).

23. Grande, I., Berk, M., Birmaher, B. & Veta, E. Bipolar disorder. Lancet 387, 1561–1572 (2016).

24. Schafler, N. et al. Accuracy of diagnostic tests in multiple sclerosis—a systematic review. Acta Neurol. Scand. 124, 151–164 (2011).

25. Salvador, R. et al. Evaluation of machine learning algorithms and structural features for optimal MRI-based diagnostic prediction in psychosis. PLoS ONE 12, e0175683 (2017).

26. Guest, P. C., Chan, M. K., Gottschalk, M. G. & Bahn, S. The use of proteomic biomarkers for improved diagnosis and stratification of schizophrenia patients. Biomark. Med. 8, 15–27 (2014).

27. Dickens, F. et al. Multianalyte markers of schizophrenia and bipolar disorder: a preliminary study. Schizophr. Res. 168, 450–455 (2015).

28. Schwarz, E. et al. Identification of a blood-based biological signature in subjects with psychiatric disorders prior to clinical manifestation. World J. Biol. Psychiatry 13, 627–632 (2012).

29. Costafreda, S. G. et al. Pattern of neural responses to verbal fluency shows diagnostic specificity for schizophrenia and bipolar disorder. BMC Psychiatry 11, 18 (2011).

30. Iniesta, R., Stahl, D. & McGuffin, P. Machine learning, statistical learning and the future of biological research in psychiatry. Psychol. Med. 46, 2455–2465 (2016).

31. Hahn, T., Nerenberg, A. A. & Whitfield-Gabrieli, S. Predictive analytics in mental health: applications, guidelines, challenges and perspectives. Mol. Psychiatry 22, 37–43 (2017).

32. Whiting, P. et al. Sources of variation and bias in studies of diagnostic accuracy: a systematic review. Ann. Intern. Med. 140, 189–202 (2004).

33. Ligthart, S. et al. Genome analyses of >200,000 individuals identify 58 loci for chronic inflammation and highlight pathways that link inflammation and complex disorders. Am. J. Hum. Genet. 103, 691–706 (2018).

34. Fernandes, B. S. et al. Serum thiobarbituric acid reactive substances in bipolar disorder during mania and schizophrenia: a biomarker with possible diagnostic implications. Bipolar Disord. 12, 1 (2010).