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Abstract

It is known that the local Yang–Baxter equation is a generator of potential solutions to Zamolodchikov’s tetrahedron equation. In this paper, we show under which additional conditions the solutions to the local Yang–Baxter equation are tetrahedron maps, namely solutions to the set-theoretical tetrahedron equation. This is exceptionally useful when one wants to prove that noncommutative maps satisfy the Zamolodchikov’s tetrahedron equation. We construct new noncommutative maps and we prove that they possess the tetrahedron property. Moreover, by employing Darboux transformations with noncommutative variables, we derive noncommutative tetrahedron maps. In particular, we derive a noncommutative nonlinear Schrödinger type of tetrahedron map which can be restricted to a noncommutative version of Sergeev’s map on invariant leaves. We prove that these maps are tetrahedron maps.
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1 Introduction

The Zamolodchikov’s tetrahedron equation is a higher-dimensional analogue of the Yang–Baxter equation, one of the most fundamental equations of mathematical physics, and it was first introduced by Zamolodchikov [36, 37]. The first solutions to the tetrahedron equation were conjectured by Zamolodchikov himself, based on numerical works, but were proved to be solutions by Baxter [1] who also calculated the free energy of the associated solvable three-dimensional model in the limit of an infinite lattice [2].

Tetrahedron maps, namely solutions to the Zamolodchikov’s functional tetrahedron equation, are of great significance in the theory of integrable systems since they are strictly related to integrable three-dimensional lattice equations (see, e.g., [4, 9, 17] and the references therein) which also discretise nonlinear integrable PDEs, and at the same time have very interesting algebro-geometric properties (see, e.g., [6, 11, 12, 13, 15]). On the other hand, noncommutative versions or extensions of integrable systems...
have been a growing field over the past few decades, with many applications in mathematical physics, and
have been in the centre of interest for many scientists (indicatively we refer to [5, 6, 7, 10, 26, 27, 31, 35]).
Therefore, there is a natural need to study the noncommutative solutions to the tetrahedron equation.
Indeed, there are recent results in the literature on the study of noncommutative tetrahedron maps [9, 13].

One important relation between the tetrahedron equation and the Yang–Baxter equation is that the
solutions to the local Yang–Baxter equation are possible solutions to the tetrahedron equation [29, 19].
In fact, a map which is derived by substitution of a square matrix to the local Yang–Baxter equation may
satisfy the tetrahedron equation [29]. In the commutative case, the proof that a map is a tetrahedron
map is a matter of straightforward substitution to the tetrahedron equation. However, if one deals with
noncommutative variables, since the substitution to the tetrahedron equation involves several compositions
between nonlinear maps, the proof of the tetrahedron property is a difficult task and depends on the form
of the map itself.

In this paper, we show which additional matrix condition must be satisfied in order for a solution of
the local Yang–Baxter equation to be a tetrahedron map. This involves the consideration of a matrix
six-factorisation problem, and it is motivated by similar results obtained by Kouloukas and Papageorgiou
[24] for verifying whether a solution to a matrix refactorisation problem is a Yang–Baxter map. This
matrix six-factorisation property is exceptionally useful when one works with maps with noncommutative
variables, since it can be used to prove whether a map is a tetrahedron map without actually using
the map, but just its matrix generator. We construct new examples of tetrahedron maps with matrix
generators related to a gauge transformation for the lattice modified KdV (mKdV) equation [30] and also
to one-dimensional relativistic elastic collision of two particles [23]. Furthermore, we show how one can
construct noncommutative tetrahedron maps using Darboux transformations. As an illustrative example,
we employ a Darboux transformation related to the noncommutative coupled NLS system which gives
rise to a noncommutative six-dimensional tetrahedron map which can be restricted on invariant leaves
to a noncommutative version of Sergeev’s map [33]. We employ the matrix six-factorisation condition to
prove the tetrahedron property of all the maps derived in this paper.

The paper is organised as follows.

In the next section, we fix the notation we are using throughout the text, and we provide the basic
definitions which are needed for the text to be self-contained. In particular, we give the definition of a
tetrahedron map and a parametric tetrahedron map, and also we explain the relation between the latter
and the local Yang–Baxter equation, namely we define the Lax representation for tetrahedron maps.

In section 3, we explain what additional conditions must the solutions to the local Yang–Baxter
equation satisfy in order to be tetrahedron maps. Specifically, we prove that a solution of the local
Yang–Baxter equation is a tetrahedron map if a certain matrix six-factorisation condition implies the
trivial solution. Furthermore, we demonstrate how this is useful when we deal with noncommutative
maps using a noncommutative Hirota map [9] as an illustrative example. Finally, we construct new
correspondences, which define novel, noncommutative tetrahedron maps, generated by matrices related to
a gauge transformation for the lattice mKdV equation [30] and also to a one-dimensional relativistic elastic
collision of two particles [23]. Using these examples, we demonstrate that the matrix six-factorisation
condition can be also used for correspondences which satisfy the local Yang–Baxter equation.

Section 4 deals with the construction of noncommutative tetrahedron maps. The tetrahedron property
is proven for the maps of this section using the matrix six-factorisation condition presented in section 3.
In particular, we employ a noncommutative Darboux transformation of NLS type in order to construct a
correspondence satisfying the local Yang–Baxter equation which defines a noncommutative tetrahedron
map. We show that the latter map can be restricted to a noncommutative version of Sergeev’s map on
invariant leaves.

In section 5, we close with some concluding remarks and ideas for possible extensions of our results.

2 Preliminaries

In this section, we explain the relation between the solutions to the local Yang–Baxter equation and the solutions to the functional tetrahedron equation.

2.1 Notation

Throughout the text:

- By $\mathcal{X}$ we denote an arbitrary set, whereas by Latin italic letters (i.e. $x, y, u, v$ etc.) the elements of $\mathcal{X}$, with an exception of the ‘spectral parameter’ which is denoted by the Greek letter $\lambda$. Moreover, by $\text{End}(\mathcal{X})$ we denote any map $\mathcal{X} \to \mathcal{X}$.

- By $\mathcal{R}$ we denote a noncommutative division ring, and its elements are denoted by bold italic Latin letters (i.e. $\mathbf{x}, \mathbf{y}, \mathbf{u}$ etc.). That is, $\mathcal{R}$ is an associative algebra with multiplicative identity $1$ where commutativity with respect to multiplication is not assumed ($xy \neq yx$), and every nonzero element $x$ has an inverse $x^{-1}$, i.e. $xx^{-1} = x^{-1}x = 1$.

- The centre of a division ring will be denoted by $Z(\mathcal{R}) = \{a \in \mathcal{R} : \forall x \in \mathcal{R}, ax = xa\}$.

- Matrices will be denoted by capital Roman straight letters (i.e. $A, B, C$) etc. Additionally, matrix operators are denoted by capital Gothic letters (for instance, $L = D_{x} + U$).

2.2 Zamolodchikov’s functional tetrahedron VS local Yang–Baxter equation

A map $T \in \text{End}(\mathcal{X}^3)$, namely

$$T : (x, y, z) \mapsto (u(x, y, z), v(x, y, z), w(x, y, z)),$$

is called a tetrahedron map if it satisfies the functional tetrahedron (or Zamolodchikov’s tetrahedron) equation

$$T^{123} \circ T^{145} \circ T^{246} \circ T^{356} = T^{356} \circ T^{246} \circ T^{145} \circ T^{123}. \quad (2)$$

Functions $T^{ijk} \in \text{End}(\mathcal{X}^6)$, $i, j = 1, 2, 3$, $i \neq j$, in (2) are maps that act as map $T$ on the $ijk$ terms of the Cartesian product $\mathcal{X}^6$ and trivially on the others. For instance,

$$T^{246}(x, y, z, r, s, t) = (x, u(y, r, t), z, v(y, r, t), s, w(y, r, t)).$$

A tetrahedron map can be represented on the cube as in Figure 1.

Furthermore, if we assign the complex parameters $a$, $b$ and $c$ to the variables $x$, $y$ and $z$, respectively, we define a map $T \in \text{End}[(\mathcal{X} \times \mathbb{C})^3]$, namely $T : ((x, a), (y, b), (z, c)) \mapsto ((u(x, y, z), a), (v(x, y, z), b), (w(x, y, z), c))$ which we denote for simplicity as

$$T_{a,b,c} : (x, y, z) \mapsto (u_{a,b,c}(x, y, z), v_{a,b,c}(x, y, z), w_{a,b,c}(x, y, z)). \quad (3)$$

Map (3) is called a parametric tetrahedron map if it satisfies the parametric functional tetrahedron equation

$$T^{123}_{a,b,c} \circ T^{145}_{a,d,e} \circ T^{246}_{b,d,f} \circ T^{356}_{c,e,f} = T^{356}_{c,e,f} \circ T^{246}_{b,d,f} \circ T^{145}_{a,d,e} \circ T^{123}_{a,b,c}. \quad (4)$$
Now, let \( L = L(x, k) \) be a matrix depending on a variable \( x \in \mathcal{X} \) and a parameter \( k \in \mathbb{C} \) of the form

\[
L(x, k) = \begin{pmatrix}
a(x, k) & b(x, k) \\
c(x, k) & d(x, k)
\end{pmatrix},
\]  

(5)

where its entries \( a, b, c \) and \( d \) are scalar functions of \( x \) and \( k \). Let \( L_{ij}^3 \), \( i, j = 1, 2, 3 \), \( i \neq j \), be the \( 3 \times 3 \) extensions of matrix (5), defined by

\[
L_{12}^3 = \begin{pmatrix}
a(x, k) & b(x, k) & 0 \\
c(x, k) & d(x, k) & 0 \\
0 & 0 & 1
\end{pmatrix}, \quad L_{13}^3 = \begin{pmatrix}
a(x, k) & 0 & b(x, k) \\
0 & 1 & 0 \\
c(x, k) & 0 & d(x, k)
\end{pmatrix}, \quad L_{23}^3 = \begin{pmatrix}
1 & 0 & 0 \\
0 & a(x, k) & b(x, k) \\
0 & c(x, k) & d(x, k)
\end{pmatrix},
\]  

(6)

where \( L_{ij}^3 = L_{ij}^3(x, k) \), \( i, j = 1, 2, 3 \).

The following matrix trifactorisation problem

\[
L_{12}^3(u, a)L_{13}^3(v, b)L_{23}^3(w, c) = L_{23}^3(z, c)L_{13}^3(y, b)L_{12}^3(x, a),
\]  

(7)

where matrices \( L_{ij}^3 \) are defined as in (6), is the Maillet–Nijhoff equation [28] in Korepanov’s form, which appears in the literature as the local Yang–Baxter equation.

Now, if a map of the form (3) satisfies the local Yang–Baxter equation (7), then this map is a possible tetrahedron map. If, indeed, the above matrix trifactorisation problem defines a tetrahedron map, we will call equation (7) its Lax representation. Equation (7) was used by Kashaev, Korepanov and Sergeev to classify the solutions to the Zamolodchikov’s tetrahedron equation. In this paper, we consider the case where \( a(x, k), b(x, k), c(x, k) \) and \( d(x, k) \) in (6) are scalar functions, however Korepanov studied equation (7) the case where \( a(x, k), b(x, k), c(x, k) \) and \( d(x, k) \) in (6) are matrices [22].

In the next section, we will show under which conditions the solutions of the local Yang–Baxter equation are solutions to the Zamolodchikov’s tetrahedron equation.

3 Matrix six-factorisation problem and tetrahedron maps

Proving that a map satisfies the tetrahedron equation by straightforward substitution to the equation is usually a difficult task when we deal with noncommutative variables; it involves several compositions of maps with noncommutative variables and their inverses. Here, following the work of Kouloukas and Papageorgiou [24] for the case Yang–Baxter maps, we find the additional matrix conditions that the solutions of the local Yang–Baxter equation must satisfy in order to be tetrahedron maps.

Let \( L_{ij}^4 \), \( i, j = 1, \ldots, 4 \), \( i \neq j \), be the \( 4 \times 4 \) generalisations of matrix \( L \equiv L(x, k) = \begin{pmatrix} a(x, k) & b(x, k) \\ c(x, k) & d(x, k) \end{pmatrix} \),
Lemma 3.2. Let matrices $L_{ij}$ be defined as in (8). Then, the following equations are equivalent:

\[
L_{12}^4(u, a)L_{13}^4(v, b)L_{23}^4(w, c) = L_{23}^4(z, c)L_{13}^4(y, b)L_{12}^4(x, a), \\
L_{12}^4(u, a)L_{14}^4(v, b)L_{24}^4(w, c) = L_{14}^4(z, c)L_{13}^4(y, b)L_{12}^4(x, a), \\
L_{23}^4(u, a)L_{24}^4(v, b)L_{34}^4(w, c) = L_{34}^4(z, c)L_{24}^4(y, b)L_{23}^4(x, a).
\]

Proof. By straightforward substitution of matrix $L(x, k) = \begin{pmatrix} a(x, k) & b(x, k) \\ c(x, k) & d(x, k) \end{pmatrix}$ to the above equations, one can show that all the above imply exactly the same system of polynomial equations for $u, v$ and $w, x, y$ and $z$. \hfill \Box

Now, we act on the elements $(x, y, z, r, s, t)$ with the left and right part of the tetrahedron equation, as indicated in Figure 2. Specifically, using the right-hand side of the tetrahedron equation, we have

\[
T^{123}(x, y, z, r, s, t) = (\tilde{x}, \tilde{y}, \tilde{z}, r, s, t), \\
T^{145} \circ T^{123}(x, y, z, r, s, t) = (\tilde{\tilde{x}}, \tilde{\tilde{y}}, \tilde{\tilde{z}}, \tilde{r}, \tilde{s}, \tilde{t}), \\
T^{246} \circ T^{145} \circ T^{123}(x, y, z, r, s, t) = (\tilde{\tilde{x}}, \tilde{\tilde{y}}, \tilde{\tilde{z}}, \tilde{\tilde{r}}, \tilde{\tilde{s}}, \tilde{\tilde{t}}),
\]

whereas the left-hand side of the tetrahedron equation implies

\[
T^{356}(x, y, z, r, s, t) = (x, y, \hat{z}, r, \hat{s}, \hat{t}), \\
T^{246} \circ T^{356}(x, y, z, r, s, t) = (x, \hat{y}, \hat{z}, \hat{r}, \hat{s}, \hat{t}), \\
T^{145} \circ T^{246} \circ T^{356}(x, y, z, r, s, t) = (\tilde{x}, \tilde{y}, \tilde{z}, \tilde{r}, \tilde{s}, \tilde{t}), \\
T^{123} \circ T^{145} \circ T^{246} \circ T^{356}(x, y, z, r, s, t) = (\tilde{\tilde{x}}, \tilde{\tilde{y}}, \tilde{\tilde{z}}, \tilde{\tilde{r}}, \tilde{\tilde{s}}, \tilde{\tilde{t}}),
\]

as in Figure 2. That is, if $\hat{x} = \tilde{x}$, $\hat{y} = \tilde{y}$, $\hat{z} = \tilde{z}$, $\hat{r} = \tilde{r}$, $\hat{s} = \tilde{s}$ and $\hat{t} = \tilde{t}$, then map (11) satisfies the tetrahedron equation and vice versa.
Theorem 3.3. Let $T_{a,b} := (x, y, z) \to (u_{a,b,c}(x, y, z), v_{a,b,c}(x, y, z), w_{a,b,c}(x, y, z))$ be a map satisfying the local Yang–Baxter equation

$$L_{12}^3(u, a)L_{13}^3(v, b)L_{23}^3(w, c) = L_{23}^3(z, c)L_{13}^3(y, b)L_{12}^3(x, a),$$

for some matrix $L = L(x, a)$. Then, if for this Lax matrix $L$ the following matrix six-factorisation problem

$$L_{34}^4(t, a_6)L_{24}^4(s, a_5)L_{14}^4(r, a_4)L_{23}^4(\tilde{z}, a_3)L_{13}^4(y, a_2)L_{12}^4(\tilde{x}, a_1) =$$
$$L_{34}^4(t, a_6)L_{24}^4(s, a_5)L_{14}^4(r, a_4)L_{23}^4(z, a_3)L_{13}^4(y, a_2)L_{12}^4(x, a_1) \quad (9)$$

implies the trivial solution $\tilde{t} = t$, $\tilde{s} = s$, $\tilde{r} = r$, $\tilde{z} = z$, $\tilde{y} = y$ and $\tilde{x} = x$, then map $T_{a,b,c} := (x, y, z) \to (u_{a,b,c}(x, y, z), v_{a,b,c}(x, y, z), w_{a,b,c}(x, y, z))$ is a parametric tetrahedron map.

Proof. According to the right-hand side of the tetrahedron equation, we have:

$$[L_{12}^4(x, a_1)L_{13}^4(y, a_2)L_{23}^4(z, a_3)]L_{14}^4(r, a_4)L_{24}^4(s, a_5)L_{34}^4(t, a_6) =$$
$$= L_{23}^4(\tilde{z}, a_3)L_{13}^4(\tilde{y}, a_2)[L_{12}^4(\tilde{x}, a_1)L_{14}^4(r, a_4)L_{24}^4(s, a_5)]L_{34}^4(t, a_6)$$
$$= L_{23}^4(\tilde{z}, a_3)L_{13}^4(\tilde{y}, a_2)L_{14}^4(\tilde{r}, a_1)L_{12}^4(\tilde{x}, a_1)$$
$$= L_{23}^4(\tilde{z}, a_3)L_{13}^4(\tilde{y}, a_2)L_{14}^4(\tilde{r}, a_1)L_{12}^4(\tilde{x}, a_1)$$
$$= L_{34}^4(\tilde{r}, a_4)L_{14}^4(\tilde{r}, a_4)L_{13}^4(\tilde{y}, a_2)L_{12}^4(\tilde{x}, a_1)$$
$$= L_{34}^4(\tilde{r}, a_4)L_{14}^4(\tilde{r}, a_4)L_{13}^4(\tilde{y}, a_2)L_{12}^4(\tilde{x}, a_1), \quad (10)$$

where we have used Lemmas 3.1 and 3.2. On the other hand, using the left-hand side of the tetrahedron equation, we obtain:

$$L_{12}^4(x, a_1)L_{13}^4(y, a_2)L_{23}^4(z, a_3)L_{14}^4(r, a_4)L_{24}^4(s, a_5)L_{34}^4(t, a_6) =$$
$$= L_{12}^4(x, a_1)L_{13}^4(y, a_2)L_{14}^4(r, a_4)[L_{23}^4(z, a_3)L_{24}^4(s, a_5)L_{34}^4(t, a_6)]$$
$$= L_{12}^4(x, a_1)[L_{13}^4(y, a_2)L_{14}^4(r, a_4)L_{34}^4(\tilde{t}, a_6)]L_{24}^4(s, a_5)L_{23}^4(\tilde{z}, a_3)$$
$$= L_{12}^4(x, a_1)L_{34}^4(\tilde{t}, a_6)L_{14}^4(\tilde{r}, a_4)L_{13}^4(\tilde{y}, a_2)L_{24}^4(s, a_5)L_{23}^4(\tilde{z}, a_3)$$
In this section, we demonstrate that the six-factorisation problem can be also used for correspondences which satisfy the tetrahedron equation without using the map, but just using its Lax representation.

Remark 3.4. As it is demonstrated in the above example, with the help of Theorem 3.3 we can prove that a map satisfies the tetrahedron equation without using the map, but just using its Lax representation.

3.1 Matrix six-factorisation and correspondences

In this section, we demonstrate that the six-factorisation problem can be also used for correspondences which satisfy the local Yang–Baxter equation. As illustrative examples, we construct some novel tetrahedron maps which are generated by matrices related to the lattice modified KdV equation and also to the lattice KdV equation. We change $v = \psi V\psi$, $V = V(v, U) = \begin{pmatrix} 1 & 0 \\ \frac{v}{\psi} & 1 \end{pmatrix}$, related to the lattice mKdV equation. In fact, $v$ is a solution to the lattice modified KdV equation, while $U$ satisfies the lattice KdV equation. We change $(v, U) \rightarrow (x_1, x_2)$, $x_i \in \mathcal{R}$, $i = 1, 2$, in the former matrix $V$, namely we consider the matrix $V(x_1, x_2) = \begin{pmatrix} x_1^{-1} & 0 \\ x_2 x_1^{-1} & 1 \\ 0 & 0 \end{pmatrix}$.

We now define the $3 \times 3$ generalisations of matrix $V(x_1, x_2)$, namely the following:

\[
V^3_{12} = \begin{pmatrix} x_1^{-1} & 0 & 0 \\ x_2 x_1^{-1} & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad V^3_{13} = \begin{pmatrix} x_1^{-1} & 0 & 0 \\ 0 & 1 & 0 \\ x_2 x_1^{-1} & 0 & 1 \end{pmatrix}, \quad V^3_{23} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & x_1^{-1} & 0 \\ 0 & x_2 x_1^{-1} & 1 \end{pmatrix}.
\]
Substitution to the local Yang–Baxter equation (7) implies the following correspondence

\[ u_1 = v_1^{-1} x_1 y_1, \quad u_2 = z_1^{-1} x_2 y_1, \quad v_2 = (z_2 z_1^{-1} x_2 + y_2 y_1^{-1}) x_1^{-1} v_1, \quad w_1 = z_1, \quad w_2 = z_2. \]  \hfill (13)

This correspondence satisfies the local Yang–Baxter equation for any \( v_1 \in \mathcal{R} \); nevertheless, it does not define a tetrahedron map for arbitrary choice of \( v_1 \in \mathcal{R} \).

However, we have the following.

**Proposition 3.5.** For \( v_1 = z_1 \), correspondence (13) defines the map

\[ (x_1, x_2, y_1, y_2, z_1, z_2) \xrightarrow{T_n,h,c} (z_1^{-1} x_1 y_1, z_1^{-1} x_2 y_1, z_1, (z_2 z_1^{-1} x_2 + y_2 y_1^{-1}) x_1^{-1} z_1, z_1, z_2). \]  \hfill (14)

Map (14) is a noninvolutie, noncommutative, parametric tetrahedron map.

**Proof.** Map (14) follows from (13) for \( v_1 = z_1 \in \mathcal{R} \).

Now, we define the \( 4 \times 4 \) generalisations of matrix matrices \( V(x_1, x_2) \) as follows:

\[ V_{12}^4 = \begin{pmatrix} x_1^{-1} & 0 & 0 & 0 \\ x_2 x_1^{-1} & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad V_{13}^4 = \begin{pmatrix} x_1^{-1} & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ x_2 x_1^{-1} & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad V_{23}^4 = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & x_1^{-1} & 0 & 0 \\ 0 & x_2 x_1^{-1} & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad V_{34}^4 = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & x_1^{-1} & 0 \\ 0 & 0 & x_2 x_1^{-1} & 1 \end{pmatrix}. \]

Regarding the tetrahedron property, using the left-hand side of the tetrahedron equation, and taking into account that \( y_1 \mapsto z_1, z_1 \mapsto z_1 \) and \( z_2 \mapsto z_2 \in (14) \), we have:

\[ V_{12}^4(x_1, x_2, a_1)V_{13}^4(y_1, y_2, a_2)V_{23}^4(z_1, z_2, a_3)V_{34}^4(t_1, t_2, a_6) = V_{12}^4(x_1, x_2, a_1)V_{13}^4(x_1, x_2, a_1)V_{14}^4(r_1, r_2, a_4)V_{24}^4(s_1, s_2, a_5)V_{34}^4(t_1, t_2, a_6) = V_{23}^4(z_1, z_2, a_3)V_{13}^4(z_1, y_2, a_2)V_{14}^4(x_1, x_2, a_1)V_{24}^4(r_1, r_2, a_4)V_{34}^4(s_1, s_2, a_5)V_{34}^4(t_1, t_2, a_6) = V_{23}^4(z_1, z_2, a_3)V_{13}^4(z_1, y_2, a_2)V_{14}^4(s_1, s_2, a_5)V_{14}^4(r_1, r_2, a_4)V_{34}^4(t_1, t_2, a_6) = V_{23}^4(z_1, z_2, a_3)V_{13}^4(z_1, y_2, a_2)V_{14}^4(s_1, s_2, a_5)V_{14}^4(t_1, t_2, a_6)V_{34}^4(t_1, t_2, a_6) = V_{23}^4(z_1, z_2, a_3)V_{13}^4(z_1, y_2, a_2)V_{14}^4(s_1, s_2, a_5)V_{14}^4(t_1, t_2, a_6)V_{34}^4(t_1, t_2, a_6) = V_{23}^4(z_1, z_2, a_3)V_{13}^4(z_1, y_2, a_2)V_{14}^4(s_1, s_2, a_5)V_{14}^4(t_1, t_2, a_6)V_{34}^4(t_1, t_2, a_6). \]  \hfill (15)

On the other hand, using the left-hand side of the tetrahedron equation, and taking into account that \( y_1 \mapsto z_1, z_1 \mapsto z_1 \) and \( z_2 \mapsto z_2 \) in (14), we obtain:

\[ V_{12}^4(x_1, x_2, a_1)V_{13}^4(y_1, y_2, a_2)V_{23}^4(z_1, z_2, a_3)V_{34}^4(t_1, t_2, a_6) = V_{12}^4(x_1, x_2, a_1)V_{13}^4(x_1, x_2, a_1)V_{14}^4(r_1, r_2, a_4)V_{24}^4(s_1, s_2, a_5)V_{34}^4(t_1, t_2, a_6) = V_{12}^4(x_1, x_2, a_1)V_{13}^4(x_1, x_2, a_1)V_{14}^4(r_1, r_2, a_4)V_{34}^4(t_1, t_2, a_6)V_{24}^4(t_1, t_2, a_6)V_{34}^4(t_1, t_2, a_6)V_{34}^4(t_1, t_2, a_6) = V_{12}^4(x_1, x_2, a_1)V_{13}^4(x_1, x_2, a_1)V_{14}^4(r_1, r_2, a_4)V_{34}^4(t_1, t_2, a_6)V_{24}^4(t_1, t_2, a_6)V_{34}^4(t_1, t_2, a_6) = V_{12}^4(x_1, x_2, a_1)V_{13}^4(x_1, x_2, a_1)V_{14}^4(r_1, r_2, a_4)V_{34}^4(t_1, t_2, a_6)V_{24}^4(t_1, t_2, a_6)V_{34}^4(t_1, t_2, a_6) = V_{12}^4(x_1, x_2, a_1)V_{13}^4(x_1, x_2, a_1)V_{14}^4(r_1, r_2, a_4)V_{34}^4(t_1, t_2, a_6)V_{24}^4(t_1, t_2, a_6)V_{34}^4(t_1, t_2, a_6) = V_{12}^4(x_1, x_2, a_1)V_{13}^4(x_1, x_2, a_1)V_{14}^4(r_1, r_2, a_4)V_{34}^4(t_1, t_2, a_6)V_{24}^4(t_1, t_2, a_6)V_{34}^4(t_1, t_2, a_6) = V_{12}^4(x_1, x_2, a_1)V_{13}^4(x_1, x_2, a_1)V_{14}^4(r_1, r_2, a_4)V_{34}^4(t_1, t_2, a_6)V_{24}^4(t_1, t_2, a_6)V_{34}^4(t_1, t_2, a_6). \]
V_{34}(t_1, t_2, a_6)V_{24}(t_1, s_2, a_5)V_{14}(t_1, \hat{r}_2, a_4)V_{12}(x_1, x_2, a_1)V_{13}(y_1, y_2, a_2)V_{23}(\hat{z}_1, \hat{z}_2, a_3) =
V_{34}(t_1, t_2, a_6)V_{24}(t_1, s_2, a_5)V_{14}(t_1, \hat{r}_2, a_4)V_{12}(x_1, x_2, a_1)\quad (16)

From the relations (15) and (16) it follows that

V_{34}(t_1, t_2, a_6)V_{24}(t_1, s_2, a_5)V_{14}(t_1, \hat{r}_2, a_4)V_{13}(\hat{z}_1, \hat{z}_2, a_3)V_{23}(\hat{z}_1, \hat{z}_2, a_3)V_{13}(\hat{z}_1, \hat{y}_2, a_2)V_{23}(\hat{x}_1, x_2, a_1) =
V_{34}(t_1, t_2, a_6)V_{24}(t_1, s_2, a_5)V_{14}(t_1, \hat{r}_2, a_4)V_{13}(\hat{z}_1, \hat{z}_2, a_3)V_{13}(\hat{z}_1, \hat{y}_2, a_2)V_{12}(\hat{x}_1, x_2, a_1),

which implies the following system

\[ \hat{z}_1 = \hat{z}_1, \quad t_1 \hat{z}_1 \hat{x}_1 = t_1 \hat{z}_1 \hat{x}_1, \quad t_1^{-1} \hat{z}_1 \hat{x}_2 \hat{x}_1^{-1} = t_1^{-1} \hat{z}_1 \hat{x}_2 \hat{x}_1^{-1}, \quad t_1^{-1} \hat{z}_2 \hat{x}_1^{-1} = t_1^{-1} \hat{z}_2 \hat{x}_1^{-1}, \quad (17a) \]

\[ t_1^{-1}(\hat{z}_2 \hat{x}_1^{-1} \hat{x}_2 \hat{x}_1^{-1} + \hat{y}_2 \hat{x}_1^{-1} \hat{x}_1) = t_1^{-1}(\hat{z}_2 \hat{x}_1^{-1} \hat{x}_2 \hat{x}_1^{-1} + \hat{y}_2 \hat{x}_1^{-1} \hat{x}_1), \quad (17b) \]

\[ t_2 t_1^{-1} \hat{z}_2 \hat{x}_1^{-1} + s_2 t_1^{-1} \hat{z}_1 = t_2 t_1^{-1} \hat{z}_2 \hat{x}_1^{-1} + s_2 t_1^{-1} \hat{z}_1, \quad (17c) \]

\[ t_2 t_1^{-1}(\hat{z}_2 \hat{x}_1^{-1} \hat{x}_2 \hat{x}_1^{-1} + \hat{y}_2 \hat{x}_1^{-1} \hat{x}_1) + s_2 t_1^{-1} \hat{z}_1 \hat{x}_2 \hat{x}_1^{-1} + \hat{r}_2 t_1^{-1} \hat{z}_1 \hat{x}_1 =
\[ t_2 t_1^{-1}(\hat{z}_2 \hat{x}_1^{-1} \hat{x}_2 \hat{x}_1^{-1} + \hat{y}_2 \hat{x}_1^{-1} \hat{x}_1) + s_2 t_1^{-1} \hat{z}_1 \hat{x}_2 \hat{x}_1^{-1} + \hat{r}_2 t_1^{-1} \hat{z}_1 \hat{x}_1. \quad (17d) \]

Since \( \hat{z}_1 = \hat{z}_1 \), from the rest of (17a) follows that \( \hat{x}_1 = \hat{x}_1, \hat{x}_2 = \hat{x}_2 \) and \( \hat{z}_2 = \hat{z}_2 \). Given that, (17b) and (17c) imply \( \hat{y}_2 = \hat{y}_2 \) and \( s_2 = s_2 \), respectively, in view of which from (17d) we obtain that \( \hat{r}_2 = \hat{r}_2 \). Therefore, map (14) is a parametric tetrahedron map.

The noninvolutivity of map (12) follows, for instance, from \( u_1 \circ T_{a,b,c} = x_1 y_1 z_1^{-1} \neq x_1 \).

Now, we will derive another novel, noncommutative, parametric tetrahedron map generated by the matrix \( L_\lambda(x_1, x_2) = \begin{pmatrix} \lambda & k x_1 \\ k x_2^{-1} & \lambda \end{pmatrix} \), where \( x_i \in \Re, i = 1, 2 \), and \( k \in Z(\Re) \). For \( x_1 = x_2 = x \), this matrix is a Lax matrix for a Yang–Baxter map which was derived from a system of one-dimensional relativistic elastic collision of two particles in [23].

We define the matrices

\[ L_{0,12}^3 = \begin{pmatrix} 0 & k x_1 & 0 \\ k x_2^{-1} & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad L_{0,13}^3 = \begin{pmatrix} 0 & 0 & k x_1 \\ 0 & 1 & 0 \\ k x_2^{-1} & 0 & 0 \end{pmatrix}, \quad L_{0,23}^3 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & k x_1 \\ 0 & k x_2^{-1} & 0 \end{pmatrix}. \]

Substitution to the local Yang–Baxter equation (7) implies the following correspondence

\[ v_1 = u_2 z_1 y_2^{-1} x_1 w_2, \quad v_2 = a^{-1} b^{-1} x_2 z_2, \quad w_1 = a^{-1} b^{-1} u_1^{-1} y_1. \quad (18) \]

The above correspondence satisfies the local Yang–Baxter equation for arbitrary \( u_1, u_2, w_2 \in \Re \). But, not for any choice of the latter the associated map satisfies the tetrahedron equation.

We have the following.

**Proposition 3.6.** Correspondence (18) defines the map

\[ (x_1, x_2, y_1, y_2, z_1, z_2) \xrightarrow{T_{a,b,c}} (x_1, x_2, x_2 z_1 y_2^{-1} x_1 z_2, a^{-1} b^{-1} x_2 z_2, a^{-1} b^{-1} x_1^{-1} y_1, z_2). \quad (19) \]

Map (19) is a noninvolutive, noncommutative, parametric tetrahedron map.
Proof. Obviously, map \([19]\) is derived from correspondence \([18]\) for the choice \(u_1 = x_1, u_2 = x_2\) and \(w_2 = z_2\).

Regarding the tetrahedron property, we first define the \(4 \times 4\) generalisations of matrix \(L_\lambda(x_1, x_2)\):

\[
L_{0,12}^4 = \begin{pmatrix}
0 & kx_1 & 0 & 0 \\
kx_1^{-1} & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}, \quad L_{0,13}^4 = \begin{pmatrix}
0 & 0 & kx_1 & 0 \\
0 & 1 & 0 & 0 \\
kx_1^{-1} & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}, \quad L_{0,23}^4 = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & kx_1 & 0 \\
kx_1^{-1} & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix},
\]

\[
L_{0,14}^4 = \begin{pmatrix}
0 & 0 & 0 & kx_1 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
kx_1^{-1} & 0 & 0 & 0
\end{pmatrix}, \quad L_{0,24}^4 = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & kx_1 \\
0 & 0 & 1 & 0 \\
kx_1^{-1} & 0 & 0 & 0
\end{pmatrix}, \quad L_{0,34}^4 = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & kx_1 \\
0 & 0 & 0 & 0
\end{pmatrix}.
\]

Now, using the left-hand side of the tetrahedron equation, and taking into account \([19]\), we have:

\[
L_{0,12}^4(x_1, x_2, a_1)L_{0,13}^4(y_1, y_2, a_2)L_{0,23}^4(z_1, z_2, a_3)L_{0,14}^4(r_1, r_2, a_4)L_{0,24}^4(s_1, s_2, a_5)L_{0,34}^4(t_1, t_2, a_6) =
L_{0,23}^4(a_1^{-1}a_2a_3^{-1}x_1^{-1}y_1, z_2, a_3)L_{0,13}^4(x_2z_1y_2^{-1}, a_1^{-1}a_2a_3^{-1}x_2z_2, a_2)L_{0,12}^4(x_1, x_2, a_1),
\]

\[
L_{0,14}^4(r_1, r_2, a_4)L_{0,24}^4(s_1, s_2, a_5)L_{0,34}^4(t_1, t_2, a_6) =
L_{0,23}^4(a_1^{-1}a_2a_3^{-1}x_1^{-1}y_1, z_2, a_3)L_{0,13}^4(x_2z_1y_2^{-1}, a_1^{-1}a_2a_3^{-1}x_2z_2, a_2)L_{0,24}^4(s_1, s_2, a_5),
\]

\[
L_{0,14}^4(r_1, r_2, a_4)L_{0,12}^4(x_1, x_2, a_1)L_{0,34}^4(t_1, t_2, a_6) =
L_{0,23}^4(a_1^{-1}a_2a_3^{-1}x_1^{-1}y_1, z_2, a_3)L_{0,13}^4(x_2z_1y_2^{-1}, a_1^{-1}a_2a_3^{-1}x_2z_2, a_2)L_{0,24}^4(s_1, s_2, a_5),
\]

\[
L_{0,14}^4(r_1, r_2, a_4)L_{0,12}^4(x_1, x_2, a_1)L_{0,23}^4(r_1, r_2, a_4)L_{0,14}^4(s_1, s_2, a_5)L_{0,34}^4(t_1, t_2, a_6) =
L_{0,23}^4(a_1^{-1}a_2a_3^{-1}x_1^{-1}y_1, z_2, a_3)L_{0,13}^4(x_2z_1y_2^{-1}, a_1^{-1}a_2a_3^{-1}x_2z_2, a_2)L_{0,12}^4(x_1, x_2, a_1).
\]

On the other hand, using the right-hand side of the tetrahedron equation, and taking into account \([19]\), after a few steps we obtain:

\[
L_{0,12}^4(x_1, x_2, a_1)L_{0,13}^4(y_1, y_2, a_2)L_{0,23}^4(z_1, z_2, a_3)L_{0,14}^4(r_1, r_2, a_4)L_{0,24}^4(s_1, s_2, a_5)L_{0,34}^4(t_1, t_2, a_6) =
L_{0,34}^4(\tilde{r}_1, t_2, a_6)L_{0,24}^4(\tilde{s}_1, a_3^{-1}a_3a_5^{-1}z_2t_2, a_5)L_{0,13}^4(r_1, a_1^{-1}a_3^{-1}a_4a_6^{-1}x_2z_2t_2, a_4),
\]

\[
L_{0,23}^4(a_1^{-1}a_2a_3^{-1}x_1^{-1}y_1, z_2, a_3)L_{0,13}^4(x_2z_1y_2^{-1}, a_1^{-1}a_2a_3^{-1}x_2z_2, a_2)L_{0,12}^4(x_1, x_2, a_1).
\]

From equations \([20]\) and \([21]\) follows that:

\[
L_{0,34}^4(\tilde{r}_1, t_2, a_6)L_{0,24}^4(\tilde{s}_1, a_3^{-1}a_3a_5^{-1}z_2t_2, a_5)L_{0,14}^4(\tilde{r}_1, a_1^{-1}a_3^{-1}a_4a_6^{-1}x_2z_2t_2, a_4),
\]

\[
L_{0,23}^4(a_1^{-1}a_2a_3^{-1}x_1^{-1}y_1, z_2, a_3)L_{0,13}^4(x_2z_1y_2^{-1}, a_1^{-1}a_2a_3^{-1}x_2z_2, a_2)L_{0,12}^4(x_1, x_2, a_1) =
L_{0,34}^4(\tilde{r}_1, t_2, a_6)L_{0,24}^4(\tilde{s}_1, a_3^{-1}a_3a_5^{-1}z_2t_2, a_5)L_{0,14}^4(\tilde{r}_1, a_1^{-1}a_3^{-1}a_4a_6^{-1}x_2z_2t_2, a_4).
\]
\[ L_{0,23}^4(a_1^{-1}a_2a_3x_1^{-1}y_1, z_2, a_3)L_{0,13}^4(x_2z_1y_1^{-1}x_1z_2, a_1^{-1}a_2a_3^{-1}x_2z_2, a_2)L_{0,12}^4(x_1, x_2, a_1), \]  

which implies

\[ (\tilde{s}_1 - s_1)(x_2z_2t_2)^{-1}x_2z_1y_2^{-1}x_1z_2 = 0, \quad (\tilde{t}_1 - t_1)(z_2t_2)^{-1}x_1^{-1}y_1(x_2z_2)^{-1}x_1, \quad a_4(\tilde{r}_1 - r_1) = 0, \]

from where it follows that \( \tilde{s}_1 = s_1, \tilde{t}_1 = t_1 \) and \( \tilde{r}_1 = r_1 \). That is, map (19) is a parametric tetrahedron map.

Map (19) is noninvolutive, since, for instance, \( v_1 \circ T_{a,b,c} = x_2x_1^{-1}y_1z_1^{-1}x_2^{-1}x_1z_2 \neq y_1. \)

**Remark 3.7.** In this section, we show how can tetrahedron maps be derived from correspondences which satisfy the local Yang–Baxter equation by fixing their free variables. The natural question arises as to whether the choice of the variables we made is unique. The answer is negative: as it was demonstrated in [20], different tetrahedron maps can be derived for various choices of the free variables. However, a correspondence satisfying the local Yang–Baxter equation does not define a tetrahedron map for arbitrary choice of the free variables. To check whether a choice of the free variable is ‘correct’ one needs to verify whether the matrix six-factorisation problem [9] implies the trivial solution. There is no systematic way of finding the particular values that define tetrahedron maps.

## 4 Noncommutative NLS type tetrahedron maps

A method for constructing parametric tetrahedron maps using Darboux transformations was presented in [20]. In this section, we employ a noncommutative Darboux matrix derived in [21] for the NLS equation in order to derive a noncommutative parametric tetrahedron map via the local Yang–Baxter equation.

### 4.1 A noncommutative NLS type Darboux transformation

Consider the spatial part of the Lax pair of the noncommutative NLS system [34], namely the operator:

\[ \mathcal{L} = D_x - U(p, q; \lambda), \quad U = \lambda \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} + \begin{pmatrix} 0 & 2p \\ 2q & 0 \end{pmatrix}. \]  

The definition of a Darboux transformation for such operators is a transformation which leaves covariant the operator, namely

\[ M(D_x + U(\lambda))M^{-1} = D_x - U(10; \lambda), \]

where \( M \) is an invertible matrix called a *Darboux matrix*. A Darboux matrix related to operator [23] is the following [21]:

\[ M(f, p; a) = \lambda \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} + \begin{pmatrix} f & p \\ ap^{-1} & 0 \end{pmatrix}, \quad f = \frac{1}{2}p_xp^{-1}. \]

### 4.2 A noncommutative NLS type tetrahedron map

We change \((f + \lambda, p) \rightarrow (x_1, x_2), x_i \in \mathbb{R}, i = 1, 2, \) in [24], namely we consider the matrix

\[ M(x_1, x_2; a) = \begin{pmatrix} x_1 & x_2 \\ ax_1 & 0 \end{pmatrix}, \]  

\[ \]
where \( a \in Z(\mathcal{R}) \).

We employ this matrix to construct a noncommutative tetrahedron map. We define the following matrices

\[
M_{12}^3(x_1, x_2; a) = \begin{pmatrix} x_1 & x_2 & 0 \\ ax_2 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad M_{13}^3(x_1, x_2; a) = \begin{pmatrix} x_1 & 0 & x_2 \\ 0 & 1 & 0 \\ ax_2 & 0 & 0 \end{pmatrix}, \quad M_{23}^3(x_1, x_2; a) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & x_1 & x_2 \\ 0 & ax_2 & 0 \end{pmatrix},
\]

and substitute them to the local Yang–Baxter equation

\[
M_{12}^3(u_1, u_2; a)M_{13}^3(v_1, v_2; b)M_{23}^3(w_1, w_2; c) = M_{23}^3(z_1, z_2; c)M_{13}^3(y_1, y_2; b)M_{12}^3(x_1, x_2; a).
\]

The above implies the system of equations

\[
\begin{align*}
    u_1 v_1 &= y_1 x_1, \quad cu_2 v_2 w_2^{-1} + u_2 w_1 = y_1 x_2, \quad u_2 w_2 = y_2, \\
    au_2 v_1 &= az_1 x_2^{-1} + bz_2 y_2^{-1} x_1, \quad acu_2 v_2 w_2^{-1} = bz_2 y_2^{-1} x_2, \\
    bv_2^{-1} &= caz_2^{-1} x_2^{-1}.
\end{align*}
\]

The above system can be solved to give the following correspondence

\[
\begin{align*}
    u_2 &= au_2^{-1} y_1 x_1 (az_1 x_2^{-1} + bz_2 y_2^{-1} x_1)^{-1}, \\
    v_1 &= u_2^{-1} y_1 x_1, \quad v_2 = a^{-1} bc^{-1} x_2 z_2, \\
    w_1 &= a^{-1} (az_1 x_2^{-1} + bz_2 y_2^{-1} x_1) x_1^{-1} y_1^{-1} u_1 [y_1 x_2 - by_1 x_1 (az_1 x_2^{-1} + bz_2 y_2^{-1} x_1)^{-1} z_2 y_2^{-1} x_2], \\
    w_2 &= a^{-1} (az_1 x_2^{-1} + bz_2 y_2^{-1} x_1) x_1^{-1} y_2,
\end{align*}
\]

which is a solution to the local Yang–Baxter equation for any \( u_1 \in \mathcal{R} \).

For the choice \( u_1 = y_1 \) the above correspondence defines the map

\[
\begin{align*}
    u_1 &= y_1, \\
    u_2 &= ax_1 (az_1 x_2^{-1} + bz_2 y_2^{-1} x_1)^{-1}, \\
    v_1 &= x_1, \\
    v_2 &= a^{-1} bc^{-1} x_2 z_2, \\
    w_1 &= a^{-1} (az_1 x_2^{-1} + bz_2 y_2^{-1} x_1) x_1^{-1} [y_1 x_2 - by_1 x_1 (az_1 x_2^{-1} + bz_2 y_2^{-1} x_1)^{-1} z_2 y_2^{-1} x_2], \\
    w_2 &= a^{-1} (az_1 x_2^{-1} + bz_2 y_2^{-1} x_1) x_1^{-1} y_2,
\end{align*}
\]

which is a noncommutative version of the map (29) in [20]; nevertheless, it does not share the same invariants with (29) due to noncommutativity. However, if one makes the centrality assumption (see results on noncommutative Yang–Baxter maps where the centrality assumption was employed [8 14]), then the above map has three invariants in separable variables.

In particular, we have the following.

**Proposition 4.1.** Let \( x_1, y_1, z_1 \in Z(\mathcal{R}) \). Then, (26) implies the following map

\[
\begin{align*}
    x_1 &\mapsto u_1 = y_1, \quad (27a) \\
    x_2 &\mapsto u_2 = ax_1 (az_1 x_2^{-1} + bz_2 y_2^{-1} x_1)^{-1}, \quad (27b) \\
    y_1 &\mapsto v_1 = x_1, \quad (27c) \\
    y_2 &\mapsto v_2 = a^{-1} bc^{-1} x_2 z_2, \quad (27d) \\
    z_1 &\mapsto w_1 = x_1 y_1 z_1, \quad (27e)
\end{align*}
\]
\( z_2 \mapsto w_2 = a^{-1}(az_1 x_2^{-1} + bz_2 y_2^{-1} x_1)x_1^{-1} y_2. \)  \( (27f) \)

Moreover, map \((27)\) admits the following invariants

\[
I_1 = x_1 y_1, \quad I_2 = x_1 + y_1, \quad I_3 = y_1 z_1.
\]

Finally, map \((27)\) is a noncommutative parametric tetrahedron map.

**Proof.** If \( x_1, y_1, z_1 \in Z(\mathbb{R}) \), then

\[
w_1 = a^{-1}(az_1 x_2^{-1} + bz_2 y_2^{-1} x_1)x_1^{-1} [y_1 x_2 - b y_1 x_1(az_1 x_2^{-1} + bz_2 y_2^{-1} x_1)^{-1} z_2 y_2^{-1} x_2] = x_1^{-1} y_1 z_1.
\]

Moreover, \( u_1 v_1 = y_1 x_1 = x_1 y_1, u_1 + v_1 = x_1 + y_1 \) and \( v_1 w_1 = y_1 z_1. \)

Concerning the tetrahedron property, we first define the \( 4 \times 4 \) extensions of matrix \( M(x_1, x_2; a) \) in \[(25), \]

\[
M_{12} = \begin{pmatrix} x_1 & x_2 & 0 & 0 \\ 0 & x_2^{-1} & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad M_{13} = \begin{pmatrix} x_1 & 0 & x_2 & 0 \\ 0 & 1 & 0 & 0 \\ a x_2^{-1} & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad M_{14} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & x_1 & x_2 & 0 \\ 0 & a x_2^{-1} & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}.
\]

Using the left-hand side of the tetrahedron equation, and taking into account \[(27), \]

\[
M_{12}^4(x_1, x_2, a_1)M_{13}^4(y_1, y_2, a_2)M_{14}^4(z_1, z_2, a_3)M_{15}^4(r_1, r_2, a_4)M_{24}^4(s_1, s_2, a_5)M_{34}^4(t_1, t_2, a_6) = \\
M_{23}^4(x_1^{-1} y_1 z_1, \tilde{z}_2, a_3)M_{13}^4(x_1, \tilde{y}_2, a_2)M_{14}^4(y_1, \tilde{x}_2, a_1)M_{15}^4(r_1, r_2, a_4)M_{24}^4(s_1, s_2, a_5)M_{34}^4(t_1, t_2, a_6) = \\
M_{23}^4(x_1^{-1} y_1 z_1, \tilde{z}_2, a_3)M_{13}^4(x_1, \tilde{y}_2, a_2)M_{14}^4(\tilde{s}_1, \tilde{s}_2, a_5)M_{15}^4(y_1, \tilde{r}_2, a_4)M_{12}^4(r_1, \tilde{x}_2, a_1)M_{24}^4(t_1, t_2, a_6) = \\
M_{23}^4(x_1^{-1} y_1 z_1, \tilde{z}_2, a_3)M_{13}^4(x_1, \tilde{y}_2, a_2)M_{14}^4(\tilde{s}_1, \tilde{s}_2, a_5)M_{15}^4(y_1, \tilde{r}_2, a_4)M_{12}^4(r_1, \tilde{x}_2, a_1)M_{24}^4(t_1, t_2, a_6) = \\
M_{23}^4(x_1^{-1} y_1 z_1, \tilde{z}_2, a_3)M_{13}^4(x_1, \tilde{y}_2, a_2)M_{14}^4(\tilde{s}_1, \tilde{z}_2, a_5)M_{15}^4(y_1, \tilde{r}_2, a_4)M_{12}^4(r_1, \tilde{x}_2, a_1)M_{24}^4(t_1, \tilde{x}_2, a_1) = \\
M_{23}^4(x_1^{-1} y_1 z_1, \tilde{z}_2, a_3)M_{13}^4(x_1, \tilde{y}_2, a_2)M_{14}^4(\tilde{s}_1, \tilde{z}_2, a_5)M_{15}^4(y_1, \tilde{r}_2, a_4)M_{12}^4(r_1, \tilde{x}_2, a_1)M_{24}^4(t_1, \tilde{x}_2, a_1).
\] (28)

Furthermore, using the right-hand side of the tetrahedron equation, and taking into account \[(27), \]

\[
M_{12}^4(x_1, x_2, a_1)M_{13}^4(y_1, y_2, a_2)M_{14}^4(z_1, z_2, a_3)M_{15}^4(r_1, r_2, a_4)M_{24}^4(s_1, s_2, a_5)M_{34}^4(t_1, t_2, a_6) = \\
M_{12}^4(x_1, x_2, a_1)M_{13}^4(y_1, y_2, a_2)M_{14}^4(r_1, r_2, a_4)M_{24}^4(z_1, z_2, a_3)M_{34}^4(t_1, t_2, a_6) = \\
M_{12}^4(x_1, x_2, a_1)M_{13}^4(y_1, y_2, a_2)M_{14}^4(r_1, r_2, a_4)M_{24}^4(\tilde{s}_1, \tilde{s}_2, a_5)M_{34}^4(t_1, t_2, a_6) = \\
M_{12}^4(x_1, x_2, a_1)M_{13}^4(y_1, y_2, a_2)M_{14}^4(r_1, r_2, a_4)M_{24}^4(\tilde{s}_1, \tilde{s}_2, a_5)M_{34}^4(t_1, t_2, a_6) = \\
M_{12}^4(x_1, x_2, a_1)M_{13}^4(y_1, y_2, a_2)M_{14}^4(\tilde{s}_1, \tilde{s}_2, a_5)M_{15}^4(r_1, \tilde{r}_2, a_4)M_{24}^4(s_1, \tilde{z}_2, a_3) = \\
M_{12}^4(x_1, x_2, a_1)M_{13}^4(y_1, y_2, a_2)M_{14}^4(\tilde{s}_1, \tilde{s}_2, a_5)M_{15}^4(r_1, \tilde{r}_2, a_4)M_{24}^4(s_1, \tilde{z}_2, a_3) = \\
M_{12}^4(x_1, x_2, a_1)M_{13}^4(y_1, y_2, a_2)M_{14}^4(\tilde{s}_1, \tilde{s}_2, a_5)M_{15}^4(r_1, \tilde{r}_2, a_4)M_{24}^4(s_1, \tilde{z}_2, a_3) = \\
M_{12}^4(x_1, x_2, a_1)M_{13}^4(y_1, y_2, a_2)M_{14}^4(\tilde{s}_1, \tilde{s}_2, a_5)M_{15}^4(r_1, \tilde{r}_2, a_4)M_{24}^4(s_1, \tilde{z}_2, a_3) =
\]
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4.3 Restriction to a noncommutative tetrahedron

Sergeev’s map

From (28) and (29) follows that

\[ \begin{align*}
M_{24}^4(\hat{t}_1, \hat{t}_2, a_0)M_{24}^4(x_1^{-1}y_1z_1, \hat{s}_2, a_5)M_{14}^4(x_1, \hat{r}_2, a_4)M_{23}^4(\hat{s}_1, \hat{z}_2, a_3)M_{13}^4(y_1, \hat{y}_2, a_2)M_{12}^4(r_1, \hat{x}_2, a_1) &= 0.
\end{align*} \]

From (28) and (29) follows that

\[ \begin{align*}
M_{24}^4(\hat{t}_1, \hat{t}_2, a_0)M_{24}^4(x_1^{-1}y_1z_1, \hat{s}_2, a_5)M_{14}^4(x_1, \hat{r}_2, a_4)M_{23}^4(\hat{s}_1, \hat{z}_2, a_3)M_{13}^4(y_1, \hat{y}_2, a_2)M_{12}^4(r_1, \hat{x}_2, a_1) = 0.
\end{align*} \]

The above implies

\[ \begin{align*}
\hat{s}_2 \hat{r}_2 \hat{z}_2 \hat{y}_2 &= \hat{s}_2 \hat{r}_2 \hat{z}_2 \hat{y}_2, \\
\hat{t}_2 \hat{z}_2 \hat{y}_2 \hat{x}_2 &= \hat{t}_2 \hat{z}_2 \hat{y}_2 \hat{x}_2, \\
\hat{z}_2 \hat{z}_2 \hat{y}_2 \hat{x}_2 &= \hat{z}_2 \hat{z}_2 \hat{y}_2 \hat{x}_2, \\
\hat{a}_2 \hat{t}_2 \hat{z}_2 \hat{y}_2 \hat{x}_2 &= \hat{a}_2 \hat{t}_2 \hat{z}_2 \hat{y}_2 \hat{x}_2,
\end{align*} \]

and \( \hat{r}_2 = \hat{r}_2, \hat{x}_1 \hat{y}_1 \hat{x}_2 = \hat{x}_1 \hat{y}_1 \hat{x}_2 \) and \( \hat{x}_1 \hat{y}_2 = \hat{x}_1 \hat{y}_2 \). From the latter follows that \( \hat{r}_2 = \hat{r}_2, \hat{x}_2 = \hat{x}_2 \) and \( \hat{y}_2 = \hat{y}_2 \) in view of which the above system implies that \( \hat{s}_1 = \hat{s}_1, \hat{s}_2 = \hat{s}_2, \hat{t}_1 = \hat{t}_1, \hat{z}_2 = \hat{z}_2 \) and \( \hat{t}_2 = \hat{t}_2 \).

Therefore, map (27) is a noncommutative, noninvolutive tetrahedron map.

4.3 Restriction to a noncommutative tetrahedron

Sergeev’s map

In this section, we use the invariants and we restrict map (27) to invariant leaves.

In particular, we have the following.

**Theorem 4.2.** Map (27) can be restricted to the following three-dimensional map \( (x_2, y_2, z_2) \to (u_2, v_2, w_2) \) given by

\[ \begin{align*}
u_2 &= a(ax_2^{-1} + bsz_2y_2^{-1})^{-1}, \\
v_2 &= a^{-1}bc^{-1}x_2z_2, \\
w_2 &= a^{-1}(ax_2^{-1} + bsz_2y_2^{-1})y_2.
\end{align*} \]

This three-parametric family of maps includes the fully noncommutative Sergeev’s map:

\[ \begin{align*}
x &\mapsto u = (x^{-1} + yz)^{-1}, \\
y &\mapsto v = k^{-1}xz, \\
z &\mapsto w = x^{-1}y + z.
\end{align*} \]

The noncommutative Sergeev’s map (31) has Lax representation

\[ L_{12}^3(u, k)L_{13}^3(v, k)L_{23}^3(w, k) = L_{23}^3(z, k)L_{12}^3(y, k)L_{13}^3(x, k), \]

where \( L(x, k) = \begin{pmatrix} 1 & x^{-1} \\ 0 & 0 \end{pmatrix} \). Moreover, it is a noncommutative, noninvolutive tetrahedron map.

**Proof.** Map (31) admits the invariants \( I_1 = x_1y_1, I_2 = x_1 + y_1, I_3 = y_1z_1 \). Setting, \( I_1 = I_3 = 1, I_2 = 2 \) it follows that \( x_1 = y_1 = z_1 \). Substituting to (31), we obtain the three-dimensional map (30).
Now, choosing \( a = b = c = k \in \mathbb{Z}(\mathfrak{N}) \) in (30), we obtain the fully noncommutative map (31). This is the noncommutative version of Sergeev’s map, namely, if we assume that \( x, y, z \in \mathbb{Z}(\mathfrak{N}) \), then map (30) becomes map (20) in [33]. Moreover, by substitution of \( L(x; k) = \begin{pmatrix} 1/k & x & 0 \\ 1/kz & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \) to (32), map (30) follows by straightforward calculations.

Regarding the tetrahedron property, we consider the 4 \times 4 generalisations of matrix \( L(x; k) \), namely the following

\[
\begin{align*}
L_{12}^4(x; k) &= \begin{pmatrix} 1 & x & 0 & 0 \\ 1/kx^{-1} & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, & L_{13}^4(x; k) &= \begin{pmatrix} 1 & 0 & x & 0 \\ 0 & 1 & 0 & 0 \\ kx^{-1} & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \end{pmatrix}, & L_{23}^4(x; k) &= \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & x & 0 \\ 0 & kx^{-1} & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \\
L_{14}^4(x; k) &= \begin{pmatrix} 1 & 0 & 0 & x \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ kx^{-1} & 0 & 0 & 0 \end{pmatrix}, & L_{24}^4(x; k) &= \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & x \\ 0 & 0 & 1 & 0 \\ 0 & kx^{-1} & 0 & 0 \end{pmatrix}, & L_{34}^4(x; k) &= \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & x \\ 0 & 0 & kx^{-1} & 0 \end{pmatrix}.
\end{align*}
\]

Substitution of the above to (9) for \( a_i = k, i = 1, \ldots, 6 \), implies

\[
\begin{align*}
\hat{x}^{-1} + \hat{z}y^{-1} + \hat{s}r^{-1} &= x^{-1} + zy^{-1} + sr^{-1}, \\
(\hat{z}y^{-1} + \hat{s}r^{-1})\hat{x} &= (zy^{-1} + sr^{-1})x, & \hat{s}r^{-1}\hat{y} &= sr^{-1}y, \\
\hat{t}s^{-1}\hat{z}y^{-1}\hat{x} &= ts^{-1}zy^{-1}x, & \hat{t}^{-1}\hat{z}^{-1}\hat{x}^{-1} &= t^{-1}z^{-1}x^{-1}, \\
\hat{z}^{-1}\hat{x}^{-1} + \hat{t}s^{-1}\hat{x}^{-1} + \hat{t}s^{-1}\hat{z}y^{-1} &= z^{-1}x^{-1} + ts^{-1}x^{-1} + ts^{-1}zy^{-1},
\end{align*}
\]

as well as \( \hat{x} = x, \hat{y} = y \) and \( \hat{r} = r \) in view of which the above system implies \( \hat{s} = s, \hat{z} = z \) and \( \hat{t} = t \). Therefore, map (31) satisfies the tetrahedron equation.

Finally, the noninvolutivity follows, for instance, from \( v \circ (u, v, w) = k^{-1}(x^{-1} + zy^{-1})(x^{-1}y + z) \neq y \).

5 Conclusions

In this paper, we showed which additional matrix six-factorisation condition must be satisfied for a map with Lax representation to be a tetrahedron map, namely we proved Theorem 3.3. A similar result was obtained in [24] for the case of Yang–Baxter maps.

Moreover, we derived new noninvolutive, noncommutative tetrahedron maps, namely maps (14) and (19), generated via the local Yang–Baxter equation by employing: i. a matrix related to a gauge transformation for the lattice mKdV equation [30], and ii. a generalised matrix related to one-dimensional relativistic elastic collisions of two particles [23]. Maps (14) and (19) were used as illustrative examples to show that the matrix six-factorisation condition also works for correspondences.

Finally, we showed how to construct noncommutative tetrahedron maps using Darboux transformations of noncommutative integrable systems. In particular, using a Darboux transformation for the noncommutative coupled NLS system, we constructed a noncommutative tetrahedron map (27). We showed that the latter can be restricted to a noncommutative Sergeev’s map, namely map (31).

All the tetrahedron maps derived in this paper are noninvolutive. Noninvolutive maps are more interesting in terms of their dynamics.

The results can be extended in the following ways.
• In [12] the algebraic properties of linear tetrahedron maps were studied, and linearised versions of nonlinear tetrahedron maps were considered by linearising their associated Lax representations. One could study the properties of the linearised versions of nonlinear, noncommutative tetrahedron maps derived in this paper.

• In [13] a matrix trifactorisation problem other than the local Yang–Baxter equation was used to derive tetrahedron maps. One can employ this matrix trifactorisation problem in order to derive new, noncommutative solutions to Zamolodchikov’s tetrahedron equation. Moreover, it is expected that a theorem similar to 3.3 will hold for maps being generated by this matrix trifactorisation problem.

• The Liouville integrability of all the derived tetrahedron maps in this paper is an open problem. It is expected that centrality assumptions should be made.

• Study the associated noncommutative 3D lattice systems. There are several methods in the literature on how to associate tetrahedron maps to lattice equations (for example, using symmetries [17]). Moreover, well-known methods for deriving 2D lattice equations from Yang–Baxter maps could be also employed in order to associate noncommutative tetrahedron maps with noncommutative lattice equations (for instance, as lifts to the corresponding tetrahedron map [25, 32] or using the invariants of the maps in separable form [15, 16].) It makes sense to compare these Bäcklund type of transformations to those derived using the method presented in [11] for integrable 2D lattice equations.

• The noncommutative difference equations associated with the tetrahedron maps derived in section 4 are probably certain discretisations of noncommutative NLS type of PDEs. One may construct these nonlinear systems of PDEs by taking certain continuum limits. It is expected that the tetrahedron maps of section 4 will be Bäcklund type of transformations for these nonlinear systems of PDEs.
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