ON THE LIMITING BEHAVIOUR OF SOME NONLOCAL SEMINORMS: A NEW PHENOMENON
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ABSTRACT. In this note we study the behaviour as $s \to 0^+$ of some semigroup based Besov seminorms associated with a non-symmetric and hypoelliptic diffusion with a drift. Our results generalise a previous one of Maz’ya and Shaposhnikova for the classical fractional Sobolev spaces $W^{s,p}$, and they also underscore a new phenomenon caused by the presence of the drift.
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1. Introduction

The limiting behaviour of some classical nonlocal seminorms has been the subject of increasing interest in recent years because of its connection with various function spaces, such as $L^p$, Sobolev or $BV$ spaces. For $1 \leq p < \infty$ and $s \in (0, 1)$ we denote by $W^{s,p}$ the Banach space of functions $f \in L^p$ with finite Aronszajn-Gagliardo-Slobedetzky seminorm,

$[f]_{s,p} = \left( \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|f(x) - f(y)|^p}{|x - y|^{N+ps}} \, dx \, dy \right)^{1/p},$
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see e.g. [1] or also [8]. In their celebrated works [4], [5] (see also [6]) Bourgain, Brezis and Mironescu discovered a new characterisation of the spaces \( W^{1,1} \) and \( BV \) based on the study of the limiting behaviour of the spaces \( W^{s,p} \) as \( s \to 1 \). We also mention the earlier work [20], in which the authors had already settled the case \( p = 2 \) of the Bourgain-Brezis-Mironescu limiting theorem, and the work [19], which further analysed the case \( p = 1 \). In their paper [21] Maz’ya & Shaposhnikova extended and simplified the results in [5], and they also analysed the limit as \( s \to 0^+ \) of the seminorms (1.1). Regarding the latter, [21, Theor. 3] states that if \( f \in W^{s_0,p} \) for some \( 0 < s_0 < 1 \), then

\[
\lim_{s \to 0^+} s \left[ f \right]_{s,p}^p = \frac{2}{p} \sigma_{N-1} ||f||_{L^p}^p,
\]

where \( \sigma_{N-1} \) is the measure of the unit sphere in \( \mathbb{R}^N \). These results have been extended and completed by several authors. For instance, one should see Milman [22], who placed them in the framework of interpolation spaces, Karadzhov, Milman and Xiao [16], Kolyada and Lerner [18], Triebel [26], who generalized them in the context of Besov spaces, and Arcangéli and Torrens [2].

To introduce the results in the present paper, we now make the key observation that theorem (1.2) admits a dimension-free formulation using the heat semigroup

\[
P_t f(x) = e^{-t \Delta} f(x) = (4 \pi t)^{-N/2} \int_{\mathbb{R}^N} e^{-|x-y|^2/4t} f(y) dy.
\]

For \( s > 0 \) and \( 1 \leq p < \infty \), consider the following heat Besov seminorm

\[
\mathcal{N}_{s,p}(f) = \left( \int_0^{\infty} \frac{1}{t^{N+1}} \int_{\mathbb{R}^N} P_t^s (|f - f(x)|^p) (x) dx dt \right)^{1/p}.
\]

We leave it as an easy exercise for the reader to recognise that

\[
\lim_{s \to 0^+} s \left[ f \right]_{s,p}^p = \frac{2}{p} \sigma_{N-1} ||f||_{L^p}^p,
\]

where for \( x > 0 \) we have denoted by \( \Gamma(x) = \int_0^\infty t^{x-1} e^{-t} dt \) the Euler gamma function. Combining (1.4) with (1.2), we see that the theorem of Maz’ya & Shaposhnikova can be reformulated in terms of the heat seminorm (1.3) in the following suggestive dimension-free fashion: assume that \( f \in \bigcup_{0<s<1} W^{s,p} \), then

\[
\lim_{s \to 0^+} s \left[ f \right]_{s,p}^p = \frac{4}{p} ||f||_{L^p}^p.
\]

The present work stems from the initial desire of understanding what happens to (1.5) when the seminorm \( \mathcal{N}_{s,p}(f) \) is replaced by \( \mathcal{N}_{s,p}^\mathcal{A}(f) \), where \( \mathcal{A} \) is the infinitesimal generator of a wide class of non-symmetric semigroups with drift introduced by Hörmander in his celebrated hypoellipticity paper [15]. In the course of our study we have encountered a new, unexpected phenomenon: the value of the corresponding limit in (1.5) depends on the trace of the drift in \( \mathcal{A} \). But in order to state our results precisely, we need to introduce the relevant framework.

Consider the Kolmogorov-Fokker-Planck operators in \( \mathbb{R}^{N+1} \) defined as follows:

\[
\mathcal{K} u = \mathcal{A} u - \partial_t u = \text{tr}(Q \nabla^2 u) + \langle BX, \nabla u \rangle - \partial_t u = 0,
\]

where

\[
\mathcal{A} u = \sum_{i<j} a_{ij} \partial_{x_i} \partial_{x_j} u + \sum_i a_i \partial_{x_i} u + b \cdot \nabla u,
\]

and

\[
B = \sum_{i<j} b_{ij} \delta_{ij} + \sum_i b_i \delta_{ij}.
\]
where the $N \times N$ matrices $Q$ and $B$ have real, constant coefficients, and $Q = Q^* \geq 0$. The operators $\mathcal{K}$ and $\mathcal{A}$ in (1.6) where introduced in [15], where Hörmander showed that they are hypoelliptic if and only if the covariance matrix

\[(1.7)\quad K(t) = \frac{1}{t} \int_0^t e^{sB} Q e^{sB^*} ds\]

is invertible for every $t > 0$. This condition will be henceforth tacitly assumed throughout this paper. Since one obviously has $K(t) \geq 0$, the invertibility of such matrix is equivalent to saying $K(t) > 0$ for every $t > 0$. Although in this paper we are mostly interested in the genuinely degenerate setting $N \geq 2$, our results are in fact true for any $N \geq 1$. With this assumption in place, we will routinely indicate with $X$ the generic point in $\mathbb{R}^N$, with $(X, t)$ the one in $\mathbb{R}^{N+1}$.

Equations such as (1.6) are of considerable interest in physics, probability and finance, and have been the subject of intense study during the past three decades. First, they obviously contain the classical heat equation, which corresponds to the non-degenerate model $Q = I_N$, $B = O_N$. More importantly, they encompass the Ornstein-Uhlenbeck operator (see [23]), which is obtained by taking $Q = I_N$ and $B = -I_N$ in (1.6), as well as the degenerate operator of Kolmogorov in $\mathbb{R}^{2n+1}$

\[(1.8)\quad \mathcal{K}_0 u = \Delta_x u + < v, \nabla_x u > - \partial_t u,\]

corresponding to the choice $N = 2n$, $Q = \begin{pmatrix} I_n & 0_n \\ 0_n & 0_n \end{pmatrix}$, and $B = \begin{pmatrix} 0_n & 0_n \\ I_n & 0_n \end{pmatrix}$. Such operator arises in the kinetic theory of gases and was first introduced in the seminal note [17] on Brownian motion. One should note that $\mathcal{K}_0$ fails to be parabolic since it is missing the diffusive term $\Delta_x u$. However, it does satisfy Hörmander’s hypoellipticity condition since one easily checks that $K(t) = \begin{pmatrix} I_n & t/2 I_n \\ t/2 I_n & t^2/3 I_n \end{pmatrix} > 0$ for every $t > 0$. In this respect, it should be noted that Kolmogorov himself had already shown the hypoellipticity of his operator since in [17] he constructed an explicit fundamental solution for $\mathcal{K}_0$ which is $C^\infty$ outside the diagonal.

Kolmogorov’s construction was generalised in [15], where it was shown that, given $f \in \mathcal{S}$, the Cauchy problem $\mathcal{K} u = 0$ in $\mathbb{R}^N \times (0, \infty)$, $u(X,0) = f(X)$ admits the unique solution $u(X,t) = \int_{\mathbb{R}^N} p(X,Y,t) f(Y) dY$, where

\[(1.9)\quad p(X,Y,t) = \frac{c_N}{V(t)} \exp \left( -\frac{m_t(X,Y)^2}{4t} \right).\]

In (1.9), for $X,Y \in \mathbb{R}^N$ we have let

\[(1.10)\quad m_t(X,Y) = \sqrt{< K(t)^{-1}(Y - e^{tB}X), Y - e^{tB}X >}, \quad t > 0,\]

whereas, with $B_t(X,r) = \{ Y \in \mathbb{R}^N \mid m_t(X,Y) < r \}$ and $c_N = \omega_N(4\pi)^{-N/2}$, the notation $V(t)$ denotes the so-called volume function

\[(1.11)\quad V(t) = \text{Vol}_N(B_t(X, \sqrt{t})) = \omega_N(\det(tK(t)))^{1/2},\]
see [12]. If we indicate with

\begin{equation}
(1.12) \quad P_t^a f(X) = \int_{\mathbb{R}^N} p(X, Y, t) f(Y) dY
\end{equation}

the Hörmander semigroup, then it is well-known that, under the assumption that the matrix $B$ of the drift satisfies

\begin{equation}
(1.13) \quad \text{tr } B \geq 0,
\end{equation}

we obtain a non-symmetric semigroup which is contractive on $L^p$, $1 \leq p \leq \infty$. Because of the drift, such semigroup presents several new challenges with respect to the Riemannian or even sub-Riemannian setting. This is already apparent in Hörmander’s formula (1.10) above, in which the space and the time variables appear inextricably mixed. In a series of papers, see [11], [12], [13] and [14], two of us have recently developed, under the condition (1.13), some basic functional analytic aspects of the class (1.6). We note that Kolmogorov’s operator (1.8) satisfies (1.13) since for such example we have in fact $\text{tr } B = 0$. For other operators of interest in physics that satisfy (1.13) we refer the reader to the table in [12, Figure 1].

We thus come to the question of interest in this paper. In the work [13] a class of Besov spaces naturally associated with the semigroup $P_t^a$ was introduced. Namely, for any $s > 0$ and $1 \leq p < \infty$ we defined the Besov space $\mathfrak{B}_{s,p}$ as the collection of all functions $f \in L^p$ such that

\begin{equation}
(1.14) \quad \mathcal{N}_{s,p}^a(f) = \left( \int_0^{\infty} t^{-\frac{sp}{p}+1} \left( \int_{\mathbb{R}^N} P_t^a (|f - f(X)|^p) (X) dX dt \right)^{\frac{1}{p}} \right)^{\frac{1}{p}} < \infty.
\end{equation}

Although one might think of $\mathfrak{B}_{s,p}$ as a natural generalisation of the spaces introduced by Taibleson in [24], [25] using the heat semigroup, the deeper properties of these spaces are somewhat elusive. The cases $p = 2$ and $p = 1$ of (1.14) have a special interest in connection with the semigroup based theory of nonlocal isoperimetric inequalities developed in [14].

In the present paper we generalise the theorem of Maz’ya & Shaposhnikova (1.5) to the Besov spaces $\mathfrak{B}_{s,p}$. Our main result in this direction is the following.

**Theorem 1.1.** Let $1 \leq p < \infty$, and assume (1.13). Suppose that $f \in \bigcup_{0 < s < 1} \mathfrak{B}_{s,p}$. Then,

\begin{equation}
(1.15) \quad \lim_{s \to 0^+} s \mathcal{N}_{s,p}^a(f)^p = \begin{cases} 
\frac{1}{p} ||f||_p^p, & \text{if } \text{tr } B = 0, \\
\frac{1}{2} ||f||_p^p, & \text{if } \text{tr } B > 0.
\end{cases}
\end{equation}

The reader should note the unexpected discrepancy between the cases $\text{tr } B = 0$ and $\text{tr } B > 0$ in (1.15) above. For instance, whereas for the Besov space generated by Kolmogorov operator (1.8) the limit in (1.15) equals $\frac{4}{p} ||f||_p^p$, for the Kolmogorov operator with friction in $\mathbb{R}^{2n+1}$,

\[ \mathcal{K}_1 u = \Delta_x u + < v, \nabla_v u > + < v, \nabla_x u > - \partial_t u, \]

for which $\text{tr } B = n > 0$, the analogous limit equals $\frac{2}{p} ||f||_p^p$!

Having stated our main result, we now briefly describe the organisation of the present paper. In Section 2 we analyse the behaviour of the volume function $V(t)$ defined by (1.11), and of the Hörmander semigroup $P_t^a$ in (1.12). Our key results are Proposition 2.3 and Proposition 2.5.
The former complements and completes Proposition 2.2 below, which was proved in [12]. The latter establishes the limiting pointwise behaviour of the fractional powers

\[(1.16) \quad (-\mathcal{A})^s f(X) = -\frac{s}{\Gamma(1-s)} \int_0^\infty \frac{1}{t^{1+s}} \left( P_t^{\mathcal{A}} f(X) - f(X) \right) dt,\]

in dependence of the eigenvalues of the drift matrix \(B\) in (1.6). In Section 3 we gather some basic properties of the Besov spaces \(\mathfrak{B}_{s,p}^\mathcal{A}\) under the assumption (1.13). The main result is Proposition 3.2, which establishes a key density property for such spaces. This result generalises the well-known one for the classical spaces \(W^{s,p}\), see e.g. [1, Theor. 7.38] and plays a key role in the present work. Section 4 is devoted to proving Theorem 1.1. Such proof is based on the four Lemmas 4.1-4.4. Finally, in Section 5 we analyse the asymptotic behaviour as \(s \to 0+\) of the fractional powers (1.16) under the hypothesis \(f \in \bigcup_{0<s<1} \mathfrak{B}_{s,p}^\mathcal{A}\). We note that this assumption is the same as in Theorem 1.1. The main results are Theorem 5.1 and Proposition 5.2, whose proofs are based on some results of independent interest that are closely connected to the arguments of Section 4. The reader is referred to [11] for the calculus of the nonlocal operators (1.16), and to [12], [14] for optimal Sobolev type embeddings and isoperimetric inequalities.

2. ON THE VOLUME FUNCTION \(V(t)\) AND THE SEMIGROUP \(P_t^{\mathcal{A}}\)

We start by collecting some preliminary material that will be used throughout the paper. For more extensive information we refer the reader to [11, Sec. 2], [12, Sec. 2] and [13]. Generic points in \(\mathbb{R}^N\) will be denoted with the letters \(X, Y\) and their Euclidean norms with \(|X|, |Y|\). The trace and the determinant of a matrix \(M\) will be indicated with \(\text{tr} M\) and \(\text{det} M\) respectively, \(M^*\) denotes the transpose of \(M\), and we let \(|M| = \sup_{|X|=1} |MX|\). Given a measurable set \(E \subset \mathbb{R}^N\), we also denote by \(|E|\) its \(N\)-dimensional Lebesgue measure. All the function spaces in this paper are based on \(\mathbb{R}^N\), thus we will routinely avoid reference to the ambient space. For instance, the Schwartz space of rapidly decreasing functions in \(\mathbb{R}^N\) will be denoted by \(\mathcal{S}\), and for \(1 \leq p \leq \infty\) we let \(L^p = L^p(\mathbb{R}^N)\). The norm in \(L^p\) will be denoted by \(||\cdot||_p\), instead of \(||\cdot||_{L^p}\). Moreover, to simplify the notation we will henceforth indicate with \(P_t\), instead of \(P_t^{\mathcal{A}}\), the Hörmander semigroup (1.12) associated with (1.6), and use the notation \(P_t^*\) for its adjoint. These semigroups possess the following two basic properties:

\[(2.1) \quad P_t 1 = 1, \text{ i.e. } \int_{\mathbb{R}^N} p(X,Y,t) dY = 1, \quad X \in \mathbb{R}^N, t > 0;\]

\[(2.2) \quad P_t^* 1 = e^{-t\text{tr} B}, \text{ i.e. } \int_{\mathbb{R}^N} p(X,Y,t) dX = e^{-t\text{tr} B}, \quad Y \in \mathbb{R}^N, t > 0.\]

From (2.1) and (2.2) one easily recognises that \(||P_t f||_p \leq ||f||_p||\) when \(\text{tr} B \geq 0\). More in general, we have the following \(L^p \to L^q\) ultracontractivity of the semigroup \(\{P_t\}_{t>0}\), see [13, Prop. 2.3]. Hereafter, the notation \(V(t)\) will indicate the volume function introduced in (1.11).

**Proposition 2.1.** For every \(1 < q < \infty\) and \(p \geq q\), we have \(P_t : L^q \to L^p\) for any \(t > 0\), with

\[(2.3) \quad ||P_t f||_p \leq \frac{C}{V(t)^{\frac{1}{q} - \frac{1}{p}}} e^{-\frac{t\text{tr} B}{p}} ||f||_q,\]
for some constant $C = C(N,q,p) > 0$.

It is clear that in order to be able to effectively exploit Proposition 2.1 it is critical to know the large time behaviour of the volume function $V(t)$. In this respect, we recall the following result, which is [12, Proposition 3.1]. The notation $\sigma(B)$ indicates the spectrum of the drift matrix $B$ in (1.6).

**Proposition 2.2.** Suppose that $N \geq 2$ and (1.13) hold. Then:

- (i) there exists a constant $c_1 > 0$ such that $V(t) \geq c_1 t$ for all $t \geq 1$;
- (ii) moreover, if $\max\{\Re(\lambda) \mid \lambda \in \sigma(B)\} = L_0 > 0$, there exists a constant $c_0$ such that $V(t) \geq c_0 e^{L_0 t}$ for all $t \geq 1$.

For the purpose of this paper, we will need the following improvement of Proposition 2.2 which is valid for any $N \geq 1$ and also encompasses the case $\text{tr} B < 0$.

**Proposition 2.3.** If $\max\{\Re(\lambda) \mid \lambda \in \sigma(B)\} \geq 0$, then there exists a constant $c_0 > 0$ such that

\begin{equation}
V(t) \geq c_0 \sqrt{t} \quad \text{for all } t \geq 1.
\end{equation}

If instead $\max\{\Re(\lambda) \mid \lambda \in \sigma(B)\} < 0$, then as $t \nearrow \infty$ we have

\begin{equation}
tK(t) \nearrow K_\infty \overset{\text{def}}{=} \int_0^\infty e^{sB}Qe^{sB^*}ds < \infty.
\end{equation}

**Proof.** Without loss of generality we can assume, up to a change of variables in $\mathbb{R}^N$, that the matrix $B^*$ is in the following block-diagonal real Jordan canonical form

\[ B^* = \begin{pmatrix}
J_{n_1}(\lambda_1) & 0 & \cdots & 0 \\
0 & J_{n_q}(\lambda_q) & \cdots & 0 \\
0 & 0 & \ddots & 0 \\
0 & 0 & \cdots & J_{n_{\ell}}(\lambda_k)
\end{pmatrix}, \]

where $\sigma(B) = \sigma(B^*) = \{\lambda_1, \ldots, \lambda_q, a_1 \pm ib_1, \ldots, a_p \pm ib_p\}$ with $\lambda_k, a_\ell, b_\ell \in \mathbb{R}$ ($b_\ell \neq 0$), $n_1 + \ldots + n_q + 2m_1 + \ldots + 2m_p = N$ with $n_k, m_\ell \in \mathbb{N}$, and the $n_k \times n_k$ matrix $J_{n_k}(\lambda_k)$ and the $2m_\ell \times 2m_\ell$ matrix $C_{m_\ell}(a_\ell, b_\ell)$ are respectively in the form

\[ J_{n_k}(\lambda_k) = \begin{pmatrix}
\lambda_k & 1 & 0 & \cdots & 0 \\
0 & \lambda_k & 1 & \cdots & 0 \\
0 & 0 & \ddots & \ddots & 0 \\
0 & 0 & \cdots & \lambda_k & 1 \\
0 & 0 & \cdots & 0 & \lambda_k
\end{pmatrix}, \quad C_{m_\ell}(a_\ell, b_\ell) = \begin{pmatrix}
\alpha_\ell & -b_\ell & 1 & 0 & 0 & \cdots & 0 \\
\beta_\ell & a_\ell & 0 & 1 & 0 & \cdots & 0 \\
0 & 0 & \alpha_\ell & -b_\ell & 1 & 0 & \cdots & 0 \\
0 & 0 & b_\ell & a_\ell & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \ddots & 1 & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \ddots & 0 & 1 \\
0 & 0 & \cdots & 0 & 0 & \alpha_\ell & -b_\ell \\
0 & 0 & \cdots & 0 & 0 & b_\ell & a_\ell
\end{pmatrix}.\]
In these notations, the two mutually exclusive possibilities max\{\Re(\lambda) \mid \lambda \in \sigma(B)\} \geq 0 and max\{\Re(\lambda) \mid \lambda \in \sigma(B)\} < 0 respectively correspond to the following conditions:

(a) there is at least one \(k_0 \in \{1, \ldots, q\}\) such that \(\lambda_{k_0} \geq 0\), or at least one \(\ell_0 \in \{1, \ldots, p\}\) such that \(a_{\ell_0} \geq 0\);

(b) for every \(k \in \{1, \ldots, q\}\) and \(\ell \in \{1, \ldots, p\}\) we have \(\lambda_k, a_{\ell} < 0\).

Suppose at first that case (a) occurs. A thorough review of the proof of [12, Proposition 3.1] tells us that, regardless of the sign assumption on \(\text{tr } B\), the following holds:

- if there exists \(\ell_0 \in \{1, \ldots, p\}\) such that \(a_{\ell_0} > 0\) then, for some \(C_+ > 0\), we have \(\det (tK(t)) \geq C_+ e^{2a_{\ell_0} t} \) for all \(t \geq 1\);
- if there exists \(k_0 \in \{1, \ldots, q\}\) such that \(\lambda_{k_0} > 0\) then, for some \(C_+ > 0\), we have \(\det (tK(t)) \geq C_+ e^{2\lambda_{k_0} t} \) for all \(t \geq 1\);
- if there exists \(\ell_0 \in \{1, \ldots, p\}\) such that \(a_{\ell_0} = 0\) then, for some \(C_0 > 0\), we have \(\det (tK(t)) \geq C_0 t^2 \) for all \(t \geq 1\);

- if there exists \(k_0 \in \{1, \ldots, q\}\) with \(n_{k_0} \geq 2\) such that \(\lambda_{k_0} = 0\) then, for some \(C_0 > 0\), we have \(\det (tK(t)) \geq C_0 t^3 \) for all \(t \geq 1\).

Being in case (a), the only possibility which is left out from the analysis of the previous list is the following:

\[
(2.6) \text{ suppose there exists } k_0 \in \{1, \ldots, q\} \text{ with } n_{k_0} = 1 \text{ such that } \lambda_{k_0} = 0.
\]

Under assumption (2.6), we know there exists a vector \(v_0 \in \mathbb{R}^N\), with \(|v_0| = 1\), which is in the kernel of \(B^*\) (i.e., an eigenvector with eigenvalue \(\lambda_{k_0} = 0\)). From the Hörmander condition (see [12, Proposition 2.12]) we deduce that \(v_0 \notin \text{Ker } Q\), that is \(\langle Qv_0, v_0 \rangle > 0\) holds true. Therefore, denoting by \(\lambda_M(t)\) the largest eigenvalue of \(tK(t)\), we obtain

\[
\lambda_M(t) \geq |\langle tK(t)v_0, v_0 \rangle| = \int_0^t \langle Q e^{sB^*} v_0, e^{sB^*} v_0 \rangle ds = \int_0^t \langle Qv_0, v_0 \rangle ds = t \langle Qv_0, v_0 \rangle.
\]

On the other hand, since \(t \mapsto tK(t)\) is monotone increasing in the sense of matrices (recall (1.7)), for \(t \geq 1\) all the eigenvalues of \(tK(t)\) are larger than the minimum eigenvalue of \(K(1)\) which is strictly positive by Hörmander condition and can be denoted by \(\lambda_1\): from this fact we infer that

\[
\det (tK(t)) \geq (\lambda_1)^{N-1} \lambda_M(t) \geq (\lambda_1)^{N-1} \langle Qv_0, v_0 \rangle t.
\]

If we put together all the previous information concerning the lower bound for \(\det (tK(t))\), we conclude that in case (a) we have

\[
\det (tK(t)) \gtrsim t \quad \text{for } t \geq 1.
\]

By recalling the definition of \(V(t)\) in (1.11), this implies the validity of (2.4) for some constant \(c_0 > 0\).

Suppose now that case (b) occurs. The conclusion in (2.5) is known, see e.g. [7, Section 6]. For the reader’s convenience, we provide a quick proof adapted to our setting. Since \(t \mapsto tK(t)\) is monotone increasing and positive definite, to establish (2.5) it suffices to prove that \(\langle tK(t)v, v \rangle\) is bounded above uniformly in \(t\), for every unit vector \(v \in \mathbb{R}^N\). With this objective in mind, suppose that we knew that there exist constants \(\alpha, C_B > 0\) such that for all \(t \geq 0\)

\[
(2.7) \quad \|e^{tB^*}\| \leq C_B e^{-\alpha t}.
\]
Then, denoting by \( \Lambda_Q \) the largest eigenvalue of the matrix \( Q \), for any \( v \) with \( |v| = 1 \) and for all \( t \) we would have from (2.7)

\[
\langle K(t)v, v \rangle \leq \Lambda_Q \int_0^t |e^{sB^*}v|^2 ds \leq \Lambda_Q \int_0^\infty \|e^{sB^*}\|^2 ds < \infty.
\]

To complete the proof of part (b) we are thus left with showing (2.7). This estimate can be showed by verifying that

\[
e^{tJ_{n_k}(\lambda_k)} = e^{\lambda_k t} \begin{pmatrix} 1 & t & \frac{t^2}{2} & \ldots & \frac{t^{n_k-1}}{(n_k-1)!} \\ 0 & 1 & t & \ldots & \frac{t^{n_k-2}}{(n_k-2)!} \\ 0 & 0 & \ddots & \ddots & \vdots \\ 0 & 0 & \ldots & 0 & t \\ 0 & 0 & \ldots & 0 & 1 \end{pmatrix}
\]

and

\[
e^{tC_{m}(a\ell, b\ell)} = e^{a\ell t} \begin{pmatrix} R_{b\ell} & tR_{b\ell} & \frac{t^2}{2} R_{b\ell} & \ldots & \frac{t^{m-1}}{(m-1)!} R_{b\ell} \\ 0 & R_{b\ell} & tR_{b\ell} & \ldots & \frac{t^{m-2}}{m-2} R_{b\ell} \\ 0 & 0 & \ddots & \ddots & \vdots \\ 0 & 0 & \ldots & 0 & R_{b\ell} \\ 0 & 0 & \ldots & 0 & R_{b\ell} \end{pmatrix},
\]

where \( R_{b\ell} = \begin{pmatrix} \cos (tb\ell) & -\sin (tb\ell) \\ \sin (tb\ell) & \cos (tb\ell) \end{pmatrix} \). Then, for any block \( B_j^* \) of \( B^* \) (either of type \( J_{n_k}(\lambda_k) \) or \( C_{m}(a\ell, b\ell) \)), one has

\[
\|e^{tB_j^*}\| \leq t^{d_j} e^{-L_j t} \quad \text{for } t \geq 1,
\]

where \( d_j \geq 0 \) is a suitable power and \( L_j \) is strictly positive (because all the \( \lambda_k, a\ell \) are strictly negative). This implies the validity of (2.7).

\( \square \)

The expression in (1.9) trivially implies an upper bound \( |P_t f(X)| \leq \frac{e^{\beta t}}{\sqrt{\det K}} \). Hence, if we assume \( \max\{\Re \lambda \mid \lambda \in \sigma(B)\} \geq 0 \), the rate of blowup for \( V(t) \) that ensues from Proposition 2.2 and (2.4) of Proposition 2.3 provides us with a critical information on the rate of vanishing of the semigroup \( P_t \) as \( t \to \infty \). What is left out is the situation in which \( \max\{\Re \lambda \mid \lambda \in \sigma(B)\} < 0 \). In the next result we show that, in this case, \( P_t f \) converges as \( t \to \infty \) with an exponential rate to the average of \( f \) with respect to the invariant Gaussian measure.

**Proposition 2.4.** Assume \( \max\{\Re \lambda \mid \lambda \in \sigma(B)\} < 0 \). Then, for every \( f \in \mathcal{S} \) and \( X \in \mathbb{R}^N \), there exists a \( C_{f,X} > 0 \) such that for all \( t \geq 1 \),

\[
(2.8) \quad \left| P_t f(X) - \frac{(4\pi)^{-\frac{N}{2}}}{\sqrt{\det K}} \int_{\mathbb{R}^N} f(Y) e^{-\frac{K^{-1}Y,Y}{4}} dY \right| \leq C_{f,X} e^{-\alpha t},
\]

where \( \alpha > 0 \) is the constant in (2.7).
Proof. Take $f \in \mathcal{S}$ and denote
\[
m_\infty(f) = \frac{(4\pi)^{-\frac{N}{2}}}{\sqrt{\det K_\infty}} \int_{\mathbb{R}^N} f(Y) e^{-\frac{<K_\infty^{-1}Y,Y>_1}{4}} dY.
\]
We first note that, for any $X \in \mathbb{R}^N$,
\[
P_t f(X) \to m_\infty(f) \quad \text{as} \quad t \to \infty.
\]
To prove (2.9) we observe that, as a consequence of (1.9), (1.10), (2.5) and (2.7), we have for any $X, Y \in \mathbb{R}^N$,
\[
p(X, Y, t) = \frac{(4\pi)^{-\frac{N}{2}}}{\sqrt{\det (tK(t))}} e^{-\frac{<K(t)^{-1}(Y-e^{-tB}X), Y-e^{-tB}X>_1}{4}} \to \frac{(4\pi)^{-\frac{N}{2}}}{\sqrt{\det K_\infty}} e^{-\frac{<K_\infty^{-1}Y,Y>_1}{4}}.
\]
This limit, and Lebesgue dominated convergence theorem, imply (2.9) once we observe that for $t \geq 1$
\[
|p(X, Y, t) f(Y)| \leq \frac{(4\pi)^{-\frac{N}{2}}}{\sqrt{\det K(1)}} |f(Y)| \in L^1.
\]
Now, fix $X \in \mathbb{R}^N$ and let $\alpha > 0$ be the constant in (2.7). With $t(\rho) = \frac{1}{\alpha} \log \frac{1}{\rho}$, we now define a function $g_X : (0, 1) \to \mathbb{R}$ by the formula
\[
g_X(\rho) = \begin{cases} 
m_\infty(f), & \rho = 0, \\
P_{t(\rho)} f(X), & 0 < \rho < 1. 
\end{cases}
\]
Thanks to (2.9) the function $g_X(\rho)$ is continuous up to $\rho = 0$. Moreover, for $f \in \mathcal{S}$ the chain rule gives for any $\rho \in (0, 1)$
\[
g_X'(\rho) = -\frac{1}{\alpha \rho} \int_{\mathbb{R}^N} \frac{\partial p}{\partial t}(X, Y, t(\rho)) f(Y) dY.
\]
By the mean value theorem we thus find for all $t \geq 1$,
\[
|P_t f(X) - m_\infty(f)| = |g_X(e^{-\alpha t}) - g_X(0)| \leq e^{-\alpha t} \sup_{\rho \in (0,e^{-\alpha t})} |g_X'(\rho)|
\]
\[
\leq \frac{e^{-\alpha t}}{\alpha} \sup_{\tau \geq 1} \int_{\mathbb{R}^N} e^{\alpha \tau} \left| \frac{\partial p}{\partial \tau}(X, Y, \tau) \right| |f(Y)| dY.
\]
To complete the proof of (2.8) we will show that there exists $C > 0$ (depending on $f$ and $X$) such that
\[
(2.10) \quad \sup_{\tau \geq 1} \int_{\mathbb{R}^N} e^{\alpha \tau} \left| \frac{\partial p}{\partial \tau}(X, Y, \tau) \right| |f(Y)| dY \leq C.
\]
The identity \( \frac{d}{d\tau} (\tau K(\tau)) = e^{\tau B} Q e^{\tau B^*} \) and a direct computation show that
\[
\frac{\partial p}{\partial \tau}(X, Y, \tau) = p(X, Y, \tau) \left( -\frac{1}{2} \text{tr} \left( e^{\tau B} Q e^{\tau B^*} (\tau K(\tau))^{-1} \right) + \frac{1}{4} < e^{\tau B} Q e^{\tau B^*} (\tau K(\tau))^{-1} (Y - e^{\tau B} X), (\tau K(\tau))^{-1} (Y - e^{\tau B} X) > + \frac{1}{2} < (\tau K(\tau))^{-1} (Y - e^{\tau B} X), e^{\tau B} B X > \right).
\]

We are going to estimate separately the three terms appearing in the right-hand side of the latter identity using the following facts: (a) the matrix inequality \( \tau K(\tau) \geq K(1) > 0 \) for \( \tau \geq 1 \); (b) the fact that the largest eigenvalue of the nonnegative matrix \( e^{\tau B} Q e^{\tau B^*} \) is smaller than \( \Lambda_Q \| e^{\tau B^*} \|^2 \) (where \( \Lambda_Q \) denotes the largest eigenvalue of \( Q \)); and (c) the key exponential decay established in (2.7). We thus obtain for all \( \tau \geq 1 \),
\[
0 < \text{tr} \left( e^{\tau B} Q e^{\tau B^*} (\tau K(\tau))^{-1} \right) \leq \Lambda_Q \| e^{\tau B^*} \|^2 \text{tr} \left( K^{-1}(1) \right) \leq C_B^2 \Lambda_Q \text{tr} \left( K^{-1}(1) \right) e^{-2\alpha \tau}.
\]

Secondly, for all \( \tau \geq 1 \) we have
\[
0 \leq < e^{\tau B} Q e^{\tau B^*} (\tau K(\tau))^{-1} (Y - e^{\tau B} X), (\tau K(\tau))^{-1} (Y - e^{\tau B} X) > \leq \Lambda_Q \| e^{\tau B^*} \|^2 \left( \| K^{-1}(1) \| \| Y - e^{\tau B} X \| \right) \leq 2 \Lambda_Q \| e^{\tau B^*} \|^2 \| K^{-1}(1) \|^2 \left( \| Y \| + \| e^{\tau B} \| \| X \| \right).
\]

Finally, for \( \tau \geq 1 \) we bound the last term as follows
\[
< (\tau K(\tau))^{-1} (Y - e^{\tau B} X), e^{\tau B} B X > \leq \| e^{\tau B^*} \| \| K^{-1}(1) \| \| Y - e^{\tau B} X \| \| B \| \| X \| \leq \| K^{-1}(1) \| \| B \| (|Y| + C_B |X|) e^{-\alpha \tau}.
\]

Inserting these three estimates in the above expression of \( \frac{\partial p}{\partial \tau}(X, Y, \tau) \), we obtain for some \( \tilde{C} > 0 \) and all \( \tau \geq 1 \)
\[
\left| \frac{\partial p}{\partial \tau}(X, Y, \tau) \right| \leq \frac{1}{2} p(X, Y, \tau) \left( C_B^2 \Lambda_Q \text{tr} \left( K^{-1}(1) \right) e^{-2\alpha \tau} + \Lambda_Q C_B^2 \| K^{-1}(1) \|^2 (|Y| + C_B |X|) e^{-\alpha \tau} + \| K^{-1}(1) \| \| B \| \| Y \| + C_B |X|) e^{-\alpha \tau} \right) \leq \tilde{C} \left( 1 + |Y|^2 + |X|^2 \right) p(X, Y, \tau) e^{-\alpha \tau}.
\]

Using now (2.1) and the fact that \( f \in \mathcal{S} \), we finally find for all \( \tau \geq 1 \),
\[
\int_{\mathbb{R}^N} \left| \frac{\partial p}{\partial \tau}(X, Y, \tau) \right| |f(Y)| dY \leq \tilde{C} e^{-\alpha \tau} \int_{\mathbb{R}^N} p(X, Y, \tau) \left( 1 + |Y|^2 + |X|^2 \right) |f(Y)| dY \leq e^{-\alpha \tau} \tilde{C} \sup_{Y \in \mathbb{R}^N} \left( 1 + |Y|^2 + |X|^2 \right) |f(Y)|.
\]
This establishes (2.10) thus completing the proof of the lemma.

Combining Propositions 2.2, 2.3 and 2.4 with the case \( p = \infty \) of Proposition 2.1 we obtain a complete understanding of the pointwise behaviour of the semigroup \( P_t f(X) \) as \( t \to \infty \). It is interesting to notice how such behaviour depends in an essential way on the eigenvalues of the drift matrix \( B \) in (1.6). In the same spirit, in the next result we analyse the pointwise limit as \( s \to 0^+ \) of the fractional powers (1.16). In Section 5 this analysis will be complemented by the study of the limiting behaviour in \( L^p \) spaces of these nonlocal operators, under the assumption (1.13).

**Proposition 2.5.** Let \( f \in \mathcal{S} \) and \( X \in \mathbb{R}^N \). The following holds:

(i) if \( \max \{ \Re(\lambda) \mid \lambda \in \sigma(B) \} \geq 0 \), then one has
\[
\lim_{s \to 0^+} (-\mathcal{A})^s f(X) = f(X).
\]

(ii) if, on the other hand, \( \max \{ \Re(\lambda) \mid \lambda \in \sigma(B) \} < 0 \), then one has
\[
\lim_{s \to 0^+} (-\mathcal{A})^s f(X) = f(X) - \frac{(4\pi)^{-N/2}}{\sqrt{\det R_\infty}} \int_{\mathbb{R}^N} f(Y) e^{-\frac{\|\mathcal{A}Y\|^2}{4}} dY.
\]

**Proof.** To begin we recall that, for functions \( f \in \mathcal{S} \), the definition of the fractional powers \((-\mathcal{A})^s f(X)\) in (1.16) makes a pointwise sense regardless of any sign assumption on the eigenvalues of \( B \), see [11, Section 3]. Suppose first that \( \max \{ \Re(\lambda) \mid \lambda \in \sigma(B) \} \geq 0 \). We make use of the well-known identity
\[
(2.11) \quad \frac{s}{\Gamma(1-s)} \int_0^\infty \frac{1-e^{-t}}{t^{1+s}} dt = 1.
\]

From (1.16) and (2.11) we find
\[
(-\mathcal{A})^s f(X) - f(X) = -\frac{s}{\Gamma(1-s)} \int_0^\infty \frac{1}{t^{1+s}} ((P_t f(X) - f(X)) + (1-e^{-t})f(X)) dt
\]
\[
= -\frac{s}{\Gamma(1-s)} \int_0^1 \frac{1}{t^{1+s}} ((P_t f(X) - f(X)) + (1-e^{-t})f(X)) dt
\]
\[
- \frac{s}{\Gamma(1-s)} \int_1^\infty \frac{1}{t^{1+s}} (P_t f(X) - e^{-t}f(X)) dt.
\]

At this point, it suffices to show that either one of the two integrals in the right-hand side of the latter identity converges to 0 as \( s \to 0^+ \). Concerning the integral on \((0,1)\), we know from [11, Lemma 2.5 (case \( p = \infty \))] that \( |P_t f(X) - f(X)| \leq \|\mathcal{A} f\|_\infty \) for \( 0 \leq t \leq 1 \). Since also \( |1-e^{-t}| \leq t \) for \( t \in [0,1] \), we obtain
\[
\frac{s}{\Gamma(1-s)} \int_0^1 \frac{1}{t^{1+s}} ((P_t f(X) - f(X)) + (1-e^{-t})f(X)) dt \leq \frac{s}{\Gamma(1-s)} (|\mathcal{A} f|_\infty + \|f\|_\infty) \int_0^1 \frac{dt}{t^s} = \frac{s}{(1-s)\Gamma(1-s)} (|\mathcal{A} f|_\infty + \|f\|_\infty) \to 0 \quad s \to 0^+.
\]
We now consider the integral on \((1, \infty)\). Keeping in mind (1.9) and using (2.4) in Proposition 2.3, we have for \(1 \leq t < \infty\)
\[
|P_t f(X)| \leq \frac{c_N}{V(t)} ||f||_1 \leq \frac{c_N}{c_0} ||f||_1 \sqrt{t}.
\]
We thus infer
\[
\frac{s}{\Gamma(1-s)} \left| \int_1^\infty \frac{1}{t^{1+s}} \left( (P_t f(X) - e^{-t}f(X)) \right) dt \right| \leq \frac{s}{\Gamma(1-s)} \int_1^\infty \frac{1}{t^{1+s}} \left( (|P_t f(X)| + e^{-t}|f(X)|) \right) dt
\]
\[
\leq \frac{s}{\Gamma(1-s)} \left( \frac{c_N}{c_0} ||f||_1 \int_1^\infty \frac{1}{t^{1+s}} dt + ||f||_\infty \int_1^\infty e^{-t} dt \right)
\]
\[
= \frac{s}{\Gamma(1-s)} \left( \frac{c_N}{c_0} ||f||_1 \frac{2}{2s+1} + ||f||_\infty e^{-1} \right) \rightarrow 0 \text{ as } s \rightarrow 0^+.
\]
This establishes the desired conclusion in case (i). To settle the case (ii), suppose that \(\max \{\Re(\lambda) | \lambda \in \sigma(B)\} < 0\), and denote
\[
m_\infty(f) = \frac{(4\pi)^{-\frac{N}{2}}}{\sqrt{\det K_\infty}} \int_{\mathbb{R}^N} f(Y) e^{-\frac{K_\infty^{-1}YY}{4}} dY,
\]
the average of \(f\) with respect to the invariant measure. Notice that from well-known Gaussian formulas we have \(m_\infty(f) \leq ||f||_\infty\). As before, using (2.11), we obtain
\[
(-\varphi)^* f(X) - f(X) + m_\infty(f)
\]
\[
= -\frac{s}{\Gamma(1-s)} \int_0^\infty \frac{1}{t^{1+s}} \left( (P_t f(X) - f(X)) + (1 - e^{-t})(f(X) - m_\infty(f)) \right) dt
\]
\[
= -\frac{s}{\Gamma(1-s)} \int_1^\infty \frac{1}{t^{1+s}} \left( (P_t f(X) - f(X)) + (1 - e^{-t})(f(X) - m_\infty(f)) \right) dt
\]
\[
- \frac{s}{\Gamma(1-s)} \int_1^\infty \frac{1}{t^{1+s}} \left( (P_t f(X) - m_\infty(f)) + e^{-t}(m_\infty(f) - f(X)) \right) dt.
\]
The integral on the interval \((0,1)\) can be treated as in the first part of the proof since \(|f(X) - m_\infty(f)| \leq 2||f||_\infty\). For the integral on \((1, \infty)\) we exploit the estimate \(|P_t f(X) - m_\infty(f)| \leq C_{f,X} e^{-\alpha t}\) established in (2.8) of Proposition 2.4. We thus find
\[
\frac{s}{\Gamma(1-s)} \left| \int_1^\infty \frac{1}{t^{1+s}} \left( (|P_t f(X) - m_\infty(f)| + e^{-t}(m_\infty(f) - f(X))) \right) dt \right|
\]
\[
\leq \frac{s}{\Gamma(1-s)} \left( \int_1^\infty \frac{1}{t^{1+s}} \left( C_{f,X} e^{-\alpha t} + 2||f||_\infty e^{-t} \right) dt \right)
\]
\[
\leq \frac{s}{\Gamma(1-s)} \left( \int_1^\infty \left( C_{f,X} e^{-\alpha t} + 2||f||_\infty e^{-t} \right) dt \right) \rightarrow 0 \text{ as } s \rightarrow 0^+.
\]
This completes the proof.
3. Some basic properties of the Besov spaces

In this section we prove some basic properties of the Besov spaces \( \mathfrak{B}_{s,p} \) under the assumption (1.13). The main result is Proposition 3.2, which establishes a key density property for such spaces. This generalises the well-known one for the classical spaces \( W^{s,p} \), see e.g. [1, Theor. 7.38].

Since this is not immediately obvious from its definition, we begin by observing that the Besov seminorm introduced in (1.14) does satisfy the following triangle inequality for all \( f, g \in \mathfrak{B}_{s,p} \),

\[
(3.1) \quad \mathcal{N}_{s,p}^{sf}(f + g) \leq \mathcal{N}_{s,p}^{sf}(f) + \mathcal{N}_{s,p}^{sf}(g).
\]

To prove (3.1) we notice that \( \mathcal{N}_{s,p}^{sf}(f) = \|w_f\|_{L^p(\mathbb{R}^N \times \mathbb{R}^N \times (0,\infty))} \), where

\[
(3.2) \quad w_f(X,Y,t) = t^{-\frac{s}{2} - \frac{1}{p}} p(X,Y,t) \frac{1}{2} (f(Y) - f(X)).
\]

Inequality (3.1) thus follows from the additivity property \( w_{f+g} = w_f + w_g \) and the triangle inequality in \( L^p (\mathbb{R}^N \times \mathbb{R}^N \times (0,\infty)) \). A second useful observation concerns what happens to the Besov-type seminorms \( \mathcal{N}_{s,p}^{sf} \) when we change the fractional order \( s \) of differentiation.

**Lemma 3.1.** Assume (1.13), and let \( p \geq 1 \) and \( 0 < s \leq \sigma \). Then, for every \( f \in \mathfrak{B}_{\sigma,p}^{sf} \) we have

\[
(3.3) \quad \mathcal{N}_{s,p}^{sf}(f)^p \leq \mathcal{N}_{\sigma,p}^{sf}(f)^p + \frac{2p+1}{sp} \|f\|_p^p.
\]

In particular, (3.3) implies \( \mathfrak{B}_{\sigma,p}^{sf} \hookrightarrow \mathfrak{B}_{s,p}^{sf} \).

**Proof.** Using (2.1)-(2.2), together with the hypothesis \( 0 < s \leq \sigma \) and \( \text{tr } B \geq 0 \), we obtain

\[
\mathcal{N}_{s,p}^{sf}(f)^p = \int_0^1 \frac{1}{t^{1+\frac{sp}{p}}} \int_{\mathbb{R}^N} P_t(|f-f(X)|^p)(X) dX dt + \int_1^\infty \frac{1}{t^{1+\frac{sp}{p}}} \int_{\mathbb{R}^N} P_t(|f-f(X)|^p)(X) dX dt
\]

\[
\leq \int_0^1 \frac{1}{t^{1+\frac{sp}{p}}} \int_{\mathbb{R}^N} P_t(|f-f(X)|^p)(X) dX dt + \int_1^\infty \frac{2p-1}{t^{1+\frac{sp}{p}}} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} p(X,Y,t) (|f(Y)|^p + |f(X)|^p) dY dX dt
\]

\[
\leq \mathcal{N}_{\sigma,p}^{sf}(f)^p + \int_1^\infty \frac{2p-1}{t^{1+\frac{sp}{p}}} (e^{-t \text{tr } B} \|f\|_p^p + \|f\|_p^p) dt \leq \mathcal{N}_{\sigma,p}^{sf}(f)^p + 2p\|f\|_p^p \int_1^\infty t^{-1-\frac{sp}{p}} dt
\]

\[
= \mathcal{N}_{\sigma,p}^{sf}(f)^p + \frac{2p+1}{sp} \|f\|_p^p,
\]

which proves (3.3).

Next, we recall that from [14, Lemma 7.3] we know that \( \mathcal{S} \subset \mathfrak{B}_{s,p}^{sf} \) for any \( 0 < s < 1 \) and \( 1 \leq p < \infty \). In the next result we prove that, under the assumption (1.13), the space \( C_0^\infty \), and therefore the Schwartz class \( \mathcal{S} \), is actually dense in \( \mathfrak{B}_{s,p}^{sf} \).
Proposition 3.2. Assume (1.13). For every \(0 < s < 1\) and \(1 \leq p < \infty\), we have \(C^\infty_0 \cap \mathfrak{B}_{s,p}^{s,p} = \mathfrak{B}_{s,p}^{s,p}\).

Proof. Step 1. We first show that \(C^\infty_0 \cap \mathfrak{B}_{s,p}^{s,p} = \mathfrak{B}_{s,p}^{s,p}\). Precisely, we fix \(\rho \in C^\infty_0\), \(\text{supp} \rho \subseteq \{ |Z| \leq 1 \}\), \(\rho \geq 0\) and \(|\rho|_1 = 1\), and consider a family of approximate to the identity \(\rho_\varepsilon(Z) = \varepsilon^{-N} \rho \left( \frac{Z}{\varepsilon} \right)\). We shall prove that, remarkably, the standard convolution of a function \(f \in \mathfrak{B}_{s,p}^{s,p}\) with \(\rho_\varepsilon\) establishes the following result

\[
\rho_\varepsilon \ast f \to f \quad \text{in} \quad \mathfrak{B}_{s,p}^{s,p} \quad \text{as} \quad \varepsilon \to 0^+.
\]

We mention at this point that, a related local density result for the Sobolev spaces generated by vector fields with Lipschitz coefficients was first discovered by Friedrichs himself in [9], see also [10, Appendix] where a global version of this result was found. We thus fix \(f \in \mathfrak{B}_{s,p}^{s,p}\) and denote \(f_\varepsilon(X) = (\rho_\varepsilon \ast f)(X) = \int_{\mathbb{R}^N} f(X - Z) \rho_\varepsilon(Z) dZ\). It is classical that \(f_\varepsilon \in \mathcal{C}^\infty \cap L^p\) and \(\|f_\varepsilon - f\|_p \to 0\) as \(\varepsilon \to 0^+\). To prove (3.4) we will show that \(\mathcal{N}_{s,p}^{s,p}(f - f_\varepsilon) \to 0\) as \(\varepsilon \to 0^+\). This fact, together with (3.1), will also tell us that \(f_\varepsilon \in \mathfrak{B}_{s,p}^{s,p}\). We now write

\[
\mathcal{N}_{s,p}^{s,p}(f - f_\varepsilon)^p = \int_0^\infty t^{-1 - \frac{2p}{N}} \int_{\mathbb{R}^N} p((f - f_\varepsilon - f(X) + f_\varepsilon(X))^p) dX dt =
\]

\[
= \int_0^1 t^{-1 - \frac{2p}{N}} \int_{\mathbb{R}^N} p(X,Y,t)|f(Y) - f_\varepsilon(Y) - f(X) + f_\varepsilon(X)|^p dY dX dt +
\]

\[
+ \int_1^\infty t^{-1 - \frac{2p}{N}} \int_{\mathbb{R}^N} p(X,Y,t)|f(Y) - f_\varepsilon(Y) - f(X) + f_\varepsilon(X)|^p dY dX dt.
\]

It is easy to see that the last integral tends to 0 as \(\varepsilon \to 0^+\). In fact, by (2.1) and (2.2) we have

\[
\int_1^\infty t^{-1 - \frac{2p}{N}} \int_{\mathbb{R}^N} p(X,Y,t)|f(Y) - f_\varepsilon(Y) - f(X) + f_\varepsilon(X)|^p dY dX dt
\]

\[
\leq 2^{p-1} \left( \int_1^\infty t^{-1 - \frac{2p}{N}} \int_{\mathbb{R}^N} p(X,Y,t)|f(Y) - f_\varepsilon(Y)|^p dX dY dX dt +
\]

\[
+ \int_1^\infty t^{-1 - \frac{2p}{N}} \int_{\mathbb{R}^N} p(X,Y,t)|f(X) - f_\varepsilon(X)|^p dY dX dt \right)
\]

\[
= 2^{p-1} \left( \int_1^\infty t^{-1 - \frac{2p}{N}} e^{-t \text{tr} B} dt \right) \int_{\mathbb{R}^N} |f(Y) - f_\varepsilon(Y)|^p dY +
\]

\[
+ 2^{p-1} \left( \int_1^\infty t^{-1 - \frac{2p}{N}} dt \right) \int_{\mathbb{R}^N} |f(X) - f_\varepsilon(X)|^p dX \underset{\varepsilon \to 0^+}{\to} 0,
\]

since \(\text{tr} B \geq 0\), and \(\|f - f_\varepsilon\|_p \underset{\varepsilon \to 0^+}{\to} 0\). To complete the proof of (3.4), we are left with proving that

\[
\int_0^1 t^{-1 - \frac{2p}{N}} \int_{\mathbb{R}^N} p(X,Y,t)|f(Y) - f_\varepsilon(Y) - f(X) + f_\varepsilon(X)|^p dY dX dt \underset{\varepsilon \to 0^+}{\to} 0.
\]
With this objective in mind, for \( X, Y \in \mathbb{R}^N \) and \( 0 \leq t \leq 1 \) we write
\[
f(Y) - f_\varepsilon(Y) - f(X) + f_\varepsilon(X) = f(Y) - f(X) - \int_{\mathbb{R}^N} f(Y - \varepsilon Z)\rho(Z)\,dZ + \int_{\mathbb{R}^N} f(X - \varepsilon Z)\rho(Z)\,dZ
\]
\[
= (f(Y) - f(X)) - \int_{\mathbb{R}^N} (f(Y - \varepsilon Z) - f(X - \varepsilon e^{-tB} Z))\rho(Z)\,dZ
\]
\[
+ \int_{\mathbb{R}^N} (f(X - \varepsilon Z) - f(X))\rho(Z)\,dZ - \int_{\mathbb{R}^N} (f(X - \varepsilon e^{-tB} Z) - f(X))\rho(Z)\,dZ
\]
\[
= (f(Y) - f(X)) - \int_{\mathbb{R}^N} (f(Y - \varepsilon Z) - f(X - \varepsilon e^{-tB} Z))\rho(Z)\,dZ
\]
\[
+ \int_{\mathbb{R}^N} (f(X - \varepsilon Z) - f(X)) (\rho(Z) - e^{tB}\rho(e^{tB} Z))\,dZ.
\]
Using (1.9) and (1.10) we now observe that the following identity holds
\[
p(X, Y, t) = p(X - \varepsilon e^{-tB} Z, Y - \varepsilon Z, t).
\]
Combining these two facts we thus have
\[
p(X, Y, t)|f(Y) - f_\varepsilon(Y) - f(X) + f_\varepsilon(X)|^p = \left| p(X, Y, t)\frac{1}{\rho(f(Y) - f(X))} - \int_{\mathbb{R}^N} (p(X - \varepsilon e^{-tB} Z, Y - \varepsilon Z, t))\frac{1}{\rho(Z)} (f(Y - \varepsilon Z) - f(X - \varepsilon e^{-tB} Z))\rho(Z)\,dZ
\]
\[
+ \int_{\mathbb{R}^N} p(X, Y, t)\frac{1}{\rho(Z)} (f(X - \varepsilon Z) - f(X)) (\rho(Z) - e^{tB}\rho(e^{tB} Z))\,dZ\right|^p.
\]
Moreover, keeping (3.2) in mind, and using supp \( \rho \subseteq \{|Z| \leq 1\}, ||\rho||_1 = 1 \), and Hölder’s inequality, we find
\[
t^{-\frac{p}{2}} p(X, Y, t)|f(Y) - f_\varepsilon(Y) - f(X) + f_\varepsilon(X)|^p
\]
\[
= \left| w_f(X, Y, t) - \int_{\mathbb{R}^N} w_f(X - \varepsilon e^{-tB} Z, Y - \varepsilon Z, t)\rho(Z)\,dZ
\]
\[
+ t^{\frac{1}{p} - \frac{1}{2}} \int_{\mathbb{R}^N} p(X, Y, t)\frac{1}{\rho(Z)} (f(X - \varepsilon Z) - f(X)) (\rho(Z) - e^{tB}\rho(e^{tB} Z))\,dZ\right|^p
\]
\[
= \left| \int_{\{|Z| \leq 1\}} (w_f(X, Y, t) - w_f(X - \varepsilon e^{-tB} Z, Y - \varepsilon Z, t))\rho(Z)\,dZ
\]
\[
+ t^{\frac{1}{p} - \frac{1}{2}} \int_{\mathbb{R}^N} p(X, Y, t)\frac{1}{\rho(Z)} (f(X - \varepsilon Z) - f(X)) (\rho(Z) - e^{tB}\rho(e^{tB} Z))\,dZ\right|^p
\]
\[
\leq 2^{p-1}\left(|\{|Z| \leq 1\}|^{p-1} \int_{\{|Z| \leq 1\}} |w_f(X, Y, t) - w_f(X - \varepsilon e^{-tB} Z, Y - \varepsilon Z, t)|\rho(Z)\,dZ
\]
\[
+ |\{|Z| \leq M\}|^{p-1} \int_{\{|Z| \leq M\}} t^{-\frac{p}{2}} p(X, Y, t)|f(X - \varepsilon Z) - f(X)|^p |\rho(Z) - e^{tB}\rho(e^{tB} Z)|^p\,dZ\right).
where \( M \geq 1 \) is such that \( |e^{-tB}Z| \leq M \) for all \( |Z| \leq 1 \) and \( 0 \leq t \leq 1 \). Hence, by (2.1) and the previous inequality, we have

\[
(3.6) \quad \int_0^1 t^{-1-\frac{\beta}{2}} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} p(X,Y,t) |f(Y) - f_{\varepsilon}(Y) - f(X) + f_{\varepsilon}(X)|^p dY dX dt \\
\leq 2^{p-1} |B_1|^{p-1} \left( \int_{B_1} \rho^p(Z) \int_0^1 \|w_f(\cdot, \cdot, t) - w_f(\cdot, -\varepsilon e^{-tB}Z, \cdot - \varepsilon Z, t)\|_p^p + \|\rho(Z) - e^{tB} \rho(e^{tB}Z)\|_p^p \right) \int_0^1 dtdZ \\
+ \|\{Z : |Z| \leq M\}\|_p^p \int_0^1 \|f(\cdot - \varepsilon Z) - f\|_p^p \int_0^1 \frac{\|\rho(Z) - e^{tB} \rho(e^{tB}Z)\|_p^p}{t^{1+\frac{\beta}{2}}} dtdZ.
\]

We explicitly remark that the last term containing \( \rho(Z) - e^{tB} \rho(e^{tB}Z) \) does not appear when \( B = 0 \). To complete the proof of (3.5) we next show that the two integrals in the right-hand side of (3.6) converge to 0 as \( \varepsilon \to 0^+ \). To see that the second integral goes to zero we observe that \( t^{-1-\frac{\beta}{2}} \rho(Z) - e^{tB} \rho(e^{tB}Z) \) is summable on \([0, 1]\) since \( \rho(Z) - e^{tB} \rho(e^{tB}Z) = O(t) \) as \( t \to 0 \), uniformly in \( |Z| \leq M \). On the other hand, \( f \in L^p \) implies that \( \|f(\cdot - \varepsilon Z) - f\|_p^p \leq 2^p \|f\|_p^p \). By Lebesgue dominated convergence we conclude that \( \|f(\cdot - \varepsilon Z) - f\|_p^p \to 0 \). To recognise that the first integral in (3.6) converges to zero we observe that \( f \in \mathcal{B}^{df}_{s,p} \) is equivalent to saying that \( w_f \in L^p(\mathbb{R}^N \times \mathbb{R}^N \times (0, \infty)) \), see (3.2). Therefore, by the boundedness of \( e^{-tB}Z \) for \( |Z| \leq 1 \) and \( t \in [0, 1] \) and the continuity in \( L^p \) mean, for almost any \( t \in (0, 1) \) we have

\[
\|w_f(\cdot, \cdot, t) - w_f(\cdot, -\varepsilon e^{-tB}Z, \cdot - \varepsilon Z, t)\|_{L^p(\mathbb{R}^N \times \mathbb{R}^N)} \to 0 \text{ as } \varepsilon \to 0^+.
\]

Keeping in mind that \( \|w_f(\cdot, \cdot, t) - w_f(\cdot, -\varepsilon e^{-tB}Z, \cdot - \varepsilon Z, t)\|_{L^p(\mathbb{R}^N \times \mathbb{R}^N)} \leq 2^p \|w_f(\cdot, \cdot, t)\|_{L^p(\mathbb{R}^N \times \mathbb{R}^N)} \leq L^1(0, 1) \), by Lebesgue dominated convergence we conclude that also the first integral in (3.6) converges to zero as \( \varepsilon \to 0^+ \). This completes the proof of (3.4).

**Step II.** We finish the proof of the proposition by showing that \( \mathcal{C}_0^{\infty, df}_{s,p} = \mathcal{B}^{df}_{s,p} \). With Step I in hands, it is now enough to show that if \( f \in \mathcal{B}^{df}_{s,p} \), and \( \{\eta_{\varepsilon}\}_{\varepsilon > 0} \) is a family of smooth cut-off functions approximating 1 in a pointwise sense, then we have \( \eta_{\varepsilon} f \to f \) in \( \mathcal{B}^{df}_{s,p} \). More precisely, let \( \eta_{\varepsilon}(Z) = \eta(\varepsilon Z) \), where \( \eta \in C_0^{\infty} \) is such that \( 0 \leq \eta \leq 1 \), \( \eta(Z) \equiv 1 \) for \( |Z| \leq 1 \) and \( \eta \equiv 0 \) for \( |Z| \geq 2 \). It is trivial that \( \|\eta_{\varepsilon} f - f\|_p \to 0 \) as \( \varepsilon \to 0^+ \). Moreover, we have

\[
\mathcal{N}_{s,p}(f - \eta_{\varepsilon}f)^p = \int_0^\infty \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{p(X,Y,t)}{t^{1+\frac{\beta}{2}}} |f(Y) - \eta(\varepsilon Y) f(Y) - f(X) + \eta(\varepsilon X) f(X)|^p dY dX dt \\
= \int_0^\infty \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} g_{\varepsilon}(X,Y,t) dY dX dt.
\]

It is easy to recognise that \( g_{\varepsilon}(X,Y,t) \to 0 \), for almost every \((X,Y,t) \in \mathbb{R}^N \times \mathbb{R}^N \times (0, \infty)\). We also notice that in view of (2.1), (2.2), the fact that \( f \in L^p \), and that \( sp > 0 \), we have for large
values of $t$

$$1_{(1,\infty)}(t)g_{c}(X, Y, t) \leq 2^{p-1}1_{(1,\infty)}(t)t^{-1-\frac{2p}{p}}|f(Y)|^p \leq 2^{p-1}1_{(1,\infty)}(t)t^{-1-\frac{2p}{p}}|f(X)|^p \leq 2^{p-1}1_{(1,\infty)}(t)t^{-1-\frac{2p}{p}}|f(Y)|^p + (1 - \eta(\varepsilon Y))|f(Y)|^p + (1 - \eta(\varepsilon X))|f(X)|^p \in L^1(\mathbb{R}^N \times \mathbb{R}^N \times (0,\infty)).$$

On the other hand, if we indicate $B_2 = \{Z \in \mathbb{R}^N \mid |Z| \leq 2\}$, then for small values of $t$ and every $0 < \varepsilon \leq 1$, we have

$$1_{(0,1)}(t)g_{c}(X, Y, t) \leq 1_{(0,1)}(t)c_p t^{-1-\frac{2p}{p}}|f(Y)|^p \leq 1_{(0,1)}(t)c_p \left(2|w_f(X, Y, t)|^p + (1 - \eta(\varepsilon X))|f(Y)|^p + (1 - \eta(\varepsilon Y))|f(X)|^p \right) \leq 2c_p |w_f(X, Y, t)|^p + c_p \left(1_{(0,1)}(t)\varepsilon t^{-1-\frac{2p}{p}}|f(Y)|^p p(X, Y, t) + 1_{(1,\infty)}(t)\varepsilon t^{-1-\frac{2p}{p}}|f(X)|^p p(X, Y, t) \right) \leq 2c_p |w_f(X, Y, t)|^p + c_p \left(1_{(0,1)}(t)\varepsilon t^{-1-\frac{2p}{p}}|f(Y)|^p p(X, Y, t) \left(1 + \|e^{-tB} \|\right) + 1_{(1,\infty)}(t)\varepsilon t^{-1-\frac{2p}{p}}|f(X)|^p p(X, Y, t) \left(1 + \|e^{-tB} \|\right) \right) \leq 2c_p |w_f(X, Y, t)|^p + c_p \left(1_{(0,1)}(t)\varepsilon t^{-1-\frac{2p}{p}}|f(Y)|^p p(X, Y, t) \left(1 + \|e^{-tB} \|\right) + 1_{(1,\infty)}(t)\varepsilon t^{-1-\frac{2p}{p}}|f(X)|^p p(X, Y, t) \left(1 + \|e^{-tB} \|\right) \right).$$

The previous chain of inequalities shows an uniform bound in $\varepsilon$ for $1_{(0,1)}(t)g_{c}(X, Y, t)$ in terms of a sum of three functions. The first function belongs to $L^1(\mathbb{R}^N \times \mathbb{R}^N \times (0,\infty))$ since $f \in \mathfrak{R}^{s,p}$ and thus $w_f \in L^p$. The last one belongs to $L^1$ by (2.1), the fact that $f \in L^p$, and $\|e^{-tB} - \varepsilon\| + \|e^{-tB} \| = O(t^p)$ as $t \to 0^+$. Finally, also the second function belongs to $L^1$ since, in view of the fact that $(1 + \|e^{-tB} \|)$ stays bounded for $0 \leq t \leq 1$, that $0 < s < 1$ and that $\|\sqrt{K(t)}\|$ is uniformly bounded for $0 \leq t \leq 1$, we have

\begin{align*}
\int_0^1 \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} t^{-1-\frac{2p}{p}}|f(X)|^p p(X, Y, t) |Y - e^{-tB}X|^p dYdXdt &= \int_0^1 \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} t^{-1-\frac{2p}{p}}|f(X)|^p p(0, \xi, 1) \sqrt{tK(t)}\xi|^p d\xi dtdxdydt \\
&= \|f\|^p_p \int_0^1 \int_{\mathbb{R}^N} \left(\frac{t^{\frac{1}{1-s}}}{t}p(0, \xi, 1) \sqrt{tK(t)}\xi|^p d\xi dt < \infty.
\end{align*}

All these considerations, and Lebesgue dominated convergence theorem, allow to conclude that $\mathcal{N}_{s,p}(f - \eta f)^p \to 0$. This completes the proof of Step II.

$\square$
4. LIMITING BEHAVIOUR OF THE BESOV SPACES AS $s \to 0^+$: PROOF OF THEOREM 1.1

With the preliminary work of the previous sections in place, in the present one we can finally establish our generalisation of the result by Maz’ya & Shaposhnikova (1.5) to the Besov spaces $\mathfrak{B}_{s,p}$. The following four lemmas constitute the core of the proof of Theorem 1.1.

**Lemma 4.1.** Let $1 \leq p < \infty$, and suppose $f \in \bigcup_{0<\sigma<1} \mathfrak{B}_{\sigma,p}^d$. Then,

\[
\lim_{s \to 0^+} s \int_0^1 \frac{1}{t^{\frac{sp}{2}+1}} \int_{\mathbb{R}^N} P_t (|f - f(X)|^p) (X) dX dt = 0.
\]

*Proof.* Suppose $f \in \mathfrak{B}_{\sigma,p}$ for some $\sigma \in (0,1)$. For $0 < s \leq \sigma$, we have

\[
\int_0^1 \frac{1}{t^{\frac{sp}{2}+1}} \int_{\mathbb{R}^N} P_t (|f - f(X)|^p) (X) dX dt 
\leq \int_0^1 \frac{1}{t^{\frac{sp}{2}+1}} \int_{\mathbb{R}^N} P_t (|f - f(X)|^p) (X) dX dt \leq N_{\sigma,p} (f)^p < \infty.
\]

Being the previous inequality valid for all $s \leq \sigma$, (4.1) easily follows by multiplying by $s$ and passing to the limit.

**Lemma 4.2.** Let $1 \leq p < \infty$ and suppose $f \in L^p$. Then,

\[
\lim_{s \to 0^+} s \int_1^\infty \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{p(X,Y,t)}{t^{\frac{sp}{2}+1}} (|f(X)|^p + |f(Y)|^p) dY dX dt = \begin{cases} 
\frac{4}{p} ||f||_p^p, & \text{if } \text{tr } B = 0, \\
\frac{2}{p} ||f||_p^p, & \text{if } \text{tr } B > 0.
\end{cases}
\]

*Proof.* By (2.1) and (2.2) we have

\[
s \int_1^\infty \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{1}{t^{\frac{sp}{2}+1}} p(X,Y,t) (|f(X)|^p + |f(Y)|^p) dY dX dt
\]

\[
= s \int_1^{\infty} \int_{\mathbb{R}^N} \frac{1}{t^{\frac{sp}{2}+1}} |f(X)|^p P_1(X) dX dt + s \int_1^\infty \int_{\mathbb{R}^N} \frac{1}{t^{\frac{sp}{2}+1}} |f(Y)|^p P_1^*(Y) dY dt
\]

\[
= s ||f||_p^p \int_1^{\infty} \frac{1 + e^{-t \text{tr } B}}{t^{\frac{sp}{2}+1}} dt.
\]

If $\text{tr } B = 0$ the desired conclusion readily follows from the previous identity. If instead $\text{tr } B > 0$, it is enough to notice that $0 \leq \int_1^\infty \frac{e^{-t \text{tr } B}}{t^{\frac{sp}{2}+1}} dt \leq \int_1^\infty e^{-t \text{tr } B} dt = \frac{e^{-t \text{tr } B}}{t \text{tr } B}$, which implies

\[
\lim_{s \to 0^+} s \int_1^{\infty} \frac{e^{-t \text{tr } B}}{t^{\frac{sp}{2}+1}} dt = 0,
\]

and concludes the proof.

\[\square\]
Lemma 4.3. Let $1 \leq p < \infty$ and suppose $\text{tr} B > 0$. If $f \in L^p$, then

$$
(4.4) \quad \lim_{s \to 0^+} s \int_1^\infty \frac{1}{t^{\frac{p}{2} + 1}} \int_{\mathbb{R}^N} P_t (|f - f(X)|^p)(X) dX dt = \frac{2}{p}||f||_p^p.
$$

Proof. Assume first that $p > 1$. We begin by observing that, for $f \in L^p$, we have

$$
(4.5) \quad \lim_{s \to 0^+} s \int_1^\infty \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{p(X,Y,t)}{t^{\frac{p}{2} + 1}} (|f(X)|^{p-1}|f(Y)| + |f(X)||f(Y)|^{p-1}) dY dX dt = 0.
$$

To see (4.5), we observe that Hölder inequality and Proposition 2.1 (applied with $q = p$, and $q = p'$), imply

$$
0 \leq s \int_1^\infty \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{p(X,Y,t)}{t^{\frac{p}{2} + 1}} (|f(X)|^{p-1}|f(Y)| + |f(X)||f(Y)|^{p-1}) dY dX dt
$$

$$
= s \int_1^\infty \frac{1}{t^{\frac{p}{2} + 1}} \int_{\mathbb{R}^N} (|f(X)|^{p-1}P_t(|f|)(X) + |f(X)||f(X)|^{p-1}) (X) dX dt
$$

$$
\leq s \int_1^\infty \frac{1}{t^{\frac{p}{2} + 1}} (||f||_p^{p-1}P_t(|f|)||p + ||f||_p||P_t(|f|^p-1)||p') dt
$$

$$
\leq s \int_1^\infty \frac{1}{t^{\frac{p}{2} + 1}} (C(p)e^{-t\frac{p}{2}||f||_p^p} + C(p)e^{-t\frac{p}{2}||f||_p^p}) dt \leq C(p) ||f||_p \int_1^\infty e^{-t\frac{p}{2}||f||_p^p} + e^{-t\frac{p}{2}||f||_p^p} dt.
$$

Arguing exactly as in (4.3), we see that the last term tends to 0 as $s \to 0^+$. This shows (4.5).

To prove (4.4) we next exploit the following simple fact: there exists a positive constant $C_p$ such that

$$
(4.6) \quad ||a - b||^p - ||a||^p - ||b||^p \leq C_p (||a||^{p-1}|b| + ||a|||b||^{p-1}) \quad \text{for all } a, b \in \mathbb{R}.
$$

This can be checked by noticing that the function $h : \mathbb{R} \setminus \{0\} \to \mathbb{R}, h(x) = \frac{|x-1||p-1|}{|x|^{p-1} + |x|},$ has finite limits at $x = 0^\pm$ and $x = \pm \infty$ and thus, in particular, it is globally bounded. Applying (4.6) with the choices $a = f(X)$ and $b = f(Y)$, we find

$$
\left| \int_1^\infty \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{p(X,Y,t)}{t^{\frac{p}{2} + 1}} (|f(X)|^p + |f(Y)|^p) dY dX dt \right|
$$

$$
= \left| \int_1^\infty \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} (|f(X) - f(Y)|^p - |f(X)|^p - |f(Y)|^p) dY dX dt \right|
$$

$$
\leq C_p \int_1^\infty \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{p(X,Y,t)}{t^{\frac{p}{2} + 1}} (|f(X)|^{p-1}|f(Y)| + |f(X)||f(Y)|^{p-1}) dY dX dt.
$$

From this estimate and from (4.5) we deduce that

$$
\lim_{s \to 0^+} s \int_1^\infty \frac{1}{t^{\frac{p}{2} + 1}} \int_{\mathbb{R}^N} P_t (|f - f(X)|^p)(X) dX dt
$$

$$
= \lim_{s \to 0^+} s \int_1^\infty \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{p(X,Y,t)}{t^{\frac{p}{2} + 1}} (|f(X)|^p + |f(Y)|^p) dY dX dt.
$$
At this point, the desired conclusion (4.4) follows from (4.2) in Lemma 4.2 in the case \( p > 1 \). We thus turn the attention to the case \( p = 1 \). For any \( s > 0 \) we have by (2.1)

\[
2||f||_1 = s \int_1^\infty \frac{1}{t^{\frac{p}{2} + 1}} dt \int_{\mathbb{R}^N} |f(X)|dx = s \int_1^\infty \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{p(X, Y, t)}{t^{\frac{p}{2} + 1}} |f(X)|dYdXdT.
\]

This gives

\[
\left| s \int_1^\infty \frac{1}{t^{\frac{p}{2} + 1}} \int_{\mathbb{R}^N} P_t (|f - f(X)|) (X)dXdt - 2||f||_1 \right|
\leq s \int_1^\infty \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{p(X, Y, t)}{t^{\frac{p}{2} + 1}} (|f(Y) - f(X)| - |f(X)|) dYdXdT
\leq s \int_1^\infty \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{p(X, Y, t)}{t^{\frac{p}{2} + 1}} |f(Y)|dYdXdT = ||f||_1 s \int_1^\infty e^{-t} \int_{\mathbb{R}^N} dXdt,
\]

where in the last inequality we have used (2.2). From this estimate and (4.3), we see that (4.4) holds true also when \( p = 1 \).

\[\square\]

**Lemma 4.4.** Let \( 1 \leq p < \infty \) and suppose \( \text{tr} B = 0 \). If \( f \in \mathcal{S} \), then

\[
\lim_{s \to 0^+} s \int_1^\infty \frac{1}{t^{\frac{p}{2} + 1}} \int_{\mathbb{R}^N} P_t (|f - f(X)|^p) (X)dXdt = \frac{4}{p} ||f||_p^p.
\]

**Proof.** We begin by assuming \( p > 1 \). Following the strategy of the proof of Lemma 4.3, our aim is to prove

\[
\lim_{s \to 0^+} s \int_1^\infty \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{p(X, Y, t)}{t^{\frac{p}{2} + 1}} (|f(X)|^{p-1}|f(Y)| + |f(X)||f(Y)|^{p-1}) dYdXdT = 0,
\]

see (4.5). The main difference at this point consists in the fact that, being \( \text{tr} B = 0 \), the ultracontractive estimate (2.3) in Proposition 2.1 no longer implies a decay of the semigroup in \( L^p \) or \( L^{p'} \). On the other hand, since \( f \in \mathcal{S} \), it is in every \( L^q \), and therefore we can combine the \( L^1 \to L^p \) and \( L^1 \to L^{p'} \) decays in Proposition 2.1 with the critical information contained in (2.4) of Proposition 2.3, and infer

\[
s \int_1^\infty \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{p(X, Y, t)}{t^{\frac{p}{2} + 1}} (|f(X)|^{p-1}|f(Y)| + |f(X)||f(Y)|^{p-1}) dYdXdT
\leq s \int_1^\infty \int_{\mathbb{R}^N} (||f||_{P-1} P_t(||f||)(X) + ||f(X)|| P_t(||f||^{p-1})(X))dXdT
\leq s \int_1^\infty \int_{\mathbb{R}^N} (||f||_{P-1} P_t(||f||)(X) + ||f||_{P-1} P_t(||f||^{p-1})(X))dXdT
\leq C(p)s \int_1^\infty \frac{1}{t^{\frac{p}{2} + 1}} \left( \frac{1}{V(t)^{1 - \frac{p}{2}}} ||f||_{1} ||f||_{P-1}^{p-1} + \frac{1}{V(t)^{1 - \frac{p}{2}}} ||f||_{1} ||f||_{P-1}^{p-1} ||f||_{p} \right) dt
\leq C'(p)s \left( ||f||_{1} ||f||_{P-1}^{p-1} \int_1^\infty \frac{1}{t^{\frac{p}{2} + 1} \frac{1}{p}} dt + ||f||_{P-1}^{p-1} ||f||_{1} ||f||_{p} \int_1^\infty \frac{1}{t^{\frac{p}{2} + 1} \frac{1}{p}} dt \right)
\]
\[ \leq 2C'(p) s \left( \frac{1}{sp + \frac{1}{p}} ||f||_{1}||f||_{p}^{p-1} + \frac{1}{sp + \frac{1}{p}} |||f|^{p-1}||_{1}|f|_{p} \right). \]

Since the last term tends to 0 as \( s \to 0^+ \), we conclude that (4.8) does hold. At this point we argue as in the proof of Lemma 4.3. Using (4.6), we deduce from (4.8) that
\[
\lim_{s \to 0^+} s \int_{1}^{\infty} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{p(X, Y, t)}{t^{\frac{p}{2}+1}} |f(X) - f(Y)|^p dY dX dt = \lim_{s \to 0^+} \int_{1}^{\infty} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{p(X, Y, t)}{t^{\frac{p}{2}+1}} (|f(X)|^p + |f(Y)|^p) dY dX dt.
\]

We know from (4.2) in Lemma 4.2 that the common value of the previous limits is \( \frac{4}{p} ||f||_{p}^p \). This proves the desired conclusion (4.7) in the case \( p > 1 \).

We are left with analysing the case \( p = 1 \). By (2.1) and (2.2) (recall that we are assuming \( \text{tr} B = 0 \)), we have
\[
s \int_{1}^{\infty} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} P_t(|f - f(X)|)(X) dX dt \leq s \int_{1}^{\infty} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{p(X, Y, t)}{t^{\frac{1}{2}+1}} (|f(Y)| + |f(X)|) dY dX dt
\]
\[= 2s ||f||_{1} \int_{1}^{\infty} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{1}{t^{\frac{1}{2}+1}} dt = 4||f||_{1}.\]

This trivially implies
\[
\lim_{s \to 0^+} \sup P_t(|f - f(X)|)(X) dX dt \leq 4||f||_{1}.
\]

In order to finish the proof of the lemma, we are left with showing that
\[
\liminf_{s \to 0^+} s \int_{1}^{\infty} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} P_t(|f - f(X)|)(X) dX dt \geq 4||f||_{1}.
\]

With this objective in mind, fix \( \varepsilon > 0 \). Since \( f \in L^1 \), we can find a compact set \( K \subset \mathbb{R}^N \) such that
\[
\int_{\mathbb{R}^N \setminus K} |f(\xi)| d\xi \leq \varepsilon.
\]

We now have
\[
s \int_{1}^{\infty} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} P_t(|f - f(X)|)(X) dX dt = s \int_{1}^{\infty} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} p(X, Y, t)|f(Y) - f(X)| dY dX dt +
\]
\[
\geq s \int_{1}^{\infty} \int_{\mathbb{R}^N \setminus K} \int_{\mathbb{R}^N \setminus K} p(X, Y, t)|f(Y) - f(X)| dY dX dt +
\]
\[
+ s \int_{1}^{\infty} \int_{\mathbb{R}^N \setminus K} \int_{\mathbb{R}^N \setminus K} p(X, Y, t)|f(Y) - f(X)| dY dX dt
\]
\[
\geq s \int_{1}^{\infty} \int_{\mathbb{R}^N \setminus K} \int_{\mathbb{R}^N \setminus K} p(X, Y, t) (|f(X)| - |f(Y)|) dY dX dt
\]
\[
+ s \int_{1}^{\infty} \int_{\mathbb{R}^N \setminus K} \int_{\mathbb{R}^N \setminus K} p(X, Y, t) (|f(Y)| - |f(X)|) dY dX dt
\]
\[ s \int_{1}^{\infty} \frac{1}{t^\frac{1}{2}+1} \int_{K_t} |f(X)| \left( 1 - \int_{K_t} p(X, Y, t) dY \right) dX dt \]
\[ + s \int_{1}^{\infty} \frac{1}{t^\frac{1}{2}+1} \int_{K_t} |f(Y)| \left( 1 - \int_{K_t} p(X, Y, t) dX \right) dY dt \]
\[ - s \int_{1}^{\infty} \frac{1}{t^\frac{1}{2}+1} \int_{K_t} \int_{\mathbb{R}^N \setminus K_t} p(X, Y, t)|f(Y)| dY dX dt \]
\[ - s \int_{1}^{\infty} \frac{1}{t^\frac{1}{2}+1} \int_{\mathbb{R}^N \setminus K_t} \int_{K_t} p(X, Y, t)|f(X)| dY dX dt, \]

where in the last equality we used (2.1) and (2.2). We can rewrite the previous inequality as follows

\[ s \int_{1}^{\infty} \frac{1}{t^\frac{1}{2}+1} \int_{\mathbb{R}^N} P_t (|f - f(X)|) (X) dX dt \]
\[ \geq s \int_{1}^{\infty} \frac{1}{t^\frac{1}{2}+1} dt \int_{K_t} |f(X)| dX + s \int_{1}^{\infty} \frac{1}{t^\frac{1}{2}+1} dt \int_{K_t} |f(Y)| dY \]
\[ - s \int_{1}^{\infty} \frac{1}{t^\frac{1}{2}+1} \int_{K_t} |f(X)| \int_{K_t} p(X, Y, t) dY dX dt \]
\[ - s \int_{1}^{\infty} \frac{1}{t^\frac{1}{2}+1} \int_{K_t} |f(Y)| \int_{K_t} p(X, Y, t) dX dY dt \]
\[ - s \int_{1}^{\infty} \frac{1}{t^\frac{1}{2}+1} \int_{\mathbb{R}^N \setminus K_t} |f(X)| \int_{K_t} p(X, Y, t) dX dY dt \]
\[ - s \int_{1}^{\infty} \frac{1}{t^\frac{1}{2}+1} \int_{\mathbb{R}^N \setminus K_t} |f(X)| \int_{K_t} p(X, Y, t) dY dX dt. \]

By (4.10), together with (2.1), (2.2), we know that

\[ s \int_{1}^{\infty} \frac{1}{t^\frac{1}{2}+1} \int_{\mathbb{R}^N \setminus K_t} |f(Y)| \int_{K_t} p(X, Y, t) dX dY dt \]
\[ + s \int_{1}^{\infty} \frac{1}{t^\frac{1}{2}+1} \int_{\mathbb{R}^N \setminus K_t} |f(X)| \int_{K_t} p(X, Y, t) dY dX dt \]
\[ \leq s \int_{1}^{\infty} \frac{1}{t^\frac{1}{2}+1} dt \int_{\mathbb{R}^N \setminus K_t} |f(X)| dY + s \int_{1}^{\infty} \frac{1}{t^\frac{1}{2}+1} dt \int_{\mathbb{R}^N \setminus K_t} |f(X)| dX \leq 4 \varepsilon. \]

On the other hand, using the expression (1.9) of \( p(X, Y, t) \) we obtain

\[ s \int_{1}^{\infty} \frac{1}{t^\frac{1}{2}+1} \int_{K_t} |f(X)| \int_{K_t} p(X, Y, t) dY dX dt + s \int_{1}^{\infty} \frac{1}{t^\frac{1}{2}+1} \int_{K_t} |f(Y)| \int_{K_t} p(X, Y, t) dX dY dt \]
\[ \leq c_N s |K_t| \int_{1}^{\infty} \frac{dt}{t^\frac{1}{2}+1} V(t) \int_{K_t} |f(X)| dX + c_N s |K_t| \int_{1}^{\infty} \frac{dt}{t^\frac{1}{2}+1} V(t) \int_{K_t} |f(Y)| dY \]
\[ \leq 2s \frac{c_N}{c_0} |K_t| ||f||_1 \int_{1}^{\infty} \frac{dt}{t^\frac{1}{2}+1} = \frac{4s c_N}{s + 1 c_0} |K_t| ||f||_1, \]
there exists a sequence and Lemma

In particular, given \( \varepsilon > 0 \) there exists a sequence \( \{n_k\} \in \mathcal{S} \) such that

\[
\| s_n f_n - f \|_p \xrightarrow{n \to \infty} 0, \quad A_{\sigma,p}(f_n - f) \xrightarrow{n \to \infty} 0.
\]

In particular, given \( \varepsilon > 0 \) there exists \( n_1(\varepsilon) \in \mathbb{N} \) such that

\[
n \geq n_1(\varepsilon) \implies \frac{4}{p} \| s_n f_n \|_p^p - \| f \|_p^p \leq \frac{\varepsilon}{3}.
\]

Now, for every \( 0 < s \leq \sigma \) and \( n \in \mathbb{N} \) we bound

\[
\left| s A_{s,p}(f)^p - \frac{4}{p} \| f \|_p^p \right| \leq s \left| A_{s,p}(f)^p - A_{s,p}(f_n)^p \right| + \left| s A_{s,p}(f_n)^p - \frac{4}{p} \| f_n \|_p^p \right|
\]

\[
+ \frac{4}{p} \| f_n \|_p^p - \| f \|_p^p.
\]

On the other hand, by exploiting (3.1), and (3.3) in Lemma 3.1, we obtain

\[
s \left| A_{s,p}(f)^p - A_{s,p}(f_n)^p \right| \leq s \left( \max \left\{ A_{s,p}(f), A_{s,p}(f_n) \right\} \right)^{p-1} \left| A_{s,p}(f) - A_{s,p}(f_n) \right|
\]
Lemma below.

When \( p = 1 \) the limit relation (5.1) continues to be valid if \( \text{tr} B > 0 \), but it fails when \( \text{tr} B = 0 \). In such case, in fact, for every nontrivial \( f \in \mathcal{S} \), with \( f \geq 0 \), the \( \lim_{s \to 0^+} (-\mathcal{A})^s f \) does not exist in \( L^1 \).
Theorem 5.1 highlights the special place of \( L^1 \) in connection with the limiting behaviour of the fractional powers \((-\mathcal{A})^s\). A trivial consequence of the above result is that, when \( \text{tr} B > 0 \), if \( f \in \bigcup_{0 < s < 1} \mathcal{B}^{s,p}_{s,p} \), then \( (|(-\mathcal{A})^s f|_1 \longrightarrow ||f||_1) \). This is somewhat close in spirit to Theorem 1.1. The following result completes the picture by highlighting the different behaviour of \((-\mathcal{A})^s\) in \( L^1 \) when \( \text{tr} B = 0 \).

**Proposition 5.2.** Let \( \text{tr} B = 0 \), and consider \( f \in \bigcup_{0 < s < 1} \mathcal{B}^{s,p}_{s,p} \), such that \( p \geq 0 \). Then,

\[
\lim_{s \to 0^+} \|(-\mathcal{A})^s f\|_1 = 2\|f\|_1.
\]

We now turn to the proofs of these two results. Similarly to the proof of Theorem 1.1 in Section 4, that of Theorem 5.1 will be accomplished in a number of steps. We begin with a lemma that clarifies the connection between the Besov spaces \( \mathcal{B}^{\sigma,p}_{s,p} \) and the domains of the fractional powers \((-\mathcal{A})^s\) in \( L^p \) which we denote as \( \mathcal{L}^{2s,p} \). If \( 0 < s < 1 \) and \( \text{tr} B \geq 0 \), we know from [12, Section 4] and [14, Proposition 2.13] that \( \mathcal{L}^{2s,p} \) can be characterized as the closure of the functions in \( \mathcal{L} \) with respect to the graph norm of \((-\mathcal{A})^s\) in \( L^p \). The following lemma, which is taken from [13, Proposition 3.3], shows that, whenever \( f \in \mathcal{B}^{\sigma,p}_{s,p} \), the function \((-\mathcal{A})^s f \in L^p \) for any \( 0 < s < \frac{4}{7} \).

We reproduce the proof here in order to keep track of the constants in dependence of \( s \).

**Lemma 5.3.** Assume (1.13). For \( p > 1 \) and \( 0 < 2s < \sigma < 1 \) we have

\[
|(-\mathcal{A})^s f|_p \leq \frac{s}{\Gamma(1-s)} \left( \frac{2}{(\sigma - 2s)p} \right)^{\frac{s}{2}} \mathcal{N}^{\mathcal{A}}_{\sigma,p}(f) + \frac{2}{\Gamma(1-s)} \|f\|_p.
\]

In particular, (5.2) shows that \( \mathcal{B}^{\sigma,p}_{s,p} \hookrightarrow \mathcal{L}^{2s,p} \). When \( p = 1 \), for any \( 0 < 2s \leq \sigma < 1 \) we have

\[
|(\mathcal{A})^s f|_1 \leq \frac{s}{\Gamma(1-s)} \mathcal{N}^{\mathcal{A}}_{\sigma,1}(f) + \frac{2}{\Gamma(1-s)} \|f\|_1.
\]

In particular, this shows that \( \mathcal{B}^{\sigma,p}_{s,1} \hookrightarrow \mathcal{L}^{2s,1} \).

**Proof.** Let \( p \geq 1 \), \( 0 < 2s \leq \sigma < 1 \), and fix \( f \in \mathcal{B}^{\sigma,p}_{s,p} \). Keeping (1.16) in mind, we have

\[
|(-\mathcal{A})^s f|_p \leq \frac{s}{\Gamma(1-s)} \left( \int_0^1 \frac{1}{t^{1+s}} (P_t f - f) \, dt \right)_p + \frac{s}{\Gamma(1-s)} \left( \int_1^\infty \frac{1}{t^{1+s}} (P_t f - f) \, dt \right)_p.
\]

On one hand, by (2.3) and (1.13), we have

\[
\left( \int_1^\infty \frac{1}{t^{1+s}} (P_t f - f) \, dt \right)_p \leq \frac{s}{\Gamma(1-s)} \int_1^\infty t^{-1-s} \|P_t f - f\|_p \, dt \leq \frac{2s}{\Gamma(1-s)} \|f\|_p \int_1^\infty t^{-1-s} \, dt = \frac{2}{\Gamma(1-s)} \|f\|_p.
\]

On the other hand, to estimate the integral on the interval (0,1) in (5.4) we use the following inequality

\[
\|P_t f - f\|_p \leq \left( \int_{\mathbb{R}^N} P_t (|f - f(X)|^p) \, (X) \, dX \right)^{\frac{1}{p}},
\]
Lemma 5.4. Let \( \frac{s}{\Gamma(1-s)} \left\| \int_0^1 \frac{1}{t^{1+s}} (P_t f - f) \, dt \right\|_1 \)
\[
\leq \frac{s}{\Gamma(1-s)} \int_0^1 \frac{1}{t^{1+s}} \|P_t f - f\|_1 \, dt \leq \frac{s}{\Gamma(1-s)} \int_0^1 \frac{1}{t^{1+s}} \int_{\mathbb{R}^N} P_t (|f - f(X)|) (X) \, dX \, dt 
\]
\[
\leq \frac{s}{\Gamma(1-s)} \int_0^1 \frac{1}{t^{1+s}} \int_{\mathbb{R}^N} P_t (|f - f(X)|) (X) \, dX \, dt,
\]
which implies
\[
(5.6) \quad \frac{s}{\Gamma(1-s)} \left\| \int_0^1 \frac{1}{t^{1+s}} (P_t f - f) \, dt \right\|_1 \leq \frac{s}{\Gamma(1-s)} \mathcal{N}_{\sigma,1}^\varphi(f).
\]

Putting together (5.4), (5.5), and (5.6), we obtain (5.3). When \( p > 1 \), we assume \( \sigma > 2s \) and we deduce from Hölder’s inequality
\[
\frac{s}{\Gamma(1-s)} \left\| \int_0^1 \frac{1}{t^{1+s}} (P_t f - f) \, dt \right\|_p \leq \frac{s}{\Gamma(1-s)} \int_0^1 \frac{1}{t^{1+s}} \|P_t f - f\|_p \, dt
\]
\[
\leq \frac{s}{\Gamma(1-s)} \int_0^1 \frac{1}{t^{1+s}} \left( \int_{\mathbb{R}^N} P_t (|f - f(X)|^p) (X) \, dX \right)^{\frac{1}{p}} \, dt
\]
\[
\leq \frac{s}{\Gamma(1-s)} \left( \int_0^1 \frac{1}{t^{1+(s-2)p'}} \, dt \right)^{\frac{1}{p'}} \left( \int_0^1 \frac{1}{t^{1+\frac{2p}{p'}}} \int_{\mathbb{R}^N} P_t (|f - f(X)|^p) (X) \, dX \, dt \right)^{\frac{1}{p'}},
\]
which implies
\[
(5.7) \quad \frac{s}{\Gamma(1-s)} \left\| \int_0^1 \frac{1}{t^{1+s}} (P_t f - f) \, dt \right\|_p \leq \frac{s}{\Gamma(1-s)} \left( \frac{2}{(\sigma - 2s)p'} \right)^{\frac{1}{p'}} \mathcal{N}_{\sigma,p}^\varphi(f).
\]

As before, if we combine (5.4), (5.5), and (5.7), we conclude the proof of (5.2).

The following lemma shows that, when \( f \) belongs to \( \mathcal{B}_{s,p}^{\varphi} \), the small time behaviour of \( P_t f \) does not influence the limiting behaviour of \( (-\varphi)^s \), for any \( 1 \leq p < \infty \).

Lemma 5.4. Let \( 1 \leq p < \infty \) and \( \text{tr} \, B \geq 0 \). Suppose \( f \in \bigcup_{0<s<1} \mathcal{B}_{s,p}^{\varphi} \). Then,
\[
\lim_{s \to 0^+} \frac{s}{\Gamma(1-s)} \int_0^1 \frac{1}{t^{1+s}} (P_t f - f) \, dt = 0 \quad \text{in } L^p.
\]

Proof. Let \( \sigma \in (0,1) \) be such that \( f \in \mathcal{B}_{\sigma,p}^{\varphi} \), and consider \( 0 < s < \frac{\sigma}{2} \). If \( p = 1 \), then the conclusion follows by letting \( s \to 0^+ \) in (5.6). If instead \( p > 1 \), we use (5.7).

The next two lemmas constitute the core of the proof of Theorem 5.1.
**Lemma 5.5.** Let $1 \leq p < \infty$ and assume that $f \in \bigcup_{0 < s < 1} \mathcal{B}_{s,p}^{\sigma}$. If $\text{tr } B > 0$, then

$$
\lim_{s \to 0^+} (-\mathcal{A})^s f = f \quad \text{in } L^p.
$$

**Proof.** As in the proof of Proposition 2.5 we use (2.11) to write

$$
(-\mathcal{A})^s f - f = -\frac{s}{\Gamma(1-s)} \int_0^\infty \frac{1}{t^{1+s}} ((P_rf - f) + (1 - e^{-t})f) \, dt
$$

$$
= -\frac{s}{\Gamma(1-s)} \int_0^1 \frac{1}{t^{1+s}} (P_rf - f) \, dt - \frac{s}{\Gamma(1-s)} \left( \int_0^1 \frac{1 - e^{-t}}{t^{1+s}} \, dt \right) f + \frac{s}{\Gamma(1-s)} \left( \int_1^\infty \frac{e^{-t}}{t^{1+s}} \, dt \right) f - \frac{s}{\Gamma(1-s)} \int_1^\infty \frac{1}{t^{1+s}} P_rf \, dt.
$$

The first term goes to 0 in $L^p$ thanks to Lemma 5.4. Moreover, it is very easy to see that also the second and the third term converge to 0 in $L^p$ since $f \in L^p$ and the two integrals $\int_0^1 \frac{1 - e^{-t}}{t^{1+s}} \, dt$ and $\int_1^\infty \frac{e^{-t}}{t^{1+s}} \, dt$ are bounded above uniformly with respect to $s$ (exactly as in the proof of Proposition 2.5). The proof is completed if we show that

$$
\frac{s}{\Gamma(1-s)} \int_1^\infty \frac{1}{t^{1+s}} P_rf \, dt \underset{s \to 0^+}{\to} 0 \quad \text{in } L^p, \quad \text{for all } f \in L^p. \tag{5.8}
$$

To prove (5.8) we observe that Minkowski’s inequality and Proposition 2.1 imply

$$
\left\| \frac{s}{\Gamma(1-s)} \int_1^\infty \frac{1}{t^{1+s}} P_rf \, dt \right\|_p \leq \frac{s}{\Gamma(1-s)} \int_1^\infty \frac{1}{t^{1+s}} \|P_rf\|_p \, dt
$$

$$
\leq \frac{s}{\Gamma(1-s)} C(p) \|f\|_p \int_1^\infty \frac{e^{-\frac{\sigma B}{p}}}{t^{1+s}} \, dt \leq \frac{s}{\Gamma(1-s)} C(p) \|f\|_p \int_1^\infty e^{-\frac{\sigma B}{p}} \, dt.
$$

Since $\text{tr } B > 0$, the last term vanishes as $s \to 0^+$. This establishes (5.8) concluding the proof.

---

**Lemma 5.6.** Let $1 < p < \infty$ and suppose $f \in \bigcup_{0 < s < 1} \mathcal{B}_{s,p}^{\sigma}$. If $\text{tr } B = 0$, then

$$
\lim_{s \to 0^+} (-\mathcal{A})^s f = f \quad \text{in } L^p. \tag{5.9}
$$

**Proof.** Let $\sigma \in (0,1)$ be such that $f \in \mathcal{B}_{\sigma,p}^{\sigma}$. We proceed as in the proof of Lemma 5.5, using (2.11) and Lemma 5.4. The proof is completed once we establish the analogue of (5.8). The main difference with Lemma 5.5 is that, since we now have $\text{tr } B = 0$, the decay coming from the term $e^{-t\frac{\sigma B}{p}}$ in (2.3) is now lost. To circumvent this difficulty, we first show that the desired conclusion (5.9) does hold when $f \in \mathcal{J}$, and then use a density argument to extend it to $f \in \mathcal{B}_{\sigma,p}^{\sigma}$. In dealing with $f \in \mathcal{J}$, the advantage is that we can exploit the rate of decay given by the $L^1 \to L^p$ ultracontractivity of $P_r$, and by the blowup of $V(t)$ for large $t$. Here, the reader should notice the similarities with the arguments in the proofs of Lemmas 4.3 and 4.4.
Let then \( f \in \mathcal{S} \). In view of Lemma 5.4, to prove (5.9) for such \( f \) it suffices to show that

\[
\lim_{s \to 0^+} \frac{s}{\Gamma(1 - s)} \int_1^\infty \frac{1}{t^{1+s}} P_t f \, dt = 0 \quad \text{in } L^p.
\]

Now, Proposition 2.1 and (2.4) imply for \( 1 \leq t < \infty \),

\[
\|P_t f\|_p \leq \frac{C(p)}{V(t)^{1 - \frac{n}{p}}} \|f\|_1 \leq C'(p) \frac{\|f\|_1}{t^{\frac{1}{2p}}}.
\]

This gives

\[
\left\| \frac{s}{\Gamma(1 - s)} \int_1^\infty \frac{1}{t^{1+s}} P_t f \, dt \right\|_p \leq \frac{s}{\Gamma(1 - s)} \int_1^\infty \frac{1}{t^{1+s}} \|P_t f\|_p \, dt \leq \frac{s}{\Gamma(1 - s)} C'(p) \|f\|_1 \int_1^\infty \frac{1}{t^{1+s} + \frac{1}{2p}} \, dt = \frac{s}{\Gamma(1 - s)} C'(p) \|f\|_1 \frac{1}{1 + \frac{1}{2p}} \to 0 \quad \text{as } s \to 0^+.
\]

This proves (5.10), and therefore (5.9), when \( f \in \mathcal{S} \). Returning to \( f \in \mathcal{B}'_{\sigma,p} \), by Proposition 3.2 there exists a sequence \( \{f_n\} \in \mathcal{S} \) such that \( f_n \to f \) in \( \mathcal{B}'_{\sigma,p} \), i.e., (4.12) holds. For any \( 0 < s < \frac{\varepsilon}{2} \) and \( n \in \mathbb{N} \), we now use (5.2) to estimate

\[
\|(-\mathcal{A})^s f - f\|_p \leq \|(\mathcal{A})^s (f - f_n)\|_p + \|(-\mathcal{A})^s f_n - f_n\|_p + \|f_n - f\|_p.
\]

Given \( \varepsilon > 0 \), the sum of the first two terms in the right-hand side of the latter inequality can be made smaller than \( \frac{\varepsilon}{2} \) provided that \( n \) is large enough, and this can be done uniformly in \( s \in (0, \frac{\varepsilon}{2}] \). Having fixed such \( n \), in view of the validity of (5.9) for functions in \( \mathcal{S} \), we can make the remaining term \( \|(-\mathcal{A})^s f_n - f_n\|_p \leq \frac{\varepsilon}{2} \) by choosing \( s \) small enough. This completes the proof.

When \( p = 1 \) Lemma 5.6 fails to be true. We have in fact the following.

**Lemma 5.7.** Let \( \text{tr } B = 0 \), and suppose that \( f \in \bigcup_{0 < s < 1} \mathcal{B}'_{s,1} \) with \( f \geq 0 \). Then,

\[
\lim_{s \to 0^+} \|(-\mathcal{A})^s f - f\|_1 = \|f\|_1.
\]

**Proof.** Suppose \( \sigma \in (0, 1) \) is such that \( f \in \mathcal{B}'_{\sigma,1} \), and that moreover \( f \geq 0 \). We repeat the initial arguments in the proof of Lemmas 5.5 and 5.6. After using Lemma 5.4, we are left with understanding what happens to the term

\[
\frac{s}{\Gamma(1 - s)} \int_1^\infty \frac{1}{t^{1+s}} P_t f \, dt
\]

in the limit as \( s \to 0^+ \) in the \( L^1 \)-topology. Differently from the previous situations, by (2.2) and the hypothesis \( \text{tr } B = 0 \) and \( f \geq 0 \), we have

\[
\frac{s}{\Gamma(1 - s)} \int_1^\infty \frac{P_t f}{t^{1+s}} \, dt \parallel_1 = \frac{s}{\Gamma(1 - s)} \int_1^\infty \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{f(Y)}{t^{1+s}} p(X, Y, t) \, dX \, dY \, dt = \frac{\|f\|_1}{\Gamma(1 - s)}.
\]
This implies
\[
\lim_{s \to 0^+} \|(-A)^s f - f\|_1 = \lim_{s \to 0^+} \left\| \frac{s}{\Gamma(1 - s)} \int_1^\infty \frac{1}{t^{1+s}} P_t f dt \right\|_1 = \lim_{s \to 0^+} \left\| \frac{\|f\|_1}{\Gamma(1 - s)} \right\| = \|f\|_1.
\]

We explicitly note the following direct consequence of (i) in Proposition 2.5 and of Lemma 5.7.

**Corollary 5.8.** Let \( \text{tr} B = 0 \). For every nontrivial \( f \in \mathcal{F} \), with \( f \geq 0 \), the \( \lim_{s \to 0^+} (-A)^s f \) in \( L^1 \) does not exist.

We are now ready to provide the

**Proof of Theorem 5.1.** Suppose that \( 1 < p < \infty \) and that (1.13) hold. If \( f \in \bigcup_{0<s<1} \mathcal{B}_{s,p}^a \), then the desired conclusion (5.1) follows directly from Lemmas 5.5 and 5.6. The same conclusion continues to be true when \( p = 1 \) and \( \text{tr} B > 0 \) again by Lemma 5.5. When instead \( p = 1 \) and \( \text{tr} B = 0 \), we can appeal to Corollary 5.8 to complete the proof.

We remark that the fact that the fractional powers of a suitable operator approximate the identity in the limit as \( s \to 0^+ \) is not new in the literature. To the best of our knowledge, in an abstract setting this traces back to Balakrishnan’s 1960 seminal paper [3]. Using his representation of the fractional powers \( A^s \) in terms of the resolvent, in his Lemma 2.4 Balakrishnan proved that, given a closed linear operator \( A \) on a Banach space \( X \) with domain \( D(A) \) and with a resolvent \( R(\lambda, A) \) satisfying \( ||\lambda R(\lambda, A)|| \leq M \) for all \( \lambda > 0 \), then the fractional powers \( A^s \) are well-defined and the following is true:

\[
(5.12) \quad \lambda R(\lambda, A)x \to 0 \quad \text{as} \quad \lambda \to 0^+ \quad \text{for some} \quad x \in D(A) \quad \implies \quad A^s x \to x \quad \text{as} \quad s \to 0^+,
\]

where the convergence is in the norm topology of \( X \). We emphasise that the hypothesis in [3] do not necessarily imply that \( A \) be the infinitesimal generator of a semigroup.

Theorem 5.1 above unravels the abstract result (5.12) in the setting of the Hörmander operators (1.6) and their semigroups \( A^s \). On the one hand, it clarifies the crucial role played by the trace of the drift in the concrete context of the Besov spaces \( \mathcal{B}_{s,p}^a \). On the other hand, it shows why \( p = 1 \) occupies a special place in the analysis of the limiting behaviour of \( (-\mathcal{A})^s \). Since these aspects are perhaps better known to the semigroup community than to workers in pde’s, in what follows we elucidate the abstract condition in (5.12) in the context of the operators \( \mathcal{A} \) in (1.6) (under the hypothesis (1.13)). Consider the representation of the resolvent in terms of the semigroup \( R(\lambda, \mathcal{A}) = \int_0^\infty e^{-\lambda t} P_t dt \), see for this [11, Lemma 2.10], where also the above mentioned assumption in [3], \( ||\lambda R(\lambda, A)|| \leq M \) for all \( \lambda > 0 \), was verified. Recalling that \( \mathcal{A} \) is a core for the realization of \( \mathcal{A} \) in \( L^p \), we fix \( f \in \mathcal{A} \). If \( \text{tr} B > 0 \), then Proposition 2.1 gives for any \( p \geq 1 \)

\[
\left\| \lambda \int_0^\infty e^{-\lambda t} P_t f dt \right\|_p \leq C(p) \|f\|_p \lambda \int_0^\infty e^{-\lambda t} e^{-\lambda \frac{\text{tr} B}{p}} dt = C(p) \|f\|_p \frac{\lambda p}{\lambda p + \text{tr} B} \xrightarrow{\lambda \to 0^+} 0.
\]
If instead $\text{tr} \, B = 0$, then from Propositions 2.1 and 2.3 we obtain for any $p > 1$,
\[
\left\| \lambda \int_0^\infty e^{-\lambda t} P_t f \, dt \right\|_p \leq \lambda \int_0^1 e^{-\lambda t} \left\| P_t f \right\|_p \, dt + \lambda \int_1^\infty e^{-\lambda t} \left\| P_t f \right\|_p \, dt
\]
\[
\leq \lambda \left\| f \right\|_p \int_0^1 e^{-\lambda t} \, dt + \lambda \frac{C(p)}{c_0} \left\| f \right\|_1 \int_1^\infty \frac{e^{-\lambda t}}{V(t)^p} \, dt \leq (1 - e^{-\lambda}) \left\| f \right\|_p + \lambda \frac{C(p)}{c_0} \left\| f \right\|_1 \int_1^\infty t^{-\frac{1}{2p}} e^{-\lambda t} \, dt
\]
\[
\leq (1 - e^{-\lambda}) \left\| f \right\|_p + \lambda \frac{C(p)}{c_0} \left\| f \right\|_1 \Gamma(1 - (2p)^{-1}) \xrightarrow{\lambda \to 0^+} 0.
\]

This shows the validity for functions $f \in \mathcal{S}$ of the sufficient condition in (5.12) for any $p \geq 1$ when $\text{tr} \, B > 0$, and for any $p > 1$ when $\text{tr} \, B = 0$. On the other hand, we cannot expect the sufficient condition in (5.12) to hold in the case $p = 1$ and $\text{tr} \, B = 0$. If in fact $f \geq 0$, from (2.2) we have
\[
\left\| \lambda \int_0^\infty e^{-\lambda t} P_t f \, dt \right\|_1 = \lambda \left\| f \right\|_1 \int_0^\infty e^{-\lambda t} \, dt = \left\| f \right\|_1 \text{ for every } \lambda > 0.
\]

In closing, we present the

**Proof of Proposition 5.2.** Let $f \in \bigcup_{0 < s < 1} \mathcal{B}_{s,p}^d, \ f \geq 0$. By Lemma 5.4 and the definition of $(-\mathcal{A})^* f$ in (1.16) we see that, in order to prove the proposition, it suffices to show that
\[
\lim_{s \to 0^+} \left\| \frac{-s}{\Gamma(1 - s)} \int_1^\infty \frac{1}{t^{1+s}} (P_t f - f) \, dt \right\|_1 = 2 \left\| f \right\|_1.
\]

We observe that by (2.2) we find
\[
\left\| \frac{-s}{\Gamma(1 - s)} \int_1^\infty \frac{1}{t^{1+s}} (P_t f - f) \, dt \right\|_1 \leq \frac{s}{\Gamma(1 - s)} \int_1^\infty \frac{1}{t^{1+s}} \left( \left\| P_t f \right\|_1 + \left\| f \right\|_1 \right) \, dt
\]
\[
\leq \frac{2s}{\Gamma(1 - s)} \left\| f \right\|_1 \int_1^\infty \frac{1}{t^{1+s}} \, dt = \frac{2 \left\| f \right\|_1}{\Gamma(1 - s)}.
\]
This implies
\[
\limsup_{s \to 0^+} \left\| \frac{-s}{\Gamma(1 - s)} \int_1^\infty \frac{1}{t^{1+s}} (P_t f - f) \, dt \right\|_1 \leq 2 \left\| f \right\|_1.
\]

To establish (5.13) are thus left with showing that
\[
\liminf_{s \to 0^+} \left\| \frac{-s}{\Gamma(1 - s)} \int_1^\infty \frac{1}{t^{1+s}} (P_t f - f) \, dt \right\|_1 \geq 2 \left\| f \right\|_1.
\]
We argue similarly to the proof of (4.9) in Lemma 4.4. Fix $\varepsilon > 0$ and let $K_\varepsilon \subset \mathbb{R}^N$ be a compact set such that
\[
\left\| f \right\|_{L^1(\mathbb{R}^N \setminus K_\varepsilon)} = \int_{\mathbb{R}^N \setminus K_\varepsilon} f(\xi) \, d\xi \leq \varepsilon.
\]
Hence, we obtain
\[
\left\| \frac{-s}{\Gamma(1 - s)} \int_1^\infty \frac{1}{t^{1+s}} (P_t f - f) \, dt \right\|_1
\]
\[ \geq \frac{s}{\Gamma(1-s)} \left\| \int_1^\infty \frac{1}{t^{1+s}} f dt \right\|_{L^1(K_\epsilon)} - \frac{s}{\Gamma(1-s)} \left\| \int_1^\infty \frac{1}{t^{1+s}} P_t f dt \right\|_{L^1(K_\epsilon)} \]
\[ + \frac{s}{\Gamma(1-s)} \left\| \int_1^\infty \frac{1}{t^{1+s}} P_t f dt \right\|_{L^1(\mathbb{R}^N \setminus K_\epsilon)} - \frac{s}{\Gamma(1-s)} \left\| \int_1^\infty \frac{1}{t^{1+s}} f dt \right\|_{L^1(\mathbb{R}^N \setminus K_\epsilon)} \]
\[ = \frac{1}{\Gamma(1-s)} \left\| f \right\|_{L^1(K_\epsilon)} + \frac{s}{\Gamma(1-s)} \left\| \int_1^\infty \frac{1}{t^{1+s}} P_t f dt \right\|_{L^1(K_\epsilon)} - \frac{2s}{\Gamma(1-s)} \left\| \int_1^\infty \frac{1}{t^{1+s}} P_t f dt \right\|_{L^1(\mathbb{R}^N \setminus K_\epsilon)}. \]

By \((5.15)\), we have \(\left\| f \right\|_{L^1(K_\epsilon)} \geq \left\| f \right\|_1 - \epsilon\). Moreover, since \(f \geq 0\) and \(\text{tr } B = 0\), as in \((5.11)\) we have \(s \left\| \int_1^\infty \frac{1}{t^{1+s}} P_t f dt \right\|_1 = \left\| f \right\|_1\). Finally, from \((1.9)\) and \((2.4)\) we find
\[ \left\| \int_1^\infty \frac{1}{t^{1+s}} P_t f dt \right\|_{L^1(K_\epsilon)} \leq \int_1^\infty \frac{1}{t^{1+s}} \int \mathbb{R}^N f(Y) \left( \int_{K_\epsilon} p(X, Y, t) dX \right) dY dt \]
\[ \leq c_N |K_\epsilon| \left\| f \right\|_1 \int_1^\infty \frac{1}{t^{1+s}} V(t) dt \leq c'_N |K_\epsilon| \left\| f \right\|_1 \int_1^\infty \frac{1}{t^{1+s+\frac{d}{2}}} dt = c'_N |K_\epsilon| \frac{2 \left\| f \right\|_1}{2s + 1}. \]

We thus conclude
\[ \left\| \frac{-s}{\Gamma(1-s)} \int_1^\infty \frac{1}{t^{1+s}} (P_t f - f) dt \right\|_1 \geq \frac{2 \left\| f \right\|_1}{\Gamma(1-s)} - \frac{2 \epsilon}{\Gamma(1-s)} - \frac{4s}{(2s + 1)\Gamma(1-s)} c'_N |K_\epsilon| \left\| f \right\|_1, \]
which implies
\[ \liminf_{s \to 0^+} \left. \left\| \frac{-s}{\Gamma(1-s)} \int_1^\infty \frac{1}{t^{1+s}} (P_t f - f) dt \right\|_1 \right| \geq 2 \left\| f \right\|_1 - 2 \epsilon. \]

Since the choice of \(\epsilon\) is arbitrary, the proof of \((5.14)\) is complete.

\[ \square \]
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