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Consciousness has of late become a “hot topic” in neuroscience. Empirical work has centered on identifying potential neural correlates of consciousness (NCCs), with a converging view that the prefrontal parietal network (PPN) is closely associated with this process. Theoretical work has primarily sought to explain how informational properties of this cortical network could account for phenomenal properties of consciousness. However, both empirical and theoretical research has given less focus to the psychological features that may account for the NCCs. The PPN has also been heavily linked with cognitive processes, such as attention. We describe how this literature is under-appreciated in consciousness science, in part due to the increasingly entrenched assumption of a strong dissociation between attention and consciousness. We argue instead that there is more common ground between attention and consciousness than is usually emphasized: although objects can under certain circumstances be attended to in the absence of conscious access, attention as a content selection and boosting mechanism is an important and necessary aspect of consciousness. Like attention, working memory and executive control involve the interlinking of multiple mental objects and have also been closely associated with the PPN. We propose that this set of cognitive functions, in concert with attention, make up the core psychological components of consciousness. One related process, chunking, exploits logical or mnemonic redundancies in a dataset so that it can be recoded and a given task optimized. Chunking has been shown to activate PPN particularly robustly, even compared with other cognitively demanding tasks, such as working memory or mental arithmetic. It is therefore possible that chunking, as a tool to detect useful patterns within an integrated set of intensely processed (attended) information, has a central role to play in consciousness. Following on from this, we suggest that a key evolutionary purpose of consciousness may be to provide innovative solutions to complex or novel problems.
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INTRODUCTION

Questions concerning the nature of consciousness have profound and widespread personal, ethical and clinical implications, and a comprehensive understanding of consciousness is one of the most important and pressing issues in biology (Seth, 2010). Although consciousness is difficult to define (Zeman, 2005), we take the base concept to be the presence of phenomenal content for an agent, and we emphasize a distinction between conscious level and we emphasize a distinction between conscious concept to be the presence of phenomenal content for an agent, consciousness is difficult to define (Zeman, 2005), we take the base important and pressing issues in biology (Seth, 2010). Although comprehensive understanding of consciousness is one of the most widespread personal, ethical and clinical implications, and a Questions concerning the nature of consciousness have profound
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INTRODUCTION

Questions concerning the nature of consciousness have profound and widespread personal, ethical and clinical implications, and a comprehensive understanding of consciousness is one of the most important and pressing issues in biology (Seth, 2010). Although consciousness is difficult to define (Zeman, 2005), we take the base concept to be the presence of phenomenal content for an agent, and we emphasize a distinction between conscious level and we emphasize a distinction between conscious concept to be the presence of phenomenal content for an agent, consciousness is difficult to define (Zeman, 2005), we take the base important and pressing issues in biology (Seth, 2010). Although comprehensive understanding of consciousness is one of the most widespread personal, ethical and clinical implications, and a Questions concerning the nature of consciousness have profound
given to widespread cortical network activity as a necessary component of consciousness, which is commonly discussed in terms of integrated information.

One approach to add psychological detail to models of consciousness would be to examine what other functions the PPN has been associated with. Fortunately, the PPN is one of the most studied of brain networks, and – beyond the context of consciousness science per se – has been closely linked with attention, among other functions (Duncan, 2006; Bor and Owen, 2007). In the section “The Overlap Between Attention and Consciousness,” we critically assess the increasingly popular view of the independence of conscious and attentional processes (van Boxtel et al., 2010b). In contrast, we will argue that all conscious events require attention in some form, and that attention has a critical role to play in selecting conscious contents.

The PPN is closely associated with a far broader set of cognitive functions than merely attention (Duncan, 2006; Bor and Owen, 2007). For instance, working memory, executive control, and chunking have particularly been robustly associated with the PPN (Bor et al., 2003, 2004; Abe et al., 2007; Bor and Owen, 2007; Erickson et al., 2007; Koelchlin and Summerfield, 2007). In the section “What is the Functional Role of the Prefrontal Parietal Network?” we outline how this range of cognitive processes may furnish models of consciousness with further psychological detail. We view consciousness as serving to provide innovative solutions to otherwise intractable problems: we suggest that consciousness involves attending to information relevant to a biological goal, especially when automatic unconscious routines are unable to carry out that goal. Typically, this will occur for novel or complex tasks, where multiple features need to be managed simultaneously or in series, via working memory. We argue that chunking may play a special role in consciousness, by detecting and encoding regularities between items in working memory, thus aiding understanding, so that a given goal is more likely to be reached and automation accelerated.

EVIDENCE LINKING THE PREFRONTAL PARIETAL NETWORK WITH CONSCIOUS CONTENT

Although studies have reported PPN activity during subliminal processing (Diaz and McCarthy, 2007; Luo et al., 2009), the overwhelming evidence, both from lesion and perturbation studies and functional imaging studies, suggests that PPN is very closely associated with consciousness.

LESION AND PERTURBATION STUDIES OF CONSCIOUS CONTENT

Both focal lesion patient studies and transcranial magnetic stimulation (TMS) experiments in normal volunteers strongly implicate the PPN in supporting conscious contents. For instance, in one study patients with unilateral prefrontal cortex (PFC) lesions and healthy controls were briefly shown a number at one of four locations, followed after a variable delay by a mask (Del Cul et al., 2009). Subjects stated whether or not they had seen the number, and then guessed what the number was. Although objective performance for seen trials was matched between patients and controls, PFC patients were significantly less likely to consciously detect trials answered correctly, compared to controls.

Though conscious contents were not abolished in these cases, more severe conscious impairments following unilateral PFC damage may be limited by extensive plasticity in these regions, such that the undamaged hemisphere can rapidly take over function (Voytek et al., 2010). Knight and Grabowecky (1995) have described a rare bilateral PFC lesion patient who was awake, but was otherwise almost entirely unresponsive to stimuli. With respect to conscious level rather than content, bilateral diffuse damage to prefrontal and parietal white matter is associated with vegetative state or coma (Tshibanda et al., 2009), while restoration of functional connectivity between the thalamus and PFC, as well as the anterior cingulate, is associated with recovery from vegetative state (Laureys et al., 2000).

Parietal lesions also lead to impaired conscious processing. For instance, Simons and colleagues compared bilateral posterior parietal lesion patients and controls on a long-term memory task, involving the recollection of the context in which stimuli are first encountered. Although recollection performance was matched between groups, the parietal lesion group exhibited impaired subjective experience of the memories they were retrieving (Simons et al., 2010).

Complementing the patient data, studies in normal volunteers using TMS have strongly implicated the PPN in consciousness. For instance, Turatto and colleagues presented volunteers with two grids of four faces for 200 ms, separated by a 300 ms blank screen. On half the trials, the two sets of faces were non-identical. When a repetitive train of eight TMS pulses at 10 Hz was administered to right dorsolateral prefrontal cortex (DLPPC) at the onset of the first grid, the participants’ ability to detect the change was impaired (Turatto et al., 2004). A further study by Beck et al. (2006) using a very similar paradigm, demonstrated that change detection is also impaired following TMS to the right posterior parietal cortex. A more recent study used a novel TMS technique, known as continuous theta burst stimulation (cTBS), which involves a rapid train of TMS pulses, for approximately 40 s, so that activity in the stimulated region is suppressed for a sustained period of time, approximately 30 min in length (Huang et al., 2005). Rouinis et al. (2010) gave participants a masked low contrast visual detect task both before and after TMS administration bilaterally to the DLPFC. Although objective performance was titrated to 75% accuracy on both occasions, impaired visibility ratings were found during the block following TMS. Another cTBS study by Kanai et al. (2010) reported that TMS applied to posterior parietal cortex increased the perceptual duration prior to a switch in a motion-induced bistable visual stimulus. Although bilateral results were found here, Zaretskaya et al. (2010), using a similar paradigm, found results somewhat limited to the right intraparietal sulcus, although considerable individual differences were reported.

This tendency in the literature to show preferential right PPN involvement (Turatto et al., 2004; Beck et al., 2006; Zaretskaya et al., 2010) echoes findings from the attentional neurological condition, hemispatial neglect, which in the vast majority of cases follows right PPN damage (Husain and Kennard, 1996; Husain and Rorden, 2003). In addition, the parietal region in these TMS studies is very close to that associated in functional imaging studies with attentional switching processes (Corbetta et al., 1995; Yantis et al., 2002). Indeed, both Kanai and Zaretskaya posit that the...
mechanism for delays in perceptual switches as a result of TMS to posterior parietal cortex is due to a reduction in attentional resources. In line with this, a similar reduction in perceptual switch rate to binocular rivalry stimuli can be induced just by diverting attention away from the bistable stimuli (Paffen et al., 2006; Alais et al., 2010). Furthermore, by indirectly inferring attention state from EEG signatures, Zhang et al. (2011) demonstrated that diverting attention away from a binocular rivalry stimulus abolishes rivalry, suggesting that not only does attention modulate binocular rivalry rates, but that it is a necessary component of the phenomenon.

The lesion and perturbation studies described above strongly implicate all key individual components of the PPN in conscious processing. However, such methods have a more limited role in examining the relationship between consciousness and the PPN as a whole. Functional neuroimaging studies, discussed next, are well placed to address this question.

**FUNCTIONAL IMAGING STUDIES**

In one of the first studies to examine visual consciousness using fMRI, only PPN and extra-striate activity were observed when switches in visual consciousness in a binocular rivalry paradigm were compared with a perceptually matched condition without rivalry (Lumer et al., 1998). A follow-up binocular rivalry study without behavioral responses demonstrated that motor output cannot be responsible for this pattern of activity; extra-striate activity reflecting changes in perception most closely correlated with PPN activity, whereas V1 activity failed convincingly to correlate with any other region (Lumer and Rees, 1999). The PPN has also been associated with consciousness in fMRI studies of other bistable paradigms, such as ambiguous figures (Kleinschmidt et al., 1998), the spinning wheel illusion (Sterzer et al., 2002), and flicker (Carmel et al., 2006).

It is unclear, however, whether such PPN activity reflects the cause of changes in conscious contents or alternatively the downstream effects of these changes. Knapen et al. (2011) have recently provided evidence that PPN activity, at least in the right hemisphere, is a response to perceptual change in binocular rivalry: normal participants were presented with a range of binocular rivalry stimuli, which induced variable transition periods between the two competing percepts. Longer transitions were associated with prolonged right PPN activity. Simulated external transitions, which carefully matched internal transition lengths, were associated with similar patterns of PPN activity, suggesting that the PPN was mainly associated with a response to perceptual change. Consistent with this view, fMRI responses correlating with the percept have been found in early sensory areas in many bistable paradigms (Lee et al., 2005), and in binocular rivalry even as early as the lateral geniculate nucleus (LGN) in the thalamus (Haynes et al., 2005).Silitto et al. (2006), however, stress the importance of cortical outputs to LGN, suggesting that both LGN perceptual-tracking activity has a cortical source, possibly in V1 or MT, or that even if LGN activity is the cause of binocular rivalry, that there are clear cortical pathways which could modulate various features of the binocular rivalry percept by differential attentional focus. Summarizing these observations, although the causal factors underlying bistable perceptual transitions remain unclear, there is little doubt that PPN activity reflects the resulting subjective conscious contents.

Another relevant class of fMRI studies utilize psychophysical masking paradigms in order to compare visible with invisible stimuli. For instance, Dehaene et al. (2001) showed that when visibility of word stimuli was modulated by masking, those stimuli which were consciously perceived additionally activated modality specific regions in fusiform gyrus, as well as inferior frontal and parietal regions. However, a general problem with masking paradigms is that they may confound conscious contents with objective performance. Addressing this concern, Lau and Passingham (2006) implemented a metacognitive masking paradigm, which ensured that objective performance was equated while subjective visibility could be manipulated. In this more controlled design, only the DLPFC portion of PPN was reported to covary with visibility.

Electroencephalography studies have also implicated the PPN in consciousness. Melloni and colleagues compared oscillatory EEG activity evoked by visible and invisible words in a delayed matching to sample task. Consistent with theories emphasizing the importance of functional connectivity in consciousness (see the next section), they found that both visible and invisible words caused increases in local gamma-band oscillations, but only visible words induced increased long-range gamma-band synchronization, consistent with PPN involvement. In addition, during the maintenance period, enhanced theta oscillations were observed over frontal regions (Melloni et al., 2007). More direct evidence is provided by a recent study by Hipp et al. (2011) in which EEG synchrony was assessed between source-localized cortical regions; the authors identified two distinct cortical networks predictive of perception: a beta-band fronto-parieto-occipital network and a gamma-band centro-temporal network.

Conventional M/EEG studies carry inevitable ambiguities regarding spatial resolution and localization, and suffer poor signal-to-noise ratios. Recent studies using intracranial EEG measurements are therefore particularly valuable. In one landmark study, intracranially implanted presurgical patients were presented with invisible (masked) or visible (unmasked) words. Sustained consciousness-related activity for the unmasked words was found most robustly in PFC (Gaillard et al., 2009).

While all studies described so far have examined visual consciousness, similar results have been reported in other modalities. For instance, Sadaghiani et al. (2009) used an auditory detection paradigm at threshold to show that conscious detection reflected prefrontal and inferior parietal activity, though other regions were also found, including the insula, thalamus, and striatum. In another intriguing study, Hasson et al. (2007) used a passive cross-modal paradigm involving the McGurk effect, in which the auditory perception of a given syllable is determined by the fusion of two different auditory and visual syllables. Using repetition priming, participants were played an audiovisual target that was preceded either by a stimulus that matched the target's visual features alone, its auditory features alone, or neither, but which instead matched the subjective percept of the fusion of the target's competing auditory and visual syllables. While auditory cortex regions tracked the objective features of the stimulus, PPN activity was associated with the conscious percept, as reflected in a reduction in activity limited to the fused prime trials.

The studies described so far have examined the neural correlates of changes in consciousness. Other experiments have shown that sustaining a percept also implicates the PPN. For instance,
Eriksson and colleagues presented participants in the fMRI scanner with fragmentary figures, which unlike bistable viewing paradigms, involve only a single perceptual transition, followed by a period of sustained perception. The PPN was found to be associated both with transient and sustained aspects of visual perception on this task (Eriksson et al., 2004).

In addition to functional imaging studies, two recent structural imaging studies have associated the PPN with consciousness. First, Kanai et al. (2010) demonstrated that individual differences in posterior parietal cortex cortical thickness, gray matter density, and white matter integrity correlate with volunteers’ alternation rates when viewing bistable figures. Second, Fleming and colleagues used structural imaging to examine individual differences in metacognitive ability. Metacognitive ability is a particularly stringent test of consciousness, since it explicitly focuses on conscious report, thus avoiding the association in some other studies between neural signatures and responses which may be correct either by chance or due to unconscious knowledge (Lau and Rosenthal, 2011). Fleming and colleagues presented volunteers with two sets of six Gabor patches, with one set of six including a single Gabor patch with a marginally higher contrast. Participants made a judgment as to which set included the deviant patch and then made a confidence report on their previous decision. Using a staircase function, objective performance was fixed at 71%, but volunteers’ ability to match confidence levels with performance (metacognitive ability) differed markedly. Individual differences in volunteers’ metacognitive ability correlated both with prefrontal gray matter volume and white matter integrity (Fleming et al., 2010).

The association between PPN and conscious content could be further tested by reducing conscious level, thus also diminishing the capacity for conscious processing, and observing whether PPN activity falls in parallel. Complementing the data from coma and vegetative state patients mentioned above, Davis et al. (2007) have shown that parts of the PPN appear necessary for normal levels of consciousness. In this study the general anesthetic, propofol, was administered to normal participants at various intensities, while they were presented with auditory stimuli at multiple levels of complexity. Lateral prefrontal activity reduced in line with a reduction in conscious level, and reflected an impairment in sentence comprehension and subsequent recall.

In summary, PPN lesions impair normal conscious function, as does TMS when applied to these regions. Functional and structural imaging studies have strongly implicated the PPN in perceptual transitions, the conscious detection of stimuli in a range of modalities, sustaining percepts, and in metacognitive decisions on those percepts. Finally, a reduction of conscious level when under general anesthesia is associated with a reduced lateral prefrontal activity.

THEORIES OF CONSCIOUSNESS

NEURAL THEORIES OF CONSCIOUSNESS AND THE PREFRONTAL PARIETAL NETWORK

A growing set of consciousness theories have attempted to link experimental findings in consciousness science to cognitive and neurophysiological architectures (see Seth, 2007; Kouider, 2009 for reviews): prominent examples of theories articulated at the neural level include (neuronal) global workspace theory (Baars, 1988, 2005; Dehaene and Naccache, 2001; Baars et al., 2003; Dehaene and Changeux, 2011), reentry theory (Lamme, 2006, 2010), dynamic core, integrated information theories (Tononi and Edelman, 1998; Edelman, 2003; Balduzzi and Tononi, 2008; Tononi, 2008), and causal density theory (Seth et al., 2011).

Neuronal global workspace theory is the most explicit in terms of PPN activity (Dehaene and Naccache, 2001; Dehaene and Changeux, 2011). According to this theory, conscious content, which is determined by domain-specific local processing, gains access to consciousness via integration into a “global workspace.” This integration is mediated via long-range corticocortical “workspace” neuronal projections that are particularly dense in prefrontal, parietal, and cingulate regions. A specific conscious content is suggested to be encoded by the sustained activity of a fraction of these workspace neurons, the rest being inhibited (Dehaene and Changeux, 2011). Other key elements of the theory propose that conscious contents are determined in an “all or none” fashion via “ignition” of the global workspace, where ignition is reflected in late cortical potentials distributed across PFC and other high-level associative cortices, and in high frequency (e.g., gamma-band) increases in power and synchrony. Interestingly, while this theory is explicit about neurobiological substrates, it leaves behind a substantial portion of the psychological detail that was part of the original “cognitive” global workspace theory introduced by Baars (1988). We return to Baars’ work in the following section.

Lamme’s “neural stance” on consciousness identifies reentrant or feedback connections as the key ingredient in generating conscious content (Lamme, 2006, 2010). Synthesizing work from a large number of studies examining neural responses to masked and unmasked stimuli, Lamme proposes that reentrant connections encapsulating the PPN and lower-level modality specific cortices are necessary for cognitively accessible, subjectively reportable conscious contents. This claim is compatible with neuronal global workspace theory; the theories further align in associating late components of cortical evoked potentials with cognitive access. The theories diverge, however, with Lamme’s claim that a non-accessible form of conscious content (i.e., phenomenal consciousness without access consciousness, in the terminology of Block, 2007), is generated by reentry locally within posterior cortical regions. A major challenge attending this claim is of course how to verify the existence of such conscious contents in the absence of verbal or behavioral report; a lively debate continues around this issue (Block, 2007; Kouider et al., 2010; Lamme, 2010; Dehaene and Changeux, 2011).

Zeki (2007) has proposed a related theory, micro-consciousness, which is perhaps the most ambivalent of modern theories toward the association between the PPN and consciousness. While Zeki concedes that unified forms of consciousness or those which involve access may require the PPN, he believes, like Lamme, that there is a non-reportable, purely phenomenal form of consciousness, which can be supported by local sensory regions, for instance with visual cortex representing visual consciousness. The theory of micro-consciousness diverges from Lamme’s reentrant theory, however, in that for Zeki consciousness is not dependent on feedback pathways, for instance from V4 to V1 for color vision. Instead, it is suggested that the level of consciousness for a given form of phenomenal content is dependent only
on the strength of activity within the region that processes that form of information; therefore, V4 alone is capable of generating color vision, for instance. Indeed, patients with focal lesions in V1 still report significant, though degraded, visual phenomenology, despite non-functional back-projections (Ffytche and Zeki, 2011).

Although much evidence has already been cited in the section “Evidence Linking the Prefrontal Parietal Network with Conscious Content” to demonstrate the importance of the PPN for consciousness, Fisch et al. (2009) have reported indirect evidence in support of micro-consciousness. Using intracranial electrodes on a wide range of cortical surface locations in 11 patients, a backward masking paradigm was employed, where pictures of various categories were briefly presented, followed by a mask. Localized bursts of gamma-band activity were found, primarily in visual regions, and with an early time signature approximately 150–200 ms following stimulus onset. The authors note, however, that this doesn’t rule out a critical role of the PPN for conscious recognition in a later time window (>300 ms). Indeed, such activity was observed in the same study.

The dynamic core, integrated information, and causal density theories are also compatible with a key role of the PPN in consciousness, though these theories are less anatomically specific than those discussed above. The dynamic core theory (Tononi and Edelman, 1998; Edelman, 2003) proposes that consciousness depends on a flexible and dynamically constituted functional cluster of thalamocortical neurons, generating dynamics characterized by conjoined functional integration and functional segregation. According to the theory, these dynamics are mediated by highly reentrant connections within the thalamocortical system. The anatomical boundaries of the dynamic core are considered to be highly labile, so that neuronal groups or even brain regions may form part of the neural correlates of consciousness (NCC) at one time, but not at another. Having said this, the dynamic core theory may be considered an extension of Edelman’s theory of neuronal group selection (TNGS) which proposes explicitly that consciousness emerges from interactions between posterior regions involved in perceptual categorization and frontoparietal regions implicated in the formation and maintenance of value-category memories (Edelman, 1989, 2003; Edelman et al., 2011). Taken together, these theories imply a core role for the PPN in generating conscious contents.

The information integration theory of consciousness (IITC; Balduzzi and Tononi, 2008; Tononi, 2008; Barrett and Seth, 2011) shares with the dynamic core theory an emphasis on quantitative description of conjoined segregation and integration in dynamics. The IITC operationalizes this notion in a subtly but significantly different way, as the extent to which a network generates “integrated information.” In this view, “information” refers to how much the present state of a system reveals about its past state (or states), in terms of reduction of uncertainty or entropy; this aspect reflects the diversity and informativeness of conscious scenes. “Integration” reflects the degree to which this information is generated only by considering the system as a whole, over and above that generated by its parts considered independently; this aspect is argued to reflect the phenomenal unity of conscious scenes. Quantitative measures of integrated information, denoted by Φ, have been proposed both by Tononi (Balduzzi and Tononi, 2008; Tononi, 2008) and by Barrett and Seth (2011); see Seth et al. (2011) for a summary.

Tononi emphasizes that the IITC accounts for some broad anatomical facts about consciousness, including its association with the thalamocortical system. However, besides noting that general architectural features of thalamocortical and corticocortical circuits (described further below) are compatible with generating high values of integrated information, the theory does not propose specific roles for the PPN with respect to these features (Tononi and Koch, 2008). Indeed, for Tononi, the IITC is strictly agnostic about implementation; consciousness could be attributed to any system generating sufficiently high-levels of integrated information. There are however weaker interpretations of the IITC which view integrated information as an “explanatory correlate” mapping features of phenomenology onto features of neural dynamics (Seth, 2009; Barrett and Seth, 2011); on this view, high integrated information may be necessary but not sufficient for consciousness, and incorporation of the PPN may therefore also become a necessary feature of the neural grounding of the theory.

A similar perspective applies to causal density theory, where “causal density” provides a third means of quantifying conjoined dynamical segregation and integration (Seth, 2005; Seth et al., 2008, 2011). Causal density leverages time-series analysis methods (specifically Granger causality, which is a statistical measure of causality based on relative predictability) to quantify the overall level of causal interactivity within a system. High values of causal density are obtained when system elements combine statistical independence (so that they provide potentially useful predictive information) with statistical dependence (so that this predictive information is in fact useful). Causal density is offered explicitly as an “explanatory correlate” (Seth, 2009) and as a necessary but not sufficient criterion for consciousness. As with Φ, causal density may be compatible with general anatomical properties of the PPN and associated brain networks.

An important challenge for future work is to compare the neural theories described above in the context of structural properties of brain networks. While all theories are broadly compatible with the high-levels of interconnectedness observed in both corticocortical and thalamocortical networks (though only trivially so for Zeki’s theory), rapidly developing research on specific topological properties of these networks may allow greater discriminatory power and shed new light on the potential importance of the PPN for consciousness. For example, suggestive new findings, based on combining multiple anatomical tracing studies, identify a tightly integrated “core circuit” in the macaque brain including the PPN, with the PFC containing a very large proportion of topologically central subregions (Modha and Singh, 2010).

COGNITIVE THEORIES OF CONSCIOUSNESS AND THE PREFRONTAL PARIETAL NETWORK

As neural theories of consciousness make progress in connecting neural to phenomenal properties, they often seem do so at the expense of psychological or cognitive detail. However, cognitive theories of consciousness have a long history, extending back to when “consciousness” as an explanandum was not often referred to explicitly (see de Gardelle and Kouider, 2009 for a review). Thus, in early work and anticipating later workspace theories,
Broadbent (1958) associated consciousness with a “limited-capacity channel” involved in serial processing; this theory entailed a very close association between consciousness and attention. Some years later, Baddeley and Hitch (1974) associated conscious contents with working memory, moving yet closer toward central tenets of global workspace theory. Later cognitive theories made explicit reference to elements of the PPN. For example, Shallice identified consciousness indirectly with a “supervisory attentional system” situated in PFC, controlling the activity of “lower level” sensorimotor modules (Norman and Shallice, 1986). This theory operationalized consciousness as a form of executive control, without much reference to phenomenal aspects.

Building on much of this early work, the predominant cognitive theory of consciousness remains Bernard Baars’ global workspace theory (Baars, 1988, 2005). The core elements of this theory are (i) competition among local (unconscious) processes for access to a “global workspace” the contents which are made globally available, (ii) “broadcast” of workspace contents to a broad repertoire of receiving modules. With these core elements, global workspace theory fluently accounts for the apparent seriality and unified nature of conscious scenes, as well as the parallel processing capacity of unconscious processes. As emphasized by Dehaene and Changeux (2011), the theory seems especially well suited to account for conscious access and is not normally interpreted as a theory of “phenomenal consciousness” of the form described by Block and Lamme [i.e., consciousness without cognitive access; (Block, 2007; Lamme, 2010)].

Efforts to ground global workspace theory in neurobiology (see Neural Theories of Consciousness and the PPN) have focused on these core elements (though “broadcast” remains poorly specified in neural terms) and have arguably come at the cost of neglecting some of the psychological detail embedded in its original cognitive instantiation. For example, Baars (1988) originally emphasized that the (conscious) contents of the global workspace could correspond, at any given time, to the contents of working memory; indeed the theory has recently been summarized as suggesting a “fleeting memory capacity that enables access between brain functions that are otherwise separate” (Baars, 2005). Cognitive, as opposed to neuronal global workspace theory also placed considerable emphasis on unconscious “contextual” systems which shape the conscious contents articulated within the workspace itself (Baars, 2005).

The “higher-order” thought (HOT) theory set forth most prominently by Rosenthal also deserves mention. On this theory, a mental state is conscious when a person is aware (or disposed toward being aware) of being in that state (Rosenthal, 2005). Theories differ according to whether awareness of the mental state is achieved by perceiving it (Lycan, 2004) or thinking about it (Rosenthal, 2005). Importantly, the theory is not circular; the higher-order thoughts/perceptions themselves are not consciously reportable unless accompanied by a corresponding third-order thought or perception. Although originally a philosophical theory, HOT theories have recently attracted attention within cognitive neuroscience. Lau has suggested that HOTs could be implemented as a process of internalized signal detection, in which perceptual signals are assessed for their reliability according to the precepts of signal detection theory. The neural mechanisms underlying this process are suggested to lie within DLPFC (Rounis et al., 2010; Lau and Rosenthal, 2011).

THE OVERLAP BETWEEN ATTENTION AND CONSCIOUSNESS

Before the connection between consciousness and the PPN was a focus of investigation, this network of brain regions was for many years associated with other cognitive processes, most notably working memory, executive functions, and attention (Cabeza and Nyberg, 2000). This overlap strongly suggests that these other cognitive processes are closely related to consciousness. In this section, we first examine the strength of the argument for treating attention and consciousness as independent processes, before outlining the common links between these two processes, as well as with related high-level cognitive functions.

THE ARGUMENT FOR A DISSOCIATION BETWEEN ATTENTION AND CONSCIOUSNESS

Even up to the start of the twenty-first century, many researchers took the view that attention and consciousness were putatively one and the same process, or that attention provided a “gateway” to consciousness (Broadbent, 1958; Posner, 1994; Rees and Lavie, 2001). For instance, Rees and Lavie (2001) noted the marked similarity in activation patterns between attention and consciousness studies and suggested that there is “a close functional relationship between attention and awareness.” Over recent years, however, there has been a growing body of opinion that these two phenomena are highly or even entirely dissociable (Koch and Tsuchiya, 2007; van Boxtel et al., 2010a,b). For instance Koch and colleagues claim that attention and consciousness can be “manipulated independently” and that attention is neither necessary nor sufficient for consciousness (van Boxtel et al., 2010b).

The crux of this lively debate undoubtedly rests on questions of the definition and scope of attention and consciousness. In their latest review, van Boxtel et al. (2010b) limit attention to top-down voluntary attention, and define this as the main process by which an over-abundant data input is filtered into a much reduced set of salient items. They summarize attention as an “analyzer” of cognition, and consciousness as a “synthesizer.” They operationally define consciousness as stimulus visibility.

In line with their position, there is good evidence that attentional processes, as defined above, can operate without the attended stimuli reaching consciousness (Bressan and Pizzighello, 2008; Kentridge et al., 2008; Bussche et al., 2010; Tapia et al., 2010). For example, Kentridge et al. (2008) demonstrated that attention can enhance the processing of unconscious targets: incongruent or congruent colored disk primes, made invisible by metacontrast masking, were followed by a subsequent visible colored annulus. When attention was directed toward the location of the invisible primed disks, the priming effect was enhanced.

Showing the opposite effect, Bressan and Pizzighello (2008) implemented a paradigm in which an invisible distracting moving stimulus nevertheless impaired accuracy on a primary task at fixation. The authors proposed that the distracting stimulus created a state of alertness and consequently a partial attentional shift away from the central task. In contrast, when the distracting stimulus was consciously detectable, accuracy was unimpaired, presumably
because full processing allowed the designation of the distracting stimulus as irrelevant to the task, with minimal attentional resources attached to it. However, since this study is putatively governed by a bottom-up attentional process, it is not strictly relevant to the arguments of van Boxtel et al. (2010b). Nevertheless, it provides intriguing evidence that attention to unconscious stimuli can both enhance and interfere with a central conscious task.

Although such examples do indicate that attention is not sufficient for consciousness, it does not follow that attention is dissociated from consciousness. Indeed, the studies described above can be interpreted as showing that attention enhances existing conscious contents, or the probability that an item will gain access to consciousness. In Bressan and Pizzighello (2008), reduced performance on the primary task could be a consequence of reduced awareness of the target when attention is partly allocated elsewhere. Furthermore, in the study of Kentridge et al. (2008), improved target detection could reflect enhanced awareness following attentional boosting of congruent primes. In line with this position, attention has been shown to lower the threshold by which a stimulus is consciously detected, or enhance apparent contrast (Carrasco et al., 2000, 2004; see Figure 1 for illustration).

For evidence of a true (i.e., double) dissociation, what is required is a demonstration that increased attention for a specific visual feature leads to a reduction in the probability of conscious report of that feature. An apparently strong case for such a double dissociation was recently made by Koch and colleagues (van Boxtel et al., 2010a). A peripheral after-image inducer was made either visible or invisible, by continuous flash suppression. Attention was either directed to the inducer, or distracted by a central rapid serial visual presentation (RSVP) task. While increased visibility of the inducer also led to increased after-image duration, greater attention toward the inducer instead reduced after-image duration.

Although this pattern of results suggests a double dissociation between attention and consciousness, alternative interpretations do exist. For instance, it is possible that increased attention in this paradigm, rather than simply reducing the probability or duration of current conscious contents per se, instead provides a useful role in suppressing an unhelpful and aberrant after-image, so that other, more salient objects have a higher chance of gaining conscious access. Further experiments exploring double dissociations between consciousness and attention are needed, preferably in topics outside of visual illusory effects since such effects necessarily reflect idiosyncrasies of the visual system and may not directly reflect key mechanisms of consciousness itself.

Although the evidence that attention is not sufficient for consciousness is reasonably well established, the case for consciousness without attention is somewhat less clear. Evidence cited by van Boxtel et al. (2010b) for consciousness without attention mainly involves pop-out effects, gist effects, and detection of natural objects, such as animals and faces. In each of these examples, however, it is important to establish whether attention has been fully removed from the stimulus that the subject is conscious of, in terms of absence of both top-down attention and bottom-up attention. van Boxtel and colleagues (2010b) do not include or discuss bottom-up attentional effects, since they claim that bottom-up attention is necessarily engaged by visible moving stimuli, thus experimentally precluding the opportunity to dissociate these two processes. However, Bressan and Pizzighello (2008) findings suggest that bottom-up attention can be engaged by invisible stimuli and so there are not necessarily empirical barriers to including bottom-up attention within a discussion of relations between attention and consciousness. Furthermore, by limiting their focus to studies manipulating only top-down effects, van Boxtel and colleagues still need to entertain the possibility that, for any evidence demonstrating consciousness without attention, bottom-up attentional
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processes may still be present and may be involved in selecting items for conscious access.

Taking each of the putative examples of consciousness without attention in turn: first, pop-out effects of primitive visual targets, for instance in a visual search task, have been assumed to occur preattentively. However, if attention is sufficiently engaged away from a simple target, such as a red element (with gray distractors) or a specific orientation (with orthogonally angled distractors), then there is a large detrimental effect on target detection (Joseph et al., 1997; Theeuwes et al., 1999). Furthermore, attention has been shown to modulate basic perceptual masking effects, such as object substitution (Tata and Giaschi, 2004) and metacross masking (Ramachandran and Cobb, 1995; Shelley-Tremblay and Mack, 1999; Boyer and Ro, 2007).

Second, natural scene perception, also known as “gist,” is a process where various semantic and phenomenological features of a visual scene can be extracted, even with brief viewings of 150 ms (Thorpe et al., 1996). It has been assumed that the speed of this process precludes the possibility that selective attention plays a role, since selective attention requires at least 200 ms to become established. However, one recent study has shown that if attention is appropriately removed from a natural scene, then inattentional blindness for that scene ensues (Cohen et al., 2011). Using a dual task paradigm in a set of experiments, attention was withdrawn from the natural scene by employing multi-object tracking (MOT) or a RSVP task. Using MOT, failure immediately to perceive a visual scene occurred in 88% of participants, compared with only 4% when carrying out the single task of detecting and classifying the visual scenes. Similar results occurred for the RSVP task (77% of participants were unable immediately to perceive the scene, compared with 7% for the detection and classification task alone). For both tasks, however, more participants were able to classify the scene on question probes following the trial. In follow-up experiments that modulated the difficulty of the MOT and RSVP tasks, those tasks that were more difficult and thus requiring more attentional resources further impaired conscious detection of the visual scene. This study clearly shows that a conscious sense of gist is dependent on having at least a minimal level of attentional processing available.

Third, and finally, the conscious detection of animals and faces is thought to have a privileged access due to its biological salience and can occur with very brief presentations, of the order of 20 ms. There is some evidence that detection rates are unimpaired during a dual task, where attention is directed away from the naturalistic objects (Li et al., 2002). However, these studies tend to present single stimuli in isolation. Attention might, to some degree, be automatically drawn to a single visually presented object, regardless of the inclusion of a distracting secondary task, especially if that object carries innate biological salience (such as a face), which would activate bottom-up attentional processes. Walker et al. (2008) sought to investigate the importance of this factor, by presenting animal images along with three other objects in a complex naturalistic scene. Using this approach, the dual task condition profoundly impaired detection of animal targets, even at long onset durations of approximately 500 ms. In addition, Walker and colleagues found that even animal targets presented alone were detected less frequently under dual task than single task conditions, though to a lesser extent than when presented with the three distractors. Therefore, even the conscious detection of naturalistic objects is shown to be heavily modulated by attention, especially if complex scenes are involved.

As well as behavioral dissociations, neural dissociations between attention and consciousness have been proposed (Wyart and Tallon-Baudry, 2008; Tsubomi et al., 2011). For instance, Wyart and Tallon-Baudry (2008) used MEG while subjects either attended toward or away from a threshold stimulus, which was reported consciously 50% of the time. Independent of attention, consciously seen stimuli induced mid-gamma activity, whereas attention induced high-gamma activity independent of conscious report. However, since attention was manipulated by directing participants to a valid or invalid location, additional error monitoring processes for the attentional contrast may account for the dissociation. In addition, both the attentional and consciousness effects were largely confined to early visual regions, thus inviting further research to examine whether similar dissociations can be observed in regions more commonly and centrally associated with either attention or consciousness, such as the PPN.

A more recent study by Tsubomi et al. (2011) used fMRI to investigate similar possible dissociations. Subjects were presented with a visual backward masking flanker paradigm, in which attention to flankers enhanced target visibility and attention to the mask attenuated it. Attention to flankers compared to mask, where visibility was higher, was associated with increased occipito-temporal sulcus activity. In addition, for both attentional conditions, visibility was correlated with activity in the same sulcus. In contrast, PPN activity was observed for the two attentional conditions compared with a no-attend control, independent of target visibility. However, the extent to which this study was investigating conscious access may be limited, since almost all stimuli presented were sufficiently clear and visible for object identity to correctly occur. Indeed, if trials where subjects categorized the target as invisible were removed from the analysis, essentially the same pattern of results was found. Therefore, the observed occipito-temporal visibility effects may largely reflect the perceptual intensity of items that have already gained access to conscious.

In summary, although studies do report pop-out effects, gist processing and natural object detection occurring in the absence of attention, further research has shown that attentional resources are required in each case, in order to enable conscious report of target stimuli. Indeed, the fact that attention is required for pop-out effects of very simple visual stimuli, such as a colored element, or an oriented gabor patch (Joseph et al., 1997; Theeuwes et al., 1999) implies that for all conscious events, even those involving very primitive elements, at least some attentional resources are necessary. In addition, although a small number of studies have presented provisional evidence that neural dissociations can be found between attention and consciousness, this is in contrast to considerable evidence (see sections Evidence Linking the Prefrontal Parietal Network with Conscious Content above and What is the Functional Role of the Prefrontal Parietal Network? below) emphasizing a close neural overlap between these two processes.
SHOULD ATTENTION INCLUDE WORKING MEMORY WITHIN ITS SCOPE?

As mentioned above, the question of overlap between attention and consciousness critically depends on the corresponding definitions. If it is assumed, as argued above, that attention is necessary for consciousness, and thus may play an important role in its function, one useful approach would be to expand on the definition of attention.

One prominent model of attention is Bundesen’s neural theory of visual attention (NTVA; Bundesen, 1990; Bundesen et al., 2005). In the NTVA model, two waves of processing occur. During the first wave, processing resources are distributed unselectively across the visual field. The product of this wave of processing is a saliency map, which stores the attentional weight for each object in the visual field, based on either matches with long-term memory items or biologically salient representations. The second wave of processing involves selective competition in the form of a race to populate visual short-term memory until capacity is reached (approximately four items), by the reallocation of neuronal resources for each object, according to the attentional weight assigned to it. Weighting for objects is governed by the number of neurons recruited to represent it, while weighting for a given object feature is controlled by the scaling of average neuronal activity. Both top-down and bottom-up activations are involved in assigning neuronal populations and activity.

Single neuron recording in monkeys has provided good support for the idea of a first, unselected wave of activation. For instance, Chelazzi et al. (1998) found using a visual search task, that in the first 150–200 ms following stimulus onset, monkey inferotemporal cortex neurons showed an equally raised response to any set of stimuli. Only after this stage do the neurons modulate their activity in line with the top-down goals of the task, so that neurons coding for the target continue to increase in firing rate, while those coding for non-targets rapidly reduce in activity.

One critical feature of NTVA, therefore, is that in the first wave of activity there is a positive, though weak and unbiased set of weightings for items in the visual scene, which could be thought of as an unselective attentional enhancement for the visual field. Intriguingly, this attentional feature could be a cognitive and neural implementation of “gist,” discussed in the previous section, and may explain the extraction of some phenomenological and semantic features from a brief natural scene presentation, as well as the lack of detail of the percept. In addition, similar positive, though unselective attentional weightings could in principle explain other effects, such as iconic memory persistence and partial reportability. Indirect evidence in support of this has been reported in an fMRI study by Ruff et al. (2007), who presented volunteers with both a partial report and iconic memory task. Very similar attentional networks, especially comprising the PPN, were observed for both tasks.

Suggestively, NTVA includes working memory capacity as one important parameter, such that the outputs of attentional selection, via object classification from long-term memory, are placed in a limited capacity short-term memory store.

In another prominent recent attentional model, Knudsen agrees with van Boxtel and colleagues that attention is responsible for selecting from the animal’s rich sensory input a small subset of goal-relevant information for further processing, at the expense of other less useful information, which is largely unprocessed and ignored. Knudsen diverges from van Boxtel and colleagues, however, in discussing the endpoint of attentional filtering: in this case, Knudsen agrees with Bundesen and colleagues that attention is fundamentally responsible for furnishing working memory with its specific content (Knudsen, 2007). Knudsen’s framework for attention involves four component processes: working memory, competitive selection, based on biased competition (Desimone and Duncan, 1995), top-down sensitivity control, and automatic bottom-up saliency filtering (Knudsen, 2007). All of these processes interact to make up what is commonly referred to as attention.

Given that working memory is by definition a conscious process, this framework suggests that attention, as a compound set of highly interconnected functions, is very closely aligned with consciousness. One interpretation of this expanded view, following arguments from a range of authors (Baars, 2005; Dehaene and Changeux, 2011) is that attention, whether top-down or bottom-up, acts as the selecting mechanism for conscious contents, while the working memory component acts as the specific store of (at least some) conscious detail (see Figure 2). This perspective is in accord with Dehaene and Changeux’s (2011) global neuronal workspace theory, which sees attention as “serving as a ‘gateway’ that regulates which information reaches conscious processing” and that “withdrawal of attentional selection is used to modulate conscious access.” In addition, the concept of a “global workspace” of conscious access bears many similarities to working memory (Baars, 2005).

EVIDENCE FOR LINKS BETWEEN ATTENTION AND CONSCIOUSNESS

Considerable evidence exists from multiple domains supporting a tight link between attention and consciousness. For instance, a range of behavioral paradigms demonstrate that a reduction in attentional focus towards a given stimulus also leads to a reduced likelihood in consciously detecting the stimulus. Inattentional blindness, coined by Mack and Rock (1998), refers to the failure to consciously detect an unexpected, but otherwise perfectly visible stimulus, when attention is engaged elsewhere. In the classic paradigm, observers have to decide which of the vertical or horizontal line of a briefly presented central cross is the longest. On crucial trials, an additional shape appears near the cross, and after the trial participants are asked whether they detected the shape. Most fail to notice it. In a more dramatic version of this experiment, approximately half of all participants fail to spot a person in a gorilla suit who unexpectedly walks across the screen in a video, when attention is devoted to a difficult task of counting basketball passes by players wearing white shirts while ignoring passes by players wearing black shirts (Simons and Chabris, 1999). The study by Cohen et al. (2011), described earlier, is another example of such a paradigm.

A related paradigm, change blindness, involves an inability to be conscious of a change in a visual scene, as long as attention is not directed to the critical changing detail (Rensink et al., 1997). For instance, if two otherwise identical images of an outdoor café scene between two people are alternated every 640 ms, separated by a blank screen, participants will fail to be conscious of a radical shift in the position of a prominent background railing for on average
are most often considered as reflecting attentional deficits (Mesulam, 1981, 1999; Husain et al., 1997). Historically, neglect has been most closely linked with damage to right posterior parietal cortex, however more recent evidence suggests a substantial proportion of neglect patients instead have right lateral prefrontal damage (Husain and Kennard, 1996; Husain and Rorden, 2003). Neglect is a condition signified by a marked reduction in awareness of one side of space, usually on the left (although the syndrome is equally commonly described as an impairment in being able to attend to one side of space). Unlike blindsight, which is limited to vision, neglect symptoms appear to impact all senses, including touch (Sarri et al., 2006), although perceptual tests confirm that the condition is not one of sensory impairment per se. Functional imaging studies in neglect patients have further demonstrated the link between consciousness and the PPN. For example, in one study, a neglect patient failed to notice a left finger touch on half the trials because of concurrent visual stimulation on the right. Activation was observed in the intact portions of the PPN only when the patient was aware of the touch (Sarri et al., 2006). Complementing the patient data, one intriguing study in normal participants simulated the symptoms of neglect: conscious detection rates for left sided targets were significantly reduced following TMS applied to right posterior parietal cortex (Muggleton et al., 2006).

These observations indicate that neglect as a syndrome is associated with the lateral prefrontal and posterior parietal regions, and by exhibiting symptoms which could easily be formulated either as attentional or as consciousness deficits, neglect reinforces the view that these two processes are closely connected.

**WHAT IS THE FUNCTIONAL ROLE OF THE PREFRONTAL PARIETAL NETWORK?**

Prefrontal parietal network activity is consistently reported in both attention and consciousness studies (Rees, 2007). However, as mentioned above, current views of attention describe it as a multi-faceted process, closely connected to working memory, as well as executive control, which are all collectively deployed in order to carry out potentially complex goals.

Investigation into the functional role of the PPN has a long history, and has centered on working memory and executive processes (Wager and Smith, 2003). PFC lesions in particular have for many decades been associated with working memory and organizational deficits. For instance, Bor et al. (2006) used the spatial span task to demonstrate that the extent of frontal lobe damage was related to the size of working memory deficit, with those patients who had damage to the right DLPFC particularly impaired.

Prefrontal parietal network activity, however, can be found for almost any demanding or novel task (Miller and Cohen, 2001; Duncan, 2006) raising the possibility that high-level cognitive functions and consciousness may be intrinsically associated. In accord with this suggestion, studies have shown that conscious engagement is required for the use of most logical operations, assimilating information based on cause and effect, the encoding of almost all forms of stimulus sequences, counting and other non-trivial mathematic tasks, as well as for the acquisition and deployment of most social and cultural forms of knowledge (Baumeister and Masicampo, 2010). An intriguing corollary of the link between consciousness and novel or complex task processing is the robust finding that practice and automaticity reduces cognitive demand, prefrontal parietal activity, and awareness of details of a task (Jenkins et al., 1994; Landmann et al., 2007).

It should be noted, however, that rare instances of relatively sophisticated unconscious processing have also been reported,

10 s. Interestingly, participants more readily notice a change under these conditions if it alters the functional relationship between semantically central items in the visual scene, as compared to a visually equivalent irrelevant change (Sampanes et al., 2008). Presumably, this form of change is more likely to attract attention, which then ameliorates the change blindness effect.

Particularly relevant to exploring links between attention and consciousness are neurological cases of hemispatial neglect, which are most often considered as reflecting attentional deficits (Mesulam, 1981, 1999; Husain et al., 1997). Historically, neglect has been most closely linked with damage to right posterior parietal cortex, however more recent evidence suggests a substantial proportion of neglect patients instead have right lateral prefrontal damage (Husain and Kennard, 1996; Husain and Rorden, 2003). Neglect...
for instance involving a speeded conscious recognition of a semantically incongruent scene (Mudrik et al., 2011) or a modulation of response to unconscious no-go signals in a go–no-go paradigm (van Gaal et al., 2008). Neither of these examples, however, involve the processing of a novel series of data, which even in simple forms appears to require consciousness. Indeed, when target letters or monotonic sounds are rapidly presented in sequence, conscious detection, and effective performance of any targets aside from the initial one may be delayed or even abolished. Intriguingly, late prefrontal MEG signatures corresponding to target detection are also delayed or abolished in line with performance impairment (Marti et al., 2012).

Dijksterhuis et al. (2006) have reported an additional unconscious advantage effect, where the integration of a large set of data is performed better when unconsciously processed, for instance in a ranking task between four imaginary cars, each having 12 facts revealed about them. However, more recent attempts to replicate this finding have found either no effect, or a clear conscious advantage effect instead, raising doubt on the consistency of this finding (Newell et al., 2009; Acelz et al., 2011).

Examining how consciousness relates to other high-level cognitive processes may provide an important avenue for exploring the mechanism and details of conscious function. One approach in this context is to ask which processes most robustly activate the PPN. One recent fMRI study has suggested that PPN activity does not simply reflect task difficulty (Bor and Owen, 2007). Bor and Owen (2007) compared PPN activity for a set of high-level tasks: a standard random digit span working memory task, two structured digit span tasks where participants could improve performance using memory-based or novel mathematical chunking techniques, a long-term memory retrieval task and a mental arithmetic task. Despite the fact that the structured versions of the digit span tasks reduced task demands due to the strategic chunking of the stimuli, these conditions activated the PPN significantly more than all the other conditions, with the mathematical chunking condition activating PPN most robustly of all. In other words, detecting and utilizing regular patterns activates the PPN more robustly than working memory, long-term memory, or mental arithmetic alone – even though these tasks were equally or more difficult, according to accuracy scores. Other studies have also shown that the PPN is closely associated with similar recoding processes, including when compared with more demanding versions of the same task (Prabhakaran et al., 2000; Bor et al., 2001, 2003, 2004; Moore et al., 2006; Bor and Owen, 2007; Murray and Ranganath, 2007).

Therefore, within the general context of using consciousness to carry out complex or novel goals, there may be a special role for chunking processes, which search for, discover and exploit patterns in order to optimize task performance. The special role that chunking may play in consciousness links in closely with the critical need for conscious involvement in serial forms of data and aligns with the serial nature of phenomenal experience (Seth et al., 2005).

This perspective suggests a possible functional role for consciousness: when a given automatic, unconscious routine is either not optimal, or even detrimental (in the sense that it increases the likelihood of the animal not meeting its biological needs, or of putting it in danger), usually due to novel or complex challenges, the relevant signals would be integrated into ongoing conscious contents in order to facilitate discovery of an innovative solution out of this impasse. Solutions, which may require sophisticated forms of learning and flexible behavior, are more likely within consciousness because only here can disparate forms of data be integrated in working memory, after attention has prioritized the processing of this data. The detection and use of “chunked” data patterns within a stimulus stream, or relating to motor output sequences, would be an especially powerful means of discovering such innovative solutions, since chunking can lower memory demands by data compression, and via regularity detection can uncover profound, mechanistic features of the environment. Chunking greatly facilitates automatization, which in turn reduces the burden on conscious contents so that other complex or novel tasks could gain conscious access and benefit from further optimization.

Although this process is likely to be metabolically expensive, requiring activity within a large cortical network, this view of consciousness is nevertheless evolutionarily valuable because metabolic costs can in other ways be reduced, by more efficiently streamlining many tasks, and by discovering novel techniques to intelligently avoid complex threats or obtain challenging rewards.

**CONCLUSION**

There is compelling evidence that at least some of the “core” correlates of consciousness reside in the PPN. Many current neurobiological theories of consciousness reflect this view, either explicitly or implicitly, in their models. Despite this, such theories tend not to dwell on the psychological and cognitive processes that the PPN may support; these include, prominently, attention, working memory, and chunking. Indeed, the attentional functions supported by the PPN have been argued to be dissociable from the core processes underlying consciousness.

Here, we have argued that these dissociations have been overstated. The relevant empirical evidence is open to alternative explanations, and two critical issues complicate any interpretation in favor of a double dissociation: (i) the way that attention is defined theoretically (e.g., as bottom-up, top-down, or both) and (ii) how attentional deployment can be adequately controlled for empirically. An alternative view, following (Rees and Lavie, 2001; Baars, 2005), among others, is that attention is intimately linked with consciousness, and may be best understood as involved in the selection of specific conscious contents. On this view, some form of attention is necessary for consciousness, although attention (without working memory) is not sufficient for consciousness.

Attention is best viewed as part of an integrated set of processes, including working memory, whose purpose is to achieve complex or novel goals. Activity within the PPN is associated both with consciousness and with this flexible set of processes, and is especially prominent if the task involves the chunking or recoding of information into regular patterns in order to optimize performance and reduce demands. Chunking is one of the most profound learning mechanisms available for human cognition (Ericsson et al., 1980; Gobet et al., 2001), and thus a powerful means by which
integrated information is “reshaped” in the brain. Therefore, further investigations about the role that chunking, as well as attention and working memory, plays in consciousness might prove highly useful in understanding the psychological features of consciousness and their relation to underlying neural mechanisms. More generally, consciousness science is likely to benefit from a broader consideration of the functional role of the PPN including, and indeed exploiting, its intimate links to attention, working memory, and chunking.
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