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\textbf{ABSTRACT}

A comparative analysis of the method of histograms and the sequence of the ranged amplitudes (SRA) for statistical parametrization of the operation regime of a single-photon avalanche photodetector is carried out. It is shown that the SRA method contains all the information, which can be obtained using the method of histograms, and also allows to give a quick robust description of the dark counts of the device for a short noise sample of $\sim 10^3$ points, what open the way for the introduction of SRA approach into software of a high-sensitivity photodetectors.
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\section{1. INTRODUCTION}

Single-photon detectors based on avalanche photodiodes (APD) are actively used in locating systems, quantum optics and communications.\textsuperscript{1} However, the work of the APD is greatly complicated by dark noise, some of which (afterpulsing counts) can hardly be eliminated in practice.\textsuperscript{2} A number of approaches are widely used to characterize the operation of the APD,\textsuperscript{1} the most significant of which is based on the construction of a histogram reduced from time intervals between counts. At the same time, the unreduced set of such intervals contains a complete (in contrast to the histogram) information about the noise, necessary for the practical use of the detector.

In this work, a comparison is made between the histogram method and the sequences of the ranged amplitudes (SRA)\textsuperscript{3} for quantitative parameterization the time intervals between dark counts of the APD. The SRA method has already demonstrated its effectiveness in solving a wide range of problems of discrete statistics.\textsuperscript{4} We show that the SRA fully includes the histogram method, and also allows a much quicker characterization of the operating regime of the detector than histograms, using a smaller noise sample.

\section{2. SRA METHOD}

The ranked (in descending order) sequence of time intervals between the photodetector samples $\{x_k\} (k = 1, N)$ forms SRA $\{s_n\}$, where the index $n$ is the index in SRA, and $N$ is the sample size.\textsuperscript{3} The SRA is a noninvasive (without loss of information) quantitative characteristic of the sample\textsuperscript{4} and is related to the distribution function $F(x_n, N)$ by the approximate relation:\textsuperscript{5,6}

$$F(s_n, N) \equiv (N + 1 - n(s_n))/N.$$ (1)

The histogram by its definition approximates the probability density $\rho(x) = dF/dx$ with increasing $N$, remaining an invasive and non-smooth function (the smoothness increases with increasing $N$), which depending on the method of partitioning the sample data. Noises of light sources and dark noises corresponding to Poisson processes [1]
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have probability density $\rho(x)$ (for time intervals "$x$" between nearest samples), described by the distribution $dF/dx = \rho(x) = \lambda e^{-\lambda x}$, where $\lambda$ is the average frequency of the registered counts. For Poisson processes, the SRA is described by the formula $s_n = \lambda^{-1} \ln (N/(n - 1))$, which has one free parameter $\lambda$. For an arbitrary case, the function $F(x, N)$ can be found from the general expression (1).

3. SRA VS HISTOGRAMS

A quantitative analysis of the stability of the method with a change in the sample size can be made on the basis of the coefficient of determination $R^2$ or the normalized measure of coincidence. For $Q$ subsamples $\{x_{q,k}\}$ of length $N$, where $q = 1, Q$, $k = 1, N$, $\{y_k\} = Q^{-1} \sum_{q=1}^{Q} x_{q,k}$ is the averaged sample, $y = N^{-1} \sum_{k=1}^{N} y_k$ is the full average, the relative quadratic ($R^2$-like) deviation factor of the form

$$
\varepsilon(N) = Q^{-1} \sum_{k=1}^{N} \sum_{q=1}^{Q} (x_{q,k} - y_k)^2 / \sum_{k=1}^{N} (y_k - y)^2,
$$

that allows us to compare the length of the SRA set $\text{SRA}\{x_{q,k}\}$ of length $N$ with the histogram set $\text{Hist}\{x_{q,k}\}$ ($m = 1, N_h$) of the optimal length $N_h(N) = [4(3(N - 1)^2/4)^{1/3}] \text{div}[1]$ (the Mann-Wald criterion). It is obvious that $\text{Hist}\{x_{q,k}\} = \text{Hist}[\text{SRA}\{x_{q,k}\}]$ and the histogram is a function only from the SRA (the SRA fully includes the histograms). This fact suggests that it is impossible to obtain more information from the histograms in principle (by definition) than from the SRA. Conversely, SRA contains all information about the histogram (lossless).

Below, as an example of noise samples, we use the intervals between dark counts of a single-photon detector. For the efficiency of the detector ID210 (ID QUANTIQUE) 15% and the dead time 24$\mu$s, a sample of a total length of $10^5$ points was experimentally obtained. From this sample, a set of $Q = 100$ subsamples of length $N = 20j$ ($j = 1, 50$) was formed. Calculating the deviation $\varepsilon$ from (2) for each $N$, in the case of the SRA and the histograms corresponding to the same subsamples, we obtain the graphs shown in Fig. 1. As can be seen from
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Figure 1. Dependence of the deviation $\varepsilon$ from $N$ for SRA (SRA - red circles) and histograms (Hist - black squares).

Fig. 1, the deviation value $\varepsilon$ is much smaller for the SRA method than for the histograms for any values of $N$:
ε(10^3) = 0.0369 for the histogram and ε(10^3) = 0.0078 for the SRA, that is, ε is 4.7 times smaller, respectively. A large qualitative difference is also observed for other ways of selecting the partitioning parameter \( N_h(N) \) because the histogram even with the maximum partitioning parameter \( N_h(N) = N/10 \) (see the criteria in [7]) still reduces the amount of data in statistical analysis from \( N \) to \( N/10 \) points, which causes the principal invasiveness of the histogram method.

A significant drawback of the histograms, in comparison with the SRA, is their dependence on \( N_h(N) \) (see Fig. 2). In this case, the choice of the optimal value of \( N_h(N) \) is not determined by universal criteria and is a separate problem for each specific physical problem [6].

For a sample with \( N = 10^3 \), corresponding to Fig. 2, and the theoretical fitting curve \( \rho = \lambda e^{-\lambda x} \) for the Poisson processes described above, we have the deviation measure \( 1 - R^2 = 0.0125 \) for the optimal normalized to the average histogram \( (N_h = 60, \text{Fig. 2}) \) and \( 1 - R^2 = 0.0043 \) for the normalized to the average SRA \( (R^2 \text{ is the coefficient of determination}) \). That is, the fraction of errors in the fitting problem when using the SRA is approximately 3 times less. Another advantage of the SRA compared to the histograms\(^3,4\) is the gain in speed, which opens up important prospects for the introduction of SRA into the software of a high-sensitivity measurement technology.

4. CONCLUSION

The quantitative comparison of histograms and SRA demonstrates the significant practical advantages of the latter method for rapid statistical analysis of the noise of single-photon detectors due to the possibility of using short noise samples. It is shown that the SRA method contains all the information that can be obtained using the histogram method. Due to noninvasiveness, the SRA method is also applicable in the area of identification of various sources of a signal\(^4,8,9\) and noise.\(^6\) The demonstrated advantages show the prospects of using the SRA approach for high-precision characterization of the noise of single-photon detectors, which is necessary for the realization of optical quantum computations and quantum communications.

Figure 2. The normalized histograms \( \text{Hist}(z), z = N(x - x_{\text{min}})/(x_{\text{max}} - x_{\text{min}}), \) for the first subsample \( \{x_k\} \) from Fig. 1 for \( N_h = 11 \) (red dotted curve, Sturges’ criterion) and \( N_h = 60 \) (blue curve, Mann-Wald criterion) (more optimal partitioning).
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