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Abstract

Several approaches of nonparametric inference for extreme values have been studied. This study surveys the semiparametric probability distribution estimation of sample maximums. Moriyama (2021) clarified that the parametric fitting to the generalized extreme value distribution becomes large as the tail becomes light, which means the convergence becomes slow. Moriyama (2021) proposed a nonparametric distribution estimator without the fitting of the distribution and obtained asymptotic properties. The nonparametric estimator was proved to outperform the parametrically fitting estimator for light-tailed data. Moreover, it was demonstrated that the parametric fitting estimator numerically outperformed the nonparametric one in other cases.

Motivated by the study, we construct two types of semiparametric distribution estimators of sample maximums. The proposed distribution estimators are constructed by mixing the two distribution estimators presented in Moriyama (2021). The cross-validation method and the maximum-likelihood method are presented as a way of estimating the optimal mixing ratio. Simulation experiments clarify the numerical properties of the two types of semiparametric distribution estimators.
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1 Introduction

Recently, the semiparametric approach, which is neither parametric nor fully nonparametric, was developed. We consider semiparametric approaches as “parametrically guided” nonparametric approaches in this study. Olkin and Spiegelman (1987) and Soleymani and Lee (2014) proposed a mixed semiparametric density estimator that has the $\sqrt{n}$ consistency under the model assumption. Mazo and Portier (2020) proposed “the fitness coefficient” that maximizes the estimated likelihood and referred the application to Olkin and Spiegelman (1987)’s density estimation. Hiort and Jones (1996) proposed a locally parametric nonparametric density estimator. It is obtained as the minimizer of the local kernel-smoothed likelihood. Localization was also introduced in nonparametric regression. Tibshirani and Hastie (1987) proposed a local likelihood method for polynomial regression estimation. Loader (1996) extended the local likelihood to density estimation. Hiort and Glad (1995) proposed a parametrically guided nonparametric density estimator. The model was extended to the case of censored data by Talamakrouni et al. (2016), and the asymptotic properties of the density estimator and the hazard function estimator were derived.

Schuster and Yakowitz (1985) and Olkin and Spiegelman (1987) proposed the following mixed semiparametric density estimator:

$$g(x; p) = pf_\theta(x) + (1 - p)\hat{f}(x),$$  \(1\)

where $f_\theta(x)$ and $\hat{f}(x)$ are parametric and nonparametric density estimators, respectively. $0 \leq p \leq 1$ is the mixing parameter. If the underlying distribution $F$ belongs to the parametric class \$\{F_\theta \in \Theta \subset \mathbb{R}^d\}\$, the mixed density estimator has $\sqrt{n}$ consistency under the model assumption (see Olkin and Spiegelman (1987)). Faraway (1990) investigated numerical properties. While Olkin and Spiegelman (1987) proposed the pseudolikelihood approach for the mixing parameter estimation, Rahman et al. (1997) studied the minimized
integrated squared error approach. Soleymani and Lee (2014) proposed the bootstrap method for the mixing parameter estimation and investigated asymptotic properties. Although we do not usually know the parametric class of distribution \( F \), there are a few cases where we know the class of the approximating distribution. One of them is the case of the distribution estimation of the sample maximum, which is implied by Moriyama (2021). In the independent and identically distributed (i.i.d.) case, it is \( F^m \), and it can be approximated by the generalized extreme value distribution based on the extreme value theory. Moriyama (2021) devised the nonparametric (plug-in) estimator \( \hat{F}^m \), where \( \hat{F} \) is the nonparametric kernel distribution estimator. Motivated by Olkin and Spiegelman (1987) and Soleymani and Lee (2014), we propose two semiparametric distribution estimators of the distribution of the sample maximum (DSM) given by mixing the approximating generalized extreme value distribution and the kernel type of the nonparametric distribution estimator. The maximum-likelihood approaches presented in Schuster and Yakowitz (1985) and Olkin and Spiegelman (1987) and a cross-validation approach for the mixing parameter selection are introduced in Section 2. Asymptotic properties of the two types of distributions are obtained in Moriyama (2021). In this study, we clarify the numerical properties of the semiparametric distribution estimator of the DSM by conducting numerical studies. Results of the studies are given in Section 3.

2 Semiparametric DSM estimators

Throughout the paper, let \( X_1, X_2, \cdots \) be i.i.d. random variables with a continuous distribution function \( F \), which belongs to the maximum domain of attraction. Let us consider the estimation of the probability DSM of the future observations \( \{X_{n+1}, \cdots, X_{n+m}\} \) from the observations \( \{X_1, \cdots, X_n\} \). The DSM of \( F^m \) is approximated by the generalized extreme value distribution \( G_\gamma^m \), where

\[
G_\gamma^m(x) := \begin{cases} 
  \exp(-1 + \gamma x)^{-1/\gamma}, & 1 + \gamma x > 0, \\
  \exp(-\exp(-x)), & x \in \mathbb{R}, \quad \gamma = 0.
\end{cases}
\]

Dombry and Ferreira (2019) proved that the maximum likelihood estimator \( \hat{\gamma}_k \) based on the Block Maxima method is consistent and asymptotically normal, where \( k \) is the block size. Moriyama (2021) researched the convergence rate of the parametrically fitting distribution estimator \( G_\gamma^m \).

2.1 Maximum-Likelihood DSM estimator

Schuster and Yakowitz (1985) and Olkin and Spiegelman (1987) surveyed the following mixed type of a semiparametric density estimator:

\[
g(x; p) = p f_\theta(x) + (1 - p) \hat{f}(x; h),
\]

where \( f_\theta \) is the maximizing likelihood parametric density estimator, and \( \hat{f} \) is the kernel density estimator defined as

\[
\hat{f}(x) := \frac{1}{nh} \sum_{i=1}^n k \left( \frac{x - X_i}{h} \right).
\]

A symmetric density is used as the kernel function \( k \), and \( h \) is the smoothing parameter. The mixing parameter \( p \) in the semiparametric density estimator is the maximizer of the pseudolikelihood \( g \), with a smoothing parameter estimator \( \hat{h} \). Olkin and Spiegelman (1987) clarified the condition of the convergence of the semiparametric density estimator. Aiming at maximizing the likelihood, we propose the estimator

\[
\tilde{G}(x; p, h) := p G_\gamma^m(x) + (1 - p) \hat{F}^m(x; h),
\]
where \( \hat{F} \) is the kernel distribution estimator. The proposed semiparametric distribution estimator of the DSM \( \hat{G}(x; h) \) consists of the two distributions \( G_{\hat{\gamma}_h}(x) \) and \( \hat{F}^m \). In practice, \( h \) is replaced with a data-driven bandwidth \( \hat{h} \), and \( p \) is replaced with

\[
\hat{p} := \arg\max_{0 \leq p \leq 1} \left[ n \sum_{i=1}^{n} \log \tilde{g}(x; p, \hat{h}) \right],
\]

where \( \tilde{g} \) is the derivative of \( \tilde{G} \).

**Remark 1** In Schuster and Gregory (1981), a study on the maximum-likelihood bandwidth estimator in the naive kernel density estimation is presented. In Schuster and Gregory (1981), it is proven that the kernel density estimator with the maximum-likelihood bandwidth is not consistent for distributions with \( \gamma \geq 0 \).

The plug-in type of the smoothing estimator proposed in Altman and Léger (1995) is employed in this study. The “kerdiest” package in the R software provides the function “ALbw” for calculating the plug-in type of the estimated value. It is well demonstrated (e.g., by Lejeune and Sarda (1992)) that the kernel function selection does not affect the numerical accuracy significantly.

### 2.2 Cross-validated DSM estimator

We consider a slight modification to the maximum-likelihood DSM estimator. An alternative estimator is

\[
\hat{G}(x; h) := h(1 + h)^{-1} G_{\hat{\gamma}_h}(x) + (1 + h)^{-1} \hat{F}^m(x; h),
\]

where the mixing parameter \( h(1 + h)^{-1} \), not \( p \), takes a value between 0 and 1. We set \( q := h(1 + h)^{-1} \) as opposed to the maximum-likelihood estimator, \( \hat{G}(x; h) \), which does not have the secondary hyperparameter \( p \) in (1)). Therefore, the proposed distribution estimator is computationally intensive. Further, the distribution estimator has the following property:

**Remark 2** The bandwidth in the kernel distribution estimation controls the bias-variance tradeoff. It holds that

\[
\hat{F}(x; h) \to \begin{cases} F_n(x) & \text{as } h \to 0 \\ 0.5 & \text{as } h \to \infty, \end{cases}
\]

where \( F_n(x) \) is the empirical distribution estimator. \( F_n(x) \) is unbiased and has the variance \( (n^{-1} F(x) \{1 - F(x)\}) \). 0.5 has zero variance and is biased. The proposed distribution estimator satisfies

\[
\hat{G}(x; h) \to \begin{cases} F_n^m(x) & \text{as } h \to 0 \\ G_{\hat{\gamma}_h}(x) & \text{as } h \to \infty, \end{cases}
\]

where both \( F_n^m(x) \) and \( G_{\hat{\gamma}_h}(x) \) are consistent under certain respective conditions. This means that \( h \) is expected to control the MSE tradeoff, which improves the accuracy of the naive nonparametric distribution estimator \( \hat{F}^m(x; h) \).

The proposed estimator also relates to the studies on kernel density estimation with large bandwidth Jones (1991) and Jones (1993)). Jones (1993) refers to the semiparametric density estimation using the conventional kernel estimator. We refer to Fryer (1976) as the case study on Gaussian density estimation.

**Remark 3** It is noted from Moriyama (2021) that there are cases where both the parametric estimator \( G_{\hat{\gamma}_h}(x) \) and NE \( \tilde{F}(x; h) \) do not converge. In fact, the proposed semiparametric estimator does not converge in the cases.
The mixing and smoothing parameter aims at minimizing the mean integrated squared error
\[
\int (\hat{G}(x; h) - F^m(x))^2 \, dx,
\]
and sets
\[
\hat{h} := \arg\min_{h>0} \left[ \int \hat{G}^2(x; h) \, dx - \frac{2}{n} \sum_{i=1}^{n} \hat{G}^{(-i)}(X_i; h) \right],
\]
where \(\hat{G}^{(-i)}\) is the distribution estimator without \(X_i\). The “leave-one-out” cross-validation approach in the naive kernel distribution estimation was studied by Sarda (1993), and its theoretical superiority is provided in Moriyama (2021).

3 Simulation study

By simulating the following mean integrated squared error (MISE)
\[
L_m^{-1} \int_{Q_m(0.1)}^{Q_m(0.9)} (\hat{G}(x) - F^m(x))^2 \, dx,
\]
we surveyed the numerical accuracy of the two semiparametric estimators in finite-sample cases where \(L_m := Q_m(0.9) - Q_m(0.1)\), and \(Q_m(q)\) denotes the \(q\)th quantile of the SMD. \(\hat{G}\) is the maximum-likelihood estimator \(\hat{G}\) or the cross-validation estimator \(\hat{G}\). The convergence rates of the parametrically fitting estimator \(G_{\hat{\gamma}_k}\) and the nonparametric estimator \(\hat{F}^m\) are given in Moriyama (2021). Table 1 in this manuscript summarizes the faster rates of the two.

We simulated MISE values 100 times between the 10th quantile and 90th quantile of \(\text{smd}\). MISE and \(sd\) in Tables 2 and 4 denote the mean MISE values and their standard deviation, respectively. The sample sizes were \((n =) 2^5\), and the forecast periods were \(m = n^{1/4}, m = n^{1/2}, \) and \(m = n^{3/4}\). The underlying distributions \(F\) were the Pareto distributions, T distributions, Burr distributions, Frechet distributions, Weibull distributions, reversed Burr distributions, and R. von Mises distributions (see e.g., De Haan and Ferreira (2006))–which are given by
\[
1 - F(x) = e^{-x - \sin x} \quad x > 0,
\]
which is known not to belong to the maximum domain of attraction. The kernels \(k\) are Epanechnikov for the reversed Burr distributions and Gaussian for the other distributions. The mixing parameter \(p\) of \(\hat{G}\) in Tables 2–3 were estimated by the maximum-likelihood approach presented in Section 2.1. \(h\) of \(\hat{G}\) in Tables 4–5 were estimated by the cross-validation approach introduced in Section 2.2. The mean and standard deviation of the estimated “mixing ratio” values \(p\) and \(q\) are summarized in Tables 3 and 5, respectively.

Moriyama (2021) demonstrated that the parametric distribution estimator is both theoretically and numerically better than the nonparametric distribution estimator in heavy tailed cases. Tables 3 and 5 show that the mixing ratio parameter values estimated by either approach become close to 1 (i.e., the semiparametric distribution estimator becomes parametric) to a varying degree as the tail becomes heavy. The numerical property coincides with what we expected in advance. With R. von Mises, where the parametric distribution estimator is inconsistent, the estimated values of \(p\) and \(q\) are almost 0.

From the definition of the maximum-likelihood estimator, it usually returns the values between the parametric and nonparametric estimates, as numerically confirmed by comparing Table 2 with Tables 2–5 in Moriyama (2021). However, Table 3 shows that the estimated ratio values \(p\) are larger than 0.5 in most of the cases. Moreover, \(p\) are almost 1 at the middle period \(m(= \sqrt{n})\) for most of the distributions and even larger than those at \(m = n^{3/4}\). These results are not preferable as seen from comparing Table 2 with the MISE values given in Moriyama (2021). Moreover, the estimates of \(p\) are almost 1 for the reversed Burr distributions and tend to 1 for the Weill distributions as at least one of \(m\) and \(n\) becomes large. This happens even though the numerical superiority of the nonparametric estimator in such cases was demonstrated in Moriyama (2021).
Table 1: The polynomial convergence rates of MSE of the estimator and the lengths

| Parameter | $\mu$ | $\alpha$ | $\beta$ | $m = n^{1/4}$ | $m = n^{1/2}$ | $m = n^{3/4}$ |
|-----------|-------|---------|---------|---------------|---------------|---------------|
| Pareto    | $1/2$ | $1/2$   | $1$     | $-3/4$        | $-1/2$        | $-1/4$        |
|           | $1$   | $1$     | $1$     | $-3/4$        | $-1/2$        | $-1/4$        |
|           | $3$   | $3$     | $1$     | $-3/4$        | $-1/2$        | $-1/4$        |
|           | $10$  | $10$    | $1$     | $-3/4$        | $-1/2$        | $-1/4$        |
| Burr      | $1/2$ | $1/2$   | $1/2$   | $-3/4$        | $-1/2$        | $-1/4$        |
|           | $3/2$ | $3/2$   | $3$     | $-3/4$        | $-1/2$        | $-1/4$        |
|           | $1/2$ | $1/2$   | $1/2$   | $-3/4$        | $-1/2$        | $-1/4$        |
|           | $1$   | $1$     | $1$     | $-3/4$        | $-1/2$        | $-1/4$        |
|           | $3/2$ | $3/2$   | $3/2$   | $-3/4$        | $-1/2$        | $-1/4$        |
|           | $1/2$ | $1/2$   | $1/2$   | $-3/4$        | $-1/2$        | $-1/4$        |
| Frechet   | $1/2$ | $1/2$   | $1/2$   | $-3/4$        | $-1/2$        | $-1/4$        |
|           | $1$   | $1$     | $1$     | $-3/4$        | $-1/2$        | $-1/4$        |
|           | $3$   | $3$     | $1$     | $-3/4$        | $-1/2$        | $-1/4$        |
|           | $10$  | $10$    | $1$     | $-3/4$        | $-1/2$        | $-1/4$        |
| Weibull   | $1/2$ | $0$     | $0$     | $-3/4$        | $-1/2$        | $-1/4$        |
|           | $1$   | $0$     | $0$     | $-3/4$        | $-1/2$        | $-1/4$        |
|           | $3$   | $0$     | $0$     | $-3/4$        | $-1/2$        | $-1/4$        |
|           | $10$  | $0$     | $0$     | $-3/4$        | $-1/2$        | $-1/4$        |
| Rev. Burr | $1/2$ | $-1/2$  | $-2$    | $-3/4$        | $-1/2$        | $-1/4$        |
|           | $-1/2$| $-2$    | $-3/4$  | $-1/2$        | $-1/4$        |
|           | $-1/3$| $-1$    | $-3/4$  | $-1/2$        | $-1/4$        |
|           | $-3$  | $-1$    | $-3/4$  | $-1/2$        | $-1/4$        |
|           | $-1/2$| $-2$    | $-3/4$  | $-1/2$        | $-1/4$        |
|           | $-1$  | $-2$    | $-3/4$  | $-1/2$        | $-1/4$        |
|           | $-3/2$| $-1/2$  | $-3/4$  | $-1/2$        | $-1/4$        |
|           | $-3$  | $-2$    | $-3/4$  | $-1/2$        | $-1/4$        |
| R. von Mises | $1/2$ | $0$     | $0$     | $-3/4$        | $-1/2$        | $-1/4$        |
|           | $3/4$ | $0$     | $0$     | $-3/4$        | $-1/2$        | $-1/4$        |

Table 5 shows that the estimated ratio values $q$ are comparatively moderate and tend to be what we expected except for some of the Weibull cases. However, as $q \downarrow 0$, the semiparametric estimator does not necessarily get close to the nonparametric one with the previously estimated bandwidth. Actually, the semiparametric estimator is much worse than that of the nonparametric estimator in the Weibull case with $\kappa = 10$ and much better in the reversed Burr case with $c = -1/2$.

Comparing Tables 3 and 5, we can summarize the results as follows. The maximum-likelihood approach tends to return a parametric result. The cross-validation approach changes according to the heavy-tailness of data but does not coincide with the nonparametric estimator. The maximum-likelihood approach is better for cases where (i) small $\gamma > 0$ with small $m$ and (ii) $\gamma = 0$, and the cross-validation approach is better for cases where (iii) large $\gamma > 0$ with small $m$, (iv) $\gamma < 0$, and (v) $F$ does not belong to any maximum domain of attraction.
Table 2: Scaled MISE values ($\times 100$) and sd values ($\times 100$) with maximum-likelihood bandwidth

| $n = 2^2$ | $n = 2^3$ | $n = 2^4$ | $n = 2^5$ | $n = 2^6$ | $n = 2^7$ |
|-----------|-----------|-----------|-----------|-----------|-----------|
|还要数据 |还要数据 |还要数据 |还要数据 |还要数据 |还要数据 |
|还要数据 |还要数据 |还要数据 |还要数据 |还要数据 |还要数据 |

- 表的解释和分析

- 表头部分的信息

- 表中的数据

- 表的总结和结论

- 使用的公式和概念

- 与其他章节/部分的关联
|            | $m = 2^{3}$ | $m = 2^{4}$ | $m = 2^{6}$ | $m = 2^{3}$ | $m = 2^{4}$ | $m = 2^{6}$ | $m = 2^{9}$ | $m = 2^{10}$ |
|------------|-------------|-------------|------------|-------------|-------------|------------|-------------|-------------|
| **Pareto** |             |             |            |             |             |            |             |             |
| 1/2        | 0.626       | 0.335       | 0.949      | 0.026       | 0.706       | 0.023      | 0.666       | 0.300       |
| 1          | 0.612       | 0.435       | 0.950      | 0.025       | 0.708       | 0.017      | 0.667       | 0.306       |
| 3          | 0.529       | 0.338       | 0.950      | 0.025       | 0.709       | 0.016      | 0.649       | 0.311       |
| 10         | 0.645       | 0.334       | 0.950      | 0.024       | 0.709       | 0.014      | 0.667       | 0.308       |
| **Burr**   |             |             |            |             |             |            |             |             |
| 1/2, 1/2   | 0.711       | 0.092       | 0.384      | 0.089       | 0.749       | 0.033      | 0.593       | 0.055       |
| 1          | 0.247       | 0.256       | 0.931      | 0.014       | 0.708       | 0.022      | 0.190       | 0.215       |
| 3          | 0.055       | 0.172       | 0.974      | 0.020       | 0.697       | 0.062      | 0.000       | 0.008       |
| 10         | 0.176       | 0.341       | 0.998      | 0.006       | 0.849       | 0.087      | 0.004       | 0.045       |
| **Frechet**|             |             |            |             |             |            |             |             |
| 0          | 0.922       | 0.145       | 0.983      | 0.026       | 1.000       | 0.000      | 0.995       | 0.042       |
| 1          | 0.802       | 0.169       | 0.929      | 0.017       | 0.801       | 0.102      | 0.824       | 0.161       |
| 3          | 0.568       | 0.326       | 0.931      | 0.022       | 0.567       | 0.017      | 0.563       | 0.309       |
| 1/2        | 0.324       | 0.431       | 0.951      | 0.018       | 0.689       | 0.023      | 0.437       | 0.483       |
| 1/4        | 0.357       | 0.454       | 0.978      | 0.014       | 0.677       | 0.030      | 0.457       | 0.489       |
| **Weibull**|             |             |            |             |             |            |             |             |
| 1/2, 1/3   | 0.000       | 0.000       | 0.044      | 0.211       | 0.080       | 0.124      | 1.000       | 0.000       |
| 1          | 0.000       | 0.000       | 0.508      | 0.200       | 0.663       | 0.13       | 0.998       | 0.075       |
| 3          | 0.000       | 0.000       | 0.111      | 0.178       | 0.664       | 0.133      | 0.101       | 0.290       |
| rev. Burr  | 0.000       | 0.000       | 0.043      | 0.018       | 0.458       | 0.027      | 0.014       | 0.011       |
| **R. von Mises** |       |             |            |             |             |            |             |             |
| -1/2, -1/3 | 0.998       | 0.078       | 0.998      | 0.007       | 0.997       | 0.012      | 0.509       | 0.068       |
| -1, -1/3   | 1.000       | 0.000       | 1.000      | 0.000       | 1.000       | 0.000      | 0.429       | 0.053       |
| -3, -1/3   | 1.000       | 0.000       | 1.000      | 0.000       | 1.000       | 0.000      | 0.412       | 0.050       |
| -1/2, -1   | 0.000       | 0.000       | 0.998      | 0.007       | 0.995       | 0.019      | 0.225       | 0.127       |
| -1, -1     | 1.000       | 0.000       | 1.000      | 0.000       | 1.000       | 0.000      | 0.319       | 0.150       |
| -3, 3      | 1.000       | 0.000       | 1.000      | 0.000       | 1.000       | 0.000      | 0.305       | 0.172       |
| -1/2, -2   | 0.000       | 0.000       | 0.998      | 0.008       | 0.995       | 0.018      | 0.298       | 0.411       |
| -1, -2     | 0.000       | 0.000       | 1.000      | 0.000       | 1.000       | 0.000      | 0.000       | 0.000       |
| -3, 3      | 1.000       | 0.000       | 1.000      | 0.000       | 1.000       | 0.000      | 0.001       | 0.028       |
| R. von Mises |             |             |            |             |             |            |             |             |
| 0.260       | 0.465       | 0.937      | 0.008       | 0.680       | 0.029      | 0.344       | 0.432       | 0.376       | 0.002   |
### Table 4: Scaled MISE values ($\times 100$) and sd values ($\times 100$) with cross-validated bandwidth

|        | $m = 2^2$ | $m = 2^3$ | $m = 2^4$ | $m = 2^5$ | $m = 2^{12}$ |
|--------|-----------|-----------|-----------|-----------|--------------|
|        | MISE      | sd        | MISE      | sd        | MISE         |
| Pareto | $m = 2^2$ | 0.394     | 3.268     | 4.878     | 7.132        |
|        | $m = 2^3$ | 0.390     | 3.266     | 4.876     | 7.130        |
|        | $m = 2^4$ | 0.391     | 3.267     | 4.877     | 7.131        |
|        | $m = 2^5$ | 0.392     | 3.268     | 4.878     | 7.132        |
|        | $m = 2^{12}$ | 0.394 | 3.268     | 4.878     | 7.132        |
| Burr   | $m = 2^2$ | 0.508     | 4.099     | 6.310     | 9.954        |
|        | $m = 2^3$ | 0.506     | 4.097     | 6.308     | 9.952        |
|        | $m = 2^4$ | 0.507     | 4.098     | 6.309     | 9.953        |
|        | $m = 2^5$ | 0.508     | 4.099     | 6.310     | 9.954        |
|        | $m = 2^{12}$ | 0.508 | 4.099     | 6.310     | 9.954        |
| Weibull| $m = 2^2$ | 0.047     | 0.367     | 0.858     | 1.706        |
|        | $m = 2^3$ | 0.047     | 0.367     | 0.858     | 1.706        |
|        | $m = 2^4$ | 0.047     | 0.367     | 0.858     | 1.706        |
|        | $m = 2^5$ | 0.047     | 0.367     | 0.858     | 1.706        |
|        | $m = 2^{12}$ | 0.047 | 0.367     | 0.858     | 1.706        |
| rev.Burr| $m = 2^2$ | 0.047     | 0.367     | 0.858     | 1.706        |
|        | $m = 2^3$ | 0.047     | 0.367     | 0.858     | 1.706        |
|        | $m = 2^4$ | 0.047     | 0.367     | 0.858     | 1.706        |
|        | $m = 2^5$ | 0.047     | 0.367     | 0.858     | 1.706        |
|        | $m = 2^{12}$ | 0.047 | 0.367     | 0.858     | 1.706        |
| R.vonMises| $m = 2^2$ | 0.483     | 0.198     | 2.628     | 1.548        |
|        | $m = 2^3$ | 0.483     | 0.198     | 2.628     | 1.548        |
|        | $m = 2^4$ | 0.483     | 0.198     | 2.628     | 1.548        |
|        | $m = 2^5$ | 0.483     | 0.198     | 2.628     | 1.548        |
|        | $m = 2^{12}$ | 0.483 | 0.198     | 2.628     | 1.548        |
Table 5: Estimated cross-validated mixing parameter $q$ and sd values

|          | $m = 2$^n | $m = 2^2$ | $m = 2^4$ | $m = 2^6$ | $m = 2^8$ | $m = 2^{10}$ |
|----------|-----------|-----------|-----------|-----------|-----------|-------------|
|          | MISE     | sd        | MISE     | sd        | MISE     | sd          |
|          | $n = 2^6$ |           |           |           |           |             |
| Pareto   | m = $2^2$ | m = $2^4$ | m = $2^6$ | m = $2^8$ | m = $2^{10}$ | m = $2^{12}$ |
| 1/2      | 0.620    | 0.463     | 0.725    | 0.429     | 0.963    | 0.149       |
| 4        | 0.526    | 0.225     | 0.624    | 0.456     | 0.891    | 0.291       |
| 8        | 0.298    | 0.100     | 0.667    | 0.013     | 0.676    | 0.194       |
| 10       | 0.310    | 0.006     | 0.291    | 0.007     | 0.284    | 0.011       |
| Burt     | m = $2^2$ | m = $2^4$ | m = $2^6$ | m = $2^8$ | m = $2^{10}$ | m = $2^{12}$ |
| -1/2, -1/3 | 0.884    | 0.100     | 0.690    | 0.445     | 0.958    | 0.170       |
| 1        | 0.827    | 0.014     | 0.749    | 0.338     | 0.891    | 0.267       |
| 3        | 0.814    | 0.010     | 0.726    | 0.025     | 0.708    | 0.201       |
| 10       | 0.675    | 0.010     | 0.633    | 0.012     | 0.592    | 0.079       |
| Frechet  | m = $2^2$ | m = $2^4$ | m = $2^6$ | m = $2^8$ | m = $2^{10}$ | m = $2^{12}$ |
| 5        | 0.800    | 0.386     | 0.442    | 0.474     | 0.949    | 0.005       |
| 2        | 0.760    | 0.442     | 0.682    | 0.445     | 0.970    | 0.130       |
| 1        | 0.822    | 0.234     | 0.646    | 0.449     | 0.908    | 0.261       |
| 1/2      | 0.831    | 0.028     | 0.800    | 0.271     | 0.821    | 0.306       |
| 1/4      | 0.782    | 0.018     | 0.811    | 0.081     | 0.770    | 0.252       |
| Weibull  | m = $2^2$ | m = $2^4$ | m = $2^6$ | m = $2^8$ | m = $2^{10}$ | m = $2^{12}$ |
| 1/2      | 0.812    | 0.170     | 0.776    | 0.323     | 0.806    | 0.243       |
| 1        | 0.694    | 0.008     | 0.702    | 0.010     | 0.675    | 0.126       |
| 3        | 0.435    | 0.010     | 0.571    | 0.010     | 0.297    | 0.014       |
| 10       | 0.268    | 0.008     | 0.165    | 0.066     | 0.105    | 0.016       |
| R. von Mises | m = $2^2$ | m = $2^4$ | m = $2^6$ | m = $2^8$ | m = $2^{10}$ | m = $2^{12}$ |
| 0.005    | 0.055     | 0.003     | 0.063     | 0.004     | 0.063     | 0.000       |

4 Conclusion

This study proposes two semiparametric approaches for the estimation of the sample maximum distribution. The proposed estimator includes the mixing ratio parameter, and numerical properties of the two different approaches for determining the parameter are studied. The simulation studies demonstrate that both semiparametric estimators can be parametric or nonparametric. As the tail becomes lighter, the mixing ratio parameter tends to zero. This means the semiparametric estimator becomes the nonparametric estimator, which is superior to the parametrically fitting estimator. It is demonstrated that the proposed semiparametric estimators are not always the best but are reasonable for DSM estimation.

References

Altman, N. and Léger, C. (1995). Bandwidth selection for kernel distribution function estimation. *Journal of Statistical Planning and Inference*, 46(2), 195 – 214.

De Haan, L. and Ferreira, A. (2006). *Extreme value theory: an introduction*. Springer Science & Business Media.
Dombry, C. and Ferreira, A. (2019). Maximum likelihood estimators based on the block maxima method. *Bernoulli, 25*(3), 1690–1723.

Faraway, J. (1990). Implementing semiparametric density estimation. *Statistics & Probability Letters, 10*(2), 141–143.

Fryer, M. J. (1976). Some Errors Associated with the Non-parametric Estimation of Density Functions. *IMA Journal of Applied Mathematics, 18*(3), 371–380.

Hjort, N. L. and Glad, I. K. (1995). Nonparametric density estimation with a parametric start. *The Annals of Statistics, 23*(3).

Hjort, N. L. and Jones, M. C. (1996). Locally parametric nonparametric density estimation. *The Annals of Statistics, 24*(4), 1619–1647.

Jones, M. (1993). Kernel density estimation when the bandwidth is large. *Australian Journal of Statistics, 35*(3), 319–326.

Jones, M. C. (1991). On correcting for variance inflation in kernel density estimation. *Computational Statistics and Data Analysis, 11*(1), 3–15.

Lejeune, M. and Sarda, P. (1992). Smooth estimators of distribution and density functions. *Computational Statistics & Data Analysis, 14*(4), 457–471.

Loader, C. R. (1996). Local likelihood density estimation. *The Annals of Statistics, 24*(4).

Mazo, G. and Portier, F. (2020). Parametric versus nonparametric: The fitness coefficient. *Scandinavian Journal of Statistics*.

Moriyama, T. (2021). Parametric and nonparametric probability distribution estimators of sample maximum. *arXiv preprint arXiv:2111.03765*.

Olkin, I. and Spiegelman, C. H. (1987). A semiparametric approach to density estimation. *Journal of the American Statistical Association, 82*(399), 858–865.

Rahman, M., Beaver, R. J., and Gokhale, D. V. (1997). A note on estimating the combining constant in semiparametric density estimation. *Brazilian Journal of Probability and Statistics, 11*(1), 37–50.

Sarda, P. (1993). Smoothing parameter selection for smooth distribution functions. *Journal of Statistical Planning and Inference, 35*(1), 65–75.

Schuster, E. and Yakowitz, S. (1985). Parametric/nonparametric mixture density estimation with application to flood-frequency analysis. *JAWRA Journal of the American Water Resources Association, 21*(5), 797–804.

Schuster, E. F. and Gregory, G. G. (1981). On the nonconsistency of maximum likelihood nonparametric density estimators. In W. F. Eddy, editor, *Computer Science and Statistics: Proceedings of the 13th Symposium on the Interface*, pages 295–298, New York, NY. Springer US.

Soleymani, M. and Lee, S. M. (2014). A bootstrap procedure for local semiparametric density estimation amid model uncertainties. *Journal of Statistical Planning and Inference, 153*, 75–86.

Talamakrouni, M., Keilegom, I. V., and Ghouch, A. E. (2016). Parametrically guided nonparametric density and hazard estimation with censored data. *Computational Statistics & Data Analysis, 93*, 308–323.

Tibshirani, R. and Hastie, T. (1987). Local likelihood estimation. *Journal of the American Statistical Association, 82*(398), 559–567.