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Abstract In several application domains, high-dimensional observations are collected and then analysed in search for naturally occurring data clusters which might provide further insights about the nature of the problem. In this paper we describe a new approach for partitioning such high-dimensional data. Our assumption is that, within each cluster, the data can be approximated well by a linear subspace estimated by means of a principal component analysis (PCA). The proposed algorithm, Predictive Subspace Clustering (PSC) partitions the data into clusters while simultaneously estimating cluster-wise PCA parameters. The algorithm minimises an objective function that depends upon a new measure of influence for PCA models. A penalised version of the algorithm is also described for carrying our simultaneous subspace clustering and variable selection. The convergence of PSC is discussed in detail, and extensive simulation results and comparisons to competing methods are presented. The comparative performance of PSC has been assessed on six real gene expression data sets for which PSC often provides state-of-art results.
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1 Introduction

In recent years, vast amounts of digital information has been generated which continues to grow ever more rapidly. For instance, within the realm of genomic research, high-throughput microarray technologies provide quantitative measurements of tens of thousands of genes for each biological entity under observation, such as a sample tissue; these measurements are then analysed to identify gene expression patterns that are predictive of a clinical outcome or to detect sub-populations. A number of other technologies, such as those developed for digital imaging, surveillance, and e-commerce, amongst many others, all generate observations which can be seen as random vectors living in a large dimensional space.

Very often, even though the available observations are high dimensional, it has been found that their intrinsic dimensionality is in fact much smaller. For instance, although the number of pixels or voxels in a digital image can be extremely large, it is often the case that only a few important dimensions are able to capture some salient aspects of the available images, and those are sufficient to detect meaningful patterns. In genomics, despite the fact that the expression levels of tens of thousands of genes are being measured, a much smaller number of dimensions may suffice to identify different underlying biological processes which characterise the available samples.

The abundance of such high-dimensional data and the fact that their low-dimensional representations are often interpretable and informative has caused projection-based dimensionality reduction techniques to become popular. When each data point is treated as an independent realisation from a given distribution with support in a low-dimensional subspace, Principal Component Analysis (PCA) is commonly used to recover the low-dimensional representation of the data (Jolliffe 2002). PCA and related techniques, however, assume that the available data points are drawn from a single underlying distribution that is typical of the population from which the observations have been obtained. Whereas this can be a valid assumption in some cases, there are also many applications in which the underlying population is suspected to be highly heterogeneous; in those cases, each observation may have been drawn from one of many alternative distributions, and a single low-dimensional representation of the data would not be sufficient.

Partitioning the sample data points according to the low-dimensional subspace that best describes them has become an important research question in various domains. In cancer genomics, for instance, the biological tissues for which high-dimensional gene expression profiles have been observed may be representative of a number of cancer sub-types; the identification of these sub-populations is important because each one of them may be associated with a distinct clinical outcome, such as life expectancy after therapy (Yeoh et al. 2002). In the analysis of digital images of human faces, each subspace may be associated with a particular person for which a number of images have been collected, for instance under different lighting conditions, and the identification of these subspaces will aid face recognition (McWilliams and Montana 2011). When the observations are deemed to be representative of \( K \) distinct low-dimensional subspaces, the problem of subpace clustering then consists in the simultaneous estimation of these \( K \) subspaces and the unobserved membership of data points to subspaces (Vidal
A formal definition of this problem as well as a brief survey of existing models and algorithms is provided in Sect. 2.

In this work we extend the contribution of our previous work (McWilliams and Montana 2011) in which we introduced a novel approach to subspace clustering and present extensive comparisons to competing methods using both simulated and real high-dimensional genomic data sets. We exploit the fact that PCA provides the low-dimensional representation of the data that minimises the reconstruction error, and propose a criterion derived from the out-of-sample error as the building block for a subspace clustering algorithm. An overview of the contributions presented here is in order.

We present the motivation and derivations in McWilliams and Montana (2011) in greater detail. First, for a single PCA model, we propose a computationally efficient approach to detect influential observations, namely data points exerting a larger effect on the estimated PCA parameters compared to other points. Our motivation for detecting influential observations is that, under the assumption that $K$ alternative low-dimensional representations of a data point might exist, a measure of influence will provide a useful metric for assigning data points to subspaces. A common way to quantify the influence of a data point consists of examining the changes in the model parameters when the parameters have been re-estimated after removal of that observation (Belsley et al. 1980). In the context of ordinary least squares (OLS), this is equivalent to computing the leave-one-out (LOO) estimate of the regression coefficients with respect to each observation. The LOO prediction error is then evaluated using the remaining observations, and influential observations are identified as those with a large LOO prediction error relative to other observations. Following up previous work done in the context of partial least squares regression (McWilliams and Montana 2010), here we propose a closed-form expression to compute LOO errors under a PCA model, known at the PRESS statistic, which only requires a single PCA model to be fitted to the entire data set. Armed with this analytical expression for the PCA PRESS statistic, we propose a notion of predictive influence that an observation exerts on the PCA model, and elaborate on our previous work (McWilliams and Montana 2011); intuitively, data points that are highly influential under a particular PCA model may have been generated by a different model. This methodology is presented in Sect. 3.

Next, building on this notion of predictive influence, we develop a clustering algorithm that works by inferring the distinct low-dimensional spaces that are representative of each cluster. The optimality criterion we propose for driving the data partitioning process is such that total within-cluster predictive influence is minimised. We call the resulting iterative algorithm Predictive Subspace Clustering (PSC) because of its direct dependence upon out-of-sample prediction errors. Although inferring the unknown number of clusters is a notoriously difficult problem, model selection can be somewhat naturally incorporated into the proposed subspace clustering framework by making use of the PCA PRESS statistic.

In the remaining sections we extend the contribution of our previous work. We provide an analysis of the PSC algorithm and prove that our procedure converges to a local optimal solution. Furthermore, motivated by genomic applications in which the detection of a small number of informative variables is important, we also propose a variation of the PSC algorithm which provides sparse low-dimensional representations.
of the data in each cluster. Forcing sparse solutions within our clustering algorithm is accomplished by taking a penalised approach to PCA. These developments are presented in Sect. 4.

In Sect. 5 we present extensive simulation results based on artificial data and discuss a number of situations where the proposed approach is expected to provide superior clustering results, compared to standard clustering methods as well as other subspace algorithms that have been proposed in the literature. Different scenarios are considered in which both the number of subspaces and their dimensions is allowed to vary, and where some dimensions may be totally uninformative for clustering purposes and only contribute to noise. The difficult model selection problem, that is the problem of learning both the number of clusters and the dimensionality of each subspace, is also discussed.

In Sect. 6 the performance of the proposed PSC algorithm is compared to other subspace clustering algorithms using six high-dimensional genomic data sets in which several thousands of gene expression measurements have been made on various biological samples. For these data sets, which are all publicly available, both the number of clusters and the cluster memberships can be considered known, and this information can be used to test and compare the performance of competing clustering methods. It has often been observed that only certain variables (i.e. genes) are important for determining the separation between clusters. It is therefore desirable to be able to identify and remove any uninformative variables. Our experimental results demonstrate that the assumptions underlying the proposed PSC algorithm seem plausible for real gene expression data sets on which we have obtained state-of-the-art clustering performance.

2 Subspace clustering: problem definition and existing methods

The problem of subspace clustering has been approached from many perspectives by a variety of methods. A class of methods known as Bottom-up search methods initially examine each dimension individually and identify the dimensions for which the “densest” groups of observations occur. Dimensions for which similarly dense groups of observations are found are grouped together as clusters. Bottom-up search methods make uses of the so-called downward closure property of density. This property states that if a dense cluster exists in \( R \) specific dimensions, it also exists in all combinations of \( R - 1 \) of those dimensions. Many other algorithmic approaches to subspace clustering have been proposed and comprehensive reviews of these methods can be found in Sim et al. (2012) and Kriegel et al. (2009). Typically these methods place few restrictions on the types of clusters which are recoverable but as such require some heuristics and tuneable parameters which are difficult to set. We will briefly discuss these methods later in the context of variable weighting and selection in Sect. 4.3.

However, in the following definition of subspace clustering we initially make an assumption about the type of subspaces on which the clusters exist which allows us to approach the problem of recovering subspace clusters in a more principled manner.

We assume to have observed \( N \) data points, \( \{x_i\}_{i=1}^N \), where each \( x_i \in \mathbb{R}^1 \times P \) and the dimension \( P \) is usually very large. Each point is assumed to belong to one of \( K \)
non-overlapping clusters, \( \{C_k\}_{k=1}^K \). We further assume that the points in the \( k \)th cluster lie in a \( R_k \)-dimensional subspace, \( S_k \), where \( R_k \ll P \). As in Vidal (2011), we assume that each subspace \( S_k \) is defined in the following way

\[
S_k = \{ x_i : x_i = \mu_k + u_{k,i}V_k^\top \}
\]

(1)

with \( i \in C_k \) and \( k = 1, \ldots, K \), where \( V_k \in \mathbb{R}^{P \times R_k} \) is a basis for \( S_k \) whose columns are restricted to be mutually orthonormal. The point \( u_{k,i} \in \mathbb{R}^{R_k} \) is the low dimensional representation of \( x_i \) and \( \mu_k \in \mathbb{R}^P \) is an arbitrary point in \( S_k \), typically chosen to be 0.

When only one cluster exists (i.e. \( K = 1 \)), a subspace of this form can be estimated by fitting a single global PCA model. Alternatively, where \( K > 1 \) and the assignment of points to clusters is known, each one of the \( K \) subspaces of form Eq. (1) can be estimated by fitting a PCA model independently in each cluster. However, the cluster assignments are typically unknown, and the problem consists in the simultaneous partitioning the data into clusters and estimating cluster-specific subspaces. There are several fundamental difficulties associated with this problem: (a) identifying the true subspaces is dependent on recovering the true clusters and vice-versa; (b) subspaces can intersect at several locations which causes difficulties when attempting to assign points to subspaces at these intersections, and standard clustering techniques such as \( K \)-means may not be suitable; (c) the subspace parameters and the cluster assignments are dependent on both number of clusters and the dimensionality of their respective subspaces, which pose difficult estimation challenges. A further difficulty could arise in the presence of outliers, that is, where some points do not belong to any clusters. However, it is important to note that according to our definition of the subspace clustering problem, each point must belong to exactly one cluster.

In the data-mining literature, this type of subspace clustering is also referred to as “correlation clustering” (Kriegel et al. 2009), although we avoid this terminology here.

This problem setting occurs naturally in the application domain of computer vision where important features in high-dimensional images or video can often be represented well by low-dimensional, linear subspaces. Common examples involve the problem of clustering faces (McWilliams and Montana 2011) or the trajectory of moving objects through a video sequence (Vidal 2011).

Furthermore, in problems where \( P \) is large, some of the variables may be uninformative for clustering. In some applications, there might also be an interest in selecting a specific subset of dimensions that are highly discriminative between clusters, and can be more easily interpreted. In such situations, we may be interested in carrying out sparse subspace clustering by adding some form of regularisation during the estimation of the eigenvectors in \( V \), such that each eigenvector contains a predetermined number of zero coefficients. To the best of our knowledge, the problem of variable selection in subspace clustering has not been widely studied until now.

A variety of approaches have been proposed to solve the subspace clustering problem as defined in Eq. (1). Several methods are based on generalising the widely used \( K \)-means algorithm to \( K \)-subspaces (Bradley and Mangasarian 2000; Wang et al. 2009). These methods iteratively fit PCA models to the data and assign points to clusters until the PCA reconstruction error in each cluster is minimised. Although the...
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approach based on minimising the within-cluster PCA reconstruction error is simple and has shown promising results, it is also prone to over-fitting. For instance, the data may be corrupted by noise or lie on the intersection between subspaces and so points within clusters may be geometrically far apart; we illustrate this problem using artificial data in Sect. 5. Furthermore, each subspace may have a different intrinsic dimensionality. The PCA reconstruction error decreases monotonically as the dimensionality increases, so points may be wrongly assigned to the cluster with the largest dimensionality. Such an approach therefore limits the number of dimensions to be the same in each cluster. Other approaches to subspace clustering have been taken based on mixtures of probabilistic PCA (Tipping and Bishop 1999). The recently proposed mixtures of common \( t \)-factor analysers (MCtFA) attempts to overcome the problems posed by over-fitting and potential outliers by assuming that the clusters share common latent factors which, instead of being normally distributed, follow a multivariate \( t \)-distribution (Baek and McLachlan 2011).

A different class of subspace clustering algorithms involves the computation of a measure of distance between each pair of points which captures the notion that points may lie on different subspaces. The distances are then used to construct an affinity matrix which is partitioned using standard spectral clustering techniques (Luxburg 2007). There have been several successful approaches to defining such a distance measure. The method of Generalized PCA (GPCA) fits \( K \) polynomials of varying order to the data and measures the distances between the gradient of the polynomials computed at each point (Ma 2006). Sparse subspace clustering (SSC) obtains a local representation of the subspace at each point as a sparse weighted sum of all other points (Elhamifar and Vidal 2009); this is obtained by minimising the reconstruction error subject to a constraint on the \( \ell_1 \) norm of the weights so that the few non-zero weights correspond to points lying on the same subspace. Spectral curvature clustering (SCC) constructs a multi-way distance between randomly sampled groups of points by measuring the volume of the of the simplex formed by each group (Chen and Lerman 2008). Points which lie on the same subspace will define a simplex of volume zero. Spectral local best flats (SLBF) estimates a local subspace for each point by fitting a PCA model to its nearest neighbours; it then computes pair-wise distances between the locally estimated subspaces corresponding to each point (Zhang et al. 2010). Although spectral methods have achieved state-of-the art results in some application domains such as clustering digital images, they come with their own limitations. Computing local subspaces for each point can be computationally intensive and requires additional tuneable parameters.

3 Detecting influential observations in PCA

3.1 Influential observations in ordinary least squares

An influential observation is defined as one which, either individually or together with several other observations, has a demonstrably larger impact on the model estimates than is the case for most other observations (Belsley et al. 1980). Influential observations are not necessarily apparent through simple visualisations of the data, and
therefore a number of approaches have been proposed to detect them (Rahmatullah Imon 2005). Several popular methods rely on the computation of the leave-one-out (LOO) residual error (Belsley et al. 1980; Meloun 2001). For instance, in the context of ordinary least squares (OLS), a common strategy consists in quantifying the effects that removing a single observation and re-fitting the model using the remaining \( N - 1 \) observations has on the estimated regression coefficients (Chatterjee and Hadi 1986).

When \( N \) data points \( \{x_i, y_i\}_{i=1}^{N} \) are available, where each \( x_i \in \mathbb{R}^P \) is a covariate and \( y_i \in \mathbb{R} \) is the associated univariate response, the LOO error for the \( i \)th observation is defined as \( \epsilon_{-i} = y_i - x_i \beta_{-i} \) where \( \beta_{-i} \in \mathbb{R}^{P \times 1} \) has been estimated using all but the \( i \)th observation. The sum of LOO errors is then as obtained as

\[
J_{\text{OLS}} = \frac{1}{N} \sum_{i=1}^{N} \| \epsilon_{-i} \|^2. \tag{2}
\]

A naive computation of \( J_{\text{OLS}} \) requires fitting \( N \) OLS models, each one using \( N - 1 \) observations. For each model fit, the inverse of the sample covariance matrix, \( P \), has to be estimated. In order to contain the number of computations needed to evaluate \( J_{\text{OLS}} \), each LOO error can instead be found in closed-form after fitting a single regression model with all the \( N \) data points. This is particularly beneficial when either \( N \) or \( P \) is large. Since each \( \beta_{-i} \) differs from \( \beta \) by only one pair of observations, \( \{x_i, y_i\} \), a recursive formulation of \( \beta_{-i} \) that only depends on \( \beta \) is obtained by applying the Sherman–Morrison theorem (Sherman and Morrison 1950), as follows

\[
\beta_{-i} = \left( X^\top X - x_i^\top x_i \right)^{-1} \left( X^\top y - x_i^\top y_i \right) = \beta - \frac{(y_i - x_i \beta) P x_i}{1 - x_i^\top P x_i}. \tag{3}
\]

In this formulation, each \( \beta_{-i} \) is readily available as a function of \( \beta \), without the need to explicitly remove any observations, and without having to re-compute \( N \) inverse covariance matrices. When this approach is taken, Eq. (2) is known as the Predicted RESidual Sum of Squares (PRESS) statistic (Belsley et al. 1980).

In the following Section we propose an analogous PRESS statistic for PCA and describe a methodology for detecting influential observations under a fitted PCA model. This approach will then be used to define an objective function for subspace clustering in Sect. 4.

3.2 An analytic PCA PRESS statistic

PCA is a ubiquitous method for dimensionality reduction when dealing with high-dimensional data. It relies on the assumption that the high-dimensional observations can be well approximated by a much lower-dimensional linear subspace which is found by estimating the best low-rank linear approximation of the original data (Jolliffe 2002). One way of achieving this is by estimating a set of \( R \) mutually orthonormal vectors \( \{v^{(1)}, \ldots, v^{(R)}\} \) which minimize the \( \ell_2 \) reconstruction error, defined as
On defining a matrix $X \in \mathbb{R}^{N \times P}$ with rows $x_i$, which we assume to be mean-centred, the vectors which minimise (4) are obtained by computing the singular value decomposition (SVD) of $X$, given by

$$X = U \Lambda V^\top.$$

Here, $U = [u^{(1)}, \ldots, u^{(N)}] \in \mathbb{R}^{N \times N}$ and $V = [v^{(1)}, \ldots, v^{(P)}] \in \mathbb{R}^{P \times P}$ are orthonormal matrices whose columns are the left and right singular vectors of $X$, respectively, and $\Lambda = \text{diag}(\lambda^{(1)}, \ldots, \lambda^{(N)}) \in \mathbb{R}^{N \times P}$ is a diagonal matrix whose entries are the singular values of $X$ in descending order.

It can also be noted that, when taking the first principal component, the residual error can be written as a quadratic function of $v^{(1)}$,

$$\frac{1}{N} \sum_{i=1}^{N} \left\| x_i - \frac{1}{N} \sum_{r=1}^{R} v^{(r)} v^{(r)\top} \right\|_2^2,$$

where $d_i^{(1)} = x_i v^{(1)}$. This formulation suggests that the eigenvector $v^{(1)}$ can be rewritten in the form of a least squares estimator,

$$v^{(1)} = \left(d^{(1)} \top d^{(1)}\right)^{-1} \left(X^\top d^{(1)}\right),$$

where we have defined the vector $d^{(1)} = [d^{(1)}_1, \ldots, d^{(1)}_N]^\top$; analogous expressions exist for the remaining eigenvectors, $v^{(2)}, \ldots, v^{(R)}$. Clearly, each $d^{(r)}$ depends on $v^{(r)}$, and these eigenvectors are obtained as usual, using the SVD. This least squares interpretation will provide a starting point for deriving an efficient PRESS statistic for PCA.

In the context of PCA, the LOO error has often been used to drive model selection as well as detect influential observations (Bro et al. 2008; Mertens et al. 1995). When $R$ principal components are considered, this reconstruction error is given by

$$\epsilon^{(R)}_{-i} = x_i - x_i \sum_{r=1}^{R} v^{(r)}_{-i} v^{(r)\top}_{-i},$$

where each $v^{(r)}_{-i}$ is the $r$th right singular vector of the SVD estimated using all but the $i$th observation of $X$, and the sum of all LOO reconstruction errors is

$$\tilde{J}^{(R)}_{\text{PCA}} = \frac{1}{N} \left\| \epsilon^{(R)}_{-i} \right\|_2^2.$$

The usual approach for the evaluation of $\tilde{J}^{(R)}_{\text{PCA}}$ requires $N$ SVD computations to be performed. Clearly, this approach is computationally expensive when either $N$ or $P$ is large, especially if Eq. (8) has to be evaluated a number of times.
We propose a novel closed-form approximation of Eq. (8) which is computationally cheap and such that the approximation error is negligible for any practical purposes. The only assumption we make is that, for a sufficiently large sample size $N$, the error made by estimating the $R$ eigenvectors $v^{(1)}, v^{(2)}, \ldots, v^{(R)}$ using the SVD of the reduced data matrix with $(N-1)$ rows, that is after removal of the $i$th observation, is sufficiently small, compared to the analogous estimation using the full data matrix. Under this assumption, we have that $v_{-i}^{(r)} \approx v^{(r)}$ and therefore $x_i v_{-i}^{(r)} \approx x_i v^{(r)}$ for $i = 1, \ldots, N$. We note here that a similar assumption has been made in other applications involving high-dimensional streaming data, where it is called Projection Approximation Subspace Tracking (PAST) (Yang 1996).

With only one principal component, this approximated PCA PRESS statistic can be written as

$$J_{\text{PCA}}^{(1)} = \frac{1}{N} \sum_{i=1}^{N} \left\| x_i - d_i^{(1)} v_{-i}^{(1)} \right\|_2^2$$

where $d_i^{(1)} = x_i v^{(1)}$, as before. Since $v^{(1)}$ can be expressed as the solution to a least squares fit, as in Eq. (6), we can obtain $v_{-i}$ in closed-form through least squares estimation. Using the relationships

$$\sum_{j \neq i}^{N} d_j^{(1)2} = d^{(1)T} d^{(1)} - d_i^{(1)2}, \quad \sum_{j \neq i}^{N} x_j d_j^{(1)} = X d^{(1)} - x_i d_i^{(1)}$$

we arrive at an expression for $v_{-i}$ by applying a single-observation, down-dating operation, as follows

$$v_{-i}^{(1)} = \left( d^{(1)T} d^{(1)} - d_i^{(1)2} \right)^{-1} \left( X d^{(1)} - x_i d_i^{(1)} \right).$$

The advantage of this reformulation is that Eq. (10) can be evaluated using the same recursive form given by Eq. (3). Using the same recursive approach, we then obtain an expression for $v_{-i}^{(1)}$ in terms of the original eigenvector $v^{(1)}$,

$$v_{-i}^{(1)} = v^{(1)} - \left( x_i^T - d_i^{(1)} v^{(1)} \right) D^{(1)T} d_i^{(1)}.$$ 

where $h_i^{(1)} = d_i^{(1)} D^{(1)} d_i^{(1)}$, $D^{(1)} = \left( d^{(1)T} d^{(1)} \right)^{-1}$, and $v^{(1)}$ has been obtained by computing the SVD of the complete data matrix $X$ in the usual way. Using this recursive expression, the $i$th LOO reconstruction error is obtained in closed-form

$$e_{-i}^{(1)} = x_i - d_i^{(1)} \left( v^{(1)} - \frac{x_i^T - d_i^{(1)} v^{(1)}}{1 - h_i^{(1)}} D^{(1)T} d_i^{(1)} \right)^T.$$
By substitution, using the fact that the $i$th reconstruction error is $e_i^{(r)} = x_i - x_i v^{(r)} v^{(r)\top}$, we then obtain

$$e^{(1)}_{-i} = e^{(1)}_i \left( 1 + \frac{h^{(1)}_i}{1 - h^{(1)}_i} \right) e^{(1)}_i / (1 - h^{(1)}_i),$$

which can be computed in closed form, without the need for explicit LOO steps. This construction can be easily extended to the case of $R > 1$ principal components. When $R = 2$, we have

$$e^{(2)}_{-i} = x_i - d^{(1)}_i v^{(1)\top} - d^{(2)}_i v^{(2)\top} = \frac{e^{(1)}_i}{1 - h^{(1)}_i} - d^{(2)}_i v^{(2)\top}.$$  

Adding and subtracting $x_i$ from both sides we obtain

$$e^{(2)}_{-i} = \frac{e^{(1)}_i}{1 - h^{(1)}_i} + x_i - d^{(2)}_i v^{(2)\top} - x_i = \sum_{r=1}^2 e^{(r)}_i / (1 - h^{(r)}_i) - x_i,$$

where $e^{(r)}_i = x_i - x_i v^{(r)} v^{(r)\top}$. Therefore, with $R$ principal components, the approximated PCA PRESS statistic is

$$J^{(R)}_{\text{PCA}} = \frac{1}{N} \sum_{i=1}^N \left\| \sum_{r=1}^R \frac{e^{(r)}_i}{1 - h^{(r)}_i} - (R - 1)x_i \right\|^2.$$  

This expression only depends on quantities estimated using a single PCA model fit, and can be computed cheaply. The approximated $J^{(R)}_{\text{PCA}}$ is found to be close to the true PCA PRESS $\tilde{J}^{(R)}_{\text{PCA}}$ under the assumption that the error made by estimating the $R$ principal components by $N - 1$ instead of $N$ observations is small. In related work, we have previously shown that the approximation error depends on the number of observations as $O(\sqrt{\log N / N})$ (McWilliams and Montana 2010). This result can also be checked by simulation. Figure 1 shows the mean squared approximation error as a function of $N$ using data simulated under a PCA model with $P = 500$ variables. It can be seen that the decrease in the approximation error follows the theoretical error (plotted as a dashed line) and the difference in computational time increases super-linearly.

3.3 A measure of predictive influence in PCA

In this section we make use of the closed-form PCA PRESS statistic of Eq. (14), and propose an analytic influence measure for the detection of influential observations under a fitted PCA model. Specifically, we introduce the notion of predictive influence of an observation $x_i$ under a given PCA model which quantifies how much influence...
The top plot shows the mean squared approximation error between the leave-one-out cross validation $J_{PCA}$ and our analytic PRESS statistic $J'_{PCA}$ as a function of the number of samples, $N$. We report on averages over 100 Monte Carlo simulations. It can be seen that the empirical approximation error scales according to the theoretical error, which is shown as a dashed line. The bottom plot shows that the difference in computational time between $J_{PCA}$ and the $J'_{PCA}$ increases super-linearly with $N$.

$x_i$ exerts on the LOO prediction error of the model. By making explicit use of the out-of-sample reconstruction error, this influence measure is particularly robust against overfitting compared to the in-sample reconstruction error that is minimised by PCA, as in (4).

As before, we assume that a PCA model has been fit to the data, and $V = [v^{(1)}, ..., v^{(P)}] \in \mathbb{R}^{P \times P}$ is the orthonormal matrix whose columns are the right singular vectors of $X$. Analytically, the predictive influence of observation $x_i$, denoted here $\pi(x_i; V)$ is defined as the gradient of the PCA PRESS given in Eq. (14) with respect to observation $x_i$, that is

$$\pi(x_i; V) = \frac{\partial J_{PCA}^{(R)}}{\partial x_i}. \quad (15)$$

Using the results from the previous section, an analytical expression for the gradient in Eq. (15) can be derived, and is found to be

$$\pi(x_i; V) = e^{(R)}_{-i} \left( \sum_{r=1}^{R} \frac{\left( I_p - v^{(r)} v^{(r)\top} \right)}{\left( 1 - h_i^{(r)} \right)} - (R - 1) \right). \quad (16)$$
The full details of this derivation are given in Appendix 1. It can be seen that the predictive influence of a point, $x_i$, under a PCA model has a closed form which is related to the leave-one-out error of that point, $e_{-i}$.

It was observed in Cook (1986) that single deletion methods for identifying influence, such as the PRESS, are only sensitive to large errors. Instead they propose observing the change in the error as each observation is weighted between 0 (equivalent to LOOCV) and 1 (equivalent to the standard residual) and then computing the derivative of the residual with respect to the weight. On the other hand, our proposed predictive influence measures the sensitivity of the prediction error in response to an incremental change in $x_i$. The rate of change of the PCA PRESS at this point is given by the magnitude of the predictive influence vector, $\|\pi(x_i; V)\|^2$. If the magnitude of the predictive influence is large, this implies a small change in the observation will result in a large change in the prediction error relative to other points. In this case, removing such a point from the model would cause a large improvement in the prediction error. We can then identify the most influential observations as those for which the increase in the PRESS is larger relative to other observations. Since we take the gradient of the PRESS with respect to the observations, we arrive at a quantity which is more sensitive to individual influential observations than the original PRESS function. In this work, the predictive influence measure has been used in the context of subspace clustering, which is introduced next.

4 Predictive subspace clustering

4.1 The PSC algorithm

The proposed algorithm for subspace clustering relies on the following observation. If the cluster assignments $\{C_k\}_1^K$ were known and a separate PCA model was fit to the data in each cluster, then the predictive influence of a point $x_i$ belonging to cluster $C_k$ would be smaller when evaluated using the correct PCA model for that cluster, than using any of the remaining $K-1$ PCA models. In this respect, the predictive influence provides a metric that can be used to drive the clustering process. Since our clustering algorithm is based on a measure of predictive ability of the estimated subspaces, we call it Predictive Subspace Clustering (PSC).

The objective of the clustering algorithm is to partition the $N$ observations into one of $K$ non-overlapping clusters such that each cluster contains exactly $N_k$ observations and $\sum_{k=1}^K N_k = N$ and where the points in each cluster lie on a subspace of the form described in Eq. (1). In our proposal, this will be accomplished by searching for the cluster allocations and PCA model parameters that minimise the following objective function,

$$C(V_1, \ldots, V_k, C_1, \ldots, C_K) = \sum_{k=1}^K \sum_{i \in C_k} \|\pi_k(x_i; V_k)\|^2,$$

(17)

where $\pi_k(x_i; V_k)$ is the predictive influence of a point $x_i$ under the $k$th PCA model. Since the cluster allocation and PCA model parameters depend on each other, there is no analytic solution to this problem and we must resort to an iterative procedure.
This problem can be approached by considering the two related optimisation tasks. At a generic iteration $\tau$, given the $K$ subspaces with parameters $V_1, \ldots, V_K$ which were estimated in the previous iteration $\tau - 1$, we search for the cluster assignments minimising Eq. (17),

$$\min_{C_1, \ldots, C_K} C \left( V_1^{(\tau-1)}, \ldots, V_K^{(\tau-1)}, C_1, \ldots, C_K \right).$$

(18)

Using the predictive influences $\pi_k^{(\tau-1)}(x_i; V_k^{(\tau-1)})$, which were computed at the end of the previous iteration for all $i = 1, \ldots, n$ and all $k = 1, \ldots, K$, a solution for (18) is found by assigning each point $x_i$ to the cluster for which the magnitude predictive influence is smallest, that is

$$C_k^{(\tau)} \leftarrow \left\{ i : \min_k \| \pi_k^{(\tau-1)}(x_i; V_k^{(\tau-1)}) \|_2^2 \right\}.$$  

(19)

Then, in the second step, given the new cluster assignments $\{C_k^{(\tau)}\}_1^K$, we re-estimate the parameters of the $K$ subspaces minimising Eq. (17) by solving

$$\min_{V_1, \ldots, V_K} C \left( V_1, \ldots, V_K, C_1^{(\tau)}, \ldots, C_K^{(\tau)} \right).$$

(20)

Using the current cluster assignments, a solution for (20) is found by re-fitting all $K$ PCA models because, from Eq. (16), minimising the PCA construction error is also seen to minimise the predictive influences. Once all the parameters $\{V_k^{(\tau)}\}_1^K$ have been re-estimated, the predictive influence measures $\pi_k^{(\tau)}(x_i; V)$ for all $k = 1, 2, \ldots, K$ and $i = 1, 2, \ldots, N$, are updated for the subsequent iteration.

The algorithm is initialised by generating an initial random partitioning, $\{C_k^{(0)}\}_1^K$, which is used to estimate the $K$ initial PCA models, find the initial parameters $\{V_k^{(0)}\}_1^K$, and compute the corresponding predictive influences, $\pi_k^{(0)}(x_i; V)$ for $k = 1, \ldots, K$ and $i = 1, \ldots, N$. At each iteration $\tau = 1, 2, \ldots$, the algorithm alternates between the two steps described above until convergence is reached and the objective function can no further be reduced. The computational cost of the PSC algorithm is the cost of computing a singular value decomposition in each cluster so the complexity is $O(K(N^2 P + P^2 N))$ at each iteration.

4.2 Convergence of the PSC algorithm

In this section we demonstrate that, for any initial configuration, the PSC algorithm is guaranteed to converge to a local minimum of the objective function Eq. (17). In order to keep the notation simple, and without any loss of generality, we only discuss the case of the first principal component. Furthermore, we denote $S^{(\tau)} = \{v_1^{(\tau)}, \ldots, v_K^{(\tau)}\}$ the set of all PCA parameters at a generic iteration of the algorithm, $\tau$; we also use $C^{(\tau)} = \{C_1^{(\tau)}, \ldots, C_K^{(\tau)}\}$ to denote the set of clustering assignments at the same
iteration. With this notation in place, in order to show the algorithm converges we must demonstrate that, at each iteration \( \tau \), the following inequalities are satisfied:

(a) \( C(S^{(\tau-1)}, C^{(\tau)}) \leq C(S^{(\tau-1)}, C^{(\tau-1)}) \), after the first step, (18);
(b) \( C(S^{(\tau)}, C^{(\tau)}) \leq C(S^{(\tau-1)}, C^{(\tau)}) \), after the second step, (20).

Checking that the first inequality holds after the first step of the algorithm is straightforward because, by definition, the cluster assignments \( C^{(\tau)} \) obtained by the assignment rule (19) directly minimise the objective function when the PCA parameters are held fixed. The second inequality, however, requires a more elaborated argument.

Assuming that the clustering memberships are given and held fixed, we first note that solving (20) is equivalent to solving the following problem

\[
\min_v \sum_{i=1}^{N} \| \pi(x_i; v) \|^2,
\]
subject to \( \| v \| = 1 \),

separately for each cluster. The following lemma provides an alternative formulation of this optimisation problem.

**Lemma 1** Solving the minimisation problem (21) is equivalent to solving the following maximisation problem

\[
\max_v v^\top X^\top \Xi^{-2} X v,
\]
subject to \( \| v \| = 1 \).

where \( \Xi \in \mathbb{R}^{N \times N} \) is a diagonal matrix with diagonal elements \( \Xi_i = (1 - h_i)^2 \).

The proof of this lemma is provided in Appendix 2. The maximisation in (22) can be recognised as an eigenproblem where each observation has been weighted by a function of its leverage under the PCA model. We denote the optimal parameters that provide a solution to this problem as \( S^* = \{ v^*_k \}_{1}^{K} \). If such solution was available, it would satisfy inequality (b) above, so that

\[
C(S^*, C^{(\tau)}) \leq C(S^{(\tau-1)}, C^{(\tau)}).
\]

The solution \( S^* \) depends on the diagonal element of \( \Xi \), which in turn depend on the PCA parameters and are non-linear function of \( v \), and therefore a closed-form solution to (22) cannot be found simply by eigendecomposition of \( X^\top \Xi^{-2} X \). However, using this formulation, we are able to prove that the PCA parameters at iteration \( \tau \) are closer to the optimal solution \( S^* \) than the parameters from the previous iteration, i.e. \( S^{(\tau-1)} \).

**Lemma 2** For a single cluster \( k \), we define the error between the optimal parameters \( v^*_k \) obtained by solving (22) directly and the PCA parameters from the previous iteration, \( v^{(\tau-1)}_k \), as

\[
E(S^*, S^{(\tau-1)}) = \sum_{i \in C^{(\tau)}_k} v^*_k x_i^\top \Xi^{-2} x_i v^*_k - \sum_{i \in C^{(\tau)}_k} v^{(\tau-1)}_k x_i^\top x_i v^{(\tau-1)}_k.
\]
Analogously, the error between the optimal parameters and the PCA parameters obtained at the current iteration \( \tau \) is defined as

\[
E(S^*, S^{(\tau)}) = \sum_{i \in C_k(\tau)} k^v_k^T x_i^T \sum_{k=1}^{2} x_i v_k^* - \sum_{i \in C_k(\tau)} k^v_k^T x_i^T x_i v_k^{(\tau)}.
\]

These two error terms satisfy the inequality

\[
E(S^*, S^{(\tau)}) \leq E(S^*, S^{(\tau-1)}).
\]

The proof of this lemma is provided in Appendix 3. We are now ready to formulate the main result stating the convergence of the PSC algorithm.

**Theorem 1** Starting with any cluster configuration, \( \{C_k^{(\tau-1)}\}_{1}^{K} \), at each iteration of the PSC algorithm the objective function Eq. (17) is never decreased, and the algorithm converges to a local minimum.

**Proof** The proof of this theorem simply follows from the observations made above, and the two lemmas, which show that the inequalities (a) and (b) are satisfied at each iteration. \( \square \)

### 4.3 Sparse subspace clustering

As mentioned in Sect. 1, closely related to subspace clustering is the problem of variable selection. Several subspace clustering algorithms estimate subspaces by taking a linear combination of all variables. However, there may be many unimportant variables that only contribute to noise and could be removed. Moreover, in some applications, there might be the need to select only a handful of informative variables that best represent the subspace in each cluster. In both these cases, taking a linear combination of all variables will result in poor estimation of subspaces.

Several methods propose downweighting unimportant variables using various heuristics. For example, the 4C (Bhm et al. 2004) and COPAC (Elke Achttert Christian Böhm 2007) algorithms utilise a correlation distance matrix which weights variables based on the eigenvectors and eigenvalues of the neighbourhood of a given point and LAC (Domeniconi et al. 2007) downweights features based on their negative entropy (see Kriegel et al. 2009 for a comprehensive review of these methods). However such weighting schemes do not encourage the weights to be exactly zero and so sparsity in the coefficients is not enforced and the issue of including unimportant variables still remains.

In the past decade, the fast-growing field of sparse estimation or compressed sensing (see Candes and Wakin 2008 for an introduction) has shown that applying \( \ell_2 \) regularisation or some other type of continuous shrinkage to weights is often not optimal when the true model is sparse. Early work by Tibshirani (1994) noted that in the context of high dimensional linear models where there are either a small number of
large or moderate sized effects, the performance of an $\ell_1$ penalised sparse estimator dominates that of the $\ell_2$ regularised estimator. Recent results have shown that $\ell_1$ penalised regression can optimally recover the true pattern of non-zero coefficients in high dimensional settings (Wainwright 2009) and that applying $\ell_1$ penalisation results in models with better out-of-sample predictive performance than $\ell_2$ penalisation (Ng 2004). Elsewhere, the problem of variable selection in clustering has recently been discussed by Witten and Tibshirani (2010) who take a principled $\ell_1$ minimization approach to $K$-means however they assume the same variables are important in each cluster.

In this section we present a variation of the PSC algorithm that builds on a sparse PCA model estimation procedure and as such allows each cluster to exist on a different, sparsely estimated subspace.

Following the strategy described by Shen and Huang (2008), sparse loading vectors can be obtained by imposing an $\ell_1$ penalty on the PCA objective function (4). When $R = 1$, this new optimisation problem become

$$
\min_{u,v} \| X - uv^\top \|_F^2 + \gamma \| v \|_1
\text{subject to } \| u \| = 1.
$$

(24)

where $\| A \|_F^2 = \text{Tr}(A^\top A)$ denotes the squared Frobenius norm and $\| v \|_1 = \sum_{j=1}^P |v_j|$ is the $\ell_1$ norm. This problem can be solved by first obtaining $u = u^{(1)}$ and $v = \sigma^{(1)} v^{(1)}$ where $u^{(1)}$, $v^{(1)}$ and $\sigma^{(1)}$ are the first left and right singular vectors and corresponding singular value computed from the SVD of $X$. A sparse solution is obtained by applying the following iterative soft thresholding procedure to the elements of $v$:

$$
v = \text{sgn} \left( X^\top u \right) \left( | X^\top u | - \gamma \right)_+ \quad \text{(25)}
$$

$$
u = \frac{Xv}{\| Xv \|} \quad \text{(26)}
$$

The updates Eqs. (25) and (26) are applied iteratively until the change in $v$ between iterations falls below some threshold. Subsequent sparse loadings can be found by deflating the data matrix and repeating the above steps as in Shen and Huang (2008). The complexity of this procedure when $R$ sparse principal components are required is $O(NPR)$, which keeps the computational burden relatively low.

A penalised version of the PSC algorithms is obtained by modifying the second step of the algorithm so that (20) is replaced accordingly; in the case of the first principal component, this amounts to solving

$$
\min_{\{v_1, \ldots, v_K\}} C(v_1, \ldots, v_K, C_1, \ldots, C_K)
\quad \text{subject to } \| v_k \|_1 \leq \gamma_k \text{ for } k = 1, \ldots, K
$$

(27)

where the parameter which controls the level of sparsity, $\gamma_k$, can in principle be different for each cluster. It can be seen that there are $K$ inequality constraints, one for each of
the subspaces. This sparse version of the PSC algorithm is detailed in Algorithm 1. Clearly, when the sparsity parameters are taken to be zero, we obtain the unpenalised version of the algorithm and no variable selection is performed.

**Input:** $X, K, R_k, y_k, C_k$, for $k = 1, \ldots, K$

**Output:** $\{C_1, \ldots, C_K\}, \{V_1, \ldots, V_K\}$

while not converged do

for $k = 1, \ldots, K$ do

// Compute the sparse subspace parameters

$X_k \leftarrow \{x_i\} \in \hat{C}_k$;

$[u^{(1)}, \sigma^{(1)}, v^{(1)}] \leftarrow \text{svd}(X_k, R)$;

for $r = 1, \ldots, R_k$ do

while change in $v^{(r)} > \text{tol}$ do

$v^{(r)} \leftarrow \text{sgn} (X^\top u^{(r)}) \left( |X^\top u^{(r)}| - \gamma \right)_+$;

$u^{(r)} \leftarrow X v^{(r)} \|X v^{(r)}\|$;

end

$X_k \leftarrow X_k - u^{(r)} v^{(r)^\top}$

end

$V_k \leftarrow [v^{(1)}, \ldots, v^{(R)}]$;

Compute PRESS, $J_k$;

for $i = 1, \ldots, N$ do

Compute predictive influence, $\pi_k(x_i; V)$;

end

end

// Assign points to clusters

for $i = 1, \ldots, N$ do

$C_k^{(\tau)} \leftarrow \left\{ i : \min_k \|\pi_k^{(\tau-1)}(x_i; V)\|^2 \right\}$.

end

// Check for convergence

if $\sum_{k=1}^K J_k^{(\tau)} - J_k^{(\tau-1)} > \text{tol}$ then

converged;

end

$\tau \leftarrow \tau + 1$;

end

Algorithm 1: The penalised PSC algorithm.

4.4 Model selection

Model selection in subspace clustering consists of learning both the number of clusters and the dimensionality of each subspace. Each one of these two problems is particularly challenging on its own. Since the PSC algorithm is a non-probabilistic one, traditional model selection techniques for learning the number of clusters such as the Bayesian Information Criterion and related methods do not apply. Moreover, it has already been noted that such methods, when can be used, do not always select optimal models that maximise clustering accuracy (Baek and McLachlan 2011).
In the subspace clustering literature, the problem of model selection is still in its infancy. A method called second order difference (SOD) has recently been proposed to determine the correct number of clusters (Zhang et al. 2010). The SOD method can be seen as an extension of the gap statistic originally proposed by Tibshirani et al. (2001), and works as follows. For each value of $K$ up to a maximum number of clusters, $K_{\text{max}}$, the cluster assignments and corresponding subspaces as in Eq. (1) are estimated. For each value of $K$, we compute the distance between points and subspaces within each cluster, as follows

$$W_K = \frac{1}{K} \sum_{k=1}^{K} \frac{1}{N_k} \sum_{i \in C_k} \|x_i - x_i V_k V_k^T\|^2.$$ 

The second derivative of the within-cluster residual error with respect to the number of clusters $K$ is approximated by

$$SOD(\log W_K) = \log W_{K-1} + \log W_{K+1} - 2 \log W_K,$$

and this quantity is used as a search criterion. The optimal number of clusters, $K^*$ is then chosen to be the value that maximises this criterion,

$$K^* = \max_K SOD(\log W_K).$$

This optimal choice corresponds to the point beyond which increasing the number of clusters has less effect on the within-cluster residual error.

Apart from the SOD method, our proposed PCA PRESS statistic Eq. (14) also naturally provides an alternative criterion for model selection. As with SOD, we initially assume that the dimensionality of each subspace is known, and is the same for all subspaces, so that $R_k = R$ for all $k$. Using a varying number of clusters up to a pre-determined maximum, $K_{\text{max}}$, we run the PSC algorithm and, for each $K$, record the corresponding value of the PCA PRESS statistic, that is $J_{\text{PCA}}^{(R)}(K)$. The optimal number of cluster is found as

$$K^* = \min_K J_{\text{PCA}}^{(R)}(K).$$

This approach is somewhat similar to SOD, however instead of measuring the within-cluster PCA residual error, which may suffer from over-fitting, we use the within cluster LOO cross-validation error, which negates the requirement to compute the second derivative with respect to $K$. The PCA PRESS is robust against over fitting and has been found to work generally well in our experiments presented in the next section.

The problem of learning the subspace dimensions $\{R_k\}_{k=1}^{K}$ has not been well studied in the subspace clustering literature, and is very much an open question. However, the PRESS has often been used to perform model selection in standard PCA, and seems to be well suited for this problem. With a given fixed $K$, at each generic iteration
of the PSC algorithm, we evaluate the PCA PRESS using all values of $R_k^{(\tau)}$ from one to a pre-determined maximum, $R_{max}$, and then select the set $\{R_k^{(\tau)}\}_1^K$ of subspace dimensions that minimises the PCA PRESS at that iteration.

Accurately performing model selection is dependent on setting $K_{max}$ and $R_{max}$ to be larger than the unknown true values of $K$ and $R$ respectively. In practice, we typically assume that the true value of $R$ is much smaller than $P$ and so we set $R_{max}$ accordingly. Since evaluating the PRESS for varying $R$ incurs little extra cost, setting $R_{max}$ much larger than the true $R$ is not problematic. However, since the entire cluster solution must be computed for each $K = 1, \ldots, K_{max}$, this can be computationally expensive if we set $K_{max}$ to be much larger than the true value of $K$. Some experimental results are reported in the next section.

Finally, an important feature of the PSC algorithm is its ability to estimate sparse PCA models. In order to obtain sparse models, we need to specify additional parameters $\{\gamma_k\}_1^K$ which control the number of variables to be retained within each cluster. This introduces further complications to the issue of model selection. In the context of sparse predictive modelling, it has often been observed that prediction-based methods such as the PRESS do not perform well for selecting the optimal sparsity parameter. Recently, subset resampling methods such as stability selection have shown promising results for accurately selecting regularisation parameters (Meinshausen and Bühlmann 2010). However, implementing such data resampling schemes within the PSC algorithm would be computationally prohibitive.

5 Simulation experiments

We start by presenting a number of simple simulation studies in low dimensions to illustrate the type of clusters that can be detected by the PSC algorithm, and compare the performance of the proposed algorithm to existing methods. Clusters of 100 data points were generated and, within each cluster, the points were distributed uniformly on a one, two and three-dimensional linear subspace embedded in a three-dimensional space. To define each subspace, we generated a set of $R_k$ orthonormal basis vectors, each of dimension $P = 3$, where each element was sampled from a standard normal distribution. For each cluster we then sampled 100 $R_k$-dimensional points from a uniform distribution which were then projected onto its corresponding subspace.

In particular, we present four simulation scenarios consisting of points which lie on: (a) two straight lines; (b) a straight line and a 2-D plane; (c) two 2-D planes; (d) a straight line, a 2-D plane and a 3-D sphere. A typical realisation of each scenario is illustrated in Fig. 2, and for each case we show the original data points in $P$ dimensions (left), the clustering assignments using $K$-means clustering in the original three-dimensional space (centre), and the clustering assignment using PSC (right). It can be noted that the subspaces always intersect so points belonging to different clusters will lie close to each other at these intersections. The $K$-means algorithm, which uses the Euclidean distance between points and has been applied directly to the three-dimensional observations, consistently fails to recover the true clusters, as expected in these cases. On the other hand, PSC correctly recovers both the true clusters and
Fig. 2  Four illustrations of data clusters existing in subspaces of $\mathbb{R}^3$ and the clusters recovered by two algorithms, K-means and the proposed PSC algorithm. In these examples PSC recovers the true cluster assignments and estimates the subspaces correctly.
the intrinsic dimensionality of the subspaces. Despite the simplicity of these initial illustrations, they highlight, in the ideal case, the benefits of subspace clustering.

A Monte Carlo simulation study was carried out to compare the performance of five competing clustering methods: the proposed PSC algorithm\(^1\), the \(K\)-means algorithm (as a benchmark), GPCA (Ma 2006), \(K\)-subspaces (Wang et al. 2009), SCC (Chen and Lerman 2008) and Mixture of Common t-Factor Analysers (MCtFA) (Baek and McLachlan 2011). These methods have been carefully chosen for the following reasons. \(K\)-subspaces closely resembles our algorithm however it uses the standard PCA objective function rather than our predictive influence to assign points to clusters. MCtFA is similar to mixtures of PPCA (which can be seen as a probabilistic extension of \(K\)-subspaces) however it uses a robust likelihood function and so should discourage overfitting in a similar manner to PSC. GPCA and SCC are examples of recently proposed state-of-the-art spectral clustering methods which are not based on PCA projections. In our studies, in order to make the comparisons fair, we provide each of these methods with the true number of clusters and the true dimensionality of each subspace. In addition to the four simulation settings considered above, we also considered an additional scenario, (e), consisting of four distinct subspaces: a 5-D hyperplane, 4-D hypersphere and two lines embedded in \(P = 200\) dimensions. The parameters of all five simulation scenarios are summarised in Table 1.

As previously noted, the computational complexity of PSC is \(O((K(N^2P + P^2N))\) per iteration, which implies that its complexity is also linear in the number of iterations. This is on the same order as \(K\)-subspaces. The complexity of MCtFA is not reported. It should be noted that \(K\)-means, \(K\)-subspaces and MCtFA are all iterative algorithms and have complexity linear in the number of iterations. GPCA has computational complexity which is exponential in \(P\) and \(N\) and SCC has complexity exponential in \(P\). Since the dimensionality of this scenario is large, in order to use the GPCA algorithm we must first perform PCA to reduce the dimensionality to \(p = 7\). Although this operation theoretically preserves the configuration of subspaces if the new dimensionality, \(p > R\), it has been observed (for example by Sim et al. 2012; Vidal 2011) that performing an initial global dimensionality reduction step can sometimes mask the clusters and so we elect not to perform this procedure unless necessary.

Results for this comparison are given in Table 2 which reports on the mean clustering accuracy over 100 Monte Carlo simulations. It can be seen that PSC achieves a consistently high clustering accuracy in all scenarios with a small standard error

---

\(^1\) Software available at http://www2.imperial.ac.uk/~gmontana/psc.htm
Table 2  Mean clustering accuracy for six competing clustering algorithms obtained by using five simulated (non-sparse) data sets over 100 Monte Carlo simulations

| Algorithm | Scenarios | a           | b           | c           | d           | e           |
|-----------|-----------|-------------|-------------|-------------|-------------|-------------|
| PSC       |           | 0.980 (0.095) | 0.999 (0.003) | 1.00 (0.000) | 0.942 (0.042) | 0.943 (0.089) |
| GPCA      |           | 0.846 (0.226) | 0.786 (0.199) | 0.921 (0.176) | 0.791 (0.088) | 0.837 (0.068) |
| $K$-means |           | 0.503 (0.010) | 0.525 (0.028) | 0.595 (0.097) | 0.635 (0.079) | 0.702 (0.034) |
| $K$-subspaces |   | 0.702 (0.132) | 0.804 (0.151) | 0.829 (0.149) | 0.766 (0.107) | 0.877 (0.076) |
| SCC       |           | 0.999 (0.004)* | 1.00 (0.000)* | 1.00 (0.000)† | 0.754 (0.079) | 0.893 (0.073) |
| MCtFA     |           | 0.812 (0.158) | 0.984 (0.071) | 0.883 (0.162) | 0.942 (0.118)† | 0.974 (0.049) |

Standard errors are reported in parenthesis. A (*) denotes a statistically significant ($p < 0.05$) improvement by a competing method over PSC. A (†) denotes there was no statistically significant difference between PSC and the competing method. Elsewhere PSC achieved a statistically significant improvement (reported in parenthesis). SCC also performs extremely well for scenarios (a)-(c) but does more poorly for (d) and (e). The adjusted rand index (ARI) for the same experiments is reported in Table 3. In this case, the relative difference in performance between PSC and two other subspace clustering algorithms, GPCA and $K$-subspaces, increases significantly; PSC compares favourably in all scenarios. As before, SCC also shows performance comparable to PSC for (a)-(c), but does less well in (d)-(e). As expected, $K$-means always performs poorly.

We tested the statistical significance of the difference between clustering accuracy achieved by PSC with the competing methods using an unpaired $t$ test which is given by the ratio of the difference between mean accuracies and the square-root of the sum of the corresponding variances normalised by $N$.

The improvement of PSC was statistically significant with $p$ value $< 0.05$ over most competing methods and simulation settings. SCC showed a statistically significant improvement over PSC in scenarios (a) and (b) with $p < 0.05$. These entries are denoted by (+) in Table 2. The entries denoted by (†) show where PSC did not achieve a statistically significant improvement over competing methods. The tests for statistical significant differences between the ARI achieved by PSC and competing methods yielded similar results.

Finally, we explored the performance of these algorithms on a more challenging set of artificial data. Firstly, compared to the previous examples, we increased the dimensionality of all datasets to $P = 200$. Secondly, in order to construct the low-dimensional subspaces, we generated sparse loading vectors where only 10 randomly chosen variables, out of 200, had non-zero coefficients, so that the remaining 190 variables do not contribute to clustering. Gaussian noise with zero-mean and variance 0.5 was added to each variable which implies that the points do not lie exactly on their respective subspaces but are perturbed by some distance determined by the noise variance. Each of the $R_k$ loading vectors in each cluster had the same number of non-zero elements, but the sparsity pattern in each vector was different. This data generating mechanism allows us to test the ability to estimate subspace parameters and simultaneously recover cluster assignments when there is a large number of noisy, irrelevant variables. Both the true level of sparsity and the true number of clusters...
Table 3  Mean ARI for 6 competing clustering algorithms obtained by using five simulated (non-sparse) data sets over 100 Monte Carlo simulations

| Algorithm | Scenarios | a      | b      | c      | d      | e      |
|-----------|-----------|--------|--------|--------|--------|--------|
| PSC       |           | 0.960  | 0.999  | 1.00   | 0.877  | 0.943  |
| GPCA      |           | 0.693  | 0.572  | 0.843  | 0.545  | 0.576  |
| K-means   |           | 0.007  | 0.055  | 0.190  | 0.198  | 0.213  |
| K-subspaces |         | 0.401  | 0.609  | 0.659  | 0.484  | 0.687  |
| SCC       |           | 0.998  | 1.00   | 1.00   | 0.454  | 0.719  |
| MCIWA     |           | 0.625  | 0.966  | 0.767  | 0.879  | 0.936  |

Standard errors are reported in parenthesis. A (*) denotes a statistically significant ($p < 0.05$) improvement by a competing method over PSC. A (†) denotes there was no statistically significant difference between PSC and the competing method. Elsewhere PSC achieved a statistically significant improvement.

Table 4  Mean clustering accuracy for six competing clustering algorithms obtained by using five simulated (sparse) data sets over 100 Monte Carlo simulations

| Algorithm | Scenarios | a      | b      | c      | d      | e      |
|-----------|-----------|--------|--------|--------|--------|--------|
| PSC—10 vars |         | 0.776  | 0.887  | 0.941  | 0.781  | 0.812  |
| PSC—100 vars |       | 0.731  | 0.740  | 0.549  | 0.781  | 0.812  |
| PSC—P vars   |         | 0.643  | 0.708  | 0.533  | 0.680  | 0.712  |
| GPCA        |           | 0.500  | 0.500  | 0.524  | 0.634  | 0.711  |
| SKM—10 vars  |         | 0.575  | 0.667  | 0.787  | 0.590  | 0.637  |
| K-subspaces  |         | 0.499  | 0.499  | 0.498  | 0.560  | 0.632  |
| SCC         |           | 0.607  | 0.729  | 0.832  | 0.612  | 0.733  |
| MCIWA       |           | 0.596  | 0.650  | 0.673  | 0.574  | 0.663  |

Standard errors are reported in parentheses. PSC with 10 variables achieved a statistically significant ($p < 0.05$) improvement over all competing methods.

are assumed known. For this test case, we compared the performance of PSC using three different levels of sparsity: 10 (correct sparsity), 100 and 200 (no sparsity). We compare to all of the previous methods but replace $K$-means with Sparse $K$-means (SKM), which is also able to perform sparse clustering (Witten and Tibshirani 2010), using the correct sparsity level. Since it performs global dimensionality reduction, SKM assumes that all clusters are well separated geometrically on the same low-dimensional subspace.

Table 4 shows the mean clustering accuracy over 100 Monte Carlo simulations. When the correct number of informative variables is used, PSC obtains the highest clustering accuracy out of all methods in all scenarios. This is not surprising though, given that the other algorithms to do have any built-in variable selection mechanisms. Amongst the other subspace clustering algorithms, SCC achieves the best results in all scenarios. The unpenalised version of PSC and SCC are directly comparable in this context, and they both achieve similar performances overall, which SCC performing
Table 5  Mean ARI for 6 competing clustering algorithms obtained by using five simulated (sparse) data sets over 100 Monte Carlo simulations

| Algorithm     | Scenarios |       |       |       |       |
|---------------|-----------|-------|-------|-------|-------|
|               | a         | b     | c     | d     | e     |
| PSC—10 vars   | 0.551 (0.135) | 0.774 (0.116) | 0.883 (0.069) | 0.509 (0.098) | 0.509 (0.085) |
| PSC—100 vars  | 0.394 (0.221) | 0.416 (0.321) | 0.099 (0.122) | 0.389 (0.108) | 0.277 (0.086) |
| PSC—P vars    | 0.287 (0.277) | 0.415 (0.318) | 0.034 (0.099) | 0.339 (0.174) | 0.196 (0.073) |
| GPCA          | 0.096 (0.033) | 0.099 (0.034) | 0.132 (0.0033) | 0.174 (0.077) | 0.232 (0.043) |
| SKM—10 vars   | 0.151 (0.163) | 0.335 (0.275) | 0.575 (0.292) | 0.080 (0.057) | 0.076 (0.052) |
| $K$-subspaces | 0.002 (0.009) | 0.003 (0.009) | 0.004 (0.009) | 0.006 (0.014) | 0.015 (0.013) |
| SCC           | 0.213 (0.156) | 0.457 (0.182) | 0.663 (0.134) | 0.134 (0.071) | 0.290 (0.091) |
| MCIcFA        | 0.194 (0.229) | 0.303 (0.311) | 0.347 (0.320) | 0.159 (0.135) | 0.284 (0.159) |

Standard errors are reported in parenthesis. PSC with 10 variables achieved a statistically significant ($p < 0.05$) improvement over all competing methods.

Table 6  Performance of PSC used jointly with SOD and the PRESS criterion for learning the number of clusters, $K$

| Algorithm     | Scenarios |       |       |       |       |
|---------------|-----------|-------|-------|-------|-------|
|               | a         | b     | c     | d     | e     |
| SOD—only $K$  | 0.86      | 0.66  | 0.90  | 0.45  | 0.35  |
| PRESS—only $K$| 0.89      | 1.0   | 0.96  | 0.62  | 0.70  |
| PRESS—both $K$ and $R_k$ | 0.73 | 0.84 | 0.91 | 0.60 | 0.51 |

Reported here is the proportion of times the correct $K$ was selected across 100 Monte Carlo simulations. The description of the five data sets is in the text.

very well for scenario (c). Clearly, when the incorrect number of variables are selected by PSC, its performance decreases. Importantly, PSC performs better than Sparse $K$-means which underlies the importance of performing variable selection in each subspace separately since different variables may be important in each clusters. As we also expect, the performance of PSC degrades as the dimensionality of the subspaces increases. This is due to the constraint that basis vectors of each subspace must be mutually orthonormal. Therefore, if the incorrect sparsity pattern is estimated in the first loading, all subsequent loadings are also likely to be estimated incorrectly. However, since PSC still performs better than all other algorithms in settings (d) and (e) when some sparsity is imposed, this further highlights the benefit of estimating the underlying subspaces using only the truly important variables.

We repeated the unpaired $t$ test to compare the clustering accuracy and ARI of PSC with the competing methods. We found that when selecting the correct number of variables, the improvement of PSC over all other competing methods in all simulation settings for both accuracy and ARI was statistically significant with $p$ value $< 0.0001$.

The mean adjusted rand index reported in Table 5 further highlights that this particular setting is particularly challenging for all the algorithms. Here the degradation in performance of PSC when the wrong number of variables are selected appears more
clearly. Without sparsity, PSC performs better than other methods in scenarios (a) and (d) and competitively with SCC in (b) and (e). Scenario (c) is particularly challenging and in this case both PSC without any sparsity and K-subspaces perform quite poorly. Here the discriminative subspaces consist of two planes which are corrupted by noise and there is a high degree of overlap between them; moreover, they can only be identified by those 10 relevant variables. However, imposing sparsity in the solution helps PSC identify the correct variables, which in turn produces the best ARI. This scenario highlights one of the main limitations of the unpenalised PSC algorithm which have been overcome by its penalised version.

Finally, we tested the ability of the PSC algorithm to perform model selection as described in Sect. 4.4 using the same sparse simulated data as described previously. In these experiments we set \( R_{max} = 6 \) and \( K_{max} = 5 \) for both the PRESS and the SOD methods. Table 6 shows the number of times that the correct \( K \) was selected, in each one of the five scenarios, over 100 Monte Carlo simulations. Both the PRESS and SOD methods were used to learn the number of clusters. As can be seen in the Table, the PRESS achieves a good performance in the selection of \( K \) in the first three scenarios, and its performance decreases when the data contain more clusters. SOD performs similarly in scenarios (a) and (c); however, for all other scenarios, it performs relatively poorly. The bottom row in Table 6 shows the performance obtained in learning \( K \) when the dimensionality \( R_k \) is also learned using the PRESS. Although learning both the dimension of all subspaces and the number of clusters is a more difficult problem, the PRESS still provides satisfactory results. Remarkably, in this more difficult setting, the PRESS is still competitive or even superior than SOD in many scenarios. Some degradation in performance can be explained by the presence of noise causing the algorithm to mistakenly identify 1-dimensional subspaces as 2-dimensional. This is particularly important in setting (a) where the SOD method performs well.

6 Applications to genomic data sets

In order to test the proposed method on real data sets, we applied it to clustering biological samples in six publicly available gene expression datasets. DNA microarrays measure levels of thousands of mRNAs. PCA is routinely used for the analysis and visualisation of these biological measurements because the expression levels of tens of hundreds of genes in samples drawn from the same underlying population are often observed to be highly correlated (Ringnr 2008). The individual datasets used for our experiments have been obtained in a preprocessed form from the MIT Broad institute.\(^2\) In each of the datasets, the different classes correspond to different tumour or tissue types relating to different cancers. Each data set is characterised by the number of clusters, ranging from 3 to 13, the sample size, \( N \), and the number of genes, \( P \). A summary of these features is reported in Table 7.

The preprocessing procedure described in Monti et al. (2003) is reported here for completeness. For a given class \( k \), a class membership vector \( c_k \) is constructed where \( c_{i,k} = 1 \) if sample \( i \) is in class \( k \) and \( c_{i,k} = -1 \) otherwise. This vector is then randomly

\(^2\) http://www.broadinstitute.org/cgi-bin/cancer/datasets.cgi
Table 7  Six gene expression data sets

| Dataset                                | K | N  | P  |
|----------------------------------------|---|----|----|
| Leukemia (Golub et al. 1999)           | 3 | 38 | 999|
| CNS tumors (Pomeroy et al. 2001)       | 5 | 48 | 1000|
| Normal tissues (Ramaswamy et al. 2001) | 13| 99 | 1277|
| St. Jude leukemia (Yeoh et al. 2002)   | 6 | 248| 985 |
| Lung cancer (Bhattacharjee et al. 2001)| 4 | 197| 1000|
| Novartis multi-tissue (Su et al. 2002) | 4 | 103| 1000|

permuted so that a new vector $c'_k$ is obtained and the correlation of each gene with the genes in class $k$ according to $c_k$ and $c'_k$ is measured. This is repeated 100 times with different random permutations. A $p$ value is obtained which can be interpreted as follows: a gene with a $p$ value of 0.05 is more correlated with the true class $c_k$ rather than the permuted class $c'_k$ 95% of the time. The genes where $p < 0.05$ are retained and the permutation test is repeated for all classes $k = 1, \ldots, K$. Similar preprocessing steps to reduce the number of features is common for gene expression datasets before performing cluster analysis (see, for example Baek and McLachlan 2011; The Cancer Genome Atlas Research Network 2011).

We compared the clustering performance obtained by PSC against the other state-of-art subspace clustering algorithms that were tested on simulated data sets. Of all the algorithms considered, both Mixture of Common t-Factor Analysers (MCtFA) and Sparse $K$-means (SKM) have been previously applied to clustering gene expression data, and SKM in particular is able to perform gene selection. The PSC algorithm was run using up to 3 latent factors, and 5 different levels of sparsity, where the number of selected genes is between 10 and $P$. Clearly, when $P$ genes are selected, no sparse solutions are imposed. The SKM algorithm is run using the same levels of sparsity and, even in this case, selecting $P$ variables is equivalent to standard $K$-means. For $K$-subspaces and SKM we use 50 random restarts and take the cluster configuration which minimises the within cluster sum of squares. SCC is run 50 times, each time using up to $R = 3$ dimensions and take the mean result. MCtFA is run with 50 restarts, the results which minimise the negative log likelihood are taken as final.

In Tables 8 and 9 we report on the clustering accuracy and Adjusted Rand Index (ARI), respectively. Highlighted in each column is the best performance attained for each method. The PSC algorithm without sparsity and with two latent factors achieves a good clustering accuracy on all but one of the datasets indicating that samples belonging to different clusters can be well approximated by a two-dimensional linear subspace; these results also confirm that PSC is able to estimate this subspace accurately in high-dimensions. It can be seen that in all cases, maximum clustering accuracy can be achieved when some degree of sparsity is imposed. When $R = 1$, the best solution is achieved when 50 or fewer variables have been selected. For larger values of $R$, the best solution occurs when 100 or fewer variables have been selected. For all values of $R$, the non-sparse PSC algorithm never outperforms the best sparse PSC, which indicates that a certain number of genes in these data sets have a small contribution towards the determination of the various clusters.
It is important to observe that standard (non-penalised) $K$-means performs almost equivalently to PSC on datasets 1 and 3 indicating that these clusters are well separated geometrically. However, as the level of sparsity is increased, the accuracy of $K$-means typically decreases. This is because the sparsity is estimated using all samples and selected genes are necessarily present in all clusters. PSC achieves better performance...
Table 9 Mean ARI of competing clustering algorithms on the six gene expression datasets described in Table 7

| Algorithm       | Data set | 1   | 2   | 3   | 4   | 5   | 6   |
|-----------------|----------|-----|-----|-----|-----|-----|-----|
| PSC (1)         | 10       | 0.911 | 0.778 | 0.400 | 0.909 | 0.844 | 0.874 |
|                 | 50       | **0.919** | 0.772 | **0.586** | 0.850 | 0.776 | 0.849 |
|                 | 100      | 0.860 | 0.655 | 0.507 | 0.841 | 0.712 | 0.739 |
|                 | 500      | 0.819 | 0.578 | 0.407 | 0.619 | 0.424 | 0.612 |
| P               | 0.698    | 0.460 | 0.434 | 0.636 | 0.401 | 0.547 |      |
| PSC (2)         | 10       | 0.911 | 0.697 | 0.495 | 0.889 | 0.634 | **0.973** |
|                 | 50       | **1.000** | **0.732** | **0.542** | 0.881 | 0.681 | 0.946 |
|                 | 100      | 1.000 | 0.667 | 0.466 | **0.906** | **0.735** | 0.946 |
|                 | 500      | 1.000 | 0.577 | 0.440 | 0.849 | 0.441 | 0.946 |
| P               | 1.000    | 0.673 | 0.493 | 0.885 | 0.639 | 0.946 |      |
| PSC (3)         | 10       | 0.911 | 0.675 | 0.038 | 0.888 | 0.719 | **0.973** |
|                 | 50       | **1.000** | 0.570 | 0.370 | 0.907 | 0.693 | 0.973 |
|                 | 100      | 0.959 | 0.613 | **0.496** | **0.942** | **0.731** | 0.973 |
|                 | 500      | 0.963 | 0.533 | 0.293 | 0.917 | 0.637 | 0.973 |
| P               | 0.923    | 0.548 | 0.131 | 0.865 | 0.488 | 0.973 |      |
| Sparse K-means  | 10       | 0.605 | 0.128 | 0.236 | 0.342 | 0.115 | **0.426** |
|                 | 50       | 0.685 | 0.203 | 0.379 | 0.345 | 0.176 | 0.421 |
|                 | 100      | 0.749 | **0.212** | 0.435 | **0.355** | 0.176 | 0.421 |
|                 | 500      | **0.911** | 0.212 | **0.457** | 0.348 | **0.181** | 0.421 |
| P               | 0.911    | 0.212 | 0.455 | 0.348 | 0.181 | 0.421 |      |
| K-subspaces (1) |          | **0.824** | **0.424** | **0.682** | **0.803** | **0.333** | **0.544** |
| K-subspaces (2) |          | 0.320 | 0.269 | 0.490 | 0.431 | 0.205 | 0.356 |
| K-subspaces (3) |          | 0.030 | 0.141 | 0.289 | 0.295 | 0.140 | 0.248 |
| SCC (1)         |          | 0.291 | 0.302 | 0.173 | 0.579 | **0.215** | 0.717 |
| SCC (2)         |          | 0.289 | 0.299 | 0.183 | **0.581** | 0.210 | **0.730** |
| SCC (3)         |          | **0.310** | **0.316** | **0.193** | 0.571 | 0.203 | 0.705 |
| MClFA (1)       |          | 0.367 | 0.226 | 0.034 | 0.708 | 0.149 | 0.429 |
| MClFA (2)       |          | **0.830** | **0.317** | 0.055 | **0.809** | 0.598 | **0.921** |
| MClFA (3)       |          | 0.748 | 0.213 | **0.085** | 0.759 | **0.844** | 0.899 |
| GPCA (1)        |          | **0.692** | **0.540** | **0.451** | **0.725** | **0.181** | **0.514** |
| GPCA (2)        |          | 0.607 | 0.373 | 0.339 | 0.424 | 0.143 | 0.261 |
| GPCA (3)        |          | 0.112 | 0.087 | 0.09  | 0.318 | 0.133 | 0.372 |

Bold values indicate the optimal value attained for a particular method for a range of parameter values.

because it selects the important genes within each cluster individually. Compared to K-means, SCC achieves a greater clustering accuracy on all but datasets 1 and 3. Increasing the dimensionality of the subspaces does not greatly affect the clustering accuracy. The large difference in clustering performance on dataset 1 between SCC and PSC seems to suggest that PSC may perform better in higher dimensions.
Table 10  Real versus learned number of data clusters obtained by PSC with the PRESS using only the first principal component on the six gene expression data sets

| Dataset | Real K | Estimated K |
|---------|--------|-------------|
| 1       | 3      | 3           |
| 2       | 5      | 5           |
| 3       | 13     | 6           |
| 4       | 6      | 5           |
| 5       | 4      | 5           |
| 6       | 4      | 4           |

When one a one-dimensional subspace is extracted, \(K\)-subspaces achieves a good clustering accuracy and outperforms standard PSC on datasets 1, 3 and 4. However, on these datasets, \(K\)-subspaces is also extremely sensitive to the number of dimensions. In all cases, the clustering performance decreases monotonically when the number of dimensions is increased, which makes the problem of selecting the best model particularly difficult. GPCA displays similar performance to \(K\)-subspaces, whereas MCtFA typically performs worse than PSC for all values of \(R\). However for \(R > 1\), MCtFA performs equivalently to PSC on datasets 4, 5 and 6.

The effect of changing the number of latent factors in PSC, SCC, MCtFA and GPCA can also be compared. For SCC, the effect on the clustering accuracy of changing \(R\) is typically not large. However, for PSC and MCtFA, the effect of changing the subspace dimensionality generally varies between datasets and is non-monotonic. This non-monotonic behaviour was also observed by Baek and McLachlan (2011) for values of up to \(R = 10\). As noted before, this makes model selection particularly challenging. It could be argued that, for some datasets, increasing the number of latent factors beyond three might be helpful for some algorithms; although this may be the case, increasing the number of latent factors in each cluster requires the estimation of a much larger set of parameters, and this seems unnecessary in light of the good performance of PSC, GPCA and \(K\)-subspaces with only a few latent factors. As the number latent factors increases, we also observe that the performance of GPCA decreases. The corresponding results using ARI as a performance measure highlights a larger disparity between competing methods and PSC, in support for the latter. In particular, the results suggest that these other methods may miss smaller clusters. This is particularly evident in dataset 3 which is especially challenging due to the presence of 13 clusters of varying sizes.

We also attempted to learn the number of clusters in the six gene expression datasets using the PRESS based method described in Sect. 4.4 by setting \(R = 1\), selecting 10 variables and setting \(K_{max} = 15\) for dataset 3 and \(K_{max} = 10\) for the other datasets. The results are reported in Table 10. It can be seen that the PRESS is able to correctly identify the true number of clusters in three of the datasets. In datasets 4 and 5 the number of clusters is underestimated by one. However, the PRESS is unable to correctly identify the true number of clusters in dataset 3. This is perhaps not surprising since as noted in Ramaswamy et al. (2001) and Monti et al. (2003) several of the clusters are not well separated and models with larger \(K\) are penalised by the PRESS. Therefore the algorithm settles on a value which is almost half of the true \(K\) which suggests that groups of two less well separated clusters are collapsed into a single cluster.
7 Conclusion

In this work we have introduced an efficient approach to subspace clustering for high-dimensional data. Our algorithm relies on a new measure of influence for PCA, derived from an approximated PCA PRESS statistic, which can also be used in other applications unrelated to clustering to detect influential observations. Compared to our initial work in McWilliams and Montana (2011), here we have presented the relevant methodology in much greater detail, along with a number of extensions and additional empirical evaluations, including a proof of convergence of the PSC algorithm.

A penalised version of the algorithm has also been introduced that can perform simultaneous subspace clustering and variable selection. For high-dimensional data, penalising the PCA solution in this way aids in the interpretability of the resulting partitions by identifying which variables contribute to each latent factor, and therefore which variables are important for explaining the directions of maximal variability in the data. Although the problem of variable selection in clustering has been discussed before (see, for instance, Witten and Tibshirani 2010), we are not aware of other subspace clustering algorithms which estimate sparse linear subspace parameters. Furthermore, more structured penalties could be used instead of the simple \(\ell_1\) penalty (Friedman et al. 2007). For instance, non-negative cluster-wise parameters may be more appropriate in some situations Witten (2010).

Extensive simulation experiments have been presented here that compare a number of subspace clustering algorithms. For these experiments, we have selected challenging scenarios in which the data within each cluster have low-dimensional representations that need to be identified, including the case where these representations are sparse. Our results indicate PSC is particularly competitive in a wide range of situations. Apart from comparisons on artificially constructed data, we have also tested whether a subspace approach is beneficial in clustering biological samples for which a thousand gene expression levels have been measured. Our empirical evaluation using six different publicly available data sets suggest that, although the clusters in some data sets might be discovered using more traditional algorithms that exploits geometric structures, subspace clustering is very useful in many other datasets due to the fact that gene expressions levels within each cluster can be approximated well by a few principal components. In our experiments, PSC always appears to be very competitive. In particular, when the underlying subspaces are assumed to be sparse, the \(\ell_1\) penalised version of PSC consistently out-performs the competition which apply

- no regularisation (SCC, \(K\)-subspaces, GPCA),
- the wrong type of regularisation (MCTFA), or
- the wrong type of sparsity (sparse \(K\)-means enforces a globally sparse solution for all clusters).

These comparisons convincingly demonstrates the importance of applying a regularisation scheme consistent with the underlying sparse subspace assumption.

Apart from gene expression data, the PSC algorithm had been previously shown to perform particularly well in clustering digital images of human faces collected under different lighting conditions for which a cluster-wise PCA reconstruction is also appropriate McWilliams and Montana (2011).
The PSC algorithm maintains some similarity to the $K$-subspaces algorithm. As with $K$-subspaces, we iteratively fit cluster-wise PCA models and reassign points to clusters until a certain optimality condition is met. However, rather than trying to minimise the residuals under the individual PCA models, we introduce an objective function that exploits the predictive nature of PCA in a way that makes it particularly robust against overfitting. Along with the PRESS statistic, the PSC is able to learn both the number of clusters and the dimensionality of each subspace, although this is a particularly difficult problem and more investigation is required. The difficult issue of selecting the correct level of sparsity within each subspace will also be explored in further work.

Another interesting avenue of future research is to investigate other applications of the predictive influence function in the context of robust PCA (see, for example, Delannay et al. 2008). There are two different ways in which the predictive influence can be used to achieve a robust PCA estimate. Firstly, we could fit a standard PCA model and evaluate the predictive influence of all points. Those points which exhibit a large predictive influence, above some threshold, could be discounted and a new PCA model free of outliers could be estimated. Alternatively, by directly optimising the predictive influence rather than the PCA objective function the contribution of influential observations to the subspace are downweighted. Therefore the resulting subspace could be viewed as a type of robust PCA.
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**Appendix 1: Derivation of predictive influence**

Using the chain rule, the gradient of the PRESS for a single latent factor is

$$
\frac{\partial J^{(1)}}{\partial x_i} = \frac{1}{2} \frac{\partial}{\partial x_i} \|e^{(1)}_{-i}\|^2 = \frac{1}{2} e^{(1)}_{-i} \frac{\partial}{\partial x_i} e^{(1)}_{-i}.
$$

For notational convenience we drop the superscript in the following. Using the quotient rule, the partial derivative of the $i$th leave-one-out error has the following form

$$
\frac{\partial}{\partial x_i} e_{-i} = \frac{\partial}{\partial x_i} e_{i}(1 - h_i) + e_{i} \frac{\partial h_i}{\partial x_i} (1 - h_i)^2
$$

which depends on the partial derivatives of the $i$th reconstruction error and the $h_i$ quantities with respect to the observation $x_i$. The computation of these two partial derivatives are straightforward and are, respectively

$$
\frac{\partial}{\partial x_i} e_{i} = \frac{\partial}{\partial x_i} \left( I_P - vv^\top \right) = \left( I_P - vv^\top \right),
$$
and
\[ \frac{\partial}{\partial x_i} h_i = \frac{\partial}{\partial x_i} x_i v D v^\top x_i^\top = 2v D d_i. \]

The derivative of the PRESS, \( J \) with respect to \( x_i \) is then
\[ \frac{1}{2} \frac{\partial}{\partial x_i} \| e_{-i} \|^2 = e_{-i} \frac{\partial}{\partial x_i} e_{-i} = e_{-i} \frac{(I_P - vv^\top)(1 - h_i) + 2e_i v D d_i}{(1 - h_i)^2}. \] (28)

However, examining the second term in the sum, \( e_i v D d_i \), we notice
\[ e_i v D d_i = (x_i - x_i vv^\top) v D d_i = x_i v D d_i - x_i v v^\top v D d_i = 0. \]

Substituting this result back in Eq. (28), the gradient of the PRESS for a single PCA component with respect to \( x_i \) is given by
\[ \frac{1}{2} \frac{\partial}{\partial x_i} \| e_{-i} \|^2 = e_{-i} \frac{(I_P - vv^\top)(1 - h_i)}{(1 - h_i)^2} = e_{-i} \frac{(I_P - vv^\top)}{(1 - h_i)}. \]

In the general case for \( R > 1 \), the final expression for the predictive influence \( \pi(x_i; V) \in \mathbb{R}^{P \times 1} \) of a point \( x_i \) under a PCA model then has the following form:
\[ \pi(x_i; V) = e_{-i}^{(R)} \left( \sum_{r=1}^{R} \frac{(I_P - v^{(r)}v^{(r)^\top})(1 - h_i^{(r)})}{(1 - h_i^{(r)})} - (R - 1) \right). \]

Appendix 2: Proof of Lemma 1

From Appendix 1, for \( R = 1 \), the predictive influence of a point \( \pi(x_i; v) \) is
\[ \pi(x_i; v) = \frac{e_i}{(1 - h_i)^2} \] (29)

This is simply the \( i \)th leave-one-out error scaled by \( 1 - h_i \). If we define a diagonal matrix \( \Xi \in \mathbb{R}^{N \times N} \) with diagonal entries \( \Xi_i = (1 - h_i)^2 \), we can define a matrix \( \Pi \in \mathbb{R}^{N \times P} \) whose rows are the predictive influences, \( \Pi = [\pi(x_1; v)^\top, \ldots, \pi(x_N; v)^\top]^\top \). This matrix has the form
\[ \Pi = \Xi^{-1} \left( X - X vv^\top \right). \]

Now, solving (21) is equivalent to minimising the squared Frobenius norm,
\[ \min_v \text{Tr} \left( (X - X vv^\top)^\top \Xi^{-2} (X - X vv^\top) \right) \]
subject to \( \| v \| = 1. \) (30)

\( \circledast \) Springer
Expanding the terms within the trace we obtain

\[
\text{Tr}\left( (X - Xvv^T)^\top \Xi^{-2} (X - Xvv^T) \right) = \text{Tr}\left( X^\top \Xi^{-2} X \right) - 2\text{Tr}\left( vv^T X^\top \Xi^{-2} X \right) + \text{Tr}\left( vv^T X^\top \Xi^{-2} X vv^T \right).
\]

By the properties of the trace, the following equalities hold

\[
\text{Tr}\left( vv^T X^\top \Xi^{-2} X \right) = v^\top X^\top \Xi^{-2} X v,
\]

and

\[
\text{Tr}\left( vv^T X^\top \Xi^{-2} X vv^T \right) = \text{Tr}\left( \Xi^{-1} X vv^T vv^\top X^\top \Xi^{-1} \right) = v^\top X^\top \Xi^{-2} X v,
\]

since \( \Xi \) is diagonal and \( v^\top v = 1 \). Therefore, (30) is equivalent to

\[
\min_v \text{Tr}X^\top \Xi^{-2} X - v^\top X^\top \Xi^{-2} X v,
\]

subject to \( \|v\| = 1 \). (31)

It can be seen that under this constraint, (31) is minimised when \( v^\top X^\top \Xi^{-2} X v \) is maximised which, for a fixed \( \Xi \) is achieved when \( v \) is the eigenvector corresponding to the largest eigenvalue of \( X^\top \Xi^{-2} X \).

Appendix 3: Proof of Lemma 2

In this section we provide a proof of Lemma 2 As an additional consequence of this proof, we develop an upper bound for the approximation error which can be shown to depend on the leverage terms. We derive this result for a single cluster, \( C^{(\tau)} \) however it holds for all clusters.

We represent the assignment of points \( i = 1, \ldots, N \) to a cluster, \( C^{(\tau)} \) using a binary valued diagonal matrix \( A \) whose diagonal entries are given by

\[
A_i = \begin{cases} 
1, & \text{if } i \in C^{(\tau)} \\
0, & \text{otherwise},
\end{cases}
\]

where \( \text{Tr}(A) = N_k \). We have shown in Lemma 1 that for a given cluster assignment, the parameters which optimise the objective function can be estimated by computing the SVD of the matrix

\[
\sum_{i \in C_k^{(\tau)}} x_i^\top \Xi^{-2} x_i = X^\top \Xi^{-2} A X,
\]

(33)
within each cluster where the $i$th diagonal element of $\Xi$ is $\Xi_i = (1 - h_i)^2 \leq 1$, so that $\Xi_i^{-2} \geq 1$. We can then represent $\Xi^{-2} = I_N + \Phi$ where $\Phi \in \mathbb{R}^{n \times n}$ is a diagonal matrix with entries $\Phi_i = \phi_i \geq 0$. Now, we can represent Eq. (33) at the next iteration as

$$M = X^\top(A(I_N + \Phi))X.$$  \hfill (34)

We can quantify the difference between the optimal parameter, $v^*$ obtained by solving (22) using $M$ and the new PCA parameter estimated at iteration $\tau + 1$, $v^{(\tau)}$ as,

$$E(S^*, S^{(\tau)}) = v^* \top M^{(\tau)} v^* - v^{(\tau)} \top X^\top AX v^{(\tau)},$$

where $v^{(\tau)}$ is obtained through the SVD of $X^\top AX$. We can express $E(S^*, S^{(\tau)})$ in terms of the spectral norm of $M$. Since the spectral norm of a matrix is equivalent to its largest singular value, we have $v^{(\tau)} \top X^\top AX v^{(\tau)} = \|X^\top AX\|$. Since $\Phi$ is a diagonal matrix, its spectral norm, $\|\Phi\| = \max(\Phi)$. Similarly, $A$ is a diagonal matrix with binary valued entries, so $\|A\| = 1$.

$$E(S^*, S^{(\tau)}) \leq \|M - X^\top AX\| = \|X^\top A\Phi X\| \leq \max(\Phi) \|X^\top X\|. \hfill (35)$$

Where the triangle and Cauchy-Schwarz inequalities have been used. In a similar way, we now quantify the difference between the optimal parameter and the old PCA parameter $v^{(\tau-1)}$,

$$E(S^*, S^{(\tau-1)}) = v^* \top M v^* - v^{(\tau-1)} \top X^\top AX v^{(\tau-1)}.$$

Since $v^{(\tau)}$ is the principal eigenvector of $X^\top AX$, by definition, $v^{(\tau)} \top X^\top AX v^{(\tau)}$ is maximised, therefore we can represent the difference between the new parameters and the old parameters as

$$E(S^{(\tau)}, S^{(\tau-1)}) = v^{(\tau)} \top X^\top AX v^{(\tau)} - v^{(\tau-1)} \top X^\top AX v^{(\tau-1)} \geq 0.$$

Using this quantity, we can express $E(S^*, S^{(\tau-1)})$ as

$$E(S^*, S^{(\tau-1)}) \leq \|M\| - v^{(\tau-1)} \top X^\top AX v^{(\tau-1)} \leq \|X^\top \Phi AX\| + \|X^\top AX\| - v^{(\tau-1)} \top X^\top AX v^{(\tau-1)} \leq \max(\Phi) \|X^\top X\| + E(S^{(\tau)}, S^{(\tau-1)}), \hfill (36)$$
From (36) and (35) it is clear that

\[ E(S^*, S^{(\tau)}) \leq E(S^*, S^{(\tau-1)}). \]  

(37)

This proves Lemma 2.

The inequality in (37) implies that estimating the SVD using \( X^TAX \) obtains PCA parameters which are closer to the optimal values than those obtained at the previous iteration. Therefore, estimating a new PCA model after each cluster re-assignment step never increases the objective function. Furthermore, as the recovered clustering becomes more accurate, by definition there are fewer influential observations within each cluster. This implies that max(\( \Phi \)) → 0, and so \( E(S^*, S^{(\tau)}) \) → 0.
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