Theory, simulations and the design of functionalized nanoparticles for biomedical applications: A Soft Matter Perspective

Stefano Angioletti-Uberti\textsuperscript{1,2}

Functionalised nanoparticles for biomedical applications represents an incredibly exciting and rapidly growing field of research. Considering the complexity of the nano–bio interface, an important question is to what extent can theory and simulations be used to study these systems in a realistic, meaningful way. In this review, we will argue for a positive answer to this question. Approaching the issue from a “Soft Matter” perspective, we will consider those properties of functionalised nanoparticles that can be captured within a classical description. We will thus not concentrate on optical and electronic properties, but rather on the way nanoparticles’ interactions with the biological environment can be tuned by functionalising their surface and exploited in different contexts relevant to applications. In particular, we wish to provide a critical overview of theoretical and computational coarse-grained models, developed to describe these interactions and present to the readers some of the latest results in this fascinating area of research.

npj Computational Materials (2017)3:48; doi:10.1038/s41524-017-0050-y

INTRODUCTION

When thinking about nanoparticles’ striking behaviour, what often comes to mind are their optical, electronic, or catalytic properties. These properties are due to the sensitivity of the electronic structure at this peculiar length-scale, in-between that of molecules and bulk, macro-scale objects. In practice, understanding and rationalising these properties requires making sense of quantum effects. This can be done to various degrees of approximation, ranging from highly accurate quantum chemistry techniques\textsuperscript{1} to density functional theory\textsuperscript{2} or simplified tight-binding models.\textsuperscript{3}

Crucially, the nanoscale is also the length-scale of some of the most important biological constructs. Proteins, the workhorse of our body, have dimensions from a few to a few tens of nanometres.\textsuperscript{4} In many cases, these proteins are functional when assembled into larger, but still nanoscale objects, such as enzymes or antibodies. Viruses are another important example of a “biological” object with nanoscale dimension. The first step of their interaction with a host cell is their attachment to the cell membrane, a complex object made of various nanoscale structures, such as the lipid bilayer, ion channels, membrane proteins, and lipid rafts, just to cite a few. We make these examples to suggest, certainly not for the first time,\textsuperscript{5} that understanding interactions between nanoscale objects opens up the door to controlling and designing the way nanotechnology can be interfaced with our body. In other words, it is a crucial step towards the rational design of nanoparticles-based biomedical applications.

An archetypal example of a biomedical application where nanoparticles can be of great impact is that of drug-delivery, a problem where relatively “simple”, or better said, coarse-grained models have lead to important advancements in our understanding. Such models can be used not only to make sense of the vast amount of available experimental results, but also to suggest design principles for the synthesis of new systems. It is the scope of this review to present some of these models in a critical way, with the purpose to give the reader a sense of what they really describe, and hence when their use is appropriate. We also immediately point out that we do not aim here to be comprehensive, and various important works will be missed. We hope we will be excused for this deficiency as long as our main goal, to present a certain type of approach and techniques to a larger readership, will be reached.

An important preliminary question that should arise at this point is the following: When can coarse-grained models and Soft Matter Physics, a classical description, be meaningfully used to study nanoscale systems and their interactions? To answer this question, we first notice that whereas the exact interaction between nanoscale objects depends on that between all their atoms, and hence eventually on complex quantum-mechanical details, important features controlled by this interaction are remarkably insensitive to such details. Consider the phase diagrams of different systems: Despite their clear differences, both colloids in polymer solutions\textsuperscript{6} and gold nanoparticles functionalised with DNA strands\textsuperscript{7} display what is essentially a “gas–liquid” phase coexistence region. Whereas the exact boundaries of such phase transition depend on very specific details of the potential, its overall topology can be predicted treating these components as spheres interacting via an attractive square well (see Fig. 1). The reason why this simplification works is that once certain degrees of freedom are traced out,\textsuperscript{8,9} or in other
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words once their average effect is accounted for, apparently rather different systems present an interaction potential of similar shape. An approximate description of the energetics of a system is often also enough to understand or predict important experimental observations. In fact, a simpler description can make evident trends that would be otherwise hidden by the complexity of the true interactions. Take for example, the case of nanoparticles undergoing receptor-mediated endocytosis. A qualitative understanding of this process can be gained by a simple model accounting for the bending energy of the cell membrane and the free-energy of interaction with the nanoparticle’s surface. Moreover, the parameters in this model can be taken either directly from experiments, or numerically calculated from the microscopic interactions between all components via coarse-graining. In this sense, coarse-grained models can be considered as the last step of a ladder in a multiscale approach.

One final aspect to consider is a practical one. The relevant time-scale and length-scale of many processes related to biomedical applications are simply inaccessible via atomistic simulations, and coarse-grained models represent the only possible approach. Let us take again the paradigmatic case of endocytosis. A typical gold nanoparticle of 20 nm contains hundreds of thousands of atoms. The timescale for its adsorption and endocytosis ranges from seconds to hours depending on details of the system. A truly atomistic description is thus a computationally intractable problem. Moreover, one such simulation would provide a single point in the multidimensional parameter space (e.g., ligand length and strength, nanoparticle size, etc.), that we need to sample to obtain information about optimal design.

Going back to our initial question, it is the level of coarse-graining involved in building the model that determines the type of predictions that can be made and trusted: a model for receptor-mediated endocytosis that describes ligands and receptors as structureless particles cannot be expected to give accurate answers for a specific system, e.g., the exact bond strength required for internalisation. However, they can provide valuable insights in understanding how tuning the single-bond strength can qualitatively affect the overall process.

In practice, the type of highly coarse-grained modelling approach we will consider here focus more on understanding trends, typically with respect to a few design parameters of interests to experiments, and less on providing accurate numbers. Eventually, whether or not this is useful at all should be considered in light of the ability of this approach to describe experimental observations and real physical phenomena. Highly coarse-grained models have already proved to properly describe the self-assembly of functionalised nanoparticles in a large variety of systems. As we are about to show, understanding certain problems related to their interaction with a biological environment seems to be also treatable in a similar way.

**PREDICTING AND CONTROLLING NANOPARTICLES ENDOCYTOSIS**

One of the main biomedical applications of functionalised nanoparticles is that of drug-delivery. To this purpose, nanoparticles must be able to penetrate into cells. An important question is thus how different nanoparticles’ designs affect the internalisation pathway, which for nano-sized objects typically occurs via receptor-mediated endocytosis. Parameters that can be tuned during synthesis are typically both geometric properties of the nanoparticles, e.g., size and shape, as well as the type and number of ligands coated on their surface. Different aspects of receptor-mediated endocytosis have been intensively studied using both theory and different types of simulations, with coarse-grained models, often combining the two. A pioneering work on this problem is that of Gao et al., who proposed a theoretical model to address the size dependence of this process, drawing from previous work on the growth of membrane adhesion patches. These authors analysed the diffusion of mobile membrane receptors to the nanoparticle,
from which the wrapping time as a function of the particle size was calculated. The main ingredients in the problem are the free-energy of adhesion due to ligand–receptor bond formation $\Delta F_{\text{bond}}$, the entropy loss due to receptors localisation in the contact area $\Delta F_{\text{entropy}}$, and the bending energy cost to wrap the membrane $\Delta F_{\text{membrane}}$. The latter is calculated using the Canham–Helfrich’s Hamiltonian, which has been shown to correctly reproduce various important and experimentally observed features for both biological, as well as inorganic membranes. In one way or another, the free energy contributions considered by Gao et al. are the same ingredients found in all subsequent works on this topic. This model shows that the time to fully wrap a nanoparticle has a minimum for a specific size, and diverges above and below two limiting values, essentially meaning that such particles will never undergo endocytosis. Using a thermodynamic model based on the same free-energy contributions, but considering the number of nanoparticles that can be internalised by a cell rather than the wrapping time, Hongyan et al. and Sulin et al. reached similar conclusions. Such trends have indeed been experimentally observed for a variety of different cells and nanoparticles types. In practice, the presence of a minimum and maximum radius for endocytosis can be understood considering two limits. The minimum size is given by the need to overcome the elastic energy penalty, independent on particles’ size, with the nanoparticle–membrane adhesion energy due to bond formation, which grows linearly with particles’ area. Instead, for large particles, the balance is between the same adhesion energy and the loss of entropy for receptors due to their accumulation at the nanoparticle–membrane interface, and consequent depletion from the rest of the membrane. This latter contribution depends on both receptors and ligands surface densities. Importantly, these models highlight which energetic contributions are required to understand the optimal uptake and how their relative magnitude can be shifted depending on parameters, such as the density of ligands or the bond strength. This latter fact can rationalise the spread in optimal values for endocytosis observed in experiments with different systems.

Also building on the work of Gao et al., Decuzzi and Ferrari proposed a model where the bond energy was specifically dependent on ligand structural properties, such as length and stiffness. These authors also augmented the free-energy with a non-specific interaction term, to account for the fact that not only ligand–receptor bonds contribute to the cell/nanoparticle interaction, but also non-specific forces, e.g., van der Walls, electrostatic, and water-mediated hydrophilic or hydrophobic forces. Finally, the effect of thermal fluctuations in the membrane was also partially introduced. Two are the main results of this model: the first is to point out that the bond stiffness plays as much of a role as the bond energy, a fact that should be considered in the design of new ligands. The interested reader can find a general statistical mechanical theory on the influence of ligand structure in binding in ref. 46. The second main result is to show that the presence of non-specific interactions can greatly alter the optimal radius for endocytosis. The latter is shifted to higher values for repulsive forces, and to lower ones for attractive ones, which is somehow expected if one considers that repulsive (attractive) non-specific forces would rescale the adhesion energy per unit area to higher (lower) values, which always favours (penalises) wrapping. The model presented in ref. 24 was later expanded by the same authors to account for the effect of shear rate to study nanoparticles adhesion and endocytosis to cells under transport, e.g., in the blood stream. In this case, a stability map was calculated, showing that stable adhesion without endocytosis is also possible in this case. Moreover, it was highlighted that the bond compliance, i.e., the ability of the bond to modify an applied force, plays a major role when compared to the bond strength once flow is accounted for.

The aforementioned theoretical models necessarily make certain assumptions to simplify the problem and make it analytically (or semi-analytically) tractable. For example, ligands coverage on the nanoparticles is considered uniform and wrapping is assumed to follow specific paths. Also, in general, only very specific nanoparticles shapes, such as spherical particles or infinitely long cylinders (where wrapping is not influenced by their sharp ends) can be addressed with such models. All or part of these assumptions can be relieved by computer simulations. In order to study the effect of different shapes, Dasgupta et al. used a computational model where the membrane is simulated via a so-called dynamically triangulated surface (see Fig. 2b). In essence, this is a numerical method that allows discretising the integral appearing in the Canham–Helfrich Hamiltonian for the membrane deformation energy for an arbitrary (but still smooth)
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**Fig. 2** Different levels of coarse-graining in models for receptor-mediated endocytosis of ligand-functionalised nanoparticles. **a** In analytical models, the wrapping geometry is assumed, and only highly symmetrical particles shape can be treated. **b** Continuum model based on a triangulated surface. (Adapted from ref. 35 with permission from The Royal Society of Chemistry.) Such surface allows to numerically discretise the continuum description defined by the Canhan–Helfrich Hamiltonian. In this way, constraints in the wrapping geometry can be relaxed, and particles of different shape can also be studied. **c** Coarse-grained, particle-based model (taken from ref. 31). These types of models, typically studied via molecular dynamics or dissipative particle dynamics, directly address the true discrete nature of the system. Using this more detailed description, “molecular” features can be studied, and inhomogeneities (e.g., in ligand coverage) and arbitrary shape easily addressed.
shape. In this way, these authors were able to study the wrapping of realistic finite-size particles, including cylindrical, elliptical, and cuboidal nanoparticles. In their model, Dasgupta et al. also considered the effect of membrane tension (neglected in the models previously described), but not the entropic penalty due to receptors’ localisation. In this sense, this model might be more appropriate to study wrapping mediated by anchored instead of mobile receptors. However, this entropic term is not so important as long as the number of ligands is far less than that of receptors and no major depletion effect takes place. The results of this simulations point out that shape has a strong effect on the nanoparticle wrapping process.49,50 Non-spherical nanoparticles were shown to have various meta-stable wrapping states, separated by relatively high-energy barriers that increase with increasing sharpness of their edges, an aspect that can critically slow down their uptake. Moreover, it was shown that elongated particles display a complex internalisation pathway where reorientation can occur. This latter process leads to trapping in a metastable state, providing a likely explanation for experimental results from previous molecular dynamics (MD) and dissipative particle dynamics (DPD) simulations observed while studying the kinetics of nanoparticles adsorption.10,29,33 In both MD and DPD simulations, the equation of motion for a system of interacting particles are solved,51 which allows accounting for the discrete nature of the system. This allows overcoming some of the limitations of continuum approaches previously described, in particular, their validity when strong gradients (e.g., in surface curvature, or ligands concentration) are present. What particle-based MD and DPD simulations pay in computational complexity is given back by the possibility to easily introduce inhomogeneities, e.g., arbitrary ligand spatial distributions, as well as a more explicit description of the structure of ligands, allowing to study their effect. Furthermore, these models naturally describe the dynamics of the system, hence no assumption is necessary regarding the internalisation pathway of nanoparticles. Nevertheless, models for nanoparticles endocytosis are still highly coarse-grained compared to atomistic or molecular-based descriptions (see Fig. 3). Vacha et al.10 used an implicit-solvent model for cell membranes, previously proposed by Cooke and Deserno,52 where each lipid is coarse-grained into three bonded beads. The last two beads are used to represent the hydrophobic tails and attract each other. The first, representing the hydrophilic head group, is purely repulsive. The reason for using such simple model is that particles of this type naturally self-assemble in a bilayer structure, like the phospholipids in the cellular membrane. To keep the number of parameters to a minimum, nanoparticles were also represented as made of beads like those for the hydrophilic heads, with some displaying an additional short-range attraction to represent ligands. In this model, besides the nanoparticle shape, endocytosis was studied as a function of ligand–receptor bond strength and ligands surface density. Various non-trivial results were found (see Fig. 4). Rod-shaped nanoparticles were observed to internalise more easily than spherical ones, whereas their aspect ratio seems to have little influence. Moreover, particles with sharp edges strongly adsorbed to the membrane without being internalised. Finally, endocytosis was shown to depend strongly on the strength of the ligand–receptor interaction and it was not observed below a limiting value. These trends were deduced by comparing nanoparticles of different designs at the same time-point in an MD trajectory. As the authors themselves point out, these results should be interpreted as suggesting that the kinetic of endocytosis is slowed down in certain cases. However, it might be possible that the simulation time was simply not enough to observe internalisation. Indeed, conclusive results can only be obtained by looking at the free-energy of the process, a fact often overlooked when describing MD and DPD simulations of these systems. An important aspect of the work of Vacha et al. was to show that, if one considered the thermodynamics rather than the kinetics of wrapping, most results could be rationalised using essentially the same theoretical models previously described. This confirms that a continuous description is sufficient to capture the main features of nanoparticles endocytosis and provides support for the reliability of these theoretical models for the a priori design of new systems.

As stated before, particle-based simulations can be used to provide a more realistic description of ligands and allow to assess the influence of their architecture. For example, using DPD simulations Ding and Ma31 found out that once ligands length and flexibility are accounted for, a metastable state of “frustrated engulfment” can also be observed, where ligand depletion from the top of the nanoparticle does not allow to complete the wrapping process. Since ligand depletion is, in essence, a polarisation effect that creates an inhomogeneous density of ligands on the nanoparticle, similar results should be obtained whenever highly stretchable ligands are used. This suggests that more rigid ligands would instead help driving complete wrapping, whereas increasing receptor–ligand bond strength would not. Interestingly, it also suggests that for nanoparticles with mobile rather than grafted ligands endocytosis could be slowed down, or even completely suppressed. This was indeed recently shown by Schubertova et al.56 in a systematic investigation on the effects of mobile ligands using MD simulations and the computational model developed by Vacha et al.10,27 These authors observed that below a certain surface concentration binding patches are formed, depleting them from the rest of the surface and hence reducing the thermodynamic drive for wrapping the nanoparticle further. Looked from another perspective, this can be rationalised as a weaker effective ligand–receptor bond strength, due to the entropic penalty of localising the pair inside the patch area.29 Surface functionalisation of nanoparticles is used not only to target binding ligands, but also to protect their surface. For example, dense brushes of poly-ethylene-glycol (PEG), a highly bio-inert polymer, are often used to prevent the adsorption of serum protein and to reduce the non-specific uptake of nanoparticles by macrophages.54 For this reason, Li et al.28 studied the effect of PEGylation on endocytosis via a combination of DPD and self-consistent mean-field theory (SCMFT).55,56 The latter is widely used in the study of polymers, especially when high monomer densities are considered, since in this case determining equilibrium quantities via particle-based models requires long simulation times.57 In ref. 28 PEG chains are end functionalised with targeting ligands, coupling steric effects to binding. Under the conditions studied, it was found that PEGylated nanoparticles with high grafting densities can be more easily wrapped, as also observed in experiments.54 Densities are “high” or “low” depending on the relative value at which the brush changes regime. At low PEG density, polymers are in the so-called mushroom regime (see Fig. 5a). In this case, the ligands at the end of the PEG chains do not protrude out because of the polymer tendency to coil. However, due to polymer–polymer excluded volume interactions, above a certain density a transition to the so-called brush regime occurs. In this case, polymer ends (and hence ligands) are more concentrated at the top of the brush surface (see Fig. 5b). This means that the true ligand “surface” density is not simply proportional to the grafting density and grows faster than linearly, affecting trends in internalisation as a function of ligand density. Another aspect pointed out by Li et al. is that upon endocytosis PEG is confined by the cell membrane, causing a free-energy penalty due to polymer compression. Above a certain polymer length, this contribution was found to be higher than the membrane bending energy. Inclusion of this term in a simplified theoretical model, similar to those previously described,19–21 was
critical to calculate the minimum ligand–receptor binding strength for uptake of PEGylated nanoparticles.28

Another aspect addressed using coarse-grained particle-based models is that of possible cooperative effects between nanoparticles.26,32 Some experimental observations had shown that very small nanoparticles and nanotubes, with size below the supposed lower critical radius, were found inside cells.58–60 This observation seemed to contrast with both other experimental observations, as well as with predictions from theory and simulations.10,19–21 Gao et al. had already speculated19 that this fact could be explained by considering the formation of clusters. Using DPD simulations to study a scenario with various nanoparticles on a bilayer, Tongtao and Zhang32 indeed observed the formation of such clusters and their uptake. This effect, dependent on membrane tension and nanoparticles average distance (i.e., surface density), was shown to occur even for mutually repulsive nanoparticles, due to membrane elasticity-induced attraction.

The simulations and theoretical models described so far considered the case of hard, non-deformable nanoparticles. However, various nanocarriers, such as liposomes61 or polymerosomes62 are soft, as well as partially permeable to the internalised drug. To study the differences between these carriers, Li et al.37 performed DPD simulations of particles of different hardness, going from soft-polymeric nanoparticles, medium-hardness liposomes and hard, non-deformable nanoparticles. Only the latter could be easily endocytosed. Instead, for softer particles, the
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**Fig. 3** Results from MD simulations of nanoparticles endocytosis from Vacha et al.10 a Endocytosis as a function of particle size, coverage and ligand–receptor interaction strength. Each snapshot is taken at the same time-point. b Time trajectory of endocytosis of a spherocylinder, revealing an internalisation pathway involving re-orientation. (Reprinted with permission from ref. 10 Copyright 2011 American Chemical Society)
process was frustrated, either due to ligands depletion from the part of the nanoparticle initially not in contact with the cell membrane or because the nanoparticle deformation leads to a metastable wrapped state. All the aforementioned features of soft nanoparticles observed in simulations were either earlier predicted\(^{22}\) or later rationalised\(^{11,23}\) by theoretical models. In practice, this was done by starting with the model developed by Gao et al.\(^{19}\) for hard nanoparticles and simply adding an energy term to account for nanoparticles’ elastic deformation, further proving the generality of the theoretical model to describe a wide range of nanoparticles’ design. It should be pointed out, however, that coarse-grained simulations cannot always be replaced by simpler theoretical models. For example, and quite interestingly, for soft polymeric nanoparticles fast drug delivery could still be observed via a further mechanism not requiring endocytosis,\(^{37}\) which the earlier theoretical models would not be able to capture: fusion of the nanoparticle lipid membrane with the cellular one, with subsequent formation of a pore throughout which the drug could enter. This mechanism, which was found in simulations to be strongly dependent on the interaction between the hydrophobic part of the liposome and the lipid tails of the cell membrane, is known to be used by some enveloped viruses to infect cells.\(^{63}\)

Once a nanoparticle is internalised via endocytosis, it enters the cell membrane surrounded by a lipid bilayer, which must be removed if drugs have to be delivered inside the cytosol. In ref. 27 Vacha et al. used MD simulations with the same model employed in ref. 10 for studying shape effects on endocytosis to address this issue. These authors showed that also the nanoparticle release strongly depends on its size and shape. For spherocylinders and small spherical particles, simply reducing the ligand–receptor interaction was enough to destabilise the nanoparticle–lipid membrane complex and quickly drive the release (see Fig. 6). Such reduction in attraction can be achieved in practice by exploiting a pH-sensitive ligand–receptor pair, since the pH inside and outside a cell is different.\(^{27}\) However, this mechanism was not enough for larger spherical nanoparticles. In this latter case, it was shown that the releasing bilayer must be under appropriate tension. If not, the formation of the pore necessary for nanoparticle’s escape requires overcoming a large free-energy barrier, preventing its release at any observable timescale. This tension can occur if nanoparticles expand once inside the cell, as experimentally observed in viral capsids.\(^{64,65}\) In fact, this release mechanism is already exploited in some synthetic gene-delivery
systems. It is important to understand for nanoparticles' design that particles are classified as "small" or "large" in relation to the lower critical size required for endocytosis, which depends on the strength of adhesion per unit area.

Overall, it should be clear that receptor-mediated endocytosis can be described and well understood by theory and simulations with highly coarse-grained models, whose results should be taken into account when designing functionalised nanoparticles. In this regard, it is important to highlight that whereas here we only discussed the role of endocytosis, there are many other important aspects that should be considered in drug delivery, quite prominently nanoparticles' immunogenicity, or nanoparticles' filtration by organs, such as the liver and the kidneys. Whereas the latter depends mainly on properties, such as nanoparticles size and shape that can be captured within simplified models, immunogenicity is often dependent on subtler chemical details. In this case, we need to recognise and stress that such aspects cannot be addressed by the kind of coarse-grained modelling discussed here and a proper treatment requires more accurate descriptions.

CONTROLLING NANOPARTICLES BINDING SELECTIVITY

Selectivity is an aspect of tantamount importance for drug delivery. In fact, one of the most promising aspects of nanoparticles is the possibility to deliver their payload on-demand to specific cells. This is particularly relevant in the case of cancer, where non-selective chemotherapy can lead to highly debilitating, if not fatal, consequences.

Due to their size, nanoparticles inherently possess some sort of selectivity towards cancer tissue, an effect typically ascribed to the so-called enhanced permeability and retention (EPR) effect. This effect takes advantage of the fact tumours often display a leaky structure compared to healthy tissue, with pores of a few nanometres where particles can enter. In this way, nanoparticles with sizes below 50 nm, which would be excluded from normal tissue, can accumulate in tumours. The EPR effect provides some degree of selectivity, but is far from perfect. Moreover, it can only be exploited in solid tumours but not in "liquid" ones, such as leukaemia or lymphoma, where cells do not form solid aggregates.

A different and more general solution is to functionalise nanoparticles with ligands that can target specific membrane receptors overexpressed in tumour cells. Until recently, this strategy has not had much success, for which various reasons have been brought forward. Whereas it is widely thought that problems such as immunogenicity are chemistry dependent and might be difficult to study using the kind of coarse-grained models we discuss here (although some recent results are starting to question this assumption), other aspects of selectivity can well be captured within this modelling approach. In fact, selective targeting via functionalised nanoparticles is an area where modelling has predicted very interesting and sometimes counter-intuitive behaviours, whose exploitation might be extremely useful in the design of targeting systems, as we are about to discuss.

In a pioneering experimental work, Carlson et al. observed that using multivalent binding, i.e., binding through recognition of a target via multiple ligands, it was possible to achieve high selectivity towards receptors over expression. More precisely, they showed that both divalent and decavalent antibodies were able to bind to cells, and cause their death, only when their antigen was expressed above a certain threshold (see Fig. 7). This was in stark contrast with what they observed when using doxorubicin, a potent chemotherapeutic molecule, conjugated to a single ligand optimised for binding the specific receptor whose overexpression they were trying to target. In this case, cell death was observed for cells bearing a broad range of receptor concentrations on their surface. In order to understand this behaviour, Martinez-
Veracoecha and Frenkel\textsuperscript{71} developed a coarse-grained model of nanoparticles adsorption and studied it via Monte Carlo (MC) simulations. In this highly coarse-grained model, the cell surface and the nanoparticles are described as an impenetrable flat surface and hard spheres, respectively, whereas ligands and receptors are represented as polymers using the blob model of Pierleoni et al.\textsuperscript{75} The latter arises from describing a polymer as a simple self-avoiding walk and thus contain only excluded volume interactions. In order to simulate the reversible binding and unbinding between ligands and receptors an MC move was used, first-proposed in ref. 76, where blobs are allowed to connect/disconnect with a (free-)energy change that depends on experimental binding constant $K_{\text{bind}}$ and on the entropic cost of binding due to ligands’ stretching, a concept generalised in ref. 46 for arbitrary ligands. $K_{\text{bind}}$ encodes the potency of the ligand towards the targeted receptor, and is all that is retained about the chemical specificity of the system. Remarkably for such a simple model, the simulations in ref. 71 are able to nicely reproduce the trends observed in the experimental data of Carlson et al.\textsuperscript{74} and perfectly capture the effect of multivalency (see Fig. 7). More precisely, it was shown that whereas the amount of adsorbed monovalent nanoparticles slowly varies as a function of receptor concentration, that of multivalent ones rapidly increases above a specific value. Armed with this model, other important aspects of the system were studied, in particular, the influence of ligands number and that of ligand–receptor bonds strength. The main message from these simulations was that “super-selectivity”, i.e., a rapid, super-linear increase in the adsorption probability, arises exclusively for multivalent particles and can never be observed for monovalent targeting. Moreover, super-selective behaviour requires weak single bonds and is more efficient as the bond-strength decreases. Hence, multivalency-enhanced selectivity is based on a design principle, which is the opposite of the typical biochemical approach to optimising a ligand to bind as strongly as possible to a specific receptor. This latter approach is perfectly valid if one aims to distinguish between targets displaying different types of receptors. However, the results in ref. 71 imply that such strategy does not allow to tell apart targets which differ for receptors’ concentration.

A further important aspect of the work in ref. 71 was to show that trends observed in simulations could be easily understood without recurring to simulations at all, for which an analytical model considering the statistical mechanics of non-interacting ligand-receptor pairs is sufficient. That such a simplification still works suggests that super-selectivity is an emergent feature purely due to multivalency.\textsuperscript{77} No further complexity is required, in particular, no cooperativity between binding of different ligands needs to be evoked. The robustness of this effect also suggests it can be exploited using very different systems and not just nanoparticles, as long as the basic ingredient, the possibility of multiple uncorrelated ligand–receptors bonds, is satisfied. A strong indication in this sense comes from the work of Dubacheva et al.\textsuperscript{73,78} which showed that the same model used for nanoparticles can be easily expanded to also describe over-expression targeting via functionalised polymers. These latter works presented an extensive comparison between theory, experimental data on the super-selectivity of multivalent nanoparticles. a Monte Carlo simulations, showing how adsorption rapidly increases for multivalent nanoparticles (bottom) but not monovalent ones (top). b Adsorption from a simple theoretical model considering the statistical mechanics of non-interacting ligand-receptor pairs (a) and (b) reprinted with permission from ref. 71). c Number of dead cells for multivalent (red) and monovalent (black) targeting as a function of receptors concentrations. (Reprinted with permission from ref. 74 Copyright 2007 American Chemical Society.) Multivalent constructs are able to selectively kill cells only when ligands are above a certain concentration, but not below. For monovalent drugs, a broader toxicity is observed. Assuming that adsorption and subsequent endocytosis of nanoparticles would lead to cell death, theoretical, simulations and experimental data all nicely agree with each other.
simulations and experiments. In particular, ref. 73 reports a systematic investigation of the effects of the design parameters of the system, and showed that once a few input parameters of the theory were obtained from fitting of experimental data, it was able to very well predict results for new system’s designs.

The aforementioned works on multivalent targeting focused on systems where a single type of receptor is present. However, in drug-delivery nanoparticles can meet different cell types on their way to their target, all expressing their own receptors. What happens when ligands can spuriously bind, albeit with a weaker strength compared to their intended target receptor, to others? In ref. 72 Angioletti-Uberti analysed this problem combining the model of Martinez-Veracoechea and Frenkel77 with a generalised expression for ligand–receptor-mediated interactions able to treat arbitrary receptor distributions.79,80 Whereas multivalency is a necessary requisite to observe super selectivity, this study showed that multivalent nanoparticles suffer from greater sensitivity to non-specific binding, exactly because of the possibility to form multiple bonds, albeit weak, with non-targeted receptors. In other words, binding to targets that do not show the targeted receptor is strongly increased compared to monovalent particles. In the same study, one possible way to reduce this effect was proposed, i.e., to use what have been dubbed “protective” receptors.72 These receptors, grafted on the nanoparticle itself, compete with those on cells for binding ligands. This competition can be made favourable for the targeted receptors, but not others, by a careful choice of the bond strength and the number of protective receptors.72

Another recent work where multiple receptors have been considered is that of Curk, Dobnikar and Frenkel12 These authors discuss a targeting scenario where one wishes to design nanoparticles to selectively target cells based on the presence of a receptor population. In other words, they aimed to determine the conditions under which multivalent nanoparticles bind as selectively as possible to targets with a specific ratio between different receptor types. In practice, this means that the binding energy needs to grow as quickly as possible when moving away from the target population. Under relatively broad conditions, their model shows two very interesting and non-trivial features. First, that the highest selectivity is achieved when each ligand–receptor pair has exactly the same bond strength, regardless of the fraction of receptors present. Secondly, and quite strikingly, that this optimal strength is independent on the system specifics, and was calculated to be equivalent to bonds of energy $\Delta G_{\text{bind}} = -1.3 k_B T$ ($k_B T$ being the thermal energy), which are quite weak bonds. In practice, achieving such low bond energy using typical ligands might be complicated and would require a careful optimisation of the ligands used. Another interesting route would be to exploit multiple types of protective receptors, since as shown by Angioletti-Uberti in ref. 72 their presence is equivalent to rescaling the effective bond strength. Moreover, this strategy has the additional advantage to rescale such energy without affecting the difference in strength between targeted and untargeted receptors, thereby avoiding to increase the effects of non-specific interactions and losing selectivity. In order to substantiate their theoretical findings, Curk, Dobnikar and Frenkel also performed Monte Carlo simulations for two different systems. The first was the study of nanoparticles’ adsorption on a flat, hard surface, using the same computational model as in ref. 71 but including multiple ligands and receptor types. In order to simulate a situation closer to the intended application of the theory, the second problem studied was the endocytosis of a functionalised nanoparticle by a membrane. In this latter case, nanoparticles were described using a simple patchy-particle80 model to simulate the presence of ligands, whereas the cell membrane was described via a model, first proposed by Yuan et al.81 where each lipid is coarse grained into a single sphere (see Fig. 3d). Some lipids are augmented with an attractive interaction to the particle patches via a directional, short-ranged bond, as represented using the Kern–Frenkel potential.80 Importantly, simulations for both these systems fully validated the highly nontrivial results from the theoretical model.

At this point, we would like to highlight that various properties of multivalent systems appear to be captured by considering the statistical mechanics of non-interacting ligand–receptor pairs, pioneered by Bell for specific biological systems82,83 and more recently generalised to arbitrary scenarios.79,84–86 These properties include not only the peculiar binding selectivity of multivalent systems, but also their high-binding strength, exploited to detect targets at very low concentrations using weak ligands.85 However, a large amount of the experimental work on multivalency still discusses these properties in terms of complex models, invoking binding cooperativity between different ligand–receptor pairs. In this regard, it is worth noticing that claims of co-operativity should always be carefully checked. In fact, the latter often come from analysis of experimental data using theoretical models like Scatchard’s or Hill’s plots. However, as pointed out by Ercolani almost 15 years ago,89 Scatchard’s or Hill’s equations only make sense when applied to binding of monovalent ligands to multivalent receptors, but are theoretically unfounded otherwise, and their use can lead to misinterpretation of data. With this remark, we do not want to suggest that all works on multivalency claiming co-operativity are wrong. Rather, we argue that in analysing experimental data on multivalent systems a simpler explanation not invoking co-operativity should first be considered.

PREDICTING AND CONTROLLING PROTEIN ADSORPTION

Once in the bloodstream, bare nanoparticles are quickly covered by a thick layer of proteins, the so-called protein corona.90 It is this protein layer that determines the biological activity of nanoparticles rather than the type of nanoparticle itself,91,92 with important consequences. For example, it was shown that proteins can cover and shield targeting ligands, preventing targeting via ligand–receptor recognition.93 Protein adsorption also controls the pathophysiology of nanoparticles94 and can reduce their toxicity.95 For these reasons, it should be clear that control of this phenomena is of great interest when considering applications.

A general approach towards control of protein adsorption is surface functionalisation with polymers.94,95 In this regard, both cooperative and competitive interactions between proteins and between polymers and proteins play an important role.96 As for nanoparticles’ endocytosis, accessing the timescale and lengthscale to describe any realistic scenario relevant for applications, via atomistic simulations is still largely a computationally intractable problem, especially because of the timescales required to equilibrate the system. Hence, highly coarse-grained models have been developed, mostly based on a continuum description of the inhomogeneous density fields of both polymers and proteins.97–106 Complementary approaches have been introduced based on the SCMF of polymers55–57 or on classical density-functional theory (DFT).107,108 These theories allow to include, albeit in an approximate way, those enthalpic and entropic contributions known to affect polymer conformations and polymer–protein interactions, and hence describe the capability of different coatings to influence adsorption. Among such contributions, one typically considers the elastic energy of the polymer, as well as the interaction between polymer chains and the solvent, often within a Flory-type description.109,110 In a similar way, the interaction between the polymer chain and proteins, as well as that of the grafting surface with both the polymer and the protein can also be included.97 Within a mean-field approach, electrostatic interactions are usually introduced via a Poisson–Boltzmann description111–113 or on a coarser level assuming local electro-neutrality.106 The inclusion of electrostatic interactions is quite important considering that under physiologically relevant
conditions most proteins and various biocompatible polymers used in applications are charged.\textsuperscript{96} Essentially, these types of models can be expected to reproduce trends in how polymer parameters, such as grafting densities, length or flexibility, but also their architecture or the presence of charged groups, affect protein adsorption.

Pioneering work in this field has been made by Szleifer and co-workers, which in a series of papers\textsuperscript{97–100,114–116} systematically addressed how the thermodynamics and the kinetics of protein adsorption are affected by the presence of polymer brushes. Considering equilibrium properties, it was found that a higher grafting density better prevents protein adsorption due to steric repulsion and the competition between monomers and polymer to adsorb on the surface, a result also suggested in an earlier work of de Gennes.\textsuperscript{117} It was also shown that flexible polymers present a more effective barrier than rigid ones. Perhaps less intuitively, it was observed that although adsorption decreases with increasing molecular weight, a much larger effect is played by the character of the surface. In fact, for polymer-repulsive surfaces protein adsorption is almost independent above a certain polymer length for all but the shortest chains, whereas in the opposite case it keeps decreasing for all polymer length considered. Moreover, whether or not an attractive polymer–surface interaction helps to prevent protein adsorption was found to depend on the polymer molecular weight. For short polymers, polymer-repulsive surfaces perform better, whereas for longer polymers the opposite is true.

The surface influence on protein adsorption at equilibrium was rationalised by looking at the effective potential felt by proteins due to the different polymer density field observed. Knowledge of this potential was also used to discuss the kinetics of adsorption, either in a qualitative way,\textsuperscript{97,100} or by fully solving the equations for the dynamical evolution of the system.\textsuperscript{115,116} These equations can be obtained by noting that the Szleifer model can be thought of as a mean-field DFT model and the dynamical equations derived within the framework of dynamic DFT.\textsuperscript{118,119} (A more heuristic derivation in the context of a generalised diffusion equation can also be found in ref. 106). In essence, the underlying assumption is that the system obeys Brownian motion. Interestingly, the design principles for kinetic control of protein adsorption are opposite to those for controlling equilibrium. The underlying physical mechanism derived from modelling of various systems\textsuperscript{115,116} is the following: a polymer-attractive surface better prevents equilibrium adsorption because monomers accumulate close to it. However, mass conservation causes a depletion away from the surface, reducing the kinetic barrier for protein approach. As a result, even if a smaller amount will be adsorbed, it will also be adsorbed orders of magnitude faster.\textsuperscript{99} Another important conclusion from refs. 115,116 was that contrarily to what observed for thermodynamics, polymer molecular weight strongly affects adsorption kinetics. This is mainly because in the presence of a barrier protein adsorption becomes an energetically activated process with an exponential dependence on the barrier height, which increases with molecular weight.\textsuperscript{116}

The previous studies also highlighted two other important effects for applications. The first is that due to the coupling between protein conformation and steric effects polymer coatings can be used to selectively adsorb specific conformations.\textsuperscript{97,99,100} This behaviour, yet to be confirmed by experiments, is consistent with what was also observed in a more detailed particle-based model of Rubenstein et al.\textsuperscript{120} The second important feature is that whereas flexible polymers are better at preventing protein adsorption, a combination including rigid ones could benefit targeting systems where polymers are end functionalised with ligands.\textsuperscript{100} The reason is that for flexible polymers their functionalised ends are partially located inside the brush and not on its surface, making binding by receptors more difficult, but the opposite is true for rigid polymers. Grafted polymers do not only affect the amount of protein adsorbed, but also their adsorption mode. This aspect was investigated by Halperin\textsuperscript{103} and Halperin and Kröger\textsuperscript{104,105} using both analytical theory,\textsuperscript{105} based on the Alexander-de Gennes\textsuperscript{121} and Pincus\textsuperscript{122} models of brushes, as well as the full SCMF equations. At variance with the Szleifer model, these works do not consider the protein density field explicitly but only look at the brush density and relate it to the protein adsorption energy. Within this simplified description, different adsorption modes can be captured, i.e., primary adsorption (at the grafting surface), secondary adsorption (on top of the brush), as well as ternary adsorption (within the brush). These three modes are observed depending on protein sizes and protein–polymer interaction (Fig. 8). Importantly, reduction of protein adsorption in these three different modes is achieved by controlling different parameters (e.g., grafting density for primary and brush thickness for secondary). This fact should be taken into account in the development of polymer coatings that have to be used in real blood plasma since the latter contains more than a thousand protein types.

All the aforementioned works deal with protein adsorption deal on planar brushes, i.e., polymers grafted on a planar surface. However, curvature effects can become important whenever nanoparticles’ radius is much smaller than the polymer length. Another aspect not considered in these works is the effect of electrostatic forces. A semi-analytical model of protein adsorption on a spherical charged brush was first proposed by Biesheuvel et al. in ref. 123 in this model, polymer conformational effects (e.g., elasticity)\textsuperscript{124,125} are described using classical models for neutral brushes derived from analytical approximations to the full SCMF equations, whereas electrostatic and excluded-volume effects were accounted for different levels of approximations. In ref. 123 a simplified “box” model was proposed, where proteins are assumed to be in one of two environments, either adsorbed or in the bulk solution. In this model, polymer–polymer interactions were treated within the Flory–Huggins approach,\textsuperscript{109,110} whereas protein–protein interactions were calculated considering proteins as hard spheres using the Carnahan–Starling functional.\textsuperscript{126} Polymer–protein interactions in this model arise only through electrostatics, calculated assuming local electro-neutrality.
In ref. 127 the same authors proposed a more accurate description by considering the full, non-homogeneous spatial fields of polymers and proteins and treating electrostatics by solving the full Poisson–Boltzmann equations. In this latter model, all excluded volume interactions were also described on an equal ground by also treating polymer beads as spheres (of a different size compared to proteins) and using the Boublik–Mansoori–Carnahan–Starling–Leland functional that extends the Carnahan–Starling description to mixtures of polydisperse spherical particles. Besides these, other types of interactions, e.g., hydrophobic or van der Waals, were not included. Finally, a key feature included in both ref. 123 and ref. 127 was to consider charge regulation, i.e., that proteins adjust their charge in accordance to the local pH, which can differ between the brush and the bulk solution if they have a difference in electrostatic potential. This aspect is crucial. In fact, the main result from Biesheuvel et al. was to show that, as also observed in experiments, proteins with the same charge of the brush can still be adsorbed, as long as pH is close to their isoelectric point and the ionic strength (related to salt concentration) is sufficiently low. This happens because under such conditions proteins reverse their charge upon entering the brush.

Up to this point, we focused on polymer brushes, but other types of architectures can be considered. Another important type is that of nanogels or microgels, where polymers are grafted both to the nanoparticle surface, as well as being crosslinked to each other. This type of system has a wide range of interesting properties that makes it widely studied as drug carriers, in particular, controlled degradability and release kinetics. Moreover, it has been shown that certain enzymes can remain functional once adsorbed, which could be interesting to cure diseases related to the presence of a malfunctioning enzyme, or lack of a functional one. Rather than being used to prevent proteins adsorption as in the case of brushes, with polymer gels, one aims to control it, as well as to control their release. Several models containing similar ingredients to that of Biesheuvel et al. have been developed to describe protein adsorption in gels. Johanson et al. built a model to study lysozyme adsorption in large nanoparticles (500 nm in radius) of polyNIPAM-co-acrylic-acid. As in ref. 123 electrostatics effects are introduced approximately by again enforcing local electroneutrality, a valid approximation when the system is coarse-grained to distances larger than the Debye screening length. This constraint generates a global electrostatic potential, the so-called Donnan potential, that influences the chemical potential of all charged species in the system. This work concluded that the largest role in determining the strong protein adsorption in this system, was the interaction between electrostatics and entropic effects. Under the study conditions, the high charge of this protein (+9e) makes it equivalent to a multivalent ion. Upon adsorption in the gel, one multivalent ion can replace many mono-valent counterions, releasing them in the bulk solution where their ideal-gas entropy increases, leading to an overall decrease in the free-energy of the system.

In models based on the concept of the Donnan potential or the more accurate Poisson–Boltzmann description, electrostatic effects only depend on the value of charges and are thus non-specific. Excluded volume effects are also non-specific as they only account for protein size. Hence, as long as proteins have the same charge and volume, these models will predict the same adsorption profiles, contrarily to experimental observations. Recently, Yigit et al. demonstrated how electrostatic contributions can be separated from system-specific terms arising, e.g., from hydrophobic or van der Waals interactions. This was done by fitting advanced binding models to experimental binding isotherms built from titration calorimetry. As in the model of Biesheuvel et al., Yigit et al. also built a two-state model considering the chemical potential of proteins either inside the gel or outside in the solution. The energetic contributions considered are electrostatic ones due to the coupling of the protein monopole to the global Donnan potential, as well as the Born self-energy change arising from the different dielectric properties of the two environments. Moreover, excluded volume interactions between proteins and between proteins and polymer are also accounted for. Finally, all protein-specific contributions are lumped in a single term. Interestingly, this splitting allows to model, in good agreement with experimental data, adsorption of mixtures of proteins from knowledge of constants derived from fitting of single-type adsorption experiments.

This thermodynamic model has been recently expanded in two ways. On the one side, Angioletti-Uberti et al. reformulated the model within a classical DFT framework. In this way, not only the full spatial distribution of proteins can be described, but more importantly, the machinery of dynamic DFT allowed to study the adsorption kinetics. An important result was to show that accounting for all interactions within the system is absolutely necessary to obtain a decent agreement with available experiments. This point, previously also made by Szleifer in studying adsorption on brushes, might seem obvious. However, it is in stark contrast with the widespread use of the simple diffusion equation to study adsorption and desorption from gels, not just in the case of proteins but more generally for drugs. Use of the simple diffusion equation is equivalent to assuming that the gel behaves as an inert background. If one insists on not including energetic effects, comparison with experiments requires either using unphysical values for diffusion coefficients, or using completely empirical (and not physically justified) models to reproduce the kinetics. Moreover, these model’s parameters must be re-fit to experimental data each time a new condition, e.g., pH or salt concentration, is considered.

The other direction in which the Yigit et al. model was modified was that taken by Adroher-Benitez et al. in ref. 113 These authors improved the model by solving the full Poisson–Boltzmann equations for the electrostatic potential within the system. Even more importantly, the effect of the charge distribution on the protein’s surface was included, in contrast with all previous studies described here where a spherically distributed charge is assumed. To keep the problem tractable, Adroher-Benitez et al. included this effect only at the dipole level, although in principle higher-order multipole corrections can also be calculated. Importantly, dipoles couple to the electric field, i.e., to the gradient of the electrostatic potential, unlike monopoles that couple to the electrostatic potential itself. In these nanogels, electrostatic gradients are relevant only at the interface with the solution and decay exponentially away from it with a decay length equal to the salt-dependent Debye screening length. Hence, dipoles favour adsorption at the interface rather than inside the gel. By looking at the competition of different terms and at the effective potential for adsorption arising, Adroher-Benitez et al. were able to show that there exist various adsorption states, similar to what was described by Halperin and Kröger in polymer brushes. This important fact should be taken into account when considering applications, in particular, because the release kinetics can be strongly affected by the initial adsorption profile.

CONCLUSIONS AND OUTLOOK

In this review, we showed how highly coarse-grained models, where chemical specificity is omitted or compounded into effective input parameters, can be used to study selected features of functionalised nanoparticles relevant to their biomedical applications. In particular, we restricted our view to those models inspired by Soft Matter Physics, here intended in a broad sense including polymers. By reducing the complexity of the interactions while retaining the basic ingredients to describe the correct physics involved, this type of models focus on understanding
general mechanisms and trends rather than concentrating on a very specific system realisation. For this reason, we deliberately left out that vast area of “bottom-up” approaches where, starting with the highest possible complexity in terms of interactions (say, a DFT or quantum chemistry calculation), one uses systematic coarse-graining techniques to build a computationally more tractable model but still aims at retaining chemical specificity. These include multi-scale models where different levels of coarse-graining are retained for different part of the system. For recent reviews on this type of approaches with a focus on soft and biological matter we suggest refs.139–141.

Despite our omissions, we hope this review will serve to spur a broader appreciation of these “simple” models and their results, especially among biomedical scientists whose aim is to design applications. In particular, our goal will be reached if one have obtained a sense of what can be done with these models, as well as about their limits.

Before we conclude, we would like to discuss three different paths forward. On the theory and modelling side, much work is still required to build up models even more directly linked to the real biological system, and assess the effect of such more detailed description. For example, it is known that endocytosis of biological entities, e.g., viruses, is mediated by the self-assembly of certain proteins, such as clathrin on the cytosol side, or by the presence of lipid rafts. Although endocytosis of nanoparticles can also happen following “passive” paths not directed by these mechanisms, it would be interesting to address them. In this regard, a coarse-grained description could be done by modifying the Canham–Helfrich Hamiltonian to account for heterogeneous bending/stretching modulus or different local spontaneous curvatures induced by proteins. In the same way, much of the work on exploiting multivalent targeting still requires more studies to understand the effect of spurious interactions present in the biological environment, e.g., due to protein binding, which can affect targeting selectivity and sometimes completely destroy it. The same is true regarding protein adsorption, where more care should be taken in building theoretical models to address the fact that blood plasma is a multi-protein mixture with hundreds of different types interacting with each other, from which cooperative and competitive effects could arise. Whereas improvement on the theory and modelling side is certainly needed to increase their impact and reliability, we would like to point out a few biomedical applications of nanoparticles where we believe the current approaches gives robust enough predictions that could already be used as to provide effective guidelines. One is surely that of bio-sensing, especially in those cases where target detection is measured via its ability to drive self-assembly via ligand–receptor bond formation, e.g., functionalised nanoparticles for DNA or enzyme recognition. Another is the fast advancing field of nanoparticles as anti-viral drugs, where multivalent particles are used that mimic, and compete with, cell receptors. Both these applications can benefit from the same approaches and techniques used to understand targeting selectivity, and indeed some initial step in that direction have already been taken.

In general, the take-home message that we would like to deliver is that a deeper integration of theory and computational modelling in the design stage of specific system would be welcome. In this regard, we notice that although inspired by the will to explain experimental results, theoretical models have also been made interesting predictions, especially concerning targeting selectivity. Their validation and exploitation for the design of applications could lead to important advancements and have a strong impact in biomedical nanotechnology.

Data availability
All relevant data are available from the author.

ACKNOWLEDGEMENTS
I would like to acknowledge in particular Daan Frenkel for introducing me to the fascinating field of Soft Matter. His way of thinking and school of thought will surely leave a long-lasting legacy. I would also like to acknowledge Bortolo M. Mognetti, Joe Dzubiella, Jure Dobnikar and Tine Curk for the many interesting discussions we had over the years on multiple topics treated in this review, and Matthias Ballauff because all theorists need a great experimentalist to push them in the right direction. Finally, I would like to thank the ERC, the Alexander von Humboldt Foundation and the Beijing Advanced Innovation Centre for Soft Matter Science and Engineering (BAIC-SM), for financial support.

AUTHOR CONTRIBUTIONS
The author is the sole contributor to this manuscript.

ADDITIONAL INFORMATION
Competing interests: The author declares no competing financial interests.

Publisher’s note: Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

REFERENCES
1. Szabo, A. & Ostlund, N. S. Modern Quantum Chemistry: Introduction to Advanced Electronic Structure Theory (McGraw-Hill Publishing Company, New York, 1989).
2. Parr, R. G. Density functional theory of atoms and molecules. In Horizons of Quantum Chemistry (eds Kenichi, F. & Bernard, P.) 5–15 (Springer, Kyoto, Japan, 1980).
3. Andersen, O. K. & Jepsen, O. Explicit, first-principles tight-binding theory. Phys. Rev. Lett. 53, 2571–2574 (1984).
4. Robson, B. & Garner, J. Introduction to Proteins and Protein Engineering (Elsevier, Amsterdam, 1986).
5. Roco, M. C. Nanotechnology: convergence with modern biology and medicine. Curr. Opin. Biotechnol. 14, 337–346 (2003).
6. Andersen, V. J. & Lekkerkerker, H. N. Insights into phase transition kinetics from colloid science. Nature 416, 811–815 (2002).
7. Martinez-Veracoechea, F. J., Mladek, B. M., Tkachenko, A. V. & Frenkel, D. Design rule for colloidal crystals of DNA-functionalized particles. Phys. Rev. Lett. 107, 045902 (2011).
8. Likos, C. N. Effective interactions in soft condensed matter physics. Phys. Rep. 348, 267–439 (2001).
9. Frenkel, D. Soft condensed matter. Physica A 313, 1–31 (2002). Fundamental Problems in Statistical Physics.
10. Vlčka, R., Martinez-Veracoechea, F. J. & Frenkel, D. Receptor-mediated endocytosis of nanoparticles of various shapes. Nano Lett. 11, 5391–5395 (2011).
11. Yi, X. & Gao, H. Kinetics of receptor-mediated endocytosis of elastic nanoparticles. Nanoscale 9, 454–463 (2017).
12. Curk, T., Dobnikar, J. & Frenkel, D. Optimal multivalent targeting of membranes with many distinct receptors. Proc. Natl. Acad. Sci. USA 114, 7210–7215 (2017).
13. Lin, H. et al. Clathrate colloidal crystals. Science 355, 931–935 (2017).
14. Mladek, B. M., Fornleitner, J., Martinez-Veracoechea, F. J., Dawid, A. & Frenkel, D. Quantitative prediction of the phase diagram of DNA-functionalized nanosized colloids. Phys. Rev. Lett. 108, 268301 (2012).
15. Knorowski, C., Burleigh, S. & Travesset, A. Dynamics and statics of DNA-programmable nanoparticle self-assembly and crystallization. Phys. Rev. Lett. 106, 215501 (2011).
16. Ruzicka, B. et al. Observation of empty liquids and equilibrium gels in a colloidal clay. Nat. Mater. 10, 56–60 (2011).
17. Farokhzad, O. C. & Langer, R. Impact of nanotechnology on drug delivery. ACS Nano 3, 16–20 (2009).
18. Oh, N. & Park, J.-H. Endocytosis and exocytosis of nanoparticles in mammalian cells. Int. J. Nanomed. 9, 51–63 (2014).
19. Gao, H., Shi, W. & Freund, L. B. Mechanics of receptor-mediated endocytosis. Proc. Natl. Acad. Sci. USA 102, 9469–9474 (2005).
20. Zhang, S., Li, J., Lykotrafitis, G., Bao, G. & Suresh. S. Size-dependent endocytosis of nanoparticles. Adv. Mater. 21, 419–424 (2009).
21. Yuan, H., Li, J., Bao, G. & Zhang. S. Variable nanoparticle-cell adhesion strength regulates cellular uptake. Phys. Rev. Lett. 105, 138101 (2010).
22. Yi, X., Shi, X. & Gao, H. Cellular uptake of elastic nanoparticles. Phys. Rev. Lett. 107, 098101 (2011).
23. Yi, X. & Gao, H. Incorporation of soft particles into lipid vesicles: effects of particle size and elasticity. Langmuir 32, 13252–13260 (2016) PMCID: 27951715.
24. Decuzzi, P. & Ferrari, M. The role of specific and non-specific interactions in receptor-mediated endocytosis of nanoparticles. Biomaterials 28, 2915–2922 (2007).

25. Decuzzi, P. & Ferrari, M. Design maps for nanoparticles targeting the diseased microvasculature. Biomaterials 29, 377–384 (2008).

26. Neymair, B. J. et al. Aggregation and vesiculation of membrane proteins by curvature-mediated interactions. Nature 459, 846–8478 (2009).

27. Vacha, R., Martinez-Veraecke, F. J. & Frenkel, D. Intracellular release of endocytosed nanoparticles upon a change of ligand–receptor interaction. ACS Nano 6, 10598–10605 (2012).

28. Li, Y., Kröger, M. & Liu, W. K. Endocytosis of pegylated nanoparticles accompanied by structural and free energy changes of the grafted polyethylene glycol. Biomaterials 35, 4546–4550 (2014).

29. Li, Y., Yue, T., Yang, K. & Zhang, X. Molecular modeling of the relationship between nanoparticle shape anisotropy and endocytosis kinetics. Biomaterials 33, 4965–4973 (2012).

30. Ding, H.-m, Tian, W.-d & Ma, Y.-q Designing nanoparticle translocation through membranes by computer simulations. ACS Nano 6, 1230–1238 (2012).

31. Ding, H.-m & Ma, Y.-q Role of physicochemical properties of coating ligands in nanoparticles discovery. Macromolecules 49, 4675–4690 (2016).

32. Chithran, B. D., Ghazani, A. A. & Chan, W. C. Determining the size and shape dependence of gold nanoparticle uptake into mammalian cells. Nano Lett. 6, 662–668 (2006).

33. Chithran, B. D. & Chan, W. C. Elucidating the mechanism of cellular uptake and removal of protein-coated gold nanoparticles of different sizes and shapes. Nano Lett. 7, 1542–1550 (2007).

34. Shi Kam, N. W., Jessop, T. C., Wender, P. A. & Dai, H. Nanotube molecular transporters: internalization of carbon nanotube-protein conjugates into mammalian cells. J. Am. Chem. Soc. 126, 6850–6851 (2004).

35. Immordino, M. L. et al. Stealth liposomes: review of the basic science, rationale, and clinical applications, existing and potential. Int. J. Nanomed. 1, 297–315 (2006).

36. LoPresti, C., Lomas, H., Massignani, M., Smart, T. & Battaglia, G. Porphyrines: nature inspired nanometer sized compartments. J. Mater. Chem. 19, 3576–3590 (2009).

37. Harrison, S. C. Viral membrane fusion. Nat. Struct. Mol. Biol. 15, 690–698 (1998).

38. Speir, J. A., Munshi, S., Wang, G., Baker, T. S. & Johnson, J. E. Structures of the native and swollen forms of cowpea chlorotic mottle virus determined by x-ray crystallography and cryo-electron microscopy. Structure 3, 63–78 (1995).

39. Larsson, D. S., Liljas, L. & van der Spoel, D. Virus capsid dissolution studied by microscopic molecular dynamics simulations. PLoS Comput. Biol. 8, e1002502 (2012).

40. Wagner, E. Polymers for siRNA delivery: inspired by viruses to be targeted, dynamic, and precise. Acc. Chem. Res. 45, 1005–1013 (2011).

41. Blanco, E., Shen, H. & Ferrari, M. Principles of nanoparticle design for overcoming biological barriers to drug delivery. Nat. Biotechnol. 33, 941–951 (2015).

42. Ferrari, M. Nanogeometry: beyond drug delivery. Nature Nanotechnol. 3, 131–132 (2008).

43. Matsumura, Y. & Maeda, H. A new concept for macromolecular therapeutics in cancer chemotherapy: mechanism of tumor-tropic accumulation of proteins and the antitumor agent smans. Cancer Res. 46, 6387–6392 (1986).

44. Schmidt, N. W. et al. Liquid-crytalline ordering of antimicrobial peptide-dna complexes controls trf9 activation. Nat. Mater. 14, 696–700 (2015).

45. Angioletti-Uberti, S., Varilly, P., Mognetti, B. M., Tkachenko, A. & Frenkel, D. Designing super selectivity in multivalent nanoparticle binding. Proc. Natl. Acad. Sci. USA 102, 3213–3218 (2005).

46. Canham, P. B. The minimum energy of bending as a possible explanation of the biconcave shape of the human red blood cell. J. Theor. Biol. 26, 61N1777–61N188 (1970).

47. Helfrich, W. Elastic properties of lipid bilayers: theory and possible experiments. Z. Naturforsch. C 28, 693–703 (1973).

48. Lipowsky, R. The conformation of membranes. Nature 349, 475–481 (1991).

49. Lipowsky, R. The morphology of lipid membranes. Curr. Opin. Struct. Biol. 5, 531–540 (1995).

50. Nelson, D., Piran, T. & Weinberg, S. Statistical Mechanics of Membranes and Surfaces (World Scientific, Singapore, 2004).

51. Safran, S. A. Statistical Thermodynamics of Surfaces, Interfaces, and Membranes, Vol. 90 (Perseus Books, Reading, MA, 1994).

52. Shang, L., Nienhaus, K. & Nienhaus, G. U. Engineered nanoparticles interacting with cells: size matters. NanoBiotechnology 1, 5 (2014).

53. Varilly, P., Angioletti-Uberti, S., Moggetti, B. M. & Frenkel, D. A general theory of dna-mediated and other valence-limited colloidal interactions. J. Chem. Phys. 137, 094108–094122 (2012).

54. Gompper, G. et al. Triangularized-surface models of fluctuating membranes. Stat. Mech. Membr. Surf. 2, 359–425 (2004).

55. Koibuchi, H., Shobukhov, A. & Sekino, H. Surface tension and laplace pressure in triangulated surface models for membranes without fixed boundary. J. Math. Chem. 54, 358–374 (2016).

56. Zhang, Y. et al. Permeation to enter cell by shape: nanodisk vs nanosphere. ACS Appl. Mater. Interfaces 4, 4099–4105 (2012).

57. Flores, L. et al. How shape influences uptake: interactions of anisotropic polymer nanoparticles and human mesenchymal stem cells. Small 8, 2222–2230 (2012).

58. Frenkel, D. & Smit, B. Understanding Molecular Simulations 2nd edn (Academic Press, New York, 2002).

59. Cooke, I. R. & Desemo, M. Solvent-free model for self-assembling fluid bilayer membranes: stabilization of the fluid phase based on broad attractive tail potentials. J. Chem. Phys. 123, 224710 (2005).

60. Angioletti-Uberti, S., Varilly, P., Moggetti, B. M. & Frenkel, D. Mobile linkers on dna-coated colloids: valency without patches. Phys. Rev. Lett. 113, 128303 (2014).

61. Walkey, C. D., Olsen, J. B., Guo, H., Emili, A. & Chan, W. C. Nanoparticle size and surface chemistry determine serum protein adsorption and macrophage uptake. J. Am. Chem. Soc. 134, 2139–2147 (2012).
Design of nanoparticles: A Soft Matter Perspective

S Angioletti-Uberti

84. Tito, N. B., Angioletti-Uberti, S. & Frenkel, D. Communication: simple approach for calculating the binding free energy of a multivalent particle. J. Chem. Phys. 144, 161101 (2016).
85. Michele, L. D., Bachmann, S. J., Parolini, L. & Mognotti, B. M. Communication: free energy of lipid-receptor systems forming multimeric complexes. J. Chem. Phys. 144, 161104 (2016).
86. Angioletti-Uberti, S., Mognotti, B. M. & Frenkel, D. Theory and simulation of dna-coated colloids: a guide for rational design. Phys. Chem. Chem. Phys. 18, 6373–6393 (2016).
87. Mammens, M., Choi, S.-K. & Whitesides, G. M. Polyvalent interactions in biological systems: implications for design and use of multivalent ligands and inhibitors. Angew. Chem. Int. Ed. 37, 2754–2794 (1998).
88. Frenkel, D. et al. Multivalency as a chemical organization and action principle. Angew. Chem. Int. Ed. 51, 10472–10498 (2012).
89. Ercolessi, G. Assessment of cooperativity in self-assembly. J. Am. Chem. Soc. 125, 16097–161103 (2003).
90. Lundqvist, M. et al. Nanoparticle size and surface properties determine the protein corona with possible implications for biological impacts. Proc. Natl. Acad. Sci. 105, 14265–14270 (2008).
91. Monopoli, M. P., Åberg, C., Salvati, A. & Dawson, K. A. Biomolecular coronas provide the biological identity of nanosized materials. Nat. Nanotechnol. 7, 779–786 (2012).
92. Monopoli, M. P. et al. Physical-chemical aspects of protein corona: relevance to in vitro and in vivo biological impacts of nanoparticles. J. Am. Chem. Soc. 133, 2525–2534 (2011).
93. Salvati, A. et al. Transferin-functionalized nanoparticles lose their targeting capabilities when a biomolecule corona adsorbs on the surface. Nat. Nanotechnol. 8, 137–143 (2013).
94. Tenzer, S. et al. Rapid formation of plasma protein corona critically affects nanoparticle pathophysiologically. Nature Nanotechnol. 8, 772–781 (2013).
95. Ge, C. et al. Binding of blood proteins to carbon nanotubes reduces cytotoxicity. Proc. Natl. Acad. Sci. 108, 16968–16973 (2011).
96. Wei, Q. et al. Protein interactions with polymer coatings and biomaterials. Angew. Chem. Int. Ed. 53, 8004–8031 (2014).
97. Szleifer, I. Protein adsorption on surfaces with grafted polymers: a theoretical approach. Biophys. J. 72, 595–612 (1997).
98. McPherson, T., Kidane, A., Szleifer, I. & Park, K. Prevention of protein adsorption by tethered poly(ethylene oxide) layers: experiments and single-chain mean-field analysis. Langmuir 14, 176–186 (1998).
99. Szleifer, I. et al. Tethered polymer layers: phase transitions and reduction of protein adsorption. Macromol. Rapid Commun. 21, 423–448 (2000).
100. Carignano, M. A. & Szleifer, I. Prevention of protein adsorption by flexible and rigid chain molecules. Colloids Surf. B: Biointerfaces 18, 169–182 (2000).
101. Fang, F., Satulovsky, J. & Szleifer, I. Kinetics of protein adsorption and desorption on surfaces with grafted polymers. Biophys. J. 89, 1516–1533 (2005).
102. Fang, F. & Szleifer, I. Effect of molecular structure on the adsorption of protein on surfaces with grafted polymers. Langmuir 18, 5497–5510 (2002).
103. Halperin, A. Polymer brushes that resist adsorption of model proteins: design parameters. Langmuir 15, 2525–2533 (1999).
104. Halperin, A. & Kröger, M. Ternary protein adsorption onto brushes: strong versus weak. Langmuir 25, 11631–11634 (2009).
105. Halperin, A. & Kröger, M. Collapse of thermoresponsive brushes and the tuning of protein adsorption. Macromolecules 44, 6966–7005 (2011).
106. Angioletti-Uberti, S., Ballauff, M. & Dzubiella, J. Dynamic density functional theory of protein adsorption on polymer-coated nanoparticles. Soft Matter 10, 7932–7945 (2014).
107. Evans, R. The nature of the liquid-vapour interface and other topics in the statistical mechanics of non-uniform, classical fluids. Adv. Clays. Fluid. Phys. 18, 243–200 (1979).
108. Wu, J. & Li, Z. Density-functional theory for complex fluids. Annu. Rev. Phys. Chem. 58, 85–112 (2007).
109. Bhattacharjee, S. M., Giacometti, A. & Maritan, A. Flory theory for polymers. J. Phys. 25, 503101 (2013).
110. Flory, P. Statistical mechanics of chain molecules (Wiley Interscience; New York, 1969).
111. Johansson, C., Gernandt, J., Bradley, M., Vincent, B. & Hansson, P. Interception between lysozyme and colloidal poly (nicap-co-acrylic acid) microgels. J. Colloid Interface Sci. 347, 241–251 (2010).
112. de Vos, W. M., Biesheuvel, P. M., de Keizer, A., Kleijn, J. M. & Cohen Stuart, M. A. Adsorption of the protein bovine serum albumin in a planar poly (acrylic acid) brush layer as measured by optical reflectometry. Langmuir 24, 6575–6584 (2008).
113. Adroher-Benitez, I., Moncho-Jordà, A. & Dzubiella, J. Sorption and spatial distribution of protein globules in charged hydrogel particles. Langmuir 0, null (0). https://doi.org/10.1021/acs.langmuir.7b00356. PMID: 28431468.
145. Taton, T. A., Mirkin, C. A. & Letsinger, R. L. Scanometric DNA array detection with nanoparticle probes. *Science* **289**, 1757–1760 (2000).
146. Laromaine, A., Koh, L., Murugesan, M., Ulijn, R. V. & Stevens, M. M. Protease-triggered dispersion of nanoparticle assemblies. *J. Am. Chem. Soc.* **129**, 4156–4157 (2007).
147. Bhatia, S. et al. Linear polysialoside outperforms dendritic analogs for inhibition of influenza virus infection in vitro and in vivo. *Biomaterials* **138**, 22–34 (2017).
148. Muñoz, A. et al. Synthesis of giant globular multivalent glycofullerenes as potent inhibitors in a model of ebola virus infection. *Nat. Chem.* **8**, 50–57 (2016).
149. Baram-Pinto, D., Shukla, S., Gedanken, A. & Sarid, R. Inhibition of hsv-1 attachment, entry, and cell-to-cell spread by functionalized multivalent gold nanoparticles. *Small* **6**, 1044–1050 (2010).
150. Papp, I. et al. Inhibition of influenza virus activity by multivalent glycoarchitectures with matched sizes. *Chembiochem* **12**, 887–895 (2011).
151. De Michele, C., De Los Rios, P., Foffi, G. & Piazza, F. Simulation and theory of antibody binding to crowded antigen-covered surfaces. *PLoS Comput. Biol.* **12**, e1004752 (2016).
152. Curk, T., Dobnikar, J. & Frenkel, D. Rational design of molecularly imprinted polymers. *Soft Matter* **12**, 35–44 (2016).
153. Xu, H. & Shaw, D. E. A simple model of multivalent adhesion and its application to influenza infection. *Biophys. J.* **110**, 218–233 (2016).
154. Asakura, S. & Oosawa, F. On interaction between two bodies immersed in a solution of macromolecules. *J. Chem. Phys.* **22**, 1255–1256 (1954).
155. Lekkerkerker, H., Poon, W.-K., Pusey, P., Stroobants, A. & Warren, P. Phase behaviour of colloidal–polymer mixtures. *Europhys. Lett.* **20**, 559 (1992).
156. Liu, H., Garde, S. & Kumar, S. Direct determination of phase behavior of square-well fluids. *J. Chem. Phys.* **123**, 174505 (2005).
157. Noguchi, H. Membrane simulation models from nanometer to micrometer scale. *J. Phys. Soc. Jpn.* **78**, 041007–041007 (2009).