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Abstract
The use of artificial intelligence (AI) technologies in organizations’ recruiting and selection procedures has become commonplace in business practice; accordingly, research on AI recruiting has increased substantially in recent years. But, though various articles have highlighted the potential opportunities and ethical risks of AI recruiting, the topic has not been normatively assessed yet. We aim to fill this gap by providing an ethical analysis of AI recruiting from a human rights perspective. In doing so, we elaborate on human rights’ theoretical implications for corporate use of AI-driven hiring solutions. Therefore, we analyze whether AI hiring practices inherently conflict with the concepts of validity, autonomy, nondiscrimination, privacy, and transparency, which represent the main human rights relevant in this context. Concluding that these concepts are not at odds, we then use existing legal and ethical implications to determine organizations’ responsibility to enforce and realize human rights standards in the context of AI recruiting.
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1 Introduction
Increasingly, companies are using artificial intelligence (AI) recruiting tools to enhance the speed and efficiency of the applicant recruiting process. Especially in large companies, such as Vodafone, KPMG, BASF, or Unilever, the use of AI tools is already well-established to handle large numbers of incoming applications [1, 2]. However, AI’s application to recruitment is the subject of controversy in public and academic discourse, due to the close relation between AI-based decision-making and ethical norms and values. One line of criticism considers it problematic that important decisions affecting people’s lives are outsourced to AI, which is especially problematic if mistakes are made. One of the best-known real-world examples is the case of Amazon in 2018, where a tested AI software systematically discriminated against women in the hiring process [3]. Various researchers, therefore, have warned of the significant risk these tools’ unknown flaws, such as algorithmic bias [4], pose to organizations implementing new forms of AI in their human resources (HR) processes. Similarly, several philosophers [e.g., 5] have condemned the use of AI in recruitment, denying that AI could possess the social and empathetic skills needed in the selection process.

Still, many providers of AI recruiting tools advertise their products by claiming that they reduce bias and increase fairness in recruitment processes. In addition, widely held assumptions about the objectivity of learning algorithms contribute to a rather positive image of AI-aided recruitment among practitioners [e.g., 6, 7]. The contrast between this positive image and the ethical concerns of AI recruitment’s critics calls for a normative assessment, essential for a more nuanced view of the ethical status of AI recruitment.

This paper aims to fill this gap and provide an ethical analysis of AI recruiting to answer the question of whether AI recruiting should be considered (un)ethical from a human rights perspective, and if so, for what reason. We chose this perspective because human rights are internationally accepted as normative criterion for corporate actions and, increasingly, are integrated in soft law for business [8–10]. Human rights are overarching and comprehensive, yet also aim to be sensitive to cultural nuance [11]. Furthermore, as a
legal framework, human rights carry significant implications for the moral underpinnings of business [12, 13].

The remainder of the paper is organized as follows: Sect. 2 clarifies the concept of AI recruitment; in Sect. 3, we outline the normative foundation of our approach, which is based on human rights discourse, and explore human rights’ implications for corporations and AI recruiting. In Sect. 4, which is purely analytical, we discuss whether AI inherently conflicts with the key principles: validity, human autonomy, nondiscrimination, privacy, and transparency, which represent the human rights relevant in the AI-based recruitment context. Lastly, we discuss the contingent limitations of the use of AI in hiring. Here, we use existing legal and ethical implications to discern organizations’ responsibility to enforce and realize human rights standards in the context of AI recruiting, before outlining our concluding remarks.

The contributions of our article are threefold. First, we address the need for domain-specific work in the field of AI ethics [14–16]. In examining the ethicality of AI recruiting, we go beyond general AI ethics guidelines that present overarching normative principles [e.g., 15, 17] and study in detail the ethical implications of AI usage in this specific business function. Second, our paper expands the theoretical research in the field of AI recruiting. Though various extant articles have a practical [e.g., 18], technical [e.g., 19], or empirical [e.g., 20, 21] focus, very few articles refer to ethical theories [e.g., 22] in this context (see review article [23]). To the best of our knowledge, our approach is one of the first to normatively assess whether the use of AI in the recruitment context is (un)ethical per se. By analyzing the use of AI in hiring from a human rights perspective, our paper overlaps with the work of Yam and Skorburg [11]. Nevertheless, while these authors evaluate whether various algorithmic impact assessments sufficiently address human rights to close the algorithmic accountability gap, we examine more fundamentally whether AI hiring practices inherently conflict with human rights. Third, our article provides implications for practice. By defining the ethical responsibilities of organizations, we aim to guide organizations on how to deploy AI in the recruiting process and enhance morality in hiring.

2 Definition: what is AI recruiting?

We define AI recruiting as any organizational procedure during the recruitment and selection of job candidates that makes use of AI, whereas AI itself refers to “a system’s ability to interpret external data correctly, to learn from such data, and to use those learnings to achieve specific goals and tasks through flexible adaptation” [24]. This definition encompasses a diverse set of technologies, including complex machine learning (ML) approaches, natural language processing, and voice recognition.

These technologies can be applied across four commonly accepted stages of the recruiting process: outreach, screening, assessment and facilitation [25]. In the outreach stage, AI can be leveraged for targeted communication across online platforms and social media [26] or for de-biasing the wording of job ads to make them gender neutral and attract a diverse pool of applicants [27]. Moreover, algorithms are used to screen applicants’ CVs and derive a short list of the most promising candidates [19]. These screening tools are considered highly efficient, especially for top employers who receive huge numbers of applications for a single position. In the assessment stage, face recognition software can be used to analyze video interviews, evaluate applicants’ responses, and provide insight into certain personality traits and competencies [28]. In addition to interviews, AI-powered and gamified skill tests are used to assess further qualities, such as persistence or motivation. Therein, target variables do not need to be predefined by the company; ML algorithms can analyze the data of a company’s current top performers and determine which applicant characteristics and skills have been associated with better job performance [29]. Lastly, AI can also be leveraged to facilitate the selection process, for example, in scheduling activities [30].

3 Normative foundation: the implications of human rights for AI recruiting

In the following section, we summarize the different implications of AI recruiting as derived from the discourse on human rights. As a starting point for our approach, we focus on human rights, given their international acceptance as a normative concept for corporate action [8–10]. To structure our review of normative approaches and discussions, we have distinguished between different coinciding discourses. These include the more general debate on business and human rights, establishing that not only states but also companies are accountable for human rights; the specific human rights implications of recruiting; and, finally, the discourse on the ethical regulation of AI. All three of these perspectives are pertinent in carving out the ethical materiality of AI usage in hiring, as they outline the responsibilities of the key actors: companies that define recruitment practices and standards and establish criteria for the judgment of AI solutions.

3.1 Human rights and business

The discourse on business and human rights explores whether and to what extent companies must fulfill human rights responsibilities and obligations [9, 31]. Conventional
wisdom suggests that business and human rights inherently stand in conflict, given the interest of companies in maximizing their profits and the intense competition they face, which enhances the pressure on decision makers to reduce costs. The notion of the primacy of profitability and fiduciary responsibility was encapsulated in Friedman’s dictum: “the business of business is to make profit” [32]. As society increasingly scrutinizes the actions of companies, contemporary theories of business ethics and corporate social responsibility have acknowledged the existence of company-specific human rights obligations [33, 34]. An emerging consensus implies that human rights are of increasing significance for business and that corporate decision makers are required to protect, respect, and remedy human rights. This notion is reflected in the UN Guiding Principles, which are grounded in the belief that business enterprises are “required to comply with all applicable laws and to respect human rights.” [35] Hence, human rights are boundaries that corporate actions must not cross, a principle that implies that certain acts, such as discrimination or violation of the human dignity of employees, are morally reprehensible.1 Companies are obliged to comply with these legal responsibilities “through their own activities” (United Nations General Principles, Principle 13), including business operations such as recruiting and the use of AI [36].

### 3.2 Human rights and recruiting

The notion that business enterprises have to honor human rights has major implications for recruiting, which has become an important source of sustainable competitive advantage for organizations [25]. Here, the context of recruiting is dominated by diverging interests and different rights applicable between companies and potential employees. Companies have a legitimate interest in selecting and filtering out the best candidates for a certain job and also a right to information gained by checking whether an applicant fulfills the qualifications demanded by the company. This right to information is, strictly speaking, not a human right as such, but rather arises from the right to property of companies and their owners, as well as from their legal interest in an effective process that ensures the selection of the right employees. In view of HR’s relevance to an enterprise’s commercial success, the company needs to have sufficient insight into the qualities of the potential employee. Here, the limitations of collecting information and the limitations of the general right to property connect to a wider legal debate on the derogation of the right to privacy and the right to property [37, 38] as well as to the discourse on whistleblowing [39].

The rights to property and freedom of contract, however, are limited so that companies may not disregard the interests and rights of (potential) employees. The human rights perspective suggests that hiring companies have a moral duty to safeguard applicants’ rights not only in the hiring decisions they make but also in how they treat applicants during the selection process (General Act on Equal Treatment §2 [40]; [41]). The International Bill of Human Rights2 includes a range of rights and freedoms linked to international labor standards, such as the rights to human dignity, occupational choice, equality, privacy, education, and favorable conditions of work. In addition, the International Labor Organization’s Declaration on Fundamental Principles and Rights at Work has addressed, in particular, freedom of association and collective bargaining, forced labor, child labor, and non-discrimination [13].

Apart from obvious implications, such as bans on child labor or forced labor, there are other major implications of human rights that have already been discussed in the specific context of hiring. Among others, Alder and Gilbert [41] refer to the right to personal dignity. The applicants’ right to dignity requires that care be taken when it comes to potentially invasive assessment techniques such as personality tests and drug testing. The US Employee Polygraph Protection Act (EPPA) forbids private employers from using most lie detector tests, considered disrespectful and demeaning. Similarly, managers have a duty to preserve individuals’ right to privacy by safeguarding their personal information and exercising discretion when conducting background checks [41]. The right to privacy suggests that applicants have also the right to deny statements or withhold information on such topics as marriage, pregnancy, or religious affiliation, all of which could potentially be used for purposes of discrimination. Some legislation even stipulates the notion of a right to lie. The right to privacy is closely connected with anti-discrimination regulations, which derive primarily from the right to equality (one of the earliest constitutionally guaranteed rights) and are mandatory for companies (General Act on Equal Treatment §12 [40]). These regulations protect applicants’ right not to be rejected on the basis of a non-work-related characteristic such as age, gender, or ethnicity. Given the power asymmetry between applicant and employee, some scholars have expressed the view that applicants also have a right to be told the truth. Alder and

---

1 The UN Guiding Principles refer here explicitly to the International Bill of Rights, which includes the Universal Declaration of Human Rights, the International Covenant on Civil and Political Rights, and the International Covenant on Economic, Social and Cultural Rights, and to the principles established in the Declaration of Fundamental Principles and Rights at Work.

2 Meaning the Universal Declaration of Human Rights, the International Covenant on Civil and Political Rights, and the International Covenant on Economic, Social and Cultural Rights.
Gilbert [41] have argued that managers have a moral duty to be upfront with applicants, providing them with honest assessments, updates of their status in the hiring process, and realistic previews of the job. Finally, all these rights link up to the key norms on which market economies are based, namely, the general right to freedom and the specific right to occupation that are necessary for realizing and expanding human autonomy.

In a nutshell, the pre-existing discourse on human rights in recruitment entails key normative implications for the management of the recruiting process. The first implication is that the process of hiring and access to jobs are highly relevant for many human rights in that these connect the larger debates on freedom of occupation, transparency, and human dignity with labor law and nondiscrimination legislation. The second implication is that anti-discrimination and privacy norms are closely linked and support each other in realizing dignity in the workplace. Therefore, the human rights perspective on AI recruiting has to be aware of these important connections.

### 3.3 Human rights and AI

The existing literature has examined, apart from the broader implications of human rights for enterprises and recruiting, the more specific implications of human rights on the use and development of AI. The starting point of the debate on these latter implications has been that the properties of AI solutions make this technology unique, differentiating it from older technologies such as computers, airplanes, or nuclear power plants. These properties, such as automated decision-making, use of historic data, access to private data [42, 43], and AI’s black-box character [44, 45], highlight potential areas of human rights violations, as they could stand in a more general—perhaps even inherent—conflict with specific human rights, as discussed in the literature [36].

These looming conflicts AI may have with a series of human rights and other normative implications (such as happiness or economic growth) have given rise to an intense debate on the regulation of AI. Several ethics guidelines, including the Montreal Declaration for Responsible AI [46] and AI4People’s principles for AI ethics [17] have been released by various stakeholder groups.

#### 3.4 Human rights and their implications for AI recruiting

By combining the human rights requirements for recruitment with the discourse on AI ethics that addresses the critical properties of AI, we can derive the specific human rights implications of AI recruiting. These implications depict the analytical tool for our ethical examination, which addresses the following aspects:

- **Validity** AI is developed by human beings, who are not always perfect in their judgment and who will make mistakes in designing, programming, and using AI solutions. These mistakes might result in human rights violations, for example, when it comes to injuries or psychological stress incurred by ill-calibrated AI solutions (compare with Floridi et al.’s [17] principle of non-maleficence). However, the validity of AI recruiting can be considered a precondition for its ethicality, given companies’ need to find the right candidate. Along with efficiency, the validity of the data-driven predictions made by AI serves as the main determinant for judging the superiority [or beneficence] of AI solutions over traditional recruitment practices. This connects to the larger debate on how AI can promote human rights.

- **Autonomy** AI might reduce human involvement, as human beings cede certain decision-making or analytical tasks to automated machines. As a result, certain applications of AI could conflict with the right to human self-determination and threaten human freedom if they render certain choices obsolete. Therefore, AI recruiting tools should only be used to the extent that they do not limit human autonomy, so as not to conflict with human dignity and the right to occupation.

- **Nondiscrimination** Data sets are susceptible to many types of bias [51], increasing the likelihood that AI that is reliant on historic data will fail in realizing its aims. If a decision made by AI impacts human beings, especially in the selection of job candidates, AI might lead to discrimination. However, the right to equality provides the basis for countering this vulnerability at all costs and makes nondiscrimination a prerequisite for the use of AI in recruiting. Notably, nondiscrimination and validity might not be the same in recruiting, as there might be specific legal obligations to respect certain quotas or to respect the rights of disabled persons (see Sec. 2, U.S. Rehabilitation Act of 1973).

- **Privacy** AI decisions are typically based on a specific data input. The input used by an AI solution could conflict with the human right to privacy if the data was obtained by violating ethical principles (e.g., without the applicant having consented to its use). This risk is magnified by AI’s ability to access applicants’ personal infor-
As addressed by regulations in the traditional context of recruiting (Sec. 2 U.S. Rehabilitation Act of 1973), data privacy is another important ethical concern in AI recruiting.

- **Transparency** The outcomes of AI decisions are beyond the full control of human beings, making it difficult to trace responsibilities [17]. Literature on AI has referred to this aspect as its black-box character, as it is difficult for its users to understand why the algorithm has decided in a certain way. However, the right to be told the truth and the right to lodge a complaint when applicants feel treated unfairly (General Act on Equal Treatment §13 [40]) make it necessary for AI recruiting to be transparent.

Table 1 summarizes the implications for AI recruiting related to the underlying human rights and AI properties. However, these implications require a more detailed examination, explicitly for understanding the specific conditions for AI use in the recruiting context.

### 4 Ethical analysis: is AI recruiting unethical per se?

In the following, we explore the question of whether AI recruiting should be considered unethical per se. We distinguish between actions that inherently—and thus per se—conflict with human rights and actions that present a contingent conflict with human rights [see 36]. Individuals’ and organizations’ actions conflict inherently with human rights if they constitute a violation of human rights irrespective of circumstance. Based on our theoretical discussion in Sect. 3, we opt for human rights as our concept for companies’ ethical actions. Moreover, we integrate utilitarian and other approaches to ethics if they are helpful for interpreting human rights or if our analysis touches areas where human rights implications or established legal conventions do not offer straightforward solutions [34, 52]. The remainder of Sect. 4 is structured as follows:

In the first part (Sect. 4.1), we examine whether AI recruiting fulfills the precondition of providing a valid assessment of applicants. We consider this to be a necessary prerequisite because utilitarian theories of effective altruism [53] argue that ethicality involves the criterion of improvement of outcomes: status quo post must surpass status quo ante. Thus, unless AI recruiting is superior to traditional recruiting, using this technology is not only unethical but also possibly inefficient. In the following Sects. 4.2–4.5, we discuss ethical issues beyond validity, including human autonomy, nondiscrimination, privacy, and transparency. In assessing each of these principles, we address the potential reproaches against AI recruiting as well as the counterarguments for each. Table 2 summarizes this section’s discussion and the implications for organizations, which will be outlined in Sect. 5.

#### 4.1 Precondition: is AI a valid tool in the recruiting and selection process?

Considering that many companies have already implemented AI technologies in their recruiting process, we assume that AI recruiting is time and cost efficient, something research agrees on [26, e.g., 54–56]. However, critics warn about AI recruiting’s potential constraints in terms of validity. One such argument states that AI represents only a simplified model of human behavior that is restricted to a set of measurable behavioral dimensions [4, 57, 58]. Thus, AI lacks empathy and cannot detect applicants’ emotional intelligence, which reduces the validity of an AI assessment [5]. Although AI may be able to recognize and imitate emotions with sensors (known as affective computing), it cannot understand complex emotions and feelings. Complex forms of sadness, such as self-pity, regret, and loneliness, are just as unreadable as complex forms of joy, such as schadenfreude, pride, and confidence. AI also cannot perceive and understand values or charisma. The same applies to many contexts where psychometric quantifications are inherently...
incapable of capturing contextual meanings of competence. One can try to program values into AI—but nuances will be lost [59–61]. Therefore, AI cannot assess an applicant’s personal or team fit or determine whether an applicant is truly motivated or reflective—or whether their statements are substantiated.

From our point of view, however, this argument against AI recruitment tools can be weakened by the fact that team fit and social intelligence are only two criteria among many in the recruiting process. Even in non-AI-based procedures, the screening and shortlisting of CVs is based on fixed and quantified criteria, such as average academic grades or months of prior job experience. These sort of criteria could be easily managed by AI. This example also leads to the question of whether academic grades are an effective predictor of subsequent performance at all and highlights the added value of another feature of AI: based on ML and the data of current top performers, AI can assess which characteristics make an applicant a good fit for a given role, thus enhancing the selection process’s accuracy [18, 62].

Again, it can be argued that AI tools are often not scientifically validated but have emerged as technological innovations only. Similarly, the underlying criteria for the prediction of job performance may not be derived from scientific research programs [63, 64]. Moreover, ML algorithms predict future human behavior based on historical data, ignoring novel patterns and parameters [65]. Therefore, predictions are often proven wrong because of changes in the overarching ecosystem [66, 67]. However, we think that it is questionable whether people, with their subjective perceptions and assessments, perform better than AI in this regard. Because AI is data-based and can process a much larger range of behavioral signals than humans can, AI may even outperform human inferences

### Table 2 Summary of ethical analysis of AI recruiting and implications for organizations

| Ethical principles | Is AI recruiting inherently unethical? | Implications for organizations |
|-------------------|---------------------------------------|----------------------------------|
| **Precondition**  | Reproach                              | Establishing mechanisms for auditing and quality control |
| Validity          | Lack of empathy and social intelligence | Ensuring statistical expertise in HR departments |
|                   | Missing scientific validation         | Using AI for objectively measurable requirements |
|                   | **Counterargument**                  | Using AI as complementary recruiting tool |
|                   | Validity of decisions depends on what activity AI is used for Data-driven predictions are better than human ones |
| **Autonomy**      | Reproach                              | Using AI as additional recruiting tool |
|                   | Dependence on AI-made decisions       | Establishing human oversight over process |
|                   | Reduction of chance to perform for applicants | Creating transparency/explainability reports |
|                   | Dehumanization of hiring process      | |
|                   | Lack of control of every single step by recruiters | |
|                   | **Counterargument**                  | |
|                   | Applicants always depend on others’ decisions | |
|                   | Humans are not inherently better interview partners than AI | |
|                   | AI allows recruiters to have control over final decisions | |
| **Nondiscrimination** | Reproach                            | Auditing AI with regard to bias and discrimination |
|                   | Risk of algorithmic bias              | Validating AI tools for nonstandard people |
|                   | Risk of standardized discrimination   | Implementing diverse data scientist teams |
|                   | Unfair treatment of nonstandard/disabled people | |
|                   | **Counterargument**                  | |
|                   | AI is never inherently racist but may be thus programmed/trained by humans | |
|                   | AI may reduce human bias              | |
|                   | Reconfiguring AI to prevent bias against disabled people can offer a chance for inclusion | |
| **Privacy**       | Reproach                              | Obtaining consent for data use from applicants |
|                   | Access to additional types of data (e.g., sexual orientation) | Establishing data minimization: collection and storage of minimal and relevant data |
|                   | Collection and usage of many data points | |
|                   | **Counterargument**                  | |
|                   | Firms can define and control the input data used and stored | |
| **Transparency**  | Reproach                              | Disclosing selection and success criteria |
|                   | Black-box character: lack of transparency for the single case | Reducing complexity of algorithms |
|                   | Transparency for the general mechanism is given (e.g., in the form of open code) | Creating transparency/explainability reports |
|                   | AI may enable regular updates and timely feedback for applicants | Communicating about discrimination cases and number of claims |

---
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about future performance in accuracy and validity [18, 68]. This is also in line with Kahnemann’s [69] findings that algorithmic predictions generally perform better than human ones and suggests that whenever we can replace human judgments with formulas, we should at least consider it.

Overall, we think that the use of AI could contribute to more efficient and more valid recruiting decisions. Although AI alone cannot capture all potential job criteria, it is not a non-valid tool per se. Consequently, AI decisions’ validity depends on the activity for which AI is used for. Assigning appropriate tasks to AI therefore requires recognition of its shortcomings, e.g., its reductionist nature that cannot interpret contexts. That being said, validity is a contingent rather than inherent limitation to AI development and deployment in a hiring context.

4.2 Does autonomy inherently conflict with AI recruiting?

Autonomy has been classically seen as expression of the right to freedom and self-determination in combination with more specific rights, such as freedom of occupation and freedom of movement. Although autonomy’s importance has been emphasized by various scholars [e.g., 70, 71] and in various frameworks [14, 17], its exact meaning remains disputed. Relevant questions for the interpretation of autonomy are as follows: What degree of human control is implied by the concept of autonomy? Should we try to realize human control in areas that have not yet been controlled? Autonomy’s implications depend on the answers to these questions. One might argue that human actions should not be constrained by technologies—compared to the ex ante status quo—and that humans should have control over the outcome. Here, we often encounter the notion of meta-autonomy, defined as the voluntary decision to “delegate specific decisions to machines” [17]. Other positions argue that human actions should be enhanced through technologies and that limits should be imposed on technologies [72].

In the context of AI recruiting, AI generates implications for the autonomy of not only the applicants but also the recruiters. Hence, in our analysis, we embrace both of these perspectives. Considering the applicant perspective, first, one may argue that the use of AI tools conflicts with applicants’ autonomy. By interacting with an AI instead of humans, applicants lose the opportunity to get to know the company in the form of future colleagues and to evaluate whether the company culture fits their needs and expectations, fully depending on the AI-made decision. Thereby, the asymmetry of time and effort investment increases: applicants invest the same amounts of time and effort as required for human-based procedures, whereas companies automate the process, saving time and money. However, regardless of the recruiting procedure used, applicants are always subject to the company’s process and depend on others’ decisions. Thus, in this regard, we do not see any impact on applicants’ autonomy. Without any personal interaction in the process, it may be even easier for applicants to accept rejection and reorient themselves afterward.

Second, one may argue that candidates’ autonomy is reduced because they cannot demonstrate all their empathetic, social, and soft skills in interviews with AI because the latter cannot fully value them. In this way, AI interviews may even lead to changes in applicants’ behavior, such as using special buzzwords that the AI will recognize. However, we would counter that human interviewers are not always better listeners or conversation partners in interviews. In fact, applicants may feel less embarrassed when sharing personal experiences with an AI than when doing so with a human. Moreover, adapting one’s behavior to an interview partner applies to not only AI interviews but also face-to-face (FTF) interviews with different types of interviewers.

Lastly, a frequent line of argument is that AI recruiting represents a conflict with human autonomy because weighty decisions are taken over by AI with huge impact on human lives. This stands in direct conflict with the meaning of human rights because it leads to a dehumanization of the recruiting process and a devaluation of human lives, especially when these tools are used for only certain types of jobs and applicants (e.g., low-impact jobs and not top-manager positions). Furthermore, although recruiting can become more efficient by using AI tools, it can ultimately lead to mechanizing the hiring process, leading to little or no direct human contact between individual applicants and the future employer [4]. This might lead to the reification of interpersonal relationships, whereby both applicants and recruiters would experience a loss of individuality and autonomy [4, 73, 74].

When taking the recruiters’ perspective to analyze whether AI recruiting conflicts with autonomy, we must consider the differing interpretations of autonomy and their underlying expectations regarding human control. If autonomy is understood as the control of every single step in the recruiting process, AI recruiting may indeed conflict with this concept. When AI applications take over certain activities, including data analyses and decision-making, or at least shape human decisions by interfering with deliberation processes, this results in meta-autonomy and a reduction of control for recruiters [75]. The more recruiters’ decision-making is substituted by AI, the less opportunities and autonomy recruiters will have to make their own decisions, whereby their learning capacities will be reduced [4]. This reduction of control and autonomy for recruiters may be particularly problematic if competitive pressure forces companies to use AI. Therefore, companies might opt for cost-efficient solutions at the expense of quality standards. This applies
specifically to scenarios in which recruiters must process large volumes of applicants under time pressure. However, the assessment differs when understanding autonomy in the sense of end control. End control is provided to recruiters when they can overrule AI decisions or when AI is used as an additional recommendation tool, but human recruiters make the final decision about who is offered a position. Thereby, realizing human autonomy may depend on whether the team of recruiters understands the rationale of the AI solution and decision. In this case, AI recruiting would not be unethical per se, but it would require that the criteria and algorithms behind each hiring decision be explainable and known by the company. Likewise, recruiters would have to consider additional mechanisms for quality assurance. For example, randomly selected applicants who are eliminated during the AI-based process could be reevaluated by a human evaluator as a check.

Although we acknowledge that AI use may lead to a dehumanization of the recruiting process, AI usage in recruiting does not constitute an inherent breach of human rights according to our understanding. A specific debate concerns the notion of statistical dehumanization that reduces human beings to a number [76]. Similar views have been raised in the press, arguing that large numbers entail a dehumanization tendency. In our view, however, this is an ethical point that is excessively fundamental. Even today, companies are confronted with high numbers of applications that make it difficult to concentrate on individuals. One way out might lie in the aforementioned idea of allowing for exemptions from AI hiring solutions through a random review of individual cases to avoid a systematic dehumanization. Nevertheless, we consider the dehumanization argument to be a philosophical question that, first, is generally directed against any technological progress that reduces human interaction and, second, leads to further philosophical questions, such as the following: Which measures should society employ to regain humanity? Because this question is too fundamental in nature to be solved within our contribution, we treat it as an underlying assumption behind contemporary recruiting practice. Therefore, the perspective of AI solutions as conflicting inherently with human rights originates in a specific interpretation of human oversight.

4.3 Does nondiscrimination inherently conflict with AI recruiting?

The right to nondiscrimination derives primarily from the right to equality. However, it has only recently been applied in private law. Beyond the controversial debate on quotas, diversity, and specific interpretations of the right to equality, we maintain an understanding of nondiscrimination meaning that everyone should have the same chances, regardless of personal attributes, such as ethnic, cultural, and migration backgrounds and gender. The mathematical term for nondiscrimination is that there is the same likelihood for a specific outcome given the same properties of the individuals being assessed (compare: Basic Law of the Federal Republic of Germany, Art. 3). Although discrimination entails different dimensions that transcend mathematical formulations [77], the presented approach presents a key threshold of the mathematical process underlying AI hiring.

Do AI recruiting tools per se discriminate against certain groups of applicants? The Amazon case illustrates that the use of AI in recruiting may introduce algorithmic bias due to poorly trained algorithms [e.g., 58, 78], which may result in (unintended) discrimination against certain applicant groups [e.g., 51]. Critics argue that such discrimination by a machine is even worse than discrimination by a human being because algorithmic bias standardizes and magnifies discrimination, which could also result in institutionalized racism [26, 29]. Moreover, AI may introduce new types of biases, which are not yet defined within nondiscrimination literature [79]. However, in many contexts, it is not feasible to formalize all dimensions and context-dependencies of discrimination in such a way that the extent of AI discrimination can be compared to that of human discrimination. This is also true, for example, when it comes to intersectional discrimination.4

However, we would argue that AI is not inherently racist and merely follows codes and criteria that are programmed by humans. Thus, the original source of algorithmic bias is human—either in the form of human behavior that the AI simulates or in the form of a programmer who (deliberately or unintentionally) programmed the AI in a racist manner. Nevertheless, we admit that adverse effects can occur when AI is used for recruiting, bearing an ethical risk. Here, the question arises of whether the risk for such algorithmic bias should be considered unethical. Although algorithmic bias may be much easier to detect and remove compared with human biases [7, 56], a conflict between AI recruiting and nondiscrimination may emerge if one argues that the pure risk of discrimination delegitimizes the use of AI.

However, it can be argued at this point that even today’s human-based selection procedures are not free of bias. Rather, the opposite is the case; scientists broadly agree that the practices currently in place are far from being effective and unbiased [e.g., 7, 81] and that AI has the potential to reduce human bias in these processes. For example, AI can address bias in the form of gendered language in job descriptions, making them gender-neutral and more inclusive [82].

4 Intersectional discrimination refers to discrimination that occurs on the basis of multiple personal grounds or characteristics that simultaneously interact with each other in a way that makes them inseparable [80].
Moreover, in the screening and assessment stages, subjectivity can be reduced by using algorithms that evaluate all applicants against the same criteria, thereby reducing human bias related to applicants’ physical appearance because AI can be taught to ignore people’s protected personal attributes and focus only on specific skills [83, 84]. Thus, if one argues that AI should be considered ethical as long as it has the potential to reduce human bias, we do not see an inherent conflict between human rights and AI recruiting.

Another line of argument states that the standardized process that comes along with AI recruiting triggers an unfair treatment for nonstandard applicants, such as disabled people. Scott-Parker [85] argued that when considering disabled people, fairness does not mean making the recruiting process more consistent and standardized, but rather making the process more flexible to generate equal opportunities for all applicants. This flexibility is not provided by highly automated and rigid AI recruiting processes, which are not yet validated for disabled people and ignore the impact of disabilities on voice, word choice, and movements, among other factors. For example, gamified assessments are often difficult for people with only one hand, in wheelchairs, or who are color-blind, thus discriminating against disabled people. Scott-Parker [85] called this “disability bias,” which is crucial in the AI recruiting context but is not yet often referenced in the AI debate.

We fully support this reasoning and concern; however, we do not consider it to fundamentally conflict with AI recruiting. Instead, it underscores the following needs: for AI recruiting to be validated for disabled people, to include disabled people in original databases, and to generate equal chances for all applicants. We would go even further, arguing that reconfiguring AI to disabled persons’ needs could even be a chance for inclusion.

Overall, we argue that AI recruiting does not inherently conflict with the principle of nondiscrimination, but potential systemized, algorithmic bias constitutes a contingent limitation. Although algorithmic bias may occur unintentionally and be based on unknown criteria, we consider this rather a problem of the AI tool’s validity, which should be correctly trained and programmed to work in the same way for all groups of applicants. Thus, technical due diligence and auditing regarding valid data sets and algorithmic designs are crucial to keep the risk of algorithmic bias low.

4.4 Does privacy inherently conflict with AI recruiting?

One the one hand, privacy can be considered an essential part of human dignity and, thus, an intrinsic human right. Likewise, privacy can be derived from Articles 12, 18, and 19 of the Universal Declaration of Human Rights [86]. This understanding has been promoted, for example, by the German Federal Constitutional Court, which has interpreted a person’s intimate sphere as a central human right. Thus, the court stated that the right of personality belongs to the essence of human dignity [87]. Thus, this right enjoys special protection against encroachment by others for commercial or artistic purposes. On the other hand, the right to privacy can be derived from the idea that individuals have the right to conceal information from others. Therefore, it might be considered an instrumental right because it allows individuals to engage in activities or to have preferences that are not shared by everyone or that are scrutinized by societies. Throughout history, sexual minorities have been often targeted by social stigma, which is ongoing. To the same extent, information concerning people’s ethnic backgrounds has been used to commit human rights violations.

On the contrary, utilitarian approaches would challenge privacy’s innate value. These would argue that personal privacy must be balanced with other aims, such as economic efficiency or societal safety and health (as contemporarily discussed in the context of action against COVID-19). The key question, therefore, is as follows: What type and amount of data is a potential employer allowed to collect and store concerning applicants? With the development of the General Data Protection Regulation (GDPR), privacy is already a regulated area in hiring. This regulation is aimed to protect EU citizens’ rights by governing how to collect, store, and process personal data. Moreover, individuals have the right to refuse the use of certain personal data without being disadvantaged in the process. However, this dilemma is not caused by the use of AI, but applies to the general context of hiring as well as to human-led processes [88]. The same is true for the argument that it is unethical to collect social media data for hiring purposes when users generally use social media platforms for other purposes [29, 64]. It is questionable whether social media is a good information source or a reliable indicator of job performance [19]. However, this discussion on the use of social media information in the hiring context is not new. A study in Sweden showed that at least half of the interviewed recruiters scanned candidates’ social media profiles at some point before hiring [81].

Some of AI recruiting’s inherent properties distinguish it from traditional recruiting practices, and we will focus on whether these properties conflict with the right to privacy.
First, AI recruiting allows for access to more types of data than human recruiting. For example, AI in the form of face recognition tools and prediction algorithms may forecast which candidates are most likely to become pregnant or reveal candidates’ sexual orientations [22, 89]. This access to candidates’ personal attributes conflicts with their privacy rights and increases the risk of information misuse and discrimination [83]. Through AI use, applicants are facing increasingly invasive methods of information gathering, which are expanding from applicants’ work life to social and even physiological domains [4].

Second, an inherent property of AI recruiting is that generally, this approach involves the collection and use of more data for decision-making than human recruiting. Whereas a human assessment is mainly based on an interviewer’s intuition and value assessment [81], an AI tool automatically captures millions of data points from applicants’ behavior, such as their verbal and body language, for a data-driven assessment of personality [90]. On the one hand, this may lead to a more data-driven and objective assessment of applicants; on the other hand, one could argue that this increased amount of collected and stored data may conflict with applicants’ privacy rights.

However, from our perspective, these two properties of AI recruiting do not inherently conflict with the right to privacy. Although AI enables organizations to collect more data and access additional types of data, it still depends on the organization to determine and define which kinds of data the AI should collect, store, and use as input for the selection process. As long as the data collected refers to candidates’ personality traits or skills that are relevant to the job, we would not consider the use of additional data as inherently unethical, acknowledging that the distinction between relevant and irrelevant information can be blurred sometimes. However, individuals with a strong focus on data privacy might have objections to this view and consider the collection and use of certain data, such as biometric data, to be an inherent limitation of AI-based hiring.

4.5 Does transparency inherently conflict with AI recruiting?

Transparency, which typically goes along with interpretability and explainability, has been widely discussed in AI ethics literature [1]. However, most sources of a right to transparency are not of constitutional origin but rather are derived from ordinary law. For example, the GDPR warrants a “right to explanation,” by which people can ask for explanations about (algorithmic) decisions made about them [91]. Similarly, some scholars have assigned applicants the right to be told the truth [41], whereas others have philosophically argued that there is a fundamental, moral right to ex post explanations of algorithmic decisions [92]. Individuals must understand our society’s functioning and be able to develop the right strategy to apply for jobs. In the AI recruiting context, knowing the rules of the game provides applicants the assurance that they are treated fairly.

Regarding transparency, the key question concerns the extent to which developers must disclose details on algorithms [93]. Here, the literature is divided, and there have been concerns regarding whether it is possible to establish full transparency in AI. Does the right to transparency mean generating an understanding of how the algorithm generally operates (e.g., how the algorithm uses data and weights specific criteria)? Or, does transparency also imply disclosing the conditions and explanations for each individual algorithmic decision?

Given technology’s current state, AI does not always meet this latter requirement because complex algorithms learn from millions of data points and can become too complex to be fully understood by even those programming them. Thus, it can become difficult to explain in detail what factors drive particular decisions, giving AI a black-box character [63]. In the recruiting context, this limitation of AI is ethically critical because the decisions made by AI are highly relevant to people’s lives and because insufficient explainability bears the risk of obscuring discrimination [e.g., 29]. In the event of hiring decisions made without recruiters exactly knowing why and how the AI generated decisions, applicants could perceive the decisions as arbitrary or nonsensical, resulting in complaints of unfairness, feelings of frustration, or disengagement [4]. However, if transparency is understood as regarding the general mechanism behind an AI tool, AI can meet this requirement. The general code is determined by the programmers, who create and adapt it for their needs and accordingly have a complete understanding of it. Often, general AI algorithms are openly accessible.

We would argue that the required level of transparency in recruiting lies between the two mentioned levels. Because hiring decisions highly impact people’s lives, it should be comprehensible which data is used by the AI—which should also align with the right to privacy—and which criteria are used to evaluate candidates. Moreover, to hold AI-enabled decision-making systems accountable for their outcomes requires more than knowing their code; rather, one must clearly understand how the system works and be able to reconstruct the ex post reasons behind the AI decisions [94]. However, we do not believe that every single AI decision must be explainable down to the last detail; this is not expected of human decisions either. For example, even an interviewer cannot explain in detail or in a quantifiable way why a candidate is likeable to them or why they think that a candidate would be a good fit for the team. AI recruiting can even constitute an opportunity for greater transparency in the form of regular updates and timely feedback for applicants throughout the recruiting process. Chatbots may
inform candidates about progress during the process, and AI technology may be used to generate applicants’ preliminary personality profiles, which would provide them data-driven insights on their strengths and areas in need of development [64].

Overall, we would not consider AI recruiting to be inherently unethical from a transparency perspective. However, a trade-off between an algorithm’s accuracy and explainability may emerge, assuming that increasing algorithms’ complexity increases their accuracy. Thus, we consider it a necessary condition that organizations understand and can explain how AI operates and what data and criteria are used for AI-based decision-making. This constitutes a technical challenge and a contingent limit: building AI tools that produce explainable results.

5 Implications for and responsibilities of organizations

Our ethical analysis illustrates that the specific properties of AI recruiting might conflict with human rights. However, they constitute contingent rather than inherent limitations, unless one adopts an interpretation of the mentioned principles, such as human autonomy, data privacy, and transparency, that is highly restrictive. Therefore, we conclude that AI recruiting should not be considered inherently unethical. We argue that the risks related to AI recruiting are not inevitable consequences of using AI in recruiting and that they instead arise from inflated expectations and can be exacerbated by unreflective use of AI recruiting tools. Therefore, an ethical implementation of AI recruiting comes with far-reaching and challenging implications for organizations. Their responsibilities derive from legislation series of normative sources, such as the UN Guiding Principles on Business and Human Rights [35] and other human rights codifications. Here, one quintessential aspect is proactive engagement with societal stakeholders—for example, job candidates, as key stakeholders in this context—to achieve broad feedback on AI hiring’s ramifications [95, 96]. Moreover, the normative principles derived from human rights codifications and discussed in this paper generate a set of general implications for AI governance (e.g., [17]) and specific implications for organizations seeking to implement AI recruiting.

Validity We understand the validity and quality of AI tools as a fundamental condition for ethical use. Only tools that work as they should can guarantee fair treatment of applicants. To reduce any error-proneness (e.g., algorithmic bias), companies must utilize auditing instruments and mechanisms for quality control. Such monitoring requires adequate levels of data and statistical skills, along with enhanced statistical expertise in HR departments, within the companies using these AI tools. Furthermore, companies must ensure that AI tools are used only for activities they can accurately perform. According to the current state of technological progress, AI tools are suitable for evaluating objectively measurable characteristics of applicants, including specific skills measured by gamified assessment tools. However, criteria such as social skills and team fit should continue to be assessed by humans as long as there are no valid and scientifically tested AI-supported tools for this purpose. Overall, AI should be seen as a complementary tool in the recruiting process, supporting recruiters with data-driven analyses and predictions and thus enriching the process; it should not be seen as a complete substitution for human-led recruiting tools. Hiring decisions should always be made by an AI-informed human rather than by AI alone.

Autonomy This same aspect—using AI as an augmentation rather than a sole recruiting tool—also addresses an implication of the ethical principle of autonomy for AI recruiting. AI should not fully substitute humans in the recruiting process because the personal interaction between recruiters and applicants is important to counteract the process’s dehumanization. Companies should demonstrate to applicants that they are valued and perceived as individuals by providing them the chance to get to know the company and promoting their autonomy. Furthermore, human supervision of recruiting decisions should be established to ensure that companies maintain human control over final hiring decisions and enable recruiters to correct or adjust AI-provided decisions or recommendations. As discussed above, this control will require that recruiters understand the rationale of AI solutions and decisions to ensure that hiring decisions are explainable (e.g., in the form of transparency reports).

Nondiscrimination Because all ML algorithms use historic data, the risk of algorithmic bias due to biased data sets emerges, which may endanger the ethical principle of nondiscrimination. Thus, a dedicated auditing of AI software and its underlying databases, focused on bias and unintentional discrimination, is required in the recruiting context. Even if some AI-made predictions and decisions are not exactly traceable in individual cases, companies must ensure—and here, they bear the burden of proof—that they are not discriminatory. To achieve this, different approaches are available: Some AI software vendors delete any information that can unconsciously predict a candidate’s gender to circumvent unconscious bias. An alternative approach is to proactively collect social category data and then ensure that they are not used as evaluation criteria to eliminate any risk of discrimination. Moreover, open-source tools can facilitate systematic bias checks. As discussed above, this claim of nondiscrimination also applies to nonstandard and disabled candidates, for whom AI tools must be equally validated to
generate equal chances for all applicants. In this context, the use of diverse data scientist teams who are aware of this risk and check for implicit assumptions may serve as a concrete measure to prevent the creation of discriminatory codes and foster inclusion and equity in AI.

Privacy As in regular recruiting processes, AI recruiting companies should obtain applicants’ consent to data use and carefully protect all sensitive data. In doing so, companies should not leverage their position of power and instead collect and use only data relevant to the hiring decision (i.e., data relevant to assessing whether an applicant is suitable for the job), following the general principle of data minimization. This principle must also apply when AI is used for data capture—for example, in the form of face recognition software—even if the form of AI in question could predict private or sensitive candidate information, such as migration background or sexual preferences.

Transparency ML algorithms are learning from millions of data points and deriving recommendations that are hard to explain, even for the programmers who create them. Nevertheless, we argue that organizations must provide a certain level of transparency regarding the algorithmic techniques and data sets they use and regarding the drivers behind individual decisions, making the conditions for AI recruiting challenging. As discussed above, it is a company’s responsibility to disclose the general selection and success criteria of applicants in their processes, even if they may not be able to explain every decision in detail. This responsibility may even require companies to reduce the complexity of the algorithms used. Furthermore, companies should be transparent about any cases of discrimination and the number of claims by applicants, which could be reported in the form of a transparency report.

The bottom line is this: all the aspects outlined above are mutually supportive, and we must develop an integrated approach to ensure the ethical use of AI recruiting tools.

6 Conclusion

Our article demonstrates that a complete ethical condemnation of AI is not justified from a human rights perspective because AI recruiting does not inherently conflict with human rights. In our normative background section, we first outline which human rights are relevant in the recruiting context. Furthermore, we illustrate how AI’s specific properties challenge the fulfillment of these rights and derive ethical implications for AI recruiting, which are manifested in the following principles: validity, autonomy, nondiscrimination, privacy, and transparency. In our subsequent normative analysis, we analyze whether AI recruiting inherently conflicts with these derived principles and argue that AI recruiting should not be considered unethical per se. We posit that whether AI recruiting conflicts with the examined ethical principles heavily depends on the conditions under which AI recruiting tools are used. We derive concrete implications for and responsibilities of organizations to enforce and realize human rights standards in the context of AI recruiting. However, we further argue that a realistic approach is needed, whereby human rights and ethical principles are not interpreted in their strictest forms. Rather, an actionable approach must address human rights in recruiting while leaving sufficient room for new technological developments, which inevitably will lead to adjusted processes, changes in recruiters’ responsibilities, and new requirements for applicants.

With our theoretical work, in which we normatively assess the topic of AI recruiting, we aim to bridge the gap between business ethics and AI recruiting applications in practice. Furthermore, we aim to provide organizations with guidance on deploying AI in the selection process by outlining the ethical implications for recruiting that are related to human rights, as well as organizations’ related responsibilities.
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