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Abstract

Ordinary orthogonal polynomials are uniquely characterized by the three term recurrence relations up to an overall multiplicative constant. We show that the newly discovered $M$-indexed orthogonal polynomials satisfy $3 + 2M$ term recurrence relations with non-trivial initial data of the lowest $M + 1$ members. These include the multi-indexed orthogonal polynomials of Laguerre, Jacobi, Wilson and Askey-Wilson types. The $M = 0$ case is the corresponding classical orthogonal polynomials.

1 Introduction

Exactly solvable quantum mechanical systems in one dimension had been well studied [1]–[3]. In recent years the subject saw remarkable developments [4]–[41]. The eigenfunctions of the solvably deformed systems are described by new types of orthogonal polynomials, the exceptional and multi-indexed orthogonal polynomials. The first breakthrough was the discovery of the $X_1$ Laguerre and Jacobi exceptional orthogonal polynomials in the context of Strum-Liouville theory by Gómez-Ullate, Kamran and Milson [4]. Quesne constructed shape-invariant quantum mechanical systems whose eigenfunctions are described by the $X_1$ Laguerre and Jacobi polynomials [5]. The second progress was the construction of the $X_\ell$ Laguerre and Jacobi exceptional orthogonal polynomials for any positive integer $\ell$ by Sasaki and the present author [6], which were based on the deformations of the quantum mechanical systems preserving the shape-invariance [2]. The third development was the generalization of the exceptional orthogonal polynomials, i.e., multi-indexed orthogonal polynomials of Laguerre and Jacobi types, which were obtained based on the method of virtual states.
deletion for quantum mechanical systems \[7, 8\]. The exceptional orthogonal polynomial (in
the narrow sense) is a one-indexed orthogonal polynomial. Parallel to the ordinary quantum
mechanical systems, the discrete quantum mechanical systems had been developed \[34–36\]
and the exceptional and multi-indexed orthogonal polynomials of Wilson, Askey-Wilson,
Racah and \(q\)-Racah types were constructed \[37–41\].

By the method of virtual states deletion \[8\], which is based on the Darboux-Crum trans-
formation \[42, 43\], infinitely many exactly solvable quantum mechanical systems are system-
atically obtained from the original exactly solvable systems. The multi-indexed orthogonal
polynomials of Laguerre, Jacobi, Wilson, Askey-Wilson, Racah and \(q\)-Racah types describe
their eigenfunctions. They satisfy second order differential or difference equations and form
complete basis but their degrees start at a certain positive integer \(\ell\) instead of zero, namely
the set of degrees is \(\{\ell, \ell + 1, \ell + 2, \ldots\}\) (a maximum degree exists for (\(q\)-)Racah cases).
Thus the constraints of Bochner’s theorem \[44\] are avoided. The Krein-Adler transforma-
tion (eigenstates deletion based on the Darboux-Crum transformation) also gives infinitely
many exactly solvable quantum mechanical systems from the original exactly solvable sys-
tems \[45, 35\]. If the original system is described by (ordinary) orthogonal polynomials, the
eigenfunctions of the deformed systems give new orthogonal polynomials. They also satisfy
second order differential or difference equations and form complete basis. The main differ-
ence from the multi-indexed orthogonal polynomials is their degrees. The set of degrees of
these new polynomials is \(\{0, 1, 2, \ldots\}\) \(\{d_1, d_2, \ldots, d_M\}\), namely there are several ‘holes’. The
shape-invariance of the original systems is lost when deformed by the Krein-Adler trans-
formations, whereas the system retains shape-invariance when deformed by the method of
virtual states deletion. Since the new orthogonal polynomials obtained by the Krein-Adler
transformation are not so natural in these senses, we are mainly interested in the multi-
indexed orthogonal polynomials.

Some properties of the exceptional and multi-indexed orthogonal polynomials have been
studied \[4, 6, 7, 8, 37–41, 9–18, 32\]. However, there remain various properties to
be clarified. In this paper we focus on the recurrence relations. The ordinary orthogonal
polynomials (‘0-indexed’ orthogonal polynomials) are completely characterized by the three
term recurrence relations \[46\]. The three term recurrence relations are basic properties of the
orthogonal polynomials and it is important to find the corresponding recurrence relations
of the multi-indexed orthogonal polynomials. We will show that the \(M\)-indexed orthogonal
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polynomials of Laguerre, Jacobi, Wilson and Askey-Wilson types satisfy the $3 + 2M$ term recurrence relations \(3.4\). The coefficients of the $3 + 2M$ term recurrence relations are determined in terms of those of the three term recurrence relations of the original polynomials. In order to obtain the whole multi-indexed orthogonal polynomials by using these $3 + 2M$ recurrence relations, we have to specify the first $M + 1$ members of the polynomials as inputs, which are severely constrained. It is expected that similar recurrence relations hold for the multi-indexed Racah and $q$-Racah polynomials \([40]\).

This paper is organized as follows. The essence of the Darboux-Crum approach to quantum mechanical systems and the multi-indexed orthogonal polynomials is recapitulated in section 2. Section 3 is the main part of the paper. After recalling the three term recurrence relations for the Laguerre, Jacobi, Wilson and Askey-Wilson orthogonal polynomials, we present the $3 + 2M$ term recurrence relations of the multi-indexed orthogonal polynomials. The initial data for the recurrence relations are discussed in \(3.4\). The final section is for a summary and comments. The explicit formulas of the multi-indexed orthogonal polynomials of Laguerre, Jacobi, Wilson and Askey-Wilson types are presented in Appendix.

## 2 Quantum Mechanical Systems and Multi-Indexed Orthogonal Polynomials

Not only the construction of the multi-indexed orthogonal polynomials but also the derivation of the recurrence relations are based on the quantum mechanical formulation. See, for example, \([36]\) for the general introduction. Here we recapitulate the Darboux-Crum approach to quantum mechanical systems with a continuous dynamical variable \(x\) and the multi-indexed orthogonal polynomials \([42, 43, 45, 34, 35, 8, 41]\).

We consider quantum mechanical systems in one dimension \((x_1 < x < x_2)\),

\[
\mathcal{H} = \mathcal{A}^\dagger \mathcal{A}, \quad \mathcal{H} \phi_n(x) = \mathcal{E}_n \phi_n(x) \quad (n \in \mathbb{Z}_{\geq 0}), \quad 0 = \mathcal{E}_0 < \mathcal{E}_1 < \mathcal{E}_2 < \cdots, \quad (2.1)
\]

\[
(\phi_n, \phi_m) \overset{\text{def}}{=} \int_{x_1}^{x_2} dx \phi_n(x)^* \phi_m(x) = h_n \delta_{nm} \quad (h_n > 0). \quad (2.2)
\]

Any solution of the Schrödinger equation $\mathcal{H} \tilde{\phi}(x) = \tilde{\mathcal{E}} \tilde{\phi}(x)$, which need not be square integrable, can be used as a seed solution for a Darboux-Crum transformation. Let us take $M$ distinct seed solutions $\{\tilde{\phi}_v(x)\}$,

\[
\mathcal{H} \tilde{\phi}_v(x) = \tilde{\mathcal{E}}_v \tilde{\phi}_v(x) \quad (v = d_1, d_2, \ldots, d_M). \quad (2.3)
\]
The $s$-step Darboux-Crum transformation with seed solutions \( \tilde{\phi}_v (v = d_1, d_2, \ldots, d_s) \) gives
\[
\begin{align*}
H_{d_1 \ldots d_s} & \overset{\text{def}}{=} \hat{A}_{d_1 \ldots d_s} \hat{A}_{d_1 \ldots d_s}^\dagger + \tilde{\mathcal{E}}_{d_s}, \\
\phi_{d_1 \ldots d_s n}(x) & \overset{\text{def}}{=} \hat{A}_{d_1 \ldots d_s} \phi_{d_1 \ldots d_{s-1} n}(x), \quad \tilde{\phi}_{d_1 \ldots d_s v}(x) \overset{\text{def}}{=} \hat{A}_{d_1 \ldots d_s} \tilde{\phi}_{d_1 \ldots d_{s-1} v}(x), \\
H_{d_1 \ldots d_s} \phi_{d_1 \ldots d_s n}(x) & = \mathcal{E}_n \phi_{d_1 \ldots d_s n}(x), \quad H_{d_1 \ldots d_s} \tilde{\phi}_{d_1 \ldots d_s v}(x) = \tilde{\mathcal{E}}_v \tilde{\phi}_{d_1 \ldots d_s v}(x).
\end{align*}
\] (2.4)
(2.5)
(2.6)

Here the concrete forms of \( \hat{\mathcal{A}}_{d_1 \ldots d_s} \) are given in \([2.14]\) and \([2.21]\), and the eigenfunctions \( \phi_{d_1 \ldots d_s n}(x) \) and the seed solutions \( \tilde{\phi}_{d_1 \ldots d_s v}(x) \) are expressed by using the Wronskians \([2.15]\) or Casoratians \([2.23]\). Since these \([2.4]\)–\([2.6]\) are shown in algebraic way, \([2.6]\) holds for any range of the coupling constants contained in the system. However, the Hamiltonian \( H_{d_1 \ldots d_s} \) may be singular in general. By picking up another seed solution \( \tilde{\phi}_{d_{s+1}} \), the Hamiltonian \( H_{d_1 \ldots d_s} \) is rewritten as \( H_{d_1 \ldots d_s} = \hat{\mathcal{A}}_{d_1 \ldots d_{s+1}}^\dagger \hat{\mathcal{A}}_{d_1 \ldots d_{s+1}} + \tilde{\mathcal{E}}_{d_{s+1}} \). After \( M \) steps, we obtain \( (H^{[M]} \overset{\text{def}}{=} H_{d_1 \ldots d_M}, \phi^{[M]}_n(x) \overset{\text{def}}{=} \phi_{d_1 \ldots d_M n}(x)) \),
\[
H^{[M]} \phi^{[M]}_n(x) = \mathcal{E}_n \phi^{[M]}_n(x).
\] (2.7)

If this Hamiltonian \( H^{[M]} \) is non-singular, we have
\[
(\phi^{[M]}_n, \phi^{[M]}_m) = \prod_{j=1}^{M} (\mathcal{E}_n - \tilde{\mathcal{E}}_{d_j}) : h_n \delta_{nm},
\] (2.8)
and the Hamiltonian can be rewritten in the standard form \( H_{d_1 \ldots d_M} = \hat{\mathcal{A}}_{d_1 \ldots d_M} \hat{\mathcal{A}}_{d_1 \ldots d_M}^\dagger \). Note that the deformed systems are independent of the orders of deletions \( \phi_{d_1 \ldots d_s n}(x) \) and \( \tilde{\phi}_{d_1 \ldots d_s v}(x) \) may change sign.

We know several methods for constructing non-singular Hamiltonian \( H^{[M]} \). Here we mention two methods. (i) [Krein-Adler transformation] \([45, 35]\). As seed solutions, the eigenfunctions are chosen, \( \tilde{\phi}_v(x) = \phi_v(x), \tilde{\mathcal{E}}_v = \mathcal{E}_v, \) and the index set \( \{d_1, \ldots, d_M\} \) is required to satisfy the Krein-Adler conditions \( \prod_{j=1}^{M} (m - d_j) \geq 0 \) (\( \forall m \in \mathbb{Z}_{\geq 0} \)). In this case the intermediate Hamiltonians \( H_{d_1 \ldots d_s} \) may be singular but the final Hamiltonian \( H^{[M]} \) is non-singular. The eigenfunctions are \( \phi^{[M]}_n(x) \) with \( n \in \mathbb{Z}_{\geq 0} \setminus \{d_1, \ldots, d_M\} \). Compared to the original system \( \mathcal{H} \), \( M \) states with energy \( \mathcal{E}_{d_j} \) are missing in the deformed system \( \mathcal{H}^{[M]} \).

(ii) [method of virtual states deletion] \([8, 41]\). As seed solutions, the virtual state wavefunctions are taken. For the definition of the virtual states, see \([8, 41]\). The Hamiltonian \( H^{[M]} \) is non-singular (The parameter range may be restricted.) and the eigenfunctions are \( \phi^{[M]}_n(x) \) with \( n \in \mathbb{Z}_{\geq 0} \). The deformed system \( H^{[M]} \) is exactly iso-spectral to the original system \( \mathcal{H} \).
In this case the intermediate Hamiltonians $\mathcal{H}_{d_1...d_s}$ are also non-singular and iso-spectral to the original system.

Let us assume that the eigenfunctions of the original systems in §2.1 and §2.2 are of polynomial type:

$$\phi_n(x) = \phi_0(x)P_n(\eta(x)) \quad (n \in \mathbb{Z}_{\geq 0}).$$

Here $P_n(\eta)$ is a polynomial of degree $n$ in $\eta$ and $\eta = \eta(x)$ is a certain function of $x$, which is called the sinusoidal coordinate [47]. Then the eigenfunctions of the deformed system are also of polynomial type,

$$\phi^{[M]}_n(x) = \Psi^{[M]}(x)P^{[M]}_n(\eta(x)), \quad (2.10)$$

where $P^{[M]}_n(\eta) \overset{\text{def}}{=} P_{d_1...d_M,n}(\eta)$ is a polynomial in $\eta$. They are orthogonal to each other,

$$\int_{x_1}^{x_2} dx \Psi^{[M]}(x)^2 P^{[M]}_n(\eta(x))P^{[M]}_m(\eta(x)) = \prod_{j=1}^M (\mathcal{E}_n - \tilde{E}_{d_j}) \cdot h_n \delta_{nm}. \quad (2.11)$$

The degree of $P^{[M]}_n(\eta)$ is different from $n$. For (i), the degree of $P^{[M]}_n(\eta)$ is generically $\ell + n$, where $\ell = \sum_{j=1}^M d_j - \frac{1}{2} M(M + 1)$. The label $n$ does not take all values in $\mathbb{Z}_{\geq 0}$. It takes $n \in \mathbb{Z}_{\geq 0}\backslash\{d_1, \ldots, d_M\}$, namely there are $M$ ‘holes’. For (ii), the degree of $P^{[M]}_n(\eta)$ is generically $\ell + n$, where a positive integer $\ell$ is determined by $\{d_1, \ldots, d_M\}$, (A.4). The label $n$ takes all values in $\mathbb{Z}_{\geq 0}$ and there are no ‘holes’. For the original systems described by the Laguerre, Jacobi, Wilson and Askey-Wilson polynomials, we call the obtained polynomials the multi-indexed orthogonal polynomials for Laguerre, Jacobi, Wilson and Askey-Wilson types. The eigenfunctions $\phi_{d_1...d_s,n}(x)$ of the intermediate Hamiltonians $\mathcal{H}_{d_1...d_s}$ also have the following form:

$$\phi_{d_1...d_s,n}(x) = \Psi_{d_1...d_s}(x)P_{d_1...d_s,n}(\eta(x)) \quad (n \in \mathbb{Z}_{\geq 0}).$$

In the rest of the paper we consider the method (ii) only. The quantum systems to be considered have some parameters (coupling constants), denoted symbolically by $\lambda = (\lambda_1, \lambda_2, \ldots)$, $\phi_n(x) = \phi_n(x; \lambda)$, $P_n(\eta) = P_n(\eta; \lambda)$, etc. As a quantum mechanical system, the parameter range should be chosen such that the deformed system $\mathcal{H}^{[M]}$ is non-singular. In this paper, however, we treat the algebraic aspects of the multi-indexed orthogonal polynomials and various algebraic relations hold independently of the parameter ranges. So we do not care much about the parameter ranges. The explicit forms of the multi-indexed orthogonal polynomials of Laguerre, Jacobi, Wilson and Askey-Wilson types are relegated to Appendix,
since they are somewhat lengthy and they are not directly needed for the derivation of the recurrence relations.

2.1 Ordinary quantum mechanics

For ordinary quantum mechanics, the Hamiltonian with zero ground state energy can be expressed in a factorized form:

\[ \mathcal{H} = -\frac{d^2}{dx^2} + U(x), \quad U(x) = \frac{\partial^2 \phi_0(x)}{\phi_0(x)}, \]

\[ = \mathcal{A}^\dagger \mathcal{A}, \quad \mathcal{A} = \frac{d}{dx} - \partial_x \log |\phi_0(x)|, \quad \mathcal{A}^\dagger = -\frac{d}{dx} - \partial_x \log |\phi_0(x)|. \] (2.13)

The intertwining operators \( \hat{\mathcal{A}}_{d_1 \ldots d_s} \) and \( \hat{\mathcal{A}}^\dagger_{d_1 \ldots d_s} \) are given by

\[ \hat{\mathcal{A}}_{d_1 \ldots d_s} = \frac{d}{dx} - \partial_x \log |\tilde{\phi}_{d_1 \ldots d_s}(x)|, \quad \hat{\mathcal{A}}^\dagger_{d_1 \ldots d_s} = -\frac{d}{dx} - \partial_x \log |\tilde{\phi}_{d_1 \ldots d_s}(x)|, \] (2.14)

and the eigenfunctions \( \phi_{d_1 \ldots d_s n}(x) \) and the seed solutions \( \tilde{\phi}_{d_1 \ldots d_s}(x) \) have fractional expressions

\[ \phi_{d_1 \ldots d_s n}(x) = \frac{W[\tilde{\phi}_{d_1}, \ldots, \tilde{\phi}_{d_s}, \phi_n](x)}{W[\tilde{\phi}_{d_1}, \ldots, \tilde{\phi}_{d_s}](x)}, \quad \tilde{\phi}_{d_1 \ldots d_s}(x) = \frac{W[\tilde{\phi}_{d_1}, \ldots, \tilde{\phi}_{d_s}, \phi_n](x)}{W[\tilde{\phi}_{d_1}, \ldots, \tilde{\phi}_{d_s}](x)}. \] (2.15)

Here \( W[f_1, f_2, \ldots, f_n](x) \) is the Wronskian

\[ W[f_1, f_2, \ldots, f_n](x) = \det \left( \frac{d^{i-1}f_k(x)}{dx^{j-1}} \right)_{1 \leq j, k \leq n}, \] (2.16)

and \( W[\cdot](x) = 1 \) for \( n = 0 \).

We consider two shape-invariant systems, the radial oscillator and Darboux-Pöschl-Teller potential, whose eigenfunctions are described by the Laguerre (L) and Jacobi (J) polynomials. Various data of these systems are:

L : \( 0 < x < \infty, \quad \lambda = g, \quad \delta = 1, \quad g > \frac{1}{2}, \)

\[ U(x; \lambda) = x^2 + \frac{g(g-1)}{x^2} - (1+2g), \quad \mathcal{E}_n(\lambda) = 4n, \quad \eta(x) = x^2, \]

\[ \phi_0(x; \lambda) = e^{-\frac{1}{2}x^2} x^g, \quad P_n(\eta; \lambda) = L_n^{(g-\frac{1}{2})}(\eta), \]

\[ h_n(\lambda) = \frac{1}{2n!} \Gamma(n+g+\frac{1}{2}), \] (2.17)

J : \( 0 < x < \frac{\pi}{2}, \quad \lambda = (g, h), \quad \delta = (1, 1), \quad g, h > \frac{1}{2}, \)

\[ U(x; \lambda) = \frac{g(g-1)}{\sin^2 x} + \frac{h(h-1)}{\cos^2 x} - (g+h)^2, \quad \mathcal{E}_n(\lambda) = 4n(n+g+h), \quad \eta(x) = \cos 2x, \]
\[ \phi_0(x; \lambda) = (\sin x)^g (\cos x)^h, \quad P_n(\eta; \lambda) = P_n^{(g-\frac{1}{2}, h-\frac{1}{2})}(\eta), \]
\[ h_n(\lambda) = \frac{\Gamma(n + g + \frac{1}{2})\Gamma(n + h + \frac{1}{2})}{2^n(2n + g + h)\Gamma(n + g + h)}, \]  
(2.18)

where \( L_n^{(\alpha)}(\eta) \) and \( P_n^{(\alpha, \beta)}(\eta) \) are the Laguerre and Jacobi polynomials respectively.

The multi-indexed Laguerre and Jacobi orthogonal polynomials are given by (A.11).

### 2.2 Discrete quantum mechanics with pure imaginary shifts

The Hamiltonian of the discrete quantum mechanics with pure imaginary shifts is \((\gamma \in \mathbb{R})\)

\[ \mathcal{H} \overset{\text{def}}{=} \sqrt{V(x)} e^{\gamma p} \sqrt{V^*(x)} + \sqrt{V^*(x)} e^{-\gamma p} \sqrt{V(x)} - V(x) - V^*(x) = \mathcal{A}^\dagger \mathcal{A}, \]  
(2.19)
\[ \mathcal{A} \overset{\text{def}}{=} i(\sqrt{\mathcal{V}(x)} e^{\iota \gamma p} - \sqrt{\mathcal{V}^*(x)} e^{-\iota \gamma p}), \quad \mathcal{A}^\dagger \overset{\text{def}}{=} -i(\sqrt{\mathcal{V}(x)} e^{\iota \gamma p} - \sqrt{\mathcal{V}^*(x)} e^{-\iota \gamma p}). \]  
(2.20)

The \(*\)-operation on an analytic function \( f(x) = \sum_n a_n x^n \) \((a_n \in \mathbb{C})\) is defined by \( f^*(x) = \sum_n a_n^* x^n \), in which \( a_n^* \) is the complex conjugation of \( a_n \). The eigenfunctions \( \phi_n(x) \) and virtual state wavefunctions \( \tilde{\phi}_v(x) \) can be chosen ‘real’, \( \phi_n^*(x) = \phi_n(x) \) and \( \tilde{\phi}_v^*(x) = \tilde{\phi}_v(x) \). The intertwining operators \( \hat{A}_{d_1...d_s} \) and \( \hat{A}^\dagger_{d_1...d_s} \) are given by

\[ \hat{A}_{d_1...d_s} \overset{\text{def}}{=} i(\sqrt{\mathcal{V}^*_{d_1...d_s}(x)} - e^{\iota \gamma p} \sqrt{\mathcal{V}_{d_1...d_s}(x)}), \]
\[ \hat{A}^\dagger_{d_1...d_s} = -i(\sqrt{\mathcal{V}_{d_1...d_s}(x)} e^{\iota \gamma p} - \sqrt{\mathcal{V}^*_{d_1...d_s}(x)} e^{-\iota \gamma p}), \]  
(2.21)
\[ \mathcal{V}_{d_1...d_s}(x) \overset{\text{def}}{=} \sqrt{\mathcal{V}(x - i\frac{s-1}{2} \gamma)} V^*(x - i\frac{s+1}{2} \gamma) \]
\[ \times \frac{W_\gamma[\tilde{\phi}_{d_1}, \ldots, \tilde{\phi}_{d_{s-1}}](x + i\frac{\gamma}{2})}{W_\gamma[\tilde{\phi}_{d_1}, \ldots, \tilde{\phi}_{d_s}](x - i\frac{\gamma}{2})} \frac{W_\gamma[\phi_{d_1}, \ldots, \phi_{d_{s-1}}](x - i\frac{\gamma}{2})}{W_\gamma[\phi_{d_1}, \ldots, \phi_{d_s}](x)}, \]  
(2.22)

and the eigenfunctions \( \phi_{d_1...d_s n}(x) \) and the seed solutions \( \tilde{\phi}_{d_1...d_s v}(x) \) are expressed by

\[ \phi_{d_1...d_s n}(x) = A(x)W_\gamma[\tilde{\phi}_{d_1}, \ldots, \tilde{\phi}_{d_s}, \phi_n](x), \]
\[ \tilde{\phi}_{d_1...d_s v}(x) = A(x)W_\gamma[\tilde{\phi}_{d_1}, \ldots, \tilde{\phi}_{d_s}, \phi_v](x), \]  
(2.23)
\[ A(x) = \left( \frac{\prod_{j=1}^{s-1} V(x + i\frac{\gamma}{2} - j\gamma)V^*(x - i\frac{\gamma}{2} - j\gamma)}{W_\gamma[\tilde{\phi}_{d_1}, \ldots, \tilde{\phi}_{d_s}](x - i\frac{\gamma}{2})W_\gamma[\phi_{d_1}, \ldots, \phi_{d_s}](x + i\frac{\gamma}{2})} \right)^{\frac{1}{2}}. \]

Here \( W_\gamma[f_1, f_2, \ldots, f_n](x) \) is the Casoratian

\[ W_\gamma[f_1, \ldots, f_n](x) \overset{\text{def}}{=} i^{\frac{1}{2}n(n-1)} \det(f_k(x_j^{(n)}))_{1 \leq j, k \leq n}, \quad x_j^{(n)} \overset{\text{def}}{=} x + i\frac{n+1}{2} - j\gamma, \]  
(2.24)
and $W_{\gamma}[-](x) = 1$ for $n = 0$. We note that the deformed eigenfunctions and seed functions are ‘real’; $\phi_{d_1 \ldots d_n}^*(x) = \phi_{d_1 \ldots d_n}(x)$ and $\tilde{\phi}_{d_1 \ldots d_n}^*(x) = \tilde{\phi}_{d_1 \ldots d_n}(x)$.

We consider two shape-invariant systems whose eigenfunctions are described by the Wilson (W) and Askey-Wilson (AW) polynomials. Various data of these systems are:

\begin{align*}
\text{W:} & \quad 0 < x < \infty, \quad \gamma = 1, \quad \lambda = (a_1, a_2, a_3, a_4), \quad \delta = (\frac{1}{2}, \frac{1}{2}, \frac{1}{2}), \quad \kappa = 1, \\
V(x; \lambda) &= \frac{\prod_{j=1}^{4} (a_j + ix)}{2ix(2ix + 1)}, \quad \mathcal{E}_n(\lambda) = n(n + b_1 - 1), \quad b_1 \overset{\text{def}}{=} a_1 + a_2 + a_3 + a_4, \\
\phi_0(x; \lambda) &= \sqrt{\frac{\prod_{j=1}^{4} \Gamma(a_j + ix) \Gamma(a_j - ix)}{\Gamma(2ix) \Gamma(-2ix)}}, \quad \eta(x) = x^2, \quad \varphi(x) = 2x, \\
P_n(x; \lambda) &= P_n(\eta(x); \lambda) = W_n(\eta(x); a_1, a_2, a_3, a_4) \\
&= (a_1 + a_2)_n(a_1 + a_3)_n(a_1 + a_4)_n \frac{\Gamma(n + b_1 - 1)}{\Gamma(n + a_1 + a_2 + a_3 + a_4)} F_3\left(\begin{array}{c} -n, n + b_1 - 1, a_1 + ix, a_1 - ix \\ a_1, a_2 + a_3, a_1 + a_4 \end{array} \middle| 1 \right), \\
h_n(\lambda) &= \frac{2\pi n! (n + b_1 - 1) \prod_{1 \leq i < j \leq 4} \Gamma(n + a_i + a_j)}{(2n + b_1)!}, \quad (2.25)
\end{align*}

\begin{align*}
\text{AW:} & \quad 0 < x < \pi, \quad \gamma = \log q, \quad q^\lambda = (a_1, a_2, a_3, a_4), \quad \delta = (\frac{1}{2}, \frac{1}{2}, \frac{1}{2}), \quad \kappa = q^{-1}, \\
V(x; \lambda) &= \frac{\prod_{j=1}^{4} (1 - a_j e^{ix})}{(1 - e^{2ix})(1 - q e^{2ix})}, \quad \mathcal{E}_n(\lambda) = (q^{-n} - 1)(1 - b_4 q^{n-1}), \quad b_4 \overset{\text{def}}{=} a_1 a_2 a_3 a_4, \\
\phi_0(x; \lambda) &= \sqrt{\frac{\prod_{j=1}^{4} \Gamma(a_j e^{ix}, a_j e^{-ix}, q)_{\infty}}{\Gamma(2ix) \Gamma(-2ix)}}, \quad \eta(x) = \cos x, \quad \varphi(x) = 2 \sin x, \\
P_n(x; \lambda) &= P_n(\eta(x); \lambda) = p_n(\eta(x); a_1, a_2, a_3, a_4 | q) \\
&= a_1^{-n} (a_1 a_2, a_1 a_3, a_1 a_4 q)_n \frac{\Gamma(q^{-n}, b_4 q^{n-1}, a_1 e^{ix}, a_1 e^{-ix})}{a_1 a_2, a_1 a_3, a_1 a_4} F_3\left(\begin{array}{c} q^{-n}, b_4 q^{n-1}, a_1 e^{ix}, a_1 e^{-ix} \\ a_1 a_2, a_1 a_3, a_1 a_4 \end{array} \middle| q ; q \right), \\
h_n(\lambda) &= \frac{2\pi (b_4 q^{n-1} - 1) (b_4 q^{2n} - q)_{\infty} \prod_{1 \leq i < j \leq 4} (a_i a_j q^n; q)_{\infty}}{(q^{n+1}; q)_{\infty}}, \quad (2.26)
\end{align*}

where $W_n(\eta; a_1, a_2, a_3, a_4)$ and $p_n(\eta; a_1, a_2, a_3, a_4 | q)$ are the Wilson and the Askey-Wilson polynomials [48] and $q^\lambda$ stands for $q^{(\lambda_1, \lambda_2, \ldots)} = (q^\lambda_1, q^\lambda_2, \ldots)$ and $0 < q < 1$. The parameters are restricted by

\[ \{a_1^*, a_2^*, a_3^*, a_4^*\} = \{a_1, a_2, a_3, a_4\} \quad (\text{as a set}); \quad \text{W: } \Re a_i > 0, \quad \text{AW: } |a_i| < 1. \quad (2.27)\]

The multi-indexed Wilson and Askey-Wilson orthogonal polynomials are given by [A.19].
3 Recurrence Relations

Ordinary orthogonal polynomials satisfy the three term recurrence relations [46],

\[ \eta P_n(\eta) = A_n P_{n+1}(\eta) + B_n P_n(\eta) + C_n P_{n-1}(\eta), \]

or

\[ A_n P_{n+1}(\eta) + (B_n - \eta) P_n(\eta) + C_n P_{n-1}(\eta) = 0, \quad (3.1) \]

with \( P_{-1}(\eta) \overset{\text{def}}{=} 0 \) and \( A_n C_{n+1} > 0 \) \( (n \geq 0) \). When \( P_0(\eta) = \text{constant} \) is specified, the entire set of orthogonal polynomials is determined. We set

\[ A_{-1} \overset{\text{def}}{=} 0, \quad P_n(\eta) \overset{\text{def}}{=} 0 \quad (n < 0). \quad (3.2) \]

Note that (3.1) holds for any integer \( n \in \mathbb{Z} \), where \( A_n \ (n \leq -2) \), \( B_n \ (n \leq -1) \) and \( C_n \ (n \leq 0) \) are arbitrary numbers, e.g. 0. We also set

\[ P_{d_1 \ldots d_M, n}(\eta) \overset{\text{def}}{=} 0 \quad (n < 0), \quad \phi_{d_1 \ldots d_M n}(x) \overset{\text{def}}{=} 0 \quad (n < 0), \quad (3.3) \]

for the multi-indexed orthogonal polynomials.

Corresponding to the three term recurrence relations, the multi-indexed orthogonal polynomials satisfy certain recurrence relations. We will show that the \( M \)-indexed orthogonal polynomials of Laguerre, Jacobi, Wilson and Askey-Wilson types satisfy \( 3 + 2M \) term recurrence relations:

\[ \sum_{k=-M}^{M+1} R_{n,k}^{[M]}(\eta) P_{d_1 \ldots d_M, n+k}(\eta) = 0, \quad (3.4) \]

which holds for \( n \in \mathbb{Z} \). Here the coefficients \( R_{n,k}^{[M]}(\eta) \) are polynomials of degree \( M + 1 - |k| \) in \( \eta \) and their explicit forms are given by (3.10) for the Laguerre and Jacobi cases in \S 3.2 and (3.17) and (3.20) for the Wilson and Askey-Wilson cases in \S 3.3. These coefficients are expressed in terms of the coefficients of the three term recurrence relations, \( A_n, B_n \) and \( C_n \), as determined recursively by (3.10) or (3.17). In other words, the coefficients \( R_{n,k}^{[M]}(\eta) \) are independent of the deformation data \( \{ \tilde{\phi}_{d_1}, \ldots, \tilde{\phi}_{d_M} \} \) except for \( M \). As will be discussed in \S 3.4 the data \( \{ \tilde{\phi}_{d_1}, \ldots, \tilde{\phi}_{d_M} \} \) are encoded into the initial data of the first \( M + 1 \) members of the \( M \)-indexed orthogonal polynomials.

3.1 Three term recurrence relations

Here we give the coefficients of the three term recurrence relations (3.1) for the standard Laguerre, Jacobi, Wilson and Askey-Wilson polynomials [48] with the input \( P_0(\eta) = 1 \):

\[ \text{L : } \quad A_n = -(n + 1), \quad B_n = 2n + g + \frac{1}{2}, \quad C_n = -(n + g - \frac{1}{2}), \quad (3.5) \]
For example, 

\[
J: \quad A_n = \frac{2(n+1)(n+g+h)}{(2n+g+h)(2n+g+h+1)}, \quad B_n = \frac{(h-g)(g+h+1)}{(2n+g+h+1)(2n+g+h+1)},
\]

\[
C_n = \frac{2(n+g-h)}{(2n+g+2h)(2n+g+h)},
\]

W: \quad A_n = -\frac{n+b_1-1}{(2n+b_1-1)(2n+b_1)}, \quad C_n = -\frac{n}{(2n+b_1-2)(2n+b_1-1)} \prod_{j<k}^4 (n+a_j + ak - 1) + a_1^2, \quad B_n = \frac{(n+b_1-1)\prod_{k=2}^4 (n+a_1 + ak)}{(2n+b_1-2)(2n+b_1-1)} \prod_{j<k}^4 (n+a_j + ak - 1) - a_1^2.
\]

AW: \quad A_n = \frac{2(1-b_4q^{n-1})(1-b_4q^{2n})}{2(1-b_4q^{2n-2})}, \quad C_n = \frac{(1-q^n)\prod_{k=2}^4 (1-a_1akq^{n-1})}{2(1-b_4q^{2n-2})}, \quad B_n = \frac{a_1 + a_1^{-1}}{2} - \frac{1}{2a_1(1-b_4q^{2n-2})} \prod_{j<k}^4 (1-a_1akq^{n-1}) - \frac{a_1(1-q^n)\prod_{j<k}^4 (1-a_1akq^{n-1})}{2(1-b_4q^{2n-2})}
\]

\[
(3.6)
\]

\[
(3.7)
\]

\[
(3.8)
\]

### 3.2 Multi-indexed Laguerre and Jacobi polynomials

In this subsection we derive the recurrence relations for the multi-indexed Laguerre and Jacobi polynomials. First we note that the operator \( \hat{\mathcal{A}} = \frac{d}{dx} - \partial_x \hat{\psi}(x) \) acts on a product of two functions \( f(x)\hat{\psi}(x) \) as

\[
\hat{\mathcal{A}}(f(x)\hat{\psi}(x)) = f(x)\hat{\mathcal{A}}\hat{\psi}(x) + \partial_x f(x) \hat{\psi}(x).
\]

Let us define \( R_{n,k}^{[s]}(\eta) \) \((n, k \in \mathbb{Z}, s \in \mathbb{Z}_{\geq -1})\) as follows:

\[
R_{n,k}^{[s]}(\eta) = 0 \quad (|k| > s + 1), \quad R_{n,0}^{[-1]}(\eta) = 1,
\]

\[
R_{n,k}^{[s]}(\eta) = A_n R_{n+1,k-1}^{[s-1]}(\eta) + (B_n - \eta) R_{n,k}^{[s-1]}(\eta) + C_n R_{n-1,k+1}^{[s-1]}(\eta) \quad (s \geq 0).
\]

\[
(3.10)
\]

For example, \( R_{n,k}^{[s]}(\eta) \) for \( s = 0, 1 \) are

\[
s = 0: \quad R_{n,0}^{[0]}(\eta) = A_n, \quad R_{n,0}^{[0]}(\eta) = B_n - \eta, \quad R_{n,0}^{[0]}(\eta) = C_n,
\]

\[
s = 1: \quad R_{n,1}^{[1]}(\eta) = A_n A_{n+1}, \quad R_{n,1}^{[1]}(\eta) = A_n (B_n + B_{n+1} - 2\eta),
\]

\[
R_{n,0}^{[1]}(\eta) = A_n C_{n+1} + A_{n+1} C_n + (B_n - \eta)^2,
\]

\[
R_{n,0}^{[1]}(\eta) = C_n C_{n+1}, \quad R_{n,-2}^{[1]}(\eta) = C_n (B_n + B_{n-1} - 2\eta).
\]

This \( R_{n,k}^{[s]}(\eta) \) \((|k| \leq s + 1)\) is a polynomial of degree \( s + 1 - |k| \) in \( \eta \). By induction in \( s \), we can show that

\[
\partial_\eta R_{n,k}^{[s]}(\eta) = -(s + 1) R_{n,k}^{[s-1]}(\eta) \quad (s \geq 0).
\]

\[
(3.11)
\]
We will show the 3 + 2s term recurrence relations of $\phi_n^{[s]}(x) \doteqdot \phi_{d_1...d_s n}(x)$,

\begin{align}
\sum_{k=-s}^{s} R_{n,k}^{[s-1]}(\eta(x)) \phi_{n+k}^{[s]}(x) &= s!(\partial_x \eta(x))^s \phi_n(x) \quad (s \geq 0), \\
\sum_{k=-s-1}^{s+1} R_{n,k}^{[s]}(\eta(x)) \phi_{n+k}^{[s]}(x) &= 0 \quad (s \geq 0),
\end{align}

(3.12) (3.13)

by induction in $s$ (for $n \in \mathbb{Z}$). Since $\phi_n^{[s]}(x)$ has the form (2.12), this (3.13) means the recurrence relations of the multi-indexed orthogonal polynomials (3.4).

**first step**: For $s = 0$, (3.12) is trivial and (3.13) is

$$A_n \phi_{n+1}(x) + (B_n - \eta(x)) \phi_n(x) + C_n \phi_{n-1}(x) = 0,$$

which is the three term recurrence relation itself. Therefore $s = 0$ case holds.

**second step**: Assume that (3.12)–(3.13) hold till $s \geq 0$, we will show that they also hold for $s + 1$.

By applying $\hat{A}_{d_1...d_s}$ to (3.13) and using (3.11), we obtain

$$0 = \sum_{k=-s-1}^{s+1} R_{n,k}^{[s]}(\eta(x)) \phi_{n+k}^{[s+1]}(x) + \partial_x \eta(x) \sum_{k=-s-1}^{s+1} \partial_\eta R_{n,k}^{[s]}(\eta(x)) \phi_{n+k}^{[s]}(x),$$

$$= \sum_{k=-s-1}^{s+1} R_{n,k}^{[s]}(\eta(x)) \phi_{n+k}^{[s+1]}(x) - (s+1)\partial_x \eta(x) \sum_{k=-s}^{s} R_{n,k}^{[s-1]}(\eta(x)) \phi_{n+k}^{[s]}(x).$$

The second term can be expressed as

$$\sum_{k=-s}^{s} R_{n,k}^{[s-1]}(\eta(x)) \phi_{n+k}^{[s]}(x) = \hat{A}_{d_1...d_s} \sum_{k=-s}^{s} R_{n,k}^{[s-1]}(\eta(x)) \phi_{n+k}^{[s-1]}(x) - \partial_x \eta(x) \sum_{k=-s}^{s} \partial_\eta R_{n,k}^{[s-1]}(\eta(x)) \phi_{n+k}^{[s-1]}(x),$$

$$= s\partial_x \eta(x) \sum_{k=-s+1}^{s-1} R_{n,k}^{[s-2]}(\eta(x)) \phi_{n+k}^{[s-1]}(x) = s!(\partial_x \eta(x))^s \phi_n(x),$$

where we have used the induction assumptions and (3.11). Therefore we have

$$\sum_{k=-s-1}^{s+1} R_{n,k}^{[s]}(\eta(x)) \phi_{n+k}^{[s+1]}(x) = (s+1)!(\partial_x \eta(x))^{s+1} \phi_n(x),$$

(3.14)
which shows (3.12) with $s \to s + 1$. The three term recurrence relations and this (3.13) imply

$$0 = (s + 1)! (\partial_x \eta(x))^{s+1} \left( A_n \phi_{n+1}(x) + (B_n - \eta(x)) \phi_n(x) + C_n \phi_{n-1}(x) \right)$$

$$= A_n \sum_{k=-s-1}^{s+1} R_n^{[s]}(\eta(x)) \phi^{[s+1]}_{n+1+k}(x) + (B_n - \eta(x)) \sum_{k=-s-1}^{s+1} R_n^{[s]}(\eta(x)) \phi^{[s+1]}_{n+k}(x)$$

$$+ C_n \sum_{k=-s-1}^{s+1} R_n^{[s]}(\eta(x)) \phi^{[s+1]}_{n-1+k}(x)$$

$$= \sum_{k=-s-2}^{s+2} \left( A_n R_n^{[s]}(\eta(x)) + (B_n - \eta(x)) R_n^{[s]}(\eta(x)) + C_n R_n^{[s]}(\eta(x)) \right) \phi^{[s+1]}_{n+k}(x)$$

$$= \sum_{k=-s-2}^{s+2} R_n^{[s+1]}(\eta(x)) \phi^{[s+1]}_{n+k}(x),$$

which shows (3.13) with $s \to s + 1$. This concludes the induction proof of (3.12)–(3.13).

### 3.3 Multi-indexed Wilson and Askey-Wilson polynomials

In this subsection we derive the recurrence relations for the multi-indexed Wilson and Askey-Wilson polynomials. First we note that the operator $\hat{\mathcal{A}} = i (e^{\frac{i}{2}p} \sqrt{V^*(x) - e^{-\frac{i}{2}p} \sqrt{V(x)}})$ acts on a product of two functions $f(x)\phi(x)$ as

$$\hat{\mathcal{A}}(f(x)\phi(x))$$

$$= i \left( \sqrt{V^*(x - i\frac{\gamma}{2})} f(x - i\frac{\gamma}{2}) \phi(x - i\frac{\gamma}{2}) \right) - i \left( \sqrt{V(x + i\frac{\gamma}{2})} f(x + i\frac{\gamma}{2}) \phi(x + i\frac{\gamma}{2}) \right)$$

$$= f^{(+)}(x) i \left( \sqrt{V^*(x - i\frac{\gamma}{2})} \phi(x - i\frac{\gamma}{2}) - \sqrt{V(x + i\frac{\gamma}{2})} \phi(x + i\frac{\gamma}{2}) \right)$$

$$+ f^{(-)}(x) \left( \sqrt{V^*(x - i\frac{\gamma}{2})} \phi(x - i\frac{\gamma}{2}) + \sqrt{V(x + i\frac{\gamma}{2})} \phi(x + i\frac{\gamma}{2}) \right)$$

$$= f^{(+)}(x) \hat{\mathcal{A}} \phi(x) + f^{(-)}(x) \left( \sqrt{V^*(x - i\frac{\gamma}{2})} \phi(x - i\frac{\gamma}{2}) + \sqrt{V(x + i\frac{\gamma}{2})} \phi(x + i\frac{\gamma}{2}) \right), \quad (3.15)$$

where $f^{(\pm)}(x)$ are defined by

$$f^{(+)}(x) \overset{\text{def}}{=} \frac{1}{2} \left( f(x - i\frac{\gamma}{2}) + f(x + i\frac{\gamma}{2}) \right), \quad f^{(-)}(x) \overset{\text{def}}{=} \frac{i}{2} \left( f(x - i\frac{\gamma}{2}) - f(x + i\frac{\gamma}{2}) \right). \quad (3.16)$$

Let us define $\tilde{R}_{n,k}^{[s]}(x)$ ($n, k \in \mathbb{Z}$, $s \in \mathbb{Z}_{\geq -1}$) as follows:

$$\tilde{R}_{n,k}^{[s]}(x) = 0 \quad (|k| > s + 1), \quad \tilde{R}_{n,0}^{[s]}(x) = 1,$$

$$\tilde{R}_{n,k}^{[s]}(x) = A_n \tilde{R}_{n+1,k-1}^{[s]}(x + i\frac{\gamma}{2}) + (B_n - \eta(x - i\frac{\gamma}{2})) \tilde{R}_{n,k}^{[s-1]}(x + i\frac{\gamma}{2}).$$

Let us define $\tilde{R}_{n,k}^{[s]}(x)$ ($n, k \in \mathbb{Z}$, $s \in \mathbb{Z}_{\geq -1}$) as follows:

$$\tilde{R}_{n,k}^{[s]}(x) = 0 \quad (|k| > s + 1), \quad \tilde{R}_{n,0}^{[s]}(x) = 1,$$

$$\tilde{R}_{n,k}^{[s]}(x) = A_n \tilde{R}_{n+1,k-1}^{[s]}(x + i\frac{\gamma}{2}) + (B_n - \eta(x - i\frac{\gamma}{2})) \tilde{R}_{n,k}^{[s-1]}(x + i\frac{\gamma}{2}).$$
that \( s \) is a polynomial in \( R_{n,1} \).

By using this, we obtain the following expression of \( \check{R}_{n,k} \):

\[
\check{R}_{n,k}(x) = A_n \check{R}_{n+1,k-1}(x) + \left( B_n - \frac{1}{2} \left( \eta(x - i\frac{m}{2} \gamma) + \eta(x + i\frac{m}{2} \gamma) \right) \right) \check{R}_{n,k+1}(x) + C_n \check{R}_{n-1,k+1}(x) - \frac{1}{4} \left( \eta(x - i\frac{m}{2} \gamma) - \eta(x + i\frac{m}{2} \gamma) \right)^2 \check{R}_{n,k}(x) \quad (s \geq 0).
\]

(For \( s = 0 \), the last term vanishes.) This recurrence relation with respect to \( s \) implies that \( \check{R}_{n,k}(x) \) is a polynomial in \( \eta(x - i\frac{m}{2} \gamma) + \eta(x + i\frac{m}{2} \gamma) \) and \( (\eta(x - i\frac{m}{2} \gamma) - \eta(x + i\frac{m}{2} \gamma))^2 \) \((m = 0, 1, \ldots, s)\). On the other hand the sinusoidal coordinate \( \eta(x) \) satisfies

\[
\eta(x - i\frac{m}{2} \gamma) + \eta(x + i\frac{m}{2} \gamma) = \begin{cases} 2\eta(x) - \frac{1}{2}m^2 & : W \\ (q^m + q^{-m})\eta(x) & : AW \end{cases},
\]

\[
\eta(x - i\frac{m}{2} \gamma)\eta(x + i\frac{m}{2} \gamma) = \begin{cases} (\eta(x) + \frac{1}{4}m^2)^2 & : W \\ \eta(x)^2 + (\frac{1}{2}(q^m - q^{-m}))^2 & : AW \end{cases},
\]

which implies that any symmetric polynomial in \( \eta(x - i\frac{m}{2} \gamma) \) and \( \eta(x + i\frac{m}{2} \gamma) \) is expressed as a polynomial in \( \eta(x) \). Therefore we obtain

\[
\check{R}_{n,k}(x) = R_{n,k}(\eta(x)) \quad (|k| \leq s + 1) : \text{a polynomial of degree } s + 1 - |k| \text{ in } \eta(x).
\]

We remark that \( \check{R}_{n,k}^{[s]}(x) = R_{n,k}^{[s]}(x) \).

We will show the \( 3 + 2s \) term recurrence relations of \( \phi_n^{[s]}(x) \equiv \phi_{d_1 \ldots d_s n}(x) \),

\[
\sum_{k=-s-1}^{s+1} \check{R}_{n,k}^{[s]}(x)\phi_n^{[s]}(x) = 0 \quad (s \geq 0),
\]

(3.21)
by induction in \( s \) (for \( n \in \mathbb{Z} \)). Since \( \phi_n^{[s]}(x) \) has the form (2.12), this means the recurrence relations of the multi-indexed orthogonal polynomials (3.1).

**first step**: For \( s = 0 \), (3.21) is

\[
A_n \phi_{n+1}(x) + (B_n - \eta(x)) \phi_n(x) + C_n \phi_{n-1}(x) = 0,
\]

which is the three term recurrence relation itself. Therefore \( s = 0 \) case holds.

**second step**: Assume that (3.21) holds till \( s \geq 0 \), we will show that it also holds for \( s + 1 \). Here we use simplified notation \( \hat{V}^{[s+1]}(x) \) def \( \hat{V}_{d_1 \ldots d_{s+1}}(x) \).

By applying \( \hat{A}_{d_1 \ldots d_{s+1}} \) to (3.21), we have

\[
0 = \sum_{k=-s-1}^{s+1} \hat{R}_{n,k}^{[s]}(+) \phi_{n+k}^{[s+1]}(x) + \sum_{k=-s-1}^{s+1} \hat{R}_{n,k}^{[s]}(-) \left( \sqrt{\hat{V}^{[s+1]}(x - \frac{i \gamma}{2}) \phi_{n+k}^{[s]}(x - \frac{i \gamma}{2})} + \sqrt{\hat{V}^{[s+1]}(x + \frac{i \gamma}{2}) \phi_{n+k}^{[s]}(x + \frac{i \gamma}{2})} \right).
\]

By using (3.18) this is rewritten as

\[
\sum_{k=-s-1}^{s+1} \hat{R}_{n,k}^{[s]}(+) \phi_{n+k}^{[s+1]}(x) = \frac{i}{2} \left( \eta(x - \frac{i^{s+1} \gamma}{2}) - \eta(x + \frac{i^{s+1} \gamma}{2}) \right) \phi_{n+k}^{[s]}(x) = \frac{i}{2} \left( \eta(x - \frac{i^{s+1} \gamma}{2}) - \eta(x + \frac{i^{s+1} \gamma}{2}) \right) \phi_{n+k}^{[s]}(x),
\]

where

\[
G_{n}^{[s+1]}(x) = \sum_{k=-s}^{s} \hat{R}_{n,k}^{[s]}(-) \left( \sqrt{\hat{V}^{[s+1]}(x - \frac{i \gamma}{2}) \phi_{n+k}^{[s]}(x - \frac{i \gamma}{2})} + \sqrt{\hat{V}^{[s+1]}(x + \frac{i \gamma}{2}) \phi_{n+k}^{[s]}(x + \frac{i \gamma}{2})} \right).
\]

Then we have

\[
A_n G_{n+1}^{[s+1]}(x) + \left( B_n - \frac{1}{2} \left( \eta(x - \frac{i^{s+1} \gamma}{2}) + \eta(x + \frac{i^{s+1} \gamma}{2}) \right) \right) G_{n}^{[s+1]}(x) + C_n G_{n-1}^{[s+1]}(x)
\]

\[
= \sqrt{\hat{V}^{[s+1]}(x - \frac{i \gamma}{2})} \left( \int_{-s}^{s} \hat{R}_{n,k}^{[s]}(-) \phi_{n+k}^{[s]}(x - \frac{i \gamma}{2}) \right)
\]

\[
+ \left( B_n - \frac{1}{2} \left( \eta(x - \frac{i^{s+1} \gamma}{2}) + \eta(x + \frac{i^{s+1} \gamma}{2}) \right) \right) \sum_{k=-s}^{s} \hat{R}_{n,k}^{[s]}(+) \phi_{n+k}^{[s]}(x - \frac{i \gamma}{2})
\]

\[
+ C_n \sum_{k=-s}^{s} \hat{R}_{n,k}^{[s]}(-) \phi_{n+k}^{[s]}(x - \frac{i \gamma}{2}) \right) + (c.c.)
\]

\[
= \sqrt{\hat{V}^{[s+1]}(x - \frac{i \gamma}{2})} \sum_{k=-s}^{s+1} \phi_{n+k}^{[s]}(x - \frac{i \gamma}{2}) \int_{-s}^{s} \hat{R}_{n+1,k-1}^{[s]}(-) (A_n \hat{P}_{n+1,k-1}^{[s]}(x)
\]

\[
= \sqrt{\hat{V}^{[s+1]}(x - \frac{i \gamma}{2})} \sum_{k=-s}^{s+1} \phi_{n+k}^{[s]}(x - \frac{i \gamma}{2}) (A_n \hat{P}_{n+1,k-1}^{[s]}(x)
\]

\[
= \sqrt{\hat{V}^{[s+1]}(x - \frac{i \gamma}{2})} \sum_{k=-s}^{s+1} \phi_{n+k}^{[s]}(x - \frac{i \gamma}{2}) (A_n \hat{P}_{n+1,k-1}^{[s]}(x)
\]

\[
= \sqrt{\hat{V}^{[s+1]}(x - \frac{i \gamma}{2})} \sum_{k=-s}^{s+1} \phi_{n+k}^{[s]}(x - \frac{i \gamma}{2}) (A_n \hat{P}_{n+1,k-1}^{[s]}(x)
\]
\[
B_n - \frac{1}{2} \left( \eta(x - i \frac{s+1}{2} \gamma) + \eta(x + i \frac{s+1}{2} \gamma) \right) \right) \hat{R}^{[s-1]}_{n,k}(x) + C_n \hat{R}^{[s-1]}_{n-1,k+1}(x) + (\text{c.c.})
\]
\[
= \sqrt{V^{[s+1]}(x - i \frac{2}{2})} \sum_{k=-s-1}^{s+1} \phi^{[s]}_{n+k}(x - i \frac{2}{2}) \left( \hat{R}^{[s]}_{n,k}(x - i \frac{2}{2}) \right.
\]
\[
+ \frac{1}{2} \left( \eta(x - i \frac{s+1}{2} \gamma) - \eta(x + i \frac{s+1}{2} \gamma) \right) \hat{R}^{[s-1]}_{n,k}(x) + (\text{c.c.})
\]
\[
= \sqrt{V^{[s+1]}(x - i \frac{2}{2})} \sum_{k=-s-1}^{s+1} \hat{R}^{[s]}_{n,k}(x - i \frac{2}{2}) \phi^{[s]}_{n+k}(x - i \frac{2}{2})
\]
\[
+ \sqrt{V^{[s+1]}(x + i \frac{2}{2})} \sum_{k=-s-1}^{s+1} \hat{R}^{[s]}_{n,k}(x + i \frac{2}{2}) \phi^{[s]}_{n+k}(x + i \frac{2}{2})
\]
\[
- \frac{i}{2} \left( \eta(x - i \frac{s+1}{2} \gamma) - \eta(x + i \frac{s+1}{2} \gamma) \right)
\]
\[
\times \sum_{k=-s}^{s} \hat{R}^{[s-1]}_{n,k}(x) i \left( V^{[s+1]}(x - i \frac{2}{2}) \phi^{[s]}_{n+k}(x - i \frac{2}{2}) - V^{[s+1]}(x + i \frac{2}{2}) \phi^{[s]}_{n+k}(x + i \frac{2}{2}) \right)
\]
\[
= -\frac{i}{2} \left( \eta(x - i \frac{s+1}{2} \gamma) - \eta(x + i \frac{s+1}{2} \gamma) \right) \sum_{k=-s}^{s} \hat{R}^{[s-1]}_{n,k}(x) \phi^{[s+1]}_{n+k}(x), \tag{3.23}
\]

where we have used induction assumption and (c.c.) represents complex conjugate. From (3.22) and (3.23) we obtain
\[
\frac{1}{4} \left( \eta(x - i \frac{s+1}{2} \gamma) - \eta(x + i \frac{s+1}{2} \gamma) \right)^2 \sum_{k=-s}^{s} \hat{R}^{[s-1]}_{n,k}(x) \phi^{[s+1]}_{n+k}(x)
\]
\[
= A_n \sum_{k=-s-1}^{s+1} \hat{R}^{[s]}_{n+1,k}(x) \phi^{[s+1]}_{n+1+k}(x)
\]
\[
+ \left( B_n - \frac{1}{2} \left( \eta(x - i \frac{s+1}{2} \gamma) + \eta(x + i \frac{s+1}{2} \gamma) \right) \right) \sum_{k=-s-1}^{s+1} \hat{R}^{[s]}_{n,k}(x) \phi^{[s+1]}_{n+k}(x)
\]
\[
+ C_n \sum_{k=-s-1}^{s+1} \hat{R}^{[s]}_{n-1,k}(x) \phi^{[s+1]}_{n-1+k}(x),
\]

namely,
\[
0 = \sum_{k=-s-2}^{s+2} \phi^{[s+1]}_{n+k}(x) \left( A_n \hat{R}^{[s]}_{n+1,k-1}(x) + \left( B_n - \frac{1}{2} \left( \eta(x - i \frac{s+1}{2} \gamma) + \eta(x + i \frac{s+1}{2} \gamma) \right) \right) \hat{R}^{[s]}_{n,k}(x)
\]
\[
+ C_n \hat{R}^{[s]}_{n-1,k+1}(x) - \frac{1}{4} \left( \eta(x - i \frac{s+1}{2} \gamma) - \eta(x + i \frac{s+1}{2} \gamma) \right)^2 \hat{R}^{[s-1]}_{n,k}(x) \right)
\]
\[
\sum_{k=-s-2}^{s+2} \hat{R}^{[s+1]}_{n,k}(x) \phi^{[s+1]}_{n+k}(x),
\]
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where we have used (3.19). This shows (3.21) with $s \to s + 1$. This concludes the induction proof of (3.21).

### 3.4 Initial data

For ordinary orthogonal polynomials, the three term recurrence relations with an obvious initial data $P_0(\eta) = \text{constant}$ (and $P_{-1}(\eta) = 0$) determine the whole polynomials $\{P_n(\eta)\} \ (n = 0, 1, \ldots)$. For the multi-indexed orthogonal polynomials $\{P_{d_1 \ldots d_M}(\eta)\} \ (n = 0, 1, \ldots)$ with the derived $3 + 2M$ term recurrence relations, the initial data to determine the whole polynomials are the first $M + 1$ members of the polynomials, $P_{d_{1 \ldots d_M}, 0}(\eta), P_{d_{1 \ldots d_M}, 1}(\eta), \ldots, P_{d_{1 \ldots d_M}, M}(\eta)$.

They are degree $\ell, \ell + 1, \ldots, \ell + M$ polynomials in $\eta$ and they are severely constrained by the input data of $\{\tilde{\phi}_{d_1}(x), \ldots, \tilde{\phi}_{d_M}(x)\}$.

The $3 + 2M$ term recurrence relations (3.4) hold for any integer $n \in \mathbb{Z}$, which is classified into three cases (i) $n \leq -M - 2$, (ii) $-M - 1 \leq n \leq -1$ and (iii) $n \geq 0$. For case (i), (3.4) is trivially satisfied because of $P_{d_{1 \ldots d_M}, m}(\eta) = 0$ ($m \leq 0$). For case (ii), (3.4) is also trivially satisfied due to the fact

$$R_{n, k}^{[M]}(\eta) = 0 \quad (-M - 1 \leq n \leq -1, -n \leq k \leq M + 1), \quad (3.24)$$

which is a consequence of our choice $A_{-1} = 0$. For case (iii), $P_{d_{1 \ldots d_M}, n + M + 1}(\eta)$ is determined by (3.4) and it is expressed by lower degree polynomials. As mentioned above, the polynomials $P_{d_{1 \ldots d_M}, n}(\eta) \ (n \geq M + 1)$ are determined by the $3 + 2M$ term recurrence relations (3.4) with $M + 1$ input data $P_{d_{1 \ldots d_M}, 0}(\eta), P_{d_{1 \ldots d_M}, 1}(\eta), \ldots, P_{d_{1 \ldots d_M}, M}(\eta)$.

Note that the input data $P_{d_{1 \ldots d_M}, n}(\eta) \ (n = 0, 1, \ldots, M)$ can also be calculated from the data of the lowest degree polynomial at each intermediate step, $P_{d_1 \ldots d_s, 0}(\eta) \ (s = 0, 1, \ldots, M)$. Since the $3 + 2M$ term recurrence relations (3.4) are equivalent to

$$\sum_{k = -M - 1}^{M + 1} R_{n, k}^{[M]}(\eta(x)) \phi_{d_{1 \ldots d_M} n + k}(x) = 0, \quad (3.25)$$

giving the input data $P_{d_{1 \ldots d_M}, n}(\eta) \ (n = 0, 1, \ldots, M)$ are equivalent to giving $\phi_{d_{1 \ldots d_M} n}(x) \ (n = 0, 1, \ldots, M)$. If $\phi_{d_{1 \ldots d_s}, 0}(x) \ (s = 0, 1, \ldots, M)$ are given, $\phi_{d_{1 \ldots d_M}, n}(x) \ (n = 0, 1, \ldots, M)$ can be calculated in the following way. For $s \ (s = 1, 2, \ldots, M$ in tern), applying $\hat{A}_{d_1 \ldots d_s}$ to (3.25) with $(M, n) = (s - 1, 0)$ gives $\phi_{d_{1 \ldots d_s} s}(x)$ in terms of already known functions. Then applying $\hat{A}_{d_1 \ldots d_{s+1}}$ to $\phi_{d_1 \ldots d_s s}(x)$ gives $\phi_{d_1 \ldots d_{s+1} s}(x)$, and repeating this, and finally
we obtain \( \phi_{d_1 \ldots d_M s}(x) \). Giving \( \phi_{d_1 \ldots d_s 0}(x) \) is equivalent to giving \( P_{d_1 \ldots d_s 0}(\eta) \). Note that \( P_{d_1 \ldots d_s 0}(\eta; \lambda) \propto \Xi_{d_1 \ldots d_s}(\eta; \lambda + \delta) \), which is a consequence of the shape-invariance [8][11].

4 Summary and Comments

The multi-indexed orthogonal polynomials are a new kind of orthogonal polynomials satisfying second order differential or difference equations, whose degrees start from a certain positive integer \( \ell \) instead of 0, so that the constraints of Bochner’s theorem are avoided. In this paper we have presented the recurrence relations of the multi-indexed orthogonal polynomials of Laguerre, Jacobi, Wilson and Askey-Wilson types. Corresponding to the three term recurrence relations of the ordinary orthogonal polynomials, the \( M \)-indexed orthogonal polynomials satisfy the \( 3 + 2M \) term recurrence relations (3.4). Their coefficients are expressed in terms of those of the original three term recurrence relations. They are universal in the following sense; The derivation is based on (i) the three term recurrence relations (3.1), (ii) the intertwining relations (2.5), (iii) the structure of the intertwining operators (2.14), (2.21) and (iv) the formats of the eigenfunctions (2.12). The explicit expressions of the coefficients of the three term recurrence relations (3.5)–(3.8) and the explicit definitions of the multi-indexed orthogonal polynomials given in Appendix are not used. The multi-indexed orthogonal polynomials of Racah and \( q \)-Racah types [40] are not discussed in this paper but the method is applicable to them, too. We leave this problem to interested readers.

Although we have considered orthogonal polynomials of degrees \( \{\ell, \ell+1, \ldots\} \), the method presented in this paper can be also applied to orthogonal polynomials of degrees \( \{0, 1, \ldots\}\{d_1, \ldots, d_M\} \). In fact, the exceptional Hermite polynomials are extensively studied recently in [50] and recurrence relations of the exceptional Hermite polynomials labeled by \( \{0, 1, \ldots\}\{d_1, \ldots, d_M\} \) are obtained by using the method presented in this paper. The coefficient polynomials \( R_{n,k}^{(M)}(\eta) \) are explicitly expressed in terms of Hermite polynomials. It is an interesting problem to find explicit closed forms of \( R_{n,k}^{(M)}(\eta) \) in terms of the original orthogonal polynomials for other multi-indexed orthogonal polynomials.

The \( 3 + 2M \) term recurrence relations need the initial data consisting of the first \( M + 1 \) members of the polynomials. Namely, when the first \( M + 1 \) members of the polynomials are given as inputs, the other members of the polynomials are determined by the \( 3 + 2M \) term recurrence relations. For ordinary orthogonal polynomials (which start at degree 0), three term recurrence relations always hold and its converse is also true (Favard’s theorem [46]); i.e.
polynomials satisfying the three term recurrence relations become orthogonal polynomials (with respect to a certain inner product). It is an interesting challenge to formulate the converse of the $3 + 2M$ term recurrence relations. For example, in order that the polynomials determined by the $3 + 2M$ term recurrence relations become orthogonal polynomials or satisfy certain second order differential or difference equations, what conditions should be imposed on the first $M + 1$ members?

The deformed quantum system labeled by an index set $D = \{d_1, \ldots, d_M\}$ may be equivalent to another labeled by a different index set $D' = \{d'_1, \ldots, d'_M\}$, which means that the corresponding two multi-indexed orthogonal polynomials labeled by $D$ and $D'$ are proportional. This has been mentioned in [8] and generalized in [32] for the Laguerre and Jacobi cases. The same phenomena happen for the Wilson and Askey-Wilson cases [41] (and its generalization). Therefore, if $M' < M$, the $M$-indexed orthogonal polynomials $P_{D,n}(\eta)$ also satisfy $3 + 2M'$ term recurrence relations.

The three term recurrence relations for the ordinary orthogonal polynomials are closely related to the closure relation between the Hamiltonian and the sinusoidal coordinate $\eta(x)$, which leads to the canonical construction of the creation and annihilation operators $a^{(\pm)}$, $a^{(\pm)} \phi_n(x) = A_n \phi_{n+1}(x)$, $a^{(\pm)} \phi_n(x) = C_n \phi_{n-1}(x)$ [47]. By transforming the original creation/annihilation operators $a^{(\pm)}$ in terms of a series of intertwining operators $\hat{A}_{d_1 \ldots d_s} \hat{A}^\dagger_{d_1 \ldots d_s}$, the creation/annihilation operators of the systems of the multi-indexed orthogonal polynomials $a^{[M](\pm)}$ are obtained:

$$a^{[M](\pm)}(x) = \hat{A}_{d_1 \ldots d_M} \cdots \hat{A}_{d_1} a^{(\pm)} \frac{\hat{A}^\dagger_{d_1} \hat{A}^\dagger_{d_1 d_2} \cdots \hat{A}^\dagger_{d_1 \ldots d_M}}{\mathcal{H} - \mathcal{E}_{d_1} \mathcal{H}_{d_1} - \mathcal{E}_{d_2} \cdots \mathcal{H}_{d_1 \ldots d_{M-1}} - \mathcal{E}_{d_M}};$$

$$a^{[M](\pm)} \phi_n^{[M]}(x) = A_n \phi_n^{[M]}(x), \quad a^{[M](\pm)} \phi_n^{[M]}(x) = C_n \phi_n^{[M]}(x).$$

It is interesting to see if the $3 + 2M$ term recurrence relations presented in this paper would lead to a generalized closure relation between the deformed Hamiltonian and the sinusoidal coordinate, and if it would give the above creation/annihilation operators.

Recurrence relations for the exceptional ($M = 1$) Laguerre and Jacobi polynomials have been discussed in [12] in the context of bi-spectrality of orthogonal polynomials [49]. We hope that the recurrence relations obtained in this paper will be used as a starting point to theoretical developments for various problems involving bispectrality, generalizations of the Jacobi matrix, spectral theory, existence of a Riemann-Hilbert problem, etc.
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A Definitions of the Multi-Indexed Orthogonal Polynomials of Laguerre, Jacobi, Wilson and Askey-Wilson Types

For reader’s convenience, we present the explicit definitions of the multi-indexed orthogonal polynomials of Laguerre and Jacobi types [8] and Wilson and Askey-Wilson types [41], which are obtained by the method of virtual states deletion.

There are two types of virtual states, type I and type II, which are derived by the discrete symmetries of the original Hamiltonian. We take the set of virtual states for deletion characterized by the degrees

\[ D = \{d_1, \ldots, d_M\} = \{d^I_1, \ldots, d^I_{M_I}, d^\Pi_1, \ldots, d^\Pi_{M_{II}}\} \quad (M = M_I + M_{II}), \quad (A.1) \]

and define

\[ \lambda^{[M_I,M_{II}]} \overset{\text{def}}{=} \lambda + M_I \tilde{\delta}_I + M_{II} \tilde{\delta}_{II}. \quad (A.2) \]

The eigenfunctions \( \phi^{[M]}_n(x) = \phi_{d^I_1 \ldots d^I_{M_I}d^\Pi_1 \ldots d^\Pi_{M_{II}}} (x) \) of the deformed system \( H^{[M]} = H_{d^I_1 \ldots d^I_{M_I}d^\Pi_1 \ldots d^\Pi_{M_{II}}} = H_D \) have the following form:

\[ \phi_D n(x) = \Psi_D (x) P_D n(\eta(x)), \quad (A.3) \]

where \( P_D n(\eta) = P_{d^I_1 \ldots d^I_{M_I}d^\Pi_1 \ldots d^\Pi_{M_{II}}} (\eta) \) is the multi-indexed orthogonal polynomial and the function \( \Psi_D (x) = \Psi_{d^I_1 \ldots d^I_{M_I}d^\Pi_1 \ldots d^\Pi_{M_{II}}} (x) \) is expressed in terms of the ground state \( \phi_0(x) \) and the denominator polynomial \( \Xi_D (\eta) = \Xi_{d^I_1 \ldots d^I_{M_I}d^\Pi_1 \ldots d^\Pi_{M_{II}}} (\eta) \). The degrees of the denominator polynomial \( \Xi_D (\eta) \) and the multi-indexed orthogonal polynomial \( P_D n(\eta) \) are generically \( \ell \) and \( \ell + n \), respectively, in which \( \ell \) is given by

\[ \ell \overset{\text{def}}{=} \sum_{j=1}^{M_I} d^I_j - \frac{1}{2} M_I (M_I - 1) + \sum_{j=1}^{M_{II}} d^\Pi_j - \frac{1}{2} M_{II} (M_{II} - 1) + M_I M_{II} \]

\[ = \sum_{j=1}^{M} d_j - \frac{1}{2} M (M - 1) + 2 M_I M_{II}. \quad (A.4) \]
A.1 Multi-indexed Laguerre and Jacobi polynomials

Two types of the virtual states are

\[
\begin{align*}
\text{L1: } & \quad \tilde{\phi}_v^I(x; \lambda) \overset{\text{def}}{=} i^{-g} \phi_v(ix; \lambda), \quad \xi_v^I(\eta; \lambda) \overset{\text{def}}{=} P_v(-\eta; \lambda), \\
& \quad \tilde{\delta}_v^I \overset{\text{def}}{=} 1, \quad \tilde{\xi}_v^I(\lambda) = -4(g + v + \frac{1}{2}), \\
\text{L2: } & \quad \tilde{\phi}_v^H(x; \lambda) \overset{\text{def}}{=} \phi_v(x; t(\lambda)), \quad \xi_v^H(\eta; \lambda) \overset{\text{def}}{=} P_v(\eta; t(\lambda)), \\
& \quad t(\lambda) \overset{\text{def}}{=} 1 - g, \quad \tilde{\delta}_v^H \overset{\text{def}}{=} -1, \quad \tilde{\xi}_v^H(\lambda) = -4(g - v - \frac{1}{2}), \\
\text{J1: } & \quad \tilde{\phi}_v^I(x; \lambda) \overset{\text{def}}{=} \phi_v(x; t^I(\lambda)), \quad \xi_v^I(\eta; \lambda) \overset{\text{def}}{=} P_v(\eta; t^I(\lambda)), \\
& \quad t^I(\lambda) \overset{\text{def}}{=} (g, 1 - h), \quad \tilde{\delta}_v^I \overset{\text{def}}{=} (1, -1), \quad \tilde{\xi}_v^I(\lambda) = -4(g + v + \frac{1}{2})(h - v - \frac{1}{2}), \\
\text{J2: } & \quad \tilde{\phi}_v^H(x; \lambda) \overset{\text{def}}{=} \phi_v(x; t^H(\lambda)), \quad \xi_v^H(\eta; \lambda) \overset{\text{def}}{=} P_v(\eta; t^H(\lambda)), \\
& \quad t^H(\lambda) \overset{\text{def}}{=} (1 - g, h), \quad \tilde{\delta}_v^H \overset{\text{def}}{=} (-1, 1), \quad \tilde{\xi}_v^H(\lambda) = -4(g - v - \frac{1}{2})(h + v + \frac{1}{2}).
\end{align*}
\]

(We have changed the sign of \(\tilde{\delta}_{v, H}\) from those in [8].) The function \(\Psi_D(x)\) in (A.3) is

\[
\Psi_D(x) = c_x^M \psi_D(x; \lambda), \quad \psi_D(x; \lambda) \overset{\text{def}}{=} \frac{\phi_0(x; \lambda^{[M_1, M_{II}]})}{\Xi_D(\eta(x); \lambda)}, \quad c_x \overset{\text{def}}{=} \begin{cases} 2 : L \\ -4 : J \end{cases}.
\]

The denominator polynomial \(\Xi_D(\eta)\) and the multi-indexed orthogonal polynomial \(P_{D,n}(\eta)\)

are defined by the following Wronskians:

\[
\Xi_D(\eta; \lambda) \overset{\text{def}}{=} W[\mu_1, \ldots, \mu_{M_1}, \nu_1, \ldots, \nu_{M_{II}}](\eta)
\times \begin{cases} e^{-M_{II} \eta(\frac{M_{II} + g - \frac{1}{2})}{M_{II}}} : L \\ \left(1 - \eta \right)^{\left(\frac{1}{2} - \frac{1}{2}ight)}(\frac{1 + \eta}{2})^{\left(M_{II} + h - \frac{1}{2}ight)}M_{II} : J \end{cases},
\]

\[
P_{D,n}(\eta; \lambda) \overset{\text{def}}{=} W[\mu_1, \ldots, \mu_{M_1}, \nu_1, \ldots, \nu_{M_{II}}, P_n](\eta)
\times \begin{cases} e^{-M_{II} \eta(\frac{M_{II} + g + \frac{1}{2})}{M_{II}}} : L \\ \left(1 - \eta \right)^{\left(\frac{1}{2} + \frac{1}{2}ight)}(\frac{1 + \eta}{2})^{\left(M_{II} + h + \frac{1}{2}ight)}M_{II} : J \end{cases},
\]

\[
\mu_j = \xi_{d_j}^I(\eta; \lambda) \times \begin{cases} e^{\eta} : L \\ \left(1 + \eta \right)^{\frac{1}{2}}h : J \end{cases}, \quad \nu_j = \xi_{d_j}^H(\eta; \lambda) \times \begin{cases} \eta^{\frac{1}{2} - g} : L \\ \left(1 - \eta \right)^{\frac{1}{2}}g : J \end{cases}.
\]

A.2 Multi-indexed Wilson and Askey-Wilson polynomials

Two types of the virtual states are

\[
\begin{align*}
\text{type I: } & \quad \tilde{\phi}_v^I(x; \lambda) \overset{\text{def}}{=} \phi_v(x; t^I(\lambda)), \quad \xi_v^I(\eta; \lambda) \overset{\text{def}}{=} P_v(\eta; t^I(\lambda)), \quad \tilde{\xi}_v^I(x; \lambda) \overset{\text{def}}{=} \xi_v^I(\eta(x); \lambda), \\
& \quad t^I(\lambda) \overset{\text{def}}{=} (1 - \lambda_1, 1 - \lambda_2, \lambda_3, \lambda_4), \quad \tilde{\delta}_v^I \overset{\text{def}}{=} (-\frac{1}{2}, -\frac{1}{2}, \frac{1}{2}, \frac{1}{2}),
\end{align*}
\]
\[ \hat{\xi}_v^i(\lambda) = \left\{ \begin{array}{ll}
- (a_1 + a_2 - v - 1)(a_3 + a_4 + v) : W \\
- (1 - a_1 a_2 q^{-v-1})(1 - a_2 a_4 q^v) : AW \end{array} \right. \] (A.13)

The function \( \Psi_D(x) \) in (A.3) is

\[ \Psi_D(x) = \alpha^I(\lambda_{[M_1, M_{II}]}; \frac{1}{2} M_1, \frac{1}{2} M_{II} - \frac{1}{2} M_1 + \frac{1}{2} M_{II} + 1 + \frac{1}{2} M_1 M_{II} \psi_D(x; \lambda), \psi_D(x; \lambda) \equiv \sqrt{\hat{\Xi}_D(x - i \frac{1}{2}; \lambda) \hat{\Xi}_D(x + i \frac{1}{2}; \lambda)}, \] (A.15)

where \( \alpha^I(\lambda) \) and \( \alpha^II(\lambda) \) are

\[ \alpha^I(\lambda) = \left\{ \begin{array}{ll}
1 : W \\
\frac{1}{a_1 a_2 q^{-1}} \frac{a_3 + a_4 + v}{1 - a_1 a_2 q^{-1}} : W \end{array} \right. , \quad \alpha^II(\lambda) = \left\{ \begin{array}{ll}
1 : W \\
\frac{1}{a_3 a_4 q^{-1}} \frac{a_1 + a_2 + v}{1 - a_3 a_4 q^{-1}} : W \end{array} \right. \] (A.16)

The denominator polynomial \( \hat{\Xi}_D(\eta) \) and the multi-indexed orthogonal polynomial \( P_{D,n}(\eta) \) are defined by the following determinants:

\[ \hat{\Xi}_D(x; \lambda) \equiv \Xi_D(\eta(x); \lambda), \quad \tilde{P}_{D,n}(x; \lambda) \equiv P_{D,n}(\eta(x); \lambda), \] (A.17)

\[ \hat{\Xi}_D(x; \lambda) \equiv A^{-1} \varphi_M(x)^{-1} i^{\frac{1}{2} M(M-1)} \left| \begin{array}{c}
\hat{X}^{(M)}_{d_1} \quad \cdots \quad \hat{X}^{(M)}_{d_{M-1}} \quad \hat{Y}^{(M)}_{d_1} \quad \cdots \quad \hat{Y}^{(M)}_{d_{M-1}}
\end{array} \right|, \]

\[ A = \left\{ \begin{array}{c}
\prod_{k=3,4} \prod_{j=1}^{M_{II} - 1} (a_k - \frac{M - 1}{2} + ix, a_k - \frac{M - 1}{2} - ix) j \\
\prod_{k=3,4} \prod_{j=1}^{M_{II} - 1} (a_k - \frac{M - 1}{2} + ix, a_k - \frac{M - 1}{2} - ix) j \\
\prod_{k=3,4} \prod_{j=1}^{M_{II} - 1} a_k^{-j} q^{\frac{1}{2} j(j+1)} (a_k q^{\frac{M - 1}{2} e^{ix}}, a_k q^{\frac{M - 1}{2} e^{-ix}}, q_j) j \\
\prod_{k=3,4} \prod_{j=1}^{M_{II} - 1} a_k^{-j} q^{\frac{1}{2} j(j+1)} (a_k q^{\frac{M - 1}{2} e^{ix}}, a_k q^{\frac{M - 1}{2} e^{-ix}}, q_j) j : AW \end{array} \right. , \] (A.18)

\[ \tilde{P}_{D,n}(x; \lambda) \equiv B^{-1} \varphi_{M_1}(x+1)^{-1} \]

\[ B = \left\{ \begin{array}{c}
\prod_{k=3,4} \prod_{j=1}^{M_{II} - 1} (a_k - \frac{M - 1}{2} + ix, a_k - \frac{M - 1}{2} - ix) j \\
\prod_{k=3,4} \prod_{j=1}^{M_{II} - 1} (a_k - \frac{M - 1}{2} + ix, a_k - \frac{M - 1}{2} - ix) j \\
\prod_{k=3,4} \prod_{j=1}^{M_{II} - 1} a_k^{-j} q^{\frac{1}{2} j(j+1)} (a_k q^{\frac{M - 1}{2} e^{ix}}, a_k q^{\frac{M - 1}{2} e^{-ix}}, q_j) j \\
\prod_{k=3,4} \prod_{j=1}^{M_{II} - 1} a_k^{-j} q^{\frac{1}{2} j(j+1)} (a_k q^{\frac{M - 1}{2} e^{ix}}, a_k q^{\frac{M - 1}{2} e^{-ix}}, q_j) j : AW \end{array} \right. , \] (A.19)

where

\[ (\hat{X}^{(M)}_v)_j = r^{II}_j (x^{(M)}_j; \lambda, M) \xi^{I}_v (x^{(M)}_j; \lambda), \quad (1 \leq j \leq M), \]
\[(\tilde{Y}_v^{(M)})_j = r_j^I(x_j^{(M)}; \lambda, M) \tilde{\xi}^I (x_j^{(M)}; \lambda),\]
\[(\tilde{Z}_n^{(M)})_j = r_j^{II}(x_j^{(M)}; \lambda, M) r_j^I(x_j^{(M)}; \lambda, M) \tilde{P}_n(x_j^{(M)}; \lambda),\] (A.20)

and
\[
r_j^I(x_j^{(M)}; \lambda, M) = \alpha^I (\lambda + (M - 1) \delta^I) \frac{1}{2} (M - 1)^{-2} (j-1)(M-j) \prod_{k=1,2} (a_k - \frac{M-1}{2} + ix)_{j-1} (a_k - \frac{M-1}{2} - ix)_{M-j} : W \]
\[
\times \prod_{k=3,4} (a_k - \frac{M-1}{2} + i\gamma x)_{j-1} (a_k - \frac{M-1}{2} - i\gamma x)_{M-j} : W \]
\[
r_j^{II}(x_j^{(M)}; \lambda, M) = \alpha^{II} (\lambda + (M - 1) \delta^{II}) \frac{1}{2} (M - 1)^{-2} (j-1)(M-j) \prod_{k=1,2} (a_k q - \frac{M-1}{2} e^{ix}; q)_{j-1} (a_k q - \frac{M-1}{2} e^{-ix}; q)_{M-j} : AW \]
\[
\times \prod_{k=3,4} (a_k q - \frac{M-1}{2} e^{i\gamma x}; q)_{j-1} (a_k q - \frac{M-1}{2} e^{-i\gamma x}; q)_{M-j} : AW \]. \] (A.21)

The auxiliary function \(\varphi_M(x)\) is defined by
\[
\varphi_M(x) \overset{\text{def}}{=} \varphi(x) \left[ \frac{M}{2} \right] \prod_{k=1}^{M-2} (\varphi(x - i\frac{k}{2} \gamma) \varphi(x + i\frac{k}{2} \gamma)) \left[ \frac{M-k}{2} \right], \] (A.23)

and \(\varphi_0(x) = \varphi_1(x) = 1\) [35]. Here \([x]\) denotes the greatest integer not exceeding \(x\).
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