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Abstract
The dynamics of three-phase flows involves phenomena of high complexity whose characterization is of great interest for different sectors of the worldwide industry. In order to move forward in the fundamental knowledge of the behavior of three-phase flows, new experimental data has been obtained in a facility specially designed for flow visualization and for measuring key parameters. These are (1) the flow regime, (2) the superficial velocities or rates of the individual phases; and (3) the frictional pressure loss. Flow visualization and pressure measurements are performed for two and three-phase flows in horizontal 30 mm inner diameter and 4.5 m long transparent acrylic pipes. A total of 134 flow conditions are analyzed and presented, including plug and slug flows in air–water two-phase flows and air–water-polypropylene (pellets) three-phase flows. For two-phase flows the transition from plug to slug flow agrees with the flow regime maps available in the literature. However, for three phase flows, a progressive displacement towards higher gas superficial velocities is found as the solid concentration is increased. The performance of a modified Lockhart–Martinelli correlation is tested for predicting frictional pressure gradient of three-phase flows with solid particles less dense than the liquid.
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1 Introduction

The dynamics of three-phase flows, gas–liquid–solid (G/L/S) mixtures, involve high complexity phenomena, whose characterization is crucial for different sectors of the industry. Three-phase flows are present in a wide range of industrial processes, from the production stages of oil and gas (Bello et al. 2005) to the different phases of refinement and production of petroleum products, and it is also involved, among others, in the transport of biomass (Miao et al. 2013) or in some chemical reactors (Scott and Rao 1971), nuclear waste decommissioning (Mao et al. 1997), pulp and paper production, and in many applications of air injections (Orell 2007). Thus it is important to optimize three phase flows, a process in which there is still plenty of room for improvement.

As highlighted by Rahman et al. (2013), there are three main parameters to consider when designing a pipeline to transport three-phase flow mixtures. (1) The first one, which is also important in single phase flows, is the frictional pressure gradient (FPG) along the installation, which allows to make predictions of power consumption during operation; (2)
the flow regime, that is the spatial distribution of the phases over the pipe volume, which is important to establish precisely, because specific regimes may be needed for different processes; and (3) the deposition velocity which is the minimum operational velocity required to avoid accumulation of particles at the bottom of the pipeline. One of the reasons for the lack of comprehensive studies regarding G/L/S mixtures is the fact that not all parameters or required measurements are reported in the available literature.

This work aims to bridge this gap by analyzing three-phase flows inside horizontal pipelines using an experimental rig specifically designed for this type of flows. The experimental facility is fully described in Sassi et al. (2020), the pipelines have circular cross-section and are made of transparent plexi-glass for flow visualization. It has the capability to regulate and measure the inlet velocities in order to analyze every flow regime, and to measure the pressure at several sections along the pipeline. As the solid particles used in this experimentation are pellets of polypropylene, which are less dense ($\rho_s = 866 \text{ kg/m}^3$) than water (liquid phase), no deposition velocity is experienced.

One of the seminal works regarding multiphase flows was carried out by Lockhart and Martinelli (1949). They developed a correlation to calculate the FPG of liquid–gas mixtures in horizontal pipelines. The main idea was to determine the FPG of the mixture by calculating it as a single phase, as if each phase was flowing separately in the pipeline, and then correcting these values by the Lockhart–Martinelli (L–M) parameter. This parameter might adopt four different values regarding the flow mechanism of the phases, as it quantifies to what extent the liquid or gas flows are turbulent or dominated by viscosity. The L–M correlation has been used both in the industry and in many research works, mainly because of its simplicity and its ability to predict reliably the value of the pressure drop. Since their study, several authors have validated the correlation (Dukler et al. 1964; Mao et al. 1997; Abduvayt et al. 2003). In particular Beggs and Brill (1973) proposed a more accurate correlation for pipelines with any inclination angle. One of the goals of this work was to provide a more updated system, more convenient for some already available technological methodologies.

Regarding liquid–solid mixtures, there is a great deal of experimentation on slurry flows, because this type of flows are very frequent in the chemical industry, including manufacturing of pharmaceuticals, nano-fabrication, and oil refining among others. It is also applicable to long distance transport of materials like coal or waste tailings. In many cases hydrodynamic transport of solids can be both, more energy-efficient and have lower operating and maintenance costs than other handling methods. Most of the insights in this area came from (Gillies et al. 1997; Gillies and Shook 2000; Gillies et al. 2004; Wilson and Sellgren 2003) which classified the slurries in two types: (1) homogeneous or non-settling slurries, and (2) heterogeneous or settling slurries. For the scope of the present research, the focus is set on heterogeneous slurries which usually exhibit approximately a Newtonian behaviour, and so the ratio between the viscosity of the slurry and the viscosity of the fluid can be considered a function of particle shape and solids concentration. Gillies et al. (2004) proposed the “SRC Two-Layer model”, where the velocity and concentration distributions are approximated by step functions. This is because the particles are assumed to be concentrated mainly in the lower layer with the maximum concentration, while in the upper layer particles are uniformly distributed and suspended by turbulence, with a lower concentration.

For the study of three-phase flows, gas–liquid–solid (G/L/S) mixtures, some authors modified gas–liquid correlations to approximate the three-phase flow complexity by analysing it as a “gas-slurry” two phase flow, where the slurry phase is previously corrected by a liquid–solid two phase correlation. Several works modified the L–M correlation to be applicable to G/L/S
mixtures by adjusting the liquid properties (Scott and Rao 1971; Kago et al. 1986; Hatate et al. 1986). Accurate predictions were obtained in Rahman et al. (2013) with an implementation of an improved L–M correlation, where the “slurry phase” pressure gradient was calculated using the “SRC Two-Layer Model”.

Although there are already some significant developments in G/L/S mixture flows, to our knowledge, none of the previous works consider solids less dense than the liquid phase. There are some few exceptions regarding ice slurry flows (Edelin et al. 2015; Stutz et al. 2000) in which the authors analyzed two-phase, L/S mixtures, flows where the ice was modeled using polypropylene in order to compute the FPG and analyze the transport efficiency. In both works, the authors concluded that the particle size had little impact in the pressure drop compared to the flow rate, flow pattern and volumetric concentration of solids. In the present work, air as a gas phase will be added and every resulting flow regime will be analyzed in terms of transport efficiency. Also the previous correlations will be applied and compared to the new experimental results, so as to obtain information of the interaction between the three phases.

Therefore, the current work aims to generate a reliable database of three-phase G/L/S mixtures, flowing in horizontal 30 mm inner diameter (ID) pipelines for different flow regimes. The G/L/S mixture is composed of air, water and polyethylene particles. The superficial velocity of the slurry phase is in the range of 0–2 m/s, with low concentrations of solids, in the range of 0–10% in volume with respect to water, and the air superficial velocity from 0 to 5 m/s.

2 Previous Studies

2.1 Two-Phase (G/L) Correlations

The main insight of the Lockhart and Martinelli (1949) correlation is the determination of the frictional pressure gradient (FPG) of the mixture as if each phase was flowing separately in the pipeline. These values are corrected using the two phase multipliers, \( \Phi_f \) and \( \Phi_g \) (see Eq. 1). The assumption is that for each phase, there must be a set of hydraulic diameter, phase velocity and friction factor that results in the two-phase FPG. The analysis leads to the postulation that \( \Phi_f \) and \( \Phi_g \) are functions of the gas and liquid Reynolds numbers \( Re_f, Re_g \), based on the superficial velocities) and the Lockhart–Martinelli (L–M) parameter \( X \), as defined in Eqs. 2 and 3. Empirical curves, for design purposes, were obtained from a wide range of experimental data that confirmed the initial hypothesis.

\[
\left( \frac{\delta P}{\delta z} \right)_g = \Phi_f^2 \cdot \left( \frac{\delta P}{\delta z} \right)_f = \Phi_g^2 \cdot \left( \frac{\delta P}{\delta z} \right)_g , \tag{1}
\]

\[
\Phi_f^2 = f(Re_f, Re_g, X) \tag{2}
\]

\[
X^2 = \frac{(\delta P/\delta z)_f}{(\delta P/\delta z)_g} \tag{3}
\]

Later, Chisholm (1967) deeply examined the Lockhart and Martinelli’s studies, and proposed a simple equation, for design purposes, relating the multiphase multipliers with the Lockhart–Martinelli parameter (LM) \( X \) (see Eq. 4).
Here, \( C \) is a flow regime indicator. It can adopt four different values depending on the flow regime of the phases, because it quantifies in what extent the liquid or gas flows are dominated by turbulence (\( t \)) or viscous effects (\( v \)).

\[
\Phi_j^2 = 1 + C/X + 1/X^2
\]  

(4)

Since the studies of Chisholm (1967) several authors have tested and validated the LM correlation with the Chisholm simplification, including comparison with other correlations (Lu et al. 2018; Kong et al. 2018; Rahman et al. 2013; Abduvayt et al. 2003; Sun and Mishima 2009; Sassi et al. 2020). In the literature the LM correlation performs reasonably well in predicting the FPG of two phase flows.

### 2.2 Two-Phase (G/L) Flow Regime Map

Several flow regime maps have been proposed by different authors (Baker 1953; Hoogendoorn 1959; Govier and Omer 1962). However there are mainly two flow maps that are generally used. The first one developed by Mandhane et al. (1974) with experimental data obtained from a data base with a wide range of flow regimes and physical properties. The second one developed by Taitel and Dukler (1976) from a theoretical model analysis. The main differences between the two maps are (1) the transition from bubbly to intermittent flow proposed by Mandhane et al. (1974) occurs at superficial velocities of the liquid phase of 4.20 m/s independently of the gas superficial velocity, while Taitel and Dukler (1976) state that for higher flow rates of gas the transition occurs at higher rates of liquid. Furthermore, (2) the transition from stratified to intermittent flows in Taitel and Dukler’s map requires higher liquid superficial velocities than Mandhane et al.’s map. Finally, (3) Taitel and Dukler (1976) refers to intermittent flows without a distinction between Plug and Slug flows. On the other hand, Mandhane et al. (1974) sets a transition boundary between elongated bubble (plug) and slug flows.

Recently, Kong and Kim (2017) studied the transition boundaries by classifying 263 flow conditions from a detailed flow visualization study using a high-speed video camera. The study includes bubbly, plug, slug, stratified, stratified-wavy and annular flows with their respective transitions. They concluded that the transition from bubbly to intermittent depends on \( j_g \), as proposed by Taitel and Dukler (1976). In this case they also observed that more gas is required for the transition from plug to slug at \( j_f \) less than 1 m/s, and less gas is required for \( j_f \) above 1 m/s. In Fig. 1 the regimes maps of Mandhane et al. (1974), Taitel and Dukler (1976) and Kong and Kim (2017) are plotted together for comparison.

### 2.3 Two-Phase (L/S) Correlations

The focus of this research is on heterogeneous slurries. These are composed of coarser particles that segregate in the quiescent state and do not flocculate. These types of slurries are generally turbulent flows, because turbulence is the main suspension mechanism of the particles and at low velocities a stationary bed is formed. Also, the concentration distribution is
not uniform. This non-uniformity over the cross-section of the pipe often leads to differences between liquid and solid velocities. For pipeline flow of solid–liquid mixtures, there are forces acting on each phase due to the effects of pressure and viscosity, in the presence of the pipe wall. In addition, there are interfacial forces acting on the solids and on the liquid because of the slip velocity. However, the net interfacial interaction force per unit volume of mixture must of course be zero.

In Gillies et al. (2004) heterogeneous slurries flowing at high velocities were studied using the Saskatchewan Research Council’s (SRC) two-layer model (Gillies and Shook 2000), and incorporating improvements from (Wilson and Sellgren 2003). They divide the system into three superimposed layers. Each layer contributes individually to the frictional pressure loss. The three layers are: the finer particles (type 1 particles), which together with the liquid form a carrier fluid of higher density and viscosity; coarse particles (type 2) that are suspended by the flow turbulence; and particles that are not suspended and constitute a sliding bed (type 3). In this paper only heterogeneous flows are analysed, which are composed of particles from the second category. Accordingly, the FPG is calculated using Eq. 6 and the wall shear stress ($\tau_w$), which is kinematic, is calculated with Eq. 7

$$\left(-\frac{dP}{dz}\right)_{f_s} = \frac{\tau_w S}{A} = \frac{4\tau_w}{D}$$

$$\tau_w = \frac{j_{f_s}^2}{8}\left(\rho_f f_f + \rho_s f_s\right)$$

In Eq. 6 $D$, $S$ and $A$ are the diameter, wetted perimeter and cross-sectional area of the pipeline respectively. In Eq. 7 $j_{f_s}$ is the slurry superficial velocity, $\rho_f$ and $\rho_s$ are the liquid and particle densities. $f_f$ is the Darcy–Weisbach friction factor for the liquid flowing at the slurry velocity. Finally, $f_s$ is the particle friction factor, it increases the FPG accounting the friction caused by the particle–particle and particle-wall collisions, and it can be computed using Eq. 8, as a function of the linear concentration $\lambda$ (Eq. 9), and the dimensionless particle diameter $d^+$, Eq. 10. The linear concentration can be considered a measure of the ratio of the particle diameter to the shortest distance between neighbouring particles. In Eq. 9, $C_{max}$ is the maximum package concentration (or random close pack) of the solid phase, this is the maximum volume fraction of solid objects obtained when they are packed randomly, and $C_s$ is the in-situ volumetric solid concentration.
Several authors studied the FPG of slurries and the SRC two-layer model has shown good accuracy. However, in most of these studies, the analyzed slurries are composed of particles much denser than the fluid. Stutz et al. (2000) investigated the friction factor for slurries with particle density close to that of the water, for analysing solid–liquid coolant systems. In their study they used empirical correlations, based on dimensional analysis. Later, Edelin et al. (2015) studied the energy optimum for the transport of floating particles in pipelines, using models of effective liquid where the liquid–solid mixture is modeled with layers in which different effective properties of the fluid correspond to each layer. To determine the density and viscosity of these layers they considered the shape, size and arrangement of the particles, as well as the fluid in which they are flowing.

### 2.4 Three-Phase (G/L/S) Correlations

Three-phase flows have been reviewed in Rahman et al. (2013). These authors present a summary of the most important studies and their insights including the research from (Scott and Rao 1971), this study has been the first to propose that the Lockhart–Martinelli correlation can be modified to analyze three-phase flows in horizontal pipelines. This insight is advantageous because with the modified L–M correlation, predictions of the mixture FPG can be obtained even if the flow regime is not known, this was not the case in previous three-phase correlations.

The modified Lockhart–Martinelli correlation proposed in Scott and Rao (1971), and later developed in Hatate et al. (1986) and Gillies et al. (1997), estimates the FPG of the three-phase flows by assuming that the slurry FPG can be used instead of the liquid pressure drop in the original correlation. In the work of Scott and Rao (1971) a good correlation performance was obtained using the Durand correlation for calculating the slurry friction gradient. However, the latter correlation is known to provide an accurate prediction only when solid concentration is under 15%. In the study of Hatate et al. (1986) experimental data were correlated within a 30% error but only for small particles ($d < 100\,\mu m$). This denotes the need of an accurate and general estimation of the slurry FPG in order to apply the modified Lockhart–Martinelli correlation.

In summary, in this study, the modified Lockhart-correlation is used to predict the FPG of three-phase flows where the properties of the slurry are first modified according to the two-layer model (Gillies and Shook 2000), assuming that only coarse particles suspended by turbulence are present in the liquid phase. In this way, the LM parameter ($X$) in Eq. 3 is calculated with the FPG of the slurry.

\[
f_s = 0.00132 \cdot \lambda^{1.25} \left[0.15 + e^{-0.1d^+}\right] \tag{8}
\]

\[
\lambda = \left[\left(\frac{C_{\text{max}}}{C_s}\right)^{1/3} - 1\right]^{-1} \tag{9}
\]

\[
d^+ = \frac{d \cdot j_{fs} \sqrt{f_j/8}}{v_j} \tag{10}
\]
Here \((\delta P/\delta z)_{fs}\) is calculated following Eqs. (6–10). Then, the multi-phase multiplier \((\Phi_{fs})\) is calculated with Eq. 4, and finally, the FPG for three phase flows is obtained by modifying Eq. 1:

\[
X^2 = \frac{(\delta P/\delta z)_{fs}}{(\delta P/\delta z)_{gfs}}
\]

\[
\left(\frac{\delta P}{\delta z}\right)_{gfs} = \Phi_{fs}^2 \cdot \left(\frac{\delta P}{\delta z}\right)_{fs}.
\]

3 Experimental Set-Up

A diagram of the experimental facility is represented in Fig. 2, the flow loop has two horizontal and two vertical pipe sections. The set-up is designed to analyze three phase flows, gas–liquid–solid mixtures (G/L/S), and specifically to reproduce the plug and slug flow regimes in horizontal pipelines; and bubbly, slug, churn and annular flow regimes in vertical pipelines. However, the reported and analyzed data in this paper, correspond to experiments for two and three phase, (G/L) and (G/L/S) mixtures, only in the horizontal test section pipeline. A detailed schematic representation of the horizontal test section is shown in Fig. 3.

The gas phase is compressed air, taken from the lab manifold at a pressure of about eight bar, previously filtered and dried. The air pressure is set at four bar at the entrance of the rotameters with a reduction valve. The air flow rate is measured using two Omega valve-rotameters with an accuracy of 2% and 3% respectively. Air is introduced in the test section through a “Y” junction.

Generic tap water is used as the liquid phase. It is stored in a 100 L slurry-tank. The solid phase consists of polypropylene pellets, with density \(\rho_s = 866 \text{ kg/m}^3\), the measured
maximum packing concentration is $C_{\text{max}} = 0.585$. It was measured by submerging the particles in ethanol ($\rho_{\text{ethanol}} = 789 \text{kg/m}^3$). The particle diameters are between 1 and 2 mm according to the sieves used for the diameter separation. The pellets are added in the slurry tank with a specific concentration and the mixture (slurry) is pumped with a 5.5 kW Weir model AB80 centrifugal slurry-pump. The main flow, $j_f^1$, is measured with an Isoil MS2500 electromagnetic flow meter with an accuracy of $\pm 0.8\%$, and then delivered to the test section (note that $j_f^1 = j_f$ in gas–liquid two-phase flow, and $j_f^1 = j_{fs}$ in three-phase flow). A secondary flow, $j_f^2$, is recirculated to the slurry tank with two purposes, (i) to ensure the mixing of the slurry by generating turbulence inside the tank, and (ii) to be able to measure a wider spectrum of slurry flow rates together with a Weg variable frequency drive (VFD), which controls the slurry-pump.

The slurry mixture is homogenized due to the turbulence in the tank. However, as particles float in water, solid percentage measurements have been made within the test section. For this, the slurry mixture is circulated through the facility and the fast-closing valves (see Fig. 3) are closed simultaneously. The volume fractions of liquid and solid phases, trapped between the valves, are extracted and measured in test tubes. For a mixture of 5% of solid concentrations (in volume with respect to water) 10 measurements were performed for 4 different flow rates, adding a total of 40 measurements, the solid percentage is $5.0 \pm 0.5\%$. For mixtures of 10% the same process was followed. In this case the mean value was $10 \pm 1\%$.

In this study, only horizontal flows are analyzed, the three-phase horizontal test section consist of 30 mm ID straight transparent acrylic pipes with a total length of 60 diameters and a previous segment of 110 diameters in order to ensure the complete development of the flow (see Fig. 3). An analysis of the development of the flow using the pressure transducers has been done in a previous study (Sassi et al. 2020).

The flow visualization is performed using a Photron Mini UX100 fast camera. To identify the flow regime each test condition is visualized, recording 5 s at 3200 frames per second. Images have $1280 \times 560$ pixels with a spatial resolution of $70 \mu\text{m/pixel}$. Images are taken with back led illumination and using a translucent white screen to diffuse light. The detail of the visualization set-up is shown in Fig. 3. Each operating condition is carefully visually analyzed to determine if it corresponds to plug, slug or transition flow regime.
Two Omega differential pressure transducers are connected to the horizontal test section in order to measure the frictional pressure loss inside the pipeline. The pressure lines are connected to 5 points of the acrylic pipes, as detailed in the bottom left corner of Fig. 3 by coupling an acrylic “bridge” with a threaded hole where a small ball valve is placed. Different segments can be measured by selecting the corresponding combination of valves. Caution is needed to avoid air in the pressure lines, as it would distort the measurements. An Agilent 34970A data acquisition system is used to carry out the measurements at 20 Hz. Further details of the experimental facility can be found in Sassi et al. (2020).

Temporal pressure fluctuations on intermittent flow regimes are relatively large, as reported by Spedding and Spence (1993). In the present study the pressure drop per unit length is calculated by averaging the temporal signal of pressure drop between different test sections. For each test condition the differential pressure is measured at 20 Hz during 120 s between four different distances, together with the gauge pressure. As an example, Fig. 4 shows the signals from the pressure transducers of two flow regimes, corresponding to three-phase flows with 10% concentration of solids by volume, at two axial positions, \( L = 118 \text{ ID} \) (blue) and \( L = 153 \text{ ID} \) (red). The measurements in Fig. 4a correspond to plug flow, with standard deviations of 1.7% (blue) and 1.4% (red), while the gauge pressure from Fig. 4b, corresponds to slug flow, with standard deviations of 2.2% (blue) and 1.7% (red). Despite the fluctuations, specially in slug flows, it can be seen that, for both flow regimes, the signals range around the mean value with relative small values of standard deviation.

In order to ensure the accurate estimation of the average pressure at the corresponding sections, single-phase water flow measurements were performed and compared with the theoretical curve of the Darcy–Weisbach equation (Eq. 13). The Darcy–Weisbach friction factor, \( f \), is calculated with the Colebrook–White relation (Eq. 14). Figure 5 shows the comparison. The mean deviation of the twelve performed measurements is 4%.

\[
\left( \frac{\delta P}{\delta z} \right)_f = f \cdot \frac{\rho}{2} \cdot \frac{j_f^2}{D} \tag{13}
\]

(a) Plug flow, \( j_f = 1.70 \text{m/s and } j_g = 0.43 \text{m/s} \)

(b) Slug flow, \( j_f = 1.70 \text{m/s and } j_g = 2.17 \text{m/s} \)

Fig. 4 Temporal fluctuations on the gauge pressure measurements for three-phase flow, 10% loading of solids
A total of 134 test conditions were measured in the experimental facility. 62 were specifically chosen to analyze the transition between plug and slug flow regimes. Here, the gas and slurry velocities were set according to the flow visualization to determine precisely the flow transition. For the analysis of the FPG, 24 different operating conditions were selected for the three mixtures (two-phase and, 5% and 10% of solid loading), adding a total of 72 measurements. A summary of the performed measurements is shown in Table 1.

\[
\frac{1}{\sqrt{f}} = -2 \log_{10} \left( \frac{k/D}{3.7} + \frac{2.51}{Re\sqrt{f}} \right)
\]  

Table 1 Summary of experimental data

| Objective        | Solid % | \( j_g \) [m/s] | \( j_{fs} \) [m/s] | # points |
|------------------|---------|-----------------|-------------------|----------|
| Flow             | 2P      | 0.4 – 1.2       | 0.6 – 2           | 25       |
| Transition       | 5 %     | 0.7 – 1.5       | 0.6 – 2           | 19       |
| (Visualization)  | 10 %    | 0.7 – 1.5       | 0.6 – 2           | 18       |
| Sub-total        |         | 0.4             |                   | 62       |
|                  |         | 0.6             | 1                 |          |
|                  |         | 0.8             | 1.4               | (3x6x3)  |
| Frictional       | 2P      | 1.2             | 1.7               | 54       |
| Pressure         | 5 %     | 1.4             |                   |          |
| Gradient         | 10 %    | 2               |                   |          |
|                  |         | 2.5             | 1                 | (3x3x2)  |
|                  |         | 3.5             | 1.4               | 18       |
|                  |         | 4.5             |                   |          |
| Sub-total        |         |                 |                   | 72       |
| Total            |         |                 |                   | 134      |
4 Results and Discussion

The results of this experimental study are discussed in two main sections: Sect. 4.1 Flow regime identification, where flow images and the flow regime map are analyzed; and Sect. 4.2 Frictional pressure gradient analysis, where the experimental data is compared with available correlations of the literature.

4.1 Flow Regime Identification

The fast camera is used to visualize and identify the flow regime. Videos are recorded at an axial location of $L/D = 150$ from the inlet to analyze fully developed flow conditions. Videos are taken for several runs within plug, plug-to-slug transition and slug flows in order to identify the transition boundaries.

Figure 6 shows three different flow regimes of two-phase flow. In Fig. 6a a plug flow elongated bubble is shown. It can be seen that this flow regime is characterized by elongated gas plugs that move along the top of the pipe, which generally presents a round nose. Gas plugs displace the liquid phase towards the wall of the pipe producing a very thin film of liquid in between. From the figure it can be inferred an important shear force between the two phases, as evidenced by the slight stripes in the thin film, and the waves produced at the bottom of the main body of the plug bubble. Finally, plug bubbles show elongated tails in the very upper portion of the pipe followed by liquid regions with few bubbles that

(a) Plug flow elongated bubble; $j_g = 0.40 \, m/s, j_{fs} = 1.0 \, m/s$

(b) Plug to Slug Transition elongated bubble; $j_g = 1.0 \, m/s, j_{fs} = 1.0 \, m/s$

(c) Slug flow elongated bubble; $j_g = 1.0 \, m/s, j_{fs} = 2.0 \, m/s$

Fig. 6 Plug, transition and slug flow reconstructed bubbles for two-phase flow (flowing from right to left)
detached from the tail. Some of these observations, among some other characteristics on plug flows, can also be found in Talley et al. (2015a).

In Fig. 6b a plug-to-slug transition bubble is shown. It can be seen how the shear force between the two phases is increased as more stripes are found in the thin film and the bottom interface, which appears more wavy, even producing the detachment of small droplets inside the gas bubble. Also as a result of the increase in the shear force, the tail breaks into smaller bubbles that travel behind.

Finally, in slug flows (see Fig. 6c) the elongated bubbles move forward faster than the liquid phase, and they are followed by bubble clusters. The increase of the relative velocity yields higher shear forces, and consequently, these bubbles show a sharper nose compared with plug bubbles and a chaotic tail with continuous detachment of small bubbles. Following the tail, bubble clusters are spread within the volume of the pipe due to the higher turbulence of the flow that suspends the bubbles in the flow. The presence of the bubble clusters is the main characteristic that distinguishes slug from plug flows, as highlighted in Talley et al. (2015a). Because these bubbles are dispersed in a turbulent flow, there is a relative motion between the air bubble and the water. This relative velocity between the phases induces even more turbulence in the liquid phase, specifically in the wake of the bubble. This phenomenon is known as the bubble-induced turbulence. More details on the phenomena can be found in Rzehak and Krepper (2013). Further, the existence of a vortex following slug bubbles is observed while in plug flows these are not found. The result is a very large interface between the phases with high turbulence in slug flows. Therefore, this regime is more appropriate for heat and mass transfer applications.

The same identification criterion is used for three-phase flows. In Fig. 7, three images for three-phase flows with 5% of solid concentration are shown. Figure 7a corresponds to plug flow, Fig. 7b to plug-to-slug transition, and Fig. 7c to slug flow.

Again, the main difference stands in the liquid plugs or slugs between the elongated bubbles. In plug flows there are barely air bubbles between the plug bubbles and mostly
there are only solid particles. On the contrary, in slug flows there are many air bubbles among the solid particles. Plug flows also show a higher concentration of particles at the top of the pipeline in comparison to slug flows. This is mainly because of the higher turbulence on the latter flows, with higher transverse velocities, that effectively suspend the solid particles in the liquid phase.

Videos have been recorded for 62 different test conditions including plug, plug-to-slug transition and slug regimes for air–water two-phase flows and air–water-polypropylene three-phase flows with 5 and 10% of solid concentrations related to the liquid phase. Each condition was thoroughly visually analyzed in order to determine the corresponding regime and unveil the influence of solid concentration on the transition boundaries.

In Fig. 8 the section of the regime map covered in the present study is displayed. Transition boundaries between plug and slug proposed by Mandhane et al. (1974) and Kong and Kim (2017) for two-phase flows are indicated in the legend, as well as the proposed ones in the current study, for three-phase flows. Each test condition is plotted with a marker in the map. White marks correspond to air–water two-phase runs, grey marks to three-phase runs with 5% loading of solids and black marks to 10% loading. The flow regime visualized for each run is indicated with the shape of the markers, triangles for plug flow, diamonds for plug-to-slug transition and squares for slug flow.

From the visual analysis of the two-phase runs it is observed that transition zones are wide, and they can hardly be expressed with a line. In any case, our measurements agree with the observations of Kong and Kim (2017) regarding the plug-to-slug transition, where they claim that less air is required to reach slug flow at \( j_f \) above 1 m/s and vice versa.

For three-phase flows, it is observed that the accumulation of particles in the tail of plug flows, delays the small bubble detachment for increasing relative velocities, thus the transition from plug to slug flow is displaced towards higher gas superficial velocities.

In plug flows, there are large slurry regions between the plug bubbles. However, collision and eventually coalescence of the gas bubbles is observed frequently. Regular plug bubbles are wider in the nose region. This widening induces an acceleration in the slurry that, at the same time, produces a wave. While this wave is propagating towards the tail of the bubble, it may grow larger than the depth of the plug tail. If so, the tail is cut off and a smaller bubble stands between the two large plug bubbles. As the solid particles remain in the liquid phase (they do not cross the liquid–gas interface) after the detachment is completed an accumulation of particles is observed around the detached bubbles, and these smaller bubbles generally coalesce with the next plug bubble. This mechanism is known as drag induced coalescence, where larger bubbles overtakes the smaller ones due to relative motion (Talley et al. 2015a). In Fig. 9 a sequence of the coalescence process of a plug bubble with a smaller bubble is shown for a three-phase, 5% loading plug regime flow.
with \( j_f = 1.06 \text{ m/s} \) and \( j_g = 0.4 \text{ m/s} \). In Fig. 9a the plug bubble on the right is reaching a smaller one, previously detached from the large plug bubble on the very left of the image. In Fig. 9b, c an interface between the two bubbles is developed. An accumulation of solid particles between the two interfaces is observed (white dots). The solid particles are displaced around the nose of the plug bubble and some of them get attached to the pipe wall. Later in Fig. 9d the interface gets thinner, while the solid particles are still being displaced, until the interface breaks in Fig. 9e. Finally, (Fig. 9f) the large bubble formed from the coalescence moves forward reshaping into the plug bubble shape and the solid particles attached to the pipe wall are dragged by the slurry.

In slug flows, the presence of the small bubbles in the slurry regions between the slug (large) bubbles can be explained with the same mechanism as in plug bubbles. This is by the break up of the tail region induced by the waves. But another break up process is observed. This other process is linked with the relative velocity between the gas and slurry phases. As the relative velocity increases higher shear stresses are generated and detachment of several small bubbles is observed. These phenomena are illustrated in Figs. 6 and 7. It can be seen that as the relative velocity increases the number of bubbles

---

**Fig. 9** Coalescence sequence of a plug bubble and a smaller one, \( j_f = 1.06 \text{ m/s}, j_g = 0.4 \text{ m/s} \) and \( C_s = 0.05 \), flow from right to left
also increases until the density of small bubbles is so high that the bubbles become indistinguishable. Finally, it is also appreciable from the videos, that an anticlockwise vortex follows the slug elongated bubbles (Fig. 10). These vortices produce a continuous bubble detachment from the lower tip of the slug bubble, and they also contribute to break the upper part of the tail, observing the effect of a breaking wave in the tail of the bubble. During the break some droplets are ejected into the air bubble and several small bubbles are detached from it. It is also appreciable that the breaking wave goes through the bottom interface producing a vertical downward velocity in the tail of the bubble and it helps the mixing of the phases.

4.2 Frictional Pressure Gradient Analysis

To calculate the FPG the modified L–M correlation has been used. In this correlation the slurry (L/S) is treated as the ‘liquid’ phase, but correcting the physical properties of the slurry as proposed by the Saskatchewan Research Council’s Pipe Flow Technology Centre (Gillies and Shook 2000). For this analysis 72 run tests where performed, measurements of pressure drop for two and three-phase flows are plotted together in Fig. 11 against the air superficial velocity \( j_g \). Circles indicate two-phase runs, triangles and squares three-phase runs with 5\% \( (C_s = 0.05) \) and 10\% \( (C_s = 0.1) \) solid loading respectively. The continuous
lines represent the predictions obtained by applying the L–M correlation for the different liquid superficial velocities, and the dotted lines are obtained by applying the modified L–M correlation for three-phase flows with 10% loading of solids. Finally, the colors of the curves and markers indicate the liquid (or slurry in 3-phase flows) superficial velocity, \( j_f = 1.06, j_f = 1.41 \) and \( j_f = 1.69 \) m/s are represented by blue, red and green colors respectively.

Although the theoretical curves fit the experimental data relatively well, a general tendency to under-estimate the pressure drop for lower values of superficial gas velocity (\( j_g \)) and over-estimate it for higher values of \( j_g \) is appreciable. Note that the curves corresponding to the same liquid or slurry superficial velocities of two and three-phase (\( C_s = 0.1 \)) flows are in close proximity, as a 10% load of solid particles, of such density, barely induces an effect on the FPG. This is also noticeable by looking at the experimental data. According to the model (modified LM), the increase in pressure loss due to the incorporation of 10% in volume of solids is below 2%. A 10% increase would be reached by adding 44% in volume of solids with this density (\( \rho_s = 866 \text{ kg/m}^3 \)), however, it would be necessary to verify if the assumption of fully suspended particles of Sect. 2.3 is still valid, or if particles of type 3 (forming a sliding bed, in this case, on the top of the pipe) are present. Another parameter that influences the FPG is the density of the solid phase, when assuming a solid phase with a density of 1500 kg/m\(^3\), the concentration of solid should be 38% in volume to achieve a 10% increase in the FPG. Here again, the hypothesis of Sect. 2.3 should be verified, as type 1 and 3 particles would probably be present in the flow.

When applying the Chisholm (1967) simplification, the multi-phase multiplier can be plotted as a function of the L–M parameter, \( X \). In two-phase flows, \( X \) is calculated with Eq. 3 using the liquid and gas superficial velocities, while in three-phase flows the slurry and gas superficial velocities are used. This means that the difference between two and three-phase flows stands in how the liquid or slurry FPGs are calculated, and so, once \( X \) is calculated, both phases can be plotted together in a \( \Phi(X) \) plot. This is shown in Fig. 12. The experimental data is plotted together with the predicted values using two values of \( C \). The shape of the markers indicate the flow regime of the run where triangles, diamonds and squares represent plug, transition and slug flows respectively. The color of the markers refers to the type of flow. In this way blue, red and green stands for two-phase, three-phase

![Fig. 12 Multi-phase multiplier against Lockhart–Martinelli parameter](image-url)
with 5% and 10% of solid concentration respectively. The black plotted curves are the predicted values of $\Phi$ applying the Chisholm simplification. The continuous line is obtained with a value of $C = 20$ which is the original proposed value of $C$ for mixtures flowing in a turbulent-turbulent regime (Chisholm 1967). A value of $C = 20$, was also found to perform within $\pm 3\%$ in the experimental data from (Lu et al. 2018). The dashed line in Fig. 12 is obtained with $C = 25$, this value was proposed by some authors in the literature (Talley et al. 2015b; Kong and Kim 2017).

The experimental data have also been fitted obtaining the red dashed line that corresponds to a value of $C = 19$. The average absolute difference of the experimental data with the curves in Fig. 12 for $C = 20$, $C = 25$ and $C = 19$ are within $4\%$, $6\%$ and $4\%$ respectively. This indicates that the LM and modified-LM correlations performs well for both, two-phase and three-phase flows respectively. As a final remark, in Talley et al. (2015b); Kong and Kim (2017) where a value of $C = 25$ was found to fit best, bubbly flows were analyzed. These flows correspond to higher values of $X$ (from 60 to 600). It can be seen from the experimental data plotted in Fig. 12 that a value of $C = 25$ fits better the points with higher $X$. This is in concordance with Talley et al. (2015b), Kong and Kim (2017), and denotes that $C$ should not be a constant value.

5 Conclusions and Future Work

A new experimental facility was used to perform measurements of two- (air–water) and three-phase (air–water-polypropylene) flows. A total of 134 different runs including plug, slug and plug-to-slug flow regimes were carried out.

The flow regimes for 62 different test conditions were deeply analyzed with fast-camera videos in order to identify the transition boundary between plug and slug flows regimes. The transition for two-phase flow agreed well with the flow regime map proposed by Kong and Kim (2017), and a strong dependency of the boundary with the solid concentration was found for three-phase flows. For a specific slurry velocity ($j_s$) higher flow rates of the gas phase are needed to reach the boundary as the solid concentration increases.

The pressure drop was analyzed for 72 test conditions. Two-phase measurements were compared with the Lockhart–Martinelli correlation, while the three-phase measurements were compared with the modified Lockhart–Martinelli correlation, incorporating the SRC Pipe Flow model. Both correlations performed adequately as the predicted values of the pressure drop were generally in concordance with the experimental data. It has been noted that for solid concentrations of 5 and 10% there is a small (almost null) effect on the pressure drop, and according to the theoretical model (modified LM) it is not expected to obtain meaningful increments in pressure drops until reaching more than 30% of solid concentrations. In any case, experiments with higher concentrations should be performed in order to validate this observation.

Further measurements will be performed to analyze the effect of higher concentration of solids and the influence of the solid density, both to define the effect on the transition from plug to slug regimes and to analyze its effect on the frictional pressure gradient. Also a wider area of the regime map is expected to be covered, analyzing the transition boundary from plug and slug to bubbly flows.
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