DISORDERED MONOMER-DIMER MODEL ON CYLINDER GRAPHS

PARTHA S. DEY* AND KESAV KRISHNAN†

Abstract. We consider the disordered monomer-dimer model on cylinder graphs $G_n$, i.e., graphs given by the Cartesian product of the line graph on $n$ vertices, and a deterministic graph. The edges carry i.i.d. random weights, and the vertices also carry i.i.d. random weights, not necessarily from the same distribution. Given the random weights, we define a Gibbs measure on the space of monomer-dimer configurations on $G_n$. We show that the associated free energy converges to a limit, and with suitable scaling and centering, satisfies a central limit theorem. We also show that the number of monomers in a typical configuration satisfies a law of large numbers and a central limit theorem with appropriate centering and scaling. Finally, for an appropriate height function associated with a matching, we show convergence to a limiting function and prove the Brownian motion limit about the limiting height function in the sense of finite-dimensional distributions.

1. Introduction

Given a finite graph, a matching or monomer-dimer configuration is a collection of pairwise vertex-disjoint edges. Edges in the configuration are called dimers and uncovered vertices are called monomers. Monomer-dimer models were introduced almost a century ago by Roberts [17] to study the adsorption of hydrogen and diatomic oxygen on a tungsten surface and similar physical phenomena. Formally, a monomer-dimer configuration on a graph $G$ with vertex set $V$ and edge set $E$ can be considered as a matching, i.e., a collection of non overlapping edges $m \subseteq E$. We will denote the collection of all matchings on $G$ by $\mathcal{M} = \mathcal{M}(G)$. With the monomer activity given by $\nu_v$ for vertex $v \in V$ and with dimer activity $\omega_e$ associated to edge $e \in E$, we define the Hamiltonian on $\mathcal{M}$ as

$$\mathcal{H}(m) = \sum_{v \in m} \nu_v + \sum_{e \in m} \omega_e, \quad m \in \mathcal{M},$$

where $v \notin m$ means the vertex $v$ is not covered by any of the edges in the matching $m$. With the Hamiltonian given in (1), we can define the Gibbs measure, or monomer-dimer model as

$$\mu(m) = Z^{-1} \exp(\mathcal{H}(m)), \quad m \in \mathcal{M}$$

where

$$Z = Z_G := \sum_{m \in \mathcal{M}} \exp(\mathcal{H}(m))$$

is the partition function for the Gibbs measure. One can introduce an inverse temperature parameter $\beta > 0$ in the model, but this can be absorbed into the weights for simplicity.
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The rigorous analysis for the monomer-dimer model was spearheaded by Heilmann and Lieb [9], essentially via analyzing a natural recurrence associated with the partition functions. Let $G$ be the original graph and $u, v \in V_G$. Let $G^u$ and $G^{u,v}$ denote the principal subgraphs obtained on the sequential removal of $u$ and $v$. For every vertex $u \in V$, the associated partition functions satisfy a recurrence relation

\[
Z_G = \exp (\nu_u) Z_{G^u} + \sum_{v \sim u} \exp (\omega_{(u,v)}) Z_{G^{u,v}}.
\]

(4)

With constant monomer weights $x$, the partition function is a polynomial in $e^x$, the monomer fugacity. Lee-Yang zeroes are the roots of this polynomial. Heilmann and Lieb showed that these zeroes are strictly imaginary and exist in conjugate pairs. The recurrence (4) implies an interlacing condition for the roots, which will be discussed further in Section 4. They used the interlacing and localization result for the zeroes to prove the absence of phase transition. In particular, it implies that the limiting free energy is an analytic function in $x$, assuring the convergence of all the cumulants. For problems of statistical physics, exact solvability means the explicit computation of the associated partition function. Heilmann and Lieb wrote down exact solutions for the one-dimensional graph with free or periodic boundary conditions, the complete graph, and the Bethe lattice, all with constant weights. One can write the partition function $Z_n$ as a weighted adjacency matrix determinant in the one-dimensional case. We will briefly discuss this in Section 7. Using the analysis from [9], Godsil [7] showed that for certain graphs where the variance of the number of edges goes to infinity faster than a specific rate, the number of edges could be scaled appropriately to show Gaussian fluctuations. Lebowitz et. al. in [16] extended this result further for a family of probability measures whose partition functions are graph counting polynomials, who in addition prove a local central limit theorem using localization of Lee-Yang zeroes. The notion of Lee-Yang zeroes was introduced in [22]. Their use to study phase transition behavior and fluctuations is well known, for instance, see [4]. In particular, for their use to prove central limit theorems, we refer the reader to [10].

For the pure dimer or perfect matching model (with no monomers) on planar graphs, exact solutions were previously found by Kasteleyn [13] and Fisher and Temperley [19], giving rise to Kasteleyn theory [12]. Kasteleyn proved that the partition function for the dimer model on a surface graph, i.e., a graph embedded in a surface of genus $g$, could be written as the sum of $2^{2g}$ Pfaffians. Using a determinantal kernel for planar bipartite graphs, one can evaluate the partition function and the correlation function between edges. Moreover, one can define a height function associated with a dimer configuration, uniquely defined up to a constant. In [15], Kenyon proved convergence to a limiting height function and Gaussian free field fluctuations with Dirichlet boundary conditions about the limiting surface. The dimer model in 2-dimensional lattices is intimately connected to the study of spin structures and the analysis of free fermions [6]. This result is related to the fact that there is a one-to-one correspondence between monomer-dimer models at non-zero monomer fugacity and the Ising model at a non-zero external field as explored in [9].

In a series of works [1, 2, 3], the authors analyzed the monomer-dimer model in the mean-field setting, that is, where the vertices are exchangeable. In [2], the authors obtained an exact solution for the model on locally tree-like graphs, such as Galton-Watson Tree and sparse Erdős-Rényi random graph. Their methods employ a rigorous version of a statistical mechanics technique known as the cavity method. When the size of the vertex set is large, the removal of a vertex essentially yields a copy of the system. The authors used this idea to prove the convergence of the mean free energy and the limiting monomer density in terms of
a distributional fixed point equation solution. In [3], a solution for the complete graph with constant edge weights and i.i.d. random vertex weights was given in terms of a fixed point. The analysis in [3] proceeds via the Gaussian integral representation of the partition function. In the mean-field case where the edge weights are the same constant, the problem reduces to computing a one-dimensional integral involving a polynomial of Gaussian variables. The asymptotics can be evaluated using Laplace’s method. Finally, in [1], the authors introduce an imitative potential, an attractive interaction between pairs of adjacent dimers (or pairs of adjacent monomers), which breaks the symmetry of being able to swap a dimer and adjacent monomer and preserving the Hamiltonian and thus induces a phase transition. They characterize the limiting free energy via a variational principle and evaluate the phase diagram with respect to the monomer fugacity and the potential strength.

The problem of counting monomer-dimer configurations is of interest to the computer science community as well. In the pure dimer model on bipartite surface graphs, the Kasteleyn determinant formula enables efficient computation. In stark contrast, counting configurations with non-zero monomer fugacity is computationally intractable, see [11]. On bipartite graphs, the problem of counting the number of monomer-dimer configurations is equivalent to the problem of evaluating the permanent of a matrix with \{0,1\} entries which is known to be in the $\#P$ class [21]. However, reasonably quick probabilistic algorithms for approximating the number configurations have been described in [14]. They define Glauber dynamics over the space of matchings and show that the Markov Chain has a sufficiently fast mixing property; to be close to stationarity in polynomial time. One can view the Random Assignment Problem as a version of the monomer-dimer model, and several constraint satisfiability problems can be studied using this framework.

In this work, we address the monomer-dimer problem in the context of disordered weights on cylinder graphs. We will prove the convergence of the mean free energy and monomer density and establish central limit theorems for both. There are contributions to the fluctuations from both the ensemble and the environment for which we establish bounds and explicitly characterize the monomer density. Finally, we show that the spatial monomer density displays white noise fluctuations at the level of finite-dimensional distributions.

1.1. Model. As stated in the introduction, we will be working on cylinder graphs. We now make this notion precise.

**Definition 1.** Let $H = (V_H, E_H)$ be a fixed graph with $|V_H| = h$ and $G_n$ be the line graph on $n$ vertices. A cylinder graph $G_n$ is given by the graph Cartesian product

$$G_n := G_n \times H$$

with vertex set $V_{G_n} = V_{G_n} \times V_H$ and the adjacency relation given by $u = (i, j) \sim v = (i', j')$ if either $i \sim i'$ in $G_n$ and $j = j'$ or $i = i'$ and $j \sim j'$ in $H$.

For simplicity, we will use $V$ for $V_{G_n}$ and $E = E_{G_n}$. Given a vertex $u = (i, j) \in V$, $i$ and $j$ will be referred to as the $G_n$ and $H$ components of $u$, respectively. We will denote the total number of vertices in the cylinder graph by

$$N := |V_{G_n}| = nh.$$  

We will work with the following scheme of weights. The weight associated to the vertex $v \in V$ is given by $\nu_v$ where $\{\nu_v\}_{v \in V}$ are i.i.d. real-valued random variables. Similarly, the weight associated to $e \in E$ is given by $\omega_e$ where $\{\omega_e\}_{e \in E}$ are i.i.d. and real-valued, and independent of the $\nu_v$’s though not necessarily with the same distribution. Unless explicitly mentioned, we will work with the assumption that $E(\nu_v^{2+\varepsilon} + |\omega_e|^{2+\varepsilon})$ is finite for some $\varepsilon > 0$. 


With these choice of weights, we define the Hamiltonian $H$ for the model as described in (1), the corresponding Gibbs measure as in (2) and finally the partition function $Z_n := Z_{G_n}$ as in (3).

We are also interested in the behavior of a typical matching $m$ chosen from the Gibbs measure $\mu$, on specific sections of the graph corresponding to given ranges of $G_n$–components. We define the restricted partition functions as follows.

**Definition 2 (Restricted Partition Function).** Let $G_{[k:l]}$ denote the principal subgraph of $G_n$ generated by the vertices with $G_n$ components in the interval $[k,l]$. The restricted partition function $Z_{[k:l]}$ is defined as the partition function of the monomer-dimer model on $G_{[k:l]}$.

1.2. **Main results.** Here we state and briefly explain the main results about the model described in the previous section.

1.2.1. **Limit theorems for the free energy.** As is typical for problems in statistical physics, we begin with the analysis of the mean free energy. Due to the disordered environment, the free energy has random fluctuations, which we aim to characterize.

**Theorem 1.1 (Mean and Variance for the log-partition function).** Let $Z_n$ be the partition function as defined in (3). Assume that $E(\nu^2 + \omega^2) < \infty$. There exist constants $f \in \mathbb{R}, \sigma_F \in (0, \infty)$ depending on the distributions of $\omega$ and $\nu$, such that

$$n^{-1} \log Z_n \overset{P}{\to} f \quad \text{and} \quad n^{-1} \text{Var}(\log Z_n) \to \sigma_F^2 \quad \text{as} \quad n \to \infty.$$ 

We can also prove a Gaussian Central limit theorem for the free energy as given below in Theorem 1.2.

**Theorem 1.2 (Central Limit Theorem for the log-partition function).** Assume that $E(|\nu|^{2+\varepsilon} + |\omega|^{2+\varepsilon})$ is finite for some $\varepsilon > 0$. We have

$$n^{-1/2} \cdot (\log Z_n - \mathbb{E} \log Z_n) \overset{(d)}{\to} N(0, \sigma_F^2) \quad \text{as} \quad n \to \infty.$$ 

1.2.2. **Quenched and Annealed Limit of a typical matching.** The random variable of central importance is the number of unpaired vertices corresponding to a typical matching $m$, which we will denote by $U = U(m)$. The number of unpaired vertices occurring in the section $G_{[k:l]}$ will be denoted by $U_{[k:l]}$.

**Definition 3.** Let $\mathcal{M}$ be the collection of all matchings on the graph $G_n$. Let $\mu$ be the Gibbs measure on $\mathcal{M}$ as defined in (2). Consider a function $X : \mathcal{M} \to \mathbb{R}$. The Gibbs average of $X$ with respect to $\mu$, denoted by $\langle X \rangle_n$, is defined as

$$\langle X \rangle_n := \sum_{m \in \mathcal{M}} X(m)\mu(m).$$

First, we look at the mean and fluctuation behavior of $U$ and $\langle U \rangle$.

**Theorem 1.3 (Law of Large Numbers for Unpaired Vertices).** Let $U(m)$ denote the number of unpaired vertices in a matching $m$ chosen from $\mu$. There exists a constant $u \in [0,1]$ depending on the distributions of $\omega$ and $\nu$ such that

$$n^{-1}U_n \overset{P}{\to} u \quad \text{as} \quad n \to \infty.$$ 

Moreover, there exist constants $\sigma_Q \in (0, \infty)$ and $\sigma_A \in [0, \infty)$ depending on the distributions of $\omega$ and $\nu$ such that

$$n^{-1}(U^2_n - \langle U \rangle^2_n) \overset{P}{\to} \sigma_Q^2 \quad \text{and} \quad n^{-1}\text{Var}(U)_n \to \sigma_A^2 \quad \text{as} \quad n \to \infty.$$
Moreover, let the edge and vertex weights be compactly supported and $d_{\text{max}}$ denote the maximal degree of $G_n$. If $\omega_e - 2\nu_v < -\log d_{\text{max}}$ a.s., then

$$\sigma_A > 0.$$  

The exact form of $u$ can be explicitly written in terms of the limiting empirical distribution of the Lee-Yang Zeros, as given in Section 4. Convergence of the Gibbs average of $U$ also implies convergence of its higher cumulants, particularly the following quenched Central Limit Theorem for $U$.

**Theorem 1.4** (Quenched CLT for $U$). Let $m$ be a typical matching chosen from the Gibbs measure $\mu$ as defined in (2). Let $U = U(m)$ be the number of unpaired vertices in the matching $m$. We have

$$n^{-1/2} \cdot (U - \langle U \rangle_n) \xrightarrow{(d)} N \left( 0, \sigma_Q^2 \right)$$ as $n \to \infty$ in probability.

Theorem 1.4 provides a Gaussian central limit theorem for the number of unpaired vertices in the entire matching. We can also examine the behavior of a typical matching on specific sections of $G_n$.

**Theorem 1.5** (Quenched Joint CLT). Let $k$ be an integer such that $k/n \to t \in (0, 1)$ as $n \to \infty$. Let $m$ be a matching chosen from the Gibbs measure $\mu$. Let $U_{[1:k]}$ and $U_{[k+1:n]}$ denote the number of unpaired vertices whose $G_n$-coordinates are in $[1, k]$ and $[k+1 : n]$, respectively. We have

$$n^{-1/2} \left( U_{[1:k]} - \langle U_{[1:k]} \rangle_n, U_{[k+1:n]} - \langle U_{[k+1:n]} \rangle_n \right) \xrightarrow{(d)} N^2 \left( 0, \sigma_Q^2 \cdot \text{Diag}(t, 1-t) \right)$$ as $n \to \infty$ in probability.

Theorem 1.4 has an annealed counterpart, where we examine the fluctuations of the Gibbs averaged number of unpaired vertices arising from the environment.

**Theorem 1.6** (Annealed CLT for $\langle U \rangle_n$). Let $\langle U \rangle_n$ denote the Gibbs average of the number of unpaired vertices in a typical matching under the Gibbs measure defined in (2). We have

$$n^{-1/2} \cdot \left( \langle U \rangle_n - \mathbb{E}(U) \right) \xrightarrow{(d)} N \left( 0, \sigma_A^2 \right)$$ as $n \to \infty$.

1.2.3. **Height function and Brownian Motion.** The quenched and the annealed Central Limit Theorem together establish the fluctuation behavior of not only the total number of unpaired vertices but also the number of unpaired vertices in sections of $G_n$. Motivated by the results in [15], we can define a height function associated with a matching in order to analyze the typical behavior.

**Definition 4.** Let $U_{[k:l]}$ be defined as in Theorem 1.5. We define the height function $\theta_n : [0, 1] \to \mathbb{R}$ as

$$\theta_n(t) := U_{[1:nt]}$$

and the scaled centered height function as

$$\hat{\theta}_n(t) = n^{-1/2} \cdot (U_{[1:nt]} - ntu) \text{ for } t \in [0, 1].$$

The law of large numbers suggests that the limiting height function is $tu$ with $u$ as in Theorem 1.3. We will prove this in Section 6. We also characterize the distribution of the scaled height function.
Theorem 1.7 (Brownian Motion Limit). Let \( \sigma^2 := \sigma_Q^2 + \sigma_A^2 \) where \( \sigma_Q, \sigma_A \) are as defined in Theorem 1.3. We have

\[
(\hat{\theta}_n(t))_{t \in [0,1]} \overset{(d)}{\rightarrow} (\sigma B_t)_{t \in [0,1]} \quad \text{as } n \to \infty
\]

in the sense of finite dimensional distributional convergence, in probability, where \((B_t)_{t \in (0,1)}\) is a standard Brownian Motion.

1.2.4. CLT for the Ground State Energy. Our techniques can be adapted to study the Ground State Energy,

\[
M_n := \max_{m \in \mathcal{M}} \mathcal{H}(m),
\]

i.e., the maximum value of the Hamiltonian over all matchings. This may be regarded as the zero-temperature version of the problem considered in this article. We have the following result.

Theorem 1.8. Let \( E(\omega_v^2 + \nu_v^2) < \infty \). There exist \( m \in \mathbb{R} \) and \( \sigma_M \in [0, \infty) \), such that

\[
n^{-1} M_n \overset{P}{\to} m \quad \text{and} \quad n^{-1} \text{Var } M_n \to \frac{\sigma^2}{\sigma_M} \quad \text{as } n \to \infty.
\]

Moreover, if \( E(|\omega_v|^{2+\varepsilon} + |\nu_v|^{2+\varepsilon}) < \infty \) for some \( \varepsilon > 0 \), we have

\[
n^{-1/2} \cdot (M_n - E M_n) \overset{(d)}{\rightarrow} N(0, \sigma_M^2).
\]

Note that our methods cannot be easily adapted to characterize the scaling limit of a “optimal” matching, as we cannot use exponential tilting. Moreover, the optimal matching may not be unique unless we assume continuous distributions for \( \omega \) and \( \nu \). On the issue of the limiting variance \( \sigma_M \), it is clear that a necessary condition for the variance to be non-degenerate is that \( \mathbb{P}(\omega_v - \nu_v - \nu_u > 0) > 0 \), otherwise the empty matching is optimal. The author in [5] establishes some general conditions for obtaining fluctuation lower bounds, and one of the techniques can be adapted for the ground state energy under appropriate conditions on the edge and vertex weights.

1.3. Heuristics. When the monomer fugacity is non-zero, we do not expect long-range correlations between edges or unpaired vertices. This result is easier to see in the one-dimensional case where \( |V_H| = 1 \), the presence of an unpaired vertex essentially renders the graph disjoint. The Gibbs measure can be regarded as a product measure of the same defined on the two smaller pieces. The absence of long-range correlations is the mechanism for the central limit theorems and the Brownian motion limit; far apart sections appear as though they are independently sampled. In the cylinder graph case, the presence of a single vertex does not disconnect the graph. However, we may still express the random variables we are trying to prove central limit theorems for as the sums of related i.i.d. random variables with a perturbation. This decomposition is possible explicitly because of the pseudo-1-dimensional structure.

Recall from Definition 2 that \( Z_n \) is the partition function associated to \( G_n \) and \( Z_{[1:k]} \) and \( Z_{[k+1:n]} \) are the restricted partition functions corresponding to \( G_{[1:k]} \) and \( G_{[k+1:n]} \) respectively. We have the trivial bound

\[
Z_{[1:k]} \cdot Z_{[k+1:n]} \leq Z_n.
\]

Let us enumerate the \( h \) many edges corresponding to the layer joining \( G_{[1:k]} \) and \( G_{[k+1:n]} \) as \( e_{k,1}, e_{k,2}, \ldots e_{k,h} \). We denote the collection of these edges by \( E_k \). Let the weight of edge \( e_{k,i} \) be denoted as \( \omega_{k,i} \) for \( i = 1, 2, \ldots, h \). The vertices adjacent to the edge \( e_{k,i} \) are denoted by \( (k, i) \) and \( (k + 1, i) \); and their weights by \( \nu_{k,i} \) and \( \nu_{k+1,i} \) respectively. Suppose a subset of edges \( A \subseteq E \) is present in a matching. We denote by \( Z^A_{[1:k]} \) and \( Z^A_{[k+1:n]} \) the restricted partition
functions on the respective pieces with the vertices incident to $A$ excluded. Applying the recursion defined in (4) we clearly have

$$Z_n = \sum_{A \subseteq E} Z^{A}_{[1:k]} Z^{A}_{[k+1:n]} \prod_{e_{k,i} \in A} \exp(\omega_{k,i} - \nu_{k,i} - \nu_{k+1,i}).$$

In terms of the free energy, we have

$$\log Z_n = \log Z^{A}_{[1:k]} + \log Z^{A}_{[k+1:n]} + R_{n,k},$$

where $R_{n,k}$ is the error arising in the partition function from disconnecting $G_n$ into the two components, i.e.,

$$R_{n,k} = \log \left( \sum_{A \subseteq E} \prod_{e_{k,i} \in A} e^{\omega_{k,i} - \nu_{k,i} - \nu_{k+1,i}} \cdot \frac{Z^{A}_{[1:k]} Z^{A}_{[k+1:n]}}{Z^{A}_{[1:k]} Z^{A}_{[k+1:n]}} \right).$$

By construction, $R_{n,k}$ is positive. Key to our analysis are moment bounds for $R_{n,k}$. We will show that $R_{n,k}$ and related similar random variables are bounded in norm $p = 2 + \varepsilon$ for some $\varepsilon > 0$.

There is a natural gauge symmetry associated with the monomer-dimer model, which will enable us to transform the weights to make the quenched analysis easier later.

**Lemma 1.9.** Consider a vertex $v$ which has weight $\nu_v$ and all adjacent edges $e = (v, w)$ with weights $\omega_{(v,w)}$ for all $w \sim v$. Let $y \in \mathbb{R}$ be a constant. The transformation $\nu_v \to \nu_v + y$ and $\omega_{(v,w)} \to \omega_{(v,w)} + y$ for all $u \sim v$ leaves the Gibbs measure invariant.

**Proof.** Let $\mathcal{H}^y(m)$ denote the Hamiltonian with the transformed weights. Note that any matching $m$ includes exactly one edge adjacent to $v$, or leaves $v$ unpaired. Thus $\mathcal{H}^y(m) = \mathcal{H}(m) + y$ for all $m$. Moreover for the transformed partition function $Z^y_n$, we have

$$Z^y_n = \sum_{m \in M} \exp \mathcal{H}^y(m) = \exp(y) \sum_{m \in M} \exp(\mathcal{H}(m)) = \exp(y) Z_n.$$

With $\mu^y$ denoting the transformed Gibbs measure, for all $m \in M$ we have

$$\mu^y(m) = \frac{\exp(\mathcal{H}^y(m))}{Z^y_n} = \frac{\exp(y) \exp(\mathcal{H}(m))}{\exp(y) Z_n} = \mu(m).$$

In particular, the Gibbs measure stays invariant.  

This symmetry will be very useful for us; when carrying out the quenched analysis, we will pass the vertex randomness onto the edges while preserving the Gibbs measure and thus all relevant statistical quantities.

1.4. **Roadmap.** This article is structured as follows. In Section 2 we state relevant technical results, in particular, a subadditive theorem due to Hammersley and an $L^p$ bound due to Rosenthal. In Section 3, we prove Theorem 1.1, the convergence of the mean free energy, using a combination of subadditivity and variance control. We then establish convergence of the scaled variance and prove Theorem 1.2, a Gaussian central limit theorem for the free energy. We conclude this section with the proof of Theorem 1.8, the asymptotic behavior of the ground state energy is characterized. Section 4 is dedicated to the analysis of the Lee-Yang zeroes and their interlacing property, which is further used to extract bounds on the cumulants of $U$, as well as joint cumulants of $U_{ij}$’s on disjoint sections. We use these bounds in Section 5 to prove Theorem 1.3 which characterizes the mean and variance behavior of $U$, and Theorem 1.4, a Gaussian central limit theorem for $U$. We also provide explicit characterizations for the
quenched and annealed contributions to the fluctuations. The culmination of these results is
given in Section 6, where we prove Theorem 1.7, convergence of the scaled number of unpaired
vertices within a section to Brownian motion. In Section 7, we discuss the connection of the
one-dimensional model to the study of Jacobi matrices. We conclude with Section 8, where
we describe exciting problems for future consideration.

2. Technical Results and Notation

Two analytic results are of prime importance to us, a subadditive theorem as proved by
Hammersley and an $L^p$ bound for sums of i.i.d. random variables as proved by Rosenthal.
Both are stated below as used here.

**Theorem 2.1** (Hammersley [8]). Let $a_n$ and $b_n$ be sequences such that

$$a_{n+m} \leq a_n + a_m + b_{n+m}.$$ 

A sufficient condition for $\frac{a_n}{n}$ to converge to limit $\ell < \infty$ is

$$\sum_{n \geq 1} \frac{|b_n|}{n^2} \leq \infty.$$ 

This condition is necessary as well; however, for our purposes, the sufficiency is adequate.

Essentially the error terms must have a growth rate strictly lower than linear order in $n$.

**Lemma 2.2** (Rosenthal [18]). Let $p > 2$ be fixed and $X_1, X_2, \ldots, X_n$ be i.i.d. mean zero
random variables with $\|X_1\|_p = A$ and $\|X_1\|_2 = B$. Then, there exists a finite positive
constant $C_p$, depending only on $p$, such that

$$\|X_1 + X_2 + \cdots + X_n\|_p \leq C_p n^{1/2}.$$ 

We will repeatedly encounter logarithmic derivatives, and the following formula due to di
Bruno is helpful to bound them from above.

**Lemma 2.3** (di Bruno’s Formula). Let $f : R \to R_+$ be $n$–times differentiable, and let $g(t) = \log f(t)$. Let the $n$th order derivatives of $f$ and $g$ be denoted by $f^{(n)}$ and $g^{(n)}$, respectively.
We have,

$$g^{(n)}(t) = \sum_{m_1, m_2, \ldots, m_n \geq 0 \atop m_1 + 2m_2 + \cdots + nm_n = n} \frac{n! \cdot (\sum_{j=1}^{n} m_j)! \cdot \prod_{j=1}^{n} \left( \frac{j!}{f(t)} \right)^{m_j}}{\prod_{j=1}^{n} m_j!} \cdot (-1)^{\sum_{j=1}^{n} m_j - 1} \cdot \left( \sum_{j=1}^{n} m_j \right).$$

This formula is also referred to as the moment cumulant formula in probability, as it
captures how the moments and cumulants of a random variable are related.

2.1. Notation and Assumptions. For the rest of this article, we will assume the following:

1. The degree of a vertex $v$ in any graph $G$ will be denoted by $\text{deg}(v)$.
2. For a graph $G$, $d_{\text{max}}$ will denote the maximal degree over all the vertices.
3. Let $X = X(m)$ denote a random variable depending on a monomer-dimer configuration.
   We will use $\langle X \rangle_n$ to denote the average with respect to the Gibbs measure $\mu$ and
   $\textbf{E} X$ will denote the global average.
4. When $X$ is real valued, $\|X\|_p$ will denote $(\textbf{E} |X|^p)^{1/p}$.
5. $X_n \xrightarrow{P} X$ will denote random variables $X_n$ converging to $X$ in probability.
   $X_n \xrightarrow{(d)} X$ will denote random variables converging to $X$ in distribution.
(6) For \( x \) and \( y \in \mathbb{R} \), \( x \land y \) denotes \( \min \{ x, y \} \) and \( x \lor y \) denotes \( \max \{ x, y \} \).

(7) For vectors \( \xi \) and \( \zeta \), \( \xi \cdot \zeta \) denotes the dot/inner product.

(8) For a matrix \( A \), \( A^T \) will denote the transpose.

(9) For matrices \( A \) and \( B \), \( AB \) denotes the matrix product.

(10) \( \text{Diag}(a_1, a_2, \ldots, a_k) \) will denote the \( k \times k \) diagonal matrix with \( i \)-th diagonal entry given by \( a_i \) for all \( i \).

3. Free Energy: Mean and Fluctuation Analysis

3.1. Mean and Variance Convergence. In this section, we will establish bounds on the fluctuation of the mean free energy and its convergence. Before this, we bound the size of the error term \( R_{n,k} \) encountered in (7).

Lemma 3.1. Let \( p \geq 1 \) be fixed. Assume that, \( \| \omega \|_p + \| \nu \|_p < \infty \). We have

\[
\| R_{n,k} \|_p \leq h(1 + \| \omega \|_p + 4\| \nu \|_p).
\]

Proof. Key to this lemma is the fact that \( R_{n,k} > 0 \). Note that with \( \mathcal{E} \) and \( A \) as introduced in (8) we have,

\[
Z_A^{1:k} \leq Z_{[1:k]} \prod_{e_k,i \in A} \exp(-\nu_{k,i} - \nu_{k+1,i}).
\]

We combine this with the explicit expression for \( R_{n,k} \) provided in (8). Thus

\[
R_{n,k} \leq \log\left(1 + \sum_{A \neq \emptyset} \prod_{e_k,i \in A} \exp(\omega_{k,i} - 2\nu_{k,i} - 2\nu_{k+1,i})\right).
\]

Applying the multinomial theorem, we get

\[
R_{n,k} \leq \log\left(\prod_{i=1}^{h} (1 + \exp(\omega_{k,i} - 2\nu_{k,i} - 2\nu_{k+1,i}))\right) \leq \sum_{i=1}^{h} \left(1 + |\omega_{k,i} - 2\nu_{k,i} - 2\nu_{k+1,i}|\right).
\]

The last inequality follows from \( \log(1 + e^z) \leq 1 + |z| \) for all \( z \in \mathbb{R} \). The proof follows from the triangle inequality for norms. \( \square \)

Lemma 3.2. Let \( Z_n \) be the partition function as defined in (3). Assume that \( \mathbb{E}(|\omega| + |\nu|) < \infty \). There exists a finite constant \( f \) such that

\[
n^{-1} \mathbb{E} \log Z_n \to f \text{ as } n \to \infty.
\]

Proof. First, assuming convergence we show that \( |f| < \infty \). Let \( v \in V_G \). This vertex can either be paired with an adjacent vertex or unpaired. The contribution of \( v \) to any configuration can be bounded above by \( 1 + \exp(\nu_v) + \sum_{w \sim v} \exp(\omega_{w,v}) \). The all monomer configuration has energy given by \( \sum_{v \in V} \nu_v \). These yield the upper and lower bounds

\[
\sum_{v \in V} \nu_v \leq \log Z_n \leq \sum_{v \in V} \log\left(1 + \exp(\nu_v) + \sum_{w \sim v} \exp(\omega_{w,v})\right).
\]

The expectation of the above expression is obviously bounded given the moment condition on \( \omega_v \) and \( \nu_v \). Now, we recall the decomposition introduced in (7). We clearly have

\[
\mathbb{E} \log Z_n \leq \mathbb{E} \log Z_{[1:k]} + \mathbb{E} \log Z_{[k+1:n]} + \| R_{n,k} \|_1.
\]
It is sufficient for the first moments of $\nu$ and $\omega$ to exist to guarantee $\| R_{n,k} \|_1$ being finite and uniformly bounded. Observing that
\[ E \log Z_{[1:k]} = E \log Z_k \text{ and } E \log Z_{[k+1:n]} = E \log Z_{n-k} \]
immediately yields that $E \log Z_n$ satisfies the hypothesis of Theorem 2.1 with the corresponding $b_n$ being given by $\sup_{1 \leq k \leq n} \| R_{n,k} \|_1$ which is uniformly bounded above by a constant. This completes the proof of convergence. $\blacksquare$

To extend the convergence of $n^{-1} E \log Z_n$ as $n \to \infty$ to that of the random variable $n^{-1} \log Z_n$ requires an upper bound on the order of the fluctuations. We establish the following bound on the variance.

**Lemma 3.3.** There exists a finite constant $C$ such that $\text{Var}(\log Z_n) \leq C n$ for all $n$.

*Proof.* The proof will proceed via the Efron-Stein inequality. Let $e = (u, v)$ denote an edge, let $\omega_e$ the corresponding edge weight, and let $\nu_u$ and $\nu_v$ be the corresponding vertex weights. Let $Z_n^e$ denote the partition function obtained when $\omega_e$ is replaced by an independent copy $\omega'_e$. Analogously, let $Z_n^\nu$ denote the partition function obtained by replacing $\nu_v$ with independent copy $\nu_v$.

\[ \text{Var}(\log Z_n) \leq \sum_{e \in E} \mathbb{E} (\log Z_n^e - \log Z_n)^2 + \sum_{v \in V} (\log Z_n - \log Z_n^\nu_v)^2. \]

For an edge $e = (u, v)$, let $G^e_n$ denote the graph $G_n$ with only the edge $e$ removed. Let $G^{u,v}_n$ denote the principal subgraph obtained on removing vertices $u$ and $v$. We now introduce

\[ \alpha_e := Z^{e}_{G^e_n} \text{ and } \beta_e := Z^{\nu}_{G^{u,v}_n}. \]

Clearly, we have

\[ Z_n = \alpha_e + \beta_e \exp(\omega_e). \]

On taking the difference of $\log Z_n$ and $\log Z_n^e$, we get

\[ \log Z_n - \log Z_n^e = \log \left( \alpha_e + \beta_e \exp(\omega'_e) \right) - \log (\alpha_e + \beta_e \exp(\omega_e)) \]

\[ = \int_{\omega'_e}^{\omega_e} \frac{\beta_e e^z}{\alpha_e + \beta_e e^z} \, dz. \]

On applying the triangle inequality, we get

\[ | \log Z_n^e - \log Z_n | \leq | \omega'_e - \omega_e |. \]

Now for the vertices, given a vertex $v$ let $G^v_n$ denote the principal subgraph obtained on the removal of $v$ from $G_n$. With two vertices $u$ and $v$, we denote $G^{u,v}_n$ to be the principal subgraph obtained on the removal of $u$ and $v$. We will introduce

\[ \tilde{\alpha}_v := \sum_{u \sim v} \exp(\omega_{(u,v)}) Z^{\nu}_{G^{u,v}_n} \text{ and } \tilde{\beta}_v := Z^v_{G^v_n}. \]

Recurrence (4) then yields $Z_n = \tilde{\alpha}_v + \exp(\nu_v) \tilde{\beta}_v$. In a process identical to bounding the influence of the edge weights, we find $| \log Z^v_n - \log Z_n | \leq | \nu'_v - \nu_v |$. Squaring, and adding over all $e \in E_{G_n}$ and $v \in V_{G_n}$ completes the proof. $\blacksquare$

Using Chebyshev’s inequality with Lemma 3.3, we get the following obvious corollary.

**Corollary 3.4.** Under the assumption of Theorem 1.1, we have

\[ n^{-1} (\log Z_n - E \log Z_n) \xrightarrow{P} 0 \text{ as } n \to \infty. \]
In order to characterize the limiting fluctuations, we require more steps. We need to show that the limiting variance exists, that it is non-degenerate and then finally prove the central limit theorem. We proceed in this sequence.

**Lemma 3.5.** Assume that $E(\omega^2 + \nu^2) < \infty$. We have

$$n^{-1} \text{Var}(\log Z_n) \to \sigma^2_F \text{ as } n \to \infty.$$  

**Proof.** We begin with

$$\log Z_n = \log Z_{[1:k]} + \log Z_{[k+1:n]} + R_{n,k}.$$  

Recall that for a random variable $X$, we denote its centered version as $\overline{X} := X - E(X)$. The variance of $X$ is then given by $\|X\|_2^2$. We have

$$\log Z_n = \log Z_{[1:k]} + \log Z_{[k+1:n]} + R_{n,k}.$$  

Applying the Cauchy-Schwarz inequality and independence between disjoint blocks, we get

$$\|\log Z_n\|_2^2 \leq \|\log Z_k\|_2^2 + \|\log Z_{n-k}\|_2^2 + \|R_{n,k}\|_2^2.$$  

Applying Lemmas 3.1 and 3.3, we have

$$\|\log Z_n\|_2^2 \leq \|\log Z_k\|_2^2 + \|\log Z_{n-k}\|_2^2 + C(\sqrt{k} + \sqrt{n-k})$$  

Applying the concavity of the square root, we then have

$$\|\log Z_n\|_2^2 \leq \|\log Z_k\|_2^2 + \|\log Z_{n-k}\|_2^2 + C'\sqrt{n}.$$  

Thus, the sequence $\sigma^2_{F,n} = \|\log Z_n\|_2^2$ satisfies the hypothesis of the subadditive lemma, application of which completes the proof of convergence. $\blacksquare$

**Lemma 3.6.** There exists a constant $c > 0$ such that $\text{Var}(\log Z_n) \geq cn$ for all $n$.

**Proof.** For the moment, we take $G_n$ to be the one dimensional torus $T_n$. To distinguish this from the usual non-transitive case, we denote the partition function as $W_n$. It is equivalent to prove a lower bound for $\text{Var} \log W_n$. This is because a modification of 7 yields that $\log Z_{n-1} + R_{n+1,1} = \log W_{n+1}$, where $\|R\|_2$ is bounded above. On centering,

$$\|\log Z_{n-1}\|_2^2 + \|R_{n+1,1}\|_2^2 \geq \|\log W_{n+1}\|_2^2.$$  

Consider the principal subgraph obtained on restriction to the vertices having fixed $H$ coordinate, let us say $k \in V_H$. There are $n$ edges corresponding to this layer, and we enumerate them as $\{e_1, e_2, \ldots, e_n\}$. We denote their respective weights as $\{\omega_1, \omega_2, \ldots, \omega_n\}$. Let

$$\mathcal{F}_j = \sigma\{\omega_1, \omega_2, \ldots, \omega_j\}$$  

denote the filtration corresponding to the weights of the edges. We will use Doob’s martingale decomposition to find a lower bound for the variance.

We have that $E(\log W_n \mid \mathcal{F}_j)$ is a martingale in $j$, and the variance of $E(\log W_n \mid \mathcal{F}_n)$ can be written as the sum of the variances of the martingale differences. The $j^{th}$ martingale difference is

$$E(\log W_n \mid \mathcal{F}_j) - E(\log W_n \mid \mathcal{F}_{j-1}).$$  

\[ E(\log W_n \mid \mathcal{F}_j) - E(\log W_n \mid \mathcal{F}_{j-1}). \]
Suppose we replace the weight \( \omega_j \) of edge \( e_j \) with an independent copy \( \omega_j' \), let \( W_{n}^{(j)} \) denote the new partition function. The expression in (9) is the same as
\[
E(\log W_n - \log W_{n}^{(j)} | F_j).
\]
Thus,
\[
\text{Var}(\log W_n) \geq \text{Var}(E(W_n | F_n)) = \sum_{j=1}^{n} \|E(\log W_n - \log W_{n}^{(j)} | F_j)\|^2.
\]
A combination of the tower property and Jensen’s inequality yields
\[
\text{Var}(E(\log W_n | F_n)) \geq \sum_{j=1}^{n} \|E(\log W_n - \log W_{n}^{(j)} | \omega_j)\|^2 = \sum_{j=1}^{n} \text{Var}(E(\log W_n | \omega_j)).
\]
Shift-invariance of \( G_n \) implies edge transitivity; therefore, exchangeability of the random variables we are conditioning on. Concretely, the random variables \( E(\log W_n | \omega_i) \) depends on \( i \) only through \( \omega_i \), for all \( i = 1, 2, \ldots, n \). We write
\[
g_n(\omega_1) := E(\log W_n | \omega_1)
\]
as the common conditional expectation function.

The problem of the variance lower bound for the free energy has been reduced to showing that the variance of \( g \) is bounded below by a constant, since from (10) we have
\[
\text{Var}(\log W_n) \geq n \text{Var}(g_n(\omega_1)).
\]
Recall the \( \alpha_{e_j} \) and \( \beta_{e_j} \) introduced in Lemma 3.3, so that \( W_n = \alpha_{e_j} + \beta_{e_j} e^{\omega_j} \) and
\[
\log W_n - \log W_{n}^{(j)} = \int_{\omega_j'}^{\omega_j} \frac{\beta_{e_j} e^z}{\alpha_{e_j} + \beta_{e_j} e^z} \, dz
\]
for all \( j = 1, 2, \ldots, n \). W.l.o.g. we can work with \( j = 1 \). Let \( u \) and \( v \) be the vertices incident to \( e_1 \), and let \( E_1 \subset E_{\tilde{g}_n} \) denote the collection of edges adjacent to \( e_1 \). From the definitions of \( \alpha_{e_1} \) and \( \beta_{e_1} \), on using (4) we have
\[
e^{\nu_u + \nu_v} \cdot \beta_{e_1} \leq \alpha_{e_1} \leq e^{\nu_u + \nu_v} \prod_{e=(x,y)\in E_1} (1 + e^{\omega_x - \nu_x - \nu_y}) \cdot \beta_{e_1}.
\]
Note that, the random variable
\[
U := 1/(1 + e^{\nu_u + \nu_v} \prod_{e=(x,y)\in E_1} (1 + e^{\omega_x - \nu_x - \nu_y}))
\]
is bounded and has strictly positive mean as \( |E_1| \) is bounded. Observe that
\[
\text{Var}(g_n(\omega_1)) = \frac{1}{2} E \left( g_n(\omega_1) - g_n(\omega_1') \right)^2 = E \left( 1_{\omega_1 > \omega_1'} \left( g_n(\omega_1) - g_n(\omega_1') \right)^2 \right).
\]
Since the integrand in (12) is monotonically increasing in \( z \), on the event \( \{\omega_1 > \omega_1'\} \), we have
\[
\log W_n - \log W_{n}^{(1)} \geq \frac{\beta_{e_1}}{\alpha_{e_1} + \beta_{e_1}} (\omega_1 - \omega_1')_+ \geq (\omega_1 - \omega_1')_+ \cdot U.
\]
Thus,
\[
(g_n(\omega_1) - g_n(\omega_1')) 1_{\omega_1 > \omega_1'} = 1_{\omega_1 > \omega_1'} E \left( \log W_n - \log W_{n}^{1} \mid \omega_1, \omega_1' \right) \geq (\omega_1 - \omega_1')_+ E(U).
\]
To complete the proof, we square, take the expectation, and apply (11).
3.1.1. Proof of Theorem 1.1. Now we have all the ingredients to prove Theorem 1.1. Convergence of the free energy follows from Lemma 3.2 and Corollary 3.4. The variance result follows from Lemmas 3.5 and 3.6.

3.2. Central Limit Theorem for the Free Energy. Having shown that the limiting variance exists and is non-degenerate, we are ready to prove a Gaussian central limit theorem for the partition function. We will repeatedly use the decomposition stated in (7) to express the partition function as an approximate sum of i.i.d. random variables. We will dyadically cut $G_n$ into disjoint blocks of equal size by dropping layers of edges corresponding to edges of $G_n$. The partition functions associated with these disjoint blocks are independent, and we will repeat this process to approximate the free energy $\log Z_n$ by a sum of i.i.d. random variables. Heuristically, if the length of a block is even, we remove the central layer to obtain two disjoint blocks incurring an error $R$. If the length is odd, we drop the terminal layer of vertices incurring an error $T$ and proceed with the central cut. Note that, after we subdivide 2 disjoint blocks into 4, the errors $R_1$ and $R_2$ corresponding to cutting each of the original blocks are i.i.d. We now formally describe the subdivision. Consider the dyadic expansion of $n$, i.e.,

$$n = \sum_{i=0}^{\ell} a_i \cdot 2^i \quad \text{with} \quad a_i = \lfloor n/2^i \rfloor.$$

We define two useful operations on $X = \{a \in \{0, 1\}^\infty \mid a \text{ has finitely many 1 entries}\}$. The evaluation map $\pi : X \to \mathbb{N}$ takes the tuple to the associated natural number for which it is the dyadic expansion, i.e.,

$$\pi(a) = \sum_{i=0}^{\infty} a_i \cdot 2^i$$

and the left-shift map $s : X \to X$ is defined by dropping the first element of the tuple, i.e.,

$$s(a_0, a_1, a_2, \ldots) = (a_1, a_2, \ldots).$$

We denote the $k$th iterate of the left-shift map as $s^k$, and denote

$$\pi_k(a) := \pi \circ s^k(a) \text{ for } a \in X.$$  

The scheme for subdivision is defined for one iteration and extended inductively. Let $a$ be the dyadic expansion of $n$. Suppose $a_0 = 0$. The subdivision can take place without the loss of the terminal portion of the block to obtain two blocks of length $\pi_1(a)$ and an error $R$. If $a_0 = 1$, we drop the terminal layer of vertices incurring an error $T$ and subdivide the block that remains again, obtaining disjoint blocks of size $\pi_1(a)$. In the first subdivision, we have the following

$$\log Z_n = \log Z_{\pi_1(a)}^1 + \log Z_{\pi_1(a)}^2 + a_0 T_0 + R_0.$$  

On the $k$th subdivision we have disjoint blocks of size $\pi_k(a)$ as well as corresponding error terms, both of which can be indexed by the binary tree. We will denote the vertices in the $k$th generation as $V_k$. For a given generation $k$ and $v \in V_k$, $Z_{\pi_k(a)}^v$ denotes an independent copy of $Z_{\pi_k(a)}$, $R_k^v$ the central error arising in subdividing $Z_{\pi_k(a)}^v$ into two copies of $Z_{\pi_k(a)}$, and $T_k^v$ the terminal error associated to the same subdivision. It is clear that for fixed $k$, the $R_k^v$ are i.i.d., the same for $T_k^v$. 


In particular, we have

\[ \log Z_n = \sum_{v \in V_k} \log Z^v_{\pi_k(a)} + \sum_{j=1}^k \sum_{v \in V_{j-1}} (R^v_{j-1} + a_{j-1}T^v_{j-1}). \]

The first step of subdivision is illustrated in Figure 1 for the case where \( a_0 = 1 \). The terminal layer of vertices and the central layer of edges to remove are highlighted. By construction, the family \( \{ Z^v_{\pi_k(a)} \}_{v \in V_k} \) forms a triangular array. We will now use the Rosenthal bound in Theorem 2.2 to show that we have the moment control required to apply the Lyapunov Central Limit Theorem.
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**Figure 1.** First step of the subdivision

**Lemma 3.7.** Let \( \varepsilon > 0 \) be fixed and \( \| \omega \|_{2+\varepsilon} + \| \nu \|_{2+\varepsilon} < \infty \). There exists a fixed constant \( C \) such that that

\[ \| \log Z_n \|_{2+\varepsilon} \leq C \sqrt{n}. \]

**Proof.** To prove this lemma, we will have to subdivide until we have blocks of constant order size. We begin with (13) and take \( k = \ell - 2 \). On centering and applying the triangle inequality,

\[ \| \log Z_n \|_{2+\varepsilon} \leq \left\| \sum_{v \in V_{\ell-1}} \log Z^v_{\pi_{\ell-2}(a)} \right\|_{2+\varepsilon} + \sum_{j=1}^{\ell-2} \left\| \sum_{v \in V_{j-1}} R^v_{j-1} \right\|_{2+\varepsilon} + \sum_{j=1}^{\ell-2} a_{j-1} \cdot \left\| \sum_{v \in V_{j-1}} T^v_{j-1} \right\|_{2+\varepsilon}. \]

Note that each of the sums within the norms are sums of i.i.d. mean zero random variables, justifying the application of Rosenthal’s inequality. Lemma 3.1 yields uniform bounds for \( \| T_j \|_{2+\varepsilon} \) and \( \| R_j \|_{2+\varepsilon} \) and the proof of Theorem 1.1 yields a bound on \( \| Z_{\pi_{\ell-2}(a)} \| \). Applying Theorem 2.2,

\[ \| \log Z_{(a_{\ell-1}, \ldots, a_0)} \|_{2+\varepsilon} \leq 2^{\ell-2} C_1 + C_2 \sum_{j=1}^{\ell-2} (1 + a_j) 2^j. \]

where \( C_1 \) and \( C_2 \) are constants determined by \( \| \omega \|_{2+\varepsilon}, \| \nu \|_{2+\varepsilon} \) and \( \varepsilon \). Clearly, we have \( 1 + a_j \leq 2 \) and by hypothesis, \( 2^\ell \leq n \leq 2^{\ell+1} \), implying that

\[ n^{-1/2} \| \log Z_n \|_{2+\varepsilon} \leq C_1 + 2^2 C_2. \]

Taking \( C \) to be the right hand side constant completes the proof. \( \blacksquare \)
The $(2 + \varepsilon)$-th moment condition is required for the Lyapunov condition to hold. We are now ready to prove Theorem 1.2.

3.2.1. Proof of Theorem 1.2. Let $n$ have the dyadic representation given by $(a_0, a_1, \ldots a_\ell)$, and let us carry out the subdivision in (13) to depth $k = \lfloor \ell/2 \rfloor$ yielding blocks of size $m$ where $2^{\ell/2} \leq m \leq 2^{\ell/2 + 1}$

$$n^{-1/2} \log Z_n = n^{-1/2} \sum_{v \in V_k} \log Z_{\pi_k(a)}^v + n^{-1/2} \sum_{j=1}^k \sum_{v \in V_{j-1}} (R_{j-1}^v + a_{j-1} T_{j-1}^v).$$

It is easy to show that the error terms vanish in the limit, by the same argument used in Lemma 3.7 we have that

$$n^{-1/2} \sum_{j=1}^k \sum_{v \in V_j} \| R_{j-1}^v + a_{j-1} T_{j-1}^v \|_2 \leq 2^{-k} \cdot C 2^{\frac{k}{2} + 1} \to 0.$$  

By Slutzky’s theorem, we need only worry about the distributional convergence of

$$n^{-1/2} \sum_{v \in V_k} \log Z_{\pi_k(a)}^v.$$  

The explicit relation between $n$ and $\ell$ is given by $\ell = \lfloor \log n / \log 2 \rfloor$, and it is clear that $m = \pi_k(a) = \lfloor n/2^k \rfloor$. From these definitions of $\ell$, $k$ and $m$ in terms of $n$, it is also clear that $\sqrt{n/(m2^k)} \to 1$. Consider the triangular array defined by $\log Z_m^v$, where $v \in V_{\lfloor \ell/2 \rfloor}$. For fixed $m$, they are i.i.d. as $v$ varies. Lemma 3.7 verifies that the hypotheses of the Lyapunov Central Limit Theorem hold and we may directly apply it to obtain

$$(m2^{\lfloor \ell/2 \rfloor})^{-1/2} \cdot \sum_{v \in V_{\lfloor \ell/2 \rfloor}} \log Z_m^v \to N(0, \sigma_F^2),$$

as desired.  

3.3. Ground State Energy. Here we discuss the asymptotic behavior of the Ground State energy or the free energy in the setting of zero temperature. One can hope to extend the techniques used in the finite temperature case to the zero temperature case, in order to obtain the scaling and distributional limit of the ground state energy. In our model, this mainly requires two ingredients: the error decomposition as in (7) and a variance control. Note that, given a matching $m$ on $G_n$, we may restrict it to the sections $G_{[1:k]}$ and $G_{[k+1:n]}$, and obtain matchings denoted by $m_{[1:k]}$ and $m_{[k+1:n]}$, respectively. We will use $M_{[1:k]}$ and $M_{[k+1:n]}$ to denote the ground state energies on sections $G_{[1:k]}$ and $G_{[k+1:n]}$, respectively. Similar to the decomposition given in (7), we define the “error” random variable

$$R_{n,k} := M_n - (M_{[1:k]} + M_{[k+1:n]}).$$

It is trivial to show that

$$R_{n,k} \geq 0.$$  

Now, the restriction of any matching $m$ to the sections $G_{[1:k]}$ and $G_{[k+1:n]}$, removes all edges present in the bridging layer $E_k$. In particular, using any ground state $m^*$, i.e., a matching
satisfying $\mathcal{H}(m^*) = M_n$, we have
\[
\mathcal{R}_{n,k} \leq \mathcal{H}(m^*) - \mathcal{H}(m^*_{[1:k]}) - \mathcal{H}(m^*_{[k+1:n]})
= \sum_{i : e_i \in m^*} \left( \omega_{k,i} - \nu_{k,i} - \nu_{k+1,i} \right) + \sum_{i} \left( \omega_{k,i} - \nu_{k,i} - \nu_{k+1,i} \right).
\]

Thus we have the following lemma.

**Lemma 3.8.** Let $\|\omega_e\|_p + \|\nu_v\|_p < \infty$ for some $p \geq 1$. There exists a constant $C$ depending only on $p$ such that
\[
\|\mathcal{R}_{n,k}\|_p \leq C(\|\omega_e\|_p + \|\nu_v\|_p).
\]

Using the subadditive argument from Theorem 2.1, we have the following corollary.

**Corollary 3.9.** Let $\|\omega_e\|_1 + \|\nu_v\|_1 < \infty$, then there exists $m \in \mathbb{R}$ such that,
\[n^{-1} E M_n \to m \text{ as } n \to \infty.\]

Moving to the question of the fluctuations, we establish a variance upper bound using the Efron-Stein inequality.

**Lemma 3.10.** There exists a constant $C \in (0, \infty)$ such that
\[\text{Var } M_n \leq Cn \text{ for all } n\]

**Proof.** We illustrate the method for the edge weights, as the case of bounding the change with respect to the vertex weights is identical. Let us pick an edge $e \in E_{G_n}$ with weight $\omega_e$. We replace $\omega_e$ with an independent copy $\omega'_e$. Note that,
\[E(M_n - M'_n)^2 = 2E(1_{\omega_e > \omega'_e} \cdot (M_n - M'_n)^2)\]

and it is easy to see that
\[0 \leq 1_{\omega_e > \omega'_e} \cdot (M_n - M'_n) \leq (\omega_e - \omega'_e)_+.
\]

Adding over all edges $e$, then repeating the same procedure with the vertex weights completes the proof. 

We thus have two immediate corollaries.

**Corollary 3.11.** Let $\|\omega_e\|_2 + \|\nu_v\|_2 < \infty$. Then we have $n^{-1} M_n \overset{P}{\to} m$ as $n \to \infty$.

**Corollary 3.12.** We have $\sigma_M \in [0, \infty)$ such that
\[n^{-1} \text{Var } M_n \to \sigma_M^2 \text{ as } n \to \infty.\]

**Proof.** Identical procedure to that of Lemma 3.5. 

The dyadic subdivision introduced in the proof of Theorem 1.2 is easily carried out in this context. Lemma 2.2 may be applied to show that $\|M_n\|_{2+\epsilon} \leq Cn^{1/2}$ whenever the weights satisfy the appropriate moment condition. The Lyapunov condition to prove a central limit theorem holds.

3.3.1. **Proof of Theorem 1.8.** The proof of the convergence of $n^{-1} M_n$ follows from Corollary 3.11, the convergence of the variance to $\sigma_M$ from 3.12. The $(2 + \epsilon)^{\text{th}}$ moment bound follows from a procedure identical to Lemma 3.7, and the proof of the Central Limit Theorem is identical to Theorem 1.2. We note that we have not established a variance lower bound, if $\sigma_M = 0$, it means that $\|n^{-1/2} \cdot (M_n - E M_n)\|_2 \to 0$. If on the other hand $\sigma_M > 0$, we have convergence in distribution to $N(0, \sigma_M^2)$.
4. Exponential Tilting and Lee-Yang Zeroes

4.1. Gauge Transformation and Exponential Tilting. We move towards addressing the question of typical behavior of a matching $m$ chosen according to $\mu$. We will do this by characterizing the behavior of $U$, the number of unpaired vertices. There is a standard technique in statistical mechanics for computing cumulants of observables via the exponential tilting of the Gibbs measure. Since the observable we are interested in is $U$, let $x \in \mathbb{R}$ and define the modified Hamiltonian by

$$H_x(m) := xU(m) + H(m).$$

We then have the modified partition function

$$Z_n(x) := \sum_{m \in \mathcal{M}} \exp(H_x(m))$$

and finally the tilted measure

$$\mu_x(m) := \frac{\exp(H_x(m))}{Z_n(x)}.$$

Suppose we have a random variable $X : \mathcal{M} \rightarrow \mathbb{R}$, then the Gibbs average with respect to the tilted measure will be denoted as $\langle X \rangle^x_n$. We recover the original measure when $x = 0$, and clearly $\langle X \rangle^0_n = \langle X \rangle_n$. The derivatives of $\log Z_n(x)$ with respect to $x$ yield the cumulants of $U$. In particular, for the first two cumulants, we have

$$\langle U \rangle^x_n = \partial_x \log Z_n(x),$$

and

$$\langle U^2 \rangle^x_n - (\langle U \rangle^x_n)^2 = \partial_x^2 \log Z_n(x).$$

It is equivalent to regard the exponential tilting by $xU(m)$ as re-weighting the vertices, for all $u \in V$ $\nu_u$ becomes $\nu_u + x$. In this section, the independence of the edge weights will not be as important, the vertex weights being constant is crucial. By the gauge invariance of the model we may pass the random weights of the vertices onto the edges by successively applying the following gauge transformation at each vertex $u$:

$$x + \nu_u \rightarrow x \text{ and } \omega(u,v) \rightarrow \omega(u,v) - \nu_v \text{ for all } v \sim u.$$

The transformed weights on the edges are thus

$$\tilde{\omega}_{(u,v)} = \omega_{(u,v)} - \nu_v - \nu_u.$$

4.2. Interlacing and the Empirical Measure. The partition function $Z_n(x)$ is a polynomial in $e^x$. The gauge transformation, in essence is to make this polynomial monic. We define the Lee-Yang zeroes in this context. Let $\tilde{Z}$ denote the gauge transformed partition function which is a monic polynomial of order $N = nh$ in $e^x$. The partition function is real and positive, implying the roots have to exist in conjugate pairs. It is easy to see that for a graph on two vertices, the roots are purely imaginary. Combining (4) with an induction argument yields that the roots of $\tilde{Z}_n$ are purely imaginary as well. Thus, we have

$$\tilde{Z}_n(x) = \prod_{i=1}^{N} (e^x + \lambda_i \sqrt{-1}).$$

As an abuse of terminology, moving forward when we refer to the Lee-Yang zeroes, we will be referring to the collection $\{\lambda_i\}_{i=1}^{N}$, in non-decreasing order. We recall some results on Lee-Yang zeroes from [9], as mentioned in the introduction. Let $\mathcal{G}$ denote a weighted graph on $n$ vertices with edge weights $\{\tilde{\omega}_e\}_{e \in E\mathcal{G}}$ and constant vertex weights $x$. Let $u, v \in V\mathcal{G}$ be
vertices, and $G^u$, $G^{u,v}$ be the principal subgraphs obtained on the removal of $u$, and both $u$ and $v$ respectively. Then we have the following recurrence relation on the corresponding partition functions

\[
Z_G(x) = \exp(x) \cdot Z_{G^u}(x) + \sum_{v \sim u} \exp(\tilde{\omega}_{u,v}) \cdot Z_{G^{u,v}}(x).
\]

Let \( \{v_1, v_2, \ldots, v_k\} \subset V_G \) be a collection of vertices. We sequentially remove them to obtain a sequence of principal subgraphs denoted by \( \{G^{(j)}\}_{j=0}^{k} \) with corresponding partition functions \( Z^{(j)}(x) \). The recurrence (18) implies an interlacing hierarchy. Let the Lee-Yang zeroes of \( G^{(j)} \) will be denoted by \( \{\lambda_{k,j}\}_{k=1}^{n-j} \). We have

\[
\lambda_{k,j+1} \leq \lambda_{k,j} \leq \lambda_{k+1,j+1}.
\]

The interlacing hierarchy is illustrated for the first 5 layers in Figure 4.2. Also illustrated is the “cone of comparison”, the directions along which we may use the zeroes in lower levels to obtain lower or upper bounds on the zeroes in the upper levels. This notion will be of prime importance to us. Heilmann and Lieb also proved a localization result for the zeroes in [9], which we state in the form used here. Let \( \Delta_u \) denote the weighted degree of a vertex \( v \), that is

\[
\Delta_u = \sum_{e \sim v} \exp(\tilde{\omega}_e).
\]

Then for all \( 1 \leq i \leq n \), we have

\[
|\lambda_i| \leq \sup_{u \in V} \Delta_u.
\]

We note that the distribution of \( \Delta_u \) is determined by the degree of \( u \), that is if \( \deg(u) = \deg(v) \) for vertices \( u \) and \( v \) then \( \Delta_u \overset{d}{=} \Delta_v \). This is because we may write

\[
\Delta_u = \exp(-\nu_u) \sum_{v \sim u} \exp(\omega_{(u,v)} - \nu_v)
\]

where all the random variables appearing on the right are independent of each other.

To the roots \( \{\lambda_i\}_{i=1}^{N} \) we associate the empirical distribution \( \rho_n \), a probability measure on the real line given by

\[
\rho_n = n^{-1} \sum \delta_{\lambda_i}.
\]

Here, \( \delta_x \) denotes the Dirac measure with unit mass centered at \( x \). The convergence of relevant thermodynamic quantities such as the cumulants of \( U \) can be phrased in terms of the weak
convergence of this sequence of empirical counting measures. We have
\[ n^{-1} \log \tilde{Z}_n = \frac{1}{2} \int_{\mathbb{R}} \log(\lambda^2 + e^{2x})d\rho_n(\lambda). \]

We may rewrite (15) and (16) in terms of the empirical distribution of the zeroes as
\[ n^{-1} \langle U \rangle_n = \int_{\mathbb{R}} (1 + \lambda^2 e^{-2x})^{-1}d\rho_n(\lambda), \]
and
\[ n^{-1} (\langle U^2 \rangle_n - \langle U \rangle_n^2) = \int_{\mathbb{R}} 2\lambda^2 e^{-2x}(1 + \lambda^2 e^{-2x})^{-2}d\rho_n(\lambda). \]

While we may define the tilted measure for all \( x \in \mathbb{R} \), for our purposes it suffices to take \( x \) in some compact interval.

**Lemma 4.1.** Let \( G_n \) have maximal degree \( d_{\text{max}} < \infty \). Then the sequence of empirical measures \( \{\rho_n\} \) is tight in probability.

**Proof.** We begin by constructing a sequence of principal subgraphs of \( G_n \) whose corresponding Lee-Yang zeroes satisfy the interlacing condition in (19). Let \( K \in (0, \infty) \) denote a cutoff. Recall the definition of \( \Delta_u \) from (20), the weighted degree of a vertex \( u \). We remove all vertices \( u \) with \( \Delta_u \geq K \) from \( G_n \), and denote the principal subgraph on the remaining vertices as \( G^K \). Clearly, as \( K \) increases, the vertices are added in one by one until we obtain the full graph \( G \) as \( K \to \infty \). Let \( N_K \) denote the number of vertices in \( G^K \). Clearly,
\[ N_K = \sum_{v \in V} 1_{\Delta_v < K}. \]

Now, let \( u \) and \( v \) be two distinct vertices. Via a coupling argument, it is not hard to show that if \( \deg(u) > \deg(v) \), then \( P(\Delta_u < K) \leq P(\Delta_v < K) \). Let \( \Delta_{\text{max}} \) denote a random variable equal in distribution to the weighted degree of the vertex with maximum degree. We find the following bounds for the mean and variance
\[ N P(\Delta_{\text{max}} < K) \leq E N_K \leq N P(\tilde{\omega}_e < \log K). \]

Since \( N = nh \) and \( |E_{G_n}| \leq (d_{\text{max}} + 1)nh/2 \),
\[ \text{Var}(N_K) \leq \sum_{v \in V} \text{Var}(1_{\Delta_v < K}) + \sum_{v \sim w} \text{Cov}(1_{\Delta_v < K}, 1_{\Delta_w < K}) \leq (d_{\text{max}} + 3)nh/2. \]

These estimates together yield concentration via Chebyshev’s inequality:
\[ P \left( |N_K - E N_K| \geq \varepsilon n \right) \leq \frac{(d_{\text{max}} + 3)h}{2\varepsilon^2 n}. \]

What this means in particular is that for \( \varepsilon > 0 \) with probability approaching 1,
\[ N_K / n \geq P(\Delta_{\text{max}} < K) - \varepsilon. \]

We do not go into the detail of the distribution of \( \Delta_{\text{max}} \). This is because for proving tightness of \( \rho_n \) all that is required is that \( \Delta_{\text{max}} \) is a tight random variable which is clear since \( d_{\text{max}} \) is bounded. The localization of the zeroes relates the weighted degree of the vertices to the absolute values of the Lee-Yang zeroes. By hypothesis, on \( G^K \) the weighted degrees of all the vertices are bounded above by \( K \), thus all Lee-Yang zeroes corresponding to \( Z_{G^K} \) are located in the interval \([-K, K]\). Let us now take \( K \) and \( K + \delta \) such that exactly one vertex is added,
that is \( N_{K+\delta} = N_K + 1 \). Let the Lee-Yang zeroes of the corresponding partition functions be denoted as \( \{ \lambda_{k,K+\delta} \}_{k=1}^{N_{K+\delta}} \) and \( \{ \lambda_{k,K} \}_{k=1}^{N_K} \). The interlacing (19) yields that
\[
\lambda_{N_K,K} \geq \lambda_{N_{K+\delta},K+\delta}.
\]
Extending this inductively, let \( \{ \lambda_k \}_{k=1}^{N} \) denote the Lee-Yang zeroes of the partition function corresponding to \( \mathcal{G}_n \). We have
\[
\lambda_{N_K} \leq \lambda_{N_{K+\delta},K+\delta} \leq K.
\]
Thus, \( 2(n - N_K)/n \) is an upper bound for the fraction of Lee-Yang zeroes of \( Z_{\mathcal{G}_n}(x) \) such that \( |\lambda| > K \). Given an \( \varepsilon > 0 \), we can choose \( K \) such that \( 2(n - N_K)/n \leq \varepsilon \) with probability approaching 1. This is exactly \( \rho_n[-K,K]^c \), which establishes tightness. \( \blacksquare \)

The tightness condition allows us to rule out the possibility of the mass of \( \rho_n \) leaking away to infinity. We may also prove that it is impossible for the mass of \( \rho_n \) to be entirely concentrated on 0.

**Lemma 4.2.** There exists \( \varepsilon, \delta > 0 \) such that with probability approaching 1,
\[
\rho_n([\delta, \infty)) \geq \varepsilon \text{ for all } n.
\]

**Proof.** We focus on a particular principal subgraph of \( \mathcal{G}_n \), which consists of disjoint connected components of size 2. All vertices \( v \) in \( \mathcal{G}_n \) are of the form \( v = (g,h) \) where \( g \in V_G \) and \( h \in V_H \) are the \( G \) and \( H \) coordinates, respectively. We fix a \( H \)-coordinate, say \( h^* \in V_H \). Let
\[
\mathcal{V}' \equiv \{ ((i,h^*),(i+1,h^*)) : i = 1 \text{ mod } 2 \}
\]
be a collection of \( \lfloor n/2 \rfloor \) many disjoint edges. We obtain a sequence of principal subgraphs of \( \mathcal{G}_n \) by sequentially removing all vertices not in \( \mathcal{V}' \), until only the vertices present in \( \mathcal{V}' \) are left. We denote the resulting subgraph as \( \mathcal{G}_{\mathcal{V}'} \), and the size of its vertex set as \( N_{\mathcal{V}'} \). By construction,
\[
N_{\mathcal{V}'} = 2 \lfloor n/2 \rfloor.
\]
Note that each connected component of \( \mathcal{G}_{\mathcal{V}'} \) is of size 2, that is just a pair of vertices connected by an edge. Consider \( K > 0 \) such that \( p := \mathbb{P}(\tilde{\omega}_e \geq -K) > 0 \). Define \( \delta := \exp(-K/2) \). We sequentially remove the vertices adjacent to edges with edge weight \( \tilde{\omega} < -K \). We denote the resulting subgraph as \( \mathcal{G}_{\mathcal{V}} \) and the size of its vertex set as \( N_{\mathcal{V}} \). As a standard consequence of the concentration of Binomial random variables, for every \( \varepsilon > 0 \) we have with probability approaching 1, we have
\[
N_{\mathcal{V}} \geq N_{\mathcal{V}'} \cdot (p - \varepsilon).
\]
The connected components of \( \mathcal{G}_{\mathcal{V}} \) have size 2. Thus, the partition function \( Z_{\mathcal{G}_{\mathcal{V}}}(x) \) factors into a product of the partition functions of the respective connected components. We denote the Lee-Yang zeroes of \( Z_{\mathcal{G}_{\mathcal{V}}} \) as \( \{ \lambda_{i,\mathcal{V}} \}_{i=1}^{N_{\mathcal{V}}} \). Now, if \( \mathcal{G}' \) is a graph on two vertices with edge weight \( \tilde{\omega} \) and vertex weights \( x \), it is easy to see that the partition function \( Z_{\mathcal{G}'} \) must be of the form
\[
Z_{\mathcal{G}'}(x) = \exp(2x) + \exp(\tilde{\omega}) = \left( \exp(x) + \sqrt{-\exp(\tilde{\omega})} \right) \left( \exp(x) - \sqrt{-\exp(\tilde{\omega})} \right)
\]
with Lee-Yang zeroes given by \( \pm \exp(\tilde{\omega}/2) \). Given the product structure of \( Z_{\mathcal{G}_{\mathcal{V}}} \), it follows that \( |\lambda_{i,\mathcal{V}}| \geq e^{-K/2} = \delta \) for all \( 1 \leq i \leq N_{\mathcal{V}} \). Let \( \ell = N_{\mathcal{V}}/2 \).

Via the interlacing hierarchy, we obtain that
\[
\lambda_{\ell+N-N_{\mathcal{V}}} \geq \lambda_{\ell,\mathcal{V}} \geq \delta
\]
where $\{\lambda_i\}_{i=1}^N$ are the Lee-Yang zeroes of $Z_n(x)$. Further, this means that there are at least $N \gamma - \ell$ zeroes that exceed $\delta$. With probability approaching 1, we have

$$\rho_n(\delta, \infty) \geq \frac{N \gamma}{2N} \geq \frac{2|n/2|(p-p/2)}{2nh} > \frac{p}{4h} - \frac{p}{2nh}.$$  

To conclude, we take $\varepsilon = p/(4h)$.

### 4.3. Cumulant Comparison

In addition to establishing tightness, interlacing establishes a bound on the influence of removal of a vertex on the cumulants of $U$.

#### Lemma 4.3

Let $G$ be any graph with weighted edges and vertex weights given by $x$, and let $N = |V_G|$. Let $V' \subset V_G$ denote a collection of vertices. Let $G^{V'}$ denote the principal subgraph obtained on removal of all vertices in $V'$, and let $Z^{V'}(x)$ denote the corresponding partition function. We have a finite constant $C$ depending on $x$ and $i$ such that

$$|\partial^i_x \log Z(x) - \partial^i_x \log Z^{V'}(x)| \leq C|V'|.$$

**Proof.** Let us enumerate the vertices in $V'$ as $\{v_1, v_2, \ldots, v_{|V'|}\}$. We then sequentially remove the vertices, obtaining a sequence of partition functions whose underlying graphs differ by the removal of a single vertex. We denote the partition function after the $j$th removal by $Z^{(j)}(x)$ for all $1 \leq j \leq |V'|$. Clearly, $Z^{(|V'|)}(x) := Z^{V'}(x)$. The Lee-Yang zeroes of $Z^{(j)}(x)$, denoted $\lambda_{k,j}$, interlace those of $Z^{(j+1)}(x)$. For ease of notation, we denote

$$f^i(x, \lambda) := \partial^i_x (1 + \lambda^2 e^{-2x})^{-1} \text{ for } i \geq 1, x, \lambda \in \mathbb{R}.$$  

Expressing the $i$th cumulant in terms of the empirical measures, we have that

$$\partial^i_x \log Z^{(j)}(x) = \sum_{k=1}^{N-j} f^i(x, \lambda_{k,j}).$$

It will be convenient to merge the sequence of zeroes corresponding to $Z^{(j)}$ and $Z^{(j+1)}$ into a single sequence. We use the convention that $\gamma_{0,j} = -\infty$ and define the combined sequence $\gamma_{k,j}$ such that

$$\gamma_{k,j} := \begin{cases} 
\lambda_{(k+1)/2,j} & \text{for } k \text{ odd} \\
\lambda_{k/2,j+1} & \text{for } k \text{ even}.
\end{cases}$$

By the interlacing property (19), the combined sequence $\gamma_{k,j}$ is non-decreasing in $k$, and symmetric about 0. With these definitions we have

$$|\partial^i_x \log Z^{(j)}(x) - \partial^i_x \log Z^{(j+1)}(x)| = \left| \sum_{l=0}^{N-j-1} \left( f^i(x, \gamma_{2l+1,j}) - f^i(x, \gamma_{2l,j}) \right) \right|$$

$$\leq \sum_{k=0}^{2N-2j-1} \left| f^i(x, \gamma_{k+1,j}) - f^i(x, \gamma_{k,j}) \right|.$$

Note that $\{-\infty, \gamma_{0,j}, \gamma_{1,j}, \gamma_{2,j}, \ldots, \gamma_{2N-2j-1,j}, \infty\}$ is a tagged partition of $(-\infty, \infty)$. We aim to bound the variation of $f^i$ with respect to this partition. Fix $K < \infty$, it is easy to see that for $(x, \lambda) \in [-K, K] \times \mathbb{R}$, $|f^i|$ and $|\partial^i_x f^i|$ are both bounded. Furthermore for $1 \leq i \leq 3$, $f^i$ decay to 0 as $|\lambda| \to \infty$, monotonically for sufficiently large $\lambda$. Let $M_K$ be chosen such that for $|\lambda| > M_K$, $f^i$ monotonically decays to 0 as $|\lambda| \to \infty$ for all $i$ and $x \in [-K, K]$. Note that $\gamma_{N-j,j} = 0$ by symmetry. We define

$$k^* := \min\{k \mid \gamma_{k,j} \geq M_K\}.$$

---
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By hypothesis, on \([M_K, \infty), f^i\) is bounded and monotonically converges to 0. Thus,
\[
\sum_{k=k^*}^{2N-2j-1} \left| f^i(x, \gamma_{k+1,j}) - f^i(x, \gamma_{k,j}) \right| \leq \|f^i\|_\infty.
\]
Next, on \([0, M_K]\) we have that \(\|\partial_\lambda f\|_\infty\) is finite and thus \(f^i\) is of bounded variation. In particular, we have
\[
\sum_{k=N-j}^{k^*} \left| f^i(x, \gamma_{k+1,j}) - f^i(x, \gamma_{k,j}) \right| \leq M_K \|\partial_\lambda f\|_\infty.
\]
Combining the above bounds and using the symmetry about 0, we finally get
\[
|\partial_x^i \log Z^{(j)}(x) - \partial_x^i \log Z^{(j+1)}(x)| \leq 2\|f\|_\infty + 2M_K \|\partial_\lambda f\|_\infty.
\]
We apply the triangle inequality to the following sum
\[
\partial_x^i \log Z - \partial_x^i \log Z^{V'} = \sum_{j=0}^{[V']} \left( \partial_x^i \log Z^{(j)} - \partial_x^i \log Z^{(j+1)} \right),
\]
to complete the proof.

When examining the variance of \(\langle U \rangle\) as well as the influence of removal of edges on the joint cumulants of the number of unpaired vertices on disjoint blocks the following ratio bound will be useful.

**Lemma 4.4.** We have \(K_{i,V'}\) depending only on \(i, |V'|\) and \(x\) such that
\[
|\partial_x^i(Z^{V'}/Z)| \leq K_{i,V'}(Z^{V'}/Z)|.
\]

**Proof.** Note that, for all \(i \geq 1\) we have
\[
\partial_x^i(Z^{V'}/Z) = \partial_x^{i-1} \left( (Z^{V'}/Z) \partial_x \log(Z^{V'}/Z) \right) = \sum_{k=0}^{i-1} \binom{i-1}{k} \partial_x^k(Z^{V'}/Z) \cdot \partial_x^{i-k} \log(Z^{V'}/Z).
\]
For \(i = 1\), the Lemma follows immediately from Lemma 4.3 as
\[
|\partial_x(Z^{V'}/Z)| = |(Z^{V'}/Z) \partial_x \log(Z^{V'}/Z)| \leq C |(Z^{V'}/Z)|.
\]
We can now use induction along with Lemma 4.3 and Leibniz rule to complete the proof. ■

The interlacing also enables us to examine the spatial statistics of the unpaired vertices. We exponentially tilt the measure so as to compute the cumulants of \(U_{[1:k]}\) and \(U_{[k+1:n]}\) for \(1 < k < n\). With \(x_1\) and \(x_2 \in \mathbb{R}\), we define the modified Hamiltonian:
\[
\mathcal{H}_{x_1,x_2}(m) := \mathcal{H}(m) + x_1 U_{[1:k]}(m) + x_2 U_{[k+1:n]}(m),
\]
the modified partition function
\[
Z_n(x_1, x_2) := \sum_{m \in \mathcal{M}} \exp(\mathcal{H}_{x_1,x_2}(m)),
\]
and finally the tilted Gibbs measure
\[
\mu_{x_1,x_2}(m) := \frac{\exp(\mathcal{H}_{x_1,x_2}(m))}{Z_n(x_1, x_2)}.
\]
As with the case of \(Z_n(x)\) an alternative viewpoint is to regard the tilting as a re-weighting of the vertices, where the transformed weights are such that all vertices \(u \in V_{\mathcal{G}_{[1:k]}}\) carry the
We will be applying Lemma 2.3 to Lemma 4.5.

As introduced in (7), \(E_k\) denotes the collection of edges that bridge \(G_{[1:k]}\) and \(G_{[k+1:n]}\). We will use \(A\) to denote an arbitrary subset of \(E_k\). Let \(Z_1^A\) denote the partition function on the principal subgraph of \(G_{[1:k]}\) obtained on removal of all vertices incident to \(A\). Recall the remainder term \(R_{n,k}\) introduced in (7), with notation \(E_k, A\) and \(Z^A\) as above:

\[
R_{n,k} = \log \left( \sum_{A \subseteq E_k} \prod_{i \in A} \exp \left( \tilde{\omega}_{k,i} - x_1 - x_2 \right) \cdot \frac{Z_1^A}{Z_1} \cdot \frac{Z_2^A}{Z_2} \right).
\]

Showing that this error term is small at the level of the free energy is not difficult, the interlacing (19) goes one step further in showing that the derivatives of the error up to top order 3 are small as well. The next lemma will make this precise

**Lemma 4.5.** Let \(Z_1\) and \(Z_2\) be as above. Let \(i = (i_1, i_2)\) denote a non-zero multi-index and \(\partial_x^i := \partial_{x_1}^{i_1} \partial_{x_2}^{i_2}\). There exists \(C = C(x, \hat{i}) < \infty\) such that

\[
|\partial_x^i R_{n,k}| \leq C.
\]

As an immediate consequence of Lemma 4.4, there exist constants \(K_{i,A}\) such that for \(l = 1, 2\), we have

\[
|\partial_{x_l}^i (Z_l^A / Z_l)| \leq K_{i,A} \cdot (Z_l^A / Z_l).
\]

With the family of constants \(K_{i,A}\) introduced in Lemma 4.4, we define

\[
K_i := \max_{A \subseteq E_k} \sum_{j=0}^i K_{i-j,A}.
\]

We now have all the ingredients required to prove Lemma 4.5.

**Proof of Lemma 4.5.** We aim to bound the derivatives of the error term

\[
R_{n,k} = \log \left( 1 + \sum_{A \neq \emptyset, e \in A} \prod_{\tilde{e} \in A} \exp (\tilde{\omega}_e - x_1 - x_2) \frac{Z_1^A Z_2^A}{Z_1 Z_2} \right).
\]

We will be applying Lemma 2.3 to

\[
r_{n,k} := \exp(R_{n,k}).
\]

Thus, it suffices to bound the “moment” terms

\[
m_i := r_{n,k}^{-1} \cdot \partial_x^i r_{n,k} = r_{n,k}^{-1} \cdot \partial_x^i \left( \sum_{A \neq \emptyset} \exp (\tilde{\omega}_A - |A| x_1 - |A| x_2) \frac{Z_1^A Z_2^A}{Z_1 Z_2} \right)
\]

where we used \(\tilde{\omega}_A := \sum_{e \in A} \tilde{\omega}_e\). We define

\[
\Psi_{A,i,j}(x) := \partial_x^i \left( e^{-|A| x} \cdot Z_1^A / Z_l \right) = \sum_{j=0}^i \binom{i}{j} (-|A|)^j \cdot e^{-|A| x} \cdot \partial_x^j \frac{Z_1^A(x)}{Z_l(x)}.
\]
On applying Lemma 4.4, we get

$$|\Psi_{A,i,l}| \leq (2|A|)^{ij} \frac{Z_i^A}{Z_l} \exp(-|A|x) \sum_{j=0}^{i} K_{i-j,A} \leq (2h)^i \frac{Z_i^A}{Z_l} \exp(-|A|x) \sum_{k=0}^{i} K_{i-k,A}.$$ 

We plug the bound in (26), to get

$$|m_i| \leq (2h)^{i_1+i_2} K_{i_1} K_{i_2} \frac{\sum A \not= \emptyset \exp(\tilde{w}_A - |A|x_1 - |A|x_2) Z_i^A Z_j^A Z_l^A Z_k^A}{1 + \sum A \not= \emptyset \exp(\tilde{w}_A - |A|x_1 - |A|x_2) Z_i^A Z_j^A Z_l^A Z_k^A} \leq (2h)^{|i|} K_{i_1} K_{i_2}.$$ 

This completes the proof. □

In Section 5 we will provide a sufficiency condition for the annealed variance of $\langle U \rangle$ to be bounded away from 0. The localization of Lee-Yang zeroes to a compact interval when the random weights are bounded is key to this proof. It is convenient to prove a preliminary lemma for this now.

**Lemma 4.6.** Let $G$ be a graph on $n$ vertices with bounded degree; the edges have bounded weights and the vertices have constant weight $x$. Let $u, v \in V(G)$, and $G^u, v$ be the graph obtained on removal of $u$ and $v$. Let $Z_1$ and $Z_2$ denote the corresponding partition functions and $M > 0$ be such that the Lee-Yang zeroes are restricted to $[-M, M]$. We have

$$|\partial_x \log Z_1 - \partial_x \log Z_2| \geq \left(\frac{e^{2x} - M^2}{e^{2x} + M^2}\right)_+.$$ 

**Proof.** Recall the definition of $f^1(x, \lambda)$ from (22). Let $\{\lambda_k\}$ and $\{\lambda_k'\}$ be the Lee-Yang zeroes of $Z_1$ and $Z_2$. We have

$$|\partial_x \log Z_1 - \partial_x \log Z_2| = \left|\sum_{k=1}^{n} f^1(x, \lambda_k) - \sum_{k=1}^{n-2} f^1(x, \lambda_k')\right|.$$ 

It suffices to consider the case of $n$ being even, as if $n$ is odd, $Z_1$ and $Z_2$ have a common root located at 0 which cancels on taking the difference. We may also sum exclusively over $\lambda > 0$ since the roots are symmetric. We re-index the roots from 1 to $l$ where $l = \frac{n}{2}$. By interlacing, we have that $\lambda_k \leq \lambda_{k+2}'$ for all $k$. Rearranging, we get

$$(27) = \left|\frac{e^{2x}}{e^{2x} + (\lambda_1)^2} + \frac{e^{2x}}{e^{2x} + (\lambda_{l-1})^2} - \frac{e^{2x}}{e^{2x} + (\lambda_1')^2} \sum_{k=1}^{l-2} (f^1(x, \lambda_k) - f^1(x, \lambda_{k+2}'))\right|.$$ 

Moreover, interlacing yields that

$$\sum_{k=1}^{l-2} (f^1(x, \lambda_k) - f^1(x, \lambda_{k+2}')) \geq 0.$$ 

Combining the bounds

$$\frac{e^{2x}}{e^{2x} + (\lambda_1)^2} + \frac{e^{2x}}{e^{2x} + (\lambda_{l-1})^2} \geq \frac{2e^{2x}}{e^{2x} + M^2} \quad \text{and} \quad \frac{e^{2x}}{e^{2x} + (\lambda_1')^2} \leq 1$$

and applying triangle inequality completes the proof. □
5. LIMIT THEOREMS FOR THE NUMBER OF UNPAIRED VERTICES

In Section 4 we introduced exponential tilting in order to study the cumulants, as well as introduce the Lee-Yang zeroes. In this section, we will be relating the results of Section 4 to the model at hand. As such, at the conclusion of calculations here, all parameters depending on \( x \) will be evaluated at \( x = 0 \). In the prior section we used the gauge invariance to make sure that the vertex weights were constant for the purpose of defining Lee-Yang zeroes. Here, we will freely move back and forth between the original partition function and the gauge transformed version. We may do this because the respective free energies differ by a constant, which vanishes on taking the derivative with respect to \( x \).

5.1. Law of Large Numbers and Variance Convergence. The entirety of this section is dedicated to the proof of Theorem 1.3, which is given at the end. We begin with proving the law of large numbers for the number of unpaired vertices for a typical matching \( m \). The method of proof is entirely analogous to the convergence of the mean free energy. We will establish the convergence of the annealed average using subadditivity, a variance bound using Efron-Stein, and finally convergence of \( \langle U \rangle_n \) using Chebyshev’s inequality.

Lemma 5.1. For every \( x \in \mathbb{R} \), there exists \( u(x) \in [0,1] \) such that
\[
n^{-1} \mathbb{E}\langle U \rangle^x_n \to u(x)\]

Proof. We begin with the decomposition in (7) and take the derivative with respect to \( x \)
\[
\partial_x \log Z_n = \partial_x \log Z_{[1:k]} + \partial_x \log Z_{[k+1:n]} + \partial_x R_{n,k}.
\]
Lemma 4.5 then yields
\[
\mathbb{E}\langle U \rangle^x_n \leq \mathbb{E}\langle U \rangle^x_k + \mathbb{E}\langle U \rangle^x_{n-k} + C(1).
\]
The subadditive lemma then yields the convergence, and we have
\[
u(x) := \lim_{n \to \infty} n^{-1} \cdot \mathbb{E}\langle U \rangle^x_n
\]exists for all \( x \).

Having established the correct centering, we move to the fluctuations. We establish the following upper bound on the variance.

Lemma 5.2. There exists a finite constant \( C \) depending on \( x \) such that
\[
\text{Var}\langle U \rangle^x_n \leq C n.
\]

Proof. We use the same method as Lemma 3.3, the only difference is that since we are taking a derivative with respect to \( x \), the dependence of the \( \alpha \) and \( \beta \) terms on \( x \) needs to be taken into account. Let \( e = (v, w) \) be an arbitrary edge and \( u \) be an arbitrary vertex. With the same notation as Lemma 3.3,
\[
\partial_x \log Z_n - \partial_x \log Z^e_n = \partial_x \int_{\omega_e}^{\omega_e} \frac{e^z}{e^z + \alpha_e / \beta_e} \, dz = -\partial_x \left( \frac{\alpha_e}{\beta_e} \right) \cdot \int_{\omega_e}^{\omega_e} e^z (e^z + \alpha_e / \beta_e)^{-2} \, dz.
\]
Analogously for the vertices, we have
\[
\partial_x \log Z_n - \partial_x \log Z^u_n = -\partial_x \left( \frac{\alpha_u}{\beta_u} \right) \cdot \int_{\nu_u}^{\nu_u} e^z (e^z + \alpha_u / \beta_u)^{-2} \, dz.
\]
We illustrate the method for the variance that is contributed by the edge randomness. The vertex case is identical. By applying Lemma 4.4 and the triangle inequality we have
\[ |\partial_x \log Z_n - \partial_x \log Z_n^e| \leq \int_{\omega_e, \omega'_e} K_1 e^z \cdot \frac{\alpha/\beta}{(e^z + \alpha/\beta)^2} \, dz. \]

We now use the fact that when \(a, b \geq 0\) then \(2ab \leq (a + b)^2\). Finally squaring, taking the expectation and summing over all edges complete the proof.

The following is an easy corollary using Chebyshev’s inequality.

**Corollary 5.3.** For any \(x \in \mathbb{R}\), with \(u(x)\) as defined in Lemma 5.1, we have
\[ n^{-1} \langle U^x \rangle_n \xrightarrow{P} u(x) \text{ as } n \to \infty. \]

The convergence of \(n^{-1} \langle U^x \rangle_n\) is enough to establish the convergence of all higher scaled cumulants, as it implies the weak convergence (in probability) of the sequence \(\{\rho_n\}\).

**Definition 5.** A probability measure \(\mu\) on \(\mathbb{R}\) is said to be symmetric if \(\mu[a, b] = \mu[-b, -a]\) for all \(a \leq b\) in \(\mathbb{R}\).

Clearly, the family of empirical measures \(\{\rho_n\}\) is symmetric. We recall that \(n^{-1} \langle U^x \rangle_n\) is a linear statistic in the the zeroes. If we let \(z\) denote \(e^{2x}\) to have
\[ n^{-1} \langle U^x \rangle_n = \int \frac{z}{z + \lambda^2} \, d\rho_n(\lambda). \]

The transform with respect to the function \(z/(z + \lambda^2)\) determines the measure. We prove this below.

**Lemma 5.4.** Let \(\{\mu_n\}_{n \geq 1}\) be a tight sequence of symmetric probability measures on the real line. Consider the following transform of \(\mu_n\):
\[ F_n(z) = \int_{\mathbb{R}} \frac{z}{z + \lambda^2} \, d\mu_n(\lambda), \quad z \in (0, \infty). \]

If \(F_n(z)\) converges pointwise to \(F(z)\) as \(n \to \infty\), then \(\mu_n\) is weakly convergent to a probability measure \(\mu\).

**Proof.** The symmetry is of crucial importance here. Let \(L_n\) denote the random variable with distribution \(\mu_n\). Symmetry of \(\mu_n\) implies that the distribution of \(L_n\) can be recovered from the distribution of \(L_n^2\). The transform \(F_n(z)\) is given by
\[ F_n(z) = \mathbb{E} \frac{z}{z + L_n^2} = z \mathbb{E} \int_0^\infty \exp(-t(z + L_n^2)) \, dt, \quad z > 0. \]

Applying Fubini’s theorem, we obtain that
\[ F_n(z) = z \int_0^\infty \exp(-zt) \Gamma_n(t) \, dt, \quad z \geq 0 \]

where
\[ \Gamma_n(t) := \mathbb{E} \exp(-tL_n^2) = \int_{\mathbb{R}} e^{-\lambda t^2} \, d\mu_n(\lambda), \quad t \geq 0 \]

is the Laplace transform of the measure \(\mu_n\). Since the sequence \(\{\mu_n\}\) is tight, there exists a subsequence \(\{\mu_{n_k}\}\) weakly converging to a probability measure \(\mu\). If \(\mu_n\) is not weakly convergent, there must be another subsequence \(\{\mu_{m_k}\}\) with a distinct weak limit \(\mu^*\). Since \(\exp(-zt)\) is bounded and continuous, we have that \(\Gamma_{n_k}(t)\) and \(\Gamma_{m_k}(t)\) both converge pointwise
as \( k \to \infty \) to limits, say \( \Gamma(t) \) and \( \Gamma^*(t) \), respectively. By our original hypothesis, \( F_{n_k}(z) \) and \( F_{m_k}(z) \) both converge to \( F(z) \) as \( k \to \infty \). Applying dominated convergence (we may since \( |\Gamma_n| \leq 1 \)), we obtain that
\[
\int_0^\infty \exp(-zt)(\Gamma(t) - \Gamma^*(t))dt = 0, \forall z > 0.
\]
Uniqueness of the Laplace transform now implies that \( \Gamma = \Gamma^* \), which in turn implies that \( \mu = \mu^* \). Thus, \( \mu_n \) is weakly convergent with limit \( \mu \). ■

Corollary 5.5. The sequence of empirical distributions \( \rho_n \) weakly converges to a probability measure \( \rho \) as \( n \to \infty \), in probability.

We thus have a representation for the limiting density of unpaired vertices. With \( f^1 \) as defined in (22) we have
\[
(28) \quad u(x) = \int_\mathbb{R} f^1(x, \lambda)d\rho(\lambda).
\]
We have \( u := u(0) \). With the mean behavior characterized, we move to the asymptotic behavior of the variance.

Lemma 5.6. We have \( \sigma_Q(x) \) and \( \sigma_A(x) \in [0, \infty) \) such that pointwise in \( x \)
\[
n^{-1}(\hat{U}^2)_n^x \overset{P}{\to} \sigma_Q^2(x) \quad \text{and} \quad n^{-1} \text{Var}(\langle U \rangle_n^x) \to \sigma_A^2(x).
\]

Proof. We establish the convergence of the quenched variance first. We have
\[
n^{-1}(\hat{U}^2)_n^x = \int_\mathbb{R} f^1(x, \lambda) (1 - f^1(x, \lambda))d\rho_n(\lambda).
\]
The integrand is bounded and continuous. Convergence of the variance is an immediate corollary of the weak convergence in probability of \( \rho_n \), i.e.,
\[
n^{-1}(\hat{U}^2)_n^x \overset{P}{\to} \sigma_Q^2(x) := \int_\mathbb{R} f^1(x, \lambda) (1 - f^1(x, \lambda))d\rho(\lambda).
\]
The argument for the convergence of the annealed variance is similar to the proof of the convergence of variance of the free energy in Lemma 3.5. We write the decomposition
\[
\partial_x \log Z_n = \partial_x \log Z_{[1:k]} + \partial_x Z_{[k+1:n]} + R_{n,k}^1
\]
and denote
\[
\sigma_{A,n}^2(x) = \text{Var} (\partial_x \log Z_n).
\]
Computing the variance of both sides and applying Cauchy-Schwarz inequality, we have
\[
\sigma_{A,n}^2(x) \leq \sigma_{A,k}^2(x) + \sigma_{A,n-k}^2(x) + K_1(\sigma_{A,k}(x) + \sigma_{A,n-k}(x)).
\]
By Lemma 5.2, \( \sigma_{A,n}^2(x) \leq Cn \). As an immediate corollary of the subadditivity lemma, we get that \( n^{-1}\sigma_{A,n}^2(x) \) converges as \( n \to \infty \), we denote the limit as \( \sigma_A^2 \).

To go back to our original model, we have \( \sigma_Q := \sigma_Q(0) \) and \( \sigma_A := \sigma_A(0) \). As with the free energy, we now establish lower bounds for \( \sigma_Q \) and \( \sigma_A \) to verify non degeneracy of the limiting law.

Corollary 5.7. There exists a constant \( C > 0 \) such that with probability approaching 1,
\[
\langle (U - \langle U \rangle_n)^2 \rangle_n \geq Cn.
\]
Proof. Note that, we have

\[ n^{-1}(U - \langle U \rangle_n)^2 = \int 2\lambda^2(1 + \lambda^2)^{-2} d\rho_n(\lambda). \]

From Lemma 4.2, we may find \( \varepsilon, \delta > 0 \) such that with probability approaching 1, \( \rho_n[0, \delta) \leq 1 - \varepsilon \). The tightness proved in Lemma 4.1 says that given \( \varepsilon > 0 \), we may find an \( K \) such that with probability approaching 1, \( \rho_n[K, \infty) \leq \varepsilon / 2 \). We now use the fact that \( \rho_n([\delta, K]) \geq \varepsilon / 2 \) to complete the proof. ■

The method to prove the lower bound for the annealed variance \( \sigma_A \) is analogous to Lemma 3.6.

**Lemma 5.8.** Let both the vertex and edge weights be compactly supported in \([-K, K] \) for fixed \( 0 < K < \infty \), such that the Lee-Yang zeroes of \( Z_n \) are localized to \([-M, M] \) for some fixed \( 0 < M < \infty \) depending on \( K \). For \( \varepsilon^2 \geq M + \varepsilon \) for some fixed \( \varepsilon > 0 \) there exists \( C = C(\varepsilon) > 0 \) such that

\[ \text{Var} \langle U \rangle_n \geq Cn. \]

**Proof.** The proof, as with the case of \( \sigma_F \) is about extracting the bounds on the influence of a single edge. The martingale argument then yields the lower bound. Recall the filtration \( \mathcal{F}_j \) defined in Lemma 3.6. With the same notation, we have

\[ \partial_x \log W_n - \partial_x \log W_n^j = \partial_x \int_{\omega_j} e^z \frac{e^{-\alpha_{e_j} / \beta_{e_j}}}{e^x + \alpha_{e_j} / \beta_{e_j}} \, dz. \]

We now apply the triangle inequality and Lemma 4.6 to obtain

\[ |\partial_x \log W_n - \partial_x \log W_n^j| = |\partial_x \left( \frac{\alpha_{e_j}}{\beta_{e_j}} \right) \int_{\omega_j} \frac{e^z}{e^x + \alpha_{e_j} / \beta_{e_j}} \, dz| \geq \left( \frac{e^{2x} - M^2}{e^{2x} + M^2} \right) + \int_{\omega_j} \frac{e^z}{e^x + \alpha_{e_j} / \beta_{e_j}} \, dz \]

\[ \geq \left( \frac{e^{2x} - M^2}{e^{2x} + M^2} \right) \int_{\omega_j} \frac{e^z}{e^x + \exp(2x) + (1 + M)^{d_{\text{max}}}} \, dz. \]

Note that the integrand may be rewritten as \( y^{-1} \sech^2 \left( \frac{z+y}{2} \right) \) where

\[ y = \exp(2x) + (1 + M)^{d_{\text{max}}}. \]

For the fixed compact interval \([-K, K] \) which our weights are restricted to, the integrand is uniformly bounded below in \( z \). Applying this lower bound, squaring and then taking the expectation completes the result. The non transitive case follows in a procedure identical to that followed in Lemma 3.6. ■

**Corollary 5.9.** Let the support of \( \omega \) be contained in \([a, b] \) and the support of \( \nu \) be contained in \([c, d] \) such that \( b - 2c < -\log d_{\text{max}} \). Then we have a constant \( C > 0 \) such that

\[ \text{Var} \langle U \rangle_n \geq Cn. \]

**Proof.** Let \( e = (u, v) \) be an edge. The gauge transformed weight of \( e \) is \( \tilde{\omega}_e = \omega_e - \nu_u - \nu_v \). By hypothesis, this implies that with probability 1,

\[ \tilde{\omega}_e < -\log d_{\text{max}}. \]
Thus for any vertex $v$,
\[ \Delta_v = \sum_{e \sim v} \exp(\tilde{\omega}_e) < 1 \]
This implies that there is an $M < 1$ such that all Lee-Yang zeroes associated to $Z_n(x)$ are located in $[-M, M]$. Lemma 5.8 now applies with $x = 0$. ■

5.1.1. Proof of Theorem 1.3. Here we combine the previous results proved in this section, to complete the proof of Theorem 1.3. Convergence of $n^{-1} \langle U \rangle_n$ follows from Corollary 5.3, by taking $x = 0$. Variance bounds follow from Lemma 5.6, Corollaries 5.7 and 5.9. ■

5.2. Central Limit Theorems. In the previous subsection we established the asymptotic mean behavior of $U$, proved convergence of the respective variances and provided sufficiency conditions for their non degeneracy. We are now ready to prove both the quenched and annealed central limit theorems.

5.2.1. Proof of Theorem 1.4. Consider the quenched moment generating function $\Gamma_n^\hat{U}(\xi, x)$ of $\hat{U}$ given by
\[ \Gamma_n^\hat{U}(\xi, x) := \langle \exp(\xi \cdot n^{-1/2} \hat{U}) \rangle_n^x \text{ for } \xi \in \mathbb{R} \text{ fixed.} \]
We have,
\[ \Gamma_n^\hat{U}(\xi, x) = \frac{1}{Z(x)} \sum_{m \in M} \exp \left( \xi \cdot n^{-1/2} \hat{U}(m) + xU(m) \right) \prod_{e \in m} \exp(\tilde{\omega}_e) \]
\[ = \exp \left( n^{-1/2} \xi \cdot \langle U \rangle_n^x \right) \cdot Z(x + n^{-1/2} \xi) / Z(x). \]
Clearly,
\[ \log \Gamma_n^\hat{U}(\xi, x) = \log Z(x + n^{-1/2} \xi) - \log Z(x) - n^{-1/2} \xi \cdot \partial_x \log Z(x). \]
Using Taylor’s theorem upto second order, we get
\[ \log \Gamma_n^\hat{U}(\xi, x) = n^{-1} \xi^2 \cdot \partial_x^2 \log Z(x) + \mathcal{R}(\xi, x, n), \]
where the error term $\mathcal{R}$ can be written in terms of the third derivative with respect to $x$
\[ |\mathcal{R}| \lesssim n^{-1/2} \cdot |\xi|^3 \int \left| \partial_x^2(1 + \lambda^2 e^{-2x})^{-1} \right| d\rho_n(\lambda). \]
It suffices to consider $\xi$ from some fixed compact interval. The integrand is a bounded function in both $x$ and $\lambda$, therefore the error decays to 0 in the limit. We have that
\[ \log \Gamma_n^\hat{U}(\xi) \overset{P}{\to} \frac{1}{2} \sigma_Q^2(x) \xi^2 \text{ for all } \xi. \]
This is exactly the cumulant generating function of the Gaussian with variance $\sigma_Q^2(x)$. Weak convergence is guaranteed by the fact that we have $\langle \cosh n^{-1/2} \hat{U} \rangle_n^x$ bounded in probability, which implies that the laws of $\hat{U}$ are tight in probability. Uniqueness follows from the uniqueness of the Laplace transform. To conclude, we take $x = 0$. ■

We move towards the joint Central Limit Theorem. For this purpose we need to use the exponential tilting introduced for Lemma 4.5. Thus, $Z = Z(x_1, x_2)$, $Z_{[1:k]} = Z_{[1:k]}(x_1)$ and $Z_{[k+1:n]} = Z_{[k+1:n]}(x_2)$. Let $x$ denote $(x_1, x_2)^T$. 

5.2.2. Proof of Theorem 1.5. In complete analogy to proof of the Central Limit Theorem, we now examine the behavior of the MGF of the vector $n^{-1/2} \hat{U}$, that is
\[
\Gamma_n^{\hat{U}}(\xi, x) = \left\langle \exp(\xi \cdot n^{-1/2} \hat{U}) \right\rangle_n
\]
where $\xi := (\xi_1, \xi_2)^T$ and $U := (U_{[1:k]}, U_{[k+1:n]})^T$. Taking the logarithm of $G_n$ and Taylor expanding, we get
\[
\Gamma_n^{\hat{U}}(\xi, x) = \log Z(x_1 + n^{-1/2} \xi_1, x_2 + n^{-1/2} \xi_2) - \log Z(x_1, x_2) - n^{-1/2} \xi_1 (U_{[1:k]})_n - n^{-1/2} \xi_2 (U_{[k+1:n]})_n
\]
\[
= n^{-1} \cdot \xi^T \Sigma(n) \xi + n^{-3/2} R(\xi_1, \xi_2, \nu).
\]
Here, $\Sigma(n)$ is the matrix of second derivatives, and has the form
\[
\Sigma_n = \text{Diag}(\partial_x^2 \log Z_{[1:k]}, \partial_x^2 \log Z_{[k+1:n]}) + D^2 R_{n,k}
\]
where $D^2 R_{n,k}$ denotes the Hessian matrix of the remainder term $R_{n,k}$ with respect to $x_1$ and $x_2$. We may apply Lemma 4.5 to conclude that
\[
n^{-1} \|D^2 R_{n,k}\|_P \to 0
\]
for any choice of matrix norm $\|\cdot\|$. Theorem 1.3 can then be applied to yield
\[
n^{-1} \Sigma_n \overset{p}{\to} \sigma_Q^2 \cdot \text{Diag}(t, 1 - t).
\]
As for the remainder term, the pure third derivatives can be bounded as per the same argument in theorem 1.4. As for the mixed derivatives, Lemma 4.5 yields that $|\partial_x^3 \log Z| \leq C(i_1, i_2)$ since the mixed derivative of the separated free energies is zero. In the limit, we have that pointwise for all $x$
\[
\log \Gamma_n^{\hat{U}} \overset{p}{\to} \xi^T \Sigma \xi.
\]
This establishes the joint Central Limit Theorem, as the tightness can be established again via an argument analogous to Theorem 1.4. We conclude with setting $x = 0$. 

Moving to the annealed Central Limit Theorem for $\langle U \rangle_n$, we must proceed via the same dyadic subdivision route as in Theorem 1.2.

5.2.3. Proof of Theorem 1.6. The procedure is identical to the proof of Theorem 1.2, all that is required is to systematically replace each $Z$, $R$ and $T$ with the respective $x$ derivatives and apply Lemma 4.5. We therefore omit a complete proof.

6. Limiting Height Function and Brownian Motion

In this section, we characterize the limiting behavior of the height function $\theta_n(t) = U_{[1:nt]}$. This is towards understanding the structure of a typical matching $\mathfrak{m}$ chosen with respect to $\mu$. We first establish the mean behavior, and then characterize the fluctuations. The law of large numbers results (both quenched and annealed) combine to yield that
\[
\mathbb{P} \left( \left| \theta_n(t) - \mathbb{E} \theta_n(t) \right| \geq \varepsilon n \right) \to 0.
\]
The limiting height function $\theta(t)$ is given by
\[
\theta(t) = \lim_{n \to \infty} \theta_n(t)/n, \quad t \in [0, 1].
\]
We begin this section by characterizing $\theta$. 

Lemma 6.1. Let $u$ be as given in (28). There exists a finite constant $C$ such that for all $m \in \mathbb{N}$

$$|\mathbb{E}(U)_m - m \cdot u| \leq C$$

Proof. Recall the dyadic subdivision as introduced in Section 3 along with the accompanying notation, and let $n = \sum_{i=0}^{t} a_i 2^i$. Recall from (13)

$$\log Z_n = \sum_{v \in V_k} \log Z_{\pi_k(v)} + \sum_{j=1}^{k} \left( \sum_{v \in V_{j-1}} (R_{j-1}^v + a_j T_{j-1}^v) \right).$$

Taking the derivative, the expectation, and then absolute value of both sides,

$$|\mathbb{E} \partial_x \log Z_n - \mathbb{E} \sum_{v \in V_k} \partial_x \log Z_{\pi_k(v)}| \leq \sum_{j=1}^{k} \sum_{v \in V_{j}} \mathbb{E} |\partial_x R_{j-1}^v + a_j \partial_x T_{j-1}^v|.$$  

Applying Lemma 4.5, we get

$$|\mathbb{E} \partial_x \log Z_n - \mathbb{E} \sum_{v \in V_k} \partial_x \log Z_{\pi_k(v)}| \leq C \sum_{i=1}^{k} 2^i = C' 2^k.$$  

Dividing both sides by $n$ and simplifying, we have

$$\left| \frac{1}{n} \mathbb{E} \partial_x \log Z_n - \frac{2^k}{n} \mathbb{E} \partial_x \log Z_m \right| \leq C' \frac{2^k}{n}$$

where $m = \pi_k(a)$. Let $p = l - k$ and

$$\gamma_{n,p} := 1 - \frac{2^p m}{n}. $$

It is easy to show that

$$|\gamma_{n,p}| \leq \frac{2}{m} < 1.$$  

Multiplying the entire expression by $m$ and applying the triangle inequality, we get

$$|m \frac{1}{n} \mathbb{E} \partial_x \log Z_n - \mathbb{E} \partial_x \log Z_m| - |\gamma_{n,p}| \mathbb{E} \partial_x \log Z_m \leq C'.$$

Let

$$|\gamma_n| := \sup_p |\gamma_{n,p}| \leq \frac{2}{m}.$$  

Rearranging the terms and using the fact that $0 \leq \partial_x \log Z_m \leq m$ (there are at most $m$ unpaired vertices), we obtain

$$|m \cdot \frac{\mathbb{E} \partial_x \log Z_n}{n} - \mathbb{E} \partial_x \log Z_m| \leq C' + 2.$$  

Note that letting $p \to \infty$ implies that $n \to \infty$ while keeping $m$ fixed. Thus, we have $|m \cdot u - \mathbb{E}(U)_m| \leq C' + 2$. This completes the proof. \quad \blacksquare

Corollary 6.2. The limiting height function $\theta(t)$ is given by $\theta(t) = u \cdot t$.

With the centering term calculated, we are now ready to characterize the limiting fluctuations about $\theta(t)$.
6.1. **Proof of Theorem 1.7.** Let 0 ≤ t_1 < t_2 < ... < t_k ≤ 1. To verify the distributional convergence, we need to establish three properties

1. **Starting at Zero:** \( \hat{\theta}_n(0) = 0 \)
2. **Joint Normality:** \( \hat{\theta}_n(t_{i+1}) - \hat{\theta}_n(t_i) \xrightarrow{(d)} N(0, (t_{i+1} - t_i)\sigma^2) \) for all 1 ≤ i < k
3. **Independent Increments:** \( \{\theta_n(t_{i+1}) - \theta_n(t_i)\}_{i=1}^{k-1} \) are asymptotically jointly independent.

For simplicity, we consider the case \( k = 3 \) with two disjoint time intervals. The method of proof can easily be adapted to establish the general case. The first property is trivial. We will prove the latter two together. Consider the random vector

\[
\Theta_n = n^{-1/2} \left( \hat{\theta}_n(t_3) - \hat{\theta}_n(t_2), \hat{\theta}_n(t_2) - \hat{\theta}_n(t_1) \right)^T.
\]

The next step is applied to both components and is illustrated with the first component. Observe that

\[
\hat{\theta}(t_3) - \hat{\theta}(t_2) = n^{-1/2} \left( U_{[1:t_2n]} - U_{[1:t_3n]} - n(t_2 - t_3)u \right).
\]

Lemma 6.1 tells us that \( n(t_2 - t_3)u \) can be replaced by \( \mathbb{E}(U)_{[t_2n]−[t_3n]} \) by incurring at most a constant error, which we denote by \( R_{t_2, t_3, n} \). Further, \( U_{[1:t_3n]} - U_{[1:t_2n]} = U_{[t_2n]:[t_3n]} \) So, we are left with

\[
n^{-1/2} \left( U_{[t_2n]:[t_3n]} - \mathbb{E}(U)_{[t_3n]−[t_2n]} \right) + n^{-1/2} R_{t_2, t_3, n}.
\]

We now separate into quenched and annealed components as

\[
n^{-1/2} \left( U_{[t_2n]:[t_3n]} - \mathbb{E}(U)_{[t_3n]−[t_2n]} \right) + n^{-1/2} \left( U_{[t_2n]:[t_3n]} - \mathbb{E}(U)_{[t_3n]−[t_2n]} \right) + n^{-1/2} R_{t_2, t_3, n}.
\]

Applying Lemma 4.5 we can replace \( \mathbb{E}(U)_{[t_3n]−[t_2n]} \) with \( \mathbb{E}(U)_{[t_2n]−[t_3n]} \) by incurring a constant bounded error, which we absorb into \( R_{t_2, t_3, n} \). Correspondingly, we may also replace \( \mathbb{E}(U)_{[t_2n]−[t_3n]} \) with \( \mathbb{E}(U)_{[t_3n]−[t_2n]} \). Since the weights on their respective sections are independent, it follows that \( \mathbb{E}(U)_{[t_3n]−[t_2n]} \) and \( \mathbb{E}(U)_{[t_2n]−[t_3n]} \) are independent. We now separate \( \Theta_n \) into quenched and annealed components. More precisely, we define

\[
\Theta_n^Q := n^{-1/2} \left( U_{[t_2n]:[t_3n]} - \mathbb{E}(U)_{[t_2n]−[t_3n]} \right), \quad \Theta_n^A := n^{-1/2} \left( U_{[t_2n]:[t_3n]} - \mathbb{E}(U)_{[t_2n]−[t_3n]} \right),
\]

and \( R_n := n^{-1/2} (R_{t_2, t_3, n}, R_{t_1, t_2, n}) \).

Clearly,

\[
\Theta_n = \Theta_n^Q + \Theta_n^A + R_n.
\]

Let

\[
\xi = (\xi_1, \xi_2)^T, \quad \zeta = (\zeta_1, \zeta_2)^T \quad \text{and} \quad \gamma = (\gamma_1, \gamma_2)^T \in \mathbb{R}^2.
\]

We work with the characteristic function

\[
\Phi_n(\xi, \zeta, \gamma) := \mathbb{E} \exp \left( \sqrt{-1} \xi \cdot \Theta_n^Q + \sqrt{-1} \zeta \cdot \Theta_n^A + \sqrt{-1} \gamma \cdot R_n \right).
\]

Observe that

\[
|\mathbb{E} \exp(\sqrt{-1} \xi \cdot \Theta_n^Q + \sqrt{-1} \zeta \cdot \Theta_n^A + \sqrt{-1} \gamma \cdot R_n) - \mathbb{E} \exp(\sqrt{-1} \xi \cdot \Theta_n^Q + \sqrt{-1} \zeta \cdot \Theta_n^A) | \\
\leq \mathbb{E} |1 - \exp(\sqrt{-1} \gamma \cdot R_n)| \leq \|\gamma \cdot R_n\|_\infty \leq n^{-1/2} C \cdot |\gamma|.
\]
Thus, for all values of $\gamma$,

$$|\Phi_n(\xi, \zeta, \gamma) - \Phi_n(\xi, \zeta, 0)| \to 0 \text{ as } n \to \infty. \quad (29)$$

We may effectively ignore the remainder term and drop the argument $\gamma$ from $\Phi$. We tackle the quenched term $\Theta_n^Q$ next. It is clear that

$$\Phi_n(\xi, \zeta) = \mathbb{E}(\langle \exp(\sqrt{-1}\xi \cdot \Theta_n^Q) \rangle \exp(\sqrt{-1}\zeta \cdot \Theta_n^A)).$$

Let

$$\Sigma^Q := \sigma^2_Q \cdot \text{Diag}(t_3 - t_2, t_2 - t_1).$$

By Theorem 1.5 the following is uniformly bounded and

$$|\langle \exp(\sqrt{-1}\xi \cdot \Theta_n^Q) \rangle - \exp(-\xi^T \Sigma^Q \xi)| \overset{P}{\to} 0 \text{ as } n \to \infty. \quad (30)$$

Thus the dominated convergence theorem tells us that

$$|\Phi_n(\xi, \zeta) - \exp(-\xi^T \Sigma^Q \xi) \mathbb{E} \exp(\sqrt{-1}\zeta \cdot \Theta_n^A)| \to 0. \quad (31)$$

To find the limit of $\Phi_n$, the final step is to evaluate the limit of $\mathbb{E} \exp(\sqrt{-1}\zeta \cdot \Theta_n^A)$. Let

$$\Sigma^A = \sigma^2_A \cdot \text{Diag}(t_3 - t_2, t_2 - t_1).$$

By construction, the components of the annealed vector are independent of each other, and by Theorem 1.6 we have

$$\mathbb{E} \exp(\sqrt{-1}\zeta \cdot \Theta_n^A) \to \exp(-\zeta^T \Sigma^A \zeta). \quad (32)$$

Combining equations (29), (30) and (31), we conclude that

$$\Phi_n(\xi, \zeta, \gamma) \to \exp(-\xi^T \Sigma^Q \xi - \zeta^T \Sigma^A \zeta).$$

What we have proved is that in distribution in probability $\Theta_n^Q$ converges to a jointly Gaussian vector $\Theta^Q$ with covariance matrix $\Sigma^Q$, $\Theta_n^A$ converges to jointly Gaussian vector $\Theta^A$ with covariance matrix $\Sigma^A$, moreover $\Theta^Q$ and $\Theta^A$ are independent of each other. Thus, $\Theta^Q + \Theta^A$ is a jointly Gaussian vector with covariance matrix $(\sigma^2_Q + \sigma^2_A) \cdot \text{Diag}(t_2 - t_3, t_1 - t_2)$ which verifies that the increments of $\hat{\theta}$ are Gaussian with the correct covariance structure.  

7. Connection to Jacobi Operators

The case where $H$ is a singleton is interesting as the monomer-dimer model becomes exactly solvable. To see this, note that the recurrence relation for the partition function may be written as

$$Z_{n+1} = \exp(\nu_{n+1})Z_n + \exp(\omega_{n,n+1})Z_{n-1}$$

This is a three step recurrence, which means we may write it in determinant form. Let $\omega_{n,n+1}$ be denoted as $\omega_n$. Consider the following Jacobi matrix,

$$A_n := \begin{pmatrix} \sqrt{-1}e^{\nu_1} & e^{\omega_1/2} & \cdots & 0 \\ e^{\omega_1/2} & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & e^{\omega_{n-1}/2} \\ 0 & \cdots & e^{\omega_{n-1}/2} & \sqrt{-1}e^{\nu_n} \end{pmatrix} = \Omega_n + V_n, \quad (32)$$
where $\Omega_n$ is the weighted adjacency matrix of the graph, and $V_n$ is the diagonal part of $A_n$ which may be interpreted as an on sit potential. Just by expanding the determinant along the last row we have that

$$\det A_{n+1} := \sqrt{-1} e^{\nu_n} \det A_{n-1} - e^{\omega_n} \det A_{n-1}$$

It is easy to show that the phase of $\det A_n$ is periodic; in fact we have that

$$\arg \det A_n = \exp \left( \sqrt{-1} \cdot n \pi/2 \right)$$

for all $n$.

One can easily check that $Z_n$ and $|\det A_n|$ satisfy the same recurrence, with the same initial conditions. Thus, $Z = |\det A_n|$. The determinant structure is very useful for explicit computation. For instance, the probability that vertex $k$ is unpaired is given by $e^{\nu_k} [A^{-1}_n]_{k,k}$.

The gauge transformation as seen in Lemma 1.9 can also be cast into matrix form, by means of rescaling the rows and columns. The transformation $\nu_i \rightarrow 0$, $\omega_i \rightarrow \omega_i - \nu_i$ and $\omega_i - 1 \rightarrow \omega_i - 1 - \nu_i$ maybe realized as

$$A_n \rightarrow D_n(i) A_n D_n(i),$$

where $D_n(i)$ is a diagonal matrix with $[D_n(i)]_{jj} = 1$ for all $j \neq i$ and $[D_n(i)]_{ii} = \exp(-\nu_i/2)$. Clearly the order in which the transformations are applied is irrelevant as the diagonal matrices commute with each other. The exponential tilting of the model can be implemented by multiplying only the diagonal entries of $A_n$ by $e^x$. If we are tilting the model so as to shift the weight of vertex $i$ by a factor of $x$, this may be achieved via the linear transformation

$$A_n \rightarrow A_n + \sqrt{-1} (e^x - 1) \Pi_i A_n \Pi_i$$

where $\Pi_i$ denotes the diagonal matrix with $[\Pi_i]_{ii} = 1$ and all other entries 0. It is clear to see that the tilting operations and the gauge transformations commute with each other and thus the order in which they are applied is irrelevant. It is interesting to note that the gauge operations employed here may be regarded as a change of inner product so as to transform $A_n$ to a normal matrix. Now consider the tilted, gauge transformed matrix, which we denote as $\tilde{A}_n(x)$. Explicitly, this is given by

$$\tilde{A}_n(x) = \begin{pmatrix}
\sqrt{-1} e^{x} & e^{\tilde{\omega}_1/2} & \cdots & 0 \\
e^{\tilde{\omega}_1/2} & \ddots & \ddots & \vdots \\
\vdots & \ddots & \sqrt{-1} e^{x} & e^{\tilde{\omega}_{n-1}/2} \\
0 & \cdots & e^{\tilde{\omega}_{n-1}/2} & \sqrt{-1} e^{x}
\end{pmatrix} = \tilde{\Omega}_n + \sqrt{-1} e^x \mathbf{I}_n.$$

It is now immediately clear what the Lee-Yang zeroes of the partition function are, the $\lambda$ are exactly the eigenvalues of $\tilde{\Omega}$. Our analysis can be rephrased in the language of spectral theory. In particular, the interlacing and boundedness of the Lee-Yang zeroes all have analogous forms in the study of eigenvalues of Jacobi matrices. The Gibbs average of the number of unpaired vertices may be given by an expression related to the resolvent of $\tilde{\Omega}_n$

$$\langle U \rangle_n = e^{2x} \text{Tr} \left[ (\tilde{\Omega}^2 + e^{2x} \mathbf{I}_n)^{-1} \right].$$

The limiting free energy of the monomer-dimer model can be related to the Lyapunov exponent corresponding to $\tilde{\Omega}_n$, denoted as $\gamma(x)$, in a form analogous to the Thouless formula. We have that

$$\lim_{n \to \infty} \frac{1}{n} \log Z_n = \gamma(0) - E \nu.$$
Our central limit theorem for the free energy may also be interpreted as a central limit theorem for the Lyapunov exponent, and the central limit theorem for the number of unpaired vertices as that for the resolvent. For more details about the spectral theory, we refer to [20].

8. Further Questions

8.1. CLT for Determinants of Random Band Matrices. It is not hard to adapt the methods for cylinder graphs for the so-called $h$-band graphs, i.e., the line graph where vertices $i$ and $j$ are adjacent iff $|i − j| ≤ h$. As per Section 7, a natural question is if one can apply these methods to the band matrices, weighted adjacency matrices of band graphs.

**Definition 6.** An $N \times N$ matrix $A$ is said to be a band matrix with band $h$ if $[A]_{ij} = 0$ for all $|i − j| > h$. In particular, Jacobi matrices are band matrices with band 1.

We do not have a similar combinatorial interpretation of the $h$–band determinant. However, it is interesting to see if one can identify the correct scaling and centering and then prove a Gaussian central limit theorem for the log determinant of $h$–band matrices, using the methods of Theorem 1.2. The issue that arises is that the error control required will be far more subtle as the signs of the permutations have to be taken into account, a problem entirely bypassed in the tridiagonal case.

8.2. Correlation Structure. An important question yet to be answered is that of the correlation structure and the precise decay. We avoided analyzing the correlation by comparing our partition function to the product of smaller partition functions and showed that the error is small. From the study of random tridiagonal operators, especially in the context of Anderson Localization, the correlation structure of the matching at the local level can be carried out in the case of $|H| = 1$. However, the matrix structure is absent in all other cases. Characterizing the correlation between unpaired vertices explicitly and analyzing the decay is an essential next step. Analysis of the $k$-point correlation structure would also help strengthen our result for Brownian motion convergence. We have proved convergence in the sense of finite-dimensional distributions; however, tightness at the process level remains open.

8.3. Higher Dimensional Lattices. Several of our results, most notably the variance bounds and the tightness of the Lee-Yang zeroes in the disordered setting, extend to more general classes of graphs. The bounded degree assumption is the only restriction. However, the subadditivity that we used to establish convergence of mean free energy and the unpaired vertex density is absent in any situation other than the 1-dimensional case described here. Any attempt to extend these results to higher-dimensional lattices such as $\mathbb{Z}^2$ will require an alternative method to prove the convergence of the mean free energy. One method is to try and work with the $d$–dimensional box of side length $2^n$, which we denote as $B_n$, and show that $\log Z_{B_n}$ satisfies a subadditivity condition. However, the error control is highly non-trivial in this case, as using a bound like ours results in errors of the same order as that of the partition function.
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