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Abstract—Wide-area control (WAC) of power systems is highly dependent on synchronized measurements provided by the phasor measurement units (PMUs). However, the contemporary measurement chain and the communication network are far from ideal. Therefore, it is essential to identify the impact of the availability and quality of the synchronized measurements, on the wide-area controller’s performance. This paper examines the effect of measurement errors and delays/dropouts on the damping capability of the wide-area controller. The measurement errors considered in this paper are according to the dynamic compliance requirements of the PMU during disturbances as it is imposed in the IEEE Synchrophasor Standard C37.118.1-2011. The delays are separated into measurement and feedback delays. The results indicate that delays along with dropouts significantly deteriorate the performance, while the consideration of only the measurement errors (steady state and dynamic) in the simulation environment has a minor effect on its operation. For this reason, a linear predictor is proposed to compensate effectively and timely all the system’s delays. The case studies are conducted on the IEEE 39-bus system and evaluated through the Prony analysis tool.

Index Terms—IEEE Synchrophasor Standard C37.118.1-2011, linear predictor, measurement and feedback delays, measurement errors, wide-area control (WAC).

I. INTRODUCTION

The electric power grid is a dynamic system, which continually increases in size and complexity. A major challenge due to these changes is the appearance of interarea oscillations, which are highly undesirable, since they can degrade the power quality and can even deteriorate the power system’s stability [1]. Interarea oscillations occur when one group of generators starts to swing against the generators of another group. These oscillations are characterized by low frequencies (0.1–1 Hz) [2]. To eliminate the interarea modes and furthermore, to increase the overall stability of the system, the concept of wide-area control (WAC) has emerged. The wide-area controller aims to utilize the synchronized measurements in order to develop suitable coordination signals, which enhance the damping performance of the generators’ local controllers in compensating effectively local and interarea oscillations [3], [4]. The availability of synchronized measurements, through the phasor measurement units (PMUs), is crucial for the WAC operation, since the observation of interarea oscillations is only possible through their utilization. However, just like other real-time monitoring and control applications [5], WAC can be fully and successfully performed when accurate and timely measurements are provided by the measurement system.

Although PMUs are offering significantly higher accuracy compared to the conventional measurement devices, they are still prone to precision errors mainly due to the uncertainty introduced by the measurement chain and more specifically by the instrument transformers [6], [7]. Instrument transformers are utilized to provide isolation from the high voltages and to step down the high voltage and current levels, to a level compatible with the measurement device that is connected to them [8]. In [7], a study took place considering the impact of the uncertainty of both measurement devices and instrument transformers on the accuracy of the weighted least squares state estimator. It has been illustrated that by obtaining weights of the measurements, based on the uncertainty of the whole measurement chain, the performance of the state estimator can be improved considerably. Furthermore, Khandeparkar et al. [9] and Pal et al. [10] presented methodologies for the instrument transformer calibration through the estimation of the unknown ratio errors according to synchronized measurements. Nuqui et al. [11] investigated the improvement in the accuracy of the phasor measurements, when optical instrument transformers are considered instead of the traditional ones. Finally, methods for the evaluation of the PMU measurement uncertainty are described in [12].

It is important to mention that for testing methodologies that are intended for dynamic conditions (such as the WAC that is based on PMUs), the PMU steady-state measurement errors (SSMEs) are commonly considered, which is not completely in line with reality (e.g., [13]). More specifically, the PMU measurement errors increase significantly during dynamic
conditions as it is reported in the IEEE Synchrophasor Standard C37.118.1-2011 [14]. This Standard is an updated version of the IEEE Synchrophasor Standard C37.118-2005 in order to incorporate the PMU dynamic compliance requirements as well. Furthermore, as it is clearly stated in [15], there is a need to investigate thoroughly the robustness of various synchrophasor applications to data quality issues, such as the data accuracy.

Apart from the measurement errors (which affect the precision of the synchronized measurements), another issue for the implementation of real-time applications is the fact that the communication networks are far from ideal. Generally, communication networks are characterized by data delays and dropouts [16]. The former occur during data exchange in a shared medium, while the latter can appear due to the noise in the communication lines [17]. In addition to the communication delays, the operational delays caused by the parts composing the real-time applications, are also significant [18]. Various studies have shown that the wide-area controller’s performance is vulnerable to the existence of data delays and data dropouts. In [19], a methodology to compensate the data dropout is presented, based on the observer-driven reduced copy approach in order to improve the performance of the wide-area controller. Furthermore, in [20], a Smith predictor was utilized to preserve the performance of the controller within specific limits during large delays. Nevertheless, the majority of the published papers on this matter either utilize a simplified expression of the measurement errors or they do not consider them at all.

Therefore, the main contributions of this paper are as follows.

1) The consideration of the measurement errors of both instrument transformers and PMUs according to the IEC 61869-2/3 (for instrument transformers) and IEEE C37.118.1-2011 (for PMUs) for evaluating the performance of the WAC under dynamic conditions.

2) The investigation of the effect of measurement delays (in the presence of measurement errors), feedback delays, and data dropouts due to the measurement and communication infrastructure on the WAC operation.

3) The use of an efficient linear predictor that is first applied to WAC for compensating measurement delays, feedback delays, and data dropouts.

Regarding the first contribution, to the authors’ best knowledge, this is the first work that considers the measurement errors of the PMUs during dynamic conditions (according to the IEEE C37.118.1-2011). Electro-magnetic transient (EMT) simulations on the IEEE 39-bus test system (see Fig. 1) are used to examine the behavior of the wide-area controller, while the Prony analysis tool is utilized to assess the damping performance of WAC for each case study.

The rest of this paper is organized as follows. Section II discusses the required wide-area measurements and briefly presents the methodology for the development of the WAC signals. The effect of the instrument transformers and the PMU measurement errors on the WAC damping performance is presented in Section III. In addition, Section IV shows the respective results of the WAC when measurement and feedback delays are considered in the simulation along with dropouts and the achievable improvement of the controller performance when an advanced linear predictor is proposed and implemented. Finally, conclusion is provided in Section V.

**II. WAC FORMULATION**

In this section, the wide-area measurements required for the formulation of the WAC and the development of the latter are presented. The wide-area controller utilized in this paper is based on the hierarchical controller proposed in [21]. This methodology develops a wide-area controller based on synchronized measurements and the reformulation of the system into a suitable and closed form.

**A. Wide-Area Measurements**

The PMUs (like any other measurement device) are connected to the instrument transformers as shown in Fig. 2, which represents a simplified measurement chain [22]. Therefore, the accuracy of the synchronized measurements is highly dependent on the precision of the instrument transformers. In this paper, it is assumed that PMUs are installed at all the generator buses (see Fig. 1) in order to provide all the necessary wide-area measurements and the overall error of the measurement chain will be considered to assess the WAC damping capability.
The wide-area (synchronized) measurements, which are required in order to apply the methodology of [21] are the generators’ terminal voltage magnitudes ($v_t$), frequencies ($f$) and rotor angles ($\delta$). The first two can be provided by a PMU. In [21], the rotor angle is assumed to be known. However, this is not the case in reality, as most of the commercial PMUs cannot measure the rotor angle directly. Therefore, in this paper, $\delta$ is estimated based solely on synchronized measurements. This step is needed in order to derive all the WAC inputs from the simplified measurement chain of Fig. 2.

For this purpose, the synchronous generator phasor diagram of Fig. 3 is utilized [23]. More specifically, it illustrates the behavior of the generator under transient conditions, neglecting only the damper winding (note that the stator resistance is included as well). By utilizing the phasor diagram, one can derive an expression of the rotor angle based on known quantities. This is achieved from the decomposition of all the vectors into the d–q axes. By considering only the d-axis, the following equation results

$$v_t \sin (\delta) = -r_x i \sin (\delta + \varphi) + (x'_d + x_q) i \cos (\delta + \varphi) \tag{1}$$

where $i$ represents the terminal current of the generator and $\varphi$ is the difference between the phase angle measurements of voltage and current.

Using the trigonometric identities for sine and cosine in (1), the following expression is derived for the rotor angle with respect to the terminal voltage magnitude of the generator:

$$\tan(\delta) = \frac{(x'_d + x_q)i \cos(\varphi) - r_x i \sin(\varphi)}{v_t + (x'_d + x_q) i \sin(\varphi) + r_x i \cos(\varphi)} \tag{2}$$

Looking at (2), one can realize that by knowing the generator parameters ($x_d, x_q$, and $r_x$), the rotor angle can be estimated only from PMU measurements. Therefore, by considering the rotor angle estimation, the synchronized measurements required by the wide-area controller are now the generator’s terminal voltage (magnitude and angle), its terminal current (magnitude and angle), and its frequency.

### B. Development of Wide-Area Signals

The main idea of the methodology in [21] is first to reformulate the power system into a closed form and then to perform a change of variables in order to obtain a new state-space representation of the power system. These new dynamic equations will have as state variables the terminal voltages of the generators, expressed in their local d–q frame ($v_d$ and $v_q$). To acquire this kind of expressions, the generator’s fourth-order model is utilized (as suggested in [24]), along with the stator dynamic equations. The former illustrates the relationship between the internal voltages ($e_d$ and $e_q$), the stator currents ($i_d$ and $i_q$), and the field voltage ($e_{f_d}$), as shown in (3) and (4). The latter represents the connection of the terminal voltages with the internal voltages and the stator currents [see (5) and (6)]

$$T_{do} e_{q_d} = -e_{q_d} - (x_d s_d - x'_d s'_d) i_d + e_{f_d} \tag{3}$$
$$T_{qo} e_{d_q} = -e_{d_q} + (x_q s_q - x'_q s'_q) i_q \tag{4}$$
$$v_d = e'_d - r_s i_d + x'_d i_q \tag{5}$$
$$v_q = e'_q - r_s i_q - x'_q i_d \tag{6}$$

where $T_{do}$ and $T_{qo}$ represent the open-circuit time constants, while $x_d, x_q, x'_d$, and $x'_q$ are the generator’s synchronous and transient reactances, all expressed in the local d–q frame. Furthermore, $r_s$ is the stator resistance. All the quantities are in per unit, except the time constants, which are in seconds.

The procedure to derive the new dynamic equations can be summarized in three steps. The goal is to utilize the new state space representation, in order to develop suitable coordination signals, able to increase the damping performance of the local controllers. For more information, the methodology has been fully explained in [21].

1) Voltages of the nongenerator buses are expressed in terms of the generator bus voltages.
2) The internal voltage and stator current of each generator are expressed in terms of its terminal voltage.
3) The derived expressions are substituted in (3) and (4).

The result is the following new state-space representation of the $i$th generator

$$\dot{v}_d = a_1 v_{d_i} + a_2 v_{q_i} + p_1 e_{f_d} + \psi_{d_i} \tag{7}$$
$$\dot{v}_q = b_1 v_{d_i} + b_2 v_{q_i} + p_2 e_{f_d} + \psi_{q_i} \tag{8}$$

where $a_1, a_2, b_1, b_2, p_1$, and $p_2$ are parameters, which actually depend on the elements of the admittance matrix and the parameters of the generators. Furthermore, $\psi_d$ and $\psi_q$ represent the coupling perturbation terms (or intergenerator interactions) from other generators on the $i$th generator. Detailed expressions of all these parameters are included in [21].

The WAC signals can be derived based on the new dynamic equations now, by first replacing the $v_d$ and $v_q$ variables in (7) and (8), with their difference compared to their steady-state values ($dv_d$ and $dv_q$) and by decomposing the excitation signal $e_{f_d}$ into a local and a global part. The coordination signals are then obtained by choosing the global signal to explicitly cancel out all the intergenerator interactions ($\psi_{d_i}, \psi_{q_i}$). This results to the following expression for the exciter coordination:

$$e_{f_d}^g = \frac{-\left(\psi_{d_i} dv_{d_i} + \psi_{q_i} dv_{q_i}\right)}{p_1 v_{d_i} + p_2 v_{q_i}} \tag{9}$$

Fig. 3. Phasor diagram of a synchronous generator under transient conditions, without including a damper winding.
III. EFFECT OF INSTRUMENT TRANSFORMER AND PMU ERRORS

This section analyzes the errors of the measurement chain considered in this paper, as well as the simulation results of the WAC performance in the presence of these errors.

A. Measurement Errors

As illustrated in Fig. 2, the measured quantities pass first through the instrument transformers and then through the PMU. Therefore, the errors affecting the WAC input signals are separated into the ones introduced by the sensing elements and the ones from the measurement devices. According to [7], these errors occur either due to random effects or due to systematic effects (existence of a constant “uncertainty” source). In this paper, it is assumed that instrument transformers are properly calibrated to compensate all sources of systematic errors [22].

According to [11], the overall measurement error can be taken as the aggregation of the individual errors from the instrument transformers and the PMU, since the measurements of the former are transferred directly to the latter. In the case, that no information about the probability distribution of the errors is available, a uniform distribution with the maximum errors (provided by the manufacturer) as upper and lower limits can be used [12]. As a result, the following expressions for the actual measurements provided by the PMUs, in terms of their ideal network values can be derived as

\[
\begin{align*}
    v_{PMU} &= v_{ideal}(1 + \epsilon_{PMU}^\theta)(1 + \epsilon_{VT}^v) \\
    \theta_{PMU} &= \theta_{ideal} + \epsilon_{PMU}^\theta + \epsilon_{VT}^\theta \\
    i_{PMU} &= i_{ideal}(1 + \epsilon_{PMU}^i)(1 + \epsilon_{CT}^i) \\
    \theta_{PMU} &= \theta_{ideal} + \epsilon_{PMU}^\theta + \epsilon_{CT}^\theta \\
    f_{PMU} &= f_{ideal} + \epsilon_{PMU}^f
\end{align*}
\]

where \(\epsilon_{PMU}, \epsilon_{VT},\) and \(\epsilon_{CT}\) stand for the measurement errors of the PMU, the voltage transformer (VT), and the current transformer (CT), respectively. The angle \(\theta\) is the phase of the measured quantity. Equations (10) and (12) reflect the magnitude of the measured quantities, while (11) and (13) their phase. Note that the error in \(\delta\) results from the propagation of all the measurement errors of (10)–(13) through (2).

Tables I and II summarize all the data regarding the maximum measurement errors of the instrument transformers and the PMUs, respectively, which are considered as the maximum limits of the uniform distributions utilized to simulate the errors in (10)–(14). Without any loss of generality, the instrument transformers considered in this paper, have an accuracy class of 0.5. Note also that the CT maximum error changes according to the loading conditions of the transformer, with respect to its rated current. In Table I, the maximum measurement errors at 100% loading are used. The measurement errors utilized for the instrument transformers are all according to the IEC 61869-2 [25] for the CTs and the IEC 61869-3 [26] for the VTs. Furthermore, it is worth mentioning that the PMU data of Table II, which correspond to steady-state conditions (as reported in the data sheet of [27] and in [7]), comply with the steady-state requirements of [14].

However, when dynamic conditions take place in the power system (e.g., due to a fault), the steady-state PMU measurement errors cease to be valid. For this reason, the dynamic compliance requirements of the IEEE Synchrophasor Standard C37.118.1-2011 [14] are utilized in this paper in order to identify the appropriate dynamic measurement errors to be considered, as it will be shown in the following section. In [14], the dynamic compliance guidelines are provided for two performance class PMUs: the P-class (intended for protection applications) and the M-class (intended for analytic measurement applications). WAC requires the existence of the latter class in the system, and therefore, the specifications for the M-class PMUs are considered in this paper. These requirements include the limits of the total vector error (TVE), the frequency error (FE), and the rate of change of FE (RFE). Note that TVE is a quantity, which comprises both the amplitude and phase errors as specified in [14].

B. Effect of Measurement Errors on the WAC Performance

The impact of the measurement errors due to the simplified measurement chain of Fig. 2 on the WAC operation are evaluated through simulations. For this reason, the IEEE 39-bus dynamic test system (see Fig. 1) has been used, where generators are equipped with their own local controllers (exciter and governor). More specifically, the exciter DC2A and the general purpose governor are adopted. The test system and the WAC are constructed in MATLAB/Simulink, where discrete-time EMT simulations are executed.

The objective of this section is to assess the damping capability of the WAC in the presence of measurement errors. This can be achieved through the comparison of the WAC performance with and without measurement errors (the case without measurement errors is hereafter referred as “ideal damping”). For the successful operation of the wide-area controller, both local and interarea oscillations should be compensated. Therefore, the terminal voltage of the generators is utilized as the local signal, while the speed difference between two distant generators is considered to follow the interarea oscillation damping. In this case study, a three-phase grounded fault is assumed to occur...
Fig. 4. Measurement signals from G2 during a fault. (a) Voltage measurements. (b) Current measurements.

Table III

| Signal Type | Max TVE (%) | Magnitude (pu) | Phase Angle (degrees) | Frequency (Hz) | Time Interval (s) |
|-------------|-------------|----------------|-----------------------|----------------|-------------------|
| Voltage     | 12          | ±5.4           | ±3.5                  | ±0.3           | 0.07              |
| Current     | 3           | ±6.1           | ±4.58                 | ±0.3           | 0.07              |

The WAC performance evaluation is carried out by utilizing the Prony analysis, which provides all the information for the power system stability. More specifically, Prony analysis is a measurement-based method, which is used for ringdown analysis and for small-signal properties’ extraction of damped signals [2]. It is worth mentioning that the Prony method is extensively utilized in the reports of various well-established organizations for analyzing the appearance of interarea modes in the system, such as the ENTSO-E [29]. The significant advantage of this methodology is that it does not require a model of the system and it provides accurate mode estimation since it is applied on the actual response of the system. The objective is to extract the damping ratio ($\zeta$) and frequency ($f$) of local and interarea modes. A higher damping ratio means the better WAC performance. Due to space limitations, only selected terminal voltages and speed differences from the IEEE 39-bus, will be utilized for the graphical illustrations.

Fig. 5 depicts the simulation results for the terminal voltage of G2 and the speed difference between G7 and G10 ($w_7 - w_{10}$).

Actually, it represents a comparison of the system’s response between the scenarios where no WAC exists in the system (No WAC), the ideal damping, when only the SSMEs are considered, and the scenarios where the dynamic measurement errors (DME 1 and DME 2) occur during the disturbance (according to the data of Table III). Note that DME 1 corresponds to 8% TVE while DME 2 corresponds to 12% TVE. In both scenarios, the TVE on the current phasor measurements is kept to 3%. Based on Fig. 5, it can be seen that the overall measurement error introduced by the measurement chain (in the case of both the steady state only
and the appropriate dynamic PMU measurement errors during the fault) has negligible effect on the performance of the wide-area controller in compensating local and interarea oscillations. This result can be further supported by the Prony analysis results of Table IV, where it is evident that the damping ratio is extremely close for each case for all the respective modes. The outcome of this case study illustrates clearly that if all the necessary inputs are originated from PMUs, they can be used directly to the wide-area controller without compromising the stability of the system. Therefore, the usage of a state estimator for filtering the measurement errors can be avoided (decreasing that way the overall application delays) and it should be considered for estimating only any unknown WAC inputs.

### IV. Impact of Measurement Errors and Delays

In this section, the WAC behavior is studied when realistic measurement/feedback delays, dropouts, and errors occur simultaneously. This is one of the contributions of this paper as the usual case is to test the wide-area controller methodologies under the event of data delays/dropouts only or by combining them with steady-state PMU errors. In addition, a linear predictor is proposed in the examined scenario, in order to illustrate the improvement on the wide-area controller’s performance, when the measurement/feedback delays and data dropouts are effectively compensated.

#### A. Measurement/Feedback Delays and Data Dropouts

Measurement delays occur due to the data processing and transfer of measurements and they are generally known to be the main reason for the degradation of the WAC damping capability, along with data dropouts [3], [20]. Data dropout is an unpredictable phenomenon, which results due to transmission errors/noise or buffer congestion [19]. As it was aforementioned in Section I, the majority of the works, which investigate the effect of data delays/dropouts on WAC, are either utilizing a simplified steady-state expression for the measurement errors or they do not consider them at all. However, in reality the data delays/dropouts take place along with the overall errors of the measurement chain (which change during disturbances). Therefore, the consideration of all of them in the simulation is essential for obtaining more realistic results.

![Fig. 6. Measurement delays included for the data transfer between the PMUs, the local PDCs (Level 1) and the regional PDC/WAC (Level 2), and feedback delays from the WAC to the local controllers.](image)

In various studies, measurement delays are taken as constant or time-varying (e.g., [17]), but in reality they have a random nature due to the existence of diverse communication channels and data traffic. According to the IEEE Synchrophasor Standard C37.118.2-2011, the delays of the measurement infrastructure are defined as the interval from the time when a signal has a certain value until the time when the measurement is used by the application. Measurement delays are separated into the measurement process delays and the communication delays [30]. The measurement process delays include the sampling procedure, the filtering and the data processing/alignment delays. The communication delays are due to the distance, the medium type, the data buffering, and the time required to send each bit. Some available studies do not consider that there is also a delay on the feedback control signal (from the WAC to the local controllers), and therefore, they concentrate only on dealing with the delays between the PMUs and the wide-area controller (e.g., [3] and [17]). However, especially the inclusion of the former is equally important since it can adversely impact the operation of WAC, and thus, it can jeopardize the stability of the whole system. In this paper, delays in both directions (measurement and feedback delays) are taken into account for obtaining more realistic results, as it is illustrated in Fig. 6. Since there is no measurement procedure into the path of the feedback signal, a small Gaussian noise is considered along with the feedback delays to simulate the channel noise. Note here that the feedback delays consist of the application delays (processing of the end device and the application methods) and the communication delays that are associated to the transfer of the WAC signals back to the system. Since both, measurement and feedback delays utilize the communication infrastructure, data dropouts are considered to occur along with these delays.

For the simulation of the measurement delays and the feedback delays, combinations of three different probability distribution functions (PDFs) are utilized in the delay models. The PDFs considered in this paper are the Uniform [31], Beta [32], and Gamma [33] distributions. More specifically, Table V summarizes the examined cases and the adopted parameters of the
TABLE V
EXAMINED CASES AND PDF PARAMETERS

| Case | Measurement Delay Model | Feedback Delay Model |
|------|--------------------------|----------------------|
| I    | Uniform (max=250, min=50) | Gamma (x=30, y=3)   |
| II   | Uniform (max=250, min=50) | Beta (c=18, d=188)* |

where x and y are the shape and scale parameters of the gamma PDF, while c and d represent the first and second shape parameter for the beta PDF.

*Note that the beta PDF is in seconds, while Uniform and gamma are in ms.

PDFs in each case. The Uniform distribution is adopted for modeling the measurement delays, since various sources of delay exist in the communication path from the PMUs until the WAC. Beta and Gamma are used to model the feedback delays, as they are typical PDFs for simulating packet-based networks. Furthermore, it is important to mention that the range of the measurement delays utilized in this paper is [50–250] ms, while for the feedback delays is [40–160] ms. Note that Fig. 7 illustrates the measurement delays (for one PMU) and feedback delays (for one control signal), along with the data dropouts considered in the simulation.

Regarding the lower bound of the measurement delay range (50 ms), this was selected to be in line with the IEEE Synchrophasor Standard C37.118.2-2011. As it is reported in this standard, typical delays from a PMU to the Phasor Data Concentrator (PDC) are between 20 and 50 ms and each level above adds additional delays in the range of 30–80 ms [30]. Therefore, as it is depicted in Fig. 6, the simulation considers local PDCs on the first level and a regional PDC to the WAC application on the second level. The upper bound of the considered range is selected to be 250 ms, according to the relatively high delays reported in [34]. Note that the minimum delay of 50 ms is also in line with the measurement reporting latency compliance of [14], which is 5/(PMU reporting rate) for the M-class PMUs. In this paper, the reporting rate is 100 phasors/second.

As it was aforementioned, the PDC concept is considered in this paper in order to forward the PMU data to the wide-area controller. The reporting rate of the PDC can be selected based on the range of the measurement delays. More specifically, the minimum rate at which it can operate (in order to take into account the data delays of the measurements) is 50 ms. The problem that arises here is that at 50 ms very few measurements will arrive to the PDC on time. Therefore, the “absolute wait time” concept has been applied in the PDC, as it is specified in the IEEE Synchrophasor Standard C37.244-2013 [35]. This represents the maximum time that various measurement-based tools (such as the PDC) can wait for the synchronized measurements to arrive after the expected timestamp [16]. If the “absolute wait time” expires, the PDC utilizes the previously received measurement and it discards any delayed data received afterward. In this way, the packet disorder is avoided. The time interval that the PDC can wait for the measurements to arrive is considered to be 20 ms. This is an extra time added to the minimum reporting rate (50 ms). Therefore, the “wait time” and, thus, the maximum reporting rate of the PDC is equal to 70 ms. In the case where all the measurements are received before the “wait time” expires, the PDC forward them directly to the WAC.

In order to investigate the effect of the measurement and feedback delays on the WAC performance, the same test system and disturbance (as were described in Section III-B) are considered. Therefore, the same dynamic measurement errors are applied here too. In this sense, the measurements in this case are affected by measurement errors, delays, and dropouts. The negative effect of the delays and dropouts on the WAC performance can be seen graphically and numerically in Fig. 8 and Table VI, respectively. As shown, in all the examined cases, the data delays can impact negatively the damping capability of the wide-area controller, leading the system to even instability. More specifically, the WAC is unable to damp the local and interarea oscillations in the presence of delays/dropouts. Note that this is also evident when the local and interarea damping ratios of Cases I and II are considered (see Table V), which are lower than the No WAC scenario of Table IV. Therefore, the inclusion of a data delay compensator is essential for the WAC operation.

B. Linear Predictor

To compensate the measurement delays, it is a common practice to utilize predictors in the architecture, in order to restore timely any lost measurements. Various methodologies have been proposed to address this issue, such as the Smith Predictor [20], extended Kalman filter (EKF) [36], and Holt’s linear exponential smoothing [6]. However, the performance/accuracy of the majority of these methods is directly dependent on the model of the system that they are using. The main drawback of such model-based methods is that when larger systems are considered, more detailed models are required, and thus, the complexity and processing time increases rapidly. Furthermore, as pointed out in
Fig. 8. Comparison of the WAC performance for the delays of Cases I and II, when no delay compensation exists and when the conventional and proposed predictors are utilized, considering (a) and (b) the local oscillation of the terminal voltage of G2, and (c) and (d) the interarea oscillation between G7 and G10 for each case.

### Table VI

| Type       | Uniform-Gamma Delay | ConvLP | PropLP |
|------------|---------------------|--------|--------|
| Local mode | 2.93                | 1.3    | 1.08   |
|            |                     |        | 1.3    |
|            |                     |        | 11.7   |
|            |                     |        | 1.2    |
| Interarea mode | 21.2              | 0.69   | Instability |
|            |                     |        | 30.3   |
|            |                     |        | 0.75   |

| Type       | Uniform-Beta Delay | ConvLP | PropLP |
|------------|--------------------|--------|--------|
| Local mode | 2.61               | 1.4    | 2.95   |
|            |                    | 1.4    | 11.5   |
|            |                    | 1.2    |
| Interarea mode | 21.5            | 0.70   | 13.9   |
|            |                    | 0.67   | 31.7   |
|            |                    | 0.62   |

To overcome this issue, predictors which are based only on measured data are implemented. An example is shown in [37] where an adaptive time delay compensator is implemented based on several lead-lag filters (each one is appointed to a different time interval). As clearly stated in [37], this methodology suffers from various disadvantages. More specifically, it fails in the case of frequent delay changes or in the presence of large delays, which can lead the system to instability. Furthermore, the implementation of a prediction-based hierarchical delay compensation method is presented in [38], which is developed by considering a linear prediction (LP). The utilization of LP is also adopted for increasing the simulation accuracy of distributed real-time simulators, as shown in [39]. Although the measurement-based predictors of [37] and [38] show promising results, they both suffer from processing time issues (in larger systems) since they...
derive several predictions at each iteration for each feedback control signal and they select the appropriate one at the local controller’s (actuator) level. In addition, both methodologies totally disregard the existence of data dropouts in the network, which can even lead the system to instability.

Characteristics of some of the aforementioned model-based and measurement-based methodologies for data delays/dropout compensation are summarized in Table VII. Note that none of these methods considers the existence of measurement errors (which can potentially affect the prediction) and that only one includes the compensation of the data dropouts. A faster and less complex predictor is proposed by the authors in [40], which is based on autocorrelation linear predictive coding (LPC). The overall idea is that any future signal sample (\( \hat{u}_{M+1} \)) can be approximated as a linear combination of its present (\( u_M \)) and a finite number of past samples (\( u_i \)). This can be achieved by determining the coefficients of the linear predictor (\( a_k \)) in a way that they will minimize the prediction error in the least squares sense (16).

\[
\hat{u}_{M+1} = -(a_2 u_M) - (a_3 u_{M-2}) - \cdots - (a_{N+1} u_{M-N+1})
\]

\[
\min \| U \tilde{a} - b \| \tag{16}
\]

where

\[
\tilde{a} = [a_2 \cdots a_{N+1}]^T
\]

\[
b_i = [u_2 \cdots u_M 0 \cdots 0]^T
\]

\[
U = \begin{bmatrix}
    u_1 & u_2 & \cdots & u_i & \cdots & u_M & 0 & \cdots & 0 \\
    0 & u_1 & u_2 & \cdots & u_i & \cdots & \cdots & \cdots & 0 \\
    \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
    0 & \cdots & 0 & u_1 & \cdots & \cdots & \cdots & \cdots & u_M
\end{bmatrix}^T
\]

Note that \( N \) represents the size of the coefficient vector \( \tilde{a} \) and the window length that holds the present and a finite number of the past signal samples, required for the prediction. According to various tests on the IEEE 9 and 39-bus test systems, an \( N = 20 \) is found sufficient for accurate predictions.

In this case study, a more advanced linear predictor is implemented to address the measurement/feedback delays effectively and timely. More specifically, the linear predictor presented in [40] requires the prediction error resulted from the previous prediction step to be added on the next prediction. This has, as a result, to keep the predicted value relatively close to the actual value of the measurement. However, this technique is especially effective when small delays occur (~20 ms), and therefore, the majority of the signals samples \( u_i \) (which are used in the LPC process) are the actual values of the measured signal. Due to the fact that in this paper large delays are considered; the \( u \) vector will consist mostly of previous predictions. To acquire better and more accurate predictions in this case, the following expression has been utilized:

\[
\hat{u}_{M+1} = -(a_2 u_M) - (a_3 u_{M-2}) - \cdots - (a_{N+1} u_{M-N+1}) + (k_2 P_M) + (k_3 P_{M-1}) + \cdots + (k_{N+1} P_{M-N+1}) + e_{prd} \tag{17}
\]

\[
k_i = \frac{-\Delta_{i-1}}{P_i} \tag{18}
\]

\[
e_{prd} = |\hat{u}_M - u_M| \tag{19}
\]

where \( k_i \) is the reflection coefficients, which result from the autocorrelation LPC procedure and \( P_i \) stands for the prediction error power of each of the previous predictions. \( \Delta_{i-1} \) is actually the cross correlation of the forward prediction error and the unit delayed backward prediction error. \( e_{prd} \) represents the prediction error feedback, as it is introduced in [40]. Note that in the case where \( u_i \) data arrive before the “wait time” expires (and therefore, the predicted value is not utilized), the prediction error power \( P_i \) = 0. It is important to mention here that whenever a new signal sample arrives (either the actual or the predicted one) the LPC procedure estimates the new linear predictor coefficients \( a_k \) and the reflection coefficients \( k_i \) according to (16) and (18).

The proposed linear predictor (PropLP) is considered to compensate the impact of the data delays in Cases I and II (see Fig. 8 and Table VI). To the authors’ best knowledge, this is the first time that a linear predictor of this type is utilized in WAC applications. Note that the same PDFs and delay ranges (as described in the previous section) are considered here as well, along with data dropouts and measurement errors, which are applied on the measured signals. Furthermore, it is worth mentioning that linear predictors are placed both on the wide-area controller and on the generator local controllers (exciter) as shown in Fig. 6, to compensate effectively the measurement delays and the feedback delays, respectively.

Apart from the PropLP, a conventional LP (ConvLP) according to (15) is also considered into the simulations. This is done in order to present the significant improvement of the WAC performance when the proposed scheme is utilized. Fig. 8 and Table VI illustrate the simulation results for the compensation of the local and interarea oscillations when the same three-phase grounded fault occurs. As shown, the inclusion of the PropLP in the WAC scheme improves considerably the damping performance of the system, compared to the case where the data delays/dropouts are left uncompensated. More specifically, the consideration of
TABLE VIII
MSE OF THE DELAYED SIGNAL AND THE TWO LPs

| Measurement | No LP | ConvLP | PropLP |
|-------------|-------|--------|--------|
| $\gamma$    | 0.0036| 0.9403 | 0.0025 |
| $\delta$    | 0.0084| 0.3099 | 0.0074 |

the proposed predictors in the simulation makes the wide-area controller capable of bringing the system back to stability. Conversely, the utilization of the ConvLP is unable to compensate effectively the data delays/dropouts, leading the system to instability. This is also confirmed through the Prony analysis results of Table VI. Here, it can be seen that the WAC combination with the PropLP achieves high damping ratios, while the damping ratios drop significantly in the cases of the conventional predictor or when no delay compensation is considered at all.

Accuracy information regarding the approximation of the nondelayed signal for all the three examined cases (No LP, ConvLP, and PropLP) is provided in Table VIII. In particular, the mean square error (MSE), calculated as shown in (20), is tabulated. As it is illustrated the MSE of the ConvLP is much larger than the other two cases. This is because the prediction error feedback ($\epsilon_{pr/d}$) is not considered at all in (15), in order to improve the future predictions. In contrast, as clearly shown in (17), the PropLP considers the prediction error power along with the prediction error feedback in the calculation of the future predictions.

$$\text{MSE} = \frac{1}{L} \sum_{i=1}^{L} (\bar{Y}_i - \hat{Y}_i)^2$$

(20)

where $L$ is the total number of the data points considered, $Y_i$ stands for the nondelayed signal and $\hat{Y}_i$ represents either the delayed signal in the case where there is no delay compensation (No LP) or the compensated signal when a linear predictor is used (ConvLP/PropLP). All these results indicate both the effectiveness of the PropLP and the necessity of having an accurate linear predictor in the WAC architecture.

V. CONCLUSION

This paper presents an investigation regarding the WAC performance under measurement errors (of both, instrument transformers and PMUs) and data delays/dropouts combined with errors. This paper suggests the use of a PropLP to compensate all the delays/dropouts. The measurement errors considered in this paper are implemented to comply with the dynamic compliance requirements of the IEEE Synchrophasor Standard C37.118.1-2011 in order to obtain realistic measurements during a disturbance. All the case studies are executed using the IEEE 39-bus test system under a three phase to ground fault using EMT analysis. As it can be concluded by the graphical and numerical simulation results, the measurement chain’s errors do not have a severe impact on the WAC performance. Conversely, the appearance of measurement and feedback delays, along with data dropouts, can impact significantly the power system stability. More specifically, combinations of three different PDFs (Uniform, Beta, and Gamma) are considered to model the measurement and feedback delays. The results indicate that in the presence of data delays and dropouts the WAC damping performance is deteriorated. In order to compensate such delays, a linear predictor is proposed to be utilized in the WAC scheme, which increases significantly the damping capability of the wide-area controller. By using the PropLP, the WAC becomes capable of bringing the system back to stability.

In conclusion, based on the results of this paper, in a system where all the required WAC inputs originate from PMUs, their direct use in the wide-area controller after the alignment is recommended (reduce the application delays). This is because, data delays and dropouts are found to be the actual threat of the WAC operation and not the measurement errors. Furthermore, it is identified that the existence of an effective prediction scheme capable of compensating both the measurement and feedback delays is crucial for maintaining the system’s stability.
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