ABSTRACT
Knowledge Graph (KG) errors introduce non-negligible noise, severely affecting KG-related downstream tasks. Detecting errors in KGs is challenging since the patterns of errors are unknown and diverse, while ground-truth labels are rare or even unavailable. A traditional solution is to construct logical rules to verify triples, but it is not generalizable since different KGs have distinct rules with domain knowledge involved. Recent studies focus on designing tailored detectors or ranking triples based on KG embedding loss. However, they all rely on negative samples for training, which are generated by randomly replacing the head or tail entity of existing triples. Such a negative sampling strategy is not enough for prototyping practical KG errors, e.g., (Bruce Lee, place_of_birth, China), in which the three elements are often relevant, although mismatched. We desire a more effective unsupervised learning mechanism tailored for KG error detection. To this end, we propose a novel framework - Contrastive knowledge Graph Error Detection (CAGED). It introduces contrastive learning into KG learning and provides a novel way of modeling KG. Instead of following the traditional setting, i.e., considering entities as nodes and relations as semantic edges, CAGED augments a KG into different hyper-views, by regarding each relational triple as a node. After joint training with KG embedding and contrastive learning loss, CAGED assesses the trustworthiness of each triple based on two learning signals, i.e., the consistency of triple representations across multi-views and the self-consistency within the triple. Extensive experiments on three real-world KGs show that CAGED outperforms state-of-the-art methods in KG error detection. Our codes and datasets are available at https://github.com/Qing145/CAGED.git.
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been employed as synthetic labels to train detectors in supervised KG error detection methods [16, 18].

However, negative samples employed by existing models bring an inherent limitation. Given a positive triple \((h, r, t)\), the corresponding negative samples are generated by randomly replacing the entities, i.e. \(h\) or \(t\). Such a negative sampling strategy is not enough for prototyping practical KG errors. For instance, given a true triple \((\text{Newton}, \text{Nationality}, \text{England})\), they may randomly generate \((\text{Newton}, \text{Nationality}, \text{Google})\). But real-world errors often have more complex patterns, e.g., \((\text{Bruce_Lee}, \text{place_of_birth}, \text{China})\), in which the three elements are mismatched but often relevant, since Lee was born in the Chinatown area of San Francisco. To this end, we desire a more appropriate way to enable effective detection.

As an alternative self-supervised learning technique [19–21], contrastive learning has proven effective in many network analysis tasks [22–26], e.g. classification [27], link prediction [28], and recommender systems [29]. Previous study [30, 31] have already extended the power of contrastive learning for error detection in computer vision and demonstrates its superiority under various error detection scenarios. Using data transformations, it first creates distinct views of the original data, and then learn the representations by maximizing agreement of each instance’s representation among different views. By contrasting and learning between the elaborate instance pairs, the model can capture informative features for distinguishing errors without manual labels.

In spite of the wide applications of contrastive learning, we argue that it is nontrivial to explore it for KG error detection. Basically, there are two major challenges. First, defining views on KGs is not a trivial task, given that KGs and errors have unique data structure. Most existing graph contrastive learning frameworks rely on graph-level augmentations such as node dropping, edge perturbation, subgraph sampling or matrix diffusion [24, 26] to create different views of graphs. However, these graph-level augmentation methods are not suitable for KG error detection. A pure KG is actually a set of triples, thus detecting errors on the KG is equal to identifying noisy triples. Existing graph contrastive learning frameworks, that focus on entity or graph-level contrasting, benefit little for learning rich and distinguishing representations at triple level. Additionally, existing graph augmentation methods are designed for network embedding, which could boost the robustness of the learned representations but at the price of damaging the underlying distribution of potential errors. Taking node dropping and edge perturbation as typical examples, they would change the structure of potential noisy triples or even introduce new erroneous triples, which makes the detection task more challenging. Second, existing graph encoders would not take anomalies or errors into consideration. As a result, potential erroneous triples may also contribute significantly during the message-passing process, which lead to suboptimal performance in error detection. Thus, a robust error-aware graph encoder is desired, aiming to alleviate the impact of errors and perform effective learning.

To this end, we formally define the problem of KG error detection, and investigate two research questions. ❶ How to construct appropriate different views of a KG to conduct effective contrastive learning? ❷ How to perform error-aware KG encoding that is tailored for error detection? To answer these questions, we propose an effective framework named ContrAsitive knowledge Graph Error Detection (CAGED). Our major contributions are listed as follows.

- We develop a framework - CAGED, which could perform effective error detection by integrating contrastive learning and KG embedding.
- We design a new KG augmentation mechanism to enable appropriate contrastive learning in CAGED. It generates different views of a KG at the triple level and avoids under-mining the underlying structure of potential errors.
- We present an error-aware graph encoder - EaGNN, to model triple representations for each view. It adopts a tailored gated attention mechanism to block the information propagation from erroneous triples.
- We conduct empirical studies on three real-world KGs. Experimental results show that CAGED outperforms state-of-the-art error detection algorithms.

### 2 PROBLEM STATEMENT

**Notations:** We use an uppercase bold alphabet (e.g., \(W\)) to denote a matrix and a lowercase bold alphabet (e.g., \(x\)) to represent a vector. The transpose of a matrix is denoted as \(W^T\). We use \(\|x\|_2\) to represent the \(l^2\) norm of a vector. The operation \(x = [h; r; t]\) denotes concatenating column vectors \(h\), \(r\), and \(t\) into a new column vector \(x\). We list the major symbols in this paper in Table 1. Let \(\mathcal{G}\) denote a KG that contains a set of triples. Each triple is composed of a head entity \(h\), a relation \(r\), and a tail entity \(t\), represented as \((h, r, t)\). We formally define KG errors at the triple level.

**Definition 1. Knowledge Graph Errors.** Given a triple in a KG \((h, r, t)\), if there is a mismatch between head/tail entities and its relation \(r\), then this triple \((h, r, t)\) is an error. E.g., \((\text{Bruce_Lee}, \text{place_of_birth}, \text{China})\) and \((\text{Bill_Gates}, \text{CEO}, \text{Google})\) are errors.

In this paper, we employ a metric named confidence scores [32], ranging from 0 to 1, to indicate the degree of triples being correct. False triples should have confidence scores close to 0. We formally define the problem of KG error detection as follows.

| Table 1: Major notations and definitions. |
|-------------------------------|--------------------------------------------------|
| **Notations** | **Descriptions** |
| \(\mathcal{G}\) | a knowledge graph with errors |
| \((h, r, t)\) | a triple with head entity \(h\), relation \(r\), tail entity \(t\) of all entities and all relation types |
| \((e_h, e_r, e_t)\) | embedding representations of \(h\), \(r\), and \(t\) |
| \(\mathcal{T}\) | view I of \(\mathcal{G}\), i.e., a graph with triples as nodes |
| \(\mathcal{T}'\) | view II of \(\mathcal{G}\), i.e., a graph with triples as nodes |
| \(x_i\) | representation of \(i^{th}\) triple learned from \(\mathcal{T}\) |
| \(z_i\) | representation of \(i^{th}\) triple learned from \(\mathcal{T}'\) |

Given a KG \(\mathcal{G} = \{(h, r, t)\}\), we aim to find an optimal rating model \(p_o : (h, r, t) \rightarrow \mathbb{R}^{(0,1)}\) with our proposed training framework such that \(p_o(h, r, t)\) accurately denotes the probability of triple \((h, r, t)\) being a defined error in Def 1. The performance of the framework is evaluated by Precision and Recall of the triples with the top lowest confidence scores.
3 METHODOLOGY

In traditional KG representation learning, a KG is usually modeled as a heterogeneous graph by centering the entities as nodes and regarding relations as semantic edges. However, with such modeling, it is notoriously hard to capture the complex correlation across triples. In this work, we propose a novel framework named Contrastive knowledge Graph Error Detection (CAGED) to effectively detect errors on large-scale KGs. Its core idea is to transform the target KG into different hyper-views, i.e., triple graphs, by regarding each relational triple as nodes, and then assess the trustworthiness of each triple based on the consistency between its representations learned from multiple views. The intuition behind this approach is that contrastive learning can learn a rich representation of key semantics in normal instances, thus the absence of such feature in anomalous triples can force their representations to lie far in the latent vector space, thus how well a triple’s representations from different views can be pulled close to each other serves as a good learning signal for error detection.

As illustrated in Figure 1, our proposed CAGED consists of three components, i.e., KG augmentation, error-aware encoder, and joint confidence estimation. First, we propose a novel KG augmentation method to generate two triple-level graphs by regarding each relational triple as nodes and treat them as two congruent views, i.e., View I and View II, of our contrastive framework. Second, we design data augmentation is the most crucial part in contrastive learning. We adopt two different views, i.e., View I and View II, of our contrastive framework. Second, we design data augmentation is the most crucial part in contrastive learning. Third, to learn rich and distinguishable across-view triple representations, we integrate translation-based KG embedding loss and contrastive learning loss to jointly optimize the model. After training, we estimate the confidence score of each triple based on two learning signals, i.e., the consistency of triple representations across multi-views, i.e., \( x_A \) and \( z_{A'} \), and the self-consistency within the triple, i.e., \( (\hat{e}_h, \hat{e}_r, \hat{e}_t) \).

### 3.1 Knowledge Graph Augmentation

Data augmentation is the most crucial part in contrastive learning [22]. However, unlike image data in which views can be created by standard augmentations [24, 25], e.g., rotating, cropping, distorting, etc., defining views on KGs is not a trivial task due to its unique data structure. Most existing graph contrastive learning frameworks rely on graph-level augmentations such as node dropping, edge perturbation, subgraph sampling or matrix diffusion [26] to create different views of graphs, and achieve considerable performance improvements in some classical graph related downstream tasks, such as node classification, graph classification, and link prediction.

However, these graph-level augmentation methods are not suitable for KG error detection. A pure KG is actually a set of triples, thus detecting errors on the KG is equal to identifying noisy triples. Existing graph contrastive learning framework, that focus on entity or graph-level contrasting, benefit little for learning rich and distinguishing representations at triple level. Additionally, existing graph augmentation methods are designed for network embedding, which could boost the robustness of the learned representations but at the price of damaging the underlying structure of potential errors. Specifically, existing augmentation methods such as node dropping, edge perturbation would change the distribution of potential errors or even introduce new errors, which makes the detection task more challenging.

**Definition 2.** **Linking Pattern.** For any two triples sharing entities, i.e., \( T_1 = (h_1, r_1, t_1) \cap T_2 = (h_2, r_2, t_2) \), we have two linking patterns: (i) sharing head entity \( (h_1 = h_2 \oplus h_1 = t_2) \), (ii) sharing tail entity \( (t_1 = h_2 \oplus t_1 = t_2) \). For our construction criterion, we build two triple graphs with these two linking patterns, based on the rationale that these two patterns possess different semantics.

In this paper, we propose a novel KG augmentation method that generates different views of KG at triple level and avoids undermining the distribution of potential errors. Specifically, we create two triple graphs, i.e., \( T \) and \( T' \), by regarding each relational triple as nodes and connect them based on different linking patterns, as shown in Def 2. These two triple graphs can be regarded as congruent views of the target KG. Concretely, the graph \( T \) models the correlation between relational triples from the perspective of head entity, while the triple graph \( T' \) represent the distribution of relational triple from the perspective of tail entities. Considering

![Figure 1: Two separate augmentation operators are applied to the original KG, generating two triple graphs as congruent views, i.e., View I and View II. After training, we estimate the confidence score by measuring the consistency of triple representations across multi-views, i.e., \( x_A \) and \( z_{A'} \), and the self-consistency within the triple, i.e., \( (\hat{e}_h, \hat{e}_r, \hat{e}_t) \).](image)
that the connected triples that share the same entity are always semantically relevant, for normal triples in KGs, we can easily find enough relevant neighboring triples in \( T' \), i.e. View I, to reconstruct its semantics learned from \( T' \), i.e. View II. So, modeling and measuring the consistency between its representations learned from these two views can help us assess the trustworthiness of each triple in the original KG.

3.2 Error-aware Encoder - EaGNN

The existence of errors may significantly jeopardize the expressiveness of the learned representations and consequently degrade the performance of KG error detection, since erroneous triples will also propagate noisy information to its neighbors during the representation learning phase. Thus, a robust encoder is desired to block the information propagation from potential errors during the message passing process. In this paper, we design a tailored error-aware knowledge graph neural network (EaGNN) as an encoder to capture the rich semantics and structure information of triples in each view. Our EaGNN tightly integrates a local information modeling layer and a global error-aware attention layer that work jointly to get the reliable KG embeddings.

3.2.1 Local information modeling layer. Constructing triple graph from the original knowledge graph, in some way, may lose some local structure information, which means a structure of \( h \rightarrow r \rightarrow t \). Since every instance in the triple graphs is transformed from a corresponding triple \((h, r, t)\) in the original KG, we first randomly initialize the embedding of entities and relations in the original KG, and then adopt a local information modeling layer, i.e., a set of Bi-LSTM units, to learn the local relational structure within each triple. Taking the triple \((h, r, t)\) as an example, the local information modeling layer is formulated as follows.

\[
\tilde{e}_h, \tilde{e}_r, \tilde{e}_t = \text{Bi-LSTM}(e_h, e_r, e_t),
\]

\[
q_i = [\tilde{e}_h; \tilde{e}_r; \tilde{e}_t].
\]

The output triple embedding \(q_i\) could well capture the relational structure within the input triple. Thus, we used them as the initial triple embedding in triple graphs.

3.2.2 Global error-aware attention layer. When evaluating the trustworthiness of a triple, apart from the local structures within triples, the global contextual information from the neighbor triples would also provide crucial hints. To model such global contextual information, an advanced approach is to use knowledge graph neural networks (KGNNs). However, existing graph neural networks are not effective for KG error detection because they ignore the existence of anomalous instance in KGs when learning the representations. In other words, potential noisy instances may get the same level of anomalous instance in KGs when learning the representations. To reduce the adverse effect from potential errors, we adopt a novel triple-level attention mechanism to learn global triple representations for each view.

Given an anchor triple \(q_i \in \mathbb{R}^d\) in View I, we update its embedding representation based on the weighted aggregation of its neighbor triples, e.g. \(\{q_1, q_2, \ldots, q_m\}\). The weight between the anchor triple \(i\) and its neighbor triple \(j\) is calculated as follows.

\[
\hat{a}_{ij} = A(Wq_i, Wq_j).
\]

\(\hat{a}_{ij}\) indicates the importance of triple \(j\) to triple \(i\). \(W \in \mathbb{R}^{n \times d}\) is a learnable linear augmentation matrix to project the initial triple representations into the same vector space. \(A\) is the attentional function: \(\mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}\). To make attention coefficients easily comparable across different triples, We normalize them by applying a softmax function.

\[
\overline{a}_{ij} = \frac{\exp(\hat{a}_{ij})}{\sum_{k=1}^{m} \exp(\hat{a}_{ik})}.
\]

Since erroneous triples are relatively irrelevant with its neighbors, such an attention mechanism can adaptively assign smaller attention weights to potential abnormal triples. Based on this observation, we introduce a hyperparameter \(\mu \in \mathbb{R}\) as threshold value to block information comes from potential anomalous triples. To validate our gated attention mechanism and the effect of \(\mu\), we conduct a detailed ablation study in Sec 4.3 and 4.4.

\[
\alpha_{ij} = \begin{cases} 
\overline{a}_{ij}, & \overline{a}_{ij} > \mu, \\
0, & \text{otherwise}
\end{cases}
\]

The final error-aware triple representation in View I can be calculated with a sigmoid function, as depicted in Eq.(6):

\[
x_i = \sigma(\sum_{j=1}^{m} \alpha_{ij} Wq_j).
\]

Similarly, given an anchor triple \(q_i\) in View II, we also update its embedding by attending over its neighborhoods’ features through:

\[
z_i = \sigma(\sum_{j=1}^{m} \alpha_{ij} Wq_j).
\]

3.3 Joint Confidence Estimation

To make sure that our model can learn rich and distinguishable across-view representations, we integrate KG embedding loss and standard contrastive learning loss to jointly train the model.

3.3.1 KG embedding loss. In triple level, relations can be interpreted as translations operating on the low-dimensional embeddings of the entities. So, the more a triple fits the translation assumption, i.e. \(h + r = t\), the more convincing this triple should be considered. Existing KG embedding algorithms have developed various energy functions to model the translational structure for better learning embeddings. In this paper, we take a simple squared euclidean distance to measure the unconformity of each triple with translation assumption and define the KG embedding loss as follows.

\[
L_{\text{kg}} = \sum_{(h, r, t) \in \mathcal{G}} \sum_{(h, \hat{r}, \hat{t}) \notin \mathcal{G}} \max\left(0, y + E(h, r, t) - E(h, \hat{r}, \hat{t})\right),
\]

where \(E(h, r, t) = \|e_h + e_r - e_t\|_2\) is the traditional energy score for translational embedding models following translation assumption. \(y > 0\) is the hyperparameter of margin, and \(\mathcal{G}\) represents the sampled positive triple set. Since there are no explicit negative triples in KGs, we generate them by replacing the head \(h\) or tail \(t\) entity of a triple with a random one \(\hat{h}\) or \(\hat{t}\).

\[
\mathcal{G} = \{(h, r, t) \mid h \in \mathcal{G}\} \cup \{(h, r, \hat{t}) \mid \hat{t} \in \mathcal{G}\}.
\]
To fill the gap, we jointly optimize it along with the contrastive function as follows:

By our proposed framework, we define the final confidence score across all triples in a mini-batch.

Representations, i.e. learned from different views. The loss function is defined as follows:

Specifically, we randomly sample a minibatch of $n$ examples derived from the minibatch, resulting in the original KG and define the training task on pairs of augmented triples. The learning loss. By learning and contrasting between the two triple graphs, our model can learn a rich representation of key semantics not enough to enable effective error detection on the whole KG.
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3.3.2 Contrastive loss. The negative sampling used in KG embedding loss can guide the model to learn rich structure and semantics information within triples. But such kind of local feature alone is not enough to enable effective error detection on the whole KG. To fill the gap, we jointly optimize it along with the contrastive learning loss. By learning and contrasting between the two triple graphs, our model can learn a rich representation of key semantics in normal instances then the absence of such feature in anomalous triples can force them to lie far in the latent vector space. Therefore, how well a triple’s representations from different views can be pulled close to each other serves as a good learning signal for error detection.

To integrate contrastive learning into KG embedding, in this paper, we employ the normalized temperature-scaled cross entropy loss as our contrastive learning objective to jointly train the model. Specifically, we randomly sample a minibatch of $n$ examples from the original KG and define the training task on pairs of augmented examples derived from the minibatch, resulting in $2n$ triple representations, i.e. $\{x_1, x_2, ..., x_n\}$ from View I and $\{x_1, x_2, ..., x_n\}$ from View II. Assuming that $\{x_i, z_i\}$ are the representations of triple $i$ learned from different views. The loss function is defined as follows:

where $L_{\text{con}}(x_i, z_i) = -\log \frac{\exp (\text{sim}(x_i, z_i)) / \tau}{\sum_{j \in \{1, 2, ..., n\} \setminus \{i\}} \exp (\text{sim}(x_j, z_j)) / \tau}.$

Assuming that $\{x_i, z_i\}$ are the representations of triple $i$ learned from different views. The final contrastive loss is computed across all triples in a mini-batch.

3.3.3 Triple confidence score assessment. Upon the features learned by our proposed framework, we define the final confidence score function as follows:

$$C(h, r, t) = \sigma(\text{sim}(x_i, z_i) - \lambda \cdot E(h, r, t)),$$

where $E(h, r, t) = ||e_h + e_r - e_t||_2$ reflects the degree of self-contradictory within the triple, while $\text{sim}(x_i, z_i)$ measures the consistency of triple representations of the same sample from View I and View II. In practice, we adopt a trade-off parameter $\lambda$ to balance the contribution of these two learning signals for error detection and then a sigmoid function is used to map the score into the range of $[0, 1]$. The learning process of CAGED is summarized in Algorithm 1.

Algorithm 1: Contrastive KG Error Detection

**Input:** Knowledge graph $G$ with errors.

**Output:** KG embeddings and triple’s confidence score.

1. Initialize network parameters;
2. Construct two triple graphs $T$ and $T'$ based on augmentation rules, as shown in Sec 3.1;
3. while not converged do
   4. for $(h, r, t) \in G$ do
      /* Local information modeling layer: */
      5. Compute the local triple embedding representations, defined in Eqs.(1)-(2);
      /* Global error-aware attention layer: */
      6. Get global error-aware triple representations, defined in Eqs.(3)-(7);
      /* Joint optimization: */
      7. Jointly optimize the model via a combination of translation-based KG embedding loss in Eq.(8) and contrastive loss in Eq.(10);
   /* confidence estimation module: */
   8. Calculate the confidence score of each triple $(h, r, t)$ as defined in Eq. (11);

4 EXPERIMENTS

To verify the effectiveness of the proposed framework CAGED, in this section, we conduct comprehensive experiments on three real-world KGs. Specifically, we aim to answer the following questions.

- **Q1 (Effectiveness):** How effective is CAGED compared with the state-of-the-art KG error detection methods?
- **Q2 (Ablation study):** How does each component of CAGED contribute to its performance?
- **Q3 (Parameter analysis):** How do the hyperparameters influence the performance of CAGED?
- **Q4 (Case study):** Is our proposed CAGED able to detect errors in real-world domain-specific KGs?

4.1 Experimental Settings

In this section, we introduce the detailed experimental settings, including the benchmark datasets, compared baseline methods and evaluation metrics.

4.1.1 Datasets. Following the previous study [15, 32], we employ three real-world datasets that are constructed with noisy triples to be 5%, 10% and 15% of the whole KGs based on the popular benchmarks, i.e., FB15K, WN18RR and NELL-995. Their statistical information is summarized in Table 2.

| Dataset | Entities | Relations | Triples | Mean in-degree |
|---------|----------|-----------|---------|---------------|
| FB15K   | 14,541   | 237       | 310,116 | 18.71         |
| WN18RR  | 40,943   | 11        | 93,003  | 2.12          |
| NELL-995| 75,492   | 200       | 154,213 | 1.98          |

Table 2: The statistical information of the datasets.

In the experiments, we include two categories of baselines. First, KG-embedding based methods, including TransE [33], DistMult [34], ComplEx [35]. To perform error detection, after we have learned the embedding representations, we access the confidence of triples based on the corresponding score functions. For example, in TransE, we use $||e_h + e_r - e_t||_2$. Second, state-of-the-art KG error detection methods, i.e., CKRL [32], KGTIm [15], and KG1st [36]. CKRL advances TransE by taking
we use the released codes to conduct experiments. We use Nvidia Adam optimizer, where the batch size is fixed at 256 to make sure our model could adapt to datasets with different taking the average number of neighbors of all triples in a dataset

\[ \gamma \mu \]

for all models. We apply a grid search for hyperparameter tuning, the initial learning rate is \( \text{default Xavier initializer} \) to initialize our model parameters, and RTX 3090 GPU server to train our proposed framework as well as the proposed framework with PyTorch. For the baseline methods, 4.1.4 Implementation details. We implement all the baselines and the total erroneous triples. As shown in Table 4, for normal and noisy triples. Second, CAGED achieves the best performance compared with all baselines on the three datasets in terms of recall and precision. For example, comparing with the second best results, CAGED achieves 1.6%, 7.3% and 3.1% improvements in FB15K, WN18RR, and NELL-995, respectively, when \( K \) equals 5% and anomaly ratio equals 5%. It is because all baselines use synthetic false triples to train the model, and thus is hard to detect nontrivial errors with complex patterns. While our CAGED introduces the multi-view contrasting to perform optimization. So, it is capable of exploiting the relational structure within the triples and cross-view features for error detection. Third, CAGED outperforms all baselines more significantly when the \( K \) is smaller. To further verify the capability of CAGED in detecting errors in KGs, we conduct a supplementary experiment on NELL-995 with noisy triples to be different ratios of 5%, 10% and 15%. As shown in Table 4, ratios are similar as shown in Table 4.

4.2 Effectiveness of CAGED (Q1)

To answer Q1, we conduct comprehensive experiments on three real-world KGs. The experimental results with anomaly ratio equals to 5% are summarized in Table 3. The results with other anomaly ratios are similar as shown in Table 4.

In summary, we have three observations. First, KG error detection methods, i.e., CAGED, CRKL, KGtM, and KGlst are superior to KG-embedding based methods, i.e., TransE, ComplEx, and DistMult. The reason is that these KG embedding frameworks do not consider the errors in KG, thus can not learn discriminative representations for normal and noisy triples. Second, CAGED achieves the best performance compared with all baselines on the three datasets in terms of recall and precision. For example, comparing with the second best results, CAGED achieves 1.6%, 7.3% and 3.1% improvements in FB15K, WN18RR, and NELL-995, respectively, when \( K \) equals 5% and anomaly ratio equals 5%. It is because all baselines use synthetic false triples to train the model, and thus is hard to detect nontrivial errors with complex patterns. While our CAGED introduces the multi-view contrasting to perform optimization. So, it is capable of exploiting the relational structure within the triples and cross-view features for error detection. Third, CAGED outperforms all baselines more significantly when the \( K \) is smaller. To further verify the capability of CAGED in detecting errors in KGs, we conduct a supplementary experiment on NELL-995 with noisy triples to be different ratios of 5%, 10% and 15%. As shown in Table 4, our model consistently achieves the best performance in all cases, which demonstrates the capability and stability of our model in detecting errors under different scenarios.

4.3 Ablation Study (Q2)

We now investigate the question Q2. CAGED has three components, i.e., KG augmentation, error-aware encoder (EaGNN), joint estimation. Four pairs of variants of CAGED are used for this ablation study, as shown in Table 5. Their detection performance on all paths between the head entity and tail entity into consideration. KGtM further enhances CRKL by integrating the global graph structure of the KG. KGlst proposes an unsupervised way to learn soft rules and detect errors based on these rules.

### Evaluation metrics

We use ranking measures to evaluate the performance of all the compared approaches. Specifically, we rank all the triples in the target KG according to their confidence score in ascending order. A triple with a lower score would be more likely to be erroneous. To fairly evaluate the performance of the KG validation, we use the following two evaluation measures.

**Precision@K** represents the percentage of false triples found among the top \( K \) lowest confidence scores.

**Recall@K** denotes the percentage of identified false triples over the total erroneous triples.

\[
\text{Precision@K} = \frac{\text{Errors Discovered in Top K Ranking List}}{K}
\]

\[
\text{Recall@K} = \frac{\text{Errors Discovered in Top K Ranking List}}{\text{Total Number of Errors in KG}}
\]

### Implementation details

We implement all the baselines and the proposed framework with PyTorch. For the baseline methods, we use the released codes to conduct experiments. We use Nvidia RTX 3090 GPU server to train our proposed framework as well as all the baselines. To be more specific, we optimize all models with Adam optimizer, where the batch size is fixed at 256. We use the default Xavier initializer to initialize our model parameters, and the initial learning rate is 0.01. The embedding size is fixed to 100 for all models. We apply a grid search for hyperparameter tuning, the attention threshold parameter \( \rho \) is searched from 0.001 to 0.2, the margin parameter \( y \) from 0 to 1, and the trade-off coefficient \( \lambda \) between 0.001 to 1000. The number of neighbors is computed by taking the average number of neighbors of all triples in a dataset to make sure our model could adapt to datasets with different densities of neighbors, and thus make the best of the neighborhood information. To reduce the randomness, we use the random seed and report the average results of ten runs.

### Table 3: Error detection results of Precision@K and Recall@K based on the three datasets with anomaly ratio = 5%.

| Dataset | FB15K | WN18RR | NELL-995 |
|---------|-------|--------|----------|
| | K=1% | K=2% | K=3% | K=4% | K=5%* | K=1% | K=2% | K=3% | K=4% | K=5%* | K=1% | K=2% | K=3% | K=4% | K=5%* |
| | 0.575 | 0.674 | 0.605 | 0.546 | 0.488 | 0.581 | 0.488 | 0.371 | 0.345 | 0.331 | 0.659 | 0.550 | 0.476 | 0.423 | 0.383 |
| TransE | 0.718 | 0.651 | 0.590 | 0.534 | 0.485 | 0.518 | 0.444 | 0.382 | 0.341 | 0.307 | 0.627 | 0.538 | 0.472 | 0.427 | 0.378 |
| ComplEx | 0.709 | 0.646 | 0.582 | 0.529 | 0.483 | 0.574 | 0.451 | 0.390 | 0.349 | 0.322 | 0.630 | 0.535 | 0.493 | 0.446 | 0.408 |
| DistMult | 0.789 | 0.736 | 0.684 | 0.630 | 0.574 | 0.675 | 0.526 | 0.436 | 0.389 | 0.349 | 0.735 | 0.642 | 0.559 | 0.498 | 0.450 |
| CRKL | 0.815 | 0.767 | 0.713 | 0.612 | 0.579 | 0.770 | 0.628 | 0.516 | 0.444 | 0.396 | 0.808 | 0.691 | 0.602 | 0.535 | 0.481 |
| KGtM | 0.825 | 0.754 | 0.703 | 0.617 | 0.569 | 0.747 | 0.599 | 0.476 | 0.407 | 0.379 | 0.782 | 0.678 | 0.584 | 0.528 | 0.485 |
| KGlst | 0.852 | 0.796 | 0.735 | 0.665 | 0.595 | 0.826 | 0.726 | 0.632 | 0.541 | 0.469 | 0.850 | 0.736 | 0.644 | 0.573 | 0.516 |
| CAGED | 0.163 | 0.307 | 0.441 | 0.532 | 0.595 | 0.165 | 0.290 | 0.379 | 0.433 | 0.469 | 0.170 | 0.294 | 0.386 | 0.458 | 0.516 |

*Please note that according to Eq.(12), when \( K \) equals the anomaly ratio (i.e. 5%), Precision@K and Recall@K are equal.*
WN18RR since they show similar trends.

From Table 6, we can see that the Var_GAT shows superior performance compared to Var_GCN. But there is still a significant gap between these two variants. The corresponding variants are Var_GCN and Var_GAT.

4.3.2 Analysis of component 2 - EaGNN. To validate our encoder, we replace it with SOTA KGNNs, i.e., R-GCN [37] and KGAT [38]. The corresponding variants are Var_GCN and Var_GAT. From Table 6, we can see that the Var_GAT shows superior performance compared to Var_GCN. But there is still a significant gap in comparison with CAGED. It is because that R-GCN is a typical message-passing model designed for KG representation learning. It assumes that all observed triples are correct, and may overfit noisy triples and fail to detect such errors. KGAT adopts an attention mechanism to learn KG representations which may filter out part of noisy information. Nevertheless, Var_GAT still shows no excellent performance on error detection task. It is because that KGAT applies attention mechanism from the perspective of entities and relations, while KG errors always occur at the triple level, i.e., the entities naturally exist in KGs, the error is usually a mismatch of the head entity, tail entity, and the corresponding relation. Our tailored error-aware attention layer in EaGNN takes the triple-level embeddings as input can effectively filter out noisy triples.

4.3.3 Analysis of component 3 - joint estimation. To evaluate the effectiveness of EaGNN in capturing translation structure within each triple, we introduce Var_LSTM and Var_Concat. Var_LSTM replaces Bi-LSTM units in our local information modeling layers by LSTM. Var_Concat removes the Bi-LSTM units, and directly concatenates the randomly initialized embeddings of head entity, relation, and tail entity. From the results in Table 6, we observe that the performance of Var_LSTM and Var_Concat drops significantly while Var_LSTM shows better performance compared to Var_Concat. It is because concatenation ignores the local structure information.

NELL-995 is included in Table 6. We omit the results on FB15K and WN18RR since they show similar trends.

### Table 4: Error detection results on NELL-995 with different anomaly ratios.

| Ratio | Precision@K | Recall@K |
|-------|-------------|----------|
| K     | K=5%        | K=10%    | K=15%    |
|       | K=5%        | K=10%    | K=15%    |
| TransE | 0.383       | 0.285    | 0.225    |
| DistMult | 0.408       | 0.298    | 0.227    |
| CKRL  | 0.450       | 0.306    | 0.236    |
| KGATm | 0.481       | 0.320    | 0.242    |
| KGlst | 0.485       | 0.317    | 0.244    |
| CAGED | 0.516       | 0.325    | 0.251    |

### Table 5: Four pairs of variants of CAGED.

| Original component | Replacement |
|--------------------|-------------|
| Var_DN             | KG augmentation |
| Var_EP             | Node dropping |
| Var_Concat         | Bi-LSTM units |
| Var_LSTM           | Only concatenation |
| Var_GCN            | EaGNN         |
| Var_GAT            | R-GCN         |
| Var_Local          | Joint optimization |
| Var_Global          | Only negative sampling |

It is noted that when K equals anomaly ratio, Precision@K and Recall@K both have the same value.

4.3.1 Analysis of component 1 - tailored KG augmentation. To demonstrate the effectiveness of the KG augmentation method, we compare it with two other general augmentation approaches, i.e., node dropping and edge perturbation. The corresponding two variants are Var_DN and Var_EP. As shown in Table 6, Var_DN and Var_EP perform worse, even comparing to some embedding-based baselines, such as TransE. It is because directly applying node dropping and edge perturbation will destroy the triple structure and introduce noise to KGs, and thus influence training a correct error detector. The huge gap of performance between these two variants and our proposed model supports the assumption that our tail augmentation mechanism could generate different views on the premise of avoiding undermining the distribution of potential errors, which enables our contrastive framework to perform effective error detection on KGs.

4.3.2 Analysis of component 2 - EaGNN. To validate our encoder, we replace it with SOTA KGNNs, i.e., R-GCN [37] and KGAT [38]. The corresponding variants are Var_GCN and Var_GAT. From Table 6, we can see that the Var_GAT shows superior performance compared to Var_GCN. But there is still a significant gap in comparison with CAGED. It is because that R-GCN is a typical message-passing model designed for KG representation learning. It assumes that all observed triples are correct, and may overfit noisy triples and fail to detect such errors. KGAT adopts an attention mechanism to learn KG representations which may filter out part of noisy information. Nevertheless, Var_GAT still shows no excellent performance on error detection task. It is because that KGAT applies attention mechanism from the perspective of entities and relations, while KG errors always occur at the triple level, i.e., the entities naturally exist in KGs, the error is usually a mismatch of the head entity, tail entity, and the corresponding relation. Our tailored error-aware attention layer in EaGNN takes the triple-level embeddings as input can effectively filter out noisy triples.

To evaluate the effectiveness of EaGNN in capturing translation structure within each triple, we introduce Var_LSTM and Var_Concat. Var_LSTM replaces Bi-LSTM units in our local information modeling layers by LSTM. Var_Concat removes the Bi-LSTM units, and directly concatenates the randomly initialized embeddings of head entity, relation, and tail entity. From the results in Table 6, we observe that the performance of Var_LSTM and Var_Concat drops significantly while Var_LSTM shows better performance compared to Var_Concat. It is because concatenation ignores the local structure information.

4.3.3 Analysis of component 3 - joint estimation. To evaluate the effectiveness of our joint optimization approach, we only use translation based KG embedding loss, i.e., negative sampling, and contrastive learning loss to train the model in Var_Local and Var_Global, correspondingly. From Table 6, we can observe that both these two variants are inferior to our proposed model while Var_Local performs worse, even comparing to some straightforward baseline methods, such as DistMult. It is because that negative sampling could only help our model learn rich structure and semantics information within triples, and such kind of local feature is not enough to enable effective error detection on the whole KG. As a complement to the negative sampling, contrastive learning could help the model...
Impact of hyper-parameter

Table 6: The comparisons of CAGED and its variants on NELL-995 with ratio of errors equals 5%.

| Method      | FB15K | WN18RR | NELL-995 |
|-------------|-------|--------|----------|
| DistMult    | 0.07  | 0.12   | 0.14     |
| ComplEx     | 0.06  | 0.09   | 0.12     |
| TransE      | 0.05  | 0.07   | 0.09     |
| CAGED       | 0.41  | 0.22   | 0.38     |

Figure 2: Impact of hyperparameters on the three datasets.

Table 7: The average running time for one iteration.

| Method      | FB15K | WN18RR | NELL-995 |
|-------------|-------|--------|----------|
| DistMult    | 0.07  | 0.12   | 0.14     |
| ComplEx     | 0.06  | 0.09   | 0.12     |
| TransE      | 0.05  | 0.07   | 0.09     |
| CAGED       | 0.41  | 0.22   | 0.38     |

4.4 Parameter Analysis (Q3)

In this section, we mainly investigate the impact of three key parameters in our framework and report the results in Figure 2.

As discussed in Eq.(5), $\mu$ is the parameter that controls the attention threshold. The smaller $\mu$ allows more irrelevant neighbors to be attended over when learning the global triple embedding representations, while a larger $\mu$ forces our encoder to focus on a few but closely related neighbor triples. To investigate the impact of $\mu$, we vary it from $0.001$ to $0.020$. Figure 2(a) shows the detection performance in terms of Recall@K as the evaluation metrics. When $\mu = 0.020$, performance on all three datasets is not ideal enough. This happens because only few global contextual features have been mined when $\mu$ is large. On the missing of enough contextual information, the error detection task will be very challenging. As $\mu$ decreases, our encoder starts to attend over more neighbor triples to learn much richer global information, so the performance keeps improving. As shown in Figure 2(a), performance on FB15K and NELL-995 gets the best performance at $\mu = 0.01$. However, as $\mu$ continues to fall down, the contrary result happens, i.e., the performance on these three datasets markedly decreases. This is because smaller $\mu$ allows more irrelevant neighbors involving in the representation learning process, correspondingly, some potential noisy triples may swoop in, which leads to overfitting issues for error detection.

As shown in Eq.(11), $\lambda$ is the trade-off coefficient that balances the contribution of two learning signals for error detection, i.e., the inconsistency of triple representations across multi-views (e.g., $x_A$ and $z_A$) and the self-contradictory within the triple embedding ($e_p, e_r, e_f$). The larger $\lambda$ indicates that effective error detection relies more on the signal of the self-contradictory, and vice versa. To investigate the impact of $\lambda$, we vary it from $10^{-3}$ to $10^0$ with a multiple 10. We perform detection task on all datasets and the detection performance in terms of Recall@K is shown in Figure 2(b). From the results, we observe that 1) WN18RR achieves optimal result when $\lambda$ is around 10, but, from the global perspective, the performance on WN18RR seems to be not sensitive with parameter $\lambda$ since its value is stable basically without great fluctuate, similar results are observed on NELL-995. 2) For FB15K, the detection performance is much better when the value of $\lambda$ is less than 1, with an optimal result at 0.1. After a detailed analysis of these three datasets, we figure out that the potential reason for this observation is that FB15K has a more dense data structure compared with the other datasets. Specifically, there exists more triple-level neighbors in such a dense data structure which assistant our model to learn more comprehensive global triple embedding representations from different views. With richer triple representations, the learning signal of the inconsistency across multi-views can play a more important role in detection task.

$\gamma$ serves as a margin to control the distance between the representations of negative and positive pairs in the translation-based KG embedding loss function, i.e., Eq.(8). To investigate the impact of $\gamma$, we vary it from 0.1 to 1.0. Figure 2(c) shows the detection performance is stable basically without great fluctuation as $\gamma$ varies.
To measure the efficiency of CAGED, we record the average computation time of one iteration for all models under the same setting, and report the results in Table 7. All experiments are conducted with one Nvidia RTX 3090 GPU. From Table 7, we can observe that embedding methods including TransE, ComplEx, and DistMult run faster than KG error detection methods in general since they only need to calculate the mean square losses. TransE costs less time than ComplEx and DistMult on all datasets. Comparing to other three error detection methods, our model shows comparable efficiency on average, while runs faster especially in the large-scale dataset, FB15K. This observation validates the efficiency of our model comparing to baseline methods. In summary, our model is more promising for KG error detection in real-world scenarios, due to the fact that it outperforms state-of-the-art KG error detection algorithms, with comparable or even better running efficiency.

5 RELATED WORK

Recent studies in KG error detection could be roughly categorized into two classes. First, classification-based models. Melo and Paulheim [18] design a classifier based on entity categories and features of related paths. Jia et al. [15] integrate features from entity level, relation level, and global level to build a classifier. Ge et al. [16] explore using active learning to train a classifier based on a small number of labels. A remaining issue of classification-based models is the penalty of imbalanced classes, because there are far more correct triples than errors. Second, embedding-based models. TransE [33] is a typical KG embedding algorithm. It uses margin loss and negative sampling to induce $e^+ _h + e^r _t \approx e^+ _t$. Several studies [40–42] propose to evaluate the confidence of triples based on the embedding loss, e.g., $e^+ _h + e^r _t \approx e$.

Efforts have also been devoted to employing extra information to facilitate KG error detection. In some KGs, categories of entities are (partially) available. Paulheim and Bizer [43] employ the statistical distributions of relations and entity categories to assess the suspiciousness of triples. Attempts have been made to leverage entity categories to perform clustering-based outlier detection [14] or construct path-based rules [44]. However, entity categories are not available in many KGs. Other beneficial extra information includes related webpages [45], crowdsourcing evaluations [46], and external human-curated KGs [42].

6 CONCLUSIONS AND FUTURE WORK

Existing KG error detection methods mainly rely on synthetic false triples to train their models, which are generated by replacing the head or tail entity in a triple with a random entity. These synthetic errors are not in line with the ones in practice, e.g., (Bruce_Lee, place_of_birth, Chinatown), in which the three elements in a triple are highly relevant. To this end, we propose an effective framework named CAGED, which integrates contrastive learning and KG error detection. CAGED provides a novel view towards knowledge graph modeling. It creates different hyper-views of the same graph structure by centering triples, and then learns the representation by maximizing agreement of each instance’s representation between these views. By learning to contrast elaborate instance pairs, the model can acquire informative features that can be used as an effective learning signal to detect errors in KGs. Experimental results on three real-world KGs demonstrates that our model outperforms the state-of-the-art KG error detection algorithms in terms of different evaluation metrics. In the future, we will develop error-aware KG embedding model to facilitate KG-related downstream tasks on the basis of CAGED.
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Figure 3: The scatter plot of confidence scores distribution.

This is mainly because we adopt a joint training approach, avoiding the model from falling into suboptimal solutions.

4.5 Case Study (Q4)

The three benchmark datasets used in this paper are all general-purpose KGs. To further verify the effectiveness of our proposed CAGED, we conduct a case study on another real-world domain-specific knowledge graph, KnowLife [39]. KnowLife is a huge medical knowledge repository, which is automatically constructed based on scientific literature. To access ground-truth labels of errors, we manually label triples that are randomly selected from the official KnowLife website. Concretely, we first employ two participants to manually label each triple by cross-checking with the information presented on the original website. If the labels provided by these two participants are inconsistent, then this triple will be assigned to the third one for further investigation. Majority voting is applied to decide the final label of each triple. Following this procedure, we label more than 5000 triples, which are divided into two sets, i.e., the set of positive samples and the set of noisy samples.

To make the comparison more simple and intuitive, we display the triple effectiveness scores learned by our model and the best baseline method, i.e. KGTtm, in a centralized coordinate system, as shown in Figure 3. Specifically, the Figure 3(b) in the right visualizes the distribution of the values of the normal and noisy triples learned by KGTtm. It can be seen that a considerable proportion of erroneous triples have been wrongly classified with high confidence scores. But for our model, as shown in Figure 3(a), the confidence value of normal triples are mainly distributed in the upper region, while the values of the erroneous triples are mainly concentrated in the lower region, which verifies the superiority of our CAGED for KG error detection in real-world scenarios.

4.6 Efficiency Analysis of CAGED

To measure the efficiency of CAGED, we record the average computation time of one iteration for all models under the same setting, and report the results in Table 7. All experiments are conducted with one Nvidia RTX 3090 GPU. From Table 7, we can observe that embedding methods including TransE, ComplEx, and DistMult run faster than KG error detection methods in general since they only need to calculate the mean square losses. TransE costs less time than ComplEx and DistMult on all datasets. Comparing to other three error detection methods, our model shows comparable efficiency on average, while runs faster especially in the large-scale dataset, FB15K. This observation validates the efficiency of our model comparing to baseline methods. In summary, our model is more promising for KG error detection in real-world scenarios, due to the fact that it outperforms state-of-the-art KG error detection algorithms, with comparable or even better running efficiency.
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