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Abstract

We propose and analyse a hybrid high-order (HHO) scheme for the stationary incompressible magnetohydrodynamics equations. The scheme has an arbitrary order of accuracy and is applicable on generic polyhedral meshes. For sources that are small enough, we prove error estimates in energy norm for the velocity and magnetic field, and $L^2$-norm for the pressure; these estimates are fully robust with respect to small faces, and of optimal order with respect to the mesh size. Using compactness techniques, we also prove that the scheme converges to a solution of the continuous problem, irrespective of the source being small or large. Finally, we illustrate our theoretical results through 3D numerical tests on tetrahedral and Voronoi mesh families.

Key words: hybrid high-order methods, magnetohydrodynamics

MSC2010: 65N12, 65N15, 65N30.

1 Introduction

The theory of magnetohydrodynamics (MHD) models the interaction between magnetic fields and the motion of electrically conducting fluids [16]. Such models are ubiquitous in astrophysical systems [32, 33] including the dynamics of interstellar dust clouds [55, 61] and the dynamo effect responsible for the generation of planetary magnetic fields (including that of the earth) [9, 30, 39]. One of the most heavily researched astrophysical applications of MHD is in solar physics [45], for instance the formation of stars [40, 52], the coronal heating problem [2, 3, 60], the behaviour of the solar magnetic field [10, 39], and the modelling of solar flares [44, 54]. MHD is regularly applied to the physics of nuclear reactors, such as in the modelling of plasma dynamics in fusion reactors [42], or that of liquid metal coolants in both fission [27] and fusion [56] reactors. Magnetohydrodynamical theory is also increasingly being applied to industry [1, 15] where magnetic fields are used to heat, pump, and control the flow of liquid metals.

Early numerical analysis of MHD began with the seminal paper [34], which proves existence and convergence of a discrete solution to the stationary, incompressible MHD equations in convex domains with $C^{1,1}$ boundary. The paper considers inf-sup stable mixed elements for the kinetic variables, and $H^1$-conforming approximations of the magnetic unknowns. A more appropriate functional setting for the magnetic variables in more general domains is that of $H(\text{curl};\Omega)$ [cf. 14]. Such a setting is provided by [53], which proposes a mixed finite element approximation shown to converge optimally
in non-convex domains under a small data assumption. Convergence of a stabilised finite element method (FEM) for linearised MHD is shown in [28], where the nonlinear problem is approximated by a coupled Picard algorithm which requires resolving the linear case at each iteration. A convergent method for the non-stationary problem is provided by [46]. The early work of [41] provides analysis and numerical theory of MHD with non-ideal boundary, which resolves some of the many difficulties of modelling realistic magnetic flow problems. A review of the various numerical methods at the time for the discretisation of three-dimensional incompressible MHD is given in [50]. A more detailed description of the known results for MHD is provided by [29]. Due to the saddle-point structure of both the fluid and magnetic equations, many of the aforementioned conforming methods require elements satisfying an inf-sup condition. This becomes problematic as the Reynolds and magnetic Reynolds number become too large. A stabilised finite element discretisation is proposed in [4] and shown to converge unconditionally to the physical solution – even in the presence of singular solutions. One of the earliest works focused on conserving the divergence-free constraints on the magnetic field is found in [51], which provides a stabilised mixed method for the non-stationary problem. However, only the magnetic equations are discretised, and the fluid velocity is assumed to be prescribed. More recently, a stabilised FEM for stationary MHD is designed in [37] which preserves the divergence free constraints of both the velocity and magnetic fields at the discrete level. We also make note of the recent publications [35, 38, 48]. A non-conforming approximation of the linearised model is proposed in [36] using a mixed discontinuous Galerkin (DG) approach. Following this work, a DG approximation of the non-linear model is provided by [47] which conserves the divergence free conditions. The DG approach has the drawback of leading to a large number of degrees of freedom. This issue can be alleviated, as shown in [47], through the use of a hybridisable discontinuous Galerkin (HDG) approximation, for which element degrees of freedom can be locally eliminated through static condensation. The recent article [31] devises a HDG method which locally conserves the divergence free constraints of both the fluid and magnetic field, and satisfies a global momentum balance. For standard diffusion models, HDG and Hybrid-High Order methods share many similarities [13]; however, the HDG method of [31, 47] use hybrid spaces also for the fluid and magnetic pressure, which is not the usual choice in HHO for Navier–Stokes, and leads to many more degrees of freedom – as expected to achieve improved conservation of divergence (see discussion in Remark 4 below).

Developed in [19, 20], hybrid high-order (HHO) schemes are modern polytopal methods for the approximation of elliptic PDEs. A key aspect of HHO is its applicability to generic meshes with arbitrarily shaped elements. Additionally, HHO methods are of arbitrary order, dimension independent, and are built on polynomial reconstructions that account for the local physics and enable robustness with respect to the model’s parameters. Hybrid high-order methods are also amenable to static condensation of the system matrix which drastically reduces the number of globally coupled degrees of freedom. A thorough review of the analysis and application of HHO methods is given in the monograph [18]. There have been numerous studies of hybrid high-order discretisations of the Stokes [5, 21] and Navier-Stokes [6, 22] equations. By considering a hybrid pressure space, an HHO discretisation of the Navier-Stokes problem can be devised which locally preserves the conservation of mass of the fluid, and even exhibit robustness in the incompressible Euler limit [7]. The recent article [11] devises a HHO method for a magnetostatics problem, albeit without fully exploiting the principle of high-order reconstruction of HHO methods for the curl operator. However, to the best of our knowledge, no hybrid high-order schemes for MHD models exist.

Closely related to the HHO method are the virtual element methods (VEM) [8, 23, 59], which
are also in principle arbitrary-order polytopal methods. A VEM Stokes complex is developed in [58], and used in the recent work [57] to design a VEM scheme for MHD equations. However, only the lowest order VEM is considered and analysed in [57].

This paper designs and analyses an HHO discretisation of the stationary, incompressible MHD equations. By considering the problem posed in a polyhedral domain we are able to consider a weak formulation where both the fluid and magnetic unknowns are $H^1$ and the main differential operator is the Laplacian, and exploit certain symmetries of the model. Compared to the existing literature, our main contributions are:

- arbitrary-order scheme for the full MHD equations, that is applicable on generic polyhedral meshes,
- optimal-order error estimates, in the case of small source terms, that are fully robust with respect to small faces,
- convergence analysis without any assumption on the magnitude of the source terms,
- 3D tests with various polynomial degrees.

The paper is organised as follows. In the next subsection, we briefly present the governing equations and recast them into a suitable form for an HHO discretisation. The scheme itself is presented in Section 2, with the main convergence results in Section 2.3 (including uniqueness of the solution and error estimates for small source terms, and existence of the solution and convergence irrespective of the source term). The analysis of the scheme is carried out in Section 3. We then present 3D simulations on tetrahedral and Voronoi (polyhedral) meshes in Section 4, for polynomial degrees up to two (rates of convergence up to three). A conclusion is presented in Section 5.

1.1 Governing equations

The mathematics of MHD combines the Navier–Stokes equations governing the motion of a viscous fluid, and Maxwell’s equations and the Lorentz force at the core of electromagnetism. A number of key assumptions are made in deriving the central model (1.1) used throughout this paper. We assume that the fluid satisfies a continuum assumption so that any discrete behaviour of particles may be ignored, and that typical length scales are much greater than the Debye length so that the net charge of any fluid element can be assumed to be zero. We consider here the case of an incompressible, Newtonian fluid. This assumes a sufficiently small Mach number, and a linear relation between the stress and strain tensors. We also assume that the fluid velocity is sufficiently smaller than the speed of light to ignore any relativistic effects, and that the relationship between the fluid velocity and magnetic field is governed by Ohm’s law. All the assumptions mentioned above fall in one of the following four categories: the typical length scale is sufficiently large, the fluid velocity is sufficiently small, the viscosity is sufficiently small, and the electrical conductivity is sufficiently large.

Given a medium with constant viscosity $\nu$ and constant magnetic permeability $\mu$, the incompress-
ible magnetohydrodynamic equations read:

\[-\nu_k \Delta u + (u \cdot \nabla) u + \nabla p - (\nabla \times b) \times b = - \frac{\partial u}{\partial t} + f,\]

\[\text{div} \, u = 0,\]

\[\nu_m \nabla \times \nabla \times b - \nabla \times (u \times b) = - \frac{\partial b}{\partial t},\]

\[\text{div} \, b = 0,\]

where \(p\) and \(u\) denote the fluid pressure and velocity respectively, \(f\) the external body force per unit mass, \(\rho\) is the mass density, \(\nu_k = \nu / \rho\) and \(\nu_m = 1 / \mu \sigma\) (where \(\sigma\) is the electrical conductivity) are constants representing kinematic viscosity and magnetic diffusivity respectively, and \(b\) represents (after the re-scaling \(b \mapsto \frac{1}{\sqrt{\mu \rho}} b\)) the magnetic field.

Due to the zero divergence conditions on both \(b\) and \(u\), the following identities hold:

\[\nabla \times \nabla \times b = - \Delta b,\]

\[-\nabla \times (u \times b) = (u \cdot \nabla) b - (b \cdot \nabla) u.\]

We also note that

\[(\nabla \times b) \times b = (b \cdot \nabla) b - \nabla \left( \frac{1}{2} b \cdot b \right).\]

For the sake of well-posedness, a Lagrange multiplier \(r\) for the divergence free constraint on \(b\) is introduced to the magnetic equations. Thus, we consider the steady state problem: given a bounded Lipschitz domain \(\Omega \subset \mathbb{R}^3\), find the fluid velocity \(u\), the magnetic field \(b\), and scalars \(q\) and \(r\) such that

\[-\nu_k \Delta u + (u \cdot \nabla) u - (b \cdot \nabla) b + \nabla q = f,\]  

(1.1a)

\[-\nu_m \Delta b + (u \cdot \nabla) b - (b \cdot \nabla) u + \nabla r = g,\]  

(1.1b)

\[\text{div} \, u = 0,\]  

(1.1c)

\[\text{div} \, b = 0,\]  

(1.1d)

for some source terms \(f, g \in L^2(\Omega)^3\), with \(\text{div} \, g = 0\). We consider the boundary conditions

\[u = 0 \quad \text{on} \quad \partial \Omega,\]  

(1.1e)

\[n \times (\nabla \times b) = 0 \quad \text{on} \quad \partial \Omega,\]  

(1.1f)

\[b \cdot n = 0 \quad \text{on} \quad \partial \Omega,\]  

(1.1g)

\[\int_\Omega r = \int_\Omega q = 0.\]  

(1.1h)

The regularity of weak solutions of such a formulation (with the Laplacian acting as the key differential operator in the magnetic equations) is investigated in [12] for the non-stationary problem in the whole space \(\mathbb{R}^3\).

**Remark 1 (Boundary conditions).** The boundary condition (1.1e) is the classical no-slip condition, and (1.1f) represents a perfectly conducting wall. The condition (1.1g) ensures continuity of the normal component of the magnetic field at the boundary and should be more accurately described by \(b \cdot n = b_n\), for some prescribed \(b_n\) representing the normal component of \(b\) outside the boundary. However, to ease the exposition we consider here homogeneous conditions. A detailed discussion of boundary conditions for MHD can be found in [43].
1.2 A weak formulation

To justify the treatment of boundary conditions in the weak formulation of (1.1), we need the following lemma.

**Lemma 1.** Let $v : \Omega \rightarrow \mathbb{R}^3$ be a piecewise $H^2$ vector field on $\Omega$ and $w \in L^2(\partial \Omega; \mathbb{R}^3)$. We assume that the outer normal $n : \partial \Omega \rightarrow \mathbb{R}^3$ to $\Omega$ is piecewise $C^2$, and that

\[ w \cdot n = v \cdot n = 0 \quad \text{a.e. on } \partial \Omega. \tag{1.2} \]

Then,

\[ w \cdot (n \cdot \nabla) v = -\kappa w \cdot v - w \cdot [n \times (\nabla \times v)] \quad \text{a.e. on } \partial \Omega, \]

where $\kappa = (\partial_j n_i)_{i,j}$ is the extrinsic curvature of $\partial \Omega$. As a consequence, if $\Omega$ is polyhedral then

\[ w \cdot (n \cdot \nabla) v = -w \cdot [n \times (\nabla \times v)] \quad \text{a.e. on } \partial \Omega. \tag{1.3} \]

**Proof.** We have the general formula

\[ (n \cdot \nabla) v = \nabla_v (n \cdot v) - n \times (\nabla \times v), \tag{1.4} \]

where the gradient $\nabla_v (n \cdot v)$ is computed assuming that $n$ is constant—i.e., that the $i$-th component of this vector is

\[ \sum_{j=1}^3 n_j \partial_i v_j = \partial_i (n \cdot v) - \sum_j (\partial_i n_j) v_j = \partial_i (n \cdot v) - (\kappa^T v)_i. \]

Hence, $w \cdot \nabla_v (n \cdot v) = w \cdot \nabla (n \cdot v) - \kappa w \cdot v$. By (1.2), the vector field $w$ is tangent to $\partial \Omega$ and thus $w \cdot \nabla$ is a tangential derivative. Since $n \cdot v = 0$ on $\partial \Omega$, its tangential derivative also vanishes and thus $w \cdot \nabla_v (n \cdot v) = -\kappa w \cdot v$. Combined with (1.4), this concludes the proof of the first part of the lemma.

If $\Omega$ is polyhedral, then its boundary is smooth on all its faces (so, a.e.), on which $\kappa = 0$. This proves the second part of the lemma. \qed

In the following, we consider a polyhedral domain $\Omega$. Assuming that the vector fields $v, w$ are sufficiently smooth and satisfy $v \cdot n = w \cdot n = 0$ on $\partial \Omega$ and $w|_{\partial \Omega} \in L^2(\partial \Omega; \mathbb{R}^3)$, and noticing that $\sum_{i=1}^3 w_i \nabla v_i \cdot n = w \cdot (n \cdot \nabla) v$, we infer from Lemma 1 the following integration-by-parts formula:

\[ -\int_{\Omega} w \cdot \Delta v = \sum_{i=1}^3 \left( \int_{\Omega} \nabla w_i \cdot \nabla v_i - \int_{\partial \Omega} w_i \nabla v_i \cdot n \right) = \int_{\Omega} \nabla w : \nabla v + \int_{\partial \Omega} w \cdot [n \times (\nabla \times v)]. \tag{1.5} \]

Let us define the spaces

\[ U = H^1_0(\Omega)^3, \]
\[ B = \{ b \in H^1(\Omega)^3 : b \cdot n = 0 \text{ on } \partial \Omega \}; \]
\[ P = \left\{ p \in L^2(\Omega) : \int_{\Omega} p = 0 \right\}. \]
By multiplying (1.1a) by \( v \in U \) and (1.1b) by \( w \in B \), integrating on \( \Omega \) and using (1.5), we see that the strong form (1.1) of the MHD equations is formally equivalent to the following weak formulation: find \( u \in U, b \in B, q, r \in P \) such that

\[
\nu_h a(u, v) + t(u, u, v) - t(b, b, v) + d(v, q) = (f, v)_\Omega \quad \forall v \in U, \quad (1.6a)
\]

\[
\nu_h a(b, w) + t(u, b, w) - t(b, u, w) + d(w, r) = (g, w)_\Omega \quad \forall w \in B, \quad (1.6b)
\]

\[-d(u, s) = 0 \quad \forall s \in P, \quad (1.6c)\]

\[-d(b, z) = 0 \quad \forall z \in P, \quad (1.6d)\]

with bilinear forms \( a : H^1(\Omega)^3 \times H^1(\Omega)^3 \to \mathbb{R} \) and \( d : H^1(\Omega)^3 \times L^2(\Omega) \to \mathbb{R} \) defined by

\[
a(v, w) := \int_{\Omega} \nabla v : \nabla w, \quad d(v, s) := -\int (\nabla \cdot v) s,
\]

and trilinear form \( t : H^1(\Omega)^3 \times H^1(\Omega)^3 \times H^1(\Omega)^3 \to \mathbb{R} \) such that

\[
t(v, w, z) := \int_{\Omega} (v \cdot \nabla) w \cdot z. \quad (1.7)
\]

**Remark 2** (Regularity of \( b \)). By applying the integration by parts formula (1.5) to derive equation (1.6b) we have implicitly assumed that \( b \) is smooth enough. The resulting formulation also seeks for \( b \in H^1(\Omega)^3 \), which may be stronger than the \( H(\text{curl}; \Omega) \) regularity that is expected on the magnetic field in some situations. To cover such cases, a different HHO approach needs to be considered, such as the one in [11].

## 2 Hybrid high-order scheme for the MHD model

We consider polyhedral meshes as in [18, Definition 1.4]. Fixing a countable set of mesh sizes \( \mathcal{H} \subset (0, \infty) \) with a unique cluster point at 0, for each \( h \in \mathcal{H} \) we consider a mesh \( \mathcal{M}_h = (T_h, F_h) \) of the domain \( \Omega \) as follows: \( T_h \) is a collection of disjoint open polyhedra (the elements) such that \( \bar{\Omega} = \bigcup_{T \in T_h} \bar{T} \), and \( F_h \) is a collection of disjoint planar sets (the faces) such that \( \bigcup_{T \in T_h} \partial T = \bigcup_{F \in F_h} \partial F \).

We shall also collect the boundary faces \( F \subset \partial \Omega \) in the set \( F^b_h \), and the interior faces in the set \( F_h = F_h \setminus F^b_h \). For \( X = T \in T_h \) or \( X = F \in F_h \), \( h_X \) denotes the diameter of \( X \). The parameter \( h \) is related to the elements diameters by \( h := \max_{T \in T_h} h_T \). For each \( T \in T_h \), the set \( F_T := \{ F \in F_h : F \subset \partial T \} \) denotes the collection of faces contained in the boundary of \( T \). Similarly, the one or two elements attached to a face \( F \in F_h \) is denoted by \( T_F := \{ T \in T_h : F \subset \partial T \} \). The (constant) unit normal to \( F \in F_T \) pointing outside \( T \) is denoted by \( n_{TF}, \) and \( n_T : \partial T \to \mathbb{R}^3 \) is the piecewise constant outer unit normal defined by \( (n_T)|_F = n_{TF} \).

We make the following assumption on the mesh which ensures that boundary trace inequalities, and Lebesgue and Sobolev embeddings hold independent of the parameter \( h \).

**Assumption 1** (Regular mesh sequence). There exists a constant \( \varrho > 0 \) such that, for each \( h \in \mathcal{H}, \) each \( T \in T_h \) is star-shaped with respect to a ball of radius \( r_T \geq \varrho^{-1} h_T \).

**Remark 3** (About the mesh regularity property). It has recently been proved in [26] that HHO methods for elliptic equations are robust and convergent under weaker mesh regularity assumptions.
than Assumption 1. The analysis carried out here would also hold under the weaker assumption introduced in this reference. We adopt here the slightly stronger Assumption 1 (which still allows for arbitrarily shaped and sized faces, on the contrary to standard mesh regularity assumptions for HHO methods – see e.g. [18, Definition 1.9]) to simplify the presentation, mostly the proof of the discrete Poincaré–Sobolev–Wirtinger inequality in Lemma 7.

From hereon, we shall denote $X \lesssim Y$ to mean $X \leq CY$ where $C$ is a constant independent of the quantities $X$ and $Y$, of the mesh size $h$, and of the model data $(\nu_k, \nu_m, f, g)$.

2.1 Local construction

In this section we construct local approximations of each of the bilinear forms $a$ and $d$, and the trilinear form $t$ on each element $T \in T_h$. The local space of functions on each element is given by a couple $(u, v)$ where $u$ is a polynomial on the element and $v$ is a piecewise discontinuous polynomial function on the boundary. For each of the differential operators appearing in the continuous formulation, we define discrete analogues acting on the local space. We can then define local discrete forms $a_T$, $d_T$, $t_T$ which mimic their continuous counterparts. These constructions follow [18, Chapter 9] but we recall them for the sake of legibility.

Let $X = T \in T_h$ or $X = F \in F_h$ be an element or a face in a mesh $M_h$, given an integer $k \geq 0$, we denote by $P_k(X)$ the set of $d_X$-variate polynomials of total degree $\leq k$ on $X$, where $d_X$ is the dimension of $X$. The space of piecewise discontinuous polynomial functions on an element boundary is given by $\mathbb{P}^k(F_T) := \{v \in L^1(\partial T) : v|_F \in \mathbb{P}^k(F) \quad \forall F \in F_T\}$.

On each element $T \in T_h$, the local space of unknowns is defined as follows:

$U^k_T := \mathbb{P}^k(T)^3 \times \mathbb{P}^k(F_T)^3$.

We also endow the space $U^k_T$ with the $H^1$-like seminorm $\| \cdot \|_{1, T} : U^k_T \to \mathbb{R}$ defined for all $v_T \in U^k_T$ via

$$\|v_T\|_{1, T}^2 := \|\nabla v_T\|_T^2 + h_T^{-1} \|v_{F_T} - v_T\|_{\partial T}^2.$$  \hfill (2.1)

The local interpolator $I^k_T : H^1(T)^3 \to U^k_T$ is given by

$I^k_T v = (\pi^0_T v, \pi^0_{F_T} v) \quad \forall v \in H^1(T)^3$

where $\pi^0_T$ and $\pi^0_{F_T}$ denote the $L^2$-orthogonal projectors on the spaces $\mathbb{P}^k(T)^3$ and $\mathbb{P}^k(F_T)^3$, respectively.

2.1.1 Discretisation of the bilinear forms

The local reconstruction $r^k_{T} : U^k_T \to \mathbb{P}^{k+1}(T)^3$ is defined such that for every $v_T = (v_T, v_{F_T}) \in U^k_T$,

$$\int_T \nabla r^k_{T} v_T : \nabla w = \int_T \nabla v_T : \nabla w + \int_{\partial T} (v_{F_T} - v_T) \cdot (n_T \cdot \nabla) w \quad \forall w \in \mathbb{P}^{k+1}(T)^3,  \hfill (2.2)$$

$$\int_T (r^k_{T} v_T - v_T) = 0.$$
We also define the divergence reconstruction $D_T^k : U^k_T \to \mathbb{P}^k(T)$ to satisfy

$$
\int_T D_T^k \mathbf{u}_T \mathbf{q} = - \int_T \mathbf{v}_T \cdot \nabla \mathbf{q} + \int_{\partial T} (\mathbf{v}_{\mathbf{F}_T} \cdot \mathbf{n}_T) \mathbf{q} \quad \forall \mathbf{q} \in \mathbb{P}^k(T).
$$

(2.3)

The potential and divergence reconstructions satisfy [18, Eqs. (8.17) and (8.21)] the following properties:

$$
\mathbf{r}_T^{k+1} I_T^k \mathbf{v} = \pi_T^{1,k+1} \mathbf{v} \quad \text{and} \quad D_T^k I_T^k \mathbf{v} = \pi_T^{0,k} (\nabla \cdot \mathbf{v})
$$

(2.4)

where $\pi_T^{1,k+1}$ is the elliptic projector [18, Definition 1.39], which enjoys optimal volumetric approximation properties [18, Theorem 1.48] (including for the weaker mesh assumptions we consider, see [26, Lemma 5]).

The continuous bilinear form $a$ is approximated by the discrete form $a_T : U^k_T \times U^k_T \to \mathbb{R}$ defined via

$$
a_T(\mathbf{u}_T, \mathbf{v}_T) := \int_T \nabla \mathbf{r}_T^{k+1} \mathbf{u}_T \cdot \nabla \mathbf{r}_T^{k+1} \mathbf{v}_T + s_T(\mathbf{u}_T, \mathbf{v}_T)
$$

where $s_T : U^k_T \times U^k_T \to \mathbb{R}$ is a symmetric positive semi-definite stabilisation bilinear form that satisfies boundedness and consistency properties:

$$
\|\mathbf{v}_T\|^2 \lesssim a_T(\mathbf{v}_T, \mathbf{v}_T) \lesssim \|\mathbf{v}_T\|^2 \quad \forall \mathbf{v}_T \in U^k_T,
$$

(2.5)

$$
s_T(\mathbf{u}_T, \mathbf{v}_T) \lesssim \left[ h_T^{k+1} \|v|_{H^{k+2}(T)} \right]^2 \quad \forall \mathbf{v} \in H^{k+2}(T)^3.
$$

(2.6)

Examples of such stabilisation forms are given in [26, Section 4].

We approximate $d$ by the discrete form $d_T : U^k_T \times \mathbb{P}^k(T) \to \mathbb{R}$ defined via

$$
d_T(\mathbf{v}_T, q_T) = - \int_T D_T^k \mathbf{u}_T q_T.
$$

2.1.2 Discretisation of the trilinear form

Consider, for $l \geq 0$, the gradient reconstruction $G_T^l : U^k_T \to \mathbb{P}^l(T)^{3 \times 3}$ defined to satisfy for each $\mathbf{v}_T \in U^k_T$

$$
\int_T G_T^l \mathbf{u}_T : \tau = - \int_T \mathbf{v}_T \cdot (\nabla \cdot \tau) + \int_{\partial T} \mathbf{v}_{\mathbf{F}_T} \cdot (\tau \mathbf{n}_T) \quad \forall \tau \in \mathbb{P}^l(T)^{3 \times 3}.
$$

For any $\mathbf{v} = (v_i)_{i=1,2,3} \in L^2(T)^3$, we then define the convective derivative $\mathbf{v} \cdot G_T^{2k} : U^k_T \to L^2(T)^3$ via

$$
[\mathbf{v} \cdot G_T^{2k} \mathbf{w}_T]_i = \sum_{j=1}^3 v_j (G_T^{2k} \mathbf{w}_T)_{ij} \quad \forall \mathbf{w}_T \in U^k_T.
$$

By [18, Remark 9.16], for any $\mathbf{v}_T, \mathbf{w}_T, \mathbf{z}_T \in U^k_T$ it holds that

$$
\int_T (\mathbf{v}_T \cdot G_T^{2k} \mathbf{w}_T) \cdot \mathbf{z}_T = \int_T (\mathbf{v}_T \cdot \nabla) \mathbf{w}_T \cdot \mathbf{z}_T + \int_{\partial T} (\mathbf{v}_T \cdot \mathbf{n}_T) (\mathbf{w}_{\mathbf{F}_T} - \mathbf{w}_T) \cdot \mathbf{z}_T.
$$

(2.7)

The discrete trilinear form $t_T : U^k_T \times U^k_T \times U^k_T \to \mathbb{R}$ is defined as

$$
t_T(\mathbf{v}_T, \mathbf{w}_T, \mathbf{z}_T) := \frac{1}{2} \left( \int_T (\mathbf{v}_T \cdot G_T^{2k} \mathbf{w}_T) \cdot \mathbf{z}_T - \int_T (\mathbf{v}_T \cdot G_T^{2k} \mathbf{z}_T) \cdot \mathbf{w}_T \right).
$$

(2.8)
2.2 Discrete problem

The global discrete space is defined as

$$\mathbf{U}^k_h := \left\{ \mathbf{v}_h = ((\mathbf{v}_T)_{T \in \mathcal{T}_h}, (\mathbf{v}_F)_{F \in \mathcal{F}_h}) : \mathbf{v}_T \in \mathbb{P}^k(T)^3 \quad \forall T \in \mathcal{T}_h, \mathbf{v}_F \in \mathbb{P}^k(F)^3 \quad \forall F \in \mathcal{F}_h \right\},$$

and is equipped with the global seminorm $$\| \cdot \|_{1,h} : \mathbf{U}^k_h \to \mathbb{R}$$ and interpolator $$\mathcal{I}^k_h : H^1(\Omega)^3 \to \mathbf{U}^k_h$$ defined via

$$\| \mathbf{v}_h \|_{1,h}^2 := \sum_{T \in \mathcal{T}_h} \| \mathbf{v}_T \|_{1,T}^2 \quad \forall \mathbf{v}_h \in \mathbf{U}^k_h,$$

$$\mathcal{I}^k_h \mathbf{v}|_T = \mathcal{I}^k_T \mathbf{v} \quad \forall \mathbf{v} \in H^1(\Omega)^3.$$

Similarly, for all $$\mathbf{v}_h, \mathbf{w}_h, \mathbf{z}_h \in \mathbf{U}^k_h$$ and $$q_h \in \mathbb{P}^k(\mathcal{T}_h)$$, we define

$$a_h(\mathbf{v}_h, \mathbf{w}_h) := \sum_{T \in \mathcal{T}_h} a_T(\mathbf{v}_T, \mathbf{w}_T), \quad d_h(\mathbf{v}_h, q_h) := \sum_{T \in \mathcal{T}_h} d_T(\mathbf{v}_T, q_T), \quad (2.9)$$

$$t_h(\mathbf{v}_h, \mathbf{w}_h, \mathbf{z}_h) := \sum_{T \in \mathcal{T}_h} t_T(\mathbf{v}_T, \mathbf{w}_T, \mathbf{z}_T). \quad (2.10)$$

The boundary conditions on $$\mathbf{u}$$ and $$\mathbf{b}$$ are accounted for in the following two homogeneous sub-spaces of $$\mathbf{U}^k_h$$:

$$\mathbf{U}^k_{h,0} := \left\{ \mathbf{v}_h = ((\mathbf{v}_T)_{T \in \mathcal{T}_h}, (\mathbf{v}_F)_{F \in \mathcal{F}_h}) : \mathbf{v}_F = 0 \quad \forall F \subset \partial \Omega \right\},$$

$$\mathbf{U}^k_{h,n} := \left\{ \mathbf{v}_h = ((\mathbf{v}_T)_{T \in \mathcal{T}_h}, (\mathbf{v}_F)_{F \in \mathcal{F}_h}) : \mathbf{v}_F \cdot \mathbf{n}_F = 0 \quad \forall F \subset \partial \Omega \right\}.$$

It is clear that

$$\mathbf{U}^k_{h,0} \subset \mathbf{U}^k_{h,n}.$$

Defining the pressure space as

$$\mathbb{P}^k_0(\mathcal{T}_h) := \left\{ z \in L^2(\Omega) : z|_T \in \mathbb{P}^k(T) \quad \forall T \in \mathcal{T}_h, \quad \int_\Omega z = 0 \right\}, \quad (2.11)$$

we set the following global discrete space, written as a Cartesian product of each of the global spaces:

$$\mathbf{X}^k_h := \mathbf{U}^k_{h,0} \times \mathbf{U}^k_{h,n} \times \mathbb{P}^k_0(\mathcal{T}_h) \times \mathbb{P}^k_0(\mathcal{T}_h).$$

For $$\mathbf{z}_h \in \mathbf{U}^k_{h,0}$$ or $$\mathbf{z}_h \in \mathbf{U}^k_{h,n}$$, we denote by $$\mathbf{z}_h : \Omega \to \mathbb{R}^3$$ the piecewise polynomial function defined by $$\mathbf{z}_h|_T = \mathbf{z}_T$$ for all $$T \in \mathcal{T}_h$$. The discrete problem then reads: find $$(\mathbf{u}_h, \mathbf{b}_h, q_h, r_h) \in \mathbf{X}^k_h$$ such that

$$\nu_h a_h(\mathbf{u}_h, \mathbf{w}_h) + t_h(\mathbf{u}_h, \mathbf{w}_h, \mathbf{v}_h) - t_h(\mathbf{b}_h, \mathbf{w}_h, \mathbf{u}_h) + d_h(\mathbf{v}_h, q_h) = (f, \mathbf{v}_h)_\Omega \quad \forall \mathbf{v}_h \in \mathbf{U}^k_{h,0}, \quad (2.12a)$$

$$\nu_m a_h(\mathbf{b}_h, \mathbf{w}_h) + t_h(\mathbf{u}_h, \mathbf{b}_h, \mathbf{w}_h) - t_h(\mathbf{b}_h, \mathbf{w}_h, \mathbf{u}_h) + d_h(\mathbf{w}_h, r_h) = (g, \mathbf{w}_h)_\Omega \quad \forall \mathbf{w}_h \in \mathbf{U}^k_h, \quad (2.12b)$$

$$-d_h(\mathbf{u}_h, s_h) = 0 \quad \forall s_h \in \mathbb{P}^k_0(\mathcal{T}_h), \quad (2.12c)$$

$$-d_h(\mathbf{b}_h, z_h) = 0 \quad \forall z_h \in \mathbb{P}^k_0(\mathcal{T}_h). \quad (2.12d)$$
Remark 4 (Hybrid pressure spaces). Hybrid pressure spaces –that is, discrete pressure spaces with unknowns in the elements and on the faces– have been considered for the hybridizable discontinuous Galerkin discretisation of the Navier–Stokes equations in \([49]\), and for the HHO discretisation of Stokes and Navier–Stokes equations in \([5, 7]\) (which, for a given number of globally coupled unknowns, achieves a higher degree of accuracy than \([49]\) thanks to the HHO potential reconstruction). Using hybrid pressure spaces ensures that the element velocities are pointwise divergence-free and have continuous normal traces (that is, \(\text{div}\, \mathbf{u}_T = 0\) for each \(T \in \mathcal{T}_h\), and \(\mathbf{u}_T \cdot \mathbf{n}_{TF} + \mathbf{u}_T \cdot \mathbf{n}_{TF} = 0\) for all \(F \in \mathcal{F}_T \cap \mathcal{F}_{T'}\)).

A variation of the HHO scheme (2.12) with hybrid pressure spaces could be designed following the approach of \([5, 7]\), and would lead to a scheme for which element velocities and magnetic fields are pointwise divergence-free and with continuous normal traces. This would, however, substantially increase the total number of globally coupled unknowns (after static condensation): for (2.12), the globally coupled unknowns are the face velocities and magnetic fields, and one pressure unknown per element; for a hybrid pressure version, the globally coupled unknowns would be the face velocities and magnetic fields, but also all the face unknowns of \(q, r\). For the MHD model, which essentially consists of two coupled Navier–Stokes problems, this can lead to quite an expensive system to solve. We however note that some form of (reconstructed) divergence-free property is obtained by \((2.12)\), namely: \(D_T^x \mathbf{u}_T = D_T^x \mathbf{b}_T = 0\) for all \(T \in \mathcal{T}_h\).

2.3 Main results

We cite in this section the main results on the HHO approximation of (1.6). Their proof is given in Section 3. These results cover the existence of a solution to the HHO scheme, its convergence under general data (which provides as a by-product the existence of a weak solution to the MHD model) and, under a smallness assumption on the data, the uniqueness of the solution and an error estimate.

Theorem 2 (Existence of a discrete solution). There exists at least one solution \((\mathbf{u}_h, \mathbf{b}_h, q_h, r_h) \in X_h^k\) to equations (2.12a)–(2.12d). Moreover, any solution \((\mathbf{u}_h, \mathbf{b}_h, q_h, r_h)\) satisfies the a priori bounds

\[
\left( \nu_k \| \mathbf{u}_h \|_{1,h}^2 + \nu_m \| \mathbf{b}_h \|_{1,h}^2 \right)^{\frac{1}{2}} \leq \max(\nu_k, \nu_m)^{\frac{1}{2}} \left( \| \mathbf{f} \|_{\Omega}^2 + \| \mathbf{g} \|_{\Omega}^2 \right)^{\frac{1}{2}},
\]

\[
\| q_h \|_{\Omega} + \| r_h \|_{\Omega} \leq C \left( \| \mathbf{f} \|_{\Omega}^2 + \| \mathbf{g} \|_{\Omega}^2 \right)^{\frac{1}{2}} \left( 1 + \left( \| \mathbf{f} \|_{\Omega}^2 + \| \mathbf{g} \|_{\Omega}^2 \right)^{\frac{1}{2}} \right),
\]

where \(C\) is independent of \(h, f\) and \(g\), but depends on \(\nu_k\) and \(\nu_m\).

Theorem 3 (Convergence of the HHO scheme). Let, for each \(h \in \mathcal{H}, (\mathbf{u}_h, \mathbf{b}_h, q_h, r_h) \in X_h^k\) be a solution to the HHO scheme (2.12a)–(2.12d). There exists a solution \((\mathbf{u}, \mathbf{b}, q, r) \in U \times B \times P \times P\) to the continuous problem (1.6) such that, along a subsequence as \(h \to 0\),

\[
\mathbf{u}_h \to \mathbf{u} \quad \text{and} \quad \mathbf{b}_h \to \mathbf{b} \quad \text{in} \quad L^s(\Omega)^3 \quad \text{for all} \quad s \in [1,6),
\]

\[
\nabla h \mathbf{r}_h^{k+1} \mathbf{u}_h \to \nabla \mathbf{u} \quad \text{and} \quad \nabla h \mathbf{r}_h^{k+1} \mathbf{b}_h \to \nabla \mathbf{b} \quad \text{in} \quad L^2(\Omega)^{3 \times 3},
\]

\[
q_h \to q \quad \text{and} \quad r_h \to r \quad \text{in} \quad L^2(\Omega),
\]

where, for \(\mathbf{z}_h \in U_{h,0}^k\) or \(\mathbf{z}_h \in U_{h,n}^k\), \(\mathbf{r}_h^{k+1} \mathbf{z}_h : \Omega \to \mathbb{R}^3\) denotes the piecewise polynomial function defined by \((\mathbf{r}_h^{k+1} \mathbf{z}_h)|_T = \mathbf{r}_T^{k+1} \mathbf{z}_T\) for all \(T \in \mathcal{T}_h\), and \(\nabla h\) is the broken gradient.
Theorem 4 (Uniqueness of the discrete solution). The discrete problem (2.12a)–(2.12d) admits a unique solution \((u_h, b_h, q_h, r_h) \in X_h^k\) provided the source terms \(f\) and \(g\) satisfy, for some \(\chi \in [0,1)\),

\[
\left(\left\|f\right\|^2_{\Omega} + \left\|g\right\|^2_{\Omega}\right)^{\frac{1}{2}} \leq \frac{\min(\nu_k, \nu_m)^2}{\sqrt{2C_a^2C_tC_p}},
\]

(2.14)

where \(C_a, C_t\) and \(C_p\) are the constants appearing in (3.12), (3.21), and (3.11) below.

Theorem 5 (Energy error estimate for the HHO scheme). Suppose that the source terms \(f, g\) satisfy the data smallness condition (2.14) with parameter \(\chi \in [0,1)\). Let \((u, b, q, r) \in U \times B \times P \times P\) solve the continuous problem (1.6), and let \(\left(\hat{u}_h, \hat{b}_h, \hat{q}_h, \hat{r}_h\right) \in X_h^k\) be the unique solution to the discrete problem (2.12). Moreover, assume the additional regularity \(u, b \in W^{1,4}(\Omega)^3 \cap H^{k+2}(T_h)^3\) and \(q, r \in H^1(\Omega) \cap H^{k+1}(T_h)\). Then, setting

\[
\mathcal{N}(u, b, q, r) := \nu_k|u|_{H^{k+2}(T_h)^3} + \nu_m|b|_{H^{k+2}(T_h)^3} + \left\|u\right\|_{W^{1,4}(\Omega)^3}|u|_{W^{k+1,4}(T_h)^3} + \left\|b\right\|_{W^{1,4}(\Omega)^3}|b|_{W^{k+1,4}(T_h)^3} + \left\|u\right\|_{W^{1,4}(\Omega)^3}|b|_{W^{k+1,4}(T_h)^3} + \left\|b\right\|_{W^{1,4}(\Omega)^3}|u|_{W^{k+1,4}(T_h)^3} + \left\|q\right\|_{H^1(\Omega)} + \left\|r\right\|_{H^{k+1}(T_h)},
\]

the following error estimates hold:

\[
(1 - \chi)|\left(u_h - L_h^k u, b_h - L_h^k b\right)|_{a, a, h} \lesssim h^{k+1} \mathcal{N}(u, b, q, r),
\]

(2.15)

\[
(1 - \chi)\left(\|q_h - \pi^0_h q\|_{\Omega} + \|r_h - \pi^0_h r\|_{\Omega}\right) \leq C h^{k+1} \mathcal{N}(u, b, q, r) \left(1 + \left(\left\|f\right\|^2_{\Omega} + \left\|g\right\|^2_{\Omega}\right)^{\frac{1}{2}}\right),
\]

(2.16)

where \(C\) is independent of \(h\), \(f\) and \(g\), but depends on \(\nu_k\) and \(\nu_m\), \(\pi^0_h\) is the \(L^2\)-projector on \(P_k(T_h)\), and the energy-like norm \(\|\cdot\|_{a, a, h} : U_{h,0}^k \times U_{h,n}^k \to \mathbb{R}\) is defined as

\[
\|\left(\psi_h, \psi_n\right)\|_{a, a, h}^2 := \nu_k a_h(\psi_h, \psi_h) + \nu_m a_h(\psi_n, \psi_n).
\]

As a consequence of Theorem 5, we see that under the data-smallness condition and piecewise smoothness of the continuous solution, the entire sequence \((u_h, b_h, q_h, r_h)\) converges to \((u, b, q, r)\), and thus that the solution to the continuous problem is unique.

2.4 An estimate on the fluid pressure

The quantity \(q\) approximated in (2.16) incorporates the fluid pressure \(p\) and the magnetic pressure \(\frac{1}{2} \rho \mathbf{b} \cdot \mathbf{b}\) via the equation

\[
q = \frac{1}{\rho} \left( p + \frac{1}{2} \rho \mathbf{b} \cdot \mathbf{b}\right).
\]

However, it can be interesting to define a discrete pressure \(p_h\) and derive estimates on the quantity \(\|p_h - \pi^0_h p\|_{\Omega}\). Setting

\[
p_h = \rho q_h - \frac{1}{2} \rho \mathbf{b}_h \cdot \mathbf{b}_h,
\]

(2.18)

it holds by a triangle inequality,

\[
\|p_h - \pi^0_h p\|_{\Omega} \leq \rho \|q_h - \pi^0_h q\|_{\Omega} + \frac{1}{2} \rho \|\mathbf{b}_h \cdot \mathbf{b}_h - \pi^0_h (\mathbf{b} \cdot \mathbf{b})\|_{\Omega}.
\]

(2.19)
Consider,
\[ \| b_h \cdot b_h - \pi_h^{0,k} (b \cdot b) \|_{\Omega} \]
\[ \leq \| b_h \cdot b_h - (\pi_h^{0,k} b) \cdot (\pi_h^{0,k} b) \|_{\Omega} + \| (\pi_h^{0,k} b) \cdot (\pi_h^{0,k} b) - b \cdot b \|_{\Omega} + \| b \cdot b - \pi_h^{0,k} (b \cdot b) \|_{\Omega} \]
\[ \lesssim \| b_h - \pi_h^{0,k} b \|_{L^4(\Omega)^3} \| b_h + \pi_h^{0,k} b \|_{L^4(\Omega)^3} + \| b - \pi_h^{0,k} (b) \|_{L^4(\Omega)^3} \| b + \pi_h^{0,k} b \|_{L^4(\Omega)^3} + h^{k+1} \| b \cdot b \|_{H^{k+1}(T_h)}, \]
where we have applied a Hölder inequality and the approximation properties of \( \pi_h^{0,k} \). Applying the approximation properties of \( \pi_h^{0,k} \) and equation (3.10) below (noting that \( b_h - \pi_h^{0,k} b = (b_h - I_h^k b)_h \)) as well as the \( L^4(\Omega) \)-boundedness of \( \pi_h^{0,k} \) and equation (2.15) we infer that
\[ \| b_h \cdot b_h - \pi_h^{0,k} (b \cdot b) \|_{\Omega} \]
\[ \leq C h^{k+1} \left( (1 - \chi)^{-1} N(u, b, q, r)(\| b_h \|_{L^4(\Omega)^3} + \| b \|_{L^4(\Omega)^3}) + |b|_{W^{k+1,4}(T_h)} \| b \|_{L^4(\Omega)^3} + \| b \|_{W^{k+1,4}(T_h)^3} \right) \]
where \( C \) is independent of \( h, f, g, \) and \( \chi \), but depends on \( \nu_k \) and \( \nu_m \). Combining with (2.19) and Theorem 5, as well as equation (2.13) and Lemma 9 below to bound the discrete term \( \| b_h \|_{L^4(\Omega)^3} \), yields an optimal \( \mathcal{O}(h^{k+1}) \) estimate on the discrete pressure.

3 Analysis of the scheme

3.1 Discrete functional analysis results

Let us first recall the following trace inequalities [26, Lemma 4 and Eq. (3.3)], valid for sets connected by star-shaped sets: for all \( p \in [1, \infty) \), it holds
\[ h_T \| v \|_{L^p(\partial T)}^p \lesssim \| v \|_{L^p(T)}^p + h_T^p \| \nabla v \|_{L^p(T)}^p \quad \forall v \in W^{1,p}(T), \quad (3.1) \]
\[ h_T \| v \|_{L^p(\partial T)}^p \lesssim \| v \|_{L^p(T)}^p \quad \forall v \in \mathbb{P}^k(T). \quad (3.2) \]

**Lemma 6** (Sobolev–Poincaré–Wirtinger inequality for broken polynomial functions). If \( w_h \in \mathbb{P}^k(T_h) \) satisfies \( \int_T w_T = 0 \) for all \( T \in T_h \), then
\[ \| w_h \|_{L^p(\Omega)} \lesssim \| \nabla_h w_h \|_{\Omega} \]
where \( \nabla_h |_T = \nabla \) denotes the broken gradient, and the hidden constant depends on \( \Omega, \varrho, \) and \( k \).

Lemma 6 is a special case of [18, Lemma 6.35] (recalling that the space dimension is \( d = 3 \) here), see also [17, Lemma 5.8 and Remark 5.9]. Inspecting the proof of [18, Lemma 6.35], the hidden constant depends on a Poincaré inequality, an inverse Lebesgue inequality for polynomials, and the equivalence \( |T|_d \approx h_T^d \), all of which hold under Assumption 1 [26].

We state here discrete Sobolev–Poincaré estimates on \( U^k_{h,n} \). Since \( U^k_{h,0} \subset U^k_{h,n} \), these estimates also hold in \( U^k_{h,0} \).

**Lemma 7** (Discrete Sobolev–Poincaré–Wirtinger inequality). For all \( v_h \in U^k_{h} \) it holds that
\[ \| v_h - \overline{v}_h \|_{L^6(\Omega)^3} \lesssim \| v_h \|_{1,h} \quad (3.3) \]
where
\[ \overline{v}_h = \frac{1}{|\Omega|} \int_\Omega v_h. \quad (3.4) \]
Proof. A proof of (3.3) is provided by [18, Theorem 6.5] for meshes possessing a regular matching simplicial submesh, by considering projections of the high-order HHO space on \( T_h \) into the lowest-order space on the matching simplicial submesh. The arguments, however, extend easily to the case of star-shaped elements by instead projecting onto the lowest-order space on \( T_h \) itself, by relying on the boundary trace inequality (3.2) rather than a trace inequality on each face, and by invoking [25, Lemma B.24] (the latter lemma assumes the number of faces attached to each element \( T \in T_h \) is bounded above; however, a closer inspection of the proof reveals this assumption is not necessary).

Lemma 8. It holds for all \( \varphi_h \in U_{h,n}^k \) that

\[
\| \varphi_h \|_{1,h} \lesssim \| \varphi_h \|_{1,1}, \tag{3.5}
\]

where \( \varphi_h \) is defined in (3.4).

Proof. Define \( \psi(\mathbf{x}) = \varphi_h \cdot (\mathbf{x} - \mathbf{x}_\Omega) \in P_1(\Omega) \), where \( \mathbf{x}_\Omega = \frac{1}{|\Omega|} \int_\Omega \mathbf{x} \, d\mathbf{x} \) is the centre of mass of \( \Omega \). Then, \( \int_\Omega \psi = 0 \) and \( \nabla \psi = \varphi_h \), and thus

\[
\| \varphi_h \|_{1,1}^2 = \int_\Omega \nabla \cdot \varphi_h = \sum_{T \in T_h} \int_T \nabla \cdot \varphi_h = \sum_{T \in T_h} \left( -\int_T (\nabla \cdot \varphi_h) + \int_{\partial T} (\varphi_h \cdot \mathbf{n}_T) \psi \right). \tag{3.6}
\]

Consider, by the homogeneous condition on \( U_{h,n}^k \) and the single-valuedness of \( \psi \) on the interior mesh faces,

\[
\sum_{T \in T_h} \int_{\partial T} (\varphi_h \cdot \mathbf{n}_T) \psi = \sum_{T \in T_h} \int_{\partial T} ((\varphi_h - \varphi_{F,T}) \cdot \mathbf{n}_T) \psi.
\]

By a Cauchy–Schwarz inequality and the continuous trace inequality (3.1),

\[
\sum_{T \in T_h} \int_{\partial T} ((\varphi_h - \varphi_{F,T}) \cdot \mathbf{n}_T) \psi \leq \sum_{T \in T_h} \| \varphi_h - \varphi_{F,T} \|_{\partial T} \| \psi \|_{\partial T}
\]

\[
\lesssim \sum_{T \in T_h} h_T^{\frac{1}{2}} \| \mathbf{v}_T - \mathbf{v}_{F,T} \|_{\partial T} \left( \| \psi \|_T + h_T \| \nabla \psi \|_T \right)
\]

\[
\lesssim \left( \sum_{T \in T_h} h_T^{\frac{1}{2}} \| \mathbf{v}_T - \mathbf{v}_{F,T} \|_{\partial T}^2 \right)^{\frac{1}{2}} \| \psi \|_{H^1(\Omega)}, \tag{3.7}
\]

where the final inequality results from a discrete Cauchy–Schwarz inequality and \( h_T \lesssim 1 \). We also have

\[
\sum_{T \in T_h} \int_T (\nabla \cdot \varphi) \psi \lesssim \sum_{T \in T_h} \| \nabla \varphi \|_T \| \psi \|_T \leq \left( \sum_{T \in T_h} \| \nabla \varphi \|_T^2 \right)^{\frac{1}{2}} \| \psi \|_{H^1(\Omega)}. \tag{3.8}
\]

Substituting (3.7) and (3.8) into (3.6) yields

\[
\| \varphi_h \|_{1,1}^2 \lesssim \| \varphi_h \|_{1,1} \| \psi \|_{H^1(\Omega)}. \tag{3.9}
\]

As \( \int_\Omega \psi = 0 \), the following Poincaré–Wirtinger inequality holds: \( \| \psi \|_{H^1(\Omega)} \lesssim | \psi \|_{H^1(\Omega)} = \| \varphi_h \|_{\Omega} \). Thus, we infer from (3.9) that \( \| \varphi_h \|_{\Omega}^2 \lesssim \| \varphi_h \|_{1,1} \| \varphi_h \|_{\Omega} \) and the proof of (3.5) follows by simplifying by \( \| \varphi_h \|_{\Omega} \).
Lemma 9. For all $\mathbf{v}_h \in U_h^k$ it holds that
\begin{equation}
\|\mathbf{v}_h\|_{L^6(\Omega)^3} \lesssim \|\mathbf{v}_h\|_{1,h}.
\end{equation}

Proof. We use a triangle inequality to write $\|\mathbf{v}_h\|_{L^6(\Omega)^3} \leq \|\mathbf{v}_h - \overline{\mathbf{v}}_{\mathcal{T}}\|_{L^6(\Omega)^3} + \|\overline{\mathbf{v}}_{\mathcal{T}}\|_{L^6(\Omega)^3}$ and invoke then Lemma 7 to bound the first addend, while for the second we use the fact that $\overline{\mathbf{v}}_h$ is constant together with (3.5) to write $\|\overline{\mathbf{v}}_h\|_{L^6(\Omega)^3} = |\Omega|^{\frac{1}{2} - \frac{1}{3}} \|\overline{\mathbf{v}}_h\|_{\Omega} \lesssim \|\mathbf{v}_h\|_{1,h}$. \hfill \Box

We note that as a result of Lemma 9, $U_{h,0}^k$ and $U_{h,n}^k$ are Banach spaces equipped with the norm $\|\cdot\|_{1,h}$. While this is a standard result on the space $U_{h,0}^k$, to the best of our knowledge the result on $U_{h,n}^k$ is novel. In particular, we note the existence of a Poincaré constant $C_p > 0$ independent of $h$ such that, for all $\mathbf{v}_h \in U_{h,n}^k$,
\begin{equation}
\|\mathbf{v}_h\|_{\Omega} \leq C_p \|\mathbf{v}_h\|_{1,h}.
\end{equation}

We conclude our series of discrete functional analysis results on $U_{h,n}^k$ by establishing a discrete Rellich compactness result in that space, equivalent of [18, Theorems 6.8 and 6.41] in the case of Neumann or Dirichlet boundary conditions.

Theorem 10 (Discrete Rellich theorem in $U_{h,n}^k$). Let $(\mathcal{M}_h)_{h \in \mathcal{H}}$ be a regular mesh sequence as per Assumption 1 and, for all $h \in \mathcal{H}$, let $\mathbf{v}_h \in U_{h,n}^k$. Assume that $(\|\mathbf{v}_h\|_{1,h})_{h \in \mathcal{H}}$ is bounded. Then, there exists $\mathbf{v} \in B$ such that, up to a subsequence as $h \to 0$,

(i) $\mathbf{v}_h \to \mathbf{v}$ and $r_{h}^{k+1} \mathbf{v}_h \to \mathbf{v}$ in $L^k(\Omega)^3$ for all $s \in [1,6)$,

(ii) $\nabla_h r_{h}^{k+1} \mathbf{v}_h \to \nabla \mathbf{v}$ and, for all integers $l \geq 0$, $G_{l}^{i} \mathbf{v}_h \to \nabla \mathbf{v}$ weakly in $L^2(\Omega)^{3\times 3}$,

where $G_{l}^{i} : U_{h}^k \to \mathbb{P}^l(\mathcal{T}_h)^{3\times 3}$ is defined by $G_{l}^{i} \mathbf{v}_h |_{T} = G_{l}^{i} \mathbf{v}_h |_{\mathcal{T}_h}$ for all $\mathbf{v}_h \in U_{h}^k$ and all $T \in \mathcal{T}_h$.

Proof. The proof uses the corresponding compactness result [18, Theorem 6.8] for Neumann boundary conditions (as well as the straightforward adaptation of [18, Theorem 9.29], stated for Dirichlet boundary conditions, to Neumann boundary conditions). These theorems are established under more restrictive mesh assumptions than Assumption 1 but, following the approach described in the proof of Lemma 7 and using [25, Lemma B.27], they can easily be established under our notion of regular mesh sequence.

Define $\overline{\mathbf{v}}_h \in \mathbb{R}^3$ by (3.4) and set $\mathbf{w}_h = \mathbf{v}_h - \int_{\Omega} \overline{\mathbf{v}}_h$. We have $\|\mathbf{w}_h\|_{1,h} = \|\mathbf{v}_h\|_{1,h}$ and $\int_{\Omega} \mathbf{w}_h = \int_{\Omega} (\mathbf{v}_h - \overline{\mathbf{v}}_h) = 0$. Hence, applying [18, Theorems 6.8 and 9.29] with $p = 2$ to each component of $\mathbf{w}_h$, we find $\mathbf{w} \in H^1(\Omega)^3$ such that the convergences (i)–(ii) hold with all letters $\mathbf{v}$ replaced by $\mathbf{w}$, and such that $\gamma_h \mathbf{w}_h \to \mathbf{w}_{\partial \Omega}$, where the discrete trace operator $\gamma_h : U_{h}^k \to L^2(\partial \Omega)^3$ is defined by: for all $z_h \in U_{h}^k$, $(\gamma_h z_h)_{|_{F}} = z_{F}$ for all $F \in \mathcal{F}_{h}^0$.

Since $(\overline{\mathbf{v}}_h)_{h}$ is also bounded by (3.5), upon extracting a subsequence from the previous one we can assume that $\overline{\mathbf{v}}_h \to \xi \in \mathbb{R}^3$ as $h \to 0$ and thus, setting $\mathbf{v} = \mathbf{w} + \xi \in H^1(\Omega)^3$, we obtain the convergences (i)–(ii), together with $\gamma_h \mathbf{w}_h \to \mathbf{v}_{\partial \Omega}$. For all $h \in \mathcal{H}$ we have $\gamma_h \mathbf{w}_h \cdot \mathbf{n} = 0$ on $\partial \Omega$ (since $\mathbf{v}_h \in U_{h,n}^k$), which proves by passing to the limit that $\mathbf{v} \cdot \mathbf{n} = 0$ on the boundary and thus that $\mathbf{v} \in B$. \hfill \Box

Lemma 11 (Boundedness of the interpolator). It holds
\begin{equation}
\|I_{T}^{k} \mathbf{v}\|_{1,T} \lesssim \|\nabla \mathbf{v}\|_{T} \quad \forall \mathbf{v} \in H^1(T)^3.
\end{equation}
Proof. The proof follows [18, Proposition 2.2]; we just provide some details to show that the relaxed mesh regularity assumptions and change of discrete norm, compared to this reference, do not impact the result. Using the boundedness $\|\nabla \pi^0_T v\|_T \lesssim \|\nabla v\|_T$ (see [18, Eq. (1.77)]) we have

$$\|I^k_T v\|_{1,T}^2 \lesssim \|\nabla v\|_T^2 + h_T^{-1}\|\pi^0_T v - \pi^0_T v\|_{\partial T}^2.$$  

[26, Lemma 7] shows that $\|\pi^0_T F_T v - \pi^0_T T v\|_{\partial T} \lesssim \|\nabla v\|_T$, which concludes the proof.

3.2 Properties of the discrete forms

We state here the design properties of each of the bilinear forms $a_h$ and $d_h$, and the trilinear form $t_h$. Most of these properties have already been obtained under the assumption of zero Dirichlet boundary conditions in [18, Chapters 8, 9]. However, we require several of these results with boundary conditions that either only impose vanishing normal components, and/or vanishing tangential curl of vector fields (see (1.1g), (1.1f)). Moreover, another difference with respect to [18, Chapters 8, 9] is that we consider here weaker assumptions on the meshes, and that the discrete norm defined by (2.1) differs from that of [18, Eq. (8.15)] due to the change of scaling $h^{-1}_F \to h^{-1}_T$. We therefore provide proofs of these results, focusing on the modifications coming from the different boundary conditions and mesh assumptions.

**Proposition 12** (Properties of $a_h$). The discrete bilinear form $a_h$ satisfies the following properties:

(A1) **Stability and Boundedness.** There exists a $C_h \geq 0$ independent of $h$ such that, for all $v_h \in U^k_h$,

$$C_h^{-1}\|v_h\|^2_{1,h} \leq a_h(v_h, v_h) \leq C_h\|v_h\|^2_{1,h}. \quad (3.12)$$

(A2) **Consistency.** For all $w \in B \cap H^{k+2}(T_h)^3$ such that $\Delta w \in L^2(\Omega)^3$ and $n_\Omega \times (\nabla \times w) = 0$ on $\partial \Omega$, and for all $v_h \in U^k_{h,n}$,

$$\left| - \int \Delta w \cdot v_h - a_h(I^k_T w, v_h) \right| \lesssim \|v_h\|_{1,h} h^{k+1}|w|_{H^{k+2}(T_h)^3}. \quad (3.13)$$

Proof. The stability and boundedness (A1) follows trivially from the properties of $a_T$ stated in Assumption (2.5). Let us turn to (A2). An integration by parts in each element $T \in T_h$ yields

$$- \int \Delta w \cdot v_h = \sum_{T \in T_h} \left[ \int T \nabla v_T : \nabla w - \int_{\partial T} v_T \cdot (n_T \cdot \nabla) w \right].$$

Let us also consider

$$\sum_{T \in T_h} \int_{\partial T} v_{T,F} \cdot (n_T \cdot \nabla) w = \sum_{T \in T_h} \sum_{F \in F_T} \int_F v_F \cdot (n_{TF} \cdot \nabla) w$$

$$= \sum_{F \in F_h} \sum_{T \in T_F} \int_F v_F \cdot (n_{TF} \cdot \nabla) w$$

$$= \sum_{F \in F_h} \int_F v_F \cdot (n_F \cdot \nabla) w = 0.$$
where the integrals on each of the internal faces have cancelled in the third line due to continuity of \((\nabla w) n_{TF}\) (since \(\Delta w \in L^2(\Omega)^3\) and \(w \in H^2(T_h)^3\)), and the conclusion follows from the boundary conditions on \(\varphi_h\) and \(w\), and equation (1.3). Therefore, we may write

\[
- \int_\Omega \Delta w \cdot \varphi_h = \sum_{T \in T_h} \left[ \int_T \nabla v_T : \nabla w + \int_{\partial T} (v_{F_T} - v_T) \cdot (n_T \cdot \nabla w) \right].
\] (3.14)

By the commutation property (2.4), and invoking the definition (2.2) of \(r_{T}^{k+1} \varphi_{T}\), it holds that

\[
a_h(I_h^k w, \varphi_h) = \sum_{T \in T_h} \left[ \int_T \nabla v_T : \nabla \pi_T^{1,k+1} w + \int_{\partial T} (v_{F_T} - v_T) \cdot (n_T \cdot \nabla) \pi_T^{1,k+1} w \right]
+ \sum_{T \in T_h} s_T(I_h^k w, \varphi_T).\] (3.15)

Thus, subtracting (3.15) from (3.14), noting the \(H^1\)-orthogonality of \(\pi_T^{1,k+1}\),

\[
- \int_\Omega \Delta w \cdot \varphi_h - a_h(I_h^k w, \varphi_h) = \sum_{T \in T_h} \int_{\partial T} (v_{F_T} - v_T) \cdot (n_T \cdot \nabla) (w - \pi_T^{1,k+1} w) - \sum_{T \in T_h} s_T(I_h^k w, \varphi_T)
\leq \sum_{T \in T_h} h_T^{-\frac{1}{2}} \|v_{F_T} - v_T\|_{\partial T} \left( \|w - \pi_T^{1,k+1} w\|_{H^1(T)} + h_T \|w - \pi_T^{1,k+1} w\|_{H^2(T)} \right)
+ \left( \sum_{T \in T_h} s_T(I_h^k w, I_h^k w) \right)^{\frac{1}{2}} \left( \sum_{T \in T_h} s_T(\varphi_T, \varphi_T) \right)^{\frac{1}{2}},
\]

where we have invoked a Cauchy–Schwarz inequality and the continuous trace inequality (3.1). The proof then follows from a discrete Cauchy–Schwarz inequality, the volumetric approximation properties [18, Theorem 1.48] of the elliptic projector, the consistency property (2.6) of the stabilisation form, and the norm equivalence (2.5).

\[\square\]

**Proposition 13 (Properties of \(d_h\)).** The discrete bilinear form \(d_h\) satisfies the following properties:

1. **Inf-sup stability.** There exists a \(C_d > 0\) independent of \(h\) such that, for all \(q_h \in P_0^k(T_h)\),

\[
C_d^{-1} \|q_h\| \leq \sup_{\varphi_h \in U_h^k \setminus \{0\}} \frac{d_h(\varphi_h, q_h)}{\|\varphi_h\|_{1,h}} \leq \sup_{\varphi_h \in U_h^k \setminus \{0\}} \frac{d_h(\varphi_h, q_h)}{\|\varphi_h\|_{1,h}}.\] (3.16)

2. **Consistency.** For all \(s \in H^1(\Omega) \cap H^{k+1}(T_h)\) and \(\varphi_h \in U_h^k\),

\[
\left| \int_\Omega \varphi_h \cdot \nabla s - d_h(\varphi_h, \pi_h^{0,k}s) \right| \lesssim h^{k+1} \|s\|_{H^{k+1}(T)} \|\varphi_h\|_{1,h}.\] (3.17)

**Proof.** The first inequality in (D1) is established in [18, Lemma 8.12], for a slightly different discrete \(H^1\)-norm with the scaling \(h_T^{-1}\) in (2.1) replaced by local face-based scaling \(h_F^{-1}\). This change actually only impacts, in this proof, the boundedness of the interpolator \(I_T^k\), which we established in Lemma
11 for the norm with the scaling $h^{-1}_T$. The second inequality in (D1) follows from the inclusion $U^k_{h,0} \subset U^k_{h,n}$.

We now turn to (D2). It follows from the definition (2.9) of $d_h$ and integrating by parts the defining equation (2.3) of $D^k_T$ that

$$
d_h(v_h, \pi^0_T s) = \sum_{T \in \mathcal{T}_h} \int_T D^k_T v_T \pi^0_T s = \sum_{T \in \mathcal{T}_h} \left[ -\int_T (\nabla \cdot v_T) \pi^0_T s + \int_{\partial T} (v_T - v_{T_T}) \cdot n_T \pi^0_T s \right]. \quad (3.18)
$$

Since $v_h \in U^k_{h,n}$ and $s \in H^1(\Omega)$ we have

$$
\sum_{T \in \mathcal{T}_h} \int_{\partial T} (v_{T_T} \cdot n_T)s = 0.
$$

Hence, integrating by parts on each $T \in \mathcal{T}_h$ and introducing the term above,

$$
\int_{\Omega} v_h \cdot \nabla s = \sum_{T \in \mathcal{T}_h} \left[ -\int_T (\nabla \cdot v_T)s + \int_{\partial T} (v_T - v_{T_T}) \cdot n_T s \right]. \quad (3.19)
$$

Therefore, combining equations (3.18) and (3.19), and noting that $s - \pi^0_T s$ is $L^2(T)$-orthogonal to $\nabla \cdot v_T \in P^k(T)$,

$$
\left| \int_{\Omega} v_h \cdot \nabla s - d_h(v_h, \pi^0_T s) \right| = \left| \sum_{T \in \mathcal{T}_h} \int_{\partial T} (v_T - v_{T_T}) \cdot n_T (s - \pi^0_T s) \right| 
\lesssim \sum_{T \in \mathcal{T}_h} h^{-\frac{1}{2}_T} \|v_{T_T} - v_T\|_{\partial T} \left( \|s - \pi^0_T s\|_T + h_T \|\nabla(s - \pi^0_T s)\|_T \right)
$$

where we have applied a Cauchy–Schwarz inequality to the integral and invoked the continuous trace inequality (3.1). The proof then follows by invoking the volumetric approximation properties [18, Theorem 1.45] of $\pi^0_T$ and applying a discrete Cauchy–Schwarz inequality to the sum.

\[\square\]

**Proposition 14 (Properties of $t_h$).** The discrete trilinear form $t_h$ satisfies the following properties:

\begin{enumerate}
\item[(T1)] **Skew-symmetry.** For all $v_h, w_h, z_h \in U^k_{h,n}$

$$
t_h(v_h, w_h, z_h) = -t_h(v_h, z_h, w_h). \quad (3.20)
$$

\item[(T2)] **Boundedness.** There exists $C_t \geq 0$ independent of $h$ such that, for all $v_h, w_h, z_h \in U^k_{h,n}$,

$$
|t_h(v_h, w_h, z_h)| \leq C_t \|v_h\|_{1,h} \|w_h\|_{1,h} \|z_h\|_{1,h}. \quad (3.21)
$$

\item[(T3)] **Consistency.** For all $v, w \in W^{1,4}(\Omega)^3 \cap W^{k+1,4}(\mathcal{T}_h)^3$ such that $\nabla \cdot v = 0$ and $v \cdot n_\Omega = 0$ and for all $z_h \in U^k_{h,n}$,

$$
\left| \int_{\Omega} (v \cdot \nabla) w \cdot z_h - t_h(I^k_h v, I^k_h w, z_h) \right| 
\lesssim \|z_h\|_{1,h} h^{k+1} \left( \|v\|_{W^{1,4}(\Omega)^3} \|w\|_{W^{k+1,4}(\mathcal{T}_h)^3} + \|w\|_{W^{1,4}(\Omega)^3} \|v\|_{W^{k+1,4}(\mathcal{T}_h)^3} \right). \quad (3.22)
$$
\end{enumerate}
Proof. The skew-symmetry (T1) is trivial from the definitions (2.10) of $t_h$ and (2.8) of $t_T$. The proof of (T2) is done as in [18, Proposition 9.17] (see also Lemma 9.15 therein), using generalised Hölder inequalities with exponents $(4,2,4)$, the boundedness [18, Eq. (9.37)] of $G_T^{2k}$ (which is easily checked to hold with the modified discrete norm (2.1)), and the Poincaré–Sobolev inequality (3.10).

We now turn to (T3). It follows the integration by parts formula (3.48) with $\Omega$ replaced by a generic $T$ that

$$
\int_{\Omega} (v \cdot \nabla) w \cdot z_h = \frac{1}{2} \sum_{T \in T_h} \left[ \int_{T} (v \cdot \nabla) w \cdot z_T - \int_{T} (v \cdot \nabla) z_T \cdot w + \int_{\partial T} (v \cdot n_T) (z_T - z_{FT}) \cdot w \right],
$$

where we justify including the term

$$
\sum_{T \in T_h} \int_{\partial T} (v \cdot n_T) z_{FT} \cdot w = \sum_{F \in F_h} \sum_{T \in F} (v \cdot n_{TF}) z_F \cdot w = 0
$$

by the single valuedness of $v$ and $w$ on each interior face, and $v \cdot n_{TF} = 0$ for all $F \subset \partial \Omega$. The discrete trilinear form $t_h$ may be expanded using equation (2.7) as

$$
t_{h}(I_h^k v, I_h^k w, z_h) = \frac{1}{2} \sum_{T \in T_h} \left[ \int_{T} (\pi_T^0 v \cdot G_T^2 k) I_h^k w \cdot z_T - (\pi_T^0 v \cdot \nabla) z_T \cdot \pi_T^0 w \right]
$$

$$
- \int_{\partial T} (\pi_T^0 v \cdot n_T) (z_{FT} - z_T) \cdot \pi_T^0 w \right].
$$

Therefore

$$
\int_{\Omega} (v \cdot \nabla) w \cdot z_h = t_{h}(I_h^k v, I_h^k w, z_h)
$$

$$
= \frac{1}{2} \sum_{T \in T_h} \int_{T} (v \cdot \nabla) w \cdot z_T - (\pi_T^0 v \cdot G_T^2 k) I_h^k w \cdot z_T
$$

$$
- \frac{1}{2} \sum_{T \in T_h} \int_{T} [(v - \pi_T^0 v) \cdot \nabla) z_T \cdot w + (\pi_T^0 v \cdot \nabla) z_T \cdot (w - \pi_T^0 w)]
$$

$$
- \frac{1}{2} \sum_{T \in T_h} \int_{\partial T} [(v - \pi_T^0 v) \cdot n_T) (z_{FT} - z_T) \cdot w + (\pi_T^0 v \cdot n_T) (z_{FT} - z_T) \cdot (w - \pi_T^0 w)].
$$

The conclusion follows as in [18, Proposition 9.17], using the consistency of $G_T^{2k}$ (Lemma 9.15 in this reference), the Poincaré–Sobolev inequality (3.10), the continuous trace inequality (3.1), and the approximation properties of the $L^2$-projectors [18, Theorem 1.45].

### 3.3 Consistency errors

For all $(v, w, p, s) \in U \times B \times P \times P$, the kinetic consistency error $\mathcal{E}_{k,h}((v, w, p, s); \cdot) : U_h^k \to \mathbb{R}$ and magnetic consistency error $\mathcal{E}_{m,h}((v, w, p, s); \cdot) : U_h^k \to \mathbb{R}$ are defined via

$$
\mathcal{E}_{k,h}((v, w, p, s); z_h) = \nu_k \mathcal{E}_{a,h}(v; z_h) + \mathcal{E}_{t,h}((v, w); z_h) - \mathcal{E}_{t,h}((w, w); z_h) + \mathcal{E}_{d,h}(p; z_h)
$$

(3.23)
and
\[
\mathcal{E}_{m,h}((v, w, p, s); z_h) = \nu_v \mathcal{E}_{a,h}(v; z_h) + \mathcal{E}_{l,h}((v, w); z_h) - \mathcal{E}_{l,h}((w, v); z_h) + \mathcal{E}_{d,h}(s; z_h)
\]  
(3.24)

where the linear forms \( \mathcal{E}_{a,h}(v; \cdot) : U^k_h \rightarrow \mathbb{R} \), \( \mathcal{E}_{d,h}(s; \cdot) : U^k_h \rightarrow \mathbb{R} \) and \( \mathcal{E}_{l,h}((v, w); \cdot) : U^k_h \rightarrow \mathbb{R} \) are defined as
\[
\mathcal{E}_{a,h}(v; z_h) := -\int_\Omega \Delta v \cdot z_h - a_h(I_h^k v, z_h),
\]
\[
\mathcal{E}_{d,h}(s; z_h) := \int_\Omega z_h \cdot \nabla s - d_h(z_h, \pi_h^0 s),
\]
and
\[
\mathcal{E}_{l,h}((v, w); z_h) := \int_\Omega (v \cdot \nabla) w \cdot z_h - t_h(I_h^k v, I_h^k w, z_h).
\]

**Theorem 15** (Consistency error). Suppose that \((v, w, p, s) \in U \times B \times P \times P\) satisfy the additional regularity: \(v, w \in H^{k+2}((\bar{T}_h)^3) \cap W^{1,4}(\Omega)^3, \Delta v, \Delta w \in L^2(\Omega)^3, \nabla \cdot v = \nabla \cdot w = 0, \ n_\partial \times (\nabla \times w) = 0\) on \(\partial \Omega\), and \(p, s \in H^1(\Omega) \cap H^{k+1}(\bar{T}_h)\). Then the kinetic consistency error \(\mathcal{E}_{k,h}((v, w, p, s); \cdot)\) and magnetic consistency error \(\mathcal{E}_{m,h}((v, w, p, s); \cdot)\) satisfy the following estimates:
\[
\sup_{z_h \in U^k_h \setminus \{0\}} \frac{|\mathcal{E}_{k,h}((v, w, p, s); z_h)|}{\|z_h\|_{1,h}} \lesssim h^{k+1} \left[ \|v\|_{H^{k+2}(\bar{T}_h)^3} + \|v\|_{W^{1,4}(\Omega)^3} |v|_{W^{k+1,4}(\bar{T}_h)^3} + \|w\|_{W^{1,4}(\Omega)^3} |w|_{W^{k+1,4}(\bar{T}_h)^3} \right],
\]  
(3.25)

and
\[
\sup_{z_h \in U^k_{h,n} \setminus \{0\}} \frac{|\mathcal{E}_{m,h}((v, w, p, s); z_h)|}{\|z_h\|_{1,h}} \lesssim h^{k+1} \left[ \|v\|_{H^{k+2}(\bar{T}_h)^3} + \|v\|_{W^{1,4}(\Omega)^3} |v|_{W^{k+1,4}(\bar{T}_h)^3} + \|w\|_{W^{1,4}(\Omega)^3} |w|_{W^{k+1,4}(\bar{T}_h)^3} \right] + |s|_{H^{k+1}(\bar{T}_h)}.
\]  
(3.26)

**Proof.** The proof follows trivially by a triangle inequality on the terms \(|\mathcal{E}_{k,h}((v, w, p, s); z_h)|\) and \(|\mathcal{E}_{m,h}((v, w, p, s); z_h)|\), and applying the estimates (3.13) (and [18, Eq. (8.32)] for the Dirichlet boundary conditions on \(v\)), (3.17) and (3.22).

\[\square\]

### 3.4 Stability of the scheme

The existence of a solution to the scheme and its uniqueness and error estimates for small data all follow from a general stability result that we now establish. To simplify the presentation and proof of this result, we start by re-casting the variational formulation (2.12) in a more compact way: find \(z_h \in X^k_h\) such that
\[
A_h(z_h, y_h) + T_h(z_h, \mu_h, \nu_h) = F_h(y_h) \quad \forall y_h \in X^k_h,
\]  
(3.27)

where we have defined the linear form \(F_h : X^k_h \rightarrow \mathbb{R}\), bilinear form \(A_h : X^k_h \times X^k_h \rightarrow \mathbb{R}\) and trilinear form \(T_h : X^k_h \times X^k_h \times X^k_h \rightarrow \mathbb{R}\) by, for \(z_h = (u_h, v_h, q_h, r_h) \in X^k_h\) (with \(i = \varnothing, b\)) and \(y_h = (\varnothing_h, w_h, s_h, z_h) \in X^k_h\),
\[
F_h(y_h) = (f, v_h)_\Omega + (g, w_h)_\Omega,
\]
\[ A_h(x_h, y_h) = \nu_h a_h(u_h, w_h) + \nu_m a_h(b_h, w_h) + d_h(u_h, q_h) + d_h(w_h, r_h) - d_h(u_h^2, s_h) - d_h(b_h, z_h) \]

and

\[ T_h(x_h, y_h) = t_h(u_h^2, w_h) - t_h(b_h, v_h) + t_h(u_h^2, b_h, w_h) - t_h(b_h, u_h^2, w_h). \]

Simple algebra shows that

\[ A_h(x_h, y_h) = \nu_h a_h(u_h^2, w_h) + \nu_m a_h(b_h, u_h^2) = \| (u_h^2, b_h) \|^2, \]

where \( \|(\cdot, \cdot)\|_{a, a, h} \) is defined by (2.17) and, using the skew-symmetry (3.20) of \( t_h \), that

\[ T_h(x_h, y_h) = 0. \]

We define the norm \( \| - \|_{1, 1, h} \) on \( \mathbb{U}_{h, 0}^k \times \mathbb{U}_{h, n}^k \) by

\[ \| (v_h, w_h) \|_{1, 1, h} = (\| v_h \|^2 + \| w_h \|^2) \frac{1}{h} \quad \forall (v_h, w_h) \in \mathbb{U}_{h, 0}^k \times \mathbb{U}_{h, n}^k \]

and, for a linear mapping \( G : \mathbb{X}_h^k \to \mathbb{R} \) depending only on the first two components (such as \( F_h \) above), the dual norm by

\[ \| G \|_{\mathbb{X}, *} := \sup \left\{ \frac{G((v_h, w_h, 0, 0))}{\| (v_h, w_h) \|_{1, 1, h}} : (v_h, w_h) \in \mathbb{U}_{h, 0}^k \times \mathbb{U}_{h, n}^k \setminus \{(0, 0)\} \right\}. \]

**Lemma 16** (Boundedness of \( T_h \)). It holds, for all \( x_h^\flat, x_h^\sharp, y_h \in \mathbb{X}_h^k \),

\[ |T_h(x_h^\flat, x_h^\sharp, y_h)| \leq \sqrt{2} C_t \| (u_h^2, b_h^2) \|_{1, 1, h} \| (u_h^2, b_h^2) \|_{1, 1, h} \| (v_h, w_h) \|_{1, 1, h} \| (v_h, w_h) \|_{1, 1, h}. \]

**Proof.** Using (3.21) we have

\[ C_t^{-1} |T_h(x_h^\flat, x_h^\sharp, y_h)| \leq \| u_h^2 \|_{1, h} \| u_h^2 \|_{1, h} \| v_h \|_{1, h} + \| b_h^2 \|_{1, h} \| b_h^2 \|_{1, h} \| v_h \|_{1, h} + \| b_h^2 \|_{1, h} \| u_h^2 \|_{1, h} \| v_h \|_{1, h} + \| b_h^2 \|_{1, h} \| u_h^2 \|_{1, h} \| w_h \|_{1, h}. \]

We then use Cauchy–Schwarz inequalities to write

\[ \| u_h^2 \|_{1, h} \| u_h^2 \|_{1, h} + \| b_h^2 \|_{1, h} \| b_h^2 \|_{1, h} \leq \| (u_h^2, b_h^2) \|_{1, 1, h} \| (u_h^2, b_h^2) \|_{1, 1, h}, \]

\[ \| u_h^2 \|_{1, h} \| u_h^2 \|_{1, h} + \| b_h^2 \|_{1, h} \| u_h^2 \|_{1, h} \leq \| (u_h^2, b_h^2) \|_{1, 1, h} \| (u_h^2, b_h^2) \|_{1, 1, h}. \]

Plugged into (3.31), this gives

\[ C_t^{-1} |T_h(x_h^\flat, x_h^\sharp, y_h)| \leq \| (u_h^2, b_h^2) \|_{1, 1, h} \| (u_h^2, b_h^2) \|_{1, 1, h} \| (u_h^2, b_h^2) \|_{1, 1, h} + \| w_h \|_{1, h} \]

and the Cauchy–Schwarz inequality \( \| u_h^2 \|_{1, h} + \| w_h \|_{1, h} \leq \sqrt{2} \| (v_h, w_h) \|_{1, 1, h} \) concludes the proof.

Both the uniqueness of the discrete solution and the error estimate will be consequences of the following stability result.
Lemma 17 (Stability of the scheme). Let $\bar{z}_h^\pm$ and $\bar{x}_h^\pm$ be two solutions of (3.27) corresponding to two right-hand sides $F_h^\pm$ and $F_h^\mp$. Assume that, for some $\chi \in [0, 1)$,

$$\frac{\sqrt{T}C_tC_a}{\min(\nu_k, \nu_m)} \| (\bar{u}_h^\pm, \bar{b}_h^\pm) \|_{1,1,h} \leq \chi.$$  

(3.32)

Then,

$$(1 - \chi)\| (\bar{u}_h^\pm - \bar{u}_h^\pm, \bar{b}_h^\pm - \bar{b}_h^\pm) \|_{a,a,h} \leq \frac{C_a}{\min(\nu_k, \nu_m)^{1/2}} \| F_h^\pm - F_h^\mp \|_{X,*},$$  

(3.33)

and, for some $C_0$ depending only on $\nu_k$, $\nu_m$, $C_t$, $C_a$ and $C_d$,

$$(1 - \chi) \left( \| q_h^\pm - q_h^\pm \|_{L^2(\Omega)} + \| r_h^\pm - r_h^\pm \|_{L^2(\Omega)} \right) \leq C_0 \| F_h^\pm - F_h^\mp \|_{X,*} \left( 1 + \| (\bar{u}_h^\pm, \bar{b}_h^\pm) \|_{1,1,h} + \| (\bar{u}_h^\pm, \bar{b}_h^\pm) \|_{1,1,h} \right).$$  

(3.34)

Proof. The vector $\omega_h = z_h^\pm - x_h^\pm = (e_u, e_b, e_q, e_r) \in X_h^k$ satisfies the following error equation: for all $y_h \in X_h^k$,

$$A_h(\omega_h, y_h) + T_h(\omega_h, z_h^\pm, y_h) + T_h(z_h^\pm, \omega_h, y_h) = (F_h^\pm - F_h^\mp)(y_h).$$

(3.35)

Making $y_h = \omega_h$ and using (3.28), (3.29), (3.30) and the definition of $\| \cdot \|_{X,*}$, we infer

$$\| (e_u, e_b) \|_{a,a,h}^2 \leq \| F_h^\pm - F_h^\mp \|_{X,*} \| (e_u, e_b) \|_{1,1,h} + \sqrt{T}C_t \| (\bar{u}_h^\pm, \bar{b}_h^\pm) \|_{1,1,h} \| (e_u, e_b) \|_{1,1,h}^2.$$  

(3.36)

The estimate (3.33) follows from (3.32) by using (3.12) to write

$$\| \cdot \|_{1,1,h}^2 \leq \frac{C_a}{\min(\nu_k, \nu_m)} \| \cdot \|_{a,a,h}^2.$$  

(3.36)

To prove (3.34), we develop $A_h$ in the error equation (3.35), with $y_h = (\bar{v}_h, \bar{w}_h, 0, 0)$, to see that

$$\nu_k a_h(e_u, \bar{v}_h) + \nu_m a_h(e_b, \bar{w}_h) + d_h(\bar{v}_h, e_q) + d_h(\bar{w}_h, e_r) + T_h(\omega_h, z_h^\pm, y_h) + T_h(z_h^\pm, \omega_h, y_h) = (F_h^\pm - F_h^\mp)(y_h).$$

(3.37)

Using Cauchy–Schwarz inequalities, the estimate (3.33) and the norm equivalence (3.12), we have

$$(1 - \chi) \| \nu_k a_h(e_u, \bar{v}_h) + \nu_m a_h(e_b, \bar{w}_h) \| \leq C_1 \| F_h^\pm - F_h^\mp \|_{X,*} \| (\bar{v}_h, \bar{w}_h) \|_{1,1,h}$$

(3.38)

and, invoking the boundedness (3.30) of $T_h$,

$$(1 - \chi) \left| T_h(\omega_h, z_h^\pm, y_h) + T_h(z_h^\pm, \omega_h, y_h) \right| \leq C_2 \| F_h^\pm - F_h^\mp \|_{X,*} \left( \| (\bar{u}_h^\pm, \bar{b}_h^\pm) \|_{1,1,h} + \| (\bar{u}_h^\pm, \bar{b}_h^\pm) \|_{1,1,h} \right) \| (\bar{v}_h, \bar{w}_h) \|_{1,1,h}$$

(3.39)

with $C_1, C_2$ having the same dependencies as $C_0$ in the theorem. The estimate (3.34) follows plugging (3.38)–(3.39) into (3.37) to get an upper bound on $d_h(\bar{v}_h, e_q) + d_h(\bar{w}_h, e_r)$, and by using the inf-sup property (3.16).
Corollary 18 (Existence and uniqueness of the solution). The following properties hold:

- Existence and a priori estimates: there exists a solution to (3.27), and any solution \( \mathbf{z}_h \) to this problem satisfies

\[
\|(\mathbf{u}_h, \mathbf{b}_h)\|_{a,a,h} \leq \frac{C_0^1}{\min(\nu_k, \nu_m)^{\frac{1}{2}}} \|F_h\|_{X,*},
\]

(3.40)

\[
\|(\mathbf{u}_h, \mathbf{b}_h)\|_{1,1,h} \leq \frac{C_a}{\min(\nu_k, \nu_m)} \|F_h\|_{X,*},
\]

(3.41)

\[
\|q_h\|_{L^2(\Omega)} + \|r_h\|_{L^2(\Omega)} \leq C_0 \|F_h\|_{X,*} \left(1 + \frac{C_a}{\min(\nu_k, \nu_m)} \|F_h\|_{X,*}\right).
\]

(3.42)

- Uniqueness of the solution: if

\[
\|F_h\|_{X,*} \leq \frac{\chi \min(\nu_k, \nu_m)^2}{\sqrt{2C_t C_a^2}},
\]

(3.43)

then (3.27) has a unique solution.

Proof. The a priori estimates (3.40)–(3.42) follow from Lemma 17 with the pair of solution/source given by \((\mathbf{x}_h^0, F_h^0) = (0, 0)\) and \((\mathbf{x}_h^1, F_h^1) = (\mathbf{z}_h, F_h)\). Indeed, (3.32) holds with \(\chi = 0\) and (3.33) together with (3.36) yields (3.40) and (3.41). The estimate (3.42) directly follows from this bound and (3.34).

To prove the existence of a solution, we use Lemma 19 below. The space \(X_h^k\) is a Euclidean space equipped with the norm

\[
\|(\mathbf{u}_h, \mathbf{w}_h, s_h, z_h)\|_{X_h^k}^2 := \|(\mathbf{u}_h, \mathbf{w}_h)\|_{1,1,h}^2 + \|s_h\|_{\Omega}^2 + \|z_h\|_{\Omega}^2,
\]

whose inner product is denoted by \((\cdot, \cdot)_{X_h}\). For each \(\rho \in [0, 1]\), we define a function \(\Psi_{\rho} : X_h^k \to X_h^k\) such that for all \(\mathbf{z}_h \in X_h^k\), \(\Psi_{\rho}(\mathbf{z}_h)\) is the unique element of \(X_h^k\) satisfying

\[
(\Psi_{\rho}(\mathbf{z}_h), \mathbf{y}_h)_{X_h} = A_h(\mathbf{z}_h, \mathbf{y}_h) + \rho T_h(\mathbf{z}_h, \mathbf{z}_h, \mathbf{y}_h) - F_h(\mathbf{y}_h) \quad \forall \mathbf{y}_h \in X_h^k.
\]

We shall now show that \(\Psi_{\rho}\) satisfies each of the conditions in Lemma 19.

(i) As \(X_h^k\) is finite dimensional, and each of the forms \(A_h\), \(T_h\) and \(F_h\) are continuous, then \(\Psi_{\rho}\) is also continuous.

(ii) Suppose \(\rho \in [0, 1]\) and \((\mathbf{u}_h, \mathbf{b}_h, q_h, r_h) \in X_h^k\) are such that \(\Psi_{\rho}(\mathbf{u}_h, \mathbf{b}_h, q_h, r_h) = (0, 0, 0, 0)\). Noting that \(\rho T_h\) satisfies the same properties as \(T_h\) (with the same constant \(\sqrt{2C_t}\) in (3.30)), we can invoke (3.41) and (3.42) to infer the existence of \(\mu > 0\) independent of \(\rho\) such that

\[
\|(\mathbf{u}_h, \mathbf{b}_h, q_h, r_h)\|_{X,h} < \mu.
\]

(iii) It is clear that \(\Psi_0\) is an affine function and \(\Psi_0((\mathbf{u}_h, \mathbf{b}_h, q_h, r_h)) = (0, 0, 0, 0)\) describes a decoupled Stokes problem for each of \((\mathbf{u}_h, q_h)\) and \((\mathbf{b}_h, r_h)\) for which solutions are known to exist. Upon increasing \(\mu\) we also have \(\|(\mathbf{u}_h, \mathbf{b}_h, q_h, r_h)\|_{X,h} < \mu\).
We may now invoke Lemma 19 to establish the existence of a solution to \( \Psi_1(\mathbf{z}_h) = 0 \), which is therefore a solution to (3.27).

Finally, to establish the uniqueness of this solution under assumption (3.43), take two solutions \((\mathbf{x}_h^*, \mathbf{z}_h^*)\) for the same right-hand side \(F_h = F_h = F_h\) and assume that (3.43) holds. Then (3.41) shows that (3.32) holds. The bounds (3.33) and (3.34) then give \(\mathbf{x}_h^* = \mathbf{z}_h^*\).

\[\Box\]

Lemma 19 ([18, Lemma 9.6]). Let \(W\) be a finite-dimensional vector space equipped with a norm \(\| \cdot \|_W\), and let a function \(\Psi : W \times [0, 1] \to W\) satisfy the following assumptions:

(i) \(\Psi\) is continuous;

(ii) There exists \(\mu > 0\) such that, for any \((w, \rho) \in W \times [0, 1]\),

\[\Psi(w, \rho) = 0 \implies \|w\|_W \neq \mu;\]

(iii) \(\Psi(\cdot, 0)\) is an affine function and the equation \(\Psi(w, 0) = 0\) has a solution \(w \in W\) such that \(\|w\|_W < \mu\).

Then there exists \(w \in W\) such that \(\Psi(w, 1) = 0\) and \(\|w\|_W < \mu\).

3.5 Proof of the main results

Proof of Theorem 2. Follows directly from Corollary 18 and applying (3.11) to bound the dual norm of \(F_h\).

Proof of Theorem 3. Owing to (2.13), \((\|u_h\|_{1,h})_{h \in \mathcal{H}}, (\|b_h\|_{1,h})_{h \in \mathcal{H}}, (\|q_h\|_{\Omega})_{h \in \mathcal{H}}\) and \((\|r_h\|_{\Omega})_{h \in \mathcal{H}}\) are bounded. As noted in the proof of Theorem 10, the discrete compactness result [18, Theorem 9.29] for Dirichlet boundary conditions also holds under Assumption 1. Using this result (for the velocity field) and Theorem 10 (for the magnetic field), the bounds mentioned above allow us to extract subsequences such that

\[
\begin{align*}
\mathbf{u}_h &\to \mathbf{u} \quad \text{and} \quad b_h \to b \quad \text{in } L^s(\Omega)^3 \text{ for all } s \in [1, 6), \\
\nabla_h f_h^{k+1} \mathbf{u}_h &\to \nabla \mathbf{u} \quad \text{and} \quad \nabla_h f_h^{k+1} b_h &\to \nabla b \quad \text{weakly in } L^2(\Omega)^{3 \times 3}, \\
G_h^{l} \mathbf{u}_h &\to \nabla \mathbf{u} \quad \text{and} \quad G_h^{l} b_h &\to \nabla b \quad \text{weakly in } L^2(\Omega)^{3 \times 3}, \quad \text{for all integers } l \geq 0, \\
q_h &\to q \quad \text{and} \quad r_h &\to r \quad \text{weakly in } L^2(\Omega),
\end{align*}
\]

where \(\mathbf{u} \in U, b \in B,\) and \((q, r) \in P^2\) (the zero average condition following from the weak convergences of \(q_h, r_h\), which have zero average).

Take \(v \in C^\infty_c(\Omega), w \in C^\infty_n(\Omega) := \{z \in C^\infty(\Omega) : z \cdot n = 0 \text{ on } \partial \Omega\},\) and \((s, z) \in (C^\infty_c(\Omega) \cap P)^2\), and use \((\mathbf{L}^k v, \mathbf{L}^k w, \pi^0_h s, \pi^0_h z)\) as test functions in the discrete scheme (2.12). The convergences (3.44) and the strong convergence of the interpolates in \(H^1(\Omega)^3\) (see [18, Proposition 9.31]) enable us to reason as in Step 2 of the proof of [18, Theorem 9.32] to pass to the limit in the linear and non-linear terms of the scheme, to see that \((\mathbf{u}, b, q, r)\) satisfies (1.6) for test functions in \(C^\infty_c(\Omega) \times C^\infty_n(\Omega) \times (C^\infty_c(\Omega) \cap P)^2\). Since this space is dense in \(U \times B \times P^2\) (\(\Omega\) being polyhedral, the density of \(C^\infty_n(\Omega)\) in \(B\) can be established following the approach in [24]), this establishes that \((\mathbf{u}, b, q, r)\) is a solution to the continuous problem.
To prove the strong convergence of the gradients of the velocity and the magnetic field, we use \((\mathbf{u}_h, \mathbf{b}_h, q_h, r_h)\) as test functions in the scheme (3.27). Owing to (3.28) and (3.29), this yields
\[
\nu_k a_h(\mathbf{u}_h, \mathbf{u}_h) + \nu_m a_h(\mathbf{b}_h, \mathbf{b}_h) = (f, \mathbf{u}_h)_\Omega + (g, \mathbf{b}_h)_\Omega.
\] (3.45)
By the convergences of \(\mathbf{u}_h\) and \(\mathbf{b}_h\), we have, as \(h \to 0\),
\[
(f, \mathbf{u}_h)_\Omega + (g, \mathbf{b}_h)_\Omega \to (f, \mathbf{u})_\Omega + (g, \mathbf{b})_\Omega = \nu_k \|\nabla \mathbf{u}\|_{\Omega}^2 + \nu_m \|\nabla \mathbf{b}\|_{\Omega}^2,
\] (3.46)
where the equality is obtained plugging \((\mathbf{v}, \mathbf{w}, s, z) = (\mathbf{u}, \mathbf{b}, q, r)\) in the continuous weak formulation (1.6). On the other hand, by definition of \(a_h\) it holds \(a_h(\mathbf{v}_h, \mathbf{w}_h) \geq \|\nabla_h r_h^{k+1} \mathbf{w}_h\|_{\Omega}^2\) for all \(\mathbf{w}_h \in \mathbf{U}_h^k\). Combined with (3.45) and (3.46), this yields
\[
\limsup_{h \to 0} \left( \nu_k \|\nabla_h r_h^{k+1} \mathbf{u}_h\|_{\Omega}^2 + \nu_m \|\nabla_h r_h^{k+1} \mathbf{b}_h\|_{\Omega}^2 \right) \leq \nu_k \|\nabla \mathbf{u}\|_{\Omega}^2 + \nu_m \|\nabla \mathbf{b}\|_{\Omega}^2.
\]
This inequality shows that the weak convergence of \((\nabla_h r_h^{k+1} \mathbf{u}_h, \nabla_h r_h^{k+1} \mathbf{b}_h)\) in \((L^2(\Omega))^3 \times 3^2\) is actually strong.

The strong convergence of the \((q_h, r_h)\) is obtained introducing \((\mathbf{v}_q, \mathbf{w}_r) \in \mathcal{U} \times \mathcal{B}\) such that \(\text{div} \mathbf{v}_q = q, \text{div} \mathbf{w}_r = r\), \(\|\mathbf{v}_q\|_{H^1(\Omega)^3} \lesssim \|q\|_{\Omega}\) and \(\|\mathbf{w}_r\|_{H^1(\Omega)^3} \lesssim \|r\|_{\Omega}\), and utilising \(\mathbf{L}_h^k \mathbf{v}_q\) in (2.12a), \(\mathbf{L}_h^k \mathbf{w}_r\) in (2.12b), and reasoning as in Step 4 of the proof of [18, Theorem 9.32]. We omit the details. \(\square\)

**Proof of Theorem 4.** Using Corollary 18, we only have to show that (2.14) implies (3.43), which directly follows from
\[
|F_h(\mathbf{v}_h, \mathbf{v}_h, 0, 0)| = |(f, \mathbf{v}_h)_\Omega + (g, \mathbf{w}_h)_\Omega| \leq (\|f\|_{\Omega}^2 + \|g\|_{\Omega}^2)^{1/2} \left( \|\mathbf{v}_h\|_{\Omega}^2 + \|\mathbf{w}_h\|_{\Omega}^2 \right)^{1/2}
\]
\[
\leq C_p \left( \|f\|_{\Omega}^2 + \|g\|_{\Omega}^2 \right)^{1/2} \|\mathbf{v}_h\|_{1,1,h} \|\mathbf{w}_h\|_{1,1,h},
\]
where the conclusion follows using the Poincaré inequality (3.11). \(\square\)

**Proof of Theorem 5.** We apply Lemma 17 with \(\mathbf{w}_h^x = (\mathbf{u}_h, \mathbf{b}_h, q_h, r_h)\) solution of the scheme (2.12) and \(\mathbf{w}_h^y = (\mathbf{L}_h^k \mathbf{u}, \mathbf{L}_h^k \mathbf{b}, \pi_h^0 q, \pi_h^0 r)\) interpolate on \(X_h^k\) of the exact solution \((\mathbf{u}, \mathbf{b}, q, r)\) of the continuous problem (1.6). Decomposing \(f\) and \(g\) according to (1.1a) and (1.1b), we see that \(\mathbf{w}_h^y\) solves (3.27) with source term
\[
F_h^x(\mathbf{y}_h) = F_h^x(\mathbf{y}_h) - \mathcal{E}_{k,h}(\mathbf{u}, \mathbf{b}, q, r; \mathbf{y}_h) - \mathcal{E}_{m,h}(\mathbf{u}, \mathbf{b}, q, r; \mathbf{y}_h),
\]
where we recall that the consistency errors \(\mathcal{E}_{k,h}\) and \(\mathcal{E}_{m,h}\) are defined in (3.23) and (3.24). As established in the proof of Theorem 4, the assumption (2.14) shows that \((\mathbf{w}_h^x, \mathbf{w}_h^y)\) satisfies (3.32). The error estimates (2.15) and (2.16) then follow from (3.33)–(3.34) and the consistency estimates (3.25)–(3.26), together with the a priori estimates (3.41), (3.47) (see below) and the interpolation bound of [18, Proposition 2.2] to write \(\|\mathbf{w}_h^x, \mathbf{w}_h^y\|_{1,1,h} \leq C_f^x + \|g\|_{\Omega}^2 \) for some \(C\) independent of \(h, f\) and \(g\), but dependent on \(\nu_k\) and \(\nu_m\). \(\square\)

The following a priori bound on the continuous solution was used in the proof of Theorem 5 above.
Proposition 20 (Continuous a priori bound). Any solution to (1.6) satisfies
\[ \nu_k a(u, u) + \nu_m a(b, b) \lesssim \nu_k^{-1} \|f\|_\Omega^2 + \nu_m^{-1} \|g\|_\Omega^2. \] (3.47)

Proof. The following integration by parts formula holds for all \( w, v, z \in H^1(\Omega)^3 \):
\[ \int_{\Omega} (v \cdot \nabla)w \cdot z + \int_{\Omega} (v \cdot \nabla)z \cdot w + \int_{\Omega} (\nabla \cdot v)(w \cdot z) = \int_{\partial \Omega} (v \cdot n)(w \cdot z). \] (3.48)
Thus, for any \( v \in H^1(\Omega)^3 \) such that \( \nabla \cdot v = 0 \) in \( \Omega \) and \( v \cdot n = 0 \) on \( \partial \Omega \), it holds that
\[ t(v, w, z) = -t(v, z, w) \quad \forall w, z \in H^1(\Omega)^3. \] (3.49)
Set \( v = u \) in (1.6a), \( w = b \) in (1.6b), and add the resulting equations to get
\[ \nu_k a(u, u) + t(u, u, u) - t(b, b, u) + \nu_m a(b, b) + t(u, b, b) - t(b, u, b) = (f, u)_\Omega + (g, b)_\Omega, \] (3.50)
where we have invoked the zero divergence conditions (1.6c)–(1.6d) to cancel out the terms \( d(u, q) \) and \( d(b, r) \). From equation (3.49) we infer \( t(u, u, u) = t(b, b, b) = 0 \) and \( t(u, b, b) = -t(b, u, b) \). Plugged into (3.50) this yields
\[ \nu_k a(u, u) + \nu_m a(b, b) = (f, u)_\Omega + (g, b)_\Omega. \]
By invoking Cauchy–Schwarz and Poincaré inequalities (the latter of which holds due to the boundary conditions on \( u, b \)) we readily infer (3.47). \( \square \)

4 Numerical tests

We provide here a variety of numerical tests for the scheme (2.12) on two families of polyhedral meshes. The method is implemented using the HArDCore open source C++ library available at https://github.com/jdroniou/HArDCore. The nonlinear algebraic system is resolved via a Newton iterative scheme:
\[ U^{(n+1)} = U^{(n)} + \delta^{(n)}, \]
\[ \text{DG}(U^{(n)}) \delta^{(n)} = -G(U^{(n)}), \] (4.1)
where \( U^{(n)} \) denotes the vector of unknowns at the \( n \)th iterate, \( \delta^{(n)} \) denotes the Newton step, \( G \) is a nonlinear function such that the system (3.27) corresponds to \( G(U) = 0 \), with Jacobian matrix denoted by DG. The system (4.1) is initialised with a vector of zeroes. At each step, we measure the discrete \( L^2 \) norm of \( G(U^{(n)}) \) and once its value relative to the initial value is less than \( 10^{-6} \) we exit the Newton scheme. At each iteration, the degrees–of–freedom (DOFs) of \( u_h \) and \( b_h \) in each element of the system (4.1), and all but one pressure DOF in each element are eliminated via static condensation [cf. 21, Section 6.2]. The resulting linear system is solved using the Pardiso solver found in the Eigen library (which internally invokes the Intel Math Kernel Library (Intel MKL)), with documentation available at https://eigen.tuxfamily.org/dox/index.html.
The velocity field $u$ is designed to satisfy $\text{div} \, u = 0$, and $u = 0$ on $\partial\Omega$, and the magnetic field $b$ (taken from [35]) is designed to satisfy $\text{div} \, b = 0$, $b \cdot n = 0$ on $\partial\Omega$, and $n \times (\nabla \times b) = 0$ on $\partial\Omega$.

The stabilisation bilinear form is taken to be

$$s_T(v_T, w_T) = \int_T \nabla(v_T - \pi_T^{0,k} r_T^{k+1} v_T) : \nabla(w_T - \pi_T^{0,k} r_T^{k+1} w_T) + h_T^{-1} \int_{\partial T} (w_{r_T} - \pi_{r_T}^{0,k} r_T^{k+1} v_{r_T}) \cdot (w_{r_T} - \pi_{r_T}^{0,k} r_T^{k+1} w_{r_T}).$$

The accuracy of the scheme is measured by the following relative energy errors,

$$E_{a,u,h}^2 := \nu_k \frac{a_h(u - I_h^k u, u - I_h^k u)}{a_h(I_h^k u, I_h^k u)} \quad \text{and} \quad E_{a,b,h}^2 := \nu_m \frac{a_h(b - I_h^k b, b - I_h^k b)}{a_h(I_h^k b, I_h^k b)},$$

relative error in the Lagrange multiplier for the fluid equation

$$E_{q,h} := \frac{\|q_h - \pi_{0,h}^k q\|_{\Omega}}{\|\pi_{0,h}^k q\|_{\Omega}},$$

and relative $L^2$ errors,

$$E_{0,u,h} := \frac{\|u_h - I_h^k u\|_{0,h}}{\|I_h^k u\|_{0,h}} \quad \text{and} \quad E_{0,b,h} := \frac{\|b_h - I_h^k b\|_{0,h}}{\|I_h^k b\|_{0,h}},$$

where $\|\cdot\|_{0,h} : \mathcal{U}_{h,n}^k \to \mathbb{R}$ is an $L^2$-like norm defined for all $v_h \in \mathcal{U}_{h,n}^k$ via

$$\|v_h\|_{0,h} := \left( \sum_{T \in T_h} \left[ \|v_T\|^2_T + h_T \|v_{r_T}\|^2_{\partial T} \right] \right)^{\frac{1}{2}}.$$

We also define a fluid pressure error by

$$E_{p,h} := \frac{\|p_h - p\|_{\Omega}}{\|p\|_{\Omega}}.$$
where \( p_h \) is defined by equation (2.18) and we consider a mass density \( \rho = 1 \).

For simplicity of presentation we only consider \( \nu_k = \nu_m = 0.1 \). We note that the singular perturbation problem \( \nu_k \to 0, \nu_m \to 0 \) comes at a very high computational expense, and requires significant effort in resolving the non-linear algebraic system (quite often and even with relaxation, the iterative algorithms – whether Newton or pseudo-transient continuation – do not converge for values \( \leq 0.1 \) of these parameters). Among polytopal methods for MHD, the reference [31] has put some effort into considering these cases, with Reynolds numbers as large as \( 10^4 \); however the numerical tests were only considered in two dimensions, which is computationally much less challenging. Some 3D tests are conducted for the lowest order VEM in [57], but only with Reynolds and magnetic Reynolds numbers equal to 1. Even for linearised MHD, the 3D tests conducted for the DG method in [36] only consider parameters as low as \( \nu_k = \nu_m = 0.1 \). Numerical tests show that adding a sufficiently large reaction term (with scaling \( \sim \min\{\nu_k, \nu_m\}^{-1} \)) to the equations – which is reminiscent of the transient problem with a small time step – greatly improves the performance of the iterative methods and allows for resolution of the nonlinear system for far smaller parameters. This suggests the transient problem is simpler to solve than the stationary one. However, we only consider the static problem in this work.

### 4.1 Tetrahedral meshes

We consider here a sequence of tetrahedral meshes with data given in Table 1. The mesh parameter \( \varrho \) is computed as the maximum ratio of an element diameter to its in-radius (which is also its star-radius as the elements are convex). We test with various values of polynomial degree \( k \), and plot the energy errors versus mesh size in Figure 1 and \( L^2 \) errors in Figure 2. The energy error seems to converge as predicted in Theorem 5 (and Section 2.4 for the fluid pressure), and the \( L^2 \) errors on the velocities and magnetic fields appear to enjoy super convergence.

| \( h \) | \( \text{Card}(\mathcal{T}_h) \) | \( \text{Card}(\mathcal{F}_h) \) | \( \varrho \) |
|---|---|---|---|
| 1.23 | 19 | 24 | 21.9 |
| 0.56 | 216 | 368 | 28.81 |
| 0.5 | 408 | 719 | 36.77 |
| 0.39 | 816 | 1,459 | 57.48 |
| 0.31 | 1,504 | 2,755 | 68.27 |
| 0.26 | 2,925 | 5,472 | 61.26 |

Table 1: Parameters of tetrahedral meshes.
To conclude the tests we run the scheme on a family of Voronoi meshes with data displayed in Table 2. The energy error is plotted in Figure 3 and $L^2$ error is plotted in Figure 4. It appears that the error in the velocity terms begins to converge sub-optimally before approaching optimal convergence. This effect is particularly apparent for the lowest order case $k = 0$, with error plots given in Figure 3 (a) and 4 (a). The reason for this is potentially due to the scheme only approaching, when $k$ is small, the asymptotic convergence rate once the mesh size is sufficiently small.
Table 2: Parameters of Voronoi meshes.

| $h$  | $\text{Card}(\mathcal{T}_h)$ | $\text{Card}(\mathcal{F}_h)$ | $\rho$ |
|------|-----------------|-----------------|-------|
| 0.81 | 29              | 114             | 22.8  |
| 0.59 | 66              | 297             | 41.17 |
| 0.46 | 130             | 640             | 48.43 |
| 0.37 | 228             | 1,196           | 67.1  |
| 0.32 | 356             | 2,034           | 63.59 |

Figure 3: Energy Error vs $h$, Voronoi meshes

Figure 4: $L^2$ Error vs $h$, Voronoi meshes

5 Conclusion

In this paper we have introduced and analysed a novel HHO method for the incompressible MHD equations. We consider a formulation of the problem with the Laplacian as the key differential
operator for both the kinetic and magnetic equations. Such an approach allows the design of a scheme where the key spaces are $H^1$, and we show the method to be consistent in any polyhedral domain. The method locally preserves a discrete-divergence free constraint of the kinetic and magnetic unknowns. We prove uniqueness of the discrete solution and optimal approximation rates under a small data assumption. More generally, the existence of a discrete solution and convergence under general data is proven following a compactness approach. The paper is concluded with some numerical tests on polyhedral meshes.
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