A pre-time-zero spatiotemporal microscopy technique for the ultrasensitive determination of the thermal diffusivity of thin films
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Diffusion is one of the most ubiquitous transport phenomena in nature. Experimentally, it can be tracked by following point spreading in space and time. Here, we introduce a spatiotemporal pump-probe microscopy technique that exploits the residual spatial temperature profile obtained through the transient reflectivity when probe pulses arrive before pump pulses. This corresponds to an effective pump-probe time delay of 13 ns, determined by the repetition rate of our laser system (76 MHz). This pre-time-zero technique enables probing the diffusion of long-lived excitations created by previous pump pulses with nanometer accuracy, and is particularly powerful for following in-plane heat diffusion in thin films. In contrast to existing techniques for quantifying thermal transport it does not require any material input parameters or strong heating. We demonstrate the direct determination of the thermal diffusivities of the layered materials MoSe$_2$ (0.18 cm$^2$/s), WSe$_2$ (0.20 cm$^2$/s), MoS$_2$ (0.35 cm$^2$/s), and WS$_2$ (0.59 cm$^2$/s). This technique paves the way for observing novel nanoscale thermal transport phenomena and tracking diffusion of a broad range of species.

I. INTRODUCTION

Pump-probe measurements, where a probe pulse interrogates a system at a variable time delay after the system has been excited by a pump pulse, are powerful and versatile techniques to obtain information on dynamical processes with high temporal resolution and with high sensitivity. In spatiotemporal pump-probe measurements [1–7] pump and probe pulses have a variable relative offset in space, in addition to their variable time delay. Typically, one of the beams is scanned over the other, fixed, beam, providing information on spatiotemporal transport phenomena, such as diffusion. Most commonly, one observes broadening of an initially pump-excited spot as a function of pump-probe time delay $\Delta t$, where the probe arrives later than the pump. The accuracy in resolving spatial broadening is determined by the signal-to-noise ratio, and can therefore be significantly beyond the diffraction limit. Recently, this super-resolution technique has gained increasing attention as an important tool for studying diffusion in semiconductors [1, 2], organic compounds [4], perovskites [6, 7], metals [5], two-dimensional materials [3, 8], and more. However, with current spatiotemporal pump-probe techniques it is challenging to resolve processes with low diffusivities.

One specific slow diffusion process is the phonon heat diffusion that governs the lattice thermal conductivity [9]. Understanding thermal transport is extremely important, in particular when materials are used in technological applications: avoiding (local) overheating is crucial for proper device operation and prolonged device lifetimes in electronic, optical and optoelectronic devices and systems [10]. However, it is highly challenging for spatiotemporal techniques based on pump-probe measurements to resolve thermal diffusion, because of the limited amount of broadening. Silicon, for example, has a thermal diffusivity $D$ around 1 cm$^2$/s [11]. If heat is deposited by a pump pulse in a Gaussian spot with a width $\sigma_{\Delta t=0}$, the two-dimensional broadening as a function of pump-probe delay time $\Delta t$ is described by the diffusion equation: $\sigma_{\Delta t>0}^2 = \sigma_{\Delta t=0}^2 + 2D\Delta t$. This means that with an initial spot size of 1 µm, after 100 ps the broadening due to thermal diffusion in silicon is just a few nanometers. Moreover, most materials have a lower diffusivity than silicon, and therefore show even less broadening. Alter-
native optical techniques to measure thermal transport typically obtain the thermal conductivity rather than the diffusivity, require accurate knowledge of several material and interface parameters, and/or need relatively strong heating of tens to hundreds of Kelvin. Moreover, the thermal diffusivities of even the most typical transition metal dichalcogenide (TMD) thin films – MoSe$_2$, WSe$_2$, MoS$_2$, and WS$_2$ – have not yet been obtained in a direct experimental way.

Here, we introduce pre-time-zero spatiotemporal microscopy as a technique that enables the direct determination of the diffusivity of long-lived excitations by examining the spatial profile at a small negative pump-probe delay time, where the probe arrives before the pump. In this configuration, the probe is sensitive to residual signal generated by previous pump pulses from the incident pulse train. For example, with a repetition rate $f_{\text{rep}}$ of 76 MHz, the pre-time-zero signal corresponds to an effective time delay of $\Delta t \approx 13$ ns. We demonstrate the strengths of this technique by quantifying the in-plane thermal diffusivity $D$ of free-standing thin films of the TMD material family. We use suspended films, such that phonon heat can accumulate due to the absence of a heat-sinking substrate. Furthermore, the temperature sensitivity reaches the sub-Kelvin level, when probing with a wavelength close to the exciton resonance, where the reflection is particularly sensitive to lattice temperature. We obtain the thermal diffusivity directly by comparing the experimental spatial profile to a simple model based on Fourier’s law of heat conduction, which does not require any material input parameters. The obtained experimental results are in agreement with our ab initio simulations based on density functional theory (DFT) and with experimental values in the literature. We will discuss the advantages of this technique compared to existing optical techniques for the determination of the thermal diffusivity and conductivity. Furthermore, we also provide an outlook of the important studies this technique enables, in terms of (nanoscale) thermal transport, and beyond.

RESULTS

Concept and implementation of pre-time-zero spatiotemporal microscopy

We explain the fundamental idea behind our pre-time-zero spatiotemporal technique, and the experimental setup, in Fig. 1A. An optical pump pulse excites a small region of the sample. Initially, the spatial distribution of the excited species corresponds to the profile of the tightly focused pump beam. As the excited species diffuse, the profile broadens spatially. In the case that the diffusing excitation lives long enough for a new pump pulse to arrive before the system has returned to equilibrium, we can monitor the spatially broadened profile using a probe pulse at a small negative pump-probe time delay. This delay time thus corresponds to a delay that is roughly equal to the temporal spacing between subsequent pump pulses. This enables the study of spatial broadening occurring over a longer timescale than the conventional pump-probe delay time.

Whereas the concept is generally applicable to any long-lived excitations, we now focus on the specific case of quantifying thermal transport in thin films, in order to demonstrate the strengths of pre-time-zero spatiotemporal pump-probe microscopy. We exploit the notion that a pump-induced electronic excitation relaxes over time, typically transferring energy to the lattice subsystem, where phonons carry the energy as heat. We furthermore use the idea that heat changes the optical properties of a material, which we detect with our probe pulses. Since pump-probe measurements enable the observation of very small pump-induced changes in transmission or reflection, this technique can detect small amounts of heat, which we will quantify below. We fix the position of the pump beam, and scan the probe beam in the sample plane, resolving the spatial profile of the transient reflectivity signal $\frac{\Delta R}{R}$ (detected using a silicon photodiode) as a function of spatial pump-probe offset $\Delta x$ and/or $\Delta y$. Here, transient reflectivity is $\frac{\Delta R}{R} = \frac{R_{\text{exc}} - R_{\text{exc}}}{R_{\text{exc}}}$, where $R_{\text{exc}}$ and $R$ are the reflection of the probe with and without the presence of the pump pulse, respectively. By scanning the position of the probe beam, we can acquire spatial transient reflectivity maps $\frac{\Delta R}{R}(\Delta x, \Delta y)$. We will show that the transient reflectivity profile represents the temperature profile $\Delta T(\Delta x, \Delta y)$, which enables us to extract the thermal diffusivity.

In our specific experimental setup (see Supplementary Materials, Fig. S1), a mode-locked laser ($f_{\text{rep}} = 76$ MHz) generates pulses centered at 1030 nm. Most of the laser output power is used to pump an optical parametric oscillator (OPO) which has a tunable signal output between 1320 and 2000 nm. The probe beam is either the second or the third harmonic of the signal output, depending on the sample under investigation. We direct the probe via a scanning mirror system (Optics in Motion OIM101) while the pump beam (515 nm, second harmonic of the fundamental laser source) goes onto a variable delay line (Newport DL225) and an optical chopper that regulates the pump modulation frequency $f_{\text{mod}}$. Both beams combine via a dichroic mirror and focus to sub-micron spot sizes via a microscope objective lens (numerical aperture: 0.67).

Figure 1B and 1C show exemplary transient reflectivity maps recorded at two pump-probe time delays $\Delta t$. At time-zero ($\Delta t = 0$), we observe a narrow profile centered at the pump spot $\Delta x = \Delta y = 0$, which is due to the electronic excitation induced by absorption of the pump pulse, see Fig. 1B. The spatial profile looks very different when tuning to a small negative time delay $\Delta t < 0$, i.e.
FIG. 1. Schematic representation of the spatiotemporal pump-probe microscopy setup. (A) An optical pump pulse is focused onto the sample, creating a local excitation. To monitor the diffusion of this excitation, a probe beam scans spatially over the sample around the pump spot. The modulated pump beam passes over a delay line that controls the time delay $\Delta t$ between the pulses. The probe beam position at the sample plane is controlled by a scanning mirror. Both beams are combined with a dichroic mirror and focused onto the sample through an objective. The reflected probe beam is detected using a silicon photodiode and demodulated at the modulation frequency, typically in the kHz range. A detailed schematic is shown in Supplementary Materials, Fig. S1. (B) The transient reflectivity profile $\Delta R(\Delta x, \Delta y)$ at time delay $\Delta t = 0$ (time-zero) shows a narrow profile that corresponds to the photoexcitation from the pump pulse. (C) The profile measured at a small negative time delay $\Delta t < 0$ (pre-time-zero) shows a broadened response due to diffusion of excitation created by previous pump pulses. Effectively this corresponds to a pump-probe delay that is the inverse of the laser repetition rate, typically in the nanosecond regime.

pre-time-zero, typically a few picoseconds before time-zero. Here we observe a broader profile with a smaller amplitude, see Fig. 1C. We attribute this signal to diffused phonon heat in the sample. The broader the pre-time-zero profile is, the larger we expect the diffusivity of the phonon heat to be, and this eventually allows us to obtain the diffusivity quantitatively.

Spatiotemporal pump-probe measurements on TMDs

We apply our spatiotemporal technique to a prototypical thin-film system: transition metal dichalcogenide crystals. Like graphite, TMDs are layered crystals with strong in-plane bonds between atoms, while adjacent layers are weakly bound by van der Waals forces. They have attracted significant interest in recent years due to their many intriguing optical [12], electrical [13], mechanical [14], and thermal properties [15]. A thorough understanding of their thermal properties is crucial to enable technologies, including (opto)electronic, thermoelectric, medical, and thermal management applications. Whereas their thermal conductivities $\kappa$ have been obtained experimentally, their thermal diffusivities $D$ have not been determined in a direct way, even though the diffusivity arguably describes thermal transport in a more direct fashion. We study free-standing films of MoSe$_2$, WSe$_2$, MoS$_2$, and WS$_2$, of thickness around 15 nm, corresponding to ~20 layers, suspended over circular holes with a diameter of 15 $\mu$m (Norcada, NTPR005D-C15). The sample fabrication, based on PDMS-assisted dry transfer of mechanically exfoliated TMDs (purchased from HQ graphene), is described in detail elsewhere [16]. To facilitate efficient heat sinking outside the suspended area, we coated the substrate with 5/50 nm of Ti/Au. The measurements are performed in air (and at room temperature), as going to vacuum led to negligibly small differences (see Supplementary Materials, Fig. S2).

Figure 2A and 2B show the transient reflectivity signal on suspended and supported regions of the flakes, as a function of pump-probe delay time. In both regions, the signal peaks at $\Delta t = 0$ ps. This is associated with the photoexcitation of charge carriers and sub-picosecond exciton formation [3]. We first examine the substrate-supported region, where the signal decays over picosecond timescales and can be understood as a decrease in ex-
citon population [17]. The pump-probe signal decays to a value very close to zero during the time window provided by our delay line (150 ps), and is basically zero after ~13 ns, as observed in the pre-time-zero signal. This means that the system is in equilibrium before the next pump pulse arrives. In the suspended region, in contrast, there is a clear remnant signal before time zero, see Fig. 2A and 2B. We ascribe this signal to phonon heat that has accumulated in the sample. This does not occur in the supported regions due to efficient out-of-plane heat sinking to the gold-coated substrate.

In order to confirm that the pre-time-zero signal indeed corresponds to a phonon-heat induced change in the reflection of our probe, we measure the signal as a function of probe wavelength (see Fig. 2C). We observe a clear peak at a wavelength of 635 nm, 675 nm, 770 nm, and 805 nm which corresponds to the A-exciton resonance of WS$_2$, MoS$_2$, WSe$_2$, and MoSe$_2$, respectively [18–20]. We describe the experimental data with a Lorentzian function and extract linewidths of 21 nm (WS$_2$), 16 nm (MoS$_2$), 44 nm (WSe$_2$), and 17 nm (MoSe$_2$), similar to the literature reports of exciton linewidths [21]. It is known that these linewidths are temperature dependent [22], which provides the physical connection between the measured optical response and phonon heat in the sample: Figure 2D shows a representative reflection profile obtained from the Lorentz oscillator model (see Supplementary Materials, Note 1) at two different phonon temperatures. With an increased lattice temperature, the exciton linewidth increases, and this leads to a decrease in reflection, which is indeed what we observe.

We examine this in more detail by measuring the transient reflectivity signal as a function of pump fluence $F$ (see Fig. 2E and 2F) in WS$_2$ and MoSe$_2$. The first thing we notice is the linear dependence of the transient reflectivity $\Delta R / R$ on fluence (also see Supplementary Materials, Fig. S8). Importantly, this justifies the use of the transient reflectivity profile $\Delta R / R (\Delta x, \Delta y)$ as a representative of the temperature profile $\Delta T (\Delta x, \Delta y)$, from which we will extract the diffusivity. Secondly, we extract the temperature increase $\Delta T$ from the observed transient reflectivity, and compare this to the expected $\Delta T$ based on pulse energy and heat capacity. For this, we use the complex dielectric function of WS$_2$ and MoSe$_2$ according to a Lorentz oscillator model of the exciton resonance (see Supplementary Materials, Note 1), and the temperature-dependent exciton linewidth from Ref. [22], finding values below 10 K up to the largest applied fluence (see Fig. 2E and 2F). We compare this extracted $\Delta T$ to the peak temperature increase using the relation $\Delta T_{\text{peak}} = (A \cdot F) / (h \cdot C_v)$, where $A$ is the absorption (see Supplementary Materials, Fig. S4), $h$ is the thickness, and $C_v$ is the heat capacity, finding good agreement. A fluence of 0.4 J/m$^2$, for example, in WS$_2$ (MoSe$_2$) corresponds to a $\Delta T \sim 2$ K ($\sim 8$ K) from the Lorentz model (see Fig. 2E and 2F) and a peak temperature rise of $\Delta T_{\text{peak}} \sim 3$ K ($\sim 5$ K), using $h = 17.2$ nm (13.8 nm), and $C_v$ from literature (WS$_2$ from Ref. [23] and MoSe$_2$ from Ref. [24]). Importantly, these results show that the technique is sensitive to reflection changes caused by heating by less than a Kelvin.

Having established that our probe is highly sensitive to phonon heat via the exciton linewidth, we now examine the $\Delta T < 0$ spatial profiles at different pump modulation frequencies ($f_{\text{mod}}$) between 4 and 240 kHz, as controlled by an optical chopper or an electro-optic modulator. We position the pump beam in the center of the suspended region of the sample and scan the probe beam with respect to the pump spot at $\Delta t = 0$ and at a small negative time delay ($\Delta t < 0$), with a pump fluence of $\sim 0.3$ J/m$^2$. Figure 3A shows the normalized $\Delta R^2$ spatial profiles acquired at $\Delta t = 0$ and $\Delta t < 0$ for MoSe$_2$. For the $\Delta t = 0$ profile, we subtracted the $\Delta t < 0$ background signal (see Supplementary Materials, Fig. S5), and find that it is accurately described using a Gaussian function (Fig. 3A), which corresponds to a convolution of our pump and probe spot sizes (see Supplementary Materials, Fig. S6 and Note 2). We observe that the $\Delta T < 0$ spatial profiles broaden with decreasing $f_{\text{mod}}$ and tend to saturate for the lowest modulation frequencies, see Fig. 3A. This saturation is due to the formation of a steady-state profile and is understood as follows: The rate with which heat is added to the material by absorbed light from the pump pulses is equal to the rate with which heat diffuses to the edge of the suspended material and heat-sinks into the gold-coated substrate. These spatial profiles can be described by two Gaussians: The narrow component corresponds to the diffused heat from the previous pump pulse and is therefore associated with a timescale of $1/f_{\text{spect}} = 13$ ns. The broader component corresponds to accumulated heat spreading from all the previous pump pulses and is therefore associated with a timescale of $1/f_{\text{mod}} = 4 - 250$ µs. For lower modulation frequencies, corresponding to longer excitation with pump pulses, there is more accumulated heat, making the profile broader. We analyse the spatial profile taken at 240 kHz and use its narrow component to estimate the thermal diffusivity $D$ of the sample. This is done by comparing the Gaussian width ($\sigma_{\Delta t=0}$) of the spatial profile at $\Delta t = 0$ and the Gaussian width ($\sigma_{\Delta t<0,narrow}$) of the narrow part of the $\Delta t < 0$ profile. The diffusivity is then given by $D = (\sigma_{\Delta t=0}^2 \sigma_{\Delta t<0,narrow}^2 - \sigma_{\Delta t=0}^4) / 2\Delta t$. Using $\Delta t = 13$ ns, we obtain a $D$ of 0.21 cm$^2$/s, see Fig. 3B. We will show below that this is a very reasonable estimate.

Simulations of the pre-time-zero spatiotemporal technique

In order to more accurately quantify the diffusivity and understand the spatial profiles, we schematically show the evolution of the temperature rise in the suspended region of the sample during one pump modulation period
FIG. 2. **Pre-time-zero spatiotemporal experiment.** Comparison of absolute transient reflectivity $|\Delta R|/R$ dynamics in suspended (sus) and supported (sup) regions of WS$_2$ and MoS$_2$ (A), WSe$_2$ and MoSe$_2$ (B). Insets show a zoomed in view of the signal before time zero. (C) Pre-time-zero reflectivity signal $|\Delta R|/R(\Delta t<0)$ measured at different probe wavelengths with a constant incident pump fluence of $\sim 0.3$ J/m$^2$. The largest response corresponds to the A exciton resonance of the materials. The solid line is a Lorentzian fit to the data. The shaded area represents typical A exciton peaks found in literature. (D) Simulated reflection spectrum around an exciton resonance at two different temperatures. (E, F) Magnitude of the pre-time-zero signal as a function of pump fluence (circles, bottom axis) and temperature rise (solid line, top axis), for WS$_2$ (E) and MoSe$_2$ (F) extracted from the Lorentz oscillator model. For (C, E, and F) we average $\sim 50$ data points at different negative time delays from an interval of a few picoseconds. The error bars are smaller than the marker size (68% confidence interval) and the exponent of a power law fit to these data is 0.98 (E) and 0.99 (F), indicating that the relation is very close to linear.

(Fig. 4A). When the pump beam is not blocked, a pulse train photoexcites and locally heats the sample. Since the system does not return to equilibrium before the next pump pulse arrives, heat continuously accumulates in the system, which is excited by $N = f_{\text{rep}}/2f_{\text{mod}}$ pump pulses (50% duty cycle modulation). Consequently, the system temperature increases, reaching a maximum at the end of these $N$ pump pulses. The accumulated heat then decays when the pump pulses are blocked, and the system reaches thermal equilibrium before the next period with $N$ pump pulses.

The evolution of the spatial reflectivity profiles, which correspond to temperature profiles, is shown in Fig. 4B. After the first pump pulse, the initial photoexcitation at pump-probe delay time $\Delta t = 0$ has a narrow Gaussian profile, see profile (i). After pump excitation and electron-phonon coupling, the heat in the phonon system starts diffusing. Therefore, at a small negative $\Delta t$, just before the next pump pulse arrives, the Gaussian profile broadens, see profile (ii). The second pump pulse then adds a narrow Gaussian profile on top of the broadened Gaussian profile, see profile (iii). This profile then diffuses, leading to a sum of two broadened Gaussians, see profile (iv). This process continues for $N$ pump pulses, leading to profile (v), just after the last pump pulse. The cumulative photoexcitation after $N$ pulses finally results in a spatial profile as in (vi). This profile contains a narrow component that corresponds to the diffused heat from the previous pump pulse, and a broader component that corresponds to the accumulated heat from all previous pump pulses. The latter tends to the triangular steady-state solution for continuous heating and cooling through diffusion to a perfect heat sink, which is the gold-coated substrate located at 7.5 $\mu$m from the center of the suspended region.

To understand the shape of the spatial profile quantitatively, and to obtain an accurate thermal diffusivity, we perform a simple simulation based on Fourier’s law of heat conduction:
large a range of diffusivities can be obtained. For this, wards obtaining the diffusivity of a sample, and how tant, as it indicates how sensitive our technique is to-
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in this case heat diffuses more quickly to the heat sink. The resulting peak temperature is lower. This is because pulses are needed to reach a steady-state situation, and simulations indicate that with a higher diffusivity fewer pulses and obtain the final spatial temperature profile. In the simulation, we let an initial Gaussian temperature coefficient. At \( t = 0 \), we find the occurrence of saturation due to steady state formation. The solid line for \( \Delta t < 0 \) profile (240 kHz) is the description of the data by the sum of two Gaussians. The narrow profile represents the corresponding \( \Delta t = 0 \) profile (grey data points) and is described by a single Gaussian function. (B) Description of the spatial profile with 240 kHz modulation at \( \Delta t = 0 \) (grey line, single Gaussian) and \( \Delta t < 0 \) (light red line, sum of two Gaussians). The narrow dashed Gaussian (offset vertically) represents the resulting profile due to heat spreading from the previous pump pulse. The broad Gaussian is the resulting profile due to accumulative heat spreading from all the previous pump pulses. By analysing the width of the \( \Delta t = 0 \) profile and the width of the narrow Gaussian, we obtain a \( D \) of 0.21 cm\(^2\)/s. All profiles are normalized to the peak of the fit.

\[
\frac{\partial T}{\partial t} = D \left( \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} \right),
\]

where \( T \) is temperature, \( t \) is time, \( x \) and \( y \) the spatial coordinates, and \( D \) the thermal diffusivity of the material. We calculate the two-dimensional diffusion with radial symmetry, and obtain the temperature increase \( \Delta T(x, y) \). As boundary condition, we use a perfect heat sink at the edge of the circular sample with radius \( r_0 \). Thus, at position \( r = \sqrt{x^2 + y^2} \), we have \( \Delta T_{r=r_0} = 0 \) K. In the simulation, we let an initial Gaussian temperature increase evolve in space and time with a fixed diffusion coefficient. At \( t = 1/f_{\text{rep}} \), we add another pump pulse to the remnant heat profile. We repeat this for all \( N \) pulses and obtain the final spatial temperature profile. For increasing \( N \), we find the occurrence of saturation of the peak temperature at \( \Delta x = 0 \), related to the formation of a steady-state profile, see Fig. 4C. This is in agreement with our experimental observation (Fig. 3A) that the spatial profile does not change for the lowest modulation frequencies (larger number of pulses). The simulations indicate that with a higher diffusivity fewer pulses are needed to reach a steady-state situation, and the resulting peak temperature is lower. This is because in this case heat diffuses more quickly to the heat sink.

As a final simulation result, we show how the spatial profile changes for different diffusivities. This is important, as it indicates how sensitive our technique is towards obtaining the diffusivity of a sample, and how large a range of diffusivities can be obtained. For this, we performed simulations with different diffusion coefficients and plot the resulting average spatial profile after \( N \) pulses, see Fig. 4D. Our simulations show that the average spatial profiles get broader for larger \( D \), verifying our earlier intuitive explanation. Furthermore, we see that this technique is capable of obtaining diffusivities varying over several orders of magnitude.

**Obtaining and evaluating the thermal diffusivities of TMDs**

We quantify the thermal diffusivity \( D \) of four different TMD samples. We use a modulation frequency of 4.37 kHz, in order to be in the saturation regime, where the spatial profile does not depend on modulation frequency. Figure 5A-D shows the normalized \( \Delta t = 0 \) and \( \Delta t < 0 \) spatial profiles for MoSe\(_2\) (A), WSe\(_2\) (B), MoS\(_2\) (C), and WS\(_2\) (D), measured at a pump fluence of \( \sim 0.3 \) J/m\(^2\). The extracted diffusivity is the one that minimizes the squared residuals between the experimental pre-time-zero profile and the simulated profile. The only parameters we need for this are the diameter of the suspended flake (15 \( \mu \)m by design), and the experimental beam width of the pump and the probe (see Supplementary Materials, Note 2). In order to match the experimental conditions, we convolute the obtained profiles with the probe beam spatial profile. Using this procedure, we obtain thermal diffusivities \( D \) of 0.18 \( \pm \) 0.02 cm\(^2\)/s for MoSe\(_2\), 0.20 \( \pm \) 0.03 cm\(^2\)/s for WSe\(_2\), 0.35 \( \pm \) 0.04 cm\(^2\)/s for MoS\(_2\), and 0.59 \( \pm \) 0.07 cm\(^2\)/s for WS\(_2\). The uncertainty in \( D \) comes from two contributions: a statistical error from the least-square fit of the
FIG. 4. Simulations of pre-time-zero profiles. (A) Heat accumulation in the free-standing region of the sample as a function of time, during one pump modulation period. (B) Spatial heat profiles directly after the first pump pulse (i), after the heat of the first pump pulse has diffused (ii), directly after the second pump pulse (iii), after the combined heat of the first two pulses has diffused (iv), directly after the $N^{th}$ pump pulse (v), and after the combined heat of $N$ pulses has diffused (vi). By using a negative pump-probe delay time, the $N^{th}$ probe pulse senses the effect of the $(N−1)^{th}$ pump pulse. (C, D) Simulation results obtained from a straightforward Fourier heat diffusion model, as explained in the main text. (C) Temperature increase $\Delta T$ as a function of the number of pulses $N$ for different input diffusivities $D$. (D) Normalized average spatial heat profiles after $N$ pulses for a range of $D$. Broader average profiles correspond to higher diffusivities.

Data to the model (5–10%) and a structural error mostly from the uncertainty of the spot sizes (~5%), see Supplementary Materials, Fig. S7 and S8.

In order to assess the validity of the obtained diffusivities for these TMD films, we first compare them to calculated diffusivities using density functional theory at 300 K, for both bulk crystals and monolayers by using the SIESTA program and the Temperature Dependent Effective Potential method (see Supplementary Materials, Note 3 for details). As shown recently for MoSe$_2$[25], there is a modest slowdown of thermal transport towards monolayer films. We find that for all four TMDs the experimentally obtained diffusivities for our ~15 nm thick films are in good agreement with calculations, and lie in between the calculated values for bulk and monolayer crystals, see Table I. This suggests that 15 nm is a thickness where these layered materials do not yet behave completely bulk-like in terms of their thermal transport properties.

We proceed with comparing our obtained values with experimental values in the literature. Most studies report the thermal conductivity ($\kappa$), which relates to diffusivity ($D$) via the heat capacity ($C_v$): $\kappa = D \cdot C_v$. Therefore we convert our diffusivity values using the bulk heat capacities of MoSe$_2$ from Ref.[24], WSe$_2$ from Ref.[31], MoS$_2$ from Ref.[32], and WS$_2$ from Ref.[23]. Figure 5E shows the comparison of our experimental and theoretical values (solid and dashed lines respectively) to other experimental reports (symbols). We limit our comparison to literature values for bulk-like crystals of at least a few tens of nanometers. We find good agreement between our results and those from literature, confirming the general trend that the selenides (MoSe$_2$, WSe$_2$) have a lower thermal conductivity than the sulphides (MoS$_2$, WS$_2$).[15, 33] For bulk MoSe$_2$ and WSe$_2$, other experimental studies show thermal conductivities ranging from 22−42 W/m/K [15, 25, 26], which is in excellent agreement with our obtained $\kappa$ of 33.5 W/m/K for MoSe$_2$ and 39.6 W/m/K for WSe$_2$ (Fig. 5E). For WS$_2$, we find a relatively large $\kappa$ of 113.9 W/m/K, which is in good
FIG. 5. Obtained thermal diffusivities. (A–D) Transient reflectivity $\Delta R/R$ profiles for suspended MoSe$_2$ (A), WSe$_2$ (B), MoS$_2$ (C) and WS$_2$ (D), all normalized to the peak of the fit. The narrow profiles represent the time-zero profiles ($\Delta t = 0$) and are described by Gaussian functions (solid grey lines) to extract their width. We obtain the thermal diffusivity $D$ by describing the pre-time-zero ($\Delta t < 0$) profiles with our model based on heat diffusion (solid lines). The insets show the optical microscope image (left side, scale bar 20 µm) of the flakes, and atomic force microscopy profiles, from which we obtain the thickness (right side). (E) Obtained thermal conductivity ($\kappa$) from the measured diffusivities compared with bulk experimental literature values: $\triangle$ (Ref.[15]), $\circ$ (Ref.[25]), $\star$ (Ref.[26]), $\circledast$ (Ref.[27]), $\square$ (Ref.[28]), $<$ (Ref.[29]), and $>$ (Ref.[30]). The thick line shows the obtained $\kappa$ for our samples with a thickness of $\sim$20 layers, where the gradient limit represents the error bound with 95% confidence interval. The dashed lines represents our calculated $\kappa$ for bulk and monolayer (1 L).

agreement with experimental results. [15, 30] Our value for MoS$_2$ of 70 W/m/K is in good agreement with those reported in Refs. [15, 28, 29]. We do find a significantly lower thermal conductivity compared to the measured value in Ref. [27]. This discrepancy is likely the result of the smaller thickness of our sample compared to the one in Ref. [27]. Overall, we find good agreement between our experimentally obtained conductivities and the literature values.
TABLE I. Comparison of our experimentally obtained diffusivities for TMDs with a thickness of ~20 L, with our calculated diffusivities for bulk and monolayer TMDs.

| Thermal diffusivity | MoSe$_2$       | WSe$_2$       | MoS$_2$       | WS$_2$       |
|---------------------|----------------|----------------|----------------|--------------|
| $D_{\text{experiment,20L}}$ (cm$^2$/s) | $0.18 \pm 0.02$ | $0.20 \pm 0.03$ | $0.35 \pm 0.04$ | $0.59 \pm 0.07$ |
| $D_{\text{theory,bulk}}$ (cm$^2$/s)    | $0.24$         | $0.28$         | $0.39$         | $0.69$       |
| $D_{\text{theory,1L}}$ (cm$^2$/s)      | $0.12$         | $0.10$         | $0.17$         | $0.23$       |

Evaluation of the pre-time-zero spatiotemporal technique

We have seen that our pre-time-zero spatiotemporal technique allows for the accurate determination of the thermal diffusivities of thin films, and now discuss the main benefits of this technique. In comparison with electrical techniques, it offers the advantage of being a non-invasive, contact-free approach. Compared to other all-optical techniques, such as time-domain thermoreflectance (TDTR) [34–36], frequency-domain thermoreflectance (FDTR) [37], techniques based on Raman thermometry [38], and transient grating spectroscopy [39], it also has several important advantages. One of the main strengths of the technique is that it enables the determination of the in-plane thermal diffusivity of a thin film by comparing the data to a simple description based on Fourier’s heat law. Unlike most of the existing techniques, our technique does not require knowledge of any material parameters, such as the temperature coefficient, optical absorption, thickness, interfacial thermal conductance, heat capacity and/or properties related to transducer layers. The only input parameters we require for the simulations are very well known experimental conditions: the diameter of the suspended region of the material, the repetition rate of the laser, and the spot sizes of the pump and probe beams. Since all these values are known within an error of a few percent or less, we obtain highly accurate diffusivities (see Supplementary Materials, Fig. S7). Thus the proposed method eliminates sources of error arising from necessary measurements of intermediate parameters that enter the model used for the extraction of unknown thermal properties.

Another important advantage is the sensitivity of the technique. The ability to observe changes in a spatial profile is limited only by the signal-to-noise ratio, which ultimately determines the accuracy in determining the diffusivity. Being a pump-probe technique, where pump-induced changes are detected differentially using the combination of an optical chopper and a synchronized lock-in amplifier (Zurich Instruments MFLI), means that we can resolve very subtle heat-induced changes in permittivity (refractive index) of materials. As a result, it is possible to determine thermal transport properties even if the change in temperature due to heating is very small, on the single Kelvin level (see Fig. 2E and 2F). This is an important advantage over several alternative techniques that typically require stronger heating.

Beyond offering these advantages, pre-time-zero spatiotemporal pump-probe microscopy will make it possible to explore previously inaccessible physical phenomena and properties. Continuing with thermal transport as the main example, we suggest combining our technique that provides the diffusivity with a complementary study that provides the thermal conductivity, in order to obtain the heat capacity in an all-optical fashion. Our technique will also likely make it possible to access transport regimes where diffusive transport breaks down, and ballistic or hydrodynamic phonon transport occurs. These phenomena have been studied theoretically for two-dimensional materials [40, 41], however there is minimal experimental evidence to support these reports [8, 42]. As our technique is highly sensitive to diffusive processes that occur over nanometer length scales, we predict that it will facilitate an advance in the understanding of non-diffusive transport in low-dimensional materials. We furthermore point out that our technique enables the study of more complex structures, such as van der Waals heterostructures consisting of combinations of different layered materials, with material specificity through the material-specific exciton resonances.

Finally, we note that the concept of pre-time-zero spatiotemporal microscopy is generally applicable to a broad range of material systems. In our example of thermal diffusion in thin layered films, we benefit from an increased sensitivity due to the temperature-dependent exciton response. However, the technique will likely work for any diffusing species that has an optical response associated with it and that has a long enough lifetime to be detectable at negative time delay. Since temperature-dependent refractive indices are very common, we expect that the thermal diffusivity of materials without an exciton response should also be attainable. We note that the thermal diffusivity might not be directly obtainable in all materials. For example, the pre-time zero profile for materials with very long-lived photoexcited charges, such as halide perovskites, will contain a significant contribution that corresponds to electronic diffusion, rather than thermal diffusion. This, however, means that this technique makes it possible to observe charge diffusion in semiconducting thin films with nanosecond or microsecond carrier lifetimes, which is particularly interesting for
such materials with low electronic diffusivities.

CONCLUSIONS

In this work, we have introduced a technique for measuring diffusion processes of long-lived excitations by exploiting the pre-time-zero spatial profile. In particular, we have shown that this technique can be used to obtain the in-plane thermal diffusivity of thin films. We have determined the thermal diffusivities of suspended MoSe$_2$, WS$_2$, MoS$_2$, and WS$_2$ thin films. Our technique provides a simple, sensitive, and accurate way of determining the thermal diffusivity, and will enable a deeper understanding of the thermal properties of nanostructured materials. Furthermore, the technique of pre-time-zero spatiotemporal scanning constitutes a powerful tool for studying a multitude of diffusion processes in a large variety of systems.
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FIG. S1. **Detailed schematic of the pre-time-zero spatiotemporal setup.** LBO: Lithium triborate crystal. LP: longpass filter. Description of the experiment is found in the main text.
FIG. S2. **Ambient vs vacuum measurements.** Pre-time-zero ($\Delta R/R_{\text{pre}}$) spatial profiles on MoSe$_2$ in ambient and vacuum conditions. The difference between vacuum and air environment is very small at this thickness (14 nm) range, as the dominant heat transport mechanism is the in-plane diffusion towards the heat sink. Profiles are normalized to their peak value.
FIG. S3. **Pre-time-zero vs. fluence.** Linear dependence of $|\Delta R/R|_{\text{pre}}$ signal with incident fluence on WSe$_2$ and MoS$_2$. 
Note 1. Lorentz Oscillator Model

We describe the complex dielectric function of WS\(_2\) and MoSe\(_2\) as a function of angular frequency \(\omega\) using the Lorentz oscillator model for the complex permittivity \(\varepsilon\):

\[
\varepsilon(\omega) = (n_b + ik_b)^2 + \frac{A}{(\omega_0 - \omega^2 - i\gamma\omega)},
\]

where \(n_b + ik_b\) represents the background complex refractive index in the absence of excitons and was assumed to be equal to that of bulk material [43–45]. The exciton resonance energy is denoted by \(\omega_0\) with amplitude \(A\), and a phenomenological (temperature-dependent) broadening parameter \(\gamma\) equal to the full-width at half maximum of a Lorentzian function. We calculated the dielectric response for various exciton linewidths starting from room temperature. The complex refractive index is then obtained from \(n = \sqrt{\varepsilon(\omega)}\). Using the thin film Fresnel equation, we plot the reflection (\(R\)) profile for different linewidths (and therefore temperatures). The transient reflection is calculated using \(\Delta R = \frac{R(T) - R(T=300\text{ K})}{R(T=300\text{ K})}\), where \(R(T=300\text{ K})\) is the reflectivity at room temperature.

![Graph showing absorption measurements at 515 nm](image)

**FIG. S4. Absorption measurements at 515 nm.** Reflected (\(R\)) and transmitted (\(T\)) power (scatter) from suspended MoSe\(_2\) and WS\(_2\) flakes with Incident (\(I\)) power. The solid line is the linear fit to the data. The slope of these fits are used to determine the absorption (\(A\)) of the flakes, using the following relation: \(A = [1 - \frac{T_{\text{sample}}}{T_0} - (\frac{R_{\text{sample}} - R_0}{R_{\text{sample}} - R_{100}})] \times 100\). Here \(T_{\text{sample}}\) and \(R_{\text{sample}}\) is the slope of \(I - T\) and \(I - R\) plot of respective samples, \(T_0\) and \(R_0\) is the slope of \(I - T\) and \(I - R\) plot respectively, of an empty 15 micron hole substrate, and \(R_{100}\) is the slope of \(I - R\) plot of a perfect mirror. We obtained \(A\) of 33.2% and 23.9% for MoSe\(_2\) and WS\(_2\), respectively.
FIG. S5. **Spatial profiles and background removal.** Exemplary spatial profiles (MoSe$_2$) showing the $\Delta t = 0$ (with background, grey circles) and $\Delta t < 0$ profile. We remove the background signal ($\Delta t < 0$) to obtain the corresponding time-zero ($\Delta t = 0$) profile.
FIG. S6. **Spot size measurement.** An exemplary knife edge measurement for pump (A) and probe (B) performed at a sharp metal (Au) edge, while tracking the reflection signal (purple line). From the Gaussian fit to its derivative (grey line) we extract the width of pump ($\sigma_{ke_{pu}}$) and probe beams ($\sigma_{ke_{pr}}$).

**Note 2. Experimental Beam Width Calculation**

Prior to our spatiotemporal measurements we characterize the beams by measuring the beam profile with a knife edge method [46], and determine the width of the pump ($\sigma_{ke_{pu}}$) and probe beams ($\sigma_{ke_{pr}}$). To calculate the individual experimental beam widths ($\sigma_{pu}$ and $\sigma_{pr}$), first we fit the time-zero spatial profile (after subtracting $\Delta t < 0$) with a single Gaussian function and obtain the width ($\sigma_{\Delta t=0}$). As mentioned before, this shape corresponds to the convoluted pump and the probe profiles. Hence, we solve the following relation

$$\sigma_{pu}^2 + \sigma_{pr}^2 = \sigma_{\Delta t=0}^2,$$

to obtain the experimental beam widths by assuming the ratio between experimental beam widths remains identical to the knife-edge measurements ($\sigma_{ke_{pu}}/\sigma_{ke_{pr}} = \sigma_{pu}/\sigma_{pr}$).

**Note 3. Density Functional Theory Simulations**

We employed density functional theory (DFT) calculations as implemented in the SIESTA software package [47]. For the simulations we employed Norm-Conserving (PBE) Pseudopotentials from the PseudoDojo Library generated using the ONCVPSP software [48] and the GGA-PBE exchange-correlation functional without spin-orbit coupling [49]. To take into account the long-range electron-electron correlation, we use the vdW-DF2 LMKLL functionals [50]. Calculations follow energy and k-point mesh convergence studies with a 1000 Ry energy cutoff for the real-space grid with a $\{20 \times 20 \times 1\}$ k-points sampling of the Brillouin zone for the monolayers and $\{20 \times 20 \times 20\}$ k-points grid for the bulk crystals. A standard double zeta polarized (DZP) basis and an electronic temperature of 300 K was used. For the relaxation of the structural parameters we employed the conjugate gradient algorithm until the forces on the atoms became smaller than 0.001 eVÅ$^{-1}$ and the maximum stress component was smaller than 0.5 GPa. In the monolayer case we applied 17 Å of vacuum in order to avoid interactions between two periodical images. Atomic forces are computed by using a supercell approach ($10 \times 10 \times 1$ for monolayers and $8 \times 8 \times 2$ for bulk crystals) and the thermal properties are then computed with TDEP [51] by iteratively solving the full Boltzmann transport equation. With this method we can sample a canonical ensemble at a given temperature by generating supercells with displaced atoms according to the Bose-Einstein statistics. From them, by using DFT, we can extract the atomic forces and fit them in order to obtain the harmonic and anharmonic interatomic force constants, needed for the calculation of the heat capacity and the lattice thermal conductivity.
FIG. S7. Effect of spot size in quantifying thermal diffusivity. Here, we varied the width of the pump beam (heat source) in simulation, and described the respective simulated profiles with $\Delta t < 0$ profile of our MoSe$_2$ sample. A change in 10% of pump spot size changes the extracted $D$ by $\approx 6\%$. 

![Graph showing the relationship between change in spot size and change in $D$ with a slope of -0.59.](image)
FIG. S8. **Diffusivities at different modulation frequencies.** Diffusivity determination of MoSe$_2$ for different modulation frequencies, providing an estimate of the error in determining $D$. The solid circles are the experimental data points fitted using our heat diffusion model (solid lines).
FIG. S9. Convergence tests for Density Functional Theory simulations. (A) We checked the number of supercells used for the calculations of forces by looking at the thermal conductivity change. We considered converged the calculation when the value was changing by less than 1%. (B) We checked the number of q-points used for integrating the phonon grid. Here, q-points along the direction $x = 20$, $y = 20$, and $z = 1$ ($20$) for monolayer (bulk). In our calculation we perform thermal conductivity calculations until the value changed by less than 1%. The tests reported here refer to monolayer MoSe$_2$. 
FIG. S10. **Measurements on 10 µm suspended sample.** Transient reflectivity $\frac{\Delta R}{R}$ profiles for an MoSe₂ sample suspended over a hole with a diameter of 10 µm, normalized to the peak of the fit. The narrow profile represents the time-zero profile ($\Delta t = 0$) and is described by Gaussian function (solid grey line) to extract the width. The solid red line is the fit to the pre-time-zero ($\Delta t < 0$) profile. The insets show the optical microscope image (left side, scale bar 10 µm) of the flakes, and atomic force microscopy profiles, from which we obtain the thickness (right side). The obtained diffusivity for this sample agrees with the results obtained for the flake suspended over a hole with a diameter of 15 µm, adding credibility to the validity of our technique.