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Abstract

We study the class of rational recursive sequences (ratrec) over the rational numbers. A ratrec sequence is defined via a system of sequences using mutually recursive equations of depth 1, where the next values are computed as rational functions of the previous values. An alternative class is that of simple ratrec sequences, where one uses a single recursive equation, however of depth $k$: the next value is defined as a rational function of $k$ previous values.

We conjecture that the classes ratrec and simple ratrec coincide. The main contribution of this paper is a proof of a variant of this conjecture where the initial conditions are treated symbolically, using a formal variable per sequence, while the sequences themselves consist of rational functions over those variables. While the initial conjecture does not follow from this variant, we hope that the introduced algebraic techniques may eventually be helpful in resolving the problem.

The class ratrec strictly generalises a well-known class of polynomial recursive sequences (polyrec). These are defined like ratrec, but using polynomial functions instead of rational ones. One can observe that if our conjecture is true and effective, then we can improve the complexities of the zeroness and the equivalence problems for polyrec sequences. Currently, the only known upper bound is Ackermanian, which follows from results on polynomial automata. We complement this observation by proving a PSPACE lower bound for both problems for polyrec. Our lower bound construction also implies that the Skolem problem is PSPACE-hard for the polyrec class.
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1 Introduction

The topic of this paper are recursively defined sequences of rational numbers $\mathbb{N} \to \mathbb{Q}$. There are two natural ways to define such sequences. In a simple recursion of depth $k$ one fixes $k$ initial values and defines the next value as a function of the previous $k$ values. This is how the Fibonacci sequence is usually defined (with $k=2$): $f_0 = 0$, $f_1 = 1$, and $f_{n+2} = f_{n+1} + f_n$.

In a mutual recursion of width $k$ one defines a system of $k$ sequences such that every sequence
has its initial value and the update function can access the immediately previous value of all $k$ sequences, but no older value. For example, we can define $a_n = n^2$ with an extra sequence $b_n = n$ as follows: $a_0 = b_0 = 0$ and $a_{n+1} = a_n + 2b_n + 1$, $b_{n+1} = b_n + 1$. Both styles allow to define various classes of sequences depending on what operations are allowed in the equations, and in general mutual recursion of width $k$ can simulate simple recursion of depth $k$ (by adding sufficiently many auxiliary sequences).

One of the most well-known classes of sequences is the class of linear recursive sequences, which is obtained by allowing the update function to use addition and multiplication with constants. These are usually defined with a simple recursion, like in the Fibonacci example, but in fact, as a consequence of the Cayley-Hamilton theorem, one obtains the same class when using mutual recursion [20, Lemma 1.1]. In particular, all the example sequences $f_n$, $a_n$ and $b_n$ are linear recursive.

Another natural class of sequences are the polynomial recursive sequences (polyrec), which are defined with mutual recursion and updates from the ring of polynomial functions $\mathbb{Q}[x_1, \ldots, x_k]$. An example sequence from this class is $c_n = n!$, where one can use the already defined sequence $b_n$ and define $c_0 = 1$ and $c_{n+1} = c_n \cdot (b_n + 1)$. To see the polynomials behind this definition, let $x$ and $y$ be variables corresponding to $b_n$ and $c_n$, respectively. The polynomial to define $b_{n+1}$ is $P_b(x,y) = x + 1$, and the polynomial to define $c_{n+1}$ is $P_c(x,y) = y(x + 1)$. The class of simple polynomial recursive sequences is obtained by using polynomial updates and a simple recursion (instead of mutual recursion) and it is known to be strictly included in the class of all polyrec sequences. In particular, the sequence $c_n$ is polyrec but not simple polyrec [13, Theorem 3.1].

The definition via mutual recursion appears in the area of control theory (under the name implicit representation of the space of states), and, in computer science, in the context of weighted automata over $\mathbb{Q}$. Such automata output a rational number for every word over a finite alphabet $\Sigma$, and they are defined by linear updates [17]. Linear recursive sequences are thus equivalent to weighted automata with a 1-letter alphabet $\Sigma = \{a\}$ [3]. Similarly, polyrec sequences are equivalent to polynomial automata [4] (also known as cost-register automata [1]) with a 1-letter alphabet [13].

We are interested in two classical decision problems for such automata. Equivalence: Given two automata $A$ and $B$ do they output the same number for every word, and zeroness: Does the input automaton $A$ output 0 for every word. These problems are well-known to be efficiently equivalent to each other: Zeroness is clearly a special case of equivalence (just take $B$ to output zero for every word), and equivalence of $A, B$ reduces to zeroness of the difference automaton $A - B$ with the expected semantics. Therefore, we will consider only the zeroness problem. From the seminal work of Schützenberger on minimisation of weighted automata it follows that the zeroness problem for weighted automata is in $\text{PTIME}$ [32] (in fact even in $\text{NC}^2$ [36]). For polynomial automata over a binary alphabet, zeroness is known to be Ackermann-complete [4]. Using the connection between sequences and automata one immediately obtains $\text{NC}^2$ and Ackermann upper bounds for the zeroness problem of linear recursive sequences, resp., polyrec sequences.

Let us take a closer look at the zeroness problem for recursive sequences, i.e., given a sequence $u_n$ is it the case that $u_n = 0$ for all $n \in \mathbb{N}$? The zeroness problem is a fundamental problem for number sequences. It is a basic building block in computer algebra, e.g., in proving identities involving recursively defined sequences. It is also important from a theoretical point of view as a yardstick of the well-behavedness of classes of number sequences, i.e., interesting classes of sequences should at least have a decidable zeroness problem. The difficulty of solving the zeroness problem in general depends on how the sequence is presented. If the sequence is
defined with a simple recursion of depth \( k \) such as \( u_{n+k} = f(u_{n+k-1}, \ldots, u_n) \), then zeroness trivially reduces to checking that the first \( k \) values are 0 and that the recursive update \( f \) is well-defined and needs to output 0 when the previous values are 0, i.e., \( f(0, \ldots, 0) = 0 \). However, this simple reasoning is flawed in the case of mutual recursion, because the auxiliary sequences employed in the mutual recursion need not be zero. However, for linear recursive sequences the zeroness problem is easily solved even in the case of mutual recursion, because the reduction to simple recursion \([20, Lemma 1.1]\) implies that \( a_n \) is zero if, and only if, its first \( k + 1 \) values \( a_0 = \cdots = a_k \) are zero. For polyrec sequences we cannot apply this argument since mutual recursion cannot be simulated by simple recursion in the case of polynomial updates.

**Our results.** In this paper we introduce the class of rational recursive sequences (\( \text{ratrec} \)). This class is defined with mutual recursion and updates from the field of rational functions \( \mathbb{Q}(x_1, \ldots, x_k) \). For example, the Catalan numbers \( C_{n+1} = \frac{2(2n+1)}{n+2} C_n \) can be defined using \( b_n \) as an auxiliary sequence. Namely, \( C_0 = 1 \) and \( C_{n+1} = \frac{2n+1}{n+2} C_n \), where the rational function used to define \( C_{n+1} \) is \( R(x,y) = \frac{2(2n+1)}{x+2} y \). By definition, the class of polyrec sequences is included in the class of ratrec sequences, and in fact the inclusion is strict as witnessed by the fact that the Catalan numbers \( C_n \) are not polynomially recursive \([13, Corollary 4.1]\). Moreover, ratrec sequences also include the well-known and wide-spread \( P \)-recursive sequences\(^1\) [22], which according to a 2005 estimate comprise at least 25% of the OEIS archive [31].

A natural question is whether the class of ratrec sequences semantically collapses to the class of simple rational recursive sequences obtained by adopting simple recursion. Unlike in the case of polynomial updates, we conjecture that for rational updates we do have such a collapse.

▶ **Conjecture 1.** The class of rational recursive sequences coincides with the class of simple rational recursive sequences.

To see the power of ratrec sequences recall that \( c_n = n! \) is not a simple polyrec sequence. However, when in the recursion we allow rational functions, then \( c_n \) can be defined with a simple recursion, namely: \( c_{n+2} = \frac{(c_{n+1})^2}{c_n} + c_{n+1} \). Thus \( c_n \) is simple ratrec.

We introduce a technique towards proving Conjecture 1, which comes from commutative algebra. Instead of looking at the elements of a ratrec sequence as numbers in the field of rationals \( \mathbb{Q} \), we symbolically view them as elements of the field of rational functions \( \mathbb{Q}(x_1, \ldots, x_k) \). More precisely, we assume that the sequences \( F^{(1)}, \ldots, F^{(k)} \) are initialised by setting \( F^{(i)}_0 = x_i \) for all \( i \in \{1, \ldots, k\} \); then, a system of recursive equations governed by rational functions defines further entries of the sequences. Thus, the recursive definition will output elements in \( \mathbb{Q}(x_1, \ldots, x_k) \) rather than \( \mathbb{Q} \). Intuitively, this corresponds to treating the initial conditions of a system of ratrec sequences symbolically, rather than instantiating them with actual rational values.

Informally speaking, we prove Conjecture 1 for symbolic ratrec sequences, as explained above. Here is a semi-formal statement of our main result, see Theorem 6 for a formalization.

▶ **Theorem 2.** The class of rational recursive sequences over \( \mathbb{Q}(x_1, \ldots, x_k) \), with the system initialised by \( F^{(i)}_0 = x_i \), coincides with the class of simple rational recursive sequences.

\(^1\) Sometimes \( P \)-recursive sequences are also called holonomic sequences, due to a connection with holonomic generating functions.
The proof proceeds as follows. From the functions defining the ratrec system we build a sequence of field extensions

$$Q \subseteq F_0 \subseteq F_1 \subseteq F_2 \subseteq \ldots \subseteq Q(x_1, \ldots, x_k)$$

and translate the problem of belonging to the class of simple ratrec sequences to the question of whether this sequence of field extensions eventually stabilises. In order to estimate at which level the stabilisation occurs we use certain results on basic algorithms for rational function fields [25]. We believe that this technique could be extended to prove Conjecture 1, but we also show an example why our current results are not strong enough.

Note that if Conjecture 1 is moreover efficient, it gives a simple algorithm to check zeroness for polyrec. Indeed, since polyrec is a particular case of ratrec, then once a sequence is expressed as a simple ratrec it suffices to check whether the first elements of the sequence are 0. This would improve the Ackermann upper bound inherited from polynomial automata from [4]. This suggests that for polyrec sequences the natural object of study are rational function fields, which are of more algebraic nature and could provide better complexity bounds than the order-theoretic techniques based on sequences of polynomial ideals and Hilbert’s finite basis theorem [4].

Our final result is a complexity lower bound for the zeroness problem of polyrec sequences.

\textbf{Theorem 3.} \textit{The zeroness problem for polynomial recursive sequences is PSPACE-hard.}

As far as we know, prior to this work nothing was known about the complexity of zeroness for polyrec sequences, except for the Ackermann upper bound following from polynomial automata [4]. The lower bound is proved by reducing from the QBF validity problem.

Given Conjecture 1 it seems natural to investigate the zeroness problem for ratrec sequences (not just for polyrec sequences). The issue is that it is not clear what would be the input for such a decision problem. Recall that to define ratrec sequences we allow for rational functions in the recursion, which means that we have to deal with division in order to compute the elements of the sequences. Then either one would require that the input sequence comes with a promise that all elements are well-defined and no division by 0 occurs; or one would need to verify whether division by 0 occurs in the input sequence. We find the former solution unnatural, and the latter is at least as hard as the so-called Skolem problem (cf. below), which is not known to be decidable even for linear recursive sequences.

\textbf{Related work.} The zeroness problem has been extensively studied. In the field of automata theory, we can mention applications to the equivalence problem of several classes of automata and grammars, starting from weighted finite automata [32] and polynomial automata [4] already mentioned above, and including context-free grammars [14], multiplicity equivalence of finite automata [36] and multitape finite automata [21, 37], unambiguous context-free grammars [30, Theorem 5.5] (cf. [19, 15] for a PSPACE upper bound), polynomial grammars (which generalise polynomial automata) [8, Chapter 11], deterministic top-down tree-to-string transducers [33], MSO transductions on unordered forests [6, 7], MSO transductions of bounded treewidth under a certain equivalence relation [9], Parikh automata [10], and unambiguous register automata [2]. By replacing (pointwise) multiplication with convolution in the definition of polyrec sequences we obtain the so-called convolution recursive sequences, for which the zeroness problem can be solved in PSPACE [15, Theorem 4].

The zeroness problem of D-finite [38] and, more generally, D-algebraic power series [16, 35] is known to be decidable, but its computational complexity has not been investigated. We remark that the class of numerical sequences with D-algebraic power series is incomparable
with ratrec. For instance, the sequence $2^{2^n}$ is ratrec (in fact, already polyrec) but it cannot be D-algebraic since any D-algebraic sequence has growth rate $n^{O(1)}$ [24, Ch. 8, Theorem 16]. On the other hand, the exponential generating function of the sequence $n^{n-1}$ counting labelled rooted trees with $n$ nodes is known to be D-algebraic [11]. In other words, the ordinary generating function of $n^{n-1}/n!$ is D-algebraic. If the latter sequence were ratrec, so it would be $n^n$ since $n!$ and $n$ are ratrec and ratrec sequences are closed under Hadamard (i.e., pointwise) product. However $n^n$ it is not ratrec [13, Theorem 5.3].

A natural problem related to the zeroness problem is the so-called Skolem problem, which asks whether a given sequence $a_n$ has a zero, i.e., whether for some $n$ we have $a_n = 0$. As a corollary of the constructions used to prove Theorem 3, it follows that the Skolem problem for polyrec sequences is PSPACE-hard. Only NP-hardness was formerly known, and already for linear recursive sequences [5, Corollary 2.1]. Decidability of the Skolem problem for linear recursive sequences is a long-standing open problem (cf. the survey paper [27]). It is interesting to notice that those lower bounds are obtained already on the fixed field with two elements $\{0,1\}$, and are thus of a combinatorial rather than numerical nature. The Skolem problem for weighted automata over $\mathbb{Q}$ (that generalise linear recursive sequences) is undecidable [29].

2 Preliminaries

By $\mathbb{N}$ we denote the set of nonnegative integers. We denote an arbitrary field by $\mathbb{F}$, and we use 0 and 1 to denote the zero, resp., one elements thereof. Example fields of interest in this paper are: rationals $\mathbb{Q}$; and the two-element field $\mathbb{F}_2$. A sequence over a domain $\mathbb{D}$ is a function $u : \mathbb{N} \rightarrow \mathbb{D}$. The sequences considered in this work are over domains that have a field structure, like rationals $\mathbb{Q}$. We use bold-face letters as a short-hand for sequences, e.g., $u = \langle u_n \rangle_{n \in \mathbb{N}}$.

In this paper we work with multivariate polynomials and rational functions. The (combined) degree of a monomial $x_1^{d_1} \cdots x_k^{d_k}$ is $d_1 + \cdots + d_k$ and the degree of a polynomial $P \in \mathbb{Q}(x_1, \ldots, x_k)$, written $\deg P$, is the maximum degree of monomials appearing in it. A rational function is a formal fraction of two polynomials, where the denominator is required to be non-zero. The degree of a rational function is the maximum of the degrees of the numerator and the denominator. Recall that for any field $\mathbb{F}$ and a set of variables $x_1, \ldots, x_n$, polynomials over $x_1, \ldots, x_n$ form the ring $\mathbb{F}[x_1, \ldots, x_n]$, while rational functions over $x_1, \ldots, x_n$ form the field $\mathbb{F}(x_1, \ldots, x_n)$. We also write $\mathbb{F}[\mathbf{x}]$ and $\mathbb{F}(\mathbf{x})$, where $\mathbf{x} = (x_1, \ldots, x_n)$.

The computational aspects of multivariate polynomials, in particular their representation on input to algorithms, are explained in Appendix A, as they will be of no concern in Sections 3 and 4.

3 Rational recursive sequences

We start with the central definitions, which were already discussed in Section 1.

**Definition 4.** A sequence $u^{(1)}$ over a field $\mathbb{F}$ is **rationally recursive (or ratrec for short)** of dimension $k$ and degree $D$ if there exist auxiliary sequences $u^{(2)}, \ldots, u^{(k)}$ over $\mathbb{F}$ and rational functions $P_1, \ldots, P_k \in \mathbb{F}(x_1, \ldots, x_k)$ of degree at most $D$ such that for all $n \in \mathbb{N}$, we have

$$
\begin{cases}
u^{(1)}_{n+1} = P_1(u^{(1)}_n, \ldots, u^{(k)}_n), \\
u^{(2)}_{n+1} = P_2(u^{(1)}_n, \ldots, u^{(k)}_n), \\
\vdots \\
u^{(k)}_{n+1} = P_k(u^{(1)}_n, \ldots, u^{(k)}_n).
\end{cases}
$$

(1)
A sequence \( u \) over a field \( \mathbb{F} \) is polynomially recursive (or polyrec for short) if it satisfies the same definition above, where \( P_1, \ldots, P_k \) are taken as polynomials in \( \mathbb{F}[x_1, \ldots, x_k] \). We refer to \( (u^{(1)}, \ldots, u^{(k)}) \) as the system defining \( u^{(1)} \).

In what follows we assume that whenever \( u \) is a ratrec sequence, say defined by a system \( (u = u^{(1)}, \ldots, u^{(k)}) \), for all \( n \in \mathbb{N} \) all the right hand sides of equations (1) are well-defined, that is, denominators on the right hand side never evaluate to zero.\(^2\)

For instance, the sequence of Catalan numbers \( C_n = \frac{1}{n+1} \cdot \left( \frac{2n}{n} \right) \) is ratrec. This can be seen in several ways. For example, they satisfy the recurrence \( C_{n+1} = \frac{2(2n+1)}{n+2} \cdot C_n \), giving rise to the following ratrec system:

\[
\begin{align*}
\begin{cases}
u_{n+1} &= \frac{2(2v_n + 1)}{v_n + 2} \cdot u_n, \\
v_{n+1} &= v_n + 1.
\end{cases}
\end{align*}
\]

More generally, any P-recursive sequence \( a_n \) is ratrec. A sequence \( a_n \) is P-recursive [34, Sec. 6.4] if it satisfies a single recursion of the form

\[ P_0(a_n) \cdot a_n + P_1(n) \cdot a_{n+1} + \cdots + P_d(n) \cdot a_{n+d} = 0, \]  

(2)

for every \( n \) large enough, where \( P_0, \ldots, P_d \in \mathbb{Q}[n] \) are polynomials of the index variable \( n \) with \( P_d \neq 0 \). This is essentially transformed into the ratrec system

\[
\begin{align*}
\begin{cases}
\left( \begin{array}{c}
u_{n+1}^{(d)} \\
u_{n+1}^{(d-1)} \\
\end{array} \right) &= \left( \begin{array}{c}
\frac{P_0(v_n)}{P_d(v_n)} \cdot u_n^{(0)} \\
\ldots \\
\frac{P_{d-1}(v_n)}{P_d(v_n)} \cdot u_n^{(d-1)} \\
\end{array} \right), \\
\left( \begin{array}{c}
u_{n+1}^{(0)} \\
\end{array} \right) &= \left( \begin{array}{c}
u_n^{(1)} \\
\end{array} \right), \\
\left( \begin{array}{c}
u_{n+1} \\
v_n \\
\end{array} \right) &= \left( \begin{array}{c}v_n + 1 \\
v_n \\
\end{array} \right).
\end{cases}
\end{align*}
\]

However, (3) works only assuming that \( P_d(n) \neq 0 \). Since \( P_d \) is a fixed polynomial, there exists \( n_d \) such that \( \forall n \geq n_d, P_d(n) \neq 0 \). Thus in the final version of (3) we add \( n_d \) more sequences in the system to include the first \( n_d \) elements of the P-recursive sequence \( a_n \).

Assuming \( v_0 = 0 \) and \( u_0^{(0)} = a_0, \ldots, u_0^{(d)} = a_d \), it is immediate to verify \( v_n = n \) and \( u_n^{(0)} = a_n, \ldots, u_n^{(d)} = a_{n+d} \) for every \( n \in \mathbb{N} \).

The family of ratrec sequences strictly includes both P-recursive sequences and polyrec sequences. As an example consider the sequence \( u_n = 2^n + C_n \). On the one hand, this sequence is certainly ratrec because it is the sum of a polyrec and a P-recursive sequence (which are ratrec) and ratrec sequences are closed under sum. On the other hand, \( u_n \) is not P-recursive since it grows asymptotically faster than any P-recursive sequence (every P-recursive sequence is in \( O((n!)^\gamma) \) for some constant \( \gamma \in \mathbb{R} \) [23, Proposition 3.11]). Further, recall that \( 2^n \) is polyrec, and \( C_n \) is not polyrec [13, Corollary 4.1]. Since polyrec sequences are closed under sum and subtraction, we conclude that \( u_n \) is not polyrec.

In [13, Theorem 7.1], the following property of ratrec sequences is proved: if \( u \) is ratrec, then there exists \( m \in \mathbb{N} \) and a cancelling polynomial \( P \in \mathbb{Q}[y_1, \ldots, y_m] \), that is, a non-zero polynomial such that

\[ P(u_n, u_{n+1}, \ldots, u_{n+m}) = 0 \quad \text{for all } n \in \mathbb{N}. \]

\(^2\) As mentioned in the introduction, checking whether a ratrec sequence is well-defined is at least Skolem hard, which means it is not known to be decidable. Thus for decision problems one should restrict to classes like polyrec, where sequences are always well-defined.
**Theorem 5** (Theorem 7.1 in [13]). Every ratrec sequence admits a cancelling polynomial.

In [13, Theorem 5.3] it is shown that the sequence $u_n = n^n$ has no cancelling polynomial, and hence is not polyrec and not ratrec.

## 4 Extension degrees

In this section we consider ratrec sequences as in Definition 4 over the field $\mathbb{Q}(x)$. Let $(F^{(1)}, \ldots, F^{(k)})$ be a system defining $F^{(1)}$. In this section we will consider sequences with the following fixed initial conditions: $F_0^{(i)} = x_i$. Note that this technical assumption is important, in particular we cannot initialise $F_0^{(i)}$ with elements in $\mathbb{Q}$. (If we could, this class would generalise ratrec over the field $\mathbb{Q}$.)

Theorem 6 below formalises Theorem 2 and is the main result of this paper. In essence, we show that a ratrec definition over $\mathbb{Q}(x)$ can be translated to a simple ratrec over $\mathbb{Q}(x)$ with a polynomial recursion depth. We hope that this insight might lead towards a resolution of Conjecture 1.

**Theorem 6.** Let $F^{(1)}$ be a ratrec sequence over the field $\mathbb{Q}(x)$, defined by a system $(F^{(1)}, \ldots, F^{(k)})$, with the initial conditions: $F_0^{(i)} = x_i$ for $i = 1, \ldots, k$. Then there exists a rational function $R \in \mathbb{Q}[y_0, \ldots, y_m]$ such that

$$F_{n+1}^{(1)} = R(F_n^{(1)}, F_{n+1}^{(1)}, \ldots, F_n^{(k)}),$$

for all $n \in \mathbb{N}$.

Moreover, if $F_0^{(1)}$ is of dimension $k$ and degree $D$, then $m$ can be bounded from above by $k + k^3 \log(kD)$.

Before we proceed to the proof, let us note that if we write $R(y_0, \ldots, y_m) = \frac{A(y_0, \ldots, y_m)}{B(y_0, \ldots, y_m)}$, where $A, B \in \mathbb{Q}[y_0, \ldots, y_m]$, then Theorem 6 shows that the following polynomial is cancelling for $u^{(1)}$:

$$P(y_0, \ldots, y_m, y_{m+1}) = y_{m+1} \cdot B(y_0, \ldots, y_m) - A(y_0, \ldots, y_m).$$

Thus, Theorem 6 shows (and in fact, is equivalent to) that every ratrec sequence over $\mathbb{Q}(x)$ admits a cancelling polynomial that is linear in the last variable (here $y_{m+1}$), improving upon Theorem 5.

The remainder of this section is devoted to the proof of Theorem 6 and to a discussion related to it. In particular, the first part of the theorem (existence) will be proved in Section 4.1 and the concrete bound on the depth $m$ will be proved in Section 4.2.

Let us make a few observations about the sequences $F_n^{(1)}, \ldots, F_n^{(k)}$. First, a straightforward estimation shows that the degrees of functions $F_n^{(1)}, \ldots, F_n^{(k)}$ grow at most single-exponentially in $n$.

**Lemma 7.** For $n \in \mathbb{N}$, let $d_n$ be the maximum degree of $F_n^{(1)}, \ldots, F_n^{(k)}$. Then $d_n \leq (k \cdot D)^n$.

**Proof.** We proceed by induction on $n$. Initially we have $d_0 = 1$ by definition. By Definition 4 $F_n^{(i)}$ is obtained by substituting rational functions $F^{(1)}_n, \ldots, F_n^{(k)}$ of degree at most $d_n$ into a rational function $P_i$ of degree at most $D$. Let $P_i = \frac{A}{B}$ be the ratio of two polynomials $A, B \in \mathbb{Q}[x]$ of degree at most $D$. Let $C \in \mathbb{Q}[x]$ be the least common multiple of all denominators of $F_n^{(1)}, \ldots, F_n^{(k)}$, and thus of degree at most $k \cdot d_n$. We can then write $F_n^{(i)} = \frac{C^{(i)}}{C}, \ldots, F_n^{(k)} = \frac{C^{(k)}}{C}$, where the numerators $G^{(1)}, \ldots, G^{(k)} \in \mathbb{Q}[x]$ are polynomials of degree also at most $k \cdot d_n$. It follows that both $A(F_n^{(1)}, \ldots, F_n^{(k)})$ and $B(F_n^{(1)}, \ldots, F_n^{(k)})$
can be written as rational functions of the form $\frac{A}{C^D}$, resp., $\frac{B}{C^D}$, where the numerators are polynomials $A, B \in \mathbb{Q}[x]$ of degree at most $D \cdot k \cdot d_n$ and the same holds for the common denominator $C^D \in \mathbb{Q}[x]$. It follows that $F_n^{(i)}$ is a rational function of degree $d_{n+1} \leq k \cdot D \cdot d_n$, as required.

The next lemma is a key property implied by the recurrence: if several consecutive elements of the sequence $F_{n}^{(i)}$ satisfy some algebraic constraint, then this constraint is also satisfied at every step later in the sequence.

**Lemma 8 (Substitution lemma).** Suppose $Z(y_0, \ldots, y_m) \in \mathbb{Q}[y_0, \ldots, y_m]$ is a polynomial such that $Z(F_0^{(i)}(x), \ldots, F_m^{(i)}(x)) = 0$. Then $Z(F_n^{(i)}(x), \ldots, F_{n+m}^{(i)}(x)) = 0$ for all $n \in \mathbb{N}$.

**Proof.** By assumption we have

$$Z(F_0^{(i)}(x), \ldots, F_m^{(i)}(x)) = 0. \quad (4)$$

Consider the ring homomorphism $h: \mathbb{Q}[x] \rightarrow \mathbb{Q}(x)$ that maps the variables $x_1, \ldots, x_k$ to rational functions $F_1^{(i)}, \ldots, F_k^{(i)}$, respectively. For a rational function $P/Q$ such that $h(Q) \neq 0$, by $h(P/Q)$ we understand the rational function $h(P)/h(Q)$. (Note that such an extension of $h$ to $\mathbb{Q}(x)$ does not have to be a field homomorphism.) From the definition of the sequence $F_n^{(i)}$ it readily follows by induction that

$$h(F_n^{(i)}) = F_{n+1}^{(i)}, \quad \text{for all } n \in \mathbb{N}.$$

Thus, by applying $h$ to both sides of (4), we infer that

$$Z(F_1^{(i)}(x), \ldots, F_m^{(i)}(x)) = 0.$$

We conclude by repeating this reasoning $n$ times.

In the following we introduce some basic terminology about (commutative) fields (cf. [26, Sec. II.1], [12, Sec. V.3], or [18, Sec. 13.1 and 13.2] for more details). Let $E, F$ be two fields. When $E \subseteq F$ we say that $F$ is a field extension of $E$, which is called the base field. Given a field extension $F$ over $E$ and elements $f_1, \ldots, f_n \in F$, let $E(f_1, \ldots, f_n)$ be the smallest field extension over $E$ containing $f_1, \ldots, f_n$. If $F = E(f_1, \ldots, f_n)$, then we say that $F$ is finitely generated over $E$ (with generators $f_1, \ldots, f_n$).

The degree of $F$ over $E$, written $\deg_E F$, is the dimension of $F$ as a vector space over the base field $E$. For instance, $\mathbb{Q}(\sqrt{2})$ has degree 2 over $\mathbb{Q}$ (its elements can be put in the form $a + b \cdot \sqrt{2}$) and $\mathbb{Q}(\sqrt{2}, \sqrt{3})$ has degree 3 (its elements can be put in the form $a + b \cdot \sqrt{2} + c \cdot (\sqrt{2} \cdot \sqrt{3})$). Field extensions need not have finite degree. For instance, $\mathbb{Q}(\pi)$ and $\mathbb{Q}(x)$ are two field extensions of $\mathbb{Q}$ of infinite degree. The degree is multiplicative:

**Lemma 9 (cf. [18, Theorem 14]).** Consider field extensions $E \subseteq F \subseteq G$. Then, $\deg_E G = \deg_E F \cdot \deg_F G$ (even for infinite degrees).

An element $f \in F$ is algebraic over the base field $E$ if there is a nonzero polynomial $P(x) \in E[x]$ s.t. $P(f) = 0$. The field extension $F$ is algebraic over the base field $E$ if every element in $F$ is algebraic over $E$.

Let $F$ be a field extension of $E$. A subset $\{f_1, \ldots, f_n\} \subseteq F$ of elements of $F$ is algebraically independent over $E$ if there is no nonzero polynomial $P(x_1, \ldots, x_n) \in E[x_1, \ldots, x_n]$ such that $P(f_1, \ldots, f_n) = 0$. The transcendence degree of $F$ over $E$, denoted $\text{tr.deg}_E F$, is the largest cardinality of a subset of elements of $F$ which are algebraically independent over $E$. Note that $F$ is algebraic over $E$ if and only if $\text{tr.deg}_E F = 0$. Like the algebraic degree is multiplicative, the transcendence degree is additive:
Consider field extensions \( E \subseteq F \subseteq G \).

Then, \( \operatorname{tr} \deg_G E = \operatorname{tr} \deg_F F + \operatorname{tr} \deg_E G \).

In the following we will always take as the base field \( E = \mathbb{Q} \), in which case we will write just \( \operatorname{tr} \deg F \) instead of \( \operatorname{tr} \deg_G F \). For example, \( \operatorname{tr} \deg \mathbb{Q}(\sqrt{2}) = 0 \) because \( \sqrt{2} \) is an algebraic number over \( \mathbb{Q} \), \( \operatorname{tr} \deg \mathbb{Q}(\sqrt{2}, \pi) = 1 \) because \( \pi \) is a transcendental number, and \( \operatorname{tr} \deg \mathbb{Q}(x_1, \ldots, x_n) = n \).

The motivation to look at field extensions is that a ratrec system naturally defines the following sequence of field extensions

\[
\mathbb{Q} \subseteq F_0 \subseteq F_1 \subseteq \ldots \subseteq \mathbb{Q}(x),
\]

where \( F_0 = \mathbb{Q}(x_1) \) and \( F_{n+1} = F_n(F_{n+1}^{(1)}(x)) \) for \( n \in \mathbb{N} \).

### 4.1 Ascending sequences of field extensions

In this section we prove the following Noether-like result.

**Theorem 11.** Consider any ascending sequence of field extensions of the form

\[
\mathbb{Q} \subseteq F_0 \subseteq F_1 \subseteq \ldots \subseteq \mathbb{Q}(x_1, \ldots, x_k).
\]

Then the sequence eventually stabilises: there exists \( n_0 \) such that \( F_{n_0} = F_{n_0+1} = F_{n_0+2} = \ldots \).

The crucial reason for the result above is that the number \( k \) of variables is fixed. In the proof of Theorem 11 we use the following result on finitely generated extensions.

**Lemma 12 (cf. [12, A.5.118, Cor. 3]).** If \( G \) is a finitely generated extension over \( E \), then every subextension \( E \subseteq F \subseteq G \) of \( G \) over \( E \) is also finitely generated.

**Proof of Theorem 11.** We lead the proof along the lines that will be used also in the proof of Lemma 16 to give bounds for the stabilisation point. First of all, observe that

\[
\operatorname{tr} \deg F_n \leq \operatorname{tr} \deg \mathbb{Q}(x_1, \ldots, x_k) = k, \quad \text{for all} \ n.
\]

Hence, there is \( n_1 \) such that \( \operatorname{tr} \deg F_{n_1} = \operatorname{tr} \deg F_{n_1+1} = \ldots \). Let \( F_\infty := \bigcup_{n=0}^\infty F_n \) and consider the ascending sequence

\[
F_{n_1} \subseteq F_{n_1+1} \subseteq \ldots \subseteq F_\infty.
\]

We have \( \operatorname{tr} \deg F_{n_1} = \operatorname{tr} \deg F_{n_1+i} \) for all \( i > 0 \), and, by Lemma 10, \( \operatorname{tr} \deg_F F_{n_1+i} = 0 \), i.e., \( F_{n_1+i} \) is algebraic over \( F_{n_1} \). Moreover, \( F_\infty \) is also algebraic over \( F_{n_1} \) because any element of \( F_\infty \) belongs to some \( F_{n_1+i} \). Since \( \mathbb{Q}(x_1, \ldots, x_k) \supseteq F_{n_1} \) is a finitely generated extension of \( F_{n_1} \) and \( F_{n_1} \subseteq F_\infty \subseteq \mathbb{Q}(x_1, \ldots, x_k) \) is a subextension, by Lemma 12 we have that \( F_\infty \) is also a finitely generated extension of \( F_{n_1} \). In other words, there are generators \( f_1, \ldots, f_m \in F_\infty \) such that

\[
F_\infty = F_{n_1}(f_1, \ldots, f_m).
\]

Since the generators \( f_1, \ldots, f_m \) are algebraic over \( F_{n_1} \), \( F_\infty \) is an algebraic extension of finite degree over \( F_{n_1} \), by Lemma 9. (Concretely, an upper bound for the degree is the product of the degrees of minimal polynomials of the generators \( f_1, \ldots, f_m \).) It follows that the sequence in (6) is an ascending sequence of vector subspaces of \( F_\infty \), where we treat \( F_\infty \) as a vector space over \( F_{n_1} \). Since the dimension of \( F_\infty \) as a vector space over \( F_{n_1} \) is finite, this sequence must eventually stabilise at \( F_{n_0} \) for some \( n_0 \gg n_1 \).
We now prove the existence part of Theorem 6 using Theorem 11.

**Proof (of the first part of Theorem 6).** By Theorem 11, the sequence in (5) stabilises at some $\mathbb{F}_m$, that is, $$F_m = F_{m+1} = F_m(F^{(1)}_{m+1}(x)).$$ Therefore, we have $F^{(1)}_{m+1}(x) \in \mathbb{F}_m$. Noting that $F_m = \mathbb{Q}(F^{(1)}_0(x), \ldots, F^{(1)}_m(x))$, we see that $F^{(1)}_{m+1}(x)$ can be expressed as a rational function of the generators: there exists a rational function $R \in \mathbb{Q}(y_0, \ldots, y_m)$ such that $$F^{(1)}_{m+1}(x) = R(F^{(1)}_0(x), \ldots, F^{(1)}_m(x)).$$

We may now apply Lemma 8 to the numerator of the rational function $R(y_0, \ldots, y_m) - y_{m+1}$, thus obtaining that $$F^{(1)}_{n+m+1}(x) = R(F^{(1)}_n(x), \ldots, F^{(1)}_{n+m}(x)), \text{ for every } n \in \mathbb{N}.$$ 

### 4.2 Upper bound

We now move to the second, quantitative part of the proof of Theorem 6: we need to prove that $m$ is bounded from above by $k + k^3 \log(kD)$. For this, we inspect the proof of Theorem 11 in the special case of the chain of extensions (5) given by a ratrec system. The first observation is that the sequence of transcendence degrees stabilises very quickly.

**Lemma 13.** The transcendence degrees $\text{tr deg } \mathbb{F}_n$ of the sequence (5) stabilise after at most $k$ steps.

**Proof.** As argued, $\text{tr deg } \mathbb{F}_n \leq \text{tr deg } \mathbb{Q}(x_1, \ldots, x_k) = k$ for all $n$. The next extension $\mathbb{F}_{n+1}$ is obtained by adding a new rational function $F^{(1)}_{n+1}(x_1, \ldots, x_k)$ to the previous extension $\mathbb{F}_n$. This immediately shows that $\text{tr deg } \mathbb{F}_n \leq \text{tr deg } \mathbb{F}_{n+1} \leq \text{tr deg } \mathbb{F}_n + 1$. We argue that if $\text{tr deg } \mathbb{F}_{d+1} = \text{tr deg } \mathbb{F}_d$ for some $d$, then the transcendence degree cannot change anymore: $\text{tr deg } \mathbb{F}_d = \text{tr deg } \mathbb{F}_{d+1} = \text{tr deg } \mathbb{F}_{d+2} = \cdots$. Note that this will conclude the proof, because then the transcendence degree can increase at most $k$ times before eventually stabilising.

Since $\text{tr deg } \mathbb{F}_{d+1} = \text{tr deg } \mathbb{F}_d$, it follows that $F^{(1)}_{d+1}(x)$ is algebraic over $\mathbb{F}_d$, which means that it satisfies $P(F^{(1)}_{d+1}(x)) = 0$ for some nonzero polynomial $P(x) \in \mathbb{F}_d[x]$. By clearing out denominators, there is a nonzero polynomial $Z(y_0, \ldots, y_{d+1}) \in \mathbb{Q}[y_0, \ldots, y_{d+1}]$ such that

$$Z(F^{(1)}_0(x), \ldots, F^{(1)}_{d+1}(x)) = 0. \quad (7)$$

By Lemma 8 we have

$$Z(F^{(1)}_n(x), \ldots, F^{(1)}_{n+d+1}(x)) = 0 \quad \text{for every } n \in \mathbb{N}. \quad (8)$$

This means that $F^{(1)}_{n+d+1}(x)$ is algebraic over $\mathbb{F}_{n+d}$, implying

$$\text{tr deg } \mathbb{F}_{n+d+1} = \text{tr deg } \mathbb{F}_{n+d}(F^{(1)}_{n+d+1}(x)) = \text{tr deg } \mathbb{F}_{n+d}.$$ 

This concludes the proof. 

Note that even when the transcendence degrees of the fields in (5) stabilise, it may still take several further steps until the fields themselves eventually stabilise. We will later give an example that this may indeed happen.

We are left with estimating the degrees of field extensions after the transcendence degree in the chain (5) stabilises. For this, we use the following two results.
Lemma 14 (cf. [25, Lemma 3.4]). Let $f \in \mathbb{Q}(x_1,\ldots,x_k)$ be algebraic over
\[
\mathbb{F}_n = \mathbb{Q}(F_0(x_1,\ldots,x_k),\ldots,F_n(x_1,\ldots,x_k)).
\]
Then there is a polynomial $Z(x) \in \mathbb{F}_n[x]$ of degree at most $\deg F_0 \cdots \deg F_n$ s.t. $Z(f) = 0$.

Lemma 15 (cf. [26, Exercise III.A.2]). Let $\mathbb{Q} \subseteq \mathbb{Q}(x_1,\ldots,x_k)$ be a subextension of $\mathbb{Q}(x_1,\ldots,x_k)$ over $\mathbb{Q}$ of transcendence degree $r := \text{tr.deg}_\mathbb{Q} \mathbb{F}$. Then there are (algebraically independent) rational functions $f_1,\ldots,f_r \in \mathbb{Q}(x_1,\ldots,x_k)$ such that $\mathbb{F} \subseteq \mathbb{Q}(f_1,\ldots,f_r)$.

Lemma 16. The sequence (5) eventually stabilises after at most $k + k^3 \log(kD)$ steps.

Proof. By Lemma 13, there exists $j_1 \leq k$ such that
\[
r := \text{tr.deg} F_{j_1} = \text{tr.deg} F_j \quad \text{for all } j \geq j_1.
\]
In particular, all field extensions $F_j$ for $j \geq j_1$ are algebraic over $F_{j_1}$. As in the proof of Theorem 11, consider the field extension $F_x = \bigcup_{j=0}^\infty F_j$ over $F_{j_1}$, which is algebraic.

In particular, $\text{tr.deg} F_{x_1} = r$. By Lemma 15, there are rational functions $f_1,\ldots,f_r \in \mathbb{Q}(x_1,\ldots,x_k)$ s.t. $F_x \subseteq \mathbb{Q}(f_1,\ldots,f_r)$. Since $\mathbb{Q}(f_1,\ldots,f_r)$ has the same transcendence degree as $F_{j_1}$, i.e., $\text{tr.deg} \mathbb{Q}(f_1,\ldots,f_r) = r$, it follows that the $f_i$’s are algebraic over $F_{j_1}$. By Lemma 14, the degree of each $F_{j_1}[f_i]$ is at most $\deg F_{j_1}[f_i] \leq \deg F_0 \cdots \deg F_{j_1}$ over $F_{j_1}$. It follows that $\mathbb{Q}(f_1,\ldots,f_r)$ is an algebraic extension of degree at most $d = (\deg F_0 \cdots \deg F_{j_1})^r$ over $F_{j_1}$. Thus the chain
\[
F_{j_1} \subseteq F_{j_1+1} \subseteq F_{j_1+2} \subseteq \cdots
\]
is such that the degree of any $F_{j_1+t}$ over $F_{j_1}$ is at most $d$. Recall that all extensions in this chain are algebraic. We show that it stabilises after at most $\log d$ steps. Assume that for some $t \geq 0$ we have $F_{j_1+t} = F_{j_1+t+1}$, that is $F_{j_1+t+1}^{(1)}(x) \in F_{j_1+t}$. Thus, there is a rational function $R \in F_{j_1}(y_1,\ldots,y_t)$ such that $F_{j_1+t+1}^{(1)}(x) = R(F_{j_1+1}^{(1)}(x),\ldots,F_{j_1+t}^{(1)}(x))$. Then by applying Lemma 8 to the numerator of $R(y_1,\ldots,y_t) - y_{t+1}$, we may express $F_{j_1+t+1}^{(1)}(x)$ as a rational function of $F_{j_1+n+1}(x),\ldots,F_{j_1+n+t}(x)$, i.e., elements of $F_{j_1+n+t}$. Hence an equality in the field chain implies stabilisation at this point.

Since the degree grows at each step before stabilisation and the degree is multiplicative, the chain stabilises after at most $\log d$ steps. Indeed, in every step before stabilisation the degree is multiplied by at least two. Thus the chain stabilises at $F_{j_0}$ for some $j_0 \leq j_1 + \log((\deg F_0 \cdots \deg F_{j_1})^r)$. By Lemma 7 and since $j_1 \leq k$ and $r \leq k$, we have, as required,
\[
j_0 \leq j_1 + r \log((\deg F_0 \cdots \deg F_{j_1})^r) \\
\leq j_1 + k \log((kD)^{r} \cdots (kD)^{k}) \\
\leq k + k^3 \log(kD).
\]

We are ready to provide the proof of the quantitative bound promised in Theorem 6.

Proof (of the second part of Theorem 6). It suffices to observe that $m$ in the proof of the first part of Theorem 6 can be bounded by $k + k^3 \log(kD)$ thanks to Lemma 16.

We finish this section by giving an example that shows that in the proof of Lemma 16, it may happen that $j_1 < j_0$, that is, after the stabilisation of the transcendence degree, there can be several non-trivial algebraic extensions until the fields themselves stabilise. Consider the polyrec system
On Rational Recursive Sequences

We have
\begin{align*}
v_{n+1}^{(1)} &= (u_n^{(1)})^2 + (u_n^{(2)})^2, \\
v_{n+1}^{(2)} &= u_n^{(1)} + u_n^{(2)}.
\end{align*}

We have \( F_0^{(1)} = x_1, F_0^{(2)} = x_2 \), then \( F_1^{(1)} = x_1^2 + x_2^2, F_1^{(2)} = x_1 + x_2 \) and \( F_2^{(1)} = (x_1^2 + x_2^2)^2 + (x_1 + x_2)^2 \). The chain (5) starts with
\[ Q \subseteq F_0 = \mathbb{Q}(x_1) \subseteq F_1 = F_0(x_1^2 + x_2^2) = \mathbb{Q}(x_1, x_2^2) \subseteq F_2. \]

Note that \( \text{tr} \deg F_0 = 1 \) and \( \text{tr} \deg F_1 = 2 \), which is the maximum value. However, the next extension \( F_1 \subseteq F_2 = F_1(F_2^{(1)}) = F_1(x_1 x_2) \) is non-trivial, because \( x_1 x_2 \) does not belong to \( \mathbb{Q}(x_1, x_2^2) \). In fact, it is algebraic of degree 2.

4.3 Obstacles towards the zeroness problem for polyrec sequences

Theorem 6 suggests the following algorithm for deciding zeroness of a polyrec sequence \( \mathbf{u} \). Suppose the dimension of \( \mathbf{u} \) is \( k \) and the degree is \( D \). We compute the first \( p + 2 \) entries of \( \mathbf{u} \), where \( p = k + k^3 | \log(kD) \) \( ) \), and we verify whether all of them are zero. Obviously, if one of them is non-zero, then \( \mathbf{u} \) is non-zero. Otherwise, by Theorem 6, we expect that there is a rational function \( R(y_0, \ldots, y_m) \) for some \( m \leq p \) such that
\[ u_{n+m+1} = R(u_n, u_{n+1}, \ldots, u_{n+m}) \quad \text{for all } n \in \mathbb{N}. \]

In particular,
\[ 0 = u_{m+1} = R(u_0, \ldots, u_m) = R(0, \ldots, 0). \]

Consequently,
\[ u_{m+2} = R(u_1, \ldots, u_{m+1}) = R(0, \ldots, 0) = 0, \]
and a straightforward induction shows that \( u_n = 0 \) for all \( n \in \mathbb{N} \). So we can declare that \( \mathbf{u} \) is the zero sequence.

The reasoning above is incorrect for the following reason. By Theorem 6, there is a rational function \( R \in \mathbb{Q}(y_0, \ldots, y_m) \) such that (8) holds when both sides are treated symbolically, as rational functions over a set of \( k \) variables \( \mathbf{x} \) that denote the vector of initial entries of the polyrec system defining \( \mathbf{u} \). However, \( R \) is a rational function, hence when the variables are substituted with actual entries of the sequence \( \mathbf{u} \), we may get an accidental 0 in the denominator of the right hand side. In other words, assertion (8) may be incorrect due to the right hand side being ill-defined, which renders the remainder of the reasoning flawed. To exemplify the problem we now present a case where this situation actually occurs.

Fix some \( d \in \mathbb{N} \), and let
\[ P(x) = x(x - 1) \ldots (x - d + 1). \]

Define the sequence \( \mathbf{u} \) by setting
\[ u_n = P(n) \quad \text{for all } n \in \mathbb{N}. \]

It is straightforward to see that \( \mathbf{u} \) is polyrec of dimension 2 and degree \( d \); one can simply use one auxiliary sequence \( \mathbf{v} \) with \( v_n = n \).
Observe that if instead of setting $v_0 = 0$, we set $v_0 = x$ for a formal variable $x$, the same polyrec system defines a sequence of polynomials $\tilde{u}$ over $x$ defined as

$$\tilde{u}_n = P(x + n) \quad \text{for all } n \in \mathbb{N}.$$ 

(Here, we also set initial condition $\tilde{u}_0 = P(x).$) Now, we may apply the reasoning behind Theorem 6 to find the rational function $R(y_0, y_1) \in \mathbb{Q}(y_0, y_1)$, defined as

$$R(y_0, y_1) = y_1 \cdot \frac{(d + 1) \cdot y_1 - y_0}{y_1 + (d - 1) \cdot y_0}$$

such that

$$\tilde{u}_{n+2} = R(\tilde{u}_n, \tilde{u}_{n+1}) \quad \text{for all } n \in \mathbb{N}.$$ 

This, however, should be regarded as an equality of two rational functions over the variable $x$, which means that we cannot infer that

$$u_{n+2} = R(u_n, u_{n+1}) \quad \text{for all } n \in \mathbb{N},$$

because the right hand side can be undefined for specific values; and indeed, $R(0,0)$ is undefined. The flawed reasoning from the beginning of this section would suggest that in order to verify the zeroness of $u$, it suffices to check that the first three entries of $u$ are zero. However, we have $u_0 = u_1 = \cdots = u_d - 1 = 0$ and $u_d = d! \neq 0$, so the algorithm would provide an incorrect answer.

Notice that if we had a promise that we never encounter a division by zero when recursively applying (8) from the given initial conditions, then the naïve zeroness algorithm presented at the beginning of the section would be sound. (The naïve algorithm is complete even without the promise.) However, deciding whether no division by zero occurs is essentially the Skolem problem for polyrec sequences, which, as mentioned in the introduction, is a long-standing open problem.

We are hopeful that the problem with accidentally hitting a singularity of $R$ when starting from a polyrec sequence, as present in the example above, can somehow be circumvented, hence we state the following conjecture.

▶ **Conjecture 17.** There is an elementary function $g: \mathbb{N} \to \mathbb{N}$ such that the following holds. Suppose $u$ is a polyrec sequence of dimension at most $N$ and degree at most $N$ such that $u_n = 0$ for all $n \leq g(N)$. Then $u_n = 0$ for all $n \in \mathbb{N}$.

Note that a positive resolution to Conjecture 17 would immediately imply that the complexity of the zeroness problem for polyrec sequences is elementary.

### 5 Zeroness for polyrec is PSPACE-hard

In this section we discuss the following lower bound. The technical part of this section can be found in the appendix.

▶ **Theorem 18.** For every fixed field $F$, the zeroness problem for polyrec sequences over $F$ is PSPACE-hard.

The lower bound claimed in the introduction follows from the theorem above by taking $F = \mathbb{Q}$. Note also that together with Theorem 19 below, we can conclude that the problem is actually PSPACE-complete for every fixed finite field $F$. 
Theorem 19. For every fixed finite field $\mathbb{F}$, the zeroness problem for polyrec sequences over $\mathbb{F}$ is in $\text{PSPACE}$.

Proof. Let $m$ be the cardinality of $\mathbb{F}$; note that $m$ is a fixed constant. A standard periodicity argument, e.g. as in the proof of [13, Theorem 4.1], shows that if $u$ is a polyrec sequence of dimension $k$, then it is zero if, and only if, it is zero for the first $m^k$ steps. We can check the latter condition by storing in memory a $k$-tuple of values and computing the first $m^k$ values of the sequence, which takes an amount of space which is polynomial in $k$.

Conclusion

We believe that ratrec is a natural class of sequences with various promising questions deserving further investigation. Questions about decision problems are more natural for polyrec sequences due to their connection to polynomial automata and the issues with division by 0 in ratrec discussed in the introduction. Nevertheless, as discussed in this paper, understanding the properties of ratrec might lead to concrete complexity results for polyrec. The most natural problem for future work is to overcome the obstacles discussed in Section 4.3.
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In order to speak about computational aspects of poly-rec sequences, we need to fix how they are encoded on input. For robustness, we choose to use arithmetic circuits. Formally, for a fixed field $F$, a polynomial $P \in F[x_1, \ldots, x_k]$ is encoded by a circuit $C$ that may use the following gates:

- binary addition and multiplication gates;
- nullary input gates, bijectively labelled with variables $x_1, \ldots, x_k$; and
- nullary constant gates, each labelled with an element of $F$.

Note that subtraction can be emulated using addition and multiplication by the constant $-1$. One of the gates is designated as the output gate. Given a valuation of variables with elements of $F$, the values of the gates can be computed as expected, and the value yielded by the circuit $C$ is the one computed for the output gate.

### A.1 Extended polyrec sequences

In the reductions leading to the lower bound of Theorem 18 it is convenient to construct polyrec sequences according to a definition slightly more general than what we allowed in Definition 4. Namely, the definition of an extended polyrec system is the same as before, except that we generalize the format of the $i$th equation $u_{n+1} = P_i(u_{n+1})$ by allowing $u_{n+1}^{(i)}$ to additionally depend on $u_{n+1}^{(1)}, \ldots, u_{n+1}^{(i-1)}$. Thus, the $i$th equation takes the form:

$$u_{n+1}^{(i)} = P_i(u_{n+1}^{(1)}, \ldots, u_{n+1}^{(k)}, u_{n+1}^{(i-1)}),$$

where now $P_i$ is a polynomial in $k + i - 1$ variables. This more relaxed definition will help focus on the important aspects of the reduction presented in the rest of this section. The following lemma shows that the modification does not affect the complexity of the zeronez problem.

▶ **Lemma 20.** Suppose $u$ is a sequence defined by an extended polyrec system $S$ of dimension $k$, where each polynomial $P_i$ is represented by circuit $C_i$. Then given the circuits $C_i$, one can in polynomial time construct a circuit $C$ that represents a polyrec system $S'$ of dimension $k$ that also defines $u$ (with the same initial condition as $S$).
Proof. Let the input gates of circuit \( C_i \) be labelled with \( x_1, \ldots, x_k, z_1, \ldots, z_i \), where variables \( z_1, \ldots, z_i \) respectively correspond to the values \( u^{(1)}_{n+i}, \ldots, u^{(i+1)}_n \) in (9). Construct the circuit \( C \) from the union of circuits \( C_1, \ldots, C_k \) by performing the following operations for each \( i \in \{1, \ldots, k\} \):

- Fuse all input gates labelled \( x_i \) in circuits \( C_1, \ldots, C_i \) into a single input gate labelled \( x_i \).
- Fuse the output gate of \( C_i \) with all input gates labelled \( z_i \) in circuits \( C_{i+1}, \ldots, C_k \).

The output gates of \( C \) are the output gates of \( C_1, \ldots, C_k \). (Formally, we assumed that output gates must have fan-out 0, but this can be easily obtained by making a copy of each output gate.) It is straightforward to verify that the polyrec system \( S' \) that \( C \) represents defines the same \( k \)-tuple of sequences as \( S \) under the same initial condition.

A.2 Reduction

We now proceed to the proof of Theorem 18. Let us fix the field \( \mathbb{F} \); in the reduction we will use only two constants from \( \mathbb{F} \), namely 0 and 1. We reduce from the validity problem for Quantified Boolean Formulas (QBF), which is known to be PSPACE-complete (see, e.g., [28, Theorem 19.1]). Recall that the QBF validity problem amounts to determine whether a given QBF of the form

\[
\psi = \exists x_1 \forall x_2 \ldots Q_k x_k \varphi(x_1, \ldots, x_k)
\]  

(10)
is true, where \( \varphi(x_1, \ldots, x_k) \) is quantifier-free, the variables with odd indices are quantified existentially, the remaining variables are quantified universally, and \( Q_k \) is either \( \exists \) or \( \forall \) depending on the parity of \( k \). Hence, we are given a QBF \( \psi \) and we wish to construct, in polynomial time, a polyrec system \( S \) and its initial condition that define a sequence \( u \) over \( \mathbb{F} \) such that the zeroeness of \( u \) is equivalent to the invalidity of \( \psi \). By Lemma 20, it suffices to construct an extended polyrec system \( S' \) with this property, where each polynomial \( P_i \) involved is represented by a separate circuit. In the following, the size of an extended polyrec system is the total size of its representation through circuits, which is constructed implicitly.

In the reduction it will be convenient to consider formulas obtained by fixing the truth values of a subset of the bound variables of \( \psi \). For every \( i \in \{0, \ldots, k\} \) and \( c_{i+1}, \ldots, c_k \in \{0, 1\} \) we define the formula

\[
\psi|_{c_{i+1}, \ldots, c_k} = \exists x_1 \forall x_2 \ldots Q_i x_i \varphi(x_1, \ldots, x_i, c_{i+1}, \ldots, c_k),
\]

where \( Q_i \) is either \( \exists \) or \( \forall \) depending on the parity of \( i \). In particular, for \( i = k \) we get back \( \psi \), and for \( i = 0 \) the formula \( \psi|_{c_1, \ldots, c_k} \) reduces to the truth value of \( \varphi(c_1, \ldots, c_k) \). We encode a quantifier Boolean formula \( \varphi \) into a polynomial \( P_\varphi \) using the following simulation of Boolean operators \( \neg, \land \) and \( \lor \) by arithmetic operations:

\[
P_\varphi = x, \\
P_{\neg \varphi} = 1 - P_\varphi, \\
P_{\varphi \land \psi} = P_\varphi \cdot P_\psi, \\
P_{\varphi \lor \psi} = P_{\neg (\neg \varphi \land \neg \psi)}.
\]  

(11)

For example, \( \tau(x, y) = (x \land y) \lor \neg y \) is encoded as \( P_\tau(x, y) = 1 - (1 - xy)y \). The following straightforward claim shows that with the standard interpretation of 1 and 0 representing true, resp., false, such polynomials evaluate as expected. Note that this claims holds in any fixed field.
To ease the notation we will directly write formulas as polynomials; for instance,

\[ \text{Sequences } c^1, \ldots, c^k. \]  

The truth valuations of variables \( x_1, \ldots, x_k \) will be encoded by sequences \( c^1, \ldots, c^k \), where for every \( i \) and \( n \) we have

\[
c^i_n = \begin{cases} 
0 & \text{if } n \text{ mod } 2^i \text{ is less than } 2^i - 1, \\
1 & \text{otherwise.}
\end{cases}
\] (12)

For example, the first eight values of \( c^1, c^2, c^3 \) are

\[
c^1 = 0 \ 1 \ 0 \ 1 \ 0 \ 1 \ 0 \ 1 \\
c^2 = 0 \ 0 \ 1 \ 1 \ 0 \ 0 \ 1 \ 1 \\
c^3 = 0 \ 0 \ 0 \ 0 \ 1 \ 1 \ 1 \ 1 \\
\]

\[ \text{Sequences } d^0, \ldots, d^k. \]  

We define sequences \( d^0, \ldots, d^k \), where for any \( i \geq 0 \) we have:

\[
d^i_0 = 0, \quad d^i_n = \begin{cases} 
0 & \text{if } 2^i \nmid n \\
\lfloor \psi|_{c^i_n-1, \ldots, c^{i-1}_0} \rfloor & \text{otherwise},
\end{cases}
\] (16)
where for a closed formula $\xi$ (i.e., with no free variables) $[\xi]$ is 1 if $\xi$ is true and 0 otherwise. Notice that the formula depends on $c^1, \ldots, c^k$. Since $d^k$ is the zero sequence if, and only if, $\psi$ is false, it suffices to show that each $d^i$ can be defined by an extended polyrec system of polynomial size.

We proceed by induction on $i$. In the base case $i = 0$,

$$d^i_n = P_{\varphi}(c^1_{n-1}, \ldots, c^k_{n-1}),$$

(17)

where $P_{\varphi}$ is the polynomial obtained from the quantifier-free formula $\varphi$ according to the rules in (11). (Notice that $P_{\varphi}$ can be represented by an arithmetic circuit of size polynomial in the size of $\varphi$ – this is where we use the conciseness of representation using circuits.) This fulfills the conditions in (16) since, for $n > 0$, $d^i_n = 1$ if $(c^1_{n-1}, \ldots, c^k_{n-1}) \models \varphi$ and $d^i_n = 0$ otherwise.

Now, fix $i \geq 1$ and suppose that $d^{i-1}$ is defined. The goal is to define $d^i$. Recall that if $i$ is odd then $x_i$ is quantified existentially, and otherwise $x_i$ is quantified universally.

▷ Claim 23. Let $\ominus_i = \lor$ if $i$ is odd and $\ominus_i = \land$ if $i$ is even. For every $n > 0$ and $0 < i \leq k$, we have

$$d^i_n = \begin{cases} d^{i-1}_n \ominus_i d^{i-1}_{n-2i-1} & \text{if } 2^i \mid n \\ 0 & \text{otherwise} \end{cases}$$

(18)

Proof. We may focus only on the case $2^i \mid n$. Since $x_i$ is quantified according to the parity of $i$, we have

$$\psi|_{c^1_{n-2i-1} \ldots c^k_{n-1}} = \psi|_{c^1_{n-1} \ldots c^k_{n-1}} \ominus_i \psi|_{c^1_{n-1} \ldots c^k_{n-1}}.$$ 

We claim that

$$d^{i-1}_n = \psi|_{c^1_{n-1} \ldots c^k_{n-1}} \quad \text{and} \quad d^{i-1}_{n-2i-1} = \psi|_{c^1_{n-1} \ldots c^k_{n-1}}.$$ 

By (12) and the fact that $2^i \mid n$, we get $c^i_{n-1} = c^j_{2^i-1} = 1$, which proves the first equation. For the second equation, we observe that $c^i_{(n-1)-2^i-1} = c^j_{2^i-1-1} = 0$ and that $c^i_{(n-1)-2^i-1} = c^j_{n-1}$ for all $j > i$. The latter assertion readily follows from $2^i \mid n$ and (12).

As an immediate consequence of Claim 23, we can write

$$d^i_n = S(d^{i-1}_{n-2i}, d^{i-1}_{n-2i-1}, c^i_{n-1}, c^{i-1}_{n-1}),$$

(19)

where $S(x, y, z, t) = (x \odot y) \land (z \land \neg t)$ (by recalling that $c^{i-1}_{n-1} = 1, c^{i-1}_n = 0$ holds if, and only if, $2^i \mid n$, where $n > 0$). The issue with this recursive definition is that it requires access to the value $d^{i-1}_{n-2i-1}$, which in general is not allowed in a polyrec system for $i \geq 2$ (not even in the extended variant). This will be addressed in the next section by introducing the last family of recursive sequences.

Sequences $f^0, \ldots, f^{k-1}$. For every $1 \leq i \leq k$, the sequence $f^{i-1}$ is defined as

$$f^{i-1}_n = \begin{cases} 0 & \text{if } n \mod 2^i \text{ is less than } 2^{i-1} \\ d^{i-1}_n & \text{otherwise} \end{cases}$$
where \( m \leq n \) is the unique number such that \( n - m < 2^{i-1} \) and \( 2^{i-1} | m \). Thus, \( f \) is divided into blocks of length \( 2^{i-1} \) of equal elements, where every other block is either filled with zeros, or its value is determined by the value of an appropriate entry \( d_n^{-1} \). Observe that in particular, if \( 2^i | n \) then \( f_{n-1}^{i-1} = d_{n-2}^{-1} \). Thus, intuitively, the sequence \( f^{i-1} \) is a “memory” that allows us to store the relevant value of \( d^{i-1} \) from \( 2^{i-1} - 1 \) steps back.

We now proceed to defining sequences \( f^0, \ldots, f^{k-1} \) using polyrec systems. Observe that \( f_0^{i-1} = 0 \) and for \( n > 0 \), we can write

\[
f_n^{i-1} = \begin{cases} 
    d_n^{-1} & \text{if } c_{n-1}^{i-1} = 0 \text{ and } c_n^{i-1} = 1; \\
    0 & \text{if } c_{n-1}^{i-1} = 1 \text{ and } c_n^{i-1} = 0; \\
    f_{n-1}^{i-1} & \text{otherwise.}
\end{cases}
\]

(20)

Notice that the value of \( f_n^{i-1} \) is copied from \( f_{n-1}^{i-1} \) unless \( c_{n-1}^{i-1}, c_n^{i-1} \) differ. To conclude, recall from (12) that this happens if, and only if, \( 2^{i-1} | n \).

\( \triangleright \) Claim 24. For every \( i \geq 1 \), the sequences \( d^i \) and \( f^i \) are definable by extended polyrec systems over \( F \) of size polynomial in \( i \) and the size of \( \varphi \).

Proof. Using (20), we may write \( f^{i-1} \) as an extended polyrec sequence \( f_0^{i-1} = 0 \) and, for \( n > 0 \),

\[
f_n^{i-1} = R(c_{n-1}^{i-1}, c_n^{i-1}, d_{n-1}^{i-1}, f_{n-1}^{i-1}),
\]

(21)

where

\[
R(x, y, z, t) = (z \land \lnot(x \land y)) \lor (t \land ((x \land y) \lor \lnot x \land \lnot y)).
\]

In turn, this allows us to rewrite (19) as

\[
d_n^i = S(d_n^{i-1}, f_n^{i-1}, c_{n-1}^{i-1}, c_n^{i-1}),
\]

(22)

where \( S \) was defined in (19). Note that (21) and (22) are in the extended polyrec format provided that we write the equations for the \( f^i \)'s after the equations for the \( d^i \)'s, and the latter after the equations for \( c^i \)'s (in order to avoid creating a cyclic dependency). In other words, the final extended polyrec system consists of equations (15), followed by (22), and followed by (21), where each set of equations is numbered naturally according to the indices of sequences.

The involved polynomials \( P_\varphi, R \) and \( S \) are all of size polynomial in the input size when represented as arithmetic circuits (\( R \) and \( S \) are even of constant size), and we have a polynomial number of equations. Thus, the definition above is an extended polyrec system of polynomial size.

As discussed, Claim 24 finishes the proof of Theorem 18.

In the end, we discuss the Skolem problem: given a sequence \( u \) to determine whether there is \( n \) such that \( u_n = 0 \). This problem was extensively studied for the class of linear recursive sequences (see e.g. [27]). For linear recursive sequences it is open whether the Skolem problem is decidable, but only \( \text{NP} \)-hardness is known [5, Corollary 2.1]. For polyrec sequences, decidability of the Skolem problem is also open, but we can improve the lower bound.

\( \triangleright \) Corollary 25. The Skolem problem is \( \text{PSPACE} \)-hard for polyrec sequences.
Proof. Notice that in the proof of Theorem 18 we define a system of sequences over $\{0, 1\}$. It remains to observe that for such sequences the zeroness problem and the Skolem problem reduce to each other. Indeed, the nonzeroness problem of a sequence $u$ over $\{0, 1\}$ is equivalent to the Skolem problem of $v$ defined as $v_n = 1 - u_n$. ◀

We conclude this section by noting that the reduction from QBF that we have presented produces a polyrec sequence which is identically zero if and only if the first exponentially many initial values thereof are zero. We are not aware of examples requiring longer witnesses of zeroness for polyrec sequences.