Isospin Dependence of Nucleon Correlations in Ground-State Nuclei
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Abstract. The dispersive optical model (DOM) as presently implemented can investigate the isospin (nucleon asymmetry) dependence of the Hartree-Fock-like potential relevant for nucleons near the Fermi energy. Data constraints indicate that a Lane-type potential adequately describes its asymmetry dependence. Correlations beyond the mean-field can also be described in this framework, but this requires an extension that treats the non-locality of the Hartree-Fock-like potential properly. The DOM has therefore been extended to properly describe ground-state properties of nuclei as a function of nucleon asymmetry in addition to standard ingredients like elastic nucleon scattering data and level structure. Predictions of nucleon correlations at larger nucleon asymmetries can then be made after data at smaller asymmetries constrain the potentials that represent the nucleon self-energy. A simple extrapolation for Sn isotopes generates predictions for increasing correlations of minority protons with increasing neutron number. Such predictions can be investigated by performing experiments with exotic beams. The predicted neutron properties for the double closed-shell $^{132}$Sn nucleus exhibit similar correlations as those in $^{208}$Pb. Future relevance of these studies for understanding the properties of all nucleons, including those with high momentum, and the role of three-body forces in nuclei are briefly discussed. Such an implementation will require a proper treatment of the non-locality of the imaginary part of the potentials and a description of high-momentum nucleons as experimentally constrained by the $(e, e'p)$ reactions performed at Jefferson Lab.

PACS. 21.10.Pc Single-particle levels and strength functions – 24.10.Cn Many-body theory – 24.10.Ht Optical and diffraction models – 11.55.Fv Dispersion relations – 27.60.+j 90 $\leq A \leq 149$

1 Introduction

The motion of nucleons inside of a nucleus, to a first approximation, can be described by a non-local mean-field potential. The nucleon self-energy provides a complete description of single-particle motion and can be represented as a complex, energy-dependent, non-local potential where the imaginary part encodes information on correlations beyond the mean-field contribution. The propagation of a nucleon including these correlations can be described by the single-particle propagator $G_{\ell,j}(r, r'; E)$ in an angular momentum basis. The propagator can be obtained from the self-energy by solving the Dyson equation \cite{7}.

Elastic scattering angular distributions and reaction cross sections have a long history in which they are fitted using complex optical-model potentials where the imaginary part describes the absorption from the elastic channel. As the nucleon optical-model potential and the self-energy are both complex, it is not surprising that they are related. Mahaux and Sartor \cite{23} were the first to consider using such complex potentials to describe both reaction data such as elastic scattering and bound-state information at the same time. To achieve this, two important issues must be considered.

First, the nucleon self-energy is non-local, but optical-model potentials are generally taken to be local. Historically, due to the more limited computational abilities in the past, calculations with non-local potentials were often impractical to perform within a reasonable time period, so most calculations were made with “faster” local potentials. However, it was recognized that the energy dependence of the depth of the real potential obtained in global optical-model fits, was not a real energy dependence, but a consequence of disregarding non-locality \cite{20}.

Secondly, the self-energy should obey the relevant dispersion relations between its real and imaginary parts, a consequence of causality. Most standard optical potentials ignore this relationship \cite{23,35}. In order to remedy this situation and to allow a successful extrapolation of optical-model potentials, which are fitted to positive-energy data, down to the negative-energy regions and confront bound-state measurements, Mahaux and Sartor \cite{23} developed the dispersive optical model (DOM). In this description, the real part of the nucleon self-energy can be decomposed
into an energy-independent non-local part and an energy-
dependent contribution

\[
\text{Re } \Sigma(r, r'; E) = \text{Re } \Sigma(r, r'; \epsilon_F) + \Delta \mathcal{V}(r, r'; E),
\]

where \( \epsilon_F \) is the Fermi energy, defined according to

\[
\epsilon_F = \frac{\epsilon_F^+ + \epsilon_F^-}{2},
\]

\[
\epsilon_F^+ = M_{A+1} - (M_A + m),
\]

\[
\epsilon_F^- = M_A - (M_{A-1} + m),
\]

where \( \epsilon_F^+ \) and \( \epsilon_F^- \) represent the binding energy for adding or removing a nucleon, or alternatively, the single-particle energies of the valence particle and hole states. The second term in Eq. (1) represents the dispersive correction which can be determined from the imaginary component through the subtracted dispersion relation

\[
\Delta \mathcal{V}(r, r'; E) = \frac{1}{\pi} \int \text{Im } \Sigma(r, r'; E') \left( \frac{1}{E' - E} - \frac{1}{E' - \epsilon_F} \right) dE'.
\]

The non-local energy-independent term \( \text{Re } \Sigma(r, r'; \epsilon_F) \) can be approximated by a local energy-dependent term, and also the use of this local approximation requires the use of an imaginary potential which is a scaled version of the imaginary self-energy \([23]\). These real and imaginary optical-model potentials are parameterized based on past experience in fitting elastic-scattering data and expectations from nuclear-matter calculations.

By fitting data in a sequence of isotopes (or isotones) it is possible to extract the isospin dependence of the DOM potentials thereby allowing predictions for nuclei further off stability and closer to the respective drip lines \([4,3]\). In the most recent investigation \([26]\) we have made an extended study with the DOM for spherical nuclei using known nuclear single-particle energies and spectroscopic factors extracted from \((e,e')p\) data when available. The DOM fits were obtained from proton and neutron measurements for Ca, Ni, Fe, Cr, Zr, Mo, Sn, and Pb isotopes. See Ref. \([29]\) for details of the parameterizations and the fits. From these fits we can extract information of the symmetry energy and the asymmetry dependence of effective masses and nucleon correlations.

\section*{2 Extracted potential and asymmetry dependence}

\subsection*{2.1 Symmetry Energy}

The symmetry energy is composed of a potential part and a kinetic-energy component. The potential part can be extracted from the \((N - Z)/A\) dependence of the real part of the fitted optical-model potential. This may be complicated by the energy dependence (Sec. 2.2), which itself can be dependent on \((N - Z)/A\). In the DOM all potentials are defined relative to the Fermi energy, and thus we will look for the \((N - Z)/A\) dependence at this energy. The major part of the real potential was assumed to have a Wood-Saxon form factor and its depth is constrained by reproducing the experimental Fermi energy while fitting the experimental data. Following the Lane model \([19]\) we expect this depth to have isoscalar and isovector components

\[
V = V_0 \pm V_1 \frac{N - Z}{A},
\]

where the plus sign refers to protons and the minus sign refers to neutrons. For nuclei where both the proton and neutron depths are extracted, we would expect the following relationship

\[
\frac{V_p - V_n}{2} = V_1 \frac{N - Z}{A}.
\]

The differences in the extracted potentials from \([26]\) is plotted against \((N - A)/A\) in Fig. 1 and expected linear relationship is confirmed. From a fit to these data, the potential part of the symmetry energy is found to be \(V_1 = 18.4\) MeV. This can be compared to the value of 13.1 MeV extracted by Varner et al. \([35]\) in their global-optical-model fits.

When our value of \(V_1\) is added to the standard value of the symmetry kinetic energy for saturated nuclear matter of 12 MeV \([10]\), a total symmetry energy of 30-31 MeV is obtained. This can be compared to those extracted from the Seeger’s mass formula \([33]\) or the droplet model \([28]\) with values of 30.6 and 36.8 MeV, respectively. Alternatively it is also comparable to the value of 32.4 MeV obtained from combined constraints of a global mass fit and the mass differences between isobaric analog states \([5]\).

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{fig1.png}
\caption{Extracted differences in the depths of the proton and neutron real potentials as a function of symmetry.}
\end{figure}
2.2 Asymmetry dependence of non-locality

It has been long known that to fit elastic-scattering data and total reaction cross sections, the depth of the local real potential must exhibit a specific energy-dependence. However, a substantial part of this energy-dependence mimics the effect of a static non-local potential \( V(r, r') \), as shown by Perey and Buck [30]. The magnitude of the non-locality can be characterized by the momentum-dependent effective mass \( \tilde{m} \) which can be obtained from the energy-dependence of the real potential

\[
\frac{\tilde{m}}{m} = 1 - \frac{dV(E, r)}{dE}
\]  

where \( m \) is the nucleon rest mass. The isoscalar (\( V_0 \)) and isovector (\( V_1 \)) components can have different non-localities and thus different energy dependences that we have allowed for in our dispersive-optical-model fits. The isoscalar dependence is much better defined and the extracted values in the center of the nucleus increase from \( \tilde{m} = 0.49 \) \( m \) in Ca nuclei to 0.62 \( m \) in Pb nuclei. The extracted isovector non-locality is much smaller than the isoscalar value, a result consistent with Rook [32]. From the extracted value, we deduce a small, but still statistically significant, difference in proton and neutron effective masses in the center of the \( ^{208}\text{Pb} \) nucleus of \( \tilde{m}_p - \tilde{m}_n = 0.054 \) \( m \).

2.3 Asymmetry dependence of correlations

The imaginary potential gives information on the correlations of nucleons in the nucleus and is directly related to the absorption from the elastic channel. From a long history of optical-model fits, it has been determined that at low bombarding energies the absorption is mostly confined to the surface of the nucleus while at high energies the absorption is over the whole volume of the nucleus. Thus in many global optical-model studies one assumes a surface-type imaginary potential with a radial form factor given by the derivative of a Wood-Saxon and a volume-type imaginary potential where the form factor is given by a Wood-Saxon. The change over from surface to volume absorption occurs at an energy of around 50 MeV but is quite gradual.

The surface potential is confined to energies not too far from the Fermi energy and can be largely associated with long-range correlations, i.e., the coupling of the nucleons to surface vibrations and giant resonances. On the other hand, the volume potential is restricted to energies further away from the Fermi energy and is dominated by tensor and short-range correlations.

An example of the fitted energy dependence of the magnitudes of the surface and volume potentials is displayed in Fig. 2. To obtain the dispersion correction and to extract correlations, the imaginary potential must be defined at negative as well as positive energies. To understand the energy dependences in Fig. 2 the following logic was employed parameterizing these potentials in the fits. From simple considerations, the total imaginary potential should be zero at the Fermi energy [26] as can also be inferred directly from Eq. 5. Following Mahaux and Sartor, the energy-dependence of the surface potential is assumed symmetric around the Fermi energy [26]. This energy is imposed on the volume component at energies not too far from the Fermi energy, but at larger energies, we employ the deviation from symmetry that was used by Mahaux [24]. It is based on nuclear matter calculations and is associated with the much larger phase space associated with two-particle–one-hole as compared to one-particle–two-hole excitations which govern the size of the imaginary potential above and below the Fermi energy, respectively.

The fitted potentials exhibit the following behavior. First, the proton and neutron potentials are essentially equal for the one \( N=Z \) case \([^{40}\text{Ca}, \text{Fig. 2(c)}]\) considered. Otherwise for the \( N > Z \) cases, the proton imaginary potential is larger than the neutron potential. The larger proton imaginary potentials imply that protons experience larger correlations in these \( N > Z \) nuclei than the majority neutrons. Note, there are no \( N < Z \) data to check if the expected opposite trend holds.

Second, the asymmetry dependence is quite strong for the proton surface component; this is especially clear for the Sn isotopes. To further illustrate this, the extracted peak value of the surface imaginary potential is plotted against asymmetry in Fig. 3 for Sn isotopes. Protons display a linearly increasing dependence on asymmetry, while for neutrons this dependence is almost non-existent. The dependence observed for protons in lighter nuclei is somewhat more complicated possibly due to the presence of multiple closed shells but a general increase with asymmetry is still observed and neutrons continue to show an insensitivity to this quantity. These results imply that protons experience increasing long-range correlations in more neutron-rich systems while neutron correlations do not change significantly.

In the independent-particle model (IPM), the strength of a single-particle level is located at a single energy. How-

---

**Fig. 2.** Extracted energy dependence of the imaginary surface and volume potentials for both protons and neutrons for the indicated systems.
ever, the action of the correlations spreads this strength out to higher and lower energies, and the energy distribution is called the spectral function. In order to obtain realistic spectral functions it is necessary to use non-local potentials. The real energy-dependent optical-model potential not due to the dispersive contribution is then replaced by an “equivalent” non-local Hartree-Fock-like (HF) potential and the imaginary potentials are scaled to remove the effects of non-locality [8]. The resulting potential can then be considered as the self-energy of the nucleon and inserted into the Dyson equation to solve for the single-particle propagator $G_{\ell,j}(r, r'; E)$. The spectral function is then given by

$$S_{\ell,j}(E) = \frac{1}{\pi} \int dr \ r^2 \ \text{Im} \ G_{\ell,j}(r, r; E). \quad (9)$$

For a valence level, this strength consists of a delta function at the IPM energy and continuum contributions at higher and lower energies. The spectroscopic factor represents the integral of this delta-function component and characterizes the reduction of the localized strength at the IPM energy due to correlations. Such reductions have been clearly demonstrated on the basis of the analysis of the $(e,e'p)$ reaction [20]. We further note that by implementing the non-local HF potential it is no longer necessary to make approximations for the calculation of spectral functions and occupation numbers [26] as in the original version of the DOM [23].

Examples of spectroscopic factors and spectral strength functions are shown in Figs. 4 and 5, respectively, for the valence $0g_{9/2}$ proton hole states in Sn isotopes. We have used a linear extrapolation of the asymmetry dependence of the surface imaginary potential in Fig. 3 to obtain predictions for $^{102}$Sn, $^{106}$Sn, $^{130}$Sn, and $^{132}$Sn also shown in these figures. The increasing surface imaginary potential with asymmetry is associated with increasing proton correlations. This gives rise to reductions in the spectroscopic factor (the local strength at the IPM energy) with an accompanying increase of the strength in the continuum as illustrated in the extracted spectral functions of Fig. 4.

The predicted spectroscopic factors in Fig. 4 decrease by $\sim 30\%$ from $^{102}$Sn to $^{130}$Sn. The subsequent small rise in spectroscopic factor for $^{132}$Sn is associated with the closure of the neutron shell. As most of the asymmetry dependence is due to the surface-imaginary component, the changes in the spectral functions are mostly due to increased long-range correlations. The possible importance of low-energy tensor correlations to explain this behavior was suggested by the ab initio analysis of the Faddeev random phase approximation (FRPA) self-energy for different Ca isotopes [36]. The non-local HF potential used for the Sn isotopes was subjected to the additional constraint of fitting the charge radii of $^{112}$Sn and $^{124}$Sn [6].

Based on the analysis of elastic-scattering data the neutron properties appear to change considerably less than
those of protons with increasing neutron number. Extrapolating the neutron potentials to $^{132}$Sn, using the non-local HF potential generates neutron particle states and related spectroscopic factors that are displayed in Fig. 6. A comparison with the corresponding neutron states above the $^{208}$Pb core demonstrates that the spectroscopic factors are of very similar nature confirming the double-closed-shell character of this exotic nucleus.

Neutron transfer data on $^{132}$Sn in inverse kinematics generate unrealistic results when the traditional analysis of these experiments is performed, yielding unphysical spectroscopic factors that can be larger than 1 [10, 17] when normalizing these quantities as probabilities [7]. While the present analysis of these reactions yields useful information about the relative strength of these single-particle states and allows a comparison between $^{132}$Sn and $^{208}$Pb [15], it is much more preferable to analyze these reactions in a way that generates physically reasonable outcomes. A step in this direction was recently made in Ref. [29]. The description of the $^{132}$Sn($d, p$) transfer reaction was based on the adiabatic distorted wave approximation (ADWA) [15] and included traditional optical potentials as well as DOM ingredients. The latter also generates the relevant overlap function for the neutron transfer. The results of Ref. [29] indicate that the shape of the transfer cross sections including the one for $^{132}$Sn can be well described by the DOM potentials. The DOM-generated cross sections are however typically larger as compared to those from traditional optical potentials. When suitably extrapolated for $^{132}$Sn they require therefore a larger reduction factor to fit the experimental cross section. In turn, this allows the reduction factor to be properly interpreted as a reasonable estimate of the spectroscopic factor. With these ingredients the $f_{7/2}$ neutron spectroscopic factor deduced from the data becomes 0.72 compared to the 0.77 obtained directly from the DOM potential and displayed in Fig. 6. This satisfactory outcome is also obtained for the analysis of $^{48}$Ca but this description fails to generate useful results for $^{208}$Pb which may be due to the need for treating target excitation in that nucleus since the conventional analysis is similarly inconsistent [29]. It is noteworthy that the Ca and Sn results generate similar spectroscopic factors as those obtained from the ($e, e'p$) reaction for double-closed-shell nuclei near stability [20].

Further extrapolations towards the expected drip line for neutrons in Sn isotopes yields an even more dramatic reduction of the proton spectroscopic factors. Corresponding small reduction factors have also been extracted from heavy-ion knockout reactions for minority nucleons while the majority species appears to require almost no reduction [13,12]. Transfer reactions appear to suggest a considerably smaller dependence of correlations on nucleon asymmetry [21,11] which is also suggested by FRPA ab initio calculations [1]. We illustrate the DOM extrapolation in Fig. 7 for $^{154}$Sn [22], a possible candidate for the neutron drip line. The proton $0g_{9/2}$ spectroscopic factor is shown as a function of the unknown separation energy of the last neutron. It is clear from the figure that the proximity of the neutron continuum has important consequences for the strength of correlations as measured by the valence proton spectroscopic factor. The sensitivity of the reduction of the spectroscopic factor demonstrates the important role that the continuum could play in determining the size of the valence spectroscopic factor. This feature was also pointed out in Ref. [13] on the basis of an ab initio coupled-cluster calculation with a proper treatment of the continuum. While such calculations point to a sizable re-

**Fig. 6.** Properties of neutron states above the $^{208}$Pb core in the top panel compared with those above the $^{132}$Sn core. In each panel, the levels are labeled on the left and the corresponding spectroscopic factors are given on the right. The levels and numbers are from the DOM implementation with a non-local HF potential [8].

**Fig. 7.** Spectroscopic factor of the proton $0g_{9/2}$ hole state of $^{154}$Sn as function of $\Delta_n$, the neutron separation energy.
duction, they fail to adequately account for the reduction in stable closed-shell nuclei such as $^{16}$O \cite{22}. The main effect of reducing the strength of the valence hole due to the presence of the continuum appears to be related to the stronger low-energy surface absorption which implies that the lost strength resides in the nearby continuum in the way it is illustrated in Fig. \cite{5}. This also implies that the occupation number of such a valence orbit is much less sensitive to the proximity of the continuum \cite{26}.

While the DOM is capable of generating strong reductions of the spectroscopic strength in principle, which are yet to be conclusively established experimentally, it is not yet capable of generating the large differences between the minority and majority species suggested by heavy-ion knockout reactions but not confirmed by corresponding transfer reactions. A recent knockout experiment on $^{40}$Ca suggests reduction factors of 0.75 and 0.22 for the majority proton $d_{3/2}$ and minority neutron $s_{1/2}$ orbits, respectively \cite{34}. DOM extrapolations for $^{40}$Ca generate 0.70 and 0.65 for the proton and neutron orbit, respectively. It is useful to note however that the assumed energy dependence of the imaginary part of the DOM potentials near the Fermi energy does not yet reflect the more realistic pole structure that is present in the nucleon self-energy and also exhibits no state dependence which can be quite important near the Fermi energy \cite{36}.

3 Future Developments

The introduction of the non-local HF potential and the attendant renormalization of the imaginary potentials make it possible to interpret the DOM potential as representing the nucleon self-energy. The solution of the Dyson equation then generates, for energies below the Fermi energy, the ingredients which allow the calculation of the expectation value in the ground state of all one-body operators as well as the contribution to the ground-state energy from two-body interactions \cite{7}. This opens up the possibility to utilize accurately determined charge densities as additional ingredients in the DOM fits. In addition, the calculated ground-state energy from the DOM propagator can provide information on the empirical contribution of three-body forces to nuclear binding. Initial calculations of these quantities were performed in Ref. \cite{8} showing that it was quite feasible to describe the radius of the nuclear charge distribution of $^{40}$Ca but not its detailed radial dependence. The energy of the ground state was also substantially underestimated by this initial calculation. Another serious flaw was the inability to reproduce the number of particles from the DOM spectral functions, typically overestimating this quantity by more than 10%.

Recent \textit{ab initio} calculations of the nucleon self-energy have clarified some of these issues and indicated how they can be addressed \cite{26,36}. Both studies clarify that the calculated imaginary parts of the self-energy exhibit a very substantial angular momentum dependence. This state dependence cannot be represented by the local implementation of the DOM potentials that consequently leads among others to an overestimate of the particle number since the absorption below the Fermi energy is independent of angular momentum. While non-locality appears inescapable from an \textit{ab initio} perspective, it appears to be possible to represent it in a rather standard manner \cite{9,36}, i.e. by a Gaussian form as originally suggested in Ref. \cite{36}. Also the symmetry assumption of the absorption above and below the Fermi energy is called into question by the microscopic calculations. DOM implementations now in progress \cite{24} therefore include explicitly non-local imaginary potentials as well as abandon the assumption of symmetric surface absorption above and below the Fermi energy. These new functional forms appear to allow an accurate representation of the nuclear charge density as well as an adequate description of the high-momentum spectral functions generated by JLab experiments \cite{31}. The latter feature implies that a substantially better description of the ground-state energy can be expected as shown in Ref. \cite{27}. Future DOM implementations will therefore be capable of assessing the empirical relevance of three-body contributions to nuclear binding.

As illustrated in the present paper, DOM potentials can easily be used to extrapolate to more exotic nuclei and therefore provide an excellent guide to predict future results at rare isotope facilities. Such new experiments will then be able to clarify in more detail how protons and neutrons behave at even more extreme values of nucleon asymmetry. The possibility in future to accurately describe the details of the nuclear charge distribution will widen the scope of the DOM and may also lead to further insights into the properties of neutrons in the ground states of exotic nuclei.
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