Fast Recognition of Pig Faces Based on Improved Yolov3
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Abstract. The traditional ear labels are easy to get off and cause infection in the intelligent managements of live pigs. Therefore, a noninvasive pig face recognition method based on improved YOLOv3 was designed to carry out simultaneous recognition of multiple live pigs. The YOLOv3 model was used to introduce the dense network into the Darknet53 feature extractor, forming a new backbone network in combination with down-sampling, and the improved SPP unit was added to the YOLOv3 model, constructing the YOLOv3_DB_SPP model. The pig face data set used in the test was divided into 10 categories. After data enhancement, the number of samples was 8 512, and the ratio of training set to test set was about 9:1. The test results showed that: 1) Under different classification probability thresholds, the mean average precision of the YOLOv3_DB_SPP model for detecting pig face data set was higher than that of the YOLOv3 model; 2) When the IOU threshold was 0.5 and the classification probability threshold was 0.1, the mean average precision of YOLOv3_DB_SPP model was 9.87% higher than that of the YOLOv3 model; 3) When detecting long-distance covered small target samples, the mean average precision was also higher in the YOLOv3_DB_SPP model. Thus, the YOLOv3_DB_SPP model improved the feature extraction ability of the basic feature extractor and the precision of the detector.

1. Introduction

In recent years, with the development of intelligent pig breeding industry, precise management of pigs has become particularly important, and individual pig recognition is the key to precision breeding. Traditional pig recognition methods include color marking, wearing radio frequency identification (RFID) ear tags and so on. Although color marking is intuitive, it is limited to occasions where the number of live pigs is small; wearing ear tags may cause problems such as damage and off-label of ear tags, and infection of pig ears with parasites.

Up to now, there are few studies on pig face recognition at home and abroad, mainly including the following: with Eigen space method, Naoki et al. [1] manually segmented features to achieve individual recognition of live pigs, and the recognition rate achieved 97.9% on the data sets of 16 categories; Hansen et al. [2] built a CNN model based on convolution, maximum pooling, and dense block, which also achieved a good pig face recognition effect; Qin Xing et al. [3] used bilinear convolutional neural network to extract live pig facial features, and conducted outer product integration to the features of different levels, finally forming individual features, of which the recognition accuracy reached 95.73% on the test image set. When solving the problem of pig face recognition, the above research mainly considers that a single individual is affected by factors such as illumination, posture and scenes; however, these methods are difficult to complete the recognition tasks when there are multiple individuals in the image with many other things.

With the extensive use of deep learning technology in the field of computer vision [4-6], deep convolutional neural networks have achieved fruitful results in the field of face recognition.
Theoretically, face recognition methods applied to non-intrusive scenes also have a certain reference value for pig face recognition. The research on deep learning technology in the field of face recognition mainly includes the following: the Deep-Face method proposed by Taigman et al. [7] improved face alignment and face recognition by training the deep convolutional neural networks on the largest facial dataset which involved 2 million facial images belonging to 4 000 identities, and the method reached an accuracy of 97.35% on the Labeled Faces in the Wild (LFW) dataset; the DeepID series proposed by Sun et al. [8-9] used 25 network models and considered both classification loss and verification loss in the network structure, which significantly improved the face recognition effect; the DeepID2 neural network structure proposed by Sun et al. [10] used face recognition signals to extract different facial features, which increased the inter-personal variations extracted from different identities, and also used the signals to extract the same face, which reduced the intra-personal variations, thereby learning the features with strong distinguishing ability; with a total of 27 network layers, the FaceNet network structure proposed by Florian et al. [11] introduced the Triplet loss function to extract the feature information of the face, making the learning ability of the model more efficient; Omkar et al. [12] introduced cross-layer connections in the network structure and used a large-scale data set of 2.6 million, which achieved good results on the LFW and YTF data sets.

Based on the above research, this study intended to introduce DenseBlock into the backbone network and improved SPP unit into the detector, in order to design a pig face recognition algorithm that could detect targets of different sizes on multiple scale feature maps and could realize multiple identity recognition tasks in a targeted manner.

2. Materials and methods

2.1. Sample collection
Live pig images were collected from Jinghuimeng Breeding Farm in Mengcheng, Anhui. Logitech C920 Pro camera was used as a real-time acquisition tool. The NanoPc-T4 demoboard was used to transfer the images collected by the USB connected camera to the I/O buffer of the board. The image data was compressed and packaged on the graphics computing unit of the demoboard, and then transmitted to the server via the Internet. In the test, the houses where the cameras were installed had sufficient illumination, and the camera collection device could be remotely controlled to collect the image information of the pig faces from different angles.

In order to ensure that the collected live pig images were continuous and clear enough to identify each pig face, the sampling time interval of the image acquisition device was set to 0.5 s. Too short a time interval would lead to high similarity or even repetition between the collected images, so the collected images needed to be filtered. The structural similarity index method (SSIM) was used to compare consecutively acquired images. After a series of comparison tests on the samples, 2 test samples with SSIM values <0.78 were selected. If SSIM was greater than or equal to 0.78, the test samples with lower serial number were selected, and the sample image was 1 920 pixels×1 080 pixels.

2.2. YOLOv3
Through the use of continuous 1×1 and 3×3 convolutions and residual modules, a 53-layer feature extractor Darknet53 was constructed in the YOLOv3 model, which contained 52 convolutional layers and a fully connected layer (Fig.1). In the meantime, the input picture was 256 pixels × 256 pixels. In the prediction, in order to make full use of the up-sampling features and fine-grained features in the feature map, the multi-scale prediction in the YOLOv3 model was used, which went as the following [13]: first remove the fully connected layer in the feature extraction structure on the YOLOv3 model, add several convolutional layer sets with nuclear sizes of 1×1 and 3×3 behind the last residual block, and make predictions with the last 1×1 convolutional layer, which was scale 1. Then perform an up-sampling operation on the feature map extracted by this scale, use element-wise to splice it with the 26×26 feature extracted from the last residual block, and put the spliced feature image behind the subsequent multi-layer convolution set for prediction, which was scale2. Finally, up-sample the features extracted in scale2 to 52×52, which was then combined with the features output from the residual block before the last to form a feature map with a size of 52×52, which was input to the
The YOLOv3 model provided 3 different sizes of prior boxes, which were clustered to 9 different sizes using K-means method according to different down-sampling scales. According to the distribution principle of large feature maps with small size boxes, the YOLOv3 model predicted the target score of each prior box using linear regression[14]. The network model assigned only 1 prior box to each ground truth. During training, the error sum of squares was used as the loss function of the frame prediction. The relationship between the prior and predict boxes on the feature map is shown in Fig.2. The center coordinates ($b_x$, $b_y$), width $b_w$ and height $b_h$ of the predict box were calculated as formula (1):

$$
\begin{align*}
  b_x &= \sigma(t_x) + C_x \\
  b_y &= \sigma(t_y) + C_y \\
  b_w &= p_w e^{t_w} \\
  b_h &= p_h e^{t_h}
\end{align*}
$$

Where, $\sigma()$ is the sigmoid function; $t_x$, $t_y$ are the center offset of the predict box; $C_x$, $C_y$ is the abscissa and ordinate of the target unit relative to the upper left corner of the feature map, respectively; $p_w$, $p_h$ respectively is the width and height of the prior box; $t_w$, $t_h$ is the scaling of the width and height of the predict box, respectively.

The YOLOv3 model classified each box with multiple labels, which replaced the softmax classification with a separate logistic regression classifier. In the training process, Binary Cross Entropy was used to predict the category.
2.3. DenseNet

DenseNet is a cross-connected convolutional neural network, and it includes dense blocks and transition layers for connecting the blocks. The advantage of DenseNet is that it can effectively solve the problem of gradient vanishing of deep neural networks, and reduce parameters while achieving feature reuse [15-16].

For a DenseNet with $L$ layers, the $l$th layer has $l$ inputs, and the feature map of the $l$th layer will be passed to the subsequent $L-l$ layers to realize feature reuse. The network has a total of $\frac{L(L+1)}{2}$ connections. The network connection mode is:

$$x_j = H_l([x_0, x_1, \ldots, x_{j-1}])$$ (2)

Where, $X_l$ is the output of the $l$th layer; $H_l(\cdot)$ is the batch normalization layer (BN Layer), a compound function composed of ReLU function and 3×3 convolutional layers.

3. YOLOv3_DB_SPP model

Due to the narrow breeding environment of the pig farm, the face of the pig is easily covered by the dirt or other pigs. A deep neural network is required to extract more characteristic features for recognition. However, due to the high time cost of labeling pig face sample images, it is impossible to obtain a large number of pig face samples in a short period of time to deal with the problem of vanishing gradients that may occur in deep neural networks. In this study, the YOLOv3_DB_SPP model was proposed based on the original YOLOv3 model. First, this model introduced DenseNet to the basic feature extractor. Secondly, in order to integrate multi-scale information without introducing too many parameters, an improved SPP unit was added after the backbone network to improve the recognition precision of detecting pig faces that were covered by other pigs or dirt.

3.1. Feature extractor

The feature extractor of YOLOv3_DB_SPP model included the Convolutional unit and DenseBlock module (Fig.3). The Convolutional unit was composed of BN Layer, 7×7 or 3×3 convolutional layer, and Leaky ReLU activation function (Fig.4). Among them, BN Layer was used for adaptive
reparameterization, which played a role in avoiding the deviation of network parameter distribution. It could alleviate the problems of deep network overfitting and gradient vanishing to a certain extent, and had a relatively small impact on parameter initialization. The practices of ResNet [17] and GoogLeNet [18] were referred to more fully retain the original image information and improve the detection precision of small targets. For the feature extractor, the nuclear size of the first convolutional layer was set to 7×7, and the first down-sampling was implemented in this layer, while the remaining 4 down-samplings in the 3×3 convolutional layer.

| Type     | Filters | Size     | Output |
|----------|---------|----------|--------|
| Convolutional | 64     | 7×7/2    | 208×208|
| DenseBlock1 |        |          |        |
| Convolutional | 128    | 3×3/2    | 104×104|
| DenseBlock2 |        |          |        |
| Convolutional | 256    | 3×3/2    | 52×52  |
| DenseBlock3 |        |          |        |
| Convolutional | 512    | 3×3/2    | 26×26  |
| DenseBlock4 |        |          |        |
| Convolutional | 1024   | 3×3/2    | 13×13  |
| DenseBlock5 |        |          |        |

**Fig. 3 Feature extractor**

The improved feature extractor replaced the original Residual unit with DenseBlock, in which the number of feature maps output by each convolutional layer was k. The value of k was much smaller than the residual module, making the network narrower. For the 5 DenseBlocks in the feature extractor (Fig.3), except for Denseblock1 (Fig.5a), the remaining 4 DenseBlocks had the same level (Fig.5b). The nonlinear conversion $H_{i}$ was activated by BN Layer, 1×1 convolutional layer, Leaky ReLU activation function and the convolutional layer with the size of 3×3. At the same time, the Leaky ReLU function was used to replace the ReLU function used in the original DenseNet network to prevent the negative value of the parameter from being set to 0, which made the neuron to fail to learn. Before the 3×3 convolutional layer, a 1×1 convolution was still added as the bottleneck layer, which was used to reduce the dimension of the features input to the 3×3 convolutional layer and reduce the amount of calculation.
In DenseBlock1, the number of output channels of each convolutional layer was set to 32, using a 3-layer structure. After the repeated use of feature by DenseBlock1, the levels for the subsequent DenseBlock2, 3, and 4 were deepened, and the number of output channels of DenseBlock2, 3 were reduced. The $k$ values of these 3 dense blocks were set to 16, 16, 32, and each contained 8 convolutional layers. In order to output richer characteristic information, a larger number of channels of 64 were given to the last dense block, which adopted the 4-layer structure. Since there were more convolutional layers in DenseBlock than in Residual, the number of superimposed uses was reduced to 1, 2, 4, 2, and 1, respectively, so as to avoid the network level being too deep caused by the overuse, which could affect the efficiency of the model. The feature extractor of YOLOv3_DB_SPP model is shown in Fig. 6.
### 3.2. Detector

The detector of model YOLOv3_DB_SPP added a Convolutional Set after the feature extractor, which included 3 sets of 1×1 and 3×3 convolutional layers, and then an improved SPP unit was introduced behind the unit (Fig.7). The improved SPP unit performed maximum pooling on the feature maps extracted by the convolutional layer with sizes of 7×7, 5×5 and 3×3. In order to keep the input and output sizes consistent, padding was performed on the output of the feature extractor before the pooling operation, and the pooling step was set to 1.

![Fig. 6 The structure of YOLOv3_DB_SPP](image)

![Fig. 7 Improved SPP unit](image)
The improved SPP unit performed *concat* operations on the pooling results of 3 different scales. Multiple maximum pooling operations retained the most responsive features at different scales. The features extracted by the convolutional layer were retained using the output of the splicing feature extractor and the output of the improved SPP unit, and then the features were input into the 1×1 convolutional layer of the first-scale detector after processing by a 3×3 convolutional layer, realizing the detection on the feature map with a size of 13×13.

Compared with the traditional SPP, the improved SPP unit merged the channels of the input feature map with the pooled feature map, so that more features were captured, which greatly improved the recognition precision of large and general targets. Among them, the smaller-scale pooling was used to extract representative features of long-distance small targets.

The second scale of the network performed up-sampling on the feature map obtained by splicing the output of the improved SPP unit and the output of the backbone network, and the output feature map size was 26×26. Unlike the YOLOv3 model, the YOLOv3_DB_SPP model had a large number of dense blocks. If the 26×26 feature map obtained by upsampling was still spliced with the feature map output by DenseBlock4, the number of output channels would become very large, and performing 1×1 dimensionality reduction here may lose some features, so in the second scale, the output of the fourth down-sampling layer size of 26×26 was used for splicing with it. After the Convolutional Set and 3×3 convolution, the 1×1 convolutional layer was input to complete the second detection. The last scale repeated the operation of the second scale, and the output of the third down-sampling layer was spliced with the up-sampling feature of the second-scale spliced feature. After a series of 1×1 and 3×3 convolutions, the prediction was completed on the last 1×1 convolution.

4. Test data set

In the test, the input of the network model was RGD color pig face images of 416 pixel × 416 pixel, and there were 2 128 images in the original data set. A total of 8 512 sample images were generated after horizontal flipping, random cropping, mirror flipping and random shifting, and the ratio of training set to test set samples was approximately 9:1.

The 10 live pig identities included in the data set used for the test were individually numbered as pig1, pig2,..., pig10. labelImg was used to label the boxes manually and assign the label name, and the interface is shown in Fig.8. The XML file generated by labelImg contained information such as the size of the sample image and the coordinates of the upper left and lower right corners of the sample box.
The operating system used in this test was Ubuntu 18.04.3 with the CPU of Intel i5 9400F 2.9 GHz, memory of 64 G, GPU of NVIDIA GEFORCE RTX 2080Ti, and video memory of 32 G; the deep learning framework was Tensorflow, and the version number was 1.13.0.

The test was divided into 3 stages, which trained 15, 25, 40 epoch, respectively. The batch size was 32. The maximum learning rate was set as $lr_{max}$, the minimum learning rate as $lr_{min}$, and the number of iteration steps referred to the number of batches. The loss value may be NaN in the initial stage of network training, and in order to avoid this problem, the learning rate of the first stage was set to the product of $lr_{max}$ and the ratio of the current iteration steps to the total iteration steps in the first stage, which was used for stabilizing training, and the learning rate gradually increased to $lr_{max}$. The parameters of all layers outside the detector were frozen and removed from the detector at both the first and second stages, which was used to train only the detector layer. The initial parameters of the frozen layer were obtained by training on the PASCAL VOC2007 data set using the model, and the final learning rate of the second stage was the median value of $lr_{max}$ and $lr_{min}$. In the last stage, the whole network was trained, and the final learning rate was $lr_{min}$.

Since the improved YOLOv3_DB_SPP model and the YOLOv3 model were different in the number of convolutional layers, parameters and structure, and thus, during training, $lr_{max}$ and $lr_{min}$ of YOLOv3 and YOLOv3_DB were set to $10^{-4}$, $10^{-6}$, and $10^{-5}$, $10^{-7}$ according to the convergence of the previous test model.

The loss function of the network model consisted of three parts. The target category loss $L_{ch}$ and confidence loss $L_{conf}$ used the binary cross-entropy function, and the positioning loss $L_{loc}$ used the square sum of the difference between the predicted offset and the true offset as the loss function. The sum of the three was the final loss total loss, and details are as follows:

$$L_{ch} = -\sum_{i=0}^{k} \sum_{j=0}^{n} I_{obj} \left[ p_i(c) \log(\hat{p}_i(c)) + (1 - p_i(c)) \log(1 - \hat{p}_i(c)) \right]$$ (3)

$$L_{conf} = -\sum_{i=0}^{k} \sum_{j=0}^{n} I_{obj} \left[ C_i \log(\hat{C}_i) + (1 - C_i) \log(1 - \hat{C}_i) \right] - \sum_{i=0}^{k} \sum_{j=0}^{n} I_{obj} \left[ C_i \log(\hat{C}_i) + (1 - C_i) \log(1 - \hat{C}_i) \right]$$ (4)
\[ L_{\text{loc}} = \sum_{i=0}^{S^2} \sum_{j=0}^{B} I_{ij} \left( 2 - w_i \times h_i \right) \left[ \left( x_i - \hat{x}_i \right)^2 + \left( y_i - \hat{y}_i \right)^2 \right] + \sum_{i=0}^{S^2} \sum_{j=0}^{B} I_{ij} \left( 2 - w_i \times h_i \right) \left[ \left( w_i - \hat{w}_i \right)^2 + \left( h_i - \hat{h}_i \right)^2 \right] \tag{5} \]

\[ \text{total_loss} = L_{\text{class}} + L_{\text{conf}} + L_{\text{loc}} \tag{6} \]

Where, \( S \) means dividing the image into the grid of \( S \times S \); \( B \) is the number of boxes predicted for each grid unit; \( C \) is the confidence value; \( \hat{C} \) is the output of the predicted confidence value after inputting into the Sigmoid function; \( c \) is the category; \( P_i(c) \) is the probability of the target in the \( i^{th} \) grid belonging to category \( c \); \( \hat{P}_i(c) \) is the output after inputting the predicted probability into function Sigmoid; \( I_{ij} \) values 1, 0 respectively according to whether the \( i^{th} \) grid unit has a target in the \( j^{th} \) box, while the value of \( I_{ij}^{\text{no}} \) takes the opposite; \( x_i, y_i, w_i, h_i \) are the center coordinates, width, and height of the ground truth box; \( \hat{x}_i, \hat{y}_i, \hat{w}_i, \hat{h}_i \) are the center coordinates, width, and height of the predict box.

6. Test Results and Analysis
In the test, YOLOv3, YOLOv3_DB and YOLOv3_DB_SPP were used to train the live pig data set. After 20 315 iteration steps, the total loss of the three models all converged to around 0.15. As shown in Fig.9, the training time of the three models was all around 3.0-3.5 h.
In the test, IOU threshold and classification probability threshold \( T \) were used as the conditions of the evaluation model, where the classification probability referred to the probability value predicted when the model classified the detection target. Table 1 shows the detection results of the three models on the pig face dataset when the IOU threshold was 0.5 and the classification probability threshold \( T=0.1 \), including the mean Average Precision (mAP) and the Average Precision (AP). The YOLOv3_DB model was the detector without an improved SPP unit. As shown in Table 1, the mAP values of the YOLOv3_DB and the YOLOv3_DB_SPP were higher than those of the YOLOv3, and the latter had a significant improvement over the former, indicating that the method proposed in this study had a significant effect on improving the detection precision. Although the AP value of YOLOv3_DB improved on the first 7 types of samples, the detection results were not good enough for pig8, pig9, and pig10, which were live pig samples reared in captivity, and compared with the first 2 models, YOLOv3_DB_SPP not only showed better detection results for the first 7 types of samples, but also had better detection results for the samples read in captivity, indicating that the improved SPP unit was helpful for small target objects with longer detection distances and more coverage.

Table 1 Results of the three models detected on pig dataset while \( T=0.1 \) //%

| Model            | Average precision | Mean average precision |
|------------------|-------------------|------------------------|
|                  | Pig1  | Pig2  | Pig3  | Pig4  | Pig5  | Pig6  | Pig7  | Pig8  | Pig9  | Pig10 |            |
| YOLOv3           | 66.52 | 76.37 | 73.86 | 75.27 | 78.84 | 93.49 | 83.25 | 97.52 | 79.47 | 78.46 | 80.31      |
| YOLOv3_DB        | 79.19 | 89.68 | 85.96 | 83.08 | 77.95 | 95.03 | 93.48 | 80.18 | 70.89 | 72.39 | 82.87      |
| YOLOv3_DB_SPP    | 86.01 | 92.09 | 91.47 | 89.39 | 81.52 | 97.83 | 95.29 | 98.84 | 79.85 | 89.49 | 90.18      |

In order to further illustrate the performance of the model, Table 2 shows the mAP values and detection speed of the three models under different classification probability thresholds when detecting the pig face data set, when the IOU threshold was still 0.5. As shown in Table 2, with the continuous increase of the classification probability threshold, the mAP of model YOLOv3 dropped significantly, while the results of the improved 2 models were relatively less affected. The results showed that the detection results of the YOLOv3 model were generally low-probability. Once the threshold increased, results with low probability were eliminated, and thus mAP decreased accordingly. And when performing target detection on these 10 types of samples, the mAP of the improved network model improved to different degrees when compared to model YOLOv3, but the detection speed of YOLOv3_DB and YOLOv3_DB_SPP was inferior to model YOLOv3.
Tab. 2 mAP and speed of the three models detected on pig dataset with various threshold T

| Model          | Mean average precision /% | Speed/frames/s |
|----------------|----------------------------|----------------|
|                | \(T=0.1\)                | \(T=0.2\)    | \(T=0.3\)    | \(T=0.4\)    | \(T=0.5\)    |
| YOLOv3         | 80.31                      | 69.54         | 61.69         | 52.34         | 37.85         | 65             |
| YOLOv3_DB      | 82.76                      | 82.38         | 81.73         | 79.68         | 68.34         | 60             |
| YOLOv3_DB_SPP  | 90.18                      | 89.62         | 82.37         | 82.23         | 78.64         | 56             |

Fig. 10 Results of YOLOv3 (a), YOLOv3_DB (b) and YOLOv3_DB_SPP (c) detected on the image of pigs

As shown in Fig.10, compared with model YOLOv3, model YOLOv3_DB could detect the live pigs covered with shadows in the bottom right corner. Compared with the other 2 models, model YOLOv3_DB_SPP realized the detection of small samples with much coverage in the corner.

Fig. 11 Predict boxes of YOLOv3 (a), YOLOv3_DB (b) and YOLOv3_DB_SPP (c) detected on the image of pigs

As shown in Fig.11, compared with model YOLOv3, the detecting target of model YOLOv3_DB was more complete. Compared with the other 2 models, model YOLOv3_DB_SPP, could detect small targets with more coverage in longer distance, but the positioning of boxes with small samples were not precise enough.

7. Conclusion

In this study, DenseBlock was introduced into the feature extractor Darknet53 of model YOLOv3, obtaining the detection model YOLOv3_DB, and combined with the improved SPP unit, a new pig face recognition model YOLOv3_DB_SPP was proposed and applied to pig recognition. When the IOU threshold was 0.5 and the classification probability threshold was 0.1, the mean average precision of model YOLOv3_DB was 82.76% when recognizing the pig face dataset, and the recognition speed was 60 frame/s. Compared with model YOLOv3, its mean average precision was 2.76% higher, while the speed difference was only 5 frame/s; when using model YOLOv3_DB_SPP to detect the pig face dataset, the mean average precision was 90.18%, and the detection speed was 56 frame/s. Compared with model YOLOv3, its mean average precision was 9.87% higher, while the speed was 9 frame/s.
slower. The test results showed that the YOLOv3_DB_SPP model proposed in this study improved the recognition precision and realized the recognition of long-distance covered small targets with little loss of recognition speed, but the positioning precision of the predict box still needed to be improved.
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