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Abstract

There has been much recent interest in two-sided markets and dynamics thereof. In a rather general discrete-time feedback model, which we show conditions that assure that for each agent, there exists the limit of a long-run average allocation of a resource to the agent, which is independent of any initial conditions. We call this property the unique ergodicity. Our model encompasses two-sided and more complicated interconnections of workers and customers, such as in a supply chain.

I. Introduction

Motivated by the success of the business models of Uber Technologies, Inc. or Upwork Global Inc., and following Jean Tirole’s pioneering research [1, 2, 3, 4], there has been much recent work on two-sided and multi-sided markets (e.g., by [5, 6, 7, 8] and most recently by [9, 10, 11, 12, 13, 14]). One would like to analyse the long-run properties of such markets, including their stability and fairness.

We consider a discrete-time feedback model of the interconnection of ensembles, which:

- encompasses two-sided markets and more complicated interconnections of multi-sided markets,
- allows for the nonlinearity of the response functions of market participants,
- and allows for uncertainty in market participants’ responses by considering a set of possible responses to either price or other signals, and a measure to sample from these.

Our model applies even to settings where the organizing entity divides resources among agents, based on the information reported by the agents without payments, which is essential within “artificial intelligence for social good”. While one can leverage auditing mechanisms to maximize utility in repeated allocation problems where payments are not possible [15], our results can be seen as conditions on the information exchange, as well as prices, that allow for specific desirable properties.

Our results concern specific desirable properties of such models and certain testable conditions assuring these properties [16]. Informally speaking, we call a feedback system uniquely ergodic, when for every agent, there exists a limit of a long-term average allocation of a resource to the agent, independent of any initial conditions. In turn, the notion of unique ergodicity underlies a natural notion of fairness, distinct from other popular notions of fairness [17], where the limit coincides across all agents or market participants. A necessary condition for the feedback system to be uniquely ergodic is to be contractive on average. In a sense, we formalise below.

A. An Application: Two-sided Markets

Critical applications lie within two-sided markets [2, 3, 4, 13], which model online labour platforms that enable the interaction between the two sides: customers submitting jobs over time and workers performing jobs. For example, the ride-hailing systems of Uber, Lyft, or Didi Chuxing can be modelled as a two-sided market with direct connections. In this case, workers would be Uber drivers, and jobs can be the rides of customers. Note that jobs are assumed to be independent of each other, although one customer might offer multiple jobs.

See Figure 2 for an overview of our model of such a two-sided market: controller \( C_1 \) suggests prices \( x_1 \) (based on the distance travelled and the so-called driver surge pricing [19, 20, 21, 22, 23] in Uber) to customers \( \mathcal{S}_1 \), whose requests \( y_1(k) \) for jobs (rides) at time \( k \) are based on some internal state of each customer \( i \) at time \( k \), \( x_1(k) \), which are not directly observable. A controller \( C_2 \) for the other side of the market matches the jobs (rides) to workers (driver-partners) \( \mathcal{S}_2 \) whose state \( x_2(k) \) at time \( k \) may be partially observable (e.g., availability, position) and partially not observable (e.g., appetite for further work that day).

Usually (e.g., [24, 25, 26, 27, 28]), \( C_2 \) is implemented using an on-line matching algorithm. Its matches are provided...
to the workers (drivers), whose total number \( y^1(k) \) of accepted matches is then filtered to obtain the proportion of the empty cars on the road, which is then the input into the controller \( \xi^1 \) that suggests prices (with driver surge pricing implemented, if there are too few empty cars).

**B. Another Application: Multi-sided Platforms**

Further important applications lie within multi-sided platforms [5, 6, 7] and networked markets [8]. To continue our ride-hailing example, one could see the ride-hailing system of Uber as a multi-sided market if one also considers “fleet partners” (who are intermediaries for car manufacturers and car leasing providers) and taxi operators. Indeed, Uber’s Vehicle Solutions Program is a platform for fleet partners to offer their vehicles to driver-partners. Drivers, in turn, sometimes happen to work also as licensed taxi drivers.

Similarly, Google’s Android ecosystem and Microsoft’s Windows ecosystem are sometimes seen [6, 29] as three-sided platforms connecting consumers, software providers, and hardware providers. While some of the incentives offered to independent software providers (e.g., free hardware samples, no-cost licenses of development tools) are not being adjusted in real-time, others (e.g., promotions for their apps) are. The details of the control mechanisms have not been made public in this case.

**C. Related Work**

Within Economics, Jean Tirole’s pioneering research [1, 2, 3, 4] on two-sided markets has a substantial following [18]. Especially multi-sided platforms [5, 6, 7] and networked markets [29] became widespread both in economic theory and the real world.

Within Economics and Computation, much attention has been focused on ride-hailing. Dynamic pricing cannot outperform the optimal static policy in terms of throughput and revenue when workers cannot reject jobs. It is known [23] that additive increases provide an incentive-compatible pricing mechanism, while certain complications arise [30] from the spatio-temporal nature of the problem.

Motivated by Uber’s admission [31] that its prices are unfair to female and ethnic minority drivers, there has recently been some interest in studying fairness in related settings [32, 33, 34, 35], often using concept of fairness [36, 37] articulated in machine learning.

Related work is also described in [38] using ideas from multi-agent systems; and in [39, 40] from the perspective of distributed optimization, in both cases exploiting the relationship between consensus, utility maximization, and fairness. The concept of fairness is also strongly connected to ergodicity as ergodic dynamic behaviour implies several salient features that is necessary for fairness [41]. Finally, we note that our results in this paper are established building upon the seminal work on iterated random functions [42, 43, 44]. Although not well known, iterated random functions (IRF) are a class of discrete-time Markov processes with sufficiently rich background results. These types of systems provide a natural framework for modelling classes of multi-agent systems, and in this setting, a wealth of known and established results can be applied to analyze such systems [42, 45, 44, 46, 47, 48, 49, 50, 51, 52, 53, 54].

**D. Contributions and Paper Organization**

For these – and many other – applications, we present:

- a novel model of two-sided markets and extensions towards more general interconnections of ensembles of agents,
- a notion of unique ergodicity, which can be seen as individual-level predictability of the outcomes in a certain closed-loop sense,
- and conditions ensuring unique ergodicity.

Our model is based on our earlier work on ensemble control [16], where all agents respond to the prices a central organizing entity sets or signals it provides. We extend this to multiple populations of agents in a multi-sided market and more complicated interconnections. The differences are illustrated in Figures 1 and 2. Figure 1 is the model used in our earlier work; Figure 2 is the present model.

Our results are based on iterated random functions [42, 43, 44]. Iterated random functions (IRF) are not prominent in the Economics community. Nevertheless, we will see that by using IRF, two-sided markets can be modelled and analysed naturally. That makes it possible to establish strong stability guarantees.

The paper is organised as follows. In Section II, we describe our model and provide the necessary mathematical background on discrete time Markov processes, iterated random functions, and briefly note the idea of coupling of invariant measures to point out a necessary condition for ergodicity. Our main results are established in Section III on the statistical stability of a two-sided market, which is modelled by the closed-loop system as in Figure 2, where in Theorem III.1 we state the result assuming that the agents’ states evolve as a linear time-invariant dynamical system; in Theorem III.2 the states are realized by a nonlinear iterated random function; and in Theorem III.3 we assume that the agent’s state has discrete-range space. In Section IV, we extend our results obtained in Section III for the interconnection of \( N \) number of ensembles of systems. And finally in Section V, we highlight some directions for future research.
Figure 1. The feedback model of [16], depicted utilizing our notation.

Figure 2. Our feedback model of a two-sided market.
II. Preliminaries, Notation, and the Description of Our Model

In this article, we intend to extend and generalize our results from [16] about the closed-loop, discrete-time dynamical systems of the form depicted in Figure 1 which consist of a number \( N \in \mathbb{N} \) denoting the total number of agents, \( \mathcal{F} \) denoting the filter, and a central controller \( \mathcal{C} \) that produces a signal \( \pi(k) \) at time \( k \). In response, the agents, modelled by the systems \( \mathcal{S}_1, \mathcal{S}_2, \ldots, \mathcal{S}_N \), modify their use of the resource.

Let \( (X, \mathcal{B}) \) denote a measurable state-space. In most of our discussions, \( X \) is the Euclidean space \( \mathbb{R}^n \) or a closed subset of it, let \( \rho \) be the usual Euclidean metric, and \( \mathcal{B} \) is a Borel \( \sigma \)-algebra on it. \( \mathcal{M}(X) \) denotes the space of all Borel probability measures on \( X \). For \( i = 1, 2, \ldots, N \), let \( x_i(k) \) denote the internal state of the agents in the network. In particular, for all \( i = 1, 2, \ldots, N \), \( x_i(k) \) is a random variable. Furthermore, the resource of agent \( i \) at time \( k \) is denoted by \( y_i(k) \) and is modeled as the output of system \( \mathcal{S}_i \). Here \( y_i(k) \) and \( \pi(k) \) are scalars, but this is easily generalized. The randomness in the system can be a consequence of the inherent randomness in the response of user \( i \) to the control signal \( \pi(k) \), or the response to a control signal that is intentionally randomized [55] [56] [57]. It is easy to see that the total resource utilisation

\[
y(k) := \sum_{i=1}^{N} y_i(k)
\]

is also a random variable. The controller will not have information of any of the \( x_i(k) \), \( y_i(k) \) or \( y(k) \), but it will always have access to \( e(k) \) which is an error signal and expressed as follows

\[
e(k) := \hat{y}(k) - r,
\]

where \( \hat{y}(k) \) is the output of a filter \( \mathcal{F} \), and \( r \) is a desired value of \( y(k) \).

Let \( \Pi \) denote the set of all possible broadcast control signals. Let the private state of the controller be denoted by \( x_c(k) \in \mathbb{R}^n \), and at time instant \( k \), it is intended to modulate the system in Figure 1 by sending a signal \( \pi(k) \in \Pi \subseteq \mathbb{R} \). In the simplest situation, \( \pi(k) \) is a function of \( e(k) \) and \( x_c(k) \), whose range is \( \Pi \).

For ensembles of discrete agents, the non-deterministic agent-specific response to the feedback signal \( \pi(k) \in \Pi \) can be modelled by agent-specific signal-specific probability distributions over certain agent-specific sets of actions \( A_i = \{a_1, \ldots, a_L\} \subset \mathbb{R}^{n_i} \). Furthermore, we denote \( \mathcal{D}_i \) as the set of possible resource demands of agent \( i \), where in the finite case \( \mathcal{D}_i := \{d_{i,1}, d_{i,2}, \ldots, d_{i,m_i}\} \).

For general purpose, we can assume that there are \( w_i \in \mathbb{N} \) maps \( \mathcal{W}_{ij} : \mathbb{R}^{n_i} \rightarrow \mathbb{R}^{n_i}, j = 1, \ldots, w_i \) for agent \( i \) and \( h_i \in \mathbb{N} \) output maps \( \mathcal{H}_{it} : \mathbb{R}^{n_i} \rightarrow \mathcal{D}_i, \ell = 1, \ldots, h_i \) for all agent \( i \). The dynamic system evolves according to:

\[
x_i(k+1) \in \{\mathcal{W}_{ij}(x_i(k)) \mid j = 1, \ldots, w_i\},
\]

\[
y_i(k) \in \{\mathcal{H}_{it}(x_i(k)) \mid \ell = 1, \ldots, h_i\},
\]

where each agent \( i \)’s response at time \( k \) is determined according to the functions \( p_{ij} : \Pi \rightarrow [0, 1], j = 1, \ldots, w_i \), respectively \( p'_{it} : \Pi \rightarrow [0, 1], \ell = 1, \ldots, h_i \). Specifically,

\[
\mathbb{P}(x_i(k+1) = \mathcal{W}_{ij}(x_i(k))) = p_{ij}(\pi(k)),
\]

\[
\mathbb{P}(y_i(k) = \mathcal{H}_{it}(x_i(k))) = p'_{it}(\pi(k)).
\]

Additionally, it also holds that

\[
\sum_{j=1}^{w_i} p_{ij}(\pi) = \sum_{\ell=1}^{h_i} p'_{it}(\pi) = 1.
\]

We assume that the random variables \( \{x_i(k+1) \mid i = 1, \ldots, N\} \) are conditioned on \( \{x_i(k), \pi(k), \} \), but independent. The overall system can be modelled by the operator \( P : X \times \Pi \rightarrow \mathcal{M}(X) \). In order reason about the evolution of the state, consider the space \( X^\infty \), and we introduce the space of probability measures on \( \mathcal{M}(X^\infty) \) with the product \( \sigma \)-algebra.

The set-up resembles very closely that of iterated random functions in [42] [43] [44]. Iterated random functions are a class of stochastic dynamical systems, for which strong stability and convergence results exist on compact or complete and separable metric spaces as a system’s state space; see [43] [52] [49] [58] [47] [60] [54] [61] [62] [63] [64] [65] [66] [48] [67] [68]. We now introduce some further concepts and results on iterated function systems.

**Definition II.1.** Let \( \{f_i\}_{i=1}^m \) be continuous self-transformations on \( X \), and \( \{p_i(x)\}_{i=1}^m \) be probability functions on \( X \), such that

\[
p_i(x) : X \rightarrow [0, 1] \text{ for all } i \in [1, m], \text{ and } \sum_{i=1}^m p_i(x) = 1 \text{ for all } x \in X.
\]

The pair of sequences \( (f_1(x), f_2(x), \ldots, f_m(x); p_1(x), p_2(x), \ldots, p_m(x)) \) is called an iterated random function with state/place-dependent probabilities.
Any discrete-time Markov chain can be generated by an iterated random function with probabilities (see [69, Section 1.1] or [70, Page 228]), although such a representation is not unique (see [59]). Informally, the corresponding discrete-time Markov process on $\mathcal{X}$ evolves as follows: choose an initial point $x_0 \in \mathcal{X}$. Select an integer from the set $[1,m]$ in such a way that the probability of choosing $\sigma$ is $p_{\sigma}(x_0)$, $\sigma \in [1,m]$. When the number $\sigma_0$ is drawn, define $x_1 = f_{\sigma_0}(x_0)$. Having $x_1$, we select $\sigma_1$ according to the distribution $p_1(x_1), p_2(x_1), \ldots, p_m(x_1)$, and we define $x_2 = f_{\sigma_1}(x_1)$, and so on.

Let us denote $P_n$ for $n = 0,1,2,\ldots$, the distribution of $x_n$; i.e., $P_n(B) = \mathbb{P}(x_n \in B)$ for some $B \in \mathcal{B}$. The above procedure can be formalised. For a given $x \in \mathcal{X}$ and a Borel subset $B \in \mathcal{B}$, we may easily show that the transition operator for the given IFS is of the form

$$P(x, B) := \sum_{i=0}^{N} 1_B (w_i(x)) p_i(x).$$

(5)

$P(x, B)$ is the transition probability from $x$ to $B$, where $1_B$ denotes the characteristic function of $B$:

$$1_B := \begin{cases} 1 & \text{if } x \in B, \\ 0 & \text{if } x \in B^c. \end{cases}$$

\textbf{Definition II.2 (Invariant Probability Measure).} [43, 65] Suppose the initial condition $X(0) = x_0$ is distributed according to measure $\mu$, (denoted by $\mathbb{P}_\mu$). The random variable $X(k)$ is distributed according to the measure $\mu_k$ and conditioned on an initial probability measure $\lambda$ with the following inductive relation:

$$\mu_{k+1}(\mathcal{G}) := \int_{\mathcal{X}} P(x, \mathcal{G}) \mu_k(dx) \text{ for all event } \mathcal{G} \in \mathcal{B}. \quad (6)$$

A measure $\mu^*$ on $\mathcal{X}$ is said to be invariant with respect to the Markov process $\{X(k)\}$ if $P \mu^* = \mu^*$.

\textbf{Definition II.3.} An invariant probability measure $\mu^*$ is called attractive, if for every probability measure $\nu$, the sequence $\{\mu_k\}$ defined by (6) with initial condition $\nu$ converges to $\mu^*$ in distribution. The existence of attractive invariant measures is intricately linked to the ergodic properties of the system.

With this background, our general problem considered in this paper is modelled as a Markov chain with a state-space $\mathcal{X}$ that all the goals above are important. The main interest in this article is to establish the conditions to ensure predictability. To realize the state of the controller, the filter, and the agents, we consider an augmented state space $\mathcal{X} \subset \mathbb{R}^d$. To do this, we use the framework of IRFs, by expressing the issue of predictability due to ergodicity. Sufficient conditions for the existence of a unique, attractive invariant measure (ergodicity) can be given in terms of “average contractivity”. This key notion can be traced back to [42, 45, 44]. The following result is the main idea that leads to the analysis of predictability, fairness, and optimality. One can incorporate [16, Theorem 2] with [42, Corollary 1], to conclude that for all (deterministic) initial conditions $x_0 \in \mathcal{X}$ and continuous $f: \mathcal{X} \rightarrow \mathbb{R}$, the limit

$$\lim_{k \rightarrow \infty} \frac{1}{k+1} \sum_{j=0}^{k} f(X(j)) = \mathbb{E}_\nu(f) \quad (9)$$

exists almost surely ($\mathbb{P}_{x_0}$) and does not depend on $x_0 \in \mathcal{X}$. To know more in this direction we refer to [42, 45, 44, 46, 47].
III. An Interconnection Result for Two Ensemble Systems

Our first result on the statistical stability of a two-sided market, as modelled by the closed-loop system in Figure 2, assumes that the agents’ states evolve as a linear time-invariant dynamical system, as follows. Let us consider a two-sided market, where one side is modelled by \( N_1 \) participants

\[
\mathcal{F}_i^1 : \begin{cases}
x_i^1(k+1) = A_i^1 x_i^1(k) + b_i^1,
y_i^1(k) = e_i^1T x_i^1(k) + d_i^1,
\end{cases} i = 1, 2, \ldots, N_1,
\]

where the error signal \( e_i \) depends on the filtered state of the other side of the market, as follows:

\[
e_i^1(k) = u_i^1(k) - y_i^2(k).
\]

The first side has its state filtered too:

\[
\mathcal{F}_i^2 : \begin{cases}
x_i^2(k+1) = A_i^2 x_i^2(k) + b_i^2,
y_i^2(k) = e_i^2T x_i^2(k) + d_i^2,
\end{cases} i = 1, 2, \ldots, N_2,
\]

where the error signal \( e_i^2 \) considers the filtered state of the first side of the two-sided market:

\[
e_i^2(k) = u_i^2(k) + y_i^1(k).
\]

Likewise, there is a filter for the second side of the two-sided market:

\[
\mathcal{F}_i^2 : \begin{cases}
x_i^2(k+1) = A_i^2 x_i^2(k) + b_i^2,
y_i^2(k) = e_i^2T x_i^2(k) + d_i^2,
\end{cases} i = 1, 2, \ldots, N_2,
\]

\[
\mathcal{F}_i^2 : \begin{cases}
x_i^2(k+1) = A_i^2 x_i^2(k) + b_i^2,
y_i^2(k) = e_i^2T x_i^2(k) + d_i^2,
\end{cases} i = 1, 2, \ldots, N_2,
\]

where the error signal \( e_i^2 \) considers the filtered state of the first side of the two-sided market:

\[
e_i^2(k) = u_i^2(k) + y_i^1(k).
\]

Likewise, there is a filter for the second side of the two-sided market:

\[
\mathcal{F}_i^2 : \begin{cases}
x_i^2(k+1) = A_i^2 x_i^2(k) + b_i^2,
y_i^2(k) = e_i^2T x_i^2(k) + d_i^2,
\end{cases} i = 1, 2, \ldots, N_2,
\]

\[
\mathcal{F}_i^2 : \begin{cases}
x_i^2(k+1) = A_i^2 x_i^2(k) + b_i^2,
y_i^2(k) = e_i^2T x_i^2(k) + d_i^2,
\end{cases} i = 1, 2, \ldots, N_2,
\]

Theorem III.1. Consider the feedback system in Figure 2 with \( \mathcal{F}_1^1, \mathcal{F}_2^1 \), and \( \mathcal{F}_1^2, \mathcal{F}_2^2 \) given in (10), (12), (13), and (14), respectively. Assume that each agent \( i \in \{1, \cdots, N\} \) has its state \( x \) with dynamics determined by the equations given in (10) and (13), where \( A_i, B_i \) are Schur matrices and \( b_i, d_i \) are taken from the sets \( \{b_1, b_2\} \subset \mathbb{R}^{n_1} \) and \( \{d_1, d_2\} \subset \mathbb{R}^{n_2} \); with probability functions \( p_i, \tilde{p}_i \), respectively \( p_1, \tilde{p}_1 \), that verify (1) and satisfy a Dini continuity condition. Also, suppose there exist \( \delta, \delta' > 0 \) for which \( p_i, \tilde{p}_i \) verify (1) and satisfy a Dini continuity condition. Also, suppose there exist \( \delta, \delta' > 0 \) for which \( p_i, \tilde{p}_i \) verify (1) and satisfy a Dini continuity condition. Also, suppose there exist \( \delta, \delta' > 0 \) for which \( p_i, \tilde{p}_i \) verify (1) and satisfy a Dini continuity condition.

Proof: Following (44), consider the augmented state

\[
\xi := \left( ((x_i^1)_{i=1}^{N_1})^T ((x_i^2)_{i=1}^{N_2})^T (x_i^1)^T (x_i^2)^T \right) T \in \mathbb{R}^{n_1+n_2} \times \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} \times \mathbb{R}^{n_1} \times \mathbb{R}^{n_2},
\]

described by \( \xi(k+1) = \xi(k) + \beta \), where \( \beta \) is built from vectors \( b_1, b_2, \) scalars \( d_1, d_2 \) and other signals; and

\[
\begin{bmatrix}
\hat{A}^1 & 0 & 0 & 0 & 0 \\
0 & \hat{A}^2 & 0 & 0 & 0 \\
B_1^1 & 0 & A_1^1 & 0 & 0 \\
0 & B_2^1 & 0 & A_2^1 & 0 \\
0 & 0 & B_1^2 & C_1 & 0 \\
0 & 0 & B_2^2 & C_2 & A_1^2 \\
\end{bmatrix}
\]
where $\mathbf{1}$ is the vector of ones, $\tilde{A}^{1} := \text{diag}(A_{1}^{1})$, $\tilde{C}^{1} := \text{diag}(c^{1T})$, $\tilde{A}^{2} := \text{diag}(A_{2}^{2})$ and $\tilde{C}^{2} := \text{diag}(c^{2T})$. To apply Corollary 2.3 from [45], we make the following observations. First, each map $\mathcal{W}$ is chosen with probability $p_{i}(\pi) \geq \prod_{i=1}^{N} \delta_{i} > 0$. Consequently, these probabilities are bounded away from zero. Second, since $\mathcal{A}$ is a lower triangular block matrix, it is easy to notice that the spectrum of $\mathcal{A}$ (i.e., $\sigma(\mathcal{A})$) can be expressed as follows: $\sigma(\mathcal{A}) = \sigma(\tilde{A}^{1}) \cup \sigma(\tilde{A}^{2}) \cup \sigma(A_{1}^{1}) \cup \sigma(A_{2}^{2})$. By hypothesis, for all $1 \leq i \leq N$, $A_{1}^{1}$, $A_{2}^{2}$ are Schur matrices and $A_{1}^{1}$, $A_{2}^{2}$ are Schur matrices as well. For any induced matrix norm, there exists $m \in \mathbb{N}$ sufficiently large such that $\|\mathcal{A}^{m}\| < 1$. The result then is a direct consequence of [45].

In our next result, the agents’ states are realized by a nonlinear iterated random function.

**Theorem III.2.** Consider the system shown in Figure 2. Assume that each agent $i \in \{1, \cdots, N_{1}\}$ and $i \in \{1, \cdots, N_{2}\}$ has a state realized by the nonlinear iterated random functions

$$ x_{i}^{1}(k+1) = \mathcal{W}_{ij}^{1}(x_{i}^{1}(k)), $$

$$ y_{i}^{1}(k) = \mathcal{H}_{ij}^{1}(x_{i}^{1}(k)), $$

and

$$ x_{i}^{2}(k+1) = \mathcal{W}_{ij}^{2}(x_{i}^{2}(k)), $$

$$ y_{i}^{2}(k) = \mathcal{H}_{ij}^{2}(x_{i}^{2}(k)), $$

where $\mathcal{W}_{ij}^{1}$, $\mathcal{H}_{ij}^{1}$, $\mathcal{W}_{ij}^{2}$, $\mathcal{H}_{ij}^{2}$ are globally Lipschitz-continuous functions with global Lipschitz constants $l_{ij}^{1}$, $l_{ij}^{3}$, $l_{ij}^{2}$, $l_{ij}^{4}$ respectively. In addition, we assume that we are dealing with Dini continuous probability functions $p_{ij}^{1}$, $p_{ij}^{2}$, $p_{ij}^{3}$, $p_{ij}^{4}$ so that [43] are satisfied. We also assume there exist scalars $\delta_{1}, \delta_{1}', \delta_{2}, \delta_{2}' > 0$ so that $p_{ij}^{1}(\pi) \geq \delta_{1} > 0$, $p_{ij}^{2}(\pi) \geq \delta_{1}' > 0$, $p_{ij}^{3}(\pi) \geq \delta_{2} > 0$, $p_{ij}^{4}(\pi) \geq \delta_{2}' > 0$ for all $(i,j)$. Furthermore, assume that the following contractivity condition holds: for all $1 \leq i \leq N_{1}, 1 \leq j \leq N_{2}, 1 \leq i \leq N_{2}, 1 \leq j \leq N_{2}, 1 \leq i \leq N_{1}, 1 \leq j \leq N_{2}$, we have $l_{ij}^{1} < 1$, $l_{ij}^{2} < 1$. Then, for every linear controller with eigenvalues in the unit circle and every linear filter with eigenvalues in the unit circle compatible with the feedback structure in Figure 2, the feedback loop has a unique attractive invariant measure and is ergodic.

Proof: Similar to the proof of [16] Theorem 18, the assumptions on the Lipschitz constants and the internal asymptotic stability of controller and filter permit the application of Theorem 2.1 and Corollary 2.2 of [45].

We now consider ensembles where the agents’ actions are limited to a finite set. In this case, the ergodic behaviour follows from the results of [74] [75].

**Theorem III.3.** Consider the system given in Figure 2. Assume that $\mathcal{A}_{i}$ is finite for all $i$ and that agent $i$ has a state realized by the nonlinear stochastic difference equations [79] [22]. In addition, as before, assume Dini continuous probability functions $p_{ij}^{1}$, $p_{ij}^{2}$, $p_{ij}^{3}$, $p_{ij}^{4}$ so that [43] hold. Assume furthermore that there are scalars $\delta_{1}, \delta_{1}', \delta_{2}, \delta_{2}' > 0$ such that $p_{ij}^{1}(\pi) \geq \delta_{1} > 0$, $p_{ij}^{2}(\pi) \geq \delta_{1}' > 0$, $p_{ij}^{3}(\pi) \geq \delta_{2} > 0$, $p_{ij}^{4}(\pi) \geq \delta_{2}' > 0$ for all $(i,j)$ and all $\pi$. Then, for all linear controller $\mathcal{C}$ with eigenvalues inside the unit circle and every linear filter with eigenvalues inside the unit circle, the following holds:

If the graph $\mathcal{G} = (\mathcal{V}, E)$ is strongly connected then there exists an invariant measure feedback system. If, in addition, the adjacency matrix of the graph is primitive, then the invariant measure is uniquely attractive.

Proof: This is a consequence of [75] and the observation that the necessary contractivity properties follow from the internal asymptotic stability of the controller and filter.

IV. A LARGE-SCALE INTERCONNECTION FOR ENSEMBLE SYSTEMS

As hinted at in Section III, many markets traditionally thought of as two-sided are, in fact, multi-sided platforms. In the example of Uber, for instance, one can also consider “fleet partners” (who are intermediaries for car manufacturers and car leasing providers) and taxi operators. Such interconnections can get rather complicated, and we would like to capture these interconnections in a matrix, similar to the adjacency matrix of a graph.

Thus, building on the techniques of Section III consider the interconnection of a multi-sided platform described as follows:

$$ e_{p} = u_{p} - \sum_{q=1}^{M} H_{pq} \bar{y}_{q}, $$

where $e_{p}$, for $p = 1, 2, \ldots, M$, is the input to

$$ e_{p} : \begin{cases} x_{p}(k+1) = A_{p}^{e} x_{p}(k) + B_{p}^{e} e_{p}(k), \\ \pi_{p}(k) = C_{p}^{e} x_{p}(k) + D_{p}^{e} e_{p}(k), \end{cases} $$

(24)
$u^p$ are external inputs, $H_{pq}$ is a matrix with real and constant entries, and $\hat{y}^q$, for $q = 1, 2, \ldots, M$, is the output of

$$
\mathcal{F}^q : \begin{cases} 
    x^q_i(k+1) = A^q_i x^q_i(k) + B^q_i y^q(k), \\
    \hat{y}^q(k) = C^q_i x^q_i(k).
\end{cases}
$$

(25)

We also have, for $i = 1, 2, \ldots, N_q$,

$$
\mathcal{F}^q_i : \begin{cases} 
    x^q_i(k+1) = A^q_i x^q_i(k) + b^q_i, \\
    y^q_i(k) = c^q_i x^q_i(k) + d^q_i,
\end{cases}
$$

(26)

where $N_q$ is the total number of systems in the $q$th ensemble denoted by $\mathcal{F}^q$. Finally, $y^q(k) = y^q_1(k) + y^q_2(k) + \cdots + y^q_{N_q}(k)$.

Now, by writing

$$
\tilde{\epsilon} := \begin{bmatrix} e^1 \\ e^2 \\ \vdots \\ e^M \end{bmatrix}, \quad \tilde{u} := \begin{bmatrix} u^1 \\ u^2 \\ \vdots \\ u^M \end{bmatrix}, \quad \tilde{\pi} := \begin{bmatrix} \pi^1 \\ \pi^2 \\ \vdots \\ \pi^M \end{bmatrix}, \quad \tilde{y} := \begin{bmatrix} y^1 \\ y^2 \\ \vdots \\ y^M \end{bmatrix},
$$

the interconnection description may be expressed more compactly as

$$
\tilde{e} = \tilde{u} - \tilde{\mathcal{H}} \tilde{y},
$$

(27)

where $\tilde{\mathcal{H}}$ is a matrix with block entries $H_{pq}$. Let $\tilde{\mathcal{F}} := \text{diag}(\mathcal{F}^1, \ldots, \mathcal{F}^M)$ such that $\tilde{\pi} = \tilde{\mathcal{F}} \tilde{\epsilon}$, and let $\tilde{\mathcal{F}} := \text{diag}(\mathcal{F}^1, \ldots, \mathcal{F}^M)$ such that $\tilde{y} = \tilde{\mathcal{F}} \tilde{y}$. This set-up is depicted in Figure 3. Then, similar to Theorem III.1, we have the following result.

![Figure 3. A feedback model for the large-scale interconnection.](image)

**Theorem IV.1.** Consider the feedback system described in the preceding two paragraphs and depicted in Figure 3. For each ensemble $\mathcal{F}^q$, $q = 1, 2, \ldots, M$, assume that each $i$th system in the ensemble has its state $x^q_i$ with dynamics determined by the affine stochastic difference equations given by (26), where $A^q_i$ are Schur matrices, and $b^q_i$ and $d^q_i$ are chosen, at each time step, from sets according to Dini continuous probability functions in the manner of Theorem III.1 and that these probability functions are bounded below by scalars strictly more significant than 0. Then, for any stable linear controllers $\mathcal{C}^1, \ldots, \mathcal{C}^M$ and any stable linear filters $\mathcal{F}^1, \ldots, \mathcal{F}^M$ compatible with the system structure, the feedback loop converges in distribution to a unique invariant measure.

Proof: In the spirit of Theorem III.1 by defining an augmented state

$$
\xi := \begin{bmatrix} \hat{x} \\ \hat{x}_f \\ \hat{x}_c \end{bmatrix}
$$

whose dynamics are realized by the following equation:

$$
\xi(k+1) = \mathcal{W}_\xi(x) := \mathcal{A} \xi(k) + \beta \epsilon,
$$

where

$$
\begin{align*}
\hat{x}_f &:= \begin{bmatrix} x^1_1 \\ x^2_1 \\ \vdots \\ x^M_1 \end{bmatrix}, \\
\hat{x}_c &:= \begin{bmatrix} x^1_c \\ x^2_c \\ \vdots \\ x^M_c \end{bmatrix}, \\
\hat{x} &:= \begin{bmatrix} x^1 \\ x^2 \\ \vdots \\ x^M \end{bmatrix}, \\
x^1 &:= \begin{bmatrix} x^1_1 \\ x^2_1 \\ \vdots \\ x^M_1 \end{bmatrix}, \\
x^2 &:= \begin{bmatrix} x^2_1 \\ x^2_2 \\ \vdots \\ x^2_M \end{bmatrix}, \\
\ldots, \\
x^M &:= \begin{bmatrix} x^M_1 \\ x^M_2 \\ \vdots \\ x^M_M \end{bmatrix},
\end{align*}
$$
we obtain
\[
\mathcal{A} := \begin{bmatrix}
A & 0 & 0 \\
B_f \hat{C} & A_f & 0 \\
0 & -B_c \hat{C} & A_c
\end{bmatrix}.
\] (28)

In (28), \(1\) is the vector of ones, \(\mathbf{1} := \text{diag}(\mathbf{1}^T)\) and
\[
A := \text{diag}(A_1^1, A_2^1, \ldots, A_N^1, A_1^2, A_2^2, \ldots, A_N^2, \ldots, A_1^M, A_2^M, \ldots, A_N^M),
\]
\[
\hat{C} := \text{diag}(c_1^1, c_2^1, \ldots, c_1^N, c_2^N, \ldots, c_1^M, c_2^M, \ldots, c_N^M),
\]
\[
A_f := \text{diag}(A_f^1, A_f^2, \ldots, A_f^M),
\]
\[
B_f := \text{diag}(B_f^1, B_f^2, \ldots, B_f^M),
\]
\[
C_f := \text{diag}(C_f^1, C_f^2, \ldots, C_f^M),
\]
\[
A_c := \text{diag}(A_c^1, A_c^2, \ldots, A_c^M),
\]
\[
B_c := \text{diag}(B_c^1, B_c^2, \ldots, B_c^M).
\]

The proof then follows in a manner similar to the proof of Theorem III.1.]

V. CONCLUSIONS AND FURTHER WORK

In feedback control systems, a demanding and emerging area for further study is the control of ensembles of agents. In practice, one such example is an online labour platform [14]. There are two main differences between the control of ensemble problems from the classical control problems. First, although the ensembles generally are too large to allow for a microscopic approach, they are not sufficiently large to allow for a meaningful fluid (mean-field) approximation. Second, the regulation problems from the classical control problems. First, although the ensembles generally are too large to allow for a microscopic approach, they are not sufficiently large to allow for a meaningful fluid (mean-field) approximation. Second, the regulation problems from the classical control problems. First, although the ensembles generally are too large to allow for a microscopic approach, they are not sufficiently large to allow for a meaningful fluid (mean-field) approximation. Second, the regulation problems from the classical control problems.
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SUPPLEMENTAL MATERIAL

VI. AN OVERVIEW OF NOTATION

The following notation is commonly used throughout the main manuscript and the supplemental material.

Table I: Table of Notation

| Symbol | Meaning |
|--------|---------|
| \( \mathbb{N} \) | the set of natural numbers. |
| \( \mathbb{Z} \) | the set of all integers. |
| \( \mathbb{Q} \) | the set of rational numbers. |
| \( \mathbb{R} \) | the set of real numbers. |
| \( \mathcal{G} \) | a generic event. |
| \( \mathcal{A}_i \) | the set of \( i \)th agent’s actions. |
| \( \mathcal{X}_i \) | a private state space of agent \( i \), often \( \mathbb{R}^{n_i} \). |
| \( \mathcal{X}_S \) | Cartesian product of all agent’s state space. |
| \( \mathcal{X}_F \) | a space of internal states of the filter. |
| \( \mathcal{X}_C \) | a space of internal states of the central controller. |
| \( \mathcal{X}_	ext{combined} \) | combined state-space of the controller, the filter, and the agents. |
| \( \mathcal{D}_i \) | set of possible resource demands of agent \( i \). |
| \( \mathcal{O}_F \) | set of possible output values of the filter \( \mathcal{F} \). |
| \( \mathcal{B}(\mathbb{X}) \) | Borel \( \sigma \)-algebra. |
| \( \mathcal{M}(\mathbb{X}) \) | a measure-space over \( \mathbb{X} \). |
| \( \mathcal{M}(\mathbb{X}^\infty) \) | a measure space over the path space. |
| \( \mathcal{E} \) | a real additive group. |
| \( \mathcal{C}_\text{oup} \) | set of couplings. |
| \( \mathcal{H} \) | a set used in the definition of asymptotic couplings. |
| \( \mathcal{C}_1 \) | controller representing the central authority for the first side of the two-sided market. |
| \( \mathcal{C}_2 \) | controller representing the central authority for the second side of the two-sided market. |
| \( \mathcal{F}_1 \) | filter for the first side of the two-sided market. |
| \( \mathcal{F}_2 \) | filter for the second side of the two-sided market. |
| \( \mathcal{I}_1^{1}, \ldots, \mathcal{I}_N^1 \) | systems modelling customers (e.g., seeking a ride). |
| \( \mathcal{I}_1^{2}, \ldots, \mathcal{I}_N^2 \) | systems modelling workers (e.g., drivers). |
| \( \mathcal{H}_{ij} \) | an output map. |
| \( \mathcal{A} \) | augmented state transition matrix. |
| \( \mathcal{P}_k \) | a measure-space-over-states-to-measure-space-over-states operator. |
| \( \mathcal{P}_1 \) | Population 1 in Toy Example 1, in Figure 4. |
| \( \mathcal{P}_2 \) | Population 2 in Toy Example 1, in Figure 4. |
| \( \hat{\mathcal{H}} \) | a block matrix used in (27). |
| \( \Pi \) | the set of admissible broadcast control signals. |
| \( \Gamma \) | a generic measure over the product of the two path spaces, potentially a coupling. |
| \( A_1^1 \) | a matrix used in the controller of Theorem III.1. |
| \( A_2^1 \) | a matrix used in the controller of Theorem III.1. |
| \( B_1^1 \) | a matrix used in the controller of Theorem III.1. |
| \( A_1^2 \) | a matrix used in the filter of Theorem III.1. |
| \( B_2^2 \) | a matrix used in the controller of Theorem III.1. |
| \( B_1^2 \) | a matrix used in the filter of Theorem III.1. |
| \( C_2^2 \) | a matrix used in the controller of Theorem III.1. |
| \( B_2^3 \) | a matrix used in the filter of Theorem III.1. |
| \( B_3 \) | a matrix used in the agent dynamics of Theorem III.1. |
| \( C_2^3 \) | a matrix used in the controller of Theorem III.1. |
| \( C_1^4 \) | a matrix used in the filter of Theorem III.1. |
| \( D_1^c \) | a matrix used in the controller in (11). |
| \( C_2^5 \) | a matrix used in the filter in (17). |

continues on next page
| Symbol | Description |
|--------|-------------|
| $D^2_{ij}$ | a matrix used in the controller in (15). |
| $c^2_i$ | a vector used in the agent dynamics in (14). |
| $c^1_i$ | a vector used in the agent dynamics in (10). |
| $h_i$ | the number of output maps $\mathcal{H}_i$. |
| $l_{ij}$ | Lipschitz constant for a transition map. |
| $l'_{ij}$ | Lipschitz constant for an output map. |
| $n$ | a dimension of a generic state space $\mathcal{X}$. |
| $n^1_i$ | dimension of the state of the controller for the first side of the two-sided market. |
| $n^1_f$ | dimension of the state of the filter for the first side of the two-sided market. |
| $n^2_i$ | dimension of the state of the controller for the second side of the two-sided market. |
| $n^2_f$ | dimension of the state of the filter for the second side of the two-sided market. |
| $n_i^1$ | dimension of the state of $i$th agent's private state. |
| $n_i^2$ | the number of possible actions of agent $i$. |
| $m$ | an upper bound on the number of possible actions of any agent. |
| $f_j$ | a generic map in generic iterated random functions. |
| $g$ | a generic function. |
| $r^1$ | the reference value; i.e., desired value of $y^1(k)$. |
| $r_i^1$ | $i$th agent's expected share of the resource over the long run. |
| $w_i$ | the number of state transition maps $\mathcal{W}_{ij}$. |
| $m_i^1$ | dimension of the state of $i$th agent's private state for the second side of the two-sided market. |
| $m_i^2$ | the number of possible actions of agent $i$. |
| $r^2$ | the reference value; i.e., desired value of $y^1(k)$. |
| $\hat{r}^1_i$ | $i$th agent's expected share of the resource over the long run. |
| $w_i$ | the number of state transition maps $\mathcal{W}_{ij}$. |
| $\tilde{w}_{ij}$ | a Borel map in a family of Borel map. |
| $p_{ij}$ | a Borel measurable probability function in a family of Borel map. |
| $z$ | $\mathcal{Z}$-transform variable. |
| $x^1_i(k)$ | controller's internal state at time instant $k$. |
| $x^f_i$ | utilisation of resource by $i$th agent at time instant $k$. |
| $y^1_i(k)$ | total resource utilisation at time instant $k$. |
| $\hat{y}^1_i(k)$ | value of $y^1_i(k)$ filtered by filter $\mathcal{F}^1$. |
| $p_j$ | a probability function of a generic iterated function system. |
| $p_{ij}$ | a probability function for the choice of agent $i$'s transition map. |
| $p'_{ij}$ | a probability function for the choice of agent $i$'s output map. |
| $\alpha$ | a constant used in the PI controller or its lag approximant. |
| $\beta$ | a constant used in a lag controller. |
| $\eta$ | a lower bound on the values of probability functions. |
| $\kappa$ | a constant used in the PI controller or its lag approximant. |
| $\xi$ | augmented state-vector. |
| $\Phi^{(1)}$ | projector from a measure over the product of the two path spaces to a single path space. |
| $\Phi^{(2)}$ | projector from a measure over the product of the two path spaces to a single path space. |
| $d^2_i$ | a vector used in the agent dynamics (14). |
| $X(k)$ | element of a generic state space. |
| $\{X(k)\}_{k\in\mathbb{N}}$ | a generic Markov chain. |
| $\beta_t$ | is built from all $b_{ij}$, $d_{ij}$, and other signals. |
| $N^1$ | the number of participants on one side of the market. |
| $N^2$ | the number of participants on the other side of the market. |
| $P(x, G)$ | a generic transition operator. |
| $P$ | a state-and-signal-to-state transition operator. |
| $e^1(k)$ | the error signal at time $k$; i.e., $\hat{y}^1_i(k) - r$. |
| $u^p$ | an external input, (23). |
| $e^p$ | an external input, (23). |
| $\tilde{e}$ | a column vector of inputs, (27). |
| $\tilde{u}$ | a column vector of external inputs, (27). |
A generic measure, usually on state space a compatible vector of ones.

A matrix used in (23).

Initial state (distribution).

The signal broadcast at time $u$.

VII. EXPANDING THE INTERCONNECTION RESULTS FURTHER

Not all interconnection setups immediately fit into the frameworks presented in Sections III and IV of the main manuscript, respectively. In what follows, two toy examples are introduced, together with further interconnection results, so that the setups of the toy examples are accommodated.

A. Toy Example 1

Consider the interconnection depicted in Figure 4, where $P_i^1$, $P_i^2$, $C^1$ and $C^2$ are described by (10), (11), (14) and (15), respectively, and (notation-wise) $e(k) := e^1(k) = e^2(k)$. In order to provide an interpretation for $P_i^1$ and $P_i^2$, let us suppose that each ensemble represents a different population of taxi drivers: $P_i^1$ represents Population 1, and $P_i^2$ represents Population 2. The drivers comprising Population 2 style themselves as being more open to offering a budget service and are thus relatively more likely to work (i.e., accept passengers) regardless of the fare price set by their hiring company. Meanwhile, the drivers that comprise Population 2 are more discerning in that they may not work (i.e., advertise rides) for lower-priced fares. The drivers’ hiring companies set all fares. Suppose that the demand signal, $u$, is the number of passengers in the community wanting rides. For simplicity, we will assume that a constant, ongoing demand throughout a time period of interest is maintained. The error signal is described by $e(k) = u - (y^1(k) + y^2(k))$, where $y^1(k) = \sum_{i=1}^{N_1} y^1_i(k)$ and $y^2(k) = \sum_{i=1}^{N_2} y^2_i(k)$.

Let us assume that the controllers, $C^1$ and $C^2$, employed by each of the two hiring companies, are responsible for setting the prices of fares and operate similarly, the difference being that $C^1$ updates every 40-time steps, while $C^2$ is quicker, updating every 20-time steps. We will also assume that once a driver advertises a ride, the ride will be taken up by a waiting passenger, and the driver thus leaves the population for a new (or another returning) driver to take his or her place in the population. In other words, for simplicity, we will keep $N_1$ and $N_2$ fixed and constant.

The interconnection depicted in Figure 4 cannot be precisely categorised as one of the setups described in Theorems III.1 or IV.1. Therefore, we require the following proposition to proceed.

**Proposition VII.1.** For the feedback system as in Figure 4 with $P_i^1$, $P_i^2$, $C^1$ and $C^2$ described by (10), (11), (14) and (15), respectively. Furthermore, suppose that every agent (or driver) $i$ in a population has its state dynamics determined by the stochastic difference equations as in (10) or (14), where $A_i^1$, $A_i^2$ are Schur matrices, and $b_i^1$, $b_i^2$ and $d_i^1$, $d_i^2$ are selected, at every time instant according to probability functions which satisfies Dini continuity conditions in the manner of Theorem III.1 and that these probability functions are bounded below by scalars strictly more significant than 0. Then, for any pair of stable linear controllers $C^1$ and $C^2$ that are adaptable to the structure of the system, the feedback loop converges in distribution to a unique invariant measure.

**Proof:** The proof follows in a manner similar to the proofs for Theorems III.1 and IV.1. That is, we define an augmented state $x(k) := [x^1(k)^T x^2(k)^T x^1_1(k)^T x^2_1(k)^T]^T$, where $x^1(k) := [x^1_1(k)^T x^1_2(k)^T \cdots x^1_{N_1}(k)^T]^T$ and $x^2(k) := [x^2_1(k)^T x^2_2(k)^T \cdots x^2_{N_2}(k)^T]^T$. For simplicity, we will keep $N_1$ and $N_2$ fixed and constant. The error signal is described by $e(k) = u - (y^1(k) + y^2(k))$, where $y^1(k) = \sum_{i=1}^{N_1} y^1_i(k)$ and $y^2(k) = \sum_{i=1}^{N_2} y^2_i(k)$.

Let us assume that the controllers, $C^1$ and $C^2$, employed by each of the two hiring companies, are responsible for setting the prices of fares and operate similarly, the difference being that $C^1$ updates every 40-time steps, while $C^2$ is quicker, updating every 20-time steps. We will also assume that once a driver advertises a ride, the ride will be taken up by a waiting passenger, and the driver thus leaves the population for a new (or another returning) driver to take his or her place in the population. In other words, for simplicity, we will keep $N_1$ and $N_2$ fixed and constant.

The interconnection depicted in Figure 4 cannot be precisely categorised as one of the setups described in Theorems III.1 or IV.1. Therefore, we require the following proposition to proceed.

**Proposition VII.1.** For the feedback system as in Figure 4 with $P_i^1$, $P_i^2$, $C^1$ and $C^2$ described by (10), (11), (14) and (15), respectively. Furthermore, suppose that every agent (or driver) $i$ in a population has its state dynamics determined by the stochastic difference equations as in (10) or (14), where $A_i^1$, $A_i^2$ are Schur matrices, and $b_i^1$, $b_i^2$ and $d_i^1$, $d_i^2$ are selected, at every time instant according to probability functions which satisfies Dini continuity conditions in the manner of Theorem III.1 and that these probability functions are bounded below by scalars strictly more significant than 0. Then, for any pair of stable linear controllers $C^1$ and $C^2$ that are adaptable to the structure of the system, the feedback loop converges in distribution to a unique invariant measure.

**Proof:** The proof follows in a manner similar to the proofs for Theorems III.1 and IV.1. That is, we define an augmented state $x(k) := [x^1(k)^T x^2(k)^T x^1_1(k)^T x^2_1(k)^T]^T$, where $x^1(k) := [x^1_1(k)^T x^1_2(k)^T \cdots x^1_{N_1}(k)^T]^T$ and $x^2(k) := [x^2_1(k)^T x^2_2(k)^T \cdots x^2_{N_2}(k)^T]^T$. For simplicity, we will keep $N_1$ and $N_2$ fixed and constant. The error signal is described by $e(k) = u - (y^1(k) + y^2(k))$, where $y^1(k) = \sum_{i=1}^{N_1} y^1_i(k)$ and $y^2(k) = \sum_{i=1}^{N_2} y^2_i(k)$.

Let us assume that the controllers, $C^1$ and $C^2$, employed by each of the two hiring companies, are responsible for setting the prices of fares and operate similarly, the difference being that $C^1$ updates every 40-time steps, while $C^2$ is quicker, updating every 20-time steps. We will also assume that once a driver advertises a ride, the ride will be taken up by a waiting passenger, and the driver thus leaves the population for a new (or another returning) driver to take his or her place in the population. In other words, for simplicity, we will keep $N_1$ and $N_2$ fixed and constant.

The interconnection depicted in Figure 4 cannot be precisely categorised as one of the setups described in Theorems III.1 or IV.1. Therefore, we require the following proposition to proceed.
elastic demand is given by $\mathcal{A}(k) = \lambda(k) + \beta k$, where $\beta \lambda$ is built by linear combinations of $b_1, b'_2, c_{ij}$, the scalars $d_{ij}, d_{ij}'$ and other signals, and

$$\mathcal{A} := \begin{bmatrix} \hat{A}^1 & 0 & 0 & 0 \\ 0 & \hat{A}^2 & 0 & 0 \\ -B_i' \hat{C}_i & -B_i' \hat{C}_i & A_c & 0 \\ -B_i \hat{C}_i & -B_i \hat{C}_i & 0 & A_c' \end{bmatrix}$$ (29)

1 is a row vector consist of 1 as each entry, $\hat{A}^1 := \text{diag}(A_1^1), \hat{C}^1 := \text{diag}(c_{1i}^1T), \hat{A}^2 := \text{diag}(A_1^2)$ and $\hat{C}^2 := \text{diag}(c_{2i}^2T)$.

The proof then follows in a manner similar to the proof of Theorem III.1.

B. Toy Example 2

For our second toy example, consider the interconnection depicted in Figure 5 where $\mathcal{P}_1$ and $\mathcal{P}_2$ are described by (10) and (14), respectively; and $\mathcal{C}$ is described by

$$\mathcal{C} : \begin{cases} x_e(k+1) = A_c x_e(k) + B_c e(k), \\ \pi(k) = C_e x_e(k) + D_e e(k). \end{cases}$$ (30)

The interpretation that we will give to $\mathcal{P}_1$ is that the ensemble again represents a population of taxi drivers. Similarly, the signal $u$ will again represent a fixed demand; that is, several passengers in the community seeking rides. The fixed demand remains constant throughout the experiment.

![Figure 5](image)

In Toy Example 2, however, we will provide a different interpretation for $\mathcal{P}_2$. Suppose that, in addition to the fixed demand, there is an elastic demand for rides that is influenced by the current price of a taxi fare as set by the company that hires the taxi drivers. This elastic demand is given by $y^2(k)$, where $y^2(k) = \sum_{i=1}^{N_2} y^2_{i}(k)$. As such, the total demand for rides is equal to $u + y^2(k)$. The error signal, $e$, is thus described by $e(k) = u + y^2(k) - y^1(k)$, where $y^1(k) = \sum_{i=1}^{N_1} y^1_{i}(k)$. As in Toy Example 1, $N_1$ and $N_2$ are assumed to be fixed and constant.

Similar to Toy Example 1, the interconnection depicted in Figure 5 cannot be precisely categorised as one of the setups described in Theorems III.1 or IV.1. Therefore, we again require a new proposition to proceed.

Proposition VII.2. Let us note the Figure 5 with $\mathcal{P}_1, \mathcal{P}_2$ and $\mathcal{C}$ described by (10), (14) and (30), respectively. Furthermore, suppose that every agent $i$ in a population has its state dynamics determined by the stochastic difference equations given in (10) or (14), where $A_i^1, A_i^2$ are Schur matrices, and $b^1, b'^2$ and $d^1, d'^2$ are chosen, at each time instant, with the probability functions which satisfy Dini conditions for continuity in the manner of Theorem III.1, and that these probability functions are bounded below by scalars strictly more significant than 0. Then, for any stable linear controller $\mathcal{C}$ adaptable to the configuration of the system, the feedback loop converges in distribution to a unique invariant measure.

Proof: The proof follows in a manner similar to the proofs for Theorems III.1 and IV.1 and Proposition VII.1. We define an augmented state $\xi(k) := \begin{bmatrix} x_1(k)^T & x_2(k)^T & \ldots & x_1(N_1)^T \end{bmatrix}^T$, where $x_1(k) := \begin{bmatrix} x_1^1(k)^T & x_2^1(k)^T & \ldots & x_1(N_1)^T \end{bmatrix}^T$ and $x_2(k) := \begin{bmatrix} x_2^1(k)^T & x_2^2(k)^T & \ldots & x_2(N_2)^T \end{bmatrix}^T$, whose dynamic behaviour is described by the difference equation $\xi(k+1) = \mathcal{W}_i(x) := \mathcal{A}(\xi(k) + \beta \epsilon$, where $\beta \epsilon$ is built from the linear combination of the vectors $b^1_i, b'^2_i$, the scalars $d^1_i, d'^2_i$ and other signals, and

$$\mathcal{A} := \begin{bmatrix} \hat{A}^1 & 0 & 0 \\ 0 & \hat{A}^2 & 0 \\ -B_i \hat{C}_i & -B_i \hat{C}_i & A_c' \end{bmatrix}$$ (31)
where $\mathbf{1}$ is the vector of ones, $\hat{A}^1 := \text{diag}(A^1_i)$, $\hat{C}^1 := \text{diag}(c^1_i^T)$, $\hat{A}^2 := \text{diag}(A^2_i)$ and $\hat{C}^2 := \text{diag}(c^2_i^T)$. The proof then follows in a manner similar to the proof of Theorem III.1.

VIII. NUMERICAL ILLUSTRATIONS AND DISCUSSION

To illustrate the meaning of our analytical results, we chose two intentionally simple examples, which have been worked out in detail. We discuss how a variety of real-world settings could be modelled in the proposed framework, too.

A. Toy Example 1

First, let us consider the simple example where there are two populations of drivers as described in Section VII-A above. The feedback loop is depicted in Figure 4. To corroborate Proposition VII.1 we wish to demonstrate the convergence of the number of drivers available in distribution to a unique invariant measure. We hence performed ten runs of a simulation with 1800 time steps in each run, with the following parameters: the sizes of Populations 1 and 2 were set at 50 and 100 drivers, respectively; the probability of drivers advertising rides at the beginning of each simulation was randomized using the Python function $\text{random.uniform}(0,1)$ (i.e., specifically, at the beginning of each simulation, the Python function was called once for the collective pool of drivers from Population 1, and then a second time for the collective pool of drivers belonging to Population 2); the probability of a driver advertising rides as a function of the currently set fare price, $\pi$, is indicated in Figure 6(a); the fixed demand, $u$, was set to 120 for the duration of each simulation; and the controllers were described by $\pi(k) = \beta\pi(k-1) + \kappa[e(k) - \alpha e(k-1)]$, where $\alpha = -4.01$, $\beta = 0.99$, and $\kappa = 0.1$, noting that $\hat{C}^1$ updated every 40 time steps, while $\hat{C}^2$ updated every 20 time steps.

![Figure 6. Probability curves. (a) Probability of a driver advertising rides as a function of fare price $\pi$. (b) Probabilities as a function of fare price $\pi$.](image)

The results from the experiment are as follows: Figures 7(a) and 7(b) show, on average, each driver population’s contribution to meeting the demand for rides as time evolved; Figures 8(a) and 8(b) show, on average, the evolution of the control signals (i.e., the fare prices set by the two different taxi driver hiring companies) over time; and Figure 9 illustrates, on average, the evolution of the error signal, $e$, over time. From Figure 9 it can be observed that the error signal evolution is contained near to zero; in other words, the demand for rides is sufficiently being met by the system.

B. Toy Example 2

Next, let us consider the other simple example, where the demand for rides is elastic; i.e., influenced by the current price of a fare, as introduced in Section VII-B above. For the feedback model of the interconnection, see Figure 5. The demand for rides as a function of the current price of a taxi fare is displayed in Figure 6(b); see the cyan curve. As the price of fares decreases, the probability that passengers will want additional rides in the community (on top of the rides already wanted that comprise the fixed demand) increases. Meanwhile, as the price of fares decreases, the probability of a driver advertising rides also decreases; see the black curve.

To corroborate Proposition VII.2, we wish to demonstrate the convergence of the number of drivers available in distribution to a unique invariant measure. We also wish to demonstrate the convergence of the elastic demand in distribution to a unique invariant measure. We perform ten runs of a simulation with 1800 time steps in each run, with the following parameters: the fixed demand, $u$, was set to 20 for the duration of each simulation; the sizes of Populations 1 and 2 were set to 60 drivers, and a value of 20 (i.e., the maximum additional demand on top of the fixed demand), respectively; the probability of drivers advertising rides at the beginning of each simulation was randomized using the Python function $\text{random.uniform}(0,1)$ (i.e.,
Figure 7. Each population’s contribution to meeting the demand for rides: (a) Population 1; (b) Population 2. The blue line indicates the mean number (from 10 simulation runs) of drivers advertising rides versus time, while the red shaded area indicates one standard deviation from the mean.

Figure 8. (a) The evolution over time of the output from Controller 1, $\pi^1$, (i.e., the fare price set by the company to which Population 1 belongs). The blue line indicates the mean of $\pi^1$ versus time from 10 simulation runs, while the red shaded area indicates one standard deviation from the mean. The output of Controller 1 can be used in association with the black curve in Figure 6(a). (b) The evolution over time of the output from Controller 2, $\pi^2$, (i.e., the fare price set by the company to which Population 2 belongs). The blue line indicates the mean of $\pi^2$ versus time from 10 simulation runs, while the red shaded area indicates one standard deviation from the mean. The output of Controller 2 can be used in association with the cyan curve in Figure 6(a).

specifically, at the beginning of each simulation, the Python function was called once for the collective pool of drivers; similarly, at the beginning of each simulation, the Python function `random.uniform(0,1)` was called once for the collective pool of agents representing elastic demand from Population 2, to determine the initial probability of an agent contributing to the elastic demand for that simulation run; and the controller was described by $\pi(k) = \beta \pi(k - 1) + \kappa [e(k) - \alpha e(k - 1)]$, where $\alpha = -4.01$, $\beta = 0.99$, and $\kappa = 0.1$. The controller produced an updated output every 20 time steps.

The results from the experiment are as follows: Figure 10(a) shows, on average, the driver population’s contribution to meeting the demand for rides as time evolved; Figure 10(b) shows, on average, the elastic demand’s contribution to the total demand for rides as time evolved; Figure 11(a) shows, on average, the evolution of the control signal (i.e., the fare prices set by the taxi driver hiring company) over time; and Figure 11(b) illustrates, on average, the evolution of the error signal, $e$, over time. From Figure 11(b), it can be observed that the error signal evolution is contained near to zero; in other words, the demand for rides is sufficiently being met by the system.

C. More Complicated Examples

In the ride-hailing business of Uber Technologies, Inc., Lyft, Inc., or Didi Chuxing Technology Co., the feedback models are considerably more complicated than the two toy examples above; moreover, their precise nature is not known publicly. However, when one revisits the model of Figure 2, one can imagine applying it to a model utilizing the following assumptions:

- a two-sided market operated within one spatial region. For example, within New York City, Manhattan may be operated as one market. Brooklyn would be another market, and the interconnection would not be modelled in our simulations,
Figure 9. The evolution of the error signal, $e$, over time. The blue line indicates the fixed demand, $u$, minus the sum of the means of $y^1$ and $y^2$ from 10 simulation runs.

Figure 10. (a) Population 1’s contribution to meeting the demand for rides. The blue line indicates the mean number (from 10 simulation runs) of drivers advertising rides versus time, while the red shaded area indicates one standard deviation from the mean. (b) Population 2’s contribution to the total demand for rides. The blue line indicates the mean number (from 10 simulation runs) of additional rides required (on top of the fixed demand) versus time, while the red shaded area indicates one standard deviation from the mean.

although Theorem IV.1 would apply to such interconnections.

- the number of installations of the app as a constant. We do allow for time-varying (or state-varying) probability of a particular customer seeking a ride at a particular time, cf. [76], which could model some systems coming online only at some later point.

- the number of registered driver-partners are constant during our operations. We do allow for time-varying (or state-varying) probability of a particular driver-partner accepting a matched ride at a particular time, cf. [76]. A constant probability function can then model drivers going offline.

- a batched matching strategy that introduces a constant delay. While a matching strategy could generally wait until there is a certain number of requests for rides, we consider a matching strategy that waits for a constant interval, e.g., 5 seconds, between matching the available requests for rides to driver-partners.

- only the driver surge pricing component of the price, which we let vary continuously. Furthermore, we assume that the drivers cannot set their surge prices, which is in line with the latest changes of the system (see Faiz Siddiqui: Where have all the Uber drivers gone? Washington Post, May 7, 2021, https://www.washingtonpost.com/technology/2021/05/07/uber-lyft-drivers/), and we disregard relocation decisions [77, 78]. In order to balance the spatial distribution of the driver-partners, a platform may control other components of the price too, and the driver surge pricing may take on integer values, or generally values from a discrete set, as in Theorem III.3 but we disregard these possibilities for the sake of the clarity of the presentation.

Remark VIII.1. The additive surge pricing rounded to quarters of a dollar corresponds to, in control-engineering terms, a
Figure 11. (a) The evolution over time of the output from the Controller, $\pi^1$, (i.e., the fare price set by the company to which Population 1 belongs). The blue line indicates the mean of $\pi^1$ versus time from 10 simulation runs, while the red shaded area indicates one standard deviation from the mean. The output of the Controller can be used in association with the curves in Figure 6(b). (b) The evolution of the error signal, $e$, over time. The blue line indicates the fixed demand, $u$, plus the mean of the elastic demand, $y^2$, minus the mean number of drivers advertising rides, $y^1$, from 10 simulation runs.

"Deadband" in the controller, in the sense that up to some magnitude of the change in the error signal, there is no change in the control signal. This makes it impossible to apply Theorem III.2 but makes it possible to apply Theorem III.3.

In a straightforward scenario, one could assume that the drivers accept all matches made by the system based on some greedy first-come-first-served procedure. This would be reasonable because the drivers need to keep up their "acceptance rate" in order to receive matches by the drivers (these policies are not made officially known but are widely observed, cf. https://www.uberpeople.net/threads/ignore-vs-decline.310718/). The corresponding $\mathcal{C}^2$ would be strikingly simple, would consider one request for a ride at each time, and would guarantee $y^2(k) = \hat{y}^1(k)$ whenever there is sufficient capacity. The filtered output $\hat{y}^2(k)$ could consist of the proportion of empty cars on the road, with the reference signal $u^1(k)$ ranging between 10-15%. This suggests that there should be some empty cars on the road, but not too many, as implemented by providing the error signal $\frac{1}{12}$ to the controller $\mathcal{C}^1$. The controller $\mathcal{C}^1$ suggests prices $\pi^1$ while considering additive driver surge pricing based on an inner state of the controller $x^1_c(k)$. From the results of [16] Section 3.1, it is easy to see that a PI controller may not be suitable for $\mathcal{C}^1$. That is, for some constants $K_p, K_i$:

$$\pi^1_{\text{PI}}(k+1) = (K_p e^1(k) + K_i (x^1_c(k) + e^1(k)))$$ (32)

$$\pi^1_{\text{Lag}}(k+1) = (K_p e^1(k) + K_i (0.99 x^1_c(k) + e^1(k)))$$ (33)

The PI controller (32) destroys the ergodicity, while its lag approximant (33) allows for the unique ergodicity. The customers from the set $\{S^1_i\}_{i=1}^N$ respond to the signal $\pi^1$ by issuing or not issuing requests from the set $\{y^1_i(k)\}_{i=1}^N$ for rides at time $k$, based on some internal state of the customers $\{x^1_i(k)\}_{i=1}^N$ at time $k$, which are not directly observable.