Optimization of EB/SM Distillation Processes Based on Divided Wall Columns in a PO/SM Process with a Chaos Differential Evolution Algorithm
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ABSTRACT: As an important chemical raw material, styrene has a high price because of its high energy consumption for separation. This article focuses on the styrene separation unit in a practical propylene oxide/styrene monomer process, and divided wall columns (DWC) are used for process optimization. Four DWC models are evaluated in terms of both economics based on the minimum total annual cost (TAC) and operability based on degrees of freedom. Differential evolutionary (DE) algorithms are used to optimize the parameters for each case study. In the process of finding the minimum TAC, the traditional DE often falls into local solutions and has low efficiency. In order to solve this problem, we propose chaotic sequences in DE algorithms to generate variables with ergodicity, which improves the optimization efficiency. Compared with the conventional process, Wright’s fully thermally coupled DWC (FTC) and Agrawal’s liquid-only transfer DWC (ALT) can save 21.36 and 10.14% TAC, respectively, but ALT has 2 more degrees of freedom than FTC. The FTC has the best economic efficiency, while the ALT strikes a balance between operability and economics.

1. INTRODUCTION

As one of the most fundamental upstream raw materials in polymer science and technology, styrene monomer (SM) is widely employed for synthesizing various resins, such as acrylonitrile butadiene styrene resin, high-impact polystyrene, and styrene maleic anhydride resin.1 In recent research studies, the ethylbenzene (EB) dehydrogenation process has an outlet stream with a close ratio of EB and SM after the feed flow passes through the reactor.2,3 It can be predicted that the reflux ratio (RR) in an EB/SM distillation column will be enormous due to the close boiling point of this binary system.4–7 A higher RR means more energy loss, so finding an energy-efficient process is of great significance.

EB co-oxidation is a new process for producing SM and another high-value product propylene oxide (PO). The difference between the EB co-oxidation process and other SM processes is that EB has a high single-pass conversion rate, so trace EB needs to be separated from SM. Meanwhile, other substances like α-methyl styrene (AMS) and methylbenzyl alcohol (MBA) with boiling points slightly higher than that of SM will also be present.8–11 A comparison of the feed composition between the two process separation units is shown in Table 1.

Table 1. Separation Unit Feed Composition in the EB Co-oxidation Process and the PO/SM Process

| composition | EB co-oxidation (%) | PO/SM (%) |
|-------------|---------------------|-----------|
| EB          | 17–32               | 2.7       |
| SM          | 67–72               | 79        |
| AMS         | ~7                  | 4.2       |
| MBA         | <0.5                | 10.6      |
| heavy oils  | 3                   | 3.5       |

Conventional distillation columns (CDiC) were utilized in the current separation unit. With more than 99.7% mass purity, the SM product was accessed at the top of the second column (SM column) after EB distillation in the first column (prefractionation column). A high RR and massive theoretical stages were still present in this process; however, it costs much less energy than the EB dehydrogenation process. Thus, the potential for saving energy and cost was highly predictable.

Various technologies, such as multi-effect distillation (MED),12,13 heat pump-assisted distillation (HPAD),14–16 and internally heat-integrated distillation column
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are expected to substantially reduce energy consumption for the closing-boiling system and have constantly been studied during the last few decades. Li et al. performed a comprehensive economic evaluation of the CDiC, double-effect distillation (DED, the simplest type of MED), self-heat recuperation technology (SHRT), and DED-SHRT for the EB/SM separation to obtain a configuration with a minimum separation cost, thus with potential for saving energy and cost. According to their research, the total annual cost (TAC) reduction can be improved up to ~28% with a larger capacity (100 kmol/h) owing to the scaling effects. Primarily, SHRT was the best choice from the perspective of economics.

The divided wall column (DWC) is another distillation energy-saving technology. Petlyuk et al. proposed a fully coupled distillation column structure that aimed to address the shortcomings of conventional distillation sequences in energy utilization. In this unit, after the ternary mixture is fed, it first passes through the prefractionation column for preliminary separation, with the gas-phase mixture of components A and B at the top of the column and the liquid-phase mixture of components B and C at the bottom, before entering the central column for further separation. At the same time, a liquid phase is taken out from the main column near the gas-phase feed tray as the liquid-phase reflux of the prefractionation column, while a gas phase is taken from the liquid-phase feed tray near the prefractionation column as the gas-phase reflux of the prefractionation column. Thus, the purpose of complete thermal coupling can be achieved by a fully thermally coupled (FTC) distillation column, which is thermodynamically equivalent.

DWC combines two columns into one shell and divides the middle section into two zones by inserting vertical interstices. The wall divides the column into four sections. The left side of the wall, which has a feed flow, is similar to the prefractionator of an FTC distillation column. The other sections are identical to the central column. Compared with the FTC distillation column, the DWC further reduces the equipment investment and plant space and avoids the pressure balance between the prefractionator and the central column. Chen and Agrawal classified DWC into five types based on the following three parameters: (1) the location of the ends of the divided wall with respect to the top and bottom ends of the column shell, (2) the number of condensers and reboilers associated with the divided wall, and (3) the number and types of transfer streams across the divided wall. Based on certain simplifying assumptions, in their article, the minimum total vapor duty usage for each type of DWC was compared for different representative relative volatility systems. Furthermore, we would like to comprehend which type of DWC is better for EB/SM systems based on a rigorous calculation using TAC as the evaluation method.

In this article, the actual PO/SM production process is used as a benchmark, and DWC is adopted as a process optimization approach. Four different DWC models are utilized for comparison with CDiC in terms of both operability and economics. A DE algorithm introducing chaotic sequences is also employed to find the optimal parameters with the lowest TAC. In addition, several chaotic sequences have been introduced in this research to increase the efficiency of the optimization, and each result has been compared separately.

2. PROCESS DESIGN

2.1. Process Specification. To better identify the most economical DWC, a real working condition from an SM separation unit in a PO/SM plant in southern China was selected as the source. The specific composition of the feed is exhibited in Table 2.

The product (SM) extraction was kept consistent for all scenarios during the optimization process to ensure the rigor of the various compared strategies. At the same time, the mass fraction of SM was set to 99.7% according to product quality, and the concentration of EB in the product was less than 100 ppm. The EB/SM column was operated under high vacuum conditions with a low-pressure drip tray to suppress the SM polymerization. The vacuum system was realized as a separate package in the original process. In the original design data, the top stage pressure for the two columns was 14.67 kPa (absolute). Thus, the pressure of the column was set to 14.67 kPa in all configurations. Instead of using the column operating pressure as an optimization variable, we focused on the impact of tray distribution and feed position on economic efficiency in this study. Cooling water at 30–40 °C served as the cold utility, and medium-pressure steam at 5 bar served as the hot utility.

All the process simulations were performed in the Aspen Plus V11.0 environment with the Peng–Robinson thermodynamic model.

2.2. Process Configurations. 2.2.1. Configuration 1: CDiC. CDiC has been leveraged to separate EB, SM, and heavies in the actual process in recent years. As shown in Figure 1, the number of trays in the distillation and fractionation sections (NT1, NT2, NT3, and NT4) and the RR of the two columns (RR1 and RR2) were selected as optimization variables, using design specifications in Aspen Plus to ensure a product mass fraction of 99.7% while fixing the flow rate of the three product streams to be consistent with the actual process. The CDiC was used as the baseline configuration for comparison with other configurations.

2.2.2. Configuration 2: Wright’s DWCFTC. FTC, which is the most traditional type of DWC, was constructed by inserting a divided wall into the tower’s interior. In the cross-sectional view, the divided wall was “suspended” inside the tower and did not intersect with the top and bottom of the tower. The mixture ABC was fed from the left side of the divided wall and was roughly divided into two streams (liquid AB and vapor BC). These two streams crossed the divided wall. We finally obtained A in the condenser, C in the reboiler, and B from the right side of the divided wall.

The superiority of FTC over CDiC in terms of energy and economic savings has been demonstrated in numerous papers, not only by saving a condenser and a reboiler but also by increasing the thermodynamic efficiency of the column. The thermodynamic equivalence of this type of column is revealed in Figure 2. The flow rates of the three product streams are aligned with the baseline. The number and distribution of trays (NT1, NT2, NT3, NT4, NT5, and NT6), RR, gas-phase distribution
flow rate (Vapor), and liquid phase distribution flow rate (Liquid) are selected as optimization variables.

2.2.3. Configuration 3: Agrawal’s Side-Stripper DWC. Despite the fact that FTC shows significant advantages over CDiC in terms of economic and energy consumption, it has a fatal flaw in operation. When the divided wall position is fixed, the gas-phase distribution ratio is also determined, which is a crucial variable in the column design. As a result, the lack of an effective control scheme has been one of the constraints in the large-scale industrialization of FTC.

The divided wall can be extended to the bottom of the tower to solve this problem, while another reboiler can be added. In that case, the amount of rising steam on either side of the wall can be determined by varying the heat load of the two reboilers, which is mostly at the expense of thermal efficiency but significantly enhances the robustness of the equipment. This equipment is named the side-stripper DWC, which was synthesized by Agrawal et al. in 2001.26 The actual equipment model of Agrawal’s side-stripper (ASS) and its thermodynamic equivalent can be observed in Figure 3. Mass and energy exchange can occur only above the divided wall. Similar to FTC, the number and distribution of trays (NT1, NT2, NT3, NT4, and NT5), RR, gas-phase distribution flow rate (Vapor), and liquid-phase distribution flow rate (Liquid) were selected as optimization variables.

2.2.4. Configuration 4: Madenoor Ramapriya’s DWC. Granted that ASS is beyond the limitation of the FTC in terms of control scheme, it still has a strict demand for the relative volatility of the components to be separated. The left side of the divided wall takes up too much of the separation duty. More theoretical stages are often required to ensure the purity of the heavy component extracted from the left reboiler.

The pure heavy component can be directly obtained if the mixture from the left reboiler is sent to the right side for separation. The corresponding DWCs were synthesized by Madenoor Ramapriya et al.27 As shown in Figure 4, a reboiler substitutes a thermal coupling in the Madenoor Ramapriya’s DWC (MR) compared to the FTC. Although fluid transfer costs rise in MR, improvements in operability make it highly attractive for new applications. The same variables (NT1, NT2, NT3,
NT4, NT5, NT6, RR, Liquid, and Vapor) were chosen for optimization as FTC and ASS.

2.2.5. Configuration 5: Agrawal’s Liquid-Only Transfer DWC. In MR, all of the left reboiler extraction was sent to the right side of the divided wall for clear separation. The thermal efficiency of MR was improved compared with that of ASS but was still lower than that of FTC. A new fully thermally coupled model can be obtained by shifting the extraction position on the left side of MR upward, as revealed in Figure 5. Agrawal’s liquid-only transfer (ALT) converts a complete thermal coupling in the FTC to a liquid transfer without increasing too much cost of equipment and losing additional thermal efficiency. The choice among FTC, ASS, MR, and ALT requires a compromise between heat consumption and economic losses.

3. OPTIMIZATION DESIGN

3.1. Framework Design. Three elements need to be identified to solve optimization problems: variables, constraints, and the function (objective).

The variables are specified in Section 2.2. Although each configuration variable differs slightly in form, they are essentially
the number and distribution of trays (NT1, NT2, ...), the fluid distribution flow rate (Liquid, Vapor), and RR. Some of these variables are discontinuous integers, and some are continuous real numbers.

The three products need to be of the same quality, while the purity of the main product, SM, was 99.7%. All configurations were fairly compared under this baseline. The constraint can be mathematically expressed as:

\[ \text{TAC} = \text{f}(\text{number of stages, condenser duty, reboiler duty, reflux ratio, ...}) \]  

(1)

Some of these parameters are variables, and others need to be calculated by the process. After assigning all the variables and setting the data in Aspen, Aspen offers the remaining parameters. As shown in eqs 3 and 4, we can then assume that all the parameters required by the TAC are supplied by a black-box function named "Aspen".

\[ \text{TAC} = \text{Aspen}(\text{NT1, NT2, ...}) \]  

(3)
Table 3. Basis of Economics

| parameter    | formulas or data | units  |
|--------------|------------------|--------|
| Column       |                  |        |
| $\theta$     | 1.1              |        |
| $H$          | $(NT2) \times 1.2 \times 0.61$ | m      |
| $C_{col}$    | $17,640 \times D^{0.866} \times H^{0.802} \times \theta$ | $/$    |
| $C_{rev}$    | $D^{1.55} \times (NT-2) \times 229$ | $/$    |
| Condenser    |                  |        |
| $U$          | 0.852            | kW/m²/K |
| LMTD         | 15               | K      |
| $A_e$        | $Q_e/U/LMTD$     | m²     |
| $C_{mec}$    | $7296 \times A_e^{0.65}$ | $/$   |
| CW           | 0.354            | $/$/GJ |
| $C_{con}$    | $Q_e \times CW$  | $/$    |
| Reboiler     |                  |        |
| $U$          | 0.568            | kW/m²/K |
| LMTD         | 20               | K      |
| $A_e$        | $Q_e/U/LMTD$     | m²     |
| $C_{mec}$    | $7296 \times A_e^{0.65}$ | $/$   |
| MP           | 8.22             | $/$/GJ |
| $C_{reb}$    | $Q_e \times MP$  | $/$    |
| Vacuum system|                  |        |
| $V_e$        | $D^{3} \times H \times 0.785$ | m³    |
| $M$          | $5 + (0.028 + 0.03088 \times \ln(760^{3}) \times P)0.0005733 \times \ln(760^3 \times P)^{2}$ | $(V_e/0.0283168)^{0.66}$ |
| $C_{ex}$     | $1640 \times (M/P/760^{3})^{0.41}$ | $/$ |

Table 4. Independent Variables of the FTC Model

| variable name | number of variables |
|---------------|---------------------|
| feed flow rate| 1                   |
| feed composition | 6               |
| feed temperature | 1              |
| feed enthalpy  | 1                   |
| distillation flow rate | 1               |
| side stream flow rate | 1     |
| gas- and liquid-phase distribution ratio | 2 |
| pressure of each tray | NT1 + NT2 + NT3 + NT4 + NT5 + NT6 |
| temperature of each tray | NT1 + NT2 + NT3 + NT4 + NT5 + NT6 |
| gas- and liquid-phase flow rate of each tray | 2 × (NT1 + NT2 + NT3 + NT4 + NT5 + NT6) |
| gas- and liquid-phase composition of each tray | 2 × 6 × (NT1 + NT2 + NT3 + NT4 + NT5 + NT6) |
| enthalpies of gas and liquid phases for each tray | 2 × (NT1 + NT2 + NT3 + NT4 + NT5 + NT6) |
| phase equilibrium constants for each tray | 6 × (NT1 + NT2 + NT3 + NT4 + NT5 + NT6) |
| number of theoretical trays | 6 |
| condenser and reboiler heat duty | 2 |
| total | 21 + 24 × (NT1 + NT2 + NT3 + NT4 + NT5 + NT6) |

\[
\text{TAC} = f[\text{Aspen(NT1, NT2, ...)}] = g(NT1, NT2, ...)
\] (4)

Eq 4 is a very complex nonlinear function. In this analysis, we abstracted the DWC optimization problem to a Mixed-Integer Nonlinear Programming (MINLP) problem, which can be mathematically expressed as eq 5. As shown in eq 5, TAC($x_1, x_2, ..., x_n$) describes the optimization objective, and $g(x_i)$ describes the equation constraints as shown in eq 1. $x_i^L$ and $x_i^U$ describe the upper and lower bounds of the variables, respectively, and $Z$ refers to the set of integer variables.

\[
\min \text{TAC}(x_1, x_2, ..., x_n)
\]

\[
g(x_i) = b_i
\]

\[
x_i^L \leq x_i \leq x_i^U
\]

\[
x_i \in Z \forall i \in Z
\]

As shown in Figure 6, the main function generates the initial values of the variables and then assigns the variables to the Aspen software for process calculation. Aspen transfers the calculated equipment parameters and operating parameters to the TAC calculation function. The TAC calculation function returns the calculation results together with the initial values of the variables to the optimization function, which evaluates the results of the TAC calculation and transfers the next generation of variable values via the main function to the TAC calculation function. The next generation of variable values is then transferred to Aspen for the next generation of calculations.

3.2. TAC. As shown in eq 6, OPEX is the operational expenditures (US$/year), CAPEX is the capital expenditures (US$/year), PBP is the payback period, and PBP of 3 years for capital investment is the initially considered parameter.

\[
\text{TAC} = \text{OPEX} + \text{CAPEX}/\text{PBP}
\] (6)

Here, OPEX includes hot utility ($Q_h$) for the reboiler and cold utility ($Q_c$) for the condenser; in this case of optimization,
distillation operation at external pressures (<10 kPa) is required to prevent SM self-polymerization at high temperatures, so the operating costs of the vacuum system \( (Q_v) \) are also an aspect that cannot be ignored.

The CAPEX calculation is relatively simple, that is, the construction costs of the distillation column, condenser, reboiler, and vacuum system. It is worth mentioning that the CAPEX for the distillation column includes both the main column cost and the tray cost.

The relationship between the cost of each component and the values of the operating and equipment parameters is revealed in Table 3.

Table 3 summarizes economic parameters and formulas for the separation system.

The CAPEX mainly considers the column shells \( (C_{col}) \), trays \( (C_{tray}) \), reboilers \( (C_{hexr}) \), condensers \( (C_{hexc}) \), and vacuum systems \( (C_{vs}) \).

The cost of column shells and trays is a function of both the column height \( (H) \) and tower diameter \( (D) \). Different compositions lead to different factors for the cost of column shells \( (\theta) \). For compositions with close boiling points, \( \theta \) takes the value 1.1.

Both condensers and reboilers are heat exchangers, and their costs are calculated in almost the same way, as a function of the heat exchange area \( (A_c) \) and \( (A_r) \). The heat exchange area can then be determined by heat duty \( (Q_c \text{ and } Q_r) \), the overall heat-transfer coefficient \( (U) \), and the logarithmic mean temperature.
Figure 8. Flowchart of the chaos differential evolution algorithm. Rand(a,b) means to take a random number between a and b, and Randi(a) means to take a random integer between 1 and a.
difference (LMTD). For condensers, LMTD takes the value 15 °C, and for reboilers, 20 °C.

Vacuum systems are an uncommon piece of equipment, but for styrene, which tends to self-polymerize at high temperatures, vacuum distillation is the process that must be adopted. The cost of the vacuum system is related to the volume of the tower ($V_t$) and the operating pressure ($P$), which can be related as a factor ($M$), making the formula simpler.

OPEX includes the hot utility ($C_{reb}$) for the reboiler and the cold utility ($C_{con}$) for the condenser. Strictly speaking, a certain amount of steam is also required for the operation of the vacuum system, but the amount of steam used for this is much less than that for the two utilities mentioned above, so we ignore it in our calculations. The utility calculation is very simple; just multiply the unit price by the heat duty. The specifications for cooling water (CW) and steam (MP) are the same in all configurations and therefore the unit prices are the same.30

3.3. Degrees of Freedom and Optimization Variables. Determination of the number of independent variables (degrees of freedom) for chemical engineering objects can be viewed as a separate area of chemical engineering science. This area is very important for the design and optimization of technological complexes.

Based on basic mathematical principles, a system of equations consisting of $n$ independent equations can and can only be solved for $n$ variables. When the number of independent equations is greater than the number of variables, the system of equations will have multiple solutions. The difference between the number of variables and the number of independent equations is therefore the degrees of freedom of the model.31 If the number of variables is $m$, the number of independent equations is $n$, and the degrees of freedom is $f$, then the mathematical relationship can be expressed as eq 7

$$f = m - n$$

(7)

In the following, we analyze the number of variables, the number of independent equations, and the degrees of freedom of the specific FTC model as an example.

The top-stage pressure, the composition flow rate and state of the feed stream, the distillation flow rate, and the side stream flow rate are all given variables.

The independent variables for the FTC model with six components are enumerated in Table 4.

The independent equations of the FTC model are enumerated in Table 5.

For the FTC model with six components, the degrees of freedom can be calculated using eq 8

$$f = m - n = 20$$

(8)

Table 6 shows the independent variable scheme for the FTC model.

The top-stage pressure, the composition flow rate and state of the feed stream, the distillation flow rate, and the side stream flow rate are all given variables. Thus, the final number of optimized variables is 9.

The number of independent equations, the number of variables, the degrees of freedom, the number of optimization variables, and the selection of optimization variables for five process configurations are shown in Table 7.

3.4. Optimization Algorithm. Optimization is a field of applied mathematics that involves finding the extreme value of a function in a defined domain based on various restrictions of the important variables. Historically, optimization techniques first appeared in problems related to the logistics of people and transport management. Typically, these problems were modeled as finding the minimum cost provided such that all constraints were satisfied. However, as optimization problems become more and more complex, the variables change from linear to nonlinear and from continuous real numbers to discrete integers. The optimization objective also changes from linear to nonlinear functions, even in equations and their complex non-differentiable functions. The generalized MINLP problem has not been solved by a universal polynomial-time algorithm.32,33

Hence, common search algorithms are applied to find a better solution in the defined domain of given variables when the state space is not large. However, the search algorithm efficiency will substantially decline when the state space is vast and not predicted. It is too inefficient to complete the optimization task where heuristic search algorithms come into play.

The heuristic search algorithms evaluate each position in the state space before each generation of calculation. Therefore, a large number of unnecessary search paths can be omitted. Different evaluation methods cause different results.

Common heuristic search algorithms include ant colony (AC),34 simulated annealing (SA),35 and DE algorithms.36,37

3.4.1. Differential Evolution Algorithm. The DE algorithm is mainly utilized to solve global optimization problems, and its main working steps are the same as those of other evolutionary algorithms. Figure 7 illustrates a basic DE algorithm flow. The basic idea of the algorithm is to start with a randomly generated initial population, using the difference vector of two randomly selected individuals from the population as the source of random variation for the third individual, weigh the difference vector, and sum it with the third individual according to specific rules to produce a mutated individual. The variant is then mixed with a predetermined target individual to create a test individual, a process known as crossover. If the fitness value of the test individual is better than that of the target individual, the test individual will replace the target individual in the next generation. Otherwise, the target individual remains the same. In each generation of evolution, each body vector is used as the target individual once, and the algorithm iterates through the computation, keeping the suitable individuals and eliminating the poorly performing ones, guiding the search process toward a global optimization solution.

3.4.2. Chaos and Random. The initial values of variables in the DE algorithm are generated randomly according to a uniform distribution. The initial values and iterative process developed by this method are not ergodic, which results in the cruising efficiency of the algorithm, strongly dependent on the initial values. The algorithm needs to find an optimum with the traversal of the initial values.38

Chaos theory represents the interplay among bifurcation and periodic and non-periodic motions in a nonlinear system, leading to non-periodic and ordered movements under specific parameters.39–41 According to the law, chaotic variables can pass through all states of existence within a given category without repeating themselves. Due to the ergodic nature of chaotic variables, the chaotic search can escape locally optimal solutions compared to random search, so it is widely employed in optimization problems. A chaotic map represents some chaotic behaviors, and some standard chaotic maps are logistic map,42 sinusoidal map,43 ‘tent map’, and piecewise map.44

Logistic map, also known as single-peaked map, is a quadratic polynomial map often leveraged as a typical example of how complex, chaotic phenomena can arise from elementary
nonlinear dynamic equations. It can be mathematically expressed as

Other common chaotic sequence generation algorithms are shown in Table 8.

3.4.3. Chaos Differential Evolution Algorithm. Here, we chose the population size NP = 60, the variation factor CR = 0.5, and the generation of iterations Gmax = 400 as optimization parameters.

A chaotic sequence was generated for the differential weight parameter F to ensure the ergodicity of the variation. Different chaotic sequences were compared according to their optimization speed to derive a suitable chaotic sequence for this problem. Therefore, when designing the optimization algorithm, we introduced multiple chaotic sequences under the same configuration for a cross-sectional comparison.

Figure 8 shows the algorithm’s specific arithmetic process for eq 9.

\[ z(i + 1) = f(z(i)) \]  

Different \( f(x) \) corresponds to different chaotic sequences. In particular, \( f(x) = c, c \in [0,1] \) means a standard DE algorithm DE. We chose the standard DE algorithms, logistic map chaos differential evolution algorithm (LMCDE), Gauss map differential evolution algorithm (GMCD), and sinusoidal iterator chaos differential evolution algorithm (SICDE) for comparison. The corresponding \( f(x) \) for these algorithms is shown in Table 3.

4. RESULTS AND DISCUSSION

4.1. Process Optimization Results. First, we simulated a CDiC process with the original design data. The simulation results were compared with the design data for the following parameters: the temperature at key locations, heat duty of condenser and reboiler, and RR of the columns. Table 9 shows the results of the comparison in detail.

| Column Parameters | CDiC1 | CDiC2 |
|-------------------|-------|-------|
| Number of stages  | 118   | 118   |
| Feed stage        | 57    | 57    |
| Distillate rate (kg/h) | 2202.36 | 2202.36 |
| RR                | 106.00| 102.46|
| Top-stage temperature (°C) | 74.50 | 76.06 |
| Bottom-stage temperature (°C) | 99.60 | 97.55 |
| Condenser duty (GJ/h) | 81.52 | 83.26 |
| Reboiler duty (GJ/h) | 88.56 | 90.71 |
| Number of stages  | 70    | 70    |
| Feed stage        | 42    | 42    |
| Distillate rate (kg/h) | 59620.2 | 59620.2 |
| RR                | 1.41  | 1.40  |
| Top-stage temperature (°C) | 84.50 | 84.29 |
| Bottom-stage temperature (°C) | 138.20 | 135.34 |
| Condenser duty (GJ/h) | 54.65 | 54.62 |
| Reboiler duty (GJ/h) | 58.10 | 54.19 |

The simulated results fit the design data well, with most of the parameters having a tolerance of less than 3%. The reason for the higher tolerance in the CDiC2 reboiler is that some heavy oils are removed from the feed flow composition. The results of the Peng–Robinson thermodynamic model selected for the simulations are reliable.

The process parameters optimized for the five types of configurations optimization are exhibited in Figure 9. As observed from the optimization results, the improvement in thermal efficiency can significantly reduce the theoretical stages and the utility duty, resulting in economic and energy advantages.

Figure 10 shows the cost proportion of each equipment and system in CAPEX and OPEX, as well as the ratio of these two in TAC. In CAPEX, a more significant proportion is taken up by the cost of the tower, while in OPEX, the economic cost is almost determined by the energy consumption of the reboiler. Because OPEX accounts for the majority of the TAC, we can assume that the key to the optimization mainly depends on the degree of optimization of the reboiler heat load.

Table 10 exhibits a more precise analysis in conjunction with the economic indicators demonstrated. As the type with the highest degree of thermal coupling, the FTC tower is only 73.63% and 79.82% of the CDiC in terms of CAPEX and OPEX, respectively, saving more than 20% of the cost. Thus, the superiority of thermal coupling in a distillation tower process design is further demonstrated. Compared with the results of Li’s experiment in 2019,20 which constructed a complex DED–SHRT process with a 28% saving in TAC, the results of our optimization are considered credible and exceptional.

Somewhat unexpectedly, the optimization results of ASS are much less favorable than those revealed by CDiC, especially with a 26.34% increase in OPEX. A hypothesis for explaining this result is that the boiling points among EB, SM, and heavies are close to each other, especially the tiny difference between EB and SM. Therefore, ASS1 takes only a minimal amount of the separation between EB and SM, resulting in the ASS2 tower being overloaded with the separation task. Instead of reducing the SM back-mixing, the gas–liquid exchange between the two parts further aggravates it.

MR optimization resulted in a slight improvement (~3%) over CDiC. The possible reason is that this set of CDiC process parameters has been optimized for many years and is in a relatively good operation state. Another explanation is that the structure of MR is similar to CDiC, except that the upper space of MR2 replaces the condenser of MR1.

In 2012, Nikachević et al. presented a view that process intensification reduces the number of control degrees of freedom of a process.46 Furthermore, they argued that the number of degrees of freedom directly relates to decrease in actuation options. In 2015, Baldea led to the first rigorous justification for existing empirical arguments concerning the loss of control degrees of freedom caused by process intensification.47 Therefore, we can consider the number of degrees of freedom to be a measure of the operability of similar models. Degrees of freedom of four different DWC configurations have been listed in Table 7. Consequently, based on the operability analysis, ALT is better than FTC and MR, while ASS is the worst option. Unfortunately, operability cannot be measured quantitatively in the same way as economics. Further research in the future could concretely demonstrate the difference in operability by way of dynamic simulations.

As mentioned earlier, MR is thermodynamically closer to CDiC, while ALT is thermodynamically closer to FTC. ALT transforms a full thermal coupling of FTC into a liquid transport across the divided wall. Therefore, it is expected that the...
Figure 9. Optimum (a) CDIC, (b) FTC, (c) ASS, (d) MR, and (e) ALT configurations. $Q_c$ is the heat duty of the condensers, and $Q_r$ is the heat duty of the reboilers.
optimization of ALT is roughly half that of FTC (10.14%). Except for ASS, FTC, MR, and ALT achieved some optimization improvements. FTC achieved the most impressive results. Nevertheless, its shortcomings in degrees of freedom and operability cannot be ignored. MR made minimal progress, and ALT gave the most counterbalanced optimization solution due to its economic efficiency and operability advantages.

4.2. Algorithm Comparison Result. Figure 11 exhibits the optimization trajectory produced by our four similar optimization algorithms for the most complex structure of the ALT tower. The number of generations that reached the minimum TAC for each algorithm is marked by data points in the same color. The optimization trajectory is expected to be a smoother curve similar to GMCDE and SICDE, which means that the optimization process can steadily jump out of a locally optimal solution. As we have suggested, if the variational parameters are simply random values generated by a uniform distribution, the optimization trajectory is expected to be more extended and plateau-like. In contrast, a more extended plateau appears for the indicated DE line. As we have suggested, if the variational parameters are simply random values generated by a uniform distribution, the optimization trajectory is expected to be more extended and plateau-like. In contrast, a more extended plateau appears for the indicated DE line.

Table 10. Economic Results for the CDiC, FTC, ASS, MR, and ALT Designs

|        | CDiC  | FTC   | ASS   | MR    | ALT   |
|--------|-------|-------|-------|-------|-------|
| NT1    | 57    | 11    | 31    | 37    | 59    |
| NT2    | 61    | 37    | 24    | 11    |       |
| NT3    | 42    | 29    | 46    | 26    | 11    |
| NT4    | 28    | 48    | 15    | 38    | 35    |
| NT5    | 9     | 41    | 40    |       |       |
| NT6    | 9     | 41    | 16    | 11    |       |
| NT7    |       |       |       | 40    | 11    |
| RR1    | 102.46| 149.30| 253.43| 183.21| 189.38|
| RR2    | 1.40  |       |       |       |       |
| $c_{col}$ | 10^8$ | 4.66  | 3.61  | 4.50  | 4.80  |
| $c_{cof}$ | 10^8$ | 0.34  | 0.26  | 0.34  | 0.35  |
| $c_{cost}$ | 10^8$ | 1.68  | 1.22  | 1.73  | 1.40  |
| $c_{cost}$ | 10^8$ | 2.07  | 1.37  | 2.44  | 2.00  |
| CAPEX  | 10^8$ | 8.76  | 6.45  | 9.01  | 8.56  |
| $c_{ex}$  | 316.46| 289.95| 267.53| 316.46| 307.36|
| $c_{col}$  | 1370.56| 1359.47| 1059.47| 1781.12| 1306.62|
| $c_{cof}$  | 48.84  | 42.82  | 73.45  | 53.19  | 55.19  |
| OPEX    | 10^8$ | 1718.36| 1369.83| 2171.03| 1667.16|
| TAC     | 10^8$ | 16.67  | 13.11  | 20.37  | 16.19  |

Figure 11. Comparison of the different algorithms.
distribution, then there will be a risk of falling into a luck-based optimization process, with the ability to jump out of the local optimum depending on probability or a large-scale computational method.

Computation time is an important metric to evaluate the performance of an algorithm. However, for algorithms such as DE, which specify the generations, the running time of the full program does not allow for an accurate comparison among different algorithms. Replacing the full-program computation time with the computation time when the optimum point is touched is a fairer solution. The computation time of the program is listed in Table 11.

The results fully justify the necessity of introducing variables with iterative properties. Even for the most basic chaotic sequential logistic map, the variables generated can significantly improve the optimization efficiency, demonstrating the superiority of chaotic differential evolutionary algorithms.

5. CONCLUSIONS

This study focuses on the EB/SM separation unit based on the PO/SM production process, which has high energy consumption and poor economic efficiency and proposes a DWC optimization method. This process is followed by an analysis of different types of DWC and a systematic investigation of thermal efficiency and operability.

A heuristic search algorithm is then adopted to search for economically optimal operating points for different DWCs. In response to the defects of the DE algorithm to generate algorithm ergodic parameters, chaotic sequences are proposed to improve optimization efficiency.

TAC is used to measure economics, while degrees of freedom are used to assess operability. The final FTC exhibits the best economic efficiency (−21.36%), while the ALT retains a significant portion of the financial savings (−10.14%) with a substantial improvement in degrees of freedom and operability. In addition, the concrete operational and control issues of the optimal configuration are worth further exploration with dynamic simulation in future research.

This article introduces DWC to the PO/SM process for the first time based on actual industrial design data. The simulation results are highly achievable and have a potential application in guiding the pilot scale-up directly. It also focuses on the operational difficulties of the DWC and aims to balance economic efficiency and operability, providing a practical idea for distillation optimization.
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■ NOMENCLATURE

A
condenser heat exchange area ($m^2$)
A
reboiler heat exchange area ($m^2$)
C
cost of tower vertical vessels ($$)
C
cost of condensers ($$)
C
cost of cold utility ($$/h)
C
cost of hot utility ($$/h)
C
cost of reboilers ($$
C
vaccum system cost ($$/h)
C
unit price of cooling water ($$/GJ)
F
mass flow rate of EB product flow (kg/h)
F
mass flow rate of heavies' product flow (kg/h)
F
mass flow rate of SM product flow (kg/h)
H
height of the tower (m)
Liquid
mass flow rate of liquid transmission
LMTD
limited minimum temperature difference
M
vacuum system cost factor
MP
unit price of middle pressure steam ($$/GJ)
NT
total number of trays
NT
the number of trays in area 1
NT
the number of trays in area 2
NT
the number of trays in area 3
NT
the number of trays in area 4
NT
the number of trays in area 5
NT
the number of trays in area 6
NT
the number of trays in area 7
NT
the number of trays in area 8
RR
reflux ratio
SM
mass fraction of styrene in SM product flow
θ
tower vertical vessel cost factor
U
heat transfer coefficient
V
mass flow rate of vapor transmission
V
volume of column ($m^3$)
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