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Abstract

We propose a simple definition of an explanation for the outcome of a classifier based on concepts from causality. We compare it with previously proposed notions of explanation, and study their complexity. We conduct an experimental evaluation with two real datasets from the financial domain.

1 Introduction

Machine-learning (ML) models are increasingly used today in making decisions that affect real people’s lives, and, because of that, there is a huge need to ensure that the models and their decisions are interpretable by their human users. Motivated by this need, there has been a lot of interest recently in the ML community in studying Interpretable models \cite{18}. There is currently no consensus on what interpretability means, and no benchmarks for evaluating interpretability \cite{5, 10}. The only consensus is that simpler models such as linear regression or decision trees are considered more interpretable than complex models like, say, deep neural nets. However, two general principles for approaching interpretability have emerged in the literature that are relevant to our paper. The first is the idea of simplifying the model. Rudin \cite{18} defines explanation as approximating a model so that it becomes interpretable; thus, at a very high level, we will use the term explanation to mean a simple piece of information that helps interpreting a model. Citing Doshi-Velez and Kim \cite{5}:

explanations are ... the currency in which we exchanged beliefs. The second is the idea that a good notion of explanation should be grounded in causality \cite{15}. This idea has frequently been mentioned in the literature, but no consensus exists on how to convert it into a formal definition.

There are two levels at which one can provide explanations \cite{16, 12}. A global explanation aims at explaining the model as a whole, while a local explanation concerns a particular outcome, i.e. a single decision. For example, consider a bank that uses a machine learning model to decide whether to grant loans to individual customers. Then the global explanation concerns the entire model, for example it explains it to a developer or an auditor, while, in contrast, a local explanation concerns a single decision, for an individual customer. For example the customer applies for a loan, the bank runs the model, and outcome is to deny the loan, and the customer asks why? The bank needs to provide an explanation. In this paper we are concerned only with local explanations. We argue that they are of particular interest to the data management community, because they need to be provided interactively, and they often require processing a large amount of data, for example to compare the current customer with the entire population of the bank’s customers.

The golden standard for explanations are black-box explanations \cite{16, 12}, which are independent of the inner workings of the classifier. LIME \cite{16} explains an outcome by learning an interpretable model locally around the outcome; SHAP \cite{13, 12} explains an outcome by modeling it as a Shapley cooperative game and assigning a score to each feature. However, lacking a common benchmark for evaluating the quality of the explanation, researchers are also considering white-box explanations, based on the intuition that knowledge of the inner workings of the model can help better explain a particular outcome. For example, a successful explanation

\footnote{Member of the “Millenium Institute for Foundational Research on Data (IMFD, Chile)”}

\footnote{They attribute this quote to Lombrozo.}
framework has been developed by Chen et al. [3] for the Credit Risk assessment problem, by co-designing the model and the explanation.

The goal of this paper is three-fold. First, we introduce a black-box notion of explanation based on causality. Our definition extends the simplified notion of actual cause and responsibility described in [14] to a new black-box explanation score, called RESP. Unlike SHAP, which is grounded in cooperative games, RESP is grounded in causality. Second, we examine the data-management challenge of computing black box explanations. Both RESP and SHAP explanations require access to a probability distribution over the population. We consider two probability spaces, the product space and the empirical space, and show that computing SHAP is \#P-hard in the former, while RESP is meaningless in the latter. Our finding suggests that future research needs to focus on designing realistic, yet tractable probability spaces, in order to support the efficient computation of black-box explanations. Finally, we conduct an empirical evaluation of the quality of black-box explanations.

We compare both RESP and SHAP to the white-box explanation for the Credit Risk problem [3] and find that RESP is very close to the white-box explanation. On closer inspection of the cases where the two explanations differ reveals that the reason is that the white-box explanation is based only on the current entity, and ignores the population as a whole; in contrast, RESP is based on causality and, thus, takes into account counterfactual outcomes, which can be computed by examining the entire population. We also compare RESP and SHAP on a second dataset (where no white-box explanation is available) and measure their sensitivity to bucketisation.

In this paper we only consider feature-based explanations, which rank the features by some score, representing their importance for a particular outcome. This is similar to previous work on SHAP [13] [12] and to [3]. Feature-based explanations are attractive because they very simple. Other approaches have been proposed in the literature: LIME [16] provides as explanation a simple model learned locally around the outcome, Goyal et al. al. [7] and Ghorbani et al. [6] introduced concept-based explanations, while Khanna et al. [9] provide explanations consisting of items in the training data.

In summary, this paper makes the following contributions:

• We define the explanation problem for a black-box classifier; Sec. 2

• We introduce RESP, a black-box explanation score based on causality. Sec. 3

• We describe the formal connection between RESP and SHAP, showing that, while they are somewhat correlated, they are quite different. Sec. 4

• We establish the computational complexity of RESP and SHAP over two simple probabilistic models of the population. Sec. 5

• We conduct an extensive experimental evaluation. Sec. 6

2 Problem Definition

Fix a set of features \{F_1, \ldots, F_n\}, with finite domains Dom(F_i). We assume to have a classification model denote by \(L\); given values \(x_1, \ldots, x_n\) in the corresponding domains, the classifier returns a value \(L(x_1, \ldots, x_n) \in \{0, 1\}\). The inner workings of the classifier are irrelevant to us. It may be a decision tree, or a boosted model, or a deep neural network, or any other program that given input features, returns a 0 or a 1. We will only assume to have access to a black-box computing \(L\), given values of the features. Our discussion also applies to the case when \(L\) returns a continuous value in \(\mathbb{R}\), but for simplicity we will assume its value is in \(\{0, 1\}\).

We consider the scenario in which \(L\) is applied to an entity \(e\), for example an individual customer petitioning for a loan. We identify the entity by its features, \(e = (x_1, \ldots, x_n)\), and denote the classifier’s output by \(L(e)\). Our goal is to provide an explanation for this output \(L(e)\). Throughout the paper we will assume that the output \(L = 0\) represents the “good” outcome while \(L = 1\) represents the “bad” outcome, for example, \(L(e) = 0\) means that the loan is granted, while \(L(e) = 1\) means the loan is denied. We are mainly interested in explaining the outcome \(L(e) = 1\), but our discussion also applies to entities with the good outcome 0. We consider only feature-based explanations, which assign a score to each feature \(F_i\), and return as explanation the feature with the highest score, or a small set of features with highest scores. For example, if the explanation is the feature \text{NumberOfInquiresLast7Days}, then we would tell the customer “your loan was denied because of the number of inquiries to your credit history in the last 7 days”. Banks often deny loans when there are a large number of recent inquiries to the customers’ credit history, in order to prevent customers from quickly opening multiple credit accounts at independent banks.
In order to produce meaningful explanations, we will assume that, in addition to the current entity \( e \) and the black box classifier \( L \) we also have access to a probability space \( \Omega \) on entities. For example this can be the known distribution of the population of customers applying for loans. A meaningful explanation should be informed by typical customers over that population, as we explain below. We will write \( e \sim \Omega \) to denote the fact that \( e \) is chosen at random from the space \( \Omega \).

In this paper we study two black-box explanation scores. The first is our new proposal, called the \textsc{resp-score}, and is grounded in the principle of \textit{actual cause}. The second score, \textsc{shap-score}, has been proposed recently [13], and is based on the Shapley value of a cooperative game. Both are black-box explanations, in that they are oblivious to the inner workings of the classifier \( L \). We evaluate empirically these two explanations, and compare them to a white-box explanation defined by Chen et al. [3], for a specific classification task.

Throughout the paper we denote the set of \( n \) features by \( \mathcal{F} \). For any subset \( S \subseteq \mathcal{F} \) we denote by \( e_S \) the restriction of an entity \( e \) to the features in \( S \).

### 3 The \textsc{counter-score} and \textsc{resp-score}

We introduce here our novel black-box explanation score, by applying the principle of causal reasoning. Halpern and Pearl [8] give a formal definition of an actual cause, while Chockler and Halpern extend it to degree of causality, called responsibility [4]. Both notions were simplified and adapted to database queries [14]. We review them here, then adapt them to feature-based explanations.

Fix an entity \( e^* \), and assume its outcome is \( L(e^*) = 1 \). A \textit{counterfactual cause} [8, 14] is a feature \( F_i \) and a value \( v \) such that \( L(e) = 0 \), where \( e \defeq e^*[F_i := v] \) is the entity obtained from \( e^* \) by setting \( F_i = v \) and keeping all other values unchanged. Thus, \( (F_i, v) \) is a counterfactual cause, if, by changing only \( F_i \) to \( v \), the outcome changes from 1 to 0, i.e. from “bad” to “good”. Notice that the notion of a counterfactual applies to the pair \((F_i, v)\), i.e. the value is important.

We adapt this notion to define the \textsc{counter-score} of a feature \( F_i \) (without any value). The \textsc{counter-score} is defined as the expected counterfactual causality over the random choices of the values \( v \):

**Definition 3.1.** Fix an entity \( e^* \). The \textsc{counter-score} of a feature \( F_i \) is:

\[
\text{COUNTER}(e^*, F_i) \defeq L(e^*) - E \left[ L(e) e_{\mathcal{F} - \{F_i\}} = e_{\mathcal{F} - \{F_i\}} \right]
\]

Here, the conditional expectation is taken over the random entity \( e \sim \Omega \) conditioned on having the same features as \( e^* \) except for \( F_i \).

To see the intuition behind our definition, fix some value \( v \), and let \( e = e^*[F_i := v] \). If \((F_i, v)\) is a counterfactual cause, then the difference \( L(e^*) - L(e) \) is 1; otherwise the difference is 0. The \textsc{counter-score} is simply the expected value of this difference.

We explain now the importance of the probability space \( \Omega \), over which we take the expectation \( E[...]. Suppose a bank is deciding loan applications for customers in the US. A customer, Alice, was denied the loan, and she asks for an explanation. After examining millions of prior customers, the clerk notices that one customer had exactly the same features as Alice, but was born in Luxembourg, and was granted the loan. Luxembourg is a tiny state in Europe whose population is financially very savvy, which explains why that loan was granted while Alice was denied. Thus, place-of-origin=Luxembourg is a counterfactual cause. However, it is a poor explanation, because it is not representative of the population for Alice. The definition of \textsc{counter-score} takes this into account: \textsc{counter}(Alice, place-of-origin) is very small, because the vast majority of customers identical to Alice except for place-of-origin were also denied the loan application. Thus, our bank will provide Alice with a different explanation, one having a larger \textsc{counter-score}.

It is possible for an entity \( e^* \) to have no counterfactual cause. This happens when, changing any single feature to any other value, the modified entity \( e \) has the same outcome \( L(e^*) = L(e) = 1 \). A pair \((F_i, v)\) is called an \textit{actual cause} with contingency \((\Gamma, w)\), where \( \Gamma \) is a set of features and \( w \) is a set of values, if \((F_i, v)\) is a counterfactual cause for \( e^*[\Gamma := w] \) [8, 14]. In other words, denoting \( e' \defeq e^*[\Gamma := w] \) and \( e'' \defeq e'[F_i := v] \), the pair \((F_i, v)\) is an actual cause for \( e^* \) with contingency \((\Gamma, w)\) iff \( L(e^*) = L(e') = 1 \neq L(e'') = 0 \). For an illustration, suppose Alice is 30 years old and denied the loan. Setting \texttt{NumberOfInquiresLast7Days} = 0 will not change the outcome, however, if Alice where 5 years older, then setting \texttt{NumberOfInquiresLast7Days} = 0 would grant Alice the loan. Thus, \texttt{NumberOfInquiresLast7Days} = 0 is an actual cause with contingency set
The RESP-score is defined as follows. We first try setting $\Gamma = \emptyset$, in which case $\text{RESP}(\mathbf{e}^*, F_i, \emptyset, \emptyset) = \text{COUNTER}(\mathbf{e}^*, F_i)$. If this is non-zero, then its value defines the RESP-score. If it is zero, then we increase $\Gamma$, until we find a contingency such that $\text{RESP}(\mathbf{e}^*, F_i, \Gamma, \emptyset) \neq 0$; this value represents the RESP-score.

4 The Shapley-Score

Motivated by machine learning applications in the medical domain, Lundberg and Lee [13] have proposed the Shapley explanation score of a feature $F_i$, in short SHAP-score. This score is not grounded in causality, but instead it is based on the Shapley value of cooperative games [19, 17]. We review it here briefly.

Fix an entity $\mathbf{e}^*$ and a feature $F_i$. Let $\pi$ be a permutation on the set of features $\mathcal{F}$; in other words, $\pi$ fixes a total order on the set of features. Denote by $\pi^{<F_i}$ the set of features $F_j$ that come before $F_i$ in the order $\pi$; similarly, $\pi^{<F_i} \cup \{F_i\}$ denotes $\pi^{<F_i} \cup \{F_i\}$. The contribution of the feature $F_i$ is defined as:

$$c(\mathbf{e}^*, F_i, \pi) \overset{\text{def}}{=} \mathbb{E}\left[ L(\mathbf{e}) | e_{\pi^{<F_i}} = \mathbf{e}_{\pi^{<F_i}}^* \right] - \mathbb{E}\left[ L(\mathbf{e}) | e_{\pi^{<F_i}} = \mathbf{e}_{\pi^{<F_i}}^* \right]$$

Definition 4.1. Fix an entity $\mathbf{e}^*$. The SHAP-score of a feature $F_i$ is the average contribution of $F_i$ over all permutations $\pi$, in other words:

$$\text{SHAP}(\mathbf{e}^*, F_i) \overset{\text{def}}{=} \frac{1}{n!} \sum_\pi c(\mathbf{e}^*, F_i, \pi)$$

where $n = |\mathcal{F}|$ is the number of features.

The intuition is as follows. Extend the classifier $L$ to entities with missing features, as follows. If $\mathbf{e}_S^*$ is an entity with features $S \subseteq \mathcal{F}$, then define $L'$ to be the expected value over the missing features: $L'(\mathbf{e}_S^*) \overset{\text{def}}{=} \mathbb{E}[L(\mathbf{e}) | e_S = \mathbf{e}_S^*]$. In particular, when all features are missing, then $L'(\emptyset) = \mathbb{E}[L(\mathbf{e})]$, and when all features are present then $L'(\emptyset) = L(\emptyset)$. Consider the following process: we present the features of $\mathbf{e}^*$ to the classifier $L'$ one by one, in some order $\pi$. The output of $L'$ changes, step by step, from $\mathbb{E}[L(\mathbf{e})]$ to $L(\mathbf{e}^*)$. The contribution $c(\mathbf{e}^*, F_i, \pi)$ of the feature $F_i$ represents the amount of change observed when we introduce $F_i$. The SHAP-score simply averages this contribution over all permutations $\pi$.

The appeal of the SHAP-score is that it splits the difference $L(\mathbf{e}^*) - \mathbb{E}[L(\mathbf{e})]$ among the $n$ features $F_1, \ldots, F_n$, in other words:

$$\sum_i \text{SHAP}(\mathbf{e}^*, F_i) = L(\mathbf{e}^*) - \mathbb{E}[L(\mathbf{e})]$$

This follows immediately from the fact that, for any fixed permutation $\pi$, $\sum_i c(\mathbf{e}^*, F_i, \pi) = L(\mathbf{e}^*) - \mathbb{E}[L(\mathbf{e})]$. Several good properties of the SHAP-score are discussed in [12]. However, unlike the RESP-score, there is no [2] contingency sets for causes at the attribute-value level for query answers from databases were defined along similar lines. [3] Shapley scores have been assigned to database tuples to quantify their contribution to query results.
causal semantics associated to the SHAP-score. In particular, it is possible for the SHAP-score of some feature to be \(< 0\), a fact that we observed in our experiments.

We now explain the connection between the SHAP-score and the causality-based scores introduced in Sec. 3. Fix a set \(S \subseteq \mathcal{F} - \{F_i\}\) and define the contribution of \(F_i\) w.r.t. \(S\) as:

\[
c'(\mathbf{e}^*, F_i, S) \overset{\text{def}}{=} E \left[ L(\mathbf{e}) | e_{S \cup \{F_i\}} = \mathbf{e}_{S \cup \{F_i\}}^* \right] - E \left[ L(\mathbf{e}) | \mathbf{e}_S = \mathbf{e}_S^* \right]
\]

For a number \(0 \leq \ell < n\), denote by \(\mathcal{F} - \{F_i\}\) the subsets of size \(\ell\) of \(\mathcal{F} - \{F_i\}\). We define the SHAP-score at level \(\ell\) as

\[
\text{SHAP}(\mathbf{e}^*, F_i, \ell) \overset{\text{def}}{=} \frac{\ell(n-\ell-1)!}{n!} \sum_{S \in \binom{\mathcal{F} - \{F_i\}}{\ell}} c'(\mathbf{e}^*, F_i, S)
\]

It is immediate to check that the SHAP-score is the sum of all \(n\) levels, \(\text{SHAP}(\mathbf{e}^*, F_i) = \sum_{\ell=0}^{n-1} \text{SHAP}(\mathbf{e}^*, F_i, \ell)\).

Using this property, we prove the following connection between the SHAP-score and the causality-based scores:

**Lemma 4.2.** \(\text{SHAP}(\mathbf{e}^*, F_i, n-1) = \frac{1}{n} \text{COUNTER}(\mathbf{e}^*, F_i)\).

The proof follows immediately from the definitions. This “connection” reveals more about how different the RESP- and SHAP-scores are. Level \(n-1\) is only one of the many levels of the SHAP-score, while the RESP-score agrees with the COUNTER-score only when the contingency is empty. Thus, the RESP- and SHAP-scores are derived from different principles (causality and Shapley value respectively) and, while somewhat correlated, have different mathematical definitions.

## 5 Probability Spaces and Algorithms

A key difficulty in computing the RESP- and SHAP-scores consists in defining the probability space \(\Omega\). In practice we do not have access to the population defining \(\Omega\), but only to a sample, for example the training data, or the test data \(T\). The RESP- and SHAP-scores require the computation of many conditional expectations, and it is not possible to estimate them from a sample \(T\). In this paper we propose two simple approaches to defining \(\Omega\), and study how the RESP- and SHAP-scores can be computed in each case.

In this section we assume to have a dataset \(T\) with \(N\) tuples and \(n+1\) attributes, \(F_1, \ldots, F_n, C\), where each row represents an entity \(e\) and \(C\) represents a count, i.e. the number of times \(e\) occurs in the sample. We denote by \(D_i \overset{\text{def}}{=} \Pi_{F_i}(T)\), the domain of the feature \(F_i\). Our goal is to define a probability space \(\Omega\) over \(D_1 \times \cdots \times D_n\) that is a generative model for \(T\), over which we compute the RESP- and SHAP-scores.

### 5.1 The Product Space

Let \(p(F_i = x)\) be the observed marginal probability of the value \(F_i = x\) in the data \(T\). The product space, \(\Omega_P\), is defined by choosing all feature values independently:

\[
p((x_1, \ldots, x_n)) \overset{\text{def}}{=} \prod_i p(F_i = x_i)
\]

The advantage of the product space is that it covers the entire domain \(D_1 \times \cdots \times D_n\), and it preserves the marginal probabilities of each feature. On the negative side, \(\Omega_P\) does not capture any correlations.

**Score Computation Algorithm** We start by showing how to compute the RESP-explanation. For that need to compute the RESP-score of each feature, then return the feature with highest score. For a fixed feature \(F_i\), we start by computing the COUNTER-score, by applying Def. 3.1 directly; we need to perform single scan over the data \(T\) and at most \(|T|\) calls to the oracle \(L\), because:

\[
E \left[ L(\mathbf{e}) | e_{\mathcal{F} - \{F_i\}} = \mathbf{e}_{\mathcal{F} - \{F_i\}}^* \right] = \sum_{x \in D_i} L(\mathbf{e}^* | F_i := x) p(F_i = x)
\]

In practice, most often COUNTER \(\neq 0\) and then this is the RESP-score of the feature. Otherwise, we consider contingency sets of size 1, 2, \ldots until we find a non-zero score. Fig. \[\text{Shapley value}\] sketches this computation for the case when the feature \(F_i\) is \(F_3\), and the contingency set is \(F_1, F_4\).

We now turn to the task of computing the SHAP-score. Unfortunately, the SHAP-score is intractable in this model: we show that it is \(\#P\)-hard, even if the classifier \(L\) is given as a white-box:
and the product space is precisely that in which we want to compute \( p \) scores computation problem to the probability computation problem. Let \( \mathcal{L} \) be any monotone 2CNF for which \( \mathcal{L}(\mathbf{e}) = 1 \), thus \( \mathcal{L} \) is isomorphic to \( 1^{n+1} \). With \( n \) calls to the oracle for SHAP, we can obtain \( p(L) \) as follows: 

\[
p(L) = \mathbb{E}[L(\mathbf{e})] = L(\mathbf{e}^*) - \sum_i \text{SHAP}(\mathbf{e}^*, F_i) = 1 - \sum_i \text{SHAP}(\mathbf{e}^*, F_i),
\]

by \([1]\). Thus, we cannot hope to compute the SHAP-score over the product space \( \Omega_p \). Instead, we consider a second probability space.

### 5.2 The Empirical Distribution

The empirical distribution defined by \( T \) is simply \( T \) itself. In other words, the outcomes with non-zero probability are precisely the tuples in \( T \), and the probabilities are given by their frequencies in \( T \). We denote \( \Omega_E \) the empirical distribution defined by the set \( T \). One advantage of the empirical distribution is that it captures not only the marginal probabilities, but also the correlations between features. One disadvantage of the empirical distribution is that it associates a zero probability to every unseen entity.

**Score Computation Algorithm** We start by describing how to compute the SHAP-score over the probability space \( \Omega_E \), and for that we use Eq. \((2)\). To apply this formula, we compute the conditional expectation

\[
E[L(\mathbf{e})|\mathbf{e}_S = \mathbf{e}_S^*] \quad \text{for each set of features } S \subseteq \{F_1, \ldots, F_n\}.
\]

Each conditional expectation requires a complete pass over the data \( T \), and this becomes impractical when \( n \) is larger than 20 or so. We propose to use an optimization borrowed from the apriori algorithm \([1]\). As the set \( S \) increases, the set of entities \( \mathbf{e} \in T \) that
VALUES := \emptyset
forall non-empty \( S \subseteq \{ F_1, \ldots, F_n \} \), in increasing size:
if \( S \not\in \text{VALUES} \) then
    compute \( V := E[L(e) | e_S = e_S^*] \) (one pass over \( T \))
    insert \((S, V)\) in VALUES
if \( V = 0 \) or \( V = 1 \) then
    forall supersets \( S' \supseteq S \) do:
        insert \((S', V)\) in VALUES.

Figure 2: Computation of the SHAP-score. We show how to compute all conditional expectations \( E[L(e) | e_S = e_S^*] \); these values are then used in Eq. 2. The algorithm computes the conditional for sets \( S \) of increasing cardinality, and inserts the results in VALUES. If some value is either 0 or 1, then all supersets of \( S \) will have the same conditional expectation, and we insert all of them in VALUES.

satisfy \( e_S = e_S^* \) decreases, until it becomes a singleton \( \{ e \} \). At that point, for every superset \( S' \) the conditional expected value is the same \( L(e) \), and hence we can stop increasing the set \( S \). In fact, we can stop even earlier: when all entities in the set \( \{ e \ | \ e_S = e_S^* \} \) have the same outcome \( L(e) \) (either 0 or 1). While the worst case runtime of the algorithm is still exponential in \( n \), in practice this optimization is quite effective and we were able to compute the SHAP-score for up to \( n = 30 \) attributes. We sketch the algorithm in Fig. 2.

While it is possible to compute the RESP-score in this model too, unfortunately this score is meaningless: for most entities \( e^* \) the RESP-score will require a very large contingency set, leading to meaningless explanations. To see the intuition behind this, fix the set \( T \) and consider a new entity \( e^* \), not necessarily in \( T \). For example, \( T \) is our training set, while \( e^* \) is a new, random customer, not present in the training set. In order to have a non-zero RESP-score with empty contingency set, we need to find some entity \( e \in T \) that agrees in all features, except one, with \( e^* \): this is very unlikely given a random choice for \( e^* \). Extending this simple observation we prove:

**Theorem 5.2.** Let \( L \) be any classifier, and let \( T \subseteq D_1 \times \cdots \times D_n \) be a set of size \( N \) that defines the empirical probability space \( \Omega_E \). Fix an integer \( c \geq 0 \). Then, for a randomly chosen entity \( e^* \), the probability (over the random choices of \( e^* \)) that \( \text{RESP}(e^*, F_j, \Gamma) \neq 0 \), for some feature \( F_j \) and some contingency set \( \Gamma \) of size \( \leq c \), is \( \leq N(1 + \sum_j |D_j|)^{c+1}/\prod_j |D_j| \).

**Proof.** If \( \text{RESP}(e^*, F_j, \Gamma) \neq 0 \) for some feature \( F_j \) and some contingency \( \Gamma \), then there must exists two entities \( e', e'' \in T \) such that (a) \( e^* \) and \( e' \) agree on all features except \( \Gamma \), (b) \( e' \) and \( e'' \) agree on all features except \( F_j \), and (c) \( L(e^*) = L(e') \neq L(e'') \). In particular, (a) and (b) imply that \( e^* \) satisfies the following property:

\[ \exists e'' \in T : e^* \text{ and } e'' \text{ agree on all but } c+1 \text{ features} \]  (3)

We claim that its probability is \( \leq N(1 + \sum_j |D_j|)^{c+1}/\prod_j |D_j| \), which proves the theorem. To prove the claim, start by fixing an entity \( e'' \in T \). Consider a set of features \( (F_j)_{j \in J} \), for some set \( J \subseteq [n] \): the probability that a randomly chosen entity \( e^* \) agrees with \( e'' \) on all features except those in \( J \) is \( 1/\prod_{k \in [n] \setminus J} |D_k| = \prod_{j \in J} |D_j|/\prod_{k \in [n]} |D_k| \). By the union bound, the probability that a randomly chosen \( e^* \) agrees with \( e'' \) on any set of features \( J \), with size \( |J| \leq c \), is \( \leq \sum_{J: |J| \leq c} \prod_{j \notin J} |D_j|/\prod_{k \in [n]} |D_k| \leq (1 + \sum_j |D_j|)^{c+1}/\prod_j |D_j| \). Finally, the claim follows from the union bound applied to \( e'' \in T \).

In essence, the theorem says we are very unlikely to find good RESP-explanations using the empirical space. For a concrete example, assume \( n = 30 \) features, each with a domain of size \( |D_i| = 10 \), and a test data \( T \) with \( N = 10000 \) entities. We are interested in the probability that a randomly chosen \( e^* \) has non-zero RESP-score with a contingency set of size \( \leq c \). By the theorem, this probability is \( \leq 10000(1 + 300)^{c+1}/10^{30} \approx 300^{c+1} \cdot 10^{-26} \). When \( c = 8 \), this quantity is 2 · 10^{-5}. It is very unlikely that a randomly chosen entity will have a explanation with a contingency of size 8 or smaller. On the other hand, explanations with contingency sets 8 or larger become meaningless. In other words, the empirical distribution is not practical for computing the RESP-score.

5.3 Discussion

In this paper we will use the marginal probability space \( \Omega_P \) when computing the RESP-score, and will use the empirical probability space \( \Omega_E \) when computing the SHAP-score. We are forced with this choice by our two
Table 1: (left) Features and subscales of the classifier for the FICO dataset. (right) Entity $e$, and the scores, weights, and risk for both the features and subscales that are computed by the classifier for $e$.

6 Experimental Evaluation

In this section, we empirically evaluate the RESP and SHAP-scores on two datasets. First, we consider a FICO dataset and evaluate how the black-box RESP and SHAP-explanations compare to a well-known white-box explanation for FICO data. Then, we consider a Kaggle dataset used to detect credit card fraud, for which the explanations require commonly used data transformations. We evaluate how robust the scores are to these transformations.

Evaluation Setup.

All experiments are implemented in Python 3.7, and performed on an Intel i7-4770 3.40GHz/64bit/32GB with Linux 3.13.0. We use the Pandas library for the data-management optimizations.

For the RESP-score, we restrict the size of the contingency sets to at most 1. If an entity does not have a non-zero RESP-score for contingency sets of size 1, we return no explanation for this entity.

Datasets

We next overview of the two datasets used for the evaluation.

FICO Dataset. We first consider the dataset from the public FICO challenge. The objective of the challenge is to provide explanations for credit risk assessments.

The dataset consists of 23 continuous features and 10,459 entities. The features are shown in the left column of Table 1. The dependent variable RiskPerformance encodes whether the applicant will make all payments within 90 days of being due (good, 0), or will make a payment over 90 days after due (bad, 1). We remove 588 entities from the dataset, for which all values are missing (indicated by the value -9). This is because we cannot provide explanations for entities for which we have no information.

We separate the input dataset into training and test data. The test dataset is a random sample of 1,975 entities (20% of the original dataset). We use the training dataset to learn the prediction model, and the test dataset to evaluate the model and to explain the predictions of the model.

4For details see: https://community.fico.com/s/explainable-machine-learning-challenge
As noted by the FICO community, several input features are monotonically increasing, i.e., the probability of the outcome being bad increases with the feature value.

**Credit-Card Fraud Dataset.** The second dataset we consider is the Kaggle Credit Card Fraud dataset\(^6\) which is used to detect fraudulent credit card transactions. The dataset consists of 284,807 credit card transactions. Each transaction is described by 30 numerical input variables, out of which 28 are normalized and anonymized for privacy reasons. The other two features are *Time* (seconds elapsed between the transaction and the first transaction in the dataset), and *Amount* (the amount of the transaction). The dependent variable takes value 1 in case of fraud, and 0 otherwise. The dependent variable in the dataset is highly unbalanced. Out of all transactions, only 492 transactions are labeled as fraud.

We normalize *Amount* and *Time* with the scikit-learn RobustScaler, and then separate the dataset into training and test data. The test dataset is a random sample of 28,481 entities (10% of the dataset).

### 6.1 Experiments with FICO Dataset

Our first experiment compares the black-box RESP- and SHAP-explanation scores with a white-box explanation score described by Chen et al.\(^3\) specifically for the FICO dataset. We denote this white-box explanation score as FICO-explanation. In order to explain the FICO-explanation, we need to do a rather detailed review of the model used.\(^3\)

**Classification Model.** Our goal was to use the exact model and explanation score in \(^3\), but, unfortunately, the paper does not provide sufficient information to replicate the model, and the online demonstration\(^7\) of the model does not seem to follow the description in the paper. Hence, we re-implemented the model using our best understanding of the description in the paper. Our implementation makes one design choice that differs from the original model: the input features are bucketized features into disjoint ranges, as opposed to overlapping ranges. This ensures that each entity can have at most one explanation per feature, whereas the original model can provide several explanations for a single feature in case the feature value falls into several buckets (c.f., Table 1 in \(^3\)). We next describe the model as we implemented it.

The classifier is a two-layer neural network, where each layer is defined by logistic regression models. A logistic regression model \(LR_\theta(x)\) with features \(x = (x_1, \ldots, x_n)\) is defined by \(n+1\) weights \(\theta = (\theta_0, \theta_1, \ldots, \theta_n)\), where \(\theta_0\) is the bias term of the model. For a given entity with features \(x\), the model computes \(p = \text{sigmoid}(\theta_0 + \sum_{i \in H} \theta_i \cdot x_i)\), which returns a value between 0 and 1. We refer to the outcome of \(LR\) as the probability of risk. The model classifies the entity as a “bad” outcome if the probability of risk is above 0.5.

The model in \(^3\) requires that the continuous input features are bucketized and one-hot encoded. We use exactly the same buckets as \(^3\), and describe them in Appendix A. One-hot encoding turns the bucketized feature values into indicator vectors, with one entry for each bucket, which is 1 if the value is in this bucket, and 0 otherwise. After bucketization an one-hot encoding, the 23 input features become 165 binary features, used by LR.

Next, the binary features are categorized into 10 disjoint groups, each group consisting of all binary features derived from 1-4 input features, called subscales, as shown in Table 1. Features within a group describe a similar or related aspect of an applicant. For example, *MScienceOldestTradeOpen*, *MScienceMostRecentTradeOpen* and *AverageMInFile* are grouped together into a single subscale, *TradeOpenTime*, because they are all related to the number of months that a trade is open.

The first layer of the classifier consists of one logistic regression model for each subscale. Each of these models returns the probability of risk associated with the features in the corresponding subscale. The second layer is defined by a single logistic regression model, whose inputs are the subscale risk predictions of the models in the first layer, and whose output is the prediction of the risk for this entity. The models are trained in the R library *glmnet*, and using monotonicity constraints to model the monotonicity of the input features.

The classification model has an ROC-AUC score of 0.812 and classifies 1020 entities as a high risk applications (label 1). In the following experiments, we focus on explaining these ‘bad’ outcomes.

Table 1 depicts, for illustration of the methodology, the nested structure of the model for one particular entity \(e\) in the dataset. For each subscale \(S\), the LS model is applied to the binary features of that subscale. For example, the first feature In Table 1, *ExternalRiskEstimate*, has value 61, and falls in the first of the 8 buckets (Appendix A), hence the Subscale risk of this subscale is \(\text{sigmoid}(\theta_0 + \theta_1 \cdot 1 + \theta_2 \cdot 0 + \cdots + \theta_8 \cdot 0)\), which is 0.8262 in our example. For another example, the subscale risk of the *Delinquency* subscale is 0.6847. Next, all subscale

---

\(^5\)https://www.kaggle.com/mlg-ulb/creditcardfraud

\(^6\)The online demonstration can be found here: [http://dukedatasciencefico.cs.duke.edu](http://dukedatasciencefico.cs.duke.edu)
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Figure 3: Distribution of the top ranked features for the (left) fico-score, (middle) resp-score, and (right) shap-score. Each bar represents for how many of the 1020 entities was that feature the top explanation. To facilitate comparison, all three bar charts list the features in the same order, which is the decreasing order for the RESP-explanation (middle chart).

Risks become the input to the logistic regression model at the second layer: they are multiplied by the weight of the 2nd layer LS, shown in the column Subscale Weight in the Table, added up and passed through the sigmoid function. This results in the final risk probability of the entity $e$, which in our example is 0.6146; this means high risk, hence $L(e) = 1$ (because the risk is > 0.5). This completes our review of [3]; the detailed description was necessary in our to describe their white-box explanation.

**FICO-explanation.** We next describe the FICO-explanation from [3]. The main idea is the following. For a single regression model, the explanation score of feature $F_i$ is the product $\theta_i x_i$, called feature score. The FICO-explanation computes the top two highest feature scores in the second layer, and for each of them returns the top two feature scores in that group, for a total of maximum four features. For the example in Table 1, the top features are shown in green. For the second layer they are $\text{ ExternalRiskEstimate} = 1.2934$ and $\text{ Delinquency} = 1.7425$. $\text{ ExternalRiskEstimate}$ has a single feature, which is returned as part of the explanation, while for the Delinquency subscale the top two feature scores are $\text{ PercentTradesNeverDelq} = 0.5686$ and $\text{ MaxDelq2PublicRecLast12M} = 1.0046$.

For completeness, we describe now the FICO-explanation in detail. Let $M < 10$ and $N < 4$ be two positive integers (in the experiments $M = N = 2$). For a given entity $e$, the FICO-explanation is computed in four steps:

1. Run the model on $e$ to compute the subscale and final risks, and store the scores for each feature and subscale.

2. Rank the subscales in decreasing order of the subscale scores obtained in Step 1, and keep only the top-$M$ subscales.

3. For each of subscale in the top-$M$, rank its input features in decreasing order of their feature scores, and keep only the top-$N$ (keep all features if there are $< N$).

4. Concatenate the top-$N$ features for each of the top-$M$ subscales, sorting first by the subscale score, then by the feature score. This is the final FICO-explanation ranking.

Using $M = N = 2$ in Table 1 the top-2 subscales are $\text{ Delinquency}$ and $\text{ ExternalRiskEstimate}$, and the top-2 features in Delinquency are $\text{ PercentTradesNeverDelq}$ and $\text{ MaxDelq2PublicRecLast12M}$. Thus, the final FICO-explanation order is: $\text{ PercentTradesNeverDelq}, \text{ MaxDelq2PublicRecLast12M}, \text{ ExternalRiskEstimate}$.

**Experimental Result.** To compare the FICO, RESP, and SHAP-explanations, we compare (1) the distribution of the top explanations for each score, and (2) the average similarity of the top-4 explanations for each entity between all pairwise combinations of the scores. Recall that both RESP- and SHAP-scores are black-box
models: although we used the same classification model as for FICO-explanation, they only use the outputs of the model.

We report on the explanations for the 1020 entities for which the classifier predicts 1, i.e., the ‘bad’ outcome. We use $M = N = 2$ in Steps 2 and 4 of the FICO-explanations. The RESP-score fails to provide explanations for 101 entities, due to the restriction on the size of the contingency set.

Fig. 3 presents the distribution of the top explanations returned by the FICO, RESP, and SHAP-explanations.

The first observation is a reasonable correlation between the FICO-explanation (white-box) and the RESP-explanation (black-box). Their most frequent top is the same, $M_{SinceMostRecentInqexcl7days}$, and there are a few other features that are popular top explanations for both scores.

However, there is an obvious difference with $ExternalRiskEstimate$, which is the second most popular explanation for RESP, yet is never the top FICO-explanation. To understand it, we looked deeper at the data, and illustrate our findings with the example that we chose to show in Table 1. As we saw, the top-2 subscales are Delinquency and $ExternalRiskEstimate$ in this order(!), hence $ExternalRiskEstimate$ will not be the top explanation, instead it will be preceded by the two features in the Delinquency subscale. Thus, although the feature-score of Delinquency is the highest, it ranks lower only because of the specific way the FICO-explanation is ranked, named it is ranked first by the sub-scale score, and then by the feature score. This could be adjusted by tweaking the way one computes the ranking. However, there is a deeper reason why the FICO-explanation fails to report $ExternalRiskEstimate$ as top explanation: it is because the FICO-explanation is based only on the current entity $e$, and ignores other entities in the population. In contrast, the RESP-score is based on causality and considers the entire population of entities. $ExternalRiskEstimate$ is a counterfactual cause of our entity, because by changing its value from 61 to 81 the outcome changes from $L(e) = 1$ to $L(e) = 0$, while neither $PercentTradesNeverDelq$, $MaxDelq2PublicRecLast12M$ nor are causal. The reason why the first is counterfactual while the others are not lies in the weights $\theta_i$ associated to the buckets of these features. The values 61 to 81 lie in buckets 1 and 5 of $ExternalRiskEstimate$ respectively (see Appendix A), and their weights vary significantly: $\theta_1 = 2.9896$ and $\theta_5 = 0$. In contrast, the buckets of $PercentTradesNeverDelq$ and $MaxDelq2PublicRecLast12M$ have weights in a small range $[1.5, 1.9]$, and changing their values is insufficient to change the outcome. The FICO-explanation looks only at the current bucket, and fails to notice that other buckets have significantly different values. In contrast, the RESP-score considers the entire model because it examines the entire population, checking for a counterfactual feature.

In general, we observe that the top FICO-explanations are correlated to the weights in the second layer of the classifier. In fact, the four most common top explanations come from the three subscales with the highest weight (their weights are at least 2.5, c.f. Table 1). Thus, they are more likely to have a high subscale score, and consequently, to be among the top subscales in Step 2 of the FICO-explanation. This also explains why the FICO-explanation is less diverse than the RESP-explanation: it tends to choose features from the same three subscales. We argue that a good diversity is a desired quality of an explanation score: we want to be able to give individualized explanations to the customers, and, assuming all features are relevant to the outcome, we expect a diverse distribution of the top explanation. Of the three graphs in Fig. 3 the RESP-explanation has clearly the most diversity.

Next, we compared the RESP-explanation to the SHAP-explanation, and notice that they are rather distinct. To understand the source of the difference, we focused on the fact that SHAP-score never returns $M_{SinceMostRecentInqexcl7days}$ as the top-explanation, which is the most frequent top-explanation for the other two scores. Recall that the SHAP-score is the sum of $n - 1$ levels, see Eq. (2), and the weights of the levels is an inverse binomial term, $\frac{n!}{(n - \ell)! \ell!}$; thus, most of the mass of the score consists of the first levels $\ell = 0, 1, \ldots$ and the last levels $\ell = n - 1, n - 2, \ldots$ in other words the weights of the middle levels decrease very fast.
After examining the data, we found that, for each value of \( M\text{SinceMostRecentInqexcl7days} \), the distribution of positive and negative outcomes in the test dataset are fairly even. As a result, the first layer of the SHAP-score (\( \ell = 0 \)) is always close to zero. On the other hand, recall from Sec. 5 that for the SHAP-score we are forced to use the empirical probability distribution and, as we argued there, the contribution of the higher levels is zero. This explains why \( M\text{SinceMostRecentInqexcl7days} \) has a very low SHAP-score. We believe that this is an artifact of the empirical probability space that underlies the computation of the SHAP-score, and we conjecture that this phenomenon would not occur if the SHAP-score was computed over more sophisticated probability scores.

Finally, we compare the top-4 explanations for each pairwise combination of the three scores. We assume the top-4 explanations are sets, and do not consider their ranking. We compute two statistics on each entity: (1) the size of the intersection, and (2) the Jaccard coefficient for set similarities.

**Fig. 4** depicts the distribution of the intersection size of the top-4 explanations. For the FICO- and RESP-explanations, we observe that 86.8% of the entities share a common explanation. The remaining cases are mostly entities for which the RESP-score does not provide any explanation, due to the restriction on the contingency set. For the FICO- and SHAP-explanations, 88.5% of the entities share a common explanation. For both comparisons, the number of common explanations is usually less than three. This is not surprising, because the top-4 FICO-explanations must come from the top-2 subscales, whereas the explanations for the RESP and SHAP-scores tend to be more diverse by allowing for explanations from different subscales.

The average Jaccard similarity coefficient for each of the pairwise score comparisons are:

- 0.276 for the FICO and RESP-explanations
- 0.213 for the FICO and SHAP-explanations
- 0.263 for the RESP and SHAP-explanations

The Jaccard coefficients underline our observation from **Fig. 3**: On average the FICO-explanation is more similar to the RESP- than the SHAP-explanation. Overall, there is only a limited overlap of the top-4 explanations for the three scores. We believe that this is due to the different explanation methodologies, and also the differences in the underlying probability space for the RESP- and SHAP-scores.

### 6.2 Experiments with the Kaggle Credit Card Fraud Dataset

We next present our results for the evaluation of the black-box RESP and SHAP-scores on the Kaggle Credit Card Fraud dataset.

**Classification Model.** We use as classifier a logistic regression model. Since the dependent variable in the dataset is highly unbalanced, we trained the classifier over an undersample of the training data, which has an equal distribution of positive and negative outcomes. The classifier labels 846 entities in the original test dataset as fraudulent, which means it misclassifies less than 3% of the entities. This results in an ROC-AUC score of 0.95 on the test dataset.

**Score Computation.** All features in this dataset are high-precision continuous variables, which leads to complications in the computation of the RESP- and SHAP-scores. For the SHAP-score, the issue is that

---

1See [https://www.kaggle.com/janiobachmann/credit-fraud-dealing-with-imbalanced-datasets](https://www.kaggle.com/janiobachmann/credit-fraud-dealing-with-imbalanced-datasets)
conditioning on one feature returns a single entity, and, thus, no representative distribution to compute the expected value over the outcome. For the RESP-score, the feature domains are so large that the score becomes very expensive to compute, especially for non-empty contingency sets.

To mitigate this issue, we bucketize the features into varying numbers of equi-depth buckets. Each bucket is represented by the mean over the values that fall into this bucket. Note that, there is a tradeoff between the number of buckets and the time it takes to compute the score. This tradeoff is reversed for the two scores. For the RESP-score, as the number of buckets increases, the computation time increases. For the SHAP-score, as the number of buckets decreases, the computation time increases. We evaluate how sensitive the two scores are to the number of buckets.

**Evaluation Results.** Fig. 5 presents the distribution of the top explanations for the two scores and varying number of buckets. For the case of 500 buckets, both scores frequently report the variables $V_4$ and $V_{14}$ as top explanations. Beside these two features, however, the distributions are not very comparable. For instance, the third most common top explanation with the SHAP-score is $V_{17}$, which is rarely a top explanation for the RESP-score.

We observe that the distribution of the RESP-score is very consistent when the number of buckets ranges between 10 and 500. The number of buckets do however effect the time it takes to compute the score. On our commodity machine, we computed the RESP-score for 10 buckets in less than 4 minutes (roughly 0.3 seconds per entity), while for 500 buckets it took around 11 hours. This is mostly due to the computation for contingency sets of size 1, which is quadratic in the number of features and domain sizes. For the SHAP-score, however, as the number of buckets increases, the distribution over the features becomes more uniform. This is because as we increase the number of buckets there are, number of entities after conditioning on the feature any feature decreases. The time to compute the SHAP-score ranged from 17 minutes for 5000 buckets to over 16 hours for 500 buckets. We attempted to compute the SHAP-score for 100 buckets, but the experiment took longer than the pre-defined timeout of 24 hours. We conclude that the RESP-score is robust to the bucketization of the features, whereas for SHAP-scores there is a tradeoff between the number of buckets and the ability to attain good explanations.

We further compare the top-4 explanation sets for each entity for both scores and 500 buckets. The majority of the entities (84%) share one or two explanations in the top-4 explanation sets of the two scores, while 10.5% share no explanation. Remarkably, for 75.4% of the entities, the top-explanation for the RESP-score is also one of the top-4 explanations for the SHAP-score. On the other hand, the top explanation in the SHAP-score is one of the top-4 RESP-score explanations for only 67.4% of the entities. Therefore, we conclude that there is some overlap in the scores, but there is only a limited overlap across the top-4 explanations.

7 Discussion

In this paper we introduced a simple notion of explanation, RESP, for a classification outcome, which is grounded in the notion of causality. We have compared RESP to the SHAP-explanation and to a white-box explanation for a specific classification problem. While no benchmarks exists for explanations [5, 10], our empirical evaluation suggests that RESP can provide similar or better quality. Our initial goal of this project was to evaluate the SHAP-score, but we soon ran into difficulties due to its high computational complexity. A polynomial-time implementation is described in [13] but is restricted to decision trees. In contrast, we have shown that its complexity is $\#P$-hard. Because of these difficulties, we proposed the RESP-explanation, based on the simple concept of counterfactual cause, and found it quite natural to interpret its results on real data. On the other hand, our experiments have limited the SHAP-explanation to the empirical distribution. Future work is needed to evaluate SHAP on richer probability spaces.
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A Bucketization for FICO dataset

We illustrate the bucketization of $\textit{ExternalRiskEstimate}$. Its buckets are $[0, 63]$, $[64, 70]$, $[71, 75]$, $[76, 80]$, $[81, \infty]$, $\{-7\}$, $\{-8\}$, $\{-9\}$, where the last three buckets are correspond to special generic values that indicate missing, outdated, or inapplicable records. For the entity in Table 1, $\textit{ExternalRiskEstimate} = 61$ and, after one-hot encoding, this value is represented as the vector $[1, 0, 0, 0, 0, 0, 0, 0]$, because 61 falls into the first bucket.