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Abstract

The prevalent perspectives of scene text recognition are from sequence to sequence (seq2seq) and segmentation. Nevertheless, the former is composed of many components which makes implementation and deployment complicated, while the latter requires character level annotations that is expensive. In this paper, we revisit classification perspective that models scene text recognition as an image classification problem. Classification perspective has a simple pipeline and only needs word level annotations. We revive classification perspective by devising a scene text recognition model named as CSTR, which performs as well as methods from other perspectives. The CSTR model consists of CPNet (classification perspective network) and SPPN (separated conv with global average pooling prediction network). CSTR is as simple as image classification model like ResNet [15] which makes it easy to implement and deploy. We demonstrate the effectiveness of the classification perspective on scene text recognition with extensive experiments. Furthermore, CSTR achieves nearly state-of-the-art performance on six public benchmarks including regular text, irregular text. The code will be available at https://github.com/Media-Smart/vedastr.

1. Introduction

Text is one of the most important carrier of information and knowledge, it can be found almost everywhere in our life such as books, newspapers, road signs, billboards, etc. The objective of scene text recognition (STR) is to translate a cropped text instance image into a target string sequence, which is very useful in a range of applications, such as ID card scan, image-based machine translation, industrial automation, self-driving, to name a few.

With the development of deep learning, a lot of neural network based methods significantly boosted the performance of STR in which two categories can be divided: segmentation-based methods [24] and seq2seq-based methods. Seq2seq-based methods can be roughly classified into CTC-based [13] methods [35, 4, 11], attention-based [2] methods [36, 37, 23, 48], transformer-based [39] methods [34, 45, 29, 22, 3, 47].

Segmentation-based [24] methods usually include two steps: character segmentation, and character recognition. Methods in this category attempt to locate the position of each character on the input text instance image, apply a character classifier to recognize each character, and group characters into text line to obtain the final recognition result.

Seq2seq-based methods recognize the text line as a whole and focus on mapping the entire text instance image into a target string sequence directly by an encoder-decoder framework, thus avoiding character segmentation. This approach contains two stages: image encoding and sequence decoding. In image encoding phase, the input text instance image will be encoded into a feature sequence by Convolutional Neural Network (CNN) [21], Recurrent Neural Network (RNN), transformer [39] encoder or the combinations. The feature sequence then will be decoded by CTC [13], attention based RNN or transformer [39] decoder into text line.

Segmentation-based methods [24] are simple, but they require expensive character level annotations. Many systems based on seq2seq have achieved state-of-the-art performance, however seq2seq-based methods are complex and have a long pipeline.

In addition to above prevalent two perspectives, there are also a minority in the literature which model STR as an image classification problem which can be named as classification-based method. CHAR [17] assumes that there is a maximum number $k$ of characters per word that can be recognized. The body of the CHAR model consists of four convolutional layers and two fully connected layers followed by $k$ independent multi-class classification heads, each of which predicts the character at each position. An end token $\phi$ is introduced to handle the problem that words have variable length which is unknown at test time. The CHAR model is easy to train like an image classification
Classification-based methods [17] are really simple which makes it very attractive. However, CHAR performs badly which leads to few following works from classification perspective [4]. In this paper, we revisit classification-based methods and demonstrate that this perspective can achieve comparable performance with seq2seq-based methods and segmentation-based methods through our carefully designed CSTR.

Specifically, we devise a dedicated prediction network, SPPN (separated conv with global average pooling prediction network), which incorporates global semantic information to implicitly encode character position of text sequence. This design match the mechanism behind classification perspective that i-th classification head predicts i-th character of the word sequence in the input image, where the classification head should know the i characters from the left. SPPN is the key component that makes classification-based methods work better than CTC-based methods with low back-propagating computation burden under the same number of parameters.

Furthermore, we design a new backbone network, CPNet (classification perspective network), which not only improves the network’s ability to focus on important features and suppress unnecessary one but also has larger valid receptive field. This powerful backbone network, which coordinates classification perspective, brings a large improvement for CSTR.

CSTR achieves nearly state-of-the-art performance on a variety of standard scene text recognition benchmarks such as ICDAR03, ICDAR13, ICDAR15, IIIT5k, SVT, SVTP. Our main contributions are highlighted as follows:

- We demonstrate that cross entropy (CE) loss perform better than CTC loss when prediction network is devised properly by thorough experiments.
- We propose a novel method named CSTR which is the first classification-based method on STR that works as well as segmentation-based methods and seq2seq-based methods.
- CSTR achieves nearly state-of-the-art accuracy on benchmarks for scene text recognition.
- The proposed model is as simple as image classification model and effective.

2. Related Work

Over the past few years, the research of scene text recognition has made significant progress with the development of deep learning. In this section, we will review some recent scene text recognition methods, and group the prevalent of them into two categories: seq2seq-based and segmentation-based. Besides, the classification-based methods which are nearly ignored by the community and some popular modules will also be involved.

**Seq2seq-based methods** recognize the text line as a whole and focus on mapping the entire text instance image into a target string sequence directly by an encoder-decoder framework. This approach contains two stages: image encoding and sequence decoding. In image encoding phase, the input text instance image will be encoded into a feature sequence by CNN, RNN, transformer [39] encoder or their combinations. The feature sequence then will be decoded by CTC [13], attention [2] based RNN or transformer [39] decoder into text line.

CRNN [35], one of the first seq2seq-based scene text recognition methods, uses CNN to extract features which
are encoded into a feature sequence by RNN, then CTC [13] is introduced to decode the feature sequence into text line.

The idea of using a recurrent neural network to predict a character sequence has since been extended by various methods that incorporate an attention mechanism [2, 9] into the text sequence decoding [36, 37, 23, 48]. This line of work extracts visual features by a convolutional neural network which is encoded into a feature sequence by a recurrent neural network, then another recurrent neural network equipped with attention mechanism is adopted to decode the feature sequence into text line.

Recently, the structure of transformer [26] has been proposed to capture global dependencies. Transformer has been proved to be effective in many tasks of computer vision [43, 6] and natural language processing [39, 10, 5]. A lot of work [34, 45, 29, 22, 3, 47] incorporates transformer into scene text recognition and achieves good results. They use transformer encoder to encode visual features into a feature sequence which is then decoded into text line by transformer decoder. Seq2seq-based methods are the most popular in scene text recognition community, however they are complex.

Spatial transformer [18] not only selects regions of an image that are most relevant, but also transforms those regions to a canonical, expected pose (horizontally aligned characters of uniform heights and widths) to simplify recognition in the following layers.

The spatial transformer is split into three parts: localisation network, grid generator and sampler. First, a localisation network takes the input image, and outputs the parameters of the spatial transformation that should be applied to the input image. Then, the predicted transformation parameters are used to create a sampling grid, a set of points where the input image should be sampled to produce the transformed output image, which is done by the grid generator. Finally, the input image and the sampling grid are taken as inputs to the sampler, producing the output rectified image sampled from the input image at the grid points.

ASTER [37] adds a spatial transformer before the scene text recognition model to eliminate the negative effects of perspective distortion and distribution curvature which boosts performance on irregular texts. Since the proposal of spatial transformer in [28], spatial transformer has been a default module on scene text recognition [36, 12, 37, 46, 48, 16, 27, 33].

Segmentation-based methods attempt to locate the position of each character on the input text instance image, apply a character classifier to recognize each character, and group characters into text line to obtain the final recognition results. CA-FCN [24] exploits extra character level annotations in addition to the word level annotations to supervise the training process which can overcome the disadvantage of seq2seq-based methods that missing or superfluous characters will cause misalignment between the ground truth strings and the predicted sequences.

While segmentation-based methods are simple, they require character level annotations which are expensive.

**Classification-based methods** model scene text recognition as an image classification problem which is simpler than seq2seq-based methods. Furthermore, classification-based methods don’t require character level annotations like segmentation-based methods, which are hard to obtain.

CHAR [17] assumes that there is a maximum number $k$ of characters per word that can be recognized. The body of the CHAR model consists of four convolutional layers and two fully connected layers followed by $k$ independent multi-class classification heads, each of which predicts the character at each position. An end token $\phi$ is introduced to handle the problem that words have variable length which is unknown at test time. The CHAR model is easy to train like an image classification model, but it has a very low accuracy [4].

In this paper, we delve into classification-based methods and devise CSTR which demonstrates that classification-based methods can perform as well as seq2seq-based methods and segmentation-based methods with simpler architecture and no need for character level annotations. Moreover, CSTR abandons the spatial transformer which simplifies scene text recognition pipeline further more.

### 3. Classification Perspective on STR

Our aim is to design a simple and effective scene text recognition method which can be easily implemented and deployed like CTC which is widely used and practical in production [4, 11].

CTC is a way to get around not knowing the alignment between the input and the output which is an intermediate process. We believe that the intermediate process is not necessary which is elaborated in Section 5.4.1. We model the scene text recognition as image classification problem to avoid the alignment between input and output as is shown in Figure 1.

Borisyuk *et al.* [4] conducted experiments to compare CHAR [17] and CTC which shows that CHAR is inferior to CTC. We argue that CHAR’s bad performance doesn’t imply that classification-based methods can not work well. We propose CSTR, a classification-based method, which achieves comparable performance with seq2seq-based methods and segmentation-based methods.

### 4. CSTR

As is shown in Figure 1, the network architecture of CSTR is as simple as image classification models. It consists of two main parts: backbone network and prediction network. Specifically, the backbone network extracts fea-
tures from an input image and the prediction network uses the features to predict the character at each position.

4.1. Backbone Network

We use ResNet proposed by Cheng et al. [7] as our basic backbone network. For each residual block, we use the projection shortcut (using $1 \times 1$ convolutions) when the dimensions between input and output are different, and use the identity shortcut when they are the same. Due to different modeling method, we have to redesign the backbone network from classification perspective which leads to the birth of CPNet. The detailed architecture of CPNet is shown in Table 1 without FPN.

**Depth, Width and Resolution.** From the point of view of network depth, we deepen stage-3 and stage-4 and insert additional residual blocks in stage-5. With respect to network width, we widen it by 1.5 times. In order to better exploit the model capacity, input image resolution is enlarged from $32 \times 128$ to $48 \times 192$ as described in [38].

**Feature Pyramid Network.** Following Yu et al. [47], we also use FPN [25] to aggregate hierarchical feature maps from stage-3, stage-4 and stage-5 which is illustrated in Figure 2. Thus the output feature map width and height are $1/4$ of the input image, and the channel number is 512.

**CBAM.** Attention [44] has been proved effective in classification. Since our proposed method is based on classification perspective, we insert attention modules [44] in all residual blocks in order to focus on important features and suppress unnecessary ones.

**Semantic-Aware Downsampling Module.** In addition to the above classic modules, we propose the semantic-aware downsampling module (SADM) to reduce discriminative information loss in feature downsampling procedure.

We equip traditional downsampling module with non-local [43] unit which can effectively capture global spatial interaction between features to make the network aware of which features should be discarded and what should be preserved when downsampling. Figure 3 depicts SADM details.

4.2. Prediction Network

A prediction network in CSTR is responsible for predicting the text line from output feature of backbone network. There are many choices of prediction network design. We survey the current popular methods in STR and classification, and design three types of prediction network which are shown in Figure 4.

**Shared conv prediction network** (SHPN) uses a convolutional layer followed with backbone network which is shown in Figure 4(a). If the dimension of the feature from backbone network is $C_{in} \times H \times W$, then the maximum length of prediction word is $W$ in this manner. This prediction network is widely used in CTC based architecture [1, 4].

**Separated conv prediction network** (SEPN) uses separated convolutional layers in parallel after backbone network and we display it in Figure 4(b). If the dimension of the feature from backbone network is $C_{in} \times H \times W$, the number of convolutional layers is $W$. It has the same property like SHPN that it can only predict $W$ length words. Compared with SHPN, SEPN has more parameters.

**Separated conv with global average pooling prediction network** (SPPN) utilizes a global average pooling
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**Figure 2.** The model architecture of FPN.

![Figure 3](image3.png)

**Figure 3.** The model architecture of SADM.

| Stage name | Type / Stride : Filter Shape |
|------------|-----------------------------|
| Stage 1    | $Conv/s1: 1 \times 3 \times 3 \times 48$ |
|            | $Conv/s1: 48 \times 3 \times 3 \times 96$ |
| Stage 2    | $Conv/s1: 96 \times 3 \times 3 \times 192$ |
|            | $Conv/s1: 192 \times 3 \times 3 \times 192$ |
|            | $Pool/s1: 2 \times 2$ |
| Stage 3    | $Conv/s1: 192 \times 3 \times 3 \times 384$ |
|            | $Conv/s1: 384 \times 3 \times 3 \times 384$ |
|            | $Conv/s1: 384 \times 3 \times 3 \times 384$ |
| Stage 4    | $Conv/s1: 1768 \times 3 \times 3 \times 768$ |
|            | $Conv/s1: 768 \times 3 \times 3 \times 768$ |
|            | $Conv/s1: 768 \times 3 \times 3 \times 768$ |
| Stage 5    | $Conv/s1: 768 \times 2 \times 2 \times 768$ |

Table 1. CPNet body architecture. Residual blocks are highlighted with gray background.
layer after backbone network followed by separated convolutional layers. The potential design philosophy of SPPN is to introduce global semantic information to the next stage which has been proved effective by [47]. The architecture of SPPN is illustrated in Figure 4(c).

We implement these three types of prediction network in CSTR respectively. Compared these three types of prediction network, SHPN and SEPN encode the character with positional information explicitly by splitting the input feature into \( W \) features of which dimension is \( C_{in} \times H \times 1 \). Due to we modeling STR from classification perspective, each split feature should contain global semantic information to know the character order in the text line. Nevertheless, restricted by the receptive field and the various distributions of character in image, SHPN and SEPN cannot make sure that the features satisfy the above requirements. However, with global average pooling we can incorporate global semantic information to the feature which implicitly encodes character position of text sequence.

It’s worth noting that we don’t adopt the prediction network used in CHAR[2], which used several fully connected layers in prediction network. The fully connected layers will result in lots of parameters which will make network suffer from overfitting. The two main advantages of SPPN compared with prediction network in CHAR[2] are integrating global semantic information and avoiding huge number of parameters. We adopt SPPN as the prediction network for CSTR with overall consideration.

5. Experiments

5.1. Datasets

5.1.1 Training

We only use two common synthetic text datasets as the training data in our experiments:

MJSynth (MJ) [17] is a synthetic text in image dataset which contains 9 million word box images, generated from a lexicon of 90K English words.

SynthText (ST) [14] is a synthetic text in image dataset, designed for scene text detection and recognition. It contains 8 million text boxes from 800K synthetic scene images.

5.1.2 Testing

All experiments are evaluated on the six Latin scene text benchmarks described below, which contain both regular and irregular text:

ICDAR 2003 (IC03) [30] was created for the ICDAR 2003 Robust Reading competition for reading camera-captured scene texts. It contains 1110 images for evaluation. Following previous work[1, 22], we ignore all words that are either too short (less than 3 characters) or ones that contain non-alphanumeric characters. Thus, we got 867 images for evaluation.

ICDAR 2013 (IC13) [20] contains 1095 images for evaluation, where pruning words with non-alphanumeric characters results in 1015 images.

ICDAR 2015 (IC15) [19] was created for the ICDAR 2015 Robust Reading competitions and contains 2077 images for evaluation. The images are taken with Google Glasses without careful position and focusing.

IIIT 5K-Words (IIIT5k) [31] is collected from the website. It contains 3000 test images for evaluation.

Street View Text (SVT) [41] has 647 testing images cropped form Google Street View. Many images are severely corrupted by noise, blur, and low resolution.

Street View Text-Perspective (SVTP) [32] is also cropped form Google Street View. There are 645 test images in this set and many of them are perspective distorted.

5.2. Implementation Details

General Setting. The size of input images is set to \( 48 \times 192 \). The number of character classes is set to 37, including 26 alphabets, 10 digitals and 1 end token. And the max length of output sequence \( k \) is set to 25.

Data Augmentation. We adopt some common image processing operations, such as motion blur, gaussian noise and color jitter, and randomly add them to the training images.

Model Training. The proposed model is trained from scratch without finetuning on other datasets. Label smoothing and warming up are used for all experiments. The batch size is set to 192. Adadelta optimizer is adopted with the initial learning rate 1. The model is totally trained for 420k iterations and the learning rate is decreased \( 10^{-1} \) and \( 10^{-2} \) at 150k iterations and 250k iterations. All experiments are implemented on a workstation with 10 NVIDIA 1080Ti graphical cards.

Model Testing. At runtime, images are rescaled to \( 48 \times 192 \) without keeping ratio. Unlike [23, 27], we do not use test time augmentation like beam-search or rotating images whose height is larger than width. The predicted text line is calculated by taking the highest probability character at each head and remove the end token.

5.3. Comparisons with State-of-the-Arts

The comparisons of our method with previous methods on various scene text recognition benchmarks are shown in Table 2. We only compare the results without any lexicon, because the lexicon is always unknown before recognition in practical use.

As for classification-based methods, it is evident that our approach outperforms CHAR [17] by a large margin.
which demonstrates our superiority over CHAR. In particular, our approach gives accuracy increases of 22.1% (68.0% to 90.1%) on SVT and 13.7% gains (79.5% to 93.2%) on IC13.

Compared with seq2seq-based and segmentation-based methods, our approach also achieves comparable performance although CSTR is just a simple image classification method without STN [37]. Actually, our model performs the best on 1 of the 6 evaluated text settings which shows the feasibility of perspective from image classification. The advantage of our model is obvious, it is easy to implement and simple for both training and testing phases. Furthermore, STN-CSTR performs the best on two benchmarks (SVT, IC15) and the second best on three benchmarks (IC03, IC13, SVTP) compared with previous works.

5.4. Ablation Study

We perform a thorough ablation study to present our design concept. For metric evaluation, we provide the average accuracy like [1] does on the unified test dataset involving all subsets of the above mentioned benchmarks. We use the same codebase to run all experiments. We set training iterations to 300k in this section for efficiency.

First, we compare our classification-based method with CTC which is widely used and practical in production [4, 11]. Second, we design CPNet to suit the image classification method which is demonstrated to be very important. Third, we find that data augmentation is crucial to scene text recognition which has not received the attention it deserves.

5.4.1 From CTC Loss to CE Loss

CTC is a way to get around not knowing the alignment between the input and the output which is an intermediate process. However, is this intermediate process necessary?

To answer this question, we conduct the first experiment where we substitute the CTC loss with cross entropy (CE) loss directly and use SHPN as prediction network without other settings changed on the basic backbone network [7] as mentioned in Section 4.1, the result of which is shown in the first row of Table 3. Here we set input resolution to 32 × 100 and no data augmentation is used for fair comparison, other settings are the same as described in Section 5.2. The average accuracy of CE loss is almost the same as CTC loss which indicates that the intermediate process of alignment between the input and the output is unnecessary.

The mechanism behind CE loss is that i-th classification head predicts i-th character of the word sequence in the input image, where the classification head should know the i characters from the left. Intuitively, global receptive field is needed for the classification heads in CE loss based model. We perform the second experiment where the features output by backbone are fed into SPPN which is depicted in the third row of Table 3. Considering that there are two gaps between SHPN and SPPN, i.e. number of parameters and the presence of average pooling layer, we conduct a third experiment (SEPN) to eliminate the influence of parameters. The above three experiments prove our intuition: global receptive field is needed for the prediction network in CE loss based model.

As shown in Table 3, CTC gets the best accuracy 83.8% with SHPN. While for CE, SPPN achieves best accuracy 84.1%. This clearly reveals that CE can work better than CTC when the prediction network design is proper. We use the basic backbone network and SPPN as the base model for all the remaining experiments.
Table 3. Comparisons of the performance between CTC and CE with different prediction network.

| Method | Average |
|--------|---------|
| SHPN   | CTC 83.8 CE 83.6 |
| SEPN   | CTC 83.2 CE 83.2 |
| SPPN   | CTC 82.4 CE 84.1 |

5.4.2 CPNet

The design of backbone architecture varies according to different perspectives and has direct impact on performance. Since the backbone network in the base model is designed under the seq2seq perspective, which is not suitable for our modeling method, it is necessary for us to redesign the backbone network.

Inspired by works in image classification and object detection, we consider to adapt the backbone network through model scaling, receptive field, attention mechanism, downsampling accordingly. Since there exist various effective methods and modules [38, 44, 25], we directly use some of them (EM as mentioned in Section 4.1) to scale model capacity, enlarge receptive field and increase complexity of feature interaction. Moreover, to alleviate the loss of discriminative information in downsampling, we propose the new module named as SADM.

To evaluate the effectiveness of the two parts in our model, we conduct a series of experiments with/without them. As shown in Table 4, with general enhanced modules, we achieve 3.1% (84.1% to 87.2%) improvement in average accuracy. Equipped with SADM, we get further boost in performance. Table 4 clearly reveals the importance and effectiveness of our redesigned network CPNet.

Table 4. Ablation study of CPNet. “Base” means the basic CE-based model with SPPN. “EM” means the enhanced module. “SADM” means the semantic-aware downsampling module. CPNet = Base + EM + SADM.

| Method          | Average |
|-----------------|---------|
| Base            | 84.1    |
| Base + EM       | 87.2    |
| Base + EM + SADM| 87.3    |

5.4.3 Data Augmentation

Data augmentation is widely used in the training of deep CNN. It is an explicit form of regularization and aims to artificially enlarge the training dataset from existing data using data transforms. As is known to all, data augmentation plays an important role in many computer vision tasks, such as image classification, object detection, semantic segmentation and so on. Some researchers are dedicated to proposing specific data augmentation methods. Although there are a significant amount of synthetic data for training in scene text recognition, the influence of data augmentation in it has been ignored in previous works. Therefore, to evaluate how
data augmentation influences performance, we conduct the experiment and choose some common operations as mentioned in Section 5.2.

As depicted in Table 5, without data augmentation, the average accuracy drops 1.7%, which demonstrates that data augmentation is crucial to scene text recognition like other tasks. To the best of our knowledge, we are the first one to reveal the importance of data augmentation for scene text recognition. We hope this finding may inspire researchers to do further explorations on data augmentation in this field.

Table 5. Ablation Study of data augmentation. “Base” means CE loss with CPNet and SPPN. “DA” means data augmentation.

| Method        | Average |
|---------------|---------|
| Base          | 87.3    |
| Base + DA     | 89.0    |

5.4.4 Spatial Transformer Network

When a spatial transformer network is added upon our CSTR to rectify the input image, which is called STN-CSTR, 0.4% performance boost can be achieved, as is showed in Table 6.

Table 6. Ablation Study of STN.

| Method       | Average |
|--------------|---------|
| CSTR         | 89.0    |
| CSTR + STN   | 89.4    |

6. Conclusion

In this paper, we revisit classification perspective on scene text recognition, which models the scene text recognition as an image classification problem. Based on the image classification perspective, we design a scene text recognition model, which is named as CSTR. The CSTR model consists of CPNet and SPPN which is composed of a global average pooling layer and independent convolutional layers, each of which predicts the corresponding character in the text line. CSTR is as simple as image classification models such as ResNet [15] which makes it easy to implement, and the fully convolutional neural network architecture makes it easy to train and deploy. Furthermore, CSTR achieves comparable performance and STN-CSTR achieves the state-of-the-art performance. In the future, we are interested in further improving the performance of classification-based methods.
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