A new radiomics feature: image frequency analysis
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Abstract
Radiomics is a promising technology that focuses on improvements of image analysis, using an automated high-throughput extraction of quantitative features. However, the character of lesion is affected by the surrounding tissue. A lesion on medical image should be characterized from the inter-relation between lesion and surrounding tissue as well as property of the lesion itself. The aim of this study is to introduce a new radiomics feature which quantitatively analyze the inter-relation between lesion and surrounding tissue focusing on the value change of rows and columns in a medical image.
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Introduction
Radiomics is a method that extracts features from medical images using data-characterization algorithms.¹ Radiomics have been developed based on the concept that medical images contain information reflects underlying pathophysiology.¹ To derive the radiomic feature from medical image, intensity levels, texture heterogeneity patterns and shape of lesion.² The potential of radiomics has been shown across multiple tumor types, including brain, head and neck, cervix, and lung cancer tumors. Radiomic features extracted from MRI, PET, or CT images, were associated with several clinical outcomes, and hence, potentially provide complementary information for decision support in clinical practice.³ Although radiomics is a promising technology to analyze a medical image, there was a lack of standardization of both feature definitions and image processing.⁴–⁶ To solve this problem, van Griethuysen et al. constructed PyRadiomics which is a flexible open-source platform capable of extracting a large panel of engineered radiomic features from medical images.³ van Griethuysen et al. subdivided radiomics features into 8 classes: First Order Statistics (19 features), Shape-based (3D) (16 features), Shape-based (2D) (10 features), Gray Level Cooccurrence Matrix (24 features), Gray Level Run Length Matrix (16 features), Gray Level Size Zone Matrix (16 features), Neighbouring Gray Tone Difference Matrix (5 features), and Gray Level Dependence Matrix (14 features).³ In PyRadiomics, these features are evaluated only in an annotated area by mask image: the relation between lesion and surrounding tissue is not evaluated. However, the character of lesion is affected by the surrounding tissue. A lesion on medical image should be characterized from the inter-relation between lesion and surrounding tissue as well as property of the lesion itself.²⁷ Eight The aim of this study is to introduce a new radiomics feature which quantitatively analyze the inter-relation between lesion and surrounding tissue focusing on the value change of rows and columns in a medical image.

Methods
Definitions of some terms and functions

$X_{ij}$ denotes the pixel value of $i$-th row and $j$-th column in a $m \times n$ medical image ($1 \leq i \leq m$, $1 \leq j \leq n$). For simplicity, we assume a medical image is a gray-scale image and $X_{ij}$ is integer in the range $0 \leq X_{ij} \leq 255$.

Definition 1. Correlation coefficient. Let $r_{i,j}$ be the correlation coefficient between $i$-th and $j$-th row. Let $R_{i,j}$ be the correlation coefficient between $i$-th and $j$-th columns.

\[
\begin{align*}
  r_{i,j} &= \frac{\sum_{k=1}^{n} (X_{ik} - \bar{X}_{ik})(X_{jk} - \bar{X}_{jk})}{\sqrt{\sum_{k=1}^{n} (X_{ik} - \bar{X}_{ik})^{2}} \sqrt{\sum_{k=1}^{n} (X_{jk} - \bar{X}_{jk})^{2}}} \\
  \bar{X}_{ik} &= \frac{1}{n} \sum_{k=1}^{n} X_{ik} \\
  \bar{X}_{jk} &= \frac{1}{m} \sum_{k=1}^{m} X_{kj} \\
  R_{i,j} &= \frac{\sum_{k=1}^{m} (X_{ki} - \bar{X}_{ki})(X_{kj} - \bar{X}_{kj})}{\sqrt{\sum_{k=1}^{m} (X_{ki} - \bar{X}_{ki})^{2}} \sqrt{\sum_{k=1}^{m} (X_{kj} - \bar{X}_{kj})^{2}}} \\
  \bar{X}_{ki} &= \frac{1}{m} \sum_{k=1}^{m} X_{ki} \\
  \bar{X}_{kj} &= \frac{1}{n} \sum_{k=1}^{n} X_{kj}.
\end{align*}
\]
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Explanation of the method

In this section, we introduce the Image frequency and Image frequency matrix.

Image frequency

Image frequency is obtained by applying Fourier analysis to the array of correlation coefficients calculated from adjacent columns or rows. First, we calculate the correlation coefficients between adjacent rows or columns, and obtain array of correlation coefficients.

\[
\begin{bmatrix}
R_{1,1}, R_{2,1}, \cdots, R_{m-2,1}, R_{m-1,1} \\
R_{1,2}, R_{2,2}, \cdots, R_{n-2,1}, R_{n-1,1}
\end{bmatrix}
\]

By applying Fourier analysis to these arrays, we obtain frequency of the arrays.

\[
\begin{bmatrix}
R_{1,1}, R_{2,1}, \cdots, R_{m-2,1}, R_{m-1,1} \\
R_{1,2}, R_{2,2}, \cdots, R_{n-2,1}, R_{n-1,1}
\end{bmatrix} \xrightarrow{\text{Fourier analysis}} f
\]

We call the frequency obtained by these procedure as Image frequency. Note that fourier analysis may result in several frequency. In this case, an additional procedure such as using maximum frequency is needed.

Image frequency matrix for row

Image frequency matrix for row is obtained by calculating frequency between a \(i\)-th and \(i + M\)-th rows. In this procedure, the start row \(i_s\) and integer \(M (1 \leq M < m)\) should be determined. The number of the combinations is \(m(m - 1)\).

\[
\begin{bmatrix}
R_{i_s,1}, R_{i_s+M,1}, \cdots, R_{i_s+M,1}, R_{i_s+1,1} \cdots, R_{i_s,1}
\end{bmatrix} \xrightarrow{\text{Fourier analysis}} f_{i_s, N}
\]

When the indices are over \(m\), the indices should be subtracted by \(m\). \(f_{i_s, N}\) have two indices and can be interpreted as matrix. The diagonal components of \(f_{i_s, N}\) are defined as 0.

Image frequency matrix for column

Similarly, image frequency matrix is obtained by calculating frequency between a \(j\)-th and \(j + M\)-th columns. In this procedure, the start column \(j_s\) and integer \(N (1 \leq N < n)\) should be determined. The number of the combinations is \(n(n - 1)\).

\[
\begin{bmatrix}
R_{j_s,1}, R_{j_s+M,1}, \cdots, R_{j_s+M,1}, R_{j_s+1,1} \cdots, R_{j_s,1}
\end{bmatrix} \xrightarrow{\text{Fourier analysis}} f_{j_s, N}
\]

When the indices are over \(n\), the indices should be subtracted by \(n\). \(f_{j_s, N}\) have two indices and can be interpreted as matrix. The diagonal components of \(f_{j_s, N}\) are defined as 0.

Example

The images for analysis were obtained from the Lung Image Database Consortium-Image Database Resource Initiative (LIDC/IDRI) constructed by seven academic centers in the US and eight medical imaging companies. From LIDC/IDRI, an image of a lung nodule which was categorized into highly suspicious as malignant by four radiologists was analyzed as an example. After cropping by annotation data, the image was expanded using the Pillow package in Python with the LNCZOS option set to a 256 \times 256. Figure 1 shows the example image of lung nodule.

Image frequency for row

Figure 2 shows the correlation coefficients for rows. In drawing this figure, we calculate \(256 - 1 = 255\) correlation coefficients \(r_1, r_2, \cdots, r_{255, 256}\). Figure 3 Applying Fourier analysis to the correlation coefficients, the Image frequency 0.255Hz was obtained.

![Figure 1. The example image for image frequency analysis](image1)

![Figure 2. Correlation coefficients for rows. Vertical and horizontal axis show value of correlation coefficient and the number of rows, respectively when the image was interpreted as a matrix.](image2)

![Figure 3. The result of Fourier analysis to correlation coefficients of adjacent rows](image3)
Image frequency matrix for column

Figure 4 shows the correlation coefficients for columns. In drawing this figure, we calculate $256 - 1 = 255$ correlation coefficients $R_{1,2}, \cdots, R_{255,256}$. Figure 5 Applying Fourier analysis to the correlation coefficients, the Image frequency 0.204Hz was obtained.

![Figure 4: Correlation coefficients for rows. Vertical and horizontal axis show value of correlation coefficient and the number of columns, respectively when the image was interpreted as a matrix.](image1)

![Figure 5: The result of Fourier analysis to correlation coefficients of adjacent columns.](image2)

Discussion

In this short paper, we introduced a new radiomics feature Image frequency. Image frequency can evaluate the value change of rows or columns in a medical image by applying Fourier analysis to correlation coefficients. In a medical image, benign and malignant lesion have different characteristics. A benign lesion present morphological feature reflecting its non-invasive property, on the other hand, a malignant lesion present morphological feature reflecting its invasive property. Image frequency may capture this difference focusing on value change of rows or columns in a medical image.

Radiomics feature can reflect biological tumor information, such as cell morphology, molecular, and gene expression. Standardized radiomics features in PyRadiomics have two key concepts. First, morphological features are calculated by information of mask image. Second, change value of pixel values is calculated by several algorithms. Although these radiomics features are powerful tools to evaluate region of interest in a medical image, there is limited number of studies which focuses on value change of rows and columns. In addition to this limitation, previous radiomics study has problems in implementing deep learning model: it is difficult to combine a medical image itself with radiomics feature. This problem is caused by the image array size. In a deep learning model, a medical image is handled as array or matrix, on the other hand, radiomics feature is often scalar value. This differences in array size (matrix vs. scalar) results in a difficulty in implementing deep learning model. Image frequency matrix may solve this problem because image frequency matrix can have the same size as original image in the case that the original image is square. When the original image and image frequency matrix have the same size, these can be merged and learned by deep learning model. From these viewpoints, Image frequency and image frequency matrix have new aspects. Further study is needed to investigate the property of Image frequency and image frequency matrix.

Conclusion

We introduced a new radiomics feature called Image frequency which quantitatively analyze the inter-relation between lesion and surrounding tissue focusing on the value change of rows and columns in a medical image. Image frequency matrix may enable to construct deep learning model which considers the original medical image and radiomics features at the same time.
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