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Abstract—Keypoint detection is an essential building block for many robotic applications like motion capture and pose estimation. Historically, keypoints are detected using uniquely engineered markers such as checkerboards or fiducials. More recently, deep learning methods have been explored as they have the ability to detect user-defined keypoints in a marker-less manner. However, different manually selected keypoints can have uneven performance when it comes to detection and localization. An example of this can be found on symmetric robotic tools where DNN detectors cannot solve the correspondence problem correctly. In this work, we propose a new and autonomous way to define the keypoint locations that overcomes these challenges. The approach involves finding the optimal set of keypoints on robotic manipulators for robust visual detection and localization. Using a robotic simulator as a medium, our algorithm utilizes synthetic data for DNN training, and the proposed algorithm is used to optimize the selection of keypoints through an iterative approach. The results show that when using the optimized keypoints, the detection performance of the DNNs improved significantly. We further use the optimized keypoints for real robotic applications by using domain randomization to bridge the reality gap between the simulator and the physical world. The physical world experiments show how the proposed method can be applied to the wide-breadth of robotic applications that require visual feedback, such as camera-to-robot calibration, robotic tool tracking, and end-effector pose estimation. As a way to encourage further research in this topic, we establish the “Robot Pose” dataset, comprising calibration and tracking problems and ground truth data, available online\textsuperscript{†}.

I. INTRODUCTION

Visual feedback plays an integral role in robotics because of the rich information images provide. Historically, there have been two popular approaches to incorporating visual feedback. The first is through calibration and finding the transform between the base of the robot and the camera\textsuperscript{[1]}. This transform describes the geometric relationship between objects in the camera frame and the robot, hence allowing image processing and detection algorithms to provide the context necessary for a robot to perform in an environment. The second approach is directly estimating the relationship between the control, typically joint angles, and the end-effector position in the camera frame\textsuperscript{[2]}. This type of visual feedback also allows for end-effector control in the camera frame.

An important step to properly integrating visual feedback techniques is detecting features and finding their correspondence on the robot. A common approach is placing visual markers on the robot that are easy to detect and hence provide keypoints in the image frame\textsuperscript{[3]-[4]}. But where should one place the markers? There does not seem to be any established approach that works the best. One must consider how these marker-based methods require modification of the robot, and how the visibility of the markers will frequently suffer from self-occlusions. Moreover, it is challenging to find the 3D location of the marker relative to the robotic kinematic chain which can cause inaccuracies in visual feedback. Deep learning approaches for detecting keypoints have been proposed to remove the need for modification of the robot\textsuperscript{[5]}. The training of Deep Neural Networks (DNNs) for keypoint detection has even been extended to use synthetically generated data for accurate training with the correct corresponding 3D location relative to the kinematic chain\textsuperscript{[6]}.

In spite of the fact that these proposed methods have presented promising ways of keypoint detection, they have failed to address an important consideration which is where to place the keypoints relative to the kinematic chain. Previous
work relies on hand-picked locations for the keypoints which may be sub-optimal and even limiting in performance for the detection algorithm. An example of this challenge can be found on symmetric robotic tools where the keypoint detection algorithm cannot solve the correspondence problem correctly.

Taking the advantages of the DNN as the learnable keypoint detector and robotic simulation tools, we present the following contributions:

1) a general keypoint optimization algorithm which solves for the locations of the set of keypoints to maximize their performance on localization tasks,
2) demonstrations showing that optimized keypoints can improve the performance on real robot pose estimation via sim-to-real transfer, and
3) methodology for incorporating optimized keypoints with a particle filter to achieving the state-of-the-art performance on surgical tool tracking.

We conducted live experiments on both a calibration and a tracking scenario to show the effectiveness of the proposed methods: (i) a Rethink Robotics Baxter robot [17] for calibrating the robot-to-camera transform and (ii) the da Vinci Research Kit (dVRK) [8] for real-time surgical tool tracking. The datasets for our calibration and tracking experiments are available online. The significant kinematic differences between these two robots show the generality of our approach. We show that the DNN based keypoint detector is capable of consistently and accurately detecting the 2D image projections of optimized keypoints even in cases of self-occlusion. The performance using optimized keypoints in both tasks outperforms previous methods with keypoints were selected manually by experienced roboticists, thereby highlighting the usefulness of keypoint optimization.

II. RELATED WORKS

A. Keypoint Optimization

Early works in robotics have explored how to select the optimal keypoints extracted from SIFT [9] and SURF [10], for visual odometry [11] and localization [12]. In computer vision, [13] and [14] select the salient keypoints by considering their detectability, distinctiveness, and repeatability. Recently, there has been a shift to using DNNs for detecting keypoints instead of the improved performance. Works in the computer vision community have learned and optimized keypoints for better face recognition and human pose estimation using the DNN [15][16][17]. However, those algorithms usually consume a large number of real images for training. Recently, [18] proposed an end-to-end framework to optimized the keypoints for object pose estimation in an unsupervised manner by utilizing the synthetically generated data. Our work differs from those in the particular goal that optimizing the 3D keypoints for 2D and 3D localization of robot manipulators. Instead of optimizing the keypoints for specific downstream tasks, our algorithm is more general and can be applied to various robotic tasks that use visual feedback, where the kinematic and the 3D geometric information of keypoints are required.

B. Robot Pose Estimation

A common approach for robot pose estimation is rigidly attaching markers to the robot (e.g. ArUco [3]), and directly estimate pose from visual data. The marker-based approach may fail in the case of motion blur and self-occlusion, hence, marker-less approaches are preferable in this scenario. [19] and [20] utilize depth images for tracking the pose of articulated objects. [5] and [21] employs DNN to extract point features from RGB images for surgical tool tracking. Recent works also address the data labeling issue and investigate using synthetic data to train DNNs for marker-less pose estimation [22], [6]. None of these previous approaches considered the specific problem of selecting the keypoint locations on robotic manipulators. We directly compare against previous manually selected keypoint locations for the Baxter robot [6] and the daVinci Surgical Robot Research Kit (dVRK) [5] in our experiments and achieve state-of-the-art performance with our optimized keypoints.

III. METHODOLOGY

We consider the problem of finding a set of keypoints $\mathcal{P}$ on the robot links that maximize the performance of localizing the robot in both 2D and 3D. The formulation of this problem is:

$$\mathcal{P}^* = \arg\min_{\mathcal{P}} \mathcal{L}_{2D}(\mathcal{P}, \Phi) + \lambda \mathcal{L}_{3D}(\mathcal{P}) \quad (1)$$

where $\mathcal{L}_{2D}$ is the error of 2D detection with the DNN parameterized by $\Phi$, $\mathcal{L}_{3D}$ is the error of keypoints in the 3D space, and $\lambda$ is a weighting factor. A set of keypoint is formally defined as $\mathcal{P} := \{p_i | p_i \in \mathbb{R}^3\}_{i=1}^{K}$. where $p$ is the 3D position of the keypoint with respect to the robot link it belongs to, and $K$ is the number of keypoints. To save the efforts of collecting and manually annotating the data, the optimization process is done on the synthetic dataset generated from a robot simulator. Finally, the keypoint detection in real images is achieved by an effective sim-to-real transfer technique.

A. Keypoint Optimization for Robotic Manipulators

Finding the keypoints that maximizing the localization performance will improve many robotic tasks that rely on keypoints as visual feedback. The DNN is trained end-to-end to detect a set of keypoints, and the detection performance of one certain keypoint can be varied while trained together with other keypoints. This has a significant impact on point-based pose estimation process (e.g. the family of Perspective-n-Point algorithms). Therefore, the keypoint optimization algorithm’s main objective is to find the set of keypoints that optimize the both detection performance of the DNN and the accuracy of 3D pose estimation as shown in (1).

The proposed algorithm assumes $N$ candidate keypoints have existed with known 3D positions along the kinematic chain. The location of the keypoints can be flexible, as they can randomly distributed to allow non-intuitive keypoint locations. The size of the keypoint set, $K$, can be varied but should be less than the number of candidate keypoints ($N > K$). Going through all possible sets of keypoints to solve (1) is intractable. Instead, we solve for the optimal set by sampling
Algorithm 1: Keypoint Optimization for Robot Manipulators

\textbf{Input:} \textit{N} candidate keypoints \textbf{Output:} The optimal set of \textit{K} keypoints \( \mathcal{P}^* \)

// Initialization
1 \textbf{for} \( i = 1 \) \textbf{to} \( N \) \textbf{do}
2 \hspace{1em} \( w_i^{(0)} = \frac{1}{N} \),
3 \hspace{1em} \( \mathcal{E}_{\text{min}} = \infty \);
// Optimize keypoints iteratively
4 \textbf{for} \( t = 1 \) \textbf{to} \( T \) \textbf{do}
5 \hspace{1em} \( \mathcal{P}^{(t)} \leftarrow \text{sampleKeypoints} (\mathbf{W}^{(t-1)}, K) \);
6 \hspace{1em} \( \Phi^{(t)} \leftarrow \text{trainModel} (\mathcal{P}^{(t)}) \);
7 \hspace{1em} \( \mathcal{L}_{\text{total}} (\mathcal{P}^{(t)}) \leftarrow \text{evaluatePerformance} (\mathcal{P}^{(t)}, \Phi^{(t)}) \);
8 \hspace{1em} \( \epsilon(t) = \frac{1}{K} \sum_{p_i \in \mathcal{P}^{(t)}} \mathcal{L}_{\text{total}} (p_i) \);
9 \hspace{1em} \textbf{if} \( \epsilon(t) < \mathcal{E}_{\text{min}} \) \textbf{then}
10 \hspace{2em} \( \mathcal{E}_{\text{min}} = \epsilon(t) \);
11 \hspace{2em} \( \mathcal{P}^* = \mathcal{P}^{(t)} \);
12 \hspace{1em} \mathbf{W}^{(t)} \leftarrow \text{updateWeights} (\mathcal{L}_{\text{total}} (\mathcal{P}^{(t)}), \mathbf{W}^{(t-1)}) \);
13 \textbf{return} \( \mathcal{P}^* \)

\( K \) keypoints, denoted as \( \mathcal{P} \), and evaluate their performance on 2D and 3D localization like the loss in (1). This process is done iteratively where the evaluated performance of each sample set, \( \mathcal{P} \), guides future sampling iterations such that the optimal set, \( \mathcal{P}^* \), is found without needing to go through all possible sets of keypoints. The whole optimization process is shown in the Algorithm 1 and each iteration can be broke into four steps: sample keypoints, train model, evaluate performance, and update weights.

1) Sample Keypoints: Each candidate keypoint is associated with weight variable \( w \in \mathbb{R} \), which can be interpreted as the confidence of being in the optimal set. The \( K \) keypoints are sampled based on their weights in each iteration. The function \text{sampleKeypoints}(\mathbf{W}, K) \) takes in the weights of all the candidates \( \mathbf{W} \in \mathbb{R}^{N \times 1} \) and randomly selects \( K \) keypoints among the candidates according to the probability:

\[
P(p_i) = \frac{w_i}{\sum_{n \in N} w_n}.
\]

The weights, \( w_i \), are iteratively adjusted according to the keypoints 2D and 3D performance hence guiding the search to solve (1). More advanced sampling can be applied by introducing the constraints. For example, if we want to constrain the sampling so that one keypoint is selected per link, the candidates can be divided into sub-groups for each link.

2) Train Model: The second step is to train a detection model to detect the sampled keypoints set \( \mathcal{P} \). We utilize the backbone neural network from DeepLabCut \cite{23} as our detection model and the dataset is synthetically generated from a robot simulator (see Section III-B for data generation). We split the dataset into training set and testing set. The function \text{trainModel}(\mathcal{P}) \) trains the DNN on the training dataset to predict the image coordinates of the selected keypoint:

\[
\Phi^* = \arg \min_{\Phi} \mathcal{L}_{\text{train}} (\mathcal{P}, \Phi)
\]

where \( \Phi \) denotes the parameters of the detection model and it is optimized using stochastic gradient descent with training loss \( \mathcal{L}_{\text{train}} \) defined as the cross-entropy loss (see \cite{23} for details). In our implementation, we generate the training and testing images with the ground-truth label for all \( N \) candidate keypoints beforehand. By doing so, the labels for selected keypoints in each iteration can be obtained without re-generating the datasets.

3) Evaluate Performance: The third step is to evaluate the localization performance of the keypoints \( \mathcal{P} \) with the detection model \( \Phi \) using the testing data on the loss shown in (1). We define the 2D detection error, \( \mathcal{L}_{2D} \), as the pixel-wise \( L_2 \) distance (Euclidean distance) between the detection and the ground-truth keypoint:

\[
\mathcal{L}_{2D} (p_i, \Phi) = \frac{1}{M} \sum_{m=1}^{M} || f^i(I_m; \Phi) - h_{i,m} ||_2
\]

where \( f^i(I_m; \Phi) \) and \( h_{i,m} \) are the DNN detected and ground-truth pixel location respectively of \( i \)-th keypoint for the testing image, \( I_m \), and \( M \) is the number of images in the testing dataset. The 3D keypoint error, \( \mathcal{L}_{3D} \), is defined as the average \( L_2 \) distance between the estimated and ground-truth 3D keypoint position in the camera frame \( \{C\} \). For a keypoint with known position with respect to the \( j \)-th robot link \( p_j \), its position in camera frame can be obtained through forward kinematics and robot-to-camera transformation:

\[
p_i^C = T_B^C \sum_{n=1}^{j} T_{n-1}^{n} (q_n) p_i^j
\]

where \( T_{n-1}^{n}(q_n) \) is the \( n \)-th homogeneous joint transform with joint angle \( q_n \). Note that coordinate frame 0 is the base frame of the robot and \( C \) represents the homogeneous representation of a point (e.g. \( \mathbf{p} = [p, 1]^T \)). The robot-to-camera transformation, \( T_B^C \), is computed through the Efficient Perspective-n-Point Pose Estimation Algorithm (EpnP) \cite{24} with the detected keypoints, \( f^i(I_m; \Phi) \), and their corresponding position in the robot base frame. Then, the 3D keypoint error is calculated as:

\[
\mathcal{L}_{3D} (p_i) = \frac{1}{M} \sum_{m=1}^{M} || \tilde{p}_i^C - p_i^C ||_2
\]

where \( \tilde{p}_i^C \) is the estimated keypoint position from (5) using the estimated \( T_B^C \) from the current keypoint set and \( p_i^C \) is the ground-truth keypoint position in the camera frame. Using the 2D and 3D losses in (4) and (6) respectively, a total loss similar to (1) per keypoint in \( \mathcal{P} \) can be defined. The function \text{evaluatePerformance}(\mathcal{P}, \Phi) \) does this by simply summing the two losses:

\[
\mathcal{L}_{\text{total}} (p_i) = \mathcal{L}_{2D} (p_i, \Phi) + \lambda \mathcal{L}_{3D} (p_i)
\]
the virtual cameras are placed in the simulated scene that
transfer the keypoint detection DNN from the virtual domain randomization technique known as domain randomization. To bridge the reality gap, the simple but effective PyRep [26] to generate the ground truth label and render RGB images. Fig. 2 shows the simulator view and the rendering directly generated. We set up the simulation environment using a robot tool tracking experiment. Moreover, we also study the impact of different neural network architectures on the keypoints optimization algorithm. In this section, we describe efforts towards evaluating the robustness of the keypoints optimization algorithm and the performance of using them in real robotics applications. Specifically, we compare our approach with the state-of-art algorithm and marker-based approach on a robot-to-camera pose estimation task and examine the differences between using the optimized keypoints and hand-picked keypoints on a robot tool tracking experiment. Moreover, we also study the impact of different neural network architectures on the keypoint optimization algorithm.

A. Datasets and Evaluation Metrics

1) Baxter dataset: This dataset contains 100 image frames (resolution: 2048×1526) of the Baxter robot with 20 different joint configurations collected using a Microsoft Azure Kinect. The ground-truth end-effector positions in the camera frame are provided, which is obtained by attaching an Aruco marker physically at the end-effector position. The performance of the optimized keypoints is evaluated in both 2D and 3D by examining the differences between using the optimized keypoints and hand-picked keypoints on a robot-to-camera pose estimation task and the ground-truth and estimated end-effector position.

\[ \| (\tilde{R}_B^C x_{ee} + \tilde{b}_B^C) - x_{ee}^C \|_2 \] (10)

The virtual cameras are placed in the simulated scene that approximately matches the viewpoint of the real camera, and the following randomization settings are applied to generate the training samples:

- The angle for the robot joints is randomized within the joint limits.
- The pose of virtual cameras are randomized by adding a zero-mean Gaussian noise to the initial pose, such that
  \[ [\mathbf{q}_{\text{rand}}, \mathbf{b}_{\text{rand}}]^T \sim \mathcal{N}([\mathbf{q}_{\text{init}}, \mathbf{b}_{\text{init}}]^T, \Sigma) \] (9)
  where \( \mathbf{q} \in \mathbb{S}^3 \) is the quaternion, \( \mathbf{b} \in \mathbb{R}^3 \) is the translational vector, and \( \Sigma \) is the covariance matrix.
- The number of the scene lights is randomly chosen between 1 to 3, and are positioned freely in the simulated scene with varying intensities.
- Distractor objects, like chairs and tables, are placed in the simulated environment with random poses.
- The background of the rendered images are randomly selected from Indoor Scene dataset [28] and Hamlyn Centre Endoscopic Video dataset [29].
- The color of the robot mesh is randomized by adding a zero-mean Gaussian noise with a small variance to the default RGB value.
- The rendered images are augmented by adding the additive white Gaussian noise using the image augmentation tool [30].

These randomization techniques were applied when generating synthetic data for both keypoint optimization and domain transfer hence ensuring the DNN optimized in [3] will generalize its keypoint detection to the real world.

IV. EXPERIMENTS AND RESULTS

In this section, we describe efforts towards evaluating the robustness of the keypoints optimization algorithm and the performance of using them in real robotics applications. Specifically, we compare our approach with the state-of-art algorithm and marker-based approach on a robot-to-camera pose estimation task and examine the differences between using the optimized keypoints and hand-picked keypoints on a robot tool tracking experiment. Moreover, we also study the impact of different neural network architectures on the keypoint optimization algorithm.

B. Keypoint Detection via Domain Randomization

A simulated environment is used to generate the synthetic data for the proposed keypoint optimization method. By using simulated data, ground truth labels, which are crucial to evaluate a keypoints performance in [4] and [6], can be directly generated. We set up the simulation environment using the robotic simulator CoppeliaSim [25] and interfaced using PyRep [26] to generate the ground truth label and render RGB images. Fig. 3 shows the simulator view and the rendering view for two robots, where the RGB images are rendered from the virtual cameras.

Although the simulator is crucial for ground truth labels and hence ideal for our keypoint optimization method, a naively trained DNN on the labels will be limited to only detecting keypoints on simulated images and may not generalize to the real world. To bridge the reality gap, the simple but effective technique known as domain randomization [27] is applied to transfer the keypoint detection DNN from the virtual domain to robots in the physical world. During the data generation, the virtual cameras are placed in the simulated scene that

4) Update Weights: At the end of each iteration, the function \textbf{updateWeights}(\mathcal{L}_{\text{total}}(\mathcal{P})) is used to update the weight of the selected keypoints based on [7]. At iteration \( t \) of the optimization, the weight for the \( i \)-th keypoint in the sampled set \( \mathcal{P} \) is updated to:

\[ w_i^{(t)} = \frac{\sum_{k \in K} w_k^{(t-1)} e^{-\gamma \mathcal{L}_{\text{total}}(\mathcal{P}_k)}}{\sum_{k \in K} e^{-\gamma \mathcal{L}_{\text{total}}(\mathcal{P}_k)}} \] (8)

where \( \gamma \) is a tuned parameter to control the effect of the error on changing the weights. The updated weight will increase or decrease according to the keypoints 2D and 3D performance. The updated weight will increase or decrease according to the keypoints 2D and 3D performance hence guiding the sampling in \textbf{sampleKeyupoints}(\mathcal{W}, K) towards the optimal set, \( \mathcal{P}^* \) that solves (1).
where $x^B_{ee}$ is the end-effector position in robot base frame obtained by forward kinematics of the robot, and $x^C_{ee}$ is the ground-truth end-effector position in camera frame measured by Aruco marker.

For 2D evaluation, we propose the reprojection error (RE) for the end-effector. The RE is the $L_2$ distance between the estimated end-effector position and its ground-truth position in image coordinates,

$$RE = \frac{1}{z} \| K(R^G_{ee}x^C_{ee} + t^G_{ee}) - \bar{h}_{ee} \|_2$$

where $h_{ee}$ is the ground-truth end-effector position in image coordinates, $K \in \mathbb{R}^{3 \times 3}$ is the intrinsic matrix, and $z$ is the $z$-value of the projected point. The percentage of correct keypoints (PCK), proposed in [31], is a metric for visualizing the keypoint detection performance across the dataset. The PCK measures the percentage of keypoints that the distance between the predicted and the ground-truth position is within a certain threshold. In this experiment, the PCK for 2D end-effector localization is calculated in pixels and the PCK for 3D end-effector localization is calculated in millimeters.

2) SuPer tool tracking dataset: The SuPer dataset is a recording of a repeated tissue manipulation experiment using the da Vinci Research Kit (dVRK) surgical robotic system [8], where the stereo endoscopic video stream and the encoder readings of the surgical robot are provided. We extended the original surgical tool tracking dataset, which originally has 50 ground-truth surgical tool masks, to 80 ground-truth masks by hand labeling. The extended dataset covers a better variation of the tool poses, and the performance of the tool tracking is evaluated using the Intersection-Over-Union (Jaccard Index) for the rendered tool masks,

$$IoU = \frac{|G \cap P|}{|G \cup P|}$$

where $G$ is the ground-truth tool mask area and $P$ is the predicted tool mask area in the image plane.

B. Keypoints Optimization

To demonstrate the keypoint optimization algorithm, we randomly placed 32 candidate keypoints ($N = 32$) on the da Vinci surgical tool with a uniform distribution in 3D Euclidean Space and 22 candidate keypoints on the Baxter left arm manually. The Algorithm [1] is applied to optimize the set of 7 ($K = 7$) keypoints for robust detection. The keypoint optimization algorithm was running for 15 iterations ($T = 15$) with $\gamma = 1$ on the synthetic dataset, containing 2K samples for training and 500 samples for evaluations. In the training step, the DNN is trained on the training dataset for 100,000 iterations, with a learning rate of 0.2.

To examine the impact of different neural network architectures on the keypoint optimization algorithm, we trained the DNNs with four different feature extractors: ResNet_50, ResNet_101, MobileNet_v2_1.0, and MobileNet_v2_0.5 [32]. The last digit indicates the number of layers and the width of the network for ResNets and MobiNets respectively, which essentially implies the number of parameters of the network. The average keypoint errors from the evaluatePerformance step in each iteration are shown in Fig. 3, demonstrating that our algorithm is agnostic to different DNN architectures. With different feature extractors, the algorithm can converge at a similar rate to the same set of optimal keypoints. The number of iterations required to converge to an optimal keypoint set is around 10 hence showing that our proposed method is substantially faster than brute-force searching through all possible keypoint sets.

We also investigated the choice of $K$, the number of optimized keypoints, for pose estimation. We applied the Algorithm 1 with various $K$ and evaluate the pose estimation performance with the optimized keypoints on the Baxter dataset. We found that the estimation performance gets better in the beginning as the number of optimized keypoints increases. The resulting optimized keypoints are able to create a better coverage of the robot since there are more keypoints. However, when there are too many (i.e. greater than 16 on the Baxter), the low-quality keypoint detections reduce the performance of the overall pose estimation.

C. Robot-to-camera Pose Estimation from a Single Image

We explored robot-to-camera pose estimation performance from a single RGB image by utilizing the optimized keypoints

---

*https://sites.google.com/ucsd.edu/super-framework/home
Fig. 5: The examples of the optimized keypoints detection (top) and the skeletonization (bottom) of the Baxter robot in real-world images. The skeleton of the arms is based on the estimated base frame (RGB reference frame). Keypoints are estimated even with self-occlusions, and the skeletons are perfectly aligned with the robot arm.

on Baxter robot. The keypoints optimization is constrained so that one keypoint is sampled for each robot link. The resulting 7 optimized keypoints are detected on the Baxter dataset to estimate the robot-to-camera transform, $T_{B}^{C}$, on each frame in the same manner as the 3D loss, $L_{3D}$, from the evaluatePerformance($P, \Phi$) step of the proposed method. Note that the $(R_{C}^{B}, b_{C}^{B})$ used to compute the errors in (11) and (10) is simply the rotation matrix and translation from $T_{B}^{C}$.

We randomly placed three candidate keypoints for each link on the left arm, and the Algorithm 1 was applied to find one optimal keypoint per link, with $T = 20, \lambda = 50$, and $\gamma = 2$. The ResNet 50 was utilized as the feature extractor of the detection neural network and was initialized with ImageNet-pretrained weights. The DNNs were trained for 500,000 iterations with a decayed learning rate. The optimized keypoints for the Baxter’s left arm are shown in the middle-left of Fig. 4.

To transfer the keypoint detection to the real robot, we applied the domain randomization to bridge the reality gap, as described in Section III-B. The experimental results show that the DNN generalizes well to real-world images. Fig. 5 shows the optimized keypoints’ detections on the Baxter dataset, demonstrating that the keypoints can be detected even with self-occlusions. Given the accurate keypoint detections, the estimated skeletons are perfectly aligned with the robot arm.

For comparison, we also experimented the robot-to-camera pose estimation by using all the candidate keypoints or placing the keypoints at the exact joint locations. The state-of-the-art algorithm, DREAM [6], is also implemented for pose estimation which uses robot joints as the keypoints. The 2D keypoints are detected using the DNN from DREAM. We also compared the traditional camera-to-base pose estimation procedure by placing the Aruco markers on the robot arm. The 2D and 3D PCK results for different methods are shown in Fig. 6. Using the optimized keypoints, around 50 percent of the estimations have fewer than 25 pixels error in the image plane (about 1 percent of the image size) and have an error of less than 100mm in 3D space, which is much better than other methods. The area under the curve (AUC), indicating the mean of PCKs, also highlights the overall better performance of using the optimized keypoints. Due to the self-occlusions and the camera’s pose, limiting the visibility of visual markers, some image frames do not have enough detected Aruco markers for EPnP ($< 4$), which hampers the performance.

D. Surgical Tool Tracking

Surgical tool tracking continuously estimates the 3D pose of the tool end-effector with respect to the camera frame. This is necessary for augmented reality displays [33] and transferring of learning-based control policies [34], among other applications [35]. We employed the tool tracker previously developed in [5], which combines a keypoint detector and a particle filter for 3D pose estimation. The keypoint detector (e.g. the proposed optimized keypoint detection method) detects keypoints, $h_{i,t}$, on the input image at time $t$ to provide visual feedback. The corresponding 3D point $p_{i}$ is projected to image frame as:

$$\mathbf{m}_{i}(\omega, b) = \frac{1}{z}KT_{B}^{C}T_{B}^{-}\left(\omega, b\right)\prod_{n=1}^{j}T_{n}^{-1}(q_{n})p_{i}$$

where $\mathbf{m}_{i}$ is the re-projected keypoint location, $T_{B}^{C}$ is the initial hand-eye transform from calibration, and $T_{B}^{-}\left(\omega, b\right) \in SE(3)$ is the Lump Error [21], parameterized by an axis-angle vector $\omega \in \mathbb{R}^{3}$ and a translational vector $b \in \mathbb{R}^{3}$. The Lump Error compensates for both errors in joint angles and hand-eye in real-time to precisely track the tool in the camera frame. For more details, refer to our previous work [21]. Since the Lump Error is not constant and the application is real-time tracking (i.e. only detections up to time $t$ is known), a...
tracking formulation with a Hidden Markov Model is proposed where the posterior probability conditioned on all observations is estimated recursively:

\[ P(\omega_1, b_t | h_{1:t}, b_1) \propto P(h_{1:t} | \omega_t, b_t) \int P(\omega_t, b_t | \omega_{t-1}, b_{t-1}) P(\omega_{t-1}, b_{t-1} | h_{1:t-1}) d[\omega_{t-1}, b_{t-1}]^T \]  

(14)

which is solved using a particle filter \[21\]. The motion and observation models are respectively defined as:

\[ [\omega_t, b_t]^T \sim N([\omega_{t-1}, b_{t-1}]^T, \Sigma_{\omega, b}) \]  

(15)

where \( \Sigma_{\omega, b} \) is the covariance matrix and

\[ P(h_{1:t} | \omega_t, b_t) \propto \sum_{i=1}^{K} \rho_i e^{-\alpha ||h_{i:t}-m_i(\omega_t, b_t)||^2} \]  

(16)

where \( \rho_i \) is the confidence score from the keypoint detector, and \( \alpha \) is a tuning parameter.

Differing from \[36\] and \[5\], we are using the optimized keypoints (red points in Fig. 1) instead of the hand-picked keypoints. Then, domain randomization technique is used to bridge the reality gap between the synthetic and real-world images. The resulting keypoint detections are shown in Fig. 7. Note that the optimized keypoints are inside of the tool body, and the DNN can accurately predict their projections onto the image plane in different tool configurations.

For comparison, we evaluated the tool tracking performance with three different setups described as follows.

Hand-labelled SuPer Deep Keypoints: This setup is identical to the tool tracking approach in \[5\]. The seven hand-picked keypoints were used for tracking, which is on the surface of the tool. The DNN was then trained on the 100 real-world images with the hand-labeled ground-truth position.

Synthetically-labelled SuPer Deep Keypoints: The second setup used the same set of hand-picked keypoints from SuPer Deep, but the DNN was trained on the around 20K synthetic images with domain randomization, where the keypoint labels are provided even with occlusions.

Optimized Keypoints: The third setup was using the seven optimized keypoints, as shown in Fig. 1 and the DNN was also trained on the synthetic images with domain randomization.

The tool tracking performance is computed by rendering a re-projected tool mask on the image frame from the estimation based on the keypoints, and the IoU is computed with the ground-truth mask for evaluation. Quantitative and qualitative results are shown in Fig. 8 and Fig. 9 respectively. The setup with Hand-labelled SuPer Deep Keypoints fails to track the tool when the tool was turning, as those hand-picked keypoints on the tool surface are occluded and humans cannot provide
the label for those non-visible keypoints. However, using the optimized keypoints, the DNN makes accurate predictions for non-visible keypoints, as shown in Fig. 7 since the synthetically generated training data can provide labels for those scenarios. Although both Synthetically-labelled Super Deep Keypoints and optimized keypoints setups are utilizing the synthetic dataset, the optimized keypoints achieves higher accuracy because the keypoints are optimizing the detection performance of the DNN. Another advantage of the optimized keypoints is to reduce the ambiguity in detection. As stated in [5], the detection of some keypoints is challenging due to the tool’s symmetry, which causes false detections. The optimized keypoints are instead distributed in an asymmetric pattern as shown in Fig. 1.

V. DISCUSSION AND CONCLUSION

We proposed a general keypoint optimization algorithm to maximize the performance of 2D and 3D localization on robotic manipulators. Our algorithm utilized a DNN for keypoint detections and can even handle self-occlusions by optimizing the keypoint locations and training on synthetically generated data. The results show that the optimized keypoints yield higher accuracy on detection and localization compared to manually or randomly selected keypoints, hence resulting in better performance for the wide breadth of robotic applications that rely on keypoints for visual feedback. To show this, we presented both quantitative and qualitative results from two robotic applications: camera-to-base pose estimation and surgical tool tracking. The experimental results of detecting optimized keypoints in cases of self-occlusion further motivate the importance of this work as previously manually selected keypoints were unable to produce this type of result. For future work, we will incorporate the optimized keypoints for visual servoing and explore optimizing keypoints for other robot applications (e.g. motion planning [37]).
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