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Abstract—This paper focuses on the problem of semi-supervised domain adaptation for time-series forecasting, which is underexplored in literature, despite being often encountered in practice. Existing methods on time-series domain adaptation mainly follow the paradigm designed for static data, which cannot handle domain-specific complex conditional dependencies raised by data offset, time lags, and variant data distributions. In order to address these challenges, we analyze variational conditional dependencies in time-series data and find that the causal structures are usually stable among domains, and further raise the causal conditional shift assumption. Enlightened by this assumption, we consider the causal generation process for time-series data and propose an end-to-end methodology to handle cross-domain time-series forecasting. Our method can not only discover the Granger-Causal structures among cross-domain data but also address the cross-domain time-series forecasting problem with accurate and interpretable predicted results. We further theoretically analyze the superiority of the proposed method, where the generalization error on the target domain is bounded by the empirical risks and by the discrepancy between the causal structures from different domains. Experimental results on both synthetic and real data demonstrate the effectiveness of our method for the semi-supervised domain adaptation method on time-series forecasting.
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I. INTRODUCTION

SCIENCE is all about generalizations. Scientific applications of new theorems or discoveries also need to transfer the experimental discoveries from the lab or the virtual environments to real environments. Domain adaptation [1], [2], [3], [4], which leverages the labeled source domain data (or a few labeled target domain data) to make a prediction in the unlabeled data from the target domain, essentially aims to address the intractable domain shift phenomenon and find a robust forecasting model.

Various methods have been proposed for domain adaptation [5], [6], [7], [8], with covariate shift assumption that the marginal distribution \( P(X) \) varies with different domains while the conditional distribution \( P(Y|X) \) is stable across domains. Based on this assumption, methods based on MDD [9], [10], [11] or adversarial training [12], [12], [13], [14], which aim to extract the domain-invariant representation for ideal transferability, have been proposed and achieved great successes in non-time series data. Considering that the covariate shift scenario may not be satisfied, Zhang et al. [15] leverage the thoughts of causality and further study three different possible scenarios: the target shift, the conditional shift, and the generalized target shift. Recently, Zhang et al. [16] describe the changes of the data distribution by leveraging the Bayesian treatment and propose a causality-based method to address the unsupervised domain adaptation problem.

Recently, domain adaptation for time-series data is receiving more and more attention. Though many researchers expand the aforementioned ideas on non-time series data to the field of time-series data [17], [18] and make a brave push, these methods implicitly reuse the covariate shift assumption for non-time series data to time-series data. The covariate shift is one of the most conventional assumptions that is used by the existing time-series domain adaptation methods. It simply assumes \( P_S^T(z_{t+1}|z_t, \ldots, z_1) = P_T(z_{t+1}|z_t, \ldots, z_1) \) and essentially takes all the relationships among variables into consideration, which is shown in Fig. 1(a).

However, because of the complex dependencies of time series, (i.e., the 1st-order Markov dependence results in the dependence between any two-time steps), the conditional distribution of time-series data \( P(z_{t+1}|z_t, \ldots, z_1) \) varies sharply among different domains, making the conventional covariate shift assumption hard to be satisfied in time-series data. Let us give an easily comprehensible example: We first assume the following data generation process: \( z_1^1 = 1.5 \times z_{1-t}^1; z_2^2 = 3 \times z_{t-1}^2 + 2 \times (z_{t-1}^1)^3 \). We further let \( z_0^1 = 1, z_0^2 = 1 \), so \( z_2^1 = 208430 \). If we change \( z_0^1 = 1.1 \), then \( z_2^1 \approx 277303 \). This example shows that even a small modification of \( z_0^1 \) may result in a huge change of \( z_2^1 \). Hence, it is a challenging task to devise a transferable and robust model for time-series data. Fortunately, as shown in Fig. 1(b), we find that the causal structures among different domains are stable.
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and compact. Since the generation process of time-series data usually follows physical rules, which actually denote causality. Therefore, the causal structures among the source and the target domains are also similar and stable. Give an example in the medicinal field, in the physiological mechanism, the causal structure among “Blood Glucose”, “Glucagon” and “Insulin” stably holds for everyone. Inspired by the aforementioned observation, it is natural and intuitive to avoid the conventional covariate shift assumption and tackle the semi-supervised time-series forecasting domain adaptation problem with the help of causality.

Following the aforementioned intuition, we propose a solution to semi-supervised transferable time-series forecasting by assuming that the causal structures are similar and stable across domains. We first analyze the drawbacks in the existing time-series domain adaptation methods and raise the Causal Conditional Shift Assumption. Under this assumption, we explore the time-series forecasting domain adaptation problem by borrowing the idea of the causal generation process of time-series data. Based on this insight, we devise the Granger Causality Alignment model (GCA in short). Technically, we devise a Recurrent Granger Causality Variational Autoencoder, which is composed of the recurrent Granger Causality Reconstruction module and the domain-sensitive Granger-Causality-based prediction module. The recurrent Granger Causality Reconstruction module is used to discover the Granger Causality with different lags from the source and the target domains. Considering that the strengths of causal structures from different domains may be different, we devise the domain-sensitive Granger-Causality-based prediction module. We further propose the Granger Causality discrepancy regularization, which is beneficial to reconstruct the target causal structures and restrict the discrepancy of the causal structures from different domains. Moreover, by discovering and aligning the causal structures, the proposed method can not only provide model interpretability but also facilitate the usage of expert knowledge. Our proposed method outperforms the state-of-the-art domain adaptation methods for time-series data on synthetic and real-world datasets. Moreover, we not only provide a theoretical analysis of the advantages of the causality mechanisms as well as the visualization and interpretability results.

The rest of the paper is organized as follows. Section II reviews the existing studies on domain adaptation on non-time series data and time-series data as well as the works about Granger Causality. We also elaborate on the proposed semi-supervised time-series domain adaptation model under causal conditional shift assumption in Section III. In Section IV, we introduce how to learn the distribution of time-series data with Granger Causality and variational inference. Then we provide the implementation detail of the Granger Causality Alignment approach in Section V. Section VI presents the theoretical analysis of the proposed method. And Section VII shows the experimental results as well as the insightful visualization. We conclude the paper with future works discussion in Section VIII.

II. RELATED WORKS

In this section, we mainly focus on the existing techniques on domain adaptation on non-time series data, time-series domain adaptation as well as Granger Causality.

A. Domain Adaptation on Non-Time Series Data

Domain Adaptation [1], [2], [4], [9], [13], [14], [15], which leverages the labeled source domain data and limited labeled or unlabeled target domain data to make predictions in the target domain, have applications in various fields [5], [6], [7], [8]. The Approaches of domain adaptation follow the covariate shift assumption and aim to extract the domain-invariant representation. Technically, these methods can be grouped into Maximum Mean Discrepancy-based methods and adversarial training methods.

In view of the causal generation process, some researchers find that the conditional distribution $P(Y|X)$ usually changes and the covariate shift assumption does not hold, and they address such limitations from the views of causality. Zhang et al. [15], [19] address this problem by assuming only $P(Y)$ or $P(X|Y)$ changes and raising the target shift and conditional shift. Cai et al. [5], [12] are motivated by the causal generation process and raise disentangled semantic representation for unsupervised domain adaptation. Zhang et al. [16] consider domain adaptation as the problem of graphical model inference and model the changes of the conditional distribution. Recently, Stojanov and Li et al. [4] prove that the domain-invariant representation can not be extracted by a single encoder and take into account the domain-specific information. Li et al. [3] address the semi-supervised domain adaptation under label shift. Finding that the unsupervised domain adaptation methods perform poorly with a few labeled target data, Saito et al. [20] propose the MME approach. In this paper, we focus on semi-supervised domain adaptation on time-series data, which is more challenging because the complex conditional dependencies among time stamps are hard to be modeled.
B. Domain Adaptation on Time-Series Data

Time-series data is another type of common data. Recently, increasing attention is paid to the domain adaptation on time-series data. Previously, Da Costa et al. [17] straightforwardly extend the idea of domain adaptation for non-time series data and leverage the RNN as the feature extractor to extract the domain-invariant representation. Purushotham et al. [18] further improve it by using the variational recurrent neural network [21]. However, these methods are not able to well extract the domain-invariant information because of the complicated dependency between timestamps. Li et al. [8] proposed the Causal Mechanism Transfer Network (CMTN), which captures and transfers the dynamic and temporal causal mechanism to alleviate the influence of time lags and different value ranges among different domains. Recently, Cai et al. [11] consider that the sparse associate structures among variables are stable across domains, and propose the sparse associative structure alignment methods for adaptive time series classification and regression tasks. And Jin et al. [22] proposed the Domain Adaptation Forecaster (DAF), which leverages the statistical strengths from a relevant domain to improve the performance on the target domains. In order to address these problems, we assume that the causal structures are stable across domains and propose the GCA approach that discovers the causal structure behind data and models how the conditional distribution changes.

C. Granger Causality

Granger Causality [23], [24], [25], [26], [27], [28], which is a set of directed dependencies among multivariate time-series data, is widely used to determine which past portion of time-series data aids in predicting the future evolution of univariate time-series. Inferring Granger Causality is a traditional research problem and has been applied in several fields [29], [30], [31]. One of the most classical methods for inferring Granger Causality is the vector autoregressive (VAR) model [32], [33], which uses the linear time-lag effects as well as some sparsity techniques like the Lasso [34] or the group lasso [35]. With the quick growth of the computation power, more Granger Causality inference methods that borrow the expressive power of neural networks have been proposed. Tank et al. [27] devise a neural network-based autoregressive model and apply the sparsity penalties on the weights of the neural networks. [26] is motivated by the interpretability of self-explaining neural networks and proposes the generalized vector autoregression model to detect the signs of Granger Causality. In this paper, we are motivated by the generated process of time-series data and take the Granger-causal structure as the latent variables. We combine the variational inference framework into the vector autoregression model and further used it for semi-supervised domain adaptation of time-series forecasting.

III. SEMI-SUPERVISED TIME-SERIES DOMAIN ADAPTATION MODEL UNDER CAUSAL CONDITIONAL SHIFT ASSUMPTION

In this section, we first give a definition of the time-series generation process based on Granger Causality. Based on this process, we further define the problem of semi-supervised domain adaptation of time-series forecasting and finally propose the causal condition shift assumption.

A. Time-Series Generation Process Under Granger Causality

In order to illustrate the time-series causal generation process, we first consider the discrete multivariate time-series data with the length of \( T \) as \( z = (z_1, z_2, \ldots, z_t, \ldots, z_T) \), in which \( z_t \in \mathbb{R}^D \) are the \( t \)-th variables with \( D \) dimensions. With the abuse of notation, we further let \( z^d_t \) be the univariate time-series of \( d \)-th variables and \( z^d t \) be the value of \( d \)-th variables at \( t \)-th timestamp. Intuitively, according to real-world observation, we usually observe that future values of univariate time-series data are not only influenced by its past values but also decided by the other time series.

In fact, the data generation processes are usually controlled by a stable causal mechanism among variables. In order to describe the data generation process in the causal view, the nonlinear Granger Causality [23], [24], [25], [26], [27], [28], [36] is applied for modeling the dependencies between the child nodes and their parents.

Given the observed time-series \( z = (z_1, \ldots, z_t, \ldots, z_T) \), each value of \( z^d_t \) can be represented in terms of some functions \( F_d \) and its parents \( pa(z^d_t) \), i.e., those variables directly influence \( z^d_t \), and we let the nonlinear Granger Causality follow the structural equation model [37] shown as (1).

\[
z^d_t = F_d(pa(z^d_t), \epsilon_d),
\]

where \( \epsilon_d \) are the independent noise terms and \( F_d(\cdot) \) denotes any flexible types of nonlinear function. Actually, (1) specifies that how the future variables \( z^d_t \) relies on its past values, and \( pa(\cdot) \), which essentially coincides the nonlinear Granger Causality. Based on the aforementioned Granger-causal generation process for time-series data, it is natural to find that the value of \( z^d_t \) actually relies on all the previous observation \( (z_1, \ldots, z_{t-1}) \).

B. Semi-Supervised Domain Adaptation for Time-Series Forecasting

We first let the past observation and the future ground truth be \( x = (z_1, \ldots, z_t) \) and \( y = (z_{t+1}, \ldots, z_{t+r}) \). It is noted that \( y \) can be the multivariate time-series or univariate time-series, and here we let \( y \) be multivariate time-series for generalization. We further assume that \( \{ (x_i^S, y_i^S) \}_{i=0}^N \) and \( \{ (x_i^T, y_i^T) \}_{i=0}^M \) are respectively independent and identically distributed (I.I.D.) drawn from the source domain \( P^S(x, y) \) and the target domain \( P^T(x, y) \). Note that \( M \) and \( N \) are the numbers of random samples respectively drawn from the source and the target domains, and we have \( N \gg M \). Semi-supervised Domain adaptation for time-series forecasting aims to find the model that performs well on the dataset drawn from the target distribution by leveraging the sufficient labeled source domain data and the limited labeled target domain data.

Existing methods on domain adaptive time-series forecasting straightforwardly follow the idea of the conventional domain adaption methods for non-time series data and typically assume that the conditional distribution \( P(z_{t+1} | z_1, \ldots, z_t) \) remain
fixed, which is shown as follows:

$$P^S(z_{t+1}|z_1, \ldots, z_t) = P^T(z_{t+1}|z_1, \ldots, z_t)$$

$$P^S(z_1, \ldots, z_t) \neq P^T(z_1, \ldots, z_t).$$

(2)

However, according to the aforementioned Granger-causal generation process for time-series data, since $z_{t+1}$ depends on $(z_1, \ldots, z_t)$, the inappreciable value changes of $z_t$ may magnify or minify the influence to $z_{t+1}$ by the stable causal relationships, which makes the conditional distribution from different domains vulnerable to changes. Therefore, the covariate shift assumption is very difficult to be satisfied in time-series data.

In order to bypass the aforementioned difficulties, one straightforward solution is to replace the covariate shift assumption with the “Parent Shift Assumption”, which is shown in (3). This assumption can mitigate the accumulated changes from $z_1$ and essentially hints that the future values only depend on their direct parents.

$$P^S(z_{t+1}|pa(z_{t+1})) = P^T(z_{t+1}|pa(z_{t+1}))$$

$$P^S(pa(z_{t+1})) \neq P^T(pa(z_{t+1})).$$

(3)

However, the non-negligible dependencies still exist in time-series data with the aforementioned assumption, few changes of the parents $pa(z_t)$ like the different time-lags and value ranges result in palpable variation of the future values, which further leads to the unsatisfactory of (3).

Fortunately, given any domains, the causal mechanism among variables is stable and similar, though the conditional distributions are easily influenced by the different value ranges, time lags, and offsets. Recall the intuitive medicinal example mentioned in Section I, where the physiological mechanism stably works in everyone. Therefore, with the inspiration of the domain-invariant causal mechanism between the source and the target domain, we propose the following causal conditional shift assumption.

Assumption 1. Causal Conditional Shift Assumption: Given causal structures $A_1, z_1, \ldots, z_t$, and $z_{t+1}$, we assume that the conditional distribution $P(z_{t+1}|z_1, \ldots, z_t)$ varies with different domains while the causal structures remain fixed. Formally, we have:

$$P^S(z_{t+1}|pa(z_{t+1})) \neq P^T(z_{t+1}|pa(z_{t+1})),$$

$$A^S = A^T$$

(4)

in which $A^S$ and $A^T$ are the causal structures from the source and the target domain.

Based on the aforementioned assumption, the difference between our causal conditional shift and other distribution shift learning scenarios can be summarized as follows. First, our causal conditional shift is totally different from the existing scenarios. Specifically, our causal conditional shift takes the causal structures among covariate variables i.e., $z$ into account, while the existing scenarios mainly focus on the relationships among the label $y$, covariate variables $x$ and domain variables $D$ but ignoring the relationships behind $x$. Second, our causal conditional shift is more reasonable than the existing scenarios on the time series. In detail, due to the temporal dependence among the time-series data, even a small perturbation may result in a huge change in the high dimensional feature space $x$ and further results in $p(y|x)$ changes sharply. Our causal conditional shift solves this problem by exploring the stable causal structure behind $x$, but the existing scenarios (without considering the structure behind $x$) may face the challenge that how to describe the distribution shifts among domains. Thus, compared with existing learning scenarios, causal conditional shifts can characterize complex distribution shifts in a compact way and enables the development of effective models with better generalization performance.

Based on the aforementioned causal conditional shift assumption, we can find that the key to semi-supervised domain adaptation for time-series forecasting is to leverage the domain-invariant causal structures to model the domain-specific conditional distribution. In summary, given the labeled source domain data and the limited labeled target domain data, our goal is to (1) discover the causal structures of time-series data from the source and the target domains; (2) forecast the future time-series data over the target distribution with the help of Granger causality.

However, the causal structures are usually changed by other domain-specific properties along with different domains, e.g., different time-lags, which further leads to the violation of the causal conditional shift assumption. Recall the medicinal example again, the responding time between “Blood Glucose” and “Insulin” in the elder is usually longer than that of the young, which leads to the different causal structures. In order to address this issue, we not only need to extract the domain-invariant causal substructures among domains but also model the domain-specific components.

Therefore, the objective function of the semi-supervised domain adaptation for time-series forecasting can be summarized as follow:

$$\min A^S P(y^S|x^S, A^S) + E_{A^T} P(y^T|x^T, A^T) + Disc(A^S, A^T),$$

(5)

where $Disc(A^S, A^T)$ is the discrepancy regularization term of the Granger-causal structures between the source and the target domains. This regularization term can not only bridge the common causality from the source to the target but also allow the model to preserve the domain-specific parts. Note that $E_{A^S} P(y^S|x^S, A^S)$ and $E_{A^T} P(y^T|x^T, A^T)$ can be considered as an autoregression of time-series data for different domains.

According to (5), to address the semi-supervised domain adaptation problem for time-series data we should address the following two challenges: 1) how to model time-series data with causal structures, i.e., optimizing the expectation terms in (5); 2) how to transfer the causal structures from the source to target domain in a unified framework, i.e., optimizing $Disc(A^S, A^T)$. As for the first challenge, we take the Granger Causal structures as latent variables and learn the distribution of time-series data via variational inference, which is illustrated in Section IV. As for the second challenge, we devise Granger Causality Alignment (GCA) model, which is illustrated in Section V.
IV. LEARNING THE DISTRIBUTION OF TIME-SERIES DATA WITH GRANGER CAUSALITY

To simultaneously discover the Granger Causality and predict based on the Granger Causality, we start with the graphical model of the causal generation process for time series data, which is shown in Fig. 2. First, we assume the causal structure $A$ is composed of $k$ substructures with the maximum lag of $k$, which is shown as follows:

$$A = (A_1, A_2, \ldots, A_k),$$

in which the italic symbol $A_j$ denotes the local substructures with the lag of $j$. For convenient illustration, we let $k = 2$ in Fig. 2. Given the observed data $z_t$, it is generated from the $z_{t-1}$ and $z_{t-2}$ under the substructure of Granger-causal graph whose lag is one and two (we assume that the maximum lag is two for convenient illustration.). Furthermore, $z_{t-1}$ and $z_{t-2}$ are recursively generated from the previously observed data under the same substructures of Granger Causality.

In light of the power of variational autoencoder (VAE) [38], [39] in reconstructing the latent variables, we consider the Granger-causal structures as the latent variables and iteratively reconstruct the Granger-causal structures with different lags as shown in Fig. 3. According to this causal generation process (the solid lines in Fig. 3), since $z_t$ is the common effect of $A_1$, $z_{t-1}$, $z_{t-2}$ and $A_2$, there are three “V-Structures”

$$ (i.e., A_1 \rightarrow z_t \leftarrow A_2, A_1 \rightarrow z_t \leftarrow (z_{t-1}, z_{t-2}) \text{ and } A_2 \rightarrow z_t \leftarrow (z_{t-1}, z_{t-2})),$$

$A_1, A_2$ are independent of each other. As for the inference process (the dashed lines in Fig. 3), the reconstruction of $A_1$ and $A_2$ can be separated into two steps. First, in the “V-structure” $A_1 \rightarrow z_t \leftarrow (z_{t-1}, z_{t-2})$, we can reconstruct $A_1$ given $z_{t-1}, z_{t-2}$ and $z_t$. Second, we can reconstruct $A_2$ given $A_1, z_t$ and $(z_{t-1}, \ldots, z_{t-1})$

Therefore, we can learn the distributions of time-series data by first reconstructing the latent causal structures and using them to forecast future values. Mathematically, we learn the distributions of the time-series data by modeling the logarithm of the probability density $\ln P(z_t | z_{t-1}, z_{t-2}, \ldots, z_{t-k})$, which can be derived as shown in Theorem 1.

Theorem 1: Suppose that the maximum lag is $k$, and then $\ln P(z_t | z_{t-1}, z_{t-2}, \ldots, z_{t-k})$ can be derived as follows:

$$\ln P(z_t | z_{t-1}, z_{t-2}, \ldots, z_{t-k}) = \mathbb{E}_{Q(A_1)} \cdots \mathbb{E}_{Q(A_k)} \ln P(z_t | z_{t-1}, z_{t-k}, A_1, \ldots, A_k)$$

$$+ \ln P(A_1 | z_{t-1}) \prod_{j=2}^{k} P(A_j | z_{t-j}) \mathbb{E}_{Q(A_1)} \cdots \mathbb{E}_{Q(A_k)} D_{KL}(Q(A_j | z_{t-j}) || P(A_j | z_{t-j})),$$

in which $P(A_j | z_{t-j}) = P(A_j | A_1, \ldots, A_{j-1}, z_{t-1}, \ldots, z_{t-k})$ and $Q(A_j | z_{t-j}) = Q(A_j | A_1, \ldots, A_{j-1}, z_{t-1}, \ldots, z_{t-k})$ denote the prior distribution and the approximated distribution, respectively.

The proof of Theorem 1 can be found in the Appendix A, available online. This result tells us that we can model the logarithm of the probability density by modeling an expectation term and a Kullback–Leibler divergence term. However, optimizing the Kullback–Leibler divergence $\sum_{j=1}^{k} D_{KL}(Q(A_j | z_{t-j}) || P(A_j | z_{t-j}))$ is intractable. Fortunately, since the values of the Kullback–Leibler divergence are always greater than zero, we can model the logarithm of the probability density $\ln P(z_{t-j} | z_{t-1}, z_{t-2}, \ldots, z_{t-k})$ by maximizing the evidence lower bound (ELBO), which is shown as Corollary 1.1.

Corollary 1.1: Assuming that the maximum lag is $k$, we can model the logarithm of the probability density $\ln P(z_{t-j} | z_{t-1}, z_{t-2}, \ldots, z_{t-k})$ by maximizing the evidence lower bound (ELBO) as shown as follows:

$$\mathcal{L}_{ELBO} = \mathbb{E}_{Q(A_1)} \cdots \mathbb{E}_{Q(A_k)} \ln P(z_t | z_{t-1}, \ldots, z_{t-k}, A_1, \ldots, A_k)$$

$$- D_{KL}(Q(A_1 | z_{t-1}) || P(A_1 | z_{t-1}))$$

$$- \sum_{j=2}^{k} \mathbb{E}_{Q(A_j)} \cdots \mathbb{E}_{Q(A_k)} D_{KL}(Q(A_j | z_{t-j}) || P(A_j | z_{t-j})), $$

(8)
The proof of Corollary 1.1 can be found in the Appendix A, available online. According to this corollary, we can use Granger Causal structures to learn the distribution of time-series data under the framework of variation inference. For easy comprehensibility, let $\mathcal{L}^S_{\text{ELBO}}$ and $\mathcal{L}^T_{\text{ELBO}}$ be the ELBO for the source and target data, respectively.

V. ALGORITHM AND IMPLEMENT

A. Overview of the Granger Causality Alignment Model

Based on the aforementioned theories, we aim to devise a model to address the semi-supervised time-series domain adaptation problem. Since we can simultaneously estimate the causal structures from different domains and model $P(z_t|z_{t-1},\ldots,z_{t-k},A_1,\ldots,A_k)$ by maximizing $\mathcal{L}^S_{\text{ELBO}}$ and $\mathcal{L}^T_{\text{ELBO}}$, we can replace the negative of evidence lower bound (i.e., $\mathcal{L}^S_{\text{ELBO}}$ and $\mathcal{L}^T_{\text{ELBO}}$) with $\mathbb{E}_{A^S}P(y^S|x^S, A^S)$ and $\mathbb{E}_{A^T}P(y^T|x^T, A^T)$ in (5), which can be rewritten as follows:

$$\mathcal{L}_{\text{total}} = -\mathcal{L}^S_{\text{ELBO}} - \mathcal{L}^T_{\text{ELBO}} + \gamma \text{Disc}(A^S, A^T).$$

By optimizing (9), we can reconstruct the sufficient structures that benefit the time-series forecasting. However, simply optimizing (9) might bring some redundant structures which do not belong to the ground-truth data generation process and are usually influenced by different domains. If these redundant structures are taken into account, the learned model might not well generalize to the target domain. To solve this problem, we need to prefer the sparsity of the Granger Causal structure to remove redundant structures and preserve the necessary causal structures.

To achieve this, we further include a sparsity-inducing penalty term $R(\cdot)$ and hence obtain the loss function based on the causal time-series generation process, which is shown as follows:

$$\mathcal{L}_{\text{total}} = -\mathcal{L}^S_{\text{ELBO}} - \mathcal{L}^T_{\text{ELBO}} + \gamma \text{Disc}(A^S, A^T) + \lambda (R(A^S) + R(A^T)),$$

in which $\mathcal{L}^S_{\text{ELBO}}$ and $\mathcal{L}^T_{\text{ELBO}}$ equal to evidence lower bound in (8), and we employ the superscript $S$ and $T$ to distinguish if the data used to optimize ELBO come from the source or the target domain. Note that $\gamma$ is a hyper-parameter for the causal structure discrepancy regularization and $\lambda$ is a hyper-parameter for the Granger causal structure sparsity regularization, respectively; $Q(A^*_j)$ denotes the approximated conditional distribution and $P(A^*_j)$ denotes the prior distribution; the conditional distribution $P(z^*_t|z^*_{t-1},\ldots,z^*_{t-k},A_1,\ldots,A_k)$ work as the generative process (as shown in Fig. 3) and are used to predict the future values with the help of Granger causality; We also employ $R(\cdot)$ as the sparsity-inducing penalty term, i.e., the elastic-net-style penalty [40] for $R(\cdot)$ for better Granger causal structures, which can be defined as:

$$R(A^*) = \frac{1}{2}||A^*||_1 + \frac{1}{2}||A^*||_2,$$

in which $|| \cdot ||_1$ and $|| \cdot ||_2$ respectively denote the L1 and L2 Norm. Note that L1 Norm of a matrix is calculated by $||A||_1 = \sum_{uv} |A_{uv}|$, where $A_{uv}$ is the $u$-th row $v$-th column element in matrix $A$. And L2 Norm of a matrix is calculated by $||A^*||_2 = \sqrt{\sum_{uv} (A^*_{uv})^2}$, where $A^*_{uv}$ denotes the $u$-th row $v$-th column element in matrix $A^*$.

Based on the objective function as shown in (10), we devise the Granger Causality Alignment (GCA) model for semi-supervised domain adaptation for time-series data. The framework of the proposed GCA model is shown in Fig. 4. As shown in Fig. 4(a), the Recurrent Granger Causality Reconstruction Module (Section V-B) is used to reconstruct the Granger-causal structures with different lags with the observed time-series data from the source and the target domains, which is used to estimate the distribution of latent variables $Q(A^*_j)$). Sequentially, the Domain-Sensitive Granger Causality based Prediction Module (Section V-C) as shown in Fig. 4(b) learns how the condition distribution $P(z^*_t|z^*_{t-1},\ldots,z^*_{t-k},A_1,\ldots,A_k)$ changes across different domains with the help of Granger-causal structures and the historical observed data. Since the causal structures are stable across domains, we introduce the implementation of the Granger Causality discrepancy regularization (Section V-D) as shown in Fig. 4(c) to restrict the discrepancy of Granger Causality between the source and the target domain. Finally, we introduce the training and inference process of the proposed method (Section V-E). The implementation details will be introduced in the following subsections. The source code of the proposed GCA method can be found at https://github.com/DMIRLAB-Group/GCA.

B. Recurrent Granger Causality Reconstruction Module

In this subsection, we provide the details of the Recurrent Granger Causality Reconstruction, which is illustrated in Fig. 4(a). The Recurrent Granger Causality Reconstruction is used to model the approximated conditional distribution $Q(A^*_j|A^*_1,\ldots,A^*_j,\ldots,A^*_1,z^*_{t-1},\ldots,z^*_{t-k})$ in (8), from which we can sample the causal structures. Note that Granger causal structures with different lags are independent of each other. But we use $A^*_1,\ldots,A^*_{j-1}$ as the conditions when estimating $A^*_j$, which benefits obtaining the sparse and precise causal structures. If we estimate the causal structures without other structures like $P(A^*_j|z^*_{t-1},\ldots,z^*_{t-k})^*$, some overlapped and redundant edges might be brought in.

Technically, for $Q(A^*_j|A^*_1,\ldots,A^*_j-1,z^*_{1},\ldots,z^*_{t-k})$, we implement it with the MLPs and the categorical reparameterization trick [39], where we let $A^*_j$ be the structure with the lag of $j$ from the source or the target domains. In detail, we use (12) as the universal approximator of $Q(A^*_j|A^*_1,\ldots,A^*_j-1,z^*_{1},\ldots,z^*_{t-k})$ to generate $A^*_j$ from the historical data. Consequently, we implement $Q(A^*_j|A^*_1,\ldots,A^*_j-1,z^*_{1},\ldots,z^*_{t-k})^*$ in the following functional form:

$$A^*_j = f_j(A^*_1,\ldots,A^*_j-1,z^*_{1},\ldots,z^*_{t-k};\theta_j),$$

$$A^*_j = \text{Softmax}((A^*_j + \epsilon_g)/\tau),$$

in which $A^*_j$ denotes the parameters of the categorical distribution; $\theta_j$ are the trainable parameters of MLP $f_j$; $\epsilon_g$ denotes the

2we use superscript * to denote source or target domains.
Gumbel distributed noise; and $\tau$ denotes the temperature hyper-parameter. According to (12), it is interesting to find that the process of reconstructing the Granger-causal substructures with different lags is in a recurrent form. Therefore, we follow the iterative property and first reconstruct $A_1$, the Granger-causal structures whose lag is 1 then we reconstruct $A_2$ of the Granger-causal structures whose lag is 2 since $Q_2 = Q(A_2|A_1, z_{t-1}, \ldots, z_{t-k})$ is based on $A_1$, and so on so forth. By parity of reasoning, the other substructures with larger lags follow the same rule.

Besides, since the causal structures may vary with different domains due to domain-specific factors like time lags, it is necessary to explicitly consider these factors. For example, the time lag between “Blood Glucose” and “Insulin” of the elder is longer than that of the young, which leads to the different responding time between “Blood Glucose” and “Insulin” of the two separate transformation functions for the source and the target domains. However, since the labeled target domain data is limited, it tends to result in suboptimal performance on the target domain. In order to address this problem, we further introduce the trainable structural domain latent variables $A^\alpha$, $\alpha^S$ or $\alpha^T$. For convenience, we further let $\Theta = (\theta_1, \ldots, \theta_j, \alpha^*)$ be all the trainable parameters of the recurrent Granger Causality reconstruction module.

C. Domain-Sensitive Granger Causality Based Prediction Module

In this subsection, we provide the details of the Domain-sensitive Granger-Causality-based Prediction Module, which is used to model $P(z^*_t|z^*_{t-1}, \ldots, z^*_{t-k}, A^*_1, \ldots, A^*_k)$. As shown in Fig. 4(b), the Granger-Causality-based prediction process can be separated into two steps: the intra-lag inference step and the inter-lag inference step.

In the intra-lag inference step, we aim to calculate the effectiveness of the substructures of each time lags, i.e., the contributions of each substructure $A^*_j$ to the final prediction. In detail, given the $j$-th lag Granger-causal structure $A^*_j$, we first use $A^*_j$ to mask the observed input $z^*_{t-j}$, e.g., $z^*_{t-j} \odot A^*_j$. Then we use the multilayer perceptron (MLP) in the form of $g_j(z^*_{t-j}, A^*_j; \phi_j)$ to calculate $e^*_{t-j}$ for the source and target domain respectively, note that $e^*_{t-j}$ denotes how $z^*_{t-j}$ contributes to the prediction of $z^*_{t+1}$ by the granger causal structure $A^*_j$ via function $g_j(\cdot)$, i.e., $e^*_{t-j} = g_j(z^*_{t-j}, A^*_j; \phi_j)$. In the inter-lag inference step, we aim to aggregate the effectiveness of all the time lags and predict future data. In detail, we simply use another MLP-based architecture in the form of $G(e^*_{t-1}, e^*_{t-2}, \ldots, e^*_{t-k}; \phi_\alpha)$ to predict the future value and $\phi_\alpha$ are the trainable parameters.
Besides the domain-specific time lags, the strengths of the causal structures might be different even if the source and the target domains share the same causal structures. In order to cope with these differences, we further introduce another trainable domain-sensitive latent variable $\beta^S, \beta^T \in \mathbb{R}^{d_\beta}$ to model the different strengths of the causal structures, in which $d_\beta$ is the dimension of the trainable domain-sensitive latent variables and the dimension of $\beta^S$ and $\beta^T$ are same. Therefore, we can formulate the domain-sensitive Granger-Causality-based prediction as follows:

$$\hat{z}_{t+1} = G(g_1(z^*_1, A^*_1; \phi_1), \ldots, g_j(z^*_j, A^*_j; \phi_j), \ldots, g_k(z^*_k, A^*_k; \phi_k; \phi_a, \beta^*),$$

where $\hat{z}_{t+1}$ is the predicted result of source or target domain. For convenience, we let $\Phi = (\phi_a, \phi_1, \ldots, \phi_k, \beta^*)$ be all the trainable parameters in the domain-sensitive Granger-Causality-based prediction module.

**D. Granger Causality Discrepancy Regularization**

1) A Relaxed Variant for the Causal Conditional Shift Assumption: According to Assumption 1, we assume that the causal structures are fixed across different domains. In fact, this assumption may be too strong to some extent, the causal structures might vary with different domains. If we directly forecast the target values with the help of the source causal structures, we may end up with suboptimal performance. Therefore, we relax the Causal Conditional Shift assumption and assume that the causal structures from different domains are slightly different. Based on this relaxed assumption, we propose a regularization term, which can leverage the labeled source data to learn the domain-invariant components and exploit the limited labeled target data to learn the domain-specific components. There are different ways to achieve this goal, and we employ L1 Norm in our implementation. Formally, we have:

$$\text{Disc}(A^S, A^T) = \frac{1}{D \times D \times k} \sum_{j=1}^{k} ||A^S_j - A^T_j||_1,$$

where $A^S_j$ and $A^T_j$ are the structures with lag $j$ and $|| \cdot ||_1$ denotes the L1 Norm.

2) Causal Structure Discrepancy Regularization With Gradient Stopping: In the ideal case, the source structures are learned from the source labeled data while the target structures are optimized according to the regularization term shown in (15). However, straightforwardly using L1 Norm can only make the causal structures from different domains become similar, but it cannot guarantee that the model can learn correct components and may lead to degenerated causal structures. In the worst case, the target structure solely learned on the insufficient labeled data is wrong. In the meanwhile, the source structures are pushed by the regularization term to become similar to the wrong target structures, which results in the negative transfer and finally the suboptimal results.

In order to address the aforementioned issue, we further apply the gradient stopping operation $C(\cdot)$ [41], [42] on the source domain causal structures (as shown in Fig. 4(c)), which is devised to stop the gradients of regularization term propagating through the source structures estimation module. Therefore, it is confident to learn the correct source causal structures with the massive source labeled data and without obstruction from the target causal structures. Furthermore, the target causal structures are guided by the discrepancy term and the well-trained source causal structures. In this way, we let the source structures be an anchor and push the target structures to be close to the source ones, so we can avoid the negative transfer and achieve the ideal case.

Therefore, we combine the gradient stopping operation with (15), the Granger Causality discrepancy regularization term can be formulated as follows:

$$\text{Disc}(A^S, A^T) = \frac{1}{D \times D \times k} \sum_{j=1}^{k} ||C(A^S_j) - A^T_j||_1,$$

where $C(\cdot)$ is used to stop the gradients from propagating to the source causal structure estimator.

E. Training and Inference

By discovering the Granger Causality and further predicting the future values with the help of the Granger Causality, we summarize the model as follows.

During the training steps, we take the labeled source data $(x^S, y^T) \in (X_S, Y_S)$ and the few labeled data from the target domain $(x^T, y^T) \in (X_T, Y_T)$ into the proposed method and predict the future values of the next timestamps. In the testing steps, we need to predict the future $\tau$ stamps, so we use the previous predicted value as the new input and obtain $z_{t+1}^*, \ldots, z_{t+\tau}$ in an autoregressive way.

If the dimension of $y$ equals that of $x$ (e.g., the case of human motion prediction), the proposed GCA method needs to predict the multivariate time-series data. If the predicted results $y$ is the univariate time-series (e.g., PM2.5 Prediction), it is not necessary to take all the predicted time-series into the loss function. In this case, we can directly use (10) to optimize the proposed method.

If the predicted result is the univariate time-series $y^T$ and we need to estimate the causal structure $A$ for interpretability, we need to take all the predicted time-series into the loss function. However, the performance will easily suffer from degeneration, because the model might optimize other variables that are unrelated to $y$. In order to address this issue, we further devise an extra strengthen loss. We formulate the extra optimization term below:

$$L_e = MSE(z_{t+1}^d, z_{t+1}^d),$$

in which $z_{t+1}^d$ is the predicted time-series and $z_{t+1}^d$ is the groud truth value; And $MSE$ denotes the mean square error. We will investigate the effectiveness of the extra optimization term $L_e$ in the ablation studies.

Under the above objective functions, the total loss of the proposed GCA method can be summarized as the following.
equation:
\[
\mathcal{L}_{\text{total}} = -\mathcal{L}_{\text{ELBO}}^S - \mathcal{L}_{\text{ELBO}}^T + \gamma \text{Disc}(\mathcal{A}^S, \mathcal{A}^T) + \lambda (\mathcal{R}(\mathcal{A}^S)) + \delta \mathcal{L}_c
\]
\[
= -\mathbb{E}_{Q(A^S)}[\ldots \mathbb{E}_{Q(A^S)}] \ln \mathbb{P}(z^S_j|x^T_i, \ldots, z^S_{i-k}, A^S_x, \ldots, A^S_k] + D_{KL}(Q(A^S_i)\|P(A^S_i)])
\]
\[
+ \sum_{j=2}^{k} \mathbb{E}_{Q(A^S_j)}[\ldots \mathbb{E}_{Q(A^S_k)}] \ln \mathbb{P}(z^T_j|z^T_{i-1}, \ldots, z^T_{i-k}, A^T_y, \ldots, A^T_k] + D_{KL}(Q(A^T_i)\|P(A^T_i)])
\]
\[
+ \gamma \left( \sum_{j=2}^{k} \mathbb{E}_{Q(A^S_j)} \mathbb{E}_{Q(A^T_i)} \text{Disc}(A^S_j, A^T_j) \right) + \lambda \left( \sum_{j=1}^{k} \mathbb{E}_{Q(A^S_j)} \mathcal{R}(A^S_j) + \sum_{j=1}^{k} \mathbb{E}_{Q(A^T_i)} \mathcal{R}(A^T_j) \right) + \delta \mathcal{L}_c,
\]
where \(\gamma, \delta, \lambda\) are hyper-parameters.

In summary, the proposed model is trained on the labeled source and target domain data using the following procedure:

\[\left(\hat{\Theta}, \hat{\Phi}\right) = \arg \min_{\Theta, \Phi} \mathcal{L}_{\text{total}}.\] (19)

VI. THEORETICAL ANALYSIS

In this section, we discuss the theoretical insights and establish the generalization bound, with respect to the discrepancy of causal structures between the source and the target domain.

There are several works about the generalization theory of domain adaptation \cite{2, 43, 44, 45, 46}, but many of them require that the loss function is bounded by a positive value. In this paper, we aim to establish the generalization bound that bridges the causal structures and the error risk. We start with the relationship between the distance of the source and the target domain. Therefore, we can make the following assumption:

**Assumption 2. Causal Structures Discrepancy Bound Assumption:** Given any two hypotheses \(h^S, h^T\) and the causal structures \(\mathcal{A}^S, \mathcal{A}^T\) from the source and target domain, a positive value \(K\) exists that makes the following two inequalities hold:

\[
L^S(h^S, h^T) = E_{x^S \sim p^S(x)} L(h^S, h^T) \leq K\|\mathcal{A}^S - \mathcal{A}^T\|_1,
\]
\[
L^T(h^S, h^T) = E_{x^T \sim p^T(x)} L(h^S, h^T) \leq K\|\mathcal{A}^S - \mathcal{A}^T\|_1.
\] (20)

This assumption implies that for any samples from any domains, the expectation of \(L(h^S, h^T)\) between the \(h^S\) and \(h^T\) are bounded by the similarity between \(\mathcal{A}^S\) and \(\mathcal{A}^T\) over any domains. This assumption is reasonable when the loss function \(L\) is local smoothness.

Before introducing the generalization bound of the proposed method, we first give the definition of Rademacher Complexity and Rademacher Complexity Regression Bounds, which are shown as follows:

**Definition 1. Rademacher Complexity [44]:** Let \(\mathcal{H}\) be the set of real-value functions defined over a set \(X\). Given a dataset \(\mathcal{X}\) whose size is \(m\), the empirical Rademacher Complexity of \(\mathcal{H}\) is defined as follows:

\[
\hat{\mathcal{R}}_{\mathcal{X}}(\mathcal{H}) = \frac{2}{m} \mathbb{E}_{\sigma} \sup_{h \in \mathcal{H}} \sum_{i=1}^{m} \sigma_i h(x_i) \mid \mathcal{X} = (x_1, \ldots, x_m).
\] (21)

In which \(\sigma_1, \ldots, \sigma_m\) are independent uniform random variables taking values in \([-1, +1]\). And the Rademacher Complexity of a hypothesis set \(\mathcal{H}\) is defined as the expectation of \(\hat{\mathcal{R}}_{\mathcal{X}}(\mathcal{H})\) over all the dataset of size \(m\), which is shown as follows:

\[
\mathcal{R}_m(\mathcal{H}) = \mathbb{E}_{\zeta} \left[ \hat{\mathcal{R}}_{\mathcal{X}}(\mathcal{H}) \right] \mid \zeta = m.
\] (22)

**Lemma 2. (Rademacher Complexity Regression Bounds) [44]:** Let \(L : x \times y \rightarrow \mathbb{R}_+\) be a non-negative loss upper bounded by \(M > 0\) (\(L(y, y') \leq M\) for all \(y, y' \in \mathcal{Y}\)) and we denote by \(\eta^P : \mathcal{X} \rightarrow \mathcal{Y}\) the labeling function of domain \(D\). Given any fixed \(y' \in \mathcal{Y}\), \(y' \rightarrow L(y, y')\) is \(\mu\)-Lipschitz for some \(\mu > 0\), and the Rademacher Complexity Regression Bounds are shown as follows:

\[
\mathcal{L}^D(h^P, \eta^P) \leq \frac{1}{m^P} \sum_{i=1}^{m^P} L(h^P(x^P_i), y^P_i) + 2\mu \mathcal{R}_{m^P}(\mathcal{H}) + M \sqrt{\frac{\log 2}{2m^D}},
\] (23)

in which \(m^P\) is the dataset of domain \(D\) with the size of \(m^D\).

Based on the aforementioned definition and assumption, we propose the generalization bound of GCA, which is shown as follows.

**Theorem 3:** We first let \(\eta^S\) and \(\eta^T\) be the source and target labeling function. We further let \(h^*\) be the ideal predictor that simultaneously obtains the minimal error on the source and the
target domain. Formally, we have:

\[ h^* \triangleq \arg\min_{h^*} \{ L^S(h^*, \eta^S) + L^T(h^T, \eta^T) \}. \]  

Then we can obtain the following inequation for any \( h^*, h^T \in \mathcal{H} \):

\[
L^T(h^T, \eta^T) \leq \frac{1}{m^S} \sum_{i=1}^{m^S} L(h^S(x^S_i), y^S_i) + 2\mu \mathcal{R}_{m^S}(\mathcal{H}) \\
+ 3M \sqrt{\frac{\log \frac{2}{\delta}}{2m^S}} + \frac{1}{m^T} \sum_{i=1}^{m^T} L(h^T(x^T_i), y^T_i) \\
+ 2\mu \mathcal{R}_{m^T}(\mathcal{H}) + 3M \sqrt{\frac{\log \frac{2}{\delta}}{2m^T}} \\
+ 3K|A^S - A^T| - L^S(h^*, \eta^S),
\]

where \( L^S(\eta^S, h^*) \) is independent of \( h^T \) or \( h^S \) and can be considered as a constant; and \( m^S \) and \( m^T \) are the data size of the source and target domain training set.

**Proof:**

\[
L^T(h^T, \eta^T) = L^T(h^T, \eta^T) + L^S(h^S, \eta^S) - L^S(h^S, \eta^S) \\
\leq L^S(h^S, \eta^S) + L^T(h^T, h^S) + L^T(h^S, \eta^T) + L^S(h^S, h^T) \\
- L^S(h^S, \eta^S) \\
\leq 2K|A^S - A^T| + L^S(h^S, \eta^S) + L^T(h^S, \eta^T) + L^S(h^S, h^T) \\
+ L^T(h^T, \eta^T) - L^S(h^*, \eta^S) \\
\leq 3K|A^S - A^T| + L^S(h^S, \eta^S) + L^T(h^T, \eta^T) \\
- L^S(h^*, \eta^S) \\
\leq \frac{1}{m^S} \sum_{i=1}^{m^S} L(h^S(x^S_i), y^S_i) + 2\mu \mathcal{R}_{m^S}(\mathcal{H}) + 3M \sqrt{\frac{\log \frac{2}{\delta}}{2m^S}} \\
+ \frac{1}{m^T} \sum_{i=1}^{m^T} L(h^T(x^T_i), y^T_i) + 2\mu \mathcal{R}_{m^T}(\mathcal{H}) + 3M \sqrt{\frac{\log \frac{2}{\delta}}{2m^T}} \\
+ 3K|A^S - A^T| - L^S(h^*, \eta^S)
\]

VII. EXPERIMENT

A. Datasets

In this section, we give a brief introduction to the dataset and the preprocessing steps. For each dataset, we split it into the training set, validation set, and test set. For all the methods, we run five different random seeds and report the mean and variance.

We choose the model with the best validation and evaluate the chosen model on the test set. For all the datasets, we randomly draw 5% labeled data from the target distribution for training.

1) Simulation Datasets: In this part, we design a series of controlled experiments on the random causal structures with a given sample size and variable size. We simulate three different datasets as three domains with the following nonlinear function.

\[
z_t = A_1 \cdot (z_{t-1} + c \cdot \sin(z_{t-1})) + \cdots + A_k \cdot (z_{t-k} + c \cdot \sin(z_{t-k})) + \epsilon,
\]

in which \( c \) is the constant of the nonlinear term; \( \epsilon \) is the variance of Gaussian distributions; \( A_j \) is the substructure of causal structure with \( j \) lag. For each domain, the causal structures are similar with only a little difference. We further employ different sample intervals for different domains. The details of the dataset are shown in Table I. And Fig. 5 shows an example of the simulated data from different domains. Since the value range of this dataset varies with different cities, we use Z-score Normalization to respectively preprocess all the datasets for each domain.

With the simulated datasets, we can use simulated datasets for both time-series forecasting and cross-domain Granger-causal discovery tasks, since we can achieve the ground truth Granger-causal structures. In this paper, we demonstrate the reasonability of the proposed GCA method and the advantages of the well-reconstructed Granger Causality.

B. Realworld Datasets

Besides the simulation dataset, we further evaluate the proposed GCA model on 6 real-world datasets: Air Quality Forecasting Dataset, Human Motion Capture Dataset, PPG-DaLiA dataset, Electricity Load Diagrams datasets, PEMS-BAY dataset, and Electricity Transformer Dataset. We publish the average performance of all the combinations. We repeat each
C. Baseline

We first introduce the baselines of semi-supervised domain adaptation for time-series forecasting, including the latest semi-supervised domain adaptation method and domain adaptation methods for time-series data. We employ the same setting, e.g., the same labeled target domain data, for all the methods.

- **LSTM_S+T** only uses the labeled source domain data and the labeled target domain data to train a vanilla LSTM model and apply it to the unlabeled target domain data.
- **R-DANN** [17] uses the domain adaptation architecture proposed in [13] with Gradient Reversal Layer (GRL) on LSTM, which is a straightforward solution for time-series domain adaptation.
- **RDC**: Deep domain confusion is a domain adaptation method proposed in [47] which minimizes the distance between the source and the target distribution by using Maximum Mean Discrepancy (MMD). Similar to the R-DANN method, we also employ LSTM as the feature extractor for time-series data.
- **VRADA** [18] is a time-series domain adaptation method that combines the Gradient Reversal Layer and VRNN [21].
- **SASA** [11] is one of the state-of-the-art domain adaptation approaches for time-series data, that extracts and aligns the sparse associative structures.
- **LIRR** [3] is one of the state-of-the-art semi-supervised domain adaptation approaches for classification and regression, we replace the feature extractor with LSTM for time-series data.
- **CMTN** [8] leverages the attention mechanisms to capture the dynamic and temporal causal mechanism of time series data for time-series domain adaptation.
- **DAF** [22] uses an attention-based shared module with a domain discriminator to learn domain-invariant and domain-specific features, respectively.
- **Autoformer** [48]: We employ the transformer-based backbone network, Autoformer, to extract the representation of time-series data. Since the Autoformer model is not devised for domain adaptation, we use a gradient reversal layer to extract the domain-invariant information.
- **S4D** [49]: We employ the state-space-model based back-bone networks, the diagonal of structured state-space-model (S4D) [50], to extract the representation of time-series data. Since the S4D model is not devised for domain adaptation, we use a gradient reversal layer to extract the domain-invariant information.

D. Result on Simulation Dataset

The Mean Squared Error (MSE) and Mean Absolute Error (MAE) in the simulated dataset are shown in Table II. We conduct the Wilcoxon signed-rank test on the reported accuracies, our method significantly outperforms the baselines, with a p-value threshold of 0.05. The proposed GCA method significantly outperforms the other baselines on all the tasks with a large gap. It is worth mentioning that our Granger Causality alignment method has a remarkable MSE promotion on most of the tasks (more than 10% improvement compared with SASA and LIRR). For some easy tasks like domain1 → domain2 and domain2 → domain1, the proposed method achieves the largest improvement among all the tasks. For the other harder tasks like domain3 → domain2 and domain2 → domain3, our method also achieves a very good result. As for the very challenging tasks like domain1 → domain3 and domain3 → domain1, where the value ranges between the source and the target domain are large, GCA also obtains a comparable result. It is noted that the transformer-based method, Autoformer, does not perform well. This is because Autoformer employs transformer to capture the periodicity of time-series and the dataset generated via the causal mechanism do not contain any obvious periodicity.

In order to study how the inferred Granger-causality has influenced the performance of the model, we further apply the proposed method to the test dataset under different performances of the Granger-Causality. In detail, we evaluate the GCA on the test set every epoch and record the Area Under the Precision-Recall Curve (AUPRC) of the inferred Granger Causality. The experiment result is shown in Fig. 6(a). According...
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G. Results on PPG-DaLiA Dataset

Finally, we analyze the experimental results of the PPG-

DaLiA datasets, which are shown in Table V. We conduct the

Wilcoxon signed-rank test on the reported accuracies, our

method significantly outperforms the baselines, with a p-value

threshold of 0.05. According to the experiment results, we can

find that the proposed GCA model still achieves the best per-

formance. And the recently proposed DAF model also achieves

cumulative results, this is because the DAF model employs the
domain-shared attention mechanism, which can capture the lat-
tent causal process and obtain the ideal performance. Moreover,
we also find that our model performs better when we take the
“Sitting” and “Cycling” as target domains. This is because the
heart rating is influenced by not only the body signals collected
by the sensors but also some unobserved variables like emotions
and external environments. And the heart rating might be easily
influenced by the body signal under the activities of “Sitting”
and “Cycling”, so we can obtain better prediction accuracy with
the body signals.

H. Ablation Study and Visualization

In order to evaluate the modules of the proposed method, we
device the following model variants.

- GCA-r: In order to evaluate the effectiveness of the causal
  graph alignment regularization, we further devise a variant
  that removes the Granger causality Discrepancy regular-
  ization term \( L_r \).
- GCA-e: In the case where the predicted results are univari-
  ate time-series and the Granger-causal structure is desired
for interpretability, we aim to evaluate the effectiveness of the extra strengthen term, so we devise a variant that removes the strengthen term $\mathcal{L}_c$.

- **GCA-c**: In the case where the predicted results are univariate time-series and the Granger-causal structure is not necessary to be obtained accurately, we only predict and minimize the target dimension time-series, e.g., minimize $\text{MSE}(\hat{z}_{t+1}, z_t)$ instead of $\text{MSE}(\hat{z}_{t+1}, z_t)$.  

- **GCA-a**: To evaluate the effectiveness of the trainable structural domain latent variables $\alpha^S, \alpha^T$, we remove the $\alpha^*$ from the standard GCA and add an extra domain of simulation dataset with different time lags.

1) **The Study of the Effectiveness of Extra Strengthen Term**: Essentially, the proposed method is an autoregressive model, so all the variables are taken into consideration, which might lead to the performance degradation of the prediction performance on the target variable. In order to address this issue, we use an extra strengthen loss. As shown in Fig. 7, the red and green bars respectively denote the standard GCA method and the GCA-e method. We can find that (1) the performance of the proposed GCA method is better than GCA-e, which reflects the effectiveness of the extra strengthen term, (2) that furthermore, the performance of GCA-e is comparable with the other baselines, which shows the stability of our method.

2) **The Study of the Effectiveness of the Granger Causality Alignment**: To evaluate the effectiveness of the Granger Causality alignment, we remove the Granger Causality Discrepancy regularization term $\mathcal{L}_c$ and devise the variant model named

---

**TABLE III**

| Task | Metric | GCA | DAF | LIRR | SASA | VRADA | CMTN | Autoformer | SAD | R-DANN | RDC | LSTM+S-T |
|------|--------|-----|-----|------|------|-------|------|------------|-----|--------|-----|-----------|
| $B \rightarrow T$ | RMSE | MAE | 0.1684 | 0.1907 | 0.1824 | 0.1952 | 0.2536 | 0.2129 | **0.1548** | 0.1893 | 0.1868 | 0.2199 | 0.1910 |
| $G \rightarrow T$ | RMSE | MAE | 0.1497 | 0.1869 | 0.1757 | 0.1585 | 0.2365 | 0.2356 | 0.1565 | 0.1590 | 0.1693 | 0.1420 | 0.1785 |
| $S \rightarrow T$ | RMSE | MAE | 0.1673 | 0.2059 | 0.2121 | 0.2771 | 0.3544 | 0.4760 | 0.2802 | 0.2678 | 0.2938 | 0.2675 | 0.3027 |
| $T \rightarrow B$ | RMSE | MAE | 0.2278 | 0.2364 | 0.2346 | 0.2366 | 0.3112 | 0.2554 | **0.2146** | 0.2413 | 0.3222 | 0.3182 | 0.2652 |
| $G \rightarrow B$ | RMSE | MAE | 0.2169 | 0.2744 | 0.2657 | 0.2388 | 0.2414 | 0.2552 | 0.2204 | 0.2419 | 0.2706 | 0.2276 | 0.3010 |
| $S \rightarrow B$ | RMSE | MAE | 0.2319 | 0.2446 | 0.2571 | 0.2671 | 0.4222 | 0.2858 | 0.2508 | 0.2758 | 0.3017 | 0.2744 | 0.2503 |
| $B \rightarrow G$ | RMSE | MAE | 0.1996 | 0.2203 | 0.2214 | 0.2281 | 0.3135 | 0.2832 | **0.1994** | 0.2203 | 0.2964 | 0.2566 | 0.2452 |
| $T \rightarrow G$ | RMSE | MAE | 0.2819 | 0.3354 | 0.2986 | 0.2892 | 0.3643 | 0.3573 | 0.2952 | 0.3018 | 0.3259 | 0.3101 | 0.3069 |
| $S \rightarrow G$ | RMSE | MAE | 0.1769 | 0.1907 | 0.2028 | 0.2186 | 0.4187 | 0.2847 | 0.1937 | 0.1957 | 0.2942 | 0.2948 | 0.1862 |
| $B \rightarrow S$ | RMSE | MAE | 0.1559 | 0.1708 | 0.1857 | 0.2281 | 0.2240 | 0.2389 | 0.1787 | 0.1833 | 0.2530 | 0.3350 | 0.1861 |
| $T \rightarrow S$ | RMSE | MAE | 0.1536 | 0.1653 | 0.1812 | 0.1685 | 0.2587 | 0.2524 | 0.1654 | 0.1606 | 0.2520 | 0.2532 | 0.1945 |
| $G \rightarrow S$ | RMSE | MAE | 0.1360 | 0.1558 | 0.1710 | 0.1552 | 0.2914 | 0.2303 | 0.1536 | 0.1411 | 0.2017 | 0.1839 | 0.1529 |
| Average | RMSE | MAE | 0.1810 | 0.2044 | 0.2087 | 0.2067 | 0.2887 | 0.2476 | 0.1873 | 0.1976 | 0.2479 | 0.2404 | 0.2128 |

The bold values denote the best results.

**TABLE IV**

| Task | Metric | GCA | DAF | LIRR | SASA | VRADA | CMTN | Autoformer | SAD | R-DANN | RDC | LSTM+S-T |
|------|--------|-----|-----|------|------|-------|------|------------|-----|--------|-----|-----------|
| $W \rightarrow G$ | RMSE | MAE | 0.1501 | 0.3250 | 0.2182 | 0.2316 | 0.6770 | 0.3354 | 0.2710 | 0.5052 | 0.6186 | 0.5160 | 0.2295 |
| $W \rightarrow E$ | RMSE | MAE | 0.0941 | 0.2204 | 0.1849 | 0.2147 | 0.8269 | 0.3224 | 0.2880 | 0.4974 | 0.5617 | 0.6841 | 0.2046 |
| $G \rightarrow W$ | RMSE | MAE | 0.1852 | 0.3694 | 0.2940 | 0.3288 | 0.6998 | 0.4505 | 0.1918 | 0.5278 | 0.5753 | 0.6484 | 0.3339 |
| $G \rightarrow E$ | RMSE | MAE | 0.1429 | 0.1504 | 0.1542 | 0.1585 | 0.5944 | 0.1979 | 0.2362 | 0.4897 | 0.4751 | 0.4561 | 0.2893 |
| $E \rightarrow W$ | RMSE | MAE | 0.0851 | 0.1864 | 0.1558 | 0.1516 | 0.6872 | 0.3360 | 0.2540 | 0.4156 | 0.4564 | 0.5655 | 0.1647 |
| $E \rightarrow G$ | RMSE | MAE | 0.1714 | 0.3234 | 0.2622 | 0.2760 | 0.6265 | 0.4645 | **0.1661** | 0.4649 | 0.5143 | 0.5971 | 0.2990 |
| Average | RMSE | MAE | 0.1220 | 0.2167 | 0.2072 | 0.2400 | 0.6642 | 0.2425 | 0.3964 | 0.4612 | 0.4904 | 0.4038 | 0.1978 |
| $E \rightarrow G$ | RMSE | MAE | 0.1383 | 0.1963 | 0.1633 | 0.1877 | 0.6133 | 0.3411 | 0.3071 | 0.4988 | 0.4896 | 0.5394 | 0.2411 |
| Average | RMSE | MAE | 0.1224 | 0.2043 | 0.1865 | 0.2031 | 0.7034 | 0.2989 | 0.3176 | 0.4652 | 0.5018 | 0.5101 | 0.2010 |

The bold values denote the best results.
TABLE V
MAE AND MSE ON HEART RATE FORECASTING DATASET FOR THE BASELINES AND THE PROPOSED METHOD

| Task | Metric | GCA | DAF | LIRR | SASA | VRADA | CMTN | Autoformer | S4D | R-DANN | RDC | LSTM S+T |
|------|--------|-----|-----|------|------|-------|------|-----------|-----|--------|-----|---------|
| C → S | RMSE   | 0.0051 | 0.0095 | 0.0144 | 0.0076 | 0.0164 | 0.0109 | 0.0098 | 0.0086 | 0.0223 | 0.0118 | 0.0147 |
|      | MAE    | 0.0448 | 0.0689 | 0.0905 | 0.0633 | 0.0942 | 0.0733 | 0.0687 | 0.0653 | 0.1131 | 0.0765 | 0.0836 |
| C → W | RMSE   | 0.0122 | 0.0173 | 0.0273 | 0.0125 | 0.0185 | 0.0222 | 0.0263 | 0.0219 | 0.0316 | 0.0224 | 0.0201 |
|      | MAE    | 0.0675 | 0.0918 | 0.1239 | 0.0825 | 0.0991 | 0.0852 | 0.1070 | 0.0853 | 0.1331 | 0.1159 | 0.0998 |
| C → D | RMSE   | 0.0117 | 0.0183 | 0.0275 | 0.0159 | 0.0227 | 0.0191 | 0.0129 | 0.0169 | 0.0322 | 0.0194 | 0.0159 |
|      | MAE    | 0.0710 | 0.0967 | 0.1238 | 0.0781 | 0.1428 | 0.1024 | 0.0773 | 0.0869 | 0.1488 | 0.1044 | 0.0735 |
| S → C | RMSE   | 0.0064 | 0.0196 | 0.0256 | 0.0099 | 0.0226 | 0.0231 | 0.0465 | 0.0112 | 0.0295 | 0.0276 | 0.0243 |
|      | MAE    | 0.0402 | 0.1019 | 0.1150 | 0.0752 | 0.1048 | 0.1119 | 0.1590 | 0.0610 | 0.1237 | 0.1164 | 0.1107 |
| S → W | RMSE   | 0.0122 | 0.0268 | 0.0241 | 0.0140 | 0.0282 | 0.0328 | 0.0396 | 0.0211 | 0.0361 | 0.0287 | 0.0433 |
|      | MAE    | 0.0675 | 0.1213 | 0.1108 | 0.0870 | 0.1268 | 0.1313 | 0.0983 | 0.0838 | 0.1328 | 0.1174 | 0.1444 |
| S → D | RMSE   | 0.0134 | 0.0185 | 0.0224 | 0.0150 | 0.0270 | 0.0316 | 0.0167 | 0.0182 | 0.0352 | 0.0219 | 0.0324 |
|      | MAE    | 0.0785 | 0.0985 | 0.1088 | 0.0942 | 0.1305 | 0.1340 | 0.0911 | 0.0878 | 0.1396 | 0.1052 | 0.1315 |
| W → C | RMSE   | 0.0052 | 0.0479 | 0.0224 | 0.0090 | 0.0134 | 0.0150 | 0.0163 | 0.0089 | 0.0181 | 0.0146 | 0.0131 |
|      | MAE    | 0.0297 | 0.0654 | 0.1060 | 0.0676 | 0.0790 | 0.0831 | 0.0850 | 0.0534 | 0.0993 | 0.0812 | 0.0761 |
| W → S | RMSE   | 0.0047 | 0.0080 | 0.0172 | 0.0102 | 0.0118 | 0.0121 | 0.0094 | 0.0067 | 0.0191 | 0.0152 | 0.0283 |
|      | MAE    | 0.0412 | 0.0643 | 0.0979 | 0.0752 | 0.0703 | 0.0795 | 0.0706 | 0.0557 | 0.0960 | 0.0810 | 0.0971 |
| W → D | RMSE   | 0.0118 | 0.0157 | 0.0272 | 0.0137 | 0.0150 | 0.0182 | 0.0158 | 0.0203 | 0.0185 | 0.0143 | 0.0184 |
|      | MAE    | 0.0792 | 0.0921 | 0.1252 | 0.0863 | 0.0866 | 0.0978 | 0.0881 | 0.0912 | 0.0993 | 0.0842 | 0.0961 |
| D → C | RMSE   | 0.0052 | 0.0105 | 0.0153 | 0.0086 | 0.0161 | 0.0192 | 0.0137 | 0.0169 | 0.0157 | 0.0165 | 0.0165 |
|      | MAE    | 0.0309 | 0.0644 | 0.0850 | 0.0672 | 0.0751 | 0.0863 | 0.0775 | 0.0751 | 0.0911 | 0.0853 | 0.0876 |
| D → S | RMSE   | 0.0048 | 0.0066 | 0.0097 | 0.0084 | 0.0087 | 0.0141 | 0.0070 | 0.0127 | 0.0170 | 0.0135 | 0.0131 |
|      | MAE    | 0.0415 | 0.0561 | 0.0709 | 0.0667 | 0.0672 | 0.0890 | 0.0574 | 0.0772 | 0.0895 | 0.0790 | 0.0794 |
| D → W | RMSE   | 0.0113 | 0.0190 | 0.0203 | 0.0114 | 0.0246 | 0.0232 | 0.0273 | 0.0254 | 0.0235 | 0.0152 | 0.0207 |
|      | MAE    | 0.0606 | 0.0986 | 0.1008 | 0.0783 | 0.1256 | 0.1117 | 0.1240 | 0.0972 | 0.1135 | 0.0826 | 0.1001 |
| Average | RMSE   | 0.0086 | 0.0181 | 0.0211 | 0.0113 | 0.0194 | 0.0199 | 0.0206 | 0.0155 | 0.0255 | 0.0185 | 0.0217 |
|      | MAE    | 0.0537 | 0.0849 | 0.1049 | 0.0766 | 0.1002 | 0.0988 | 0.0937 | 0.0767 | 0.1157 | 0.0941 | 0.0983 |

The bold values denote the best results.

---

3) Comparing the Multivariate Prediction and the Univariate Prediction: In the scenario of only forecasting the object univariate time-series without interpretability, we devise the GCA-s, and the experiment results on the Air Quality Forecasting dataset are shown in Table VI. The experiment results suggest the following observations: (1) The experiment results of all the model variants outperform the other baselines, which also proves the advantages of our method. (2) Compared the experiment result between GAC-e and GCA-s, we can find that GCA-s performs better than GCA-e, which shows that simultaneously optimizing the other variables will hinder achieving the best results. (3) Compared to the experiment results between GCA and GCA-s, we can find that the experiment results of these two methods are quite comparable, which reflects that the extra strengthen loss can mitigate the side-effect of simultaneously regressing all variables.
Fig. 9. RMSE results of the standard GCA and the GCA-α between an extra domain with a time lag of 10 and domains with a time lag of 5. The lower the RMSE, the better the model performance.

4) The Study of the Effectiveness of the Trainable Structural Domain Latent Variables $\alpha^*$: To evaluate the effectiveness of the trainable structural domain latent variables $\alpha^*$, we further add an extra domain with a time lag of 10 to the simulation data. Experiment results are shown in Figs. 9 and 10. According to the experiment results, we can draw the following conclusions: 1) According to the experiment results in Fig. 9, we can find that the performance of the standard GCA is better than the GCA-α, which means that the trainable structural domain latent variables can mitigate the influence of different time lags. 2) According to Fig. 9, we also find that the standard GCA achieves a higher score of AUPRC than the GCA-α, which shows that the better reconstruction of causal structures can benefit the model performance and the reconstruction of causal structures also draws advantages from the trainable structural domain latent variables.

5) Sensitive Analysis of Hyper-Parameters: To explore the importance of the hyper-parameters $\lambda$ and $\gamma$ in (10), we conduct experiments for the sensitivity of these hyper-parameters. First, to explore the importance of the $\lambda$, we try different values of $\lambda$, and the experiment results of task 1 $\rightarrow$ 2 and 3 $\rightarrow$ 2 are shown in Fig. 11(a). According to the experiment results, we can draw the following conclusions: 1) Our GCA method outperforms the other compared methods under different values of $\lambda$, which reflects the stability of our method. 2) When the value of $\alpha$ is around 0.4, the proposed GCA achieve the best results, this is because an appropriate hyperparameter can lead to reasonable sparsity, which benefits the reconstruction of Granger Causal structures and finally results in the ideal model performance.
We further evaluate how the different value of $\gamma$ affect the model performance. To achieve this, we try different values of $\gamma$, and the experiment results of task ShenZhen $\rightarrow$ TianJin and Beijing $\rightarrow$ ShenZhen are shown in Fig. 11(b). According to the experiment results, we can draw the following conclusions: 1) Compared with the experiment results of GCA ($\gamma = 0$) and GCA ($\gamma = 0.15$), we can find that the GCA model performs better with $\gamma = 0.15$, which shows that the effectiveness of the causal structure discrepancy regularization term. 2) Note that the GCA-$\alpha$ still performs better than several baselines, this is because the frameworks of GCA can reconstruct the rough structures and the trainable domain-sensitive latent variables can also benefit the model prediction. 3) With the increase of the value of $\gamma$, the performance drops. This is because the too-heavy penalty from the causal structure discrepancy regularization term might lead to the loss of domain-specific information, which further influences the model generalization.

6) The Study of Missing Value Processing: We further provide the robustness analysis of missing data. In detail, we randomly mask the data of the Heart Rate Forecasting dataset with the ratio of 0%, 10%, and 20%. Experiment results on several transfer tasks are shown in Figs. 12 and 13. According to the experiment results, we can find that the performance of GCA drops as the increment of the missing ratio. This is because it is hard the reconstruct the accurate Granger causal structures with the incomplete dataset. And the suboptimal Granger causal structures further lead to worse forecasting performance.

6) The Study of Missing Value Processing: We further provide the robustness analysis of missing data. In detail, we randomly mask the data of the Heart Rate Forecasting dataset with the ratio of 0%, 10%, and 20%. Experiment results on several transfer tasks are shown in Figs. 12 and 13. According to the experiment results, we can find that the performance of GCA drops as the increment of the missing ratio. This is because it is hard the reconstruct the accurate Granger causal structures with the incomplete dataset. And the suboptimal Granger causal structures further lead to worse forecasting performance.

7) Visualization and Interpretability: Visualization of the Air Quality Forecasting Dataset. To further investigate our approach, we extract the Granger-Causal structures and perform visualization over the air quality forecasting dataset. Fig. 14 shows the Granger-causal structures whose task is TianJin $\rightarrow$ Beijing. According to the visualization, we can find that the Granger-Causal relations are very sparse, which means that the PM2.5 is generated by a similar causal mechanism. The aforementioned visualization also provides some interpretability to a certain extent. For example, in Fig. 14, we can find that the “humidity” and “PM10_Concentration” simultaneously have an influence on the generation of PM2.5, while the other variables like “pressure” and “Co” have little influence on PM2.5. The results also provide the suggestion that we can mitigate the effect of PM2.5 by controlling the release of PM10, NO, and O3.

Visualization of the Human Motion Forecasting Dataset: We further conduct visualization on the human motion forecasting dataset, and Fig. 15 illustrates the walking motion 5 steps later. We can find that the visualized 3D motions of the proposed GCA method are consistent with the ground truth motions, while
the other baselines are not. For some joints like the legs and the elbows, our method markedly surpasses the other methods, reflecting that the Granger Causality is beneficial to capture the relationship between different joints and results in better prediction.

Note that the proposed method aims to leverage the Granger Causality to address the time-series domain adaptation problem, so we do not follow the same experiment setting of the standard human motion estimation works that forecast a long-term human motion but just predict the future a few steps (e.g., 5 steps).

VIII. CONCLUSION

In this paper, we present a Granger Causality Alignment method for semi-supervised time-series forecasting. By simultaneously reconstructing the Granger Causality and forecasting future values based on the Granger-causal structure, we well transfer domain knowledge via the recurrent Granger Causality reconstruction and the domain-sensitive Granger Causality based prediction. We further leverage the Granger Causality discrepancy regularization to relax the causal conditional shift assumption. The proposed method not only addresses the semi-supervised domain adaptation problem on the time-series forecasting task but also provides insightful interpretability. However, the proposed method needs to take the time lag as a prior or hyperparameter when we apply our method to real-world datasets. Therefore, exploring how to learn the Granger Causality with adaptive time lag would be a future direction.
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