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Abstract
In the present paper, we investigate the bound-state solutions of the noncommutative quantum Hall effect with anomalous magnetic moment in three different relativistic scenarios, namely: the Minkowski spacetime (inertial flat case), the spinning cosmic string (CS) spacetime (inertial curved case), and the spinning CS spacetime with non-inertial effects (noninertial curved case). In particular, in the first two scenarios, we have an inertial frame, while in the third, we have a rotating frame. With respect to bound-state solutions, we focus primarily on eigenfunctions (Dirac spinor and wave function) and on energy eigenvalues (Landau levels), where we use the flat and curved Dirac equation in polar coordinates to reach such solutions. However, unlike the literature, here we consider a CS with a non-null angular momentum and also the NC of the positions, and therefore, we seek a more general description for the QHE. Once the solutions are obtained, we discuss the influence of all parameters and physical quantities on relativistic energy levels. Finally, we analyze the nonrelativistic limit, and we also compared our problem with other works, where we verified that our results generalize some particular cases of the literature.
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1 Introduction

The quantum Hall effect (QHE) [1] is undoubtedly one of the most peculiar and impressive physical phenomena of quantum physics. One of the most striking aspects of the QHE is the fact that the energy spectrum (Landau levels), the electrical conductivity (Hall conductivity), and the electrical resistivity (Hall resistivity) of a two-dimensional electron gas (2DEG) are quantized quantities when subjected to low temperatures and strong magnetic fields. In experimental approaches, the QHE has been observed in graphene [2, 3], quantum wells [4], and in semiconductors [5]. Already in theoretical approaches, the QHE has been studied in nonrelativistic [6–9] and relativistic [10–13] quantum mechanics (low and high energy regimes). In the literature, the QHE also is so-called incompressible quantum fluid [14], and can be manifest in many ways, such as in the integer QHE [1, 15], fractional QHE [16], anomalous QHE [14, 17], and in the spin and orbital QHE [2, 4, 18], respectively. In addition, the QHE was already investigated in different contexts of physics, for example, in the effective-field-theory model [16], Horává-Lifshitz gravity [19], Chern–Simons–Landau–Ginzburg theory [20], and in string theory [21]. Currently, the QHE is used as the standard of electrical resistance by metrology laboratories around the world [22], and recently was studied in Rabi oscillations [23], Weyl semimetals [24], non-Hermitian systems [25], parity anomaly [26], and in quantum field theory [27].

Since that noncommutative geometry (NCG) was introduced in quantum field theory [28–30] and in string theory [31], the study of quantum systems in NC spaces or NC phase spaces (general case) has been a subject of much interest and attention over the years [32–35]. The concept of NC spaces initially arose from a work of Snyder on quantized spacetimes [36] and is considered a possible scenario for the short-distance behavior (Planck length scale) of some physical theories [28, 37–39]. Another motivation for the study of NC (phase) spaces is due to the supposed quantization of gravitational fields, where the NC may be, possibly, a result of the effects of quantum gravity [40]. For more details on the phenomenology of NCG, see Refs. [38, 39, 41–44], where supposed signatures of NC were investigated in the decay of kaons and vector bosons, photon-neutrino interaction, vacuum birefringence, and in quantum optics. In essence, NC spaces (or NC spacetimes) are based on the assumption that the position operators are NC variables, i.e., satisfies \([x_{\mu}^{NC}, x_{\nu}^{NC}] \neq 0\), while that the NC phase spaces are based on the assumption that the momentum operators also are NC variables, i.e., satisfies \([p_{\mu}^{NC}, p_{\nu}^{NC}] \neq 0\), respectively. Besides, NC (phase) spaces are
applied in several important areas of physics, such as in quantum chromodynamics [45], quantum electrodynamics (QED) [46], black holes [47], standard model [43, 44], quantum cosmology [48], violation of Lorentz symmetry [35], Shannon entropy [49], graphene [50], and in the QHE [8, 9].

In nonrelativistic quantum mechanics, it is known that the orbital and spin magnetic dipole moment (MDM) originate from the nonrelativistic limit of the Dirac equation (DE) with minimal coupling [53]. However, when QED effects are taken into account, a correction for spin MDM is found, where such correction is given by the so-called anomalous magnetic moment (AMM), which is a dimensionless quantity that arises from Feynman diagrams with loops (for fermions interacting with strong external electromagnetic fields) [51–53]. Indeed, one of the most important predictions of the QED was the AMM, which agrees with the experimental value by more than 10 significant digits [51, 54]. On the other hand, unlike spin MDM, MDM that arises from AMM is not an intrinsic property of the fermion, but originates from the dynamical interaction (radiative self-interactions) with its radiation field. Therefore, these processes modify the electron behaviour in an external field as if it had an additional magnetic moment [51–53]. Furthermore, QED in NC spaces demonstrated that fermions have an intrinsic (anomalous) MDM regardless of the spin [46]. In particular, relativistic and nonrelativistic Dirac fermions with AMM have already been investigated in different contexts of physics, such as in the supersymmetric standard model [55], CPT and Lorentz symmetry [56], dark matter [57], light-by-light scattering [58, 59], Aharonov–Casher effect [60, 61], and NC quantum mechanics [62, 63], where recently were studied with electromagnetic and gravitational fields [64–66], and its thermodynamic properties were also analyzed [67].

In recent decades, inertial effects (here we call noninertial effects) generated by rotating frames (such as Coriolis, centrifugal, or Euler forces) on quantum systems have been widely studied in the literature, where possibly the oldest and most well-known effect on this theme is the Barnett effect (magnetization induced by rotation) [68–71]. In the nonrelativistic context (low energies), noninertial effects are very important in physical systems found in condensed matter (theoretical and experimental), for example, have already been applied to problems involving Bose-Einstein condensates [72], spin currents [73, 74], atomic gases [75], fullerenes (C_{60} molecules) [76], superconductors [77], quantum rings [78], and in the QHE [73, 79, 80]. Now, in the relativistic context (high energies), noninertial effects are also very important [81–83], and considering in special the DE (or the Dirac field) in a rotating frame [84], we can study systems involving boundary effects and gapped dispersion in rotating fermionic matter [85], chiral symmetry restoration, moment of inertia and thermodynamics [86], chiral symmetry breaking [87], coherence and quantum decoherence [88, 89], quantum chromodynamics [90, 91], pairing phase transitions [92], carbon nanotubes [93], fullerenes [94], etc. Also, for a more detailed discussion of the special relativity formalism in rotating frames, see Ref. [95].

In addition to noninertial effects, another type of effect that has also gained a lot of attention in the literature since the late 1970s are the topological effects generated by cosmic strings (CSs) [96–105], where some effects are, for example, the quantization of energy [106], self-forces [107], production of radiation by charged particles without acceleration [108], production of gravitational radiation (waves) [109, 110], vacuum
polarization [111], gravitational lens [112], violation of causality via closed timelike curves (CTCs) [113], and the gravitational time delay [114]. In particular, in addition to CSs being a “special” type of (hypothetical) linear gravitational topological defect, are highly dense, stable, infinitely long, and straight relativistic objects, can be static or spinning (with or without angular momentum), has cylindrical symmetry, is one of the exactly soluble models of Einstein’s equations (solutions of a “Kerr” spacetime in (2+1)-dimensions), probably arose during the initial stages of the early universe (Big Bag) due to a cosmological phase transition with rotational symmetry-breaking, have a locally flat geometry (but not globally) with a conical singularity at the origin, and are mainly characterized by a planar angular deficit (the total angle around the CS is less than 360) [96–105]. Besides, other interesting cosmological-like topological defects that could also have been formed in the early universe (via cosmological phase transitions with spontaneous symmetry-breaking) are domain walls (two-dimensional defects) [97], magnetic monopoles (point defects) [97], and cosmic vortons (loops of cosmic) [115]. Now, from an observational point of view, there are some detectors that will try to look for CSs signals (gravitational waves emitted by oscillating CSs, for example [116]), which are the Laser Interferometer Gravitational Wave Observatory (LIGO) [117, 118], the Laser Interferometer Space Antenna (LISA) [119, 120], and the North American Nanohertz Observatory for Gravitational Waves (NANOGrav) [121–123].

However, unlike cosmological-like topological defects, several topological defects in condensed matter (or condensed matter-like defects) have already been experimentally observed [116, 124, 125]. In particular, one of these defects has some similarities with CSs, namely, disclinations, also called positive wedge disclinations, or simply conical defects (negative wedge disclinations do not have similarities with CSs) [97, 125–127]. So, in addition to CSs and disclinations being linear defects that change the topology of the medium in a similar way due to a rotational symmetry-breaking, the spatial part of the line element of a (static) CS corresponds to the line element of a disclination in liquid crystals (both have a planar angular deficit or positive curvature). In other words, a disclination is the nonrelativistic analogous (not the nonrelativistic limit) of a static CS for low energies. In that way, when we discuss the nonrelativistic limit of the DE, we can extend these discussions to the condensed matter physics context, where a CS could play the role of a disclination. By way of illustration, in Ref. [128] the electronic properties of curved graphene in the static CS spacetime have already been studied through an effective DE (“relativistic DE”). Therefore, this shows that condensed matter physics can be an excellent laboratory for simulating various problems of gravitation and cosmology [116, 129–131].

On the other hand, in more recent years, some physicists have used the combination of the noninertial effects of rotating frames with the topological effects of CSs to study various systems of relativistic and nonrelativistic quantum mechanics. For example, from a relativistic point of view, this combination of the two effects has already been applied in the study of the Dirac and Klein–Gordon oscillators [132–134], Aharonov–Casher effect [135], Aharonov–Bohm quantum rings [136], scalar bosons [137], geometric quantum phases [138], etc. Now, from a nonrelativistic point of view, the combination of these two effects has already been applied in the study of quantum dots [139], scattering [140], bound states for neutral particles with AMM and electric
dipole moment [141], and in the QHE [142]. Recently, the Dirac, Klein–Gordon, and DKP-like oscillators have been studied under the influence of the noncommutativity and noninertial effects in a cosmic string spacetime [143–145]. However, in all these works, only the purely static case of the CS was considered (i.e., a stationary or static CS), i.e., its intrinsic spin angular momentum or simply its angular momentum was not taken into account. Besides, in Refs. [143–145] the NC of the positions was also not taken into account. Therefore, for a more general description, in our work, we consider a CS with a non-null angular momentum and also the NC of the positions, respectively.

The present paper has as its goal to investigate the bound-state solutions of the noncommutative quantum Hall effect (NCQHE) with AMM in three different relativistic scenarios, namely: the Minkowski spacetime (inertial flat case), the spinning CS spacetime (inertial curved case), and the spinning CS spacetime with noninertial effects (noninertial curved case). Therefore, we work in two relativistic backgrounds, one from special relativity (Minkowski spacetime) and the other from general relativity (spinning CS spacetime). In particular, in the first two scenarios the frame of reference is inertial (we have the flat and curved inertial NCQHE), while in the third is noninertial, that is, there is a constant rotating frame in the spinning CS spacetime (we have the curved noninertial NCQHE). In this way, we can say that we are going to investigate the bound-state solutions under the influence of topological effects (or curvature), noninertial effects (or rotation), and NC effects (NC of positions and moments), respectively. However, although CS also has rotation (spin), here, the noninertial effects are generated exclusively by the rotating frame. With respect to bound-state solutions, we focus primarily on eigenfunctions (Dirac spinor and Schrödinger wave function) and on energy eigenvalues (discrete energy spectrum or Landau levels), in other words, on solutions of a given (relativistic and nonrelativistic) eigenvalue equation. Besides, here we focused our study only on the case of the integer QHE in polar coordinates, and we used the noncommutative Dirac equation (NCDE) to model our three relativistic scenarios.

So, to include a rotating frame $S'$ in our problem, we apply a passive rotation on the angular coordinate as: $\varphi \to \varphi + \omega t$, where $\omega > 0$ (rotation anticlockwise) is the constant angular velocity of the frame. Now, to include the spinning CS spacetime (fixing the background), we also made a change in the angular coordinate, and also in the time coordinate, that is: $\varphi \to \alpha \varphi$ and $t \to t + \beta \varphi$, where $\alpha \equiv 1 - \frac{4GM}{c^2}$ is a topological parameter (or curvature), $\beta \equiv \frac{4GJ}{c^3}$ is a rotational parameter (or rotation), where $\tilde{M} > 0$ is the linear density of mass (mass per unit length), $\tilde{J} > 0$ the linear density of angular momentum (angular momentum per unit length) concentrated in the string core, and $G$ and $c$ are the gravitational constant and the speed of light, respectively [101–103, 106]. Furthermore, to analytically solve our equations also for the third case, we consider two approximations: the first is that the linear velocity of the rotating frame is much less than the speed of light, and the second is that the coupling between the angular momentum of the CS and the angular velocity of the rotating frame is very weak (weak spin-rotation coupling for the CS).

The structure of this work is organized as follows. In Sect. 2, we make a brief review of the formalism of the NC phase spaces in $(2 + 1)$-dimensions (relativistic case) and
in two-dimensions (nonrelativistic case). In Sect. 3, we introduce the NCDE in the Minkowski spacetime as well as explicitly obtain the relativistic and nonrelativistic bound-state solutions. In Sect. 4, we introduce the NCDE in a \((2 + 1)\)-dimensional generic curved spacetime. In Sect. 5, we introduce the NCDE in the spinning CS spacetime as well as explicitly obtain the relativistic and nonrelativistic bound-state solutions. Already in Sect. 5, we introduce the NCDE in a rotating frame in the spinning CS spacetime as well as explicitly obtain the relativistic and nonrelativistic bound-state solutions (in the nonrelativistic case, we focus only on the spectrum). Finally, in Sect. 5 we present our conclusions and some final remarks. In this work, we use the natural units where \(\hbar = c = G = 1\), and the spacetime with signature \((+, −, −)\).

2 The noncommutative phase space

In usual bidimensional (2D) usual quantum mechanics, a quantum phase space (or commutative phase space) is defined by substituting the classical canonical variables of position and momentum, given by \(x_i\) and \(p_j\), by their respective Hermitian operators, now written as \(\hat{x}_i\) and \(\hat{p}_j\), which obey the following Heisenberg (canonical) commutation relations (usual Heisenberg algebra) [28]

\[
\begin{align*}
[\hat{x}_i, \hat{p}_j] &= i \delta_{ij}, \\
[\hat{x}_i, \hat{x}_j] &= 0, \\
[\hat{p}_i, \hat{p}_j] &= 0, \\
(i, j &= 1, 2 = x, y),
\end{align*}
\]

and whose Heisenberg uncertainty relations (Heisenberg uncertainty principle for position and momentum) are

\[
\Delta \hat{x}_i \Delta \hat{p}_j \geq \frac{1}{2} \delta_{ij}, \\
\Delta \hat{x}_i \Delta \hat{x}_j = 0, \\
\Delta \hat{p}_i \Delta \hat{p}_j = 0,
\]

where \(\delta_{ij} = \delta_{ji}\) is the Kronecker delta (asymmetric tensor), also called Euclidean metric. Basically, the uncertainty principle states that we cannot measure simultaneously and with high precision two operators that do not commute with each other (incompatible operators). That is, the more we know about one operator (or observable), the less we know about the other (and vice versa).

Now, in order to define a noncommutative quantum phase space, or simply a NC phase space [34, 35, 49, 50], the relations in (1) must then obey the following deformed Heisenberg (noncanonical) commutation relations (NC or deformed Heisenberg algebra)

\[
\begin{align*}
[\hat{x}^{\text{NC}}_i, \hat{p}^{\text{NC}}_j] &= i \delta_{ij} \left( 1 + \frac{\theta \eta}{4} \right), \\
[\hat{x}^{\text{NC}}_i, \hat{x}^{\text{NC}}_j] &= i \theta_{ij}, \\
[\hat{p}^{\text{NC}}_i, \hat{p}^{\text{NC}}_j] &= i \eta_{ij},
\end{align*}
\]

where the NC operators \(\hat{x}^{\text{NC}}_i\) and \(\hat{p}^{\text{NC}}_i\) are defined as

\[
\begin{align*}
\hat{x}^{\text{NC}}_i &= \hat{x}_i - \frac{1}{2} \theta_{ij} \hat{p}_j, \\
\hat{p}^{\text{NC}}_i &= \hat{p}_i + \frac{1}{2} \eta_{ij} \hat{x}_j, \\
(\hat{x}_i &= \delta_{ij} \hat{x}^j; \hat{p}_j = \delta_{ij} \hat{p}^i = -i \partial_j),
\end{align*}
\]
with $\theta_{ij} \equiv \theta \epsilon_{ij}$ and $\eta_{ij} \equiv \eta \epsilon_{ij}$ being antisymmetric constants “tensors” (real deformation parameters), $\epsilon_{ij}$ is the Levi-Civita symbol (a pseudotensor), and $\theta > 0$ and $\eta > 0$ are the position and momentum NC parameters with dimensions of length-squared and momentum-squared, respectively. From a phenomenological point of view, these two NC parameters can have the following values: $\theta \simeq 4.0 \times 10^{-40} \text{m}^2$ and $\eta \simeq 2.3 \times 10^{-61} \text{kg}^2 \text{m}^2 \text{s}^{-2}$ [35]. In addition, it is worth mentioning here that an “NC phase space” can also arise naturally in condensed matter theory, i.e., in the QHE itself [28]. For example, how the total (linear) momentum for an electron ($q = -e$) in a constant magnetic field ($\vec{B} = B\vec{e}_z$) is given by: $\vec{p} = \vec{p} - qA$ (minimal coupling), where $\vec{p} = -i \vec{\nabla}$ is the canonical momentum and $\vec{A} = A_i \vec{e}_i = \frac{B}{2}(-y, x)$ is the vector potential (symmetric gauge) [10–13] with $A_i = -\frac{B}{2} \epsilon_{ij} x^j$ being its components, we have the following noncanonical commutation relations [28]

$$[\hat{x}_i, \hat{p}_j] = i \delta_{ij}, \quad [\hat{x}_i, \hat{x}_j] = 0, \quad [\hat{p}_i, \hat{p}_j] = i q B \epsilon_{ij}, \quad (i, j = 1, 2 = x, y), \quad (5)$$

where $\hat{p}_{i(j)} = \hat{p}_{i(j)} - q \hat{A}_{i(j)}$. Therefore, as we see in (5), the momentum $\hat{p}_{i(j)}$ does not commute with each other, consequently, the momentum space in the presence of a magnetic field becomes NC (we have a “NC phase space”).

In particular, the relationship between the set of NCs variables $\{\hat{x}_i^{NC}, \hat{p}_i^{NC}\}$ (here is not the anticommutator) with the set of usual variables $\{\hat{x}_i, \hat{p}_i\}$ is a consequence of a noncanonical linear transformation, known as Darboux transformation or Seiberg-Witten map [34, 35, 49, 50]. However, all physical observables are entirely independent of the chosen map (how it should be). Furthermore, the NC space (NC only in position) causes a change in the usual product of two arbitrary functions $F(\vec{x})$ and $G(\vec{x})$, where now such a product is called of star product or Moyal product, and whose definition is given as follows [8, 34]

$$F(\vec{x}, \theta) \star G(\vec{x}, \theta) \equiv F(\vec{x}) e^{i/2}((\vec{\partial}_i \theta_{ij} \vec{\partial}_j) G(\vec{x}) = F(\vec{x}) e^{i \theta/2}(\vec{\partial}_i \theta \vec{\partial}_j - \vec{\partial}_j \theta \vec{\partial}_i) G(\vec{x}), \quad (6)$$

where it implies

$$\begin{align*}
[\hat{x}_i^{NC}, \hat{p}_j^{NC}] &= \hat{x}_i^{NC} \hat{p}_j^{NC} - \hat{p}_j^{NC} \hat{x}_i^{NC}, \\
[\hat{x}_i^{NC}, \hat{x}_j^{NC}] &= \hat{x}_i^{NC} \hat{x}_j^{NC} - \hat{x}_j^{NC} \hat{x}_i^{NC}, \\
[\hat{p}_i^{NC}, \hat{p}_j^{NC}] &= \hat{p}_i^{NC} \hat{p}_j^{NC} - \hat{p}_j^{NC} \hat{p}_i^{NC}. \quad (7)
\end{align*}$$

In fact, in the absence of the NC space ($\theta_{ij} = 0$), the star product is simply the usual product $F(\vec{x}) \cdot G(\vec{x})$. Furthermore, the uncertainty relations for the NC case are now written as

$$\Delta \hat{x}_i^{NC} \Delta \hat{p}_j^{NC} \geq \frac{1}{2} \delta_{ij} \left(1 + \frac{\theta \eta}{4}\right), \quad \Delta \hat{x}_i^{NC} \Delta \hat{x}_j^{NC} \geq \frac{1}{2} |\theta_{ij}|, \quad \Delta \hat{p}_i^{NC} \Delta \hat{p}_j^{NC} \geq \frac{1}{2} |\eta_{ij}|. \quad (10)$$
It is interesting to mention that the first uncertainty relation in (10) lead to the appearance of an effective Planck constant which depends on the NC parameters θ and η, given in the form (restoring the factor $\hbar$)

$$\hbar_{\text{eff}} = \hbar(1 + \xi),$$

where $\xi \equiv \frac{\theta \eta}{4\hbar^2}$. Then, for $\xi \ll 1$, or in the limit $\xi \to 0$, we recover the usual uncertainty relations. For a more detailed discussion of the possible hypothetical values of $\xi$, where was studied the NC gravitational quantum well, see Ref. [35].

Last but not least, the NC phase space can also be expanded to include the $(2+1)$-dimensional Minkowski spacetime of the relativistic quantum mechanics [35], this is

$$[\hat{x}_{\text{NC}}^\mu, \hat{x}_{\text{NC}}^\nu] = i \delta_{\mu\nu}, \quad (\mu, \nu = 0, 1, 2),$$

where

$$[\hat{\rho}_{\mu}^\text{NC}, \hat{\rho}_{\nu}^\text{NC}] = i \eta_{\mu\nu}, \quad (\mu, \nu = 0, 1, 2),$$

and

$$F(\vec{x}, \theta) \ast G(\vec{x}, \theta) \equiv F(\vec{x}) e^{(i/2)(\vec{\nabla}_{\mu} \theta_{\mu\nu} \vec{\nabla}_{\nu})} G(\vec{x}),$$

being $\tilde{\eta}_{\mu\nu} = \tilde{\eta}^{\mu\nu} = \text{diag}(1, -1, -1)$ the flat metric tensor (Minkowski metric). Here, we use the indices given by the Greek letters to represent Minkowski spacetime (flat spacetime), as is usually done in the literature (in the absence of gravity). However, as in this work, we are also working on the curved spacetime; it is convention sometimes in the literature to use the indices given by the Greek letters ($\mu, \nu, \alpha, \beta, \ldots$) to represent a curved spacetime (this would be our general frame of reference) and the indices given by the Latin letters ($a, b, c, d, \ldots$) to represent a flat spacetime (this would be our local frame of reference). In addition, in this work, we consider the NC only in the spatial components of $\hat{x}_{\text{NC}}^\mu$ and $\hat{\rho}_{\nu}^\text{NC}$ (space-like NC), where it implies: $\theta_{0i} = \eta_{0i} = 0$; otherwise, the unitarity (and causality or locality) of the quantum mechanics would not be preserved [28, 30, 35].

### 3 The noncommutative Dirac equation in the Minkowski spacetime

The wave equation (equation of motion) that governs the relativistic quantum dynamics of the QHE with AMM is given by the following (covariant) tensorial DE with minimal and nonminimal couplings (corrected by QED and in Cartesian coordinates) [10, 51–53]

$$\left[ \gamma^a (p_a - q A_a) + \frac{\mu_m}{2} \sigma^{ab} F_{ab} - m_0 \right] \Psi_D(t, \vec{r}) = 0, \quad (a, b = t, x, y = 0, 1, 2),$$

\[ \text{Springer} \]
where \( \gamma^a = (\gamma^0, \vec{\gamma}) \) are the flat Dirac gamma matrices and satisfies the anti-commutation relation of the Clifford Algebra given by: \( \{ \gamma^a, \gamma^b \} = 2 \eta^{ab} I_{2 \times 2} \), \( p_a = i \partial_a = (p_0, -\vec{p}) \) is the canonical momentum operator, \( \sigma^{ab} = \frac{i}{2} [\gamma^a, \gamma^b] \) is an antisymmetric tensor, \( F_{ab} = \partial_a A_b - \partial_b A_a \) is the electromagnetic field tensor, being \( A_a = (A_0, -\vec{A}) \) the electromagnetic potential (external electromagnetic field), \( \Psi_D(t, \vec{r}) \in \mathbb{C}^2 \) is the two-component Dirac spinor (two-element column matrix), and \( q < 0, m_0 \) and \( \mu_m = \mu_{\text{anomalous}} \equiv a \mu_B \) are the electric charge (“minimal coupling constant”), rest mass, and the (anomalous) MDM of the fermion (“nonminimal coupling constant”), being \( a \) the AMM (“Pauli moment” or anomalous factor) and \( \mu_B = \frac{e}{2m_0} > 0 \) is the famous Bohr magneton (MDM quantum), respectively. In particular here we consider the simplest elementary Dirac fermion (electron/positron), where the AMM is given: \( a_{e^-} = 0.0011596521884 \) and \( a_{e^+} = 0.0011596521879 \) [54], and for simplicity and economy of notation, we also we omit the symbol for quantum operators. Furthermore, it is interesting to mention that the main objective of the paper on the quantum Hall effect was to show a new method to measure with high-accuracy the fine-structure constant \( \alpha \) = \( e^2/4\pi \varepsilon_0 \hbar c \) \( \simeq 1/137 \), being one of the most important physical constants in the universe, and is also the basis for defining the AMM (originally calculated as \( a = \alpha/(2\pi) \) [1].

So, based on the fact that \( \sigma^{ab} F_{ab} = i \gamma^i \gamma^j F_{ij} = -4 \vec{S} \cdot \vec{B} \), where \( \vec{B} = \vec{B}_{\text{ext}} \) is an external uniform magnetic field, \( \vec{S} = \frac{1}{2} \vec{\Sigma} \) is the spin operator, with \( \vec{\Sigma} = \vec{\sigma} \), being \( \vec{\sigma} = (\sigma^1, \sigma^2, \sigma^3) \) the Pauli matrices (sigma matrices), and \( F_{0i} = E_i = -|\nabla A_0| - \frac{\partial A_i}{\partial t} = 0 \) is the null electric field [53, 146, 147], Eq. (15) becomes

\[
\begin{align*}
\left[ \gamma^0 p_0 + \gamma^i \left( p_i - q A_i \right) - 2 \mu_m \vec{S} \cdot \vec{B} - m_0 \right] \Psi_D(t, \vec{r}) &= 0, \quad (i, j = 1, 2), \quad (16) \\
\text{or} \quad & \\
\left[ \gamma^0 p_0 + \gamma^i \left( p_i + \frac{q B}{2} \epsilon_{ij} x^j \right) - 2 \mu_m \vec{S} \cdot \vec{B} - m_0 \right] \Psi_D(t, \vec{r}) &= 0, \quad (17)
\end{align*}
\]

where \( B = B_z = \text{const.} > 0 \) is the modulus or intensity of \( \vec{B} \) and \( A_i = -\frac{B}{2} \epsilon_{ij} x^j \) are the spatial components of the vector potential \( \vec{A} \) [8, 9, 28, 50].

To obtain the NCDE, it is necessary to write the operators \( p_i, x^j \) and the spinor \( \Psi_D \) in a NC phase space, which can be done as: \( p_i \rightarrow \mathcal{p}^N_i \), \( x^i \rightarrow (x^i)^N \) and \( \Psi_D \rightarrow \star \Psi_D \). In this way, we have the following NCDE

\[
\begin{align*}
\left[ \gamma^0 p_0 + \gamma^i \left( \mathcal{p}_i^N + \frac{q B}{2} \epsilon_{ij} (x^j)^N \right) - 2 \mu_m \vec{S} \cdot \vec{B} - m_0 \right] \star \Psi_D(t, \vec{r}) &= 0. \quad (18)
\end{align*}
\]

or explicitly as \( \gamma^i p_i \rightarrow -\vec{\gamma} \cdot \vec{p}; \quad \gamma^i A_i \rightarrow -\vec{\gamma} \cdot \vec{A} \)

\[
\begin{align*}
\left[ \gamma^0 p_0 - \vec{\gamma} \cdot (\tau \vec{p} + e \lambda \vec{A}) - 2 \mu_m \vec{S} \cdot \vec{B} - m_0 \right] \Psi_D^N(t, \vec{r}) &= 0, \quad (19)
\end{align*}
\]

where we use

\[
\mathcal{p}_i^N = p_i + \frac{1}{2} \eta \epsilon_{im} x^m, \quad (x^i)^N = x^i - \frac{1}{2} \theta \epsilon^{in} p_n, \quad (20)
\]
with τ and λ being two real parameters defined as: \( \tau \equiv (1 - e^{B\bar{B}/4}) \) and \( \lambda \equiv (1 - \frac{n}{eB}) \), being \( q = -e < 0 \) the charge of the electron, \( \Psi_{\text{NC}}^{\text{D}}(t, \vec{r}) \) is our NC Dirac spinor, and we also use the following relation of the Levi-Civita symbol in two spatial dimensions: 
\[
\epsilon_{ij}\epsilon^{mn} = \delta_i^m \delta_j^n - \delta_i^n \delta_j^m, \quad \epsilon_{ij}\epsilon^{in} = \delta_j^n, \quad \epsilon_{ij} = -\epsilon_{ji} \quad (i, j, m, n = 1, 2).
\]
However, for the second term in (19) to not be null (physically impossible here), we must impose that: \( \tau \neq 0 \) (implies in \( \theta \neq 4/m_0 \omega_c \) or \( \omega_c \neq 4/m_0 \theta \)) and \( \lambda \neq 0 \) (implies in \( \eta \neq m_0 \omega_c \) or \( \omega_c \neq \eta/m_0 \)). As we will see shortly (about the energy spectrum and degeneracy), these impositions will generate restrictions on the values of the magnetic field and also on the values of \( \theta \) and \( \eta \), in other words, only certain values are allowed depending of the values of the product \( \tau \lambda \) (\( \tau \lambda > 0 \) or \( \tau \lambda < 0 \)). In addition, the parameters \( \tau \) and \( \lambda \) are basically the same as those that appear in Ref. [9], where was studied the nonrelativistic QHE in NC quantum mechanics under the influence of a uniform external electric field.

On the other hand, in polar coordinates \((t, \rho, \varphi)\) where the line element takes the form: 
\[
d s_{\text{Mink}}^2 = \tilde{n}_{ab} d x^a d x^b = d t^2 - d \rho^2 - \rho^2 d \varphi^2,
\]
being \( \tilde{n}_{ab} = \text{diag}(1, -1, -\rho^2) \) \((a, b = t, \rho, \varphi)\) the polar Minkowski metric, we have the following expressions for the momentum operator \( \tilde{p} \) and the vector potential \( \tilde{A} \) written in this curvilinear coordinates system
\[
\tilde{p} = -i \left( \tilde{\epsilon}_{\rho} \partial_{\rho} + \frac{\tilde{\epsilon}_{\varphi}}{\rho} \partial_{\varphi} \right), \quad \tilde{A} = \frac{1}{2} \tilde{B} \times \vec{r} = A_{\rho} \tilde{\epsilon}_{\rho},
\]
where \(-\infty < t < \infty\) is the time coordinate, \(0 \leq \varphi \leq 2\pi\) is the angular coordinate and \(\rho = \sqrt{\rho^2 + \rho^2}\), with \(0 \leq \rho < \infty\), is the polar radial coordinate, respectively.

Thus, substituting (21) in (19), we get the following NCDE in polar coordinates
\[
\left[ i \gamma^0 \partial_t + i \tau \gamma^\rho \partial_{\rho} + \gamma^\varphi \left( \frac{i \tau}{\rho} \partial_{\varphi} - e \lambda A_{\varphi} \right) - 2 \mu_m \vec{S} \cdot \vec{B} - m_0 \right] \Psi_{\text{NC}}^{\text{D}}(t, \rho, \varphi) = 0,
\]
where the curvilinear gamma matrices are defined in the form
\[
\gamma^\rho (\varphi) = \tilde{\gamma} \cdot \tilde{\epsilon}_{\rho} = \gamma^1 \cos \varphi + \gamma^2 \sin \varphi, \quad \gamma^\varphi (\varphi) = \tilde{\gamma} \cdot \tilde{\epsilon}_{\varphi} = -\gamma^1 \sin \varphi + \gamma^2 \cos \varphi,
\]
and satisfying the anticommutation relation of a “curvilinear Clifford Algebra”, given by: \( \{ \gamma^a, \gamma^b \} = 2i \tilde{\eta}^{ab} I_{2 \times 2} \).

However, due to the presence of \( \cos \varphi \) and \( \sin \varphi \), it is difficult to proceed without a simplification of Eq. (22). To eliminate this obstacle, it is necessary to use a similarity transformation (rotate the spinor), given by a unitary operator \( U(\varphi) = e^{-i \frac{\varphi \Sigma^3}{2}} \in SU(2) \) \((\Sigma^3 = \Sigma_3 = i \gamma^1 \gamma^2)\) [146–148]. As a consequence, we can convert through this operator the curvilinear gamma matrices \( \gamma^\rho \) and \( \gamma^\varphi \) into the fixed Cartesian gamma matrices \( \gamma^1 \) and \( \gamma^2 \) as follows [146–148]
\[
U^{-1} \gamma^\rho U = \gamma^1, \quad U^{-1} \gamma^\varphi U = \gamma^2.
\]

Therefore, using the information above and the fact that in the QHE the angular component of the vector potential associated with a constant uniform magnetic field
\[ \vec{B} = B \vec{e}_z \] is given by \[ A_\psi(\rho) = \frac{1}{\pi} B \rho \] (symmetric gauge in polar coordinates) [79, 80, 147, 148], we can then rewrite Eq. (21) in the form

\[
\psi_C^{NC}(t, \rho, \varphi) = 0, \tag{25}
\]

where \( \psi_C^{NC} = U^{-1} \Psi_D^{NC} \) is our NC curvilinear Dirac spinor (transformed or rotated spinor), in which \( \psi_C^{NC} \) and \( \Psi_D^{NC} \) must satisfy the following conditions: \( \psi_C^{NC}(\varphi \pm 2\pi) = -\psi_C^{NC}(\varphi) \) and \( \Psi_D^{NC}(\varphi \pm 2\pi) = \Psi_D^{NC}(\varphi) \). In particular, these conditions show that the original Dirac spinor is a continuous (everywhere) and periodic function whose period is \( \pm 2\pi \) (final state = initial state), and the curvilinear spinor is only a periodic continuous function if the period is \( \pm 4\pi \), that is: \( \psi_C^{NC}(\varphi \pm 4\pi) = \psi_C^{NC}(\varphi) \) (final state = initial state).

Since we are working in a \((2 + 1)\)-dimensional spacetime, it is need to define the gamma matrices \( \gamma^a = (\gamma^0, \gamma^1, \gamma^2) = (\gamma_0, -\gamma_1, -\gamma_2) \) and the matrix \( \Sigma^3 = \gamma^3 \) directly in terms of the Pauli matrices \( 2 \times 2 \), in other words, we must have \( \gamma_1 = \sigma_1 \sigma_1 = i\sigma_2, \gamma_2 = s\sigma_3 \sigma_2 = -is\sigma_1 \) and \( \gamma^0 = \Sigma^3 = \sigma_3 \), where \( s = \pm 1 \) is a parameter called the spin parameter and describes the “two spin states” of the planar fermion: \( s = +1 \) is for the spin “up” (“\( \uparrow \)”) and \( s = -1 \) is for the “down” spin (“\( \downarrow \)”), respectively [61, 100, 132, 135, 147, 148]. Here, it is important to note that \( s \) (an “unfortunate” notation by the way) is not technically the spin quantum number \( s = 1/2 \), or the spin magnetic quantum number \( m_s = \pm 1/2 = \uparrow \downarrow \). However, we can easily write \( s \) in terms of \( m_s \) (and vice versa), that is: \( s \equiv 2m_s \) (or \( m_s \equiv s/2 \)). Furthermore, this spin parameter came up in order to show that there is an exact equivalence between the Aharonov–Bohm effect for spin-1/2 particles and the Aharonov–Casher effect. So, as both phenomena are purely planar, such equivalence would only be possible if only the vector potential and the electric field were dual to each other, and therefore, the following relation must be satisfied: \( eA_i = s\mu_m \epsilon_{ij} E^j (\mu_m = a \mu_B) \), where \( A_i \) are the components of the vector potential of the Aharonov–Bohm effect and \( E^j \) are the components of the electric field of the Aharonov–Casher effect, respectively [61].

Now, defining the following (stationary) ansatz for the two-component curvilinear spinor [53, 146–148]

\[
\psi_C^{NC}(t, \rho, \varphi) = \frac{e^{i(m_j \varphi - \frac{E_i}{2})}}{\sqrt{2\pi}} \left( \begin{array}{c} f(\rho) \\ ig(\rho) \end{array} \right), \tag{26}
\]

and knowing that the Pauli matrices take the form

\[
\sigma_1 = \sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \tag{27}
\]
we obtain from (25) a set of two coupled differential equations of the first order, given by

\[
\frac{(m_0 + \mu_m B - E)}{\tau} f(\rho) = \left[ \frac{d}{d\rho} + s m_0 \Omega \rho + \frac{s}{\rho} \left( m_j + \frac{s}{2} \right) \right] g(\rho), \quad (28)
\]

\[
\frac{(m_0 - \mu_m B + E)}{\tau} g(\rho) = \left[ \frac{d}{d\rho} - s m_0 \Omega \rho - \frac{s}{\rho} \left( m_j - \frac{s}{2} \right) \right] f(\rho), \quad (29)
\]

where \(f(\rho)\) and \(g(\rho)\) are real radial functions, \(\Omega = \Omega_{\text{eff}} \equiv \frac{\lambda \omega_c}{2\pi}\) is an effective angular frequency, with \(\tau = (1 - m_0 \omega_c \theta / 4)\) and \(\lambda = (1 - \eta/m_0 \omega_c)\), being \(\omega_c = \frac{eB}{m_0} > 0\) the famous cyclotron frequency (an angular velocity), \(E\) is the relativistic total energy of the fermion (or antifermion), \(\frac{1}{\sqrt{2\pi}}\) is a constant factor that arises from normalizing of the angular part of the spinor, and \(m_j = \pm \frac{1}{2}, \pm \frac{3}{2}, \pm \frac{5}{2}, \ldots\) is the total magnetic quantum number, which arises from the “periodicity condition” of the curvilinear spinor, that is, \(\psi_C^{\text{NC}}(\varphi \pm 2\pi) = -\psi_C^{\text{NC}}(\varphi)\) [146, 147]. In addition, the connection between \(m_j\) and \(m_l\), where \(m_l\) is the orbital magnetic quantum number, is given by

\[
J_z \psi_C^{\text{NC}}(t, \rho, \varphi) = -i \frac{\partial}{\partial \varphi} \psi_C^{\text{NC}}(t, \rho, \varphi) = (m_j + m_s) \psi_C^{\text{NC}}(t, \rho, \varphi), \quad (30)
\]

where \(J_z = L_z + S_z\), \(m_s = \pm \frac{1}{2} \equiv \frac{s}{2}\) and the values of \(m_l\) are \(m_l = 0, \pm 1, \pm 2, \ldots\). In particular, a consequence of the values \(m_j\) and \(m_l\) is that \(L_z\) and \(S_z\) can be parallel or antiparallel (excluding \(m_l = 0\)), i.e., if \(J_z\) we have \(m_l > 0\) and \(m_s = +1/2\) or \(m_l < 0\) and \(m_s = -1/2\), then \(L_z\) and \(S_z\) are parallel. Now, if \(J_z\) we have \(m_l > 0\) and \(m_s = -1/2\) or \(m_l < 0\) and \(m_s = +1/2\), then \(L_z\) and \(S_z\) are antiparallel. As we will see shortly, this will directly influence the energy spectrum as well as in its degeneracy.

Therefore, substituting (29) into (28), we get the following second-order differential DE (“quadratic DE”) for the NCQHE with AMM in the Minkowski spacetime

\[
\left[ \frac{d^2}{d\rho^2} + \frac{1}{\rho} \frac{d}{d\rho} - \frac{\Gamma^2}{\rho^2} - (m_0 \Omega \rho)^2 + \mathcal{E} \right] f(\rho) = 0, \quad (31)
\]

where we define

\[
\Gamma \equiv \left( m_j - \frac{s}{2} \right), \quad \mathcal{E} \equiv \frac{(E - \mu_m B)^2 - m_0^2}{\tau^2} - 2m_0 \Omega \left( m_j + \frac{s}{2} \right). \quad (32)
\]

### 3.1 Bound-state solutions: two-component Dirac spinor and relativistic Landau levels

To analytically solve Eq. (31), let’s introduce a new (dimensionless) variable in our problem, given by: \(r = m_0 |\Omega| \rho^2 > 0\). In that way, Eq. (31) becomes

\[
\left[ r \frac{d^2}{dr^2} + \frac{d}{dr} - \frac{\Gamma^2}{4r} - \frac{r}{4} + \frac{\mathcal{E}}{4m_0 |\Omega|} \right] f(r) = 0. \quad (33)
\]
Now, analyzing the asymptotic behavior (or asymptotic limit) of Eq. (33) for \( r \to 0 \) and \( r \to \infty \), we get a (regular) solution to this equation given by the following ansatz

\[
f(r) = Cr^{\frac{|\Gamma|}{2}} e^{-\frac{r}{2}} F(r), \quad (|\Gamma| \geq 0),
\]

where \( C > 0 \) is a normalization constant, \( F(r) \) is an unknown function to be determined, and \( f(r) \) must satisfy the following boundary conditions to be a normalizable solution (finite solution)

\[
f(r \to 0) = f(r \to \infty) = 0.
\]

Substituting (34) in (33), we have a differential equation for \( F(r) \) as follows

\[
\left[ r \frac{d^2}{dr^2} + (|\tilde{\Gamma}| - r) \frac{d}{dr} - \tilde{\mathcal{E}} \right] F(r) = 0,
\]

where

\[
|\tilde{\Gamma}| = |\Gamma| + 1, \quad \tilde{\mathcal{E}} = \frac{|\tilde{\Gamma}|}{2} - \frac{\mathcal{E}}{4m_0|\Omega|}.
\]

Before proceeding, let’s make a small observation about one of the boundary conditions. For example, if in \( r \) we had used \( |\Omega| \) instead of \(|\Omega|\), then it would imply in \( f(r \to \infty) \to \infty \) for \( \Omega < 0 \) (here this frequency can be negative). Consequently, we would have a solution not normalizable, something impossible because we are looking for bound-state solutions. So, according to the literature [147], Eq. (36) is an (generalized) associated Laguerre equation, whose solution are the (generalized) associated Laguerre polynomials \( F(r) = L_n^{|\Gamma|}(r) \). Consequently, the quantity \( \tilde{\mathcal{E}} \) must to be equal to a non-positive integer, i.e., \( \tilde{\mathcal{E}} = -n \) (quantization condition), where \( n = n_\rho = 0, 1, 2, \ldots \) is a (radial) quantum number. Therefore, from this condition, we obtain the following relativistic energy spectrum (relativistic Landau levels) for the NCQHE with AMM in the Minkowski spacetime

\[
E_{n,m_j,s,s'}^{\kappa} = E_m + \kappa \sqrt{m_0^2 + 2m_0|\tau \lambda| \omega_c N},
\]

with

\[
E_m = E_m^\kappa \equiv \mu_m B > 0, \quad N = N_{\text{eff}} \equiv \left( n + \frac{1}{2} + \frac{|m_j - s|}{2} + s' \left( m_j + \frac{s}{2} \right) \right) \geq 0,
\]

and

\[
\tau \lambda = \frac{1}{4m_0\omega_c}(4 - m_0 \omega_c \theta)(m_0 \omega_c - \eta),
\]

where \( \kappa = \pm 1 \) is a parameter ("energy parameter") that represents the positive energy states \( (\kappa = +1) \) or particle states (electron), as well as the negative energy states \( (\kappa = -1) \) or antiparticle states (positron), \( N \) is an effective quantum number (as
it depends on all others), and we using $\Omega = s'|\Omega|$, where $s' = \text{sign}(\tau\lambda) = \pm 1$ is a parameter that describes the positive and negative signs (values) of the product $\tau\lambda$ ($\tau\lambda > 0$ or $\tau\lambda < 0$). So, we see that in addition to spectrum (38) being asymmetric, i.e., the energies of the particle and antiparticle are not equal ($E^+ \neq |E^-|$), such spectrum depends linearly on the magnetic (potential) energy $E_m$ generated by the interaction of the AMM (or MDM) with the external magnetic field $B$ (is the cause of the “break” of symmetry of the spectra), where such energy has approximately the same value (up to 11 decimal places) for the particle and antiparticle ($E^+_m \simeq E^-_m$), as well as explicitly depends on the quantum numbers $n$ and $m_j$, cyclotron frequency $\omega_c$, spin parameter $s$, and on the NC parameters $\theta$ and $\eta$, respectively. It is interesting to note that the quantization of energy arises from the so-called Landau quantization, which refers to the quantization of the “cyclotronic orbits” of charged particles in magnetic fields, where such particles can only occupy “orbits” with discrete values of energy, called Landau levels. Besides, we note that even in the absence of the magnetic field ($B = 0$), the spectrum still remains quantized (discrete) due to the presence of the parameter $\eta$, which acts as a kind of “NC field”, and is given by:

$$E^k_{n,m_j,s} = \kappa \sqrt{m^2_0 + 2\eta N} \quad (\text{does not depend on } s').$$

Before analyzing graphically and in detail the behavior of the spectrum (38) as a function of the magnetic field $B$ and of the NC parameters $\theta$ and $\eta$ for different values of $n$ and $m_j$, it is advisable to first analyze one of the most important aspects of the two-dimensional energy spectra (or three-dimensional), which is its degeneracy or the degenerate states. In particular, we verify that this degeneracy depends on the values (signs) of $s'$, $s$, and $m_j$. In other words, by fixing a given value of $s'$ in $N$, we can know the degeneracy according to the values of $s$ and $m_j$. In addition, it is important to comment that fixing a given $m_j$ ($m_j > 0$ or $m_j < 0$), we can have “two spin states” ($s = +1$ or $s = -1$). Therefore, in Table 1 we have eight possible configurations for the degeneracy depending on the values of $s'$, $s$, and $m_j$, as well as the respective values of $N$ and $m_l$, and also the orientation of the operators $L_z$ and $S_z$.

According to Table 1, we see that the spectrum can be finitely or infinitely degenerate, and therefore, there can be a finite or infinite number of degenerate states (states sharing the same energy) depending on the values of $s'$, $s$, and $m_j$, respectively. In particular, infinite degeneracy arises when the spectrum only depends on the quantum number $n$, and since $m_l$ can take any integer value in $m_j = m_l + s/2$, it implies that the states are infinitely degenerate [67]. With respect to finite degeneracy, such degeneracy arises when the spectrum depends on both the quantum numbers $n$ and $m_j$ (or $m_l$), where it is now possible to define a new quantum number from $n$ and $m_l$, given by: $k \equiv n + m_l \geq 1$ ($m_l \geq 1$), or $k \equiv n + m_l \geq 0$ ($m_l \geq 0$). Then, from the number $k$ we can determine the expression for the total degree of degeneracy for each energy level $E_k$, which is given by: $\Omega(k) = \sum_{m_l=1}^{k}(2m_l + 1) = (k + 2)\Omega(0)$, or $\Omega(k) = \sum_{m_l=0}^{k}(2m_l + 1) = (k + 1)^2$, where $2m_l + 1$ is the (finite) number of degenerate states of the system [67]. Thus, we see that the ground state ($n = 0$) for $m_l = 0$ ($k = 0$ and $\Omega(0) = 1$) is non-degenerate, while for $m_l = 1$ ($k = 1$ and $\Omega(1) = 3$) is triple degenerate. In this way, we explicitly see that degeneracy plays a key role in the spectra of the NCQHE, and possibly even in its thermodynamic properties since we can build a canonical ensemble for the system [67].
Table 1 Degeneracy depends on the values of $s'$, $s$ and $m_j$

| Configuration | $s'$ | $m_j$ | $N$          | $m_l$ | Degeneracy | Orientation of $L_z$ and $S_z$ |
|---------------|------|-------|--------------|-------|------------|-------------------------------|
| 1             | +1   | $m_j > 0$ | $+1$       | $n + m_l + 1$ | $m_l \geq 0$ | Finite                        | Parallel                      |
| 2             | +1   | $m_j > 0$ | $-1$       | $n + m_l$    | $m_l \geq 1$ | Finite                        | Antiparallel                   |
| 3             | +1   | $m_j < 0$ | $+1$       | $n + 1$      | $m_l < 0$    | Infinite                      | Antiparallel                   |
| 4             | +1   | $m_j < 0$ | $-1$       | $n$          | $m_l \leq 0$ | Infinite                      | Parallel                      |
| 5             | -1   | $m_j > 0$ | $+1$       | $n$          | $m_l \geq 0$ | Infinite                      | Parallel                      |
| 6             | -1   | $m_j > 0$ | $-1$       | $n + 1$      | $m_l \geq 1$ | Infinite                      | Antiparallel                   |
| 7             | -1   | $m_j < 0$ | $+1$       | $n + |m_l|$   | $m_l < 0$    | Finite                        | Antiparallel                   |
| 8             | -1   | $m_j < 0$ | $-1$       | $n + |m_l| + 1$ | $m_l \leq 0$ | Finite                        | Parallel                      |
So, based on the informations about the degeneracy (Table 1) we get Table 2, where we have eight possible configurations (eight for both particle and antiparticle) for the spectrum depending on the values of $s', s$, and $m_j$.

According to Table 2, we see that for $s' = +1$ with $m_j > 0$, or $s' = -1$ with $m_j < 0$ (configs. 1, 2, 7, and 8), the spectra have exactly the same energy values, regardless of the spin chosen, consequently, the spin does not change the values of the spectra. Furthermore, these are the only cases where the spectra depend on both $n$ and $m_j$, and therefore, the energies increase as a function of $n$ and $m_j$. However, for $s' = +1$ with $m_j < 0$, or $s' = -1$ with $m_j > 0$, then the spectrum is already influenced by the spin, that is, depending on the spin chosen the energies can be higher or lower (configs. 3-6). For example, the energies of the particle ($\kappa = +1$) are greater when its spin is up (config. 3), while for the antiparticle ($\kappa = -1$) the energies are greater (in absolute values) when its spin is down (config. 6). Furthermore, regardless of the config. chosen, the energies of the particle are always higher than those of the antiparticle. In particular, this is due to the presence of the magnetic energy $E_m$, in which “breaks” the symmetry of the spectra, i.e., the spectra of the particle and antiparticle do not have the same values. Now, we are ready to compare the spectrum (38) with the literature, or rather, the spectra from Table 2. So, we verified that in the absence of the NC phase space ($\theta = \eta = 0$) and of the AMM ($E_m = 0$), with the quantum number now being $n' = n + 1 = 1, 2, \ldots, \infty$, we obtain exactly the (symmetric) usual spectrum of the relativistic QHE for $m_0 \neq 0$ (massive case) [10–12] or for $m_0 = 0$ (massless case) [13], or even the “relativistic” spectrum of the QHE for the graphene [3, 15, 17, 149], in which we should replace: $c \rightarrow v_f$ and $m_0 \rightarrow \Delta \geq 0$, where $v_f \sim \frac{c}{300}$ is the Fermi velocity and $\Delta$ is a mass gap (or “effective mass”). From the above, we can see clearly that our relativistic spectrum generalizes some particular cases of the literature.

On the other hand, even with the well-defined spectra in Table 2 we are not yet ready to analyze the behavior of the relativistic spectrum as a function of $B$, $\theta$ and of...
Table 3 Restrictions for the magnetic field $B$

| Restrictions | $s'$ | $B$ |
|--------------|------|-----|
| 1            | +1   | \((4+\theta\eta)-\sqrt{(4+\theta\eta)^2-16\theta\eta} < B < \sqrt{(4+\theta\eta)^2-16\theta\eta}\) |
| 2            | −1   | \((4+\theta\eta)+\sqrt{(4+\theta\eta)^2-16\theta\eta} < B < \sqrt{(4+\theta\eta)^2-16\theta\eta}\) |

$\eta$ for different values of $n$, i.e., we first need to define the restrictions for these three quantities. As discussed in the previous section, the parameters $\tau$ and $\lambda$ must obey the following conditions (restrictions): $\tau \neq 0$, where implies that $\theta \neq 4/m_0\omega_c$ or $\omega_c \neq 4/m_0\theta$, and $\lambda \neq 0$, where implies that $\eta \neq m_0\omega_c$ or $\omega_c \neq \eta/m_0$, consequently, this implies that the product $\tau\lambda$ can be positive ($\tau\lambda > 0$ or $s' = +1$) or negative ($\tau\lambda < 0$ or $s' = -1$), respectively. In that way, by restricting the NC parameters ($\theta \neq 4/m_0\omega_c$ and $\eta \neq m_0\omega_c$), the field is arbitrary, while by restricting the field ($\omega_c \neq 4/m_0\theta$ and $\omega_c \neq \eta/m_0$), are the NC parameters that are arbitrary. Then, using the expression of the product $\tau\lambda$, given by (40) (explicitly is a quadratic inequality for $B$), we get Table 3, where we have two possible restrictions for $B$ depending on the values of $s'$ (or any arbitrary value of $\theta$ and $\eta$).

However, only one of the restrictions above is mathematically and physically consistent (valid), which is the first ($s' = +1$), where $\sqrt{(4+\theta\eta)^2-16\theta\eta} > 0$ (real magnetic fields). Indeed, in the absence of the NC phase space ($\theta = \eta = 0$), implies that the range of $B$ for $s' = +1$ is given by $0 < B < \infty$ (or $0 \leq B < \infty$), and for $s' = -1$ is given by $\infty < B < 0$, therefore, only the first restriction allows us to recover the usual range of $B$ in which the QHE can manifest itself. Thus, only the first range in Table 3 defines the allowed regions to model the NCQHE of our problem.

Therefore, now we can analyze in detail the behavior of the spectrum as a function of the magnetic field for different values of $n$ (we omit $m_1$ here because its function is analogous to that of $n$). For the sake of practicality and simplicity, we do not need to analyze the behavior of all the spectra of Table 2 and much less use the two ranges of Table 3; only one spectrum for the particle and antiparticle and one range is enough for our purpose. In this way, we can focus on the “simple” spectrum where the ground state ($n = 0$) still depends on $\omega_c$, $\theta$, and $\eta$, that is, the spectra of configs. 3 or 6. Therefore, choosing config. 3 with restriction 1 we have Fig. 1, where shows the behavior of the energies of the particle as a function of the magnetic field for the ground state ($n = 0$) and the first two excited states ($n = 1, 2$), with and without the presence of magnetic energy $E_m$ (with $\mu_m = a\mu_B = ea/2m_0$), in which we take for simplicity that $m_0 = e = \theta = \eta = 1$, where the allowed range for the field is $1 < B < 4$.

According to Fig. 1, we see that the energies increase with the increase of $n$ (as it should be), and are greater in the presence of magnetic energy. Therefore, the function of the AMM is to increase the energies of the particle. Also, the energies can increase or decrease as a function of $B$. For example, for the case $E_m \neq 0$ the energies increase between $B \approx 1$ and $B \approx 3.3$ (but with the exception of $n = 0$), and decrease between $B \approx 3.3$ and $B \approx 4$ (with $\Delta E = E_{\text{final}} - E_{\text{initial}} > 0$), while for the case $E_m = 0$ the energies increase between $B \approx 1$ and $B = 2.5$, and decrease between $B = 2.5$ and $B \approx 4$ (with $\Delta E = E_{\text{final}} - E_{\text{initial}} = 0$).
In Fig. 2, we see the behavior of the energies of the antiparticle as a function of the magnetic field for the ground state and the first two excited states (with \(m_0 = e = \theta = \eta = 1\) and \(1 < B < 4\)). According to this Figure, we see that the energies for the case \(E_m = 0\) are basically equal to those of the particle also with \(E_m = 0\) (symmetric spectra), and therefore, the energies increase with the increase of \(n\), and \(E_{\text{final}} = E_{\text{initial}}\) (\(\Delta E = 0\)). However, these energies are larger in the absence of magnetic energy, i.e., the function of the AMM is to decrease the energies of the antiparticle. Now, for the case \(E_m \neq 0\), the energies can increase or decrease with the increase of \(n\). For example, between \(B \approx 1\) and \(B \approx 3.1\), the energies are higher with the increase of \(n\). In particular, the approximate value of \(B\) (\(B \approx 3.1\)) was calculated through the crossing of the red and blue solid lines, where their respective energies are equal (equal spectra). Now, between \(B \approx 3.4\) and \(B \approx 4\), the energies are smaller with the increase of \(n\) (an “anomaly”). Again, the value of \(B \approx 3.4\) was calculated through the crossing of the green and blue solid lines. Moreover, the energies can increase, decrease, or be “null” (“zero”) as a function of \(B\) (case \(E_m \neq 0\)). Here, “null energy” does not mean that the antiparticle has no energy; it means that the resulting total energy is null, i.e., for certain values of \(B\), the magnetic energy is equal to the quantized energy (“square root energy”). In particular, such “null energies” appear when the solid lines touch the axis-\(B\) and then increase until \(B \approx 4\), where \(E_{\text{final}} > E_{\text{initial}}\) (\(\Delta E > 0\)). Then, solving \(|E_n^\pm(B)| = 0\) for each specific state, we have \(B \approx 2.9\) (\(n = 0\)), \(B \approx 3.3\) (\(n = 1\)), and \(B \approx 3.4\) (\(n = 2\)), respectively.

Now, let’s analyze the behavior of the spectrum as a function of the NC parameters; however, we need to know the restrictions of \(\theta\) and \(\eta\). Thus, using again the expression of the product \(\tau \lambda\), we have Table 4, where there are two possible restrictions for \(\theta\) and \(\eta\) depending on the values \(s'\) (actually of any arbitrary value of \(B\)).

Here, we choose the first restriction of Table 5 (\(\tau < 0\) and \(\lambda < 0\)) because it allows a larger range for \(\theta\) and \(\eta\), in which must be used to construct the graph of \(|E_n^\pm(\theta)|\)
Fig. 2 Graph of $|E_n^{-}(B)|$ versus $B$ for three different values of $n$ with $E_m \neq 0$ ($a = 1$) and $E_m = 0$ ($a = 0$)

Table 4 Restrictions for the NC parameters $\theta$ and $\eta$

| Restrictions | $s'$ | $\theta$ | $\eta$ |
|--------------|------|----------|--------|
| 1            | +1   | $\theta > 4/m_0\omega_c$ | $\eta > m_0\omega_c$ |
| 2            | +1   | $\theta < 4/m_0\omega_c$ | $\eta < m_0\omega_c$ |

versus $\theta$ as well as the graph of $|E_n^\kappa(\eta)|$ versus $\eta$, respectively. In this way, in Fig. 3 we see the behavior of the energies of the particle and antiparticle as a function of $\theta$ for three different values of $n$ ($n = 0, 1, 2$), where $m_0 = e = a = B = 1$, $\eta = 1.1$, and $4 < \theta < \infty$. According to this Figure, we see that the function of $\theta$ is to increase (“softly”) the energies of both particle and antiparticle. Furthermore, we see that the energies increase with the increase of $n$ (as it should be) and increase as a function of $B$. So, comparing both the energies of the particle and antiparticle, we see that the energies of the particle are always greater than those of the antiparticle with a difference of one unity, that is: $E_n^+(\theta) = 1 + |E_n^-(\theta)|$ (solid lines are parallel with the dashed lines).

Already in Fig. 4, we see the behavior of the energies of the particle and antiparticle as a function of $\eta$ for three different values of $n$, where $m_0 = e = a = B = 1$, $\theta = 4.1$, and $1 < \eta < \infty$. In particular, the graph this figure is very similar to the graph of $|E_n^\kappa(\theta)|$ versus $\theta$, and therefore, the function of the parameter $\eta$ (and $n$) also is to increase the energies, where the energies of the particle also are always greater than those of the antiparticle with a difference of one unit, that is: $E_n^+(\eta) = 1 + |E_n^-(\eta)|$. However, the energy difference between two consecutive energy levels is larger in the graph $E$ versus $\eta$, thus showing that the parameter $\eta$ affects the particle and antiparticle more “strongly” than the parameter $\theta$.

Before ending this section, let’s now focus on the form of the NC Dirac spinor (inertial flat spinor) for the relativistic bound states of the NCQHE, where such a
spinor is symbolized by $\Psi^{NC}_D$, and given by the expression $\Psi^{NC}_D = U \psi^{NC}_C$. So, using the fact that the dimensionless variable $r$ is written as $r = m_0|\Omega|\rho^2$, implies that we can rewrite the function (34) as follows

$$f(\rho) = C(m_0|\Omega|)^{\frac{\Gamma_1}{2}} \rho^{\frac{\Gamma_1}{2}} e^{-\frac{m_0|\Omega|\rho^2}{2}} L_n^{\Gamma_1}(m_0|\Omega|\rho^2), \quad \Gamma = \left(m_j - \frac{s}{2}\right).$$ (41)
To obtain the inferior radial function of the spinor, given by \( g(\rho) \), just substitute (41) in Eq. (29), where we get

\[
g(\rho) = C D (m_0|\Omega|)^{\frac{|\Gamma|}{2}} \rho^{\frac{|\Gamma|}{2}} e^{-\frac{m_0|\Omega|\rho^2}{2}} \left[ R(\rho) L_n^{(|\Gamma|)} (m_0|\Omega|\rho^2) - 2m_0|\Omega|\rho L_{n-1}^{(|\Gamma|)} (m_0|\Omega|\rho^2) \right],
\]

(42)

with

\[
D = \frac{\tau}{(m_0 + E - E_m)}, \quad R(\rho) = \left( (|\Gamma| - s \Gamma) \frac{1}{\rho} - (|\Omega| + s \Omega)m_0 \rho \right),
\]

(43)

where \( g(\rho) \) must also satisfy the following boundary conditions to be a normalizable solution

\[
g(\rho \to 0) = g(\rho \to \infty) = 0.
\]

(44)

Then, from the radial functions (41) and (42), it implies that the curvilinear spinor (26) takes the following form

\[
\psi_{NC}^{C} = \frac{C (m_0|\Omega|)^{\frac{|\Gamma|}{2}}}{\sqrt{2\pi}} e^{i(m_j \varphi - E t)} \rho^{\frac{|\Gamma|}{2}} e^{-\frac{m_0|\Omega|\rho^2}{2}}
\]

\[
\times \left[ i D \left( R(\rho) L_n^{(|\Gamma|)} (m_0|\Omega|\rho^2) - 2m_0|\Omega|\rho L_{n-1}^{(|\Gamma|)} (m_0|\Omega|\rho^2) \right) \right].
\]

(45)

Therefore, as \( \Psi_{NC}^{D} = e^{-i \frac{\varphi \Sigma_3}{2}} \psi_{NC}^{C} \), being \( \Sigma_3 = \sigma_3 \) and \( e^{-i \frac{\varphi \Sigma_3}{2}} = \text{diag}(e^{-i \frac{\varphi}{2}}, e^{i \frac{\varphi}{2}}) \), we get the following NC Dirac spinor

\[
\Psi_{NC}^{D}(t, \rho, \varphi) = \Phi(t, \rho, \varphi) \left[ i D \left( R(\rho) L_n^{(|\Gamma|)} (m_0|\Omega|\rho^2) - 2m_0|\Omega|\rho L_{n-1}^{(|\Gamma|)} (m_0|\Omega|\rho^2) \right) \right],
\]

(46)

where the function \( \Phi(t, \rho, \varphi) \) is defined as follows

\[
\Phi(t, \rho, \varphi) = \frac{C (m_0|\Omega|)^{\frac{|\Gamma|}{2}}}{\sqrt{2\pi}} e^{i(m_j \varphi - E t)} \rho^{\frac{|\Gamma|}{2}} e^{-\frac{m_0|\Omega|\rho^2}{2}}.
\]

(47)

and we use the fundamental relationship between the quantum numbers \( m_j, m_l \) and \( m_s \), i.e.: \( m_j = m_l + \frac{s}{2} \). In fact, we can do this because \( \Psi_{NC}^{D}(t, \rho, \varphi) \) satisfies the periodicity condition given by: \( \Psi_{NC}^{D}(t, \rho, \varphi \pm 2\pi) = \Psi_{NC}^{D}(t, \rho, \varphi) \).

Here, it is important to highlight that our Dirac spinor simultaneously incorporates the positive and negative values of the quantum number \( m_l \) (or \( m_j \)), which does not occur, for example, in Refs. [146–148]. In particular, this happens because we leave implicit (“hidden”) the factor \( \sqrt{\rho} \) in the expression of the curvilinear spinor, given by: \( \psi_{C}^{NC}(t, \rho, \varphi) = U^{-1}(\varphi) \Psi_{NC}^{D}(t, \rho, \varphi) \). In other words, we prefer to let such a factor appear naturally in the final expression of the spinor, where such a factor can be
extracted from the term $\rho |\Gamma|$ as: $\rho |\Gamma| = \rho |\Gamma| |\sqrt{\rho}|$. So, although we did not explicitly load the factor $\sqrt{\rho}$ from the beginning, it appears in the final expression of the spinor(s), which does not detract from our problem at all. Furthermore, according to Ref. [147], such a factor was introduced (conveniently) in the curvilinear spinor expression to cancel a term of the expression $U \frac{\partial \varphi}{\partial U} - \frac{1}{\rho} \rho$, that is given by $\frac{1}{2} \rho$ in (25). However, this could also be done simply by renaming the radial functions as: $f(\rho) \rightarrow \frac{1}{\sqrt{\rho}} F(\rho)$ and $g(\rho) \rightarrow \frac{1}{\sqrt{\rho}} G(\rho)$ [148]. From the above, we followed a simpler path to be able to write the positive and negative values of $m_l$ in a single spinor. From a practical point of view, one of the advantages of having a spinor in the form (46) is the possibility of computing the physical observables (expected values) in a faster and more direct way than if we had two spinors, one for each value of $m_l$.

3.2 Nonrelativistic limit

So, to analyze the nonrelativistic limit (or low-energy limit) of our results, it is necessary to consider that most of the total energy of the system is concentrated in the rest energy of the particle [53], and whose standard prescription for this is given by: $E \simeq m_0 + \varepsilon$, where $m_0 \gg \varepsilon$ and $m_0 \gg E_m$. Therefore, using this prescription in Eq. (31) with $s = +1$ (spinless), we get the following Schrödinger equation (SE) for the NCQHE with AMM in the usual Euclidean space

$$i \partial_t \Psi_S^{NC}(t, \rho, \varphi) = H_S^{NC} \Psi_S^{NC}(t, \rho, \varphi) = \left[H_{NC\text{QHO-like}} + H_{Zeeman}^{NC}\right] \Psi_S^{NC}(t, \rho, \varphi),$$

where

$$H_{NC\text{QHO-like}} = -\frac{\tau^2}{2m_0} \nabla^2 + \frac{1}{2} m_0(\tau \Omega \rho)^2 = -\frac{\tau^2}{2m_0} \left( \frac{\partial^2}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial}{\partial \rho} - \frac{L_z^2}{\rho^2} \right) + \frac{1}{2} m_0(\tau \Omega \rho)^2,$$

and

$$H_{Zeeman}^{NC} = -\tilde{\mu}_{eff} \cdot \vec{B}_{ext},$$

with

$$\tilde{\mu}_{eff} = -(a \vec{n} + \tau \lambda \vec{L}) \mu_B = -(\tilde{\mu}_m - \tau \lambda \tilde{\mu}_L), \quad \tilde{\mu}_L = -\mu_B L, \quad \vec{L} = (0, 0, L_z) = (0, 0, -i \partial_\varphi),$$

being $H_S^{NC}$ the NC Schrödinger Hamiltonian, where $H_{NC\text{QHO-like}}$ is the noncommutative quantum harmonic oscillator (NCQHO)-like Hamiltonian, $H_{Zeeman}^{NC}$ is the NC Zeeman hamiltonian, whose eigenvalue $E_{Zeeman}^{NC}$ is called NC Zeeman energy (another kind of magnetic potential energy), $\Psi_S^{NC}(t, \rho, \varphi) = \frac{\zeta^{(m_l \varphi - \varepsilon \tau)}}{\sqrt{2\pi}} \hat{F}(\rho)$ [148], is the NC Schrödinger wave function, or simply the NC wave function, $\nabla^2$ is the Laplacian operator, $\vec{L}$ is the orbital angular momentum.
(operator), \(\mu_{\text{eff}}\) is the effective or total MDM of the particle (“orbidal MDM corrected by QED”), where \(\vec{\mu}_L = \mu_L \vec{e}_z\) (\(\mu_L = \mu_z = -g \mu_B m_i; g = 1\)) is the orbital MDM (MDM associated with the “orbidal” or cyclotronic motion), \(\vec{n}\) = (0, 0, 1) is a unit vector (entered for convenience) and \(\mu_B\) is the Bohr magneton. As we can see in (48), Schrödinger Hamiltonian has two kinds of MDMs: orbital and anomalous (both of a different nature), or two kinds of magnetic potential energy: one continuous and one quantized, that is, the first and second term in \(H_{\text{NC}}\).

By way of information, the Zeeman effect happens when an atom is placed in a uniform external magnetic field, where the energy levels of the electron(s) are shifted. In other words, it is the effect of splitting a spectral line into several components in the presence of a static magnetic field. Furthermore, in the absence of the NC phase space \((\theta = \eta = 0)\) and of the AMM \((a = 0)\), we get exactly the usual Zeeman Hamiltonian, given by: \(H_{\text{Zeeman}} = -\vec{\mu}_L \cdot \vec{B}_{\text{ext}} = \frac{e}{2m_0} \vec{L} \cdot \vec{B}_{\text{ext}}, \) where \(\vec{L} \cdot \vec{B}_{\text{ext}} > 0\) (\(L_z\) and \(B_z\) are parallel) is the condition for the maximum energy, and \(\vec{L} \cdot \vec{B}_{\text{ext}} < 0\) (\(L_z\) and \(B_z\) are antiparallel) is the condition for the minimum energy. Furthermore, in our problem we verified that the function of the AMM as well as the NCs parameters is to increase (to \(m_1 > 0\)) or decrease (to \(m_1 < 0\)) the energies of the particle, whose energy spectrum is given by: \(E_{\text{Zeeman}}^{NC} = E_m + E_{m_1} = \mu_m B + 1/2|\tau \lambda| \omega_c m_1.\) However, we see that if the restrictions for \(\tau \lambda\), which are \(\tau \neq 0\) and \(\lambda \neq 0\), are not obeyed, then we would only have the AMM in the Zeeman Hamiltonian, with \(H_{\text{NC}}^{NC} = H_{\text{Zeeman}} + a \mu_B B,\) that is, we would have something with the “anomalous Zeeman Hamiltonian” (not to be confused with the true anomalous Zeeman Hamiltonian).

So, again using the prescription \(E \simeq m_0 + \varepsilon\) (with \(m_0 \gg \varepsilon, m_0 \gg E_m\) and \(s = +1\)), now in (38), we obtain the following nonrelativistic energy spectrum (nonrelativistic Landau levels) for the NCQHE with AMM in the usual Euclidean space

\[
\varepsilon_{n,m_1} = E_{\text{NCQHO-like}} + E_{\text{Zeeman}}^{NC} = E_m + |\tau \lambda| \omega_c \left[ n + \frac{1}{2} + \frac{|m_1| + m_1}{2} \right], \tag{52}
\]

where \(E_{\text{NCQHO-like}}\) are the eigenvalues of \(H_{\text{NCQHO-like}}\), and we use the following substitution: \(|m_j - 1/2| + 1(m_j + 1/2) \rightarrow |m_1| + 1m_1,\) something consistent from a nonrelativistic point of view, since the particle has no spin and \(m_j\) something should not appear in the spectrum. In particular, we note that the spectrum (52) has some similarities and some differences with the relativistic case (for the particle). For example, unlike the relativistic case, the spectrum (52) only admits positive energy states \((\varepsilon_{n,m_1} > 0),\) linearly depends on the quantum numbers \(n\) and \(m_1,\) cyclotron frequency \(\omega_c,\) and of the NC parameters \(\theta\) and \(\eta.\) Now, similar to the relativistic case, the spectrum (52) linearly depends on the magnetic energy \(E_m,\) has a finite or infinite degeneracy \((m_1 \geq 0\) or \(m_1 < 0,\) increases as a function of quantum numbers \(n e m_1\) and still remains quantized even in the absence of the magnetic field \((B = 0,\) whose spectrum is given by: \(\varepsilon_{n,m_1} = (\eta/m_0) \left[ n + \frac{1}{2} + \frac{|m_1| + m_1}{2} \right] > 0.\) Furthermore, comparing the spectrum (52) with the literature, we verified that in the absence of the AMM \((E_m = 0)\) with \(m_1 < 0,\) we obtain the spectrum of the nonrelativistic QHE in a NC space and in a NC phase space (in the absence of an electric field) \([8, 9]\). Already in the absence of the NC phase space \((\theta = \eta = 0)\) and of the AMM \((E_m = 0,\) we get the usual
spectrum of the nonrelativistic QHE for all possible values of $m_l$ \cite{6–9, 80, 147, 150}. From the above, we can see clearly that our nonrelativistic spectrum also generalizes some particular cases of the literature.

Before ending this section, let’s now obtain the NC wave function for the nonrelativistic bound states of the QHE. In particular, this function can be obtained in two different ways (but equivalent), namely: directly solving Eq. (48) or starting directly from the function (41). For simplicity, we choose this second option. Therefore, using the following substitutions

$$|\Gamma| \rightarrow |m_l|, \quad C \rightarrow C',$$

we have

$$f(\rho) = C'(m_0|\Omega|)^{\frac{|m_l|}{2}} \rho^{\frac{|m_l|}{2}} e^{-m_0|\Omega|\rho^2} L_n|m_l|\Omega|\rho^2,$$

where $C' > 0$ is a new (nonrelativistic) normalization constant.

In this way, the NC wave function takes on the following form

$$\Psi^NC_S(t, \rho, \varphi) = \frac{C'(m_0|\Omega|)^{\frac{|m_l|}{2}}}{\sqrt{2\pi}} e^{i(m_l\varphi - \epsilon t)} \rho^{\frac{|m_l|}{2}} e^{-m_0|\Omega|\rho^2} L_n|m_l|(m_0|\Omega|\rho^2),$$

in which it must satisfy the following boundary conditions to be a normalizable solution

$$\Psi^NC_S(t, \rho \rightarrow 0, \varphi) = \Psi^NC_S(t, \rho \rightarrow \infty, \varphi) = 0,$$

and also the following periodicity condition (analogous to the relativistic case)

$$\Psi^NC_S(t, \rho, \varphi \pm 2\pi) = \Psi^NC_S(t, \rho, \varphi).$$

## 4 The noncommutative Dirac equation in a (2 + 1)-dimensional generic curved spacetime

Here, we introduce the NCDE in a (2 + 1)-dimensional generic curved spacetime. To achieve this goal, we use the tetrad formalism since it is a very efficient method to introduce fermions (or fermionic fields) into curved spacetimes (gravitational fields). So, in polar coordinates $(t, \rho, \varphi)$, the line element for a generic curved spacetime can be written by the following expression

$$ds^2_{generic} = g_{\mu\nu}(x)dx^\mu dx^\nu = (Xdt + Yd\varphi)^2 - d\rho^2 - Z^2d\varphi^2, \quad (\mu, \nu = t, \rho, \varphi),$$

where the coefficients $X$, $Y$ and $Z$ are functions only of the polar radial coordinate: $X = X(\rho)$, $Y = Y(\rho)$ and $Z = Z(\rho)$, and $g_{\mu\nu}(x)$ is the curved metric tensor (or simply curved metric), whose inverse is given $g^{\mu\nu}(x)$, and both take the following form

$$g_{\mu\nu}(x) = \begin{pmatrix} X^2 & 0 & XY \\ 0 & -1 & 0 \\ XY & 0 & Y^2 - Z^2 \end{pmatrix}, \quad g^{\mu\nu}(x) = \begin{pmatrix} \frac{Z^2 - Y^2}{X^2Z^2} & 0 & \frac{Y}{XZ^2} \\ 0 & -1 & 0 \\ \frac{Y}{XZ^2} & 0 & -\frac{1}{Z^2} \end{pmatrix}.$$
With the line element given by the expression (58), we now need to build a local reference frame where the observer will be placed (laboratory frame). Consequently, it is in this local reference frame that we can then define the gamma matrices (or the spinor) in a curved spacetime \[132, 135, 138, 151\]. However, through the tetrad formalism, it is perfectly possible to achieve this objective. In particular, the tetrad formalism states that a given curved spacetime can be introduced point to point with a flat spacetime through objects of the type \(e^a_\mu(x)\), which are called tetrads or vierbein (square matrices), and which together with their inverses, given by \(e^a_\mu(x)\), satisfy the following relationships:

\[
\hat{\theta}^a = e^a_\mu(x)dx^\mu e^\mu_v = e^\mu_\mu(x)\hat{\theta}^a, \quad \text{where } \hat{\theta}^a \text{ is a quantity called noncoordinate basis (are not quantum operators).}
\]

By convention, the index given by the Greek letters refers to curved spacetime, while the Latin letters to Minkowski flat spacetime, respectively. Furthermore, tetrads and their inverses must also satisfy the following relations \[ 132, 135, 138, 151\].

\[
e^a_\mu(x)e^\mu_b(x) = \delta^a_b, \quad e^\mu_a(x)e^a_\nu(x) = \delta^\mu_\nu, \quad (\mu, \nu = t, \rho, \varphi; a, b = 0, 1, 2),
\]

and

\[
g_{\mu\nu}(x) = e^a_\mu(x)e^b_\nu(x)\tilde{\eta}_{ab}, \quad \tilde{\eta}_{ab} = e^\mu_\mu(x)e^\nu_b(x)g_{\mu\nu}(x),
\]

where \(\tilde{\eta}_{ab} = \text{diag}(1, -1, -1)\) is the Cartesian Minkowski metric and \(\delta_{ab} = \text{diag}(1, 1, 1)\) is the \((2 + 1)\)-dimensional Kronecker delta. Then, through the tetrad formalism, we can rewrite the line element (58) in terms of the noncoordinate basis as follows

\[
ds^2_{\text{generic}} = g_{\mu\nu}(x)dx^\mu dx^\nu = \tilde{\eta}_{ab}\hat{\theta}^a \otimes \hat{\theta}^b = (\hat{\theta}^0)^2 - (\hat{\theta}^1)^2 - (\hat{\theta}^2)^2, \quad (a, b = 1, 2, 3),
\]

where the components of \(\hat{\theta}^{a(b)}\) are written as

\[
\hat{\theta}^0 = Xdt - Yd\varphi, \quad \hat{\theta}^1 = d\rho, \quad \hat{\theta}^2 = Zd\varphi,
\]

being \(\otimes\) the symbol for the tensor product. As a result, the tetrads and their inverses take the form

\[
e^\mu_a(x) = \begin{pmatrix} \frac{1}{X} & 0 & -\frac{Y}{XZ} \\ 0 & 1 & 0 \\ 0 & 0 & \frac{1}{Z} \end{pmatrix}, \quad e^a_\mu(x) = \begin{pmatrix} X & 0 & Y \\ 0 & 1 & 0 \\ 0 & 0 & Z \end{pmatrix}.
\]
tensor \[86, 87, 151\], in which it is defined as follows

\[ \omega_{ab\mu}(x) = -\omega_{ba\mu}(x) = \tilde{\eta}_{ac}\omega^c_{b\mu}(x) = \tilde{\eta}_{ac}e^c_{\nu}(x)\left[e^\sigma_{\mu(n)}x + \partial_{\nu}\right] \]

where

\[ \Gamma^\nu_{\mu\sigma}(x) = \Gamma^\nu_{\sigma\mu}(x) = \frac{1}{2}g^{\nu\lambda}(x)\left[\partial_{\mu}g_{\lambda\sigma}(x) + \partial_{\sigma}g_{\lambda\mu}(x) - \partial_{\lambda}g_{\mu\sigma}(x)\right], \]

are the Christoffel symbols of the second type (symmetric tensor) and \(\omega^c_{b\mu}(x)\) are sometimes called spin connection coefficients. Explicitly, the non-zero components of the Christoffel symbols are given by

\[ \Gamma^t_{t\rho}(x) = \Gamma^t_{\rho t}(x) = \frac{2Z^2X' + XYY' - Y^2X'}{2XZ^2}, \]

\[ \Gamma^t_{t\phi}(x) = \Gamma^t_{\phi t}(x) = \frac{XY^2Y' - Y^3X' + XZ^2Y' + YZ(ZX' - 2XZ')}{2X^2Z^2}, \]

\[ \Gamma^\rho_{t\phi}(x) = \Gamma^\phi_{t\rho}(x) = XX', \]

\[ \Gamma^\rho_{t\phi}(x) = \Gamma^\phi_{t\rho}(x) = YY' - ZZ', \]

\[ \Gamma^\phi_{t\rho}(x) = \Gamma^\rho_{t\phi}(x) = \frac{YX' - XYZ}{2XZ}, \]

\[ \Gamma^\phi_{\rho\phi}(x) = \Gamma^\rho_{\phi\phi}(x) = \frac{Y^2X' - XYY' + 2XZZ'}{2XZ^2}, \]

where \(X' = \frac{dX}{d\rho}, Y' = \frac{dY}{d\rho},\) and \(Z' = \frac{dZ}{d\rho},\) respectively.

Consequently, the non-zero components of the spin connection are written as

\[ \omega_{01t}(x) = -\omega_{10t}(x) = -X', \]

\[ \omega_{12t}(x) = -\omega_{21t}(x) = \frac{XY' - YX'}{2C}, \]

\[ \omega_{02\rho}(x) = -\omega_{20\rho}(x) = \frac{XY' - YX'}{2XZ}, \]

\[ \omega_{01\phi}(x) = -\omega_{10\phi}(x) = -\frac{XY' + YX'}{2X}, \]

\[ \omega_{12\phi}(x) = -\omega_{21\phi}(x) = \frac{Y(XY' - YX')}{2XZ} - Z'. \]

From now on, we will focus our attention on the NCED in a generic curved spacetime. Thus, we have the following tensorial DE with minimal and nonminimal couplings in a generic curved spacetime (in curvilinear coordinates) \[73, 132, 135, 136\]

\[ \left\{ \gamma^\mu(x)[P_{\mu}(x) - qA_{\mu}(x)] + \frac{\mu m}{2}\sigma^{\mu\nu}(x)F_{\mu\nu}(x) - m_0 \right\} \psi_C(t, \rho, \phi) = 0, \]
where \( \mu, \nu = t, \rho, \varphi \), \( \gamma^\mu(x) = e^{\mu}_a(x)\gamma^a \) are the curved gamma matrices, which satisfy the anticommutation relation of the covariant Clifford algebra: \( \{ \gamma^\mu(x), \gamma^\nu(x) \} = 2g^{\mu\nu}(x)I_{2\times 2} \), \( P_\mu(x) = i\nabla_\mu(x) = i[\partial_\mu + \Gamma_\mu(x)] \) is the curved moment operator, \( \nabla_\mu(x) \) is the covariant derivative, with \( \partial_\mu (\partial_\mu \neq e^c_\mu(x)\partial_c) \) being the usual partial derivatives (not everything that carries \( \mu, \nu, \ldots \) is curved), \( \Gamma_\mu(x) = -\frac{i}{4}\omega_\epsilon_{\beta\mu}(x)\sigma^{\epsilon\beta} \) is the spinorial connection (or spinor affine connection), \( \sigma^{\mu\nu}(x) = \frac{i}{2}[\gamma^\mu(x), \gamma^\nu(x)] \) is the curved antisymmetric tensor, \( F_{\mu\nu}(x) = \partial_\mu A_\nu(x) - \partial_\nu A_\mu(x) = e^a_\mu(x)e^b_\nu(x)F_{ab} \) is the curved electromagnetic field tensor, with \( A_\mu(x) = e^b_\mu(x)A_b \) being the curved electromagnetic potential (field), and \( \psi_C(t, \rho, \varphi) = e^{i\omega/2}\Psi_1(t, \rho, \varphi) \) is our curvilinear spinor, where \( \Psi_D(t, \rho, \varphi) \) is our original Dirac spinor [146–148]. As we saw in the inertial flat case, this exponential factor appears in the spinor when we convert the Cartesian DE into a curvilinear DE.

In particular, the product \( \gamma^\mu(x)A_\mu(x) \) is equal to the result of the inertial flat case with a “correction” in the component \( A_2 \) of the electromagnetic potential, that is

\[
\gamma^\mu(x)A_\mu(x) = e^{\mu}_a(x)e^b_\mu(x)\gamma^aA_b = \delta^b_\mu\gamma^aA_b = \gamma^aA_a, \quad (80)
\]

where \( A_a = (A_0, A_1, A_2) = (0, 0, -A_y) \), and \( \gamma^a = (\gamma^0, \gamma^1, \gamma^2) \). Here, the component \( A_2 \) must be equal to the angular component \( -A_y \) and not \( -A_y \) (the negative sign is because of the signature of the metric) [53], otherwise the inertial curved case would not reduce to the inertial flat case. Furthermore, as we commented above, here a quantity (or parameter) with the indices \( a, b, c, \ldots \) does not necessarily mean that such quantity (or parameter) has Cartesian coordinates. On the other hand, analogous to the minimal coupling, the product \( \sigma^{\mu\nu}(x)F_{\mu\nu}(x) \) is also equal to the result of the inertial flat case (but no term of “correction”), that is

\[
\sigma^{\mu\nu}(x)F_{\mu\nu}(x) = i\gamma^\mu(x)\gamma^\nu(x)F_{\mu\nu}(x) = i(e^{\mu}_a(x)e^c_\mu(x))(e^\nu_b(x)e^c_\nu(x))\gamma^a\gamma^bF_{cd} = i(\delta^c_\mu(\delta^d_\nu)\gamma^a\gamma^bF_{cd} = \sigma^{ab}F_{ab}, \quad (81)
\]

where we get

\[
\frac{\mu_m}{2}\sigma^{\mu\nu}(x)F_{\mu\nu}(x) = -2\mu_m\vec{S} \cdot \vec{B}, \quad \left( \vec{S} = \frac{1}{2}\vec{\Sigma} \right). \quad (82)
\]

Now, let’s introduce the NC phase space in Eq. (79). So, starting from the fact that \( A_\mu(x) = (0, A_{i'}(x)) \), where \( A_{i'}(x) = -\frac{B}{2}\varepsilon_{i'j'}x^{j'}(x) (i', j' = \rho, \varphi) \) [28], implies that we can rewrite Eq. (79) as follows

\[
\left\{ \gamma^{i'}(x)P_i(x) + \gamma^{i''}(x) \left[ P_{i'}(x) + \frac{qB}{2}\varepsilon_{i'j'}x^{j'}(x) \right] - 2\mu_m\vec{S} \cdot \vec{B} - m_0 \right\} \psi_C = 0, \quad (83)
\]

or in an NC phase space, as
\[
\left\{ \gamma^i(x) P_i(x) + \gamma^{ij'}(x) \left[ P_{i'}^{\mu NC}(x) + \frac{q B}{2} \epsilon_{i'j'}(x) S^{NC} \right] - 2 \mu_m \bar{S} \cdot \bar{B} - m_0 \right\} \Psi_C = 0.
\]

(84)

where we have done \( P_{i'}(x) \rightarrow P_{i'}^{\mu NC}(x), x^{ij'}(x) \rightarrow (x^{ij'}(x))^{NC} \) and \( \Psi_C \rightarrow \Psi_C^{NC} \).

However, to obtain the explicit form of the NCDE in a generic curved spacetime, given by (84), we also need to write the NC operators \( x^{\mu NC}_\tau \) and \( p^{\mu NC}_\tau \) (see (13) please) in the generic curved spacetime (where \( p_\mu \rightarrow P_\mu(x) \)). For convenient choice, these operators can be written as follows

\[
(x^{\mu}(x))^{NC} = x^{\mu}(x) - \frac{1}{2} \theta^{\mu\nu} P_\nu(x), \quad P_\mu^{NC}(x) = P_\mu(x) + \frac{1}{2} \eta_{\mu\nu} x^{\nu}(x),
\]

(\( \mu, \nu = t, i', j', i' \)),

or (NC only in the spatial components)

\[
(x^{ij'}(x))^{NC} = x^{ij'}(x) - \frac{1}{2} \theta^{i'j''} P_{i''}(x), \quad P_{i'}^{NC}(x) = P_{i'}(x) + \frac{1}{2} \eta_{i'j'} x^{j'}(x).
\]

(86)

Consequently, Eq. (84) becomes

\[
\left\{ \gamma^i(x) P_i(x) + \gamma^{ij'}(x) \left[ \tau P_{i'}(x) - q \lambda A_{i'}(x) \right] - 2 \mu_m \bar{S} \cdot \bar{B} - m_0 \right\} \Psi_C^{NC} = 0.
\]

(87)

where it results

\[
\left[ i \gamma^i(x) \partial_i + i \tau \gamma^\mu(x) \partial_\mu + i \gamma^{ij'}(x) \partial_{j'} - \frac{\lambda m_0 \omega_\epsilon}{2} \rho \gamma^2 - \mu_3 \Sigma_3 B - m_0 \right] \psi_C^{NC} \\
+ i [\gamma^i(x) \Gamma_t(x) + \tau \gamma^\mu(x) \Gamma_\rho(x) + \tau \gamma^{ij'}(x) \Gamma_{ij'}(x)] \psi_C^{NC} = 0.
\]

(88)

where \( \tau = (1 - m_0 \omega_\epsilon \theta^2 / 4) \) and \( \lambda = (1 - \eta/m_0 \omega_\epsilon) \), being \( \omega_\epsilon = e B / m_0 > 0 \) \((q = -e < 0)\), and we use the relation \( \gamma'^i(x) A_t(x) = \gamma^i A_t = \gamma^2 A_2 = - \gamma^2 A_2 = - \frac{1}{2} B \rho \gamma^2 \).

Furthermore, using the expressions (74)–(78), we obtain the following components of the spinorial connection

\[
\Gamma_t(x) = \frac{(YX' - XY') \gamma^1 \gamma^2 + 2ZX' \gamma^1 \gamma^1}{4Z},
\]

(89)

\[
\Gamma_\rho(x) = \frac{(YX' - XY') \gamma^0 \gamma^2}{4XZ},
\]

(90)

\[
\Gamma_{ij'}(x) = \frac{(Y^2 X' - XYY' + 2XZZ') \gamma^1 \gamma^2 + (X'YZ + XYZ) \gamma^0 \gamma^1}{4XZ}.
\]

(91)

With respect to curved gamma matrices, we also have

\[
\gamma^i(x) = \frac{(Z \gamma^0 - Y \gamma^2)}{XZ},
\]

(92)
\[ \gamma^\rho(x) = \gamma^1, \quad \gamma^\varphi(x) = \frac{1}{Z} \gamma^2. \]  
(93)

Then, using the expressions (92)–(94), we obtain the following contribution of the spinorial connection (or spin) to the NCDE

\[
\left[ \gamma^\rho(x) \Gamma^\rho(x) + \tau \gamma^\rho(x) \Gamma_\varphi(x) + \tau \gamma^\varphi(x) \Gamma_\rho(x) \right] = \frac{(2\tau - 1)XY' + XY'}{4XZ} \gamma^0 \gamma^1 \gamma^2 \\
+ \frac{(1 - \tau)(XYY' - Y^2X') + 2(\tau XZZ' + X'Z^2)}{4XZ^2} \gamma^1.
\]  
(95)

Therefore, substituting the curved gamma matrices as well as the contribution of the spinorial connection in Eq. (88), we have the following NCDE in a generic curved spacetime as a function of the coefficients \(X, Y\) and \(Z\) (coefficients of the line element, or of the metric)

\[
\left[ \frac{(Z\gamma^0 - Y\gamma^2)}{XZ} \partial_t + i \tau \gamma^1 \partial_\rho + i \frac{1}{Z} \gamma^2 \partial_\varphi - \frac{\lambda m_0 \omega_c}{2} \rho \gamma^2 - \mu m \Sigma^3 B - m_0 \right] \psi^{NC}_C \\
+ \left[ \frac{(1 - \tau)(XYY' - Y^2X') + 2(\tau XZZ' + X'Z^2)}{4XZ^2} i \gamma^1 \right] \psi^{NC}_C = 0.
\]  
(96)

On the other hand, using the standard ansatz (26) we can simplify Eq. (96), in which we obtain the following time-independent NCDE

\[
\left[ \frac{(Z\gamma^0 - Y\gamma^2)}{XZ} E + i \tau \gamma^1 \partial_\rho - i \left( \gamma^2 \partial_\varphi - \frac{\lambda m_0 \omega_c}{2} \rho \gamma^2 - \mu m \Sigma^3 B - m_0 \right) \right] \phi^{NC} \\
+ \left[ \frac{(1 - \tau)(XYY' - Y^2X') + 2(\tau XZZ' + X'Z^2)}{4XZ^2} i \gamma^1 \right] \phi^{NC} = 0,
\]  
(97)

where \(\phi^{NC}(\rho) = (f(\rho), i g(\rho))^T\).

5 The noncommutative Dirac equation in the spinning cosmic string spacetime

In polar coordinates \((t, \rho, \varphi)\), the line element for the spinning CS spacetime can be given by the following expression [101–103, 106]

\[ ds^2_{CS} = (dt + \beta d\varphi)^2 - d\rho^2 - \alpha^2 \rho^2 d\varphi^2, \]  
(98)
where the Riemann (and Ricci) curvature tensor is written as

\[ R^{\rho\psi}_{\rho\phi} = R^{\rho}_{\rho} = R^{\psi}_{\phi} = 2\pi \left( \frac{1 - \alpha}{\alpha} \right) \delta^2(\vec{r}), \]  

(99)

with \( \alpha = 1 - 4\bar{M} \) (0 < \( \alpha \) ≤ 1) being the topological or curvature parameter (dimensionless), whose curvature is located on the symmetry axis of the CS (z-axis), \( \beta = 4\bar{J} \) (\( \beta \) ≥ 0) is the rotational or rotation parameter (length dimension), and \( \delta^2(\vec{r}) \) is the two-dimensional Dirac delta in flat spacetime. With respect to the origin of the parameter \( \alpha \), such a parameter arises because the presence of a CS introduces an angular deficit in Minkowski spacetime (“cuts spacetime in the shape of a wedge”), given by:

\[ \Delta \phi = 2\pi(1 - \alpha) = \frac{8\pi GM}{c^2}, \]

where such a deficit is a solution of Einstein’s equations to CSs. Therefore, from a geometric point of view, CS spacetime is sometimes called Minkowski spacetime with a conical curvature (or conical singularity). In addition, the origin of the parameter \( \beta \) is due to the (non-null) energy-momentum tensor for the three-dimensional “Kerr solution”, therefore, we can define \( \bar{J} \) as:

\[ \bar{J} \equiv \frac{1}{2}\epsilon_{ij}J^{ij} = \frac{1}{2}\epsilon_{ij} \int d^2x (x^i T^{0j} - x^j T^{0i}) \neq 0 \]  

[106]. Also, for \( \alpha \to 1 \), it automatically implies in \( \beta \to 0 \), that is, the absence (or far away) of the CS. However, for \( \beta \to 0 \), it does not imply in \( \alpha \to 1 \); in this case, we would have the line element of the static CS, modeled only by \( \alpha \). It is also worth mentioning that the line element of the spinning CS is particularly interesting because it can support (for \( \rho < \beta/\alpha \)) the existence of CTCs, and, consequently, violate causality (or allow time travel). So, to get around this “problem”, in many problems in the literature, it is assumed that the particle “orbits” (moves) far enough away from regions with CTCs (to \( \rho > \beta/\alpha \)) that exist around the CS (we adopt this condition here) [103, 106].

Therefore, comparing (98) with (58), we get the following coefficients

\[ X = 1, \quad Y = \beta, \quad Z = \alpha\rho, \]  

(100)

and substituting (100) in (97), we have the following NCDE in the spinning CS spacetime

\[ \left[ y^0 E + i\tau y^1 \left( \partial_\rho + \frac{1}{2\rho} \right) - \left( \frac{\tau m_j + \beta E}{\alpha\rho} + \frac{\lambda m_0 \omega_c}{2} \rho \right) \right] \phi^{NC} = 0. \]

(101)

Now, we have to obtain the NCDE in “quadratic form”, that is, a second-order differential equation for an of the radial functions of the spinor. Analogous to the inertial flat case, this is done by “separating” the NCDE (101) into a set of two first-order coupled differential equations. Therefore, using the form of the gamma matrices \( \gamma^a = \tilde{\eta}^{ab} \gamma_b \) and the matrix \( \Sigma^3 = \Sigma_3 \) as well as the spinor \( \phi^{NC} \), implies that these two coupled differential equations are given by

\[ \frac{(m_0 + E_m - E)}{\tau} f(\rho) = \left[ \frac{d}{d\rho} + sm_0 \Omega \rho + \frac{s}{\rho} \left( \hat{m}_j + \frac{s}{2} \right) \right] g(\rho), \]

(102)
\[
\frac{(m_0 - E_m + E)}{\tau} g(\rho) = \left[ \frac{d}{d\rho} - s m_0 \Omega \rho s \left( \hat{m}_j - \frac{s}{2} \right) \right] f(\rho), \quad (103)
\]

where \( \hat{m}_j \equiv \frac{1}{\alpha} (m_j + \frac{\beta E}{\tau}) \neq 0 \) is the effective total magnetic quantum number, \( \Omega = \frac{\lambda \omega_c}{2\tau} \) is the well-known effective angular frequency, and \( E_m = \mu m B \) is the well-known magnetic energy.

Therefore, substituting (103) into (102), we obtain the following second-order differential DE (“quadratic DE”) for the NCQHE with AMM in spinning CS spacetime

\[
\left[ \frac{d^2}{d\rho^2} + \frac{1}{\rho} \frac{d}{d\rho} - \frac{\hat{\Gamma}^2}{\rho^2} - (m_0 \Omega \rho)^2 + \hat{\xi} \right] f(\rho) = 0,
\]

where we define

\[
\hat{\Gamma} \equiv \left( \hat{m}_j - \frac{s}{2} \right), \quad \hat{\xi} \equiv \frac{(E - E_m)^2 - m_0^2}{\tau^2} - 2m_0 \Omega \left( \hat{m}_j + \frac{s}{2} \right). \quad (105)
\]

In particular, in the absence of the spinning CS (\( \alpha = 1 \) and \( \beta = 0 \)) we obtain exactly the NCDE in the Minkowski spacetime, given by (31).

### 5.1 Bound-state solutions: two-component Dirac spinor and relativistic Landau levels

So, to analytically solve Eq. (104), we can follow the entire procedure done in Sect. 3.1. However, due to the similarity of this equation with Eq. (31), we can simply replace \( \Gamma \) by \( \hat{\Gamma} \) and \( m_j \) by \( \hat{m}_j \) in the results of Eq. (31) and then we can (easily) get all the results for the inertial curved case. Thus, as the quantization condition of the previous case requires that:

\[
\left| \Gamma + \frac{1}{2} \right| - \frac{\xi}{4m_0|\Omega|} = -n \quad (n = n_0 = 0, 1, 2, \ldots),
\]

implies that our new quantization condition becomes

\[
\left| \hat{\Gamma} \right| + \frac{1}{2} - \frac{\hat{\xi}}{4m_0|\Omega|} = -n, \quad (106)
\]

where we have the following quadratic polynomial equation for the relativistic total energy \( E \)

\[
E^2 - (2E_m)E - \frac{m_0 \tau \lambda \omega_c}{\alpha} \left[ \left( l + \frac{\beta E}{\tau} \right) + \left| l + \frac{\beta E}{\tau} \right| \right] + \left[ E_m^2 - m_0^2 - m_0 \tau \lambda \omega_c (2n + 1 + s) \right] = 0,
\]

being \( l = l(\alpha) \equiv m_j - \frac{s\alpha}{2} \) a “topological quantum number” (because it depends on the parameter \( \alpha \)).

Therefore, analyzing the polynomial equation (107) for \( l > 0 \) and \( l < 0 \) we obtain the following relativistic spectrum for the NCQHE with AMM in the spinning CS spacetime

\[
E_{n,l,s}^\kappa = [E_\alpha + E_m] + \kappa \sqrt{ \left[ E_\alpha + E_m \right]^2 - E_m^2 + m_0^2 + 2m_0 \tau \lambda \omega_c N_\alpha }, \quad (108)
\]
Table 5  Energy spectra for the particle and antiparticle

| Configuration | Energy spectrum $E_{n,l,s}^{\kappa}$ | $l$ |
|---------------|-------------------------------------|-----|
| 1             | $E_{n,l,s}^{\kappa} = [E_0 + E_m] + \kappa \sqrt{[E_0 + E_m]^2 - E_m^2 + m_0^2 + 2m_0 \tau \omega_C N_+}$ | $l > 0$ |
| 2             | $E_{n,l,s}^{\kappa} = E_m + \kappa \sqrt{m_0^2 + 2m_0 \tau \omega_C \bar{N}_+}$ | $l < 0$ |

where

$$E_\alpha \equiv m_0 \omega_C \lambda \beta \left( \frac{|l| + l}{2 \alpha l} \right) \geq 0, \quad N_\alpha \equiv \left( n + \frac{1}{2} + \frac{|l| + l + s \alpha}{2 \alpha} \right) \geq 0,$$

(109)

where $\kappa = \pm 1$ is the known well “energy parameter” (particle/antiparticle), $N_\alpha$ is a “topological effective quantum number”, and $E_\alpha$ is a “topological energy”, which only exists because of the field, i.e., for $B = 0$ we would have $E_\alpha = 0$. In particular, in the absence of the spinning CS ($\alpha = 1$ and $\beta = 0$), we obtain exactly the spectrum in the Minkowski spacetime, given by (38). So, analyzing the spectrum (108), we see that it behaves differently depending on the values of $l$. In fact, we have four possible configurations for the spectrum depending on the values of $l$, as shown in Table 5.

According to Table 5, we see that for $l > 0$ or $l < 0$ the spectrum depends on both parameters $\alpha$ and $\beta$, where $N_+ = \left( n + \frac{1}{2} + \frac{2|l| + s \alpha}{2 \alpha} \right)$ and $m_j$ must satisfy the following conditions: $m_j \geq \frac{|l| + l + s \alpha}{2 \alpha}$ (for $l > 0$), which is clearly satisfied for $m_j \geq 1/2$. Also, due to the presence of the parameter $\alpha$ (not of $\beta$), the degeneracy of the spectrum is broken (“not is well defined”), that is, the conical curvature of the CS breaks the degeneracy of the Landau levels [150]. In particular, this is due to the fact that we can no longer construct a third quantum number (integer and positive) from $n$ and $m_j$ ($|l|/\alpha$ is not an integer) [67]. Already for $l > 0$, the spectrum no longer depends on $\alpha$ and $\beta$ (but it is infinitely degenerate), where $\bar{N}_+ = (n + \frac{1 + s \alpha}{2 \alpha})$. In this case, it is as if the NCQHE “lives in the Minkowski spacetime”. However, comparing the spectra of Table 5, we see that the spectrum with the highest energies is for the case $l > 0$ (increases as a function of $n$ and $m_j$). Furthermore, the energies of the particle and antiparticle for these two cases are larger when both have spin up ($s = +1$). In particular, the spectrum (108), or configs. 1 and 4, still remains quantized even in the absence of the magnetic field (analogous to the inertial flat case), which is given by:

$$E_{n,l,s}^{\kappa} = \kappa \sqrt{m_0^2 + 2 \eta N_\alpha}.$$  As we see, this spectrum does not have the contribution of $\beta$, only the contribution of $\alpha$.

Now, let’s analyze the behavior of the spectrum (108) as a function of the magnetic field and of the parameters $\alpha$ and $\beta$ for different values of $n$ (with $m_j$ fixes). In particular, choosing the spectrum with maximum values (config. 1) we have Fig. 5, where it shows the behavior of the energies of the particle as a function of the magnetic field for the ground state ($n = 0$) and the first two excited states ($n = 1, 2$), with and without the presence of magnetic energy, in which we take $m_0 = e = a = \theta = \eta = \beta = 1$, $m_j = 1/2$ and $\alpha = 1/2$, being the field given by $1 < B < 4$. Here, we purposely choose $\alpha = 1/2$ for that the spectrum does not depend on spin ($s$ is canceled in the spectrum).
According to Fig. 5, we see that the energies increase with the increase of \( n \) (as it should be), and the function of the AMM as well as of \( B \) is to increase the energies of the particle. However, unlike the inertial flat case (see Fig. 1), here, the energies always increase as a function of \( B \), and their values are much higher. On the other hand, at \( B \approx 1 \), the energies with \( E_m = 0 \) are equal for both cases, while the energies with \( E_m \neq 0 \) are higher for the inertial curved case, respectively. Already in Fig. 6, we have the case of the antiparticle, where we see that the energies increase with the increase of \( n \) (as it should be); however, they practically decrease with the increase of \( B \) (\( E_{\text{final}} < E_{\text{initial}} \)), and for \( E_m \neq 0 \), are almost null at \( B \approx 4 \) (\( 0 < |E_n^-| \ll 1 \)), where the magnetic energy is almost equal to the quantized energy (“square root energy”). On the other hand, unlike the inertial flat case, here, the energies of the antiparticle are higher in the presence of the AMM \( (E_m \neq 0) \), i.e., here, the function of the AMM is to increase the energies of the antiparticle (as well as the particle).

Now, let’s analyze the behavior of the spectrum as a function of the parameters \( \alpha \) and \( \beta \) for different values of \( n \) (with \( m_j \) fixes). First, let’s start by analyzing the graph \(|E_n^\alpha(\alpha)|\) versus \( \alpha \), and then the graph \(|E_n^\beta(\beta)|\) versus \( \beta \), respectively. Therefore, we have Fig. 7, where it shows the behavior of the energies of the particle and antiparticle as a function of \( \alpha \) for the ground state \( (n = 0) \), the second excited state \( (n = 2) \) and the fourth excited state \( (n = 4) \), in which we take \( m_0 = e = a = B = \beta = 1 \), \( \theta = 3 \) \( (\tau > 0) \), \( \eta = 0.5 \) \( (\lambda > 0) \), and \( m_j = 1/2 \). According to this figure, we see that the energies increase with the increase of \( n \), however, are practically equals for \( \alpha \leq 0.2 \) (particle) and \( \alpha \leq 0.1 \) (antiparticle). Besides, the energy difference between the levels is practically zero, the energies can increase or decrease while \( \alpha \) decreases (an increase of the curvature), i.e., the function of \( \alpha \) is to increase the energies of the particle and decrease those of the antiparticle, where the energies of the particle are always much greater than those of the antiparticle. However, unlike the antiparticle,
where the energy almost tends to zero at the limit $\alpha \to 0$ (“infinite curvature”), in the case of the particle, the energy tends to “infinity” at the limit $\alpha \to 0$, and therefore, the influence of $\alpha$ is much more significant in the case of the particle.

Already in Fig. 8, we see the behavior of the energies of the particle and antiparticle as a function of $\beta$ for the ground state ($n = 0$), the second excited state ($n = 2$) and the fourth excited state ($n = 4$), where we take $m_0 = e = a = B = 1, \theta = 3$ and $\eta = 0.5$, $m_j = 1/2$ and $\alpha = 1/2$. In particular, the function of is to increase the energies of the
particle (we have $E \to \infty$ for $\beta \to \infty$), and decrease than those of the antiparticle (we have $E \to 0$ for $\beta \to \infty$). Therefore, the particle gains more energy as the CS spins faster, while the antiparticle loses energy. In addition, the energies increase with the increase of $n$, however, are practically equals for $\beta \geq 4$ (particle) and $\beta \geq 10$ (antiparticle), where the energy difference between the levels is practically zero.

Before ending this section, let’s now get the NC Dirac spinor (inertial curved spinor) for the relativistic bound states of the NCQHE. So, replacing $\gamma_1$ by $\hat{\gamma}_1$ in (45), we have the following curvilinear spinor for the inertial curved case

$$
\psi_{NC}^{C} = \hat{C}(m_0|\Omega|)^{-1/2}e^{i(m_j\varphi-E\tau)}\rho^{\hat{\gamma}}e^{-\frac{m_0|\Omega|\rho^2}{2}}\left( iD \left[ \hat{R}(\rho)L_n^{\hat{\gamma}}(m_0|\Omega|\rho^2) - 2m_0|\Omega|\rho L_{n-1}^{\hat{\gamma}}(m_0|\Omega|\rho^2) \right] \right),
$$

(110)

where

$$
D \equiv \frac{\tau}{(m_0 + E - E_m)}, \quad \hat{R}(\rho) \equiv \left( (|\hat{\gamma}| - s\hat{\gamma}) \frac{1}{\rho} - (|\Omega| + s\Omega)m_0\rho \right).
$$

(111)

with $\hat{C}$ being a new normalization constant.

Therefore, starting from the fact that $\Psi_{NC}^{D} = e^{-i\varphi\Sigma_1/2}\psi_{NC}^{C}$, we get the following NC Dirac spinor for the inertial curved case
\[\Psi^N_C(t, \rho, \varphi) = \hat{\Phi}(t, \rho, \varphi) \left( i D \left[ \hat{R}(\rho) L_n^{\hat{\Omega}}(m_0|\Omega|\rho^2) - 2m_0|\Omega|\rho L_{n-1}^{\hat{\Omega}}(m_0|\Omega|\rho^2) \right] \right). \tag{112}\]

where

\[\hat{\Phi}(t, \rho, \varphi) = \frac{\hat{C}(m_0|\Omega|)}{\sqrt{2\pi}} e^{i(m_0|\Omega|-Et)} \rho^{\hat{\Omega}} e^{-m_0|\Omega|\rho^2/2}, \quad (m_l = m_j \mp s/2). \tag{113}\]

In particular, in the absence of the spinning CS (\(\alpha = 1\) and \(\beta = 0\)) we obtain exactly the Dirac spinor in the Minkowski spacetime, given by (46).

5.2 Nonrelativistic limit

To analyze the nonrelativistic limit of our results, and in particular the relativistic spectrum, it is necessary to use the same standard prescription as in Sect. 3.2, namely: \(E \approx m_0 + \epsilon\), where \(m_0 \gg \epsilon\) and \(m_0 \gg E_m\). Therefore, using this prescription in (107) or on the spectrum (108) for \(l > 0\) and \(l < 0\), we get the following nonrelativistic spectrum (nonrelativistic Landau levels) for the NCQHE with AMM for a spin-1/2 particle in the spinning CS spacetime (or in the presence of a declination)

\[\varepsilon_{n,m_j,s} = E_\alpha + E_m + \tau \lambda \omega_c N_\alpha, \tag{114}\]

where

\[E_\alpha = m_0 \omega_c \lambda \beta \left( \frac{|l| + l}{2\alpha l} \right) \geq 0, \quad N_\alpha = \left( n + \frac{1}{2} + \frac{|l| + l + s\alpha}{2\alpha} \right) \geq 0. \tag{115}\]

being \(l = l(\alpha) = m_j - s\alpha/2\).

As we see in (114), the nonrelativistic spectrum depends on the total magnetic quantum number \(m_j = \pm \frac{1}{2}, \pm \frac{3}{2}, \ldots\), thus implying that such a spectrum is for a particle with spin up or down (\(m_s = s/2\)), and therefore, the equation of motion (or nonrelativistic wave equation) that describes the NCQHE must be something Pauli-like equation. In fact, this happens because there is no way to form an integer from the quantum number \(l\) (\(\alpha\) “gets in the way” of that goal). In particular, we note that the spectrum (114) has some similarities and some differences with the relativistic case (for the particle). For example, unlike the relativistic case, the spectrum (114) only admits (must, as they are nonrelativistic Landau levels) positive energy states (\(\varepsilon_{n,m_j,s} > 0\)), and depends linearly on the magnetic energy \(E_m\), and also on the topological energy \(E_\alpha\). Now, similar to the relativistic case, the spectrum (114) also has its degeneracy broken (due to \(\alpha\)), increases as a function of quantum numbers \(n\) and \(m_j\) (for \(l > 0\)) and of the parameters \(\alpha\) and \(\beta\), and still remains quantized even in the absence of the field, whose spectrum is given by: \(\varepsilon_{n,l,s} = (\eta/m_0) \left[ n + \frac{1}{2} + \frac{|l| + l + s\alpha}{2\alpha} \right] > 0\). In particular, in the absence of the spinning CS (\(\alpha = 1\) and \(\beta = 0\)) with \(s = +1\) (spinless), we
obtain exactly the usual spectrum of the NCQHE in Euclidean space, given by (52). On the other hand, comparing the spectrum (114) with the literature, we verified that even in the absence of the NC phase space \( \theta = \eta = 0 \), of the AMM \( (E_m = 0) \), and considering only a static CS \( (\beta = 0) \) with \( s = +1 \) (spinless), we do not obtain the spectrum of the QHE described by SE [150]. In fact, this happens because even taking \( s = +1 \), there is no way to obtain the quantum number \( m_l \), i.e., taking \( s = +1 \) we are just fixing the spin of the particle (spin up).

6 The noncommutative Dirac equation in a rotating cosmic string spacetime

To build the line element for a rotating frame in the spinning CS spacetime, in which we call from here the general background, we need to make a change in the angular coordinate as: \( \varphi \rightarrow \varphi + \omega t \), where \( \omega > 0 \) is the constant angular velocity of the rotating frame. Therefore, by making this change in the line element (98), we get the following line element for our general background

\[
\tilde{s}_{\text{CS}}^2 = (b^2 - V^2) \left( dt + \frac{b\beta - V\alpha \rho}{(b^2 - V^2)} d\varphi \right)^2 - d\rho^2 - \frac{\alpha^2 \rho^2}{(b^2 - V^2)} d\varphi^2, \tag{116}
\]

where the dimensionless parameter \( b \) is defined as \( b \equiv 1 + \beta \omega > 0 \) and \( V \equiv \alpha \omega \rho \) (SI: \( V = \frac{\alpha \omega \rho}{c} = \frac{v}{c} \)) is the ratio between the velocities of the rotating frame and the of light and must satisfy \( V < b \) (causality requirement). In particular, taking \( \omega = 0 \) in (116) we have the line element of the spinning CS spacetime; taking \( \omega = \beta = 0 \) and \( \alpha = 1 \) we have we have the line element of the Minkowski spacetime; and taking only \( \beta = 0 \) we have the line element of a rotating frame in the static CS spacetime [132, 135, 136, 138]. Furthermore, it is important to mention that the line element (116) defines a new range for the radial coordinate \( \rho \), given by: \( 0 \leq \rho < \rho_0 \), where \( \rho_0 \equiv \frac{b}{\omega} \) (SI: \( \rho_0 \equiv \frac{bc}{\alpha \omega} \)). However, for all values where \( \rho > \rho_0 \) \( (V > b) \), it means that the fermion is outside the light cone, i.e., the speed of fermion is greater than that of light (something physically impossible). In this way, the interval \( 0 \leq \rho < \rho_0 \) imposes a spatial restriction where the Dirac spinor must be normalized, that is, that bound-state solutions (normalizable solutions) are reached. So, we must impose that such solutions disappear when \( \rho \rightarrow \rho_0 \) \( (V = b) \), with \( \alpha \omega \ll 1 \), which implies in \( \rho_0 \gg 1 \), or \( \rho_0 \rightarrow \infty \) (a sufficiently large “radius”), as well as disappearing when \( \rho \rightarrow 0 \) (now we have the two boundary conditions well defined) [73, 74, 86, 87, 132, 137, 138]. Therefore, in this case where \( \alpha \omega \ll 1 \) we have \( v = \alpha \omega \rho \rightarrow \text{const.} \neq 0 \), and consequently, \( v \ll c \) or \( V \ll b \) (no time dilation due to rotating frame).

So, comparing (116) with (58), we get the following coefficients

\[
X = \sqrt{b^2 - V^2}, \quad Y = \frac{b\beta - V\alpha \rho}{\sqrt{b^2 - V^2}}, \quad Z = \frac{\alpha \rho}{\sqrt{b^2 - V^2}}, \tag{117}
\]
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and substituting (117) in (97), we have the following NCDE in the general background
\[
\left\{ \frac{1}{\sqrt{b^2 - V^2}} \left[ \gamma^0 - \left( \frac{b \beta - V \alpha \rho}{\alpha \rho} \right) \gamma^2 \right] E + i \tau \gamma^1 \partial_\rho - \frac{\sqrt{b^2 - V^2}}{\alpha \rho} \tau m_j \gamma^2 - \frac{\lambda m_0 \omega_c}{2} \rho \gamma^2 \right\} \phi^{NC} + \left[ i \chi \gamma^1 + i \Lambda \gamma^0 \gamma^1 \gamma^2 - \mu_m \Sigma^3 B - m_0 \right] \phi^{NC} = 0, \tag{118}
\]
where
\[
\chi = \frac{\sqrt{b^2 - V^2}}{4\alpha^2 \rho^2} \left[ (1 - \tau) \left( \frac{V_{\alpha \omega}(b \beta - V \alpha \rho)^2}{(b^2 - V^2)^{3/2}} + \frac{V_{\alpha \omega}(b \beta - V \alpha \rho)^2}{(b^2 - V^2)^{3/2}} - \frac{2V_{\alpha \omega}(b \beta - V \alpha \rho)}{\sqrt{b^2 - V^2}} \right) (b \beta - V \alpha \rho) \right]
+ \frac{\sqrt{b^2 - V^2}}{4\alpha^2 \rho^2} \left[ 2\alpha \tau \rho \left( \frac{\alpha V^2}{(b^2 - V^2)^{3/2}} + \frac{\alpha}{\sqrt{b^2 - V^2}} \right) - \frac{2V^3 \alpha^2 \rho}{(b^2 - V^2)^{3/2}} \right], \tag{119}
\]
and
\[
\Lambda = \frac{2(2\tau - 1)\sqrt{b^2 - V^2} \left( \frac{V_{\alpha \omega}(b \beta - V \alpha \rho)}{(b^2 - V^2)^{1/2}} - \frac{2\alpha V}{\sqrt{b^2 - V^2}} \right) + V_{\alpha \omega}(b \beta - V \alpha \rho)}{4\alpha \rho}. \tag{120}
\]

However, we see that it is difficult to proceed without the simplification of Eq. (118). Thus, to analytically solve Eq. (118), we consider two approximations: the first is that the linear velocity of the rotation frame is much less than the speed of light \((V \ll b)\), and the second is that the coupling between the angular momentum of the CS and the angular velocity of the rotating frame is very weak \((\beta \omega = \tilde{\beta} \cdot \tilde{\omega} \ll 1)\) \[103\]. Therefore, using these two approximations in Eq. (118) with \(b^{-1} \simeq (1 - \beta \omega)\) and \((\alpha \omega)(\beta \omega) \approx 0\), we obtain
\[
\left\{ \frac{E}{b} \gamma^0 + \left( \tau \partial_\rho + \tilde{\beta} \cdot \tilde{\omega} (\tau - 1) + \tau \right) \frac{\tilde{\beta} \cdot \tilde{\omega}}{2\rho} \right\} \gamma^1 - \left[ \frac{b \tau m_j + \beta E}{\alpha \rho} + \left( \frac{\lambda m_0 \omega_c}{2} - \frac{\alpha \omega E}{b} \right) \rho \right] \gamma^2 \right\} \phi^{NC} - \left[ (2\tau - 1)\frac{\tilde{\beta}}{\rho} + \mu_m \Sigma^3 B + m_0 \right] \phi^{NC} = 0, \tag{121}
\]
where the term \(\tilde{\beta} \cdot \tilde{\omega}\) is called of spin-rotation coupling of the fermion with the rotating frame, \[73, 84\], being \(\tilde{S} = \frac{1}{2} \Sigma\), and \(\tilde{\omega} = \omega \tilde{e}_z\), and \(\tilde{\beta} \cdot \tilde{\omega}\) is also another type of spin-rotation coupling, now of the CS with the rotating frame, respectively.

Now, using the form of the gamma matrices \(\gamma^a = \eta^{a b} \gamma_b\) and the matrix \(\Sigma^3 = \Sigma_3\) as well as the spinor \(\phi^{NC}\), implies that these two coupled differential equations are given by
\[
\left[ (m_0 + \frac{(2\tau - 1)\alpha \omega}{\tau}) \frac{E_m - \frac{E}{b}}{\tau} \right] f(\rho) = \left[ \frac{d}{d\rho} + s m_0 \Omega \rho + \frac{s}{\rho} \left( \tilde{m}_j + \frac{S}{2} \right) \right] g(\rho), \tag{122}
\]
\[
\left[ (m_0 + \frac{(2\tau - 1)\alpha \omega}{\tau}) \frac{E_m - \frac{E}{b}}{\tau} \right] g(\rho) = \left[ \frac{d}{d\rho} - s m_0 \Omega \rho - \frac{s}{\rho} \left( \tilde{m}_j - \frac{S}{2} \right) \right] f(\rho), \tag{123}
\]
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where \( \bar{m}_j \equiv \frac{1}{\alpha}(b m_j + \frac{\beta E}{\tau}) \) is a new “effective total magnetic quantum number”, 
\( S \equiv s \left( 1 + \frac{\beta\omega(\tau-1)}{\tau} \right) \) is an “effective spin parameter”, 
\( \bar{\Omega} = \bar{\Omega}_{eff} \equiv \left( \frac{\lambda \omega}{2\tau} - \frac{\alpha \omega E}{m_0 B \tau} \right) \) is a “topological effective angular frequency” (as it depends on \( \alpha \)), and \( E_m = \mu_m B \) is the well-known magnetic energy.

Therefore, substituting (123) into (122), we obtain the following second-order differential DE (“quadratic DE”) for the NCQHE with AMM in a rotating frame in the spinning CS spacetime

\[
\left[ \frac{d^2}{d\rho^2} + \frac{sS}{\rho} \frac{d}{d\rho} - \frac{\bar{\Gamma}^2}{\rho^2} - (m_0 \bar{\Omega} \rho)^2 + \bar{\xi} \right] f(\rho) = 0, \tag{124}
\]

where define

\[
\bar{\Gamma} \equiv \sqrt{\left( \bar{m}_j - \frac{s}{2} \right)^2 - \frac{1}{4} (1 - sS)^2}, \tag{125}
\]

and

\[
\bar{\xi} \equiv \frac{(\frac{E}{b} - E_m)^2 - \left( m_0 + \frac{\Omega(\tau-1)\alpha \omega}{2}\right)^2}{\tau^2} - 2m_0 \bar{\Omega} \left( \bar{m}_j + \frac{s}{2} \right). \tag{126}
\]

In particular, in the absence of the rotating frame \( (\omega = 0) \) we obtain exactly the NCDE in the spinning CS spacetime, given by (104).

### 6.1 Bound-state solutions: two-component Dirac spinor and relativistic Landau levels

To analytically solve Eq. (124), let’s follow the same procedure done in Sect. 3.1 (here it is not enough to just replace \( m_j \) with \( \bar{m}_j \)). Therefore, introducing a new (dimensionless) variable given by: \( \bar{r} = m_0 |\bar{\Omega}| \rho^2 > 0 \) \((|\bar{\Omega}| = \bar{\Omega})\), Eq. (124) becomes

\[
\left[ \frac{d^2}{d\bar{r}^2} + \frac{s(S + 1)}{2} \frac{d}{d\bar{r}} - \frac{\bar{\Gamma}^2}{4\bar{r}} - \frac{\bar{\xi}}{4m_0 |\bar{\Omega}|} \right] f(\bar{r}) = 0. \tag{127}
\]

Now, analyzing the asymptotic behavior of Eq. (127) for \( \bar{r} \to 0 \) and \( \bar{r} \to \infty \), we get a (regular) solution to this equation given by the following ansatz

\[
f(\bar{r}) = \bar{C} \bar{r}^\chi e^{-\bar{r}} F(\bar{r}), \tag{128}
\]

where \( \chi \equiv \frac{2|\bar{m}_j - s/2| + (1 - sS)}{4}, \bar{C} > 0 \) is a new normalization constant, and \( F(\bar{r}) \) is an unknown function to be determined.

So, substituting (128) in (127), we have a differential equation for \( F(\bar{r}) \) as

\[
\left[ \bar{r} \frac{d^2}{d\bar{r}^2} + (\Delta - \bar{r}) \frac{d}{d\bar{r}} - \bar{\Lambda} \right] F(\bar{r}) = 0, \tag{129}
\]
with
\[ \Delta \equiv \left| \vec{m}_j - \frac{s}{2} \right| + 1, \quad \bar{\Delta} \equiv \frac{\Delta}{2} - \frac{\bar{\mathcal{E}}}{4m_0|\Omega|}. \quad (130) \]

According to the literature [147], Eq. (129) is an associated Laguerre equation, whose solution are the associated Laguerre polynomials \( F(\bar{r}) = L_n^{|\vec{m}_j - \frac{s}{2}|}(\bar{r}) \). Consequently, the quantity \( \bar{\Delta} \) must to be equal to a non-positive integer, i.e., \( \bar{\Delta} = -n \) (quantization condition), where \( n = n_\rho = 0, 1, 2, \ldots \) is the radial quantum number. Therefore, from this condition, we have the following quadratic polynomial equation for the relativistic total energy \( E \)
\[
E^2 - [2bE_m - 2b\tau \alpha \omega \bar{n}]E - \frac{2m_0b^2}{\alpha} \left( \frac{\tau \lambda \omega_c}{2} - \frac{\tau \alpha \omega E}{m_0 b} \right) \left( \bar{r} + \frac{\bar{\mathcal{E}}}{\tau} \right) + \frac{\bar{\mathcal{E}}}{\tau} = 0,
\]
where
\[
M_0 \equiv \left( m_0 + \frac{(2\tau - 1)}{2} \alpha \omega \right),
\]
being \( \bar{l} \equiv bm_j - \frac{s\bar{\mathcal{E}}}{2} \) is a new “topological quantum number”, and we define for simplicity that \( \bar{n} \equiv 2n + 1 + s \).

Therefore, analyzing the polynomial equation (131) for \( \bar{l} > 0 \) and \( \bar{l} < 0 \), we obtain the following relativistic spectrum for the NCQHE with AMM in a rotating frame in the spinning CS spacetime
\[
E^\alpha_{n,i,s} = \frac{[\bar{E}_\alpha + \bar{E}_m - E_\omega]}{[1 + 4\beta \omega \left( \bar{r} + \frac{l}{2\tau} \right)]} + \kappa \frac{[\bar{E}_\alpha + \bar{E}_m - E_\omega]^2}{[1 + 4\beta \omega \left( l + \frac{l}{2\tau} \right)]^2} + \frac{[-\bar{E}_m^2 + M_0^2 + 2b^2 \tau \lambda m_0 \omega_c \bar{N}_0]}{[1 + 4\beta \omega \left( l + \frac{l}{2\tau} \right)]},
\]
where
\[
\bar{E}_\alpha \equiv b^2 m_0 \omega_c \lambda \beta \left( \frac{\bar{l} + \bar{l}}{2\alpha \bar{l}} \right) \geq 0, \quad \bar{E}_m \equiv bE_m > 0, \quad E_\omega \equiv 2\alpha \omega \bar{N}_0 \geq 0, \quad M_0 \equiv bM_0 > 0,
\]
and
\[
\bar{N}_0 \equiv \frac{\bar{n} + \bar{l}}{2\alpha} \geq 0, \quad \bar{N}_\alpha \equiv \left( \frac{\bar{n} + \bar{l}}{2\alpha} + \frac{\bar{l}}{2\alpha} \right) \geq 0,
\]
being \( \kappa = \pm 1 \) the known well “energy parameter” (particle/antiparticle), \( E_\omega \) is a kind of quantized rotational energy (analogous to the rotational spectrum of diatomic molecules modeled by a rigid rotor) or a “topological rotational energy” (because it also depends on \( \bar{\mathcal{E}} \)). In particular, in the absence of the rotating frame (\( \omega = 0 \)), we obtain exactly the spectrum in the spinning CS spacetime, given by (108). However, unlike to the spectrum (108), the spectrum (114) still depends on \( \alpha \) and \( \beta \) even for \( \bar{l} < 0 \). Indeed, this happens due to the presence of the angular velocity \( \omega \), where \( \omega \) is “tied” to the parameter \( \bar{\mathcal{E}} \) in \( b \) and “tied” to the parameter \( \alpha \) in \( E_\omega \). Besides, unlike to
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the spectrum (108), the spectrum (114) still remains quantized even in the absence of the magnetic field \((B = 0)\) and of the NC parameter of momentum \((\eta = 0)\), which depends on \(E_\omega\). On the other hand, analogous to the spectrum (108), the degeneracy of the Landau levels still remains broken here, and the energies of the particle and antiparticle are larger when both have spin up \((s = +1)\).

Now, let’s analyze the behavior of the spectrum (133) as a function of the magnetic field and of the angular velocity \(\omega\) for different values of \(n\) (with \(m_j\) fixes). Therefore, using the restriction 1 of Table 3 we have Fig. 9, where it shows the behavior of the energies of the particle as a function of the magnetic field for the ground state \((n = 0)\) the second excited state \((n = 2)\) and the fourth excited state \((n = 4)\), with and without the presence of magnetic energy, in which we take \(m_0 = e = a = \theta = \eta = 1\), \(\beta = \omega = 0.1\), \(\alpha = 1/2\) (must satisfy \(\beta \omega \ll 1\) and \(\alpha \omega \ll 1\)), \(m_j = 1/2\), and \(s = +1\) (spin up), being the field given by \(1 < B < 4\). According to this figure, we see that the energies increase with the increase of \(n\) (as it should be) and the function of the AMM is to increase the energies (analogous to the inertial flat case). However, at \(B \approx 1\) the energies for \(E_m = 0\) and \(E_m \neq 0\) are all practically the same regardless of \(n\) \((E_n^+ \approx 1)\), while for \(B \approx 4\) the energies for \(E_m \neq 0\) are almost two units more than for \(E_m = 0\), i.e., \(E_n^+ (E_m \neq 0) \approx 2 + E_n^+ (E_m = 0)\), respectively.

In Fig. 10, we see the behavior of the energies of the antiparticle as a function of the magnetic field for the ground state, second excited state, and the fourth excited state (with \(m_0 = e = a = \theta = \eta = 1\), \(\beta = \omega = 0.1\), \(\alpha = 1/2\), \(m_j = 1/2\), \(s = +1\), and \(1 < B < 4\)). According to this figure, we see that the energies also increase with the increase of \(n\) (as it should be) and the function of the AMM is to decrease the energies (analogous to the inertial flat case). However, the energies can increase or decrease as a function of \(B\) (unlike the case of the particle), where are practically “null” for certain
values of $B_{final}$. So, analogous to the case of the particle, at $B \approx 1$ the energies for $E_m = 0$ and $E_m \neq 0$ are all practically the same regardless of $n (E^+_n \approx 1)$.

Now, let’s analyze the behavior of the spectrum (133) as a function of the angular velocity $\omega$ for three different values of $n$ (with $m_j$ fixes). Therefore, using the restriction 2 of Table 4, we have Fig. 11, where it shows the behavior of the energies of the particle and antiparticle as a function of $\omega$ for the ground state ($n = 0$) and the first two excited states ($n = 1, 2$), in which we take $m_0 = e = a = B = 1, \theta = 3, \eta = 0.5, \beta = \alpha = 0.1$ (satisfy $\beta \omega \ll 1$ and $\alpha \omega \ll 1$), $m_j = 1/2$, and $s = +1$. According to this figure, we see that the energies of the particle are practically the same regardless of $n$ (energy difference between one level and another is practically zero in the entire range of $B$), while for the antiparticle increase with the increase of $n$ (energy difference between one level and another increase with the increase of $B$). Besides, the energies of the particle decrease as a function of $\omega$, while the energies of the antiparticle increase. However, unlike the inertial flat and curved cases, here the energies of the antiparticle can be greater than those of the particle, which is to $\omega \geq 0.7$.

Before ending this section, let’s now focus on the form of the NC Dirac spinor (noninertial curved spinor) for the relativistic bound states of the NCQHE, given by $\Psi^D = \Psi^NC_C$. So, using the fact that the dimensionless variable $\bar{r}$ is written as $\bar{r} = m_0(\bar{\Omega})\rho^2$, implies that we can rewrite the function (128) as follows

$$f(\rho) = \tilde{C}(m_0|\bar{\Omega}|)^\chi \rho^2 e^{-m_0(\bar{\Omega})\rho^2 \frac{\chi}{2}} L_n^{\bar{m}_j - \frac{\chi}{2}} (m_0|\bar{\Omega}|\rho^2).$$ (136)
On the other hand, to obtain the inferior radial function of the spinor, given by $g(\rho)$, just substitute (136) in Eq. (123), where we get

$$g(\rho) = \bar{C} \bar{D} (m_0|\bar{\Omega}|)^\chi \rho^{2\chi} e^{-\frac{m_0|\bar{\Omega}|^2}{2}} \left[ \bar{R}(\rho) L_n^{j\bar{m}_j - \frac{1}{2}} (m_0|\bar{\Omega}|\rho^2) - 2m_0|\bar{\Omega}|\rho L_{n-1}^{j\bar{m}_j - \frac{1}{2} + 1} (m_0|\bar{\Omega}|\rho^2) \right],$$

with

$$\bar{D} \equiv \left( m_0 + \frac{(2\tau - 1)\alpha\omega}{2} \right) + \frac{E_B - E_m}{\rho}, \quad \bar{R}(\rho) \equiv \left\{ 2\chi - s \left( \bar{m}_j - \frac{S}{2} \right) \right\} \frac{1}{\rho} - (1 + s)m_0|\bar{\Omega}|\rho.$$  

Then, from the radial functions (136) and (137), it implies that the curvilinear spinor for the noninertial curved case takes the following form

$$\psi_{NC} = \frac{\bar{C} (m_0|\bar{\Omega}|)^\chi}{\sqrt{2\pi}} e^{i(m_j\varphi - Et)} \rho^{2\chi} e^{-\frac{m_0|\bar{\Omega}|^2}{2}} 
\left( i \bar{D} \left[ \bar{R}(\rho) L_n^{j\bar{m}_j - \frac{1}{2}} (m_0|\bar{\Omega}|\rho^2) - 2m_0|\bar{\Omega}|\rho L_{n-1}^{j\bar{m}_j - \frac{1}{2} + 1} (m_0|\bar{\Omega}|\rho^2) \right] \right).$$

(139)
Therefore, as \( \Psi_{NC} = e^{-\frac{i\varphi}{2}} \Psi_C \), we get the following NC Dirac spinor for the noninertial curved case

\[
\Psi_{NC}^{D}(t, \rho, \varphi) = \bar{\Phi}(t, \rho, \varphi) \left( i \bar{D} \left[ \tilde{R}(\rho) L_{n}^{[\frac{n-j-1}{2}]}(m_0|\tilde{\Omega}|) - 2m_0|\tilde{\Omega}| \right] L_{n-1}^{[\frac{n-j-1}{2}]+1}(m_0|\tilde{\Omega}|) \right),
\]

where

\[
\bar{\Phi}(t, \rho, \varphi) \equiv \frac{\bar{C}(m_0|\tilde{\Omega}|)^{X} e^{i(m_1\varphi-Et)} \rho^{2X} e^{-\frac{m_0|m_0|}{2}}}{\sqrt{2\pi}}, \quad (m_1 = m_j = \frac{s}{2}).
\]

In particular, in the absence of the rotating frame \( (\omega = 0) \) we obtain exactly the Dirac spinor in the spinning CS spacetime, given by (139).

### 6.2 Nonrelativistic limit

To analyze the nonrelativistic limit of our results, and in particular the relativistic spectrum, we cannot just use the standard prescription from Sect. 3.2, where the objective was to cancel quadratic terms of \( m_0 \) and \( E_m \). Here, we must make a correction in this standard prescription due to the rotating frame, i.e., we consider that: \( E \simeq b(m_0 + \epsilon) \), where \( m_0 \gg \epsilon, m_0 \gg E_m \) and \( m_0 \gg \alpha \omega \). Therefore, using this prescription in (131) or on the spectrum (133) for \( l > 0 \) and \( l < 0 \), we get the following nonrelativistic spectrum (nonrelativistic Landau levels) for the NCQHE with AMM for a spin-1/2 particle in a rotating frame in the spinning CS spacetime (or in the presence of a declination)

\[
\varepsilon_{n,l,s} = \left[ \tilde{E}_{a} + \tilde{E}_{m} - E_{\omega} + b\tau \lambda \omega \tau \tilde{N}_{a} + \frac{(2\tau-1)}{2}\alpha \omega \right] \left[ 1 + 4\beta \omega \left( \frac{|\tilde{l}|+\tilde{l}}{2l} \right) \right],
\]

where

\[
\tilde{E}_{a} \equiv \bar{b}m_0 \omega \tau \lambda \beta \left( \frac{|\tilde{l}|+\tilde{l}}{2\alpha l} \right) > 0, \quad \tilde{E}_{m} \equiv bE_m > 0, \quad E_{\omega} \equiv 2\alpha \omega \tilde{N}_{a}^{\tau} \geq 0,
\]

and

\[
\tilde{N}_{a} \equiv \left( \frac{\tilde{n}}{2} + \frac{|\tilde{l}|+\tilde{l}}{2\alpha} \right) \geq 0, \quad \tilde{N}_{a}^{\tau} \equiv \left( \frac{\tau}{2} + \frac{|\tilde{l}|+\tilde{l}}{2\alpha} \right) \geq 0.
\]

In particular, in the absence of the rotating frame \( (\omega = 0) \), we obtain exactly the nonrelativistic spectrum in the spinning CS spacetime, given by (114). Now, ignoring the last term in (142) and in the absence of the NC phase space \( (\theta = \eta = 0) \), AMM \( (E_m = 0) \), spinning CS \( (\alpha = 1 \) and \( \beta) \), with \( m_1 \leq 0 \) and \( s = +1 \), we get the spectrum of the nonrelativistic QHE in a rotating frame for electrons [79]. In addition, we note that the spectrum (142) has some similarities and some differences with the relativistic case (for the particle). For example, unlike the relativistic case, the spectrum (142) only admits positive energy states \( (\varepsilon_{n,l,s} > 0) \), and depends linearly on the magnetic
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energy $E_m$, topological energy $\tilde{E}_\alpha$, and also on the rotational energy $E_\omega$. On the other hand, similar to the relativistic case, the spectrum (142) also has its degeneracy broken (due to $\alpha$), increases as a function of quantum numbers $n e m_j$ (for $l > 0$), and still remains quantized even in the absence of the field or of the NC phase space (due to $E_\omega$).

## 7 Conclusion

In this paper, we investigate the bound-state solutions of the NCQHE with AMM in three different relativistic scenarios, namely: the Minkowski spacetime (inertial flat case), the spinning CS spacetime (inertial curved case), and the spinning CS spacetime with noninertial effects (noninertial curved case). In particular, in the first two scenarios, we have an inertial frame, while in the third, we have a noninertial frame or rotating frame. With respect to bound-state solutions, we focus primarily on eigenfunctions (two-component Dirac spinor and Schrödinger wave function) and on energy eigenvalues (energy spectrum or Landau levels), where we use the DE in polar coordinates to reach such solutions. However, unlike the literature, here we consider a CS with a non-null angular momentum and also the NC of the positions, i.e., we seek a more general description for the QHE. Furthermore, to analytically solve our equations also for the third case, we consider two approximations: the first is that the linear velocity of the rotating frame is much less than the speed of light, and the second is that the coupling between the angular momentum of the CS and the angular velocity of the rotating frame is very weak (weak spin-rotation coupling).

Our main results can be summarized as follows:

- **1$^\text{st}$ Scenario.** Analyzing the asymptotic behavior of our differential equation, we determined the Dirac spinor and the relativistic energy spectrum, where we verified that such spinor is written in terms of the associated Laguerre polynomials and such spectrum linearly depends on the magnetic energy $E_m$ generated by the interaction of the AMM with the external magnetic field $B$, as well as explicitly depends on the quantum numbers $n$ and $m_j$, cyclotron frequency $\omega_c$, spin parameter $s$, and on the NC parameters $\theta$ and $\eta$. So, analyzing this spectrum in detail, we have the following conclusions: can be finitely or infinitely degenerate depending on the values of $s'$, $s$, and $m_j$, where the parameter $s'$ (here it is only valid for $s' = +1$) arises from restrictions on $B$, $\theta$ and $\eta$ (only specific values are allowed for $B$, $\theta$, and $\eta$; only increases as a function of $n$ and $m_j$ ($m_j > 0$), the energies of the particle are higher than those of the antiparticle (asymmetric spectra); the function of the AMM is to increase (decrease) the energies of the particle (antiparticle); the energies of the particle can increase or decrease as a function of $B$, while the energies of the antiparticle can increase, decrease, or be “null”; the function of $\theta$ and $\eta$ is to increase the energies; and even in the absence of the magnetic field ($B = 0$), the spectrum still remains quantized (due to $\eta$). In the nonrelativistic limit, we obtain the SE with two types of Hamiltonians: the quantum harmonic oscillator-like Hamiltonian and the Zeeman hamiltonian, or two types of MDMs: the orbital and the anomalous. Besides, unlike the relativistic case, the nonrelativistic spectrum
only admits positive energies, and linearly depends on $n$, $m_l$, $\omega_c$, $\theta$ and $\eta$. Now, similar to the relativistic case, the nonrelativistic spectrum linearly depends on $E_m$, has a finite or infinite degeneracy, increases as a function of $n \epsilon m_l$, and still remains quantized even in the absence of the magnetic field. On the other hand, comparing our results with other works, we verified that our energy spectra generalize several particular cases of the literature.

1. **2o Scenario.** Comparing our differential equation with that of the 1o scenario, we note that both are very similar, consequently, the results of the 2o scenario can be obtained simply replace $\Gamma$ by $\hat{\Gamma} = \hat{m}_j - \frac{s}{2}$ and $m_j$ by $\hat{m}_j = \frac{1}{\alpha}(m_j + \frac{\beta \gamma}{\tau})$, where $\alpha$ and $\beta$ are the topological and rotational parameters of the spinning CS. In that way, we determined the Dirac spinor and the relativistic spectrum for the inertial curved case, where such spectrum linearly depends on a “topological energy” $E_\alpha$ (only exists because of the magnetic field) and explicitly depends on $\alpha$ and $\beta$, and on the “topological quantum number” $l = l(\alpha) = m_j - \frac{\alpha}{2}\gamma$. So, analyzing this spectrum in detail, we have the following conclusions: only depends on both $\alpha$, $\beta$ and $m_j$, for $l > 0$ or $l < 0$ the degeneracy of the spectrum is broken (due to $\alpha$), the function of the AMM is to increase both the energies of the particle and antiparticle; the energies of the particle increase as a function of $B$, while the energies of the antiparticle decrease; the function of $\alpha$ and $\beta$ is to increase the energies of the particle and decrease those of the antiparticle; and even in the absence of the magnetic field the spectrum still remains quantized. In the nonrelativistic limit, we also obtain the spectrum for a particle with spin-1/2 (Pauli-like particle) since such a spectrum still depends on the quantum number $m_j$. Besides, unlike the relativistic case, the nonrelativistic spectrum only admits positive energies and depends linearly on $E_m$ and $E_\alpha$. Now, similar to the relativistic case, the nonrelativistic spectrum also has its degeneracy broken, increases as a function of $n$ and $m_j$, and still remains quantized even in the absence of the field. In particular, taking $\alpha \rightarrow 1$ and $\beta \rightarrow 0$ (absence of the spinning CS), we recover the results of the 1o scenario.

2. **3o Scenario.** Analyzing the asymptotic behavior of our differential equation, we determined the Dirac spinor and the relativistic energy spectrum, where we verified that such spinor is also written in terms of the associated Laguerre polynomials and such spectrum linearly depends on the (quantized) rotational energy $E_\omega$ (analogous to the rotational spectrum of diatomic molecules), and explicitly depends on a new “topological quantum number”, given by $\tilde{l} = \tilde{l}(\alpha) = bm_j - \frac{s}{2}\gamma$, where $b = 1 + \beta \omega$. So, analyzing this spectrum in detail, we have the following conclusions: still depends on $\alpha$ and $\beta$ even for $\tilde{l} < 0$; the function of the AMM is to increase (decrease) the energies of the particle (antiparticle); the energies of the particle increase as a function of $B$, while the energies of the antiparticle can increase or decrease; the function of the angular velocity is to decrease (increase) the energies of the particle (antiparticle); and still remains quantized even in the absence of the magnetic field ($B = 0$) and of the NC of the momentum ($\eta = 0$). In particular, taking $\omega \rightarrow 0$ (absence of the rotating frame), we recover the results of the 2o scenario. Now, in the absence of the NC phase space ($\theta = \eta = 0$), AMM ($E_m = 0$), spinning CS ($\alpha = 1$ and $\beta = 0$), with $m_l \leq 0$ and $s = +1$, we get the spectrum of the nonrelativistic QHE in a rotating frame.
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