Evidence for s-channel single top quark production in p\bar{p} collisions at √s = 1.96 TeV
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We present measurements of the cross sections for the two main production modes of single top quarks in \( pp \) collisions at \( \sqrt{s} = 1.96 \) TeV in the Run II data collected with the D0 detector at the Fermilab Tevatron Collider, corresponding to an integrated luminosity of \( 9.7 \) fb\(^{-1} \). The s-channel cross section is measured to be \( \sigma(pp \to t\bar{b} + X) = 1.10^{+0.33}_{-0.31} \) pb with no assumptions on the value of the t-channel cross section. Similarly, the t-channel cross section is measured to be \( \sigma(pp \to t\bar{q}b + X) = 3.07^{+0.54}_{-0.46} \) pb. We also measure the \( s + t \) combined cross section as \( \sigma(pp \to t\bar{b} + X, t\bar{q}b + X) = 4.11^{+0.60}_{-0.55} \) pb and set a lower limit on the CKM matrix element \( |V_{tb}| > 0.92 \) at 95% C.L., assuming \( m_t = 172.5 \) GeV. The probability to measure a cross section for the s channel at the observed value or higher in the absence of signal is \( 1.0 \times 10^{-4} \), corresponding to a significance of 3.7 standard deviations.

PACS numbers: 14.65.Ha; 12.15.Ji; 13.85.Qk; 12.15.Hh

With a mass of \( m_t = 173.2 \pm 0.9 \) GeV \( \dagger \), the top quark is the heaviest elementary particle in the standard model (SM). The phenomenology of top quark production and decay provides powerful means for testing the properties of the strong and electroweak interactions, as well as the possibility of discovering physics beyond the standard model (BSM) that couples strongly to mass. At the Tevatron proton anti-proton collider operating at a center of mass energy of \( \sqrt{s} = 1.96 \) TeV, top quarks are produced predominantly in pairs via the strong interaction. In addition, they are also produced by the electroweak interaction in three different production modes with a single top quark accompanied by other quarks or a W boson. The dominant production mode at the Tevatron is the exchange of a space-like virtual W boson between a light quark and a bottom quark in the \( t \) channel (\( tqb = tfb + tqb \), where \( q \) refers to a light quark or antiquark) \( \dagger \dagger \). The second mode is the decay of a time-like virtual W boson in the s channel, which produces a top quark and a bottom quark \( (tb = t\bar{b} + \bar{t}b) \) \( \dagger \ddagger \). The third mode is the associated \( tW \) process, in which the top quark is produced together with a W boson, which contributes negligibly at the Tevatron. Figure 1 shows the lowest-order Feynman diagrams for the two dominant production modes at the Tevatron.

Single top quark production in the combined \( s + t \) mode was observed independently by D0 and CDF in 2009 \( \dagger \ddagger \) \( \dagger \ddagger \) assuming the SM ratio for the s- and t-channel cross sections. Since then, the D0 Collaboration has measured the production cross section for the combined \( s + t \) channels to be \( 3.43^{+0.73}_{-0.74} \) pb \( \dagger \ddagger \), assuming \( m_t = 172.5 \) GeV. The D0 collaboration was also first to observe the \( t \) channel process alone \( \dagger \ddagger \) with a significance equal to 5.5 standard deviations (SD), and measured its cross section to be \( 2.90 \pm 0.59 \) pb. At the CERN LHC proton-proton collider, \( t \) channel production has been recently observed by the ATLAS and CMS Collaborations \( \dagger \ddagger \dagger \) \( \dagger \ddagger \dagger \) and there is evidence for \( tW \) associated production \( \dagger \ddagger \dagger \) \( \dagger \ddagger \dagger \). Since the cross section of s-channel

\[ \text{FIG. 1: (Color online.) Dominant lowest-order Feynman diagrams for (a) } t\text{-channel and (b) } s\text{-channel single top quark production.} \]
production is smaller than that of the $t$ channel and there are large irreducible backgrounds, this process has only been detected with weak statistical significance at the Tevatron, while only upper limits on the production cross section exist at the LHC. Indeed, the $s$-channel cross section increases by approximately a factor 5 from the Tevatron to the LHC at 8 TeV, which is significantly less than the increase in the main backgrounds such as the $t$ channel, $\times 42$, or $tt$, $\times 31$. The signal to background ratio is therefore better for the $s$ channel at the Tevatron.

Single top quark events can be used to directly measure the strength of the $Wtb$ vertex in the hard scatter of the collision rather than from the decay rate as in $tt$ production. The $V_{tb}$ term of the Cabibbo-Kobayashi-Maskawa (CKM) $^{14}$ quark-mixing matrix is heavily constrained if one assumes that there are only three generations of quarks and that the CKM matrix is unitary, as in the SM, yielding $|V_{tb}| = 0.999146^{+0.000021}_{-0.000046}$. However, several BSM models predict a fourth generation of quarks or a heavy quark singlet that could make $|V_{tb}|$ significantly smaller than unity $^{15}$. By measuring the rate of production of single top quark events, which is proportional to $|V_{tb}|^2$, this CKM element can be measured without the assumptions of three generations and unitarity of the CKM matrix $^{16}$.

In this Letter, we present improved simultaneous measurements of the $s$- and $t$-channel cross sections with the D0 Tevatron Run II dataset corresponding to 9.7 fb$^{-1}$ of integrated luminosity, recorded between 2002 and 2011. In addition, we provide a measurement of the $s + t$ cross section without assuming the SM ratio between the $s$ and $t$ channels. Finally, we update the measurement of $|V_{tb}|$ extracted from the $s + t$ cross section.

This analysis extends previous work by the D0 Collaboration $^{6, 8, 9, 13, 20}$ and approximately doubles the integrated luminosity analyzed in the previous publications $^{8, 9}$. The event selection is optimized to maximize the $s$-channel sensitivity and to adapt to the higher instantaneous luminosity of the latest collected data.

Details about the D0 detector can be found in Ref. $^{21}$. The data are selected from an inclusive sample comprising the logical OR of many trigger conditions, which is fully efficient for the single top quark signal after offline selection. In the SM, top quarks decay almost exclusively to a $W$ boson and a $b$ quark. We look for leptonic decays of the $W$ boson to one electron or muon, and a neutrino. Events are therefore selected if they fulfill the following criteria:

– There must be only one isolated electron with pseudorapidity $^{22}$, $|\eta| < 1.1$ and transverse momentum $p_T > 20$ GeV $^{23}$ or only one isolated muon with $|\eta| < 2.0$ and $p_T > 20$ GeV. Isolation criteria are based on calorimeter and track activity near the lepton $^{19}$.

– The missing transverse energy, calculated as the opposite of the vector sum of the transverse energies of all calorimeter cells surviving noise-suppression algorithms and corrected for the calorimeter energy scale and the momenta of muon tracks, is required to be $20 < E_T < 200$ GeV for events with two jets and $25 < E_T < 200$ GeV for events with three jets. The upper limit on $E_T$ removes events in data having misreconstructed muon $p_T$.

– We divide the sample into events requiring either two or three jets (exclusively). All jets are required to have $p_T > 2.5$ GeV while the leading jet is additionally required to have $p_T > 25$ GeV. Jets are reconstructed by clustering cells in the calorimeter based on a cone algorithm in $(y, \phi)$ space, where $y$ is the rapidity and $\phi$ is the azimuthal angle, and the cone radius is 0.5 $^{24}$. Each jet is also required to have at least two tracks associated with the collision vertex of the $p_T$ hard scatter. In addition, the energy of the jet is corrected to the level of particles emitted within the jet cone $^{22}$.

Once the basic particles in the final state are identified, we apply additional selection criteria to exclude regions of phase space that are difficult to model precisely. We require the scalar sum of the $p_T$ of the lepton, the $E_T$, and the $p_T$ of all the jets in the event to satisfy $H_T(jets, \ell, E_T) > 120$ GeV in events with two jets, and $> 160$ GeV in events with three jets. To remove multijet events where fake missing energy arises from a jet which is misreconstructed as a lepton, we remove events having $E_T$ aligned or antialigned in azimuth with the lepton by applying the following selection: $|\Delta\phi(e, E_T)| > 2.0 - 0.05E_T$, $|\Delta\phi(\ell, E_T)| > 1.5 - 0.03E_T$, $|\Delta\phi(e, E_T)| < 2.0 - 0.048E_T$, and $|\Delta\phi(\mu, E_T)| > 1.4 - 0.014E_T$, $|\Delta\phi(\mu, E_T)| < 2.5 + 0.021E_T$.

Because signal events contain $b$ quarks, we require that one or two of the jets in each event be identified as a $b$ jet. To identify $b$ jets, a multivariate technique is used that discriminates the $b$ jets from jets produced by light quarks and gluons $^{20}$. Different criteria are applied to select events with one or two $b$ jets such that the efficiency to identify $b$ jets is 53% per jet when only one $b$ tag is required, and around 65% per jet when two $b$ jets are tagged in the event. The light-jet mistag probabilities in these two cases correspond on average to 0.8% and 2.9% per jet, respectively. The mistag probability for $c$ jets is on average less than 20% per jet in the one $b$-tag channels, and 30% per jet in the two $b$-tag channels.

We separate the data into four independent channels based on the number of reconstructed jets (two or three) and the number of $b$-tagged jets (one or at least two). Each of these channels has a different signal to background ratio, and by keeping them independent we improve the analysis sensitivity. After $b$ tagging, the dominant backgrounds are $W$+jets (63% of the total background) and $tt$ events (23%), which, respectively, tend to have lower $H_T$ and larger $H_T$ values than single top quark events.

We use Monte Carlo (MC) generators to simulate the kinematics of signal and background events, except for the multijet events that are obtained from data. Single top quark signal events are simulated by the SINGLETOP event generator, which is based on effectively next-to-leading order (NLO) COMPHEP calcula-
tions and preserves the spin information in the decays of the top quark and the W boson [27]. The simulated event kinematics match the distributions predicted by NLO calculations [28, 29]. The $t\bar{t}$, $W+$jets, and $Z+$jets events are simulated with the ALPGEN leading-order MC generator [30], Diboson processes are modeled using PYTHIA [31]. For all these MC samples, PYTHIA is also used to evolve parton showers and to model proton remnants and hadronization of all generated partons. The top quark mass in single top events and $t\bar{t}$ events is set to $m_t = 172.5$ GeV, which is within the experimental uncertainty of the current world average [1]. A leading-order parton distribution function, CTEQ6L1 [32], is used for all MC simulated samples, except for the $t$-channel process, which employs the NLO parton distribution function CTEQ6M1 to ensure the final kinematics match those calculated at NLO for that process. In addition, the factorization scale is chosen as $m_t$ for the $s$ channel, and $m_t/2$ for the $t$ channel, as prescribed in Ref. [33]. The presence of additional $p\bar{p}$ interactions is modeled by overlaying events selected from random beam crossings matching the instantaneous luminosity profile in the data. All MC events are processed through a GEANT-based simulation [34] of the D0 detector, and are reconstructed using the same software as the collider data.

Differences between simulation and data in lepton and jet reconstruction efficiencies and resolutions, jet energy scale, and $b$-tagging efficiencies are corrected in the simulation by applying correction functions measured from separate data samples. The multijet background is modeled from data by selecting events that pass the selection described above but fail the isolation criteria for leptons. The $W+$jets and multijet backgrounds are normalized to data before $b$ tagging using the matrix method [10]. All other MC simulated samples are normalized to the theoretical cross section at NNLO [35] for $tt$, and at NLO [36] for $Z+$jets and diboson production.

Before the overall rate of $W+$jets production is normalized to data [10], the ratio of $W+$heavy flavor jets ($b$ or $c$) to $W+$light jets is set from NLO calculations [30], which correct the ALPGEN production cross section by a factor $1.47$ for $W+b\bar{b}$ and $W+c\bar{c}$ production, and by $1.65$ for $W+c+$jets. These values are consistent with dedicated D0 measurements [57].

To properly describe the kinematics of a $W+$jets enriched sample and of the $W+$jets dominated region, we renormalize the simulation in the last two bins of the $b$-tagging multivariate output (0.90,0.95) and (0.95,1.00). The correction factor is derived from a sample that has low values of the matrix element discriminant, described below. These events are highly depleted in signal (signal fraction <1% after $b$ tagging), and are dominated by $W+$jets production in the two-jet channel. They provide enough statistics to derive a correction factor valid also for the highest bins of the $b$-tagging multivariate output, as shown in Fig. [24]. These events are not used in the subsequent measurements. This correction scales down the simulated samples by an average factor of $0.80\pm0.08$, where the uncertainty is statistical only. The total uncertainty assigned to this normalization is 20%, which is consistent with studies in independent data sets with no $b$-tagged jets, and with fits of data to the $b$-tagging output of the background components in different channels.

Table I lists the numbers of expected and observed events for each process after event selection including $b$ tagging. Overall, the total combined acceptance including the branching fraction, event selection, and $b$ tagging, is 2.6% for $s$ channel and 1.8% for $t$ channel.

Figure 2 shows comparisons between data and simulation after applying $b$ tagging, with all corrections included. In the same figure, the normalization and differential spectra of the two dominant backgrounds are checked using the control samples dominated by $W+$jets events (Fig. 2(e)), and by $t\bar{t}$ events (Fig. 2(f)). These plots demonstrate the accuracy of the background modeling.

There is no single kinematic variable that allows for the efficient isolation of the single top quark signal from the large backgrounds. We therefore perform the following three separate multivariate analyses (MVA) and then combine their results into one final MVA: (i) matrix element (ME) [38], (ii) Bayesian neural networks (BNN) [32], and (iii) boosted decision trees (BDT) [40]. The final combination of these three separation techniques is performed using a BNN. By combining several input variables, each method defines a discriminant output variable $D$ between 0 and 1 where the signal tends to be in the high discriminant region ($D \approx 1$). The output $D$ achieves better signal separation than any single kinematic variable and is used to extract the signal in the high discriminant region by fitting the data to the sum of the signal and background models, with the signal and background normalization as free parameters. The background normalization is thus constrained by the data with low discriminant values.

For all three MVA methods, we use the same data and the same model for background, perform the analyses separately on the four mutually exclusive channels defined previously, and consider the same sources of systematic uncertainty. All MVA methods produce discriminants for the $s$ channel as signal, $D_s$, where the $t$ channel is treated as another background, and for the $t$-channel signal, $D_t$, where the $s$ channel is considered in the background category. The three methods differ, however, in the discriminating variables.

The ME technique uses the theory that governs the production of signal and background events to separate them. The matrix element $\mathcal{M}$ for a given process contains all the dynamics of the hard scattering, where a collision between two initial partons $p_1$ and $p_2$ produces the final state partons described by their four-momenta $k$. Thus, the differential cross section for a given process $p_1 p_2 \rightarrow k$ is proportional to the magnitude squared of the ME for that process: $d\sigma/dk \propto |\mathcal{M}(p_1 p_2 \rightarrow k)|^2$. The ME
TABLE I: The numbers of expected and observed events in a data sample corresponding to 9.7 fb$^{-1}$ of integrated luminosity, with uncertainties including both statistical and systematic components added in quadrature, before the fit to the data. The $s$- and $t$-channel contributions are normalized to their SM expectations for $m_t = 172.5$ GeV. The ratio $S(tb):B$ is the ratio of the number of $s$-channel signal events, $S$, to the total number of background events, $B$, including the $t$ channel, and $S(tqb):B$ is the ratio of the number of $t$-channel signal events to the total number of background events, including the $s$ channel.

| Number of jets | 2 | 2 | 3 | 3 |
|---------------|---|---|---|---|
| Number of $b$ tags | 1 | 2 | 1 | 2 |
| $s$ channel | 112±23 | 83±19 | 33±7 | 29±7 |
| $t$ channel | 248±50 | 23±5 | 75±15 | 32±7 |
| $t\bar{t}$ | 585±100 | 275±52 | 1044±207 | 767±158 |
| $W$+jets | 4984±369 | 715±96 | 1395±120 | 300±39 |
| $Z$+jets and diboson | 544±67 | 79±10 | 156±18 | 36±5 |
| Multijet | 479±73 | 65±10 | 188±33 | 56±9 |
| Background sum | 6592±395 | 1134±110 | 2784±242 | 1160±164 |
| Backgrounds + signals | 6952±399 | 1240±112 | 2891±243 | 1220±164 |
| Data | 6859 | 1286 | 2725 | 1233 |
| $S(tb):B$ | 1:61 | 1:14 | 1:88 | 1:41 |
| $S(tqb):B$ | 1:27 | 1:52 | 1:38 | 1:38 |

FIG. 2: (Color online.) Comparisons between the data and the background model for all channels combined for (a) missing transverse energy $E_T$, (b) product of light quark jet pseudorapidity and lepton charge, (c) reconstructed $m_T$ from adding the $W$ boson and $b$-tagged jet that give the best fit to $m_t = 172.5$ GeV, and (d) $b$-tagging multivariate output for the most $b$-like jet after the heavy flavor correction in the two $b$-tag channel. The selection threshold for one tagged jet is set at 0.225, and for two $b$ jets is set at 0.075 each in this distribution. Also shown is the $W$ boson transverse mass (e) in a control sample dominated by $W$+jets, and (f) in a control sample dominated by $t\bar{t}$ pairs. The $s$- and $t$-channel contributions are normalized to their SM expectations for $m_t = 172.5$ GeV. Underflow and overflow entries are added to the first and last bins, respectively. The hatched bands show the ±1 SD uncertainty on the background prediction.

Additional details about the specific implementation of the method uses the probabilities derived from these differential cross sections to create a discriminant that potentially uses all the kinematic information available for the event. In our background probability calculation, we include the MEs for all backgrounds, including multijets, as described by the dominant leading-order Feynman diagrams obtained from MADGRAPH [41].
the ME method for this analysis can be found in Ref.\cite{42}. In this analysis, we have improved several aspects of the method with respect to the previous implementation \cite{19,20}:

\textbf{t}t\bar{t} process produces a six parton final state: $\ell^\pm \nu q\bar{q}'\bar{b}$ or $\ell^\pm \nu b\ell^\mp \bar{\nu}\bar{b}$, but the analyzed final state contains at most five partons. We could integrate over the phase space of the extra partons in each event, but we instead choose to match each parton to a reconstructed object in our final state to speed up the calculations. We find that the missing jets are most frequently light quark jets originating from the $W$ boson decay. In the two-jet channel the $W$ boson decaying hadronically is therefore assumed to be lost and is integrated over with a prior obtained from a simulation of $t\bar{t}$ events with two reconstructed jets. In the three-jet channel, the optimal procedure is to assign the $W$ boson momentum before it decays to the third (light) jet with a corresponding transfer function that takes into account the average energy carried away by the lost jet.

The transfer functions that relate the reconstructed jet energy to the parton-level energy have been updated to provide improved modeling of energy resolutions. We treat jets misidentified as electrons, light jets, $b$ jets, and $b$ jets with muon decays inside the jet as separate categories for each jet transfer function.

New discriminants have been introduced that incorporate the $b$-tagging information for each jet into the ME probabilities to improve the characterization of each event. In the $t$-channel discriminant each jet-parton permutation is assigned a weight based on the $b$-tagging output of the jet. In the $s$-channel discriminant all jet-parton permutations have equal weights. The overall probability is increased if the $b$-tagging information of the jets in the event matches the expected number of $b$ jets for each ME process. In this case, the added $b$-tagging information helps in discriminating the signals from backgrounds that contain light jets.

The BNN and BDT methods are different from the ME method because they rely on the simulated samples to characterize the signals and backgrounds, instead of using the ME for each process. The BNN and BDT follow the procedure established in the previous measurement \cite{4}. The selected sample is divided into three different subsamples: a quarter of the events is used for the training sample used to characterize the signal and background distributions in the BNN and BDT; a quarter is set aside for the training of the combination method (which will later combine the ME, BNN and BDT results); and the remaining half is used to check the convergence, measure the cross sections, and display the distributions of all variables. A more detailed description of this analysis is given in Refs.\cite{43,44}.

A neural network is based on a set of non-linear functions that approximate a real function of one or more variables. Neural networks are trained to approximate the optimal discriminant that separates the signal from the background. We use a Bayesian approach to scan over many different neural networks to find the best discriminant \cite{39}. The optimal neural network is found by averaging over the parameters that define each neural network, and by assigning a probability to each configuration \cite{43}. The BNN uses the momentum of the lepton, $E_T$, and the momenta of the jets as input variables. For each jet, the $b$-tag multivariate output is also used. In addition, two variables are added that improve the performance of the discriminant: the transverse mass of the $W$ boson, reconstructed from the lepton and the $E_T$, and the product of the leading untagged jet $q$ and the lepton charge, $Q(\ell) \times \eta(q)$, which characterizes the forward production in the $t$ channel. For the channel with two jets and two $b$ tags, this variable is not used. In total, the BNN uses 14 variables in the two-jet channel, and 18 variables in the three-jet channel.

Decision trees classify events by sequentially applying selection criteria leading to several disjoint subsets of events, each with different signal purity \cite{40}. The decision tree is built by creating two branches for the most optimal selection criterion amongst the list of input variables for the given data, and repeating this procedure with each subsequent subset. “Boosting” is the retraining of a previous decision tree by increasing the weight of those events that are misclassified in the parent tree, such that the new tree will focus more on signal events with low discriminant values and background events with high discriminant values. The input variables to use for the BDT are selected by ranking a large set of well modeled variables in order of separation power optimized for the $s$-channel signal for all channels combined, and then selecting the best 30 variables. To ensure a well behaved discriminant, we only use input variables that have good agreement between data and simulation, as checked in the training sample, i.e. having a binned Kolmogorov-Smirnov test value higher than 0.25.

All three MVAs achieve similar discrimination between signal and background events, and their discriminants show good agreement of the background expectation with the data in the background dominated regions. Using ensembles of simulated datasets containing contributions from background and signal, we infer that the pairwise correlations among the outputs of the individual MVA methods are $\approx 75\%$. Sensitivity can therefore be increased by combining the methods to form a new discriminant \cite{20}. To achieve maximum sensitivity, a second BNN is used to construct a combined discriminant for $s$- and $t$-channel signals, defined as $D_t^{\text{comb}}$ and $D_s^{\text{comb}}$, for each analysis channel. The new BNN takes as input variables the three discriminants of ME, BNN, and BDT methods for the corresponding signal, and is trained on the remaining, independent, quarter of the selected sample. Figure \ref{fig:combined} shows that the $D_t^{\text{comb}}$ and $D_s^{\text{comb}}$ distributions display agreement between the data and the expected background plus measured signal over the entire discriminant range.

Systematic uncertainties are categorized in two classes: one only affecting the overall normalization, and the
FIG. 3: (Color online.) The (a) $D^\comb_s$ and (c) $D^\comb_t$ discriminants for all analysis channels combined, with the high discriminant region shown in (b) and (d), respectively. The bins have been ranked by their expected signal to background ratio. The signal is normalized to the observed cross section. The signal contributions are visible above the hatched bands that show the $\pm 1$ SD uncertainty on the background prediction after the fit to the data.

other affecting both the normalization and the kinematic distributions and therefore the discriminant distributions. Table II provides a summary of the systematic uncertainties. The most important ones are due to the $W/Z+\text{jets}$ heavy flavor corrections, which include uncertainties on the NLO scaling, and on the correction applied to the $b$-tag discriminant from the control sample; the $b$-tagging efficiency uncertainty and scale factors; and the uncertainties on some of the cross sections for backgrounds.

We use a Bayesian approach [6, 18, 19] to extract the production cross sections. The method consists of forming a binned likelihood as a product of all four analysis channels (two or three jets with one or two $b$ tags) on the bins of the full discriminant distributions. We use the two discriminants $D^\comb_s$ and $D^\comb_t$ simultaneously in a joint discriminant sensitive to both signals, which makes the measurements of the single top quark cross sections $\sigma_s$ and $\sigma_t$ correlated. We assume a Poisson distribution for the number of events in each bin and uniform prior probabilities for positive values of the signal cross sections. Systematic uncertainties and their correlations are taken into account by integrating over signal acceptances, background yields, and integrated luminosity, assuming a Gaussian prior for each source of systematic uncertainty. A two-dimensional (2D) posterior probability density is constructed as a function of $\sigma_s$ and $\sigma_t$, with the position of the maximum defining the value of the cross sections, and the width of the distribution in the minimal region that encompasses 68% of the entire area defining the uncertainty (statistical and systematic components combined). The expected cross sections are obtained by setting the number of data events in each channel equal to the value given by the prediction of SM signal plus background.

Several cross checks have been performed to demon-
The results of these measurements are summarized in Table III. All three measurements are in agreement with the SM predictions within the uncertainties [4]. The statistical significance of these results is quantified by a $p$ value, which represents the likelihood that the measured cross section could result from a background-only fluctuation equal to or greater than the observed value, assuming the signal process is absent. An asymptotic log-likelihood ratio approach [45] is adopted to quantify the $p$ values with the results summarized in Table III. The $s$-channel cross section, without any assumption on the $t$-channel cross section, is measured with a significance corresponding to 3.7 SD, which is also the expected sensitivity of our analysis for this process. This is the first measurement of the $s$-channel cross section at more than 3 SD. The $t$-channel cross section is measured with 7.7 SD (6.0 SD expected). The relative uncertainty on the $s + t$ cross section measurement is improved by 40% with respect to the previous D0 measurement [8], and is now 14%, including both statistical and systematic components. The statistical component is dominant: the result without systematic uncertainties has a relative uncertainty of 11%. The experimental dependence of $\sigma_s$ on the assumed value of $m_t$ is $-0.08 \text{ pb/GeV}$, and for $\sigma_t$ is $-0.04 \text{ pb/GeV}$.

The single top quark production cross section is directly proportional to the square of the CKM matrix element $|V_{tb}|^2$, enabling us to measure $|V_{tb}|$ directly without any assumption on the number of quark families or the unitarity of the CKM matrix [19]. We assume only SM processes for single top quark production and top quarks to decay exclusively to $Wb$. We also assume that the $Wtb$ interaction is CP-conserving and of the type $V - A$, but maintain the possibility for an anomalous strength of the left-handed $Wtb$ coupling ($f_t^L$), which could rescale the single top quark cross section [40]. Therefore, we are measuring the strength of the $V - A$ coupling $|V_{tb}f_t^L|$, which can be greater than 1.

We start from the same combination BNN discriminants for $s$ and $t$ channels, and form a Bayesian posterior probability density for $|V_{tb}f_t^L|^2$ with a flat prior, without any assumption on the $\sigma_s/\sigma_t$ production ratio. Additional theoretical uncertainties are considered for the $s$- and $t$-channel cross sections [4]. We obtain $|V_{tb}f_t^L|^2 = 1.12^{+0.09}_{-0.08}$. If we restrict the prior to the SM region [0,1] and assume $f_t^L = 1$, we extract a limit of $|V_{tb}| > 0.92$ at 95% C.L.

In summary, we have measured the single top quark production cross section using the full Run II dataset.
collected by the D0 experiment at the Fermilab Tevatron Collider, corresponding to an integrated luminosity of 9.7 fb$^{-1}$ after application of appropriate data quality requirements. We measure the cross sections for $s$ and $t$ channel and $t$ channel independently, assuming $m_t = 172.5$ GeV:

$$\sigma(p\bar{p} \rightarrow t + X) = 1.10^{+0.33}_{-0.31} \text{ pb},$$
$$\sigma(p\bar{p} \rightarrow t + q\bar{b} + X) = 3.07^{+0.54}_{-0.49} \text{ pb}.$$ 

With no assumption on the relative $s$- and $t$-channel contributions, we measure the total single top quark production cross section to be

$$\sigma(p\bar{p} \rightarrow t + q\bar{b} + X) = 4.11^{+0.60}_{-0.55} \text{ pb}.$$ 

All measurements are consistent with the SM predictions [2]. The $s$-channel production is measured with a significance of 3.7 SD and represents the first evidence for this production mode. Finally, we derive a direct limit on the CKM matrix element, $|V_{tb}| > 0.92$ at 95% C.L., assuming a flat prior within $0 \leq |V_{tb}|^2 \leq 1$.
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### Table III

The expected and observed single top quark cross sections and \( p \) values for the individual ME, BNN, and BDT discriminants, and the combined BNN discriminant \( D^{\text{comb}} \).

| Channel | Expected \( \sigma \) (pb) | Observed \( \sigma \) (pb) | Expected \( p \) value | Observed \( p \) value | Expected Z | Observed Z |
|---------|--------------------------|--------------------------|------------------------|------------------------|-------------|-------------|
| ME\(_s\) | 1.05^{+0.46}_{-0.44} | 1.12^{+0.46}_{-0.44} | 8.1 \times 10^{-4} | 3.7 \times 10^{-4} | 3.2 | 3.4 |
| BNN\(_s\) | 1.06^{+0.43}_{-0.39} | 1.61^{+0.43}_{-0.40} | 3.3 \times 10^{-3} | 1.5 \times 10^{-5} | 2.7 | 4.2 |
| BDT\(_s\) | 1.06^{+0.35}_{-0.33} | 1.56^{+0.35}_{-0.37} | 5.4 \times 10^{-4} | 2.3 \times 10^{-6} | 3.3 | 4.6 |
| \(D^{\text{comb}}\) | 1.07^{+0.32}_{-0.30} | 1.10^{+0.33}_{-0.31} | 1.0 \times 10^{-4} | 1.0 \times 10^{-4} | 3.7 | 3.7 |

| ME\(_t\) | 2.27^{+0.55}_{-0.51} | 2.15^{+0.54}_{-0.50} | 6.6 \times 10^{-7} | 2.8 \times 10^{-6} | 4.8 | 4.5 |
| BNN\(_t\) | 2.31^{+0.54}_{-0.50} | 2.41^{+0.55}_{-0.51} | 2.4 \times 10^{-7} | 1.4 \times 10^{-7} | 5.0 | 5.1 |
| BDT\(_t\) | 2.36^{+0.50}_{-0.50} | 3.70^{+0.66}_{-0.60} | 5.4 \times 10^{-8} | 3.4 \times 10^{-15} | 5.3 | 7.8 |
| \(D^{\text{comb}}\) | 2.33^{+0.47}_{-0.44} | 3.07^{+0.54}_{-0.50} | 1.0 \times 10^{-9} | 7.1 \times 10^{-15} | 6.0 | 7.7 |

| \(D^{\text{comb}}\) $\times$ \(t\) | 3.34^{+0.53}_{-0.49} | 4.11^{+0.60}_{-0.55} | | | |
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