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Abstract: The last years, the odd Fréchet-G family has been considered with success in various statistical applications. This notoriety can be explained by its simple and flexible exponential-odd structure quite different to the other existing families, with the use of only one additional parameter. In counter part, some of its statistical properties suffer of a lack of adaptivity in the sense that they really depend on the choice of the baseline distribution. Hence, efforts have been made to relax this subjectivity by investigating extensions or generalizations of the odd transformation at the heart of the construction of this family, with the aim to reach new perspectives of applications as well. This study explores another possibility, based on the transformation of the whole cumulative distribution function of this family (while keeping the odd transformation intact), through the use of the quadratic rank transmutation that has proven itself in other contexts. We thus introduce and study a new family of flexible distributions called the transmuted odd Fréchet-G family. We show how the former odd Fréchet-G family is enriched by the proposed transformation through theoretical and practical results. We emphasize the special distribution based on the standard exponential distribution because of its desirable features for the statistical modeling. In particular, different kinds of monotonic and nonmonotonic shapes for the probability density and hazard rate functions are observed. Then, we show how the new family can be used in practice. We discuss in detail the parametric estimation of a special model, along with a simulation study. Practical data sets are handle with quite favorable results for the new modeling strategy.
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1. Introduction

Nowadays, there is still a need for statistical models capable of extracting all the information from the data, in order to communicate on them and make them useful as well. This is particularly the case in engineering, economics, biological studies and environmental sciences. For this reason, several generations of statisticians have concentrated their efforts in improving the desirable properties of the probability distributions at the basis of these models, through various kinds of extensions or generalizations. In this regard, sophisticated mathematical modifications have emerged, with practical use encouraged by the modern informatics developments. A classical strategy consists in adding scale or shape parameter(s), also through the use of special functions (beta, gamma, hypergeometric, etc.), with the aim to make the former distribution more pliant on some important modeling aspects (mean, variance, tails of the distributions, skewness, kurtosis, etc.). Thus, new families of continuous distributions were proposed, including those developed in the following short list of references: [1–10].

In this study, a hybrid family of continuous distributions is constructed, on the basis of the so-called transmuted-G and odd Fréchet-G families. Alpha motivations behind this family are presented below. First of all, the transmuted-G (T-G) family by [9] is defined by the cumulative distribution function (cdf) and probability density function (pdf) given by

\[ F(x; \lambda, \zeta) = H(x; \zeta) \left[ 1 + \lambda - \lambda H(x; \zeta) \right], \quad x \in \mathbb{R} \quad (1) \]

and

\[ f(x; \lambda, \zeta) = h(x; \zeta) \left[ 1 + \lambda - 2\lambda H(x; \zeta) \right], \quad x \in \mathbb{R}, \quad (2) \]

respectively, where \(|\lambda| \leq 1\) (allowing negative value for \(\lambda\)), \(H(x; \zeta)\) and \(h(x; \zeta)\) are the cdf and pdf of a baseline continuous distribution, respectively, with \(\zeta\) as parameter vector. The definition of \(F(x; \lambda, \zeta)\) is based on the concept of quadratic rank transmutation as described in [9]. As prime remark, one can notice that the cdf of the T-G family can be written as a two component mixture: one is the baseline cdf (obtained for \(\lambda = 0\)) and the other is the exponentiated-G cdf (see [5]) with power parameter two (obtained for \(\lambda = 1\)). Numerous studies proved that the simple polynomial structure behind the T-G family can improve the desirable characteristics of the baseline distribution and make the choice of the baseline distribution less determinant (see [11] (Introduction), and the references therein). In addition, the T-G family positively serves to generalize or extend other existing families. For notable studies in this regard, we refer the reader to the transmuted exponentiated generalized-G by [12], new transmuted-G family by [13], generalized transmuted-G family by [14], transmuted Weibull-G family by [15], transmuted odd Lindley-G family by [16], generalized transmuted-G family by [17], transmuted Gompertz-G family by [18], T transmuted-X family by [19], transmuted transmuted-G family by [20] and transmuted generalized odd generalized exponential-G family by [21], among others.

In parallel of these modern transmuted-G families, [7] proposed the odd Fréchet-G (OFr-G) family, constituting a new and simple family using the Fréchet distribution as main generator. More precisely, it is based on the cdf and pdf given by

\[ Q(x; \theta, \zeta) = e^{-\left( \frac{1 - G(x; \zeta)}{G(x; \zeta)} \right)^{\theta}}, \quad x \in \mathbb{R} \quad (3) \]

and

\[ q(x; \theta, \zeta) = \theta g(x; \zeta) \left[ 1 - G(x; \zeta) \right]^{\theta-1} \frac{1 - G(x; \zeta)}{G(x; \zeta)^{\theta+1}} e^{-\left( \frac{1 - G(x; \zeta)}{G(x; \zeta)} \right)^{\theta}}, \quad x \in \mathbb{R}, \quad (4) \]

respectively, where \(\theta > 0\) (a shape parameter), \(G(x; \zeta)\) and \(g(x; \zeta)\) are the cdf and pdf of a baseline continuous distribution with \(\zeta\) as parameter vector, respectively. It is shown in [7] that the OFr-G
family is easily applicable for modeling purposes. See also [22] where a special member of the OFr-G family, called the odd Fréchet inverse exponential distribution, is applied with success. This was also discussed in several notable extensions and generalizations, as in [23] introducing the extended odd Fréchet family, [24] developing the Fréchet Topp Leone-G family, [25] for the generalized odd inverted-exponential-G family and [26] introducing the extended odd Fréchet-G family. However, all these families are based on thorough transformations of the odd function:

$$G(x; \zeta)/(1 - G(x; \zeta))$$;

none of them investigate a simple and direct modification of $$Q(x; \theta, \zeta)$$. As praised in the previous paragraph about the T-G family, a motivated idea is to investigate the tunable quadratic rank transmutation. To the best of our knowledge, this direction of work remains new and promising in view of the respective qualities of the T-G and OFr-G families. We thus introduce the transmuted odd Fréchet-G (TOFr-G) family defined with the cdf and pdf given by Equations (1) and (2) with $$H(x; \zeta)$$ as Equation (3) and $$h(x; \zeta)$$ as Equation (4), i.e.,

$$F(x; \lambda, \theta, \zeta) = e^{-\left[\frac{1-G(x; \zeta)}{G(x; \zeta)}\right]^{\theta}} \left\{1 + \lambda - \lambda e^{-\left[\frac{1-G(x; \zeta)}{G(x; \zeta)}\right]^{\theta}}\right\}, \quad x \in \mathbb{R}$$  \hspace{1cm} (5)

and

$$f(x; \lambda, \theta, \zeta) = \frac{\theta g(x; \zeta) [1 - G(x; \zeta)]^{\theta-1}}{G(x; \zeta)^{\theta+1}} e^{-\left[\frac{1-G(x; \zeta)}{G(x; \zeta)}\right]^{\theta}} \left\{1 + \lambda - 2\lambda e^{-\left[\frac{1-G(x; \zeta)}{G(x; \zeta)}\right]^{\theta}}\right\}, \quad x \in \mathbb{R}$$  \hspace{1cm} (6)

respectively, where the notations of the previous paragraphs have been used. The attractive motivation behind the TOFr-G family is to improve the overall adaptability of the former OFr-G family, through the use of the quadratic rank transmutation, and more specially, the tuning of the additional parameter $$\lambda$$ (the OFr-G family being obtained with $$\lambda = 0$$). In addition, this modification makes the choice of the baseline distribution less crucial; globally, the joint action of $$\lambda$$ and $$\theta$$ in the definition of Equations (5) and (6) ensures a high level of flexibility for important distributional characteristics, such as the mode(s), skewness, kurtosis, mean and variance. We illustrate this aspect by discussing in detail a special three-parameter distribution of the family defined with the (standard one-parameter) exponential model as baseline. A graphical analysis reveals that the corresponding probability density and hazard rate functions possess a large panel of monotonic and nonmonotonic shapes, making it desirable for data fitting, among others. Additionally, by considering real data sets of interest, we show that the corresponding model has a better fit behavior in comparison to the transmuted linear exponential distribution developed by [27], new generalized linear exponential proposed by [28], standard Fréchet model and standard exponential model. The gain in terms of statistical modeling is significant.

The rest of the study is structured by the following plan. In Section 2, we complete the presentation of the TOFr-G family by mentioning other important functions of interest, and some special members including the one based on the standard exponential distribution. The mathematical properties of the TOFr-G family are investigated in Section 3, deriving some useful, representation, measures and functions. Turning on the TOFr-G family as potential statistical models, the parametric estimation of the models are discussed via the maximum likelihood method in Section 4, with a simulation study guaranteeing their numerical performance. In Section 5, three practical data sets are analyzed, showing how useful the TOFr-G models can be. Some conclusions are provided in Section 6.

2. Some Complements on the TOFr-G Family

Here, some functions of the TOFr-G family are described, with discussions.
2.1. Other Functions of Interest

We now present some functions of the TOFr-G family having several applications in probability and statistics. First of all, the survival function of the TOFr-G family is given by

\[ S(x; \lambda, \theta, \zeta) = 1 - e^{-\left[ \frac{1-G(x; \zeta)}{\theta G(x; \zeta)} \right]^{\theta}} \left\{ 1 + \lambda - \lambda e^{-\left[ \frac{1-G(x; \zeta)}{\theta G(x; \zeta)} \right]^{\theta}} \right\}, \quad x \in \mathbb{R}. \]

In addition, the cumulative hazard function of the TOFr-G family is given as

\[ R(x; \lambda, \theta, \zeta) = -\log \left\{ 1 - \left[ 1 - e^{-\left[ \frac{1-G(x; \zeta)}{\theta G(x; \zeta)} \right]^{\theta}} \left\{ 1 + \lambda - \lambda e^{-\left[ \frac{1-G(x; \zeta)}{\theta G(x; \zeta)} \right]^{\theta}} \right\} \right\}, \quad x \in \mathbb{R}. \]

Finally, the hazard rate function (hrf) of the TOFr-G family is

\[ r(x; \lambda, \theta, \zeta) = \frac{\theta g(x; \zeta) \left[ 1 - G(x; \zeta) \right]^{\theta-1} e^{-\left[ \frac{1-G(x; \zeta)}{\theta G(x; \zeta)} \right]^{\theta}} \left\{ 1 + \lambda - 2\lambda e^{-\left[ \frac{1-G(x; \zeta)}{\theta G(x; \zeta)} \right]^{\theta}} \right\}}{G(x; \zeta)^{\theta+1} \left\{ 1 - e^{-\left[ \frac{1-G(x; \zeta)}{\theta G(x; \zeta)} \right]^{\theta}} \left\{ 1 + \lambda - \lambda e^{-\left[ \frac{1-G(x; \zeta)}{\theta G(x; \zeta)} \right]^{\theta}} \right\} \right\}}, \quad x \in \mathbb{R}. \]

When the baseline distribution is a lifetime distribution, i.e., with support on \((0, +\infty)\), these functions are particularly meaningful in survival and hazard analyzes. See [29] for instance.

2.2. Notable Members

Here, we introduce three special members of the TOFr-G family. In order to have tractable expressions for Equations (5) and (6), we select the following basic baseline distributions: the exponential, Lindley (see [30,31]) and Lomax (see [32]) distributions. They belong to the family of lifetime distributions. The cdfs and pdfs of these distributions are listed in Table 1, as well as the expression of the following central transformation: \([1 - G(x; \zeta)]/G(x; \zeta)\).

| Distribution | \( \zeta \) | \( G(x; \zeta) \) | \( g(x; \zeta) \) | \( \frac{1 - G(x; \zeta)}{G(x; \zeta)} \) |
|--------------|-------------|----------------|----------------|--------------------------------------------------|
| Exponential  | \( \beta \) | \( 1 - e^{-\beta x} \) | \( \beta e^{-\beta x} \) | \( e^{\beta x} - 1 \)^{-1} |
| Lindley      | \( a \)    | \( 1 - \left( 1 + \frac{ax}{1+a} \right) e^{-ax} \) | \( a^2(1+x)e^{-ax} \) | \( 1+a+ax \) \( (e^{ax} - 1) - ax \) |
| Lomax        | \( \alpha, \rho \) | \( 1 - (1+\rho x)^{-\alpha} \) | \( \alpha \rho (1+\rho x)^{-\alpha-1} \) | \( (1+\rho x)^{\alpha} - 1 \)^{-1} |

The members of the TOFr-G family mentioned in Table 1 are described in detail below. Transmuted odd Fréchet exponential (TOFrE) distribution:

The cdf and pdf of the TOFrE distribution are given by

\[ F(x; \lambda, \theta, \beta) = e^{-\left( e^{\beta x} - 1 \right)^{-\theta}} \left[ 1 + \lambda - \lambda e^{-\left( e^{\beta x} - 1 \right)^{-\theta}} \right], \quad x > 0 \]

and

\[ f(x; \lambda, \theta, \beta) = \theta \beta e^{\beta x} (e^{\beta x} - 1)^{-\theta+1} e^{-\left( e^{\beta x} - 1 \right)^{-\theta}} \left[ 1 + \lambda - 2\lambda e^{-\left( e^{\beta x} - 1 \right)^{-\theta}} \right], \quad x > 0, \]
respectively, where $|\lambda| \leq 1$ and $\beta, \theta > 0$. The corresponding hrf can be expressed as

$$h(x; \lambda, \theta, \beta) = \theta e^{\beta x} \left( e^{\beta x} - 1 \right)^{-(\theta + 1)} e^{-(e^{\beta x}-1)\theta} \frac{1 + \lambda - 2\lambda e^{-(e^{\beta x}-1)\theta}}{1 - e^{-(e^{\beta x}-1)\theta} \left[ 1 + \lambda - \lambda e^{-(e^{\beta x}-1)\theta} \right]}, \quad x > 0.$$  

Transmuted odd Fréchet Lindley (TOFrLi) Distribution: The cdf and pdf of the TOFrLi distribution are given by

$$F(x; \lambda, \theta, a) = e^{-\frac{1 + a + ax}{(1 + a)(e^{ax} - 1)}} \left\{ 1 + \lambda - \lambda e^{-\frac{1 + a + ax}{(1 + a)(e^{ax} - 1)}} \right\}, \quad x > 0$$

and

$$f(x; \lambda, \theta, a) = \frac{\theta a^2 (1 + a)(1 + x)e^{ax}(1 + a + ax)^{\theta - 1}}{[(1 + a)e^{ax} - 1]^{\theta + 1}} e^{-\frac{1 + a + ax}{(1 + a)(e^{ax} - 1)}} \left\{ 1 + \lambda - 2\lambda e^{-\frac{1 + a + ax}{(1 + a)(e^{ax} - 1)}} \right\}, \quad x > 0,$$

respectively, where $|\lambda| \leq 1$ and $\theta, a > 0$. Similarly, the hrf can be expressed by using Equation (7).

Transmuted odd Fréchet Lomax (TOFrLo) distribution: The cdf and pdf of the TOFrLo distribution are given by

$$F(x; \lambda, \theta, \alpha, \rho) = e^{-\left[(1 + \rho x)^{\alpha} - 1\right]^{\theta} \left\{ 1 + \lambda - \lambda e^{-\left[(1 + \rho x)^{\alpha} - 1\right]^{\theta}} \right\}}, \quad x > 0$$

and

$$f(x; \lambda, \theta, \alpha, \rho) = \theta \alpha \rho (1 + \rho x)^{\alpha - 1} \left[(1 + \rho x)^{\alpha} - 1\right]^{-(\theta + 1)} e^{-\left[(1 + \rho x)^{\alpha} - 1\right]^{\theta}} \times \left\{ 1 + \lambda - 2\lambda e^{-\left[(1 + \rho x)^{\alpha} - 1\right]^{\theta}} \right\}, \quad x > 0,$$

respectively, where $|\lambda| \leq 1$ and $\theta, \alpha, \rho > 0$. The expression of the hrf follows from Equation (7).

2.3. On the TOFrE Distribution

Motivated by an upstream investigation, we chose to put the light on the TOFrE distribution. As a first approach, we display some plots on the corresponding pdf and hrf. By fixing two parameters and varying the one that remains, Figures 1 and 2 show some interesting shapes for the pdf and hrf, respectively.
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Figure 1. A panel of shapes for the pdf of the transmuted odd Fréchet exponential (TOFrE) distribution.
For the considered sets of parameters, we see in Figure 1 that $\lambda$ mainly influences the kurtosis of the distribution. In addition, $\beta$ impacts the central parameters (mean and mode) and kurtosis. For $\theta$, it has a strong effect on the skewness, making the pdf possibly decreasing. Additionally, the following desirable shapes are observed for modeling purposes: almost symmetrical, left or right skewed and reverse J shapes. From Figure 2, we deduce a similar high flexibilities for the hrf, showing bathtub, increasing, decreasing and reversed bathtub shapes, which are welcome for a deep analysis of any lifetime data. Due to their importance, these different shapes are highlighted in Figure 3.

In particular, the hrf of the TOFrE distribution reveals to be more pliant than the hrf of the OFrW distribution, special distribution of the former OFr-G family based on the Weibull distribution (see [7] (Section 3.1 and Figure 2a)). In this sense, we gain to use the quadratic rank transmutation as described in the TOFr-G family (introducing the parameter $\lambda$), instead of considering the former OFr-G family.
with an extended baseline distribution (the Weibull distribution extends the exponential distribution, with the add of a shape parameter).

In the next section, thanks to its singular flexibility, an emphasis will be put on TOFrE distribution.

3. Some Results

Here, some mathematical aspects of the TOFr-G family are discussed, and specifically, alternative expressions for the corresponding pdf and cdf, various moments and related functions (incomplete moments, Lorenz curve, etc.).

Henceforth, \( X \) denotes a random variable (rv) having the cdf of the TOFr-G family.

3.1. Alternative Expression of the Pdf

Here, we establish a linear/series representation for the pdf of the TOFr-G family in terms of pdfs of the exponentiated-G family. As developed in detail in [33], it allows to provide series expansions of important related measures and functions, such as ordinary moments, moment generating function, incomplete moments and so on. From a practical treatment, we can derive precise approximations of them by replacing the infinite limit by any large integer. This remains an acceptable analytical approach, basically less opaque than using already implemented tools in mathematical softwares. Moreover, as mentioned in [33], the use of such series expansions can be more precise than numerical integration techniques.

Based on Equation (6), \( f(x; \lambda, \theta, \zeta) \) can be written as

\[
f(x; \lambda, \theta, \zeta) = \frac{\theta(1 + \lambda)g(x; \zeta) [1 - G(x; \zeta)]^{\theta-1}}{G(x; \zeta)^{\theta+1}} e^{-\frac{[\frac{1-G(x; \zeta)}{G(x; \zeta)}]^\theta}{\theta}} - \frac{2\lambda\theta g(x; \zeta) [1 - G(x; \zeta)]^{\theta-1}}{G(x; \zeta)^{\theta+1}} e^{-2\frac{[\frac{1-G(x; \zeta)}{G(x; \zeta)}]^\theta}{\theta}}.
\]

Now, the power series of the exponential function gives, for \( a \in \{1, 2\} \),

\[
e^{-a\frac{[\frac{1-G(x; \zeta)}{G(x; \zeta)}]^\theta}{\theta}} = \sum_{i=0}^{+\infty} \frac{(-1)^i a^i}{i!} \left[ 1 - G(x; \zeta) \right]^\theta i.
\]

Therefore,

\[
f(x; \lambda, \theta, \zeta) = \frac{\theta g(x; \zeta) [1 - G(x; \zeta)]^{\theta-1}}{G(x; \zeta)^{\theta+1}} \sum_{i=0}^{+\infty} \frac{(-1)^i}{i!} \left[ 1 - G(x; \zeta) \right]^\theta i (1 + \lambda - 2^i \lambda)
\]
\[
= \theta g(x; \zeta) \sum_{i=0}^{+\infty} \frac{(-1)^i}{i!} \left[ 1 - G(x; \zeta) \right]^\theta (i+1) - (1 + \lambda - 2^i \lambda).
\]

Now, the generalized binomial formula gives

\[
G(x; \zeta)^{-\theta(i+1) - 1} = \sum_{j=0}^{+\infty} \left( \frac{-\theta(i+1) - 1}{j} \right) (-1)^j [1 - G(x; \zeta)]^j
\]

and

\[
[1 - G(x; \zeta)]^{\theta(i+1) + j - 1} = \sum_{k=0}^{+\infty} \left( \frac{\theta(i+1) + j - 1}{k} \right) (-1)^k G(x; \zeta)^k.
\]

Hence,

\[
f(x; \lambda, \theta, \zeta) = \sum_{k=0}^{+\infty} \omega_k \pi_{k+1} (x; \zeta), \quad (8)
\]
where \( \pi_v(x; \zeta) = v g(x; \zeta) G(x; \zeta)^{v-1} \) denotes the pdf of the exponentiated-G family (with \( v \) as power parameter) and

\[
\omega_k = \theta \frac{(-1)^k}{k+1} \sum_{i,j=0}^{\infty} \left(-\theta(i+1) - 1\right) \left(\theta(i+1) + j - 1\right) \frac{(-1)^{i+j}}{i!} (1 + \lambda - 2^{i+j} \lambda).
\]

Similarly, upon integration over \((-\infty, x)\), the cdf of the TOFr-G family can also be expressed as

\[
F(x; \lambda, \theta, \zeta) = \sum_{k=0}^{\infty} \omega_k \Pi_{k+1}(x; \zeta),
\]

where \( \Pi_v(x; \zeta) = G(x; \zeta)^v \) denotes the cdf of the exponentiated-G family (with \( v \) as power parameter).

Some applications of the above results will be presented later.

3.2. Quantile Function

Like the cdf, the quantile function characterizes the distribution. It plays an essential role in many statistical applications. The quantile function of the TOFr-G family, say \( Q(u; \lambda, \theta, \zeta) \), is defined as the inverse function of \( F(x; \lambda, \theta, \zeta) \). After some algebra, we establish that

\[
Q(u; \lambda, \theta, \zeta) = \begin{cases} 
Q_G \left[ \frac{1}{1 + \log(u)^{1/\theta}} \right] & \text{for } \lambda = 0, \\
Q_G \left[ \frac{1}{1 + \log \left(1 - \sqrt{(\lambda + 1)^2 - 4 \lambda u}/2\right)} \right]^{1/\theta} & \text{for } \lambda \neq 0,
\end{cases}
\]

where \( Q_G(u; \zeta) \) denotes the quantile function corresponding to the baseline distribution.

In the context of the TOFrE distribution, one has \( Q_G(u; \zeta) = -(1/\beta) \log(1 - u) \). Among the possible applications involving \( Q(u; \lambda, \theta, \zeta) \), we can easily generate values for \( X \); for any realization \( u \) of an uniform rv over \((0, 1)\), \( Q(u; \lambda, \theta, \zeta) \) is a realization of \( X \).

In addition, the quantile function allows to define of several shapes measures, as the pioneers Bowley skewness and Moors kurtosis [34,35].

3.3. On the Moments

Here, the moments of the TOFr-G family are discussed, with natural extensions.

Henceforth, \( Z \) denotes a rv having the cdf and pdf given by \( \Pi_v(x; \zeta) \) and \( \pi_v(x; \zeta) \), respectively.

In addition, it is assumed that all the presented sums and integrals exist (in the convergence sense), which is not guarantee a priori since most of them depend on the definition of the baseline distribution.

3.3.1. Ordinary Moments

The ordinary moments of \( X \) are the essential ingredients to define important measures of the TOFr-G family, as the mean, variance, coefficients of variations of \( X \), coefficients of skewness and kurtosis, among others. They are determined below. The \( r \)-th ordinary moment of the TOFr-G family can be obtained from Equation (8) as

\[
\mu'_r = E(X^r) = \int_{-\infty}^{+\infty} x^r f(x; \lambda, \theta, \zeta) dx = \sum_{k=0}^{\infty} \omega_k E(Z_{k+1}^r).
\]
In full generality, we have \( E(Z_v) = \int_{-\infty}^{+\infty} x^v \pi_v(x; \xi) dx \). For instance, in the setting of the TOFrE distribution, the expression of \( E(Z_v) \) can be found in [5] (Equation (2.1)), i.e.,

\[
E(Z_v) = v \frac{r!}{\beta r} \sum_{i=0}^{+\infty} \left( \frac{v-1}{i} \right) (-1)^i \left( \frac{1}{(i+1)^{2+1}} \right).
\]

From the computational point of view, the following approximation remains acceptable:

\[
E(Z_v) \approx v \frac{r!}{\beta r} \sum_{i=0}^{40} \left( \frac{v-1}{i} \right) (-1)^i \left( \frac{1}{(i+1)^{2+1}} \right),
\]

(the choice of “40” remains subjective, any large integer can be chosen).

The mean and variance of \( X \) are, respectively, given by \( \mu = \mu_1' \) and \( \sigma^2 = \mu_2' - \mu^2 \). Additionally, the coefficients of skewness and kurtosis are defined by \( CS = (\mu_3' - 3\mu_2'\mu + 2\mu^3)/\sigma^3 \) and \( CK = (\mu_4' - 4\mu_3'\mu + 6\mu_2'\mu^2 - 3\mu^4)/\sigma^4 \).

Table 2 presents some of the measures above when \( X \) follows the TOFrE distribution. Several sets of parameters values are considered. Strong variations are mainly observed for the mean, variance and kurtosis. In particular, we see that \( \beta \) has an important effect on the kurtosis, as already suggested by Figure 1. In line with what has been observed in Figure 1, the skewness remains oriented to the right, but with small variations.

| \((\lambda, \beta, \theta)\) | \(\mu_1'\) | \(\mu_2'\) | \(\mu_3'\) | \(\mu_4'\) | \(\sigma^2\) | \(CS\) | \(CK\) |
|--------------------------|---------|---------|---------|---------|---------|-------|-------|
| (0.2, 0.1, 2)            | 8.5208  | 87.9640 | 1143.024| 19136.37| 15.3599 | 2.1884| 2.0754|
| (0.2, 0.5, 2)            | 1.7041  | 3.5185  | 9.1441  | 30.6181 | 0.6143  | 2.1884| 78.3214|
| (0.2, 1, 2)              | 0.8520  | 0.8796  | 1.1430  | 1.9136  | 0.1535  | 2.1884| 173.6290|
| (0.2, 2, 2)              | 0.4260  | 0.2199  | 0.1428  | 0.1196  | 0.0383  | 2.1884| 364.2440|
| (0.2, 0.1, 1)            | 10.8193 | 193.5690| 5308.916| 201920.7| 76.5101 | 2.3295| 4.1319 |
| (0.2, 0.1, 3)            | 7.8912  | 68.3049 | 6640.159| 7453.67 | 6.0334  | 2.0097| 37.3967 |
| (0.2, 0.5, 3)            | 1.5782  | 2.7321  | 5.3121  | 11.9258 | 0.2413  | 2.0097| 392.7646|
| (0.2, 0.5, 1)            | 1.8889  | 5.9167  | 29.5311 | 2129278 | 2.3484  | 2.6346| 17.2340 |
| (0.9, 0.5, 1)            | 1.5224  | 3.4820  | 12.2774 | 66.0656 | 1.1641  | 2.7319| 28.9447 |
| (−0.2, 0.5, 1)           | 2.5303  | 10.1774 | 59.7249 | 469.9344| 3.7746  | 2.0276| 10.0319 |
| (−0.5, 0.5, 1)           | 2.8052  | 12.0034 | 72.6651 | 580.0805| 4.1339  | 1.8796| 8.9248  |
| (−0.9, 0.5, 1)           | 3.1717  | 14.4381 | 89.9188 | 7269419 | 4.3780  | 1.7850| 8.5832  |
| (−0.9, 2, 2)             | 5.4061  | 3.4445  | 0.2646  | 0.2486  | 0.0522  | 1.8322| 384.4770|
| (0.9, 2, 2)              | 0.3331  | 0.1406  | 0.0653  | 0.0574  | 0.0159  | 2.2403| 114.3790|

3.3.2. Moment Generating Function

The moment generating function of the TOFr-G family can be obtained from Equation (8) as

\[
M(t) = E(e^{tX}) = \int_{-\infty}^{+\infty} e^{tx} f(x; \lambda, \beta, \theta) dx = \sum_{k=0}^{+\infty} \omega_k E(e^{tZ_{k+1}}).
\]

Now, one can notice that \( E(e^{tZ_v}) = \int_{-\infty}^{+\infty} e^{tx} \pi_v(x; \xi) dx \). If necessary, we can also express it as \( E(e^{tZ_v}) = v \int_{0}^{u} u^{v-1} e^{tQ_u(v; \xi)} du \).
In the setting of the TOFrE distribution, the expression of $E(e^{\tau Z_\nu})$ can be found in [5] (Equation (2.3)), i.e., for $t \in (0, \beta)$,

$$E(e^{\tau Z_\nu}) = \frac{\Gamma(\nu + 1) \Gamma\left(1 - \frac{t}{\beta}\right)}{\Gamma\left(\nu - \frac{t}{\beta} + 1\right)},$$

where $\Gamma(x) = \int_0^{+\infty} t^{x-1}e^{-t}dt$, $x > 0$, denotes the gamma function.

### 3.4. Incomplete Moments and Application

Some functions are useful for prediction purposes in lifetime models, finding numerous applications in demography, economics, econometrics, insurance, reliability and medicine. Several of them can be defined through the use of incomplete moments, as discussed below.

#### 3.4.1. Incomplete Moments

Thanks to Equation (8), the $r^{th}$ incomplete moments of $X$ evaluated at $t \geq 0$ can be expressed as

$$\theta_r(t) = E(X^r \mathbb{1}_{(X \leq t)}) = \int_{-\infty}^{t} x^r f(x; \lambda, \theta, \zeta)dx = \sum_{k=0}^{+\infty} \omega_k E(Z^r_{k+1}\mathbb{1}_{(Z_{k+1} \leq t)}),$$

where, in full generality, $E(Z^r_{\nu}\mathbb{1}_{(Z_{\nu} \leq t)}) = \int_{-\infty}^{t} x^r \pi_{\nu}(x; \zeta)dx$. For instance, in the framework of the TOFrE distribution, we can show that

$$E(Z^r_{\nu}\mathbb{1}_{(Z_{\nu} \leq t)}) = \nu \int_{0}^{\gamma} u^{r-1}Q_{\nu}(u; \zeta)du.$$

Some functions defined with the incomplete moments are presented below.

#### 3.4.2. Applications

**On some residual life functions.** The mean residual life and reversed residual life functions have many applications in applied sciences. In addition, as a significant theoretical result, it is proved that the mean residual life function characterizes the distribution (see [36]). See [37], and the references therein.

For the TOFr-G family, we can determine the $r^{th}$ moment of the residual life. It corresponds to the function of $t$ given as

$$\mu_r(t) = E((X - t)^r \mathbb{1}_{(X > t)}) = \frac{E((X - t)^r \mathbb{1}_{(X > t)})}{P(X > t)} = \frac{1}{S(t; \lambda, \theta, \zeta)} \sum_{h=0}^{r} \binom{r}{h}(-t)^{r-h}[\mu'_h - \theta_h(t)],$$

where $\mu'_h$ and $\theta_h(t)$ are given by Equations (9) and (10), respectively.
In particular, the mean residual life function is given as \( \mu_1(t) \). In addition, as complementary function, the \( r \)-th moment of the reversed residual life is the function of \( t \) given by

\[
m_r(t) = E((t - X)^r \mid X \leq t) = \frac{E((t - X)^r \mathbb{1}_{\{X \leq t\}})}{P(X \leq t)} = \frac{1}{F(t; \lambda, \theta, \zeta)} \sum_{h=0}^{r} \binom{r}{h} t^{r-h} (-1)^h \theta_h(t).
\]

The mean reversed residual life function is defined by \( m_1(t) \).

**Mean deviations.** The first incomplete moment allows to define some mean deviations, which find applications in income fields and property in economics (see [34]). In the context of the TOFr-G family, the mean deviation of \( X \) about the mean \( \mu \) and the mean deviation of \( X \) about the median \( M = Q(1/2; \lambda, \theta, \zeta) \) are defined as

\[
\delta_1 = E(|X - \mu|) = 2\mu F(\mu) - 2\theta_1(\mu), \quad \delta_2 = E(|X - M|) = \mu - 2\theta_1(M),
\]

respectively, where \( \theta_1(t) \) is the first complete moment given by Equation (10) with \( r = 1 \).

**Bonferroni and Lorenz curves.** Lorenz and Bonferroni curves are essential tools to determine inequality measures with numerous applications in medicine, reliability and demography. See [38], and the references therein. In the setting of the TOFr-G family, they are defined by

\[
L(p) = \frac{1}{\mu} \theta_1(q), \quad B(p) = \frac{1}{p\mu} \theta_1(q), \quad p \in (0, 1),
\]

respectively, where \( \theta_1(t) \) is the first complete moment given by Equation (10) with \( r = 1 \) and \( q = Q(p; \lambda, \theta, \zeta) \).

4. Parametric Estimation

The parametric estimation of the TOFr-G model is now investigated, employing the famous maximum likelihood method.

4.1. Method

The maximum likelihood method provides attractive estimates of the model parameters, called the maximum likelihood estimates (MLEs). They enjoy some asymptotic properties allowing the construction of confidence intervals and some test statistics. In the context of the TOFr-G family, the basics on the MLEs are presented below. Let \( (x_1, \ldots, x_n) \) be a random sample of size \( n \) from \( X \). Additionally, let \( \psi = (\lambda, \theta, \zeta) \) be the vector of parameters, with \( \zeta = (\zeta_1, \zeta_2 \ldots) \), the vector of parameters of the baseline model. Then, the log-likelihood function for \( \psi \) is given by

\[
L_n(\psi) = \frac{1}{n} \sum_{i=1}^{n} \log f(x_i; \lambda, \theta, \zeta) = \log(\theta) + \frac{1}{n} \sum_{i=1}^{n} \log g(x_i; \zeta) + (\theta - 1) \frac{1}{n} \sum_{i=1}^{n} \log[1 - G(x_i; \zeta)]
\]

\[- (\theta + 1) \frac{1}{n} \sum_{i=1}^{n} \log G(x_i; \zeta) - \frac{1}{n} \sum_{i=1}^{n} \left[ \frac{1 - G(x_i; \zeta)}{G(x_i; \zeta)} \right]^{\theta} + \frac{1}{n} \sum_{i=1}^{n} \log \left\{ 1 + \lambda - 2\lambda e^{-\left[ \frac{1 - G(x_i; \zeta)}{1 - G(x_i; \zeta)} \right]^\theta} \right\}.
\]

The vector of the MLEs of \( \psi = (\lambda, \theta, \zeta) \), say \( \hat{\psi} = (\hat{\lambda}, \hat{\theta}, \hat{\zeta}) \), is defined by

\[
\hat{\psi} = \arg\max_{\psi} L_n(\psi).
\]

The use of any statistical software is possible to provide fine numerical evaluations of them. Now, let \( \psi_r \) be the \( r \)-th component of \( \psi \) and \( I_{n}(\psi) = \{-\partial^2 L_n(\psi) / \partial \psi_r \partial \psi_s\}_{r,s} \) be the sample information matrix corresponding to \( \psi \) (assuming that \( L_n(\psi) \) is two times differentiable). Then, by denoting \( \hat{\psi}_r \)
the $r^{th}$ component of $\hat{\psi}$ and using the asymptotic normality of the MLEs, an asymptotic two-sided confidence interval for $\psi_r$ at the level $100(1 - \gamma)\%$ with $\gamma \in (0, 1)$ is given by $ACI_r = [LB_r, UB_r]$, where $LB_r = \hat{\psi}_r - z_{1 - \gamma/2}\sqrt{d_r/n}$, $UB_r = \hat{\psi}_r + z_{1 - \gamma/2}\sqrt{d_r/n}$, with $d_r$ is the $r^{th}$ diagonal element of $J_n(\hat{\psi})^{-1}$ obtained from $x_1, \ldots, x_n$ and $z_{1 - \gamma/2}$ satisfies $Q(z_{1 - \gamma/2}) = 1 - \gamma/2$, where $Q(x)$ denotes the quantile function of the normal distribution $N(0, 1)$. The details can be found in the book of [39].

4.2. Numerical Study

This subsection provides a simulation study, offering a numerical check assessing the behavior of the MLEs for the TOFrE model parameters. We determine the mean squared errors (MSEs), as well as average lower bounds (LBs), average upper bounds (UBs) and average lengths (ALs) (i.e., defined by the following generic formula: AL = UB - LB), of the asymptotic two-sided confidence intervals of the model parameters (the levels 90% and 95% are considered). The software Mathematica 9 is used. The following scheme is adopted.

• We generate 1000 random samples $(x_1, \ldots, x_n)$ of size $n = 100, 200, 300$ and 500 from the TOFrE distribution.

• We consider the following values for the “supposed true parameters”, with order: $(\theta, \lambda, \beta)$: Set1$(1.5, -0.5, 2)$, Set2$(1.5, -0.3, 1.5)$, Set3$(1.2, -0.5, 1)$ and Set4$(1, -0.5, 1.5)$.

• We calculate the numerical measures of interest.

Tables 3–6 list the obtained results.

Table 3. Numerical measures of interest of the TOFrE model for Set1 $(1.5, -0.5, 2)$.

| $n$ | MLEs | MSEs | 90%  | 95%  | 90%  | 95%  |
|-----|------|------|------|------|------|------|
|     |      |      | LB   | UB   | AL   | LB   | UB   | AL   |
| 100 | 1.493| 0.012| 1.275| 1.71 | 0.435| 1.233| 1.752| 0.519|
|     | -0.408| 0.075| -1.138| 0.321| 1.458| -1.277| 0.461| 1.738|
|     | 1.884| 0.052| 1.449| 2.319| 0.869| 1.366| 2.402| 1.036|
| 200 | 1.537| 0.01| 1.371| 1.704| 0.333| 1.339| 1.735| 0.397|
|     | -0.431| 0.053| -0.951| 0.09 | 1.042| -1.051| 0.19 | 1.241|
|     | 1.965| 0.032| 1.639| 2.292| 0.653| 1.577| 2.354| 0.778|
|     | 1.457| 0.008| 1.328| 1.585| 0.257| 1.303| 1.61 | 0.306|
| 300 | -0.413| 0.046| -0.908| 0.083| 0.99 | -1.002| 0.177| 1.18 |
|     | 1.967| 0.026| 1.65 | 2.285| 0.635| 1.589| 2.345| 0.756|
|     | 1.483| 0.002| 1.37 | 1.597| 0.227| 1.348| 1.619| 0.271|
| 500 | -0.44| 0.042| -0.85| -0.03| 0.82 | -0.928| 0.048| 0.977|
|     | 1.988| 0.018| 1.719| 2.257| 0.539| 1.667| 2.309| 0.642|

Table 4. Numerical measures of interest of the TOFrE model for Set2 $(1.5, -0.3, 1.5)$.

| $n$ | MLEs | MSEs | 90%  | 95%  | 90%  | 95%  |
|-----|------|------|------|------|------|------|
|     |      |      | LB   | UB   | AL   | LB   | UB   | AL   |
| 100 | 1.515| 0.015| 1.27 | 1.759| 0.489| 1.223| 1.806| 0.583|
|     | -0.543| 0.106| -1.242| 0.157| 1.4 | -1.376| 0.291| 1.668|
|     | 1.604| 0.032| 1.228| 1.98 | 0.752| 1.156| 2.052| 0.896|
Table 4. Cont.

| n  | MLEs  | MSEs | 90%   | 95%   |
|----|-------|------|-------|-------|
|    |       |      | LB    | UB    | AL    | LB    | UB    | AL    |
| 200| 1.511 | 0.011| 1.363 | 1.66  | 0.297 | 1.334 | 1.688 | 0.354 |
| 300| 1.463 | 0.025| 1.186 | 1.74  | 0.555 | 1.133 | 1.793 | 0.661 |
| 500| 1.472 | 0.004| 1.378 | 1.576 | 0.198 | 1.359 | 1.595 | 0.236 |

Table 5. Numerical measures of interest of the TOFrE model for Set3 (1.2, −0.5, 1).

| n  | MLEs  | MSEs | 90%   | 95%   |
|----|-------|------|-------|-------|
|    |       |      | LB    | UB    | AL    | LB    | UB    | AL    |
| 100| 1.211 | 0.014| 1.039 | 1.383 | 0.344 | 1.006 | 1.416 | 0.41  |
| 200| 0.99  | 0.013| 0.744 | 1.236 | 0.493 | 0.696 | 1.284 | 0.587 |
| 300| 1.196 | 0.007| 1.07  | 1.322 | 0.252 | 1.046 | 1.346 | 0.3   |
| 500| 0.992 | 0.01  | 0.789 | 1.196 | 0.407 | 0.75  | 1.235 | 0.484 |

Table 6. Numerical measures of interest of the TOFrE model for Set4 (1, −0.5, 1.5).

| n  | MLEs  | MSEs | 90%   | 95%   |
|----|-------|------|-------|-------|
|    |       |      | LB    | UB    | AL    | LB    | UB    | AL    |
| 100| 0.983 | 0.007| 0.859 | 1.106 | 0.247 | 0.835 | 1.13  | 0.295 |
| 200| 0.01  | 0.431| −0.602| 0.621 | 1.223 | −0.719| 0.738 | 1.457 |
| 300| 1.002 | 0.007| 0.886 | 1.118 | 0.233 | 0.864 | 1.141 | 0.277 |
| 500| 0.997 | 0.003| 0.925 | 1.07  | 0.145 | 0.911 | 1.084 | 0.173 |

For the considered sets of parameters, we see that the MLEs stabilize to the true parameters values as the sample size $n$ increases. In addition, the ALs decrease in this case, which is coherent with the well-known theory of the MLEs. This confirms the pertinence of the use of the MLEs in the estimation of the TOFrE model parameters.

5. Applications

In this section, we use the TOFrE model for statistical analyzes of three notorious data sets; the two first data sets are with right exponential-like tails and the third one is with right heavy-like tail. In particular, we aim to compare the fits of the TOFrE model with those of the transmuted linear exponential distribution (TLE) (see [27]), new generalized linear exponential (NGLE) (see [28]), Fréchet (Fr) and exponential (E) models.

The maximum likelihood method is used for all the models, allowing to determine the following measures: AIC, CVM, AD and KS, i.e., Akaike information criterion, Cramer–von Mises, Anderson–Darling and Kolmogorov–Smirnov statistics. In addition, the $p$-value of the corresponding KS test is provided. The best model is the one with the smallest AIC, CVM, AD and KS values and the biggest $p$-value for the KS test. The calculations are performed by using the package maxLik proposed by the R software.

5.1. Data Sets I and II (Exponential Tail)

Let us now present our two first data sets of interest, both coming from real-life phenomena.

Data set I. The first data set, called Data set I, is obtained from [40] and comes from a reliability analysis. The data are also available at the following electronic address: https://chesneau.users.lmno.cnrs.fr/DatasetI.txt

Data set II. The second data set, called Data set II, contains 72 measurements of excedances of the Wheaton river in Canada, between 1958 to 1984. These data were also considered by [41], among others. The data are also available at the following electronic address: https://chesneau.users.lmno.cnrs.fr/DatasetII.txt The basics statistics of these data sets are given in Table 7, with support of the corresponding boxplots in Figure 4.

Table 7. First statistical approaches of Data sets I and II.

| Data Set | Number | Mean  | Median | Standard Deviation | Skewness | Kurtosis |
|----------|--------|-------|--------|--------------------|----------|----------|
| I        | 126    | 1.73  | 0.7    | 2.65               | 2.65     | 7.22     |
| II       | 72     | 12.2  | 9.5    | 12.3               | 1.44     | 2.73     |

Figure 4. Box plots for Data sets I and II, respectively.
The main observable differences between the two data sets are in the central and dispersion parameters and also, in their right skewed nature: Data set I is highly right skewed whereas Data set II is moderately right skewed. We refine our descriptive analysis by showing the corresponding total time on test (TTT) plots in Figure 5 as introduced by [42].

These TTT plots reveal that Data set I has a concave TTT line, corresponding to a possible subjacent increasing hrf, whereas Data set II has concave-convex TTT line, corresponding to a possible subjacent bathtub-shaped hrf. These two cases are covered by the TOFrE model, motivating its use to analyze such data.

The MLEs of the model’s parameters along with their standard errors (SEs) are collected in Tables 8 and 9 for Data sets I and II, respectively.

Table 8. Maximum likelihood estimates (MLEs) and standard errors (SEs) of the models for Data set I.

| Model     | Estimates (MLEs along with Their SEs) |
|-----------|--------------------------------------|
| TOFrE     | 0.7317 0.8173 0.3432                  |
| ($\lambda, \beta, \theta$) | (0.2810) (0.2433) (0.0235) |
| TLE       | 0.5269 0.0281 0.5375                  |
| ($\beta, \theta, \lambda$) | (0.0817) (0.0093) (0.1788) |
| Fr        | 0.2538 0.5509                        |
| ($\alpha, \theta$) | (0.0436) (0.0343) |
| E         | 0.5794                               |
| ($\theta$) | (0.0516)                             |

Table 9. MLEs and SEs of the models for Data set II.

| Model     | Estimates (MLEs along with Their SEs) |
|-----------|--------------------------------------|
| TOFrE     | −0.2624 0.2026 0.4131                |
| ($\lambda, \beta, \theta$) | (0.2869) (0.0427) (0.0490) |
| NGLE      | 73.8046 0.0580 0.0953 3.4822         |
| ($\alpha, \beta, \theta, \gamma$) | (7.1652) (0.0153) (0.0557) (2.1030) |
| Fr        | 2.8798 0.6520                        |
| ($\alpha, \theta$) | (0.5533) (0.0538) |
| E         | 0.0819                               |
| ($\theta$) | (0.0096)                             |

Tables 10 and 11 present the values of the criteria of fitness of the models for Data sets I and II, respectively.
Table 10. Numerical measures of fitness of the models for Data set I.

| Model | AIC   | CVM | AD   | KS   | KS $p$-Value |
|-------|-------|-----|------|------|--------------|
| TOFrE| 362.5496 | 0.1244 | 0.8897 | 0.0671 | 0.6215       |
| TLE  | 373.8305 | 0.0669 | 0.4589 | 0.1070 | 0.1111       |
| FR   | 401.8195 | 0.6067 | 4.1487 | 0.1236 | 0.0425       |
| E    | 391.5131 | 0.1767 | 1.1156 | 0.1948 | 0.00014      |

Table 11. Numerical measures of fitness of the models for Data set II.

| Model | AIC   | CVM | AD   | KS   | KS $p$-Value |
|-------|-------|-----|------|------|--------------|
| TOFrE| 503.6547 | 0.0747 | 0.4277 | 0.0779 | 0.7739       |
| NGLE | 508.9127 | 0.1178 | 0.6623 | 0.0902 | 0.6008       |
| FR   | 538.0378 | 0.4426 | 2.5965 | 0.1531 | 0.0682       |
| E    | 506.2559 | 0.1305 | 0.7523 | 0.1422 | 0.1087       |

From Table 10, we see that the TOFrE and TLE models are the best for Data set I. In particular, the TOFrE model possesses the lowest AIC and KS values, and has the biggest $p$-value for the KS test; it is the best under these two criteria. From Table 11, the TOFrE model is the best for Data set II; it possesses the lowest AIC, CVM, AD and KS values and has the biggest $p$-value for the KS test.

Now, we display the plots of the estimated pdfs and cdfs for Data sets I and II in Figures 6 and 7, respectively. Visually, in comparison to the competitor models, the blue curves of the estimated fits of the TOFrE model are more close to the empirical pdfs and cdfs.

Figure 6. Plots of all the estimated pdfs and cdfs for Data set I.

Figure 7. Plots of all the estimated pdfs and cdfs for Data set II.
We complete this part by determining the confidence intervals of the TOFrE model parameters in Table 12, as described in Section 4.

Table 12. Asymptotic two-sided confidence intervals of the TOFrE model parameters at level 90% and 95% for Data sets I and II, respectively.

| Confidence Intervals | λ   | β       | θ       |
|----------------------|-----|---------|---------|
| 90%                  | [0.2694, 1] | [0.4170, 1.2175] | [0.3045, 0.3818] |
| 95%                  | [0.1809, 1] | [0.3404, 1.2941] | [0.2974, 0.3892] |

Confidence intervals

| λ       | β       | θ       |
|---------|---------|---------|
| 90%     | [−0.7343, 0.2095] | [0.1323, 0.2728] | [0.3324, 0.4937] |
| 95%     | [−0.8247, 0.2999] | [0.1189, 0.2862] | [0.3170, 0.5091] |

5.2. Data Set III (Heavy Tail)

We now consider a data set of different nature from insurance losses, called Data set III. It represents the vehicle insurance losses as considered in [43]. It is fully available at the electronic address: https://chesneau.users.lmno.cnrs.fr/DatasetIII.csv

We may refer to [43] for all the necessary descriptive statistics. Thus, we aim to apply our statistical methodology to this new data set. As in [43], we also introduced the two following criteria: consistent Akaike information criterion (CAIC), and Hannan–Quinn information criterion (HQIC), which have the same interpretation to the AIC. The MLEs of the considered models are provided in Table 13.

Table 13. MLEs and SEs of the models for Data set III.

| Model | Estimates (MLEs along with Their SEs) |
|-------|--------------------------------------|
| TOFrE | 0.5223 0.1163 1.0867                |
| (λ, β, θ) | (0.0342) (0.0016) (0.0122)               |
| TLE   | 0.0312 0.0075 0.7629                  |
| (β, θ, λ) | (0.0014) (0.00027) (0.0143)             |
| Fr    | 4.6277 1.8279                         |
| (α, θ) | (0.0279) (0.0148)                     |
| E     | 0.1249                               |
| (θ)   | (0.0013)                             |

Table 14 indicates the values of the considered criteria of fitness of the models for Data set III.

Table 14. Numerical measures of fitness of the models for Data set III.

| Model | AIC  | BIC  | CAIC | HQIC | CVM  | AD   |
|-------|------|------|------|------|------|------|
| TOFrE | 51.239.82 | 51.261.18 | 51.239.82 | 51.247.08 | 3.2396 | 31.2062 |
| TLE   | 55.344.72 | 55.366.08 | 55.344.72 | 55.351.98 | 49.78455 | 303.2997 |
| FR    | 53.189.52 | 53.192.11 | 53.190.52 | 53.199.52 | 7.4961 | 53.22005 |
| E     | 56.263.67 | 56.270.79 | 56.263.67 | 56.266.09 | 26.89552 | 176.5199 |

The numerical results in Table 14 show that the TOFrE model provides a better fit to the considered competitors. In addition, for the same data, it is better to the new heavy tailed Weibull (NHTW) model developed by [43], having the following values for the considered criteria: AIC = 67, 278.87, BIC = 67, 300.22, CAIC = 67, 281.04 and HQIC = 67, 286.13 (see [43] (Table 6)), which reveals to be better to other heavy tailed models, such as the Weibull, Kumaraswamy Weibull, Lomax, Marshall–Olkin Weibull and Burr-XII models.

The estimated pdfs and cdfs of the models for Data set III are sketched in Figure 8.
In the light of this study, thanks to all its numerous qualities, we hope that the TOFr-G family will seduce the practitioner for wider applications in applied sciences. As perspectives, the multivariate extensions of the TOFr-G family can be of interest for the construction of various regression models as well as clustering methods, allowing new possibilities for the analysis of big data.

6. Conclusions

In this paper, on the basis of the well-established transmuted-G and odd Fréchet-G families of distributions, we introduce a new family of distribution, called the transmuted odd Fréchet-G (TOFr-G) family. It contains a myriad of new flexible distributions, which can be turned as models to analyze a wide variety of data sets. We treat the theoretical and practical features of the TOFr-G family, with a focus on its member defined with the exponential distribution as baseline. We estimate the model parameters by the maximum likelihood method, showing that it gives convincing results via a simulation study. Then, three practical data sets are analyzed favorably by the proposed model. Among the possible applications, an interesting direction is to study heavy tailed distributions from the TOFr-G family and investigate results related to insurance, as performed in [44,45].
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