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ABSTRACT

This paper uses deformed coherent states, based on a deformed Weyl-Heisenberg algebra that unifies the well-known $SU(2)$, Weyl-Heisenberg, and $SU(1, 1)$ groups, through a common parameter $\alpha$. We show that deformed coherent states provide the theoretical foundation of a meta-kernel function, that is a kernel which in turn defines kernel functions. Kernel functions drive developments in the field of machine learning and the meta-kernel function presented in this paper opens new theoretical avenues for the definition and exploration of kernel functions. The meta-kernel function applies associated revolution surfaces as feature spaces identified with non-linear coherent states. An empirical investigation compares the $\alpha - SU(2)$ and $\alpha - SU(1, 1)$ kernels derived from the meta-kernel which shows performance similar to the Radial Basis kernel, and offers new insights (based on the deformed Weyl-Heisenberg algebra).

1 Introduction

Support Vector Machines (SVMs) are one of the most widely used algorithms for classification problems. Originally proposed in the works of Boser et al [1] and Cortes and Vapnik [2], they can be defined as learning machines which construct an $n$-dimensional decision boundary surface (also called a hyperplane) that optimally separates data into positive and negative classes by maximizing the margin of separation between them.

Contrary to artificial neural networks, which provide a local minimum solution to the optimization problem, SVMs provide a unique globally optimal solution for the margin separation problem, which is addressed through the application of a kernel-based learning method. In this context, a kernel is understood as a similarity function that is applied to each data point to map the original non-linear observations into a higher dimensional space where the observations may become linearly separable. A wide range of different kernels have been proposed in the literature, targeting specific classification problems [3]. The Gaussian kernel (also referred to as the Radial Basis Function kernel (RBF)), is probably the most widely used kernel demonstrating ‘state of the art’ performance in a variety of classification problems [4].

More recently, new mappings between non-linear separable observations and higher dimensional feature spaces have been proposed with the purpose of extending the capabilities of SVMs towards theoretically feasible quantum-inspired
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machine learning algorithms [5, 6, 7, 8, 9, 10, 11, 12, 13]. For instance, under a quantum theoretical perspective, by mapping data into coherent states which are a superposition of eigen-functions of a quantum harmonic oscillator with minimum Heisenberg uncertainty, the RBF kernel can be understood as the inner product of two coherent states [14]. The coherent state of this harmonic oscillator comprises the following properties: (i) It is obtained by the displacement operators on the ground state; (ii) It is an eigenfunction of the annihilation operator; (iii) It satisfies the minimum uncertainty relation, i.e., \( \Delta(x) = \Delta(p) = \sigma/\sqrt{2} \), in which \( \Delta(x) \) and \( \Delta(p) \) are respectively the variance of the position and momentum of the harmonic oscillator; (iv) It is over-complete.

The over-completeness property implies an arbitrary function can be expressible as a linear combination of kernel functions in a "reproducing Hilbert space" [15]. Any of the first three above-mentioned properties lead to a definition of generalized coherent states, although property (iv) is necessary for the definition of coherent states. For example, while a Gazeau-Klauder coherent state is defined by property (ii) and fulfills property (iii), displacement-type coherent states are obtained by displacement operators on reference states [16]. Recently, Schuld and Killoran proposed to map data from the original space to a feature space by using squeezed coherent states [5]. Squeezed states are coherent states that saturate the Heisenberg uncertainty principle in such a way that the variance of position and momentum depend on a so-called squeezed parameter. Therefore, the reduced uncertainty is one of its quadrature components, while increased uncertainty is the latter, i.e., \( \Delta(x) = \exp(\xi)/\sqrt{2} \) and \( \Delta(p) = \exp(-\xi)/\sqrt{2} \). where \( \xi \) is the squeezing parameter. The squeezing parameter controls uncertainty via a quadrature component, while the third property of coherent states are preserved.

Given the large number of kernel functions currently being proposed in the literature, the question naturally arises as to which kernel function to apply. In SVM-based classification problems, the appropriate choice of a kernel is fundamental, however, the current 'trial-and-error' nature of selecting the best kernel poses significant challenges, especially when one considers kernels that can support both classical and quantum-inspired machine learning algorithms, which renders the kernel choice problem an open research question [17].

To address this problem (and taking as basis the work of Schuld and Killoran on squeezed coherent states [5]), we propose a generalised meta-kernel from which the RBF kernel (and other kernels) can be derived by using a deformed Weyl-Heisenberg (dW-H) algebra, dependent on a parameter \( \alpha \in \mathbb{R} \). By applying the associated displacement operator on the reference state, the non-linear coherent state is generated by considering the specific value of the parameter, i.e. \( \alpha = 2 \), \( \alpha = 0 \), and \( \alpha = -2 \). \( SU(2) \), W-H, and \( SU(1,1) \)-coherent state are respectively recovered [18, 19, 20]. The choice of \( \alpha \) allows a specific kernel function to be defined. Therefore, the theory of coherent states can be seen as providing a meta-kernel from which kernel functions can be derived. To the best of our knowledge, no such theory of meta-kernels presently exists.

By means of a feature mapping, data is mapped into the feature space, represented by the deformed coherent space. Schematically, this is illustrated in Figure 1. Geometrically, the feature space constructed by the dW-H coherent state is a surface of revolution with constant curvature, i.e., the surfaces associated with \( \alpha = SU(2) \) and \( \alpha = SU(1,1) \) are respectively a positive compact surface, and negative surface, while \( \alpha = 0 \) produces a flat surface. Therefore, a kernel function defined in any one of the configurations is an inner product of two elements on the related surface. Through this process, our dW-H algebra acts like a meta-theory from which a new class of two parameter non-linear kernel functions can be derived.

The paper will proceed as follows. In Section 2, we provide a brief introduction to dW-H coherent states which are then expressed in kernel functions. We also describe the geometric properties of the feature spaces in which these kernel functions are defined. In Section 3 a test design is formulated for an illustrative evaluation of the introduced kernel functions, from the standpoint of enrichment of Gaussian strategies in SVM classification. Accompanying empirical results are presented, along with visualisations that aid descriptions of relevant observations. Section 4 discusses the benefits of the algebra within SVM classification based on the results of the empirical evaluation.

2 Deriving kernel functions from deformed Coherent States

A supervised machine learning (ML) classification problem can be formalised in the following way. Given a set of \( N \) training examples \( \{(x_1, y_1), (x_2, y_2), \ldots, (x_N, y_N)\} \), where \( x_i \) corresponds to the \( i^{th} \) training example, each training example is represented by a set of input features, and \( y_i \) corresponds to the 'ground truth' label of the training example \( x_i \), the objective of ML is to learn a model, \( h(x) \), that represents the training set. Ideally, the outcome is to generate the model that is most capable of correctly predicting the class labels of unseen instances.

One way of predicting unseen examples is through the application of a similarity function, a kernel, between the unseen input instance \( x' \) and each of the training inputs, \( x_i \), learned during the training phase.
Kernel methods, $K(x, x')$, use the inner product between any two inputs $x, x' \in X$, as distance measures in order to construct models that capture the properties of a data distribution. These distance measures can be defined in a feature space $X$, depending on whether the data is linear, or non-linearly separable.

The left side of Figure 1 schematically represents this process. One can define a complex Hilbert space as the feature space, where a feature mapping $\phi : X \rightarrow F$, in which $F$ is a complex Hilbert state, $\phi : x \rightarrow |\phi(x)\rangle$, implies a kernel function can be defined as $K(x, x') = \langle \phi(x), \phi(x') \rangle$. By operating a dW-H algebra on the reference state, the feature space is constructed with deformed coherent states. These coherent states depend on the attributed sign of the parameter $\alpha$, meaning 'positivity' or 'negativity' defines an $\alpha - SU(2)$ coherent state or $\alpha - SU(1, 1)$ coherent state respectively; while $\alpha = 0$ stands for a harmonic oscillator coherent state (see Figure 1). For the sake of simplicity, we define dW-H coherent states for positive and negative values, separately. The first is titled the $\alpha - SU(2)$ coherent state, defined as follows:

$$
|x; z, \alpha\rangle = \left[1 + \tan^2\left(z\sqrt{\frac{\alpha}{2}}\right)\right]^{-k} \sum_{m=0}^{2k} (-1)^m e^{-imx} \times \tan^m\left(z\sqrt{\frac{\alpha}{2}}\right) \sqrt{\frac{(2k)!}{m!(2k-m)!}} |k, m\rangle, \quad (1)
$$

in which $\alpha \geq 0$, and $k \in N$. The second is named the $\alpha - SU(1, 1)$ coherent state:

$$
|x; z, \alpha\rangle = \left[1 - \tanh^2\left(z\sqrt{|\alpha|/2}\right)\right]^{k} \sum_{m=0}^{\infty} (-1)^m e^{-imx} \times \tanh^m\left(z\sqrt{|\alpha|/2}\right) \sqrt{\frac{\Gamma[2k+m]}{m!\Gamma[2k]}} |k, k+m\rangle, \quad (2)
$$

where $\alpha \leq 0$, and $k \in N$. Note that in the case of $\alpha = \pm 2$, coherent states (1) and (2), respectively reduce $SU(2)$ and $SU(1, 1)$ coherent states. It was also shown that if $\alpha$ approaches zero, both coherent states (1) and (2) reduce to the harmonic oscillator coherent states [18], i.e.,

$$
|z\rangle = e^{-|z|^2} \sum_{m=0}^{\infty} \frac{z^m}{\sqrt{m!}} |m\rangle. \quad (3)
$$
Hence, by considering a multi-dimensional input set in a data set of vectors \( \mathbf{x} = (x_1, \cdots, x_N)^T \in \mathbb{R}^N \), one can define the joint state of \( N \) deformed coherent states,

\[
\phi : (x_1, \cdots, x_N) \rightarrow |x_1, z, \alpha \rangle \otimes |x_2, z, \alpha \rangle \otimes \cdots \otimes |x_N, z, \alpha \rangle.
\]

Therefore, the kernel is defined as the following:

\[
K(\mathbf{x}, \mathbf{x}') = \prod_{i=1}^{N} \langle x_i; z, \alpha | x'_i; z, \alpha \rangle.
\]

In the case of \( \alpha - SU(2) \) feature space, the kernel is obtained as follows:

\[
\alpha - SU(2) \text{ Kernel Function}
\]

\[
K(\mathbf{x}, \mathbf{x}') = \prod_{i=1}^{N} \left[ \frac{1 + \tan^2 \left( z \sqrt{\frac{\langle \alpha \rangle}{2}} \right) e^{i(x_i-x'_i)}}{1 + \tan^2 \left( z \sqrt{\frac{\langle \alpha \rangle}{2}} \right)} \right]^{2k},
\]

(6)

Moreover, in the case of \( \alpha - SU(1, 1) \) feature space, the kernel is given as follows:

\[
\alpha - SU(1, 1) \text{ Kernel Function}
\]

\[
K(\mathbf{x}, \mathbf{x}') = \prod_{i=1}^{N} \left[ \frac{1 - \tanh^2 \left( z \sqrt{\frac{\langle \alpha \rangle}{2}} \right) e^{i(x_i-x'_i)}}{1 - \tanh^2 \left( z \sqrt{\frac{\langle \alpha \rangle}{2}} \right)} \right]^{2k},
\]

(7)

For understanding the role of \( \alpha \) and \( k \), we study the geometrical properties of the above-mentioned feature spaces. We can define the line element of the feature space, by using the Fubini–Study metric [21], that is,

\[
ds^2 = \|d(x; z, \alpha)\|^2 - |\langle x; z, \alpha | d(x; z, \alpha) \rangle|^2.
\]

(8)

By using the above definition, the metric of \( \alpha - SU(2) \) feature space is obtained by

\[
ds^2 = k|\alpha|dz^2 + \frac{k}{2} \sinh^2 \left( z \sqrt{2|\alpha|} \right) dx^2,
\]

(9)

which describes a positive constant curvature with the scalar Ricci \( R = 4/k \). This is in fact a surface of revolution conforming with a sphere [22]. By using the same method, the metric of the \( \alpha - SU(1, 1) \) feature space is given by

\[
ds^2 = k|\alpha|dz^2 + \frac{k}{2} \sinh^2 \left( z \sqrt{2|\alpha|} \right) dx^2.
\]

(10)

which describes a negative constant curvature with the scalar Ricci \( R = -4/k \), conformal with pseudo-spheres [22]. Figure 2 shows topological categories of feature spaces associated with \( \alpha - SU(2) \) and \( \alpha - SU(1, 1) \) coherent states. As seen above, two differing categories of the deformed coherent states are defined with different topologies: one (\( \alpha - SU(2) \)) is constructed on a truncated Hilbert space, forming a compact constant curvature feature space, conforming with a sphere. The other (\( \alpha - SU(1, 1) \)) is built on an infinite Hilbert space that leads to a feature space conforming with a pseudo-sphere, with negative constant curvature.

In the next section, we present an illustrate the empirical effectiveness of the meta-theoretically derived kernel functions in different experimental settings.

## 3 Empirical evaluation of the kernel functions

In order to assess the effectiveness of the proposed kernel functions, we conducted a series of experiments using different well known synthetic datasets of the literature, namely 1) Python's scikit-learn library: the circles, moons, and
2) the iris dataset. The circles and the moons dataset involves binary features in a binary classification problem. The iris dataset is a multiclass classification task with three classes and four features.

Since the goal of SVMs is to find the maximum-margin hyperplane, a set of parameters are needed to control the error between these margins (Figure 3 shows this optimization in the high-dimensional feature space). For the RBF kernel, two parameters play a major role in this optimization process:

- **Hyperparameter $C$:** is a regularization parameter that controls the trade-off between the decision boundary and mis-classification term. It basically controls how much mis-classifications are tolerable during the optimization problem.
- **$\gamma$,** which controls the non-linearity of the decision boundary. It defines how far influences the calculation of plausible line of separation. A low $\gamma$ takes into consideration far away points to influence the decision boundary; a high $\gamma$ considers only points that are close to the decision boundary.

When considering the proposed meta-kernel, we have a set of new parameters that extend the current RBF kernel with a set of new non-linear functions that are based on the dW-H algebra. These extra parameters also enable the construction of a feature space over a surface of revolution with constant curvature. Theoretically, this could lead to significant improvements when the dataset is distributed along revolution surfaces. The parameters for both $SU(1, 1)$ and $SU(2)$ kernels are the following:

- **Parameter $k$:** is related to the curvature of the feature surface and controls the non-linearity of the decision boundary in such way that high values of the parameter consider points that are near to the decision boundary whilst low values cause points further away to influence the decision boundary. Figures 4 and 5 illustrate the rule of the parameter $k$.
- **By considering a fixed curvature, i.e., $k = \text{const.}$, the product of parameters $z$ and $\sqrt{\alpha}$, as an extra parameter $z\sqrt{\alpha}$, controls the decision boundary as well.** Figure 4 and 5 indicates a schematic behaviour of parameters $\alpha$ and $k$, for $\alpha = SU(1, 1)$ and $\alpha = SU(2)$ respectively.
Figure 4: Shape of the kernel function obtained by $\alpha - SU(1, 1)$-coherent state for different strength hyperparameters $\alpha$ and $k$, while $z = 1$. The input $x$ is fixed at $(0, 0)$ and $x'$ is varied.

Figure 5: Shape of the kernel function obtained by $\alpha - SU(2)$-coherent state for different strength hyperparameters $\alpha$ and $k$, while $z = 1$. The input $x$ is fixed at $(0, 0)$ and $x'$ is varied.

Figure illustrates different decision boundaries that can be computed using the different kernels. One can see the different non-linearity properties of the $\alpha - SU(2)$ and $\alpha - SU(1, 1)$ kernels compared to the standard RBF kernel.

For evaluation purposes, the parameters that provided the best results in terms of precision were found using a grid search approach (for more details on the evaluation code and experimental setup. For the synthetic datasets, Moons and Circles, 1000 samples were generated, where 70% were used for the training process and 30% were used for the evaluation task. To make the classification task more challenging, we applied noise factors of 0.3 and 0.1 to these datasets, respectively. Learning curves were analysed to ensure unbiased results and no overfitting. Table 7 summarises the results.

The proposed meta-kernels $\alpha$-SU(1,1) and $\alpha$-SU(2) exhibit state of the art performance when compared with the RBF kernel. These kernels provide a significant advantage for data points distributed over curved surfaces. Given that it is hard to find benchmark datasets with those characteristics, the results presented in Table 7 suggest an cautiously encouraging first step.

4 Discussion

In SVM-based classification problems, the appropriate choice of a kernel is fundamental to achieve high classification performance. However, the current ‘trial-and-error’ nature of selecting the best kernel poses significant challenges, especially when one considers kernels that can support both classical and quantum-inspired machine learning algorithms [17]. In this section, a visual analysis is provided of how different kernels are derived from the $\alpha$ and $k$ parameters of both $\alpha - SU(1, 1)$ and $\alpha - SU(2)$ kernels in order to promote a clear discrimination between kernel functions.

The $\alpha$ parameter controls allows a specific kernel function is derived from deformed Weyl-Heisenberg (dW-H) algebra. A value of $\alpha = 0$ is a flat surface. When $\alpha$ is small, it contributes to an almost flat surface, when maintaining $k$ low. On the other hand, when $\alpha$ is high, it contributes to squeeze the function towards its center. Figure 4 shows the impact of parameter $\alpha$ in in the $\alpha - SU(1, 1)$ kernel. Regarding the $\alpha - SU(2)$ kernels, the parameter $\alpha$ generates a kernel that maps the non-linear observations into a higher dimensional space that ‘folds’ the data in the feature space. A high value in $\alpha$ and $k$ squeeze these folds towards the center of the distribution of the geodesic distances between the data points as visualized in Figure 5.

In terms of the empirical evaluation of the kernels, Table 7 indicates the the best results were obtained with low values of $\alpha = 0.1, 1.0 \leq k \leq 2.0$, with the $z$ parameters in the range: $0.2 \leq z \leq 4.6$.  
Figure 6: Decision boundaries computed using different kernels for the synthetic datasets *Moons* and *Circles*.

| Dataset | Kernel | Precision | C  | $\gamma$ | $\alpha$ | k  | z  |
|---------|--------|-----------|----|----------|----------|----|----|
| Iris    | RBF    | 1.0       | 1.0| 0.170    | -        | -  | -  |
|         | SU(1,1)| 1.0       | 1.0| -        | 0.1      | 1.0| 1.6|
|         | SU(2)  | 1.0       | 1.0| -        | 0.1      | 1.0| 1.8|
| Moons   | RBF    | 0.93      | 1.0| 0.53     | -        | -  | -  |
|         | SU(1,1)| 0.93      | 1.0| -        | 0.1      | 1.0| 2.6|
|         | SU(2)  | 0.93      | 1.0| -        | 0.1      | 1.0| 3.2|
| Circles | RBF    | 0.86      | 1.0| 0.35     | -        | -  | -  |
|         | SU(1,1)| 0.86      | 1.0| -        | 0.1      | 2.0| 2.1|
|         | SU(2)  | 0.87      | 1.0| -        | 0.1      | 2.0| 3.9|

Figure 7: Results obtained using the proposed kernels $\alpha$-$SU(1,1)$ and $\alpha$-$SU(2)$ for different datasets. Note that for the Moons and Circles synthetic dataset, we generated 1000 samples of which 70\% were used for training and the remaining 30\% for test. These datasets were generated using a noise factor of 0.3 and 0.1, respectively.

5 Conclusion

In this paper, by using the theory of non-linear coherent states, we put forward a meta-kernel approach for deriving kernel functions for use in ML. More specifically, data is mapped into a feature space which is defined as a deformed coherent state as defined by a deformed Weyl-Heisenberg algebra. This algebra unifies the well-known $SU(2)$, Weyl-Heisenberg, and $SU(1,1)$ groups, through a common parameter $\alpha$. In addition, by studying tgeometrical properties of feature space constructed on the dW-H coherent state, we showed that the meta-kernel function applies associated surfaces of revolution as feature spaces identified with non-linear coherent states. An empirical investigation compares the $\alpha$-$SU(2)$ and $\alpha$-$SU(1,1)$ kernels derived from the meta-kernel which shows performance similar to the Radial Basis kernel.
Kernel functions drive developments in the field of machine learning and the meta-kernel function presented in this paper opens new theoretical avenues for the definition and exploration of kernel functions.
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A Geometrical Properties of Feature surfaces

The Christoffel symbols of the second kind according to definition are given by

\[ \Gamma^k_{ij} = \frac{1}{2} g^{kl} \left[ \partial_i g_{jl} + \partial_j g_{il} - \partial_l g_{ij} \right] \] (11)

in which \( g_{ij} \) is the \((i, j)\)th component of the metric, \( g^{ij} = g^{-1}_{ij} \) and \( \partial_i \) is an abbreviation of \( \frac{\partial}{\partial x^i} \). Also, according to standard notation, the Einstein summation convention is applied, i.e., summation over a set of indexed terms in a formula, e.g., \( g^{ij} g_{jk} = g^{i1} g_{1k} + g^{i2} g_{2k} \). By using the metric (9), non-zero components of the Christoffel symbols of the second kind are respectively given by:

\[ \Gamma^x_{xz} = \sqrt{2\alpha} \cot \left( \sqrt{2\alpha} z \right) \]
\[ \Gamma^z_{xx} = -\frac{1}{2\sqrt{2\alpha}} \sinh \left( 2\sqrt{2\alpha} z \right) \] (12)

Also, according to definition, the Ricci tensor is given by

\[ R_{ij} = \partial_k \Gamma^k_{ij} - \partial_i \Gamma^k_{kj} + \Gamma^l_{ij} \Gamma^k_{kl} - \Gamma^l_{ik} \Gamma^k_{lj}. \] (13)

Hence, the non-zero Ricci tensors are given by:

\[ R_{xx} = \sin^2 \left( \sqrt{2\alpha} z \right), \quad R_{zz} = 2\alpha. \] (14)

The Ricci scalar, which gives the curvature, is obtained by

\[ R = \frac{4}{k} \] (15)

In the case of metric (10), non-zero components are given by

\[ \Gamma^x_{xz} = \sqrt{2\alpha} \coth \left( \sqrt{2\alpha} z \right) \]
\[ \Gamma^z_{xx} = -\frac{1}{2\sqrt{2\alpha}} \sinh \left( 2\sqrt{2\alpha} z \right) \] (16)

and the Ricci tensor are given by

\[ R_{xx} = \sinh^2 \left( z\sqrt{2\alpha} \right), \quad R_{zz} = -2\alpha \] (17)

The Ricci scalar, which gives the curvature, is obtained by

\[ R = -\frac{4}{k} \] (18)
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