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Abstract

Accurately predicting the 3D shape of any arbitrary object in any pose from a single image is a key goal of computer vision research. This is challenging as it requires a model to learn a representation that can infer both the visible and occluded portions of any object using a limited training set. A training set that covers all possible object shapes is inherently infeasible. Such learning-based approaches are inherently vulnerable to overfitting, and successfully implementing them is a function of both the architecture design and the training approach. We present an extensive investigation of factors specific to architecture design, training, experiment design, and evaluation that influence reconstruction performance and measurement. We show that our proposed SDFNet achieves state-of-the-art performance on seen and unseen shapes relative to existing methods GenRe and OccNet. We provide the first large-scale evaluation of single image shape reconstruction to unseen objects. The source code, data and trained models can be found on https://github.com/rehg-lab/3DShapeGen.

1. Introduction

The introduction of the large scale 3D model datasets ShapeNet and ModelNet sparked substantial activity in the development of deep models that can reconstruct the 3D shape of an object from a single RGB image (see Fig. 1 for examples). Surprisingly, despite the tremendous progress, basic questions remain unanswered regarding the ability of deep models to generalize to novel classes of 3D shapes and the impact of coordinate system and shape representation choices on generalization performance.

The goal of this paper is to provide a comprehensive investigation of the factors that determine generalization performance. We posit that generalization in 3D shape reconstruction requires models to produce accurate 3D shape outputs for unseen classes of objects, under all poses, and over variations in scene lighting, surface reflectance, and choice of background. In the context of classical work on 3D reconstruction in areas such as SFM, these criteria may seem reasonable, but we are the first to apply such strong criteria for generalization to single image 3D shape reconstruction. Our investigation addresses the following four key questions:

1. How does the choice of 3D coordinate system affect generalization?
2. What is the impact of an intermediate depth and normals representation on reconstruction performance?
3. How should object models be rendered in order to test performance effectively?
4. How well do state-of-the-art methods perform in large-scale generalization tests on unseen object categories?

In order to address these questions, it is necessary to choose a representation for 3D shape and a reconstruction architecture. Substantial prior work has identified signed distance fields (SDF) as a superior representation in comparison to surface meshes and discrete and continuous occupancies. Continuous SDF representations are efficient and effective in capturing detailed shape features since the SDF encodes the distance to the mesh surface in addition to occupancy. In order to leverage these

In comparison to grid representations, SDF require less memory and do not require computationally expensive resampling for geometric transformations.
advantages, we introduce a novel reconstruction architecture, SDFNet, which achieves substantial improvements in reconstruction accuracy relative to previous state-of-the-art methods employing both discrete [56] and continuous [30] shape representations. We are the first to incorporate an explicit depth and normal maps (2.5D) estimation module with an implicit continuous shape representation, which makes it feasible to study the above questions more effectively. By releasing our SDFNet implementation and evaluation software, we hope to encourage and facilitate continued investigations into large-scale generalization.

The first issue we investigate is the choice of coordinate representation for training. Prior work has shown that using viewer-centered (VC) representations results in improved reconstruction of unseen classes in comparison to an object-centered (OC) approach [44, 56, 37, 4], by discouraging the model from learning to simply retrieve memorized 3D shapes in a canonical pose. We extend this approach by demonstrating that sampling the camera tilt, a dimension of variation that was missing in prior works, along with pitch and yaw, has a surprisingly large impact on performance.

The second question addresses the utility of incorporating an explicit 2.5D image representation as an intermediate representation between the RGB image input and the learned latent shape feature vector (used for SDF prediction). An intermediate 2.5D representation forces the model to learn how to encode the visible object shape in the form of depth and normal images. Explicitly encoding the visible object shape is valuable, but is not guaranteed when directly training a CNN-based shape encoding from RGB images. 2.5D representations were explored in the Multi-View [37] and GenRe [56] architectures as a means to facilitate good generalization performance. Our work provides a more extensive assessment of the impact of 2.5D (Sec. 4.3).

The third issue we investigate is the impact of photorealistic object rendering on reconstruction performance. Prior works primarily use Lambertian shading and white backgrounds. We demonstrate, unsurprisingly, that models trained on Lambertian images do not generalize well (Sec. 4.6) to images containing complex light sources, surface reflectance, and variations in the background scene (illustrated in Fig 4). More importantly, we incorporate complex rendering into the training and testing data for all of our experiments, allowing us to validate the effectiveness of SDFNet in generalizing across complex rendering effects. By releasing our rendering framework as part of our project software, we hope to enable the research community to incorporate an additional dimension of generalization.

The fourth issue is the impact of large scale evaluation on unseen categories. Zhang et al. [56] proposed testing on unseen ShapeNet categories as an effective test of generalization, presenting results using 3 training and 10 testing classes. We extend this approach significantly by presenting

| Method      | 2.5D Estimator | Continuous Representation | 3-DOF Viewer-Centered |
|-------------|----------------|---------------------------|----------------------|
| GenRe [56]  | ✓              | ✓                         | ✓                    |
| Multi-View [37] | ✓            | ✓                         | ✓                    |
| GSIR [45]   | ✓              | ✓                         | ✓                    |
| OccNet [50] | ×              | ✓                         | ✓                    |
| DISN [54]   | ×              | ✓                         | ×                    |
| 3D43D [4]   | ×              | ✓                         | ×                    |
| SDFNet      | ✓              | ✓                         | ✓                    |

Table 1: Our proposed SDFNet architecture has a unique set of characteristics compared to prior single-view 3D reconstruction methods.

This work is organized as follows: Sec. 2 presents our work in the context of prior methods for shape reconstruction. Sec. 3 provides a description of our approach and introduces the SDFNet architecture. It also addresses the consistent evaluation of metrics for surface-based object representations. Sec. 4 presents our experimental findings. It includes a discussion of consistent practices for rendering images and a training/testing split for ShapeNetCore.v2 which supports the large-scale evaluation of generalization to unseen object categories.

2. Related Work

There are two sets of related works on single image 3D reconstruction which are the closest to our approach. The first set of methods were the first to employ continuous implicit surface representations [30, 53]. Mescheder et al. [40] utilized continuous occupancy functions, while Xu et al. [53] shares our use of signed distance functions (SDFs). We differ from these works in our use of depth and normal (2.5D sketch) intermediate representations, along with other differences discussed below. The second set of related works pioneered the use of unseen shape categories as a means to investigate the generalization properties of
shape reconstruction [56, 37, 45, 4]. In contrast to SDFNet, these methods train and test on a small subset of ShapeNet-Core.v2 classes, and other than [4] they utilize discrete object shape representations. We share with [56, 37, 45, 4] the use of depth and normal intermediate representations. Bautista et al. [4] evaluate generalization to unseen categories and use continuous occupancies and emphasize reconstruction from multiple views. Additionally, we differ from all prior works in our choice of object coordinate representation (VC with 3-DOF, Sec. 3), in the scale of our experimental evaluation (using all 55 classes of ShapeNet-Core.v2 to test generalization on seen and unseen classes, Sec. 4.1), and our investigation into the effects of rendering in Sec. 4.6. We provide direct experimental comparison to GenRe [56] and OccNet [30] in Sec. 4.3 and demonstrate the improved performance of SDFNet. GenRe [56], GSIR [45], 3D43D [4] and DISN [53] require known intrinsic camera parameters in order to perform projection. In contrast, SDFNet does not require projection, and only regresses camera translation for estimating absolute depth maps. See Tbl. 1 for a summary of the relationship between these prior works and SDFNet.

Other works also perform 3D shape reconstruction [50, 10, 46, 15, 19, 38, 16, 27, 28] but differ from this work since they perform evaluation on categories seen during training, on small scale datasets, and use different shape representations such as voxels [50, 10], meshes [46, 15, 19, 27], neural radiance fields [31] and continuous implicit representations with 2D supervision [28]. Prior works on seen categories used the 13 largest ShapeNet categories, while [44] uses all of them. We use all 55 ShapeNet categories, but train on 13 and test on 42.

Partly relevant are works on object viewpoint estimation [41], which advocates for synthetic data rendering with high variability for that task, and recent 6DOF pose estimation works [41, 1] which perform evaluation on unseen shape classes. In comparison, our work focuses on 3D shape reconstruction.

2.5D Sketch Estimation. We use the 2.5D sketch estimator module from MarrNet [48] to generate depth and surface normal maps as intermediate representations for 3D shape prediction. We note that there is a substantial body of work on recovering intrinsic images [2, 18, 12, 8, 23, 25, 42] which infers the properties of the visible surfaces of objects, while our focus is additionally on hallucinating the self-occluded surfaces and recovering shape for unseen categories. More recent works use deep learning in estimating depth [12, 8, 23, 25], surface normals [17, 55], joint estimation [33, 34], and other intrinsic images [26, 24, 3].

Generative Shape Modeling. This class of works [32, 9, 21] is similar to SDFNet in the choice of shape representation but primarily focuses on learning latent spaces that enable shape generation. IM-NET [9] contains limited experiments for single view reconstruction, done for one object category at a time, whereas DeepSDF [32] and DeepLS [6] also investigate shape completion from partial point clouds.

3D Shape Completion. This class of works [39, 13, 55, 54, 40, 14, 37] is not directly related to our primary task because we focus on 3D shape reconstruction from single images. Note that in Secs. 4.5 and 4.7 we utilize ground truth single-view 2.5D images as inputs, similar to these prior works.

3. Method

In this section we introduce our SDFNet architecture, illustrated in Fig. 2, for single-view 3D object reconstruction based on signed distance fields (SDF). We describe our architectural choices along with the design of a 3-DOF approach to viewer-centered object representation learning that improves generalization performance. We are the first to train models to learn a 3-DOF representation, using a novel architecture for 3D shape reconstruction (see Tbl. 1). Our approach achieves SOTA performance in single-view 3D shape reconstruction from novel categories.

3.1. SDFNet Architecture

Our deep learning architecture, illustrated in Fig. 2, incorporates three main elements: 1) A 2.5D estimation module that produces depth and normal map estimates from a single RGB input image, followed by 2) a CNN-based object shape feature encoder that produces a shape feature vector from the predicted 2.5D, and 3) a continuous shape estimator that learns to regress an implicit 3D surface representation based on signed distance fields (SDF) from the learned feature encoding of the 2.5D sketch.

The use of depth and normals as intermediate representations is motivated by the observation that such intermediate intrinsic images explicitly capture surface orientation and displacement, key object shape information. As a result, the shape reconstruction module is not required to jointly learn both low-level surface properties and the global attributes of 3D shape within a single architecture. Prior works that study generalization and domain adaptation in 3D reconstruction [56, 48] have also adopted these intermediate representations and have demonstrated their utility in performing depth estimation for novel classes. Note that, following the approach in [55], we use ground truth silhouettes when converting from a normalized depth map to an absolute depth map. Our findings are that models trained with an intermediate 2.5D representation have a slight reconstruction performance improvement in comparison to models trained directly from images, but are more robust to unseen variations in lighting, object surface reflection an backgrounds (for further discussion see Secs. 4.3 and 4.6).

As in [30] we adopt an implicit shape regression module to predict 3D object shape. Unlike [30], our approach re-
3.2. Learning General Implicit 3D Object Shape Representations

A basic question underlies all 3D shape reconstruction approaches: How many rotational degrees of freedom of should the learned shape representation encode? A commonly used approach [10, 43, 15] is to train the model to encode no such degrees of freedom. Such methods, known as learning object centered (OC) representations, are trained to always predict object shape in a pre-defined, canonical pose (generally consistent across an object category), despite variations in the object pose in the input images. Recent works [56, 37, 44] have argued that training shape prediction models in a way that allows for predicting object shape with 2 rotational degrees of freedom, azimuth and elevation, prevents them from performing reconstruction in a recognition regime (i.e. memorizing training shapes in canonical pose), resulting in more effective generalization. These models learn representations known as 2-DOF viewer-centered (2-DOF VC) representations.

2-DOF VC representations have a significant disadvantage: the set of object views remains biased to the canonical pose for each category, hindering the generalization ability of the learned representation to images of novel object categories and objects presented in arbitrary poses. This is a result of the vertical axis of object models in the same category being aligned with the same gravity reference. Our proposed solution is to add camera tilt along with rotation and elevation to the training data, significantly increasing the variability in the training and testing data. We refer to this as 3-DOF VC (see Fig. 4). Our work is also the first to investigate learning viewer centered representations using implicit shape functions. Implicit shape methods are particularly well suited for viewer centered training, since generating rotated ground truth points can be done with a single matrix multiplication, rather than the computationally inefficient rotating and resampling of dense voxel grids. We demonstrate in Sec. 4.5 that the 3-DOF VC approach results in better generalization performance in comparison to both OC and 2-DOF VC object representations.

**SDF Points Sampling Strategy** We generate ground truth SDF values for points densely sampled close to the mesh surface. For details refer to the Supplement.

**Optimization Procedure** We first train the 2.5D estimator using MSE loss between the predicted and ground truth 2.5D representations. In the second stage, we train the CNN feature extractor and SDF estimator by optimizing the $L_1$ loss between the ground truth SDF and the predicted values of the input 3D points. Training is done using the Adam optimizer [20] with $lr = 1e^{-4}$.

4. Experiments

This section presents the results of our large-scale experimental evaluation of SDFNet and related methods. It is organized as follows: Our choice of datasets and train/test splits is outlined in Sec. 4.1 followed by a discussion of metrics for evaluation in Sec. 4.2. Sec. 4.3 reports on the generalization performance of SDFNet, GenRe [56], and OccNet [30]. In Sec. 4.4 we investigate the utility using 2.5D as an intermediate representation. In Sec. 4.5 we investigate the impact of the choice of object coordinate representation on generalization ability, while Sec. 4.6 discusses the impact of the image rendering process. Last, in Sec. 4.7 we analyze cross-dataset generalization for 3D
shape reconstruction. Unless otherwise specified, the images used were rendered with light and reflectance variability, superimposed on random backgrounds from SUN Scenes [52], as described in Sec. 4.6 (the LRBg condition).

For all of the experiments, we train on one random view per object for each epoch. Testing is done on one random view per object in the test set. We find that the standard deviation for all metrics is approximately $10^{-4}$ based on three evaluation runs.

### 4.1. Datasets, Evaluation Split, and Large Scale Generalization

**Datasets** Our experiments use all 55 categories of ShapeNetCore.v2 [7]. Additionally, in Sec. 4.7 we use a subset of 30,000 meshes from ABC [22]. To generate images, depth maps, and surface normals, we implemented a custom data generation pipeline in Blender [5] using the Cycles ray tracing engine. Our pipeline is GPU-based, supports light variability—point and area sources of varying temperature and intensity, and includes functionality that allows for specular object shading of datasets such as ShapeNet, which are by default diffuse.

**Data Generation** In our experiments, we use 25 images per object in various settings as illustrated in Fig. 4 resulting in over 1.3M images in total. In contrast with prior approaches to rendering 3D meshes for learning object shape [44, 37, 10], we use a ray-tracing renderer and study the impact of lighting and specular effects on performance. The ground truth SDF generating procedure is described in Sec. 3. We convert SDF values to mesh occupancy values by masking: $1\{sdf \leq i\}$ where $i$ is the isosurface value.

**Data Split** We use the 13 largest object categories of ShapeNetCore.v2 for training as seen categories, and the remaining 42 categories as unseen, testing data (not used at all during training and validation). For ABC, we use 20K for training, 7.5K for testing, and 2.5K for validation.

### Scaling up Generalization

Our generalization experiments are the largest scale to date, using all of the available objects from ShapeNetCore.v2. Our testing set of unseen classes consists of 12K meshes from 42 classes, in comparison to the 330 meshes from 10 classes used in [56].

### 4.2. Metrics

Following [44], we use F-Score with percentage distance threshold $d$ (FS@d) as the primary shape metric in our experiments, due to its superior sensitivity. We also report the standard metrics IoU, NC (normal consistency) and CD (chamfer distance), which are broadly-utilized despite their known weaknesses (see Fig. 5).

A significant practical issue with metric evaluation which has not been discussed in prior work is what we refer to as the sampling floor issue. It arises with metrics, such as CD, NC and FS, that require surface correspondences between ground truth and predicted meshes. Correspondences are established by uniformly sampling points from both mesh surfaces and applying nearest neighbor (NN) point matching. Note that the accuracy of NN matching is a function of the number of sampled points. For a given dataset and fixed number of samples, there is a corresponding sampling floor, which is a bound on the possible error when comparing shapes. We note that sampling 10K points (as suggested in [44]) and comparing identical shapes using FS@1 in ShapeNetCore.v2 results in an average sampling floor of 0.8, which admits the possibility of significant error in shape comparisons (since comparing two identical meshes should result in an FS of 1). In our experiments, we use FS@1 and sample 100K points, and have verified that the sampling floor is insignificant in this case. See the Supplement for additional analysis and discussion.
4.3. SDFNet Outperforms Prior Work at Novel Shape Reconstruction

We evaluate the generalization performance of SDFNet relative to two prior works: GenRe [56] and OccNet [30]. GenRe defines the state-of-the-art in single-image object reconstruction for unseen object categories, while OccNet is representative of recent works that use continuous implicit shape representations for shape reconstruction. We cannot reproduce the results of [45] since they have not released the code and [53] does not converge when training on a different data split. We first perform a comparison on the data released by GenRe (3 training categories and 10 unseen testing categories). The result is shown in Tbl. 2. Our findings indicate that SDFNet outperforms GenRe and OccNet on most of the unseen classes. We then evaluate on a larger scale as described in Sec. 3. For this comparison, we use 2-DOF VC data (see Sec. 3) to compare with these baseline methods. While GenRe was designed for 2-DOF VC data, OccNet was designed for OC data and was adapted to facilitate a direct comparison. We refer to the adapted model as OccNet VC. We note that performing these experiments with GenRe required significant reimplementation effort in order to generate ground truth spherical maps and voxel grids for a large number of additional ShapeNet-Core.v2 models (see Supplement for the details). All three parts of GenRe: depth estimation, spherical inpainting, and voxel refinement, are trained using the code base provided by the authors until the loss converges (i.e. 100 epochs without improvement in validation loss.)

Our findings in Tbl. 3 demonstrate the superior generalization performance of SDFNet relative to OccNet VC and GenRe. Compared to OccNet VC, SDFNet performs better for CD and FS@1, which can be interpreted as an improved ability to capture the thin details of shapes as a result of the better-defined isosurface of the SDF representation. The performance difference relative to GenRe shows the advantage of using a continuous implicit representation. These findings further suggest that good generalization performance can be achieved without explicit data imputation procedures, such as the spherical inpainting used in GenRe. Note that the performance gaps between SDFNet and the baselines are significantly more noticeable in Tbl. 3 than in Tbl. 2 indicating the importance of the large scale evaluation. Qualitative results are shown in Fig. 3. SDFNet demonstrates the ability to capture concavity better than OccNet VC and GenRe in the sink (third row) and the hole of the watch (second row). Due to the strong performance of SDFNet on generalization over baselines, in the following sections we only conduct experiments on SDFNet.

4.4. Intermediate 2.5D Representations Improve Reconstruction Performance

We perform an experiment to evaluate the effect of SDFNet’s intermediate representation (estimated surface depth and normals) on reconstruction performance. The results are reported in Tbl. 4. Three SDFNet models were trained: with only image input to the CNN feature extractor (no depth and normals, the SDFNet Img case), with estimated depth and normals as (the standard case, SDFNet Est), and with ground truth depth and normals (the oracle case, SDFNet Orcl). Our findings show an improvement when using an intermediate representation consisting of surface depth and normals rather than regressing SDF from images directly. The result for SDFNet Oracle demonstrates that there is room for significant gains in performance by improving the accuracy of the depth and normal estimator. Note that all remaining subsections (below) are focused on additional evaluations of SDFNet.

Table 2: SDFNet has the best performance overall on 9 unseen classes of the data split released by GenRe. We are reporting CD since this is the sole evaluation metric utilized by GenRe.

| Method   | Bch | Vsl | Rfl | Sfa | Tbl | Phn | Spk | Lmp | Dsp | Avg  |
|----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|
| OccNet   | 0.22| 0.13| 0.11| 0.15| 0.27| 0.27| 0.20| 0.34| 0.33| 0.22 |
| GenRe    | 0.13| 0.18| 0.15| 0.12| 0.16| 0.14| 0.18| 0.19| 0.21| 0.16 |
| SDFNet   | 0.09| 0.12| 0.15| 0.08| 0.14| 0.10| 0.17| 0.17| 0.12|      |

Table 3: SDFNet Img (input to the shape encoder is RGB image) outperforms OccNet while SDFNet with intermediate 2.5D representation has the best performance overall. IoU is omitted for GenRe as per the authors’ recommendation since the meshes are not guaranteed to be watertight.

| Method   | Seen Classes | Unseen Classes |
|----------|--------------|----------------|
|          | CD | IoU | NC | FS@1 | CD | IoU | NC | FS@1 |
| GenRe    | 0.153 N/A   | 0.12 | 0.172 N/A 0.61 | 0.11 |
| OccNet VC| 0.078 0.72 | 0.78 | 0.27 | 0.11 0.67 0.76 | 0.22 |
| SDFNet Img| 0.058 0.70 | 0.78 | 0.36 | 0.08 0.64 0.76 | 0.28 |
| SDFNet   | 0.05 0.72   | 0.79 | 0.42 | 0.08 0.66 0.76 | 0.31 |

Table 4: 3 versions of SDFNet that differ only in the shape encoder input: Image only (SDFNet Img), Estimated 2.5D (SDFNet Est), and ground truth 2.5D input (SDFNet Orcl). 3-DOF VC data is used. Incorporating an explicit 2.5D representation (SDFNet Est) improves performance.
Figure 4: Data variability in terms of pose, lighting and background.

Figure 5: Significant changes in metrics despite small shape changes.

4.5. Viewer-Centered Representations Improve Generalization

In this section, we study the effect of the object coordinate representation on reconstruction performance, using SDFNet with ground truth depth and surface normal images as inputs. Three different SDFNet models are trained using object centered (OC), 2-DOF viewer centered (2-DOF VC) and 3-DOF viewer centered (3-DOF VC) representations, as described in Sec. 3. OC and 2-DOF VC are trained on 2-DOF viewpoint data and 3-DOF VC is trained on 3-DOF viewpoint data. For successful generalization, it is essential that the model can correctly predict seen and novel object shapes in any arbitrary pose (3-DOF) in addition to poses so that the vertical axis is aligned with gravity (2-DOF). Therefore we evaluate the reconstruction performance on both 2-DOF VC and 3-DOF VC testing data and take the average and present results in Tbl. 5 and Fig. 6. The 3-DOF VC model performs the best overall on 2-DOF and 3-DOF data, with a significant margin on the primary F-Score metric. This is perhaps not surprising, since the OC and 2-DOF VC models are not trained on 3-DOF data but it demonstrates the significant benefit arising from our 3-DOF training approach. The poor performance of 2-DOF VC on 3-DOF VC data shows that such representations may still retain some bias towards the learned shape categories in their canonical pose and cannot reconstruct novel shapes in arbitrary poses as well as the 3-DOF VC model. It can be seen that 3-DOF VC outperforms 2-DOF VC and OC on capturing surface details and concavity of the shapes.

Table 5: Different coordinate system representations of SDFNet on seen/unseen categories with 2-DOF and 3-DOF viewpoint testing data of ShapeNet. Bold indicates best average performance. Ground truth 2.5D is used, where OC and 2-DOF VC are trained on 2-DOF viewpoint data and 3-DOF VC is trained on 3-DOF viewpoint data. 3-DOF VC has the best reconstruction performance.

4.6. Low Image Rendering Variability Negatively Affects Shape Learning

It is essential to understand the generalization ability of reconstruction algorithms with respect to changes in lightning, object surface shading and scene background, since models that use low-level image cues to infer object shape should ideally be robust to such changes. Further, prior works [30, 53, 10], with the exception of [56], primarily train and perform quantitative evaluation of 3D shape reconstruction algorithms on Lambertian shaded objects on white backgrounds. Are there any limitations to prior empirical approaches? We perform a seen category reconstruction experiment 13 ShapeNet categories using SDFNet trained under three input regimes: image inputs only (SDFNet Img), estimated 2.5D sketch (SDFNet Est), and ground

---

2 We investigate the effect of object surface reflectance properties while the surface texture remains constant.
2.5D (SDFNet Orcl). We generate images under two rendering conditions: (1) Basic with Lambertian shading, uniform, area light sources and white backgrounds (B), (2) varying lighting, reflectance and background (LRBg) (see Fig. 4). All models are trained under the Basic setting and are then tested on novel objects of the 13 seen categories from both settings.

Our findings show the expected result that the performance of the non-oracle models degrades when tested on data with variable lighting, reflectance and backgrounds (see Tbl. 6). Further, this provides additional evidence for the value of an intermediate 2.5D representation (SDFNet Est), as it exhibits a significantly lower drop in performance than the image only model (SDFNet Img). Our findings suggest that models should therefore be trained on data with high visual variability in order achieve effective generalization to images with high visual variability. Results in Sec. 4.5 show good performance for models trained under all sources of variability (LRBg).

### 4.7. Cross Dataset Shape Reconstruction

In this section we further investigate general 3D shape reconstruction through experiments evaluating cross-dataset generalization. Tatarchenko et al. [44] discuss the data leakage issue, which arises when objects in the testing set are similar to objects in the training set. Zhang et al. [56] propose testing on unseen categories as a more effective test of generalization. In this section, we go beyond testing generalization on novel classes by experimenting with two inherently different datasets: ShapeNetCore.v2 and ABC, illustrated in Fig. 7. For this experiment we train 3-DOF VC SDFNet with ground truth 2.5D sketches as input. For this experiment we decompose the error into the visible and self-occluded object surface components, as shown in Tbl. 7.

Our findings show that the performance of the model trained on ABC and evaluated on unseen ShapeNet categories is on par with the performance of the model trained on ShapeNet seen categories and tested on ShapeNet unseen categories for both visible and occluded surfaces. This is a surprising result since we expect the ability to infer occluded surfaces to be biased towards the training data domain. The converse is not true, since 17% of the generated meshes when training on ShapeNet and testing ABC on are empty. This suggests that the ABC model learns a more robust shape representation that potentially comes from the fact that ABC objects are more diverse in shape. We believe we are the first to show that given access to ground truth 2.5D inputs and 3-DOF data, it is possible to generalize between significantly different shape datasets. Qualitative results are shown in Fig. 8 with further results in Supplement.

### 5. Conclusion

This paper presents the first comprehensive exploration of generalization of 3D unseen shapes reconstruction, by evaluating on both unseen categories and a completely different dataset. Our solution consists of SDFNet, a novel architecture that combines a 2.5D sketch estimator with a 3D shape regressor that learns a signed distance function. Our findings imply that future approaches to single-view 3D shape reconstruction can benefit significantly from rendering with high visual variability (LRBg) and generating 3-DOF views of models (3-DOF VC representation). In ad-

| Input Data | Basic (B) | LR +Background (LRBg) |
|------------|-----------|------------------------|
| SDFNet Img | 0.069 | 0.70 | 0.76 | 0.31 | 0.485 | 0.21 | 0.60 | 0.01 |
| SDFNet Est | 0.09 | 0.69 | 0.76 | 0.30 | 0.190 | 0.59 | 0.66 | 0.12 |
| SDFNet Orcl | 0.041 | 0.78 | 0.82 | 0.53 | 0.041 | 0.78 | 0.82 | 0.53 |

Table 6: Reconstruction performance of SDFNet using images (SDFNet Img) and 2.5D predictions (SDFNet Est) is affected by varying lighting, background and reflectance variability. Methods are trained on ShapeNet 3-DOF data with uniform lighting and Lambertian shading and tested on a subset of validation set of seen categories for each rendering variability. SDFNet Orcl, trained on GT 2.5D, included as reference.

| Test data | ShapeNet | ABC |
|-----------|----------|-----|
| Vis. ShapeNet | 0.033 | 0.038 |
| Occ. ShapeNet | 0.058 | 0.062 |
| Vis. ABC | 0.643 | 0.026 |
| Occ. ABC | 0.658 | 0.044 |
| ShapeNet | 0.044 | 0.047 |
| ABC | 0.65 | 0.035 |

Table 7: Cross-dataset comparison of generalization to unseen classes of ShapeNet and test samples from ABC and vice versa. All models are trained on 3-DOF viewpoint data with ground truth 2.5D sketches as inputs. The first row parity reports visible (Vis.) and occluded (Occ.) surface performances of each testing dataset; the second row parity reports reconstruction performance overall.

Figure 7: Example objects from the most numerous categories in ShapeNet (top) and examples of ABC (bottom).

Figure 8: Cross-dataset generalization performance of a model trained on ABC, tested on unseen classes of ShapeNet (left) and trained on ShapeNet, tested on ABC (right). All models are trained on 3-DOF data with ground truth 2.5D sketches as inputs.
dition, testing on diverse shape datasets is an important future direction for effectively evaluating generalization performance.
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A. Results for Cross Dataset Shape Reconstruction

Figure 9 contains qualitative results for SDFNet trained on ground truth 2.5D sketches of ABC and ShapeNet (seen classes) and tested on the ABC test set. The outputs suggest that the model trained on ABC has a better ability to capture shape detail and non-convexity e.g., hole in the fourth and the last row, spindle protruding from the cylinder the third row.

B. Comparison with GenRe

In this section we describe the steps we took to perform a comparison with GenRe on the complete ShapeNet-Core.v2 dataset. GenRe [56] is a three stage method consisting of depth estimation, spherical inpainting, and voxel refinement, that are trained sequentially one after the other. Each stage requires its own set of ground truth data for training, which the authors have released for the three largest classes of ShapeNet. For testing, the authors have released around 30 objects for each of the 9 unseen classes. In order to run GenRe [56] on our training and testing split of 13 seen and 42 unseen classes, we re-implemented the ground truth data generation pipeline for GenRe (referred to as GenRe GT Pipeline for the rest of this section). To generate RGB images and ground truth depth images, we adapted our Blender-based image rendering pipeline. To generate the full spherical maps, we partially adapted code from the authors’ release, in addition to writing new code to complete the procedure. To produce the voxel grids used during training, we employed code released by DISN [53] to extract 128^3 grids of signed distance fields for each mesh, which are then rotated, re-sampled and truncated to generate a voxel grid for each object view. The original GenRe voxel ground truth data is generated from inverted truncated unsigned distance (TuDF) fields [47]. In our GenRe experiments Section 4.3, we use a truncation value of 3/128.

We validated our GenRe GT Pipeline by recreating the training and testing data released by the authors, and comparing the performance of GenRe trained on the released data [51] and data generated by our pipeline. Note that the GenRe authors focus on using CD for evaluation and report the best average CD after sweeping the isosurface threshold for mesh generation using marching cubes [29] prior to evaluation. In contrast, for CD we sample 100K surface points from the model output mesh and 300K surface points for the ground truth mesh, and use a fixed threshold of 0.25 to generate meshes from the model output. We used a fixed threshold to avoid biasing the performance based on the testing data. The ground truth meshes used to evaluate GenRe are obtained by running Marching Cubes on the TuDF grids using a threshold of 0.5. The model and ground truth meshes are normalized to fit inside a unit cube prior to computing metrics, as in our other experiments.

In Tbl. 9 and Tbl. 8 we present the outcome of training and testing GenRe on the data provided by the authors, compared with training and testing GenRe on data from our GenRe GT Pipeline. Training on data from our GenRe GT Pipeline results in lower performance than originally reported, resulting in a mean 0.168 CD on unseen classes compared to the reported 0.106 in the paper (Table 1 [56]). This result is shown in the first column of Tbl. 8. This is potentially since our evaluation procedure is different from the one originally used. We do not sweep threshold values for isosurfaces, we scale the meshes to fit in a unit cube, and sample 100K+ points on the object surface in comparison to 1024 in the evaluation done in GenRe [56]. The last columns of Tbl. 9 and Tbl. 8 show comparable the testing performance for GenRe trained using our GenRe GT Pipeline and GenRe trained on the released data. The insignificant difference in performance between training GenRE on the released data and using our GenRe GT Pipeline demonstrates that our implementation is correct.

C. SDF Point Sampling Strategy Details

We first rescale the mesh to fit inside a unit cube and set the mesh origin to the center of this cube, then we sample 50% of the training points within a distance of 0.03 to the surface, 80% within a distance of 0.1 and 20% randomly in a cube volume of size 1.2. Note that since we are training with viewer-centered coordinate system where the pose of the testing data is unknown, it is important that training signals come from 3D points sampled from a volume of sufficient size. This ensures that during mesh generation at inference, the algorithm does not need to extrapolate to points outside of the training range.

D. Further Discussion of Metrics

D.1. Issues with Current Metrics

Metrics for measuring the distance between two 3D shapes play an important role in shape reconstruction. While there are a variety of widely-used metrics, prior work [44] has identified significant disadvantages with several standard metrics. IoU has been used extensively, and has the advantage of being straightforward to evaluate since it does not require correspondence between surfaces. However, while IoU is effective in capturing shape similarity at a coarse level, it is difficult to capture fine-grained shape details using IoU, since it is dominated by the interior volume of the shape rather than the surface details [44]. Figure 5 in the main text illustrates some of the issues that can arise in using shape metrics. On the right, the drum is progressively simplified from right to left. The IoU score exhibits very little change, reflecting its poor performance in capturing fine-grained details. In contrast, the F-Score
Figure 9: Performance on test samples of ABC of models trained on ABC (second column) and ShapeNet (third column) respectively. All models are trained on 3-DOF data with ground truth 2.5D sketches as inputs.
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| CD Reported in Table 1 [56] | Our Evaluation w/o Scaling | Our Evaluation w/ Scaling | Our Implementation w/ Scaling |
|-----------------------------|-----------------------------|---------------------------|------------------------------|
| car                        | N/A                         | 0.077                     | 0.088                        | 0.119                        |
| airplane                   | N/A                         | 0.115                     | 0.147                        | 0.147                        |
| chair                      | N/A                         | 0.105                     | 0.130                        | 0.132                        |
| avg                        | 0.064                       | 0.093                     | 0.122                        | 0.133                        |

Table 8: Comparison of GenRe performance trained on data from our data generation pipeline with GenRe trained on the data released with the paper on seen categories. Our Evaluation w/o Scaling indicates evaluation without scaling the meshes up to fit in a unit cube, w/ Scaling indicates that meshes have been scaled up to fit inside a unit cube. The last column is trained using our GT generating pipeline and our evaluation code.

| CD Reported in Table 1 [56] | Our Evaluation w/o Scaling | Our Evaluation w/ Scaling | Our Implementation w/ Scaling |
|-----------------------------|-----------------------------|---------------------------|------------------------------|
| bench                      | 0.089                       | 0.114                     | 0.132                        | 0.135                        |
| display                    | 0.092                       | 0.108                     | 0.222                        | 0.216                        |
| lamp                       | 0.124                       | 0.177                     | 0.225                        | 0.196                        |
| loudspeaker                | 0.115                       | 0.133                     | 0.157                        | 0.186                        |
| rifle                      | 0.112                       | 0.149                     | 0.183                        | 0.157                        |
| sofa                       | 0.082                       | 0.097                     | 0.113                        | 0.126                        |
| table                      | 0.096                       | 0.129                     | 0.151                        | 0.169                        |
| telephone                  | 0.107                       | 0.116                     | 0.134                        | 0.146                        |
| vessel                     | 0.092                       | 0.113                     | 0.164                        | 0.181                        |
| avg                        | 0.106                       | 0.137                     | 0.165                        | 0.168                        |

Table 9: Comparison of GenRe performance trained on data from our data generation pipeline with GenRe trained on the data released with the paper on unseen categories. Our Evaluation w/o Scaling indicates evaluation without scaling the meshes up to fit in a unit cube, w/ Scaling indicates that meshes have been scaled up to fit inside a unit cube. The last column is trained using our GT generating pipeline and our evaluation code.
but fails to capture volumetric changes, as in this example the shape of the source bowl. In contrast, normal consistency (NC) is very sensitive to fine-grained shape details but fails to capture volumetric changes, as in this example NC exhibits almost no change despite the progressive thickening. While there is no ideal shape metric, we follow [44] in adopting FS@d as the primary shape metric in this work.

The sampling floor issue is illustrated in Figs. 10, 11, and 12. To generate the curves in each figure, we take each object in ShapeNetCore.v2 and treat it as both the source and target object in computing the shape metrics. For example, with F-Score, we randomly sample the indicated number of surface points twice, to obtain both source and target point clouds, and then compare the point clouds under the FS@d shape metric for different choices of d (thresholds, along x axis). The average curves plot the average accuracy score (y axis, with error bars) for each choice of d. The minimum curves denote the minimum FS for the single worst-case mesh at each threshold. Since the source and target objects are identical meshes, the metric should always be 1, denoting perfect similarity. We can see that for 10K samples the average FS@1 score is around 0.8, which is an upper bound on the ability to measure the reconstruction accuracy under this evaluation approach. A practical constraint on the use of a large number of samples is the time complexity of Nearest Neighbor matching (O(NlogN)). Evaluation times of around 2 hours are required for 100K points on 10K meshes on a Titan X GPU and 12 CPU threads. For 1M point samples, evaluation would take approximately 2 days, which is twice as long as the time required to train the model. Note that the value of the sampling floor will depend upon the choice of both the dataset and shape metric.

The sampling floor graphs (Figs. 10, 11, 12) can be used to select an appropriate number of points for all metrics (CD, NC and FS) and a corresponding threshold d for F-Score. For example, [44] has suggested using the F-Score metric at a threshold ≤ 2% of the side length of the reconstructed volume. We can see that in order to achieve an average sampling floor of 0.9 or higher for ShapeNetCore55, 100K samples would be needed for FS@0.5 or higher, while 10K samples are acceptable for FS@1.5 or higher. Note that the significant gap between the worst and average cases in Figs. 10, 11, 12 implies that for a subset of the meshes, the sampling error is significantly worse than in the average case. This suggests that it may be beneficial to compute and report the sampling floor along with their performance evaluation on any novel datasets in order to provide appropriate context.

D.2. Implementation of Metrics

In this work, we provide implementations for IoU, Chamfer distance (CD), normal consistency (NC) and F-Score@d (FS). For IoU we sample 3D points and compute IoU = |O₁ ∩ O₂|/|O₁ ∪ O₂| where O₁ and O₂ are occupancy values obtained from checking whether the sampled points are inside or outside the meshes. For testing purposes, we sample points densely near the surface of the ground truth mesh with the same density as training. Note that this way of computing IoU will more strictly penalize errors made near the mesh surface. This therefore captures fine-grained shape details better than IoU computed after voxelization or using grid occupancies. IoU computed from grid occupancies requires high resolution to precisely capture thin parts of shapes which can be computationally expensive. Although we sample points densely closer to the mesh surface, to accurately measure IoU, it is important to also sample enough points uniformly in the cube volume.

For CD, NC and FS, we first sample 300K points and 100K points on the surface of predicted mesh (S₁) and ground-truth mesh (S₂) respectively. The metrics are computed as follows

\[
CD(S₁, S₂) = \frac{1}{|S₁|} \sum_{x \in S₁} \min_{y \in S₂} \|x - y\|₂ + \frac{1}{|S₂|} \sum_{x \in S₂} \min_{y \in S₁} \|x - y\|₂,
\]

\[
NC(S₁, S₂) = \frac{1}{2|S₁|} \sum_{x \in S₁} \min_{y \in S₂} \|\vec{n}_x \cdot \vec{n}_y\|₁ + \frac{1}{2|S₂|} \sum_{x \in S₂} \min_{y \in S₁} \|\vec{n}_x \cdot \vec{n}_y\|₁,
\]

where \(\vec{n}_x\) denotes the normal vector at point \(x\), and

\[
FS@d(S₁, S₂) = \frac{2 \cdot Precision@d \cdot Recall@d}{Precision@d + Recall@d}.
\]

where Precision@d measures the portion of points from the predicted mesh that lie within a threshold \(d\) to the points from the ground truth mesh, and Recall@d indicates the portion of points from the ground truth mesh that lie within a threshold \(d\) to the points from the predicted mesh.

E. Further Data Generation Details

Object Origin: Current single-view object shape reconstruction algorithms are not robust to changes in object translation, with training generally done with the object at the center of the image. This requires careful consideration of the placement of the object origin when performing rotation. Object meshes in ShapeNet have a predetermined...
Figure 10: An illustration of the Sampling floor (maximum measurable accuracy in comparing two meshes as a function of the number of point samples) on ShapeNetCore.v2 using F-Score at thresholds $d \leq 2\%$. Curves with error bars give the average sampling floor for different numbers of samples from 10K to 1M. Curves without error bars denote the worst-case meshes. Higher is better for F-Score.

Figure 11: An illustration of the Sampling floor (maximum measurable accuracy in comparing two meshes as a function of the number of point samples) on ShapeNetCore.v2 using Chamfer Distance (CD). Curves with error bars give the average sampling floor for different numbers of samples from 10K to 1M. Curves without error bars denote the worst-case meshes. Lower is better for CD.

Figure 12: An illustration of the Sampling floor (maximum measurable accuracy in comparing two meshes as a function of the number of point samples) on ShapeNetCore.v2 using Normal Consistency (NC). Curves with error bars give the average sampling floor for different numbers of samples from 10K to 1M. Curves without error bars denote the worst-case meshes. Higher is better for NC.

origin. The GenRe algorithm is implemented for ShapeNet so that objects rotate around this object origin for VC training. For experiments with GenRe, we kept to this original design decision and rendered the objects after rotating them about the predetermined origin. For SDFNet, we rotate the object about the center of its bounding box. As a result of this distinction, GenRe and SDFNet are trained and tested on two distinct sets of object renderings, consisting of the same objects, with the same pose variability, rendered under the same lighting and reflectance variability settings, with the only difference being the object origin. This difference can be seen in Figure 3 in the main text.

Pose Variability During 2-DOF VC and 3-DOF VC training: For 2-DOF training, we render views in the range of $[-50, 50]$ for elevation and $[0, 360]$ for azimuth. For 3-DOF VC, in order to include tilt, and achieve high variability in object pose, we initially apply a random pose to the object, and then generate 25 views using the same procedure and parameters as for the 2-DOF case.

Camera Parameters: For all generated data, the camera distance is 2.2 from the the origin, where the object is placed. The focal length of the camera is 50mm with a 32mm sensor size. All images are rendered with a 1:1 aspect ratio and at a resolution of $256 \times 256$ pixels.

Background: While it is possible to use image based lighting techniques such as environment mapping to generate variability in backgrounds and lighting that is more realistic, this approach significantly slows down the ray-tracing based rendering process and requires environment map images. In order to generate large amounts of variable data we
use random backgrounds from the SUN [52] scenes dataset instead.