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Edge computing has become a promising solution to overcome the user equipment (UE) constraints such as low computing capacity and limited energy. A key edge computing challenge is providing computing services with low service congestion and low latency, but the computing resources of edge servers were limited. User task randomness and network inhomogeneity brought considerable challenges to limited-resource MEC systems. To solve these problems, the presented paper proposed a blocking- and delay-aware schedule strategy for MEC environment service workflow offloading. First, the workflow was modeled in mobile applications and the buffer queue in servers. Then, the server collaboration area was divided through a collaboration area division method based on clustering. Finally, an improved particle swarm optimization scheduling method was utilized to solve this NP-hard problem. Many simulation results verified the effectiveness of the proposed scheme. This method was superior to existing methods, which effectively reduces the blocking probability and execution delay and ensures the quality of the experience of the user.

1. Introduction

In recent years, the rapid growth of mobile Internet and the proliferation of user devices [1, 2] has led to more new mobile applications such as face recognition, augmented reality [3], and mobile online games emerging. These services require more computation resources due to intensive computation. However, mobile devices lack computing resources, memory, and battery capacity. These applications often exceed the computing power of ordinary mobile devices. Mobile devices may not be able to complete computationally intensive tasks within the current latency limit. However, cloud computing has rescued mobile applications, to a certain extent, via high resource requirements, while providing computing power and simple centralized architecture that helps run these applications with influential economies of scale. However, the 5G era with ultra-high bandwidth and ultra-low latency [4] means that cloud computing often fails to meet the strict delay-sensitive application requirements due to unpredictable network delays and expensive bandwidth [5]. To remedy these limitations, the utilization of computing resources at the network edge has been proposed as a solution, and mobile edge computing has recently been utilized as a new computing paradigm. Designed to reduce latency and transfer computing power to the network edge, mobile edge computing can effectively mitigate the task transmission delays due to its user proximity, and it can provide effective computing services. Being a promising solution in a mobile edge computing system, users offload tasks requiring a large number of computing resources in mobile devices to the server connected to the base station edge for execution [6], and wireless devices with limited battery capacity can ease some tasks via MEC, which can significantly reduce delays and extend battery life [7]. The Internet of things is also a very important solution in the edge environment. The concept of smart city is given in [8].
Aiming at task offloading with delay constraints in the mobile edge environment, an optimization algorithm for minimizing delay was proposed, which offloaded tasks with strict delay boundaries to the edge cloud and offloaded tasks with loose delay boundaries to the remote cloud [9]. Task allocation in the Internet of things is solved by offloading computing intensive tasks to the cloud server so as to achieve real-time monitoring [10]. For the task offloading problem of multiuser shared resources in the mobile edge environment, a corresponding joint optimization problem optimization algorithm was developed to minimize the user task completion time [11]. Some authors utilized the software-defined network to express the workflow offloading problem as an NP-hard problem and proposed a workflow task offloading scheme, which effectively reduced the task execution time [12]. The problem of task offloading has been studied for multi-device systems [13]. Multiuser single-server systems have been studied in [14–18].

Through those documents, each server was found to run independently in these schemes. However, because user requests arrived at the server randomly and frequently, the problem of load imbalance was important [19]. Users in areas with heavy loads will inevitably have a bad experience. This was a massive challenge for MECs with limited communication and computing resources. Besides, service workflow and network state are also important difficulties in the edge computing environment. A dynamic reconfiguration scheme of service workflow in mobile e-commerce environment based on cloud edge was proposed, which was more suitable for cloud edge environment [20]. A training resource allocation strategy based on reinforcement learning was proposed [21]. The strategy dynamically generates an appropriate resource allocation scheme according to the system state so as to maximize the trusted gain of the service. A sparsity alleviation recommendation approach was presented in [22], which achieves a better recommendation performance for user to choose better edge servers by the model. An attempt to employ neural network technique for QoS prediction is shown in [23], and the network-based time series predicts the periodic trend of user behavior in [24]. A VANET routing decision scheme based on the Manhattan mobility model was proposed to get better network scheduling [25]. When the edge servers form clusters, the quality of user QoS is still an important issue. A load balancing scheme to minimize the blocking probability and task waiting time for two servers was presented [26].

A promising solution is cooperating between MECs [27]. With the trend of deploying edge servers, each server usually has some neighbors nearby. Simultaneously, all servers rarely overload. An intelligent monitoring system is proposed to control the load state of each edge server [28]. The MEC cluster can balance workloads among geographically distributed servers by offloading servers with large computing workloads to neighboring servers with small computing workloads and coordinate between them to serve mobile users. To meet user needs, maintaining a load balance between servers is an important issue. Task offloading between MECs is not straightforward, and two major challenges are clear as follows:

1. The problem of MEC cooperation collaboration area division is as follows: edge servers with small computing workloads need to help servers with large computing workloads; however, it is unrealistic for two servers to share a large delay to cooperate, which will cause execution delay. Dividing the collaboration area first is necessary. On the one hand, the collaborative regions can capture the MEC inhomogeneity and speed up network stabilization [29]. On the other hand, effective collaboration area division helps reduce the search space of the strategy set.

2. Task scheduling problems in MEC cooperation are as follows: This problem is NP-hard [30]. The goal to find an optimal approximate solution must be obtained in a very short time.

To meet these challenges, a blocking- and delay-aware strategy for service workflow offloading in the MEC environment was proposed. First, the service workflow in mobile applications and buffer size in edge served were defined. Then, the computation offloading problem was formulated while considering the blocking probability and execution delay. Finally, a collaboration area division method and an improved immune particle swarm optimization scheduling algorithm were presented to solve this problem. Many simulation results verified the effectiveness of the proposed scheme.

The rest of the presented paper was structured as follows. Section 2 presents the system model of the MEC network. Section 3 presents an optimization problem and introduces the solution and optimization algorithm of the problem. Section 4 validates the model against simulation results. Section 5 concludes the paper and identifies future directions.

2. System Model and Problem Formulation

In this section, a workflow offload framework in the MEC environment is introduced. Figure 1 shows that the MEC system consisted of the user device and edge servers equipped with base stations. User device includes mobile phones and laptops. A user device executed an application, and the application was modeled as a workflow. If the workflow required a lot of calculation, it would be offloaded to the edge server through the base station. The workflow arriving at the server is decomposed into tasks. This server would execute the workflow locally or redirect it to other servers according to its load status. Tasks enter the server buffer queue according to the principle of first come first served, or are dispatched by the server to other servers. The tasks scheduled to other servers are transmitted through the wired network between the base stations and enter the task buffer according to the principle of first come first service. When the server completes the task, the desired task results and the required parameters will be returned to the user’s device. The MEC servers cooperated to complete tasks to meet user delay and energy consumption requirements. Also, the system time was divided into several identical time slots \( \tau = \{1, 2, \ldots, n\} \).
2.1. Service Workflow Model. In the MEC system, the user device executed the application, and the application was modeled as a workflow. The workflow user-submitted was defined as \( W = \{ T, E \} \), where \( T = \{ t_1, t_2, t_3, \ldots, t_n \} \) represented the task set in server-\( i \), \( t_i = \{ u_i, v_i \} \), \( u_i \) represented the task size, and \( v_i \) was the processing density required for \( t_i \), which represented the dependencies between tasks, and the tasks with dependencies needed to be executed in order.

The task execution queue for the workflow was generated and then the workflow entered the edge server buffer queue. A single task flow was defined as the smallest unit in workflow scheduling. There were dependencies between tasks in the workflow and transmission results between different servers that would cause unnecessary overhead.

2.2. MEC Edge Server Model. The MEC system consisting of \( S \) servers that form a server cluster and \( N \) users were considered. Each server had one base station (BS) that was connected to users via wireless cellular links. This was a highly collaborative edge computing system, and every server was connected via a wired network. There was a buffer queue in every server to store the requests from local users. Each buffer size represents the ability of a server to accept tasks. To simplify the problem, the size of the buffer queue in each server was assumed to be the same. Workflow service was based on the first-come-first-served policy (FCFS), and workflows that have not yet been executed would wait in the buffer queue. Then, the server will continue to accept tasks. In fact, the server capacity is limited. When a workflow was offloaded to the MEC, it first entered the task buffer queue; then, the MEC server provided computing resources for it. It would be deleted from the buffer queue after the workflow was completed. The workflow would be executed directly if the CPU was idle; if the CPU was busy, the requested would store in the buffer queue. The task buffer queue has a maximum capacity \( Q_j^{\text{max}} \). \( Q_j(\tau) \) presented the queue backlog for unprocessed workflows from server-\( j \) at slot \( \tau \):

\[
Q_j(\tau) = \{ w_1, w_2, w_3, \ldots, w_n \},
\]

where \( w_i \) represented the \( i \)-th waiting workflow in the buffer queue.

The load status of the server \( i \) was defined as \( L_i(\tau) = Q_i(\tau)/Q_i^{\text{max}} \) at slot \( \tau \); if \( L_i(\tau) \geq \text{threshold} \), this was considered a server with large computing workloads and was described as a hot server. Otherwise, it was defined as a nonhot server. In urban areas, some nonhot MEC servers are located near the high ones [31]. In the present scheme, only when the buffer exceeded server’s threshold would the server offload its workflow to other servers. The goal of the presented paper was to schedule these workflows that exceeded the threshold. The server will not schedule the workflow outward if the load state of each server does not exceed the threshold because the waiting time of the task is acceptable, which will cause unnecessary overhead. When the load state exceeds the threshold, the server will schedule the workflow outward to achieve a smaller task waiting delay and reduce the possibility of blocking.

When a large number of workflows were offloaded to the server in a certain period, the task buffer queue of the server would continue to grow. The update process of the buffer queue at slot \( \tau \) was as follows:
\[
Q_t(\tau + 1) = \min \left\{ \max \left\{ Q_t(\tau) - \sum_{j=0, j \neq i}^{j \in R} x_{i,j}(\tau) - B_i(\tau), 0 \right\} + \sum_{j=0}^{j \in R} x_{j,i}(\tau) - A_i(\tau), Q^\max_i \right\},
\]

where \( A_i(\tau) \) represented the number of workflows offloaded via users locally at slot \( \tau \), \( B_i(\tau) \) represented the number of workflows handled by the MEC server-\( i \), and \( x_{i,j}(\tau) \) represented the number of workflows allocated from server-\( i \) to server-\( j \) at slot \( \tau \). When the buffer queue was full and workflows were still arriving, the workflows would be blocked and fail to offload. The user failing to offload would seriously affect the user quality of experience (QoE).

Besides, the blocking probability \( P_f \) was defined as follows:

\[
P_f(\tau) = \frac{N_f(\tau)}{N_{all}(\tau)},
\]

where \( N_f(\tau) \) represented the number of workflows that failed to offload and \( N_{all}(\tau) \) represented the number of workflows.

2.3. Computation Delay. In this model, the execution delay represented from when the workflow arrived at the server to when it finished. It mainly concluded transmission delay, waiting delay, computing delay, and extra time due to blocking, while ignoring the time to download the calculation result from the server. The basic principle was that, when compared with the workflow before the calculation, the size of the calculation result was usually smaller.

Assuming a workflow \( w_i \) generated at slot \( \tau \), the transmission time of the workflow from server-\( i \) to server-\( j \) was as follows:

\[
T_i^\text{trans}(w_i) = \frac{\sum_{l=1}^{n} u_i}{BW_{i,j}},
\]

where \( u_i \) represented the size of the task in \( w_i \) and \( BW_{i,j} \) was the bandwidth between server-\( i \) and server-\( j \).

The workflow waiting time at server-\( i \) was as follows:

\[
T_i^\text{wait}(\tau) = \sum_{j=1}^{m} T_i^\text{exec}(w_j),
\]

where \( m \) represented the number of workflows in the buffer queue.

The computing time of \( t_k \) which in \( w_j \) was as follows:

\[
T_i^\text{exec}(t_k) = \frac{v_k}{f_{i,k}(\tau)},
\]

where \( f_{i,k} \) indicated the calculation frequency assigned to \( t_k \) by server-\( i \). The MEC server was deployed to provide faster computing power for the UE.

The cost was zero if the UE offloaded the workflow \( w_i \) successfully. If it failed, it would continue to upload within the UE’s acceptable time \( w_i \). The extra time caused by offload failed \( T_i^\text{fail} \) was as follows:

\[
T_i^\text{fail} = \begin{cases} 0, & \text{success} \\ f_i, i \in \{0, 1, \ldots, \} & \text{fail} \end{cases}
\]

The execution delay of the workflow \( w_i \) was as follows:

\[
T_i(w_i) = \begin{cases} T_i^\text{wait}(w_i) + T_i^\text{fail}(w_i) + T_i^\text{exec}(w_i), & \text{server} - i \\ T_i^\text{trans}(w_i) + T_j^\text{wait}(w_j) + T_j^\text{fail}(w_j) + T_j^\text{exec}(w_j), & \text{server} - j \end{cases}
\]

2.4. Problem Formulation. The optimization goal of the presented paper was to reduce execution delay while ensuring a low task blocking possibility. The offloading failure cost was lower QoS and additional overhead caused by task retransmission, replication, or scheduling. Through the above analysis, this paper involved a joint blocking probability and task delay algorithm, while meeting a low blocking probability, thereby reducing execution delay as much as possible. The optimization model was as follows:

\[
\begin{align*}
\min \quad & \alpha P_f(\tau) + \frac{1}{m} \sum_{i=1}^{m} T_i(w_i), \\
\text{s.t.} \quad & 0 \leq Q_i(\tau) \leq Q^\max_i, \quad \forall i \in S, \\
& f_{i,k} \in \left[ f_{i,k}^{\min}, f_{i,k}^{\max} \right], \quad \forall i \in S, \\
& 0 \leq T_i^{\text{fail}} \leq w, \quad \forall i \in S.
\end{align*}
\]

Equation (9) was the objective function, where \( m \) represented the number of workflows that need to be coordinated and \( \alpha \) was the penalty coefficient for blocking. Equation (9) ensured that the buffer queue would not exceed the maximum length. Equation (9) was a constraint to allocate computing resources to users. Equation (9) gave the time limitation to task failure.

3. The Proposed Scheme

In this section, a blocking- and delay-aware schedule strategy for service workflow offloading in the MEC environment was proposed. The scheme included a collaboration area division method and an improved particle swarm algorithm. Figure 2 shows the flow of each time slice. First, the hot server sent the cooperation request, and then the cooperation area was divided by Algorithm 1. Each collaboration area randomly selected a server as the leader. The leader generated workflow scheduling decisions via Algorithm 2.
Input: $Q_i$, $BW_{i,p}$, $w$, $f_{i,p}$, $B$, $t$, epoch, $i$, $j \in R$
Output: $G_{best}$

(1) for $i=1,2,\ldots,s$ do
(2) $C_i = \{m_i\}$
(3) end for
(4) $q = s$
(5) while $q > k$ do
(6) for $i = 1$ to $q$ do
(7) for $j = i+1$ to $q$ do
(8) Calculate $R(C_i, C_j)$ by (10)
(9) get the nearest cluster $C_i^*$ and $C_j^*$
(10) end for
(11) end for
(12) for $j = j^* + 1, j^* + 2, \ldots, q$ do end for
(13) Renumber $C_j = C_{j-1}$
(14) end for
(15) $q = q-1$
(16) end while

Algorithm 1: A collaboration area division method based on clustering.

Input: $Q_i$, $BW_{i,p}$, $w$, $f_{i,p}$, $B$, $t$, epoch, $i$, $j \in R$
Output: $G_{best}$

(1) Set $count$, $G_k$, $c_1$, $c_2$, $w_1$, $w_2$, epoch, $seed$, $X$, $V$
(2) for $l = 1$ to $seed$ do
(3) initialize velocity $v_{i,j}$ and position $x_{i,j}$ for particle
(4) evaluate particle $X_l$ and set $pbest_l = X_l$
(5) end for
(6) for $k = 1$ to $G_k$ do
(7) update $w$ by (10);
(8) for $i = 1$ to $seed + s$ do
(9) for $j = 1$ to $h$ do
(10) update $X$ and $V$ by (10)
(11) Constrain the particle boundary
(12) end for end for
(13) if $fit(X_i^k) < fit(pbest_i)$ then
(14) $pbest_i = X_i^k$
(15) if $fit(X_i^k) < fit(G_{best})$ then
(16) $G_{best} = X_i^k$
(17) end for
(18) immune operation through formulas (14)–(16)
(19) end for

Algorithm 2: An immune particle swarm algorithm for computing offloading in MEC environment.
3.1. A Collaboration Area Division Method Based on Clustering. Collaboration area division was necessary because it could improve resource utilization. The MEC server would be grouped according to the server load status. There was a requirement in the collaboration area division: proximity principle; that is, the overload of MEC servers could only be assisted by adjacent server with high transmission rate between them.

The distance between the two clusters was as follows:

\[ R(C_i,C_j) = \frac{1}{mn} \sum_{l=1}^{m} \sum_{k=1}^{n} \log_2(BW_{k,l} + 1), \]  

(10)

where \( m \) and \( n \) represented the number of servers in \( C_i \) and \( C_j \) and \( BW_{k,l} \) represented the bandwidth between server-\( k \) and server-\( l \).

The proposed Algorithm 1 started with initialization (lines 1–2), in which \( s \) represented the number of servers, \( q \) was defined as the number of clusters (line 4). If the value of \( q \) is higher than \( k \), the two nearest clusters would be searched and merged. Some clusters would be renumbered (line 13–14), and \( q \) would be updated (line 16). Finally, the MEC servers were divided into \( k \) clusters.

3.2. An Improved Particle Swarm Optimization Algorithm Framework. Particle swarm optimization (PSO) is a reliable algorithm to obtain feasible solutions from a large search space by using the principle of evolution. The problem of minimizing blocking probability and execution delay is NP hard. The goal of the problem proposed in this paper is to find an optimal approximate solution. To solve this problem, an immune particle swarm optimization-based algorithm (IPSOA) is proposed.

3.2.1. Particle Encode and Particle Fitness Function. In the collaborative offloading problem, the collaboration will be engaged in tasks that exceed the server load threshold. The workflows that needed to be scheduled at slot \( \tau \) were as follows:

\[ W(\tau) = \{w_1, w_2, w_3, ..., w_h\}. \]

(11)

The solution was defined as a particle swarm \( X = \{X_1, X_2, ..., X_{seed}\} \), in which \( seed \) represented the amount of particle swarm. Each particle \( X_i \) could be represented as a \( n \)-dimensional tuples \( \{x_{i,1}, x_{i,2}, x_{i,3}, ..., x_{i,p}\} \). The relationship between the workflow and the server was defined as mapping relations. And \( x_{i,j} = 5 \) represented that the \( j \)-th workflow would be redirected to edge server-5, and \( i \) was the number of the particle cluster. Each particle was associated with a position \( x_{i,j} \) and a velocity \( v_{i,j} \). The value of \( x_{i,j} \) and \( v_{i,j} \) was restricted within intervals \([\text{min}, \text{max}]\) and \([\text{vmin}, \text{vmax}]\). The random initialization method was used to generate the initial particle. Every particle was considered as a solution in the present scheme. \( G_{\text{best}} \) and \( P_{\text{best}} \) were defined as the global best particle and the personal best particle, respectively.

The fitness function was an essential basis for measuring the particle positions. In the present article, the blocking probability and execution delay of the workflow that exceeded the server load threshold as the value of fitness calculation were utilized. The calculation method of particle fitness was as follows:

\[ \text{fit}(X) = aP_f(X) + T(X), \]

(12)

where \( X \) was the particle matrix, \( T(X) \) was the execution delay of the particle, \( P_f(X) \) represented the particle blocking probability, and \( a \) was the penalty coefficient for blocking.

3.2.2. Particle Update. In the IPSO framework, every particle moved towards \( G_{\text{best}} \) and \( P_{\text{best}} \). The velocity \( v_{i,j} \) and the position \( x_{i,j} \) of particle \( X \) were updated by equation (13). \( w \) was the inertia weight, and it would be updated by equation (13), and the value of the inertia weight \( w \) was restricted within interval \([w_{\text{min}}, w_{\text{max}}]\). \( G_k \) represented the maximum number of iterations. \( r_1 \) and \( r_2 \) were random numbers distributed within the interval \([0,1]\).

\[ v_{i,j}^{k+1} = wv_{i,j}^k + c_1r_1(\text{pbest}_i - x_{i,j}^k) + c_2r_2(G_{\text{best}} - x_{i,j}^k), \]

\[ x_{i,j}^{k+1} = x_{i,j}^k + v_{i,j}^{k+1}, \]

(13)

3.2.3. The Immune Strategy of Particle Swarm Optimization. In the standard particle swarm algorithm, an immune operation was added, and the immune operation of the immune algorithm helped the particles to easily get rid of the optimal local state, thereby ensuring the global nature of the solution of the workflow scheduling scheme. In the immune algorithm, the system needed to first calculate the antibody concentration \( \text{Conc}(X_h^k) \) as follows:

\[ \text{Conc}(X_h^k) = \frac{1}{h + s} \sum_{j=1}^{h+s} \text{sr}(X_h^k, X_j^k), \]

(14)

where \( h + s \) was the original particle plus the size of the newly generated antibody and \( \text{sr}(X_h^k, X_j^k) \) was the result of particle similarity determination:

\[ \text{sr}(X_h^k, X_j^k) = \begin{cases} 1, & \text{aff}(X_h^k, X_j^k) < \epsilon \\ 0, & \text{aff}(X_h^k, X_j^k) \geq \epsilon \end{cases}, \]

(15)

\[ \text{aff}(X_h^k, X_j^k) = \sum_{d=1}^{n} \left( \frac{X_{h,d}^k - X_{j,d}^k}{\text{var}(X_{h,d}^k) + \text{var}(X_{j,d}^k)} \right)^2, \]

where \( \text{aff}(X_h^k, X_j^k) \) represented the affinity between antibodies and \( \epsilon \) was the threshold utilized to determine the similarity between particles, and then the incentive \( \text{sim}(X^k) \) was calculated as follows:

\[ \text{sim}(X_h^k) = \text{fit}(X_h^k) \cdot \exp(-\beta \cdot \text{Conc}(X_h^k)). \]

(16)

Finally, the antibodies were screened and arranged in descending order according to the excitation degree, and the
first \( s \) antibodies were selected to enter the next population iteration to maintain the concentration of antibodies within the optimal response range.

### 3.2.4. An Immune Particle Swarm Optimization Algorithm for Computing Offloading

The proposed Algorithm 2 started with an initialization procedure (lines 2-3), in which seed represented the number of particle swarms. For each iteration, \( w \) would be updated first (line 7). Then, the position \( x_{i,j} \) and the velocity \( v_{i,j} \) of the particle were updated (line 10). In each iteration, personal best particle and the global best particle would be updated if a better solution was found (lines 12-15). An immune operation is added (line 16). The complete algorithmic procedure of IPSO was given in Algorithm 2.

### 4. Experiment

In this section, experiments are implemented to verify purposes. Our experiments are implemented on a workstation with an AMD Core CPU and 16GB RAM. The operation system of the workstation is Windows10 Professional, and the Python 3.7 programming language was used. In addition, the fundamental packages NumPy and Tensorflow were used in our experiments, and our experimental data are obtained by simulation.

#### 4.1. Experimental Setup

A resource-limited MEC system with 50 servers was considered. The processing capacity of each server was a Poisson distribution that obeyed \( \lambda = 0.9 \). The size of the task in the workflow was assumed to have obeyed the Poisson distribution \( \mu = 0.3 \), and the processing density which the task required obeyed the negative exponential distribution. In the model, each server was assumed to have the same configuration and the same size buffer queue.

In this paper, three schemes were utilized as benchmarks.

1. **No Cooperation Offloading (NCO)**: Tasks would be queued for execution at the local server, and no cooperation existed among the MEC servers [32].

2. **Random Workflow Offloading (RWO)**: The workload was offloaded via the MEC, and the MEC servers cooperated. When the buffer of a server reached the threshold, it randomly selected the MEC server to handle the new task [33].

3. **Greedy Workflow Offloading (GWO)**: When the buffer of a server reached the threshold, it would offload to the lowest load MEC server [34].

These three schemes were chosen for study because they were representative schemes. Specifically, scheme 1 prohibited resource sharing. MEC servers collaborated with the other MEC server randomly when the MEC server was overloaded in scheme 2. In scheme 3, it allowed for complete sharing of resources, but the execution time was not considered.

Three main performance indicators were considered to evaluate this scheme: blocking probability of service workflow, the execution delay, and energy consumption.

#### 4.2. Performance Evaluation

To better simulate the scheme and show the MEC cooperation area division effect, a comparative experiment was conducted for each group of experiments. Each group of experiment (1) showed the experimental results without the collaboration area and (2) showed the experimental results with the collaboration area.

Figure 3 analyzes the buffer size impact of the MEC server on the blocking probability. The present scheme achieved a lower blocking probability than others. This was because the present scheme accounted for the situation of multiple servers in the collaboration area, and hot servers to offload workflows to a nonhot server compared with schemes 2 and 3 would not occur, so that a lower block probability could be obtained. After the collaboration area division in Figure 3(b), the blocking probability achieved by our approach converged with the blocking probability obtained via scheme 3. The reason was that when the buffer size was small, a few solutions existed for the edge server to offload tasks as the buffer size was too small to accept all tasks. When the buffer size became larger, as expected, it could effectively reduce the blocking probability for the edge server, which had more space to receive service requests.

After the collaboration area was divided, schemes 2 and 3 had a better solution set space.

The average time delay versus different buffer sizes for the four different schemes is shown in Figure 4. The blocking probability of schemes 1, 2, and 3 was significantly higher than that of the present scheme. The higher offloading failure probability of scheme 1 was predictable. Because it was not shared, an increase in the number of tasks would cause tasks to accumulate in the buffer. Both the greedy scheme and the proposed scheme had lower failure rates. The reason was that those schemes were considered to be cooperative with nonhot edge servers. For all schemes, the average time delay increased with the buffer size. This result was because the request of the users was more likely to be stored in the server if the buffer capacity became larger. Moreover, the length of the task queue was longer. After grouping, schemes 2, 3, and the present had a delay reduction; when the collaboration area was divided, the delay between servers in the same area was small, which once again illustrated the effectiveness of the present cooperation area division method.

Figure 5 depicts the blocking probability versus threshold in the same buffer size. Figure 5(a) shows that the blocking probability decreased as the threshold increased. Scheme 1 had the highest block probability as it did not cooperate with other servers; the scheme 2 and 3 reduced the blocking probability to a certain extent but not as well as the present scheme. The present scheme could get reduction blocking probability. After the cooperation area was divided, the blocking probability of schemes 2 and 3 had been reduced. Our scheme always obtains a low blocking probability.
To compare the energy consumption, the energy consumption of the four schemes was simulated and calculated. Figure 6 demonstrates the impact of the number of workflows on energy consumption in different schemes. Figure 6 also shows that the task offloading energy consumption increased as the number of workflows increased. This was because more energy was the cost to compute and schedule workflows. In comparison, the present scheme could maintain a lower overhead than NCO, RWO, and GWO as it found a better solution in the iterative process.

To examine the performance of the IPSO algorithm and compare it with the standard PSO algorithm, an example calculation was conducted, and the fitness values of the particles under the same workflow and the number of particle swarms were compared. Figure 7 shows the results from iterations. Fix(χ) represents the fitness
Figure 5: Block probability versus threshold.

Figure 6: Energy cost versus the number of workflows.

Figure 7: Fix(X) versus the iterations.
values of particles. The IPSO could converge to the global optimal almost every time, and the convergence speed was faster, while the standard PSO algorithm could search for the optimal result within about 500 iterations, while the IPSO algorithm was about 400. Compared with the standard PSO algorithm, the IPSO fell into the local optimum less. This was because an immune operation was added to the improved particle swarm algorithm to help the particles get rid of the local optimal state.

5. Conclusions

Efficient offloading of service workflow in mobile applications was an essential content in edge computing research. In this paper, the workflow buffer queue and workflow execution delay were modeled. A cluster-based division of collaborative areas was designed, and an immune particle swarm optimization algorithm combined with service workflow was proposed. In the task scheduling, task blocking and delay are fully considered and combined with the IPSO algorithm. The algorithm was integrated into the immune algorithm in the particle swarm algorithm, which solved the defect that particles were easy to fall into local optimality and ensured the solution’s globality. Simulation experiment results showed that the IPSO algorithm could effectively reduce execution delay and blocking probability.
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