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Abstract: COVID-19 has posed unprecedented challenges to global health and the world economy. Two years into the pandemic, the widespread impact of COVID-19 continues to deepen, impacting different industries such as the automotive industry and its supply chain. This study presents a hybrid approach combining simulation modeling and tree-based supervised machine learning techniques to explore the implications of end-market demand disruptions. Specifically, we apply the concept of born-again tree ensembles, which are powerful and, at the same time, easily interpretable classifiers, to the case of the semiconductor industry. First, we show how to use born-again tree ensembles to explore data generated by a supply chain simulation model. To this end, we demonstrate the influence of varying behavioral and structural parameters and show the impact of their variation on specific key performance indicators, e.g., the inventory level. Finally, we leverage a counterfactual analysis to identify detailed managerial insights for semiconductor companies to mitigate adverse impacts on one echelon or the entire supply chain. Our hybrid approach provides a simulation model enhanced by a tree-based supervised machine learning model that companies can use to determine optimal measures for mitigating the adverse effects of end-market demand disruptions. We close the loop of our analysis by integrating the findings of the counterfactual analysis backward into the simulation model to understand the overall dynamics within the multi-echelon supply chain.
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1. INTRODUCTION

The COVID-19 pandemic is the blueprint for an unprecedented supply chain risk scenario with high uncertainty, ripple-effect like disruption propagation, and concurrent impacts on demand, supply, and logistics (Ivanov et al., 2017; Dolgui et al., 2019; Ivanov, 2020). These disruptions result from various measures imposed by governments worldwide to control the spread of the pandemic (Ivanov, 2020). To guarantee the best recovery scenario, companies rely on trust and collaboration along their supply chain (Domínguez et al., 2014; Jaenichen et al., 2021). Still, end-market disruptions such as the COVID-19 pandemic particularly challenge upstream supply chain members (Fransoo & Udenio, 2020; Sterman, 1989).

The semiconductor industry is particularly susceptible to such disruptions due to its high capital intensity, extended capacity lead times, and long production cycle times (Mönch et al., 2011). Additionally, short life cycles due to fast technological development and highly volatile demand characterize the industry (Aytac & Wu, 2013; Ehm et al., 2011a; Ehm et al., 2011b). Because of these characteristics, semiconductor companies face the bullwhip effect, which itself leads to additional operational disturbances and challenges such as the chip shortage (Fransoo & Udenio, 2020).

According to Chilmon and Tipi (2020), the area of simulation modeling moves toward combining different techniques where artificial intelligence (AI) or machine learning (ML) regularly enhances simulation modeling to improve interpretability. Additionally, recent developments in ML, such as born-again tree ensembles (Vidal & Schiffer, 2020) and the concept of counterfactual analysis (CA) (Wachter et al., 2017; Dandl et al., 2020) facilitate the interplay of simulation and ML, (Chilmon & Tipi, 2020). Against this background, we present a hybrid approach for integrating simulation modelling into a supervised ML framework. Our goal is to evaluate demand disruptions in an end-to-end semiconductor SC focusing on upstream semiconductor companies. We utilize our results to assess how the company can respond to unprecedented demand disruptions.

The remainder of this paper is structured as follows: Section 2 provides a brief overview of related work in supervised ML models. Subsequently, Section 3 presents the proposed hybrid
approach with a simulation model and ML. Section 4 discusses the results of this study. Finally, Section 5 provides concluding remarks and managerial insights.

2. RELATED LITERATURE

Supply chain simulation is a widely studied topic. We refer to Chilmon & Tipi (2020), who predict a trend toward hybrid modeling approaches, i.e., the combination of simulation and ML techniques, for an in-depth literature review. In this context, we will briefly discuss related simulation studies and recent developments in ML in the following.

Fowler et al. (2015) present four aggregation levels for supply chain simulation in semiconductor manufacturing where end-to-end supply chain studies are located at the highest abstraction level and represent, e.g., interactions between companies (Yagi et al., 2014). These have recently been studied in several system dynamics (SD) simulation models: a multi-echelon supply chain of a chemical company (Udenio et al., 2015), a four echelon manufacturing supply chain (Olivares-Aguila & ElMaraghy, 2020), a general supply chain evaluation study under demand disruptions (Fransoo & Udenio, 2020), and an end-market demand disruption model for the semiconductor industry (Jaenichen et al., 2021).

ML techniques can further leverage simulation model outputs (Chilmon & Tipi, 2020). However, sophisticated ML models, such as deep neural networks, may lack comprehensibility (Ventura & Cerquielli, 2019) and interpretability, i.e., understanding of the decision path (Guidotti et al., 2018). However, model interpretability is very important for decision-makers (Rebala et al., 2019). Research has shown that decision trees provide high model interpretability and process diverse data input (Guidotti et al., 2018; Rokach, 2016). However, the greedy nature of decision trees may not lead to good accuracy (Breiman et al., 1984; Rebala et al., 2019). In this context, Ho (1995) suggests the construction of several trees based on subspaces of the data. Breiman (2001) further adds to the concept by introducing the notion of the random forest, which as of today, belongs to the best performing algorithms concerning classification accuracy (cf. Bertsimas & Dunn, 2017), but shows lower comprehensibility due to its design complexity (Guidotti et al., 2018; Rebala et al., 2019; Vidal & Schiffer, 2020). Breiman and Shang (1996) explore the possibility of creating one representation of several decision trees: born-again tree ensembles, which show a much lower test error (Breiman, 1996). However, born-again tree ensembles are generally bigger than classical decision trees (Breiman et al., 1984), and runtime increases substantially due to higher complexity (Breiman & Shang, 1996). Vidal and Schiffer (2020) further investigate these ensembles and introduce a dynamic programming algorithm for building optimal born-again tree ensembles.

Recent developments in explainable AI to further increase interpretability include CA (Verma et al., 2020), which identifies necessary adaptations in the input values to modify the output label (Fernández et al., 2020). The concept of CA was introduced by Wachter et al. (2017) as a mathematical optimization problem and further extended by a multi-objective loss function (Dandl et al., 2020). CA has been applied to random forests in Fernández et al. (2020) and tree ensembles in Lucic et al. (2019). Parmentier and Vidal (2021) explore highly performant optimal counterfactual explanations for tree ensembles.

Combining techniques from the research streams reviewed above, we propose a hybrid combination of SD simulation and supervised ML techniques to leverage results and insights from simulation studies, focusing on the semiconductor industry. By so doing, we identify a clear opportunity to understand how to aid in mitigating the current semiconductor shortage due to strong demand disruptions in the end-market.

3. METHODOLOGY

Our hybrid approach evaluates end-market demand scenarios and mitigates their effect on multi-echelon supply chains. The overall hybrid approach first carries out the simulation based on defined KPIs for data generation before training both a smaller and a more extensive random forest and transforming each into a decision tree counterpart with the same performance, i.e., a born-again tree ensemble. Such a born-again tree ensemble is interpretable by design and subsequently allows to perform a CA to identify mitigation measures for end-market demand disruptions. We first focus on the simulation model and data pre-processing in Subsection 3.1. Subsequently, Subsection 3.2 introduces our tree-based supervised machine learning approach. Finally, we present the CA in Subsection 3.3.

3.1 Simulation Modeling and data pre-processing

The simulation model presented in Jaenichen et al. (2021) consists of four SC echelons: the semiconductor companies, the Tier-2 and Tier-1 suppliers, and the original equipment manufacturer (OEM). The demand is aggregated globally, equaling the global demand for light vehicles. The underlying structure of each echelon bases on the same SD modeling approach (Sterman, 2000, Udenio et al., 2015).

To allow for more detailed analyses, we extend the simulation of Jaenichen et al. (2021) by four key performance indicators (KPIs): demand fulfillment, capacity utilization, inventory coverage, and forecast accuracy. Each of them quantifies a relevant business performance aspect. Each KPI can reach an uncritical (green), semi-critical (yellow), and critical (red) status; we determine thresholds for each status and KPI based on domain knowledge. Our extended model evaluates the supply chain setting and compares different end-market demand scenarios quantitatively.

We generate SC data by running our simulation in a parameter variation experiment for each specified scenario. To this extent, we vary behavioral parameters, structural parameters, and the level of end-market disruption. First, we vary the semiconductor companies’ behavioral parameters, including the inventory adjustment time (IAT) and the forecast adjustment time (FAT). A lower FAT reflects a nervous forecast adjustment, where the received demand signal changes the forecast by the same magnitude. We consider a low, medium, and high FAT scenario. Demand variation is smoothed over an extended period in the high FAT scenario. The hybrid approach considers three inventory adjustment
scenarios: nervous, medium, and smooth. The IAT reflects the speed of adjusting the desired inventory level during a demand drop. Hence, a lower IAT leads to a quicker adjustment in the desired inventory level, while a higher IAT reflects a less nervous adjustment policy. Second, we vary structural parameters, i.e., lead time towards the Tier-1 supplier, production time (based on product complexity), and the semiconductor companies’ desired inventory coverage (DIC) level. Third, the end-market demand disruption is crucial for the overall data generation approach. Each of the scenarios either has a balanced slope of both drop and recovery (symmetric V-shape), a steeper drop (italic V-shape), or a steeper recovery (inverse italic V-shape). The length of the demand drop ranges from 0 weeks, i.e., no disruption, to a maximum of 52 weeks. The magnitude of the demand drop determines the dynamics during each simulation run ranging from 0%, i.e., no disruption in the end-market demand, to the extent of the COVID-19 pandemic end-market demand scenario. Appendix A lists the parameter for the data scenario generation.

For the scope of this study, we aggregate the four KPIs to an overall score with a maximum value of twelve (reaching the value of three for all four KPIs) and a minimum value of four (where each KPI equals one). This aggregation aims to classify the severity of an end-market demand outcome for the semiconductor supply chain and indicates whether there is an immediate need to act upon the anticipated demand scenario. Red scenarios with an overall score lower than eight lead to severe distortion of the end-to-end semiconductor automotive supply chain and require immediate operational attention. Yellow scenarios with a score between eight and ten are less severe but still lead to an undesirable business situation. Scenarios classified with the green status (minimum score of eleven) do not require immediate intervention.

3.2 Tree-based supervised learning approach

We follow the objective of classifying the generated scenarios according to the aggregated score described above. The goal is to indicate whether the company needs to take immediate action to counteract the anticipated demand scenario considering the overall parameter of the respective semiconductor echelon.

At first, we develop a decision tree classifier as a benchmark model and generate first insights on the model performance. We train a decision tree with a depth of three for initial insights into the most critical features’ data structure and decision thresholds. As the ML model in this study is used for a multi-label classification problem, each label from the sample data must be assigned correctly to achieve a high model score (Pedregosa et al., 2011).

Subsequently, we train and test two random forest classifiers with depths of three and eight and perform a hyperparameter optimization to improve their performance. Probst et al. (2019) indicate that random forests require only a minimum of hyperparameter fitting compared to other algorithms, e.g., support vector machines. The ML implementation uses the Scikit learn library version 0.24.1 (Pedregosa et al., 2011) and is run in Python 3.7.1.

We analyze and compare the accuracy and performance of born-again tree ensembles compared to the random forest and decision tree classifier. Finally, born-again tree ensembles are constructed from the two instances of random forests with a depth of three and ten estimators and a depth of eight and 30 estimators. We test the four objectives of born-again tree ensembles based on Vidal and Schiffer (2020) and choose the best performing for the CA.

3.3 Application of counterfactual analysis

We leverage CA to identify actions that improve the overall status of the semiconductor companies. We then test the analysis results, i.e., the counterfactuals, recursively in the simulation model to verify improvements for the supply chain. Before running the supervised learning models, we separate one percent of all data samples for analyses. The born-again tree ensemble constructed from the random forest with estimators at a depth of eight is the basis for the CA. All separated samples are iteratively analyzed concerning changes in the overall class label. We focus on two types of label changes from within the auction space of the semiconductor companies: improvement from red to yellow or green and improvement from yellow to green. In a first step, we assume that the values of all features can be varied as we want to identify the full potential of the CA. Subsequently, we exclude demand scenario and structural parameters; thus, we only consider behavioral parameters and the DIC of the semiconductor echelon. We use the CEMl package by Artelt (2019) that supports tree-based models.

4. RESULTS

The parameter variation experiment, which we performed in AnyLogic 8, runs all combinations of parameters without randomness. Overall, the simulation output has 381,888 samples with eight features, where every single output represents an end-market demand scenario with a specific parameter combination. As the Pearson correlation coefficient and the covariance is low for all eight features, we keep all features. We train and test the benchmark decision tree classifier with default settings from the Sklearn library with a depth of three. We derive the importance of each feature as the normalized total reduction of Gini impurity per feature (Pedregosa et al., 2011) to find the essential features for the classification task. The drop length and magnitude in the end-market demand show feature importance of 0.785 and 0.210, respectively. The IAT shows a value of 0.005.

Figure 1 displays a scatterplot of the two most essential features, the respective overall score, and a clear relationship to better understand the characteristics of the data set. We observe that the values for the features increase with a lower overall sum score. Figure 1 shows mainly red scenarios in its upper right. Thus, we further investigate this set of features to balance the class distribution. Data samples are primarily filtered according to magnitude and drop length since very high values of these inputs predominantly lead to the red state. The filtering results in a much more balanced share between the green, yellow, and red status of 33.4%, 33.6%, and 33.0%, respectively.
Table 1 displays the train and test accuracy and F1-score of the decision tree, random forest with a depth of three, and the pruned born-again tree ensemble. All four objectives for building the born-again tree ensemble lead to the same train decision tree, random forest with a depth of three, and the pruned born-again tree ensemble as the basis for the CA. Of the initially 1,627 separated samples, i.e., one percent of the filtered and balanced data, the CA finds 397 counterfactuals for the decision rules for the classification. We use the pruned born-again tree ensemble to employ this strategy.

### Table 1: Results of supervised learning approaches – 10 estimators

| Classifier | Train-Accuracy | Train-F1 | Test-Accuracy | Test-F1 |
|------------|----------------|----------|---------------|---------|
| (1)        | 0.82605        | 0.82809  | 0.82612       | 0.82807 |
| (2)        | 0.84297        | 0.84111  | 0.84111       | 0.84279 |
| (3)        | 0.84297        | 0.84111  | 0.84111       | 0.84279 |

(1) – decision tree | (2) – random forest with depth of 3 | (3) pruned born-again tree ensemble

The result for the classification with a higher depth in estimators shows a similar pattern (see Table 2). The born-again tree ensemble outperforms the decision tree classifier with a slightly lower classification performance than the random forest with 30 estimators. Only one estimator represents the born-again tree ensemble, providing direct decision rules for the classification. We use the pruned born-again tree ensemble as the basis for the CA. Of the initially 1,627 separated samples, one percent of the filtered and balanced data, the CA finds 397 counterfactuals for the previously determined feature range (c.f. Appendix 1). A total of 185 red samples can be improved to yellow and 210 from yellow to green. The overall status is improved from red directly to green for two samples.

### Table 2: Results of supervised learning approaches – 30 estimators

| Classifier | Train-Accuracy | Train-F1 | Test-Accuracy | Test-F1 |
|------------|----------------|----------|---------------|---------|
| (1)        | 0.95438        | 0.95438  | 0.95261       | 0.95261 |
| (2)        | 0.96278        | 0.96276  | 0.96177       | 0.96173 |
| (3)        | 0.96095        | 0.96094  | 0.95940       | 0.95939 |

(1) – decision tree | (2) – random forest with depth of 8 | (3) pruned born-again tree ensemble

In the following, we present examples of the CA to demonstrate its capabilities in aiding decision-makers. Table 3 shows three different characteristics for the definition of the CA: the initial feature values for cycle time, DIC, FAT, IAT, lead time, drop length, drop magnitude, and type of V-shape, the proposed delta in the respective feature value, and the updated feature values with the improved outcome. The example shows a severe drop of eleven percent for 44 weeks in a reverse italic V-shape, i.e., the value of -0.5 for the last feature value, reflects a shorter recovery than the drop period. As determined by the CA, a ten percent increase in DIC changes the overall status in this setting from red to yellow.

### Table 3: Recommended change in desired inventory coverage

| Initial | Delta | Updated | Class |
|---------|-------|---------|-------|
| 14 10 3 | -1    | 14 11 3 | Red |
| 30 44 11 | -0.5  | 30 44 11 | Yellow |

(1) – Cycle time | (2) – DIC | (3) – FAT | (4) – IAT | (5) – lead time | (6) – drop length | (7) – drop magnitude | (8) – V-shape

Another example is listed in Table 4, where the CA detects the improvement potential of the overall state by adjusting two features simultaneously. In this scenario, a reduced DIC and a smoother forecast behavior, i.e., a higher value for the FAT, improve the overall status from yellow to green. This insight is of particular interest as the inventory level can be decreased relatively quickly should the semiconductor company decide to employ this strategy.

### Table 4: Recommended change in desired inventory coverage and forecast adjustment time

| Initial | Delta | Updated | Class |
|---------|-------|---------|-------|
| 24 14 1 | -3    | 24 16 6 | Yellow |
| 10 30 22 | 0.03 -0.5 | 10 23 22 | Green |

(1) – Cycle time | (2) – DIC | (3) – FAT | (4) – IAT | (5) – lead time | (6) – drop length | (7) – drop magnitude | (8) – V-shape

Overall, the CA identified two situations where the decision-maker may improve the status from red to green. Interestingly, this significant improvement is achieved by only adapting the DIC and the IAT. One of these scenarios (see Table 5) reflects a demand drop of seven percent over 20 weeks in a symmetric V-shaped end-market demand. An increase from eight to 13 weeks of reach combined with a much higher IAT is necessary to achieve the green status.

### Table 5: Recommended change in desired inventory coverage and inventory adjustment time

| Initial | Delta | Updated | Class |
|---------|-------|---------|-------|
| 24 8 7 | 5     | 24 12 12 | Red |
| 10 25 20 | 0.07 0.0 | 10 25 20 | Green |

(1) – Cycle time | (2) – DIC | (3) – FAT | (4) – IAT | (5) – lead time | (6) – drop length | (7) – drop magnitude | (8) – V-shape

We now use the recommended adaptations from Table 5 and feed them back into the SD simulation model. The comparison of the KPIs in Figure 2 compares the simulation output for the overall available capacity (semi), the work-in-process (WIP semi), and the target WIP (Target WIP semi) of the semiconductor manufacturer (a) pre and (b) post adaptation. Based on Figure 2, we find that the two adaptations of the feature values, as listed in Table 5, lead to a better control of the
inventory level during both the demand drop and the market recovery phase.

While the target, i.e., desired WIP, exceeds available capacity after the end-market demand recovery, the updated feature values generate a business environment in which we can significantly reduce this overshoot. This is visualized in the Figure with the overall available capacity, hence, the upper limit of the WIP. Additionally, we observe a significant improvement of order fulfillment in the optimized setting. All orders can now be fulfilled instead of only 94.7% previously. While the initial scene shows a deviation from the desired stock level of more than 15%, the adapted sample does not reach the red status. Finally, improved mean capacity utilization during recovery and better control of the desired WIP level leads to an overall green status for this scenario.

![Figure 2: Simulation output (a) pre and (b) post adaptation](image)

This backward integration of the improved parameter setting identified by CA to the simulation model concludes the result section.

5. CONCLUSION

In conclusion, we were able to apply the methodology presented in Vidal and Schiffer (2020) to a specific application in the semiconductor industry. Extending the insights from the supervised learning analysis, we utilized CA to provide concrete actions for decision-makers when dealing with changes in the end-market demand. To this end, we can provide instructions which parameters need to be adapted to improve the overall supply chain performance. While traditional measures for mitigating supply chain disruptions, e.g., buffering by increased inventory, are vastly popular and intuitive to the practitioner, our analyses revealed settings where such an approach is not beneficial. Accordingly, our CA constitutes a promising extension to the hybrid approach of simulation and ML as it allows the user to increase understanding of the complex system at hand.

Additionally, based on insights from the presented methodology, the semiconductor company can react to anticipated demand patterns and improve the overall status of their supply chain situation from red to yellow or yellow to green. In general, both changes reflect a significant opportunity to improve the supply chain performance for semiconductor companies, which ideally leads to a significant chance of reducing chip shortages along the whole supply chain. The insights from this analysis can also encourage a discussion around inventory management and forecasting with exact values determined through CA. Finally, our study also showed that, in some cases, excess redundant inventory levels are also a risk for the supply chain performance of the semiconductor manufacturer. This indicates that CA provides value on top of supervised learning approaches by providing actual thresholds for relevant supply chain features. The backward integration of the proposed counterfactuals is valuable for decision-makers in practice as it increases the understanding of how scenario modifications impact the supply chain. Future studies may extend the investigation to supply chains of other sectors within the same industry, e.g., consumer-grade electronics, and different notions of disruptions aside from unique outliers, e.g., continuous raw material supply shortages.
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### Appendix A. Overview parameter variation

| Feature | Range |
|---------|-------|
| Lead time semiconductor company | Consignment stock: products have a lower communicated lead time  <br>Non-consignment stock: products have a higher lead time |
| Cycle time | Complex product: more complex, requires more production steps  <br>Medium product: less complex, requires a decent amount of production steps  <br>Simple product: less complex product requires fewer production steps |
| Desired inventory coverage | Excess inventory: excess +20%  <br>High inventory: additional +10%  <br>Medium inventory: standard scenario  <br>Low inventory: leaner planning (-10%) |
| Forecast adjustment time | Nervous adjustment: lower value than from calibration  <br>Medium adjustment: equals value from the parameter calibration  <br>Smooth adjustment: higher value than from calibration |
| Inventory adjustment time | Nervous adjustment: lower value than from calibration (-20%)  <br>Medium adjustment: equals value from the parameter calibration  <br>Smooth adjustment: higher value than from calibration (+20%) |
| Demand drop shape | V-shape (symmetric)  <br>Italic V-shape (slower recovery)  <br>Inverse italic V-shape (faster recovery) |
| Demand drop length | Demand drop length: maximum value length of assumed COVID-19 scenario; range from 1-52 weeks |
| Demand drop magnitude | Demand drop magnitude: maximum value from COVID-19 scenario; a step size of 1% |