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Abstract: In this article, a new, attractive method is used to solve fractional neutral pantograph equations (FNPEs). The proposed method, the ARA-Residual Power Series Method (ARA-RPSM), is a combination of the ARA transform and the residual power series method and is implemented to construct series solutions for dispersive fractional differential equations. The convergence analysis of the new method is proven and shown theoretically. To validate the simplicity and applicability of this method, we introduce some examples. For measuring the accuracy of the method, we make a comparison with other methods, such as the Runge–Kutta, Chebyshev polynomial, and variational iterative methods. Finally, the numerical results are demonstrated graphically.
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1. Introduction

Fractional calculus is an area of applied mathematics that deals with integrals and derivatives of fractional orders. Over the last decades, it has turned out that many phenomena in physics, chemistry, engineering, and other fields of science can be expressed accurately by models using mathematical tools through fractional orders. For example, fractional derivatives have been used to describe chemical processes, mathematical biology, and many other problems in physics and engineering. More specific information about differential integral equations and fractional calculus can be found in [1–12].

Mostly, nonlinear fractional differential equations do not have exact solutions; so many numerical and analytical methods have been introduced and implemented to obtain their approximate solutions. For example, the Adomian decomposition method (ADM) [13] was applied to solve nonlinear fractional diffusion and wave equations [14,15], and the homotopy perturbation method (HPM) was constructed in [16] and was used to study dissipative nonplanar solitons in an electronegative complex plasma [17], etc. [18–23]. Nowadays the residual power series method (RPSM) is used to construct power series solutions of differential equations without linearization, discretization, or perturbation [24–26].

Recently, a new integral transform called the ARA transform was implemented successfully to solve some ordinary and partial differential equations [27]. Moreover, an attractive formula for the ARA transform of the Caputo fractional derivatives was obtained in [28] and used to create series solutions for some families of fractional differential equations.

Conversely, some authors combined two powerful methods to obtain new methods to solve fractional differential equations; Mahmood et al. [29] used the Laplace–Adomian decomposition method (LADM), a combination of the Laplace transform and the ADM; Kumar et al. [30] introduced the homotopy perturbation transform method (HPTM) and combined the Laplace transform with the HPM; Eriqat et al. [31] constructed the Laplace-residual power series method (LRPSM), combining the Laplace transform with the RPSM, and so on [32–34].
Fractional delay differential equations appear in many applications, such as long transmission lines, automatic control, biology, and economy [35]. The fractional pantograph equation (FPE) is one of the fractional delay differential equations that plays a vital role in explaining diverse phenomena [36], so it has attracted the attention of many researchers. Balachandran and Kiruthika [34] studied the existence of the solutions of nonlinear FPEs. Rahimkhani, Ordokhani, and Babolian [37] utilized the generalized fractional-order Bernoulli wavelet to obtain the numerical solution of FPEs, whereas Eriqat et al. [31] introduced accurate and numerical series solutions to the FNPEs by using the LRPSM. However, only a few articles are dedicated to the approximate solution of FNPEs.

In this paper, we consider the FNPE subject at the initial condition

\[ D^\alpha g(t) = ag(\beta t) + bD^\gamma g(\gamma t) + cD^\lambda g(\lambda t) + f(t) \]  

\[ g(0) = g_0 \]  

where \( a, b, c \in \mathbb{R} \), \( 0 < \alpha \leq 1 \), \( 0 < \beta, \gamma, \lambda < 1 \), \( D^\alpha \) is the Caputo fractional derivative of order \( \alpha \) and \( f(t) \) has a fractional power series expansion.

Throughout this work, we present an efficient analytical technique to construct series solutions of fractional differential equations. The new method named the “ARA-Residual Power Series Method” (ARA-RPSM) is based on combining the ARA transform and the RPSM into a new vision. To illustrate the efficiency of this method, it is applied to the FNPEs to construct the so-called ARA-RPS solution.

2. Definitions and Theorems

This section consists of two parts. In the first one, we introduce some basic definitions of fractional operators and the ARA transform with some properties that are essential in our work.

In the second part, we introduce some new results related to the ARA transform, and the fractional derivatives are introduced and proven.

2.1. Preliminaries

Definition 1. [9] The Riemann–Liouville fractional integral of the function \( g(t) \) of order \( \alpha > 0 \) is defined by

\[ I_0^\alpha g(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-\tau)^{\alpha-1} g(\tau) d\tau. \]

Definition 2. [9] The Caputo fractional derivative of the function \( g(t) \) of order \( \alpha > 0 \) is defined by

\[ D^\alpha g(t) = \begin{cases} \frac{1}{\Gamma(n-\alpha)} \int_0^t \frac{g^{(n)}(\tau)}{(t-\tau)^{\alpha+n}} d\tau, & n-1 < \alpha < n \\ g^{(n)}(t), & \alpha = n \end{cases} \]

Definition 3. [27] The ARA transform of order \( n \) of the continuous function \( g(t) \) on the interval \((0, \infty)\) is defined by

\[ G_n[g(t)](s) = s \int_0^\infty t^{n-1} e^{-st} g(t) dt, s > 0. \]

Theorem 1. [27] (The sufficient condition for the existence of the ARA transform). If the function \( g(t) \) is piecewise continuous in every finite interval \( 0 \leq t \leq \beta \) and satisfies \( |t^{n-1} g(t)| \leq K e^{\beta t} \), then the ARA transform exists for all \( s > \beta \).
In the following arguments, we present some properties of the ARA transform [27,28] that are needed in our work.

Let \( g(t) \) and \( h(t) \) be two continuous functions on the interval \((0, \infty)\) in which the ARA transform exists. Then

1. \( G_n [\alpha g(t) + \beta h(t)](s) = \alpha G_n [g(t)](s) + \beta G_n [h(t)](s) \)
2. where \( \alpha \) and \( \beta \) are nonzero constants.
3. \( G_1 [g(t)](s) = sG(s) \) where \( G(s) \) is the Laplace transform of \( g(t) \).
4. \( \lim_{s \to \infty} G_1 [g(t)](s) = g(0) \).
5. \( G_1 [g'(t)](s) = sG_1 [g(t)](s) - sg(0) \).
6. \( \lim_{s \to \infty} \frac{d}{ds} \left[ G_1 [g(t)](s) \right] = 0 \).
7. \( G_2 [g(t)](s) = -s \frac{d}{ds} \left( \frac{G_1 [g(t)](s)}{s} \right) \).
8. \( G_2 [g'(t)](s) = -s \frac{d}{ds} (G_1 [g(t)](s)) \).
9. \( G_2 [t^m](s) = \Gamma(m+2) s^{-m-1} \), \( s > 0 \).
10. \( G_n [g(at)](s) = \frac{1}{a^n} G_n [g(t)] \left( \frac{s}{a} \right) \).

2.2. New Results Related to the ARA Transform

In the following, we establish new results that are needed to construct the ARA-RPS solutions of fractional differential equations.

**Theorem 2.** Let \( g(t) \) be a continuous function on the interval \((0, \infty)\) in which the ARA transform exists. Then

\[
\lim_{s \to \infty} \left( G_1 [g(t)](s) - sG'_1 [g(t)](s) \right) = g(0).
\]

**Proof of Theorem 2.** Property (2) implies

\[
\lim_{s \to \infty} \left( G_1 [g(t)](s) - sG'_1 [g(t)](s) \right) = \lim_{s \to \infty} \left( sG(s) - s(sG(s))' \right) = \lim_{s \to \infty} (sG(s) - s^2 G'(s)) = \lim_{s \to \infty} -s^2 G'(s).
\]

The proof is completed by showing that

\[
\lim_{s \to \infty} -s^2 G'(s) = g(0).
\]

Property (3) implies

\[
\lim_{s \to \infty} sG(s) = \lim_{s \to \infty} G_1 [g(t)](s) = g(0).
\]

So,

\[
\lim_{s \to \infty} \frac{G(s)}{s} = g(0).
\]

According to L’Hopital’s rule, \( \lim_{s \to \infty} \frac{G'(s)}{s^2} = \lim_{s \to \infty} \left( -s^2 G'(s) \right) = g(0). \)

Based on Theorem 2 and using Property (6) of the ARA transform, we reach the following result:

**Corollary 1.** If \( g(t) \) is a continuous function on the interval \((0, \infty)\) in which the ARA transform exists, then

\[
\lim_{s \to \infty} sG_2 [g(t)](s) = g(0).
\]
In the following arguments, we present some results about the ARA transform for the fractional derivatives $D^\alpha$.

**Lemma 1.** [28] The ARA transform of the Caputo fractional derivative of order $\alpha$, $0 < \alpha \leq 1$ of the function $g(t)$ is given by

$$G_2[D^\alpha g(t)](s) = \frac{1 - \alpha}{s^\alpha} G_1[g(t)](s) + \frac{1}{s^{1-\alpha}} G_2[g(t)](s).$$

**Lemma 2.** Suppose that $g(t)$ is a continuous function on the interval $(0, \infty)$ in which the ARA transform exists and let $0 < \alpha \leq 1$ then

i. $G_1[D^{\alpha}g(t)](s) = s^{\alpha-1}G_1[g(t)](s) - \sum_{k=0}^{n-1} s^{(n-k)\alpha} D^k g(0)$,

where $D^{\alpha} = \underbrace{D^\alpha D^\alpha \cdots D^\alpha}_{n-times}$

ii. $G_2[D^{\alpha}g(t)](s) = s^{\alpha}G_2[g(t)](s) - \alpha s^{\alpha-1}G_1[g(t)](s) + (\alpha - 1)s^{\alpha-1}g(0)$.

iii. $G_2[D^{\alpha}g(at)](s) = \frac{a}{\alpha}G_2[g(t)](\frac{s}{a}) - \alpha s^{\alpha-1}G_1[g(t)](\frac{s}{a}) + (\alpha - 1)s^{\alpha-1}g(0)$.

**Proof Lemma 2.** The proof of part (i) can be found in [28] based on Property (2).

To prove (ii), Lemma 1, Property (4) and Property (7) yield that

$$G_2[D^{\alpha}g(t)](s) = (1 - \alpha)s^{\alpha-1}G_1[g(t)](s) - (1 - \alpha)s^{\alpha-1}g(0) - s^\alpha G_1'[g(t)](s)$$

$$= s^{\alpha} \left( \frac{G_1[g(t)](s)}{s} - G_1'[g(t)](s) \right) - \alpha s^{\alpha-1}G_1[g(t)](s)$$

$$- (1 - \alpha)s^{\alpha-1}g(0)$$

$$= s^{\alpha} \left( -s \frac{d}{ds} \left( \frac{G_1[g(t)](s)}{s} \right) \right) - \alpha s^{\alpha-1}G_1[g(t)](s)$$

$$+ (\alpha - 1)s^{\alpha-1}g(0).$$

The desired result is obtained by Property (6).

The proof of (iii) comes directly from (ii) and Property (9). □

**Theorem 3.** Let $g(t)$ be a continuous function on the interval $(0, \infty)$ in which the ARA transform exists. Then

$$G_2[D^{mn}g(t)](s) = s^{mn}G_2[g(t)](s) - ns^{mn-1}G_1[g(t)](s)$$

$$+ \sum_{k=0}^{n-1} ((n-k)\alpha - 1)s^{(n-k)\alpha-1}D^k g(0).$$

(3)

**Proof Theorem 3.** We will use the principle of mathematical induction to obtain the result.

For $n = 1$, the formula

$$G_2[D^{m}g(t)](s) = s^{m}G_2[g(t)](s) - \alpha s^{m-1}G_1[g(t)](s) + (\alpha - 1)s^{m-1}g(0),$$

(4)

is true based on part (ii) of Lemma 2.

Assume that the following formula is true for $n = m$:

$$G_2[D^{mn}g(t)](s) = s^{mn}G_2[g(t)](s) - ns^{mn-1}G_1[g(t)](s)$$

$$+ \sum_{k=0}^{m-1} ((m-k)\alpha - 1)s^{(m-k)\alpha-1}D^k g(0).$$

(5)
We need to prove that the formula is true for \( n = m + 1 \), and Equations (4) and (5) and part (i) of Lemma 2 imply that

\[
G_2 \left[ D^{(m+1)\alpha} g(t) \right](s) = G_2 \left[ D^\alpha (D^{ma} g(t)) \right](s)
\]

\[
= s^\alpha G_2 [D^{ma} g(t)](s) - \alpha s^{\alpha-1} G_1 [D^{ma} g(t)](s)
+ (\alpha - 1)s^{\alpha-1} D^{ma} g(0)
\]

\[
= s^\alpha (s^{ma} G_2 [g(t)](s) - m \alpha s^{ma-1} G_1 [g(t)](s)
+ \frac{m-1}{\alpha} ((m-k)\alpha - 1)s^{(m-k)\alpha - 1} D^{ka} g(0))
\]

\[
- \alpha s^{\alpha-1} \left( s^{ma} G_1 [g(t)](s) - \sum_{k=1}^{m-1} s^{(m-k)\alpha} D^{ka} g(0) \right)
+ (\alpha - 1)s^{\alpha-1} D^{ma} g(0).
\]

Therefore,

\[
G_2 \left[ D^{(m+1)\alpha} g(t) \right](s)
= s^{(m+1)\alpha} G_2 [g(t)](s) - (m+1)\alpha s^{(m+1)\alpha - 1} G_1 [g(t)](s)
+ \sum_{k=0}^{m} ((m+1-k)\alpha - 1)s^{(m+1-k)\alpha - 1} D^{ka} g(0).
\]

The proof is completed. \( \square \)

3. Fractional Power Series

Suppose that the fractional power series representation of the function \( g(t) \) at \( t = 0 \) has the form \([9]\)

\[
g(t) = \sum_{n=0}^{\infty} a_n t^{na}, \quad 0 < m - 1 < \alpha \leq m, \quad 0 \leq t \leq \beta.
\]

If \( g(t) \) and \( D^{na} g(t) \) are continuous on \([0, \beta]\) for \( n = 0, 1, 2, \ldots \), then the coefficients \( a_n \) in the equation has the form

\[
a_n = \frac{D^{na} g(0)}{\Gamma(na + 1)}.
\]

In the following theorem, we present a new fractional Taylor’s expansion using the ARA transform, which forms a base for constructing the ARA-RPS solutions of the FNPEs.

**Theorem 4.** Let \( g(t) \) be a continuous function on every finite interval \([0, \beta]\) in which the ARA transform exists and has the fractional power series representation

\[
G_2 [g(t)](s) = \sum_{n=0}^{\infty} \frac{h_n}{s^{na+1}}; \quad 0 < \alpha \leq 1 \text{ and } s > 0.
\]

Then

\[
h_n = (na + 1)D^{na} g(0)
\]

**Proof Theorem 4.** Assume that the function \( G_2 [g(t)](s) \) has the fractional power series represented in Equation (6).

Firstly, if we multiply both sides of Equation (6) by \( s \) and take the limit as \( s \to \infty \), then

\[
\lim_{s \to \infty} s G_2 [g(t)](s) = h_0 + \lim_{s \to \infty} \sum_{n=1}^{\infty} \frac{h_n}{s^{na}}.
\]
By Corollary 1, we obtain
\[ h_0 = g(0). \]

So, Equation (6) becomes
\[
G_2[g(t)](s) = \frac{g(0)}{s} + \sum_{n=1}^{\infty} \frac{h_n}{s^{\alpha n+1}}.
\]

(7)

Similarly, we multiply Equation (7) by \( s^{\alpha+1} \) and take the limit as \( s \to \infty \) to obtain \( h_1 \) as follows:
\[
\lim_{s \to \infty} s^{\alpha+1} G_2[g(t)](s) = \lim_{s \to \infty} s^{\alpha} g(0) + h_1 + \lim_{s \to \infty} \sum_{n=2}^{\infty} \frac{h_n}{s^{(n-1)\alpha}}.
\]

Thus,
\[
h_1 = \lim_{s \to \infty} \left( s^{\alpha+1} G_2[g(t)](s) - s^{\alpha} g(0) \right) = \lim_{s \to \infty} \left( s^{\alpha} G_2[g(t)](s) - s^{\alpha-1} g(0) \right)
\]

Putting \( n = 1 \) in Theorem 3, we have
\[
h_1 = \lim_{s \to \infty} \left( s^{\alpha+1} G_2[sD^\alpha g(t)](s) + \alpha s^{\alpha-1} G_1[g(t)](s) - \alpha s^{\alpha-1} g(0) \right)
\]
\[
= \lim_{s \to \infty} s G_2[D^\alpha g(t)](s) + \lim_{s \to \infty} \alpha (s^{\alpha} G_1[g(t)](s) - s^{\alpha} g(0))
\]

Lemma 2, part (i) with \( n = 1 \) implies that
\[
h_1 = \lim_{s \to \infty} s G_2[D^\alpha g(t)](s) + \alpha \lim_{s \to \infty} G_1[D^\alpha g(t)](s).
\]

According to Corollary 1 and Property (3), we obtain
\[
h_1 = (\alpha + 1)D^\alpha g(0).
\]

Hence, \( G_2[g(t)](s) \) can be written as
\[
G_2[g(t)](s) = \frac{g(0)}{s} + \frac{(\alpha + 1)D^\alpha g(0)}{s^{\alpha+1}} + \frac{h_2}{s^{2\alpha+1}} + \sum_{n=3}^{\infty} \frac{h_n}{s^{n\alpha+1}}.
\]

(8)

To find \( h_2 \), multiply both sides of Equation (8) by \( s^{2\alpha+1} \) and take the limit as \( s \to \infty \)
\[
\lim_{s \to \infty} s^{2\alpha+1} G_2[g(t)](s) = \lim_{s \to \infty} s^{2\alpha} g(0) + \lim_{s \to \infty} (\alpha + 1)s^{\alpha} D^\alpha g(0) + h_2.
\]

Thus,
\[
h_2 = \lim_{s \to \infty} \left( s^{2\alpha} G_2[g(t)](s) - \alpha s^{\alpha-1} D^\alpha g(0) - s^{\alpha-1} D^\alpha g(0) - s^{2\alpha-1} g(0) \right)
\]

Again, Theorem 3 with \( n = 2 \) will lead to
\[
h_2 = \lim_{s \to \infty} s \left( G_2[D^{2\alpha} g(t)](s) + 2\alpha s^{2\alpha-1} G_1[g(t)](s) - 2\alpha s^{2\alpha-1} g(0) - \alpha s^{\alpha-1} D^\alpha g(0) - \alpha s^{\alpha-1} D^\alpha g(0) \right)
\]
\[
= \lim_{s \to \infty} s \left( G_2[D^{2\alpha} g(t)](s) \right)
\]
\[
+ \lim_{s \to \infty} \left( s^{2\alpha} G_1[g(t)](s) - s^{2\alpha} g(0) - s^{\alpha} D^\alpha g(0) \right).
\]

Now, Lemma 2, part (i) with \( n = 2 \) implies that
\[
h_2 = \lim_{s \to \infty} s \left( G_2[D^{2\alpha} g(t)](s) \right) + 2\alpha \lim_{s \to \infty} G_1[D^{2\alpha} g(t)](s).
Use Corollary 1 and Property (3) to obtain
\[ h_2 = (2\alpha + 1)D^{2\alpha}g(0). \]

By similar arguments, we can predict the obvious pattern of \( h_n \) as follows:
\[ h_n = (n\alpha + 1)D^{n\alpha}g(0). \]

\( \square \)

**Remark 1.**

i. If the ARA transform of order two for the function \( g(t) \) has the series representation

\[ G_2[g(t)](s) = \sum_{n=0}^{\infty} \frac{h_n}{s^{n\alpha+1}}, \]

then the \( k \)th truncated series of (9) is defined as follows:

\[ G_2[g(t)]_k(s) = \sum_{n=0}^{k} \frac{h_n}{s^{n\alpha+1}}. \]

The following two results come directly from Property (6) and Property (8), respectively.

ii. If the ARA transform of order two for the function \( g(t) \) has the series representation

\[ G_2[g(t)](s) = \sum_{n=0}^{\infty} \frac{h_n}{s^{n\alpha+1}}, \]

then the ARA transform of order one for the function \( g(t) \) has the series representation

\[ G_1[g(t)](s) = \sum_{n=0}^{\infty} \frac{h_n}{(n\alpha + 1)s^{n\alpha}}, \]

and the \( k \)th truncated series is defined as follows:

\[ G_1[g(t)]_k(s) = \sum_{n=0}^{k} \frac{h_n}{(n\alpha + 1)s^{n\alpha}}. \]

iii. The inverse of the ARA transform of order two for the fractional power series given in Theorem 4 is

\[ g(t) = G_2^{-1} \left[ \sum_{n=0}^{\infty} \frac{h_n}{s^{n\alpha+1}} \right](t) = \sum_{n=0}^{\infty} \frac{D^{n\alpha}g(0)}{\Gamma(n\alpha + 1)} t^{n\alpha}. \]

Based on the relation between \( G_2[g(t)](s) \) and \( G_1[g(t)](s) \) given in Property (6) and the properties of Taylor’s series, the following theorem includes the convergence conditions of the expansion represented in Theorem 4 for \( G_2[g(t)](s) \).

**Theorem 5.** Let \( g(t) \) be a continuous function on every finite interval \([0, \beta]\) in which the ARA transform exists. Assume that \( G_1[g(t)](s) \) has the following series representation:

\[ G_1[g(t)](s) = \sum_{n=0}^{\infty} \frac{C_n}{s^{n\alpha}} \]

where

\[ C_n = D^{n\alpha}g(0). \]
If \(|G_1[D^{(n+1)\alpha}g(t)](s)| \leq M\) on \(0 < s \leq d\), then the remainder \(R_n(s)\) satisfies the following inequality:

\[|R_n(s)| \leq \frac{M}{s^{n+1}}\alpha, \quad 0 < s \leq d.\]

**Proof Theorem 5.** Suppose that \(G_1[D^{ka}g(t)](s)\) exists on \(0 < s \leq d\) for \(k = 0, \ldots, n\), from the definition of the reminder,

\[R_n(s) = G_1[g(t)](s) - \sum_{k=0}^{n} \frac{D^{ka}g(0)}{s^{ka}}.\]  (11)

By multiplying both sides of Equation (11) by \(s^{(n+1)\alpha}\) and using part (i) of Lemma 2, we obtain

\[s^{(n+1)\alpha}R_n(s) = s^{(n+1)\alpha}G_1[g(t)](s) - \sum_{k=0}^{n} \frac{D^{ka}g(0)}{s^{ka}}s^{(n+1)\alpha} = G_1[D^{(n+1)\alpha}g(t)](s).\]

Hence,

\[|s^{(n+1)\alpha}R_n(s)| = |G_1[D^{(n+1)\alpha}g(t)](s)| \leq M.\]

It follows that

\[|R_n(s)| \leq \frac{M}{s^{n+1}}\alpha, \quad 0 < s \leq d.\]  

\[\square\]

4. Constructing the ARA-RPS Solution of the Fractional Neutral Pantograph Equation

In this section, we apply the ARA-RPSM to establish the solution of the FNPEs. The procedure of the presented method can be summarized as follows:

Step (1): Apply the ARA transform of order two to the given functional equation.

Step (2): Use the series expansion given in Theorem 4 to represent the solution of the new functional equation in the new space. To determine the coefficients of this expansion, we use similar arguments to the residual power series with a new analysis and new computations.

Step (3): Apply the inverse ARA transform of order two on the solution obtained in Step (2), and so, we obtain a solution in the original space.

To construct an analytical solution of Equation (1), we apply the ARA transform of order two on both sides of Equation (1)

\[G_2[D^\alpha g(t)](s) = aG_2[g(\beta t)](s) + bG_2[D^\alpha g(\gamma t)](s) + cG_2[g(\lambda t)](s) + G_2[f(t)](s).\]  (12)

By using part (ii) of Lemma 2 and the initial condition (2), we obtain

\[s^\alpha G_2[g(t)](s) - a s^{\alpha-1}G_1[g(t)](s) + (\alpha - 1)s^{\alpha-1}g_0 = \frac{a}{\beta}G_2[g(t)]\left(\frac{s}{\beta}\right) + b\left(\frac{s}{\gamma}G_2[g(t)]\left(\frac{s}{\gamma}\right) - a s^{\alpha-1}G_1[g(t)]\left(\frac{s}{\gamma}\right) + (\alpha - 1)s^{\alpha-1}g_0\right) + \frac{c}{\lambda^\alpha}G_2[g(t)]\left(\frac{s}{\lambda}\right) + G_2[f(t)](s).\]

Thus, the so-called ARA-FNPE in the new space can be written as

\[G_2[g(t)](s) = \frac{a}{\beta}G_1[g(t)](s) - \frac{(\alpha - 1)}{s}g_0 + \frac{a}{\beta\alpha}G_2[g(t)]\left(\frac{s}{\beta}\right) + \frac{b}{\gamma}G_2[g(t)]\left(\frac{s}{\gamma}\right) - \frac{\alpha - 1}{s}g_0 + \frac{c}{\lambda^\alpha}G_2[g(t)]\left(\frac{s}{\lambda}\right) + \frac{1}{\gamma}G_2[f(t)](s).\]  (13)
In the second step, according to Theorem 4 and part (ii) of Remark 1, we assume that \( G_1[g(t)](s) \) and \( G_2[g(t)](s) \) in Equation (13) have the following representations:

\[
G_1[g(t)](s) = \sum_{n=0}^{\infty} \frac{h_n}{(na + 1)s^\alpha},
\]

\[
G_2[g(t)](s) = \sum_{n=0}^{\infty} \frac{h_n}{s^\alpha + 1}, \quad s > 0.
\]

(14)\hspace{1cm}(15)

Consider the \( k \)th truncated series of Equations (14) and (15), respectively,

\[
G_1[g(t)]_k(s) = \sum_{n=0}^{k} \frac{h_n}{(na + 1)s^\alpha},
\]

\[
G_2[g(t)]_k(s) = \sum_{n=0}^{k} \frac{h_n}{s^\alpha + 1}.
\]

(16)\hspace{1cm}(17)

By multiplying both sides of Equation (17) by \( s \), then taking the limit as \( s \to \infty \), we obtain

\[
\lim_{s \to \infty} sG_2[g(t)]_k(s) = h_0 + \lim_{s \to \infty} \sum_{n=1}^{k} \frac{h_n}{s^\alpha}.
\]

Corollary 1 and Equation (2) yield that

\[
h_0 = g_0,
\]

so, Equations (16) and (17) can be written respectively as

\[
G_1[g(t)]_k(s) = g_0 + \sum_{n=1}^{k} \frac{h_n}{(na + 1)s^\alpha},
\]

\[
G_2[g(t)]_k(s) = \frac{g_0}{s} + \sum_{n=1}^{k} \frac{h_n}{s^\alpha + 1}, \quad s > 0.
\]

(18)\hspace{1cm}(19)

Now, we define the so-called ARA residual function for Equation (13)

\[
G_2 \text{ Res}(s) = G_2[g(t)](s) - \frac{2}{\pi} G_1[g(t)](s) + \frac{(a-1)}{\pi s} \frac{G_2[g(t)](s)}{G_1[g(t)](s)} - \frac{1}{\pi s} \frac{G_2[f(t)](s)}{G_1[g(t)](s)}
\]

\[
- \frac{b}{\pi s} G_2[g(t)](s) + \frac{h_0}{s} G_1[g(t)](s) - \frac{b(a-1)}{\pi s} g_0 - \frac{b}{\pi s} \frac{G_2[g(t)](s)}{G_1[g(t)](s)}
\]

\[
- \frac{c}{\pi s} G_2[g(t)](s) - \frac{1}{\pi s} \frac{G_2[f(t)](s)}{G_1[g(t)](s)}.
\]

and the \( k \)th ARA residual function is

\[
G_2 \text{ Res}_k(s) = G_2[g(t)]_k(s) - \frac{2}{\pi} G_1[g(t)]_k(s) + \frac{(a-1)}{\pi s} \frac{G_2[g(t)]_k(s)}{G_1[g(t)]_k(s)} - \frac{1}{\pi s} \frac{G_2[f(t)]_k(s)}{G_1[g(t)]_k(s)}
\]

\[
- \frac{b}{\pi s} G_2[g(t)]_k(s) + \frac{h_0}{s} G_1[g(t)]_k(s) - \frac{b(a-1)}{\pi s} g_0 - \frac{b}{\pi s} \frac{G_2[g(t)]_k(s)}{G_1[g(t)]_k(s)}
\]

\[
- \frac{c}{\pi s} G_2[g(t)]_k(s) - \frac{1}{\pi s} \frac{G_2[f(t)]_k(s)}{G_1[g(t)]_k(s)}.
\]

It is clear that \( G_2 \text{ Res}(s) = 0 \), and \( \lim_{k \to \infty} G_2 \text{ Res}_k(s) = G_2 \text{ Res}(s) \) for each \( s > 0 \).

Since \( \lim_{s \to \infty} sG_2 \text{ Res}(s) = 0 \), then \( \lim_{s \to \infty} sG_2 \text{ Res}_k(s) = 0 \), and so

\[
\lim_{s \to \infty} s^{\alpha+1} G_2 \text{ Res}(s) = \lim_{s \to \infty} s^{\alpha+1} G_2 \text{ Res}_k(s) = 0, \quad 0 < \alpha \leq 1, \; k = 1, 2, 3, \ldots
\]

(20)
In order to find the first unknown coefficient $h_1$ in Equation (18) and Equation (19), we substitute the first truncated series of $G_1[\gamma(t)](s)$ and $G_2[\gamma(t)](s)$ into the first ARA residual function $G_2Res_1(s)$ to obtain

$$G_2Res_1(s) = G_2[\gamma(t)]_1(s) - \frac{b}{s}G_1[\gamma(t)]_1(s) + \frac{(a-1)}{s}G_0 - \frac{a}{s^{a+1}}G_2[\gamma(t)]_1\left(\frac{\alpha}{s}\right)$$

$$= -\frac{\beta}{s}G_2[\gamma(t)]_1\left(\frac{\alpha}{s}\right) + \frac{b}{s}G_1[\gamma(t)]_1\left(\frac{\alpha}{s}\right) - \frac{b(a-1)}{s}G_0$$

$$= -\frac{cg}{s(s+\gamma)}G_2[\gamma(t)]_1\left(\frac{\alpha}{s}\right) - \frac{b}{s}G_2[\gamma(t)]_1\left(\frac{\alpha}{s}\right)$$

Thus, the second truncated series of $G_1[\gamma(t)](s)$ and $G_2[\gamma(t)](s)$ in (21), we have

$$G_2Res_1(s) = \frac{g_0}{s} + \frac{b_1}{s^{a+1}} - \frac{a}{s}(g_0 + \frac{h_1}{(a+1)s}) + \frac{(a-1)}{s}g_0$$

Substituting $G_1[\gamma(t)]_1(s) = g_0 + \frac{b_1}{s^{a+1}}$ and $G_2[\gamma(t)]_1(s) = \frac{g_0}{s} + \frac{h_1}{s^{a+1}}$ in (21), we have

$$G_2Res_1(s) = \frac{g_0}{s} + \frac{h_1}{s^{a+1}} - \frac{a}{s}(g_0 + \frac{h_1}{(a+1)s}) + \frac{(a-1)}{s}g_0$$

$$-\frac{b^a}{s^{a+1}}\left(\gamma \frac{h_1}{(a+1)s}\right) - \frac{b}{s}\left(\gamma s + \frac{\gamma h_1}{s^{a+1}}\right)$$

$$+ \frac{b}{s}\left(g_0 + \frac{\gamma h_1}{s^{a+1}}\right) - \frac{b(a-1)}{s}g_0 - \frac{c}{s^{a+1}}\left(\frac{\lambda g_0}{s} + \frac{\lambda h_1}{s^{a+1}}\right)$$

$$- \frac{1}{s}G_2[f(t)](s)$$

$$= (-a - c)\frac{g_0}{s} + \frac{h_1}{s^{a+1}}\left(\frac{1 - b\gamma^a}{a+1}\right) - \frac{h_1}{s^{a+1}}(a\beta^a + c\lambda^a)$$

By multiplying both sides of (22) by $s^{a+1}$ and taking the limit as $s \to \infty$, we obtain

$$\lim_{s \to \infty} s^{a+1}G_2Res_1(s) = (-a - c)g_0 + h_1\left(\frac{1 - b\gamma^a}{a+1}\right) - \lim_{s \to \infty} sG_2[f(t)](s)$$

Corollary 1 and the facts in Equation (20) yield

$$- (a + c)g_0 + h_1\left(\frac{1 - b\gamma^a}{a+1}\right) - f(0) = 0$$

and so

$$h_1 = \frac{a + 1}{1 - b\gamma^a}[(a + c)g_0 + f(0)].$$

Thus, the second truncated series of $G_1[\gamma(t)](s)$ and $G_2[\gamma(t)](s)$ are

$$G_1[\gamma(t)]_2(s) = g_0 + \frac{h_1}{(a+1)s^a} + \frac{h_2}{(2a+1)s^{2a}}$$

and

$$G_2[\gamma(t)]_2(s) = \frac{g_0}{s} + \frac{h_1}{s^{a+1}} + \frac{h_2}{s^{2a+1}}.$$
after simple computations, $G_2\text{Res}_2(s)$ can be written as

$$G_2\text{Res}_2(s) = \left(-\frac{a+c}{s^{a+1}}\right)g_0 + \frac{h_1}{s^{a+1}} \left(1 - \frac{b\gamma^a}{a+1}\right) + \frac{1}{2^{a+1}} \left(h_2 \frac{(a+1)(1-b\gamma^a)}{2a+1} - h_1(a\beta^a + c\lambda^a)\right) - \frac{h_1}{s^{a+1}}(a\beta^a + c\lambda^a) - \frac{1}{s^a}G_2[f(t)](s). \tag{24}$$

By multiplying both sides of Equation (24) by $s^{2a+1}$ and taking the limit as $s \to \infty$, we have:

$$\lim_{s \to \infty} s^{2a+1}G_2\text{Res}_2(s) = -\lim_{s \to \infty} s^a(a+c)g_0 + \lim_{s \to \infty} s^ah_1 \left(1 - \frac{b\gamma^a}{a+1}\right) + h_2 \frac{(a+1)(1-b\gamma^a)}{2a+1} - h_1(a\beta^a + c\lambda^a) - \lim_{s \to \infty} s^{a+1}G_2[f(t)](s).$$

By using the facts in Equation (20), $h_2$ has the following form:

$$h_2 = \frac{2a+1}{(a+1)(1-b\gamma^a)} \left[h_1(a\beta^a + c\lambda^a) + \lim_{s \to \infty} s^{a+1}G_2[f(t)](s) \right] + \lim_{s \to \infty} s^a(a+c)g_0 - \lim_{s \to \infty} s^ah_1 \left(1 - \frac{b\gamma^a}{a+1}\right). \tag{25}$$

Equation (23) implies that

$$\lim_{s \to \infty} s^a(a+c)g_0 - \lim_{s \to \infty} s^ah_1 \left(1 - \frac{b\gamma^a}{a+1}\right) = \lim_{s \to \infty} (-s^af(0)).$$

So, Equation (25) is equivalent to

$$h_2 = \frac{2a+1}{(a+1)(1-b\gamma^a)} \left[h_1(a\beta^a + c\lambda^a) + \lim_{s \to \infty} s^{a+1}G_2[f(t)](s) \right] + \lim_{s \to \infty} s^aG_1[f(t)](s) - s^af(0).$$

According to part (ii) of Lemma 2, $h_2$ becomes

$$h_2 = \frac{2a+1}{(a+1)(1-b\gamma^a)} \left[h_1(a\beta^a + c\lambda^a) + \lim_{s \to \infty} s^{a+1}G_2[f(t)](s) \right] + \lim_{s \to \infty} s^aG_1[f(t)](s) - s^af(0).$$

Again, part (i) of Lemma 2 with $n = 1$ will give

$$h_2 = \frac{2a+1}{(a+1)(1-b\gamma^a)} \left[h_1(a\beta^a + c\lambda^a) + \lim_{s \to \infty} s^{a+1}G_2[f(t)](s) \right] + \lim_{s \to \infty} G_1[D^af(t)](s).$$

Then utilizing Corollary 1 and Property (3) to obtain

$$h_2 = \frac{2a+1}{(a+1)(1-b\gamma^a)} \left[h_1(a\beta^a + c\lambda^a) + (1+a)D^af(0)\right].$$
For \( k = 3 \), the third ARA residual function \( G_2 R_{e_3}(s) \) can be written as
\[
G_2 R_{e_3}(s) = \frac{g_0}{s} + \frac{h_1}{s^{a+1}} + \frac{h_2}{s^{2a+1}} + \frac{h_3}{s^{3a+1}}
\]
\[
- \frac{a}{s} \left( \frac{g_0}{s} + \frac{h_1}{(a+1)s^a} + \frac{h_2}{(2a+1)s^{2a}} + \frac{h_3}{(3a+1)s^{3a}} \right) + \frac{(a-1)}{s} g_0
\]
\[
- \frac{b}{s^a} \left( \frac{g_0}{s} + \frac{h_1}{s^{a+1}} + \frac{h_2}{s^{2a+1}} + \frac{h_3}{s^{3a+1}} \right)
\]
\[
- \frac{c}{s} \left( g_0 + \frac{a h_2}{(a+1)s^a} + \frac{\beta g_2 h_3}{s^{2a+1}} + \frac{\beta g_3 h_3}{s^{3a+1}} \right) + \frac{b a}{s} \left( g_0 + \frac{\alpha h_1}{s^{a+1}} + \frac{\beta g_1 h_2}{s^{2a+1}} + \frac{\beta g_2 h_3}{s^{3a+1}} \right) + \frac{h_3}{s} \left( g_0 + \frac{\alpha h_1}{s^{a+1}} + \frac{\beta g_1 h_2}{s^{2a+1}} + \frac{\beta g_2 h_3}{s^{3a+1}} \right)
\]
\[
- \frac{1}{s^a} G_2[f(t)](s).
\]

By multiplying both sides of Equation (26) by \( s^{3a+1} \) and taking the limit as \( s \to \infty \), we obtain
\[
\lim_{s \to \infty} s^{3a+1} G_2 R_{e_3}(s)
\]
\[
= \lim_{s \to \infty} s^a f(0) - \lim_{s \to \infty} s^a h_1 (a \beta^a + c \lambda^a)
\]
\[
+ \lim_{s \to \infty} s^a h_2 \left( \frac{(1+a)(1-b \gamma^a)}{2a+1} \right) - h_2 (a \beta^{2a} + c \lambda^{2a})
\]
\[
+ h_3 \left( \frac{(1+2a)(1-b \gamma^a)}{3a+1} \right) - \lim_{s \to \infty} h_3 (a \beta^{3a} + c \lambda^{3a})
\]
\[
- \lim_{s \to \infty} s^{2a+1} G_2[f(t)](s).
\]

The facts in Equation (20) and Lemma 2 lead after simple computations to the following form of \( h_3 \):
\[
h_3 = \frac{3a+1}{(1+2a)(1-b \gamma^a)} \left( h_2 (a \beta^{2a} + c \lambda^{2a}) + (1+2a) D^{2a} f(0) \right)
\]

The reader can predict an obvious pattern for the unknown coefficients of the series in Equation (14). Hence, the formula of \( h_n \) can be written recurrently as
\[
h_n = \begin{cases} 
\frac{m+1}{((m-1)a+1)(1-b \gamma^m)} \left[ h_{n-1} (a \beta^{(n-1)a} + c \lambda^{(n-1)a}) \right] + ((n-1)a+1) D^{(n-1)a} f(0) 
\end{cases}
\]
\[
, \quad n = 1, 2, \ldots
\]
\[
g_0 
\]
\[
, \quad n = 0.
\]
Now, we are able to write the \( k \)th approximate solution of Equation (12) as follows:

\[
G_k[g(t)]_k(s) = \frac{g_0}{s} + \frac{1}{s^{\alpha+1}} \left[ (a+c)g_0 + f(0) \right] \\
+ \frac{1}{s^{2\alpha+1}} \left( \frac{2^{\alpha+1}}{(a+1)(1-\beta \gamma^{2\alpha})} \right) \left[ (a \beta^2 \alpha + c \lambda^2 \alpha) h_1 + (a+1)D^\alpha f(0) \right] \\
+ \frac{1}{s^{3\alpha+1}} \left( \frac{3^{\alpha+1}}{(2\alpha+1)(1-\beta \gamma^{2\alpha})} \right) \left[ (a \beta^2 \alpha + c \lambda^2 \alpha) h_2 + (2\alpha + 1)D^\alpha f(0) \right] + \ldots \\
+ \frac{1}{s^{k\alpha+1}} \left( \frac{k^{\alpha+1}}{(k-1)\alpha+1)(1-\beta \gamma^{2\alpha})} \right) \left[ h_{k-1} \left( (a \beta^{(k-1)\alpha} + c \lambda^{(k-1)\alpha} \right) + ((k-1)\alpha + 1)D^{(k-1)\alpha} f(0) \right].
\]  

(28)

Finally, the last step of the ARA-RPSM is applying the inverse ARA transform of order two to both sides of Equation (28) to obtain the solution of the FNPE in Equations (1) and (2). Thus, the \( k \)th approximate solution of the FNPE in the original space is given by

\[
g_k(t) = g_0 + \sum_{i=1}^{k} \frac{t^{i\alpha}}{\Gamma(i\alpha+1)} \left[ (a+c)g_0 + f(0) \right] \\
+ \frac{1}{\Gamma(2\alpha+1)} \left( \frac{2^{\alpha+1}}{(a+1)(1-\beta \gamma^{2\alpha})} \right) \left[ (a \beta^2 \alpha + c \lambda^2 \alpha) h_1 + (a+1)D^\alpha f(0) \right] \\
+ \frac{1}{\Gamma(3\alpha+1)} \left( \frac{3^{\alpha+1}}{(2\alpha+1)(1-\beta \gamma^{2\alpha})} \right) \left[ (a \beta^2 \alpha + c \lambda^2 \alpha) h_2 + (2\alpha + 1)D^\alpha f(0) \right] + \ldots \\
+ \frac{1}{\Gamma(k\alpha+1)} \left( \frac{k^{\alpha+1}}{(k-1)\alpha+1)(1-\beta \gamma^{2\alpha})} \right) \left[ h_{k-1} \left( (a \beta^{(k-1)\alpha} + c \lambda^{(k-1)\alpha} \right) + ((k-1)\alpha + 1)D^{(k-1)\alpha} f(0) \right].
\]

(29)

5. Some Numerical Examples

Through this section, we introduce two interesting examples to illustrate the simplicity, efficiency, and accuracy of the ARA-RPSM.

In this section, it is good to mention that we use Mathematica 12 software to obtain the numerical results.

Example 1. Consider the following linear NFPE:

\[
D^{1/2}g(t) = -g(t) + g \left( \frac{t}{2} \right) + \frac{7}{8} t^3 + \frac{16}{5} t^{5/2}, \quad t \geq 0, \quad 0 < \alpha \leq 1,
\]

(29)

with the initial condition

\[
g(0) = 0.
\]

(30)

Solution. To apply the proposed method, we compare Equations (29) and (30) with Equations (1) and (22) to obtain

\[
a = -1, \quad \beta = 1, \quad b = 0, \quad \gamma = 0, \quad c = 1, \quad \lambda = \frac{1}{2}, \quad f(t) = \frac{7}{8} t^3 + \frac{16}{5} t^{5/2}
\]

\[
g(0) = g_0 = 0
\]
Thus, according to the formula of \( h_n \) obtained in Equation (27), we have

\[
h_n = \begin{cases} 
(\alpha n + 1) \left( \frac{h_{n-1} \left(-1 + 2^{-(n-1)\alpha}\right)}{(n-1)\alpha + 1} + D^{(n-1)\alpha} f(0) \right) & , \quad n = 1, 2, \ldots \\
0 & , \quad n = 0.
\end{cases}
\] (31)

By putting \( \alpha = 1/2 \) in Equation (31), with simple computations, we obtain

\[
h_n = \frac{n + 2}{n + 1} h_{n-1} \left(-1 + 2^{-n/2}\right) + \left(\frac{n}{2} + 1\right) \left(\frac{1}{\alpha}\right)^{n-1} f(0)
\] (32)

To find out \( h_n \), we should determine the value of \( D^{(n-1)\alpha} f(0) \) for \( n = 1, 2, \ldots \), in Equation (32).

\[
D^{1/2} f(t) = 14^{5/2} + 3t^2 \quad \left(\frac{1}{\alpha}\right)^4 f(t) = \frac{24}{5} + \frac{12\sqrt{7}}{\sqrt{\pi}}
\]

\[
\left(\frac{1}{\alpha}\right)^2 f(t) = \frac{24}{5} + \frac{8\sqrt{2}}{\sqrt{\pi}} \quad \left(\frac{1}{\alpha}\right)^5 f(t) = \frac{21\sqrt{7}}{2\sqrt{\pi}} + 6
\]

\[
\left(\frac{1}{\alpha}\right)^3 f(t) = \frac{7\sqrt{2}}{\sqrt{\pi}} + 6t \quad \left(\frac{1}{\alpha}\right)^6 f(t) = \frac{21}{4}
\]

According to Equation (32), the values of \( h_n \) can be easily obtained as

\[
h_n = \begin{cases} 
24, & n = 6 \\
0, & n \neq 6
\end{cases}
\]

Back to Equation (28), the approximate solution of the ARA transform of order two for the solution of Equation (29) is presented in the form

\[
G_2[g(t)](s) = \sum_{n=0}^{\infty} \frac{h_n}{s^{\alpha n+1}} = h_6 \frac{24}{s^4}
\] (33)

By applying the inverse ARA transform of order two, to both sides of Equation (33), we obtain \( g(t) = t^3 \), which is the exact solution of Equations (29) and (30) obtained in [38].

**Example 2.** Consider the following linear NFPE

\[
D^a g(t) = -g(t) + \frac{1}{10} \left(\frac{4}{5} t + \frac{1}{2} \left(\frac{5}{4} \right)^a \right)^a g \left(\frac{4}{5} t \right) + \left(\frac{8\alpha}{25} - \frac{1}{2}\right) e^{-\frac{4}{5} t} + e^{-\frac{4}{5} t},
\] (34)

with the initial condition

\[
g(0) = 0.
\] (35)

**Solution.** To apply the proposed method, we compare Equations (34) and (35) with Equations (1) and (2) to obtain

\[
a = -1, \quad b = \frac{1}{2} \left(\frac{5}{4}\right)^a, \quad c = \frac{1}{10}, \quad \beta = 1, \quad \gamma = \frac{4}{5}, \quad \lambda = \frac{1}{2}, \quad f(t) = \left(\frac{8\alpha}{25} - \frac{1}{2}\right) e^{-\frac{1}{2} t} + e^{-\frac{1}{2} t},
\]

\[
g(0) = g_0 = 0
\]
Thus, according to the formula of \( h_n \) obtained in Equation (27), we have

\[
h_n = \begin{cases} 
\frac{n_{a+1}}{(1-(\frac{1}{2})(\frac{1}{2}))^a} \left( \frac{h_{n-1}(-1+\frac{1}{2}((\frac{1}{2})^{(n-1)a}))}{(n-1)a+1} + D^{(n-1)a}f(0) \right), & n = 1, 2, \ldots \\
0, & n = 0.
\end{cases} \tag{36}
\]

To find out \( h_n \), we should determine the value of \( D^{(n-1)a}f(0) \) for \( n = 1, 2, \ldots \), in Equation (36). For simplicity, in calculating the terms \( D^{(n-1)a}f(0) \), we use the first six terms of the expansion of \( f(t) \):

\[
f(t) = \frac{1}{2} - \frac{7t^a}{25} + \frac{21t^{2a}}{250} - \frac{27t^{3a}}{1250} + \frac{437t^{4a}}{75,000} - \frac{113t^{5a}}{75,000},
\]

and so,

\[
D^a f(t) = -\frac{7}{25} \Gamma(1+a) + \frac{21t^a \Gamma(1+2a)}{250 \Gamma(1+a)} - \frac{27t^{2a} \Gamma(1+3a)}{1250 \Gamma(1+2a)} + \frac{437t^{3a} \Gamma(1+4a)}{75,000 \Gamma(1+3a)} - \frac{113t^{4a} \Gamma(1+5a)}{75,000 \Gamma(1+4a)}.
\]

Thus, the values of \( h_n \) for \( n = 0, 1, 2, 3, 4, 5, 6 \), can be easily obtained as:

\[
h_0 = 0,
\]

\[
h_1 = \alpha + 1,
\]

\[
h_2 = \frac{(2(5)^a(25+7(1+a)))-5(4)^a}{25(4^a-2(5)^a)}(2\alpha + 1),
\]

\[
h_3 = \left( \frac{\Gamma(1+2a)}{125(4^a-2(5)^a)}(16a^2-2(5)^a) + \frac{21\Gamma(1+2a)}{250-5^{a-2}64^{a-1}} \right)(3\alpha + 1),
\]

\[
h_4 = \left( \frac{-27\Gamma(1+3a)}{625(64)^a(125)^a} - \frac{(64^a-10(125)^a)}{5(64)^a-10(125)^a} \left( \frac{(64^a-10(100)^a)}{125(2-4^a(5)^a)(64^a-2(100)^a)} + \frac{21\Gamma(1+2a)}{250-5^{a-2}64^{a-1}} \right) \right)(4\alpha + 1),
\]

\[
h_5 = \left( \frac{-437\Gamma(1+4a)}{37,500(256)^a(625)^a} - \frac{(256)^a-10(625)^a}{5(256)^a-10(625)^a} \left( \frac{-27\Gamma(1+3a)}{625(64)^a(125)^a} - \frac{125}{125} \right) \right) \right),
\]
\[
\frac{(64^a - 10(125)^a)^a}{5(64)^a - 10(125)^a} \left( \frac{(64^a - 10(100)^a)(-5(4)^a(5)^{-a} + 50 + 14\Gamma(1+a))}{125(2 - 4^a(5)^{-a})(64^a - 2(100)^a)} + \frac{21\Gamma(1+2a)}{250 - 5^{3-2a}16^a} \right) \right) (5\alpha + 1),
\]

\[
h_6 = \left( \frac{113\Gamma(1+5\alpha)}{37500(1024)^\alpha(3125)^{-\alpha} - 75000} - \frac{(1024)^a - 10(3125)^a}{5(1024)^a - 10(3125)^a} \left( \frac{-437\Gamma(1+4\alpha)}{37500(256)^\alpha(625)^{-\alpha} - 75000} - \frac{(256)^a - 10(625)^a}{5(256)^a - 10(625)^a} \left( \frac{27\Gamma(1+3\alpha)}{625(64)^\alpha(125)^{-\alpha} - 1250} - \frac{(64^a - 10(125)^a)}{5(64)^a - 10(125)^a} \left( \frac{(64^a - 10(100)^a)(-5(4)^a(5)^{-a} + 50 + 14\Gamma(1+a))}{125(2 - 4^a(5)^{-a})(64^a - 2(100)^a)} + \frac{21\Gamma(1+2a)}{250 - 5^{3-2a}16^a} \right) \right) \right) (6\alpha + 1).
\]

Back to Equation (28), the 6th approximate solution of the ARA transform of order two for the solution of Equation (34) is presented in the form

\[
G_2[G(t)]_6(s) = \sum_{n=0}^{6} \frac{h_n}{s^{n+1}},
\]

\[
= \frac{a+1}{s^{3+1}} + \frac{2a+1}{s^{3+1}} \left( \frac{(2)^a(5^a(25^a+7\Gamma(1+a)))-5(4)^a}{25(4^a-2(5)^a)} \right) + \frac{3a+1}{s^{3+1}} \left( \frac{(16^a-2(5)^a+2(5)^a(25^a+7\Gamma(1+a))}{125(4^a-2(5)^a)(16^a-2(25)^a)} \right) + \frac{21\Gamma(1+2a)}{250 - 5^{3-2a}16^a} + \frac{4a+1}{s^{3+1}} \left( \frac{27\Gamma(1+3\alpha)}{625(64)^\alpha(125)^{-\alpha} - 1250} - \frac{(64^a - 10(125)^a)}{5(64)^a - 10(125)^a} \left( \frac{(64^a - 10(100)^a)(-5(4)^a(5)^{-a} + 50 + 14\Gamma(1+a))}{125(2 - 4^a(5)^{-a})(64^a - 2(100)^a)} + \frac{21\Gamma(1+2a)}{250 - 5^{3-2a}16^a} \right) \right) + \frac{5a+1}{s^{3+1}} \left( \frac{-437\Gamma(1+4\alpha)}{37500(256)^\alpha(625)^{-\alpha} - 75000} - \frac{(256)^a - 10(625)^a}{5(256)^a - 10(625)^a} \left( \frac{27\Gamma(1+3\alpha)}{625(64)^\alpha(125)^{-\alpha} - 1250} - \frac{(64^a - 10(125)^a)}{5(64)^a - 10(125)^a} \left( \frac{(64^a - 10(100)^a)(-5(4)^a(5)^{-a} + 50 + 14\Gamma(1+a))}{125(2 - 4^a(5)^{-a})(64^a - 2(100)^a)} + \frac{21\Gamma(1+2a)}{250 - 5^{3-2a}16^a} \right) \right) \right) + \frac{6a+1}{s^{3+1}} \left( \frac{113\Gamma(1+5\alpha)}{37500(1024)^\alpha(3125)^{-\alpha} - 75000} - \frac{(1024)^a - 10(3125)^a}{5(1024)^a - 10(3125)^a} \left( \frac{-437\Gamma(1+4\alpha)}{37500(256)^\alpha(625)^{-\alpha} - 75000} - \frac{(256)^a - 10(625)^a}{5(256)^a - 10(625)^a} \left( \frac{27\Gamma(1+3\alpha)}{625(64)^\alpha(125)^{-\alpha} - 1250} - \frac{(64^a - 10(125)^a)}{5(64)^a - 10(125)^a} \left( \frac{(64^a - 10(100)^a)(-5(4)^a(5)^{-a} + 50 + 14\Gamma(1+a))}{125(2 - 4^a(5)^{-a})(64^a - 2(100)^a)} + \frac{21\Gamma(1+2a)}{250 - 5^{3-2a}16^a} \right) \right) \right). \]

(37)
Hence, by applying the inverse ARA transform of order two, on both sides of Equation (37), we obtain the 6th approximate solution of Equation (34)

\[ g_6(t) = \frac{t^6}{(6+1)} + \frac{t^5}{(5+1)} \left( \frac{2(5)^6(25+7T(1+\alpha))}{25(4^6-2(5)^6)} \right) \]

\[ + \frac{t^4}{(4+1)} \left( \frac{(16^6-2(5)^1+2^6)(5(4)^6(25+7T(1+\alpha)))}{125(4^6-2(5)^6)} \right) \]

\[ + \frac{t^3}{(3+1)} \left( \frac{16^6-2(5)^1+2^6}{125(4^6-2(5)^6)} \right) \]

\[ + \frac{t^2}{(2+1)} \left( \frac{27T(1+3\alpha)}{625(64)^6(125)^{-d}-1250} \right) \]

\[ \left( \frac{64^6-10(125)^6}{5(64)^6-10(125)^6} \right) \left( \frac{64^6-10(100)^6}{5(64)^6-10(125)^6} \right) \left( \frac{64^6-10(200)^6}{5(64)^6-10(125)^6} \right) \left( \frac{64^6-10(100)^6}{5(64)^6-10(125)^6} \right) \left( \frac{64^6-10(200)^6}{5(64)^6-10(125)^6} \right) \]

\[ + (38) \]

\[ \left( \frac{6^6}{64^6} \right) \left( \frac{113 T(1+5\alpha)}{37,500(1024)^6(3125)^{d}-75,000} \right) \]

\[ \left( \frac{(256)^6-10(625)^6}{5(256)^6-10(625)^6} \right) \left( \frac{27T(1+3\alpha)}{625(64)^6(125)^{-d}-1250} \right) \]

\[ \left( \frac{64^6-10(125)^6}{5(64)^6-10(125)^6} \right) \left( \frac{64^6-10(100)^6}{5(64)^6-10(125)^6} \right) \left( \frac{64^6-10(100)^6}{5(64)^6-10(125)^6} \right) \left( \frac{64^6-10(200)^6}{5(64)^6-10(125)^6} \right) \left( \frac{64^6-10(100)^6}{5(64)^6-10(125)^6} \right) \left( \frac{64^6-10(200)^6}{5(64)^6-10(125)^6} \right) \]

\[ \left( \frac{6^6}{64^6} \right) \left( \frac{113 T(1+5\alpha)}{37,500(1024)^6(3125)^{d}-75,000} \right) \]

\[ \right) \].

The 6th approximate solution of Equation (34) when \( \alpha = 1 \) will be

\[ g_6(t) = t - t^2 + \frac{t^3}{3} - \frac{t^4}{2} + \frac{t^5}{24} + \frac{t^6}{120} \]

It is good to mention that the first sixth terms of the solution are the same in comparison of the first six terms in the series representation of the accurate solution \( g(t) = te^{-t} \) when \( \alpha = 1 \).

Table 1 shows the absolute errors with respect to \( \alpha = 1 \) with the 6th and 16th approximate ARA-RPS solution of the FNPEs in Equations (24) and (35).

We compare the obtained results by some methods, such as the two-stage order-one Runge–Kutta method and the variational iterative and the Chebychev polynomial methods [33,38,39].

It can be concluded, according to Table 2, that the proposed method has less computational errors than the other mentioned methods, and the convergent of the ARA-RPS solution is a faster approach to the exact solution.
To introduce more comparisons according to the approximate ARA-RPS solution obtained in (38), we obtain the residual error of the 6th approximate ARA-RPS solution at diverse values of t to show the exactness and effectiveness of the proposed method.

\[
R. Er. (t) = \left| D^n y_6(t) - y_6(t) - \frac{1}{10} y_6\left(\frac{4}{5} t\right) - \frac{1}{2}\left(\frac{4}{5}\right)^n D^n y_6\left(\frac{4}{5} t\right) - \left(\frac{8^\alpha}{5^\alpha} - \frac{1}{2}\right) e^{-\frac{t}{\alpha}}\right|
\]

(39)

Figure 1 represents the graph of the first sixth terms of the approximate ARA-RPS solution of Example 2 for diverse values of  t. The effectiveness of the proposed method is obvious in the following figure, that is, with different values of t, we have the graph of the ARA-RPS solution coincide with the exact solution when t = 1.

6. Conclusions

In the history of mathematics, there are several methods for solving differential equations, that have many applications in different fields of sciences and engineering. Recently, fractional differential equations have appeared, and many techniques have been developed to solve them. In this study, a combination of the ARA transform and the residual power series is implemented to solve fractional equations and other symmetric equations.
The efficiency of the method was shown by presenting two numerical examples and comparing the obtained results with other methods.

As a future work, we attend to extend the use of the ARA-RPSM to solve autonomous n-dimensional fractional nonlinear systems and to construct an equivalent method to solve partial fractional differential equations.
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