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Abstract

Most previous tracking methods usually use the optical flow method to estimate the position of the historical object in the current frame and then use the linear combination of feature similarity and IOU (Intersection over Union) to perform association matching near the position. However, the features used in these methods are not aligned, i.e., the features of the historical objects are extracted from the historical feature maps, not from the current frame, even the same object may undergo posture, angle, etc. changes during the movement, and even light intensity changes. In addition, most methods only use the appearance information when extracting the feature vector, not the position relationship, nor the feature information of the historical object, so the information is not fully utilized. In order to solve the above problems, we proposed the FGAGT tracker, which uses the optical flow method to predict the center position of the historical object in the current frame and extract the feature vector, so that the feature of the historical object can be aligned with the feature of the object in the current frame. Then these features are input into the graph neural network, and the global Spatio-temporal position and appearance information are integrated to update the feature vectors of all objects. In the training phase, we propose the Balanced MSE LOSS to balance the sample distribution for data association. Experiments show that our method reaches the level of state-of-the-art, where the MOTA index exceeds FairMOT by 2.5 points, and CenterTrack by 8.4 points on the MOT17 dataset, exceeds FairMOT by 1.6 points on the MOT16 dataset. Code will be available.

1. Introduction

Object tracking has always been a very important research direction in computer vision, and it has great applications in autonomous driving, video object behavior prediction, traffic management, and accident prevention\cite{18,17}. These objects can be arbitrary, such as pedestrians, vehicles, athletes, various animals, and so on. Compared with single-object tracking, multi-object tracking is more complicated. It needs to match multiple objects that have been detected in the current frame with the objects on the historical trajectories. The same object is given the same id (identity), then a new trajectory is formed. The new objects that never appear before need to be given new ids and the objects that disappear need to be removed from the trajectories and cannot be matched.

As we all know, many videos cover different scenes, such as clarity from clear to blurry, light intensity from day to night, viewing angle from high to low, and camera lens from static to moving. Many objects are self-occlusion, mutual occlusion in the video. Besides, objects are reflected in the mirror or window and only visible at the edge of the camera. And even the appearance of objects is very similar, objects are too small, deformed, and very dense, and so on, which brings great challenges to multi-object tracking\cite{4}.

Previous methods such as \cite{21,22,23,24,25,26,27} used the Kalman filter\cite{40} to predict the position of the historical objects in the current frame, and used the Hungarian algorithm\cite{20} for matching, or \cite{1,28,29,30,31,32,34,33} use CNN or variational methods to predict the optical flow of the historical objects from previous frames to the current frame, and use a simple greedy algorithm to complete the matching. \cite{2,35,36} add a re-id branch to extract finer feature vectors and use the linear combination of feature similarity and IOU to form a similarity matrix, then use the Hungarian algorithm to complete the matching. Although these methods have made great progress in the field of multi-object tracking, they still have the following shortcomings:

1. The features used in these methods are not aligned, i.e., the features of the historical objects are extracted from the historical feature maps, not from the current frame. This is a problem, even the same object may undergo posture, angle, etc. changes during the move-
ment, and even light intensity changes, so the features of the same object extracted from different frames may be very dissimilar, then the tracking accuracy will be reduced during association matching.

2. Most methods only use the appearance information when extracting the feature vector, not the position relationship, nor the feature information of the historical object, so the information is not fully utilized.

3. One object from the previous frame can only match one object in the current (continuous positive examples), and the rest does not match it (continuous negative examples). What’s more, there are few new objects and disappeared objects after a long time. Therefore, the number of these samples is very uneven.

Optical flow estimation can be divided into sparse optical flow estimation and dense optical flow estimation, here we should use the sparse optical flow method, because we only need to estimate the motion of the object’s center point. In some cases, the speed of the object is very large, so we must choose the optical flow method suitable for large motion estimation. The pyramid LK algorithm is a good choice. As shown in the figure[1], even if the object has a large motion between the previous and current frames, using the pyramid LK[7] algorithm can still align the historical bounding box (bbox) with the current bbox well.

The graph neural network[15] is very suitable for keeping the global spatiotemporal position, appearance information, and historical information of each object, so it can make full use of this information to update the feature vectors of all objects. Here we have slightly improved the graph network to allow the graph network to learn adaptive weights to fuse different information, so we call it adaptive graph neural network.

In this article, we propose the FGAGT tracker. At first, we use the pyramid LK algorithm to calculate the center position of the historical objects in the current frame (see figure[1]). The current frame forms to feature maps by CNN downsampling, then use ROI Pooling[19] and fully connected layers to extract the initial appearance feature vectors of the historical objects and the newly detected objects, input them into the adaptive graph neural network, the historical objects and the newly detected objects are treated as bipartite graphs (see figure[2]), and the initial appearance feature distances and IOU are regarded as edges’ weights, which is also a part of the input of the graph neural network, combined with global spatiotemporal position and appearance information, to update the feature vectors. In the graph neural network, each dimension of the aggregated features is multiplied by an adaptive weight, which is used to learn which part of the object is more identifiable to solve the occlusion problem and the re-identification problem.

The final output of the graph neural network is a similarity matrix. In the training phase, we propose the Balanced MSE Loss. Specifically, it is to multiply the coefficients that are inversely related to the sample number before the continuous positive, continuous negative, new, and disappearing objects’ loss functions, respectively. It’s beneficial for solving the problem of unbalanced sample number distribution (see figure[5]), so that the adaptive graph neural network can learn the feature vectors we want.

Specifically, the contributions of this article are:

1. Feature alignment: We predict the motion of historical objects, and extract their features on the current frame, so that the feature of the historical object can be aligned with the feature of the object in the current frame, that is, the feature of the same object is as similar as possible.

2. AGNN: We use adaptive graph neural network to integrate global temporal and spatial appearance position information which can update features and re-identify occluded objects.

3. BMSE: We propose Balanced MSE Loss to balance the distribution of various samples.

4. Best: Both the Public and Private datasets on the MOT Challenge are at the level of state-of-the-art.

The following contents in this article are organized follows: Section 2 introduces the related work of tracking, Section 3 introduces our FGAGT specific methods, Section 4 is some ablation experiments, and Section 5 is the summary.

2. Related Work

Most people’s work is tracking based on detection. This article divides these work into two categories according to whether feature matching is used:

**Featureless matching:** sort[21] first uses Faster-Rcnn[19] to detect the objects’ location and categories, and then uses the Kalman filter[40] to predict the historical object’s position on the current frame, next, calculate the IOU and use the Hungarian algorithm to match the historical trajectories with the newly detected objects. CenterTrack[11] inherits the network structure of CenterNet[38]. CenterNet is an anchor-free model, input the original image of 3 channels, downsample by 4 times (higher resolution), and use key point estimation to find The center points of the bounding boxes (the first branch of the output, each channel represents a category), and get the bbox size (the second branch of the output) at the same time, and the third output branch is the offset of the center point. CenterTrack has four more channels on the input: the 3-channel RGB image of the previous frame and the heatmap after the maximum pooling on
Figure 1. Benefits of using PyraLK. All three pictures contain the same object in the current frame \( I_t \). The bbox in (a) is from the previous frame \( I_{t-1} \). (b) uses the pyramid LK algorithm to predict the motion of the object, so the object’s center position in the current frame can be found (bbox’s width and height remain unchanged), and (c) is the ground truth bbox. We can see that (b) and (c) are almost aligned.

Figure 2. Explanation of our bipartite graph model. Each node presents an object or its feature vector. The left part is to aggregate the feature vector of each newly detected object with the feature vectors of all historical objects to complete the feature update, and the right is the opposite of the left.

Figure 3. Explanation of unbalanced sample number distribution. Each row presents a detected object in the current frame, each column presents a historical object in the previous frame. The elements in the red rectangle column are all zero, which means the historical object does not match any newly detected object, so it is a disappeared object. Elements in the green rectangle column are all zero, which means the newly detected object does not match any historical object, so it is a newly appeared object which will be added a new id. Apart from the above samples, the element which equals 1 means they are the same object, so they are continuous positive samples. An element that equals 0 means they are different objects, so they are continuous negative samples.

Feature matching: featureless matching actually looks at the positional relationship between the historical objects and the newly detected objects. In addition to the important factor of position, the appearance of the target is also a very important factor, such as black clothes, white clothes, fat, thin, front, back, and so on are all important features that distinguish different objects. RetinaTrack\cite{36} corrects the shortcoming that the structure of RetinaNet\cite{39} is not suitable for capturing the features of each instance. The more specific instance features corresponding to the anchor shape are captured before the classification and border regression, and then add a feature embedding branch, which is used for calculating feature distance then track. FairMOT\cite{2} proposed the reasons why the features captured by the anchor-based model are not good: (1) the anchor is not aligned with the object, resulting in capturing bad features; (2) the feature is downsampled too many times, unable to extract features that are beneficial to track; (3) High-dimensional features have the risk of overfitting. Therefore, FairMOT proposes an anchor-free model, which outputs the low-dimensional Re-id feature vectors of the objects while outputting the detection results, which solves the problem of feature misalignment, improves the speed, and also helps reduce the risk of overfitting. However, the Re-id output of FairMOT is a one-hot vector. When the actual number of objects is much more than the output dimension, it will not be able to track. For the first time, Wang\cite{37} et al. proposed a framework for joint detection and tracking using GNN. The newly detected objects and historical trajectories are divided into bipartite graphs. First, the one-stage method is used to extract appearance features and output detection results. The trajectory uses LSTM\cite{49} to predict the position in the current frame. Then concat the position and appearance feature vectors, and then input them into the graph neural network to update the feature vectors, and finally use the fully connected layers output the similarity matrix for matching. There is a problem here, in the graph neural network, the weights of the edges between the newly detected objects and the historical objects are the same. This may result in the failure to learn good
features or the final feature vectors are averaged, that is, all
the feature vectors of the objects are almost the same. In
addition to tracking based on detection, there is also track-
ing to facilitate detection. Zhang[35] et al. proposed the
Tracklet-Conditioned formula. Based on the detection re-
sults of Faster-Rcnn and the known historical trajectories,
the bayesian formula is fully utilized to update the probabil-
ity of the detection category. One more feature embedding
branch is added to Faster-Rcnn architecture to calculate the
cosine similarity between objects’ feature vectors, and then
associating. But this method also has drawbacks, because the
Tracklet-Conditioned formula may only improve the ac-
curacy of the classification, but not the accuracy of the
bounding box coordinates.

We believe that to match the objects, the location infor-
mation and appearance characteristics must be fully used in
order to have a good tracking result. Although some of the
above work predicts the position of the historical objects in
the current frame, it does not use the predicted position to
update the historical objects’ feature vectors. And when an
object is occluded, a small part of the occluded target will
obviously not be occluded, we need give that small part a
large weight to get a more refined Re-id feature vector. Be-
sides, an object reappears after being completely occluded,
it is necessary to aggregate the global spatiotemporal infor-
mation to update the Re-id feature vector. In addition, most
samples do not match each other. New and disappearing
objects account for a small number. Therefore, we need to
give different weights to these loss function, so that the
neural network will not learn the incorrect distribution due
to too many negative samples.

3. The FGAGT Architecture

The model framework is shown in Figure 4. The cur-
current frame \(I_t\) is transformed into feature maps by backone,
and then the detected \(M\) bboxes are used to extract region
features, and then transformed into feature vectors through
ROI Pooling and fully connected layers. At the same time,
the bbox of the historical objects of the \(I_{t-1}\) frame is pre-
spected to be in the current frame by the pyramid-LK algo-
algorithm, plus the bbox of the previous \(T\) frame (except for the
\(I_{t-1}\) frame), a total of \(N\) historical bboxes are also trans-
formed into feature vectors through ROI Pooling and fully
connected layers. Therefore, the input of the graph neural
network has two parts: the appearance feature vectors and
bbox of the \(M\) objects in the current frame, and the appear-
ance feature vectors and bbox of the historical objects in
the previous \(T\) frame. It should be noted that the appear-
ance feature vectors are extracted from the feature maps of
the current frame, not that the historical objects is extracted
from the feature maps of the historical frames.

Finally output the similarity matrix \(S \in \mathbb{R}^{M \times N}\)

3.1. Adapted Graph Neural Networks’ Module

In 2009, Dr. Franco defined the theoretical basis of
graph neural network in his paper [15]. The graph neu-
ral network used in this article is based on this paper.
The earliest GNN mainly solved graph theory problems
in a strict sense such as molecular structure classification.
But in fact, in European spaces (such as images) or se-
quences (such as text), many common scenes can also be
converted into graphs, and then graph neural network tech-
ology can be used to model them. After 2009, there
have been some related studies on the graph neural net-
work, but there is not much disturbance. Until 2013,
on the basis of Graph Signal Processing, Bruna first pro-
gosed the graph convolution neural networks in the liter-
ature [16] based on the Spectral-domain and the spatial
domain. Since then, Graph Convolutional Networks and
its variants [41,42,43,44,45,46,47,48], Graph Recur-
rent Networks[50,51,52,53,54,55,56], Graph Attention
Networks[56,55,57], Graph Residual Networks[59,60,61]
62,63,64 have all been proposed and demonstrated strong
abilities.

We treat newly detected objects and historical objects as
a bipartite graph(see figure 2), i.e., each newly detected ob-
ject has a connection with all historical objects but there
is no connection between any two newly detected object
or two historical objects. The learning goal of GNN is to
obtain the perception of the graph of each node’s (percep-
tion is relative to compression, using existing information
features to reconstruct more complete information features)
hiding State \(h_{c}(\text{state embedding})\). For each node, its hid-
den state contains information from the neighboring node.
We use the update formula:

\[
\begin{align*}
\begin{aligned}
&h_{d,c}^{t+1} = f\left(h_{d,c}^{t}, \{h_{d,c}^{t+1}_j e_{d,c}^{i,j} \}_{j=1}^{N}\right), \; i = 1,2,\cdots, M \\
&h_{t,c}^{t+1} = f\left(h_{t,c}^{t}, \{h_{d,c}^{t+1}_j e_{t,c}^{i,j} \}_{j=1}^{N}\right), \; j = 1,2,\cdots, N.
\end{aligned}
\end{align*}
\]  

(1)

Here \(f\) is the updating function of hidden state, we use neu-
nral network instead, \(h_{d,c}^{t+1}\) is the hidden feature vector of the
i-th newly detected object in the c-th layer, and \(h_{t,c}^{t+1}\) is the
hidden feature vector of the j-th historical object in the c-th
layer. When \(c = 0\), \(h_{d,0} = f_{d}, h_{t,0} = f_{t}\), \(e_{d,c}^{i,j}\) represents
the weight of the edge between the i-th newly detected ob-
ject and the j-th historical object in the c-layer. In this article
we use an one-layer GNN, and adds an adaptive part.

When using AGNN(Adaptive Graph Neural Network) to
update the feature vectors of all objects, instead of simply
setting some unknown parameters to update the features,
but using the existing position and feature prior information
as the weight of the edge \(E = \{e_{ij}^{c}\}\) to aggregate object fea-
ture vectors then updating them. The specific aggregation
steps are as follows:
1. Calculate the initial feature similarity matrix

\[ s_{i,j} = \frac{1}{\left\| f_d^i - f_t^j \right\|^2 + 1 \times 10^{-16}} \]

\[ s_{i,j} = \frac{s_{i,j}}{\sqrt{s_{1,1}^2 + s_{1,2}^2 + \cdots + s_{i,j}^2 + \cdots + s_{i,N}^2}} \]

\[ S_h = [s_{i,j}]_{M \times N}, \quad i = 1, 2, \cdots M, \quad j = 1, 2, \cdots N \]  

(2)

2. Calculate the bbox IOU(Intersection over Union ) and form a prior similarity matrix with the result of step 1

\[ E = w \times IOU + (1 - w) \times S_h \]  

(3)

The parameter \( w \) measures the relative importance between location information and appearance feature information, and the initial value is set to 0.5.

3. Aggregation features:

\[ F_{t}^{agg} = EF_t = E \begin{bmatrix} f_t^1 \\ f_t^2 \\ \vdots \\ f_t^N \end{bmatrix} \]  

(4)

Then update the features:

\[ H_d = \sigma (F_dW_1 + \text{Sigmoid}(F_dW_a) \odot F_t^{agg}W_2) \]  

(5)

Similarly,

\[ H_t = \sigma (F_tW_1 + \text{Sigmoid}(F_tW_a) \odot F_d^{agg}W_2) \]  

(6)

Where \( \odot \) is the dot product. The values in different dimensions of the object feature vector represent the characteristics of different parts of this object being captured, and different parts may be the key to distinguishing the objects. Therefore, when aggregating features, we need to weight the values in different dimensions, how to weight needs to be determined according to the input feature vector, so we call \( W_a \) as the adaptive parameter, and \( \text{Sigmoid}(F_dW_a) \) as the adaptive weight.

The existing graph network tracking algorithm needs additional fully connected layers to reduce the dimensionality after the graph network updates the features and then calculate the Euclidean distance to measure the similarity between the features. We only need a simple one-layer graph network to unite the output feature vectors, and only need simple matrix multiplication to get the similarity matrix:

\[ h_d^i = \frac{h_d^i}{\|h_d^i\|_2} \]

\[ h_t^i = \frac{h_t^i}{\|h_t^i\|_2} \]

\[ S_{out} = H_dH_t^T \]  

(7)
The output of the same target is 1, and the output of different targets is 0. The purpose is to make the feature vectors of the same target close to coincide, and the feature vectors of different targets close to vertical. When the feature vectors are not normalized and elements are all greater than zero, this is equivalent to the closer the Euclidean distance of features between the same target and the longer the Euclidean distance between different targets, the better.

### 3.2. Blanced MSE Loss

After outputting the similarity matrix, we expect the table corresponding to the same target to be 1, and different targets to be 0. When calculating loss, we use MSE Loss. However, most targets appear continuously, with only a small number of new and disappearing targets. In addition, continuous targets have at most one positive example in the previous frame (label=1), the others are all negative examples (label=0), so the number of samples is extremely unbalanced. Therefore, we multiply a coefficient before the loss function corresponding to the new and disappearing targets and the targets of continuous positive and negative samples to balance the number of continuous positive and negative targets, new and disappearing targets, and record them as **Blanced MSE Loss**.

\[
\mathcal{L} = \alpha E_{c0} + \beta E_{c1} + \gamma E_{new} + \delta E_{dis} + \varepsilon E_w = \sum_{i=1}^{M} \sum_{j=1}^{N} \left[ \alpha \left( \hat{S}_{i,j} - S_{i,j} \right)^2 \cdot \mathbb{I}_{\text{continue}} : \mathbb{I}_{S_{i,j}}=0 + \beta \left( \hat{S}_{i,j} - S_{i,j} \right)^2 \cdot \mathbb{I}_{\text{continue}} : \mathbb{I}_{S_{i,j}}=1 \right]^2
\]

Where \( \mathbb{I}_c(S_{i,j}) = \begin{cases} 1, & \text{if } S_{i,j} \text{ is the c target} \\ 0, & \text{if } S_{i,j} \text{ isn’t the c target} \end{cases} \), \( \alpha, \beta, \gamma, \delta, \varepsilon \) are the hyperparameters.

### 3.3. Inference

In the test stage, after the similarity matrix \( S_{\text{out}} \) is obtained through the adaptive graph neural network, we then add a matrix of \( M \times M \), all elements are equal to \( \text{margin} = \pi \), added to the right side of \( S_{\text{out}} \) to form an augmented matrix, i.e., \( S_{\text{out}} = [S_{\text{out}}, \pi \times \mathbb{1}_{M \times M}] \), and then use the Hungarian algorithm to get the best match.

**Association match and new object appearing.** Assuming that the Hungarian Algorithm output is: \((i, j)\), \( i \) is the number of rows, and \( j \) is the number of columns. If \( j < N \), then \( i \) and trajectory \( j \) will be matched, and the id of \( j \) is assigned to the object \( i \). Otherwise, \( i \) is a new target, then the id of the object \( i \) is equal to \( \max \{id\} + 1 \). As shown in figure 5, take \( M = 8, N = 10 \), and take margin \( \pi = 0.2 \). According to the Hungarian algorithm, we can get that the third and eighth objects in the solution are new objects, other objects are matched, the 3rd and 8th objects add 1 and 2 to the current id number, respectively.

**Object disappearing.** When we are testing, we set \( k = 10 \), which means that the information of the object in the previous 10 frames is retained and matched with the object in the current frame. If an object in one frame does not match all objects in the next ten frames, the object is considered to disappear.

Figure 5. An example of our method. After Hungarian algorithm, we can get the 3rd and 8th objects are new objects, so their id are \( \max \{id\} + 1 \) and \( \max \{id\} + 2 \), respectively.
camera, even the appearance of the target is very similar, the target is too small, deformed, very dense, etc., which almost include real-life All scenes in. The training and test set of MOT16 Public officially provides the detection results of the DPM detector, and the training set also provides ground truth. The Public list requires us to track with the official detection results, and submit the results of the test set to evaluate the tracking method. The private list requires us to detect by ourselves and then track, and the final evaluation is also the quality of the tracking method. MOT17 Public officially provides the detection results of three detectors, namely DPM, Faster-Rcnn, and SDP. We need to track these three detection results separately and combine these three results to evaluate the quality of the tracker. So we have evaluated our method on Public and Private of MOT17 and MOT16, and both have reached the most advanced level. Among them, on the Private dataset, we use the detection results of Fair for tracking. In the ablation experiment, because it takes 3 days to submit to the MOT official website to be evaluated once, and an account can only be evaluated 4 times, we divided the MOT17 training set into two, half of which was used for training, and the other half as the validation set, using the DevKit provided by the official website to evaluate.

**Metrics:** We use the official evaluation indexes, the main index is multi-object tracking accuracy [65]:

$$MOTA = 1 - \frac{\sum t (FP_t + FN_t + IDSW_t)}{\sum t GT_t}$$

Among them, $GT_t$, $FP_t$, $FN_t$, $IDSW_t$ are the number of ground truth bbox, false positives, false negatives, and identity switches in frame $t$ respectively. In addition, the evaluation indexes include IDF1 Score [65]: The ratio of correctly identified detections over the average number of ground-truth and computed detections. Mostly tracked targets(MT): The ratio of ground-truth trajectories that are covered by a track hypothesis for at least 80% of their respective life span. Mostly lost targets(ML): The ratio of ground-truth trajectories that are covered by a track hypothesis for at most 20% of their respective life span.

### 4.2. Implementation Details

We use VGG16, ResNet34, ResNet50, ResNet101 and whether these networks are added with FPN networks as backbone for ablation experiments. These networks are pre-trained on the coco data set, and after 30 epochs of fine-tune on the MOT data set. These parameters will not participate in the update afterwards. Of the 7 training videos, 6 of the videos’ pixel size is $1920 \times 1080$, we will resize each frame to $1333 \times 750$, and there is another video whose pixel size is $640 \times 480$, we will resize each frame to $800 \times 450$, so is the test set. In the pyramid LK algorithm, the neighborhood window we choose is $120 \times 120$, the number of iterations is 10, and the convergence error is 0.01. Hyperparameters are set to $\alpha = 25$, $\beta = 1$, $\gamma = 50$, $\delta = 50$, $\epsilon = 0.01$ according to the number of different samples in the MOT data set, the initial learning rate is $lr = 0.05$, and use cosine annealing to update the learning rate, the learning rate is updated every 30 epochs, and the final learning rate is $lr = 2.5 \times 10^{-7}$.

### 4.3. Ablation Study

We first performed an ablation experiment on the selection of backbone without using any trick, that is, associating match using similarity matrix composed of initial features and IOU of front and back frame bboxes. The results are shown in table [1] without any trick. Different network structures have a certain impact on the accuracy of tracking. Simple network structures such as VGG16 and ResNet34 can have a very fast tracking speed, but the effect is not as good as deep networks such as ResNet101-FPN. Because ResNet101-FPN is not used for detection, it simply extracts features, so it can achieve real-time tracking. Therefore, the backbone chosen for the Public and Private data sets in this article is Resnet101-fpn.

The backbone used in table 2 is Resnet101-fpn. We do ablation experiments on whether to use feature alignment, AGNN, and Balanced MSE LOSS. It can be seen from table 2 that only using feature alignment, the MOTA index is 4.2 points higher than not using any trick, and 1.3 points higher than using AGNN only, and 2.4 points higher than using BMSE only. On the basis of using feature alignment, coupled with the AGNN updating feature, it is 2.7 points higher. Finally, with the addition of BMSE, the MOTA index is 0.8 points higher. Therefore, it can be seen from table 2 that feature alignment is a key point that makes the tracking performance the most improved. AGNN also has a very significant effect on improving tracking performance, and the effect of BMSE is also good.

**Public Result:** In our method, the ResNet101-FPN method achieves the best results, so the backbone in our model uses the ResNet101-FPN structure.

It can be seen from the table that whether it is the Public data set of MOT16 or MOT17, our MOTA, MT, ML, FN indexes are the best among all the results, and the IDF1 index is also almost optimal.

**Private Result:** Similarly, our model backbone uses the structure of ResNet101-FPN, and our detector uses the de-

| Backbone       | MOTA↑ | IDF1↑ | FP↓ | FN↓ | IDSw↓ |
|----------------|-------|-------|-----|-----|-------|
| VGG16          | 56.6  | 55.1  | 4458| 67446| 1202  |
| ResNet34       | 57.2  | 55.6  | 4371| 66479| 1245  |
| ResNet50       | 58.8  | 57.1  | 4266| 63966| 1168  |
| ResNet101      | 59.7  | 58.5  | 4038| 62672| 1174  |
| ResNet101-FPN  | 61.2  | 59.1  | 3314| 61057| 986   |

Table 1. Backbone experiment on the MOT17 Public train dataset, half of the data is used as the training set, and the other half is used as the validation set.
Table 2. Ablation experiment on the MOT17 Public data set, half of the data is used as the training set, and the other half is used as the validation set. And the backbone is ResNet101-FPN.

| Method   | MOT16 | MOT17 |
|----------|-------|-------|
|          |     IDF1 |    MT |   ML |  FP |  FN | IDSw |
| RAR16     | 45.9  | 13.2  | 34.7 | 2675 | 5196 |       |
| AMIR      | 47.2  | 47.2  | 37.8 | 2675 | 5196 |       |
| MOT1D     | 47.6  | 50.9  | 37.3 | 2675 | 5196 |       |
| STRN      | 48.5  | 53.7  | 37.3 | 2675 | 5196 |       |
| KCF       | 48.8  | 43.7  | 37.3 | 2675 | 5196 |       |
| TrackerV1 | 54.5  | 52.5  | 37.3 | 2675 | 5196 |       |
| DeepMOT   | 54.8  | 53.4  | 37.3 | 2675 | 5196 |       |
| MPNTrack  | 58.6  | 52.5  | 37.3 | 2675 | 5196 |       |
| LiTs       | 61.3  | 64.7  | 37.3 | 2675 | 5196 |       |
| Unsup     | 62.4  | 58.5  | 37.3 | 2675 | 5196 |       |
| ours      | 66.5  | 62.3  | 29.5  | 26.9 | 4877 | 56600 |

Table 3. Result on MOT16 and MOT17 Public dataset.

| Method   | MOT16 | MOT17 |
|----------|-------|-------|
|          |     IDF1 |    MT |   ML |  FP |  FN | IDSw |
| EAMTT     | 52.5  | 33.2  | 34.9 | 4407 | 81223 | 910 |
| IOL       | 57.1  | 46.9  | 33.2 | 5702 | 70278 | 2167 |
| SORTwHPD16 | 59.8  | 53.8  | 25.4  | 22.7 | 8698 | 36245 |
| DeepSORT  | 61.4  | 62.2  | 32.8  | 18.2 | 12852 | 56668 |
| RAR16wVGG | 63.0  | 63.8  | 39.9  | 22.1 | 13663 | 53248 |
| KCF       | 66.1  | 65.1  | 34.0  | 20.8 | 5061 | 59514 |
| Tube_TK_Poi | 66.9  | 62.2  | 39.0  | 16.1 | 11544 | 47502 |
| CTrackerV1| 67.6  | 57.2  | 32.3  | 23.1 | 8934 | 48305 |
| ours      | 74.9  | 72.8  | 44.7  | 15.9 | 10163 | 34484 |
| Tube_TK   | 76.2  | 68.6  | 51.1  | 13.6 | 32796 | 98475 |

Table 4. Result on MOT16 and MOT17 Private dataset.

Table 5. Ablation experiment on the MOT17 Public data set, half of the data is used as the training set, and the other half is used as the validation set. Feature alignment method used by default.

| Backbone | AGNN | BMSE | MOT16 | MOT17 |
|----------|------|------|-------|-------|
|          |     IDF1 |    MT |   ML |  FP |  FN | IDSw |
| VGG16    | 62.8  | 61.7  | 39.4  | 2675 | 5196 |       |
| ResNet34 | 63.0  | 62.0  | 3804  | 5196 | 57610 | 1105 |
| ResNet50 | 63.4  | 62.5  | 3845  | 5196 | 57610 | 1027 |
| ResNet101| 64.0  | 62.8  | 3761  | 5196 | 57610 | 1069 |
| VGG16    | 67.7  | 65.3  | 3384  | 5196 | 57610 | 1013 |
| ResNet34 | 67.8  | 65.3  | 3199  | 5196 | 57610 | 1067 |
| ResNet50 | 67.8  | 65.3  | 3199  | 5196 | 57610 | 1067 |
| ResNet101| 68.0  | 65.4  | 3147  | 5196 | 57610 | 1079 |
| VGG16    | 68.5  | 66.1  | 3112  | 5196 | 57610 | 1043 |
| ResNet34 | 68.6  | 66.1  | 3066  | 5196 | 57610 | 1043 |
| ResNet50 | 68.6  | 66.1  | 3066  | 5196 | 57610 | 1043 |
| ResNet101| 68.7  | 66.3  | 2996  | 5196 | 57610 | 1043 |
| AGNN     | 65.5  | 63.8  | 2897  | 5196 | 57610 | 1043 |

5. Conclusion

In this work, we further studied how to extract better features of the objects to obtain better data association. We first predict the position of the historical objects in the current frame and extract the features, so that the feature can be aligned. Then input them into adaptive Adaptive Graph Neural Network together with the detected features, update the features that aggregate the spatiotemporal global position and appearance information, and propose the Balanced MSE Loss during training, so that the Neural Network can learn better data distribution. The No.1 result on the MOT Challenge reflects the tremendous superiority of our method.
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