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Abstract—A multiple-input multiple-output wireless communication system is analytically studied, which operates with the aid of a large-scale reconfigurable intelligent surface (LRIS). LRIS is equipped with multiple passive elements with discrete phase adjustment capabilities, and independent Rician fading conditions are assumed for both the transmitter-to-LRIS and LRIS-to-receiver links. A direct transceiver link is also considered which is modeled by Rayleigh fading distribution. The system performance is analytically studied when the linear yet efficient zero-forcing detection is implemented at the receiver. In particular, the outage performance is derived in closed-form expression for different system configuration setups with regards to the available channel state information (CSI) at the receiver. In fact, the case of both perfect and imperfect CSI is analyzed. Also, an efficient phase shift design approach at LRIS is introduced, which is linear on the number of passive elements and receive antennas. The proposed phase shift design can be applied on two different modes of operation; namely, when the system strives to adapt either on the instantaneous or statistical CSI. Finally, some impactful engineering insights are provided, such as how the channel fading conditions, CSI, discrete phase shift resolution, and volume of antenna/LRIS element arrays impact on the overall system performance.
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I. INTRODUCTION

WITH the rapid growth of wireless communication technology, research and development for beyond 5G and even 6G networking infrastructures has already been initiated worldwide [1], [2]. Some of the most important key performance indicators (KPIs) include high energy efficiency, increased spectral efficiency, increased density, enhanced coverage and service availability, as well as increased area traffic capacity [3]. Reconfigurable intelligent surfaces (RIS), also known as intelligent reflecting metasurfaces, which are emerging at the forefront of wireless communications research nowadays represent a prominent candidate to facilitate the support of the said KPIs [4], [5].

To further boost the system performance, multiple-input multiple-output (MIMO) signal transmission can be used in conjunction with RIS [6], [7], [8], [9], [10], [11]. Nevertheless, the main challenge in these systems is the phase shift adaptation/optimization. To this end, channel state information (CSI) of the associated links is unfortunately a prerequisite which in turn burdens the overall computational complexity proportionally to the number of active antennas and passive RIS elements [12], [13], [14], [15], [16], [17].

A. Related State of the Art

Beamforming optimization design for RIS-assisted multiple input-single output (MISO) systems was studied in [6] and [7], under discrete phase shifts. Cascaded line-of-sight (LoS) signal propagation and Rayleigh channel fading links were respectively considered in [6] and [7]; yet assuming perfect (ideal) CSI conditions.

The realistic estimated (i.e., imperfect) CSI case was considered in [8] for hybrid Rayleigh channel faded links and pure LoS signal propagation, yet assuming a continuous (ideal) phase shift design. The performance of a massive MIMO RIS-enabled system under Rician channel fading and Rayleigh faded direct links was analytically studied by the authors of [9]. Therein, however, perfect CSI was assumed, while a heuristic algorithm was presented to optimize the continuous RIS phase shifts based on a statistical CSI knowledge.

In [10] and [11], the performance of a RIS-assisted MIMO system was studied, when one of the two RIS-enabled links is modeled as Rician fading channels while the other is described by pure LoS conditions. Also, a phase shift design was proposed in these works based on a statistical CSI. Nevertheless, the pure LoS channel fading condition is a relaxed assumption to facilitate the analysis and may not sufficiently correspond to various practical illustrations. Notably, whenever the RIS-user distance is relatively small, the pure LoS assumption may not be enough to accurately define the total channel fading. This occurs because multipath propagation is always present, especially in dense outdoor terrestrial and/or close-distant indoor environments. In [18], the performance
of a RIS-assisted MIMO system was analytically studied and optimized when all the included links undergo Rician channel fading. Therein, however, asymptotically high antenna arrays were considered for all the nodes while a continuous phase shift design at RIS was assumed.

B. Motivation and Contribution

Motivated by the aforementioned observations, a MIMO wireless communication system operating through a large-scale RIS (LRIS) is analytically studied into this paper. In particular, the spatial multiplexing mode of MIMO operation is considered where multiple signals are simultaneously transmitted and received by utilizing the linear yet effective zero forcing (ZF) detection. The assumption of LRIS is reasonable since the corresponding arrays typically consist of passive elements; thereby a large-scale (yet finite) array with low-cost passive elements becomes practically feasible. Moreover, all the LRIS-enabled links are modeled by independent Rician channel fading while Rayleigh fading is considered for the transceiver’s direct links. In addition, discrete-only phase shifts occur at LRIS, which is a realistic condition.

Unlike the current state-of-the-art, in this paper, channel fading is present at all the available channel links, whereas the phase shifts at LRIS are discrete; thereby they introduce an unavoidable phase mismatch in comparison to an ideal continuous phase shift adaptation. The contributions of this work are summarized as follows:

- New and rather simple closed-form expressions regarding the key statistics of the received signal-to-noise ratio (SNR) are obtained. The introduced analysis is valid for the perfect CSI case (ideal, it may serve as a performance benchmark), whereas it also considers the realistic case of imperfect/estimated CSI acquisition at the receiver.
- Based on the latter derivations, new engineering insights are emerged, such as how the interrelation between the number of quantization bits at the discrete LRIS phase shifts, channel fading conditions and transceiver array volume affect the system performance.
- A new phase shift design is formulated in a straightforward closed-form expression, which produces a linear computational complexity with respect to the number of LRIS elements and receive antennas. According to this design, the minimum received SNR is being maximized up to a certain convergence level. Specifically, two distinct algorithms are devised, which operate according to an instantaneous or statistical CSI feedback adaptation at LRIS, correspondingly.

C. Organization of the Paper

The rest of this paper is organized as follows. This Section continues with some notational definitions for the most important mathematical symbols used in the subsequent analysis. In Section II, the considered system and signal models are described in detail. Key statistical derivations and corresponding performance measures for the case of perfect and imperfect CSI are obtained in closed form in Section III. In Section IV, the proposed phase shift design at LRIS is explicitly defined for both the cases when LRIS follows instantaneous CSI changes or statistical ones. In Section V, the proposed framework is validated and cross-compared with simulation results, while some useful engineering insights are revealed. Finally, Section VI concludes the paper.

Notation: Vectors and matrices are represented by lowercase and uppercase boldface typefaces, respectively, whereas \( \mathbf{I}_v \) stands for the \( v \times v \) identity matrix and \( \mathbf{0}_v \) is the \( v \times v \) null matrix. A diagonal matrix with entries \( x_1, \ldots, x_n \) is defined as \( \text{diag}\{x_i\}_{i=1}^n \). \( X^{-1} \) is the inverse of \( X \) and \( \mathbf{X}^\dagger \) is the Moore-Penrose pseudoinverse of \( X \). \( [X]_{k,l} \) stands for the entry at the \( k \)-th row and \( l \)-th column of \( X \). \( [X]_{k,:} \) is the \( k \)-th row vector of \( X \) and \( [X]_{:,l} \) is the \( l \)-th column vector of \( X \). Superscripts \((\cdot)^\ast\), \((\cdot)^T\) and \((\cdot)^\text{H}\) denote scalar conjugate transpose, transpose and vector/matrix conjugate (Hermitian) transpose, respectively; \( \det[\cdot] \) and \( \text{Tr}[\cdot] \) represent the determinant and trace of a given matrix, respectively; \( \odot \) is the Kronecker product, \( |\cdot| \) represents absolute (scalar) value, \( \text{Re}\{\cdot\} \) is the real part of a complex value, \( |\cdot|_p \) is the phase of a complex argument, and \( j \triangleq \sqrt{-1} \). \( \mathbb{E}[\cdot] \) is the expectation operator, \( \mathbb{E}[\mathbf{X}|\mathbf{Y}] \) is the conditional expectation of \( \mathbf{X} \) given \( \mathbf{Y} \), symbol \( \Downarrow \) means equality in distribution and \( \Downarrow \) defines almost sure convergence (asymptotically) in distribution. \( f_X(\cdot) \) and \( F_X(\cdot) \) represent the probability density function and cumulative distribution function (CDF) of a random variable (RV) \( X \), respectively. \( \mathcal{CN}(\mu, \sigma^2) \) defines a complex-valued Gaussian RV with mean \( \mu \) and variance \( \sigma^2 \). For a \( N \times M \) \( \mathbf{X} \downarrow \mathcal{CN}(\mathbf{A}, \mathbf{B}) \), a complex-valued central and non-central Wishart \( M \times M \) matrix is defined as \( \mathbf{X}^\text{H} \mathbf{X} \downarrow \mathcal{W}_M(N, \mathbf{\Sigma}) \) (only when \( \mathbf{A} = \mathbf{0}_M \)) and \( \mathcal{W}_M(N, \mathbf{\Omega}, \mathbf{\Sigma}) \), respectively, with \( N \) degrees-of-freedom (DoF), covariance matrix \( \mathbf{\Sigma} \), and non-circularity (positive definite) matrix \( \mathbf{\Omega} = \mathbf{B}^{-1} \mathbf{A}^\text{H} \mathbf{A} \) \( [19] \). Also, \( \Gamma(\cdot) \) denotes the Gamma function \( [20, \text{Eq. (8.310.1)}] \), \( \Gamma(\cdot, \cdot) \) denotes the upper incomplete Gamma function \( [20, \text{Eq. (8.350.2)}] \), \( \text{K}_j(\cdot, \cdots) \) is the Kummer’s confluent hypergeometric function \( [20, \text{Eq. (9.210.1)}] \), and \( \text{sinc}(x) = \sin(x)/x \) is the sinc function. Finally, \( O(\cdot) \) represents the Landau symbol; i.e., for two arbitrary functions \( f(x) \) and \( g(x) \), it holds that \( f(x) = O(g(x)) \) when \( |f(x)| \leq \varepsilon g(x) \) \( \forall x \geq x_0 \), \( \{v, x_0\} \in \mathbb{R} \).

II. SYSTEM AND SIGNAL MODEL

Consider a wireless communication system with \( M \) (co-located) transmit and \( N \geq M \) receive antennas operating over a quasi-static block-fading channel. A practical application may correspond to the uplink transmission when the transmit and receive nodes are the system user and base station, respectively. The end-to-end communication is assisted by an intermediate LRIS equipped with \( L \) passive elements. It is also assumed that both the size of each element and the inter-element spacing are equal to half of the signal wavelength; such that the associated channels undergo independent fading \( [21] \).

According to \( [22] \), channel fading (spatial) correlation is always present in practical RIS illustrations. However, it was recently proved in \([23, \text{Prop. 6 and Fig. 7}] \) that, for the large-scale RIS case, the effect of spatial correlation introduces negligible impact to the system performance compared to the spatially independent assumption. Thus, to facilitate the following analysis, independent channel-faded links are considered hereinafter.
LRIS-to-receiver links undergo independent Rician channel fading due to their relatively close distance and the (potential) presence of a strong LoS channel gain component. On the other hand, the transceiver links are subject to independent Rayleigh channel fading, due to a relatively high link distance and the presence of intense signal attenuation in a rich scattering environment. The spatial multiplexing mode of operation is utilized, where all the given streams are simultaneously transmitted and received via ZF detection.

More specifically, the received signal reads as

\[ y = \sqrt{p} \mathbf{H}_{\text{tot}} \mathbf{s} + \mathbf{n} = \sqrt{p} (\mathbf{H}_D + \mathbf{H} \Phi \mathbf{G}) \mathbf{s} + \mathbf{n}, \tag{1} \]

where \( y \in \mathbb{C}^{N \times 1} \), \( p \) is the transmit SNR per antenna, \( s \in \mathbb{C}^{M \times 1} \) is the transmit signal and

\[ \mathbf{H}_{\text{tot}} \triangleq \mathbf{H}_D + \mathbf{H} \Phi \mathbf{G}. \tag{2} \]

Also, \( \mathbf{H}_D \in \mathbb{C}^{N \times M} \) denotes the channel matrix between the transceiver direct links; \( \mathbf{H} \in \mathbb{C}^{N \times L} \) and \( \mathbf{G} \in \mathbb{C}^{L \times M} \) are the channel matrices of the LRIS-to-receiver and transmitter-to-LRIS links, respectively; \( \Phi \triangleq \text{diag}\{e^{j \phi_i}\}_{i=1}^L \) denotes the phase rotations at LRIS; and \( \mathbf{n} \in \mathbb{C}^{N \times 1} \) defines the additive white Gaussian noise (AWGN) at the receiver. In practice, \( \{\phi_i\}_{i=1}^L \) can only be configured from a given discrete-phase set \( S \), where \( S \in [-\pi, \pi] \); such that the cardinality of \( S \) is denoted by \( |S| = 2^q \) with a \( q \)-bit quantization satisfying \( q \geq 1 \).

Further, it holds that \( \mathbf{H}_D \triangleq \mathbb{C} \mathbf{N}(0, \mathbf{I}_{BLN}) + \mathbf{w}_D \) with \( \mathbf{w}_D \) standing for the (known) large-scale channel gain of the transceiver link. In a similar basis, \( \mathbf{H} \triangleq \mathbb{C} \mathbf{N}(\mathbf{MB}_L, \mathbf{\beta}_{LB} \mathbf{I}_N) \), where \( \mathbf{MB}_L \) is the rank-one LoS (mean) channel fading matrix of the LRIS-to-receiver link. Also, \( \mathbf{G} \triangleq \mathbb{C} \mathbf{N}(\mathbf{MUL}_L, \mathbf{\beta}_{UL} \mathbf{I}_L) \), where \( \mathbf{MUL}_L \) is the rank-one LoS channel fading matrix of the transmitter-to-LRIS link. Without loss of generality, we consider a uniform planar array (UPA) structure for both LRIS and transceiver nodes so as to meet practical deployment. Thereby, it holds that [24]

\[ \mathbf{M}_{LB} = a_{\text{LRIS-RLR}} \left[ \theta_{xL}^x, \psi_{yL}^y, \theta_{xL}^y \right] \times a_{\text{RLS-RRIS}} \left[ \theta_{xL}^x, \psi_{yL}^y, \theta_{xL}^y \right], \tag{3} \]

where \( a_{\text{LRIS-RLR}} \) denotes the steering vector at LRIS regarding the LRIS-receiver link and \( a_{\text{RLS-RRIS}} \) denotes the corresponding steering vector at the transmitter (i.e., user). Also, \( \{\theta_{xL}^x, \psi_{yL}^y, \theta_{xL}^y\} \) and \( \{\theta_{xL}^x, \psi_{yL}^y, \theta_{xL}^y\} \) represent the vertical and horizontal arrival angles at the transmitter and the departure angles at LRIS, respectively. The general form of the aforementioned steering vector between the \( i \)-th and \( j \)-th node reads as

\[ \mathbf{a}_{i,j} = \left[ \theta_i, \psi_i \right] \triangleq \frac{1}{\sqrt{F_t}} \left[ 1, \ldots, e^{j(F_v - 1)\pi \sin\theta_i} \right] T \right. \]

\[ \times \left. \left[ 1, \ldots, e^{j(F_v - 1)\pi \sin\psi_i \cos\theta_i} \right] T, \tag{4} \]

where \( F_t = F_v F_h \) is the length of the latter vector (with respect to the \( i \)-th node) and \( \{F_v, F_h\} \) stand for the number of vertical and horizontal LRIS elements or antennas, respectively. Similarly, we get

\[ \mathbf{M}_{UL} = a_{\text{LRIS-TX}} \left[ \theta_{xL}^x, \psi_{yL}^y, \theta_{xL}^y \right] \times a_{\text{TX-LSR}} \left[ \theta_{xL}^x, \psi_{yL}^y, \theta_{xL}^y \right], \tag{5} \]

where \( a_{\text{LRIS-TX}} \) denotes the steering vector at LRIS regarding the LRIS-transmitter link and \( a_{\text{TX-LSR}} \) denotes the corresponding steering vector at the transmitter (i.e., user). Also, \( \{\theta_{xL}^x, \psi_{yL}^y, \theta_{xL}^y\} \) and \( \{\theta_{xL}^x, \psi_{yL}^y, \theta_{xL}^y\} \) represent the vertical and horizontal arrival angles at the transmitter and the departure angles at LRIS, respectively. The steering vectors in (5) are formed as in (4), by setting the appropriate index substitutions.

Moreover, the gains \( \{\beta_{UL}, \beta_{LB}\} \) incorporate signal propagation attenuation, antenna gains and shadowing losses, which are assumed either fixed or perfectly known at the receiver. Lastly, it is assumed that \( \mathbb{E}[\mathbf{s}^H \mathbf{n}] = \mathbf{I}_M \) and \( \mathbf{n} \triangleq \mathbb{C} \mathbf{N}(0, \mathbf{I}_N) \). The considered system model is sketched in Fig. 1.

### III. System Performance

#### A. Perfect CSI

Upon the signal reception, the ZF filter matrix \( \mathbf{W} \in \mathbb{C}^{M \times N} \) is applied, yielding to the post-processed signal \( \mathbf{r} = \mathbf{H}_D + \mathbf{H} \Phi \mathbf{G} \mathbf{y} \). The resultant received SNR is thus given by

\[ \gamma_i = \left( \frac{p}{\det \mathbf{H}_{\text{tot}}^{-1} \mathbf{H}_{\text{tot}}^{\dagger}} \right)_{i,i}, \quad 1 \leq i \leq M, \tag{6} \]

where \( \mathbf{H}_{\text{tot}} \) is the deflated version of \( \mathbf{H}_{\text{tot}} \) with its \( i \)-th column being removed. Regardless of the perfect CSI condition at the receiver side, there is always a mismatch condition at LRIS due to the presence of discrete-only phase adjustments. To this end, each channel entry of the LRIS-transceiver link can be modeled by

\[ [\mathbf{H} \Phi \mathbf{G}]_{i,j} = \sum_{\ell=1}^{L} \left| [\mathbf{H}]_{i,\ell} \cdot [\mathbf{G}]_{\ell,j} \cdot e^{j \omega_\ell} \right|, \tag{7} \]

where \( \omega_\ell \) defines the deviation of \( \phi_\ell \) from the ideal setting and is uniformly distributed over \([-2^{-q} \pi, 2^{-q} \pi]\). Then,

\[ \text{Note that the large-scale channel gains are identical for the same link since the inter-element distance at LRIS (or the inter-antenna distance at the transceiver) is considered negligible compared to the corresponding LRIS-to-transceiver distances.}\]

\[ \text{The last equality of (6) follows by invoking the property } (\mathbf{H}_{\text{tot}}^H \mathbf{H}_{\text{tot}})^{-1} = (\mathbf{H}_{\text{tot}}^H \mathbf{H}_{\text{tot}})^{-1} \text{adj}[\mathbf{H}_{\text{tot}}^H \mathbf{H}_{\text{tot}}], \text{ where adj}[\cdot] denotes the adjugate matrix operator. Then, after some straightforward manipulations, the diagonal entries of } \text{adj}[\mathbf{H}_{\text{tot}}^H \mathbf{H}_{\text{tot}}] \text{ can be expressed as } \det \mathbf{H}_{\text{tot}}^H \mathbf{H}_{\text{tot}}. \]
as \( L \to \infty \), we reach at [25, Eq. (11)]
\[
\bar{f}_{\left[H_{j}G_{j}\right],j}(x; m, \bar{\gamma}) \approx \frac{2m^m}{\Gamma(m)}\bar{\gamma}^m x^{2m-1} \exp \left(-\frac{mx^2}{\bar{\gamma}}\right),
\]
(8)
where
\[
m = \frac{L\varepsilon^4}{2(1 + \xi_1 - 2\varepsilon^4\alpha^4)}, \quad \bar{\gamma} = \varepsilon^4 L^2,
\]
(9)
while
\[
\xi_1 = \sin(2^{-q}\pi); \quad \xi_2 = \sin(2^{-q+1}\pi) \quad \text{and} \quad \alpha = \sqrt{\alpha H\alpha G}.
\]
(10)

Also, \( a_j \) denotes the average fading gain of the \( j \)-th channel with \( j = \{H, G\} \). Specifically, \( a_H \equiv \mathbb{E}[\|H\|_F^2]\forall u, v \) and \( a_G \equiv \mathbb{E}[\|G\|_F^2]\forall r, p \). For Rician fading, \( a_j \) stems as
\[
a_j = \frac{\pi}{4(\kappa_j + 1)} F_1(-1/2, 1; -\kappa_j),
\]
(11)
where \( \kappa_j \) is the Rician \( K \)-factor of the \( j \)-th channel link. Notably, (8) implies that the envelope of the cascaded LRIS-included received signal with reflected phase imperfections approaches the Nakagami-\( m \) distribution. It is well-known that the Nakagami-\( m \) distribution closely resembles Rician distribution with a modified Rician \( K \)-factor, such that \( f_{\left[H_{j}G_{j}\right],j}(x; m, \bar{\gamma}) \approx f_{\text{Rice}}(x; K, \bar{\gamma}) \) where [26, Eq. 2.26])
\[
K \triangleq \sqrt{m^2 - m + 1}. \tag{12}
\]
The latter parameter is valid when \( m \geq 1 \), which is met for the considered case with large \( L \) and \( q \leq 1 \). Doing so, the equivalent cascaded channel can be approximately remodeled as
\[
H_{j}G_{j} \approx \sqrt{\beta_{LB}\beta_{UL}} \left[ \frac{K}{K + 1} X + \frac{1}{K + 1} Y \right], \tag{13}
\]
where
\[
X = M_{LB}\Phi M_{UL}
\]
is the deterministic (mean) LoS channel, which is still a rank-one matrix satisfying the properties back in (3) and (5). The random part \( Y \) is a zero-mean unit-variance complex-valued Gaussian matrix which is full-rank and denotes the non-LoS scattered components. A proper normalization has been performed at \( X \) (i.e., \( X \leftarrow \sqrt{NM(X/\|X\|} \)), where \( \|X\| \) denotes the Frobenius norm of \( X \), such that \( \|X\|^2 = \mathbb{E}[\|Y\|^2] = NM \), in order to preserve the power ratio
\[
\frac{K}{K + 1}\mathbb{E}[\|Y\|^2] = K. \tag{15}
\]
Hence, according to the channel structure as per (2) and (13), it can be shown that
\[
\mathbf{H}_{\text{tot}}^H \mathbf{H}_{\text{tot}} \overset{d}{\approx} \mathcal{W}_M\left(N, K\beta_{LB}\beta_{UL} + K\beta_{LB}\beta_{UL}\right) \times \mathbf{x}^\ast \left[\beta_{LB} + \frac{\gamma_{LB}\beta_{UL}}{K + 1}\right] \mathbf{I}_M \approx \mathcal{W}_M(N, \Sigma), \tag{16}
\]
which is met for \( K \) Rician fading.

The last approximation is shown at [25, Eq. (11)],
\[
\bar{f}_{\left[H_{j}G_{j}\right],j}(x; m, \bar{\gamma}) \approx \frac{2m^m}{\Gamma(m)}\bar{\gamma}^m x^{2m-1} \exp \left(-\frac{mx^2}{\bar{\gamma}}\right),
\]
(8)
where
\[
m = \frac{L\varepsilon^4}{2(1 + \xi_1 - 2\varepsilon^4\alpha^4)}, \quad \bar{\gamma} = \varepsilon^4 L^2,
\]
(9)
while
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\xi_1 = \sin(2^{-q}\pi); \quad \xi_2 = \sin(2^{-q+1}\pi) \quad \text{and} \quad \alpha = \sqrt{\alpha H\alpha G}.
\]
(10)

Also, \( a_j \) denotes the average fading gain of the \( j \)-th channel with \( j = \{H, G\} \). Specifically, \( a_H \equiv \mathbb{E}[\|H\|_F^2]\forall u, v \) and \( a_G \equiv \mathbb{E}[\|G\|_F^2]\forall r, p \). For Rician fading, \( a_j \) stems as
\[
a_j = \frac{\pi}{4(\kappa_j + 1)} F_1(-1/2, 1; -\kappa_j),
\]
(11)
where \( \kappa_j \) is the Rician \( K \)-factor of the \( j \)-th channel link. Notably, (8) implies that the envelope of the cascaded LRIS-included received signal with reflected phase imperfections approaches the Nakagami-\( m \) distribution. It is well-known that the Nakagami-\( m \) distribution closely resembles Rician distribution with a modified Rician \( K \)-factor, such that \( f_{\left[H_{j}G_{j}\right],j}(x; m, \bar{\gamma}) \approx f_{\text{Rice}}(x; K, \bar{\gamma}) \) where [26, Eq. 2.26])
\[
K \triangleq \sqrt{m^2 - m + 1}. \tag{12}
\]
The latter parameter is valid when \( m \geq 1 \), which is met for the considered case with large \( L \) and \( q \leq 1 \). Doing so, the equivalent cascaded channel can be approximately remodeled as
\[
H_{j}G_{j} \approx \sqrt{\beta_{LB}\beta_{UL}} \left[ \frac{K}{K + 1} X + \frac{1}{K + 1} Y \right], \tag{13}
\]
where
\[
X = M_{LB}\Phi M_{UL}
\]
is the deterministic (mean) LoS channel, which is still a rank-one matrix satisfying the properties back in (3) and (5). The random part \( Y \) is a zero-mean unit-variance complex-valued Gaussian matrix which is full-rank and denotes the non-LoS scattered components. A proper normalization has been performed at \( X \) (i.e., \( X \leftarrow \sqrt{NM(X/\|X\|} \)), where \( \|X\| \) denotes the Frobenius norm of \( X \), such that \( \|X\|^2 = \mathbb{E}[\|Y\|^2] = NM \), in order to preserve the power ratio
\[
\frac{K}{K + 1}\mathbb{E}[\|Y\|^2] = K. \tag{15}
\]
Hence, according to the channel structure as per (2) and (13), it can be shown that
\[
\mathbf{H}_{\text{tot}}^H \mathbf{H}_{\text{tot}} \overset{d}{\approx} \mathcal{W}_M\left(N, K\beta_{LB}\beta_{UL} + K\beta_{LB}\beta_{UL}\right) \times \mathbf{x}^\ast \left[\beta_{LB} + \frac{\gamma_{LB}\beta_{UL}}{K + 1}\right] \mathbf{I}_M \approx \mathcal{W}_M(N, \Sigma), \tag{16}
\]
which is met for \( K \) Rician fading.
It is noteworthy that $K \propto L$ and $\bar{\gamma} \propto L^2$, according to (9). As $L \to \infty$, it can be easily shown that the rightmost part of (19) tends to zero, yielding

$$
\Sigma^{-1}_{i,i} \approx \left( \frac{\beta_{UL} + \beta_{LB} \beta_{UL}}{K + 1} \right)^{-1}, \quad L \to \infty,
$$

$$
= \left[ \beta_{UL} + \beta_{LB} \beta_{UL} L \left( 1 - 2 \xi_2^2 \alpha^4 + \xi_2 \right) \right]^{-1}. \quad (20)
$$

Based on the latter result, the CDF of the received SNR in (18) can asymptotically approached by

$$
F_{\gamma_i}(x) \approx \exp \left( -\frac{x [\Sigma^{-1}_{i,i}]}{p} \right) \sum_{k=0}^{\infty} \left( \frac{x [\Sigma^{-1}_{i,i}]/p}{k!} \right)^k
$$

$$
= \frac{1}{(N - M + 1)!} \times \left( \frac{x/p}{\beta_{UL} + \beta_{LB} \beta_{UL} L \left( 1 - 2 \xi_2^2 \alpha^4 + \xi_2 \right)} \right)^{N-M+1}, \quad L \to \infty,
$$

which follows by turning (18) into an infinite series representation, while observing that the exponential term tends to unity and the lowest sum term becomes dominant as $L \to \infty$.

The asymptotic CDF expression in (21) reveals that the diversity order of the considered system is not affected by the presence of LRIS (and, most insightfully, by its discrete phase mismatches), while the order of $L$ influences only the coding/array gain. Also, (21) is valid for an arbitrary range of the transmit SNR $p$. For the extreme cases of $q = 1$ (lowest resolution) and $q \to \infty$ (highest resolution), the aforementioned expressions can be further relaxed. Specifically, by referring back to (10), it can be shown that $\xi_1 = 2/\pi$ and $\xi_2 = 0$ when $q = 1$; while $\xi_1 = \xi_2 = 1$ when $q \to \infty$. Thereby, we reach at

$$
F_{\gamma_i}(x) \approx \frac{1}{(N - M + 1)!} \times \left( \frac{x/p}{2 \sqrt{\pi}} \right)^{N-M+1}, \quad L \to \infty, \quad q = 1,
$$

(22)

and

$$
F_{\gamma_i}(x) \approx \frac{1}{(N - M + 1)!} \times \left( \frac{x/p}{\beta_{UL} + \beta_{LB} \beta_{UL} L \left( 1 - \alpha^4 \right)} \right)^{N-M+1}, \quad \{L, q\} \to \infty.
$$

(23)

To verify the accuracy and tightness of the proposed asymptotic approximations, Fig. 3 illustrates (18) and (22) as well as (23) for the cases when $q = 1$ and $q = 10$ (i.e., large $q$), correspondingly. The asymptotic approach gets tighter for increasing $L$ which is in agreement to the above analysis.

Moreover, when the signal of all the involved links undergo Rayleigh channel fading, i.e., $\kappa_H = \kappa_G = 0$ within (11), then $\alpha = \sqrt{\pi}/2$. On the contrary, when the LRIS-involved links undergo pure LoS signal propagation (i.e., when $\{\kappa_H, \kappa_G\} \to \infty$), it can be easily shown that (11) becomes $\alpha = 1$ in the limit. A number of useful engineering insights can be drawn from (21) and the latter observations; they are summarized as follows:

- For the worst-case LRIS when $L \to \infty$ yet with $q = 1$ quantization bit (i.e., low-cost large-scale passive elements), Rayleigh channel fading is more impactful than pure LoS signal propagation. This occurs due to the presence of a rich scattering environment of the former rather than the latter case. Specifically,

$$
F_{\gamma_i}(x) \propto (\beta_{UL} + \beta_{LB} \beta_{UL} L/2)^{-(N-M+1)}
$$

for Rayleigh fading, while

$$
F_{\gamma_i}(x) \propto [\beta_{UL} + \beta_{LB} \beta_{UL} L (1 - 8/\pi^2)]^{-(N-M+1)}
$$

for pure LoS signal propagation.

- For the best-case LRIS scenario when $\{L, q\} \to \infty$ (i.e., high-cost),

$$
F_{\gamma_i}(x) \propto [\beta_{UL} + \beta_{LB} \beta_{UL} L (1 - 2/\pi^2/16)]^{-(N-M+1)}
$$

for Rayleigh fading, while

$$
F_{\gamma_i}(x) \propto \beta_{UL}^{-(N-M+1)}
$$

for pure LoS signal propagation (which implies that the volume of $L$ does not influence the system performance in the absence of both channel fading and phase errors - yet, quite infeasible in practice).

- When the LRIS controller has a complete lack of CSI knowledge (e.g., applying random or fixed phase shifts), then $\xi_1 = \xi_2 = 0$ since the phase mismatches at LRIS are uniformly distributed in $[-\pi, \pi]$.

Then, the SNR CDF reduces to

$$
F_{\gamma_i}(x) \propto (\beta_{UL} + \beta_{LB} \beta_{UL} L)^{-(N-M+1)} \quad L \to \infty.
$$

5This is a well-known result for conventional MIMO systems [30]; we show that it still holds for LRIS-enabled MIMO systems.
B. Imperfect CSI

In practice, CSI estimation can be achieved via pilot-signal transmission. However, pilot signaling may be prohibitively demanding in LRIS-enabled MIMO systems because of the extremely large channel dimension regarding the transmitter-to-LRIS (i.e., $M \times L$) and receiver-to-LRIS (i.e., $L \times N$) links. A viable solution arises if the receiver acquires knowledge of only the aggregated end-to-end channel (say, $\mathbf{H}_G$) and not of the individual ones; therefore, the channel dimension still remains $N \times M$, as in conventional MIMO systems. For the considered block fading case, each transmission frame is divided into two consecutive phases; namely, the training and data transmission [31], [32]. At the former phase, $M$ pilot signals are transmitted for a duration of $T_{\text{pilot}} \geq M(L+1)$ time-sample instances (i.e., one corresponds to the direct link).

In what follows, we assume that $T_{\text{pilot}} = M(L+1)$ and the transmit SNR in the training phase is the same as in the data phase, i.e., $p$. In fact, the common approach followed here is to turn off LRIS for the first $M$ time instances where the receiver acquires CSI for the direct channel link; then, for the subsequent $LM$ time instances, the LRIS controller turns on each passive element one-by-one [34] so as to acquire the associated cascaded channel.7 Afterwards, the equalization ZF filter is being formed based on the estimated CSI and the system enters the data phase. Nonetheless, the channel estimates may not be entirely accurate reflecting on a channel estimation error.

For a sufficiently large number of passive LRIS elements $L$, (16) converges almost surely, which in turns implies that the actual channel $\mathbf{H}_{\text{tot}}$ and its channel estimate $\hat{\mathbf{H}}_{\text{tot}}$ are jointly Gaussian. The estimated channel $\hat{\mathbf{H}}_{\text{tot}}$ can be computed via the popular maximum-likelihood (or least-squares) method, as in, e.g., [35], [36]. Then, assuming that the mean channel in (14) is perfectly known, the conditional expectation and covariance matrix of $\hat{\mathbf{H}}_{\text{tot}}$ are given, respectively, by [37, Eqs. (15.61)-(15.62)], [29]

$$
E[\hat{\mathbf{H}}_{\text{tot}}|\mathbf{H}_{\text{tot}}] = \mathbf{X} + \left( \hat{\mathbf{H}}_{\text{tot}} - \mathbf{X} \right) R_{\hat{\mathbf{H}}_{\text{tot}}, \mathbf{H}_{\text{tot}}}^{-1} R_{\hat{\mathbf{H}}_{\text{tot}}, \mathbf{H}_{\text{tot}}}
$$

$$
= \mathbf{X} + \left( \hat{\mathbf{H}}_{\text{tot}} - \mathbf{X} \right) \left( \frac{\beta_{\text{UB}} + \frac{5}{2} \beta_{\text{LB}} \beta_{\text{UL}}}{K+1} \right) \mathbf{I}_M,
$$

and

$$
\mathbf{R}_{\text{ce}} = E \left[ (\mathbf{H}_{\text{tot}} - E[\hat{\mathbf{H}}_{\text{tot}}]) (\mathbf{H}_{\text{tot}} - E[\hat{\mathbf{H}}_{\text{tot}}])^H \right] | \hat{\mathbf{H}}_{\text{tot}}
$$

$$
= R_{\mathbf{H}_{\text{tot}}, \mathbf{H}_{\text{tot}}} - R_{\hat{\mathbf{H}}_{\text{tot}}, \mathbf{H}_{\text{tot}}} R_{\hat{\mathbf{H}}_{\text{tot}}, \mathbf{H}_{\text{tot}}}^{-1} R_{\hat{\mathbf{H}}_{\text{tot}}, \mathbf{H}_{\text{tot}}}
$$

$$
= \left( \frac{\beta_{\text{UB}} + \frac{5}{2} \beta_{\text{LB}} \beta_{\text{UL}}}{K+1} \right) \mathbf{I}_M
$$

where

$$
R_{\mathbf{H}_{\text{tot}}} = E \left[ (\mathbf{H}_{\text{tot}} - \mathbf{X}) (\mathbf{H}_{\text{tot}} - \mathbf{X})^H \right] = \left( \beta_{\text{UB}} + \frac{5}{2} \beta_{\text{LB}} \beta_{\text{UL}} \right) \mathbf{I}_M,
$$

$$
R_{\hat{\mathbf{H}}_{\text{tot}}} = E \left[ (\hat{\mathbf{H}}_{\text{tot}} - \mathbf{X}) (\hat{\mathbf{H}}_{\text{tot}} - \mathbf{X})^H \right] = \left( \beta_{\text{UB}} + \frac{5}{2} \beta_{\text{LB}} \beta_{\text{UL}} \right) \mathbf{I}_M
$$

and

$$
R_{\mathbf{H}_{\text{tot}}, \hat{\mathbf{H}}_{\text{tot}}} = E \left[ (\mathbf{H}_{\text{tot}} - \mathbf{X}) (\hat{\mathbf{H}}_{\text{tot}} - \mathbf{X})^H \right] = \left( \beta_{\text{UB}} + \frac{5}{2} \beta_{\text{LB}} \beta_{\text{UL}} \right) \mathbf{I}_M
$$

represent the auto-covariance matrix between each column of $\mathbf{H}_{\text{tot}}$, auto-covariance matrix between each column of $\hat{\mathbf{H}}_{\text{tot}}$ and cross-covariance matrix between each column of $\mathbf{H}_{\text{tot}}$ with $\hat{\mathbf{H}}_{\text{tot}}$, respectively.8 In the sequel, for notation simplicity, let $\mathbf{H}_{\text{tot}} \triangleq E[\mathbf{H}_{\text{tot}} \hat{\mathbf{H}}_{\text{tot}}]$. It is worthy to stress that $R_{\mathbf{H}_{\text{tot}}, \hat{\mathbf{H}}_{\text{tot}}} \rightarrow 0_N$ when CSI is accurate; thus $\mathbf{H}_{\text{tot}} \rightarrow \mathbf{H}_{\text{tot}}$. On the other hand, $R_{\mathbf{H}_{\text{tot}}, \hat{\mathbf{H}}_{\text{tot}}} \rightarrow 0_N$ when CSI is poor; which returns $\mathbf{H}_{\text{tot}} \rightarrow \mathbf{X}$. Otherwise, there is a CSI-dependent combination between the aforementioned two extremes cases [29]. It follows that

$$
\mathbf{H}_{\text{tot}} = \hat{\mathbf{H}}_{\text{tot}} + \mathbf{E},
$$

where $\mathbf{E} \overset{d}{=} \mathcal{CN}(0, \mathbf{R}_e)$ is the channel estimation error matrix which is uncorrelated with $\hat{\mathbf{H}}_{\text{tot}}$.

Substituting (26) into (1) yields

$$
\mathbf{y} = \sqrt{p} \mathbf{H}_{\text{tot}} \mathbf{s} + \sqrt{p} \mathbf{E} \mathbf{s} + \mathbf{n},
$$

where $\sqrt{p} \mathbf{H}_{\text{tot}}$ stands for the effective channel gain and $\sqrt{p} \mathbf{E} \mathbf{s} + \mathbf{n}$ is the colored-noise signal vector caused by the superposition of channel estimation errors and AWGN, which has zero-mean with equal variance per stream

$$
\mathbf{V} \overset{d}{=} E \left[ (\sqrt{p} \mathbf{E} \mathbf{s} + \mathbf{n}) (\sqrt{p} \mathbf{E} \mathbf{s} + \mathbf{n})^H \right] = p \mathbf{E}^2 \mathbf{R} + 1 = \left( \frac{\beta_{\text{UB}} + \frac{5}{2} \beta_{\text{LB}} \beta_{\text{UL}}}{K+1} \right) + 1.
$$

Consequently, the ZF equalization filter and the post-processed received signal become, respectively, in this case [29] $\mathbf{W} \overset{d}{=} \mathbf{H}_{\text{tot}}$ and $\hat{\mathbf{r}} = \hat{\mathbf{W}} \mathbf{y}$. In a similar basis as in deriving (6), we get

$$
\gamma'_{i} = \frac{p}{\mathbf{V}} \left( \frac{1}{\mathbf{H}_{\text{tot}}^H \mathbf{H}_{\text{tot}}} \right)_{i,i},
$$

where $\gamma'_{i}$ denotes the SNR of the $i^{\text{th}}$ stream ($1 \leq i \leq M$) in the presence of CSI estimation error. It follows that

$$
\mathbf{H}_{\text{tot}}^H \mathbf{H}_{\text{tot}} \approx W_M(N; \Sigma),
$$

8In essence, for the considered least-squares method, $T_s \geq M$ training symbols are required; thereby, $R_{\mathbf{H}_{\text{tot}}} = (\beta_{\text{UB}} + \frac{5}{2} \beta_{\text{LB}} \beta_{\text{UL}} + \frac{1}{T_s p}) \mathbf{I}_M$ [29]. Herein, we set $T_s = M$.8

The state ‘turn off’ at each LRIS element requires a special treatment in order not to act as a typical scatterer. A practical implementation of this condition is presented in [33].
where
\[
\Sigma = \begin{pmatrix}
\frac{(\beta_{UB} + \frac{2\beta_{LB}\beta_{UL}}{K+1})^2}{\beta_{UB} + \frac{2\beta_{LB}\beta_{UL}}{K+1} + \frac{1}{M}} I_M + \frac{K\beta_{LB}\beta_{UL}}{N(K+1)} X^H X.
\end{pmatrix}
\]

With the aid the Sherman-Morrison formula and following a similar strategy as in (19), it turns out that
\[
[\Sigma^{-1}]_{i,i} = \frac{1}{\delta} - \frac{K^2\beta_{LB}\beta_{UL}}{(K+1)\delta^2} \times \frac{1}{1 + \frac{\beta_{LB}\beta_{UL}K^2(1+K+\beta_{UB}M+\beta_{LB}\beta_{UL}M+\beta_{LB}\beta_{UL}K)}{(K+1)(\beta_{UB}+\beta_{LB}\beta_{UL}K+\beta_{LB}\beta_{UL}K)^2}}.
\]

Note that \( \Sigma \rightarrow \Sigma \) as \( p \rightarrow \infty \) reflecting that the channel estimation error tends to zero for an increasing transmit SNR. The distribution of \( \gamma_i \) is thus approached by (18), by substituting \( p \) and \( [\Sigma^{-1}]_{i,i} \) with \( p/\sqrt{\gamma} \) and \( [\Sigma^{-1}]_{i,i} \), correspondingly.

IV. PHASE SHIFT DESIGN AT LRIS

For the considered spatial multiplexing mode of operation, we aim to minimize the maximum received SNR, i.e., \( \max \gamma_{\min} \), where \( \gamma_{\min} \triangleq \min \{ \gamma_i \}_{i=1}^M \). In addition, we formulate the corresponding optimization problem by assuming first an ideal phase setting and we provide a discrete-phase adjustment afterwards. \(^9\)

A. Instantaneous CSI

The perfect CSI case is examined first, followed by the imperfect CSI afterwards. Using similar lines of reasoning as in \([39]\) and \([13]\), it is convenient for the subsequent analysis to reformulate \( H_{tot} \) as
\[
H_{tot} = H_{-i} + ej_{\phi_i} h_i g_i^H,
\]
where \( H_{-i} \triangleq H_{D} + \sum_{l=1,l \neq i}^L e^{j\phi_l} h_l g_l^H \), while \( h_k \triangleq [H]_{i,k} \) and \( g_k^H \triangleq [G]_{k,i} \). Based on the latter formulation, \( H_{tot} \) is converted into a full-rank \( H_{D} \) plus an \( L-\)sum series of rank-one matrices, whereas each rank-one matrix depends on the phase of each corresponding LRIS element. Hence, maximizing \( \gamma_i \) is equivalent to maximize \( \det[H_{tot}^H H_{tot}] \) in the nominator of (6).

We commence by introducing the auxiliary notations:
\[
A_i \triangleq H_{-i}^H h_i + g_i h_i^H (h_i g_i^H)^H ; p_i \triangleq g_i ; q_i \triangleq H_{-i}^H h_i ; \text{and} \ t_i \triangleq ej_{\phi_i}.
\]

Then, after direct manipulations, the introduced optimization problem becomes
\[
\begin{align*}
\max_{\phi_i} & \ det \left[ H_{tot}^H H_{tot} \right] \\
\text{subject to} & \ 0 \leq \phi_i < 2\pi.
\end{align*}
\]

It turns out that
\[
\begin{align*}
\max_{\phi_i} & \ det \left[ H_{tot}^H H_{tot} \right] \\
& = \max_{\phi_i} \ det \left[ A_i + t_i^* p_i q_i^T + t_i q_i p_i^T \right] \\
& = \max_{\phi_i} \ det \left[ A_i + [p_i, q_i] \ diag \{ [t_i^*, t_i]^T \} [q_i, p_i]^T \right] \\
& = \max_{\phi_i} \ det \left[ \left[ \left[ 1/t_i^*, 1/t_i \right]^T + [q_i, p_i]^T A_i^{-1} [p_i, q_i] \right] \right] \\
& \times \det \left[ \left[ [t_i^*, t_i]^T \right] \right] \ det \left[ A_i \right],
\end{align*}
\]

where the last equality of (36) is derived by utilizing the matrix determinant Lemma. Note that \( \det[ diag \{ [t_i^*, t_i]^T \} ] = 1 \) and \( \det[A_i] \) is independent of \( \phi_i \). Also, \( A_i \) is an \( M \times M \) full-rank matrix (due to the implicit presence of the positive definite matrix \( H_D \)) and thus is invertible. It turns out that the optimal \( \phi_i \) reads as
\[
\phi_i = \arg\max_{\phi_i} \ det \left[ \left[ \left[ 1/t_i^*, 1/t_i \right]^T + [q_i, p_i]^T A_i^{-1} [p_i, q_i] \right] \right] \\
= \arg\max_{\phi_i} \ Re \left\{ e^{j\phi_i} p_i^H A_i^{-1} q_i \right\} = -\angle p_i^H A_i^{-1} q_i \\
= -\angle \left[ g_i^H \left( H_{tot}^H H_{tot} \right)^{-1} \right] \left( H_{tot}^H h_i + g_i h_i^H (h_i g_i^H)^{-1} \right)^{-1} H_{tot}^H h_i.
\]

However, since the receiver has CSI knowledge only for the cascaded channel \( h_i g_i^H \) (and not for the individual channels \( h_k \) and \( g_k \)), the optimal \( \phi_i \) can be computed as
\[
\phi_i = -\angle \left[ p_i^H A_i^{-1} q_i \right] \\
= -\angle \left[ H_{tot}^H \left( h_i g_i^H \right) \left( H_{tot}^H H_{tot} \right)^{-1} \left( h_i g_i^H \right)^{-1} \right].
\]

The latter expression implies an infinite range of phase shifts at LRIS elements. In practice, \( \phi_i \) becomes the closest value between (38) and all the available phase shifts within \( |S| \). For the realistic condition with estimated thus imperfect CSI, the aforementioned process is identical by substituting \( H_{tot} \) with \( \overline{H}_{tot} \) as per (24).

Algorithm 1 summarizes the proposed phase shift design. Regarding the computational complexity of Algorithm 1 and retaining our focus on the matrix inverse and matrix multiplication operations, there is a complexity of \( O \left\{ L (3M^2N + 2M^3) \right\} \), which is linear on the number of LRIS elements and receive antennas.

B. Statistical CSI

In this case, the LRIS controller adapts the \( L \) phase shifts according to a statistical-only knowledge of the actual (instantaneous) CSI. This strategy may be more feasible (or even more desirable in certain cases) than its instantaneous CSI counterpart, due to its considerably lower computational cost. In what follows, we use the imperfect CSI approach (as analyzed in the previous section) to meet realistic conditions; whereas the corresponding approach based on a perfect CSI acquisition is included as a special case.

\(^9\)It was recently proven in \([38]\) that the performance loss between the ideal and discrete phase shifts is negligible at high SNR regions when \( q > 2 \).
Algorithm 1 Phase Shift Design for Instantaneous CSI

**Input:** $|S|$, $\mathbf{H}_{\text{tot}} = \mathbf{H}_D + \sum_{i=1}^L e^{j\phi_i} \mathbf{h}_i^H$; arbitrary $\{\phi_i\}_{i=1}^L$

1. Compute (6) and find minimum SNR $\gamma_{\text{min}}$;
2. while $\gamma_{\text{min}} < |S| + \epsilon$ (where $0 > \epsilon$ is some tolerance) do
3. for $l = 1 : L$ do
4. Update $\phi_l$ as $\phi_l = \min\{|\mathbf{H}_l S_{\text{tot}}|\}_{v=1}^{|S|}$;
5. end for
6. Compute SNR of $i^{th}$ stream as per (6);
7. The new minimum SNR is $\gamma_{\text{min}}^{(\text{new})}$;
8. if $\gamma_{\text{min}}^{(\text{new})} < \gamma_{\text{min}} + \epsilon$ then
9. Break;
10. else
11. $\gamma_{\text{min}}^{(\text{new})} = \gamma_{\text{min}}$;
12. end if
13. end while

**Output:** $\{\phi^*_i\}_{i=1}^L$

Algorithm 2 Phase Shift Design for Statistical CSI

**Input:** $|S|$, $\mathbf{\Sigma}$; arbitrary $\{\phi^*_i\}_{i=1}^L$

1. Compute (39) and find the lower bound of minimum average SNR $\overline{\gamma}$;
2. while $\overline{\gamma} < \gamma_{\text{min}} + \epsilon$ do
3. for $l = 1 : L$ do
4. Update $\phi_l$ as $\phi_l = \min\{|\mathbf{H}_l S_{\text{tot}}|\}_{v=1}^{|S|}$;
5. end for
6. Compute average SNR of $i^{th}$ stream as per (39);
7. The new minimum SNR is $\gamma_{\text{min}}^{(\text{new})}$;
8. if $\gamma_{\text{min}}^{(\text{new})} < \gamma_{\text{min}} + \epsilon$ then
9. Break;
10. else
11. $\gamma_{\text{min}}^{(\text{new})} = \gamma_{\text{min}}$;
12. end if
13. end while

**Output:** $\{\phi^*_i\}_{i=1}^L$

According to Jensen’s inequality and with the aid of [19, Thm. 3.2.12], the average SNR of the $i^{th}$ stream is lower bounded as

$$\overline{\gamma}_i = \mathbb{E} \left[ \frac{p/\mathcal{V}}{\left( \mathbf{\Pi}_l^H \mathbf{\Pi}_l \right)^{-1}} \right]_{i,i} \geq \mathbb{E} \left[ \left( \mathbf{\Pi}_l^H \mathbf{\Pi}_l \right)^{-1} \right]_{i,i} = \frac{(N - M)p}{\mathcal{V}} \frac{\det[\mathbf{\Sigma}]}{\det[\mathbf{\Sigma}_i]}, \quad N > M.$$  (39)

Thereby, maximizing $\phi_i$ is equivalent to maximizing $\det[\mathbf{\Sigma}_i]$, where $\mathbf{\Sigma}_i$ is the deflated version of $\mathbf{\Sigma}$ with its $i^{th}$ column being removed.\(^{10}\)

By defining $\mu_{\text{LB,}i} \equiv [\mathbf{M}_{\text{LB,}i}]_{i,i}$ and $\mu_{\text{UL,}i} \equiv [\mathbf{M}_{\text{UL,}i}]_{i,i}$, the matrix $\mathbf{X}$ in (17) becomes

$$\mathbf{X} = \mathbf{M}_{\text{LB}} \hat{\Phi} \mathbf{M}_{\text{UL}} = \sum_{i=1}^L e^{j\phi_i} \mu_{\text{LB,}i} \mu_{\text{UL,}i}^H.$$

Then, expanding (17), the optimization problem reads as

$$\max_{\phi_i} \det[\mathbf{\Sigma}_i] = \max_{\phi_i} \det[\hat{\mathbf{A}}_i + t_i \hat{\mathbf{p}}_i \hat{\mathbf{q}}_i^H + t_i \hat{\mathbf{q}}_i \hat{\mathbf{p}}_i^H],$$

where

$$\hat{\mathbf{A}}_i = \delta \mathbf{I}_M + \frac{K \beta_{\text{LB}} \beta_{\text{UL}}}{N(K + 1)} \left( \mathbf{M}_{\text{LB}} \mathbf{M}_{\text{UL}}^H \right)^{-1} \mu_{\text{LB,}i} \mu_{\text{UL,}i}^H.$$

Notice that (41) is in the form of (36), while $\hat{\mathbf{A}}_i$ is an $M \times M$ full-rank matrix (due to the presence of identity matrix $\mathbf{I}_M$) and thus is invertible. Then, in a similar basis as for the derivation of (38), the optimal phase shift for the statistical CSI case is expressed as

$$\phi^*_i = -\angle \mathbf{Tr} \left[ \hat{\mathbf{p}}_i^H \hat{\mathbf{A}}_i^{-1} \hat{\mathbf{q}}_i \right]$$

$$= -\angle \mathbf{Tr} \left[ \mathbf{M}_{\text{LB}}^H \mu_{\text{LB,}i}^H \mu_{\text{UL,}i}^H \left( \delta \mathbf{I}_M + \frac{K \beta_{\text{LB}} \beta_{\text{UL}}}{N(K + 1)} \right) \times \mathbf{M}_{\text{LB}} \mathbf{M}_{\text{UL}} \right]^{-1}.$$

For the realistic condition with discrete-only phase shifts, $\phi^*_i$ becomes the closest value between (42) and all the available phase shifts within $|S|$. Algorithm 2 summarizes the proposed phase shift design which has identical complexity as Algorithm 1 (yet, with much more infrequent updates due to the slower fluctuation of the statistical CSI).

V. NUMERICAL RESULTS AND DISCUSSION

In this section, the derived analytical results are verified via numerical validation (in line-curves), whereas they are cross-compared with corresponding Monte-Carlo simulations (in dot-marks). In what follows and unless otherwise specified, $\{\beta_{\text{UL}} = 10^{-4}, \beta_{\text{LB}} = 10^{-2}, \beta_{\text{UL}} = 10^{-1}\}$ (which implies a closer receiver-to-LRIS than transmitter-to-LRIS distance, as well as a farther distance of the direct link [40, Eq. (35)]); $q = 2$ quantization bits at LRIS; $M = 4$ transmit antennas (i.e., $2 \times 2$ UPA); $N = 8$ receive antennas ($4 \times 2$); and $L = 256$ passive elements ($16 \times 16$) are assumed. Also,
LRIS-enabled channel links are adopted, i.e., for ease of clarity, identical Rician factors for the individual and imperfect (estimated) CSI cases.

Fig. 4. Average SE vs. various values of the transmit SNR for the perfect and imperfect (estimated) CSI cases.

for ease of clarity, identical Rician factors for the individual LRIS-enabled channel links are adopted, i.e., $\kappa_H = \kappa_L \equiv \kappa$. Average spectral efficiency (SE) per transmitted stream is selected as the performance metric under evaluation, which is defined as

$$SE \triangleq \mathbb{E}[\log_2(1 + \gamma_i)]$$

$$= \frac{1}{\ln(2)} \int_0^{\infty} \ln(1 + x) f_{\gamma_i}(x) dx$$

$$= \frac{1}{\ln(2)} \int_0^{\infty} 1 - \frac{1}{1 + x} dx$$

$$= \exp \left( \frac{\Sigma^{-1}_{i,i}}{p} \right) \sum_{k=0}^{N-M} \left( \frac{\Sigma^{-1}_{i,i}}{p} \right)^k \Gamma \left( -k, \frac{\Sigma^{-1}_{i,i}}{p} \right),$$

where the second-last equality is obtained via integration by parts and the last equality arises by utilizing [20, Eq. (3.383.10)].

In Fig. 4, the average SE is illustrated against various transmit SNR values for different CSI and channel fading conditions. Obviously, the system performance gets worse when the Rician factor of the individual LRIS-enabled links (i.e., $\kappa$) grows regardless of the CSI acquisition accuracy. This reflects on the fact that richer scattering can actually enhance the performance compared with pure LoS propagation (since rich scattering reduces the condition number of the channel matrix and hence increases the available DoF). The scenario of both perfect and imperfect/estimated CSI are compared. The arising performance difference is evident in moderately medium-to-low transmit SNR regions (e.g., less than about 15dB), while it becomes marginal as $p$ increases.

In Fig. 5, the signaling overhead produced by the use of LRIS is evaluated in terms of the ‘effective average SE’ per transmitted stream, which is defined as

$$\frac{CT - T_{\text{pilot}}}{CT} \times \text{SE},$$

where $CT$ denotes the coherence time of each transmission block (measured in consecutive time instances) and $T_{\text{pilot}} = M$ or $T_{\text{pilot}} = M(L + 1)$ in the absence or presence of LRIS, respectively. Remarkably, the system performance benefits from the use of LRIS, despite the rather increased signaling overhead. In particular, for the considered use case of Fig. 5 with $CT = 1200$ (typically, $CT$ ranges within 300 and $10^4$ time instances in a vast variety of wireless communication systems) and 256 passive elements at LRIS, the signaling overhead of acquiring $H^\text{tot}$ is about 86% heavier than the case of $H^D$ alone (i.e., absence of LRIS) when $M = 4$, and 43% when $M = 2$. Nevertheless, the said limited DoF at the LRIS case are enough to outperform the conventional communication approach based solely on the direct link; yet, this condition holds whenever a weak direct channel link $H^D$ exists, which reveals the effectiveness of LRIS in general. As expected, the system performance is being enhanced for less simultaneously transmitted independent streams (lower $M$) and/or weaker LoS links.

The impact of $q$-bit quantization applied on the discrete LRIS phases is evaluated in Fig. 6. Notably, the system performance rapidly converges by utilizing only a few quantization bits, whereas the performance difference tends to be marginal for $q \geq 4$. This is in accordance to (22) and (23), where it is verified that $q$-bit quantization does not influence the overall system performance at the price of adopting a large-scale RIS. Further, it is shown that such a behavior holds for the general case, since it is independent of the transmit SNR, CSI accuracy and LoS presence/absence.

For all the above numerical results, the phase adjustments at LRIS have been obtained with the aid of Algorithm 1 (i.e., utilizing the instantaneous CSI). In Fig. 7, the discrete phase adjustments at LRIS based on the instantaneous (Algorithm 1) and statistical (Algorithm 2) CSI are compared. It is noteworthy that the two considered approaches provide a similar performance with a close gap in various SNR regimes and channel fading conditions. Again, the case of Rayleigh fading ($\kappa = 0$) outperforms the one with LoS presence, as it should be. It is also observed that the aforementioned performance gap is slightly reduced in the presence of LoS signal propagation. This occurs because the instantaneous CSI tends more closely to its statistical counterpart as the available DoF of the channel matrix are being reduced (when the LoS propagation is more intense). Recall that the said condition
and estimated/imperfect CSI were analyzed. For the latter condition, asymptotic Gaussianity of the channel matrix (arising from the large-scale passive array) and its corresponding statistics were used to define an effective signal detection. Outage performance and average spectral efficiency were obtained in accurate and rather simple closed-form expressions.

Finally, some new and useful engineering outcomes were manifested for LRIS-enabled MIMO systems, such as: (a) the $q$-bit quantization does not influence much the system performance; (b) the introduced signaling overhead using LRIS worth whenever the direct link is weak; (c) the presence of strong LoS propagation of MIMO signals deteriorates the overall performance; (d) and it is more effective (regarding the performance-complexity tradeoff) to adjust the phase shifts at LRIS according to the statistical CSI.

VI. CONCLUSION

The MIMO uplink communication case assisted by LRIS was analytically studied, when the linear ZF detection is used at the receiver side. The practical scenario of discrete phase adjustments, Rician channel fading at the LRIS-enabled links and the existence of a direct transceiver link were considered. Two practical phase shift design schemes were presented, which are linear to the number of passive LRIS elements and receive antennas; namely, one for the instantaneous CSI and the other for statistical CSI. Both the ideal scenario of perfect CSI acquisition (performance benchmark) requires a large-scale array of passive elements (and becomes tighter as $L \to \infty$); yet, using a cost-efficient phase adjustment based on the statistical CSI, which may change after several transmission block time intervals. Capitalizing on the latter observation, it turns out that phase adjustments based on statistical CSI are beneficial in large-scale RIS, since they produce an efficient performance-complexity tradeoff in contrast to the demanding instantaneous CSI counterpart. Finally, the case of random (discrete) phase shift rotations is also included in Fig. 7 as a performance benchmark. The superiority of the CSI-enabled phase adjustment at LRIS against its blind counterpart is obvious.
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