SFCN: Symmetric feature comparison network for detecting ischemic stroke lesions on CT images
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Abstract
Ischemic stroke is the most common stroke and the leading cause of disability and death in the world. Computed tomography (CT) is a popular and economical diagnostic device for the stroke. However, the ischemic stroke lesions are not evident on CT images and the diagnostic result relies on the visual observation of neurologists, which may vary from doctor to doctor. To facilitate the treatment, a computer-aided detection algorithm on CT images is proposed to help clinician for the ischemic stroke screening. In order to obtain accurate lesion annotation on CT images, novel automatic algorithms are developed to achieve image pairing, calibration, and registration. Then, a new framework with the symmetric feature extraction and comparison is proposed to identify and locate the ischemic stroke lesion. Experimental results show that this method achieves 75% of DICE in the detection of ischemic stroke lesions, which is higher than other methods by 4%. Its competitive results compared with seven latest methods is shown in terms of extensive qualitative and quantitative evaluation. This method can accurately detect the lesion in the CT images through the comparison of symmetric regional features, which has contributed to the clinical diagnosis of ischemic stroke.

1 INTRODUCTION

Cerebrovascular accident (CVA) is a leading cause of disability and death in the world. There are 15 million new CVA cases and 5 million deaths in 2018 [1]. Ischemic stroke is the most common type, accounting for 87% of all CVA. It can be caused by a blockage in an artery supplying the brain with blood [2]. If patients are not effectively treated within 4.5 h of onset, they may have a high probability of disability or even death [3]. Magnetic resonance imaging (MRI) and Computed Tomography (CT) are the most commonly used diagnostic equipment for ischemic stroke [4]. MRI is more sensitive to ischemic stroke than CT [5]. However, due to the high maintenance costs of MRI equipment and the need for more professionals, it is usually only available in large hospitals, and MRI examination also has many limitations [6]. For example, if there is metal in the brain, MRI cannot be used. Therefore, the identification and location of ischemic stroke lesions based on CT scans are still of great significance. But this is not an easy task. Figure 1 shows the DWI and CT images of the same location in the brain. The red rectangle box marks the lesion information. We can see that the ischemic stroke lesion on CT is not obvious enough, which leads to many classic deep learning models cannot achieve nice performance on this task.

In recent years, deep learning (DL) methods have been widely used in the fields of medical image analysis to help physicians in improving the accuracy and promptness of medical diagnosis. Deep convolution structure can extract a series of effective features without manual intervention [7]. Some methods have been proposed to solve the problem of ischemic stroke lesion detection on CT [8–10]. However, these methods have not answered two fundamental questions: (1) How to resolve the differences...
in CT labelling? (2) How to clean the data used in research? Reliable annotation is essential for all deep learning tasks, and the quality of annotation directly determines the performance of the trained model. In this task, it is difficult to directly obtain highly consistent annotations. The reason is shown in Figure 1. The intracranial structure is delicate and complex, and limited by the CT imaging mechanism, the grayscale difference between different tissues is small. Therefore, we use DWI as an intermediary to eliminate the inconsistencies in the labelling as much as possible and greatly improve the quality of the labelling. In addition, medical image data is different from traditional image data. It only has one channel of information, but this one channel contains rich information. Therefore, data preprocessing is very important and should be explained clearly.

The deep learning model also has a performance bottleneck, because the calculation form of the convolution kernel makes it unable to use some inherent features flexibly. For example, the human brain is symmetrical, and the difference between the left and right hemispheres can be used to determine whether there is a stroke lesion.

To solve the problems mentioned above, (1) we design a label transfer model (LTM) to obtain the CT ground truth. (2) We design SFCN using the symmetry feature to improve the feature extraction capabilities. In addition, brain tissue extraction, brain mid-axis recognition, and rotation methods are proposed to improve the overall performance. To sum up, the main contributions of our work are:

1. Solve the label conflict problem on CT. We design algorithms to pair MRI and CT automatically and register ground truth annotations of DWI to CT scans

2. Break through the limitations of traditional convolution kernels. We design a symmetric feature comparison network (SFCN), which can be applied to datasets with symmetric features

2 RELATED WORK

Due to the low price and high penetration rate of CT equipment, it has already become a commonly used diagnostic equipment for stroke. Early studies of ischemic stroke and haemorrhagic stroke are based on non-enhanced CT images [11]. Haemoglobin can absorb X-rays, so CT is very sensitive to haemorrhagic stroke. Many early studies used CT scans to detect or segment haemorrhagic stroke lesions [12–15]. The detection or segmentation of haemorrhagic stroke lesions on CT is an easy task, and many traditional algorithms or machine learning algorithms have achieved good performance.

The features of ischemic stroke lesions on CT images are confusing. Image enhancement methods can magnify the difference between lesions and healthy tissue. Sajjadi et al. [16] proposed an image enhancement algorithm, and the task of this paper is to output the ASPECT score [17] of the patient, so it can be regarded as a classification task or a regression task. Usinskas et al. [18] uses the Ostu method to find the optimal segmentation threshold to segment the lesion, but it has assumed that the image contains healthy tissue and stroke lesions. Yahiaoui [9] uses the Laplace enhanced image algorithm to amplify the differences between pixels and then uses FCM to cluster the images. Since this method needs to determine the number of classifications in advance, it requires multiple attempts and is not suitable for clinical application.
Many researchers found that the symmetry of the brain is a useful feature [19]. Doctors often judge the location of the lesion by comparing the differences between the left and right hemispheres. Maldjian et al. [20] uses the brain’s atlas to divide the brain area, and calculates the grey value distribution of the corresponding partition, and determines whether the difference includes the stroke lesion in the distribution. The accuracy of this method is low. Task-oriented Deep Network [21] has two computing branches, one k-means for pixel clustering, and the other is to separate the left and right brains through Bezier curves, extract texture features and finally identify the lesions by SVM classifier. Tyan et al. [19] extracts target tissues through a region growth algorithm and then pairs them with symmetry to extract features to determine the location of the lesion. In recent years, due to the wide application of deep learning technology in medical imaging, it has become a trend to hand over the task of feature design to the deep learning model. Wang et al. [22] designed a deep CNN network to extract the abstract features and segment stroke lesions. Rubin [23] proposes a CT to MRI conversion model and then used the deep CNN to segment the stroke lesions on transferred images. These methods make full use of the advantages of deep learning models, but when the model depth reaches a certain extend, the model performance will no longer improve.

With the popularity of new diagnostic equipment, many ischemic stroke studies based on other images have emerged in recent years. MRI-based research is a major trend in recent years. The region of DWI abnormality can act as a gold standard for irreversible brain infarction in clinical practice. Multimodal MRI can be used to classify the onset time of ischemic stroke [24], and they may help to eliminate the artefacts in segmentation results [25]. For example, the method uses a fuzzy C-means algorithm to segment the lesion on DWI, then eliminate artefacts through T1, T2, and Flair [26]. The task of ischemic stroke based on MRI is relatively simple. However, there are few medical institutions equipped with MRI. CT perfusion can show the state of blood flow. The blood flow velocity at ischemic stroke lesions is very low, and low density features are present on CT image. [27] Is an ischemic stroke lesion segmentation method on CT perfusion image. However, perfusion CT has not been widely used due to its high cost and harm to the human body.

CT-based research still has research value. However, the existing research does not answer these two fundamental questions, and is obsessed with pursuing deeper models. The traditional model structure has reached the performance bottleneck. Therefore, we improve performance by designing a symmetric comparison network.

3 METHODS

In this section, we will introduce three modules, Label Transfer Model (LTM), which are used to normalize CT images and obtain ground truth. Symmetric Feature Comparison Network (SFCN) to identify and locate ischemic stroke lesions. And the image enhancement module magnifies the difference between diseased and healthy tissue. The relationship between the modules is shown in Figure 2.

3.1 Label transfer model (LTM)

As shown in Figure 1, it is difficult to obtain accurate labels of CT data. However, the quality of data annotation has a significant impact on model training. DWI is a gold indicator of ischemic stroke in clinical practice. Therefore, CT and DWI can be registered to obtain CT labelling information. To make the experiment more rigorous, the patients selected have the following requirements:

1. The medical record contains keywords: ischemic stroke
2. Patients should have CT and MRI images before surgery
3. Time interval between CT and MRI is less than two hours

Figure 3 shows the LTM workflow. The patient select module requires data to meet the above three constraints to ensure that the lesions of MRI and CT are similar. For the selected data, first, noise suppression; second, data calibration; and finally, the DWI image is registered to the CT image; Doctors and experts label the registered DWI to obtain the ground truth of the CT images.

3.1.1 Image denoising

In order to achieve sufficient disk storage, the original pixel values in DICOM undergo a linear transformation. Doctors commonly use pixel values in Hounsfield units (HU), so pixel transformation must be performed. The transformation equation is defined as:

\[ H(x) = \text{RescaleSlope} \times x + \text{RescaleIntercept} \] (1)

where \( x \) is the value of DICOM pixel. RescaleSlope and RescaleIntercept are determined by the hardware manufacturer.

The associated symptom of ischemic stroke is cerebral edema. Therefore, we are more interested in the information around the water’s HU. We designed a bandpass filter to extract the information of interest. It is defined as:

\[ E(x) = \begin{cases} 
- (k - 1) T, & x < \langle -T \rangle \\
\end{cases} \] (2)

\[ k x, & |x| \leq T \\
\end{cases} \] (2)

\[ x + (k - 1) T, & x > T \]

where \( x \) is the pixel value, \( k \) is the sensitivity coefficient, and \( T \) is the sensitive area. The original image and the image after our processing are shown in Figure 4.
Next, we use an anisotropic filter for blurring processing, which can reduce noise and increase the brightness of regional differences in the image. The filter is defined as:

$$I(x, y) = \frac{\sum_{i=-1}^{+1} \sum_{j=-1}^{+1} I(x + i, y + j) G(x, y)}{\sum_{i=-1}^{+1} \sum_{j=-1}^{+1} G(x, y)}$$  \hspace{1cm} (3)$$

$$G(x, y) = \exp \left( \frac{-\sqrt{G_x^2 + G_y^2}}{2k^2} \right)$$  \hspace{1cm} (4)$$

$$(G_x, G_y) = \left( \frac{\partial I(x, y)}{\partial x}, \frac{\partial I(x, y)}{\partial y} \right)$$  \hspace{1cm} (5)$$

where $I(x, y)$ represents an original image, $G(x, y)$ represents the Gaussian kernel function, and $k$ is the variance of the Gaussian mask.

### 3.1.2 Image calibration

The non-standard lying position of the brain during CT imaging increases the difficulty of lesion detection. Our image calibration workflow is shown in Figure 5.

We use edge information to identify the brain midline, and perform image calibration based on it. There is a lot of salt and pepper noise in CT images, and it has a significant influence on edge extraction. Median filtering can solve this problem well. We take Robert Operator to extract the edges [28]. Robert Operator is defined as follow:

$$G(f(x, y)) = \left\{ f(x+1, y+1) - f(x, y) \right\}^2 + \left\{ f(x+1, y) - f(x, y+1) \right\}^{\frac{1}{2}}$$  \hspace{1cm} (6)$$

Since the calculation load of the above formula is too high, we use the following approximate formula:

$$G(f(x, y)) = |f(x+1, y) - f(x, y)| + |f(x, y+1) - f(x, y)|$$  \hspace{1cm} (7)$$
After edge extraction, we eliminate some interference points through connected areas. Commonly used are four connected areas and eight connected areas:

\[ N4(x, y) = (x, y) \cup (x + 1, y) \cup (x - 1, y) \cup (x, y + 1) \cup (x, y - 1) \quad (8) \]

\[ N8 (x, y) = N4(x, y) \cup (x + 1, y + 1) \cup (x + 1, y - 1) \cup (x - 1, y + 1) \cup (x - 1, y - 1) \quad (9) \]

So far, we have obtained many continuous line segments and scattered points, and we regard the continuous line segments as a collection of scattered points. We use Hough Transform to find the best-fit straight line [29].

First, we convert the scattered points in the Cartesian coordinate system to a polar coordinate system, such as \((x_0(i), y_0(i))\) to \((\rho(i), \theta(i))\)

\[ \rho = x_0 \cos \theta + y_0 \sin \theta \]

\[ = \sqrt{x_0^2 + y_0^2} \left( \frac{x_0 \cos \theta + y_0 \sin \theta}{\sqrt{x_0^2 + y_0^2}} \right) \]

\[ = \sqrt{x_0^2 + y_0^2} \sin (\theta + \varphi_0) \quad (10) \]

\[ \sin \varphi_0 = \frac{x_0}{\sqrt{x_0^2 + y_0^2}} \quad (11) \]

Counting the intersection of these curves, the parameter with the highest frequency is the result of the Hough transform. However, the Hough transform may generate multiple fitting straight lines to make the final brain axis result more accurate. We will perform a linear regression on the result of the Hough transform. For points:

\[ D = \{(x_1, x_2, \ldots, x_d, y_i)\}_{i=1}^{m} \quad (12) \]

where \(d\) is the dimension of the input space, \(m\) is the number of data. The form of the function we need to fit is defined as:

\[ f(x) = w_1 x_1 + w_2 x_2 + \cdots + w_d x_d + b \quad (13) \]

For any point \(x\) must satisfy the following relationship:

\[ f(x_i) = w_1 x_{i1} + w_2 x_{i2} + \cdots + w_d x_{id} + b \approx y_i \quad (14) \]

We use the mean square error to determine the parameters \(w\) and \(b\):

\[ (w^*, b^*) = \arg \min_{w,b} \sum_{i=1}^{m} (f(x_i) - y_i)^2 \]

\[ = \arg \min_{w,b} \sum_{i=1}^{m} (y_i - w x_i - b)^2 \quad (15) \]

We use the parameter estimation method to differentiate \(w\) and \(b\) respectively:

\[ \frac{\partial E_{(w,b)}}{\partial w} = 2 \left( w \sum_{i=1}^{m} x_i^2 - \sum_{i=1}^{m} (y_i - b) x_i \right) \quad (16) \]

\[ \frac{\partial E_{(w,b)}}{\partial b} = 2 \left( mb - \sum_{i=1}^{m} (y_i - w x_i) \right) \quad (17) \]

Let the above formula be equal to 0 to get the optimal solution

\[ w = \frac{\sum_{i=1}^{m} y_i (x_i - \bar{x})}{\sum_{i=1}^{m} x_i^2 - \frac{1}{m} (\sum_{i=1}^{m} x_i)^2} \quad (18) \]

\[ b = \frac{1}{m} \sum_{i=1}^{m} (y_i - w x_i) \quad (19) \]

Once the brain midline is obtained, it can be calibrated by image rotation.
3.1.3 Image registration

The region of DWI abnormality can act as a gold standard for irreversible brain infarction in clinical practice. Register the DWI to the calibrated CT, and then label the registered DWI to obtain the labelled data corresponding to the calibrated CT. Due to device parameter limitations, the DWI sequence has 24 slices, and the CT sequence has 32 slices. We screen out the slices containing the brain and pair the two sequences by linear mapping. Figure 6 shows the slice mapping method.

After getting the image pair, we use image mutual information registration method, and the entropy of an image is defined as:

\[ p_i = \frac{h_i}{\sum_{i=1}^{N} h_i} \]  

where \( h_i \) represents the total number of pixels in the image whose gray value is \( i \), \( N \) represents the number of gray levels of the image. \( P_i \) represents the probability of gray level \( i \) appearing.

\[ H(Y) = - \sum_{i=0}^{N} p_i \log p_i \]  

where \( H(Y) \) is the entropy of the image \( Y \). We define the mutual information of the two images as:

\[ MI(R,F) = H(R) + H(F) - H(R,F) \]  

where image \( R \) and image \( F \) are the image to be registered and the floating image. The mutual information between image \( R \) and image \( F \) is defined as:

\[ H(R,F) = - \sum_{r,f} p_{RF}(r,f) \log p_{RF}(r,f) \]  

where \( r, f \) represent pixels from images \( R \) and \( F \) respectively. When the similarity of two images is higher, the correlation is more significant, the joint entropy is smaller, that is, the mutual information is greater. The best registration of the image can be calculated by maximizing the mutual information of the image. Figure 7 shows a set of CT-DWI pairs selected by the algorithm. DWI is calibrated on the basis of CT. After calibration, the two images are superimposed to observe the registration effect.

3.2 Image enhancement

There will be differences between healthy brain tissue and stroke lesions in CT, but this difference is fragile. We use an image enhancement algorithm based on the Laplacian pyramid to increase the difference between normal tissue and the diseased area. The Laplacian pyramid is the most common multiscale change and is usually used for image compression. It is a sequence of error images \( L_0, L_1, \ldots, L_N \). each is the difference between the two levels of the Gaussian pyramid. As a bandpass filter, pyramid construction tends to enhance image features, which are important for interpretation.

The zero levels of the pyramid \( A_0 \) is equal to the original image. This is low-pass filtered and sub-sampled by a factor of two to obtain the next pyramid level, \( A_1 \) is then filtered in the same way and sub-sampled to obtain \( A_2 \) and so on. If \( 0 < l < N \), the levels of the pyramid are obtained iteratively by:

\[ A_l(i,j) = \sum_{m} \sum_{n} w(m,n) A_{l-1}(2i+m,2j+n) \]  

where \( w(m,n) \) is Gaussian generating kernel. And it is convenient to refer to this process as standard REDUCE operation, and is given by:

\[ A_l = \text{REDUCE}[A_{l-1}] \]  

On the other hand, we need to assume that we only have the data after REDUCE, and interpolate the REDUCE data.
our model, the classification of image blocks into normal and abnormal images depends on three key factors, the image block features, the symmetric image block features, and entire image features. Symmetry is a remarkable characteristic of the human brain. The left and right brains are relatively independent. From the perspective of the pathogenesis of ischemic stroke, it is difficult to have both left and right brains sick at the same time. Therefore, when the lesions appear in the left or right hemispheres, the characteristics will be different from the symmetrical hemispheres. We also need to consider the global features of the image. On the one hand, it can be used to detect the rare occurrence of left and right hemispheres at the same time. On the other hand, we hope to optimize the classification results by introducing global features. Therefore, we design a lesion identification and classification network SFCN, based on symmetry features, as shown in Figure 8.

Each CT slice of the brain requires two types of processing. One is to extract local features through Block Feature Extraction (BFE). First, CT slices need to be divided into image blocks symmetrically. For each image block, we design a multi-scale sampling network model to extract features. We use the same convolution kernel to calculate the characteristics of each image block, and quantify the difference between the symmetric image blocks through the difference in the feature maps of the image blocks (It will be explained in detail later). For the difference features map of each block, we first sample to a fixed size, and then combine the image block features into the size of the global feature map. The local feature map and the global feature map will be concatenated (increase the number of channels), and the concatenated feature maps are sent to output an \( m \times m \) result, where \( m \times m \) represents the number of symmetrical image blocks.

For the convenience of description. We use a matrix to introduce the difference feature’s calculation process, as shown in Figure 9. The other processing is to extract global features through Global Feature Extraction(GFE). The image first passes through three convolutional layers. To obtain global features, we adopt three kinds of dilated convolution kernels to extract information on different scales, then concatenating the global feature and the differential feature. Finally, we use a convolutional network to obtain the result matrix.

4 | DATA

Our data comes from the CT and MRI data of the patients in Beijing Tiantan Hospital from 2018 to 2020. This study has been approved by the Institutional Review Board of the Beijing Tiantan Hospital (IRB No. KYSQ 2019-124-01), Permission data (12 February 2019). The selected data are all taken before surgery, and the time interval is within 2 h.

4.1 | Dataset description

In this paper, we have performed a series of comparison experiments on our CT dataset to confirm the validity and practicality.
FIGURE 8  The architecture of the symmetric feature comparison network (SFCN). Block Feature Extraction (BFE) is used to extract the features of image blocks. Differential Feature (DF) is used to calculate feature differences. Global Feature Extraction (GFE) is used to extract global features.

FIGURE 9  From left to right are the original matrix, flipped matrix and differential matrix.

of our method. These files are all Digital Imaging and Communications in Medicine (DICOM) format (Siemens) with the following acquisition parameters: image Dimensions: 512 × 512 × 32; voxel Dimensions: 0.479 mm × 0.479 mm × 0.479 mm;

For each patient's data, we have undergone LTM and image enhancement processing, and use this as a basis to generate a dataset. The acute ischemic lesions were annotated by at least three experienced experts. We use the data of 40 patients (1280 images) to train and validate the model, and the remaining 15 patients (480 images) are only used for testing.

4.2 Data augmentation

The training of deep learning models requires many data, in order to add more data to the training set and make the data set more representative, performing data augmentation is necessary. Besides, data augmentation applies a variety of transformations to the dataset, which can improve the generalization ability of the model and correct the distorted label data to a certain extent. Since our model requires symmetrical data, our augmentation methods will be different from other models. For our proposed model, we adopt the following data enhancement method: (1) Using origin image; (2) randomly horizontally flip; (3) randomly vertically flip;

Since there is no symmetry requirement for the training of general models, more data augmentation methods can be used to improve the generalization ability of the models. The training data is randomly sampled, and one or more of the following transformations are randomly applied: (1) Using origin image; (2) randomly crop and resize at 512 × 512; (3) randomly horizontally flip; (4) randomly vertically flip; (5) randomly affine.

5 EXPERIMENTS AND RESULT

Table 1 shows the results of ablation experiments under different data processing methods. Sending data directly into the network model will cause the model's performance to drop sharply. This is because CT images are single-channel images and have higher accuracy than traditional images. Therefore, the numerical changes caused by lesions are not obvious enough. We need to extract the information of interest and suppress other information. When we denoise the image, most models have obvious performance improvements. After image calibration, all models obtain high performance gains, and symmetry is the most important feature. After we train the model with
TABLE 1  Denoising, calibration and enhancement ablation experiment

| Data processing | Model          |       |       |       |       |       |
|-----------------|----------------|-------|-------|-------|-------|-------|
|                 | Metric         | Denoising | Calibration | Enhancement | Linknet | FPN  | PAN  | PSPNet | Unet  | DeepLabV3 | DeepLabV3+ | Ours |
|                 |                | ×      | ×     | ×     | 0.23  | 0.37 | 0.33 | 0.23  | 0.31  | 0.36  | 0.40  | 0.42 |
|                 | F1-score       | ×      | ×     | ×     | 0.28  | 0.38 | 0.39 | 0.20  | 0.39  | 0.46  | 0.40  | 0.41 |
|                 |                | √      | ×     | ×     | 0.30  | 0.50 | 0.62 | 0.35  | 0.63  | 0.63  | 0.59  | 0.68 |
|                 |                | √      | √     | √     | 0.35  | 0.56 | 0.60 | 0.48  | 0.67  | 0.70  | 0.70  | 0.75 |

FIGURE 10  Each column from left to right represents the original image, the denoised image, edge detection results, ROI extraction, midline recognition, CT calibration enhanced images, most of the models have gained performance gains. The effects of different data processing methods will be shown in the next few sections.

5.1  Image calibration

We test our method on our dataset. Figure 10 shows the correction results of our approach. It can be seen that the original images [Figure 10(a)] become smoother after brain tissue extraction and median filtering [Figure 10(b)]. Figure 10(c) is the result of our edge detection method. We extract the region of interest (ROI) in the image through the centroid and gray distribution. It can effectively speed up the algorithm and reduce the recognition errors of the midline. Figure 10(e) is the result of our midline line detection algorithm. We calculated the slope of the midlines and adjusted these midlines to be parallel to the y-axis. [Figure 10(f)].

According to the details shown in Figure 10, we can see that the brain tissue extraction algorithm can remove the skull and remove the skin tissue outside the skull. In the follow-up experiments, we will demonstrate the excellent effect of the tissue extraction algorithm on model performance. After median filtering, the image becomes smoother, and the subsequent edge
detection of such an image is more accurate. Our ROI extraction algorithm can accurately extract the image part containing the brain midline. Since the previous operation filtered much noise, our midline extraction algorithm achieved excellent performance. The image calibration algorithm is fully automatic, which can significantly reduce the doctor’s burden and reduce the learning cost.

5.2 | Image registration

Image registration is a crucial step in obtaining ground truth of the data. Because the CT lesions are challenging to distinguish with the naked eye, the DWI sequence in MRI is a golden indicator of ischemic stroke and is very sensitive to the lesion. To make the ground truth in DWI closer to CT’s actual situation, we strictly screen patients, requiring patients to take CT and MRI before surgery, and the time interval between the two must not exceed 2 h. Such regulations can prevent patients from spreading lesions or absorbing thrombus during this time interval, resulting in inconsistent lesions in MRI and CT. MRI and CT are two different devices, so patients will have different lying positions when shooting. So we need to register the two. Considering the characteristics of our task, we will use the corrected CT as a fixed image, and the left and right floating images of MRI to fit the CT. We use pixel features to determine the starting and ending serial numbers of the two sequences. Image pairing is performed by linear mapping. Due to equipment limitations, the resolution of MRI sequences is lower than CT. The DWI sequence needs to be linearly interpolated before being registered with CT. When we get the registration adjustment, DWI can invite experts to mark it. Finally, transfer the annotation results to CT to obtain the ground truth of CT.

According to the details shown in Figure 11. Linear mapping can accurately match CT slices and MRI slices. The image registration algorithm is not affected by the skull skin in the MRI slices. It can be seen that the brain tissue in the two slices has been well registered. In actual clinical operations, doctors have many differences in labelling CT slices. It is difficult to obtain accurate labelling information for CT slices, so it is difficult to conduct related research. Existing research does not mention this difficulty. Through this method, we can solve this difficult problem well.

5.3 | Image enhancement

The image enhancement algorithm can be used to aid diagnosis, because it can magnify the slight gradient changes in the image, so that the doctor can more easily see the blood vessel veins and find the location of the lesion more conveniently. We take the image enhancement algorithm as a feature engineering in this paper and let it directly participate in the training and testing of the model. We tested the image enhancement algorithm under different parameters on our dataset, and the results are shown in Figure 12.

We found that when $N = 3,4$, the image enhancement result is not much different from the original image, that is, the details of the image are not significantly enlarged. When $N = 5$, the image enhancement result is different from the original image.
When $N > 5$, the results are not significantly improved. Considering the computational efficiency, we use the Laplace pyramid enhancement method, where $N = 5$.

### 5.4 Lesion identification and localization

In this section, we compare the segmentation results of the proposed method with other seven segmentation methods on the CT ischemic stroke dataset. The experiment is conducted on Pytorch-1.2.0 in python3.6 with NVIDIA Tesla V100-DGXS-32GB GPU. We adopt seven widely used segmentation methods as comparison methods, which include LinkNet [30], FPN [31], PAN [32], PSPNet [33], Unet [34], DeepLabV3 [35], Deeplabv3Plus [36].

#### 5.4.1 Typical scene classification

The dataset on which the proposed algorithm and the other comparison methods are tested contains several typical scenes, which involve significant issues in ischemic stroke lesion identification and localization. The major issues include scenes without lesions, large lesion targets, small lesion targets, and symmetric lesion targets, as shown below. Example images are given in Figure 13.

Without lesions: Under this situation, the difference between CT tissues is usually minimal. The brain tissue has gray matter and white matter, and the gray values of the two are different. These differences would bring difficulties to a precise result. Especially for the CNN-based algorithm, the difference in grayscale affected by the lesion may be confused with the difference in gray and white matter.

Large lesion targets: Patients with stroke usually have a more extensive lesion area, which is also the most common situation. Although large lesions represent more opportunities to detect lesions, improving recall is difficult for deep learning models.

Small lesion targets: Under this situation, the ischemic stroke lesion target is usually melted into the background. The ambiguous contour of the lesion would bring difficulties to precise results. Especially for the multi-scale based algorithm, the global feature maps of the image are very similar to those without lesions.

Symmetric lesion targets: Symmetrical lesions are relatively rare in clinic, because the symmetry features may be offset, which will lead our model to degenerate into the traditional CNN based deep learning model.

The model we proposed and the model used for comparison are both trained with the same loss function. DICE loss is a commonly used loss function, which is defined as:

$$\mathcal{L} = 1 - DICE$$

where $DICE$ is dice coefficient.

$$DICE = \frac{2 \cdot TP}{2 \cdot TP + FP + FN}$$

Therefore, the loss function is defined as

$$\mathcal{L} = \frac{FP + FN}{2 \cdot TP + FP + FN}$$

#### 5.4.2 Evaluation methods

The output of our model is to judge whether the image block contains a lesion. The size of the image block in the experiment is $32 \times 32$. Considering the characteristics of the task, we use the semantic segmentation model as a benchmark model for comparison. We divide the pixels of the segmentation result into
blocks, and the segmentation results of all pixels in the block jointly determine the label of the block. Since the small size of lesions, it is impossible to determine the label of the image block based on the proportion of diseased pixels, which is easy to miss the image block containing the small lesion. Therefore, we stipulate that there are lesion pixels in the image block, then the entire image block is regarded as a lesion.

We use many criteria to evaluate our method. The Dice coefficient is used to compare the agreement with neurologists’ segmentation results. It measures the overlap between our image block segmentation $X$ and the image block ground truth $Y$ and is defined as:

$$\text{Dice}(X, Y) = \frac{2|X \cap Y|}{|X| + |Y|}$$  \hspace{1cm} (34)

IOU is similar to the Dice coefficient, which is defined as

$$\text{IOU}(X, Y) = \frac{|X \cap Y|}{|X \cup Y|}$$  \hspace{1cm} (35)

To make a comprehensive comparison of model performance, we used five additional pixel level indicators: accuracy, sensitivity, specificity, recall and F-Measure as follows:

$$\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN}$$  \hspace{1cm} (36)

$$\text{Sensitivity} = \frac{TP}{TP + FP}$$  \hspace{1cm} (37)

$$\text{Specificity} = \frac{TN}{TN + FP}$$  \hspace{1cm} (38)

$$\text{Recall} = \frac{TP}{TP + FN}$$  \hspace{1cm} (39)

$$F\text{-measure} = \frac{(1 + \beta^2) \times \text{Precision} \times \text{Recall}}{\beta^2 \times (\text{Precision} + \text{Recall})}$$  \hspace{1cm} (40)

where $\beta$ is a coefficient that adjusts the proportion of precision and recall.

To prove the necessity of data processing, we used three kinds of data for training and testing: (1) Unprocessed original data. (2) Brain tissue data after tissue extraction. (3) Enhanced image data. Enhanced image data is to use the enhanced image as an image channel to participate in model training and testing. The experimental results of the three data are shown in Table 2.

According to the performance indicators shown in Table 2, we can see that compared with the unprocessed data directly involved in training, the F1 score of the model trained by tissue extraction data has been significantly improved, which shows that the skull and skin will damage the model Performance. We can also see that after adding the enhanced image channel, the F1 score part of the model has been improved. The global feature branch of SFN we proposed is similar to the structure of DeeplabV3, but the performance is much better than other models, mainly because the model structure uses symmetric characteristics.

Some segmentation results of typical scenes summarized above have been presented in Page 10. Figure 14(a) shows the case where there are no lesions on CT, one of the most common scenarios. Because the deep learning model has a strong ability to deal with details. On CT, the boundary between ischemic stroke lesions and healthy tissues is blurred, and the intracranial structure is complex, and there are differences in gray

FIGURE 13  Typical scene of ischemic lesion distribution in brain CT images
TABLE 2  Performance comparison of segmentation methods on our task

| Method       | Accuracy | Precision | Specificity | Recall | DICE  | IOU  |
|--------------|----------|-----------|-------------|--------|-------|------|
| Linknet      | 0.90     | 0.29      | 0.93        | 0.45   | 0.35  | 0.22 |
| FPN          | 0.81     | 0.81      | 0.99        | 0.43   | 0.56  | 0.39 |
| PAN          | 0.94     | 0.72      | 0.98        | 0.54   | 0.62  | 0.45 |
| PSPNet       | 0.91     | 0.41      | 0.94        | 0.56   | 0.48  | 0.31 |
| Unet         | 0.95     | 0.66      | 0.97        | 0.67   | 0.67  | 0.50 |
| DeepLabV3    | 0.95     | 0.75      | 0.98        | 0.67   | 0.71  | 0.55 |
| DeepLabV3+   | 0.95     | 0.69      | 0.97        | 0.71   | 0.70  | 0.54 |
| ours         | 0.96     | 0.72      | 0.97        | 0.77   | 0.75  | 0.59 |

FIGURE 14  Test results of LinkNet, FPN, PAN, PSPNet, Unet, DeepLabV3, DeepLabV3+ in typical scenarios features of some image blocks are similar to the lesions, PSPNet and Unet will make wrong judgments. In this general situation, SFCN can correct the edge part's recognition result by the characteristics of symmetric blocks. DeepLabV3 and DeepLabV3Plus have identified too large lesions, and FPN and PAN have not identified the lesions at the edge.
values. The traditional deep learning model may be constrained by details, resulting in misjudgement. As shown in the figure, LinkNet, FPN, PAN, PSPNet, Unet, and other networks have detected lesions at the same location. It shows that the features of this image block are similar to the lesions, and our proposed model effectively avoids this error.

CT images contain large-area lesions, which is another common situation. Due to the large proportion of lesions, the image difference is more obvious, so in this case, all models’ performance is better. The result is shown in Figure 14(b). However, because the local Table 2: Performance comparison of segmentation methods on our task.

Figure 14(c) shows the scene containing small lesion objects. This is a severe problem in the task of ischemic stroke localization detection. Because the lesion is too small, the grayscale change caused by the lesion is likely to be recognized by the model as a regular grayscale value change in the brain. At this time, the symmetric feature has an advantage over the network. It can amplify the difference through the difference feature, and the model is easy to identify the lesion. In this situation, our model works much better than other models.

In clinical practice, symmetric stroke lesions are rare. Nevertheless, this is also a situation we need to consider. We know that symmetrical lesions will cause our model to degenerate into a traditional model. Figure 14(d) shows a scene containing symmetrical lesions. The results show that the lesions identified in our model are tiny, mainly because symmetric lesions offset some symmetrical features. Although we can see that PSPNet works better, observations show that PSPNet works poorly in other more common situations.

From the above scenario analysis, we can see that SFCN performs better than other models in common scenarios. For rare symmetrical lesions, SFCN is not effective, which is a limitation of its model structure.

6 | DISCUSSION AND CONCLUSION

In this paper, we propose a practical symmetric feature comparison framework to Identify and locate ischemic stroke lesions on CT. It is tough for doctors to mark ischemic stroke lesions directly on CT. In our data processing framework, we first do some necessary processing to make CT slices have symmetrical characteristics. Second, we designed a CT nuclear magnetic mapping algorithm to construct CT-MRI image pairing and designed an image registration algorithm. Finally, labeling is performed on the registered MRI to obtain labelling information on CT data. CT ischemic stroke lesions can be divided into the following categories: without lesions, big lesion objects, small lesion objects, and symmetric lesion objects. In our method, we use the designed symmetric feature comparison network to extract image block-level features and differentiate them from the fast features of symmetric objects, thereby amplifying the difference between the lesion and healthy tissue. At the same time, the differential feature can avoid the interference of intracranial gray value differences. In order to evaluate the method’s performance, seven latest methods with comparative significance were selected for comparison. As shown in the experiment, these seven comparison methods cannot effectively distinguish the lesion from healthy tissue in the case of small lesions and no lesions, and the corresponding results are also poor. From these experimental results, it can be seen that the simple method is challenging to process challenging clinical ischemic stroke lesion identification and location on CT. According to visual experiments, our method is superior to other methods in small lesion objects and non-lesion images. Besides, the F-score indicates that our method is valid and reliable. The experimental results show that our method can help clinicians make a diagnosis.
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