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Abstract
Mortality and predation of tagged fishes present a serious challenge to interpreting results of acoustic telemetry studies. There is a need for standardized methods to identify predated individuals and reduce the impacts of “predation bias” on results and conclusions. Here, we use emerging approaches in machine learning and acoustic tag technology to classify out-migrating Atlantic salmon (Salmo salar) smolts into different fate categories. We compared three methods of fate classification: predation tag pH sensors and detection data, unsupervised k-means clustering, and supervised random forest combined with tag pH sensor data. Random forest models increased predation estimates by 9–32% compared to relying solely on pH sensor data, while clustering reduced estimates by 3.5–30%. The greatest changes in fate class estimates were seen in years with large class imbalance (one or more fate classes underrepresented compared to the others) or low model accuracy. Both supervised and unsupervised approaches were able to classify smolt fate; however, in-sample model accuracy improved when using tag sensor data to train models, emphasizing the value of incorporating such sensors when studying small fish. Sensor data may not be sufficient to identify predation in isolation due to Type I and Type II error in predation sensor triggering. Combining sensor data with machine learning approaches should be standard practice to more accurately classify fate of tagged fish.
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Introduction
A major assumption of animal telemetry studies is that the data collected from tags represent the natural movements of a live individual of the study species, and not an expelled tag, a mortality, or the movements of a predator (Gibson et al. 2015; Klinard et al. 2019). However, the violation of this assumption is often not addressed, despite the negative impact it can have on study results, population management, and conservation efforts (Klinard and Matley 2020). In the aquatic environment, predation of tagged fish presents a serious challenge to telemetry studies, because acoustic tags can continue to transmit through the body of the predator for as long as 6 months (Klinard et al. 2019, 2021). Therefore, failure to identify predation events of tagged individuals introduces a “predation bias”, such that survival rates are inflated, individual movement patterns (e.g. depth use, rate of travel) are calculated based on both prey and predator movement, and the locations of areas of high mortality are skewed (Gibson et al. 2015; Daniels et al. 2019; Klinard et al. 2019). Even when predation events are identified, it is often on a subjective basis (Perry et al. 2010; Buchanan et al. 2013), dependent on predator and prey behaviour being significantly different and distinguishable (Romine et al. 2014; Gibson et al. 2015; Moxam et al. 2019), and difficult to pinpoint the time and location of mortality, hindering attempts to remove detections of consumed fish (Gibson et al. 2015; Daniels et al. 2018). Predation may therefore reduce confidence in the conclusions of animal telemetry studies (Halffyard et al. 2017).

Movement ecologists recognize the negative impact of predation on the interpretation of acoustic telemetry data and have been developing methods for identification of predation...
to reduce its bias on study results. Early approaches to classify predation were to gather contextual information from temperature sensors to detect predation by endothermic predators (adult salmonids predated by seals identified by an increase in temperature; Bendall and Moore 2008) or depth sensors for identification through uncharacteristic swimming patterns (predatory Atlantic cod and saithe swim to significantly greater depths than juvenile salmon; Thorstad et al. 2012). Later, analytical methods emerged that were able to detect predation events of tagged fish using supervised or unsupervised machine learning approaches that identified anomalous movement patterns in the data suggestive of predated individuals. Researchers have previously tagged both prey, juvenile Atlantic salmon (Salmo salar), and predator, striped bass (Morone saxatilis), and used either a cluster analysis (Gibson et al. 2015) or random forest (Daniels et al. 2018) approach to identify predated salmon based on movement metrics. Klinard et al. (2021) used random forest to identify the species of predator responsible for consumption of each individual bloater (Coregonus hoyi) by tagging both prey and multiple predatory species. However, in some studies, it may not be logistically feasible to tag non-target species. Moxham et al. (2019) were able to estimate predation events on tagged bonefish using an unsupervised approach that did not include data from predator movements using clustering methods to differentiate habitat space use and speed metrics of consumed bonefish from those that survived following catch-and-release. Now, recent developments in acoustic tag technology have led to the ability to detect predation events via changes in pH that trigger a change in the unique ID of the tag, referred to as predation tags (Halfyard et al. 2017, Lennox et al. 2021). Predation tags have been used in studies on yellow perch (Perca flavescens) in the Detroit River (Weinz et al. 2020), bloater in the Great Lakes (Klinard et al. 2019, 2021), and Atlantic salmon in the Miramichi River, NB (Daniels et al. 2019).

The random forest and cluster analysis methods described above are classification tools in the machine learning family, a branch of statistics that is used to predict outcomes from training data to in-sample or out-of-sample data (Thessen, 2016). In supervised machine learning (e.g., random forests), models are trained on data sets with independent and dependent variables, the model learns how the variables are related, and the model is then able to predict the dependent variable on future data sets where only the independent variables are provided (Thessen 2016). Unsupervised methods (e.g., cluster analysis) find patterns among the independent variables to organize data based on underlying similarities in the data ascertained by the algorithm (Olden 2008). Machine learning approaches are becoming increasingly used in ecology because they are able to model data that are non-linear, contain interacting variables, and have missing values, all of which are common in ecological data sets (Olden 2008; Thessen 2016). Applications of machine learning in ecology include habitat modelling and species distribution (Cutler et al. 2007; Brownscombe et al. 2019), species identification (Tabak et al. 2018), monitoring biodiversity (Cordier et al. 2017), and predicting the conservation status of species (Bland et al. 2014). The ability to make accurate ecological predictions is vital for informed management and decision making (Clark et al. 2001; Olden 2008; Coreau et al. 2009). Additionally, mortality is a vital metric for fisheries and resource management and there are increasing efforts towards improving the accuracy and precision of mortality estimates using new methodologies and technologies.

Refinements are still needed to operationalize predation classification for telemetry users. Ideally, a combination of both behavioural and sensor-based methods for determining predation events would do much to increase confidence in fate classification of tagged fish, as tag sensors may sometimes fail and predator behaviours may not always be significantly different than prey behaviour (Weinz et al. 2020; Lennox et al. 2021). Juvenile Atlantic salmon (smolts) out-migrating from the Stewiacke River, Nova Scotia present an ideal opportunity to apply this combined approach. Natural mortality of smolts during seaward migration is high, with predation often accounting for the majority of mortalities and challenging management efforts, especially those that rely on fish tracking data (LaCroix 2008; Thorstad et al. 2011, 2012). The Stewiacke River is dominated by striped bass, a common predator of Atlantic salmon smolts. Salmon smolt behaviour during migration consists largely of short, linear movements directed downstream with some reversals during out-migration, especially when first entering the estuary, likely as a response to osmotic stress (Halfyard et al. 2012, 2013) or due to the impact of incoming tides (Beland et al. 2001). Except for these occasional path reversals, these movements are distinct from the extensive and tortuous movements with frequent reversals in up- and downstream movement exhibited by striped bass (Romine et al. 2014; Gibson et al. 2015; Daniels et al. 2018). These differences form the basis for the behavioural metrics with which we can distinguish live and predated smolts, conducive to supervised machine learning approaches to identifying predation based on movements. However, these machine learning methods have not been adequately tested against objective empirical data with which models can be evaluated and best practices developed for a workflow to identify predation of tagged fish. The introduction of predation sensor tags has revealed limitations and opportunities for refinement of available approaches to identify predation of acoustically tagged fish. In this study, we developed and tested methods for classification of predation using either predation tag sensors, behavioural metrics (unsupervised machine learning), or a combination of the two (supervised machine learning) to determine the best approach for fate classification and
the value of using predation tags. We apply these tagging and analytical tools to compare rates of estimated Atlantic salmon smolt migration survival and predation.

Materials and methods

Study system

The Stewiacke River, Nova Scotia is one of 50 rivers within the inner Bay of Fundy (iBoF) Atlantic salmon designatable unit (DFO 2019a). The iBoF unit is currently listed as Endangered under Canada’s Species at Risk Act. Low survival during the estuarine and marine stages of the Atlantic salmon life cycle is preventing population recovery (DFO 2019b). Reducing adult marine mortality is challenging, therefore, identifying sources of mortality and quantifying predation rates of migrating smolts is vital to informing population management. Smolts migrate down from the Stewiacke River and its tributaries out to the Minas Basin via the Shubenacadie River (Fig. 1). The Stewiacke River is the only river in the iBoF unit that is confirmed as an annual spawning site for striped bass (Bradford et al. 2015). Striped bass congregate in the tidal waters of the Stewiacke River to spawn in May–June (Bradford et al. 2015), the same time and location as the smolt out-migration.

Field methods

Sampling and tagging procedures

Sampling of Atlantic salmon smolts occurred within the Stewiacke River watershed in three years, spanning 2017–2019, during the annual smolt run. Smolts were captured via rotary screw trap just downstream of the Stewiacke River head-of-tide in 2017 and just upstream of the head-of-tide in 2018 (< 2 km apart; Fig. 1). In 2019, smolts were captured using a barrier fence on the Pemroke River, ~40 km upstream of the head-of-tide (Fig. 1). Both types of traps were checked for fish daily. Smolts were transferred from the traps to floating bins in a calm section of the river for holding prior to sampling and surgeries. Fifty smolts were tagged in both 2017 and 2018; 56 smolts were tagged in 2019 (total N = 156).

Fish were measured prior to surgery (fork length [mm], mass [g]). Only smolts longer than 12 cm in fork length were chosen for tagging to ensure that the recommended tag-to-body size ratio was not exceeded (< 8% for Atlantic salmon; LaCroix et al. 2004). The average tag-to-body size ratio across all years was 2.95% (range 0.95–5.23%). Smolts were then anaesthetized in a buffered 10 mg/L solution of tricaine methanesulfonate (MS-222), until loss of equilibrium and spinal reflexes. A maintenance solution of buffered 5 mg/L tricaine methanesulfonate was circulated over the gills of the fish during surgeries. V5D-180 kHz predation acoustic transmitters (12.7 × 5.6 mm, 0.68 g in air; Innovasea Systems Inc., Bedford, Nova Scotia) were surgically inserted through a ~8 mm incision in the abdomen of smolts following standard procedure (Cooke et al. 2011). Incisions were closed with two single interrupted sutures. Smolts were returned to the floating river-side bins and held until dusk to recover from surgery before release just downstream from the point of capture. The average duration for the measuring and surgical procedures was $3.27 \pm 0.74$ min, and average recovery times were $\sim 7 \pm 1$ h.
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Fish collection permits were issued by Fisheries and Oceans Canada (DFO 323,354). All fish handling and surgical procedures conformed to standards established by the Canadian Committee on Animal Care, via permits issued by Fisheries and Oceans Canada (Maritimes Region Animal Care Committee Animal Utilization Protocols 17–16, 18–13, 19–10) and by Dalhousie University (University Committee on Lab Animals permit 18–126). Field work was done in conjunction with the Mi’kmaw Conservation Group who were operating under the Aboriginal Fund for Species at Risk.

Description of tags and receiver array

The V5D tags (Innovasea Systems Inc.) have a biopolymer coating that triggers a change in transmitter ID (from an even number to the next odd number) when dissolved by the stomach acids of a predator, thus indicating that a predation event has occurred. It is assumed that only predation events by fishes will be detected using this technology because avian or semi-aquatic predators would more likely remove the tag from the study area (Daniels et al. 2019). The lag time between tag consumption and the activation of the predation signal is ~ 5.8 h at 20 °C (S. Smedbol, Innovasea Systems Inc., pers. comm., January 2020) or 35.4 ± 17.7 h at a mean temperature of 11.8 °C (Hanssen 2020). In addition to temperature, lag time is dependent on the species and size of the prey (tagged) fish and on the species and digestion rate of the predator (Halfyard et al. 2017).

Prior to tagging, an array of VR2W-180 kHz acoustic receivers (Innovasea Systems Inc.) was deployed along the migration route from the release/tagging site to the mouth of the Shubenacadie River (n = 16 in 2017, n = 15 in 2018, n = 24 in 2019; Fig. 1). Supplemental detection data were provided by additional receivers (VR2W-180 kHz and HR2; Innovasea Systems Inc.) deployed in the Minas Basin (Fig. 1) and maintained by other researchers including the Ocean Tracking Network. Receivers were recovered in mid-to late July of each year.

The V5D tags were programmed to transmit individual-specific coded signals every 12–18 s for detection on VR2W receivers in all years, and every 1.9–2.1 s for detection on HR2 receivers in 2018 and 2019. Tags in 2017 had an estimated battery life of 47 days, while tags in 2018 and 2019 had a battery life of approximately 24 days due to the dual programming for both types of receivers.

Data analyses

All analyses were conducted in R 3.6.2 (R Core Team; https://www.R-project.org). Detections occurring before or after the study period were removed as well as detections of tagged fish belonging to other studies. Detections were filtered using the false detections function from the glatos package (Binder and Dini 2019; Pincock 2012; Simpfendorfer et al. 2015). This function identifies potentially false detections based on the programmed time interval at which the tags emit the ID signal and the recorded time between detections. Detections were then plotted for each individual smolt and visually assessed; detections identified as potentially false by the filtering function that also looked improbable given the location of receivers were removed from the data set. In the case that a dead smolt or evacuated tag dropped within range of receiver (i.e., resulting in a continuous string of detections for extended periods of time), the detection data were truncated to the first detection at that receiver (n = 3).

Fate classification

Detection data and the V5D pH sensor were used to classify smolts as belonging to one of three fate groups: successful migrant, mortality of unknown cause, or predation. Smolts were considered to have successfully completed migration if the last recorded detection was either at the mouth of the Shubenacadie River or in the Minas Basin. Smolts were presumed to be a mortality if their last recorded detection occurred upstream of the Shubenacadie River mouth. This pattern of detections could also result from tag ejection, failure to be detected when passing receivers, or predation by an animal that removed the tag from the study site. Pre-dated smolts were identified if the pH sensor triggered a change in tag ID. However, preliminary analysis of detection data revealed that some smolts identified to be successful migrants or mortalities displayed movements more similar to predator behaviour than migratory smolt behaviour (several reversals between up- and downstream movement; Fig. 2). Consultation with the tag manufacturer confirmed the possibility of undetected predation events (Type II error). Additionally, a previous validation study has shown V5D predation tags to have only 50% accurate detection of predation (Hanssen 2020). Therefore, machine learning methods were also applied to the detection data to classify smolt fate.

Behavioural metrics for the machine learning models were calculated from detection data of both live and predated tag IDs. The metrics were selected based on behaviours that are expected to be significantly different between salmon smolts and a predator such as striped bass. Some of these metrics are adapted from Gibson et al. (2015) and Daniels et al. (2018). The chosen metrics were total number of detections, maximum and minimum number of detections at a single receiver, number of days with detections, time between release and last detection, total distance travelled (river km), mean and maximum upstream speed (m/s) between two consecutive receivers, mean and maximum downstream speed (m/s) between two consecutive receivers,
total number of reversals in up- and downstream movement, total time on striped bass spawning grounds, total number of detections above the Stewiacke River and Shubenacadie River confluence, cumulative upstream distance travelled (river km), mean and maximum upstream distance travelled in a single step (river km), migration rate (river km/day), and for 2019, maximum speed in freshwater and tidal water (m/s). Metrics were tested into unsupervised k-means cluster analyses and supervised random forest models to compare fate classification based solely on the behavioural metrics, classification based on behaviour but also trained on individuals with known fate, and classification from detections and tag sensor only. Due to differences in receiver array setup between years, models were run separately for each year.
Attempts to pool years by truncating detection data to the smallest study area among years (2017 array) resulted in the removal of several individuals from the data set and did not increase model accuracy beyond what was generated from individual year models.

**K-means clustering**

Clustering is a family of unsupervised machine learning where an algorithm is developed to form groups based on similarities in the data without prior identifiers (Jain 2010; Thessen 2016). Therefore, the class of each group is inferred and requires context-specific knowledge to be interpreted. Types of clustering can be categorized as hierarchical or partitional (Jain 2010). Hierarchical methods create nested clusters by either merging data points into clusters (agglomerative) or dividing a single cluster into smaller ones (divisive). Partitional methods, such as k-means clustering, produce all clusters simultaneously. Clusters are formed to maximize similarity within clusters and minimize similarity between clusters. In k-means clustering, the number of clusters $K$ is specified by the user.

K-means clustering was performed using the k-means function in base R. Behavioural metrics were centered and scaled to remove the effect of variables with larger values. Individual smolts were clustered into three groups ($K = 3$) to represent the three fate classes, successful immigrants, mortalities, and predated smolts. The fviz_cluster function was used to visualize cluster results, which plots observations using principal components (Kassambara and Mundt 2019).

Variable importance for clustering was measured by the rate at which individuals were misclassified if that variable was removed from the data set (misclassification rate). A higher misclassification rate means a variable is more important for assigning an individual to the best cluster. ANOVAs and Tukey tests were used to test if variables were significantly different between clusters. Each group was then assigned a fate based on metric means for each cluster and expected behaviour of out-migrating smolts. Total distance travelled is expected to be longest in successful migrants who reach the Minas Basin and shortest among mortalities that die along the migration route. Total distance should also be long in predated smolts due to the distance accumulated by the up- and downstream movements made by predatory striped bass. It is expected that total time would follow a similar trend, with predated smolts showing less time than successful migrants due to the ejection of tags through the gastrointestinal tract of predators, and mortalities being detected for the least amount of time. Upstream speed should be fastest among predated smolts and very slow among successful migrants and mortalities. Similarly, upstream distance should be longest in predated smolts and shortest in successful migrants and mortalities because striped bass are expected to make frequent, extensive reversals in swimming direction while smolts are expected to conduct directed, downstream movements.

**Random forest**

Random forest is a supervised method of machine learning that builds upon classification trees by fitting many trees to a data set to increase the accuracy of classification (Cutler et al. 2007). Each tree is fit to a bootstrapped sample of the original data set with only a subset of the variables considered at each node. Each observation is then classified by majority vote of all the trees. The random forest algorithm is first trained on a data set where the class of each observation is known to learn the relationship between the response and predictors, before being used to predict classes of new observations.

The random Forest package and function (Liaw and Wiener 2002) in R was used to create a model with fate as determined by the tag pH sensor and detection data as the response and the behavioural metrics as explanatory variables. Individuals with uncharacteristic smolt behaviour were removed from the data set prior to training the algorithm. Small sample size prevented cross-validation with training and test data sets. Therefore, out-of-bag (OOB) error produced from bootstrapping was used to calculate a confusion matrix and model accuracy. The number of trees made in the model was increased from the default 500 until OOB and class error rate fluctuations stabilized. The number of variables tried at each node was chosen on minimizing OOB error. Due to class imbalance, the classes were assigned weights to penalize misclassification of under-represented classes, class weights were chosen to minimize and balance class error rates (Table 1). The final model was then used to predict the migration fate of individuals suspected of being predated but where a predation event was not detected by the tag sensor ($n = 16$ in 2017, $14$ in 2018, $13$ in 2019).
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**Table 1 Random forest model metrics**

| Parameter | 2017 | 2018 | 2019 |
|-----------|------|------|------|
| Ntree     | 1000 | 1000 | 500  |
| Mtry      | 3    | 3    | 2    |
| Classwt c(MPS) | 2, 1, 10 | N/A | 5, 2, 1 |
| OOB error | 14.71% | 5.56% | 18.37% |
| Class error c(MPS) | 0.25, 0.04, 1.00 | 0.33, 0.05, 0.00 | 0.43, 0.50, 0.00 |

Number of decision trees made (ntree), number of variables considered at each node (mtry), class weights assigned to mortalities, predated smolts, and successful migrants, respectively (classwt MPS), out-of-bag error rate (OOB error), and class error rate for mortalities, predated smolts, and successful migrants, respectively (class error MPS).
7 in 2019) using the predict function. Variable importance was described by the average decline in model accuracy after permutations of that variable (mean decrease accuracy) and the average decrease in node purity if that variable was not used (mean decrease Gini). Larger values for both mean decrease accuracy and mean decrease Gini indicate greater variable importance.

**Results**

**Predation tags**

The number of tagged fish determined to be predated based on the predation sensor was 24 (48%), 18 (36%), and 14 (25%) in 2017, 2018, and 2019, respectively. In 2019, two of the predation events occurred after entry into the Minas Basin and were therefore classified as successful migrants rather than predated smolts.

**K-means clustering**

For each year, smolts were placed into one of three clusters (Fig. 3). The most important variables differed somewhat among years; variables with consistently high misclassification rates included total distance travelled, total time detected, upstream swimming speed, and upstream distance travelled (Figs. S1-3). These variables were significantly different (ANOVAs, Tukey tests) between at least two out of three clusters for each year. Therefore, clusters were
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assigned fate classes based on the differences in these variables and the expected behaviour of live salmon smolts, dead smolts, and predators.

For 2017, cluster 2 ($n = 9$) had faster upstream swimming speeds, longer upstream distances travelled, and farther total distance travelled than clusters 1 and 3 (Fig. S4). These trends are more characteristic of striped bass movement than smolt movement; therefore, cluster 2 was determined to represent the predated fate class (Fig. 4). Clusters 1 ($n = 36$) and 3 ($n = 5$) were not significantly different from each other (Tukey tests; upstream speed: $t = −0.08, p = 0.997$; total distance: $t = −1.16, p = 0.476$; upstream distance: $t = −0.33, p = 0.941$). Based on the short total distance travelled (Fig. S4), both of these clusters were assigned the fate of mortality of unknown cause. A successful migrant cluster was not identified.

The cluster plot for 2018 revealed some overlap between clusters 2 and 3 when plotted on the first two principal components (Fig. 3); however, they were significantly different from each other when examining variables with the highest misclassification rates (Tukey tests; total distance $t = −10.5, p < 0.001$; total time $t = −5.40$,

![Plots showing detections of three individual smolts in 2017, 2018, and 2019. Receiver stations listed in order from release on the Stewiacke River (00ST) or Pembroke River (00 PB) to the mouth of the Shubenacadie River (14-16SH; 17-21SH; 22-25SH). a 2017-smolt 1262412 was classified as a successful migrant based on tag detections but classified as predated by both k-means clustering and random forest. b 2018-smolt 1297052 was classified as a successful migrant based on tag detections and k-means clustering but classified as predated by random forest. c 2019-smolt 1324762 was classified as a mortality based on tag detections but classified as predated by both k-means clustering and random forest.](image-url)
Cluster 2 \((n = 24)\) had the longest total time and farthest total distance (Fig. S5); therefore, it was assigned the successful migrant class (Fig. 4). In contrast to cluster 2, cluster 3 \((n = 23)\) showed the briefest total time and shortest distance migrated (Fig S5), which are metrics indicative of mortality. Cluster 1 \((n = 3)\) had intermediate values between clusters 2 and 3, and total distance was greater than total time leading to the assignment of the predated fate to this cluster.

In 2019, cluster 3 \((n = 10)\) had a significantly greater number of reversals (Tukey test; cluster 1 \(t = 8.77, p < 0.001\); cluster 2 \(t = 9.75, p < 0.001\)), longer time on striped bass spawning grounds (Tukey test; cluster 1 \(t = 5.29, p < 0.001\); cluster 2 \(t = 5.30, p < 0.001\)), and longer upstream distance travelled (Tukey test; cluster 1 \(t = 6.48, p < 0.001\); cluster 2 \(t = 7.18, p < 0.001\)), all of which are behaviours indicative of predation by striped bass (Fig. 4). Cluster 2 \((n = 34)\) had the longest total distance (Fig. S6) and was therefore, assigned the successful migrant fate. Conversely, cluster 1 \((n = 12)\) had the shortest distance travelled and was identified as the mortality class.

Model accuracy, calculated by the number of known fates within a cluster that matched that cluster’s assigned fate (Table 2), was 38.2, 52.8, and 82.4% for 2017, 2018, and 2019, respectively (Fig. 5).

### Random forest

In-sample prediction accuracy of random forest algorithms ranged between 81.6 and 94.4% between years (Fig. 5). OOB error rates ranged from 5.56 to 18.37% (Table 1). In-sample classification of the successful migrant class had 100% error rate in the 2017 model, but 0% in 2018 and 2019. Mortality class error rates ranged from 25 to 43% (Table 1). Error rates for the predated class were similar in 2017 and 2018 at 4 and 5%, respectively, but was 50% in 2019.

The most important variables in common among all years were time on striped bass spawning grounds, total distance

### Table 2

| Fate assigned by tag | 2017 | 2018 | 2019 |
|----------------------|------|------|------|
|                      | Cluster 1 (M) | Cluster 2 (P) | Cluster 3 (M) | Cluster 1 (P) | Cluster 2 (S) | Cluster 3 (M) | Cluster 1 (M) | Cluster 2 (S) | Cluster 3 (P) |
| S                    | 2    | 0    | 0    | 0    | 14   | 1    | 0    | 30   | 0    |
| M                    | 9    | 0    | 0    | 0    | 0    | 3    | 0    | 30   | 0    |
| P                    | 16   | 4    | 4    | 2    | 1    | 15   | 6    | 0    | 6    |
| U                    | 10   | 5    | 1    | 1    | 9    | 4    | 0    | 3    | 2    |
| total                | 36   | 9    | 5    | 3    | 24   | 23   | 12   | 34   | 10   |

Cluster fates, in brackets, assigned based on average behavioural metrics of each cluster.
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travelled, and time detected (Figs S10-12). Upstream speed, upstream distance, and number of reversals were also important variables in 2017 (Fig. S10). Partial plots revealed that the probability of being classified as a successful migrant increased with cumulative distance travelled, total time detected, and number of days detected (Figs. S13–18). The probability of being classified as predated increased with number of reversals, upstream distance travelled, upstream speed, and time spent on striped bass spawning grounds (Figs. S19–24). The trends in probability of being classified as a mortality were similar to those for the predated class except for time on striped bass spawning grounds, time detected, and distance travelled in which cases the trends were opposing.

The 2017 random forest algorithm reclassified all suspect individuals (five successful migrants, 11 mortalities) as predated (Fig. 4). In 2018, two of the suspect mortalities were reclassified as successful migrants but these individuals were retained as mortalities in the final fate counts. All other suspect mortalities were reclassified as predated, but only two among eight suspect successful migrants were reclassified as predated (Fig. 4). The 2019 algorithm reclassified the two suspect mortalities as predated (Fig. 4) and three of five suspect successful migrants as predated.

**Comparison of classification methods**

When comparing the assigned cluster fates to the known fates of individuals within clusters, as determined through detection data, the accuracy was highest in 2019 because the majority class in each cluster was the same as the assigned cluster fate (Table 2). The 2018 cluster assignments were also consistent with individual fates; however, two of the clusters were mostly comprised of predated smolts (Table 2). Cluster 1, which was assigned the predated fate, contained only two predated individuals while cluster 3 contained the majority of predated individuals (15) but was assigned a mortality fate based on the behavioural metrics. The 2017 clusters were difficult to distinguish based on behaviour and individual fates due to the high number of predation events that year, predated individuals were spread among all three clusters (Table 2). Compared to predation tag data, the cluster analysis reduced predation estimates by 30% in 2017, 30% in 2018, and 3.5% in 2019 (Table 3).

Random forest algorithms consistently increased the percentage of individuals classified as predated and resulted in a reduction of estimated migration success and mortality classes compared to the numbers obtained from the predation tag sensor and detection data (Table 3). Predation rates increased by 32, 12, and 9% in 2017, 2018, and 2019, respectively.

Unsupervised clustering methods were capable of fate classification but were less accurate than supervised methods (Fig. 5).

**Discussion**

Here, we build on previous studies to develop a standardized workflow for identifying predated individuals in acoustic telemetry studies (Fig. 6). Usership of acoustic predation sensor technology will likely increase in coming years so long as the tools available for users provide accurate fate classification methods.
classifications; therefore, we compared the results and accuracies of three classification approaches. Unsupervised k-means clustering underestimated the number of predated smolts and due to type II error, the tag sensor may have as well. We demonstrated how tag sensors could be enhanced by supervised machine learning (random forest) in a generalizable workflow that can become standard practice for acoustic telemetry in an effort to address the issue of “predation bias”.

The k-means clustering method was able to group smolts based solely on behavioural metrics, but it can be difficult to discern which cluster represents which fate group and the decision is likely to be subjective. Assigning fates to clusters was dependent on distinct and predictable predator and prey behaviour with smolts moving downstream and striped bass exhibiting multiple reversals. However, it is possible that smolts could exhibit upstream movement if they were being carried by the tides (Beland et al. 2001) or as a response to osmotic stress (Halfyard et al. 2012). Factors such as the amount of time the predator is tracked and location of the predation event impacted clustering of smolts. Predation events where the tag was ejected quickly (under 70 h) from the gastrointestinal tract of the predator led to smolts being placed in mortality clusters rather than predated clusters due to insufficient detections of predator behaviour (2018 cluster 3 n = 13, 2017 cluster 1 n = 15). Predation events that occurred in freshwater where the most likely predators, brown trout (Salmo trutta) or chain pickerel (Esox niger), are relatively stationary species were also incorrectly clustered with mortalities because detection data resembled a dropped tag or dead smolt rather than the active striped bass behaviour we were testing for. These predation signals may have also been a result of smolts dying and degradation causing the pH sensor to trigger rather than actual predation (Halfyard et al. 2017). Similar to the cluster analysis, the 2019 random forest algorithm did not successfully differentiate the six freshwater predation events from the mortalities. The unsupervised clustering approach was not well suited for the workflow used here and accuracy would further decrease in systems where less is known about the study system and expected predator-prey interactions.

Data from 2017 showed the greatest disparity of fate assignments amongst the three different classification methods (Table 3). In addition to overall model classification accuracy, balancing accuracy amongst classes is important especially for unbalanced data sets because models will ignore minority classes to achieve greater overall accuracy (Chen et al. 2004; Brownscombe et al. 2020). The small number of successful migrants compared to the number of mortalities and predated smolts in 2017 made it difficult for these individuals to be recognized by either type of machine learning approach. The few successful migrant smolts were masked in the cluster analysis by the behavioural characteristics of the other fate classes (Table 2), and despite the addition of class weights, the random forest model was still unable to accurately classify successful migrants. In contrast, the percentage of successful migrants was relatively consistent amongst all three methods in 2018 and 2019, while mortality and predation classes had larger disparities, especially for the 2018 cluster analysis (Table 3).

The supervised random forest was the most accurate of the three fate classification methods. This method increased estimated predation rates greatly beyond estimates made by the tag pH sensor alone and by the unsupervised cluster analysis (Table 3). This suggests that the sensor onboard the tag is prone to false negatives, as was shown by Lennox et al. (2021) in a combined laboratory and field study of salmon smolts in Norway. Predation accounted for majority of all smolt mortalities (71–83%) under the random forest estimates while tag sensor estimates showed predation as accounting for just above half of all mortalities (56–67%). Although confidence in classifying smolt fate was increased through the combined use of predation tags and random forest algorithms, true smolt fate is still not known with certainty. The migration fates of individuals in the training data sets are referred to as having known fates but because fates were determined through detection data, there is still uncertainty associated with these fates due to the assumptions of no tag loss or failure and the potential for imperfect detection efficiency. Making such assumptions about tag function and the fate of a tagged animal is the nature of most telemetry studies, unless recapturing the individual or tag is possible. While the migration fates modeled by random forest algorithms were shown to be the most accurate estimates, average in-sample prediction accuracy was still less than 90% and there is the potential that some smolts were misclassified.

The supervised random forest models developed by Daniels et al. (2018), where detection data from tagged salmon smolts (N = 63) and striped bass (N = 228) were used to train models, had classification error rates of 1.6% for the smolt class and 0% for the striped bass class. The classification error rates of the random forest models developed here ranged from 0 to 100% for the successful migrant smolt class and 4–50% for the predated smolt class. The larger sample size used by Daniels et al. (2018) likely resulted in the reduced classification error rates. Additionally, tagging striped bass provides longer detection history to train models to recognize predator behaviour. This comparison shows that predation tags are not needed if there are detection data available for the predator species and if predator behaviour is distinct from prey behaviour. However, the use of predation tags is likely the best approach for identifying predation events when behaviour is not distinct between predator(s) and prey.
We emphasize the importance of distinguishing predation from other forms of mortality due to the substantial bias it introduces into telemetry study results and interpretation if not addressed (Klinard and Matley 2020). Previous researchers who have used classification algorithms to identify predation of tagged fish found that without these analyses, inferences about the spatial and temporal movement of 81% of bonefish would have been biased (Moxham et al. 2019); mortality rates of salmon smolts in freshwater compared to the estuary were underestimated by 10% (Daniels et al. 2018), and survival estimates of salmon smolts were overestimated by 2.4–13.6% (Gibson et al. 2015). Here, even with the use of predation sensor tags, random forest models suggested that survival estimates were overestimated by 4–10% due to undetected predation events. Therefore, accurate classification of fate in telemetry studies is vital to management not only to investigate sources of mortality in a population but also to ensure accurate conclusions are drawn about the ecology of the study species and population survival rates.

**General considerations and applications**

Model performance can be improved by optimizing receiver configuration and coverage, which are vital to capturing the distinct behaviours needed to differentiate predator and prey species. Future users investigating predation in different systems should consider how the spacing and number of receivers in an array will affect the ability to calculate behavioural metrics for both supervised and unsupervised methods. We recommend spacing receivers in a way that allows analysts to calculate accurate migration speeds and distances within a study area. The distance between receivers in a river system affects the accuracy of distance travelled and speed calculations because the movement of the individual between receiver detection ranges is unknown. Different retention times of tags in predators and the amount of time a predator remains within detection range of receivers will also affect the accuracy of behavioural metric calculations and model predictions.

Deciding on behavioural metrics prior to receiver deployment can aid in array design to ensure receiver coverage is adequate for calculating the necessary metrics. However, because it is possible to have multiple or unknown predatory species in a study system, calculating metrics or concentrating receiver coverage for only one species could mask predation by another. Additionally, avian predation typically resembles mortalities in terms of detection data and could therefore not be identified using the presently available tools, although other researchers have identified avian predation by searching colonies or nesting sites for evacuated tags (Evans et al. 2012). For tracking migratory species specifically, good up- and down-stream receiver coverage of an area is important for distinguishing predator and prey.

The behavioural metrics required for machine learning approaches are context-specific and must be tailored to the prey and predator species of interest. Swimming speed is a good metric because predators are generally larger than prey and are therefore able to swim faster. Distance travelled is also a useful metric if one species is more stationary and the other is more mobile. Space use metrics should be used when the species of interest prefer different habitat types. Additional metrics, such as time of day or season, when individuals are most active may be considered if for example one species is expected to feed and move less during daylight hours or winter months and the other species is not.

K-means clustering requires the specification of K prior to running the model. We chose $K = 3$ to represent the three fate classes we wanted to differentiate, but in other cases (multiple or unknown predator species), it may be difficult to select $K$. In this situation, multiple iterations of k-means can be run with different values of $K$ and the best model can then be chosen based on a selection criterion, such as AIC, BIC, within sum of squares, gap statistics, minimum message length, or the Dirichlet Process (Jain 2010). When prey and one or more predator species have similar behaviour, this will likely result in mixed clusters containing more than one species and alternative clustering approaches may also be used. Fuzzy k-means assigns a probability of belonging to each cluster to each observation, this is known as “soft” assignment in contrast to the standard k-means “hard” assignment approach (Jain 2010). Soft assignment allows for uncertainty in clustering results and a predefined cut-off probability value can be used to accept an observation as truly belonging to a cluster. Hierarchical clustering both removes the necessity to pre-define $K$ and produces nested clusters providing a view of the underlying structure within clusters and which individuals are most similar (Whittingham and Ashenden 2021).

As a supervised branch of machine learning, random forest requires training the algorithm with observations where the outcome or classification are known. Here, we used detection data and the predation tag sensor to class the individuals used to train the models. This approach is still somewhat subjective and in cases where there are multiple predatory species or predator behaviour is not distinct, classifying the fate of individuals in this way for the training data set would likely decrease accuracy. Advances in predation sensor technology including improvements to the pH sensors since 2019 and the ongoing development of orientation sensors (Lennox et al. 2021) can improve supervised machine learning predictions and overall classification accuracy in predation studies.

Differences in model results and prediction accuracies among years highlight the importance of having a large sample size not only for greater power in model predictions but also in an attempt of balancing classes for individuals.
of known fates. Random forests are among the least sensitive classification algorithms to reductions in sample size (Maxwell et al. 2018; Moghaddam et al. 2020); however, issues of class imbalance and potentially unrepresentative data remain when using small training data sets (Chen et al. 2004; Brownscombe et al. 2020). A recommendation for machine learning in general is to have a training sample size ten times the number of predictor variables, but the minimum recommended sample size for classification algorithms specifically is dependent on the type of data and algorithm (Indira et al. 2010; Maxwell et al. 2018).

Here, we show that there is value in using predation tags combined with modelling methods to identify predated individuals (Fig. 6). Modelling data that include individuals with known fates that have been determined by detection data and a pH or other tag sensor increases confidence in model results and improves model accuracy. Random forest modelling and the example workflow we provide, allows one to study predation using predation tags, therefore removing the need to tag predators, while also accounting for sensor malfunctions. We recommend combining acoustic tag sensors with supervised machine learning approaches to identify mortalities and predation of tagged fishes, thereby increasing confidence in telemetry study results.
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