Adaptive Neuro Fuzzy Inference System (ANFIS) approach for modeling paddy production data in Central Java
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Abstract. The aim of this research is to develop the procedure of constructing an adaptive neuro-fuzzy inference system (ANFIS) model for time series data. The procedure of development applies statistical inference for optimizing ANFIS architecture. In this study, the procedure of Lagrange multiplier (LM) test is used for selecting input variables. Firstly, several lags which are indicated significantly different to zero are divided into 2 clusters, and these lags are selected as optimal inputs of ANFIS based on LM test. Secondly, the cluster numbers of inputs are also determined by using LM-test procedure. Based on this result, a number of rule-bases are generated. The developed model is applied for forecasting paddy production data in Central Java. This study concluded that lag-1, lag-2 and lag-5 with 2 clusters are selected as the optimal inputs. The 1-1 and 2-2 rules are selected as optimal rules. Finally, the model can work well, and generates a very satisfying result in forecasting paddy production data. Based on the root mean squares error (RMSE) and mean absolute percentage error (MAPE) values, the ANFIS performance is better than performance of Autoregressive Integrated Moving Average (ARIMA) for forecasting.

1. Introduction
Time series data are usually characterized by uncertainty, autocorrelation persistence and leptokurtic behavior. The data are usually non-stationary and non-linear [1, 2]. Autoregressive Integrated Moving Average (ARIMA) Box-Jenkins is one of the most popular models which used for time series forecasting [3]. Autoregressive Conditional Heteroscedasticity (ARCH) model proposed by [4] and Generalized Autoregressive Conditional Heteroscedasticity (GARCH) model that developed by [5] is the popular variance model. ARIMA-GARCH has been applied in a lot of research for forecasting nonlinear time series data [6]. The model still has some disadvantages when applied for forecasting non-linear time series data, because the series is not appropriate with standardized theoretical phenomenon and also the model cannot capture the uncertainty of data. Using linear models for non-linear data would cause cointegration errors in time series [7, 8].

In recent years, alternative models have been developed to analyze non-linear time series such as neural networks (NN), fuzzy system and its hybrid [9, 10]. ANFIS is a procedure that combines NN and fuzzy system. It has been implemented in many fields of time series research such as application of ANFIS based on singular spectrum analysis for forecasting chaotic time series [11]; chaotic time series prediction using improved ANFIS [12]; fuzzy time series forecasting [13]; developing a new approach for forecasting the trends of oil price [14]; forecasting of stock return[15]; forecasting of financial volatility [16]. Conclusively ANFIS is better than the other methods.

The main focus of this research is inference procedure based on LM-test for selecting the input variables, determining the number of membership function and determining the number of rules. The
procedure is extended based on LM-test for selecting NN model proposed by White in 1989 [17]. The new procedure for determining input variables, determining number of membership function and generating rule-bases of ANFIS applies statistical inference based on LM-test. Finally, the model was implemented for forecasting paddy production. Organization of this paper is as follows: Section 2 discusses the architecture of ANFIS and estimation of consequent parameters are described in Section 3; Section 4 discusses about proposed procedure for selecting model by using statistical inference based on LM-test and Section 5 discusses about application of developed model; and conclusion is discussed in Section 6.

2. ANFIS Architecture

In ANFIS, the number of hidden nodes in neural networks is as well as in a fuzzy system which consists of fuzzification (layer-1), fuzzy inference system (layer-2 and layer-3), defuzzification (layer-4) and aggregation (layer-5). The NN architecture which used in ANFIS architecture has 5 fixed-layers [9]. The ANFIS architecture for time series model with $p$ inputs $Z_{t-1}$, $Z_{t-2}$, $\cdots$, $Z_{t-p}$ and one output $Z_t$ by assuming rule-base of Sugeno first order with $m$ rules [18]

$$
\text{If } Z_{t-k} \text{ is } A_{kj} \text{ then } Z_{t}^{(j)} = \theta_{j0} + \sum_{k=1}^{p} \theta_{jk} Z_{t-k} \theta_{jk}
$$

where $Z_{t-k}$ is $A_{kj}$ as premise section, and $Z_{t}^{(j)} = \theta_{j0} + \sum_{k=1}^{p} \theta_{jk} Z_{t-k}$ as consequent section; $\theta_{jk}$ as linear parameters; $A_{kj}$ as nonlinear parameters; $j = 1,2,\ldots,m$; $k = 1,2,\ldots,p$; and if $w_1$, $w_2$, $\cdots$, $w_m$ are firing strength for $m$ values $Z_{t}^{(1)}$, $Z_{t}^{(2)}$, $\cdots$, $Z_{t}^{(m)}$ then the output $Z_t$ can be expressed as:

$$
Z_t = \overline{w}_1 Z_{t}^{(1)} + \overline{w}_2 Z_{t}^{(2)} + \cdots + \overline{w}_m Z_{t}^{(m)}
$$

(1)

The architecture of ANFIS (figure 1) consists of 5 layers which can be described as follows [9, 18].

Layer-1: Every node in the first layer is adaptive with one parametric activation function. The output is membership degree of given inputs which satisfy membership function $\mu_{A_{kj}}(Z_{t-k})$. One example of membership function is Gaussian membership function (gaussmf) which can be written as:

$$
\mu_{A_{kj}}(Z_{t-k}) = \exp\left(-\frac{1}{2} \left(\frac{Z_{t-k} - c_{jk}}{\sigma_{jk}}\right)^2\right), \quad j = 1,2,\cdots,m, \quad k = 1,2,\cdots,p;
$$

where $c_{j}$ is location parameter and $\sigma_{j}$ is the scaling parameter [9, 18]. The parameters are called as premise parameters.
Layer-2: Every node in the second layer is a fixed node, which the output of this layer is the product of incoming signal. Generally, it uses fuzzy operation AND. The output of each node represents the firing strength $w_j$ of the j-th rule [9, 18].

$$w_j = \prod_{k=1}^{p} \mu_{A_k}(Z_{t-k}), \quad j = 1,2,\ldots,m \tag{2}$$

Layer-3: Every node in the third layer is a fixed node, which computes ratio of firing strength of j-th rule relative to the sum of firing strengths of rules [9,18].

$$\overline{w}_j = \frac{w_j}{\sum_{j=1}^{w} w_j} \tag{3}$$

Layer-4: Every node in the fourth layer is an adaptive node, the output of each node [9,18]

$$\overline{w}_j Z^{(j)}_t = \overline{w}_j (\theta_{j1} Z_{t-1} + \theta_{j2} Z_{t-2} + \cdots + \theta_{jp} Z_{t-p} + \theta_{j0}) \tag{4}$$

Layer-5: Every node in the fifth layer is a fixed node which adds all of incoming signal [9,18]. The output of the whole network can be written as:

$$Z_t = \sum_{j=1}^{m} \overline{w}_j (\theta_{j1} Z_{t-1} + \theta_{j2} Z_{t-2} + \cdots + \theta_{jp} Z_{t-p} + \theta_{j0})$$

### 3. Estimating the consequent parameters of ANFIS

If the general ANFIS model is given as expression (5) then the estimation of consequent parameters $\theta_{j,k}$ ($j = 1,2,\ldots,m$, $k = 1,2,\ldots,p$) can be determined using recursive least squares (RLS) method. Estimating the parameters, a linear equation system is constructed as below.
\[ \hat{\theta}_1(\bar{w}_1 Z_{t-1}) + \hat{\theta}_2(\bar{w}_2 Z_{t-2}) + \ldots + \hat{\theta}_p(\bar{w}_p Z_{t-p}) + \hat{\theta}_0 \bar{w}_1 + \hat{\theta}_2(\bar{w}_2 Z_{t-2}) + \ldots + \hat{\theta}_p(\bar{w}_p Z_{t-p}) \]

\[ + 3 \hat{w}_1 + \ldots + \hat{\theta}_m(\bar{w}_m Z_{t-1}) + \hat{\theta}_2(\bar{w}_2 Z_{t-2}) + \ldots + \hat{\theta}_m(\bar{w}_m Z_{t-p}) + \hat{\theta}_0 \bar{w}_0 = Z_t \]

When the consequent parameters have been estimated, then the premise parameters can be updated using backpropagation method. Optimal quality is obtained by minimizing the ANFIS error function.

4. Proposed procedure for selecting model in ANFIS using Lagrange Multiplier (LM) test

Lagrange Multiplier (LM) test is used for testing hypothesis of adding variables in ANFIS modeling. Some variables should be included to the model because the new inputs, number of clusters or number of rules to be added in the model.

4.1 Procedure for adding input variables

Determining input can be identified by lag plot of data or the partial autocorrelation function (PACF) plot. Lag plot can be used for testing linearity. The lag plot or PACF plot can be used for identification of autoregressive (AR) input. Based on lag plot and PACF plot, the significant lags should be tested as input variables of ANFIS. Determining input is performed by constructing models which involve some input variables with minimum number of clusters and minimum number of rules. Firstly, construct the models with 1 input variable, 2 clusters and 2 rules and then select the model which has the largest determination coefficient. Adding input is done by using LM-test procedure to get a model with optimal inputs. If given \( p \) input variables \( Z_{t-1}, Z_{t-2}, \ldots, Z_{t-p} \) with \( m \) clusters, then the restricted model for this case can be written as:

\[ Z_t = \sum_{j=k}^{m} \theta_{jk} (\bar{w}_j Z_{t-k}) + \sum_{j=1}^{m} \theta_{j0} \bar{w}_j + \epsilon \]

where \( \epsilon \sim N(0, \sigma^2) \), and unrestricted model for adding by one input

\[ Z_t = \sum_{j=1}^{m} \hat{\theta}_{jk} (\bar{w}_j Z_{t-k}) + \sum_{j=1}^{m} \hat{\theta}_{j0} \bar{w}_j + \nu_t \]

where \( \nu_t \sim N(0, \sigma^2) \).

Formulation of null hypothesis for adding variable:

\[ H_0 : \theta_{j(p+1)} = 0; \quad j = 1, 2, \ldots, m \]

The steps for hypothesis test by using LM-test are as follows:

Step-1: Estimate the parameters of restricted model \( \hat{\theta}_{jk}, \hat{\theta}_{j0} \) for \( j = 1, 2, \ldots, m; \quad k = 0, 1, 2, \ldots, p \)

Step-2: Determining residual:

\[ \hat{\epsilon} = Z_t - \sum_{j=1}^{m} \hat{\theta}_{jk} (\bar{w}_j Z_{t-k}) - \sum_{j=1}^{m} \hat{\theta}_{j0} \bar{w}_j \]

Step-3: Regress the residual \( \hat{\epsilon} \) with: a constant, \( (\bar{w}_j Z_{t-k}), \bar{w}_j, \quad j = 1, 2, \ldots, m; \quad k = 0, 1, 2, \ldots, p \)

and determine the value of LM = \( n^* R^2_z \). The distribution of statistics LM is chi-square with degree freedom \( m \).

4.2 Procedure for adding number of clusters of inputs

Adding the number of clusters of each input can be executed using LM-test procedure when ANFIS model with optimal inputs was obtained. If given \( p \) input variables \( Z_{t-1}, Z_{t-2}, \ldots, Z_{t-p} \) with number of clusters \( m \), then the restricted model for this case can be written as:

\[ Z_t = \sum_{j=1}^{m} \sum_{k=1}^{p} \theta_{jk} (\bar{w}_j Z_{t-k}) + \sum_{j=1}^{m} \theta_{j0} \bar{w}_j + \epsilon \]

where \( \epsilon \sim N(0, \sigma^2) \), and unrestricted model for adding by one cluster.
\[ Z_t = \sum_{j=1}^{m+1} \sum_{k=1}^{p} \theta_{jk}(\bar{w}_j Z_{t-k}) + \sum_{j=1}^{m+1} \theta_j \bar{w}_j + \nu_t \]  

(10)

where \( \nu_t \sim N(0, \sigma^2_\nu) \).

The null hypothesis for testing adding variables \((\bar{w}_{m+1} Z_{t-1}), (\bar{w}_{m+1} Z_{t-2}), \ldots, (\bar{w}_{m+1} Z_{t-p})\) can be formulated as follow:

\[ H_0 : \theta_{(m+1)1} = \theta_{(m+1)2} = \cdots = \theta_{(m+1)p} = 0. \]

Procedure of hypothesis test using LM-test can be done as the following steps:

- **Step 1:** Estimate the parameters of restricted model:
  \[ \hat{\theta}_{11}, \hat{\theta}_{12}, \ldots, \hat{\theta}_{1p}, \hat{\theta}_{01}, \hat{\theta}_{21}, \hat{\theta}_{22}, \ldots, \hat{\theta}_{2p}, \hat{\theta}_{m1}, \hat{\theta}_{m2}, \ldots, \hat{\theta}_{mp}, \hat{\theta}_{m0}. \]

- **Step 2:** Determine the estimate of residual:
  \[ \hat{\epsilon}_t = Z_t - \sum_{j=1}^{m+1} \sum_{k=1}^{p} \hat{\theta}_{jk}(\bar{w}_j Z_{t-k}) - \sum_{j=1}^{m+1} \hat{\theta}_j \bar{w}_j \]

- **Step 3:** Regress the residual \( \hat{\epsilon}_t \) with a constant, \((\bar{w}_j Z_{t-k}), \bar{w}_j, j = 1, 2, \ldots, m, m+1; k = 0, 1, 2, \ldots, p \) (is called as auxiliary regression) and determine the value of \( LM = n \times R^2_{\epsilon} \). The distribution of statistics LM is chi-square with degree freedom \( p + 1 \).

### 4.3 Procedure for generating rule bases

The rule-bases of ANFIS are generated based on the optimal input variables and an optimal number of clusters. The possible combination of rules which can be generated is \( mp \), where \( m \) is number of membership functions and \( p \) is number of inputs. For instance, given \( p \) inputs \( Z_{t-1}, Z_{t-2}, \ldots, Z_{t-p} \) with \( m \) clusters, and one output \( Z_t \) by assuming first-order Sugeno fuzzy system with \( m \) rules:

- If \( Z_{t-1} \) is \( A_{1j} \) and \( Z_{t-2} \) is \( A_{2j} \) and \( Z_{t-p} \) is \( A_{pj} \) then
  \[ Z_t^{(j)} = \theta_{j1} Z_{t-1} + \theta_{j2} Z_{t-2} + \cdots + \theta_{jp} Z_{t-p} + \theta_{j0}, j = 1, 2, \ldots, m; k = 1, 2, \ldots, p \]

then the output of ANFIS is given by Eq. (11).

\[ Z_t = \sum_{j=1}^{m} \sum_{k=1}^{p} \theta_{jk}(\bar{w}_j Z_{t-k}) + \sum_{j=1}^{m} \theta_j \bar{w}_j \]  

(11)

### 5. Results and Discussion

As an implementation of ANFIS modeling for forecasting time series data, we construct ANFIS model for forecasting paddy production as a case study. In this research, the monthly paddy production data from January 2009 to December 2016 (www.bps.go.id) are used for constructing the ANFIS model. The data are transformed by logarithm function for reducing the heterogeneity of variance. Both time series and ACF plots show that the paddy production data are stationary in mean and in variance (see Figure 2). Based on the partial autocorrelation function (PACF) plot (Figure 2) lag-1, lag-2 and lag-5 are significantly different to zero.
By using LM test, the variables lag-1, lag-2 and lag-5 with 2 clusters (membership functions) can be selected as input variables in ANFIS. The results of input selection are shown in table 1.

**Table 1. Result of LM test for input selection**

| Input                          | $R^2(\ln Z_t)$ | $R^2(\epsilon)$ | LM  | p-value |
|-------------------------------|----------------|------------------|-----|---------|
| $\ln(Z_{t-1})$                | 0.414          | -                | -   | -       |
| $\ln(Z_{t-2})$                | 0.131          | -                | -   | -       |
| $\ln(Z_{t-5})$                | 0.504          | -                | -   | -       |
| $\ln(Z_{t-1}), \ln(Z_{t-2})$ | 0.526          | 0.506            | 48.12| 0.00   |
| $\ln(Z_{t-1}), \ln(Z_{t-5})$ | 0.436          | 0.423            | 40.22| 0.00   |
| $\ln(Z_{t-1}), \ln(Z_{t-2}), \ln(Z_{t-5})$ | 0.595 | 0.189 | 17.23 | 0.00 |

Based on the previous steps we can conclude that lag-1, lag-2 and lag-5 with 2 membership functions are considered as input ANFIS. The optimal inputs will be evaluated for determining the optimal number of membership functions by using LM test. The results of membership function selection are shown in table 2.

**Table 2. Result of LM test for membership functions selection**

| Input                          | $MF_5$ | $R^2(\epsilon)$ | LM  | p-value |
|-------------------------------|--------|------------------|-----|---------|
| $\ln(Z_{t-1}), \ln(Z_{t-2}), \ln(Z_{t-5})$ | 2      | 0.189            | 17.23| 0.00   |
|                               | 3      | 0.225            | 20.50| 0.00   |

According to the results in table 2 variable inputs lag-1, lag-2 and lag-5 with 3 membership functions...
can also be selected as inputs of ANFIS. By considering parsimonious principle, variable inputs lag-1, lag-2 and lag-5 with 2 clusters are determined as inputs optimal of ANFIS. If given 3 inputs \( Z_{t-1}, Z_{t-2} \) and \( Z_{t-5} \) with 2 number of clusters, and one output \( Z_t \) by assuming first-order Sugeno fuzzy system with 2 rules:

Rule-1: If \( Z_{t-1} \) is \( A_{11} \) and \( Z_{t-2} \) is \( A_{21} \) and \( Z_{t-5} \) is \( A_{51} \) then \( Z_t^{(1)} = \theta_{11}Z_{t-1} + \theta_{12}Z_{t-2} + \theta_{15}Z_{t-5} + \theta_{10} \),

Rule-2: If \( Z_{t-1} \) is \( A_{12} \) and \( Z_{t-2} \) is \( A_{22} \) and \( Z_{t-5} \) is \( A_{52} \) then \( Z_t^{(2)} = \theta_{21}Z_{t-1} + \theta_{22}Z_{t-2} + \theta_{25}Z_{t-5} + \theta_{20} \),

the optimal model can be written as follow:

\[
\ln(Z_t) = 0.043\bar{w}_{1,t}\ln(Z_{t-1}) - 0.538\bar{w}_{1,t}\ln(Z_{t-2}) - 0.08\bar{w}_{1,t}\ln(Z_{t-5}) + 21.801\bar{w}_{1,t} \\
+1.043\bar{w}_{2,t}\ln(Z_{t-1}) - 0.929\bar{w}_{2,t}\ln(Z_{t-2}) - 0.798\bar{w}_{2,t}\ln(Z_{t-5}) + 22.44\bar{w}_{2,t} \quad (12)
\]

where

\[
\bar{w}_{1,t} = \frac{w_{1,t}}{w_{1,t} + w_{2,t}} \quad \bar{w}_{2,t} = \frac{w_{2,t}}{w_{1,t} + w_{2,t}}
\]

\[
w_{2,t} = \exp \left\{ -\frac{1}{2} \left( \frac{\ln(Z_{t-1} - 13.884)}{0.481} \right)^2 + \left( \frac{\ln(Z_{t-2} - 13.794)}{0.507} \right)^2 + \left( \frac{\ln(Z_{t-5} - 13.150)}{0.604} \right)^2 \right\}
\]

\[
w_{2,t} = \exp \left\{ -\frac{1}{2} \left( \frac{\ln(Z_{t-1} - 12.974)}{0.570} \right)^2 + \left( \frac{\ln(Z_{t-2} - 13.159)}{0.548} \right)^2 + \left( \frac{\ln(Z_{t-5} - 13.742)}{0.461} \right)^2 \right\}
\]

The MAPE and RMSE values of forecasting for data using Eq.12 are 1.5% and 0.256 respectively. Whereas the MAPE and RMSE values using ARIMA([1,2,5],0,0) are 2.36% and 0.396 respectively. Therefore, the performance of ANFIS model is better than ARIMA model for forecasting paddy production data in Central Java Province. The predicted value of paddy production data based on model (12) can be seen as figure 3.

**Figure 3.** Paddy production data and its prediction.

### 6. Conclusion

Based on the empirical study can be concluded that the developed model has a good performance for forecasting paddy production data. An optimal ANFIS model for forecasting paddy production consists of 3 input variables (lag-1, lag-2 and lag-5), 2 membership functions and 2 rules. The performance of ANFIS is better than ARIMA for forecasting paddy production data in Central Java Province. The MAPE and RMSE values of forecasting for data using ANFIS are 1.5% and 0.256. Whereas the MAPE
and RMSE values using ARIMA([1,2,5],0,0) are 2.36% and 0.396 respectively. In this case performance of ANFIS is better than ARIMA.
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