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1 Introduction

Assume that \( V, X, Y \) and \( W \) are separable and reflexive Banach spaces, \( V^* \) and \( Y^* \) are the dual spaces of \( V \) and \( Y \), respectively. Let \( Y \subset Y_1 \subset Y^* \), where \( Y_1 \) is a separable Hilbert space. Suppose that \( K_V \) and \( K_Y \) are closed, convex and nonempty subsets of \( V \) and \( Y \), respectively. Let \( I := [0, T] \), where \( T > 0 \) is a constant. In this paper, we are interested in studying a new class of differential quasivariational inequalities (DQVIs) with the following form: find \( u : I \rightarrow K_V, \ z : I \rightarrow K_Y \) and \( w : I \rightarrow W \) such that, for all \( t \in I \),

\[
\begin{align*}
\dot{w}(t) &= F(t, w(t), \dot{u}(t)), \\
\langle A(t, u(t)) + \int_0^t B(t - s, u(s), z(s))ds + C(t, \dot{u}(t)), v - \dot{u}(t) \rangle_{V^* \times V} \\
&\quad + j(w(t), \dot{u}(t), v) - j(w(t), \dot{u}(t), \dot{u}(t)) \geq \langle f(t), v - \dot{u}(t) \rangle_{V^* \times V}, \quad \forall v \in K_V, \\
\langle \zeta(t), \eta - \zeta(t) \rangle_{Y_1} + a(\zeta(t), \eta - \zeta(t)) &\geq \langle \phi(t, u(t), \zeta(t)), \eta - \zeta(t) \rangle_{Y_1}, \quad \forall \eta \in K_Y, \\
u(0) &= u_0, \quad w(0) = w_0, \quad \zeta(0) = \zeta_0.
\end{align*}
\]

Clearly, if \( C, w \) and \( \zeta \) are omitted, \( K_V = V, A(t, u(t)) = A(u(t)) \) and \( j(w(t), \dot{u}(t), v) = j(u(t), v) \), then
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is reduced to the following problem: find \( u : I \to V \) such that, for all \( t \in I \),
\[
\begin{cases}
    \left\langle A(u(t)) + \int_0^t B(t-s, u(s))ds, v - \dot{u}(t) \right\rangle_{V^* \times V} \\
    + j(u(t), v) - j(u, \dot{u})(t) \geq \langle f(t), v - \dot{u}(t) \rangle_{V^* \times V},
\end{cases}
\forall v \in V,
\]
\( u(0) = u_0, \)
which is the time-dependent quasivariational inequality with the history-dependent operator considered by Kasri and Touzaline [15].

The research on differential variational inequalities (DVIs) has a long history (see, for example, the excellent survey due to Brogliato and Tanwani [3] and the references therein). It is well known that Pang and Stewart [28] are the first systematically to consider DVIs in finite-dimensional Euclidean spaces. Since then, various theoretical results, approximating algorithms and real applications have been investigated extensively for classical DVIs and DQVIs under different conditions in the literature; for instance we refer the reader to [8, 12, 18–22, 24, 34–39] and the references therein.

It is worth mentioning that contact mechanics has important applications in daily life and industry, such as coupling devices, bearings, ultrasonic welding and many others. After nearly 40 years of research, contact mechanics has formed a relatively complete set of mathematical theory. It is well known that the variational inequalities and quasivariational inequalities as well as hemivariational inequalities are the most important mathematical tools to obtain the existence and uniqueness of the solutions for various problems arising in contact mechanics [2, 4, 9–11, 14, 16, 17, 26, 31]. In order to describe the long memory property of materials such as rock and rubber, Sofonea and Matei [30] introduced and studied a new class of history-dependent quasivariational inequalities. Moreover, by relaxing the contact condition in [30], Sofonea and Xiao [33] considered a new class of quasivariational inequalities involving two history-dependent operators. On the other hand, applying Archard’s wear laws and Coulomb’s friction laws, Andrews et al. [1] obtained the existence and uniqueness of the solution of a dynamic thermoviscoelastic contact problem. Furthermore, Sofonea et al. [32] proposed a new mathematical model to capture frictional contact problem with wear. Recently, Chen et al. [6] introduced a hyperbolic quasi-variational inequality to characterize a dynamic viscoelastic contact problem with friction and wear. Very recently, in order to model an elastic frictional contact problem with long memory, damage and wear, Chen et al. [5] considered a new class of differential nonlinear system driven by a differential equation, a history-dependent hemivariational inequality and a parabolic variational inequality in Banach spaces. Nevertheless, in the study of quasistatic viscoelastic frictional contact problems, it is necessary to consider the properties of viscoelastic materials with long memory, damage and wear (see Section 4 for more details). To the best of authors’ knowledge, there are few works considering quasistatic frictional contact problems for viscoelastic materials with long memory, damage and wear. Thus, it would be important and interesting to investigate DQVIs (1.1) which can be used to model quasistatic frictional contact problems for viscoelastic materials with long memory, damage and wear.

The overarching goal of this paper is to introduce and investigate a new nonlinear system driven by a nonlinear differential equation, a history-dependent quasivariational inequality, and a parabolic variational inequality in Banach spaces, which can be used to describe the quasistatic frictional contact problems for viscoelastic materials with long memory, damage and wear. The main contributions of this paper are twofold. One is to deliver some sufficient conditions for ensuring the existence and uniqueness of solution to DQVIs (1.1). The other is to show the unique solvability result for a new quasistatic viscoelastic frictional contact problem with long memory, damage and wear by applying the obtained results for DQVIs (1.1).

The rest of the paper is structured as follows. The next section recalls some known definitions and
lemmas. After that in Section 3, we show the existence and uniqueness of solution for DQVIs under some mild conditions by employing the Banach fixed point theorem. In Section 4, we provide a novel application of our abstract results to a quasistatic viscoelastic frictional contact problem with long memory, damage and wear.

2 Preliminaries

Let \((X, \| \cdot \|_X)\) be a real Banach space with its dual \(X^*\) and \(\langle \cdot, \cdot \rangle_{X^* \times X}\) denote the duality pairing between \(X^*\) and \(X\). In this section, we recall some known definitions and lemmas which will be used to obtain our main results (see \([23, \text{Lemma 3.3}]\) for more details).

A functional \(j(u) : X \to \mathbb{R}\) is called lower semicontinuous if and only if for any convergence sequence \(\{u_n\}_{n=1}^\infty \subset X\) satisfying \(u_n \to u \in X\), one has \(\liminf_{n \to \infty} j(u_n) \geq j(u)\). Let \(j : X \to \mathbb{R} \cup \{+\infty\}\) be a lower semicontinuous convex functional with domain \(D(j) = \{u \in X \mid j(u) < +\infty\}\) and \(u \in D(j)\). Then there exists \(u^* \in X^*\) such that \(j(v) - j(u) \geq \langle u^*, v - u \rangle_{X^* \times X}\) holds for all \(v \in X\). The set of all such \(u^* \in X^*\) is called the convex subdifferential of \(j\) at \(u\) and we denote it by \(\partial j(u)\).

For a set-valued operator \(A : X \to 2^{X^*}\), the graph of \(A\) is denoted by \(G(A)\), i.e.,

\[
G(A) := \{(u, u^*) \in X \times X^* \mid u^* \in A(u)\}.
\]

A set-valued operator \(A : X \to 2^{X^*}\) is called monotone if

\[
\langle u^* - v^*, u - v \rangle_{X^* \times X} \geq 0, \quad \forall (u, u^*), (v, v^*) \in G(A).
\]

Moreover, a monotone operator \(A\) is called maximal monotone if for any \((u, u^*) \in X \times X^*\) satisfying

\[
\langle u^* - v^*, u - v \rangle_{X^* \times X} \geq 0, \quad \forall (v, v^*) \in G(A),
\]

one has \((u, u^*) \in G(A)\).

A functional \(j : X \to \mathbb{R} \cup \{\infty\}\) is called proper if \(j(v) > -\infty\) for all \(v \in X\) and there exists a point \(u \in X\) such that \(j(u) < +\infty\). For a proper, convex and lower semicontinuous functional \(j : X \to \mathbb{R} \cup \{\infty\}\), it is well known that \(\partial j : X \to 2^{X^*}\) is maximal monotone.

At the end of this section, we recall two known results which will be used to obtain our main results.

Lemma 2.1. \([31, \text{Proposition 3.1}]\) Let \(A : C([0, T]; X) \to C([0, T]; X)\) be an operator satisfying the following property: there exists a constant \(h > 0\) such that

\[
\|A u_t(t) - A u_2(t)\|_X \leq h \int_0^t \|u_1(s) - u_2(s)\|_X ds, \quad \forall u_1, u_2 \in C([0, T]; X), \: t \in [0, T].
\]

Then there exists a unique element \(u^* \in C([0, T]; X)\) such that \(A u^* = u^*\).

Lemma 2.2. \([28, \text{Lemma 3.3}]\) Let \(V\) be a reflexive Banach space and \(K\) be a closed convex nonempty subset of \(V\). Suppose that \(A : K \to V^*\) and \(\varphi : K \times K \to \mathbb{R}\) satisfy the following hypotheses:

\(H(A)\): \(A : K \to V^*\) is strongly monotone Lipschitz continuous, i.e.,

\[
\begin{align*}
(a) & \quad \langle A u_1 - A u_2, u_1 - u_2 \rangle_{V^* \times V} \geq m \|u_1 - u_2\|_V^2 \quad \text{for all } u_1, u_2 \in K \text{ with } m > 0; \\
(b) & \quad \|A u_1 - A u_2\|_{V^*} \leq L \|u_1 - u_2\|_V \quad \text{for all } u_1, u_2 \in K \text{ with } L > 0.
\end{align*}
\]
H(ϕ): $\varphi : K \times K \to \mathbb{R}$ is such that

(a) for any $u \in K$, $\varphi(u, \cdot)$ is convex and lower semicontinuous on $K$;

(b) for any $u_1, u_2, v_1, v_2 \in K$, there exists $\beta > 0$ such that

$$\varphi(u_1, v_2) - \varphi(u_1, v_1) + \varphi(u_2, v_1) - \varphi(u_2, v_2) \leq \beta \|u_1 - u_2\|_V \|v_1 - v_2\|_V.$$ 

If $m > \beta$, then for each $f \in V^*$, there exists a unique element $u \in K$ such that

$$\langle Au, v - u \rangle_{V^* \times V} + \varphi(u, v) - \varphi(u, u) \geq \langle f, v - u \rangle_{V^* \times V}, \quad \forall v \in K.$$

### 3 Unique solvability for DQVIs (1.1)

In this section, we provide some sufficient conditions for ensuring the existence and uniqueness of solution for DQVIs (1.1). To this end, we consider the Gelfand triplet of Banach spaces $(V, H, V^*)$ which have compact and dense embeddings. We also need the following assumptions.

H(A): The operator $A : I \times V \to V^*$ satisfies

(a) $A(\cdot, v)$ is continuous on $I$ for any given $v \in V$.

(b) $A(t, \cdot)$ is Lipschitz continuous with $L_A > 0$ on $V$ for any given $t \in I$, i.e.,

$$\|A(t, u_1) - A(t, u_2)\|_{V^*} \leq L_A \|u_1 - u_2\|_V, \quad \forall (t, u_1, u_2) \in I \times V \times V.$$

H(B): The operator $B : I \times V \times Y \to V^*$ satisfies

(a) $B(\cdot, v, \zeta)$ is continuous on $I$ for any given $v \in V$ and $\zeta \in Y$.

(b) $B(t, \cdot, \cdot)$ is Lipschitz continuous with $L_B > 0$ on $V \times Y$ for any given $t \in I$, i.e.,

$$\|B(t, u_1, \zeta_1) - B(t, u_2, \zeta_2)\|_{V^*} \leq L_B (\|u_1 - u_2\|_V + \|\zeta_1 - \zeta_2\|_Y), \quad \forall t \in I, \forall u_1, u_2 \in V, \forall \zeta_1, \zeta_2 \in Y.$$

(c) There exists $\rho \in L^2(I; \mathbb{R}^+)$ such that

$$\|B(t, u, \zeta)\|_{V^*} \leq \rho(t) (\|\zeta\|_Y + \|u\|_V), \quad \forall (t, u, \zeta) \in I \times V \times Y.$$

H(C): The operator $C : I \times V \to V^*$ satisfies

(a) $C(t, \cdot)$ is Lipschitz continuous with $L_{C1} > 0$ on $V$ for any given $t \in I$, i.e.,

$$\|C(t, u_1) - C(t, u_2)\|_{V^*} \leq L_{C1} \|u_1 - u_2\|_V, \quad \forall (t, u_1, u_2) \in I \times V \times V.$$

(b) $C(\cdot, u)$ is Lipschitz continuous with $L_{C2} > 0$ on $I$ for any given $u \in V$, i.e.,

$$\|C(t_1, u) - C(t_2, u)\|_{V^*} \leq L_{C2} \|t_1 - t_2\|_V, \quad \forall (t_1, t_2, u) \in I \times I \times V.$$

(c) $C(t, \cdot)$ is strong monotone with $L_C > 0$ on $V$ for any given $t \in I$, i.e.,

$$\langle C(t, u_1) - C(t, u_2), u_1 - u_2 \rangle_{V^* \times V} \geq m_C \|u_1 - u_2\|_V^2, \quad \forall (t, u_1, u_2) \in I \times V \times V.$$

H(j): The functional $j : W \times V \times V \to \mathbb{R}$ satisfies
(a) $j(w, u, \cdot)$ is convex proper and lower semicontinuous on $V$ for any given $(w, u) \in W \times V$.

(b) There exist $\alpha_0 > 0$ and $\alpha_1 > 0$ such that

$$j(w_1, u_1, v_2) - j(w_1, u_1, v_1) + j(w_2, u_2, v_1) - j(w_2, u_2, v_2) \leq \alpha_0 \|w_1 - w_2\|_W \|v_1 - v_2\|_V + \alpha_1 \|u_1 - u_2\|_V \|v_1 - v_2\|_V, \quad \forall w_1, w_2 \in W, \forall u_1, u_2, v_1, v_2 \in V.$$

**H(F):** The operator $F : I \times W \times V \to W$ satisfies

(a) $F(\cdot, w, v)$ is continuous on $I$ for any given $(w, v) \in W \times V$.

(b) $F(t, \cdot, \cdot)$ is Lipschitz continuous with $L_F > 0$ on $V \times Y$ for any given $t \in I$, i.e.,

$$\|F(t, w_1, u_1) - F(t, w_2, u_2)\|_W \leq L_F (\|u_1 - u_2\|_V + \|w_1 - w_2\|_W), \quad \forall t \in I, \forall w_1, w_2 \in W, \forall u_1, u_2 \in V.$$

**H(\phi):** The operator $\phi : I \times V \times Y \to Y_1$ satisfies

(a) $\phi(t, \cdot, \cdot)$ is Lipschitz continuous with $L_\phi > 0$ on $V \times Y$ for any given $t \in I$, i.e.,

$$\|\phi(t, u, \zeta) - \phi(t, v, \eta)\|_{Y_1} \leq L_\phi (\|u - v\|_V + \|\zeta - \eta\|_{Y_1}), \quad \forall t \in I, \forall u, v \in V, \forall \zeta, \eta \in Y.$$

(b) $\phi(\cdot, 0_V, 0_Y) \in L^2(I; Y_1)$.

**H(a):** The functional $a : Y \times Y \to \mathbb{R}$ satisfies

(a) $a(\cdot, \cdot)$ is a continuous bilinear symmetric coercive functional and there exist $a_1 \in \mathbb{R}$ and $a_2 > 0$ such that

$$a(\eta, \eta) + a_1 \|\eta\|_{Y_1}^2 \geq a_2 \|\eta\|_V^2, \quad \forall \eta \in Y.$$

The main result of this section can be stated as follows.

**Theorem 3.1.** Suppose that assumptions H(A), H(B), H(C), H(j), H(F), H(\phi), H(a) hold and $m_C > \alpha_1$. Then DQVIs (3.1) has a unique solution $(\zeta, u, w) \in (H^1(I; Y_1) \cap L^2(I; Y)) \times C^1(I; K_V) \times C^1(I; W)$.

We divide the proof of Theorem 3.1 into a series of lemmas. To this end, we first consider the following auxiliary problem.

**Problem 3.1.** For any given $w \in C(I; W)$, find $\tilde{u}_w : I \to K_V$ such that, for all $t \in I$ and $v \in K_V$

$$\langle C(t, \tilde{u}_w(t)), v - \tilde{u}_w(t) \rangle_{V^* \times V} + j(w(t), \tilde{u}_w(t), v) - j(w(t), \tilde{u}_w(t), \tilde{u}_w(t)) \geq \langle f(t), v - \tilde{u}_w(t) \rangle_{V^* \times V}, \quad \forall v \in K_V. \quad (3.1)$$

**Lemma 3.1.** Assume that H(C) and H(j) hold and $m_C > \alpha_1$. Then for any given $w \in C(I; W)$ and $f \in C(I; V^*)$, Problem 3.1 has a unique solution $\tilde{u}_w \in C(I, K_V)$.

**Proof.** For any fixed $t$, define an operator $A : V \to V^*$ and a function $\varphi : V \times V \to \mathbb{R}$ by setting

$$Au = C(t, \tilde{u}(t)), \quad \varphi(u, v) = j(w(t), \tilde{u}(t), v), \quad \forall u, v \in K, t \in I.$$

Clearly, $A$ and $\varphi$ satisfy all the assumptions of Lemma 2.2. Thus, it follows from Lemma 2.2 that Problem 3.1 has a unique solution $\tilde{u}_w(t) \in K_V$. Next we prove that $\tilde{u}_w \in C(I, K_V)$. For $t_1, t_2 \in I$, denote $\tilde{u}_w(t_i) = \hat{u}_i, f(t_i) = f_i, w(t_i) = w_i$ with $i = 1, 2$. Thus, inequality 3.1 yields

$$\langle C(t_1, \hat{u}_1), \hat{u}_2 - \hat{u}_1 \rangle_{V^* \times V} + j(w_1, \hat{u}_1(t), \hat{u}_2) - j(w_1, \hat{u}_1(t), \hat{u}_1) \geq \langle f_1, \hat{u}_2 - \hat{u}_1 \rangle \quad (3.2)$$
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and
\[ \langle C(t_2, \dot{u}_2), \dot{u}_1 - \dot{u}_2 \rangle_{V^* \times V} + j(w_2, \dot{u}_2(t), \dot{u}_1) - j(w_2, \dot{u}_2, \dot{u}_2) \geq \langle f_2, \dot{u}_1 - \dot{u}_2 \rangle. \]  \tag{3.3}

Adding (3.2) to (3.2), one has
\[ \langle C(t_1, \dot{u}_1), \dot{u}_1 - \dot{u}_2 \rangle_{V^* \times V} \]
\[ \leq j(w_1, \dot{u}_1(t), \dot{u}_2) - j(w_1, \dot{u}_1, \dot{u}_1) + j(w_2, \dot{u}_2(t), \dot{u}_1) \]
\[ - j(w_2, \dot{u}_2, \dot{u}_2) + \langle f_1 - f_2, u_1 - u_2 \rangle \]
and so
\[ \langle C(t_1, \dot{u}_1) - C(t_2, \dot{u}_2), \dot{u}_1 - \dot{u}_2 \rangle_{V^* \times V} \]
\[ \leq j(w_1, \dot{u}_1(t), \dot{u}_2) - j(w_1, \dot{u}_1, \dot{u}_1) + j(w_2, \dot{u}_2(t), \dot{u}_1) \]
\[ - j(w_2, \dot{u}_2, \dot{u}_2) + \langle f_1 - f_2, u_1 - u_2 \rangle + \langle C(t_2, \dot{u}_2) - C(t_1, \dot{u}_2), \dot{u}_1 - \dot{u}_2 \rangle_{V^* \times V}. \]  \tag{3.4}

By conditions \( H(j)(b) \) and \( H(C)(b)(c) \), inequality (3.4) becomes
\[ (m_C - \alpha_1)\|\dot{u}_1 - \dot{u}_2\| \leq \alpha_0\|w_1 - w_2\|_W + \|f_1 - f_2\|_{V^*} + L_{C_2}|t_1 - t_2|. \]  \tag{3.5}

Since \( w \in C(I; W) \) and \( f \in C(I; V^*) \), it follows from (3.5) that
\[ \lim_{t_1 \to t_2} \|\dot{u}_w(t_1) - \dot{u}_w(t_2)\|_V = 0, \]
i.e., \( \dot{u}_w \in C(I, K_V) \). This finishes the proof.

**Lemma 3.2.** Suppose that \( H(A), H(B), H(C), H(j) \) hold and \( m_C > \alpha_1 \). Then for any given \( \zeta \in H^1(I; Y_1) \cap L^2(I; Y) \), \( w \in C(I; W) \), and \( f \in C(I; V^*) \), the following problem
\[
\begin{cases}
\text{find } u_{w\zeta} : (0, T) \to K_V \text{ such that } \\
\left\langle A(t, u_{w\zeta}(t)) + \int_0^t B(t - s, u_{w\zeta}(s), \zeta(s))ds + C(t, \dot{u}_{w\zeta}(t)), v - \dot{u}_{w\zeta}(t) \right\rangle_{V^* \times V} \\
+ j(w, \dot{u}_{w\zeta}(t), v) - j(w, \dot{u}_{w\zeta}(t), u_{w\zeta}(t)) \geq \langle f(t), v - \dot{u}_{w\zeta}(t) \rangle_{V^* \times V}, \quad \forall t \in I, \forall v \in K_V,
\end{cases}
\]
\[ \text{where } u_{w\zeta}(0) = u_0 \]  \tag{3.6}
has a unique solution \( u_{w\zeta} \in C^1(I; K_V) \).

**Proof.** Let us fix \( \eta \in C(I; K_V) \). We consider the following auxiliary for (3.6).
\[
\begin{cases}
\text{find } u_{w\zeta\eta} : (0, T) \to K_V \text{ such that } \\
\left\langle C(t, \dot{u}_{w\zeta\eta}(t)), v - \dot{u}_{w\zeta\eta}(t) \right\rangle_{V^* \times V} + j(w(t), \dot{u}_{w\zeta\eta}(t), v) - j(w(t), \dot{u}_{w\zeta\eta}(t), \dot{u}_{w\zeta\eta}(t)) \geq \langle f_\eta(t), v - \dot{u}_{w\zeta\eta}(t) \rangle_{V^* \times V}, \quad \forall t \in I, \forall v \in K_V,
\end{cases}
\]
\[ \text{where } u_{w\zeta\eta}(0) = u_0, \]  \tag{3.7}
where \( f_\eta \) is defined by
\[ f_\eta(t) := f(t) - \int_0^t B \left( t - s, \int_0^s \eta(s)ds, \zeta(s) \right) - A \left( t, \int_0^s \eta(s)ds \right). \]
We first claim that \( f_\eta \in C(I; V^*) \). For any given \( t_1, t_2 \in I \) with \( t_1 < t_2 \), it follows from the definition of \( f_\eta \) that

\[
\| f_\eta(t_2) - f_\eta(t_1) \|_{V^*} \leq \| f(t_1) - f(t_2) \| + \left\| \int_{t_1}^{t_2} B \left( t_2 - s, \int_0^s \eta(s)ds, \zeta(s) \right) ds - \int_{t_1}^{t_2} B \left( t_1 - s, \int_0^s \eta(s)ds, \zeta(s) \right) ds \right\|
\]

\[
+ \left\| A \left( t_2, \int_{0}^{t_2} \eta(s)ds \right) - A \left( t_2, \int_{0}^{t_1} \eta(s)ds \right) \right\| + \left\| A \left( t_1, \int_{0}^{t_1} \eta(s)ds \right) - A \left( t_1, \int_{0}^{t_1} \eta(s)ds \right) \right\|.
\]

By condition H(B)(c) and Hölder’s inequality, we have

\[
\int_{t_1}^{t_2} \left\| B \left( t_2 - s, \int_0^s \eta(s)ds, \zeta(s) \right) \right\| ds \leq \int_{t_1}^{t_2} \| \rho(t_2 - s) \| \int_0^s \| \eta(s)ds \| ds + \int_{t_1}^{t_2} \| \rho(t_2 - s) \| \| \zeta(s) \| ds
\]

\[
\leq T \| \rho \|_{C(I; V^*)} \left( \sqrt{t_2 - t_1} \right) \left( \int_{t_1}^{t_2} \| \rho(t_2 - s) \|^2 ds \right)^{\frac{1}{2}} + \left( \int_{t_1}^{t_2} \| \rho(t_2 - s) \|^2 ds \right)^{\frac{1}{2}} \left( \int_{t_1}^{t_2} \| \zeta(s) \|^2 ds \right)^{\frac{1}{2}}
\]

\[
\rightarrow 0 \text{ as } |t_1 - t_2| \rightarrow 0.
\]

According to condition H(B)(a), one has

\[
\int_{t_1}^{t_2} \left\| B \left( t_2 - s, \int_0^s \eta(s)ds, \zeta(s) \right) \right\| ds \rightarrow 0 \text{ as } |t_1 - t_2| \rightarrow 0.
\]

By the continuity of \( f \) and \( A(t, \cdot) \), we know that \( \lim_{|t_1 - t_2| \rightarrow 0} \| f_\eta(t_2) - f_\eta(t_1) \|_{V^*} = 0 \) and so \( f_\eta \in C(I; V^*) \).

Now it follows from Lemma 3.11 that problem (3.27) has a unique solution \( \hat{u}_{w\zeta, \eta} \in C(I; K_Y) \). Thus, we can define an operator \( \Lambda : \eta \mapsto \hat{u}_{w\zeta, \eta} \), where \( \eta \in C(I; V) \) and \( \hat{u}_{w\zeta, \eta}(t) \) is the unique solution of problem (3.27). Next we show that \( \Lambda \) has a unique fixed point in \( C(I; V) \). In fact, let \( \hat{u}_0(t) \) and \( \hat{u}_1(t) \) be two solutions of (3.27) Then

\[
(C(t, \hat{u}_1(t)), v - \hat{u}_1(t))_{V^* \times V} + j(w, \hat{u}_1(t), v) - j(w, \hat{u}_1(t), \hat{u}_1(t)) \geq \langle f_\eta(t), v - \hat{u}_1(t) \rangle_{V^* \times V}, \quad i = 0, 1
\]

for all \( v \in K_Y \) and all \( t \in I \). Testing (3.11) with \( \hat{u}_{1-i}(t) \), we obtain

\[
\langle C(t, \hat{u}_0(t)) - C(t, \hat{u}_1(t)), \hat{u}_0 - \hat{u}_1(t) \rangle_{V^* \times V} \leq j(w, \hat{u}_0(t), \hat{u}_1(t)) + j(w, \hat{u}_1(t), \hat{u}_0(t)) - j(w, \hat{u}_1(t), \hat{u}_1(t))
\]

\[
- j(w, \hat{u}_0(t), \hat{u}_0(t)) + \langle f_\eta - f_{\eta_0}, \hat{u}_0(t) - \hat{u}_1(t) \rangle_{V^* \times V}
\]

\[
(3.12)
\]
for all \( t \in I \). According to conditions H(A)(b), H(B)(b) and H(j)(b), inequality (5.12) yields

\[
m_C \| \dot{u}_0(t) - \dot{u}_1(t) \|^2_V \leq \alpha_1 \| \dot{u}_0(t) - \dot{u}_1(t) \|^2_V + \| f_{\eta}(t) - f_{\eta_0}(t) \|_{V^{-1}} \| \dot{u}_0(t) - \dot{u}_1(t) \|_V \]
\[
\leq \alpha_1 \| \dot{u}_0(t) - \dot{u}_1(t) \|^2_V + \left\| A \left( t, \int_0^t \eta_0(s) ds \right) - A \left( t, \int_0^t \eta_1(s) ds \right) \right\|_V \| \dot{u}_0(t) - \dot{u}_1(t) \|_V \]
\[
+ \left\| \int_0^t B \left( t-s, \int_0^s \eta_0(s) ds, \zeta(s) \right) ds - \int_0^t B \left( t-s, \int_0^s \eta_1(s) ds, \zeta(s) \right) ds \right\|_V \| \dot{u}_0(t) - \dot{u}_1(t) \|_V \]
\[
\leq \alpha_1 \| \dot{u}_0(t) - \dot{u}_1(t) \|^2_V + L_A \int_0^t \| \eta_0(s) - \eta_1(s) \|_V ds \| \dot{u}_0(t) - \dot{u}_1(t) \|_V \]
\[
+ L_B \int_0^t \| \eta_0(s) - \eta_1(s) \|_V \| \dot{u}(t) - \dot{u}_1(t) \|_V \]
\[
\leq \alpha_1 \| \dot{u}_0(t) - \dot{u}_1(t) \|^2_V + (L_A + TL_B) \int_0^t \| \eta_0(s) - \eta_1(s) \|_V ds \| \dot{u}_0(t) - \dot{u}_1(t) \|_V \]
\]

(3.13)

for all \( t \in I \). Hence

\[
\| \dot{u}_0(t) - \dot{u}_1(t) \|_V \leq \frac{L_A + TL_B}{m_C - \alpha_1} \int_0^t \| \eta_1(s) - \eta_2(s) \|_V ds.
\]

From Lemma 3.1 we can see that \( \Lambda \) has a unique fixed point \( \dot{u}_{w_\zeta} \in C(I; K_V) \). Since \( u_{w_0}(0) = u_0 \), we know that (3.6) has a unique solution \( u_{w_\zeta} \in C^1(I; K_V) \). This completes the proof. \( \square \)

Remark 3.1. We need some useful inequalities for the solution \( u_{w_\zeta} \) of problem (3.6). Let \( w_1, w_2 \in C(I; W) \) and \( \zeta_1, \zeta_2 \in H^1(I; Y_1) \cap L^2(I; Y) \). Replacing \( w = w_i \) and \( \zeta = \zeta_i \) with \( i = 1, 2 \) in problem (3.6) and applying Hölder’s inequality, we have

\[
(m_C - \alpha_1) \| \dot{u}_{w_1\zeta_1}(t) - \dot{u}_{w_2\zeta_2}(t) \| \leq \left( L_B \int_0^t \| \dot{u}_{w_1\zeta_1}(s) - \dot{u}_{w_2\zeta_2}(s) \| ds + \alpha_0 \| w_1(t) - w_2(t) \| \right) \int_0^t \| \zeta_1(s) - \zeta_2(s) \| ds
\]
\[
\leq \left( L_A + L_B t \right) \int_0^t \| \dot{u}_{w_1\zeta_1}(s) - \dot{u}_{w_2\zeta_2}(s) \| ds + \alpha_0 \| w_1(t) - w_2(t) \| + \left( L_B \sqrt{t} \right) \int_0^t \| \zeta_1(s) - \zeta_2(s) \|^2 ds \frac{1}{2} ds
\]
\]

(3.14)

and so

\[
\| \dot{u}_{w_1\zeta_1}(t) - \dot{u}_{w_2\zeta_2}(t) \| \leq \left( \frac{L_A + L_B t}{m_C - \alpha_1} \right) \int_0^t \| \dot{u}_{w_1\zeta_1}(s) - \dot{u}_{w_2\zeta_2}(s) \| ds + \frac{L_B \sqrt{t}}{m_C - \alpha_1} \| \zeta_1 - \zeta_2 \|_{L^2(I; Y_1)}
\]
\[
+ \frac{\alpha_0}{m_C - \alpha_1} \| w_1(t) - w_2(t) \|. \quad (3.15)
\]

Applying Gronwall’s inequality yields

\[
\| \dot{u}_{w_1\zeta_1}(t) - \dot{u}_{w_2\zeta_2}(t) \|
\leq \left( \frac{L_A + L_B t}{m_C - \alpha_1} \right) \alpha_0 \frac{2^{2+\frac{3}{2}+\frac{3}{2}n}}{\pi^2 (m_C - \alpha_1)^2} \int_0^t \| w_1(s) - w_2(s) \| ds \frac{\alpha_0}{m_C - \alpha_1} \| w_1(t) - w_2(t) \|
\]
\[
+ \left( \frac{L_B \sqrt{t}}{m_C - \alpha_1} + \frac{2L_B \sqrt{t} (L_A + L_B t)}{3(m_C - \alpha_1)^2} \frac{2^{2+\frac{3}{2}+\frac{3}{2}n}}{\pi^2 (m_C - \alpha_1)^2} \right) \| \zeta_1 - \zeta_2 \|_{L^2(I; Y_1)}. \quad (3.16)
\]

In order to prove Theorem 5.1 we also need to introduce the following auxiliary problem.
Problem 3.2. Find \( u_\zeta : I \to K_Y \) and \( w_\zeta : I \to W \) such that, for all \( t \in I \),
\[
\dot{u}_\zeta(t) = F(t, w_\zeta(t), \dot{u}_\zeta(t)),
\]
\[
\left\langle A(t, u_\zeta(t)) + \int_0^t B(t - s, u_\zeta(s), \zeta(s))ds + C(t, \dot{u}_\zeta(t), v) - \dot{u}_\zeta(t) \right\rangle_{V^* \times V}
+ j(w_\zeta(t), u_\zeta(t), v) - j(w_\zeta(t), \dot{u}_\zeta(t), u_\zeta(t)) \geq \langle f(t), v - \dot{u}_\zeta(t) \rangle_{V^* \times V}, \quad \forall v \in K_Y,
\]
where \( u_\zeta(0) = u_0, \quad w_\zeta(0) = w_0 \) and \( \zeta \in C(I; K_Y) \).

Lemma 3.3. Suppose that H(A), H(B), H(C), H(\|) and H(F) hold and \( m_C > \alpha_1 \). Then for any given \( \zeta \in H^1(I; Y) \cap L^2(I; Y) \) and \( f \in C(I; V^*) \), Problem 3.2 has a unique solution \( (u_\zeta, w_\zeta) \in C^1(I; K_Y) \times C^1(I; W) \).

Proof. Define an operator \( G : C^1(I; W) \to C(I; K_Y) \) by \( G(w)(t) = \dot{u}_w(t), \) where \( u_w \zeta \) is the solution of problem \( \text{Problem 3.2} \). By the proof of Lemma 3.2, we know that \( G \) is well-defined. Then we need to illustrate that there exists a unique \( w_\zeta \in C^1(I; W) \) such that
\[
\dot{w}_\zeta(t) = F(t, w_\zeta(t), G(w_\zeta))(t).
\]
Moreover, \( (G(w_\zeta), w_\zeta) \in C(I; K_Y) \times C^1(I; W) \) is the unique solution of Problem 3.2.

For this purpose, we consider an operator \( \Lambda : C(I; W) \to C^1(I; K_Y) \) defined as follows:
\[
\Lambda w_\zeta(t) = \int_0^t F(s, w_\zeta(s), G(w_\zeta)(s))ds + w_0, \quad \forall t \in [0, T].
\]
According to the definition of operator \( G \) and conditions H(F)(a)(b) that \( \Lambda w_\zeta \in C^1(I; W) \) when \( w_\zeta \in C(I; W) \). Because the fixed point of \( \Lambda \) is the solution of \( \text{Problem 3.2} \), we only need to prove that \( \Lambda \) has a unique fixed point in \( C(I; W) \).

Let \( w_{\zeta_1}, w_{\zeta_2} \in C(I; W) \). We can draw a conclusion from \( G, \Lambda \) and condition H(F)(b) that
\[
\|\Lambda w_{\zeta_1}(t) - \Lambda w_{\zeta_2}(t)\| \leq \int_0^t \|F(s, w_{\zeta_1}(s), G(w_{\zeta_1})(s)) - F(s, w_{\zeta_2}(s), G(w_{\zeta_2})(s))\|ds.
\]
Denote
\[
c_q = \left( \frac{L_A + L_BT}{m_C - \alpha_1} \right) \frac{\beta}{\alpha_0}, \quad c_p = \frac{\alpha_0}{m_A - \alpha_1}.
\]
Then it follows from Remark 3.1 that
\[
\|G(w_{\zeta_1})(s) - G(w_{\zeta_2})(s)\| \leq c_q \int_0^s \|w_{\zeta_1}(l) - w_{\zeta_2}(l)\|dl + c_p \|w_{\zeta_1}(s) - w_{\zeta_2}(s)\|.
\]
These inequalities give
\[
\|\Lambda w_{\zeta_1}(t) - \Lambda w_{\zeta_2}(t)\| \leq (L_F + L_Fc_p) \int_0^t \|w_{\zeta_1}(s) - w_{\zeta_2}(s)\|ds + L_Fc_q \int_0^t \int_0^s \|w_{\zeta_1}(l) - w_{\zeta_2}(l)\|dlds
\]
and so
\[
\|\Lambda w_{\zeta_1}(t) - \Lambda w_{\zeta_2}(t)\|_\beta \leq \left( \frac{L_F + L_Fc_p}{\beta} \right) \|w_{\zeta_1} - w_{\zeta_2}\|_\beta + \frac{L_Fc_q}{\beta^2} \|w_{\zeta_1} - w_{\zeta_2}\|_\beta
\]
with \( \beta > 0 \) and \( \|w\|_\beta = \max_{t \in I} e^{-\beta t}\|w(t)\|_W \) for all \( w \in C(I; W) \). Thus, \( \| \cdot \|_\beta \) is an equivalent norm in \( C(I; W) \). From inequality (3.20), we know that \( A \) is a contraction operator on \( C(I; W) \) and \( C(I; W) \) endowed with the norm \( \| \cdot \|_\beta \). Thus, \( A \) has a unique fixed point \( w_\zeta \in C(I; W) \) and so \( (w_\zeta, G(w_\zeta)) \) solves the Problem 3.2, which concludes the proof. \( \square \)

**Remark 3.2.** We need some useful inequalities for the solution \( u_\zeta \) of Problem 3.2. For any given \( \zeta_1, \zeta_2 \in H^1(I; Y_1) \cap L^2(I; Y) \), let \( (u_\zeta, w_\zeta) \in C(I; V) \times C^1(I; W) \) be the unique solution of Problem 3.2 with \( \zeta = \zeta_i \) for \( i = 1, 2 \). From the proof of Lemma 3.3, we have

\[
\|w_{\zeta_1}(t) - w_{\zeta_2}(t)\| \\
\leq (L_F + L_Fc_p) \int_0^t \|w_{\zeta_1}(s) - w_{\zeta_2}(s)\|ds + L_Fc_q \int_0^t \|w_{\zeta_1}(l) - w_{\zeta_2}(l)\|dl + L_Fc_r T \|\zeta_1 - \zeta_2\|_{L^2(I,Y_1)}
\]

(3.21)

and

\[
\|\dot{u}_{\zeta_1}(t) - \dot{u}_{\zeta_2}(t)\| \\
\leq c_q \int_0^t \|w_{\zeta_1}(s) - w_{\zeta_2}(s)\|ds + c_p \|w_{\zeta_1}(l) - w_{\zeta_2}(l)\| + c_r \|\zeta_1 - \zeta_2\|_{L^2(I,Y_1)}.
\]

(3.22)

where

\[
c_r = \frac{L_B \sqrt{T}}{m_C - \alpha_1} + \frac{2L_Bt^2(L_A + L_BT)}{3(m_C - \alpha_1)^2} e^{\frac{2L_At + L_BT^2}{3(m_C - \alpha_1)^2}}.
\]

By Gronwall’s inequality, it follows from (3.21) that

\[
\|w_{\zeta_1}(t) - w_{\zeta_2}(t)\| \leq (L_Fc_r T) \|\zeta_1 - \zeta_2\|_{L^2(I,Y_1)} e^{(L_F + L_Fc_p + L_Fc_q)T}.
\]

(3.23)

Combining (3.22) and (3.23) yields

\[
\|\dot{u}_{\zeta_1}(t) - \dot{u}_{\zeta_2}(t)\| \\
\leq (L_Fc_q c_r T + L_Fc_p c_r T) e^{(L_F + L_Fc_p + L_Fc_q)T} + c_r \|\zeta_1 - \zeta_2\|_{L^2(I,Y_1)}.
\]

Moreover, for the unique solution \( (u_\zeta, w_\zeta) \in C^1(I; K_Y) \times C^1(I; W) \) of Problem 3.2, we need to consider the following auxiliary problem.

**Problem 3.3.** Find \( \zeta : I \to K_Y \) such that

\[
\langle \dot{\zeta}(t), \eta - \zeta(t) \rangle_{Y_1} + a(\zeta(t), \eta - \zeta(t)) \geq \langle \phi(t, u_\zeta(t), \zeta(t)), \eta - \zeta(t) \rangle_{Y_1}, \quad \forall \eta \in K_Y,
\]

(3.24)

with \( \zeta(0) = \zeta_0 \in K_Y \).

**Remark 3.3.** We observe that if \( \zeta \in H^1(I; Y_1) \cap L^2(I; Y) \) is a unique solution of Problem 3.3 then \( (\zeta, u_\zeta, w_\zeta) \in H^1(I; Y_1) \cap L^2(I; Y) \times C^1(I; K_Y) \times C^1(I; W) \) is a unique solution of DQVIs 11.1.

In order to prove Lemma 3.4, we need the following Lemma given in 13.

**Lemma 3.4.** Suppose that condition H(a) holds. Then for any given \( \lambda \in L^2(I; Y_1) \), there exists a unique \( \zeta \in H^1(I; Y_1) \cap L^2(I; Y) \) such that

\[
\langle \dot{\zeta}(t), \eta - \zeta(t) \rangle_{Y_1} + a(\zeta(t), \eta - \zeta(t)) \geq \langle \lambda(t), \eta - \zeta(t) \rangle_{Y_1}, \quad \forall \eta \in K_Y,
\]

(3.25)

with \( \zeta(0) = \zeta_0 \in K_Y \). Moreover, if \( \zeta_i \) is the unique solution to problem 3.25 for \( \lambda_i \in L^2(I; Y_1) \) with \( i = 1, 2 \), then

\[
\|\zeta_1(t) - \zeta_2(t)\|_{Y_1}^2 \leq d_1 \int_0^t \|\lambda_1(s) - \lambda_2(s)\|_{Y_1}^2 ds \quad \text{for a.e. } t \in (0, T)
\]

(3.26)

with \( d_1 > 0 \).
Lemma 3.5. Suppose that conditions H(A), H(B), H(C), H(j), H(F), H(ϕ), H(a) hold and $m_C > \alpha_1$. Then Problem 3.3 has a unique solution $ζ ∈ H^1(I; Y_1) ∩ L^2(I; Y)$.

Proof. For any given $θ ∈ L^2(I; Y_1)$, it follows from Lemma 3.3 that Problem 3.2 has a unique solution $(u_θ, w_θ) ∈ C(I; K_Y) × C^1(I; W)$. Let $ϕ_θ(t) := ϕ(t, u_θ(t), ϑ(t))$. We claim that $ϕ_θ ∈ L^2(I; Y_1)$. Indeed, the condition $H(ϕ)(a)$ derives the following inequality

$$\|ϕ_θ(t)\|_{Y_1}^2 \leq 2\|ϕ(t, u_θ(t), ϑ(t)) - ϕ(t, 0_V, 0_Y_1)\|_{Y_1}^2$$

Then Lemma 3.4 yields

$$\|ϕ_θ(t, u_θ(t), ϑ(t))\|_{Y_1}^2 \leq 2(L_ϕ(\|u_θ(t)\|_{V} + \|ϑ(t)\|_{Y_1})) + 2\|ϕ(t, 0_V, 0_Y_1)\|_{Y_1}^2 \leq 4L^2_ϕ(\|u_θ(t)\|_{V}^2 + \|ϑ(t)\|_{Y_1}^2) + 2\|ϕ(t, 0_V, 0_Y_1)\|_{Y_1}^2. \quad (3.27)$$

Thus inequality (3.27) and condition $H(a)$ show that

$$\|ϕ_θ(t)\|_{L^2(I; Y_1)}^2 \leq 4L^2_ϕ(\|u_θ(t)\|_{V} + \|ϑ(t)\|_{Y_1}) + 2\|ϕ(t, 0_V, 0_Y_1)\|_{L^2(I; Y_1)}^2 \quad (3.28)$$

and so $ϕ_θ(t) ∈ L^2(I; Y_1)$. Taking $λ = ϕ_θ$ in Lemma 3.3 we know that there exists a unique $ζ_θ$ in $H^1(I; Y_1) ∩ L^2(I; Y)$ such that inequality (3.28) holds.

Next we define an operator $Λ : L^2(I; Y_1) → H^1(I; Y_1) ∩ L^2(I; Y)$ by $Λ(θ)(t) = ζ_θ(t)$. Because $(Y, Y_1, Y^*)$ is a Gelfand triplet with dense and compact embeddings, one has $H^1(I; Y_1) ∩ L^2(I; Y) ⊂ L^2(I; Y_1)$. The rest is to show that $Λ$ has a unique fixed point in $L^2(I; Y_1)$. To this end, let $t_i ∈ L^2(I; Y_1)$ with $i = 1, 2$. Then Lemma 3.4 yields

$$\|Λ(θ_1)(t) - Λ(θ_2)(t)\|_{Y_1}^2 = \|ζ_1(t_1) - ζ_2(t_2)\|_{Y_1}^2 \leq d_1 \int_0^t \|ϕ(s, u_θ_1(s), θ_1(s)) - ϕ(s, u_θ_2(s), θ_2(s))\|_{Y_1}^2 ds.$$

Using condition $H(ϕ)(a)$ to the above inequality obtains

$$\|Λ(θ_1)(t) - Λ(θ_2)(t)\|_{Y_1}^2 \leq d_1 \int_0^t \|ϕ(s, u_θ_1(s), θ_1(s)) - ϕ(s, u_θ_2(s), θ_2(s))\|_{Y_1}^2 ds \leq 2d_1L_ϕ \int_0^t (\|u_θ_1(s) - u_θ_2(s)\|_V^2 + \|θ_1(s) - θ_2(s)\|_{Y_1}^2) ds. \quad (3.29)$$

By Remark 3.2 we can adapt the inequality (3.29) as

$$\|Λ(θ_1)(t) - Λ(θ_2)(t)\|_{Y_1}^2 \leq 2d_1L_ϕ \int_0^t (\int_0^t \|u_θ_1(s) - u_θ_2(s)\|_V^2 ds + \|θ_1(s) - θ_2(s)\|_{Y_1}^2) ds \leq c\|θ_1 - θ_2\|^2_{L^2(I; Y_1)}, \quad (3.30)$$

where

$$c = 2d_1L_ϕ \left( \left( L_F c_{P_1} T^2 + L_F c_{P_2} T \right) c (L_F + L_F c_{P_1} + L_F c_{P_2}) T + c_r \right)^2 T^2 + 1.$$ 

Thus inequality (3.3) shows that

$$\|Λ(θ_1)(t) - Λ(θ_2)(t)\|_{L^2(I; Y_1)} \leq \sqrt{c} \int_0^t \|θ_1(t) - θ_2(t)\|_{L^2(I; Y_1)} ds. \quad (3.31)$$

Now it follows from Lemma 2.4 that there exists a unique element $θ^* ∈ L^2(I; Y_1)$ such that $θ^* is the unique fixed point of $Λ$, i.e., $θ^* = Λ(θ^*) = ζ^*, ∈ H^1(I; Y_1) \cap L^2(I; Y)$. Thus, $θ^*$ is a unique solution of Problem 3.3. This completes the proof.

Finally, we can give the proof of Theorem 3.1 as follows.

Proof. By Remark 3.3 and Lemma 3.5 it is easy to see that $(ζ, u_ζ, w_ζ) ∈ (H^1(I; Y_1) \cap L^2(I; Y)) × C^1(I; K_Y) × C^1(I; W)$ is a unique solution of DQVIs (1.1). This completes the proof of Theorem 3.1. □
In this section, we will use the results presented in Section 3 to solve a frictional contact problem of viscoelastic materials with long memory, damage and wear. Assume that $\Omega$ is a bounded and open domain in $\mathbb{R}^d (d = 2, 3)$ and its boundary $\Gamma := \partial \Omega$ is Lipschitz continuous. For any $x \in \Omega$, we denote it as $x = (x_1, x_2, \cdots, x_d)$. Let $\nu$ denote the unit outward normal vector defined a.e. on $\Gamma$. The space of second order symmetric tensors on $\mathbb{R}^d$ is denoted by $\mathbb{S}^d$. Moreover, assume that $\mathbb{R}^d$ and $\mathbb{S}^d$ are equipped with the following inner products and norms

$$u \cdot v = u_i v_i, \quad \|v\|_{\mathbb{R}^d} = (v \cdot v)^{\frac{1}{2}}, \quad \forall u, v \in \mathbb{R}^d,$$

$$\sigma \cdot \tau = \sigma_{ij} \tau_{ij}, \quad \|\tau\|_{\mathbb{S}^d} = (\tau \cdot \tau)^{\frac{1}{2}}, \quad \forall \sigma, \tau \in \mathbb{S}^d,$$

where repeated indices represent summation convention.

We use notations $u = (u_i)$, $\sigma = (\sigma_{ij})$ and $\varepsilon(u) = (\varepsilon_{ij}(u)) = \frac{1}{2}(u_{ij} + u_{ji})$, $i, j = 1, 2, \cdots, d$ to denote the displacement vector, the stress tensor and the linearized strain tensor, respectively, where $u_{ij} \equiv \frac{\partial u_i}{\partial x_j}$. Here and below, the spatial derivative is defined in the sense of distribution. The normal and tangential components of stress field $\sigma$ on $\Gamma$ are denoted by $\sigma_{\nu} = (\sigma_{ij})_{\nu}$ and $\sigma_{\tau} = \sigma - \sigma_{\nu} \nu$, respectively. The normal and tangential components of the displacement field on $\Gamma$ are denoted by $u_{\nu} = u_{\cdot \nu}$ and $u_{\tau} = u - u_{\nu} \nu$, respectively. We are interested in the evolution of the body on the time interval $I = [0, T]$, where $T > 0$ is a constant. The time partial derivative for a function $f(x, t)$ is denoted by $\dot{f}(x, t)$. For the sake of simplicity, we usually omit the variable $x$ in functions.

Now we are in the position to describe the physical background of viscoelastic materials’ quasistatic frictional contact problems with damage, wear and long memory. We consider a viscoelastic body which occupies $\Omega$. The boundary $\partial \Omega$ is composed of three disjoint measurable parts $\Gamma_1$, $\Gamma_2$ and $\Gamma_3$ with $\text{meas}(\Gamma_1) > 0$. Volume forces with density $f_0$ act on $\Omega$ and surface tractions with density $f_2$ act on $\Gamma_2$. On $\Gamma_1$, we suppose that the body is clamped, i.e., the displacement field disappears there. The contact model is established by a normal compliance condition on $\Gamma_3$ with sliding Coulomb’s law of dry friction and wear. The foundation is made of a perfectly rigid material. The velocity of the foundation is denoted by $v^*(t) \neq 0$. Let $n^*$ be the direction of the foundation’s velocity and $\alpha$ be wear rate which are given respectively by

$$n^*(t) = -v^*(t)/\|v^*(t)\|, \quad \alpha(t) = k \|v^*(t)\|,$$

where $k$ stands for the wear coefficient. We use the following abbreviations to simplify the notations $Q = \Omega \times I$, $\Sigma = \Gamma \times I$, $\Sigma_i = \Gamma_i \times I$, $i = 1, 2, 3$.

Thus, we can present the formulation of the contact problem as follows.

**Problem 4.1.** Find a displacement field $u : Q \to \mathbb{R}^d$, a stress field $\sigma : Q \to \mathbb{S}^d$, a damage field $\zeta : \Sigma_3 \to$
where (4.11) gives the initial conditions for the displacement field, the wear function and the damage field. For more details concerned with equations (4.7)-(4.10), we can refer to the literature [32]. Finally, equation (4.1) stands for the viscoelastic constitutive law with damage effect and long memory, where (4.2) gives the evolution of the wear function which can be obtained from the Archard’s law with (4.3) gives the mechanical source of damage which depends on the damage itself and the strain, (4.4) and (4.5) are normal damped condition with unilateral constraint, which have been studied in [7] without wear. In the previous literature, the normal compliance function (4.6) is the convex subdifferential of $K$. From the definition of convex subdifferential, one has

$$(4.11)$$

where $K := \{ s \in \mathbb{R} \mid s \leq q \}$, $I_K$ is the indication function of $K$ and $\partial I_K$ is the convex subdifferential of $I_K$. From the definition of convex subdifferential, one has

$$(4.11)$$

Equation (4.11) stands for the viscoelastic constitutive law with damage effect and long memory, where $\zeta$ is the damage function, $A$, $B$ and $C$ are elasticity, relaxation and viscosity operators, respectively. The evolution law of damage function can be modeled from a parabolic differential inclusion (4.2), where $\phi$ is the mechanical source of damage which depends on the damage itself and the strain, $I_{[0,1]}$ is the indication function of the interval $[0,1]$, $\partial I_{[0,1]}$ is the convex subdifferential of $I_{[0,1]}$ and $\kappa > 0$ is a constant microcrack diffusion coefficient. We select the following damage source function

$$(4.3)$$

where $\lambda_D, \lambda_E$, and $\lambda_w$ are three positive numbers (4.4). Equation (4.3) represents a homogeneous Neumann condition of $\zeta$ on $\Sigma$ and equation (4.4) describes the equilibrium equation. Equations (4.5) and (4.6) denote the clamped boundary condition and the tractive boundary conditions, respectively. Equations (4.7) and (4.8) are called normal damped condition with unilateral constraint, which have been studied in [7] without wear. In the previous literature, the normal compliance function $p(\vec{u}_\nu)$ was used to model the lubricated contact. In this paper, we assume that the lubrication is incomplete and the normal compliance depends on wear, i.e., $p$ has the form of $p(w, \vec{u}_\nu)$ with $w$ being the wear. Equation (4.9) gives the functional relationship between the wear coefficient $k$ and the friction coefficient which denoted $\mu$. Here we assume that $\nu^*(t)$ is much larger than the tangential body velocity $\vec{u}_\tau(t)$. Equation (4.10) is related to the development of the wear function which can be obtained from the Archard’s law with $\alpha(t) = k||\nu^*(t)||$. For more details concerned with equations (4.7)-(4.10), we can refer to the literature [32]. Finally, equation (4.11) gives the initial conditions for the displacement field, the wear function and the damage field.
In order to get the variational formulation of Problem 4.1, we need the following spaces. Let $W^{k,p}(\Omega; \mathbb{R}^d)$ denote the Sobolev space of all functions. On $\Omega$, the weak derivatives of functions with order less than or equal to $k$ are $p$-integrable. Specially, let $H^1 := W^{1,2}(\Omega; \mathbb{R}^d)$ and $H = L^2(\Omega; \mathbb{R}^d)$. Let $V = \{ v \in H^1 | v = 0 \text{ a.e. on } \Gamma_3 \}$ endowed with the norm

$$\|u\|_V := \|u\|_{H^1} = \|u\|_{L^2(\Omega; \mathbb{R}^d)} + \|\nabla u\|_{L^2(\Omega; \mathbb{R}^{d \times d})},$$

where $\nabla u = \left( \frac{\partial u}{\partial x_j} \right)$ for $i, j = 1, \cdots, d$ with $u \in H^1$. Let $\text{Div} \sigma = (\sigma_{ij}) = (\frac{\partial u}{\partial x_j})$ with $\sigma \in W^{1,2}(\Omega; \mathbb{R}^d)$. Then we have the following Green formula:

$$(\text{Div} \sigma, v)_H + (\sigma, \varepsilon(u))_{L^2(\Omega; \mathbb{R}^d)} = \int_{\Gamma} \sigma \cdot v d\Gamma,$$

where $(\sigma, \varepsilon(u))_{L^2(\Omega; \mathbb{R}^d)} = \int_{\Omega} \sigma \cdot v d\Omega$. From the assumption of $\text{meas}(\Gamma_1) > 0$, we know that Korn’s inequality holds, i.e.,

$$\|\varepsilon(v)\|_{L^2(\Omega; \mathbb{R}^d)} \geq c\|v\|_V, \quad \forall v \in V.$$ 

Here and then, $c$ represents a positive constant which may change from line to line. We can endow with inner product on $V$ as

$$\langle u, v \rangle_V = \langle \varepsilon(u), \varepsilon(v) \rangle_{L^2(\Omega; \mathbb{R}^d)}.$$ 

Let $Y = H^1(\Omega; \mathbb{R})$ and $Y_1 = L^2(\Omega; \mathbb{R})$ endowed with the inner products

$$(w, z)_Y = \int_\Omega wz d\Omega, \quad (w, z)_V = (w, z)_Y + \int_\Omega \nabla w \cdot \nabla z d\Omega.$$ 

Denote $K_V = \{ v \in V | v_{\nu} \leq g \text{ a.e. on } \Gamma_3 \}$ and $K_Y = \{ u \in Y | 0 \leq u \leq 1 \text{ a.e. in } \Omega \}$. Then $K_V$ and $K_Y$ are both convex. Suppose that $\{u, \sigma, \zeta, w\}$ are sufficiently smooth functions solving (4.1)-(4.11) with $t \in I$. Then, we can employ the following method to derive the variational formulation of Problem 4.1. Firstly, we use the Green formula and the equation (4.12) to obtain

$$\langle \sigma(t), \varepsilon(v) - \varepsilon(\dot{u}(t)) \rangle_{L^2(\Omega; \mathbb{R}^d)} = \langle f_0(t), v - \dot{u}(t) \rangle_{L^2(\Omega; \mathbb{R}^d)} + \int_{\Gamma} \sigma(t) \nu \cdot (v - \dot{u}(t)) d\Gamma.$$ 

(4.12)

Considering the boundary conditions (4.5), (4.6), (4.9) and the formula

$$\sigma(t) \nu \cdot v = \sigma_\nu(t) v_{\nu} + \sigma_\tau(t) \cdot v_{\tau},$$

the equation (4.12) can be transformed as

$$\langle \sigma(t), \varepsilon(v) - \varepsilon(\dot{u}(t)) \rangle_{L^2(\Omega; \mathbb{R}^d)} = \langle f_0(t), v - \dot{u}(t) \rangle_{L^2(\Omega; \mathbb{R}^d)} + \int_{\Gamma} f_2(t) (v - \dot{u}(t)) d\Gamma - \int_{\Gamma} \mu p(w(t), \dot{u}_\nu(t)) n^*(t) \cdot (v_{\tau} - \dot{u}_{\tau}(t)) d\Gamma$$

$$+ \int_{\Gamma} \sigma_\nu(t) (v_{\nu} - \dot{u}_{\nu}(t)) d\Gamma.$$ 

(4.13)

From Remark 4.4 and $v \in K_V$, one has

$$\int_{\Gamma} \sigma_\nu(t) (v_{\nu} - \dot{u}_{\nu}(t)) d\Gamma \geq \int_{\Gamma} -p(w(t), \dot{u}_\nu(t) (v_{\nu} - \dot{u}_{\nu}(t)) d\Gamma.$$ 

Now (4.12) becomes

$$\langle \sigma(t), \varepsilon(v) - \varepsilon(\dot{u}(t)) \rangle_{L^2(\Omega; \mathbb{R}^d)} + \int_{\Gamma} \mu p(w(t), \dot{u}_\nu(t)) n^*(t) \cdot (v_{\tau} - \dot{u}_{\tau}(t)) d\Gamma$$

$$+ \int_{\Gamma} p(w(t), \dot{u}_\nu(t)) (v_{\nu} - \dot{u}_{\nu}(t)) d\Gamma$$

$$\geq \langle f_0(t), v - \dot{u}(t) \rangle_{L^2(\Omega; \mathbb{R}^d)} + \int_{\Gamma} f_2(t) (v - \dot{u}(t)) d\Gamma.$$ 

(4.14)
Let

\[ j(w, \gamma \dot{u}, \gamma v) := \int_{\Gamma_3} \mu p(w(t), \dot{u}_\nu(t)) n^* \cdot v_\tau d\Gamma + \int_{\Gamma_3} p(w(t), \dot{u}_\nu(t)) v_\nu d\Gamma. \]

Then it follows from [4,14] that

\[ \langle \sigma(t), e(v) - e(\dot{u}(t)) \rangle_{L^2(\Omega; S')} + j(w, \gamma \dot{u}, \gamma v) - j(w, \gamma \dot{u}, \gamma \dot{u}) \]

\[ \geq \langle f_2(t), \gamma v - \gamma \dot{u}(t) \rangle_{L^2(\Gamma_3; R^d)} + \langle f_0(t), v - \dot{u}(t) \rangle_{L^2(\Omega; R^d)}, \quad (4.15) \]

where \( \gamma : V \to L^2(\Gamma_3; R^d) \) is the trace operator. Applying Korn’s inequality, the Riesz representation theorem and the trace theorem, we know that there exists \( f : I \to V^* \) such that

\[ \langle f(t), v - \dot{u} \rangle_{V^* \times V} = \langle f_2(t), \gamma v - \gamma \dot{u}(t) \rangle_{L^2(\Gamma_3; R^d)} + \langle f_0(t), v - \dot{u}(t) \rangle_{L^2(\Omega; R^d)}. \]

Similarly, from the integration by parts and the definition of convex subdifferential of \( I_{[0,1]} \), it follows that

\[ \langle \phi(t, e(u(t)), \zeta(t)) - \zeta(t), \eta - \zeta(t) \rangle_{L^2(\Omega; R)} \leq a(\zeta, \eta - \zeta), \quad (4.16) \]

where \( a(\zeta, \eta) = k \int_{\Omega} \nabla \zeta \cdot \nabla \eta dx \) for all \( \zeta, \eta \in Y \).

Now, by integrating these relations and inequalities, the variational formulation of Problem 4.1 can be obtained as follows.

**Problem 4.2.** Find \( u : I \to K \), \( \zeta : I \to K \) and \( w : I \to L^2(\Gamma_3; R) \) such that, for a.e. \( t \in I \),

\[ \sigma(t) = A(t, e(u(t))) + \int_0^t B(t-s, e(u(s)), \zeta(s)) ds + C(t, e(\dot{u}(t))) \quad \text{in } \Omega, \quad (4.17) \]

\[ \langle \sigma(t), e(v) - e(\dot{u}(t)) \rangle_{L^2(\Omega; S')} + j(w, \gamma \dot{u}, \gamma v) - j(w, \gamma \dot{u}, \gamma \dot{u}) \geq \langle f(t), v - \dot{u}(t) \rangle_{V^* \times V}, \quad \forall v \in K, \quad (4.18) \]

\[ \langle (\zeta(t), \eta - \zeta(t))_Y \rangle_1 + a(\zeta, \eta - \zeta) \geq \langle \phi(t, e(u(t)), \zeta(t)), \eta - \zeta(t) \rangle_{Y_1}, \quad \forall \eta \in K, \quad (4.19) \]

\[ \dot{w}(t) = \alpha(t)p(\dot{u}_\nu(t) - w(t)) \quad \text{in } \Gamma_3, \quad (4.20) \]

\[ u(0) = u_0, w(0) = 0, \quad \zeta(0) = \zeta_0 \in (0, 1). \quad (4.21) \]

To solve Problem 4.2, we need the following assumptions.

**H(1):** The elasticity operator \( A : \Omega \times I \times S^d \to S^d \) satisfies

\[ \begin{align*}
(a) & \ A(\cdot, t, \cdot) \text{ is measurable on } \Omega, \text{ for all } (t, \cdot) \in I \times S^d; \\
(b) & \ A(x, \cdot, \cdot) \text{ is continuous on } I \times S^d \text{ for a.e. } x \in \Omega; \\
(c) & \ A(x, t, \cdot) \text{ is Lipschitz continuous with } m_A > 0 \text{ for all } t \in I, \text{ i.e.,} \\
& \| A(x, t, e_1) - A(x, t, e_2) \| \leq L_A \| e_1 - e_2 \|, \quad \forall e_1, e_2 \in S^d, \text{ a.e. } x \in \Omega;
\end{align*} \quad (4.22) \]

**H(2):** The relaxation operator \( B : \Omega \times I \times S^d \times R \to S^d \) satisfies

\[ \begin{align*}
(a) & \ B(\cdot, t, \cdot, \cdot) \text{ is measurable on } \Omega, \text{ for all } \cdot \in S^d, t \in I \text{ and } \zeta \in \Omega; \\
(b) & \ B(x, \cdot, \cdot, \cdot) \text{ is continuous on } I \\
& \text{ for a.e. } x \in \Omega \text{ and all } (\cdot, \cdot) \in S^d \times R; \\
(c) & \ B(x, t, \cdot, \cdot) \text{ is Lipschitz continuous with } L_B > 0 \text{ for all } t \in I \text{ and a.e. } x \in \Omega, \text{ i.e.,} \\
& \| B(x, t, e_1, \zeta_1) - B(x, t, e_2, \zeta_2) \| \leq L_B(\| e_1 - e_2 \| + \| \zeta_1 - \zeta_2 \|), \\
& \forall e_1, e_2 \in S^d, \zeta_1, \zeta_2 \in \Omega, \text{ a.e. } x \in \Omega; \\
(d) & \text{For all } (t, \cdot, \zeta) \in I \times S^d \times R \text{ and a.e. } x \in \Omega, \text{ there exists a function} \\
& \rho_B \in L^2(I; R^+) \text{ such that } \| B(x, t, \cdot, \cdot) \| \leq \rho_B(t)(|\cdot| + \| \cdot \|). \quad (4.23) \]
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\(H(3)\): The viscosity operator \(C : \Omega \times I \times \mathbb{S}^d \rightarrow \mathbb{S}^d\) satisfies

\[
\begin{align*}
(a) & \quad C(\cdot, t, \varepsilon) \text{ is measurable on } \Omega \text{ for all } (t, \varepsilon) \in I \times \mathbb{S}^d; \\
(b) & \quad C(x, \cdot, \cdot) \text{ is continuous on } I \times \mathbb{S}^d \text{ for a.e. } x \in \Omega; \\
(c) & \quad C(x, t, \cdot) \text{ is strongly monotone with } m_C > 0 \text{ for all } t \in I, \text{ i.e.,} \\
& \quad (C(x, t, \varepsilon_1) - C(x, t, \varepsilon_2)) \cdot (\varepsilon_1 - \varepsilon_2) \geq m_C \|\varepsilon_1 - \varepsilon_2\|^2, \forall \varepsilon_1, \varepsilon_2 \in \mathbb{S}^d, \text{ a.e. } x \in \Omega; \\
(d) & \quad C(x, t, \cdot) \text{ is Lipschitz continuous with } L_{C1} > 0 \text{ for all } t \in I, \text{ i.e.,} \\
& \quad \|C(x, t, \varepsilon_1) - C(x, t, \varepsilon_2)\| \leq L_{C1} \|\varepsilon_1 - \varepsilon_2\|, \forall \varepsilon_1, \varepsilon_2 \in \mathbb{S}^d, \text{ a.e. } x \in \Omega; \\
(e) & \quad C(x, \cdot, \cdot) \text{ is Lipschitz continuous with } L_{C2} > 0 \text{ for all } \varepsilon \in \mathbb{S}^d, \text{ i.e.,} \\
& \quad \|C(x, t_1, \varepsilon) - C(x, t_2, \varepsilon)\| \leq L_{C2} \|t_1 - t_2\|, \forall t_1, t_2 \in I, \text{ a.e. } x \in \Omega;
\end{align*}
\]  

\(H(4)\): The normal compliance function \(p : \Gamma_3 \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}^+\) satisfies

\[
\begin{align*}
(a) & \quad p(\cdot, w, u) \text{ is measurable on } \Gamma_3 \text{ for all } w, u \in \mathbb{R}; \\
(b) & \quad p(x, \cdot, \cdot) \text{ is Lipschitz continuous with } \tilde{L}_p > 0, \text{ a.e. } x \in \Omega, \text{ i.e.,} \\
& \quad |p(x, w_1, u_1) - p(x, w_2, u_2)| \leq \tilde{L}_p(|w_1 - w_2| + |u_1 - u_2|), \forall w_1, w_2, u_1, u_2 \in \mathbb{R}; \\
(c) & \quad p(x, 0, 0) = 0 \text{ for a.e. } x \in \Omega \text{ and all } \tau \leq 0.
\end{align*}
\]  

\(H(5)\): The damage source function \(\phi : \Omega \times I \times \mathbb{S}^d \times \mathbb{R} \rightarrow \mathbb{R}\) satisfies

\[
\begin{align*}
(a) & \quad \phi(\cdot, \cdot, \cdot) \text{ is measurable on } \Omega, \text{ for all } t \in I, \varepsilon \in \mathbb{S}^d \text{ and } \zeta \in \mathbb{R}; \\
(b) & \quad \phi(x, \cdot, \cdot, \cdot) \text{ is Lipschitz continuous with } L_{\phi} > 0 \text{ for all } t \in I \text{ a.e. } x \in \Omega, \text{ i.e.,} \\
& \quad \|\phi(x, \varepsilon_1, \zeta_1) - \phi(x, \varepsilon_2, \zeta_2)\| \leq \tilde{L}_{\phi}(|\varepsilon_1 - \varepsilon_2| + |\zeta_1 - \zeta_2|), \forall \varepsilon_1, \varepsilon_2 \in \mathbb{S}^d, \zeta_1, \zeta_2 \in \mathbb{R}, \text{ a.e. } x \in \Omega; \\
(c) & \quad \phi(x, t, 0_{\mathbb{S}^d}, 0_{\mathbb{R}}) \in L^2(I; L^2(\Omega; \mathbb{R})).
\end{align*}
\]  

Moreover, suppose the volume forces and surface tractions satisfy

\[
f_0 \in C(I; H), \quad f_2 \in C(I; L^2(\Gamma_2; \mathbb{R}^d)).
\]  

To make the sliding condition \(4.23\) and wear condition \(4.10\) reasonable, the coefficient of friction, wear coefficient and velocity of the foundation are, respectively, assumed to be

\[
\mu \in L^\infty(\Gamma_3; \mathbb{R}), \quad \mu(x) \geq 0 \text{ a.e. } x \in \Gamma_3, \quad (4.28)
\]

\[
k \in L^\infty(\Gamma_3; \mathbb{R}), \quad k(x) \geq 0 \text{ a.e. } x \in \Gamma_3, \quad (4.29)
\]

and

\[
\begin{align*}
(v^* \in C(I; \mathbb{R}^3) \text{ and there exist } v_1, v_2 > 0 \text{ such that} \\
v_1 \leq \|v^*(t)\| \leq v_2, \forall t \in I.
\end{align*}
\]  

Clearly, the conditions \(4.29\) and \(4.30\) suggest that

\[
n^* \in C(I; \mathbb{R}^3), \quad \alpha \in C(I; L^\infty(\Gamma_3; \mathbb{R})).
\]  

Moreover, \(g \geq 0\) yields that \(0_V \in K_V\).
For Banach spaces \( V = \{ u \in H^1(\Omega; \mathbb{R}^d) \mid u = 0 \text{ on } \Gamma_3 \} \) and \( Y = H^1(\Omega; \mathbb{R}) \), Hilbert spaces \( H = L^2(\Omega; \mathbb{R}^d) \) and \( Y_1 = L^2(\Omega; \mathbb{R}) \), by the basic theory of Sobolev spaces, we know that \( (V, H, V^*) \) and \( (Y, Y_1, Y^*) \) form two Gelfand triplets. Let \( X = L^2(\Gamma_3; \mathbb{R}^d) \) and \( W = L^2(\Gamma_3; \mathbb{R}) \).

Now we give a unique solvability result for Problem 4.2 as follows.

**Theorem 4.1.** Let assumptions (4.22)-(4.31) hold. If

\[
m_C > \| \mu \|_{L^\infty(\Gamma_3; \mathbb{R})} \bar{L}(p) + \bar{L}(p),
\]

then Problem 4.2 has a unique solution \((\zeta, u, w_\zeta, w_\xi) \in (H^1(I; Y_1) \cap L^2(I; Y)) \times C(I; K_Y) \times C^1(I; W)\).

**Proof.** For any \( t \in I \), define operators \( A(t, \cdot, \cdot) : V \to V^* \), \( B(t, \cdot, \cdot) : V \times Y \to V^* \), \( C(t, \cdot, \cdot) : V \to V^* \), \( F(t, \cdot, \cdot) : W \times V \to W, \phi(t, \cdot, \cdot) : V \times Y \to Y^* \), a functional \( j(\cdot, \cdot, \cdot) : W \times X \times X \to \mathbb{R} \) and a symmetric bilinear form \( a(\cdot, \cdot) : Y \times Y \to \mathbb{R} \) by setting

\[
\begin{align*}
(A(t, u), v)_{V^* \times V} &= \int_{\Omega} A(x, t, \epsilon(u)) \cdot \epsilon(v) d\Omega, \\
(B(t, u, \zeta), v)_{V^* \times V} &= \int_{\Omega} B(x, t, \epsilon(u), \zeta) \cdot \epsilon(v) d\Omega, \\
(C(t, u), v)_{V^* \times V} &= \int_{\Omega} C(x, t, \epsilon(u)) \cdot \epsilon(v) d\Omega, \\
F(t, w, u) &= a(t)p(w, u), \\
\phi(t, u, \zeta) &= \lambda_D \left(\frac{1 - \zeta}{\zeta} - \frac{1}{2} \lambda_E \| \epsilon(u) \|_2^2 \right) + \lambda_w, \\
j(w, r_1, r_2) &= \int_{\Gamma_3} \mu p(w, r_1, r_2) \, d\Gamma + \int_{\Gamma_3} p(w, r_1 \cdot r_2) \, d\Gamma
\end{align*}
\]

do for all \( u, v \in V, r_1, r_2 \in X, w \in W \) and \( \zeta \in Y \). Then Problem 4.2 can be transformed as follows

\[
\dot{w}(t) = F(t, w(t), u(t)),
\]

\[
\left\langle A(t, u(t)) + \int_0^t B(t - s, u(s), \zeta(s)) ds + C(t, \dot{u}(t)), v - \dot{u}(t) \right\rangle_{V^* \times V} + j(w(t), \dot{u}, v) - j(w(t), \dot{u}, u(t)) \geq \langle f(t), v - \dot{u}(t) \rangle_{V^* \times V}, \quad \forall v \in K_Y,
\]

\[
\langle \zeta(t), \eta - \zeta(t) \rangle_{Y_1} + a(\zeta(t), \eta - \zeta(t)) \geq \langle \phi(t, u(t), \zeta(t)), \eta - \zeta(t) \rangle_{Y_1}, \quad \forall \eta \in K_Y,
\]

\[
u(t) = u_0, \quad v(0) = 0, \quad \zeta(0) = \zeta_0 \in (0, 1).
\]

Next we show that assumption conditions H(A)-H(a) are satisfied.

1. It is easy to see that \( A(\cdot, \cdot) \) is continuous on \( I \times V \) for all \( t \in I \). From (4.22) (c) and the Holder’s inequality, we have

\[
\langle A(t, u_1) - A(t, u_2), v \rangle_{V^* \times V} \leq \left( \int_{\Omega} \| A(x, t, \epsilon(u_1)) - A(x, t, \epsilon(u_2)) \|_2^2 d\Omega \right)^{\frac{1}{2}} \| v \|_V
\]

\[
\leq L_A \left( \int_{\Omega} \| \epsilon(u_1) - \epsilon(u_2) \|_2^2 d\Omega \right)^{\frac{1}{2}} \| v \|_V
\]

for all \( u_1, u_2, v \in V \) with \( t \in I \). It follows that

\[
\| A(t, u_1) - A(t, u_2) \|_V \leq L_A \| u_1 - u_2 \|_V.
\]

This shows that \( L_A = L_A \) in (4.22) (c) and so assumption condition H(A) holds.
II). Condition \( H(B)(a) \) can be verified from \( 4.23(b) \). In addition, by Hölder’s inequality and \( 4.23(c) \), one has
\[
\langle B(t, u_1, \zeta) - B(t, u_2, \eta), v \rangle_{V^* \times V} \leq \left( \int_{\Omega} \| B(x, t, e(u_1) - B(x, t, e(u_2)) \|^2 \, d\Omega \right)^{\frac{1}{2}} \| v \|_V
\]

\[
\leq \sqrt{2} L_B \left( \int_{\Omega} \| e(u_1) - e(u_2) \|^2 + \| \zeta - \eta \|^2 \, d\Omega \right)^{\frac{1}{2}} \| v \|_V
\]

and
\[
\langle B(t, u, \zeta), v \rangle_{V^* \times V} \leq \left( \int_{\Omega} \| B(x, t, e(u) \|^2 \, d\Omega \right)^{\frac{1}{2}} \| v \|_V
\]

\[
\leq \sqrt{2} \rho_B(t) \left( \int_{\Omega} \| u \|^2 + \| \zeta \|^2 \, d\Omega \right)^{\frac{1}{2}} \| v \|_V
\]

for all \( u_1, u_2, u, v \in V \) and \( \zeta, \eta \in Y \) with \( t \in I \). It follows that
\[
\begin{align*}
\| B(t, u_1, \zeta) - B(t, u_2, \eta) \|_{V^*} \leq \left( \sqrt{2} L_B \right) (\| u_1 - u_2 \|_V + \| \zeta - \eta \|_Y), \\
\| B(t, u, \zeta) \|_{V^*} \leq \left( \sqrt{2} \rho_B(t) \right) (\| u \|_V + \| \zeta \|_Y).
\end{align*}
\]

Thus, \( L_B = \sqrt{2} L_B \) and \( \rho(t) = \sqrt{2} \rho_B(t) \) in \( H(B)(b)(c) \) and so assumption condition \( H(B) \) is true.

III). It is easy to see that \( C(\cdot, \cdot) \) is continuous on \( I \times V \) for all \( t \in I \). From \( 4.24(c)(d)(e) \) and Hölder’s inequality, we have
\[
\langle C(t, u) - C(t, v), u - v \rangle_{V^* \times V} = \int_{\Omega} (C(x, t, e(u)) - C(x, t, e(v))) \cdot (e(u) - e(v)) \, d\Omega
\]

\[
\geq m C \int_{\Omega} \| e(u) - e(v) \|^2 \, d\Omega
\]

\[
= m C \| u - v \|_V^2,
\]

\[
\langle C(t_1, u_1) - C(t_2, u_2), v \rangle_{V^* \times V} \leq \left( \int_{\Omega} \| C(x, t_1, e(u_1)) - C(x, t_2, e(u_2)) \|^2 \, d\Omega \right)^{\frac{1}{2}} \| v \|_V
\]

\[
\leq L_{C1} \left( \int_{\Omega} \| e(u_1) - e(u_2) \|^2 \, d\Omega \right)^{\frac{1}{2}} \| v \|_V,
\]

\[
\langle C(t_1, u) - C(t_2, v), v \rangle_{V^* \times V} \leq \left( \int_{\Omega} \| C(x, t_1, e(u)) - C(x, t_2, e(v)) \|^2 \, d\Omega \right)^{\frac{1}{2}} \| v \|_V
\]

\[
\leq L_{C2} \left( \int_{\Omega} \| t_1 - t_2 \|^2 \, d\Omega \right)^{\frac{1}{2}} \| v \|_V
\]

for all \( u_1, u_2, u, v \in V \) with \( t, t_1, t_2 \in I \). It follows that
\[
\| C(t, u_1) - C(t, u_2) \|_{V^*} \leq L_{C1} (\| u_1 - u_2 \|_V), \quad \| C(t_1, u) - C(t_2, u) \|_{V^*} \leq L_{C2} (\| t_1 - t_2 \|_V).
\]

Thus, \( L_{C1} = L_{C1}, L_{C2} = L_{C2} \) and \( mC = mc \) in \( H(C)(a)(b)(c) \) and so assumption condition \( H(C) \) is satisfied.

IV). Since
\[
j(w, r_1, r_2) = \int_{\Gamma_3} \mu p(w, r_{1w}) n^* r_{2w} + p(w, r_{1w}) r_{2w} \, d\Gamma,
\]

we know that \( j(w, r_1, \cdot) \) is a convex proper and lower semicontinuous functional with respect to \( r_2 \). Moreover, the convex subdifferential of \( j(w, r_1, r_2) \) with respect to its third variable can be given by
\[
\partial j(w, r_1, r_2) = \int_{\Gamma_3} \mu p(w, r_{1w}) n^* + p(w, r_{1w}) \nu \, d\Gamma.
\]

18
This fact combined with (4.23)(b)(c) yields that
\[
\|\partial j(w, r_1, r_2)\|_{X^*} = \left( \int_{\Gamma_3} \mu^2 p^2(w, r_{1\nu}) + p^2(w, r_{1\nu}) d\Gamma \right)^{\frac{1}{2}}
\leq \sqrt{1 + \|\mu\|_{L^\infty(\Gamma_3; \mathbb{R})}^2} \left( \int_{\Gamma_3} (p(w, r_{1\nu}) - p(0, 0))^2 d\Gamma \right)^{\frac{1}{2}}
\leq \sqrt{1 + \|\mu\|_{L^\infty(\Gamma_3; \mathbb{R})}^2} \tilde{L}_p \left( \int_{\Gamma_3} (|w| + |r_{1\nu}|)^2 d\Gamma \right)^{\frac{1}{2}}
\leq \sqrt{2 + 2\|\mu\|^2_{L^\infty(\Gamma_3; \mathbb{R})}} \tilde{L}_p (\|r_1\| + \|w\|).}

Taking \(\sqrt{2 + 2\|\mu\|^2_{L^\infty(\Gamma_3; \mathbb{R})}} \tilde{L}_p = c_1\), there exists a constant \(c_1 > 0\) such that
\[
\|\partial j(w, u, v)\|_{X} \leq c_1 (\|w\| + \|u\|), \quad \forall (u, v, w) \in X \times X \times W. \tag{4.32}
\]

Letting \(w_1, w_2 \in W\) and \(s_1, s_2 \in X\), one has
\[
\begin{align*}
    & j(w_1, r_1, s_2) - j(w_1, r_1, s_1) + j(w_2, r_2, s_1) - j(w_2, r_2, s_2) \\
    &= \int_{\Gamma_3} \left[ \mu(p(w_1, r_{1\nu})) n^*(s_{2r} - s_{1r}) + p(w_1, r_{1\nu})(s_{2\nu} - s_{1\nu}) + \mu p(w_2, r_{2\nu}) n^*(s_{1r} - s_{2r}) + p(w_2, r_{2\nu})(s_{1\nu} - s_{2\nu}) \right] d\Gamma \\
    &\leq \int_{\Gamma_3} |\mu| p(w_1, r_{1\nu}) - p(w_2, r_{2\nu})||s_{2r} - s_{1r}|| d\Gamma + \int_{\Gamma_3} \left| p(w_1, r_{1\nu}) - p(w_2, r_{2\nu}) \right| |s_{2\nu} - s_{1\nu}| d\Gamma \\
    &\leq \|\mu\|_{L^\infty(\Gamma_3; \mathbb{R})} \int_{\Gamma_3} |p(w_1, r_{1\nu}) - p(w_2, r_{2\nu})||s_{2r} - s_{1r}|| d\Gamma + \int_{\Gamma_3} \left| p(w_1, r_{1\nu}) - p(w_2, r_{2\nu}) \right| |s_{2\nu} - s_{1\nu}| d\Gamma \\
    &\leq \|\mu\|_{L^\infty(\Gamma_3; \mathbb{R})} \int_{\Gamma_3} |p(w_1, r_{1\nu}) - p(w_2, r_{2\nu})||s_{2r} - s_{1r}|| d\Gamma + \int_{\Gamma_3} \left| p(w_1, r_{1\nu}) - p(w_2, r_{2\nu}) \right| |s_{2\nu} - s_{1\nu}| d\Gamma. \tag{4.33}
\end{align*}
\]

The condition (4.23) combined with Hölder’s inequality shows that
\[
\begin{align*}
    & \int_{\Gamma_3} |p(w_1, r_{1\nu}) - p(w_2, r_{2\nu})||s_{2r} - s_{1r}|| d\Gamma \\
    &\leq \tilde{L}_p \int_{\Gamma_3} (|r_{1\nu} - r_{2\nu}| + |w_1 - w_2|)||s_{2r} - s_{1r}|| d\Gamma \\
    &\leq \tilde{L}_p (\|r_{1\nu} - r_{2\nu}\|_X + |w_1 - w_2|)||s_{2r} - s_{1r}||_X
\end{align*}
\]

and
\[
\int_{\Gamma_3} |p(w_1, r_{1\nu}) - p(w_2, r_{2\nu})||s_{2\nu} - s_{1\nu}| d\Gamma \leq \tilde{L}_p (\|r_{1\nu} - r_{2\nu}\|_X + |w_1 - w_2|)||s_{2\nu} - s_{1\nu}||_X. \tag{4.34}
\]

Then inequality (4.33) becomes
\[
\begin{align*}
    & j(w_1, r_1, s_2) - j(w_1, r_1, s_1) + j(w_2, r_2, s_1) - j(w_2, r_2, s_2) \\
    &\leq (\|\mu\|_{L^\infty(\Gamma_3; \mathbb{R})} + 1) \tilde{L}_p (\|w_1 - w_2\|_W ||s_1 - s_2||_X + \|r_1 - r_2\|_X ||s_1 - s_2||_X). \tag{4.35}
\end{align*}
\]

This implies that \(H(j)(b)\) holds with
\[
\alpha_0 = (\|\mu\|_{L^\infty(\Gamma_3; \mathbb{R})} + 1) \tilde{L}_p, \quad \alpha_1 = (\|\mu\|_{L^\infty(\Gamma_3; \mathbb{R})} + 1) \tilde{L}_p,
\]
and so assumption condition \(H(j)\) is satisfied.
V). It follows from (4.34) that
\[
\|F(t, w_1, u_1) - F(t, w_2, u_2)\|_W^2 = \int_\Gamma \alpha(t)^2 (p(w_1, u_1) - p(w_2, u_2))^2 \, d\Gamma \leq 2\|\alpha\|_{C(I; L^\infty(\Gamma_3; R))}^2 \tilde{L}_p \left( \|u_1 - u_2\|_X^2 + \|w_1 - w_2\|_W^2 \right)
\]
and so
\[
\|F(t, w_1, u_1) - F(t, w_2, u_2)\|_W \leq \sqrt{2\tilde{L}_p} \|\alpha\|_{C(I; L^\infty(\Gamma_3; R))} \left( \|u_1 - u_2\|_V + \|w_1 - w_2\|_W \right).
\]
Thus, \(H(F)(b)\) holds with
\[
L_p = \max \left\{ \sqrt{2\tilde{L}_p} \|\alpha\|_{C(I; L^\infty(\Gamma_3; R))} \right\}.
\]
Clearly, \(H(F)(a)\) follows from condition (4.31) and so assumption condition \(H(F)\) is fulfilled.

VI). Based on (4.26), we can conclude that \(H(\phi)\) holds with \(L_\phi = \sqrt{2L_\phi}\).

VII). Finally, we can check that \(H(a)\) holds. Indeed, from
\[
\|\zeta\|_Y^2 = \|\zeta\|_{Y_1}^2 + \int_\Omega \nabla \zeta \cdot \nabla \zeta \, d\Omega.
\]
it follows that \(a(\zeta, \zeta) + \kappa \|\zeta\|_{Y_1}^2 = \kappa \|\zeta\|_Y^2\) and so \(H(a)\) is satisfied with \(a_1 = a_2 = \kappa\).

Thus, combining I)-VII), we know that Theorem 4.1 is a direct consequence of Theorem 3.1.
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