LOGISTIC MAP WITH MEMORY FROM ECONOMIC MODEL
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1. Introduction

The logistic differential equation was initially proposed in the population growth model by Verhulst [1]. In this model the rate of reproduction is directly proportional to the product of the existing population and the amount of available resources. This differential equation is actively used in economic growth models (for example, see [2, 3]). The logistic map is considered as a discrete
analog of this differential equation. The logistic map, which is a simple quadratic map, demonstrates complicated dynamics, which can be characterized as universal and chaotic [4, 5, 6].

The logistic differential equation can be derived from economic model of natural growth in a competitive environment. The economic natural growth models are described by equations in which the margin output (rate of output growth) is directly proportional to income. In the description of economic growth the competition effects are taken into account by considering the price as a function of the value of output. Model of natural growth in a competitive environment is often called a model of logistic growth. We first describe the model of logistic growth, which does not take into account the memory effects.

Let $Y(t)$ be a function that describes the value of output at time $t$. We assume that all manufactured products are sold (the assumption of market unsaturation). Let $I(t)$ be a function that describes the investments made in the expansion of production, that is, the value of $I(t)$ is the difference between the total investment and depreciation costs. In the model of natural growth, it is assumed that the marginal value of output ($dY(t)/dt$) is directly proportional to the value of the net investment $I(t)$. As a result, we can use the accelerator equation

$$\frac{dY(t)}{dt} = \frac{1}{v} \cdot I(t),$$

(1)

where $v$ is a positive constant that is called the accelerator coefficient, $1/v$ is the marginal productivity of capital (rate of acceleration), and $dY(t)/dt$ is the first order derivative of the function $Y(t)$ with respect to time $t$.

In the logistic growth model the price $P(t)$ is considered as a function of released product $Y(t)$, i.e. $P=P(Y(t))$. The function $P=P(Y)$ is usually considered as a decreasing function, that is, the increase of output leads to a decrease of price due to market saturation.

Assuming that the amount of net investment is a fixed part of the income $P \cdot Y(t)$, we get

$I(t) = m \cdot P \cdot Y(t),$  

(2)

where $m$ is the norm of net investment ($0 < m < 1$), specifying the share of income, which is spent on the net investment.

Substituting (2) into equation (1), we obtain

$$\frac{dY(t)}{dt} = \frac{m}{v} \cdot P(Y(t)) \cdot Y(t).$$

(3)

Differential equation (3) describes the economic model of natural growth in a competitive environment.

It is often assumed that the price as a function of output $Y(t)$ is linear, i.e. $P(Y(t)) = b - a \cdot Y(t)$, where $b$ is the price, which is independent of the output and $a$ is the margin price. In this case, equation (3) has the form

$$\frac{dY(t)}{dt} = \frac{m}{v} \cdot (b - a \cdot Y(t)) \cdot Y(t).$$

(4)
Equation (4) is the logistic differential equation, i.e. the ordinary differential equation of first order that describes the logistic growth. For a=0, equation (4) describes the natural growth in the absence of competition.

The logistic growth model, which is described by equation (4), and the model of the natural growth in a competitive environment, which is described by equation (3), implies that the net investment and the marginal output are connected by the accelerator equation (1). Equations (1), (3), and (4) contain only the first-order derivative with respect to time. It is known that the derivative of the first order is determined by the properties of differentiable functions of time only in infinitely small neighborhood of the point of time. As a result, the models, which are described by equations (3) and (4), assume an instantaneous change of marginal output when the net investment changes. This means not only neglecting the delay (lag) effects, but also the neglect of the memory effects, i.e. the neglect of dependence of output at the present time on the investment changes in the past. In other words, the model of logistic growth (4) does not take into account the effects of memory and delay.

2. Memory effect in economic process

The concept of memory is actively used in econometrics [7, 8]. We consider the concept of memory to describe economic processes by analogy with the use of this concept in physics [9, p. 394-395]. The term "memory" means the property that characterizes a dependence of the process state at a given time t=T from the process state in the past (t<T). Economic process with memory is a process, for which the economic indicators and factors (endogenous and exogenous variables) at a given time depend not only on their values at that time, but also on their values at previous time instants from a finite time interval.

A memory effect is manifested in the fact that for the same change of the economic factor, the corresponding dependent economic indicator can vary in different ways that leads us to the multivalued dependencies of indicators on factors. The multivalued dependencies are caused by the fact that the economic agents remember previous changes of this factor and indicator, and therefore can already react differently. As a result, identical changes in the present value of the factor may lead to the different dynamics of economic indicators.

To describe power-law memory we can use the theory of derivatives and integrals of non-integer order [10, 11, 12, 13]. There is an economic interpretation of the fractional derivatives [14, 15]. To take into account the effects of power-law memory, the concept of marginal values of non-integer order [16, 17] and the concept of the accelerator with memory have been proposed [18, 19]. In mathematics different types of fractional-order derivatives are known [10, 11, 12]. We will use the left-sided Caputo derivative with respect to time. One of the main distinguishing features of the
Caputo fractional derivatives is that the action of these derivatives on a constant function gives zero. Using only the left-sided fractional-order derivative, we take into account the history of changes of economic indicators and factors in the past. The economic process at time $t=\mathbf{T}$ can depend on changes in the state of this process in the past, that is for $t<\mathbf{T}$. The right-sided Caputo derivatives are defined by integration over $t>\mathbf{T}$. In order to have correct dimensions of economic quantities we will use the dimensionless time variable $t$.

The left-sided Caputo derivative of order $\alpha>0$ is defined by the formula

$$
(D_{0+}^\alpha Y)(t) := \frac{1}{\Gamma(n-\alpha)} \int_0^t \frac{Y^{(n)}(\tau)}{(t-\tau)^{\alpha-n+1}} d\tau,
$$

where $\Gamma(\alpha)$ is the gamma function, $Y^{(n)}(\tau)$ is the derivative of the integer order $n:=\lfloor \alpha \rfloor + 1$ of the function $Y(\tau)$ with respect to the variable $\tau$: $0<\tau<t$. For the existence of the expression (5), the function $Y(\tau)$ must have the integer-order derivatives up to the $(n-1)$th-order, which are absolutely continuous functions on the interval $[0, t]$. For integer orders $\alpha = n$ the Caputo derivatives coincide with the standard derivatives [11, p. 79], [12, p. 92-93], i.e.

$$
(D_{0+}^n Y)(t) = Y^{(n)}(t) \quad \text{and} \quad (D_{0+}^0 Y)(t) = Y(t).
$$

The generalization of the standard accelerator equation (1), which takes into account the memory effects of the order $\alpha$, can be given [18] in the form

$$
(D_{0+}^\alpha Y)(t) = \frac{1}{\nu} \cdot \mathbf{I}(t),
$$

where $\nu = 1 / M$. For $\alpha = 1$ equation (6) takes the form (1).

Note that the accelerator equation (6) includes the standard equation of the accelerator and the multiplier, as special cases [18]. This can be seen by considering equation (6) for $\alpha = 0$ and $\alpha = 1$. Using the property $(D_{0+}^1 X)(t) = X^{(1)}(t)$ of the Caputo derivative, formula (6) with $\alpha = 1$ takes the form of equation (1) that describes the standard accelerator. Using $(D_{0+}^0 Y)(t) = Y(t)$, equation (6) with $\alpha = 0$ is written as $\mathbf{I}(t) = \nu \cdot Y(t)$, which is the equation of standard multiplier. Therefore, the accelerator with memory, given by equation (6), generalizes the concepts of the standard multiplier and accelerator [18].

3. Equation of logistic growth with memory and crises

To take into account the power-law memory effects in the natural growth model with a competitive environment, we use equation (6), which describes the relationship between the net investment and the margin output of non-integer order [16, 17]. Substituting expression (2), where $\mathbf{P}=\mathbf{P}(Y(t))$, into equation (6), we obtain

$$
(D_{0+}^\alpha Y)(t) = \frac{m}{\nu} \cdot \mathbf{P}(Y(t)) \cdot Y(t),
$$

(7)
where $(D_0^α + Y)(t)$ is the Caputo derivative (5) of the order $α≥0$ of the function $Y(t)$ with respect to time. Equation (7) is the so-called fractional differential equation with derivative of the order $α>0$, [11, 12, 13]. The model of natural growth in a competitive environment, which is based on equation (7), takes into account the effects of memory with power-law fading of the order $α≥0$. For $α = 1$, equation (7) takes the form of equation (3), which describes a model of natural growth in a competitive environment without memory effects.

In the case of linearity of the price, $P(Y(t)) = b - a \cdot Y(t)$, equation (7) has the form

$$(D_0^α + Y)(t) = \frac{m}{v} \cdot (b - a \cdot Y(t)) \cdot Y(t).$$

Equation (8) is the nonlinear fractional differential equation that describes the economic model of the logistic growth with memory. For $α = 1$, equation (8) takes the form of equation (4), which describes the logistic growth without memory effects.

If $a=0$, then equation (8) takes the form of the equation of natural growth with memory

$$(D_0^α + Y)(t) = \frac{m \cdot P}{v} \cdot Y(t),$$

where $b=P$ is the price, which does not depend on the value of output. Using Theorem 4.9 of [11, p. 231], we obtain the solution of equation (9) in the form

$$Y(t) = \sum_{k=0}^{p-1} Y^{(k)}(0) \cdot t^k \cdot E_{α,k+1} \left(\frac{m \cdot P}{v} \cdot t^α\right),$$

where $n-1<α≤n$, $Y^{(k)}(0)$ is the derivative of integer order $k$ of the function $Y(t)$ at $t=0$, and $E_{α,β}(z)$ is the two-parameter Mittag-Leffler function that is defined by the equation

$$E_{α,β}(z) := \sum_{k=0}^{∞} \frac{z^k}{Γ(αk+β)},$$

The Mittag-Leffler function $E_{α,β}(z)$ is a generalization of the exponential function $e^z$, such that $E_{1,1}(z) = e^z$.

If $a≠0$ and $b≠0$, we can use the variable $z(t)$ and the parameter $μ$, which are defined by the equations

$$z(t) := \frac{a}{b} \cdot Y(t), \quad μ := \frac{m}{v}.$$  

Then equation of logistic growth (8) is represented in the form

$$(D_0^α + z)(t) = μ \cdot (1 - z(t)) \cdot z(t).$$

This is the logistics fractional differential equation that is a fractional generalization of the logistic differential equation is proposed by Verhulst in [1]. Solution of equation is discussed in [20, 21, 22].

The crisis effects will be described as sudden changes of price in the form of price splash (bursts) that can be represented by Gaussian functions with zero mean and small variance. It is known that the delta-function can be considered as a limit of a family of Gaussian functions with zero mean, when the variance becomes smaller [26]. For simplicity, we assume the price splash...
(bursts) are periodic with period $T>0$ and we will describe them by the Dirac delta-function, which is a generalized function [23, 24]. The Dirac delta-function has an important role in modern economics and finance [25, 26, 27]. In general, it is possible to consider different values of the intervals between the bursts of the price. Let us consider the price function, which takes into account the periodic sharp splashes of the price, in the form

$$P(Y(t)) = -F(Y(t)) \cdot \sum_{k=1}^{\infty} \delta \left(\frac{t}{T} - k\right). \quad (14)$$

where $F(Y(t))$ is a continuous function of the output $Y(t)$ and $\delta(t)$ is the Dirac delta-function, which is a generalized function [23, 24]. The right-hand side of equation (14) makes sense if the function $F(Y(t))$ is continuous at the points $t=kT$.

4. Economic maps with memory and logistic maps with memory

Let us derive discrete maps with memory caused by the economic model that is described in the previous sections of this paper. Substituting expression (14) into equation (7), we get

$$(D_0^\alpha Y)(t) = -\frac{m}{v} \cdot F(Y(t)) \cdot Y(t) \cdot \sum_{k=1}^{\infty} \delta \left(\frac{t}{T} - k\right). \quad (15)$$

Equation (15) describes economic processes of natural growth in a competitive environment with memory and crises.

Fractional differential equation (15) contains the Dirac delta-functions, which are the generalized functions [23, 24]. The generalized functions are treated as functionals on a space of test functions. These functionals are continuous in a suitable topology on the space of test functions. Therefore equation (15) for any positive order $\alpha>0$ should be considered in a generalized sense, i.e. on the space of test functions, which are continuous. In equation (15) the product of the delta-functions and the functions $F(Y(t))\cdot Y(t)$ is meaningful, if the function $F(Y(t))\cdot Y(t)$ is continuous at the points $t=kT$. We can use $F(Y(t-\varepsilon))\cdot Y(t-\varepsilon)$ with $0<\varepsilon<T$ ($\varepsilon\to0^+$) instead of $F(Y(t))\cdot Y(t)$ to make a sense of the right side of equation (15) for the case $0<\alpha<1$, when $Y(kT-0)\neq Y(kT+0)$, [49, 50, 51].

To derive discrete maps with memory from fractional differential equation (15), we use Theorem 18.19 of the monograph [9, p. 444], which is valid for any positive order $\alpha>0$ and which was initially suggested in [21, 22]. The applicability of this theorem for $0<\alpha<1$ has been noted in [49, 50, 51]. Theorem 18.19 is based on the equivalence of fractional differential equations and the Volterra integral equations. Note that Lemma 2.22 of [12, p. 96–97] is the basis of this equivalence of fractional differential equations and the Volterra integral equations [12, p. 199-208]. This Lemma states that the left-sided Riemann-Liouville fractional integration provides operation, which is inverse [12, p. 96–97] to the left sided Caputo fractional differentiation that is used in equation (15). The action of the left-sided Riemann-Liouville fractional integral of the order $\alpha$ on equation (15) is defined on the space of test functions on the half-axis by using the adjoint operator approach [10, p.
For fractional differential equation (15), the equivalence of fractional differential equation (15) and the Volterra integral equations should be considered in the generalized sense i.e. for the fractional differential equation with the generalized function on the space of test functions.

Using Theorem 18.19 of [9, p. 444], which is valid for any positive order \( \alpha > 0 \), we can state that the Cauchy problem with differential equation (15) and the initial conditions \( Y^{(k)}(0) = Y_0^{(k)} \), where \( k=0, 1, \ldots, N-1 \), and \( N-1<\alpha<N \), is equivalent to the following discrete map with memory

\[
Y_{n+1}^{(s)} = \sum_{k=0}^{N-s-1} \frac{T^k}{k!} \cdot Y_0^{(k+s)} \cdot (n + 1)^k - \frac{m^{-\alpha-s}}{\Gamma(\alpha-s)} \sum_{k=1}^{n} (n + 1 - k) \alpha^{-1-s} \cdot F(Y_k) \cdot Y_k,
\]

(16)

where \( s=0, 1, \ldots, N-1 \), \( Y^{(s)}(t) = d^sY(t)/dt^s \), and

\[
Y_k^{(s)} := Y^{(s)}(k \cdot T - 0) = \lim_{\varepsilon \to 0^+} Y^{(s)}(k \cdot T - \varepsilon).
\]

Equations (16) define a discrete map with power-law memory of the order \( \alpha > 0 \). This map describes the natural growth in a competitive environment with memory and crises. We emphasize that discrete equation (16) is derived from the fractional differential equation (15) without the use of any approximations, i.e. it is an exact discrete analog of the fractional differential equation (15). If we will use \( F(Y_k) = a \cdot Y_k - b \), then equation (16) defines the logistic map with power-law memory of the order \( \alpha > 0 \).

For \( 0<\alpha<1 \) (N = 1) the discrete map (16) is described by the equation

\[
Y_{n+1} = Y_0 - \frac{m^{-\alpha}}{\Gamma(\alpha)} \sum_{k=1}^{n} (n + 1 - k) \alpha^{-1} \cdot F(Y_k) \cdot Y_k,
\]

(17)

where \( n \) takes the positive integer values. We can write equation (17) in the form

\[
Y_{n+1} = Y_0 - \frac{m^{-\alpha}}{\Gamma(\alpha)} \cdot F(Y_n) \cdot Y_n - \frac{m^{-\alpha}}{\Gamma(\alpha)} \sum_{k=1}^{n-1} (n + 1 - k) \alpha^{-1} \cdot F(Y_k) \cdot Y_k.
\]

(18)

Replacing \( n + 1 \) by \( n \) in equation (17), we get

\[
Y_n = Y_0 - \frac{m^{-\alpha}}{\Gamma(\alpha)} \sum_{k=1}^{n-1} (n - k) \alpha^{-1} \cdot F(Y_k) \cdot Y_k.
\]

(19)

Subtracting equation (19) from equation (18), we obtain

\[
Y_{n+1} = Y_n - \frac{m^{-\alpha}}{\Gamma(\alpha)} \cdot F(Y_n) \cdot Y_n - \frac{m^{-\alpha}}{\Gamma(\alpha)} \sum_{k=1}^{n-1} V_\alpha(n - k) \cdot F(Y_k) \cdot Y_k,
\]

(20)

where \( V_\alpha(z) \) is defined by \( V_\alpha(z) := (z + 1)^{\alpha-1} - (z)^{\alpha-1} \).

For \( 1<\alpha<2 \) (N=2) the discrete map (16) is defined by the equation

\[
Y_{n+1} = Y_0 + Y_0^{(1)} \cdot (n + 1) \cdot T - \frac{m^{-\alpha}}{\Gamma(\alpha-1)} \sum_{k=1}^{n} (n + 1 - k) \alpha^{-2} \cdot F(Y_k) \cdot Y_k,
\]

(21)

\[
Y_{n+1}^{(1)} = Y_0^{(1)} - \frac{m^{-\alpha-1}}{\Gamma(\alpha-1)} \sum_{k=1}^{n} (n + 1 - k) \alpha^{-2} \cdot F(Y_k) \cdot Y_k.
\]

(22)

For \( F(Y_k) = a \cdot Y_k - b \) the discrete maps (20) and (21)-(22) describe the logistic growth with power-law memory, which the order \( \alpha \) satisfy the condition \( 0<\alpha<1 \) and \( 1<\alpha<2 \) respectively.
Equations (20) and (21) - (22) describe a generalization of the logistic maps with power-law memory of the order $0<\alpha<2$.

For $\alpha=1$, we can use $V_z(z) = 0$, and equation (20) gives the discrete map

$$Y_{n+1} = Y_n - \frac{m}{v} \cdot T \cdot F(Y_n) \cdot Y_n,$$  

(23)

which describes the natural growth in a competitive environment with crises without taking into account the memory effects. Using $F(Y_k) = a \cdot Y_k - b$, equation (23) gives the logistic map

$$Y_{n+1} = \left(1 + \frac{m \cdot b \cdot T}{v} \right) \cdot Y_n - \frac{m \cdot a \cdot T}{v} \cdot Y_n^2,$$  

(24)

which describes the logistic economic growth without the memory effects, but with the sharp splashes (bursts) of price. Equation (24) can be written as

$$Y_{n+1} = \left(1 + \frac{m \cdot b \cdot T}{v} \right) \cdot Y_n \cdot \left(1 - \frac{m \cdot a \cdot T}{v+m \cdot b \cdot T} \cdot Y_n \right).$$  

(25)

If $a\neq 0$, we can use the variable $Z_n$ and the parameter $\lambda$, which are defined by the equations

$$Z_n := \frac{m \cdot a \cdot T}{v+m \cdot b \cdot T} \cdot Y_n, \lambda := 1 + \frac{m \cdot b \cdot T}{v}.$$  

(26)

Then equation (25) is represented in the form

$$Z_{n+1} = \lambda \cdot Z_n \cdot (1 - Z_n).$$  

(27)

Equation (27) is the standard logistic map [4, 5, 6]. This map is used to describe different economic processes [32, 33, 34, 35]. As a result, we can state that the standard logistic map (27) can be derived from the logistic differential equation (3) without approximation only if the price function is given in the form (14), i.e. when the price behavior is described by the periodic sharp splashes (bursts) of the delta-function form.

Let us consider the logistic map with memory (20), where $0<\alpha<1$. For $F(Y_k) = a \cdot Y_k - b$, equation (20) takes the form

$$Y_{n+1} = \left(1 + \frac{m \cdot b \cdot T^\alpha}{v \cdot \Gamma(\alpha)} \right) \cdot Y_n - \frac{m \cdot a \cdot T^\alpha}{v \cdot \Gamma(\alpha)} \cdot Y_n^2 - \frac{m \cdot T^\alpha}{v \cdot \Gamma(\alpha)} \sum_{k=1}^{n-1} V_\alpha(n-k) \cdot (a \cdot Y_k - b) \cdot Y_k.$$  

(28)

Equation (28) can be written as

$$Y_{n+1} = \left(1 + \frac{m \cdot b \cdot T^\alpha}{v \cdot \Gamma(\alpha)} \right) \cdot Y_n \cdot \left(1 - \frac{m \cdot a \cdot T^\alpha}{v \cdot \Gamma(\alpha) + m \cdot b \cdot T^\alpha} \cdot Y_n \right) - \frac{m \cdot b \cdot T^\alpha}{v \cdot \Gamma(\alpha)} \cdot \sum_{k=1}^{n-1} V_\alpha(n-k) \cdot Y_k \cdot \left(1 - \frac{a}{b} \cdot Y_k \right).$$  

(29)

Using the variable $Z_n(\alpha)$ and the parameters $\lambda(\alpha), \mu(\alpha), \rho(\alpha)$, which are defined by the expressions

$$Z_n(\alpha) := \frac{m \cdot a \cdot T^\alpha}{v \cdot \Gamma(\alpha) + m \cdot b \cdot T^\alpha} \cdot Y_n, \lambda(\alpha) := 1 + \frac{m \cdot b \cdot T^\alpha}{v \cdot \Gamma(\alpha)},$$  

(30)

$$\mu(\alpha) := \frac{m \cdot b \cdot T^\alpha}{v \cdot \Gamma(\alpha)}, \eta(\alpha) := \frac{v \cdot \Gamma(\alpha) + m \cdot b \cdot T^\alpha}{m \cdot b \cdot T^\alpha},$$  

(31)

we can represent equation (29) in the form
\[ Z_{n+1}(\alpha) = \lambda(\alpha) \cdot Z_n(\alpha) \cdot (1 - Z_n(\alpha)) - \\
\mu(\alpha) \cdot \sum_{k=1}^{n-1} V_{n-k} \cdot Z_k(\alpha) \cdot (1 - \eta(\alpha) \cdot Z_k(\alpha)). \]  

Equation (32) describes the logistic map with power-law memory of order \(0<\alpha<1\). The similar form can be derived for equations (16) and (21)-(22).

The logistic map with memory (32) as well as equations (16) is an exact discrete analog of fractional differential equations (15). It should be emphasized that equations of discrete maps (16) and (32) are obtained from equation (15) without any approximations (for details, see [29, 30] and Chapter 18 of [9]).

Using (14) we can see that the logistic map with memory (32) describes a special case of economic dynamics, when price is close to zero between bursts. This behavior of price is very unusual for real economic processes. Therefore, the discrete map (32) is a toy model, but it can be used to study some properties caused by bursts of price and non-linearity.

5. Generalized economic and logistic maps with memory

The proposed continuous time model, which is based on equation (14), describes a very special case of economic dynamics, when price is close to zero between bursts. This behavior of price can rarely correspond to real economic processes. Therefore this model cannot be applied to real economic processes, but it can be used to describe some of their general properties. In this section, we propose a new economic model that allows us to describe the real behavior of price. These suggested models and corresponding discrete maps with memory take into account nonzero values of price between bursts of price.

Let us consider the price function, which takes into account non-zero behavior of price and the periodic sharp splashes (bursts) of price, in the form

\[ P(Y(t)) = p \cdot G(Y(t)) - q \cdot F(Y(t)) \cdot \sum_{k=1}^{\infty} \delta \left( \frac{t}{T} - k \right), \]  

where \( G(Y(t)) \) is a continuous function of output \( Y(t) \) such that the antiderivative of the expression \( G(y) \cdot y^{-1} \) is differentiable with respect to the variable \( y \), and the function \( F(Y(t)) \) is continuous at the points \( t=kT \). The parameter \( q=1-p \) can be considered as the crisis measure.

For example, the function \( G(Y(t)) \) can be considered in the following form: (a) the constant function \( G(Y(t)) = P_0 \); (b) the direct proportionality \( G(Y(t)) = \rho \cdot Y(t) \); (c) the power-law case \( G(Y(t)) = \rho \cdot Y^j(t) \). In general, the coefficients \( P_0 \) and \( \rho \), which do not depend on \( Y(t) \), are functions of time \( P_0 = P_0(t), \rho = \rho(t) \).

Equation (33) generalizes the price equation (14) and the standard case without periodic sharp splashes (bursts) of price. For \( p=1, q=0 \) equation (33) corresponds to the standard case that is
described by equation (3). For \( p=0, q=1 \) equation (33) takes the form (14) that corresponds to the case that is described by equation (15) with \( \alpha=1 \).

Substituting (33) into equation (3), we obtain

\[
\frac{dY(t)}{dt} = p \cdot \frac{m}{v} \cdot G(Y(t)) \cdot Y(t) - q \cdot \frac{m}{v} \cdot F(Y(t)) \cdot Y(t) \cdot \sum_{k=1}^{\infty} \delta \left( \frac{t}{T} - k \right),
\]

(34)

We can consider the functions \( G(Y(t)) \) such that equation (34) can be represented in the form

\[
\frac{dR(Y(t))}{dt} = p \cdot \frac{m}{v} \cdot C(t) - q \cdot \frac{m}{v} \cdot F_G(Y(t)) \cdot \sum_{k=1}^{\infty} \delta \left( \frac{t}{T} - k \right),
\]

(35)

where \( C(t) \) is the function, which is independent of the output \( Y(t) \), \( F_G(Y(t)) = F(Y(t))/G(Y(t)) \) is the fraction of functions \( F(Y(t)) \) and \( G(Y(t)) \), and the function \( R(Y(t)) \) is defined by the equation

\[
R(y) = \int_{y}^{Y} G(y')^{-1} \, dy.
\]

(36)

Let us give simple examples of the function \( R(Y(t)) \). For example, If \( G(Y(t)) = P_0 \), then \( R(Y(t)) = \ln(Y(t)) \) and \( C = P_0 \); (b) If \( G(Y(t)) = \rho \cdot Y(t) \), then \( R(Y(t)) = -\rho \cdot Y^{-1}(t) \) and \( C = \rho \); (c) If \( G(Y(t)) = \rho \cdot \xi^j(t) \) with \( j \neq 0 \), then \( R(Y(t)) = -(\rho/j) \cdot Y^{-1}(t) \) and \( C = \rho \).

For the economic processes with power-law memory, the generalization of the equation (35) has the form

\[
(D_0^\alpha R(Y))(t) = p \cdot \frac{m}{v} \cdot C(t) - q \cdot \frac{m}{v} \cdot F_G(Y(t)) \cdot \sum_{k=1}^{\infty} \delta \left( \frac{t}{T} - k \right),
\]

(37)

where \( N-1 < \alpha < N \). For \( 0 < \alpha < 1 \), we can use \( F_G(Y(t - \varepsilon)) \) with \( 0 < \varepsilon < T \) (\( \varepsilon \to 0^+ \)) instead of \( F_G(Y(t)) \).

Let us integrate equation (37) by the Riemann-Liouville fractional integral \( I_0^\alpha \) of the order \( \alpha > 0 \) with respect to \( nT < t < (n+1)T \). Then we get

\[
(I_0^\alpha R(Y))(t) = p \cdot \frac{m}{v} \cdot (I_0^\alpha C)(t) - q \cdot \frac{m}{v} \cdot I_0^\alpha F_G(Y(t)) \cdot \sum_{k=1}^{\infty} \delta \left( \frac{t}{T} - k \right).
\]

(38)

Using equation 2.4.42 of Lemma 2.22 of \( \textocus{[12, p. 96]} \), equation takes the form

\[
R(Y(t)) - \sum_{k=0}^{N-1} \frac{k!}{\alpha \Gamma(\alpha)} \cdot R^k(Y(0)) = p \cdot \frac{m}{v} \cdot (I_0^\alpha C)(t) - q \cdot \frac{m}{v} \cdot \sum_{k=1}^{n} I_0^\alpha F_G(Y(k \cdot T)) \cdot (t - k \cdot T)^\alpha - 1.
\]

(39)

Then using transformations from the proof of Theorem 18.19 of \( \textocus{[9, p. 444]} \) and formula 2.2.28 of \( \textocus{[12, p. 83]} \) in the form \( (D^s I_0^{\alpha-s} C)(t) = (I_0^{\alpha-s} C)(t) \) with \( s < \alpha \), equation (39) gives the economic discrete map with memory

\[
R_{n+1}^{(s)} = R_0^{(s)} + \sum_{k=0}^{n-s-1} \frac{T^k}{k!} \cdot R_0^{(k+s)} \cdot (n + 1)^k + p \cdot \frac{m}{v} \cdot C_{n+1}^{(\alpha-s)} - q \cdot \frac{m}{v} \cdot \sum_{k=1}^{n} (n + 1 - k)^{\alpha-1-s} \cdot F_G(Y_k),
\]

(40)

where \( R^{(s)}(t) = d^s R(Y(t))/dt^s \), \( R_0^{(s)} = R^{(s)}(0) \) and

\[
R_k^{(s)} = R^{(s)}(k \cdot T - 0) = \lim_{\varepsilon \to 0^+} R^{(s)}(k \cdot T - \varepsilon), \quad Y_k^{(s)} := Y^{(s)}(k \cdot T - 0).
\]
\[ C_{n+1}^{(\alpha-s)} := (I_{0+}^{\alpha-s}C)((n+1)T) \], and \( I_{0+}^{\alpha} \) is the Riemann-Liouville integration of the order \( \alpha-s \geq 0 \), \( s=0, 1, \ldots, N-1, N-1<\alpha<N \).

For example, using Theorem 18.19 of [9, p. 444] and formula \( I_{0+}^{\alpha}1 = t^\alpha/\Gamma(\alpha + 1) \), equation (39) with constant \( C(t)=C \) gives the economic discrete map with memory in the form

\[
R_{n+1}^{(s)} = \sum_{k=0}^{N-s-1} \frac{T^k}{k!} \cdot R_0^{(k+s)} \cdot (n+1)^k + p \cdot \frac{C\cdot m^{(\alpha-s)}}{v\cdot \Gamma(\alpha+1-s)} \cdot (n+1)^{\alpha-s} -
q \cdot \frac{m^{(\alpha-s)}}{v\cdot \Gamma(\alpha-s)} \sum_{k=1}^{n} (n+1-k)^{\alpha-s} \cdot F_G(Y_k),
\]

where \( s=0, 1, \ldots, N-1<\alpha<N, R^{(s)}(t) = d^s R(Y(t))/dt^s, R_0^{(s)} = R^{(s)}(0) \) and

\[
R_k^{(s)} = R^{(s)}(k \cdot T - 0) = \lim_{\varepsilon \to 0^+} R^{(s)}(k \cdot T - \varepsilon), Y_k^{(s)} : = Y^{(s)}(k \cdot T - 0).
\]

For \( p=0 \) and \( q=1 \) equations (40) and (41) with \( R(Y(t))=Y(t) \) give the discrete map (16).

The “economic” discrete maps with memory (40) and (41) describe the economic model of natural growth in a competitive environment with memory and crises effects. These discrete maps are exact discrete analogs of the fractional differential equation (37).

Using equation (41) with replacement \( n+1 \) by \( n \), and subtraction the result from equation (41), we get the discrete map with memory of the order \( \alpha>0 \) in the form

\[
R_{n+1}^{(s)} = R_n^{(s)} + \sum_{k=0}^{N-s-1} \frac{T^k}{k!} \cdot R_0^{(k+s)} \cdot V_{k-1}(n) + p \cdot \frac{C\cdot m^{(\alpha-s)}}{v\cdot \Gamma(\alpha+1-s)} \cdot V_{\alpha+1-s}(n) -
q \cdot \frac{m^{(\alpha-s)}}{v\cdot \Gamma(\alpha-s)} \cdot F_G(Y_n) - q \cdot \frac{m^{(\alpha-s)}}{v\cdot \Gamma(\alpha-s)} \sum_{k=1}^{n} V_{\alpha-s}(n-k) \cdot F_G(Y_k),
\]

where \( V_{\alpha}(z) \) is defined by \( V_{\alpha}(z) := (z+1)^{\alpha-1} - (z)^{\alpha-1} \), where \( s=0, 1, \ldots, N-1 \).

For \( 0<\alpha<1 \) (\( N=1 \)) the map (41) has the form

\[
R_{n+1} = R_n + p \cdot \frac{C\cdot m^{\alpha}}{v\cdot \Gamma(\alpha+1)} \cdot V_{\alpha+1}(n) -
q \cdot \frac{m^{\alpha}}{v\cdot \Gamma(\alpha)} \cdot F_G(Y_n) - q \cdot \frac{m^{\alpha}}{v\cdot \Gamma(\alpha)} \sum_{k=1}^{n} V_{\alpha}(n-k) \cdot F_G(Y_k).
\]

Let us give some simple examples of the economic discrete maps with memory (41) with \( 0<\alpha<1 \) and thus map (43). For \( 0<\alpha<1 \) (\( N=1 \)) and \( G(Y(t)) = P_0 \) the discrete map (41) is described by the equation

\[
\ln(Y_{n+1}) = \ln(Y_0) + p \cdot \frac{P \cdot m^{\alpha}}{v\cdot \Gamma(\alpha+1)} \cdot (n+1)^{\alpha} -
q \cdot \frac{m^{\alpha}}{v\cdot \Gamma(\alpha)} \cdot \sum_{k=1}^{n} (n+1-k)^{\alpha} \cdot F(Y_k).
\]

For \( 0<\alpha<1 \) (\( N=1 \)) and \( G(Y(t)) = p \cdot Y^j(t) \) with \( j \not= 0 \), then economic discrete map (41) is described by the equation

\[
Y_{n+1}^{j} = Y_0^{j} - p \cdot \frac{P \cdot m^{\alpha}}{j\cdot v\cdot \Gamma(\alpha+1)} \cdot (n+1)^{\alpha} -
q \cdot \frac{m^{\alpha}}{v\cdot \Gamma(\alpha)} \cdot \sum_{k=1}^{n} (n+1-k)^{\alpha} \cdot F(Y_k) \cdot Y_k^{j}.
\]
For $j=-1$ equation (45) has the form

$$Y_{n+1} = Y_0 - p \cdot \frac{\beta \cdot \mu}{\Gamma(\alpha+1)} \cdot (n + 1)^{\alpha - 1} -$$

$$q \cdot \frac{\mu \cdot \beta}{\Gamma(\alpha)} \cdot \sum_{k=1}^{n} (n + 1 - k)^{\alpha - 1} \cdot F(Y_k) \cdot Y_k.$$  

(46)

For $p=0$ and $q=1$ equation (46) gives the discrete map (17).

Discrete maps with memory (44)-(46) can be rewritten in the form similar to (43). For example, using equation (45) with replacement $n+1$ by $n$, and subtraction the result from equation (45), we get the discrete map with memory of the order $0<\alpha<1$ in the form

$$Y_n^{j} = Y_n^{j} - p \cdot \frac{\beta \cdot \mu}{\Gamma(\alpha+1)} \cdot V_{\alpha+1}(n) - q \cdot \frac{\mu \cdot \beta}{\Gamma(\alpha)} \cdot F(Y_n) \cdot Y_n^{j} -$$

$$q \cdot \frac{\mu \cdot \beta}{\Gamma(\alpha)} \cdot \sum_{k=1}^{n-1} V_{\alpha}(n - k) \cdot F(Y_k) \cdot Y_n^{j},$$  

(47)

where $V_{\alpha}(z)$ is defined by $V_{\alpha}(z) = (z + 1)^{\alpha - 1} - (z)^{\alpha - 1}$.

For $j=-1$ equation (47) has the form

$$Y_{n+1} = Y_n - p \cdot \frac{\beta \cdot \mu}{\Gamma(\alpha+1)} \cdot V_{\alpha+1}(n) - q \cdot \frac{\mu \cdot \beta}{\Gamma(\alpha)} \cdot F(Y_n) \cdot Y_n -$$

$$q \cdot \frac{\mu \cdot \beta}{\Gamma(\alpha)} \cdot \sum_{k=1}^{n-1} V_{\alpha}(n - k) \cdot F(Y_k) \cdot Y_k.$$  

(48)

For $p=0$ and $q=1$ equation (48) gives the discrete map (20).

Let us consider some examples of the discrete map with memory (40) with non-constant function $C(t)$. For the power function $C(t) = C \cdot t^\beta$, where $\beta>1$ and $0<\alpha<1$ ($N=1$), we can use equation 2.1.16 of [12] for the Riemann-Liouville integration $I_{0+}^\alpha t^\beta = \Gamma(\beta + 1)/\Gamma(\alpha + \beta + 1) \cdot t^{\beta+\alpha}$, where $\beta>1$. For $\beta=0$, we have the equation $I_{0+}^\alpha t^\alpha = t^\alpha/\Gamma(\alpha + 1)$. Then the discrete map (40) with $0<\alpha<1$ is described by the equation

$$R_{n+1} = R_0 + p \cdot \frac{C \cdot \beta \cdot \mu}{\Gamma(\alpha+1)} \cdot (n + 1)^{\alpha + \beta} -$$

$$q \cdot \frac{\mu \cdot \beta}{\Gamma(\alpha)} \cdot \sum_{k=1}^{n} (n + 1 - k)^{\alpha - 1} \cdot F(Y_k).$$  

(49)

For $\beta=0$ the map (49) takes the form (41).

If $C(t) = C \cdot t^{\beta-1} \cdot E_{\mu,\beta}(\gamma \cdot t^\mu)$, where $E_{\mu,\beta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\mu k + \beta)}$ is the two-parameter Mittag-Leffler function [12, p. 42], then we can use equation 2.2.51 [12, p. 86] to get the discrete map with memory. For example, if $0<\alpha<1$, then the discrete map with memory, which corresponds to fractional differential equation (39) with $C(t) = C \cdot t^{\beta-1} \cdot E_{\mu,\beta}(\gamma \cdot t^\mu)$, is defined by the equation

$$R_{n+1} = R_0 + p \cdot \frac{C \cdot \beta \cdot \mu}{\Gamma(\alpha+1)} \cdot (n + 1)^{\alpha + \beta - 1} \cdot E_{\mu,\beta}(\gamma \cdot T^\mu \cdot (n + 1)^\mu) -$$

$$q \cdot \frac{\mu \cdot \beta}{\Gamma(\alpha-s)} \sum_{k=1}^{n} (n + 1 - k)^{\alpha - 1-s} \cdot F_G(Y_k).$$  

(50)
Using $F(Y_k) = a \cdot Y_k - b$, equations (40)-(50) give the generalized logistic maps with memory, which describe exact discrete analogs of the economic model of generalized logistic growth in a competitive environment with memory and crises.

6. Conclusion
First, we briefly describe what has been suggested in this article.

1) In this paper, we proposed new economic models of the logistic growth (the natural growth in competitive environment), which take into account the power-law memory and crises. These continuous time economic models are described by fractional differential equations (15) and (37) with delta-functions.

2) Using approach, which has been proposed in works [28, 29, 30, 31], we derived exact discrete analogs of fractional differential equations (15) and (37). As a result, we got the discrete time representation of these economic models in the form of the discrete maps with memory (16) and (40).

3) We can state that the discrete maps (16), (20)-(22), and the logistic maps with memory (28), (32) are special types of the universal map with memory suggested in [28, 29, 30, 31]. In this paper, we proved that the logistic map with memory (28), (32) and the economics maps (16), (20)-(22) describe a very special case of economic dynamics, when price is close to zero between bursts. This behavior of price is very unusual for real economic processes. Therefore, this map can be considered as a toy model of real economic processes.

4) In order to have a more realistic description of the behavior of price, we proposed an economic model, which is described by equation (37), and corresponding discrete maps that are closer to real economic dynamics of price. The discrete maps with memory, which are described by equations (40) – (50), take into account nonzero values of price between bursts of price. The suggested discrete maps (40) – (50) contain the discrete maps (16), (20)-(22), and the logistic map with memory (28), (32) as special cases.

5) The suggested discrete maps with memory (40)-(50) are exact discrete analogs of the corresponding fractional differential equations (37). These maps and equations are the discrete time and continuous time representations of the economic model of the economic growth in competitive environment with memory and crises.

We now make some remarks and comments related to these results.

It should be noted that some generalizations of logistic map, which take into account memory effects, have been suggested in [36, 37, 38, 39, 40, 41, 42, 43, 44, 45]. However, these maps are not exact discrete analogs of differential equations that describe the logistic growth with memory. In this paper, we propose the discrete maps with memory as the exact discrete analogs of
fractional differential equations, which describe the economic growth with competition, memory, and crises. This relationship of the fractional differential equations and the discrete maps distinguishes the suggested maps with memory from all other discrete maps with memory, which were considered in [36, 37, 38, 39, 40, 41, 42, 43, 44, 45]. The suggested discrete maps with memory are derived from the economic models, which also highlight these discrete maps.

It is known that the standard logistic map (27), which does not take into account the memory effects, can give the chaotic behavior [4, p. 33–67] and [5, 6]. Using the logistic map (27), which is derived from economic model (15) with \( \alpha=1 \), we can state that the sudden changes of price in the form of price splashes could lead to deterministic chaotic phenomena. The suggested logistic map with memory, its generalizations and the proposed economic discrete maps with memory can demonstrate a new chaotic behavior.

The discrete maps with memory, which are exact discrete analogues of the fractional differential equations, were first proposed in works [28, 29, 30, 31]. Then, this approach, which is based on the equivalence of the fractional differential equations and the discrete maps with memory, has been applied in works [46, 47, 48, 49, 50, 51, 52, 53, 54, 55] to describe properties of the discrete maps with memory. Computer simulations of some discrete maps with memory were realized in [46, 47, 48, 49, 50, 51, 52, 53, 54, 55]. New types of chaotic behavior and new kinds of attractors have been found in these works. Therefore these types of deterministic chaotic behavior can describe some properties of the price behavior in the toy economic models, which are described by the discrete maps (16), (20)-(22), and the logistic map with memory (28), (32).

Some properties of the fractional logistic maps, which can be represented in the form (28), are investigated by computer simulation in [49, 50, 51, 52, 53, 54, 55]. In this paper, we proved that the logistic map with memory (28) and (32), and the economics maps (16) describe a very special case of economic dynamics, when price is close to zero between bursts. This behavior of price is very unusual for real economic processes. Therefore the map with memory, which is described by (16), (20)-(22), and the logistic map with memory (28), (32), can be considered only as toy models of real economic processes, but it can be used to study some properties caused by bursts of price and non-linearity.

In order to have a more realistic description of the behavior of price, we propose economic models and corresponding discrete maps (40) – (50) that are closer to real economic dynamics of price. These suggested discrete maps with memory, which are described by equations (40) – (50), take into account nonzero values of price between bursts of price. In this paper, we derive the generalized logistic map with memory and the economic discrete maps (40) – (50) from the economic model of natural growth in a competitive environment with memory and crises. The suggested discrete maps with memory are exact discrete analogs of the fractional differential
equation (37) of economic dynamics. The study of properties of the generalized logistic and economic discrete maps with memory (40) – (50) requires investigations by computer simulations. The computer simulations of the suggested discrete maps with memory, which describe the natural growth in competitive environment with memory and crises, can allow us to describe new types of economic phenomena.

We should note that the fractional calculus and fractional differential equations have a wide application to describe different economic and financial processes with memory and nonlocality [56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 15, 16, 17, 18, 19] in the continuous time approach. In the framework of economic models with discrete time, the approach, which is suggested in this paper, and the approach, which is based on the exact fractional differences [69, 70, 71, 72], can be used for economic models with memory and nonlocality.
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