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ABSTRACT

In recent studies, Lots of work has been done to solve time series anomaly detection by applying Variational Auto-Encoders (VAEs). Time series anomaly detection is a very common but challenging task in many industries, which plays an important role in network monitoring, facility maintenance, information security, and so on. However, it is very difficult to detect anomalies in time series with high accuracy due to noisy data collected from real world, and complicated abnormal patterns. From recent studies, we are inspired by Nouveau VAE (NVAE) and propose our anomaly detection model: Time series to Image VAE (T2IVAE), an unsupervised model based on NVAE for univariate series, transforming 1D time series to 2D image as input, and adopting the reconstruction error to detect anomalies. Besides, we also apply the Generative Adversarial Networks based techniques to T2IVAE training strategy, aiming to reduce the overfitting. We evaluate our model performance on three datasets, and compare it with other several popular models using F1 score. T2IVAE achieves 0.639 on Numenta Anomaly Benchmark, 0.651 on public dataset from NASA, and 0.504 on our dataset collected from real-world scenario, outperforms other comparison models.
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1 INTRODUCTION

Time series data exist in many real-world scenarios, such as network monitoring, facility maintenance, and information security. Anomaly detection for time series is a common but important task in many industries. For example, anomalies in the website visiting volume might reflect hacker attacks or access failures, and anomalies in facility sensor data might indicate damage or malfunction. Due to the commonality and importance, anomaly detection algorithms with high performance for time series are essential and indispensable for many related industries. Current research on time series analysis can be classified into two main categories, univariate analysis and multivariate analysis, where univariate analysis
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Considering the mentioned problems above, we propose Time series to Image VAE (T2IVAE), an unsupervised model based on NVAE[14] for time series detection. T2IVAE is a reconstruction-based deep learning model as most VAE models do, trying to reconstruct the given input and then generate the output, and finally calculating anomaly score based on the defined reconstruction error to find abnormal time steps. There are three key improvements in T2IVAE: (1) Transform input time series to 2D image before input, making the input contain more temporal features and correlations. (2) Apply NVAE to time series problem, with deep hierarchical VAE structure to improve time series reconstruction. (3) Apply Generative Adversarial Networks[4][6] (GAN) in training phase to reduce overfitting.

To evaluate T2IVAE on time series anomaly detection and compare it with other models, we have made experiments on three datasets, namely dataset of network switches collected from our own real-world scenario, public dataset Numenta, and public dataset NASA. Results show that T2IVAE achieves 0.504 F1 score on our data, 0.639 F1 score on Numenta[9], and 0.651 F1 score on NASA[2].

2 RELATED WORK

Recently, a lot of research work based on deep learning have been developed to solve unsupervised anomaly detection problems. VAE and GAN are two most frequently adopted frameworks, as DONUT and TADGAN, which proves the effectiveness of reconstruction-based methods.

DONUT: DONUT[16] is a relatively early but famous research to build unsupervised anomaly detection algorithm based on VAE, trying to detect anomalies through reconstruction probability. To adjust model applicable for time series, several improvements have been made including modified ELBO loss, missing data injection, and MCMC imputation for detection.

TADGAN: TADGAN[3] is a recent unsupervised anomaly detection model based on GAN. TADGAN uses LSTM layers as base models for generators and critics, trying to capture the temporal correlations of time series distributions. Furthermore, it has made a lot of effort to adapt this algorithm to time series, including training with cycle consistency loss to allow for effective time-series data reconstruction, and proposing several approaches to compute anomaly scores. TADGAN has been evaluated on several public datasets with other baseline methods, and the results show that this model outperforms baseline methods with the highest averaged F1 score across all the datasets.

Meanwhile, we have noticed NVAE from NVIDIA, has greatly improved VAE-based image generation by hierarchical VAE structure, and achieved state-of-the-art results on several datasets. Such progress means there’s still space for improvements in VAE-based models, maybe also we can benefit from it for time series anomaly detection scenario. Inspired by this, we have an idea that transfer time series into images for NVAE-based detection model. Furthermore, through transferring time series into images, we are able to include more complicated temporal correlation between time steps as input for detection model.

NVAE: NVAE[14], a deep hierarchical VAE built for image generation using depth-wise separable convolutions and residual parameterization of Normal distributions. Such designed network structure helps NVAE achieve state-of-the-art results among non-autoregressive likelihood-based models on several public datasets, such as MNIST and CIFAR-10.

Sequence 2D Encoding: For encoding time sequences into images, we’ve investigated Recurrence Plots[1], and Gramian Angular Field (GAF)[15]. Suppose Given a univariate time series of length N, these algorithms will encode it and output a N×N image. Recurrence Plots calculates distance between any two sub-trajectories of a time sequence, then build the image. GAF turns sequence into polar coordinates and calculate trigonometric sum measuring the temporal correlation within different time intervals, and this algorithm has already been used with convolution classifier for time series classification.

Considering these previous work, our main idea is to follow the VAE-based detection method, but encode input time sequences into 2D images at first and adopt NVAE as the core part of model, trying to improve the performance on time series anomaly detection.

3 T2IVAE

We propose Time series to Image VAE (T2IVAE), unsupervised time series anomaly detection model based on VAE. The overall architecture of T2IVAE is shown as Fig.(1). Sequence Encoding, model structure, training strategy and detection strategy are T2IVAE’s key components, which are going to be introduced in detail in this section.

![Figure 1: Overall architecture of T2IVAE.](image-url)

3.1 Sequence 2D Encoding

Current anomaly detection models get 1D time series as input. To make it clear, we have a time series input S with L time steps:

\[ S = \{s_1, s_2, \cdots, s_{t-1}, s_t\} \]

and \( s_t \) indicates the value at time step \( t \). As mentioned above, our idea is to encode 1D time series into 2D images (in order to capture more information of time series correlation), then we can apply convolution VAE model which can perform well on 2D feature extracting. To predict a specific value at time step \( k \) is abnormal or not, we extract a sub sequence with window size \( N = 2 \times w \) around time step \( k \), and get sub-sequence \( X_k \):

\[ X_k = \{s_{k-w+1}, \cdots, s_k, \cdots, s_{k+w}\} \]

After encoding, time series X will be transferred to a new matrix with shape as \([N, N]\), so the hidden states of our proposed model...
will have shape like $[B, N, N, C]$ ($B$ indicates batch and $C$ indicates amount of channels). In our experiments, we use Gramian Angular Field (GAF) and Recurrence Plots for encoding, so we will have 2 encoded matrix and concatenate them to get $\hat{X}$ as input for NVAE network with shape as $[B, N, N, 2]$.

**Gramian Angular Field**: GAF\cite{GAF} normalize observations of a time series into interval of $[-1, 1]$ and get $\bar{X}_k$:

$$\bar{x}_{k,i} = \frac{x_i - \max (X_k) + (x_i - \min (X_k))}{\max (X_k) - \min (X_k)}, \forall i \in \{1, \cdots, n\} \tag{1}$$

Then GAF will transfer $\bar{X}_k$ into polar coordinates by encoding it as angular cosine, then calculate the trigonometric sum between each time step to identify the temporal correlation within different time intervals. For time series input $X$, we can calculate $X_{GAF}^k$ as:

$$X_{GAF}^k = (\bar{X}_k)^T \cdot \bar{X}_k = \sqrt{I - (\bar{X}_k)^2} \cdot \sqrt{I - (\bar{X}_k)^2} \tag{2}$$

and $I$ is the unit row vector $[1, 1, \cdots, 1]$.

Normal values are close to nearby ones, thus also close in polar coordinates. However, when abnormal values exist, such as outliers or change points, then there will be significant difference between normal parts and abnormal parts in an image just like anomalies on images, since the trigonometric sum calculates for every 2 time steps and more sensitively to capture anomalies. One example is shown in Fig.(2), a sequence containing outliers after GAF encoding. This property make it possible to use model with 2D input to detect anomalies in 1D time series.

**Recurrence Plots**: A recurrence plot is an image representing the distances between trajectories extracted from the original time series\cite{REC}\footnote{Full model structure of NVAE is shown in Fig.(4).}. For time series input $X$, we can extract trajectories and get $\bar{X}_k$ as:

$$\bar{x}_{k,i} = (x_{k,i}, x_{k,i+r}, \cdots, x_{k,i+(n-1)r}), \forall i \in \{1, \cdots, n - (m - 1)r\} \tag{3}$$

here $\bar{m}$ indicates the dimension of trajectories, and $r$ indicates time delay. After that we can get encoded $X_{REC}^k$ as:

$$X_{REC}^{k,i,j} = \|\bar{x}_{k,i} - \bar{x}_{k,j}\|, \forall i, j \in \{1, \cdots, n - (m - 1)r\} \tag{4}$$

In our experiments, we set both $\bar{m}$ and $r$ to 1, so make it as a point-wise distance calculation.

When an abnormal time step exist, distances with other normal ones will be much larger, thus there will be several anomaly distances on the image, that will make our model to detect. One example is shown in Fig.(3), a sequence containing outliers after Recurrence Plots encoding.

**Figure 2**: Origin series and encoded image by GAF, for a sub-sequence of time series with abnormal value below 60 from Numenta dataset.

**Figure 3**: Origin series and encoded image by Recurrence Plots, for a sub-sequence of time series with abnormal value below 60 from Numenta dataset.

After encoding by GAF and Recurrence Plots, we can concatenate them along channel axis and get $\hat{X}_k$ as input of NVAE networks:

$$\hat{X}_k = \text{Concatenate}(X_{GAF}^k, X_{REC}^k) \tag{5}$$

Since we have multiple time steps for a time series, then we can have set $\hat{X}$ including all time steps for anomaly detection.

### 3.2 Modeling

After the preprocessing of the time series input $S$, including standardization, sliding windows and sequence encoding, we get a set of tensor $\hat{X}$ for all time steps, which is then batch processing into $\hat{X}$ with batch size $B$ and input to T2IVAE for sample encoding and reconstruction decoding.

In T2IVAE, a hierarchical multi-scale encoder-decoder architecture is adopted, modeling prior distribution of latent variables $q(z)$ and posterior distribution of latent variables $p(z|X)$ with auto-regressive Gaussian model. Specifically, the latent variables is partitioned into disjoint groups,

$$z = \{z_1, z_2, \cdots, z_{G-1}, z_G\},$$

where $G$ is the number of groups and $z_g$ is a latent sub-variables. Then, we have

$$q(z) = \prod_{g=1}^{G} q(z_g \mid z_{<g}), \tag{6}$$

$$p(z|\hat{X}) = \prod_{g=1}^{G} p(z_g \mid z_{<g}, \hat{X}). \tag{7}$$

Each group of $q(z)$ is assumed as factorial Normal distributions. On the encoder side, we first extract representation from input $\hat{X}$ with a bottom-up deterministic network, then auto-regressively sample $z_g$ with a top-down network. On the decoder side, the top-down network of encoder is reused to auto-regressively sample $z_g$ and finally reconstruct $\hat{X}$.

The setting of residual cells of the T2IVAE encoder and decoder is the same as that of NVAE. The main function of residual cells is to improve the modeling ability of data with long-term correlation by increasing the reception field of the network with multi-layer convolution.

Whole model structure of NVAE is shown in Fig.(4).
3.3 Training Strategy

T2IVAE is trained in an unsupervised way, with a loss function including reconstruction loss and KL regularization term. Reconstruction loss measures the difference between model input and reconstructed output, calculated with the mean square error (MSE) loss as:

$$L_r(\hat{X}, X) = \frac{1}{2} \sum_{b,i,j,c=1}^{B,N,C} (\hat{X}_{b,i,j,c} - X_{b,i,j,c})^2.$$  (8)

The purpose of KL regularization term is to make the posterior distribution of latent variables as close to the prior one as possible. Essentially, on the basis of auto-encoder, it introduces randomness and diversity into the encoder output, meanwhile improve the robustness of the decoder. Because of the hierarchical multi-scale encoder-decoder architecture of T2IVAE, KL regularization term is calculated by group and residual Normal distributions are used to improve the calculation efficiency. Specifically, let the prior distribution of the $i^{th}$ variable of $z_g$ be a Normal distribution:

$$p(z_g^i|z_{cg}) \sim N(\mu_i(z_{cg}), \sigma_i(z_{cg})).$$

Then the relative values of prior distribution parameters $\Delta \mu_i$ and $\Delta \sigma_i$ are used to determine the posterior distribution:

$$q(z_g^i|z_{cg}, \hat{X}) \sim N(\mu_i(z_{cg}) + \Delta \mu_i(z_{cg}, \hat{X}), \sigma_i(z_{cg}) \cdot \Delta \sigma_i(z_{cg}, \hat{X})).$$

For the $g^{th}$ group, the KL regularization term of each variable is calculated as:

$$KL(q(z_g^i|z_{cg}, \hat{X})||p(z_g^i|z_{cg})) = \frac{1}{2} \left( \frac{\Delta \mu_i^2}{\sigma_i^2} + \Delta \sigma_i^2 - \log \Delta \sigma_i^2 - 1 \right).$$  (9)

The overall KL regularization term is calculated as:

$$L_{KL}(\hat{X}, Z) = \sum_{g=1, t=1}^{G, l_4} KL(q(z_g^i|z_{cg}, \hat{X})||p(z_g^i|z_{cg})).$$  (10)

where $l_4$ means the scale of latent variables of the $g^{th}$ group. And the overall loss function is:

$$L = L_r(\hat{X}, X) + L_{KL}(\hat{X}, Z).$$  (11)

The training process based on loss function Eq.(11) can unsupervisedly fit the time series data, but in the meantime it may fit the anomalous data. Therefore, in order to improve the performance of T2IVAE, we introduce adversarial training to fit the data distribution, making the distribution of reconstructed data as close to that of input data as possible. For the consideration of joint training and model complexity, we make good use of the existing model structure to implement adversarial training inspired by Huang et al[6].

**Algorithm 1: T2IVAE training**

**Input:** $S$, time series input; $N$, window size; $B$, batch size; $epoch$, number of total training epochs; $epoch_{gan}$, number of adversarial training epochs; $\alpha, \beta, m$, hyper-parameters.

**Result:** a trained T2IVAE model with parameters $\theta_{Enc}, \theta_{Dec}$.

1. a set of tensor $\hat{X} \leftarrow$ preprocess $S$, including standardization, sliding windows and sequence encoding;
2. $\theta_{Enc}, \theta_{Dec} \leftarrow$ initialize model parameters;
3. for $e = 1, \cdots, epoch - epoch_{gan}$ do
   4. repeat
      5. $\hat{X} \leftarrow$ random mini-batch from $\hat{X}$;
      6. $Z \leftarrow Enc(\hat{X})$;
      7. $\hat{X} \leftarrow Dec(Z)$;
      8. $L_r \leftarrow L_r(\hat{X}, \hat{X})$;
      9. $L_{KL} \leftarrow L_{KL}(\hat{X}, Z)$;
     10. $L \leftarrow L_r + L_{KL}$;
     11. perform Adamax updates for $\theta_{Enc}, \theta_{Dec}$ based on $L$;
   12. until samples in $\hat{X}$ are enumerated;
4. for $e = epoch - epoch_{gan} + 1, \cdots, epoch$ do
   5. repeat
      6. $\hat{X} \leftarrow$ random mini-batch from $\hat{X}$;
      7. $Z \leftarrow Enc(\hat{X})$;
      8. $Z_p \leftarrow$ samples from prior;
      9. $\hat{X} \leftarrow Dec(Z), \hat{X}_p \leftarrow Dec(Z_p)$;
      10. $L_r \leftarrow L_r(\hat{X}, \hat{X}_p)$;
      11. $L_{KL} \leftarrow Enc(ng(\hat{X}_p), Z_{pp})$;
      12. $L_{kl} \leftarrow L_{kl} + \beta L_{KL}(\hat{X}, Z) + \alpha[m - L_{KL}(\hat{X}, Z_r)] + \alpha[m - L_{KL}(\hat{X}, Z_{pp})]$;
      13. perform Adamax updates for $\theta_{Enc}$ based on $L_{kl}$;
      14. $L_g \leftarrow L_r + \alpha L_{KL}(\hat{X}, Z_r) + \alpha L_{KL}(\hat{X}, Z_{pp})$;
      15. perform Adamax updates for $\theta_{Dec}$ based on $L_g$;
   16. until samples in $\hat{X}$ are enumerated;
end
Let the T2IVAE encoder be the discriminator and the T2IVAE decoder be the generator. On one hand, the target of the discriminator is to identify whether the latent variables are encoded from reconstructed data, constructed data from prior or real data, that is, to maximize the $L_{KL}$ of reconstructed data and constructed data and to minimize the $L_{KL}$ of real data. On the other hand, the target of the generator is to make the latent variables encoded from constructed data and those from real data are as similar as possible, that is, to minimize the $L_{KL}$ of constructed data.

We jointly implement VAE training and adversarial training, with loss function of the discriminator and generator:

$$L_d = L_r(X, \hat{X}) + \alpha \sum_{X = \hat{X}} [m - L_{KL}(X, \text{Enc}(n g(X)))]^2 + \beta L_{KL}(X, \text{Enc}(\hat{X})), \tag{12}$$

$$L_g = L_r(\hat{X}, \hat{X}) + \alpha \sum_{X = \hat{X}} L_{KL}(X, \text{Enc}(X)), \tag{13}$$

where $n g(\cdot)$ refers to the saddle point of back propagation of the gradients, $\alpha$ and $\beta$ are weighting parameters. Because of the instability of adversarial training, we first employ VAE training and then employ adversarial training in the late stage of training process, as stated in Algorithm (1).

### 3.4 Detection Strategy

After model training, we perform anomaly detection through anomaly score estimation, thresholding and pruning. The overall detecting process is stated in Algorithm (2).

Firstly, at time step $k$, a processed tensor $\hat{X}_k$ is input into T2IVAE, and then a reconstructed tensor $\tilde{X}_k$ is output. The MSE between $\hat{X}_k$ and $\tilde{X}_k$ is calculated as the anomaly score at time step $k$.

Secondly, we use globally adaptive thresholding in order to find anomaly. After estimating anomaly scores at every time step, we calculate the mean and standard deviation of anomaly scores on the whole time, and the threshold is defined as 2 standard deviations above the mean. If the anomaly score at one time step is over the threshold, an anomaly point is detected, and finally continuous anomaly sequences are obtained after detecting all time steps.

Thirdly, in order to reduce false positives, we introduce a pruning approach adjusted based on Hundman’s method[7]. Given some detected anomaly sequences $\{\text{seq}_1, \text{seq}_2, \ldots, \text{seq}_I\}$, we obtain the maximum scores of those sequences $\{m_1, m_2, \ldots, m_I\}$, which are then sorted in descending order. After that, we compute the descent rate of the sorted maximums $p_i = (m_{i-1} - m_i)/m_i$. When the first sequence matches the condition:

$$p_1 < \theta \quad \text{and} \quad m_1 < 4 \cdot \text{std} \quad \text{and} \quad m_1 < \lambda \cdot m_1,$$

the subsequent anomaly sequences are all amended as normal. By default, we set $\theta = 0.1, \lambda = 0.95$, and std refers to the standard deviation of anomaly scores on the whole time series.

Finally, some time sequences are detected as anomalous by T2IVAE.

### 4 EXPERIMENTS

To evaluate model performance, we have conducted experiments on two public datasets (NASA and Numenta Anomaly Benchmark), and our own dataset collected from network switches. We are going to introduce the experiments specifically in this section.

#### 4.1 Data

We use three datasets for model evaluation, including public dataset Numenta Anomaly Benchmark, public dataset NASA, and our own real-world data.

**Numenta Anomaly Benchmark**: Numenta Anomaly Benchmark (NAB) provides a public dataset to evaluate anomaly detection algorithms on streaming data. The dataset contains several types of collected time sequences, including artificial data and real-world data[9]. We are going to include Artificial (Art), AdExchange (AdEx), AWS Cloud (AWS), Traffic (Traf), and Tweets, these five datasets in experiments. Detail of these sub-datasets is available in Table 1.

---

**Algorithm 2: T2IVAE detecting**

Input: $S$, time series input with $L$ time steps; $N$, window size; $B$, batch size; a trained T2IVAE model with parameters $\theta_{\text{Enc}}, \theta_{\text{Dec}}$, $\theta, \lambda$, hyper-parameters

Result: detected anomaly sequences of $S$.

1. a set of tensor $X \leftarrow \text{preprocess} S$, including standardization, sliding windows and sequence encoding;

2. repeat

3. $\hat{X} \leftarrow \text{mini-batch from } X$;

4. $Z \leftarrow \text{Enc} (\hat{X})$;

5. $\tilde{X} \leftarrow \text{Dec} (Z)$;

6. $\{\text{score}_k\} \leftarrow L_r (\tilde{X}_k, \tilde{X}_k)$, where $k = N/2, \ldots, L - N/2$;

7. until samples in $X$ are enumerated;

8. mean $\leftarrow \text{mean}(\{\text{score}_k\})$;

9. std $\leftarrow \text{std}(\{\text{score}_k\})$;

10. for $k = N/2, \ldots, L - N/2$ do

11. if $\text{score}_k > \text{mean} + 2 \cdot \text{std}$ then

12. $\text{pred}_k = \text{True}$;

13. else

14. $\text{pred}_k = \text{False}$;

15. end

16. end

17. $\{\text{seq}_i\} \leftarrow \{\text{pred}_k\}$, where $i = 1, \ldots, I$, and $I$ means the number of continuous anomaly sequences;

18. $\{m_i\} \leftarrow \{\text{max}_\text{score}(\text{seq}_i)\}$;

19. $m_i \leftarrow \text{sort}(\{m_i\}, \text{descending} = \text{True})$;

20. sort $\{\text{seq}_i\}$ in the same order of $\{m_i\}$;

21. $\{p_i\} \leftarrow \{(m_{i-1} - m_i)/m_i\}$;

22. for $i = 1, \ldots, I$ do

23. if $p_1 < \theta$ and $m_i < 4 \cdot \text{std} \& m_i < \lambda \cdot m_1$ then

24. amend $\{\text{seq}_j\}_{j=i}$ as normal;

25. break;

26. end

27. end
we set the number of latent variable groups to 3 and the dimensions with above recorded metrics. With length about 30 days, and the collection interval about 15 minutes (SMAP). Detail of these sub-datasets is available in Table 2.

The number of total training image data, a relatively complex model structure is not necessary so step size is 1. Since time series data has much less information than production environment, it will contain much noise and anomalies. Amazon, which can be used as a prediction-based model, and let (F1 score is 0.651) on NASA with small disadvantage compared to NASA has provided a public dataset collected from spacecraft telemetry signals, such as radiation intensity, temperature and energy received by sensors. NASA consists of two sub-datasets, Mars Science Laboratory (MSL) and Soil Moisture Active Passive (SMAP). Detail of these sub-datasets is available in Table 2.

**Our real-world data:** Our data contain sequences collected from 125 network switches, and with manual label. These sequences indicate volume usage of network equipment, abnormal values may reflect equipment failure, network inaccessibility, network congestion. All sequences are collected from a identical period, with length about 30 days, and the collection interval about 15 minutes (some series have missing values). Since all data are collected from production environment, it will contain much noise and anomalies not typical, which will test robustness of algorithms.

### 4.2 Evaluation Metrics

In many application scenes in real life, anomalies are usually rare and happen in a form of continuous sequence. As for point anomalies, due to the abruptness and instantaneous, the feasibility and necessity of anomaly detection are questionable. Therefore, we use overlap F1[7] as the evaluation metric. Specifically, if a predicted anomaly sequence overlaps any known anomaly sequence, a true positive is recorded; If a predicted anomaly sequence does not overlap any known anomaly sequence, a false positive is recorded; If a known anomaly sequence does not overlap any predicted anomaly sequence, a false negative is recorded; Lastly, we calculate F1 value with above recorded metrics.

For one dataset, we first obtain the metric of each time series through experiments. Then we calculate the average metric of a sub-dataset. After that, the average metric of a dataset is computed in a weighted way according to the number of time series.

### 4.3 Model Setting

For each time series, we conduct model training and anomaly detection on the whole series. The size of sliding window is 64 and the step size is 1. Since time series data has much less information than image data, a relatively complex model structure is not necessary so we set the number of latent variable groups to 3 and the dimensions of each group to 512, 256 and 128. The number of total training epochs is 50, including 5 adversarial training epochs. The batch size is 128. Adamax optimizer is employed and its learning rate is set to 0.001 for VAE training and 0.0001 for adversarial training. As for adversarial training, we set $\alpha$ to 0.005 and $\beta$ to 0.1.

### 4.4 Results and Analysis

To conduct our experiments, we have picked VAE-based model DONUT, GAN-based model TADGAN, and statistical model tool Luminol for comparison.

We test DONUT in our experiments for the comparison between DONUT and T2IVAE, since both of them are VAE-based methods. In our paper, results of DONUT are reported from our own experiments using official code, with the best hyper parameters setting after several tests.

TADGAN has multiple variations, using different anomaly score computation methods. In this paper, we report the best method (Critic×DTW) with highest average F1 score on both NAB and NASA taken from original paper, and TADGAN performance on our own real-world data is reported from our own experiments using official code.

Luminol is an open-source tool containing several alternative statistical algorithms, for end-to-end anomaly detection on time series. In our experiments, we uses default Bitmap Algorithm, which breaks time series into chunks and uses the frequency of similar chunks to determine anomaly scores. In this paper, results of Luminol are all from our own experiments with official code.

Firstly, we have made experiments on public datasets NAB and NASA. Since the paper of TADGAN has included a lot of comparison models in experiments on NAB and NASA, we have also listed these results to compare with our model. Specific F1 scores on NAB and NASA for different models are reported in Table 3.

ARIMA, LSTM, HTM are three prediction-based models tested and reported in the paper of TADGAN[3]. Prediction-based methods learn history of time series and make prediction for next several time steps, and real observations with prediction error above threshold will be detected as anomalies.

LSTM AE, Dense AE, and MAD-GAN are reconstruction-based models tested and reported in the paper of TADGAN[3]. LSTM AE and Dense AE are both based on standard Auto-Encoders but with different encoding layers (LSTM layers or Dense layers), while MAD-GAN[10] is based on GAN to train the model for reconstruction. For anomaly detection, reconstruction error is used to determine the observation is abnormal or not.

MS Azure and DeepAR are two commercial tools reported in the paper of TADGAN[3]. MS Azure from Microsoft uses Spectral Residual Convolutional Neural Networks (SR-CNN) for anomaly detection, which applies Spectral Residual for sequence decomposition and applies Convolutional Neural Networks as supervised learning model for detecting anomalies. DeepAR is a probabilistic forecasting model with autoregressive recurrent networks from Amazon, which can be used as a prediction-based model, and let prediction error to detect anomalies.

According to Table 3, T2IVAE (with GAN training strategy) performs best (F1 score is 0.639) on NAB, and performs second best (F1 score is 0.651) on NASA with small disadvantage compared to

---

Table 1: Details of public dataset NAB.

| Sub-dataset | Sequence num | Sequence length |
|-------------|--------------|----------------|
| Art         | 6            | 4032           |
| AdEx        | 5            | 1624           |
| AWS         | 17           | 4032           |
| Traf        | 7            | [1000, 2500]   |
| Tweets      | 10           | 15830          |

Table 2: Details of public dataset NASA.

| Sub-dataset | Sequence num | Sequence length |
|-------------|--------------|----------------|
| MSL         | 27           | [1800, 6100]   |
| SMAP        | 53           | [4400, 8700]   |

---

Source code is available at: https://github.com/linkedin/luminol
Table 3: Reported F1 scores for model performance comparison on datasets NASA and NAB. Mean score indicates average F1 score of all sequences in the whole dataset, while Total Mean score indicates average score of NASA and NAB. * denotes results taken from the paper of TADGAN. T2IVAE_GAN indicates T2IVAE training with GAN strategy.

| Model      | NASA          | NAB           |
|------------|---------------|---------------|
|            | MSL | SMAP | Mean | Art | AdEx | AWS | Traf | Tweets | Mean | Total Mean |
| MS-Azure*  | 0.218 | 0.118 | 0.152 | 0.125 | 0.066 | 0.173 | 0.166 | 0.118 | 0.140 | 0.146 |
| Luminol    | 0.278 | 0.319 | 0.305 | 0.121 | 0.311 | 0.225 | 0.463 | 0.324 | 0.315 |
| MAD-GAN*   | 0.111 | 0.128 | 0.122 | 0.324 | 0.297 | 0.273 | 0.412 | 0.444 | 0.341 | 0.232 |
| Dense-AE*  | 0.507 | 0.700 | 0.635 | 0.444 | 0.267 | 0.64  | 0.333 | 0.057 | 0.392 | 0.514 |
| HTM*       | 0.412 | 0.557 | 0.508 | 0.455 | 0.519 | 0.571 | 0.474 | 0.526 | 0.525 | 0.516 |
| LSTM-AE*   | 0.507 | 0.672 | 0.616 | 0.545 | 0.571 | 0.764 | 0.552 | 0.542 | 0.630 | 0.623 |
| DeepAR*    | 0.583 | 0.453 | 0.497 | 0.545 | 0.615 | 0.390 | 0.600 | 0.542 | 0.505 | 0.501 |
| Arima*     | 0.492 | 0.420 | 0.444 | 0.353 | 0.583 | 0.518 | 0.571 | 0.567 | 0.524 | 0.484 |
| LSTM*      | 0.460 | 0.690 | 0.612 | 0.375 | 0.538 | 0.474 | 0.634 | 0.543 | 0.509 | 0.561 |
| DONUT      | 0.511 | 0.533 | 0.526 | 0.354 | 0.474 | 0.491 | 0.059 | 0.591 | 0.427 | 0.476 |
| TADGAN     | **0.623** | **0.680** | **0.661** | **0.667** | **0.667** | 0.610 | 0.455 | 0.605 | 0.600 | 0.630 |
| T2IVAE     | 0.568 | 0.672 | 0.637 | 0.613 | 0.556 | 0.673 | 0.476 | **0.639** | 0.613 | 0.625 |
| T2IVAE_GAN | 0.595 | 0.679 | 0.651 | 0.626 | 0.572 | 0.692 | 0.595 | 0.628 | **0.639** | **0.645** |

TADGAN, which makes it the best model considering average F1 score (0.645) of NASA and NAB. Furthermore, we can have three conclusions about the performance of T2IVAE:

First, T2IVAE and DONUT are both VAE-based algorithms, but T2IVAE performs better on both NASA and NAB. Compared with DONUT, T2IVAE replaces classical VAE structure with more complicated structure as NVAE, and transform time series into 2D image to present temporal correlation before input. The improved performance proves, better-designed VAE structure, and more information on temporal correlation, are effective for time series anomaly detection.

Second, compared to other reconstruction-based models, our model with GAN training strategy still performs better (except disadvantage compared to TADGAN on NASA). This shows the effectiveness of VAE as the backbone of reconstruction-based model structure.

Third, we have tested both T2IVAE and T2IVAE_GAN on public datasets. The only difference between these two models, is that T2IVAE_GAN applies GAN training strategy in last several training epochs. In our experiments, we replace last 5 training epochs with GAN strategy. Compare the performance of these two models, we can find such improvement can help improve performance on anomaly detection.

On our real-world data, we pick Luminol, DONUT, TADGAN (performs best on NAB and NASA except our model) for comparison. Results are shown in Table 4.

On our real-world data, except our models, DONUT performs best this time, while TADGAN performs best on NASA and NAB, which means models may be suitable for different datasets. Both T2IVAE and T2IVAE_GAN perform better than any other comparison models, and T2IVAE_GAN performs better than T2IVAE again, which indicates the effectiveness of improvements made for T2IVAE (including sequence encoding, NVAE structure, and GAN training strategy).

5 CONCLUSION
In this paper, we focus on univariate time series anomaly detection and propose T2IVAE, an unsupervised learning model based on NVAE. T2IVAE encode original time series into 2D image to extract correlation feature, apply multiple VAE sampling procedures, and use reconstruction loss to detect time steps with abnormal values in time series. Furthermore, we’ve also explored to optimize model performance with GAN training strategy and adaptive anomaly threshold. To evaluate model and compare it with other algorithms, we conduct on public datasets and our own collected real-world dataset. T2IVAE has achieved 0.639 F1 score on NAB dataset, 0.651 F1 score on NASA dataset, and 0.504 F1 score on our real-world dataset, making it outperform other comparison models. This paper mainly shows that, better performing VAE architecture and better designed feature engineering, can help improve performance on time series anomaly detection.
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