Excitation of absorbing exceptional points in the time domain
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We analyze the time-domain dynamics of resonators supporting exceptional points (EPs), at which both the eigenfrequencies and the eigenmodes associated with perfect capture of an input wave coalesce. We find that a time-domain signature of the EP is an expansion of the class of waveforms which can be perfectly captured. We show that such resonators have improved performance for storage or transduction of energy. They also can be used to convert between waveforms within this class. We analytically derive these features and demonstrate them for several examples of coupled optical resonator systems.

PACS numbers:

Optimal energy transfer via electromagnetic waves is of high importance for a variety of applications, such as transmitting information in integrated photonics and quantum processors, and energy transduction in ablation and solar cells. The limit of perfect transfer (zero scattering) in general has solutions only at discrete (possibly complex) frequencies. One form of optimal transduction of an electromagnetic wave is Coherent Perfect Absorption (CPA), the time-reversed process of lasing at threshold, in which by tuning the degree of absorption in a structure, a specific continuous wave (CW) input at real frequency will be perfectly absorbed [1]. It has recently been shown that an analogous phenomenon can be achieved in lossless systems by exciting a zero scattering state at a complex frequency with an exponentially rising input wave. In this case, the system will simply store the input until the ramp is turned off and the energy is released [2]. Showing that it is possible to access such states raises a natural question: what are the time domain signatures of degeneracies of these states, known as exceptional points (EPs).

When a non-Hermitian system is tuned to have a degeneracy, two or more eigenvalues and eigenfunctions coalesce. EPs of resonances have been shown to lead to enhanced wave-matter interactions, improved sensing, asymmetric state transfer, and novel lasing behavior [3–24]. Recently, phenomena associated with the presence of EPs of CPAs have been studied and probed in the frequency domain, focusing on real frequencies. An anomalous quartic line broadening was predicted due to the presence of the EP [25], and observed in a coupled ring resonator system, [26]. However, this earlier work considered only the CW input.

Here we show that the implication of this coalescence of eigenfunctions at a real or virtual CPA EP is that a second wave-equation solution arises, of the form \((vt - z)e^{ikz - i\omega t}\), where \(v\) is the propagation speed and \(k\) is the wavevector. Here \(\omega, k \equiv (\omega/v)\) are real for CPA EP and complex for virtual CPA EP. More generally for an \(m^{th}\) order degeneracy, solutions of the form \((vt - z)^{m-1}e^{ikz - i\omega t}\) and all lower powers exist and any superposition thereof satisfies the zero scattering boundary condition. These modes are growing temporally and decaying spatially along the propagation axis. Importantly, from time-reversal arguments one can show that the time reversal of these more general waveforms describes the emission of systems at resonance EPs [27, 28].

The possibility of exciting a zero scattering state with any superposition of these waveforms hasn’t been explored prior to this work. Not only is this of fundamental interest, but it allows increased flexibility in exciting such a structure without generating reflections; we will show that this leads to improved impedance matching of finite pulses and the ability to load and potentially empty a cavity faster.

The fact that these waveforms are reflectionless can be seen from the following general argument, which applies both to CPA and the recently discussed Reflectionless Scattering Modes (RSMs). While at a CPA, with appropriate spatial excitation, there is no reflection to any of the input channels, RSMs are states which are defined by zero reflection into a chosen subset of the input chan-
nels [29, 30], but for which the input is partially or fully transmitted into the complementary outgoing channels. For both CPA and RSMs, an eigenvalue of a suitably defined reflection matrix is zero at a particular \( \omega \), and an EP of order \( m \) is created by the coalescence of \( m \) such frequencies and eigenvectors at \( \omega_{\text{EP}} \). The single remaining reflection eigenvalue vanishes as \( \rho(\omega) \sim (\omega - \omega_{\text{EP}})^m \) at the EP [25], and hence all derivatives of \( \rho(\omega) \) up to order \( m - 1 \) vanish. Specializing this to the case \( m = 2 \), which will be our focus here, we consider inputs at \( z = 0 \) of \( e^{i\omega_1 t} \) and \( e^{i\omega_2 t} \); we Fourier transform (FT) them, and then apply the inverse FT to their product with \( \rho(\omega) \):

\[
\mathcal{F}\left(e^{i\omega_1 t}\right) = \delta(\omega - \omega_1) , \quad \mathcal{F}\left(te^{i\omega_1 t}\right) = \delta'(\omega - \omega_1),
\]

\[
\int \delta(\omega - \omega_1) \rho(\omega) e^{i\omega t} d\omega = \rho(\omega_1) e^{i\omega_1 t},
\]

\[
\int \delta'(\omega - \omega_1) \rho(\omega) e^{i\omega t} d\omega = \rho'(\omega_1) e^{i\omega_1 t} + \rho(\omega_1) i\omega t e^{i\omega_1 t}.
\]

Thus, at a CPA or RSM EP, since \( \rho(\omega) = \rho'(\omega) = 0 \), there is no reflection of any linear combination of such inputs at real or complex \( \omega_{\text{EP}} \). This obviously applies to the inputs \( t^{m-1} \exp(i\omega_1 t) \) with \( m \geq 3 \) at higher-order EPs. To satisfy the wave equation, the input has to be of the form \( f(vt - z) \) and we obtain the explicit solution mentioned above. In addition, it can be seen that at a generic CPA, in which only \( \rho(\omega) = 0 \), the growing input \( t \exp(i\omega t) \) is reflected but is converted to the constant-amplitude output \( \exp(i\omega t) \). We will discuss such conversion processes, which generalize to higher orders, briefly below and in the SM Sec. 1.

The above argument neglects the effect of the turn on and off of the input wave. To estimate the effect of the turn on at a CPA and CPA EP, we FT the inputs of the form \( \theta(t)e^{i\omega_1 t} \) and \( \theta(t)te^{i\omega_1 t} \), where \( \theta(t) \equiv \theta(t) \) or \( \tanh(t) + 1)/2 \) and multiply the results by \( \rho = r \), the reflection coefficient, to get

\[
\lim_{\omega \to \omega_{\text{CPA}}} \mathcal{F}\left(\theta(t) e^{i\omega_1 t}\right) = r_{\text{CPA}} \propto \frac{\omega - \omega_{\text{CPA}}}{\omega - \omega_{\text{CPA}}} = \text{constant},
\]

\[
\lim_{\omega \to \omega_{\text{EP}}} \mathcal{F}\left(\theta(t) e^{i\omega_1 t}\right) = r_{\text{CPA,EP}} \propto \frac{(\omega - \omega_{\text{EP}})^2}{(\omega - \omega_{\text{EP}})^2} = (\omega - \omega_{\text{EP}}),
\]

\[
\lim_{\omega \to \omega_{\text{CPA}}} \mathcal{F}\left(\theta(t) te^{i\omega_1 t}\right) = r_{\text{CPA,EP}} \propto \frac{(\omega - \omega_{\text{EP}})^2}{(\omega - \omega_{\text{EP}})^2} = \text{constant}.
\]

Interestingly, we see that for input \( e^{i\omega t} \) the effect of the turn on (introducing a pole) is strongly damped at CPA EP, as the response at \( \omega_{\text{EP}} \) is zero, whereas at a CPA it is a constant, corresponding to a slower temporal decay for the same input. In addition, while the response to \( te^{i\omega t} \) at a CPA EP is also constant, the input in this second case is much larger for long excitation times, which implies smaller relative reflection. Moreover, due to the linear dependence on \( t \) in \( t \exp(i\omega t) \), the scattered field that originates from the incoming field at earlier times is smaller in magnitude than the current input and the scattered field before the destructive interference starts is small, which results in small relative reflection compared to \( \exp(i\omega t) \).

We now demonstrate these general properties in an analytically solvable model oriented towards optics; similar excitation properties apply in AC circuits, acoustics, and quantum scattering. For simplicity we take a structure with a single input channel, terminated with a perfect mirror. A property of the response at an EP, which has been exploited for sensing applications, is that the EP
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leads to higher sensitivity of the eigenvalues to perturbations in the parameters of the system [31–34]. In the context of modeling this implies a higher degree of difficulty in locating EPs by pure numerical search. To avoid this, as a first step we consider the single-port three-mirror model shown in Fig. 1, which is analytically tractable and still rather general. It consists of two regions of length $l_1, l_2$ and uniform refractive index $n_1, n_2$ terminated by a perfect mirror. There are lossless mirrors of reflectivity $r_1, r_2$ on the left surface of each region; the model can represent three specific setups (see Fig. 1a).

The total reflection amplitude coefficient for any realization of this model is given by

$$r = -r_1 \left( e^{2ikn_1l_2}r_2 + 1 \right) + e^{2ikn_1l_1} \left( r_2 + e^{2ikn_1l_2} \right) \left( r_1 + e^{2ikn_1l_1} \right) \frac{r_2 + e^{2ikn_1l_2}}{1 + e^{2ikn_1l_2}r_2 + e^{2ikn_1l_1} \left( r_2 + e^{2ikn_1l_2} \right) r_1}. \quad (2)$$

To find the EPs of this model analytically we impose the two conditions $r(\omega) = r'(\omega) = 0$ simultaneously. Defining $x = e^{2ikn_1l_2 + 2\pi ip}, y = e^{2ikn_1l_1},$ we get

$$x = \frac{r_2^2 (\Lambda - 1) - \frac{1}{\Lambda} - 1 \pm \sqrt{\left( r_2^2 \left( \frac{1}{\Lambda} - 1 \right) + 1 + \frac{1}{\Lambda} \right)^2 - 4r_2^2}}{2r_2},$$

$$y = r_1 \frac{r_2^2 (\Lambda - 1) - \Lambda - 1 \pm \sqrt{\left( r_2^2 (\Lambda - 1) + \Lambda + 1 \right)^2 - 4\Lambda^2 r_2^2}}{2r_2}, \quad (3)$$

where $\Lambda = \frac{n_1 l_1}{n_2 l_2}$ is the ratio of the optical lengths of the slabs. By expressing $k = \omega/c$ using $x$ and $y$ and equating, we obtain a general analytic condition for a CPA EP that holds in the weak and strong coupling regimes, (see SM Sec. V for details):

$$ye^{2\pi ip\Lambda} = x^\Lambda. \quad (4)$$

Using this method we can find quite easily continuous curves of EPs in the parameter space of the model (see Fig. S3), allowing design flexibility. Assuming $\Lambda$ is an integer, neglecting dispersion and other non-idealities, the model gives an infinite number of simultaneous EPs for the same parameter values, labeled by an integer $p$. For $\Lambda = 1$, equal optical length, we obtain analytical solutions for the EPs

$$\omega = \frac{\ln \left( -r_2 \left( r_1^2 + 1 \right) \right)}{2in_1l_1} + 2\mathbb{p}n_i,$$

$$r_1^2 = -r_2^2 + 2 + 2\sqrt{1 - r_2^2}. \quad (2)$$

EPs for virtual CPA with $\Lambda = 1$ are shown in Fig 1b. In the generic case, $\Lambda \neq 1$, the solution of Eq. (4) only gives a single EP; such an example is shown in Fig. 1c. Further examples are given in the SM Sec. V.

We now choose an appropriate model for a virtual CPA EP and calculate the temporal response for the relevant finite-time inputs, where $\omega_r = \text{Re}(\omega), \Gamma = \text{Im}(\omega)$. To that end, we proceed similarly to Ref. [35], see SM Sec. VI. We present in Fig. 2 the scattered fields for the inputs $\exp(i\omega_r t + \Gamma t)$ (a) and $t \exp(i\omega_r t + \Gamma t)$ (b) multiplied by the step functions $\left( \theta(t-t_1) - \theta(t-t_2) \right)$, where $\omega_1 = (1.57 + 0.575i)/2 + \pi$, same parameters as Fig. 1b, except both optical lengths are doubled. Both inputs captured almost perfectly after an initial transient; the relative scattering for $e^{i\omega_r t}$ is larger, see insets. (c) Relative integrated scattered energies for both inputs compared with a virtual CPA in one cavity with the same total length, $\text{Im}(\omega)$, and $r_1$.
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We validate our model analysis by simulating a realistic setup of a photonic integrated circuit (PIC) that
is scattered after the input is turned off. To alleviate
efficient transduction, so we must keep track of energy which
is scattered after the input is turned off. To alleviate
certain computational challenges, we developed a gen-
eral approach to perform a numerical inverse FT of the
output, see SM Sec. VI B. Since the FT of a step func-
tion decays slowly at high frequencies, we used tanh(t)
as a smooth switching function. Importantly, we show
there that a term in the FT of $\tilde{\theta}(t-t_1)t\exp(\omega t)$ is pro-
portional to the switching-off time $t_1$. This implies that
for $t\exp(\omega t)$ there is negligible accumulation of unab-
sorbed energy at a CPA EP (due to the double zero),
whereas for the conversion process, at an ordinary CPA
there would be a large accumulation of unabsorbed en-
ergy in the resonator which will be emitted after turn
off.

In Fig. 3 we present the temporal responses to $\exp(\omega t)$
and $t\exp(\omega t)$ at a real CPA EP in a high-Q two-slab
setup with Bragg mirrors. In a high-Q cavity since the
reflection is large and the absorption is low, the scattered
field and equilibration time are larger. Evidently, at the
CPA EP, the scattering from both input signals is rela-
tively small and does decay in time while the pulse is on,
as seen in the inset of Fig. 3 (b) (the moving-average of
the scattered power normalized by the average incident
power), implying large dissipation within the medium.
For the increasing input $t\exp(\omega t)$ it is noteworthy that
negligible scattering occurs after turn off of the input,
in agreement with our conclusion above. This contrasts
with the response at ordinary CPA (single zero) shown
in Fig. 4 in a low-Q two-slab system without Bragg mir-
rors. Here, $\exp(\omega t)$ is absorbed as expected and
$te^{i\omega t}$ is converted to $e^{i\omega t}$ (constant amplitude) and there is emission of the
accumulated energy after the input stops.

Figure 3: Scattered wave at a real CPA EP for the
inputs of $e^{i\omega t}$ (a) and $te^{i\omega t}$ (b) multiplied by
$(\tanh (t) + 1 - (\tanh (t - t_1) + 1)) / 2$, for a high Q
 cavity with Bragg mirrors and EP parameters in Fig. 1.
Both inputs are absorbed in steady state.

Figure 4: Scattered wave at a real CPA (not an EP) in
a low-Q two-slab setup for the inputs $e^{i\omega t}$ (a) and
$te^{i\omega t}$ (b) multiplied by $(\tanh (t) + 1 - (\tanh (t - 50) + 1)) / 2$, with $l_1 = 1, l_2 = 1.5, n_1 = 1.533, n_2 = 1.4 + 0.3i,$
$\omega_{\text{CPA}} = 1.27$. It can be seen that $te^{i\omega t}$ is converted to
$e^{i\omega t}$ (constant amplitude) and there is emission of the
accumulated energy after the input stops.
can be easily tuned to a CPA EP on the real axis, and verify its unique scattering features with full-wave simulations. The PIC consists of coupled ring-optical waveguide (CROW) resonators with a geometry that can be readily implemented using conventional PIC technology, see Fig. 5(a). The coupling parameters between the waveguides and the ring resonator $g$ and $g_0$, which are determined by their distances, allow us to tune the setup to a CPA EP, and in this platform they can be tuned with high accuracy using a nanopositioner stage, making it highly promising for an experimental implementation. The parameters of the setup were chosen to have the CPA EP close to the optical telecommunication wavelength $\lambda_0 = 1.56 \mu m$, see SM, Sec. VIII. In Fig. 5 (b) we plot the electric field distribution for a sinusoidal excitation and input power $P_{in} = 1(W/m)$ at a CPA EP occurring at $g/g_0 = 1.08$. As expected, there is no reflection at the right port. Finally, we plot the time domain response for both inputs in Fig. 5 (c) and (d), showcasing the same dynamics predicted in the three-mirror model.

![Figure 5](image-url)

We conclude that cavities tuned to an EP provide superior performance for wave capture and impedance matching, for both energy storage (virtual case) and transmission (coherent absorption). Particularly interesting is the possibility of perfectly absorbing a linearly growing wave as well as a CW wave, which hasn’t been previously explored. The generalization of this work to higher-degeneracy EPs was mentioned above and is straightforward. While we have only shown single port realizations of absorbing structures tuned to an EP, our conclusions are valid for multiport excitation, as long as the appropriate wavefront is imposed at each port.
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PACS numbers:

I. CONVERSIONS AND RESPONSE TO THE INPUT \( t^2 e^{i\omega_n t} \)

We examine the temporal response to the input \( t^2 e^{i\omega_n t} \)
\[
\mathcal{F} \left( t^2 e^{i\omega_n t} \right) = \delta^{(2)} (\omega - \omega_n),
\]
\[
\int \delta^{(2)}(\omega - \omega_n) \lambda(\omega) e^{i\omega t} d\omega = (\lambda' (\omega_n) e^{i\omega_n t} + \lambda (\omega_n) i t e^{i\omega_n t})' =
\lambda^{(2)} (\omega_n) e^{i\omega_n t} + \lambda' (\omega_n) i t e^{i\omega_n t} + \lambda (\omega_n) i t e^{i\omega_n t} - \lambda (\omega_n) t^2 e^{i\omega_n t},
\]
which vanishes at a second order CPA EP where \( \lambda (\omega_n) = \lambda' (\omega_n) = \lambda^{(2)} (\omega_n) = 0 \). This leads us to the possibility of converting between \( e^{i\omega_n t} \) signals. For example, for a standard CPA and the input \( t e^{i\omega_n t} \) we get an output of the form \( e^{i\omega_n t} \)
\[
\int \delta'(\omega - \omega_n) \lambda(\omega) e^{i\omega t} d\omega = \lambda' (\omega_n) e^{i\omega_n t}.
\]
Similarly, a CPA EP converts \( e^{i\omega_n t} t^2 \) \( \rightarrow e^{i\omega_n t} \) since \( \lambda' (\omega_n) = \lambda (\omega_n) = 0, \lambda^{(2)} (\omega_n) \neq 0 \). When \( \lambda^{(2)} (\omega_n) = \lambda (\omega_n) = 0, \lambda' (\omega_n) \neq 0 \), we get the conversion \( e^{i\omega_n t} t^2 \) \( \rightarrow t e^{i\omega_n t} \), see Fig. S1.

II. SOLUTION TO THE WAVE EQUATION

For concreteness we consider the electromagnetic wave equation. To satisfy the wave equation \( \frac{\partial^2 E}{\partial x^2} - \frac{n_i^2}{c^2} \frac{\partial^2 E}{\partial t^2} = 0 \), where \( n_i \) is the refractive index, we look for an electric field \( E \) that is a function of \( \frac{c}{n_i} t - z \). In order for \( E \) to be a function of the form \( t^m e^{i\omega t} \) at a fixed location we write
\[
E = \left( \frac{c}{n_i} t - z \right)^m e^{i(-\omega t + kn_i z)} \theta \left( \frac{c}{n_i} t - z \right) \geq 0,
\]
where \( \theta \) is a step function. This also ensures that closer to the surface current that generates the field \( J \propto t^m e^{i\omega t} \delta (z - z_0) \epsilon_y \) we have a larger field amplitude since the field was generated at a later time.

In order to satisfy the wave equation for a complex \( \omega, k \equiv k_r + ik_i \) has to be complex, and we obtain the first wave-equation solution
\[
E = e^{-i\omega_n t + \Gamma t + ik_z z - k_i z},
\]
which decays exponentially in space, and the second wave-equation solution
\[
E = k (vt - z) e^{-i\omega_n t + \Gamma t + ik_z z - k_i z}.
\]
III. CALCULATING THE REFLECTION COEFFICIENT

We write the CW field with incoming boundary conditions

$$\begin{cases} A_1 e^{ikx} + A_2 e^{-ikx} & x \in I \\ B_1 e^{ikn_1 x} + B_2 e^{-ikn_1 x} & x \in II \\ C_1 e^{ikn_2 x} + C_2 e^{-ikn_2 x} & x \in III \end{cases}$$

(1)

We then impose boundary conditions

$$\frac{r_1}{t_1} A_1 e^{ik(-l_1)} + \frac{1}{t_1} A_2 e^{-ik(-l_1)} = B_2 e^{-ikn(-l_1)}$$,

$$\frac{1}{t_1} A_1 e^{ik(-l_1)} + \frac{r_1}{t_1} A_2 e^{-ik(-l_1)} = B_1 e^{ikn_1(-l_1)}$$,

$$\frac{r_2}{t_2} B_1 + \frac{1}{t_2} B_2 = C_2$$,

$$\frac{1}{t_2} B_1 + \frac{r_2}{t_2} B_2 = C_1$$,

$$-C_1 e^{2ikn_2 l_2} = C_2$$,

where $r_1 = \frac{n_1 - \left(\frac{n_4}{n_5}\right)^{2N_1}}{n_1 + \left(\frac{n_4}{n_5}\right)^{2N_1}}$, $r_2 = \frac{n_2 - \left(\frac{n_5}{n_6}\right)^{2N_2}}{n_2 + \left(\frac{n_5}{n_6}\right)^{2N_2}}$, $n_3, n_4$ and $n_5, n_6$ are the refractive indices in the left and right Bragg mirrors, and $N_1$ and $N_2$ are the number of repetitions in the left and right Bragg mirrors respectively ($N_1 = N_2 = 0$ for a two slab system without Bragg mirrors).

IV. CALCULATING VIRTUAL CPA EPS

We consider lossless slabs for the special case of equal optical lengths of the slabs, which admits an analytical solution. We assume general reflection coefficients $r_1, r_2$ and for simplicity also vacuum in both slabs $n_1 = n_2 = 1$ and therefore $l_1 = l_2$. We will then map this setup to a setup of two slabs that results in the reflection coefficients that we will calculate.

In order to calculate the EP analytically we first substitute $x = e^{2ikl_1 + 2\pi pl} = e^{2ikl_2 + 2\pi ql}$ and get a polynomial for the numerator of $r$. We impose no reflection and get

$$(e^{2ikl_1} - x_1) (e^{2ikl_2} - x_2) = r_2 x + r_1 + x^2 + r_1 r_2 x = 0,$$

with the solutions

$$x_{1,2} = \frac{-r_1 r_2 - r_2 \pm \sqrt{(r_1 r_2 + r_2)^2 - 4r_1}}{2}, \quad k = \frac{\ln x - 2\pi pi}{2im_1 l_1}.$$
We find the EP parameters by imposing vanishing of $\Delta$ of the CPA polynomial

\[ \frac{(r_2 (1 + r_1))^2}{r_1} = 4, \]
\[ r_2^2 + 2r_2r_1 - 4r_1 + \frac{r_2^2}{r_1^2} = 0, \]

and obtain the EP relation

\[ r_{1,2} = \frac{-r_2^2 + 2 \pm 2 \sqrt{1 - r_2^2}}{r_1^2}, \]

which is satisfied for an infinite number of EPs occurring simultaneously due to the multiplicity in $p$. Interestingly, when increasing $l_1$, $\Delta \omega = \frac{2\pi}{n_1 l_1}$ decreases, which may result in negligible dispersions in $n_1(\omega), n_2(\omega)$ at adjacent frequencies and possibly realizable experimental implementation. Also, when considering real CPA EPs, the high-Q or large $l_1$ limits may imply $\text{Im}(n_1), \text{Im}(n_2) \ll 1$ and $\Delta k$ that is approximately real, and thus real $x$ or $p, l_1 \gg 1$, may allow this phenomenon to approximately occur. Importantly, in the case of an RSM EP $\text{Im}(n_1) = \text{Im}(n_2) = 0$ can occur and thus this phenomenon may be realized.

We choose $r_{1, EP} = 0.1$, $r_{2, EP} = 0.57496$.

In Fig. 1 (b) we calculate $k_s$ of the virtual CPA from the general CPA equation close to the CPA EP. It can be seen that since the solution is analytical we get an exact EP.

Now we map the mirror setup to a two slab setup. We relate the reflection coefficient to the refractive indices of the slabs (see Fig. 1 (a)) using the Fresnel equation relation, which we verify from the first two boundary conditions

\[ -r_1/2 = \frac{n_i - n_t}{n_i + n_t}. \]

We then substitute $n = 1$ in the host medium and get

\[ n_{1, EP} = 1.22222, n_{2, EP} = 4.52878. \]

We also calculate $r_{1, EP}$ as we vary $r_2$ and translate the results to the slab setup. In Fig. S2 (a) we plot $r_1(r_2)$ for virtual CPA EP with $n_1 = n_2 = 1$ and in Fig. S2 (b) we present the mapping of the relation to $n_1$ and $n_2$.

Calculating a virtual CPA

Here we calculate a virtual CPA in a single-slab setup with the same $\text{Im}(\omega), r_1$ and total length as in Fig. 2.
We first write the continuous-wave (CW) solution in the one-slab setup terminated by a perfect mirror

\[
\begin{cases}
A_1 e^{ikx} + A_2 e^{-ikx} & x \in I \\
B_1 e^{ikn_1x} + B_2 e^{-ikn_1x} & x \in \Pi
\end{cases}
\]

We impose boundary conditions

\[
\frac{r_1}{t_1} A_1 + \frac{1}{t_1} A_2 = B_2,
\]

\[
\frac{1}{t_1} A_1 + \frac{r_1}{t_1} A_2 = B_1,
\]

\[
-B_1 e^{2ikn_1l_1} = B_2,
\]

get

\[
\frac{r_1}{t_1} A_1 + \frac{1}{t_1} A_2 = -\left(\frac{1}{t_1} A_1 + \frac{r_1}{t_1} A_2\right) e^{2ikn_1l_1},
\]

\[
r_1 A_1 + A_2 = -(A_1 + r_1 A_2) e^{2ikn_1l_1},
\]

\[
A_1 \left(r_1 + e^{2ikn_1l_2}\right) = -A_2 \left(1 + r_1 e^{2ikn_1l_1}\right),
\]

and obtain the reflection coefficient

\[
r = -\frac{r_1 + e^{2ikn_1l_2}}{1 + r_1 e^{2ikn_1l_1}}.
\]

We impose \(r = 0\)

\[-r_1 = e^{2ikn_1l_1 + 2\pi pi},
\]

and express \(k_{CPA}\)

\[
\log (-r_1) = 2ikn_1l_1 + 2\pi pi,
\]

\[
k_{CPA} = \frac{\log (-r_1) + 2\pi pi}{2in_1l_1}.
\]

For a single cavity with \(n_1l_1 = 2\) from the correspondence with the expression for \(k_{CPA,EP}\)

\[
r_{1\text{ CPA}} \to r_{2\text{ EP}} \frac{(1 + r_{1\text{ EP}})}{2}, \quad r_{1\text{ EP}} = 0.1, \quad r_{2\text{ EP}} = 0.57496
\]

we require the same \(k\) and get

\[
r_{1\text{ CPA}} = 0.3162,
\]

\[
k_{CPA} = k_{CPA,EP} = \frac{-1.17 + 3.14i + 4\pi i}{4i} = (1.57 + 0.57i)/2 + \pi.
\]

Alternatively, for \(r_1 = 0.1\) and length \(n_2l_2 = 4\) we get

\[
k_{CPA} = \frac{\log (-0.1) + 2\pi pi}{8i} = 3.53429 + 0.287823i,
\]

which has the same \(\text{Im}(\omega)\), \(r_1\), and total length.
V. CALCULATING REAL CPA EPS

We consider an $m$ - order EP and define in the transfer function $\rho(\omega) = r = f(\omega)(\omega - \omega_n)^{m+1}$ as the numerator and $f(\omega) = 1/\text{denominator}$. We then conclude that $\frac{\partial (\omega - \omega_n)^{m+1}}{\partial \omega} = 0$ for $j \leq m$. We consider a first order EP and impose vanishing of the numerator of $r$ and its derivative

$$\frac{\partial r_{\text{num}}}{\partial k} = r_1 n_2 l_2 e^{2ikn_2l_2} + e^{2ikn_1l_1} [r_2 n_1 l_1 + (n_1 l_1 + n_2 l_2) e^{2ikn_2l_2}] = 0.$$  

We define

$$x = e^{2ikn_2l_2 + 2\pi ip}, \quad y = e^{2ikn_1l_1 + 2\pi iq}, \quad k = \frac{\log x - 2\pi ip}{2in_2l_2},$$

where $p$ and $q$ are integers and get

$$\frac{\partial r_{\text{num}}}{\partial k} = r_1 n_2 l_2 x r_2 + y [r_2 n_1 l_1 + (n_1 l_1 + n_2 l_2) x] = 0.$$  

We express $x$ as follows

$$x = -\frac{yr_2 n_1 l_1}{r_1 n_2 l_2 r_2 + y (n_1 l_1 + n_2 l_2)},$$

and substitute $x$ in Eq. (2) to obtain

$$r_1 \left( -\frac{yr_2 n_1 l_1}{r_1 n_2 l_2 r_2 + y (n_1 l_1 + n_2 l_2)} r_2 + 1 \right) + y \left( r_2 - \frac{yr_2 n_1 l_1}{r_1 n_2 l_2 r_2 + y (n_1 l_1 + n_2 l_2)} \right) = 0.$$  

In this way we get explicit expressions for $x$ and $y$

$$x = \frac{l_1 n_1 r_2^2 - l_1 n_1 - l_2 n_2 r_2^2 - l_2 n_2 \pm \sqrt{(l_1 n_1 r_2^2 + l_1 n_1 - l_2 n_2 r_2^2 + l_2 n_2)^2 - 4l_1^2 l_2^2 r_2^4}}{2l_2 n_2 r_2},$$

$$y = \frac{-l_1 n_1 r_2^2 - l_1 n_1 + l_2 n_2 r_2^2 - l_2 n_2 \pm \sqrt{(l_1 n_1 r_2^2 + l_1 n_1 - l_2 n_2 r_2^2 + l_2 n_2)^2 - 4l_1^2 l_2^2 r_2^4}}{2l_1 n_2 r_2}.$$  

Now we formulate a relation between $x$ and $y$ by expressing $k$ with $x$ and $y$ using Eq. (4) and equating

$$\log x - 2\pi i p n_2 l_2 n_1 l_1 = \log y - 2\pi i q,$$

$$\log x \frac{n_1 l_1}{n_2 l_2} - 2\pi i p n_1 l_1 = \log y - 2\pi i q,$$

$$ye^{2\pi i p \frac{n_1 l_1}{n_2 l_2}} = x^{n_1 l_1 \frac{n_1 l_1}{n_2 l_2}}.$$  

which is a general EP equation for $p$ and the $q$ is not expressed in the equation. To determine $q$ we can calculate $k$ from $x$ and $y$ and equate them. Note that this calculation is valid also in the strong-coupling regime. Finally, we get

$$\left(-\frac{n_1 l_1^2}{n_2 l_2} - n_1 + \frac{l_1^2}{l_2} n_2 r_2^2 - \frac{l_1}{l_2} n_2 \pm \sqrt{\left(n_1 r_2^2 + n_1 - \frac{l_1^2}{l_2} n_2 r_2^2 + \frac{l_1}{l_2} n_2 \right)^2 - 4n_1^2 r_2^4}\right)^{n_1 l_1 \frac{n_1 l_1}{n_2 l_2}} = \frac{l_1 n_1 r_2^2 - \frac{l_1}{l_2} n_1 - n_2 r_2^2 - n_2 \pm \sqrt{\left(l_1 n_1 r_2^2 + \frac{l_1}{l_2} n_1 - n_2 r_2^2 + n_2 \right)^2 - 4\left(\frac{l_1}{l_2} n_2^2 r_2^2\right)^2}}{2n_2 l_2} e^{2\pi i p \frac{n_1 l_1}{n_2 l_2}}.$$  

Note that when the expression in the square root vanishes we have a meeting of two CPA EPs.
A. Results

We first searched for a CPA EP with a real \( k \) for the two slab setup with \( n_1 l_1 = n_2 l_2 \), which means that \( x = y \), by imposing vanishing of \( r_{\text{num}} \) and \( \frac{\partial r_{\text{num}}}{\partial k} \) and real \( k \) and obtained agreement with our analytic results expressed using a quadratic polynomial solution. This substantiates that the two equations enable us to calculate an EP. We then searched for CPA EPs for \( p = 2 \) and real \( k = \frac{\log x - 2\pi ip}{2\pi n_2 l_2} \), where \( x \) is defined in Eq. (8) (plus solution), as we varied \( l_2/l_1 \) using Eq. (11), imposing \( \text{Im}(n_1), \text{Im}(n_2) \geq 0 \), and obtained many solutions (see Fig. S3) from which we chose \( x_{\text{CPA EP}} = -0.022158 - 0.020718i, \ y_{\text{CPA EP}} = -0.59158 + 0.68679i, \ k_{\text{CPA EP}} = 0.88095, \ n_{1\text{CPA EP}} = 1.2951 + 0.055764i, \ n_{2\text{CPA EP}} = 1.4867 + 0.51067i, \ l_1 = 1, \ l_{2\text{CPA EP}} = 3.8850. \)

In Fig. S4 we present \(|r|\) as a function of \( k \) close to the CPA EP (a) and the meeting of two CPAs at the EP (b). Clearly, there is a very good agreement with the expected form of \((\omega - \omega_n)^2\) close to an EP [1] and the EP is exact.

To calculate an EP in the two slab setup with the Bragg mirrors we used

\[
N_1 = 5, \ N_2 = 7, \ n_3 = n_5 = 1.9, \ n_4 = n_6 = 1.5, \ p = 2, \ l_1 = 1, \ l_2 = 1.5,
\]

and obtained (see Fig. 1 (c))

\[
n_{1\text{EP}} = 1.083 + 0.005i, \ n_{2\text{EP}} = 2.17 + 0.107i,
\]

\[
r_{1\text{EP}} = 0.84 + 0.000687i, \ r_{2\text{EP}} = 0.964 + 0.0015i, \ k_{\text{EP}} = 1.4475.
\]

Finally, to examine conversion of signals, we calculated system parameters for a standard CPA by imposing vanishing of \( r_{\text{num}} \) and real \( k \) and obtained

\[
l_1 = 1, \ l_2 = 1.5, \ n_1 = 1.533, \ n_2 = 1.4 + 0.3i, \ k_1 = 1.2772.
\]
VI. TIME DOMAIN CALCULATIONS

A. Virtual CPA EP

Here we calculate the temporal response by convolving the reflection coefficient with the input. We first incorporate only the numerator, which is associated with no scattering and then examine the effect of the denominator.

To that end, we decompose \( A_2/A_1 \) into \( f_1, f_2, f_3 \)

\[
\begin{align*}
    f_1 &= e^{-2ikl_1}, \\
    f_2 &= r_1 \left( e^{2ikl_2}r_2 + 1 \right) + e^{2ikl_1} \left( r_2 + e^{2ikl_2} \right), \\
    f_3 &= \frac{1}{1 + e^{2ikl_2}r_2 + e^{2ikl_1} \left( r_2 + e^{2ikl_2} \right)r_1},
\end{align*}
\]

where \( f_1 \) can be omitted when calculating \( r \).

We note that \( f_3 \) is a sum of a geometric series where the ratio between adjacent terms reads

\[
q = - \left[ e^{2ikl_2}r_2 + e^{2ikl_1} \left( r_2 + e^{2ikl_2} \right)r_1 \right].
\]

In the time domain we have

\[
A_2/A_1 (t) = f_1 (t) * f_2 (t) * f_3 (t).
\]

We write \( f_2 (t) \)

\[
f_2 = r_1 \delta (t) + r_1 r_2 \delta \left( t - 2 \frac{l_1}{c} \right) + r_2 \delta \left( t - 2 \frac{l_1}{c} - 2 \frac{l_2}{c} \right) + \delta \left( t - 2 \frac{l_1}{c} - 2 \frac{l_2}{c} \right),
\]

which when \( l_1 = l_2 \) can be written as

\[
f_2 = r_1 \delta (t) + r_2 (r_1 + 1) \delta \left( t - 2 \frac{l_2}{c} \right) + \delta \left( t - 2 \frac{l_1}{c} - 2 \frac{l_2}{c} \right).
\]
The temporal response for a continuous wave input

We first show that the inputs result in no-scattering using \( f_2 \) in continuous wave (CW). We start with the input
\[
y_1(t) = e^{-s_n t}
\]
when \( l_1 = l_2 \)
\[
f_2 * y_1 = r_1 e^{-s_n t} + r_2 (r_1 + 1) e^{-s_n (t - \frac{2 l_2}{c})} + e^{-s_n (t - \frac{4 l_2}{c})}
\]
\[
e^{-s_n t} \left[ r_1 + r_2 (r_1 + 1) e^{s_n (\frac{2 l_1}{c})} + e^{s_n (\frac{4 l_1}{c})} \right] = e^{-s_n t} \left[ r_1 + r_2 (r_1 + 1) x + x^2 \right] = 0,
\]
which vanishes for a CPA independently of \( e^{-s_n t} \).

For the general case \( l_1 \neq l_2 \) we obtain
\[
f_2 * y_1 = r_1 e^{-s_n t} + r_2 e^{-s_n (t - 2 \frac{l_2}{c})} + r_2 e^{-s_n (t - 2 \frac{l_2}{c})} r_1 + e^{-s_n (t - 2 \frac{l_2}{c} - 2 \frac{l_2}{c})}
\]
\[
e^{-s_n t} \left[ r_1 + r_2 e^{s_n (\frac{2 l_1}{c})} + r_2 e^{s_n (\frac{2 l_1}{c})} r_1 + e^{s_n (\frac{4 l_1}{c} + 2 \frac{l_2}{c})} \right]
\]
\[
e^{-s_n t} \left[ r_1 + r_2 e^{s_n (\frac{2 l_1}{c})} + r_2 e^{s_n (\frac{2 l_1}{c})} r_1 + e^{s_n (\frac{4 l_1}{c} + 2 \frac{l_2}{c})} \right] = 0,
\]
which also vanishes for a CPA independently of \( e^{-s_n t} \).

Now we analyze the input \( y_2(t) = te^{-s_n t} \) when \( l_1 = l_2 \)
\[
f_2 * y_2 = r_1 te^{-s_n t} + r_2 (r_1 + 1) \left( t - 2 \frac{l_2}{c} \right) e^{-s_n (t - 2 \frac{l_2}{c})} + \left( t - 4 \frac{l_2}{c} \right) e^{-s_n (t - 4 \frac{l_2}{c})}
\]
\[
= t \left( r_1 e^{-s_n t} + r_2 (r_1 + 1) e^{-s_n (t - 2 \frac{l_2}{c})} + e^{-s_n (t - 4 \frac{l_2}{c})} \right)
\]
\[
+ r_2 (r_1 + 1) \left( -2 \frac{l_2}{c} \right) e^{-s_n (t - 2 \frac{l_2}{c})} + \left( -4 \frac{l_2}{c} \right) e^{-s_n (t - 4 \frac{l_2}{c})}
\]
\[
= t \left( r_1 e^{-s_n t} + r_2 (r_1 + 1) e^{-s_n (t - 2 \frac{l_2}{c})} + e^{-s_n (t - 4 \frac{l_2}{c})} \right)
\]
\[
+ e^{-s_n t} \left[ r_2 (r_1 + 1) \left( -2 \frac{l_2}{c} \right) e^{s_n (\frac{2 l_1}{c})} + \left( -4 \frac{l_2}{c} \right) e^{s_n (\frac{4 l_1}{c})} \right]
\]
\[
= t e^{-s_n t} \left[ r_1 + r_2 (r_1 + 1) e^{2 \frac{l_1}{c} + e^{4 \frac{l_1}{c}}} + e^{-s_n t} \left[ r_2 (r_1 + 1) \left( -2 \frac{l_2}{c} \right) x + \left( -4 \frac{l_2}{c} \right) x^2 \right]
\]
\[
= 2 e^{-s_n t} x \frac{l_2}{c} \left[ r_2 (r_1 + 1) + 2x \right].
\]

Since \( x = -\frac{b}{2a} \) at the EP we get
\[
f_2 * y_2 = 0.
\]

For the general case \( l_1 \neq l_2 \) we obtain
\[
f_2 * y_2 = t r_1 e^{-s_n t} + r_1 r_2 \left( t - 2 \frac{l_1}{c} \right) e^{-s_n (t - 2 \frac{l_2}{c})} + \left( t - 2 \frac{l_2}{c} \right) r_2 e^{-s_n (t - 2 \frac{l_2}{c})} r_1 + \left( t - 2 \frac{l_1}{c} - 2 \frac{l_2}{c} \right) e^{-s_n (t - 2 \frac{l_2}{c} - 2 \frac{l_2}{c})}
\]
\[
e^{-s_n t} \left[ r_1 + r_1 r_2 e^{2 \frac{l_1}{c}} + r_2 e^{2 \frac{l_1}{c}} r_1 + e^{s_n (\frac{2 l_1}{c} + 2 \frac{l_2}{c})} \right]
\]
\[
e^{-s_n t} \left[ \left( -2 \frac{l_1}{c} \right) e^{s_n (\frac{2 l_1}{c})} + \left( -2 \frac{l_2}{c} \right) r_2 e^{s_n (\frac{2 l_1}{c})} r_1 + \left( -2 \frac{l_1}{c} - 2 \frac{l_2}{c} \right) e^{s_n (\frac{2 l_1}{c} + 2 \frac{l_2}{c})} \right] = 0,
\]
so the derivative of the numerator with respect to \( s \) needs to vanish to satisfy \( f_2 * y_2 \) as expected at an EP. This is in agreement with the expected form of \((s - s_n)^2 \to (s - s_n) = 0\) upon differentiation.

1. Introducing step functions in the input

Now we introduce step functions in the input
\[
y_{1u} = e^{-s_n t} \left[ \theta (t) - \theta (t - t_1) \right],
\]
\[ f_2 * y_1u = e^{-s_n t} \left[ r_1 \theta(t) + r_1 r_2 e^{s_n (\frac{2l_1}{c})} \theta \left( t - 2 \frac{l_1}{c} \right) + r_2 e^{s_n (\frac{2l_2}{c})} r_1 \theta \left( t - 2 \frac{l_2}{c} \right) + e^{s_n (\frac{2l_1}{c} + 2 \frac{l_2}{c})} \theta \left( t - 2 \frac{l_1}{c} - 2 \frac{l_2}{c} \right) \right] \]

\[-e^{-s_n t} \left[ r_1 \theta(t - t_1) + r_1 r_2 e^{s_n (\frac{2l_1}{c})} \theta \left( t - 2 \frac{l_1}{c} - t_1 \right) + r_2 e^{s_n (\frac{2l_2}{c})} r_1 \theta \left( t - 2 \frac{l_2}{c} - t_1 \right) + e^{s_n (\frac{2l_1}{c} + 2 \frac{l_2}{c})} \theta \left( t - 2 \frac{l_1}{c} - 2 \frac{l_2}{c} - t_1 \right) \right] .\]

After \( \frac{2l_1}{c} + \frac{2l_2}{c} < t < t_1, t_1 + \frac{2l_1}{c} + \frac{2l_2}{c} < t \) there is no scattering (still needs to be convoluted with \( f_3 \)) since we return to the previous expression. For \( t < \frac{2l_1}{c} + \frac{2l_2}{c} \) the scattering will originate from \( \theta(t) \) and for \( t_1 < t < t + \frac{2l_1}{c} + \frac{2l_2}{c} \) the scattering will originate from \( -\theta(t - t_1) \) as expected. For a virtual CPA \( e^{-s_n t} \) will be large for \( t_1 < t < t + \frac{2l_1}{c} + \frac{2l_2}{c} \), so there is strong scattering.

Now we analyze

\[ y_{2u}(t) = t e^{-s_n t} \left[ \theta(t) - \theta(t - t_1) \right] . \]

We start with \( y_{2u1} = t e^{-s_n t} \theta(t) \)

\[ f_2 * y_{2u1} = t r_1 e^{-s_n t} \theta(t) + r_1 r_2 \left( t - 2 \frac{l_1}{c} \right) e^{-s_n (t - \frac{2l_1}{c})} \theta \left( t - 2 \frac{l_1}{c} \right) \]

\[ + \left( t - 2 \frac{l_2}{c} \right) r_2 e^{-s_n (t - \frac{2l_2}{c})} r_1 \theta \left( t - 2 \frac{l_2}{c} \right) + \left( t - 2 \frac{l_1}{c} - 2 \frac{l_2}{c} \right) e^{-s_n (t - \frac{2l_1}{c} - \frac{2l_2}{c})} \theta \left( t - 2 \frac{l_1}{c} - 2 \frac{l_2}{c} \right) = \]

\[ t \left[ r_1 e^{-s_n t} \theta(t) + e^{-s_n (t - \frac{2l_1}{c})} \theta \left( t - 2 \frac{l_1}{c} \right) + r_2 e^{-s_n (t - \frac{2l_2}{c})} r_1 \theta \left( t - 2 \frac{l_2}{c} \right) + e^{-s_n (t - \frac{2l_1}{c} - \frac{2l_2}{c})} \theta \left( t - 2 \frac{l_1}{c} - 2 \frac{l_2}{c} \right) \right] \]

\[ + r_1 r_2 \left( -2 \frac{l_1}{c} \right) e^{-s_n (t - \frac{2l_1}{c})} \theta \left( t - 2 \frac{l_1}{c} \right) + \left( -2 \frac{l_2}{c} \right) r_2 e^{-s_n (t - \frac{2l_2}{c})} r_1 \theta \left( t - 2 \frac{l_2}{c} \right) \]

\[ + \left( -2 \frac{l_1}{c} - 2 \frac{l_2}{c} \right) e^{-s_n (t - \frac{2l_1}{c} - \frac{2l_2}{c})} \theta \left( t - 2 \frac{l_1}{c} - 2 \frac{l_2}{c} \right) . \]

and we observe that when \( t > \frac{2l_1}{c} + \frac{l_2}{c} \) there is no scattering (still needs to be convoluted) since it can be written in the CW form.

Now we analyze \( y_{2u2} = -t e^{-s_n t} \theta(t - t_1) \)

\[ f_2 * y_{2u2} = - \left[ t r_1 e^{-s_n t} \theta(t - t_1) + r_1 r_2 \left( t - 2 \frac{l_1}{c} - t_1 \right) e^{-s_n (t - \frac{2l_1}{c})} \theta \left( t - 2 \frac{l_1}{c} - t_1 \right) \right] \]

\[ + \left( t - 2 \frac{l_2}{c} \right) r_2 e^{-s_n (t - \frac{2l_2}{c})} r_1 \theta \left( t - 2 \frac{l_2}{c} - t_1 \right) + \left( t - 2 \frac{l_1}{c} - 2 \frac{l_2}{c} \right) e^{-s_n (t - \frac{2l_1}{c} - \frac{2l_2}{c})} \theta \left( t - 2 \frac{l_1}{c} - 2 \frac{l_2}{c} - t_1 \right) \]

and observe that from \( t = t_1 + \frac{2(l_1 + l_2)}{c} \) there is no scattering.

2. **Incorporating the denominator of the reflection coefficient in the temporal response calculation**

Now we convolve \( f_2 * y_{1u} \) with \( f_1 \) in order to develop intuition for the effect of an exponent in frequency

\[ f_1 * f_2 * y_{1u} = \]

\[ e^{-s_n t} \left[ r_1 e^{-s_n \frac{2l_1}{c}} \theta \left( t + 2 \frac{l_1}{c} \right) + r_1 r_2 e^{s_n \left( \frac{2l_1}{c} - \frac{2l_2}{c} \right)} \theta \left( t - 2 \frac{l_1}{c} + 2 \frac{l_1}{c} \right) + r_2 e^{s_n \left( \frac{2l_2}{c} - \frac{2l_1}{c} \right)} r_1 \theta \left( t - 2 \frac{l_2}{c} + 2 \frac{l_1}{c} \right) \right] \]
\[+e^{s_n(\frac{1}{2}t_1 + \frac{1}{2}t_2 - \frac{1}{2}t_3)}\theta\left(t - \frac{1}{2}l_1 - \frac{1}{2}l_2 + \frac{1}{2}l_3\right)\]

\[-e^{-s_n t}\left[r_1 e^{-s_n \frac{t_1}{c}} \left(t - t_1 + \frac{1}{2}l_1\right) + r_1 r_2 e^{s_n(\frac{1}{2}t_1 - \frac{1}{2}t_2)}\theta\left(t - \frac{1}{2}l_1 - t_1 + \frac{1}{2}l_1\right)\right]

\[+r_2 e^{s_n(\frac{1}{2}t_1 - \frac{1}{2}t_2)}r_1 \theta\left(t - \frac{1}{2}l_1 - t_1 + \frac{1}{2}l_1\right) + e^{s_n(\frac{1}{2}t_1 + \frac{1}{2}t_2 - \frac{1}{2}t_3)}\theta\left(t - \frac{1}{2}l_1 - \frac{1}{2}l_2 - \frac{1}{2}l_3\right)\right]\]

\[= e^{-s_n(t + \frac{1}{2}t_2)}\left[r_1 \theta\left(t - t_1 + \frac{1}{2}l_1\right) + r_1 r_2 e^{s_n(\frac{1}{2}t_1)}\theta\left(t - \frac{1}{2}l_1 - t_1 + \frac{1}{2}l_1\right)\right]

\[+r_2 e^{s_n(\frac{1}{2}t_1)}r_1 \theta\left(t - \frac{1}{2}l_1 - t_1 + \frac{1}{2}l_1\right) + e^{s_n(\frac{1}{2}t_1 + \frac{1}{2}t_2)}\theta\left(t - \frac{1}{2}l_1 - \frac{1}{2}l_2 - \frac{1}{2}l_3\right)\right].\]

It can be seen that \(f_1\) just shifted the times in which there is no scattering. It also introduced a phase that for a complex \(k\) can increase the amplitude.

Thus, multiplication by an exponent in frequency or convolution with a delta function in time results in a time delay

\[\delta(t - t_1) \ast g \rightarrow e^{s_n t_1} g(t - t_1),\]

which shifts the times in which there is no scattering and introduces an exponent factor that might change the amplitude.

Similarly for the second input, we write \(y_{2u1} = te^{-s_n t} \theta(t) f_1 : t \rightarrow t - \frac{1}{2}l_1\)

\[f_1 \ast f_2 \ast y_{2u1} = \]

\[\left(t - \frac{1}{2}l_1\right)\left[r_1 e^{-s_n(t - \frac{1}{2}t_2)}\theta\left(t - \frac{1}{2}l_1\right) + e^{s_n(\frac{1}{2}t_1 - \frac{1}{2}t_2)}\theta\left(t - \frac{1}{2}l_1\right) - \frac{1}{2}l_1\right)\]

\[+r_2 e^{-s_n(\frac{1}{2}t_1 - \frac{1}{2}t_2)}r_1 \theta\left(t - \frac{1}{2}l_1\right) + e^{s_n(\frac{1}{2}t_1 - \frac{1}{2}t_2 - \frac{1}{2}t_3)}\theta\left(t - \frac{1}{2}l_1\right) - \frac{1}{2}l_1 - \frac{1}{2}l_2\right]\]

\[+r_1 r_2 \left(-\frac{1}{2}l_1\right) e^{s_n((\frac{1}{2}t_1 - \frac{1}{2}t_3 - \frac{1}{2}t_4))}\theta\left(t - \frac{1}{2}l_1\right) + \left(-\frac{1}{2}l_2\right) r_2 e^{s_n((\frac{1}{2}t_1 - \frac{1}{2}t_3 - \frac{1}{2}t_4))}r_1 \theta\left(t - \frac{1}{2}l_1\right) - \frac{1}{2}l_2\right]\]

\[+\left(-\frac{1}{2}l_1 - \frac{1}{2}l_2\right) e^{-s_n((\frac{1}{2}t_1 - \frac{1}{2}t_2 - \frac{1}{2}t_3))}\theta\left(t - \frac{1}{2}l_1\right) - \frac{1}{2}l_1 - \frac{1}{2}l_2\right].\]

We can see that after the first round trip we get a contribution of the same type \(t\cdot\text{numerator. At } t = \frac{1}{2}t_1 \text{ we get an amplitude that is smaller since it’s from earlier times. Conclusion: compared to the input, there is less reflection.}\)

For a virtual CPA we get

\[e^{x_n t_1} g(t - t_n) = e^{i\omega_n t_1} g(t - t_n) = e^{i(Re(\omega_n) + i\text{Im}(\omega_n))t_1} g(t - t_n),\]
and since \( \text{Im}(\omega_n) > 0, e^{-\text{Im}(\omega_n)} < 1 \), which makes sense since it’s the signal at earlier times that is smaller.

Similarly, the series in \( f_3 \) can be truncated at e.g., \( N = 7 \) for our EP parameters and each term just shifts the times in which there is no scattering (introduces time delay). Here, there are also reflectivities which reduce the amplitude of the scattered field at later times. Clearly, high-Q cavities have larger reflectivities, which means that the equilibration time and the reflection will be larger

\[
f_3 = \sum_{n=1}^{N} \left[ - \left( e^{2ikl_2} r_2 + e^{2ikl_1} (r_2 + e^{2ikl_2}) r_1 \right) \right]^n
\]

\[
f_3 = 1 - \left( r_2 e^{2ikl_2} + r_1 r_2 e^{2ikl_1} + r_1 e^{2ik(l_1+l_2)} \right) + \left( r_2 e^{2ikl_2} + r_1 r_2 e^{2ikl_1} + r_1 e^{2ik(l_1+l_2)} \right)^2 + ...
\]

\[
f_3 = 1 - \left( r_2 e^{2ikl_2} + r_1 r_2 e^{2ikl_1} + r_1 e^{2ik(l_1+l_2)} \right) + \left( r_2 e^{4ikl_2} + r_1 r_2 e^{4ikl_1} + r_1 e^{4ik(l_1+l_2)} + 2r_1 r_2 e^{2ik(l_1+l_2)} + 2r_1 r_2 e^{2ik(l_1+l_2)} \right) + ...
\]

\[
f_3(t) = 1 - \left[ r_2 \delta(t - 2l_2) + r_1 r_2 \delta(t - 2l_1) + r_1 \delta(t - 2(l_1 + l_2)) \right] + \left[ r_2^2 \delta(t - 4l_2) + r_1^2 r_2^2 \delta(t - 4l_1) + r_1^2 \delta(t - 4l_1 - 4l_2) + 2r_1 r_2^2 \delta(t - 2(l_1 + l_2)) + 2r_1 r_2 \delta(t - 2(l_1 + l_2)) \right] + 2r_1^2 r_2 \delta(t - 4(l_1 + l_2))
\]

For \( N = 2 \) two round trips in one cavity is the shortest delay and two round trips in both cavities is the longest delay. Thus, the maximal delay is \( (N + 1) \cdot \) round trip time. For our EP parameters, after approximately 5 or 7 roundtrips, there will be negligible scattering (high orders of reflection coefficients). In a high-Q cavity this time will be longer. Then, after \( t_1 \), \( -\theta(t) \) will kick in so there will be scattering and then after 5 or 7 roundtrips, there will be negligible scattering. We assumed \( t_1 > \) equilibration time. To approximate how many terms are needed we can take the largest reflection coefficient and require \( r_2^N < 0.02 \), which for \( r_2 = 0.57 \), results in \( N = 7 \).

**B. Time Domain calculations for a real CPA and real CPA EP using a novel method to perform numerical Inverse Fourier Transform**

First, we present the Fourier Transform of the inputs multiplied by step functions.

\[
F \{ (\theta(t) - \theta(t - t_1)) \exp(-i\omega_{EP} t) \} = \frac{ie^{-t_1 i\omega_{EP}} (e^{t_1 i\omega_{EP}} - e^{t_1 i\omega})}{\sqrt{2\pi}(k - \omega_{EP})},
\]
\[
\mathcal{F} \left\{ (\theta(t) - \theta(t-t_1)) t \exp(-ik_{EP} t) \right\} = \frac{e^{-t_1 i k_{EP}} (e^{t_1 i k} (-t_1 k + t_1 i k_{EP} + 1) - e^{t_1 i k_{EP}})}{\sqrt{2\pi} (k - k_{EP})^2}.
\]

A direct IFT calculation has several issues. First, at negative frequencies the incoming and scattered fields switch roles and we get \( r(\omega) = 1/r(\omega) \), which results in divergences for a real CPA EP and CPA. Second, at a CPA EP there are expressions in \( r(k) \cdot \text{input}(k) \) of the forms \( \frac{(k - k_{EP})^2}{(k - k_{EP})^2 + (k - k_{EP})^2} \), which have numerical divergences. Third, \( \lim_{\omega \to -\infty} r(\omega) = \text{constant} \) and \( \theta(t) \) decays slowly at high frequencies and when Inverse Fourier transforming for large times it becomes computationally challenging since the integrand strongly oscillates and the integration range is large. Fourth, numerical FT cannot treat the delta function that results from switching off the input.

In order to alleviate these issues we have employed several approaches. First, since for a real input denoted by \( A \), satisfied when \( A(-\omega) = A^*(-\omega) \), we expect a real output, we require that the transfer function that relates between input to output will satisfy

\[
H(-\omega) = H^*(\omega),
\]

and in this way we rederive \( H(-\omega) \). The complex conjugation of \( H(\omega) \) results in a change only in \( \text{Im} (n_i) \), where \( n_i \) is the refractive index, which means that only when \( \text{Im} (n_i) = 0 \) the standard IFT calculation is accurate. Using this approach we Inverse Fourier Transformed \( e^{i\omega t} \) and obtained a Lorentzian in time \( \frac{\sqrt{2} \text{Im} (n_i)}{\text{Im} (n_i)^2 + (\text{Re} (n_i) - 1)^2} \) instead of a delta function.

Second, we smoothed \( r(k) \cdot \text{input}(k) \) analytically close to \( k_{EP} \) by taking the limits to avoid the numerical divergences. Third, we exchanged in the inputs \( \theta(t) \to (\tan(t) + 1)/2 \) and obtained the following FTs for the inputs with \( e^{i\omega n_1 t} \), \( te^{i\omega n_2 t} \):

\[
\mathcal{F} \left\{ \frac{1}{2} (\tanh(t) - \tanh(t-t_1)) e^{-i\omega n_1 t} \right\} = \frac{1}{2} i \sqrt{2 \pi} \text{csch} \left( \frac{1}{2} \pi(k - k_{EP}) \right) - \frac{1}{2} i \sqrt{2 \pi} e^{i t_1 i (k - k_{EP})} \text{csch} \left( \frac{1}{2} \pi(k - k_{EP}) \right), \tag{12}
\]

\[
\mathcal{F} \left\{ \frac{1}{2} (\tanh(t) - \tanh(t-t_1)) te^{-i\omega n_2 t} \right\} = \frac{1}{2} \left\{ \frac{\pi^{3/2}}{2\sqrt{2}} \text{coth} \left( \frac{1}{2} \pi(\omega - \omega_n) \right) \text{csch} \left( \frac{1}{2} \pi(\omega - \omega_n) \right) \right\} + e^{i t_1 (\omega - \omega_n)} \left[ -i \sqrt{\frac{\pi}{2}} t_1 \text{csch} \left( \frac{1}{2} \pi(\omega - \omega_n) \right) + \frac{\pi^{3/2}}{2\sqrt{2}} e^{i t_1 (\omega - \omega_n)} \text{coth} \left( \frac{1}{2} \pi(\omega - \omega_n) \right) \text{csch} \left( \frac{1}{2} \pi(\omega - \omega_n) \right) \right], \tag{13}
\]

which decay exponentially away from \( k_{EP} \) and have the same behavior close to \( k_{EP} \)

\[
\lim_{k \to k_{EP}} \text{csch} \left( \frac{1}{2} \pi(k - k_{EP}) \right) = \frac{1}{x}, x \equiv \frac{1}{2} \pi(k - k_{EP}),
\]

\[
\lim_{k \to k_{EP}} \text{csch} \left( \frac{1}{2} \pi(k - k_{EP}) \right) \text{coth} \left( \frac{1}{2} \pi(\omega - k_{EP}) \right) = \frac{a}{x} + \frac{b}{x^2}.
\]

Fourth, the FT of \( e^{i t_1 (k - k_{EP})} \) was treated analytically by performing a discrete time shift. Thus, we performed the IFT of \( r(k) \cdot \text{inp}_{1/2}(k) \), where \( \text{inp}_1, \text{inp}_2 \) denote the first and second inputs.

Now we analyze qualitatively the temporal responses to the finite-time inputs at a CPA EP and write

\[
\lim_{k \to k_{EP}} \mathcal{F} (\text{inp}_1) \cdot r \propto (k - k_{EP}),
\]

\[
\lim_{k \to k_{EP}} \mathcal{F} (\text{inp}_2) \cdot r = \text{constant},
\]

which means that the first and second inputs are expected to result in negligible oscillations and oscillation that decays in time, respectively. Thus, the response at a CPA EP to \( te^{i\omega n_2 t} \) is similar to the response of a CPA to \( e^{i\omega n_1 t} \). Interestingly, in the FT of the input \( t \exp(i\omega t) \) in Eq. (14), the 1st term that is multiplied by \( \exp(it_2 \omega) \) is also multiplied by \( t_1 \). Since the FT of \( \exp(i\omega t_1) \) results in a convolution with \( \delta(t - t_1) \) and hence a shift in time of \( t_1 \), it means that the response will have a term that is multiplied by \( t_1 \) after that \( t_1 \) time has passed, and thus this term might be associated with accumulation of energy. At the \( k_{EP} \) limit this term behaves as \( t_1 \text{csch}(\pi(k - k_{EP})/2) \to t_1/(k - k_{EP}) \). Hence, \( r \cdot \text{inp}_2 \) at a CPA EP will be proportional to \( t_1(k - k_{EP})^2/(k - k_{EP}) = 0 \) and at a CPA to \( t_1(k - k_{EP})^2/(k - k_{EP})^2 = t_1 \).
which means that there is a small accumulation of energy at a CPA EP (due to the side lobes of \( r \cdot \text{inp}_2 \)) and a large accumulation of energy at a CPA when the input is \( t \exp(i\omega t) \). Importantly, this analysis of energy accumulation appears to be independent of \( r \) and thus this input may be fundamental in light matter interactions.

Finally, we analyzed the temporal response for a finite-time input at a standard CPA. To that end, we multiplied the two inputs by \( r \) at a CPA and obtained

\[
\frac{k - k_{\text{CPA}}}{k - k_{\text{CPA}}} = \text{constant}, \quad \frac{k - k_{\text{CPA}}}{(k - k_{\text{CPA}})^2} = \frac{1}{k - k_{\text{CPA}}},
\]

where the second expression diverges and implies a step function multiplied by an oscillating signal in time as expected.

We now calculate the IFT of the second input multiplied by \( r \) at a CPA

\[
F^{-1} \{r_{\text{CPA}} \cdot \text{inp}_2\} = \frac{1}{\sqrt{2\pi}} \left[ \int_0^{k_{\text{CPA}}-0.01} r \cdot \text{inp}_2 e^{ikt} + \int_{k_{\text{CPA}}+0.01}^{k_{\text{CPA}+0.1}} \frac{1}{(k - k_{\text{CPA}})} (a + be^{it_1(k-k_{\text{CPA}})}) e^{ikt} + \int_{k_{\text{CPA}+0.1}}^{\infty} r \cdot \text{inp}_2 e^{ikt} \right].
\]

\[
= \frac{1}{\sqrt{2\pi}} \int_0^{k_{\text{CPA}}-0.01} r \cdot \text{inp}_2 e^{ikt} + \int_{k_{\text{CPA}}+0.01}^{\infty} \text{window} \left(50(k - k_{\text{CPA}})\right) \frac{1}{(k - k_{\text{CPA}})} (a + be^{it_1(k-k_{\text{CPA}})}) e^{ikt} + \int_{k_{\text{CPA}+0.1}}^{\infty} r \cdot \text{inp}_2 e^{ikt} \right].
\]

\[
= \left( e^{-ikt_{\text{CPA}}} \sqrt{\frac{2}{\pi}} \sin \left( \frac{t}{100} \right) * e^{-ikt_{\text{CPA}}} (-i) \sqrt{\frac{\pi}{2}} \text{sign} (t) \right) + \frac{1}{\sqrt{2\pi}} \pi^{3/2} \sqrt{2\pi} \left( -1 + e^{it_1(k-k_{\text{CPA}})} \right) e^{ikt}
\]

\[
= \left( -2i \text{Si} \left( \frac{t}{100} \right) e^{-ikt_{\text{CPA}}} \right) * \frac{\pi^2}{2} \left( -\delta (t) + e^{-it_1k_{\text{CPA}} \delta (t - t_1)} \right)
\]

\[
= -i \pi^2 e^{-ikt_{\text{CPA}}} \left[ -\text{Si} \left( \frac{t}{100} \right) + \text{Si} \left( \frac{t - t_1}{100} \right) \right]
\]

\[
= i \pi^2 e^{-ikt_{\text{CPA}}} \left[ \text{Si} \left( \frac{t}{100} \right) - \text{Si} \left( \frac{t - t_1}{100} \right) \right],
\]

where \( \text{Si} (t) = \int_0^t \frac{\sin t'}{t'} dt' \).

In this way we obtained the following temporal responses at CPA EPs in the low-Q and high-Q two slab setups in Figs. 6 and 3 with the parameters in Figs. 4 and 1 (c) and the temporal response at a CPA for the two-slab setup in Fig. 4 with the parameters above. It can be seen that at CPA EPs the response to \( e^{i\omega_n t} \) is without oscillations and the response to \( te^{i\omega_n t} \) has an oscillation that decays in time. In addition, at a standard CPA the response to \( e^{i\omega_n t} \) has an oscillation that decays in time and it converts \( te^{i\omega_n t} \) to \( e^{i\omega_n t} \) as expected.

C. Reflection for the input \( te^{i\omega t} \)

Multiplying the input by \( t \) or an increasing exponent in the input (virtual CPA/ CPA EP) has an effect that is similar to lowering the Q of the cavity since the multiple-reflection signal from earlier times has a low magnitude similarly to the low reflection that causes the components that originated from the input at earlier time to be weak. In other words \( r \) (t) and the instantaneous reflected energy are smaller compared to the standard case of the input \( e^{i\omega t} \). In addition to the output of the form \( te^{i\omega t} \), there is the output of \( e^{i\omega t} \), which is negligible at large times.

Advantage: lower instantaneous reflection \( r \) (t) and reflected energy \( E_r \) (t).

This can be important in applications where the energy delivery until switching off the signal is important such as ablation.
Figure S6: Scattered wave at a real CPA EP for the inputs of $e^{i\omega_n t}$ (a) and $te^{i\omega_n t}$ (b) multiplied by
\[
\frac{(\tanh(t) + 1 - (\tanh(t - 40) + 1) / 2, \text{ where} \\
1.295 + 0.0557i, 1.487 + 0.51i, l_1 = 1, l_2 = 3.885, k_1 = 0.88095. \text{ It can be seen that both inputs are} \\
asorbed in CW.
\]

VII. CONVERSION BETWEEN $t^2 e^{i\omega t}$ AND $te^{i\omega t}$

We now check the conversion of $t^2 e^{i\omega t}$ to $te^{i\omega t}$, which is satisfied when $H^{(2)}(\omega_n) = H(\omega_n) = 0, H'(\omega_n) \neq 0$.

For the following transfer function $H(\omega) = \omega - \omega_n$ we obtain
\[
H(\omega_n) = 0, \quad H'(\omega) = 1, \quad H''(\omega) = 0,
\]
and the conditions above are satisfied.

For a transfer function with a denominator defined as
\[
H(\omega) = fg, \quad g = \frac{1}{h},
\]
we write
\[
H(\omega_n) = fg = 0 \Rightarrow f = 0,
\]
\[
H'(\omega) = f'g + g'f = f'g \neq 0 \Rightarrow f' \neq 0,
\]
\[
H''(\omega) = f''g + f'g' + g'f' + g''f = f''g + 2f'g'.
\]

It can be seen that if $f'' = 0$ e.g., $f = \omega - \omega_n$ we have
\[
H''(\omega) = 2f'g',
\]
which we require to vanish. This means that
\[
g' = \left(\frac{1}{h}\right)' = -\frac{h'}{h^2} = 0
\]
that is satisfied when
\[
h'(\omega) = 0,
\]
as in $h(\omega) = (\omega - \omega_n)^2 - C$, where $C$ is constant and $h(\omega_n) \neq 0$.

In conclusion, we can have the conversion $t^2 e^{i\omega t} \rightarrow te^{i\omega t}$ if at $\omega_n$
\[
f = 0, \quad f' \neq 0, \quad f'' = 0, \quad h \neq 0, \quad h' = 0.
\]
Here there are two conditions \( f = 0, h' = 0 \) and the others are usually also satisfied. In terms of the degrees of freedom required to satisfy the conditions it is similar to a CPA EP and we therefore employ a two-slab setup.

We impose the two conditions for
\[
\begin{align*}
1 & \quad n = 1, \quad l = 1, \quad r = 1, \\
2 & \quad n = 2, \quad l = 2, \quad r = 1,
\end{align*}
\]
and get
\[
\begin{align*}
r_1 (e^{2ikn_2 l_2 r_2} + 1) + e^{2ikr_1 l_1} (r_2 + e^{2ikn_2 l_2}) & = 0, \\
n_2 l_2 e^{2ikn_2 l_2 r_2} + e^{2ikr_1 l_1} (n_1 l_1 r_2 + (n_1 l_1 + n_2 l_2) e^{2ikn_2 l_2}) r_1 & = 0.
\end{align*}
\]

We substitute \( x, y \) for the exponents in the first equation and obtain
\[
\begin{align*}
r_1 (xr_2 + 1) + y (r_2 + x) & = 0, \\
- \frac{r_1 (xr_2 + 1)}{r_2 + x} & = y.
\end{align*}
\]

We then substitute \( y \) in the second equation to get
\[
\begin{align*}
n_2 l_2 xr_2 + y (n_1 l_1 r_2 + (n_1 l_1 + n_2 l_2) x) r_1 & = 0, \\
n_2 l_2 xr_2 - \frac{r_1 (xr_2 + 1)}{r_2 + x} (n_1 l_1 r_2 + (n_1 l_1 + n_2 l_2) x) r_1 & = 0, \\
n_2 l_2 xr_2 (r_2 + x) - r_1 (xr_2 + 1) (n_1 l_1 r_2 + (n_1 l_1 + n_2 l_2) x) r_1 & = 0, \\
n_2 l_2 xr_2^2 + n_2 l_2 x^2 r_2 - r_1 (xr_2 n_1 l_1 r_2 + xr_2 (n_1 l_1 + n_2 l_2) x + (n_1 l_1 r_2 + (n_1 l_1 + n_2 l_2) x)) r_1 & = 0,
\end{align*}
\]
which leads to
\[
\begin{align*}
x & = - \frac{l_1 n_1 r_1^2 (r_2^2 + 1) + l_2 n_2 (r_1 - r_2) (r_1 + r_2) + \sqrt{l_1^2 n_1^2 r_1^4 (r_2^2 - 1)^2 - 2l_1 l_2 n_1 n_2 r_1^2 (r_2^2 - 1) (r_1^2 + r_2^2) + l_2^2 n_2^2 (r_1^2 - r_2^2)^2}}{2l_2 (l_1 n_1 r_1^2 + l_2 n_2 (r_1^2 - 1))}, \\
y & = \frac{l_1 n_1 r_1^2 (r_2^2 - 1) - l_2 n_2 (r_1^2 + r_2^2) + \sqrt{(l_1 n_1 r_1^2 (r_2^2 + 1) + l_2 n_2 (r_1 - r_2) (r_1 + r_2))^2 - 4l_1 n_1 r_1^2 r_2^2 (l_1 n_1 r_1^2 + l_2 n_2 (r_1^2 - 1))}}{2l_2 n_2 r_1 r_2}.
\end{align*}
\]

Similarly to the method in the main text in Eq. (4) we obtain the following solution for two slabs without Bragg mirrors
\[
l_1 = 1, l_2 = 0.25, n_1 = 1.329 + 0.441i, n_2 = 1.684 + 1.003i, k = 24.76.
\]

**VIII. THE PIC SETUP PARAMETERS**

The PIC geometry is based on a dielectric core of Si with a refractive index \( n_{Si} = 3.4 \) and air cladding, and our simulation domain is considered to be two-dimensional for simplicity. The width of the waveguides and the ring resonator is 300nm to enable single-mode operation and the radius of the ring is 3\( \mu \)m in order to have one of its resonances close to \( \lambda_0 = 1.56\mu m \), the optical telecommunication wavelength. The two waveguides are placed parallel to each other and distant from the ring such that the distances of the bottom and top waveguides from the ring are \( g_0 \) and \( y \), respectively. Additionally, the top waveguide is terminated on both sides with perfect mirrors to allow only two coupling channels to the CROW from the left and/or the right of the bottom waveguide, matching the model in Fig. 1 (a). Here the additional channel indicated by the absorbing boundary in Fig. 5 (a) represents an outgoing mode,
Figure S7: (a) Reflection in (dB) scale for varying the geometrical parameter $g/g_0$ of the PIC in Fig. 5 (a). (b) Reflection for different PIC ratios $g/g_0$ as indicated by the dashed lines in (a).

and it plays the role of radiation loss to position the CPA EP at real frequencies. Irrespective of the length of the top waveguide, an EP can always be obtained by tuning the coupling ratio between the top and bottom waveguides $g/g_0$. In general the reflection port indicated in Fig. 5 (a) will show a reflection behavior similar to Eq. (2), where the coupling of the waveguides to the ring and the length of the top waveguide play the role of the reflection at the interfaces and the length of the slabs, respectively. In Fig. S7 (a) we plot the reflection for various ratios of $g/g_0$, keeping $g_0 = 15$nm, which clearly shows that there are two reflection dips at two wavelengths for small values of the ratio $g/g_0$. As this ratio increases, the two dips become closer until they coalesce at $g/g_0 = 1.08$, which corresponds to the CPA EP for $g_{EP}$. If we plot the zeros when varying $g/g_0$, we get a curve analogous to the one shown in Fig. 1 (b), where the two zeros start on the real frequency axis, then coalesce at the EP, and finally emerge into the complex plane, as clearly shown in Fig. S7 (a) where the two zeros are apparent before the EP and then they fade away after they meet at the EP. It is interesting also to notice that the zeros depart from the EP for lower values of the ratio $g/g_0$ with a square root variation, confirming the EP nature. In addition, in Fig. S7 (b) we plot the reflection versus wavelength for the three representative data points in Fig. S7 (a). It can be readily seen that for $g < g_{EP}$ there are two reflection dips, then at $g = g_{EP}$ these two dips meet at $\lambda_{EP} = 1.5623\mu m$, and finally these two dips disappear and leave only a shallow reflection dip at $\lambda_{EP}$, indicating that the two zeros are complex with the same real part of the frequency $\text{Re}(\omega) = \omega_{EP}$.
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