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Abstract

Epicardial adipose tissue volume (EAT) has been linked to coronary artery disease and the risk of major adverse cardiac events. As manual quantification of EAT is time-consuming, requires specialized training, and is prone to human error, we developed a method (DeepFat) for the automatic assessment of EAT on non-contrast low-dose CT calcium score images using deep learning. We segmented the tissue enclosed by the pericardial sac on axial slices, using two innovations. First, we applied a HU-attention-window with a window/level 350/40-HU to draw attention to the sac and reduce numerical errors. Second, we applied look ahead slab-of-slices with bisection (“bisect”) in which we split the heart into halves and sequenced the lower half from bottom-to-middle and the upper half from top-to-middle, thereby presenting an always increasing curvature of the sac to the network. EAT volume was obtained by thresholding voxels within the sac in the fat window (-190/-30-HU). Compared to manual segmentation, our algorithm gave excellent results with volume Dice=88.52%±3.3, slice Dice=87.70%±7.5, EAT error=0.5%±8.1, and R=98.52%(p<0.001). HU-attention-window and bisect improved Dice volume scores by 0.49% and 3.2% absolute, respectively. Extensive augmentation improved results. Variability between analysts was comparable to variability with DeepFat. Results compared favorably to those of previous publications.

Introduction

Epicardial and paracardial fat have been linked to increased risk of cardiovascular disease and diabetes. Epicardial adipose tissue (EAT) is a visceral fat deposit distributed between the pericardium and the heart. Several clinical studies have shown a significant association between EAT volume and abdominal visceral adiposity¹,². A 2018 meta-analysis using CT images with >41,000 participants over 70 studies showed an association between EAT volume and adverse cardiovascular risk³. Importantly, studies have shown a lack of (or weak) association between EAT and another widely used marker of risk, coronary artery calcium scoring⁴,⁵, suggesting that EAT volume may have additive value in risk stratification⁶. Emerging literature also suggests that EAT attenuation carries prognostic information⁷–⁹. Further, recent studies have shown that EAT is modifiable via pharmacologic treatment and may be a therapeutic target¹⁰–¹². Manual EAT segmentation on non-contrast-enhanced CT images, however, is a time-consuming task, requires skilled expertise, and is prone to inter- and intra-observer variability¹³. For typical manual analysis, EAT is segmented by first delineating the pericardial sac and then thresholding voxels within the sac using the fat window (-190 HU to -30 HU). Yet, the thin layer of pericardium tissue can be difficult to distinguish in cardiac CT scans, with low contrast from surrounding tissues and blood¹⁴.

Recent publications have described the use of machine and deep learning approaches to segment EAT on non-contrast CT calcium score images¹³, contrast CT images¹⁴, and high-resolution CT angiography (CTA) images¹⁵,¹⁶. Some studies assessed both epicardial and paracardial (external to the pericardium) fat depots¹⁷,
while others distinguished between epicardial and paracardial fat\textsuperscript{13–15}. Some authors have used methods without learning, including a recent method by De Albuquerque et al.\textsuperscript{16}, which used the floor of the log clustering algorithm and a set of morphological operations. Deep learning is popular using 2D slice\textsuperscript{13} and 3D patch\textsuperscript{15} data. Zhao et al.\textsuperscript{14} demonstrated a 2D Dense U-Net for automatically segmenting epicardium in 14 contrast-enhanced CTA images, where the increased contrast facilitates segmentation. He et al.\textsuperscript{18}, proposed a 3D deep attention U-Net for segmenting the EAT in 40 CTA images. Their method achieved a Dice score of 85%. By extending their cohort to 200 CTA images\textsuperscript{16}, the 3D deep attention U-Net approach reached an improved Dice score of 88.7%. For non-contrast gated, CT images, Zhang et al.\textsuperscript{19} applied a dual U-Net framework on 2D images slices over a small cohort (n=20 image volumes).

With non-contrast CT images, Commandeur et al.\textsuperscript{20}, proposed a fully automatic method that uses two Convolutional Neural Networks (CNNs) to segment EAT and thoracic adipose tissue (TAT). The first CNN detects the heart limits and performs segmentations while the second combines a statistical shape model to detect the pericardium. Our work is influenced by a subsequent paper from Commandeur et al.\textsuperscript{5}, where they used a single deep learning approach in two tasks. First, they trained a deep network to segment the region within the pericardial sac. Second, they extracted features from the same network with machine learning to classify image slices containing the heart. The input to the semantic segmentation network consisted of a slab of three images slices, the slice of interest \((k)\), one prior \((k−1)\), and one post \((k+1)\). The output was a label image for the middle slice \((k)\). The use of three consecutive slices improved results significantly. However, when we applied this 3-slice approach, we found errors particularly associated with the top and bottom slices, leading us to develop an alternative approach.

Our goal was to perform an accurate, fully-automated EAT segmentation and quantification from CT calcium score images. CT calcium scoring is currently used to assess the cardiovascular health of patients, and large archives of thousands of CT calcium score images are available that enable population risk studies. However, CT calcium score images are challenging to analyze because the slices are thick (~2.5 mm) and no contrast agent is used to improve delineation of fat boundaries. Building on the work of Commandeur et al.\textsuperscript{20}, we applied HU-attention-window with a window/level of 350/40 HU to emphasize appropriate CT numbers. Second, we applied look ahead slab-of-slices with bisection (hereafter referred to as bisect) in which we split the heart into halves and sequenced the lower half from bottom-to-middle and the upper half from top-to-middle, thereby presenting an increasing curvature of the sac to the network. We then used a 3-slice slab approach, with the image of interest at \(k\) and other images at \(k+1\), and \(k+2\). In addition, we introduced a slice-based analysis of results for detailed quantifications that may be helpful for optimizing algorithms.

**Image Analysis Methods**

**Manual Labeling of Image Data**

All scans in this study were obtained as part of clinical care. The Institutional Review Board of the University Hospitals waived consent for all studies utilizing anonymized CT scans. Method was carried out in accordance with relevant guidelines and regulations. Expert analysts segmented the CT scans using 3D-Slicer in a sequential slice-by-slice process (Figure. 1). The top and bottom of the heart were identified. A standard window/level (350 HU/40 HU) was applied to the entire CT volume to achieve good contrast of the pericardium (Figure. 1B). Analysts typically began the process in the middle of the heart. A closed region was manually drawn on every axial slice along the pericardium as in Figure. 1D. The anterior limit of the pericardium was determined by the appearance of the pericardium in both axial and sagittal views, as illustrated in Figure. 1C (the sagittal view is not shown). If needed, axial slices above and below the current slice were examined to help determine the location of the pericardium. A median filter with a 3x3x3 mm kernel size was used to reduce noise. EAT fat was identified by thresholding in the standard fat range [-190 HU, -30 HU], and voxels within the pericardium were deemed EAT voxels, as shown in Figure. 1E. Manual segmentations were individually performed by three expert analysts for the 89 CT scan volumes. At the top and bottom regions of the heart, manual labeling became more difficult (as will be shown with inter-reader variability results) and analysts used the sagittal view along with the axial view to enable precise labeling.

**Algorithm for EAT segmentation**

With experience from manual segmentation, we created preprocessing steps for our deep learning network (Figure. 2). For the HU-attention-window, we applied a 350 HU/40 HU window/level operation to increase the contrast of the pericardium and encourage the deep learning network to capture pericardium structural features.
As processing within the network is done on 8-bit data, creating this truncation operation ensured that when data are mapped to the network, the pericardium contrast is not lost due to numerical rounding. We applied look ahead slab-of-slices with bisection\(^{22}\) whereby we presented the network with the slice of interest and two upcoming slices on the side of increasing sac area. We divided the heart slices into two halves where the lower half was sequenced from bottom-to-middle and the upper half top-to-middle, thereby keeping an increasing curvature of the sac and presenting similar images to the network in training and testing. Once data were arranged in this fashion, each \(k\) labeled image slice of interest was concatenated with its consecutive two slices \((k+1\) and \(k+2\)) to generate a 512×512×3 input voxel slab for deep learning segmentation.

We segmented the region interior to the pericardial sac using deep learning semantic segmentation and used thresholding to determine EAT. We used DeepLab-v3-plus\(^{21}\) with transfer learning (i.e., the network was pre-trained on the ImageNet dataset), which uses Resnet-18 as a backbone. The deep network model is a CNN specifically designed for semantic segmentation tasks and is mainly composed of several important architectures: the backbone network, the Atrous convolution, the Atrous Spatial Pyramid Pooling (ASPP) network, and the decoder section, as shown in Figure. S1. Traditional deep CNNs tend to reduce the spatial resolution of the output feature map as the network goes deeper, and thus are not suitable for semantic segmentation tasks, which require detailed spatial information. In contrast to CNNs, the DeepLab-v3 plus applies Atrous convolution, which can adjust the effective field of view for convolution without reducing the size of the output feature map, in the last few blocks of the backbone network. Thus, Atrous convolution can extract denser features at multiple scales while preserving the spatial resolution, which is significant for semantic segmentation.

The ASPP was used on the top of the feature map to capture multi-scale object information by applying four parallel Atrous convolutions with different sampling rates. Batch normalization and image-level features were also incorporated into the ASPP by applying a global average pooling at the last feature map of the backbone and concatenating the corresponding results (contains multi-scale features) with batch normalization\(^{16}\). The results were then traversed through a 1×1 convolution with 256 filters to obtain the final output. To gradually recover the spatial information and capture more detailed boundary features, a decoder section was added by applying a few 3×3 convolutions to refine the output features obtained from the ASPP with an upsampling factor of 4\(^{21}\). The complete preprocessing, augmentation, and training are presented in Figure. 2, while the internal structure of DeepLab-v3 plus is illustrated in Figure. S1. As in manual segmentation, we applied noise reduction (3x3x3 median) to reduce artefacts in these low-dose CT images. We then applied standard fat thresholding [-190 HU, -30 HU] to identify EAT within the pericardial sac.

Figure 1. Manual segmentation of epicardial adipose tissue (EAT) on non-contrast CT images. Each 2D axial slice is displayed as in (A). The HU-attention-window with window/level of 350 HU/40 HU improved visualization of the pericardium (B). The pericardium (or pericardial sac) is marked with arrows in the inferior region (B) with the area bounded in red expanded in panel (C). In addition to axial views, we often rely on sagittal views (not shown) to help identify the pericardium when the location is unclear (not shown). The expert analyst draws contours to distinguish the pericardium, shown in green in (D). Finally, EAT is identified as interior voxels thresholded within the fat window [-190 HU, -30 HU], as shown in blue in (E).
Deep learning experiments were performed using a Windows 10 computer with an AMD Ryzen 7 5800X 3.8GHz, 32 GB RAM, 1TB hard disk, and GTX 3090 with 24GB GPU. We implemented the code using Matlab 2021a. The manual segmentations were implemented on conventional computers using Slicer 3D software, Version 4.11\textsuperscript{22}, and the results of manually labeled volumes were saved in DICOM files for easy association with the original CT volumes. For training, we used the Adam method for optimization and Dice as the loss function, as it is immune to the effects of prevalence. To enrich the training process, significant random augmentations were applied. Random rotation (-5 to 5 degrees), scaling (0.9 to 1.1), and randomized Gaussian blurring with a standard deviation ($\sigma<2$) were applied for data augmentation. We duplicated each input image slice and applied random blurring augmentation to it. Then, with each new training epoch, input images were augmented with a random mixture of rotation and scaling augmentations, creating a wide range of image permutations to enhance the training process. As we typically used 30 epochs for the 50 image volumes, each with an average of 29 image slices, we presented to the network with 1,446 input image slices, duplicating them with blur augmentation to 2,892 and up to 86,760 images following randomized augmentation. Using this level of augmentation improves training, especially with a limited dataset\textsuperscript{23}. We used a mini-batch strategy with a batch size of 20, while the maximum number of epochs was set to 30 and the initial learning rate was set to 1e-3. Validation was performed at the end of each epoch to evaluate the performance of training and inquire stopping conditions. Training was stopped when changes in Dice reached a tolerance of 0.1e-4 or the maximum number of epochs was reached. We found that training reached an acceptable convergence typically with only 30 epochs.

**Dataset and Evaluation Methods**

This study included 93 non-contrast cardiac CT images, which were obtained from the University Hospital of Cleveland. Four of 93 images were excluded due to abnormality in anatomical structure. For the remaining 89 images, the first and last slices of the thoracic CT volume were manually chosen by analysts to include the heart top and bottom slices, respectively. The axial slice thickness was 2.5 mm and the 2D slice dimensions were 512×512 pixels per axial slice, with pixel-spacing ranging from 0.66 mm to 0.86 mm. A total of 1446 axial slices were included in this study. The dataset was first randomly separated into two sets: training (n=50) and testing (n=39). The training set was further divided into two subsets: training subset (n=40) and validation subset (n=10). To determine the importance of the processing steps (HU-attention-window and bisect), we processed the images with and without these modifications.

We evaluated processing using Dice and Intersection Over Union (IOU) scores. The Dice score coefficient was calculated on a slice-by-slice basis for EAT between automated output and the ground truth (manual segmentation) to evaluate the performance of the semantic segmentation. The Dice score ranges from 0 to 1.
(0%-100%) with 0 meaning no overlap of segmentation and 1 meaning identical (completely overlapped) segmentation. We evaluated the Dice score using equation (1) and reported measures as percentages.

\[
Dice(A, B) = \frac{2 \cdot |A \cap B|}{|A| + |B|},
\]

where, \(A\) and \(B\) represent the testing output and the ground truth pixels in a slice (or voxels in a volume), \(|A \cap B|\) is the number of overlapping pixels (or voxels) between the predicted EAT segmentation and the ground truth EAT images, and \(|A| + |B|\) represents the total number of pixels (or voxels) in both images (or volumes).

In our experiment, Dice score coefficients were calculated for both axial 2D slices and the whole 3D volume. We also calculated the IOU score, also known as the Jaccard Index. Similar to the Dice score, a 0 value indicates no overlapping segmentation and 1 represents identical segmentation, as follows:

\[
IOU(A, B) = \frac{|A \cap B|}{|A| + |B| - |A \cap B|}.
\]

In addition, to help identify any algorithm issues, we compared the automated EAT volumes to those from analyst manual segmentations. Scatter and Bland-Altman plots were created across volumes and image slices to evaluate the agreement between the predicted results and the manual ground truth. The correlation coefficient (R) and its corresponding p-value were calculated to assess the scatter plots.

**Results**

DeepFat showed excellent segmentation of the pericardial sac and EAT. In Figure 3, we compare DeepFat EAT segmentations to the manually obtained gold standard image results in three held-out test volumes. There was good agreement and only small deviations in the marking of the pericardial sac (Figure. 3E, J, O). Dice scores for EAT for these images were 86.8%, 92.3%, and 92.4% (Figure. 3A, F, and K, respectively).

We evaluated the contributions of our algorithm choices (e.g., \textit{HU-attention-window} and \textit{bisect}) in a radar graph (Figure. 4). Comparing the results with \textit{HU-attention-window}, volume Dice scores were much improved with \textit{bisect} compared to without \textit{bisect}. The addition of \textit{bisect} resulted in the best Dice score in 95% of test volumes. Likewise, \textit{HU-attention-window} improved results in the presence of \textit{bisect}, with better Dice scores in 64% of tested volumes. Using both \textit{HU-attention-window} and \textit{bisect} was significantly advantageous, providing an improved Dice score in 100% of tested volumes, indicating the usefulness of these algorithm choices. Average Dice scores also showed the value of including both \textit{HU-attention-window} and \textit{bisect} (see Figure. 4 legend). Data augmentation was also found to be important, especially with image blurring, giving 1.77% absolute improvement in Dice.

![Figure 3](image)

Figure 3. Automated segmentation of epicardial adipose tissue (EAT). Axial non-contrast CT images (A, F, and K), manual segmentation in blue (B, G, and L), and automated segmentation (using DeepFat with the bisect method) in red (C, H, and M). Combined manual and automated EAT segmentation is shown in D, I, and N, where red represents manual, blue represents automatic, and white is the overlapping area. Pericardial sac contours using the same color scheme are shown in E, J, and O. The total subject EAT Dice score is 86.8%, 92.3%, and 92.4%, in the rows with low (A-E), intermediate (F-J), and high fat (K-O). Errors tend to be at the edges of the pericardial sac.
When we investigated the use of different deep learning networks (Table S1), we found that DeepLab-v3 Plus outperformed the three other networks tested. Improvements were surprisingly substantial, with absolute improvements in Dice ranging from 25% to 2% and IOU from 33% to 2%, depending on the network.

Good segmentations translated to good EAT volumes with DeepFat. With and without bisect, we compared automatically obtained DeepFat total EAT volumes to manually obtained results (Figure 5). The deep network with bisect gave superior total EAT volume estimation compared to the deep network without bisect, as shown in both scatter and Bland-Altman plots (first two columns). R, slope, bias, and spread values all improved with bisect (see Figure 5 legend). It is understood that R is a weak assessment tool for the quality of the measurement, as it does not indicate the quality of the y=mx fit. Assessments per slice allowed us to analyze and optimize the algorithm (Figures 5C and 5F). The slices of each test image were categorized into four equal regions based on their location in the total heart slice sequence and regions were color-coded. Image slices at the top and bottom of the heart tended to have the most error. This was reduced with the inclusion of bisect, due to the ability of bisect to capture the heart shape near the top and bottom of the heart. A plot such as those shown in Figure 5C and F helped us diagnose and optimize our DeepFat algorithm, leading to the creation of the bisect modification.

We analyzed the variation between analysts (inter-reader variability) (Figure 6) and compared it to the variation between analysts and the DeepFat automated method (Figure 7). The 50 training CT images were split into groups of 25, 12, and 13 images that were manually analyzed by analyst1, analyst2, and analyst3, respectively. In the inter-reader variability study, we compared the manual segmentation of analyst1 versus analyst2 over the 39 held-out testing set. Scatter and Bland-Altman plots between the two analysts are shown in Figure 6. There was reasonable agreement (R=.9882, p<0.001) between the two analysts; however, the standard-deviation/bias from the Bland-Altman plot (8.16 cm$^3$/1.91 cm$^3$) indicated variability. The largest outlier showed a difference of +35 cm$^3$ out of 169 cm$^3$, a 20% difference. Inspection of this image showed that in some slices, expert analysts disagreed on the placement of the pericardial sac. Figure 7 shows scatter plots comparing the segmentation from the same two analysts against DeepFat for the same 39 testing set of images. There was good agreement with both analyst1 and analyst2 (R=0.9852 and R=0.9731, respectively). Dice scores were 88.53% and 87.24% against analyst1 and analyst2, respectively. Interestingly, there was a slightly better agreement with analyst1 than analyst2, probably because analyst1 had labeled more volumes in the training set than analyst2. In both Figures 6 and 7, Bland-Altman plots show increased differences at higher volumes, probably indicating that an error in the placement of the pericardial sac can result in a larger volume difference. As there was relatively little difference between analyst1 and analyst2, we averaged their volumes for further analysis of DeepFat (Figures 7C and 7D). The scatter plot of DeepFat volumes against the average

![Figure 4. Comparison of Dice scores for DeepFat with and without HU-attention-window and bisect. Plot shows Dice scores for the 39 images in the held-out (testing) set. Dice was calculated against the manual ground truth. Average Dice scores for without bisect, without HU-attention-window (WL); without bisect, with HU-attention-window; with bisect, without HU-attention-window; and with bisect, with HU-attention-window, are 83.0%±4.5, 85.3%±3.6, 88.0%±3.5, and 88.5%±3.4, respectively. See text for other analysis details.](image-url)
Figure 5. Impact of bisect on automated EAT volume analysis with DeepFat. With bisect, data points are clustered near the line of identity (D), giving much better results than without bisect (A). To evaluate the data, we computed R values and slopes from a fit of $y=mx$, which gives slopes (R) of 0.807 (0.9833) and 0.971 (0.9852), for A and D, respectively, again showing the value of the bisect modification. Comparing Bland-Altman plots (B and E), the bias and spread (limits of agreement or LOA corresponding to 2X standard deviation) are both reduced for bisect compared to without-bisect. Bias with bisect (E) is 1.5 cm$^3$, on the order of only 1% of measured values. In the Bland-Altman plot (E), the single largest outlier for DeepFat at +40 cm$^3$ has an unusual automatic segmentation, which is easily identified and corrected. Panels C and F show results for image slice volumes, with slices color coded as to location in the heart. In general, image slices at the top and bottom of the heart have the most errors; this is improved with the bisect modification, resulting in better than 90% reduction in bias to only 0.04 cm$^3$.

of analyst1 and analyst2 (Figure. 7C) was visually comparable to that between analyst1 and analyst2 in Figure. 6A, indicating that DeepFat performed well as compared to the analysts. Similarly, we found that the Bland-Altman plots (Figures. 6A and 7D) compared favorably, with the bias reduced by >50% with DeepFat.

Discussion

Our novel fully-automated DeepFat method for automated analysis of EAT in non-contrast CT images showed excellent results, in terms of Dice score and measured EAT volumes. Automatically obtained volumes compared favorably to manually obtained values with a percent difference of only 0.91%±10.1. When the gold standard is manual analysis, an exacting criterion for automated analysis is that it falls within the uncertainty of

Figure 6. Comparison of total EAT volumes manually analyzed by two different analysts. Good agreement is observed between analyst1 and analyst2 in both the scatter plot and Bland-Altman plot. Bias is small (1.9 cm$^3$), only 1-2% of the measured volumes. Nevertheless, there are substantive differences for some images, shown as outliers. For example, the largest negative outlier in the Bland-Altman plot has a difference of approximately -35 cm$^3$, or a 20% percent difference. In such volumes, the pericardial sac is not clearly identified, likely due to motion or noise in larger patients.
analysts. DeepFat met this criterion. When we plotted EAT volumes for analyst1 versus analyst2, data clustered near the idealized line (Figure 6, R=98.8). We saw similar visual results when DeepFat volumes were plotted as a function of the average of the two analysts (Figure 7C, R=98.2), suggesting that agreement of DeepFat with the analysts is about as good as the agreement of one analyst with another. The bias of DeepFat values was very small (0.9 cm$^3$), considering that many fat volumes exceed 100 cm$^3$. The percent difference for DeepFat (0.91% ± 10.1) compared favorably to the percent difference between analysts for EAT (1.91% ± 8.1).

Although paired t-test indicated that the mean difference did not meet the requirement for insignificant difference from zero, the p-value for DeepFat/mean-of-analysts was p=0.29, comparable to that for analyst1/analyst2 (p=0.07), again indicating that DeepFat performed well compared to the analysts. Omitting the single outlier (image with an average-automated difference of -32.4 cm$^3$), gave even better results, with paired t-test p values of 0.10 and 0.15 for DeepFat/mean-of-analysts and analyst1/analyst2, respectively. Altogether, these findings imply that the automated DeepFat algorithm performs as well as the analysts for measuring EAT.

We note some important aspects of the DeepFat algorithm revealed by our study. First, deep learning segmentation of the region inside the pericardial sac was superior to methods that try to identify the thin contour of the sac directly. Regional segmentation allowed us to use the Dice loss function and avoid the large class imbalance that we would see with contour segmentation. Second, we determined that it is important to use HU-attention-window. Otherwise, small contrasts will be lost in data preparation (e.g., creating 8-bit data in the DeepLab-v3 plus implementation used by us or in numerical optimization of weights. Third, the bisect method greatly improved segmentations at the top and bottom of the heart. Essentially, using the look ahead slab-of-slices allowed the deep learning algorithm to learn the curvature of the sac at the top and bottom of the heart. Adding the bisect step improved the Dice score from 85.3% to 88.5% (Figure 4). Fourth, augmentation played a key role, as it enriched the deep learning with variations of cases to train the network. In particular, we found that it was important to add the image blurring augmentation. Finally, DeepLab-v3 plus was found to be superior to other networks for analyzing EAT (Table S1).

The slice-based plots, which to our knowledge had not been investigated previously, provided a detailed per-slice segmentation evaluation. Since the deep network tries to learn the EAT per slice, this study revealed the regions where the network suffers from in-quartile grouped slices. Detailed slice-by-slice plots made it

Figure 7. Comparison of total EAT volumes analyzed by DeepFat and the two analysts. A slightly higher correlation is found with Analyst1 (A) than with Analyst2 (B), indicated by R=0.9852 and R=0.9731, respectively. C and D compare DeepFat to volumes averaged for Analyst1 and Analyst2, giving R values only slightly inferior to that for Analyst1. Scatter plot of DeepFat volumes against the average of Analyst1 and Analyst2 (C) is visually comparable to that between Analyst1 and Analyst2 in Fig. 6, indicating that DeepFat performs well compared to analysts. Bland-Altman plot (D) compares favorably to that for Analyst1 versus Analyst2 in Fig. 6. Average-DeepFat shows a 50% reduction in bias compared to Analyst2-Analyst1. The spread with average-DeepFat is only a little larger (20%) than that for Analyst2-Analyst1. Note that all results in Figs. 6 and 7 come from the same held out (testing) set of images.
possible to distinguish the deep learning difficulties in segmenting the upper and lower slices in a without bisect method, which underscores the need for our bisect method.

We compared our results to those in four recent publications (Table 1). DeepFat with bisect compared favorably to all methods despite differences in algorithms, cohorts, and imaging methods. DeepFat achieved the best R-value among all methods. It gave the best Dice score in publications using non-contrast CT, and only slightly worse (0.18% absolute) than studies of high resolution and contrast CTA (e.g., He et al9). This difference is most likely insignificant given statistical variations. CTA has a thinner slice (0.5 mm thickness), thus producing 5 times the total number of slices than non-contrast CT images 2.5 mm thickness, and CTA uses a contrast agent that further improves the detection of fat.

In conclusion, our automated DeepFat EAT segmentation method with HU-attention-window and bisect improvements outperformed methods reported in recent studies to quantify EAT in CT images. The method appears to be appropriate for use in substantive population studies. Nevertheless, we plan to perform a manual review of the automated results to further investigate errors that are readily identified (e.g., the outlier described above). As we gather more training data, possibly from manual corrections of automated segmentations, we anticipate even better performance with DeepFat.

| Study                  | Cohort population / modality | Deep Technique       | Average Dice Score(%) | Correlation Coefficient R (%) |
|-----------------------|------------------------------|----------------------|------------------------|------------------------------|
| Commandeur12          | 250/CT                       | 2 CNNs               | 82.3                   | 92.4                         |
| Commandeur13          | 614/CT                       | 2 CNNs               | 87.3                   | 97.4                         |
| He14                  | 40 /CTA                      | 3D deep attention U-Net | 85                  | -                            |
| He15                  | 200/CTA                      | 3D deep attention U-Net | 88.7                  | 94.9                         |
| DeepFat (without bisect) | 89/ CT                      | DeepLab-v3 plus      | 85.3 ± 3.39            | 98.3                         |
| DeepFat (with bisect) | 89/ CT                      | DeepLab-v3 plus      | 88.5 ± 3.35            | 98.5                         |

CNN, Convolutional Neural Network; CT, thick-slice non-contrast CT; CTA, thin-slice with contrast agent.

References

1. Aslanabadi, N. et al. Epicardial and Pericardial Fat Volume Correlate with the Severity of Coronary Artery Stenosis. *J. Cardiovasc. Thorac. Res.* **6**, 235–239 (2014).
2. Nagy, E., Jermendy, A. L., Merkely, B. & Maurovich-Horvat, P. Clinical importance of epicardial adipose tissue. *Arch. Med. Sci.* **4**, 864–874 (2017).
3. Mancio, J. et al. Epicardial adipose tissue volume assessed by computed tomography and coronary artery disease: a systematic review and meta-analysis. *Eur. Heart J. - Cardiovasc. Imaging* **19**, 490–497 (2018).
4. Bachar, G. N., Dicker, D., Kornowski, R. & Atar, E. Epicardial Adipose Tissue as a Predictor of Coronary Artery Disease in Asymptomatic Subjects. *Am. J. Cardiol.* **110**, 534–538 (2012).
5. Lehman, S. J. et al. Peri-aortic fat, cardiovascular disease risk factors, and aortic calcification: The Framingham Heart Study. *Atherosclerosis* **210**, 656–661 (2010).
6. Zhou Jia et al. Epicardial Fat Volume Improves the Prediction of Obstructive Coronary Artery Disease Above Traditional Risk Factors and Coronary Calcium Score. *Circ. Cardiovasc. Imaging* **12**, e008002 (2019).
7. Liu, Z. et al. Association of epicardial adipose tissue attenuation with coronary atherosclerosis in patients with a high risk of coronary artery disease. *Atherosclerosis* **284**, 230–236 (2019).
8. Pandey, N. N., Sharma, S., Jagia, P. & Kumar, S. Epicardial fat attenuation, not volume, predicts obstructive coronary artery disease and high risk plaque features in patients with atypical chest pain. *Br. J. Radiol.* **20200540** (2020) doi:10.1259/bjr.20200540.
9. Mahabadi, A. A. et al. Cardiac computed tomography-derived epicardial fat volume and attenuation independently distinguish patients with and without myocardial infarction. *PLOS ONE* **12**, e0183514 (2017).
10. Iacobellis, G. Epicardial fat: a new cardiovascular therapeutic target. *Curr. Opin. Pharmacol.* **27**, 13–18 (2016).
11. Iacobellis, G. & Villasante Fricke, A. C. Effects of Semaglutide Versus Dulaglutide on Epicardial Fat Thickness in Subjects with Type 2 Diabetes and Obesity. *J. Endocr. Soc.* **4**, bvz042 (2020).
12. Dutour, A. et al. Exenatide decreases liver fat content and epicardial adipose tissue in patients with obesity and type 2 diabetes: a prospective randomized clinical trial using magnetic resonance imaging and spectroscopy. *Diabetes Obes. Metab.* **18**, 882–891 (2016).

13. Commandeur, F. et al. Fully Automated CT Quantification of Epicardial Adipose Tissue by Deep Learning: A Multicenter Study. *Radiol. Artif. Intell.* **1**, e190045 (2019).

14. Zhao, Z. et al. Automatic Segmentation of Visible Epicardium Using Deep Learning in CT Image. in *Advances in Natural Computation, Fuzzy Systems and Knowledge Discovery* (eds. Liu, Y., Wang, L., Zhao, L. & Yu, Z.) vol. 1074 577–584 (Springer International Publishing, 2020).

15. He, X. et al. Automatic segmentation and quantification of epicardial adipose tissue from coronary computed tomography angiography. *Phys. Med. Biol.* **65**, 095012 (2020).

16. de Albuquerque, V. H. C. et al. Fast fully automatic heart fat segmentation in computed tomography datasets. *Comput. Med. Imaging Graph.* **80**, 101674 (2020).

17. Li, Z., Zou, L. & Yang, R. A Neural Network-based Method for Automatic Pericardium Segmentation. in *Proceedings of the 2nd International Conference on Computer Science and Software Engineering - CSSE 2019* 45–49 (ACM Press, 2019). doi:10.1145/3339363.3339372.

18. He, X. et al. Automatic epicardial fat segmentation in cardiac CT imaging using 3D deep attention U-Net. in *Medical Imaging 2020: Image Processing* (eds. Landman, B. A. & Išgum, I.) 84 (SPIE, 2020). doi:10.1117/12.2550383.

19. Zhang, Q., Zhou, J., Zhang, B., Jia, W. & Wu, E. Automatic Epicardial Fat Segmentation and Quantification of CT Scans Using Dual U-Nets With a Morphological Processing Layer. *IEEE Access* **8**, 128032–128041 (2020).

20. Commandeur, F. et al. Deep Learning for Quantification of Epicardial and Thoracic Adipose Tissue From Non-Contrast CT. *IEEE Trans. Med. Imaging* **37**, 1835–1846 (2018).

21. Chen, L.-C., Zhu, Y., Papandreou, G., Schroff, F. & Adam, H. Encoder-Decoder with Atrous Separable Convolution for Semantic Image Segmentation. in *Computer Vision – ECCV 2018* (eds. Ferrari, V., Hebert, M., Smichisescu, C. & Weiss, Y.) vol. 11211 833–851 (Springer International Publishing, 2018).

22. Fedorov, A. et al. 3D Slicer as an image computing platform for the Quantitative Imaging Network. *Magn. Reson. Imaging* **30**, 1323–1341 (2012).

23. Zhang, L. et al. Generalizing Deep Learning for Medical Image Segmentation to Unseen Domains via Deep Stacked Transformation. *IEEE Trans. Med. Imaging* **39**, 2531–2540 (2020).

**Acknowledgements**

This project was supported by the National Heart, Lung, and Blood Institute through grants NIH R44 HL156811 and NIH R01HL143484. This research was conducted in space renovated using funds from an NIH construction grant (C06 RR12463) awarded to Case Western Reserve University. The content of this report is solely the responsibility of the authors and does not necessarily represent the official views of the National Institutes of Health. The grants were obtained via collaboration between Case Western Reserve University and University Hospitals of Cleveland. This work made use of the High-Performance Computing Resource in the Core Facility for Advanced Research Computing at Case Western Reserve University. The veracity guarantor, Tao Hu, affirms to the best of his knowledge that all aspects of this paper are accurate.

**Author contributions**

A.H. was a major contributor in developing the methods and writing the manuscript. T.H. participated in developing the methods. J. L. helped to draft the manuscript and to analyze results. S. A. helped to validate the methods, and draft the manuscript. S. R. prompted the research topic and helped with the manuscript. D.L.W. supervised the research and helped to draft the manuscript.

**Competing interests**

Nothing to report.

**Additional information**

Correspondence and requests for materials should be addressed to D.L.W (david.wilson@case.edu).
Supplementary Files

This is a list of supplementary files associated with this preprint. Click to download.

- EATSuppemntal08x25x2021.pdf