Numerical analyses of emission of a single-photon pulse based on single-atom cavity quantum electrodynamics
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Abstract

We numerically investigate an on-demand single-photon source, which is implemented with a strongly coupled atom-cavity system, proposed by Kuhn et al., Appl. Phys. B 69, 373 (1999). In the scheme of Kuhn et al., a Λ-type three-level atom is captured in a single-mode optical cavity. Considering the three atomic levels, the ground state $u$, the first excited state $g$ accompanying the cavity mode, and the second excited state $e$, in the Λ-configuration, we assume that a classical field and a quantized cavity field lead to the transition between $u$ and $e$ and that between $e$ and $g$, respectively. The classical light pulse rising sufficiently slowly triggers an adiabatic process of the system and lets a single photon of the cavity mode emerge. We simulate this adiabatic evolution and transmission of the single photon through an imperfect mirror of the cavity using the master equation. We concentrate on examining physical properties of the efficiency of single-photon generation, the fluctuation of the duration of the photon emission, and the time of the emission measured from a peak of the trigger pulse. We find a function that approximates to the efficiency closely and the upper bound of the fluctuation of the duration.

1 Introduction

To perform quantum information processing, such as quantum cryptography and quantum computation, with photons, we often have to prepare an on-demand single-photon source. That is to say, we have to generate a single photon at arbitrarily chosen time with high efficiency. For example, the Bennett-Brassard 84 (BB84) protocol requires polarized single photons as flying quantum bits (qubits) [1]. The Ekert 91 (E91) protocol also needs pairs of entangled single photons to generate nonlocal correlations [2]. Moreover, Knill,
Laflamme, and Milburn’s conditional sign-flip gate works using single photons as dual-rail qubits [3]. Thus, the single-photon emitter is regarded as one of the most important components for constructing quantum information processors. However, so far, practical realization of the on-demand single-photon gun has not been established yet. Since various protocols of quantum cryptography [1, 2] and algorithms of quantum computation [4, 5] appeared, many researchers have been trying to develop the deterministic single-photon source with a wide variety of physical systems.

If we attempt to fabricate a deterministic single-photon gun from weak laser light primitively, the following two problems confront us. The first one is fluctuation of the number of photons emitted together at the same time. A coherent state $|\alpha\rangle$ provides $\langle \hat{n} \rangle = |\alpha|^2$ and $\Delta n^2 = |\alpha|^2$ as the expectation value and the variance of the operator for the number of photons, respectively. Thus, photon bunching hinders the realization of the single-photon emission. The second one is fluctuation of the time interval for photon emission that obeys the Poisson distribution. This stochastic property prevents us from building the on-demand source. Hence, construction of the on-demand single-photon source is a difficult and challenging problem.

Implementation of the single-photon source with a quantum dot is discussed both theoretically and experimentally [6, 7, 8, 9, 10, 11]. Recently, the solid-state single-photon source has attracted researchers’ attention. In Ref. [12], emission of two photons from separate nitrogen vacancy centres in diamond was observed. In Ref. [13], the single-photon source was built with a negative silicon vacancy centre in diamond. Fabrication of the single-photon source from an atom-cavity system has been studied by some groups not only theoretically but also experimentally [14, 15].

Kuhn et al. have discussed the method for realizing the on-demand single-photon source that is built with a strongly coupled atom-cavity system [16]. This method is an advanced version of the proposals of Law et al. [17, 18]. In Ref. [17], Law and Eberly studied a Λ-type three-level atom interacting with a cavity mode and a classical driving field. In Ref. [18], Law and Kimble proposed a scheme for generating a single-photon state transmitted out of an optical cavity, in which the Λ-type three-level atom was captured.

In the above proposals of Law et al., we consider the three atomic levels, the ground state $u$, the first excited state $g$ accompanying the cavity mode, and the second excited state $e$, in the Λ-configuration. A classical field and the quantized cavity field provoke the transition between $u$ and $e$ and that between $e$ and $g$, respectively. By injecting the classical light as a trigger pulse into the cavity, we can excite an initial state at the level $u$ into the intermediate state at the level $e$. After giving rise to the cavity mode from the transition between the intermediate state $e$ and the state at the level $g$, we can let the single photon in the cavity mode pass through an imperfect mirror of the cavity.

Kuhn et al. have introduced an adiabatic process into the above model to avoid spontaneous emission of light from the intermediate state and caused emergence of the cavity mode theoretically by applying the classical trigger pulse to the system. To assure the adiabatic process, we must make the trigger pulse rise sufficiently slowly [16]. This process is called the stimulated Raman adiabatic passage (STIRAP) [19]. The method of Kuhn et al. has been demonstrated in laboratories according to Refs. [20, 21, 22, 23]. In particular, Keller et al. have performed the scheme of Kuhn et al. under nearly ideal conditions using a calcium ion [24, 25, 26].
In the present paper, we numerically investigate the dynamics of the deterministic single-photon source proposed by Kuhn et al. We analyse the adiabatic evolution of the atom-cavity system and transmission of a high single-photon flux through the cavity mirror by using the master equation. We focus on the following three topics. The first one is the efficiency of single-photon generation. It is proportional to both an expectation value of the number of photons in the cavity mode and a decay rate that governs the transmission of the photon through the mirror. With an empirical manner, we find a function that approximates to the efficiency closely. The second one is the fluctuation of the duration of the photon emission. We calculate full width at half maximum of the time evolution of the probability that the photon in the cavity mode emerges and regard it as the fluctuation. We find its upper bound analytically by the adiabatic approximation. The third one is the time of the emission of the photon measured from a peak of the trigger pulse. As the decay rate increases, the single photon is emitted earlier with respect to the peak of the trigger pulse. We estimate the time of the emission numerically.

Here, we emphasize the prior works concerning our study closely. In Ref. [26], single-photon pulses for different pump laser profiles, for instance, Gaussian pumps and a square-wave pump, were examined and the suppression of two-photon events was confirmed. In this work, Keller et al. demonstrated the good agreement between the theoretical model and the experimental data. Figure 2a of Ref. [26] showed the following. The time when the waveform became maximum preceded the peak of the classical trigger pulse in the experimental data. This fact is the third topic treated in the current paper and is discussed in Sect. 8. In Refs. [27, 28], proper shapes of the classical trigger pulse for emission of single-photon wave packets of a desired shape with high efficiency were investigated. By contrast, in Sect. 3 of the present paper, we assume that the shape of the input pulse is given by the Gaussian form.

This paper is organized as follows. In Sect. 2 we give a review of the method proposed by Kuhn et al. for emitting the single photon. In Sect. 3 we define the classical trigger pulse and derive an explicit form of the adiabaticity constraint. In Sect. 4 we introduce the master equation that describes the single-photon emission. In Sect. 5 we show time evolution of each state of the system during the adiabatic process. In Sect. 6 we examine the efficiency of the single-photon generation. We find the function which approximates to the efficiency well. In Sect. 7 we investigate the fluctuation of the duration of the photon emission and find its upper bound. In Sect. 8 we show variation of the time when the photon is emitted. Section 9 gives brief discussion. In Appendix A we explain how to solve the master equation numerically.

2 A review of the method proposed by Kuhn et al.
for emitting a single photon

In this section, we give a review of the scheme proposed by Kuhn et al. for generating an on-demand single photon [16]. We consider a Λ-type three-level atom, whose ground and excited states are represented by \(|u\rangle\), \(|e\rangle\), and \(|g\rangle\) as shown in Fig. 1. First, we assume that the transition between \(|u\rangle\) and \(|e\rangle\) is induced by a classical light whose frequency and amplitude are given by \([\left( E_0/h \right) - \Delta] \) and \(\Omega(t)\), respectively. To describe the time evolution
of the transition between $|u\rangle$ and $|e\rangle$, we employ the optical Bloch equations. Second, we assume that the transition between $|g\rangle$ and $|e\rangle$ is caused by the Jaynes-Cummings interaction with the coupling constant $g$ and the cavity mode whose frequency is given by $\omega$. In both transitions, we put $\Delta$ as the common detuning of the classical light and the cavity field from the intermediate level $|e\rangle$.

Here, we introduce a number state of photons in the cavity mode as $|n\rangle$ for $n = 0, 1, 2, \ldots$. Then, we consider three states, $|u, 0\rangle$, $|e, 0\rangle$, and $|g, 1\rangle$. The states $|u, 0\rangle$ and $|e, 0\rangle$ are coupled by the classical light. The states $|e, 0\rangle$ and $|g, 1\rangle$ are coupled by the cavity mode. The essence of the scheme proposed by Kuhn et al. is an adiabatic process which lets the initial state $|u, 0\rangle$ evolve into the state $|g, 1\rangle$ without going through the intermediate state $|e, 0\rangle$. Thus, we can avoid spontaneous emission of the classical light that is due to the transition from the excited state $|e, 0\rangle$ to the ground state $|u, 0\rangle$. If the system reaches the state $|g, 1\rangle$, the subsequent decay of the cavity mode causes the single-photon emission and the system settles itself in the state $|g, 0\rangle$. In order to let the atom-cavity system pursue the adiabatic process, we have to apply the classical trigger pulse rising sufficiently slowly to the system.

As mentioned above, after the emission of the single photon, the state of the system changes into $|g, 0\rangle$. Then, we apply a repumping pulse to the atom-cavity system and bring the system back to the initial state $|u, 0\rangle$. Repeating this cycle, we obtain a bit-stream of the single photons.

Because the decay of the cavity mode generates the emission of the single photon, the efficiency of the emission is proportional to the decay rate. At the same time, the efficiency has to be proportional to an expectation value of the number of photons in the cavity mode. Figure 2 illustrates the final form of the system that emits the single photon. The left mirror $M_1$ is perfect and it reflects a single photon with a probability of unity. By contrast, the right mirror $M_2$ is not perfect and the single photon passes through it with the decay rate.

Here, we consider an explicit form of the Hamiltonian that describes the above atom-
cavity system. We write down the states $|u\rangle$, $|e\rangle$, and $|g\rangle$ as three-components vectors,

$$
|u\rangle = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \quad |e\rangle = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}, \quad |g\rangle = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}.
$$

(1)

The Hamiltonian of the optical Bloch equations that controls the transition between $|u\rangle$ and $|e\rangle$ as the Rabi oscillation is given by

$$
H_B = \hbar \begin{pmatrix} 0 & w(t) & 0 \\ w^*(t) & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix},
$$

(2)

where

$$
w(t) = (1/2)\Omega(t) \exp\{i[(E_0/\hbar) - \Delta]t\}.
$$

(3)

The time-dependent amplitude of the classical light is represented by $\Omega(t)$, which is a complex number in general. The Jaynes-Cummings interaction leading to the transition between $|g\rangle$ and $|e\rangle$ with the cavity field is given by the following Hamiltonian:

$$
H_{JC} = \hbar \begin{pmatrix} 0 & 0 & 0 \\ 0 & E_0/\hbar & ga \\ 0 & g^*a^\dagger & (E_0/\hbar) - \Delta - \omega \end{pmatrix} + \hbar\omega a^\dagger a,
$$

(4)

where $a$ and $a^\dagger$ denote the annihilation and creation operators of the cavity mode, respectively. We assume the commutation relation $[a, a^\dagger] = 1$. The coupling constant $g$ is a complex number. Thus, we can write down the total Hamiltonian of the single-photon source in the form,

$$
H = H_B + H_{JC}
$$

$$
= \hbar \begin{pmatrix} 0 & w(t) & 0 \\ w^*(t) & E_0/\hbar & ga \\ 0 & g^*a^\dagger & (E_0/\hbar) - \Delta - \omega \end{pmatrix} + \hbar\omega a^\dagger a.
$$

(5)

The time evolution of the system obeys the Schrödinger equation,

$$
i\hbar \frac{\partial}{\partial t} \psi = H\psi,
$$

(6)
where the Hamiltonian $H$ is time-dependent because of $\Omega(t)$. Here, we define the following unitary matrix:

$$U = \begin{pmatrix}
\exp\left\{i\left[(E_0/\hbar) - \Delta\right]t\right\} & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}. \quad (7)$$

Using the unitary matrix $U$, we rewrite the wave function $\psi$ in Eq. (6) as follows:

$$\tilde{\psi} = U^\dagger \psi. \quad (8)$$

Then, Eq. (6) changes into

$$i\hbar \frac{\partial}{\partial t} \tilde{\psi} = \tilde{H} \tilde{\psi}, \quad (9)$$

where the new Hamiltonian $\tilde{H}$ is given by

$$\tilde{H} = -i\hbar U^\dagger \frac{\partial U}{\partial t} + U^\dagger H U$$

$$= E_0 - \hbar \Delta + \hbar \left(\begin{array}{ccc}
0 & \Omega(t)/2 & 0 \\
\Omega^*(t)/2 & \Delta & g a \\
g^* a^\dagger & -\omega & 0
\end{array}\right) + \hbar \omega a^\dagger a. \quad (10)$$

From now on, we neglect the constant term $(E_0 - \hbar \Delta)$ in the right-hand side of Eq. (10).

We can divide the Hamiltonian given by Eq. (10) as

$$\tilde{H} = \tilde{H}_0 + \tilde{H}_1, \quad (11)$$

$$\tilde{H}_0 = \hbar \left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & -\omega
\end{array}\right) + \hbar \omega a^\dagger a, \quad (12)$$

$$\tilde{H}_1 = \hbar \left(\begin{array}{ccc}
0 & \Omega(t)/2 & 0 \\
\Omega^*(t)/2 & \Delta & g a \\
g^* a^\dagger & 0 & 0
\end{array}\right). \quad (13)$$

Moreover, $\tilde{H}_0$ and $\tilde{H}_1$ satisfy the following commutation relation,

$$[\tilde{H}_0, \tilde{H}_1] = 0. \quad (14)$$

Because we can diagonalize $\tilde{H}_0$ with ease, we adopt the following interaction picture:

$$\tilde{\psi}_1(t) = \exp(i\tilde{H}_0 t/\hbar) \tilde{\psi}(t), \quad (15)$$

where we assume $\tilde{\psi}_1(0) = \tilde{\psi}(0)$. Then, from Eqs. (9), (11), (14), and (15), we can describe the equation that $\tilde{\psi}_1(t)$ satisfies in the form,

$$i\hbar \frac{\partial}{\partial t} \tilde{\psi}_1(t) = \tilde{H}_1 \tilde{\psi}_1(t). \quad (16)$$

Thus, from now on, we regard $\tilde{H}_1$ as the Hamiltonian of the system.
As a result of the above discussion, we can write down the Hamiltonian in the final form,

\[ H = \begin{pmatrix} 0 & \Omega(t)/2 & 0 \\ \Omega(t)/2 & \Delta & ga \\ 0 & ga^\dagger & 0 \end{pmatrix}, \]  

(17)

where we rewrite the Hamiltonian of the interaction picture \( \tilde{H}_1 \) as \( H \). We put \( \hbar = 1 \) and assume that both the amplitude of the classical light \( \Omega(t) \) and the coupling constant of the Jaynes-Cummings interaction \( g \) are real numbers. The basis vectors of the Hilbert space, where the Hamiltonian in Eq. (17) is defined, are given by \( \{|i, n\rangle : i \in \{u, e, g\}, n \in \{0, 1, 2, \ldots\}\} \). The index \( n = 0, 1, 2, \ldots \) denotes the number of photons in the cavity mode.

Because the Hamiltonian given by Eq. (17) is time-dependent, we have to solve the time-dependent Schrödinger equation that involves the first derivative with respect to the time variable for pursuing the time evolution of the system. However, we neglect these matters for a while and concentrate on obtaining eigenvalues and eigenvectors of the Hamiltonian.

First of all, we consider which basis vectors are used to construct a superposition for the eigenvectors of the Hamiltonian \( H \). We pay attention to the following facts:

\[ H|u, n\rangle = [\Omega(t)/2]|e, n\rangle, \]
\[ H|e, n\rangle = [\Omega(t)/2]|u, n\rangle + \Delta|e, n\rangle + g\sqrt{n + 1}|g, n + 1\rangle, \]
\[ H|g, n\rangle = g\sqrt{n}|e, n - 1\rangle. \]  

(18)

Because of Eq. (18), we can assume that the eigenvalue and its corresponding eigenvector are given in the form,

\[ H|\omega\rangle = \omega|\omega\rangle, \]
\[ |\omega\rangle = c_0^{(n)}|u, n\rangle + c_1^{(n)}|e, n\rangle + c_2^{(n)}|g, n + 1\rangle \quad \text{for } n = 0, 1, 2, \ldots. \]  

(19)

Next, from Eqs. (18), (19), and (20), we obtain the eigenvalues for \( n \in \{0, 1, 2, \ldots\}\),

\[ \omega = \omega_0, \omega_\pm, \]
\[ \omega_0 = 0, \]
\[ \omega_\pm = \frac{1}{2}[\Delta \pm \sqrt{\Omega^2(t) + 4g^2(n + 1) + \Delta^2}]. \]  

(20)

(21)

(22)

Their corresponding eigenvectors are given by

\[ |\omega_0\rangle = \begin{pmatrix} \cos \Theta_n \\ 0 \\ -\sin \Theta_n \end{pmatrix}, \]
\[ |\omega_+\rangle = \begin{pmatrix} \cos \Phi_n \sin \Theta_n \\ -\sin \Phi_n \\ \cos \Phi_n \cos \Theta_n \end{pmatrix}, \]
\[ |\omega_-\rangle = \begin{pmatrix} \sin \Phi_n \sin \Theta_n \\ \cos \Phi_n \\ \sin \Phi_n \cos \Theta_n \end{pmatrix}. \]  

(23)
where
\[
|u, n\rangle = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \quad |e, n\rangle = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}, \quad |g, n + 1\rangle = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix},
\]
(24)
\[
\tan \Theta_n = \frac{\Omega(t)}{2g \sqrt{n + 1}}, \quad \tan \Phi_n = \sqrt{4g^2(n + 1) + \Omega^2(t)}/[\sqrt{4g^2(n + 1) + \Omega^2(t) + \Delta^2} - \Delta].
\]
(25)

Here, we concentrate on the eigenvector whose corresponding eigenvalue is given by \(\omega_0\) for \(n = 0\). We write down it as follows:
\[
|\omega_0\rangle = \begin{pmatrix} \cos \Theta_0 \\ 0 \\ -\sin \Theta_0 \end{pmatrix} = \cos \Theta_0 |u, 0\rangle - \sin \Theta_0 |g, 1\rangle,
\]
(26)
where
\[
\tan \Theta_0 = \frac{\Omega(t)}{2g}.
\]
(27)

Utilizing this eigenvector, we can realize the single-photon emitter. We explain how to make use of it in the following.

First of all, we put an initial state \(|u, 0\rangle\) for the atom-cavity system and give the classical light as \(\Omega(t) = 0\). Next, we let the amplitude of the classical light \(\Omega(t)\) increase sufficiently slowly as time passes. If the time derivative of \(\Omega(t)\) is small enough, we can regard the time evolution of the wave function as an adiabatic process, so that the wave function evolves with keeping its superposition in the form of the eigenvector \(|\omega_0\rangle\) given by Eq. (26). After much time has passed and \(\Omega(t)\) has grown large enough, the system changes into the state \(|g, 1\rangle\).

The time derivative of \(\Omega(t)\) has to satisfy the adiabaticity constraint [29],
\[
|\langle \omega_\pm | \frac{d}{dt} |\omega_0\rangle| \ll |\omega_0 - \omega_\pm|.
\]
(28)
On substitution from Eq. (23), Eq. (28) becomes
\[
|\dot{\Theta}_0 \cos \Phi_0| \ll |\omega_+|,
|\dot{\Theta}_0 \sin \Phi_0| \ll |\omega_-|.
\]
(29)
Thus, we obtain
\[
|\dot{\Theta}_0| \ll |\omega_\pm|.
\]
(30)

In the above adiabatic process, the state of the system always maintains the superposition of \(|u, 0\rangle\) and \(|g, 1\rangle\) and the system is prevented from reaching the state \(|e, 0\rangle\). Thus, the system avoids the spontaneous emission of the classical light from the state \(|e, 0\rangle\) during the long-term adiabatic evolution. This is the reason why we can expect the single-photon source to work in a quite stable manner.

If the system arrives at the state \(|g, 1\rangle\) with a high probability via the adiabatic process, the single photon in the cavity mode is emitted through the imperfect mirror of the cavity. Adjusting the decay rate of the cavity loss, we can set proper length of the lifetime of \(|g, 1\rangle\).
3  The classical trigger pulse and the adiabaticity constraint

In this section, we define the classical trigger light and derive an explicit form of the adiabaticity constraint.

In the present paper, we give the amplitude of the classical light that induces the transition between the atomic states $|u\rangle$ and $|e\rangle$ in the Gaussian form,

$$\Omega(t) = \Omega_0 \exp[-(t/T)^2],$$  \hspace{1cm} (31)

where $\Omega_0$ and $T$ denote the characteristic amplitude and time, respectively. We define full width at half maximum of $\Omega(t)$ as $2\tau$. Then, $\tau$ is given by

$$\tau = \sqrt{\ln 2T}.$$ \hspace{1cm} (32)

Here, we derive an explicit form of the adiabaticity constraint. From Eq. (27), we obtain

$$\dot{\Theta}_0 = \cos^2 \Theta_0 \frac{\dot{\Omega}(t)}{2g} = \frac{2g\dot{\Omega}(t)}{4g^2 + \Omega(t)^2}.$$ \hspace{1cm} (33)

From Eq. (22), putting $\Delta = 0$ for the sake of simplicity, we obtain

$$|\omega_\pm| = \frac{1}{2} \sqrt{\Omega(t)^2 + 4g^2}.$$ \hspace{1cm} (34)

Thus, we can write down the adiabaticity constraint given by Eq. (30) as

$$|\dot{\Omega}(t)| \ll \frac{1}{4g}(4g^2 + \Omega(t)^2)^{3/2}.$$ \hspace{1cm} (35)

Here, we assume $t = -\tau$, the half width at half maximum, and the time derivative of the amplitude is given by

$$\dot{\Omega}(-\tau) = \frac{1}{T} \sqrt{\ln 2\Omega_0}.$$ \hspace{1cm} (36)

Thus, the adiabaticity constraint is expressed in the form,

$$T \gg \frac{4\sqrt{\ln 2g\Omega_0}}{[4g^2 + (\Omega_0^2/4)]^{3/2}}.$$ \hspace{1cm} (37)

In particular, taking $\Omega_0 = 4g$, we attain a simple form of the adiabaticity constraint as follows:

$$Tg \gg \frac{\sqrt{\ln 2}}{\sqrt{2}} \simeq 0.58870.$$ \hspace{1cm} (38)
4 The master equation that describes the emission of a single photon in the cavity mode as the cavity loss

In this section, we introduce the master equation that describes the transmission of the single photon through the imperfect mirror.

If the system reaches the state $|g, 1\rangle$ via the adiabatic process, it has to emit a single photon in the cavity mode to the outside of the optical cavity for realizing the single-photon gun. This implies that we need to let the single photon pass through the mirror. To pursue the cavity loss induced by the imperfect mirror of the cavity, we employ the following master equation:

$$\dot{\rho}(t) = -i[H(t), \rho(t)] + \gamma [a\rho(t)a^\dagger - \frac{1}{2}(a^\dagger a\rho(t) + \rho(t)a^\dagger a)],$$  \hspace{1cm} (39)

where we write the Hamiltonian as $H(t)$ for emphasizing its time dependence.

We pay attention to the fact that the dynamics of the master equation (39) is restricted inside the four dimensional Hilbert space $\mathcal{H}_4 = \{|u, 0\rangle, |e, 0\rangle, |g, 1\rangle, |g, 0\rangle\}$. Thus, to solve the master equation (39) numerically, we only have to consider $\mathcal{H}_4$.

The transition $|g, 1\rangle \rightarrow |g, 0\rangle$ emits the single photon in the cavity mode to the outside of the cavity. By repetition, some photons contribute to the single-photon generation and the others cause leakage through the mirrors. In Ref. [25], a rate $\gamma_t$ with $0 \leq \gamma_t \leq \gamma$ was introduced for only including the transmission of photons through the mirror as the single-photon gun. The authors of Ref. [25] put $\gamma_t = 0.9 \gamma$. The rate of emission from the cavity is given by

$$P(t) = \gamma_t \text{Tr}\{a^\dagger a\rho(t)\}. \hspace{1cm} (40)$$

Because the dynamics of the system lies on the Hilbert space $\mathcal{H}_4$, we can express the rate of the emission in the form,

$$P(t) = \gamma t p(t), \hspace{1cm} (41)$$

$$p(t) = \langle g, 1 | \rho(t) | g, 1 \rangle. \hspace{1cm} (42)$$

The efficiency of single-photon generation is given by

$$\eta = \int_{-\infty}^{\infty} P(t) dt. \hspace{1cm} (43)$$

Here, we pay attention to the fact that $\eta$ is a dimensionless quantity. In the present paper, for the sake of simplicity, we put $\gamma_t = \gamma$.

We let $\delta t$ denote full width at half maximum for $p(t)$. That is to say, letting $t_{\text{max}}$ be the time when $p(t)$ becomes maximum, $t_{-}$ be the time when $p(t)$ is equal to a half of its maximum value before $t_{\text{max}}$, and $t_{+}$ be the time when $p(t)$ is equal to a half of its maximum value after $t_{\text{max}}$, we put $\delta t = t_{+} - t_{-}$. We measure $t_{\text{max}}$, $t_{-}$, and $t_{+}$ from the peak of the classical trigger pulse. The reason why we do not consider full width at half maximum for $P(t)$ but for $p(t)$ is that the full width at half maximum for $P(t)$ is not continuous at $\gamma = 0$. For $\gamma \neq 0$, the full width at half maximum for $P(t)$ is equal to that for $p(t)$. We can regard $\delta t$ as the fluctuation of the duration of the emission of the single photon.
photon. In addition, we can regard $t_{\text{max}}$ as the time when the single photon is emitted. In the current paper, we examine the dependence of $\eta$, $\delta t$, and $t_{\text{max}}$ on $T$, $\gamma$, $g$, and $\Omega_0$.

Here, we give numerical parameters for solving the master equation actually. In Ref. [25], the on-demand single-photon source was experimentally realized using a calcium ion in a cavity, whose simplified level scheme is shown in Fig. 3. The amplitude of the classical trigger pulse was given by $\Omega_0 = 0.11 \times 22 \times 2\pi$ MHz in Ref. [25]. In numerical calculations of the current paper, we adopt this quantity. As a typical value of the coupling constant for the Jaynes-Cummings interaction, we choose $g = \Omega_0/4$ for example. For the sake of simplicity, we let the detuning be given by $\Delta = 0$. We take $T = 5.0 \times 10^{-5}$ s for the characteristic time of the trigger pulse given by Eq. (31) for instance. Then, we obtain $Tg \simeq 190.07 \gg 0.58870$ and the adiabaticity constraint (38) holds. We assume that the rate of the transmission of the photon through the imperfect mirror is in the range of $0 \leq \gamma \leq 0.4$ MHz.

In the current paper, we give physical quantities in two significant figures. However, to keep their accuracy, we carry out numerical calculations, for example, solving the master equation, with five significant figures throughout the present paper.

5 Time evolution of the population for each state of the system

From now on, in the succeeding four sections, we report numerical results obtained by solving the master equation given by Eq. (39). How to solve the master equation numerically is explained in Appendix A. In this section, we examine the time evolution of the populations of the states $|u, 0\rangle$, $|e, 0\rangle$, $|g, 1\rangle$, and $|g, 0\rangle$. We assume that the trigger pulse is given by $\Omega_0 = 0.11 \times 22 \times 2\pi$ MHz $\simeq 1.5205 \times 10^7$ Hz and $T = 5.0 \times 10^{-5}$ s in Eq. (31). Figure 4 shows the time evolution of $\Omega(t)$.

Figure 4 gives the time evolution of the populations for the states with $g = \Omega_0/4 \simeq 3.8013 \times 10^6$ Hz and $\gamma = 0$. Solving the master equation numerically to obtain results in Fig. 5, we start calculations from the time $t = -5T = -2.5 \times 10^{-4}$ s with putting the initial state $|u, 0\rangle$. Looking at Fig. 5 we notice the population of $|e, 0\rangle$ be always nearly equal to zero and the adiabatic process be realized. The population of $|g, 1\rangle$, namely $p(t)$, takes the maximum value at $t = 0$, so that $t_{\text{max}} = 0$. The full width at half maximum for
Figure 4: Time evolution of the classical trigger pulse $\Omega(t)$ for $\Omega_0 = 0.11 \times 22 \times 2\pi$ MHz and $T = 5.0 \times 10^{-5}$ s in Eq. (31).

$p(t)$ is given by $\delta t \simeq 9.4653 \times 10^{-5}$ s. Because $\gamma = 0$, the transition from $|g, 1\rangle$ to $|g, 0\rangle$ is prevented and we can confirm that the population of $|g, 0\rangle$ is always equal to zero.

Because of the adiabatic evolution with Eqs. (26) and (27), the population of $|g, 1\rangle$ approximates to

$$p(t) \simeq \sin^2 \Theta_0 = \frac{[\Omega(t)/(2g)]^2}{1 + [\Omega(t)/(2g)]^2}.$$  \hspace{1cm} (44)

From $\Omega(0) = \Omega_0$ and $g = \Omega_0/4$, we obtain $p(0) \simeq 4/5$. Thus, the population of $|u, 0\rangle$ at $t = 0$ is nearly equal to 1/5. We can recognize this fact in Fig. 5. This observation implies that we have checked the programming code for solving the master equation and we can convince ourselves of the numerical results obtained.

Figure 5 shows the time evolution of the populations of the states with putting $\gamma = 2.5 \times 10^4$ Hz. Values of the parameters $\Omega_0$, $T$, and $g$ are equal to those in Fig. 4. In Fig. 5, we can observe the population of $|e, 0\rangle$ be always nearly equal to zero, as well. Thus, we can confirm that the adiabatic evolution occurs in Fig. 5. In Fig. 5 because of $t_{\text{max}} \simeq -3.0173 \times 10^{-5}$ s, we can consider that the single photon is emitted earlier concerning the peak of the trigger pulse. Moreover, a shape of $p(t)$, the population of $|g, 1\rangle$, is not symmetric with respect to a vertical axis $t = t_{\text{max}}$. This is because the transition from $|g, 1\rangle$ to $|g, 0\rangle$ happens with the decay rate $\gamma(\neq 0)$.

In Fig. 6, the full width at half maximum for $p(t)$ is given by $\delta t \simeq 7.0393 \times 10^{-5}$ s. The value of $p(t)$ becomes nearly equal to zero for $t \geq 1.2 \times 10^{-4}$ s. The populations of $|u, 0\rangle$ and $|g, 0\rangle$ come to rest on values 0.15280 and 0.84720 around, respectively. The efficiency of the single-photon generation is given by $\eta \simeq 0.84720$. 
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Figure 5: Time evolution of populations of the states $|u, 0\rangle$, $|e, 0\rangle$, $|g, 1\rangle$, and $|g, 0\rangle$ for $\Omega_0 = 0.11 \times 22 \times 2\pi$ MHz, $T = 5.0 \times 10^{-5}$ s, $g = \Omega_0 / 4$, and $\gamma = 0$. A thick solid curve, a thick dashed curve, a thin solid curve, and a thin dashed curve represent the populations of $|u, 0\rangle$, $|e, 0\rangle$, $|g, 1\rangle$, and $|g, 0\rangle$, respectively. Looking at the graph for $|e, 0\rangle$, we notice that the adiabatic evolution is realized. The population of $|u, 0\rangle$ at $t = 0$ is nearly equal to $1/5$.

Figure 6: Time evolution of populations of the states $|u, 0\rangle$, $|e, 0\rangle$, $|g, 1\rangle$, and $|g, 0\rangle$ for $\Omega_0 = 0.11 \times 22 \times 2\pi$ MHz, $T = 5.0 \times 10^{-5}$ s, $g = \Omega_0 / 4$, and $\gamma = 2.5 \times 10^4$ Hz. A thick solid curve, a thick dashed curve, a thin solid curve, and a thin dashed curve represent the populations of $|u, 0\rangle$, $|e, 0\rangle$, $|g, 1\rangle$, and $|g, 0\rangle$, respectively. Turning our eyes to the graph for $|e, 0\rangle$, we notice that the adiabatic evolution is realized. A shape of $p(t)$, the population of $|g, 1\rangle$, is not symmetric with respect to a vertical axis $t = t_{\text{max}}$. 
In this section, we examine the efficiency of the single-photon generation numerically. In Fig. 7, graphs of the efficiency $\eta$ are plotted as functions of the decay rate $\gamma$. We put the physical parameters $\Omega_0 = 0.11 \times 22 \times 2\pi$ MHz and $g = \Omega_0/4$ in Fig. 7, as they are given in Figs. 5 and 6. We can reconstruct the results of the numerical calculations with the following function approximately:

$$\eta \simeq 1 - \exp(-aT\gamma), \quad (45)$$

$$a \simeq 1.5029. \quad (46)$$

For the case with $T = 2.5 \times 10^{-5}$ s in Fig. 7, a difference between numerical results obtained by the master equation and calculated values derived from Eqs. (45) and (46) is equal to or less than $8.7244 \times 10^{-7}$. Hence, Eqs. (45) and (46) give a close approximation to numerical data obtained by solving the master equation. From numerical calculations with putting various values for $\Omega_0$, $g$, and $T$, we observe the following result. Although we let both values of the characteristic amplitude and time, $\Omega_0$ and $T$, vary at random, Eqs. (45) and (46) hold with $g = \Omega_0/4$. Thus, we can conclude that the parameter $a$ in Eq. (45) has to depend only on $g/\Omega_0$.

Figure 8 shows variation of the parameter $a$ with $g/\Omega_0$. Figure 9 shows variation of $\ln a$ with $\ln(g/\Omega_0)$. In both Figs. 8 and 9, small black circles represent numerical results.
Figure 8: Variation of the parameter $a$ with $g/\Omega_0$. In the sequence of small black circles, the value of $g/\Omega_0$ is in the range of $0.02 \leq g/\Omega_0 \leq 1.5$. If we take parameters $\Omega_0 = 0.11 \times 22 \times 2\pi$ MHz and $g/\Omega_0 = 0.02$, we obtain $4\sqrt{\ln 2g\Omega_0/[4g^2 + (\Omega_0^2/4)]^{3/2}} \simeq 3.4709 \times 10^{-8}$ s. Because of $T = 5.0 \times 10^{-5}$ s, the adiabaticity constraint is satisfied.

obtained by solving the master equation. To obtain each black circle, we carry out the following task. First, we put $T = 5.0 \times 10^{-5}$ s and $\Omega_0 = 0.11 \times 22 \times 2\pi$ MHz and set $g/\Omega_0$ to a specific value. Second, we obtain variation of the efficiency $\eta$ with $\gamma$ for $0 \leq \gamma \leq 3.6 \times 10^5$ Hz by solving the master equation numerically. Third, we fit the function given by Eq. (45) to numerical data points of the variation of $\eta$, so that we obtain the parameter $a$. We can fit the following fifth degree polynomial to the sequence of the small black circles:

$$y = b_0 + b_1 x + b_2 x^2 + b_3 x^3 + b_4 x^4 + b_5 x^5,$$

$$x = \ln(g/\Omega_0),$$

$$y = \ln a,$$

(47) $b_0 \simeq -1.3173, \quad b_1 \simeq -1.7179, \quad b_2 \simeq -0.26329,$$

(48) $b_3 \simeq 0.11487, \quad b_4 \simeq 0.048967, \quad b_5 \simeq 0.0051358.$$

(49) In Fig. 9 we plot the polynomial given by Eqs. (47), (48), (49), and (50) with a thin solid curve.

Looking at Figs. 8, 9, and Eq. (45), we notice that the parameter $a$ increases and the efficiency $\eta$ becomes easy to attain unity as $g/\Omega_0$ declines. This implies the following. The efficiency rises if the transition caused by the optical Bloch equations is superior to the transition induced by the Jaynes-Cummings interaction. In other words, as we let the pump intensity $\Omega_0$ increase with fixing the coupling constant of the Jaynes-Cummings interaction $g$ to a specific value, the efficiency of the emission of the single photon approaches unity.
Figure 9: Variation of $\ln a$ with $\ln(g/\Omega_0)$. Each small black circle is obtained by solving the master equation numerically. A thin solid curve represents the fifth degree polynomial given by Eqs. (47), (48), (49), and (50) which has the best fit to the sequence of the small black circles.

From a different viewpoint, we consider the above facts. As mentioned in the previous paragraph, Figs. 8 and 9 show that the parameter $a$ increases with smaller $g/\Omega_0$. Thus, remembering Eq. (45), we become aware that the efficiency of the photon generation $\eta$ approaches unity as the coupling constant $g$ diminishes. However, in general, stronger coupling between the atom and the cavity mode increases the photon generation efficiency. These two facts seem to contradict each other.

In point of fact, for the photon generation scheme the current paper deals with, $\eta$ becomes larger as $g$ gets smaller. We can find an indication of this phenomenon in Eqs. (26), (27), and (31). According to Eq. (27), if $\Omega_0/g$ increases, the population of the state $|u, 0\rangle$ is suppressed and that of $|g, 1\rangle$ is enhanced. In particular, looking at Eq. (44), we clearly understand that the population of $|g, 1\rangle$ attains unity as $\Omega_0/g$ becomes larger for $\gamma = 0$ and $t = 0$. Thus, from Eqs. (41), (42), and (43), for the scheme discussed in the current paper, the efficiency of the photon generation $\eta$ is amplified by decrease of the coupling strength $g$. This fact seems to be inconsistent with common sense about the general atom-cavity system.

The physical meaning of this discrepancy is as follows. The coupling constant $g$ governs the transition between $|e, 0\rangle$ and $|g, 1\rangle$. However, because of the adiabatic process, the population of $|e, 0\rangle$ is always nearly equal to zero and the transition between $|e, 0\rangle$ and $|g, 1\rangle$ is prohibited. Hence, basically, a magnitude of $g$ has nothing to do with the photon generation.

However, because of the adiabatic process, the wave function $|\omega_0\rangle$ given by Eqs. (26) and (27) evolves with keeping its superposition. Thus, the population of $|g, 1\rangle$ is enhanced with larger $\Omega_0/g$. In other words, the efficiency of the photon generation attains unity as $g$ gets smaller. Here, we have to pay attention to the adiabaticity constraint given by Eq. (37). According to Eq. (37), we cannot let the coupling constant $g$ be smaller freely. For example, we cannot set $g = 0$. Hence, we conclude that the efficiency $\eta$ approaches
unity as the coupling constant $g$ gets smaller as far as the adiabaticity constraint holds.

### 7 The fluctuation of the duration of the photon emission

In this section, we numerically examine $\delta t$, the fluctuation of the duration of the single-photon emission. We put $\Omega_0 = 0.11 \times 22 \times 2\pi$ MHz throughout this section.

First, we consider $\delta t$ for $\gamma = 0$. Under the adiabatic approximation, letting $\gamma = 0$, we obtain the population of $|g, 1\rangle$ as $p(t)$ in Eq. (44), where $\Omega(t)$ is given by Eq. (31). Thus, solving an equation $p(t) = p(0)/2$ with Eqs. (31) and (44), we obtain the full width at the half maximum,

$$\delta t = \{2 \ln[2 + (1/4)(\Omega_0/g)^2]\}^{1/2}T. \tag{51}$$

Looking at Eq. (51), we notice that $\delta t$ depends only on $T$ and $g/\Omega_0$ and it is a linear function with respect to $T$. In particular, we obtain $\delta t = \sqrt{2 \ln 6} T \approx 1.8930 T$ for $g/\Omega_0 = 1/4$.

Figure 10 shows calculated $\delta t$ versus $T$ with putting $g/\Omega_0 = 1/4$. Turning our eyes to Fig. 10, we observe that $\delta t$ is not a linear function concerning $T$ for $\gamma \neq 0$. Moreover, we understand that Eq. (51) gives the upper bound of $\delta t$. Figure 11 shows variation of $\delta t$ as a function of $\gamma$ with putting $g/\Omega_0 = 1/4$. Looking at Fig. 11, we perceive that $\delta t$ decreases as $\gamma$ rises. However, in Fig. 11, $\delta t$ declines slowly for $\gamma \geq 1.0 \times 10^5$ Hz. Figure 12 shows variation of $\delta t$ with $\gamma$ for $T = 5.0 \times 10^{-5}$ s. Turning our eyes to Fig. 12, we observe that the variation becomes more gradual as $g/\Omega_0$ increases.

From Eq. (45), fixing $\gamma$ to a specific value, we can let the efficiency $\eta$ approach unity...
Figure 11: Variation of the fluctuation $\delta t$ as a function of $\gamma$ with putting $g/\Omega_0 = 1/4$. A thick solid curve, a thick dashed curve, and a thin solid curve represent the fluctuations for $T = 2.5 \times 10^{-5}$ s, $T = 5.0 \times 10^{-5}$ s, and $T = 1.0 \times 10^{-4}$ s, respectively. The fluctuation of the duration of the single-photon emission $\delta t$ decreases as $\gamma$ becomes larger.

Figure 12: Variation of the fluctuation $\delta t$ with $\gamma$ for $T = 5.0 \times 10^{-5}$ s. A thick solid curve, a thick dashed curve, and a thin solid curve represent the fluctuations for $g/\Omega_0 = 0.25$, $g/\Omega_0 = 0.5$, and $g/\Omega_0 = 1.0$, respectively. Variation of $\delta t$ becomes more gradual as $g/\Omega_0$ increases.
Figure 13: Variation of $t_{\text{max}}$ with $T$ for $g/\Omega_0 = 1/4$. A thick solid line, a thick dashed curve, a thin solid curve, and a thin dashed curve represent cases with $\gamma = 0$, $\gamma = 1.0 \times 10^4 \text{ Hz}$, $\gamma = 2.0 \times 10^4 \text{ Hz}$, and $\gamma = 3.0 \times 10^4 \text{ Hz}$, respectively. In these calculations, we put $g = \Omega_0/4 \approx 3.8013 \times 10^6 \text{ Hz}$. Because of Eq. (38), the adiabaticity constraint is given by $T \gg 1.5487 \times 10^{-7} \text{ s}$. Thus, the adiabaticity constraint is not fulfilled near the origin of the axes. Looking at these graphs, we observe that $t_{\text{max}}$ changes position in the negative direction as $T$ and $\gamma$ become larger.

8 Variation of the time when $p(t)$ becomes maximum

In this section, we numerically study the time when the single photon is emitted through the imperfect mirror of the cavity. As shown in Fig. 6, the emission of the photon occurs earlier concerning the peak of the trigger pulse. This is because the state $|g, 1\rangle$ changes into the state $|g, 0\rangle$ with the decay rate $\gamma$. Throughout this section, we put $\Omega_0 = 0.11 \times 22 \times 2\pi \text{ MHz}$.

Figure 13 shows variation of $t_{\text{max}}$, when $p(t)$ becomes maximum, with $T$ for $g/\Omega_0 = 1/4$. Figure 14 gives calculated $t_{\text{max}}$ versus $\gamma$ with putting $g/\Omega_0 = 1/4$. Looking at Figs. 13 and 14 we notice $t_{\text{max}}$ move in a negative direction as $T$ and $\gamma$ become larger. Figure 15 shows $t_{\text{max}}$ as a function of $\gamma$ with putting $T = 5.0 \times 10^{-5} \text{ s}$. Turning our eyes to Fig. 15 we perceive that $t_{\text{max}}$ moves in a negative direction as $g/\Omega_0$ decreases.

From Fig. 15 we can derive the following notion. If we fix the parameters $\gamma$ and $T$ to specific values, $t_{\text{max}}$ depends on $g/\Omega_0$ considerably. Making $g/\Omega_0$ be smaller, we observe that $t_{\text{max}}$ decreases drastically. Thus, elevation of the pump intensity $\Omega_0$ of the classical...
Figure 14: Calculated $t_{\text{max}}$ versus $\gamma$ with putting $g/\Omega_0 = 1/4$. A thick solid curve, a thick dashed curve, and a thin solid curve represent cases with $T = 2.5 \times 10^{-5}$ s, $T = 5.0 \times 10^{-5}$ s, and $T = 1.0 \times 10^{-4}$ s, respectively. Turning our eyes to these graphs, we observe that $t_{\text{max}}$ changes position in the negative direction as $T$ and $\gamma$ become larger.

Figure 15: Variation of $t_{\text{max}}$ as a function of $\gamma$ with putting $T = 5.0 \times 10^{-5}$ s. A thick solid curve, a thick dashed curve, and a thin solid curve represent cases with $g/\Omega_0 = 0.25$, $g/\Omega_0 = 0.5$, and $g/\Omega_0 = 1.0$, respectively. Looking at these graphs, we perceive that $t_{\text{max}}$ depends on $g/\Omega_0$ substantially.
light lets the generation of the single photon be earlier. The trigger pulse causes the generation of the single photon. However, the emission of the photon precedes the pump pulse. This phenomenon seems interesting and strange.

9 Discussion

In the current paper, we study the on-demand single-photon source implemented with the atom-cavity system by solving the master equation numerically. As shown in Eq. (51), the fluctuation of the duration of the emission has the upper bound, which is given by a linear function of $T$, the characteristic time of the Gaussian trigger pulse. Equation (51) also indicates that the fluctuation becomes smaller as $|\Omega_0/g|$ decreases. However, even if $|\Omega_0/g|$ is equal to zero, the upper bound of the fluctuation is given by $\delta t = \sqrt{2\ln 2} T$. By contrast, the full width at half maximum of the Gaussian pump pulse is given by $2\tau = 2\sqrt{\ln 2} T$. If we let $g/\Omega_0 = 1/\sqrt{8}$, the upper bound of the fluctuation becomes equal to the full width at half maximum of $\Omega(t)$. Thus, adjusting the intensity of the pump pulse and the coupling constant of the Jaynes-Cummings interaction, we can obtain single-photon emission which is narrower than the pump pulse. This is one of merits that the scheme of Kuhn et al. has [16].

In Sect. 7, we argue the trade-offs between the efficiency of generation of the single photon and the fluctuation of the duration of the emission. These results restrict the performance of the single-photon gun in the laboratory. Although the scheme of Kuhn et al. includes the excellent ideas, such as the use of the adiabatic process, we have to know its limitations. However, we do not need to be too pessimistic because Fig. 10 tells us that the non-zero decay rate reduces the fluctuation of the duration of the emission.

In the present paper, we cannot find a function that approximates to $\delta t$ for non-zero $\gamma$. We hope to solve this problem in the near future.

A How to solve the master equation numerically

In this section, we explain how to solve the master equation numerically. First of all, for the sake of simplicity, we introduce the following notation to describe the ket vectors:

$$
|0\rangle = |u, 0\rangle,
|1\rangle = |e, 0\rangle,
|2\rangle = |g, 1\rangle,
|3\rangle = |g, 0\rangle.
$$

We write down the density operator as

$$
\rho(t) = \sum_{i=0}^{3} \sum_{j=0}^{3} C_{i,j} |i\rangle \langle j|,
$$

$$
C_{j,i}^*(t) = C_{i,j}(t),
$$

(54)
\[ \sum_{i=0}^{3} C_{i,i} = 1. \]  

(55)

Then, we obtain the following first-order ordinary differential equation:

\[ \frac{d}{dt} C_{i,j}(t) = \langle i \frac{d}{dt} \rho(t) \rangle |j\rangle. \]

(56)

On substitution from Eqs. (39), (53), (54), and (55), Eq. (56) becomes

\[
\begin{align*}
\dot{C}_{0,0} &= (i/2)\Omega(t)C_{0,1} - (i/2)\Omega(t)C_{1,0}, \\
\dot{C}_{0,1} &= (i/2)\Omega(t)C_{0,0} + i\Delta C_{0,1} + igC_{0,2} - (i/2)\Omega(t)C_{1,1}, \\
\dot{C}_{0,2} &= igC_{0,1} - (1/2)\gamma C_{0,2} - (i/2)\Omega(t)C_{1,2}, \\
\dot{C}_{0,3} &= -(i/2)\Omega(t)C_{1,3}, \\
\dot{C}_{1,1} &= -(i/2)\Omega(t)C_{0,1} + (i/2)\Omega(t)C_{1,0} + igC_{1,2} - igC_{2,1}, \\
\dot{C}_{1,2} &= -(i/2)\Omega(t)C_{0,2} + igC_{1,1} + [-i\Delta - (1/2)\gamma]C_{1,2} - igC_{2,2}, \\
\dot{C}_{1,3} &= -(i/2)\Omega(t)C_{0,3} - i\Delta C_{1,3} - igC_{2,3}, \\
\dot{C}_{2,2} &= -igC_{1,2} + igC_{2,1} - \gamma C_{2,2}, \\
\dot{C}_{2,3} &= -igC_{1,3} - (1/2)\gamma C_{2,3}, \\
\dot{C}_{3,3} &= \gamma C_{2,2}.
\end{align*}
\]

(57)

Here, we define fifteen real variables as follows:

\[
\begin{align*}
V_1 &= C_{0,0}, & V_2 &= \text{Re}[C_{0,1}], & V_3 &= \text{Im}[C_{0,1}], \\
V_4 &= \text{Re}[C_{0,2}], & V_5 &= \text{Im}[C_{0,2}], & V_6 &= \text{Re}[C_{0,3}], \\
V_7 &= \text{Im}[C_{0,3}], & V_8 &= C_{1,1}, & V_9 &= \text{Re}[C_{1,2}], \\
V_{10} &= \text{Im}[C_{1,2}], & V_{11} &= \text{Re}[C_{1,3}], & V_{12} &= \text{Im}[C_{1,3}], \\
V_{13} &= C_{2,2}, & V_{14} &= \text{Re}[C_{2,3}], & V_{15} &= \text{Im}[C_{2,3}].
\end{align*}
\]

(58)

We let \( \mathbf{V} \) denote a column vector with elements \{V_1, ..., V_{15}\}. Then, we obtain the following system of differential equations:

\[ \dot{\mathbf{V}} = \mathbf{L}\mathbf{V}, \]

(59)

where \( \mathbf{L} \) is a 15 \times 15 matrix. The elements of \( \mathbf{L} \) are given by

\[
\begin{align*}
L_{1,3} &= -\Omega(t), \\
L_{2,3} &= L_{10,9} = L_{12,11} = -\Delta, \\
L_{2,5} &= L_{4,3} = L_{10,13} = L_{12,14} = L_{15,11} = -g, \\
L_{3,1} &= L_{4,10} = L_{6,12} = L_{9,5} = L_{11,7} = (1/2)\Omega(t), \\
L_{3,2} &= L_{9,10} = L_{11,12} = \Delta, \\
L_{3,4} &= L_{5,2} = L_{10,8} = L_{11,15} = L_{14,12} = g, \\
L_{3,8} &= L_{5,9} = L_{7,11} = L_{10,4} = L_{12,6} = -(1/2)\Omega(t), \\
L_{4,4} &= L_{5,5} = L_{9,9} = L_{10,10} = L_{14,14} = L_{15,15} = -(1/2)\gamma.
\end{align*}
\]
\begin{align*}
L_{8,3} &= \Omega(t), \\
L_{8,10} &= -2g, \\
L_{13,10} &= 2g, \\
L_{13,13} &= -\gamma, \\
L_{i,j} &= 0 \text{ for others.}
\end{align*} 

(60)

In the present paper, we numerically solve the system of differential equations (59) by the Runge-Kutta method as follows:

\begin{align*}
\hspace{1cm} f_i(L(t), V(t)) &= \sum_{j=1}^{15} L_{ij}(t)V_j(t), \\
(k_1)_i &= f_i(L(t), V(t)), \\
(k_2)_i &= f_i(L(t + \frac{\Delta t}{2}), V(t + \frac{\Delta t}{2}) + \frac{\Delta t}{2} k_1), \\
(k_3)_i &= f_i(L(t + \Delta t), V(t + \Delta t) + \Delta t k_2), \\
(k_4)_i &= f_i(L(t + \Delta t), V(t + \Delta t) + \Delta t k_3), \\
V_i(t + \Delta t) &= \frac{\Delta t}{6} [(k_1)_i + 2(k_2)_i + 2(k_3)_i + (k_4)_i].
\end{align*} 

(61)

To carry out numerical calculations actually, we let $\Delta t = T \times 2.0 \times 10^{-6}$, where $T$ is the characteristic time of the Gaussian trigger pulse defined in Eq. (51).
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