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ABSTRACT
Merchandise categories inherently form a semantic hierarchy with different levels of concept abstraction, especially for fine-grained categories. This hierarchy encodes rich correlations among various categories across different levels, which can effectively regularize the semantic space and thus make prediction less ambiguous. However, previous studies of fine-grained image retrieval primarily focus on semantic similarities or visual similarities. In real application, merely using visual similarity may not satisfy the need of consumers to search merchandise with real-life images, e.g., given a red coat as query image, we might get red suit in recall results only based on visual similarity, since they are visually similar; But the users actually want coat rather than suit even the coat is with different color or texture attributes. We introduce this new problem based on photo shopping in real practice. That’s why semantic information are integrated to regularize the margins to make “semantic” prior to “visual”. To solve this new problem, we propose a hierarchical adaptive semantic-visual tree (ASVT) to depict the architecture of merchandise categories, which evaluates semantic similarities between different semantic levels and visual similarities within the same semantic class simultaneously. The semantic information satisfies the demand of consumers for similar merchandise with the query while the visual information optimize the correlations within the semantic class. At each level, we set different margins based on the semantic hierarchy and incorporate them as prior information to learn a fine-grained feature embedding. To evaluate our framework, we propose a new dataset named JDProduct, with hierarchical labels collected from actual image queries and official merchandise images on online shopping application. Extensive experimental results on the public CARS196 and CUB-200-2011 datasets demonstrate the superiority of our ASVT framework against compared state-of-the-art methods.
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1 INTRODUCTION
As one form of electronic commerce, online shopping allows consumers to search and buy merchandise on shopping platforms like Amazon, Taobao, and JD.com. However, the name of a certain good is unknown to consumers; they need a more convenient method to directly find what they want – using image search engine. And this kind of tasks to find the image with a query image can be called content-based image retrieval (CBIR). The core mission of
CBIR in online shopping is to find the exactly the same instance, and find the merchandise from the same category if there is no same instance. Such is the basic requirement for online shopping that the retrieval series of the system should have different priorities for different results instance-level similarity>category-level similarity>dissimilarity as in Fig.1(a).

To measure the similarity between the images from the gallery with the query image, we need a powerful tool – deep metric learning.

Deep metric learning, which advanced the state-of-the-art in various computer vision tasks[7, 19, 22], aims at learning appropriate similarity measurements between pairs of images. And it is a suitable tool to deal with CBIR problems since CBIR needs powerful image descriptors for searching images from a database. There are some instance-level CBIR systems, such as person re-identification[3, 6, 15], or some category-level systems, such as animal recognition[18].

The existed CBIR works using deep metric learning based on online-shopping either only focus on instance-level or category-level, ignoring the fact that online merchandise are usually tagged with multiple levels. Also, there is no such a suitable benchmark offering hierarchical information with multiple levels.

In this paper, we introduce a novel hierarchical adaptive semantic-visual tree (ASVT) to capture the category structure with different levels for online shopping and propose a hierarchical feature embedding method, which measures the instance-level and category-level similarities simultaneously.

Merchandise categories innately contain a hierarchy with different levels of concept abstraction (e.g. A running shoe is a shoe before it is specified for running). In the semantic tree of merchandise, nodes closer to the root of the hierarchy refer to more abstract concepts while nodes closer to the leaves indicate fine-grained concepts as in Fig.3. But sometimes, just using semantic information may cause the retrieval results to be in the same category but distant visually, while only using visual similarity may cause the retrieval results have merchandise from other categories as in Fig.1(b); That’s the reason why ASVT is needed to combine the visual information with semantic information. With visual similarities, we could effectively regularize the hypothesis space of functions and provide rich guidance to make adaptive margin selections in the contrastive loss.

For example, when we train our network, we would evaluate the number of matched categories of a contrastive pair. Take two running shoes with different model as example: they are both shoes (so we set margin to be smaller), and they are both running shoes (so we set margin to be even smaller); if four categories are identical (so we set margin to be even smaller); if four categories are identical (so we set margin to be smaller), and they are both running shoes with different model as example: they are both shoes (so we set margin to be smaller), and they are both running shoes with different model (so we set margin to be even smaller), if four categories are identical (so we set margin to be even smaller).

To evaluate the effectiveness of our proposed model in actual practice, we collect a new dataset with hierarchical labels collected from actual image queries and official merchandise images on online shopping application as in Fig.5. This is the first dataset collected from actual user queries and official online merchandise images which can help many state-of-the-art machine learning techniques fit the actual industrial or commercial demand. Besides, we use CARSi96 dataset and CUB-200-2011 dataset to further evaluate our model.

The main contributions of this paper can be concluded in three-fold:
1) We formulate a novel hierarchical adaptive semantic-visual tree (ASVT) which incorporates semantically and visually structured information of category hierarchy into the deep neural network for the feature embedding and CBIR. To our knowledge, this is the first work that explicitly combine both structured information to guide CBIR via feature embedding.
2) We introduce hierarchical margins into the contrastive loss based on the ASVT tree.
3) We collect a new large-scale online merchandise dataset from JD.com online shopping that covers four-level merchandise categories for evaluation, named JDProduct dataset. Our proposed dataset is the first that involves in four-level categories coming from real application and they may benefit research on multi-granularity image retrieval.

2 RELATED WORK
2.1 Feature embedding

Deep metric learning maps an image into a feature vector in a manifold space via common deep neural networks. In this manifold space, Euclidean distance can be directly used as the distance metric to evaluate how far it is between two points. There are many metric learning algorithms, such as [1, 5, 13, 22]. An exhaustive review of previous work is beyond the ability of this paper. Here, we focus on two main streams of deep metric learning, contrastive embedding and triplet embedding, and their recent variants used in computer vision.

Contrastive embedding requires that training data integrates precise pair-wise similarities or distances, but the requirements are always hard to reach in real practice. To alleviate the problem, triplet embedding Hinton et al. [20] is proposed to guide the embedding process with relative similarity information from different pairs and it has been widely used in many tasks, such as image retrieval [2, 24].

2.2 Fine-grained image retrieval

Fine-grained image retrieval, is a challenging task since we have to deal with fine-grained information of the images, and sometimes the candidates could be so similar that even human could not clearly recognize. Deep metric learning, which learns a distance consistent with a notion of semantic similarity, is powerful to deal with this task and it is also a common application of deep metric learning.

Movshovitz-Attias et al.[17] use triplet-based methods, but these methods are hard to optimize. A main problem is the need for finding informative triplets. Movshovitz-Attias et al.[17] proposed a proxy-based method, which consists of an anchor data point and
similar and dissimilar proxy points which are learned as well. Han et al. [9] proposed a novel attention model to derive the local information of the image, and make global and local information benefit from each other. Lin et al. [14] proposed a deep variational metric learning framework to explicitly model the intra-class variance and disentangle the intra-class invariance. By this way, it could simultaneously generate discriminative samples to improve robustness.

Song et al. [21] proposed a new metric learning scheme, based on structured prediction, that is aware of the global structure of the embedding space, and which is designed to optimize a clustering quality metric. Xuan et al. [26] proposed a method to define a family of embedding functions that can be used as an ensemble to give improved results. Each embedding function is learned by randomly bagging the training labels into small subsets. Yu et al. [27] pointed that the training process of feature embedding with triplet loss is usually very sensitive to the selected triplets, and randomly selected triplets and selecting hardest triplets also leads to bad local minima. Yu et al. [27] argued that the bias in sampling of triplets degrades the performance of learning with triplet loss. They alleviated the problem by proposing a new variant of triplet loss, which tried to reduce the bias in triplet sampling by adaptively correcting the distribution shift on sampled triplets.

The works mentioned above mainly focus on how to more robustly and effectively use the visual information of the training data or deal with the inherent problems of deep metric learning loss such as triplet loss, but hardly mines the semantic relationships of images.

2.3 Semantic-based image retrieval

Here, we want to show some existed works which try to introduce some semantic or hierarchical information into the retrieval task, so sometimes the task is not only conducted in a fine-grained way but also get category-level or semantic-level retrieval results. [8, 16, 29] work on clothes-related tasks such as retrieval and segmentation. They proposed a clothes dataset with multiple labels such as style, scale, viewpoint, occlusion. But from our point, these attributes are actually arranged in a parallel manner. There is no explicit hierarchical relationship between these attributes, so the semantic embedding approaches could not be used on this dataset. Chen et al. [4] investigated simultaneously predicting categories of different levels in the hierarchy and integrating this structured correlation information into the deep neural network to perform semantic embedding and could benefit fine-grained retrieval. They also collected a four-level category dataset with hierarchical information with butterfly images.

Our proposed dataset are collected from real application of online image shopping which is beneficial for real practice of novel machine learning algorithms. Besides, some work use the hierarchical information by using the visual distance; Ge et al. (HTL) [7] constructed a hierarchical class-level tree where neighboring classes are merged recursively, and they computed the distance to evaluate neighboring classes by the euclidean distance on the feature space, and use this hierarchical tree to select the margins in the triplet loss, but ignoring the semantic information form the annotated hierarchical labels. We get the idea to build the semantic-visual tree based on this work, and we adopt it as our baseline. Besides,
We propose a novel deep metric learning framework called hierarchical semantic tree. Semantically further classes would have bigger margin in the loss.

2.4 Merchandise image retrieval

There has been increasing interests in developing merchandise image retrieval systems in both research and industry. He et al. [10] proposed a visual search system. Zhan et al. [30] handle the large visual discrepancy for the same shoe in different forms of online merchandise image by using multi-task and multi-view network structure and a new loss function to minimize the distances between images of the same shoe from different viewpoints. Since the street image or the user image are always from different viewpoints, how to deal with this gap seems to be important for merchandise image retrieval. Zhan et al. [31] tries to learn the viewpoint-invariant triplet network by training the triplet network at different scales so that the representation of image incorporates different levels of invariance at different scales.

Another challenging property of merchandise image retrieval is that, as [12] pointed, the large discrepancy between online shopping images, usually taken in ideal pose/background/lighting conditions, and user images captured in uncontrolled conditions. This paper used a dual structure to deal with the gap.

3 METHOD

We propose a novel deep metric learning framework called hierarchical adaptive semantic-visual tree. The overall structure of our proposed model can be divided into two parts: semantic hierarchy and visual similarity ranking. Semantic hierarchy integrates the multi-level abstraction information of the given labels to modify the margin in the contrastive loss and visual similarity ranking module incorporates the visual information to guide the margin under the control of semantic hierarchy.

To constrain the visual similarity under semantic classes, a scalar $\alpha$ is added to visual similarity margin $S_{i,j}$, where $i,j$ refer to the the $i^{th}$ and $j^{th}$ category-level semantic class having same parents. The two categories are the children nodes of a third-level node in our ASVT. We will clearly show how to choose the margin of contrastive loss based on our model. Here are some notations that will be used to describe our model:

* $P = \{I^+_i, I^-_i\}$ all the positive image pairs constructed from training set, where $I^+_i$ and $I^-_i$ are supposed to have the same labels of all levels (fine-grained).
* $N = \{i^-_i, i^-_j\}$ all the negative image pairs constructed from training set.
* $M_{i,j}$ the margin between the $\{I^-_i, I^-_j\}$.
* $m$ the semantic margin computed by LCS similarity method.
* $S_{i,j}$ visual similarity between the class $i$ and class $j$.
* $D(I_i, I_j)$ Euclidean distance between $I_i$ and $I_j$.

3.1 Contrastive loss

The goal of the deep metric learning loss encourages semantically similar features to have similar features. And in our paper, we take contrastive loss as feature embedding loss. Contrastive loss is fed with positive and negative pairs, where we want to make $D(I_i, I_j)$ and $D(I_i', I_j')$ smaller s.t. $D(I_i', I_j') \leq M$. This loss penalizes large distance between positive pairs and negative pairs with distance smaller than a margin. An appropriate margin parameter is critical to retrieval performance. A small margin cannot integrate sufficient training information, while a large margin may introduce noise that result in over-fitting. That’s the reason why margin is critical in the feature embedding task.

A certain setting of margin represents a certain prior perspective of the designer and the comprehension about the data distribution. A simple but not trivial setting is that dissimilar user image - online image pair should have larger margin while the ones only differ in subtle parts need smaller margin. However, for most of the deep metric embedding algorithms, the margin is fixed; the semantic distance for the pairs are thus fixed. When it comes to our proposed JDProduct dataset, using a constant margin for every instance regardless of the semantic hierarchy obviously seems not to be a good choice. And we would introduce in detail how our margin is given according to the context information. Here we give the conventional contrastive loss.

$$L = \sum_{(i,j) \in P} D(f^+_i, f^+_j) + \sum_{(i,j) \in N} \max \left\{ 0, M - D(f^-_i, f^-_j) \right\}$$

Where $M$ is a fixed constant here.

3.2 Semantic hierarchical loss

Classes in higher level of the semantic tree should have larger margin due to its semantic dissimilarity. The measure to help us evaluate the dissimilarity should satisfy $m^2 > m^3 > m^4$. We thus choose a measure based on the tree structure. Suppose $G = (V, E)$ to be a directed acyclic graph (DAG) with nodes $V$ and edges $E \subset V \times V$.

Since it is a directed graph, an edge $(u, v) \in E$ means $v$ is a sub-class of $u$ semantically.

We use a common measure in this DAG structure for the dissimilarity $d_G$ of classes; we compute the height of the least common
subsumer (LCS), divided by the height of the hierarchy:

$$d_G = \frac{\text{height}(lcs(u, v))}{\text{height}(G)}$$

where the height of a node is defined as the length of the longest path from that node to a leaf. And the height of a tree is \(\max_{v \in T} \text{height}(v)\).

The LCS of two nodes \((lcs(u, v))\) is the ancestor of both nodes \(u\) and \(v\) that no child is also the ancestor of those nodes (least property). The range of \(d_G\) is \((0, 1]\).

Two classes with higher \(d_G\) should have higher semantic margin.

To regulate the dissimilarity to satisfy the strict monotonicity of the margins along with hierarchy level, we also apply a scalar \(\gamma\) and a bias \(\beta\) to \(d_G\) to form our final semantic hierarchical margin.

$$m = \gamma \cdot d_G + \beta$$

where \(\gamma\) and \(\beta\) are hyperparameter that are given initially.

### 3.3 Visual similarity ranking

Visual similarity is crucial for the user-image and online merchandise matching, especially for the fine-grained retrieval. We assume that users want the merchandise which is not only functionally similar but also visually similar. Since only using the semantic information may cause visual dissimilarity, this module acts as a constrain under the semantic margins.

Taking the running shoe as an example, there are hundreds of running shoes which belong to the same fine-grained category but differ pretty much in visually obvious properties such as color and shape. The capability of finding the exact instance is essential, but we still have to list related results in the following lines, considering the results which may best fit the demand of the user. From this motivation, we add visual similarity rank to our model, not only resulting in better retrieval performance, but also perfectly satisfying our need.

The benefit of visual similarity rank is shown on Fig.2. Without it the results are only semantically related but differ greatly visually. Along with the training process, the feature representations of images would change and we could get different visual similarity between images as in Fig.4.

We only compute visual similarity in the category-level, since the higher level differ too much semantically which makes the visual information not informative enough to guide. That is to say, only the margin between class in the category-level will be affected by visual similarity, while the margins of higher levels are fixed.

The calculation of visual similarity is given as below:

$$S_{i,j} = \frac{1}{mn} \sum_{\forall x_i, x_j \in N} ||f(x_i) - f(x_j)||_2$$

where \(m\) is the number of samples in class \(i\) and \(n\) is the number of samples in class \(j\). \(f(x_i), f(x_j)\) are the features extracted by the DNNs with \(L_2\) normalization, and the dimension of feature is \(d\). \(N\) is mentioned above. Our final margin is the combination of semantic hierarchy and visual similarity ranking as below:

$$M_{i,j} = m + \alpha \cdot S_{i,j}$$

where \(M_{i,j}\) is the final margin of class \(i\) and class \(j\) (class \(i\) and class \(j\) have a mutual ancestor in a certain level according to the actual semantic relationship), \(m\) is the fixed semantic margin computed form the LCS similarity method. Besides, to constrain visual similarity from interfering the semantic gap, \(\alpha\) should be small enough.

And here is the our final contrastive loss with ASVT:

$$L = \sum_{(i,j) \in P} \mathcal{D}(f_i^+, f_j^-) + \sum_{(i,j) \in N} \max\{0, M_{i,j} - \mathcal{D}(f_i^-, f_j^-)\}$$

**Algorithm 1** Training with adaptive semantic-visual tree

```
Require: Training data with hierarchical labels \(\mathcal{D} = (x_1, (y_{i1}, y_{i2}, \ldots))\). Network is initialized with a pretrained model on ImageNet. The semantic tree based on dataset and the initialized visual similarity ranking parameters.

while not converge do
    epoch ← epoch + 1

    //Compute \(m_{i,j}\) between training sample \(i\) and \(j\) with LCS method
    \(d_G \leftarrow \frac{\text{height}(lcs(i,j))}{\text{height}(G)}\)
    \(s_G(i,j) \leftarrow 1 - d_G(i,j)\)
    \(m_{i,j} \leftarrow \gamma \cdot s_G + \beta\)

    //Initialize visual similarity with 0
    \(S_{i,j} \leftarrow 0\)

    if epoch>1 then
        //Compute \(S_{i,j}\) between training sample \(i\) and \(j\)
        \(S_{i,j} \leftarrow \frac{1}{mn} \sum_{\forall x_i, x_j \in N} ||f(x_i) - f(x_j)||_2\)
        //Update the margin \(m_{i,j}\) with their visual similarity \(S_{i,j}\)
        \(M_{i,j} \leftarrow m_{i,j} + \alpha \cdot S_{i,j}\)
    end if

    Compute loss for sample \(i\) and \(j\) with \(M_{i,j}\)
    Backprop the gradients and update learnable parameters.
end while
```

### 3.4 Batch sample

For the semantic-visual tree which has \(S'\) levels, we randomly select one node at each level so we get \(S'\) nodes (the parent level of the leaves, to ensure that all the semantic margins appear in a mini-batch). Each node represents an user query image of a certain semantic class, so we can thus maintain the diversity of training.
We collect our dataset based on the image shopping function in the JD.com shopping platform. The users of the application would upload actual query image to search for merchandise, and the image is then restored to constitute the user query part of our dataset, and the corresponding merchandise image makes up another part.

4.2 Hierarchical annotations

All the data is collected among four semantic structure, which constitute a merchandise semantic structural tree of height 5 Fig.3. The first layer of the tree is the root node, the nodes in the second layer are the main types of merchandise divided into three major categories: bags, clothed, and shoes. The nodes in third layer are finer divisions of merchandise, in total, we have 14 categories in this level (e.g., Men’s, Women’s clothing, Sportswear, Children’s wear...). The fourth level is category level for merchandise; And the fifth level is instance level where we have lots instances of their corresponding parents node.

Totally we have 11990 instances in our dataset. The nodes closer to the root of the semantic tree refer to more abstract concepts while nodes closer to the leaves indicate fine-grained concepts.

5 EXPERIMENTS

5.1 Implementation

All of our experiments are implemented with Caffe framework. The backbone network is GoogLeNet with batch normalization pre-trained on the ImageNet dataset. The 1000-way fully connected layer is replaced by a 512 dimensional fully connected layer. The input images are resized and cropped into 224 × 224, and then subtract the mean value. We use the standard SGD as our optimizer.

5.2 Experiments on JDProduct

Our proposed JDProduct dataset has 11990 user image - merchandise image pairs of data, we divide the data as 6990 pairs for training and 5000 pairs for testing.

Baseline. First, we introduce the baseline we use for our proposed JDProduct dataset. The backbone network of our baseline is SENet[11] with standard contrastive loss. We apply three deep metric learning methods, HDC[28], BIER[19], and HTL[7] on our JDProduct model as comparative results. These three methods all adopted GoogLeNet as basenet.

Metric. The R@k metric we use for CUB-200-2011 and CARS196 is that we calculate the percentage of the testing examples whose k nearest neighbors contain at least one example of the same class. And for JDProduct, we calculate the percentage of the testing examples whose k nearest neighbors contain at least one example of the same instance. For the experiments on different hierarchical level, we calculate that of the instance, category, third-level label, second-level label, from the bottom to top. Here we have R@1, R@2, R@4, R@8, R@16, R@32, to evaluate the effectiveness of different methods on JDProduct dataset, and demonstrate the superiority of our proposed model.

We also did ablation study, where only the semantic hierarchy is used without visual similarity to fully demonstrate the effectiveness of our proposed model.

Since our JDProduct dataset came from real application, the user images are often from multi-viewpoints and the background, lighting and pose varied much. From Table.1 HDC[28] only got 26.14% on R@1, which indicates the difficulty of training an effective model on our dataset of real application.

HTL[7] performed the best in Table.1 among the three previous methods, which may result from the visual hierarchy structure it used that inherently fit the semantic structure of the categories. HTL got around 5% improvement than HDC. They all used GoogLeNet with similar experiment setting and training procedure, so it is reasonable to imply that methods with hierarchical structures could perform better on our dataset.

We could see from the ablation study in Table.1 (where SH represents semantic hierarchy model) that our semantic hierarchy
Figure 5: A part of our proposed dataset, JDProduct which comes from the actual application of JD.com online shopping platform. We collect all the merchandise from the root node "Outfits", containing 3 second-level categories (Bags, Clothes, shoes), 14 third-level categories, 92 fourth-level categories, and 11990 instance pairs, which include a user query image and a corresponding official merchandise image. Fig.3 is a small part of the semantic tree of JDProduct.

model(SH) could improve the baseline by around 4%, and with visual information the performance could increase even more. But, what visual similarity brings most is not shown on the accuracy, but from visual results as in Fig.2.

From Table.2, we conducted experiments on different hierarchical level of our ASVT model to give the base accuracy of our JDProduct dataset. The $k^{th}$ level denotes that the retrieval result has the same categories as the query from $k^{th}$ level, as our dataset provides four levels of labels, with the root, we get a tree of height 5. So the fifth level is the instance level. We could see from the results that the accuracy increase rapidly along with the level increasing, which implies that it is easier to learn the high-level abstract information than the fine-grained information. And even with our novel model we could only get 35.04% the R@1 accuracy of instance-level, which shows that there could be plenty of work to do on our proposed dataset, including multi-viewpoints adaptation, cross domain learning, or adding a prior comprehension of merchandise image retrieval to leverage the improvement and development of modern machine learning algorithms and enhance the application in industrial world.

We also show the retrieval results comparing our ASVT model with HTL(only visual similarity) as in Fig.6. We could see from the figure that with only visual similarity as the HTL (second row), the retrieval results may contain images from other semantic classes since they are visually more similar. But our ASVT model alleviates this problem and make semantic similarity prior to visual similarity. We could see from the second row, using "old-aged clothing" as query, with HTL there are many "young-aged clothing" as in red frame while with our ASVT model we could only see "old-aged clothing", which demonstrates the effectiveness of our semantic hierarchical loss.

5.3 Experiments on retrieval datasets

Retrieval datasets we use:

- **CUB-200-2011**: CUB-200-2011 dataset has 200 species of birds with 11,788 images, where the first 100 classes are for training (5,864 images) and the rest of classes are for testing (5,924 images). Both query set and database set are the test set.
- **CARS196**: CARS196 dataset has 196 classes of cars with 16,185 images, where the first 98 classes are for training (8,054 images) and the other 98 classes are for testing (8,131 images). Both query set and database set are the test set.

From the comparative results of Table.3 and Table.4, we could see that our model surpasses the state-of-the-art approaches. Considering the R@1 accuracy, our model has a 5% improvement in CARS196 dataset than HTL, and 3% in CUB-200-2011 which shows that our semantic-visual tree has great advantage over merely using visual hierarchical information. Only with visual information may cause the problem that the information from images could be misleading if two objects are similar but actually different entities or categories.

For example, SUV cars have similar shapes and sizes but if they are from different brands they are actually totally different instances, if we only guide our model with visual similarity, the network may retrieve the SUV car from different brands, which is a big problem. But our semantic hierarchy based model could alleviate...
Figure 6: The comparative retrieval results on JDProduct dataset. The first row is the results of our ASVT model, the second row is the results of HTL and the third row is HDC’s result. The semantic mismatched results are in red frame (old-aged clothing vs young ladies’ clothing and high boot vs low-top casual shoes).

this problem by choosing different margins, which could make the semantically distant images far from each other, reducing the possibility of making such mistake.

What the angular loss[25] does is that it proposed a structure to form stable triangle during learning process with modifications to the gradients; Compared with angular loss, we have around 5% improvement in CUB-200-2011 but a remarkable 15% increase in CARS196. We all use the GoogLeNet, and deep metric learning loss, but by simply setting the margin according to semantic distance there could be a huge increase without introducing extra supervision information.

Since as mentioned above, CARS196 dataset already had label in the form of "BMW-X6-SUV", all we have to do is to do some string manipulation. So we have a parent node "BMW" and a grandparents’ node "SUV" of the child node "BMW" which make up a three-level hierarchical structure(The same goes for CUB-200-2011). And from another perspective, our semantic hierarchy is actually a full usage of the existed supervision information that is already embedded in the training data but nobody noticed before. And we provide a novel way to use this inherent hierarchical information without extra-dictionary or a prior information, which may boost the development of all kinds of feature embedding task such as recognition or retrieval.

The success of our proposed model is not something incredible, but with this perspective of mining the inherent supervision embedded in the labels of training data, the modern deep metric learning techniques could simply add our module to their margin selection procedure and got a remarkable improvement in the results, which is a great contribution to the community. What is more important is that, we could see merely using the dataset such as CARS196 or CUB-200-2011 we could only get a hierarchy of two levels and this hinders the application and development of semantic feature embedding, so JDProduct dataset we provided with five levels could alleviate this problem and to encourage more insights and research to come into this area.

5.4 Conclusion

In this paper we collected a user image and merchandise image retrieval dataset called JDProduct, which comes from real application of image shopping. All the data are given in pairs of a user query and an merchandise image accordingly.

Based on our dataset we also proposed a novel adaptive visual-semantic strategy to learn a good feature embedding in the task of fine-grained image retrieval and fine-grained merchandise image retrieval. In our model, we first build a hierarchical semantic tree based on the hierarchical labels and compute the semantic distance by using LCS method, and compute the visual distance adaptively for each epoch to construct the final margin between semantic classes of each level. The superiority of our method over existing state-of-the-art work is verified on several benchmark datasets.
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