Abstract—This paper considers the distributed event-triggered consensus problem for general linear multi-agent networks. Both the leaderless and leader-follower consensus problems are considered. Based on the local sampled state or local output information, distributed adaptive event-triggered protocols are designed, which can ensure that consensus of the agents is achieved and the Zeno behavior is excluded by showing that the interval between any two triggering events is lower bounded by a strictly positive value. Compared to the previous related works, our main contribution is that the proposed adaptive event-based protocols are fully distributed and scalable, which do not rely on any global information of the network graph and are independent of the network’s scale. In these event-based protocols, continuous communications are not required for either control laws updating or triggering functions monitoring.
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I. INTRODUCTION

Cooperative control, having broad applications in various areas including flocking, formation control, and distributed sensor networks [1], [2], [3], [4], [5], relies on the information exchange between neighboring agents and over the network. The information exchanges among agents are conducted over digital networks consisting of various communication links. Traditional control strategies require communication process being carried out at each time for continuous-time algorithms or at all iterations for discrete-time algorithms. However, the bandwidth of the communication network and the power source of the agents are inevitably constrained in many practical systems those have become increasingly networked, wireless, and spatially distributed. In networked control applications, it makes sense to only transmit information when certain signal in the system is larger than a threshold value [6]. The event-triggered control strategy is developed as an important means for avoiding continuous communications. Event-based control offers some clear advantages with respect to the traditional methods, such as saving the energy and minimizing the number of control actions, when handling practical constraints, but it also introduces new theoretical and practical issues [7]. Pioneer works addressing event-based implementations of feedback control laws include [6], [8], [9], [10].

The event-triggered consensus problem has been widely studied in the past decade. A core task in the event-triggered consensus problem is to design distributed event-based protocols, consisting of the event-based control laws and the triggering functions. In [11], [12], [13], event-triggered and self-triggered consensus algorithms are proposed for single-integrator agents over undirected connected communication topologies. Decentralized event-triggered consensus algorithms are presented in [14] for both single- and double-integrator multi-agent systems. Event-based consensus problem of multi-agent systems with general linear models was studied in [15], [16], [17], [18], [19], [20], [21]. In particular, [15], [16], [17], [18], [19], [20], [21] presented several state feedback and observer-based output feedback event-triggered consensus protocols for linear multi-agent networks, and [12], [21] considered the event-triggered leader-follower consensus problem for multi-agent systems in the presence of one leader with fixed and switching topologies. It is worth noting that as pointed out in [14], [15], [17], certain global information of the network, in terms of nonzero eigenvalues of the Laplacian matrix associated with the communication graph, is generally required in the aforementioned papers to determine some parameters in either the control laws or the triggering functions. Therefore, the event-based consensus protocols in the aforementioned works are actually not fully distributed. To the best of our knowledge, how to design fully distributed event-triggered consensus protocols for general linear multi-agent networks is still open and awaits breakthrough.

In this paper, we devote to designing fully distributed and scalable event-triggered consensus protocols for general linear multi-agent networks. Since the event-based protocols are expected to be scalable, whose design is independent of the scale of the network, the simple method of estimating a lower bound of the nonzero eigenvalues of the Laplacian matrix using the number of agents, as suggested in [14], [15], is not applicable. Note that distributed procedures via local interactions among neighboring agents are proposed in [12], [22] to estimate the eigenvalues of the Laplacian matrix. Nevertheless, when running these distributed estimation procedures simultaneously with consensus protocols, especially for the case with event-triggered communications, the convergence and feasibility of the overall algorithm remain unclear and questionable. Therefore, we have to come up with novel perspectives to design fully distributed and scalable event-based protocols.

We consider the leaderless and leader-follower consensus problems for undirected graphs and leader-follower graphs, respectively. For the case of leaderless consensus, we propose a distributed adaptive event-based protocol, based on the sampled state information of neighboring agents. One distinct feature of the proposed adaptive event-based protocol is that it includes time-varying weights into both the control laws and the triggering functions. We show that the proposed protocol can guarantee consensus and is robust with respect to bounded external disturbances. We further rule out the Zeno behavior at any finite time by showing that the interval between two arbitrary triggering instants is lower bounded by a strictly positive value. When the relative state information of neighboring agents is not accessible, we design a distributed event-triggered observer-based adaptive protocol by using only the local output information. We also extend to consider the leader-follower consensus problem when a leader exists and its information can be received by at least one follower at the initial time instant. The adaptive event-triggered protocols in this paper rely on the sampled local information of each agent and from its neighbors and do not need continuous communications in either control laws updating or triggering conditions monitoring. These event-triggered protocols here can be designed and utilized in a fully distributed fashion, i.e., using only the local information of each agent and its neighbors. Compared to the existing works, e.g., [14], [15], [16], [17], [19], [20], [21], the main contribution of this paper is that we propose for the first time fully distributed and scalable adaptive event-based
protocols, which do not rely on any global information of the network graph and are independent of the network's scale.

The rest of this paper is organized as follows. The problem statement and motivations are given in Section III. Fully distributed adaptive event-based consensus protocols are proposed for leaderless graphs in Section III. Extensions to the case of leader-follower graphs are given in Section IV. Numerical simulations are conducted for illustration in Section V. Finally, Section VI concludes this paper.

II. PROBLEM STATEMENT AND MOTIVATIONS

Consider a group of $N$ identical agents with continuous-time general linear dynamics. The dynamics of the $i$-th agent are described by

$$
\dot{x}_i = Ax_i + Bu_i, \quad y_i = Cx_i, \quad i = 1, \ldots, N,
$$

where $x_i \in \mathbb{R}^n$, $u_i \in \mathbb{R}^p$, and $y_i \in \mathbb{R}^q$ are, respectively, the state, the control input, and the output of the $i$-th agent.

The communication topology among the $N$ agents is represented by a directed graph $G = (V, E)$, where $V = \{v_1, v_2, \ldots, v_N\}$ is the node set and $E \subseteq V \times V$ is the edge set, in which an edge is represented by a pair of distinct nodes. If $(v_i, v_j) \in E$, node $v_i$ is called a neighbor of node $v_j$ and node $v_j$ is called an out-neighbor of node $v_i$. A directed path from node $v_i$ to node $v_j$ is a sequence of adjacent edges of the form $(v_{i_k}, v_{j_k})$, $k = 1, \ldots, l - 1$. A directed graph contains a directed spanning tree if there exists a root node that has directed paths to all other nodes. A graph is said to be undirected, if $(v_i, v_j) \in E$ as long as $(v_j, v_i) \in E$. An undirected graph is connected if there exists a path between every pair of distinct nodes, otherwise is disconnected. For a graph $G$, its adjacency matrix, denoted by $A = [a_{ij}] \in \mathbb{R}^{N \times N}$, is defined such that $a_{ii} = 0$, $a_{ij} = 1$ if $(v_i, v_j) \in E$ and $a_{ij} = 0$ otherwise. The Laplacian matrix $L = [l_{ij}] \in \mathbb{R}^{N \times N}$ associated with $G$ is defined as $l_{ii} = \sum_{j=1}^{N} a_{ij}$ and $l_{ij} = -a_{ij}, i \neq j$. The degree of agent $v_i$ is defined as $d_i = l_{ii}$.

**Lemma 1:** Zero is an eigenvalue of $L$ with 1 as a right eigenvector and all nonzero eigenvalues have positive real parts, where 1 denotes a column vector with all entries equal to 1. (i) For a directed graph, zero is a simple eigenvalue of $L$ if and only if $G$ has a directed spanning tree. (ii) For an undirected graph, zero is a simple eigenvalue of $L$ if and only if $G$ is connected. The smallest nonzero eigenvalue $\lambda_2(L)$ of $L$ satisfies $\lambda_2(L) = \min_{u \neq 0, x^T u = 0} \frac{x^T L x}{x^T u}$.

The objective of this paper is to address the event-triggered consensus problem for the agents in (1) by ensuring that $\lim_{t \to \infty} \|x_i - x_j\| = 0$, $i, j = 1, \ldots, N$, and excluding the Zeno behavior, i.e., there does not exist an infinite number of events within a finite period of time. The crucial task in the event-triggered consensus problem is to design distributed event-based consensus protocols or schemes which consist of the event-based control laws and the triggering functions for the agents. The control laws rely on the local information, sampled at discrete event time instants. And the triggering functions determine the event instants, at which each agent broadcasts its state over the network. Existing event-triggered consensus protocols in, e.g., [15, 18, 19, 20, 21], are not truly distributed, requiring the knowledge of global eigenvalue information of the communication graph. This motivates us to remove the limitation in this paper by presenting fully distributed and scalable event-triggered consensus schemes.

III. FULLY DISTRIBUTED EVENT-BASED PROTOCOLS FOR LEADERLESS CONSENSUS

In this section, we will design fully distributed event-triggered protocols for leaderless graphs. The following assumption is needed.

**Assumption 1:** The pair $(A, B, C)$ in (1) is stabilizable and detectable, and the graph $G$ is undirected and connected.

A. State-Based Adaptive Event-Triggered Protocols

In this subsection, we consider the simple case where the relative information of neighboring agents is available.

Define the state estimate as $\tilde{x}_i(t) = e^{A(t-t_k)}x_i(t_k), \forall t \in [t_k, t_{k+1})$, where $t_k$ denotes the $k$-th event triggering instant of agent $v_i$. The triggering time instants $t_0, t_1, \ldots$, will be determined by the triggering function to be designed later. For agent $v_i$, we define a measurement error $e_i(t)$ as

$$
e_i(t) \triangleq \tilde{x}_i(t) - x_i(t), i = 1, \ldots, N.
$$

Inspired by the adaptive consensus protocols with continuous communications in [4, 13], we propose a distributed event-based state feedback adaptive control law for each agent as

$$
u_i(t) = K \sum_{j=1}^{N} c_{ij}(t) a_{ij} (\tilde{x}_i(t) - \tilde{x}_j(t)),
$$

$$
e_i(t) = \kappa_i c_{ij}(0) - \frac{B_i}{\Gamma}(\tilde{x}_i(t) - \tilde{x}_j(t))^T \Gamma (\tilde{x}_i(t) - \tilde{x}_j(t)),
$$

where $c_{ij}(t)$ denotes the time-varying coupling weight for the edge $(v_i, v_j)$ with $c_{ij}(0) = c_{ji}(0), B_i = B_j$, and $\kappa_i = \kappa_j$ are positive constants, and $K \in \mathbb{R}^{p \times n}$ and $\Gamma \in \mathbb{R}^{n \times n}$ are the feedback gain matrices.

The triggering function for each agent is given by

$$f_i(t) = N \sum_{j=1}^{N} (1 + \delta c_{ij}) a_{ij} \tilde{\epsilon}_i^T \Gamma \epsilon_i
$$

$$- \frac{1}{2} \sum_{j=1}^{N} a_{ij} (\tilde{x}_i - \tilde{x}_j)^T \Gamma (\tilde{x}_i - \tilde{x}_j) - \mu e^{-\nu t},
$$

where $\delta$, $\mu$, and $\nu$ are positive constants. The event triggering instant is defined as $t_{k+1}^i \triangleq \inf \{t > t_k \mid f_i(t) \geq 0 \}$ with $t_0^i = 0$. At the event instant time, agent $v_i$ updates its controller (3) using its current state and broadcasts its current state to its neighbors. Meanwhile, the measurement error $e_i(t)$ is reset to zero. When the agents receive new states broadcast by any of their neighbors, they will update their controllers immediately.

Remark 1: One distinct feature of the adaptive event-triggered protocol in this section is that it includes time-varying weights $c_{ij}(t)$ into both the control law (3) and the triggering function (4). As a consequence, the triggering function (4) here is non-quadratic in terms of the measurement error $e_i$, which is different from those in the previous works [14, 15, 17]. The triggering function (4) consists of a state-dependent term (i.e., the second term on the right-hand side) and a time-dependent term (i.e., the last exponential decay term). Similarly as in [24], we call (4) a hybrid or mixed triggering function. Combining the state-dependent and time-dependent terms in (4) is expected to be able to rule out the Zeno behavior and meanwhile decrease the event triggering number. Note that the event-based protocol, composed of (3) and (4), is model-based [20], and relies on the sampled state information of each agent and from its neighbors, rather than agents' real states. Each agent does not need continuously monitor its neighbors' states and therefore neighboring agents do not need continuous communications.

Denote $\xi = [\xi_1^T, \ldots, \xi_N^T]^T$, where $\xi_i \triangleq x_i - \frac{1}{N} \sum_{j=1}^{N} x_j$. We can write $\xi$ in a compact form as $\xi = (M \odot I_n)x$, where $\odot$ denotes the Kronecker product, $M = I_N - \frac{1}{N} 1N^T$, and $x = [x_1^T, \ldots, x_N^T]^T$. It is clear that 0 is a simple eigenvalue of $M$ with 1 as the corresponding eigenvector and 1 is the other eigenvalue with multiplicity $N - 1$. It is not difficult to see that $M \mathcal{L} = \mathcal{L} = M \mathcal{L}$. Then, it follows that $\xi = 0$ if and only if $x_1 = \cdots = x_N$. Thus, we can refer to $\xi$ as
the consensus error. Using (5) for (1), it follows that $\xi$ satisfies the following dynamics:

\[
\dot{\xi}_i = A\xi_i + BK \sum_{j=1}^{N} c_{ij}(t)a_{ij}(\bar{x}_i - \bar{x}_j),
\]

(5)

\[
\dot{c}_{ij}(t) = \kappa_{ij}a_{ij} [-g_{ij}c_{ij}(t) + (\bar{x}_i - \bar{x}_j)^T \Gamma(\bar{x}_i - \bar{x}_j)].
\]

In what follows, we present an algorithm to construct the event-triggered adaptive consensus protocol composed of (3) and (4).

**Algorithm 1**: Assuming that Assumption 1 holds, the event-triggered adaptive consensus protocol consisting of (3) and (4) can be designed according to the following three steps.

1. Solve the following algebraic Riccati equation (ARE):

\[
PA + A^TP - PB\Gamma P + I = 0,
\]

(6)

to get a solution $P > 0$.

2. Choose the feedback matrices $K = -B^TP$ and $\Gamma = PB\Gamma P$.

3. Select $c_{ij}, g_{ij}, \delta, \mu,$ and $\nu$ to be any positive constants.

We are now ready to present the main results of this subsection.

**Theorem 1**: Suppose that Assumption 1 holds. Both the consensus error $\xi$ and the coupling gains $c_{ij}$ in (3) are uniformly bounded under the event-triggered adaptive protocol constructed by Algorithm 1. If $g_{ij}$ in (4) are chosen such that $g_{ij}/\kappa_{ij} < 1/\lambda_{\text{max}}(P)$, then $\xi$ exponentially converges to a small adjustable bounded set as given in (20).

**Proof 1**: Consider the Lyapunov function candidate

\[
V_1 = \frac{1}{2} \sum_{i=1}^{N} \xi_i^TP\xi_i + \sum_{i=1}^{N} \sum_{j=1, j \neq i} c_{ij} - \alpha \sum_{i=1}^{N} \frac{(c_{ij} - \alpha)^2}{4\kappa_{ij}}.
\]

(7)

where $\alpha$ is a positive constant to be determined later. Evidently, $V_1$ is positive definite. The time derivative of $V_1$ along the trajectory of (3) is given by

\[
\dot{V}_1 = \sum_{i=1}^{N} \xi_i^TP\dot{\xi}_i + \sum_{i=1}^{N} \sum_{j=1, j \neq i} \frac{c_{ij} - \alpha}{4\kappa_{ij}} \dot{c}_{ij}
\]

\[
\leq \sum_{i=1}^{N} \xi_i^TPA\xi_i + \sum_{i=1}^{N} \xi_i^TPB\Gamma P \sum_{j=1}^{N} c_{ij}a_{ij}(\bar{x}_i - \bar{x}_j)
\]

(8)

\[
\quad + \sum_{i=1}^{N} \sum_{j=1, j \neq i} \frac{c_{ij} - \alpha}{4\kappa_{ij}} \dot{c}_{ij}.
\]

Since $a_{ij} = a_{ji}$ and $c_{ij}(t) = c_{ji}(t)$, it can be easily verified that

\[
\sum_{i=1}^{N} \xi_i^TPB\Gamma P \sum_{j=1}^{N} c_{ij}a_{ij}(\bar{x}_i - \bar{x}_j)
\]

\[
= -\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} c_{ij}a_{ij}(\xi_i - \xi_j)^T(\bar{x}_i - \bar{x}_j).
\]

(9)

By substituting (9) into (8), we have

\[
\dot{V}_1 = \sum_{i=1}^{N} \xi_i^T \Gamma(\xi_i - \xi_j)
\]

\[
+ \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} c_{ij}a_{ij}(\bar{x}_i - \bar{x}_j)^T(\bar{x}_i - \bar{x}_j)
\]

(10)

\[
\quad + \sum_{i=1}^{N} \sum_{j=1, j \neq i} \frac{c_{ij} - \alpha}{4\kappa_{ij}} \dot{c}_{ij},
\]

where we have used the facts that $\xi_i - \xi_j = x_i - x_j$ and $e_i = \bar{x}_i - x_i$.

In light of the Young’s inequality [25], it is not difficult to obtain that

\[
\sum_{i=1}^{N} \sum_{j=1}^{N} c_{ij}a_{ij}(\bar{x}_i - \bar{x}_j)^T(\bar{x}_i - \bar{x}_j)
\]

\[
\leq \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} c_{ij}a_{ij}(e_i - e_j)^T(\bar{e}_i - \bar{e}_j)
\]

(11)

\[
\quad + \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} e_i a_{ij}(\bar{e}_i - \bar{e}_j)^T(\bar{e}_i - \bar{e}_j),
\]

and

\[
\sum_{i=1}^{N} \sum_{j=1}^{N} c_{ij}a_{ij}(e_i - e_j)^T(\bar{e}_i - \bar{e}_j)
\]

\[
\leq \sum_{i=1}^{N} \sum_{j=1}^{N} c_{ij}a_{ij}(e_i - e_j)^T(e_i - e_j)
\]

(12)

\[
\sum_{i=1}^{N} \sum_{j=1}^{N} \gamma_{ij}a_{ij}^2 e_i e_j
\]

\[
\leq \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \gamma_{ij}a_{ij}^2 (e_i - e_j)^T(e_i - e_j)
\]

(13)

where we have used the Young’s inequality to get the last inequality and $\gamma = \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{g_{ij}a_{ij}}{\alpha}(c_{ij} - \alpha)^2$.

Note that

\[
\sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij}(\bar{x}_i - \bar{x}_j)^T(\bar{x}_i - \bar{x}_j)
\]

\[
= \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij}(\xi_i - \xi_j)^T(\xi_i - \xi_j)
\]

(14)

\[
+ \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij}(e_i - e_j)^T(\bar{e}_i - \bar{e}_j)
\]

\[
+ 2 \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij}(e_i - e_j)^T(e_i - e_j),
\]

\[
= \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij}(\bar{x}_i - \bar{x}_j)^T(\bar{x}_i - \bar{x}_j)
\]

\[
\leq \frac{1}{4} \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij}(\bar{x}_i - \bar{x}_j)^T(\bar{x}_i - \bar{x}_j)
\]

(15)

\[
+ \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij}(e_i - e_j)^T(e_i - e_j),
\]

and

\[
\sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij}(e_i - e_j)^T(e_i - e_j) \leq 4 \sum_{i=1}^{N} a_{ij}e_i^T e_i.
\]

(16)
Substituting (14), (15), and (16) into (13) gives

\[
\dot{V}_1 \leq \frac{1}{2} \xi^T \left[ I_N \otimes (PA + AT^T P) - \frac{\alpha}{4} \mathbb{L} \otimes \Gamma \right] \xi + \frac{\alpha}{2} \sum_{j=1}^{N} \sum_{i=1}^{N} \left(1 + \frac{2}{\delta \alpha} \cdot \delta c_{ij} a_{ij} e_i^T \Gamma e_i \right)
\]

\[
= \frac{1}{2} \sum_{j=1}^{N} \alpha_j (\bar{x}_j - x_j)^T \xi
\]

\[
- \frac{1}{2} \sum_{j=1}^{N} \sum_{i=1}^{N} \frac{\theta_j \theta_{ij}}{8} (c_{ij} - \alpha)^2 + \frac{\alpha}{2} N \mu e^{-\nu t}.
\]

By the definition of \( \xi \), it is easy to see that \((1^T \otimes \Gamma) \xi = 0 \). Because \( \mathcal{G} \) is connected, it then follows from Lemma 1 that \( \xi^T (\mathbb{L} \otimes \Gamma) \xi \geq \lambda_2(\mathbb{L}) \xi^T (I_N \otimes \Gamma) \xi \), where \( \lambda_2(\mathbb{L}) \) is the smallest nonzero eigenvalue of \( \mathbb{L} \). Noting the triggering functions (4) and choosing \( \alpha \) to be sufficiently large such that \( \alpha \geq \max \{ \frac{2}{\delta \alpha}, \frac{1}{\delta \mu w} \} \), it follows from (17) that

\[
\dot{V}_1 \leq \frac{1}{2} \xi^T \left[ I_N \otimes (PA + AT^T P) - \frac{\alpha}{4} \mathbb{L} \otimes PBB^T P \right] \xi + \frac{\alpha}{2} \sum_{j=1}^{N} \sum_{i=1}^{N} \frac{\theta_j \theta_{ij}}{8} (c_{ij} - \alpha)^2 + \frac{\alpha}{2} N \mu e^{-\nu t}.
\]

Substituting (7) into (18) yields

\[
\dot{V}_1 \leq -\theta_1 V_1 + \frac{1}{2} \theta_1 \xi^T (I_N \otimes P) \xi - \frac{1}{2} \xi^T \xi
\]

\[
+ \frac{1}{8} \sum_{i=1}^{N} \sum_{j=1}^{N} \left( \frac{\theta_1}{\xi_{ij}^T} - \theta_1 \theta_{ij} a_{ij} (c_{ij} - \alpha)^2 + \frac{\alpha}{2} N \mu e^{-\nu t} \right)
\]

\[
\leq -\theta_1 V_1 + \frac{1}{2} \theta_1 \xi^T \xi + \frac{\alpha}{2} N \mu e^{-\nu t},
\]

where \( \theta_1 = \min \{ \theta_i \} \). According to the Comparison lemma [4], we have

\[
V_1(t) \leq \frac{1}{\theta_1} [V_1(0) - \frac{1}{\theta_1} e^{-\theta_1 t}] + \frac{1}{\theta_1} N \psi(t),
\]

where \( \psi(t) \) is defined as

\[
\psi(t) = \begin{cases} 
\mu e^{-\theta_1 t} & \text{if } \theta_1 = \nu, \\
\frac{\mu}{\theta_1 - \nu} (e^{-\theta_1 t} - e^{-\nu t}) & \text{if } \theta_1 \neq \nu.
\end{cases}
\]

It is not difficult to verify that \( \lim_{t \to \infty} \psi(t) = 0 \). Therefore, \( V_1 \) exponentially converges to a bounded set \( \mathcal{S}_1 \). Therefore, the consensus error \( \xi \) exponentially converges to the following bounded set:

\[
\mathcal{S}_2 \triangleq \left\{ \xi \mid \| \xi \| \leq \frac{\theta_1}{\mu} \right\}.
\]

This completes the proof.

Theorem 1 shows that the consensus error \( \xi \) under (3) and (4) converges to a residual set that can be arbitrary small by choosing proper constants \( \theta_{ij} \). The term \( -\theta_1 \xi \) is inspired by the \( \sigma \)-modification technique in the adaptive control literature [26], [4].

When \( -\theta_1 \theta_{ij} \) is removed from (3), in this case the consensus error \( \xi \) will asymptotically converge to zero, as stated in the following corollary.

**Corollary 1:** Let \( \theta_{ij} = 0, \forall (i,j) \in \mathcal{E} \) in (3). Under the conditions as in Theorem 1 the consensus error \( \xi \) asymptotically converges to zero.

One advantage of the event-based adaptive protocol (3) including \( -\theta_1 \theta_{ij} \) is that it is robust in presence of external disturbances or uncertainties. For instance, the robustness of (3) with respect to perturbed agents \( \bar{x}_i = Ax_i + Bu_i + w_i \), where \( w_i \) are bounded disturbances, can be shown by following similar steps in the proof of Theorem 1 with a few modifications. The upper bound of the consensus error in this case will depend on both \( \theta_{ij} \) and the upper bounds of \( w_i \). The details are skipped here due to the space limitation.

**Remark 2:** It is well known that a necessary and sufficient condition for the existence of a \( P > 0 \) to the ARE (6) is that \( (A,B) \) is stabilizable. Therefore, a sufficient condition for the existence of the adaptive protocol (3) and (4) satisfying Algorithm 1 and Theorem 1 is that \( (A,B) \) is stabilizable.

**Remark 3:** The final consensus value \( w(t) \) reached by the agents can be established. Using (3) for (1), we obtain that \( \dot{x} = (I_N \otimes A)x + (L^c \otimes BK)x \), which is a weighted symmetric Laplacian matrix of \( \mathcal{G} \). It is not difficult to verify that \((1^T \otimes e^{-\Gamma t})x \) is an invariant quantity. Therefore, \((1^T \otimes e^{-\Gamma t})(1 \otimes w(t)) = (1^T \otimes 1)x_0 \), from which we can derive that \( w(t) = \frac{1}{N} \sum_{i=1}^{N} e^{-\Gamma t} x_0(i) \). Therefore, the consensus error \( \xi \) can be then obtained as a common Lyapunov function.

**Remark 4:** In Theorem 1 and Corollary 1, the communication graph is assumed to be fixed throughout the whole process. Actually, the proposed adaptive consensus protocol is applicable to the case of arbitrary switching communication graph with a positive dwelling time, which are connected at each contiguous time interval. In this case, communications only take place when the triggering conditions are violated or the topology switches. It is not challenging to prove this assertion by taking \( V_1 \) in (7) as a common Lyapunov function.

**Remark 5:** Theorem 1 and Corollary 1 show that the agents in (1) can reach consensus under the proposed event-based adaptive protocol, consisting of the control law (3) and the triggering function (4), for any connected communication topology. Contrary to the protocols in the previous works [13], [15], [17], [20], [21], which require global information of the communication graph in terms of the nonzero eigenvalues of the corresponding Laplacian matrix, the adaptive protocol in the current paper is fully distributed and scalable, relying on none global information of the network graph and independent of the network’s scale.

The following theorem excludes the Zeno behavior.

**Theorem 2:** Under the conditions in Theorem 1 the network (5) does not exhibit the Zeno behavior and the interval between two consecutive triggering instants for any agent is strictly positive, as illustrated in (20).

**Proof 2:** For agent \( i \), consider the evolution of \( e_i(t) \) for \( t \in [t_k, t_{k+1}) \), \( t_{k+1} < \infty \). It follows from (1), (3), and (6) that

\[
e_i = \dot{e}_i = -\sum_{j=1}^{N} c_{ij} a_{ij} BK(\bar{x}_i - \bar{x}_j).
\]

The time derivative of \( \|e_i(t)\| \) for \( t \in [t_k, t_{k+1}) \) can be then obtained.
as
\[
\frac{d||e_i(t)||}{dt} = e_i^T \frac{\partial}{\partial e_i} \hat{\theta}_i \leq ||\dot{e}_i||
\]
\[
\leq ||A||||e_i|| + \sum_{j=1}^{N} c_{ij} a_{ij} ||BK|| ||\bar{x}_i - \bar{x}_j||. 
\]
(21)

As shown in Theorem 1, both \(c_{ij}(t)\) and \(\xi\) are bounded, the latter of which implies that \(x_i(t) - x_j(t), V(t_i, A) \in E\), is bounded. Without loss of generality, assume that \(c_{ij} \leq \bar{c}\) for some positive constant \(\bar{c}\). Note that the interval between two consecutive triggering events is bounded. Thus, \(e^{At(t-t_i)}\) is bounded for any \(t \in [t_k, t_{k+1}]\). Since \(e^{-At} \sum_{j=1}^{N} x_j\) is an invariant quantity (see Remark 3), we can derive from \(x_i = \xi_i + \frac{1}{\bar{c}} \sum_{j=1}^{N} x_j\) that \(x(t)\) is finite for any finite \(t\). Therefore, we can get that for any \(t \in [t_k, t_{k+1}]\), \(\bar{x}_i - \bar{x}_j = e^{At(t-t_i)} x_i(t_k) - e^{At(t-t_j)} x_j(t_k)\) is also bounded, where \(t_k\) denotes the latest event triggering instant of agent \(v_i\). Then, it follows from (21) that
\[
\frac{d||e_i(t)||}{dt} \leq ||A||||e_i|| + \bar{c} \sigma_i, 
\]
(22)
where \(\sigma_i\) denotes the upper bound of \(\sum_{j=1}^{N} a_{ij} ||BK|| ||\bar{x}_i - \bar{x}_j||\) for \(t\) from \(t_k\) to \(t_{k+1}\). Consider a non-negative function \(\varphi : [0, \infty) \to \mathbb{R}_{\geq 0}\), satisfying
\[
\varphi = ||A|| \varphi + \bar{c} \sigma_i, \varphi(0) = ||e_1(t_k)|| = 0.
\]
(23)
Then, we have that \(||e_i(t)|| \leq \varphi(t-t_i)\), where \(\varphi(t)\) is the analytical solution to (22), given by \(\varphi(t) = \frac{1}{d_i} (e^{At} - 1)\).

It is not difficult to see that the triggering function (4) satisfies \(f_i(t) \geq 0\), if we have the following condition:
\[
||e_i||^2 \leq \frac{\mu e^{-vt}}{d_i ||K||^2 (1 + \delta c)}. 
\]
(24)
In light of (24), it is easy to see that the interval between two triggering instants \(t_k\) and \(t_{k+1}\) for agent \(v_i\) can be lower bounded by the time for \(\varphi^2(t-t_i)\) evolving from 0 to the right-hand side of (24). Therefore, a lower bound \(\tau_i^k\) of \(t_{k+1} - t_k\) can be obtained by solving the following inequality:
\[
\frac{\varphi^2}{||A||^2} (e^{At} - 1) \geq \frac{\mu e^{-vt_i}}{d_i ||K||^2 (1 + \delta c)}.
\]
Then, we get that
\[
t_{k+1} - t_k \geq \tau_i^k = \frac{1}{||A||} \ln \left(1 + \frac{||A||}{\bar{c} d_i} \sqrt{\frac{\mu e^{-vt_i}}{d_i (1 + \delta c)}} \right). 
\]
(25)
Note that \(\tau_i^k\) always exists and is strictly positive for any finite time. Since the right-hand side of the inequality in (25) approaches zero only when \(t \to \infty\), we get that \(t_k \to \infty\) with \(k \to \infty\) and \(t \to \infty\). Therefore, Zeno behavior is excluded for all the agents for any finite time.

Remark 6: It is worth mentioning that the proof of Theorem 2 is partly inspired by [20], [21], [27]. Note that the lower bound \(\tau_i^k\) for the inter-event intervals in (25) is generally conservative, since it is derived by using only the exponential decay term in the triggering function (4) and ignoring the effect of the state-dependent term. Nevertheless, an advantage of the state-dependent term in (4) is that it can significantly reduce the number of event triggering, which can also be verified by numerical simulations. Besides, the lower bound \(\tau_i^k\) in (25) depends on the specific time instants, not uniform with respect to \(t\), and approaches zero when \(t \to \infty\). If we replace \(\mu e^{-vt}\) in (4) by a small positive constant \(\mu\), then the lower bound \(\tau_i^k\) for the inter-event intervals satisfies \(\tau_i^k \geq \frac{1}{||A||} \ln(1 + \frac{||A||}{\bar{c} d_i} \sqrt{\frac{\mu}{d_i (1 + \delta c)}})\), which is always positive for any time. The cost is that in this case asymptotical convergence of the consensus error cannot be guaranteed and only practical consensus can be expected.

B. Observer-Based Adaptive Event-Triggered Protocols

In this subsection, we consider the case where only the local output information is available.

We propose for each agent the following adaptive event-based control law:
\[
\dot{x}_i = A x_i + Bu_i + F(C x_i - y_i), \quad i = 1, \ldots, N.
\]
(26)
\[
\dot{\tilde{x}}_i = \kappa_i a_{ij} [-\bar{c} \sigma_i \tilde{x}_{ij} + \tilde{x}_i - \tilde{x}_j]^T \Gamma (\tilde{x}_i - \tilde{x}_j),
\]
\[
u_t = K \sum_{j=1}^{N} c_{ij} a_{ij} (\tilde{x}_i - \tilde{x}_j), \quad i = 1, \ldots, N.
\]
(27)
where \(x_i\) is the estimate of the state \(x_i\) of agent \(v_i\), \(\tilde{x}_i(t) = e^{At-t_i} x_i(t_i), F, K\) and \(\Gamma\) are feedback gain matrices to be designed, and the rest of the variables are defined as in (4).

We define the measurement error \(e_i(t) = \tilde{x}_i - x_i, i = 1, \ldots, N\). The triggering function for each agent \(v_i\) is given by
\[
f_i(t) = \sum_{j=1}^{N} (1 + \delta c_{ij}) a_{ij} e_i^T \Gamma e_i
\]
(28)
\[
- \frac{1}{4} \sum_{j=1}^{N} a_{ij} (\tilde{x}_i - \tilde{x}_j)^T (\Gamma (\tilde{x}_i - \tilde{x}_j) - \mu e^{-vt_i}),
\]
where \(\delta, \mu, \nu\) are positive constants.

Let \(x = [x_1^T, \ldots, x_N^T]^T, \chi = [\chi_1^T, \ldots, \chi_N^T]^T\), and \(\tilde{x} = [\tilde{x}_1^T, \ldots, \tilde{x}_N^T]^T\). Denote the consensus error by \(\xi = [\xi_1, \ldots, \xi_N]^T = (M \otimes I_N) \vartheta\) and \(\eta = [\eta_1, \ldots, \eta_N]^T = (M \otimes I_N) \chi\), where \(M = I_N - \frac{1}{N} 11^T\), \(\xi_i = x_i - \frac{1}{N} \sum_{j=1}^{N} x_j\), and \(\eta_i = \chi_i - \frac{1}{N} \sum_{j=1}^{N} \chi_j, i = 1, \ldots, N\). Then, we get from (26) and (27) that
\[
\begin{align*}
\dot{\xi} & = (I_N \otimes A) \xi + (L^c \otimes BK) \tilde{x} \\
\dot{\eta} & = (I_N \otimes A) \eta + (L^c \otimes BK) \chi + (I_N \otimes FC) (\eta - \xi),
\end{align*}
\]
where \(L^c\) is defined as in Remark 3.

Algorithm 2: Assuming that Assumption 1 holds, the observer-based event-triggered adaptive consensus protocol consisting of (26) and (27) can be designed according to the following steps. 1) Choose the feedback matrix \(F\) such that \(A + FC\) is Hurwitz (One such \(F\) can be chosen as \(F = -PC_T\), where \(P > 0\) is the solution to the ARE: \(PA^T + AP - PC_T CP + I = 0\)). 2) The same as steps 1) to 3) in Algorithm 1.

Theorem 3: Suppose that Assumption 1 holds. Both the consensus error \(\xi\) and the coupling gain \(c_{ij}\) in (26) are uniformly ultimately bounded under the event-triggered adaptive protocol constructed by Algorithm 2. Furthermore, the Zeno behavior can be excluded.

Proof 3: Let \(\varepsilon = \eta - \xi\). Then, (28) can be rewritten in terms of \(\varepsilon\) and \(\eta\) as
\[
\dot{\varepsilon} = [I_N \otimes (A + FC)] \varepsilon, \quad \dot{\eta} = (I_N \otimes A) \eta + (L^c \otimes BK) \tilde{x} + (I_N \otimes FC) \varepsilon.
\]
(29)
Evidently, consensus is achieved if \(\varepsilon\) and \(\eta\) asymptotically converge to zero.

Since \(A + FC\) is Hurwitz, it is well known that there exists a \(Q > 0\) such that \(Q (A + FC)^T + (A + FC) Q = \omega I\), where \(\omega\) is a positive constant. Let
\[
V_{21} = \varepsilon^T (I_N \otimes \tilde{Q}) \varepsilon.
\]
(30)
The time derivative of $V_2$ along the trajectory of (29) is given by

$$V_{21} = \epsilon^T \{ I_N \otimes [\hat{Q}(A + FC) + (A + FC)^T \hat{Q}] \} \epsilon = -\omega \epsilon^T \epsilon. \tag{31}$$

It is easy to see from (31) that $\dot{V}_{21} < 0$, implying that $\epsilon(t) \to 0$ as $t \to \infty$.

Let

$$V_{22} = \frac{1}{2} \eta^T (I_N \otimes P) \eta + \sum_{i=1}^N \sum_{j=1, j \neq i}^N (c_{ij} - \alpha)^2 \delta_{ij}, \tag{32}$$

where $\alpha$ is a positive constant to be determined later. The time derivative of $V_{22}$ along the trajectory of (29) is given by

$$\dot{V}_{22} = \eta^T (I_N \otimes PA) \eta + \eta^T (L^c \otimes P BK) \tilde{x} + \eta^T (I_N \otimes PFC) \epsilon + \sum_{i=1}^N \sum_{j=1, j \neq i}^N (c_{ij} - \alpha \delta_{ij}). \tag{33}$$

Using the Young’s inequality gives

$$\eta^T (I_N \otimes PFC) \epsilon \leq \frac{1}{4} \eta^T (I_N \otimes Q) \eta + \frac{||PFC||^2}{\lambda_{\text{min}}(Q)} \epsilon^T \epsilon. \tag{34}$$

Consider the following Lyapunov function candidate

$$V_2 = \frac{||PFC||^2}{\omega \lambda_{\text{min}}(Q)} V_{21} + V_{22}. \tag{35}$$

Evidently, $V_2$ is positive definite. By using (31), (33), and (34), we can obtain the time derivative of $V_2$ as

$$\dot{V}_2 \leq \dot{V}_{21} + \dot{V}_{22} \leq \frac{1}{2} \eta^T (I_N \otimes PA) \eta + \frac{1}{4} \eta^T (I_N \otimes Q) \eta + \sum_{i=1}^N \sum_{j=1, j \neq i}^N (c_{ij} - \alpha \delta_{ij}) \tilde{z}_{ij} + \frac{1}{4} \eta^T (I_N \otimes Q) \eta$$

$$\leq \frac{1}{2} \left( \frac{1}{4} \eta^T (I_N \otimes Q) \eta + \eta^T (L^c \otimes P BK) \tilde{x} + \frac{1}{4} \eta^T (I_N \otimes Q) \eta \right)$$

$$+ \sum_{i=1}^N \sum_{j=1, j \neq i}^N (c_{ij} - \alpha \delta_{ij}) \tilde{z}_{ij}.$$

Following similar steps as in the proof of Theorem 1, by using the triggering functions (27) and choosing $\alpha$ sufficiently large such that $\alpha \geq \max \left\{ \frac{2}{\delta_{max}} \right\}$, we can obtain that

$$\dot{V}_2 \leq \frac{1}{2} \eta^T (I_N \otimes PA + A^T P + \frac{1}{4} Q) \eta + \frac{1}{2} \eta^T (L^c \otimes P BK) \tilde{x} + \frac{1}{2} \eta^T (I_N \otimes Q) \eta$$

$$\leq -\frac{1}{4} \lambda_{\text{min}}(Q) \eta^T \eta + \frac{1}{2} \frac{N}{2} \mu e^{-\nu t},$$

where $\epsilon = \sum_{i=1}^N \sum_{j=1, j \neq i}^N \left( c_{ij}^0 \right)^2 \delta_{ij}.$

Similarly as in the proof of Theorem 1, we can show that $\eta(t)$ is uniformly ultimately bounded. Because $\epsilon(t)$ to 0 and $\eta(t)$ to 0 as $t \to \infty$, it follows that the consensus error $\zeta(t)$ is also uniformly ultimately bounded.

The Zeno behavior can be excluded similarly as in Theorem 2. The details are omitted here for brevity.

Remark 7: Theorem 2 shows that, under the observer-based adaptive protocols and the triggering functions, the consensus error $\zeta(t)$ is uniformly ultimately bounded. A sufficient condition for the existence of and satisfying Algorithm 2 and Theorem 3 is that the pair $(A, B, C)$ is stabilizable and detectable.

IV. Fully Distributed Event-based Protocols For Leader-Follower Consensus

In this section, we extend to consider the event-triggered consensus problem in the presence of one leader. Without loss of generality, assume that the agent indexed by $v_1$ is the leader whose control input $u_2$ is supposed to be zero. The communication graph $\mathcal{G}$ among the agents is assumed to satisfy the following assumption.

Assumption 2: The pair $(A, B)$ in (1) is stabilizable. The subgraph associated with the followers is undirected and the graph $\mathcal{G}$ contains a directed spanning tree with the leader as the root.

Because the leader has no neighbors, the Laplacian matrix $L$ can be partitioned as $L = [L_1 L_2; L_2^T L_2]$, where $L_1 \in \mathbb{R}^{(N-1) \times (N-1)}$ is symmetric and $L_2 \in \mathbb{R}^{(N-1) \times 1}$. In light of Lemma 1, $L_1$ is positive definite.

In the following, we consider only the case where the relative state information is available. For each follower, we propose the following adaptive event-based control law:

$$u_i = K \sum_{j=1}^N c_{ij} a_{ij} (\tilde{x}_i - \tilde{x}_j), \quad i = 2, \ldots, N,$$

$$\tilde{c}_{ij} = \kappa_{ij} a_{ij} [-B_{ij} \delta_{ij} + (\tilde{x}_i - \tilde{x}_j)^T \Gamma (\tilde{x}_i - \tilde{x}_j)], \tag{36}$$

where $\tilde{x}_i(t) = e^{At} x_1(0)$, $\tilde{x}_i(t) = e^{A(t-t_i)} x_1(t_i)$, $i = 2, \ldots, N$, $c_{ij}(t)$ denotes the time-varying coupling weight for the edge $(v_i, v_j)$ with $c_{ij}(0) = c_{ij}(0)$ for $i = 2, \ldots, N$, $j = 1, \ldots, N$, $\kappa_{ij} = \kappa_{ji}$ are positive constants, and $K \in \mathbb{R}^{\alpha \times N}$ and $\Gamma \in \mathbb{R}^{N \times \alpha}$ are the feedback gain matrices.

The triggering function for each follower $v_i$ is designed as

$$f_i(t) = \frac{1}{2} \left( 1 + \delta c_{i1} \right) a_{i1}^2 \Gamma e_i + \sum_{j=2}^N \left( 1 + \delta c_{ij} \right) a_{ij}^2 \Gamma e_i$$

$$- \frac{1}{4} \left( \sum_{j=1}^N a_{ij} (\tilde{x}_i - \tilde{x}_j)^T \Gamma (\tilde{x}_i - \tilde{x}_j) - \mu e^{-\nu t} \right)$$

$$- \frac{1}{2} a_{i1} (\tilde{x}_i - \tilde{x}_1)^T \Gamma (\tilde{x}_i - \tilde{x}_1), \quad i = 2, \ldots, N,$$

where $e_i = \tilde{x}_i - x_i$, $i = 2, \ldots, N$, and $\delta$, $\mu$, and $\nu$ are positive constants.

Define the consensus error $z_i = x_i - x_1$, $i = 2, \ldots, N$. Let $\hat{z}_i = \tilde{x}_i - \tilde{x}_1$. By noting that $\tilde{x}_1 = A x_1$, it is not difficult to see that $\hat{x}(t) \equiv x_1(t)$. Then, we can get from (1) and (36) that

$$\dot{\hat{z}}_i = A z_i + B K \sum_{j=2}^N c_{ij} a_{ij} (\hat{z}_i - \hat{z}_j) + B K c_{i1} a_{i1} \hat{z}_i,$$

$$\dot{\hat{c}}_{i1} = \kappa_{i1} a_{i1} [-c_{i1} (\hat{z}_i - \hat{z}_j)^T \Gamma (\hat{z}_i - \hat{z}_j)], \tag{37}$$

$$\dot{\hat{c}}_{ij} = \kappa_{ij} a_{ij} [-c_{ij} (\hat{z}_i - \hat{z}_j)^T \Gamma (\hat{z}_i - \hat{z}_j)].$$

$\text{Theorem 4:}$ Suppose that Assumption 2 holds. Choose $K = -B^T P$ and $\Gamma = PP^T B^T P$, where $P > 0$ is defined as in (9). Both the consensus error $\xi$ and the coupling gains $c_{ij}$ in (36) are uniformly ultimately bounded under the event-triggered adaptive protocol and (37). Furthermore, the closed-loop system does not exhibit the Zeno behavior.

$\text{Proof 4:}$ Consider the Lyapunov function candidate

$$V_3 = \frac{1}{2} \sum_{i=2}^N \tilde{z}_i^T P \tilde{z}_i + \sum_{i=2}^N \sum_{j=2, j \neq i}^N \frac{(c_{ij} - \beta)^2}{8 \kappa_{ij}} + \sum_{i=2}^N \frac{(c_{i1} - \beta)^2}{4 \kappa_{i1}}, \tag{39}$$

where $\beta$ is a positive constant to be determined later. Evidently, $V_3$ is positive definite. The time derivative of $V_3$ along the trajectory of
Substituting (38), (41), (42), (43), and (44) into (40) yields
\[
\dot{V}_3 \leq \sum_{i=2}^{N} z_i^T P A z_i - \sum_{i=2}^{N} c_{i1} a_{i1} z_i^T \Gamma \dot{z}_i - \sum_{i=2}^{N} \sum_{j=2}^{N} c_{ij} a_{ij} z_i^T \Gamma (\dot{z}_i - \dot{z}_j) \\
+ \frac{\beta}{4} \sum_{i=2}^{N} \sum_{j=2}^{N} a_{ij} (\dot{z}_i - \dot{z}_j)^T \Gamma (\dot{z}_i - \dot{z}_j)
\]
\[
\leq \sum_{i=2}^{N} \sum_{j=2}^{N} c_{ij} a_{ij} (e_i - e_j)^T \Gamma (e_i - e_j) + \frac{\beta}{4} \sum_{i=2}^{N} \sum_{j=2}^{N} a_{ij} (\dot{z}_i - \dot{z}_j)^T \Gamma (\dot{z}_i - \dot{z}_j)
\]

Note that
\[
- \sum_{i=2}^{N} c_{i1} a_{i1} z_i^T \Gamma \dot{z}_i = \sum_{i=2}^{N} c_{i1} a_{i1} z_i^T \Gamma \dot{z}_i + \sum_{i=2}^{N} c_{i1} a_{i1} e_i^T \Gamma \dot{z}_i,
\]
\[
\sum_{i=2}^{N} c_{i1} a_{i1} e_i^T \Gamma \dot{z}_i \leq \frac{1}{2} \sum_{i=2}^{N} c_{i1} a_{i1} e_i^T \Gamma e_i + \frac{1}{2} \sum_{i=2}^{N} c_{i1} a_{i1} e_i^T \Gamma e_i,
\]
\[
- \sum_{i=2}^{N} \sum_{j=2}^{N} c_{ij} a_{ij} (\dot{z}_i - \dot{z}_j)^T \Gamma (\dot{z}_i - \dot{z}_j)
\]
\[
= -\frac{1}{2} \sum_{i=2}^{N} \sum_{j=2}^{N} c_{ij} a_{ij} (\dot{z}_i - \dot{z}_j)^T \Gamma (\dot{z}_i - \dot{z}_j) + \frac{1}{2} \sum_{i=2}^{N} \sum_{j=2}^{N} c_{ij} a_{ij} (e_i - e_j)^T \Gamma (e_i - e_j).
\]

Substituting (38), (41), (42), (43), and (44) into (40) yields
\[
\dot{V}_3 \leq \sum_{i=2}^{N} z_i^T P A z_i - \frac{\beta}{2} \sum_{i=2}^{N} a_{i1} z_i^T \Gamma \dot{z}_i + \frac{1}{2} \sum_{i=2}^{N} c_{i1} a_{i1} e_i^T \Gamma e_i
\]
\[
- \frac{\beta}{4} \sum_{i=2}^{N} \sum_{j=2}^{N} a_{ij} (\dot{z}_i - \dot{z}_j)^T \Gamma (\dot{z}_i - \dot{z}_j)
\]
\[
+ \frac{1}{4} \sum_{i=2}^{N} \sum_{j=2}^{N} c_{ij} a_{ij} (e_i - e_j)^T \Gamma (e_i - e_j) + \epsilon',
\]
where \(\epsilon' = \sum_{i=2}^{N} \sum_{j=2}^{N} \frac{a_{ij} a_{ij}}{8} \beta^2 + \sum_{i=2}^{N} \sum_{j=2}^{N} \frac{a_{ij} a_{ij}}{8} \beta^2 \).

By noting the triggering functions (37) and choosing \(\beta\) to be sufficiently large such that \(\beta \geq \max\{\frac{2}{5}, \frac{4}{\lambda_{\min}(\mathcal{L}_1)}\}\), we have
\[
\dot{V}_3 \leq -\frac{1}{2} \lambda_{\min}(Q) z^T z + \epsilon' + \frac{\beta}{2} (N-1) \mu e^{-\nu t}.
\]

The rest of the proof can be shown similarly as in Theorems 1 and 2. The details are omitted here for brevity.

V. SIMULATION EXAMPLES

In this section, we illustrate the effectiveness of the theoretical results by doing numerical simulations. For illustration, consider the linear multi-agent systems described by (1), with 
\[
A = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \end{bmatrix}.
\]
All initial values of the agents are randomly chosen. The communication graph among the agents is depicted in Fig. 1 which evidently satisfies Assumption 1.

![Fig. 1: The undirected communication graph among agents.](image1)

Solving the ARE (6) gives a solution: \(P = \begin{bmatrix} 2.4142 & 2.4142 \\ 2.4142 & 2.4142 \end{bmatrix}\).

Thus, the feedback matrices in the event-based control law (10) can be obtained as \(K = \begin{bmatrix} \begin{bmatrix} 0 & -2.4142 & 2.4142 \\ -2.4142 & 5.8284 & 5.8284 \\ 2.4142 & 5.8284 & 5.8284 \end{bmatrix} \end{bmatrix}\).

Other parameters of (3) and (4) are chosen as \(\delta = 1, \mu = 2, \nu = 0.5, \gamma_{ij} = 0, \) and \(\kappa_{ij} = 0.2, \forall (i, j) \in \mathcal{E}\.

The consensus errors \(x_i - x_1, i = 2, \ldots, N\), are depicted in Fig. 5 from which we can observe that consensus is indeed achieved.

The adaptive coupling weights \(c_{ij}(t)\) are shown in Fig. 4 which implies that \(c_{ij}(t)\) converge to finite steady-state values. The triggering instants of each agent are presented in Fig. 5 which shows that the Zeno behavior is excluded. To study how the network topology affects triggering time instants, we do simulations from 0s to 20s, respectively, under three different topologies, i.e., these in Fig. 1, Fig. 2a, and Fig. 2b.

VI. CONCLUSION

In this paper, we have designed distributed adaptive event-based protocols to solve both the leaderless and leader-follower consensus problem for general linear multi-agent networks. Compared to the previous related works, our main contribution is that we have proposed for the first time in the literature fully distributed and scalable
Extending the results to general directed graphs is interesting work among neighboring agents and do not exhibit the Zeno behavior. Event-triggered protocols do not need continuous communications the network graph and are independent of the network’s scale. Our consensus protocols, which do not rely on any global information of the network graph and are independent of the network’s scale. Extending the results to general directed graphs is an interesting work for future study.
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