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Abstract

Fake news detection and closely-related fact-checking have recently attracted a lot of attention. Automatization of these tasks has been already studied for English. For other languages, only a few studies can be found (e.g. (Baly et al., 2018)), and to the best of our knowledge, no research has been conducted for West Slavic languages. In this paper, we present datasets for Czech, Polish, and Slovak. We also ran initial experiments which set a baseline for further research into this area.

1 Introduction & Motivation

Fake news is designed to incite agitation against an individual or a group of people. Its aim is to influence and manipulate public opinion on targeted topics. Fake news detection, including fact-checking, which can be used as the first step of a detection system, are currently receiving a lot of attention in the research community and journalism.

This attention is apparent from the rise of fact-checking websites that verify mainly political claims (see the list of signatories of the code of principles of the International Fact-Checking Network\textsuperscript{1}). Research related to these tasks is on the rise in a variety of fields, including natural language processing, machine learning, knowledge representation, databases, and journalism (Thorne and Vlachos, 2018).

The automation of these tasks or their parts would greatly benefit journalism and perhaps help the public to verify the credibility of various media. It is evident that fact-checking needs external knowledge or detailed context. However, in order to achieve the goal of a robust automatic fact-checking system, we must first find a way how to evaluate such a system. For English, there are publicly available datasets that researchers can use to evaluate their systems. However, no systematic research has been conducted in West Slavic languages yet; thus we establish a common ground for further research by providing large datasets for fact-checking in Czech, Polish, and Slovak languages including initial experiments which reveal the complexity of the task. We set a baseline which uses standard machine learning approach, and set an upper bound which uses manually created external knowledge.

2 Related Work

This section presents a brief overview of related work, for a more detailed survey, please refer, for example to Thorne and Vlachos (2018).

For the development of the first fact-checking systems, Vlachos and Riedel (2014) manually labeled a dataset and defined fact-checking as the assignment of a truth Boolean value to a claim made in a particular context. They also discussed baseline approaches to fact-checking.

Wang (2017) presented a dataset of 12.8K manually labeled statements from the Politifact\textsuperscript{2} website. He experimented with logistic regression, support vector machines, Long Short-Term Memory neural networks (LSTM), and convolutional neural networks (CNN). He then introduced a modified neural network architecture integrating text with other meta-data. He performed similar experiments to our work on English dataset with six labels achieving 27.7% accuracy as the best result.

Tacchini et al. (2017) showed that fake news

\textsuperscript{1}\url{https://ifcncodeofprinciples.poynter.org/signatories}

\textsuperscript{2}\url{https://www.politifact.com/}
could be detected based on user likes. Using an adaptation of a Boolean label crowdsourcing algorithm, they were able to detect hoaxes with 99% accuracy. Their dataset consists of 15.5K posts (58% fake news, 42% real news) with over 2,300K likes from 900K users.

Jin et al. (2017) focused on detecting fake news on Twitter related to the U.S. presidential elections. They labeled the data according to the Snopes website. They analysed tweets of followers of the presidential candidates.

Yang et al. (2018) used a dataset of 20K news (12K fake news, 8K real news) for fake news detection. They used a modified convolutional neural network trained using the title, images and text of the news articles, making use of both explicit and latent features to detect fake news. They achieved $F_1$-measure of 92% overcoming a baseline LSTM text-based model by 3%. They presented a thorough analysis of the dataset, including text style and image resolution.

In this paper we present the following novel contributions:

1. The availability of multi-lingual data for non-English languages is lacking. Our paper addresses this need.

2. The dataset also contains reasoning for labeling each claim - this can be used in future research, e.g. argumentation mining.

3. The claims are also labeled by Political party affiliations - this may facilitate fine-grained analysis.

We provide three datasets for fact-checking - one for each language downloaded from the following fact-checking websites.

- **Czech** ([https://demagog.cz/](https://demagog.cz/))
- **Polish** ([http://demagog.org.pl/](http://demagog.org.pl/))
- **Slovak** ([http://www.demagog.sk/](http://www.demagog.sk/))

Each dataset contains claims of politicians annotated with one of four classes: FALSE, TRUE, UNVERIFIABLE, and MISLEADING. The labels have the following meaning:

- **FALSE** These statements are not in line with publicly available numbers or information. It may also be a situation where the calculation method of the indicator differs, but none of these sources confirms the number or claim in question.

- **TRUE** Statement using the right information in the right context.

- **UNVERIFIABLE** If it is not possible to find the source of the claim, or it is not possible to confirm or refute it based on the available information.

- **MISLEADING** These are statements that use correct facts, but in a wrong or incomplete context, or are being torn out or otherwise distorted from the original context. These are inappropriate or disproportionate comparisons.

The labels are manually annotated by the authors of the corresponding language websites. The dataset also contains information about the speaker and his or her political affiliation. The reasoning for the given label is also included in the dataset. The data were downloaded from the respective websites in April 2018. The following example has been translated into English:

4 Other publicly active people such as journalist are included in the dataset as well.

5 Including external knowledge.
Figure 1: Czech Political Parties Statistics

Figure 2: Polish Political Parties Statistics

Figure 3: Slovak Political Parties Statistics
Miloš Zeman (SPO) \(\rightarrow\) FALSE
CLAIM: “The Swedes have seven million inhabitants.”
REASONING: Sweden has according to the latest official data from November 2017 10,113,000 inhabitants.

The data distribution, according to the labels, is shown in Table 1. Table 2 shows the median and the average number of words in a claim.

We compare the label distribution among selected political parties with the most claims. Figures 1, 2, and 3 show the average label distribution and the distribution for the selected political parties sorted by a number of claims for Czech, Polish, and Slovak languages. Note that the labels Nezařazení for Czech, Nieczeszeni for Polish, and Nestránici for Slovak represent claims of people without any political party affiliation. The Other label is the average of the rest\(^6\) of the political parties present in the dataset\(^7\).

It is clear that the claims of some political parties often tend to be truth compared to other parties. This phenomenon can be observed for all three languages. The opposite applies to the Czech parties SPD, Rozumní, Polish party Porozumienie and Slovak party L’S-HZDS. However, the inconsistency of UNVERIFIABLE label across languages was more surprising. We believe that it is caused by differences in labeling i.e. that in the Polish dataset the UNVERIFIABLE label is used only under stringent rules in comparison with the other two languages.

4 Experiments
We performed identical classification experiments for each language to allow a comparison for future research. The main goal of these experiments is to illustrate the complexity of the task and to set a baseline for these datasets.

We use 10-fold cross-validation for the evaluation of both balanced and imbalanced datasets. We also perform binary experiments only with FALSE and TRUE classes. The input for the classifier is either the text of a claim or a text of a claim supplemented by the reasoning text. Experiments using the reasoning text set up an upper bound of performance that can be achieved with an automatic approach. Our evaluation metrics are macro-average F\(_1\) score and accuracy.

The reasoning text often contains words or phrases which are strictly related to the assigned label, for example, Výrok je pravdivý (The statement is true) for the TRUE label or Výrok nelze ověřit (The statement is unverifiable) for the UNVERIFIABLE label. We call these words give-away words as they alone will be a sufficient source of information for the classifier. In other words, the reasoning text in a large number of cases de facto contains the label.

We removed these words from the reasoning text and repeated the experiments with the modified reasoning text. The list of removed give-away words was manually selected from the words with highest label occurrence ratio\(^8\). All words were selected only if they occurred at least 20 times in the corresponding label class. Finally, we manually chose words and removed them from the reasoning text, see Table 3 that contains examples of the removed give-away words. For Czech, we removed 9,601 words out of 1,552,878, for Slovak, we removed 9,147 words out of 2,146,465 and for Polish, we removed 573 words out of 367,435. The complete list of the removed words is available at http://nlp.kiv.zcu.cz/projects/fact-checking.

| Czech       | Polish         | Slovak         |
|-------------|----------------|----------------|
| nepravdivý  | falszywa       | nepravdivý     |
| pravdivý    | prawdziwa      | pravdivý       |
| neověřitelný| nieweryfikowalna| neoveriteľný  |
| neodpovídá  | manipulacja    | nevieme        |

Table 3: Examples of give-away words.

4.1 Models Settings
The preprocessing includes tokenization using NLTK TreebankWordTokenizer (Bird et al., 2009), text lowercasing, removing HTML tags and entities. No other preprocessing steps are employed. We use Logistic Regression classifier from the LIBLINEAR library (Fan et al., 2008) with penalty parameter \(C = 1\) and L2 regularization (see Fan et al. (2008) for detailed description), along with

---

\(^6\)The rest of the parties that had fewer claims than the selected parties. In the Czech dataset, this includes the null value used for people who changed parties over time.

\(^7\)The dataset is available for research purposes at http://nlp.kiv.zcu.cz/projects/fact-checking

\(^8\)The number of occurrences of words for a given label divided by the total frequency. We selected words with a ratio \(\geq 0.8\) for the TRUE label, and words with a ratio \(\geq 0.6\) for the other three labels.
unigram and bigram features. Experiments with the reasoning are performed on a combination of the claim text and the reasoning text. First, the reasoning text and the claim text are concatenated, and then we extract the unigram and bigram features. These features are used as an input to the classifier.

### 4.2 Results

We report results for the experiments for all three languages, including results of a random and majority class classification in Table 4.

In Table 5 we show the results for the Logistic Regression classifier on the balanced and imbalanced datasets for the following text combinations:

- **claim**
- **claim & reasoning**
- **claim & reasoning without give-away words**

On the balanced dataset we can see that using only unigrams and bigrams as features is not enough for the classifier as the results are only slightly better than the majority baseline; thus more sophisticated methods are needed to extract the information contained in the reasoning part of the dataset.

We can see that the results achieved on both claim and reasoning are very high ($F_1$ 0.87, accuracy 0.91 for Czech) confirming our hypothesis that in ideal conditions this task could be solved
by a machine learning algorithm. In the case of using only the claim on the balanced binary dataset, accuracy drops to 0.57, 0.55, and 0.58 for Czech, Polish, and Slovak, respectively. Polish appears as the most challenging language as the results are lower compared to the other two languages. One reason could be a smaller size of the Polish dataset (see Table 2).

In the case of experiments with the give-away words, results are still much higher than in experiments where only the claim was used ($F_1$ 0.53, accuracy 0.72 for Slovak). We observed the highest performance drop for experiments with all four labels, especially for Czech, in comparison to the experiments with the original reasoning text. The performance of the Polish model was least affected. This was caused by the low number of removed words (573 words out of 367,435 in total) for Polish. Thus the assumption that the reasoning contains only give-away words is false; leading us to believe that some information about the validity of the claim is contained in the reasoning.

5 Conclusion

This paper represents the initial research of fact-checking in Czech, Polish, and Slovak languages.

- We presented datasets for fact-checking in three West Slavic languages and provided them to the research community.

- We ran initial experiments which revealed baseline results for further research.

It is clear that this task is very challenging. However, we showed that when a machine learning approach uses label reasoning in addition to the claim, it can perform very well. Although such human-written reasoning rather sets a performance upper bound, the way to go forward might include generating such reasoning automatically using external data.
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