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Abstract—This paper proposes a novel model inference procedure to identify system matrix from a single noisy trajectory over a finite-time interval. The proposed inference procedure comprises an observation data processor, a redundant data processor and an ordinary least-square estimator, wherein the data processors mitigate the influence of observation noise on inference error. We first systematically investigate the comparisons with naive least-square-regression based model inference and uncover that 1) the same observation data has identical influence on the naive model inference and uncover error. We then study the sample complexity of the proposed model inference in the presence of observation noise, which leads to the dependence of the processed bias in the observed system trajectory on time and coordinates. Particularly, we derive the sample-complexity upper bound (on the number of observations sufficient to infer a model with prescribed levels of accuracy and confidence) and the sample-complexity lower bound (high-probability lower bound on model error). Finally, the proposed model inference is numerically validated and analyzed.

Index Terms—Correlated processed bias, redundant data, sample complexity, model error, ordinary least-square estimator.

I. INTRODUCTION

ONE of the fundamental assumptions of model-based decision making, such as model predictive control [1], [2], stealthy attack and defense strategies of cyber-physical systems [3] and (mis)-information spreading in social networks [4], is the availability of a fairly accurate model of the underlying dynamics in consideration. For the remote-control systems that are subject to limited and delayed communication, such as Dragonfly mission to Titan [5] and Europa Clipper mission [6], their exploration and experimentation have to rely on safe autonomy in exceptionally uncertain and dynamic environments. While for the systems whose model structure, dimension, parameters and assumptions are sensitive to the operational environment, e.g., e.g., traction control system [7] and anti-lock braking system [8] of autonomous vehicles, it is unreasonable to expect that the off-line-built models can accurately capture the dynamics in an unforeseen operational environment, e.g., the 2019 New York City Snow Squall [9]. These real problems highlight the importance of finite-time model inference or system identification for safe operation in the dynamic, uncertain and unforeseen environments, which aids in fast and flexible response to uncertain and unexpected events. System model inference from observed state data in dynamical systems has been a key problem in different fields ranging from learning and control [1], [2], [10], [11] to bioinformatics [12] and social networks [13]. We categorize the prior model inference approaches into two groups: approximate and exact model inferences.

Approximate model inference from observing the system state is studied in several practical scenarios, where the state observation is only partially available or is stochastic (e.g., noisy), thus reducing the inference to the well-studied problem of estimation of system matrix, with assumptions on the system stability and the distribution of noise, among others. For distributed and networked dynamical systems, Wiener Filtering [14], [15], structural equation models [16] and autoregressive models [17] are employed to estimate network topology, leveraging additional tools from estimation theory [17], adaptive feedback control [18], optimization theory with sparsity constraints [19], and others. In recent several years, significant effort has been devoted towards the sample-complexity bound of ordinary least-square estimator of system matrix [20]–[25], i.e., the upper bounds on the number of observations sufficient to identify system matrix with prescribed levels of accuracy and confidence (PAC). For example, assuming process noise vectors are i.i.d isotropic subgaussian and have i.i.d coordinates and the real system matrix is stable, Jedra and Proutiere in [20] showed that the upper bound matches existing sample complexity lower bounds up to universal multiplicative factors, a result conjectured in [21]: Sarkar and Rakhlin in [22] removed the assumption of stable system matrix, and derived the finite-time model error bounds and demonstrated that the ordinary least-squares solution is statistically inconsistent when real system matrix is not regular. We note the sample complexity bounds obtained in [20]–[24] rely on Hanson-Wright inequality [26] that requires zero-mean, unit-variance, sub-gaussian independent coordinates for noise vectors. Banerjee et al. in [25] considered the generalization of existing results by allowing for statistical dependence in stochastic process via Johnson–Lindenstrauss transform [27], [28], which however still requires the noise variables to have zero mean and the marginal random variables to be conditionally independent.

In this paper, we reveal that even when both process and observation noises in a dynamical system have i.i.d coordinates and time, the presence of observation noise leads to the
dependence of processed bias (in observed noisy trajectory) on time and coordinates. Moreover, in an adversary environment, the attacker can strategically inject false data to observations for hindering reliable decision making \cite{29}, such that the observation noise has non-zero mean. The statistical dependency and non-zero mean prevent the usage of obtained sample complexity \cite{20–25} when observation noise is injected into dynamical systems. These observations motivate us to investigate a novel model inference procedure which can mitigate the influence of observation noise on inference error, as well as its associated sample complexity.

**Exact model inference** in different settings has been studied as well. For example, Marelli and Fu in \cite{30} proved that with the estimation of input auto-correlation, the exact system model is identified asymptotically as the number of samples approaches infinity, while within the behavioral setting, the exact system identification is formulated as a Hankel structured low rank matrix completion problem in \cite{31}. Another required capability for the exact model inference is “grounding.” For example, in \cite{32}, with the firstly obtained characteristic polynomial, connecting every two nodes to the ground (set to zeros) is required to exactly infer the communication topology of a consensus protocol. In \cite{33}, with additional knowledge of eigenvalue-eigenvector of matrix that describes network structure, this “grounding” approach is coupled with power spectral analysis. We note that while these methods proposed in \cite{20–33} provide exact model inference, it difficult, if not impossible, to apply them for exact online model inference. This is mainly due to the requirements of altering real-time state values (“grounding”), infinite sampling, knowledge of partial eigenvalue-eigenvector, etc. A novel exact topology inference procedure is recently developed in \cite{34}, primarily for continuous-time consensus dynamics, by transforming the exact inference problem into a solution of Lyapunov equation whose numerical solutions are well studied, see e.g., \cite{35}. Unlike the ones in \cite{30–33}, this approach does not need the external stimulation, the “grounding”, the infinite sampling, and the knowledge of matrix eigenvalue-eigenvector. This approach works mainly for continuous-time consensus dynamics with undirected communication. In other words, it is not sufficient for exact inference for the directed network topology, or dynamical system with asymmetric system matrix. Additionally, this approach needs the knowledge of system initial conditions. These traits and requirements hinder its application to finite-time online model inference for more general dynamical systems.

In this paper, both the proposed and defined naive model inference procedures can exactly infer system model when observation and process noises are time-invariant, i.e., have zero variances. Unlike the one in \cite{34}, the two approaches do not need the knowledge of initial condition. More importantly, they can exactly infer the asymmetric system matrix and the processed bias in observed trajectory. Our contributions are summarized as follows:

- We propose a novel model inference procedure that comprises an observation data processor, a redundant data processor and an ordinary least-square estimator, which can significantly mitigate the influence of observation noise on the model error.
- We investigate the systematic comparisons between the proposed and defined naive model inference procedures, and discover that
  - the same observation data has identical influence on the inference feasibility of the proposed and naive model inferences;
  - the naive model inference uses all of the redundant data, while the proposed model inference optimally uses redundant and basis data to reduce the model error.
- We derive the sample-complexity upper bound on the number of observations for PAC and the high-probability lower bound on the model error, which allows the observation noise to have non-zero mean and the processed bias to have statistical dependence on the coordinates and observation time.
- Leveraging the derived sample complexity upper bound, we provide an algorithm of PAC verification and updating. The upper bound is also used by redundant data processor of inference procedure to reduce the model error.

This paper is organized as follows. In Section II, we present the preliminaries. Section III presents the proposed and naive model inference procedures, as well as their comparisons. In Section VI, we investigate sample complexity. The sample complexity bounds and PAC verification are studied in Section V. We next present our numerical results in Section VI. We finally discuss our conclusions and future research directions in Section VII.

### II. Preliminaries

#### A. Notation

We use $P \leq 0$ to denote a negative semi-definite matrix $P$. We let $\mathbb{R}^n$ and $\mathbb{R}^{m \times n}$ denote the set of $n$-dimensional real vectors and the set of $m \times n$-dimensional real matrices, respectively. $\mathbb{N}$ stands for the set of natural numbers, and $\mathbb{N}_0 = \mathbb{N} \cup \{0\}$. The superscript ‘$\top$’ stands for the matrix transposition. $||x||_2$ and $[x]_{ij}$ denote the Euclidean norm and the $ij$th entry of a vector $x$, respectively. We let $1_m$ and $0_m$, respectively, denote the $m$-dimensional vectors of all ones and all zeros. We define $I_n$ as $n \times n$-dimensional identity matrix.

We define $O_{m \times n}$ as $m \times n$-dimensional zero matrix. The symmetric terms in a matrix are denoted by $\ast$. Other important notations are highlighted as follows:

- $||A||$: spectral norm of matrix $A$;
- $||A||_F$: Frobenius norm of matrix $A$;
- $E$: expectation operator;
- $\mathcal{S}^{n-1}$: unit sphere in $\mathbb{R}^n$;
- $| \cdot |$: modulus of a real number, or cardinality of a set;
- $\mathbf{V}(m)$: $m$-th element in ordered set $\mathbf{V}$;
- $\Omega^c$: complement of event $\Omega$;
- $\mathbf{P}(\Omega)$: probability of event $\Omega$. 

### III. Proposed Model Inference Procedure

- We derive the sample-complexity upper bound on the number of observations for PAC and the high-probability lower bound on the model error, which allows the observation noise to have non-zero mean and the processed bias to have statistical dependence on the coordinates and observation time.

- Leveraging the derived sample complexity upper bound, we provide an algorithm of PAC verification and updating. The upper bound is also used by redundant data processor of inference procedure to reduce the model error.
B. Problem Formulation

In this paper, we use the following dynamics to describe the behavior of real systems in unknown operational environment:

\[ x(k+1) = Ax(k) + f(k), \quad (1a) \]
\[ r(k) = x(k) + w(k), \quad k \in \mathbb{N} \quad (1b) \]

where \( x(k) \in \mathbb{R}^n \) is the system state, \( A \in \mathbb{R}^{n \times n} \) is the system matrix, \( r(k) \) is system state observation, \( w(k) \) denotes the observation noise vector, \( f(k) \) denotes the process noise that can represent the nonlinear factor, model approximation error and uncertainty.

If the unforeseen operational environments or Black Swan events (see e.g., Apollo XIII accident) cause drastic changes of system dynamics or large deviation from control missions in time- and safety-critical systems, it is critical to timely infer and update the system model for reliable decision making using limited state observation data. Motivated by this, we study finite-time model inference with the objective of identifying the system matrix \( A \), which provides a building block for the adaptive-model control framework \([1, 2]\).

For model inference/learning, the following two metrics are defined to assess the quality of inferred/learned model:

- **Generalization Error**: it measures how well the model fits unseen data.
- **Model Error**: it measures how far the identified model is from the "true" model.

Due to the observation noise, small generalization error does not necessarily mean small model error, and vice versa. Specifically, with strategically injected observation noise, a well identified model with smaller generalization error can have larger generalization error, i.e., it poorly fits the unseen (corrupted) observation data. For this reason, we use model error to assess the quality of inferred model, with a focus on

- **O1**: mitigating the influence of observation noise on model error via incorporating data processors into model inference procedure;
- **O2**: sample-complexity bounds for the proposed model inference procedure to be \((\phi, \delta)\)-PAC: prescribed levels \((\phi, \delta)\) of accuracy and confidence, i.e., \( P(e_A \leq \phi) \geq 1 - \delta \), where \( \phi > 0 \) and \( 0 < \delta < 1 \).

Recently, sample complexity bounds for an ordinary least-square estimator in identifying the system matrix \( A \) have been derived in \([20-25]\). To review whether the obtained bounds therein can be applied to dynamical systems in the presence of observation noise, let us first consider the dynamics of observation obtained from the real system \([1]\):

\[ r(k+1) = Ar(k) + h(k+1), \]
\[ r(1) = x(1) + w(1) \quad (2a) \]
\[ h(k+1) = f(k) + w(k+1) - Aw(k), \quad k \in \mathbb{N}. \quad (2b) \]

To distinguish from the observation noise \( w(k) \) and process noise \( f(k) \) in the real system \([1]\), we refer to \( h(k) \) in the dynamics \([2]\) as **processed bias**.

**Remark 1 (Statistical Dependencies):** Assuming both \( f(k) \) and \( w(k) \) are random vectors, as indicated by \([25]\), the term \( w(k+1) - Aw(k) \) induces the dependence of \( \{h(k)\}_{k \in \mathbb{N}} \) and conditional dependence of \( \{r(k)|w(k), f(k)\}_{k \in \mathbb{N}} \) on coordinates and observation time. We note that the sample complexity analysis in \([20-24]\) relies on the assumption that \( \{h(k)\}_{k \in \mathbb{N}} \) is i.i.d and the coordinates of \( h(k) \) are i.i.d, while the analysis in \([25]\) assumes that \( \{r(k)\}_{k \in \mathbb{N}} \) has conditional independence. Therefore, the derived sample-complexity bounds in \([20-25]\) cannot be applied to the dynamical system \([2]\) in the presence of observation noise.

To achieve the objectives O1 and O2, we first process the observation data in the following way, which corresponds to the Observation Data Processor in the model inference procedure, as shown in Figure 1 (a):

\[ r^q_m \triangleq r(m) - r(q), \quad m < q \in \mathbb{N}, \quad (3) \]

whose dynamics are obtained from \([2]\) as

\[ r^q_{m+1} = Ar^q_m + h^q_{m+1}, \quad h^q_{m+1} \triangleq h(m+1) - h(q+1), \quad m \in \mathbb{N}_0. \quad (4) \]

**Remark 2 (Observation Data Processor):** If the observation noise has zero variance, i.e., \( w(k) \equiv w \), it follows from \([25]\) and \([3]\) that \( h^q_{m+1} = f(m+1) - f(q+1) \), such that the bias \( h^q_{m+1} \) in the processed data dynamics \([4]\) is relevant to the process noise \( f(k) \) only, which is one motivation behind the data processor \([3]\) in mitigating the influence of the observation noise with the non-zero mean on the model error.

For the observations used for inference in a time interval \( \{k, k+1, \ldots, p-1, p\} \), we define an ordered (possibly, empty) set:

\[ T_k \triangleq \begin{cases} \{k\}, k+1, \ldots, k', k, \ldots, p, & k+1 \leq k < k' \leq p \\ \emptyset, & \text{otherwise} \end{cases} \quad (5) \]

based on which we construct the following data matrices:

\[ \bar{X}_k \triangleq \begin{bmatrix} r^T_k(1), \ldots, r^T_k(p) \end{bmatrix}, \quad \text{if } T_k \neq \emptyset \]
\[ \bar{X}_{(k,p)} \triangleq \begin{bmatrix} \bar{X}_k, \bar{X}_{k+1}, \ldots, \bar{X}_{p-1} \end{bmatrix}. \quad (6a) \]

### III. Model Inference Procedures

In this section, we investigate the motivation and compare the two model inference procedures: **Proposed Model Inference** and **Naive Model Inference**, whose architectures are shown in Figure 1 (a) and (b), respectively.
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A. Proposed Model Inference

We now present the critical relation of data matrices in the following lemma.

**Lemma 1:** Consider the system (4). We have

\[ AP_{(k,p)} = Q_{(k,p)} - R_{(k,p)}, \]  

(7)

where we define:

\[ P_{(k,p)} \triangleq \sum_{m=k}^{p-1} \sum_{q=\tau_m(1)}^{\tau_m(|\text{m}|)} r_{m}^q (r_{m}^q)^\top = \bar{X}_{(k,p)} \bar{X}_{(k,p)^\top}, \]  

(8a)

\[ Q_{(k,p)} \triangleq \sum_{m=k}^{p-1} \sum_{q=\tau_m(1)}^{\tau_m(|\text{m}|)} r_{m}^{q+1} (r_{m}^q)^\top = \bar{X}_{(k+1,p)} \bar{X}_{(k,p)^\top}, \]  

(8b)

\[ R_{(k,p)} \triangleq \sum_{m=k}^{p-1} \sum_{q=\tau_m(1)}^{\tau_m(|\text{m}|)} h_{m}^{q+1} (r_{m}^q)^\top. \]  

(8c)

**Proof:** Pre-multiplying the both sides of (8a) by \( A \) yields

\[ AP_{(k,p)} \triangleq \sum_{m=k}^{p-1} \sum_{q=\tau_m(1)}^{\tau_m(|\text{m}|)} Ar_{m}^q (r_{m}^q)^\top, \]

substituting (4) into which directly results in

\[ AP_{(k,p)} \triangleq \sum_{m=k}^{p-1} \sum_{q=\tau_m(1)}^{\tau_m(|\text{m}|)} (r_{m}^{q+1} - h_{m}^{q+1} + 1) (r_{m}^q)^\top, \]

which then, in conjunction with (8b) and (8c), yields (7). \( \blacksquare \)

Due to unknown \( h_{m+1} \), the matrix \( R_{(k,p)} \) in relation (7) is also unknown. We then obtain the following model inference solution which corresponds to the Ordinary Least-Square Estimator in the proposed model inference procedure as shown in Figure 1 (a):

System Matrix Inference Solution: \( A_{\text{ls}} = Q_{(k,p)} P_{(k,p)}^{-1} \).

(9)

**Remark 3 (Exact Inference):** If the processed bias \( h(k) \) has zero variance, i.e., \( h(k) \equiv h \), it follows from the definition in (4) that \( h_{m+1} \equiv 0 \), such that \( R_{(k,p)} = O_n \times n \). We then conclude from (7) that both \( A \) and \( h(k) \) can be exactly inferred from (9) and the dynamics (2a):

\[ A_{\text{ls}} = A, \quad h(k) \equiv h = r(k+1) - A_{\text{ls}} r(k). \]  

(10)

B. Naive Model Inference

We now consider an alternative inference procedure: naive model inference (shown in Figure 1 (b)), which can yield the expected exact inference solution (10) in the scenario of zero-variance processed bias. We first present its Observation Data Processor:

\[ \hat{Y}_{(k,p)} \triangleq \begin{bmatrix} r(k+1), & r(k+2), & \ldots, & r(p) \end{bmatrix}^\top, \]  

(11a)

\[ \hat{X}_{(k,p)} \triangleq \begin{bmatrix} r(k), & r(k+1), & \ldots, & r(p-1) \end{bmatrix}^\top. \]  

(11b)

Correspondingly, we define:

\[ \hat{A} \triangleq [A, h], \]  

(12a)

\[ \hat{E}_{(k,p)} \triangleq [h(k+1) - h, h(k+2) - h, \ldots, h(p) - h], \]  

(12b)

With the definitions at hand, we obtain from system (2) that

\[ \hat{Y}_{(k,p)} = \hat{A} \hat{X}_{(k,p)}^\top + \hat{E}_{(k,p)}. \]  

(13)

The system identification problem is reduced to estimating \( \hat{A} \) based on the available data matrices \( \hat{Y}_{(k,p)} \) and \( \hat{X}_{(k,p)} \). We then consider the Ordinary Least-Square Estimator:

\[ \hat{A}_{\text{ls}} = \arg \min_{\hat{A}^\top} \| \hat{Y}_{(k,p)} - \hat{X}_{(k,p)} \hat{A}^\top \|^2, \]  

(14)

whose optimal solution has been obtained in (6) as

\[ \hat{A}_{\text{ls}} = \left( \hat{X}_{(k,p)}^\top \hat{X}_{(k,p)} \right)^{-1} \hat{X}_{(k,p)} \hat{Y}_{(k,p)}. \]  

(15)

**Remark 4:** If \( h(k) \equiv h \), we obtain from (12b) that \( \hat{E}_{(k,p)} = O_n \times (p-k) \), which, in conjunction with (13), implies that \( \hat{A}_{\text{ls}} = \hat{A}^\top \), i.e., both the system matrix and the processed bias are exactly inferred.

In the following subsection, we investigate systematically compare the proposed and naive model inference procedures in the general scenario of non-constant bias.

C. Inference Feasibility and Solution

We formally define the feasibility of the proposed and naive model inferences as follows.

**Definition 1:** The proposed model inference solution (9) is said to be feasible if and only if rank \( (P_{(k,p)}) = n \), while the naive model inference solution (15) is said to be feasible if and only if rank \( (\hat{X}_{(k,p)}^\top \hat{X}_{(k,p)}) = n + 1 \).

We then present auxiliary results in the following lemmas pertaining to inference feasibility.

**Lemma 2:** Consider the data matrices (6a), (8a), and (11b), and the set (6a). We have

\[ \ker(P_{(k,p)}) = \ker(\hat{X}_{(k,p)}^\top), \quad \text{if } |T_k| = p - k \]  

(16a)

\[ \ker(\hat{X}_{(k,p)}^\top \hat{X}_{(k,p)}) = \ker(\hat{X}_{(k,p)}^\top), \quad \text{if } |T_k| = p - k \]  

(16b)

**Proof:** See Appendix B. \( \blacksquare \)

**Lemma 3:** If the proposed model inference solution (9) is not feasible, the naive model inference solution (15) is not feasible as well.

**Proof:** See Appendix C. \( \blacksquare \)

In light of Lemmas 2 and 3, we obtained the comparisons of the two inferences, which are formally presented in the following theorem.

**Theorem 1:** Consider the proposed model inference solution (9) with data matrix (8a), and the naive model inference solution (15).

1) The same observation data has identical influence on the feasibility of the proposed model inference solution (9) and naive model inference solution (15).

2) The two inference procedures generate the same matrix inference solution, if

\[ \text{rank}(P_{(k,p)}) = n, \quad P_{(k,p)} = \sum_{m=k}^{p-1} \sum_{q=q+1}^{p} r_{m}^q (r_{m}^q)^\top. \]  

(17)

**Proof:** See Appendix D. \( \blacksquare \)
To explore the implicit insight of Theorem 1, we introduce a definition to classify the processed observation data.

Definition 2: Given the observation data \( r(m) \) in a time interval \( \{k, k+1, \ldots, p\} \), any processed data in a set \( \mathcal{X}_k \triangleq \{r^m_n | k \leq m < q \leq p\} \) is called basis data, if all of the data vectors in \( \mathcal{X}_k \) are linearly independent and \( |\mathcal{X}_k| = p - k \), while all other data vectors not included in \( \mathcal{X}_k \) are called to be redundant data.

Remark 5: Theorem 1 indicates that

- redundant data has no influence on inference feasibility, while it can influence only model error, consequently, \((\phi, \delta)\)-PAC, which motivates the Redundant Data Processor as shown in Figure 1(a);
- naive model inference takes all of the redundant data into the system matrix estimator, which explains the lack of Redundant Data Processor in the naive model inference procedure shown in Figure 1(b).

As shown in Figure 1(a), the data processors of the proposed model inference need the knowledge of the sample-complexity upper bound on the number of observations that is sufficient for the inference solution to be \((\phi, \delta)\)-PAC. In the following sections, we study the sample complexity with its associated bounds.

IV. SAMPLE COMPLEXITY

In [20–25], using raw observation data, system matrix is identified via ordinary least-square estimator as

\[
A_{os} = YW^\top(WW^\top)^{-1},
\]

where

\[
W \triangleq [r(k), \ldots, r(p-1)], \quad Y \triangleq [r(k+1), \ldots, r(p)].
\]

In this section, we first use the following example to reveal the significant influence of observation noise on the model error of ordinary least-square estimator (18) without processing observation data.

Example 1: Let \( U(\cdot) \) denote a uniform distribution. Consider a system (1) where

\[
A = \alpha \begin{bmatrix} 1 & 0 & 0 & 1 \\ 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 0 \\ 1 & 0 & 1 & 1 \end{bmatrix},
\]

\([f(k)], \text{i.i.d. } U(-1, 1), [w(k)], \text{i.i.d. } U(0, 1) \text{ and } [x(1)], \text{i.i.d. } U(-1, 1), i \in \{1, 2, 3, 4\}.\]

Given a time interval \( \{k, k+1, \ldots, p\} \), the proposed model inference uses only the basis data: \( r_m, m = k, k+1, \ldots, p-1 \). We use the mean metrics \( \mathbb{E}||A_{fr} - A|| \) and \( \mathbb{E}||A_{os} - A|| \) to quantify the influence of observation noise on the model errors of the proposed model inference (20) (without using the redundant data) and the direct ordinary least-square estimator (13) (without processing the observation data), respectively. For stable (\( \alpha = 0.1 \)) and unstable (\( \alpha = 0.5 \)) real matrices, with 20000 random samples, the defined metrics under different numbers of observations are shown in Figure 2, which highlights the significant role of the data processor in reducing the model error.

Example 2 has demonstrated the promising advantages of the proposed model inference in identifying a dynamical system in the presence of observation noise. As indicated by Figure 1(a), we need to investigate its sample complexity to complete the whole inference architecture.

We obtain the trajectory of observation data from the real system (1):
by which (and using (3)), we arrive at
\[
\mathbf{r}_k^m = (A^{k-1} - A^{m-1}) \mathbf{x}(1) + \mathbf{w}_k^m + \sum_{i=0}^{k-2} A^i \mathbf{f}_m - i \mathbf{k} - 1 - i \mathbf{i} \\
- \sum_{i=k-1}^{m-2} A^i \mathbf{f}(m-1-i), \ m > k \in \mathbb{N},
\]
where \( \mathbf{f}_m \equiv \mathbf{f}(k) - \mathbf{f}(m) \) and \( \mathbf{w}_m \equiv \mathbf{w}(k) - \mathbf{w}(m) \). For the dynamics, we define the following stacked vectors:
\[
\mathbf{\bar{x}}(1) = \left[ \mathbf{x}^T(1), \mathbf{x}^T(1), \ldots, \mathbf{x}^T(1) \right]^T \in \mathbb{R}^{m \times |\mathcal{X}|}, \quad \mathbf{\bar{w}}_k \equiv \begin{cases} \left( \mathbf{w}_k^T(1), \ldots, \mathbf{w}_k^T(T_k) \right)^T, & \text{if } T_k \neq \emptyset \\ \text{null}, & \text{otherwise} \end{cases}
\]
\[
\mathbf{\bar{w}}_k = \begin{cases} \left( \mathbf{w}_k, \mathbf{w}_k, \ldots, \mathbf{w}_{k-p}, \mathbf{w}_{k-p+1} \right)^T, & \text{if } T_k \neq \emptyset \\ \text{null}, & \text{otherwise} \end{cases}
\]
\[
\mathbf{\bar{f}}_k \equiv \begin{cases} \left( \mathbf{r}_k, \mathbf{r}_k, \ldots, \mathbf{r}_{k-p}, \mathbf{r}_{k-p+1} \right)^T, & \text{if } T_k \neq \emptyset \\ \text{null}, & \text{otherwise} \end{cases}
\]
\[
\mathbf{\eta}_k \equiv \begin{cases} \left( \mathbf{\gamma}_k, \mathbf{\gamma}_k, \ldots, \mathbf{\gamma}_{k-p}, \mathbf{\gamma}_{k-p+1} \right)^T, & \text{if } T_k \neq \emptyset \\ \text{null}, & \text{otherwise} \end{cases}
\]
Correspondingly, we define the stacked diagonal matrices:
\[
\mathbf{A}(k,m) \equiv A^{k-1} - A^{m-1},
\]
\[
\mathbf{\hat{A}} \equiv \begin{cases} \text{diag} \{ \mathbf{A}(k,T_k(1)), \ldots, \mathbf{A}(k,T_k(T_k)) \}, & \text{if } T_k \neq \emptyset \\ \text{null}, & \text{otherwise} \end{cases}
\]
\[
\mathbf{\tilde{A}}(k) \equiv \text{diag} \{ \mathbf{\hat{A}}, \mathbf{\hat{A}}_1, \ldots, \mathbf{\hat{A}}_{p-2}, \mathbf{\hat{A}}_{p-1} \},
\]
\[
\mathbf{\tilde{A}} \equiv \text{diag} \{ \mathbf{I}_n, \mathbf{A}, \mathbf{A}^2, \ldots, \mathbf{A}^{k-2} \},
\]
\[
\mathbf{\tilde{A}}_k \equiv \begin{cases} \text{diag} \{ \mathbf{\hat{A}}, \mathbf{\hat{A}}_1, \ldots, \mathbf{\hat{A}}_2 \}, & \text{if } T_k \neq \emptyset \\ \text{null}, & \text{otherwise} \end{cases}
\]
\[
\mathbf{\tilde{A}}_k \equiv \begin{cases} \text{diag} \{ \mathbf{\hat{A}}, \mathbf{\hat{A}}_1, \ldots, \mathbf{\hat{A}}_2 \}, & \text{if } T_k \neq \emptyset \\ \text{null}, & \text{otherwise} \end{cases}
\]
\[
\mathbf{\tilde{A}}_k \equiv \begin{cases} \text{diag} \{ \mathbf{\hat{A}}, \mathbf{\hat{A}}_1, \ldots, \mathbf{\hat{A}}_2 \}, & \text{if } T_k \neq \emptyset \\ \text{null}, & \text{otherwise} \end{cases}
\]
\[
\mathbf{\tilde{A}}_k \equiv \begin{cases} \text{diag} \{ \mathbf{\hat{A}}, \mathbf{\hat{A}}_1, \ldots, \mathbf{\hat{A}}_2 \}, & \text{if } T_k \neq \emptyset \\ \text{null}, & \text{otherwise} \end{cases}
\]
We now introduce the following definition, which will be used to describe the assumptions made on noise.

**Definition 3 (Convex Concentration Property [37]):** Let \( \mathbf{f} \) be a random vector in \( \mathbb{R}^n \). We will say that \( \mathbf{f} \) has the convex concentration property with constant \( \kappa \), if for every 1-Lipschitz convex function \( \varphi : \mathbb{R}^n \to \mathbb{R} \), we have \( |\varphi(x)| < \infty \), and for every \( t > 0 \) the following holds:
\[
P( |\varphi(\mathbf{f})| - E |\varphi(\mathbf{f})| \geq t ) < 2e^{-\frac{t^2}{2}}.
\]

We make the following assumption on the initial condition, observation and process noise throughout this paper.

**Assumption 1:** Consider the real system (2) with processed bias \( \mathbf{h}_m \) given in (4) and \( \eta(k,p) \) given by (22).

1. \( \mathbf{f}(k) \sim \mathcal{D}_{\mathbf{f}}(0_n, \sigma_f^2) \) and \( \mathbf{w}(k) \sim \mathcal{D}_{\mathbf{w}}(0_n, \sigma_w^2) \).
2. \( \eta(k,p) \) has the convex concentration property with constant \( \kappa > 0 \).
3. \( \mathbf{h}_m \), \( i = 1, \ldots, n \), is \( \mathcal{F}_k \)-measurable and conditionally \( \gamma \)-sub-Gaussian for some \( \gamma > 0 \), i.e., \( E[|\lambda \mathbf{h}_{n+1}^\top |^{2}] < e^{ \lambda^2/2} \) for all \( \lambda \in \mathbb{R} \).

**Remark 6 (Zero Mean of Process Noise):** If the process noise has none-zero mean, i.e., \( \mathbf{f}(k) \sim \mathcal{D}(\mu_1, \sigma_f^2) \), the dynamics (1.1a) can still describe this scenario with minor transformations. In this scenario, dynamics (1.1a) is rewritten as
\[
\mathbf{x}(k+1) = \mathbf{A} \mathbf{x}(k) + \mu_1 + \mathbf{f}(k), \quad \mathbf{w}(k) \sim \mathcal{D}_{\mathbf{w}}(0_n, \sigma_w^2) \]
by which, the dynamics (1.1a) updates as
\[
\mathbf{x}(k+1) = \mathbf{A} \mathbf{x}(k) + \mathbf{f}(k) \sim \mathcal{D}(\mu_1, \sigma_f^2).
\]
We note that for the equivalent transformation from (24) to (25), the following condition must hold:
\[
\mathbf{A} \mathbf{x}(k) + \mu_1 = \mathbf{x}(k), \ \forall k \in \{k, k+1, \ldots, p-1\}.
\]
Otherwise, the two dynamics (24) and (25) do not have identical trajectory. Considering condition (26), matrix \( \mathbf{A} \) over the observation interval is obtained as
\[
\mathbf{A} = \mathbf{A} + [\mathbf{\mu}_1, \mathbf{\mu}_1, \ldots, \mathbf{\mu}_1] \mathbf{X}_{(k,p)} \mathbf{X}_{(k,p)}^\top^{-1},
\]
where \( \mathbf{X}_{(k,p)} = \mathbf{x}(k), \mathbf{x}(k+1), \ldots, \mathbf{x}(p) \).

**Remark 7 (Non-Zero Mean of Observation Noise):** In the adversary environment, the attacker is able to strategically inject some (non-zero mean) false data to observations to influence the model error for hindering reliable decision making [29], which is one motivation behind the non-zero mean of observation noise.

**Remark 8:** Examples of \( \eta(k,i) \) under Assumption 1.2 include any random vector \( \eta \sim \mathbb{R}^g \) with independent coordinates and almost sure \( \|\eta\| \leq 1 \) for any \( i \in \{1, \ldots, g\} \) [38], random vectors obtained via sampling without replacement [39], vectors with bounded coordinates satisfying some uniform mixing conditions or Dobrushin type criteria [38], among others [37]. Under Assumption 1.3, examples of \( \mathbf{h}_m \) include a bounded zero-mean noise lying in an interval of length at most \( 2\gamma^2 \) [40], a zero-mean Gaussian noise with variance at most \( \gamma^2 \) [40], among many others.
Under Assumption [1], we obtain from (21) that
\[ E[r_k^m(r_k^m)^\top] = \Phi_k^m - \Omega_k^m - \Theta_k^m, \] (27)
where we define:
\[
\begin{align*}
\Omega_k^m & \triangleq \left\{ \sum_{i=k}^{m-2} (A_i^{m+k}(A_i^\top)^\top + A_i^{(i-m+k)}(A_i^\top)^\top) \sigma_p^2, 2k-m \geq 1 \right. \\
& \left. \sum_{i=k}^{2k-m-2} (A_i^{m+k}(A_i^\top)^\top + A_i^{(i-m+k)}(A_i^\top)^\top) \sigma_p^2, 2k-m \geq 2 \right. \\
\Theta_k^m & \triangleq \left\{ \sum_{i=k}^{m-2} (A_i^{m+k}(A_i^\top)^\top + A_i^{(i-m+k)}(A_i^\top)^\top) \sigma_p^2, 2k-m \geq 1 \right. \\
& \left. \sum_{i=k}^{2k-m-2} (A_i^{m+k}(A_i^\top)^\top + A_i^{(i-m+k)}(A_i^\top)^\top) \sigma_p^2, 2k-m \geq 2 \right. \\
\Phi_k^m & \triangleq (A_k^{k-1} - A_{k-1})(A_k^{1-1} - A_{1-1})^\top \sigma_p^2 + 2\sigma_o^2 I_n \\
& + \sum_{i=k-1}^{m-2} A_i^{(i)}(A_i^\top)^\top \sigma_p^2 + 2 \sum_{i=0}^{k-2} A_i^{(i)}(A_i^\top)^\top \sigma_p^2.
\end{align*}
\] (28a)

The consideration of (27), we can obtain from (6) that
\[ E[X_{(k,p)^\top} Y_{(k,p)^\top}] = \sum_{r=q}^{n} \sum_{q=k}^{n} (\Phi_q^q - \Omega_q^q - \Theta_q^q) \Delta \Gamma_{(k,p)}, \] based on which, we define
\[ \Gamma_{(k,p)}(u) \triangleq \text{diag}\{M_{(k,p)}u, \ldots, M_{(k,p)}u\} \in \mathbb{R}^{m_{(k,p)} \times n_{(k,p)}}, \] (30a)

Moreover, based on (30) and (29), we define:
\[
\begin{align*}
\Xi_{(k,p)}(u) & \triangleq \Pi_{(k,p)} Y_{(k,p)^\top}(u) \Pi_{(k,p)}(u), \\
\Xi_{(k,p)} & \triangleq \sup_{u \in \mathbb{S}_{n-1}} \{ \Xi_{(k,p)}(u) \},
\end{align*}
\] (31a)

where \( \Pi_{(k,p)} \) is given in (33).

In addition, the covariance matrix of random vector \( \eta_{(k,p)} \) defined by (22) is obtained as
\[
C_{\eta} \triangleq E[\eta_{(k,p)^\top} \eta_{(k,p)^\top}] =
\begin{bmatrix}
C_{xx} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
* & C_{ww} & \mathbf{0} & \mathbf{0} \\
* & * & C_{ff} & C_{ff} \\
* & * & * & C_{ff}
\end{bmatrix},
\] (32)

where \( \mathbf{0} \) denotes zero matrix with compatible dimensions, \( C_{xx} \triangleq \sigma_o^2 I_{m_{(k,p)}} \), \( C_{ww} \), \( C_{ff} \), \( C_{ff} \) and \( C_{ff} \) are given in subsections A–D of Appendix E, respectively.

With the definitions at hand, we present an auxiliary proposition, which will be used in studying the sample complexity of the proposed model inference procedure.

**Proposition 1:** Under Assumptions [1] and [2], we have
\[
P\left[ \|M_{(k,p)^\top} X_{(k,p)^\top} Y_{(k,p)^\top} M_{(k,p)} - I_n \| > \rho \right] \leq 2 \left( \frac{2}{\varepsilon} + 1 \right)^n e^{-\min\left\{ \frac{(1-2\varepsilon)^2}{4\|\Xi_{(k,p)^\top}\|\|\Xi_{(k,p)^\top}\|} , \frac{(1-2\varepsilon)^2}{2\|\Xi_{(k,p)^\top}\|\|\Xi_{(k,p)^\top}\|} \right\}}
\]

for \( \varepsilon \in \left[ 0, \frac{1}{2} \right) \) and some universal constant \( \varepsilon > 0 \).

**Proof:** See Appendix F.

Leveraging Proposition [1] the sample complexity is presented in the following theorem.

**Theorem 2:** For any \( 0 \leq \varepsilon < \frac{1}{2} \), any \( 0 < \rho < 1 \), any \( 0 < \delta < 1 \), and any \( \phi > 0 \), we have \( P(\|A - A_{ij}\|) \leq \phi) \geq 1 - \delta \), as long as the following conditions hold:
\[
\min\left\{ \frac{(1 - 2\varepsilon)^2 \rho^2}{2\|\Xi_{(k,p)^\top}\|\|\Xi_{(k,p)^\top}\|} , \frac{(1 - 2\varepsilon)^2}{2\|\Xi_{(k,p)^\top}\|\|\Xi_{(k,p)^\top}\|} \right\} \geq \frac{\gamma^2}{2} \ln \left( \frac{4(\varepsilon + 1)^n}{\delta} \right),
\] (33)

\[
\lambda_{\min}(\Gamma_{(k,p)}) \geq \frac{32\varepsilon^2}{\delta^2(1 - \rho)} \ln \left( \frac{(1 - \rho)^{0.5n} 2.5^n}{\delta} \right),
\] (34)

**Proof:** See Appendix G.

**Remark 9:** There exists an optimal \( \varepsilon \) for the condition (33).

Let us define \( g(\varepsilon) = (1 - 2\varepsilon)^2 a - b \ln((\varepsilon + 1)^n)\), with \( a = \frac{\rho^2}{\|\Xi_{(k,p)^\top}\|\|\Xi_{(k,p)^\top}\|} , b = \frac{\rho^2}{\|\Xi_{(k,p)^\top}\|\|\Xi_{(k,p)^\top}\|} , c = \frac{1}{2} \). Given \( \frac{\gamma^2}{2} \ln \left( \frac{4(\varepsilon + 1)^n}{\delta} \right) \leq (1 - 2\varepsilon)^2 \rho^2 \), the optimal parameter can be numerically solved from the relation \((1 - 2\varepsilon_{\text{opt}})^2(2 + \varepsilon_{\text{opt}})\varepsilon_{\text{opt}} = \frac{4a}{b} \) with \( \varepsilon_{\text{opt}} \in [0, \frac{1}{2}] \), which is obtained through \( \frac{d g(\varepsilon)}{d \varepsilon} = 0 \).

**V. SAMPLE COMPLEXITY BOUNDS**

Building on the obtained sample complexity, the upper bound on the observation numbers, the lower bound on the model error, and the derived Redundant Data processor are investigated in this section. We note that all of the expected results rely on the inequalities (33) and (34), which however cannot be used in the current form due to the unknown \( A \) included in \( \Xi_{(k,p)^\top} \) and \( \Gamma_{(k,p)^\top} \). As a remedy, we first provide two estimation bounds pertaining to \( \Gamma_{(k,p)^\top} \) and \( \Xi_{(k,p)^\top} \).

**A. Bounds on \( \Gamma_{(k,p)^\top} \) and \( \Xi_{(k,p)^\top} \)**

We let \( \sigma_i(A) \) denote the \( i \)-th singular value of matrix \( A \). We assume the following bounds pertaining to \( A \) are known:
\[
\bar{\lambda}_A \leq \min_{i \in \{1, \ldots, n\}} \{ \sigma_i(A) \},
\] (35a)

\[
\underline{\lambda}_A \leq \min_{m \in \{1, \ldots, n\}, i \in \{1, \ldots, n\}} \{ \| A_{m-k} \|_F \},
\] (35b)

\[
\bar{\lambda}_A \geq \| A \|_F ,
\] (35c)

\[
\underline{\lambda}_A \geq \max_{m \in \{1, \ldots, n\}} \{ \| A_k^{k-1} - A^{m-1} \|_F \},
\] (35d)

based on which, we define the following functions:
\[
f_1(A) \triangleq \frac{2^{k-2} - 2^{k-2}}{2} \sigma_p^2 + \frac{2^{k-2} - 2^{k-2}}{2} \sigma_o^2 + 2 \sigma_o^2,
\] (36a)

\[
f_2(A) \triangleq \frac{2^{k-2} - 2^{k-2}}{2} \sigma_p^2 + 2 \sigma_o^2.
\] (36b)

With the definitions at hand, we present a proposition, leveraging which we can derive the lower bound on \( \lambda_{\min}(\Gamma_{(k,p)^\top}) \).

**Proposition 2:** Consider the dynamics (21). Under Assumption [1], we have
\[
E[r_k^m(r_k^m)^\top] \geq f_1(A) I_n, \quad \text{if } m > 2k - 1
\]
\[
E[r_k^m(r_k^m)^\top] \geq f_2(A) I_n, \quad \text{if } m \leq 2k - 1.
\] (37)

**Proof:** See Appendix F.
Given the observation data in a time interval \( \{k, k + 1, \ldots, p\} \), the proposed model inference needs \( p - k + 1 \) basis data. It follows from (36a) and (36b) that \( f_2(A) \leq f_1(A) \), which together with (6), (29) and (37) imply that
\[
\lambda_{\min}(\Gamma_{(k,p)}) \geq f_2(A)(p - k + 1).
\]

We next present the upper bound on \( \|\Xi_{(k,p)}\|_F \) in the following proposition.

**Proposition 3:** For matrix \( \Xi_{(k,p)} \) given in (31), the following inequality holds:
\[
\|\Xi_{(k,p)}\|_F \leq \sum_{r=1}^{n(k,q)} \sum_{k=q}^{n(k,r)} f(r,q).
\]
where \( n(k,q) \) is given in (30b) and
\[
g_{(k,p)} = \sum_{j=k}^{p-1} \frac{T_j}{T_{j+1}} \sum_{m=k}^{j-1} \frac{T_m}{T_{m+1}} \sum_{q=k}^{m-1} \frac{T_q}{T_{q+1}} |A|^{-1} |A|^{-1} |A|^{-1} + \sum_{m=k}^{p-1} \sum_{k=m}^{p-1} |T_m| |A| + \sum_{m=k}^{p-1} |T_m| n,
\]
\[
f_{(k,m)} = \begin{cases} f_1(A), & \text{if } m > 2k - 1 \\ f_2(A), & \text{if } m \leq 2k - 1. \end{cases}
\]

**Proof:** See Appendix G.

With the obtained upper bound, the condition (33) updates as
\[
\min \left\{ \frac{(1 - 2\varepsilon)^2 p^2}{p_2(p,k)}, \frac{(1 - 2\varepsilon)\rho}{p(p,k)} \right\} \geq \frac{\gamma^2}{2} \ln \frac{4(2 + 1)n}{\delta}.
\]

**B. Sample-Complexity Upper Bound**

The upper bound on the number of observations (i.e., \( p - k + 1 \)) that is sufficient to identify \( A \) with \((\theta, \delta)-\text{PAC}\) can be implicitly estimated from (34). Using the lower bound relation (38), the upper bound of sample complexity on the number of observations \( l \triangleq p - k + 1 \) is obtained as
\[
l_{up}(\phi, \delta) = \frac{32 c_k^2}{(1 - \rho) \phi^2 f_2(A)} \ln \left( \frac{(1 - \rho)^{0.5n} 2 \cdot 5^n}{2} \right) + 1,
\]

such that the proposed model inference solution is \((\theta, \delta)-\text{PAC}\) for \( p \geq l_{up}(\phi, \delta) + k + 1 \).

**Remark 10:** We note that the sample complexity upper bound can be further reduced with more knowledge of real system matrix, such as \( \max_{i \in \{1, \ldots, n\}} \{\sigma_i(A)\} < 1 \), as assumed in (20)–(25), (41). The relation (34), in conjunction with (28) and (29), implies that the knowledge of system matrix can be completely dropped, which however results in larger upper bound especially when the variance of observation noise is small.

**C. Redundant Data Processor**

As demonstrated by Figure 3 given the basis vector data, the resulted redundant vector data has complex influence on model inference error, which means that more redundant data does not necessarily lead to a smaller model error. This observation motivates to incorporate the Redundant Data Processor into our proposed model inference procedure, as show in Figure 11 (a), which optimally uses basis and redundant data to guarantee \((\theta, \delta)-\text{PAC}\) and reduce the model error. We let \( \mathbb{V}_{(k,p)} \) denote the set of basis and redundant vector data, i.e.: \( \mathbb{V}_{(k,p)} = \{ \mathbf{r}^q_r | q > \{k, k + 1, \ldots, p\} \} \), (44) based on which, we let \( \mathbb{I}_{(k,p)} \subseteq \mathbb{V}_{(k,p)} \) denote the set of basis and redundant vector data used by the inference computation (9).

The sample complexity analysis presented in Theorem 2 indicates that the choice of \( \mathbb{I}_{(k,p)} \) directly influences the left-hand terms of (42) and (43), whose larger magnitudes are preferred, since the proposed inference solution is more likely to be \((\theta, \delta)-\text{PAC}\). The relation (29) implies that the left-hand term of (34), i.e., \( \lambda_{\min}(\Gamma_{(k,p)}) \), is strictly increasing with respect to the number of redundant vector data, which is due to \( \mathbb{E}[\mathbf{r}_c^0 (\mathbf{r}_c^0)'] > 0, m > k \in \mathbb{N} \). Then, observing (42) and (34) we conclude that the left-hand term of (42) is more sensitive to redundant vector data. Motivated by this observation, we let the Redundant Data Processor leverage only the left-hand term of (42) to determine the usage of redundant and basis data:
\[
\mathbb{I}_{(k,p)} = \arg \max_{\mathbb{I}_{(k,p)} \subseteq \mathbb{V}_{(k,p)}} \left\{ \min \left\{ \frac{(1 - 2\varepsilon)^2 p^2}{p_2(p,k)}, \frac{(1 - 2\varepsilon)\rho}{p(p,k)} \right\} \right\}.
\]

**D. \((\theta, \delta)-\text{PAC} Verification**

We note that the computation of sample complexity upper bound needs the prescribed levels of model accuracy \( \phi \) and confidence \( 1 - \delta \), which however in turn relies on the estimated upper bound. This implies that if the prescribed \( \phi \) and \( \delta \) are not reasonable, the bound computation (43) is not feasible. To address this issue, we propose an algorithm of \((\theta, \delta)-\text{PAC} \) verification and updating, as described by Algorithm 1:
\[
l_{up}(\phi, \delta) \geq \frac{32 c_k^2}{(1 - \rho) \phi^2 f_2(A)} \ln \left( \frac{(1 - \rho)^{0.5n} 2 \cdot 5^n}{2} \right) + 1.
\]

**Remark 11:** Lines 4-9 of Algorithm 1 indicate that if the conditions (42) and (46) cannot hold through adjusting \( \rho \) and \( \varepsilon \), we have to reduce the prescribed levels of accuracy and confidence for feasibility of (42).

**E. Sample-Complexity Lower Bound**

We note that the condition (34) is equivalent to
\[
\phi \geq \frac{32 c_k^2}{\lambda_{\min}(\Gamma_{(k,p)}) (1 - \rho)} \ln \left( \frac{(1 - \rho)^{0.5n} 2 \cdot 5^n}{2} \right) \triangleq \phi_0,
\]
which indicates that the sample-complexity lower bound on the model error can be obtained through estimating the upper
With the knowledge of distributions, we can set $\phi, \kappa = 2$ random samples

the model error, as well as the obtained sample-complexity

ence in mitigating the influence of the observation noise in

\[ \text{bound on } \phi, \text{Considering (38), the upper bound on } \phi \text{ is obtained as} \]

\[ \phi_{\text{lo}}(\phi, \delta) = \frac{32cn^2}{f_2(A)} \left( \frac{1}{2} \right)^{0.5n} \frac{2 \cdot 5^n}{\delta}, \]

such that (34) holds if $\phi \geq \phi_{\text{lo}}(\phi, \delta)$.

VI. SIMULATION

For the system (1), we consider its real matrix as (19).

A. Redundant Vector Data

We let the initial condition, process and observation noise follow uniform distribution: $[x(1)]_i \overset{\text{i.i.d.}}{\sim} \mathcal{U}(-1, 1), [f(k)]_i \overset{\text{i.i.d.}}{\sim} \mathcal{U}(-10, 10) \text{ and } [w(k)]_i \overset{\text{i.i.d.}}{\sim} \mathcal{U}(0, 2), i = 1, 2, 3, 4$. We fix the observation-starting time and data length as $k = 1$ and $l = 8$, respectively. We let $X_1$ include the considered seven basis vector data: $r_1^2, r_1^3, \ldots, r_1^8$, based on which, we obtain twenty-one redundant vector data: $r_2^2, r_2^3, \ldots, r_2^8, r_3^3, \ldots, r_3^8, r_4^3, \ldots, r_4^8, r_5^3, \ldots, r_5^8, r_6^3, \ldots, r_6^8, r_7^3, \ldots, r_7^8, r_8^3, \ldots, r_8^8$, increasingly using which, the means of matrix error $\|A_{\text{inf}} - A\|$ with different numbers of random samples $s$ are shown in Figure 3 which shows that

- redundant data has significant influence on model error regardless of matrix stability, which highlights the importance of Redundant Data Processor in model inference;
- incorporating twenty-one redundant vectors into the proposed inference procedure such that (17) holds, the naive and proposed inference procedures have the same model error, which demonstrates statement 2) in Theorem 1.

B. Sample Complexity

To demonstrate the advantage of the proposed model inference in mitigating the influence of the observation noise in the model error, as well as the obtained sample-complexity upper bound, we let $[w(k)]_i \overset{\text{i.i.d.}}{\sim} \mathcal{U}(0, 1), [w(k)]_i \overset{\text{i.i.d.}}{\sim} \mathcal{U}(-0.05, 0.05), [x(1)]_i \overset{\text{i.i.d.}}{\sim} \mathcal{U}(-0.05, 0.05), i = 1, \ldots, 4$. With the knowledge of distributions, we can set $\gamma = 0.0833, \kappa = 2.2\sqrt{2}, \epsilon = 9.5$. We consider an unstable real matrix (19) with $\alpha = 4315$. We assume we only know its upper bound on singular values: $\Sigma(A) = 1.004$. We let the observation-starting time be the initial time. By Algorithm 1, we can set $(\phi = 1.5, \delta = 0.2811)$-PAC, and we obtain an upper bound on the number of observations as $\ell_{\text{up}} = 140$, and set the observation terminal time as $p = 145$. The model errors and their means with 10000 samples under different terminal time are shown in Figure 4 from which we observe that 1) the model error of the proposed model inference is much smaller than that of the ordinary least-square estimator (18), and 2) $(\phi = 1.5, \delta = 0.2811)$-PAC is successfully achieved after $p > 140$.

VII. CONCLUSION

This paper has studied the problem of model inference using finite-time noisy state data from a single system trajectory. We have systematically compared the proposed model inference and the naive model inference and highlighted the advantages of the proposed inference procedure with incorporation of the redundant data processor. We then investigated the bounds on sample complexity of the proposed model inference in the
presence of observation noise, which leads to the dependence of the processed bias in the observation data on time and coordinates. The effectiveness of the proposed model inference procedures have been numerically demonstrated.

Our analysis suggests two future research directions: 1) finite-time model inference of continuous-time systems via sampling, with well-calibrated state measurements, i.e., neither underestimation nor overestimation, and sample complexity of the model inference in the presence of process and observation noise with time-varying means and dependencies.

**APPENDIX A: AUXILIARY LEMMATA**

We present the auxiliary lemmas for the proofs of main results.

**Lemma 4 (Block Matrix Inverse)**: Consider the block matrix 
\[
\bar{R} \triangleq \begin{bmatrix} A & B \\ C & D \end{bmatrix}. 
\] Assume \( D \) is nonsingular; then the matrix \( \bar{R} \) is invertible if and only if the Schur complement \( \bar{A} - \bar{B}D^{-1}\bar{C} \) of \( D \) is invertible, and
\[
\bar{R}^{-1} = \begin{bmatrix} \bar{A} - \bar{B}D^{-1} \bar{C} & \bar{C}(\bar{A} - \bar{B}D^{-1} \bar{C})^{-1} \\ \bar{D}^{-1} & \bar{D}^{-1}(\bar{A} - \bar{B}D^{-1} \bar{C})^{-1}\bar{D} - \bar{A}\bar{D}^{-1}\bar{C} \end{bmatrix}. 
\]

**Lemma 5**: Let \( f \) be a mean zero random vector in \( \mathbb{R}^n \), whose covariance matrix is denoted by \( \text{Cov}(f) \). If \( f \) has the convex concentration property with constant \( \kappa \), then for any \( A \in \mathbb{R}^{n \times n} \) and every \( t > 0 \), we have
\[
\text{P}[ \bar{f}^T Af - \mathbb{E}[\bar{f}^T Af] \geq t] \leq 2e^{-\frac{\kappa^2 t^2}{\text{tr}^2(\mathbb{E}[\bar{f}^T f])}} \leq 2e^{-ct^2} \min\left\{1, \frac{\text{tr}^2(\mathbb{E}[\bar{f}^T f])}{\kappa^2 t^2}\right\}
\]
for some universal constant \( c \).

**Lemma 6**: Let \( W \) be an \( d \times d \) a symmetric random matrix. Furthermore, let \( \mathcal{N} \) be an \( \varepsilon \)-net of \( \mathcal{S}^{d-1} \) with minimal cardinality. Then for all \( \rho > 0 \), we have
\[
\text{P}[||W|| > \rho] \leq \frac{2}{\varepsilon} + 1)^n \max_{u \in \mathcal{N}} \mathbb{P}[||Wu||_2 > (1 - \varepsilon)\rho], \quad \varepsilon \in [0, 1). \quad (47)
\]

**Lemma 7**: Let \( \mathcal{F}_t \) be a filtration. Let \( \{\eta_t\}_{t \geq 1} \) be a stochastic process adapted to \( \mathcal{F}_t \) and taking values in \( \mathbb{R} \). Suppose \( \eta_t \) is \( \mathcal{F}_t \)-measurable and \( \gamma \)-sub-Gaussian for some \( \gamma > 0 \). Let \( S > 0 \), \( \eta^T = [\eta_2, \eta_3, \ldots, \eta_1, 1] \), and \( X^T = [x_1, x_2, \ldots, x_t] \). The following
\[
\|X^T + S^{-0.5} X^T \eta\|^2 \leq 2\gamma^2 \ln \left( \frac{\det((X^T X + S)S^{-1})}{\delta} \right) \]
holds with the probability of at least \( 1 - \delta \).

**APPENDIX B: PROOF OF LEMMA 2**

We first prove (16a). Let \( \mathbf{w} \in \ker(P_{t(k,p)}) \). From (8a), we have
\[
\mathbf{w}^T P_{t(k,p)} \mathbf{w} = \sum_{m=k}^{p-1} \sum_{q=T_m(1)}^{T_m} \mathbf{w}^T \mathbf{r}_m^q (\mathbf{r}_m^q)^T \mathbf{w} = 0, \quad (49)
\]
which means
\[
(\mathbf{r}_m^q)^T \mathbf{w} = 0, \quad \forall m \in \{k, \ldots, p-1\}, \forall q \in \mathcal{T}_m,
\]
which, in conjunction with (6), indicates that
\[
\mathbf{w} \in \ker(\hat{X}^T_{(k,p)}), \quad \ker(P_{t(k,p)}) = \ker(\hat{X}^T_{(k,p)}). \quad (50)
\]

With the consideration of (5), if \( |\mathcal{T}_k| = p-k \), we have \( \mathcal{T}_k \triangleq \{k+1, k+2, \ldots, p-1, p\} \), such that each vector of the matrix \( \hat{X}_m \neq \text{null} \), defined in (6a), is a linear combination of vectors of \( \hat{X}_k \) for \( k+1 \leq m \leq p-1 \). Thus, considering (6b), we have \( \ker(\hat{X}^T_{(k,p)}) = \ker(\hat{X}^T_{k}) \), which together with (50) lead to (16a).

We next consider the proof of (16b). Let \( \mathbf{w} \in \ker(\hat{X}^T_{(k,p)}), \hat{X}^T_{(k,p)} \mathbf{w} = 0 \), which further equates to \( \hat{X}^T_{(k,p)} \mathbf{w} = 0 \). We thus directly obtain (16b).

**APPENDIX C: PROOF OF LEMMA 5**

For the notation \( \mathbf{y}(k) \triangleq \begin{bmatrix} \mathbf{r}(k) \\ 1 \end{bmatrix} \), we define
\[
\mathbf{y}_m^q \triangleq \mathbf{y}(m) - \mathbf{y}(q) = \begin{bmatrix} \mathbf{r}_m^q \\ 0 \end{bmatrix} = \begin{bmatrix} \mathbf{r}(m) - \mathbf{r}(q) \end{bmatrix}. \quad (51)
\]
If \( \text{rank}(\hat{X}^T_{(k,p)}) < n \), then (6a), (6b) imply that there exist scalars \( \alpha_m^q \) \( \forall m \in \{k, \ldots, p-1\}, \forall q \in \mathcal{T}_m \), with \( \mathcal{T}_m \neq \emptyset \), not all...
zero, such that \( \sum_{m=k}^{p-1} T_m((T_m)^{-1}) = 0 \), which leads to conclude from (51) that
\[
\sum_{m=k}^{p-1} T_m((T_m)^{-1}) = \sum_{m=k}^{p-1} \sum_{q=m+1}^{p} \alpha_m^q y_m^q = 0_{n+1}.
\]

(52)

We note that \( \hat{X}_{(k,p)} \) given by (11b) can be rewritten as \( \hat{X}_{(k,p)} = [y(k), y(k+1), \ldots, y(p-1)]^T \). We also note that \( \hat{X}_{(k,p)} \in \mathbb{R}^{(p-k) \times (n+1)} \), and (52) implies that its rows are linearly dependent. We thus have \( \hat{X}_{(k,p)} < n + 1 \). In light of (50) and (10b), if rank \((P_{(k,p)}) < n\), we have rank \((X_{(k,p)}) < n\), which leads to rank \((\hat{X}_{(k,p)} - \hat{X}_{(k,p)}) < n + 1 \). Finally, by Definition 1, we conclude that if the proposed model inference is not feasible, the naive one is not feasible as well.

**APPENDIX D: PROOF OF THEOREM 1**

Lemma 3 implies that to prove statement 1) we only need to prove that if the proposed inference solution (9) is feasible, the naive inference solution (15) is also feasible.

It follows from (11b) that
\[
\hat{X}_{(k,p)} = \begin{bmatrix} \hat{A} & \hat{B} \\ \hat{C} & \hat{D} \end{bmatrix},
\]
where
\[
\hat{A} = \sum_{m=k}^{p-1} r(m)r^T(m), \quad \hat{B} = \sum_{m=k}^{p-1} r(m) = C^T, \quad \hat{D} = p - k
\]
from which we obtain that
\[
\hat{A} - \hat{B}\hat{D}^{-1}\hat{C} = \sum_{m=k}^{p-1} r(m)r^T(m) - \frac{1}{p-k}\sum_{m=k}^{p-1} \sum_{q=k+1}^{p} r(m) - \sum_{q=k+1}^{p} r(q) = (p-k)\sum_{m=k}^{p-1} r(m+1) = P_{(k,p)}
\]
\[
= \sum_{m=k}^{p-1} r(m+1) = P_{(k,p)}
\]
\[(53)\]

We note that any other vector of nonzero matrix \( \hat{X}_{m} \) given in (63) is a linear combination of the vectors of \( X_{k} \) with \( |T_k| = p - k \), for any \( p - 1 \geq m \geq k + 1 \). Thus, we have
\[
\ker \left( \sum_{m=k}^{p-1} (r(m) - r(q))(r(m) - r(q))^T \right) = \ker \left( \hat{X}_{(k,p)}^T \right), \quad \text{if } |T_k| = p - k,
\]
which in light of (16a) indicates that
\[
\ker \left( \sum_{m=q+1}^{p} (r(m) - r(q))(r(m) - r(q))^T \right) = \ker \left( P_{(k,p)} \right),
\]
which together with (55) further imply that if \( P_{(k,p)} \) is invertible, \( \hat{A} - \hat{B}\hat{D}^{-1}\hat{C} \) is also invertible. With the consideration of (53) and Lemma 4 in Appendix A, we conclude that if the proposed inference solution (9) is feasible (i.e., \( P_{(k,p)} \) is invertible), the naive inference solution (15) (i.e., \( \hat{X}_{(k,p)} - \hat{X}_{(k,p)} \) is invertible) is also feasible. We therefore arrive at the conclusion that the same observation data has identical influence on the feasibility of the two inferences.

We next prove statement 2). Following the method of forming matrix \( P_{(k,p)} \) in (17), the matrix (85) accordingly updates as
\[
Q_{(k,p)} = \sum_{m=k}^{p-1} \sum_{q=k+1}^{p-1} r(q+1)(r^q_m)^T.
\]
In addition, we obtain from (54) that
\[
D^{-1}\hat{C} = \frac{1}{p-k}\sum_{m=k}^{p-1} r^T(m).
\]
(57)

It follows from (11a) and (11b) that
\[
\hat{Y}_{(k,p)}^T \hat{X}_{(k,p)} = \left[ \sum_{m=k}^{p-1} r(m+1)r^T(m), \sum_{m=k}^{p-1} r(m+1) \right].
\]
(58)

Since \( \hat{A} = [A, h] \), the structure of inference solution is \( A_{hk} = [A_{hs}, b] \). Moreover, (55) implies that \( \hat{A} - \hat{B}\hat{D}^{-1}\hat{C} \) is invertible if \( P_{(k,p)} \) is invertible. Thus, in light of Lemma 4 in Appendix A, with the consideration of (55)–(58) and the computation (9), we have
\[
A_{hk} = \sum_{m=k}^{p-1} r(m+1)r^T(m)(\hat{A} - \hat{B}\hat{D}^{-1}\hat{C})^{-1}
\]
\[
= \sum_{m=k}^{p-1} r(m+1)P_{(k,p)}^{-1}
\]
\[(60)\]

where \( P_{(k,p)} \) and \( Q_{(k,p)} \) are given by (17) and (56), respectively. The relations (59) and (60) indicate that if \( \text{rank}(P_{(k,p)}) = n \), the naive and proposed inference procedures generate the same solution for the system matrix, which completes the proof.

**APPENDIX E: NOTATIONS OF COVARIANCE MATRIX**

**A. Component \( C_{ww} \):** We denote
\[
C_{ww} = \begin{bmatrix} C_{w,k}^{(k)} & C_{w,k+1}^{(k,k+1)} & \cdots & C_{w,p-1}^{(p-1)} \\ C_{w,k+1}^{(k,k+1)} & C_{w,k+2}^{(k+1,k+2)} & \cdots & C_{w,k+1}^{(k+1,p-1)} \\ \vdots & \vdots & \ddots & \vdots \\ C_{w,k+2}^{(k+2,k+2)} & \cdots & \cdots & C_{w,k+2}^{(k+2,p-1)} \\ \vdots & \vdots & \vdots & \vdots \\ C_{w,p-1}^{(p-1,k+1)} & \cdots & \cdots & C_{w,p-1}^{(p-1,p-1)} \end{bmatrix},
\]

\[
\mathcal{C}_{ww} \triangleq 
\begin{bmatrix} C_{w,k}^{(k)} & C_{w,k+1}^{(k,k+1)} & \cdots & C_{w,p-1}^{(p-1)} \\ * & C_{w,k+1}^{(k+1,k+1)} & \cdots & C_{w,k+1}^{(k+1,p-1)} \\ * & * & \ddots & \vdots \\ * & * & * \cdots & C_{w,p-1}^{(p-1,p-1)} \end{bmatrix}
\]
where we define:

\[
C_{(k,m,i)} \triangleq \begin{cases} 
\sigma^2I_n, & \text{if } k = m \text{ or } k + i = m + j \\
-\sigma^2I_n, & \text{if } k = m + j \text{ or } k + i = m \\
O_{n \times n}, & \text{otherwise}
\end{cases}
\]

B. Component \(C_{ff}\): We denote

\[
C_{ff} \triangleq \begin{bmatrix} 
C^{f}_{k,k} & C^{f}_{k,k+1} & \cdots & C^{f}_{k,p-1} \\
* & C^{f}_{k+1,k+1} & \cdots & C^{f}_{k+1,p-1} \\
* & * & \cdots & C^{f}_{k+p-1,p-1}
\end{bmatrix}
\]

where we define:

\[
C^{f}_{k,m} \triangleq \begin{cases} 
\sigma^2I_n, & \text{if } k = m \\
-\sigma^2I_n, & \text{if } k = m + j \text{ or } k + i = m \\
O_{n \times n}, & \text{otherwise}
\end{cases}
\]

C. Component \(C_{ff}^T\): We denote

\[
C_{ff}^T \triangleq \begin{bmatrix} 
C^{f T}_{k,k} & C^{f T}_{k,k+1} & \cdots & C^{f T}_{k,p-1} \\
* & C^{f T}_{k+1,k+1} & \cdots & C^{f T}_{k+1,p-1} \\
* & * & \cdots & C^{f T}_{k+p-1,p-1}
\end{bmatrix}
\]

where we define:

\[
C^{f T}_{(m,i)j} \triangleq \begin{cases} 
\sigma^2I_n, & \text{if } m - i = m - j \\
-\sigma^2I_n, & \text{if } m - i = m - j + 1 \\
O_{n \times n}, & \text{otherwise}
\end{cases}
\]

D. Component \(C_{ff}^T\): We denote

\[
C_{ff}^T = \begin{bmatrix} 
\tilde{C}_{k,k} & \tilde{C}_{k,k+1} & \cdots & \tilde{C}_{k,p-1} \\
\tilde{C}_{k+1,k} & \tilde{C}_{k+1,k+1} & \cdots & \tilde{C}_{k+1,p-1} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{C}_{p-1,k} & \tilde{C}_{p-1,k+1} & \cdots & \tilde{C}_{p-1,p-1}
\end{bmatrix}
\]

where we define:

\[
\tilde{C}_{(m,i,j,s,t)} \triangleq \begin{cases} 
-\sigma^2I_n, & \text{if } k = m \text{ or } k + i = m + j \\
O_{n \times n}, & \text{otherwise}
\end{cases}
\]

APPENDIX F: PROOF OF PROPOSITION

It follows from (29) that

\[
E \left[ M_{(k,p)}^T X_{(k,p)} X_{(k,p)}^T M_{(k,p)} \right] = M_{(k,p)}^T E \left[ X_{(k,p)} X_{(k,p)}^T \right] M_{(k,p)}
\]

We note for a matrix \(A \in \mathbb{R}^{n \times n}\), \(\|A\| = \sup_{u \in \mathbb{S}^{n-1}} |u^T A u|\), which, in conjunction with (61), leads to

\[
\left\| \left( X_{(k,p)}^T M_{(k,p)} \right)^T X_{(k,p)}^T M_{(k,p)} - I_n \right\| = \left\| \left( X_{(k,p)}^T M_{(k,p)} \right)^T X_{(k,p)}^T M_{(k,p)} \right\| - E \left[ M_{(k,p)}^T X_{(k,p)} X_{(k,p)}^T M_{(k,p)} \right] u
\]

\[
= \sup_{u \in \mathbb{S}^{n-1}} \left\| u^T (X_{(k,p)}^T M_{(k,p)} u)^T X_{(k,p)}^T M_{(k,p)} u \right\| - E \left[ M_{(k,p)}^T X_{(k,p)} X_{(k,p)}^T M_{(k,p)} \right] u
\]

\[
= \sup_{u \in \mathbb{S}^{n-1}} \left\| X_{(k,p)}^T M_{(k,p)} u \right\|_2^2 - E \left\| X_{(k,p)}^T M_{(k,p)} u \right\|_2^2.
\]

Observing (22) and (23), we arrive at

\[
X_{(k,p)}^T M_{(k,p)} u = \Upsilon_{(k,p)}^T (u) \Pi_{(k,p)} \eta_{(k,p)},
\]

where \(\Upsilon_{(k,p)}(u), \Pi_{(k,p)}(u)\) and \(\eta_{(k,p)}(u)\) are defined by (30) and (23), respectively. Inserting (65) into (62), we arrive at

\[
\left\| X_{(k,p)}^T M_{(k,p)} u \right\|_2^2 \leq E \left\| X_{(k,p)}^T M_{(k,p)} u \right\|_2^2.
\]

Let us set \(\epsilon > 0\) and \(\rho > 0\). Noting the defined matrices in (61), we have

\[
-\frac{1}{\epsilon \sigma^2} \min \left\{ \frac{\rho^2}{\| \Upsilon_{(k,p)}(u) \|_F^2 \| C_{(s,t)} \|}, \frac{\rho^2}{\| \Upsilon_{(k,p)}(u) \|_F^2 \| C_{(s,t)} \|} \right\}
\]

\[
\leq -\frac{1}{\epsilon \sigma^2} \min \left\{ \frac{\rho^2}{\| \Upsilon_{(k,p)}(u) \|_F^2 \| C_{(s,t)} \|}, \frac{\rho^2}{\| \Upsilon_{(k,p)}(u) \|_F^2 \| C_{(s,t)} \|} \right\}.
\]

Applying Lemma [1] with consideration of (65), (32) and (31), we conclude that

\[
\left\| \Upsilon_{(k,p)} \Pi_{(k,p)} \eta_{(k,p)} \right\|_2^2 > \rho
\]
holds with probability at most
\[ 2e^{-\frac{\delta}{2\gamma^2}} \min \left\{ \frac{(1-2\varepsilon)^2 e^2}{||\Sigma_{(k,p)}||^2}, \frac{(1-2\varepsilon)\rho}{||\Sigma_{(k,p)}||} \right\}. \]

Then, noting (54), as a consequence, we have that
\[
\left\| \left( X_{(k,p)}^\top M_{(k,p)} \right)^\top X_{(k,p)}^\top M_{(k,p)} - I_n \right\| = \sup_{u \in \mathbb{S}^{n-1}} \left\| u^\top \left( \left( X_{(k,p)}^\top M_{(k,p)} \right)^\top X_{(k,p)}^\top M_{(k,p)} - I_n \right) u \right\| 
\geq (1-2\varepsilon)\rho
\] holds with probability at most
\[ 2e^{-\frac{\delta}{2\gamma^2}} \min \left\{ \frac{(1-2\varepsilon)^2 e^2}{||\Sigma_{(k,p)}||^2}, \frac{(1-2\varepsilon)\rho}{||\Sigma_{(k,p)}||} \right\}. \]

Then, applying (48) in Lemma 6 we obtain the proposition.

**APPENDIX G: PROOF OF THEOREM 2**

We conclude from (3) and (7) that \( A - A_{df} = -R_{(k,p)} P_{(k,p)}^{-1} \). Noticing (83), we then have
\[
\| A - A_{df} \| = \left\| R_{(k,p)} P_{(k,p)}^{-1} \right\| = \left\| R_{(k,p)} P_{(k,p)}^{-0.5} P_{(k,p)}^{-0.5} \right\| \leq \left\| R_{(k,p)} P_{(k,p)}^{-0.5} \right\| \left\| P_{(k,p)}^{-0.5} \right\| \leq \left\| R_{(k,p)} (X_{(k,p)} X_{(k,p)}^\top)^{-0.5} \right\| \left\| (X_{(k,p)} X_{(k,p)}^\top)^{-0.5} \right\|, \]

for which we define two events:
\[
\Omega_1 \triangleq \left\{ \left\| R_{(k,p)} (X_{(k,p)} X_{(k,p)}^\top)^{-0.5} \right\| > \phi \right\}, \quad (66a)
\Omega_2 \triangleq \left\{ \left\| M_{(k,p)} X_{(k,p)} X_{(k,p)}^\top M_{(k,p)} - I_n \right\| \leq \rho \right\}, \quad (66b)
\]

from which, using (66), we have
\[
P\left[ \| A_{df} - A \| > \phi \right] \leq P\left[ \Omega_1 \cap \Omega_2 \right] + P\left[ \Omega_2^c \right]. \]

In the following, we derive two upper bounds to finish the proof.

**Upper Bound on \( P(\Omega_1 \cap \Omega_2) \):** When \( \Omega_2 \) occurs, we have
\[
(1-\rho) I_n \leq M_{(k,p)} X_{(k,p)} X_{(k,p)}^\top M_{(k,p)} \leq (1+\rho) I_n.
\]
As a consequence, we get
\[
(1-\rho) M_{(k,p)}^{-2} \leq X_{(k,p)} X_{(k,p)}^\top \leq (1+\rho) M_{(k,p)}^{-2}, \quad (71)
\]

which implies
\[
\lambda_{\min}^0 (X_{(k,p)} X_{(k,p)}^\top) \geq \lambda_{\min}^0 ((1-\rho) M_{(k,p)}^{-2}) \triangleq \beta. \quad (72)
\]
We note that
\[
\left\| \left( X_{(k,p)} X_{(k,p)}^\top \right)^{-0.5} \right\| = \lambda_{\max}^0 (X_{(k,p)} X_{(k,p)}^\top) \geq \lambda_{\min}^0 (X_{(k,p)} X_{(k,p)}^\top),
\]
by which, we thus obtain from (72) that
\[
\frac{1}{\beta} \geq \left\| \left( X_{(k,p)} X_{(k,p)}^\top \right)^{-0.5} \right\|.
\]
As a consequence, we conclude from (67) that
\[
\Omega_1 \cap \Omega_2 \subseteq \left\{ \left\| R_{(k,p)} (X_{(k,p)} X_{(k,p)}^\top)^{-0.5} \right\| > \beta \phi \right\} \cap \Omega_2. \quad (73)
\]

The left-hand inequality of (71) implies
\[
2X_{(k,p)} X_{(k,p)}^\top \geq (1-\rho) M_{(k,p)}^{-2} + X_{(k,p)} X_{(k,p)}^\top,
\]
which means, with 0 < \( \rho < 1 \), that
\[
(X_{(k,p)} X_{(k,p)}^\top)^{-1} \leq 2 \left\{ (1-\rho) M_{(k,p)}^{-2} + X_{(k,p)} X_{(k,p)}^\top \right\}^{-1},
\]
which, in conjunction with (73), leads to
\[
\Omega_1 \cap \Omega_2 \subseteq \left\{ \sqrt{\phi} \left\| R_{(k,p)} (S + X_{(k,p)} X_{(k,p)}^\top)^{-0.5} \right\| > \beta \phi \right\} \cap \Omega_2, \quad (74)
\]
where we denote
\[
S \triangleq (1-\rho) M_{(k,p)}^{-2}. \quad (75)
\]

We now define two additional events:
\[
\Phi_1 \triangleq \left\{ \left\| (S + X_{(k,p)} X_{(k,p)}^\top)^{-0.5} R_{(k,p)}^\top \right\|^2 > 16\varepsilon^2 \ln \left( \det \left( (S + X_{(k,p)} X_{(k,p)}^\top) S^{-1} \right) \right)^0 \frac{1}{\delta_0} \right\}, \quad (76)
\]
\[
\Phi_2(u) \triangleq \left\{ \left\| (S + X_{(k,p)} X_{(k,p)}^\top)^{-0.5} R_{(k,p)}^\top u \right\|^2 > 4\varepsilon^2 \ln \left( \det \left( (S + X_{(k,p)} X_{(k,p)}^\top) S^{-1} \right) \right)^0 \frac{1}{\delta_0} \right\}, \quad (77)
\]
where \( u \in \mathbb{S}^{n-1} \).

We define
\[
\tilde{H}_{(k,p)} \triangleq \left[ \tilde{H}_{k}, \tilde{H}_{k+1}, \ldots, \tilde{H}_{p-1} \right],
\]
where
\[
\tilde{H}_{k} \triangleq \left[ \hat{h}_{k}^{T(1)}, \hat{h}_{k}^{T(2)}, \ldots, \hat{h}_{k}^{T(\#T_{k})} \right], \quad \text{if } T_{k} \neq \emptyset,
\]
otherwise.

Thus, \( R_{(k,p)} \) is given in (8c) equates to \( R_{(k,p)} = \tilde{H}_{(k+1,p)} X_{(k,p)}^\top \). As a consequence, \( R_{(k,p)}^\top u = X_{(k,p)} (\tilde{H}_{(k+1,p)}^\top u) \). We note that
under Assumption $\mathcal{H}$, $u \in S^{n-1}$ implies $(\mathbf{h}^n_m)^\top u$ is $\mathcal{F}_k$-measurable and conditionally $\gamma$-sub-Gaussian for some $\gamma > 0$. We note that (69) implies $4\epsilon c^2 = 2\gamma^2$. In light of Lemma 7 we have $P[\Phi_2(u)] \leq \delta_0$. Furthermore, applying (47), with the setting of $\epsilon = \frac{1}{5}$ in Lemma 6 we obtain
\[
P[\Phi_1] \leq 5^n \max_{w \in \mathcal{X}} P[\Phi_2(u)] \leq 5^n \delta_0. \tag{78}
\]

We let $\delta_0 = \frac{\delta}{2\sqrt{n}}$, such that
\[
\beta \geq \frac{4\sqrt{2\epsilon c^2}}{\delta} \sqrt{\ln \left( \frac{2 \cdot 5^{1.5n} \delta_0}{1 - \rho} \left( \frac{1 - \rho}{10} \right)^{0.5n} \right)}
\]
\[
= \frac{4\sqrt{2\epsilon c^2}}{\delta} \sqrt{\ln \left( \frac{2 \cdot 5^{1.5n} \delta_0}{1 - \rho} \right)}^{0.5n}
\]
\[
= \frac{4\sqrt{2\epsilon c^2}}{\delta} \sqrt{\ln \left( \frac{1}{\delta_0} \left( \det (2\mathbf{T}_n) \right) \right)}^{0.5n}
\]
\[
= \frac{4\sqrt{2\epsilon c^2}}{\delta} \sqrt{\ln \left( \frac{1}{\delta_0} \left( \det \left( S + X(k,p)X^\top(k,p)S^{-1} \right) \right) \right)}^{0.5n}, \tag{79}
\]

where the last inequality from its previous step is obtained via considering the inequality $X(k,p)X^\top(k,p) \leq \frac{2}{\beta} |S|$ that follows from (75) and (71).

Combining the inequality in (74) with (79) yields
\[
\left\| R_{(k,p)} \left( S + X(k,p)X^\top(k,p) \right)^{-0.5} \right\| \geq \frac{\beta \phi}{\sqrt{2}} = 4\sqrt{2\epsilon c^2} \sqrt{\ln \left( \frac{1}{\delta_0} \left( \det \left( S + X(k,p)X^\top(k,p)S^{-1} \right) \right) \right)}^{0.5n},
\]

by which, and considering (74) and (76), we deduce that under the condition (79) if the event $\Omega_1$ occurs, the event $\Phi_2$ occurs consequently. We thus obtain:
\[
P[\Omega_1 \cap \Omega_2] \leq P[\Phi_1 \cap \Omega_2]. \tag{80}
\]

We note that the condition (80) is equivalent to
\[
\chi_{\min}^{0.5} \left( (1 - \rho) \Gamma(k,p) \right) \geq \frac{4\sqrt{2\epsilon c^2}}{\delta} \sqrt{\ln \left( \frac{2 \cdot 5^{1.5n} \delta_0}{1 - \rho} \left( \frac{1 - \rho}{10} \right)^{0.5n} \right)},
\]

inserting the definition of $\beta$ in (72) into which, we arrive at
\[
\beta \geq \frac{4\sqrt{2\epsilon c^2}}{\delta} \sqrt{\ln \left( \frac{2 \cdot 5^{1.5n} \delta_0}{1 - \rho} \left( \frac{1 - \rho}{10} \right)^{0.5n} \right)},
\]

by which we conclude that (79) holds if the condition (80) is satisfied. Moreover, recalling that the event $\Omega_2$ always occurs under the condition (33) (proved in Upper Bound on $P[\Omega_2]$), we conclude from (80) and (75) that
\[
P[\Omega_1 \cap \Omega_2] \leq P[\Phi_1] \leq 5^n \delta_0
\]

holds as long as both (33) and (34) are satisfied. In addition, due to $\delta_0 = \frac{\delta}{2\sqrt{n}}$, we have
\[
P[\Omega_1 \cap \Omega_2] \leq \delta. \tag{81}
\]

**Conclusion:** Combining (68) with (70) and (81) straightforwardly yields $P[\|A_k - A\| > \phi] \leq \delta$.

**APPENDIX F: PROOF OF PROPOSITION 2**

For $m > 2k - 1$, the third term in the right-hand side of (21) can be rewritten as
\[
\sum_{i=k-1}^{m-2} A^i f(m - 1 - i) = \sum_{i=k-1}^{m-2} A^i f(m - 1 - i) + \sum_{i=k-1}^{m-2} A^i f(m - 1 - i). \tag{82}
\]

Under Assumption $\mathcal{H}$, it is straightforward to verify from (21) and (82) that
\[
E \left[ r^m_k \right] \geq (A^k - A^{m-1}) E \left[ x(1) x^\top(1) \right] (A^k - A^{m-1})^\top + E \left[ \sum_{i=k-1}^{m-2} A^i f(m - 1 - i) \sum_{i=k-1}^{m-2} A^i f(m - 1 - i) \right]^\top \right.
\]
\[
= (A^k - A^{m-1})^\top \sigma_1^2 + 2\sigma_2^2 I_n
\]
\[
+ \sum_{i=k-1}^{m-2} A^i (A^i)^\top \sigma_p^2. \tag{83}
\]

Considering $m > k$, we have
\[
(A^k - A^{m-1}) (A^k - A^{m-1})^\top = A^{k-1} (I_n - A^{m-k}) (I_n - A^{m-k})^\top (A^{k-1})^\top. \tag{84}
\]

Noting $\sigma_i(A) = \lambda_i(A A^\top)$, where $\lambda_i(A)$ denotes the $i$th eigenvalue of $A$, we have
\[
(I_n - A^{m-k}) (I_n - A^{m-k})^\top \geq \min_{i \in \{1, \ldots, n\}} \left( \sigma_{m-n}(A) - 1 \right)^2 I_n,
\]

which, in conjunction with (84), (35a) and (35b), leads to
\[
(A^k - A^{m-1}) (A^k - A^{m-1})^\top \geq 2^{2k-2} \sigma_1^2 I_n. \tag{85}
\]

We note that
\[
\sum_{i=k-1}^{m-2} A^i (A^i)^\top \sigma_p^2 \geq \sum_{i=k-1}^{m-2} 2^{2i} (A^i)^\top \sigma_p^2 I_n \geq 2^{2k-2} (A^i)^\top \sigma_p^2 I_n,
\]

inserting which along with (85) into (83) yields $E \left[ r^m_k \right] \geq f_1(A) I_n$, where $f_1(A)$ is given in (30a).

For $m \leq 2k - 1$, we can straightforwardly obtain from (21):
\[
E \left[ r^m_k \right] \geq (A^k - A^{m-1}) E \left[ x(1) x^\top(1) \right] (A^k - A^{m-1})^\top + E \left[ w^m_k \right]^\top
\]
\[
= (A^k - A^{m-1}) (A^k - A^{m-1})^\top \sigma_1^2 + 2\sigma_2^2 I_n.
\]

Following the above same steps, we have $E \left[ r^m_k \right] \geq 2^{2k-2} \sigma_1^2 + 2\sigma_2^2 I_n = f_1(A) I_n.$
which together with (30) and (29) imply that
\[ \sup_{u \in S^{n-1}} \left\{ \left\| M(k,p) u u^T M(k,p)^T \right\|_F \right\} \]
\[ \leq \sup_{u \in S^{n-1}} \left\{ \left\| M(k,p) \right\|_F \left\| u u^T \right\|_F \left\| M(k,p) \right\|_F \right\} = \| M(k,p) \|^2_F, \]
which together with (90) and (89) imply that
\[ \sup_{u \in S^{n-1}} \left\{ \left\| Y(k,p)(u) Y(k,p)^T(u) \right\|_F \right\} \leq \| M(k,p) \|^2_F \sqrt{n(k,p)}, \quad (86) \]
where \( n(k,p) \) is given in (30b). We also note from (23) that
\[ \| \Pi(k,p) \|_F = \| \tilde{A}(k,p) \|_F + \| \tilde{A}(k,p) \|_F + \| \tilde{A}(k,p) \|_F + \sum_{m=k}^{p-1} \| T_m \| n. \quad (87) \]

With the well-known inequality \( \| GH \|_F \leq \| G \|_F \| H \|_F \) and the knowledge of upper bound \( \sigma_A \) in (53), it is straightforward to obtain from (23a)–(23i) that
\[ \| \tilde{A}(k,p) \|_F \leq \sum_{q=k}^{p-1} \left( \sqrt{\frac{n \sigma_A - \sigma_q^{-1}}{1 - \sigma_A}} \right) \| T_q \|. \quad (88) \]

Meanwhile, we obtain from (25g)–(23a) that
\[ \| \tilde{A}(k,p) \|_F \leq \sum_{j=k}^{p-1} \sum_{m=T_j(1)}^{T_j(T_j)} \left( \sqrt{\frac{n \sigma_A - \sigma_q^{-1}}{1 - \sigma_A}} \right). \quad (89) \]

Noticing the upper bound \( \sigma \) in (55), we obtain from (23a)–(23c) that \( \| \tilde{A}(k,p) \|_F \leq \sum_{m=k}^{p-1} \| T_m \| \sigma \), substituting which together with (88) and (89) into (87), we arrive at \( \| \Pi(k,p) \|_F \leq \bar{g}(k,p) \), where \( \bar{g}(k,p) \) is defined in (40). Furthermore, it follows from (31) and (86) that
\[ \| \Xi(k,p) \|_F \leq \| M(k,p) \|^2_F \| \Pi(k,p) \|^2_F \leq \sqrt{\| M(k,p) \|_F^2 \| \Pi(k,p) \|_F^2} \bar{g}(k,p). \quad (90) \]

Noting \( f(k,m) \), defined in (41), and substituting (37) into (29), yields
\[ M(k,p)^{-2} \geq \sum_{r=k}^{p-1} \sum_{q=T_r(1)}^{T_r(T_r)} f(r,q) I_n. \]

As a consequence, we have
\[ \| M(k,p) \|^2_F \leq \left( \frac{\sqrt{n}}{\sum_{r=k}^{p-1} \sum_{q=T_r(1)}^{T_r(T_r)} f(r,q)} \right)^2, \]
inserting which into (90) leads to (39).
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