Localization POVMs and intrinsic temporal uncertainty
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The causality issues concerning the localization of relativistic quantum systems, as evidenced by Hegerfeldt’s paradox, are addressed through a proper-time formalism of single-particle operators. Starting from the premise that physical variables associated to the proper-time gauge have a prominent role in the specification of position, since they do not depend on classical parameters connected to an external observer, we obtain a single-particle formalism in which localization is described by explicitly covariant four-vector operators associated with POVM measurements parametrized by the system’s proper-time. Among the consequences of this result, we emphasize that physically acceptable states are necessarily associated with the existence of a temporal uncertainty and their proper-time evolution is not subject to the causality violation predicted by Hegerfeldt.
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I. INTRODUCTION

In the recent literature, a variety of scenarios involving the introduction of relativistic effects in quantum information theory (QIT) have been addressed. These include studies in the context of relativistic quantum mechanics (RQM) [1–14], in which the number of particles is fixed, as well as in the context of quantum field theory (QFT) [15–21]. Several of these works were concerned with relativistic effects over the information stored in the spin degrees of freedom of massive systems, since these are ideal models for quantum bits. Despite the multitude of results concerning such systems, their analyses are generally confronted to ambiguities in the definition and interpretation of the relativistic spin concept [3–9, 22–25] not to mention issues involving the covariance of these definitions. From the perspective of RQM, such ambiguities are directly related to controversies regarding the definition of a unique localization concept for relativistic quantum systems [26–30], an issue that underwent extensive discussion in the past without achieving an acceptable consensus.

Besides being an issue for the appropriate definition of relativistic spin, the localization problem in relativistic quantum systems can also affect certain predictions related to quantum information properties, since data-processing is typically performed by procedures that occur in limited regions of space [14, 21]. Although there is no consensus on an unambiguous definition of position for this type of system, the so-called Newton-Wigner operator [31] has a prominent role in literature, since it behaves like a local 3-vector. However, from the point of view of RQM, the self-adjoint nature of this operator allows strictly localized states to be defined, which leads, according to Hegerfeldt’s theorem [32, 33], to the violation of relativistic causality.

Hegerfeldt’s theorem established that Hilbert’s space structure, together with a sign energy restriction, implies that an initially strictly localized state will exhibit an instantaneous dispersion with non-zero detection probabilities over any region of space, thus violating relativistic causality. As a result, the description of position detection procedures in terms of self-adjoint (s.a.) operators will necessarily be inconsistent with relativistic causality. An alternative to these descriptions is to define the localization concept through POVMs, since they do not necessarily lead to strictly localized states [34, 35]. However, it should be noted that inconsistencies concerning causality may also occur in such an approach, since Hegerfeldt’s theorem was later extended to states with exponentially bounded decay [36].

In this paper, the investigation about a possible connection between Hegerfeldt’s paradox and the existence of a temporal uncertainty for states with a well-defined energy sign is explored by means of an approach based on physical variables parameterized by the system’s proper-time. Although one of the main interests in conducting such a study is the subsequent investigation of its consequences over the spin definition and its properties in QIT, the model to be investigated here will be that of a spinless massive free particle. Such a choice is motivated by the need to adequately underpin the notion of localization resulting from the present proposal before considering potential contributions resulting from the spin inclusion. A condensed report of this work is given in [37].

This work is to be developed in the RQM framework, i.e. in a regime which neglects effects related to creation and annihilation of particles. In this context, the concept of single-particle operators is important, since only this type of quantity can be physically interpreted in RQM. For single-particle systems, such operators are given by the direct sum of operators defined over the subspaces with well defined energy sign. It is worth mentioning that, to be a physically acceptable single-particle observable, a s.a. operator must be written as the direct sum of equally s.a. operators acting on the subspaces with well
defined energy sign. This definition will be important for the results to be further developed as it will be related with the need to describe the concept of proper-time-parameterized localization by means of POVMs instead of s.a. operators.

In Section II a classical proper-time approach for the description of a spinless massive free particle is presented, and four-vector coordinates related to an intrinsic notion of position parameterized by the system’s proper-time are introduced. The definition of such variables allows to proceed with Dirac’s quantization method without the need for a previous classical gauge fixing, a procedure that is presented in Section III. The s.a. extensions of the proper-time parameterized position operators and the consequences of Hegerfeldt’s paradox over them are also analyzed in Section III. Finally, driven by the results of the prior sections, a localization POVM parametrized by the system’s proper-time is introduced in Section IV. The behavior of the proposed POVM with regard to Hegerfeldt’s paradox is also investigated in that section, while additional discussions and conclusions are presented in Section V.

The natural system of units, in which $\hbar = 1$ and $c = 1$, will be adopted throughout the work, as well as Minkowski’s metric with $(-, +, +, +)$ signature. In addition, Pauli’s matrices will be denoted by $\sigma^j$, while $\sigma^0$ will denote the $2 \times 2$ identity matrix.

II. PROPER-TIME POSITION VARIABLES

Using the eibein formalism [38], the classical Lagrangian function associated to a spinless massive relativistic free particle can be written as

$$L(e, \dot{x}^\mu) \equiv \frac{\dot{x}^\mu \dot{x}_\mu}{2e} - \frac{em^2}{2},$$

where $x^\mu$ are the generalized coordinates, $e$ is an eibein variable and the dot derivatives are to be taken with respect to an arbitrary parameterization $\tau$ of the particle’s world line. Using Dirac’s formalism for singular Lagrangian systems [39], the above function leads to the primary and secondary constraints

$$\phi^{(1)}(\pi_e) = \pi_e \approx 0,$$  \hspace{1cm} (2a)

$$\phi^{(2)}(\pi) = \frac{1}{2}(\pi^\mu \pi_\mu + m^2) \approx 0,$$  \hspace{1cm} (2b)

where $\pi^\mu = \frac{\dot{x}^\mu}{c}$ are the momenta related to the $x^\mu$ coordinates and $\pi_e$ is the momentum of the eibein $e$. These constraints are first class and the system’s total Hamiltonian can be written as $H_T(e, \pi, \pi_e, v_e) = e\phi^{(2)}(\pi) + \phi^{(1)}(\pi_e)e$.

The singular character of (1) is related to the existence of a gauge symmetry associated to the generator $G = e(\tau)\phi^{(2)} + \pi_e(\tau)\phi^{(1)}$, where $e(\tau)$ is the $\tau$-dependent parameter of the infinitesimal gauge transformation [40]. The resulting gauge transformations connect physical states parameterized by the same value of $\tau$ and are related to the reparameterization invariance of the model.

A. Proper-time gauge

The proper-time gauge can be obtained by introducing the constrain

$$\phi^{(1)}_1(x, \pi, \tau) \equiv \frac{x^\mu \pi_\mu}{m} + \tau \approx 0$$  \hspace{1cm} (3)

and the corresponding consistency relationship, which leads to the additional restriction $\phi^{(2)}_1(e) = me - 1 \approx 0$. Denoting by $\equiv$ and $\approx$ the weak equalities over the first class $(G_T)$ and the gauge $(G_L)$ constrained phase-space surfaces, respectively, one gets that

$$dx^\mu dx_\mu = e^2 \pi_\mu \pi^\mu (dr)^2 \equiv -(medr)^2 \equiv -(dr)^2,$$

i.e. the adopted gauge allows to identify $\tau$ as the system’s proper-time.

The Dirac brackets $\{\cdot, \cdot\}$ for this gauge can be easily computed and the non-zero brackets comprising coordinates and momenta are given by

$$\{x^\mu, x^{\nu}\}_* = \frac{J^{\mu\nu}}{m^2},$$  \hspace{1cm} (4a)

$$\{x^\mu, \pi_\nu\}_* = \eta^{\mu\nu} + \frac{\pi^\mu \pi_\nu}{m^2},$$  \hspace{1cm} (4b)

where $J^{\mu\nu} \equiv x^\mu \pi^\nu - x^\nu \pi^\mu$. Since the gauge constraint (3) is $\tau$ dependent and $\{f, H(e, \pi)\} = 0$, the equation of motion for an arbitrary quantity $f(x, e, \pi, \pi_e; \tau)$ will be given by

$$\dot{f} \equiv \frac{\partial f}{\partial \tau} + \frac{1}{2m} \{f, \pi_\mu \pi^\mu\}_p,$$  \hspace{1cm} (5)

where $\{\cdot, \cdot\}_p$ denotes the usual Poisson bracket. From this prescription, one have that $\dot{x}^\mu \equiv \frac{\dot{x}^\mu}{c}$, $\dot{e} \equiv 0$, $\dot{\pi}_e \equiv 0$ and $\dot{\pi}_e \equiv 0$, i.e. the evolution of the coordinates and momenta is in agreement with the interpretation of $\tau$ as the system’s proper-time.

In order to eliminate the explicit $\tau$ dependence from $G_T$ and, consequently, the undesirable Poisson bracket from (5), a canonical transformation with generator given by

$$G_2(x, e, \pi^e; \pi_e; \tau) \equiv x^\mu \pi_\mu - \frac{(\pi^\mu \pi^\mu + m^2)}{2m} \tau + e \pi_e'$$

is introduced in the unconstrained phase-space $\Gamma$. The old variables $(x^\mu, e, \pi^e, \pi_e)$ are then connected to the new ones $(x'^\mu, e', \pi'^e, \pi'_e)$ by means of the relationships $x'^\mu = x^\mu$, $\pi'_e = \pi_e$, $e' = e$ and

$$\pi'^e = x'^\mu - \frac{\pi^\mu}{m} \tau.$$

(6)

In the new coordinate system, the gauge constraints are written as $\phi^{(1)}_1(x'^\mu) = x'^\mu \pi'^e/m \approx 0$ and $\phi^{(2)}_1(e') = me' - 1 \approx 0$, thus eliminating the explicit $\tau$ dependence. In addition, the equation of motion in $\Gamma_T$ for an arbitrary quantity $f'(x', e', \pi', \pi'_e; \tau)$ is simply given by $\dot{f}' \equiv \frac{\partial f'}{\partial \tau}$, from where it follows that $\dot{x}'^\mu \equiv 0$, $\dot{\pi}'^e \equiv 0$, $\dot{e}' \equiv 0$ and $\dot{\pi}'_e \equiv 0$. Since the transformation is canonical, the Dirac brackets in (4) remain valid for the new variables.
B. Proper-time physical variables

Out of the system variables, only the momenta $\pi_\mu$ and $\pi_e$ define Dirac’s observables, since their Poisson brackets with respect to the constraints are null. On the other hand, the present model must have six independent physical variables that must be gauge invariant and explicitly independent of $\tau$. However, due to the restriction given in (2b), the momenta $\pi^\mu$ define only three of these variables, while the moment $\pi_e$ is eliminated as a result of (2a).

Using (3) and (6), a definition of three variables explicitly independent of $\tau$ which allows to complete the set of six physical variables for the model may be written as

$$q^\mu = x^\mu + \frac{\pi^\mu \pi_\lambda x^\lambda}{m^2}, \quad \text{(7)}$$

the restriction to only three independent variables being given by $q^\mu \pi_\mu = 2x^\mu \pi_\mu \phi^{(2)}(\pi) / m^2 \equiv 0$. Their gauge invariance is evidenced by the Poisson brackets $\{q^\mu, \phi^{(1)}\}_p = 0$ and $\{q^\mu, \phi^{(2)}\}_p = \frac{2m}{\alpha^2} \phi^{(2)} \equiv 0$.

Using (7), it can be shown that

$$\{q^\mu, q^\nu\}_p = J^{\mu\nu}, \quad \{q^\mu, \pi_\nu\}_p = \eta^\mu_\nu + \frac{\pi^\mu \pi_\nu}{m^2}, \quad \text{(8a)}$$

$$\{q^\mu, \tau\}_p = \eta^\mu_\nu \tau, \quad \{\pi_\nu, \tau\}_p = \eta_\nu^\mu \tau, \quad \text{(8b)}$$

where $J^{\mu\nu} \equiv x^\mu x^\nu - x^\nu x^\mu = q^\mu x^\nu - q^\nu x^\mu$. These results, together with the constrained relation $q^\mu \equiv x^\mu - \pi^\mu / m$ and the fact that $q^\mu \equiv 0$, allow to associate the $q^\mu$ variables defined on $\Gamma$ to the $x^\mu$ coordinates given in (6). Given that, equation (6) allows to find a set of Dirac observables $q^\mu(\tau)$ in $\Gamma$ related to the space-time coordinates $x^\mu$ when these are restricted to the proper-time gauge surface $\Gamma$:

$$q^\mu(\tau) \equiv q^\mu + \frac{\pi^\mu}{m} \tau.$$

From this definition, one has that $q^\mu(\tau) \equiv \pi^\mu / m$ and $q^\mu(\tau) \pi_\mu / m \equiv -\tau$, which agrees with the earlier behavior found for $x^\mu$ over $\Gamma$. The Poisson brackets presented in (8) remain true if the $q^\mu$ variables are replaced by $q^\mu(\tau)$ and the relationship $J^{\mu\nu} = q^\mu(\tau) \pi^\nu(\tau) - q^\nu(\tau) \pi^\mu(\tau)$ is also easily verifiable.

Finally, the following results for the Poisson brackets of the variables $q^\mu(\tau)$ and $\pi_\mu$ can be verified:

$$\{J^{\mu\nu}, \pi_\sigma\}_p = 2\eta^{\sigma[\mu} x^{\nu]} \quad \text{(9a)}$$

$$\{J^{\mu\nu}, J^{\sigma\rho}\}_p = 4\eta^{[\mu} x^{[\sigma]} J^{\rho]} \quad \text{(9b)}$$

$$\{J^{\mu\nu}, q^\rho(\tau)\}_p = 2\eta^{\rho[\mu} q^{\nu]}(\tau) \quad \text{(9c)}$$

where $a^{[\mu} b^{\nu]} = \frac{1}{2}(a^{[\mu} b^{\nu] - a^{[\nu} b^{\mu]})$. The relations in (9) indicate that it is reasonable to interpret $J^{\mu\nu}$ and $\pi_\mu$ respectively as the total angular and linear momenta of the system. As a result, the physical variables $q^\mu(\tau)$ can be interpreted as the four-position coordinates of the system and the parameter $\tau$ can be seen as the system’s proper-time whenever the physical quantity of interest is of the form $f(q^\mu, \pi_\mu; \tau) = f(q^\mu(\tau), \pi_\mu)$ in the unconstrained phase-space $\Gamma$. This implies the possibility to investigate the proper-time gauge through the physical variables $q^\mu(\tau)$ and $\pi_\mu$ without performing the phase-space restriction to the constrained surface $\Gamma$.

C. Physical variables with strongly null Dirac brackets

Despite being suitable to describe the system in the proper-time gauge, it is interesting, from the quantum perspective, to replace the physical variables $q^\mu(\tau)$ and $\pi_\mu$ by equivalent new variables $Q^\mu(\tau)$ and $\pi^\mu$ defined as $Q^\mu(\tau) \equiv q^\mu(\tau) + \alpha_1 \phi^{(1)} + \beta_1 \phi^{(2)}$ and $\Pi_\mu \equiv \pi_\mu + \alpha_2 \phi^{(1)} + \beta_2 \phi^{(2)}$ such that

$$\{Q^\mu(\tau), \phi^{(1)}\}_p = \{Q^\mu(\tau), \phi^{(2)}\}_p = 0, \quad \text{(10a)}$$

$$\{Q^\mu(\tau), \phi^{(1)}_{\pm}\}_p = \{\Pi_\mu, \phi^{(1)}\}_p = \{\Pi_\mu, \phi^{(1)}_{\pm}\}_p = 0. \quad \text{(10b)}$$

From the conditions in (10), these new variables can be written as

$$Q^\mu(\tau) = Q^\mu + \frac{\Pi_\mu}{m} \tau, \quad \text{(11a)}$$

$$\Pi_\mu = \pi_\mu \left(1 + \frac{\phi^{(2)}}{m^2}\right), \quad \text{(11b)}$$

where

$$Q^\mu = - \frac{J^{\mu\lambda} \Pi_\lambda}{m^2}. \quad \text{(12)}$$

Since these variables differ from the original ones only by a linear combination of first class terms, the physical interpretation adopted at the end of the last section for $q^\mu(\tau)$ and $\pi_\mu$ can be extended to the new variables in (11). It should also be noted that over $\Gamma$ the new variables in (11) respect the same algebraic properties than the variables $q^\mu(\tau)$ and $\pi_\mu$.

III. PROPER-TIME QUANTIZATION

The quantization process will be carried out according to Dirac’s approach [39] and employing the so-called group averaging technique [41–44]. Since this approach does not restrict phase-space variables by means of gauge constraints, the proper-time perspective will be retrieved through the quantization of the proper-time physical variables presented in (11).

The unconstrained variables $x^\mu$, $\pi_\mu$, $e$ and $\pi_e$ are quantized through the correspondence principle and leads to the commutation relations given by
where \( \hat{x}^\mu, \hat{x}^\nu \) \( \hat{\xi}, \hat{\eta} \) \[ \hat{\xi}_\mu, \hat{\xi}_\nu \] = 0, \[
\hat{\xi}^\mu, \hat{\xi}^\nu \] = 0, \[ \hat{\xi}_\mu, \hat{\eta}_\nu \] = 0, \[
\hat{\xi}^\mu, \hat{\eta}_\nu \] = i \eta^\mu , \[ \hat{\xi}_\mu, \hat{\eta}_\nu \] = i . 

In the momentum representation, these relations lead to the auxiliary Hilbert space \( \mathcal{H}_{aux} = L^2(\mathbb{R}^{3+1} \times \mathbb{R}, d^4 \pi d \sigma e) \), for which the internal product is written as

\[
(\phi(\tau), \psi(\tau))_{aux} \equiv \langle \phi(\tau) | \psi(\tau) \rangle 
\]

\[
\equiv \int_{\mathbb{R}^{3+1}} d^4 \pi d \sigma e \Phi(\pi, \sigma e; \tau) \Phi^\dagger(\pi, \sigma e; \tau). \tag{13}
\]

In this representation, \( \hat{\xi}_\mu \) and \( \hat{\xi}_e \) are simply multiplicative operators, while \( \hat{\xi}^\mu \) and \( \hat{\xi}_e \) assume the usual complex derivative form.

In order to adopt the proper-time perspective, the variables \( \Pi_\mu \) and \( Q^\mu \) must be quantized. For \( \Pi_\mu \) this is straightforward since operators \( \hat{\Pi}_\mu \) and the quantization procedure results in \( \hat{\Pi}_\mu = \hat{\xi}_\mu \left( 1 + \frac{\hat{\phi}^{(2)}}{\hbar} \right) \), where \( \hat{\phi}^{(2)} = \frac{i}{\hbar} \left( \hat{\phi}^\mu \hat{\phi}_\mu + m^2 \right) \). As for \( Q^\mu \), a symmetrisation procedure is required. Starting from (12), this can be carried out in an unambiguous way as

\[
\hat{Q}^\mu \equiv -\frac{j_{\mu\lambda}}{\hbar} \hat{\Pi}_\lambda,
\]

where \( j : b \equiv \frac{1}{2} (\hat{a} \hat{b} + \hat{b} \hat{a}) \).

### A. Physical Hilbert space

As part of the process of constructing the so-called physical Hilbert space (\( \mathcal{H}_{phys} \)), the group averaging technique will be adopted to obtain a gauge invariant internal product starting from the auxiliary internal product (13).

In the present case, the gauge group is unimodular and the group averaging map for a fixed value of \( \tau \) may be defined as

\[
\eta : \mathcal{H}_{aux} \rightarrow \mathcal{H}_{phys}^* \n\]

\[
| \phi(\tau) \rangle \mapsto \frac{m}{(2 \pi)^{\frac{3}{2}}} \int_{-\infty}^{\infty} d\beta e^{i \beta \hat{\phi}^{(1)}} \langle \phi(\tau) | \psi(\tau) \rangle \int_{-\infty}^{\infty} d\alpha \int_{-\infty}^{\infty} d\beta e^{i \beta \hat{\phi}^{(2)}}. \tag{14}
\]

The gauge invariance of the Haar measure in (14) allows to define \( \mathcal{H}_{phys} \) as the Hilbert space composed by states \( \eta(\phi(\tau)) \) with a \( \tau \) independent internal product given by \( \langle \phi, \psi | \mathcal{H}_{phys} = \eta(\phi(\tau)) \langle \psi(\tau) \rangle \). Using the momentum completeness relation in \( \mathcal{H}_{aux} \), this internal product can be rewritten as

\[
(\phi, \psi | \mathcal{H}_{phys} = \int_{\mathbb{R}^{3} d \mu(\pi) \phi(\pi) \psi(\pi),
\]

where \( d\mu(\pi) = m^3 \pi / E_\pi \) and \( \hat{\phi}(\pi) \equiv (\phi_+ (\pi) \phi_-(\pi))^T \), with \( \phi_+(\pi) = \phi(\pi) \phi(\pi^T) \xi_\pi, \pi' = \xi_\pi, \pi'_e = 0 \) and \( E_\pi = \sqrt{||\pi||^2 + m^2} \). It follows that the physical Hilbert space can be written as \( \mathcal{H}_{phys} = \mathcal{H}_{aux}^* \mathcal{H}_{phys}^{\dagger} = L^2(\mathbb{R}^{3}, \mu(\pi)) \oplus L^2(\mathbb{R}^{3}, \mu(\pi)) \), with each \( L^2(\mathbb{R}^{3}, \mu(\pi)) \) subspace being associated to a well defined energy sign.

### B. Four-position s.a. operators over \( \mathcal{H}_{phys} \)

An operator \( \hat{A} \) that acts on \( \mathcal{H}_{aux} \) and that strongly commutes with the system’s constraints may have its behavior restricted to \( \mathcal{H}_{phys} \) through the group averaging map \( \langle \phi, \hat{A}_{phys} \psi | \mathcal{H}_{phys} = \eta(\phi) \hat{A}_{phys} \psi \rangle \) \cite{[33]}. This procedure justifies the choice made in Section II C to replace the variables \( q^\mu \) by the equivalent variables \( Q^\mu \) that strongly commute with the system’s constraints.

Applying the aforesaid prescription, acting rules for the physical restriction of \( \hat{\Pi}_\mu \) and \( \hat{Q}^\mu \) can be obtained. They are given by:

\[
(\phi, \hat{\Pi}_{phys}^\mu \psi)_{phys} = \int_{\mathbb{R}^{3}} d\mu(\pi) \phi(\pi) \sigma^3 \left( E_\pi \eta^\mu_0 + \pi^j \eta^\mu_j \right) \psi(\pi),
\]

\[
(\phi, \hat{Q}_{phys}^\mu \psi)_{phys} = \int_{\mathbb{R}^{3}} d\mu(\pi) \phi(\pi) \sigma^3 \left[ \frac{m^2 \partial}{\partial \pi^j} + \pi^j \pi^j \cdot \nabla_\pi + \frac{3}{2} \pi^j \right] \psi(\pi).
\]

These results allow to obtain the quantum analogs over \( \mathcal{H}_{phys} \) of the variables \( Q^\mu(\tau) \), the corresponding operations being given by

\[
\hat{Q}^0_{phys}(\tau) = \sigma^3 \frac{E_\pi}{m} \left[ \frac{i}{m} \left( \pi \cdot \nabla_\pi + \frac{3}{2} \right) + \tau, \right],
\]

\[
\hat{Q}^j_{phys}(\tau) = \sigma^3 \left[ i \left( \frac{\partial}{\partial \pi^j} + \frac{\pi^j}{m^2} \pi \cdot \nabla_\pi + \frac{3}{2} \pi^j \right) + \frac{\pi^j}{m} \right] \tau.
\]

Similarly, the physical restriction of the angular momentum operators can be obtained and correspond to the following operations:

\[
\hat{J}^{ij}_{phys} = -i E_\pi \frac{\partial}{\partial \pi^j}, \quad \hat{J}^{ij}_{phys} = i \left( \pi^j \frac{\partial}{\partial \pi^i} - \pi^i \frac{\partial}{\partial \pi^j} \right).
\]

According to what was presented in Section II B, operators \( \hat{Q}_{phys}^\mu(\tau) \) can be interpreted as the coordinates of the system’s four-position parameterized by the proper-time.
\[ \mathcal{J}^{\mu \nu}_{\text{phys}} \hat{Q}^\sigma_{\text{phys}}(\tau) = 2i\eta^{[\mu} \hat{Q}^\nu_{\text{phys}}(\tau), \]

these operators behave like the components of a four-vector quantity with respect to Lorentz transformations, ensuring that they are related to a covariant notion of localization. Besides (15), it is worth noting that the following commutation relationships are also valid:

\[ [\hat{Q}^\mu_{\text{phys}}(\tau), \hat{Q}^\nu_{\text{phys}}(\tau)] = \frac{i\mathcal{J}^{\mu \nu}_{\text{phys}}}{m^2}, \]
\[ [\hat{J}^{\mu \nu}_{\text{phys}}, \hat{J}^\sigma_{\text{phys}}] = 4i\eta^{[\mu} \mathcal{J}^\nu_{\text{phys}}], \]
\[ \hat{Q}^\mu_{\text{phys}}(\tau), \hat{\Pi}^\nu_{\text{phys}} = i \eta^{\mu \nu} + \hat{\Pi}^\mu_{\text{phys}} \hat{\Pi}^\nu_{\text{phys}}, \]
\[ \hat{J}^{\mu \nu}_{\text{phys}}, \hat{\Pi}^\sigma_{\text{phys}} = 2i\eta^{[\mu} \eta^{\nu]}_{\text{phys}}. \]

These results show that the operators \( \hat{Q}^\mu_{\text{phys}}(\tau) \) and \( \hat{J}^{\mu \nu}_{\text{phys}} \) satisfy a deSitter-like algebra with fundamental length given by \( 1/m \) [45, 46], the usual canonical behavior of position and momentum variables being recovered only in a instantaneous rest frame or in the non-relativistic limit.

The statement of the s.a. character of the operators \( \hat{\Pi}^\mu_{\text{phys}} \) defined over their natural domain \( D_{\text{phys}} = \{ \phi | \phi(\pi), \sigma^3(E_\pi \eta^0 + \pi^3 \eta_j^i), \phi(\pi) \in \mathcal{H}_{\text{phys}} \} \) is immediate, since these operators correspond to the direct sum of multiplicative operators. On the other hand, in the case of operators \( \hat{Q}^\mu_{\text{phys}}(\tau) \), it is necessary to verify the s.a. character by calculating the so-called deficiency indices [47], since these will generally be non-limited operators. The following sections will present an analysis concerning the deficiency indices and s.a. extensions of \( \hat{Q}^\mu_{\text{phys}}(\tau) \) and \( \hat{Q}^3_{\text{phys}}(\tau) \), as well as their complete set of commuting operators (CSCO).

1. Self-adjoint extensions of \( \hat{Q}^\mu_{\text{phys}}(\tau) \)

Together, the operators \( \hat{Q}^\mu_{\text{phys}}(\tau), \hat{J}^{\mu \nu}_{\text{phys}} \) and \( ||\hat{J}_{\text{phys}}||^2 \) form a CSCO. For \( \hat{J}^{\mu \nu}_{\text{phys}} \) and \( ||\hat{J}_{\text{phys}}||^2 \), the s.a. character is verifiable following the usual non-relativistic approach, the spectrum and the corresponding eigenstates being the same as in the non-relativistic case. On the other hand, for \( \hat{Q}^\mu_{\text{phys}}(\tau) \), the complete definition of the operator requires a detailed analysis of its deficiency indices and domain.

Using spherical coordinates, it can be shown that the differential equation \( \hat{Q}^\mu_{\text{phys}}(\tau)R^\mu_{\text{phys}}(r_\pi) = \mathcal{J}^{\mu \nu}_{\text{phys}}R^\nu_{\text{phys}}(r_\pi) \) for \( t = \pm i/m \), it is found that the solutions

\[ R^\mu_{\text{phys}}(r_\pi) = \begin{cases} \sqrt{2}e^{im\tau \ln(\frac{m}{r_\pi})} & t = \pm i/m, \\ \frac{1}{r_\pi^2} (E_\pi + m) & t = \pm i/m. \end{cases} \]

belong to \( D^*_{\hat{Q}^\mu_{\text{phys}}(\tau)} \), the first one being associated to the \( +i/m \) eigenvalue while the second one to \( -i/m \). This result implies that the operator \( \hat{Q}^\mu_{\text{phys}}(\tau) \) has deficiency indices \( \eta = (1, 0) \) (positive energy projection) and \( \eta = (0, 1) \) (negative energy projection), i.e. these projections are essentially maximally symmetrical operators. As will be seen further on, this implies that an eigenfunction of an s.a. extension of \( \hat{Q}^\mu_{\text{phys}}(\tau) \) cannot have a well defined energy sign, that is, it will necessarily be formed by a superposition of states with positive and negative energy.

To define the s.a. extensions of the symmetric operator \( \hat{Q}^\mu_{\text{phys}}(\tau) \) it is first necessary to write its closure \( \hat{Q}^\mu_{\text{phys}}(\tau) = (\hat{Q}^\mu_{\text{phys}}(\tau))^* \subseteq (\hat{Q}^\mu_{\text{phys}}(\tau))^* = \hat{Q}^\mu_{\text{phys}}(\tau) \). Using the sesquilinear form

\[ w_*(\phi, \psi) = (\phi, \hat{Q}^\mu_{\text{phys}}(\tau)\psi)_{\text{phys}} - (\hat{Q}^\mu_{\text{phys}}(\tau)\phi, \psi)_{\text{phys}}, \]

the closed operator \( \hat{Q}^\mu_{\text{phys}}(\tau) \) is given by the acting rule

\[ \hat{Q}^\mu_{\text{phys}}(\tau) = \hat{Q}^\mu_{\text{phys}}(\tau)\hat{\phi} | \hat{\phi} \in D^*_{\hat{Q}^\mu_{\text{phys}}(\tau)}; w_*(\phi, R^\pm_{\text{phys}}(\tau_\pi)) = 0 \],

the requirement \( w_*(\phi, R^\pm_{\text{phys}}(\tau_\pi)) = 0 \) being equivalent

\[ D^*_{\hat{Q}^\mu_{\text{phys}}(\tau)} = \{ \phi | \phi \in D^*_{\hat{Q}^\mu_{\text{phys}}(\tau)}; w_*(\phi, R^\pm_{\text{phys}}(\tau_\pi)) = 0 \}, \]
to the boundary condition
\[ \lim_{r_\pi \to \infty} |\phi_\pi(r_\pi)| < \lim_{r_\pi \to \infty} O(r_\pi^{-3/2}) = 0. \]

Once defined the closure operator \( \hat{Q}_{\text{phys}}^0(\tau) \), the Main Theorem from the theory of s.a. extensions of unbounded

\[ D_{\text{s.a.}}^0(\tau) = \left\{ \phi \in D^*_\text{s.a.}(\tau) \mid w_\pi(R^{t+i/m}_\tau r_\pi) + e^{i\tau} R^{-i/m}_\tau r_\pi, \phi_\pi = 0 \right\}, \]

with \( \hat{Q}_{\text{phys}}^0(\tau) \phi_\pi = \hat{Q}_{\text{phys}}^0(\tau) \phi_\pi \) as acting rule. Expanding \( w_\pi(R^{t+i/m}_\tau r_\pi) + e^{i\tau} R^{-i/m}_\tau r_\pi, \phi_\pi = 0 \), this requirement can be shown to be equivalent to the boundary condition
\[ \lim_{r_\pi \to \infty} \left[ \phi_\pi, (r_\pi) - e^{-i\tau} \phi_\pi, (r_\pi) \right] = 0, \]

with a decay at infinity that must be bounded according to \( |\phi_\pi, (r_\pi) - e^{-i\tau} \phi_\pi, (r_\pi) | < O(r_\pi^{-3/2}) \).

The spectrum of the s.a. extension \( \hat{Q}_{\text{phys}}^0(\tau) \) does not have a discrete component since there exist no \( R^t(r_\tau; \tau) \in L^2(\mathbb{R}_2, d\mu(r_\tau)) \) such that \( \hat{Q}_{\text{phys}}^0(\tau) R^t(r_\tau; \tau) = tR^t(r_\tau; \tau) \) for \( t \in \mathbb{R} \). However, since \( (\hat{Q}_{\text{phys}}^0(\tau) - tI)^{-1} \exists \) and is unbounded for all \( t \in \mathbb{R} \), this s.a. extension has a continuous spectrum with eigenfunctions given by
\[ R^t(r_\tau; \tau) = \sqrt{\frac{m}{2\pi}} \xi^{3/2}(r_\tau; \tau) \left( \frac{r_\tau}{m} \right)^{im\tau} e^{-i\tau} \left( \frac{r_\tau}{m} \right)^{im\tau} \]
for \( t \in \mathbb{R} \). The basis formed by these normalized eigenfunctions satisfy the delta orthogonality relation
\[ \int_0^\infty d\mu(r_\tau) R^t(r_\tau; \tau) \delta(t - t') = \delta(t), \]

and, as states earlier, do not possess states with a well-defined energy sign. If an orthogonal basis of well-defined energy sign eigenfunctions of \( \hat{Q}_{\text{phys}}^0(\tau) \) existed, then it will be possible to write \( \hat{Q}_{\text{phys}}^0(\tau) \) as a direct sum \( \hat{Q}_{\text{phys}}^0(\tau) \oplus \hat{Q}_{\text{phys}}^0(\tau) \), where \( \hat{Q}_{\text{phys}}^0(\tau) \) would be s.a. extensions for the projections of \( \hat{Q}_{\text{phys}}^0(\tau) \) over subspaces with well-defined energy sign, a result that would be inconsistent with the deficiency indices found earlier. The impossibility to write \( \hat{Q}_{\text{phys}}^0(\tau) \) as a direct sum of s.a. operators implies the nonexistence of single-particle s.a. extension for \( \hat{Q}_{\text{phys}}^0(\tau) \), an important result that will be investigated in more details in Section IV.

It is important to note that, although the eigenfunctions of \( \hat{Q}_{\text{phys}}^0(\tau) \) cannot have a well-defined energy sign, states with a well-defined energy sign may belong to the domain of a s.a. extension \( \hat{Q}_{\text{phys}}^0(\tau) \) if their non-zero component drop to zero fast enough for \( r_\pi \to \infty \). This is consistent with the fact that the domain of the closure is contained in the domain of the s.a. extensions.

Thus, the complete set of generalized eigenfunctions associated to the CSCO formed by \( \hat{Q}_{\text{phys}}^0(\tau), J_{12}^{12}, \) and \( ||{J}_{\text{phys}}||^2 \) is given by \( \psi^{t,m_r,m_z}(\tau; r_\tau) = Y^{t,m_z}(\Omega_r) R^{t,\gamma}(r_\tau) \), where \( Y^{t,m_z}(\Omega_r) \) are the spherical harmonics with \( l = 0, 1, 2, \ldots \) and \(-l \leq m_z \leq l \). These states form an orthogonal basis with orthogonality and completeness relations respectively given by
\[ (\psi^{t',\gamma';m_r}', \psi^{t,m_z}(\tau))_{\text{phys}} = \delta_{t',t} \delta_{m_r',m_r} \delta(\gamma' - \gamma), \]
\[ \sum_{l=0}^\infty \sum_{m_z=-l}^l \int_{-\infty}^{\infty} dl \psi^{t,m_z}(\tau) \psi^{t',m_z}(\tau) = \frac{E\pi}{m} \delta(\pi - \pi'). \]

2. Self-adjoint extensions of \( \hat{Q}_{\text{phys}}^0(\tau) \)

A CSCO for \( \hat{Q}_{\text{phys}}^3(\tau) \) can be obtained using the operators \( J_{12}^{12} \) and \( O_{\text{phys}} \equiv (J_{12}^{12})^2 - (J_{10}^{11})^2 - (J_{02}^{12})^2 \). To obtain the full description of these operators and investigate their s.a. character, it is useful to adopt the

\[ \pi^1 = m \sin(\omega_\pi) \sec(\nu_\pi) \cos(\varphi_\pi), \]
\[ \pi^2 = m \sin(\omega_\pi) \sec(\nu_\pi) \sin(\varphi_\pi), \]
\[ \pi^3 = m \tan(\nu_\pi). \]
Using the hyperbolic coordinates, the acting rule of \( \hat{Q}^3_{\text{phys}}(\tau) \) may be written as
\[
\hat{Q}^3_{\text{phys}}(\tau) = \left[ \frac{i}{m} \left( \frac{\partial}{\partial \nu_\tau} + \frac{3}{2} \tan(\nu_\tau) + \tan(\nu_\tau) \tau \right) \right] \sigma^3,
\]
an operation that is Lagrange s.a. with regard to the definition of the operator \( \hat{Q}^3_{\text{phys}}(\tau) \), the corresponding adjoint \( \hat{Q}^3_{\text{phys}}(\tau) \) will be completely defined once found its domain \( D^T_{\hat{Q}^3_{\text{phys}}(\tau)} \) which is given by
\[
D^T_{\hat{Q}^3_{\text{phys}}(\tau)} = \left\{ \phi_\pi(\nu_\tau) | \phi_\pi(\nu_\tau) \text{ is a.c. in } [-\pi/2, \pi/2] ; \right. \\
\left. \phi_\pi(\nu_\tau), \hat{Q}^3_{\text{phys}}(\tau)\phi_\pi(\nu_\tau) \in L^2((\pi/2, \pi/2), d\mu(\nu_\tau)) + L^2((-\pi/2, \pi/2), d\mu(\nu_\tau)) \right\}.
\]

Solving the differential equation \( \hat{Q}^3_{\text{phys}}(\tau)\mathcal{V}^z_\tau(\nu_\tau) = z\mathcal{V}^z_\tau(\nu_\tau) \) for \( z = \pm i/m \), it is found that all the solutions belong to \( D^T_{\hat{Q}^3_{\text{phys}}(\tau)} \). Thus, the operator \( \hat{Q}^3_{\text{phys}}(\tau) \) has deficiency indices \( \eta = (2, 2) \) and possesses an infinite number of s.a. extensions parameterized by four parameters \( \varphi = \{ \varphi_n; \ n = 1, 2, 3, 4; \ \varphi_n \in (-\pi, \pi] \} \). It is interesting to note that, in contrast to the earlier result for \( \hat{Q}^3_{\text{phys}}(\tau) \), the projections of \( \hat{Q}^3_{\text{phys}}(\tau) \) over the subspaces with well-defined energy sign also have s.a. extensions, since their deficiency indices are given by \( \eta = (1, 1) \).

The closure \( \hat{Q}^3_{\text{phys}}(\tau) \) of \( \hat{Q}^3_{\text{phys}}(\tau) \) is given by the acting rule \( \hat{Q}^3_{\text{phys}}(\tau)\phi = \hat{Q}^3_{\text{phys}}(\tau)\phi \) defined for the domain
\[
D_{\hat{Q}^3_{\text{phys}}(\tau)} = \left\{ \phi | \phi \in D^T_{\hat{Q}^3_{\text{phys}}(\tau)}; w_+ \left( \sum_{\xi} \phi_\pi(\nu_\tau) \right) = 0 \right\},
\]
the requirement \( w_+ (\phi_\pi(\nu_\tau)) = 0 \) being equivalent to the boundary condition
\[
\left. \lim_{\nu_\tau \to \pm \pi} \phi_\pi(\nu_\tau) \right| = 0
\]
with a decay bounded by \( O((\sec \nu_\tau)^{-3/2}) \) for \( \nu_\tau \to \pm \pi/2 \).

Once defined \( \hat{Q}^3_{\text{phys}}(\tau) \), the Main Theorem can be used to define the parameterized s.a. extensions of \( \hat{Q}^3_{\text{phys}}(\tau) \) as distinct energy signs. However, single-particle s.a. extensions can be constructed through the direct sum of the s.a. extensions associated with the projections \( \hat{Q}^3_{\text{phys}}(\tau) \) over subspaces with well-defined energy sign. These extensions correspond to the operators \( \hat{Q}^3_{\text{phys}}(\tau) \) with \( \varphi = \varphi_4 = 0 \) and their properties will be analyzed hereafter.

The well-defined energy sign s.a. extensions \( \hat{Q}^3_{\text{phys}}(\tau) \), with \( \xi = \pm \), are given by the acting rule \( \hat{Q}^3_{\text{phys}}(\tau)\phi_\varphi = \hat{Q}^3_{\text{phys}}(\tau)\phi_\varphi \) with domain \( D^T_{\hat{Q}^3_{\text{phys}}(\tau)} \) given by the set
\[
\left\{ \phi_\varphi \in D^T_{\hat{Q}^3_{\text{phys}}(\tau)} | w_+ \left( \sum_{\xi} \phi_\varphi(\nu_\tau) \right) = 0 \right\},
\]
the restriction imposed by this domain being equivalent to the boundary condition
Thus, the domain $D_{\hat{Q}^3_{\text{phys}}}(\tau)$ of a single-particle s.a. extension $\varphi \hat{Q}^3_{\text{phys}}(\tau)$ will be given by $D_{\hat{Q}^3_{\text{phys}}}(\tau) \supset D_{\hat{Q}^3_{\text{phys}}(\tau)}$, its spectrum being fully defined through the spectra of the well-defined energy sign s.a. operators $\hat{Q}^3_{\text{phys}}(\tau)$.

Before proceeding with the formal spectrum investigation of the operators $\varphi \hat{Q}^3_{\text{phys}}(\tau)$, it is worth noting that the internal product of the solutions

$$\mathcal{V}_{\xi}(\nu) = \frac{N^2_\nu}{(\sec \nu \pi)^{3/2}} e^{i \nu \pi \xi} e^{-i \nu \pi \xi} \left( \frac{\delta_{\xi+}}{\delta_{\xi-}} \right)$$

of $\hat{Q}^3_{\text{phys}}(\nu)\mathcal{V}_\xi(\nu) = \nu \mathcal{V}_\xi(\nu)$ is given by

$$\int_{-\pi/2}^{\pi/2} d\nu \mathcal{V}_{\xi}^* \mathcal{V}_\xi = 2 \delta_{\xi+} N^2_\nu \sin \left( \frac{m(z'-z)\pi}{\pi} \right).$$

From (19) it is evident that, for a fixed energy sign, the orthogonality of the solutions $\mathcal{V}_\xi(\nu)$ will happen only if $(z'-z) = 2n/m$, with $n \in \mathbb{Z}$. This result shows that the spectrum of the s.a. extensions $\varphi \hat{Q}^3_{\text{phys}}(\tau)$ will necessarily be discrete, with normalization constants $N^2_\nu = \pi^{-1/2}$.

To formally obtain the spectra of operators $\varphi \hat{Q}^3_{\text{phys}}(\tau)$ it is necessary to verify if the solutions $\mathcal{V}_{\xi}(\nu)$ belong to the domain $D_{\varphi \hat{Q}^3_{\text{phys}}}(\nu)$. Since $\mathcal{V}_{\xi}(\nu) \in D_{\varphi \hat{Q}^3_{\text{phys}}}(\nu)$, it remains to verify the consequences of the boundary condition (18). Applying (18) to $\mathcal{V}_{\xi}(\nu)$ it results that $\mathcal{V}_{\xi}(\nu) \in D_{\varphi \hat{Q}^3_{\text{phys}}}(\nu)$ only for eigenvalues $\nu_n$ given by

$$\nu_n = \frac{2}{\pi m} \left\{ \arctan \left[ \left( 1 - \cos \varphi \right) \tan \left( \frac{\pi}{2} \right) \right] + n \pi \right\},$$

with $n \in \mathbb{Z}$ and $-\pi/2 \leq \arctan(\alpha) \leq \pi/2$, a result that is in agreement with the earlier prevision based on the internal product (19) and the orthogonality of the eigenfunctions of the s.a. operators. Thus, the eigenfunctions of the s.a. extension $\varphi \hat{Q}^3_{\text{phys}}(\nu)$ are given by

$$\mathcal{V}_{\xi}(\nu) = \frac{e^{i \nu \pi \xi} e^{-i \nu \pi \xi} \nu \mathcal{V}_{\xi}^* \left( \frac{\delta_{\xi+}}{\delta_{\xi-}} \right)}{\pi^{1/2} (\sec \nu \pi)^{3/2}},$$

while their orthogonality and completeness relations may be written, respectively, as

$$\int_{-\infty}^{\infty} d\mu \mathcal{V}_{\xi}(\nu) \mathcal{V}_{\xi}^* = \delta_{\xi+} \delta_{\nu_n},$$

$$\sum_{\xi} \sum_{\nu} \mathcal{V}_{\xi}(\nu) \mathcal{V}_{\xi}^* \mathcal{V}_{\xi}(\nu) = \delta_{\nu_\nu} \sec \nu \pi \sigma^0.$$
where \( \Gamma(\cdot) \) is the Gamma function, \( P_{-\left| m \right| +i\Lambda(\lambda)}(\cosh \omega_\tau) \) are associated conical functions, \( \Lambda(\lambda) = \sqrt{\frac{-1}{4} - \lambda} \) for \( m, \lambda \in \mathbb{Z} \) are the eigenvalues of the s.a. operator \( \hat{f}_{\text{phys}} \), and

\[
\sum_{n=-\infty}^{\infty} \sum_{m_z=-\infty}^{\infty} \int_{-1/4}^{1} d\lambda \psi_{\xi}(\xi;\tau) \psi_{\xi}^{\dagger}(\xi;\tau) = \delta_{\xi}\delta_{m_z} \delta_{\xi'} \delta(\lambda' - \lambda),
\]

\[
\int_{-1/4}^{1} d\lambda \psi_{\xi}(\xi;\tau) \psi_{\xi}^{\dagger}(\xi;\tau) = \frac{E_\pi}{m} \delta(\pi' - \pi) \sigma^0.
\]

The physical interpretation of the s.a. extension of the operator \( O_{\text{phys}} \) and its properties will be left to the future, since it is not the main interest of the present work.

### C. Hegerfeldt’s paradox for the single-particle s.a. extensions of \( O_{\text{phys}}^3(\tau) \)

The fact that \( O_{\text{phys}}^3(\tau) \) has s.a. single-particle extensions suggests, at first, that the operators \( O_{\text{phys}}^3(\tau) \) should be interpreted as the observables associated with the system’s position parameterized by the proper-time. However, there are some considerations that indicate that this interpretation should be refuted, starting with the fact that the discrete spectrum of these operators does not allow a continuous description of the system’s position by means of a single s.a. extension with fixed \( \varphi \) parameter.

A second problem in the description of the position in terms of the s.a. extensions \( O_{\text{phys}}^3(\tau) \) is related to the physical interpretation of the s.a. extension of the operator \( O_{\text{phys}} \). Thus, the orthogonality and completeness relations of this CSCO are respectively given by

\[
|\psi\rangle = \int_{-\infty}^{-1/4} d\lambda (|\psi_{\lambda,0}^0,\lambda, m_z\rangle).
\]

This state has eigenvalue \( z_0^0 = 0 \) and, therefore, is strictly localized at the z-axis origin for \( \tau = 0 \). The probability of finding the state (22) in an eigenvalue \( z_0^0 = 2n/m \) \( (n \in \mathbb{Z}) \) from \( O_{\text{phys}}^3(\tau) \) for \( \tau \neq 0 \) is given by

\[
P_n(\tau) = \sum_{m_z \in \mathbb{Z}} \sum_{n=\infty}^{\infty} \frac{1}{\sinh(m\tau)} | \langle \psi^m_{\tau}, n' m_z | \psi \rangle |^2.
\]

The quantity \( m\tau \) describes the number of Compton wavelengths of the system in a proper-time interval \( \tau \). Thus, in order to avoid causality violation for the state

![Figure 2. Graphical representation of \( P_n(\tau) \) for \( m\tau = 0, 1, 2 \) and 3. For \( m\tau = 0 \), the probability is entirely concentrated in \( n = 0 \), which characterizes (22) as a strictly localized state on the z-axis. Causality violation can be observed for other values of \( m\tau \), since non-null probabilities are found for all \( n > m\tau/2 \).](image)

![Figure 3. Detection probability \( P_n(\tau) \) as a function of \( \tau \) for \( n = 0, 1 \) and 2. Non-null values of \( P_n(\tau) \) for \( n \neq 0 \) emerge instantly for \( \tau > 0 \). This implies that immediately after the proper-time instant \( \tau = 0 \), where the state is strictly localized, the system has a non-null probability of being detected in \( z_0^0 \) for any \( n \in \mathbb{Z} \).](image)
that can be associated with the domain of the operators $Q^\pm_{phys}(\tau)$, which follows from the commutation relations $[\hat{P}_{phys}(\tau),\hat{Q}_{phys}(\tau)]=0$. Thus, although a single-particle interpretation of the time operator in the proper-time single-particle framework is only possible outside the single-particle framework and the subspaces of the single-particle operators, since they cannot be replaced by a description in terms of POVMs.

As stated earlier, the s.a. extensions of $Q^\pm_{phys}$ do not have a temporal incertitude when described by a classical description of the system's position in terms of the s.a. operators. In addition, since the boundary conditions of the single-particle s.a. extensions (Figure 3) are not orthogonal, since $P_0(\tau)$ is a pure boost in the z-axis and $\hat{\Lambda} = \exp(\text{i} \kappa \hat{P}^z_{phys})$. Therefore, the implementation of the time operator in the proper-time single-particle formalism is given by the following equation:

In what follows, it will be shown that a single-particle description of the system's position in terms of the s.a. extensions of $Q^\pm_{phys}$ is possible only through a POVM approach. Such a result will also allow to explain why the s.a. extensions of $Q^\pm_{phys}$ cannot be used directly as localization definitions in terms of POVMs.

Using Naimark's theorem [40], the elements of the POVM associated to $Q^\pm_{phys}(\tau)$ can be obtained projectors of the s.a. extension $Q^\pm_{phys}(\tau)$ over $P^\pm_{phys}(\tau)$.

Thus, the probability of finding the system in a time interval $[t, t+\delta t]$ given by $P_{R^\pm_{phys}(\tau)}(t) = \int_{t}^{t+\delta t} d\tau \rho_{R^\pm_{phys}(\tau)}(\tau)$ and the domain of the operators $Q^\pm_{phys}(\tau)$ coincide with those obtained in Section IIIB1 for $Q^\pm_{phys}(\tau)$. However, as can be seen in Figure 3, the probability $P^\pm_{phys}(\tau)$ does not respect this condition. Consequently, causality is violated for a description of the system's spacial localization, the covariance of the quantities $\hat{\xi}_{phys}(\tau)\pm\hat{\eta}_{phys}(\tau)$ equals to zero. This implies that the projected operators $\hat{\xi}_{phys}(\tau)\pm\hat{\eta}_{phys}(\tau)$ do not have a temporal incertitude when described by a classical description of the system's position in terms of the s.a. operators. In addition, since the boundary conditions of the single-particle s.a. extensions (Figure 3) are not orthogonal, since $P_0(\tau)$ is a pure boost in the z-axis and $\hat{\Lambda} = \exp(\text{i} \kappa \hat{P}^z_{phys})$. Therefore, the implementation of the time operator in the proper-time single-particle formalism is given by the following equation:

In what follows, it will be shown that a single-particle description of the system's position in terms of the s.a. extensions of $Q^\pm_{phys}$ is possible only through a POVM approach. Such a result will also allow to explain why the s.a. extensions of $Q^\pm_{phys}$ cannot be used directly as localization definitions in terms of POVMs.
Relationship (24) implies that, in order to respect the covariance for finite Lorentz transformations, one must have $D_{\varphi,\text{phys}}(\tau) = D_{\varphi,\text{phys}}(0) \cap D_{\varphi,\text{phys}}(\tau)$, since the domain of $Q_{\varphi,\text{phys}}^{\prime\prime}(\tau)$ cannot change from one reference frame to another. However, assuming that in subspace $H_{\varphi,\text{phys}}$ the time operator is given by $Q_{\varphi,\text{phys}}^{\prime\prime}(\tau)$, there are states in $D_{\varphi,\text{phys}}(\tau)$ that will not belong to $D_{\varphi,\text{phys}}^{\prime\prime}(\tau)$ since the boundary condition (18) imposed by $D_{\varphi,\text{phys}}^{\prime\prime}(\tau)$ admits states that don’t cancel faster than $r_{\pi}^{-3/2}$ for $\nu_{\pi} \to \pm \pi/2$, as is the case for the eigenstates (20). Thus, the single-particle character together with finite Lorentz covariance rules out the possibility to use the s.a. extensions of $Q_{\varphi,\text{phys}}(\tau)$ as position operators.

To solve the covariance problem and obtain a spacial localization definition consistent with the finite covariance condition, one can adopt $Q_{\varphi,\text{phys}}^{\prime\prime}(\tau)$ as definitions of the single-particle position operator in each subspace of well-defined energy sign, since the boundary conditions of these operators are in agreement with those imposed by $Q_{\varphi,\text{phys}}^{\prime\prime}(\tau)$. However, since $Q_{\varphi,\text{phys}}(\tau)$ is symmetrical but not s.a., such a choice will imply in a concept of localization that cannot be associated with projective measures.

In order to define a POVM associated with the operator $Q_{\varphi,\text{phys}}^{\prime\prime}(\tau)$ one observe that $D_{\varphi,\text{phys}}(\tau) \subset D_{\varphi,\text{phys}}^{\prime\prime}(\tau)$, i.e. the eigenstates $V_{\tau,\xi}^{\pi}(\cdot) \in \Phi_{\varphi,\text{phys}}$ of $\varphi_{\text{phys}}^{\prime\prime}(\tau)$ also serves as a basis for $D_{\varphi,\text{phys}}^{\prime\prime}(\tau)$. However, unlike for $\varphi_{\text{phys}}^{\prime\prime}(\tau)$, that base is improper for $D_{\varphi,\text{phys}}^{\prime\prime}(\tau)$, since the states $V_{\tau,\xi}^{\pi}(\cdot)$ do not meet the boundary conditions (16) and, therefore, $V_{\tau,\xi}^{\pi}(\cdot) \not\in D_{\varphi,\text{phys}}^{\prime\prime}(\tau)$. Using the improper basis of states $V_{\tau,\xi}^{\pi}(\cdot) = V_{\tau,\xi}^{\pi}(\nu) \varphi_{\text{phys}}^{\prime\prime}(\nu) W_{\pi}^{\lambda}(\omega_{\pi})$ one has that the operator $Q_{\varphi,\text{phys}}(\tau)$ can be written as

$$
Q_{\varphi,\text{phys}}^{\pi}(\tau) = \sum_{\xi \in \mathbb{Z}} \int_{-\infty}^{0} d\lambda \left( Z_{\pi}^{0} + \frac{2}{m} \right) |\psi_{\tau,\xi}^{\pi}(\cdot) \rangle \langle \psi_{\tau,\xi}^{\pi}(\cdot)|,
$$

where $Z_{\pi}^{0} = \frac{2}{m} \arctan \left( \frac{\sin \varphi}{1 + \cos \varphi \tan \frac{\pi}{2}} \right)$.

Since $D_{\varphi,\text{phys}}^{\prime\prime}(\tau) \subset D_{\varphi,\text{phys}}^{\prime\prime}(\tau)$ for all $\varphi \in (-\pi, \pi)$, the above decomposition can be done using the basis of eigenstate of any of the s.a. extensions $\varphi_{\text{phys}}^{\prime\prime}(\tau)$ and, therefore, an integration in $z_{\varphi}$ allows to rewrite $Q_{\varphi,\text{phys}}^{\prime\prime}(\tau)$ as

$$
\hat{Q}_{\varphi,\text{phys}}^{\pi}(\tau) = m \int_{-1/m}^{1/m} dz_{\varphi} \sum_{n \in \mathbb{Z}, m \in \mathbb{Z}} \int_{-\infty}^{-1/4} d\lambda \left( Z_{\pi}^{0} + \frac{2n}{m} \right) |\psi_{\tau,\xi}^{\pi}(\cdot) \rangle \langle \psi_{\tau,\xi}^{\pi}(\cdot)|,
$$

(25)

where $\psi_{\tau,\xi}^{\pi}(\cdot) = Z_{\tau,\xi}^{\pi}(\nu_{\pi}) \varphi_{\text{phys}}^{\prime\prime}(\nu_{\pi}) W_{\pi}^{\lambda}(\omega_{\pi})$ with

$$
Z_{\tau,\xi}^{\pi}(\nu_{\pi}) = \frac{e^{i m \tau \ln(\sec \nu_{\pi})} e^{-i m \pi z_{\varphi}}}{\pi^{1/2} (\sec \nu_{\pi})^{3/2}}
$$

and $z \in \mathbb{R}$. The decomposition in (25) allows a continuous description to be retrieved for the system position, although it is non-orthogonal, since

$$
|\psi_{\tau,\xi}^{\pi}(\cdot) \rangle \langle \psi_{\tau,\xi}^{\pi}(\cdot)| = \delta_{m_{\pi}} d(\lambda - \lambda) \sin \left( \frac{m \pi (z - z)}{2} \right).
$$

It is interesting to note that this non-orthogonality decays with $|m(z - z)|^{-1}$ and, therefore, decreases with the inverse of the number of Compton wavelengths that separate $z'$ from $z$, being relevant only for values of $z'$ very close to $z$.

The above results, along with the fact that the identity

$$
\hat{E}_{\varphi,\text{phys}}^{\pi}(\tau) = \int_{0}^{\infty} dz \text{Tr} \left( \rho \hat{E}_{\tau,\pm}(z) \right),
$$

allows to introduce a POVM associated with the operator $\hat{Q}_{\varphi,\text{phys}}^{\pi}(\tau)$. The positive operators $\{\hat{E}_{\tau,\xi}(z)\}$ associated with that POVM are given by

$$
\hat{E}_{\tau,\xi}(z) = \frac{m}{2} \sum_{m \in \mathbb{Z}} \int_{-\infty}^{-1/4} d\lambda \left( Z_{\pi}^{0} + \frac{2m}{m} \right) |\psi_{\tau,\xi}^{\pi}(\cdot) \rangle \langle \psi_{\tau,\xi}^{\pi}(\cdot)|,
$$

(27)

These operators satisfy $\int_{0}^{\infty} dz \text{Tr} \hat{E}_{\tau,\xi}(z) = \hat{I}_{\varphi,\text{phys}}^{\pi}$ and the probability $P_{\{z_{1}, z_{2}\}}(\tau)$ of finding a state of density matrix $\rho$ in a spatial range $[z_{1}, z_{2}]$ for a proper-time $\tau$ is given by

$$
P_{\{z_{1}, z_{2}\}}(\tau) = \int_{z_{1}}^{z_{2}} dz \text{Tr} \left( \rho \hat{E}_{\tau,\pm}(z) \right).
$$
To conclude this description of the system’s localization in terms of $\hat{Q}^0_{\text{phys}}(\tau)$ it is necessary to verify that the POVM definition given in (27) is not subjected to the causality problems stated by Hegerfeldt in [32, 33, 36]. Since these results assert the causality violation for strictly localized states as well as exponentially bounded states, it will be shown here that the domain $D_{\hat{Q}^0_{\text{phys}},(\tau)}$ does not allow such states to be defined.

We will begin with the proof of the nonexistence of strictly localized states. Suppose that the state

$$|\psi\rangle = \int_{-\infty}^{-1/4} d\lambda(\lambda) \int d\Omega(z) |\psi_{0,+}^{\lambda,0}\rangle$$

is strictly localized at $\tau = 0$. Due to the non-orthogonality given in (26), the strictly localization condition consist in considering the fact that the density probability

$$\mathcal{P}_0(z') = \text{Tr}(\hat{E}_{0,+}^0 |\psi\rangle \langle\psi|) = \frac{m}{2} \int d\Omega(z) \text{sinc} \left( \frac{m\pi}{2} (z' - z) \right)^2,$$

or, in an equivalent way, the probability amplitude

$$p_0(z') = \frac{m}{2} \int d\Omega(z) \text{sinc} \left( \frac{m\pi}{2} (z' - z) \right),$$

has a compact support in an interval $\Delta z \subset \mathbb{R}$.

The compact support of $p_0(z')$ implies that its Fourier

$$\mathcal{F}_{p_0}(k) = \frac{1}{\sqrt{2\pi}} \int d\zeta p_0(z') e^{-i\pi mkz'}$$

must be analytic in $\mathbb{R}$. Making the change of variables given by $u = m\pi z$, the Fourier (28) may be rewritten as

$$\mathcal{F}_{p_0}(k) = \frac{\sqrt{2\pi}}{(m\pi)^{3/2}} \text{rect}(k) \mathcal{F}_\Omega(k),$$

where

$$\text{rect}(k) = \begin{cases} 0, & |k| > \frac{1}{2} \\ 1/2, & |k| = \frac{1}{2} \\ 1, & |k| < \frac{1}{2} \end{cases}$$

is a rectangular function and

$$\mathcal{F}_\Omega(k) = \frac{1}{\sqrt{2\pi}} \int d\zeta \Omega(u) e^{-\imath ku}.$$

To verify the conditions imposed by the domain $D_{\hat{Q}^0_{\text{phys}},(0)}$, the state $|\psi\rangle$ must be written in momentum basis. In this basis

$$|\psi^+(\pi)\rangle = \frac{A_0}{m\pi^{3/2}} \mathcal{F}_\Omega(k) \frac{1}{(\sec \nu_\pi)^{3/2}},$$

where

$$A_0 = \int_{-\infty}^{-1/4} d\lambda(\lambda) W^0_0(\omega_\pi)$$

and $k = \nu_\pi/\pi$. From the conditions in the domain $D_{\hat{Q}^0_{\text{phys}},(0)}$ it results that $\mathcal{F}_\Omega(k)$ must be zero for $k = \pm 1/2$ and must belong to $L^2([-1/2, 1/2], dk)$, besides being differentiable.

The above properties obtained for $\mathcal{F}_\Omega(k)$ imply that the Fourier $\mathcal{F}_{p_0}(k)$ given in (29) must be differentiable and have compact support in $[-1/2, 1/2] \subset \mathbb{R}$, since $\mathcal{F}_{p_0}(k) \propto \text{rect}(k) \mathcal{F}_\Omega(k)$. Therefore, the function $\mathcal{F}_{p_0}(k)$ cannot be analytic in $\mathbb{R}$ and $p_0(z')$ cannot have compact support, which demonstrates the nonexistence of strictly localized states with respect to the localization definition associated to $\hat{Q}^0_{\text{phys}}(\tau)$.

The demonstration of the nonexistence of states that are compatible with $\hat{Q}^0_{\text{phys}}(\tau)$ and have a probability amplitude $p_0(z')$ with tails bounded by an exponential decay $e^{-A|z|}$ follows the same reasoning presented above. In this case, the exponential behavior of the tails of $p_0(z')$ would imply the analyticity of the Fourier $\mathcal{F}_{p_0}(k)$ for $|\text{Im}(k)| < A$. However, the domain $D_{\hat{Q}^0_{\text{phys}},(0)}$ implies that over $\mathbb{R}$ the function $\mathcal{F}_{p_0}(k)$ must have compact support in $[-1/2, 1/2]$ and therefore the condition of analyticity in $|\text{Im}(k)| < A$ cannot be satisfied, which concludes the demonstration of the nonexistence of states with bounded exponential decay.

V. DISCUSSION

The problem of localization in RQM was approached through a single-particle formalism parameterized by the system’s proper-time. This parameterization has a fundamental character since it does not depend on the properties of an external observer and, therefore, corresponds to an intrinsic approach to the problem of localization in RQM. Physically, adopting the proper-time gauge as fundamental amounts to state that the system’s time would be observed as classical only if it were possible to define an observer from a comoving quantum frame as those proposed in [51].

Although the quantum operations $\hat{Q}^0_{\text{phys}}(\tau)$ may be associated with s.a. operators $\hat{Q}^0_{\text{phys}}(\tau)$, it has been shown that these s.a. extensions cannot be associated with a single-particle description of the system, a result that follows from the nonexistence of single-particle s.a. extension of $\hat{Q}^0_{\text{phys}}(\tau)$ and from the four-vector character of the operations $\hat{Q}^0_{\text{phys}}(\tau)$, that ensures the covariance of the definition. The immediate consequence of this result for systems with a well-defined energy sign is the necessity of introducing a quantum description for the variables $Q^0_{\text{phys}}(\tau)$ based on POVMs connected to the maximally symmetrical operators $\hat{Q}^0_{\text{phys}}(\tau)$, which implies the im-
possibility of constructing temporally localized states in $\mathcal{H}_{\text{phys}}$, i.e. physically acceptable single-particle states have an intrinsic temporal uncertainty.

For the spatial variables $Q^j(\tau)$, it was shown that certain parameterizations of the s.a. extensions $\hat{Q}^j_{\text{phys}}(\tau)$ may correspond to a single-particle description of the system’s position. However, the four-vector character of the variables $Q^\mu(\tau)$ imposes restrictions on the quantum description that cannot be satisfied by the operators $\hat{Q}^\mu_{\text{phys}}(\tau)$ if $Q^0_{\text{phys}}(\tau)$ is adopted as the temporal component of the operator associated with the system’s four-position. Consequently, as happened with $Q^\mu_{\text{phys}}(\tau)$, the variables $Q^\mu_{\text{phys}}(\tau)$ also need to be described by POVMs associated to the closed operator $\hat{J}^\mu_{\text{phys}}(\tau)$. This description is not subject to the predictions concerning Hegerfeldt’s paradox, since the domain of $\hat{Q}^\mu_{\text{phys}}(\tau)$ implies the impossibility of strict localization as well as states with bounded exponential tails. It is important to emphasize the crucial role played by the domain analysis in the presented results. This demonstrates the relevance of going beyond the algebraic properties of operators in RQM, since the particular characteristics of unbounded operators may become of paramount importance.

It is worth noting that the impossibility of defining strictly localized states in a single-particle approach is in agreement with the idea that such localization would involve energies that would lead to a regime in which the phenomena of creation and annihilation of particles could no longer be disregarded. As obtained in [26], the distance between two orthogonal position in the z-axis is at least of two Compton wavelength, a range that is in agreement with what is expected from a regime with fixed number of particles as RQM.

Finally, it is necessary to emphasize the need to understand how the present proposal connects itself to measurements parameterized by classical observer parameters, as well as the consequences of temporal uncertainty for these measurements. This connection is important to discuss causality in contexts where measurements are parameterized by quantities as the observer time and will be the subject of a future work. However, it should be noted that, due to the intrinsic temporal uncertainty of quantum states, any measurement parameterized by a classical observer will correspond to a coarse-grained description of the system.

For the sake of completeness, it should be stressed that in [52] the Dirac Hamiltonian formalism was applied in a different way to a free spinless massive particle to introduce a new perspective concerning Hegerfeldt’s paradox. However, a mathematical inaccuracy pointed by the present authors in [53] is responsible for invalidating those results.
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Appendix A: Properties of the $\hat{Q}^3_{\text{phys}}(\tau)$ CSCO

The full CSCO related to $\hat{Q}^3_{\text{phys}}(\tau)$ is formed by the operators $\hat{J}^{12}_{\text{phys}}$ and $\hat{O}_{\text{phys}} \equiv (\hat{J}^{12}_{\text{phys}})^2 - (\hat{J}^{01}_{\text{phys}})^2 - (\hat{J}^{02}_{\text{phys}})^2$. While the s.a. character of $\hat{J}^{12}_{\text{phys}}$ defined over its natural domain with a periodicity restriction in $\varphi \in [0, 2\pi]$ is easily verifiable and follows the usual non-relativistic approach, operator $\hat{O}_{\text{phys}}$ needs a more detailed treatment.

Adopting hyperbolic coordinates and the separation of variables $\psi(\omega, \varphi) = \mathcal{N}_m^\lambda(\omega) \Phi^m_\varphi(\varphi)$ for the differential equations $\hat{O}_{\text{phys}} \psi(\omega, \varphi) = \lambda \psi(\omega, \varphi)$ and $\hat{J}^{12} \psi(\omega, \varphi) = m_z \psi(\omega, \varphi)$, one has that

$$-i \frac{d}{d\omega} \Phi^m_\varphi(\varphi) = m_z \Phi^m_\varphi(\varphi),$$

$$\left( \frac{d^2}{d\omega^2} + \coth(\omega) \frac{d}{d\omega} - \lambda \right) \mathcal{N}_m^\lambda(\omega) = m_z^2 \mathcal{W}_m^\lambda(\omega) \sinh^2(\omega),$$

which leads to $\Phi^m_\varphi(\varphi) = e^{im_z \varphi} / \sqrt{2\pi}$, with $m_z \in \mathbb{Z}$, and to the differential equation $\hat{O}^m_{\text{phys}} \mathcal{W}_m^\lambda(\omega) = \lambda^\lambda \mathcal{W}_m^\lambda(\omega)$, where

$$\hat{O}^m_{\text{phys}} \equiv \frac{d^2}{d\omega^2} + \coth(\omega) \frac{d}{d\omega} - \frac{m_z^2}{\sinh^2(\omega)}. \quad (A1)$$

Starting with $C^\infty_0(0, \infty)$ as test function space and taking into account the fact that $\sinh(\omega)$ is locally a.c. in $[0, \infty)$, it results that operation (A1) is Lagrange s.a. with regard to the measure $d\mu(\omega) = m^3 \sinh(\omega) \, d\omega$. Thus, choosing $C^\infty_0(0, \infty)$ as initial domain for the operator $\hat{O}^m_{\text{phys}}$, its adjoint is defined by the acting rule (A1) over the domain

$$\hat{O}^m_{\text{phys}}^* \text{ is helpful to start with the change of variables}$$

$$D^*_{\hat{O}^m_{\text{phys}}} = \left\{ \phi_\omega(\omega) \phi_\omega(\omega), \frac{d\phi_\omega(\omega)}{d\omega} \text{ are a.c. in } [0, \infty) \text{ and } \phi_\omega(\omega), \hat{O}^m_{\text{phys}} \phi_\omega(\omega) \in L^2([0, \infty), d\mu(\omega)) \right\}. \quad (A2)$$
where $v = -\frac{1}{2} + i\Lambda(\lambda)$, with $\Lambda(\lambda) = \sqrt{-\frac{1}{4} - \lambda}$.

Using the variable $u_\pi$, the absolute continuity condition from domain (A2) implies that $\sqrt{u_\pi^2 - 1} \frac{d\phi_\pi(u_\pi)}{du_\pi}$ must be a.c. for $u_\pi \in [1, \infty)$. Then, this result implies that $\sqrt{u_\pi^2 - 1} \frac{d\phi_\pi(u_\pi)}{du_\pi}$ must be limited at the closed end $u_\pi = 1$ and, therefore,

$$\lim_{u_\pi \to 1} (u_\pi^2 - 1) \frac{d\phi_\pi(u_\pi)}{du_\pi} = 0, \quad \forall \phi_\pi \in D_{\hat{O}_{\text{phys}}}^{m_\pi}.$$  \hspace{1cm} (A4)

However, it is known from literature \cite{54, 55} that, provided with the boundary condition (A4), the associated Legendre differential equation (A3) defines a s.a. operator. Thus, it follows that the operator $\hat{O}_{\text{phys}}^{m_\pi+}$ is in fact s.a. and $\hat{O}_{\text{phys}}^{m_\pi+}$ is essentially s.a. (deficiency indices $\eta = (0, 0)$), its only s.a. extension being the adjoint operator $\hat{O}_{\text{phys}}^{m_\pi+} = \hat{O}_{\text{phys}}^{m_\pi+}$.

The spectrum and eigenfunctions of the s.a. operator differential equation

$$W_{m_\pi}(u_\pi) = v(v+1)W_{m_\pi}(u_\pi),$$  \hspace{1cm} (A3)

given by the associated Legendre differential equation with boundary condition (A4) are known from the literature \cite{54, 55} and, in the present case, are given by $\lambda \in (-\infty, -\frac{1}{4}]$ and

$$W_{m_\pi}(\omega_\pi) = N_{\lambda}^{m_\pi+}P_{-\frac{m_\pi+1}{2} + i\Lambda(\lambda)}(\cosh \omega_\pi),$$

where $P_{-\frac{m_\pi+1}{2} + i\Lambda(\lambda)}(\cosh \omega_\pi)$ denotes the associated conical function (associated Legendre function of the first kind) and

$$N_{\lambda}^{m_\pi+} = \frac{|\Gamma(\frac{1}{2} + |m_\pi| + i\Lambda)|}{m^{3/2}} \sqrt{\frac{\sinh(\pi\Lambda)|\Lambda|}{2\pi}}.$$  \hspace{1cm}

The results presented above, together with those obtained for the single-particle s.a. extensions $\hat{O}_{\text{phys}}^{m_\pi+}(\tau)$, allow to write the eigenfunctions of the CSCO of $\hat{O}_{\text{phys}}^{m_\pi+}(\tau)$ as in (20), the orthogonality and completeness relations presented in (21) being a consequence of the relationships
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