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Abstract
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1. Introduction

Let $\mathfrak{g}(E,\Pi, p)$ be the special linear superalgebra defined by its simple root system $\Pi$, which lies in finite dimensional superspace $E$ with scalar product $(\cdot, \cdot)$ and parity function $p$. We will denote by $D$ a set which elements parametrize Dynkin diagrams. We recall that Drinfeld super Yangian $Y_h(\mathfrak{g}(E,\Pi, p))$ and quantum loop superalgebra $U_q(L\mathfrak{g}(E,\Pi, p))$ are deformations of the universal enveloping superalgebras of the current superalgebra $\mathfrak{g}[t]$ and loop superalgebra $\mathfrak{g}[z, z^{-1}]$ respectively. We suppose that parameters of deformations $q$ and $h$ are related by $q = e^{2\pi}$ and $q$ is not a root of unity. We consider Drinfeld super Yangian $Y_h(\mathfrak{g}(E,\Pi, p))$ and quantum loop superalgebra $U_q(L\mathfrak{g}(E,\Pi, p))$ as associative superalgebras. It is well-known that Drinfeld super Yangian and quantum loop superalgebra are both Hopf superalgebras and our main task is to study relations between these Hopf superalgebras. We begin with studing in detail a minimalistic presentation of Drinfeld super Yangian (see \cite{8}) associated with an arbitrary Dynkin diagram. We use this presentation in order to introduce a Hopf superalgebra structure on Drinfeld super
Yangian by analogy with \[8\]. Our actions are motivated by desire to reduce calculations required to verify that the introduced by us comultiplication is indeed a homomorphism of superalgebras. Using the introduced comultiplication we easily define the antipode. We also provide a relation between the comultiplication with Lie bisuperalgebra structure on special Lie superalgebra. Thus the coproduct on Drinfeld super Yangian is the deformation of the standard co-supercommutator of the initial Lie superbialgebra. The main difference with \[8\] is that we generalize results to super case and work with an arbitrary Dynkin diagram which makes the proofs more complicated. It is important to mention that Drinfeld super Yangian and quantum loop superalgebra also have so-called Drinfeld coproduct which was introduced by Drinfeld and was studied by S. Khoroshkin and V. Tolstoy (\[18\]), and also D. Hernandez (see \[11\], \[12\] and also \[8\]). This coproduct is given in terms of infinite series though they can be regularized through deformation (see \[12\]). In order to study this comultiplication it is used the language of meromorphic categories introduced by D. Kazhdan and Y. Soibelman (see \[17\] and \[8\] for more general case of affine Yangians). We are going to consider a relation between Drinfeld and standard comultiplications in the next paper.

Next we construct an isomorphism of associative superalgebras

\[
\hat{\Phi} : U_q(L\mathfrak{g}(E,\Pi, p)) \to Y_h(\mathfrak{g}(E,\Pi, p))
\]

between appropriate completions of quantum loop superalgebra \(U_q(L\mathfrak{g}(E,\Pi, p))\) and Drinfeld super Yangian \(Y_h(\mathfrak{g}(E,\Pi, p))\). We act by analogy with the paper \[26\] though we provide in some cases absolutely new proofs of important results. The proof of all these result is given in great details.

Finally we prove when Drinfeld super Yangians \(Y_h(\mathfrak{g}(E,\Pi, p))\) and \(Y_h(\mathfrak{g}(E,\Pi_1, p))\) are isomorphic for any simple root systems \(\Pi\) and \(\Pi_1\). In order to do this we construct special equations based on the comultiplication properties which tell us how Dynkin diagrams of isomorphic Hopf superalgerbas look like. We also use a complete Weyl group in order to give a geometric intuition of the obtained result. Using the isomorphism \(\hat{\Phi}\) we endow the completion of quantum loop superalgebra with the structure of Hopf superalgebra and translate the obtained result about classification of Hopf superalgebra structures on it. We are going to discuss this issue in detail in the next paper.

2. Preliminaries

In this paper we use the following notation. Let \(\mathbb{N}, \mathbb{N}_0, 2\mathbb{N}_0, \mathbb{Z}, \mathbb{Z}^*, \mathbb{Q}\) and \(\mathbb{C}\) denote the sets of natural numbers, natural numbers with zero, even numbers in \(\mathbb{N}_0\), integers, integers without zero, rational numbers and complex numbers, respectively. Let \(k\) be an algebraically closed field of characteristic zero. Denote by \(M_{n,m}\) a matrix ring of \(n \times m\) matrices. We also use the Iverson bracket defined by \([P] = \begin{cases} 1 & \text{if } P \text{ is true;} \\ 0 & \text{otherwise,} \end{cases}\) where \(P\) is a statement that can be true or false.

2.1. Lie Superalgebra \(A(m, n)\)

For an associative superalgebra \(A\) and its two homogeneous elements \(x, y\) and an element \(v \in k\) we define

\[
[x, y] := xy - (-1)^{|x||y|}yx, \quad \{x, y\} := xy + (-1)^{|x||y|}yx, \\
[x, y]_v := xy - (-1)^{|x||y|}vyx,
\]

(2.1)
where $|x|$ denotes the $\mathbb{Z}_2$-grading of $x$ (that is, $x \in A_{|x|}$).

A Lie superalgebra is a superalgebra $\mathfrak{g} = \mathfrak{g}_0 \oplus \mathfrak{g}_1$ with the bilinear bracket (the super Lie bracket) $[\cdot, \cdot] : \mathfrak{g} \times \mathfrak{g} \to \mathfrak{g}$ which satisfies the following axioms: for any homogeneous $x, y, z \in \mathfrak{g}$

$$[x, y] = -(−1)^{|x||y|} [y, x],$$

$$(-1)^{|x||z|} [x, [y, z]] + (-1)^{|x||y|} [y, [x, z]] + (-1)^{|z||y|} [z, [x, y]] = 0. \tag{2.3}$$

Given two superspaces $A = A_0 \oplus A_1$ and $B = B_0 \oplus B_1$, their tensor product $A \otimes B$ is also a superspace with $(A \otimes B)_0 = A_0 \otimes B_0 \oplus A_1 \otimes B_1$ and $(A \otimes B)_1 = A_0 \otimes B_1 \oplus A_1 \otimes B_0$. Furthermore, if $A$ and $B$ are superalgebras, then $A \otimes B$ is made into a superalgebra, the graded tensor product of the superalgebras $A$ and $B$, via the following multiplication:

$$(x \otimes y)(x' \otimes y') = (-1)^{|y||x'|}(xx') \otimes (yy')$$

for any $x \in A_{|x'|}, x' \in A_{|x'|}, y \in B_{|y|}, y' \in B_{|y'|}$. \tag{2.4}

We will use only graded tensor products of superalgebras throughout this paper.

We use a set $D$ to label Dynkin diagrams that will appear further. Fix $m, n \in \mathbb{Z}_{\geq 1}$ and $d \in D$. From now on we set $I = \{1, 2, ..., m + n - 1\}$. Consider a superspace $V^d = V_0^d \oplus V_1^d$ with a $k$-basis $v_1, ..., v_{m+n}$ such that each $v_i$ is either even ($v_i \in V_0^d$) or odd ($v_i \in V_1^d$). We set $n_+ := \dim(V_0^d)$, $n_- := \dim(V_1^d)$, $m + n = n_+ + n_- = \dim(V^d)$. For $i \in I$, define $\tilde{i} = \begin{cases} 0, & \text{if } v_i \in V_0^d; \\
1, & \text{if } v_i \in V_1^d. \end{cases}$ Consider a free $\mathbb{Z}$-module $P_d := \bigoplus_{i=1}^{m+n} \mathbb{Z} \epsilon_{i,d}$ with the bilinear form determined by $(\epsilon_{i,d}, \epsilon_{j,d}) = \delta_{ij}(-1)^i$ (we set $(-1)^0 := 1, (-1)^1 := -1$). Let $\Delta_d = \{\epsilon_{j,d} - \epsilon_{i,d} \mid i, j \in I, i \neq j\} \subset P_d$ be the root system. Then $\Delta_\pm := \Delta_\pm \cup \Delta_\mp$. Here $\Delta_\pm := \{\epsilon_{j,d} - \epsilon_{i,d} \mid 1 \leq j < i \leq m + n\}$ is the set of positive roots and $\Delta_\mp := -\Delta_\pm$ is the set of negative roots. Let $\Pi_d = \{\alpha_{i,d} := \epsilon_{i,d} - \epsilon_{i+1,d} \mid i \in I\} \subset \Delta_d$ be the set of simple roots. Set $|\alpha_{i,d}| := \tilde{i} + \tilde{i} + 1 \in \mathbb{Z}_2$ for $i \in I$. Then $\Delta_{0,d} := \{\alpha \mid |\alpha| = 0\}$ is the set of even roots and $\Delta_{1,d} := \{\alpha \mid |\alpha| = 1\}$ is the set of odd roots. Finally, let $C_d = (c_{ij}^d)_{i,j \in I}$ be the associated Cartan matrix, that is, $c_{ij}^d := (\alpha_{i,d}, \alpha_{j,d})$. Denote by $D_d$ the Dynkin diagram associated with $\Pi_d$ \cite{14}. Yamane gave defining relations of a Lie superalgebra of type $A(m-1, n-1)$ $(m, n \geq 1)$ associated with Dynkin diagram $D_d$ (for more details see \cite{29, 30}). Denote such Lie superalgebras by $\mathfrak{g}_d := \mathfrak{sl}(V^d)$ for $d \in D$. In order to give more explicit description we give the well-known

**Proposition 2.1.** Consider a superspace $V^d$ $(d \in D)$ and the Lie superalgebra $\mathfrak{g}_d$ with associated Cartan matrix $C_d = (c_{ij}^d)_{i,j \in I}$. Then $\mathfrak{g}_d$ is generated by $h_{i,d}, e_{i,d}$ and $f_{i,d}$ for $i \in I$ $(|h_{i,d}| = 0$ and $|e_{i,d}| = |f_{i,d}| = |\alpha_{i,d}|)$, where the generators satisfy the relations

$$[h_{i,d}, h_{j,d}] = 0, \ [h_{i,d}, e_{j,d}] = c_{ij}^d e_{j,d}, \ [h_{i,d}, f_{j,d}] = -c_{ij}^d f_{j,d}, \ [e_{i,d}, f_{j,d}] = \delta_{ij} h_{i,d} \tag{2.5}$$

and the ”super classical Serre-type” relations

$$[e_{i,d}, e_{i,d}] = [f_{i,d}, f_{i,d}] = 0, \ \text{if } |\alpha_{i,d}| = 1, \tag{2.6}$$

$$(ad_{e_{i,d}})^{1+|\alpha_{i,d}|} e_{j,d} = (ad_{f_{i,d}})^{1+|\alpha_{i,d}|} f_{j,d} = 0, \ \text{if } i \neq j, \ \text{and } |\alpha_{i,d}| = 0 \tag{2.7}$$

plus nonstandard super Serre relations for type $A$:

$$[[e_{j-1,d}, e_{j,d}], e_{j+1,d}] = [[f_{j-1,d}, f_{j,d}], f_{j+1,d}], \ [f_{j,d}, e_{j-1,d}] = 0, \ \text{if } j - 1, j, j + 1 \in I \ \text{and } |\alpha_{j,d}| = 1, \tag{2.8}$$

where for $x \in \mathfrak{g}_d$ the linear mapping $ad_x : \mathfrak{g}_d \to \mathfrak{g}_d$ called adjoint action is defined by $ad_x(y) = [x, y]$ for all $y \in \mathfrak{g}_d$. \hfill 3
Remark 2.1. 1. Relations (2.6) are also valid for $|\alpha_{i,d}| = 0$ by definition.

2. Relations (2.7) are also valid for $|\alpha_{i,d}| = 1$, but in that case, they already follow from eqs. (2.3) and (2.6).

3. Relations (2.8) are also valid for $|\alpha_{j,d}| = 0$, but in that case, they already follow from eqs. (2.3), (2.6) and (2.7).

Recall that the classical Lie superalgebra $A(m - 1, n - 1) (m, n \geq 1)$ coincides with $\mathfrak{sl}(m|n)$ for $m \neq n$, and with the quotient $\mathfrak{sl}(m|n)/E$ for $m = n$, where $E = \sum_{i=1}^{2n} E_{ii}$ is the central element, where $E_{ij} \in M_{2n, 2n}(k)$ denotes matrix with 1 at $(i, j)$-position and zeros elsewhere $(i, j) \in \{1, 2, ..., 2n\}$). In our notations $\mathfrak{sl}(m|n)$ is actually $\mathfrak{g}_d = \mathfrak{sl}(V^d)$ for some $d \in D$ with the associated Dynkin diagram $D_d$ (the distinguished Dynkin diagram) which can be described in the following way

$$D_d = (\epsilon_{1,d} - \epsilon_{2,d}, ..., \epsilon_{i,d} - \epsilon_{i+1,d}, ..., \epsilon_{m+n-1,d} - \epsilon_{m+n,d}),$$

where $|\epsilon_{i,d}| = 0$ for all $i \in \{1, ..., m\}$ and $|\epsilon_{i,d}| = 1$ for all $i \in \{m + 1, ..., m + n\}$.

Denote by $n^+_d$ (resp. $n^-_d$) and $h_d$ the subalgebra of $\mathfrak{g}_d$ generated by $e_{1,d}, ..., \epsilon_{m+n-1,d}$ (resp. $f_{1,d}, ..., f_{m+n-1,d}$) and $h_{1,d}, ..., h_{m+n-1,d}$. Then define by $\mathfrak{b}^+_d = h_d \oplus n^+_d$ (resp. $\mathfrak{b}^-_d = h_d \oplus n^-_d$) the positive Borel subalgebra (resp. the negative Borel subalgebra) of $\mathfrak{g}_d$.

It is well-known that $P_d \otimes_k k \cong h^*_d$ in the case of $\mathfrak{g}_d (d \in D)$. Also $c^d_{ij} = \alpha_{j,d}(h_{i,d})$ for all $i, j \in I$. For any root $\alpha \in \Delta^+_d$, we have

$$\mathfrak{g}_\alpha = \{ x \in \mathfrak{g}_d \mid [h, x] = \pm \alpha(h)x \}.$$ 

Recall the definition of the root space decomposition of $\mathfrak{g}_d$:

$$\mathfrak{g}_d = (\bigoplus_{\alpha \in \Delta^-_d} \mathfrak{g}_\alpha) \oplus \mathfrak{h}_d \oplus (\bigoplus_{\alpha \in \Delta^+_d} \mathfrak{g}_\alpha).$$

(2.10)

Consider the following total order "\leq" on $\Delta^+_d$:

$$\alpha_{j,d} + \alpha_{j+1,d} + ... + \alpha_{i,d} \leq \alpha_{j',d} + \alpha_{j'+1,d} + ... + \alpha_{i',d} \iff j < j' \text{ or } j = j', i \leq i'.$$

(2.11)

For every $\beta \in \Delta^+_d$, we choose a decomposition $\beta = \alpha_{i_1,d} + ... + \alpha_{i_p,d}$ such that $[e_{\alpha_{i_1,d}}, e_{\alpha_{i_2,d}}, ..., e_{\alpha_{i_p,d}}]$ is a non-zero root vector $e_\beta$ of $\mathfrak{g}_d$ (here, $e_{\alpha_{i,d}} = e_{i,d}$ denotes the standart Chevalley generator of $\mathfrak{g}_d$). Then, we define

$$e_\beta := [e_{i_1,d}, e_{i_2,d}, e_{i_3,d}, ..., e_{i_p,d}],$$

$$f_\beta := [f_{i_1,d}, f_{i_2,d}, f_{i_3,d}, ..., f_{i_p,d}].$$

One more time in particular, $e_{i,d} = e_{1,d}$ and $f_{i,d} = f_{1,d}$. It is well known that $\mathfrak{g}_\alpha = \langle x_\alpha \rangle$ as a vector super space for any $\alpha \in \Delta^+_d$.

It can be shown \[14\] that there exists a unique (up to a constant factor) non-degenerate supersymmetric invariant bilinear form $\langle \cdot, \cdot \rangle : \mathfrak{g}_d \times \mathfrak{g}_d \to k$, i. e. for $x, y, z \in \mathfrak{g}_d$

1. the form induces an isomorphism $\mathfrak{g}_d \cong (\mathfrak{g}_d)^*$;
2. $\langle x, y \rangle = (-1)^{|x||y|} \langle y, x \rangle$;
3. $\langle [x, y], z \rangle + (-1)^{|x||y|} \langle y, [x, z] \rangle = 0$. 
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We choose a bilinear form on \( g_d \) in such a way that for all \( \alpha, \beta \in \Delta_d^+ \) we have \( \langle e_\alpha, f_\beta \rangle = \delta_{\alpha, \beta} \). Fix a basis \( \{h(k)\}_{k \in I} \) of \( h_d \). Then we can construct an orthonormal basis \( \{h(k)\}_{k \in I} \) with respect to the \( \langle ., . \rangle \), i.e. \( \langle h(i), h(j) \rangle = \delta_{ij} \) \( (i, j \in I) \). Recall that

\[
\sum_{k \in I} \langle h(k), h_{i,d} \rangle h(k) = h_{i,d},
\]

for all \( i \in I \). Then the Casimir operator \( \Omega_d \in g_d \otimes g_d \) is given by the formula

\[
\Omega_d = \sum_{k \in I} \langle h(k), h_{i,d} \rangle h(k) + \sum_{a \in \Delta_d^+} (-1)^{|a|} e_a \otimes f_a + \sum_{a \in \Delta_d^+} f_a \otimes e_a.
\] (2.12)

The element \( \Omega_d \) is the even, invariant, supersymmetric element, i.e.

1. \(|\Omega_d| = 0\);
2. \([x \otimes 1 + 1 \otimes x, \Omega_d] = 0\) for all \( x \in g_d \);
3. \( \Omega_d = \tau_{g_d,g_d}(\Omega_d) \), where \( \tau_{g_d,g_d} \) is defined by (2.16).

Define \( ht(\sum_{i \in I} n_i \alpha_{i,d}) = \sum_{i \in I} n_i \) for all \( (n_i)_{i \in I} \in \mathbb{Z}^{|I|} \).

### 2.2. The Lie superbialgebra structures on polynomial current Lie superalgebra and loop superalgebra

A Lie superbialgebra \((g, [\cdot, \cdot], \delta) \) (see [9]) is a Lie superalgebra \((g, [\cdot, \cdot])\) with a linear map \( \delta : g \to g \otimes g \) called co-supercommutator that preserves the \( \mathbb{Z}_2 \)-grading and satisfies the following conditions:

\[
\delta + \tau_{g,g} \circ \delta = 0,
\] (2.13)

\[
(\delta \otimes id_g) \circ \delta = (id_g \otimes \delta) \circ (\delta \otimes id_g) \circ \delta,
\] (2.14)

\[
\delta([x, y]) = (ad_x \otimes id_g + id_g \otimes ad_x)\delta(y) - (ad_y \otimes id_g + id_g \otimes ad_y)\delta(x),
\] (2.15)

where \( x, y \in g \), \( id_g \) is the identity map on \( g \), \( ad_x y = [x, y] \) is the adjoint and \( \tau_{V,W} : V \otimes W \to W \otimes V \) is the linear function given by

\[
\tau_{V,W}(v \otimes w) = (-1)^{|v||w|} w \otimes v
\] (2.16)

for homogeneous \( v \in V \) and \( w \in W \), where \( V \) and \( W \) are super vector spaces.

We also need the following well-known result [2]

**Proposition 2.2.** Let \((g, [\cdot, \cdot])\) be a Lie superalgebra and let \( r \in g \otimes g \) be even and \( r + \tau_{g,g} \circ r = 0 \). Then \((g, [\cdot, \cdot], \delta r)\) is a Lie superbialgebra if and only if the element

\[
CYB(r) := [r_{12}, r_{13}] + [r_{12}, r_{23}] + [r_{13}, r_{23}] \in g^{\otimes 3}
\]

is \( g \)-invariant, where for every \( a \in g \), \( \delta r(a) = [a \otimes 1 + 1 \otimes a, r] \).
Consider the polynomial current Lie superalgebra $\mathfrak{g}_d[u] := \mathfrak{g}_d \otimes_k \mathbb{k}[u]$, where $|u| = 0$. Thus
\[
(\mathfrak{g}_d[u])_0 = (\mathfrak{g}_d)_0 \otimes_k \mathbb{k}[u] \quad \text{and} \quad (\mathfrak{g}_d[u])_1 = (\mathfrak{g}_d)_1 \otimes_k \mathbb{k}[u].
\]
The Lie superalgebra structure on $\mathfrak{g}_d[u]$ is defined by
\[
[a \otimes u^m, b \otimes u^n] := [a, b] \otimes u^{m+n},
\]
where $a, b \in \mathfrak{g}_d$ and $m, n \in \mathbb{N}_0$. $\mathfrak{g}_d[u]$ is a Lie superalgebra (see [1] for the non-super case). The co-supercommutator $\delta_d : \mathfrak{g}_d[z] \to \mathfrak{g}_d[u] \otimes \mathfrak{g}_d[v] \cong \mathfrak{g}_d^{\otimes 2}[u, v]$ is given by the following formula
\[
\delta_d(f(z)) = [f(u) \otimes 1 + 1 \otimes f(v), \frac{\Omega_d}{u - v}].
\]
Thus we have
\[
\delta_d(az^m) = [au^m \otimes 1 + 1 \otimes av^m, \frac{\Omega_d}{u - v}] = (2.19)
\]
\[
[a \otimes 1, \Omega_d] \frac{u^m - v^m}{u - v} = [m > 0][a \otimes 1, \Omega_d] \sum_{k=0}^{m-1} u^k v^{m-1-k},
\]
where $a \in \mathfrak{g}_d$, $\Omega_d$ is defined by (2.12) and $m \in \mathbb{N}_0$. Note that
\[
\delta_d(a) = 0;
\]
\[
\delta_d(au) = [a \otimes 1, \Omega_d] = \sum_{i \in I} [a, h_i'] \otimes h_i' + \sum_{\alpha \in \Delta^+_d} (-1)^{|\alpha|} [a, e_{\alpha,d}] \otimes f_{\alpha,d} + \sum_{\alpha \in \Delta^+_d} [a, f_{\alpha,d}] \otimes e_{\alpha,d},
\]
where $a \in \mathfrak{g}_d$.

The loop superalgebra is defined as $L(\mathfrak{g}_d) := \mathfrak{g}_d \otimes \mathbb{k}[u, u^{-1}]$, where $|u| = |u^{-1}| = 0$. Thus
\[
L(\mathfrak{g}_d)_0 = (\mathfrak{g}_d)_0 \otimes \mathbb{k}[u, u^{-1}] \quad \text{and} \quad L(\mathfrak{g}_d)_1 = (\mathfrak{g}_d)_1 \otimes \mathbb{k}[u, u^{-1}].
\]
The Lie superalgebra structure is defined by
\[
[a \otimes u^m, b \otimes u^n] := [a, b] \otimes u^{m+n},
\]
where $a, b \in \mathfrak{g}_d$ and $m, n \in \mathbb{Z}$. $L(\mathfrak{g}_d)$ is a Lie superalgebra (see [1] for the non-super case). The co-supercommutator $\phi_d : L(\mathfrak{g}_d) \to L(\mathfrak{g}_d)^{\otimes 2} \cong \mathfrak{g}_d^{\otimes 2}[u, u^{-1}, v, v^{-1}]$ is given by the following formula
\[
\phi_d(f(z)) = [f(u) \otimes 1 + 1 \otimes f(v), r_0(u, v)],
\]
where
\[
r_0(u, v) = \frac{1}{2} \frac{u + v}{u - v} \Omega_d + w_d,
\]
\[
w_d = \sum_{\alpha \in \Delta^+_d} f_{\alpha,d} \otimes e_{\alpha,d} - \sum_{\alpha \in \Delta^+_d} (-1)^{|\alpha|} e_{\alpha,d} \otimes f_{\alpha,d}.
\]
Thus we have
\[
\phi_d(az^m) = [au^m \otimes 1 + 1 \otimes av^m, r_0(u, v)] = (2.24)
\]
\[
\frac{1}{2} ([a \otimes 1, \Omega_d] \frac{u + v}{u - v} \frac{u^m - v^m}{u - v} + [au^m \otimes 1 + 1 \otimes av^m, w_d]).
\]
2.3. Weyl Group and Complete Weyl Group

The material is in some way standard. We reformulate definitions and some important results about Weyl groups in a constructive way needed for our purposes. For classical definitions see for example [15] and [3]. Recall notations introduced in Subsection 2.1.

Fix an arbitrary \((n_+, n_-) \in \mathbb{N}^2\). Denote by \(S_X\) the symmetric group on the set \(X\) and by \(S_m\) the symmetric group of degree \(m\) \((m \in \mathbb{N})\). Let \(P(n_+, n_-)\) be the family of root systems \(P_d\) \((d \in D)\) such that for associated superspaces \(V^d\) we have \(n_+ := \dim(V^d_0), n_- := \dim(V^d_1)\). Note that \(|P(n_+, n_-)| < \infty\). Also for any \(P \in P(n_+, n_-)\) we can construct the associated superspace \(V\) and the Lie superalgebra \(\mathfrak{s}(V)\) in the unique way. Denote by \(P_{st}(n_+, n_-) \subset P(n_+, n_-)\) the element which has the basis \(\mathcal{B}_{st} = \{ \epsilon_i \}_{1,2,...,n_+ + n_-}\) such that \(|\epsilon_i| = 0\) for all \(i \in I_0 = \{ 1, 2, ..., n_+ \}\) and \(|\epsilon_i| = 1\) for all \(i \in I_1 = \{ n_+ + 1, n_+ + 2, ..., n_+ + n_- \}\). All elements in \(P(n_+, n_-)\) are isomorphic as free \(\mathbb{Z}\)-modules endowed with \(\mathbb{Z}_2\)-grading.

Also we need the following classical result (see for proof [16]). Recall that \(S_m\) is generated by the adjacent transpositions \(\{ \sigma_i \}_{i \in \{ 1, 2, ..., m-1 \}}\). Define the sets

\[
\Sigma_k = \{ \text{id}_{S_m}, \sigma_k, \sigma_k \circ \sigma_{k-1}, ..., \sigma_k \circ \sigma_{k-1} \circ ... \circ \sigma_2 \circ \sigma_1 \}
\]

for all \(k \in \{ 1, 2, ..., m-1 \}\). Then

**Lemma 2.1.** \([16]\) For any permutation \(w \in S_m\) there is a unique element

\[
(w_1, w_2, ..., w_{m-1}) \in \Sigma_1 \times \Sigma_2 \times ... \times \Sigma_{m-1},
\]

such that \(w = w_1 \circ w_2 \circ ... \circ w_{m-1}\).

2.3.1. Weyl Group

The Weyl group \(W(n_+, n_-)\) of type \((n_+, n_-)\) is the group \(S_{I_0} \times S_{I_1}\) with the group faithful representation \(\rho : S_{I_0} \times S_{I_1} \to \text{Aut}(P_{st}(n_+, n_-))\) (described below). Here \(\text{Aut}(P_{st}(n_+, n_-))\) is notation for an automorphism group. For an arbitrary element \(w = (u, v) \in S_{I_0} \times S_{I_1}\) we define

\[
w(\epsilon_i) := \rho(u)(\epsilon_i) = \epsilon_{u(i)},
\]

if \(|\epsilon_i| = 0\) and

\[
w(\epsilon_i) := \rho(v)(\epsilon_i) = \epsilon_{v(i)},
\]

if \(|\epsilon_i| = 1\), where \(\mathcal{B}_{st} = \{ \epsilon_i | i \in \{ 1, 2, ..., n_+ + n_- \} \}\) is the early constructed basis of \(P_{st}(n_+, n_-)\). Note that \(|\rho(u)(\epsilon_i)| = |\epsilon_i|\) by definition.

We show that this definition is correct. It is obvious that \(\rho(\text{id}_{S_{I_0}} \times \text{id}_{S_{I_1}}) = \text{id}_{P_{st}(n_+, n_-)}\). Next it is easy to see that for any \(w_1 = (u, v)\) and \(w_2 = (y, p) \in W(n_+, n_-)\) we have

\[
(\rho(w_2) \circ \rho(w_1))(\epsilon_i) = \begin{cases} 
\rho(w_2)(\epsilon_{u(i)}), & \text{if } |\epsilon_i| = 0 \\
\rho(w_2)(\epsilon_{v(i)}), & \text{if } |\epsilon_i| = 1 
\end{cases} = \begin{cases} 
\epsilon_{y(u(i))}, & \text{if } |\epsilon_i| = 0 \\
\epsilon_{y(v(i))}, & \text{if } |\epsilon_i| = 1 
\end{cases} = \begin{cases} 
\epsilon_{q(u)(i)}, & \text{if } |\epsilon_i| = 0 \\
\epsilon_{q(v)(i)}, & \text{if } |\epsilon_i| = 1 
\end{cases} = \rho(w_2 \circ w_1)(\epsilon_i),
\]

where \(\mathcal{B}_{st} = \{ \epsilon_i | i \in \{ 1, 2, ..., n_+ + n_- \} \}\) is the basis of \(P_{st}(n_+, n_-)\). Also we can endow \(W(n_+, n_-)\) with the \(\mathbb{Z}_2\)-grading assuming that \(|w| = 0\) for all \(w \in W(n_+, n_-)\). Note that \(\rho\) is the \(\mathbb{Z}_2\)-graded function and, moreover, it is the even function. The result follows.
Let \( \{\sigma_i^{n+}\}_{i \in I_0 \setminus \{n_+\}} \) and \( \{\sigma_i^{n-}\}_{i \in I_1 \setminus \{n_+ + n_-\}} \) be the adjacent transpositions which generate \( S_{I_0} \) and \( S_{I_1} \) respectively. Thus \( W(n_+, n_-) \) is generated by elements
\[
\{\sigma_i^{n+} \times \text{id}_{S_{I_1}}, \text{id}_{S_{I_0}} \times \sigma_j^{n-}\}_{i \in I_0 \setminus \{n_+\}} \times \sigma_j^{n-}\}_{j \in I_1 \setminus \{n_+ + n_-\}},
\]
which we call simple reflections. We introduce notations for convenience. Thus generators satisfy the following relations
\[
\sigma_i^{n+} = \sigma_i^{n+} \times \text{id}_{S_{I_1}} \quad \text{and} \quad \sigma_j^{n-} \times \sigma_j^{n-} \quad \text{for} \quad i, j \in I_0 \setminus \{n_+\}, i \neq j,
\]
for all \( i \in I_0 \setminus \{n_+\} \) in the case of + and \( i \in I_1 \setminus \{n_+ + n_-\} \) in the case of - respectively;
\[
|\sigma_i^{n+} \sigma_j^{n-}| = |\sigma_j^{n-} \sigma_i^{n+}| \quad \text{for} \quad |i - j| > 1
\]
for \( i, j \in I_0 \setminus \{n_+\} \) in the case of + and \( i, j \in I_1 \setminus \{n_+ + n_-\} \) in the case of - respectively;
\[
(\sigma_i^{n+} \sigma_{i+1}^{n+})^3 = \text{id}_{S_{I_0}} \times \text{id}_{S_{I_1}}
\]
for \( i \in I_0 \setminus \{n_+ - 1, n_+\} \) in the case of + and \( i \in I_1 \setminus \{n_+ + n_- - 1, n_+ + n_-\} \) in the case of - respectively;
\[
\sigma_i^{n+} \sigma_j^{n-} = \sigma_j^{n-} \sigma_i^{n+}
\]
for all \( i \in I_0 \setminus \{n_+\} \) and \( j \in I_1 \setminus \{n_+ + n_-\} \).

**Remark 2.2.**

We associate with each \( P_d \in P(n_+, n_-) \) its own \( W(d) \) Weyl group \( (S_{n_+ + n_-}, \rho_d : S_{n_+ + n_-} \to \text{Aut}_k(P_d)) \) in such a way that representations \( \rho_d \) and \( \rho \) are isomorphic. It is possible as there exists a \( \mathbb{Z}_2 \)-graded even isomorphism \( \zeta_d : P_d \to P_{st}(n_+, n_-) \) that sends basis elements \( \{e_i, d\}_{i \in \{1, \ldots, n_+ + n_-\}} \) of \( P_d \) to elements of basis \( B_{st} \). Then set \( \rho_d(?) := \zeta_d^{-1} \circ \rho(?) \circ \zeta_d \). Thus if start from an arbitrary element of \( P(n_+, n_-) \) and define its Weyl group we get an equivalent construction to that described in the case of \( P_{st}(n_+, n_-) \). We select to describe \( W_c(n_+, n_-) \) in the case of \( P_{st}(n_+, n_-) \) for convenience.

The first three relations are called the Coxeter relations.

### 2.3.2. Complete Weyl Group

The complete Weyl group \( W_c(n_+, n_-) \) of type \( (n_+, n_-) \) is the group \( S_{n_+ + n_-} \) with the group faithful representation \( \rho : S_{n_+ + n_-} \to \text{Aut}_k(P_{st}(n_+, n_-)) \). Here \( \text{Aut}_k(P_{st}(n_+, n_-)) \) is notation for an automorphism group. For an arbitrary element \( w \in S_{n_+ + n_-} \) we define
\[
w(\epsilon_i) := \rho(w)(\epsilon_i) = \epsilon_{w(i)},
\]
where \( B_{st} = \{\epsilon_i \mid i \in \{1, 2, \ldots, n_+ + n_-\}\} \) is the early constructed basis of \( P_{st}(n_+, n_-) \).

We show that this definition is correct. It is obvious that \( \rho(\text{id}_{S_{n_+ + n_-}}) = \text{id}_{P_{st}(n_+, n_-)} \). Next it is easy to see that for any \( w_1, w_2 \in W_c(n_+, n_-) \) we have
\[
(\rho(w_2) \circ \rho(w_1))(\epsilon_i) = \rho(w_2)(\epsilon_{w_1(i)}) = \epsilon_{w_2(w_1(i))} = \epsilon_{(w_2 \circ w_1)(i)} = \rho(w_2 \circ w_1)(\epsilon_i),
\]
where \( B_{st} = \{\epsilon_i \mid i \in \{1, 2, \ldots, n_+ + n_-\}\} \) is the early constructed basis of \( P_{st}(n_+, n_-) \).
where $\mathcal{B}_{st} = \{\epsilon_i | i \in \{1, 2, ..., n_+ + n_-\}\}$ is the basis of $P_{st}(n_+, n_-)$.

It is clear that $W_c(n_+, n_-)$ is generated by the adjacent transpositions $\{\sigma_i\}_{i \in I}$ which we call simple reflections. Now we can endow $W_c(n_+, n_-)$ with the $\mathbb{Z}_2$-grading. We do it in the iterative way. Set $|\text{id}_{S_{n_+ + n_-}}| = 0$ and $|\sigma_i| = |\epsilon_i| + |\epsilon_i + 1|$ for all $i \in I$. Next assign for any permutation of the form $w = \sigma_k \circ \sigma_{k-1} \circ ... \circ \sigma_2 \circ \sigma_1$ ($k \in I$) the degree $|w| = \sum_{j=1}^{k} |\sigma_j|$. Recall Lemma 2.1 Consider for any $w \in W_c(n_+, n_-)$ a unique decomposition

$$w = w_1 \circ w_2 \circ ... \circ w_{n_+ + n_- - 1},$$

where $(w_1, w_2, ..., w_{n_+ + n_- - 1}) \in \Sigma_1 \times \Sigma_2 \times ... \times \Sigma_{n_+ + n_- - 1}$. Then set $|w| = \sum_{j=1}^{n_+ + n_- - 1} |w_j|$. It is clear that $\mathbb{Z}_2$-grading is well-defined.

Note that $\rho$ is the $\mathbb{Z}_2$-graded function and, moreover, it is the even function. The result follows.

The generators of $W_c(n_+, n_-)$ satisfy the Coxeter relations

$$(\sigma_i)^2 = \text{id}_{S_{n_+ + n_-}}$$

for all $i \in I$;

$$\sigma_i \sigma_j = \sigma_j \sigma_i \quad \text{for} \quad |i - j| > 1$$

for $i, j \in I$;

$$(\sigma_i\sigma_{i+1})^3 = \text{id}_{S_{n_+ + n_-}}$$

for $i \in \{1, 2, ..., n_+ + n_- - 2\}$.

**Remark 2.3.**

We associate with each $P_d \in P(n_+, n_-)$ $(d \in D)$ its own $W_c(d)$ complete Weyl group $(S_{n_+ + n_-}, \rho_d : S_{n_+ + n_-} \to \text{Aut}_k(P_d))$ in such a way that representations $\rho_d$ and $\rho$ are isomorphic. It is possible as there exists a $\mathbb{Z}_2$-graded even isomorphism $\zeta_d : P_d \to P_{st}(n_+, n_-)$ that sends basis elements $\{\epsilon_i, d\}_{i \in \{1, ..., n_+ + n_-\}}$ of $P_d$ to elements of basis $\mathcal{B}_{st}$. Then set $\rho_d(?) := \zeta_d^{-1} \circ \rho(?) \circ \zeta_d$. Thus if start from an arbitrary element of $P(n_+, n_-)$ and define its complete Weyl group we get an equivalent construction to that described in the case of $P_{st}(n_+, n_-)$. We select to describe $W_c(n_+, n_-)$ in the case of $P_{st}(n_+, n_-)$ for convenience.

Note that the Weyl group $W(n_+, n_-)$ is isomorphic to a subgroup of the complete Weyl group $W_c(n_+, n_-)$. Indeed consider the subgroup $A$ generated by all elements $w \in W_c(n_+, n_-)$ which permute elements of the basis $\mathcal{B}_{st}$ in such a way that $w(I_0) = I_0$ and $w(I_1) = I_1$. It is obvious that there is a group isomorphism $W(n_+, n_-) \cong A$.

**2.4. Completion**

Let $(J, \leq)$ be a directed poset. Consider $\{\mathfrak{m}_j\}_{j \in J}$ a descending sequence of filtration of $\mathbb{Z}_2$-graded ideals of a superalgebra $A$, i.e. if $i \leq j$ in $J$, then $\mathfrak{m}_i \supseteq \mathfrak{m}_j$. We define the completion of $A$ with respect to the filtration $\{\mathfrak{m}_j\}_{j \in J}$ to be

$$\widehat{A}_{\{\mathfrak{m}_j\}_{j \in J}} = \lim_{\leftarrow j \in J} A/\mathfrak{m}_j,$$

(2.25)
where the compatibility maps are the projections \( \phi_i^j (\bar{x}_j) = \phi_i^j (x + m_j) = x + m_i = \bar{x}_i \) (\( x \in A \) and \( i \leq j \)). Recall that the inverse limit of the inverse system \(( (A / m_j)_{j \in J}, (\phi_i^j)_{i \leq j \in J} ) \) is

\[
\hat{A}_{\{ m_j \}_{j \in J}} = \{ (\bar{x}_j) \in \prod_{j \in J} A / m_j \mid \phi_i^j (\bar{x}_j) = \bar{x}_i \text{ for all } i \leq j \text{ in } J \}.
\] (2.26)

Recall that \( \hat{A}_{\{ m_j \}_{j \in J}} \) has the natural inverse limit topology.

Let \( A \) be an \( \mathbb{N}_0 \)-graded superalgebra. Then \( A = \bigoplus_{n \in \mathbb{N}_0} A_n \), where \( A_0 = k \), and we have a descending filtration given by \( A \supseteq F_1 \supseteq F_2 \supseteq \ldots \supseteq F_i \supseteq \ldots \), where \( F_i = \bigoplus_{n \geq i} A_n \) (\( i \in \mathbb{N} \)). Thus we are able to consider the completion of \( A \) with respect to the filtration \( \{ F_i \}_{i \in \mathbb{N}} \).

Let \( B \) be a subalgebra in \( A \), i.e. \( B = \bigoplus_{n \in \mathbb{N}_0} B_n \). Then we can construct in the same manner the completion \( \hat{B} \) with respect to the filtration \( \{ F_i \}_{i \in \mathbb{N}} \). More generally, we set \( \deg(v) = 1 \) and \( |v| = 0 \) for a formal variable \( v \) and consider \( B[v] \) which is an \( \mathbb{N}_0 \)-graded superalgebra which extends the \( \mathbb{N}_0 \)-grading on \( B \). Then we can construct in the same manner the completion \( \hat{B}[v] \) with respect to the \( \mathbb{N}_0 \)-grading on \( B[v] \).

Let \( I \) be a proper \( \mathbb{Z}_2 \)-graded ideal of a superalgebra \( A \). Consider the descending filtration given by \( A \supseteq I \supseteq I^2 \supseteq \ldots \supseteq I^i \supseteq \ldots \), where \( i \in \mathbb{N} \). Thus we are able to consider the completion of \( A \) with respect to the filtration \( \{ I^i \}_{i \in \mathbb{N}} \). The natural inverse limit topology in this case is called \( I \)-adic topology.

Let \( A \) be an \( \mathbb{N}_0 \)-graded superalgebra and \( B \) be any subset in \( A \). Then by \( B_+ \) we denote a set of elements of positive degree in \( B \) with respect to the grading introduced on \( A \).

3. Quantum structures

In this Section it is given description of quatum superalgebras associated with Lie superalgebras from the Section [2]. We remind definitions of these quantum structures for arbitrary Dynkin diagrams and construct a minimalistic presentation for certain superalgebras.

3.1. Quantized universal enveloping superalgebra

Throughout this paper, \( q \) and \( \hbar \) are formal variables related by \( q = \exp(\frac{\hbar}{2}) \in k[[\hbar]] \). For all \( k, n \in \mathbb{N}_0 \) and \( k \leq n \) we set

\[
[0]_q ! := 1, \quad [n]_q = \frac{q^n - q^{-n}}{q - q^{-1}},
\]

\[
[n]_q ! = \frac{[n]_q[n - 1]_q \ldots [1]_q}{[k]_q ![n - k]_q !}, \quad \left[ \begin{array}{c} n \\ k \end{array} \right]_q = \frac{[n]_q !}{[k]_q ![n - k]_q !}.
\]

A quantized universal enveloping (QUE) superalgebra \( A_h \) is a topologically free Hopf superalgebra over \( k[[\hbar]] \) such that \( A_h / \hbar A_h \) is isomorphic as a Hopf superalgebra to universal enveloping superalgebra \( U(g) \) for some Lie superalgebra \( g \). We use the following result proved in the non-super case in [1] and in the super case in [2].

**Proposition 3.1.** Let \( A_h \) be a QUE superalgebra: \( A_h / \hbar A_h \cong U(g) \). Then the Lie superalgebra \( g \) has a natural structure of a Lie superbialgebra defined by

\[
\delta(x) = \hbar^{-1} (\Delta(\bar{x}) - \Delta^{op}(\bar{x})) \mod \hbar,
\] (3.1)

where \( x \in g, \bar{x} \in A_h \) is a preimage of \( x \), \( \Delta \) is a comultiplication in \( A \) and \( \Delta^{op} := \tau_{U(g),U(g)} \circ \Delta \) (for the definition of \( \tau_{U(g),U(g)} \) see (2.16)).
**Definition 3.1.** Let $A$ be a QUE superalgebra and let $(g, [-, -], \delta)$ be the Lie superbialgebra defined in Proposition 3.1. We say that $A$ is a quantization of the Lie superbialgebra $g$.

Thus a quantization of a Lie superbialgebra $(g, [-, -], \delta)$ is called an associative unital Hopf superalgebra $A_h$ over the ring of formal power series $k[[\hbar]]$ such that the following conditions hold:

1. $A_h$ is isomorphic to $U(g)[[\hbar]]$ as a superspace;
2. $A_h/\hbar A_h \cong U(g)$ as Hopf superalgebras;
3. $\delta(x) = \hbar^{-1}(\Delta(\tilde{x}) - \Delta^{op}(\tilde{x})) \mod \hbar$, where $x \in g$, $\tilde{x} \in A_h$ is a preimage of $x$, $\Delta$ is a comultiplication in $A_h$.

We use results about formal power series proved in [20]. Let $A$ be a ring. Consider the ring of formal power series $A[[X]]$. Define for each $f \in 1 + XA[[X]]$

$$\log(f) := \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n} (f - 1)^n \in XA[[X]].$$

Define for each $f \in XA[[X]]$

$$exp(f) := \sum_{n=0}^{\infty} \frac{f^n}{n!} \in 1 + XA[[X]].$$

**3.2. The Drinfeld super Yangian**

Following [27, 28] (see also [3, 22] and [10]), define the Drinfeld super Yangian of $g_d$ ($d \in D$), denoted by $Y_h(g_d)$, to be the unital, associative $k[[\hbar]]$-Hopf superalgebra generated by $\{h_{i,r,d}, x_{i,r,d}^\pm\}_{i \in I}$ with the $\mathbb{Z}_2$-grading $|h_{i,r,d}| = 0$, $|x_{i,r,d}^\pm| = |\alpha_{i,d}|$, and subject to the following defining relations:

$$[h_{i,r,d}, h_{j,s,d}] = 0,$$

$$[h_{i,0,d}, x_{j,s,d}^\pm] = \pm c_{ij}^d x_{j,s,d}^\pm,$$

$$[x_{i,r,d}^+, x_{j,s,d}^-] = \delta_{i,j} h_{i,r+s,d},$$

$$[h_{i,r+1,d}, x_{j,s,d}^\pm] - [h_{i,r,d}, x_{j,s+1,d}^\pm] = \pm c_{ij}^d \hbar \{h_{i,r,d}, x_{j,s,d}^\pm\} \text{ unless } i = j \text{ and } |\alpha_{i,d}| = 1,$$

$$[x_{i,r+1,d}^\pm, x_{j,s,d}^\pm] - [x_{i,r,d}^\pm, x_{j,s+1,d}^\pm] = \pm c_{ij}^d \hbar \{x_{i,r,d}^\pm, x_{j,s,d}^\pm\} \text{ unless } i = j \text{ and } |\alpha_{i,d}| = 1,$$

$$[h_{i,r,d}, x_{i,s,d}^\pm] = 0 \text{ if } |\alpha_{i,d}| = 1,$$

$$[x_{i,r,d}^\pm, x_{i,s,d}^\pm] = 0 \text{ if } c_{ij}^d = 0,$$

as well as cubic super Serre relations

$$[x_{i,r,d}^+, x_{i,s,d}^+, x_{j,t,d}^\pm] + [x_{i,r,d}^+, x_{i,s,d}^\pm, x_{j,t,d}^\pm] = 0 \text{ if } j = i \pm 1 \text{ and } |\alpha_{i,d}| = 0,$$

and quartic super Serre relations

$$[[x_{i-1,r,d}^\pm, x_{j,0,d}^\pm], [x_{i,r,d}^\pm, x_{j+1,s,d}^\pm]] = 0 \text{ if } |\alpha_{i,d}| = 1.$$
Remark 3.1. 1. Similar to Remark 2.7 cubic super Serre relations (3.9) also hold for all other parities, but in those cases, they already follow from eqs. (2.3) and (3.8).

2. Similar to Remark 2.7 quartic super Serre relations (3.10) also hold for all other parities, but in those cases, they already follow from eqs. (2.3), (3.8) and (3.9).

3. Generalizing the quartic super Serre relations (3.10), the following relations also hold [28]:

\[
[[x^\pm_{j-1,r,d}, x^\pm_{j,k,d}], [x^\pm_{j-1,r,d}, x^\pm_{j+1,s,d}]] + [[x^\pm_{j-1,r,d}, x^\pm_{j,l,d}], [x^\pm_{j,k,d}, x^\pm_{j+1,s,d}]] = 0.
\]

This, in turn, using (3.9) can be rewritten as

\[
[[x^\pm_{j-1,r,d}, x^\pm_{j,k,d}, x^\pm_{j+1,s,d}], [x^\pm_{j,l,d}]] = 0.
\]

We note that the universal enveloping superalgebra \( U(\mathfrak{g}) \) is naturally embedded in \( Y_h(\mathfrak{g}) \) as Hopf superalgebra, and the embedding is given by the formulas \( f_{i,d} \to h_{i,0,d} \), \( c_{i,d} \to x^+_{i,0,d} \), \( f_{i,d} \to x^-_{i,0,d} \). We shall identify the universal enveloping superalgebra \( U(\mathfrak{g}) \) with its image in the Drinfeld super Yangian.

Let \( Y^0_h(\mathfrak{g}) \), \( Y^0_h(\mathfrak{g}) \subset Y_h(\mathfrak{g}) \) be the subalgebras generated by the elements \( \{h_{i,r}\}_{i \in I, r \in \mathbb{N}_0} \) (resp. \( \{x^+_{i,r}\}_{i \in I, r \in \mathbb{N}_0} \)) and \( Y^0_h(\mathfrak{g}) \subset Y_h(\mathfrak{g}) \) be the subalgebras generated by \( Y^0_h(\mathfrak{g}) \) and \( Y^0_h(\mathfrak{g}) \) respectively.

Denote by \( Y^0_h(\mathfrak{g}) \subset Y^0_h(\mathfrak{g}) \) the subalgebra generated by \( \{h_{i,r}\}_{r \in \mathbb{N}_0} \) for a fixed \( i \in I \). Let \( Y_h(\mathfrak{b}_+) \) and \( Y_h(\mathfrak{b}_-) \) be the subalgebras generated respectively by \( \{x^+_{i,r}, h_{i,r}\}_{i \in I, r \in \mathbb{Z}} \) and \( \{x^-_{i,r}, h_{i,r}\}_{i \in I, r \in \mathbb{Z}} \). Denote by \( Y_h(\mathfrak{sl}(2|1)^1) \) the subalgebra generated by \( \{x^+_{i,r}, h_{i,r}\}_{r \in \mathbb{Z}} \) for a fixed \( i \in I \).

3.3. A minimalistic presentation of \( Y_h(\mathfrak{g}) \)

In order to verify that the comultiplication given in Section 3.2 is a homomorphism of superalgebras we describe a more convenient form of superalgebras \( Y_h(\mathfrak{g}) \). Such work was done in [22] for \( Y_h(\mathfrak{g}) \) associated only with the distinguished Dynkin diagram (the result is stated without proof), and for non-super case in [8] and [19].

From defining relations we can see that \( Y_h(\mathfrak{g}) \) is generated by elements \( \{h_{i,r}, x^\pm_{i,0}\}_{i \in I, r \in \{0,1\}} \). We use equations (3.3), (3.5) and (3.4) to get recurrent formulas

\[
x^+_i = \pm(c_i')^{-1}[h_{i'} - \frac{\hbar}{2} h_{i'}^2, x^+_i], \quad (3.11)
\]

where \( r \geq 0; i' = i, \) if \( |\alpha_i| = 0, \) and \( |i - i'| = 1, \) if \( |\alpha_i| = 1 \) \((i, i' \in I)\);

\[
h_{i,r} = [x^+_i, x^-_{i,0}], \quad (3.12)
\]

where \( r \geq 2 \) and \( i \in I \).

We introduce the auxiliary generators for \( i \in I \) by setting

\[
\tilde{h}_{i+1} \overset{\text{def}}{=} h_{i+1} - \frac{\hbar}{2} h_{i+1}^2, \quad (3.13)
\]

\begin{itemize}
  \item[1]from now on we use subscript \( d \in D \) only when it is needed in order to simplify notations
\end{itemize}
Theorem 3.1. Suppose that our constraints on $I$ and on Dynkin diagrams are satisfied. Then $Y_\ell(g)$ is isomorphic to the superalgebra generated by $\{h_{ir}, x_{ir}^\pm \}_{r \in [0,1)}$ with the $\mathbb{Z}_2$-grading $|h_{ir}| = 0$, $|x_{ir}^\pm| = |\alpha_i|$, subject only to the relations

$$[h_{ir}, h_{js}] = 0 \ (0 \leq r, s \leq 1), \quad (3.14)$$

$$[h_{i0}, x_{js}^+] = \pm(\alpha_i, \alpha_j)x_{js}^+ \ (s = 0, 1), \quad (3.15)$$

$$[x_{ir}^+, x_{js}^-] = \delta_{ij}h_{i,r+s} \ (0 \leq r + s \leq 1), \quad (3.16)$$

$$[\tilde{h}_{i1}, x_{j0}^+] = \pm(\alpha_i, \alpha_j)x_{j1}^+ \text{ unless } i = j \text{ and } |\alpha_i| = \bar{1}, \quad (3.17)$$

$$[x_{i1}^+, x_{j0}^-] - [x_{i0}^+, x_{j1}^-] = \pm \frac{c_{ij}h}{2}[x_{i0}^+, x_{j0}^-] \text{ unless } i = j \text{ and } |\alpha_i| = \bar{1}, \quad (3.18)$$

$$[h_{i1}, x_{is}^+] = 0 \text{ if } |\alpha_i| = \bar{1} \ (s = 0, 1), \quad (3.19)$$

$$[x_{i0}^+, x_{j0}^-] = 0 \text{ if } c_{ij} = 0, \quad (3.20)$$

$$[x_{i0}^+, x_{j0}^-] = 0 \text{ if } j = i \pm 1 \text{ and } |\alpha_i| = \bar{0}, \quad (3.21)$$

$$[[x_{i1}^-, x_{j0}^+], [x_{j0}^+, x_{j1}^+]] = 0 \text{ if } |\alpha_j| = \bar{1}. \quad (3.22)$$

In this superalgebra, we also define elements $x_{ir}^+ \ (r \geq 2)$ and $h_{ir} \ (r \geq 2)$ for $i \in I$ using (3.11) and (3.12).

Remark 3.2. As noted in [8] in order to prove Theorem 3.1 we must prove that equation

$$[[\tilde{h}_{i1}, x_{i1}^+], x_{i1}^-] + [x_{i1}^+, [\tilde{h}_{i1}, x_{i1}^-]] = 0, \quad (3.23)$$

where $i' = i$, if $|\alpha_i| = \bar{0}$, and $|i - i'| = 1$, if $|\alpha_i| = \bar{1}$, can be deduced from relations (3.14) - (3.22). Note that it follows from Lemmas (3.2) and (3.9) that (3.23) is equivalent to

$$[h_{i1}, h_{i2}] = 0. \quad (3.24)$$

The proof of Theorem 3.1 is splitted in several lemmas and propositions.

Lemma 3.1. The relation (3.3) is satisfied for all $i, j \in I$ and $r \in \mathbb{N}_0$. Moreover, for the same parameters

$$[\tilde{h}_{i1}, x_{j1}^+] = \pm(\alpha_i, \alpha_j)x_{j,r+1}^+. \quad (3.25)$$
Proof. We prove the first equality by induction on \( r \). If \( r = 0 \), then if follows from (3.11). Note that from (3.11), (3.14) and induction hypothesis we have
\[
[h_{i0}, x_{j,r+1}^\pm] = \pm(\alpha_j', \alpha_j)^{-1}[h_{i0}, [\tilde{h}_{j,1}', x_{jr}^\pm]] = (\alpha_j, \alpha_j)(\alpha_j', \alpha_j)^{-1}[\tilde{h}_{j,1}', x_{jr}^\pm] = \pm(\alpha_j, \alpha_j)x_{j,r+1}^\pm.
\]
The general case follows then.

We prove the second equality by induction on \( r \). If \( r = 0 \), then if follows from (3.17). Note that from (3.11), (3.14) and induction hypothesis we have
\[
[\tilde{h}_{i1}, x_{j,r+1}^\pm] = \pm(\alpha_j', \alpha_j)^{-1}[\tilde{h}_{i1}, [\tilde{h}_{j,1}', x_{jr}^\pm]] = (\alpha_j, \alpha_j)(\alpha_j', \alpha_j)^{-1}[\tilde{h}_{j,1}', x_{jr+1}^\pm] = \pm(\alpha_j, \alpha_j)x_{j,r+2}^\pm.
\]
The general case follows then. \( \square \)

Lemma 3.2. The relation (3.4) holds when \( i = j, r + s \leq 2 \).

Proof. The proof is analogous to that in [8, Lemma 2.23]. \( \square \)

Lemma 3.3. The relation (3.6) holds when \( i = j, (r, s) = (1, 0) \), i.e.,
\[
[x_{i2}^\pm, x_{i0}^\pm] = \pm\frac{(\alpha_i, \alpha_i)h}{2}\{x_{i1}^\pm, x_{i0}^\pm\},
\]
where \( |\alpha_i| = \bar{0} \).

Proof. The proof is analogous to that in [8, Lemma 2.24]. \( \square \)

Lemma 3.4. The relation (3.5) holds when \( i = j, (r, s) = (1, 0) \), i.e.,
\[
[h_{i2}, x_{i0}^\pm] - [h_{i1}, x_{i1}^\pm] = \pm\frac{c_i h}{2}\{h_{i1}, x_{i0}^\pm\},
\]
where \( |\alpha_i| = \bar{0} \).

Proof. The proof is analogous to that in [8, Lemma 2.26]. \( \square \)

Lemma 3.5. Suppose that \( i, j \in I \) and \( i \neq j \). The relations (3.4) and (3.6) hold for any \( r, s \in \mathbb{N}_0 \).

Proof. We prove (3.6) by induction on \( r \) and \( s \). The initial case \( r = s = 0 \) is our assumption (3.18). Let \( X^\pm(r, s) \) be the result of subtracting the right-hand side of (3.6) from the left-hand side. Note that if we apply \([\tilde{h}_{m,1}^\pm, \cdot]\) and \([\tilde{h}_{m,1}, \cdot]\) \( (m, n \in I) \) to \( X^\pm(r, s) \) we get from (3.25)
\[
0 = (\alpha_i, \alpha_m)X^\pm(r + 1, s) + (\alpha_j, \alpha_m)X^\pm(r, s + 1),
\]
\[
0 = (\alpha_i, \alpha_n)X^\pm(r + 1, s) + (\alpha_j, \alpha_n)X^\pm(r, s + 1).
\]

In order to determine when the determinant of the matrix \( (\alpha_i, \alpha_m) \alpha_j, \alpha_n \) is nonzero depending on the grading of roots it is sufficient to consider the following Dynkin (sub)diagrams:
\[
\begin{array}{c}
\alpha_i \\
\alpha_j
\end{array}
\]

Then we select \( m = i, n = j \) in order to get the nonzero determinant.
Lemma 3.6. Suppose that
\[ |\alpha_i| = |\alpha_j| = 0 \Rightarrow m = i, n = j; \]
\[ |\alpha_i| = 1, |\alpha_j| = 0 \Rightarrow m = i', n = j; \]
\[ |\alpha_i| = 0, |\alpha_j| = 1 \Rightarrow m = i, n = i'; \]
\[ |\alpha_i'| = 0, |\alpha_j'| = 1 \Rightarrow m = i, n = j'. \]
if \(|I| = 3\) and \(|\alpha_i| = |\alpha_j| = 1\), then we are not able to build an invertible matrix for our purposes. That’s why we exclude this case from our consideration. If \(|I| > 3\) then a Dynkin subdiagram may have the form

\[
\begin{array}{c}
\alpha_i\times\alpha_i'\times\alpha_j'\times\alpha_j
\end{array}
\]

or

\[
\begin{array}{c}
\alpha_i\times\alpha_i'\times\alpha_j'\times\alpha_j
\end{array}
\]

In these cases we take \(m = i', n = j'.\)

3. \(\alpha_i\times\alpha_i'\times\alpha_j\times\alpha_j\)

\[ |\alpha_i| = |\alpha_j| = 0 \Rightarrow m = i, n = j; \]
\[ |\alpha_i| = 1, |\alpha_j| = 0 \Rightarrow m = i', n = j; \]
\[ |\alpha_i| = 0, |\alpha_j| = 1 \Rightarrow m = i, n = j'; \]
\[ |\alpha_i'| = 1, |\alpha_j'| = 1 \Rightarrow m = i', n = j'. \]

When the determinant is nonzero, we have \(X^\pm(r + 1, s) = X^\pm(r, s + 1) = 0.\) The result follows by induction hypothesis.

We prove (3.31) by induction on \(r\) and \(s.\) The initial case \(r = s = 0\) is our assumption (3.16). Let \(X(r, s)\) be the result of substracting the right-hand side of (3.6) from the left-hand side. Note that if we apply \([\tilde{h}_{m1}, ]\) and \([\tilde{h}_{n1}, ]\) \((m, n \in I)\) to \(X(r, s)\) we get from (3.25) that

\[
0 = (\alpha_i, \alpha_m)X(r + 1, s) + (-1)(\alpha_j, \alpha_m)X(r, s + 1),
\]

\[
0 = (\alpha_i, \alpha_n)X(r + 1, s) + (-1)(\alpha_j, \alpha_n)X(r, s + 1).
\]

It is obvious that in order to determine when the determinant of the matrix \(\begin{pmatrix} (\alpha_i, \alpha_m) & -(\alpha_j, \alpha_m) \\ (\alpha_i, \alpha_n) & -(\alpha_j, \alpha_n) \end{pmatrix}\) is non-zero depending on the grading of roots we apply the same arguments as above. The result follows by induction hypothesis.

Lemma 3.6. Suppose that \(i, j \in I.\) Then (3.5) holds for \((r, s) = (1, 0).\)

Proof. The proof is analogous to that in [8, Lemma 2.29].

For each \(i \in I,\) we define \(\tilde{h}_{i2}\) by \(\tilde{h}_{i2} = h_{i2} - hh_{i0}h_{i1} + \frac{h^2}{3}h_{i0}^3.\)

Proposition 3.2. For any \(i, j \in I,\) the following identity holds:

\[
\tilde{h}_{i2}, x^\pm_{j0} = \pm(\alpha_i, \alpha_j)x^\pm_{j2} + \frac{h^2}{12}(\alpha_i, \alpha_j)^3x^\pm_{j0}.
\]

Proof. If \(i = j\) and \(|\alpha_i| = 1\) then the proof follows from (3.13), (3.19), (3.20), (3.11) and Lemma (3.2) that

\[
[h_{i2}, x^\pm_{i0}] = (-1)([x^+_{i1}, [x^+_{i0}, x^-_{i1}]] + [x^-_{i1}, [x^-_{i0}, x^+_{i1}]]),
\]

\[
(-1)[x^+_{i1}, [x^+_{i0}, x^-_{i1}]] = 0.
\]

Otherwise the proof is analogous to that in [8, Lemma 2.31].
Lemma 3.7. Relations (3.8) (unless \( i = j \) and \( |\alpha_i| = \bar{1} \)) and (3.9) hold for the following cases:

1. \((r, s) = (0, s)\) and \((r, s, t) = (0, 0, s)\) \((s \in \mathbb{N}_0)\);
2. \((r, s) = (1, s)\) and \((r, s, t) = (1, 0, s)\) \((s \in \mathbb{N}_0)\);
3. \((r, s) = (2, s)\) and \((r, s, t) = (2, 0, s)\) \((s \in \mathbb{N}_0)\);
4. \((1, 1, s)\) \((s \in \mathbb{N}_0)\), respectively.

Proof. The proof is analogous to that in [8, Lemma 2.33]. Note that in order to prove cases 1 and 2 we arrive to a system of homogeneous linear equations. Then we apply the same arguments as in cases 2 and 3 in Lemma 3.9 to determine when this system has a unique trivial solution.

Lemma 3.8. We have

\[
[h_{j1}, x^\pm_{i1}] = \frac{(\alpha_i, \alpha_j)}{(\alpha_i', \alpha_i)}[h_{i', 1}, x^\pm_{i1}] = \frac{(\alpha_i, \alpha_j)h}{2}((\{h_{j0}, x^\pm_{i1}\} - \{h_{i'0}, x^\pm_{i1}\})
\]

for all \( i, j \in I \), where \( i' = i \), if \( |\alpha_i| = 0 \), and \(|i - i'| = 1\), if \(|i| = \bar{1} \) \((i' \in I)\).

Proof. The proof is analogous to that in [8, Lemma 2.34].

Lemma 3.9. For all \( i, j \in I \), we have for any \( s \in \mathbb{N}_0 \)

\[
[h_{i0}, h_{js}] = 0.
\]

Proof. By Lemma 3.1

\[
[h_{i0}, h_{js}] = [h_{i0}, [x^+_{js}, x^-_{j0}]] = (\alpha_i, \alpha_j)(h_{js} - h_{j0}) = 0.
\]

Lemma 3.10. Let \( i, j \in I \) be such that \(|\alpha_i| = 0\), \((\alpha_i, \alpha_j) = \pm 1\) and \((\alpha_i, \alpha_i) = \mp 2\) or \(|\alpha_i| = \bar{1}\). Then

\[
[h_{i1}, h_{i2}] = [h_{i1}, [x^+_{i1}, x^-_{i1}]] = 0.
\]

Proof. The first equality follows from Lemma 3.2 so we prove the second equality.

If \(|\alpha_i| = \bar{1}\) then by (3.19) we have

\[
[h_{i1}, [x^+_{i1}, x^-_{i1}]] = (-1)([x^+_{i1}, [x^-_{i1}, h_{i1}]] + (-1)^{|i|}[x^-_{i1}, [h_{i1}, x^+_{i1}]]) = 0.
\]

Now suppose that \(|\alpha_i| = 0\). By Lemma 3.7 (4) we have

\[
0 = [x^+_{i1}, [x^+_{i1}, x^-_{j0}]].
\]

By Lemmas 3.2 and 3.5

\[
0 = [[x^+_{i1}, x^+_{i1}, x^-_{j0}], x^-_{j1}] = [x^+_{i1}, [x^+_{i1}, h_{j1}]].
\]

We then apply \([::, x^-_{i0}]\):

\[
0 = [[x^+_{i1}, x^+_{i1}, h_{j1}], x^-_{i0}] = [h_{i1}, [x^+_{i1}, h_{j1}]] + (-1)^{1+|i|}(\alpha_i, \alpha_j)((x^+_{i1}, [x^+_{i1}, x^-_{i1}]) + \frac{h}{2}[x^+_{i1}, (-1)(\alpha_i, \alpha_j)x^+_{i1}, x^-_{i1} + [h_{j0}, h_{i1}]].
\]
We apply \([\cdot, x_0]\) again to obtain by Lemmas 3.3 and 3.8

\[
0 = [[[x_{i1}^+, [x_{i1}^+ h_{j1}], x_{i0}], x_{i0}] = \\
(-1)(\alpha_i, \alpha_i)[x_{i1}^+, [x_{i1}^+, h_{j1}]] + (-1)(\alpha_i, \alpha_j)2[h_{j1}, [x_{i1}^+, x_{i1}^+]] + (-1)(\alpha_i, \alpha_j)[x_{i1}^+, [h_{j1}, x_{i1}^+]] + \\
\frac{\hbar}{2}(-1)(\alpha_i, \alpha_i)[\{h_{i0}, x_{i0}^\pm\}, [x_{i1}^+, h_{j1}]] + \hbar[h_{j1}, \{x_{i1}^+, x_{i0}^\pm\}] + \\
\frac{\hbar}{2}(-1)(\alpha_i, \alpha_j)[x_{i1}^+, \{h_{j0}, [h_{j1}, x_{i0}^\pm]\}] = \\
(-1)(\alpha_i, \alpha_j)3[h_{j1}, [x_{i1}^+, x_{i1}^+]] + \\
(\alpha_i, \alpha_i)(\alpha_i, \alpha_j)\frac{\hbar}{2}(((\alpha_i, \alpha_j) - (\alpha_i, \alpha_i))[x_{i1}^+, x_{i1}^+] + \{h_{j0}, [x_{i1}^+, x_{i1}^+]\} + (-1)\{h_{i0}, [x_{i1}^+, x_{i1}^+]\}) + \\
\frac{\hbar}{2}(\alpha_i, \alpha_j)(\alpha_i, \alpha_i)\{[h_{i1}, x_{i1}^+], x_{i0}^\pm\} + \\
\frac{\hbar^2}{4}(\alpha_i, \alpha_i)(\alpha_i, \alpha_j)((\alpha_i, \alpha_i)\{[h_{j0}, x_{i1}^+], x_{i0}^\pm\} + \{h_{i0}, -[h_{j0}, h_{i1}] + (\alpha_i, \alpha_j)x_{i1}^+, x_{i0}^\pm\}) + \\
(-1)\frac{\hbar^2}{4}(\alpha_i, \alpha_i)(\alpha_i, \alpha_j)((\alpha_i, \alpha_i)\{[h_{i0}, x_{i1}^+], x_{i0}^\pm\} + (-1)4h_{i0}^2h_{i1} + (\alpha_i, \alpha_i)\{h_{i0}, [x_{i1}^+, x_{i0}^\pm]\}) + \\
h\{[h_{i1}, x_{i1}^+], x_{i0}^\pm\} + \frac{3}{2}h(\alpha_i, \alpha_i)[x_{i1}^+, x_{i0}^\pm] - \frac{h(\alpha_i, \alpha_i)}{2}\{x_{i1}^+, [h_{i0}, x_{i0}^\pm]\} + \\
\frac{\hbar}{2}(\alpha_i, \alpha_i)(\alpha_i, \alpha_j)\{h_{j0}, [x_{i1}^+, x_{i0}^\pm]\} + \frac{h^2(\alpha_i, \alpha_i)(\alpha_i, \alpha_j)}{4}\{h_{j0}, -([\alpha_i, \alpha_i][x_{i1}^+, x_{i0}^\pm] + [h_{i0}, h_{i1}]\}.
\]

Thus

\[
(\alpha_i, \alpha_j)3[h_{i1}, [x_{i1}^+, x_{i1}^+]] = \\
-\frac{\hbar^2}{2}(\alpha_i, \alpha_i)\{[h_{j0}, x_{i1}^+], x_{i0}^\pm\} + (-1)\frac{\hbar^2}{2}(\alpha_i, \alpha_j)\{h_{i0}, [x_{i1}^+, x_{i0}^\pm]\} + \\
\frac{\hbar^2}{2}(\alpha_i, \alpha_i)\{[h_{i0}, x_{i1}^+], x_{i0}^\pm]\} + (-1)\frac{3h^2(\alpha_i, \alpha_i)}{4}\{[x_{i1}^+, h_{i0}, x_{i0}^\pm]\} + \\
(\alpha_i, \alpha_i)\frac{h^2}{2}\{h_{j0}, [x_{i1}^+, x_{i0}^\pm]\} = (-1)\hbar^2h_{i1} + \hbar^2h_{i1} = 0.
\]

This is nothing but the assertion.

\[\square\]

**Lemma 3.11.** Let \([h_{i1}, h_{i2}] = 0\), where \(i \in I\), and \(|\alpha_i| = \bar{0}\). Then \([h_{i1}, h_{j2}] = 0\), where \((\alpha_i, \alpha_j) \neq 0 \quad (j \in I)\).

**Proof.** By (3.14) and Lemmas 3.9 3.10, 3.14 it follows that for we can apply Lemma 3.17 with \(p = n = i, m = j \quad (|i - j| = 1), z = 1, s' = 2\). The result follows.

\[\square\]

**Lemma 3.12.** The equation (3.23) holds for all \(i \in I\).

**Proof.** The result follows from (3.23), Lemma 3.10, Lemma 3.11 and our constraints on Dynkin diagrams introduced before Theorem 3.1.

\[\square\]
Lemma 3.13. Suppose that $i, j \in I$ and $i \neq j$. The equation \((3.5)\) holds for any $r, s \in \mathbb{N}_0$.

Proof. We prove \((3.5)\) by induction on $r$ and $s$. The initial case $r = s = 0$ is our assumption \((3.17)\). Let $X^\pm(r, s)$ be the result of subtracting the right-hand side of \((3.5)\) from the left-hand side. Note that by Lemma 3.5 and \((3.12)\)

$$[h_{i,r+1}, x_{j,s}] = [x^+_{i,r+1}, x^-_{j,s}] = (-1)^{|i||j|} [x^+_{i,r+1}, x^-_{j,s}] = \frac{c_{ij}}{2} (h_{ir}, x^+_{j,s});$$

and

$$[h_{i,r+1}, x^-_{j,s}] = [x^+_{i,r+1}, x^-_{j,s}] = [x^+_{i0}, [x^+_{i,r+1}, x^-_{j}]] = \frac{c_{ij}}{2} (h_{ir}, x^-_{j,s}),$$

for any $r, s \in \mathbb{N}_0$. Thus the result follows by induction hypothesis.

Lemma 3.14. Let $i \in I$. Equations \((3.2)\), \((3.4)\) \((0 \leq r + s \leq 3)\) and \((3.5)\) \((r = 0, 1; s \in \mathbb{N}_0)\) hold for $i = j$.

Proof. Consider the equation \((3.2)\). The proof follows from \((3.14)\) and Lemmas 3.9, 3.10.

Consider the equation \((3.4)\). It follows from Lemma 3.2 for $0 \leq r + s \leq 2$. Let $i' = i$, if $|\alpha_i| = 0$, and $|i - i'| = 1$, if $|\alpha_i| = 1 (i, i' \in I)$. By Lemmas \((3.10)\) and \((3.11)\) we have

$$0 = [\hat{h}_{i2}, \hat{h}_{i1}'] = [[x^+_{i2}, x^-_{i0}], \hat{h}_{i1}'] = (\alpha_{i'}, \alpha_i)([x^+_{i2}, x^-_{i1}] - [x^+_{i3}, x^-_{i0}]).$$

Apply $\hat{h}_{i1}'$, \(\hat{h}_{i1}'\) to

$$[x^+_{i2}, x^-_{i0}] = [x^+_{i1}, x^-_{i1}] = [x^+_{i0}, x^-_{i2}].$$

Then

$$0 = [x^+_{i2}, x^-_{i1}] - [x^+_{i3}, x^-_{i0}] = [x^+_{i1}, x^-_{i2}] - [x^+_{i2}, x^-_{i1}] = [x^+_{i0}, x^-_{i3}] - [x^+_{i1}, x^-_{i2}].$$

Thus we get

$$[x^+_{i3}, x^-_{i0}] = [x^+_{i2}, x^-_{i1}] = [x^+_{i1}, x^-_{i2}] = [x^+_{i0}, x^-_{i3}].$$

Consider the equation \((3.5)\). Recall that here $|\alpha_i| = \bar{0}$. The case $1 \leq r + s \leq 2$ follows from \((3.17)\), Lemma 3.4 and Lemma 3.1. Note that if \((3.5)\) holds for $0 \leq r \leq 1$ and $s \in \mathbb{N}_0$ we have

$$[\tilde{h}_{i1}, [h_{i,r+1}, x^+_{i,s}]] = [\tilde{h}_{i1}, [h_{ir}, x^+_{i,s+1}]] \pm \frac{c_{ir}}{2} (h_{ir}, x^+_{i,s}) \Leftrightarrow$$

$$[h_{i,r+1}, x^+_{i,s+1}] = [h_{ir}, x^+_{i,s+2}] \pm \frac{c_{ir}}{2} (h_{ir}, x^+_{i,s+1}).$$

Thus \((3.5)\) is true for $0 \leq r \leq 1$ and all $s \in \mathbb{N}_0$.

We use arguments established in \[19\] and \[7\] to prove the relation \((3.2)\). It is necessary to introduce auxiliary elements and prove a few intermediate lemmas. Our primary goal is the construction of elements $\tilde{h}_{ij,r}$ \((i, j \in I, r \in \mathbb{N}_0)\) that satisfy equations \((3.30)\) and \((3.31)\).

Set for any $i \in I$

$$\tilde{h}_{i}(t) := h \sum_{r \geq 0} \tilde{h}_{ir} t^{-r-1} = \log(1 + h \sum_{r \geq 0} h_{ir} t^{-r-1}) \in Y_h(\mathfrak{g})^0[[t^{-1}]].$$

(3.28)
Lemma 3.15. Let (3.2) hold for $i, j \in I$ and $0 \leq r, s \leq v$ and let (3.5) hold for $0 \leq r \leq v$ and $s \in \mathbb{N}_0$. Then, unless $i = j$ and $|\alpha_i| = 1$, for $i, j \in I$, $0 \leq r \leq v$, $s \in \mathbb{N}_0$,

$$[\tilde{h}_{i,r}, x_{j,s}^\pm] = \pm (\alpha_i, \alpha_j) x_{j,r+s}^\pm \pm (\alpha_i, \alpha_j) \sum_{p=1}^{\lfloor r/2 \rfloor} \left( \frac{r}{2p} \right) \frac{(h(\alpha_i, \alpha_j)/2)^{2p}}{2p + 1} x_{j,r+s-2p}^\pm. \quad (3.29)$$

Proof. Note that from (3.28) follows that for arbitrary $r \in \mathbb{N}_0$ we have $\tilde{h}_{i,r} = f(h_{i,0}, h_{i,1}, ..., h_{i,r})$ for some element of free algebra $f \in \mathbb{k}\{x_1, \ldots, x_{r+1}\}$. Hence, while deriving (3.29), we may and shall assume that (3.2) holds for all $r, s \in \mathbb{N}_0$. Then the result follows from Lemma 2.7, Lemma 2.9, Remark 3.1. \qed

Suppose that elements $\tilde{h}_{i,r}$ are defined for $i \in I$ and $0 \leq r \leq v$. For each $\tilde{h}_{i,r}$ fix $j \in I$ unless $i = j$ and $|\alpha_i| = 1$. Set $\tilde{h}_{i,0} = h_{i,0}$, and define inductively for $1 \leq r \leq v$

$$\tilde{h}_{ij,r} = \tilde{h}_{i,r} - \sum_{p=1}^{\lfloor r/2 \rfloor} \left( \frac{r}{2p} \right) \frac{(h(\alpha_i, \alpha_j)/2)^{2p}}{2p + 1} h_{ij,r-2p}. \quad (3.30)$$

Thus we have

Lemma 3.16. Suppose that Lemma 3.15 holds. Then in the same notations

$$[\tilde{h}_{ij,r}, x_{j,s}^\pm] = \pm (\alpha_i, \alpha_j) x_{j,r+s}^\pm, \quad (3.30)$$

for $i, j \in I$, $0 \leq r \leq v$, $s \in \mathbb{N}_0$, and

$$\tilde{h}_{ij,r} = h_{i,r} + f(h_{i,0}, h_{i,1}, ..., h_{i,r-1}) \quad (3.31)$$

for some polynomial $f(x_1, x_2, ..., x_r) \in \mathbb{k}[x_1, x_2, ..., x_r]$.

Proof. Equation (3.31) holds from the definition of $\tilde{h}_{ij,r}$ and observation that elements $\tilde{h}_{i,r}$ ($0 \leq r \leq v$) are of the form $\tilde{h}_{i,r} = f(h_{i,0}, h_{i,1}, ..., h_{i,r})$ for some polynomial $f \in \mathbb{k}[x_1, ..., x_{r+1}]$.

Next inductively for $0 \leq r \leq v$ we verify that

$$[\tilde{h}_{ij,r}, x_{j,s}^\pm] = \tilde{h}_{i,r} - \sum_{p=1}^{\lfloor r/2 \rfloor} \left( \frac{r}{2p} \right) \frac{(h(\alpha_i, \alpha_j)/2)^{2p}}{2p + 1} h_{ij,r-2p}, x_{j,s}^\pm =$$

$$\pm (\alpha_i, \alpha_j) x_{j,r+s}^\pm \pm (\alpha_i, \alpha_j) \sum_{p=1}^{\lfloor r/2 \rfloor} \left( \frac{r}{2p} \right) \frac{(h(\alpha_i, \alpha_j)/2)^{2p}}{2p + 1} x_{j,r+s-2p}^\pm =$$

$$\mp (\alpha_i, \alpha_j) \sum_{p=1}^{\lfloor r/2 \rfloor} \left( \frac{r}{2p} \right) \frac{(h(\alpha_i, \alpha_j)/2)^{2p}}{2p + 1} x_{j,r+s-2p}^\pm = \pm (\alpha_i, \alpha_j) x_{j,r+s}^\pm. \quad \square$$

Lemma 3.17. Let $p, n, m \in I$ and $z \in \mathbb{N}_0$. Suppose that $[h_{pz}, h_{me}] = 0$, $[h_{pz}, h_{me}] = 0$ for $0 \leq v \leq s' - 1$ ($s' \in \mathbb{N}_0$); $(\alpha_p, \alpha_n) \neq 0$ and $(\alpha_p, \alpha_m) \neq 0$. Moreover, let $[h_{mn}, h_{nv}] = 0$ and $[h_{mn}, h_{nv}] = 0$ for $0 \leq v_1, v_2 \leq s'$ and (3.5) hold for $(i, j) = (n, p) = (m, p)$, $0 \leq r \leq s'$ and any $s \in \mathbb{N}_0$. Then $[h_{pz}, h_{ms'}] = \frac{(\alpha_n, \alpha_p)}{(\alpha_m, \alpha_p)} [h_{pz}, h_{ms'}].$
Proof. From conditions in the statement and Lemmas 3.15, 3.16 it follows that we can define elements $\tilde{h}_{np,r}$ and $\hat{h}_{mp,r}$. Note that

$$\frac{(\alpha_n, \alpha_p)}{(\alpha_m, \alpha_p)}[h_{mp,r}, x^\pm_{ps}] = \pm (\alpha_n, \alpha_p)x^\pm_{p,r+s} = [h_{np,r}, x^\pm_{ps}].$$

Thus

$$[h_{pz}, h_{ns'}] = [h_{ir}, \tilde{h}_{np,s'}] = [[x^+_p, x^-_p], \tilde{h}_{np,s'}] =$$

$$(-1)[x^+_p, \tilde{h}_{np,s'}, x^-_p] + (-1)^{|p|}[x^-_p, \tilde{h}_{np,s'}, x^+_p] =$$

$$\frac{(\alpha_n, \alpha_p)}{(\alpha_m, \alpha_p)}((-1)[x^+_p, [\tilde{h}_{mp,s'}, x^-_p]] + (-1)^{|p|}[x^-_p, [\tilde{h}_{mp,s'}, x^+_p]]) =$$

$$\frac{(\alpha_n, \alpha_p)}{(\alpha_m, \alpha_p)}[h_{pz}, \tilde{h}_{mp,s'}] = \frac{(\alpha_n, \alpha_p)}{(\alpha_m, \alpha_p)}[h_{pz}, h_{ms'}].$$

Now we are ready to prove

Lemma 3.18. Let $i, j \in I$. Equations (3.2), (3.4) and (3.5) hold for $i = j$ and all $r, s \in N_0$.

Proof. The proof is completely the same as in [19] (see considerations after Lemma 2.2) where the proof is based on mathematical induction. That’s why we only explain here how to deal with equations (2.25)-(2.29) in [19] where some extra arguments are needed to deal with the case $|\alpha_i| = 1$. First note that the base of induction is obtained by Lemma 3.14. In each equation we use the same notations as in mentioned paper. From now on suppose that $|\alpha_i| = 1$. Let $\alpha_i \in I$ be such that $|\alpha_i| = 1$ and $|\alpha_i| = 0$. Notice that such $\alpha_i$ exists by our constraints on Dynkin diagrams. $p \in N_0$ is a fixed number as in the paper.

Consider the equation (2.25). By the induction hypothesis and the proof of Lemma 3.19 it follows that $[h_{i,p}, h_{iw}] = 0$ for $0 \leq v \leq p - 1$. We are able to define $\tilde{h}_{i,i,p}$ by Lemma 3.15 and to use Lemma 3.17 to get

$$0 = [h_{i,p}, h_{i,p}] = [h_{ip}, h_{i,i,p}] = [h_{ip}, \tilde{h}_{i,i,p}].$$

Further steps are the same as in the paper. In the equation (2.26) we use $[\tilde{h}_{i,1}, \cdot]$. Further steps are the same.

In the equation between (2.26) and (2.27):

$$[h_{i,r-q}, h_{i,q+1}] = (\alpha_i, \alpha_i')\frac{(\alpha_i', \alpha_i)}{[h_{i,r-q}, h_{i,q+1}] = \frac{(\alpha_i', \alpha_i)}{[h_{i,r-q}, h_{i,q+1}].}$$

Further steps are the same.

Consider the equation (2.27). Here we use $[\tilde{h}_{i,1}, \cdot]$. Further steps are the same. Consider the equation (2.28). By the induction hypothesis and the proof of Lemma 3.19 it follows that $[h_{i,v+1}, h_{i,v}] = 0$ for $0 \leq v \leq p - 1$; $[h_{iv}, h_{i,v}] = 0$ for $0 \leq v \leq p$. We are able to define $\tilde{h}_{i,i,v}$ by Lemma 3.15 and to use Lemma 3.17 to get

$$[h_{i,v+1}, h_{i,v}] = \frac{(\alpha_i', \alpha_i)}{(\alpha_i, \alpha_i')}[h_{i,v+1}, h_{i,v}] = \frac{(\alpha_i', \alpha_i)}{[h_{i,v+1}, h_{i,v}].}$$

Further steps are the same.
In the equation (2.29) we use the same arguments as in the (2.28) and Lemma 3.13 in the following to get

\[ [h_{i',p+1}, h_{i'}] = \frac{(\alpha_{i'}, \alpha_i)}{(\alpha_i, \alpha_i)} [h_{i',p+1}, h_{ip}] . \]

Further steps are the same. It is easy to see that all considerations after the equation (2.29) are also true in our case.

Lemma 3.19. Suppose that \( i, j \in I \) and \( i \neq j \). The equation (3.2) holds for any \( r, s \in \mathbb{N}_0 \).

Proof. We proof by induction on \( r \in \mathbb{N}_0 \). Consider the case \( r = 0 \) and any \( s \in \mathbb{N}_0 \). It is true by Lemma 3.9. Suppose that \( [h_{ij}, h_{js}] = 0 \) for \( 0 \leq l \leq r \) and all \( s \in \mathbb{N}_0 \). Then using Lemmas 3.13 and 3.16 we can define element \( \tilde{h}_{ij,r+1} \). Then by Lemma 3.18

\[ [h_{i,r+1}, h_{js}] = \tilde{h}_{ij,r+1}, h_{js}] = [\tilde{h}_{ij,r+1}, [x_{j,s}^+, x_{j,s}^-]] = (\alpha_i, \alpha_j)(x_{j,s}^+, x_{j,s}^-) = (\alpha_i, \alpha_j)(h_{j,r+s+1} - h_{j,r+s+1}) = 0. \]

Thus the result follows by induction hypothesis.

Lemma 3.20. The relation (3.6) is satisfied for all \( i, j \in I \) and \( r, s \in \mathbb{N}_0 \).

Proof. The case for \( i \neq j \) is proved in Lemma 3.19. Suppose that \( i = j \). Then \( |\alpha_i| = 0 \). We prove by induction on \( r \) and \( s \in \mathbb{N}_0 \). The initial case \((r, s) = (0, 0)\) is our initial assumption (3.18). Let \( X^\pm(r, s) \) be the result of subtracting the right-hand side of (3.6) from the left-hand side. Using the relation (3.30) we have for an arbitrary \( r \in \mathbb{N}_0 \):

\[ 0 = [\tilde{h}_{ii,r}, X^\pm(0, 0)] = (\alpha_i, \alpha_i)X^\pm(0, 0) + (\alpha_i, \alpha_i)X^\pm(0, r) = 2(\alpha_i, \alpha_i)X^\pm(0, r) \Rightarrow X^\pm(0, r) = 0. \]

Now for an arbitrary \( s \in \mathbb{N}_0 \):

\[ 0 = [\tilde{h}_{ii,s}, X^\pm(r, 0)] = (\alpha_i, \alpha_i)X^\pm(r, s + 0) + (\alpha_i, \alpha_i)X^\pm(r, s) = (\alpha_i, \alpha_i)X^\pm(r, s) \Rightarrow X^\pm(r, s) = 0. \]

By induction hypothesis the result follows.

Lemma 3.21. Relations (3.8) and (3.9) are satisfied for all \( i, j \in I \) and \( r, s, t \in \mathbb{N}_0 \).

Proof. Let \( X^\pm(r, s) \) be the left-hand side of (3.8). We prove by induction on \( r \) and \( s \in \mathbb{N}_0 \). The initial case \((r, s) = (0, 0)\) is our initial assumption (3.20). Note that

\[ [\tilde{h}_{m1}, X^\pm(r, s)] = \pm((\alpha_m, \alpha_j)X^\pm(r, s + 1) + (\alpha_m, \alpha_i)X^\pm(r + 1, s)), \]

where \( m \in I \). Unless \( i = j \) and \( |\alpha_i| = \overline{1} \) we successively apply \([\tilde{h}_{i1}, \cdot]\) and \([\tilde{h}_{j1}, \cdot]\) to get the result. If \( i = j \) and \( |\alpha_i| = \overline{1} \) we note that

\[ [\tilde{h}_{i',i}, X^\pm(0, 0)] = \pm(\alpha_i, \alpha_i)(X^\pm(r, 0) + X^\pm(0, r)) = \pm 2(\alpha_i, \alpha_i)X^\pm(r, 0), \]

where \( |i - i'| = 1 \) (\( i' \in I \)). Thus \( X^\pm(r, 0) = 0 \) for all \( r \in \mathbb{N}_0 \). Now for an arbitrary \( s \in \mathbb{N}_0 \):

\[ 0 = [\tilde{h}_{i',i}, X^\pm(r, 0)] = (\alpha_i', \alpha_i)X^\pm(r + s, 0) + (\alpha_i', \alpha_i)X^\pm(r, s) = \ldots \]
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\[(\alpha_i', \alpha_i)X^\pm(r, s) \Rightarrow X^\pm(r, s) = 0.\]

By induction hypothesis the result follows.

Let \(X^\pm(r, s, t)\) be the left-hand side of (3.9). We prove by induction on \(r, s\) and \(t \in \mathbb{N}_0\). The initial case \((r, s, t) = (0, 0, 0)\) is our initial assumption (3.21). We have proved in Lemma 3.17 that \(X^\pm(0, 0, t)\) for all \(t \in \mathbb{N}_0\). Note that for any \(r, t \in \mathbb{N}_0\)

\[0 = [h_{i,r}, X^\pm(0, 0, t)] = \sum_{z=t}^{t+r} a_z X^\pm(0, 0, z) + (\alpha_1, \alpha_i)(X^\pm(r, 0, t) + X^\pm(0, r, t)) = 2(\alpha_1, \alpha_i)X^\pm(r, 0, t) \Rightarrow X^\pm(r, 0, t) = 0,
\]

where \(a_z \in \mathbb{k} (r \leq z \leq t + r)\). Suppose that for any \(r, t \in \mathbb{N}_0\) and for \(0 \leq l \leq s\) \((s \in \mathbb{N}_0)\), \(X^\pm(r, s, t) = 0\). Then

\[0 = [\tilde{h}_{i,l}, X^\pm(r, s, t)] = (\alpha_i, \alpha_j)X^\pm(r, s, t + 1) + (\alpha_i, \alpha_i)(X^\pm(r + 1, s, t) + X^\pm(r, s + 1, t)) = (\alpha_i, \alpha_i)X^\pm(r, s + 1, t) \Rightarrow X^\pm(r, s + 1, t) = 0.
\]

Thus the result follows by induction hypothesis.

\[\Box\]

**Lemma 3.22.** The relation (3.7) is satisfied for all \(i, j \in I\) and \(r, s \in \mathbb{N}_0\).

**Proof.** We prove by induction on \(r + s \in \mathbb{N}_0\). The case \(0 \leq r + s \leq 1\) is our initial assumptions (3.15), (3.19) and Lemma 3.1. Suppose that the result holds for all \(1 \leq l \leq r + s\). Then by induction hypothesis and Lemma 3.19

\[h_{i,r+s-q}, x^\pm_{i,q+1}] = \pm(\alpha_i', \alpha_i)^{-1}[h_{i,r+s-q}, \tilde{h}_{i',1}, x^\pm_{i,q}] =
\]

\[\pm(-1)(\alpha_i', \alpha_i)^{-1}([\tilde{h}_{i',1}, [x^\pm_{i,q}, h_{i,r+s-q}]] + [x^\pm_{i,q}, h_{i,r+s-q}, \tilde{h}_{i',1}]]),\]

where \(0 \leq q \leq r + s, |i - i'| = 1 (i' \in I)\). Also by Lemmas 3.21, 3.18 and 3.19

\[h_{i,q+1}, x^\pm_{i,q+1}] = (-1).[x^\pm_{i,q+1}, [x^\pm_{i,r+s-q}, x^\pm_{i,q}]] + [x^\pm_{i,q}, x^\pm_{i,r+s-q}, x^\pm_{i,q+1}] =
\]

\[[h_{i,r+s-q}, X^\pm_{i,q+1}] = (-1)(\alpha_i', \alpha_i)^{-1}([\tilde{h}_{i',1}, [x^\pm_{i,q}, h_{i,r+s-q}]] + [x^\pm_{i,q}, h_{i,r+s-q}, \tilde{h}_{i',1}]], \]

\[h_{i,r+s-q}, x^\pm_{i,q+1}] = (-1)(\alpha_i', \alpha_i)^{-1}([x^\pm_{i,q}, h_{i,r+s-q}]] + [x^\pm_{i,q}, h_{i,r+s-q}, \tilde{h}_{i',1}]], \]

where \(0 \leq q \leq r + s, |i - i'| = 1 (i' \in I)\). The result follows by induction hypothesis.

\[\Box\]

**Lemma 3.23.** The relation (3.10) is satisfied for all \(j \in I\) and \(r, s \in \mathbb{N}_0\).

**Proof.** Let \(X^\pm(r, 0, 0, s)\) be the left-hand side of (3.10). We prove by induction on \(r\) and \(s \in \mathbb{N}_0\). The initial case \((r, 0, 0, s) = (0, 0, 0, 0)\) is our initial assumption (3.22). Note that if we apply \([\tilde{h}_{m1}, 1], [\tilde{h}_{n1}, 1]\) and \([\tilde{h}_{k1}, 1]\) \((m, n, k \in I)\) to \(X^\pm(r, 0, 0, s)\) we get from (3.25)

\[0 = (\alpha_m, \alpha_{j+1})X^\pm(r+1, 0, 0, s) + (\alpha_m, \alpha_j)(X^\pm(r, 1, 0, s) + X^\pm(r, 0, 1, s)) + (\alpha_m, \alpha_{j+1})X^\pm(r, 0, s+1),\]
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In order to determine when the determinant of the matrix

\[ 0 = (\alpha_n, \alpha_{j-1})X^\pm(r+1, 0, 0, s) + (\alpha_n, \alpha_j)(X^\pm(r, 1, 0, s) + X^\pm(r, 0, 1, s)) + (\alpha_n, \alpha_{j+1})X^\pm(r, 0, 0, s+1), \]

\[ 0 = (\alpha_k, \alpha_{j-1})X^\pm(r+1, 0, 0, s) + (\alpha_k, \alpha_j)(X^\pm(r, 1, 0, s) + X^\pm(r, 0, 1, s)) + (\alpha_k, \alpha_{j+1})X^\pm(r, 0, 0, s+1). \]

In order to determine when the determinant of the matrix

\[ A = \begin{pmatrix} \alpha_m, \alpha_{j-1} & \alpha_m, \alpha_j & \alpha_m, \alpha_{j+1} \\ \alpha_n, \alpha_{j-1} & \alpha_n, \alpha_j & \alpha_n, \alpha_{j+1} \\ \alpha_k, \alpha_{j-1} & \alpha_k, \alpha_j & \alpha_k, \alpha_{j+1} \end{pmatrix} \]

is nonzero depending on the grading of roots it is sufficient to consider the following Dynkin (sub)diagrams:

First suppose that \(|I| = 3\). Then select \(m = j - 1, n = j, k = j + 1\). Then \(\det(A) = -(\alpha_{j-1}, \alpha_{j-1} + (\alpha_{j+1}, \alpha_{j+1}))\). In cases \(|\alpha_{j-1}| = |\alpha_{j+1}|\) we get \(\det(A) = 0\). That’s why we don’t consider these Dynkin diagrams. In other cases the determinant is nonzero.

If \(|I| > 3\) then there could be only the following Dynkin (sub)diagrams:

1. \(|\alpha_{j-1} = |\alpha_{j+1} = 0 \Rightarrow m = j - 2, n = j, k = j + 1;\)
   \(|\alpha_{j-1} = 1, |\alpha_{j+1} = 0 \Rightarrow m = j - 1, n = j, k = j + 1;\)
   \(|\alpha_{j-1} = 0, |\alpha_{j+1} = 1 \Rightarrow m = j - 1, n = j, k = j + 1;\)
   \(|\alpha_{j-1} = 1, |\alpha_{j+1} = 1 \Rightarrow m = j - 2, n = j, k = j + 1.\)

2. \(|\alpha_{j-1} = |\alpha_{j+1} = 0 \Rightarrow m = j + 2, n = j, k = j + 1;\)
   \(|\alpha_{j-1} = 1, |\alpha_{j+1} = 0 \Rightarrow m = j - 1, n = j, k = j + 1;\)
   \(|\alpha_{j-1} = 0, |\alpha_{j+1} = 1 \Rightarrow m = j - 1, n = j, k = j + 1;\)
   \(|\alpha_{j-1} = 1, |\alpha_{j+1} = 1 \Rightarrow m = j + 2, n = j, k = j + 1.\)

When the determinant is nonzero, we have \(X^\pm(r+1, 0, 0, s) = X^\pm(r, 0, 0, s+1) = 0\). The result follows by induction hypothesis.

**Proof of Theorem 3.3.** Proof of the theorem follows from Remark 3.2 and Lemmas 3.1 - 3.23.

### 3.4. The quantum loop superalgebra

We will use the following definition of a quantum loop superalgebra in terms of a system of generators analogous to the Drinfeld new system of generators [31, 28].

Let \(U_h(L_\mathfrak{gl}_d)\) be the unital, associative Hopf superalgebra over \(k[[h]]\) topologically generated by \(\{E_{i,k,d}, F_{i,k,d}, H_{i,k,d} \mid i \in I, k \in \mathbb{Z}\}\) with the \(\mathbb{Z}_2\)-grading \(|H_{i,r,d}| = 0, |E_{i,r,d}| = |F_{i,r,d}| = |a_{i,d}|\), and subject to the following defining relations:

1) For any \(i, j \in I, r, s \in \mathbb{Z}\)

\[ [H_{i,r}, H_{j,s}] = 0. \quad (3.32) \]

2) For any \(i, j \in I, k \in \mathbb{Z}\)

\[ [H_{i,0}, E_{j,k}] = c_{i,j}^d E_{j,k}, \quad [H_{i,0}, F_{j,k}] = -c_{i,j}^d F_{j,k}. \quad (3.33) \]
3) For any \( i, j \in I \) and \( r, k \in \mathbb{Z} \setminus \{0\} \)
\[
[H_{i,r}, E_{j,k}] = \frac{[r c^d_{i,j}]}{q} E_{j,r+k}, \quad [H_{i,r}, F_{j,k}] = -\frac{[r c^d_{i,j}]}{q} F_{j,r+k}. \tag{3.34}
\]

4) For any \( i, j \in I \) and \( k, l \in \mathbb{Z} \) (\( c^d_{ij} \neq 0 \))
\[
E_{i,k+1}E_{j,l} - (-1)^{|\alpha_i|d} q^{c^d_{ij}} E_{j,l}E_{i,k+1} = (-1)^{|\alpha_i|d} q^{c^d_{ij}} E_{i,k}E_{j,l+1} - E_{j,l+1}E_{i,k},
\]
\[
F_{i,k+1}F_{j,l} - (-1)^{|\alpha_i|d} q^{-c^d_{ij}} F_{j,l}F_{i,k+1} = (-1)^{|\alpha_i|d} q^{-c^d_{ij}} F_{i,k}F_{j,l+1} - F_{j,l+1}F_{i,k}. \tag{3.35}
\]

5) For any \( i, j \in I, k, l \in \mathbb{Z} \)
\[
[E_{i,k}, F_{j,l}] = \delta_{i,j} \frac{j \psi_{i,k+l} - \varphi_{i,k+l}}{q - q^{-1}}. \tag{3.36}
\]

6) For any \( i, j \in I, k, l \in \mathbb{Z} \), if \( c^d_{ij} = 0 \), then
\[
[E_{i,k}, E_{j,l}] = 0, \quad [F_{i,k}, F_{j,l}] = 0. \tag{3.37}
\]

7) For any \( i, j \in I, r, k, l \in \mathbb{Z} \), if \( c^d_{ij} \neq 0 \) and \( |\alpha_i| = 0 \), then
\[
[E_{i,r}, [E_{i,k}, E_{j,l}]]_{q^{c^d_{ij}}} - [E_{i,k}, [E_{i,r}, E_{j,l}]]_{q^{c^d_{ij}}} = 0,
\]
\[
[F_{i,r}, [F_{i,k}, F_{j,l}]]_{q^{-c^d_{ij}}} - [F_{i,k}, [F_{i,r}, F_{j,l}]]_{q^{-c^d_{ij}}} = 0. \tag{3.38}
\]

8) For any \( i \in I, r, s, k, l \in \mathbb{Z} \), if \( |\alpha_i| = 1 \), then
\[
[[[E_{i-1,r}, E_{i,s}]]_{q^{c^d_{ij}}} E_{i+1,k}]_{q^{c^d_{ij}}} = 0,
\]
\[
[[[F_{i-1,r}, F_{i,s}]]_{q^{-c^d_{ij}}} F_{i+1,k}]_{q^{-c^d_{ij}}} = 0. \tag{3.39}
\]

Here the elements \( \psi_{i,r}, \varphi_{i,r} \) are defined by the following formulas:
\[
\psi_i(z) = \sum_{r \geq 0} \psi_{i,r} z^{-r} = \exp(\frac{\hbar}{2} H_{i,0}) \exp((q-q^{-1}) \sum_{s \geq 1} H_{i,s} z^{-s}), \tag{3.40}
\]
\[
\varphi_i(z) = \sum_{r \geq 0} \varphi_{i,r} z^{-r} = \exp\left(-\frac{\hbar}{2} H_{i,0}\right) \exp\left(-(q-q^{-1}) \sum_{s \geq 1} H_{i,-s} z^{s}\right), \tag{3.41}
\]
with \( \psi_{i,-k} = \varphi_{i,k} = 0 \) for every \( k \geq 1 \).

Also \( [a, b]_x = ab - (-1)^{|a||b|} xba \) for homogeneous \( a \) and \( b \).

**Remark 3.3.**

1. Relations (3.35) are equivalent to
\[
[E_{i,k+1}, E_{j,l}]_{q^{c^d_{ij}}} = -[E_{j,l+1}, E_{i,k}]_{q^{c^d_{ij}}},
\]
and
\[
[F_{i,k+1}, F_{j,l}]_{q^{-c^d_{ij}}} = -[F_{j,l+1}, F_{i,k}]_{q^{-c^d_{ij}}}
\]
respectively. If \( c^d_{ij} = 0 \) then the equations follow by (3.37).

2. Relations (3.38) are also valid for \( |\alpha_i| = 1 \), but in that case, they already follow from (3.37).
3. Relations (3.39) are also valid for $|\alpha_{i,d}| = 0$, but in that case, they already follow from eqs. (3.35), (3.37) and (3.38).

Let $\tilde{U}_n^0(L\mathfrak{g}_d)$ be the polynomial super ring on the generators $\{H_{ir}\}_{i \in I, r \in \mathbb{Z}}$. Let $U_h(Lb_\ast)$ and $U_h(Lb_\ast)$ be the subalgebras generated respectively by $\{E_{ir}, H_{ir}\}_{i \in I, r \in \mathbb{Z}}$ and $\{F_{ir}, H_{ir}\}_{i \in I, r \in \mathbb{Z}}$. Denote by $U_h(L\mathfrak{sl}(2|1)^i)$ the subalgebra generated by $\{E_{ir}, F_{ir}, H_{ir}\}_{r \in \mathbb{Z}}$ for a fixed $i \in I$.

Recall that $L\mathfrak{g} = \mathfrak{g} \otimes \mathbb{k}[z, z^{-1}]$. Let $\mathcal{J} \subset U_h(L\mathfrak{g})$ be the kernel of the composition

$$U_h(L\mathfrak{g}) \xrightarrow{\hbar \to 0} U(L\mathfrak{g}) \xrightarrow{z \to 1} U(\mathfrak{g})$$

and let

$$\tilde{U}_n = \lim_{n \to \infty} U_h(L\mathfrak{g})/\mathcal{J}$$

be the completion of $U_h(L\mathfrak{g})$ with respect to the ideal $\mathcal{J}$.

**Proposition 3.3.** $U_h(L\mathfrak{g}_d)$ is generated by elements $\{H_{i,0}, H_{i,\pm 1}, E_{i,0}, F_{i,0}\}_{i \in I}$.

**Proof.** Note that using $H_{i,\pm 1}, E_{i,0}, F_{i,0}$ and equations (3.34) we can easy build elements $\{E_{i,r}, F_{i,r}\}_{i \in I}$. Consider the equation (3.40). We have

$$\sum_{r \geq 0} \psi_{i,r} z^{-r} = \exp\left(\frac{\hbar}{2} H_{i,0}\right) \exp((q - q^{-1}) \sum_{s \geq 1} H_{i,s} z^{-s}) =$$

$$\exp\left(\frac{\hbar}{2} H_{i,0}\right) \sum_{n \geq 0} \frac{(q - q^{-1})^n}{n!} \left(\sum_{s \geq 1} H_{i,s} z^{-s}\right)^n =$$

$$\exp\left(\frac{\hbar}{2} H_{i,0}\right)(1 + \sum_{n \geq 1} \frac{(q - q^{-1})^n}{n!} \sum_{m \geq n} \sum_{1 \leq r_1, r_2, \ldots, r_n \leq m, \sum r_i = m} C(r_1, r_2, \ldots, r_n) H_{i,r_1} H_{i,r_2} \cdots H_{i,r_n} z^{-m}) =$$

$$\exp\left(\frac{\hbar}{2} H_{i,0}\right)(1 + \sum_{n \geq 1} \frac{(q - q^{-1})^n}{n!} \sum_{m \geq n} \sum_{1 \leq r_1 \leq \ldots \leq r_n \leq m, \sum r_i = m} C(r_1, r_2, \ldots, r_n) H_{i,\lambda_1} H_{i,\lambda_2} \cdots H_{i,\lambda_n} z^{-m}),$$

where $C(r_1, r_2, \ldots, r_n) \in \mathbb{N}$ for $r_1, r_2, \ldots, r_n \in \mathbb{N}$. Thus

$$\psi_{i,0} = \exp\left(\frac{\hbar}{2} H_{i,0}\right),$$

$$\psi_{i,r} = \exp\left(\frac{\hbar}{2} H_{i,0}\right) \sum_{\text{partition of } n \lambda = \{\lambda_1, \lambda_2, \ldots, \lambda_m\}, \lambda_1 \geq \lambda_2 \geq \cdots \lambda_m \geq 1} \frac{(q - q^{-1})^m}{m!} C(\lambda_1, \lambda_2, \ldots, \lambda_m) H_{i,\lambda_1} H_{i,\lambda_2} \cdots H_{i,\lambda_m}$$

for all $r \in \mathbb{N}$.

Using the equation (3.41) we get by analogy that

$$\varphi_{i,0} = \exp\left(-\frac{\hbar}{2} H_{i,0}\right),$$

for all $r \in \mathbb{N}$.
\[ \varphi_{i, -r} = \exp(-\frac{\hbar}{2} H_{i,0}) \sum_{\text{partition of } r} (-1)^m \frac{(q - q^{-1})^m}{m!} C(\lambda_1, \lambda_2, ..., \lambda_m) H_{i, -\lambda_1}, H_{i, -\lambda_2}, ..., H_{i, -\lambda_m} \]

for all \( r \in \mathbb{N} \).

Recall the equation (3.36). Thus for all \( k \in \mathbb{N} \)

\[ [E_{i,k}, F_{i,0}] = \frac{\psi_{i,k} - \varphi_{i,0}}{q - q^{-1}} \iff \]

\[ \psi_{i,k} = (q - q^{-1})[E_{i,k}, F_{i,0}] + \exp(-\frac{\hbar}{2} H_{i,0}) \iff \]

\[ H_{i,k} = \exp(-\frac{\hbar}{2} H_{i,0})[E_{i,k}, F_{i,0}] + \frac{1}{q - q^{-1}} \exp(-\hbar H_{i,0}) + \]

\[ (-1)^m \sum_{\text{partition of } k} \frac{(q - q^{-1})^m}{m!} C(\lambda_1, \lambda_2, ..., \lambda_m) H_{i, -\lambda_1}, H_{i, -\lambda_2}, ..., H_{i, -\lambda_m}. \]

In this way we are able to build elements \( \{H_{i,r}\}_{i \in I}^{r \geq 2} \).

On the other hand we have for all \( l \in \mathbb{N} \)

\[ [E_{i,0}, F_{i,l}] = \frac{\psi_{i,0} - \varphi_{i,l}}{q - q^{-1}} \iff \]

\[ \varphi_{i,l} = \exp(\frac{\hbar}{2} H_{i,0}) - (q - q^{-1})[E_{i,0}, F_{i,l}] \iff \]

\[ H_{i, -l} = \exp(\frac{\hbar}{2} H_{i,0})[E_{i,0}, F_{i,l}] - \frac{1}{q - q^{-1}} \exp(h H_{i,0}) + \]

\[ \sum_{\text{partition of } l} (-1)^m \frac{(q - q^{-1})^m}{m!} C(\lambda_1, \lambda_2, ..., \lambda_m) H_{i, -\lambda_1}, H_{i, -\lambda_2}, ..., H_{i, -\lambda_m}. \]

In this way we are able to build elements \( \{H_{i,-r}\}_{i \in I}^{r \geq 2} \). The result follows.

4. Comultiplication on Yangians and their completion

In this Section we explicitly describe Hopf superalgebra structure on Yangians and their completions.
4.1. Hopf superalgebra structure on Yangians

Let
\[ \Omega^+ = \sum_{k \in I} h^{(k)} \otimes h^{(k)} + \sum_{\alpha \in \Delta^+} x^-_\alpha \otimes x^+_\alpha \]
be the "half" of the Casimir operator \( \Omega \) \(^{2,12}\). Let \( \square \) be the operator defined by \( \square(X) = X \otimes 1 + 1 \otimes X \). It satisfies \( \square([X,Y]) = \square(X), \square(Y) \) for all \( X, Y \in Y_0(\mathfrak{g}) \).

Note the following properties of \( \Omega^+ \) \(^{8, \text{Lemma 4.2}}\) in not super case.

**Lemma 4.1.** We have
\[ \square(h_{i0}), \Omega^+ \] = 0, \[ \square(x^+_{i0}), \Omega^+ \] = \( -x^+_{i0} \otimes h_{i0} \), \[ \square(x^-_{i0}), \Omega^+ \] = \( h_{i0} \otimes x^-_{i0} \), for all \( i \in I \).

**Proof.** The first formula is a simple consequence of the definition:
\[ \square(h_{i0}), \Omega^+ \] = \( \sum_{\alpha \in \Delta^+} (-1)(\alpha, \alpha)x^-_\alpha \otimes x^+_\alpha + \sum_{\alpha \in \Delta^+} (\alpha, \alpha)x^-_\alpha \otimes x^+_\alpha = 0. \]

For the next formulas we use assumptions made in the end of Subsection \(^{2,1}\) and \(^{15, \text{Lemmas} \ 1.3, \ 2.4}\). First consider the case \( \pm = + \). Then
\[ [x^+_{i0} \otimes 1, \Omega^+] = \sum_{k \in I} [x^+_{i0}, h^{(k)}] \otimes h^{(k)} + \sum_{\alpha \in \Delta^+} [x^+_{i0}, x^-_\alpha] \otimes x^+_\alpha = \]
\[ - \sum_{k \in I} \langle h^{(k)}, h_{i0} \rangle x^+_{i0} \otimes h^{(k)} + h_{i0} \otimes x^+_{i0} + \sum_{\alpha \in \Delta^+ \setminus \{\alpha_i\}} [x^+_{i0}, x^-_\alpha] \otimes x^+_\alpha = \]
\[ -x^+_{i0} \otimes h_{i0} + h_{i0} \otimes x^+_{i0} - \sum_{\alpha \in \Delta^+ \setminus \{\alpha_i\}} (-1)^{|\alpha - \alpha_i||\alpha_i|} [x^-_{\alpha - \alpha_i}, x^+_{i0}] \otimes x^+_\alpha = \]
\[ -x^+_{i0} \otimes h_{i0} + h_{i0} \otimes x^+_{i0} - \sum_{\alpha \in \Delta^+ \setminus \{\alpha_i\}} (-1)^{|\alpha||\alpha_i|} x^-_\alpha \otimes [x^+_{i0}, x^+_\alpha] = \]
\[ -x^+_{i0} \otimes h_{i0} - \sum_{k \in I} h^{(k)} \otimes [x^+_{i0}, h^{(k)}] - \sum_{\alpha \in \Delta^+} (-1)^{|\alpha||\alpha_i|} x^-_\alpha \otimes [x^+_{i0}, x^+_\alpha] = \]
\[ -x^+_{i0} \otimes h_{i0} - [1 \otimes x^+_{i0}, \Omega^+]. \]

By analogy for the case \( \pm = - \), we have
\[ [1 \otimes x^-_{i0}, \Omega^+] = \sum_{k \in I} h^{(k)} \otimes [x^-_{i0}, h^{(k)}] + \sum_{\alpha \in \Delta^+} (-1)^{|\alpha||\alpha_i|} x^-_\alpha \otimes [x^-_{i0}, x^+_\alpha] = \]
\[ \sum_{k \in I} h^{(k)} \otimes \langle h^{(k)}, h_{i0} \rangle x^-_{i0} - x^-_{i0} \otimes h_{i0} + \sum_{\alpha \in \Delta^+ \setminus \{\alpha_i\}} (-1)^{|\alpha||\alpha_i|} x^-_\alpha \otimes [x^-_{i0}, x^+_\alpha] = \]
\[ h_{i0} \otimes x^-_{i0} - x^-_{i0} \otimes h_{i0} + \sum_{\alpha \in \Delta^+ \setminus \{\alpha_i\}} (-1)^{|\alpha - \alpha_i||\alpha_i|} [x^-_{\alpha - \alpha_i}, x^-_{i0}] \otimes x^+_\alpha = \]
\[ h_{i0} \otimes x^-_{i0} - \sum_{k \in I} [x^-_{i0}, h^{(k)}] \otimes h^{(k)} - \sum_{\alpha \in \Delta^+} [x^-_{i0}, x^-_\alpha] \otimes x^+_\alpha = \]
\[ h_{i0} \otimes x^-_{i0} - [x^-_{i0} \otimes 1, \Omega^+]. \]
The counit $\epsilon : Y_h(\mathfrak{g}) \to \mathbb{k}$ is defined on generators in the following way:

$$\epsilon(1) = 1, \ \epsilon(x) = 0 \text{ for } x \in \{h_{ir}, x_{ir}^\pm\}_{r \in I}. \quad (4.1)$$

The comultiplication is defined on generators $\{h_{ir}, x_{ir}^\pm\}_{r \in (0,1)}$ by the following formulas (see 23, 23 and 24):

$$\Delta(x) = \Box(x) \text{ for } x \in \mathfrak{g}, \quad (4.2)$$

$$\Delta(h_{i1}) = \Box(h_{i1}) + h(\hbar \otimes h_{i0} + [h_{i0} \otimes 1, \Omega^+]) = \Box(h_{i1}) + h(\hbar \otimes h_{i0} - \sum_{\alpha \in \Delta^+} (\alpha, \alpha) x^-_{\alpha} \otimes x^+_{\alpha}). \quad (4.3)$$

It follows that

$$\Delta(\hat{h}_{i1}) = \Box(\hat{h}_{i1}) + h[h_{i0} \otimes 1, \Omega^+]. \quad (4.4)$$

Now we need the isomorphism $\tau : U(\mathfrak{g}[s]) \to Y_h(\mathfrak{g})/hY_h(\mathfrak{g})$ from Definition 5.2. Note that our formulas are motivated by the equation (3.11) which is satisfied for (1.2) and (4.3). Indeed, for (4.2) it follows trivially from (2.20); for (4.3) we have from (2.21)

$$\delta(\tau^{-1}(h_{i1})) = \delta(h_{i}u) = \sum_{\alpha \in \Delta^+} (-1)^{|\alpha|} (\alpha, \alpha) x^+_{\alpha} \otimes x^-_{\alpha} - \sum_{\alpha \in \Delta^+} (\alpha, \alpha) x^-_{\alpha} \otimes x^+_{\alpha}.$$

On the other hand,

$$\delta(\tau^{-1}(h_{i1})) = \delta(h_{i}u) = h^{-1}(\Delta(h_{i1}) - \Delta^{op}(h_{i1})) \quad (\text{mod } h) =$$

$$[h_{i0} \otimes 1, \Omega^+] - [1 \otimes h_{i0}, \tau(\Omega^+)] = [h_{i0} \otimes 1, \Omega^+ + \tau(\Omega^+)] =$$

$$[h_{i0} \otimes 1, \Omega + \sum_{k \in I} h^{(k)} \otimes h^{(k)}] = [h_{i0} \otimes 1, \Omega] =$$

$$\sum_{\alpha \in \Delta^+} (-1)^{|\alpha|} (\alpha, \alpha) x^+_{\alpha} \otimes x^-_{\alpha} - \sum_{\alpha \in \Delta^+} (\alpha, \alpha) x^-_{\alpha} \otimes x^+_{\alpha}.$$

The following result works for any Lie superalgebra satisfying the assumptions of Theorem 3.1

**Theorem 4.1.** The operator $\Delta$ defines a superalgebra homomorphism $\Delta : Y_h(\mathfrak{g}) \to Y_h(\mathfrak{g}) \otimes Y_h(\mathfrak{g})$.

**Proof.** Obviously $\Delta$ is the linear $\mathbb{Z}_2$-graded even function by definition.

It is enough to check the compatibility of the relations listed in Theorem 3.1. First we deduce formulas for $\Delta(x^+_{i1})$ for all $i \in I$. From (3.11) with $r = 0$, we obtain:

$$\Delta(x^+_{i1}) = \pm (\alpha_i, \alpha_{i'})^{-1} [\Delta(h_{i'1}), \Delta(x^+_{i0})] =$$

$$\pm (\alpha_i, \alpha_{i'})^{-1} [\Box(h_{i'1}) + h[h_{i'0} \otimes 1, \Omega^+], \Box(x^+_{i0})] =$$

$$\Box(x^+_{i1}) \pm (\alpha_i, \alpha_{i'})^{-1} h[[h_{i'0} \otimes 1, \Omega^+], \Box(x^+_{i0})].$$

We consider the $+$ case first. Note that

$$[[h_{i'0} \otimes 1, \Omega^+], \Box(x^+_{i0})] = -[[1 \otimes h_{i'0}, \Omega^+], \Box(x^+_{i0})] =$$

$$-[[1 \otimes h_{i'0}, \Box(x^+_{i0})], \Omega^+] - [1 \otimes h_{i'0}, [\Omega^+, \Box(x^+_{i0})]] =$$

$$-(\alpha_i, \alpha_{i'})[1 \otimes x^+_{i0}, \Omega^+] - [1 \otimes h_{i'0}, x^+_{i0} \otimes h_{i0}] = -(\alpha_i, \alpha_{i'})[1 \otimes x^+_{i0}, \Omega^+].
Therefore
\[ \Delta(x_{i1}^+) = \square(x_{i1}^+) - h[1 \otimes x_{i0}^+, \Omega^+]. \] (4.5)

Similarly, we have
\[ [[h_{i0} \otimes 1, \Omega^+], \square(x_{i0}^-)] = \]
\[ [h_{i0} \otimes 1, h_{i0} \otimes x_{i0}^-] - (\alpha', \alpha_i)[x_{i0}^- \otimes 1, \Omega^+] = -(\alpha', \alpha_i)[x_{i0}^- \otimes 1, \Omega^+]. \]

Therefore
\[ \Delta(x_{i1}^-) = \square(x_{i1}^-) + h[x_{i0}^- \otimes 1, \Omega^+]. \] (4.6)

We do not need to check the relations involving only \( h_{i0} \) or \( x_{i0}^\pm \). The compatibility with relations (3.14) - (3.18) is proved in the same way as in [8, Theorem 4.9: Part 1]. Let us consider (3.19) with \((r, s) = (1, 0)\):
\[ [\Delta(h_{i1}), \Delta(x_{i0}^\pm)] = [\square(h_{i1}) + h(h_{i0} \otimes h_{i0} + [h_{i0} \otimes 1, \Omega^+]), \square(x_{i0}^\pm)] = \]
\[ \square([h_{i1}, x_{i0}^\pm]) + h([h_{i0}, x_{i0}^\pm] \otimes h_{i0} + h_{i0} \otimes [h_{i0}, x_{i0}^\pm]) + [h_{i0} \otimes 1, \Omega^+], \square(x_{i0}^\pm)) = \]
\[ h([h_{i0} \otimes 1, \square(x_{i0}^\pm), \Omega^+] + [h_{i0} \otimes 1, [\Omega^+, \square(x_{i0}^\pm)]) = h[h_{i0} \otimes 1, [\Omega^+, \square(x_{i0}^\pm)]. \]

In the case +, the above is equal to
\[ h[h_{i0} \otimes 1, x_{i0}^+ \otimes h_{i0}] = h[h_{i0}, x_{i0}^+] \otimes h_{i0} = 0. \]

In the case -, we have
\[ -h[h_{i0} \otimes 1, h_{i0} \otimes x_{i0}^-] = 0. \]

Consider (3.19) with \((r, s) = (1, 1)\). Consider the case +:
\[ [\Delta(h_{i1}), \Delta(x_{i1}^+)] = [\square(h_{i1}) + h(h_{i0} \otimes h_{i0} + [h_{i0} \otimes 1, \Omega^+]), \square(x_{i1}^+) = h[1 \otimes x_{i0}^+, \Omega^+] = \]
\[ [\square(h_{i1}) + hh_{i0} \otimes h_{i0}, \square(x_{i1}^+) = h[1 \otimes x_{i0}^+, \Omega^+] = \]
\[ \square([h_{i1}, x_{i1}^+]) + h^2[h_{i0} \otimes h_{i0}, 1 \otimes x_{i0}^+, \Omega^+] = 0. \]

Consider the case -:
\[ [\Delta(h_{i1}), \Delta(x_{i1}^-)] = [\square(h_{i1}) + h(h_{i0} \otimes h_{i0} + [h_{i0} \otimes 1, \Omega^+]), \square(x_{i1}^-) + h[x_{i0}^- \otimes 1, \Omega^+] = \]
\[ [\square(h_{i1}) + hh_{i0} \otimes h_{i0}, \square(x_{i1}^-) + h[x_{i0}^- \otimes 1, \Omega^+] = \]
\[ \square([h_{i1}, x_{i1}^-]) + h^2[h_{i0} \otimes h_{i0}, x_{i0}^- \otimes 1, \Omega^+] = 0. \]

Finally, we consider the relation (3.14) in the case \((r, s) = (1, 1)\). It suffices to show that \( \tilde{h}_{i1}, \tilde{h}_{j1} = 0 \) for all \( i, j \in I \). Since (4.4) and \( \square((\tilde{h}_{i1}, \tilde{h}_{j1})) = 0 \), the latter relation reduces to
\[ h^2[[h_{i0} \otimes 1, \Omega^+], [h_{j0}, \Omega^+]] = h([\square(\tilde{h}_{j1}), [h_{i0} \otimes 1, \Omega^+]] - [\square(\tilde{h}_{i1}), [h_{j0} \otimes 1, \Omega^+]]. \] (4.7)

The left-hand side is the sum over \( k \in \mathbb{N} \) of
\[ h^2 \sum_{ht(\alpha+\beta)=k} (\alpha_i, \alpha)(\alpha_j, \beta)[x_{\alpha}^- \otimes x_{\beta}^+, \Omega^- \otimes x_{\beta}^+] = \]
\[ \frac{\hbar^2}{2} \sum_{ht(\alpha+\beta)=k} (\alpha_i,\alpha) (\alpha_j,\beta) (-1)^{|\alpha||\beta|} \{x^-_\alpha, x^-_\beta\} \otimes [x^+_\alpha, x^+_\beta] + [x^-_\alpha, x^-_\beta] \otimes \{x^+_\alpha, x^+_\beta\}, \]

where the sum \(\sum_{ht(\alpha+\beta)=k}\) is taken over all \(\alpha, \beta \in \Delta^+\) such that \(ht(\alpha + \beta) = k\). The right-hand side of (4.7) is the sum over \(k \in \mathbb{N}\) of

\[ \hbar (\sum_{\alpha \in \Delta^+(k)} (\alpha,\alpha_j)[\bar{h}_{i1}], x^-_\alpha \otimes x^+_\alpha) - \sum_{\alpha \in \Delta^+(k)} (\alpha,\alpha_i)[\bar{h}_{j1}], x^-_\alpha \otimes x^+_\alpha), \]

where \(\Delta^+(k) = \{\alpha \in \Delta^+: ht(\alpha) = k\}\). Therefore, (4.7) will hold if the following equalities are established for all \(k \in \mathbb{N}\):

\[ \hbar \sum_{ht(\alpha+\beta)=k} (-1)^{|\alpha||\beta|} (\alpha_i,\alpha) (\alpha_j,\beta) \{x^-_\alpha, x^-_\beta\} \otimes [x^+_\alpha, x^+_\beta] = 2 \sum_{\alpha \in \Delta^+(k)} [h_{ij}(\alpha), x^-_\alpha] \otimes x^+_\alpha, \quad (4.8) \]

and

\[ \hbar \sum_{ht(\alpha+\beta)=k} (-1)^{|\alpha||\beta|} (\alpha_i,\alpha) (\alpha_j,\beta) [x^-_\alpha, x^-_\beta] \otimes \{x^+_\alpha, x^+_\beta\} = 2 \sum_{\alpha \in \Delta^+(k)} x^-_\alpha \otimes [h_{ij}(\alpha), x^+_\alpha], \quad (4.9) \]

where \(h_{ij}(\alpha) = (\alpha,\alpha_j)\bar{h}_{i1} - (\alpha,\alpha_i)\bar{h}_{j1}\) for all \(i, j \in I\) and \(\alpha \in \Delta^+\).

Now we need the result proved in [8, Proposition 3.21] (that is also true is super case as one may verify). Suppose that \(\alpha \in \Delta^+\). The result states that for all \(k \in I\) we have

\[ [J(h_k), x^\pm_\alpha] = [h_k, J(x^\pm_\alpha)] = \pm (\alpha_k,\alpha) J(x^\pm_\alpha) \]

where \(J(h_k) = \bar{h}_{k1} + \tilde{v}_k, \tilde{v}_k = \frac{\hbar}{2} \sum_{\alpha \in \Delta^+} (\alpha,\alpha_i)x^-_\alpha x^+_\alpha\) and \(J(x^\pm_\alpha)\) is an well-defined element in \(Y_h(\mathfrak{g})\). Consequently,

\[ [h_{ij}(\alpha), x^\pm_\alpha] = [(\alpha,\alpha_j)J(h_i) - (\alpha,\alpha_i)J(h_j), x^\pm_\alpha] = [x^\pm_\alpha, v_{ij}(\alpha)], \]

where \(v_{ij}(\alpha) = (\alpha,\alpha_j)\tilde{v}_i - (\alpha,\alpha_i)\tilde{v}_j\). We claim that

\[ [v_{ij}(\alpha), x^-_\alpha] = -\frac{\hbar}{2} \sum_{\beta, \gamma \in \Delta^+, \beta + \gamma = \alpha} (-1)^{|\beta||\gamma| + |\alpha|(|\beta| + |\gamma|)} A_{ij,\beta,\gamma} \langle x^-_\alpha, [x^+_\beta, x^+_\gamma] \rangle x^-_\beta x^-_\gamma, \quad (4.10) \]

and

\[ [v_{ij}(\alpha), x^+_\alpha] = -\frac{\hbar}{2} \sum_{\beta, \gamma \in \Delta^+, \beta + \gamma = \alpha} (-1)^{|\beta||\gamma|} A_{ij,\beta,\gamma} \langle x^+_\alpha, [x^-_\beta, x^-_\gamma] \rangle x^+_\beta x^+_\gamma, \quad (4.11) \]

where \(A_{ij,\beta,\gamma} = (\alpha_i,\beta) (\alpha_j,\gamma) - (\alpha_j,\beta) (\alpha_i,\gamma)\) for each \(\beta, \gamma \in \Delta^+\).

First we prove (4.10). By definition of \(\tilde{v}_i\), we have

\[ [v_{ij}(\alpha), x^-_\alpha] = \frac{\hbar}{2} \sum_{\beta \in \Delta^+} A_{ij,\beta,\alpha}((-1)^{|\alpha||\beta|} \langle x^-_\beta, x^-_\alpha \rangle [x^+_\beta, x^+_\alpha] + [x^-_\beta, x^-_\alpha] [x^+_\beta, x^+_\alpha]). \]

Consider \(x^-_\beta [x^+_\beta, x^-_\alpha]\). Assume first that \(\gamma = \beta - \alpha\) is positive, that is \(\gamma \in \Delta^+\). Then

\[ x^-_\beta [x^+_\beta, x^-_\alpha] = \langle [x^+_\beta, x^-_\alpha], x^-_\beta x^+_{\gamma} \rangle x^-_{\beta} x^+_{\gamma} = (-1)^{|\gamma|(|\beta| + |\alpha|)} \langle x^-_{\gamma}, [x^+_\beta, x^-_\alpha] \rangle x^-_{\beta} x^+_{\gamma}. \]

30
If $\beta - \alpha$ is negative, we set instead $\gamma = \alpha - \beta$ and deduce that

$$x_\beta^-[x_\beta^+, x_\alpha^-] = \langle x_\beta^+, [x_\beta^+, x_\alpha^-] \rangle x_\beta^- x_\gamma^- = (-1)^{1+|\beta|+|\alpha|+[|\beta|+|\gamma|]} \langle x_\alpha^-, [x_\alpha^+, x_\gamma^+] \rangle x_\beta^- x_\gamma^-.$$  

We thus have

$$\sum_{\beta \in \Delta^+} A_{ij, \beta, \alpha} x_\beta^- [x_\beta^+, x_\alpha^-] = \sum_{\beta, \gamma \in \Delta^+, \gamma + \alpha = \beta} A_{ij, \gamma, \beta} (-1)^{|\gamma|+|\alpha|} \langle x_\gamma^-, [x_\beta^+, x_\alpha^-] \rangle x_\beta^- x_\gamma^+ +$$  

$$(-1)^{\beta + \gamma = \alpha} A_{ij, \beta, \gamma} (-1)^{|\beta|+|\alpha|+[|\beta|+|\gamma|]} \langle x_\alpha^-, [x_\beta^+, x_\gamma^+] \rangle x_\beta^- x_\gamma^-,$$

where we have used that $A_{ij, \beta, \beta - \gamma} = A_{ij, \gamma, \beta}$ and $A_{ij, \beta, \beta + \gamma} = A_{ij, \beta, \gamma}$. Also we have

$$\sum_{\beta \in \Delta^+} A_{ij, \beta, \alpha} (-1)^{|\alpha|+|\beta|} [x_\beta^-, x_\alpha^+] x_\beta^+ = \sum_{\beta, \gamma \in \Delta^+, \gamma + \alpha = \beta} A_{ij, \beta, \gamma} (-1)^{|\alpha|} \langle x_\gamma^+, [x_\beta^-, x_\alpha^-] \rangle x_\gamma^- x_\beta^+ =$$  

$$\sum_{\beta, \gamma \in \Delta^+, \gamma + \alpha = \beta} A_{ij, \gamma, \beta} (-1)^{|\gamma|} \langle x_\gamma^+, [x_\beta^-, x_\alpha^-] \rangle x_\gamma^- x_\beta^+ =$$  

$$\sum_{\beta, \gamma \in \Delta^+, \gamma + \alpha = \beta} A_{ij, \beta, \gamma} (-1)^{|\beta|+|\alpha|} \langle x_\gamma^-, [x_\beta^-, x_\alpha^-] \rangle x_\gamma^- x_\beta^+,$$

where we have used that $A_{ij, \beta, \gamma - \beta} = A_{ij, \beta, \gamma}$. To obtain the second equation we have exchanged $\beta$ and $\gamma$. Thus if we add (4.12) and (4.13) we prove (4.10).

Thus from (4.10) we have

$$2[h_{ij}(\alpha), x_\alpha^-] \otimes x_\alpha^+ = \hbar \sum_{\beta, \gamma \in \Delta^+, \beta + \gamma = \alpha} (-1)^{|\beta|+|\alpha|+[|\beta|+|\gamma|]} A_{ij, \beta, \gamma} \langle x_\alpha^-, [x_\beta^+, x_\gamma^+] \rangle x_\beta^- x_\gamma^- \otimes x_\alpha^+ =$$  

$$\hbar \sum_{\beta, \gamma \in \Delta^+, \beta + \gamma = \alpha} (-1)^{|\beta|+|\gamma|} A_{ij, \beta, \gamma} x_\beta^- x_\gamma^- \otimes [x_\beta^+, x_\gamma^+] =$$

Then

$$2 \sum_{\alpha \in \Delta^+(k)} [h_{ij}(\alpha), x_\alpha^-] \otimes x_\alpha^+ = \frac{\hbar}{2} \sum_{\alpha \in \Delta^+(k)} \left( \sum_{\beta, \gamma \in \Delta^+, \beta + \gamma = \alpha} (-1)^{|\beta|+|\gamma|} A_{ij, \beta, \gamma} x_\beta^- x_\gamma^- \otimes [x_\beta^+, x_\gamma^+] \right) +$$  

$$\sum_{\beta, \gamma \in \Delta^+, \beta + \gamma = \alpha} (-1)^{|\beta|+|\gamma|} A_{ij, \beta, \gamma} x_\beta^- x_\gamma^- \otimes [x_\beta^+, x_\gamma^+] = \frac{\hbar}{2} \sum_{\alpha \in \Delta^+(k)} \sum_{\beta, \gamma \in \Delta^+, \beta + \gamma = \alpha} A_{ij, \beta, \gamma} x_\beta^- x_\gamma^- \otimes [x_\beta^+, x_\gamma^+] +$$

From the left-hand side of (4.8) we have

$$\frac{\hbar}{2} \sum_{ht(\alpha + \beta) = k} (-1)^{|\alpha|+|\beta|} (\alpha, \alpha) (\alpha_j, \beta) \{ x_\alpha^-, x_\beta^- \} \otimes [x_\alpha^+, x_\beta^+] +$$
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This coincides with the right-hand side of (4.14). This completes the proof of the identity (4.8).

Now we prove (4.11). By definition of $\tilde{v}_i$, we have

$$[\tilde{v}_{ij}(\alpha), x_\alpha^+] = \frac{\hbar}{2} \sum_{\beta \in \Delta^+} A_{ij,\beta,\alpha}(\langle (-1)^{|\alpha||\beta|} [x^-_\beta, x_\alpha^+] x_\beta^+ + x^-_\beta [x_\alpha^+, x_\beta^+] \rangle).$$

Consider $[x^-_\beta, x_\alpha^+] x_\beta^+$. Assume first that $\gamma = \alpha - \beta$ is positive, that is $\gamma \in \Delta^+$. Then

$$[x^-_\beta, x_\alpha^+] x_\beta^+ = \langle [x^-_\beta, x_\alpha^+] x_\beta^+ \rangle = (-1)^{1+|\alpha||\beta|} [x_\gamma^+ x_\beta^+] = (-1)^{1+|\alpha||\beta|} (x_\gamma^+ x_\beta^+).$$

If $\alpha - \beta$ is negative, we set instead $\gamma = \beta - \alpha$ and deduce that

$$[x^-_\beta, x_\alpha^+] x_\beta^+ = (-1)^{1+|\alpha||\beta|} (x_\gamma^+ x_\beta^+).$$

We thus have

$$\sum_{\beta \in \Delta^+} A_{ij,\beta,\alpha} (-1)^{|\alpha||\beta|} [x^-_\beta, x_\alpha^+] x_\beta^+ = (-1) \sum_{\beta, \gamma \in \Delta^+, \gamma + \beta = \alpha} A_{ij,\beta,\gamma} [x_\gamma^+ x_\beta^+]$$

$$- \sum_{\beta, \gamma \in \Delta^+, \gamma + \beta = \alpha} A_{ij,\beta,\gamma} [x^-_\gamma x_\beta^+] =$$

$$(-1) \sum_{\beta, \gamma \in \Delta^+, \gamma + \beta = \alpha} A_{ij,\beta,\gamma} [x_\gamma^+ x_\beta^+] [x^-_\gamma x_\beta^+]$$

$$(-1) \sum_{\beta, \gamma \in \Delta^+, \gamma + \beta = \alpha} A_{ij,\beta,\gamma} (x_\gamma^+ x_\beta^+) x^-_\gamma x_\beta^+ - \sum_{\beta, \gamma \in \Delta^+, \gamma + \beta = \alpha} A_{ij,\beta,\gamma} (x_\gamma^+ x_\beta^+) x^-_\gamma x_\beta^+,$$

where we have used that $A_{ij,\beta,\gamma} = -A_{ij,\beta,\gamma}$. To obtain the second equation we have exchanged $\beta$ and $\gamma$. Also we have as in the previous case

$$\sum_{\beta \in \Delta^+} A_{ij,\beta,\alpha} x_\beta^+ [x^-_\beta, x_\alpha^+] = \sum_{\beta, \gamma \in \Delta^+, \alpha + \beta = \gamma} A_{ij,\beta,\gamma-\beta} (x_\gamma^+ x_\beta^+) x^-_\gamma x_\beta^+ =$$

$$\sum_{\beta, \gamma \in \Delta^+, \alpha + \gamma = \beta} A_{ij,\gamma,\beta} (x_\gamma^+ x_\beta^+) x^-_\gamma x_\beta^+.$$
We need again the isomorphism

\[ (4.1) \]

Remark 4.1.

Then

\[
2 \sum_{\alpha \in \Delta^+(k)} x^-_{\alpha} \otimes [h_{ij}(\alpha), x^+_{\alpha}] = \frac{\hbar}{2} \sum_{\alpha \in \Delta^+(k)} \left( \sum_{\beta, \gamma \in \Delta^+, \beta + \gamma = \alpha} (-1)^{|\beta||\gamma|} A_{ij, \beta, \gamma}[x^-_{\beta}, x^-_{\gamma}] \otimes x^+_{\beta} x^+_{\gamma} \right)
\]

\[
\sum_{\beta, \gamma \in \Delta^+, \beta + \gamma = \alpha} (-1)^{|\beta||\gamma|} A_{ij, \beta, \gamma}[x^-_{\beta}, x^-_{\gamma}] \otimes x^+_{\beta} x^+_{\gamma} = \frac{\hbar}{2} \sum_{\alpha \in \Delta^+(k)} \sum_{\beta, \gamma \in \Delta^+, \beta + \gamma = \alpha} A_{ij, \beta, \gamma}[x^-_{\beta}, x^-_{\gamma}] \otimes \{x^+_{\beta}, x^+_{\gamma}\}.
\]

From the left-hand side of \((4.9)\) we have

\[
\frac{\hbar}{2} \left( \sum_{ht(\alpha + \beta) = k} (-1)^{|\alpha||\beta|}(\alpha, \alpha)(\alpha, \beta)[x^-_{\alpha}, x^-_{\beta}] \otimes \{x^+_{\alpha}, x^+_{\beta}\} + \sum_{ht(\alpha + \beta) = k} (-1)^{|\alpha||\beta|}(\alpha, \beta)(\alpha, \beta)[x^-_{\beta}, x^-_{\beta}] \otimes \{x^+_{\beta}, x^+_{\beta}\} \right) = \frac{\hbar}{2} \sum_{ht(\alpha + \beta) = k} A_{ij, \alpha, \beta}[x^-_{\alpha}, x^-_{\beta}] \otimes \{x^+_{\beta}, x^+_{\beta}\}.
\]

This coincides with the right-hand side of \((4.17)\). This completes the proof of the identity \((4.9)\). Thus we have proved the theorem.

\[ \square \]

**Remark 4.1.** We need again the isomorphism \( \tau : U(\mathfrak{g}[s]) \rightarrow Y_{\hbar}(\mathfrak{g})/hY_{\hbar}(\mathfrak{g}) \) from Definition 5.2.\]

Note that by \((2.21)\)

\[
\delta(\tau^{-1}(x^i_1)) = \delta(x^i_0 u) = [x^i_0 \otimes 1, \Omega].
\]

On the other hand,

\[
\delta(\tau^{-1}(x^i_1)) = \delta(x^i_0 u) = h^{-1}(\Delta(x^i_1) - \Delta^{op}(x^i_1)) \pmod{h} = -[1 \otimes x^i_0, \Omega^+] + [x^i_0 \otimes 1, \tau(\Omega^+)] = [x^+_{i0} \otimes 1, \Omega^+] + x^+_{i0} \otimes h_{i0} + [x^+_0 \otimes 1, \tau(\Omega^+)] = [x^+_0 \otimes 1, \Omega] + \sum_{k \in I} h^{(k)} \otimes h^{(k)} + x^+_0 \otimes h_{i0} = [x^+_0 \otimes 1, \Omega] + \sum_{k \in I} h^{(k)}, h_{i0}) x^+_0 \otimes h^{(k)} = [x^+_0 \otimes 1, \Omega] + x^+_0 \otimes h_{i0} - x^+_0 \otimes h_{i0} = [x^+_0 \otimes 1, \Omega].
\]

Similarly,

\[
\delta(\tau^{-1}(x^i_1)) = \delta(x^-_0 u) = h^{-1}(\Delta(x^-_1) - \Delta^{op}(x^-_1)) \pmod{h} = [x^-_0 \otimes 1, \Omega^+] - [1 \otimes x^-_0, \tau(\Omega^+)] = [x^-_0 \otimes 1, \Omega^+] + \tau(\Omega^+) - x^-_0 \otimes h_{i0} = [x^-_0 \otimes 1, \Omega] + \sum_{k \in I} h^{(k)}, h_{i0}) x^-_0 \otimes h^{(k)} - x^-_0 \otimes h_{i0} = [x^-_0 \otimes 1, \Omega] + x^-_0 \otimes h_{i0} - x^-_0 \otimes h_{i0} = [x^-_0 \otimes 1, \Omega].
\]

33
In order to define the comultiplication on generators \( \{ h_{ir}, x_{ir}^\pm \}_{i \in I} \) we use recurrent formulas (3.11) and (3.12). Thus
\[
\Delta(x_{ir+1}^\pm) = \pm(c_{ij})^{-1}[\Delta(h_{j1}) - \frac{\hbar}{2} \Delta^2(h_{j0}), \Delta(x_{ir}^\pm)],
\]
where \( r \geq 0; i = j \), if \( |\alpha_i| = 0 \) and \( |i - j| = 1 \), if \( |\alpha_i| = 1 \) \((i, j \in I)\);
\[
\Delta(h_{ir}) = [\Delta(x_{ir}^+), \Delta(x_{ir}^-)],
\]
where \( r \geq 2 \) and \( i \in I \).

We need to show that \( \Delta \) is indeed the comultiplication

**Lemma 4.2.** The operator \( \Delta : Y_h(\mathfrak{g}) \to Y_h(\mathfrak{g}) \otimes Y_h(\mathfrak{g}) \) defines the comultiplication on \( Y_h(\mathfrak{g}) \).

**Proof.** Since \( Y_h(\mathfrak{g}) \) is generated by \( \mathfrak{g} \) and \( h_{i1} \) we need only to verify that defining equations of a comultiplication are satisfied for \( h_{i1} \). Indeed, this follows by Theorem 4.1. Thus we have
\[
(i \otimes \Delta)\Delta(h_{i1}) = (i \otimes \Delta)(\square(h_{i1}) + h(h_{i0} \otimes h_{i0} + [h_{i0} \otimes 1, \Omega^+])) = h_{i1} \otimes 1 \otimes 1 + 1 \otimes h_{i1} \otimes 1 + 1 \otimes 1 \otimes h_{i1} + (i \otimes \Delta)(h(h_{i0} \otimes h_{i0} + [h_{i0} \otimes 1, \Omega^+])) = (\Delta \otimes id)(\square(h_{i1})) + (\Delta \otimes id)(h(h_{i0} \otimes h_{i0} + [h_{i0} \otimes 1, \Omega^+])) = (\Delta \otimes id)\Delta(h_{i1}).
\]
Moreover,
\[
(i \otimes \epsilon)\Delta(h_{i1}) = h_{i1} \otimes 1, \ (\epsilon \otimes id)\Delta(h_{i1}) = 1 \otimes h_{i1}.
\]
The result follows. \( \square \)

The antipode \( S \) is defined on generators \( \{ h_{ir}, x_{ir}^\pm \}_{i \in I} \) in the following way:
\[
S(x) = -x \text{ for } x \in \mathfrak{g},
\]
\[
S(h_{i1}) = -h_{i1} + h(h_{i0}^2 + \sum_{\alpha \in \Delta^+} (-1)^{1+|\alpha|}(\alpha_i, \alpha)x_{i\alpha}^{-\alpha}x_{i\alpha}^+).
\]
Indeed, the result follows from the relation \( \mu \circ (S \otimes \epsilon) \circ \Delta = \mu \circ (\epsilon \otimes S) \circ \Delta = \nu \circ \epsilon \), formulas (4.2), (4.3) and Theorem 4.1. Here \( \mu : Y_h(\mathfrak{g}) \otimes Y_h(\mathfrak{g}) \to Y_h(\mathfrak{g}) \) is the multiplication operator and \( \nu : \mathbb{C} \to Z(Y_h(\mathfrak{g})) \) is a ring homomorphism in the center of \( Y_h(\mathfrak{g}) \).

In order to define the antipode on generators \( \{ h_{ir}, x_{ir}^\pm \}_{i \in I} \) we use recurrent formulas (3.11) and (3.12). Thus
\[
S(x_{ir+1}^\pm) = \mp(c_{ij})^{-1}[S(h_{j1}) - \frac{\hbar}{2} S^2(h_{j0}), S(x_{ir}^\pm)],
\]
where \( r \geq 0; i = j \) if \( |\alpha_i| = 0 \) and \( |i - j| = 1 \) if \( |\alpha_i| = 1 \) \((i, j \in I)\);
\[
S(h_{ir}) = -[S(x_{ir}^+), S(x_{i0}^-)],
\]
where \( r \geq 2 \) and \( i \in I \).
4.2. Hopf superalgebra structure on completion of Yangian

Recall Subsection 2.4

\( Y_h(\mathfrak{g}) \) is the \( \mathbb{N}_0 \)-graded superalgebra where we set \( \deg(h_{i,r}) = \deg(x_{i,r}^\pm) = r \) for all \( r \in \mathbb{N}_0 \) and \( \deg(h) = 1 \). Then \( Y_h(\mathfrak{g}) = \bigoplus_{n \in \mathbb{N}_0} Y_h(\mathfrak{g})_n \), where \( Y_h(\mathfrak{g})_0 = k \) and \( Y_h(\mathfrak{g})_n \) is a subsuperalgebra generated by elements of degree \( n \). Then we have a descending filtration of two-sided \( \mathbb{Z}_2 \)-graded ideals \( \{ F_i \}_{i \in \mathbb{N}} \), where \( F_i = \bigoplus_{n \geq i} Y_h(\mathfrak{g})_n \). Note that \( Y_h(\mathfrak{g})/F_i \) is a superalgebra for all \( i \in \mathbb{N} \). We define the completion

\[
\widehat{Y_h(\mathfrak{g})} := \overline{Y_h(\mathfrak{g})}_{\{ F_i \}_{i \in \mathbb{N}}} = \lim_{\leftarrow \in \mathbb{N}} Y_h(\mathfrak{g})/F_i.
\]

Let \( \iota : Y_h(\mathfrak{g}) \to \widehat{Y_h(\mathfrak{g})} \) be the homomorphism of superalgebras given by \( X \to (q_n(X))_{n \in \mathbb{N}_0} \) for all \( X \in Y_h(\mathfrak{g}) \). Note that \( \iota \) is injective: if \( X \in \text{Ker}(\iota) \) then \( X \in \cap_{n \in \mathbb{N}} F_n = \{ 0 \} \), i.e. \( \widehat{Y_h(\mathfrak{g})} \) is a separable \( k[[h]] \)-module. It is easy to see from the definition of a completion that the following result holds. For each \( n \in \mathbb{N}_0 \), denote by \( q_n \) the natural quotient map which is given by \( q_n : Y_h(\mathfrak{g}) \to Y_h(\mathfrak{g})/F_{n+1} \).

**Lemma 4.3.** The embedding \( \iota \) extends to an isomorphism of superalgebras

\[
\Phi : \prod_{k=0}^{\infty} Y_h(\mathfrak{g})_k \to \widehat{Y_h(\mathfrak{g})}, \quad \sum_{k=0}^{\infty} X_k \to \left( \sum_{k=0}^{n} q_n(X_k) \right)_{n \in \mathbb{N}_0},
\]

where \( X_k \in Y_h(\mathfrak{g})_k \) for all \( k \in \mathbb{N}_0 \).

Thus we shall view the elements of \( \widehat{Y_h(\mathfrak{g})} \) as infinite series \( \sum_{k=0}^{\infty} X_k \) with \( X_k \in Y_h(\mathfrak{g})_k \) for all \( k \in \mathbb{N}_0 \). Note that \( \Phi \) preserves the \( \mathbb{Z}_2 \) grading (it is sufficient to check that generators preserve their grading under this homomorphism).

Note that \( Y_h(\mathfrak{g}) \otimes Y_h(\mathfrak{g}) \) is a \( \mathbb{N}_0 \)-graded ring as \( Y_h(\mathfrak{g}) \otimes Y_h(\mathfrak{g}) = \bigoplus_{n \in \mathbb{N}_0} (Y_h(\mathfrak{g}) \otimes Y_h(\mathfrak{g}))_n \), where \( (Y_h(\mathfrak{g}) \otimes Y_h(\mathfrak{g}))_n = \bigoplus_{r,s \in \mathbb{N}_0} Y_h(\mathfrak{g})_r \otimes Y_h(\mathfrak{g})_s \). Then we have a descending filtration of two-sided \( \mathbb{Z}_2 \)-graded ideals \( \{ F_i \}_{i \in \mathbb{N}} \), where \( F_i = \bigoplus_{n \geq i} (Y_h(\mathfrak{g}) \otimes Y_h(\mathfrak{g}))_n \). We define the completion

\[
Y_h(\mathfrak{g})\hat{\otimes} Y_h(\mathfrak{g}) := \lim_{\leftarrow i \in \mathbb{N}} Y_h(\mathfrak{g}) \otimes Y_h(\mathfrak{g})/F_i.
\]

As in Lemma 4.3 we can identify \( Y_h(\mathfrak{g})\hat{\otimes} Y_h(\mathfrak{g}) \) with the direct product

\[
\prod_{k=0}^{\infty} (Y_h(\mathfrak{g}) \otimes Y_h(\mathfrak{g}))[k] = \prod_{k=0}^{\infty} \left( \bigoplus_{r,s \in \mathbb{N}_0, \ r+s=k} Y_h(\mathfrak{g})_r \otimes Y_h(\mathfrak{g})_s \right).
\]

We proceed in the same manner to define the completed \( n \)-th tensor power \( Y_h(\mathfrak{g})\hat{\otimes}^n = \otimes_{k=1}^{n} Y_h(\mathfrak{g}) \) for \( 3 \leq n \in \mathbb{N} \).

We show that \( \widehat{Y_h(\mathfrak{g})} \) is the Hopf superalgebra using the structure defined on \( Y_h(\mathfrak{g}) \) in Subsection 4.1. Define a counit \( \varepsilon : Y_h(\mathfrak{g}) \to k \) on generators as in the equation (4.1). Note that the element \( \Omega^+ \) can be viewed as an element of \( Y_h(\mathfrak{g})\hat{\otimes} Y_h(\mathfrak{g}) \), and therefore we may define the function

\[
\Delta : \{ x_{i,r}^+, h_{i,0}, h_{i,1} \mid i \in I \} \to Y_h(\mathfrak{g})\hat{\otimes} Y_h(\mathfrak{g})
\]

exactly as \( \Delta \) has been defined in (4.2) and (4.3).
Proposition 4.1. Assume that $g$ satisfies constraints listed in Theorem 3.1. The function $\Delta$ extends to an superalgebra homomorphism $\Delta : \hat{Y}_h(g) \rightarrow Y_h(g) \otimes Y_h(g)$.

Proof. It follows from Lemma 4.3 that relations (3.14) - (3.19) can be proved without modifications as in Theorem 4.1 when $Y_h(g) \otimes Y_h(g)$ is replaced with $Y_h(g) \hat{\otimes} Y_h(g)$. To show that the formula (3.14) for $(r,s) = (1,1)$ holds we need some extra considerations that are the same as in Proposition 4.1.

Using Proposition 4.1, formulas (4.18), (4.19) and the same considerations as in Lemma 4.2 it is easy to show that $\Delta$ is the comultiplication on $\hat{Y}_h(g)$. We define the antipode $S : \hat{Y}_h(g) \rightarrow \hat{Y}_h(g)$ by the same arguments as in Subsection 4.1. Thus the antipode acts on generators in the same way as in equations (4.20) - (4.23).

5. Isomorphism

In this section we construct an explicit homomorphism of superalgebras

$$\Phi : U_h(Lg_d) \rightarrow \hat{Y}_h(g_d),$$

where $d \in D$, $\hat{Y}_h(g)$ is the completion of $Y_h(g)$ introduced in Subsection 4.2, and show that it induces an isomorphism of completed superalgebras. We use approach described in where non super case is proved. Also the result is proved in for $\mathfrak{sl}(1|1)$ and stated without complete proof in general case for Lie superalgebras of type A. We give the complete proof for this case.

The proof is organized as follows: in order to not repeat technical details given in when super and non super cases are actually the same we skip some results or just state them without proof. But in doing so we give explicit proofs when super case differs significantly from the non super one.

In order to prove the result we need to assume that the PBW theorem holds for $Y_h(g_d)$. The assumption is required in the following results: Corollary 5.2 and Lemmas 5.3 - 5.7.

5.1. PBW theorem for super Yangians

The PBW theorem was proved in for $Y_h(g_d)$ for all $d \in D$. For the convenience of the reader, we remind it here. We fix $d \in D$ and omit it. Pick any total ordering $\preceq$ on $\Delta^+ \times \mathbb{N}_0$. For every $(\beta, r) \in \Delta^+ \times \mathbb{N}_0$, we choose:

1. a decomposition $\beta = \alpha_{i_1} + ... + \alpha_{i_p}$ such that $[...[e_{\alpha_{i_1}}, e_{\alpha_{i_2}}], ..., e_{\alpha_{i_p}}]$ is a nonzero root vector $e_\beta$ of $g$ (here, $e_{\alpha_i}$ denotes the standard Chevalley generator of $g$);
2. a decomposition $r = r_1 + ... + r_p$ with $r_i \in \mathbb{N}_0$.

Define the PBW basis elements $x^\pm_{\beta,r}$ of $Y_h(g)$ via

$$x^\pm_{\beta,r} := [...[x^\pm_{i_1,r_1}, x^\pm_{i_2,r_2}], x^\pm_{i_3,r_3}], ..., x^\pm_{i_p,r_p}],$$
Let $H$ denote the set of all functions $h : \Delta^+ \times \mathbb{N}_0 \rightarrow \mathbb{N}_0$ with finite support and such that $h(\beta, r) \leq 1$ if $|\beta| = 1$ (we set here $|\pm (\alpha_j + + \alpha_i)| := |\alpha_j| + + |\alpha_i| \in \mathbb{Z}_2$). The monomials

\[ x_h^\pm := \prod_{(\beta, r) \in \Delta^+ \times \mathbb{N}} (x_{\beta, r}^\pm)^{h(\beta, r)} \text{ with } h \in H \]

will be called the ordered PBW monomials of $Y^\pm_h(g)$. Recall notations given in Subsection 3.2.

Here, the arrow $\rightarrow$ over the product sign refers to a total order $\preceq$ on $\Delta^+ \times \mathbb{N}_0$.

**Theorem 5.1.**

1. The ordered PBW monomials $\{x_h^\pm\}_{h \in H}$ form a $k$-basis of $Y^\pm_h(g)$. In other words $Y^\pm_h(g)$ is the superalgebra generated by elements $\{x_{h, r}^\pm\}_{i \in I, r \in \mathbb{N}}$ subject to the relations (3.6), (3.8) - (3.10);

2. $Y^0_h(g)$ is a polynomial superalgebra in the generators $\{h_{i, r}\}_{i \in I, r \in \mathbb{N}_0}$;

3. the products of ordered PBW monomials $\{x_h^\pm\}_{h \in H}$, $\{x_{h, r}^\pm\}_{h \in H}$, and the ordered (in any way) monomials in $\{h_{i, r}\}_{i \in I, r \in \mathbb{N}_0}$ form a $k$-basis of $Y_h(g)$.

As an important corollary, we obtain

**Corollary 5.1.**

1. $Y^{>0}_h(g)$ (resp. $Y^{\leq 0}_h(g)$) is the superalgebra generated by elements $\{h_{i, r}, x_{i, r}^+\}_{i \in I, r \in \mathbb{N}_0}$ (resp. $\{h_{i, r}, x_{i, r}^-\}_{i \in I, r \in \mathbb{N}_0}$) subject to the relations (3.2) - (3.3), (3.5) - (3.10);

2. the multiplication map

\[ m : Y_h^-(g) \otimes Y_h^0(g) \otimes Y_h^+(g) \rightarrow Y_h(g) \]

is an isomorphism of $k$-vector superspaces.

### 5.2. Auxiliary operators and algebraic structures

We introduce functions and structures that are needed in the following. We use notations introduced in Subsections 2.4, 3.2 and 4.2.

Fix $i \in I$. Denote by $\sigma_i^+ : Y^0_h(g) \rightarrow Y^0_h(g)$ (resp. $\sigma_i^- : Y^0_h(g) \rightarrow Y^0_h(g)$) superalgebra homomorphisms

\[ \sigma_i^\pm(h_{j, r}) = h_{j, r}, \quad \sigma_i^\pm(x_{j, r}^\pm) = x_{j, r + \delta_{ij}}, \quad (5.1) \]

where $j \in I$ and $r \in \mathbb{N}_0$.

Fix $i \in I$. Denote by

\[ \xi_i(u) = 1 + h \sum_{r \geq 0} h_{i, r} u^{-r-1} \in Y_h(g)[[u^{-1}]]. \]

For any $i \in I$, define the formal power series

\[ t_i(u) = h \sum_{r \geq 0} t_{i, r} u^{-r-1} \in Y^0_h(g)[[u^{-1}]] \]

by

\[ t_i(u) = \log(\xi_i(u)) = \log(1 + h \sum_{r \geq 0} h_{i, r} u^{-r-1}). \quad (5.2) \]
Since \( t_i(u) \) is invertible, \( \{ t_{ir} \}_{i \in I, r \in \mathbb{N}_0} \) is another system of generators of \( Y^0_h(\mathfrak{g}) \). Moreover, notice that \( t_{i0} = h_{i0} \) and \( t_{ir} = h_{ir} \mod h \) for any \( r \geq 1 \). Also \( \deg(t_{ir}) = r \).

Fix \( i \in I \). We introduce the following formal power series

\[
B_i(v) = B(t_i(u)) = h \sum_{r \geq 0} t_{ir} \frac{v^r}{r!} \in Y^0_h(\mathfrak{g})[[v]].
\] (5.3)

**Proposition 5.1.** \([7]\) There are operators \( \{ \lambda_{i,s}^\pm \}_{i \in I, s \in \mathbb{N}_0} \) on \( Y^0_h(\mathfrak{g}) \) such that the following holds

1. for any \( h \in Y^0_h(\mathfrak{g}) \), the elements \( \lambda_{i,s}^\pm(h) \in Y^0_h(\mathfrak{g}) \) are uniquely determined by the requirement that, for any \( m \in \mathbb{N}_0 \),

\[
x^\pm_{im} h = \sum_{s \geq 0} \lambda_{i,s}^\pm(h)x^\pm_{i,m+s};
\]

2. for any \( h, \eta \in Y^0_h(\mathfrak{g}) \),

\[
\lambda_{i,s}^\pm(h\eta) = \sum_{k+l=s} \lambda_{i,k}^\pm(h)\lambda_{i,l}^\pm(\eta);
\]

3. the operator \( \lambda_{i,s} : Y^0_h(\mathfrak{g}) \to Y^0_h(\mathfrak{g}) \) is homogeneous of degree \( -s \);

4. let \( \lambda_i^\pm : Y^0_h(\mathfrak{g}) \to Y^0_h(\mathfrak{g})[[v]] \) be given by

\[
\lambda_i^\pm (v)(h) = \sum_{s \geq 0} \lambda_{i,s}^\pm(h)v^s.
\] (5.4)

Then \( \lambda_i^\pm(v) \) is a superalgebra homomorphism of degree 0;

5. \( \lambda_{i1}^\epsilon(v_1) \) and \( \lambda_{i2}^\epsilon(v_2) \) commute for any \( i_1, i_2 \in I \) and \( \epsilon_1, \epsilon_2 \in \{ \pm \} \);

6. for any \( i \in I \),

\[
\lambda_i^+(v)\lambda_i^-(v) = id_{Y^0_h(\mathfrak{g})} = \lambda_i^-(v)\lambda_i^+(v).
\]

Consider the formal power series

\[
G(v) = \log\left(\frac{v}{e^{v/2} - e^{-v/2}}\right) \in v\mathbb{Q}[[v]].
\] (5.5)

Fix \( i \in I \). Define \( \gamma_i(v) \in \widehat{Y^0_h(\mathfrak{g})[[v]]}_+ \) by

\[
\gamma_i(v) = \frac{1}{d_i^2} \mod Y^0_h(\mathfrak{g})[[u]]_+,
\]

where \( \partial_v \in \text{End}_\mathbb{Q}(\mathbb{Q}[[v]]) \) is the derivative with respect to \( v \).

Fix \( i \in I \). Define \( g_i^\pm(v) \in \widehat{Y^0_h(\mathfrak{g})[[v]]} \) by

\[
g_i^\pm(v) = \sum_{m \geq 0} g_{im}^\pm v^m.
\] (5.6)

We need the following

**Lemma 5.1.** \([7]\) Let \( \{ g_i^\pm(u) \}_{i \in I} \subset \widehat{Y^0_h(\mathfrak{g})[[u]]}_+ \) be elements satisfying condition (5.14) of Theorem 5.2. Then,

\[
g_i^\pm(u) = \frac{1}{d_i^2} \mod Y^0_h(\mathfrak{g})[[u]]_+,
\]

where \( \{ d_i^\pm \}_{i \in I} \in \mathbb{K}^* \) satisfy \( d_i^+d_i^- = d_i \) for each \( i \in I \). In particular, each \( g_i^\pm(u) \) is invertible.
Note that for our choice of Cartan matrices we have $d_i^+ = d_i^- = d_i = 1$ for $g_i^\pm(u)$ for all $i \in I$. Fix $i \in I$. Define $g_i(v) \in Y_h^0(g)[v]$ by
\[
g_i(v) = (\frac{\hbar}{q - q^{-1}})^{\frac{1}{2}} \exp(\gamma_i(v) / 2).
\]
(5.7)

We shall need the following

**Lemma 5.2.** [7] Let $i, j \in I$, and set $a = c_{ij}/2$. Then,
\[
\lambda_i^\pm(u)(g_j(v)) = g_j(v) \exp(\pm G(v - u + ah) - G(v - u - ah)).
\]
(3.6)

Fix $i \in I$ and $m \geq 2$. We shall use the following notation
1. for a vector superspace $V$ and an operator $T \in \text{End}(V)$, $T_{(i)} \in \text{End}(V^\otimes m)$ is defined as
\[
T_{(i)} = \text{id}^\otimes (i - 1) \otimes T \otimes \text{id}^{m - i};
\]
2. for an superalgebra $A$, $ad^{(m)} : A^\otimes m \rightarrow \text{End}(A)$ is defined as
\[
ad^{(m)}(a_1 \otimes \ldots \otimes a_m) = ad(a_1) \circ \ldots \circ ad(a_m),
\]
where $ad : A \rightarrow \text{End}(A)$ is the adjoint action defined by $ad(a)(b) = [a, b]$ for all $a, b \in A$.

**Proposition 5.2.** 1. The relation (3.3) for $i \neq j$ is equivalent to the requirement that the following holds for any $A(v_1, v_2) \in \mathbb{k}[[v_1, v_2]]$
\[
A(\sigma_i^+, \sigma_j^\pm)(\sigma_i^+ - \sigma_j^\pm \mp ah)x_{i0}^+ x_{j0}^\pm = (-1)^{|\alpha_i||\alpha_j|} A(\sigma_i^+, \sigma_j^+)(\sigma_i^+ - \sigma_j^+ \mp ah)x_{i0}^+ x_{j0}^+, 
\]
where $a = c_{ij}/2$;
2. the relation (3.3) for $i = j$ is equivalent to the requirement that the following holds for any $B(v_1, v_2) \in \mathbb{k}[[v_1, v_2]]$ such that $B(v_1, v_2) = B(v_2, v_1)$
\[
\mu(B(\sigma_{i(1)}^\pm, \sigma_{i(2)}^\pm)(\sigma_{i(1)}^+ - \sigma_{i(2)}^\pm \mp ah)x_{i0}^+ x_{j0}^\pm) = 0,
\]
(5.8)
where $\mu : Y_h(g) \otimes 2 \rightarrow Y_h(g)$ is the multiplication, $a = c_{ii}/2$ and $|\alpha_i| = 0$;
3. the relations (3.8) and (3.9) are equivalent to the requirement that the following holds for any $i \neq j$ and $A \in \mathbb{k}[v_1, \ldots, v_m]^{\mathfrak{g}^m}$ with $m = 1 + |c_{ij}|$
\[
ad^{(m)}(A(\sigma_{i(1)}^\pm, \ldots, \sigma_{i(m)}^\pm)(x_{i0}^\pm)^\otimes m)x_{j0}^+ = 0,
\]
where $\mathbb{k}[v_1, \ldots, v_m]^{\mathfrak{g}^m}$ is a subalgebra of elements invariant under action of symmetric group $\mathfrak{S}_m$ on polynomial superalgebra $\mathbb{k}[v_1, \ldots, v_m]$, where $|v_i| = 0$ for all $i \in \{1, 2, \ldots, m\}$; $|\alpha_i| = 0$, if $|c_{ij}| = 1$;
4. the relation (3.8) for $i \neq j$ is equivalent to the requirement that the following holds for any $A(v_1, v_2) \in \mathbb{k}[[v_1, v_2]]$
\[
A(\sigma_i^+, \sigma_j^\pm)x_{i0}^+ x_{j0}^\pm = (-1)^{|\alpha_i||\alpha_j|} A(\sigma_i^+, \sigma_j^+))x_{j0}^+ x_{i0}^+, 
\]
where $c_{ij} = 0$;
5. the relation (3.8) for \( i = j \) is equivalent to the requirement that the following holds for any \( B(v_1, v_2) \in k[[v_1, v_2]] \) such that \( B(v_1, v_2) = B(v_2, v_1) \)

\[
\mu(B(\sigma_{i,(1)}^\pm, \sigma_{i,(2)}^\pm) x_{i0}^\pm x_{i0}^\pm) = 0,
\]

where \( c_{ii} = 0 \) and \( \mu : Y_0(g)^{\otimes 2} \rightarrow Y_0(g) \) is the multiplication;

6. the relation (3.9) for \( r = s = t = 0 \) is equivalent to the requirement that

\[
\mu(\mu \otimes \text{id})(\sigma_{i,(1)}^\pm - \sigma_{j,(2)}^\pm \pm ah)x_{i0}^\pm \otimes x_{j0}^\pm \otimes x_{i0}^\pm = \mu(\mu \otimes \text{id})(\sigma_{i,(3)}^\pm - \sigma_{j,(2)}^\pm \pm ah)x_{i0}^\pm \otimes x_{j0}^\pm \otimes x_{i0}^\pm;
\]

7. the relation (3.10) for \( r = s = 0 \) is equivalent to the requirement that

\[
\mu(\mu \otimes \text{id})(\mu \otimes \text{id} \otimes \text{id} \otimes \text{id})
\]

\[
(\sigma_{j-1,(2)}^\pm - \sigma_{j,(1)}^\pm \pm ah)(\sigma_{j,(1)}^\pm - \sigma_{j+1,(3)}^\pm \pm ah)(\sigma_{j+1,(2)}^\pm - \sigma_{j,(4)}^\pm \pm ah)(\sigma_{j,(4)}^\pm - \sigma_{j+1,(3)}^\pm \pm ah)
\]

\[
x_{j0}^\pm \otimes x_{j-1,0}^\pm \otimes x_{j+1,0}^\pm \otimes x_{j0}^\pm = 0.
\]

**Proof.** We prove (1). The relation (3.6) can be rewritten as

\[
\sigma_{i}^{\pm r} \sigma_{j}^{\pm s}(\sigma_{i}^{\pm} - \sigma_{j}^{\pm} \pm ah)(x_{i0}^\pm x_{j0}^\pm) = (-1)^{\alpha_i |\alpha_j} \sigma_{i}^{\pm r} \sigma_{j}^{\pm s}(\sigma_{i}^{\pm} - \sigma_{j}^{\pm} \pm ah)(x_{i0}^\pm x_{j0}^\pm).
\]

Relations (2) and (3) are proved as in [7].

We prove (4). The relation (3.8) for \( i \neq j \) can be rewritten as

\[
\sigma_{i}^{\pm r} \sigma_{j}^{\pm s}(x_{i0}^\pm x_{j0}^\pm) = (-1)^{\alpha_i |\alpha_j} \sigma_{i}^{\pm r} \sigma_{j}^{\pm s}(x_{i0}^\pm x_{j0}^\pm).
\]

We prove (5). The relation (3.8) for \( i = j \) can be rewritten as

\[
\mu(\sigma_{i,(1)}^\pm \sigma_{i,(2)}^\pm (x_{i0}^\pm \otimes x_{i0}^\pm)) = -\mu(\sigma_{i,(1)}^\pm \sigma_{i,(2)}^\pm (x_{i0}^\pm \otimes x_{i0}^\pm)) \iff \\
\mu((\sigma_{i,(1)}^\pm \sigma_{i,(2)}^\pm + \sigma_{j,(1)}^\pm \sigma_{j,(2)}^\pm)(x_{i0}^\pm \otimes x_{i0}^\pm)) = 0.
\]

We prove (6). The relation (3.9) for \( r = s = 0 \) can be rewritten as

\[
x_{i0}^\pm x_{j0}^\pm - 2x_{i0}^\pm x_{j0}^\pm x_{i0}^\pm + x_{j0}^\pm x_{i0}^\pm = 0.
\]

Using (1) we get

\[
x_{i0}^\pm \sigma_{i}^{\pm} - \sigma_{j}^{\pm} \pm ah\sigma_{i}^{\pm} - \sigma_{j}^{\pm} \pm ah(x_{j0}^\pm x_{i0}^\pm) - 2x_{i0}^\pm x_{j0}^\pm x_{i0}^\pm + \frac{\sigma_{i}^{\pm} - \sigma_{j}^{\pm} \pm ah}{\sigma_{i}^{\pm} - \sigma_{j}^{\pm} \pm ah}(x_{i0}^\pm x_{j0}^\pm)x_{i0}^\pm = 0 \iff \\
x_{i0}^\pm (\frac{1}{\sigma_{i}^{\pm} - \sigma_{j}^{\pm} \pm ah})(x_{j0}^\pm x_{i0}^\pm) = (\frac{1}{\sigma_{i}^{\pm} - \sigma_{j}^{\pm} \pm ah})(x_{i0}^\pm x_{j0}^\pm)x_{i0}^\pm \iff \\
\mu(\mu \otimes \text{id})(\frac{1}{\sigma_{i,(3)}^\pm - \sigma_{j,(2)}^\pm \pm ah} - \frac{1}{\sigma_{i,(1)}^\pm - \sigma_{j,(2)}^\pm \pm ah})(x_{i0}^\pm \otimes x_{j0}^\pm \otimes x_{i0}^\pm) = 0 \iff \\
\mu(\mu \otimes \text{id})(\sigma_{i,(1)}^\pm - \sigma_{j,(2)}^\pm \pm ah)x_{i0}^\pm \otimes x_{j0}^\pm \otimes x_{i0}^\pm = \\
\mu(\mu \otimes \text{id})(\sigma_{i,(3)}^\pm - \sigma_{j,(2)}^\pm \pm ah)x_{i0}^\pm \otimes x_{j0}^\pm \otimes x_{i0}^\pm.
We prove (7). Using (11) by direct computations the relation (3.10) for $r = s = 0$ can be rewritten as

$$
\left(\frac{\pm 2ah}{\sigma_{j-1}^\pm - \sigma_j^\pm \mp ah} + \frac{\sigma_j^\pm - \sigma_{j+1}^\pm \mp ah}{\sigma_j^\pm - \sigma_{j+1}^\pm \mp ah}\right)x_{j,0}^\pm x_{j-1,0}^\pm x_{j+1,0}^\pm
$$

$$
x_{j,0}^\pm x_{j-1,0}^\pm x_{j+1,0}^\pm x_{j,0}^\pm = 0 \iff 
\mu(\mu \otimes \text{id})(\mu \otimes \text{id} \otimes \text{id})
$$

$$
((\pm 2ah(\sigma_{j,1}^\pm - \sigma_{j+1,3}^\pm \mp ah) + (\sigma_{j-1,2}^\pm - \sigma_{j,1}^\pm \mp ah)(\sigma_{j,1}^\pm - \sigma_{j+1,3}^\pm \mp ah)).
$$

$$
(\pm 2ah(\sigma_{j,4}^\pm - \sigma_{j+1,3}^\pm \mp ah) + (\sigma_{j-1,2}^\pm - \sigma_{j,4}^\pm \mp ah)(\sigma_{j,4}^\pm - \sigma_{j+1,3}^\pm \mp ah))
$$

$$
(\sigma_{j-1,2}^\pm - \sigma_{j,1}^\pm \mp ah)(\sigma_{j,1}^\pm - \sigma_{j+1,3}^\pm \mp ah))
$$

Using (6) we have

$$
\mu(\mu \otimes \text{id})(\mu \otimes \text{id} \otimes \text{id})
$$

$$
((\sigma_{j,1}^\pm - \sigma_{j+1,3}^\pm \pm ah) - (\sigma_{j,4}^\pm - \sigma_{j+1,3}^\pm \mp ah))x_{j,0}^\pm x_{j-1,0}^\pm x_{j+1,0}^\pm x_{j,0}^\pm = 0,
$$

$$
\mu(\mu \otimes \text{id})(\mu \otimes \text{id} \otimes \text{id})
$$

$$
((\sigma_{j-1,2}^\pm - \sigma_{j,1}^\pm \mp ah) - (\sigma_{j-1,2}^\pm - \sigma_{j,4}^\pm \mp ah))x_{j,0}^\pm x_{j-1,0}^\pm x_{j+1,0}^\pm x_{j,0}^\pm = 0,
$$

$$
\mu(\mu \otimes \text{id})(\mu \otimes \text{id} \otimes \text{id})
$$

$$
((\sigma_{j,1}^\pm - \sigma_{j+1,3}^\pm \mp ah) - (\sigma_{j,4}^\pm - \sigma_{j+1,3}^\pm \pm ah))x_{j,0}^\pm x_{j-1,0}^\pm x_{j+1,0}^\pm x_{j,0}^\pm = 0.
$$

Thus

$$
\mu(\mu \otimes \text{id})(\mu \otimes \text{id} \otimes \text{id})
$$

$$
(\sigma_{j-1,2}^\pm - \sigma_{j,1}^\pm \mp ah)(\sigma_{j,1}^\pm - \sigma_{j+1,3}^\pm \pm ah)(\sigma_{j-1,2}^\pm - \sigma_{j,4}^\pm \mp ah)(\sigma_{j,4}^\pm - \sigma_{j+1,3}^\pm \mp ah)
$$

$$
x_{j,0}^\pm x_{j-1,0}^\pm x_{j+1,0}^\pm x_{j,0}^\pm = 0.
$$

\[ \square \]

**Corollary 5.2.** If (5.8) holds for some $B \in k[[v_1, v_2]]$, then $B(v_1, v_2) = B(v_2, v_1)$. 

41
5.3. Homomorphism from quantum loop superalgebra to super Yangian

In order to build a homomorphism we impose additional restrictions on Dynkin diagrams: we require that every odd vertex has only even vertices as neighbors. This condition is needed in order Theorem 5.3 to be true. So from now on in this section we suppose that this agreement holds.

**Definition 5.1.** Define a function

\[ \Phi : \{ H_{ir}, E_{ir}, F_{ir} \}_{i \in I, r \in \mathbb{Z}} \to \hat{Y}_h(\mathfrak{g}) \]

by

\[ \Phi(H_{i0}) = t_{i0} \quad (5.9) \]

and for \( r \in \mathbb{Z}^* \)

\[ \Phi(H_{ir}) = \frac{\hbar}{q - q^{-1}} \sum_{k \geq 0} t_{ik} \frac{r^k}{k!} = \frac{B_i(r)}{q - q^{-1}}, \quad (5.10) \]

where we’ve used \((5.2)\) and \((5.3)\). Define further for \( r \in \mathbb{Z} \)

\[ \Phi(E_{ir}) = e^{r\alpha_i^+} g_i^+(\sigma_i^+) x_{i0}^+, \quad (5.11) \]

\[ \Phi(F_{ir}) = e^{r\alpha_i^-} g_i^-(\sigma_i^-) x_{i0}^-, \quad (5.12) \]

where we’ve used \((5.1)\) and \((5.6)\).

The above function extends to a homomorphism of superalgebras \( \Phi^0 : \hat{U}_h^0(L\mathfrak{g}) \to Y_h(\mathfrak{g}) \).

**Proposition 5.3.** The function \( \Phi \) is compatible with relations \((3.33)\) and \((3.34)\) if and only if equations \((5.11)\) and \((5.12)\) hold.

**Theorem 5.2.** The function \( \Phi \) extends to a homomorphism of superalgebras \( U_h(L\mathfrak{g}) \to \hat{Y}_h(\mathfrak{g}) \) if and only if the following conditions hold

1. for any \( i, j \in I \)

\[ g_i^+(u) \lambda_j^+(u)(g_j^-(v)) = g_j^-(v) \lambda_j^-(v)(g_i^+(u)); \quad (5.13) \]

2. for any \( i \in I \) and \( k \in \mathbb{Z} \)

\[ e^{ku} g_i^+(u) \lambda_i^+(u)(g_i^-(u)) \bigg|_{u^m = h_{im}} = \Phi^0\left( \frac{\psi_{ik} - \phi_{ik}}{q - q^{-1}} \right); \quad (5.14) \]

3. for any \( i, j \in I \) such that \( c_{ij} \neq 0 \) (\( a = c_{ij}/2 \))

\[ g_i^+(u) \lambda_i^+(u)(g_j^+(v))\left( \frac{(-1)^{l_{ai}l_{aj}} e^{u - e^{\pm ah}}}{u - v \mp ah} \right) = g_j^+(v) \lambda_j^+(v)(g_i^+(u))\left( \frac{e^{v} - (-1)^{l_{ai}l_{aj}} e^{u \pm ah}}{v - u \mp ah} \right); \quad (5.15) \]

4. for any \( i, j \in I \) such that \( c_{ij} = 0 \)

\[ g_i^+(u) \lambda_i^+(u)(g_j^+(v)) = g_j^+(v) \lambda_j^+(v)(g_i^+(u)); \quad (5.16) \]

We’ve used notations \((5.4)\) and \((5.6)\).
Proof. By construction and Proposition 5.3, Φ is compatible with the relations (5.33) - (5.34). The result then follows from Lemmas 5.3, 5.4, 5.5, 5.6, and 5.7 below.

\[ \text{Lemma 5.3.} \]
\[ \text{The homomorphism of superalgebras} \]
\[ \text{Corollary 5.3.} \]

**Proof.** By construction and Proposition 5.3, Φ is compatible with the relations (3.32) - (3.34). The PBW Theorem 5.1 shows that the above is equivalent to (5.15).

\[ \text{Proof.} \]
\[ \text{The result follows from Definition 5.1.} \]

**Lemma 5.4.** Φ is compatible with the relation (3.36) if and only if (5.13) and (5.14) hold.

**Lemma 5.5.** Φ is compatible with the relation (3.35) if and only if (5.15) holds.

**Proof.** In order to give simultaneously one proof for both cases we set \( X_{ir} = E_{ir} \) and \( X_{ir}^- = F_{ir} \) for any \( i \in I \) and \( r \in \mathbb{Z} \). Compatibility with (3.35) reads

\[ \Phi(X_{i,k+1}^\pm)\Phi(X_{j,l}^\pm) = (-1)^{|\alpha_i||\alpha_j|}q^{\pm c_{ij}}\Phi(X_{i,k}^\pm)\Phi(X_{j,l+1}^\pm) = \]

\[ (-1)^{|\alpha_i||\alpha_j|}q^{\pm c_{ij}}\Phi(X_{j,l}^\pm)\Phi(X_{i,k}^\pm) - \Phi(X_{j,l+1}^\pm)\Phi(X_{i,k}^\pm). \]

Set \( a = c_{ij}/2 \), so that \( q^{\pm c_{ij}} = e^{\pm ah} \) for all \( i, j \in I \).

Assume first \( i \neq j \). Since

\[ \Phi(X_{ir}^\pm)\Phi(X_{jr}^\pm) = e^{\sigma_i^\pm}e^{\sigma_j^\pm}g_i^\pm(\sigma_i^\pm)\lambda_i^\pm(\sigma_i^\pm)(g_j^\pm(\sigma_j^\pm))x_{i0}^\pm x_{j0}^\pm \]

the above reduces to

\[ e^{\alpha_i^\pm}e^{\alpha_j^\pm}g_i^\pm(\sigma_i^\pm)\lambda_i^\pm(\sigma_i^\pm)(g_j^\pm(\sigma_j^\pm)) \]

\[ (e^{\sigma_i^\pm} - (-1)^{|\alpha_i||\alpha_j|}e^{\sigma_j^\pm \pm ah})x_{i0}^\pm x_{j0}^\pm = \]

\[ (-1)^{|\alpha_i||\alpha_j|}e^{\sigma_i^\pm} - (-1)^{|\alpha_i||\alpha_j|}e^{\sigma_j^\pm \pm ah})(\sigma_i^\pm - \sigma_j^\pm \pm ah)x_{i0}^\pm x_{j0}^\pm = \]

\[ (-1)^{|\alpha_i||\alpha_j|}e^{\sigma_i^\pm} - e^{\sigma_j^\pm \pm ah})(\sigma_i^\pm - \sigma_j^\pm \pm ah)x_{j0}^\pm x_{i0}^\pm. \]

Using (1) of Proposition 5.2, we get

\[ ((-1)^{|\alpha_i||\alpha_j|}e^{\sigma_i^\pm \pm ah} - e^{\sigma_j^\pm})x_{j0}^\pm x_{i0}^\pm = \]

\[ (-1)^{|\alpha_i||\alpha_j|}e^{\sigma_i^\pm} - e^{\sigma_j^\pm \pm ah})(\sigma_i^\pm - \sigma_j^\pm \pm ah)x_{j0}^\pm x_{i0}^\pm = \]

\[ e^{\sigma_i^\pm} - (-1)^{|\alpha_i||\alpha_j|}e^{\sigma_j^\pm \pm ah})(\sigma_i^\pm - \sigma_j^\pm \pm ah)x_{j0}^\pm x_{i0}^\pm. \]

On the other hand,

\[ ((-1)^{|\alpha_i||\alpha_j|}e^{\sigma_i^\pm \pm ah} - e^{\sigma_j^\pm})x_{j0}^\pm x_{i0}^\pm = \]

\[ (-1)^{|\alpha_i||\alpha_j|}e^{\sigma_i^\pm} - (-1)^{|\alpha_i||\alpha_j|}e^{\sigma_j^\pm \pm ah})(\sigma_i^\pm - \sigma_j^\pm \pm ah)x_{j0}^\pm x_{i0}^\pm = \]

\[ e^{\sigma_i^\pm} - (-1)^{|\alpha_i||\alpha_j|}e^{\sigma_j^\pm \pm ah})(\sigma_i^\pm - \sigma_j^\pm \pm ah)x_{j0}^\pm x_{i0}^\pm. \]

The PBW Theorem 5.1 shows that the above is equivalent to (5.15).
Assume now that \( i = j \). Recall that in this case \( |\alpha_i| = 0 \) as \( c_{ii} \neq 0 \) by (3.35). Then

\[
\Phi(X_{ir}^+)\Phi(X_{it}^+) = (e^{r \sigma_i^+} g_i^+(\sigma_i^+) x_{i0}^+) (e^{r \sigma_i^+} g_i^+(\sigma_i^+) x_{i0}^+) = \\
\mu(e^{r \sigma_i^+} e^{r \sigma_i^+} g_i^+(\sigma_i^+) \lambda_i^+(\sigma_i^+) (g_i^+(\sigma_i^+)) x_{i0}^{\pm} x_{i0}^{\pm}).
\]

The compatibility with (3.35) therefore reduces to

\[
\mu(e^{k \sigma_i^+} e^{k \sigma_i^+} g_i^+(\sigma_i^+) \lambda_i^+(\sigma_i^+) (g_i^+(\sigma_i^+)) (e^{r \sigma_i^+} - e^{r \sigma_i^{\pm} + ah}) x_{i0}^{\pm} x_{i0}^{\pm}) = \\
\mu(e^{k \sigma_i^+} e^{k \sigma_i^+} g_i^+(\sigma_i^+) \lambda_i^+(\sigma_i^+) (g_i^+(\sigma_i^+)) (e^{r \sigma_i^+} - e^{r \sigma_i^{\pm} + ah}) x_{i0}^{\pm} x_{i0}^{\pm})
\]

that is,

\[
\mu((e^{k \sigma_i^+} e^{k \sigma_i^+} g_i^+(\sigma_i^+) \lambda_i^+(\sigma_i^+) (g_i^+(\sigma_i^+)) (e^{r \sigma_i^+} - e^{r \sigma_i^{\pm} + ah}) x_{i0}^{\pm} x_{i0}^{\pm}) = \\
(e^{r \sigma_i^+} - e^{r \sigma_i^{\pm} + ah}) x_{i0}^{\pm} x_{i0}^{\pm} = 0.
\]

By (2) of Proposition 5.2 and Corollary 5.2, this equation is equivalent to the requirement that

\[
\mu((e^{k \sigma_i^+} e^{k \sigma_i^+} g_i^+(\sigma_i^+) \lambda_i^+(\sigma_i^+) (g_i^+(\sigma_i^+)) (e^{r \sigma_i^+} - e^{r \sigma_i^{\pm} + ah}) x_{i0}^{\pm} x_{i0}^{\pm}) = \\
(e^{r \sigma_i^+} - e^{r \sigma_i^{\pm} + ah}) x_{i0}^{\pm} x_{i0}^{\pm} = 0.
\]

Note that we don’t change indices in \( (\sigma_i^{\pm} - \sigma_i^{\pm} + ah) x_{i0}^{\pm} x_{i0}^{\pm} \). Thus we get condition (5.15) for \( i = j \).

\[\square\]

**Lemma 5.5.** \( \Phi \) is compatible with the relation (3.37) if and only if (5.16) holds.

**Proof.** In order to give simultaneously one proof for both cases we set \( X_{ir}^+ = E_{ir} \) and \( X_{ir}^- = F_{ir} \) for any \( i \in I \) and \( r \in \mathbb{Z} \). Compatibility with (3.37) reads

\[
\Phi(X_{ir,k}^+)\Phi(X_{j,l}^+) = (-1)^{|\alpha_i||\alpha_j|}\Phi(X_{j,l}^+)\Phi(X_{ir,k}^+) = 0.
\]

Since

\[
\Phi(X_{ir}^+)\Phi(X_{j,l}^+) = e^{r \sigma_i^+} e^{r \sigma_j^+} g_i^+(\sigma_i^+) \lambda_i^+(\sigma_i^+) (g_j^+(\sigma_j^+)) x_{i0}^{\pm} x_{j0}^{\pm}
\]

the above reduces to for \( i \neq j \)

\[
eq e^{k \sigma_i^+} e^{k \sigma_j^+} g_i^+(\sigma_i^+) \lambda_i^+(\sigma_i^+) (g_j^+(\sigma_j^+)) x_{i0}^{\pm} x_{j0}^{\pm} = \\
(-1)^{|\alpha_i||\alpha_j|} e^{k \sigma_i^+} e^{k \sigma_j^+} g_j^+(\sigma_j^+) \lambda_j^+(\sigma_j^+) (g_i^+(\sigma_i^+)) x_{j0}^{\pm} x_{i0}^{\pm} \iff \]
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Lemma 5.6. In order to give simultaneously one proof for both cases we set

$$g_i^\pm(\sigma_i^\pm)\lambda^\pm_i(\sigma_i^\pm)(g_j^\pm(\sigma_j^\pm))x_{i0}^\pm x_{j0}^\pm =$$

$$(-1)^{|\alpha_i||\alpha_j|}g_i^\pm(\sigma_i^\pm)\lambda^\pm_j(\sigma_j^\pm)(g_i^\pm(\sigma_i^\pm))x_{j0}^\pm x_{i0}^\pm.$$ 

By (4) of Proposition 5.2 as $c_{ij} = 0$ we have

$$g_i^\pm(\sigma_i^\pm)\lambda^\pm_i(\sigma_i^\pm)(g_j^\pm(\sigma_j^\pm))x_{i0}^\pm x_{j0}^\pm =$$

$$(-1)^{|\alpha_i||\alpha_j|}g_i^\pm(\sigma_i^\pm)\lambda^\pm_j(\sigma_j^\pm)(g_i^\pm(\sigma_i^\pm))x_{j0}^\pm x_{i0}^\pm.$$ 

The PBW Theorem 5.1 shows that the above is equivalent to (5.16).

Suppose now that $i = j$. Recall that in this case $c_{ii} = 0$ and $|\alpha_i| = \tilde{l}$. Then

$$\Phi(X^\pm_{ir})\Phi(X^\pm_{is}) =$$

$$\mu(e^{\sigma^\pm_{i(1)}e^{\sigma^\pm_{i(2)}}}g_i^\pm(\sigma^\pm_{i(1)})\lambda^\pm_i(\sigma^\pm_{i(1)})(g_i^\pm(\sigma^\pm_{i(2)}))x_{i0}^\pm \otimes x_{i0}^\pm).$$

The compatibility with (3.37) therefore reduces to

$$\mu(e^{\sigma^\pm_{i(1)}e^{\sigma^\pm_{i(2)}}}g_i^\pm(\sigma^\pm_{i(1)})\lambda^\pm_i(\sigma^\pm_{i(1)})(g_i^\pm(\sigma^\pm_{i(2)}))x_{i0}^\pm \otimes x_{i0}^\pm) =$$

$$-\mu(e^{\sigma^\pm_{i(1)}e^{\sigma^\pm_{i(2)}}}g_i^\pm(\sigma^\pm_{i(1)})\lambda^\pm_i(\sigma^\pm_{i(1)})(g_i^\pm(\sigma^\pm_{i(2)}))x_{i0}^\pm \otimes x_{i0}^\pm),$$

that is to

$$\mu((e^{\sigma^\pm_{i(1)}e^{\sigma^\pm_{i(2)}}} + e^{\sigma^\pm_{i(1)}e^{\sigma^\pm_{i(2)}}})g_i^\pm(\sigma^\pm_{i(1)})\lambda^\pm_i(\sigma^\pm_{i(1)})(g_i^\pm(\sigma^\pm_{i(2)}))x_{i0}^\pm \otimes x_{i0}^\pm) = 0.$$ 

By (5) of Proposition 5.2 this equation is equivalent to the requirement that

$$\mu((e^{\sigma^\pm_{i(1)}e^{\sigma^\pm_{i(2)}}} + e^{\sigma^\pm_{i(1)}e^{\sigma^\pm_{i(2)}}})g_i^\pm(\sigma^\pm_{i(1)})\lambda^\pm_i(\sigma^\pm_{i(1)})(g_i^\pm(\sigma^\pm_{i(2)}))x_{i0}^\pm \otimes x_{i0}^\pm) =$$

$$\mu((e^{\sigma^\pm_{i(1)}e^{\sigma^\pm_{i(2)}}} + e^{\sigma^\pm_{i(1)}e^{\sigma^\pm_{i(2)}}})g_i^\pm(\sigma^\pm_{i(1)})\lambda^\pm_i(\sigma^\pm_{i(1)})(g_i^\pm(\sigma^\pm_{i(2)}))x_{i0}^\pm \otimes x_{i0}^\pm) = 0.$$ 

Thus

$$g_i^\pm(\sigma^\pm_{i(1)})\lambda^\pm_i(\sigma^\pm_{i(1)})(g_i^\pm(\sigma^\pm_{i(2)})) = g_i^\pm(\sigma^\pm_{i(2)})\lambda^\pm_i(\sigma^\pm_{i(2)})(g_i^\pm(\sigma^\pm_{i(1)}))$$

and we get condition (5.16) for $i = j$. 

Lemma 5.6. $\Phi$ is compatible with the relation (3.38) by construction.

Proof. In order to give simultaneously one proof for both cases we set $X^\pm_{ir} = E_{ir}$ and $X^\pm_{ir} = F_{ir}$ for any $i \in I$ and $r \in \mathbb{Z}$. Compatibility with (3.38) reads

$$[\Phi(X^\pm_{i,r}), [\Phi(X^\pm_{i,k}), [\Phi(X^\pm_{j,l}), [\Phi(X^\pm_{i,r}), [\Phi(X^\pm_{j,l}), \Phi(X^\pm_{j,l})]]]]_{q^{c_{ij}}} = 0.$$ 

(5.17)

Set $a = c_{ij}/2$, so that $q^{c_{ij}} = e^{\pm 2a}$ for all $i, j \in I$. Denote by $u = \sigma_i^\pm$ and $v = \sigma_j^\pm$. Since

$$\Phi(X^\pm_{it})\Phi(X^\pm_{js}) = e^{tu}e^{sv}g_i^\pm(u)\lambda^\pm_i(u)(g_j^\pm(v))x_{i0}^\pm x_{j0}^\pm$$

we have

$$[\Phi(X^\pm_{it}), [\Phi(X^\pm_{j,l}), \Phi(X^\pm_{j,l})]]_{q^{c_{ij}}} = e^{tu}e^{sv}[\Phi(X^\pm_{i,0}), \Phi(X^\pm_{j,0})]_{e^{c_{ij}}}.$$ 
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Thus

\[
[\Phi(X^\pm_{i,t}), [\Phi(X^\pm_{i,t}), \Phi(X^\pm_{j,t})]_{e^\mp ah}]_{e^\mp ah} =
\]

\[
\mu(e^{zu(1)}e^{lu(2)}e^{su(2)}\Phi(X^\pm_{i,t,0}) \otimes [\Phi(X^\pm_{i,t,0}), \Phi(X^\pm_{j,t,0})]_{e^\mp ah} +
\]

\[
(-1)e^{\mp ah} e^{zu(1)}e^{lu(2)}e^{su(1)} [\Phi(X^\pm_{i,t,0}), \Phi(X^\pm_{j,t,0})]_{e^\mp ah} \otimes \Phi(X^\pm_{i,t,0}).
\]

In this way the equation (5.17) gets the following form

\[
\mu((e^{ru(1)}e^{ku(2)} + e^{ku(1)}e^{ru(2)})e^{lu(2)}\Phi(X^\pm_{i,t,0}) \otimes [\Phi(X^\pm_{i,t,0}), \Phi(X^\pm_{j,t,0})]_{e^\mp ah} +
\]

\[
(-1)e^{\mp ah}(e^{ku(1)}e^{ru(2)} + e^{ru(1)}e^{ku(2)})e^{lu(1)} [\Phi(X^\pm_{i,t,0}), \Phi(X^\pm_{j,t,0})]_{e^\mp ah} \otimes \Phi(X^\pm_{i,t,0})) = 0.
\]

It is easy to see that this equation is in fact

\[
[\Phi(X^\pm_{i,t}), [\Phi(X^\pm_{i,t}), \Phi(X^\pm_{j,t})]_{e^\mp ah}]_{e^\mp ah} = 0 \iff 
\]

\[
[\Phi(X^\pm_{i,t}), [\Phi(X^\pm_{i,t}), \Phi(X^\pm_{j,t})]_{e^\mp ah}]_{e^\mp ah} = 0.
\]

The equivalence follows by the definition of the function \( \Phi \). Thus we need to prove that

\[
0 = g^\pm_i(u)x^\pm_{i0}g^\pm_j(u)x^\pm_{j0} +
\]

\[
(-1)(e^{\mp ha} + e^{\mp ha})g^\pm_i(u)x^\pm_{i0}g^\pm_j(u)x^\pm_{j0} +
\]

\[
g^\pm_j(u)x^\pm_{j0}g^\pm_i(u)x^\pm_{i0}.
\]

By (1) of Proposition 5.2 and (5.13) of Theorem 5.2 we have

\[
g^\pm_i(u)\lambda^\pm_i(u)(g^\pm_j(u))x^\pm_{i0}x^\pm_{j0} =
\]

\[
g^\pm_j(u)\lambda^\pm_j(v)(g^\pm_i(u))(\frac{e^{u\pm ah} - e^v}{e^u - e^{v\pm ah}})x^\pm_{i0}x^\pm_{j0}.
\]

Thus

\[
0 = g^\pm_i(u)x^\pm_{i0}(\frac{e^{u\pm ah} - e^v}{e^u - e^{v\pm ah}})(g^\pm_j(u)x^\pm_{j0}g^\pm_i(u)x^\pm_{i0}) +
\]

\[
(\frac{e^u - e^{v\pm ah}}{e^{u\pm ah} - e^v}) (g^\pm_i(u)x^\pm_{i0}g^\pm_j(u)x^\pm_{j0})g^\pm_i(u)x^\pm_{i0} \iff 
\]

\[
g^\pm_i(u)x^\pm_{i0} = 
\]

\[
\frac{1}{e^u - e^{v\pm ah}} (g^\pm_i(u)x^\pm_{i0}g^\pm_j(u)x^\pm_{j0})g^\pm_i(u)x^\pm_{i0} \iff 
\]

\[
\mu(\mu \otimes \text{id}) (g^\pm_i(u(1))\lambda^\pm_i(u(1))(g^\pm_j(v(2))))(\lambda^\pm_j(u(1))(\lambda^\pm_j(v(2))(g^\pm_i(u(3))))) =
\]

\[
\frac{1}{e^{u(1) - v(2)\pm ah} - 1} \frac{1}{e^{u(1) - v(2)\pm ah} - 1} (x^\pm_{i0} \otimes x^\pm_{j0} \otimes x^\pm_{i0}) = 0 \iff 
\]

\[
\mu(\mu \otimes \text{id})(e^{u(1) - v(2)\pm ah} - e^{u(3) - v(2)\pm ah})(x^\pm_{i0} \otimes x^\pm_{j0} \otimes x^\pm_{i0}) = 0 \iff 
\]

\[
\mu(\mu \otimes \text{id}) \sum_{n \geq 0} \frac{(u(1) - v(2) \pm ah)^n - (u(3) - v(2) \pm ah)^n}{n!} (x^\pm_{i0} \otimes x^\pm_{j0} \otimes x^\pm_{i0}) = 0.
\]
By (6) in Proposition 5.2, the easy to verify by direct computations fact that

\[(u(1) - v(2) \pm ah)(u(3) - v(2) \mp ah)(x^+_{i0} \otimes x^+_{j0} \otimes x^+_{i0}) =
\]

\[(u(3) - v(2) \mp ah)(u(1) - v(2) \pm ah)(x^+_{i0} \otimes x^+_{j0} \otimes x^+_{i0})
\]

and the mathematical induction

\[\mu(\mu \otimes \text{id})((u(1) - v(2) \pm ah)^n - (u(3) - v(2) \mp ah)^n)(x^+_{i0} \otimes x^+_{j0} \otimes x^+_{i0}) = 0
\]

for all \( n \in \mathbb{N}_0 \). The result follows. \( \square \)

**Lemma 5.7.** \( \Phi \) is compatible with the relation (3.39) by construction.

**Proof.** In order to give simultaneously one proof for both cases we set \( X^+_{i0} = E_{ir} \) and \( X^-_{i0} = F_{ir} \) for any \( i \in I \) and \( r \in \mathbb{Z} \). Set \( a = c_{ij}/2 \), so that \( q^{\pm c_{ij}} = e^{\pm ah} \) for all \( i, j \in I \). Denote by \( v = \sigma_{i-1}^\pm, u = \sigma_{i+1}^\pm \) and \( z = \sigma_{i+1}^\pm \).

Taking into account the proof of Lemma 5.6 we have

\[
[[[\Phi(X^\pm_{i-1},r), \Phi(X^\pm_{i,j})]_{q^\pm c_{ij}}, \Phi(X^\pm_{i+1,k})]_{q^\pm c_{ij}}, \Phi(X^\pm_{i,t})]] = \\
\mu(e^{rv(1)}e^{su(1)}e^{kz(1)}e^{lu(2)}[[\Phi(X^\pm_{i-1}), \Phi(X^\pm_{i,j})]_{e^{\pm ah}}, \Phi(X^\pm_{i+1,k})]_{e^{\mp ah}} \otimes \Phi(X^\pm_{i,t}) + \\
(-1)^{[\alpha_{i-1}]+[\alpha_{i+1}]}e^{rv(2)}e^{su(2)}e^{kz(2)}e^{lu(1)}\Phi(X^\pm_{i,0}) \otimes [[[\Phi(X^\pm_{i-1}), \Phi(X^\pm_{i,j})]_{e^{\pm ah}}, \Phi(X^\pm_{i+1,k})]_{e^{\mp ah}}].
\]

Thus the compatibility with (3.39) reads

\[
\mu(e^{rv(1)}e^{kz(1)}(e^{su(1)}e^{lu(2)} + e^{lu(1)}e^{su(2)})[[\Phi(X^\pm_{i-1}), \Phi(X^\pm_{i,0})]_{e^{\pm ah}}, \Phi(X^\pm_{i+1,k})]_{e^{\mp ah}} \otimes \Phi(X^\pm_{i,t}) + \\
(-1)^{[\alpha_{i-1}]+[\alpha_{i+1}]}e^{rv(2)}e^{kz(2)}(e^{su(2)}e^{lu(1)} + e^{lu(2)}e^{su(1)}) \Phi(X^\pm_{i,0}) \otimes [[[\Phi(X^\pm_{i-1}), \Phi(X^\pm_{i,0})]_{e^{\pm ah}}, \Phi(X^\pm_{i+1,k})]_{e^{\mp ah}}) = 0.
\]

It is easy to see that this equation is in fact

\[
[[[\Phi(X^\pm_{i-1}), \Phi(X^\pm_{i,j})]_{e^{\pm ah}}, \Phi(X^\pm_{i+1,k})]_{e^{\mp ah}}, \Phi(X^\pm_{i,t})]] = 0 \iff \\
[[[\Phi(X^\pm_{i-1}), \Phi(X^\pm_{i,j})]_{e^{\pm ah}}, \Phi(X^\pm_{i+1,k})]_{e^{\mp ah}}, \Phi(X^\pm_{i,t})]] = 0.
\]

The equivalence follows by the definition of the function \( \Phi \). By (11) in Proposition 5.2 and (5.15) in Theorem 5.2 and direct computations we get the equivalent form of the last equation

\[
(g^\pm_1(u)x^\pm_{i0}g^\pm_{i-1}(v)x^\pm_{i-1,0}g^\pm_{i+1}(z)x^\pm_{i+1,0}g^\pm_i(u)x^\pm_{i0} + \\
g^\pm_i(u)x^\pm_{i0}(e^{\pm ah} - e^{\mp ah}) + e^{\pm ah}e^{u-\pm ah} - 1))\Phi(X^\pm_{i-1}, \Phi(X^\pm_{i,j})]_{e^{\pm ah}}, \Phi(X^\pm_{i+1,k})]_{e^{\mp ah}}, \Phi(X^\pm_{i,t})]] = 0 \iff \\
\mu(\mu \otimes \text{id})(\mu \otimes \text{id} \otimes \text{id})g^\pm_1(u_1)\lambda^\pm_1(u_1)(g^\pm_{i-1}(v_2)) = 0
\]

\[
\lambda^\pm_1(u_1)\lambda^\pm_{i-1}(v_2)(g^\pm_{i+1}(z_3))\lambda^\pm_1(u_1)\lambda^\pm_{i+1}(v_2)(g^\pm_{i+1}(u_4)))
\]

\[
\mu(\mu \otimes \text{id})(\mu \otimes \text{id} \otimes \text{id})g^\pm_1(u_1)\lambda^\pm_1(u_1)(g^\pm_{i-1}(v_2)) = 0 \iff \\
\lambda^\pm_1(u_1)\lambda^\pm_{i-1}(v_2)(g^\pm_{i+1}(z_3))\lambda^\pm_1(u_1)\lambda^\pm_{i+1}(v_2)(g^\pm_{i+1}(u_4)))
\]

\[
\mu(\mu \otimes \text{id})(\mu \otimes \text{id} \otimes \text{id})g^\pm_1(u_1)\lambda^\pm_1(u_1)(g^\pm_{i-1}(v_2)) = 0 \iff \\
\mu(\mu \otimes \text{id})(\mu \otimes \text{id} \otimes \text{id})g^\pm_1(u_1)\lambda^\pm_1(u_1)(g^\pm_{i-1}(v_2)) = 0
\]

\[
\mu(\mu \otimes \text{id})(\mu \otimes \text{id} \otimes \text{id})g^\pm_1(u_1)\lambda^\pm_1(u_1)(g^\pm_{i-1}(v_2)) = 0 \iff \\
\lambda^\pm_1(u_1)\lambda^\pm_{i-1}(v_2)(g^\pm_{i+1}(z_3))\lambda^\pm_1(u_1)\lambda^\pm_{i+1}(v_2)(g^\pm_{i+1}(u_4)))
\]

\[
\mu(\mu \otimes \text{id})(\mu \otimes \text{id} \otimes \text{id})g^\pm_1(u_1)\lambda^\pm_1(u_1)(g^\pm_{i-1}(v_2)) = 0.
\]
\[(e^{\pm ah} - e^{\pm ah})(e^{u(4) - z(3) \mp ah} - 1) + e^{\mp ah}(e^{u(4) - z(3) \pm ah} - 1)(e^{v(2) - u(4) \mp ah} - 1)).\]

\[(e^{v(2) - u(1) \mp ah} - 1)(e^{u(1) - z(3) \pm ah} - 1))\]

\[x_i^\pm \otimes x_i^{1,0} \otimes x_i^{1+1,0} \otimes x_i^{1,0} = 0.\]

By (3) in Proposition 5.2 and the mathematical induction we get

\[\sum_{n \geq 0, n_1, n_2, n_3, n_4 \geq 1} \frac{(ah)^n((\pm)^n + (\mp)^n)}{n! n_1! n_2! n_3! n_4!}.\]

\[((1 - (-1)^n)(u(1) - z(3) \pm ah)^{n_1} + (u(1) - z(3) \mp ah)^{n_2})(v(2) - u(1) \mp ah)^{n_3}(u(4) - z(3) \mp ah)^{n_4}\]

\[x_i^\pm \otimes x_i^{1,0} \otimes x_i^{1+1,0} \otimes x_i^{1,0} = 0 \iff \]

\[\sum_{n \in 2\mathbb{N}_0, n_1, n_2, n_3, n_4 \geq 1} \frac{2(ah)^n}{n! n_1! n_2! n_3! n_4!} \]

\[(u(1) - z(3) \mp ah)^{n_1}(v(2) - u(1) \mp ah)^{n_2}(u(4) - z(3) \mp ah)^{n_4}\]

\[x_i^\pm \otimes x_i^{1,0} \otimes x_i^{1+1,0} \otimes x_i^{1,0} = 0.\]

By (7) in Proposition 5.2 and the mathematical induction we get for all \(n_1, n_2, n_3, n_4 \geq 1\) that

\[(u(1) - z(3) \mp ah)^{n_1}(v(2) - u(1) \mp ah)^{n_2}(u(4) - z(3) \mp ah)^{n_4}\]

\[x_i^\pm \otimes x_i^{1,0} \otimes x_i^{1+1,0} \otimes x_i^{1,0} = 0.\]

\[\Box\]

**Theorem 5.3.** The series \(g_i^\pm(v) = g_i(v)\) (see (5.6) and (5.7)) satisfy the conditions (5.13) - (5.16) of Theorem 5.2 and therefore give rise to a homomorphism of superalgebras \(\Phi : U_{h}(L\mathfrak{g}) \to \hat{Y}_{h}(\mathfrak{g}).\)

**Proof.** The proof of conditions (5.13) and (5.14) is literally the same as in [7]. We prove the condition (5.15).

Let \(i, j \in I\) and set \(a = c_{ij}/2\). We need to prove that

\[g_i(u)g_j^\pm(u)(g_j^\pm(v)(-1)^{|\alpha_i||\alpha_j|}e^{u - e^{\pm ah}}u - v \mp ah) = g_j(v)g_i^\pm(u)(g_i(u)(-1)^{|\alpha_i||\alpha_j|}e^{v - e^{\pm ah}}v - u \pm ah).\]

By Lemmas 5.2, 5.1 and the fact that \(G\) is even (see (5.5)), we get the following equivalent assertion

\[\exp(G(v - u \mp ah) - G(v - u \mp ah))(-1)^{|\alpha_i||\alpha_j|}e^u - e^{\pm ah}u - v \mp ah) = e^v - (-1)^{|\alpha_i||\alpha_j|}e^{v \pm ah}.\]

(5.18)

Using (5.5) we get

\[\frac{v - u \pm ah}{e^{\pm ah} - e^u}(-1)^{|\alpha_i||\alpha_j|}e^u - e^{\pm ah}u - v \mp ah) =\]

\[\frac{e^v - e^{u \pm ah}}{v - u \mp ah}(-1)^{|\alpha_i||\alpha_j|}e^u - e^{\pm ah} = e^v - (-1)^{|\alpha_i||\alpha_j|}e^{u \pm ah}.\]
The equation holds as $|\alpha_i| = 0$ or $|\alpha_j| = 0$, if $i \neq j$, according to our requirements for Dynkin diagrams (see reasoning before Definition 5.1): $|\alpha_i| = 0$, if $i = j$. Thus the left side of the equation (5.18) coincides with the right side. The result follows.

We prove the condition (5.16). Let $i, j \in \mathbb{I}$. We need to prove that

$$g_i(u)\lambda^\pm_i(u)(g_j(v)) = g_j(v)\lambda^\pm_j(v)(g_i(u)).$$

By Lemmas 5.2, 5.1 and the fact that $G$ is even (see (5.5)), we get the following equivalent assertion

$$\exp(G(v - u) - G(v - u)) = 1,$$

which is trivially true.

5.4. Explicit isomorphism of completions

We prove in this subsection that homomorphism $\Phi : U_h(L\mathfrak{g}) \to \widehat{Y_h(\mathfrak{g})}$ extends to an isomorphism of completed superalgebras. Recall previous considerations about completions in Subsections 2.4, 3.4 and 4.2. The results that have the same proof in non-super and super cases are given without proof.

**Definition 5.2.** [7] Let $\{e_i, f_i, h_i\}_{i \in \mathbb{I}}$ be the generators of $\mathfrak{g}$. Define by $\eta : U(\mathfrak{g}[z, z^{-1}]) \to U_h(L\mathfrak{g})/hU_h(L\mathfrak{g})$ the isomorphism of superalgebras

$$\eta(e_i \otimes z^k) = E_{i,k}, \ \eta(f_i \otimes z^k) = F_{i,k}, \ \eta(h_i \otimes z^k) = H_{i,k}$$

for all $i \in \mathbb{I}$ and $k \in \mathbb{Z}$.

Define by $\tau : U(\mathfrak{g}[s]) \to Y_h(\mathfrak{g})/hY_h(\mathfrak{g})$ the isomorphism of superalgebras

$$\tau(e_i \otimes s^r) = x^+_i r, \ \tau(f_i \otimes s^r) = x^-_i r, \ \tau(h_i \otimes s^r) = h_{i,r}$$

for all $i \in \mathbb{I}$ and $r \in \mathbb{N}_0$.

The following result is well known.

**Proposition 5.4.** [7] Let $\Phi : U_h(L\mathfrak{g}) \to \widehat{Y_h(\mathfrak{g})}$ be the homomorphism given by the Theorem 5.3. Then the specialization of $\Phi$ at $h = 0$ is the homomorphism

$$\exp^* : U(\mathfrak{g}[z, z^{-1}]) \to U(\mathfrak{g}[s]) \subset \widehat{U(\mathfrak{g}[s])}$$

given on $\mathfrak{g}[z, z^{-1}]$ by $\exp^*(X \otimes z^k) = X \otimes e^{ks}$, where $X \in \mathfrak{g}$ and $k \in \mathbb{Z}$.

Thus we have

**Corollary 5.4.** Homomorphism $\exp^*$ can be extended to the isomorphism

$$\widehat{\exp^*} : U(\mathfrak{g}[z, z^{-1}]) \to \widehat{U(\mathfrak{g}[s])}.$$
Proof. It is sufficient to prove that the homomorphism $\exp^*$ has the inverse on generators of $U(\mathfrak{g}[z, z^{-1}])$. Also note that as in $U(\mathfrak{g}[z, z^{-1}])$ exists $z^{-1}$ it is reasonable to consider the element $\log(z) \in U(\mathfrak{g}[z, z^{-1}])$ defined in Subsection 3.1. Now it is easy to see that the homomorphism $\hat{\log}^*: \hat{U}(\mathfrak{g}[s]) \to \hat{U}(\mathfrak{g}[z, z^{-1}])$ given on $\mathfrak{g}[s]$ by $\hat{\log}^*(X \otimes s^r) = X \otimes \log(z)^r$, where $X \in \mathfrak{g}$ and $r \in \mathbb{N}_0$. Thus
\[\hat{\log}^* \circ \hat{\exp}^*(X \otimes z^k) = \hat{\exp}^*(X \otimes e^{k \log(z)}) = X \otimes e^{k \log(z)} = X \otimes z^k\]
for $X \in \mathfrak{g}$, $k \in \mathbb{Z}$ and
\[\hat{\exp}^* \circ \hat{\log}^*(X \otimes s^r) = \hat{\exp}^*(X \otimes \log(z)^r) = X \otimes \log(e^{s^r})^r = X \otimes s^r\]
for $X \in \mathfrak{g}$, $r \in \mathbb{N}_0$. The result follows.

Finally we need

Proposition 5.5. [7]

1. $\hat{U}_h(\mathfrak{Lg})$ is a flat deformation of $\hat{U}(\mathfrak{g}[z, z^{-1}])$ over $k[[h]]$;
2. $\hat{Y}_h(\mathfrak{g})$ is a flat deformation of $\hat{U}(\mathfrak{g}[s])$ over $k[[h]]$.

Recall definition of the $\mathbb{Z}_2$-graded ideal $\mathcal{J}$ given in Subsection 3.4. Now we are ready to prove

Theorem 5.4. Let $\Phi : U_h(\mathfrak{Lg}) \to \hat{Y}_h(\mathfrak{g})$ be a homomorphism defined by the Theorem 5.3. Then

1. $\Phi$ maps $\mathcal{J}$ to the $\mathbb{Z}_2$-graded ideal $\hat{Y}_h(\mathfrak{g})_+ = \prod_{n \geq 1} Y_h(\mathfrak{g})_n$;
2. the corresponding homomorphism $\hat{\Phi} : U_h(\mathfrak{Lg}) \to \hat{Y}_h(\mathfrak{g})$

is an isomorphism.

Proof. The first part is proved as in Theorem 6.2 in [7]. The second follows from Proposition 5.5 and the fact that, by Corollary 5.3, the specialization of $\Phi$ at $h = 0$ coincides with the isomorphism $\exp^*: U(\mathfrak{g}[z, z^{-1}]) \to U(\mathfrak{g}[s])$.

6. Classification of Hopf superalgebra structures on Drinfeld super Yangian

Recall Subsections 2.3, 2.3.2 and 3.2 for notations. The main task is to classify Hopf superalgebra structures on $Y_h(\mathfrak{g}_d)$ for $d \in D$. The way we act is very close to that in [21], i.e. the plan is to describe all isomorphic superalgebras of the form $Y_h(\mathfrak{g}_d) \ (d \in D)$ and to determine which of them are isomorphic as Hopf superalgebras. The latter are classified by Dynkin diagrams. There is only one limitation that we have to take into account, namely the restrictions imposed on Dynkin diagrams in Subsection 3.3 (see Theorem 3.1) in order to consider the minimalistic presentation and to define in Subsection 4.1 the Hopf superalgebra structure on a Drinfeld super Yangian. The results that we use below nonetheless remain true even for those Drinfeld super Yangians which don’t satisfy our restrictions on associated Dynkin diagrams if we suppose that they have the Hopf superalgebra structure given by equations (4.2) - (4.3).
6.1. Isomorphisms of Drinfeld super Yangians

We introduce a family of superalgebra isomorphisms needed to classify Hopf superalgebra structures on Drinfeld super Yangians. Consider a Lie superalgebra $\mathfrak{g}_d = \mathfrak{sl}(V^d)$, where $n_+ = \dim(V_0^d)$, $n_- = \dim(V_1^d)$ for $d \in D$. Recall the result proved in [28] (see also Subsection 2.1 for notations), namely

**Theorem 6.1.** [28] The superalgebra $Y_h(\mathfrak{g}_d)$ for all $d \in D$ depends only on $(n_+, n_-)$ up to an isomorphism of superalgebras.

Recall Subsection 2.3.2. Denote by $S_z$ the symmetric group of degree $z$ ($z \in \mathbb{N}$). Fix the characteristic $(m, n)$. Let $Y_h(m|n) := Y_h(\mathfrak{g}_a)$, where $a \in D$ corresponds to the distinguished Dynkin diagram $D_a$ and $\mathfrak{g}_a = \mathfrak{sl}(m|n)$. Describe the distinguished Dynkin diagram associated with $P_{st}(m, n)$ (which gives rise to the Drinfeld super Yangian $Y_h(m|n)$ in the unique way through the Lie superalgebra $\mathfrak{sl}(m|n)$) via

$$D_a = (\epsilon_{1, a} - \epsilon_{2, a}, \ldots, \epsilon_{i-1, a} - \epsilon_{i, a}, \epsilon_{i, a} - \epsilon_{i+1, a}, \epsilon_{i+1, a} - \epsilon_{i+2, a}, \ldots, \epsilon_{m+n-1, a} - \epsilon_{m+n, a}).$$

(6.1)

By Theorem 6.1 Dynkin diagrams of isomorphic Drinfeld super Yangians have the form for $b \in D$

$$D_b = (\epsilon_{\sigma(1), b} - \epsilon_{\sigma(2), b}, \ldots, \epsilon_{\sigma(i), b} - \epsilon_{\sigma(i+1), b}, \ldots, \epsilon_{\sigma(m+n-1), b} - \epsilon_{\sigma(m+n), b}),$$

(6.2)

where $\sigma$ is an arbitrary element of the symmetric group $S_{m+n}$. In order to move from one Drinfeld super Yangian to another it is natural to use the complete Weyl group $W_c(m, n)$, i.e. using simple reflections we are able to go through superalgebras associated with Dynkin diagrams described by the formula (6.2). Recall that $W_c(m, n)$ is in fact the pair $(S_{m+n}, \rho : S_{m+n} \to Aut_k(P_{st}(m, n)))$. Fix $i \in I$ and apply the image of $\sigma_i \in W_c(m, n)$ to $P_{st}(m, n)$ associated with the Dynkin diagram $D_a$ (6.1). Then we get the Dynkin diagram for $z \in D$

$$D_z = (\epsilon_{1, -i} - \epsilon_{2, z}, \ldots, \epsilon_{i-1, z} - \epsilon_{i, -i}, \epsilon_{i+1, z} - \epsilon_{i, -i}, \epsilon_{i, z} - \epsilon_{i+2, z}, \ldots, \epsilon_{m+n-1, z} - \epsilon_{m+n, z}).$$

(6.3)

Consider the case $|\sigma_i| = 0$. Let $L_a = \{i \in I \mid |\sigma_i| = 0\}$. Then

$$(\epsilon_{j, a} - \epsilon_{j+1, a}, \epsilon_{j+1, a} - \epsilon_{j+2, a}) = (\epsilon_{\sigma_i(j), a} - \epsilon_{\sigma_i(j+1), a}, \epsilon_{\sigma_i(j+1), a} - \epsilon_{\sigma_i(j+2), a}) =

(\epsilon_{j, z} - \epsilon_{j+1, z}, \epsilon_{j+1, z} - \epsilon_{j+2, z})$$

(6.4)

for all $j \in I$;

$$|\epsilon_{j, a} - \epsilon_{j+1, a}| = |\epsilon_{\sigma_i(j), a} - \epsilon_{\sigma_i(j+1), a}| = |\epsilon_{j, z} - \epsilon_{j+1, z}|$$

(6.5)

for all $j \in I$. Then associate with a Dynkin diagram $D_z$ (6.3) which satisfies equations (6.4) - (6.5) a Drinfeld super Yangian $Y_h(\mathfrak{g}_z)$ for an appropriate $z \in D$. Recall that $Y_h(m|n) = Y_h(\mathfrak{g}_a)$ for an appropriate $a \in D$. Using this information we give

**Definition 6.1.** Define a $\mathbb{Z}_2$-graded even mapping $\Xi_i : Y_h(m|n) \to Y_h(\mathfrak{g}_z)$ by

$$\Xi_i(h_{j, r, a}) = h_{j, r, z}, \Xi_i(x_{j, r, a}^+) = x_{j, r, z}^+$$

for all $j \in I$ and for all $r \in \mathbb{N}_0$.

**Lemma 6.1.** The function $\Xi_i$ given by Definition 6.1 is the isomorphism of superalgebras.
Proof. Recall defining relations (3.2) - (3.10). It follows from equations (6.4) - (6.5) that $\mathfrak{g}_a \cong \Xi_i(\mathfrak{g}_a) = \mathfrak{g}_z$ as Lie superalgebras. In particular their associated Cartan matrices are equal. Thus it is easy to see that $\Xi_i$ is a homomorphism of superalgebras and is a bijective function.

As all Drinfeld super Yangians described by (6.2) are isomorphic as superalgebras to $Y_h(m|n)$ it is clear that the family of superalgebra isomorphisms given by Definition (6.1) can be considered as a family of automorphisms if we set $\epsilon = 1$. We are also interested if there is a well-known algebraic structure behind a subring $\langle \{\Xi : Y_h(m|n) \to Y_h(m|n)\}_{i \in \mathbb{L}_a}\rangle$ of the ring of endomorphisms $\text{End}_{k[\mathbb{z}]}(Y_h(m|n))$. Recall that $I_0 = \{1, 2, ..., m\}$ and $I_1 = \{m + 1, m + 2, ..., m + n\}$. We prove

Lemma 6.2.

$$(\Xi_i)^2 = \text{id}$$

for all $i \in I_0 \setminus \{m\}$ and $i \in I_1 \setminus \{m + n\}$ respectively;

$$\Xi_i \Xi_j = \Xi_j \Xi_i \text{ for } |i - j| > 1$$

for $i, j \in I_0 \setminus \{m\}$ and $i, j \in I_1 \setminus \{m + n\}$ respectively;

$$(\Xi_i \Xi_{i+1})^3 = \text{id}$$

for $i \in I_0 \setminus \{m - 1, m\}$ and $i \in I_1 \setminus \{m + n - 1, m + n\}$ respectively;

$$\Xi_i \Xi_j = \Xi_j \Xi_i$$

for all $i \in I_0 \setminus \{m\}$ and $j \in I_1 \setminus \{m + n\}$.

Proof. The proof follows immediately from the definition. □

Set $|\Xi_i| = 0$ for all $i \in \mathbb{L}_a$. Recall Subsection 2.3.1 namely the definition of the Weyl group $W(m, n)$ of type $(m, n)$. We conclude that there is the faithful representation of groups (which is a $\mathbb{Z}_2$-graded even function) $\rho : S_{I_0} \times S_{I_1} \to \langle \{\Xi_i\}_{i \in \mathbb{L}_a} \rangle$ given by $\rho(\sigma_i) = \Xi_i$ for all $i \in \mathbb{L}_a$. Recall that there is a faithful representation (which is a $\mathbb{Z}_2$-graded even function) $\rho : S_{I_0} \times S_{I_1} \to \text{Aut}_k(P_{st}(m, n))$. Thus we have

Theorem 6.2. There is an isomorphism of $\mathbb{Z}_2$-graded groups (a $\mathbb{Z}_2$-graded even function) $\nu : \langle \{\Xi_i\}_{i \in \mathbb{L}_a} \rangle \to \langle \{\rho(\sigma_i)\}_{i \in \mathbb{L}_a} \rangle$ given by $\nu(\Xi_i) = \rho(\sigma_i)$ for all $i \in \mathbb{L}_a$. Moreover, the following diagram commutes

$$\begin{array}{ccc}
S_{I_0} \times S_{I_1} & \xrightarrow{\rho} & \langle \{\Xi_i\}_{i \in \mathbb{L}_a} \rangle \\
\downarrow \rho & & \downarrow \nu \\
\langle \{\rho(\sigma_i)\}_{i \in \mathbb{L}_a} \rangle & \xrightarrow{\nu} & \langle \{\rho(\sigma_i)\}_{i \in \mathbb{L}_a} \rangle
\end{array}$$

Proof. The result follows from the definition of $W(m, n)$, the arguments in the preceding paragraph and Lemma 6.2. □

Now we want to find out which elements of $W_c(m, n)$ move the odd vertex (recall there is exact one such vertex) labeled by $\epsilon_{m,a} - \epsilon_{m+1,a}$ in $D_a$ (6.1) in such a way that in the Dynkin diagram $D_b$ (6.2) there is exactly one odd vertex. Let $\sigma \in W_c(m, n)$ be such a permutation and suppose that $\sigma(\epsilon_{m,a} - \epsilon_{m+1,a}) = \epsilon_{\sigma(m),a} - \epsilon_{\sigma(m+1),a} = \epsilon_{j,b} - \epsilon_{j+1,b}$ for $j \in I$, where $|\epsilon_{m,a} - \epsilon_{m+1,a}| = |\epsilon_{\sigma(m),a} - \epsilon_{\sigma(m+1),a}| = |\epsilon_{j,b} - \epsilon_{j+1,b}| = 1$. There are the following possibilities:
1. $|\epsilon_{j-1,b}| = |\epsilon_{m,a}|$ and $|\epsilon_{j+2,b}| = |\epsilon_{m+1,a}|$;
2. $|\epsilon_{j-1,b}| = |\epsilon_{m+1,a}|$ and $|\epsilon_{j+2,b}| = |\epsilon_{m,a}|$.

In our particular case it is easy to see that we have
1. $\sigma = \sigma'$ for $\sigma' \in W(a)$ (1-st case);
2. $\sigma(\epsilon_{i,a}) = \sigma' \circ \sigma''(\epsilon_{i,a}) = \sigma'(\epsilon_{m+n+1-i,a})$ for all $i \in I$ and for $\sigma' \in W(b)$ (2-nd case).

The latter second case motivates

**Definition 6.2.** Define a $\mathbb{Z}_2$-graded even mapping $\Xi : Y_h(m|n) \to Y_h(g_b)$ by

$$\Xi(h_{j,r,a}) = h_{m+n+1-j,r,b}, \quad \Xi(x^\pm_{j,r,a}) = x^\pm_{m+n+1-j,r,b}$$

for all $j \in I$ and for all $r \in \mathbb{N}_0$.

It is obvious that definition is well-defined.

**Lemma 6.3.** The function $\Xi$ given by Definition 6.2 is the isomorphism of superalgebras.

**Proof.** It follows from the definition of the $\sigma \in W_c(m,n)$ that for elements of Cartan matrices $\nu_{ij} = \nu_{m+n+1-i,m+n+1-j}$ for all $i,j \in I$. The result follows immediately from defining relations (3.2) - (3.10).

We move to the general case. For a fixed $d_1 \in D$ consider the Drinfeld super Yangian $Y_h(g_{d_1})$ with Dynkin diagram $D_{d_1}$ and its complete Weyl group $W_c(d_1)$ (see Remark 2.3). We introduce a family of isomorphisms of superagebras which are used in the next Subsection 6.2. We associate with an arbitrary $\sigma \in W_c(d_1)$ a corresponding Dynkin diagram $D_{d_2}$ ($d_2 \in D$) induced by a set of simple roots $\Pi_{d_2} = \{\sigma(\alpha) \mid \alpha \in \Pi_{d_1}\}$.

Let $\sigma_i \in W_c(d_1)$ be such that $|\sigma_i| = 0$ for $i \in I$. Then by analogy with Definition 6.1 we give

**Definition 6.3.** Define a $\mathbb{Z}_2$-graded even mapping $\Xi_i : Y_h(g_{d_1}) \to Y_h(g_{d_2})$ by

$$\Xi_i(h_{j,r,d_1}) = h_{j,r,d_2}, \quad \Xi_i(x_{j,r,d_1}^\pm) = x_{j,r,d_2}^\pm$$

for all $j \in I$ and for all $r \in \mathbb{N}_0$.

**Lemma 6.4.** The function $\Xi_i$ given by Definition 6.3 is the isomorphism of superalgebras.

**Proof.** The proof is similar to that given in Lemma 6.1. 

Now we want to find out which elements of $W_c(d_1)$ move an arbitrary odd vertex associated with $\epsilon_{i,d_1} - \epsilon_{i+1,d_1}$ ($i \in I$) in $D_{d_1}$ in such a way that in the Dynkin diagram $D_{d_2}$ there is the same number of odd vertices as in $D_{d_1}$. Let $\sigma \in W_c(d_1)$ be such a permutation and suppose that $\sigma(\epsilon_{i,d_1} - \epsilon_{i+1,d_1}) = \epsilon_{j,d_2} - \epsilon_{j+1,d_2}$ for $j \in I$, where $|\epsilon_{i,d_1} - \epsilon_{i+1,d_1}| = |\epsilon_{j,d_2} - \epsilon_{j+1,d_2}| = 1$. Let $I_0 = \{i \mid |\epsilon_{i,d_1}| = 0\}$ and $I_1 = \{i \mid |\epsilon_{i,d_1}| = 1\}$. There are the following possibilities:

1. $|\epsilon_{j-1,d_2}| = |\epsilon_{i,d_1}|$ and $|\epsilon_{j+2,d_2}| = |\epsilon_{i+1,d_1}|$;
2. $|\epsilon_{j-1,d_2}| = |\epsilon_{i+1,d_1}|$ and $|\epsilon_{j+2,d_2}| = |\epsilon_{i,d_1}|$.

It is easy to see that we have
1. $\sigma = \sigma'$ for $\sigma' \in W(d_1)$ (1-st case);
2. \( \sigma(\epsilon_{k,d_1}) = \epsilon_{m+n+1-\lambda(k),d_1} \) for all \( k \in I \) and a bijective function \( \lambda : I \to I \) such that \( \lambda(I_0) = I_1 \) (it is a necessary condition that \( m = n \)) (1-st case);

3. \( \sigma(\epsilon_{k,d_1}) = \sigma' \circ \sigma''(\epsilon_{k,d_1}) = \sigma'(\epsilon_{m+n+1-k,d_1}) \) for all \( k \in I \) and for \( \sigma' \in W(d_2) \) (2-nd case);

4. \( \sigma(\epsilon_{k,d_1}) = \epsilon_{\lambda(k),d_1} \) for all \( k \in I \) and a bijective function \( \lambda : I \to I \) such that \( \lambda(I_\bar{0}) = I_\bar{1} \) (it is a necessary condition that \( m = n \)) (2-nd case).

The latter second case motivates

**Definition 6.4.** Define a \( \mathbb{Z}_2 \)-graded even mapping \( \Xi'' : Y_h(g_{d_1}) \to Y_h(g_{d_2}) \) by

\[
\Xi''(h_{j,r,d_1}) = h_{m+n+1-j,r,d_2}, \quad \Xi''(x^+_{j,r,d_1}) = (-1)^{1+|\alpha_{j,d_1}|}x^-_{m+n+1-j,r,d_2} - x^+_{m+n+1-j,r,d_2}
\]

for all \( j \in I \) and for all \( r \in \mathbb{N}_0 \).

**Lemma 6.5.** The function \( \Xi'' \) given by Definition 6.4 is the isomorphism of superalgebras.

**Proof.** It follows from the definition of the \( \sigma \in W_c(m,n) \) that for elements of Cartan matrices

\[
e_{ij}^{d_1} = -e_{ij}^{d_2} \text{ for all } i,j \in I.
\]

The result follows immediately from defining relations (3.2) - (3.10). \( \square \)

The latter third case motivates

**Definition 6.5.** Define a \( \mathbb{Z}_2 \)-graded even mapping \( \Xi : Y_h(g_{d_1}) \to Y_h(g_{d_2}) \) by

\[
\Xi(h_{j,r,d_1}) = h_{m+n+1-j,r,d_2}, \quad \Xi(x^\pm_{j,r,d_1}) = x^\pm_{m+n+1-j,r,d_2}
\]

for all \( j \in I \) and for all \( r \in \mathbb{N}_0 \).

**Lemma 6.6.** The function \( \Xi \) given by Definition 6.5 is the isomorphism of superalgebras.

**Proof.** The proof is similar to that given in Lemma 6.3. \( \square \)

The latter fourth case motivates

**Definition 6.6.** Define a \( \mathbb{Z}_2 \)-graded even mapping \( \Xi' : Y_h(g_{d_1}) \to Y_h(g_{d_2}) \) by

\[
\Xi'(h_{j,r,d_1}) = h_{j,r,d_2}, \quad \Xi'(x^+_{j,r,d_1}) = (-1)^{1+|\alpha_{j,d_1}|}x^-_{j,r,d_2}, \quad \Xi'(x^-_{j,r,d_1}) = x^+_{j,r,d_2}
\]

for all \( j \in I \) and for all \( r \in \mathbb{N}_0 \).

**Lemma 6.7.** The function \( \Xi' \) given by Definition 6.6 is the isomorphism of superalgebras.

**Proof.** It follows from the definition of the \( \sigma \in W_c(m,n) \) that for elements of Cartan matrices

\[
e_{ij}^{d_1} = -e_{ij}^{d_2} \text{ for all } i,j \in I.
\]

The result follows immediately from defining relations (3.2) - (3.10). \( \square \)
6.2. Isomorphisms of Hopf superalgebra structures on Drinfeld super Yangians

We suppose that all Drinfeld super Yangians that we consider in this section have the Hopf superalgebra structure described in Subsection 4.1. Let $\text{sHAlg}$ be the supercategory of Hopf superalgebras over the field $\mathbb{k}[h]$ (see [21] for more information and references). Denote by $\text{sAlg}$ the supercategory of superalgebras over the field $\mathbb{k}[h]$. By $\text{sLieAlg}$ we denote the supercategory of Lie superalgebras over the field $\mathbb{k}[h]$. Recall that $Y_h(g_d)$ is $\mathbb{N}_0$-graded, see Subsection 4.2. We classify Hopf superalgebra structures on Drinfeld super Yangians using Dynkin diagrams. In order to do this we prove some auxiliary results about properties of Hopf superalgebra isomorphisms.

**Lemma 6.8.** Any isomorphism of Drinfeld super Yangians considered as Hopf superalgebras preserves $\mathbb{N}_0$-grading.

**Proof.** Let $\zeta \in \text{Hom}_{\text{sHAlg}}(Y_h(g_{d_1}), Y_h(g_{d_2}))$ be an isomorphism. Consider the equation (3.3) and suppose that there are $i \neq j$ such that $c^d_{ij} \neq 0$ (this is always possible as $|I| > 1$). If we apply $\zeta$ to the latter formula we will get that $\deg(\zeta(h_{i0})) + \deg(\zeta(x_{j,s,d}^+)) = \deg(\zeta(x_{j,s,d}^+))$. Thus $\deg(\zeta(h_{i0})) = 0$ for all $i \in I$. Consider the equation (3.4). It follows that for all $i \in I$ we have

$$\deg(\zeta(x_{i0}^+)) + \deg(\zeta(x_{i0}^-)) = \deg(\zeta(x_{i0}^+)) = 0 \iff \deg(\zeta(x_{i0}^+)) = - \deg(\zeta(x_{i0}^-)) \iff \deg(\zeta(x_{i0}^+)) = \deg(\zeta(x_{i0}^-)) = 0.$$ 

Therefore to conclude that $U(g_{d_1}) \cong U(g_{d_2})$. Consider the formula (3.4) and set $s = 0$. Then we get that $\deg(\zeta(x_{i,r}^+)) = \deg(\zeta(h_{i,r}))$ for all $i \in I$ and $r \in \mathbb{N}_0$. In the same way $\deg(\zeta(x_{i,r}^-)) = \deg(\zeta(h_{i,r}))$ for all $i \in I$ and $r \in \mathbb{N}_0$. Moreover, if we set $s = 1$ we have

$$\deg(\zeta(x_{i,r}^+)) + \deg(\zeta(x_{i,r}^-)) = \deg(\zeta(h_{i,r+1})).$$

Thus by the mathematical induction on $r$ we have

$$\deg(\zeta(h_{i,r})) = \deg(\zeta(x_{i,r}^+)) = r \deg(\zeta(h_{i,1}))$$

for all $i \in I$ and $r \in \mathbb{N}_0$.

Suppose $i \in I$ is such that $|\alpha_i| = 0$. Consider the equation (3.6) and set $r = s = 0$. Then it follows that

$$\deg(\zeta(x_{i1}^+)) = \deg(h) = 1.$$ 

Consequently $\deg(\zeta(x_{i,r}^+)) = \deg(\zeta(h_{i,r})) = r$ for all $r \in \mathbb{N}_0$.

Suppose $i \in I$ is such that $|\alpha_i| = 1$. Consider the equation (3.17). Suppose that there is $j \neq i$, $c^d_{ij} \neq 0$ and $|\alpha_j| = 0$ (this is always possible as of our restrictions on Dynkin diagrams). Then $\deg(\zeta(h_{i1})) = \deg(\zeta(h_{i1})) = \deg(\zeta(x_{i1}^+)) = 1$. Consequently $\deg(\zeta(x_{i,r}^+)) = \deg(\zeta(h_{i,r})) = r$ for all $r \in \mathbb{N}_0$. The result follows. \qed

**Remark 6.1.**

It follows from equations (4.2) - (4.3), (4.18) - (4.19) that $\Delta$ preserves $\mathbb{N}_0$-grading, i.e. $\deg(\Delta(x)) = \deg(x)$.

To prove Lemma 6.8 we use our assumptions on Dynkin diagrams (see the paragraph before Theorem 3.1).
Consider the Hopf superalgebra $U(g_d) \hookrightarrow Y_h(g_d)$. Let $P_{1,1}(U(g_d))$ be the $\mathbb{k}$ super vector space of primitive elements in $U(g_d)$, i.e., for any $x \in P_{1,1}(U(g_d))$ we have

$$\Delta_{U(g_d)}(x) = x \otimes 1 + 1 \otimes x.$$ 

By PBW Theorem [5.1] and according to the Friedrich’s theorem [13] (which also holds in the super case) it follows that

$$P_{1,1}(U(g_d)) = \sum_{\alpha, \beta \in \Delta_d, i \in I} (\mathbb{k}e_{\alpha,0} + \mathbb{k}h_{i,0} + \mathbb{k}f_{\beta,0}) = g_d.$$  \hspace{1cm} (6.6)

As $U(g_{d_1}) \cong U(g_{d_2})$ and

$$\Delta_{d_2} \circ \zeta(x) = \zeta(x) \otimes 1 + 1 \otimes \zeta(x),$$

we have $P_{1,1}(U(g_{d_1})) \cong P_{1,1}(U(g_{d_2}))$, i.e. $g_{d_1} \cong g_{d_2}$. Thus if we take any isomorphism of superalgebras $\gamma \in \text{Hom}_{\mathfrak{sAlg}}(Y_h(g_{d_1}), Y_h(g_{d_2}))$ and consider the restriction

$$\gamma|_{U(g_{d_1})} \in \text{Hom}_{\mathfrak{sAlg}}(U(g_{d_1}), U(g_{d_2}));$$

we automatically get the isomorphism of Hopf superalgebras, i.e.

$$\gamma|_{U(g_{d_1})} \in \text{Hom}_{\mathfrak{sHAlg}}(U(g_{d_1}), U(g_{d_2}))$$

and the isomorphism of Lie superalgebras

$$\gamma|_{g_{d_1}} \in \text{Hom}_{\mathfrak{sLieAlg}}(g_{d_1}, g_{d_2}).$$

Now we are ready to prove

**Lemma 6.9.** Drinfeld super Yangians are not isomorphic as Hopf superalgebras if their associated Dynkin diagrams have different number of even (odd) vertices.

**Proof.** Let $\zeta \in \text{Hom}_{\mathfrak{sHAlg}}(Y_h(g_{d_1}), Y_h(g_{d_2}))$ be an isomorphism. Recall the equations (4.3), (4.5) and (4.6). It follows from Lemma 6.8 that

$$\zeta(x_{z_1,d_1}^+) = \sum_{j \in I} a_{zj} h_{j,1,d_2} + \sum_{j \in I} a_{zj}^+ x_{j,1,d_2}^- + \sum_{j \in I} a_{zj}^- x_{1,j,d_2}^+ + ha_z,$$

where

$$a_{zj}, a_{zj}^+, a_z \in U(g_{d_2}),$$

$$a_{zj} = \sum_{t \in \mathbb{N}} (a_{zj})_t, \quad a_{zj}^+ = \sum_{t \in \mathbb{N}} (a_{zj}^+)_t,$$

$$(a_{zj})_0, (a_{zj}^+)_0 \in \mathbb{k}, \quad (a_{zj})_t, (a_{zj}^+)_t \notin \mathbb{k} \text{ for all } t > 0.$$ 

As $\zeta$ is an isomorphism of Hopf superalgebras it must satisfy the equation

$$\zeta \otimes \zeta \Delta_{d_1}(x_{z_1,d_1}^+) = \Delta_{d_2} \zeta(x_{z_1,d_1}^+).$$

Explore the left part

$$\zeta \otimes \zeta \Delta_{d_1}(x_{z_1,d_1}^+) = \zeta \otimes (\Delta_{d_1}(x_{z_1,d_1}^+) \otimes \zeta).$$
\[ \Box (\sum_{j \in I} a_{z_j} h_{j_1, d_2} + \sum_{j \in I} a_{z_j} x_{j_1, d_2}^+ + \sum_{j \in I} a_{z_j} x_{j_1, d_2}^- + h a_z) - h \zeta \otimes \zeta((1 \otimes x_{z_0, d_1}^+), \Omega_{d_1}^+) = \]

\[ \Box (\sum_{j \in I} a_{z_j} h_{j_1, d_2} + \sum_{j \in I} a_{z_j} x_{j_1, d_2}^+ + \sum_{j \in I} a_{z_j} x_{j_1, d_2}^- + h(\Box(a_z) - \zeta \otimes \zeta((1 \otimes x_{z_0, d_1}^+), \Omega_{d_1}^+)); \]

Explore the right part

\[ \Delta_d \zeta(x_{z_1, d_1}^+) = \]

\[ \Delta_d (\sum_{j \in I} a_{z_j} h_{j_1, d_2} + \sum_{j \in I} a_{z_j} x_{j_1, d_2}^+ + \sum_{j \in I} a_{z_j} x_{j_1, d_2}^- + h a_z) = \]

\[ \sum_{j \in I} \Delta_d (a_{z_j}) (\Box(h_{j_1, d_2}) + h(h_{j_0, d_2} \otimes h_{j_0, d_2} - \sum_{\alpha \in \Delta_d^+} (\alpha_j, \alpha)x_{\alpha}^- \otimes x_{\alpha}^+) + \]

\[ \sum_{j \in I} \Delta_d (a_{z_j}) (\Box(x_{j_1, d_2}^-) + h(x_{j_0, d_2} \otimes 1, \Omega_{d_2}^+)) + h \Delta_d (a_z) = \]

\[ \Box (\sum_{j \in I} (a_{z_j})_0 h_{j_1, d_2} + \sum_{j \in I} (a_{z_j})_0 x_{j_1, d_2}^+ + \sum_{j \in I} (a_{z_j})_0 x_{j_1, d_2}^- + \sum_{j \in I} (a_{z_j})_0 x_{j_1, d_2}) + \]

\[ \Box (\sum_{j \in I} (a_{z_j})_t h_{j_1, d_2} + \sum_{j \in I} (a_{z_j})_t x_{j_1, d_2}^+ + \sum_{j \in I} (a_{z_j})_t x_{j_1, d_2}^- + \sum_{j \in I} (a_{z_j})_t x_{j_1, d_2}) + \]

\[ \sum_{j \in I, t > 0} ((a_{z_j})_{t+} h_{j_1, d_2} + h_{j_1, d_2} \otimes (a_{z_j})_{t+}) + \sum_{j \in I, t > 0} ((a_{z_j})_{t-} h_{j_1, d_2} - (a_{z_j})_{t-}) + \]

\[ \hbar \sum_{j \in I} \Delta_d (a_{z_j}) (h_{j_0, d_2} \otimes h_{j_0, d_2} - \sum_{\alpha \in \Delta_d^+} (\alpha_j, \alpha)x_{\alpha}^- \otimes x_{\alpha}^+) + \]

\[ \sum_{j \in I} (-1) \Delta_d (a_{z_j}) [1 \otimes x_{j_0, d_2}^+, \Omega_{d_2}^+] + \sum_{j \in I} \Delta_d (a_{z_j}) [x_{j_0, d_2}^- \otimes 1, \Omega_{d_2}^+] + \Delta_d (a_z)) \]

It is easy to see that

\[ \Box(a_z) = \Delta_d (a_z) \Rightarrow a_z \in g_{d_2}, a_{z_j}, a_{z_j}^+ \in \{0, 1\} \]

for all \( j \in I \). Therefore we get

\[ \zeta \otimes \zeta((1 \otimes x_{z_0, d_1}^+), \Omega_{d_1}^+) = \sum_{j \in I} \Delta_d (a_{z_j}) (-h_{j_0, d_2} \otimes h_{j_0, d_2} + \sum_{\alpha \in \Delta_d^+} (\alpha_j, \alpha)x_{\alpha}^- \otimes x_{\alpha}^+) + \]

\[ \sum_{j \in I} [a_{z_j} 1 \otimes x_{j_0, d_2}^+ - a_{z_j} x_{j_0, d_2} \otimes 1, \Omega_{d_2}^+] \]

Now we suppose that \( |x_{z_1, d_1}| = \bar{1} \). Thus we have \( a_{z_j} = 0 \) as \( |h_{j_1, d_2}| = \bar{0} \) and by PBW Theorem 5.1 for all \( j \in I \). The last equation reduces to

\[ \zeta \otimes \zeta((1 \otimes x_{z_0, d_1}^+), \Omega_{d_1}^+) = \sum_{j \in I} [a_{z_j} 1 \otimes x_{j_0, d_2}^+ - a_{z_j} x_{j_0, d_2} \otimes 1, \Omega_{d_2}^+] \]
Recall that $|\Omega_{d_1}^+| = |\Omega_{d_2}^+| = 0$. Note that $|\alpha_{j,d_1}| = |x_{0,d_1}^+| = |x_{j_0,d_2}^+| = \bar{1}$ when coefficients $a_{zj}^\pm$ are non-zero for $j \in I$. Thus as $\zeta$ is a $\mathbb{Z}_2$-graded even mapping we must have

$$\zeta \otimes \zeta(\Omega_{d_1}^+) = \Omega_{d_2}^+.$$ 

In this way

$$1 \otimes \zeta(x_{z0,d_1}^+) = \sum_{j \in I} (a_{zj}^+ 1 \otimes x_{j0,d_2}^+ - a_{zj}^- x_{j0,d_2}^+ \otimes 1).$$

Thus we have $a_{zj}^- = 0$ for all $j \in I$. It follows that

$$\zeta(x_{z0,d_1}^+) = \sum_{j \in I} a_{zj}^+ x_{j0,d_2}^+.$$ 

Suppose that Dynkin diagrams associated with $Y_h(g_{d_1})$ and $Y_h(g_{d_2})$ respectively have different number of odd vertices. We assume without loss of generality that the number of odd vertices in the Dynkin diagram $D_{d_1}$ is strictly greater than the number of odd vertices in $D_{d_2}$. Then the elements $\zeta(x_{z0,d_1}^+)$ such that $|\alpha_{z,d_1}| = 1$ for $z \in I$ by PBW Theorem 5.1 are linear dependent. As we suppose that $\zeta$ is an isomorphism of Hopf superalgebras we get a contradiction. The result follows. \hfill \Box

**Remark 6.2.** Notice that Lemma 6.9 remains true for those Drinfeld super Yangians that have the Hopf superalgebra structure described in Subsection 4.1. We don’t use the minimalistic presentation in the proof.

Recall Subsections 2.3.1. Consider a Drinfeld super Yangian $Y_h(g_{d_1})$. Let $I_0 = \{i \mid |\epsilon_{i,d_1}| = \bar{0}\}$ and $I_1 = \{i \mid |\epsilon_{i,d_1}| = \bar{1}\}$. Finally we prove

**Theorem 6.3.** Consider the Dynkin diagram of the Hopf superalgebra $Y_h(g_{d_1})$ (for some $d_1 \in D$)

$$D_{d_1} = (\epsilon_{1,d_1} - \epsilon_{2,d_1}, \epsilon_{2,d_1} - \epsilon_{3,d_1}, \ldots, \epsilon_{m+n-1,d_1} - \epsilon_{m+n,d_1}).$$

Then Dynkin diagrams of isomorphic Hopf superlagebras of the type $Y_h(g_{d_2})$ ($d_2 \in D$) have the form

1. 

$$(s(\epsilon_{1,d_1} - \epsilon_{2,d_1}), s(\epsilon_{2,d_1} - \epsilon_{3,d_1}), \ldots, s(\epsilon_{m+n-1,d_1} - \epsilon_{m+n,d_1}));$$

2. 

$$(s(\epsilon_{m+n,d_1} - \epsilon_{m+n-1,d_1}), \ldots, s(\epsilon_{3,d_1} - \epsilon_{2,d_1}), s(\epsilon_{2,d_1} - \epsilon_{1,d_1}));$$

3. 

$$(\lambda(\epsilon_{1,d_1} - \epsilon_{2,d_1}), \lambda(\epsilon_{2,d_1} - \epsilon_{3,d_1}), \ldots, \lambda(\epsilon_{m+n-1,d_1} - \epsilon_{m+n,d_1})), \text{ if } m = n \text{ and all vertices in } D_{d_1} \text{ are odd;}$$

4. 

$$(\lambda(\epsilon_{m+n,d_1} - \epsilon_{m+n-1,d_1}), \ldots, \lambda(\epsilon_{3,d_1} - \epsilon_{2,d_1}), \lambda(\epsilon_{2,d_1} - \epsilon_{1,d_1})), \text{ if } m = n \text{ and all vertices in } D_{d_1} \text{ are odd;}$$

for all $s \in W(d_1)$ and all bijective functions $\lambda : I \rightarrow I$ such that $\lambda(I_0) = I_1$. 
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Proof. Consider the set $B$ of all Drinfeld super Yangians of the type $Y_h(\mathfrak{g}_{d_2})$ ($d_2 \in D$) with the same number of even (odd) vertices in associated Dynkin diagrams as in $D_{d_1}$. It follows from Lemma 6.9 that all we have is to find out which elements of $B$ are isomorphic to $Y_h(\mathfrak{g}_{d_1})$ as Hopf superalgebras. We have already described which elements of $B$ are isomorphic as superalgebras to $Y_h(\mathfrak{g}_{d_1})$ by Definitions 6.3, 6.4, 6.5, 6.6 and Lemmas 6.4, 6.5, 6.6, 6.7. It is easy to see that isomorphisms given by Definitions 6.3 and 6.5 are indeed the Hopf superalgebra isomorphisms by direct computations (verify the compatibility with the equations (4.2) - (4.3), (4.18) - (4.19)). Isomorphisms given by Definitions 6.4 and 6.6 are also isomorphisms of Hopf superalgebra if we assume that all vertices in $D_{d_1}$ are odd. The latter requirement is motivated by the equation (3.4), i.e. isomorphisms are compatible with this equation if all vertices in $D_{d_1}$ are odd.

Remark 6.3. We describe how we can apply Theorem 6.3 about classification of Drinfeld super Yangians considered as Hopf superalgebras to quantum loop superalgebras. It follows from Proposition 4.1 that Theorem 6.3 remains true for completions of Drinfeld super Yangians $\hat{Y}_h(\mathfrak{g}_d)$ for $d \in D$. From Theorem 5.4 it follows that we have the explicit isomorphisms of associative superalgebras

$$\hat{\Phi}_d : \hat{U}_h(\mathfrak{l}_d) \to \hat{Y}_h(\mathfrak{g}_d)$$

for $d \in D$. Then $\hat{\Phi}_d$ ($d \in D$) becomes an isomorphism of Hopf superalgebras if we induce the Hopf superalgebra structure on the completion of quantum loop superalgebra using the completion of super Yangian. In this case, we can consider the isomorphism $\hat{\Phi}_d$ as a twist of type 2 (see for more information [21, Definition 4.5, Proposition 4.4]). Thus Theorem 6.3 remains true for completions of quantum loop superalgebras $\hat{U}_h(\mathfrak{l}_d)$ for $d \in D$.
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