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Abstract

To every vertex algebra \( V \) we associate a canonical decreasing sequence of subspaces and prove that the associated graded vector space \( \text{gr}(V) \) is naturally a vertex Poisson algebra, in particular a commutative vertex algebra. We establish a relation between this decreasing sequence and the sequence \( C_n \) introduced by Zhu. By using the (classical) algebra \( \text{gr}(V) \), we prove that for any vertex algebra \( V \), \( C_2 \)-cofiniteness implies \( C_n \)-cofiniteness for all \( n \geq 2 \). We further use \( \text{gr}(V) \) to study generating subspaces of certain types for lower truncated \( \mathbb{Z} \)-graded vertex algebras.

1 Introduction

Just as with classical (associative or Lie) algebras, abelian or commutative vertex algebras (should be) are the simplest objects in the category of vertex algebras. It was known (see [B]) that commutative vertex algebras exactly amount to differential algebras, namely unital commutative associative algebras equipped with a derivation. Related to the notion of commutative vertex algebra, is the notion of vertex Poisson algebra (see [FB]), where a vertex Poisson algebra structure combines a commutative vertex algebra structure, or equivalently, a differential algebra structure, with a vertex Lie algebra structure (see [K], [P]). As it was showed in [FB], vertex Poisson algebras can be considered as classical limits of vertex algebras.

In the classical theory, a well known method to abelianize an associative algebra is to use a good increasing filtration and then consider the associated graded vector space. A typical example is about the universal enveloping algebra \( U(\mathfrak{g}) \) of a Lie algebra \( \mathfrak{g} \) with the filtration \( \{U_n\} \), where for \( n \geq 0 \), \( U_n \) is linearly spanned by the vectors \( a_1 \cdots a_m \) for \( m \leq n \), \( a_1, \ldots, a_m \in \mathfrak{g} \). In this case, the associated graded Poisson algebra \( \text{gr}U(\mathfrak{g}) \) is naturally a Poisson algebra and the well known Poincaré-Birkhoff-Witt theorem says that the associated graded Poisson algebra \( \text{gr}U(\mathfrak{g}) \) is canonically isomorphic to the symmetric algebra \( S(\mathfrak{g}) \) which is also a Poisson algebra. This result and the canonical isomorphism have played a very important role in Lie theory.

\(^1\)Partially supported by an NSA grant
Motivated by this classical result, in [Li2] we introduced and studied a notion of what we called good increasing filtration for a vertex algebra $V$ and we proved that the associated graded vector space $gr V$ of $V$ with respect to a good increasing filtration is naturally a vertex Poisson algebra. Furthermore, for any $\mathbb{N}$-graded vertex algebra $V = \bigsqcup_{n \in \mathbb{N}} V(n)$ with $V(0) = \mathbb{C}1$, we constructed a canonical good increasing filtration of $V$. This increasing filtration was essentially used in [KL], [NG], [Bu1,2], [ABD] and [NT] in the study on generating subspaces of $V$ with a certain property analogous to the well known Poincaré-Birkhoff-Witt spanning property.

In this paper, we introduce and study “good” decreasing filtrations for vertex algebras. To any vertex algebra $V$ we associate a canonical decreasing sequence $E$ of subspaces $E_n$ for $n \geq 0$ and we prove that the associated graded vector space $gr E(V)$ is naturally an $\mathbb{N}$-graded vertex Poisson algebra, where for $n \in \mathbb{Z}$, $E_n$ is linearly spanned by the vectors

$$u_{-1-k_1}^{(1)} \cdots u_{-1-k_r}^{(r)} v$$

for $r \geq 1$, $u^{(i)}, v \in V$, $k_i \geq 0$ with $k_1 + \cdots + k_r \geq n$. Notice that unlike the increasing filtration which uses the weight grading, this decreasing sequence uses only the vertex algebra structure.

For any vertex algebra $V$, there has been a fairly well known decreasing sequence $C = \{C_n\}_{n \geq 2}$ introduced by Zhu [Z1,2], where for $n \geq 2$, $C_n$ is linearly spanned by the vectors $u_{-n}v$ for $u, v \in V$. The notion of $C_2$ was introduced and used in the fundamental study of Zhu on modular invariance, where the finiteness of $\dim V/C_2$ played a crucial role. It was showed in [Z2] that $V/C_2$ has a natural Poisson algebra structure.

In this paper, we relate our decreasing sequence $E$ with Zhu’s sequence $C$. In particular, we show that $C_2 = E_1$ and $C_3 = E_2$. We then show that the degree zero subspace $E_0/E_1$ of $gr E(V)$, which is naturally a Poisson algebra, is exactly the Zhu’s Poisson algebra $V/C_2$. We further show that $gr E(V)$ as a differential algebra is generated by the degree zero subalgebra $V/C_2$. As an application, we show that for any vertex algebra $V$, if $V$ is $C_2$-cofinite, then $V$ is $E_n$-cofinite and $C_{n+2}$-cofinite for all $n \geq 0$. Similarly we show that if $V$ is a $C_2$-cofinite vertex algebra and if $W$ is a $C_2$-cofinite $V$-module, then $W$ is $C_{n}$-cofinite for all $n \geq 2$.

Under the assumption that $V$ is an $\mathbb{N}$-graded vertex algebra with $\dim V(0) = 1$, it has been proved before by [GN] (see also [NT], [Bu1,2]) that $C_2$-cofiniteness implies $C_{n+2}$-cofiniteness for all $n \geq 0$. On the other hand, the original method of [GN] and [KL] used this assumption in an essential way.

As we show in this paper, for certain vertex algebras, both sequences $E$ and $C$ are trivial in the sense that $E_n = C_{n+2} = V$ for all $n \geq 0$. On the other hand, by using the connection between the two decreasing sequences we prove that if $V = \bigsqcup_{n \geq t} V(n)$
is a lower truncated $\mathbb{Z}$-graded vertex algebra such as a vertex operator algebra in the sense of [FLM] and [FHL], then for any $k$, $C_n, E_n \subset \bigsqcup_{m \geq k} V_m$ for $n$ sufficiently large. Consequently, $\bigcap_{n \geq 0} E_n = \bigcap_{n \geq 0} C_{n+2} = 0$. (In this case, both sequences are filtrations.) Furthermore, using this result and $\text{gr}_E(V)$ we show that if a graded subspace $U$ of $V$ gives rise to a generating subspace of $V/C_2$ as an algebra, then $U$ generates $V$ with a certain spanning property. Similar results have been obtained before in [KL], [NG], [Bu1,2] and [NT] under a stronger condition.

This paper is organized as follows: In Section 2, we define the sequence $\mathcal{E}$ and show that the associated graded vector space is an $\mathbb{N}$-graded vertex Poisson algebra. In Section 3, we relate the sequences $\mathcal{E}$ and $\mathcal{C}$. In Section 4, we study generating subspaces of certain types for lower truncated $\mathbb{Z}$-graded vertex algebras.

## 2 Decreasing sequence $\mathcal{E}$ and the vertex Poisson algebra $\text{gr}_E(V)$

In this section we first recall the definition of a vertex Poisson algebra from [FB] and we then construct a canonical decreasing sequence $\mathcal{E}$ for each vertex algebra $V$ and show that the associated graded vector space $\text{gr}_E(V)$ is naturally a vertex Poisson algebra. We also show that if $V$ is an $\mathbb{N}$-graded vertex algebra, then the sequence $\mathcal{E}$ is indeed a filtration of $V$.

Let $V$ be a vertex algebra. We have Borcherds’ commutator formula and iterate formula:

\[ [u_m, v_n] = \sum_{i \geq 0} \binom{m}{i} (u_i v)_{m+n-i}, \]

\[ (u_m v)_n w = \sum_{i \geq 0} (-1)^i \binom{m}{i} (u_{m-i} v_{n+i} w - (-1)^m v_{m+n-i} u_i w) \]

for $u, v, w \in V, m, n \in \mathbb{Z}$. Define a (canonical) linear operator $D$ on $V$ by

\[ D(v) = v_{-2}1 \quad \text{for } v \in V. \]

Then

\[ Y(v, x)1 = e^{xD}v \quad \text{for } v \in V. \]

Furthermore,

\[ [D, v_n] = (Dv)_n = -nv_{n-1} \]

for $v \in V, n \in \mathbb{Z}$. (See for example [LL] for an exposition of such facts.)
A vertex algebra $V$ is called a **commutative vertex algebra** if
\[ [u_m, v_n] = 0 \text{ for } u, v \in V, \ m, n \in \mathbb{Z}. \] (2.6)

It is well known (see [B], [FHL]) that (2.6) is equivalent to that
\[ u_n = 0 \text{ for } u \in V, \ n \geq 0. \] (2.7)

**Remark 2.1.** Let $A$ be any unital commutative associative algebra with a derivation $d$. Then one has a commutative vertex algebra structure on $A$ with
\[ Y(a, x)b = (e^{x d} a)b \text{ for } a, b \in A \] and with the identity 1 as the vacuum vector (see [B]). On the other hand, let $V$ be any commutative vertex algebra. Then $V$ is naturally a commutative associative algebra with $u \cdot v = u_{-1} v$ for $u, v \in V$ and with 1 as the identity and with $D$ as a derivation. Furthermore, $Y(u, x)v = (e^{x D} u)v$ for $u, v \in V$. Therefore, a commutative vertex algebra exactly amounts to a unital commutative associative algebra equipped with a derivation, which is often called a **differential algebra**.

A vertex algebra $V$ equipped with a $\mathbb{Z}$-grading $V = \bigsqcup_{n \in \mathbb{Z}} V(n)$ is called a **$\mathbb{Z}$-graded vertex algebra** if $1 \in V(0)$ and if for $u \in V(k)$ with $k \in \mathbb{Z}$ and for $m, n \in \mathbb{Z}$,
\[ u_m V(n) \subset V(n + k - m - 1). \] (2.8)

We say that a $\mathbb{Z}$-graded vertex algebra $V = \bigsqcup_{n \in \mathbb{Z}} V(n)$ is **lower truncated** if $V(n) = 0$ for $n$ sufficiently small. In particular, every vertex operator algebra in the sense of [FLM] and [FHL] is a lower truncated $\mathbb{Z}$-graded vertex algebra. An $\mathbb{N}$-graded vertex algebra is defined in the obvious way. We say that a vertex algebra $V$ is **$\mathbb{Z}$-gradable** ($\mathbb{N}$-gradable) if there exists a $\mathbb{Z}$-grading ($\mathbb{N}$-grading) such that $V$ becomes $\mathbb{Z}$-graded ($\mathbb{N}$-graded) vertex algebra. We see that a commutative $\mathbb{Z}$-graded vertex algebra is naturally a $\mathbb{Z}$-graded differential algebra.

The following definition of the notion of vertex Lie algebra is due to [K] and [P]:

**Definition 2.2.** A **vertex Lie algebra** is a vector space $V$ equipped with a linear operator $D$ and a linear map
\[ Y_- : V \to \text{Hom} \left( V, x^{-1} V[x^{-1}] \right), \]
\[ v \mapsto Y_-(v, x) = \sum_{n \geq 0} v_n x^{-n-1} \] (2.9)

such that for $u, v \in V, \ m, n \in \mathbb{N}$,
\[ (Dv)_n = -nv_{n-1}, \] (2.10)
\[ u_m v = \sum_{i=0}^{m} (-1)^{m+i+1} \frac{1}{i!} D^i v_{m+i} u, \] (2.11)
\[ [u_m, v_n] = \sum_{i=0}^{m} \binom{m}{i} (u_i v)_{m+n-i}. \] (2.12)
A module (see [K]) for a vertex Lie algebra \( V \) is a vector space \( W \) equipped with a linear map
\[
Y_W : V \to \text{Hom}(W, x^{-1}W[x^{-1}]),
\]
\[
v \mapsto Y_W(v, x) = \sum_{n \geq 0} v_n x^{-n-1}
\]
(2.13)
such that (2.10) and (2.12) hold.

Recall the following notion of vertex Poisson algebra from [FB] (cf. [DLM]):

**Definition 2.3.** A vertex Poisson algebra is a commutative vertex algebra \( A \), or equivalently, a (unital) commutative associative algebra equipped with a derivation \( \partial \), equipped with a vertex Lie algebra structure \((Y_-, \partial)\) such that
\[
Y_-(a, x) \in x^{-1}(\text{Der } A)[[x^{-1}]] \quad \text{for } a \in A.
\]
(2.14)

A module for a vertex Poisson algebra \( A \) is a vector space \( W \) equipped with a module structure for \( A \) as an associative algebra and a module structure for \( A \) as a vertex Lie algebra such that
\[
Y_W(u, x)(vw) = (Y_W(u, x)v)w + vY_W(u, x)w
\]
(2.15)
for \( u, v \in V, w \in W \).

The following result obtained in [Li2] gives a construction of vertex Poisson algebras from vertex algebras through certain increasing filtrations:

**Proposition 2.4.** Let \( V \) be a vertex algebra and let \( \mathcal{E} = \{ E_n \}_{n \in \mathbb{Z}} \) be a good increasing filtration of \( V \) in the sense that \( 1 \in E_0 \),
\[
u_n E_s \subset E_{r+s}
\]
(2.16)
for \( u \in E_r, r, s, n \in \mathbb{Z} \) and
\[
u_n E_s \subset E_{r+s-1} \quad \text{for } n \geq 0.
\]
(2.17)
Then the associated graded vector space \( \text{gr}_\mathcal{E} V = \bigsqcup_{n \in \mathbb{Z}} E_{n+1}/E_n \) is naturally a vertex Poisson algebra with
\[
(u + E_{m-1})(v + E_{n-1}) = u_{-1}v + E_{m+n-1},
\]
(2.18)
\[
\partial(u + E_{m-1}) = \partial u + E_{m-1},
\]
(2.19)
\[
Y_-(u + E_{m-1})(v + E_{n-1}) = \sum_{r \geq 0} (u_r v + E_{m+n-2}) x^{-r-1}
\]
(2.20)
for \( u \in E_m, v \in E_n \) with \( m, n \in \mathbb{Z} \).
Furthermore, the following construction of good increasing filtrations was also given in [12]:

**Theorem 2.5.** Let $V = \bigoplus_{n \in \mathbb{N}} V(n)$ be an $\mathbb{N}$-graded vertex algebra such that $V(0) = \mathbb{C}1$. Let $U$ be a graded subspace of $V_+ = \bigoplus_{n \geq 1} V(n)$ such that

$$V = \text{span}\{u^{(1)}_{-k_1} \cdots u^{(r)}_{-k_r} 1 \mid r \geq 0, u^{(i)} \in U, k_i \geq 1\}.$$ 

In particular, we can take $U = V_+$. For any $n \geq 0$, denote by $E^U_n$ the subspace of $V$ linearly spanned by the vectors

$$u^{(1)}_{-k_1} \cdots u^{(r)}_{-k_r} 1$$

for $r \geq 0$, for homogeneous vectors $u^{(1)}, \ldots, u^{(r)} \in U$ and for $k_1, \ldots, k_r \geq 1$ with wt $w^{(1)} + \cdots + wt u^{(r)} \leq n$. Then the sequence $\mathcal{E}_U = \{E^U_n\}$ is a good increasing filtration of $V$. Furthermore, $\mathcal{E}_U$ does not depend on $U$.

Next, we give a construction of vertex Poisson algebras from vertex algebras using decreasing filtrations. First, we formulate the following general result, which is similar to Proposition 2.4 and which is classical in nature:

**Proposition 2.6.** Let $V$ be any vertex algebra and let $\mathcal{F} = \{F_n\}_{n \geq 0}$ be a decreasing sequence of subspaces of $V$ such that $1 \in F_0$ and

$$u_n v \in F_{r+s-n} \quad \text{for} \quad u \in F_r, \ v \in F_s, \ r, s \in \mathbb{N}, \ n \in \mathbb{Z}, \quad (2.21)$$

where by convention $F_m = V$ for $m < 0$. Then the associated graded vector space

$$\text{gr}_\mathcal{F} V = \bigoplus_{n \geq 0} F_n/F_{n+1}$$

is naturally an $\mathbb{N}$-graded vertex algebra with

$$(u + F_{r+1})_n(v + F_{s+1}) = u_n v + F_{r+s-n} \quad (2.22)$$

for $u \in F_r$, $v \in F_s$, $r, s \in \mathbb{N}$, $n \in \mathbb{Z}$ and with $1 + F_1 \in F_0/F_1$ as the vacuum vector. Furthermore, $\text{gr}_\mathcal{F} V$ is commutative if and only if

$$u_n v \in F_{r+s-n} \quad \text{for} \quad u \in F_r, \ v \in F_s, \ r, s, n \in \mathbb{N}. \quad (2.23)$$

Assume $\text{(2.21)}$ and $\text{(2.23)}$. Then the commutative vertex algebra $\text{gr}_\mathcal{F} V$ is a vertex Poisson algebra where

$$\partial(u + F_{r+1}) = D u + F_{r+2}, \quad (2.24)$$

$$Y_-(u + F_{r+1}, x)(v + F_{s+1}) = \sum_{n \geq 0} (u_n v + F_{r+s-n+1}) x^{-n-1} \quad (2.25)$$

for $u \in F_r$, $v \in F_s$ with $r, s \in \mathbb{N}$. 
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Proof. Notice that the condition (2.21) guarantees that the operations given in (2.22) are well defined. Just as with any classical algebras, it is straightforward to check that \(\text{gr}_F V\) is an \(N\)-graded vertex algebra and it is also clear that \(\text{gr}_F V\) is commutative if and only if (2.23) holds. Assuming (2.21) and (2.23) we have a commutative associative \(N\)-graded algebra \(\text{gr}_F(V)\) with derivation \(\partial\) defined by

\[
\partial(u + F_{n+1}) = (u + F_{n+1})_{-2}(1 + F_1) = u_{-2}1 + F_{n+2} = Du + F_{n+2},
\]

noticing that by (2.21) we have \(Du = u_{-2}1 \in F_{n+1}\). The condition (2.23) guarantees that the linear map \(Y_\cdot\) in (2.24) is well defined. It is straightforward to check that \(\text{gr}_F(V)\) equipped with \(Y_\cdot\) and \(\partial\) is a vertex Lie algebra.

Now, we check the compatibility condition (2.14). Let \(u \in F_r, v \in F_s, w \in F_k\) with \(r, s, k \in \mathbb{N}\). For \(m \geq 0\), using the Borcherds’ commutator formula for \(V\) we have

\[
u_m(v_{-1}w) = v_{-1}(u_mw) + \sum_{i=0}^{m} \binom{m}{i} (u_{i}v)_{m-i}w = v_{-1}(u_mw) + (u_mv)_{-1}w + \sum_{i=0}^{m-1} \binom{m}{i} (u_{i}v)_{m-i}w. \tag{2.26}\]

For \(0 \leq i \leq m-1\), using (2.23) (twice) we have

\[
(u_{i}v)_{m-i}w \in F_{r+s+k-m+1}.
\]

Thus

\[
u_m(v_{-1}w) + F_{r+s+k-m+1} = v_{-1}(u_mw) + (u_mv)_{-1}w + F_{r+s+k-m+1}. \tag{2.27}\]

This proves \(Y_\cdot(u,x) \in x^{-1}(\text{Der}(\text{gr}_E(V)))[x^{-1}]\). Therefore, \(\text{gr}_F(V)\) is a vertex Poisson algebra.

In the following, for each vertex algebra we construct a canonical decreasing sequence \(\mathcal{E} = \{E_n\}_{n \geq 0}\) which satisfies all the conditions assumed in Proposition 2.6.

**Definition 2.7.** Let \(V\) be a vertex algebra and let \(W\) be a \(V\)-module. Define a sequence \(\mathcal{E}_W = \{E_n(W)\}_{n \in \mathbb{Z}}\) of subspaces of \(W\), where for \(n \in \mathbb{Z}\), \(E_n(W)\) is linearly spanned by the vectors

\[
u_{-1-k_1-\cdots-k_r}w \tag{2.28}\]

for \(r \geq 1, u^{(1)}, \ldots, u^{(r)} \in V, w \in W, k_1, \ldots, k_r \geq 0\) with \(k_1 + \cdots + k_r \geq n\).

Our main task is to establish the properties (2.21) and (2.23) for the sequence \(\mathcal{E}\). The following are some immediate consequences:
Lemma 2.8. For any $V$-module $W$ we have

\[ E_n(W) \supset E_{n+1}(W) \quad \text{for any } n \in \mathbb{Z}, \]  
\[ E_n(W) = W \quad \text{for any } n \leq 0, \]  
\[ u_{-1-k}E_n(W) \subset E_{n+k}(W) \quad \text{for } u \in V, \ k \geq 0, \ n \in \mathbb{Z}. \]

The following gives a stronger spanning property for $E_n(W)$:

Lemma 2.9. Let $W$ be a $V$-module. For any $n \geq 1$, we have

\[ E_n(W) = \text{span}\{u_{-1-i}w \mid u \in V, \ i \geq 1, \ w \in E_{n-i}(W)\}. \]  
Furthermore, for $n \geq 1$, $E_n(W)$ is linearly spanned by the vectors

\[ u_{-k_1-1}^{(1)} \cdots u_{-k_r-1}^{(r)}w \]

for $r \geq 1$, $u^{(1)}, \ldots, u^{(r)} \in V$, $w \in W$, $k_1, \ldots, k_r \geq 1$ with $k_1 + \cdots + k_r \geq n$.

Proof. Notice that (2.33) follows from (2.32) and induction. Denote by $E'_n(W)$ the space on the right-hand side of (2.32). To prove (2.32), we need to prove that each spanning vector of $E_n(W)$ in (2.28) lies in $E'_n(W)$. Now we use induction on $r$. If $r = 1$, we have $k_1 \geq n \geq 1$ and $w \in W = E_{n-k_1}(W)$, so that $u_{-1-k_1}^{(1)}w \in E'_n(W)$. Assume $r \geq 2$. If $k_1 \geq 1$, we have

\[ u_{-1-k_1}^{(1)}u_{-1-k_2}^{(2)} \cdots u_{-1-k_r}^{(r)}w \in E'_n(W) \]

because $u_{-1-k_2}^{(2)} \cdots u_{-1-k_r}^{(r)}w \in E_{n-k_1}(W)$ with $k_2 + \cdots + k_r \geq n - k_1$. If $k_1 = 0$, we have $k_2 + \cdots + k_r \geq n$, so that $u_{-1-k_2}^{(2)} \cdots u_{-1-k_r}^{(r)}w \in E_n(W)$. By the inductive hypothesis, we have $u_{-1-k_2}^{(2)} \cdots u_{-1-k_r}^{(r)}w \in E'_n(W)$. Furthermore, for any $b \in V$, $k \geq 1$, $w' \in E_{n-k}(W)$, we have

\[ u_{-1}^{(1)}b_{-1-k}w' = b_{-1-k}u_{-1}^{(1)}w' + \sum_{i \geq 0} \binom{-1}{i}(u_{-1}^{(1)}b)_{-2-k-i}w'. \]

From definition we have $u_{-1}^{(1)}w' \in E_{n-k}(W)$, so that $b_{-1-k}u_{-1}^{(1)}w' \in E'_n(W)$. On the other hand, for $i \geq 0$, we have $w' \in E_{n-k}(W) \subset E_{n-k-i-1}(W)$, so that

\[ (u_{-1}^{(1)}b)_{-2-k-i}w' \in E'_n(W). \]

Therefore, $u_{-1}^{(1)}b_{-1-k}w' \in E'_n(W)$. This proves that $u_{-1-k_1}^{(1)}u_{-1-k_2}^{(2)} \cdots u_{-1-k_r}^{(r)}w \in E'_n(W)$, completing the induction. \( \square \)

We have the following special case of (2.21) and (2.28) for $\mathcal{E}$:
Lemma 2.10. Let $W$ be any $V$-module. For $a \in V$, $m, n \in \mathbb{Z}$, we have

$$a_mE_n(W) \subset E_{n-m-1}(W).$$  \hfill (2.34)

Furthermore,

$$a_mE_n(W) \subset E_{n-m}(W) \quad \text{for } m \geq 0. \quad \hfill (2.35)$$

Proof. By (2.31), (2.34) holds for $m \leq -1$. Assume $m \geq 0$. Since $E_{n-m}(W) \subset E_{n-m-1}(W)$ it suffices to prove (2.35). We now prove the assertion by induction on $n$. If $n \leq 0$, we have $E_{n-m}(W) = W$ (because $n - m \leq 0$), so that $a_mE_n(W) \subset W = E_{n-m}(W)$. Assume $n \geq 1$. From (2.32), $E_n(W)$ is spanned by the vectors $u_{-1-k}w$ for $u \in V$, $k \geq 1$, $w \in E_{n-k}(W)$. Let $u \in V$, $k \geq 1$, $w \in E_{n-k}(W)$. In view of Borcherds’ commutator formula we have

$$a_mu_{-1-k}w = u_{-1-k}a_mw + \sum_{i \geq 0} \binom{m}{i}(a_iu)_{m-k-i-1}w.$$  

Since $w \in E_{n-k}(W)$ with $n - k < n$, from inductive hypothesis we have

$$a_mw \in E_{n-k-m}(W),$$

$$(a_iu)_{m-k-i-1}w \in E_{n-m+i}(W) \subset E_{n-m}(W) \quad \text{for } i \geq 0.$$  

Furthermore, using inductive hypothesis and Lemma 2.8 we have

$$u_{-1-k}a_mw \in u_{-1-k}E_{n-k-m}(W) \subset E_{n-m}(W).$$

Therefore, $a_mu_{-1-k}w \in E_{n-m}(W)$. This proves $a_mE_n(W) \subset E_{n-m}(W)$, completing the induction and the whole proof.

Now we have the following general case:

Proposition 2.11. Let $W$ be a $V$-module and let $u \in E_r(V)$, $w \in E_s(W)$ with $r, s \in \mathbb{Z}$. Then

$$u_nw \in E_{r+s-n-1}(W) \quad \text{for } n \in \mathbb{Z}. \quad \hfill (2.36)$$

Furthermore, we have

$$u_nw \in E_{r+s-n}(W) \quad \text{for } n \geq 0. \quad \hfill (2.37)$$

Proof. We are going to use induction on $r$. By Lemma 2.10 we have $u_nw \in E_{s-n-1}(W)$. If $r \leq 0$, we have $r + s - n - 1 \leq s - n - 1$, so that $u_nw \in E_{s-n-1}(W) \subset E_{r+s-n-1}(W)$. Assume $r \geq 0$ and $u \in E_{r+1}(V)$. In view of (2.32) it suffices to
consider \( u = a_{-i}b \) for some \( a \in V, \ 0 \leq i \leq r, \ b \in E_{r-i}(V) \). By the iterate formula \((2.2)\) we have

\[
(a_{-i}b)_n w = \sum_{j \geq 0} (-1)^j \binom{-i}{j} (a_{-i-j}b_{n+j}w - (-1)^j b_{n-2-i-j}a_j w).
\]\\(2.38)\\

If \( n \geq 0 \), using the inductive hypothesis (with \( b \in E_{r-i}(V) \)) and Lemma \((2.10)\) we have

\[
a_{-i-j}b_{n+j}w \in a_{-i-j}E_{r-i+s-n-j}(W) \subset E_{r+1+s-n}(W),
b_{n-2-i-j}a_j w \in b_{n-2-i-j}E_{s-j}(W) \subset E_{r+1+s-n}(W),
\]

from which we have that \((a_{-i}b)_n w \in E_{r+1+s-n}(W)\). If \( n \leq -1 \), we have

\[
a_{-i-j}b_{n+j}w \in a_{-i-j}E_{r-i+s-n-j-1}(W) \subset E_{r+s-n}(W),
b_{n-2-i-j}a_j w \in b_{n-2-i-j}E_{s-j}(W) \subset E_{r+1+s-n}(W) \subset E_{r+s-n}(W),
\]

so that \((a_{-i}b)_n w \in E_{r+s-n}(W) = E_{(r+1+s)-n-1}(W)\). This concludes the proof. \(\square\)

Combining Propositions \((2.6)\) and \((2.11)\) we immediately have:

**Theorem 2.12.** Let \( V \) be any vertex algebra and let \( \mathcal{E} = \{E_n(V)\} \) be the decreasing sequence defined in Definition \((2.7)\) for \( V \). Set

\[
gr_{\mathcal{E}}(V) = \prod_{n \geq 0} E_n/E_{n+1}.
\]\\(2.39)\\

Then \( gr_{\mathcal{E}}(V) \) equipped with the multiplication defined by

\[
(a + E_{r+1})(b + E_{s+1}) = a_{-1}b + E_{r+s+1}
\]\\(2.40)\\
is a commutative and associative \( \mathbb{N} \)-graded algebra with \( 1 + E_1 \in E_0/E_1 \) as identity and with a derivation \( \partial \) defined by

\[
\partial(u + E_{n+1}) = D(u) + E_{n+2} \quad \text{for } u \in E_n, \ n \in \mathbb{N}.
\]\\(2.41)\\

Furthermore, \( gr_{\mathcal{E}}(V) \) is a vertex Poisson algebra where

\[
Y_-(a + E_{r+1}, x)(b + E_{s+1}) = \sum_{n \geq 0} (u_n v + E_{r+s-n+1})x^{-n-1}
\]\\(2.42)\\

for \( a \in E_r, \ b \in E_s \) with \( r, s \in \mathbb{N} \).
Proposition 2.13. Let $W$ be any $V$-module and $\mathcal{E}_W$ the decreasing sequence defined in Definition 2.7 for $W$. Then the associated graded vector space $\text{gr}_{\mathcal{E}}(W) = \bigsqcup_{n \geq 0} E_n(W) / E_{n+1}(W)$ is naturally a module for the vertex Poisson algebra $\text{gr}_{\mathcal{E}}(V)$ with

$$(v + E_{r+1}(V)) \cdot (w + E_{s+1}(W)) = v_{-1}w + E_{r+s+1}(W),$$

(2.43)

$$Y_-(v + E_{r+1})(w + E_{s+1}(W)) = \sum_{n \geq 0} (v_n w + E_{r+s-n+1}) x^{-n-1}$$

(2.44)

for $v \in E_r(V)$, $w \in E_s(W)$.

Proof. With the properties (2.36) and (2.37) the actions given by (2.43) and (2.44) are well defined. Clearly, $1 + E_1$ acts on $\text{gr}_{\mathcal{E}}(W)$ as identity and we have

$$(u + E_{r+1}(V)) \cdot ((v + E_{s+1}(V)) \cdot (w + E_{k+1}(W))) = u_{-1}v_{-1}w + E_{r+s+k+1}(W).$$

By the iterate formula (2.2) we have

$$(u_{-1}v)_{-1}w = \sum_{i \geq 0} (u_{-1-i}v_{-1+i}w + v_{-2-i}u_i w),$$

where for $i \geq 1$, using (2.36) and (2.37) we have

$$u_{-1-i}v_{-1+i}w \in u_{-1-i}E_{s+k+1-i}(W) \subset E_{r+s+k+1}(W)$$

and for $i \geq 0$, similarly we have

$$v_{-2-i}u_i w \in v_{-2-i}E_{s+k-i}(W) \subset E_{r+s+k+1}(W).$$

Thus

$$(u_{-1}v)_{-1}w \in u_{-1}v_{-1}w + E_{r+s+k+1}(W).$$

This proves that $\text{gr}_{\mathcal{E}}(W)$ is a module for $\text{gr}_{\mathcal{E}}(V)$ as an associative algebra. It is straightforward to check that it is a module for the vertex Lie algebra. Other properties are clear from the proof of Proposition 2.6. \hfill \Box

Notice that so far we have not excluded the possibility that the associated sequence $\mathcal{E}_V$ is trivial in the sense that $E_n(V) = V$ for all $n \geq 0$. Indeed, as we shall see in the next section, for some vertex algebras the associated sequence $\mathcal{E}$ is trivial.

Nevertheless, we have:

Lemma 2.14. Let $V = \bigsqcup_{n \geq 0} V(n)$ be an $\mathbb{N}$-graded vertex algebra and $\mathcal{E} = \{E_n\}$ be the decreasing sequence defined in Definition 2.7 for $V$. Then

$$E_n(V) \subset \bigsqcup_{m \geq n} V(m) \quad \text{for } n \geq 0.$$

(2.45)

Furthermore, the associated decreasing sequence $\mathcal{E} = \{E_n\}$ for $V$ is a filtration, i.e.,

$$\cap_{n \geq 0} E_n(V) = 0.$$

(2.46)
Proof. By definition we have $E_0 = V = \bigcup_{n \geq 0} V(n)$. For $n \geq 1$, recall that $E_n$ is linearly spanned by the vectors

$$u_{1-k_1}^{(1)} \cdots u_{1-k_r}^{(r)} v$$

for $r \geq 1$, $u^{(1)}, \ldots, u^{(r)}, v \in V$, $k_1, \ldots, k_r \geq 1$ with $k_1 + \cdots + k_r \geq n$. If the vectors $u^{(1)}, \ldots, u^{(r)}, v$ are homogeneous, we have

$$\text{wt}\left(u_{1-k_1}^{(1)} \cdots u_{1-k_r}^{(r)} v\right) = \text{wt}\left(u^{(1)} + k_1 + \cdots + \text{wt}\left(u^{(r)} + k_r + \text{wt}\left(v \geq k_1 + \cdots + k_r \geq n.\right.\right.\right.\right.\right.$$

This proves (2.45) for $n \geq 1$. Clearly, each subspace $E_n$ of $V$ is graded. From (2.45) we immediately have (2.46).

In the next section we shall generalize Lemma 2.14 from an $\mathbb{N}$-graded vertex algebra to a lower truncated $\mathbb{Z}$-graded vertex algebra by using a relation between the decreasing sequence $E$ and a sequence introduced by Zhu.

### 3 The relation between the sequences $E$ and $C$

In this section we first recall the sequence $C$ introduced by Zhu and we then give a relation between the two decreasing sequences $E$ and $C$. We show that if $V$ is a lower truncated $\mathbb{Z}$-graded vertex algebra, then both sequences are decreasing filtrations of $V$.

The following definition is (essentially) due to Zhu ([Z1,2]):

**Definition 3.1.** Let $V$ be a vertex algebra and $W$ a $V$-module. For any $n \geq 2$ we define $C_n(W)$ to be the subspace of $W$, linearly spanned by the vectors $v_{-n} w$ for $v \in V$, $w \in W$. A $V$-module $W$ is said to be $C_n$-cofinite if $W/C_n(W)$ is finite-dimensional. In particular, if $V/C_n(V)$ is finite-dimensional, we say that the vertex algebra $V$ is $C_n$-cofinite.

The following are easy consequences:

**Lemma 3.2.** Let $V$ be any vertex algebra, let $W$ be a $V$-module and let $n \geq 2$. Then

$$C_m(W) \subset C_n(W) \quad \text{for } m \geq n,$$

$$u_{-k} C_n(W) \subset C_n(W) \quad \text{for } u \in V, \quad k \geq 0,$$

$$u_{-n} v_{-k} w \equiv v_{-k} u_{-n} w \mod C_{n+k}(W) \quad \text{for } u, v \in V, \quad w \in W, \quad k \geq 0. \quad (3.3)$$

**Proof.** For $v \in V$, $r \geq 2$ we have $v_{-r-1} = \frac{1}{r}(Dv)_{-r}$. From this we immediately have $C_{r+1}(W) \subset C_r(W)$ for $r \geq 2$, which implies (3.1). Let $u, v \in V$, $w \in W$, $k \geq 0$. Using the commutator formula (2.1) and (3.1) we have

$$u_{-k} v_{-n} w = v_{-n} u_{-k} w + \sum_{i \geq 0} \binom{k}{i} (u_i v)_{-k-n-i} w \in C_n(W),$$
proving that \( u_{-k}C_n(W) \subset C_n(W) \). We also have
\[
u_{-n}v_{-k}w - v_{-k}u_{-n}w = \sum_{i \geq 0} \binom{-n}{i} (u_i v)_{-n-k-i} w \in C_{n+k}(W),
\]
proving \( (3.3) \).

We also have the following more technical results:

**Lemma 3.3.** Let \( V \) be any vertex algebra, let \( W \) be a \( V \)-module and let \( k \geq 2 \). Then
\[
u_{-k}C_k(W) \subset C_{k+1}(W) \quad \text{for } u \in V.
\]

**Proof.** For \( u, v \in V, w \in W \), in view of the iterate formula \( (2.2) \) we have
\[
(u_{-1}v)_{-2k+1}w = \sum_{i \geq 0} (u_{-1-i}v_{-2k+1+i}w + v_{-2k-i}u_i w).
\]

Now we examine each term in \( (3.5) \). Notice that \( (u_{-1}v)_{-2k+1}w \in C_{k+1}(W) \) as \(-2k + 1 \leq -k - 1\) and that \( v_{-2k-i}u_i w \in C_{k+1}(W) \) for \( i \geq 0 \) as \(-2k - i \leq -k - 1\). If \( i \geq k \), we have \(-1 - i \leq -k - 1\), so that \( u_{-1-i}v_{-2k+1+i}w \in C_{k+1}(W) \). For \( 0 \leq i \leq k-2 \), we have \(-2k + 1 + i \leq -k - 1\), so that \( v_{-2k+1+i}w \in C_{k+1}(W) \). Then by Lemma \( 3.2 \) we have \( u_{-1-i}v_{-2k+1+i}w \in C_{k+1}(W) \) for \( 0 \leq i \leq k-2 \). Therefore, the only remaining term \( u_{-k}v_{-k}w \) in \( (3.5) \) must also lie in \( C_{k+1}(W) \). This proves \( u_{-k}C_k(W) \subset C_{k+1}(W) \).

**Proposition 3.4.** Let \( V \) be any vertex algebra, let \( W \) be a \( V \)-module and let \( n \) be any nonnegative integer. Then
\[
u_{-k_1}^{(1)} \cdots u_{-k_r}^{(r)} w \in C_{n+2}(W)
\]
for \( r \geq 2^n \), \( u^{(1)}, \ldots, u^{(r)} \in V, w \in W, k_1, \ldots, k_r \geq 2 \).

**Proof.** Since \( u_{-r}C_{n+2}(W) \subset C_{n+2}(W) \) for \( u \in V, i \geq 0 \) (by Lemma \( 3.2 \)), it suffices to prove the assertion for \( r = 2^n \). Also, since \( u_{-k} = \frac{1}{(k-1)!} (D^{k-2}u)_{-2} \) for \( u \in V, k \geq 2 \), it suffices to prove the assertion for \( k_1 = \cdots = k_r = 2 \). We are going to use induction on \( n \). If \( n = 0 \), by definition we have \( v_{-2}w \in C_2(W) \) for \( v \in V, w \in W \). Assume the assertion holds for \( n = p \), some nonnegative integer. Assume that \( r = 2^{p+1} \) and set \( s = 2^p \). Let \( u^{(1)}, \ldots, u^{(r)} \in V, w \in W \). By inductive hypothesis we have
\[
u_{-2}^{(s+1)} \cdots u_{-2}^{(r)} w \in C_{p+2}(W),
\]
so that
\[
u_{-2}^{(1)} \cdots u_{-2}^{(r)} w \in u_{-2}^{(1)} \cdots u_{-2}^{(s)} C_{p+2}(W).
\]
Consider a typical spanning vector $a_{-p-2}w'$ of $C_{p+2}(W)$ for $a \in V$, $w' \in W$. Using (3.12) and (3.2) we have

$$u^{(1)}_{-2} \cdots u^{(s)}_{-2} a_{-p-2}w' \equiv a_{-p-2} u^{(1)}_{-2} \cdots u^{(s)}_{-2} w' \mod C_{p+4}(W). \tag{3.8}$$

Furthermore, by inductive hypothesis, we have

$$u^{(1)}_{-2} \cdots u^{(s)}_{-2} w' \in C_{p+2}(W),$$

which together with Lemma 3.3 gives

$$a_{-p-2} u^{(1)}_{-2} \cdots u^{(s)}_{-2} w' \in a_{-p-2} C_{p+2}(W) \subset C_{p+3}(W). \tag{3.9}$$

Thus by (3.8) we have

$$u^{(1)}_{-2} \cdots u^{(s)}_{-2} a_{-p-2} w' \in C_{p+3}(W),$$

proving that

$$u^{(1)}_{-2} \cdots u^{(s)}_{-2} C_{p+2}(W) \subset C_{p+3}(W). \tag{3.10}$$

Therefore, by (3.7) we have

$$u^{(1)}_{-2} \cdots u^{(r)}_{-2} w \in C_{p+3}(W).$$

This finishes the induction steps and completes the proof. \qed

The relation between the two decreasing sequences \{E_n(W)\} and \{C_n(W)\} is described as follows:

**Theorem 3.5.** Let $W$ be any module for vertex algebra $V$ and let $\mathcal{E}_W = \{E_n(W)\}$ be the associated decreasing sequence. Then for any $n \geq 2$,

$$C_n(W) \subset E_{n-1}(W), \tag{3.11}$$

$$E_m(W) \subset C_n(W) \quad \text{whenever } m \geq (n-2)2^{n-2}. \tag{3.12}$$

Furthermore,

$$\cap_{n \geq 0} E_n(W) = \cap_{n \geq 0} C_{n+2}(W). \tag{3.13}$$

**Proof.** From the definitions of $C_n(W)$ and $E_{n-1}(W)$ we immediately have $C_n(W) \subset E_{n-1}(W)$. Consider a generic spanning element of $E_m(W)$:

$$X = u^{(1)}_{-1-k_1} \cdots u^{(r)}_{-1-k_r} w$$

where $r \geq 1$, $u^{(1)}, \ldots, u^{(r)} \in V$, $w \in W$, $k_1, \ldots, k_r \geq 1$ with $k_1 + \cdots + k_r \geq m$. If $k_i \geq n-1$ for some $i$, by (3.1) we have $u^{(i)}_{-1-k_i} w \subset C_{-1-k_i}(W) \subset C_n(W)$ and then by (3.2) we have $X \in C_n(W)$. If $r \geq 2^{n-2}$, by Proposition 3.3 $X \in C_n(W)$. Since $k_1 + \cdots + k_r \geq m \geq (n-2)2^{n-2}$, we have either $k_i \geq n-1$ for some $i$ or $r \geq 2^{n-2}$. Therefore, $X \in C_n(W)$ whenever $m \geq (n-2)2^{n-2}$. This proves (3.12). Combining (3.12) and (3.11) we have (3.13). \qed
Corollary 3.6. For any vertex algebra $V$ and any $V$-module $W$, we have

$$E_1(W) = C_2(W), \quad E_2(W) = C_3(W).$$  \hspace{1cm} (3.14)

Proof. By (3.11) we have $C_2(W) \subset E_1(W)$ and $C_3(W) \subset E_2(W)$. On the other hand, by (3.12) with $m = 1, n = 2$ we have $E_1(W) \subset C_2(W)$ and by (3.12) with $m = 2, n = 3$ we have $E_2(W) \subset C_3(W)$.

Recall the following result of Zhu [Z1,2]:

Proposition 3.7. Let $V$ be any vertex algebra. Then $V/C_2(V)$ is a Poisson algebra with

$$\bar{u} \cdot \bar{v} = u_{-1}v, \quad [\bar{u}, \bar{v}] = u_0v \quad \text{for } u, v \in V,$$

where $\bar{u} = u + C_2(V)$, and with $1 + C_2(V)$ as the identity element.

It is clear that the degree zero subspace $E_0/E_1$ of $\text{gr}_e(V)$ is a Poisson algebra where

$$(u + E_1)(v + E_1) = u_{-1}v + E_1, \quad [u + E_1, v + E_1] = u_0v + E_1$$

for $u, v \in V$. With $E_0(V) = V$ and $E_1(V) = C_2(V)$, we see that this Poisson algebra is nothing but the Zhu’s Poisson algebra $V/C_2(V)$.

Thus we have:

Proposition 3.8. Let $V$ be any vertex algebra. The degree zero subspace $\text{gr}_e(V)(0) = E_0(V)/E_1(V)$ of the $\mathbb{N}$-graded vertex Poisson algebra $\text{gr}_e(V)$ is naturally a Poisson algebra which coincides with the Zhu’s Poisson algebra $V/C_2(V) = E_0/E_1$.

The following result generalizes the result of Lemma 2.14:

Proposition 3.9. Let $V = \bigoplus_{n \geq 1} V(n)$ be a lower truncated $\mathbb{Z}$-graded vertex algebra. Then

$$C_n(V) \subset \bigoplus_{k \geq 2t+n-1} V(k)$$

for $n \geq 2$. Furthermore,

$$E_m(V) \subset \bigoplus_{k \geq 2t+n-1} V(k) \quad \text{whenever } m \geq (n - 2)2^{n-2},$$

$$\cap_{n \geq 0} E_n(V) = \cap_{n \geq 2} C_n(V) = 0.$$
Proof. For homogeneous vectors \(u, v \in V\) and for any \(n \geq 2\) we have
\[
\text{wt } (u_n v) = \text{wt } u + \text{wt } v + n - 1 \geq 2t + n - 1.
\]

In view of this we have
\[
C_n(V) \subset \bigcap_{k \geq 2t+n-1} V(k)
\]
for \(n \geq 2\). This proves (3.16), from which we immediately have that \(\cap_{n \geq 0} C_{n+2}(V) = 0\). Using Theorem 3.5 we obtain (3.17) and (3.18).

For the rest of this section, we consider vertex algebras whose associated decreasing sequence \(E\) is trivial.

First we have:

**Lemma 3.10.** Let \(V\) be a vertex algebra and let \(W\) be a \(V\)-module. If \(W = C_2(W)\), then
\[
E_n(W) = C_{n+2}(W) = W \quad \text{for all } n \geq 0.
\]

**Proof.** Since \(W = C_2(W)\), we have \(E_1(W) = C_2(W) = W\). Assume that \(E_k(W) = W\) for some \(k \geq 1\). Then
\[
v_{-2}W = v_{-2}E_k(W) \subset E_{k+1}(W) \quad \text{for } v \in V.
\]

From this we have \(W = C_2(W) \subset E_{k+1}(W)\), proving \(E_{k+1}(W) = W\). By induction, we have \(E_n(W) = W\) for all \(n \geq 0\). In view of Theorem 3.5 we have \(C_n(W) = W\) for all \(n \geq 2\).

Suppose that \(V\) is a vertex algebra such that \(C_2(V) = V\). By Lemma 3.10 we have \(C_{n+2}(V) = V\) for \(n \geq 0\), so that \(V = \cap_{n \geq 0} C_{n+2}(V)\). Furthermore, if there exists a lower truncated \(\mathbb{Z}\)-grading \(V = \bigcup_{n \in \mathbb{Z}} V(n)\) with which \(V\) becomes an \(\mathbb{Z}\)-graded vertex algebra, by (3.18) (Proposition 3.9) we have \(\cap_{n \geq 0} C_{n+2}(V) = 0\), so that \(V = \cap_{n \geq 0} C_{n+2}(V) = 0\). Therefore we have proved:

**Proposition 3.11.** Let \(V\) be a nonzero vertex algebra such that \(C_2(V) = V\). Then there does not exist a lower truncated \(\mathbb{Z}\)-grading \(V = \bigcup_{n \in \mathbb{Z}} V(n)\) with which \(V\) becomes an \(\mathbb{Z}\)-graded vertex algebra.

From [B] and [FLM], associated to any nondegenerate even lattice \(L\) of finite rank, we have a vertex algebra \(V_L\). Furthermore, \(V_L\) is a vertex operator algebra if and only if \(L\) is positive-definite in the sense that \(\langle \alpha, \alpha \rangle > 0\) for \(0 \neq \alpha \in L\). In this case, \(V_L\) is \(\mathbb{N}\)-graded by \(L(0)\)-weight (with 1-dimensional weight-zero subspace), so that Lemma 2.14 (and Proposition 3.9) applies to \(V_L\). On the other hand, we have:
Proposition 3.12. Let $L$ be a finite rank nondegenerate even lattice that is not positive-definite and let $V_L$ be the associated vertex algebra. Then $C_{n+2}(V_L) = E_n(V_L) = V_L$ for $n \geq 0$. Furthermore, there does not exist a lower truncated $\mathbb{Z}$-grading on $V_L$ with which $V_L$ becomes a lower truncated $\mathbb{Z}$-graded vertex algebra.

Proof. First we show that there exists $\alpha \in L$ such that $\langle \alpha, \alpha \rangle < 0$. Since $L$ is not positive-definite, there exists $0 \neq \beta \in L$ such that $\langle \beta, \beta \rangle \leq 0$. If $\langle \beta, \beta \rangle \neq 0$, that is, $\langle \beta, \beta \rangle < 0$, then we can simply take $\alpha = \beta$. Suppose $\langle \beta, \beta \rangle = 0$. Since $L$ is nondegenerate, there exists $\gamma \in L$ such that $\langle \gamma, \beta \rangle \neq 0$. For $m \in \mathbb{Z}$, we have

$$\langle \gamma + m\beta, \gamma + m\beta \rangle = \langle \gamma, \gamma \rangle + 2m\langle \gamma, \beta \rangle.$$  

We see that $\langle \gamma + m\beta, \gamma + m\beta \rangle < 0$ for some $m$. Then we can take $\alpha = \gamma + m\beta$ with the desired property.

Let $\alpha \in L$ be such that $\langle \alpha, \alpha \rangle < 0$ and set $\langle \alpha, \alpha \rangle = -2k$ with $k \geq 1$. Using the explicit expression of the vertex operators in [FLM], we have $(e^{\alpha})_{-2k-1}e^{-\alpha} = 1$, so that $1 \in C_{2k+1}(V_L) \subset C_2(V_L)$. Then $v = v_{-1}1 \in C_2(V_L)$ for $v \in V_L$. Thus $C_2(V_L) = V_L$. By Lemma 3.10 we have $C_{n+2}(V_L) = E_n(V_L) = V_L$ for $n \geq 0$. The last assertion follows immediately from Proposition 3.11. \hfill \Box

4 Generating subspaces of vertex algebras

In this section we shall use the differential algebra structure on $\text{gr}_E(V)$ to study certain kinds of generating subspaces of lower truncated $\mathbb{Z}$-graded vertex algebras.

First we prove the following results for classical algebras:

Lemma 4.1. Let $(A, \partial)$ be an $\mathbb{N}$-graded (unital) differential algebra such that $(\partial A)A = A_+$, where

$$A_+ = \prod_{n \geq 1} A_{(n)}. \quad (4.1)$$

Let $S$ be a generating subspace of $A_{(0)}$ as an algebra. Then $A$ is linearly spanned by the vectors

$$\partial^{n_1}(a_1) \cdots \partial^{n_r}(a_r) \quad (4.2)$$

for $r \geq 0$, $n_1 \geq n_2 \geq \cdots \geq n_r \geq 0$, $a_1, \ldots, a_r \in S$, or equivalently, $S$ generates $A$ as a differential algebra. In particular, $A_{(0)}$ generates $A$ as a differential algebra. Furthermore, $A$ is linearly spanned by the vectors

$$\partial^{n_1}(a_1) \cdots \partial^{n_r}(a_r) \quad (4.3)$$

for $r \geq 1$, $n_1 > n_2 > \cdots > n_r \geq 0$, $a_1, \ldots, a_r \in A_{(0)}$. 
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Proof. First, we show that $A$ as a differential algebra is generated by $A(0)$. Let $A'$ be the differential subalgebra of $A$, generated by $A(0)$. We are going to show (by induction) that $\prod_{n=0}^{k} A(n) \subset A'$ for all $k \geq 0$. From definition, we have $A(0) \subset A'$. Assume that $\prod_{n=0}^{k} A(n) \subset A'$ for some $k \geq 0$. Consider the subspace $A(k+1)$ of $A$. From our assumption, we have

$$A(k+1) \subset A_+ = A\partial A,$$

so $A(k+1)$ is linearly spanned by the vectors $a\partial b$ for $a \in A(r)$, $b \in A(s)$ with $r+s+1 = k+1$. For any $a \in A(r)$, $b \in A(s)$ with $r+s+1 = k+1$, since $r, s \leq k$ (with $r, s \geq 0$), by the inductive hypothesis, we have $a, b \in A'$. Consequently, $a\partial b \in A'$. Thus $A(k+1) \subset A'$. This proves that $\prod_{n=0}^{k} A(n) \subset A'$ for all $k \geq 0$. Therefore, we have $A = A'$, proving that $A$ as a differential algebra is generated by $A(0)$. It follows that if $S$ generates $A(0)$ as an algebra, then $S$ generates $A$ as a differential algebra.

For a positive integer $n$, let $A''(n)$ be the subspace of $A(n)$ spanned by the vectors

$$\partial^{k_1}(a_1) \cdots \partial^{k_r}(a_r)b,$$

for $r \geq 1$, $k_1 > k_2 > \cdots > k_r \geq 1$, $a_1, \ldots, a_r, b \in A(0)$ with $k_1 + \cdots + k_r = n$. We must prove $A''(n) = A''(n)$ for all $n \geq 1$.

For a positive integer $n$, denote by $P_n$ the set of partitions of $n$. We now endow $P_n$ with the reverse order of the lexicographic order on $P_n$. Set $P = \cup_{n \geq 1} P_n$. For $\alpha \in P_m$, $\beta \in P_n$, combining $\alpha$ and $\beta$ together we get a partition of $m+n$, which we denote by $\alpha * \beta$. Clearly, this defines an abelian semigroup structure on $P$. Furthermore, for $\alpha, \beta \in P_n$, $\gamma \in P$, if $\alpha > \beta$, then $\alpha * \gamma > \beta * \gamma$. That is, the order is compatible with the multiplication.

For $\alpha \in P_n$, define $A''(n)$ to be the linear span of the vectors

$$\partial^{k_1}(a_1) \cdots \partial^{k_r}(a_r)b$$

for $r \geq 1$, $k_1 \geq k_2 \geq \cdots \geq k_r \geq 1$, $a_1, \ldots, a_r, b \in A(0)$ with $k_1 + \cdots + k_r = n$ and $(k_1, \ldots, k_r) \leq \alpha$. Since $A(0)$ generates $A$ as a differential algebra, $\{A''(n)\}$ is a (finite) increasing filtration of $A(n)$.

For $a, b \in A(0)$ and $k \geq 1$, we have

$$\partial^{2k}(ab) = \sum_{i=0}^{2k} \binom{2k}{i} \partial^{2k-i}(a)\partial^{i}(b),$$

which can be rewritten as

$$\binom{2k}{k} \partial^{k}(a)\partial^{k}(b)$$

$$= \partial^{2k}(ab) - \partial^{2k}(a)b - \partial^{2k}(b)a - \sum_{i=1}^{k-1} \binom{2k}{i} \left(\partial^{2k-i}(a)\partial^{i}(b) + \partial^{i}(a)\partial^{2k-i}(b)\right).$$

(4.5)
We see that \((k, k) > (2k), (2k - i, i)\) for \(1 \leq i \leq k - 1\).

Now consider a typical element of \(A_n^\alpha\)

\[
X = \partial^{k_1}(a_1) \cdots \partial^{k_r}(a_r)b
\]

for \((k_1, \ldots, k_r) \in P_n, a_1, \ldots, a_r, b \in A_{(0)}\) with \((k_1, \ldots, k_r) \leq \alpha\). If all \(k_1 > k_2 > \cdots > k_r\), then \(X \in A_{(n)}^\alpha\). Otherwise, using (4.5) we see that

\[
X \in \sum_{\beta < \alpha} A_{(n)}^\beta.
\]

Now it follows immediately from induction that \(A_{(n)} = A_{(n)}^\alpha\).

**Lemma 4.2.** Let \(V\) be a vertex algebra and let \(A = \text{gr}_\mathcal{E}(V)\) be the vertex Poisson algebra, obtained in Theorem 2.12, which is in particular an \(\mathbb{N}\)-graded (unital) differential algebra. Then \(A_+ = A\partial A\). Furthermore, for any \(V\)-module \(W\), the associated graded vector space \(\text{gr}_\mathcal{E}(W)\) is an \(A\)-module with

\[
(u + E_{m+1}(V)) \cdot (w + E_{n+1}(W)) = u_{-1}w + E_{m+n+1}(W)
\]

for \(u \in E_m(V), w \in E_n(W)\) with \(m, n \in \mathbb{N}\), and \(\text{gr}_\mathcal{E}(W)\) as an \(A\)-module is generated by \(E_0(W)/E_1(W)\), i.e.,

\[
\text{gr}_\mathcal{E}(W) = A(E_0(W)/E_1(W)).
\]

**Proof.** We have \(A = \bigsqcup_{n \in \mathbb{N}} A_{(n)}\), where \(A_{(n)} = E_n/E_{n+1}\) for \(n \in \mathbb{N}\). For \(n \geq 1\), from Lemma 2.8, \(E_n\) is linearly spanned by the vectors \(u_{-2-i}v \in E_n\) where \(u \in V, v \in E_{n-1-i}\) for \(0 \leq i \leq n - 1\), and furthermore, we have

\[
u_{-2-i}v + E_{n+1} = \frac{1}{(i+1)!}(D^{i+1}u)_{-1}v + E_{n+1}
\]

\[
= \frac{1}{(i+1)!}(D^{i+1}u + E_{i+2})(v + E_{n-i})
\]

\[
= \frac{1}{(i+1)!}A^{i+1}(u + E_1)(v + E_{n-i})
\]

\[
\in A\partial A,
\]

noticing that for any \(r \in \mathbb{Z}\), \(DE_r \subset E_{r+1}\) from the definition of \(D\) and Lemma 2.11.

This proves \(E_n/E_{n+1} \subset A\partial A\) for \(n \geq 1\), so that \(A_+ \subset A\partial A\). We also have that \(A\partial A \subset AA_+ \subset A_+\). Therefore, \(A\partial A = A_+\).

For a \(V\)-module \(W\), from Proposition 2.13, \(\text{gr}_\mathcal{E}(W)\) is a module for \(\text{gr}_\mathcal{E}(V)\) as an algebra. We must prove that \(E_n(W)/E_{n+1}(W) \subset A(E_0(W)/E_1(W))\) for \(n \geq 1\).
By Lemma 2.8, $E_n(W)$ is linearly spanned by the subspaces $u_{-2-i}E_{n-1-i}(W)$ for $u \in V, 0 \leq i \leq n - 1$. For $w \in E_{n-1-i}(W)$, we have

$$u_{-2-i}w + E_{n+1}(W) = \frac{1}{(i+1)!}\partial^{i+1}(u + E_1)(w + E_{n-i}(W)).$$

Then it follows immediately from induction.

Combining Lemmas 4.1 and 4.2 we immediately have:

**Corollary 4.3.** Let $V$ be a vertex algebra and let $\text{gr}_E(V)$ be the vertex Poisson algebra obtained in Theorem 2.12. Then $\text{gr}_E(V)$ is linearly spanned by the vectors

$$\partial^{k_1}(v^{(1)} + E_1) \cdots \partial^{k_r}(v^{(r)} + E_1)$$

for $r \geq 1$, $v^{(i)} \in V$, $k_1 > \cdots > k_r \geq 0$. In particular, $\text{gr}_E(V)$ as a differential algebra is generated by the subspace $E_0/E_1 (= V/C_2(V))$.

The following result generalizes a theorem of [GN] (see also [NT]):

**Proposition 4.4.** Let $V$ be any vertex algebra. If $V$ is $C_2$-cofinite, then $V$ is $E_n$-cofinite and $C_{n+2}$-cofinite for any $n \geq 0$.

*Proof.* Since $\dim V/C_2 < \infty$, it follows from Corollary 4.3 that for each $n \geq 0$, the degree $n$ subspace $E_n/E_{n+1}$ of $\text{gr}_E(V)$ is finite dimensional. Consequently, $\dim V/E_n = \dim E_0/E_n < \infty$ for all $n \geq 0$. For any $n \geq 2$, by (3.17) we have $E_m \subset C_n$ for $m = (n-2)2^{n-2}$. Then $\dim V/C_n \leq \dim V/E_m < \infty$. \[\square\]

Furthermore we have (cf. [Bu1,2]):

**Proposition 4.5.** Let $V$ be any vertex algebra and $W$ any $V$-module. If $V$ and $W$ are $C_2$-cofinite, then $W$ is $C_n$-cofinite for all $n \geq 2$.

*Proof.* In the proof of Proposition 4.4, we showed that $\text{gr}_E(V)$ is an $\mathbb{N}$-graded differential algebra with finite-dimensional homogeneous subspaces. Since $\dim W/C_2(W) < \infty$, it follows from (4.7) that all the homogeneous subspaces of $\text{gr}_E(W)$ are finite-dimensional. The same argument of Proposition 4.4 shows that $W$ is $C_n$-cofinite for all $n \geq 2$. \[\square\]

**Remark 4.6.** It has been proved in [Bu1] and [NT] that if $V$ is a vertex operator algebra with nonnegative weights and with $V_{(0)} = \mathbb{C}1$ and if $V$ is $C_2$-cofinite, then any irreducible $V$-module $W$ is $C_n$-cofinite for all $n \geq 2$.

The following result generalizes a theorem of [NG] (cf. [Bu1-2], [ABD]):
Theorem 4.7. Let $V = \bigsqcup_{n \geq 1} V(n)$ be any lower truncated $\mathbb{Z}$-graded vertex algebra such as a vertex operator algebra in the sense of [FLM] and [FHL]. Then for any graded subspace $U$ of $V$, $V = U + C_2(V)$ if and only if $V$ is linearly spanned by the vectors

$$u_{-n_1}^{(1)} \cdots u_{-n_r}^{(r)} 1$$

for $r \geq 0$, $n_1 > \cdots > n_r \geq 1$, $u^{(1)}, \ldots, u^{(r)} \in U$.

Proof. Assume that $V = U + C_2(V)$. Denote by $A$ the vertex Poisson algebra $\text{gr}_\mathcal{E}(V)$ obtained in Theorem 2.12. In particular, $A$ is an $\mathbb{N}$-graded (unital) differential algebra. Recall that $A = \bigsqcup_{n \in \mathbb{N}} A(n)$, where $A(n) = E_n/E_{n+1}$ for $n \in \mathbb{N}$.

Let $K$ be the subspace of $V$, spanned by those vectors in (4.9). Clearly, $K$ is a graded subspace. For $m \geq 0$, set $K_m = K \cap E_m$. For any linear operator $F$ on a vector space and for any nonnegative integer $n$, we set $F^{(n)} = F^n/n!$. From Corollary 4.3, for any $m \geq 0$, $E_m/E_{m+1}$ is linearly spanned by the vectors

$$\partial^{(k_1)}(u^{(1)} + E_1) \cdots \partial^{(k_r)}(u^{(r)} + E_1)$$

for $r \geq 1$, $u^{(i)} \in U$, $k_1 > k_2 > \cdots > k_r \geq 0$ with $k_1 + \cdots + k_r = m$. By definition we have

$$\partial^{(k_1)}(u^{(1)} + E_1) \cdots \partial^{(k_r)}(u^{(r)} + E_1) = (D^{(k_1)}u^{(1)} + E_{k_1+1}) \cdots (D^{(k_r)}u^{(r)} + E_{k_r+1}) = u^{(1)}_{-1-k_1} \cdots u^{(r)}_{-1-k_r} 1 + E_{m+1}.$$  

It follows that $E_m = K_m + E_{m+1}$. Then

$$V = E_0 = K_0 + K_1 + \cdots + K_n + E_{n+1} \subset K + E_{n+1}$$

for any $n \geq 0$. Since $K$ and $E_{n+1}$ are graded subspaces and since $E_m \subset \bigsqcup_{k \geq 2t+n-1} V(k)$ for $m \geq (n-2)2^n$ by (4.17), we must have

$$V = K = K_0 + K_1 + K_2 + \cdots,$$

proving the desired spanning property.

Conversely, assume the spanning property. Notice that if $r \geq 2$, we have $n_1 \geq 2$, so that $u_{-n_1}^{(1)} \cdots u_{-n_r}^{(r)} 1 \in C_2(V)$. If $n_r \geq 2$, we also have $u_{-n_1}^{(1)} \cdots u_{-n_r}^{(r)} 1 \in C_2(V)$. Then we get $V \subset U + C_2(V)$, proving $V = U + C_2(V)$. \hfill $\square$

By slightly modifying the proof of Theorem 4.7 we immediately obtain the following result (cf. [KL]):
Theorem 4.8. Let $V = \coprod_{n \geq 0} V_n$ be a lower truncated $\mathbb{Z}$-graded vertex algebra such as a vertex operator algebra in the sense of [FLM] and [FHL] and let $S$ be a graded subspace of $V$ such that \( \{ u + C_2(V) \mid u \in S \} \) generates $V/C_2(V)$ as an algebra. Then $V$ is linearly spanned by the vectors
\[
u_{-n_1}^{(1)} \cdots u_{-n_r}^{(r)} 1
\]
for $r \geq 0$, $u^{(1)}, \ldots, u^{(r)} \in S$, $n_1 \geq \cdots \geq n_r \geq 1$. Furthermore, if $S$ is linearly ordered, $V$ is linearly spanned by the above vectors with $u^{(i)} > u^{(i+1)}$ when $n_i = n_{i+1}$.

Definition 4.9. Let $S$ be a subset of a vertex algebra $V$. We say that $S$ is a type 0 generating subset of $V$ if $V$ is the smallest vertex subalgebra containing $S$, $S$ is a type 1 generating subset of $V$ if $V$ is linearly spanned by the vectors
\[
u_{-k_1}^{(1)} \cdots u_{-k_r}^{(r)} 1\quad (4.10)
\]
for $r \geq 0$, $u^{(i)} \in S$, $k_i \geq 1$. $S$ is called a type 2 generating subset of $V$ if for any linear order on $S$ (if $S$ is a vector space, replace $S$ with a basis), $V$ is linearly spanned by the above vectors with $u^{(i)} > u^{(i+1)}$ when $n_i = n_{i+1}$.

Remark 4.10. A type 0 generating subset is just a generating subset in the usual sense and a type 1 generating subset of $V$ is also called a strong generating subset $V$ in $[K]$.

Theorem 4.11. Let $V$ be a lower truncated $\mathbb{Z}$-graded vertex algebra and let $U$ be a graded subspace. Then the following three statements are equivalent: (a) $U$ is a type 1 generating subspace of $V$. (b) $U$ is a type 2 generating subspace of $V$. (c) $U/C_2(V) = \{ u + C_2(V) \mid u \in U \}$ generates $V/C_2(V)$ as an algebra.

Proof. By definition, (b) implies (a) and by Theorem 4.8 (c) implies both (a) and (b). Now it suffices to prove that (a) implies (c). Assuming (a) we have that $V/C_2(V)$ is linearly spanned by the vectors $u_{-k_1}^{(1)} \cdots u_{-k_r}^{(r)} 1 + C_2(V)$ for $r \geq 0$, $u^{(i)} \in U$, $k_i \geq 1$. If $k_i \geq 2$ for some $i$, we have $u_{-k_1}^{(1)} \cdots u_{-k_r}^{(r)} 1 \in C_2(V)$. Then $V/C_2(V)$ is linearly spanned by the vectors $u_{-1}^{(1)} \cdots u_{-1}^{(r)} 1 + C_2(V)$ for $r \geq 0$, $u^{(i)} \in U$. That is, $U/C_2(V)$ generates $V/C_2(V)$ as an algebra. \(\square\)

With Lemma 4.2 from the proof of Theorem 4.7 we immediately have:

Proposition 4.12. Let $V$ be a lower truncated $\mathbb{Z}$-graded vertex algebra and let $U$ be a graded subspace of $V$ such that $U$ generates $V/C_2(V)$ as an algebra. Let $W$ be a lower truncated $\mathbb{Z}$-graded $V$-module and let $W^0$ be a graded subspace of $W$ such that $W = W^0 + C_2(W)$. Then $W$ is spanned by the vectors
\[
u_{-k_1}^{(1)} \cdots u_{-k_r}^{(r)} w
\]
for $r \geq 1$, $u^{(1)}, \ldots, u^{(r)} \in U$, $w \in W^0$, $k_1 > \cdots > k_r \geq 0$. 

22
References

[ABD] T. Abe, G. Buhl and C. Dong, Rationality, regularity and $C_2$-cofiniteness, preprint. [arXiv:math.QA/0204021]

[AN] T. Abe and K. Nagatomo, Finiteness of conformal blocks over the projective line, in: Vertex Operator Algebras in Mathematics and Physics, Proc. of Workshop at Fields Institute for Research in Mathematical Sciences, 2000, ed. by S. Berman, Y. Billig, Y.-Z. Huang and J. Lepowsky, Fields Institute Communications 39, Amer. Math. Soc., 2003.

[B] R. E. Borcherds, Vertex algebras, Kac-Moody algebras, and the Monster, Proc. Natl. Acad. Sci. USA 83 (1986), 3068-3071.

[Bu1] G. Buhl, A spanning set for VOA modules, J. Algebra 254 (2002), 125–151.

[Bu2] G. Buhl, Rationality and $C_2$-cofiniteness is regularity, Ph.D. thesis, University of California, Santa Cruz, 2003.

[DLM] C. Dong, H.-S. Li and G. Mason, Vertex Lie algebra, vertex Poisson algebras and vertex algebras, in: Recent Developments in Infinite-Dimensional Lie Algebras and Conformal Field Theory, Proceedings of an International Conference at University of Virginia, May 2000, Contemporary Math. 297 (2002), 69-96.

[FB] E. Frenkel and D. Ben-Zvi, Vertex Algebras and Algebraic Curves, Mathematical Surveys and Monographs, Vol. 88, Amer. Math. Soc., Providence, 2001.

[FHL] I. Frenkel, Y.-Z. Huang and J. Lepowsky, On axiomatic approaches to vertex operator algebras and modules, Memoirs Amer. Math. Soc. 104, 1993.

[FLM] I. Frenkel, J. Lepowsky and A. Meurman, Vertex Operator Algebras and the Monster, Pure and Appl. Math. Vol. 134, Academic Press, Boston, 1988.

[FZ] I. Frenkel and Y. Zhu, Vertex operator algebras associated to representations of affine and Virasoro algebras, Duke Math. J. 66 (1992), 123-168.

[GN] M. Gaberdiel and A. Neitzke, Rationality, quasirationality and finite W-algebras, Commun. Math. Phys. 238 (2003), 305-331.
[K] V. G. Kac, *Vertex Algebras for Beginners*, University Lecture Series 10, Amer. Math. Soc., 1997.

[KL] M. Karel and H.-S. Li, Certain generating subspaces for vertex operator algebras, *J. Alg.* 217 (1999), 393-421.

[LL] J. Lepowsky and H.-S. Li, *Introduction to Vertex Operator Algebras and Their Representations*, Progress in Math. 227, Birkhäuser, Boston, 2003.

[Li1] H.-S. Li, Some finiteness properties of regular vertex operator algebras, *J. Algebra* 212 (1999), 495-514.

[Li2] H.-S. Li, Vertex algebras and vertex Poisson algebras, *Commun. Contemp. Math.* 6 (2004), 61-110.

[NT] K. Nagatomo and A. Tsuchiya, Conformal field theories associated to regular chiral vertex operator algebras I: theories over the projective line, preprint, [arXiv:math.QA/0206223](https://arxiv.org/abs/math.QA/0206223).

[P] M. Primc, Vertex algebras generated by Lie algebras, *J. Pure Appl. Alg.* 135 (1999), 253-293.

[Z1] Y.-C. Zhu, Vertex operator algebras, elliptic functions and modular forms, Ph.D. thesis, Yale University, 1990.

[Z2] Y. Zhu, Modular invariance of characters of vertex operator algebras, *J. Amer. Math. Soc.* 9 (1996), 237-302.