From thermal equilibrium to nonequilibrium quench dynamics: A conserving approximation for the interacting resonant-level
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We develop a low-order conserving approximation for the interacting resonant-level model (IRLM), and apply it to (i) thermal equilibrium, (ii) nonequilibrium steady state, and (iii) nonequilibrium quench dynamics. Thermal equilibrium is first used to carefully gauge the quality of the approximation by comparing the results with other well-studied methods, and finding good agreement for small values of the interaction. We analytically show that the power-law exponent of the renormalized level width usually derived using renormalization group approaches can also be correctly obtained in our approach in the weak interaction limit. A closed expression for the nonequilibrium steady-state current is derived and analytically and numerically evaluated. We find a negative differential conductance at large voltages, and the exponent of the power-law suppression of the steady-state current is calculated analytically at zero-temperature. The response of the system to quenches is investigated for a single-lead as well as for two-lead setup at finite voltage bias at particle-hole symmetry using a self-consistent two-times Keldysh Green function approach, and results are presented for the time-dependent current for different bias and contact interaction strength.

PACS numbers:

I. INTRODUCTION

Describing correlated electronic systems far from thermal equilibrium is a major open problem in modern condensed-matter physics. From the experimental side, an unprecedented control over the microscopic parameters in nano-devices has been achieved in the last two decades. The simultaneous reduction of the dimensionality of devices enhances quantum fluctuations, and correlation effects start to dominate the physics at low temperatures. A large charging energy and the quantization of charge leads to new and unexpected phenomena such as lifting of the Coulomb blockade at low temperatures. Understanding of strong correlations in nano-devices under non-equilibrium conditions is of fundamental importance for their application in the nanoelectronics of the future.

On the other hand, the description of strong electronic correlations far from thermal equilibrium poses an enormous theoretical challenge. At the root of the problem lies the nonequilibrium density operator which is not explicitly known in the presence of interactions.

In this paper, we will investigate a minimalistic model for quantum transport through a nano-device: The interacting resonant level model (IRLM) describes tunneling through a single spinless level with capacitive coupling to the leads. This model has first been proposed an expansion of the Kondo model around the Toulouse point. The two charge states \( n_d = 0, 1 \) map on a spin 1/2 and the energy of the orbital plays the role of an external magnetic field. The model can be solved exactly using the Bethe ansatz. The low temperature fixed point that of a non-interacting resonant level model whose renormalized level broadening can be calculated using a renormalization group approach. Since its equilibrium properties are well understood, this model can serve as ideal non-trivial test for conserving approaches which are applicable to the equilibrium as well as to the nonequilibrium regime.

Recently, a scattering states Bethe ansatz approach for the calculation of steady state currents has been proposed triggering a lot of investigation on the nonequilibrium dynamics in this model. A negative differential conductance for large bias has been found in a study combining TD-DMRG and Bethe-ansatz results at the duality point based on a power law decay of the current. This surprising result has been linked to a frequency dependent renormalization of the charge fluctuation scale by replacing the frequency with the applied bias in a perturbative renormalization group (RG) approach. Similar findings have been also obtained using functional-RG approaches.

In this paper we will show that the negative differential conductance found in the state of the art numerics or in perturbative RG approaches can also be obtained employing the lowest order conserving approximation. We present a closed analytical solution of the self-consistency equation of a conserving approximation for \( T = 0 \) and for large temperature in equilibrium which agrees remarkably well with the perturbative RG solution in the weak coupling limit. We will analytically calculate exponent of renormalized level width which agrees perfectly with a recent functional renormalization group (fRG) approach based on the same Hartree diagram.

After establishing the accuracy of our method, we extend our Kadanoff-Baym-Keldysh approach to the steady state non-equilibrium and present results for the \( I - V \) curves. In the linear response regime, universal-
ity of the differential conductance is reproduced which is a consequence of the universal local Fermi liquid fixed point of the model.\textsuperscript{22,23}

Using the full time dependency of the non-equilibrium two-times Green functions\textsuperscript{22,22} we calculate the real-time evolution of the current after switching on the tunnelling term at time \( t = 0 \). We can show that our conserving approximation always approaches the steady-state limit for long times. We analyze our numerical solution for the interacting problem by comparing it to the exact analytical expression of the time-dependent current for the non-interacting case. \( I(t) \) can be qualitatively understood by replacing the bare charge fluctuation scale \( \Gamma_0 \) in the non-interacting case by the steady-state renormalized value \( \Gamma_{\text{eff}} \) depending on the interaction strength. Quantitatively, however, we observe significant differences in the short and intermediate time behavior: the time-dependence of the charge fluctuation scale \( \Gamma_{\text{eff}}(t) \) influences not only the initial slope of the current but also increases amplitude of the current oscillations at finite voltages while simultaneously decreasing the decay rate of these oscillations with increasing interaction strength.

This increase of the current oscillation amplitude has already been previously observed in an recent elaborate functional RG and a real-time RG study\textsuperscript{22} away from the particle-hole symmetry point. In this paper we demonstrate that (i) increase of the current oscillation amplitude is generic feature prevailing in the particle-hole symmetric case and (ii) a simple conserving Hartree approximation is sufficient to derive the power-law renormalization of the charge fluctuation scale as well as (iii) the power-law suppression of the steady-state current at large voltage.

**II. THE MODEL AND CONSERVING APPROXIMATION**

**A. The interacting resonant-level model**

Our model of interest – the IRLM – describes a single spinless level \( d^\dagger \) which is both hybridized with one or more spinless bands of electrons, and subject to a contact interaction with the bands. This is the most elementary extension of the standard non-interacting resonant-level model to account for interactions that take place in a tunnel junction. The model has a long history that dates back to the 1970’s, when it was proposed as a minimal model for valence-fluctuating systems. In recent years it has regained considerable interest as a generic model for the combined study of interactions and nonequilibrium conditions.

Formally, the \( M \)-channel IRLM is defined by the Hamiltonian

\[
\mathcal{H} = \sum_{k} \sum_{\alpha=1}^{M} (\epsilon_k - \mu_\alpha) c_{\alpha k}^\dagger c_{\alpha k} + \sum_{\alpha=1}^{M} \frac{\gamma_\alpha}{N} \sum_{k} \left( c_{\alpha k}^\dagger d + \text{h.c.} \right) + \epsilon_d d^\dagger d + \frac{U}{N} \left( d^\dagger d - \frac{1}{2} \right) \sum_{k,q} \sum_{\alpha=1}^{M} : c_{\alpha k}^\dagger c_{\alpha q} : 
\]

where \( c_{\alpha k}^\dagger \) creates a conduction electron with energy \( \epsilon_k \) in channel \( \alpha \), and \( d^\dagger \) creates an electron in a single localized orbital with energy \( \epsilon_d \) modelling the nano-device. Here, \( \gamma_\alpha \) is the hopping matrix element to the channel \( \alpha \), which has a chemical potential \( \mu_\alpha \) so that a current can be driven through such a junction. \( U \) labels the contact interaction, assumed to be identical for all bands and stemming from the capacitative coupling between a localized electron and the surrounding electron gas. \( N \) is the number of lattice sites (i.e., the number of \( k \) points) in each band, and \( : c_{\alpha k}^\dagger c_{\alpha k} : = c_{\alpha k}^\dagger c_{\alpha k} - \delta_{\alpha,k'} \theta(-\epsilon_k) \) stands for normal ordering with respect to the filled Fermi sea. For simplicity, we assume particle-hole symmetric bands with identical dispersion for all channels. Written in this form, resonance condition corresponds to \( \epsilon_d = 0 \), when the model is manifestly particle-hole symmetric for \( \mu_\alpha = 0 \).

**B. Conserving approximation**

The approximation we shall employ in this paper follows the approach introduced by Baym\textsuperscript{22} for treating the Coulomb gas. The self-energies \( \Sigma \) are defined as functional derivatives of a generating functional \( \Phi \), which is written using the fully dressed Green functions

\[
\Sigma_{AB} = \frac{\delta \Phi}{\delta G_{AB}},
\]

where \( A \) and \( B \) are the degrees of freedom of the system to which the self energy pertains. The diagrammatic representation of \( \Phi \) resembles the perturbative expansion for the ground state energy of the system. The Green functions are then calculated by solving the self-consistency equation derived from this definition of the self-energies. This approximation is consistent with microscopic conservation laws, and guarantees correlation functions that respect these laws.

The generating functional for the model at hand, defining our conserving approximation, is portrayed in Fig. 1. It is perturbative in the contact interaction \( U \), and contains the leading-order diagrams describing that interaction. The quality of the approximation is controlled by the small parameter \( \rho_0 U \), where \( \rho_0 \) is the density of states at the Fermi energy, limiting our results to small values of the interaction with respect to the bandwidth. However, previous works have shown that the interacting resonant level model has a duality between strong
and weak values of the contact interaction, and derived an analytical mapping between the strongly and weakly interacting models, which is applicable also far from thermal equilibrium. Building on the results, our treatment of the model for small values of $\rho_0 U$ can be extended to strong values $\rho_0 U'$ defined by the mapping

$$\pi \rho_0 U' = \frac{4}{\pi \rho_0 U}. \quad (3)$$

This mapping allows us to compare our results with studies of this model that use methods that are geared toward strong interaction such as the hybrid td-NRG/td-DMRG.

III. THERMAL EQUILIBRIUM

To set the stage for our non-equilibrium calculations, we begin with a discussion of the thermal equilibrium and set $\mu_\alpha = 0$. Only the binding linear combination

$$\gamma c_k = \sum_\alpha \gamma_\alpha c^\dagger_{\alpha k}, \quad (4)$$

hybridizes with the $d$-orbital where $\gamma^2 = \sum_\alpha \gamma^2_\alpha$. For degenerate bands, we perform a unitary transformation to $c_{1k} = \tilde{c}_k$ and label are orthogonal linear combinations as $n = 2, \ldots, M$. Consequently, we arrive at the Hamiltonian

$$\mathcal{H} = \sum_{n=1}^M \sum_k \epsilon_{k,n} c^\dagger_{kn} c_{kn} + \frac{\gamma}{\sqrt{N}} \sum_k \{ d^\dagger c_{kn, n=1} + \mathrm{H.c.} \}$$

$$+ \epsilon_d d^\dagger d + \frac{U}{N} \left( d^\dagger d - \frac{1}{2} \right) \sum_{n=1}^M \sum_{k,k'} c^\dagger_{kn} c_{k'n}. \quad (5)$$

Even though, the multi-channel version of the model contains interesting physics, we restrict ourselves to a single channel ($M=1$). Therefore, we drop the index $n$ in the following.

In the absence of the contact interaction $U$, the non-interacting resonant-level model describes a simple resonance of width $\Gamma_0 = 2 \sqrt{\Gamma_d^2 + \frac{4}{\pi \rho_0}}$, where $\rho_0$ is the conduction-electron density of states at the Fermi level and is exactly solvable. It has been established that the low-energy fixed point of the IRLM is equivalent to its non-interacting counterpart, both describing a phase-shifted Fermi liquid.

The contact interaction dresses the Green function of the level, and its spectral function

$$\rho_d(\epsilon) = \frac{1}{\pi} \operatorname{Im}\{ G_{dd}(\epsilon + i\eta) \}, \quad (6)$$

where $G_{dd}(\epsilon + i\eta)$ is the retarded Green function pertaining to the level’s degree of freedom. In the low frequency spectrum, it is characterized by a width $\Gamma_{\text{eff}}$ which is the effective tunneling rate. The calculation of this observable is our main goal in this section.

We begin by noting that only two degrees of freedom appear both in the tunneling term and the interaction term of the IRLM Hamiltonian: the level $d^\dagger$ and the local conduction electron at the origin,

$$\psi^\dagger = \frac{1}{\sqrt{N}} \sum_k c^\dagger_k. \quad (7)$$

It is therefore convenient to define a $2 \times 2$ matrix Green function

$$G(z) = \begin{pmatrix} G_{\psi^\dagger}(z) & G_{dd}(z) \\ G_{dd}^\dagger(z) & G_{dd}(z) \end{pmatrix}, \quad (8)$$

where

$$G_{AB}(z) \equiv \langle A, B \rangle_z \quad (9)$$

is the correlator of the fermionic operators $A$ and $B$ in energy domain. The dressed Green function is given in terms of the self energy matrix by

$$G(z) = \left[ \begin{array}{cc} g_0^{-1}(z) - \Sigma_{\psi^\dagger}(z) & -\Sigma_{dd^\dagger}(z) \\ -\Sigma_{dd^\dagger}(z) & z - \epsilon_d - \Sigma_{dd^\dagger}(z) \end{array} \right]^{-1} \quad (10)$$

where $\Sigma_{\psi^\dagger}(z)$, $\Sigma_{dd^\dagger}(z)$, $\Sigma_{dd^\dagger}(z)$, and $\Sigma_{dd^\dagger}(z)$ are the self-energy components and

$$g_0(z) = \frac{1}{\sqrt{N}} \sum_k \frac{1}{z - \epsilon_k} \quad (11)$$

is the bare Green function pertaining to $\psi$ for $\gamma = U = 0$.

In order to derive closed analytical expressions, we assume a Lorentzian density of states with half width $D$ for the conduction electrons, such that

$$g_0(z) = \frac{\pi \rho_0}{\pi z/D + i\operatorname{sgn} \{ \operatorname{Im}(z) \}}. \quad (12)$$

FIG. 1: The generating functional $\Phi$ defining our conserving approximation. The conduction electrons are depicted by continuous lines labeled by the momentum $k$ and channel number $n$, the level’s degree of freedom is represented by dashed lines and the value of each vertex is $U$. A summation over all different momenta $k$, $k'$ and channels $n$ is assumed.
where $\rho(\epsilon) = \text{Im}\{g_0(\epsilon - i\eta)\}/\pi$ denotes the density of states of the conduction electrons, and we set $\rho(0) = \rho_0$ to be the density of states at the Fermi energy. Throughout most of this paper we shall assume that the bandwidth $2D$ is the largest energy scale in the system, and under such conditions the specific structure of the spectral function has no qualitative effects on our results. The only time where we will allow another energy scale to be comparable to $D$ will be when we will consider the system under large voltage bias.

Next we turn to the self-energies derived from the generating functional of Fig. 1. Within the self-consistent Hartree-approximation of Fig. 1 the three self-energies are static and independent of energy:

$$\Sigma_{dd^\dagger} = U\langle \psi^d \psi^d \rangle,$$

$$\Sigma_{\psi^d \psi^d} = U\langle d^d d - \frac{1}{2} \rangle,$$

$$\Sigma_{\psi^d d^\dagger} = \Sigma_{d^\dagger \psi^d} = \gamma - U\langle \psi^d d \rangle.$$  \hspace{1cm} (15)

As such, they have a natural interpretation as energy shifts in an effective bi-linear Hamiltonian $H \rightarrow H_{\text{eff}}$ approximating $H$ of Eq. (15). $\Sigma_{dd^\dagger}$ renormalizes the level energy $\epsilon_d$, $\Sigma_{\psi^d \psi^d}$ corresponds to local potential scattering of the conduction electrons, and $\Sigma_{\psi^d d^\dagger} = \Sigma_{d^\dagger \psi^d}$ renormalizes the hopping amplitude between the lead and the level. Therefore, the Green function of Eq. (16) retains its non-interacting form, only with renormalized couplings consistent with the unchanged low energy fixed point.

In the following we shall focus on resonance conditions, i.e., $\epsilon_d = 0$, and assume a symmetric band with $\rho(\epsilon) = \rho(-\epsilon)$. Under these conditions the IRLM Hamiltonian is invariant under the particle-hole transformation $c_k \rightarrow c^\dagger_{-k}$, $d \rightarrow -d^\dagger$, which fixes the expectation values

$$\langle d^d d \rangle = \frac{1}{2},$$

$$\langle \psi^d \psi^d \rangle = 0.$$  \hspace{1cm} (17)

Consequently, $\Sigma_{\psi^d \psi^d}$ and $\Sigma_{dd^\dagger}$ are both zero, leaving only the off-diagonal self-energy components. The dressed Green function of the level is then given by

$$G_{dd^\dagger}(z) = \frac{1}{z - g_0(z)|\gamma_{\text{eff}}|^2},$$  \hspace{1cm} (18)

where we have defined $\gamma_{\text{eff}} = \gamma + U\langle \psi^d d \rangle$. The role of the interaction in this approximation is now transparent: it renormalizes the resonance width from its bare value $\Gamma_0$ to

$$\Gamma_{\text{eff}} = \pi \rho_0 |\gamma_{\text{eff}}|^2.$$  \hspace{1cm} (19)

Our remaining task is to compute $\gamma_{\text{eff}}$ and thus $\Gamma_{\text{eff}}$ in order to fully determine $G(z)$.

After substituting the off-diagonal matrix element of $G$,

$$G_{\psi^d d^\dagger}(z) = \gamma_{\text{eff}}^* \frac{g_0(z)}{z - g_0(z)|\gamma_{\text{eff}}|^2},$$  \hspace{1cm} (20)

in the self-consistency equation (15)

$$\gamma_{\text{eff}} - \gamma = -U\langle \psi^d d \rangle = -\frac{U}{\beta} \sum_n G_{d^\dagger \psi^d}(i\omega_n),$$

the summation over the Matsubara frequencies $\omega_n = \pi(2n + 1)/\beta$ can be carried out analytically

$$-\frac{1}{\beta} \sum_n G_{d^\dagger \psi^d}(i\omega_n) = \frac{\rho_0 \gamma_{\text{eff}}}{x} \left[ \psi \left( \frac{1}{2} + (1 + x) \beta D / 4\pi \right) \right.

\left. - \psi \left( \frac{1}{2} + (1 - x) \beta D / 4\pi \right) \right],$$

for a Lorentzian density of states, where $x$ equals $\sqrt{1 - 4\Gamma_{\text{eff}} / D}$ and $\psi(z)$ is the digamma function. Here $\beta = 1/T$ is the reciprocal temperature.

Writing the self-consistency equation directly for $\Gamma_{\text{eff}}$, we finally get

$$\Gamma_{\text{eff}} = \frac{\Gamma_0}{[1 - \rho_0 U \Lambda(\Gamma_{\text{eff}})]^2}$$  \hspace{1cm} (23)

with

$$\Lambda(\Gamma_{\text{eff}}) = \frac{1}{x} \left[ \psi \left( \frac{1}{2} + (1 + x) \beta D / 4\pi \right) \right.

\left. - \psi \left( \frac{1}{2} + (1 - x) \beta D / 4\pi \right) \right].$$

Equation (23) constitutes the central result of this section, as its solution yields the renormalized hybridization width $\Gamma_{\text{eff}}$, and with it the full matrix Green function $G(z)$. Generally, one must resort to numerics to solve for $\Gamma_{\text{eff}}$, a task we shall undertake below. But first, let us consider certain limits where analytical results can be obtained.

A. Weak coupling, zero temperature

Consider first the zero-temperature limit, $T \rightarrow 0$, when each of the digamma functions in Eq. (23) reduces to a log by virtue of the asymptotic expansion

$$\psi(z) = \ln(z) + O(z^{-1}).$$

Since we are interested in wide-band limit, i.e., $D \gg \max\{t, U, \Gamma_0, \Gamma_{\text{eff}}\}$, one can approximate $x \approx 1 - 2\Gamma_{\text{eff}} / D$. These two simplifications lead to the compact expression

$$\Lambda(\Gamma_{\text{eff}}) \approx \ln \left( \frac{D}{\Gamma_{\text{eff}}} \right),$$

resulting in

$$\Gamma_{\text{eff}} \approx \frac{\Gamma_0}{[1 - \rho_0 U \ln(D / \Gamma_{\text{eff}})]^2}.$$
Here we have omitted terms of order $\Gamma_{\text{eff}}/D$ in writing Eq. (26). If we further assume sufficiently weak coupling such that $\rho_0 U \ln(D/\Gamma_{\text{eff}}) \ll 1$ (a condition whose domain of validity we examine below), then $1 - \rho_0 U \ln(D/\Gamma_{\text{eff}})$ is well approximated by $(D/\Gamma_{\text{eff}})^{-\rho_0 U}$, which, when inserted into Eq. (27), yields the power-law behavior

$$\Gamma_{\text{eff}} \simeq D \left( \frac{\Gamma_0}{D} \right)^{1/(1 + 2\rho_0 U)},$$

(28)

where the perturbative RG analysis of the model yields the power-law behavior:\n
$$\Gamma_{\text{eff}} = D \left( \frac{\Gamma_0}{D} \right)^{1 + 2\rho_0 U + (\rho_0 U)^2}. \quad (29)$$

Thus, the self-consistent approximation coincides with leading order perturbative RG provided $\rho_0 U \ln(D/\Gamma_0) \ll 1$.\n
The difficulty with determining the range of validity of the condition above is that it involves the renormalized width $\Gamma_{\text{eff}}$, which a-priori is not known. Still, one can check its consistency with Eq. (28) by adopting the latter expression for $\Gamma_{\text{eff}}$, which gives

$$1 \gg \frac{\rho_0 U}{1 + 2\rho_0 U} \ln(D/\Gamma_0). \quad (30)$$

Alternatively, Eq. (30) can be recast in the form

$$T_U = D e^{-(1 + 2\rho_0 U)/\rho_0 U} \quad (31)$$

is a new energy scale that depends exclusively on $\rho_0 U$ and $D$. As $U \to 0$ then $T_U \to 0$, extending the range of validity of the power-law form of $\Gamma_{\text{eff}}$ to all values of $\Gamma_0$. However, as $U$ is increased then $T_U$ increases, restricting the power-law form to the region where $\ln(D/T_U) \gg \ln(D/\Gamma_0)$. We emphasize that the logarithmic nature of this latter condition makes it far more stringent than the simpler restriction $\Gamma_0 \gg T_U$. Below we validate this picture numerically.

B. Weak coupling, finite temperature

Next we proceed to finite temperature $T$. Since $x = 1 - 2\Gamma_{\text{eff}}/D$ still holds, we expand Eq. (21) to

$$\Lambda(\Gamma_{\text{eff}}) \simeq \left[ \psi \left( \frac{\beta D}{2\pi} \right) - \psi \left( \frac{1}{2} + \frac{\Gamma_{\text{eff}}}{2\pi} \right) \right], \quad (32)$$

where again we have omitted terms of order $\Gamma_{\text{eff}}/D$ and $T/D$. The role of a temperature is now clear. When $\Gamma_{\text{eff}} \gg T$, each of the digamma functions in Eq. (32) has a large argument, justifying their asymptotic expansion in Eq. (25). Consequently, Eq. (26) is recovered, up to corrections of order $T/D$ and $T/\Gamma_{\text{eff}}$.

As $T$ exceeds $\Gamma_{\text{eff}}$, the argument of the second digamma function in Eq. (32) approaches $1/2$, and $\psi(1/2) = -\gamma - 2\ln(2)$ where $\gamma = 0.57721 \ldots$ is Euler’s constant. Therefore, Eq. (26) is replaced by

$$\Lambda(T) \simeq \frac{2\beta D}{\pi T} \simeq \ln \left( \frac{1.13D}{T} \right), \quad (33)$$

resulting in

$$\Gamma_{\text{eff}} \simeq \frac{\Gamma_0}{\left[ 1 - \rho_0 U \ln(1.13D/T) \right]^2}. \quad (34)$$

In agreement with the perturbative RG, the temperature $T$ is seen to replace $\Gamma_{\text{eff}}$ as the low-energy cutoff if $T > \Gamma_{\text{eff}}$. As before, we may approximate $1 - \rho_0 U \ln(1.13D/T)$ with $(1.13D/T)^{-\rho_0 U}$ if $\rho_0 U \ln(1.13D/T) \ll 1$, reproducing the perturbative RG result

$$\Gamma_{\text{eff}}(T) \simeq \Gamma_0 \left( \frac{1.13D}{T} \right)^{2\rho_0 U}, \quad (35)$$

in lowest order in the dimensionless coupling constant $\rho_0 U$.

C. Breaking particle-hole symmetry: nonzero $\epsilon_d$

So far, we have focused exclusively on $\epsilon_d = 0$. For completeness, we briefly address in this section the general off-resonance case where $\epsilon_d \neq 0$. As emphasized above, a nonzero $\epsilon_d$ breaks the particle-hole symmetry of the IRLM Hamiltonian, rendering the two diagonal self-energies $\Sigma_{dd^\dagger}$ and $\Sigma_{\psi\psi^\dagger}$ nonzero. Therefore, a complete treatment of the off-resonance case requires a coordinated self-consistent solution of all three parameters $\gamma_{\text{eff}}$, $\Sigma_{dd^\dagger}$, and $\Sigma_{\psi\psi^\dagger}$. As our interest lies in the renormalized hybridization width $\Gamma_{\text{eff}}$, we shall not attempt such a complete treatment. Rather, we shall adopt the following strategy. (i) Since $\Sigma_{dd^\dagger}$ renormalizes in effect the energy of the level, we regard $\epsilon_d$ for the purpose of this section as implicitly containing its contribution, i.e., $\epsilon_d \to \epsilon_d + \Sigma_{dd^\dagger}$. (ii) We neglect $\Sigma_{\psi\psi^\dagger}$ altogether. Indeed, $\Sigma_{\psi\psi^\dagger}$ corresponds to weak potential scattering $v_p$, whose main effect is to slightly renormalize the conduction-electron density of states according to $\rho_0 \to \rho_0/[1 + (\rho_0 v_p)^2]$. We therefore expect the omission of $\Sigma_{\psi\psi^\dagger}$ to have only little effect on $\Gamma_{\text{eff}}$.

With these simplifications, the calculation of $\Gamma_{\text{eff}}$ for nonzero $\epsilon_d$ closely resembles its computation for $\epsilon_d = 0$. Specifically, the Green function $G_{\psi\psi^\dagger}$ of Eq. (20) acquires the modified form

$$G_{\psi\psi^\dagger}(z) = \gamma_{\text{eff}}^* \frac{g_0(z)}{z - \epsilon_d - g_0(z)\gamma_{\text{eff}}^*}, \quad (36)$$

which shifts the location of the poles in the summation over the Matsubara frequencies in Eq. (21). The self-consistency equation for $\Gamma_{\text{eff}}$ remains given by Eq. (25), however $\Lambda(\Gamma_{\text{eff}})$ is replaced by

$$\Lambda_d(\Gamma_{\text{eff}}) = \text{Re} \left\{ \frac{1}{x_d} \frac{1}{1 + \epsilon_d/\Gamma_{\text{eff}}} \left[ \psi(z_+) - \psi(z_-) \right] \right\}. \quad (37)$$
where

\[ z_{\pm} = \frac{1}{2} + (1 \pm x_d) \frac{\beta(D + i\epsilon_d)}{4\pi} \]  (38)

and

\[ x_d = \sqrt{1 - \frac{4}{1 + i\epsilon_d/D} \frac{\Gamma_{\text{eff}} + i\epsilon_d}{D + i\epsilon_d}}. \]  (39)

As in the previous sections, we exploit the largeness of \( D \) to expand in \( \epsilon_d/D, \Gamma_{\text{eff}}/D, \) and \( T/D. \) Keeping only the leading terms results in

\[ \Lambda_d(\Gamma_{\text{eff}}) \simeq \text{Re} \left\{ \psi \left( \frac{\beta D}{2\pi} \right) - \psi \left( \frac{1}{2} + \beta \frac{\Gamma_{\text{eff}} + i\epsilon_d}{2\pi} \right) \right\}, \]  (40)

which generalizes Eq. (32) to nonzero \( \epsilon_d. \)

Now the interplay between \( \epsilon_d, \Gamma_{\text{eff}}, \) and \( T \) can now be read off from the argument of the second digamma function in Eq. (10). For \( \beta |\Gamma_{\text{eff}} + i\epsilon_d| \ll 1 \) particle-hole symmetry breaking is irrelevant and Eq. (30) is recovered. For \( \beta |\Gamma_{\text{eff}} + i\epsilon_d| \gg 1, \) the asymptotic expansion of \( \psi(x) \) yields

\[ \Lambda_d(\Gamma_{\text{eff}}) \simeq \ln \left( \frac{D}{|\epsilon_d|} \right), \]  (41)

which generalizes Eq. (20) to nonzero \( \epsilon_d \) by replacing

\[ \Gamma_{\text{eff}} \rightarrow |\Gamma_{\text{eff}} + i\epsilon_d| = \sqrt{\Gamma_{\text{eff}}^2 + \epsilon_d^2}. \]  (42)

While for \( \Gamma_{\text{eff}} \gg |\epsilon_d|, \) Eq. (20) is approached, and for \( |\epsilon_d| \gg \Gamma_{\text{eff}}, \) however, Eq. (41) reduces to

\[ \Lambda_d(\Gamma_{\text{eff}}) \simeq \ln \left( \frac{D}{|\epsilon_d|} \right) \]  (43)

and we obtain

\[ \Gamma_{\text{eff}} \simeq \frac{\Gamma_0}{[1 - \rho_0 \beta \ln(D/|\epsilon_d|)]^2}, \]  (44)

or equivalently

\[ \Gamma_{\text{eff}}(\epsilon_d) \simeq \Gamma_0 \left( \frac{D}{|\epsilon_d|} \right)^{2\rho_0 \beta} \]  (45)

provided \( \rho_0 \beta \ln(D/|\epsilon_d|) \ll 1. \) \( |\epsilon_d| \) serves in this case as the effective low-energy cutoff.

\[ \text{FIG. 2: (Color online) The broadening of the level width } \Gamma_{\text{eff}}/\Gamma_0 \text{ as a function of the bare level width } \Gamma_0 \text{ for different values of the coupling parameter } \rho_0 U. \text{ For each value we present the broadening as calculated by solving the conserving approximation expression of Eq. (22) (black), and as calculated by applying the leading-order perturbative RG scaling of Eq. (28) (red).} \]

In figure (2) we compare the broadening of the \( d \)-level at zero temperature obtained from the self-consistent solution of Eq. (22) and the analytical approximate solution in Eq. (28), consistent with leading order perturbative RG. For small values of the coupling \( \rho_0 U, \) both approaches agree in the wide band limit. As \( \rho_0 U \) increases, the conserving approximation differs quantitatively from the result predicted by the RG. However, a significant increase of the broadening is observed even for \( \rho_0 U = 0.1, \) where the lowest order conserving approximation and the RG analysis agree to a good extent, indicating that our approach describes well the physics in this regime where the interaction plays an important role.

The temperature dependence of the level broadening on the temperature is plotted in Fig. (3). For low temperatures with respect to \( \Gamma_{\text{eff}}, \) the broadening is almost temperature independent. Once \( T \) exceeds \( \Gamma_{\text{eff}}, \) the graph converges to the power-law behavior predicted by Eq. (33): Our approach is qualitatively and quantitatively in agreement with the RG results which has been derived using an effective low-energy cutoff in the RG equation of max\{\( T, \Gamma_{\text{eff}}, |\epsilon_d| \}).

\section{IV. NONEQUILIBRIUM STEADY STATE}

\subsection{A. Conserving approximation at finite bias}

Now we extend the IRLM of Eq. (1) to two leads, i.e. \( M = 2, \) each held at different chemical potential and calculate the steady-state current through the resonant level as function of the bias voltage. For that purpose, we employ the same conserving approximation as intro-
of the equal time Green function

the current in the single frequency Fourier representation

In the steady-state, we can make use of the translational
behavior for high temperatures described by Eq. (35). Here $\Gamma_0/D = 10^{-3}$.

duced in Sec. II B and calculate the renormalized bias dependent hybridization widths.

To simplify the calculation and to tune the system in the regime of the strongest non-equilibrium effects we will focus on the symmetrical case where $\gamma_L = \gamma_R = \gamma$.

The symmetrized current operator from the left to the right lead can be derived from the change of particle numbers between right and left lead:

$$
\hat{I} = e \frac{i}{2} \left[ \hat{N}_R - \hat{N}_L, \mathcal{H} \right] = -ie\gamma \left[ \psi_R^\dagger d - d^\dagger \psi_R - \psi_L^\dagger d + d^\dagger \psi_L \right],
$$

where $(-e)$ is the electrons charge, $\hat{N}_\alpha = \sum_k \psi_\alpha^\dagger \psi_\alpha$ are the operators for the number of electrons in each lead and

$$
\psi_\alpha^\dagger = \frac{1}{\sqrt{N}} \sum_k \psi_\alpha^\dagger_k k
$$
is the local conduction electron in the lead $\alpha$ at the d-orbital. The steady-state current $I = \langle \hat{I} \rangle$ is then given by

$$
I = e\gamma \text{Im} \left[ G^<_{\psi_R^\dagger \psi_L^\dagger} (t, t) - G^<_{\psi_L^\dagger \psi_R^\dagger} (t, t) \right],
$$

and is related to the off-diagonal lesser Green function

$$
G^<_{\psi_R^\dagger \psi_L^\dagger} (t, t') = \langle \psi_R^\dagger (t) d (t') \rangle.
$$

In the steady-state, we can make use of the translational invariance in time, i.e. $G^< (t, t') = G^< (t - t')$, and expand the current in the single frequency Fourier representation of the equal time Green function

$$
I = e\gamma \text{Im} \left\{ \int \frac{d\epsilon}{2\pi} \left[ G^<_{\psi_R^\dagger \psi_L^\dagger} (\epsilon) - G^<_{\psi_L^\dagger \psi_R^\dagger} (\epsilon) \right] \right\}.
$$

For the two-lead problem, it is useful to extend the $2 \times 2$ matrices to $3 \times 3$ matrices

$$
G^\nu (\epsilon) = \begin{bmatrix}
G^\nu_{\psi_R^\dagger \psi_L^\dagger} (\epsilon) & G^\nu_{\psi_L^\dagger \psi_R^\dagger} (\epsilon) & G^\nu_{\psi_R^\dagger d^\dagger} (\epsilon) \\
G^\nu_{\psi_R^\dagger \psi_L^\dagger} (\epsilon) & G^\nu_{\psi_L^\dagger \psi_R^\dagger} (\epsilon) & G^\nu_{\psi_L^\dagger d^\dagger} (\epsilon) \\
G^\nu_{d^\dagger \psi_R^\dagger} (\epsilon) & G^\nu_{d^\dagger \psi_L^\dagger} (\epsilon) & G^\nu_{d^\dagger d^\dagger} (\epsilon)
\end{bmatrix},
$$

for the retarded $(\nu = r)$, advanced $(\nu = a)$, and the lesser $(\nu = c)$ Green functions.

The fully dressed retarded and advanced Green function matrix is obtained for the formal solution of a Dyson equation

$$
G_0^{\nu, a} (\epsilon) = \left[ G_0^{\nu, a} (\epsilon) \right]^{-1} - \Sigma (\epsilon),
$$

where $G_0^{\nu, a} (\epsilon)$ is the non-interacting Green function matrix and the components of the self-energies $\Sigma (\epsilon)$ are derived from the generating functional.

Within the self-consistent approximation these self-energies remain static and independent of energy in the steady-state non-equilibrium case

$$
\Sigma_{dd^\dagger} = U \langle \psi_R^\dagger \psi_L^\dagger \rangle + U \langle \psi_R^\dagger \psi_R^\dagger \rangle,
$$

$$
\Sigma_{\psi_{\nu}^\dagger \psi_{\nu}} = U \langle d^\dagger d - \frac{1}{2} \rangle,
$$

$$
\Sigma_{\psi_{\nu}^\dagger d^\dagger} = \Sigma^{*}_{d^\dagger \psi_{\nu}} = \gamma - U \langle \psi_R^\dagger d \rangle.
$$

For symmetric couplings $\gamma_R = \gamma_L = \gamma$, and a structureless particle-hole symmetric density of states for both leads, we can focus on a symmetric voltage bias $\mu_L = -\mu_R = V/2$. The problem remains particle-hole symmetric for $\epsilon_d = 0$, if one interchanges the left and right leads in the process, i.e. under the transformation $c_{L,R} k \rightarrow c_{L,R}^\dagger d \rightarrow -d^\dagger$. This symmetry constrains the expectation values to

$$
\langle d^\dagger d \rangle = \frac{1}{2},
$$

$$
\langle \psi_R^\dagger \psi_L^\dagger \rangle + \langle \psi_R^\dagger \psi_R^\dagger \rangle = 0,
$$

and consequently $\Sigma_{dd^\dagger}$ and $\Sigma_{\psi_{\nu}^\dagger \psi_{\nu}}$ vanish identically as in equilibrium. Finally, defining a lead dependent tunneling matrix element

$$
\gamma^{(\alpha)}_{\text{eff}} = \gamma - U \langle \psi_R^\dagger \psi_{\alpha} \rangle,
$$

the retarded and advanced Green functions are given by

$$
G^{r, a} (\epsilon) = \begin{bmatrix}
\left[ g^{r, a}_0 (\epsilon) \right]^{-1} & 0 & -\gamma^{(L)}_{\text{eff}} \left[ \gamma^{(L)}_{\text{eff}} \right]^{-1} \\
0 & \left[ g^{r, a}_0 (\epsilon) \right]^{-1} - \gamma^{(R)}_{\text{eff}} \left[ \gamma^{(R)}_{\text{eff}} \right]^{-1} & -\gamma^{(L)}_{\text{eff}} \left[ \gamma^{(R)}_{\text{eff}} \right]^{-1} \\
-\gamma^{(L)}_{\text{eff}} & -\gamma^{(R)}_{\text{eff}} & \epsilon \pm i\eta
\end{bmatrix},
$$

where $g^{r, a}_0 (\epsilon)$ denotes the bare retarded or advanced Green function pertaining to $\psi_{\alpha}$, defined in Eq. (11).
In order to obtain closed analytical results, we again assume a Lorentzian density-of-states

$$ g_0^{r,a}(\epsilon) = \pi \rho_0 \frac{1}{\epsilon/D \pm i}, \quad (60) $$

and employing a wide band limit $D \gg \gamma$.

We employ the Langreth rules\cite{Langreth1975} to relate the lesser Green function matrix $G^<(\epsilon)$ to the fully dressed advanced and retarded Green functions

$$ G^<(\epsilon) = G^r(\epsilon)[g^r(\epsilon)]^{-1} G^<(\epsilon)[g^a(\epsilon)]^{-1} G^a(\epsilon), \quad (61) $$

where $g^\nu(\epsilon)$ are the bare Green functions matrices, given by

$$ g^{r,a}(\epsilon) = \begin{pmatrix} g_0^{r,a}(\epsilon) \\ g_0^{r,a}(\epsilon) \\
(\epsilon \pm i\eta)^{-1} \end{pmatrix}, \quad (62) $$

and the unperturbed lesser Green function matrix given by

$$ g^<(\epsilon) = 2\pi \begin{pmatrix} f_L(\epsilon) \rho(\epsilon - \mu_L) \\ f_R(\epsilon) \rho(\epsilon - \mu_R) \\
\frac{1}{2} \delta(\epsilon) \end{pmatrix}, \quad (63) $$

with $f_\alpha(\epsilon) = f(\epsilon - \mu_\alpha)$ the Fermi-Dirac distribution.

As in equilibrium, the shift of the off-diagonal self-energy in the presence of the Coulomb repulsion is related to the fully dressed off-diagonal lesser Green function

$$ \gamma_{\alpha eff} - \gamma = -U \int \frac{d\epsilon}{2\pi} \Sigma_{\alpha \epsilon}(\epsilon) = -U \gamma_{\alpha eff} \int \frac{d\epsilon}{2\pi} \left[ G_{dd'}^r(\epsilon) g^L_{\alpha}(\epsilon) + G_{dd'}^<(\epsilon) g^R_{\alpha}(\epsilon) \right], \quad (64) $$

defining the self-consistency equation for $\gamma_{\alpha eff}$. The particle-hole symmetry of the Hamiltonian combined with the interchanging of the left and right-leads, requires that

$$ \Sigma_{\psi_L,d'} = t - U \langle \psi_L | d' \rangle = t - U \langle d' | \psi_R \rangle = \Sigma_{\psi_R,d'}, \quad (65) $$

which translates to

$$ \gamma^{(L)}_{\alpha eff} = (\gamma^{(R)}_{\alpha eff})^*. \quad (66) $$

This relation renders the two equations determining $\gamma^{(L)}_{\alpha eff}$ and $\gamma^{(R)}_{\alpha eff}$ to be complex conjugate of one another.

In the two-lead case, the combined hybridization width of the level is given by

$$ \Gamma_{\alpha eff} = \pi \rho_0 \left( |\gamma^{(L)}_{\alpha eff}|^2 + |\gamma^{(R)}_{\alpha eff}|^2 \right), \quad (67) $$

and $\Gamma_0 = 2\pi \rho_0 \gamma^2$ denotes the hybridization width at $U = 0$.

Carrying out the integral in Eq. (63) requires some lengthy analytical calculations, which we shall skip here and present only the end result

$$ \gamma_{\alpha eff} = \frac{\gamma}{1 - \rho_0 U \Lambda_\alpha (\Gamma_{\alpha eff})}, \quad (68) $$

and subsequently

$$ \Gamma_{\alpha eff} = \frac{\Gamma_0}{1 - \rho_0 U \Lambda_\alpha (\Gamma_{\alpha eff})^2}. \quad (69) $$

Here, the function $\Lambda_\alpha (\Gamma_{\alpha eff})$ depends on the voltage difference and requires $\Lambda_R(\Gamma_{\alpha eff}) = \Lambda_L(\Gamma_{\alpha eff})^*$. This function $\Lambda_R(\Gamma_{\alpha eff})$ is given by the analytic expression

$$ \Lambda_R (\Gamma_{\alpha eff}) = \frac{i}{2} \text{Im} \left\{ 4 \psi(z_+) - 4 \psi(z_-) + \psi(y) \right\} + \text{Re} \left\{ \psi(z_+) - \psi(z_-) \right\}, \quad (70) $$

where we have introduced the shorthand notations

$$ 4\pi z_\pm = 2\pi - i\beta V + (1 \pm x)\beta D, $$

$$ 4\pi y = 2\pi - i\beta V + 2\beta D, \quad (71) $$

and defined $x = \sqrt{1 - 4\Gamma_{\alpha eff}/D}$.

We substitute these results in the expression of the steady-state current, i.e. Eq. (60), and obtain one central result of our paper:

$$ I = e\frac{\gamma}{U} \text{Im} \left\{ \gamma^{(R)}_{\alpha eff} - \gamma^{(L)}_{\alpha eff} \right\} = 2G_0 \bar{\Gamma}_{\alpha eff} \text{Im} \left\{ \Lambda_R (\Gamma_{\alpha eff}) \right\}, \quad (72) $$

where $G_0 = e/h$ is the fundamental quantum conductance. Note that in equilibrium, $\gamma_{\alpha eff}$ is real, and the current vanishes. A finite bias breaks time-reversal symmetry and $\gamma_{\alpha eff}$ becomes complex. Consequently a current can flow.

1. Zero temperature limit

Generally, Eq. (63) has to be solved numerically, and then the current is calculated directly by plugging $\Gamma_{\alpha eff}$ into the expression in Eq. (72). However, we find it useful to derive some analytical results for the zero temperature limit, $T \to 0$, first.

Exploiting the fact that $D \gg \Gamma_{\alpha eff}$, we expand $x \simeq 1 - 2\Gamma_{\alpha eff}/D$ in Eq. (70) and arrive at the approximated expression

$$ \Lambda_R (\Gamma_{\alpha eff}) \simeq \psi \left( 1 - \frac{\beta V}{4\pi} + \frac{\beta D}{2\pi} \right) - \psi \left( 1 - \frac{i\beta V}{4\pi} + \frac{i\beta \Gamma_{\alpha eff}}{2\pi} \right). \quad (73) $$
We use the expansion of the digamma function in Eq. (25) for $T \to 0$ and are left with the expression

$$\Lambda_R(\tilde{\Gamma}_{\text{eff}}) \simeq \ln \left( \frac{D - iV/2}{\tilde{\Gamma}_{\text{eff}} - iV/2} \right),$$

(74)

from which we can derive the approximated current using Eq. (72)

$$I \simeq 2G_0\tilde{\Gamma}_{\text{eff}} \tan^{-1} \left[ \frac{V}{2\tilde{\Gamma}_{\text{eff}} + V^2/(4D\tilde{\Gamma}_{\text{eff}})} \right].$$

(75)

For very low voltages $V \ll \tilde{\Gamma}_{\text{eff}} \ll D$, this expression reduces to a linear form

$$I = G_0V,$$

(76)

which is independent of the level width, reproducing the perfect transmission with conductance $G_0$ of a symmetric junction and ballistic transport for $V \to 0$. This result is not surprising since the equilibrium fixed point is a Fermi liquid where $U$ is dressing $\tilde{\Gamma}_0$ to $\tilde{\Gamma}_{\text{eff}}$ and determining the energy scale.

For increasing values of the voltage, $V \sim \tilde{\Gamma}_{\text{eff}} \ll D$, the current is approximated by

$$\frac{I}{2\Gamma_{\text{eff}}} \simeq G_0 \tan^{-1} \left( \frac{V}{2\tilde{\Gamma}_{\text{eff}}} \right),$$

(77)

where we have written it in a universal form, characterized by a single energy scale $\tilde{\Gamma}_{\text{eff}}$.

When $V$ exceeds the effective level width, we substituted Eq. (74) after neglecting $\tilde{\Gamma}_{\text{eff}}$ in the argument of the logarithm into Eq. (70) and derive

$$\tilde{\Gamma}_{\text{eff}} \simeq \frac{\tilde{\Gamma}_0}{\left[ 1 - \rho_0U \ln(2D/V + 1) \right]^2}. $$

(78)

In the weak coupling limit $\rho_0U \ll 1$, we employ the same approximation of the denominator as in Sec. IIIA and obtain

$$\tilde{\Gamma}_{\text{eff}} \simeq \tilde{\Gamma}_0 \left( \frac{V}{\sqrt{4D^2 + V^2}} \right)^{-2\rho_0U},$$

(79)

so that the current is given by

$$I \simeq G_0\tilde{\Gamma}_{\text{eff}} \left[ \pi - 2 \tan^{-1} \left( \frac{V}{2D} \right) \right],$$

(80)

in this limit.

Within the regime $\tilde{\Gamma}_{\text{eff}} \ll V \ll D$, the voltage $V$ serves as the low-energy cutoff. The effective width of the level has a power-law dependence on the voltage with an exponent $(-2\rho_0U)$: It plays a similar role as the temperature in equilibrium. When $V$ approaches the band width $D$, the width of the level experience almost no renormalization, and remains at its bare value $\tilde{\Gamma}_0$.

For $V \gg \tilde{\Gamma}_{\text{eff}}$, the current decreases with increasing bias, as the magnitude of both the effective level width and the imaginary part of $\tilde{\Gamma}_{\text{eff}}$, described by the term in the parenthesis in Eq. (80), decreases. Consequently, this regime is characterized by a negative differential conductance$^{6,7,14,19}$ another central result of our paper.

The negative differential conductance has been reported in the literature using sophisticated state of the art numerical approaches$^{14}$ perturbative RG$^{19}$ or functional RG methods. Within our approach, it is to be understood as a twofold effect – the decrease in the effective width of the level, caused by the fact that for high voltages (with respect to the width $\tilde{\Gamma}_{\text{eff}}$) the voltage serves as the low-energy cut-off of the renormalization process, and a decrease in the overlap between the bandwidths of the two leads, which is manifested by a decrease in the imaginary part of $\tilde{\Gamma}_{\text{eff}}$. This latter effect is present even in the non-interacting case $U = 0$, and is governed not by the size of $V$ with respect to the level width but with the size of $V$ with respect to the bandwidth $D$. As such, its role is expected to be less significant within the physical regime, where we keep the electronic bandwidth as the largest energy scale of the system.

2. Finite Temperature

The previous discussion for $T = 0$ can be readily extended to finite temperatures as long as $T \ll \tilde{\Gamma}_{\text{eff}}$. For temperatures outside this regime, as in the equilibrium case, the digamma function in Eq. (73) cannot be reduced to log functions. The only additional complexity compare to the equilibrium is the finite voltage.

For simplicity, we restrict the discussion to the case where $T$ is much smaller than the bandwidth, allowing us to approximate the first digamma function in Eq. (73) by a log function. The second digamma function will approach the constant value of $\psi(1/2)$ as we increase $T$ to be larger than both $V$ and $\tilde{\Gamma}_{\text{eff}}$. As such, when $T \gg \max\{V, \tilde{\Gamma}_{\text{eff}}\}$, it serves as the low-energy cutoff and we can approximate the value of the effective width in a similar manner to the equilibrium case described in Eq. (63) for $\tilde{\Gamma}_{\text{eff}}$. Increasing $T$ then reduces the magnitude of $\tilde{\Gamma}_{\text{eff}}$, which reduces the current through the level.

3. Numerical results

To evaluate the steady-state current between the leads in the most general case, we solved Eq. (69) numerically, and then plugged the result into Eq. (72). Note that the finite bias voltage enters this self-consistency condition via Eq. (70).

We start with the zero-temperature results. In figure 4 we have plotted the zero-temperature current as a function of the voltage between the leads $V = \mu_R - \mu_L$ for the symmetrical case $\mu_L = -\mu_R, T = 0,$ and at resonance $\epsilon_d = 0$, for different values of the interaction strength $\rho_0U$. In figure (4)(a) the low-voltage behavior is presented, and the cross-over from the linear regime to the
FIG. 4: (Color online) (a) The zero-temperature current between the leads as a function of the voltage, at zero temperature and in the low and intermediate voltage regime $V \sim \bar{\Gamma}_0$, for different values of the coupling $\rho_0 U$. (b) The same data as in (a) but for a larger range of voltages on a log-log scale. The dashed perpendicular line represent the point where the current is equal to the lead-electrons bandwidth, $V = D$. Here $\Gamma_0/D = 1.5 \cdot 10^{-3}$.

In figure 4(b) the same data as in Fig. 4(a) is presented, but for a larger range of voltages on a log-log scale. Here the negative-differential conductance at high-voltages as predicted by Eq. (80) is clearly visible. We have extended the bias to $D < V$: In that regime, seen at the far-right-side of the graph, all currents for the difference couplings converge to the same function governed by the unrenormalized $\bar{\Gamma}_0$.

Figure 4(b) summarises one of the key findings of this paper: the leading order conserving approximation is sufficient to describe the negative differential conductance seen in much more sophisticated numerical approaches such as the TD-DMRG. For $\Gamma_0 \ll V < D$, the current decays with a power law $V^{-2\rho_0 U}$ determined by the renormalization of $\bar{\Gamma}_0$ and also consistent with a functional renormalization group approach: the larger $U$ the larger the exponent, the faster the decay for increasing voltage. For large voltages, the current is governed by approach to unrenormalized charge fluctuation scale, and all current curves collapse.

Now we proceed to finite temperature. In figure 5 the temperature dependence of the current is plotted, for a single value of the coupling $\rho_0 U = 0.1$ and at different fixed voltages. The current remains temperature independent as long as $T \ll \bar{\Gamma}_0$. Once the temperature exceeds the maximum of both $V$ and $\bar{\Gamma}_0$ a power-law decline of the current is observed. This become particularly evident by comparing the lines pertaining to $V/\bar{\Gamma}_0 = 50$ and $V/\bar{\Gamma}_0 = 10$, which at low temperatures display similar values of the current (due to the negative differential conductance at high voltages), but the latter starts decreasing, as we increase the temperature, much sooner than the former, which is more resilient due to the higher voltage.

V. QUENCH DYNAMICS

We finally turn to consider the quench dynamics in the system under investigation. In a quench setup, the system is initially prepared in some equilibrium state (or steady-state), propagates with respect to a different Hamiltonian starting at some time $t_0$. This is modelled by an abrupt change of one or several of its parameters. In the general case, the system will be driven out of equilibrium and after some transitional period will relax to a new equilibrium or to a steady-state (though there are setups in which such systems do not reach even steady-state). In this section we will calculate the response of our system to different quenches, following the real-time dynamics as it approaches the steady-state or equilibrium.
state that has been described in the previous sections. Before turning to address specific setups we present here a general discussion of our method, which in the literature is known as the time-dependent Hartree-Fock. As we are interested in following the real-time dynamics of physical observables, our goal is to calculate the expectation values of the type

\[ G^r_{A\bar{B}'}(t,t') = \langle B'(t')A(t) \rangle \tag{81} \]

at equal times \( t = t' \), where \( A \) and \( B \) are fermionic operators pertaining to the degrees of freedom of the system, and we related it to the lesser Green function. In contrast to equilibrium or to nonequilibrium steady-state, the correlation functions following a quench are functions of two times, and not only of the time difference, not allowing a solution based on Fourier transforming to the energy domain.

Similar to what was done in Eq. 61 we define the Green function in matrix form \( \mathbf{G}^\nu(t,t') \) for the retarded (\( \nu = r \)), advanced (\( \nu = a \)) and lesser (\( \nu = l \)) functions. For the single-lead setup they will be 2 \( \times \) 2 matrices

\[ \mathbf{G}^\nu(t,t') = \begin{bmatrix} G^\nu_{\psi^\dagger}(t,t') & G^\nu_{\psi d'}(t,t') \\ G^\nu_{\psi^\dagger d'}(t,t') & G^\nu_{d'd'}(t,t') \end{bmatrix}, \tag{82} \]

and in the case of a two-lead setup they will be 3 \( \times \) 3 matrices

\[ \mathbf{G}^\nu(t,t') = \begin{bmatrix} G^\nu_{\psi_L^\dagger}(t,t') & G^\nu_{\psi_L d'}(t,t') & G^\nu_{\psi_L d'd'}(t,t') \\ G^\nu_{\psi_R^\dagger}(t,t') & G^\nu_{\psi_R d'}(t,t') & G^\nu_{\psi_R d'd'}(t,t') \\ G^\nu_{\psi^\dagger L}(t,t') & G^\nu_{d^\dagger L}(t,t') & G^\nu_{d'd'}(t,t') \end{bmatrix}. \tag{83} \]

Expanding the Green functions using regular perturbation series we can write

\[ \mathbf{G}^\nu(t,t') = \int_{-\infty}^{\infty} dt_1 dt_2 \{ \mathbf{G}(t,\tau_2) \Sigma(\tau_2,\tau_1) \mathbf{g}_0(\tau_1, t') \}^\nu + \mathbf{g}_0^\nu(t,t'), \tag{84} \]

where \( \mathbf{g}_0^\nu(t,t') \) is the bare Green function matrix. Next we exploit the fact that within our approximation, the self energies \( \Sigma(t,t') \) are instantaneous in time, leading to the form

\[ \Sigma(t,t') = \Sigma(t) \delta(t - t'), \tag{85} \]

and rely on Langreth theorem to expand explicitly the equations for the lesser Green functions

\[ \mathbf{G}^l(t,t') = \int_{-\infty}^{\infty} dt \{ \mathbf{G}^l(t,\tau) \Sigma(\tau) \mathbf{g}_0(\tau, t') + \mathbf{g}_0^l(\tau, t') \} + \mathbf{g}_0^l(t,t'), \tag{86} \]

and the retarded Green functions

\[ \mathbf{G}^r(t,t') = \int_{-\infty}^{\infty} dt \{ \mathbf{G}^r(t,\tau) \Sigma(\tau) \mathbf{g}_0(\tau, t') + \mathbf{g}_0^r(\tau, t') \} + \mathbf{g}_0^r(t,t'). \tag{87} \]

The self energy matrix at time \( \tau \), for the single-lead setup, is given by

\[ \Sigma(\tau) = \begin{pmatrix} U G_{d'd'}^l(\tau,\tau) & \gamma - U G_{d'd'}^l(\tau,\tau) \\ \gamma - U G_{d'd'}^l(\tau,\tau) & U G_{d'd'}^l(\tau,\tau) \end{pmatrix}, \tag{88} \]

and for the two-lead setup is given by

\[ \Sigma(\tau) = \begin{pmatrix} U G_{d'd'}^l(\tau,\tau) & 0 & \gamma - U G_{d'd'}^l(\tau,\tau) \\ 0 & U G_{d'd'}^l(\tau,\tau) & \gamma - U G_{d'd'}^l(\tau,\tau) \\ \gamma - U G_{d'd'}^l(\tau,\tau) & \gamma - U G_{d'd'}^l(\tau,\tau) & U \left( G_{d'd'}^l(\tau,\tau) + G_{d'd'}^l(\tau,\tau) \right) \end{pmatrix}. \tag{89} \]

We define a discrete time step \( \Delta t \), and assuming that we know \( \Sigma(\tau) \) for all \( \tau \leq t - \Delta t \), we fix \( t \) as a parameter. Equations 86 and 87 are then self-consistent and solved numerically for \( \mathbf{G}^r(t,t') \) and \( \mathbf{G}^l(t,t') \) at the range \( t' \leq t \). From this solution we calculate the next self-energy value \( \Sigma(t) \), setting the ground for repeating the process, this time solving \( \mathbf{G}^l(t+\Delta t, t') \) and \( \mathbf{G}^r(t+\Delta t, t') \) for \( t' \leq t + \Delta t \). Starting with \( \mathbf{G}(\Delta t, t') \), we iterate this process step-by-step until at long times we converge to
the steady-state solution of Eqs. S6 and S7, described in the previous sections, where all correlation functions are only functions of the time-difference. After this technical digression, we turn to consider different specific quenches applied to the model and present the results.

A. Connecting the level to a single-lead

Let us consider a system composed of a level initially decoupled from a single lead for times \( t < 0 \). At \( t = 0 \), they are connected by turning on the hopping term in the Hamiltonian of Eq. 1. In this setup we will follow the time evolution of the effective width of the level \( \Gamma_{\text{eff}}(t) \) until it reaches its equilibrium value described in Sec. III.

The system at times \( t \leq 0 \) is at thermal equilibrium with respect to the disconnected Hamiltonian

\[
\mathcal{H}_0 = \sum_k \epsilon_k c_k^\dagger c_k + \epsilon_d d^\dagger d + \frac{U}{N} \left( d^\dagger d - \frac{1}{2} \right) \sum_{k,q} c_k^\dagger c_q^\dagger c_q c_k, \tag{90}
\]

and the dynamics of the degrees of freedom is fully described by the bare Green functions \( g_0^\nu_\psi \sigma(t - t') \) and \( g_0^\nu_\psi \sigma(t - t') \) which are functions only of the time difference \( \tau = t - t' \). As in section II, we shall focus on the particle-hole symmetric case where the level is held at resonance \( \epsilon_d = 0 \), and the density of states of the lead is symmetric with half-width \( D \). Note that the Coulomb repulsion \( U \) has been absorbed into the definition of the bare parameters, as discussed in connection with the Hartree equations (13-15). We will focus on the zero-temperature limit \( T \rightarrow 0 \), and will extend our theory to finite temperature later.

Under these conditions, the bare Green functions of the dot degrees of freedom are given by

\[
g_0^\nu_\psi \sigma(t - t') = -i\theta(\tau),
\]

\[
g_0^\nu_\psi \sigma(t - t') = \frac{1}{2}, \tag{91}
\]

and the bare Green functions pertaining to the electronic lead degree of freedom \( \psi \), for a Lorentzian density of states and at zero temperature, are

\[
g_0^\nu_\psi \psi^\dagger(\tau) = -i\theta(\tau)\rho_0 De^{D\tau},
\]

\[
g_0^\nu_\psi \psi^\dagger(\tau) = -i\rho_0 D e^{-D\tau} E_1(-D\tau - i\eta) - e^{D\tau} E_1(D\tau + i\eta), \tag{92}
\]

where \( E_1(z) \) is the Exponential Integral function, and \( \eta \) is an infinitesimal quantity that does not enter any calculation and is used only to determine which side of the branch-cut along the negative real axis in \( E_1(z) \) to take. The lesser Green function has two components, characterized by different decay behavior at long times: the real part is fast-decaying, decreasing exponentially with \( D\tau \), while the imaginary component decays in a slower manner and is dominated by a \( 1/(D\tau) \). The bare off-diagonal Green function \( g_0^\nu_\psi \psi^\dagger(\tau) \) and \( g_0^\nu_\psi \psi^\dagger(\tau) \) are zero and the advanced Green functions are given by the relation \( g^\nu(\tau) = [g^\nu(-\tau)]^* \).

At \( t = 0 \) the hopping between the lead and the dot is turned on, and the system is driven out of equilibrium as it evolves according to the full Hamiltonian. The level acquires a finite time-dependent width which at time \( t > 0 \) is defined by

\[
\Gamma_{\text{eff}}(t) = \pi\rho_0 |\gamma - U G^<_{d\psi^\dagger}(t,t)|^2, \tag{93}
\]

where \( G^<_{d\psi^\dagger}(t,t) = \langle \psi^\dagger(t)d(t) \rangle \).

It will be useful to examine first the non-interacting case \( U = 0 \), where an exact analytical solution exists, allowing calculations of all dynamical quantities. In this case, the width of level remains time-independent at its initial value \( \Gamma_0 \) after the quench. However, the relevant dynamics can be extracted from calculating the expectation value of the off-diagonal matrix element \( \langle \psi^\dagger \rangle \) which starts from zero and reaches its equilibrium value which is given by

\[
\langle \psi^\dagger \rangle_\infty = -\rho_0 \gamma \ln \left( \frac{1 + \frac{1}{x}}{1 - \frac{1}{x}} \right), \tag{94}
\]

where \( x = \sqrt{1 - 4\Gamma_0/D} \), and at the wide-band-limit \( D \gg \Gamma_0 \) it can be approximated by \( \langle \psi^\dagger \rangle_\infty \approx -\rho_0 \gamma \ln(D/\Gamma_0) \). The dynamics of this matrix element determine, for the interacting case \( U \neq 0 \), the effective width of the level \( \Gamma_{\text{eff}}(t) \). We relegate the presentation of the exact solution and the calculation of the dynamics to App. A and present here only the end result. For times \( t \gg 1/D \) this matrix element is given by

\[
\langle \psi^\dagger \rangle_{(t=0)}(t) = \langle \psi^\dagger \rangle_\infty + \rho_0 \gamma E_1(\Gamma_0 t) \tag{95}
\]

where \( E_1(z) \) is the exponential integral functions, and in order to get this closed analytical expression we employed the wide-band limit. This matrix element converges to its equilibrium value exponentially in time at a rate \( \Gamma_0 \), as this is the rate that characterizes the decay of the exponential integral function. We conclude that the dominant time-scale determining the thermalization in the non-interacting case is the width of the level \( \Gamma_0 \).

Turning to the interacting case, the integral equations for \( G^\nu(t,t') \) given by Eqs. S8 and S9 take the form

\[
G^<^\nu(t,t') = \int_0^t d\tau G^<^\nu(t,\tau) \Sigma(\tau)\psi_0^\nu(\tau - t') + \int_0^t d\tau G^<^\nu(t,\tau) \Sigma(\tau)\psi_0^\nu(\tau - t') + \psi_0^\nu(t - t'), \tag{96}
\]

and

\[
G^>^\nu(t,t') = \int_0^t d\tau G^>^\nu(t,\tau) \Sigma(\tau)\psi_0^\nu(\tau - t') + \psi_0^\nu(t - t'), \tag{97}
\]
for $t \geq t' \geq 0$.

We have shown in Sec. III that the equilibrium properties of this model are identical to those of a non-interacting Hamiltonian with $\gamma$ replaced by $\gamma_{\text{eff}}$. The question arises whether the equilibrium analogy can be extended to the nonequilibrium quench: Can we obtain the time-dependent effective resonant level width from a non-interacting model where we have again replaced $\gamma$ by $\gamma_{\text{eff}}$. To this end, we write a non-interacting equivalent to Eq. (93)

$$\tilde{\Gamma}_{\text{eff}}(t) = \pi \rho_0 |\gamma - U \langle \psi^d(t) \rangle| \gamma_{\text{eff}}(t)$$

where $\langle \psi^d(t) \rangle$ is the exact result for the non-interacting case given in Eq. (94), with the final value of $\gamma_{\text{eff}}$ and $\gamma_{\text{eff}}$ replacing $\gamma$ and $\gamma_0$.

In Fig. 6 we have plotted $\Gamma_{\text{eff}}(t)$ for different values of $\rho_0 U$ as calculated by solving Eqs. (95-98) as a function of time. For comparison, we have also added $\tilde{\Gamma}_{\text{eff}}(t)$ of Eq. (93), taking the dynamics from the non-interacting effective Hamiltonian as dashed lines. At long times, both $\Gamma_{\text{eff}}(t)$ and $\tilde{\Gamma}_{\text{eff}}(t)$ converge to the same equilibrium value, as expected. The non-interacting model is characterized by the time scale $1/\Gamma_{\text{eff}}$ from the onset. The full dynamics of the interacting model starts with the bare non-interacting value $\Gamma_{\text{eff}}(t = 0) = \Gamma_0$ and the fully renormalized $\Gamma_{\text{eff}}(\infty)$ is dynamically built up in time, leading to the apparent slower dynamics.

Before concluding this discussion, we address here qualitatively the behavior in finite temperature. The introduction of finite temperature will effect the bare lesser Green function given in Eq. (92) and it will read

$$g_{\psi \psi^\dagger}^\rho_0(\tau) = \pi \rho_0 D f(-iD)e^{-D\tau} + \frac{2\pi i}{\beta D} \sum_{n=0}^{\infty} \frac{1}{1 - (\omega_n/D)^2} e^{-\omega_n \tau},$$

where $f(\epsilon)$ is the Fermi-Dirac distribution and $\omega_n = (2n + 1)\pi/\beta$ are the Matsubara frequencies, which here play the role of a decay rates. The slowest decaying element of the Green function will decay at a new characteristic time scale $\omega_0^{-1} = (\pi T)^{-1}$. For temperatures smaller than $\Gamma_{\text{eff}}$, the time scale $1/\Gamma_{\text{eff}}$ will still characterize the system. For higher values of the temperature, this new time scale will become the dominant one and will govern the equilibration rate.

### B. Time evolution of the current in two-leads

Now we extend the discussion to a two-lead setup, i.e. $M = 2$ in Eq. (1). As in the previous section, we consider the two leads as decoupled from the level, each in equilibrium at its own chemical potential $\mu_L = -\mu_R = V/2$ for $t < 0$. At time $t = 0$, we connect the two leads symmetrically to the dot and shall follow the real-time evolution of the current between the leads from its initial value of zero until it reaches steady-state value calculated in Eq. (72).

At time $t$ the current will be given by Eq. (100) as

$$I(t) = \langle \delta I(t) \rangle = e\gamma \text{Im} \left[ \langle \psi^d_R(t) d(t) \rangle - \langle \psi^\dagger_L(t) d(t) \rangle \right].$$

As in the previous quench setup considered, we shall focus on the zero temperature limit $T \to 0$.

Before turning on the hopping, the dynamics of system are described by the bare Green functions, which depend only on the time difference. The bare Green functions pertaining to the level are identical to ones given for the single-lead setup in Eq. (41) while the bare Green functions of conduction electrons are slightly modified by the introduction of the chemical potential, and at $T \to 0$ they are given by

$$g_{\psi \psi^\dagger}^\rho_0(\tau) = -i\theta(\tau) \pi \rho_0 De^{-D\tau},$$

$$g_{\psi \psi^\dagger}^\rho_0(\tau) = -i\frac{\rho_0 D}{2} e^{-\mu_\tau} \left[ e^{-D\tau E_1(-D\tau - i\eta)} - e^{D\tau E_1(D\tau + i\eta)} \right],$$

where we have assumed a Lorentzian density of states with half-width $D$.

Following the turning on of the hopping, the finite bias between the leads results in an electrical current flowing through the level, which is manifested by $\langle \psi^d_L(t) d(t) \rangle$ acquiring a nonzero imaginary part. The particle-hole symmetry of the setup, described in Sec. IV guarantees that

$$\langle \psi^d_L(t) d(t) \rangle = \langle \psi^\dagger_R(t) d(t) \rangle^*.$$
of convergence is 1 value via exponentially decaying oscillations. The rate depends on the voltage and is given for the range $t = 0$ is exactly solvable in an analytical manner. At long times the current converges to its steady-state value. The setup with the larger value of interaction, which is characterized by a larger $\Gamma_{\text{eff}}$ at steady-state, converges faster. No oscillations are visible in the current at the frequency determined by $V$ is much slower than the rate of convergence determined by $\Gamma_{\text{eff}}$. For the non-interacting case, the bare width is smaller than the voltage bias and the steady-state current is not in the linear regime.

For intermediate values of the voltage where $V \sim \Gamma_{\text{eff}}$, the steady-state current strongly depends on the magnitude of $\Gamma_{\text{eff}}$, and therefore on the interaction. The current for the case with $\rho_0 U = 0.15$ is larger than for $\rho_0 U = 0.1$ and for the non-interacting case $U = 0$. All setups show initial signs of oscillations in the currents, before arriving to the final steady-state value.

In the high-voltage regime $V \gg \Gamma_{\text{eff}}$ (but still $V \ll D$), the current shows clear oscillations before arriving to its steady-state. While the amplitude of the oscillations and the magnitude of the steady-state current depend strongly on $\Gamma_{\text{eff}}$, and thus on the interaction $U$, the frequency and phase of the oscillations depend only on the voltage $V$, and all setups oscillate with identical frequency. The current oscillations increase in magnitude due to the interaction, and the relaxation time to steady-state is prolonged by it, which is evident from the slow relaxation of the setup with $\rho_0 U = 0.15$ compared with the noninteracting and the weaker interacting $\rho_0 U = 0.1$ setups.

Comparing the real-time evolution of the current following the quench of the interacting setups with their equivalent non-interacting effective models, we discover that while the long-time steady-state behavior is identical in both description, the dynamics are different. The interacting models are characterized by slower dynamics and stronger current oscillations. However, the frequency of oscillations, which depends on the voltage bias alone, is similar in both the interacting and the noninteracting case.

### VI. SUMMARY AND CONCLUSIONS

In this paper we studied the interacting resonant level model using a perturbative conserving approximation in the contact interaction $U$. We have considered a single-lead as well as a two-lead setup assuming initially each lead in thermal equilibrium and at a fixed chemical potential. We have related the thermal equilibrium in
the single-lead setup and the steady-state in the twolead setup to the real-time evolution of the hybridization function and the time-dependent current after a quench switches on the hopping matrix element.

In Sec. [13] the properties of the model in thermal equilibrium were studied, and we have benchmarked our approximation against the well-established results pertaining to that model achieved using RG techniques. The low-energy fixed point of the model describes a phase-shifted Fermi liquid, where the interaction dresses the bare width of the level $\Gamma_0$ to an effective $\Gamma_{\text{eff}}$, defining the energy-scale of the model. In the weakly interacting regime, our approximation reproduces the equilibrium power-law renormalization of the level obtained in perturbative RG and stated in Eq. (30). This established the validity range of our approximation.

We have calculated the steady-state current through the level in a two-lead setup at a particle-hole symmetric point as a function of bias and for different contact interaction strength. At low voltages the linear response point is related to the universal regime in thermal equilibrium, and the conductance is governed by the low-energy fixed point of the IRLM at temperatures well below the characteristic energy scale $\Gamma_{\text{eff}}(V)$. At large bias a negative differential conductance is found and the exponent of the power-law suppression of the current has been analytically calculated. We have augmented these two analytically accessible regimes with a numerical solution for all biases to illustrate the crossover from small to large applied voltages.

The negative differential conductance reflects the dynamically undressing of the strongly enhanced level width $\Gamma_{\text{eff}}(V)$ with increasing voltage: at very large voltage the original bare level width $\Gamma_0$ is recovered, and its approach is well described by a voltage dependent power-law derived in Eq. (79). Our analytical calculations clearly reveal that both high-voltage and high-temperature serve as an effective low-energy cutoff in the self-consistency equation in a similar fashion as in RG approaches.

We have extended our conserving approximation to the calculation of the fully dressed two-times Keldysh Green functions. The real-time response of the system to quantum quenches became numerically accessible for a finite contact interaction $U$. In the single-lead setup, we have followed the evolution of the width of the level from $\Gamma_0$ to the dressed $\Gamma_{\text{eff}}$ after connecting the level and the lead at $t = 0$. In the two-lead setup, we have calculated the evolution of the current to its steady-state value after establishing the connection between the two leads and the resonant level.

In both cases we have compared the results at finite $U$ with the exact analytical expression derived for the dynamics in the non-interacting case. Although the equilibrium and steady-state properties of the model can be described by an effective non-interacting Hamiltonian with renormalized level width reflecting the Fermi-liquid fixed point in an NRG treatment, the real-time response after a quench cannot be fully accounted for by a simple replacement of the bare level width in the $U = 0$ solution with $\Gamma_{\text{eff}}$. Such a substitution lacks the time-evolution of $\Gamma_{\text{eff}}(t)$ which turns out the crucial for the enhancements of the current oscillations compared to the $U = 0$ solution. This enhancement of the amplitude with increasing $U$ have also been reported in an IRG approximation to the model away from particle-hole symmetry. Both approaches are well controlled and reproduce the correct exponent of the power-law renormalization of $\Gamma_{\text{eff}}(t)$ in equilibrium in the weak interaction limit. Therefore, we believe that these increasing of the oscillation amplitude is capturing the correct physics, and are not artefacts of the approximation since the oscillations are voltage driven and already present in the exact analytical solution for $U = 0$. Similar enhanced oscillations of the local level occupancy have been recently reported in quenches of the level position $c_d$ using an hybrid approach comprising the time-dependent numerical renormalization group and the time-dependent density matrix renormalization approach (td-NRG/td-DMRG).

Even though our approximation is restricted to small values of the interaction $U$, the model at hand displays a strong-to-weak duality, which extends also to nonequilibrium conditions. It would be interesting to compare our results with methods tailored to address strong-coupling limits, such as the hybrid td-NRG/td-DMRG.
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Appendix A: Solution of the RLM

The non-interacting version of model, where $U = 0$, is quadratic and exactly solvable. We present here an analytical solution in the wide-band limit, which allows writing the results in closed-form.

1. Single lead

For the non-interacting case, the self-energy matrix of Eq. (88) is constant in time after the quench at $t = 0$, and is given by

$$\Sigma(\tau) = \gamma \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \theta(\tau),$$

(A1)
which leads to the following equations for the dressed Green functions
\[
G_{dd}^r(t, t') = g_{dd}^r(t, t') + \gamma \int_0^\infty d\tau G_{\psi, \psi}^r(t, \tau) g_{dd}^r(\tau - t'),
\]
\[
G_{\psi, \psi}^r(t, t') = \gamma \int_0^\infty d\tau G_{\psi, \psi}^r(t, \tau) g_{\psi, \psi}^r(\tau - t'),
\]
\[
G_{dd}^< (t, t') = g_{dd}^< (t, t') + \gamma \int_0^\infty d\tau [G_{\psi, \psi}^< (t, \tau) g_{dd}^< (\tau - t') + G_{\psi, \psi}^r (t, \tau) g_{dd}^< (\tau - t')],
\]
\[
G_{\psi, \psi}^< (t, t') = \gamma \int_0^\infty d\tau [G_{\psi, \psi}^< (t, \tau) g_{\psi, \psi}^a (\tau - t') + G_{\psi, \psi}^r (t, \tau) g_{\psi, \psi}^< (\tau - t')].
\]

This set of equations can be solved in closed analytical form at zero temperature and in the wide-band limit, where the bare Green functions are given by
\[
g_{dd}^r(\tau) = -i\theta(\tau),
\]
\[
g_{\psi, \psi}^a(\tau) = -i\rho_0 \theta(\tau) \delta(\tau),
\]
\[
g_{dd}^<(\tau) = \frac{1}{2},
\]
\[
g_{\psi, \psi}^<(\tau) = i\rho_0 \frac{1}{\tau + i\eta}.
\]

Here, the \(\eta\) in the lesser Green function of the conduction electrons is a small quantity, which regularizes the function for short-times, and is cutoff dependent. It is related to the bandwidth \(D\) by \(\eta \propto 1/D\), and we will comment later on its effects on our calculations. Focusing on the expectation value for \(\langle \psi^d \rangle\) at time \(t\) we arrive at the solution
\[
\langle \psi^d \rangle(t) = G_{\psi, \psi}^< (t, t) = \rho_0 \gamma E_1 (\Gamma_0 t) + \rho_0 \gamma \left[ \frac{i\pi}{2} - E_1 (-i\eta \Gamma_0) \right],
\]
where \(\Gamma_0 = \pi \rho_0 |\eta|^2\). This expression diverges for \(\eta \to 0\).

However, we note that the divergent term is related to the long-time expectation value \(\langle \psi^d \rangle_\infty\). Expanding for small \(\eta \Gamma_0\) we get
\[
\frac{i\pi}{2} - E_1 (-i\eta \Gamma_0) = \ln (e^{\pi \eta \Gamma_0}) + O(\eta \Gamma_0)
\]
with \(\gamma = 0.57721\ldots\) here is Euler’s constant. In order to make contact with the Lorentzian density-of-states used throughout this paper, we choose the regularization \(\eta \approx (1.78D)^{-1}\), which renders Eq. (A7) as
\[
\langle \psi^d \rangle(t) = \rho_0 \gamma \left[ \ln \left( \frac{\Gamma_0}{D} \right) + E_1 (\Gamma_0 t) \right].
\]

One should note that this expression diverges for \(t \to 0\), which is also a result of the wide-band limit regularization. As the short time dynamics is governed by the fastest electronic modes, the expression is well regularized only for \(t \gg 1/D\).

2. Two leads

The case of a level connected to two leads held at different chemical potentials can be generalized from the single lead. Considering a quench where at \(t = 0\) the hopping between the leads and the level is turned on abruptly, the Green functions for \(t \geq t' \geq 0\) satisfy the following set of equations
\[
G_{\psi, \psi}^< (t, t') = \frac{1}{\rho_0} \Gamma_0 \int_0^\infty d\tau G_{\psi, \psi}^a (t, \tau) G_{\psi, \psi}^< (\tau - t'),
\]
\[
G_{\psi, \psi}^r (t, t') = \frac{1}{\rho_0} \Gamma_0 \int_0^\infty d\tau G_{\psi, \psi}^a (t, \tau) G_{\psi, \psi}^r (\tau - t'),
\]
\[
G_{\psi, \psi}^< (t, t') = \frac{1}{\rho_0} \Gamma_0 \int_0^\infty d\tau G_{\psi, \psi}^a (t, \tau) G_{\psi, \psi}^< (\tau - t'),
\]
\[
G_{\psi, \psi}^r (t, t') = \frac{1}{\rho_0} \Gamma_0 \int_0^\infty d\tau G_{\psi, \psi}^a (t, \tau) G_{\psi, \psi}^r (\tau - t').
\]

with \(\alpha = L, R\) the different leads. The current is given by Eq. (100), and for a symmetric setup \(\mu_L = -\mu_R = V/2\), at resonance, it suffices to calculate the imaginary part of \(\langle \psi^d \rangle\) at time \(t\).
Restricting attention to zero temperature, and employing the wide-band limit, the current can be calculated in closed analytical form. The bare Green functions for the level are the same as in the single lead setup and are given by Eqs (A3) and (A5). This also holds for the bare retarded and advanced functions pertaining to the leads, which are identical for both leads and are still given by Eq. (A3). Introducing chemical potential to the leads changes only the bare lesser Green function of the lead $\alpha$, which reads

$$g_{\psi_{\alpha}^{\dagger} \psi_{\alpha}}^<(\tau) = i \rho_0 e^{-i \mu_\alpha \tau} \frac{1}{\tau + i \eta},$$

(A11)

with $\mu_\alpha$ the chemical potential.

Solving the equations for $t = t' > 0$, assuming a symmetric setup at resonance, we find that the current is given at this limit by

$$I(t) = 2G_0\bar{\Gamma}_0 \left[ \tan^{-1} \left( \frac{V}{2\bar{\Gamma}_0} \right) + \text{Im} \left\{ E_1 \left( \bar{\Gamma}_0 t + i \frac{V}{2} \right) \right\} \right],$$

(A12)

with $\bar{\Gamma}_0 = 2\pi \rho_0 |\gamma|^2$. Here the regularization of $\eta$ does not play a role, as only the real part of $\langle \psi^\dagger(t) d(t) \rangle$ diverges for $\eta \to 0$, while the current depends solely on the imaginary part.