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Abstract
Translational assets (TAs) are considered one of the actors that play a critical role within the national innovation system (NIS) of every country that embraces university, government, and industry collaboration. Moreover, these organisations have been established to support industries, companies, and particularly SMEs, filling the university-industry gap. Although the establishment of translational assets creates many benefits, this organisational ecosystem has been a controversial topic. It is hampered by a lack of consensus on how to define and classify translational assets. The problem arises because of their heterogeneity. This study identifies the critical factors for presenting a general classification from the analysis of academic papers and technical reports. The proposed classification is built, showing the factors of organisational structure, resources, and motivation for collaboration on a bidirectional continuum. Therefore, this paper’s findings provide a proposed classification of three main types of TAs, which are as follows: exploratory, plug, and developer/solver. This is a heuristic classification that provides enrichment to the literature and a better understanding for practitioners of these organisations’ behaviour.
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Introduction

In a knowledge economy, there is a consensus that innovation represents, for almost all organisations, one of the keys for surviving and increasing competitiveness and knowledge is the driver for it.

Therefore, companies started to look beyond their boundaries and engage with other organisations to absorb knowledge as input to satisfy their scarce resources or capabilities, know-how, and reduce the risk of new product/service development. This strategical approach is known as open innovation, and opening their R&D boundaries for collaboration is the core of this paradigm (Arrigo, 2018; Chesbrough et al., 2006; Subtil de Oliveira et al., 2019). There are different levels of “openness” based on the firms’ operating environment and the organisations with which the industries established new collaborations such as universities, intermediate institutions, and government bodies.

Despite the different perspective between university and industry, they often work in partnership. As enterprises have begun to establish new collaborations with several stakeholders, universities shifted their logic taking on entrepreneurial tasks (Leydesdorff & Etzkowitz, 1995) through the translation of knowledge (Etzkowitz et al., 2019). Universities, industries, and government are the main institutional R&D components in the knowledge economy model defined by Leydesdorff and Etzkowitz, known as Triple Helix. These national infrastructures that facilitate R&D and its contribution to technological innovation work on the macro- and micro-level. The macro-level is made from university, industry, and government, aiming to provide research activities. The micro-level consists of business that transforms service/product that embody the new technologies, which brings to an economic value (Betz et al., 2016; Sarpong et al., 2017).

The intersection between the helixes is the key to innovation. Indeed, the collaboration between university-industry has been encouraged by governments and funding agencies in developed and developing countries. The different supports provided by the government for innovation comprise research, technology and innovation policies, and other policy measures such as financial instruments (i.e. R&D innovation grants, tax incentives with a focus on collaboration) and regulatory mechanisms (i.e. (IP) right regime, incentives to different parties involved in the university-industry cooperation), and many else (Morrison & Pattinson, 2020; OECD, 2019). One of the policy strategies supporting research and sustaining the relationship between university and industry is establishing bridging organisations that facilitate the linkage between two entities. These organisations operate in the middle level of the technology readiness level (TRL) to resolve the translation gap. TRL is a 9-level scale used to assess innovation project eligibility based on their maturity (Figs. 1 and 2).

The translational problem is very prominent in the pharmaceutical industry but is found in other sectors such as manufacturing (Haeussler & Assmus, 2021). The term “translation” is meant the process of transforming basic research knowledge into use in the real-world promoting innovation of both products and process (Garegagno, 2019).
The model of this type of organisation has been widely diffused during the last four decades, initially in western and more developed countries such as the USA, Australia, and Canada, and then has been set up in Europe in Italy, the UK, Netherlands, Germany, Finland, France, Spain, and others. Thus, these bodies occupy a unique place within the innovation ecosystem by playing a crucial role in the country’s economic growth through the creation, employment, and diffusion of knowledge (OECD, 2011a, b). The role played by these entities fits the state of the innovation system of the nation as they change based upon their strategies, structures, and economic orientation (Arnold et al., 1998). However, their worldwide presence brings some confusion proving their definition and classification (Ciappetti & Perulli, 2018). However, we are aware that not a publication has addressed this terminology inconsistency yet. These organisations have been labelled using several terms over time (Youtie et al., 2006) in the policy arena such as translational
infrastructures (Hauser, 2010), R&D laboratories (Crow & Bozeman, 1987a, b), research centre (Boardman & Corley, 2008), or research institute (Stahler & Tash, 1994). To simplify this issue, in this paper, these institutions will be labelled under the umbrella term of “translational asset (TA),” used first by Hauser (2010) in his report where he highlighted the need for the UK to fill the gap between industry and university.

With the term asset, we want to include tangible (i.e. equipment) and intangible (people) resources. Commonly, the term asset identifies only the tangible resources, then to only the infrastructure. However, we adopt the new term of translational asset for two reasons: the first is because it is becoming popular in the UK in both the academic and practitioner environment, and second, which is the more important reason, the organisations, especially those involved in R&D, are recognising the value of the talent, skills, and knowledge as drivers for a successful organisation. Therefore, in this analysis, it is essential to link the concept of asset to tangible and intangible resources to have a clear idea of what the TAs are. Moreover, the concept of assets can be linked to that of infrastructure. Therefore, we have used these two terms interchangeably.

Ultimately, the need for classification is manifold. This research particularly wants to assess the different primary factors that distinguish the different R&D organisations’ boundaries. To achieve this objective, the investigators conducted a qualitative study based on the triple-helix theory and the general literature at the international level about the TAs. This research is the starting point for studying this broad field of organisational theory and R&D and innovation management. Its contribution has impacts on theory and practice. The proposed general classification aims to fill the literature gap by clarifying the different types of TAs from a holistic perspective. This initial piece of research could enrich the theory through a framework and provide suggestions to practitioners in this field to examine and improve their organisations and policymakers needing a better understanding of the nature of the typologies of these organisations.

The paper is structured as follows: first, the authors introduce how the universities and the research organisations are changing their role within their ecosystem; the second section presents the existing classifications used in the literature of the different research organisations; the third section shows the typology and the variable considered to build it up; in the end, in the fourth section presents the conclusion and discussion in which includes further studies.

**Approach to the Study**

For this investigation, our main objective is to establish the diverse factors that define the translational assets to identify the main typologies that operate within a national innovation system (NIS). This objective was influenced by the relatively novelty of this issue and from the fact that such a phenomenon is still a grey concept from practitioners and academics. From here, the challenge is to categorise the TAs according to the existing literature.
The authors aimed to analyse this phenomenon and to so they address the research question, “what does the literature says about the main factors that have been used to characterise the TAs?” The question has been answered by reviewing the literature on the characteristics of a variety of translational assets.

The purpose of the literature review was to have a background of information in the field and understand the main characteristics to classify these organisations according to the most influential scholars. The sources analysed distinguish various translational infrastructures with different reasons to be established for public and private support. The authors think that the difficulty in exploring this field does not come from the limited data but from the blurry concepts that shape this topic’s boundaries, especially regarding the translational assets covering the mid and high TRL.

To gather information for the literature review has been used an electronic database (Science Direct) considering publication from the past three decades and considering different reports issued by governmental bodies and other translational assets within various OECD (Organization for Economic Cooperation and Development) countries and in the USA involved in science, technology, and engineering domains. Within the database, we searched using the combination of key terms as “research university” OR “research and technology” OR “research centre” OR laboratories AND “organisation design” AND classification OR typology. Research Policy, Technovation, and Technology Forecasting and Social Change as the principal journals in research and innovation were considered to identify the relevant articles. The papers considered have mainly empirical findings gained from case studies. The authors read the first set of papers, and a snowball approach has been applied to gather further documents. Therefore, the literature analysis was useful to distinguish these organisations at a high level to classify and naming them according to relevant factors.

There is a call to a few a priori studies (notable Bozeman & Crow, 1990; Bozeman & Moulton, 2011; Crow & Bozeman, 1987a, b; Sanz-Menéndez & Cruz-Castro, 2003; McNie et al., 2016) about how these types of R&D organisations have been classified based on different dimensions. Nevertheless, as a result, these studies seem to be insufficient for recognising TA types failing to present a general classification scheme as they lack heterogeneity and sharp demarcations (McKelvey, 1982). Moreover, these past studies did not use an extensive list of factors to identify different types. For this reason, with the existing classifications, some organisation could not be collocated within the right group. This issue has been addressed in this paper by considering key factors and representing them on a continuum. The representation on a continuum eases the inclusion of hybrid organisations and better segmentation of the TA types. Only the necessary information has been collected from the literature sources to fill the variables that build the theoretical framework. In the following section, the analysis of the sources of literature on the translational assets and their past classifications.
Theoretical Background

Changing of Roles

In a context where the production of knowledge and its diffusion drives the growth of every national economy, research and development, in all its forms, and innovation induce changes of organisational and institutional nature. These changes caused by R&D costs, concurrency, or the risk of launching new technologies have seen the industries to require the support of the implementation of research and innovation initiatives within the industry boundaries to boost their growth. These initiatives do not bring only industrial development but also impact a social point of view.

In this wave of change, the knowledge-based economy context brought about a substantial revolution in the research landscape (Bazan, 2019). Mainly, the university has made a significant change: it shifted from its traditional academic activities of teaching and research activities to a third one. This third mission sees the university cover a substantial role in innovation, for example, by the commercialisation of the research outputs through the transfer of knowledge and the change of its funding sources. This transition brought about the birth of a university’s new model: a university of entrepreneurial nature (Muizniece, 2020). In this way, the old linear model of innovation (from basic research to commercialisation) has been replaced as the industries try to resolve their challenges through science.

Another aspect due to these changes is about the freedom acquired from the investigators and how they started to set their research agenda with activities beyond the fundamental science’s scope. By showing its innovation outputs, the university eases its connection with potential investors. The industry also found the university a valuable partner for its R&D objectives by having access to tangible and intangible resources (Bazan, 2019). These developments are described in the Triple Helix model, which represents the synergy between university, industry, and government that drives innovation and economic growth (Etzkowitz, 2000).

Moreover, a further change has been the need for a multidisciplinary approach to overcome industrial challenges. An example of this change can be seen in the translational asset that gathers researchers with different expertise to address complex problems in a specific context to create and transfer knowledge to the stakeholders involved in the collaboration.

These types of entities can be identified at the meso-level of the Triple Helix model, and according to Etzkowitz and Leydesdorff (2000), there are three different types of institutions:

- Hybrid innovation agents (responsible for the production and use of knowledge);
- Innovation interfaces between firms and public research;
- Hybrid innovation coordinators that provide coordination between the traditional research actors.

The concept of hybrid organisations covers various meanings based on the context in which the organisations fit. For this investigation, an intermediary
organisation is conceived as an organisation (that carry out research activities) with a sequence of different characteristics and operating models (De Waele et al., 2015) based on their remit, stakeholders, organisational structure, and funding stream. Despite their relevance, the evolution of the translational asset has not had the same attention as the universities’ transformation (Cruz-Castro et al., 2015). We may attribute this lack of consideration towards the translational assets because of the low expenditure in R&D by governments. Scholars could also give more attention to the university because of the shift of the fundamental research beyond what were its boundaries through a multidisciplinary approach, new research activities, and their higher impact.

Nevertheless, introducing this new actor within the innovation ecosystem brought to the development of new collaborations. For instance, the partnership between university, industry, and the translational asset is strongly encouraged by the governments of each country, and it has brought both technologies and services to the firms, especially to the small and medium enterprises (SMEs) (Adams et al., 2001; D’Este & Patel, 2007). There are several mechanisms to establish a university-industry collaboration, both formal and informal such as collaborative research, research contracts, consulting, spin-off, IP transfer, licensing (D’Este & Perkmann, 2011; Etzkowitz et al., 2019), creation of physical facilities, postgraduate training in the company, training company employees, and joint research agreements (D’Este & Patel, 2007).

Therefore, these changes have entirely turned the R&D landscape and emphasised the role of these meso-level organisations. Since our principal objective is to classify these organisations, the following section reviews the effort made by the previous scholars to develop a classification of the TAs.

Typologies of Translational Assets in Literature

General Definition of Translational Assets

Although these organisations are not a new phenomenon in the innovation landscape, there is still a limited understanding of this complex type of organisations. An argument could be the hybrid nature of the organisations. Therefore, it is appropriate to attempt to analyse the variety of innovation organisations encompassing those most frequently known in literature and practice such as the research centre, research institutes, government laboratories, technology centres, and research and technology organisations (Cruz-Castro et al., 2020).

One of the causes of the lack of understanding is the birth of new types of innovation organisations to which have been associated with a variety of definitions that have created confusions between the scholars (Gray et al., 2013). Over the years and in every NIS, the definition of “translational asset” has evolved. Several definitions have been attempted, trying to expand the concept of innovation organisation from what was initially conceived as a traditional academic department. Table 1 proposes a selection of several definitions of the translational asset from literature sources and reports from different countries.
While various definitions of the term “translational asset” have been suggested, this paper will use the definition first proposed by Hauser (2010). We opted to choose Hauser’s description because the other definitions in the table highlighted translational assets’ characteristics like university-based, public-funded or industry-driven. In contrast, Hauser has a broader perspective as he sees TAs as organisations that collaborate with both private and public entities to adding value to the R&D process through the employment of technologies to attempt to fill the gap of the Valley of Death, that is, the gap between the research economy and the commercial
economy (Jucevicius et al., 2016). Therefore, this definition is closer to our idea of a translational asset.

Other than struggling to find a clear-cut definition, there is a problem identifying a classification for the TAs. It is then appropriate to understand what distinguishes these entities by identifying several dimensions. This drives to build a framework that proposes a classification of how these organisations can be described.

**Theoretical Typologies**

This state-of-the-art classification is mainly due to the lack of conceptual clarity and conformity of the terminology adopted (Cruz-Castro et al., 2020). The different types of R&D based on the users have brought to the establishment of a varying kind of translational assets. The word classification has a different meaning in literature and often has been identified as typology or taxonomy. According to many authors (see Carper & Snizek, 1980; Hambrick, 1983), there is not a substantial difference between the two terms. Rich (1992) affirmed that a typology classifies data into types based on a priori theory.

In contrast, the taxonomy is a classification scheme aiming to represent empirical data in similar groups in a hierarchical fashion. In this analysis, the classification is identified with the term typology. According to Collier et al. (2008), typologies are understood as “organised system of types” and “is useful only if it reduces the redundancy and complexity of many variables” and “to reduce the redundancy and the complexity of the competing typologies” (Kilmann, 1983). The introduced typologies have been built considering data from deductive theories present in the literature. Moreover, being a theoretical typology, this investigation represents only the first step toward a system of classification and not the final one (Carper & Snizek, 1980). Its scope is to provide a framework for describing the nature of the different innovation organisations.

**Typologies A Priori**

We have stated above that the field of translation assets is a “grey” topic in literature. Thus, there are not many classifications of such organisations, and those existing do not present any homogeneity. Most of the literature aims to classify the industry-university cooperative research centre (Boardman & Gray, 2010). Thus, there is a lack of knowledge regarding other forms of R&D organisations. Mainly, the past classifications involve the changing environment due to the influence of the government and market (Crow & Bozeman, 1987a, b), stakeholders (Hagedoorn et al., 2000; Adams et al., 2001), type of technology transfer (Hameri, 1996), type of research (Geiger, 1990).

The main factors that several authors have considered will be analysed to design the existing classifications.

Environment: R&D organisations face various environments that impact the organisation overall (Aldrich & Herker, 1977). Crow and Bozeman (1987a, b) have investigated the context of the American R&D laboratories considering their legal status or ownership (public, private, or non-profit). AIRTO (2018) has provided a
clear definition of the different legal status in one of its report. This variable shows the logic that prevails in the organisational environment. Several variables affect the organisational environment but what we think is the most appropriate variables to describe it are the “publicness” that identifies the degree of government influence on the organisation and the market influence. Indeed, laboratories can be owned by a public or private organisation like government and university or industry. Simultaneously, the products can be identified as generic products with low market influence, balanced products with a moderate influence and property products having a heavy market influence (Crow & Bozeman, 1987a, b).

Collaboration: The collaboration between university, industry, and government has strategic importance and brings advantages to all the parties involved. Several scholars such as Feller et al. (2002) have investigated the perspective of the university on innovation organisation to emphasise the new face of the university as an entrepreneur (Etzkowitz et al., 2019), while other studies considered the collaboration between the innovation organisation and industry partner (Boardman & Corley, 2008). Collaboration goals are critical for the success of a partnership because they are related to the structure of collaboration. These goals target knowledge generation, basic research, sharing of resources, interaction with the community, and career development. This collaboration can start through a bottom-up process, top-down process, or mixed process (Corley et al., 2006). Hagedoorn et al. (2000) and Bonaccorsi and Piccalunga (1994) classified the motivations that drive members within the ecosystem to engage in this collaboration. The private sector involves this collaboration for several reasons such as having access to resources like highly qualified personnel and valuable knowledge (Bonaccorsi & Piccalunga, 1994); exploiting their resources and developing sustained competitive advantages; increasing the efficiency, synergy, and power through the networks; learning to build up new skills and capabilities; and internalising core competencies and enhancing competitiveness (Hagedoorn et al., 2000). Moreover, policymakers encouraged university-industry partnerships to correct market failure, accelerate technological innovation, and increase technological innovation exchange among firms, universities, and public research institutes (Cohen & Levinthal, 1989; Hagedoorn et al., 2000).

Organisational Structure: The structure is one of the key variables used to classify organisations. Among the organisational structure advocates, Burns and Stalker (1961) describe the organisation’s structure as either mechanistic or organic, considering the hierarchy levels. Their classification is questionable because it could be obsolete or inconsistent, even if many scholars still use Burn and Stalker’s classification to analyse the organisational structures. Nowadays, many R&D organisations attempt to increase their flexiblity level independently of their size and hierarchical levels. Other factors that influence the structures are the research projects’ scale and research autonomy (Jordan, 2006). Instead, it would be more relevant if scholars would analyse an organisational structure under collaboration format lenses. The study of Champalov et al. (2002) and Bonaccorsi and Piccalunga (1994) on the typology of organisation and management of the partnership by considering the different dimensions of bureaucratisation (leadership, formalisation, hierarchy, and division labour) is a notable example.
Resources: Generally, for the translational assets, the primary organisational variables considered for classification are the financial model, the human capital, and research infrastructures (equipment). Those variables can be seen as input for an R&D organisation. The last two elements can represent a set of capabilities for the TAs. Funding is one of the critical factors that distinguish the different form of organisations because it has a remarkable influence on the research’s orientation and how organisations set priorities (Etzkowitz & Kemelgor, 1998; Lal et al., 2007). The funding is available from the R&D programs, government, and industries (Balthasar et al., 2000) to support new ideas and the initial demonstration that they work (Auerswald & Branscomb, 2003; Youtie et al., 2006).

Moreover, the funders outline the geographical scale of the organisation’s operations. The organisations established and funded by the regional government limit their activities to their home region. At the same time, those who receive national government funds address national needs (e.g. Fraunhofer Institutes) (Charles & Ciampi, 2014). The sources and the amount of funding received from translational assets show where they fit within the technology readiness level spectrum. However, they do not drive the research agenda of the TAs. If an organisation receives a majority of funding from a single stakeholder, the management and the researchers pursue their research objectives without neglecting the stakeholder interests (Lal et al., 2007). This could be partially true as, for instance, for a TAs that has industrial members that bring a considerable percentage of funding to the organisation force the research to satisfy the member’s needs firstly.

In contrast, if the funding stream comes from different players, the organisation may cover different directions (Gulbransden 2011; Crow & Bozeman, 1987a, b). Therefore, various sources allocate funding to the TAs. Thus, the management of a TAs have to establish a clear mission and vision to avoid inefficiency and loss of funding in the future.

Human capital is an essential component in the TAs and consists mainly of scientists, researchers, technicians, and researcher students (Adams et al., 2001). This resource presents a certain autonomy level based upon funding and management (Jordan, 2006). It can be diversified based upon the size and the functions of the personnel. Jordan (2006) classifies individuals and a group’s competencies, considering the specialisation level with specific expertise and the complexity and diversity of the research teams. Lal et al. (2007) classified the personnel as academic faculty, research faculty, and research staff. Research infrastructures are also relevant, but not all innovation organisations have the same equipment and space. For instance, ample laboratory space, workshop and up-to-date instrumentation, and other resources are not available for innovation organisation based within the university. Therefore, not all TAs can have stability in tasks and resources (Ikenberrry & Friedman, 1972). The TA facilities’ capability depends mainly on the level of support they receive (Stahler & Tash, 1994). Another variable of input linked to the funding stream is the research projects. The projects are classified based upon their “size” and technical and organisational complexity (Corley et al., 2006). The innovation organisations attempt to develop a long-term alliance to have sustained support from their stakeholders (Gray et al., 1986).
Stakeholders: Stakeholder is a recurring factor in many classifications because the type of stakeholder is linked to the organisation’s themes (e.g. Health, digital economy, energy) and because there are different groups based on the kind of innovation organisation and its objectives. For instance, Hagedoorn et al. (2000) classified the stakeholders into public and private. The public stakeholders embrace university and public research centres, while the firms represent private stakeholders. Bonaccorsi and Piccalunga (1994) share the same perspective, considering only the university and the industries. Differently, Adams et al. (2001), Gray (2000), and Leydesdorff and Etzkowitz (1995) stated that the stakeholders for the innovation organisation are represented from the Triple Helix’s actors, that is, the university, government, and industry. Gray et al. (2001) and Adams et al. (2001) affirm that the industries support the research programs run from the innovation organisation through membership and usually contribute with more funds (Lal et al., 2007). The spheres represented by the stakeholders influence the culture of the organisations (Gulbrandsen, 2011).

**Building a Proposed Classification of TAs**

In this work, the investigators attempt to classify the translational assets through a systemic approach. That is, the translational assets are a complex system, then “it is analysed as a whole entity to describe and understand differences and their origins, to explain the relationship with the surrounding environment, and to arrange types of phenomena into a meaningful order” (McKelvery, 1982). Previous authors suggested different factors for the classifications of organizations (see Table 2). However, these fail as they do not present an approach to a general classification scheme

| Sources | Classifications | Characteristics |
|---------|-----------------|-----------------|
| Crow and Bozeman (1987a, b) | Environment | • Legal status or ownership  
• Government influence  
• Market influence  |
| Hagedoorn et al. (2000); Corley et al. (2006) | Collaboration | • Motivation for collaboration  
• Organisational structure  
• Bottom-up/Top-down process/mixed model  |
| Chomplavalov et al. (2002); Bonaccorsi and Piccalunga (1994) | Organisational Structure | • Bureaucratisation  
• Size  
• Research autonomy  
• Scale of project  |
| Gray (2000); Jordan (2006); Stahler and Tash (1994); Corley et al. (2006); Lal et al. (2007); Balthasar et al. (2000) | Input | • Funding schemes  
• Human capital  
• Research infrastructures  
• Research project  |
| Hagedoorn et al. (2000); Bonaccorsi and Piccalunga (1994) | Stakeholders | Public, private, and public/private  |
for knowledge economy impact in this organisational context. This issue happens for different reasons. For instance, Burnes and Stalker (1961) analyzed the organizational structure, either mechanistic or organic. These are two arbitrary groups that cannot represent those organizations that fell between the two extremes of a dimension. This discrete way to classify the organizations brings to a lack of stability of the classification because organizations can change over the years because of the instability of their environment due, for example, to the change of stakeholders, globalization, technological convergence, market focus and policy (Arnold et al., 2010). After all, they may be misclassified or left out (McKelvey, 1982). Therefore, it is relevant to identify the organizations that are “mixed” in characteristics considering characteristics. A classification has been proposed to address this issue. The classification is built considering, according to the investigators, the more relevant factors listed in Table 2 that can be relevant for the design and evolution of a TA and can capture the role played within its innovation. These factors involve attributes that authors did not represent through a bidirectional continuum in the previous studies.

Identifying an organisation using a continuum is a useful tool to grasp such phenomena, especially if the organisations operate in a “landscape of tension” as the TAs, which it referees to the need of this organisation to change and be able to create change within their boundaries (Gustafsson & Lidskog, 2018). Therefore, the dimensions selected to build the classification of TAs are the organisational structure, the resources, and the collaboration (Table 3). Table 3 shows in the left column the factors considered for the classification, in the central column the attributes associated with each factor, and in the right column describes the variable considered for each attribute, following the description of the factors with the related characteristics that will help to identify the different types of R&D organisations.

Organisational Structure

The organisational structure is an essential factor for designing an organisation because it is necessary to choose the appropriate configuration to achieve their goals and be high-performance in their environment. Its importance is that it describes the hierarchical lines of authority, information flow between the different levels, responsibilities, and duties (Pugh, 1990). Two dimensions to illustrate this factor

| Factors          | Attribute                           | Spectra of dimensions criteria |
|------------------|-------------------------------------|-------------------------------|
| Organisational Structure | Internal Authority | Low ← High                      |
|                  | External Autonomy                  | Low ← High                      |
| Resources        | Funding                             | Low ← High                      |
|                  | Dedicated Human Capital             | Low ← High                      |
| Collaboration    | Infrastructure scale               | Low ← High                      |
|                  | Proximity to the market             | Low ← High                      |
|                  | SMEs Support                        | Low ← High                      |
are identified: external autonomy and internal authority of a TA (Cruz-Castro & Menédez, 2018; Boardman, 2012). These characteristics emphasise the hybridity of the TAs since they have to engage in strategies to account the different expectations of the stakeholders involved (Gustafsson & Lidskog, 2018).

Considering the autonomy of a TA, this can vary in a range between semi-autonomous and autonomous. The former type is based at the lower extreme of the continuum. It identifies the R&D organisations part of the university organisational structure (e.g. industry-university research centre or organised research unit (ORU)) (Gray et al., 2001) that are more dependent on the state and lack of own budget, infrastructure, and employment (Arnold et al., 2012; Sanz-Menéndez et al., 2011). While at the other end of the spectrum are the organisation with a solid structure, strategy, facilities, and stable relationship between the individuals and stakeholders (Gray & Rivers, 2013).

Instead, the variable authority depends on the nature of the organisation’s management model (Corley et al., 2006) and from the changes in the system funding (Cruz-Castro & Sanz-Menéndez, 2018). Such a variable aims to measure individuals’ autonomy in the decision-making process to pursue their research agenda or curiosity. Corley et al. (2006), in their study about multi-institutional collaboration, identify two levels of authority and autonomy through the bottom-up and top-down approaches. The former describes an informal approach in which the principal investigators have significant freedom to pursue and shape their research agendas (Philbin, 2011) and translating their research to address technical problems and market needs (O’Kane et al., 2020). On the other hand, the second approach where the decisions about the research priorities are taken from the director(s) and filtered down to the working unit (Cruz-Castro et al., 2012). This variety of decision-making approach implies that the innovation organisations can be structured either with a flexible management (decentralised) style or a more formal style (centralised). However, some innovation organisations are structured through intermediate authority mechanisms like the director’s strong leadership within the TAs, committee, and advisory board. An example of the mid authority organisations can be identified from a government innovation organisation led by a director appointed by the president of the organisation. Although it is a formal structure, the director has a degree of autonomy to set up the research agenda (Cruz-Castro et al., 2011).

**Resources**

TAs need different resources to run their operations. In particular, among the main assets, there are financial resources and human capital and infrastructures. Moreover, the type of resources shows the kind of output of the TAs. For instance, the TAs that are very close to the university could focus on publishing in a scientific journal or carry out more fundamental research. Vice versa, the TAs more industry-oriented are more willing to provide activities as consulting, knowledge and technology transfer, and commercialisation. Innovation organisations are very different between them by design, and the mode of how they are funded is an explanatory factor to see their difference. Financial resources are critical factors because, for example, non-profit TAs cannot produce internal income, and they cannot be used to buy other
types of resources (Hoppmann, 2021). The usual sources of funding in TAs are as follows:

- Public Non-competitive Funding: They are long-term government “core” funds which are employed to support the capability building.
- Public and Private Competitive: The organisations have access to this funding through competitive bid or grant from public or private agencies. This funding can be national or European.
- Private or Market Funding: This represents an income from industry through research contracts, annual membership fee, and services with the aim to the dissemination of knowledge for a specific scope.

These funding sources are distributed in different percentages in the organisation based on the organisational strategy. Moreover, this variable impacts the nature of the ownership’s organisation. Illustrating this factor on a spectrum, the TAs focused on a faculty member’s or department’s R&D interest are shown at the low end. These types of organisations have a high level of institutional core funding. Moving towards the top end of the spectrum, the R&D organisations have a lower level of core funding and receive external funding from industries and other authorities. Government is the primary funder for the public sector research to guarantee public outputs from the R&D activities. These types of TAs are mission-oriented (Cruz-Castro et al., 2011). By using these funds, the TAs can move “a little ahead of market needs.” However, in many countries, government funding is decreasing, and this issue drives the TAs to pursue new financing sources by establishing new strategic collaboration with industries. However, to engage with new stakeholder, the organisations have to offer broader capabilities (Arnold et al., 1998). The other funding source is the private sector through collaborative research contracts, patents, licensing, and consultant. The TAs needs to have industry as a stakeholder as these collaboration programmes sustain funds (Bozeman & Boardman, 2003).

Human capital is one of the pillars for the R&D organisations as they rely on researchers and technicians’ different expertise in different areas. This resource varies based on the type of organisation. According to Tijssen (2018), skilled human capital is a fundamental to entrepreneurial success because of the ability to recognise future opportunities and exploitation and commercialisation of their research. Scientists and researchers need to have formal training and required education to have the right skills for undertaking research and other science and technology activities. They also need to have soft skills like leadership and management (McNie et al., 2016). Based on the skills, the human capital can be classified as researcher, crossover collaboration, inventor, and entrepreneur (Tijssen, 2018). For those organisations towards the market side, it is relevant to have dedicated personnel with industrial experience and technical knowledge to recognise the industrial pressures and priorities that could not be obvious to people whose experience is limited in the academic field (Arnold et al., 1998).

Moreover, some TAs do not have dedicated personnel, such as university-based TA, consisting of academic and research staff. Zaichenko (2018), in his article, describe the academic and non-academic research workers in a TA. Some
university-based organisations dedicate only a part of their time to the research activities because they have to carry out other academic activities such as teaching, tutoring, etc.

The infrastructure for a TA is essential for its performance. Many TAs do not have the equipment for specific activities, and then they are dependent on other organisations. Moreover, the funding scheme change is an issue for scaling up and upgrading the organisation facility. For example, the UK government set up programmes to contribute to infrastructures investment and establish extensive research facilities to address this issue. Moreover, some types of TAs provide access to the industries to use their scientific capabilities and expertise (Hoppmann, 2021). This aspect is crucial because it may be another form of income for the organisations as firms are often willing to pay for access and, if the TAs is campus-based, this makes firms closer to the university (BIS, 2015).

Collaboration

The Industry-university relationship has been widely studied in the past and is one of the priorities for innovation development and a priority for policymakers because it is considered one element of the technology strategy (Bayona Sáez et al., 2002; Meissner, 2019). Recently, additional programmes and initiatives in R&D have been launched to strengthen university and industry collaboration (Meissner, 2019). Through this collaboration, both parties obtain advantages. For instance, firms with a strong capability can access trained personnel (students, professors) and facilities with leading-edge technologies. By doing so, firms can engage in open innovation activities (Fernández-Zubieta et al., 2016) and achieve revolutionary technology development. Besides, establishing a collaboration with the university over the years allows the academics to have a deep understanding of the industry’s needs and identify new research opportunities to support the business (Dowling, 2015). At the same time, the universities collaborate with the industries to be exposed to practical problems. University and industry collaborate employing different mechanisms such as research support, cooperative project, knowledge transfer, and technology transfer (Bonaccorsi & Piccaluga, 1994; Hagedoorn et al., 2000; Carayol, 2003). However, this collaboration seems to involve only the university and industry. However, the translational asset is an important “public–private research actor” (Fernández-Zubieta et al., 2016) and interacts with the university and industry encompassing the same means. Cooperation with the private sector allows this actor to undertake more applies research.

It is possible to enhance this aspect of the collaboration by analysing two variables: its proximity to the market and Its collaboration with the SMEs. Understanding how far the TAs are from the market helps to perceive the university’s level integration. These organisations can be characterised by no direct association with HEIs or strong institutional ties with the university (Zaichenko, 2018). Therefore, this variable aims to identify the legal status embedded by such organisation (BIS, 2015).
Considering the other dimension of the collaboration, TAs are involved in collaboration with businesses of every size but supporting SMEs’ innovation process is essential for many countries, as they often lack knowledge and resources (Garengo, 2019). TAs often show interest in supporting the SMEs to encourage them to absorb new and external knowledge to accelerate innovation and then raise the knowledge transfer from TA to industry (Hoppmann, 2021). However, working with SMEs is costly and require specific competencies; then, these industries can be supported technologically by TAs with more commercial.

Types of Translational Assets

Based on the description of the factors used to describe the TAs from a review of literature is possible to map the different nature of these organisations. It is essential to remind the reader that this analysis focuses only on the translational asset that carries out translational research as a primary activity. Those organisations are based between the 3–6 TRL levels and are critical to support the innovation.

Following are highlighted the features for the typologies of translational assets considering the factors in Table 3 and some general details that shape the TAs. The authors acknowledged the lack of standard terminology for these organisations, the absence of a precise organisational mapping, and trying to account for the classification of the “mixed” translational assets. For such reason, we labelled the translational assets based on the characteristics that could identify them rather than using the standard terms in the literature (e.g. PRI, UIRC, R&D). Such R&D organisations have been labelled as exploratory organisation, plug organisation, and development organisation (Fig. 3).

Figure 3 shows three coloured circles, which identify how the ideal TAs are distributed along the critical factors’ developmental continuum versus the innovation process. These organisations are labelled as exploratory, plug, and development. The graph below describes the different innovation processes on the vertical axis, which vary from basic research to manufacturing and sales. For instance, the TAs who embrace a university logic carry out processes toward the fundamental research and vice versa if they have a more commercial philosophy. In contrast, the horizontal axis identifies all the variables considered by the investigators to classify the TAs.

To classify the ideal typology of TAs, the variables on the horizontal axis have to fall on the same side of the spectrum. However, we are aware that not “one size fits all,” and then there are trade-offs for each type of organisation because there could be a few cases of TA that could not match entirely the descriptions that we proposed and then fall outside the circle boundary. For instance, a university TA could be an independent entity within the university. It could better fit a different typology like, for example, the centre of excellence and cooperative research (see the red intersection between exploratory and plug organisation).
Exploratory Asset

This type of TA is typically university-based but can also be an off-campus facility owned by the university. It is usually supported and commonly owned by the university’s department. Therefore, inside these organisations prevail the university logic, although they could run projects working closely with the end-users. However, the exploration organisations (EA) can vary their autonomy based on the added value brought to the university. Some cases of this typology can be associated with organisations as Max-Plank (Germany), CSIC (Spain), and CNR (Italy).

The name EA comes from their primary research focus that is the use-inspired basic research (a type of research that lies in between purely basic and purely applied research). Therefore, they ideate new solutions through new or existing knowledge, focusing on social and economic good. They also carry out other activities as teaching/education functions, tutoring to MSc and PhD students, and the technology transfer.
The main features identified for the explorer organisation are as follows:

- They are sustained from stable government block funding (institutional funds and/or from basic/applied research programs) and individual grants. They perceive a small proportion from collaboration with the industries.
- Hierarchical structure with a variable degree of authority by the director(s) that report(s) to the Head of the Department, Dean, Chair, or Vice President. Explore director (initially) does have little management experience.
- EA is typically monitored by traditional academic line management and have formal hierarchy decision-making but weak;
- In the case of a strong relationship with industry, explorer organisations have an industrial advisory board or an industrial program;
- Researchers’ autonomy can vary because they have to ask the directors to follow their research agenda due to the possible constraints of lack of equipment, R&D expenses, and the type of research funding. Their autonomy increases in case they obtain personal external funding.
- EA has academic and research trained staff from various disciplines that focus their research on areas relevant to the industry. Some staff members dedicate only limited hours to the research activities because of their conflict role as they have to support other educational activities.
- The majority of these R&D organisations have a low scale facility (e.g. laboratories or workshop) exiting within the university, but they might have a large-scale facility off the campus.
- Their proximity to the market is very far as they are a part of the university structure framework.
- The industries engage with this TA to establish a relationship with professors to have the opportunity to absorb new knowledge and have access to highly qualified students and public funds.

**Plug Asset**

Plug assets (PAs) are so called because they have been set up with the specific goal to satisfy the industry needs in a particular sector or technology. Their research activities are mission-oriented with a societal or technological target, yet they could carry out some research in the TRL 2–3 with the university support. Mainly, in these organisations, the phase of development prevails on the research one. PAs have the university and the industry logic involved, and this logic depends on the relation that the R&D organisation has with the university. Although most of the funding comes from the government, this does not affect the organisation’s management. Some examples of these organisations are CSIRO (Australia) and Netherland Cancer Institute (Netherland).
The main features identified for the explorer organisation are the following:

- The majority of the financial sources is public, and only a small percentage from private investments through short/medium applied research contracts and consultancy. However, the “arms lengths” from the government could evolve over the years, bringing a gradual reduction of their core funding.
- TA with either own space like offices and laboratories or a university/other institution host them. In case they are hosted, they use the administration function of their host.
- The staff involved in the research activities hold mainly technical and scientific skills with different backgrounds.
- Usually, someone with industrial experience leads the organisation.
- This TA is set according to a top-down strategy under the ministerial control, but they never used a high level of authority on the management of the organisation.
- The decision-making process in some organisations could be influenced by external players such as advisory board made up of government and private firms as well as the stakeholder members.
- The individuals, led by a group leader or principal investigator (PI), have an intermediate level of autonomy due to the right level of decentralisation control.
- A good relationship with the university is established, and this limits the TA’s operational flexibility because of its market logic.
- Firms engage with plug organisations to be assisted by accessing their know-how and expertise and can help create a research network helping to find the right collaborators for the projects.

**Development Asset**

The development organisation (DA) aims to carry out applied R&D and technology services with and for the industry to improve its competitiveness. However, they also carry out public support activity, and they are supported by around 30–50% from the government. These industry-oriented organisations can cover a wide TRL area, from 2 to 8 (e.g. Fraunhofer Society), because they do not provide only innovation service to the industry. They also offer service not necessarily commercial. They include this wide range of TRL activities because it depends on their research objective and their relationship with the university. These R&D organisations have outstanding interaction with the university. They can have public, semi-public, and private non-for-profit governance. A few examples of DAs are the Fraunhofer Society (Germany), TNO (Netherland), Catapult (UK), and VTT (Finland).

The main features identified for the development organisation are as follows:

- Target to achieve the one-third model funding like Fraunhofer institutes: one-third core funding, one-third competitive funding, and one-third private financ-
ing. This flexible funding scheme varies based on the organisation’s research objective and how much the TA aims to be financially self-sustainable over the years.

- The organisational structure is hierarchical, but this is not a driver for a bureaucratic type. It comprises independent management established by the director(s) with an academic and industrial background with previous management experience.
- In this type of organisations, the research staff have a reasonable degree of autonomy.
- DAs have capabilities that consist of the expertise of people and the equipment that they own. They have extensive facilities with workshops and laboratories with leading-edge technology.
- Human capital plays a crucial role in these organisations. There are experts from academia and industry with a broader focus (scientific and management skills) and mostly held a PhD. They work alongside PhD and MSc student. Moreover, a part of the staff has also management expertise. In some cases, these organisations share human capital with universities.
- DAs are very close to the market, and to some extent, they have a close interaction with the university. They keep a high level of flexibility and operational autonomy to adapt to changing need of their customers and market.
- Mainly they support SMEs as they lack innovation capabilities through technology transfer, training, consultancy, and different R&D services.

Figure 4 illustrates the key differences between the three types of TA. The figure is illustrative, not quantitative. It uses a scale, from low to high, to represent the characteristic reported in the description of the TAs. Thus, through the shift from “low” to “high,” we want to show how the factors impact the TAs.

Fig. 4  Comparative typologies of TAs (own representation)
Conclusion and Implications

The past academic research in this area has focused on what TAs do and classifying them through a discrete representation employing a specific factor. We argued that before understanding the activities that these R&D organisations develop, more attention is needed for the boundaries of such organisations considering multiple factors and illustrating them along a continuum.

This article fills this knowledge gap by outlining the TA in the literature’s previous classification and addressing the investigators’ research question. We suggested that the proposed classification of the translational assets aims to address this question by identifying three ideal types of TA through a bi-directional and multi-dimensional continuum. The three TA ideal types are labelled as exploratory, plug, and development. Also, this investigation offers novel theoretical insights and practical implications regarding a preliminary assessment of the existing dominant R&D organisations classifications. However, such an analysis is a heuristic approach to an initial step in a broad research project on understanding the establishment of translational assets. Moreover, such a study provides a theoretical and practical contribution.

Theoretical Implication

This study provides an initial cognitive contribution of the translational assets that are still poorly studied but very relevant for the industry innovation and policy for the local innovation systems.

The paper enriches the body of literature on the translational asset by fostering a deep understanding of the heterogeneity of the TAs and discussing the main characteristics. However, the literature in this field is still fragmented. The authors pulled together perspectives from previous studies to classify the TAs and propose a new classification by improving the relevant dimensions to describe each type of translational infrastructure’s boundaries. Previous investigations are characterised by their quantitative nature and the limited number of factors. Besides, this study contributes to the past research limitations through the factors’ representation and considering a more comprehensive range of factors. The characteristics that we selected for the classification are shown on a continuum rather than discrete value. Such factors allowed us to identify three ideal groups of translational assets: exploratory, plug and development.

The ex-ante classifications were limited only to a discrete categorisation of organisations. The discrete classifications could be inadequate because they have brought to the exclusion or misclassification of all those with a hybrid nature. The authors fixed this downside by improving the selection of relevant factors to build a new classification for the ideal type of TAs.
Practical Implication

Although this article is a review of the literature, it has a practical contribution. The proposed classification provides a better understanding for managers of the organisational heterogeneity of the TAs, implying an accurate description of the boundaries that shape these bodies. Thus, even if it is an early stage, such typology gives insights to facilitate the practitioners to design new assets within a particular context. On the other hand, it can be used repeatedly to observe the changes of the different characteristics that influence the overall alignment of the organisational environment. Therefore, the classification can be used as a tool to support the TAs design.

Research Limitations and Further Research

Considering this evidence, the authors attempted to shed light on the topic and contribute to the translational infrastructures’ literature. However, as with every research, this analysis presents some limitations that could be as input for future research. The first limitation and that more obvious is the lack of substantial literature inherent to the topic. The literature is significantly fragmented due to the lack of clear understanding because of the complex and challenging concepts. Moreover, most of the sources are not up to date, and this, in some way, could impact the research and its flexibility. The second limitation is that the classification may need a trade-off to embed all the type or TAs and refine the description of these ideal types.

However, the context of TAs is vast, and our results suggest some direction for future research. For instance, further studies could address other configurations of TA and consider different factors. With our initial study, we provide an outline of the TA, and then it would be interesting to see in future research the application of the framework to classify TA in a specific sector, within a particular country or benchmark different national innovation systems. There are differences across the various countries in terms of management systems, funding schemes, actors, and different administrations. All these factors are contingent on policies, funding structure, sector, management, and stakeholders. Thus, we need to know more about how these factors may influence the TAs to have a more unified understanding of these organisations. This suggests another way to grow our knowledge in the TA field by investigating additional factors or extend the work carrying on empirical analysis.
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