Analytical solutions for optimal photon absorption into inhomogeneous spin memories
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We investigate for optimal photon absorption a quantum electrodynamical model of an inhomogeneously-broadened spin ensemble coupled to a single-mode cavity. Solutions to this problem under experimental assumptions are developed in the Schrödinger picture without using perturbation theory concerning the cavity-spin interactions. Furthermore, we exploit the possibility of modulating the frequency and coupling rate of the resonator. We consider a one-photon input pulse and show some optimal scenarios, where exact formulas and numerical results are obtained for the absorption probabilities and the optimal pulse shapes. In particular, if the external loss dominates the internal loss of the cavity, we find the optimal cooperativity for different parameters and identify cases where absorption with a success probability larger than 99% is achieved.

I. INTRODUCTION

Information transport is fundamental to the scalability of both short and long-range quantum architectures. A chief candidate is the flying mode approach where information carriers are themselves quantum objects that must retain coherence over the intermediary channel. Applications of quantum transport range widely, including quantum communication [1], remote sensing [2], optical computation [3,5], error correction [6,7], and cryptography [8]. For quantum computing purposes, flying modes are key to scalability, e.g., via traveling electrons [9,10], ions [11], atoms [12], or photons [13,15] between static qubits. They enable larger spacings, better connectivity, and connection to storage qubits with longer lifetimes [16]. In this context, we will study a situation where a quantum memory is composed of multiple inhomogeneously cavity-coupled and broadened matter qubits. This can be formed with solid-state electronic spins [16,23].

In the last two decades, many different approaches towards a working quantum memory have been proposed. The storage and retrieval of single photons was achieved by employing electromagnetically induced transparency combined with the Duan-Lukin-Cirac-Zoller protocol [24,26]. However, to enable a long-lived quantum memory, the community has started to explore solid-state systems, which have long coherence lifetimes and large inhomogeneous widths. In these approaches, rephasing pulses are used and therefore enormous population inversion in the material is produced. To avoid that, a considerable literature has arisen, where protocols like controlled reversible inhomogeneous broadening [27,32], the gradient echo memory [33,36], and the atomic frequency comb [37,38] have been investigated. The other alternative is to kill the primary echo and the corresponding scheme of the revival of silenced echo was experimentally also demonstrated [39,40]. In this work, we are motivated to optimise the very first step of all these techniques, namely the absorption of the flying photon by the spin ensemble. We analytically derive absorption equations and numerically optimise the external drive to minimise the time and maximise the efficiency. The efficient storage of a photon into a single atom has already been investigated both experimentally [15] and theoretically [41]. However, in the case of a spin ensemble, each spin is characterised by an individual magnetic dipole coupling and its Larmor frequency within an inhomogeneous linewidth. The mathematical description of a similar system was introduced almost three decades ago [42,43], where the authors treated the spontaneous decay of V-type atomic systems into different photonic band gaps. Here, a single-mode of the radiation field interacts with spins which results in a spin-induced cavity linewidth [44], i.e., the cavity field decays into the spin ensemble. This model is usually investigated under semi-classical approximations or by employing perturbation techniques [45–49]. These approaches focus on the Heisenberg picture, where expectation values of the system’s operators are calculated, and this leads to a system of infinitely many differential equations. Our focus lies on the Schrödinger picture, where the solution to the time evolution of the state becomes tractable due to the presence of a single excitation.

In this work, we have three aims: first, to present a minimal model with a spin ensemble and a cavity, which can describe the storage process of an incoming photon with tunable decay rate and detuning of the cavity [23]; second, to non-perturbatively describe the time evolution of this model with arbitrary input waveforms and inhomogeneous broadening distributions, including Lorentzians and Gaussians; third, to probe the optimal-
ity of the storage with simple few-parameter pulses. In particular, we investigate both closed-form and numerically optimised solutions, both for sequential absorption of the photon into the cavity followed by the spin ensemble, or directly from the external field into the ensemble.

The paper is organised as follows. In Sec. II we set notation, introduce the Hamiltonian model describing the external modes of the radiation field, and derive the input-output theory for ensemble spins in Schrödinger picture. In Sec. III we derive the exact solution to the complete time evolution of the system. In Sec. IV we analyse the two-step sequential excitation of the cavity and spin ensemble, which is made possible by the controllability of the cavity parameters, and find a globally optimal protocol. In Sec. V we investigate a direct, single-step approach to the excitation of the spin ensemble. Further optimisations using both numerical and analytical approaches are presented. In Sec. VI we summarise our conclusions. Details supporting the main text are collected in the Appendix.

II. MODEL

In this section, we develop the system model for the inhomogeneous spin ensemble system coupled to a microwave cavity and fix the required notation. In this particular system, experimental studies have already demonstrated either in rare-earth ion-doped crystals [19, 20] or for bismuth donors in silicon [17, 20] that the relaxation times $T_1$ and $T_2$ are larger than a few milliseconds with $T_1 > T_2$. A recent study has even shown that a bismuth-doped silicon, which was coupled to an aluminum resonator, has a $T_2$ time as large as 0.3 s [24]. Motivated by these experimental results and considering up to 100μs long absorption processes, we conclude that decoherence and dissipation effects on the spins can be excluded from our model. In general, the spins are not isolated from the environment, which, in our case, consists of modes of the radiation field and also material degrees of freedom. As we have $N$ nonidentical spins and they share the same environment, it is immediate that spin-spin interactions and further collective effects are induced through the environment [51]. Our main aim is to obtain optimal absorption of a photon, which takes place on a much faster time scale, however, seeking further tasks like a few hundred milliseconds storage and then retrieval, when these environment-induced effects ought to be modelled as well. In the subsequent discussion, based on the above arguments, we present our model.

Let us consider a single cavity mode interacting with external and internal radiation fields and an ensemble of $N$ spins within the cavity as schematically depicted in Fig. 1. The single-mode is supported by the cavity, while the internal radiation field refers to the remaining modes in the cavity. We assume that the dipole and rotating-wave approximations are valid for this setup. The $\ell$th spin system comprises a ground state level $|0\rangle_{\ell}$ and an excited level $|1\rangle_{\ell}$ of different parity and they are separated by an energy difference $\hbar \omega_{\ell}$. It is assumed that the frequency $\omega_{\ell}$ is inhomogeneously broadened around a central frequency $\omega_s$. The magnetic dipole coupling $g_{\ell}$ of each spin, which involves the transition dipole moment of the states and the normalised mode function of the single-mode radiation field in the cavity, is distributed also inhomogeneously. A microscopic model of the external radiation field allows us to describe the propagation of photons outside the cavity and photons can enter this cavity by transmission through a mirror. We also assume that the typical interaction times are small enough to neglect the spontaneous emission of photons from any excited state $|1\rangle_{\ell}$. Within these considerations, the evolution is described by the Hamiltonian

$$\hat{H}_\text{c} = \frac{\omega_c}{\hbar} \hat{a}^\dagger \hat{a} + \frac{\omega_{\ell}}{\hbar} \hat{\sigma}_z^{(i)} + \sum_{i=1}^{N} g_{\ell} \left( \hat{a} \hat{\sigma}_+^{(i)} + \hat{a}^\dagger \hat{\sigma}_-^{(i)} \right) + \sum_{j \in L} \Omega_j \hat{a}_j^\dagger \hat{a}_j + \sum_{j \in L} \left( \kappa_j \hat{a}_j^\dagger \hat{a}_j + \kappa_j^* \hat{a}_j \hat{a}_j^\dagger \right),$$

where $\hat{\sigma}_z^{(i)} = |1\rangle_{\ell} \langle 1|_{\ell} - |0\rangle_{\ell} \langle 0|_{\ell}$, $\hat{\sigma}_+^{(i)} = |1\rangle_{\ell} \langle 0|_{\ell}$, and $\hat{\sigma}_-^{(i)} = |0\rangle_{\ell} \langle 1|_{\ell}$. The annihilation and creation operators of the single-mode radiation field in the cavity with frequency $\omega_c$ are denoted by $\hat{a}$ and $\hat{a}^\dagger$. The external field is considered to have a set of modes, which is denoted by $L$, and $\kappa_j$ the interaction strength between the single-mode of the cavity and the $j$th mode of the external field. There is an additional effect, the internal cavity loss, which is modelled by the interaction of the single-mode field with the other modes of the cavity denoted by the index set $K$, where $\hat{b}_k$ ($\hat{b}_k^\dagger$) is the annihilation (creation) operator of the $k$th mode with frequency $\Omega_k$. The coupling $\kappa_k$ gives the interaction strength between the single-mode of the cavity and the $k$th mode of the internal field.

In order to describe the dynamics in the rotating frame...
of the central spin frequency \( \omega_s = \sum_{i=1}^{N} \omega_i / N \), we use the unitary transformation \( \hat{U}(t) = e^{i\hat{H}_0 t / \hbar} \) with

\[
\hat{H}_0 / \hbar = \omega_s \hat{a}^\dagger \hat{a} + \sum_{i=1}^{N} \omega_s \hat{\sigma}_z^{(i)} / 2 + \sum_{j \in L} \sum_{i=1}^{N} \omega_s \hat{a}_j^\dagger \hat{a}_j + \sum_{k \in K} \omega_k \hat{b}_k^\dagger \hat{b}_k
\]

to obtain the transformed state vector. It follows that the transformed Hamiltonian is

\[
\hat{H}_1 = \hat{U}(t) \hat{H} \hat{U}^\dagger(t) + i \hbar \dot{\hat{U}}(t) \hat{U}^\dagger(t),
\]

which reads

\[
\hat{H}_1 / \hbar = \Delta_{cs} \hat{a}^\dagger \hat{a} + \sum_{i=1}^{N} \frac{\Delta_i}{2} \hat{\sigma}_z^{(i)} + \sum_{i=1}^{N} \frac{\Delta_i}{2} \hat{\sigma}_z^{(i)} + \sum_{j \in L} \sum_{i=1}^{N} \left( \kappa_j \hat{a}^\dagger \hat{a}_j + \kappa_j^* \hat{a}_j^\dagger \hat{a}_j \right),
\]

\[
+ \sum_{j \in L} \sum_{i=1}^{N} \left( \kappa_j \hat{a}^\dagger \hat{a}_j + \kappa_j^* \hat{a}_j^\dagger \hat{a}_j \right),
\]

\[
+ \sum_{k \in K} \delta_k \hat{b}_k^\dagger \hat{b}_k + \sum_{k \in K} \left( \tilde{\kappa}_k \hat{b}_k^\dagger \hat{b}_k + \tilde{\kappa}_k^* \hat{b}_k^\dagger \hat{b}_k \right),
\]

where \( \Delta_{cs} = \omega_c - \omega_s, \Delta_i = \omega_i - \omega_s, \delta_j = \Omega_j - \omega_s, \) and \( \delta_k = \tilde{\Omega}_k - \omega_s. \) It is easy to check that this interaction Hamiltonian commutes with the particle number operator

\[
\hat{N} = \hat{a}^\dagger \hat{a} + \sum_{i=1}^{N} \hat{\sigma}_z^{(i)} + \sum_{j \in L} \sum_{i=1}^{N} \hat{\sigma}_z^{(i)} + \sum_{k \in K} \hat{b}_k^\dagger \hat{b}_k,
\]

and thus \( \hat{N} \) is a conserved quantity. We assume only one excitation in the whole system, which yields that the form of the state vector

\[
|\Psi\rangle = \sum_{i=1}^{N} \Psi_s^{(i)} |0\ldots 1_{th\ position} \ldots 0\rangle_s |0\rangle_c |0\rangle_E |0\rangle_I
\]

\[
+ \sum_{j \in L} \Psi_E^{(j)} |0\rangle_s |0\rangle_c |0\ldots 1_{jth\ position} \ldots 0\rangle_E |0\rangle_I
\]

\[
+ \sum_{k \in K} \Psi_I^{(k)} |0\rangle_s |0\rangle_c |0\rangle_E |0\ldots 1_{kth\ position} \ldots 0\rangle_I
\]

\[
+ |\Psi_c |0\rangle_s |1\rangle_c |0\rangle_E |0\rangle_I,
\]

is preserved during the time evolution. Here \( \Psi_s^{(i)}, \Psi_E^{(j)}, \Psi_I^{(k)} \) and \( \Psi_c \) denote the probability amplitudes to find an excitation in the \( i \)th spin, \( j \)th mode of the external field, \( k \)th mode of the internal field, and the mode of the cavity. Furthermore, we have used the following simplified notations: \( |0\rangle_s = |000\ldots0\rangle_s \), i.e., all spin are in the ground state, \( |0\rangle_E = |000\ldots0\rangle_E \), i.e., there is no photon in the modes of the external field, and \( |0\rangle_I = |000\ldots0\rangle_I \), i.e., there is no photon in the other modes of the internal field. This allows the derivation of the following equations of motion

\[
\dot{\Psi}_s^{(i)} = i(\Delta_N - \delta_j) \Psi_s^{(i)} - ig_j \Psi_c,
\]

\[
\dot{\Psi}_c = -i(\Delta_{cs} - \Delta_N) \Psi_c - i \sum_{i=1}^{N} g_i \Psi_s^{(i)}
\]

\[
- i \sum_{j \in L} \kappa_j \Psi_E^{(j)} - i \sum_{k \in K} \kappa_k \Psi_I^{(k)},
\]

\[
\dot{\Psi}_E^{(j)} = -i(\delta_j - \Delta_N) \Psi_E^{(j)} - i \kappa_j \Psi_c,
\]

\[
\dot{\Psi}_I^{(k)} = -i(\tilde{\delta}_k - \Delta_N) \Psi_I^{(k)} - i \tilde{\kappa}_k \Psi_c,
\]

with

\[
\Delta_N = \sum_{i=1}^{N} \frac{\Delta_i}{2}.
\]

The solution to these coupled equations is complicated by the presence of finite but large and countable infinite summations. For the initial conditions we assume that initially the excitation is in the external field

\[
\Psi_s^{(i)}(0) = 0, \quad \Psi_c(0) = 0, \quad \sum_{j \in L} |\Psi_E^{(j)}(0)|^2 = 1,
\]

and

\[
\sum_{k \in K} |\Psi_I^{(k)}(0)|^2 = 0.
\]

To get a system of differential equations that does not involve explicitly the external and the internal field, we first integrate (8),

\[
\Psi_E^{(j)}(t) = \Psi_E^{(j)}(0) e^{-i(\delta_j - \Delta_N) t} - i \kappa_j \int_0^t e^{-i(\delta_j - \Delta_N)(t-t')} \Psi_c(t') dt'
\]

and then (9)

\[
\Psi_I^{(k)}(t) = -i \tilde{\kappa}_k \int_0^t e^{-i(\tilde{\delta}_k - \Delta_N)(t-t')} \Psi_c(t') dt'.
\]

On substituting these expressions into (7), we obtain

\[
\dot{\Psi}_c = -i(\Delta_{cs} - \Delta_N) \Psi_c - i \sum_{i=1}^{N} g_i \Psi_s^{(i)} - i \sum_{j \in L} \kappa_j \Psi_E^{(j)}(0) e^{-i(\delta_j - \Delta_N) t} - \sum_{j \in L} |\kappa_j|^2 \int_0^t e^{-i(\delta_j - \Delta_N)(t-t')} \Psi_c(t') dt'
\]

\[
- \sum_{k \in K} |\tilde{\kappa}_k|^2 \int_0^t e^{-i(\tilde{\delta}_k - \Delta_N)(t-t')} \Psi_c(t') dt'.
\]
Assuming that the quantization volume $V$ is very large then the modes of the external field will be closely spaced in frequency. Therefore, we can replace the summation over the modes with an integral:

$$\sum_{j \in L} \rightarrow n_p \int_V d^3k \rho_E(k),$$

(14)

where $\rho_E(k)$ is the density of states and $k$ the wave vector. The factor $n_p$ accounts for the possible polarization directions for each mode of the external field. In general, there are two polarization directions, but in certain cases, $n_p$ is equal to one [52]. We furthermore assume, based on the phenomenology of such cavities [23], that the scattering of the photon out of the supported mode into the other internal modes can be modelled as a Markovian loss process. However, this time the quantisation volume, i.e., the volume of the cavity, is finite and thus we have countable infinite modes. In the phenomenological modeling to obtain a Markovian loss process, we consider the couplings $\tilde{\kappa}$ to be such that the time on which the transferred energy is fed back to the cavity mode is practically very long on the time scale of the dynamic $\Omega_0$. Then, we may replace the sum over $K$ by an integral over a continuous spectral density. This results in an effective model and the Weisskopf-Wigner approach [54 55] for our case yields

$$\dot{\Psi}_c = -i(\Delta_{c\perp} - \Delta_N)\Psi_c - i \sum_{i=1}^{N} \gamma_i \Psi_s^{(i)} + f_c(t)$$

$$- \frac{\kappa_e + \kappa_i}{2} \Psi_c,$$

(15)

where $\kappa_e$ and $\kappa_i$ are the external and internal decay rates of the cavity. We introduce now the total decay rate $\kappa = \kappa_e + \kappa_i$. It is usually assumed that the radiation in the external field is going to be centred about the single-mode cavity wave number $k_c = \omega_c/c$, where $c$ is the speed of light. In the limit of continuum modes of the external field, $|\kappa_j|^2$ in Eq. (13) is replaced by $|\kappa_e(k)|^2$, which has the dimensionality of $1/s^2$ and is approximated as $|\kappa_e(k_0, e_0)|^2$ with $e_0 = k/|k|$. The integration over time in Eq. (13) fixes the dimensionality of $\kappa_e$, i.e., the decay rates has frequency dimension. Furthermore, we have

$$f_c(t) = -i n_p \int_V d^3k \rho_E(k) \kappa_e^* (k) \Psi_E(k, 0) e^{-i(\epsilon(k| - \omega_0 - \Delta_N)t)}.$$

(16)

The external drive $f_c(t)$ of the probability amplitude $\Psi_c$ depends on $\Psi_E^{(j)}(0)$, $\kappa_j$s, and all the frequencies introduced within this model. It is worth noting that the external field depends not only on $\Psi_E^{(j)}(0)$ but also on spatial coordinates via the orthonormal mode functions. These functions are solutions to the Helmholtz equation, fulfill the boundary conditions of the volume $V$, and satisfy the Coulomb gauge condition. The external drive $f_c(t)$ is subject to the constraint

$$\int_{-\infty}^{\infty} |f_c(t)|^2 \, dt = \kappa_e,$$

(17)

which we derive in Appendix B. Beyond this, $\dot{\Psi}_c$ in Eq. (15) only explicitly depends on $\kappa$ not $\kappa_e$. We use this to represent the following results as rescaled versions of the $\kappa_i = 0$ case by defining the rescaling parameter $\alpha = \sqrt{\frac{\kappa_i}{\kappa}}$ and $\int_{-\infty}^{\infty} |f(t)|^2 \, dt = \kappa$, so that $f_c(t) = f(t)\alpha$.

Finally, it is worth noting that our motivation to obtain solutions also for the external field in Eq. (11), is similar to the input–output theory of Collett and Gardiner [59]. They derive the Heisenberg equations of motion without any two-level systems inside the cavity and introduce the input and output operators. We have a spin ensemble in the cavity and employ the Schrödinger equation, which is possible due to the presence of a single photon.

### III. Exact Time-Dependent Solution

Given the equations above, we show how it can be formally solved for a given shape of the input field. To do so, we integrate $i\dot{\Psi}_c$

$$\Psi_s^{(i)} = -i g_i \int_0^t e^{i(\Delta_N - \Delta_i)(t-t')} \Psi_c(t') \, dt',$$

(18)

and on substituting this expression into (15) we obtain

$$\dot{\Psi}_c = -i(\Delta_{c\perp} - \Delta_N)\Psi_c + \alpha f(t) - \frac{\kappa}{2} \Psi_c$$

$$- \sum_{i=1}^{N} \gamma_i \int_0^t e^{i(\Delta_N - \Delta_i)(t-t')} \Psi_c(t') \, dt'.$$

(19)

It is worth noting that we have replaced many linear differential equations with one linear integro-differential equation. Next, we replace the summation over the spins with an integral by considering

In this paper, we use as our base case a Lorentzian-broadened spin ensemble

$$p_1(\Delta) = \frac{1}{2\pi} \frac{1}{\Delta^2 + w^2/4},$$

(20)

where $w$ is the linewidth or broadening. Other distributions are discussed in section [VC]. Then, we have

$$\Delta_N = \sum_{i=1}^{N} \frac{\Delta_i}{2} \rightarrow \int_{-\infty}^{\infty} p_1(\Delta) \frac{\Delta}{2} \, d\Delta$$

(21)

and the Cauchy principal value of the integral is zero, because $p_1(\Delta)\Delta$ is an odd function. Thus, $\Delta_N = 0$. In the case of the coupling strengths, we have

$$\sum_{i=1}^{N} \gamma_i^2 \rightarrow \int_{-\infty}^{\infty} p_2(g) g^2 \, dg = g_{\text{ens}}^2,$$

(22)

where $g_{\text{ens}}$ is the ensemble-coupling constant. The coupling-strength distribution function $p_2(g)$ is determined by experimental measurements. Finally, we use again the Cauchy principal value theorem to obtain
Hence, Eq. (19) reads

\[
\dot{\Psi}_c = -i\Delta_{cs}\Psi_c - g_{\text{ens}}^2 \int_0^t e^{-w(t-t')/2}\Psi_c(t')\,dt' + \alpha f(t) - \frac{\kappa}{2}\Psi_c. \tag{24}
\]

Eq. (24) together with (9) and (13) yields a complete description of the system's evolution. Our choice of the Cauchy-Lorentz distribution in (20) is motivated by the fact that the characteristic function of this probability distribution has a Laplace transform involving only one polynomial, which plays an essential role, when the inverse Laplace transformation is applied. There are other probability distributions [57], which fulfill this mathematical requirement, and if it is required, their convex combinations can be used to define an experimentally more suitable \( p_1(\Delta) \). A counterexample is the Gaussian distribution because its characteristic function is also a Gaussian function and its Laplace transform involves the error function (see Appendix A).

Our aim in the subsequent sections is to describe the optimal storage of the incoming single photon in the spin ensemble. To this end, we use the tunability of \( \omega_c \) and \( \kappa \). We will investigate the dynamics of the model of Sec. II to obtain those conditions, which allow the optimal storage of the incoming single photon in the spin ensemble. We remind the reader of the discussion at the beginning of Sec. II that the population and phase decays of each spin are neglected due to their longer characteristic times than the absorption process. Finally, these types of systems are subject to large values of broadening, i.e., \( w/2\pi \) can be 10 MHz [23], while \( g_{\text{ens}}/2\pi \) and \( \kappa/2\pi \) are always smaller than 1 MHz. Therefore, without the loss of generality, throughout the whole paper we are going to use the following condition:

\[
w/k < g_{\text{ens}} > 5. \tag{25}\]

This implies that Eq. (24) will describe two decay phenomena, the photon either leaves the cavity or gets absorbed by the spin ensemble. In this situation, there will be no emission from the spin ensemble, unless a refocusing of the spins is performed. The retrieval of the photon will be not discussed in this work, but we seek optimal strategies to deposit it into the spin ensemble under the above-presented circumstances. We will analyze two protocols: first, we will study a two-step protocol, where the photon is first brought into the cavity and then, in a second step, absorbed by the spin. The second protocol, instead, will study the transfer from the external field through the cavity to the spins in a single step, where we consider exponential and Gaussian pulse shapes as well as two analytical and numerical approaches to pulse-shape optimisation.

\[\sum_{i=1}^{N} g_i^2 e^{i(\Delta_N-\Delta_i)(t-t')} \rightarrow \int_{-\infty}^\infty d\Delta \int_{-\infty}^\infty dg_1(\Delta) p_2(g) g^2 e^{-i\Delta(t-t')} = g_{\text{ens}}^2 e^{-w(t-t')/2}. \tag{23}\]

IV. TWO-STEP ENSEMBLE ABSORPTION VIA INTERMEDIARY CAVITY EXCITATION

The basic idea of the two-step protocol is to split the dynamical evolution into two parts: in the first step the tunable parameters are set to values that guarantee that the interaction between the spin ensemble and the single-mode cavity field is suppressed and the photon is stored in the cavity field; in the last step the interaction between the spin ensemble and the cavity field is turned on and now the photon in the cavity can be absorbed by the spins.

Provided that a fast modulation of \( \omega_c \) and \( \kappa \) compared to the time-evolution of system is possible, we define the two-step protocol as

\[
\Delta_{cs}(t) = \begin{cases} 
\Delta_{cs}, & t \in [0, t_0] \\
0, & t \in (t_0, \infty) 
\end{cases} \tag{26}
\]

and

\[
\kappa(t) = \begin{cases} 
\kappa_{\text{max}}, & t \in [0, t_0] \\
\kappa_{\text{min}}, & t \in (t_0, \infty). 
\end{cases} \tag{27}
\]

In other words, we assume that the values of \( \Delta_{cs}(t) \) and \( \kappa(t) \) are constant during the two steps of the protocol and their values can be switched instantaneously between the first and the second step.

A. Cavity excitation

To switch off interaction between the spins and the cavity field we require a condition on \( \Delta_{cs} \). We obtain the general solution to Eq. (24) with the help of the Laplace transform and its inverse. Furthermore, we use the fact that the Laplace transform of a convolution is simply the product of the individual transforms [58]. The solution reads

\[
\Psi_c(t) = \int_0^t dt' e^{-(2i\Delta_{cs}+\kappa-w)(t-t')/4} \left\{ \cosh \left[ \omega (t-t')/4 \right] - \frac{2i\Delta_{cs}+\kappa-w}{\omega} \sinh \left[ \omega (t-t')/4 \right] \right\} \alpha f(t') \tag{28}
\]

where

\[
\omega = \sqrt{(2i\Delta_{cs}+\kappa-w)^2 - 16g_{\text{ens}}^2}. \tag{29}
\]

Moreover, if

\[
\frac{4g_{\text{ens}}}{2i\Delta_{cs}+\kappa-w} \ll 1. \tag{30}
\]
and making use of the general condition in (25), then \( \varpi \approx 2i\Delta_{cs} + \kappa - w \) and (28) simplifies to

\[
\Psi_c(t) = \alpha \int_0^t dt' e^{-(i\Delta_{cs} + \kappa/2)(t-t')} f(t'),
\]

which is the solution to

\[
\dot{\Psi}_c = -i\Delta_{cs}\Psi_c + \alpha f(t) - \frac{\kappa}{2} \Psi_c, \quad (31)
\]

with switched-off spin interactions.

Now, provided that \( \Delta_{cs} \) and \( \kappa \) fulfil condition (30) for the experimentally fixed values of \( g_{ens} \) and \( w \), we consider the first step of the protocol for \( t \in [0,t_0] \). The unnormalised pulse

\[
g(t) = (2i\Delta_{cs} + \kappa) H(t_0 - t) e^{(i\Delta_{cs} + \kappa/2)(t-t_0)}, \quad (32)
\]

with the Heaviside function \( H(x) \) would lead to an ideal cavity excitation

\[
\Psi_c(t_0) = 1, \quad \text{and} \quad \sum_{j \in \mathcal{L}} |\Psi_E^{(j)}(t_0)|^2 = 0, \quad (33)
\]

and provides the unique solution

\[
\Psi_c(t) = e^{-(i\Delta_{cs} + \kappa/2)|t-t_0|} \quad (34)
\]

with \( \kappa t_0/2 \gg 1 \), i.e., \( e^{-\kappa t_0/2} \approx 0 \). This solution is valid for time \( t \in [0,\infty) \), but we restrict it to the interval \([0,t_0] \) and this is nothing else than the application of the well-known time-reversal approach, which is employed to perfectly excite an atomic state \( |59\rangle |65\rangle \). Using the constraint in Eq. (17), the pulse of the external drive reads

\[
f_c(t) = \alpha \frac{\kappa/2}{\sqrt{\Delta_{cs}^2 + \kappa^2/4}} g(t) \quad (35)
\]

which leads to the physical excitation

\[
\Psi_c(t_0) = \alpha r. \quad (36)
\]

Furthermore, for a given density of states, \( \rho_E(k) \), Eq. (16) together with Eq. (35) determines the initial probability amplitudes \( \Psi_E(k,0) \) of the external field. If the orthonormal mode functions of the external field are known then it is possible to obtain the characteristic shape of the incoming one-photon wave packet. If we consider that the value of \( \kappa \) can be varied between \( \kappa_{\text{min}} \) and \( \kappa_{\text{max}} \), then to have a fast evolution of the first step \( \kappa \) ought to be equal to \( \kappa_{\text{max}} \) for \( t \in [0,t_0] \).

### B. Absorption into the ensemble

During the second step of the protocol we turn on the interaction between the single-mode cavity field and the spin ensemble, i.e., \( \Delta_{cs} = 0 \) for \( t \in (t_0,\infty) \). As we have \( \Psi_c(t_0) = \alpha r \), we require \( \kappa = \kappa_{\text{min}} \) or in other words \( \kappa_c \) is small as possible, i.e., the escape of the photon from the cavity is reduced.

In the second step of the protocol, we have \( \sum_{j \in \mathcal{L}} |\Psi_E^{(j)}(t_0)|^2 = 0 \) and Eqs. (6), (7), and (8) yield

\[
\dot{\Psi}_c = -g_{ens}^2 \int_{t_0}^t e^{-w(t-t')} \Psi_c(t') dt' - \frac{\kappa_{\text{min}}}{2} \Psi_c. \quad (37)
\]

The solution for \( t > t_0 \) is

\[
\Psi_c(t) = \alpha r e^{-(\kappa_{\text{min}}+w)(t-t_0)/4} \left\{ \cosh \left[ \varpi' (t-t_0)/4 \right] - \frac{\kappa_{\text{min}} - w}{\varpi'} \sinh \left[ \varpi' (t-t_0)/4 \right] \right\}, \quad (38)
\]

where

\[
\varpi' = \sqrt{-16g_{ens}^2 + (\kappa_{\text{min}} - w)^2}. \quad (39)
\]

It is worth noting, for general parameters, \( \varpi' \) can also be an imaginary number, which yields oscillations in Eq. (38), i.e., both hyperbolic functions become trigonometric ones. However, based on the condition in (25),
the subsequent analysis is done only for real values of $\omega'$. Now, the solution for $\Psi_s^{(i)}$, similarly to Eq. (18), reads

$$\Psi_s^{(i)}(t) = -ig_i \int_{t_0}^{t} e^{i(\Delta_{N}-\Delta_{i})(t-t')} \Psi_s(t') \, dt',$$

and if we consider a long enough interaction time $t$ such that also the real part of the slowest decaying exponential vanishes, i.e., $\text{Re}[\kappa_{\text{min}} + w - \omega'](t - t_0)/4 \gg 1$, then

$$\Psi_s^{(i)}(t) = \frac{\alpha r g_i e^{i(\Delta_{N}-\Delta_{i})(t-t_0)}(4\Delta_i - 4\Delta_N + 2iw)}{(2\Delta_i - 2\Delta_N + iw)(2\Delta_i - 2\Delta_N + i\kappa_{\text{min}}) - 4g_{\text{ens}}^2}.$$

The excitation probability of the spin ensemble reads

$$P_{s,\text{exc}} = \alpha^2 r^2 P_s = \sum_{i=1}^{N} |\Psi_s^{(i)}(t)|^2 = \int_{-\infty}^{\infty} d\Delta \int_{-\infty}^{\infty} dp \, g_{p}(\Delta) |\Psi_s(\Delta, g, t)|^2 = \alpha^2 r^2 \frac{4g_{\text{ens}}^2 w}{(\kappa_{\text{min}} + w)(4g_{\text{ens}}^2 + \kappa_{\text{min}} w)},$$

where

$$\Psi_s(\Delta, g, t) = \frac{\alpha r g e^{-i\Delta(t-t_0)}(4\Delta + 2iw)}{(2\Delta + iw)(2\Delta + i\kappa_{\text{min}}) - 4g_{\text{ens}}^2}.$$

The formula in (42) gives the maximum, ideal amount of excitation probability $P_s$. Furthermore, the diminishing effects of the detuning $\Delta_{cs}$ and the internal cavity loss $\kappa_i$ are included through $r$ and $\alpha$ respectively\(^1\) and culminate in the excitation probability $P_{s,\text{exc}}$. The ideal excitation probability $P_s$ can also be expressed as a function of the cooperativity $C = 4g_{\text{ens}}^2/\kappa_{\text{min}} w$.

$$P_s = \frac{C}{(1 + C)(1 + \kappa_{\text{min}}/w)},$$

which in the useful limiting case $w \gg \kappa_{\text{min}}$ yields $P_s = C/(1 + C)$. In this limit, we want $C$ as high as possible.

In Fig. 2 it is shown how the probability $P_s$ in (42) changes for different values of $g_{\text{ens}}$ and $\kappa_{\text{min}}$. We have also plotted the required time to reach these values of the probability. There is a tradeoff between getting high probabilities and reaching them as fast as possible, see for example the solid and the dotted curves in Fig. 2. We have argued earlier for a fast enough protocol to avoid population and phase decays of the spins and therefore the consistency of (42) has to be always examined for given experimental values of the parameters. In general, larger ensemble-coupling constants yield higher probabilities, while $\kappa_{\text{min}}$ and $w$ have destructive effects on the catch of the photon by the spin ensemble. According to Fig. 2, large values of $g_{\text{ens}}$ not only yield good absorptions of the photon but also a fast protocol. Fig. 3 shows the dependence of the probability $P_s$ on the width of the inhomogeneous broadening $w$; as the value of $w$ is decreasing $P_s$ is slightly increased. Inhomogeneous broadening of the spin ensemble is always an obstacle from the point of view of controllability, but here the two-step protocol has a reduced impact on the excitation storage.

C. Gaussian and other distributions of detunings

To demonstrate how the results from above can be generalised to arbitrary distributions of the inhomogeneous broadening of the spins, we first consider a Gaussian broadened spin ensemble

$$P_1(\Delta) = \frac{1}{\sqrt{2\pi w}} e^{-\Delta^2/(2w^2)}.$$

Based on the method described in Appendix A we approximate this probability distribution with the sum of eight Lorentzian-shaped functions. These functions enable us to find numerically the poles required for the analytical evolution of the inverse Laplace transform. The results are presented in Fig. 4. The probability $P_s$ of the Gaussian broadened spin ensemble is slightly smaller, but, in general, both distributions deliver the same features of photon absorption.

In typical experiments, the distribution may have somewhat arbitrary broadening, including potentially multimodal distributions. For situations that differ significantly from Lorentzians or Gaussians, the approximation method discussed above can still give closed-form solutions to the temporal dynamics.

It is worth noting that we have studied the properties of the probability $P_s$, but the excitation probability in Eq. (42) is obtained by multiplying $P_s$ with $\alpha^2 r^2$. This

---

\(^1\) Note that $r(\Delta_{cs} = 0) = 1$, $\alpha(\kappa_i = 0) = 1$, and $r, \alpha \leq 1$. 

---

![FIG. 3: Two-step protocol. The probability $P_s$ as a function of the ensemble-coupling constant $g_{\text{ens}}$ and the width of the inhomogeneous broadening $w$; see Eq. (42). The decay rate of the cavity is set to $\kappa/2\pi = 25$ kHz.](image-url)
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spective optimal values for the decay rate $\kappa$. Based on the model of Sec. III the main coupled differential equations are

$$\dot{\Psi}_s = i(\Delta_N - \Delta_i)\psi_s - ig_s\psi_c,$$

$$\dot{\psi}_c = -g_{\text{ens}}^2 \int_0^t e^{-w(t-t')}\psi_c(t') dt' + \alpha f(t) - \frac{\kappa}{2}\psi_c.$$  

If $\kappa$ is considered to be constant, then the solution for $\Psi_s^{(i)}$ reads

$$\Psi_s^{(i)}(t) = \alpha g_s \int_0^t dt' f(t') \left\{ A e^{-\frac{\Delta w(t-t')}{4}} \cosh \left[ \frac{\omega'}{4} (t-t') \right] - A e^{i(\Delta_N - \Delta_i)(t-t')} \right\},$$

where

$$A = \frac{4\Delta_N - 4\Delta_i - 2iw}{(2\Delta_i - 2\Delta_N + iw)(2\Delta_i - 2\Delta_N + iw) - 4g_{\text{ens}}^2},$$

$$B = \frac{1}{\omega'} (2\Delta_i - 2\Delta_N + iw)(2\Delta_i - 2\Delta_N + iw) - 4g_{\text{ens}}^2.$$  

V. ONE STEP, DIRECT PHOTON ABSORPTION

In this scenario, we investigate the possibility of direct absorption of the photon by the spin ensemble, i.e., the interaction between the single-mode cavity field and the spins is never turned off. Thus, the central spin frequency is equal for all times to the frequency of the single-mode field, which means that $\Delta_{\text{cs}} = 0$. We first consider the one-step protocol as a special case of the two-step protocol. We then consider analytically derivable pulse shapes and finally at Gaussian pulses and optimal-control pulses.

The optimised pulsed shapes will allow us to find also re-

spective optimal values for the decay rate $\kappa$. Based on the model of Sec. III the main coupled differential equations are

$$\dot{\Psi}_s = i(\Delta_N - \Delta_i)\psi_s - ig_s\psi_c,$$

$$\dot{\psi}_c = -g_{\text{ens}}^2 \int_0^t e^{-w(t-t')}\psi_c(t') dt' + \alpha f(t) - \frac{\kappa}{2}\psi_c.$$  

If $\kappa$ is considered to be constant, then the solution for $\Psi_s^{(i)}$ reads

$$\Psi_s^{(i)}(t) = \alpha g_s \int_0^t dt' f(t') \left\{ A e^{-\frac{\Delta w(t-t')}{4}} \cosh \left[ \frac{\omega'}{4} (t-t') \right] - A e^{i(\Delta_N - \Delta_i)(t-t')} \right\},$$

where

$$A = \frac{4\Delta_N - 4\Delta_i - 2iw}{(2\Delta_i - 2\Delta_N + iw)(2\Delta_i - 2\Delta_N + iw) - 4g_{\text{ens}}^2},$$

$$B = \frac{1}{\omega'} (2\Delta_i - 2\Delta_N + iw)(2\Delta_i - 2\Delta_N + iw) - 4g_{\text{ens}}^2.$$  

A. Exponential shape pulse

In this subsection, we demonstrate that the one-step and two-step protocols are markedly different. To understand the situation better we consider

$$f(t) = \kappa H(t_0 - t)e^{\kappa(t - t_0)/2},$$

which is the ideal solution for the two-step protocol with $\Delta_{\text{cs}} = 0$, see Eq. (35). This choice guarantees that the single-mode cavity field is excited at $t = t_0$ with probability $\alpha^2$. Therefore, we have evaluated in this one-step protocol the excitation probability of the cavity field at $t = t_0$ and a lengthy calculation involving the integration over the detunings of the spin ensemble with the Lorentzian weight $p_1(\Delta)$ yields

$$|\Psi_c(t_0)|^2 = \alpha^2 \frac{\kappa^2(\kappa + w)^2}{[2g_{\text{ens}}^2 + \kappa(\kappa + w)]^2}.$$  

Similarly, the excitation is in the spin ensemble with probability:

$$\alpha^2 P_s(t_0) = \sum_{i=1}^N |\Psi_s^{(i)}(t_0)|^2 = \alpha^2 \frac{4g_{\text{ens}}^2\kappa(\kappa + w)}{[2g_{\text{ens}}^2 + \kappa(\kappa + w)]^2}.$$  

Both formulas are valid under the assumption $\kappa t_0/2 \gg 1$ or $e^{-\kappa t_0/2} \approx 0$. It is worth noting that the maximum value taken by $P_s(t_0)$ is 0.5. In general, when the external drive in Eq. (45) ends at $t = t_0$, the sum of the probabilities in Eqs. (46) and (47) can not be $\alpha^2$, unless $g_{\text{ens}} = 0$, i.e., the spins do not interact with the field, which resembles the first phase of the two-step protocol.

If we consider a long enough interaction time $t$ such that $\text{Re}[\kappa + w - \omega'](t - t_0)/4 > 1$, then $\Psi_s(t) \approx 0$ and the excitation probability of the spin ensemble is

$$P_{s,\alpha} = \alpha^2 P_s = \sum_{i=1}^N |\Psi_s^{(i)}(t)|^2 = \int_{-\infty}^\infty d\Delta p_1(\Delta)$$

$$\times \frac{16\alpha^2 g_{\text{ens}}^2 \kappa^2(4\Delta^2 + w^2)}{(4\Delta^2 + \kappa^2)(4\Delta^2 + \kappa^2 + (4g_{\text{ens}}^2 + \kappa w - 4\Delta^2)^2)}.$$  

The above integration can be analytically done, however it yields cumbersome formulas, which are not worth being presented.

The choice of $f(t)$ or indirectly the choice of the initial conditions of the external field results in the following effect: a larger ensemble-coupling constant $g_{\text{ens}}$ does not necessarily imply better probabilities $P_s$ of the spin ensemble. This is apparent from Fig. 4. When the cavity field becomes empty, the probability $P_s$ in (48) is always larger than the one in (47), because the photon at $t = t_0$ leaks for later times into both the spin ensemble and the external field or gets lost inside the cavity. The single-mode of the cavity can be well excited at $g_{\text{ens}} = 0$ and $P_s$ reaches its maximum after the cavity is empty and only for a given value of $g_{\text{ens}}$. This value is increased
with the increase of $\kappa$. This repulsive character of the joint system of the cavity field and the spin ensemble is very different from the results obtained for the two-step protocol; see Fig. 2. For comparison, we show the results for the exponential pulse for the one-step protocol in Fig. 5. The one-step protocol performs better for low values of $g_{\text{ens}}$, but it requires longer times to reach better probabilities of the spin ensemble. For shorter protocols, a larger $\kappa$ is needed, but then the maximum of the probability is shifted towards larger values of $g_{\text{ens}}$. Whether a faster protocol or better absorption of the incoming photon is preferred, depends on the experimental setup and the planned further control of the spin ensemble, e.g., the application of $\pi$ pulses to refocus the spin dephasing. A reduced value of the inhomogeneous broadening $\omega$ shifts the maximum of $P_s$ towards smaller values of $g_{\text{ens}}$; see Fig. 7. This is not surprising, because larger $\omega$ means more far-detuned spin transitions, which limit the storage of the photon in the spin ensemble.

**B. Analytically derivable pulse shape**

As we have demonstrated, reusing the exponential pulse $f(t)$ derived for the two-step protocol is not a practical choice to store the excitation in the spin ensemble in one step. Therefore, in the subsequent discussion, we investigate further candidates, which lead to more optimal storage. First, we rewrite Eq. (44) as

$$\Psi_s^{(i)}(t) = \alpha g_i \int_0^t dt' f(t') h_{\text{ens}}(t', t),$$

where the integral kernel $h_{\text{ens}}(t', t)$ is implicitly defined via Eq. (44). The excitation probability of the spin ensemble at time $T$ reads

$$P_{s,\alpha} = \alpha^2 P_s = \sum_{i=1}^N |\Psi_s^{(i)}(T)|^2$$

$$= \alpha^2 g^2_{\text{ens}} \int_{-\infty}^\infty d\Delta p_i(\Delta) \left| \int_0^T dt' f(t') h_{\text{ens}}(t', T, \Delta) \right|^2,$$

with

$$h_{\text{ens}}(t', T, \Delta) = A(\Delta) e^{-\frac{\kappa}{4} (T-t')} \cosh \left[ \frac{\omega'}{4} (T-t') \right]$$

$$+ B(\Delta) e^{-\frac{\kappa}{4} (T-t')} \sinh \left[ \frac{\omega'}{4} (T-t') \right] - A(\Delta) e^{-i\Delta (T-t')}$$

and

$$A(\Delta) = \frac{-4\Delta - 2iw}{(2\Delta + iw)(2\Delta + iw) - 4g^2_{\text{ens}}}$$

$$B(\Delta) = \frac{1}{\omega'} \left( -4\Delta - 2iw(w - \kappa) + 16i g^2_{\text{ens}} \right)$$

for

$$\omega' = \sqrt{2\pi / 2\Delta + iw},$$

in $\omega'/\kappa$ MHz.
We observe that $h(t', T, \Delta) \in L^2([0, T])$, i.e., $h$ is a square-integrable function on the interval $[0, T]$. The function space $L^2([0, T])$ is a Hilbert space with the inner product of the physicist convention.

$$
\langle f, h \rangle = \int_0^T dt' \bar{f}(t')h(t'),
$$

where $\bar{z}$ denotes the complex conjugate of a complex number $z$. In the case of this particular inner product, the Cauchy-Bunyakovsky-Schwarz inequality reads

$$
\left| \int_0^T dt' \bar{f}(t')h(t') \right|^2 \leq \int_0^T dt'|f(t')|^2 \int_0^T dt'|h(t')|^2,
$$

where the equality occurs if and only if one of $h(t')$, $f(t')$ is a scalar multiple of the other. However, in Eq. (19) we have a $\Delta$-dependent family of inner products of the form $\langle f, h(\Delta) \rangle$ and their squared absolute values are integrated over all $\Delta$ with the weight function $p_1(\Delta)$. Thus, the Cauchy-Bunyakovsky-Schwarz inequality can be applied for each value of $\Delta$, which results in a $\Delta$-dependent $f(t')$, i.e., multiple optimal solutions and they depend on the detunings of the individual spins. Instead, we consider only one optimal solution at the maximum $\Delta = 0$ of the weight function $p_1(\Delta)$ in Eq. (20) and arrive at

$$
f(t) = \lambda \left\{ a - ae^{-\frac{w}{2\pi}(T-t)} \cosh \frac{\omega'}{4}(T-t) \right. \right. $$

$$
\left. \left. + be^{-\frac{w}{2\pi}(T-t)} \sinh \frac{\omega'}{4}(T-t) \right\},
$$

where by absorbing the imaginary unit into $\lambda$ we get

$$
a = \frac{2w}{w\kappa + 4g_{\text{ens}}^2},
$$

$$
b = \frac{1}{w\omega'} \frac{2w(w - \kappa) - 16g_{\text{ens}}^2}{w\kappa + 4g_{\text{ens}}^2}.
$$

The parameter $\lambda$ is found from the normalisation condition, which reads

$$
\int_0^T dt|f(t)|^2 = \kappa. \tag{51}
$$

We consider again a long enough interaction time $T$ such that $\text{Re}\left[ \kappa + w - \omega' |T/4 \geq 1 \right]$. In Fig. 8, we see the same behaviour of the probabilities $P_s$, which we have observed in Fig. 5 i.e., there is a maximum only for a given value of the ensemble-coupling constant $g_{\text{ens}}$. However, the curves in Fig. 8 reach a maximum value of 0.7, whereas now the $P_s$ has a maximum larger than 0.75. For the case of $\kappa/2\pi = 25$ kHz, the optimal $f(t)$ is also displayed in Fig. 8. The required times to reach these excitation probabilities are the same as the ones depicted in Fig. 6. The role of the inhomogeneous broadening $w$...
bandwidth considerations [21]:
\[ f(t) = \frac{\sqrt{2\kappa}\sqrt{\pi}}{\kappa}e^{-\frac{(t-t_0)^2}{2\kappa^2}}, \]

where \(1/\kappa_g \) is the standard deviation of the pulse. If \( t_0 \gg 1/\kappa_g \), then it is immediate that \( \int_0^\infty dt |f(t)|^2 = \kappa \).

We substitute (52) into Eq. (44) with both conditions \( T > t_0 \) and
\[ \text{Re} \left[ \frac{\kappa + w \pm \omega'}{4}(T - t_0) - \frac{(\kappa + w \pm \omega')^2}{32\kappa^2} \right] \gg 1 \]

being fulfilled. The latter condition is necessary for the approximation, where all \( \Delta \)-independent exponential terms are considered to be zero. Based on this, the excitation probability \( P_{s,\alpha} = \alpha \bar{P}_s \) of the spin ensemble is obtained as before by replacing the summation over the spins with an integral involving the joint distribution \( p_1(\Delta)p_2(g) \). Then, we have
\[ P_s = \int_{-\infty}^{\infty} d\Delta p_1(\Delta)\frac{2\kappa\sqrt{\pi}}{\kappa_g}e^{-\frac{\Delta^2}{\kappa_g}} \]
\[ \times \frac{4g_{\text{ens}}^2(4\Delta^2 + w^2)}{[4\Delta^2(\kappa + w)^2 + (4g_{\text{ens}}^2 + \kappa w - 4\Delta^2)^2]} \]

In the first step, we investigate the width of the Gaussian and find numerically that optimal scenarios occur when the bandwidth \( \kappa_g \) is as small as possible, see Fig. 9. In this figure, it is also demonstrated that good excitations are achieved for different decay rates of the cavity as a function of the ensemble-coupling \( g_{\text{ens}} \). The repulsive behaviour of \( P_s \) as a function of \( g_{\text{ens}} \) is similar to the previous cases of the one-step protocol. The duration of the process depends on the standard deviation of the pulse \( \sigma_g = 1/\kappa_g \) and the condition in (53). First, \( t_0 > 3\sigma_g \) and \( T > 6\sigma_g \) have to be valid such that the integration over time covers almost the whole pulse. In the case of \( \kappa_g/2\pi = 50 \text{ kHz} \), \( \kappa/2\pi = 0.5 \text{ MHz} \), \( g_{\text{ens}}/2\pi = 1 \text{ MHz} \), and \( \kappa g/2\pi = 50 \text{ kHz} \), we obtain \( T > 161.8 \mu s \) provided that \( e^{-5} \approx 0 \). Thus, optimal excitation is possible at the expense of an increase in the duration of the protocol. This is much longer than the duration times obtained for the two-step protocol, see Fig. 2 where this set of parameters yields \( T > 3.28 \mu s \). This raises the question of how can one obtain the best excitation scenario for considerably shorter times, which will be discussed in the subsequent section devoted to numerical analysis.

D. Optimal control - numerically optimised pulse shapes

We now turn our attention to the numerical optimisation for pulse shapes \( f(t) \), decay rate of the cavity \( \kappa \), and pulse durations \( T \) to overcome the limitations of the previous attempts. In order to optimise constrained pulse

C. Gaussian pulse shape

Finally, we investigate a widely used case when \( f(t) \) is a Gaussian function, which can benefit from favourable

FIG. 9: The probability \( P_s \) of Eq. (54) as a function of total cavity decay rate \( \kappa \) with \( g_{\text{ens}}/2\pi = 1 \text{ MHz} \) (top panel) and \( g_{\text{ens}}/2\pi = 0.3 \text{ MHz} \) (middle panel). We set \( \kappa_g \) in Eq. (52) as: \( \kappa_g/2\pi = 500 \text{ kHz} \) (solid); \( \kappa_g/2\pi = 50 \text{ kHz} \) (dashed); and \( \kappa_g/2\pi = 50 \text{ kHz} \) (dotted). Bottom panel: Density plot of \( P_s \) as a function of \( \kappa \) and \( g_{\text{ens}} \) for \( \kappa_g/2\pi = 50 \text{ kHz} \). The width of the inhomogeneous broadening is set for all figures to \( w/2\pi = 10 \text{ MHz} \).

is the same as what we have observed for the previous \( f(t) \) in Eq. (45); see again Fig. 7.
shapes \( f(t) \) (see. Eq. (51)) with otherwise given parameters

\[
  f_{\text{opt}} = \arg \max_f P_s(f, T, w, g_{\text{ens}}, \kappa),
\]

we expand \( f(t) \) in a set of basis functions

\[
  f(t) = \sum_{j=0}^{N_b} c_j f_j(t),
\]

where

\[
  f_j(t) = \begin{cases} 
  \cos\left(\frac{\pi j t}{T}\right) & \text{for } 0 \leq j \leq N_b, \\
  \sin\left(\frac{\pi (j-N_b) t}{T}\right) & \text{for } N_b < j \leq 2N_b.
\end{cases}
\]

We have \( N_b + 1 \) cosine terms, with \( f_0(t) = 1 \) being a constant term and \( N_b \) sine terms. In some experimental setups \cite{23}, \( \kappa \) can be adjusted, so we extend our approach to also optimise \( \kappa \)

\[
  \kappa_{\text{opt}} = \arg \max_{\kappa} P_s(f_{\text{opt}}(\kappa), T, w, g_{\text{ens}}, \kappa). \tag{57}
\]

Using the subsequent optimisation of pulse shape \( f(t) \) and \( \kappa \), we can also determine the shortest pulse duration \( T_{\text{min}} \) needed to achieve a target probability \( P_{s,\text{tar}} \). This is accomplished by identifying the root of the equation

\[
  \Delta P_{s,\text{tar}}(T) = P_{s,\text{tar}} - P_s(f_{\text{opt}}(\kappa), T, w, g_{\text{ens}}, \kappa_{\text{opt}}), \tag{58}
\]

where \( \Delta P_{s,\text{tar}}(T) \) represents the deviation from the target probability. The condition \( \Delta P_{s,\text{tar}}(T_{\text{min}}) = 0 \) is sufficient for finding the minimum duration since we investigate a regime where the absorption is increasing monotonically with \( T \).

We combine analytical and numerical techniques to solve Eq. (49) restated for a set of basis functions, which allows us to solve the optimisation problems in Eqs. (55 - 58). The technical details of both optimisation and numerical integration are explained in Appendix C. The numerical approach was implemented using the Julia language \cite{67}, our code is available at \cite{68}.

Results. In the previous section, we have demonstrated that the Gaussian pulse shapes under the condition of
long pulse duration can achieve almost perfect probabilities \(P_s\). Now, we compare the bottom panel in Fig. 9 with the results of the optimised pulse shapes. In Fig. 10 it is demonstrated that our optimisation approach yields a better performance. We solve the Gaussian case, by expanding the function into the first eleven basis functions, i.e., \(N_b = 5\) in Eq. (56). This is a sufficiently accurate approximation, granting a relative error smaller than 1% (and in tests comparing \(N_b = 5\) to \(N_b = 10\) giving 4 significant digits) and allows us to reuse the methodology based on \(c\). An optimised pulse is presented in Fig. 11 and compared to its Gaussian counterpart of Eq. (52) with \(\kappa = \kappa_g\). Initially, we run our optimisations with \(N_b = 5\). In doing so, we find for all optimisations, that optimal pulses depend only on the constant \((j = 0)\), the first cosine term \((j = 1)\), and the first sine term \((j = N_b + 1)\) in Eq. (56). Thus, we find an optimal pulse

\[
f(t) = A + B \sin \left( \frac{\pi t}{T} + \phi \right),
\]

where the variables \(A\) and \(B\) are fixed by the normalisation in Eq. (51), while \(\phi\) is numerically determined. This has motivated a cut-off for the optimisations using only \(N_b = 1\), because increasing \(N_b\) to five makes only an order of \(10^{-9}\) difference in \(P_s\), comparable to our numerical integration error.

In Fig. 12 we show the optimal cooperativity \(C = 4g_{\text{ens}}^2/(\kappa w)\) as a function of \(g_{\text{ens}}\) and \(T\) at \(w/2\pi = 10\) MHz.

VI. SUMMARY AND CONCLUSIONS

In the context of optimal photon storage in a spin ensemble-based quantum memory, we have presented a minimal model capable of describing the physics of such a system. We have shown the analytical solutions of the time evolution and the required approximations. Based on these results we have proposed a two-step and several one-step protocols. By using parameters corresponding to current experiments, we have found several pros and cons of the proposed protocols. The two-step protocol can achieve a good absorption of the photon, but this happens for large values of ensemble-coupling \(g_{\text{ens}}\). The one-step protocols can achieve good absorption probabilities for lower values of \(g_{\text{ens}}\) and in the case of Gaussian pulses with a broad temporal profile one can obtain perfect absorption. The maximum is reached for certain values of \(\kappa\) and \(g_{\text{ens}}\). Furthermore, the one-step protocols are characterised by a repulsive character, i.e., a too large ensemble-coupling prevents the photon from being absorbed. In general, as one would expect, we have observed that low values of the total cavity decay and the linewidth of the inhomogeneous broadening \(w\) improve the success of the protocols. Finally, numerical optimisations of the pulse shapes have resulted in shorter protocol times and higher absorption probabilities of the photon. This has also motivated a new pulse shape, a half-period sine pulse shifted upwards (Fig. 11), which can speed up absorption. Throughout the whole manuscript, we have indicated that the excitation probabilities depend on the ratios \(\alpha\) and \(\alpha\tau\), and almost perfect excitations are possible if the internal cavity loss \(\kappa_i\) is much smaller than \(\kappa_c\). Such a condition implies that \(\alpha = \sqrt{\kappa_c/\kappa} \approx 1\) and if in addition \(2|\Delta c| \ll \kappa\) then \(r \approx 1\). These conditions depend only on the experimental platform and are independent of the optimisation procedures presented here.

In conclusion, our theoretical search for optimal storage of a photon serves as a prerequisite for more advanced tasks, such as storing quantum states in a long-time memory or reobtaining the state, for example, by using the Hahn echo [69]. The simulations and optimisations of these tasks require a master equation approach and the system’s state is described by a density operator.
The difficulty lies in the fact that the state of the spin ensemble after the absorption is highly entangled, which has to be protected from collective spontaneous emission [50] and/or dephasing [51]. Furthermore, the state of the spin ensemble has to be refocused via $\pi$ pulses, which are implemented with external driving fields of many photons. This requires other mathematical approaches and together with the results of this manuscript, they can provide a complete description of inhomogeneous spin memories.
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Appendix A: Gaussian distribution of the broadened spin ensemble

In the main text, we have mainly considered a Cauchy-Lorentz distribution and now we show the details concerning a Gaussian probability distribution in Eq. (43).

Then, we have

$$
\Delta_N = \sum_{i=1}^{N} \frac{\Delta_i}{2} \rightarrow \int_{-\infty}^{\infty} p_1(\Delta) \frac{\Delta}{2} d\Delta = 0 \quad (A1)
$$

and

$$
\sum_{i=1}^{N} e^{i(\Delta_N - \Delta_i)(t-t')} \rightarrow \int_{-\infty}^{\infty} p_1(\Delta) e^{-i\Delta(t-t')} d\Delta = e^{-w^2(t-t')^2/2} \quad (A2)
$$

Thus, Eq. [10] with $\Delta_{cs} = 0$ reads

$$
\dot{\Psi}_c = -g_{\text{ens}}^2 \int_{0}^{t} e^{-w^2(t-t')^2/2} \Psi_c(t') dt' \alpha f(t) - \frac{\kappa}{2} \Psi_c. \quad (A3)
$$

A general solution to this equation can be obtained with the help of the Laplace transformation

$$
\Psi_c(z) = \int_{0}^{\infty} \Psi_c(t) e^{-z t} dt. \quad (A4)
$$

We use the properties of the Laplace transform on Eq. (A3) to obtain

$$
-\Psi_c(0) + z \Psi_c(z) = -g_{\text{ens}}^2 \sqrt{\frac{\pi}{w}} \frac{1}{\sqrt{2 w^2}} \text{erfc} \left( \frac{z}{\sqrt{2 w^2}} \right) \Psi_c(z) + \alpha f(z) - \frac{\kappa}{2} \Psi_c(z), \quad (A5)
$$

where erfc is the complementary error function. The solution is

$$
\Psi_c(z) = \frac{\Psi_c(0)}{P(z)} + \frac{\alpha f(z)}{P(z)} \quad (A6)
$$
with
\[ P(z) = z + \frac{\kappa}{2} + g_{\text{ens}}^2 \frac{2}{\sqrt{\pi}} \frac{e^{-z^2}}{w} \text{erfc} \left( \frac{z}{\sqrt{2w}} \right). \] (A7)

To evaluate the inverse Laplace transform, one needs to solve \( P(z) = 0 \), which is a transcendental equation and has only approximate numerical solutions. In fact, all of them have to be found to obtain the solution to Eq. (A3). Instead of searching on the whole complex plane, one can approximate the Gaussian distribution in (43) as
\[ p_1(\Delta) \approx \frac{1}{\sqrt{2\pi} w} \sum_{i=1}^{M_1} a_i (b_i + \Delta^2)^2, \] (A8)
where \( a_i, b_i \in \mathbb{R} \) and \( b_i \geq 0 \) for all \( i \).

We implement the gradient descent method by using \( M_2 \) points to discretise \( p_1(\Delta) \). At each point \( \Delta_j \), we compute the squared distance between the actual function value and the estimated function value. Finally, we sum up all terms to obtain the cost function
\[ C = \sum_{j=1}^{M_2} \left( p_1(\Delta_j) - \frac{1}{\sqrt{2\pi} w} \sum_{i=1}^{M_1} a_i (b_i + \Delta_j^2)^2 \right)^2. \] (A9)

Now, we use the update equations:
\[ a_i - \gamma \frac{\partial C}{\partial a_i} \rightarrow a_i \quad \text{and} \quad b_i - \gamma \frac{\partial C}{\partial b_i} \rightarrow b_i, \] (A10)
where \( \gamma \) is the learning rate. This approach leads to a different Laplace transformed equation:
\[-\Psi_c(0) + z\Psi_c(z) = -g_{\text{ens}}^2 \sum_{i=1}^{M_1} \frac{a_i}{w} \sqrt{\frac{\pi}{2b_i}} \frac{1}{\sqrt{b_i + z}} \Psi_c(z) + \alpha f(z) - \frac{\kappa}{2} \Psi_c(z), \] (A11)
see Eq. (A5) for a comparison. In place of (A7), we have
\[ P(z) = z + \frac{\kappa}{2} + g_{\text{ens}}^2 \sum_{i=1}^{M_1} \frac{a_i}{w} \sqrt{\frac{\pi}{2b_i}} \frac{1}{\sqrt{b_i + z}} \] (A12)
and \( P(z) = 0 \) results in a problem, where the roots of a \((M_1+1)\)th degree polynomial have to be determined. Numerically, this is a simpler task than solving a transcendental equation, because we have to find exactly \((M_1+1)\) roots.

**Appendix B: Constraint on the pulse shapes in one-step protocols**

The pulse shape \( f_c(t) \) acts as an external drive and depends only on the properties of the external field and their couplings to the single-mode field inside the cavity (see Eq. (16)). The probability amplitude \( \Psi_c \) of the single-mode in the cavity is governed by Hamiltonian dynamics, however, after the Weisskopf-Wigner approximation is subject to decay. In this approximated theory, the question is what are the properties of \( f_c(t) \) such that \( \Psi_c \) remains a probability amplitude? This issue is not related to the spin ensemble and its interaction with the single-mode field or the internal decay rate \( \kappa \) of the cavity. Therefore, we start with the reduced differential equations
\[ \dot{\Psi}_c = -i \sum_{j \in L} \kappa_j \Psi^{(j)}_E, \] (B1)
\[ \dot{\Psi}^{(j)}_E = -i \delta_j \Psi^{(j)}_E - i \kappa_j \Psi_c. \] (B2)

For the initial conditions, similarly to the main text, we assume that the excitation is in the external field
\[ \Psi_c(0) = 0, \quad \text{and} \quad \sum_{j \in L} |\Psi^{(j)}_E(0)|^2 = 1. \] (B3)
We have already solved this for \( \Psi_c(t) \) in Eq. (14), which reads now
\[ \dot{\Psi}_c = -i \sum_{j \in L} \kappa_j \Psi^{(j)}_E(0) e^{-i\delta_j t} \] (B4)
\[ - \sum_{j \in L} |\kappa_j|^2 \int_0^t e^{-i\delta_j (t-t')} \Psi_c(t') dt'. \]
Now, as it is explained at Eq. (14), we replace the summation over the modes with an integral to have
\[ \sum_{j \in L} |\kappa_j|^2 \int_0^t e^{-i\delta_j (t-t')} \Psi_c(t') dt' \] (B5)
\[ = \int_{-\infty}^{\infty} d\delta \tilde{\rho}_E(\delta) |\kappa_c(\delta)|^2 \int_0^t e^{-i\delta (t-t')} \Psi_c(t') dt', \]
where we have introduced the density of states \( \rho_E(\delta) \) instead of \( \rho_E(\mathbf{k}) \). This step allows us to get quicker to the property of \( f_c(t) \) than using the integration over \( \mathbf{k} \).

In the next step, we assume
\[ \tilde{\rho}_E(\delta) |\kappa_c(\delta)|^2 \approx \frac{\kappa_c}{2\pi}, \] (B6)
i.e., this quantity varies little as a function of \( \delta \). The integral
\[ \int_{-\infty}^{\infty} \delta \int_0^t e^{-i\delta (t-t')} = \lim_{\epsilon \to 0} \int_0^t \delta e^{-i\delta (t-t') - \epsilon \delta} + \lim_{\epsilon \to 0} \int_{-\infty}^{0} \delta e^{-i\delta (t-t') + \epsilon \delta} = 2\pi \delta (t - t'), \] (B7)
where \( \epsilon > 0 \) and \( \delta(t) \) is the Dirac delta function. Here, we have used the following representation of the Dirac delta function:
\[ \delta(t-t') = \lim_{\epsilon \to 0} \frac{1}{\pi} \frac{\epsilon}{(t - t')^2 + \epsilon^2} \] (B8)
Then, \[ \frac{\kappa_c}{2\pi} \int_0^t \delta(t - t') \Psi_c(t') \, dt' = \frac{\kappa_c}{2} \Psi_c(t), \] (B9)

because the integration from 0 to \( t \) covers only half of the function in \( \Psi_c \), which is symmetrical about the \( t = t' \) vertical line.

We shall now extend this approximation to the external drive \( f_e(t) \). According to Eqs. (B3) and (B4) we have

\[
1 = \sum_{j \in L} |\Psi(j,0)|^2 = \int_{-\infty}^{\infty} d\delta \rho_E(\delta) |\Psi(\delta,0)|^2 = \int_{-\infty}^{\infty} d\delta |\tilde{\Psi}\!(\delta,0)|^2, \tag{B10}
\]

where we have absorbed the square root of the positive function \( \rho_E(\delta) \) into \( \tilde{\Psi}\!(\delta,0) \), and

\[
f_e(t) = -i \sum_{j \in L} \kappa_j^* \Psi(j,0) e^{-i\delta_j t}\!
\]

\[
= -i \int_{-\infty}^{\infty} d\delta \sqrt{\rho_E(\delta)} \kappa_j^* \tilde{\Psi}(\delta,0) e^{-i\delta t}. \tag{B12}
\]

We need to assume that \( \kappa_j^* \) for all \( j \) and \( \kappa_j^* \) are real to introduce in \( \Psi(t,0) \) the following relation

\[
\sqrt{\rho_E(\delta)} \kappa_j(\delta) = \frac{\sqrt{\kappa_c}}{\sqrt{2\pi}}
\]

based on \( \rho(\delta) \). Hence,

\[
f_e(t) = -i \sqrt{\kappa_c} \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} d\delta \tilde{\Psi}(\delta,0) e^{-i\delta t}, \tag{B14}
\]

where \( \tilde{\Psi}(t,0) \) is the Fourier transform of \( \tilde{\Psi}(\delta,0) \). Then, we have

\[
\int_{-\infty}^{\infty} |f_e(t)|^2 dt = \kappa_c \int_{-\infty}^{\infty} |\tilde{\Psi}(t,0)|^2 dt. \tag{B15}
\]

We define the coefficient vector \( \mathbf{c} = (c_0, c_1, \ldots, c_{N_b})^T \) (\( T \) denotes the transposition). A computationally quicker approach to calculate values \( P_{s,\Delta}[f(t)] \) via Eq. (49) is to expand the equation in the basis functions and cache the respective integrals for each term. This avoids recomputing them throughout the optimisation process. We have

\[
\begin{align*}
P_s &= g_{\text{extra}} \int_{-\infty}^{\infty} d\Delta p_1(\Delta) \left[ \int_0^T dt' f(t') h(t', \Delta) \right]^2 \\
&= \sum_{i, j = 0}^{2N_b} c_i c_j^* \int_{-\infty}^{\infty} d\Delta p_1(\Delta) I_i(\Delta) I_j^*(\Delta), \tag{C2}
\end{align*}
\]

where we have used \( I_i(\Delta) = \int_0^T dt' f_i(t') h(t', \Delta) \) for the inner integral terms. In order to solve the inner integral from Eq. (49) for the \( j \)th basis function in \( \tilde{\Psi} \), we define the terms \( m(t, T) = e^{-\frac{\pi j}{4} (T-t') \sinh \frac{\pi}{2} \left( T - \Delta \right)} \) and \( n(t, T) = e^{-\frac{\pi j}{4} (T-t') \sinh \frac{\pi}{2} \left( T - \Delta \right)} \), so that

\[
I_j(\Delta) = \int_0^T dt' f_j(t') h(t', \Delta)
\]

\[
= A(\Delta) \int_0^T dt' f_j(t') m(t', T)
\]

\[
+ B(\Delta) \int_0^T dt' f_j(t') n(t', T)
\]

\[
- A(\Delta) \int_0^T dt' f_j(t') e^{-i\Delta(T-t')}.
\]

Let us first solve the final integral in Eq. (C3). We find for the sine and cosine basis functions with \( 0 < j \leq 2N_b \)

\[
D_j(T, \Delta) = \int_0^T dt' f_j(t') e^{-i\Delta(T-t')}
\]

\[
= \begin{cases} 
0^T dt' \sin \left( \frac{\pi j}{4} \left( T - t' \right) \right) e^{-i\Delta(T-t')} & \text{for } j \leq N_b, \\
0^T dt' \cos \left( \frac{\pi j}{4} \left( T - t' \right) \right) e^{-i\Delta(T-t')} & \text{for } j > N_b,
\end{cases}
\]

\[
= \begin{cases} 
\frac{i\pi Tj[j-1]}{4T^2} e^{-i\Delta(T-t')} & \text{for } j \leq N_b, \\
\frac{i\pi Tj[j-1]}{4T^2} e^{-i\Delta(T-t')} & \text{for } j > N_b.
\end{cases}
\]

(\ref{C4})

It should be noted, that the divergences at \( \Delta = \pm \frac{\pi}{2} \) are resolvable via L'Hôpital's rule, so that

\[
D_j(T, \Delta) = \pm \frac{\pi j}{T}
\]

\[
\begin{cases} 
\text{for } j \leq N_b, \\
\text{for } j - N_b = k > 0.
\end{cases}
\]

(\ref{C5})

We can expand the sine, cosine, hyperbolic sine and hyperbolic cosine terms in the remaining integrals \( M_j(T) \)
and $N_f(T)$ in (C3) into exponentials, which we can integrate analytically. Every term will be of the form below, where we use ± for the sign of the exponentials of the hyperbolic sine and hyperbolic cosine terms and $\mp$ for the sign of the exponentials of the sine and cosine terms
\[
E(\pm, \mp) = \int_0^\infty dt' e^{-\frac{\pm w'(T-t')}{2} - \frac{\pm w}{2} (T-t') e^{\mp \pi \frac{w'}{w}}}
= \frac{1}{4} \pm w \mp w' + \frac{\pm w'}{\pm w} (T - (-1)^j).
\]

(C6)

This allows us to represent all three integrals analytically. Lastly, we keep in mind, that $B(\Delta)N_f(T)$ contains a singularity at $w' = 0$, that would make the numerical integration unstable. This singularity can be removed via L'Hôpital's rule, but in practice it is avoided by not evaluating at $w = 0$ and furthermore, this occurs rarely due to the investigated parameter regions.

The $\Delta$ integration for $P_{ij}$ in (C2) is performed numerically for all $i$ and $j$ using the adaptive Gauss-Kronrod quadrature in the Julia library QuadGK.jl [71] with a relative precision of $10^{-10}$ and the default G7-K15 rule. We reduce the integral bounds at infinity to the finite $[-\Delta_{\text{max}}, \Delta_{\text{max}}]$ with $\Delta_{\text{max}} = 100$ MHz which guarantees at least 5 significant digits due to the integral arguments being at least of order $O(\frac{1}{2\pi})$. From the cached $P_{ij}$ we can then calculate $P_s$ for any pulse shape $f(t)$, via matrix-vector multiplication $P_s = c^T \hat{P} c$, where $\hat{P}$ is the matrix with entries $P_{ij}$.

The coefficients are constrained due to Eq. (51) (see also Appendix B). We expand again the integral into the basis functions
\[
\int_0^T dt |f(t)|^2 = \sum_{i,j=1}^{2N_\kappa} c_i c_j \int_0^T dt f_i(t') f_j(t') = F_{ij},
\]
where the entries of the constraint matrix $\hat{F}$ are calculated analytically, which are given by
\[
F_{j,j} = \begin{cases} T & \text{for } j = 0, \\ T \frac{T}{2} & \text{for } j \neq 0, \end{cases}
\]
\[
F_{j,N_\kappa+k} = F_{N_\kappa+k,j} = \begin{cases} 2T j^{1-(-1)^k} & \text{for } j = 0 < k, \\ 2T j^{1-(-1)^j+k} & \text{for } j \neq k > 0, \\ 0 & \text{for } j = k. \end{cases}
\]

We normalise $c$ before calculating $P_s$ to satisfy the constraint in (C7)\footnote{Constrained optimisation sometimes failed to keep the constraint satisfied, so we opted for this approach.} In the optimisation, we rescale any input coefficient vector $c$, which violates the constraint, by the factor $\sqrt{\frac{\kappa}{c^T \hat{F} c}}$.

Optimisation procedure. Having reduced both the problem of finding the probability $P_s$ and similarly the constraint calculation to matrix-vector multiplications of cached integrals $\hat{P}$, $\hat{F}$ and basis function coefficients in $c$, we can now efficiently optimise the pulse shapes $f(t)$ for any given set of parameters $w$, $g_{\text{ens}}$ and $\kappa$. We restate the optimisation function Eq. (55) for the optimisation of the constrained basis function coefficients in $c$
\[
c_{\text{opt}} = \arg\max_{c} P_s(c, T, w, g_{\text{ens}}, \kappa). (C9)
\]

We solve this for the optimal coefficients using the Broyden–Fletcher–Goldfarb–Shanno (BFGS) via the implementation in the Julia library Optim.jl [72], where we also use automatic (forward) differentiation in ForwardDiff.jl [74].

In practice [23], the parameter $\kappa$ can be changed, whereas $g_{\text{ens}}$ is given by the inherent dipole coupling strengths of the spins. To exploit this degree of freedom, we have also developed a method to find both the optimal $\kappa$ and optimal pulse shape $f(t)$ for a given set of parameters $g_{\text{ens}}$, $w$ and $T$. In principle, we could define both parameters as optimisation variables, but since the QuadGK.jl library uses an adaptive integration approach that cannot be automatically differentiated, we opted for a nested optimisation approach, constructed from an outer optimisation, optimising $\kappa$, and an inner optimisation, optimising $f(t)$ for every outer iteration for the current value of $\kappa$. Whereas the inner optimisation for $c_{\text{opt}}(\kappa)$ uses the aforementioned BFGS method and Eq. (C9), the outer optimisation uses the Newton’s root-finding method with finite differences, which is also implemented in Optim.jl. This yields
\[
\kappa_{\text{opt}} = \arg\max_{\kappa} P_s(c_{\text{opt}}(\kappa), T, w, g_{\text{ens}}, \kappa). (C10)
\]

Finally, we determine the minimum pulse durations $T_{\min}$ to achieve a target probability $P_{s,\text{tar}}$. The probability increases monotonically with $T$, so we can find the minimum duration via root-finding of Eq. (58). We employ Newton’s method for optimisation of the Julia library Roots.jl [75], where the gradient is calculated with finite differences.
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