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Abstract—Deployed into an open world, object detectors are prone to open-set errors, false positive detections of object classes not present in the training dataset. We propose GMM-Det, a real-time method for extracting epistemic uncertainty from object detectors to identify and reject open-set errors. GMM-Det trains the detector to produce a structured logit space that is modelled with class-specific Gaussian Mixture Models. At test time, open-set errors are identified by their low log-probability under all Gaussian Mixture Models. We test two common detector architectures, Faster R-CNN and RetinaNet, across three varied datasets spanning robotics and computer vision. Our results show that GMM-Det consistently outperforms existing uncertainty techniques for identifying and rejecting open-set detections, especially at the low-error-rate operating point required for safety-critical applications. GMM-Det maintains object detection performance, and introduces only minimal computational overhead. We also introduce a methodology for converting existing object detection datasets into specific open-set datasets to evaluate open-set performance in object detection.

I. INTRODUCTION

While visual object detectors have significantly advanced over the past years, their application in open-set conditions remains an unsolved challenge [1], [2]. In open-set conditions, an object detector can encounter object classes that were not present in the training dataset (unknown object classes) [3]. Even state-of-the-art detectors heavily degrade in performance in open-set conditions [2], as they tend to misclassify unknown objects with high confidence as one of the detector’s known training classes [1], [2]. This raises serious concerns about the safety of deploying object detectors in open-set environments, particularly in applications where perception failures can have severe consequences [4], such as autonomous vehicles, domestic and healthcare service robots, and human-robot collaboration. These applications are often open-set, with complex, evolving environments that cannot be fully represented by a training dataset.

A promising approach to mitigate open-set errors is to analyse the detector’s epistemic uncertainty, which is uncertainty caused by a lack of knowledge [5]. Object detections with high epistemic uncertainty may indicate open-set errors [1], [6], allowing the detector to identify and handle such detections according to the requirements of the application.

Fig. 1: Object detectors make open-set errors when they mistake previously unseen (unknown) objects as known training classes with high confidence – Faster R-CNN has mistaken sheep (unknown) for known classes cow and horse (with confidences 98%, 93% and 90%). Our proposed GMM-Det extracts uncertainty from the detector’s logit space by modelling known classes with Gaussian Mixture Models and measuring detection likelihoods. We train with an Anchor loss term to facilitate this modelling. This uncertainty can be used to distinguish between correct detections and open-set errors.

Current techniques for extracting epistemic uncertainty in deep learning models rely heavily on sampling-based techniques such as Monte Carlo (MC) Dropout [7] or Deep Ensembles [8]. While these techniques have shown promise in the context of open-set object detection [1], [6], they are computationally expensive, as they require multiple inference passes per image. As a result, a standard object detector typically operating at around 30 frames per second can be slowed down to 5 frames per second with these sampling-based techniques.

In the context of robotics and autonomous systems, which are constrained by real-time requirements, a different approach is needed.

We propose GMM-Det, an approach for measuring epistemic uncertainty in object detectors that requires only a single inference pass – thus adding no significant computational overhead to the object detector. We achieve this by adding an Anchor loss term [9] to the loss function of a detector during training. As we show in our ablation study, this new loss term facilitates the formation of a structured logit space that can be modelled well by a set of class-specific Gaussian Mixture Models (GMMs). During deployment, we can extract epistemic uncertainty for individual detections directly from the set of GMMs via the detection’s maximum log-likelihood. GMM-Det identifies open-set errors with higher reliability compared to previously proposed methods such as Deep
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Ensembles and MC Dropout. We visualise this approach in Fig. 1. Our method performs especially well when a low rate of open-set errors is of importance – the operating point of many safety critical applications.

In summary, our paper makes the following contributions:

1) We introduce GMM-Det, a detector-agnostic method for extracting epistemic uncertainty from object detectors, with minimal added computation.

2) We show that an Anchor loss term can be added to existing detector loss functions (including cross-entropy loss and focal loss) to facilitate the emergence of a structured logit space.

3) We show that class-specific Gaussian Mixture Models can be used to model the distribution of known object classes in the detector’s logit space, allowing for multiple clusters per class and complex cluster shapes, and supporting identification of open-set errors.

4) We propose a methodology for adapting existing object detection datasets to support open-set evaluation.

II. RELATED WORK

A. Uncertainty estimation in object detection

Visual object detectors localise and classify objects in an image, with a bounding box to describe object location and a class label to describe the object’s semantic category. Recently, the task of probabilistic object detection was proposed to to include uncertainty estimation [10], where each detection additionally contains a spatial and semantic uncertainty. While a number of recent works have explored spatial uncertainty estimation [11]–[18] or uncertainty estimation in 3D-LiDAR object detection [19]–[25], we focus on semantic uncertainty estimation for image-based object detection. We refer the reader to [26] for a review on probabilistic object detection techniques.

Kendall et al. [27] identified epistemic and aleatoric uncertainty as especially relevant for deep networks. Aleatoric uncertainty is due to noise or randomness present in the data (e.g. sensor noise or object occlusions) [5], [27]. Epistemic uncertainty is uncertainty in a model’s parameters due to lack of knowledge or data [5], and can be used to identify inputs not represented in the model’s training data – epistemic uncertainty is required for identifying open-set errors [27].

Object detectors that estimate epistemic uncertainty in the semantic output [1], [6], [14], [15], [28] utilise MC Dropout [7] or Deep Ensembles [8]. Both methods are sampling-based techniques [6], relying on testing an input multiple times and combining the results to obtain an uncertainty estimate. MC Dropout was proposed to approximate a Bayesian Neural Network [7], performing inference several times while dropout is enabled. Deep Ensembles instead performs inference with several distinct models [8]. In addition to using MC Dropout, Harakeh et al. [15] proposed a Bayesian post-processing method to replace non-maximum suppression (NMS), showing this improved the uncertainty estimation [15]. In contrast to [1], [6], [14], [15], [28], we propose a technique for estimating epistemic uncertainty that requires only a single inference pass, adding minimal computation.

B. Open-set classification and object detection

Standard classifiers and detectors are trained and evaluated in a closed-set manner: they train and test on a single set of ‘known’ object classes [3]. However, prior knowledge of all possible object classes is not possible for some applications, including robotics [4]. To address this, [3] introduced open-set recognition, where a network can also encounter previously unseen, ‘unknown’, classes during the testing phase.

In open-set classification, epistemic uncertainty has been obtained by measuring distance in a classifier's logit space [9], [29]–[31]. This approach assumes that known object classes form clusters and unknown classes will be distinct from these clusters – an input’s distance to each class cluster represents uncertainty. In previous work, we showed that training a classifier with a clustering loss improves distance-based uncertainty for open-set classification [9]. This technique has not been explored in object detection, and assumed simple structures in the logit space, with one spherical cluster per class.

Despite a large body of work in open-set classification (see this survey [32]), only a few works explore the more complex task of open-set object detection [1], [2], [28]. In previous work, we used MC Dropout to extract epistemic uncertainty from a Single Shot MultiBox Detector for open-set conditions [1], [6]. Using MC Dropout with a Faster R-CNN detector, [2] conversely found MC Dropout decremented performance in an open-set environment.

Dhamija et al. [2] identified a limitation with existing evaluation protocols for open-set object detection. Object detection datasets include a ‘background’ class, which features non-target objects, surfaces and scenery, and represent the data the detector learns to ignore. Current open-set detection evaluation protocols [2], [6] do not distinguish between ‘known unknown’ detections, where the detector encountered the object as part of the background class, and true ‘unknown’ open-set detections. We address this by proposing a method for adapting existing detection datasets to allow for the explicit evaluation of open-set errors.

III. OUR APPROACH

We propose GMM-Det, a novel detector-agnostic method for extracting epistemic semantic uncertainty from an object detector. GMM-Det achieves this without adding the computational overhead associated with sampling-based methods such as Deep Ensembles [28] or MC Dropout [1], [6], [15].

Our core idea is to train an object detector to produce a logit space with known class regions that can be modelled well by a set of class-specific Gaussian Mixture Models (GMMs). There are three elements to our proposed approach which we will explain in detail in the following sections:

(A) During training, we use an Anchor loss term to facilitate learning a structured logit space.

(B) After training, we model ‘known’ regions of the logit space with class-specific Gaussian Mixture Models.

(C) During deployment, we estimate epistemic semantic uncertainty for inputs using the log-likelihood of belonging to ‘known’ regions of the detector’s logit space.
A. Training Object Detectors with Structured Logit Spaces

1) Problem Setup: The detector is trained to localise and classify objects belonging to a set of \(N\) known classes in the training dataset. The detector outputs detections \(D\) containing bounding box coordinates \(b\) and class logit vectors \(l = (l_1, \ldots, l_N)^T\). Typically, a softmax or sigmoid function is applied to normalise \(s\) to class confidence scores \(s\) between 0 and 1. We refer to the \(N\)-dimensional space that a logit vector exists within as the logit space.

Existing object detectors use classification losses \(L_{\text{cls}}\), such as cross-entropy loss or focal loss [33], to train detectors to predict a high positive logit for the correct object class and a low negative logit for all other known classes. While this allows for good performance in closed-set conditions, we were able to attain high performance – while misclassified objects do not optimally represent unknown objects, we were able to attain high performance with this approach. Testing on the validation dataset, we find the number of components that can best distinguish between correctly classified object detections and misclassified object detections (using AUROC, see Section V-B).

2) Our Approach: To learn a structured logit space that enables modelling with Gaussian Mixture Models, we train a detected object’s logit vector to cluster around class centre points \(C = (c_1, \ldots, c_N)\) in the logit space. These centre points are fixed during training and have a positive magnitude \(\alpha\) in their respective known class dimension and a negative magnitude \(\alpha\) in all others, so that

\[
c_1 = (\alpha, -\alpha, \ldots, -\alpha)^T, \quad \ldots \quad c_N = (-\alpha, -\alpha, \ldots, \alpha)^T.
\]

We use an Anchor loss term [9] to minimise the Euclidean distance between \(l\) and \(c_y\), given the object belongs to the known class \(y\):

\[
L_A(l, y) = \|l - c_y\|_2.
\]  

(1)

Given our placement of \(C\), the Anchor loss term \(L_A\) has a similar training objective to \(L_{\text{cls}}\) – only with a more restrictive requirement for where known classes should map to in the logit space. This allows us to combine \(L_A\) with the detector’s existing \(L_{\text{cls}}\)

\[
L_{\text{cls}}(l, y) = L_{\text{cls}}(l, y) + \lambda L_A(l, y),
\]

with a parameter \(\lambda\) to weight the Anchor loss. The parameter \(\lambda\) reduces the magnitude of \(L_A\) to balance with \(L_{\text{cls}}\), and weights the restrictiveness of the clustering imposed by \(L_A\) during training. We detail recommendations for selecting \(\lambda\) in Section VI-C. For any given detector, we then replace \(L_{\text{cls}}\) with \(L_{\text{cls}}\) during training to learn a more structured logit space with known classes clustering around \(C\).

B. Modelling an Object Detector’s Logit Space

To model the known regions of the logit space, we define a set of Gaussian Mixture Models

\[
\mathcal{G} = \{G_1, G_2, \ldots, G_N\},
\]

comprising of a Gaussian Mixture Model (GMM) \(G_i\) for each known class. The parameters of each \(G_i\) are estimated using Expectation Maximisation [34] to fit a set of logit vectors \(L_i\) from the training dataset. \(L_i\) contains logit vectors of correctly detected objects from known class \(i\) in the training dataset. Given the ground-truth object bounding box \(b\) and class label \(i\), we create \(L_i\) by

\[
1 \in L_i \iff IoU(\hat{b}, b) \geq \theta_{\text{IoU}} \land s_i \geq \theta_{\text{conf}}.
\]

With \(s_i\) representing the softmax-normalised (or sigmoid) confidence score for the ground-truth class, the detection must correctly localise the object and assign a high confidence to be included in \(L_i\). We discuss the selection of \(\theta_{\text{IoU}}\) and \(\theta_{\text{conf}}\) in Section VI-C.

For each \(G_i\), we must specify the number of components required to model \(L_i\). We wish to select the number of components that allows each \(G_i\) to distinguish between detections of objects from known class \(i\) and objects from unknown classes – however, we have no prior knowledge or access to the unknown classes. Instead, we use detections of misclassified objects as a proxy for open-set detections – while misclassified objects do not optimally represent unknown objects, we were able to attain high performance with this approach. Testing on the validation dataset, we find the number of components that can best distinguish between correctly classified object detections and misclassified object detections (using AUROC, see Section V-B).

C. Estimating Epistemic Semantic Uncertainty and Rejecting Errors

For known class \(i\), the defined GMM \(G_i\) consists of \(M\) components, where each individual component \(j\) has an estimated mean \(\mu_{i,j}\), covariance matrix \(\Sigma_{i,j}\) and component weight \(\pi_{i,j}\). During testing, given a detected object and its logit vector \(l\), we can estimate the log-likelihood that \(l\) belongs to the model \(G_i\) for class \(i\) by

\[
\log \left( p \left( l; G_i \right) \right) = \log \left( \sum_{j=1}^{M} \pi_{i,j} N \left( l; \mu_{i,j}, \Sigma_{i,j} \right) \right).
\]

(6)

We obtain a measure of epistemic uncertainty for each known class by computing the log-likelihood of the data \(\hat{l}\) for every known class model \(G_i\)

\[
P = (\log(p(l; G_1)), \ldots, \log(p(l; G_N))).
\]

(7)

A low log-likelihood represents a high uncertainty the detected object belongs to the respective known class. To identify and reject potential open-set detections, we can choose a minimum log-likelihood threshold \(\theta_{\text{USE}}\) and reject detections that do not meet this threshold for at least one known class. In some instances, the detected class (via the highest confidence score) differs from the class with the highest log-likelihood. This occurs most frequently for erroneous detections, where between 75 – 97% of detections with this phenomena were errors. This could be used as another indicator to identify and reject incorrect detections, and we leave this for future work.
IV. CREATING AN OPEN-SET OBJECT DETECTION DATASET

We introduce a methodology for converting any existing object detection dataset into an open-set form. We apply it to Pascal VOC [35] and COCO [36] in Section IV-A for our evaluation. First, we explain why existing datasets do not allow for open-set evaluation.

A. Background

In an object detection setting, object classes can be categorised into 3 distinct sets:

1) **Known** classes \( K \) are labelled in the training dataset and the detector is trained to detect them.

2) **Known unknown** classes \( U_K \) exist in the training dataset but are unlabelled, or labelled as ‘background’. The detector is trained to ignore these objects.

3) **Unknown unknown** classes \( U_U \) are not present in the training dataset. The detector has never seen objects of those classes during training and therefore has not learned to ignore them. Unknown unknowns are the cause for open-set errors.

As identified by [2], datasets typically used for open-set object detection [1], [2], [6] do not allow distinction between detections of known unknown (background) objects \( U_K \) and unknown unknown objects \( U_U \), since neither \( U_K \) nor \( U_U \) are labelled. This poses an issue for open-set evaluation, as detections of \( U_K \) and \( U_U \) represent different error types – detections of \( U_K \) represent closed-set error whereas detections of \( U_U \) represent open-set error. We therefore propose a method for creating datasets that include labelled \( U_U \), thus enabling explicit evaluation of open-set error.

B. Method

Consider an object detection dataset \( D \), which contains training, validation and test subsets \( \{ D_{\text{Train}}, D_{\text{Val}}, D_{\text{Test}} \} \), and includes objects from a set of \( N \) labelled classes \( K \). First, we split \( K \) into two distinct sets: labelled known classes \( K_K \) and labelled unknown classes \( K_U \). We then create new training, validation and test datasets \( D'_{\text{Train}}, D'_{\text{Val}}, D'_{\text{Test}} \) by removing all images from the original subsets that contain objects from labelled unknown classes \( K_U \). This way, the classes in \( K_U \) can act as unknown unknowns \( U_U \), as we ensure they are not seen by the detector during training. We also create a new test dataset \( D'_{\text{Test}} \) that does not contain objects from \( K_U \), using this to approximate closed-set performance – note that unlabelled unknown classes \( U_U \) may still exist in the dataset’s background, as is standard for object detection datasets.

To evaluate performance in open-set object detection, we test the detector on the original test dataset \( D_{\text{Test}} \), which now contains labelled known objects \( K_K \) and labelled unknown objects \( K_U \). If the detector detects an object from \( K_U \), this is an open-set error, as \( K_U \) represents unknown unknowns \( U_U \) and no objects from \( K_K \) exist in the training dataset \( D_{\text{Train}} \). In this way, our open-set object detection dataset allows for a distinction between \( U_K \) and \( U_U \) and an explicit evaluation of open-set error.

C. Discussion

One consideration when splitting \( K \) into \( K_K \) and \( K_U \) is to ensure that the new \( D'_{\text{Train}} \) contains a reasonable number of instances of each class in \( K_K \) to still enable learning. This may become an issue when two frequently coexisting classes are split between \( K_K \) and \( K_U \) – for example, if ‘handbag’ belongs to \( K_K \) and ‘person’ belongs to \( K_U \). For this reason, when choosing \( K_K \) we recommend ensuring that each known class has a ratio of instances between \( D_{\text{Train}} \) and \( D_{\text{Train}} \) that is greater than or equal to the ratio between \( K_K \) and \( K \). However, in datasets with many related classes this is not always possible for every single class.

V. EVALUATION

A. Open-Set Datasets

As identified by [2], existing object detection datasets are unable to allow for explicit evaluation of open-set object detection. For this reason, we use the methodology described in Section IV to adapt two common benchmarking object detection datasets for our open-set (OS) experiments. All methods are tested on the same following datasets:

**Pascal VOC-OS**: We define the first 15 classes as known classes belonging to \( K_K \). The remaining 5 classes are unknown classes belonging to \( K_U \). We use the VOC2007 train, VOC2012 train, and VOC2007 validation datasets as \( D_{\text{Train}}, D_{\text{Val}} \), and the VOC2007 test dataset as \( D_{\text{Test}} \).

**COCO-OS**: We define the first 50 classes as known classes belonging to \( K_K \). The remaining 30 classes are unknown classes belonging to \( K_U \). We split the COCO2017 training dataset into \( D_{\text{Train}} \) and \( D_{\text{Val}} \) with an 80/20 split, and use the COCO2017 validation dataset as \( D_{\text{Test}} \).

**iCubWorld Transformations [37]**: We additionally test on the iCubWorld Transformations dataset [37] – collected by the iCub humanoid robot, this dataset features a human holding labelled objects at different rotations and scales and was designed to avoid the visual biases present in many computer vision datasets [37]. Unlike the previous datasets, this dataset does not contain enough labelled data for training, and therefore we cannot apply our proposed dataset adaptation methodology. Instead, we propose the following open-set setup: We test on the set of 6000 labelled images containing known classes: body lotion, book, ring binder, flower, mug and soda bottle, and unknown classes: wallet, pencil case, hairclip and sprayer. We only consider detections that detect the labelled object held by the human. We use detectors trained on the entire dataset of COCO, but only consider COCO classes cup, book, potted plant and bottle as known classes – thus we only fit GMMs to these classes. We evaluate with this dataset as it represents the challenging conditions that may be encountered by an embodied agent.

B. Measuring Performance

**Categorising detections**: We categorise detections as correct \( D_c \), closed-set errors \( D_{\text{SE}} \) or open-set errors \( D_{\text{OSE}} \). A detection is considered as correct \( D_c \) if it localises and predicts the class of a labelled known object \( K_K \) in an image.
A detection is categorised as an open-set error $D_{OSE}$ if it localises a labelled unknown object $K_U$ in an image and misclassifies it as a known class. We consider detections to localise labelled objects when they share an IoU of at least 0.5. All other detections – which may be due to known class misclassifications, duplicate detections or background detections – are considered as closed-set errors $D_{CSE}$.

We evaluate both the object detection performance and the uncertainty effectiveness (as done in [6]). Object detection performance assesses performance at correctly detecting $D_c$ objects belonging to our known target classes and producing minimal false positive detections. To assess this, we use:

**Mean Average Precision (mAP):** measures the mean area under the precision-recall curve for each known class. For high recall, the detector must correctly classify and localise all known objects in the test dataset and for high precision, the detector must minimise the number of closed-set errors $D_{CSE}$ (and open-set errors $D_{OSE}$ when tested on the open-set dataset). A perfect mAP score is 100%.

We also assess the effectiveness of the uncertainty estimation for reducing open-set error – namely, the ability of an uncertainty measure to accept correct detections $D_c$, while rejecting open-set error $D_{OSE}$.

**Receiver Operating Characteristic (ROC) curve:** represents the trade-off between true positive rate (TPR) and false positive rate (FPR) when varying an uncertainty threshold $\theta$ for rejecting detections. For our evaluation, TPR represents the proportion of correct detections $D_c$ that are correctly accepted and FPR represents the proportion of open-set errors $D_{OSE}$ that are incorrectly accepted – for clarity, we henceforth refer to FPR as the open-set error rate (OSR). We calculate TPR and OSR as follows:

$$\text{TPR}(\theta) = \frac{|D_c > \theta|}{|D_c|}, \quad \text{OSR}(\theta) = \frac{|D_{OSE} > \theta|}{|D_{OSE}|}. \tag{8}$$

We summarise a ROC curve using the **Area Under the ROC Curve (AUROC)**, where a perfect score is 1.

**True Positive Rate at Open-Set Error Rate:** Following the definition of TPR and OSR above, we report TPR at 5%, 10% and 20% OSR. These operating points are at the low-OSR end of the ROC curve and are of particular interest for safety-critical applications where a low rate of open-set errors is important. We additionally report the absolute counts of true positives and open-set errors at these points, as this is also relevant for practical applications.

C. Comparison Detectors and State-of-the-art Methods

We test with two state-of-the-art object detectors: RetinaNet [33], a one-stage, anchor-box object detector; and Faster R-CNN [38], a two-stage object detector. We use the Faster R-CNN and RetinaNet implementations available at [39] and [26] respectively. For both detectors, we use a ResNet-50 and feature pyramid network (FPN) backbone.

**GMM-Det Implementation:** For the Anchor loss weight ($\lambda$), we initially train with the recommended value of 0.1 [9]. If the validation dataset mAP is lower than expected, we recommend lowering $\lambda$ and retraining. We found $\lambda$ values of 0.1 and 0.05 to be suitable for Pascal VOC-OS and COCO-OS respectively. When selecting $\theta_{iou}$ and $\theta_{conf}$, we found that $\theta_{iou}$ values between 0.5 – 0.8 and $\theta_{conf}$ values between 0.2 – 0.8 provided consistently high open-set performance (only a 1% variation in open-set AUROC within this range for both detectors on VOC-OS and COCO-OS). We use $\theta_{iou}$ and $\theta_{conf}$ as 0.6 and 0.7 in our experiments. For best open-set performance, $\theta_{OSE}$ should be selected from a validation dataset representing the deployment environment. If this dataset cannot be obtained, we recommend misclassified detections of known objects as a proxy for open-set detections and selecting $\theta_{OSE}$ for the desired error rate.

We compare to three baselines and state-of-the-art methods for estimating epistemic uncertainty in object detection:

**Standard** – the detector without modifications to training or testing, in its conventional form. Requiring only one test of an image to obtain uncertainty, this method is a baseline for uncertainty estimation.

**Ensembles** – a Deep Ensemble of five detectors [28], where each detector has been trained with a random initialisation of weights and randomly shuffled data. We merge samples from each detector with a BSAS clustering approach, and use an IoU threshold of 0.8 [6].

**BayesOD** – utilises MC Dropout to estimate epistemic uncertainty and replaces NMS with a Bayesian post-processing method [15]. We test each image 10 times to obtain MC Dropout samples. MC Dropout can significantly decrement Faster R-CNN performance [2], [28], therefore we only evaluate this method with the RetinaNet detector.

For the above methods, uncertainty is typically approximated as either the maximum known class confidence score [1], [2], [6] or the entropy of the class confidence score distribution [15]. We test both, referring to the uncertainties as ‘score’ or ‘entropy’.

VI. RESULTS AND DISCUSSION

A. Comparison With State-of-the-Art Methods

**New State-of-the-Art Performance:** As shown in Table I, our proposed GMM-Det achieves state-of-the-art performance for reliably rejecting open-set error with uncertainty, outperforming all baselines and previously leading methods. This is consistent for both Faster R-CNN and RetinaNet and across all three datasets. For the reported open-set error rates (OSR), the epistemic uncertainty produced by GMM-Det is able to preserve more correct (true positive) detections when rejecting open-set error. Across the three datasets at the 5% OSR, our method improves upon the TPR of the next best method by at least 9.5% for Faster R-CNN and 10.2% for RetinaNet. Fig. 2 shows this improved performance holds across the complete range of open-set error rates.

Each detector and method produces different numbers of true positives and open-set errors, so we additionally include Fig. 3 to show absolute numbers of true positive and open-set detections when varying the uncertainty threshold for rejecting detections. For similar numbers of correct detections, our approach produces fewer open-set errors. In particular,
TABLE I: GMM-Det (ours) achieves state-of-the-art performance at retaining correct detections while identifying and rejecting open-set error, as measured by AUROC and various true positive rate (TPR) at open-set error rates (OSR).

| Datasets: | Pascal VOC-OS | COCO-OS | iCubWorld Transformations |
|-----------|---------------|---------|--------------------------|
|           | AUROC 5%OSR TPR at 10%OSR 20%OSR | AUROC 5%OSR TPR at 10%OSR 20%OSR | AUROC 5%OSR TPR at 10%OSR 20%OSR |
| Faster R-CNN | | | |
| Standard (Score) | 0.861 | 47.2 61.7 75.6 | 0.876 | 57.1 67.4 78.0 | 0.773 | 30.5 41.6 59.0 |
| Standard (Entropy) | 0.874 | 48.7 62.2 76.7 | 0.903 | 59.6 70.4 81.6 | 0.800 | 33.3 43.5 62.7 |
| Ensembles (Score) | 0.870 | 53.8 63.5 76.3 | 0.884 | 57.9 68.9 79.3 | 0.756 | 33.0 41.8 57.3 |
| Ensembles (Entropy) | 0.879 | 55.0 64.3 77.8 | 0.906 | 60.0 70.8 82.4 | 0.771 | 32.1 42.2 61.6 |
| GMM-Det (Ours) | **0.931** | **70.2** 79.1 89.0 | **0.924** | **69.5** 80.2 87.9 | **0.896** | **54.7** 69.6 82.9 |
| RetinaNet | | | |
| Standard (Score) | 0.818 | 31.8 48.6 67.3 | 0.839 | 51.2 61.2 72.2 | 0.732 | 31.1 41.6 54.2 |
| Standard (Entropy) | 0.814 | 22.2 40.0 65.8 | 0.801 | 40.3 52.7 65.8 | 0.766 | 30.2 41.4 54.9 |
| Ensembles (Score) | 0.830 | 34.8 51.9 71.1 | 0.844 | 51.2 62.3 73.1 | 0.720 | 32.0 40.6 53.4 |
| Ensembles (Entropy) | 0.844 | 41.8 58.4 73.9 | 0.854 | 55.0 64.4 75.1 | 0.736 | 28.7 39.3 53.2 |
| BayesOD (Score) | 0.846 | 27.5 44.3 62.2 | 0.871 | 58.0 69.0 79.0 | 0.808 | 35.5 46.0 61.7 |
| BayesOD (Entropy) | 0.879 | 34.8 51.9 71.1 | 0.906 | 57.9 68.9 79.3 | 0.771 | 32.1 42.2 61.6 |
| GMM-Det (Ours) | **0.873** | **53.1** 64.2 77.5 | **0.924** | **68.2** 77.4 85.7 | **0.922** | **57.3** 78.5 90.7 |

when requiring low numbers of open-set errors, GMM-Det is able to achieve noticeably greater numbers of true positive detections. As an example, when requiring at most 100 open-set errors on the COCO-OS dataset, GMM-Det retains an extra 1720 and 3797 correct detections over the standard detector for Faster R-CNN and RetinaNet respectively.

Minimal Computational Overhead: As shown in Table II, GMM-Det adds only minimal computational overhead to the base detector during inference. Tested on an NVIDIA Titan V, the standard Faster R-CNN and RetinaNet require 35.6ms and 44.1ms respectively. On average, our non-optimised implementation requires an additional 3.5 ms per frame on Faster R-CNN and 6.7 ms on RetinaNet to compute the log-likelihoods from each known class Gaussian Mixture Model. RetinaNet typically produced more detections, and thus required more time for the log-likelihood computation. This is a considerable improvement over the existing state-of-the-art methods, which are sampling-based techniques and introduce an additional 173 ms per frame (Ensembles) or 313 ms per frame (BayesOD) when used in RetinaNet.

Maintaining Object Detection Performance: GMM-Det achieves superior performance for identifying and rejecting open-set error, without impairing the overall performance of the object detector. In Table III we show the mAP at IoU 0.5 on the closed-set dataset and the open-set dataset. On the
open-set dataset, we threshold the uncertainty to reduce the number of open-set errors to the 20% OSR of the standard detector. As shown in Table III for both the closed-set and open-set datasets, GMM-Det RetinaNet improves upon the mAP of the standard detector. We infer that this is due to the addition of the Anchor loss during training, consistent with results found for classification networks [9].

For Faster R-CNN, GMM-Det obtains a slightly lower mAP than the standard detector on the closed-set dataset. This is primarily due to a slight drop in recall with our approach. However, on the open-set dataset, GMM-Det achieves a higher mAP due to the improved ability to threshold open-set errors and retain correct detections.

B. Ablation Study

We performed an ablation study to quantify the effect of the main components of GMM-Det on open-set performance, specifically the influence of Anchor loss on the logit space structure and the capability of Gaussian Mixture Models to approximate this structure. Fig. 4 illustrates the results that we will discuss in the following.

Unimodal Gaussian vs GMM: When modelling the logit space with a single spherical Gaussian per class ([9]), performance drops significantly, as illustrated by the 'Simple Model' versus 'GMM' bars in Fig. 4. This indicates that the distribution of known classes in the logit space cannot be captured well by a single spherical Gaussian. Although our Anchor loss trains each known class to cluster at a single point, this is unlikely to be achieved when object classes can exhibit objects of different varieties, viewpoints and scales. Interestingly, in [9], we found a single spherical Gaussian sufficient for modelling the logit space for the simpler task of open-set image classification. Further analysing the structure of logit spaces in the context of open-set vision tasks appears to be a worthwhile direction for future research.

Anchor Loss for Consistent Open-Set Performance and Structured Logit Spaces: Trained with Anchor loss, the GMM method is able to achieve consistently high open-set performance with 5 − 6 mixture components. In some combinations, the detector without Anchor loss achieves slightly higher performance, although this is with the use of a greater number of components − 14 for Faster R-CNN and 11 for RetinaNet. This highlights the power of the GMM for modelling the logit space, as more components enable the GMM to model more complex structures and distributions. However, when constrained to the same lower number of components, training with Anchor loss consistently achieves higher results. In addition, training with Anchor loss creates a structured logit space that is more robust to the selection of GMM components. When testing open-set AUROC performance for a range of GMM components between 3 − 15, detectors trained without Anchor loss observe up to a 4.1% variation in open-set performance. In contrast, Anchor loss detectors observe at most a 1.6% variation in performance, suggesting logit space structures that are more robust to GMM component selection.

VII. CONCLUSIONS AND FUTURE WORK

We have shown that training a detector with an anchor loss term and modelling its logit space with class-specific Gaussian Mixture Models produces epistemic uncertainty that can identify and reject open-set errors. We achieve this result without introducing the significant computational overhead.

TABLE II: GMM-Det (ours) adds minimal computation time to the standard detector when tested on a NVIDIA Titan V, whereas previous state-of-the-art are 5 to 10 times slower.

| Datasets: | Pascal VOC | COCO |
|-----------|-----------|------|
|           | CS OS CS OS |
| Faster R-CNN | Standard | 74.1 | 74.1 |
|            | Ensembles [28] | 75.4 | 75.8 |
|            | GMM-Det (ours) | 73.0 | 58.3 |

TABLE III: On the closed-set (CS) dataset and open-set (OS) dataset, GMM-Det (ours) maintains a reasonable mAP (at IoU 0.5) when compared to the standard detector.

| Datasets: | Pascal VOC | COCO |
|-----------|-----------|------|
|           | CS OS CS OS |
| Faster R-CNN | Standard | 74.1 | 74.1 |
|            | Ensembles [28] | 75.4 | 75.8 |
|            | GMM-Det (ours) | 73.0 | 58.3 |

Fig. 4: Uncertainty via GMMs outperforms all other uncertainty types, and Anchor loss enables consistent high performance. Performance is measured via AUROC for separating correct detections and open-set errors. A red line indicates the performance of ‘GMM, No Anchor loss’ when constrained to the same number of GMM components as ‘GMM, With Anchor loss’.
of previous state-of-the-art sampling-based methods, making our work especially relevant for applications of robotics, where open-set conditions are regularly encountered.

The connection of the presented work to active learning would be an interesting avenue to pursue: instead of merely rejecting the identified open-set detections, a robot could use this information to build a new dataset of all unknown objects in its operating environment, acquire ground truth labels from the user, and through continued training, keep adapting its object detection capabilities to its deployment environment.
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