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SUMMARY  Code smells can be detected using tools such as a static analyzer that detects code smells based on source code metrics. Developers perform refactoring activities based on the result of such detection tools to improve source code quality. However, such an approach can be considered as reactive refactoring, i.e., developers react to code smells after they occur. This means that developers first suffer the effects of low-quality source code before they start solving code smells. In this study, we focus on proactive refactoring, i.e., refactoring source code before it becomes smelly. This approach would allow developers to maintain source code quality without having to suffer the impact of code smells. To support the proactive refactoring process, we propose a technique to detect decaying modules, which are non-smelly modules that are about to become smelly. We present empirical studies on open source projects with the aim of studying the characteristics of decaying modules. Additionally, to facilitate developers in the refactoring planning process, we perform a study on using a machine learning technique to predict decaying modules and report a factor that contributes most to the performance of the model under consideration.
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1. Introduction

Code smells were introduced as an indicator of a design flaw or problem in the source code [3]. Their definitions were presented in a descriptive language; therefore, several studies have interpreted them in a formal manner. For example, Lanza and Marinescu use source code metrics to form conditions and combine each condition with logical operations to detect code smells [4]. Several studies have found that code smells are related to different aspects of software development, such as maintainability [5]–[7]. Therefore, it is advisable to remove code smells by a refactoring operation that can improve the quality of the source code and avoid undesirable consequences.

However, such an approach can be considered as reactive refactoring. We term it reactive because developers basically react to code smells after they occur in the system. An advantage of this approach is that it allows developers to focus on the most problematic part of the source code (smelly code) rather than handling every part of the source code, which may be impractical in real life. However, an important disadvantage of such an approach is that, by the time developers are warned of the code smells by the tools, they have already suffered the bad effect of the code smells, e.g., low readability and understandability. In other words, developers cannot prevent code smells from occurring in the system.

To deal with the problem, in this study, we shift our focus to proactive refactoring, which is the action of refactoring source code before it becomes smelly. Both proactive and reactive refactorings are the same in a sense that developers apply a tool to source code and perform refactoring. However, the difference is the target of both types, i.e., reactive refactoring focuses on the target that affects maintainability. In contrast, proactive refactoring focuses on the target that has not affected maintainability but is likely to do so in the future. Similar to the manner in which code smells are considered as candidates for performing reactive refactoring, we propose the idea of decaying modules as candidates for performing the proactive refactoring. A decaying module is a non-smelly module that is about to become smelly. We measure the quality index of a module by calculating the module decay index (MDI) that indicates the closeness of a module to being smelly. MDI is used to measure how bad a non-smelly module is, whereas severity [8] and smell intensity index [9] are used to measure how bad a smelly module is. The idea of decaying modules can be mainly used in two ways. First, it can be used to warn developers of the modules that are getting close to becoming smelly so that developers can take preventive measures. Second, it can be used to indicate the overall quality of the entire system so that developers can view the overall status of a project, and not just the smelly modules. This would allow developers to develop more proactive strategies for controlling software quality. In other words, developers can focus on preventing code modules from becoming smelly rather than waiting until they become smelly and then resolve the code smells.

This paper is revised based on our previous studies [1], [2]. The main contributions of this study are as follows.

1. We propose the concept of decaying modules by observing MDI.
2. We present empirical studies regarding the characteristics of decaying modules.
3. We report experiments on using a machine learning approach to predict decaying modules and show that...
developers’ context, even if it is estimated by automated impact analysis techniques, can improve the performance of the prediction model.

4. We present an investigation on how we can improve the impact analysis technique to enhance the performance of the decaying module prediction model further.

The remainder of this paper is organized as follows. Section 2 presents the definition of decaying modules. Section 3 presents our empirical studies on decaying modules. Section 4 presents an experiment on the prediction approach. Section 5 discusses the threats to the validity of this study. Section 6 discusses how decaying modules can be fit into refactoring prioritization. Section 7 presents the related work. Section 8 concludes this paper.

2. Concept of Decaying Modules

2.1 Motivation

To describe the motivation behind the concept of decaying modules, we use a dental metaphor because it has been used to explain the idea of software quality, e.g., floss and root-canal refactoring [10]. We draw a parallelism between the process of removing code smells and tooth decay treatment, i.e., developers handle code smells after they occur; this is similar to the act of patients taking care of their tooth decays after they happen. On the contrary, the process of preventing code smells is comparable to the process of brushing one’s teeth every day, i.e., developers prevent code smells from occurring by refactoring modules that are not yet smelly; this is similar to the act of brushing one’s teeth to remove small food particles. However, it is impractical to refactor every module in the system; therefore, we define the concept of decaying module to represent a module without code smell but with progressively worsening quality. If a tooth without tooth decay is building up plaque, then the plaque becomes the primary cause of tooth decay in the future. Considering the aforementioned example, the concept of decaying modules can be used to support proactive refactoring, i.e., developers can refactor decaying modules to prevent them from becoming smelly.

The main difference between code smells and decaying modules is that decaying modules do not directly affect the maintainability of the source code. Additionally, while both code smells and decaying modules are the targets of refactoring, the underlying reasons are different. Code smells require refactoring because they tend to reduce the maintainability of the system, whereas decaying modules need refactoring to prevent such effects from occurring.

The main objective of detecting decaying modules is to identify modules with a risk of becoming smelly in the future. This may be related to an empirical study by Tufano et al., which reported that modules that are likely to be affected by code smells are characterized by specific metrics’ trends [11]. Accordingly, we suspect that observing the distance between the metric values and the thresholds indicating that the module will be considered as smelly would enable us to generate a set of modules that are likely to be affected by code smells.

2.2 Definition

We define a decaying module as a module that is getting closer to becoming smelly during a certain period. One way to detect code smells is to use a metric-based strategy. Such a strategy detects code smells by considering whether particular metrics exceed their corresponding thresholds. In this case, we can use a formula to detect a decaying module. A decaying module would be a module whose metric values have not exceeded their thresholds. Therefore, we refer to code smell detection strategies that use multiple symptoms (or conditions) to detect code smells. Each symptom is determined by whether a source code metric, e.g., lines of code (LOC), exceeds a specific threshold. Logical operations are then used to combine all the symptoms and identify code smells. For example, a metric-based strategy to detect God Class [4] can be reformulated as follows:

\[
\text{God Class} = (V_{\text{ATFD}} \geq T_{\text{ATFD}}) \land (V_{\text{WMC}} \geq T_{\text{WMC}}) \land (V_{\text{TCC}} \leq T_{\text{TCC}}),
\]

where \(V_{\text{ATFD}}, V_{\text{WMC}}, \) and \(V_{\text{TCC}}\) are the values of access to foreign data (ATFD), weighted method count (WMC), and tight capsule cohesion (TCC), respectively. Similarly, \(T_{\text{ATFD}}, T_{\text{WMC}}, \) and \(T_{\text{TCC}}\) are the thresholds of ATFD, WMC, and TCC, respectively.

This strategy includes three symptoms, where each symptom is determined by a corresponding metric. For example, the metric ATFD measures how many foreign attributes are used by a class. The higher the ATFD is, the more likely it is a class to be a God Class. Therefore, the operation \(\geq\) is used to determine if the value of ATFD exceeds the threshold; if the former is true, the symptom holds. On the contrary, the metric TCC represents the degree of cohesiveness of a class. A lower TCC value indicates a less cohesive class; this means that the class is more likely to be a God Class. Here, the operation \(\leq\) is used to determine if the value of TCC is less than the threshold; if the former is true, the symptom holds. All the symptoms are then conjunctively combined using \(\land\) operations to determine the God Class code smell.

Then, we define the following metrics to measure the closeness of a module to be becoming smelly.

2.2.1 Percentage of Symptom

First, we define a percentage of symptom (PS) to measure how close the current value of a specific metric is to its threshold. PS is measured by metric \(m\) of module \(x\), which is defined as:

\[
PS_m(x) = \begin{cases} 
\min \{1, V_m(x)/T_m\}, & \text{if comparator is } \geq \\
\min \{1, T_m/V_m(x)\}, & \text{if comparator is } \leq, 
\end{cases}
\]
where $V_m$ is the value of metric $m$ and $T_m$ is the threshold value of metric $m$. The min function sets the maximum value of PS to one. For example, PSs measured by ATFD and TCC of module $x$ can be defined as

$$PS_{\text{ATFD}}(x) = \min\{1, V_{\text{ATFD}}(x)/T_{\text{ATFD}}\},$$
$$PS_{\text{TCC}}(x) = \min\{1, T_{\text{TCC}}/V_{\text{TCC}}(x)\}$$

because the operator that determines their symptom are $\geq$ and $\leq$, respectively.

Figure 1 shows the domain and range of PS. The higher the PS is, the closer it is to complete the condition of the symptom. PS of one indicates that the symptom is completed.

### 2.2.2 Module Decay Index

We define MDI as an indicator of how close a module is to becoming a smell. A MDI is defined for each smell; MDI of smell $s$ is calculated by averaging the PS of each symptom measured by metric $m$ where $M_s = \{\ldots, m, \ldots\}$ as

$$MDI_s(x) = \frac{1}{|M_s|} \sum_{m \in M_s} PS_m(x).$$

For example, the God Class MDI of module $x$ is defined as

$$MDI_{\text{God Class}}(x) = \frac{PS_{\text{ATFD}}(x) + PS_{\text{WMC}}(x) + PS_{\text{TCC}}(x)}{3}.$$  

The higher the MDI is, the closer the module is to become a smell. MDI of one indicates that the module is a smell.

MDI is also comparable to the severity defined by Marinescu [8]. Severity is a metric ranged [1, 10], and it is used to measure how bad a smelly module is. MDI, however, ranges from [0, 1] with the purpose of measuring how bad a non-smelly module is. In other words, MDI can also be considered as the severity of non-smelly modules.

### 2.2.3 Decaying Module

In general, a decaying module can be defined as a module whose MDI has increased over a period of time. In this paper, we refer to a module as a decaying module when its current MDI has increased from the previous release. More precisely, a decaying module $m$ regarding a smell $s$ at release $n$ is defined as

$$\text{Decaying}_s(m_{@n}) = MDI_s(m_{@n}) > MDI_s(m_{@n-1})$$

where $m_{@n}$ denotes a module $m$ at release $n$. We also use $\text{Decaying}(m_{@n})$ with omitting the smell type $s$ if it is obvious.

As a first step in defining decaying modules, we use God Class as a subject owing to its simple detection strategy and the fact that it is a code smell that is often studied in this research area [12]. However, this approach is also applicable to other types of code smells that are determined by using logical operations to combine all symptoms, where each symptom holds if particular metrics exceed their thresholds such as Data Class or Brain Class defined by Lanza and Marinescu [4].

**Example.** Figure 2 shows the evolution of *AmbariServer* class module in Apache Ambari project. We plotted the values of $PS_{\text{ATFD}}$, $PS_{\text{WMC}}$, $PS_{\text{TCC}}$, and $MDI_{\text{God Class}}$ across 33 releases. Also, we highlighted the decays of the module, i.e., the increases of MDI value, in red. This module went through 11 decays between releases during its evolution and eventually became God Class. Of the metrics used in detecting God Class, the TCC value was lower than the threshold ($T_{\text{TCC}} = 1/3$) from the beginning, and its PS value ($PS_{\text{TCC}}$) was always 1 in this plot. The ATFD and WMC value gradually increased as the module evolves, and the MDI value gradually increased accordingly. Finally, in release 2.5.1, the module met the conditions of three metrics and was detected as a God Class. In this way, the fact that a module decays continuously means that it becomes gradually closer to a smell, and it may finally become a smell.

Smells are related to not only maintainability issues but also faults, which adversely affects software quality [13], [14]. This fact may lead to a hypothesis that refactoring modules that have already been smelly might be too late. Also, removing smells is tough. Literature shows developers have difficulties to devote dedicated resources to removing smells outside of their normal development activities, and it is common to refactor modules during modifying them in their activities [15]. To adapt to such a style, proactive refactoring is effective to apply refactorings preventively be-

---

1. https://github.com/apache/ambari/blob/trunk/ambari-server/src/main/java/org/apache/ambari/server/controller/AmbariServer.java
fore target modules become smelly, rather than traditional reactive refactoring.

We think that decaying modules can be refactored by applying the same refactoring patterns to code smells. Decaying modules can be considered as weak instances of code smells, whose metric values do not exceed thresholds to be regarded as problematic. Just as refactoring for code smells reduces the complexity, which leads to bringing the metric values below the thresholds, refactoring for decaying modules also reduces the complexity to make the metric values away from the thresholds and prevent the future generation of smells. For example, for God Class smells, we mitigate concentrated responsibilities by extracting classes. Decaying in terms of God Class can be considered a sign of concentrated responsibilities or bloated individual responsibilities. Therefore, extracting classes should also be appropriate refactoring operations for them before a problematic situation is happening. In addition, there may be cases where applying refactorings is difficult because of the difficulty in splitting responsibilities, as is the case with normal refactorings of code smells.

3. Empirical Study of Decaying Modules

This empirical study aims to conduct analyses on the characteristics of a decaying module from different perspectives. The empirical study was conducted with the following research questions (RQs). Their details are explained later.

**RQ1:** How many decaying modules are present in each release compared to the modified modules?

**RQ2:** What are the future characteristics of the decaying modules compared to the non-decaying ones?

3.1 Experimental Setup

**Experimental Implementation.** In this study, as a first step in studying decaying modules, we limit the target of the code smell to be the God Class. As discussed earlier, God Class is considered one of the most common code smells studied in this research area. To detect the decaying module, we first used inFusion ver. 1.9.0 as a static analysis tool to calculate the metrics of each module. Then, we calculated the PS of each metric and MDI of each module. Finally, we classify those modules as decaying modules whose MDIs have increased from the earlier release.

**Data Collection.** In this study, four open source projects: Accumulo†, Ambari††, Derby†††, and Hive†††† were our subjects. They were selected from a list of active open source projects of The Apache Software Foundation, which is commonly used as a subject for open source software study. The dataset information can be found in Table 1.

3.2 RQ1: How many decaying modules are present in each release compared to the modified modules?

**Motivation.** We expect that such information can be used as a first step to understand the characteristics of decaying modules. The number of modules is different depending on the size of the project; therefore, analyzing absolute numbers may not be useful. We analyze the ratio of decaying modules to the number of modules that are modified by developers in each release. This is because module modification is the main activity during software development, and it is relatively easy to understand as a comparator.

3.2.1 Study Design

To answer this RQ, we counted the modules that were modified and the decaying modules between each pair of releases. The modules that were modified between each pair of releases were generated using the `git-log` command. We excluded modified modules after they become smelly because we focus on the comparison between modified modules and decaying modules, and our definition of decaying modules does not capture further decaying after modules become smelly. Then, we ran our tool that was explained previously to detect the decaying modules between each pair of releases. Finally, we calculated the ratio between the number of modified and decaying modules.

3.2.2 Results and Discussion

Figure 3 represents the number of modified classes, the number of decaying classes, and the ratio of them, respectively. For the number of modified classes, we can observe similar distributions for all projects except for Ambari, which tends to have the lowest number of modified classes among all projects. For the number of decaying classes, we can see that Hive has the largest distribution among the four projects. For the ratio, we can observe the similar distributions between Accumulo and Derby, and between Ambari and Hive.

To simplify the results, we summarize the averages of each value in Table 2. The second and third columns show the average numbers of the modified and decaying modules, respectively. The last column shows the ratio of the number of modified and decaying classes. For example, in each release in the Accumulo project, 415.45 classes were modified,

![Table 1 Dataset information](https://accumulo.apache.org/)

| Project   | Period       | # releases |
|-----------|--------------|------------|
| Accumulo  | 2012/03/27–2018/07/16 | 30         |
| Ambari    | 2013/02/04–2018/08/22  | 33         |
| Derby     | 2005/08/01–2018/05/05  | 28         |
| Hive      | 2010/10/27–2018/05/18  | 33         |

†††† https://hive.apache.org/
and 50.68 were decayed. This yields a ratio of 0.12, i.e., for every 100 modified classes, 12 classes were decayed. The ratios are varied for different projects: 0.12 for Accumulo, 0.27 for Ambari, 0.18 for Derby, and 0.23 for Hive. The average ratio in this study is approximately 0.20. In other words, compared to modified modules, 20% will become decaying modules. This result suggests that the decaying modules are not rare problems and may be worth considering as essential problems that the developers should handle by considering that almost 20% of the modified modules will have lower code quality.

In conclusion, approximately 20% of the number of modified modules were decaying modules in each release on average.

3.3 RQ2: What are the future characteristics of decaying modules compared to non-decaying ones?

Motivation. We study the characteristics of decaying modules, especially their future characteristics. We consider two characteristics of decaying modules, i.e., the decaying modules that will be modified and will decay in the future. If the number of decaying modules that will decay in the future is higher than that of non-decaying modules, it may be a sign that decaying modules are important problems that are worth handling.

3.3.1 Study Design

Similar to RQ1, we counted the decaying modules with the following two characteristics: 1) the decaying modules that will be modified in later releases, and 2) the decaying modules that will again get decayed in later releases. Then, we computed the averages of all releases and calculated the ratio of each. For comparison, similar steps were applied to the modules that were modified but did not become decaying modules, i.e., non-decaying modules. Similar to RQ1, we excluded modified modules after they become smelly.

We excluded the releases without decaying modules, e.g., minor releases that have only a few modifications, because we cannot compare the ratios of decaying and non-decaying modules.

More precisely, the sets of decaying modules and non-decaying modules at release \( n \) used in this study are defined as follows:

\[
\begin{align*}
M_{@n}^{\text{dec}} &= \{ m_{@n} \mid \text{Decaying}(m_{@n}) \}, \\
M_{@n}^{\text{mod}} &= \{ m_{@n} \mid \text{Modified}(m_{@n}) \land \neg\text{Smelly}(m_{@n-1}) \}
\end{align*}
\]

where \( \text{Modified}(m_{@n}) \) and \( \text{Smelly}(m_{@n}) \) respectively denote that \( m_{@n} \) is modified and smelly at release \( n \). For the given set of target modules \( M_{@n} \) at release \( n \), which is either \( M_{@n}^{\text{dec}} \) or \( M_{@n}^{\text{mod}} \), the ratios for 1) and 2) are computed as

\[
\begin{align*}
R_{@n}^{\text{mod}} &= \frac{|\{ m_{@n} \in M_{@n} \mid \exists k > n \cdot \text{Modified}(m_{@k}) \}|}{|M_{@n}|}, \\
R_{@n}^{\text{dec}} &= \frac{|\{ m_{@n} \in M_{@n} \mid \exists k > n \cdot \text{Decaying}(m_{@k}) \}|}{|M_{@n}|}.
\end{align*}
\]

To confirm whether the results are statistically significant, we conducted statistical tests with the following null and alternative hypotheses:

\( H_{01} / H_{a1} \): The ratios of decaying modules that will be modified in later releases are not higher / higher than the ones of non-decaying modules.

\( H_{02} / H_{a2} \): The ratios of decaying modules that will get decayed in later releases are not higher / higher than the ones of non-decaying modules.

Then, we used the Wilcoxon signed-rank test, which is a non-parametric statistical hypothesis test, to determine any difference between the ratios of decaying and non-decaying modules. We did not use any parametric tests because we did not assume a specific distribution for the ratios.

3.3.2 Results and Discussion

Figure 4 illustrates the results of our study. The bars represent the values of non-decaying and decaying modules. The values in Fig. 4a represent the ratio of modules that will be modified in later releases. We can observe only small, if
any, differences in the projects. For example, the biggest difference is in the values of the Derby project, indicating that approximately 89% and 91% of the non-decaying and decaying modules were respectively modified in later releases. Table 3 shows the result of Wilcoxon signed-rank test. The cells with p values less than 0.05 are highlighted in gray. It can be seen that the p values of all four projects are higher than 0.05. This means that we fail to reject the null hypotheses (α = 0.05) that the ratios of decaying modules that will be modified in later releases are not higher than the ones of non-decaying modules.

Figure 4b illustrates the ratios of modules that decayed in later releases. For example, in the Ambari project, 53% of the non-decaying modules decayed in later releases. However, the number of decaying modules is as high as 65%. The ratios are clearly higher than those of their non-decaying counterparts. In other words, decaying modules are more likely to get decayed again in later releases. Additionally, it can be observed that more than half of the decaying modules in each project, except for Derby, decayed again in later releases. The results of the Wilcoxon signed-rank test listed in Table 3 indicate that the results are statistically significant (α = 0.05). In such cases, we can reject the null hypotheses that the ratios of decaying modules that will get decayed in later releases are not higher than the ones of non-decaying modules.

With these pieces of evidence, we can conclude that, although we could not observe the difference of the ratios of decaying and non-decaying modules that will be modified in later releases, the ratios of decaying modules that will get decayed in later releases are higher than those of non-decaying modules. In other words, we can conclude that decaying modules are the modules that have got closer and will likely get more close to becoming smelly modules. Therefore, we argue that they are significant problems that should be handled before they affect source code quality.

In conclusion, while no difference of the ratios of decaying and non-decaying modules that will be modified and decay.

Table 3  Results of Wilcoxon signed-rank test

| Project | H_{01} | H_{02} | H_{03} |
|---------|--------|--------|--------|
| Accumulo| 0.300  | <0.05  | <0.001 |
| Ambari  | 0.204  | <0.001 | <0.001 |
| Derby   | 0.070  | <0.001 | <0.001 |
| Hive    | 0.074  | <0.001 | <0.001 |

Fig. 4  Averages of the number of decaying and non-decaying classes that will be modified and decay.

4. Predicting Decaying Modules

As discussed in the previous section, decaying modules are important problems that are worth considering. However, a decaying module only represents past and present information, i.e., whether a module has decayed from the last release. As shown in the previous section, although decaying modules are more likely to get decayed again in the future, they also have a chance of not getting decayed in the next release, i.e., their quality may be improved. Therefore, knowing that a decaying module will still be a decaying module in the next release (its quality will get even lower) can support developers to determine whether it should be refactored. In other words, the prediction approach can help developers prioritize decaying modules for refactoring.

When considering modules for refactoring, one possible way is to refactor modules with high MDI value. However, as mentioned earlier, modules that tend to affect the maintainability of the system are the modules with code smells, i.e., smelly modules. In contrast, modules without code smells, i.e., clean modules, do not have such an effect. Modules with high MDI value, while they are close to becoming smelly, are not smelly. Therefore, we do not consider them as the target of refactoring regarding the problems of source code. On the other hand, modules whose MDI value is increasing are more likely to become smelly modules in the future. Consequently, such modules will require refactoring. Therefore, it is recommended to refactor modules that MDI value is getting higher rather than focusing on the modules with high MDI value.

In this study, we consider the use of a machine learning approach to predict modules that will become decaying modules in the next release. Such an approach can be implemented by considering the characteristics of each module, e.g., code quality metrics, as predictor variables and whether a module will get decayed in the next release (True or False) as a response variable. This technique is widely used for defect prediction, where the characteristics of each module are used to predict whether the module is defective [16]. Since an example that is similar to this study is the work by Pantiuchina et al. [17] that proposes to predict code smells,
we can use it as a baseline approach.

A scenario that is suitable to this case is the prefactoring phase, wherein developers refactor the source code to facilitate future implementation [18]. In this scenario, developers can use the prediction result of the modules that will get decayed in the next release to plan their refactoring strategy. In the prefactoring phase, developers usually have an idea of the changes that they plan to make, i.e., they know the modules that they are going to change. Such information is obtained from the concept location and the impact analysis phases, wherein developers identify the code component that needs to be modified to satisfy change requirements [18]. We define this as developers’ context [19]; it is similar to the task context defined by Kersten and Murphy as “the information—a graph of elements and relationships of program artifacts—that a programmer needs to know to complete that task” [20]. Predictions made by the trained model can alert developers to specific modules. If a future decay is predicted for modules to be modified or related to the ongoing tasks, developers examine whether such decay can actually occur based on their future implementation plan. Based on the examination, the module may be included in the prefactoring process to prevent a future generation of smells. Perfect prediction is difficult in machine learning, and predictions may include false negatives. Rather than blindly accepting all predictions, refactoring activities can be facilitated by using predictions as a supplement to improve developers’ awareness of potential smells. In addition to this, we suspect that developers’ context may contribute to improving the performance of prediction models. The underlying reason is that the modules that will be modified are more likely to get decayed than the modules that will not be affected by any changes.

In this section, we present an empirical study with the following RQs. Details of each RQ will be discussed in the later subsections.

**RQ1:** Can we use an existing technique to predict decaying modules?

**RQ2:** Can developers’ context improve prediction performance?

**RQ3:** Can developers’ context estimated by IR-based impact analysis technique improve prediction performance?

**RQ4:** How can we further improve the performance of the prediction model?

### 4.1 Experimental Setup

The idea of this approach is to use the information of the current release to predict modules that are going to decay in the next release. Figure 5 shows an overview of the approach.

**Baseline.** We set a baseline model inspired by the work by Pantiuchina et al. that was proposed to predict modules that will become smelly [17]. The left part of Fig. 5 represents an overview of the baseline approach. Three sets of variables are used as predictor variables: current code quality, historical code quality trend, and recent code quality trend. The response variable is whether the module will get decayed in the next release, i.e., after implementing changes that are planned for the release.

**Variables Construction.** We calculated three types of predictor variables: current code quality, historical code quality trend, and recent code quality trend. Historical code quality trend represents the trend of each module’s quality from its creation until the current release, whereas recent code quality trend represents the trend of each module’s quality from the earlier release until the current release. These two types of variables can be used to supplement each other in case when the quality of a module decreased in the past but increased during recent activities. For the variable: current code quality, we use inFusion ver 1.9.0 as a static analysis tool to calculate 34 metrics in addition to the proposed MDI.
The metrics used in this study are shown in Table 4. For the variable: historical code quality trend, we compute the regression slope line fitting the value of each metric from the first to the current release. Finally, for the variable: recent code quality trend, we compute the regression slope line fitting the value of each metric from the earlier to the current release. As a result, we have a total of 105 (35 + 35 + 35) predictor variables. Consequently, we used the technique proposed in the previous section to detect decaying modules and record them as response variables.

**Data Separation.** We separated data into training and test sets as shown in Fig. 6. Initial releases of the source code were skipped because there is insufficient information to calculate the slope of each metric. In the first iteration \(i = 1\), we trained the model on release 1 and performed a prediction test on release 2. Then, in the next iteration \(i = 2\), we trained the model on release 1–2 and performed a prediction test on release 3. The iterations were repeated for the whole dataset. This strategy simulates the situation where developers use all of the available data to train the model. Such data may be fewer at the beginning of a project but would increase along with the development process.

**Data Preparation.** Next, we performed a correlation-based feature selection technique to minimize collinearity among the predictor variables. For each pair of variables having Spearman \(\rho\) higher than 0.8, we removed one of the variables. The technique was repeatedly conducted until there was no pair of variables that met the criteria. The removed variables are shown in Table 5. Additionally, the dataset that we use in this study can be considered as imbalanced, i.e., the number of decaying modules is only a small proportion of all the modules. To avoid the problem of imbalanced data affecting the performance of the prediction models, we applied a sub-sample technique to the dataset. Note that we did not use any modules in our training and test sets after they become smelly, similar to RQ1 and RQ2.

**Model Construction.** Finally, we constructed prediction models using the random forest and calculated the performance of the prediction models by applying them to the data in the test sets. We kept default values for the model parameters. Optimizing and analyzing such parameters remains our future work.

**Data Analysis.** In this study, we use the area under the curve (AUC) of the receiver operating characteristic (ROC) plot, which is commonly used for evaluating and comparing the performance of the machine learning model. AUC ranges from 0 to 1. Higher AUC indicates better performance of the prediction model. Its value above 0.5 indicates that the model performs better than random guessing.

4.2 RQ3: Can we use an existing approach to predict decaying modules?

**Motivation.** An example that is similar to this study is the work by Pantiuchina et al. [17] that proposes to predict code smells. Their work uses source code quality to predict whether a module is likely to be affected by code smells in
the future. Therefore, in this study, our aim is to investigate whether their approach is also applicable to predicting decaying modules. If such an approach can successfully apply to predicting decaying modules, we can use its result to support developers when selecting targets for refactoring.

4.2.1 Study Design

We use the baseline model explained in the previous subsection to measure prediction performance. As aforementioned, AUC value above 0.5 indicates that prediction performs better than random guessing. Therefore, if the median of AUC measured by the baseline is greater than 0.5, we infer that an existing approach can be used to predict decaying modules.

4.2.2 Results and Discussion

Figure 7 shows the performance of the baseline model of each project. The median values are 0.62, 0.66, 0.58, and 0.62 for Accumulo, Ambari, Derby, and Hive, respectively. Median values of all the projects are greater than 0.5; therefore, we can conclude that the existing approach may be suitable for predicting decaying modules as well.

To conclude, an existing approach may be applicable to predict decaying modules.

4.3 RQ4: Can developers’ context improve prediction performance?

Motivation. As mentioned earlier, developers’ context refers to modules that developers need to modify. For supporting the prefactoring phase, we suspect that developers’ context may contribute to improving the performance of prediction models. The main reason is that modules that developers are going to make changes are more likely to decay than modules that are not going to be impacted by any changes. In this RQ, we conduct a study under the assumption that developers have perfect knowledge of their context. It is noteworthy that even in this situation, the prediction approach is still necessary because we cannot identify decaying modules only from developers’ context. The underlying reason was shown in the result of RQ4, where only approximately 19% of the modified modules were decaying modules in each release. However, assuming perfect knowledge of developers may not be a realistic setting because the situation that developers know every module to be modified beforehand is rare in large-scale projects. Nevertheless, the main purpose of this RQ is to examine the potential of using developers’ context to improve the prediction model. In other words, we want to know the upper bound performance of using the developers’ context rather than its practical performance.

4.3.1 Study Design

We compare the performance of two models: baseline and context-aware (upper-bound). The baseline model uses the variables described previously as predictor variables, whereas the context-aware model uses the developers’ context as an extra predictor variable. As aforementioned, we regard developers’ context as the modules that the developers intend to modify for the next release, which is shown in the right part of Fig. 5. We use git-log command to obtain a list of modules that are modified between two releases. Then, we mark a variable as True if the module is modified, and False otherwise. To confirm if the results are statistically significant, we conduct the Wilcoxon signed-rank test with the following null and alternative hypotheses:

\[ H_{0,3}: \text{Developers’ context does not improve / improves the performance of prediction model.} \]

4.3.2 Results and Discussion

Figure 7 shows the result of our experiment. The box plot shows the values of the performance of the baseline and context-aware (upper-bound) models. As reported in the earlier RQ, median values of the AUC values for the baseline model are 0.62, 0.66, 0.58, and 0.62 for Accumulo, Ambari, Derby, and Hive, respectively. For the context-aware model, the median values are 0.80, 0.92, 0.84, and 0.88 for them, respectively. It can be seen that the context-aware model performs better for every project.

The results of the Wilcoxon signed-rank test are shown in Table 3. It can be seen that the results are statistically significant (\( \alpha = 0.05 \)). Therefore, we can conclude that developers’ context can help improve decaying module prediction performance significantly.

In conclusion, developers’ context can improve the performance of the decaying module prediction model.

4.4 RQ5: Can developers’ context estimated by IR-based impact analysis technique improve prediction performance?

Motivation. To mitigate the gap between the real situation and the study in RQ4, which was conducted based on the assumption that the developer has to input perfect information to the system manually, we propose an alternative approach that does not rely on perfect knowledge of developers. By using the results of an automated impact analysis technique to represent developers’ context, we suspect that it can also improve the performance of the model without the need of
perfect knowledge from developers. However, since such techniques do not have perfect accuracy, it is sensible that such improvement is smaller than using the perfect knowledge of developers.

4.4.1 Study Design

We obtain a list of issues of each project from their issue tracking systems†. Then, we extract the summary, description, and the release that the issue was implemented. For each issue, we applied an impact analysis to generate locations that are likely to be changed to complete the issue. In this study, we focus on IR-based impact analysis because it requires minimum information to perform, i.e., it takes only the change descriptions and source code as inputs of the technique. The IR-based impact analysis works by calculating the textual similarity between an issue and source code. We consider the similarity score determined by the impact analysis technique as a probability that a particular module will be modified. Then, we calculate the Context Relevance Index (CRI), which was proposed in our prior work [19]. The CRI of a module can be calculated by the summation of the similarity score in all issues that contains the module. The CRI represents the relevance of each module to the context of developers. A higher value of CRI means higher relevance to the context, i.e., more likely to be modified. We then create a new variable representing the CRI value.

In order to calculate the CRI value, we need to specify two parameters: the technique used by IR-based impact analysis and the cut point when calculating CRI. The technique used by IR-based impact analysis determines how the data is represented and how the similarity is calculated while the cut point determines the number of modules used when calculating CRI. In this study, we adopt four fundamental IR-based impact analysis techniques which are often studied in impact analysis research: Vector Space Model (VSM), Latent Semantic Indexing (LSI), Latent Dirichlet allocation (LDA), and Okapi BM25 (BM25). For the cut point, we use 10, 20, 30, and 40, which are usually used in the previous research [19], [21]. For each project, we try all combinations of each impact analysis technique and cut point, e.g., VSM with 10 cut point or VSM with 20 cut point. We then finally select the best combination of each project to use in this study. The underlying reason is that we want to simulate the real-world setting where parameters of the technique are optimized for each project before utilizing the technique. The best combination of each project can be found in Table 6.

Finally, similarly to RQ3, we compare the accuracy of the prediction model between the baseline and the model with CRI value. Similarly to previous RQs, we conduct the Wilcoxon signed-rank test with the following null and alternative hypotheses to confirm the statistically significance.

\( H_{04} / H_{44} \): Developers’ context estimated using IR-based impact analysis technique does not improve / improves the performance of prediction model.

In addition, we calculate Cliff’s delta (\( d \)) as a measure of the magnitude of the improvement. The Cliff’s delta is interpreted based on the threshold by Romano et al. [22]: negligible for \( |d| < 0.147 \), small for \( 0.147 \leq |d| < 0.33 \), medium for \( 0.33 \leq |d| < 0.474 \), and large for \( |d| \geq 0.474 \).

4.4.2 Results and Discussion

Figure 7 shows the accuracy of the prediction model between the baseline model, the context-aware model using IR-based impact analysis techniques to estimate developers’ context, and the context-aware upper bound models. When comparing the accuracy between the baseline and IR-based models, we can observe that the IR-based model tends to have higher performance than the baseline model. Specifically, the median of the AUC values have been improved from 0.62 to 0.67 for Accumulo, from 0.66 to 0.67 for Ambari, from 0.58 to 0.65 for Derby, and from 0.62 to 0.66 for Hive.

Table 7 shows the results of Wilcoxon sign-rank tests and Cliff’s delta effect size tests. The cells with \( p \) values less than 0.05 and Cliff’s delta higher than 0.147 (not negligible) are highlighted in gray. The results of the Wilcoxon signed-rank test shows that the results are statistically significant at \( \alpha = 0.05 \) except for Ambari project. Therefore, for the projects other than Ambari, we can reject the null hypothesis and conclude that developers’ context estimated by IR-based impact analysis technique can improve the performance of the prediction model. Furthermore, Cliff’s delta values show that the result has a small effect for Accumulo and Hive, medium effect for Derby, and negligible effect for Ambari. So, we can see that the improvements are not negligible for all projects except for Ambari.

However, when we compare the improvement of the performance of the prediction model between IR-based and upper bound models, we can see that the improvements of IR-based models are much lower than the ones of the upper bound model. The result is as expected because the improvement of the upper bound model assumes perfect knowledge of developers, but the impact analysis technique relies on change descriptions to estimate the context. We can conclude that the IR-based impact analysis technique has a po-

### Table 6

| Project  | Technique | Cut point |
|----------|-----------|-----------|
| Accumulo | BM25      | 20        |
| Ambari   | BM25      | 40        |
| Derby    | VSM       | 30        |
| Hive     | BM25      | 10        |

### Table 7

| Project  | \( p \) value | Cliff’s delta |
|----------|---------------|---------------|
| Accumulo | <0.001        | 0.293 (small) |
| Ambari   | 0.237         | 0.067 (negligible) |
| Derby    | 0.007         | 0.382 (medium)  |
| Hive     | 0.002         | 0.218 (small)  |

†https://issues.apache.org/jira/secure/Dashboard.jspa
4.5 RQ6: How can we further improve the performance of prediction model?

Motivation. As discussed in earlier sections, while the context estimated by existing IR-based impact analysis techniques can help improve the performance of a prediction model, the improvements are still low comparing to the situation of perfect knowledge of developers. One reason for such small improvement may be the low accuracy of the IR-based impact analysis, i.e., the high number of false positives and the low number of true positives. If the impact analysis technique results in many false positives, they will become noises that may obstruct the prediction model instead of helping them identify decaying modules. Furthermore, if the number of true positives is low, the impact analysis techniques can predict only a part of the correct answers and fail to detect the rest and, therefore, provide insufficient information to the prediction model. To this end, many approaches have been proposed to improve the accuracy of impact analysis techniques, such as combining an IR-based approach with extra information [23]. Nevertheless, even the state-of-the-art approach is still far from being perfect. Although the research community has been working on improving the accuracy of impact analysis techniques, it is still unclear whether high accuracy impact analysis techniques can improve the decaying module prediction model. Thus, to obtain empirical evidence, we artificially tune the accuracy of impact analysis techniques and observe the relationship between the accuracy of an impact analysis technique and a decaying module prediction model. We expect the result to be useful for the future direction of impact analysis research.

4.5.1 Study Design

We conducted an analysis under the assumption that mitigating the problems of high false positives and low true positives can improve the performance of the prediction model. We artificially modified the result of an IR-based impact analysis technique in two steps, which are inspired by the task input generation approach of a feature location study [24]. First, we decrease the number of false positives by randomly removing false positives from the result. Second, we increase the number of true positives by randomly adding false negatives to the result. We refer to the ratio that we decrease the number of false positives as False Positive Decrement Ratio (FPDR) and to the ratio that we increase the number of true positives as True Positive Increment Ratio (TPIR). Both of the ratios are from 0.0 to 1.0 with the step of 0.1. After performing the modification, we recalculate the CRI and use it as an exploratory variable of the prediction model in the same way as RQ5. Finally, we calculate the performance of each model for comparison.

4.5.2 Results and Discussion

Figure 8 represents the heat map of the AUC of the prediction model. The vertical axis represents the values of TPIR, while the horizontal axis represents the values of FPDR. Each cell represents the AUC value of each setting. The brighter color shows a higher AUC, while the darker color shows the lower AUC values. In general, we can observe that AUC values tend to have a higher value in the top right corner of the heat map (e.g., in Ambari project). This result suggests that the more we decrease the number of false positives, and the more we increase the number of true positives, the higher AUC values become. Moreover, when we observe the value with low TPIR, we can see that increasing FPDR does not significantly improve the AUC values. This may indicate that increasing the number of true positives should be given higher priority than decreasing the number of false positives.

Technically, decreasing the number of false positives may be accomplished by complimenting an IR-based approach with other approaches such as a dynamic analysis approach. For example, we can use execution trace to filter irrelevant modules from the result of an IR-based approach, which may result in a lower number of false positives [21]. On the other hand, increasing the number of true positives can be done by combining the IR-based approach with a technique such as mining software repositories (MSR). For instance, MSR approach can adopt association mining rules to detect modules that were often modified together in the past and use that information to detect the modules that may not be found by only IR-based approach [21]. While combining both techniques together have been shown to improve the accuracy of impact analysis techniques [21], one downside is that it requires extra information which may or may not be available depending on the projects.

To sum up, whereas improving the accuracy of the impact analysis techniques by decreasing the number of false positives and increasing the number of true positives can improve decaying modules prediction, we should give higher priority to increasing the number of true positives.

5. Threats to Validity

In this study, we use four open source projects as our subjects. Therefore, the results of this study may not generalize to other types of projects. Additionally, we conducted the experiment on the prediction model using only the random forest method without performing any parameter optimization. Therefore, the result may differ in different models and different parameter settings. It is noteworthy that the primary goal of this study is not to find the highest performance of the prediction model but to show that existing techniques from a different research area can also be applied to this problem and that developers’ context can improve the performance significantly. Moreover, replicating this study on a larger scale may be beneficial.
In addition, in this study, as we use the module’s name as a primary key when conducting analyses, the case of renaming is not considered. This may impact the number of decaying modules in our study.

One significant threat to validity when using change descriptions to estimate developers’ context lies in software repositories. For example, developers may make some modifications unrelated to any issue in the issue tracking system. In this situation, impact analysis techniques will fail to include such modifications in the estimated list. In addition, as we rely on commit messages to identify the true positives of each issue, if developers do not put the details of the issue to the commit messages, our technique will fail to identify the true positives. We mitigated this threat by filtering the projects that have a high ratio of commits that include issue ID (higher than 80%) based on the list by Miura et al. [25]. This can ensure that most of the changes were related to the issues in the issue tracking system.

6. Discussion

In this study, we propose the idea of decaying modules that can be used to target non-smelly modules to support proactive refactoring. However, several studies have shown that developers normally do not handle code smells [26], [27]. This phenomenon may be comparable to the fact that static analysis tools are not used well by developers owing to a large number of detected warnings [28]. In other words, the number of code smells is too high for developers to consider refactoring, thereby resulting in several studies focusing on filtering and prioritizing code smells [29]–[31]. Here the following simple question arises: Why should developers handle non-smelly modules when they already have more than enough smelly modules to handle.

In this context, we propose a guideline presented in Fig. 9 using quadrant analysis. The vertical axis represents the importance of the modules, i.e., context-relevant modules are more urgent than context-irrelevant ones. The main reason is that although solving code smells that are irrelevant to developers’ context (e.g., modules developers plan to modify) may improve the overall quality of the system, it does not support the developers’ current activities. This statement is also supported by our previous study on professional developers showing that developers tend to refactor the code smells related to their context [29]. Therefore, context-irrelevant modules can be postponed until they become relevant to developers’ context.

Considering importance and urgency together, it is obvious that smelly context-relevant modules should have the highest priority, and decaying context-irrelevant modules should have the lowest priority. However, between decaying context-relevant and smelly context-relevant modules, we argue that decaying context-relevant modules should be given higher priority than smelly context-irrelevant modules. As aforementioned, solving context-irrelevant modules, irrespective of their quality, is not likely to facilitate planned implementation. On the contrary, in addition to preventing modules from being affected by code smells, solving decaying context-relevant modules can help developers get ready for their implementation.

7. Related Work

Murphy-Hill and Black used the terms floss refactoring and root-canal refactoring to refer to different refactoring tactics [10]. They use frequency and how developers mix refactoring with other kinds of program changes to categorize the two types of refactoring. Floss refactoring refers to frequent refactoring that is mixed with other types of pro-
gram changes, whereas root-canal refactoring refers to infrequent refactoring that may not be mixed with other types of changes. On the contrary, in this study, we use the timing and purpose of refactoring to categorize the two types of refactoring. We term it reactive refactoring if the operation is applied after a code smell occurs in the source code with the purpose of removing the code smell and proactive refactoring if the operation is applied before a code smell occurs in the source code with the purpose of preventing a code smell. Therefore, floss refactoring and root-canal refactoring can be considered to be both reactive and proactive depending on when and why the developers perform the refactoring. In the case of root-canal refactoring, when developers reserve time specifically for refactoring, they can apply decaying module prediction at the same time when they detect code smells as targets for refactoring. In the case of floss refactoring, when developers make a change on a given module, the tool can warn the developers if the module is a decaying module.

One of the work aligned with the idea of proactive refactoring is just-in-time refactoring proposed by Pantiuchina et al. [17]. They proposed an approach to predict code components that will be affected by God and complex classes’ code smells within a specific time. The approach allows developers to prevent code smells by refactoring source code right before they are introduced to the system. On the contrary, the idea of decaying module and module decay index (MDI) proposed in this study can not only be used to prevent the introduction of code smells but also to represent the status of the source code quality of non-smelly modules using the context of code smells.

The MDI proposed in this study can also be compared to severity [8] and smell intensity index [9] which were proposed to measure how bad a code smell is. Such metrics can be used to prioritize code smells, i.e., more severe code smells should be refactored first if developers want to improve the overall quality of systems. MDI can be used in a similar manner; however, for non-smelly modules. In other words, it can be used to measure the quality of non-smelly modules so that developers can notice the quality of the whole system, and not only smelly modules. Such information may allow developers to develop new strategies of refactoring by looking at the whole system and preventing modules from decaying rather than only reactively remove code smells from the system.

The similar term, code decay, is defined by Eick et al. in their work as “Code is decayed if it is more difficult to change than it should be” [32]. They use effort, interval, and quality as the keys to identify code decay. However, in this study, our definition is closely related to code smells, i.e., decaying modules are modules that are getting closer to becoming smelly. Code decay indices (CDIs) are also defined to quantify symptoms as risk factors. Although CDIs are mostly computable directly from a version control system, MDI defined in this study is computed from each module metrics value and the threshold of the symptoms of the code smell.

Moreover, in addition to representing the location that should be refactored, code smells are also used to describe characteristics of source code. For instance, Takahashi et al. successfully used code smell information to improve the accuracy of bug localization [33], [34]. Nevertheless, it is obvious that such a technique cannot be used on non-smelly modules as there is no such metric to indicate the quality of non-smelly modules. Thus, in addition to being used for supporting proactive refactoring, we expect MDI to be used to describe characteristics of source code that can be applied to other research fields as well.

8. Conclusion

In this study, we propose the idea of decaying modules that can be used to support proactive refactoring that can prevent code smells from occurring. A decaying module can be detected by measuring the module decay index (MDI). MDI can also function as a quality indicator of non-smelly modules. We conducted empirical studies on decaying modules and found that 19% of the number of modules that are modified in each release becomes decaying modules. Additionally, compared to non-decaying modules, decaying modules have a higher tendency to get decayed again in the future. Finally, we studied the use of a machine learning technique to predict decaying modules in the next release. We found that the use of developers’ context can improve the performance of the prediction model.

Our future work includes the definition of MDI and decaying modules for other types of code smell. We also plan to conduct a study on the effect of decaying modules on the maintainability of the source code. In addition, using other time units for measuring decaying modules also remains as our future work.
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