Observation of the relativistic reversal of the ponderomotive potential
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The secular dynamics of a non-relativistic charged particle in an electromagnetic (EM) wave can be described on time scales longer than the wave period by the ponderomotive potential [1], an effective potential proportional to the time-averaged square of the electric field and independent of the EM wave polarization or particle velocity. The ponderomotive potential plays an important role in a variety of phenomena including the Kapitza-Dirac effect [2, 3], high-harmonic generation [4], laser-driven particle acceleration [5], free electron laser seeding [6], electron pulse train generation [7, 8], and laser-controlled electron interferometry [9–11].

A significant theoretical effort has been dedicated to generalizing the ponderomotive potential for particles with relativistic initial velocities [12–17]. In this case, the interaction depends on both the particle velocity and the EM wave polarization. While non-relativistic particles are always pushed away from the high electric field amplitude regions of the wave, relativistic particles can be deflected towards them, in an effect called relativistic reversal [14]. This effect enables polarization-based control of the coherent manipulation of relativistic electron beams using laser light, with applications including rapidly-switchable electron beamsplitters, Kapitza-Dirac diffraction-free phase shifters, and ponderomotive free-electron laser wigglers [12, 18].

Here, we experimentally study the interaction of a relativistic electron with a standing laser wave. We first formulate a quasiclassical theory of the interaction which allows us to calculate the phase shift imparted to an electron wavepacket as it traverses the laser wave, from which modifications to the ponderomotive potential can be derived. Then, using the relativistic electron beam of a transmission electron microscope (TEM) and the standing laser wave of a Fabry-Pérot optical cavity, we image the phase shift imparted to the electron beam and observe velocity- and polarization-dependent relativistic effects including relativistic reversal.

To calculate the phase shift imparted to a relativistic charged particle by an EM wave of arbitrary spatial and temporal configuration, we use the quasiclassical approximation, which assumes that the shortest wavelength present in the EM wave λL is much larger than the electron wavelength λe. This condition is satisfied in most experimentally relevant situations. The phase shift is then given by the action along the classical trajectory divided by the reduced Planck constant ℏ. We perform this calculation up to second order in the electric field strength, which in the quantum picture corresponds to stimulated Compton scattering (SCS) [2, 19]. This approximation is valid over a wide range of EM wave intensities, from an onset where SCS overcomes spontaneous Compton scattering [2], up to the “relativistic” wave intensity [20, 21] where the particle is accelerated to a relativistic velocity within a single cycle of the wave.

Since the action is a Lorentz scalar, it is convenient to perform the calculations in the reference frame co-moving with the initial (unperturbed) velocity of the electron, v0 = cβz, where the motion remains non-relativistic at all times. β is the electron’s speed in units of the speed of light c. Variables in the co-moving frame are denoted by an apostrophe. The phase shift can then be written
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as
\[ \phi = \frac{1}{\hbar} \int dt' \left( \frac{1}{2} m v'(t')^2 - e A'(r'(t'), t') \cdot v'(t') \right), \tag{1} \]

where \( m \) is the electron mass, \( e \) is the elementary charge, and \( A'(r'(t'), t') \) is the vector potential (in the Coulomb gauge) evaluated at the electron’s position \( r'(t') \). We evaluate this expression perturbatively to the leading (second) order in the field strength parameter \( e |A'|/mc \). The first order contribution to the phase shift vanishes due to energy-momentum conservation. In the co-moving frame, the electron is initially at rest at position \( r_0 \). The electric field of the EM wave accelerates it to a velocity \( v'_1(t') \) which, to first order in \( e |A'|/mc \), is given by \( v'_1(t') = e A'(r_0, t')/m \). Using this expression in Eq. (1), the phase can then be expressed (to second order in \( e |A'|/mc \)) in terms of only \( A' \):
\[ \phi = -\frac{1}{\hbar} \int dt' \frac{e^2}{2m} A'^2 (r'_0, t'). \tag{2} \]

To express the phase shift in terms of the laboratory frame, we perform a Lorentz transformation and then restore the Coulomb gauge by a gauge transformation (see supplementary materials). The resulting expression is
\begin{align*}
\phi &= -\frac{1}{\hbar} \int dt' \frac{e^2}{2m\gamma} \left[ (A (r_0(t), t) - \nabla G (r_0(t), t))^2 \\
&\quad - \beta^2 (A_z (r_0(t), t) - \nabla_z G (r_0(t), t))^2 \right], \tag{3}
\end{align*}

where \( r_0(t) \) is the unperturbed electron trajectory in the laboratory frame, \( \gamma = (1 - \beta^2)^{-1/2} \), and
\[ G (x,t) = c\beta \int_{-\infty}^{t} dT A_z (x - c\beta (t - T) \hat{z}, T) \tag{4} \]
is the gauge function, and \( x = (x, y, z) \). Using the slowly-varying envelope approximation, which assumes that the amplitude of the EM wave varies slowly along the electron trajectory relative to its oscillation period, we can time-average the integrand of Eq. (3) over one cycle of the field, leaving an effective potential. To zeroth order in \( \beta \), this potential is simply the ponderomotive potential \( U_p (x) = \frac{e^2}{2m} \langle A^2(x, t) \rangle \), where the angle brackets denote a time-average over one oscillation period of the field. We note, however, that Eq. (3) remains valid in general for the SCS phase shift, even if the electromagnetic field does not have a slowly-varying envelope in time and space.

When the electron is relativistic, the \( \beta \)-dependent terms in Eq. (3) cannot be neglected. In particular, the \( \nabla G \) terms become relevant if the amplitude of the EM wave varies substantially over distances comparable to its wavelength, such as in a standing wave. In the case of a monochromatic standing wave with its wavevector parallel to the \( x \)-axis and polarization specified by angle \( \theta \) and ellipticity parameter \( \epsilon \), the Coulomb gauge vector potential can be written as
\begin{align*}
A (x, t) &= A_0 (y, z) \cos (2\pi x/\lambda_L) \\
&\times \left[ \cos (\theta) \cos (\omega t) \hat{z} + \sin (\theta) \cos (\omega t - \epsilon) \hat{y} \right], \tag{5}
\end{align*}

where \( A_0 (y, z) \) is the wave’s amplitude envelope and \( \omega = 2\pi c/\lambda_L \) is its angular frequency. If the slowly-varying envelope approximation is satisfied, time-averaging the integrand of Eq. (3) results in the relativistic effective

Figure 1. a) Schematic. An electron beam intersects a standing laser wave (electric field shown in magenta, magnetic field shown in cyan) formed between the two mirrors (blue cylinders) of a Fabry-Pérot optical cavity. The dimensions of the cavity are not shown to scale. The polarization axis of the standing wave (magenta arrows) makes an angle \( \theta \) with the electron beam axis. The polarimeter is tilted by an angle \( \xi \) relative to the electron beam axis. b) Phase modulation detection scheme. The electron beam crosses the standing laser wave after passing through a focus. The interaction with the standing wave imprints a spatial phase modulation on the electron beam which is converted to intensity modulation as the electron beam propagates to the image plane. c) Ronchigram of the standing laser wave. The direct electron detection camera records the number of electrons landing on each of its pixels. In the image plane, the standing wave structure of the phase modulation manifests as a series of bright and dark fringes.
potential

\[ U_r(x) = \frac{e^2 A_0^2(y, z)}{4m\gamma} \left[ 1 + \rho(\theta, \beta) \cos(4\pi x/\lambda L) \right] , \quad (6) \]

where

\[ \rho(\theta, \beta) = 1 - 2\beta^2 \cos^2(\theta) \]

(7)
describes the relative depth of the standing wave structure of the potential. An electron beam passing through such an EM wave will acquire a spatial phase modulation

\[ \phi(x, y) = -\phi_0(y) \frac{1}{2} \left[ 1 + \rho(\theta, \beta) \cos(4\pi x/\lambda L) \right] , \quad (8) \]

\[ \phi_0(y) = \frac{1}{\hbar} \int dz \frac{e^2 A_0^2(y, z)}{4mc\beta^2\gamma} , \quad (9) \]

where \( \phi_0(0) \rho(\theta, \beta) \) is the depth of the phase modulation along the wave axis.

Equation (6) and Eq. (7) show that the relativistic interaction is strongly dependent on both the electron speed \( \beta \) and EM wave polarization angle \( \theta \), though not on the ellipticity parameter \( \epsilon \). Importantly, if \( \beta \geq 1/\sqrt{2} \), there exists a polarization angle \( \theta_r \), referred to as the relativistic reversal angle [14], such that \( \rho(\theta_r, \beta) = 0 \). At this angle, the standing wave structure of the phase shift disappears entirely, and therefore no Kapitza-Dirac diffraction occurs.

The relativistic interaction also modifies the laser-induced group delay of the electron wave function. The group delay, equivalent to the retardation of a classical particle and defined as \( \tau = \frac{\hbar}{mc^2} \), can be calculated from the energy dependence of the electron phase shift:

\[ \tau(x, y) = \frac{\hbar}{mc^2} \frac{\phi_0(y)}{\beta^2\gamma} \frac{1}{2} \left[ 1 + \varrho(\theta, \beta) \cos(4\pi x/\lambda L) \right] , \quad (10) \]

\[ \varrho(\theta, \beta) = 1 + 2\beta^2 (1 - 2\beta^2) \cos^2(\theta) . \quad (11) \]

In particular, at \( \theta = \theta_r \), when the standing-wave structure in the potential of Eq. (6) vanishes, the standing wave structure is still present in the spatial profile of the group delay. Furthermore, when \( 0 < \beta < 1/\sqrt{2} \), the group delay is negative for portions of the standing wave around the electric field nodes. This negative group delay corresponds to an attractive potential, in contrast to the non-relativistic ponderomotive potential which is always repulsive.

A schematic of the experiment is shown in Fig. 1(a). The electron beam of a TEM (Thermo Fisher Scientific Titan) passes through a standing laser wave, where the axis of the standing wave \( \hat{x} \) is perpendicular to the propagation direction of the electron beam \( \hat{z} \). The interaction imprints a spatial phase modulation on the electron wave function, as described by Eq. (8). The electron beam then propagates away from the interaction region before it is imaged using a direct electron detection camera (Gatan K2) [22]. The electron beam is brought to a focus before it crosses the standing laser wave such that a point-projection image, known as a “Ronchigram,” is formed on the camera [23, 24]. As illustrated in Fig. 1(b), paraxial propagation of the electron beam from the interaction region to the camera partially converts the phase modulation of the electron wave function to amplitude modulation, allowing the phase modulation to be imaged. The electron’s kinetic energy \( K = (\gamma - 1)mc^2 \) can be adjusted between 80 keV and 300 keV by changing the TEM’s accelerating voltage.

The standing laser wave is formed inside of a Fabry-Pérot optical cavity which serves to amplify and focus a continuous-wave laser beam with a wavelength of \( \lambda_L = 1064 \text{ nm} \ [9-11] \). The fundamental mode of the cavity has a Gaussian profile such that at its waist where it intersects the electron beam, Eq. (9) gives

\[ \phi_0(y) = e^{-2\frac{y^2}{w_0^2}} \frac{\alpha P\lambda_L^2}{\pi^3 \beta^2mc^3w_0} , \quad (12) \]

where \( w_0 \) is the \( 1/e^2 \) radius of the mode, \( \alpha \) is the finesse constant, and \( P \) is the optical power circulating in the cavity. Since a relativistic electron spends little time interacting with the EM wave, the laser intensity must be high in order for the electron wave function to accumulate appreciable phase. We achieve phase shifts on the order of 1 rad with a circulating power of 44 kW focused to a \( w_0 = 8 \mu \text{m} \) focus, corresponding to a peak standing wave intensity of 175 GW/cm². To our knowledge, this is the highest continuous-wave laser intensity ever achieved.

A half-wave plate placed at the input of the optical cavity is used to control the linear polarization angle of the light entering the cavity. A portion of the light transmitted through the cavity is sent to a polarimeter which measures the optical power in the two orthogonal polarization components relative to the polarimeter axis. The polarimeter employs polarizing beamsplitter cubes to separate the orthogonal polarization components, and calibrated photodiodes to measure the optical power of each component (see supplementary materials). The absolute value and sign of the polarization angle \( \theta \) are determined from the polarimeter reading and orientation of the half-wave plate, respectively. The polarization at the polarimeter is assumed to be the same as that inside the cavity, as the cavity was measured to not appreciably change the polarization between its input and output (see supplementary materials).

Ronchigrams were collected at electron beam energies of \( K = 80, 150, 215, 230, 245, 260, 275, 290, \) and 300 keV. At each electron energy the rotation angle of the half-wave plate was incremented between 10s electron camera exposures. The half-wave plate was rotated through 90° in one direction and then rotated back to the original position, thereby rotating the polarization angle from \( \theta \approx -90^\circ \) to \( \theta \approx +90^\circ \) and back again. Rotation of the polarization angle through a full 180° allowed for the determination of any misalignment between the polarimeter axis and the electron beam axis (angle \( \xi \) shown in Fig. 1(a)).
Figure 2.  

(a) Relative phase modulation depth as a function of polarization angle. Measurements of the relative phase modulation depth (dots) are plotted along with fitted theory curves (lines) as a function of the laser wave polarization angle \( \theta \) for several values of the nominal electron energy \( K \) (equivalently, electron speed \( \beta \)). The fitted theory (solid lines) is described by Eq. (7).  

(b) Relative phase modulation depth as a function of electron speed. Fit values for the relative phase modulation depth at \( \theta = 0 \) are shown as a function of \( \beta^2 \) for each of the nine electron energies examined (black dots). The theoretical dependence on \( \beta^2 \) predicted by Eq. (7) is shown in red.  

(c) Relativistic reversal. Ronchigram standing wave fringes are shown as a function of polarization angle \( \theta \) and position along the laser beam axis \( x \) for the \( K = 300 \) keV data set used in panel (a). The bright (red) and dark (blue) fringes reverse positions around the relativistic reversal angle \( \theta_r \) (horizontal black line). The vertical lines are a guide-to-eye.

Figure 1(c) shows a typical unprocessed Ronchigram. Both the standing wave structure and the transverse Gaussian profile of the cavity mode are clearly evident. Each Ronchigram was fit in Fourier space using the phase modulation depth of the standing wave as a fit parameter (see supplementary materials). To correct for small variations in the laser wave parameters during the experiment, the phase modulation depth was normalized by the optical power at the polarimeter (proportional to the circulating power \( P \)) and the mode waist \( w_0 \), which were both measured at the time the Ronchigram was taken. The mode waist was determined from a measurement of the cavity’s transverse mode frequency spacing (see supplementary materials). The fractional change in \( \lambda_L \) during a typical experiment was measured to be small enough (~10^-6) that it was assumed to be constant for the purpose of normalization.

Each set of normalized modulation depth versus polarization angle data was fit to Eq. (7), with an angle-independent normalization constant, a polarization angle axis offset, and the electron speed \( \beta \) as fit parameters. The electron speed was used as a fit parameter because the nominal electron energies \( K \) are only accurate to approximately ±1% (per the TEM manufacturer’s specifications). The polarization angle axis offset accounts for the polarimeter misalignment angle \( \xi \), as well as any linear polarization rotation induced by optics between the cavity output and polarimeter (see supplementary materials).

This data is presented in Fig. 2(a); for clarity, only the \( K = 80, 150, 215, \) and 300 keV data sets are shown. The remaining data sets are shown in the supplementary materials. The relative phase modulation depth exhibits a dependence on the polarization angle \( \theta \) that is well-modeled by Eq. (7): the root-mean-squared difference between the fit and data across all data sets is 7.1 × 10^{-3}. To show the relative phase modulation depth’s \( \beta \)-dependence, the fit values at \( \theta = 0 \) are plotted as a function of the nominal values of \( \beta^2 \) for all data sets in Fig. 2(b), where they are compared with the linear dependence expected from Eq. (7). Again, there is a good correspondence between the measured values and theoretical model.

Imaging of the spatial phase modulation profile allows the relativistic reversal effect to be directly observed in the Ronchigrams. As the polarization angle is rotated through the relativistic reversal angle, the standing wave structure in the Ronchigram diminishes in amplitude until it disappears entirely and then re-emerges with the opposite sign. This is demonstrated in Fig. 2(c), using Ronchigrams from the \( K = 300 \) keV data set shown in Fig. 2(a). A temporally linear drift in the fringe position of 0.4 nm/s due to thermal expansion of the cavity support structure has been removed from the displayed data (see supplementary materials). The change in fringe position around \( \theta_r \) was used to infer the sign of the relative phase modulation depth for the \( K ≥ 215 \) keV data sets shown in Fig. 2(a) and Fig. 2(b).

Our results show that SCS of relativistic particles exhibits a strong dependence on the electron velocity and the EM wave polarization, and that this dependence is well-described by a quasiclassical theory of the interaction. The most striking feature of the polarization dependence is that the standing wave structure of the phase shift reverses its sign at a particular polarization angle when \( \beta ≥ 1/\sqrt{2} \). Therefore, this experiment can also be understood as an observation of the relativistic reversal of the amplitude of Kapitza-Dirac diffraction [2, 3].

The dependence of the relativistic effective potential on the polarization of the EM wave provides an avenue for...
dynamical optical control of relativistic electron beams. When the standing wave structure of the phase modulation is eliminated, the electron wave function does not diffract from the EM wave. Therefore, varying the polarization of the standing wave could be used to make a rapidly-switchable electron beamsplitter, or implement electron pulse slicing [25]. The same effect could be used to temporally phase modulate an electron beam focused through a single antinode of the standing wave. Additionally, when the standing EM wave is used as a phase plate for phase contrast electron microscopy, operation at the relativistic reversal angle eliminates the presence of “ghost” images due to diffraction (see supplementary materials) [10, 11]. Polarization-based control of the relativistic effective potential thus adds a much-needed capability to the presently sparse toolkit for coherent electron beam manipulation.
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1 Quasiclassical theory

To express the phase shift of Eq. (2) in terms of the laboratory frame Coulomb gauge vector potential, we perform a Lorentz transformation and then restore the Coulomb gauge by a gauge transformation. The Lorentz transformation of the field can be written as

\[
0 = \frac{\gamma}{c} \Phi (x, t) - \gamma \beta \tilde{A}_z (x, t), \tag{S1}
\]

\[
A'_\perp (x', t') = \tilde{A}_\perp (x, t), \tag{S2}
\]

\[
A'_z (x', t') = - \frac{\gamma}{c} \beta \tilde{\Phi} (x, t) + \gamma \tilde{A}_z (x, t) = \frac{1}{\gamma} \tilde{A}_z (x, t), \tag{S3}
\]

where \(\tilde{A}_z\) and \(\tilde{A}_\perp\) are the longitudinal and transverse components of the laboratory frame vector potential and \(\tilde{\Phi}\) is the laboratory frame scalar potential. Fields not in Coulomb gauge are denoted by a tilde. We then restore the Coulomb gauge in the laboratory frame by a gauge transformation:

\[
\tilde{A} \to A = \tilde{A} + \nabla G, \tag{S4}
\]

\[
\Phi \to \Phi = \tilde{\Phi} - \partial_t G = 0, \tag{S5}
\]

where, using Eq. (S1) and Eq. (S4), we see that Eq. (S5) is satisfied when

\[
[\partial_t + c \beta \partial_z] G (x, t) = c \beta A_z (x, t). \tag{S6}
\]

This partial differential equation can be directly integrated to give a solution for the gauge function, which is defined for all \(x\) and \(t\):

\[
G (x, t) = c \beta \int_{-\infty}^{t} dT A_z (x - c \beta (t - T) \hat{z}, T). \tag{S7}
\]

We can then rewrite Eq. (2) in the laboratory frame in Coulomb gauge:

\[
\phi = -\frac{e^2}{2m\hbar} \int dt' A'^2 (r'_0, t'), \tag{S8}
\]

\[
= -\frac{e^2}{2m\hbar} \int \frac{dt}{\gamma} \left[ \tilde{A}_\perp^2 (r_0 (t), t) + \frac{1}{\gamma^2} \tilde{A}_z^2 (r_0 (t), t) \right], \tag{S9}
\]

\[
= -\frac{e^2}{2m\hbar} \int \frac{dt}{\gamma} \left[ \tilde{A}_\perp^2 (r_0 (t), t) - \beta^2 \tilde{A}_z^2 (r_0 (t), t) \right], \tag{S10}
\]

\[
= -\frac{e^2}{2m\hbar} \int \frac{dt}{\gamma} \left[ (A (r_0 (t), t) - \nabla G (r_0 (t), t))^2 \right. \\
\left. - \beta^2 (A_z (r_0 (t), t) - \nabla_z G (r_0 (t), t))^2 \right]. \tag{S11}
\]

Taking the vector potential from Eq. (5) and assuming that the envelope \(A_0 (y, z)\) varies slowly relative to the wave cycle along the electron trajectory, we may approximate

\[
G (x, t) \approx \frac{c \beta}{\omega} \cos (\theta) A_0 (y, z) \cos (2\pi x/\lambda_L) \sin (\omega t), \tag{S13}
\]

where

\[
\nabla G (x, t) \approx -\hat{z} \beta \cos (\theta) A_0 (y, z) \sin (2\pi x/\lambda_L) \sin (\omega t), \tag{S14}
\]

so that when averaging over the rapidly oscillating components, we find that

\[
\phi (x, y) = -\frac{1}{\hbar} \int dt \frac{e^2 A_0^2 (y, z(t))}{4m\gamma} \frac{1}{2} \left[ 1 + (1 - 2\beta^2 \cos^2 (\theta)) \cos (4\pi x/\lambda_L) \right], \tag{S15}
\]

\[
= -\frac{1}{\hbar} \int dz \frac{e^2 A_0^2 (y, z)}{4mc\beta\gamma} \frac{1}{2} \left[ 1 + (1 - 2\beta^2 \cos^2 (\theta)) \cos (4\pi x/\lambda_L) \right]. \tag{S16}
\]
2 Polarimeter calibration

2.1 Polarimeter Design

The polarimeter is installed at the output of the cavity, as shown in Fig. 1(a). In order to reduce the optical power to within the range acceptable to the power meters used (0–500 mW), the first optic in the polarimeter is a 10% reflectance, 5° beam sampling wedge which the beam hits near normal incidence. There are then two polarizing beamsplitting cubes and two 1064 nm optical power meters. The first cube is oriented such that both the transmitted and reflected beams exit parallel to the optical breadboard. This establishes the axis of the polarimeter to be nearly parallel to the optical axis of the electron microscope, although there could remain a mechanical misalignment between the axes or linear rotation of the polarization by cavity output optics causing a disagreement in the polarization angle at the electron beam and the polarimeter (denoted $\xi$ in the main text). The transmitted beam from the first cube is then directed into one of the optical power meters. The reflected beam passes through a second polarizing beamsplitting cube, which is oriented such that the polarization transmitted through the second is the same polarization that is reflected by the first cube. The second cube serves to increase the extinction ratio of the polarimeter; the polarizing beamsplitting cubes have an extinction ratio better than 1000 : 1 for p-polarized : s-polarized light in the transmitted beam, but only approximately 100 : 1 for s-polarized : p-polarized light in the reflected beam. The second optical power meter is placed after the second cube. The setup is shown in Fig. S1.

![Diagram of the polarimeter](image)

Figure S1: Diagram of the polarimeter. Yellow is used to mark vertically polarized light (relative to the polarimeter axis) and red is used to mark horizontally polarized light.

2.2 Theory of Calibration

Here we develop a model of the polarimeter’s response to linearly polarized light, which was used to determine the polarization angle during experiments. Let the electric field incident to the polarimeter be $E_0$. With $\eta$ being the angle from vertical and $\psi$ the relative phase between the vertical and horizontal components of the light, the input electric field can be written generally as a Jones vector:

$$E_0 = \begin{pmatrix} \sin(\eta) \\ \cos(\eta) e^{i\psi} \end{pmatrix}.$$  

(S17)

We ignore the phase of the horizontal component, as only the relative phase of the two components is measurable.
The polarimeter measures the intensity of light at the two power meters. Let the electric fields at the power meters be $E_1$ and $E_2$, which can be written in terms of the input electric field and a Jones matrix $S_{1,2}$ describing the transfer function from the input of the polarimeter to each power meter as

$$E_1 = S_1 E_0$$
$$E_2 = S_2 E_0 . \tag{S18}$$

In an ideal polarimeter, only light of one polarization should be transmitted to each power meter. However, due to the finite extinction ratio of the polarizing beamsplitting cubes, we expect a small fraction $\delta_{1,2}$ of the light of the other polarization to reach each power meter. Some light is also lost in the polarimeter. Reflection from the wedge is polarization dependent, so this loss factor $T_{1,2}$ could be different for the two polarizations. Therefore, the Jones matrices should be

$$S_1 = T_1 \begin{pmatrix} \delta_1 & 0 \\ 0 & 1 \end{pmatrix}$$
$$S_2 = T_2 \begin{pmatrix} 1 & 0 \\ 0 & \delta_2 \end{pmatrix}. \tag{S19}$$

We assume the polarization is uniform throughout the beam and the beam intensity profile does not depend on the polarization or phase. This introduces an additional proportionality factor, which is incorporated into $T_1$ and $T_2$. Thus, the power at each power meter is

$$P_{1,2} = |S_{1,2} E_0|^2 . \tag{S20}$$

Using Eq. (S17) and Eq. (S19), we expand the expressions for the power to get

$$P_1 = |S_1 E_0|^2 = |E_0 T_1|^2 \left| \begin{pmatrix} \delta_1 \\ \cos^2(\eta) \end{pmatrix} \right|^2 = |E_0 T_1|^2 \left( \delta_1^2 \sin^2(\eta) + \cos^2(\eta) \right) \tag{S21}$$

and

$$P_2 = |S_2 E_0|^2 = |E_0 T_2|^2 \left| \begin{pmatrix} \sin(\eta) \\ \delta_2 \cos(\eta) \end{pmatrix} \right|^2 = |E_0 T_2|^2 \left( \sin^2(\eta) + \delta_2^2 \cos^2(\eta) \right) . \tag{S22}$$

We use the ratio of the detected powers $R$ to determine the polarization independent of the input power:

$$R = \frac{P_1}{P_2} = X_1 \cdot \frac{\cos^2(\eta) + X_2 \sin^2(\eta)}{\sin^2(\eta) + X_3 \cos^2(\eta)}, \tag{S23}$$

where

$$X_1 = \frac{|T_1|^2}{|T_2|^2}, \quad X_2 = \delta_1^2, \quad \text{and} \quad X_3 = \delta_2^2. \tag{S24}$$

2.3 Calibration Procedure

In order to determine $R$ as a function of $\eta$, the optical power at each of the power meters was measured for a range of linear polarization angles. The range of linear polarization angles was produced by placing a linear polarizer followed by a half-wave plate between the output of the cavity and the polarimeter, and then rotating the half-wave plate. The calibration relies on the beam intensity profile remaining constant regardless of angle, so it was necessary to use the same alignment for calibration that would be used during data collection. It was found that rotating a linear polarizer shifted the position of the beam, so the half-wave plate was rotated while the linear polarizer remained fixed. The calibration setup is shown in Fig. S2.
After simultaneously measuring $R$ and $\eta$, the $X$ parameters were determined by a nonlinear least squares fit of the data to Eq. S23. The polarization axis of the linear polarizer was not aligned relative to the polarimeter, so the value of $\eta$ in the data was not determined absolutely. Therefore, an angle offset $\eta_0$ was included in the fit. To perform the fit, the logarithm of Eq. S23 was fit to the logarithm of the measured $R$ versus $\eta$, as the measured values of $R$ spanned several orders of magnitude.

### 2.4 Calibration Results

The extinction ratios for the polarimeter were both found to be greater than 1000 : 1 for light that was both horizontally and vertically polarized relative to the polarimeter, as shown in Fig. S3. Parameters were found which fit the function to the measured calibration curve:

$$X_1 = 9.736 \times 10^{-1}, \quad X_2 = 3.892 \times 10^{-4}, \quad X_3 = 6.0461 \times 10^{-4}.$$  \hspace{1cm} (S25)

Note that the parameters besides $X_1$ are small, suggesting that the polarimeter behaves similarly to an ideal polarimeter. After fitting, the fit function was inverted for a single interval of $0^\circ \leq \eta \leq 90^\circ$ in order to determine the the polarization angle from the ratio. The fit function over this interval is shown in Fig. S4. During the experiment, all measured ratios were within the domain of the fit function.
Figure S3: Polarimeter calibration results. The blue dots are measured values of $R$ and the red line is the fit. The fit is in good agreement with the data, suggesting that the parameters are an accurate model for the polarimeter’s response to light of various linear polarizations.

Figure S4: A single 0°–90° range of the fit ratio as a function of angle. This function was used to convert measured polarimeter power meter ratios to polarization angles.

2.5 Polarimeter accuracy

The polarimeter's measurement will only accurately represent the polarization of light inside the optical cavity if the polarization is not substantially changed between the inside of the cavity and the input of the
polarimeter. In our experiment, there were three optical elements between the cavity and polarimeter input: the cavity output mirror, a beam deflection prism with a 18.15° wedge angle, and a vacuum window. All surfaces were anti-reflection coated. We were unable to directly measure the intra-cavity polarization, so instead we compare the polarization angle measured by the polarimeter with the polarization angle expected given the angle of the half-wave plate at the input of the cavity. The change in input polarization angle is expected to be twice that of the change in half-wave plate angle; the zero of the expected angle is defined to be where a linear fit through the measured angle data crosses zero. This comparison, shown in Fig. S5, characterizes the polarization distortion induced by all optics between the input half-wave plate and polarimeter. In addition to the optical elements listed above, this includes the input vacuum window, the input cavity mirror, and the possible distortion induced by the small frequency difference between the cavity polarization eigenmodes. It therefore likely underestimates the polarimeter’s accuracy. The difference between the measured and expected angles is shown in Fig. S6. The difference is less than 2 degrees for all positions of the input half-wave plate, which is a rough upper limit on the polarimeter’s accuracy.

Figure S5: The polarization angle measured by the polarimeter as a function of the polarization angle expected from the input half-wave plate position.
3 Data analysis

3.1 Ronchigram fitting

In this section we develop a model relating the electron beam phase modulation profile to the Ronchigram formed in the image plane. This model was used to determine the phase modulation depth for each Ronchigram.

As derived in the supplementary materials of [11], the electron wavefunction in the image plane due to a spatial phase modulation $\phi(x)$ applied a distance $\Delta$ beyond the diffraction (focal) plane is

$$
\psi_{im}(x) \propto \int d^2x_1 h \left( \frac{\Delta}{f}, x - x_1; \Delta \right) \cdot e^{-i\phi(x_1)},
$$

(S26)

where $M$ is the microscope magnification, $f$ is the effective focal length of the microscope’s objective lens, and $k$ is the electron’s angular wavenumber. Using Eq. (6) and the fact that the numerical aperture $\text{NA} = \frac{\lambda_L}{\pi w_0}$ of the cavity mode is small, we can write that

$$
\phi(x, y) \equiv \bar{\phi} e^{-\frac{1}{2}(\text{NA} k_L y)^2} \cdot \frac{1}{2} \left[ 1 + e^{-2(\frac{\Theta}{\pi})^2} \rho(\theta, \beta) \cos(2k_L x) \right],
$$

(S28)

where $\bar{\phi}$ is the mean phase shift along the $x$-direction at $y = 0$, $w_0$ is the cavity mode waist, $\Theta$ is the angle between the cavity mode axis and the electron beam axis ($\hat{z}$) minus $\pi/2 \text{rad}$, and $k_L = 2\pi/\lambda_L$ is the laser angular wavenumber.

Inserting this expression into Eq. (S26), using the Jacobi-Anger identity, and integrating under the...
assumption that $NA \ll 1$ gives

$$
\psi_{im}(x, y) \propto \sum_{n=-\infty}^{\infty} e^{i(-\pi n/2 - 2\Delta k^2 L^2)} e^{i2\pi NA Mf kL x} \cdot J_n \left( \frac{\phi}{2} e^{-\frac{1}{2}(NA \Delta k L y)^2} e^{-2(\frac{\phi}{\pi \pi})^2} \rho(\theta, \beta) \right). \tag{S30}
$$

The resulting intensity distribution is therefore

$$
I(x, y) = |\psi_{im}(x, y)|^2 = \sum_{n=-\infty}^{\infty} e^{i2\pi n \Delta k L x} \cdot \sum_{m=-\infty}^{\infty} e^{-i(\pi n/2)} e^{-i2\Delta k^2 (n^2 + 2mn)} \cdot J_{n+m} \left( \frac{\phi}{2} e^{-\frac{1}{2}(NA \Delta k L y)^2} e^{-2(\frac{\phi}{\pi \pi})^2} \rho(\theta, \beta) \right) \cdot J_m \left( \frac{\phi}{2} e^{-\frac{1}{2}(NA \Delta k L y)^2} e^{-2(\frac{\phi}{\pi \pi})^2} \rho(\theta, \beta) \right). \tag{S31}
$$

This expression is normalized such that $I = 1$ when $\hat{\phi} = 0$. The image is expressed in terms of a Fourier series along the $x$-axis, so that the power spectral density in the $n$-th order term (as determined by an $N$-point discrete Fourier transform) is

$$
|\tilde{I}_n(y)|^2 = N^2 \left| \sum_{m=-\infty}^{\infty} e^{-i4\Delta k^2 L n m} \cdot J_{n+m} \left( \frac{\phi}{2} e^{-\frac{1}{2}(NA \Delta k L y)^2} e^{-2(\frac{\phi}{\pi \pi})^2} \rho(\theta, \beta) \right) \cdot J_m \left( \frac{\phi}{2} e^{-\frac{1}{2}(NA \Delta k L y)^2} e^{-2(\frac{\phi}{\pi \pi})^2} \rho(\theta, \beta) \right) \right|^2. \tag{S32}
$$

The following procedure was used to fit each Ronchigram:

1. Remove dead pixels from the image and normalize the background level to unity.
2. Determine the value of $\Delta k/\rho$ and direction of the $x$-axis. This was done taking a 2D discrete Fourier transform of the image and locating the non-zero spatial frequency at which its magnitude squared was largest.
3. Interpolate the image onto a grid aligned with the axis of the standing wave in the image.
4. Perform a 1D discrete Fourier transform of the interpolated image along the standing wave axis and extract the power spectral density of the $n = 1, 2$ orders as a function of the transverse coordinate, $y$.
5. Fit these power spectral density profiles to the model described by Eq. (S32) as a function of the variables $\Delta k^2/\rho$, $\hat{\phi} \rho (\theta, \beta)$, and NA.

For the purposes of fitting, it was assumed that $\Theta = 0$, since during the experiment $\Theta$ was held constant and so the factor $e^{-2(\frac{\phi}{\pi \pi})^2}$ was effectively absorbed into the fit’s estimation of $\hat{\phi}$, which was then normalized to extract a measurement of $\rho(\theta, \beta)$. By comparing the measured value of $\hat{\phi}$ to that predicted by Eq. (9), the tilt angle $\Theta$ was estimated to be between $1.2^\circ$ and $1.6^\circ$. Contamination or defects on the cavity mirror surfaces prevented the mode from being aligned such that $\Theta = 0^\circ$ while maintaining sufficient mirror reflectivity to support the required circulating cavity power.

### 3.2 Figure 2(c) fringe position drift

A temporally linear drift in the Ronchigrams’ fringe position was removed from the data displayed in Fig. 2(c). During the course of each experiment, rotating the cavity input half-wave plate caused the cavity input coupling efficiency to change. The concomitant change in circulating cavity power (of approximately 3%) caused the amount of heat deposited in the cavity optomechanics to change proportionally, leading to thermal expansion of the cavity support structure and overall motion of the cavity and cavity mode (along the laser beam axis) relative to the electron beam.

The Ronchigram fringe position was plotted as a function of time for the data sets displayed in Fig. 2(c) (excluding the one near the relativistic reversal angle), and a line was fit to the data, assuming a shift in
fringe position of \( \lambda L/4 \) across the relativistic reversal angle. This data is shown in Fig. S7. The linear drift was then subtracted from the fringe position data before it was plotted in Fig. 2(c).

Figure S7: Ronchigram fringe position versus time of Ronchigram capture for the data shown in Fig. 2(c) (black dots). The linear fit (including \( \lambda L/4 \) jump across the relativistic reversal angle) is shown in red. The fitted drift rate is 0.4 nm/s.

### 3.3 Mode waist measurement

The waist of the cavity mode \( w_0 \) was measured by weakly phase modulating the cavity input light in order to generate frequency sidebands. The sideband frequency was then scanned, while the cavity output light was monitored on a photodiode. When one of the sidebands becomes resonant with the TEM\(_{01}\) or TEM\(_{10}\) mode of the cavity, the cavity output light intensity oscillates at the cavity’s transverse mode spacing frequency. However, since the transverse mode profiles of the cavity are orthogonal functions, the total power in the beam remains constant. Therefore, to generate a non-zero signal, a portion of the beam was blocked before reaching the photodiode.

In a Fabry-Pérot cavity, the transverse mode spacing frequency (non-angular) \( \nu \) is related to the mode waist \( w_0 \) by the formulas

\[
w_0 = \sqrt{\frac{\lambda L R}{2\pi}} \sqrt{1 - g^2},
\]

\[
\nu = \frac{c}{2R (1 - g)} \left(1 - \arccos \left(\frac{g}{\pi}\right)\right),
\]

which can be inverted numerically. \( \lambda L \) is the laser wavelength, \( R \) is the cavity mirror radius of curvature (symmetric cavity assumed), \( g \) is the cavity stability parameter, and \( c \) is the speed of light.

This method was used to measure the cavity mode waist instead of relying on fitted values from the Ronchigram fitting because those values, while accurate for larger phase shift values, become inaccurate for small phase shift values where the data being fitted is dominated by shot noise.
4 Additional data

4.1 Polarization dependence

The data sets omitted from Fig. 2(a) for clarity are shown in Fig. S8.

Figure S8: Measurements of the relative phase modulation depth (dots) are plotted along with fitted theory curves (lines) as a function of the laser wave polarization angle $\theta$ for the values of electron energy $K$ (equivalently, electron speed $\beta$) that were omitted from Fig. 2(a) for clarity. The fitted theory (solid lines) is described by Eq. (7).

4.2 Electron energy measurement

The fit values of the electron speed $\beta$ for the polarization angle dependence curves shown in Fig. 2(a) and Fig. S8 can be written in terms of the electron energy and compared to the nominal values set by the electron microscope controls. The difference between the measured and nominal energy is shown as a function of nominal energy in Fig. S9. The region of nominal energy uncertainty as specified by the manufacturer ($\pm 1\%$) is also shown. The agreement is within the nominal energy uncertainty for nominal energies $\geq 230$ keV. For the nominal energy $\leq 215$ keV, the difference between the fitted and nominal energy exceeds $\pm 1\%$ but remains within $\pm 5\%$ for all energies.
Figure S9: The difference between the fitted and nominal electron energies is shown as a function of the nominal electron energy. The region of ±1% nominal energy uncertainty is represented by the shaded area.

4.3 Elliptical polarization dependence

Equation (8) predicts that the spatial phase modulation profile should be independent of the EM standing wave’s ellipticity angle, \( \epsilon \), as defined in Eq. (5). To verify this prediction, the input half-wave plate was replaced with a quarter-wave plate. Rotating the quarter-wave plate then changed the polarization from either horizontal linear or vertical linear (depending on the linear polarization set before the quarter-wave plate) to left- or right-hand circular polarization. Intermediate angles of the quarter-wave plate generated elliptical polarizations. Therefore, \( \epsilon \) is a function of the polarization angle \( \theta \) in this configuration. Since the polarimeter used in this experiment was only capable of measuring \( \theta \) (e.g. \( \theta = 0^\circ \) for vertical linear polarization, \( \theta = 45^\circ \) for circular polarization), the independence of the phase modulation depth on \( \epsilon \) can only be inferred by comparing the measured values of the normalized phase modulation depth to those predicted by Eq. (7). This data is shown in Fig. S10 for two data sets—one taken with an elliptical polarization varying between horizontal linear and circular (red dots), and one taken with an elliptical polarization varying between vertical linear and circular (blue dots). Both data sets were taken at \( K = 300 \text{ keV} \). The measurements agree well with the \( \epsilon \)-independent theory.
Figure S10: Measurements of the relative phase modulation depth (dots) are plotted along with the fitted theory curve (black line) for elliptical polarizations with $0^\circ \leq \theta \leq 45^\circ$ (blue dots) and $45^\circ \leq \theta \leq 90^\circ$ (red dots). $K = 300$ keV in both cases.

### 4.4 Observation of the phase profile at the relativistic reversal angle

When $\theta = \theta_r$, the electron beam acquires the spatial phase modulation profile $\phi(x, y) = -\phi_0(y)/2$. Though such a phase profile does not cause electron diffraction along the laser axis, it can be used to implement phase contrast electron microscopy, where the relative phase shift between components of the electron wave function passing through and around the phase profile converts phase modulation in the electron wave function at the object plane to amplitude modulation in the image plane [26].

The Ronchigram imaging method used in this work is insensitive to the low spatial frequencies (relative to $1/\lambda_L$) which exist in the $-\phi_0(y)/2$ phase shift profile. To qualitatively establish that the phase shift does not entirely disappear at the relativistic reversal angle, the electron microscope optics were aligned such that the diffraction plane and laser beam axis were coincident. In this configuration, the spatial phase profile imparted by the laser manifests in the contrast transfer function of the microscope and so appears in the Fourier transform of the image of a weak-phase sample [11].

Figure S11 shows Fourier transforms of the images of a thin carbon film sample under two electron beam alignment conditions. In both cases, $\theta = \theta_r$. In panel (a), the center of the electron beam diffraction pattern (green dot) was aligned to intersect the center of the laser beam. The profile of the laser-induced phase shift does indeed appear in the Fourier transform, with the laser axis running from the lower-left to upper-right. In panel (b), the center of the electron beam diffraction pattern was aligned off to the side of the laser beam. In this case, the laser-induced phase profile shows up in both the positive and negative frequency components of the image, as expected when the phase shift profile is asymmetric around the center of the diffraction pattern [26].
4.5 Phase contrast imaging

When the EM standing wave is used as a phase plate for phase contrast electron microscopy [11], the relativistic polarization dependence of the potential can be used to control the spatial profile of the phase shift applied by the phase plate. When a standing wave structure exists in the phase shift, electrons diffract, causing “ghost” image artifacts to appear in micrographs of strong phase objects [10]. An example of such ghost artifacts is shown in the comparison between Fig. S12(d) and Fig. S12(a): the “Laser off” image shows a lacy carbon sample with no laser phase plate present, while the “|θ| = 90°” panel shows the same region of the sample but imaged with the laser phase plate operated with a standing wave structure present in the phase shift. Ghost artifacts appear to the lower-left and upper-right of the primary object image (aligned with the standing wave axis). However, as the polarization is rotated to |θ| < 90°, the phase shift modulation depth decreases, resulting in less electron diffraction and weaker ghost artifacts (Fig. S12(b)).

At the relativistic reversal angle θr, the electron diffraction is eliminated entirely, and the ghost artifacts disappear (Fig. S12(c)). However, the phase shift profile φ(x, y) = −φ0(y)/2 still remains to provide phase contrast enhancement in the image (compare Fig. S12(c) and Fig. S12(d)—the former image has higher contrast). The remaining contrast enhancement is evident as increased low spatial frequency power spectral density in the Fourier transforms of the images (Fig. S12(e-h), detail in Fig. S12(i-l)).
Figure S12: Laser phase contrast electron microscopy: ghost image artifacts and phase contrast as a function of polarization angle. a-c) Images of a lacy carbon sample using different polarization angles (annotated, top). d) Comparison with the laser off. Ghost artifacts are present when the laser is on and the polarization angle is not equal to the relativistic reversal angle \( \theta_r \). e-h) Fourier transforms of panels (a-d), respectively. Phase contrast enhancement for all polarization angles is seen as increased power spectral density at low spatial frequencies, compared to the “laser off” case (panel (h)). i-l) Detail of the lowest spatial frequencies of the Fourier transforms in panels (e-h), respectively. In panels (e) and (f), the standing wave of the laser beam is evident. At the relativistic reversal angle (panel (k)), the standing wave structure disappears from the Fourier transform.