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Abstract—The simulation model of the asynchronous transformation of self-similar packets flow in the switching nodes has been developed. The producer-consumer pattern with a limited-sizes queue was used for the model; the asynchronous programming method was used to transform the self-similar traffic in the switching nodes. Unlike the well-known queuing models, the developed simulation model allow to take into account a limited amount of buffer memory when servicing a self-similar packets flow. The simulation model allows to investigate: the dependency between the size of the buffer and the network performance in terms of the quality of service; the amount of lost packets depending on the queue size; the effect of the queue size on the number of processed packets; the dependence of the number of lost packets on time with different Hurst exponent values.
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I. INTRODUCTION

One of the problems of transport telecommunication networks is the effective use of hub and channel resources when servicing self-similar traffic. Its solution requires the development of new methods to improve performance by optimizing network resources. The analysis of the used traffic models of modern and prospective networks to determine the probability-time characteristics of the information exchange of users leads to the conclusion that the use of Poisson models in many cases leads to an underestimation of the load and, consequently, to the impossibility of providing the required indicators of the Quality of Service (QoS) [1-3]. It is because the properties of computer and voice traffic have significant differences, the main of which is the presence of “long memory” in the distribution of the lengths of busy computer traffic that has “heavy tails” and is well characterized by Hurst exponent H.

The important parameter of the information exchange affecting the quality of service and network performance, is the losing messages probability due to the overflow of buffer storage devices (RAM) at switching nodes.

The queuing systems with self-similar traffic are being paid fairly close attention [2, 4-7]. However, the obtained results do not allow to cover the whole variety of traffic properties of modern applications. In the most of works for example [1, 7-9] it is shown that the self-similarity phenomenon in modern networks manifests itself asymptotically at large time intervals and depends on various reasons, one of which is that the information processing technologies used imply the transmission over one channel with different performance requirements. As a result, fractality and heterogeneity are manifested in its properties. In [10, 11], it was concluded that with increasing self-similarity, it is necessary to increase the buffer size to reduce the likelihood of packet loss. However, an unjustified increase in the buffer space leads to the decrease of the quality of information exchange, for example, to an increase in the average delay.

The simulation model of asynchronous transformation of self-similar traffic based on the producer-consumer pattern with a limited buffer in the switching nodes has been presented in the article. Also the lowest limit of the buffer memory is determined depending on the Hurst exponent value, when the packet loss probability equals to zero.

II. THE PROBLEM ANALYSIS

In transport networks, the buffer for arriving packages has a limited volume. When a large number of packets are received at the input of the system, the blocking may
occur, i.e. out of service packages are lost as a result. The number of lost packets is an indication of the quality of service. There are a lot of issues concerned with improving the performance of computing systems and networks and proposed models for solving this problem. In the article [11, 12] the models are described for calculating QoS in next-generation networks, focusing on the traffic properties of IP-based multi-service networks and the influence of end devices on the main indicators of service quality - delays and losses. However, an effective method of obtaining high network performance while maintaining self-similar traffic and satisfying QoS requirements in these works was not proposed. In [1-3], the issues of optimizing the buffer memory volume of switching nodes during the transmission of self-similar traffic were considered. A block diagram of a device for converting arrivals traffic, which allows the conversion of an arbitrary distribution of time intervals between packets to a Poisson law, is presented. The disadvantage of this model is the presence of two elements of the buffer memory, which ensure the cyclical nature of the functional transformations of the input self-similar flow of packets.

III. THE STATEMENT OF THE PROBLEM

In order to improve the performance of modern information and computing networks, it is necessary to develop a simulation model that transforms the arrival packets flow, which is self-similar $G(\tau_1)$, into a given distribution law $G(\tau_2)$, in particular, into the Poisson or exponential one. The transformation object is a one-dimensional density of the distribution of time intervals between packets of the arrivals flow $G(\tau_1)$.

Let’s determine the requirements for the simulation model. The simulation model should aim at investigating:

- the effect of buffer size M on network performance;
- the number of lost packets depending on the size of the queue;
- the dependence between the number of lost packets on time and Hurst exponent values.

The restrictions for a simulation model are:

- the limited buffer size of the switching node M;
- the buffer uses FIFO servicing discipline.
- It is necessary to obtain:
  - the number of lost packages depending on the queue size and the Hurst exponent value;
  - QoS estimation depending on the buffer size which used for servicing self-similar traffic;
- the dependence between buffer size and Hurst exponent in case of lossless servicing.

IV. THE PROBLEM SOLUTION

The imitation model is based on the producer / consumer pattern, which is used in asynchronous programming. It means one or several tasks “producer” data asynchronously and one or several tasks “consuming” them. The non-triviality of the problem lies in the fact that, potentially, both the creation of new data and their consumption may take a long time. Based on the conditions of the problem being solved, it is required that the data should be processed as quickly as possible.

The “producer-consumer” relationship implies a one-way communication channel used for transmitting packets. For this purpose, processes are linked through a buffer. The arrived packets are not consumed immediately, but should be able to be enqueued. The buffer works using the FIFO service discipline. The task of “producer-consumer” is to provide concurrent access of the input and output data flow to the shared buffer.

In the article, a limited-sized buffer is used. A self-similar packet flow arrives at the system input (the Hurst exponent value $H > 0.5$), and the output is a packet flow whose distribution density of time intervals between packets is distributed according to the exponential law. The input and output streams are matched by the value of the expectation.

The block diagram of the model for traffic transform is shown in figure 1.

To implement the simulation model, the programming language Python 3.7 and the packages NumPy, SciPy, and matplotlib were used. Also Jupyter Notebook was used as a tool for creating analytical reports, which allows you to save together program code, images, comments, formulas and graphs [13].

The simulation model work consists of several steps:

1. Setting the number of generated packets (population size) N and queue size M.

2. The definition of “producer” and “consumer” procedures for launching in the event loop.

3. The objects creation. The description of a random variable is distributed according to a given law (in our case it is Pareto distribution).

4. The time intervals sequence between packets generation. For this aim, we need a Hurst exponent value and a random generator seed.

5. Modeling the process of converting a stream of packets by means of asynchronous programming.
6. The calculation of the expectation \( E \) of a random variable describing the time intervals between arriving packages.

7. The object creation. It is required to obtain an exponential packet flow with an expectation equal to the expectation of the arrived packets flow. The control sequence is generated in the same way as the input stream.

8. Running a simulation of the packet stream transformation process.

9. The calculation of the statistical characteristics for the serviced packets flow: the expectation \( E \), the variance \( D \).

The UML sequence diagram describing the work of the developed model is shown on figure 2.
V. EXAMPLE

Consider the use of a simulation model for the analysis of indicators of the quality of information exchange.

The initial data:

- the population size $N = 1000$;
- the queue size $M = 10, 50, 100$;
- the time interval distribution between packets is Pareto;
- the packet flow service is implemented according to FIFO.

It is required to obtain:

- the number of lost packages depending on the queue size and the Hurst exponent value;
- QoS estimation depending on the buffer size which is used for servicing self-similar traffic;
- the dependence between buffer size and Hurst exponent in case of lossless servicing.

The simulation results are presented in the table 1 and on the figures 3-7. On the table 2 and the figure 8 is shown the dependency between buffer size $M$ and Hurst exponent $H$ for the case of servicing the self-similar packets flow with lossless.

VI. CONCLUSION

Thus, it is possible to draw the following conclusions:

1. Using a fixed volume of buffer memory, the value of packet loss increases with the increasing Hurst exponent.

2. When we increase buffer memory volume, the amount of successfully processed packets increases in the case of the fixed Hurst exponent value $H$.

3. With an increase in the Hurst exponent value $H$, the network performance decreases sharply, and, the higher the Hurst exponent, the lower the network performance.

4. The analysis of the lost packets amount in time has shown that the larger the buffer volume and the smaller the Hurst exponent value, the smaller the packet loss.
TABLE I. THE STATISTICAL CHARACTERISTICS OF THE DEVELOPED MODEL

| The Hurst exponent value, $H$ | The statistical characteristics | The arrived packets flow | The control flow | The packets flow of the «producer» | The packets flow of the «consumer» |
|------------------------------|---------------------------------|--------------------------|------------------|-----------------------------------|-----------------------------------|
|                              | Mean, $E$ | Variance, $D$ | Mean, $E$ | Variance, $D$ | Coefficient of variation | Mean, $E$ | Variance, $D$ | Coefficient of variation |
| 0.6                          | 2.25      | 5.06          | 2.11      | 2.04          | 0.97                        | 2.38      | 2.39          | 1.00                        |
| 0.8                          | 3.50      | 12.25         | 2.89      | 4.50          | 1.55                        | 3.72      | 3.74          | 1.00                        |
| 0.95                         | 10.99     | 120.99        | 4.65      | 12.15         | 2.60                        | 11.81     | 11.35         | 0.96                        |

Fig. 3. The number of the lost packages in the dependence on: a) the queue size $M$; b) the Hurst exponent $H$

Fig. 4. The QoS estimation in the dependence on: a) the queue size $M$; b) the Hurst exponent $H$
5. Using a fixed buffer size, the number of packets in the queue is higher, the larger the Hurst exponent value.

6. The lowest limit of the buffer size $M$ is determined while servicing the self-similar flow for different Hurst exponent values within lossless servicing.

Basing on the research we can draw the following conclusion: while servicing a self-similar packet flow, it is necessary to simultaneously control the volume of buffer memory and the bandwidth of switching nodes to meet the required QoS estimation for network users.
### Table II. The buffer size M values in dependency of the Hurst exponent values H

| Hurst exponent $H$ | Buffer size $M$ |
|-------------------|-----------------|
| 0.55              | 115             |
| 0.6               | 126             |
| 0.65              | 139             |
| 0.7               | 160             |
| 0.75              | 186             |
| 0.8               | 221             |
| 0.85              | 299             |
| 0.9               | 407             |
| 0.95              | 609             |

![Fig. 8. The buffer size M graph in dependency of the Hurst exponent value H](image)
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