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Abstract

Recently, self-attention (SA) structures became popular in computer vision fields. They have locally independent filters and can use large kernels, which contradicts the previously popular convolutional neural networks (CNNs). CNNs success was attributed to the hard-coded inductive biases of locality and spatial invariance. However, recent studies have shown that inductive biases in CNNs are too restrictive. On the other hand, the relative position encodings, similar to depthwise (DW) convolution, are necessary for the local SA networks, which indicates that the SA structures are not entirely spatially variant. Hence, we would like to determine which part of inductive biases contributes to the success of the local SA structures. To do so, we introduced context-aware decomposed attention (CADA), which decomposes attention maps into multiple trainable base kernels and accumulates them using context-aware (CA) parameters. This way, we could identify the link between the CNNs and SA networks. We conducted ablation studies using the ResNet50 applied to the ImageNet classification task. DW convolution could have a large locality without increasing computational costs compared to CNNs, but the accuracy saturates with larger kernels. CADA follows this characteristic of locality. We showed that context awareness was the crucial property; however, large local information was not necessary to construct CA parameters. Even though no spatial invariance makes training difficult, more relaxed spatial invariance gave better accuracy than strict spatial invariance. Also, additional strong spatial invariance through relative position encoding was preferable. We extended these experiments to filters for downsampling and showed that locality bias is more critical for downsampling but can remove the strong locality bias using relaxed spatial invariance.

1 Introduction

Global self-attention (SA) structures are becoming popular among computer vision tasks [11, 57], which have context-aware (CA) locally independent filters and can handle long-range dependencies. They are extended to non-CA MLP-based networks [36, 38], which are trained to induce locality and spatial invariance in the earlier layers. The inductive biases of SA and MLP-based networks are much more relaxed than the previously popular convolutional neural networks (CNNs). Hard-coded inductive biases of spatial invariance and locality are believed to be essential for the remarkable success of CNNs. However, several studies [12, 9] have shown that relaxing the inductive biases of CNNs can improve accuracy. Both the locally-connected and fully-connected networks without any spatial invariance are unable to train as the CNNs [27, 28], although they include convolutions in their parameter space. Hence, we would like to find out which part of inductive biases contributes to the success of the SA networks.

There are several reasons for the difficulty in comparing the CNNs and SA networks reported in the literature. First, many studies compare different networks using the same computation budgets or network sizes, making the comparison between components impossible. In particular, if the backbones are different, the effect of each component differs significantly. Especially the global SA networks use patches and lose local information. Because of computational complexity, the pyramid backbones of ResNets without patches are not feasible for the global SA networks, which further
The local SA networks without patch initial layer [21, 41, 30, 20, 1, 46] and with patch initial layer [15] give promising results. They are easier to compare with the CNNs, so we focused on the local SA networks. Note that this locality is different from popular window-based local Transformers, such as Swin Transformer [24]. Their attention kernels are the same within the local window. However, the attention kernels of the local SA networks are different depending on the location, which is discussed further in Appendix A.1. Previous local SA networks required position encodings and reported relative position encoding is better than absolute position encoding [1, 32, 30, 41]. Additional trainable computation to reshape relative position encoding is helpful [20, 10]. In both cases, the position encodings are the same as the DW convolutional filters. Using all trainable position encoding does not work [20], which is similar to the locally-connected networks. So, the local SA structures are not entirely spatially variant. We can assume they have inductive biases similar to DW convolutions. To study that, we introduced context-aware decomposed attention (CADA), which decomposes attention maps with trainable base kernels. It is the same idea as the low-rank SA structures for reducing computation costs [42, 8, 22]. CADA has one trainable kernel with the same size as the other base kernels to represent the relative position encodings. The base kernels are mixed using accumulation parameters computed through CA networks using the local CA kernel from the input feature map. CADA has two localities, one for the base kernels and the other for the CA kernels. Spatial invariance bias can be relaxed by adding base kernels. The schematic of the local attention map of CADA is given in Fig. 1. This filter construction is similar to traditional image processing, where carefully hand-crafted filters are provided, and they are mixed through the local kernel information. The aggregation block of CADA is the same operation as the DW convolution and the aggregation of the local SA structure. The main difference is how the attention maps/filters are constructed. We also studied non-CA decomposed attention (DA) to show the importance of context awareness. The properties of each structure are shown in Table 1. All networks could have the same locality bias.

Recent hierarchical structures apply downsampling between the stages [24, 18, 44, 25], similar to classical image processing, which implements subsampling after the low-pass filter to avoid aliasing [13, 34]. On the other hand, popular implementations of ResNets [14, 17] have downsampling within the skip connection. We observed that the accuracy could be boosted by applying some filters before subsampling to implement downsampling between the stages of ResNet. We called these filters "downsampling filters" to distinguish filters for feature extraction, which we call "spatial filters." We studied the inductive biases of both filters.

We used the ResNet50-D [16, 17] backbone for ablation studies. As the local SA networks, some of the CADA give significantly lower computation costs than the original convolution, which only

![Diagram of context-aware decomposed attention (CADA) structure](image)

**Figure 1: Schematic of context-aware decomposed attention (CADA) structure**

| Structure       | Context-aware | Spatial-invariant |
|-----------------|---------------|------------------|
| Locally-connected convolution | No            | No               |
| Local self-attention | Yes           | Somewhat         |
| CADA            | Yes           | Somewhat         |
| DA              | No            | Somewhat         |

**Table 1: Properties of each structure**

complicates the comparison. Second, the recent advancement in training schemes and regularizations [37, 38, 3] makes it difficult to compare the results of various reports in the literature. Even the traditional CNNs are improving using modern methods [17, 2, 43]. Third, the low computational cost of SA networks is due to the multihead (MH) aggregation operation, which is the same operation as the MH depthwise (DW) computation; hence, comparing SA networks with convolution does not give a fair comparison. The SA networks should be compared with the DW convolutional networks, which have more relaxed local inductive biases than CNNs. We conducted rigorous step-by-step ablation studies to compare each component.

The local SA networks without patch initial layer [21, 41, 30, 20, 1, 46] and with patch initial layer [15] give promising results. They are easier to compare with the CNNs, so we focused on the local SA networks. Note that this locality is different from popular window-based local Transformers, such as Swin Transformer [24]. Their attention kernels are the same within the local window. However, the attention kernels of the local SA networks are different depending on the location, which is discussed further in Appendix A.1. Previous local SA networks required position encodings and reported relative position encoding is better than absolute position encoding [1, 32, 30, 41]. Additional trainable computation to reshape relative position encoding is helpful [20, 10]. In both cases, the position encodings are the same as the DW convolutional filters. Using all trainable position encoding does not work [20], which is similar to the locally-connected networks. So, the local SA structures are not entirely spatially variant. We can assume they have inductive biases similar to DW convolutions. To study that, we introduced context-aware decomposed attention (CADA), which decomposes attention maps with trainable base kernels. It is the same idea as the low-rank SA structures for reducing computation costs [42, 8, 22]. CADA has one trainable kernel with the same size as the other base kernels to represent the relative position encodings. The base kernels are mixed using accumulation parameters computed through CA networks using the local CA kernel from the input feature map. CADA has two localities, one for the base kernels and the other for the CA kernels. Spatial invariance bias can be relaxed by adding base kernels. The schematic of the local attention map of CADA is given in Fig. 1. This filter construction is similar to traditional image processing, where carefully hand-crafted filters are provided, and they are mixed through the local kernel information. The aggregation block of CADA is the same operation as the DW convolution and the aggregation of the local SA structure. The main difference is how the attention maps/filters are constructed. We also studied non-CA decomposed attention (DA) to show the importance of context awareness. The properties of each structure are shown in Table 1. All networks could have the same locality bias.

Recent hierarchical structures apply downsampling between the stages [24, 18, 44, 25], similar to classical image processing, which implements subsampling after the low-pass filter to avoid aliasing [13, 34]. On the other hand, popular implementations of ResNets [14, 17] have downsampling within the skip connection. We observed that the accuracy could be boosted by applying some filters before subsampling to implement downsampling between the stages of ResNet. We called these filters "downsampling filters" to distinguish filters for feature extraction, which we call "spatial filters." We studied the inductive biases of both filters.

We used the ResNet50-D [16, 17] backbone for ablation studies. As the local SA networks, some of the CADA give significantly lower computation costs than the original convolution, which only
Table 2: Preferable settings. Having several base kernels can relax spatial invariance inductive bias. The CA kernel size represents the locality bias for context awareness, and the aggregation kernel size represents the locality bias of filters.

|                                | Accuracy                                      | computional /space complexity |
|--------------------------------|-----------------------------------------------|-------------------------------|
| number of heads                | many*                                         | any                           |
| number of base kernels         | many*                                         | less                          |
| context-aware (CA) kernel size | more than $1 \times 1^\ast$                    | smaller                       |
| aggregation kernel size        | larger$^\ast$                                  | $3 \times 3$                  | smaller |

$^\ast$ improvement saturates

2 Related work

Several studies are extending CNNs and local SA networks toward each other. We believe our study can generalize both the CNNs-based and local SA-based approaches. Fig. 1 shows the schematic of the CADA block. The original local SA block gives filters straight from the CA network block using queries and keys. Also, in the local SA structures, the input features are transformed into values before going into the aggregation block. The original convolutional blocks do not have filter construction blocks; filters are not context-aware and trained through back-propagation.

Local SA-based approach: The patchwise SAN [46] and involution [23] do not frame their networks with the base kernels. However, their implementation provides the same general structure as our CADA block. Both networks use $1 \times 1$ convolution with a bias to compute filters; hence, these biases represent position-encoding kernels. The involution uses $1 \times 1$ CA kernels, and the size of the patchwise SAN CA kernels is the same as that of base kernels. [46] tested various CA networks and compared the patchwise SAN with more standard pairwise SAN, which constructs filters through the pairwise computation of each location with the position encodings. The patchwise SAN gave better results than the pairwise SAN throughout different CA networks, including traditional local SA networks. Hence, we did not repeat the ablation studies of exchanging the CADA block with the local SA block.

CNN-based approach: To reduce the hard-coded spatial invariance, LRLC [12] provides several trainable convolutional weights. Their structures are close to ours; however, their base kernels include channel direction, leading to more restrictive inductive biases. Because of the high computational cost of convolution, they introduced per-row and per-column weights to represent their filters. Their construction showed that spatial invariance-induced locally-connected networks provide better results than CNNs using small datasets. LRLC was considered both with and without CA computation and showed that context-awareness helps with less aligned data. The CondConv [45] and dynamic convolution [5] give similar structures, and they use several filters like inceptions [33, 7] and mix them using trainable parameters according to each spatial location. The CA LRLC, CondConv, and dynamic convolution use full CA kernels, which are the same size as the input feature map.
3 Context-aware decomposed attention (CADA) block

We decomposed $G \times G$ attention map $F^{l,h} \in \mathbb{R}^{G \times G}$ at location $l$ and head $h$ as

$$F^{l,h} = p^h + \sum_{i=1}^{b} \alpha^{l,h}_i k_i^h,$$  \hspace{1cm} (1)

where $p^h \in \mathbb{R}^{G \times G}$ is the $G \times G$ relative position encoding kernel, $k_i^h \in \mathbb{R}^{G \times G}$ is the $G \times G$ base kernel, $b$ is the number of base kernels, and $\alpha^{l,h}_i \in \mathbb{R}$ is the accumulation parameter computed through the CA network using $T \times T$ input feature map $I_{CA}^{l,h} \in \mathbb{R}^{T \times T \times C_h}$ with channel size $C_h$. The schematic of CADA construction is shown in Fig. 2. The accumulation parameters $\alpha^{l,h}_i$ are computed for each head. As shown in Fig. 3, we also considered shared parameter (sp) cases where $\alpha^{l,h}_i$ are the same for all heads and computed using $T \times T$ input feature map with all channels. We call them CADAsp.
There are several choices of CA networks. We consider three networks, as shown in Fig. 4. CADAsp can use similar CA networks; the only modification required is to exchange the group convolution (gconv) to regular convolution.

Once attention maps are constructed, the aggregation operation is the same as the aggregation method of the local MH SA networks. We followed the patchwise SAN implementation. To construct attention maps, we only need $T \times T$ convolution and $1 \times 1$ convolution with grouping for CADA and without grouping for CADAsp. The details and a few modifications of aggregation implementations are listed in Appendix A.2.

To study spatial invariance, we can change the size of base kernels. We could choose a different number of base kernels for each stage, denoting $b = (i, j, k, l)$ for four stages in ResNet50. To study locality, we can modify the size of the CA kernels and aggregation kernels. The number of heads is another variable, and we use $C_h$ to denote the number of channels inside each head.

4 Different functionality of filters

Neural networks downsample images into a hierarchical order, similar to the traditional multi-scale feature representations. Even the patchwise images for Transformers and MLP-based networks use downscaling to mitigate the high computation cost of handling high-resolution images [24, 18, 44]. These networks usually implement downscaling by subsampling with pooling or convolution. Subsampling may violate the Nyquist rate and generate aliasing [29]. Therefore, classical image processing applies a low-pass filter before subsampling [13, 34]. For neural networks, the assumption is that the networks can learn the trait without an implicit low-pass filter.

The popular implementation of ResNets [14, 17] moved subsampling inside skip connection to incorporate with other filters, as shown in Fig. 5b and Fig. 5c. On the other hand, the hierarchical networks with patchwise images apply downsampling in between stages. ConvNext [25] took this idea of downscaling to DW convolutional networks and gave empirically better results than the downscaling within the residual block. We introduce ResNet-E, as shown in Fig. 5d, which adds a DW convolutional filter just before subsampling in the original ResNet [16]. ResNet-E gave better accuracy than downscaling within the residual block, as shown in Table 11 and Table 12 from Appendix. Therefore, to implement downsampling, some filters should be given before subsampling to mitigate aliasing. We call these filters “downsampling filters” and distinguish them from filters for feature extraction, which we call “spatial filters.” We observed that using DW convolutional filters as downsampling filters yields results comparable to or better than using implicit low-pass filters as downsampling filters; details are provided in Appendix A.3. Using ResNet-E, we could study the inductive biases of the downsampling filters.

1 https://github.com/hszhao/SAN
5 Experiments

We used the ResNet50-D [17] on the ImageNet classification task [31] as a backbone for our ablation studies. Since ImageNet images are compressed by JPG, the high-frequency bands of the images have already been removed. Therefore, it makes no sense to apply an extra low-pass filter in STEM. For ResNet-E, we used the same STEM as ResNet-D except for the final max pooling so that the downsampling filters could apply before each stage.

For training, we set the cosine learning rate to 0.1 [26], momentum to 0.9, and weight decay to 1e-4 [16]. We used synchronous SGD with 256 minibatch and 120 epochs on 8 V100 GPUs. We applied basic data augmentation of random cropping to 224x224 patches, random horizontal flipping, and normalization. We ran a few experiments with a modern training scheme and presented the results in Appendix A.4.

For ablation studies, we replaced $3 \times 3$ convolution and reported maximum Top-1 validation accuracy. For a fair comparison of the components, we also experimented with MH DW convolution. Recently, it has been shown that removing normalization can improve the accuracy of DW convolution [25]. We also tested with and without batch normalization (BN) and ReLU activation before $3 \times 3$ convolution on ResNet-D. No BN and ReLU with DW convolution following $1 \times 1$ convolution is equivalent to $G \times G$ convolution decomposed into $1 \times 1$ convolution and $G \times G$ DW convolution. Table 3 shows the accuracy of the ImageNet classification task with and without BN and ReLU. From these results, we chose not to use BN and ReLU with DW convolution in our experiments.

| 3 $\times$ 3 conv (original) | 7 $\times$ 7 DW conv w/o head | 7 $\times$ 7 DW conv with head |
|-----------------------------|-------------------------------|-----------------------------|
| BN/ReLU                     | 78.26%                        | 77.18%                      |
| None                        | 77.39%                        | 78.40%                      |
| BN                          | 77.58%                        | 78.35%                      |
| ReLU                        | 78.26%                        | 78.01%                      |

Table 3: Accuracy of the ImageNet classification task. Each head has 8 channels.

| $b$ = (4, 4, 4, 4) | with BN/ReLU | without BN/ReLU |
|-------------------|--------------|-----------------|
|                   | Top-1        | Top-1           | Params       | FLOPs       |
|                   | 77.89%       | 78.64%          | 14.45M       | 2.64G       |
| $b$ = (8, 16, 32, 64) | 77.85%       | 78.99%          | 15.96M       | 2.86G       |

Table 4: Accuracy of the ImageNet classification task using CA network A from Fig. 4 with $3 \times 3$ CA kernels, $7 \times 7$ aggregation kernels, and 8 channels in each head ($C_h = 8$). "$b$" represents the number of base kernels in each stage.

We also tested CADA with and without BN and ReLU using CA network A from Fig. 4 on ResNet-D. Table 4 shows the accuracy of the ImageNet classification task using CADA with $3 \times 3$ CA kernels, $7 \times 7$ aggregation kernels, and 8 channels in each head. Both $b$ = (4, 4, 4, 4) and $b$ = (8, 16, 32, 64) cases preferred no BN and ReLU; hence we did not use BN and ReLU in our CADA experiments.

| Architecture          | Top-1 | Params | FLOPs |
|-----------------------|-------|--------|-------|
| Patchwise SAN19 [46]  | 78.2% | 20.5M  | 3.3G  |
| Axial ResNet-S [41]   | 78.1% | 12.5M  | 3.3G  |
| RedNet(involution)-50 [23] | 78.4% | 15.5M  | 2.7G  |

Table 5: Architecture profiles of the ResNet-based local self-attention (SA) networks on the ImageNet classification task with a similar training scheme as ours.

Even though the construction of our attention map is quite different from other local SA-based methods, CADA can provide comparable results using a similar training scheme, as shown in Table 4 and Table 5. Our intention was not to create the SOTA networks but to study the inductive biases. Hence, we did not conduct an extensive hyper-parameter search.
Table 6: Accuracy of the ImageNet classification task from different CA networks in Fig. 4 and a non-CA network in Fig. 6 using $3 \times 3$ CA kernels and $7 \times 7$ aggregation kernels. The accuracy from $7 \times 7$ MH DW convolution is also given for the baseline. $C_h$ represents the number of channels in each head, and $b$ represents the number of base kernels in each stage.

|       | $C_h = 8$ |       | $C_h = 32$ |
|-------|-----------|-------|-----------|
| DW conv | 78.05% |       | 77.98%    |
| $b = (4, 4, 4, 4)$ | CADA | CADAsp | CADA | CADAsp |
| network A | 78.64% | 78.69% | 78.99% | 79.04% | 79.09% |
| network B | 78.58% | 78.54% | 78.75% | 79.08% | 78.99% | 78.99% |
| network C | 78.76% | 78.82% | 78.21% | 79.95% | 78.62% | 78.12% | 78.74% | 78.93% |
| network D | 78.13% | 78.45% | 77.84% | 78.18% |

Table 7: Accuracy of the ImageNet classification task from different non-CA networks in Fig. 6 using $7 \times 7$ aggregation kernels, and 8 channels in each head. $b$ represents the number of base kernels in each stage.

|       | $b = (4, 4, 4, 4)$ | $b = (8, 16, 32, 64)$ |
|-------|--------------------|-------------------------|
| D     | 78.13% 78.45%     | 77.84% 78.18%           |
| E     | 78.24% 77.95%     | 78.14% 78.09%           |
| F     | 78.25% 78.00%     | 78.28% 78.12%           |

We tested with different CA networks in Fig. 4 with $3 \times 3$ CA kernels and $7 \times 7$ aggregation kernels on ResNet-D. CADAsp use convolution instead of group convolution in CA networks. Table 6 shows that CADAsp gave similar results to CADA on network A and network B. We chose to use network A for our CADA and CADAsp experiments.

In the following section, we first show the inductive biases of the spatial filters using ResNet-D. Then, we provide the experimental results of the downsampling filters’ biases using ResNet-E.

### 5.1 Spatial filter

CADA has context awareness and relaxed spatial invariance bias. On the other hand, DW convolution does not have context awareness and has a strong spatial invariance bias. Both CADA and DW convolution can have the same locality in the aggregation kernels. So, to ensure the importance of context awareness, we removed them from CADA and CADAsp.

As shown in Fig. 6, we provided trainable weights instead of input features to construct accumulation parameters. We call this construction DA and DAsp to correspond to CADA and CADAsp. Table 6 shows the accuracy of the ImageNet classification task using different non-CA networks in Fig. 6. We chose network D for our non-CA network. As shown in Table 6 and Table 7, DAsp gave similar results to DA. We tried several DAsp networks with a different number of base kernels in each layer using $7 \times 7$ and $9 \times 9$ aggregation kernels without a head, as shown in Table 8. It gave no significant difference with the DW convolution. We also experimented with the different number of heads using $3 \times 3$ CA kernels, $7 \times 7$ aggregation kernels, and two different sizes of base kernels, as shown in...
Table 8: Accuracy of the ImageNet classification task given by no-head DAsp using $7 \times 7$ and $9 \times 9$ aggregation kernels and the different number of base kernels represented in the second rows.

| $b$     | DA$k$sp | DW conv |
|---------|---------|---------|
| $7 \times 7$ | 78.55% 78.41% 78.13% 78.44% 78.24% 78.40% | 78.40% |
| $9 \times 9$ | 78.32% 78.58% 78.33% 78.19% 78.31% 78.13% | 78.13% |

Figure 7: Left figure shows the accuracy of the Imagenet classification task, middle shows FLOPs, and right shows the number of parameters of corresponding networks depends on the size of the head using $3 \times 3$ CA kernels and $7 \times 7$ aggregation kernels. "$b$" represents the number of base kernels in each stage.

Fig. 7. It again showed no significant difference with the MH DW convolution. Hence, we can conclude that context awareness is a crucial structure, and we should study its locality bias.

5.1.1 Multi head

We tested CADAsp with a different number of channels in each head using $3 \times 3$ CA kernels and $7 \times 7$ aggregation kernels, as shown in Fig. 7. We also tested MH DW convolutional networks for comparison. There is a trade-off between computational complexity and accuracy, but there is no strong degradation between $C_h = 1$ to $C_h = 32$. Note, we could not produce a result of CADAsp with $C_h = 2$ and $b = (32, 64, 128, 256)$ due to the out-of-memory error in back-propagation.

5.1.2 Spatial invariance

To study spatial invariance, we first checked $7 \times 7$ locally-connected DW network, which is much more relaxed than the locally-connected network as in [9]. However, it only gave an accuracy of 76.68%, which was significantly worse than 78.40% of $7 \times 7$ DW convolution. Hence, strong spatial invariance is the important inductive bias for locally-connected structures.

We could relax this inductive bias by adding $7 \times 7$ base kernels. Fig. 8 shows the different number of base kernels over FLOPs and the number of parameters using $3 \times 3$ CA kernels and $7 \times 7$ aggregation kernels. We tested two different ways of adding base kernels. One was to add the same number of base kernels in each layer, $b = (i, i, i, i)$, which showed steady accuracy improvement over the size of the networks. The other was to double every stage as the channel increases, $b = (j, 2j, 4j, 8j)$, which was unstable; however, it still gave better accuracy compared with the DW convolution. So, relaxing spatial invariance help improve the accuracy.

Even though many base kernels gave better accuracy, some base kernels were trained to be small and easy to be pruned. So, the magnitude of spatial invariance cannot be determined solely on the number of base kernels. Table 9 shows the average number of base kernels over the heads in each layer after pruning, where we allowed 0.1% accuracy reduction without fine-tuning and used the $L_1$
Our construction has a relative position encoding, which gives strong spatial invariance. We tested with and without relative position encoding in CADAsp using 7 \times 7 and 9 \times 9 aggregation kernels, 3 \times 3 CA kernels, and 16 channels in each head, as shown in Fig. 9. It shows that having strong spatial invariance slightly helps increase accuracy, which is in line with the same experiments using a vision transformer [4]. In the implementation, relative position encoding in the accumulation block is provided by adding a bias term in convolution, so additional computational cost is negligible.

### 5.1.3 Locality

There are two localities in our construction, one for context awareness in the CA kernels and the other in the aggregation kernels, which is the same locality as the convolution. Fig. 10 shows the accuracy of the ImageNet classification task depending on the size of CA kernels using 7 \times 7 aggregation kernels and 16 channels in each head. All layers have the same size of CA kernels. The accuracy is quickly saturated with large CA kernels; hence, we only require local information to construct an attention map/filter for the classification task.

Fig. 11 shows the accuracy of the ImageNet classification task depending on the size of aggregation kernels using 3 \times 3 CA kernels and 16 channels in each head. A large base kernel provided better accuracy, but it got saturated, similar to the DW convolution’s locality. The properties of locality biases are similar among all spatial invariance; it only gets better with relaxed spatial invariance. In
Figure 10: Left figure shows the accuracy of the ImageNet classification task, middle shows FLOPs, and right shows the number of parameters of corresponding networks depends on the CA kernel size using $7 \times 7$ aggregation kernels and 16 channels in each head ($C_h = 16$). "$b$" represents the number of base kernels in each stage.

Figure 11: Left figure shows the accuracy of the ImageNet classification task, middle shows FLOPs, and right shows the number of parameters of corresponding networks depends on the aggregation kernel size using $3 \times 3$ CA kernels and 16 channels in each head ($C_h = 16$). "$b$" represents the number of base kernels in each stage.

In this experiment, we used the same kernel sizes for all layers even though the smaller convolutional kernels are preferable in earlier layers [35]. In other words, the local biases are different in each layer. So, to have better accuracy, we should consider different kernel sizes in each layer.

5.2 Downsampling filter

We experimented with the CADA, and CADAsp downsampling filters using several spatial filters, as shown in Fig. 12 CADAsp generally gave better results, so we used CADAsp to study inductive biases in this section. Also, we chose to use the same number of base kernels for all layers.

We conducted ablation studies on four downsampling filters between stages, so the additional computation cost is significantly smaller than the modification of the spatial filters.

5.2.1 Multi head

To study a preferable number of heads for downsampling filters, we first tested with $7 \times 7$ DW convolutional spatial filters. Fig. 13 shows the accuracies of the ImageNet classification task depending on the number of channels in each head of $3 \times 3$ MH DW convolutional and CADAsp downsampling filters using $3 \times 3$ CA kernels and $3 \times 3$ aggregation kernels. The accuracy does not decline as the
We tested spatial invariance inductive bias in the downsampling filters using the different number of base kernels. Any additional downsampling filters with $3 \times 3$ filters using $3 \times 3$ CA kernels, and 16 channels in each head, is not important. Considering the space complexity, we should choose a single head. Thus, for the downsampling filters, having multiple heads is almost equivalent to single and multiple heads.

We extended these experiments with the CADAsp spatial filters using $3 \times 3$ CA kernels, $7 \times 7$ aggregation kernels, and 16 channels in each head. We used the same downsampling filters from prior experiments with different numbers of heads, as shown in Table 10, which again shows no significant difference with single and multiple heads. Thus, for the downsampling filters, having multiple heads is not important. Considering the space complexity, we should choose a single head.

### 5.2.2 Spatial invariance

We tested spatial invariance inductive bias in the downsampling filters using the different number of base kernels in the CADAsp with different spatial filters, as shown in Fig. 15. The straight line shows the accuracy without the downsampling filters. As expected from Section 5.1.2, the accuracy can be improved by relaxing the spatial invariance bias of spatial filters. We used the CADAsp spatial filters using $3 \times 3$ CA kernels, $7 \times 7$ aggregation kernels, 16 channels in each head, and 8 or 128 base kernels. Any additional downsampling filters with $3 \times 3$ aggregation kernels further improved
Appendix. No implicit low-pass filter might cause this, so we added 2 averaging filter before DW convolution, which gave no significant difference, as shown in Fig. 16.

5.2.3 Locality

The DW convolutional downsampling filter requires a strong locality bias, as shown in Fig. 24 from Appendix. No implicit low-pass filter might cause this, so we added 2 × 2 averaging filter before DW convolution, which gave no significant difference, as shown in Fig. 16.

First, we tested the locality bias of context awareness in the CA kernels of the CADAsp downsampling filters, using 3 × 3 aggregation kernels, one head, and 8 or 128 base kernels, as shown in Fig. 17. We experimented with the spatial filters of 7 × 7 DW convolution and CADAsp using 3 × 3 CA kernels, 7 × 7 aggregation kernels, 16 channels in each head, and 8 or 128 base kernels. Similar to Fig. 10, the accuracy is quickly saturated, so we only require local information for context awareness.

Second, we tested locality bias in the aggregation kernels of the downsampling filters. Fig. 18 shows the same results as Fig. 15 with different groupings. Fig. 18a shows the accuracy of the DW convolution, which gave no significant difference, as shown in Fig. 16.
The CADAsp spatial filters use $3 \times 3$ aggregation kernels and 16 channels in each head. $b$ represents the number of base kernels. The CADAsp spatial filters use $3 \times 3$ convolutional downsampling filters. As with Fig. 24 in the Appendix, locality bias is crucial. Fig. 18b, Fig. 18c, and Fig. 18d show the accuracy of the CADAsp downsampling filters with different base kernels. As spatial invariance is relaxed, the locality bias is also relaxed; however, larger kernels do not improve accuracy, contrary to the locality bias of the spatial filters, as shown in Fig. 11.

Finally, we checked whether setting a CADAsp downsampling filter to a $3 \times 3$ aggregation kernel could change the nature of the locality bias of the spatial filter. Fig. 19 shows the accuracy of the ImageNet classification task depending on the size of the spatial filter’s aggregation kernel. The CADAsp spatial filters use $3 \times 3$ CA kernels and 16 channels in each head. The CADAsp downsampling filters use $3 \times 3$ CA kernels, $7 \times 7$ aggregation kernels, and one head. Fig. 19a and Fig. 19b also show the result of ResNet-D from Fig. 11 for references. Even with a fixed downsampling filter size, the accuracy saturates as the aggregation kernel of the spatial filter increases.
Figure 19: Accuracy of the ImageNet classification task depends on the aggregation kernel size of the spatial filters (SF). The CADAsp SF use $3 \times 3$ CA kernels and 16 channels in each head. "b" represents the number of base kernels. The CADAsp downsampling filters use $3 \times 3$ CA kernels, $3 \times 3$ aggregation kernels, and one head.

6 Conclusion

We introduced CADA to study inductive biases of locality and spatial invariance in locally-connected structures and determine which part of inductive biases in the local SA networks contributes to the remarkable success compared with CNNs. We found that context awareness is an important property, but large CA kernels do not provide additional information for the classification task. We also showed that more relaxed spatial invariance, the property of SA networks, gives better accuracy. Even though removing spatial invariance altogether makes training more difficult. Also, additional strong spatial invariance through relative position encoding is preferable with relaxed spatial invariance. The locality bias through filter size is essential for downsampling filters but not for spatial filters in CADA and DW convolution. Relaxed spatial invariance bias can mitigate the locality bias in downsampling filters, but it does not change the property of the locality bias of spatial filters. The complete preferable setting of CADA is given in Table 2. We believe that these insights can help us understand inductive biases in locally-connected structures.
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A.1 Global kernel

Locally-connected filters, including local attention maps with patch initialization, could be decomposed because we assumed spatial invariant inductive biases in which the networks share local base kernels. However, if the networks use global filters without sliding, then the kernel of the global filters is the same everywhere, as shown in Fig. 20, which means the relative shape of the filter from the location of the interest is different everywhere. In other words, the base kernels of these filters are also different in each location; hence we cannot study them by CADA structures.

A.2 Code

We followed implementation from the patchwise SAN [46]. To construct filters using CA network A from Fig. 4, we used Listing 1 for CADA and Listing 2 for CADAsp.

Listing 1: filter construction using CA network A for CADA

```python
# width: input channel
# numHead: number of channels in each head
# numBase: number of base kernels

self.CAnetworkA = nn.Sequential(
    nn.Conv2d(width, (width//numHead)*(numBase), groups=width//numHead,
      kernel_size=attention_kernel, padding=attention_kernel//2, bias=False, stride=stride),
    norm_layer((width//numHead)*(numBase)),
    nn.ReLU(inplace=True),
    nn.Conv2d((width//numHead)*(numBase), self.aggregation_kernel_size*self.aggregation_kernel_size*(width//numHead), groups=(width//numHead))
)```
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Listing 2: filter construction using CA network A for CADAsp

```python
self.CAnetworkA = nn.Sequential(
    nn.Conv2d(width, numBase, kernel_size=attention_kernel, padding=
                   attention_kernel//2, bias=False, stride=stride),
    norm_layer(numBase),
    nn.ReLU(inplace=True),
    nn.Conv2d(numBase, self.aggregation_kernel_size*self.
                   aggregation_kernel_size*(width//numHead), kernel_size=1))
```

For aggregation, we used Listing 3:

Listing 3: aggregation

```python
self.aggregation = Aggregation(kernel_size=self.aggregation_kernel_size,
                                stride=stride, padding=self.aggregation_kernel_size//2, dilation=1,
                                pad_mode=0)
```

To use the aggregation function, we needed to change the order of computation for CADA. CADAsp does not need to modify the function, but it can also use the modified version. Three lines in Listing 4 from the original code in "aggregation_zeropad.py" are replaced with Listing 5 respectively.

Listing 4: original code in "aggregation_zeropad.py" to be modified for CADA

```c
const int offset_weight = ((n * ${weight_channels} + c % ${weight_channels}) * ${kernel_h} * ${kernel_w} + (kh * ${kernel_w} + kw)) * ${top_height} * ${top_width} + h * ${top_width} + w;
const int offset_weight = ((n * ${weight_channels} + c % ${weight_channels}) * ${kernel_h} * ${kernel_w} + (kh * ${kernel_w} + kw)) * ${top_height} * ${top_width} + h_out * ${top_width} + w_out;
for (int cc = c; cc < ${input_channels}; cc += ${weight_channels}) {
```

Listing 5: modified code in "aggregation_zeropad.py" for CADA

```c
const int offset_weight = ((n * ${weight_channels} + c * ${weight_channels}/${input_channels}) * ${kernel_h} * ${kernel_w} + (kh * ${kernel_w} + kw)) * ${top_height} * ${top_width} + h * ${top_width} + w;
const int offset_weight = ((n * ${weight_channels} + c * ${weight_channels}/${input_channels}) * ${kernel_h} * ${kernel_w} + (kh * ${kernel_w} + kw)) * ${top_height} * ${top_width} + h_out * ${top_width} + w_out;
for (int cc = c*(${input_channels}/${weight_channels}); cc < (c+1)*(${input_channels}/${weight_channels}); cc++) {
```

A.3 ResNet-E

There are several versions of ResNets, as shown in Fig. 21. The original ResNet [16] has subsampling at the beginning of each stage, as shown in Fig. 21a. TorchVision implementation [14, 40] moved the location of the subsampling within the residual block, as shown in Fig. 21b. This implementation is adopted in Tensorflow [39] used by [39]. It is named ResNet-B in [17], which further tweaked ResNet by adding 2 × 2 average pooling and named ResNet-D, as shown in Fig. 21c. [39] introduced a post-filter before subsampling, as shown in Fig. 21d, which showed that removing anti-aliasing makes the networks more robust and stable. We added filters before subsampling in the original ResNet, as shown in Fig. 21c. We compared them using the same STEM from the original ResNet.

[https://github.com/tensorflow/models/blob/master/official/legacy/image_classification/resnet/resnet_model.py](https://github.com/tensorflow/models/blob/master/official/legacy/image_classification/resnet/resnet_model.py)
A.3.1 Downsampling filters

To avoid aliasing, we should remove the high-pass band from the signal \([13, 34]\). Since ResNets and many other CNNs use strides of 2, we should remove half of the signal to satisfy the Nyquist sampling rate.

Fig. 22 shows different filters in the frequency domain. The ideal filter is shown in Fig. 22a. If the input images are not exactly the same size, then creating masks for the ideal filter is difficult; hence we also used box filters, shown in Fig. 22b. These filters are implemented with FFT, so computational complexity is negligible. However, many embedded systems do not have FFT accelerators. Also, they have limited memory and data throughput capacity, making it impossible to operate in the frequency domain. Hence, approximated low-pass filters are used in the spatial domain in classical image processing. The binomial filter, shown in Fig. 22c, is a blur filter commonly used in traditional image processing, and average pooling is popularly used in CNNs. Fig. 22d, Fig. 22e, and Fig. 22f show average pooling filters with different kernel sizes.

We compared the trainable DW convolution with the non-trainable low-pass filters before subsampling. Fig. 23 shows the trained 5 × 5 DW convolutions for the first downsampled residual block of ResNet50 in the frequency domain. The trained filters act as feature detectors while removing the high-frequency bands.

A.3.2 Experiments

We trained the different types of ResNet50 using a classical learning scheme from the default setup of TorchVision.

Fig. 24 shows the accuracies over the size of filters before subsampling in Fig. 21e using DW convolution and average pooling. As shown in Fig. 22f, 5 × 5 average pooling removes too much information, which causes the accuracy decline. DW convolutional filters are more flexible and can be trained with larger kernels. However, 3 × 3 DW convolution already performs well.

Table 11 lists the accuracies and computational/space complexities. It clearly shows that the methods with a low-pass filter before subsampling provide better results. ResNet-B has a low-pass filter, computed through convolution, in only one path; hence it gives accuracy between no low-pass filter and a low-pass filter in both paths. ResNet-B and ResNet-D are more computationally expensive than...
the original ResNet because of later subsampling in the networks. In our method, DW convolution has additional trainable parameters, but compared to the size of the whole network, extra memory usage and FLOPs are negligible.

We also experimented with a modern augmentation and learning scheme from [40] before any updates; the standard training reference script for TorchVision is given in Listing 6 Table 12 shows similar results as Table [11] where the DW convolutional downsampling filter can provide good accuracy compared to non-trainable low-pass filters.

Listing 6: reference script of the modern training scheme [40]

```
torchrun --nproc_per_node=8 train.py --model resnet50 --batch-size 128 --lr 0.5 --lr-scheduler cosineannealinglr --lr-warmup-epochs 5 --lr-warmup-method linear --auto-augment ta_wide --epochs 600 --random-erase 0.1 --weight-decay 0.00002 --norm-weight-decay 0.0 --label-smoothing 0.1 --mixup-alpha 0.2 --cutmix-alpha 1.0 --train-crop-size 176 --model-ema --val-resize-size 232
```

[40] https://github.com/pytorch/vision/tree/main/references/classification

Figure 23: Trained $5 \times 5$ DW convolutional filters before the first downsampled residual block in the frequency domain
Figure 24: Accuracy of the ImageNet classification task depends on the kernel size of the downsampling filters using a classical training scheme.

|                | Params | FLOPs | Top-1  | Top-5  |
|----------------|--------|-------|--------|--------|
| ResNet         | 25.6M  | 3.9G  | 75.43% | 92.42% |
| ResNet-B       | 25.6M  | 4.1G  | 75.69% | 92.87% |
| ResNet-D       | 25.6M  | 4.1G  | 76.53% | 93.13% |
| post filter    | 25.6M  | 6.1G  | 76.62% | 93.22% |

Table 11: Accuracy and computational/space complexity of the ImageNet classification task depend on different modifications of ResNet50 using a classical training scheme.

A.4 Modern training scheme

Recently, strong regularizations have provided better results in both traditional CNNs [43, 2] and SA networks [37]. These methods require long epochs, hence not feasible for our ablation studies. In this section, we experimented with three CADAsp on ResNet-D with a modern augmentation and learning scheme [40], as shown in Table 12. Listing 7 shows the training scheme using the standard training reference script for TorchVision. Because of cropping in the augmentation, we gave $3 \times 3$ average pooling with zero padding instead of the original $2 \times 2$ average pooling without padding for all networks. Even with the strong augmentation, CADAsp provided better accuracy than DW.

|                | Top-1   | Top-5   |
|----------------|---------|---------|
| ResNet         | 79.87%  | 94.99%  |
| ResNet-B [14, 40] * | 80.67%  | 95.17%  |

Table 12: Accuracy of the ImageNet classification task depends on the different modifications of ResNet50 using a modern augmentation and training scheme shown in Listing 6.

* Data is taken from [40]. Note, official TorchVision implementation is not the original ResNet.
convolution and was on par with convolution. We should note that the augmentations and training schemes are specifically tuned for the ResNet.

| Architecture               | Top-1   | Params  | FLOPs  |
|----------------------------|---------|---------|--------|
| $3 \times 3$ conv (ResNet-D) | 81.17%  | 25.58M  | 4.37G  |
| $7 \times 7$ DW conv (no head) | 80.54%  | 14.44M  | 2.58G  |
| $9 \times 9$ CADAsp $b = (8, 8, 8), C_h = 16$ | 81.15%  | 14.64M  | 2.76G  |
| $7 \times 7$ CADAsp $b = (16, 16, 16, 16), C_h = 4$ | 81.42%  | 15.61M  | 3.06G  |
| $9 \times 9$ CADAsp $b = (128, 128, 128, 128), C_h = 16$ | 81.45%  | 21.10M  | 5.12G  |

Table 13: Accuracy of the ImageNet classification task using the modern training method for ResNet on ResNet-D with convolution, DW convolution, and CADAsp using $3 \times 3$ CA kernels. "$C_h$" represents the number of channels in each head, and "$b$" represents the number of base kernels in each stage.

Listing 7: reference script of the modern training scheme [40]

```
torchrun --nproc_per_node=8 train.py --model resnet50 --batch-size 128 --lr 0.5 --lr-scheduler cosineannealinglr --lr-warmup-epochs 5 --lr-warmup-method linear --auto-augment ta_wide --epochs 600 --random-erase 0.1 --weight-decay 0.00002 --norm-weight-decay 0.0 --label-smoothing 0.1 --mixup-alpha 0.2 --cutmix-alpha 1.0 --train-crop-size 176 --model-ema --val-resize-size 232 --ra-sampler --ra-reps 4
```

A.5 Trained base kernels

In Section 5.1.2, we discussed trained base kernels. In this section, we give examples of trained kernels after pruning of CADAsp, using $3 \times 3$ CA kernels, $7 \times 7$ aggregation kernels, 128 base kernels for all layers, and 16 channels in each head ($C_h = 16$). Fig. 25 shows the trained relative position encoding kernels and base kernels in the same head. Some of the base kernels are correlated, as shown in Fig. 27. Also, some base kernels are correlated with the relative position encoding kernel in the same head, as shown in Fig. 25.

Figure 25: Average correlation with base kernels and position encoding in the same head after pruning using CADAsp with 128 base kernels for all layers, $3 \times 3$ CA kernels, $7 \times 7$ aggregation kernels, and 16 channels in each head.
Figure 26: Two sets of trained kernels in the same head after pruning using CADAsp with 128 base kernels for all layers, $3 \times 3$ CA kernels, $7 \times 7$ aggregation kernels, and 16 channels in each head. Ten randomly chosen base kernels are shown.
Figure 27: Two sets of trained base kernels’ correlation in the same head after pruning using CADAsp with 128 base kernels for all layers, $3 \times 3$ CA kernels, $7 \times 7$ aggregation kernels, and 16 channels in each head.