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ABSTRACT
During an infectious disease pandemic, it is critical to share electronic medical records or models (learned from these records) across regions. Applying one region’s data/model to another region often have distribution shift issues that violate the assumptions of traditional machine learning techniques. Transfer learning can be a solution. To explore the potential of deep transfer learning algorithms, we applied two data-based algorithms (domain adversarial neural networks and maximum classifier discrepancy) and model-based transfer learning algorithms to infectious disease detection tasks. We further studied well-defined synthetic scenarios where the data distribution differences between two regions are known. Our experiments show that, in the context of infectious disease classification, transfer learning may be useful when (1) the source and target are similar and the target training data is insufficient and (2) the target training data does not have labels. Model-based transfer learning works well in the first situation, in which case the performance closely matched that of the data-based transfer learning models. Still, further investigation of the domain shift in real world research data to account for the drop in performance is needed.
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• Applied computing → Health informatics; • Computing methodologies → Transfer learning.
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1 INTRODUCTION
The ability to predict, forecast, and control disease outbreaks highly depends on the ability of disease surveillance. Compared to traditional laboratory reporting and physician reporting systems, automated case detection based on electronic medical records has much less time delay and can cover a large population. However, development of an automated case detection system may require a large training dataset for modeling, which not all regions have available. One solution is that, if region A were affected by an outbreak first, it could share its developed case detection system with region B before region B becomes significantly affected.

Since both regions cover different populations that are served by healthcare institutions with different electronic medical record systems, their features and distributions for case detection could be different. These differences may not be handled well by traditional machine learning technologies, because they usually work under the assumption that the data for model development and the data for model deployment later have the same underlying distribution, an assumption that cannot hold when the training and test of the model are done at different regions/health care systems. Not only could the test data have a different set of features from the training data, but the correlation between predictive features and class variable could be different between training data and test data. Therefore, when applying a model developed with training data to the test data, the differences between them could lead to a dramatic performance drop.

Transfer learning can be a potential solution. Transfer learning [14] offers an effective way of reusing data/model (for one task) for another task, by considering both the similarities and the differences between the two tasks. Having been successfully used for many tasks, transfer learning may be able to facilitate data/model sharing to enhance infectious disease case detection. Once region B has a few cases, transfer learning techniques could be used to adapt the case detection system from region A using the data pattern appearing in region B, thereby increasing the case detection capability for region B.

This study explored the potential of deep transfer learning techniques for infectious disease case detection tasks, which aim to identify cases of infectious respiratory diseases (e.g., influenza) from emergency department visits based on their different clinical manifestations. The patients’ clinical signs or symptoms have been extracted from electronic medical records using natural language processing, the use of which further increases the difference between data distributions that need to be handled by transfer learning. We compared different data-based and model-based deep transfer learning algorithms in both real world scenarios and simulated scenarios. The simulation experiments allow us to study how transfer learning generated models perform with respect to the known difference between the source and target distributions.

2 BACKGROUND
Transfer learning is defined as follows: ‘Given a source domain $D_S$ and learning task $T_S$, a target domain $D_T$, and learning task $T_T$, transfer learning aims to help improve the learning of the target predictive function (target model) $f_T(\cdot)$ in $D_T$ using the knowledge in $D_S$ and $T_S$, where $D_S \neq D_T$, or $T_S \neq T_T$. [14]’ In this definition, a domain is denoted by $D = \{X, P(X)\}$, where $X$ is the feature space, and $P(X)$ is the marginal probability distribution of features. A task is denoted by $T = \{Y, f(\cdot)\}$, where $Y$ is the label space of the class variable, and $f(\cdot)$ is an objective predictive function to be learned. Transfer learning has been studied in classic machine learning models, such as logistic regression $[11][1]$, SVM $[7][4][21]$, and Bayesian networks $[18][2]$. 
Recent explorations of transfer learning mostly focus on deep neural networks [19], namely deep transfer learning. Deep transfer learning has been successfully applied in many biomedical image classification tasks [15][9] [10][12] and for biomedical name entity recognition [16]. Deep transfer learning can be accomplished using either source data or source models.

**Data-based deep transfer learning** leverages labeled source data along with labeled/unlabeled target data to learn a classifier with strong predictive ability on the target data. There exist several different approaches to using the source data. Mapping-based approaches learn a mapping of the source and target data to a new feature space in which the two are similar, as measured by some distance metric, and then train a classifier using this shared space. An example algorithm that learns the new mapping is Transfer Component Analysis (TCA) [13]. Instance weighting approaches, like TrAdaBoost, find an appropriate weighting for some subset of the source data to be used to augment the target data [3]. This is particularly helpful when the domain data size is small. Recently, researchers have also found success in adversarial approaches, where a model is trained to be indistinguishable between the source and target data, while being discriminate for the original predictive task [19]. To achieve this, the training objective combines the original classification loss with an additional loss corresponding to a domain classifier’s ability to discriminate between source and target examples. Several state-of-the-art methods combine elements from these different approaches, for example by learning the shared source-target mappings through the inclusion of an adversarial domain classifier [5][17][20].

**Model-based deep transfer learning** reuses a partial network from a trained source model and tunes the remaining layers for the target domain, thereby making use of the shareable knowledge from the source [22]. For example, a recent study used a CNN trained on the ImageNet dataset (source model) plus 108,312 optical coherence tomography images (target data) to diagnose the most common blinding retinal diseases (target task) [9]. Its results showed that deep transfer learning significantly increased the prediction accuracy and shortened the training time to perform the target task as compared to deep learning using the same target data without using a source model.

### 3 METHODS

We compare a data-based deep transfer learning strategy with a model-based deep transfer learning strategy, because the latter may be more feasible for biomedical knowledge sharing across institutional boundaries. In particular, we conduct experiments in both real-world tasks and synthetic scenarios to gain insight into how the difference in the source and target distributions and the availability of target data influence transfer learning performance.

#### 3.1 Data-Based Deep Transfer Learning

We consider two data-based transfer learning algorithms: domain adversarial neural networks (DANN) [5] and maximum classifier discrepancy (MCD) [17]. We choose these two to explore because DANN represents the simplest approach to adversarial transfer learning and MCD recently achieved improvements on a few image domain adaptation tasks [17]. These two algorithms can conduct unsupervised transfer learning scenarios where the class labels of the target data are not available.

**3.1.1 Domain Adversarial Neural Networks.** The DANN approach (Figure 1) uses a single feedforward network, consisting of a feature extractor \(G_f\) and label predictor \(G_y\) (for the source task if no target label is available), in tandem with a domain classifier \(G_d\). The loss function trades off between performing well on the source label prediction task and fooling the domain classifier, as controlled by a coefficient \(\lambda\). In that way, the network learns a feature representation indistinguishable between the source and target domains while still being discriminate for the original prediction task.

![Figure 1: DANN algorithm.](image)

Formally, suppose the data is of size \(N = n + n'\) where the first \(n\) are from the source data and the last \(n'\) are from the target data. Let \(L_y^i\) denote the source label prediction loss on the \(i\)th example and \(L_d^i\) denote the domain classifier loss on the \(i\)th example. Moreover, let \(\theta_f, \theta_y, \text{ and } \theta_d\) represent the parameters of \(G_f, G_y,\) and \(G_d\), respectively. Then, the overall loss is given by:

\[
L = \frac{1}{n} \sum_{i=1}^{n} L_y^i(\theta_f, \theta_y) - \lambda \left( \frac{1}{n} \sum_{i=1}^{n} L_d^i(\theta_f, \theta_d) + \frac{1}{n'} \sum_{i=n+1}^{N} L_d^i(\theta_f, \theta_d) \right)
\]

In particular, we choose \(L_y\) to be cross-entropy loss and \(L_d\) to be binary cross-entropy loss. The specific architectures for the networks \(G_f, G_y,\) and \(G_d\) vary depending on the experiment.

**3.1.2 Maximum Classifier Discrepancy.** The MCD approach (Figure 2) considers a feature extractor \(G\) and two label predictors, \(F_1\) and \(F_2\). The two label predictors have the same network structure and will be trained using the same training data. The two label predictors’ parameters are initiated differently, which results in different optimal parameters in the final models. The MCD approach introduces the concept of discrepancy, which is a measure of the divergence between the probabilistic outputs of \(F_1\) and \(F_2\). Specifically, if there are \(K\) classes, suppose \(p_{i,k}\) denotes the probability of the \(k\)th class under \(p_i\), the softmax output of \(F_i\), where \(k \in [K]\) and \(i \in \{1, 2\}\). Then, the discrepancy between \(p_1\) and \(p_2\) is

\[
d(p_1, p_2) = \frac{1}{K} \sum_{k=1}^{K} \left| p_{1,k} - p_{2,k} \right|.
\]
A single iteration of training the overall network occurs in steps, using discrepancy to optimize for the source task while generalizing to the target task. Let \((X_s, Y_s)\) denote the source data and labels, and let \(X_t\) denote the target data. To begin, the source data is fed through \(G\) to \(F_1\) and \(F_2\), optimizing the loss on the source task
\[
\min_{G, F_1, F_2} \mathcal{L}(X_s, Y_s),
\]
where \(\mathcal{L}(X_s, Y_s)\) is given by the summed cross-entropy loss with respect to \(p_1\) and \(p_2\). Then \(F_1\) and \(F_2\) take a step to maximize the discrepancy to improve their generalization to samples outside the source support with the objective
\[
\min_{F_1, F_2} \mathcal{L}(X_s, Y_s) - \lambda \mathcal{L}_{adv}(X_t)
\]
where \(\mathcal{L}_{adv}(X_t) = \mathbb{E}_{x_t \sim X_t} [d(p_1(y | x_t), p_2(y | x_t))].\)

Just as for DANN, \(\lambda\) controls the weighting of the adversarial loss \(\mathcal{L}_{adv}\). Finally, \(G\) takes a step to minimize discrepancy to encourage learning a representation that maps target and source data to the same space; in particular, it considers the objective
\[
\min_{G} \mathcal{L}_{adv}(X_t).
\]

After training, either \(F_1\) or \(F_2\) (or both) can be used for inference. Again, the specific architectures for the networks \(G, F_1\), and \(F_2\) vary depending on the experiment.

### 3.2 Model-Based Deep Transfer Learning

We also consider transfer learning that adapts a source neural network model for a target setting. In particular, after training a source model, we can learn a target model (with the same architecture) by retraining parameters in three ways: (1) retrain the entire neural network, (2) freeze the first layer and retrain the remaining layers, and (3) freeze the first few layers and retrain the last layer. While each approach requires varying degrees of parameter re-tuning, all three may be feasible alternatives when the source data is not available (meaning data-based transfer learning is not applicable).

### 3.3 Synthetic Experiments

The goal of synthetic experiments is to gain insight into the conditions under which the data-based and model-based transfer learning algorithms may perform successfully in infectious disease case detection tasks. To this end, we simulate synthetic research data, of which the joint distribution is represented using Bayesian networks. Each network realization follows an architecture defined by a single class variable \(z\), which represents the diagnosis, and \(n\) feature variables \(x_i\) for \(1 \leq i \leq n\), where \(R(x)\) denotes the range of \(x\). In other words, \(s\) and \(r_i\) give the number of different diagnoses and of different symptom levels for the \(i\)th symptom, respectively.

Given this Bayesian network architecture, the probability tables for the target model were learned from the electronic medical records of (name of the institution) healthcare visits between January 2008 and May 2014. Training data included age groups, clinical features extracted by a medical natural language processing parser, and disease labels involving 3808 influenza visits, 6224 RSV visits, 2074 parainfluenza visits, and 2024 hMPV visits.

Then, for the source models, we reuse the target model’s marginal distribution for \(z\) and generate the conditionals \(p(x_i | z)\) as follows: We (1) convert the target model’s conditional probabilities into log odds; (2) add random noise to the log odds where the noise follows a normal distribution \(N(0, \sigma^2)\); and (3) convert the log odds back to conditional probabilities. Specifically, we consider \(\sigma \in \{0.01, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1, 1.5, 1.8, 2\}\). From these realized source models, we generate source training datasets of size \(10,000\), and from the target model, target training datasets of size \(50, 100, 200, 400, 800, 2000, 10,000\) and a target test dataset of size \(10,000\).

We (1) experiment assuming access to only source features/labels and target features for training to understand unsupervised data-based transfer learning and then (2) experiment assuming access to target labels for training as well to understand generally when transfer learning algorithms are applicable.

#### 3.3.1 Difference in Source and Target Distributions

We explore the effect of the difference in source and target distributions on the success of the data-based transfer learning algorithms by experimenting with the synthetically simulated data. In particular, we use the KL divergence between the source distribution \(p\) and target distribution \(q\) as the measure of dissimilarity:

\[
KL(p, q) = \sum_{x_1, \ldots, x_n, z} p(x_1, \ldots, x_n, z) \log \left( \frac{p(x_1, \ldots, x_n, z)}{q(x_1, \ldots, x_n, z)} \right)
\]

Because our Bayesian network structure (for source and target distributions) is such that the diagnosis \(z\) is the only parent for every symptom \(x_i\), according to [6] we can rewrite the KL divergence as follows:

\[
KL(p, q) = \sum_{i=1}^{n} \sum_{j=1}^{r_i} \sum_{k=1}^{r_j} p(x_i = k \mid z = j) \cdot p(z = j) \log \left( \frac{p(x_i = k \mid z = j)}{q(x_i = k \mid z = j)} \right)
\]

Then, since \(p(x_i = k \mid z = j)\) and \(p(z = j)\) are given when defining the Bayesian network, Equation (7) gives a computationally tractable form of the KL divergence.

#### 3.3.2 Model Architectures for the Data-Based Algorithms

We prefer simple architectures for faster training for the synthetic experiments; therefore, the input data has dimension \(128\), and there are 4 possible output labels. For the DANN model, we chose the feature extractor \(G_f\) to be a network with two \((128 \rightarrow 128 \rightarrow 128)\) fully-connected layers with ReLU activations, the label predictor \(G_z\) to be one \((128 \rightarrow 4)\) fully-connected layer with batch-norm and ReLU activation, and the domain classifier \(G_d\) to be three \((128 \rightarrow 1024 \rightarrow 1024 \rightarrow 1)\) fully-connected layers with batch-norm and ReLU activations for the first two layers and sigmoid activation for the final layer. Similarly, for the MCD model, we chose
We consider two real-world tasks: (1) classifying influenza positive \(\alpha\) (Table 1). For these tasks, we tried different fully-connected networks, with ReLU activation for the first two layers. The choice for \(G_d\) was borrowed from the original DANN paper [5], and the choices for \(G_f = G, G_y, F_1, F_2\) were mostly arbitrary. However, empirically, we did find that increasing the hidden dimensions to be 1024 rather than 128 and adding an additional fully-connected layer did not provide any meaningful performance improvement, so we stayed with the smaller network architectures.

Our baseline models use the same architecture as the DANN model’s backbone; i.e., they consist of \(G_f\) composed of \(G_y\). When we do not assume access to the target labels, we limit the baseline model to only the source data during training; otherwise, we train the baseline on the target data.

3.3.3 Regularizing the Adversarial Loss. Recall from Equation (1) that the tradeoff between the domain adversarial loss

\[
\frac{1}{n} \sum_{i=1}^{n} L_d^i(\theta_f, \theta_d) + \frac{1}{2} \frac{\text{KL}(\hat{q}_{\text{data}} || q_{\text{target}})}{\lambda}
\]

and the source prediction loss \(\frac{1}{n} \sum_{i=1}^{n} L_c^i(\theta_f, \theta_d)\) is controlled by the coefficient \(\lambda\). As a hyperparameter, \(\lambda\) needs to be tuned, and by default, a standard choice is \(\lambda = 1\). In the original paper introducing the DANN approach, Ganin et al. consider \(\lambda = 6\) in their toy experiments and use an increasing schedule from \(\lambda = 0\) to \(\lambda = 1\) in their benchmark experiments [5].

In our synthetic experiments, since we know the KL divergence between the source and target distributions (say \(p\) and \(q\), respectively), we tried to incorporate that information into our choice of \(\lambda\). Intuitively, when \(p\) and \(q\) are similar (i.e., \(KL(p, q) \approx 0\)), it is not a priority to learn a representation indiscriminate of source and target since the two come from approximately the same distribution anyway. However, when \(p\) and \(q\) are dissimilar (i.e., \(KL(p, q) \gg 0\)), it is important to force the model to extract more indiscriminate features, so we prefer penalizing the domain adversarial loss more.

Naively, one option is to directly choose \(\lambda = KL(p, q)\). However, the KL divergence being unbounded may be undesirable, so another option is to choose

\[
\lambda = \alpha(1 - e^{-KL(p,q)})
\]

where \(\alpha > 0\) are selected empirically. This chooses \(\lambda \approx \alpha\) for any reasonably large \(KL(p, q)\) but chooses a smaller \(\lambda\) when \(KL(p, q)\) is close to 0. As an example, since in the benchmark experiments of the original DANN paper, \(\lambda\) was in \([0, 1]\), we may choose a setting such as \(\alpha = 1\). In our experiments, we try following both the naive approach and Equation (8).

3.4 Real-World Experiments

We consider two real-world tasks: (1) classifying influenza positive and negative cases and (2) classifying four respiratory disease cases (Table 1). For these tasks, we tried different fully-connected networks that differ in the number of layers and units in each layer:

- **M1:** input \(\rightarrow 128\) units (ReLU) \(\rightarrow \#\) of classes (softmax)
- **M2:** input \(\rightarrow 64\) units (ReLU) \(\rightarrow \#\) of classes (softmax)
- **M3:** input \(\rightarrow 64\) units (ReLU) \(\rightarrow 32\) units (ReLU) \(\rightarrow \#\) of classes (softmax)
- **M4:** input \(\rightarrow 128\) units (ReLU) \(\rightarrow 128\) units (ReLU) \(\rightarrow \#\) of classes (softmax)
- **M5:** input \(\rightarrow 128\) units (ReLU) \(\rightarrow 128\) units (ReLU) \(\rightarrow 64\) units (ReLU) \(\rightarrow \#\) of classes (softmax)

We experimentally determined which of these architectures was best-suited for the two real-world tasks and used those architectures as network structures for baseline models, model-based transfer learning, and data-based transfer learning (the feature extractor).

4 RESULTS

4.1 Synthetic Experiments

4.1.1 Choosing \(\lambda\) for DANN. As mentioned in Section 3.3.3, we tried different approaches to setting the regularization parameter \(\lambda\). We focused our experiments on the DANN approach since it trained faster, and we fixed our target training data size to be 400 as a happy medium. Moreover, we considered (1) setting \(\lambda \in \{1, 2, 4, 8\}\) always, (2) setting \(\lambda = KL(p, q)\), and (3) setting \(\lambda = \alpha(1 - e^{-KL(p,q)})\) for \(\alpha \in \{1, 2, 4, 8\}\).

From Figure 3, we see that, contrary to our expectations, the choice of \(\lambda\) was not that impactful on the test performance for the DANN approach. There is not a visible difference in setting \(\lambda\) to a fixed constant, to the KL divergence itself, or to some (exponentially) increasing function of the KL divergence. Moreover, choosing a suitable magnitude of \(\lambda\) does not appear to depend much on the dissimilarity between the source and target distributions.

4.1.2 Varying KL Divergence and Target Data Size for DANN & MCD. Because the results of our experiments in Section 4.1.1 showed that the choice of \(\lambda\) did not appear to be too instrumental to the model performance, for simplicity, we fixed \(\lambda = 1\) for both the DANN and the MCD approaches on the synthetic data. Then we considered the effect of the difference in source and target distributions, as measured by the KL divergence given in Equation (7) and the effect of different target training data sizes. Specifically, we considered all 14 settings of \(\sigma\) for the source models to achieve a range of KL divergences, and we tried all target training data sizes mentioned in Section 3.3.

Figures show the test performance of the DANN (Figure 4) and MCD (Figure 5) approaches, respectively, compared against the baseline model. We see that the DANN approach achieves meaningful transfer for target training data sizes of at least 200. The MCD approach sees slightly worse performance, but it still beats the baseline for target training sizes of at least 400. Overall, we see that the transfer learning algorithms work to reduce the accuracy drop when working with a target distribution dissimilar from the source distribution but are unable to fully mitigate the difference. Notably though, we did not expect the MCD approach to be outclassed by the simpler DANN approach, which also took less time to train.

4.1.3 When Is Transfer Learning Useful? Next, to assess the usefulness of transfer learning in general, we broadened our scope to compare the data-based transfer learning approaches with model-based transfer learning approaches and baseline methods (source model and target model) on the synthetic data. Across the different plots (Figure 6,7,8,9,10,11,12), we vary the amount of target training data available.
Table 1: Four real-world transfer learning settings

| Task | Source | Target-train | Target-test |
|------|--------|--------------|-------------|
| flu vs. non-flu | $U_{1415}$ (670, 3276) | $I_{14winter}$ (396, 1385) | $I_{15spring}$ (204, 3627) |
| flu vs. non-flu | $U_{1415}$ (600, 5012) | $U_{14winter}$ (455, 1311) | $U_{15spring}$ (215, 1965) |
| flu vs. RSV vs. parainfluenza vs. hMPV | $U_{0815}$ (2270, 1022, 261, 307) | $I_{0814}$ (3808, 6224, 2074, 2024) | $I_{1415}$ (626, 1094, 459, 235) |
| flu vs. RSV vs. parainfluenza vs. hMPV | $U_{0814}$ (1828, 688, 139, 202) | $U_{0815}$ (4434, 7318, 2533, 2259) | $U_{1415}$ (442, 334, 122, 105) |

For each healthcare system (I or U), sample sizes of each disease are provided in parentheses.

Table 2: Comparison of six different network structures (highest value in each row is bolded)

| Train | Test | M1 | M2 | M3 | M4 | M5 | M6 |
|-------|------|----|----|----|----|----|----|
| $I_{flu-14winter}$ | $I_{flu-15spring}$ | **84.91** | 81.05 | 79.77 | 76.64 | 75.49 | 81.83 |
| $U_{flu-14winter}$ | $U_{flu-15spring}$ | 88.39 | 49.40 | **89.22** | 45.73 | 46.47 | 68.67 |
| $I_{4diseases-0814}$ | $I_{4diseases-1415}$ | 27.59 | 26.47 | 26.55 | 27.55 | **27.67** | 26.01 |
| $U_{4diseases-0814}$ | $U_{4diseases-1415}$ | 48.26 | 52.04 | 53.74 | 53.94 | 54.04 | 45.96 |

Table 3: Comparison of different transfer learning algorithms

| Model | $U_{flu}$ → $I$ | $I_{flu}$ → $U$ | $U_{4diseases}$ → $I$ | $I_{4diseases}$ → $U$ |
|-------|----------------|----------------|----------------------|----------------------|
| network structure | M1 | M1 | M5 | M5 |
| source | 94.57 | 89.95 | 29.25 | 54.44 |
| target | 84.91 | 88.39 | 27.67 | 54.04 |
| MCD | (94.68) | (90.14) | (33.89) | (55.73) |
| DANN | (94.62) | 87.43 | (41.59) | 41.67 |
| DANN-target | 86.79 | 88.76 | (29.58) | 48.35 |
| model-tune1 | 94.13 | 55.92 | 26.14 | 53.34 |
| model-tune2 | 84.99 | 53.21 | 25.97 | 53.44 |
| model-tune3 | NA | NA | 26.10 | 53.74 |
| model-tune4 | NA | NA | 26.72 | 52.94 |

Target model curve vs. transfer learning model curves: The target model was developed using the target training data only (i.e., without source data). The target curve (in cyan) is a straight line in each subplot since we use the same target training dataset each time. We see that with a sample size of at most 800 (i.e., from Figure 6,7,8,9,10), the target model curve is lower than a transfer learning model’s curve. Moreover, the benefit of transfer learning depends on the similarity between the source and target domains. When the target size is 50, the KL divergence should be at most 3 in order to have benefits of the source information, and when the target size is ≥ 100, the KL divergence should be at most 0.5. However, we emphasize that the target model requires target labels, which we may not have; in such a case, we can still use the DANN and MCD methods to outclass the baseline trained only on source data.

Source model curve vs. transfer learning model curves: This comparison reiterates the results from Section 4.1.2. We refer to the baselines trained only on the source data as the source model (whose curve is in grey). Again, our experiments show that the transfer learning models perform much better than the source models when the KL divergence is greater than 1. Moreover, the advantage is more obvious for larger divergences. Thus, we see that data-based transfer learning is very useful when the two domains are not very similar and the target domain does not have labeled training data.

DANN target vs. DANN vs. MCD: When the KL divergence is greater than 3, the DANN approach with access to the target labels performs significantly better than the normal DANN approach, and the normal DANN approach performs better than the MCD approach.

Model-tune3 vs. model-tune2 vs. model-tune1: The numeric suffix denotes the number of layers tuned (following the model-based approach). We see that when the target training data size is sufficient, tuning more layers works better, especially if the KL divergence is large.

Model-based vs data-based: When the KL divergence is large, the fully-tuned models perform better than the data-based models on the synthetic data. When the KL divergence is small and target training data is insufficient, data-based models perform similarly to model-based models.

4.2 Real-World Experiments

4.2.1 Model Architecture Search. Table 2 shows that, for the flu classification tasks (rows 1-2), a simple one-hidden layer (128 units) network, M1, performs relatively well. This indicates that the flu
classification task only needs a simple model. In contrast, for the four-disease classification tasks (rows 3-4), a three-layer network, M5, performs the best, indicating that a deeper network may be better for more complicated tasks. Thus, we use M1 for further experiments related to the flu classification tasks and M5 for further experiments related to the four-disease classification tasks in Section 4.2.2.

### 4.2.2 Compare transfer learning algorithms.

For the four settings in Table 1, Table 3 lists the performance of the different models for the four settings in Table 1. The highest value per row is bolded and model accuracy values greater than those of both the source and target models are in parentheses. Interestingly, the source models all performed better than the target models. The source training datasets combine the source institution’s visits in historical seasons and the most recent season, while the target training datasets contain the target institution’s visits in historical seasons and have a smaller sample size in all settings except the third.

Results for this experiment show that transfer learning may be useful for infectious disease classification tasks. Although the accuracy gains for transfer learning in setting 1, 2, and 4 were not significant, in the third setting, transfer learning models clearly outperformed just training on the source data or target data. In all four of the settings, the data-based transfer learning models (MCD or DANN) always performed the best (bold in each column). The MCD model performed the best when sharing from I to U, and the DANN model performed the best when sharing from U to I.

Contrary to expectations, tuning the models (the last four rows) resulted in a performance worse than that of the source models. For settings 3 and 4, one possible explanation is that there is a relatively significant domain shift in the joint distribution \(P(\text{findings}, \text{disease})\) from the historical seasons (target training data) to the most recent season (target test data). The domain shift in the marginal \(P(\text{findings})\) may be relatively small, allowing data-based methods to use the unlabeled target data to perform better than the source models.

For settings 1 and 2, unfortunately, we do not have any good explanation as to why using the target training data to tune the source models resulted in reduced performance (especially the dramatic drops in setting 2). In fact, in these two settings, the target training dataset and the test dataset were from the first half and the second half of one season in the same institute respectively and thus were expected to have much less domain shift.

### 5 DISCUSSION

#### 5.1 Synthetic Experiments

Both of the data-based transfer learning algorithms that we explored, DANN and MCD, were originally proposed in the context of images [5][17], while here, we applied the techniques to infectious disease classification. Notably, the features considered in the synthetic experiments were all categorical corresponding to symptoms as opposed to the spatially-structured pixels that comprise an image. To accommodate this difference, we replaced convolutional layers with fully-connected layers in the suggested architectures. Perhaps, this substitution hindered the performance of the transfer-learning approaches. While we experimented with one-step changes such as increasing the hidden dimensions or adding additional layers, we did not thoroughly investigate more sophisticated changes such as incorporating varying levels of dropout or employing more complex layer architectures.

Still, since the goal of the synthetic experiments was to understand general trends and relationships, the absolute test accuracy was not the focus. Rather, from our exploration, we found that the coefficient \(\lambda\) controlling the relative weighting of the adversarial loss was not impactful in the DANN algorithm, suggesting that there may not be a need to tune it precisely. Furthermore, we evidenced that transfer learning does have its place in this infectious disease context, as it was able to reduce the performance drop when predicting on increasingly dissimilar target domains. This observation partially motivated our further investigation on the real-world data.

We also saw success with the model-based approach. In particular, we saw that tuning more layers was important when the KL divergence between the source and target distributions was large. Hence, in general in the synthetic setting, we learned that we should not limit ourselves to only retraining one or two layers if possible. As such, we can view the entire source model simply as a warm start that provides a more favorable initialization for the model meant for the target task.

#### 5.2 Real-World Data Experiments

Our real-world data experiments demonstrated that data-based transfer learning, especially the MCD approach, may develop a model that performs better than both a source model and a target model. However, model-based transfer learning did not further improve the performance of a source model that was set as a warm start. We hypothesize that this result is due to the domain shift in the joint distribution of clinical findings and disease between the target training data and the target test data. As mentioned earlier, the training data was older, while the test data came from the most recent season. This shift did not exist for the synthetic experiments since in that case the training and test data were randomly generated from the same distribution, so we did not see such a drop in performance. Hence, in the future, we must also account for temporal differences in the training and test data as a part of the domain shift. In other words, if we apply a transfer learning method, we should consider the shift between source and target domains as well as within the target domain over time.

### 6 CONCLUSION

To conclude, in the context of infectious disease classification, transfer learning may be useful when (1) the source and target are similar and the target training data is insufficient and (2) the target training data does not have labels. We saw that model-based transfer learning works well in the first situation, where case the performance closely matched that of the data-based transfer learning models. However, further investigation is needed to understand the drop in performance that model-based transfer learning experiences from the domain shift in real-world research.
Figure 3: DANN test accuracy with different settings of $\lambda$.

Figure 4: DANN: test accuracy with different target training data sizes.

Figure 5: MCD: test accuracy with different target training data sizes.

Figure 6: Comparisons of model performance (target sample size = 50).
Figure 7: Comparisons of model performance (target sample size = 100).

Figure 8: Comparisons of model performance (target sample size = 200).

Figure 9: Comparisons of model performance (target sample size = 400).

Figure 10: Comparisons of model performance (target sample size = 800).
The research data was collected through PRO13030471 and study LM011370.
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