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Abstract: The operation of many nuclear pressurized water reactors is being extended beyond their design lifetime limit. From the perspective of possible further lifetime extension, safety requirements are a priority. Therefore, the quantification of the neutron irradiation embrittlement of the reactor pressure vessel (RPV) is an important issue, as this is a guiding parameter that influences the reactor lifetime. In this context, the Institut de Radioprotection et de Sûreté Nucléaire developed a calculation scheme for the analysis of RPV aging under neutron irradiation, named VACS (vessel aging calculation scheme). VACS couples a deterministic approach (CASMO5 and SIMULATE5) to evaluate the full-core fission neutron source term and a Monte Carlo modeling (MCNP6) approach to model the neutron attenuation from the core to sites of interest (RPV, surveillance capsules, etc.). To ensure the reliability of aging predictions, this paper describes a detailed analysis of the neutron H.B. Robinson-2 reactor pressure vessel dosimetry benchmark. The results indicate that VACS shows satisfactory accuracy when the ENDF-B/VII.1 or JEFF-3.3 nuclear data libraries are used in the attenuation calculation. However, the use of ENDF-B/VIII.0 leads to significantly worse results.
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1. Introduction

The lifespan of many nuclear pressurized water reactors (PWRs) is being extended beyond their design lifetime. With the prospect of further lifetime extensions, meeting safety requirements is a priority. In particular, the characterization of the structural integrity of the reactor pressure vessel (RPV) is an important issue. Indeed, under the operation of a PWR, the RPV is bombarded by neutrons from fission reactions occurring in the reactor core. These incident neutrons (especially fast neutrons, i.e., those with energies above 1 MeV [1]) induce numerous atomic displacements in the RPV material, causing the mechanical properties of the RPV to gradually deteriorate. To monitor this embrittlement, surveillance programs have been implemented for the majority of RPVs around the world [2–5]. These surveillance programs include the so-called capsules, which contain vessel material specimens as well as dosimeters. The capsules are usually attached to the core barrel or the thermal neutron shield, in order to increase their exposure to neutron fluxes with regard to the RPV. Thus, the material specimens age faster than the RPV inner wall. Mechanical tests are performed on the specimens, which are withdrawn regularly, and the acquired data, in conjunction with the data provided by the dosimeters, allow an empirical correlation to be established between the accumulated fast neutron fluence and the deterioration of the mechanical properties of the material. The neutron fluence in the vessel is based on a simulation, and determining the precision of this simulation is the aim of this study.

In this context, efforts have been made at the Institut de Radioprotection et de Sûreté Nucléaire (IRSN) to develop a versatile, best-estimate calculation scheme for the analysis
of RPV embrittlement under neutron irradiation [6], named VACS (vessel aging calculation scheme). The methodology relies on a two-step approach, coupling deterministic and Monte Carlo calculations. The first step estimates the full-core fission neutron source term and the second step considers the transport of neutrons from the core to the RPV, using the fission neutron distribution determined in the previous step. Throughout the construction of the methodology, several studies were conducted to minimize the inherent methodological biases [6–9] and to pave the way towards the quantification of the global uncertainty in its predictions [9,10]. In order to validate the numerical predictions using experimental dosimeter data from ex-core locations, a detailed analysis of the H.B. Robinson-2 (HBR-2) RPV dosimetry benchmark [11] was conducted. This benchmark was chosen because it includes measurements performed for an operating PWR using in-vessel (capsule location) and ex-vessel (reactor cavity) dosimeters. This feature is of major interest because it allows the accuracy of aging predictions to be characterized, not only for in-vessel applications but also, to some extent, for ex-vessel ones. In addition, the HBR-2 benchmark provides a fission neutron source term which is intended to be directly used to validate the accuracy of the neutron attenuation calculation only (second step). However, the data provided were used to analyze the accuracy of both steps of the calculation scheme (fission neutron source term and attenuation) and thus to provide a complete validation.

The H.B. Robinson-2 Reactor and the data provided in the benchmark are presented in Section 2. Section 3 highlights the modeling and the methods used to calculate the fission neutron source term and model the attenuation of these neutrons at the sites of interest. Section 4 presents and discusses the results obtained at each step of the analysis. Finally, conclusions are drawn in Section 5.

2. The H.B. Robinson-2 Reactor Pressure Vessel Dosimetry Benchmark

The H.B. Robinson-2 (HBR-2) neutron dosimetry benchmark [11] from the SINBAD database [12] is widely used in the scientific community for the validation of calculation schemes designed to predict vessel aging, as shown in [13–16]. It features in-vessel (surveillance capsule) and ex-vessel (reactor cavity) dosimetry data acquired during the 9th cycle of the H.B. Robinson-2 reactor.

2.1. Description of the H.B. Robinson-2 Reactor

The H.B. Robinson-2 reactor is a 2300 MWth PWR designed by Westinghouse and owned by the Carolina Power and Light Company. The reactor is located near Hartsville in South Carolina, United States. Its operation began in March 1971.

The reactor core is loaded with 157 UOX assemblies, initially enriched to 2.9% of $^{235}$U. The assemblies contain 204 fuel rods plus 21 guide tubes that serve as inserts for control rods. Fuel-rods and guide-tube claddings are made of Zircaloy. A visualization of the geometry of a fuel assembly is given in Figure 1. The reactor core is surrounded by the baffle, the moderator bypass region, the core barrel, a first moderator downcomer region, the thermal neutron shield, a second moderator downcomer region, the RPV, the reactor cavity and the biological shield. These elements can be found in Figure 2, which is taken from [14] and presents a simplified view of an eighth of the reactor.

On the one hand, the dimensions of the majority of the components at or above assembly scale (assembly, baffle, barrel, thermal neutron shield, RPV, etc.) are provided in the benchmark data [11]. On the other hand, the dimensions of some components below the assembly scale (fuel pins, guide tubes, etc.) are not specified in [11] but can be found in [17]. Descriptions of the materials constituting the main elements of the reactor (fuel, baffle, cladding, thermal neutron shield, vessel, etc.) are also provided in the benchmark data [11].
Figure 1. Radial cut of a UOX fuel assembly from the H.B. Robinson-2 reactor. Fuel rods are shown in green.

Figure 2. Schematic radial cut of an octant of the H.B. Robinson-2 (taken from [14]).

The HBR-2 reactor has four groups of black control banks and one bank of shutdown rods. The insertion layout of these banks can be found in [17]. However, no information could be found in the literature on the insertion sequence of these control rods during core power variations.

The reactor is equipped with several sets of dosimeters, whose locations are marked by crosses in Figure 2. A first set of dosimeters is placed in a surveillance program capsule attached to the thermal neutron shield (azimuth 20°; 191.15 cm from the reactor center). These dosimeters are inserted in holes drilled in the center of the capsule. A second set of dosimeters is placed in a cavity behind the vessel (azimuth 0°; 238.02 cm from the reactor center). Cavity dosimeters are held by an aluminum 6061 holder, which is supported by stainless steel gradient wires mounted vertically in the gap between the insulation and the biological shield (see [11]). Both sets of dosimeters were inserted into the reactor at the beginning of its 9th irradiation cycle. Specific activities were measured at the end of this cycle, for the two dosimeter locations and for the six types of dosimeters inserted: $^{237}$Np$(n,f)^{137}$Cs, $^{238}$U$(n,f)^{137}$Cs, $^{58}$Ni$(n,p)^{58}$Co, $^{54}$Fe$(n,p)^{54}$Mn, $^{46}$Ti$(n, p)^{46}$Sc and $^{63}$Cu$(n, x)^{60}$Co. Only specific activities in the equatorial plane of the reactor (0 cm axial position) are detailed in [11]. These experimental data (M) constitute the reference values to which the calculated values (C) must be compared in order to validate the numerical predictions of a calculation scheme. The provided specific activities are detailed in Table 1 [11]. However, it is worth mentioning that the authors in [11] do not provide uncertainty values for these experimental data.
Table 1. Specific activities measured in the equatorial plane, at the end of cycle no. 9, for the dosimeters placed in the capsule of the surveillance program and in the cavity of the H.B. Robinson-2 reactor [11].

| Dosimeter Location | Dosimeter Type Capsule | Reactor Cavity |
|--------------------|------------------------|----------------|
| Specific activities | $^{237}$Np(n,f)$^{137}$Cs | $3.671 \times 10^{-2}$ | $2.236 \times 10^{-1}$ |
|                     | $^{238}$U(n,f)$^{137}$Cs | $5.345 \times 10^{-1}$ | $8.513 \times 10^{-1}$ |
|                     | $^{58}$Ni(n,p)$^{58}$Co | $1.786 \times 10^{-4}$ | $1.959 \times 10^{-2}$ |
|                     | $^{54}$Fe(n,p)$^{54}$Mn | $9.342 \times 10^{-2}$ | $8.711 \times 10^{+0}$ |
|                     | $^{46}$Ti(n,p)$^{46}$Sc | $3.500 \times 10^{-2}$ | $3.310 \times 10^{+0}$ |
|                     | $^{63}$Cu(n,α)$^{60}$Co | $2.646 \times 10^{+1}$ | $2.645 \times 10^{+0}$ |

To help the reader better understand the following results, Figure 3 shows the activation cross sections for the six types of dosimeters considered, processed at 600K using the NJOY2016 code [18] with ENDF files taken from the JEFF-3.3 data library [19]. Figure 3 shows that all dosimeters are sensitive to fast neutrons (i.e., those with energies above 1 MeV), making them highly relevant for assessing the reliability of vessel aging assessments (given that fast neutrons are the primary contributors to radiation damage [6]). Finally, it is interesting to note that $^{58}$Ni(n,p), $^{54}$Fe(n,p), $^{46}$Ti(n,p) and $^{63}$Cu(n,α) represent reactions with a strong energy threshold.

Figure 3. Activation cross sections taken from the JEFF-3.3 library and processed at 600 K.

2.2. Description of Cycle No. 9 of the H.B. Robinson-2 Reactor

The data provided in [11] allow a partial reconstruction of the course of the 9th irradiation cycle of the HBR-2 reactor to be performed. The initial burn-up distribution of assemblies is not perfectly symmetrical. However, such slight asymmetries are expected in a real reactor, since fuel assemblies are loaded in different areas of the core depending on the number of irradiation cycles they have undergone. Nevertheless, not all assemblies with the same number of irradiation cycles have experienced exactly the same history, which induces asymmetries in the initial assembly burn-up distribution.

After its loading, the reactor was in operation between 21 August 1982 and 26 January 1984 [15]. The power history of the HBR-2 reactor over this time period is provided in [11]. From this data, it is possible to know that the HBR-2 reactor did not operate at nominal power during cycle no. 9, but operated for most of the time at 80% of its nominal power.
(NP) and experienced numerous power drops. The average power of the reactor over the cycle was equal to 75.2% NP, which corresponds to roughly 1729.6 MWth. At such power levels, it is very likely that the control rods were partially inserted during the cycle. However, in the absence of information on the insertion sequence of the control-rod banks, it is not possible to reconstruct the average insertion position of each rod bank over cycle no. 9.

Other data included in the benchmark [11] give the average power distribution of the reactor over cycle no. 9. This power distribution is provided at the assembly level for the entire core and at the fuel-pin level for the upper right quarter. Axially, a single power distribution with 12 divisions distributed over the active height of the reactor is provided. The latter is equal to the average of the axial power distributions of the two outermost rows of assemblies. The authors of [11] specify that the assembly-level cycle-averaged power distribution was calculated using the assembly burn-up distributions at the beginning and end of cycle no. 9, taking into account the uranium content of each assembly. However, no further details are provided on how these burn-up distributions were obtained. In the absence of additional information, it can be assumed here that the burn-up distributions were evaluated by combining experimental data and neutronics calculations.

In addition, [11] provides the cycle-average fuel-pin power distribution, which was obtained by performing a weighted average of the pin powers given at eight steps during cycle no. 9 (147, 417, 1632, 3363, 5257, 7595, 9293 and 10,379 MWd/t). In the same way as before, no further details are provided on the evaluation of these radial pin power distributions, and it is reasonable to assume here that these distributions were evaluated by means of neutronics calculations. The analysis of the provided data lead to notice that the power values of several fuel pins in assemblies J15, K15, L15, N13, J12, R11, R10, M09 and R09 are very low compared to the power values of neighboring fuel pins (the assembly positions are presented in Figure 7 of Section 4.1). It was found in Version 21 of the Final Safety Analysis Report for the HBR-2 reactor [17] that, at some point, integral burnable absorber rods were thought to be used in the reactor. These rods were composed of gadolinia (Gd$_2$O$_3$) in various concentrations in UO$_2$, and the goal was to control the peaking and to reduce the critical boron at the beginning of the cycle. Although there is no mention of the presence of any absorber fuel rods in the benchmark data [11], it seems plausible that the absorber rods were present in the core during the experimental campaign, and this could explain the observed lower power values of the above-mentioned fuel pins. Nevertheless, due to the lack of a more detailed description, no gadolinia-bearing fuel pins were modeled using VACS (Section 3.1.3).

It should also be mentioned that, apart from the reactor dimensions, no uncertainty estimates are provided in [11] for the specific activity measurements or the reactor power distributions. Therefore, the provided power distributions will not be considered here as an absolute reference but rather as a point of comparison, to put into perspective the fission neutron source term calculated using VACS.

3. Modeling and Methods

In order to validate VACS, specific activity estimations for dosimeters placed at the monitoring capsule and in the cavity were performed. In addition, a second methodology that performed the same analysis using the assumptions and data provided in [11] was employed for comparative purposes. Thus, in this section, these two methods are described, as well as the models developed to perform the study.

3.1. Evaluation of the Fission Neutron Source Term

As outlined previously, the first step of the decoupled calculations aims at evaluating the fission neutron source term, which describes the spatial and energy distributions of fission neutrons in the reactor. The fission neutron source term can be evaluated by means of numerical calculations or from experimental power distributions measured in the reactor.

In this analysis, two approaches were used to assess the fission neutron source term:
• The α approach: the fission neutron source term was evaluated using only the data provided in the benchmark (no additional calculations were made). This first approach aims to follow as closely as possible the assumptions recommended in [11]. It will be used to put into perspective the results obtained using VACS.

• The β approach: the fission neutron source term was evaluated using VACS, which couples the CASMO5 [20] and SIMULATE5 [21] codes to perform the fission neutron source term assessment.

The following sections provide a description of the α and β approaches. Prior to that, a reminder of the typical approximations made in decoupled calculation schemes is given.

3.1.1. Typical Approximations in Decoupled Approaches

As well as the angular dependency, the number of fission neutrons emitted per second at a time \( t \), per unit volume around a point \( \vec{r} \) in space and per unit energy around an energy \( E' \), can be defined as:

\[
S(\vec{r}, E', t) = \sum_i \int_E R_{f,i}(\vec{r}, E, t) \cdot v_i(E) \cdot \chi_i(E \rightarrow E') \cdot dE
\]  

(1)

where, for an isotope \( i \), \( R_{f,i} \) is the fission rate (cm\(^{-3}\) \cdot s\(^{-1}\) \cdot eV\(^{-1}\)), \( v_i \) is the number of neutrons emitted per fission \( (n) \), \( \chi_i \) is the fission spectrum (eV\(^{-1}\)), \( E \) is the energy of the neutron inducing the fission (eV) and \( E' \) is the energy of the emitted neutron (eV).

By identifying the space–energy-dependent fission neutron emission rate of isotope \( i \) \( F_i(E) = R_{f,i}(E) v_i(E) \) in Equation (1), it can be rewritten according to Equation (2):

\[
S(\vec{r}, E', t) = \sum_i \int_E F_i(E) \cdot \chi_i(E \rightarrow E') \cdot dE
\]  

(2)

where \( F_i \) is the fission neutron emission rate \((n \cdot cm^{-3} \cdot s^{-1} \cdot eV^{-1})\), \( \chi_i \) is the fission spectrum (eV\(^{-1}\)), \( E \) is the energy of the neutron inducing the fission (eV) and \( E' \) is the energy of the emitted neutron (eV). \( F \) represents the spatial distribution of fission neutrons, whereas \( \chi \) describes the energetic distribution of these neutrons.

However, two-step calculation schemes such as those used in this article usually perform spatial, energy and isotopic averaging approximations [7], leading to fission neutron source terms of the form of Equation (3):

\[
S_{M_1}(E', t) = F_{M_1}(t) \cdot \chi_{M_2}(E', t)
\]  

(3)

where, for a medium \( M_1 \) and a medium \( M_2 \) (which may or may not be the same), \( F_{M_1} \) is the space–energy-integrated fission neutron emission rate \((n \cdot s^{-1})\), \( \chi_{M_2} \) is the average fission spectrum and \( E' \) is the energy of the emitted neutron (eV). For example, \( M_1 \) and \( M_2 \) can represent a fuel pin, a fuel assembly, the entire reactor core, etc.

Equations (2) and (3) imply that \( F \) is integrated over all incident neutron energies and every fissile isotope, as well as spatially integrated over the medium \( M_1 \). In the same manner, \( \chi \) is averaged over the medium \( M_2 \) and is also considered to be integrated over all incident neutron energies. The two media \( M_1 \) and \( M_2 \) are introduced here because the spatial dependence of \( F \) is more pronounced than that of \( \chi \). Therefore, it is common to use a spatial discretization with a larger mesh for \( \chi \) than for \( F \).

Since approaches \( \alpha \) and \( \beta \) are performed in two steps, their fission neutron source terms follow the formalism of Equation (3). However, both methodologies make additional approximations when evaluating the spatial distribution of fission neutrons (\( F \)) and their energy distribution (\( \chi \)). These particularities are described in the following sections.
3.1.2. The \( \alpha \) Approach: Use of the Data Provided in the Benchmark

In this first approach, the fission neutron source term is defined to be as close as possible to the data and recommendations given in [11], which leads to the following description of the cycle-averaged fission neutron source term:

\[
S_p(E_f) = \bar{F}_p \cdot \bar{\chi}_{\text{core}}(E_f) \approx \bar{P}_{th,p} \cdot C_{f,\text{bench}} \cdot \bar{\chi}_{\text{bench}}(E_f)
\] (4)

where, for a fuel pin \( p \), \( \bar{F}_p \) is the cycle-averaged, space–energy-integrated, fission neutron emission rate \((n \cdot s^{-1})\), \( \bar{\chi}_{\text{core}} \) is the cycle-averaged fission spectrum of the reactor core, \( \bar{P}_{th,p} \) is the cycle-averaged pin power \((\text{MWth})\), \( C_{f,\text{bench}} \) is the power-to-emitted-neutrons conversion factor \((n \cdot s^{-1} \cdot \text{MW}^{-1})\), \( \bar{\chi}_{\text{bench}}(E_f) \) is the fission spectrum \((\text{eV}^{-1})\) and \( E_f \) is the energy of the emitted neutron \((\text{eV})\).

Equation (4) implies that the spatial distribution of fission neutrons is approximated by assuming that fission neutrons are distributed in the reactor in a power-like manner. This means that this approach makes the assumption that the same number of neutrons are emitted per fission in each fuel pin of the reactor. The impact of this hypothesis is therefore of increasing importance as heterogeneities between fuel-pin compositions increase (since \( ^{239}\text{Pu} \) fission reactions emit on average more neutrons than \( ^{235}\text{U} \) fission reactions). For cycle no. 9 of the HBR-2 reactor, this assumption is likely to underestimate the number of neutrons emitted in depleted assemblies (such as S08, S09, S10, etc.), which contain on average more \( ^{239}\text{Pu} \) than other loaded assemblies. In contrast, this hypothesis implies that the fission neutron emission rates of fresh assemblies (such as R06, R07, R08, R09, etc.) are likely to be overestimated (for the opposite reason to the case outlined in the previous sentence). Additionally, the \( \alpha \) approach assumes that the recoverable energy per fission is equal for every fission reaction occurring in the reactor. The impact of this hypothesis on the fission neutron distribution is expected to be less important than the previous one, since both \( ^{235}\text{U} \) and \( ^{239}\text{Pu} \) fission reactions emit energies of about 200 MeV (on average).

As explained in Section 2.2, [11] provides the cycle-averaged pin power distribution of the HBR-2 reactor. Axially, a single distribution was defined for the whole reactor, including 12 divisions distributed over the active height. This distribution is equal to the average of the axial distributions of the assemblies of the two outermost rows. Then, the three-dimensional pin powers were converted into fission neutron emission rates by multiplying them with the power-to-emitted-neutrons conversion factor \( C_{f,\text{bench}} \). The value of this parameter considered in approach \( \alpha \) was taken directly from [11], which provides a value of \( 8.175 \times 10^{16} n \cdot s^{-1} \cdot \text{MW}^{-1} \). This value was evaluated by I. Remec and F.B.K Kam in 1997, using the DOTSOR code [22] and considering a burn-up equal to 28.596 GWd/t. This burn-up corresponds to the average exposure over cycle no. 9 of the assemblies labeled S08, S09 and S10.

Moreover, the \( \alpha \) approach considers a single fission spectrum for the entire reactor core. This fission spectrum is equal to the average of the fission spectra of \( ^{235}\text{U} \) and \( ^{239}\text{Pu} \), as recommended in [11]. The isotopic fission spectra are approximated here by Watt spectra, using the \( a \) and \( b \) coefficients indicated in Table 2 (see Section 3.1.3).

| Nuclide | Incident Neutron Energy | Fission Spectrum Type | \( a \) (MeV) | \( b \) (MeV\(^{-1}\)) |
|---------|------------------------|----------------------|--------------|----------------|
| \(^{235}\text{U}\) | Thermal | Watt | 0.988 | 2.249 |
| \(^{238}\text{U}\) | 2.6 MeV | Watt | 0.920 | 3.121 |
| \(^{239}\text{Pu}\) | Thermal | Watt | 0.966 | 2.842 |
| \(^{241}\text{Pu}\) | Thermal | Maxwell | 1.3597 | - |

Finally, the fission neutron source term was converted into a spatial and energetic source description for an MCNP6 [23] model in which the neutron transport was simulated from the core to the vessel (see Section 3.2). In practice, the spatial distribution of fission
neutrons given to MCNP6 is normalized, so that the sum of fission neutron emissions in the reactor core is equal to 1. Therefore, the MCNP6 tally outputs are given per source neutron and are post-processed following the methodology described in Section 3.3, to obtain the dosimeter specific activities.

3.1.3. The β Approach: Use of VACS

In this second approach, the fission neutron source term averaged over the 9th cycle of the HBR-2 reactor was computed using VACS. A detailed description of this methodology can be found in [6], and in this section we only recall the main principles of the calculation scheme. In addition, this section details the few approximations not present in the methodology as described in [6] that had to be made in order to carry out the analysis of the HBR-2 benchmark.

Main Principles of VACS

The data flow diagram in Figure 4 represents the different steps of VACS and shows the codes and data used. The calculation steps are sequential and are not automatic. Dedicated scripts are used to prepare parts of the MCNP6 [23] input file, based on the outputs of the SIMULATE5 [21] calculation.

In VACS, the cycle-averaged fission neutron source term is described by Equation (5).

$$S_p(E') = F_{p} \cdot \chi_a(E') \approx \sum_i R_{f,i,a} \cdot v_i \cdot X_p \cdot \chi_a(E')$$  \hspace{1cm} (5)

where, for an isotope $i$ and a fuel pin $p$ within a fuel assembly $a$, $F_p$ is the cycle-averaged, space–energy-integrated fission neutron emission rate ($n \cdot s^{-1}$), $R_{f,i,a}$ is the cycle-averaged, space–energy-integrated fission rate over assembly $a$ ($s^{-1}$), $v_i$ is the average number of neutrons emitted per fission ($n$), $\chi_a$ is the average fission spectrum of fuel assembly $a$ (eV$^{-1}$), $E'$ is the energy of the emitted neutron (eV) and $X_p$ is the pin power reconstruction factor.

Here, the spatial dependency of the fission neutron source term ($R_f \cdot \nu$ product) is evaluated by means of core-following calculations performed using a deterministic approach, coupling the CASMO5 [20] and SIMULATE5 codes. The CASMO5 code is used to generate the fuel-assembly homogenized 8-group macroscopic cross-section data. Then, the SIMULATE5 code uses these data as a multi-parametric database (since the energy-group cross sections depend on moderator density, boron concentration, etc.) to compute the full-core fission neutron source term.

On the CASMO5 side, the 2D stationary transport equation (the axial dimension being considered as infinite) is solved for assemblies in an infinite lattice, using a 586-group data library based on the ENDF/B-VII.1 nuclear data [24]. Firstly, the collision probability ($P_{ij}$) method [25] is used with 586 energy groups, on a coarse spatial mesh. Secondly, the method of characteristics (MOC) [25] is used on a refined spatial mesh with 19 energy groups for UOX assemblies and 35 energy groups for MOX assemblies. On the SIMULATE5 side, the diffusion equation is solved for 8 energy groups on 4 radial nodes and 20 axial divisions in each assembly. SIMULATE5 evaluates the total fission neutron emission rate distribution ($F_n(t) = \sum_i R_{f,i,a}(t) \cdot v_i$) in the reactor core, at an assembly scale, at multiple burn-up steps throughout the reactor cycle. Then, fuel-pin-level fission neutron emission rate distributions are reconstructed from the assembly level using the 3D form factors of the pin power reconstruction of the SIMULATE5 $X_p(t)$ [26]. These are multiplicative coefficients that specify how the power of an assembly is distributed among the different pins. In this study, 26 burn-up steps scattered along the cycle were modeled.
Then, the pin-scale fission neutron emission distributions calculated by following the above methodology are used to compute the cycle-averaged fission neutron distribution within the reactor, according to Equation (6).

$$X = \frac{\sum_{n=0}^{N-1} X_n \cdot (bu_{n+1} - bu_n)}{bu_N}$$

(6)

where, for a burn-up step $n$ and a total number of burn-up steps $N$, $X$ is the quantity to be averaged and $bu$ is the reactor core exposure. Equation (6) means that the quantity $X$ computed at the final burn-up step ($N$) is not used in the cycle-averaging process. In this study, $N$ was equal to 26.

In the same manner, Equation (6) is used to compute the cycle-averaged, assembly-scale fission neutron emission rates $R_{f,i,a}$ from the SIMULATE5 data. These are used to compute the cycle-averaged fission neutron spectrum of each fuel assembly $\chi_a$, according to Equation (7).
\[ \chi_a(E') = \sum_i \frac{R_{f,i,a} \cdot \nu_i \cdot \chi_i(E')}{\sum_i R_{f,i,a} \cdot \nu_i} \]

where, for an isotope \( i \) and a fuel assembly \( a \), \( R_{f,i,a} \) is the cycle-averaged, space–energy-integrated, fission rate (s\(^{-1}\)), \( \nu_i \) is the average number of neutrons emitted per fission (n), \( \chi_i \) is the fission spectrum (eV\(^{-1}\)) and \( E' \) is the energy of the emitted neutron (eV).

In Equation (7), the fission neutron spectrum of each isotope is weighted by the probability that a neutron originates from the fission of a particular isotope. Here, only \(^{235}\text{U}, \(^{238}\text{U}, \(^{239}\text{Pu} \) and \(^{241}\text{Pu} \) are accounted for in the fission spectrum reconstruction. The fission spectra of these four isotopes are pre-evaluated on the basis of either a Watt spectrum or a Maxwell spectrum, using the \( a \) and \( b \) spectrum coefficients indicated in Table 2. The fission spectrum was compared against the Monte Carlo eigenvalue calculations in [7], and no significant discrepancies were found in the fast neutron fluence assessments at the RPV.

It should be mentioned that the use of the Maxwell or Watt spectrum to model isotopic fission spectra is an approximation to the use of experimental spectra. This modeling point may be improved in future versions of VACS.

Finally, the fission neutron source term is automatically converted by a linking tool into a spatial and energetic source description for an MCNP6 model where the neutron transport is performed from the core to the vessel. The spatial representation is treated by using 20 axial divisions in each fuel pin (instead of the 200 used in the original VACS [6]). This approximation was made because it reduces the calculation time of the attenuation calculation (Section 3.2) by a factor of 10, from approximately 1,050,000 min.cpu to 105,000 min.cpu. The authors believe that this simplification of the modeling does not induce a significant bias in the assessments of the dosimeters’ specific activities, since a mesh size of 20 divisions can already be considered as relatively fine. Regarding the energy, the fission neutron spectra of each assembly are described over 2000 energy bins distributed logarithmically between \( 10^{-4} \) MeV and 20 MeV.

In the same way as for approach \( \alpha \), the spatial distribution of fission neutrons provided to MCNP6 is, in practice, normalized so that the sum of fission neutron emissions in the reactor core is equal to 1. Therefore, the MCNP6 tally outputs are given per source neutron and are post-processed following the methodology described in Section 3.3, to obtain the dosimeter specific activities.

**Study-Specific Modeling Approximation**

One asset of VACS is its ability to take into account the effects related to the history (power variations, control-rod insertions, etc.) of each reactor [6]. This capability is important, because it was shown in [8] that not taking into account the history of the reactor (i.e., modeling a reactor operating continuously at nominal power) can induce a significant deviation in the estimates of RPV aging. However, in order to accurately model the reactor core power variations, it is mandatory to have a detailed description of the control-rod composition, the insertion map of the various rod banks in the reactor and their insertion sequences.

In the case of the HBR-2 reactor, the authors could not find any public data about the insertion sequence of the control-rod banks as a function of the reactor power level. Therefore, the reactor was modeled as operating at full power with all control-rod banks fully extracted. Considering the study detailed in [8], this approximation could bias the dosimeter activity estimates by up to about 8%. However, this value must be considered with caution, as it was obtained with control-rod management that was probably very different from that used in the HBR-2 reactor. Indeed, the control-rod type and the insertion map of the different banks given in [8] (which correspond to those used in several French 900 MW\(_e\) PWRs) significantly differ from the data found for the HBR-2 reactor in [17]. It is therefore only possible to say here that this assumption could lead to a non-negligible bias in the evaluations of the specific activities of the dosimeters.
Based on this assumption, the end of the cycle was automatically determined by SIMULATE5 by seeking for the point in time at which the critical boron concentration equaled 0 ppm. This process resulted in an estimated cycle length equal to 10.258 GWd/t. This value is 3.5% lower than the value given in the benchmark data [11], which seems reasonable given the approximations made regarding the reactor operation.

3.2. Modeling Fission Neutron Attenuation from the Core to Sites of Interest

The second step of the calculation deals with the transport of fission neutrons from the core to sites of interest (i.e., the dosimeters located at the monitoring program capsules or in the cavity), using the fission neutron distribution determined in the previous step. To perform this step, a MCNP6 fixed source calculation [27] was performed using a model developed on the basis of the “HBRHE81” MCNP5 input file, available on the SINBAD database, which was initially provided by P. Ortego (Shielding Engineering and Analysis, Spain).

The following sections describe the reactor model as provided in the “HBRHE81” input file and highlight the modifications made by the authors. The model developed in this process was used to perform fixed source calculations using the fission neutron source terms generated using the $\alpha$ and $\beta$ approaches. The MCNP6 fixed source calculation allows the evaluation of the per source neutron isotopic reaction rates in the dosimeters, which are then post-processed to obtain the specific activities.

3.2.1. Reactor Geometry

The reactor geometry described in the “HBRHE81” input file was used without modification. It describes one eighth of the HBR-2 reactor with reflection boundary conditions on the surfaces acting as symmetry cuts. Figure 5 displays a radial cut of the model in the equatorial plane (i.e., the axial position 0 cm). Similarly, Figure 6 presents an axial cut of the model in the 20° azimuthal plane (i.e., the plane in which the capsules are centered).

![Figure 5. Radial cut of the MCNP6 modeling of the H.B. Robinson-2 reactor.](image-url)
The reactor core is described at a pin level, with assemblies described according to the geometry presented in Figure 1. (In Figures 5 and 6, the reactor core appears in black due to graphical artifacts resulting from the very large number of surfaces to be displayed in this area.) The inside of the guide tubes is filled with borated water, in order to model the reactor as operating with all control rods fully extracted. The boron concentration in the moderator here was adjusted to match 500 ppm (which is the recommended value in the benchmark data [11]). Moreover, in the “HBRHE81” input file, all the fuel rods are composed of fresh uranium oxide (UO\(_2\)) enriched to 2.9% by mass of \(^{235}\text{U}\). Although the impact of this approximation on the dosimeter activity estimates is expected to be small (see [10]), it was decided to adjust this fuel composition in order to take into account the burn-up of the fuel in the isotopic vector. The fuel composition was taken here from [28], in which an ORIGEN-6.1 [29] evolution calculation was performed to compute the isotopic vector of the spent fuel for a burn-up equal to 27.4 GWd/t. This fuel exposure corresponds to the average of the cycle-averaged burn-up of assemblies S09 and S10. These assemblies were selected because they are located in the core periphery and are therefore strong contributors to the dosimeters’ specific activities (especially in the cavity).

In the “HBRHE81” input file, the moderator density is homogeneously equal to 0.766 g cm\(^{-3}\) in the reactor core. This density corresponds to a temperature of about 280 °C under the pressure conditions of cycle no. 9 (approximately 155 bar). In the same manner, the moderator density is homogeneously equal to 0.776 g cm\(^{-3}\) (≈273 °C) in the moderator bypass region (between the baffle and the barrel, see Figure 2) and to 0.787 g cm\(^{-3}\) (≈267 °C) in the downcomer regions (see Figure 2). These values correspond to those recommended in the benchmark [11] and have not been modified.

In the surveillance capsule, A533B steel plates (equivalent to the RPV steel) are placed at the \(-28\) cm, 0 cm and \(+28\) cm axial positions (three plates per axial location). These plates are coated with a thin layer of gadolinium and mounted on a stainless steel (SS-304) support (see Figure 5). Each steel plate is 15 cm high and approximately 1 cm thick. In the “HBRHE81” input file, the total width of the surveillance capsule (including its support) is approximately equal to 5°. This value is not consistent with the data provided in [11], where a total width of 2.13° is specified. Nevertheless, it seems reasonable to consider here that this modeling discrepancy has only a small impact on the assessment of the dosimeter specific activities compared to the overall uncertainty of such assessments. As an
illustration, the ±1σ uncertainty in the estimates of the HBR-2 dosimeter specific activities was quantified as equal to approximately 15% in [13]. Therefore, the monitoring capsule modeling was not modified when performing the validation study. For the geometry cell associated with the cavity dosimeter, the modeling provided in the “HBRHE81” input file was not modified. The cavity is located just behind the RPV insulation and contains air (see Figure 5). The cell measures 10 cm in width and 76 cm in height, with a thickness of 1.1 cm. The air volume is surrounded by a thin layer of cadmium, which is also surrounded by a thin layer of aluminum (each about 0.05 cm thick).

Finally, all the nuclear data used to model neutron transport in the “HBRHE81” input file were considered at 300 K. In the present study, the MCNP input file was modified so that the cross sections used for the transport calculation were considered:

- At 900 K in the fuel;
- At 600 K in the moderator;
- At 600 K in all regions between the reactor core and the vessel (including the RPV);
- At 300 K in all regions outside the vessel.

For the α approach (Section 3.1.2), only the ENDF/B-VII.1 library [24] was used to model neutron attenuation. For the β approach (Section 3.1.2) the following nuclear data libraries were used: ENDF/B-VII.1, ENDF/B-VIII.0 [30] and JEFF-3.3 [19]. All cross sections used were processed using the NJOY2016 code [18].

3.2.2. Modeling of the Dosimeters

The dosimeters located in the surveillance capsule and in the cavity are not “physically” modeled in the MCNP6 model. Therefore, the isotopic reaction rates (which are used to compute the specific activities) were evaluated in the central steel plates of the surveillance capsules as well as in the geometry cell corresponding to the cavity (see Figure 5). The two considered cells were axially located in the equatorial plane (Z = 0 cm), since the experimental activities (see Table 1) are provided only for this axial plane. The isotopic reaction rates are evaluated from the average neutron fluxes in these cells. For this purpose, the “F4” MCNP6 cell flux tallies [27] are combined with the “FM” cards [27], which are used to multiply the evaluated neutron flux by the cross sections of the reactions of interest. The dosimeter composition is not explicitly given in the SINBAD database. However, a fictitious material (the term “fictitious material” refers here to a material which is not used in the definition of the geometry) representative of the dosimeter composition was defined in the “HBRHE81” input. This material can therefore be associated with the “FM” cards in order to calculate the isotopic reaction rates. The composition of this material is shown in Table 3. However, it is important to note that this dosimeter composition could not be found elsewhere in the benchmark data. Regarding the dosimetry cross sections, the following libraries were tested to calculate the reaction rates:

- The nuclear data library used to model the neutron transport (ENDF/B-VII.1, ENDF/B-VIII.0 or JEFF-3.3);
- The IRDFF-II (International Reactor Dosimetry and Fusion File) library [31].

### Table 3. Dosimeter composition as defined in the “HBRHE81” input file [11].

| Isotope | Atomic Density (Atom \cdot Barn^{-1} \cdot cm^{-1}) |
|---------|--------------------------------------------------|
| 54Fe    | 5.13 \cdot 10^{-3}                               |
| 63Cu    | 5.88 \cdot 10^{-2}                               |
| 58Ni    | 6.26 \cdot 10^{-2}                               |
| 46Ti    | 4.707 \cdot 10^{-3}                              |
| 237Np   | 5.081 \cdot 10^{-2}                              |
| 238U    | 4.75 \cdot 10^{-2}                               |
3.2.3. Variance Reduction and Simulation Parameters

To improve the calculation efficiency of the MCNP6 fixed source calculation, the weight-window variance reduction method [27] was used. The weight-window parameters were optimized for 47 neutron energy bins covering the range $[10^{-5}$ eV–17.3 MeV]. This evaluation was performed using the ADVANTG-3.2 tool [32], which uses the deterministic code DENOVO [33]. A set of optimized weight windows for both dosimeter locations (capsule and cavity) and for all reactions was generated using the forward-weighted CADIS method [34]. Finally, an MCNP6 attenuation calculation was performed for each of the nuclear data library combinations in the studied approach (e.g., the $\beta$ approach with the ENDF/B-VII.1 library). In each fixed source calculation, $8 \cdot 10^9$ neutron histories were simulated, leading to a statistical uncertainty $\sigma$ of about 0.2–2% in the reaction rate estimates.

3.3. Post-Processing of MCNP6 Tally Outputs

As explained previously, the fission neutron source term provided and used in the MCNP6 attenuation calculation was normalized so that the sum of fission neutron emissions in the reactor core was equal to 1. Therefore, the MCNP6 calculation provides an estimate of the dosimeter reaction rates $R_{c,k}$ in units of reaction · source neutron$^{-1}$ · atom$^{-1}$. In order to obtain $R_{c,k}$ in units of reaction · s$^{-1}$ · atom$^{-1}$, the results for the MCNP6 tallies must be post-processed according to Equation (8).

$$R_{c,k} = \frac{P_{th,core} \cdot C_f \cdot T_{c,k}}{8}$$  \hspace{1cm} (8)$$

where, for a reaction $c$ and a dosimeter location $k$, $T_{c,k}$ is the MCNP6 tally output (reaction · neutron$^{-1}$ · atom$^{-1}$), $P_{th,core}$ is the average thermal power of the reactor core in cycle no. 9 (which is approximately equal to 1730 MWth) and $C_f$ is the power-to-emitted-neutrons conversion factor (neutrons · s$^{-1}$ · MW$^{-1}$). The factor 1/8 is added to account for the fact that only one eighth of the reactor is modeled in the MCNP6 attenuation calculation.

On the one hand, for the $\alpha$ approach (Section 3.1.2), the $C_f$ coefficient value was taken from the study performed by I. Remec and F.B.K Kam [11], in which a value of $8.175 \cdot 10^{16}$ neutrons · s$^{-1}$ · MW$^{-1}$ is specified. As explained before, this value was evaluated using the DOTSOR code [22] for a burn-up equal to 28.596 GWj/t, which corresponds to the average exposure of the S08, S09 and S10 assemblies in cycle no. 9. On the other hand, for the $\beta$ approach (Section 3.1.3), the $C_f$ coefficient was evaluated according to Equation (9), using the cycle-averaged data calculated by SIMULATE5.

$$C_f = \frac{\sum_{i} \sum_{a} R_{f,i,a} \cdot \nu_i}{P_{th,SS}}$$  \hspace{1cm} (9)$$

where, for an isotope $i$ and an assembly $a$, $R_{f,i,a}$ is the cycle-averaged fission neutron production (neutrons · s$^{-1}$) and $P_{th,SS}$ is the average thermal power of the reactor over the cycle modeled with SIMULATE5 (2300 MWth = reactor nominal power).

Equation (9) led to an estimate of $C_f$ equal to $7.93302 \cdot 10^{16}$ neutrons · s$^{-1}$ · MW$^{-1}$. This value is slightly lower than the one given by I. Remec and F.B.K Kam. This observation is consistent with the observations made in [13], suggesting that the estimate of $C_f$ evaluated by I. Remec and F.B.K Kam is an overestimate of the actual $C_f$ value. Finally, the $C_f$ coefficient evaluated using Equation (9) was used to post-process the results of the MCNP6 attenuation calculation for the $\beta$ approach.

Once the reaction rates $R_{c,k}$ are evaluated, the dosimeter specific activities $A_k$ (in units of Bq · mg$^{-1}$) are deduced from $R_{c,k}$, according to Equation (10).
where, for a reaction \( c \) and a dosimeter location \( k \), \( f_{c,k} \) is the reaction rate for a specific activity conversion factor (atom \( \cdot \text{mg}^{-1} \)) and \( R_{c,k} \) is the reaction rate (reaction \( \cdot \text{s}^{-1} \cdot \text{atom}^{-1} \)). The values of \( f_{c,k} \) used in this study were taken from [15] and are summarized in Table 4.

### Table 4. Reaction rates for a specific activity conversion factor, taken from [15].

| Reaction                  | Surveillanace Capsule | Reactor Cavity |
|---------------------------|------------------------|-----------------|
| \( ^{237}\text{Np}(n,f)^{137}\text{Cs} \) | 3.082 \( \cdot \) 10^{15} | 3.085 \( \cdot \) 10^{15} |
| \( ^{238}\text{U}(n,f)^{137}\text{Cs} \) | 2.0950 \( \cdot \) 10^{15} | 2.952 \( \cdot \) 10^{15} |
| \( ^{58}\text{Ni}(n,p)^{58}\text{Co} \) | 3.576 \( \cdot \) 10^{18} | 3.844 \( \cdot \) 10^{18} |
| \( ^{54}\text{Fe}(n,p)^{54}\text{Mn} \) | 2.494 \( \cdot \) 10^{17} | 2.558 \( \cdot \) 10^{17} |
| \( ^{46}\text{Ti}(n,p)^{46}\text{Sc} \) | 5.364 \( \cdot \) 10^{17} | 5.737 \( \cdot \) 10^{17} |
| \( ^{63}\text{Cu}(n,\alpha)^{60}\text{Co} \) | 6.697 \( \cdot \) 10^{17} | 6.726 \( \cdot \) 10^{17} |

Finally, the calculated specific activities were directly compared to the experimental data using the C/E ratio, defined by Equation (11).

\[
\frac{\text{C/E}}{} = \frac{A_{\text{calc}}}{A_{\text{exp}}}
\] (11)

where \( A_{\text{calc}} \) is the activity calculated with the \( \alpha \) or \( \beta \) approaches (Bq \( \cdot \text{mg}^{-1} \)) and \( A_{\text{exp}} \) is the experimental specific activity provided in the benchmark data (Bq \( \cdot \text{mg}^{-1} \), see Table 1).

The C/E ratios are the quantities that measure the accuracy of the calculation scheme. C/E ratios close to 1 indicate accurate modeling. The further away from 1 the C/E ratios are, the more the modeling quality can be questioned.

### 4. Results

#### 4.1. Spatial Distribution of Fission Neutrons

First, the spatial distribution of fission neutrons obtained with the \( \beta \) method was compared to that reconstructed from the data provided in the benchmark \( (\alpha \) approach). Figure 7 shows the relative differences between the two approaches.

At the assembly scale, the observed differences are mostly below 3% (in absolute value) in the center of the core and tend to increase up to 8.76% for peripheral assemblies. A significant asymmetry in the relative differences can be observed between the left and right sides of the core. This behavior originates from the cycle-average powers provided by [11], which are asymmetrical between the left and right sides of the core. This observation suggests that there is a power tilt in the reactor core, which cannot therefore be reproduced with the \( \beta \) approach. At the pin scale, the differences are relatively homogeneous within the assemblies located in the core center, with some local increases (in absolute value) at the junctions between two assemblies with significantly different burn-up values (thus with differing \( ^{239}\text{Pu} \) contents). In contrast, a strong increase in the relative differences is observed for the outermost rows of pins, for which the \( \beta \) approach systematically overestimates the fission neutron production rates compared to the \( \alpha \) approach. These overestimates reach 200% for some fuel pins (not shown in Figure 7 for viewing convenience) and can be explained by the fact that the pin powers provided in [11] for these fuel pins are very low.
Figure 7. Relative differences (%) between the cycle-averaged fission neutron distributions evaluated with the $\alpha$ and $\beta$ approaches ($\frac{\beta - \alpha}{\alpha}$). Differences are presented at the assembly scale (top) and at the fuel-pin scale (bottom). For pin-scale differences, only values less than or equal to 20% are displayed, for viewing convenience.
It is also interesting to note that the β approach overestimates the fission neutron production rates in the S08, R08, R09, S09, R10 and S10 assemblies, which are the main contributors to the neutron flux in the cavity. In contrast, the fission neutron production rates in the other assemblies contributing to the neutron flux in the capsules (e.g., R12, P13, N14, etc.) tend to be underestimated by the β approach compared to the α approach. Considering these results, it is likely that the β approach will lead to higher specific activity predictions in the cavity than the α approach. Moreover, only a small variation in the predictions of the capsule specific activities is expected when switching from the α to the β approach, due to compensation effects (e.g., the fission neutron production rate of assembly S10 is overestimated while that of assembly R12 is underestimated).

Overall, it is likely that most of the differences explained above result from model differences between the α approach and the β approach, as follows:

- The methodology employed to evaluate the fission neutron source term in the β approach uses the SIMULATE5 code which is based on the diffusion approximation. In comparison, the cycle-averaged power distribution provided in [11] was evaluated from burn-up distributions that were probably obtained by combining experimental data and neutronics calculations.
- The fission neutrons are distributed in the same way as the thermal power in the α approach. In contrast, the β approach computes the spatial distribution of source neutrons using the fission neutron production rates (product $R_f \cdot \nu$), which is a more accurate approach in the context of a reactor containing assemblies with various exposures.
- In the β approach, the reactor core was modeled as operating at nominal power. However, the power history of the reactor was probably taken into account in the α approach.
- Assemblies R09, R10 and R11 are among those that were likely to contain gadolinium-bearing fuel rods, which were not modeled in the β approach. Nevertheless, the trends observed here are consistent with the fact that these assemblies could contain gadolinia-bearing fuel rods.
- The nuclear data library used in the β approach to evaluate the fission neutron source term (based on ENDF/B-VII.1) probably differs from the one used in the α approach.

At this point in the paper, it is not possible to discuss the quality of the two fission neutron source terms. Such an analysis will be performed in Section 4.3, which discusses the C/E obtained with both approaches.

4.2. Dosimeter Reaction Rates

Reaction rates were calculated using the average fission neutron distribution in cycle no. 9, evaluated using the α or β approaches. Post-processing of the MCNP6 tally outputs was performed as described in Section 3.3. The obtained results are presented in Table 5 for the capsules and in Table 6 for the cavity. In order to have a point of comparison, these tables also summarize the reaction rates calculated in 1997 by I. Remec and F.B.K Kam [11], using the two-dimensional transport code DORT [35] and the nuclear data library BUGLE-96 [36]. Putting Tables 5 and 6 side by side, it can be seen that the standard deviation of the MCNP6 tallies are systematically lower in the cavity than in the capsule. This behavior is due to the parameterization of the weight windows generated by the ADVANTG-3.2 code, which was more successful for neutron histories heading toward the cavity than for those heading toward the surveillance capsule. In general, the obtained standard deviations for the reaction rate estimates were inferior or equal to 1%. However, they were slightly more pronounced for the $^{46}$Ti(n,p) and $^{63}$Cu(n,α) reactions, for which they reached 1.65% and 2.21%, respectively (in the cavity). This behavior is induced by the fact that these reactions have an energy threshold of the order of 4 MeV (see Figure 3). Indeed, the number of high-energy neutrons in the surveillance capsule and in the cavity is rather low compared to the population of low-energy neutrons.
Table 5. Reaction rates obtained in the surveillance capsule. Values in parentheses indicate the standard deviations of MCNP6 tally responses (in units of %).

| Methodology | Nuclear Data—Attenuation | Nuclear Data—Dosimetry | $^{237}$Np(n,f) | $^{238}$U(n,f) | $^{58}$Ni(n,p) | $^{54}$Fe(n,p) | $^{46}$Ti(n,p) | $^{63}$Cu(n,a) |
|-------------|--------------------------|-------------------------|-----------------|---------------|--------------|--------------|--------------|--------------|
| Remec and Kam-DORT [11] | BUGLE-96 | | 1.06·10$^{-13}$ | 1.54·10$^{-14}$ | 4.74·10$^{-15}$ | 3.51·10$^{-15}$ | 5.62·10$^{-16}$ | 3.57·10$^{-17}$ |
| $\alpha$ approach and MCNP6 | ENDF/B-VII.1 | | 1.07·10$^{-13}$ | 1.37·10$^{-14}$ | 4.12·10$^{-15}$ | 3.04·10$^{-15}$ | 5.04·10$^{-16}$ | 2.96·10$^{-17}$ |
| | IRDFF-II | 1.07·10$^{-13}$ | 1.39·10$^{-14}$ | 4.15·10$^{-15}$ | 3.00·10$^{-15}$ | 5.47·10$^{-16}$ | 3.02·10$^{-17}$ |
| $\beta$ approach and MCNP6 | ENDF/B-VII.1 | | 1.04·10$^{-13}$ | 1.41·10$^{-14}$ | 4.17·10$^{-15}$ | 3.06·10$^{-15}$ | 5.07·10$^{-16}$ | 3.06·10$^{-17}$ |
| | IRDFF-II | 1.11·10$^{-13}$ | 1.43·10$^{-14}$ | 4.19·10$^{-15}$ | 3.01·10$^{-15}$ | 5.49·10$^{-16}$ | 3.19·10$^{-17}$ |
| | ENDF/B-VIII.0 | | 9.97·10$^{-14}$ | 1.22·10$^{-14}$ | 3.45·10$^{-15}$ | 2.51·10$^{-15}$ | 4.27·10$^{-16}$ | 3.84·10$^{-17}$ |
| | IRDFF-II | 1.00·10$^{-13}$ | 1.22·10$^{-14}$ | 3.50·10$^{-15}$ | 2.51·10$^{-15}$ | 4.63·10$^{-16}$ | 2.65·10$^{-17}$ |
| | JEFF-3.3 | 1.13·10$^{-13}$ | 1.44·10$^{-14}$ | 4.26·10$^{-15}$ | 2.74·10$^{-15}$ | 5.29·10$^{-16}$ | 2.89·10$^{-17}$ |
| | IRDFF-II | 1.13·10$^{-13}$ | 1.47·10$^{-14}$ | 4.19·10$^{-15}$ | 3.00·10$^{-15}$ | 5.30·10$^{-16}$ | 2.96·10$^{-17}$ |

Table 6. Reaction rates obtained in the reactor cavity. Values in parentheses indicate the standard deviations of MCNP6 tally responses (in units of %).

| Methodology | Nuclear Data—Attenuation | Nuclear Data—Dosimetry | $^{237}$Np(n,f) | $^{238}$U(n,f) | $^{58}$Ni(n,p) | $^{54}$Fe(n,p) | $^{46}$Ti(n,p) | $^{63}$Cu(n,a) |
|-------------|--------------------------|-------------------------|-----------------|---------------|--------------|--------------|--------------|--------------|
| Remec and Kam-DORT [11] | BUGLE-96 | | 4.13·10$^{-15}$ | 2.11·10$^{-16}$ | 4.79·10$^{-17}$ | 3.23·10$^{-17}$ | 5.16·10$^{-18}$ | 3.63·10$^{-19}$ |
| $\alpha$ approach and MCNP6 | ENDF/B-VII.1 | | 5.28·10$^{-15}$ | 2.82·10$^{-16}$ | 5.00·10$^{-17}$ | 3.23·10$^{-17}$ | 5.56·10$^{-18}$ | 3.63·10$^{-19}$ |
| | IRDFF-II | 5.32·10$^{-15}$ | 2.34·10$^{-16}$ | 4.80·10$^{-17}$ | 3.25·10$^{-17}$ | 6.00·10$^{-18}$ | 3.69·10$^{-19}$ |
| $\beta$ approach and MCNP6 | ENDF/B-VII.1 | | 5.65·10$^{-15}$ | 2.41·10$^{-16}$ | 5.19·10$^{-17}$ | 3.43·10$^{-17}$ | 5.63·10$^{-18}$ | 3.67·10$^{-19}$ |
| | IRDFF-II | 5.70·10$^{-15}$ | 2.48·10$^{-16}$ | 4.97·10$^{-17}$ | 3.34·10$^{-17}$ | 6.08·10$^{-18}$ | 3.74·10$^{-19}$ |
| | ENDF/B-VIII.0 | | 4.75·10$^{-15}$ | 1.92·10$^{-16}$ | 3.61·10$^{-17}$ | 2.48·10$^{-17}$ | 4.43·10$^{-18}$ | 4.45·10$^{-19}$ |
| | IRDFF-II | 4.78·10$^{-15}$ | 1.92·10$^{-16}$ | 3.71·10$^{-17}$ | 2.48·10$^{-17}$ | 4.76·10$^{-18}$ | 3.11·10$^{-19}$ |
| | JEFF-3.3 | 5.85·10$^{-15}$ | 2.63·10$^{-16}$ | 5.57·10$^{-17}$ | 3.22·10$^{-17}$ | 6.00·10$^{-18}$ | 3.64·10$^{-19}$ |
| | IRDFF-II | 5.89·10$^{-15}$ | 2.69·10$^{-16}$ | 5.25·10$^{-17}$ | 3.49·10$^{-17}$ | 6.01·10$^{-18}$ | 3.71·10$^{-19}$ |

Table 6 shows that the reaction rates obtained in the monitoring capsules with the $\beta$ approach are globally similar to those obtained with the $\alpha$ approach (with equivalent nuclear data libraries). In contrast, Table 6 highlights that the reaction rates obtained with the $\beta$ approach in the cavity are systematically higher than those obtained with the $\alpha$ approach. These results are consistent with what was expected from analyzing the differences between the fission neutron source terms of the two approaches (see Section 4.1). Moreover, the results obtained with the ENDF/B-VII.1 and JEFF-3.3 libraries are globally consistent. In contrast, the reaction rates obtained with ENDF/B-VIII.0 are largely lower.
than those obtained with the other libraries. This trend is not improved by using the IRDFF-II library to evaluate reaction rates. These observations therefore indicate that the modeling of neutron transport from the core to the sites of interest is significantly different with the ENDF/B-VIII.0 library compared to the other libraries. These tendencies were also observed in a more extended study of ex-core dosimeter validations \[37\]. Finally, the reaction rates obtained in the surveillance capsule with the ENDF/B-VII.1 and JEFF-3.3 libraries are, on average, slightly lower than those obtained by I. Remec and F.B.K Kam. Conversely, the reaction rates evaluated with the ENDF/B-VII.1 and JEFF-3.3 libraries are slightly higher than those calculated by I. Remec and F.B.K Kam. Given that the specific activity predictions of I. Remec and F.B.K Kam tend to be inferior to the experimental values \[11\], an improvement in the C/E in the cavity and a slight degradation in the C/E in the surveillance capsule can be expected.

### 4.3. Dosimeter Specific Activities

The specific activities of dosimeters and the associated C/E ratios were calculated from the reaction rates, as described in Section 3.3. Figure 8 presents the results obtained using the $\alpha$ and $\beta$ approaches with the ENDF/B-VII.1 nuclear data library. In the same way as before, the results obtained by I. Remec and F.B.K Kam are shown here in order to provide a point of comparison.

\[
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Figure 8. C/E ratios obtained with the $\alpha$ and $\beta$ approaches using the ENDF/B-VII.1 nuclear data library. The results obtained by I. Remec and F.B.K. Kam \[11\] are shown for comparison. The $237\text{Np}(n,f)$ specific activity is not taken into account in the calculation of the average C/E value in the cavity.

In Figure 8 (and in those following), we chose not to represent the statistical uncertainties of the C/E values, as these were not significant. Only the standard deviation of the average C/E is shown, which is significantly greater than the statistical uncertainty of the Monte Carlo calculations. Nevertheless, it is still worth mentioning that the uncertainty propagation work done by R. Pittarello et al. in \[13\] showed that, in the case of the HBR-2 benchmark, the $\pm 1\sigma$ uncertainty in the specific activity assessments can be of the order of 15%.
For the surveillance capsule, the C/E ratios obtained with the $\alpha$ and $\beta$ approaches are relatively similar and remain above 0.8 overall. The average C/E value is, in both cases, approximately equal to 0.84. The left side of Figure 8 also shows that the C/E values obtained for the surveillance capsule are globally worse than those obtained by I. Remec and F.B.K Kam. For the reactor cavity, the C/E values obtained with the $\alpha$ and $\beta$ approaches are mostly higher than 0.9, except for the $^{237}$Np(n,f) reaction, where the C/E coefficient is significantly lower. Similar observations were made in [13–15] regarding the $^{237}$Np(n,f) reaction in the cavity. Therefore, it is reasonable to consider here that there is a measurement error in this experimental value. Thus, the specific activity of $^{237}$Np(n,f) was not taken into account in the calculation of the average C/E value in the cavity (in Figure 8 and in those following). Considering these results, it seems that the $\alpha$ and $\beta$ approaches improve the specific activity predictions in the cavity compared to those in the study of I. Remec and F.B.K Kam. The average C/E ratios obtained in the cavity with the $\alpha$ and $\beta$ approaches are about 0.94 and 0.98, respectively. Therefore, it also seems that the $\beta$ model is slightly more accurate than the $\alpha$ model. Nevertheless, it remains important to point out that the discussion on the quality of the various models must be tempered, given the uncertainties inherent in such C/E evaluations ($\pm 1\sigma = 15\%$ according to [13]) and the standard deviation of the calculated average C/E values.

Overall, the results obtained with VACS (the $\beta$ approach) are consistent with those of [13], where it was demonstrated that a fine analysis of the HBR-2 benchmark using the MCNP code induced, compared to the work of I. Remec and F.B.K Kam, a degradation of the activation predictions in the capsules and an improvement of those in the cavity. However, as mentioned in [13], although the C/E values obtained by I. Remec and F.B.K Kam are closer to the experimental values in the cavity [11], the quality of these results is at least partially fortuitous, i.e., it is not guaranteed that such good results would be obtained for another configuration.

In order to put into perspective the C/E ratios obtained with the $\beta$ approach and the ENDF/B-VII.1 library, Figure 9 presents these results together with those obtained with the $\beta$ approach and the ENDF/B-VIII.0 and JEFF-3.3 libraries. This figure shows a good consistency between the results obtained with the JEFF-3.3 library and those obtained with the ENDF/B-VII.1 library. In contrast, the C/E ratios evaluated with the ENDF/B-VIII.0 library are largely degraded in comparison with the other tested nuclear data libraries. It is also possible to note that the C/E ratio obtained with ENDF/B-VIII.0 for the $^{63}$Cu(n,$\alpha$) specific activity is very different from those evaluated for the other specific activities. This observation suggests that there is also an anomaly in the ENDF/B-VIII.0 $^{63}$Cu(n,$\alpha$) cross section. In order to confirm this last statement, Figure 10 presents the obtained C/E values using the ENDF/B-VIII.0 library to model neutron transport and the IRDFF-II library for dosimetry.

This figure shows that using the IRDFF-II dosimeter cross sections does not significantly improve the C/E ratio obtained, when using the ENDF/B-VIII.0 library to model neutron attenuation from the core to the sites of interest. The only significant difference observed here is for the $^{63}$Cu(n,$\alpha$) reaction, whose C/E value regains consistency with the other reactions using the IRDFF-II library (which was not the case with ENDF/B-VIII.0). Therefore, these results suggest that the ENDF/B-VIII.0 library does not allow accurate modeling of the neutron transport from the core to the sites of interest (the capsule and the cavity) to be performed and that an anomaly exists in the $^{63}$Cu(n,$\alpha$) cross section in this library. In contrast, the C/E ratios obtained with the ENDF/B-VII.1 and JEFF-3.3 libraries are consistent with those obtained using IRDFF-II for the dosimetry step, as shown in Figure 11.
Figure 9. C/E ratios obtained with the β approach using the ENDF/B-VII.1, ENDF/B-VIII.0 and JEFF-3.3 nuclear data libraries. The $^{237}$Np(n,f) specific activity is not taken into account in the calculation of the average C/E value in the cavity.

Figure 10. C/E ratios obtained with the β approach using the ENDF/B-VIII.0 library for transport and the ENDF/B-VIII.0 or IRDFF-II library for dosimetry. The $^{237}$Np(n,f) specific activity is not taken into account in the calculation of the average C/E value in the cavity.
Figure 11. The C/E ratios obtained with the β approach and various combinations of nuclear data libraries. The $^{237}$Np(n,f) specific activity is not taken into account in the calculation of the average C/E value in the cavity.

In summary, the predictions of the specific activities of the dosimeters obtained using VACS (β approach) can be considered satisfactory, considering the uncertainties in the C/E assessments (about 15% according to [13]). Moreover, the consistency between the results obtained here and those of [13–15] also reinforces the confidence in the vessel aging predictions using VACS. Nevertheless, the correction of some assumptions made in this study could result in an improvement in the C/E predictions:

- In the β approach, the fission neutron source term was evaluated considering a reactor operating at nominal power. However, it was shown in [8] that predictions of vessel aging are sensitive to the history of the reactor. Therefore, consideration of the reactor power history (and associated control-rod insertions) in the evaluation of the fission neutron source term could improve the C/E predictions.
- As explained in Section 2.2, it is likely that gadolinia-bearing fuel pins were used during cycle no. 9, and these were not modeled in the β approach. Modeling these gadolinia-bearing fuel pins could result in an improvement in the C/E predictions.
- In the MCNP6 model, the moderator density gradients in the reactor core and in the moderator bypass zones were not modeled. However, in [6], the authors indicate that such assumptions can lead to a significant bias in vessel aging predictions. Therefore, modeling the moderator density gradients could improve the accuracy of C/E estimates.
- The surveillance capsule modeling could be reworked to better match the data provided in [11], which could also lead to a very slight improvement in the obtained results.

It is worth mentioning that these approximations are not usually made in VACS [6,9]. In particular, the reactor history is usually taken into account in the fission neutron source term assessment. Moreover, a fine description of the moderator density gradients in each assembly, as calculated by SIMULATE5, is usually added in the MCNP6 fixed source calculation, and the moderator density in the bypass is usually fixed as the average of those
of the outermost row of assemblies. This description of the moderator density gradient was added after the publication of [6], and the impact of this change on aging assessments can be found in [9].

5. Conclusions

Reactor lifetime extension motivates the development of precise and accurate simulation tools for vessel aging assessments and in-depth analysis of the parameters that may influence this aging (fuel management variability, core power history, etc.). Recently, a calculation scheme dedicated to the analysis of PWR vessel aging was developed, named VACS (vessel aging calculation scheme). VACS couples a deterministic approach (CASMO5 and SIMULATE5 codes) to evaluate the full-core fission neutron source term with Monte Carlo modeling (MCNP6 code) to perform the neutron attenuation from the core to sites of interest. This article featured an in-depth analysis of the H.B. Robinson-2 reactor pressure vessel dosimetry benchmark, constituting a first step towards a complete validation of VACS. The relative qualities of several nuclear data libraries (ENDF-B/VII.1, ENDF-B/VIII.0 and JEFF-3.3) for modeling the neutron attenuation from the core to the capsules and cavity were also studied.

The H.B. Robinson-2 dosimetry benchmark was intended to be used to validate the attenuation of the neutron flux only, which corresponds to the second step of the VACS approach. Nevertheless, information was gathered to use this benchmark to validate both steps, including the fission distribution inside the core. Thus, this work provides some recommendations regarding information that is still missing for performing a precise validation of the core calculation. The authors expect that with some additional information on the core management, the worth of this benchmark will be extended.

The results obtained in the frame of the current study indicated a satisfactory accuracy for the specific activity predictions obtained with VACS and the ENDF-B/VII.1 or JEFF-3.3 nuclear data libraries in the attenuation calculation. Indeed, in these cases, the final calculation/experiment (C/E) ratios remained mostly within 20% of unity in the capsules and were close to unity in the cavity. These results are satisfactory, given the global uncertainty remaining in such evaluations ($\pm 1\sigma \simeq 15\%$ [13]). In contrast, the results showed that using the ENDF/B-VIII.0 nuclear data library to model fission neutron attenuation from the core to the capsule or the cavity resulted in a systematic underestimation of the dosimeter specific activities of about 30%. This has also been reported in other studies [37]. Moreover, an anomaly was observed in the $^{63}\text{Cu}(n,\alpha)$ cross section in the ENDF-B/VIII.0 library.

Although the validation work described in this paper indicates a satisfactory performance for VACS, it is not sufficient to make a definitive statement on the general accuracy of the methodology.
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Abbreviations
The following abbreviations are used in this manuscript:

| Abbreviation | Description |
|--------------|-------------|
| HBR-2        | H.B. Robinson-2 |
| IRSN         | Institut de Radioprotection et de Sûreté Nucléaire |
| PWR          | Pressurized Water Reactor |
| RPV          | Reactor Pressure Vessel |
| VACS         | Vessel Aging Calculation Scheme developed at IRSN |
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