THE SIGMA FUNCTION OVER A FAMILY OF CYCLIC TRIGONAL CURVES WITH A SINGULAR FIBER
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ABSTRACT. In this paper we investigate the behavior of the sigma function over the family of cyclic trigonal curves $X_s$ defined by the equation $y^3 = x(x-s)(x-b_1)(x-b_2)$ in the affine $(x, y)$ plane, for $s \in D_\varepsilon := \{s \in \mathbb{C}||s|<\varepsilon\}$. We compare the sigma function over the punctured disc $D^*_\varepsilon := D_\varepsilon \setminus \{0\}$ with the extension over $s = 0$ that specializes to the sigma function of the normalization $\hat{X}_0$ of the singular curve $X_{s=0}$ by investigating explicitly the behavior of a basis of the first algebraic de Rham cohomology group and its period integrals. We demonstrate, using modular properties, that sigma, unlike the theta function, has a limit. In particular, we obtain the limit of the theta characteristics and an explicit description of the theta divisor translated by the Riemann constant.
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1. INTRODUCTION

The study of the Jacobi variety or the theta function over families of curves with singular members has a long history and is still very active. Classically, Clebsch and Gordan introduced generalized theta functions for specific degenerations of hyperelliptic curves [9, §81]. Kodaira classified the singular fibers of elliptic surfaces [19]. Igusa showed that there exists a (generalized) Jacobian fibration over a family of curves with a finite number of degenerate members which have at most nodal singularities [17].

However, in our work we focus on the analytic limit of a specific section of (a translate of) the theta line bundle, which turned out to be an important tool in integrable dynamics and number theory (modular aspects of Riemann period matrices). Our goal is to look at a family of Jacobians, which we call a Jacobian fibration for simplicity even though our general fiber has dimension three, while the central fiber has dimension two (therefore the definition of fibration does not apply) over a family of curves with a central fiber that has a nodal singularity, and extend (a translate of) the theta line bundle over the Jacobian of the normalized central fiber; for this, we use a section, known as sigma function.

Based on classical constructions by Weierstrass and Klein, and further study by Baker [35, 13, 3, 2], Weierstrass’ (elliptic) sigma function was generalized to non-singular curves in Weierstrass canonical form; notably, unlike the theta function, sigma obeys an addition rule that can be expressed in terms of meromorphic functions on the curve [8, 12, 15, 22, 31]; moreover, Buchstaber and Leykin investigated the behavior of the sigma functions in moduli, under the heat equation and the Gauss-Manin connection [7, 14]. Using these results, in [3, 4] the sigma function is analyzed over a degenerating family of hyperelliptic curves.

In this paper, we investigate the behavior of the sigma function of a degenerating family of trigonal curves \( X_s \), given by affine equation \( y^3 = x(x - s)(x - b_1)(x - b_2) \) for \( s \) in the unit disc

\[
D_\varepsilon = \{ s \in \mathbb{C} \mid |s| < \varepsilon \}.
\]
Our strategy is the following: in [10] [27], we obtained explicit properties of the sigma function \( \sigma_{X_s} \) for the non-singular curve \( X_s \) over the punctured disc \( s \in D^*_\varepsilon = D_\varepsilon \setminus \{0\} \); in [25] [22], we analyzed \( \sigma_{X_0} \) for the normalized curve \( X_0 \) of \( X_0 = X_{s=0} \) given by \( y^3 = x^2(x - b_1)(x - b_2) \). Now we consider the degenerating family of curves

\[
\mathcal{X} := \{(x, y, s) \mid (x, y) \in X_s, s \in D_\varepsilon \},
\]

we will exhibit the first algebraic de Rham cohomology groups, whose generators are given by first and second-kind differentials, as well as their period matrices, for \( X_s \) when \( s \in D^*_\varepsilon \), and for \( X_0 \). We show the precise behavior of the integrals in Appendices A and B. Finally, in Section 4 we compare these objects over the non-singular fiber \( X_s \) to those of \( X_0 \) at \( s = 0 \). Using this analysis, we construct the sigma functions \( \sigma_{X_s} \) and \( \sigma_{X_0} \) of \( X_s \) \( (s \in D^*_s) \) and of \( X_0 \). The relationship of the sigma function with the algebraic functions of the curve, particularly with the \( \omega \) function, which we had also previously constructed for the trigonal cyclic case [27] turns out to be essential.

Using the fact that a section of the divisor that gives the principal polarization with the given modular behavior over the family is unique, we view the sigma functions \( \sigma_{X_s} \) and \( \sigma_{X_0} \) as the canonical bases of the (translate) theta line bundles \( \mathcal{L}_{J_s} \) and \( \mathcal{L}_{J_0} \) on the Jacobi varieties, \( J_s \) and \( J_0 \). Thus we obtain an explicit extension in the limit \( s \to 0 \) from \( \mathcal{L}_{J_s} \), \( s \in D^*_s \) to \( \mathcal{L}_{J_0} \), and produce an explicit line bundle over the Jacobian fibration of the family. In the family, using the sigma functions, we provide the connection to the Jacobian of the desingularization \( X_0 \) over the central fiber instead of a generalized Jacobian considered by Igusa [17]. Recent progress on the study of the modular structure of the sigma functions by Eilbeck, Gibbons, Ônishi and Yasuda [14], based on the investigation of Buchstaber and Leykin [7], enables us to find the behavior of the sigma function as the period lattice varies. Using their results, we explicitly compare the structure of the limit of \( \mathcal{L}_{J_s} \) with that of \( \mathcal{L}_{J_0} \) and the ramified covering \( \tilde{D}_\varepsilon^* \) of \( D^*_\varepsilon \) given by the cyclic group of order three. The definition of sigma involves theta characteristics; while the parity behavior of theta characteristics over families is well-known [1] [28], we need to compute explicitly the limit of the Riemann constant, which for our curves is translated by a multiple of the divisor at infinity on the affine part of the curve; in particular, we observe the behavior of the Weierstrass semigroup going from symmetric to non-symmetric under degeneration.

Since this degeneration can be regarded as a higher-genus version of the elliptic case, type IV in Kodaira’s classification, we apply the technique of this paper to the case of such degenerate family of elliptic curves in Appendix C. We make use of a very simple expression for the elliptic \( \omega \) function, whereas for the present trigonal case defining \( \omega \) requires an elaborate configuration of triple covers of the Jacobian. We give an explicit description of the behavior of sigma for the degeneration of type IV, which had not previously appeared as far as we know.

The contents of the paper are as follows. Section 2 gives a review of the sigma function \( \sigma_{X_s} \) of \( X_s \) for \( s \in D^*_s \). In Section 3, at \( s = 0 \), by considering the normalization \( X_0 \) of the singular curve \( X_0 \) and the Jacobian \( J_0 \), we give properties of the sigma function \( \sigma_{X_0} \).
In Section 4, we investigate the degeneration explicitly and present our main theorem. Appendix A due to Kazuhiro Aomoto is devoted to the study of the integrals associated with the period matrices over the degeneration. Using the results in Appendix A, Appendix B gives the explicit behavior of the period matrices in the limit \( s \to 0 \), the crux of this paper. Appendix C gives the behavior of the Weierstrass sigma function over the degenerating family of elliptic curves which is classified as type IV by Kodaira [19].

**Shorthand.** Throughout the paper, the symbol \( d_{\geq n}(t) \) \( (d_{>n}(t), \text{respectively}) \) denotes a formal power series of order \( \geq n \) \( (>n, \text{resp.}) \) in the variable \( t \) (single or multi-variable).
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2. **The sigma function of** \( y^3 = x(x-s)(x-b_1)(x-b_2), \ (s \neq 0) \)

In this section, we review the properties of the sigma function of a non-singular cyclic trigonal curve of genus three following the papers [10, 26, 27].

2.1. **Basic properties of** \( X_s \). We consider the non-singular cyclic trigonal curve \( X_s \) of genus three, \( g = 3 \), given by

\[
X_s := \{(x, y) \mid y^3 = x(x-s)(x-b_1)(x-b_2) := f(x) \} \cup \infty,
\]

and its affine ring,

\[
R_s := \mathbb{C}[x, y]/(y^3 - x(x-s)(x-b_1)(x-b_2)).
\]

Here we assume that \( b_0 := 0 \), \( b_1 \), \( b_2 \) and \( b_3 := s \) are mutually distinct complex numbers, in particular \( s \neq 0 \). The curve is given by a ramified cover of \( \mathbb{P} \),

\[
\begin{array}{ccc}
X_s & \xrightarrow{\pi_1} & \mathbb{P} \\
\downarrow & & \downarrow \\
\mathbb{P} & \xrightarrow{\pi_2} & \{P \in \mathbb{P} \mid \pi_1(P) = x, \pi_2(P) = y\}.
\end{array}
\]

The finite branch points of \( \pi_1 \) are denoted by

\[
(2.1) \quad B_0 := (0, 0), \quad B_1 := (b_1, 0), \quad B_2 := (b_2, 0), \quad B_3 := B_s = (s, 0).
\]
The curve $X_s$ has an automorphism $\hat{\zeta}_3 : X_s \to X_s$ given by $\hat{\zeta}_3(x, y) = (x, \zeta_3 y)$ for $\zeta_3 := e^{2\pi \sqrt{-1}/3}$.

The point $\infty$ in $X_s$ is a Weierstrass point. The natural weight of $R_s$ is assigned as $\text{wt}_\infty(x) = -3$, $\text{wt}_\infty(y) = -4$, since using the local parameter $t$ at $\infty$, we have

$$x = \frac{1}{t^3}(1 + d_{\geq 1}(t)), \quad y = \frac{1}{t^4}(1 + d_{\geq 1}(t)).$$

The Weierstrass non-gap sequence at $\infty$ is given by the following table.

| $-\text{wt}_\infty$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | $\cdots$ |
|----------------------|---|---|---|---|---|---|---|---|---|---|----|--------|
| $\phi_{X_s}$         | 1 | - | - | $x$ | $y$ | $x^2$ | $xy$ | $y^2$ | $x^3$ | $x^2y$ | $\cdots$ |

We denote the corresponding basis of monic monomials by $\phi_{X_s}$, i.e., $\phi_{X_s0} = 1$, $\phi_{X_s1} = x$, $\phi_{X_s2} = y$, $\phi_{X_s3} = x^2$, $\cdots$. As a $\mathbb{C}$-vector space, we have the decomposition of $R_s$,

$$R_s = \bigoplus_{i=0}^{\infty} \mathbb{C}\phi_{X_s i}.$$

Corresponding to the non-gap sequence, we have the numerical semigroup $H_s := \{3a + 4b\}_{a,b \in \mathbb{Z}_{\geq 0}} := \langle 3, 4 \rangle$, where $\mathbb{Z}_{\geq 0}$ is the set of non-negative integers, i.e.,

$$H_s = \{0, 3, 4, 6, 7, \cdots \}, \quad L_s = \mathbb{Z}_{\geq 0} \setminus H_s = \{1, 2, 5\}.$$

The numerical semigroup $H_s$ is related to the Young diagram

$$\Lambda_{(3,1,1)} = \begin{array}{ccc} & & \\
& & \\
& & \\
\end{array}$$

because $(1, 2, 5) - (0, 1, 2) = (1, 1, 3)$.

2.2. **Differentials and Abelian integrals of $X_s$.** The holomorphic one-forms or the differentials of the first kind on $X_s$ are given by

$$\nu^I_{X_s} := \begin{pmatrix} \nu^I_{X_s1} \\ \nu^I_{X_s2} \\ \nu^I_{X_s3} \end{pmatrix} := t \begin{pmatrix} dx \\ xdx \\ dx \end{pmatrix} = t \begin{pmatrix} x/3y^2 \\ x/3y^2 \\ x/3y^2 \end{pmatrix}.$$

The divisor of $\nu^I$, $\text{Div}(\nu^I)$, is linearly equivalent to $(2g - 2)\infty = 4\infty$. The differentials of the second kind (holomorphic except at $\infty$) are

$$\nu^{II}_{X_s} := \begin{pmatrix} \nu^{II}_{X_s1} \\ \nu^{II}_{X_s2} \\ \nu^{II}_{X_s3} \end{pmatrix}, \quad \nu^{II}_{X_s1} := -\frac{(5x^2 - 3\lambda_3 x + \lambda_2)dx}{3y},$$

$$\nu^{II}_{X_s2} := -\frac{2xdx}{3y}, \quad \nu^{II}_{X_s3} := -\frac{x^2dx}{3y^2}.$$
where \( \lambda_3 = -s - b_1 - b_2 \) and \( \lambda_2 = s(b_1 + b_2) + b_1 b_2 \). The set of \( \nu_{X,s}^I \) and \( \nu_{X,s}^{II} \) gives a basis of the first algebraic de Rham cohomology of \( X_s \).

The automorphism \( \zeta_3 \) of \( X_s \) also acts on the one-forms,

\[
\zeta_3(\nu_{X,s}^I) = \zeta_3 \nu_{X,s}^I, \quad \zeta_3(\nu_{X,s}^{II}) = \zeta_3 \nu_{X,s}^{II},
\]

To define the Abelian integrals, we first consider the Abelian covering \( \tilde{X}_s \) of \( X_s \), namely the abelianization of the quotient space of path space \( \text{Path}(X_s) \) divided by homotopy equivalence with respect to the fixed point \( \infty \). There are a natural projection \( \kappa_X : \tilde{X}_s \to X_s \) (\( \kappa(\gamma_{P,\infty}) = P \) for a path \( \gamma_{P,\infty} \in \tilde{X}_s \) from \( \infty \) to \( P \in X_s \)) and a natural embedding \( \iota_X : X_s \to \tilde{X}_s \). The Abelian integral of the cyclic trigonal curve is defined as

\[
\bar{w}_{X,s} : \tilde{X}_s \to \mathbb{C}^3, \quad \left( \bar{w}_{X,s}(P) := \int_{\gamma_{\infty,P}} \nu_{X,s}^I \right),
\]

\[
\bar{w}_{X,s} : S^k(\tilde{X}_s) \to \mathbb{C}^3, \quad \bar{w}_{X,s}(\gamma_{\infty,P_1}, \gamma_{\infty,P_2}, \ldots, \gamma_{\infty,P_k}) := \sum_{i=1}^{k} \bar{w}_{X,s}(\gamma_{\infty,P_i}),
\]

where \( S^k \tilde{X}_s \) is the \( k \)-th symmetric product of \( \tilde{X}_s \). The Abel-Jacobi theorem says that \( \bar{w}_{X,s} : S^3 \tilde{X}_s \to \mathbb{C}^3 \) is a birational correspondence.

For the point \( P_i \) near \( \infty \) with a local parameter \( t_i \) (\( i = 1, 2, 3 \)), the variable \( u_j = \sum_{i=1}^{3} \int_{\gamma_{P_i,\infty}} \nu_{X,s}^{I,j} \) (\( j = 1, 2, 3 \)) has the expansion,

\[
(2.2) \quad u_1 = \frac{1}{5} (t_1^5 + t_2^5 + t_3^5)(1 + d_{\geq 1}(t_1, t_2, t_3)), \quad u_2 = \frac{1}{2} (t_1^2 + t_2^2 + t_3^2)(1 + d_{\geq 1}(t_1, t_2, t_3)), \quad u_3 = (t_1 + t_2 + t_3)(1 + d_{\geq 1}(t_1, t_2, t_3)).
\]

The weight on the ring \( R_s \) induces the weight of the components of the vectors \( u \) in \( \mathbb{C}^3 \),

\[
(2.3) \quad \text{wt}_\infty(u_1) = 5, \quad \text{wt}_\infty(u_2) = 2 \quad \text{wt}_\infty(u_3) = 1.
\]

2.3. Periods of \( X_s \). The standard homology basis \( (\alpha_1, \alpha_2, \alpha_3, \beta_1, \beta_2, \beta_3) \) satisfying the relations

\[
\langle \alpha_i, \beta_j \rangle = \delta_{ij}, \quad \langle \alpha_i, \alpha_j \rangle = 0, \quad \langle \beta_i, \beta_j \rangle = 0
\]

is illustrated in Figure \[ fig:2.3 \].

The complete Abelian integrals \( \omega_{X,s}^I \) and \( \omega_{X,s}^{II} \) of the first kind are

\[
\omega_{X,s,ij}^I := \frac{1}{2} \left( \int_{\alpha_j} \nu_{X,s}^I \right), \quad \omega_{X,s,ij}^{II} := \frac{1}{2} \left( \int_{\beta_j} \nu_{X,s}^I \right),
\]
and the complete Abelian integrals $\eta'_{X,s}$ and $\eta''_{X,s}$ of the second kind are

$$
\eta'_{X,sij} := \frac{1}{2} \left( \int_{\alpha_j} v^I_{X,s} \right), \quad \eta''_{X,sij} := \frac{1}{2} \left( \int_{\beta_j} v^I_{X,s} \right).
$$

Since we have the integral along the contour $\gamma_a$ from $\infty$ to the branch point $B_a = (b_a, 0)$ ($a = 0, 1, 2, 3$) \cite{[27]}, i.e.,

$$
\omega_{X,s} := \int_{\infty}^{B_a} v^I_{X,s} = \int_{\gamma_a} v^I_{X,s},
$$

the period matrices $\omega'_{X,s} = (\omega'_{X,s1}, \omega'_{X,s2}, \omega'_{X,s3})$ and $\omega''_{X,s} = (\omega''_{X,s1}, \omega''_{X,s2}, \omega''_{X,s3})$ are described in terms of $\omega_{X,s,a}$ as follows.

**Lemma 2.1.**

$$
^t(\omega'_{X,s1}, \omega'_{X,s2}, \omega'_{X,s3}, \omega''_{X,s1}, \omega''_{X,s2}, \omega''_{X,s3}) = ^t((\omega_{X,s0}, \omega_{X,s1}, \omega_{X,s2}, \omega_{X,s3})W_{X,s}),
$$
where $W_{X_s}$ is a rank three matrix given by

$$W_{X_s} := \frac{1}{2} \begin{pmatrix}
0 & 0 & \hat{\zeta}_3 - \hat{\zeta}_3^2 & 1 - \hat{\zeta}_3^2 & 0 & 1 - \hat{\zeta}_3^2 \\
\hat{\zeta}_3 - 1 & 0 & 0 & \hat{\zeta}_3 - 1 & \hat{\zeta}_3^2 - 1 & 0 \\
0 & 1 - \hat{\zeta}_3^2 & 0 & 0 & 1 - \hat{\zeta}_3^2 & 0 \\
0 & 0 & \hat{\zeta}_3^2 - \hat{\zeta}_3 & \hat{\zeta}_3^2 - \hat{\zeta}_3 & 0 & \hat{\zeta}_3^2 - 1
\end{pmatrix}$$

$$= \frac{1 - \hat{\zeta}_3^2}{2} \begin{pmatrix}
0 & 0 & -\hat{\zeta}_3^2 & 1 & 0 & 1 \\
\hat{\zeta}_3 & 0 & 0 & \hat{\zeta}_3 & -1 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & \hat{\zeta}_3^2 & \hat{\zeta}_3^2 & 0 & -1
\end{pmatrix}$$

The transpose is introduced because the action of $\hat{\zeta}_3$ on the integrals is left-to-right. Noting that the integral over a path which is homotopic to a point, e.g.,

$$(1 - \hat{\zeta}_3^2)\omega_{X,2} + \hat{\zeta}_3^2 (1 - \hat{\zeta}_3^2)\omega_{X,1} + \hat{\zeta}_3 (1 - \hat{\zeta}_3^2)\omega_{X,0} + (1 - \hat{\zeta}_3^2)\omega_{X,3} = 0,$$

is equal to zero, $\omega_{X,a}$ $(a = 0, 1, 2, 3)$ are described in terms of $\omega'_{X_s} = (\omega'_{X,1}, \omega'_{X,2}, \omega'_{X,3})$:

**Lemma 2.2.**

$$t(\omega_{X,0}, \omega_{X,1}, \omega_{X,2}, \omega_{X,3}) = t((\omega'_{X,1}, \omega'_{X,2}, \omega'_{X,3})V_{X_s}),$$

where

$$V_{X_s} := \frac{2}{3} \begin{pmatrix}
\hat{\zeta}_3^2 - 1 & \hat{\zeta}_3^2 - 1 & 0 & \hat{\zeta}_3^2 - 1 & \hat{\zeta}_3^2 - 1 \\
\hat{\zeta}_3^2 - 1 & \hat{\zeta}_3^2 - 1 & 0 & \hat{\zeta}_3^2 - 1 & \hat{\zeta}_3^2 - 1 \\
0 & 1 - \hat{\zeta}_3 & \hat{\zeta}_3 - 1 & 0 & 1 - \hat{\zeta}_3 \\
0 & 0 & \hat{\zeta}_3 & 0 & \hat{\zeta}_3 \\
0 & 0 & \hat{\zeta}_3 & 0 & \hat{\zeta}_3
\end{pmatrix} = \frac{2(\hat{\zeta}_3^3 - 1)}{3} \begin{pmatrix}1 & 1 & 0 & 1 \\
\hat{\zeta}_3 & 0 & \hat{\zeta}_3 & \hat{\zeta}_3 \\
0 & 1 & 0 & 1
\end{pmatrix}.$$  \[(2.4)\]

**Proof.** By considering the relation

$$t(\omega'_{X,1}, \omega'_{X,2}, \omega'_{X,3}, 0) = t((\omega_{X,0}, \omega_{X,1}, \omega_{X,2}, \omega_{X,3})V)$$

with $(2.4)$ and the matrix,

$$V = \frac{1 - \hat{\zeta}_3^2}{2} \begin{pmatrix}
0 & 0 & -\hat{\zeta}_3^2 & \hat{\zeta}_3 \\
\hat{\zeta}_3 & 0 & 0 & \hat{\zeta}_3^2 \\
0 & 1 & 0 & 1 \\
0 & 0 & \hat{\zeta}_3^2 & 1
\end{pmatrix},$$

the inverse matrix of $V$ is reduced to $V_{X_s}$ when $(2.4)$ holds. \[\square\]

Lemma 2.2 can be regarded as a generalization of Lemma C.2 which holds for the genus one case.

Corresponding to $(C.2)$ and $(C.3)$ in the genus one case, we have the following lemma:

**Lemma 2.3.**

$$\begin{pmatrix}
\omega''_{X,11} & \omega''_{X,12} & \omega''_{X,13} \\
\omega''_{X,21} & \omega''_{X,22} & \omega''_{X,23} \\
\omega''_{X,31} & \omega''_{X,32} & \omega''_{X,33}
\end{pmatrix} = \begin{pmatrix}
-\hat{\zeta}_3^2 \omega'_{X,12} & -\hat{\zeta}_3^2 \omega'_{X,11} + \omega'_{X,12} & -\hat{\zeta}_3 \omega'_{X,13} \\
-\hat{\zeta}_3 \omega'_{X,22} & -\hat{\zeta}_3 \omega'_{X,21} + \omega'_{X,22} & -\hat{\zeta}_3 \omega'_{X,23} \\
-\hat{\zeta}_3 \omega'_{X,32} & -\hat{\zeta}_3 \omega'_{X,31} + \omega'_{X,32} & -\hat{\zeta}_3 \omega'_{X,33}
\end{pmatrix},$$
where Lemmas 2.1 and 2.2 directly give \( t(\omega''_{X,1}, \omega''_{X,2}, \omega''_{X,3})U_s \) and \( t(\eta''_{X,1}, \eta''_{X,2}, \eta''_{X,3}) = t((\eta'_{X,1}, \eta'_{X,2}, \eta'_{X,3})U_s) \) where

\[
U_s := \frac{2}{3} \begin{pmatrix}
0 & -\zeta_3^2 & 0 \\
-\zeta_3^2 & 1 & 0 \\
0 & 0 & -\zeta_3
\end{pmatrix}.
\]

\[\square\]

2.4. Jacobian and Abel-Jacobi map of \( X_s \). The lattice \( \Gamma_s \) in \( \mathbb{C}^3 \) is defined as

\[
\Gamma_s := \langle 2\omega'_{X,s}, 2\omega''_{X,s} \rangle \subset \mathbb{C}^3,
\]

and the Jacobi variety \( J_{X_s} \) is given by the canonical projection,

\[
\kappa_J : \mathbb{C}^3 \to J_{X_s} = \mathbb{C}^3/\Gamma_s.
\]

Using the Abelian integral \( \bar{w}_{X_s} \), we define the Abel-Jacobi map \( w_{X_s} \),

\[
w_{X_s} : S^k X_s \to J_{X_s} \quad w_{X_s}(P) := \kappa_J \circ \bar{w}_{X_s} \circ \iota_{X}(P).
\]

When \( k = 3 \), \( w_{X_s} \) is birational due to the Abel-Jacobi theorem. The normalized versions of these objects are given by

\[
u_{X_s}^0 := \omega'_{X_s}^{-1} \nu_{X_s}^k, \quad \bar{w}_{X_s}^0 := \omega'_{X_s}^{-1} \bar{w}_{X_s}, \quad w_{X_s}^0 := \omega'_{X_s}^{-1} w_{X_s},
\]

for the normalized period \((I_3, \tau_{X_s} := \omega'_{X_s}^{-1} \omega''_{X_s})\) and the normalized Jacobian,

\[
k^0_{\bar{w}} : \mathbb{C}^3 \to J^0_{X_s} := \mathbb{C}^3/\Gamma^0_s,
\]

where \( I_3 \) is the unit matrix and \( \Gamma^0_s := \langle I_3, \tau_{X_s} \rangle \).

Lemma 2.4.

\[
\tau_{X_s} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix} + \frac{\zeta_3}{|\omega'_{X_s}|} T_1 + \frac{\zeta_3^2}{|\omega''_{X_s}|} T_2,
\]

where

\[
T_1 := \begin{pmatrix}
(\omega'_{X,13} \omega'_{X,22} - \omega'_{X,12} \omega'_{X,23}) \omega'_{X,31} & (\omega'_{X,13} \omega'_{X,22} - \omega'_{X,12} \omega'_{X,23}) \omega'_{X,31} \\
(\omega'_{X,11} \omega'_{X,23} - \omega'_{X,13} \omega'_{X,21}) \omega'_{X,32} & (\omega'_{X,11} \omega'_{X,23} - \omega'_{X,13} \omega'_{X,21}) \omega'_{X,31} \\
(\omega'_{X,12} \omega'_{X,21} - \omega'_{X,11} \omega'_{X,22}) \omega'_{X,32} & (\omega'_{X,12} \omega'_{X,21} - \omega'_{X,11} \omega'_{X,22}) \omega'_{X,31} \\
- (\omega'_{X,13} \omega'_{X,22} - \omega'_{X,12} \omega'_{X,23}) \omega'_{X,33} & - (\omega'_{X,13} \omega'_{X,22} - \omega'_{X,12} \omega'_{X,23}) \omega'_{X,33} \\
- (\omega'_{X,11} \omega'_{X,23} - \omega'_{X,13} \omega'_{X,21}) \omega'_{X,33} & - (\omega'_{X,11} \omega'_{X,23} - \omega'_{X,13} \omega'_{X,21}) \omega'_{X,33} \\
- (\omega'_{X,12} \omega'_{X,21} - \omega'_{X,11} \omega'_{X,22}) \omega'_{X,33} & - (\omega'_{X,12} \omega'_{X,21} - \omega'_{X,11} \omega'_{X,22}) \omega'_{X,33}
\end{pmatrix},
\]

and

\[
T_2 := \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix} + \frac{\zeta_3^2}{|\omega''_{X_s}|} T_2
\]
The left hand side of the Legendre relation is given by

\[
L_0 := -\eta_{11}'\omega_{12} - \eta_{21}'\omega_{22} - \eta_{31}'\omega_{31} \\
0 \\
0 \\
0
\] + \eta_{12}'\omega_{11} + \eta_{22}'\omega_{21} + \eta_{32}'\omega_{31} \] 
\[
0 \\
0 \\
0 \\
0
\]

\[
L_1 := \begin{pmatrix}
\eta_{11}' - \eta_{12}'
+ (\eta_{11}' - \eta_{12}')\omega_{11}'
+ (\eta_{11}' - \eta_{12}')\omega_{12}'
+ (\eta_{11}' - \eta_{12}')\omega_{13}'
+ (\eta_{11}' - \eta_{12}')\omega_{21}'
+ (\eta_{11}' - \eta_{12}')\omega_{22}'
+ (\eta_{11}' - \eta_{12}')\omega_{23}'
+ (\eta_{11}' - \eta_{12}')\omega_{31}'
+ (\eta_{11}' - \eta_{12}')\omega_{32}'
+ (\eta_{11}' - \eta_{12}')\omega_{33}'
\end{pmatrix}
\]

Corresponding to \([C.4]\), we have the following relation:

**Lemma 2.6.** The left hand side of the Legendre relation is given by

\[
t\omega_{X_s}' \cdot \eta_{X_s}' - t\omega_{X_s}' \cdot \eta_{X_s}' = L_0 + \zeta_3 L_1 + \zeta_3^2 L_2,
\]

where

\[
L_0 := \begin{pmatrix}
0 \\
0 \\
0 \\
0
\] 
\[
0 \\
0 \\
0 \\
0
\]

\[
L_1 := \begin{pmatrix}
\eta_{11}' - \eta_{12}'
+ (\eta_{11}' - \eta_{12}')\omega_{11}'
+ (\eta_{11}' - \eta_{12}')\omega_{12}'
+ (\eta_{11}' - \eta_{12}')\omega_{13}'
+ (\eta_{11}' - \eta_{12}')\omega_{21}'
+ (\eta_{11}' - \eta_{12}')\omega_{22}'
+ (\eta_{11}' - \eta_{12}')\omega_{23}'
+ (\eta_{11}' - \eta_{12}')\omega_{31}'
+ (\eta_{11}' - \eta_{12}')\omega_{32}'
+ (\eta_{11}' - \eta_{12}')\omega_{33}'
\end{pmatrix}
\]

Since \(\zeta_3\) is an automorphism of the curve \(X_s\) which admits Galois action, \(\zeta_3(2\omega_{X_s}' a)\) \((a = 1, 2, 3, c = 0, 1, 2)\) in Lemma 2.2 is a point in the lattice \(\Gamma_s\), and thus Lemma 2.2 is reduced to the following lemma:

**Lemma 2.5.** ([27, Prop.2.2]) The set \((\zeta_3^c(2\omega_{X_s}' a)\) \((a = 1, 2, 3, c = 0, 1, 2)\) is a subset of \(\Gamma_s\) and thus there are integers \(h_{a,b}^{(c)}\) and \(h_{a,b}^{(c)''}\) satisfying the relation

\[
3\zeta_3\omega_{X_s}' = \sum_{b=1}^3 \left( h_{a,b}^{(c)}(2\omega_{X_s}' b) + h_{a,b}^{(c)''}(2\omega_{X_s}' b) \right) \mod \Gamma_s.
\]
\[ L_2 := \left( \frac{\eta'_{X,11}\omega'_{X,12} + \eta'_{X,21}\omega'_{X,22}}{\eta'_{X,11}\omega'_{X,11} + \eta'_{X,21}\omega'_{X,21} - \eta'_{X,32}\omega'_{X,32}} \cdot \frac{\eta'_{X,12}\omega'_{X,12} + \eta'_{X,22}\omega'_{X,22} - \eta'_{X,31}\omega'_{X,31}}{(\eta'_{X,31} - \eta'_{X,32})\omega'_{X,33}} \right) \]

where \( c \) is defined by \([10]\). Since for the curve \( X \) the sigma function of \( \theta \) plays a crucial role in this paper, cf. Remark 4.9.

Remark 2.7. The discriminant \( \Delta \) is computed using the recent results in \([14]\), which play a crucial role in this paper, cf. Remark 4.9.

For later use when taking limits in Lemmas 4.6 and 4.13, we note that \( \omega'_{X,13} \) appears in the monomials \( \omega'_{X,13}^i \eta'_{X,11} \), \( \omega'_{X,13}^i \eta'_{X,12} \) and \( \omega'_{X,13} \eta'_{X,13} \) in the Lemma above.

It is known that the Riemann constant \( \xi \) defined by

\[
(2.5) \quad \xi_{X,j} := \frac{1}{2} \tau_{X,j} + \sum_{i} \int_{\alpha_i} \tilde{w}_{X,i}^0(\tau_X P) \nu_{X,j}^0(P) + \tilde{w}_{X,j}^0(\tau_X Q_j),
\]

where \( Q_j \) is the beginning point of \( \beta_j \), corresponds to a \( \theta \) characteristic

\[
\delta_{X,s} := \left[ \begin{array}{c} \delta''_{X,s} \\ \delta'_{X,s} \end{array} \right], \quad \delta'_{X,s} \in (\mathbb{Z}/2)^3, \quad \delta''_{X,s} \in (\mathbb{Z}/2)^3,
\]

for the curve \( X_s \) \([23][10]\). The vector \( \xi_{X,s} \) is unique modulo \( \Gamma_s \). Here it is also noted that since \( Q_j \) is \( \infty \) due to Lemma \([21]\) \( \tilde{w}_{X,s}^0(\tau_X Q_j) = 0 \).

2.5. The sigma function of \( X_s \). Using the above structure, the sigma function of \( X_s \) is defined by \([10]\)

\[
\sigma_{X_s}(u) := c_s e^{-\frac{1}{2}u \omega'_{X,s}^{-1} \eta'_{X,s} u} \theta_{X_s} \left[ \begin{array}{c} \delta''_{X,s} \\ \delta'_{X,s} \end{array} \right] \left( \frac{1}{2} \omega'_{X,s}^{-1} u; \omega'_{X,s} \omega'_{X,s} \right), \quad u \in \mathbb{C}^3.
\]

The ingredients of the formula are as follows:

\[
(2.6) \quad c_s := \left( \frac{(2\pi)^3}{|\omega'_{X,s}|} \right)^{1/2} \Delta_s^{-1/8},
\]

for the discriminant \([14]\),

\[
(2.7) \quad \Delta_s = -729 s^4 b_1^4 \left( (s + b_2)^3 b_3^3 + 3 s b_2 (s + \frac{1}{4} b_2) (s + 4 b_2) b_1^2 + 3 s^2 b_2^2 (s + b_2) b_1 + s^3 b_3^3 \right)^2,
\]

and \( \theta_{X_s} \) is the Riemann theta function associated with \( \mathcal{J}_{X_s}^0 \),

\[
\theta_{X_s} \left[ \begin{array}{c} a \\ b \end{array} \right] (z; \tau_{X_s}) = \sum_{n \in \mathbb{Z}^3} \exp \left( \pi \sqrt{-1} ((n + a)^4 \tau_{X_s} (n + a) - (n + a)^4 (z + b)) \right).
\]

Remark 2.7. The discriminant \( \Delta \) is computed using the recent results in \([14]\), which play a crucial role in this paper, cf. Remark 4.9.
For the translation formula, we introduce several pieces of notation. For \( u, v \in \mathbb{C}^3 \), and \( \ell (= 2\omega'_{X_s}(\ell') + 2\omega''_{X_s}(\ell'')) \in \Gamma_s \), we let

\[
L_{X_s}(u, v) := 2^t u(\eta'_{X_s}(v') + \eta''_{X_s}(v'')) ,
\]

(2.8)

\[
\chi_{X_s}(\ell) := \exp[\pi \sqrt{-1}(2(\ell' \delta''_{X_s} - t \ell'' \delta'_{X_s}) + t \ell' \ell'')] \in \{1, -1\}.
\]

Using the expansion (2.2), we summarize the properties of the sigma function \( \sigma_{X_s} \) of \( X_s \).

**Proposition 2.8.** [10, 29, 14] The sigma function \( \sigma_{X_s} \) satisfies the followings:

1. it is an entire function over \( \mathbb{C}^3 \),
2. its zeros \( \kappa^{-1}_s \Theta_s \) are given by \( \Theta_s = \varpi_{X_s}(X^2_s) \),
3. its translation property is given by

\[
\sigma_{X_s}(u + \ell) = \sigma_{X_s}(u) \exp(L_{X_s}(u + \frac{1}{2} \ell, \ell)) \chi_{X_s}(\ell),
\]

for \( \ell \in \Gamma_s \),
4. it is modular invariant for the action of \( \text{Sp}(3, \mathbb{Z}) \), and
5. the leading term of its expansion is given by the Schur polynomial; \( \sigma_{X_s}(u) = s_{\Lambda(3,1,1)}(u) + \text{higher order terms with respect to the weight in (2.3)} \), where \( s_{\Lambda(3,1,1)} \) is the Schur polynomial of the Young diagram \( \Lambda(3,1,1) \),

\[
s_{\Lambda(3,1,1)}(\tilde{u}) = \tilde{u}_1 - \tilde{u}_2^2 \tilde{u}_3 = t_1 t_2 t_3 (t_1^2 + t_2^2 + t_3^2 + t_1 t_2 + t_2 t_3 + t_3 t_1)
\]

for \( \tilde{u} := (\tilde{u}_1, \tilde{u}_2, \tilde{u}_3) \), where \( \tilde{u}_1 := \frac{1}{5} (t_1^5 + t_2^5 + t_3^5) \), \( \tilde{u}_2 := \frac{1}{2} (t_1^2 + t_2^2 + t_3^2) \) and \( \tilde{u}_3 := t_1 + t_2 + t_3 \).

2.6. The al function of \( X_s \). We introduce a meromorphic function on an unramified covering of the Jacobian \( \mathcal{J}_s \), which is a generalization of Jacobi’s sn, cn, dn-functions, i.e., the al-function [27]; it is also regarded as a generalization of the hyperelliptic al-function [2, 35]. (Since the simplest non-rational curve with an order-three automorphism is realized by an elliptic curve \( E: y(y - s) = x^3 \), we compute in Appendix C the al function of \( E \), and note similar properties to the ones derived in [27].) In the same way as the fundamental domains of sn, cn, dn-functions are double covering spaces of the Jacobian of genus one, or the fundamental domain of the \( \Theta \) function, so is the fundamental domain of the al-function also given as a certain triple covering of \( \mathcal{J}_s \), denoted by \( \mathcal{J}^{(a,c)}_s \); \( \pi_{al}^{(a,c)}: \mathcal{J}^{(a,c)}_s \rightarrow \mathcal{J}_s \) for a branch point \( B_a \) \( (a = 0, 1, 2, 3) \) and \( c = 0, 1, 2 \). For a fixed \( B_a \), there is an order-three cyclic action on \( \mathcal{J}^{(a,c)}_s \) with respect to \( c \) so that the origin of \( \mathcal{J}^{(a,c)}_s \)
is translated by $\bar{\zeta}_3$.

\[
\begin{array}{c}
\mathcal{J}_{s}^{(a,0)} \xrightarrow{\bar{\zeta}_3} \mathcal{J}_{s}^{(a,1)} \xrightarrow{\bar{\zeta}_3} \mathcal{J}_{s}^{(a,2)} \xrightarrow{\bar{\zeta}_3} \mathcal{J}_{s}
\end{array}
\]

Corresponding to $\mathcal{J}_{s}^{(a,c)}$, we have the triple covering $\bar{X}_s^{(a)}$ of $X_s$ with respect to the branch point $B_a$ ($a = 0, 1, 2, 3$); $\pi_{al,a} : \bar{X}_s^{(a)} \to X_s$. There is a natural projection $\bar{X}_s \to \bar{X}_s^{(a)}$ and there exist three different $\infty$'s on the three sheets in $\bar{X}_s^{(a)}$. The above action $\bar{\zeta}_3$ on $\mathcal{J}_{s}^{(a,c)}$ corresponds to the choice for which $\infty$ is assigned to the fixed point in $\bar{X}_s$ modulo the triple covering. Further, for each $a = 0, 1, 2, 3$ and $c = 0, 1, 2$, we introduce a certain vector $\varphi_{a,c} \in \mathbb{C}^3$ defined in [27, Definition 8.2] which is related to the periods of the Jacobian $\mathcal{J}_{s}^{(a,c)}$:

$$
\varphi_{a,c} := \frac{2}{3} \sum_{b=1}^{3} \left( h_{a,b} \eta_{X,s}^{(c)_b} + h_{a,b}^{(c)_b} \eta_{X,s}^{(c)_b} \right),
$$

where $h$'s are defined in Lemma 2.5; this formula corresponds to $\varphi_r$ in Definition C.6 of the elliptic curve $E$ case.

**Proposition 2.9.** For $\gamma_{\infty,P_i} \in \bar{X}_s$ of $P_i = (x_i, y_i)$ ($i = 1, 2, 3$) of $X_s$, and

$$
u_{X,s} = w_{X,s}(\gamma_{\infty,P_1}, \gamma_{\infty,P_2}, \gamma_{\infty,P_3}),
$$

the al-function defined by

$$
al_a^{(c)}(u) := \frac{e^{-i\varphi_{a,c}} \nu_{X,s}(u + \bar{\zeta}_3 \omega_{X,a})}{\nu_{X,s}(u) \nu_{X,s}^{(c)}(\bar{\zeta}_3 \omega_{X,a})}, \quad (a = 0, 1, 2, 3, c = 0, 1, 2)
$$

is a function of $u \in \mathcal{J}_{s}^{(a,c)}$ and is equal to

$$
al_a^{(c)}(u) = -\zeta_3^{c+\epsilon_a(\gamma_{\infty,P_1}, \gamma_{\infty,P_2}, \gamma_{\infty,P_3})} \frac{A_a(P_1, P_2, P_3)}{\sqrt{(b_a - x_1)(b_a - x_2)(b_a - x_3)}},
$$

where $\sigma_{X,s}^{(c)}(u) := \frac{\partial^2}{\partial u_3^2} \nu_{X,s}(u)$,

$$
A_a(P_1, P_2, P_3) :=
\begin{pmatrix}
1 & x_1 & y_1 & x_1^2 \\
1 & x_2 & y_2 & x_2^2 \\
1 & x_3 & y_3 & x_3^2 \\
1 & b_a & 0 & b_a^2
\end{pmatrix},
$$

and $\sigma_{X,s}^{(c)}(\omega_{X,a}) = \frac{\sqrt{2}}{\sqrt{f''(b_a)}}$.
and \( \epsilon_a \) is a map \( \epsilon_a : \tilde{X}_s^3 \rightarrow \mathbb{Z}_3 \) so that the right-hand side is a function on the triple covering \( \tilde{X}_s^{(a)} \) of \( X_s \). Here the cubic root is determined by the choice of \( c \)-th Jacobian \( J_s^{(a,c)} \) and the corresponding sheet of the triple covering \( \tilde{X}_s^{(a)} \rightarrow X_s \).

**Remark 2.10.** We note that \( a_l \)-function is a function on a covering space \( S^3 \tilde{X}_s^{(a)} \) of \( S^3 X_s \) and thus could be viewed as a function on \( S^3 \tilde{X}_s \) because there is a natural projection \( \tilde{X}_s \rightarrow \tilde{X}_s^{(a)} \); a point \( \gamma \) of \( \tilde{X}_s \) corresponds to a path in \( X_s \) from \( \infty \in X_s \) to a point \( P \in X_s \) and thus we denote it by \( \gamma = \gamma_{\infty,P} \). If we fix the points \( \gamma_2 \) and \( \gamma_3 \) for \( (\gamma_1, \gamma_2, \gamma_3) \in S^3 \tilde{X}_s \) and regard the \( a_l \)-function as a function of \( \gamma_1 = \gamma_{\infty,P} \), the \( a_l \)-function is a function on \( \tilde{X}_s^{(a)} \) and locally agrees with the local parameter at the branch point \( \pi_{a_l}^{-1} P_a \) up to \( \zeta_3^c \). The \( a_l \)-function could be characterized as being a meromorphic function over \( S^3 \tilde{X}_s \) so that it agrees with the local parameter at \( B_c \) if and only if \( c = a \).

### 3. The Sigma Function of \( y^3 = x^2(x - b_1)(x - b_2) \)

In this section we introduce the sigma function of a normalization of the singular curve \( X_0 \) \[25, 22\].

**3.1. Basic properties of the normalization \( X_3 \) of \( X_0 \).** We consider the singular curve \( X_s \) at \( s = 0 \) given by \( y^3 = x^2 k(x) \) where \( k(x) = (x - b_1)(x - b_2) \), which is known as the Borwein curve \[6\] and studied in \[15, 25, 22\]. Its affine ring is given by

\[
R_0 = \mathbb{C}[x, y]/(y^3 - x^2 k(x)).
\]

The normalization of \( R_0 \) yields the ring \[25, 22\]

\[
R_\tilde{0} = \mathbb{C}[x, y, z]/(y^2 - xz, zy - k(x), z^2 - k(x)y),
\]

and a curve \( \tilde{\pi} : X_\tilde{0} \rightarrow X_0 \) of genus two given by three equations in affine space and completed by a smooth point at infinity:

\[
X_\tilde{0} = \{(x, y, z) \mid y^2 = xz, zy = k(x), z^2 = k(x)y\} \cup \{\infty\}.
\]

We note that both \( z = y^2/x \) and \( t (t^3 = x) \) are local parameters at \( B_{X_\tilde{0}0} = (x = 0, y = 0, z = 0) \) and the local ring is given by \( \mathbb{C}[[z]] \) or \( \mathbb{C}[[t]] \).

The automorphism \( \tilde{\zeta}_3 \) on \( X_0 \), by virtue of the relation \( zy = k(x) \), induces the action on \( X_\tilde{0} \) and \( R_\tilde{0} \),

\[
\tilde{\zeta}_3(x, y, z) = (x, \zeta_3 y, \zeta_3^2 z).
\]

We also have the natural projection \( \tilde{\pi}_a : X_\tilde{0} \rightarrow \mathbb{P} \),

\[
\tilde{\pi}_1(P) = x, \quad \tilde{\pi}_2(P) = y, \quad \tilde{\pi}_3(P) = z.
\]

Each branch point of \( \tilde{\pi}_1 \) is given by

\[
B_{X_\tilde{0}0} = (x = 0, y = 0, z = 0), B_{X_\tilde{0}1} = (b_1, 0, 0), B_{X_\tilde{0}2} = (b_2, 0, 0),
\]
and is simply denoted by $B_i$ if there is no confusion. The smooth point at infinity of $X_0$ is a non-Weierstrass point whose Weierstrass non-gap sequence is generated by $(x, y, z)$ as in Table 2, and Weierstrass semigroup generated by $\{3, 4, 5\}$ because $y^3 = x^2 k(x)$ and $z^3 = x k(x)^2$.

| $-\text{wt}_\infty$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | ... |
|----------------------|---|---|---|---|---|---|---|---|---|---|----|----|-----|
| $\phi_{X_0^i}$      | 1 | - | x | y | z | $x^2$ | xy | xz | yz | $x^2 y$ | $x^2 z$ | ... |

Table 2: Weierstrass non-gap sequence of $X_0$

We have a natural decomposition as $\mathbb{C}$-vector space:

$$R_0 = \bigoplus_{i=0} \mathbb{C} \phi_{X_0^i}.$$  

We define a weight, $\text{wt}$, using the order of pole at $\infty$

$$\text{wt}_\infty(x) = -3, \quad \text{wt}_\infty(y) = -4, \quad \text{wt}_\infty(z) = -5.$$  

The Weierstrass non-gap sequence is determined by the numerical semigroup $H_0 := \{3a + 4b + 5c\}_{a,b,c \in \mathbb{Z}_{\geq 0}} = \langle 3, 4, 5 \rangle$, i.e.,

$$H_0 = \{0, 3, 4, 5, 6, 7, \cdots \}, \quad L_0 = \mathbb{Z}_{\geq 0} \setminus H_0 = \{1, 2\},$$

which is related to the Young diagram $((1, 1) = (1, 2) - (0, 1))$

$$\Lambda_{(1,1)} = \begin{array}{ccc} \end{array}$$

The Young diagram $\Lambda_{(1,1)}$ is not self-dual because it differs from its transpose $\begin{array}{ccc} \end{array}$. A semigroup whose associated Young diagram is not self-dual is non-symmetric [22]. Note that the numerical semigroup $H_s$ of $X_s$ ($s \neq 0$) is symmetric whereas $H_0$ is a non-symmetric semigroup.

Of course the affine model of the normalization is not unique, as the following lemma shows.

**Lemma 3.1.** There is a group action $(\widehat{\zeta}_3)^a : z \rightarrow \zeta_3^a z$ ($a = 0, 1, 2$) on the prime ideals of $\mathbb{C}[x, y, z]$, i.e.,

$$(y^2 - \zeta_3^a x z, \zeta_3^a y - x k(x), \zeta_3^{2a} z^2 - k(x) y),$$

which induces the three different normalizations $R_0$, $R_0^*$, and $R_0^{**}$ of $R_0$ with the $\widehat{\zeta}_3$ action

$$\widehat{\zeta}_3(x, y, z) = (x, \zeta_3 y, \zeta_3^{2+a} z)$$

respectively.
The normalization is unique up to the isomorphism given by the (biholomorphic) action \( \hat{\zeta}_3 \). Corresponding to the relations among \( R_0^*, R_0^{**} \), and \( R_0^{***} \), we have the relations among the normalized curves \( X_0^*, X_0^{**} \), and \( X_0^{***} \),

\[
\begin{array}{ccc}
\hat{\zeta}_3 & X_0^* & X_0^{**} \\
\downarrow & \downarrow & \downarrow \\
X_0 & \hat{\zeta}_3 & X_0^{***}
\end{array}
\]

The isomorphism \( \hat{\zeta}_3 \) also acts on the local parameter \( z \) at \( B_0 = (x = 0, y = 0, z = 0) \).

**Remark 3.2.** The action \( \hat{\zeta}_3 \) can be induced on \( \hat{\pi}_3(X_0^{**}) = \mathbb{P} \) because it affects only the third component \( z \). The relation (3.1) among the three genus two curves \( X_0^*, X_0^{**}, \) and \( X_0^{***} \) can be regarded as the relation among the genus two curve \( X_0^* \), and two rational curves \( \hat{\pi}_3(X_0^*) = \mathbb{P} \) and \( \hat{\pi}_3(X_0^{**}) = \mathbb{P} \), which is Remark C.13 in Appendix C.

**Remark 3.3.** Every genus-two curve is hyperelliptic, and the birational map \([15]\) that sends \((x, y, z) \in X_0^*\) to \( \eta := \frac{x^2 - b_1 b_2}{x} \) gives the double-cover of \( \mathbb{P}^1 \) model:

\[
\eta^2 = \xi^6 + 2(b_1 + b_2)\xi^3 + (b_1 - b_2)^2.
\]

This result was obtained using the Maple software algcurves-package based on van Hoeij’s algorithm [34] (in [34], this model is called Weierstrass normal form, but note that there are two (non-Weierstrass) points at infinity). Using \( X_0^* \) instead, our method works for the more general case of a cyclic trigonal curve of \((3, p, q)\) type [22].

### 3.2. Differentials and Abelian integrals of \( X_0^* \)

In order to describe the holomorphic one-forms of \( X_0^* \), we define a subspace of \( R_0^* \),

\[
\hat{R}_0 := \{ h \in R \mid \exists \ell, \text{ such that } (h) - (B_0 + B_1 + B_2) + \ell \infty > 0 \},
\]

which is decomposed into \( \hat{R}_0 = \oplus_{i=0}^\infty \mathbb{C}\hat{\phi}_{X_0^*}^i \) as a \( \mathbb{C} \)-vector space, with basis displayed in Table 3.

| \( -\text{wt}_\infty \) | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | \( \cdots \) |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| \( \phi_{X_0^*}^i \) | | 1 | - | - | - | - | - | - | x | y | z | \( x^2 \) | \( xy \) | \( xz \) | \( yz \) | \( x^2y \) | \( x^2z \) | \( \cdots \) |
| \( \hat{\phi}_{X_0^*}^i \) | | - | - | - | - | - | - | - | - | - | - | - | - | - | - | - | - | - | \( yz \) | \( x^2y \) | \( x^2z \) | \( \cdots \) |

We have the differentials of the first kind (holomorphic one-forms) given by

\[
\begin{align*}
\nu_{X_0^*1} = \frac{d\hat{\phi}_{X_0^*1}}{3yz} & = \frac{dx}{3z}, \\
\nu_{X_0^*2} = \frac{d\hat{\phi}_{X_0^*2}}{3yz} & = \frac{dx}{3y}, \quad H^0(X_0^*, \Omega^1) = \mathbb{C}\nu_{X_0^*1} + \mathbb{C}\nu_{X_0^*2}.
\end{align*}
\]
The ratio \( \hat{\phi}_{X_0} : \hat{\phi}_{X_0'} \) describes a canonical embedding of \( X_0 \), and the canonical divisor is given as

\[
K_{X_0} = 2g\infty - 2B_0 \sim (2g-2)\infty + (B_1 + B_2),
\]

which is not linearly equivalent to \((2g-2)\infty \ (g = 2)\); this corresponds to the fact \( H_0 \) is a non-symmetric semigroup \([21]\). The differentials of the second kind are given by \([25]\):

\[
\nu^{II}_{X_0^1} = \frac{-2dx}{3y}, \quad \nu^{II}_{X_0^2} = \frac{-dx}{3z}
\]

(we note that in \([25]\), the numerator of \( \nu^{II}_{X_0^1} \) should read \((-2x + \lambda^{(1)}_1)dx\); in this case, \( \lambda^{(1)}_1 = 0 \) thus the result in \([25]\) is in agreement with these formulas). These \( \nu^{I}_{X_0} \) and \( \nu^{II}_{X_0} \) form the basis of the first algebraic de Rham cohomology group of \( X_0 \). The automorphism \( \hat{\zeta}_3 \) also acts on the one-forms,

\[
\hat{\zeta}_3(\nu^{I}_{X_0}) = \zeta_3 \nu^{I}_{X_0}, \quad \hat{\zeta}_3(\nu^{II}_{X_0}) = \zeta_3^2 \nu^{II}_{X_0}, \quad \hat{\zeta}_3(\nu^{II}_{X_0'}) = \zeta_3 \nu^{II}_{X_0'}.
\]

As in \( \tilde{X}_s \), let \( \tilde{X}_0 \) be the Abelian covering of \( X_0 \), \( \kappa_X : \tilde{X}_0 \to X_0 \), with the fixed point \( \infty \); we fix the natural embedding \( \iota_X : X_0 \to \tilde{X}_0 \). The Abelian integral is defined by

\[
\tilde{w}_{X_0} : \tilde{X}_0 \to \mathbb{C}, \quad \tilde{w}_{X_0}(\gamma_\infty, p) = \int_{\gamma_\infty, p} \nu^{I}_{X_0}. \tag{3.2}
\]

For the local parameters \( t_1 \) and \( t_2 \) at \( \infty \) of \( X_0 \) and \( v = \tilde{w}_{X_0}(\iota_X(t_1, t_2)) \),

\[
v_1 = \frac{1}{2} (t_1^2 + t_2^2)(1 + d_{\geq 1}(t_1, t_2)), \quad v_2 = \frac{1}{2} (t_1 + t_2)(1 + d_{\geq 1}(t_1, t_2)). \tag{3.3}
\]

We also define the weight of \( v \)’s:

\[
\text{wt}_\infty(v_1) = 2, \quad \text{wt}_\infty(v_2) = 1.
\]

3.3. Periods of \( X_0 \). For the case of \( X_0 \), we also consider the basis of the homology, \( \alpha \)’s and \( \beta \)’s, illustrated in Figure 2.

The half periods \( \omega'_{X_0} = (\omega'_{X_0^1}) \) and \( \omega''_{X_0} = (\omega''_{X_0^1}) \) are given by

\[
\omega'_{X_0^1} := \frac{1}{2} \left( \int_{\alpha_j} \nu^{I}_{X_0^1} \right), \quad \omega''_{X_0^1} := \frac{1}{2} \left( \int_{\beta_j} \nu^{I}_{X_0^1} \right).
\]

For the integral along the contour \( \gamma_a \) from \( \infty \) to the branch point \( B_a = (b_a, 0) \) \([27]\),

\[
\omega_{X_0^a} := \int_{\infty}^{B_a} \nu^{I}_{X_0} = \int_{\gamma_a} \nu^{I}_{X_0},
\]

the period matrices, \( \omega'_{X_0} = (\omega'_{X_0^1}, \omega'_{X_0^2}) \) and \( \omega''_{X_0} = (\omega''_{X_0^1}, \omega''_{X_0^2}) \) are described in terms of \( \omega_{X_0^a} \).
Figure 2. The basis of $H_1(X_0, \mathbb{Z})$: We note the fact that $B_0$ is the singular point.

Lemma 3.4.

$$t(\omega'_{X_01}^1, \omega'_{X_01}^2, \omega'_{X_01}^3, \omega''_{X_01}^2) = t((\omega_{X_00}, \omega_{X_01}, \omega_{X_02})W_{X_0}),$$

where

$$W_{X_0} := \frac{1}{2} \begin{pmatrix} 0 & 0 & 1 - \zeta_3 & 0 \\ \zeta_3 - 1 & 0 & \zeta_3 - 1 & \zeta_3 - 1 \\ 0 & 1 - \zeta_3^2 & 0 & 1 - \zeta_3^2 \\ \zeta_3^2 - 1 & \zeta_3^2 - 1 & 0 & 1 \\ \end{pmatrix} = \frac{1 - \zeta_3^2}{2} \begin{pmatrix} 0 & 0 & -\zeta_3 & 0 \\ \zeta_3 & 0 & \zeta_3 & -1 \\ 0 & 1 & 0 & 1 \\ \end{pmatrix}.$$

Similarly, the Abelian integral of the differentials of the second kind $\eta'_{X_0} = (\eta'_{X_0ij})$ and $\eta''_{X_0} = (\eta''_{X_0ij})$ are given by

$$\eta'^{ij}_{X_0} := \frac{1}{2} \left( \int_{\alpha_j} \nu_{X_0i}^{II} \right), \quad \eta''^{ij}_{X_0} := \frac{1}{2} \left( \int_{\beta_j} \nu_{X_0i}^{II} \right).$$

Since we also have the identity

$$(\zeta_3 - \zeta_3^2)\omega_{X_00} + (\zeta_3^2 - \zeta_3)\omega_{X_01} + (1 - \zeta_3^2)\omega_{X_02} = 0,$$

we have the relations between $\omega'_{X_0}$ and $\omega''_{X_0}$ ($\eta'_{X_0}$ and $\eta''_{X_0}$):

Lemma 3.5.

$$\begin{pmatrix} \omega''_{X_011} & \omega''_{X_012} \\ \omega''_{X_021} & \omega''_{X_022} \end{pmatrix} = \begin{pmatrix} -\zeta_3^2 \omega'_{X_012} & -\zeta_3 \omega'_{X_011} + \omega'_{X_021} \\ -\zeta_3^2 \omega'_{X_022} & -\zeta_3 \omega'_{X_021} + \omega'_{X_022} \end{pmatrix},$$

$$\begin{pmatrix} \eta''_{X_011} & \eta''_{X_012} \\ \eta''_{X_021} & \eta''_{X_022} \end{pmatrix} = \begin{pmatrix} -\zeta_3 \eta'_{X_012} & -\zeta_3 \eta'_{X_011} + \eta'_{X_021} \\ -\zeta_3 \eta'_{X_022} & -\zeta_3 \eta'_{X_021} + \eta'_{X_022} \end{pmatrix}.$$
3.4. Jacobian and Abel-Jacobi map of $X_0$. Using the lattice defined by $\Gamma_0 := \langle 2\omega'_{X_0}, 2\omega''_{X_0} \rangle \mathbb{Z}$, the Jacobi variety is obtained by the canonical projection $\kappa_J : \mathbb{C}^2 \to \mathcal{J}_0 := \mathbb{C}^2 / \Gamma_0$. The Legendre relation is given as $\langle \omega', \eta'_{X_0} - \omega''_{X_0} \rangle = \frac{\pi}{2} I_2$.

Using the Abelian integrals, we define the Abel-Jacobi map $w_{X_0}$:

$$ w_{X_0} : S^k X_0 \to \mathcal{J}_0, \quad w_{X_0}(P) := \kappa_J \circ \tilde{w}_{X_0} \circ I_X(P); $$

now $w_{X_0}$ is a birational map in the $k = 2$ case. We also have the standard-normalization versions,

$$ \nu_{X_0}^l := \omega_{X_0}^{-1} \nu_{X_0}, \quad \tilde{w}_{X_0}^o := \omega_{X_0}^{-1} \tilde{w}_{X_0}, \quad w_{X_0}^o := \omega_{X_0}^{-1} w_{X_0}, $$

for the normalized period $(I_2, \tau_{X_0} := \omega_{X_0}^{-1} \omega''_{X_0})$ and the normalized Jacobian,

$$ \kappa_J^o : \mathbb{C}^2 \to \mathcal{J}_0^o := \mathbb{C}^2 / \Gamma_0^o, \quad \Gamma_0^o := \langle I_2, \tau_{X_0} \rangle. $$

Direct computations give the following lemma.

**Lemma 3.6.**

$$ \tau_{X_0} = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} + \frac{\zeta_3}{|\omega'_{X_0}|} \begin{pmatrix} \omega'_{X_0} \omega'_{X_0} \omega_{X_0}^{12} & \omega'_{X_0} \omega_{X_0}^{12} \\ -\omega'_{X_0} \omega_{X_0}^{11} \omega_{X_0}^{22} & -\omega'_{X_0} \omega_{X_0}^{11} \omega_{X_0}^{22} \end{pmatrix} $$

$$ + \frac{\zeta_3^2}{|\omega'_{X_0}|} \begin{pmatrix} \omega'_{X_0} \omega'_{X_0} \omega_{X_0}^{12} & -\omega'_{X_0} \omega_{X_0}^{11} \omega_{X_0}^{22} \\ \omega'_{X_0} \omega_{X_0}^{12} \omega_{X_0}^{21} & \omega'_{X_0} \omega_{X_0}^{12} \omega_{X_0}^{21} \end{pmatrix}. $$

As in (2.5), the Riemann constant $\xi_{X_0}$ of $X_0$ is defined by \[23\]

$$ (3.4) \quad \xi_{X_0} := \frac{1}{2} \tau_{X_0} + \sum_i \int_{\alpha_i} \tilde{w}_{X_0}^o(\tau_X P) \nu_{X_0}^o(\tau_X P) + \tilde{w}_{X_0}^o(\tau_X Q_j), $$

where $Q_j$ is the beginning point of $\beta_j$ and $\tilde{w}_{X_0}^o(\tau_X Q_j)$ in this convention is equal to zero.

3.5. The shifted Abel-Jacobi map and the shifted Riemann constant of $X_0$. The fact that $K_{X_0} \neq (2g - 2) \infty = 2 \infty$ makes the construction of $\sigma_{X_0}$ non-standard, but by using the shifted Abelian integral $\tilde{w}_{X_0}^s$ and the shifted Riemann constant $\xi_{X_0}^s$ as in [21], we can bypass the problem. We review the results of [21].

We first introduce the unnormalized shifted Abelian integral and the unnormalized shifted Abel-Jacobi map. For $\gamma_1, \gamma_2, \ldots, \gamma_k$, the shifted Abelian integral is defined by [21],

$$ \tilde{w}_{X_0}(\gamma_1, \gamma_2, \ldots, \gamma_k) = \sum_i \tilde{w}_{X_0}(\gamma_i) + \tilde{w}_{X_0}(\tau_X B_0) $$

and for $P_1, P_2, \ldots, P_k \in S^k X_0$, the shifted Abel-Jacobi map is given by

$$ w_{X_0}(P_1, P_2, \ldots, P_k) = \sum_i w_{X_0}(P_i) + w_{X_0}(B_0). $$
Using $\tilde{w}_X^s$ and $w_X^s$, we let the normalized versions be $\tilde{w}_X^s := \omega_{X_0}^{-1} w_X^s$, $\tilde{w}_X^o := \omega_{X_0}^{-1} w_X^o$. From [21] we have the following facts:

(1) Since $w_X^s(K_{X_0}) + 2\xi_X^o = 0$ modulo $\Gamma_0$ and $w_X^o(K_{X_0}) = -w_{X_0}(2B_0)$, we have $-2w_{X_0}(B_0) + 2\xi_X^o = 0$ modulo $\Gamma_0$. Thus the Riemann constant $\xi_X^o$ is not a half period, however

\[ \xi_X^o := \xi_X^o - \tilde{w}_X^o(t_XB_0) \]

becomes a half period.

(2) The relation between the theta divisor $\Theta := \text{div}(\theta)$ and the standard theta divisor $w_X^o(X_0)$ is alternatively expressed by

\[ \Theta = w_X^o(X_0) + \xi_X^o = w_X^o(X_0) + \xi_X^o \mod \Gamma_0. \]

(3) The $\theta$-characteristics of the half period $\begin{bmatrix} \delta_{X_0}^1 \\ \delta_{X_0}^2 \end{bmatrix} \in (\mathbb{Z}/2)^2$ corresponding to the vector $\xi_X^o$, represent the shifted Riemann constant $\xi_X^o$. [21]

It will turn out that the shifted Riemann constant naturally appears in the degeneration limit, cf. Proposition [1.15].

3.6. The sigma function of $X_0$. For $\begin{bmatrix} \delta_{X_0}^1 \\ \delta_{X_0}^2 \end{bmatrix} \in (\mathbb{Z}/2)^2$, which corresponds to the vector $\xi_X^o$, we define the sigma function as an entire function over $\mathbb{C}^2$:

\[ \sigma_{X_0}(v) = c_0^o e^{-\frac{1}{2} \sum_{n \in \mathbb{Z}^2} \tau_{X_0}(n + a)^t \tau_{X_0}(n + a) \delta_{X_0}^1 \frac{1}{2} \omega_{X_0}^{-1} v; \tau_{X_0} \delta_{X_0}^2}, \]

where $c_0^o (\neq 0)$ is a constant complex number, and

\[ \theta_{X_0} \left[ \begin{array}{c} a \\ b \end{array} \right] (z; \tau_{X_0}) := \sum_{n \in \mathbb{Z}^2} \exp \left( \pi \sqrt{-1} ((n + a)^t \tau_{X_0}(n + a) - (n + a)^t (z + b)) \right). \]

As in (2.8), we introduce several pieces of notation; for $u, v \in \mathbb{C}^2$, and $\ell := 2\omega_{X_0}^x, t + 2\omega_{X_0}^y \ell'' \in \Theta_0$, we let

\[ L_{X_0}(u,v) := 2 \tau_{X_0}^t \eta_{X_0}^x v + \eta_{X_0}^y v'', \]

\[ \chi_{X_0}(\ell) := \exp \left[ \pi \sqrt{-1} (2t^t \ell'' \delta_{X_0}^1 - t^t \ell'') + t^t \ell'' \delta_{X_0}^2 \right] \in \{1, -1\}. \]

Noting [3.2] and [3.3], we summarize the properties of the sigma function $\sigma_{X_0}$ [22, 25]:

**Proposition 3.7.** The sigma function $\sigma_{X_0}$ satisfies the followings:

1. it is an entire function over $\mathbb{C}^2$;
2. its divisor is given by $\{ \text{div} \sigma_{X_0} \} := \kappa_{X_0}^{-1} \Theta = \kappa_{X_0}^{-1} w_X^o(X_0)$.
(3) its translation property is given by
\[ \sigma_{X_0}(v + \ell) = \sigma_{X_0}(v) \exp(L_{X_0}(v + \frac{1}{2} \ell, \ell)) \chi_{X_0}(\ell), \]
for \( \ell \in \Gamma_0 \).

(4) it is a modular invariant for Sp(2, \mathbb{Z}), and

(5) the expansion of \( \sigma_{X_0}(v + \omega_{X_0}) \) is given by \( \sigma_{X_0}(v + \omega_{X_0}) = s_{\Lambda(1,1)}(v) + \) higher order terms with respect to the weight of \( v \) in (3.3), where \( s_{\Lambda(1,1)} \) is the Schur polynomial of the Young diagram \( \Lambda_{(1,1)} \),
\[ s_{\Lambda(1,1)}(\nu) = \nu_1 - \nu_2^2 = t_1 t_2, \]
for \( \nu := t \left( \nu_1, \nu_2 \right) \) where \( \nu_1 := \frac{1}{2}(t_1^2 + t_2^2) \) and \( \nu_2 := (t_1 + t_2) \).

### 3.7. The action of \( \hat{\zeta}_3^* \) on the sigma function.

The operator \( \hat{\zeta}_3^* \) acts on the set \( \{ X_0, X_0^*, X_0^{**} \} \) via the relation \( \hat{\zeta}_3^*(x, y, z) = (x, y, \zeta_3 z) \). This provides an induced action on the differentials of each \( X_0^* \) and \( X_0^{**} \) using \( X_0^* \). The action on the differentials of the first kind is given by
\[ \hat{\zeta}_3^*(\nu_{X_0}^I) = \zeta_3^2 \nu_{X_0}^I, \quad \hat{\zeta}_3^*(\nu_{X_0}^I) = \nu_{X_0}^I, \]
whereas that on the differentials of the second kind is given by
\[ \hat{\zeta}_3^*(\nu_{X_0}^{II}) = \zeta_3 \nu_{X_0}^{II}, \quad \hat{\zeta}_3^*(\nu_{X_0}^{II}) = \nu_{X_0}^{II}. \]

These relations determine the action of \( \hat{\zeta}_3^* \) on the matrices \( \omega_{X_0}, \omega_{X_0}^I, \omega_{X_0}^{II}, \eta_{X_0}^I \) and \( \eta_{X_0}^{II} \) by the matrices \( M_{\zeta^*1} := \left( \begin{array}{cc} \zeta_3^2 & 0 \\ 0 & 1 \end{array} \right) \) and \( M_{\zeta^*2} := \left( \begin{array}{cc} \zeta_3 & 0 \\ 0 & 1 \end{array} \right) \), e.g.,
\[ \hat{\zeta}_3^* \omega_{X_0} = \left( \begin{array}{cc} \zeta_3^2 & 0 \\ 0 & 1 \end{array} \right) \left( \begin{array}{ccc} \omega_{X_0}^{10} & \omega_{X_0}^{11} & \omega_{X_0}^{12} \\ \omega_{X_0}^{20} & \omega_{X_0}^{21} & \omega_{X_0}^{22} \end{array} \right), \]
and
\[ \hat{\zeta}_3^* \omega_{X_0}^I = M_{\zeta^*1} \omega_{X_0}^I, \quad \hat{\zeta}_3^* \omega_{X_0}^{II} = M_{\zeta^*2} \omega_{X_0}^{II}, \quad \hat{\zeta}_3^* \eta_{X_0}^I = M_{\zeta^*2} \eta_{X_0}^I, \quad \hat{\zeta}_3^* \eta_{X_0}^{II} = M_{\zeta^*2} \eta_{X_0}^{II}. \]

Therefore the action does not have any effect on the Legendre relation and symplectic structure. Further it acts on the Abelian integral by \( M_{\zeta^*1} \), so that the action on its image is given by \( \hat{\zeta}_3^* \mathbb{C}^2 = M_{\zeta^*1} \mathbb{C}^2 \). Thus the action leaves
\[ \omega_{X_0}^{I^*1} \omega_{X_0}^{I^*}, \quad \omega_{X_0}^{I^*1} u, \quad \omega_{X_0}^{I^*1} u \]
invariant. The sigma function \( \sigma_{X_0}^* \) of \( X_0^* \) (\( \sigma_{X_0^{**}}^* \) of \( X_0^{**} \)) on \( \mathbb{C}^2 \) is given by
\[ \sigma_{X_0}^*(v) = \sigma_{X_0}^*(M_{\zeta^*1}^{-1} v), \quad \sigma_{X_0^{**}}^*(v) = \sigma_{X_0}^*((M_{\zeta^*1}^{-1})^2 v). \]
The action on the sigma function is denoted by $\sigma_{X_0^*} = \zeta_3^* \sigma_{X_0}$ and $\sigma_{X_0^{**}} = (\zeta_3^*)^2 \sigma_{X_0}$. Corresponding to these sigma functions and (3.1), we have the Jacobians,

\[
\begin{array}{c}
J_0 \\ \downarrow \\
J_0^* \\ \downarrow \\
J_0^{**}
\end{array}
\]

(3.8)

and their structures are determined by these sigma functions respectively.

4. The sigma function for the degenerating family of curves $X_s$

Once we have constructed the sigma functions of $X_s$ and $X_0$, the desingularization $X_0^* \to X_0$, we can investigate the behavior of sigma function under the limit $\lim_{s \to 0} y^3 = x(x - s)(x - b_1)(x - b_2)$.

4.1. Preliminaries. In order to describe the degenerating family of curves $X_s$, we introduce some objects. For a real parameter $\varepsilon > 0$, $\min(|b_1|, |b_2|) > \varepsilon$, we define the $\varepsilon$ (punctured) disk

$$D_\varepsilon = \{ s \in \mathbb{C} \mid |s| < \varepsilon \}, \quad D_\varepsilon^* = D_\varepsilon \setminus \{0\},$$

and consider the degenerating family of curves $X_s$,

$$\mathfrak{X} := \{(x, y, s) \mid (x, y) \in X_s, s \in D_\varepsilon\}$$

with the projection $\pi_{\mathfrak{X}} : \mathfrak{X} \to D_\varepsilon$. We also consider the trivial bundle

$$\mathbb{P}_{D_\varepsilon} = \mathbb{P} \times D_\varepsilon$$

with $\pi_{\mathbb{P}} : \mathbb{P} \times D_\varepsilon \to D_\varepsilon$ so that we define the bundle map $\pi_1 : \mathfrak{X} \to \mathbb{P}_{D_\varepsilon}$ which is induced from $\pi_1 : X_s \to \mathbb{P}$ ($\pi_1(P) = x$). Similarly we define

$$\tilde{\mathfrak{X}} := \{(x, y, s) \mid (x, y) \in \tilde{X}_s, s \in D_\varepsilon\},$$

and “symmetric products”

$$\mathcal{S}^k \mathfrak{X} := \{(x, y, s) \mid (x, y) \in \mathcal{S}^k X_s, s \in D_\varepsilon\}, \quad \mathcal{S}^k \tilde{\mathfrak{X}} := \{(x, y, s) \mid (x, y) \in \mathcal{S}^k \tilde{X}_s, s \in D_\varepsilon\}.$$
Further we consider a smooth section \( P : D_\varepsilon \to \mathcal{X} \) \((P_s = (x_s, y_s)\) for a point \( s \in D_\varepsilon \)) which satisfies the commutative diagram

\[
\begin{array}{ccc}
X_s & \xrightarrow{s \to 0} & X_0 \\
\pi_1 & \downarrow & \pi_1 \\
\mathbb{P}, & \downarrow & 0
\end{array}
\]

i.e., \( \pi_1(P_s) = \pi_1(P_{s'}) = x \in \mathbb{P} \) for \( s, s' \in D_\varepsilon \). We call it \( x \)-constant section of \( D_\varepsilon \).

**Remark 4.1.** It is noted that \( x \)-constant section means the flow of the differential \( D_x \) satisfies \( D_x(x) = 0 \) in the moduli space \( \mathcal{X} \). It is remarked that the flow is unique in the sense of quasi-isomorphism \([24, 14]\).

By using the \( x \)-constant section, we will compare the sigma functions over \( X_{s \to 0} \) of \( s \in D_\varepsilon^* \) and \( X_0 \) as follows.

### 4.2. Integrals for \( X_s \) for \( s \in D_\varepsilon^* \)

In this subsection, we consider \( X_s := \pi_{\mathcal{X}}^{-1}(s) \) by fixing the parameter \( s \in D_\varepsilon^* \).

Using the notation \((2.1)\), we evaluate the integrals,

\[
\omega_{X,ij} = \int_{\mathbb{I}}^{B_i} \nu_{X,ij}^I, \quad \text{and} \quad \eta_{X,ij} := \int_{\mathbb{I}}^{B_i} \nu_{X,ij}^I, \quad (i = 0, 1, 2, 3, j = 1, 2, 3).
\]

Noting \(|s| < |b_1|, |b_2|\), we introduce the regions,

\( V_s := \{(x, y) \in X_s \mid |x| \leq |s|\}, \quad V_0 := \{(x, y) \in X_s \mid |x| \leq \min\{|b_1|, |b_2|\}\}, \)

and \( V^c_s := X_s \setminus V_s \). In the following expansions, we use the cubic root since the ambiguity of the cubic root is naturally fixed.

For the region \( V^c_s \), we have the expansion due to the absolute convergence,

\[
\frac{1}{\sqrt{x-s}} = \frac{1}{x^{1/3}} \left( \sum_{\ell=0}^{n} \frac{(3\ell + 1)!!}{\ell!} \left( \frac{s}{3} \right)^\ell \right) =: \frac{1}{x^{1/3}} \sum_{\ell=0}^{n} c^{(1)}_\ell \left( \frac{s}{x} \right)^\ell,
\]

\[
\frac{1}{\sqrt{(x-s)^2}} = \frac{1}{x^{2/3}} \left( \sum_{\ell=0}^{n} \frac{(3\ell + 2)!!}{\ell!} \left( \frac{2s}{3} \right)^\ell \right) =: \frac{1}{x^{2/3}} \sum_{\ell=0}^{n} c^{(2)}_\ell \left( \frac{s}{x} \right)^\ell,
\]

where \( n!! = n(n-3)(n-6)\cdots(\ell+3)\ell \) for \( \ell \in \{0, 1, 2\} \) such that \( \ell \equiv n \) modulo 3.

**Lemma 4.2.** In \( V^c_s \), the differentials are expressed as follows:

\[
\nu_{X,1} = \frac{dx}{3y^2} = \frac{dx}{3\sqrt{x^4(x-b_1)^2(x-b_2)^2}} \left( 1 + \sum_{\ell=1}^{\infty} c^{(2)}_\ell \left( \frac{s}{x} \right)^\ell \right),
\]

\[
\nu_{X,2} = \frac{xdx}{3y^2} = \frac{dx}{3\sqrt{x(x-b_1)^2(x-b_2)^2}} \left( 1 + \sum_{\ell=1}^{\infty} c^{(2)}_\ell \left( \frac{s}{x} \right)^\ell \right),
\]
\[
\begin{align*}
\nu_{X,2}^I &= \frac{dx}{3y} = \frac{dx}{3\sqrt{x^2(x-b_1)(x-b_2)}} \left( 1 + \sum_{\ell=1} c^{(1)}_\ell \left( \frac{s}{x} \right)^\ell \right), \\
\nu_{X,1}^{II} &= -\frac{(5x^2 - 3\lambda_3 x + \lambda_2)dx}{3y} = -\frac{(5x^2 - 3\lambda_3 x + \lambda_2)dx}{3\sqrt{x^2(x-b_1)(x-b_2)}} \left( 1 + \sum_{\ell=1} c^{(1)}_\ell \left( \frac{s}{x} \right)^\ell \right), \\
\nu_{X,2}^{II} &= -\frac{-2xdx}{3y} = -\frac{-2xdx}{3\sqrt{x^2(x-b_1)(x-b_2)}} \left( 1 + \sum_{\ell=1} c^{(1)}_\ell \left( \frac{s}{x} \right)^\ell \right), \\
\nu_{X,3}^{II} &= -\frac{-x^2dx}{3y^2} = -\frac{-x^2dx}{3\sqrt{x(x-b_1)^2(x-b_2)^2}} \left( 1 + \sum_{\ell=1} c^{(1)}_\ell \left( \frac{s}{x} \right)^\ell \right).
\end{align*}
\]

Let us consider the region \( V_b \) which includes \( V_s \) because we have assumed that \( \min\{|b_1|, |b_2|\} > \varepsilon > |s| \). In this region \( V_b \), \( h_a(x) := \frac{1}{\sqrt{(x-b_1)^a(x-b_2)^a}} \) is expanded as

\[
h_a(x) = \frac{c^a_3}{\sqrt{(b_1b_2)^a}} \left( \sum_{\ell=0} \beta^{(a)}_\ell x^\ell \right).
\]

Further by letting \( s = s_r e^{-i\varphi_\ast} \) (\( s_r \in \mathbb{R} \)), the crosscuts in Figure 1 are illustrated in Figure 3 (a).

\[
\text{Figure 3. Crosscuts and contours: (a) shows the crosscuts and (b) shows the contours of the integrals, } \gamma_a = \gamma_{\infty,B_a} \text{ (} a = 0, 3). \]

We have the integrals along the contours from \( \infty \) to \( B_3 \) denoted by \( \gamma_a := \gamma_{\infty,B_a} \), \( \gamma_0 \) and \( \gamma_3 \) are displayed in Figure 3 (b) as in Appendices A and B.

The integrals \( \omega_{X,i,a} = \int_{\gamma_a} \nu_{X,i}^I \) (\( i = 1, 2, 3, a = 0, 1, 2, 3 \)) are evaluated as follows.

**Lemma 4.3.** The matrix of integrals has the expression,

\[
\begin{pmatrix}
\omega_{X,1,0} & \omega_{X,1,1} & \omega_{X,1,2} & \omega_{X,1,3} \\
\omega_{X,2,0} & \omega_{X,2,1} & \omega_{X,2,2} & \omega_{X,2,3} \\
\omega_{X,3,0} & \omega_{X,3,1} & \omega_{X,3,2} & \omega_{X,3,3}
\end{pmatrix} =
\begin{pmatrix}
A^{(0)}_{10} & A^{(0)}_{11} & A^{(0)}_{12} & s^{-1/3} A^{(0)}_{13} \\
A^{(0)}_{20} & A^{(0)}_{21} & A^{(0)}_{22} & A^{(0)}_{23} \\
A^{(0)}_{30} & A^{(0)}_{31} & A^{(0)}_{32} & A^{(0)}_{33}
\end{pmatrix},
\]
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where \( A^{(0)}_{ij} := A^{(0)}_{ij}(s^{1/3}) \) and \( A^{(0)}_{ij}(t) \) are holomorphic functions with respect to \( t = s^{1/3} \) such that

\[
A^{(0)}_{13}(s = 0) \neq 0.
\]

**Proof.** When we compute \( \omega_{X_s,ab} \) (\( a = 1, 2, 3, b = 1, 2 \)), we apply Lemma 4.2 since we can regard \( \gamma_a \) (\( a = 1, 2 \)) as a subset of \( V^c_s \). On the other hand the cases of \( a = 0 \) and \( a = 3 \) are in Lemmas 3.2 and 3.3 in Appendix B following Aomoto’s investigation in Appendix A. \( \square \)

### 4.3. Periods for the degeneration

The following Lemmas 4.4 and 4.5 are corollaries of Lemma 4.3 by assuming \( s \in D^*_c \).

**Lemma 4.4.** The matrices of the half-periods have the expression,

\[
\omega'_{X_s} = \begin{pmatrix}
A^{(1)}_{11} & A^{(1)}_{12} & s^{-1/3}A^{(1)}_{13} \\
A^{(1)}_{21} & A^{(1)}_{22} & A^{(1)}_{23} \\
A^{(1)}_{31} & A^{(1)}_{32} & A^{(1)}_{33}
\end{pmatrix},
\omega''_{X_s} = \begin{pmatrix}
s^{-1/3}A^{(2)}_{11} & A^{(2)}_{12} & s^{-1/3}A^{(2)}_{13} \\
A^{(2)}_{21} & A^{(2)}_{22} & A^{(2)}_{23} \\
A^{(2)}_{31} & A^{(2)}_{32} & A^{(2)}_{33}
\end{pmatrix},
\]

where \( A^{(a)}_{ij} := A^{(a)}_{ij}(s^{1/3}) \) and \( A^{(a)}_{ij}(t) \) are holomorphic functions with respect to \( t = s^{1/3} \) such that \( A^{(a)}_{13}(0) (a = 1, 2) \) and \( A^{(2)}_{11}(0) \) are not zero.

**Proof.** In the computation, we note that the contours of \( \gamma_a \) (\( a = 0, 3 \)) shown in Figure 1 are given as Figure 3. Due to Lemmas 2.3, 4.2, 4.3 and the fact that \( \gamma_a \) (\( a = 1, 2 \)) is a subset of \( V^c_s \), we have the above results. Especially from (A.3), we have

\[
A^{(1)}_{13} = \frac{\zeta^2_3}{\sqrt{(b_1 b_2)^2}} \sum_{\ell=0}^{\infty} \beta_{\ell}^{(2)} s^{\ell} \frac{\Gamma(\ell + \frac{1}{3}) \Gamma(\frac{1}{3})}{\Gamma(\ell + \frac{2}{3})}
\]

using the notations in (A.3). \( \square \)

**Lemma 4.5.** The determinant \( |\omega'_{X_s}| = s^{-1/3}A(s^{1/3}) \),

\[
\omega'^{-1}_{X_s} = \left( \begin{array}{ccc}
s^{1/3}A^{(3)}_{11} & A^{(3)}_{12} & A^{(3)}_{13} \\
s^{1/3}A^{(3)}_{21} & A^{(3)}_{22} & A^{(3)}_{23} \\
s^{1/3}A^{(3)}_{31} & A^{(3)}_{32} & A^{(3)}_{33}
\end{array} \right),
\omega'^{-1}_{X_s} \omega''_{X_s} = \left( \begin{array}{ccc}
A^{(4)}_{11} & A^{(4)}_{12} & A^{(4)}_{13} \\
A^{(4)}_{21} & A^{(4)}_{22} & A^{(4)}_{23} \\
A^{(4)}_{31} & A^{(4)}_{32} & A^{(4)}_{33}
\end{array} \right),
\]

where for \( a = 3, 4 \), \( A^{(a)}_{ij} := A^{(a)}_{ij}(s^{1/3}) \) and \( A^{(a)}_{ij}(t) \) and \( A(t) \) are holomorphic functions with respect to \( t = s^{1/3} \) such that \( A(0) \neq 0 \).

**Proof.** The first relation is directly derived from Lemma 4.4. Thus we obtain the formula for \( \omega'^{-1}_{X_s} \). Using it, we have

\[
\omega'^{-1}_{X_s} \omega''_{X_s} = \left( \begin{array}{ccc}
A^{(4)}_{11} & A^{(4)}_{12} & A^{(4)}_{13} \\
A^{(4)}_{21} & A^{(4)}_{22} & A^{(4)}_{23} \\
A^{(4)}_{31} & s^{1/3}A^{(4)}_{32} & A^{(4)}_{33}
\end{array} \right),
\]

and the fact that \( \omega'^{-1}_{X_s} \omega''_{X_s} \) is a symmetric matrix leads the third result. \( \square \)
From Lemma 2.6, we have the following lemma:

**Lemma 4.6.**

$$\eta'_{X_s} = \begin{pmatrix} s^{1/3} A_{11}^{(5)} & s^{1/3} A_{12}^{(5)} & s^{1/3} A_{13}^{(5)} \\ A_{21}^{(5)} & A_{22}^{(5)} & A_{23}^{(5)} \\ A_{31}^{(5)} & A_{32}^{(5)} & A_{33}^{(5)} \end{pmatrix}, \quad \eta''_{X_s} = \begin{pmatrix} s^{1/3} A_{11}^{(6)} & s^{1/3} A_{12}^{(6)} & s^{1/3} A_{13}^{(6)} \\ A_{21}^{(6)} & A_{22}^{(6)} & A_{23}^{(6)} \\ A_{31}^{(6)} & A_{32}^{(6)} & A_{33}^{(6)} \end{pmatrix},$$

where for $a = 5, 6$, $A_{ij}^{(a)} := A_{ij}^{(a)}(s^{1/3})$ and $A(t)$ are holomorphic functions with respect to $t = s^{1/3}$ such that $A(0) \neq 0$.

**Proof.** The terms coupled with $\omega'_{X_{13}}$ in Lemma 2.6 should be finite due to the Legendre relation and they consist of $\eta'_{X_{ij}}$ for $j = 1, 2, 3$. Thus $\eta'_{X_s}$ behaves above and Lemma 2.3 determines the $\eta''_{X_s}$.

4.4. **The sigma function in terms of the al function.** From (2.6) and (2.7), the discriminant $\Delta_s$ vanishes at $s \to 0$ whereas $c_s$ diverges.

**Lemma 4.7.** At $s = 0$, we have

$$\Delta_s = (-729b_1^{10}b_2^{10})s^4(1 + d_{\geq 1}(s)), \quad c_s = \left(\frac{(2\pi)^3}{A(0)}\right)^{1/2} s^{-1/3} \left(-\frac{729b_1^{10}b_2^{10}}{1/8 \left(1 + d_{\geq 1}(s)\right)}\right),$$

where $d_{\geq n}(s)$ means formal series of $s$ whose degree is greater than or equal to $n$ in $\mathbb{C}[b_1, b_2][[s]]$.

The recent investigation [7, 14] shows the result:

**Proposition 4.8.** For every $s \in D_s$, the sigma function is expanded as

$$\sigma_{X_s}(u) = u_1 - u_2^2u_3 + \text{higher-order terms with respect to the weight of } u$$

at the origin of $C^3$.

**Remark 4.9.** Proposition 4.8 entails that the sigma function can be defined even for $X_0$. One of the reasons is that the Schur polynomial can be regarded as a sigma function of the monomial curve $Y^3 = X^4$ [7, 14]. Proposition 4.8 and Lemma 4.7 imply that for the limit of $s \to 0$, the $c_s$ diverges whereas the theta function also vanishes to the order of $s^{1/3}$ and $\sigma$ is defined. Thus this property of the sigma function in Proposition 4.8 is very crucial. However, the proposition only shows the local behavior of $\sigma_{X_s}$ at a point, or in the image of $\tilde{w}_{X_s}$ for $\kappa_X^{-1}(\infty, \infty, \infty)$ in $S^3\tilde{X}_s$; this does not capture the degeneration phenomenon, and moreover, the argument of $\sigma_{X_0}$ is translated (cf. Subsection 3.5). We investigate instead the relation between $\sigma_{X_0}$ and $\sigma_{X_s}$ directly using the result in Proposition 4.8 and the $a_l^{(c)}$-function in Proposition 2.9.

We now, evaluate the sigma function, $\sigma_{X_s}$ at the Abel-map image of the branch point $\omega_s = \int_{\gamma_3} \nu_{X_s}^l$ for $\gamma_3$ in Figure 3 using the $a_l^{(0)}$-function.
Lemma 4.10. For \( P_i = (x_i, y_i) \in X_s \)

\[ x_i = \frac{1}{t_i^3}, \quad y_i = \frac{1}{t_i^4}(1 + d_{\geq 1}(t_i)), \]
and \( u^{(i)} = \tilde{w}_X(P_i) \) \((i = 1, 2)\), we have the following relation,

\[ \sigma_{X_s}(u^{(1)} + u^{(2)} + \omega_s) = -\frac{\sqrt{2}}{\sqrt[b_1]{b_2}}s^{-1/3} t_1 t_2 (1 + d_{\geq 1}(s, t_1, t_2, t_3)). \]

Proof. For \( P_3 \in X_s \) and \( u^{(3)} = \tilde{w}_X(P_3) \), let us consider

\[ u = u^{(1)} + u^{(2)} + u^{(3)} + \omega_s, \]
and the limit \( u^{(3)} \to 0 \) or \( P_3 \to \infty \). For the limit,

\[ (4.2) \quad \sigma_{X_s}(u + \omega_s) = \frac{\sqrt{2} e^{i \varphi_{s, 0}}}{\sqrt{s(b_1)(s - b_2)}} a_{l_3}^{(0)}(u) \sigma_{X_s}(u) \]

is reduced to the above relation because a direct computation shows

\[ a_{l_3}^{(0)}(u) = \frac{1}{t_1^2 + t_1 t_2 + t_2^2} (1 + d_{\geq 1}(s, t_1, t_2, t_3)) \]
and due to Proposition 4.8.

Note that the \( \varphi_{s, 0} \) of \( e^{i \varphi_{s, 0}} \) does not have any effect on this evaluation. We can arrange for the ambiguous third root of unity to 1 by considering proper contours in the integral. \( \square \)

4.5. The limit in \( D^*_\varepsilon \) and \( \hat{X}_0 \). Now we are ready to describe the behavior of \( X_s \) for \( s \to 0 \) in \( \pi^{-1} D^*_\varepsilon \) and compare it with that of \( \hat{X}_0 \) by using \( x \)-constant sections of \( D^*_\varepsilon \). As we consider the \( x \)-constant section \( P : D^*_\varepsilon \to \mathfrak{X} \) which is denoted by \( P_s = (x_s, y_s) \) for a point \( s \in D^*_\varepsilon \), we consider the element \( P \) in \( \hat{X}_0 \) via the commutative diagram,

\[ \begin{array}{c}
X_s \xrightarrow{s \to 0} X_0 \xrightarrow{\pi} \hat{X}_0 \\
\downarrow \quad \downarrow \\
\mathbb{P}, \\
\end{array} \]

i.e., \( \pi_1(P_s) = \pi_1(P_0) = \hat{\pi}_1(P) = x \in \mathbb{P} \) for \( s \in D^*_\varepsilon \) and \( \pi_2(P_0) = \hat{\pi}_2(P) \) of \( P \in \hat{X}_0 \). We will fix this convention.

The following show that under the limit of \( s \to 0 \), some quantities of \( \pi^{-1} D^*_\varepsilon \subset \mathfrak{X} \) corresponds to those of \( \hat{X}_0 \) using the \( x \)-constant sections, whereas others don’t correspond to anything.

We have the following lemmas.
Lemma 4.11. For the x-constant section $P_s$ whose $\pi_1(P_s) = x$ belongs to the region $V^c_s$ and $\pi_1(P_0) = \hat{\pi}_1(\hat{P})$ of $\hat{P} \in X_0^\circ$, we have the relations under the limit $s \to 0$,
\[
\lim_{s \to 0} \nu^I_{X_s,i+1}(P_s) = \nu^I_{X_0^\circ}(\hat{P}), \quad \lim_{s \to 0} \nu^I_{X_s,i+1}(P_s) = \nu^I_{X_0^\circ}(\hat{P}), \quad (i = 1, 2).
\]

Lemma 4.12. The $A^{(1)}$'s in Lemma 4.4 and $A^{(3)}$'s in Lemma 4.5 satisfy the following relations under the max-norm of the matrices,
\[
\lim_{s \to 0} \begin{pmatrix} A_{21}^{(1)} & A_{22}^{(1)} \\ A_{31}^{(1)} & A_{32}^{(1)} \end{pmatrix} = \omega^I_{X_0^\circ}, \quad \lim_{s \to 0} \begin{pmatrix} A_{12}^{(3)} & A_{13}^{(3)} \\ A_{22}^{(3)} & A_{23}^{(3)} \end{pmatrix} = \omega^{I\prime}_{X_0^\circ}.
\]

Proof. In the computation, we note that the contours in Figures 1 and 3 are consistent with those of $X_0^\circ$ in in Figure 2.

This means that
\[
\lim_{s \to 0} \omega^I_{X_s,i+1,j} = \omega^I_{X_0^\circ,i+j}, \quad \lim_{s \to 0} \omega^{I\prime}_{X_s,i+1,j} = \omega^{I\prime}_{X_0^\circ,i+j}.
\]

Similarly we have the relations for the integrals of the second kind.

Lemma 4.13. (1) $\lim_{s \to 0} \eta^I_{X_s,i+1,j} = \eta^I_{X_0^\circ,i+j}$ and $\lim_{s \to 0} \eta^{I\prime}_{X_s,i+1,j} = \eta^{I\prime}_{X_0^\circ,i+j}$ for $i, j = 1, 2$, and
(2) $\lim_{s \to 0} \eta^I_{X_s,1,j} = \lim_{s \to 0} \eta^{I\prime}_{X_s,1,j} = 0$ for $j = 1, 2, 3$.

From Lemmas 2.4 and 3.6 it is easy to obtain the limit of $\tau_{X_s}$:

Lemma 4.14.
\[
\lim_{s \to 0} \tau_{X_s,i,j} = \tau_{X_0^\circ,i,j}, \quad (i, j = 1, 2).
\]

We show that the limit of the Riemann constant $\xi_{X_s}$ in (2.5) turns out to be the shifted Riemann constant $\xi_{X_0^\circ}$ in (3.5); we analytically compute the limit of the theta characteristics $\delta_{X_s}$ is $\delta_{X_0^\circ}$; since the divisors at infinity correspond, we demonstrate naturalness of the shifted Riemann constant.

Proposition 4.15.
\[
\lim_{s \to 0} \xi_{X_s,j} = \xi_{X_0^\circ,j} - \tilde{w}^o_{X_0^\circ,j}(t_X B_0) = \xi_{X_0^\circ,j}, \quad (j = 1, 2).
\]

Proof. For brevity, we omit $t_X$ in $\tilde{w}^o_{X_s,i}$ here. Let us consider the limit of $s \to 0$ of (2.5),
\[
(4.3) \quad \xi_{s,j} = \frac{1}{2} \tau_{X_{s,j}} + \sum_{i=1}^{2} \int_{\alpha_i} \tilde{w}^o_{X_s,i}(P) \nu^I_{X_s,j}(P) + \int_{\alpha_3} \tilde{w}^o_{X_s,3}(P) \nu^I_{X_s,j}(P) + \tilde{w}^o_{X_s,j}(Q_j).
\]
noting (3.4). Let the third term in the right hand side be denoted by $I$. For sufficiently small $s \in \Delta^e$, let $\tilde{w}_{X_3, i}^0(P) = \tilde{w}_{X_3, i}(B_0) + w_i(z)$ using the local parameter $z$ of $x = z^3$ at $B_0$. Though $w_3(z)$ is a linear combination of $(\tilde{w}_{X_3, i}(P) - \tilde{w}_{X_3, i}(B_0))$'s, the dominant term of $w_3(z)$ at $B_0$ is $\int_0^P \nu_{X, 1}^I$. Since $\nu_{X, 1}^I = \frac{dz}{z^2}(1 + d_{\geq 1}(z))$ and other entries are holomorphic at $B_0$, the partial integration at $s = 0$ gives

$$I = \oint_{\alpha_3} (w_3(z) dw_j(z)) = - \int_{\alpha_3} (dw_3(z) (w_j(z) + \tilde{w}_{X_3, j}(B_0))) = -\tilde{w}_{X_3, j}(B_0).$$

Since $\oint_{\alpha_3} dw_3(z) = 1$, the third equality implies $I' := \int_{\alpha_3} dw_3(z) w_j(z) \to 0$ for $s \to 0$, which we now show.

Let $w_j(z) = \sum_{i=1}^\infty a_i^{(j)} z^i$ noting $w_j(0) = 0$; it has non-vanishing radius of convergence. On the other hand, at $s = 0$, $dw_3(z) = \frac{s^{1/3}}{A_{13}^{(1)}} \nu_{X, 1}^I (1 + d_{\geq 1}(s^{1/3})).$ As in Appendix A, we assume $s$ to be positive without loss of generality. Using the notations in (A.3),

$$I' = \frac{(\zeta_3 - \zeta_3) s^{1/3}}{A_{13}^{(1)}} \int_0^s \frac{h_2(x) w_j(x^{1/3})}{\sqrt{|x^2(x-s)^2|}} dx + d_{\geq 2}(s^{1/3})$$

$$= \frac{(\zeta_3 - \zeta_3) s^2}{A_{13}^{(1)}} \frac{\zeta_3}{s/(b_1 b_2)^2} \sum_{\ell=0}^{2} \sum_{n=1}^{\infty} \beta(2) a_n^{(j)} s^{\ell+n/3} \int_0^1 t^{\ell+n/4-1}(1-t)^{3/2-1} dt + d_{\geq 2}(s^{1/3}).$$

Thus it is obvious that $\lim_{s \to 0} I' = 0$. The other terms in (4.3) becomes $\xi_{X_3, j}$ and thus we show the proposition.

Now let us consider the limit of $s \to 0$ of $J_s$.

**Remark 4.16.** For $s \to 0$, the rank of the matrix $\omega_{X_3}^{-1}$ is reduced to two. This implies that for $s \to 0$, we have a 2-dimensional space, hence every vector is a combination of two vectors and

$$\mathbb{C}^3 \ni \omega_{X_3}^{-1} \begin{pmatrix} u_1 \\ u_2 \\ u_3 \end{pmatrix} \longrightarrow \begin{pmatrix} z_0 + s^{1/3} A_{11}^{(3)} u_1 \\ z_1 + s^{1/3} A_{21}^{(3)} u_1 \\ s^{1/3} z_2 + s^{1/3} A_{31}^{(3)} u_1 \end{pmatrix} \in \mathbb{C}^3,$$

for certain $z$'s. However Proposition 4.8 and Remark 4.9 mean that by rescaling $u_1$ in each component of the image of $\omega_{X_3}^{-1}$, $u_1$ survives in the expansion of the sigma function and contributes to the expression in Proposition 4.8.

For $s \in D_\varepsilon^e$, let us consider the image of

$$\tilde{w}_{X_3} : S^2 \tilde{X}_s \to \mathbb{C}^3, \quad \tilde{w}_{X_3}(\gamma_1, \gamma_2) := \tilde{w}_{X_3}(\gamma_1, \gamma_2, t_X(B_s)), \quad 29$$
and consider the projections $p_{2,3}: \mathbb{C}^3 \rightarrow \mathbb{C}^2$ and $p_{2,3}^\perp: \mathbb{C}^3 \rightarrow \mathbb{C}$ such that $p_{2,3}(u_1, u_2, u_3) = (u_2, u_3)$ and $p_{2,3}^\perp(u_1, u_2, u_3) = (u_1)$.

**Proposition 4.17.** The map $(p_{2,3}\tilde{w}_{X,s})$ is well-defined even for the limit $s \rightarrow 0$. The image of $\lim_{s \rightarrow 0}(p_{2,3}\tilde{w}_{X,s})$ is $\mathbb{C}^2$.

**Proof.** It is obvious that $p_{2,3}\tilde{w}_{X,s}$ agrees with $\tilde{w}_{X_0}$ for the limit $s \rightarrow 0$ due to Lemmas 4.11 and 4.12. The Abel-Jacobi theorem for $X_0$ shows that the image of $\tilde{w}_{X_0}$ is $\mathbb{C}^2$. \qed

We state our main theorem.

**Theorem 4.18.** For every $v = \iota(v_1, v_2) \in \mathbb{C}^2$, there are $x$-constant sections $\gamma_1$ and $\gamma_2$ of $\mathcal{H}^0(D_{\xi}^*, S^2\mathcal{X})$, such that

$$v = \lim_{s \rightarrow 0} p_{2,3}\tilde{w}_{X,s}(\gamma_1, \gamma_2),$$

and $u = \tilde{w}_{X,s}(\gamma_1, \gamma_2)(= \tilde{w}_{X,s}(\gamma_1, \gamma_2) + \omega_s)$, we have the relation,

$$\sigma_{X_0}(v) = \lim_{s \rightarrow 0} \left( \frac{\sqrt{3}b_1b_2}{\sqrt{2}} \sigma_{X,s}(u) \right).$$

**Proof.** The first equation is obtained by the Abel theorem for $\tilde{X}_3$ and Proposition 4.17. Noting $u = \tilde{w}_{X,s}(\gamma_1, \gamma_2) + \omega_s$, Proposition 3.7 (v), and Lemma 4.10, the expansions of both sides at the origin in $\mathbb{C}^2$ agree. On the other hand, the translational formula of $\sigma_{X,s}$ of $X_s|_{s=0}$ on $(u_1, u_2 + \ell_2, u_3 + \ell_3)$ for $t(\ell_2, \ell_3) \in p_{2,3}\Gamma_s|_{s=0}$ agrees with that of $\sigma_{X_0}$ on $(v_1 + \ell_2, v_2 + \ell_3)$ for $t(\ell_2, \ell_3) \in \Gamma_0 = p_{2,3}\Gamma_s|_{s=0}$ because of Lemmas 4.12, 4.13, and 4.14 and Propositions 3.7 (3) and 4.15. \qed

**Remark 4.19.** The factor $s^{1/3}$ of the right-hand side in (4.4) means that the function is well defined on a triple cover $D_{\xi}^*$ of $D_{\xi}^\circ$. This corresponds to the group action $\tilde{\zeta}_3^*$ in Lemma 3.1. Corresponding to the group action $\tilde{\zeta}_3^*$, i.e., $X_0^* = \tilde{\zeta}_3^*X_0$ and $X_0^{**} = \tilde{\zeta}_3^{**}X_0$, the left-hand side of $\sigma_{X_0}$ of $X_0^*$ in (4.4) is replaced with the sigma functions $\sigma_{X_0^*}$ and $\sigma_{X_0^{**}}$ of $X_0^*$ and $X_0^{**}$ rather than $X_0$.

On the other hand, since the factor $s^{1/3}$ in the right-hand side in (4.4) comes from $f'(b_s)$ in Proposition 2.9 and the proof of Lemma 4.10, this action $\tilde{\zeta}_3^*$ can be regarded as the action $\tilde{\zeta}_3$ on the triple covering of the domain of the al function in the limit of the degenerating family of curves because $z$ in $X_0$ and $\text{al}_{3}^{(0)}$ in $X_0$ are the local parameters of the branch points $(B_{X_0,0})$ and $\pi_{al,3}^{-1}(B_s)$. The symmetries $\tilde{\zeta}_3^*$ and $\tilde{\zeta}_3^*$ act on these local parameters. After $B_s$ and $B_0$ collapse, Theorem 4.18 shows the identification of $\tilde{\zeta}_3^*$ with $\tilde{\zeta}_3^*$. Accordingly, by introducing $\tilde{w}_{X,s}(c)(\gamma_1, \gamma_2) := \tilde{w}_{X,s}(\gamma_1, \gamma_2) + \tilde{\zeta}_3^c\omega_s$ for $c = 0, 1, 2$ and using the expansions of $\text{al}_{3}^{(c)}$, we have other versions of the sigma function as the left-hand side in (4.4) under the action of $\tilde{\zeta}_3^c$. We encounter three sigma functions

$$(4.5) \quad \sigma_{X_0}(v), \quad \sigma_{X_0^*}(v), \quad \sigma_{X_0^{**}}(v)$$
of three curves of genus two as in Subsection 3.7

Remark 4.20. In Appendix C we investigate the behavior of the Weierstrass sigma function of the degenerating family of the elliptic curves \( y(y - s) = x^3 \) for \( s \to 0 \), which behaves similarly to the sigma function for \( X_s \). We make some remarks on this comparison.

We note that \( \left [{ u \varphi}_{s,0} \right] \) is determined in the proof of Lemma 4.10 is decomposed into \( \left [{ u \varphi}_{s,0} \right] = p_2,3(lu \varphi_{s,0}) + p_2,3(2u \varphi_{s,0}) \) by letting \( p_2,3(lu \varphi_{s,0}) := u_1 \varphi_{s,0,1} \) and \( p_2,3(2u \varphi_{s,0}) := u_2 \varphi_{s,0,2} + u_3 \varphi_{s,0,3} \) and in the genus one case, \( e^{\varphi_{s,0}} \) behaves like the sigma function of \( \mathbb{P} \), cf. Proposition C.12 and Remark C.13. Further the quasi-periodicity of the sigma function \( \sigma(u + \omega) \) in the left hand side of (4.2) for the image of \( p_2,3 \) is determined by \( e^{p_2,3(lu \varphi_{s,0})} \), \( \theta \)-function and \( \sigma(u) \).

Though due to Lemma 4.13, \( \eta_{s,0} \) and \( \eta_{s,0}^\prime (j = 1, 2, 3) \) in \( \varphi_{s,0,1} \) become zero for the limit \( s \to 0 \), we can rewrite the relation (4.4) in Theorem 4.18 at \( s = 0 \) as

\[
\sigma_{X_s}(u) = \frac{\sqrt{2}e^{p_2,3(lu \varphi_{s,0})}}{\sqrt{s_1 b_2}} \sigma_{X_0}(p_2,3(u))(1 + d > 0(s^{1/3}))
\]

for \( u = \tilde{w}_{X}, (\gamma_1, \gamma_2) + \omega \) and \( x \)-constant sections \( \gamma_1, \gamma_2 \in \mathcal{H}_0(D^s, S^2 \tilde{X}) \), where \( d > 0(s^{1/3}) \) means a formal power series in \( s^{1/3} \) with certain coefficients. For the parameter \( t = \omega_{X, s}^u \), \( e^{p_2,3(lu \varphi_{X}, \omega_{s,0})} \) is the sigma function of \( \mathbb{P} \) for the limit \( s \to 0 \) as in Remark C.13. The expression (4.6) is consistent with the generalized theta function \([9,17,16] \).

Further from (3.7), (4.5) is regarded as the sigma function \( \sigma_{X_0} \) with the actions \( (\zeta_3^0) \), \( \tilde{\zeta}_3^0 \) and \( (\tilde{\zeta}_3^0)^2 \). On the other hand, on the normalization of the curve the action \( \tilde{\zeta}_3^0 \) is represented by the action \( \tilde{\zeta}_3^0 : z \mapsto \zeta_3 z \) on the rational curve \( \mathbb{P} \) as in Lemma 3.1 and Remark 3.2. Thus we can interpret (4.5) as the sigma function of the curve \( X_0 \) of genus two and two actions \( \tilde{\zeta}_3^0 \) on two rational curves \( \mathbb{P} \)'s; their union can be viewed as the singular fiber in this degenerating family \( \mathcal{X} \). This interpretation corresponds to (C.9) in Remark C.13.

Remark 4.21. It should be emphasized that Theorem 4.18 provides the algebraic and analytic properties of the sigma function of the normalized curve of singular fiber in the degenerating family \( \mathcal{X} \) as the limit of \( \sigma_{X_s} \). This is an essentially new step, since the algebraic and analytic properties of the sigma function, (e.g., addition theorem, the Galois action, dependence on moduli parameters via the heat equation) have received much attention \([10,13,14,26,27]\) for the case of (planar) \((n, s)\) curves, including \( X_s \). Theorem 4.18 determines how these algebraic and analytic properties behave for \( \sigma_{X_0} \) of \( X_0 \), which cannot be of \((n, s)\) type (its Weierstrass semigroup is non-symmetric). Due to Theorem 4.18 it is obvious that some of the properties of \( \sigma_{X_s} \) survive. For example, the power expansion of the sigma function of \( X_s \) is explicitly given by Nakayashiki and Onishi \([29,33]\); Theorem 4.18 and (4.2) provide the power expansion of \( \sigma_{X_0}(v) \) explicitly. As another example, Theorem 4.18 and (4.2) lead the addition theorem and \( n \)-division formulae for \( \sigma_{X_s} \) \([31]\) to those of \( \sigma_{X_0} \), a non-planar curve.
Further Theorem 4.18 and above remarks show that the Galois actions \( \hat{\zeta}_3 \) and \( \hat{\zeta}_5 \) on our cyclic curves \( X_s \) play an essential role in their degenerations. Theorem 4.18 can be generalized to the sigma functions of cyclic trigonal curves \( y^3 = f(x) \) whose Weierstrass semigroup is generated by \( (3, p) \) since we also constructed the sigma functions of the space curves of \( (3, p, q) \)-type whose Weierstrass semigroup is generated by \( (3, p, q) \); our investigations in this paper correspond to the simplest case \( (p, q) = (4, 5) \).

Lastly, in [32], Onishi investigated the more general Galois action on the sigma function for the trigonal curves of the Weierstrass canonical form \( y^3 + (\mu_2 x + \mu_5)y^2 + (\mu_1 x + \mu_4 x^2 + \mu_7 x + \mu_{10})y + x^5 + \mu_3 x^4 + \mu_6 x^3 + \mu_9 x^2 + \mu_{12} x + \mu_{15} = 0 \) of genus four rather than a cyclic trigonal curve \( X_s \); his result is easily modified to the curve of genus three. Using the results in [32], the above actions \( \hat{\zeta}_3, \hat{\zeta}_5 \), and \( \hat{\zeta}_3^* \) can be extended to more general Galois actions. Thus our investigations could be generalized for a degenerating family of plane curves in Weierstrass canonical form as mentioned in [20, 21].

**Remark 4.22.** The behavior of these sigma function could be explicitly compared with the generalized theta function for the same limit [16].

A. Appendix: Integrals by Kazuhiko Aomoto

In this appendix, we assume that \( s \) is a positive sufficiently small real number satisfying \( 0 < s < \delta < \min\{|b_1|, |b_2|\} \). Further, without loss of generality, the imaginary parts of \( b_1 \) and \( b_2 \) are positive, i.e., \( \text{Im}(b_1) > s \) and \( \text{Im}(b_2) > s \). Let

\[
h_2(x) := \frac{1}{\sqrt{(x - b_1)^2(x - b_2)^2}}
\]

such that \( h_2(0) = \frac{\zeta_4^2}{\sqrt{(b_1)^2(b_2)^2}} \) and we choose the branch so that \( \sqrt[3]{x^2(x - s)^2} \) should be positive for \([x, \infty)\). Using \( h_2(x) \), we consider two integrals for \([0, \infty)\) and \((s, \infty)\),

\[
I_1(s) := \int_0^\infty \frac{h_2(x)}{\sqrt[3]{x^2(x - s)^2}} \, dx, \quad I_2(s) := \int_s^\infty \frac{h_2(x)}{\sqrt[3]{x^2(x - s)^2}} \, dx.
\]

More precisely, \( I_1 \) is defined as the upper half part of the contour integral with a positive \( \varepsilon \to 0 \),

\[
I_1(s) = \lim_{\varepsilon \to 0} \frac{1}{\xi_3 - 1} \int_{\gamma_{\varepsilon}} \frac{h_2(x)}{\sqrt[3]{x^2(x - s)^2}} \, dx,
\]

which is illustrated in Figure A.1.

Then we have the following proposition.

**Proposition A.1.** When \( \min\{|b_1|, |b_2|\} > s > 0, \text{Im}(b_1) > s, \) and \( \text{Im}(b_2) > s \),

\[
I_1(s) = f(s), \quad I_2(s) = s^{-1/3} g(s^{1/3}),
\]

where \( f(t) \) and \( g(t) \) are regular functions with respect to \( t \) in the region

\[
U_\varepsilon := \{ t \in \mathbb{R} \mid 0 \leq t < \varepsilon \},
\]
for a certain $\epsilon > 0$ and $g(t)|_{t=0} \neq 0$.

We prove this proposition as follows. First we note that the assumptions $\text{Im}(b_1) > 0$ and $\text{Im}(b_2) > 0$ mean that $b_a$ ($a = 1, 2$) does not belong to the $x$-axis.

It is obvious that $h_2(x)$ is holomorphic at $x = 0$ and, as in (4.1) its expansion given by

$$h_2(x) = \frac{\zeta_3^2}{\sqrt{b_1 b_2}} \left( \sum_{i=0}^{\infty} \beta_i^{(2)} x^i \right), \quad \beta_0^{(2)} = 1,$$

converges in $V_b := \{ x \in \mathbb{C} \mid |x| < \min\{|b_1|, |b_2|\} \}$. There is a certain neighborhood $V$ of $\mathbb{R}_{\geq 0} := \{ x \in \mathbb{R} \mid x \geq 0 \}$ in the complex plane $\mathbb{C}$ such that

$$\Phi(x, s) := \frac{h_2(x)}{\sqrt{x^2(x-s)^2}}$$

is a holomorphic function in $V \setminus \mathbb{R}_{\geq 0}$. Using a positive parameter $\rho$ ($\min(\text{Im}(b_1), \text{Im}(b_2)) > \rho > |s| > 0$), we redefine the contour $\gamma \subset V \gamma : (-\infty, \infty) \rightarrow \mathbb{C}$, given by

$$\gamma(t) = \begin{cases} 
-t - \frac{1}{2} + \rho \sqrt{-1} & t \in \left(-\infty, -\frac{1}{2}\right], \\
\rho e^{\pi (t+1) \sqrt{-1}} & t \in \left(-\frac{1}{2}, \frac{1}{2}\right], \\
t - \frac{1}{2} + \rho \sqrt{-1} & t \in \left(\frac{1}{2}, \infty\right)
\end{cases}$$

illustrated in Figure A.2. $\gamma$ is disjoint to the points $b_1$ and $b_2$ in $\mathbb{C}$. Since $\gamma$ is homotopic to $\gamma_\epsilon$, we show the proposition for the integrals of $\gamma$.

Figure A.1. The contour: The contour $\gamma_\epsilon$ of the integral is illustrated.

Figure A.2. The contour: The contour $\gamma$ of the integral is illustrated.
In view of the multi-valued property of $\Phi(x,s)$, the Cauchy integral theorem gives

(A.1) \[ \int_\gamma \Phi(x,s)dx = (\zeta_3 - 1) \int_s^\infty \frac{h_2(x)}{\sqrt{x^2(x-s)^2}}dx + (-\zeta_3 + 1) \int_0^s \frac{h_2(x)}{\sqrt{x^2(x-s)^2}}dx \]

\[ =: (\zeta_3 - 1) I_\gamma(s). \]

Since $\gamma$ is disjoint with $[0,s]$ and $\{b_1,b_2\}$ for $|s| < \rho$, $\Phi(x,s)$ is a regular function with respect to $(x,s) \in \gamma \times [0,\delta)$.

For the region, we have the expansion due to the absolute convergence,

\[ \frac{1}{\sqrt{(x-s)^2}} = \frac{1}{x^{2/3}} \left( \sum_{\ell=0}^{\infty} \frac{(3\ell + 2)!!}{\ell!} \left( \frac{2s}{3x} \right)^\ell \right) =: \frac{1}{x^{2/3}} \sum_{\ell=0}^{\infty} c^{(2)}_\ell \left( \frac{s}{x} \right)^\ell, \]

where $(3\ell + 2)!! = (3\ell + 2)(3\ell - 1) \cdots 5 \cdot 2$.

\[ \Phi(x,s) = \Phi(x,0) \left( 1 + \sum_{\ell=1}^{\infty} c^{(2)}_\ell \left( \frac{s}{x} \right)^\ell \right), \]

and

\[ \Phi(x,0) = \frac{1}{\sqrt{x^4(x-b_1)^2(x-b_2)^2}}. \]

**Lemma A.2.** $\int_\gamma \Phi(x,s)dx$ is a regular function with respect to $s$, i.e., the power expansion

\[ I_\gamma(s) = \int_\gamma \Phi(x,s)dx = \sum_{i=0}^{\infty} v_i s^i, \]

has a finite radius of convergence $\delta'$, where

\[ v_0 := \int_\gamma \frac{1}{\sqrt{x^4(x-b_1)^2(x-b_2)^2}}dx. \]

Since $\gamma_e$ is homotopic to $\gamma$, we conclude that $I_1(s) = I_\gamma(s)/(\zeta_3 - 1)$.

On the other hand, from the definition, we obtain

(A.2) \[ I_1(s) = \int_0^s \frac{h_2(x)}{3 \sqrt{|x^2(x-s)^2|}}dx + I_2(s). \]

It means that $I_2(s)$ is represented as the difference between the integrals over the generalized Lefschetz cycle and the detoured cycle,

\[ I_2(s) = A_2 - A_1, \]

\[ A_1 = \int_0^s \frac{h_2(x)}{\sqrt{|x^2(x-s)^2|}}dx, \quad A_2 = \frac{1}{\zeta_3 - 1} \int_\gamma \Phi(x,s)dx. \]
By exchanging $x = st$, we have

$$A_1 = \int_0^s \frac{h_2(x) dx}{\sqrt{x^2(x-s)^2}} = \frac{\zeta^2_3}{\sqrt{(b_1b_2)^2}} \sum_{\ell=0}^\infty \beta_{\ell}^{(2)} \int_0^s \frac{x^{\ell} dx}{\sqrt{x^2(x-s)^2}}$$

$$= s^{-1/3} \frac{\zeta^2_3}{\sqrt{(b_1b_2)^2}} \sum_{\ell=0}^\infty \beta_{\ell}^{(2)} \int_0^1 \frac{(st)^{\ell} dt}{\sqrt{t^2(t-1)^2}}$$

$$= s^{-1/3} \frac{\zeta^2_3}{\sqrt{(b_1b_2)^2}} \sum_{\ell=0}^\infty \beta_{\ell}^{(2)} s^{\ell} \int_0^1 t^{\ell+1/3-1} (1-t)^{1/3-1} dt$$

$$= s^{-1/3} \frac{\zeta^2_3}{\sqrt{(b_1b_2)^2}} \sum_{\ell=0}^\infty \beta_{\ell}^{(2)} s^{\ell} \frac{\Gamma(\ell+\frac{1}{3})\Gamma(\frac{1}{3})}{\Gamma(\ell+\frac{2}{3})}. \tag{A.3}$$

We note that the series converges absolutely because, there is $0 < c < 1$ such that the ratio

$$\left| \frac{\beta_{\ell+1}^{(2)} \Gamma(\ell+\frac{4}{3})\Gamma(\frac{1}{3}) \Gamma(\ell+\frac{2}{3})}{\beta_{\ell}^{(2)} \Gamma(\ell+\frac{1}{3})\Gamma(\ell+\frac{2}{3})} \right| = \left| \frac{\beta_{\ell+1}^{(2)} \ell + \frac{4}{3}}{\beta_{\ell}^{(2)} \ell + \frac{4}{3}} \right|$$

is smaller than $c$ for a certain $L$ and $\ell > L$. Further it is obvious that the leading term is not equal to zero, i.e.,

$$\frac{\zeta^2_3}{\sqrt{(b_1b_2)^2}} \beta_0^{(2)} \frac{\Gamma(\frac{1}{3})\Gamma(\frac{1}{3})}{\Gamma(\frac{2}{3})} \neq 0.$$

On the other hand, the second term $A_2$ is given by

$$\sum_{\nu=0}^\infty u_\nu s^\nu, \quad u_0 := \frac{1}{\zeta_3 - 1} \int_{\gamma} \frac{1}{\sqrt{x^4(x-b_1)^2(x-b_2)^2}} dx.$$ 

Then we obtain

$$I_2(s) = \sum_{\nu=0}^\infty u_\nu s^\nu - s^{-1/3} \frac{\zeta^2_3}{\sqrt{(b_1b_2)^2}} \sum_{\ell=0}^\infty \beta_{\ell}^{(2)} s^{\ell} \frac{\Gamma(\ell+\frac{1}{3})\Gamma(\frac{1}{3})}{\Gamma(\ell+\frac{2}{3})}.$$ 

It means the complete proof of the proposition.

**Remark A.3.** The case when $s < 0$ can be treated similarly, by replacing $I_1$ and $I_2$ with the corresponding integrals from $-\infty$ to $s$.

**B. Appendix: Period Integrals**

In this appendix, we apply the results in Appendix A by Aomoto to our integrals, $\omega_{X,a,b}$. We assume that $s$ is a complex number such that $|s| \ll \min\{|b_1|, |b_2|\}$. We employ the contours in Figure 3. However the phase factor $\log(|s|/|s|)$ is not crucial since it correspond to rescaling the variables in the curve equation. Noting (4.1), we evaluate the integrals associated with the period matrices.
Lemma B.1. There are regular functions $f_a(t)$ for $t \in V_\epsilon$ such that
\[ \int_0^s \nu^t_{X,1} = s^{-1/3} f_1(s^{1/3}), \quad \int_0^s \nu^t_{X,2} = f_2(s^{1/3}), \quad \int_0^s \nu^t_{X,3} = f_3(s^{1/3}), \]
and $f_1(t)|_{t=0}$ does not vanish.

Proof. From (A.3), we have the first relation. Similarly, we also have
\[ \int_0^s \nu^t_{X,2} = \int_0^s \frac{h_2(x)dx}{\sqrt{x^2(x-s)^2}} = \frac{\zeta_3}{\sqrt{(b_1b_2)^2}} \sum_{\ell=0}^{\beta(2)} \beta_{\ell} \int_0^s \frac{x^{\ell+1}dx}{\sqrt{x^2(x-s)^2}} \]
\[ = s^{-1/3} \frac{\zeta_3}{\sqrt{(b_1b_2)^2}} \sum_{\ell=0}^{\beta(2)} \beta_{\ell} \int_0^1 \frac{(st)^{\ell+1}dt}{\sqrt{t^2(t-1)^2}} \]
\[ = s^{2/3} \frac{1}{\sqrt{(b_1b_2)^2}} \sum_{\ell=0}^{\beta(2)} \beta_{\ell} s^\ell \int_0^1 t^{\ell+\frac{4}{3}-1} (1-t)^{\frac{2}{3}-1}dt \]
\[ = s^{2/3} \frac{1}{\sqrt{(b_1b_2)^2}} \sum_{\ell=0}^{\beta(2)} \beta_{\ell} s^\ell \frac{\Gamma(\ell + \frac{4}{3}) \Gamma(\frac{1}{3})}{\Gamma(\ell + \frac{2}{3})}, \]
\[ \int_0^s \nu^t_{X,3} = \int_0^s \frac{h_1(x)dx}{\sqrt{x(x-s)}} = \frac{\zeta_3}{\sqrt{(b_1b_2)^2}} \sum_{\ell=0}^{\beta(1)} \beta_{\ell} \int_0^s \frac{x^{\ell+1}dx}{\sqrt{x^2(x-s)^2}} \]
\[ = s^{1/3} \frac{\zeta_3}{\sqrt{(b_1b_2)^2}} \sum_{\ell=0}^{\beta(1)} \beta_{\ell} \int_0^1 \frac{(st)^{\ell}dt}{\sqrt{t(t-1)}} \]
\[ = s^{2/3} \frac{1}{\sqrt{(b_1b_2)^2}} \sum_{\ell=0}^{\beta(1)} \beta_{\ell} s^\ell \int_0^1 t^{\ell+\frac{2}{3}-1} (1-t)^{\frac{2}{3}-1}dt \]
\[ = s^{1/3} \frac{1}{\sqrt{(b_1b_2)^2}} \sum_{\ell=0}^{\beta(1)} \beta_{\ell} s^\ell \frac{\Gamma(\ell + \frac{2}{3}) \Gamma(2)}{\Gamma(\ell + \frac{4}{3})}. \]

Except the prefactor $s^\ell$, the series absolutely converge as in (A.4).

Thus, we consider the integrals along the contours in Figure 3(b). We have the following lemmas:

Lemma B.2. There are regular functions $g^t_a(t)$ for $t \in V_\epsilon$ such that
\[ \int_{\gamma_3} \nu^t_{X,1} = s^{-1/3} f_1^{(s^{1/3})}, \quad \int_{\gamma_3} \nu^t_{X,2} = f_2^{(s^{1/3})}, \quad \int_{\gamma_3} \nu^t_{X,3} = f_3^{(s^{1/3})}, \]
and $f'_1(t)|_{t=0}$ does not vanish.

Lemma B.3. There are regular functions $g_a(t)$ for $t \in V_\epsilon$ such that
\[ \int_{\gamma_0} \nu^t_{X,1} = g_1(s^{1/3}), \quad \int_{\gamma_0} \nu^t_{X,2} = g_2(s^{1/3}), \quad \int_{\gamma_0} \nu^t_{X,3} = g_3(s^{1/3}). \]
In this Appendix, we investigate the behavior of the Weierstrass sigma function of the degenerating family of the elliptic curves \( y(y - s) = x^3 \) \( s \to 0 \), which corresponds to type IV in the Kodaira classification of the degeneration of elliptic curves [19]. The main result in Proposition C.12 in this appendix can be compared to Theorem 4.18. Within this investigation, we introduce the \( \alpha \)-function, which is the elliptic function version of the \( \alpha \) function in Subsection 2.6 and [27]. The elliptic curve has the nongap sequence at \( \infty \) determined by the numerical semigroup \( \langle 3, 2 \rangle \).

C.1. Addition formula for the sigma function of \( E_s : y(y - s) = x^3 \). In [11], Eilbeck, Matsutani and Onishi showed the following relation satisfied by the elliptic sigma function
\[
\frac{\sigma(u - v)\sigma(u - \zeta_3 v)\sigma(u - \zeta_5^2 v)}{\sigma(u)^3\sigma(v)^3} = (y(u) - y(v))
\]
for the curve
\[
y^2 + \mu_3 y = x^3 + \mu_6,
\]
where \( \zeta_3 = e^{2\pi \sqrt{-1}/3} \). We note that the formula holds for the sigma function of this particular curve because the curve has the symmetry of the trigonal cyclic action. The curve corresponds to the Weierstrass standard form,
\[
(\wp')^2 = 4\wp^3 - \wp_0 = 4(\wp - e_1)(\wp - e_2)(\wp - e_3),
\]
where \( g_3 = -4(\mu_3^2 + \mu_6) \) and \( \wp(u)' = 2y + \mu_3 \). Then we have
\[
\sigma(\zeta_3 u) = \zeta_3 \sigma(u), \quad \wp(\zeta_3 u) = \zeta_3 \wp(u), \quad \wp'(\zeta_3 u) = \wp'(u)
\]
for \( u \in \mathbb{C} \).

In this appendix, we specify the curve \( E_s \),
\[
y(y - s) = x^3, \quad \left( y - \frac{s}{2} \right)^2 = \left( x + \sqrt[3]{\frac{s^2}{4}} \right) \left( x + \zeta_3 \sqrt[3]{\frac{s^2}{4}} \right) \left( x + \zeta_3^2 \sqrt[3]{\frac{s^2}{4}} \right)
\]
and its limit \( s \to 0 \), which corresponds to the type IV of the degeneration in Kodaira’s classification. Here \( \mu_3 = -s, \mu_6 = 0, e_j = -\zeta_3^{-1-j} \sqrt[3]{\frac{s^2}{4}} (j = 1, 2, 3) \) and \( g_3 = -4s^2 \).

In other words, we consider the degenerating family of \( E_s \) for \( D_\varepsilon := \{ s \in \mathbb{C} \mid |s| < \varepsilon \} \) and \( D_\varepsilon^* = D_\varepsilon^* \setminus \{0\} \),
\[
\mathcal{E} := \{ (x, y, s) \mid (x, y) \in E_s, s \in D_\varepsilon \}
\]
and \( \pi_\varepsilon : \mathcal{E} \to D_\varepsilon \).
C.2. **Elliptic integrals on** $E_s$. We denote the integral from the point at infinity to $(x, y) = (0, s)$, by $\omega_s$, and that to $(0, 0)$ by $\omega_0$,

$$\omega_s = \int_{\infty}^{(0,s)} du, \quad \omega_0 = \int_{\infty}^{(0,0)} du, \quad du = \frac{dx}{2y - s} = \frac{dy}{3x^2}.$$ 

Further, the standard half-period integrals are given by \[30\],

(C.2) \[\omega' = \omega_1 = \int_{\infty}^{e^1} du, \quad \omega_2 = \zeta_3^2 \omega', \quad \omega'' = \omega_3 = \zeta_3 \omega',\]

and

(C.3) \[\eta_i = \int_{\infty}^{e_i} xdu, \quad \eta' = \eta_1, \quad \eta'' = \eta_3 = \zeta^2 \eta'.\]

They satisfy the following

$$\omega_1 + \omega_2 + \omega_3 = 0, \quad \eta_1 + \eta_2 + \eta_3 = 0, \quad \eta' \omega'' - \eta'' \omega' = \frac{\pi \sqrt{-1}}{2},$$

and \[30\]

(C.4) \[\eta' \omega' = \frac{\pi \sqrt{-1}}{2(\zeta_3 - \zeta_3^2)} = \frac{\pi}{2 \sqrt{3}} \in \mathbb{R}.\]

Using these, we define the lattice $\Gamma_s := \mathbb{Z}2\omega' + \mathbb{Z}2\omega''$ \[11\]. Further the affine coordinates $(x, y)$ of the curve $E_s$ are written in terms of the $\wp$-function using the results in \[11\]:

$$\wp(u) = x(u), \quad \wp'(u) = 2y(u) - s, \quad y(u) = \frac{1}{2} (\wp'(u) + s).$$

From \[11\], we have the expansions of $\sigma$ and $y$ for every $s \neq 0$:

**Lemma C.1.**

$$\sigma(u) = u - \frac{1}{120} s^2 u^7 + d_{\geq 11}(u), \quad y(u) = \frac{1}{u^3} + \frac{1}{2} s^2 u^3 + d_{\geq 9}(u).$$

**Lemma C.2.**

$$x(\zeta^r_3 \omega_s) = \wp(\zeta^r_3 \omega_s) = 0, (r = 0, 1, 2), \quad y(\omega_0) = 0, \quad y(\omega_s) = s.$$

$$\omega_0 = \frac{1 - \zeta_3}{3} 2\omega', \quad \omega_s = \frac{1 - \zeta_3^2}{3} 2\omega' = \frac{2 + \zeta_3}{3} 2\omega' = \frac{2}{3} (2\omega' + \omega'').$$

**Proof.** The first three equations are obvious from \[11\]. We use the covering $\pi_2 : E_s \to \mathbb{P}$ ($(x, y) \mapsto y$). We note that the $\omega_s$ is the contour integral from $\infty$ to $(0, s)$ and the point $(0, s)$ is a branch point. Thus when we consider the contour on another sheet of $\pi_2^{-1}$ as the return path from $(0, s)$ to $\infty$, we obtain a period and thus $(1 - \zeta_3) \omega_s$ must be a point in the lattice $\Gamma_s$. There exist $n$ and $m$ such that

$$(1 - \zeta_3) \omega_s = 2\omega' n + 2\omega'' m = 2(n + \zeta_3 m) \omega'.$$
Thus we have

$$\omega_s = \frac{1}{3}(1 - \zeta_3^2)2(n + \zeta_3 m)\omega'.$$

We fix \(\omega_s\) modulo \(\Gamma_s\) and there are two possibilities

$$\omega_s = \pm\frac{1}{3}(1 - \zeta_3^2)2\omega' \text{ modulo } \Gamma_s.$$ 

We find \(\omega_s = \frac{1}{3}(1 - \zeta_3^2)2\omega'\) numerically using Maple; in the other case we have \(\omega_0\).

\[\square\]

**Lemma C.3.**

$$\omega' = \frac{3}{2} \frac{1}{\zeta_3 - \zeta_3^2} \frac{\Gamma\left(\frac{1}{3}\right)^2}{s^{1/3} \Gamma\left(\frac{2}{3}\right)}, \quad \eta' = \frac{\pi \sqrt{-1}}{3\sqrt{3}} \frac{s^{1/3} \Gamma\left(\frac{2}{3}\right)}{\Gamma\left(\frac{1}{3}\right)^2}.$$ 

**Proof.** \(\omega_s - \omega_0 = \int_0^s \frac{dy}{\sqrt{y(y-s)}}\) is given by \(\frac{\Gamma\left(\frac{1}{3}\right)^2}{s^{1/3} \Gamma\left(\frac{2}{3}\right)}\) by putting \(h(x) = 1\) in (A.3). \[\square\]

Then the action of the cyclic 3-group on \(\omega_s\) and \(\omega_0\) is given by the translation, which is illustrated in Figure C.3.

**Lemma C.4.**

$$\zeta_3 \omega_s \equiv \omega_s - 2\omega', \quad \zeta_3^2 \omega_s \equiv \omega_s - 2(\omega' + \omega'') \text{ modulo } \Gamma_s.$$ 

**Figure C.3.** The points of \(\omega_0\) and \(\omega_s\) in the lattice \(\Gamma_s\): The black dots show the points in \(\Gamma_s\) whereas the white and the gray dots mean \(\omega_0\) and \(\omega_s\) modulo \(\Gamma_s\) respectively. They have the translational symmetry.

The translation formula of the sigma function is given by \[36\]

(C.5) \[\sigma(u + 2\omega'n + 2\omega''m) = (-1)^{n+m+nm} e^{(2n\eta' + 2m\eta'')(u + n\omega' + m\omega'')} \sigma(u).\]
and thus we have
\[(C.6) \quad \sigma(u - \zeta_3 \omega_s) = \sigma(u - \omega_s + 2 \omega') = (-1)e^{2 \eta'(u+\omega_s+\omega')} \sigma(u - \omega_s),\]
\[\sigma(u - \zeta_3^2 \omega_s) = \sigma(u - \omega_s + 2 (\omega' + \omega'')) = (-1)e^{2(\eta' + \eta'')(u+\omega_s+\omega'+\omega'')} \sigma(u - \omega_s).
\]

C.3. **The al-function of \(E_s\).** It is well-known that the Jacobian \(J\), the fundamental domain of the \(\wp\)-function, is given by \(J = \mathbb{C}/\Gamma_s\) but the fundamental domains of Jacobi’s \(sn, \ cn, \ dn\)-functions differ from \(J\). In this appendix, we introduce a meromorphic function \(al\), which is the elliptic function version of the al function in Subsection 2.6. Its domain also differs from \(J\). By identifying its domain, we give a crucial relation in Proposition C.7. \(C.1\) and \(C.6\) give the following lemma:

**Lemma C.5.**
\[
\frac{\sigma(u - \omega_s)\sigma(u - \zeta_3 \omega_s)\sigma(u - \zeta_3^2 \omega_s)}{\sigma(u)^3\sigma(\omega_s)^3} = y(u) - s,
\]
\[-\frac{\sigma(u + \omega_s)\sigma(u + \zeta_3 \omega_s)\sigma(u + \zeta_3^2 \omega_s)}{\sigma(u)^3\sigma(\omega_s)^3} = y(u),
\]
\[
\frac{e^{2(2+\zeta_3)\eta'(u+\omega_s)+\pi \sqrt{3}}\sigma(u - \omega_s)^3}{\sigma(u)^3\sigma(\omega_s)^3} = y(u) - s.
\]

**Proof.** The first and the second equalities are directly obtained from \(C.1\), and we have the third one by the computation,
\[
\sigma(u - \omega_s)\sigma(u - \zeta_3 \omega_s)\sigma(u - \zeta_3^2 \omega_s) = e^{2(2 \eta' + \eta'')(u+\omega_s)+2(2 \eta' + \eta'' \omega'')} \sigma(u + \omega_s)^3
\]
\[= e^{2(2+\zeta_3^2)\eta'(u+\omega_s)+6 \eta' \omega'} \sigma(u - \omega_s)^3.
\]

Noting the relation \(\sigma(u + \zeta_3 \omega_s) = \sigma(\zeta_3^x (\zeta_3^{-y} u + \omega_s)) = \zeta_3^x \sigma(\zeta_3^{-y} u + \omega_s)\), we define the al-function:

**Definition C.6.**
\[
al_r(u) := \frac{e^{-\varphi_r u} \sigma(u - \zeta_3^{-r} \omega_s)}{\sigma(u)\sigma(\omega_s)} = \frac{e^{-\varphi_r u} \zeta_3^{-r} \sigma(\zeta_3^r u - \omega_s)}{\sigma(u)\sigma(\omega_s)},
\]
where
\[
\varphi_0 := -\frac{2}{3}(2 \eta' + \eta''), \quad \varphi_1 := \frac{2}{3}(\eta' + 2 \eta''), \quad \varphi_2 := \frac{2}{3}(\eta' - \eta'').
\]

Then \(al_r(u)\) is a meromorphic function of \(\mathbb{C}\) with double periods and has the properties:

**Proposition C.7.**
\[\prod_{r=0}^{2} al_r(u) = y - s,\]
(2) for every \( \ell, k \in \mathbb{Z} \),
\[
al_0(u + 2\ell(2\omega' + \omega'') + 6k\omega'') = al_0(u), \quad al_1(u + 2\ell(\omega' + 2\omega'') + 6k\omega') = al_1(u),
\]
\[
al_2(u + 2\ell(\omega' - \omega'') - 6k(\omega' + \omega'')) = al_2(u),
\]
(3) and
\[
\varphi_0 = \frac{2}{3}(2 + \zeta_3^2)\eta', \quad \varphi_1 = -\frac{2}{3}(1 + 2\zeta_3^2)\eta', \quad \varphi_2 = -\frac{2}{3}(1 - \zeta_3^2)\eta'.
\]

It follows that the fundamental domain \( J_r \) of \( al_r(u) \) is given in Figure C.4.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fundamental_domain.pdf}
\caption{The fundamental domain \( J_r \) of \( al_r(u) \): \( J_r \) shows the fundamental domain of \( al_r(u) \) \( (r = 0,1,2) \).
\end{figure}

\textbf{Proof.} (1) and (3) are obvious from Lemma C.5 and properties of \( \eta \)’s in Subsection C.2 respectively. Thus we show (2). Noting \( \omega_s = \frac{1}{3}(2 + \zeta_3)\omega' \) and \( (\zeta_3\eta' - \eta'')\omega' = \frac{\pi}{3} \sqrt{-1} \) and letting \( \ell_{m,n} := m\omega' + n\omega'' \), we have
\[
\frac{\sigma(u - \omega_s + \ell_{2m,2n})}{\sigma(u + \ell_{2m,2n})} = e^{-2(m\eta' + n\eta'')(\omega_s + \omega)} \frac{\sigma(u - \omega_s)}{\sigma(u)}.
\]
The factor in the right hand side is determined by
\[
2(m\eta' + n\eta'')(\omega_s) = \frac{1}{3}(2 + \zeta_3)\eta' (2m\omega') + \frac{1}{3}(2 + \zeta_3)\eta'' (2n\omega')
\]
\[
= \frac{1}{3} (4m\eta'\omega' + m\pi \sqrt{-1} + 2m\eta'' \omega') + \frac{1}{3} (-2n\pi \sqrt{-1} + 4m\eta'\omega'' + 2n\zeta_3\eta'' \omega').
\]
Then we obtain
\[
\frac{\sigma(u - \omega_s + \ell_{4\ell + 6k})}{\sigma(u + \ell_{4\ell + 6k})} = e^{2\frac{\pi}{3}(2\omega' + (\ell + 3k)\omega'') + \frac{2}{3}\eta''(2\ell + (\ell + 3k)\omega'')}\sigma(u - \omega_s),
\]
which corresponds to the first relation in (2). Similarly, since
\[
2(m\eta' + n\eta'')\zeta_3^2\omega_s = -\frac{1}{3}(1 + 2\zeta_3)\eta'(2m\omega') - \frac{1}{3}(1 + 2\zeta_3)\eta''(2n\omega')
\]
\[
= -\frac{1}{3}(2m\eta'\omega' + 4m\eta''\omega' + 2m\pi\sqrt{-1}) - \frac{1}{3}(2n\zeta_3\omega'\eta' + 4n\eta''\zeta_3\omega' - n\pi\sqrt{-1}),
\]
we have the second relation in (2) due to
\[
\frac{\sigma(u - \zeta_3^2\omega_s + \ell_{6k + 2\ell})}{\sigma(u + \ell_{6k + 2\ell})} = e^{-\frac{2}{3}\eta''((6k+2\ell)\omega' + 4\ell\omega'') - \frac{2}{3}\eta''((6k+2\ell)\omega' + 4\ell\omega'')}\sigma(u - \zeta_3^2\omega_s).
\]
The third relation in (2) is also obtained because the relation
\[
2(m\eta' + n\eta'')\zeta_3\omega_s = \frac{1}{3}(\zeta_3 - 1)\eta'(2m\omega') + \frac{1}{3}(\zeta_3 - 1)\eta''(2n\omega')
\]
\[
= \frac{1}{3}(2m\eta''\omega' - 2m\eta'\omega' + 2m\pi\sqrt{-1}) + \frac{1}{3}(2n\omega''\eta' - 2n\eta''\zeta_3\omega' + n\pi\sqrt{-1})
\]
shows the identity
\[
\frac{\sigma(u - \zeta_3\omega_s + \ell_{3k + \ell,3k - \ell})}{\sigma(u + \ell_{6k + 2\ell,6k - 2\ell})} = e^{-\frac{1}{3}\eta''((6k+2\ell)\omega' + (6k-2\ell)\omega'') + \frac{1}{3}\eta''((6k+2\ell\omega' + (6k-2\ell)\omega'')}\sigma(u - \zeta_3\omega_s)}.
\]

Remark C.8. We can employ the alternative definition of “al”-function
\[
\hat{a}_r(u) := \frac{e^{\phi_v^0}u\sigma(u + \zeta_3^0\omega_s)}{\sigma(u)\sigma(\omega_s)} = \frac{e^{-\phi_v^0\zeta_3^0\sigma(\omega_s)}\sigma(u + \omega_s)}{\sigma(u)\sigma(\omega_s)}.
\]

Instead of \( u \), we use \( -u \) for the \( a_l \) function and have the same relations of \( \hat{a}_r(u) \) as \( a_l \)'s.

Proposition C.9. The \( a_l \) function is expressed by
\[
a_l(u) = e^{\psi_v(u)}\sqrt[3]{y(u)} - s,
\]
where \( \psi_v(u) \) determines the phase factor of the cubic root such that \( \psi_0 + \psi_1 + \psi_2 = 0 \).

More rigorously, there is a function \( z \) of \( u \in \mathbb{C} \) satisfying \( z^3 = y - s \) and
\[
a_l(u) = \zeta_3^0z(u).
\]
Proof. Let \( z^3 = y - s \). It gives the singular curve \( z^3(z^3 + s) = x^3 \). We normalize the curve by \( w = x/z \) and obtain the elliptic curve \( \tilde{E}_s \) defined by

\[
z^3 + s = w^3
\]

as the triple covering curve \( \pi_{\tilde{E}_s} : \tilde{E}_s \rightarrow E_s \). This \( w^3 \) in the right hand side agrees with \( y = z^3 + s = w^3 \). The point \( w = 0 \) corresponds to the point \( \pi_{\tilde{E}_s}^{-1}(x = 0, y = 0) \) and thus there is a symmetry group \( G_{\tilde{E}_s} \),

\[
(z, w) \mapsto (-w, -z)
\]

which comes from the hyperelliptic involution \( (x, y - s/2) \rightarrow (x, -y + s/2) \). Further we have the two trigonal cyclic group actions \( \tilde{\zeta}_3 \) and \( \tilde{\zeta}_3' \) on \( \tilde{E}_s \)

\[
\tilde{\zeta}_3(z, w) = (z, \zeta_3 w), \quad \tilde{\zeta}_3'(z, w) = (\zeta_3 z, \zeta_3^{-1} w),
\]

where \( \tilde{\zeta}_3 \) is induced from that of \( E_s \). Since \( \infty \) is the fixed point of the action \( \tilde{\zeta}_3 \), we note that \( \tilde{E}_s \) has three different infinite points

\[(C.7) \quad (\zeta_3^p \infty, \zeta_3^{-p} \infty), \quad (p = 0, 1, 2)\]

as \( \pi_{\tilde{E}_s}^{-1} \infty \). Further by noting \( w^3 dw = z^2 dz \), we have the differential of the first kind (the holomorphic one-form) of \( \tilde{E}_s \) by the relation,

\[
\frac{dx}{2y - s} = \frac{d(wz)}{2w^3 + s} = \frac{dz}{w^2}.
\]

In order to use the results of Weierstrass elliptic function theory for \( \tilde{E}_s \), we introduce another curve \( \tilde{E}_s' \) which is written by Weierstrass canonical form. The \( \tilde{E}_s \) is birational to the curve \( \tilde{E}_s' \) defined by

\[
W^2 - 3\sqrt{-3}sW = Z^3,
\]

\[
\left(W - \frac{3\sqrt{-3}}{2} s \right)^2 = Z^3 - \frac{27}{4} s^2 = \left( Z + 3\sqrt{\frac{s^2}{4} \zeta_6^3} \right) \left( Z + 3\sqrt{\frac{s^2}{4} \zeta_6^5} \right) \left( Z + 3\sqrt{\frac{s^2}{4} \zeta_6^5} \right),
\]

where \( \zeta_6 := e^{2\pi \sqrt{-1}/6} = 1 + \zeta_3 \),

\[
Z := \frac{3s}{z - w}, \quad W := \frac{3(z + w)Z + (1 + 2\zeta_3)}{2(z - w)} = 9s \frac{(z + w) + (1 + 2\zeta_3)(z - w)}{2(z - w)},
\]

or

\[
W - \frac{3\sqrt{-3}}{2} s = 9s \frac{(z + w) + (1 + 2\zeta_3)}{3(z - w)}, \quad w = \frac{W - 3(2 + \zeta_3)}{6Z}, \quad z = \frac{W + 3(2 + \zeta_3)}{6Z}.
\]

\( \tilde{E}_s' \) is also a trigonal covering of \( \pi_{\tilde{E}_s} : \tilde{E}_s' \rightarrow E_s \) as the above sense. Let \( \hat{e}_i = 3\sqrt{\frac{s^2}{4} \zeta_6^{1-2i}}. \)

Here \( Z = 0 \) means two infinity points in \( \tilde{E}_s' \); \((\zeta_3^p \infty, \zeta_3^{-p} \infty), \quad (p = 1, 2)\), whereas \( Z = W = \infty \) corresponds to \((w, z) = (\infty, \infty)\) of \( \tilde{E}_s \). The point \( W = \frac{3\sqrt{-3}}{2} s \) in \( \tilde{E}_s' \) corresponds to the
point \( z = -w \) in \( \hat{E}_s \), i.e., \( w = -z = \zeta_3^r \sqrt[3]{s/2} \) \((r = 0, 1, 2)\). Thus these points \( W = \frac{3\sqrt{-3}}{2} s \) and \( w = -z = \zeta_3^r \sqrt[3]{s/2} \) \((r = 0, 1, 2)\) also correspond to the branch points \( x = zw = e_i \) \((i = 0, 1, 2)\) of \( E_s \) and \( \hat{E}_s' \).

Since the differential of the first kind \( d\hat{u} \) of \( \hat{E}_s' \) is given by \( d\hat{u} = \frac{dZ}{2W - 3\sqrt{-3}s} = -\frac{dz}{3w^2} \), we have the relation between the differentials of the first kind of \( E_s \) and \( \hat{E}_s' \),

\[
\frac{du}{-3d\hat{u}}.
\]

Let us consider the half-period integrals of \( \hat{E}_s' \),

\[
\Omega_i := \int_{\infty}^{\hat{e}_i} d\hat{u},
\]

and then we obviously have the relation

\[
\Omega_i = 3\zeta_6 \omega_i, \quad (i = 0, 1, 2)
\]

because it can obtained by the variable change \( Z = 3x\zeta_6 \) in the integral. Hence the Jacobian \( J_{\hat{E}_s'} \) of \( \hat{E}_s' \) is given by

\[
J_{\hat{E}_s'} := \mathbb{C}/(6\zeta_6 \omega' \mathbb{Z} \times 6\zeta_6 \omega'' \mathbb{Z}).
\]

Then \( z \) is a well-defined function of the Jacobian \( J_{\hat{E}_s'} \), which contains the nine points which correspond to the infinite points of \( \hat{E}_s \),

\[
(z, w) = (\zeta_3^{p \infty}, \zeta_3^{q \infty}), \quad (p, q = 0, 1, 2)
\]

due to the actions \( \hat{\zeta}_3 \) and \( \hat{\zeta}_3' \). However noting \([C.7]\), \( q \) should be fixed under the action of \( \hat{\zeta}_3 \).

We note that \( a_l \) and \( z \) have the same poles in \( \mathbb{C} \). The Jacobian \( J_{\hat{E}_s} \) contains nine \( z = 0 \) points, which corresponds to

\[
(\omega_s + 2m\omega' + 2n\omega'') \quad \text{modulo} \quad J_{\hat{E}_s}'.
\]

The involution \((z, w) \mapsto (-w, -z)\) in \( E_s \) is related to \( \sigma(-u) = -\sigma(u) \). As in Lemma \([C.2]\), \( z \) vanishes at \( \omega_s, -\omega_0, \zeta_3 \omega_s, -\zeta_3 \omega_0, \zeta_3^2 \omega_s, \) and \(-\zeta_3^2 \omega_0 \) modulo \( 6\zeta_6 \omega' \mathbb{Z} \times 6\zeta_6 \omega'' \mathbb{Z} \).

Therefore the fundamental domain \( J_z \) of \( z(u) \) is smaller than \( J_{\hat{E}_s} \) and \( J_z \) has six zeroes of \( z \) and then the cardinality of \( \pi_z^{-1} \) is six for the covering \( \pi_z : J_z \rightarrow J_{E_s} \).

Noting the relation \([C.6]\), the difference among \( a_l \)'s are only the phase factor. At a point of \( u \equiv 0 \) modulo \( J_z \), we fix the phase factor \( \psi_r \) using Lemma \([C.1]\) and \( z \). There are six ways to fix it corresponding to the elements of \( \pi_z^{-1} \). From Proposition \([C.7]\) we have the result. \( \square \)

**Remark C.10.** Due to Remark \([C.8]\), we have the similar relations,

\[
\hat{a}_r(u) = e^{\psi_r(-u)} \frac{3}{44} \sqrt{y(-u) - s} = a_l(-u).
\]
C.4. Estimates on the degenerating family of curve $E_s$. Let us consider its behavior of $\sigma$ on $\pi^{-1}D^*_\varepsilon$ and its limit $s \to 0$. More precisely, we also consider the $x$-constant section over $D^*_\varepsilon$.

The section of the line bundle on the Jacobian of each $s \in D^*_\varepsilon$ at the branch point $\omega_s$ can be evaluated by the relation,

$$\sigma(u + \omega_s) = e^{\frac{2}{3}(2 + \zeta_3^s)\eta_0 u}al_0(-u)\sigma(\omega_s)\sigma(-u).$$

In order to evaluate it, we compute $\sigma(\omega_s)$.

**Lemma C.11.**

$$\sigma(\omega_s) = \frac{e^{2\sqrt{3}\pi/9}}{\sqrt{-12}\sqrt{s}}.$$

**Proof.** We note $\sigma'(0) = 1$ and due to the translational formula, $\sigma(4\omega' + 2\omega'') = 0$ and $\sigma'(4\omega' + 2\omega'') = -e^{(4\eta' + 2\eta'')(4\omega' + 2\omega'')}\sigma(0)$. Using Kiepert’s relation, we have the identity

$$\frac{\sigma(3u)}{\sigma(u)^9} = 3\varphi(u)(\varphi(u)^3 - 12s^2).$$

When $u = \omega_s$, both sides vanish. Thus we consider

$$\frac{\sigma(3u)}{3\varphi(u)} = (\varphi(u)^3 - 12s^2)\sigma(u)^9$$

and its limit $u \to \omega_s$ and then we have

$$\frac{\sigma'(3\omega_s)}{\varphi'(\omega_s)} = \frac{e^{(4\eta' + 2\eta'')(4\omega' + 2\omega'')}}{s} = \sigma(\omega_s)^9(-12s^2).$$

Here we use $\sigma'(4\omega + 2\omega'') = -e^{(4\eta' + 2\eta'')(4\omega' + 2\omega'')}\sigma'(0)$ and $\sigma'(0) = 1$, and thus we have,

$$\frac{4(2\eta' + \eta'')(2\omega' + \omega'')}{9} = \frac{4(2 + \zeta_3^s)(2 + \zeta_3)\eta'\omega'}{9} = 2\frac{2\sqrt{3}\pi}{9}. \quad \Box$$

From Lemma C.1 and Proposition C.9 the al function is given by

$$al_0(u) = \frac{\zeta_3}{u}(1 + \frac{1}{3}su^3 - \frac{5}{18}s^2u^6 + d_{\geq 9}(u)).$$

and from the Definition C.6 we have the relation,

$$\sigma(u + \omega_s) = -\sigma(-u - \omega_s) = \sigma(-u)\sigma(\omega_s)e^{\varphi(u)u}al_r(-u).$$

Using these relations, we evaluate its behavior at the branch point for $s \to 0$.

**Proposition C.12.** The sigma function at the branch point is given for $s \to 0$.

$$\sigma(u + \omega_s) = -\frac{e^{2\sqrt{3}\pi/9}}{\sqrt{-12}\sqrt{s}}e^{\frac{2}{3}(2 + \zeta_3^s)\eta_0 s^{1/3}u}(1 - \frac{1}{3}su^3 - \frac{103}{360}s^2u^6 + d_{\geq 9}(u)).$$
where \( \eta_0 := \frac{\pi \sqrt{-1}}{3 \sqrt{3}} \frac{\Gamma \left( \frac{2}{3} \right)}{\Gamma \left( \frac{1}{3} \right)} \), \( (\eta' = \eta_0 s^{1/3}) \).

We note that this proposition corresponds to Theorem 4.18. In other words, we can compare Proposition C.12 and Theorem 4.18 in Remark 4.20.

**Remark C.13.** First we note that the Weierstrass sigma function could be defined even for \( s = 0 \) if we regard it as an expansion of \( u \) at the point in \( \Gamma_s \) \((u = 0)\) as in Lemma C.1.

The normalized curve of the singular fiber associated with \( C[x, y]/(x^3 - y^2) \) is the rational curve \( \mathbb{P}^1 \) whose affine ring is \( \mathbb{C}[z] \). In this parametrization \( z \), we have three choices \( z = \zeta_a^3 x/y \) of \( a = 0, 1, 2 \), and three biholomorphic normalized rational curves

\[
\begin{array}{c}
\mathbb{P} \xrightarrow{z_3} \mathbb{P} \\
E_{s=0} \xrightarrow{\zeta_3} \mathbb{P}
\end{array}
\]

This corresponds to Kodaira’s result in \[19\]. Instead of \( u \), we introduce \( t = \omega^{r-1} u \) or \( u = \omega^r t \). The sigma function of \( \mathbb{P} \) could be regarded as \( A_0 e^{c_0 t} \) for certain constants \( A \) and \( c_0 \). By letting \( c_0 = -\frac{\pi}{3 \sqrt{3}} (2 + \zeta_3^2) \pi \), Proposition C.12 shows

\[
A_0 e^{c_0 t} = \lim_{s \to 0} s^{1/3} \sigma(u + \omega_s),
\]

which corresponds to Theorem 4.18. It implies that we find

\[
A_r e^{c_r t} = \lim_{s \to 0} s^{1/3} \sigma(u + \zeta_3^{-r} \omega_s)
\]

for certain numbers \( A_r \) and \( c_r \) of \((r = 1, 2)\). Corresponding to \((4.5)\), we obtain the functions on the rational \( \mathbb{P} \)'s,

\[
(A.8) \quad A_0 e^{c_0 t}, \quad A_1 e^{c_1 t}, \quad A_2 e^{c_2 t}.
\]

Since the action \( \zeta_3^z \) can be represented in \( \mathbb{P} \) \((\zeta_3^z : z \mapsto \zeta_3^z)\), \((C.8)\) is also expressed by

\[
(C.9) \quad A_0 e^{c_0 t}, \quad \zeta_3^z, \quad \zeta_3^{2 z},
\]

which correspond to three rational curves and are related to Remark 4.20.
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