ENDOSCOPIC TRANSFER FOR UNITARY LIE ALGEBRAS

JINGWEI XIAO

Abstract. We give another proof of the existence of the endoscopic transfer for unitary Lie algebras and its compatibility with Fourier transforms. By the work of Kazhdan and Vavashsky in [9], this implies the corresponding endoscopic fundamental lemma (theorem of Laumon–Ngô). We study the compatibility between Fourier transforms and transfers and we prove that the compatibility in the Jacquet-Rallis setting implies the compatibility in the endoscopic setting for unitary groups.
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1. Introduction

In [1] and [2], Waldspurger states a conjecture that the Langlands-Shelstad endoscopic transfer on Lie algebras always exists and is preserved by Fourier transforms:

Conjecture 1.1. Let $F$ be a non-archimedean local field of characteristic zero, $G$ a reductive group over $F$ and $H$ its endoscopic group. Let $\mathfrak{g}$ and $\mathfrak{h}$ be the Lie algebras of $G$ and $H$. 
1. For any \( f \in C_c^\infty(g) \), there exists a transfer \( f^H \in C_c^\infty(h) \).

2. Take compatible Fourier transforms \( \mathcal{F}_G \) and \( \mathcal{F}_H \) on \( g \) and \( h \). There exists a constant \( c \) such that whenever \( f^H \) is a transfer of \( f \), then \( \mathcal{F}_H(f^H) \) is a transfer of \( c\mathcal{F}_G(f) \).

Waldspurger shows in [2] that conjecture 1.1 follows from the fundamental lemma. In this paper, we consider the case when \( G = U(W) \) and \( H = U(W_a) \times U(W_b) \). We give another proof of conjecture 1.1 in this case without using the fundamental lemma. Here \( W, W_a, W_b \) are Hermitian spaces for a quadratic extension \( E \) over \( F \).

In [9], Kazhdan and Varshavsky have shown that the fundamental lemma is also implied by conjecture 1.1. So our paper can also be regarded as another proof of the fundamental lemma.

We explain the idea of our proof. The key theorem is an identity between nilpotent orbit integrals in the Jacquet-Rallis setting. Let \( E/F \) be a quadratic extension of non-archimedean local fields of characteristic zero, \( V \) a vector space over \( F \) of dimension \( n \), and \( W_0, W_1 \) the two isomorphism classes of Hermitian spaces of dimension \( n \) for \( E/F \).

The Jacquet-Rallis transfer is transfer between \( f \in C_c^\infty(gl(V) \times V \times V^*) \) and a pair \((f_0, f_1)\) where \( f_i \in C_c^\infty(u(W_i) \times W_i) \) such that their orbit integral in the regular semisimple matching orbits are the same. Here, the orbit is taken for the diagonal action of \( \text{GL}(V) \) on \( gl(V) \times V \times V^* \) and the diagonal action of \( U(W_i) \) on \( u(W_i) \times W_i \). See section 2 for more details.

Given matching functions, we prove the following (theorem 1.7):

**Theorem 1.2.** Choose matching orbits \((\gamma, v, v^*)\) and \((\delta, w)\). We have the following identity between nilpotent orbit integrals

\[
\omega(\gamma, v, v^*)\text{Orb}(f, (\gamma, v_\Lambda, v^*_\Lambda)) = \sum_x \langle \Lambda, x \rangle \int_{U(W_a)/T_{h_x}} f_W(g_\delta g^{-1}, 0) dg.
\]

We shall explain in a vague way what these mean. On the right side, the summation of \( x \) is a summation over \( H^1(F, T_{\gamma}) \). For each \( x \), we define an element \( \delta_x \) that is stable conjugate to \( \delta \). When \( x \) varies, \( \delta_x \) gives all the conjugacy classes in the stable conjugacy class of \( \delta \). For each \( \Lambda \), we define a character \((\Lambda, \cdot)\) on \( H^1(F, T_{\gamma}) \). For each character \( \kappa \) of \( H^1(F, T_{\gamma}) \), we can find a unique \( \Lambda \) such that \( \langle \Lambda, x \rangle = \kappa(x) \). Now on the left side, the choice of \( \Lambda \) gives a \( \gamma \)-nilpotent orbit, and we have an orbit integral \( \text{Orb}(f, \cdot) \) along this orbit. Therefore, the equation reduces any \( \kappa \)-orbits integrals to a single nilpotent orbit integrals on \( gl(V) \times V \times V^* \). Using this equation for dimension \( n, a \) and \( b \), we reduce endoscopic identities to identities involving nilpotent orbit integrals on the general linear side, which can be proved by parabolic induction.

Finally, to prove the above equation, the idea is to choose regular semisimple orbits close to the nilpotent orbits. For each choice, we have an identity of orbit integrals of matching functions. Then we take limit and subtract the equation from the limit. The fact that the nilpotent orbit integrals appear in this limit is an consequence of the germ expansion principle.

Since we are proving something that is already known, it is important to explain what results we need to use. We need two ingredients.
The first ingredient is the existence of transfer and its compatibility with Fourier transforms in the Jacquet-Rallis transfer (theorem 2.2, theorem 2.3). This is proved in [4] by a purely local method without using the fundamental lemma.

The second ingredient is the existence of transfer and its compatibility with Fourier transforms in the Jacquet-Langlands transfer between inner forms of unitary Lie algebras (theorem 3.12, theorem 3.13). This is a special case of conjecture 1.1 when $G$ and $H$ are inner forms of unitary groups. This case is proved in [2] without any assumption because fundamental lemmas between inner forms are trivial. Except for the Jacquet-Langlands transfer, our proof is purely local. In particular, we do not reduce to positive characteristic cases. The same method also shows the fundamental lemma in the Jacquet-Rallis case implies the fundamental lemma in the endoscopic case. Finally, it is interesting to see whether the method of Kazhdan and Varshavsky can be applied directly to the Jacquet-Rallis setting, thus yield another proof of the Jacquet-Rallis fundamental lemma. The author hopes to return to this topic in the future.

Here is the structure of the paper. In section 2, we review basic facts about the Jacquet-Rallis transfer. In section 3, we review basic facts about the endoscopic transfer and work it out in details in the case of unitary Lie algebras. Then, we prove theorem 1.2 in section 4. Finally, we prove our main theorem in section 6.

Throughout this paper, we work over a non-archimedean local field $F$ of characteristic zero. And $E$ will be a quadratic extension over $F$.
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2. Review of the Jacquet-Rallis transfer

In this section, we review the Jacquet-Rallis transfer. The main reference is [7].

2.1. General linear case. Let $E/F$ be a quadratic extension of non-archimedean local fields and we denote by $\chi$ the corresponding quadratic character of $F^\times$.

Let $V$ be a vector space over $F$ of dimension $n$. We denote by $\langle \ , \ \rangle$ the pairing between $V$ and $V^*$. Let $\text{Ad}(g)$ be the adjoint action of $g \in \text{GL}(V)$ on $\text{gl}(V)$. For $g \in \text{GL}(V)$ and $v^* \in V^*$, define $v^*g$ by the formula

$$\langle v^*g, v \rangle = \langle v^*, gv \rangle.$$

Consider the following action of $\text{GL}(V)$ on $\text{gl}(V) \times V \times V^*$:

$$g.(x, v, v^*) = (\text{Ad}(g)x, gv, v^*g^{-1}).$$

For $(x, v, v^*) \in \text{gl}(V) \times V \times V^*$ and $i = 0, \ldots, n - 1$, define the following invariants:

$$a_i = \text{coefficient of } t^i \text{ in } \det(\text{Id} - x),$$

$$b_i = \langle v^*, x^iv \rangle.$$

Let $\{(v^*, x^{i+j}v)\}_{i,j}$ denote the matrix with $(i, j)$ entries $\langle v^*, x^{i+j}v \rangle$. Define

$$\Delta(x, v, v^*) = \det(\{(v^*, x^{i+j}v)\}_{i,j}).$$
An element \( (x, v, v^*) \) is called regular semisimple if its orbit is closed with maximal dimension. It is known that \( (x, v, v^*) \) is regular semisimple precisely when \( \Delta(x, v, v^*) \neq 0 \) (Theorem 6.1 in [7]). Also, two regular semisimple elements have the same invariants precisely when they are in the same orbit (Prop. 6.2 in [7]).

Fix a Haar measure \( dg \) on \( GL(V) \), given a function \( f \in C_c^\infty(\mathfrak{g}(V) \times V \times V^*) \) and a regular semisimple element \( (x, v, v^*) \), we define its orbit integral

\[
\text{Orb}(f, (x, v, v^*)) = \int_{\text{GL}(V)} f(\text{Ad}(g), gv, v^* g^{-1}) \chi(g) dg.
\]

Later, we will need the following generalized “nilpotent orbit integrals”. Fix \( x \in \mathfrak{g}(V) \) regular semisimple in the usual sense. Let \( F[x] = \prod_{i=1}^m F_i \), where each \( F_i \) is a field. Write \( \{1, ..., m\} = S_1 \sqcup S_2 \). Here \( S_1 \) consists of all \( i \) such that \( F_i \nsubseteq E \) and \( S_2 \) consists of all \( i \) such that \( F_i \supseteq E \). Let \( V_i = F_i V \) and \( V_i^* = V^* F_i \), so we have the decomposition \( V = \bigoplus V_i \) and \( V^* = \bigoplus V_i^* \). We write vectors according to this decomposition.

Consider the orbit of \( (x, v, v^*) \), where \( v = (v_1, ..., v_m) \) and \( v^* = (v_1^*, ..., v_m^*) \), with the following property:

1. For \( i \in S_1 \), exactly one of the \( v_i \) and \( v_i^* \) is 0.
2. When \( v_i \neq 0 \), we require that \( \{v_1, xv_1, x^2v_1, ..., x^{\dim V_i - 1}v_i\} \) form a basis of \( V_i \).

Similar condition applies when \( v_i^* \neq 0 \).

3. For each \( i \in S_2 \), \( v_i = v_i^* = 0 \).

These \( (x, v, v^*) \) are not regular semisimple. We define its orbit integral in the following way. In the special case when \( S_2 = \emptyset \), we define \( \text{Orb}(f, (x, v, v^*)) \) as

\[
\text{Orb}(f, (x, v, v^*)) = \left. \int_{\text{GL}(V)} f(\text{Ad}(g)x, gv, v^* g^{-1}) \chi(g)|g|^s dg \right|_{s=0}
\]

In the general case, let \( T \) denote the centralizer of \( x \) in \( \text{GL}(V) \), so \( T = F[x]^\times = \prod F_i^\times \). Set \( T_1 = \prod_{i \in S_1} F_i \). We write \( t = (t_1, ..., t_m) \) for this decomposition. Define

\[
\text{Orb}(f, (x, v, v^*)) = \int_{\text{GL}(V)/T} \left( \int_{T_1} f(\text{Ad}(g)x, gtv, v^* t^{-1} g^{-1}) \prod_{i \in S_1} |t_i|^s \chi(t) \chi(g) dt \right|_{s=0} \) d\bar{g}.
\]

We use +1 if \( v_i \neq 0 \) and -1 if \( v_i^* \neq 0 \). This definition makes sense because of the following lemma:

**Lemma 2.1.** The inner integral over \( T_1 \) in (2) converges when Re\( (s) > 0 \) and admits meromorphic continuation to the whole complex plane which at holomorphic at 0. Its value at 0 is well defined as a locally constant and compactly supported function on \( \text{GL}(V)/T \).

**Proof.** In general, given a compactly supported function \( f \) on a local field \( F \) and \( \chi \) a unitary character of \( F^\times \), the integral

\[
\int_{F^\times} f(t)|t|^s \chi(t) dt^x
\]
converge for $\text{Re}(s) > 0$ and admits a meromorphic continuation to the whole complex plane. When $\chi$ is nontrivial, the meromorphic continuation is holomorphic at 0.

Now to prove the lemma, it suffices to write $f$ in (2) as a product of functions, then the meromorphic continuation and being holomorphic at 0 are reduced to the above statement.

If we change $g$ to $gt_0$. The vaule of the inner integral in (2) after evaluating at $s=0$ does not change. So its a well defined function on $GL(V)/T$. Now since $x$ is regular semisimple, it is easy to check this function is locally constant and compactly supported.

$\square$

2.2. Unitary case. As before, let $E/F$ be a quadratic extension of non-archimedean local fields. There are two isomorphism classes of non-degenerate Hermitian spaces of dimension $n$ for the extension $E/F$. They are distinguished by the determinant of their Hermitian matrices as an element in $F^\times/N_{E/F}(E^\times)$. Let $W$ be one of the two Hermitian spaces. Let $\langle \cdot, \cdot \rangle$ be the Hermitian pairing and $U(W)$ the corresponding unitary group over $F$. Throughout this paper, let $u(W)$ be the twisted Lie algebra of $U(W_i)$ over $F$. Namely,

$$u(W) = \{x \in \text{End}(W)| \langle xu, v \rangle = \langle u, xv \rangle \text{ for all } u, v \in W\}.$$

Since we will never use the usual Lie algebras of unitary groups, this notation will not cause any confusion. Let $\sqrt{\tau}$ be a generator of the extension $E/F$, then multiplication by $\sqrt{\tau}$ induces an isomorphism between $u(W)$ and the usual Lie algebras. We use the twisted version to avoid this dependence on $\tau$ as our statements are more natural for the twisted Lie algebra. In most cases, statements about Lie algebras are trivially equivalent to the statements about twisted Lie algebras. And we will in general ignore justifications of these equivalences.

We have an adjoint action of $U(W)$ on $u(W)$. Consider the action of $U(W)$ on $u(W) \times W$ by

$$g.(x, w) = (\text{Ad}(g)x, gw).$$

For $(x, w) \in u(W) \times W$ and $i = 0, ..., n - 1$, define the following invariants:

$$a_i = \text{coefficients of } t^i \text{ in } \det(It - x),$$

$$b_i = \langle w, x^i w \rangle.$$

Take a basis of $W$ and let $H$ be the Hermitian matrix with respect to this basis. Then $x \in u(W)$ implies $x^i H = H x^i$, equivalently $H^{-1} x^i H = \overline{\tau}$. Taking characteristic polynomial of both sides, we deduce that $a_i \in F$. Also

$$\overline{b_i} = \overline{\langle w, x^i w \rangle} = \overline{\langle x^i w, w \rangle} = \langle w, x^i w \rangle = b_i.$$

So $b_i \in F$ as well.

Let $\{\langle w, x^{i+j} w \rangle\}_{i,j}$ denote the matrix with $(i, j)$ entries $\langle w, x^{i+j} w \rangle$. Define

$$\Delta(x, w) = \det(\{\langle w, x^{i+j} w \rangle\}_{i,j}).$$
As in the general linear case, following the same proof as in [7], it can be seen that 
\((x, w)\) is regular semisimple precisely when \(\Delta(x, w) \neq 0\). Also, two regular semisimple 
elements have the same invariants precisely when they are in the same orbit. 

When \((x, w)\) is regular semisimple, then \(\{x, xw, x^2w, ..., x^{n-1}w\}\) form a basis of \(W\) 
and \(\{(w, x^{i+j}w)\}_{i,j}\) is the Hermitian matrix with respect to this basis. In particular, 
\(\chi(\Delta(x, w))\) only depends on the isomorphism class of the Hermitian space \(W\). 

Fix a Haar measure \(dg\) on \(U(W)\), given a function \(f \in C^\infty_c(U(W) \times W)\) and a regular 
semisimple \((x, w)\), we define the orbit integral 

\[\text{Orb}(f, (x, w)) = \int_{U(W)} f(\text{Ad}(g)x, gw)dg.\]

2.3. The transfer. We first define the transfer of orbits. Given a regular semisimple 
element in \(\mathfrak{gl}(V) \times V \times V^*\) and a regular semisimple element in \(u(W) \times W\), they match 
if their invariants \(a_i\) and \(b_i\) are the same for \(i = 0, ..., n - 1\). Here \(n = \dim V = \dim W\). 
Notice that this definition only involves regular semisimple elements. 

Let \(W_0\) and \(W_1\) represent the two isomorphism classes of Hermitian spaces of dimension \(n\). It is proved in [2] that matching orbits gives a bijection between regular 
semisimple orbits in \(\mathfrak{gl}(V) \times V \times V^*\) and the disjoint union of the regular semisimple 
orbits in \(u(W_i) \times W_i (i = 0, 1)\). 

Now we define the transfer of functions. The Jacquet-Rallis transfer of functions is a 
transfer between \(f \in C^\infty_c(\mathfrak{gl}(V) \times V \times V^*)\) and a pair \(\{f_0, f_1\}\), where \(f_i \in C^\infty_c(u(W_i) \times W_i)\) 
for \(i = 0, 1\). 

We shall define \(f\) and \(\{f_0, f_1\}\) are transfers if for all the matching orbits \((x, v, v^*)\) and 
\((y, w)\) where \((y, w) \in u(W_i) \times W_i\), the following identity is satisfied: 

\[\omega(x, v, v^*)\text{Orb}(f, (x, v, v^*)) = \text{Orb}(f_i, (y, w)).\]

Here \(\omega(x, v, v^*)\) is the transfer factor defined as follows. Fix a generator \(\Omega\) of \(\wedge^{\text{top}}V\), 
\[\omega(x, v, v^*) = \chi(v \wedge xv \wedge ... \wedge x^{n-1}v/\Omega).\] 
(3) 
Notice that \(\omega\) is independent of \(v^*\). We have the following theorem: 

**Theorem 2.2** (Existence of Transfers). For any \(f \in C^\infty_c(\mathfrak{gl}(V) \times V \times V^*)\), there exists 
a transfer \(\{f_0, f_1\}\). Conversely, for any pair \(\{f_0, f_1\}\), there exists a transfer \(f\). 

Now consider Fourier transforms. Fix an additive character \(\psi\) of \(F\). 

In the general linear case, we consider the non-degenerate symmetric bilinear form 
\(\text{tr}(XY)\) on \(\mathfrak{gl}(V)\). Fix an additive Haar measure \(dY\) on \(\mathfrak{gl}(V)\). For any \(f \in C^\infty_c(\mathfrak{gl}(V) \times V \times V^*)\), we define the partial Fourier transfer on the \(\mathfrak{gl}(V)\) factor as 

\[\mathcal{F}_1(f)(X, v, v^*) = \int_{\mathfrak{gl}(V)} f(Y, v, v^*)\psi(\text{tr}(XY))dY.\]

In the unitary case, we consider the non-degenerate symmetric bilinear form \(\text{tr}(XY)\) 
on \(u(W)\). We check that \(\text{tr}(XY)\) takes value in \(F\): Take a basis of \(W\) and let \(H\) denote the 
Hermitian matrix with respect to this basis. Then \(X, Y \in u(W)\) implies \(H^{-1}X^tH = \overline{X}\) 
and \(H^{-1}Y^tH = \overline{Y}\). Hence \(H^{-1}X^tY^tH = \overline{XY}\). This implies \(\text{tr}(XY)\) takes value in \(F\). 

Fix an additive Haar measure \(dY\) on \(u(W)\). For any \(f \in C^\infty_c(u(W) \times W)\), define
\[ F_1(f)(X, w) = \int_{u(W)} f(Y, w)\psi(\text{tr}(XY))dY. \]

**Theorem 2.3** (Fourier Transform). Let \( n = \dim V = \dim W \). There exists a constant \( c \) independent of the matching functions, such that if \( f \) and \( \{f_0, f_1\} \) are transfers, then \( cF_1(f) \) and \( \{F_1(f_0); (-1)^{n-1}F_1(f_1)\} \) are transfers.

The similar theorem for Fourier transforms on the \( V \times V^* \) (resp. \( W \)) factor are also true. But we only need the above theorem in this paper.

**Proof of theorem 2.2 and theorem 2.3** Both theorem 2.2 and theorem 2.3 are proved in \cite{4}. We remark that both proofs are local and do not rely on the fundamental lemma. However, the factor \((-1)^{n-1}\) in theorem 2.3 is missed in \cite{4}. We shall explain now why there is a \((-1)^{n-1}\) factor. We shall use freely the notation in section 4 of \cite{4}.

The theorem we cite here is the \( B_n \) part of theorem 4.17 in \cite{4}. It is proved along with the \( A_n \) part and \( C_n \) part by induction. For each \( C_n \), there is a \(-1\) missing, which by induction, gives \((-1)^{n-1}\) for the \( B_n \). The \(-1\) is missing from \( C_n \) because of the equation (4.30) in \cite{4}. It claims

\[ \kappa^C_0(w, w') = \lambda \kappa(w_i, w'_i). \]

This is proved by reducing it to the identity of Kloosterman sums (theorem 4.12 \cite{4}). However, in this reduction, different \( W_i \) gives a \( \pm 1 \). The correct version is

\[ \kappa^C_0(w, w') = \pm \lambda \kappa(w_i, w'_i). \]

where one finds \( +1 \) if \( i = 0 \) and \( -1 \) if \( i = 1 \).

Finally, we state the fundamental lemma. However, we will not need this later in this paper. Suppose \( E/F \) is unramified. Let \( O_E \) and \( O_F \) be their rings of integers.

In the general linear side, take \( V = F^n \), consider the characteristic function \( 1_\text{t} \) of the set \( M_n(O_F) \times O_F^n \times O_F^n \subset \mathfrak{g}(V) \times V \times V^* \).

In the unitary side, take \( W_0 = E^n \) with the split Hermitian form \( \langle , \rangle \) defined by the anti-diagonal matrix \( H \) with all entries 1. Consider the characteristic function \( 1_\text{t}_0 \) of the set \( u(W_0)(O_E) \times O_E^n \). Let \( p \) be the residue characteristic of \( F \).

**Conjecture 2.4** (Fundamental Lemma). When \( p \) is odd, \( 1_\text{t} \) and \( \{1_\text{t}_0, 0\} \) are transfers.

**Remark.** The conjecture is known when \( p \) is large enough. This is proved in \cite{11} by Z. Yun in the positive characteristic case, extended to characteristic zero by J. Gordon in the appendix to \cite{11}. It is not known for small \( p \).

3. **Endoscopic transfer**

In this section, we review the endoscopic transfer in unitary Lie algebras.
3.1. Generality on endoscopy. The main reference for this section is [9]. Let \( F \) be a non-archimedean local field of characteristic zero, and \( G \) a reductive group over \( F \).

**Definition 3.1.** An endoscopic triple of \( G \) is a triple \((H, s, \eta)\). Here \( H \) is a quasi-split group over \( F \), \( s \) is a regular semisimple element in \( \hat{G} \), and \( \eta \) is an embedding of the complex algebraic groups: \( \hat{H} \hookrightarrow \hat{G} \). The triple has to satisfy the following conditions:

- \( \eta(\hat{H}) \) is the identity component of the centralizer of \( s \) in \( \hat{G} \).
- \( \eta \) is Galois equivariant.
- \( \eta^{-1}(s) \) is fixed by the Galois action on \( \hat{H} \).

The endoscopic triple are designed to compare \( \kappa \)-orbit integrals on \( G \) with stable orbit integrals on \( H \). To state this, we recall the matching of stable conjugacy classes and the transfer of functions. We review this in several steps. In the following, let \((H, s, \eta)\) be an endoscopic triple of \( G \). We denote by \( \overline{G} \) the base change of \( G \) to the algebraic closure of \( F \), \( G(F)^{r.s.} \) the regular semisimple elements and \( \mathfrak{g} \) the Lie algebras of \( G \). Similar notations apply to other algebraic groups.

- For any embedding of an \( F \)-torus \( T \) into \( G \) as a maximal torus, there is a Galois invariant conjugacy class of embeddings of \( \hat{T} \) into \( \hat{G} \). This is defined by conjugating \( \hat{T} \) to \( T' \) inside \( \overline{G} \), where \( T' \) is a fixed maximal split torus of \( \overline{G} \) used to define \( \hat{G} \). The conjugation between \( \hat{T} \) and \( T' \) is not unique, but they all give the same conjugacy class of embeddings: \( \hat{T} \hookrightarrow \hat{G} \).
- For any embedding of an \( F \)-torus \( T \) into \( G \) as a maximal torus, there is a Galois invariant conjugacy class of embeddings of \( \hat{T} \) into \( \hat{G} \). This is defined by conjugating \( \hat{T} \) to \( T' \) inside \( \overline{G} \), where \( T' \) is a fixed maximal split torus of \( \overline{G} \) used to define \( \hat{G} \). The conjugation between \( \hat{T} \) and \( T' \) is not unique, but they all give the same conjugacy class of embeddings: \( \hat{T} \hookrightarrow \hat{G} \).

- Let \( T \hookrightarrow H \) and \( T \hookrightarrow G \) be two embeddings of an \( F \)-torus \( T \) into \( H \) and \( G \) as maximal tori. The two embeddings of \( T \) match if the corresponding map \( \hat{T} \hookrightarrow \hat{H} \) and \( \hat{T} \hookrightarrow \hat{G} \) are conjugate after applying the embedding \( \eta : \hat{H} \hookrightarrow \hat{G} \).
- Let \( \gamma^H \in H(F)^{r.s.} \) and \( \gamma \in G(F)^{r.s.} \). Then \( \gamma^H \) and \( \gamma \) match if there exist an \( F \)-torus \( T \), two matching embeddings \( T \hookrightarrow G \) and \( T \hookrightarrow H \) and an element \( \gamma_0 \in T(F) \), such that \( \gamma_0 \) maps to \( \gamma^H \) and \( \gamma \) by the two embeddings.
- Let \( x^H \in \mathfrak{h}(F)^{r.s.} \) and \( x \in \mathfrak{g}(F)^{r.s.} \). Then \( x^H \) and \( x \) match if there exist an \( F \)-torus \( T \), two matching embeddings \( T \hookrightarrow G \) and \( T \hookrightarrow H \) and an element \( x_0 \in t(F) \), such that \( x_0 \) maps to \( x^H \) and \( x \) by the differentials of the two embeddings.

**Remark.** It is easy to see that the matching between embeddings to maximal \( F \)-tori and regular semisimple elements is a matching between stable conjugacy classes in \( G \) and \( H \). Let \( G^* \) be the quasi split inner form of \( G \). Every embedding \( T \hookrightarrow H \) has a matching \( T \hookrightarrow G^* \). This is not true for \( G \). An element \( x^H \in \mathfrak{h}(F)^{r.s.} \) is \( G^* \)-regular semisimple if it matches a regular semisimple element \( x^* \) in \( \mathfrak{g}^*(F) \).

**Definition 3.2.** Let \( f^H \in C_c^\infty(\mathfrak{h}(F)) \) and \( f \in C_c^\infty(\mathfrak{g}(F)) \). Then \( f^H \) and \( f \) match if the following conditions are satisfied (see below for definitions of these terms):

1. For any matching orbits \( x^H \in \mathfrak{h}(F)^{r.s.} \) and \( x \in \mathfrak{g}(F)^{r.s.} \), we have the identity:
   \[
   \text{Orb}^{\text{s.t.}}(f^H, x^H) = \Delta(x^H, x) \text{Orb}^{\kappa}(f, x). \tag{4}
   \]

2. If there does not exist \( x \in \mathfrak{g}(F)^{r.s.} \) that matches \( x^H \in \mathfrak{h}(F)^{r.s.} \), then
   \[
   \text{Orb}^{\text{s.t.}}(f^H, x^H) = 0. \tag{5}
   \]

We explain these terms. The stable orbit integral of \( f^H \) at \( x^H \) is defined as:
\[ \text{Orb}^{\text{St}}(f^H, x^H) = \sum_{x_i^H \sim x^H} \text{Orb}(f^H, x_i^H) \]

where \( x_i^H \) run through the conjugacy classes in \( \mathfrak{h} \) that are stable conjugate to \( x^H \).

Let \( T = C_G(x) \) and \( t \) be the Lie algebra of \( T \). The conjugacy classes in \( \mathfrak{g} \) that are stable conjugate to \( x \) is a torsor over \( \ker(H^1(F, T) \to H^1(F, G)) \). Therefore for \( x_1 \) and \( x_2 \) that are stable conjugate to \( x \), we can define \( \text{inv}(x_1, x_2) \in \ker(H^1(F, T) \to H^1(F, G)) \) as the element that maps \( x_1 \) to \( x_2 \).

The character \( \kappa \) is a character of this group. It is canonically defined by the endoscopic triple \( (H, s, \eta) \) via Tate-Nakayama isomorphism.

**Theorem 3.3 (Tate-Nakayama Isomorphism [12]).** Let \( F \) be a non-archimedean local field and \( T \) a \( F \)-torus. Then the Galois cohomology group \( H^1(F, T) \) is canonically isomorphic to the quotient of

\[ \{ x \in X_*(T) | \text{tr}(x) = 0 \} \]

by its subgroup generated by

\[ \{ \sigma x - x | \sigma \in \text{Gal}(\overline{F}/F), x \in X_*(T) \} \].

We now explain how \( \kappa \) is defined. The dual group \( \hat{H} \) is equipped with a canonical maximal torus \( T_{\hat{H}} \). The torus \( T_{\hat{H}} \) has a Galois action and \( s \in T_{\hat{H}} \) is invariant under this action. There is an isomorphism \( X_*(T) \cong X^*(T_{\hat{H}}) \) well defined up to conjugation by elements in the Weyl group of \( H \). Since \( s \) gives a character of \( X^*(T_{\hat{H}}) \), via this isomorphism, \( s \) also defines a character of \( X_*(T) \). The resulting character \( \kappa \) is independent of the choice of the isomorphism since \( s \) lies in the center of \( H \). Now \( \kappa \) is trivial on \( \{ \sigma x - x | \sigma \in \text{Gal}(\overline{F}/F), x \in X_*(T) \} \) since \( s \) is invariant under the Galois action on \( T_{\hat{H}} \) and the Galois actions on \( T_{\hat{H}} \) and \( \hat{T} \) differ by an element in the Weyl group of \( H \). Finally, by Tate-Nakayama isomorphism, \( \kappa \) is a character of \( H^1(F, T) \).

The \( \kappa \)-orbit integrals are then defined as

\[ \text{Orb}^\kappa(f, x) = \sum_{x_i \sim x} \text{Orb}(f, x_i) \kappa(\text{inv}(x, x_i)) \]

where \( x_i \) run through the conjugacy classes in \( \mathfrak{g} \) that are stable conjugate to \( x \).

Finally, \( \Delta(x^H, x) \) is the Langlands-Shelstad transfer factor. It is defined as a function on \( \mathfrak{h}^{G_{-r,s} \times G_{r,s}} \) such that \( \Delta(x, y) \) is not zero if and only if \( x \) and \( y \) match. The definition of \( \Delta(x^H, x) \) is delicate and we will omit here. We only remark that if one change \( x \) and \( y \) to \( x' \) and \( y' \) and \( y' \) are stably conjugate, then \( \Delta(x, y) \) and \( \Delta(x', y') \) are changed by multiplying \( \kappa(\text{inv}(y, y')) \). This is evident from equation \[4\].

We have the following theorem regrading transfer of functions:

**Theorem 3.4 (Existence of Transfers).** For any \( f \in C^\infty_c(\mathfrak{g}) \), there exists \( f_1 \in C^\infty_c(\mathfrak{h}) \) matches \( f \).

Now consider Fourier transforms. Fix an additive character \( \psi : F \to \mathbb{C}^\times \). Fix a \( G \)-invariant non-degenerate symmetric bilinear form \( \langle \cdot, \cdot \rangle \) on \( \mathfrak{g} \). Define the Fourier transform \( \mathcal{F} \) on \( C^\infty_c(\mathfrak{g}) \) as follows:
Proposition 3.6. canonically a torsor of where all the map from \( \mathbb{Z} \) to \( E \) so

\[ F(f)(x) = \int_0 f(y) \psi((x, y)) dy. \]

It can be shown the \( G \)-invariant bilinear form canonically gives a \( H \)-invariant non-degenerate symmetric bilinear form on \( \mathfrak{h} \), hence a Fourier transform \( \mathcal{F} \) on \( C_c^\infty(\mathfrak{h}) \). (VIII.6 of \([1]\))

**Theorem 3.5 (Fourier Transform).** There exists a constant \( c \) independent of the matching functions, such that if \( f \in C_c^\infty(\mathfrak{g}) \) and \( f_1 \in C_c^\infty(\mathfrak{h}) \) match, then \( c \mathcal{F}(f) \) and \( \mathcal{F}(f_1) \) also match.

**Remark.** The constant \( c \) are given explicitly in \([2]\). It equals the quotient of the Weil indexes of \( \mathfrak{h} \) and \( \mathfrak{g} \). We will come back to this in section 3.4.

**Proof of theorem 3.3 and theorem 3.5.** Both theorem 3.3 and theorem 3.5 are deduced from the fundamental lemma. In our paper, for the case of unitary groups, we are going to deduce theorem 3.4 (resp. theorem 3.5) from theorem 2.2 (resp. theorem 2.3).

Finally, there are fundamental lemmas assertion characteristic functions of hyperspecial maximal compact match when \( H \) and \( G \) are unramified. We omit the details since we do not need it in this paper.

3.2. **Stable conjugacy classes in unitary Lie algebras.** In this part, we study stable conjugacy in unitary Lie algebras.

Let \( W \) be a non-degenerate Hermitian space for the extension \( E/F \). Recall that we denote by \( \mathfrak{u}(W) \) the twisted Lie algebras:

\[ \mathfrak{u}(W) = \{ x \in \text{End}(W) \mid \langle xu, v \rangle = \langle u, xv \rangle \text{ for all } u, v \in W \}. \]

Let \( \delta \) be a regular semisimple element in \( \mathfrak{u}(W) \). The characteristic polynomial of \( \delta \) has coefficients in \( F \). Let \( F[\delta] = \prod F_i \) where each \( F_i \) is a field. Set \( E_i = E \otimes_F F_i \), so \( E[\delta] = \prod E_i \). Finally, let \( \{1, \ldots, m\} = S_1 \times S_2 \) with \( S_1 = \{i | F_i \not\ni E \} \).

The following proposition computes the stable conjugacy of \( \delta \) in the classical setting.

**Proposition 3.6.** The centralizer \( T_\delta \) of \( \delta \) in \( U(W) \) equals \( U(1)(E[\delta]^\times/F[\delta]^\times) \). We have \( H^1(F, T_\delta) = \prod S_i \mathbb{Z}/2\mathbb{Z} \). And the conjugacy class in the stable conjugacy class of \( \delta \) is canonically a torsor of

\[ \ker(H^1(F, T_\delta) \to H^1(F, U(W))) = \ker \left( \prod S_i \mathbb{Z}/2\mathbb{Z} \to \mathbb{Z}/2\mathbb{Z} \right) \]

where all the map from \( \mathbb{Z}/2\mathbb{Z} \) to \( \mathbb{Z}/2\mathbb{Z} \) are identity.

**Proof.** For any \( \alpha \in E[\delta] \), let \( \overline{\alpha} \) be the conjugation of \( \alpha \) by the unique nontrivial automorphism for the extension \( E[\delta]/F[\delta] \). The identities \( \langle \delta w_1, w_2 \rangle = \langle w_1, \delta w_2 \rangle \) and \( \langle cw_1, w_2 \rangle = \langle w_1, \overline{c}w_2 \rangle \) (c \in E) together imply that for any \( \alpha \in E[\delta] \), \( \langle \alpha w_1, w_2 \rangle = \langle w_1, \overline{c}w_2 \rangle \).

Since Centralizer of \( \delta \) in \( GL(W) \) equals \( E[\delta]^\times \), centralizer of \( \delta \) in \( U(W) \) equals \( \{ \alpha \in E[\delta]^\times | \langle \alpha w_1, \alpha w_2 \rangle = \langle w_1, w_2 \rangle \} \). But \( \langle \alpha w_1, \alpha w_2 \rangle = \langle \overline{c} \alpha w_1, w_2 \rangle \). Hence the centralizer equals \( U(1)(E[\delta]^\times/F[\delta]^\times) \).
Now, a simple computation shows \( H^1(F, U(1)(E_i/F_i)) \) is trivial if \( F_i \supseteq E \) and equals \( \mathbb{Z}/2\mathbb{Z} \) if \( F_i \not\supseteq E \). Therefore \( H^1(F, T_\delta) = \prod_{S_i} \mathbb{Z}/2\mathbb{Z} \). The rest of the proposition follows from standard results on stable conjugacy.

\[
\square
\]

In our setting, it is more natural to consider not only the conjugacy class in \( u(W) \), but also its Jacquet-Langlands transfer on the other Hermitian space. So let \( W_0 \) and \( W_1 \) be the representatives of the two isomorphism classes of Hermitian spaces of dimension \( n \). For \( \delta_i \in u(W_i) \), we shall say \( \delta_0 \) and \( \delta_1 \) are Jacquet-Langlands transfers if they become conjugate in the algebraic closure \( \overline{F} \) of \( F \). When \( \delta_0 \) and \( \delta_1 \) are transfers, they are conjugate over \( F \). This conjugation defines an isomorphism between \( F[\delta_0] \) and \( F[\delta_1] \), which is independent of the conjugation we choose. In particular \( T_{\delta_0} \) and \( T_{\delta_1} \) are canonically isomorphic.

We warn the reader that even when \( n \) is odd, \( u(W_0) \) and \( u(W_1) \) are abstractly isomorphic, we still distinguish them as two different Lie algebras. In fact, they are different as pure inner forms.

Now fix a stable conjugacy class \( \delta \in u(W_0) \). Let \( S \) be the union of the conjugacy classes in \( u(W_0) \) that are stable conjugate to \( \delta \) and the conjugacy classes in \( u(W_1) \) that are Jacquet-Langlands transfers of \( \delta \). For any \( \delta' \in S \), let \( T \) be the centralizer of \( \delta' \). Different choices of \( \delta' \) define \( T \) that are canonically isomorphic to each other.

We want to show \( S \) is naturally a torsor over \( H^1(F, T) \). We start with the case when \( m = 1 \), namely \( F[\delta] = F_1 \) is a field.

**Proposition 3.7.** Let \( m = 1 \). When \( F_1 \supseteq E \), then \( \dim W \) is even and \( S \) is a single point belongs to the split Hermitian space. When \( F_1 \not\supseteq E \), then \( S \) consists of two points, with one point for each Hermitian space.

**Proof.** Let \( E_1 = E \otimes_F F_1 \). To find whether \( S \) contains element in \( u(W_1) \), we need to compute the determinant of any Hermitian structure on \( E_1 \) such that \( \delta \in u(E_1) \). Given such an Hermitian form \( \langle , \rangle \) and using \( \delta \in u(E_1) \), we find \( \langle x, y \rangle = \text{tr}_{E_1/E}(ax^T \overline{a}) \) for some \( a \in F_1^\times \). If \( a_1 \) and \( a_2 \) differ by multiplication of elements in \( \text{Nm}(E_1^\times/F_1^\times) \), then the Hermitian space are isomorphic. So we only need to consider \( a \in F_1^\times/\text{Nm}(E_1^\times/F_1^\times) \).

When \( F_1 \supseteq E \), then \( F_1^\times/\text{Nm}(E_1^\times/F_1^\times) = \{1\} \) and the Hermitian space is unique. It has to be the split one since only the quasi-split unitary Lie algebras contain elements that are not Jacquet-Langlands transfer from its non-trivial inner form. This can also be verified directly.

When \( F_1 \not\supseteq E \), then \( F_1^\times/\text{Nm}(E_1^\times/F_1^\times) = \mathbb{Z}/2\mathbb{Z} \). The determinant of \( \text{tr}_{E_1/E}(ax^T \overline{a}) \) equals \( \text{Nm}_{F_1/F}(a) \times a \) constant. By class field theory, this surjects to \( F^\times/\text{Nm}_{E/F}(E^\times) \). We conclude that both Hermitian spaces occur.

Finally, the fact that \( S \) intersects with each \( u(W_i) \) with at most one point follows from the computation of the conjugacy class in a fixed Lie algebras as \( m = 1 \).

\[
\square
\]

We can now treat the general case.

**Proposition 3.8.** There is a natural isomorphism \( S \to \prod_{S_1} \mathbb{Z}/2\mathbb{Z} \). It defines \( S \) as a torsor over \( H^1(F, T) \) which extends the classical torsor structure over \( \ker(H^1(F, T) \to H^1(F, U(W))) \).
Proof. The map is defined in the following way. Let $\delta \in S$ belongs to $u(W)$. As usual, $F[\delta] = \prod F_i, E_i = E \otimes_F F_i$ and $W = \bigoplus W_i$, where $W_i = E_i W$. Since $\delta$ is regular semisimple and $\delta \in u(W)$, these $W_i$ are orthogonal to each other. By the $m = 1$ case, the Hermitian form on $W_i$ is unique if $F_i \supseteq E$ and there are two possible choices if $F_i \nsubseteq E$. Therefore the type of these $W_i$ defines a map $S \to \prod_{S_1} \mathbb{Z}/2\mathbb{Z}$. Here, we normalize so that the split Hermitian space maps to 0.

The map $S \to \prod_{S_1} \mathbb{Z}/2\mathbb{Z}$ admits a section. Indeed, for any element in $\mathbb{Z}/2\mathbb{Z}$, we may construct a Hermitian space $W_i$ as in the $m = 1$ case. Then $W = \bigoplus W_i$ is a Hermitian space such that $F[\delta] \subset u(W)$. The space $W$ is isomorphic to one of the Hermitian spaces of dimension $n$. And any such isomorphism defines an element in $S$ that is independent of the isomorphism we take. This implies the map $S \to \prod_{S_1} \mathbb{Z}/2\mathbb{Z}$ is surjective. And by counting numbers, we find it is an isomorphism. It also implies that $S$ contains elements of both Hermitian spaces except when $S_1 = \emptyset$.

This defines $S$ as a torsor over $H^1(F, T)$. Notice that $\delta_1$ and $\delta_2 \in S$ are in the same Hermitian space exactly when the corresponding $W_i$ differs at even number of places. Now it is almost trivial to check the torsor structure agrees with the classical one. \qed

The proposition shows elements in $S$ are uniquely determined by the type of these $W_i$. It also allows us to define the invariant of two elements in $S$:

**Definition 3.9.** Let $\rho$ denote the map $S \to H^1(F, T)$. Given $\delta_1, \delta_2 \in S$, define

$$\text{inv}(\delta_1, \delta_2) = \rho(\delta_1) - \rho(\delta_2).$$

### 3.3. Endoscopic transfer for unitary Lie algebras

In this section, we consider the endoscopic transfer in the case of unitary Lie algebras.

Let $W$ be a non-degenerate Hermitian space of dim $n$ for $E/F$. In $\mathcal{F}, \mathcal{U}(W)$ corresponds to the root datum:

$$(\mathbb{Z}^n, \mathbb{Z}^n, \alpha_i - \alpha_j, \lambda_i - \lambda_j)$$

where the weight $\alpha_i$ maps $(x_1, \ldots, x_n)$ to $x_i$ and the coweight $\lambda_i$ maps $t$ to $(1, 1, \ldots, t, \ldots, 1)$ with $t$ in the $i$-th component. The root datum admit an action of the Gal($\mathcal{F}/F$) which factors through Gal($E/F$). The nontrivial element $\sigma \in \text{Gal}(E/F)$ acts as follows: $\sigma(\lambda_i) = -\lambda_{n+1-i}$ and $\sigma(\alpha_i) = -\alpha_{n+1-i}$. Hence $\mathcal{U}(W) \cong GL_n(\mathbb{C})$ with $\sigma \in \text{Gal}(E/F)$ acting as an outer isomorphism on $GL_n(\mathbb{C})$ (when $n \geq 3$).

The endoscopic triples $(H, s, \eta)$ are constructed as follows. Let $n = a + b$. Let $W_{k}$ be the Hermitian space of dimension $k$ with Hermitian matrix that is anti-diagonal with entries 1 and $U(k) \cong U(W_{k})$. So $U(a)$ is the quasi split unitary group of dimension $a$ for $E/F$. Take $H = U(a) \times U(b)$. The embedding $\eta$ is the natural embedding of $GL_a(\mathbb{C}) \times GL_b(\mathbb{C})$ into $GL_n(\mathbb{C})$. Finally, $s = (1, 1, \ldots, 1, -1, \ldots, -1)$ with the first $a$ coordinates equal 1. It is easy to verify that $(H, s, \eta)$ are indeed endoscopic triples of $U(W)$. In fact, they are all the possible elliptic endoscopic groups.

Let us write down the character $\kappa$ in this case. Given matching orbits $\delta$ and $(\delta_1, \delta_2)$, the character $\kappa$ is a character of $H^1(F, T_\delta) = H^1(F, T_{\delta_1} \times T_{\delta_2}) = H^1(F, T_{\delta_1}) \times H^1(F, T_{\delta_2})$ where $T_\delta$ is the centralizer of $\delta$. Recall $F[\delta] = \prod F_i$ and $S_1 = \{i \mid F_i \nsubseteq E\}$. Let us define for $k = 1$ or 2:

$$S_1(\delta_k) = \{i \in S_1 \mid F_i \text{ comes from } \delta_k\}. $$
Since \( s = (1, 1, ..., 1, -1, ..., -1) \), Tate-Nakayama duality implies:

**Proposition 3.10.** The character \( \kappa \) of \( H^1(F, T) \) is defined as follows: on each copy of \( \mathbb{Z}/2\mathbb{Z} \) corresponding to \( S_1(\delta_1), \kappa \) is the trivial map. On each copy of \( \mathbb{Z}/2\mathbb{Z} \) corresponding to \( S_1(\delta_2) \), \( \kappa \) is the unique nontrivial map.

Finally, we mention the transfer factor. To this end, for each matching stable conjugacy orbits \( \delta \) and \( (\delta_1, \delta_2) \), we need to pick a conjugacy class in the stable conjugacy class of \( \delta \). We distinguish two cases.

**Case 1.** \( W \cong W_a \oplus W_b \). This is the case for example when \( E/F \) is unramified and \( W = W_n \). Choose an isomorphism between \( W \) and \( W_a \oplus W_b \). This defines an embedding of \( u(W_a) \oplus u(W_b) \) into \( u(W) \), which is well defined up to conjugate by \( U(W) \). For any \((\delta_1, \delta_2) \in u(W_a) \oplus u(W_b)\), let \( \delta \in u(W) \) be its image under the embedding.

If \((\delta_1, \delta_2)\) is taken in a stable conjugacy class, then \( \hat{\delta} \) is in a single stable conjugacy class. Furthermore, \( \hat{\delta} \) matches \((\delta_1, \delta_2)\) in the endoscopic sense. This is because stable conjugacy of regular semisimple elements in \( u(W) \) is determined by characteristic polynomials and \( \hat{\delta} \) has the same characteristic polynomial with \((\delta_1, \delta_2)\). Also, if \((\delta_1, \delta_2)\) is taken in a conjugacy class, then \( \hat{\delta} \) is in a single conjugacy class (notice that the embedding is well defined up to conjugate over \( F \)). This means we have a preferable choice of a conjugacy class in the endoscopic transfer of \((\delta_1, \delta_2)\). This is useful since two different conjugacy classes in \( U(W) \) will change the transfer factor in \([\hat{\delta}] \) by their relative position.

**Definition 3.11.** We define elements \( \delta \) and \((\delta_1, \delta_2)\) are nice matching elements if they arise in the way described above.

For nice matching orbits \( \delta \) and \((\delta_1, \delta_2)\), define

\[
D(\delta) = \prod_{x_1, x_2} (x_1 - x_2)
\]

where \( x_1 \) (resp. \( x_2 \)) run through all the eigenvalues of \( \delta_1 \) (resp. \( \delta_2 \)) in \( \overline{F} \). Then the transfer factor equals

\[
\Delta((\delta_1, \delta_2), \delta) = \chi(D(\delta))|D(\delta)|_F.
\]

For example, when \( E/F \) is unramified, the transfer factor equals \((-q)^{-r} \) with \( r = v_F(D(\delta)) \).

**Case 2.** \( W \not\cong W_a \oplus W_b \). Let \( \delta \) and \((\delta_1, \delta_2)\) are matching elements. Choose \( \delta' \) such that \( \delta' \) and \((\delta_1, \delta_2)\) are nice matching elements. So \( \delta' \) arises from the other Hermitian space. Then

\[
\Delta((\delta_1, \delta_2), \delta) = \kappa(\text{inv}(\delta, \delta'))\chi(D(\delta))|D(\delta)|_F.
\]

3.4. **Jacquet-Langlands transfer for unitary Lie algebras.** Let \( W_0 \) be the split Hermitian space of dimension \( n \) and \( W_1 \) the non-split Hermitian spaces of dimension \( n \). The reductive group \( U(W_0) \) is an endoscopic group of \( U(W_1) \), whose endoscopic triple is \((U(W_0), 1, \text{id})\). Hence everything we have defined for endoscopic transfer applies to this case. Endoscopic transfers of orbits are the same as Jacquet-Langlands transfers. The transfer factor is identically 1.

Then theorem 3.3 and theorem 3.5 in this case mean:
Theorem 3.12. For any $f_1 \in C_\infty^c(u(W_1))$, there exists a transfer $f_0 \in C_\infty^c(u(W_0))$.

Theorem 3.13. Let $f_i \in C_\infty^c(u(W_i))$. There exists a constant $c$ independent of the matching functions, such that if $f_0$ and $f_1$ match, then $\mathcal{F}(f_0)$ and $c\mathcal{F}(f_1)$ also match.

Proof of theorem 3.12 and theorem 3.13. Both theorem 3.12 and theorem 3.13 are proved in [2] (theorem 1.5 in [2]). Since the fundamental lemmas between inner forms are trivial, the proof in [2] applies without any assumption. □

Theorem 3.12 and theorem 3.13 will be used in our proof of the main theorem. We also need the explicit constant $c$ in (3.13). Recall the definition of Weil index:

Definition 3.14 (Weil index). Let $F$ be a non-archimedean local field of characteristic zero and $V$ a vector space of dimension $n$ over $F$ equipped with a quadratic form $q : V \to F$. Fix an additive character $\psi : F \to \mathbb{C}^\times$. Let $f_q$ be the function $\psi \circ q$ and $\mathcal{F}$ the Fourier transform defined by $\psi$. There exists a constant $\gamma_q(\psi)$, called Weil index, such that for all $f \in C_\infty^c(V)$, the following identity is true:

$$\mathcal{F}(f_q) = \gamma_q(\psi)f_{-q}.$$  

Waldspurger shows in [2] the following:

Proposition 3.15. The constant $c$ in theorem 3.13 equals $\gamma_G \gamma_H(\psi)$. Here $q_G$ and $q_H$ are quadratic forms on $g$ and $h$ that match each other.

Let us compute this quotient of Weil index in the case of unitary Lie algebras:

Proposition 3.16. The constant $c$ in theorem 3.13 equals $(-1)^{n-1}$.

Proof. We only treat the case when $n = 2$. The general case is $n-1$ copy of the $n = 2$ case plus a common part in $u(W_0)$ and $u(W_1)$. Consider the 2 dimensional Hermitian space $W$ for $E/F$ with Hermitian matrix diag($\{1, \lambda\}$). Choose the non-degenerate quadratic form as $q_W = \text{tr}(X^2)$. A basis of $u(W)$ is given by

$$\begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \begin{pmatrix} 0 & \lambda \\ 1 & 0 \end{pmatrix}, \begin{pmatrix} 0 & -\varepsilon \lambda \\ \varepsilon & 0 \end{pmatrix}, \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}$$

where $\varepsilon^2 = x \in F$.

Let $q_a$ denote the quadratic form on $F$ of the form $ax^2$, then this basis defines $q_W \cong q_1 \oplus q_2 \oplus q_{-\varepsilon \lambda} \oplus q_1$. Let $\gamma_a = \gamma_{q_a}(\psi)$, then $\gamma_W = \gamma_1^2 \gamma_{2\lambda} \gamma_{-2\varepsilon \lambda}$ since Weil index commutes with direct sum. Suppose $\gamma_{q_W}$ is independent of $\lambda$, this implies:

$$\gamma_{a\gamma_{-x}} = \gamma_1 \gamma_{-x}$$

where $a \in F^\times$ and is not a norm from $E^\times$. We have the following properties of Weil index:

$$\gamma_{-a} = \gamma_a^{-1}, \quad \gamma_a \gamma_b = \gamma_1 \gamma_{ab}(a,b)_F$$

where $(a,b)_F$ is the Hilbert symbol.

Using $(a,x)_F = -1$ and the above two identities, one show (6) is only correct if we multiple one side by $-1$. This means $c = -1$. □
4. Nilpotent identity

The goal of this section is to prove theorem 4.7. It gives an identity in the Jacquet-Rallis transfer between certain nilpotent orbit integrals. In the unitary side, this nilpotent orbit integrals turns out to be the usual $\kappa$-orbit integrals in the endoscopic case. So theorem 4.7 enables us to reduce the endoscopic transfer identity to the general linear side.

As indicated in the introduction, theorem 4.7 is proved by approaching the nilpotent orbits by regular semisimple ones and using germ expansion identities. Here, germ expansion identities are relations between orbit integrals of nilpotent orbits and very close regular semisimple orbits. We break the proof into several parts. We first prove germ expansion identities for tori. We use this to prove germ expansion identities in the two sides of the Jaquet-Rallis transfer. Then we relate the germ expansion identities in the two sides and finally prove theorem 4.7.

4.1. Germ expansions in the torus case. Let $E/F$ be a quadratic extension of nonarchimedean local fields, $\chi$ the quadratic character of $F^\times$ corresponding to $E/F$ and $F_i/F$ finite extensions of fields. We set

$$A = \prod_{i=1}^{m} F_i, \quad T = \prod_{i=1}^{m} F_i^\times.$$ 

When $a \in A$ and $\Lambda \subset \{1, \ldots, m\}$, we denote by $a_\Lambda$ the element in $A$ which equals $a$ in the $\Lambda$ component and $0$ otherwise. Let $q$ be the number of elements in the residue field of $F$, we have the norm map $|\cdot|: T \rightarrow F_i^\times \rightarrow \mathbb{R}_0^+$ extending the given one on $F^\times$ (normalized so that $|\pi_F| = \frac{1}{q}$). We define $|||: T \rightarrow \mathbb{R}_0^+$ to be the products of $|\cdot|$ for $i \in \Lambda$. Finally, Write $\{1, \ldots, m\} = S_1 \sqcup S_2$, where $S_1$ contains all $i$ such that $F_i \not\subseteq E$ and $S_2$ contains all $i$ such that $F_i \supseteq E$.

**Lemma 4.1** (Germ Expansions for Tori). Let $f \in C^\infty_c(A \times A)$ and consider the following integral

$$\text{Orb}(f, \varepsilon) = \int_T f(t, \varepsilon t^{-1}) \chi(t) dt.$$ 

When $\varepsilon \in T$ is close enough to 0 (as an element in $A$), the above integral equals:

$$\sum_{\Lambda_2 \subseteq S_2} (-1)^{|S_2 \setminus \Lambda_2|} c_{\Lambda_2}(f) \log_q(|\varepsilon|_{S_2 \setminus \Lambda_2})$$

where $c_{\Lambda_2}(f)$ is independent of $\varepsilon_{S_2}$ and

$$c_0(f) = \sum_{\Lambda_1 \subseteq S_1} \int_{T_{S_1}} f(t_{\Lambda_1}, (t^{-1})_{S_1 \setminus \Lambda_1}) \chi(t) \prod_{i \in S_1 \setminus \Lambda_1} \chi(\varepsilon_i) dt.$$ 

The integral in $c_0$ is defined by analytic continuation.

To explain this lemma, consider the action of $T$ on $A \times A$ by $(t, t^{-1})$. Then $A$ will be the quotient space and $\pi: A \times A \rightarrow A$ the quotient map, $\pi(x, y) = xy$. The integrals $\text{Orb}(f, \varepsilon)$ are orbit integrals on regular semisimple orbits whose invariants approach 0 as $\varepsilon \rightarrow 0$. By the general principle of Shalika germs, it can be expressed as a summation...
over \((T, \chi)\) invariant distributions supported on \(\pi^{-1}(0)\) with coefficients depending on the regular semisimple orbits.

Our lemma gives an explicit formula in this case, where we first arrange these \((T, \chi)\) invariant distributions by \(\Lambda_2 \subseteq S_2\) and each \(\Lambda_2\) is distinguished by the term \(\log_{q}(|\varepsilon|_{S_2 \setminus \Lambda_2})\). Then for the part \(\Lambda_2 = \emptyset\), we give an explicit formula for \(c_0(f)\). The term \(c_0(f)\) contains \(2^{|S_1|}\) different \((T, \chi)\) invariant distributions supported on \(\pi^{-1}(0)\) indexed by \(\Lambda_1 \subseteq S_1\). For each \(\Lambda_1\), the coefficient of the corresponding distribution is \(\prod_{i \in S_1 \setminus \Lambda_1} \chi(\varepsilon_i)\). One can also give a general formula for all the \(c_\Lambda(f)\), but this is not needed here.

**Proof.** Both sides are linear in \(f\), so we can assume \(f = \prod f_i\) with \(f_i \in C_c^\infty(F_i \times F_i)\). Using this \(f\) to substitute reduces the question to the case when \(m = 1\). So we can assume \(m = 1\).

Now distinguish two cases. In the first case, \(F_1 \supseteq E\), so \(\chi\) is trivial, we want to prove:

\[
\int_{F_1} f(t, \varepsilon t^{-1}) = c - f(0, 0) \log_{q}|\varepsilon|.
\]

Here \(c\) is independent of \(\varepsilon\) and in fact

\[
c = \left(\int_{F_1} f(t, 0)|t|^s + \int_{F_1} f(0, t^{-1})|t|^s\right)|_{s=0}.
\]

The integrals \(\int_{F_1} f(t, 0)|t|^s\) and \(\int_{F_1} f(0, t^{-1})|t|^s\) are understood as their analytic continuations. Both integrals have a simple pole at 0 with residues that are negative of each other, so there sum is holomorphic at 0.

To prove the identity, notice that the identity is linear in \(f\). If \(f(x, 0) \equiv 0\) or \(f(0, y) \equiv 0\) or \(f = 1_{O_F \times O_F}\), the identity is easily verified. Now the identity follows because \(C_c^\infty(A \times A)\) is generated by those three kinds of functions.

For the other case, when \(F_1 \not\supseteq E\), we want to prove:

\[
\int_{F_1} f(t, \varepsilon t^{-1}) = \int_{F_1} f(t, 0)\chi(t)|t|^s|_{s=0} + \int_{F_1} f(0, \varepsilon t^{-1})\chi(t)|t|^{-s}|_{s=0}.
\]

In this case both integrals converge for \(\text{Re}(s) > 0\), extends to a meromorphic function on the whole complex plane and is holomorphic at 0. The identity can be proved in the same way as in the previous case.

\[\square\]

### 4.2. Germ expansions in the general linear case.

Let \(V\) be a vector space over \(F\). Choose regular semisimple \((\gamma, v, v^*) \in \mathfrak{gl}(V) \times V \times V^*\). We also assume \(\gamma\) is regular semisimple.

Let \(F[\gamma] = \prod_{i=1}^n F_i\) and identify \(\gamma\) with \(\prod \gamma_i\). The fact that \(\gamma\) is regular semisimple means the pairs \((F_i, \gamma_i)\) are non-isomorphic to each other. Let \(V_i = F[\gamma_i]V, \text{ so } V = \bigoplus V_i\).

As before, set \(S_1 = \{i | F_i \not\supseteq E\}\) and \(S_2 = \{i | F_i \supseteq E\}\).

Let \(f \in C_c^\infty(\mathfrak{gl}(V) \times V \times V^*)\) and \(\varepsilon \in F[\gamma]^{\times}\). In section \(\S\) we have defined the following orbit integral:

\[
\text{Orb}(f, (\gamma, v, v^*\varepsilon)) = \int_{\text{GL}(V)} f(g\gamma g^{-1}, gv, v^*\varepsilon g^{-1})\chi(g)dg.
\]
Proposition 4.2 (Germ Expansions). When $\varepsilon$ is close enough to 0 (depending on $f$):

$$\text{Orb}(f, (\gamma, v, v^*\varepsilon)) = \sum_{\Lambda_2 \subseteq S_2} (-1)^{|S_2\setminus\Lambda_2|} c_{\Lambda_2}(f) \log_q (|\varepsilon|_{S_2\setminus\Lambda_2})$$

with $c_{\Lambda_2}(f)$ independent of $\varepsilon_{S_2}$ and

$$c_0(f) = \sum_{\Lambda_1 \subseteq S_1} \text{Orb}(f, (\gamma, v_{\Lambda_1}, v^*_{S_1\setminus\Lambda_1})) \prod_{S_1 \setminus \Lambda_1} \chi(\varepsilon_i).$$

In the definition of $c_0(f)$, we use “nilpotent orbit integrals” that are defined in (2).

Once again, the “nilpotent orbit integrals” in $c_0$ are $(G, \chi)$ invariant distributions on the fiber $\pi^{-1}(\text{inv}(\gamma), 0)$. Here we consider the points on the quotient space where $a_i$ is defined by $\gamma$ and $b_i = 0$. Because of Shalika germ, it is natural to expect that they appears in the formula.

Proof. $\text{Orb}(f, (\gamma, v, v^*\varepsilon))$ equals

$$\int_{\text{GL}(V)/T_\gamma} \left( \int_{T_\gamma} f(g\gamma g^{-1}, gtv, v^*t^{-1}g^{-1})\chi(t)\chi(g)dt \right)dg$$

where we denote by $T_\gamma$ the centralizer of $\gamma$.

For any fixed $g$, we may apply lemma 4.1 to the function

$$f_g(x, y) = f(g\gamma g^{-1}, gxv, v^*yg^{-1}).$$

We claim that when $\varepsilon$ is close enough to 0, lemma 4.1 will work for all the $f_g$. This is because $\gamma$ is regular semisimple, the outer integral is over a compact set and the map $g \mapsto f_g$ is locally constant.

Hence when $\varepsilon$ is small enough, lemma 4.1 implies that the orbit integral equals

$$\sum_{\Lambda_2 \subseteq S_2} (-1)^{|S_2\setminus\Lambda_2|} c_{\Lambda_2}(f) \log_q (|\varepsilon|_{S_2\setminus\Lambda_2})$$

with $c_{\Lambda_2}(f)$ independent of $\varepsilon_{S_2}$ and

$$c_0(f) = \sum_{\Lambda_1 \subseteq S_1} \int_{\text{GL}(V)/T_\gamma} \left( \int_{(T_\gamma)_1} f(g\gamma g^{-1}, gt_{\Lambda_1}v, v^*t^{-1}_{S_1\setminus\Lambda_1}g^{-1})\chi(t)\chi(g)dt \right)dg \prod_{S_1 \setminus \Lambda_1} \chi(\varepsilon_i).$$

This is exactly

$$\sum_{\Lambda_1 \subseteq S_1} \text{Orb}(f, (\gamma, v_{\Lambda_1}, v^*_{S_1\setminus\Lambda_1})) \prod_{S_1 \setminus \Lambda_1} \chi(\varepsilon_i).$$

□
4.3. Germ expansions in the unitary case. Let $W$ be a Hermitian space over $E$. Choose regular semisimple $(\delta, w) \in \mathfrak{u}(W) \times W$. We also assume $\delta$ is regular semisimple.

The characteristic polynomial of $\delta$ has coefficients in $F$. Write $F[\delta] = \prod_{i=1}^m F_i$ and $E_i = F_i \otimes_F E$. The vector space $W$ is canonically isomorphic to $\bigoplus E_i$. As before, set $S_1 = \{i | F_1 \not\cong E\}$, $S_2 = \{i | F_i \cong E\}$.

Let $f \in C_c^\infty(\mathfrak{u}(W) \times W)$ and $\varepsilon \in [\delta]$. In section 2, we have defined the following orbit integral:

$$\text{Orb}(f, (\delta, \varepsilon w)) = \int_{\text{U}(W)} f(g\delta g^{-1}, g\varepsilon w) dg.$$  

**Proposition 4.3 (Germ Expansions).** When $\varepsilon$ is close enough to $0$ (depending on $f$):

$$\text{Orb}(f, (\delta, \varepsilon w)) = \sum_{\Lambda \subseteq S_2} (-1)^{|S_2 \setminus \Lambda|} c_{\Lambda_2}(f) \log q(|\varepsilon|_{S_2 \setminus \Lambda})$$

with $c_{\Lambda_2}(f)$ independent of $\varepsilon_{S_2}$ and

$$c_{\emptyset}(f) = \int_{\text{U}(W)/T_\delta} f(g\delta g^{-1}, 0) dg.$$  

**Proof.** $\text{Orb}(f, (\delta, \varepsilon w))$ equals

$$\int_{\text{U}(W)/T_\delta} \int_{T_\delta} f(g\delta g^{-1}, g\varepsilon w) dg dt$$

where $T_\delta = \text{U}(1)(E[\delta] / F[\delta])$ is the centralizer of $\delta$.

Let $\varepsilon = (\varepsilon_i) \in [\delta]$. When $i \in S_1$, $\text{U}(1)(E_i / F_i)$ is compact. So when $\varepsilon_i \to 0$ for $i \in S_1$, the $i$ component of $t\varepsilon w$ tends to $0$ uniformly. When $i \in S_2$, we may identify $E_i$ with $F_i \times F_i$ and let $\varepsilon_i \in E_i$ correspond to $(\varepsilon_i^{(1)}, \varepsilon_i^{(2)})$ through this identification.

Because $\delta$ is regular semisimple, the integral over $g$ is over an compact set. Recall for $t \in T$, we denote by $t_\Lambda$ the element which equals to $t$ for the components in $\Lambda$ and equals $0$ otherwise. When $\varepsilon$ is close enough to $0$,

$$f(g\delta g^{-1}, g\varepsilon w) = f(g\delta g^{-1}, g(t\varepsilon)_{S_2} w).$$

Therefore

$$\text{Orb}(f_W, (\delta, \varepsilon w)) = \int_{\text{U}(W)/T_\delta} \int_{(T_\delta)^2} f(g\delta g^{-1}, g(t\varepsilon)_{S_2} w) dg dt$$

$$= \int_{\text{U}(W)/T_\delta} \int_{(T_\delta)^2} f(g\delta g^{-1}, g(t_\varepsilon^{(1)}_{S_2} t^{-1} \varepsilon^{(2)}_{S_2} w) dg dt$$

$$= \int_{\text{U}(W)/T_\delta} \int_{(T_\delta)^2} f(g\delta g^{-1}, g(t, t^{-1} \varepsilon^{(1)}_{S_2} \varepsilon^{(2)}_{S_2} w) dg dt.$$

Now, apply lemma [4.1] to the function

$$f_g(x, y) = f(g\delta g^{-1}, g(x, y) w).$$
As before, we can find \( \varepsilon \) very close to 0 that works for all the \( f_g \). Hence the orbit integral equals

\[
\sum_{\Lambda_2 \subseteq S_2} (-1)^{|S_2 \setminus \Lambda_2|} \cdot c_{\Lambda_2}(f) \log_q(|\varepsilon|_{S_2 \setminus \Lambda_2})
\]

with \( c_{\Lambda_2}(f) \) independent of \( \varepsilon_{S_2} \) and

\[c_{\emptyset}(f) = \int_{U(W)/T_{\delta}} f(g\delta g^{-1},0) d\delta g.\]

\[\square\]

4.4. Matching in the Jacquet-Rallis transfer. We combine the previous two germ expansions together. Let \( V \) be a finite dimensional vector space over \( F \). Let \( W_0 \) and \( W_1 \) be representatives of the two isomorphism classes of finite dimensional Hermitian spaces over \( E \) of the same dimension as \( V \).

Choose matching orbits \((\gamma, v, v^*)\) and \((\delta, w)\). We also assume that \( \gamma \) (resp. \( \delta \)) is regular semisimple in \( \mathfrak{gl}(V) \) (resp. \( \mathfrak{u}(W) \)). Since \( \gamma \) and \( \delta \) have the same characteristic polynomials and are regular semisimple, they can be conjugated over \( F_{\text{alg}} \). This defines an isomorphism \( F[\gamma] \cong F[\delta] \) which is independent of the conjugation we choose.

Lemma 4.4. When \((\gamma, v, v^*)\) and \((\delta, w)\) match, choose \( \varepsilon \in F[\gamma]^\times, \varepsilon_1 \in E[\delta]^\times \) with

\[\text{Nm}_{E[\delta]/F[\delta]}(\varepsilon_1) = \varepsilon\]

then \((\gamma, v, v^*\varepsilon)\) and \((\delta, \varepsilon_1 w)\) also match.

Proof. The invariants \( a_i \) are equal since they only depend on \( \gamma \) and \( \delta \). For the invariants \( b_i \), since \((\gamma, v, v^*)\) and \((\delta, w)\) match, we have \( \langle v^*\varepsilon, \gamma^i v \rangle = \langle v^*, \gamma^i \varepsilon v \rangle = \langle w, \delta^i \varepsilon w \rangle = \langle w, \delta^i \varepsilon_1 \varepsilon_1 w \rangle = \langle \varepsilon_1 w, \delta^i \varepsilon_1 w \rangle.\)

\[\square\]

Let \( f \) and \( \{f_W\} \) match, so

\[\text{Orb}(f_W, (\delta, \varepsilon_1 w)) = \text{Orb}(f, (\gamma, v, v^*\varepsilon))\omega(\gamma, v, v^*\varepsilon)\]

for all \( \varepsilon \) and \( \varepsilon_1 \) such that \( \text{Nm}_{E[\delta]/F[\delta]}(\varepsilon_1) = \varepsilon \). Recall that the transfer factor \( \omega \) is independent of the the \( V^* \) part.

Choose \( \varepsilon_1 \) and \( \varepsilon \) that are very close to 0. Apply the germ expansions in section 4.2 and section 4.3. The lemma below implies we may subtract the leading terms correspond to \( \Lambda_2 = \emptyset \). Therefore

\[
\int_{U(W)/T_{\delta}} f_W(\delta g^{-1},0) d\delta g = \sum_{\Lambda_1 \subseteq S_1} \text{Orb}(f, (\gamma, v_{\Lambda_1}, v_{S_1 \setminus \Lambda_1}^*))\omega(\gamma, v, v^*). \tag{7}
\]

Notice that we do not have the factor \( \prod_{S_1 \setminus \Lambda_1} \chi(\varepsilon_i) \) on the right side since \( \varepsilon \) is a norm.

Lemma 4.5. Suppose there exists constant \( c_\Lambda \) independent of \( \varepsilon \) such that for all the \( \varepsilon \) close enough to 0,

\[
\sum_{\Lambda \subseteq S} c_\Lambda \log_q |\varepsilon|_{\Lambda} = 0
\]

then all the \( c_\Lambda \) are 0.
4.5. Inverse the identity. Theorem 4.7 is obtained from (7) by considering the stable conjugacy class of δ, each conjugacy class will give an identity and inverting these identities will give theorem 4.7.

Fix a regular semisimple (γ, v, v*) ∈ \text{gl}(V) \times V \times V^* and assume γ is also regular semisimple. For any x ∈ F[γ]^\times, we denote by (δ_x, w_x) the orbit that matches (γ, v, v^*). Consider the map \( x \mapsto \delta_x \).

Lemma 4.6. We use the notation \( S \) as in proposition 4.8. The map \( x \mapsto \delta_x \) defines an isomorphism of \( H^1(F, T_x) \) torsor

\[
F[\gamma]^\times / \text{Nm}_{E[\gamma]/F[\gamma]}(E[\gamma]^\times) \to S.
\]

Proof. The image lies in a single \( S \) since they are all stably conjugate to \( \gamma \). The map factors through the quotient since if \( (\gamma, v, v^*) \) and \( (\delta, w) \) match, then \( (\gamma, v, v^*\varepsilon) \) and \( (\delta, \varepsilon w) \) also match with \( \text{Nm}(\varepsilon) = \varepsilon \) (lemma 4.4).

Let us show the map is a bijection. Let \( F[\gamma] = \prod_{i=1}^m F_i, V_i = F_i V, \) and \( v = (v_i) \) in the decomposition \( V = \bigoplus V_i \). Define \( \Delta_i(\gamma, v, v^*) \) to be \( \chi(\det(\{ (v_i^* \cdot v_i^{\text{adj}})_{\text{val}} \})) \). Similarly define \( \Delta_i(\delta, w) \). The invariant \( \Delta_i \) are the same for matching orbits.

Notice that \( (\Delta_1(\gamma, v, v^*), \ldots, \Delta_m(\gamma, v, v^*)) \in \{ \pm 1 \}^m \) is uniquely determined by \( x \), and \( (\Delta_1(\delta, w), \ldots, \Delta_m(\delta, w)) \in \{ \pm 1 \}^m \) uniquely determines the isomorphism class of the Hermitian space \( E_i W \), which uniquely determines elements in \( S \). Therefore, the map is a bijection.

Since \( H^1(F, T_x) \) acts on \( S \) by acting on the isomorphism class of \( E_i W \), it is obvious that the map commutes with the \( H^1(F, T_x) \) action. □

Apply (7) to the orbits \( (\gamma, v, v^*x) \) and \( (\delta_x, w_x) \):

\[
\int_{U(W)/T_x} f_W(g\delta_x g^{-1}, 0) d\delta = \sum_{\Lambda_1 \subseteq S_1} \text{Orb}(f, (\gamma, v_{\Lambda_1}, (v^*x)_{S_1 \setminus \Lambda_1} )) \omega(\gamma, v, v^*).
\]

After a change of variable in \( v^* \) and notice that the transfer factor \( \omega \) is independent of the \( V^* \) factor, this becomes

\[
\int_{U(W)/T_x} f_W(g\delta_x g^{-1}, 0) d\delta = \sum_{\Lambda_1 \subseteq S_1} \prod_{\Lambda_1} \chi(x) \text{Orb}(f, (\gamma, v_{\Lambda_1, v^*_{S_1 \setminus \Lambda_1} }) ) \omega(\gamma, v, v^*).
\]

There is a natural pairing between \( \prod_{S_1} (F_i^\times / \text{Nm}(E_i^\times)) \) and \( \prod_{S_1} \mathbb{Z}/2\mathbb{Z} \) with value in \( \pm 1 \), namely the direct sum of the non-trivial pairing between \( \mathbb{Z}/2\mathbb{Z} \) and \( \mathbb{Z}/2\mathbb{Z} \). We write this pairing as \( (, , ) \) (This conflicts with our previous notations where we use it as Hermitian forms). We identify \( \Lambda \subseteq S_1 \) with an element in \( \prod_{S_1} \mathbb{Z}/2\mathbb{Z} \) in the following way: the corresponding element is 1 in its \( i \)-th component if and only if \( i \notin \Lambda \). By abuse of notation, we also write this element in \( \prod_{S_1} \mathbb{Z}/2\mathbb{Z} \) as \( \Lambda \).

The pairing enables us to rewrite the above identity as
\[
\int_{U(W)/T_{x}} f_W(g_0g^{-1},0) dg = \sum_{\Lambda_1 \subseteq S_1} \langle \Lambda_1, x \rangle \text{Orb}(f, (\gamma, v_{\Lambda_1}, v^*_{S_1 \setminus \Lambda_1})) \omega(\gamma, v, v^*).
\]

Finally, apply Fourier transform on the Abelian group \( \prod_{S_1} \mathbb{Z}/2\mathbb{Z} \). This inverses the identity and it becomes

**Theorem 4.7.** Using the notation in this subsection, we have

\[
\omega(\gamma, v, v^*) \text{Orb}(f, (\gamma, v_{\Lambda}, v^*_{S_1 \setminus \Lambda})) = \sum_x \langle \Lambda, x \rangle \int_{U(W_x)/T_{x}} f_W(g_0g^{-1},0) dg.
\] (8)

Let us reinterpret this formula. We start by choosing regular semisimple \( \gamma \). This defines the conjugacy class \( S \) on the unitary side. Then we choose some \( \Lambda \). This defines a character of \( H^1(F, T) \). Finally, we choose auxiliary \( v \) and \( v^* \). This gives the quantity on the left side of the formula and also determines a base point \( \delta \) of \( S ((\delta, w) \text{ matches } (\gamma, v, v^*)) \). It is a funny exercise to show the formula we get are equivalent for different choice of \( v \) and \( v^* \). So it only depends on the choice of \( \gamma \) and \( \Lambda \). Also, by choosing appropriate \( \Lambda \), we get all the possible \( \kappa \)-orbit integrals.

## 5. Parabolic descent

We shall use a computation similar to Harish-Chandran’s parabolic descent of orbit integrals. This will be used in the next section to prove the main theorem.

Let \( f \in C_c^\infty(\mathfrak{gl}(V) \times V \times V^*) \) and \( V = V_1 \bigoplus V_2 \). We define the parabolic descent of \( f \) as a function \( f^P \in C_c^\infty(\prod_{i} \mathfrak{gl}(V_i) \times V_i \times V_i^*) \).

\[
f^P(\lambda, v, v^*) = \int f_K \left( \lambda + \begin{pmatrix} 0 & n \\ 0 & 0 \end{pmatrix}, v, v^* \right) dn
\]

where \( n = \text{Hom}(V_2, V_1) \) and

\[
f_K = \int_{\text{GL}_n(O_F)} f(kxk^{-1}, kv, v^*k^{-1}) \chi(k) dk.
\]

Let \( \lambda = (\lambda_1, \lambda_2) \in \mathfrak{gl}(V_1) \times \mathfrak{gl}(V_2) \) be regular semisimple in \( \mathfrak{gl}(V) \).

**Lemma 5.1.** When \( v_2 = v_1^* = 0 \) and \( (\lambda, v, v^*) \) satisfies the condition in equation (2) to make sense its “nilpotent orbit integral”, we have

\[
\text{Orb}(f, (\lambda, v, v^*)) = \text{Orb}(f^P, (\lambda, v, v^*)) |D(\lambda)|^{-1}
\]

with

\[
D(\lambda) = \prod_{x_1, x_2} (x_1 - x_2)
\]

and \( x_1 \) (resp. \( x_2 \)) runs through all the eigenvalues of \( \lambda_1 \) (resp. \( \lambda_2 \)) over \( F \).

**Proof.** Use \( G = K N M \) to compute the integral with the usual meaning of \( K, M, N \) as subgroups of \( \text{GL}(V) \). Let \( T \) be the centralizer of \( \lambda \) in \( \text{GL}(V) \) and \( T_1 \) the components
of $T$ belongs to $S_1$. We omit the discussions of the choice of Haar measures on various integrations.

$$\text{Orb}(f, (\lambda, v, v^*))$$

$$= \int_{G/T} \int_{T_1} f(g\lambda g^{-1}, gtv, v^*(gt)^{-1})|t|^{s} \chi(t)\chi(g)_{s=0}$$

$$= \int_{K} \int_{M/T} \int_{T_1} f(knm\lambda(knm)^{-1}, knmtv, v^*(knmt)^{-1})|t|^{s} \chi(t)\chi(knm)_{s=0}$$

$$= \int_{N} \int_{M/T} \int_{T_1} f_{K}(nm\lambda(nm)^{-1}, nmtv, v^*(nmt)^{-1})|t|^{s} \chi(t)\chi(m)_{s=0}$$

$$= \int_{N} \int_{M/T} \int_{T_1} f_{K}(nm\lambda(nm)^{-1}, mmtv, v^*(mt)^{-1})|t|^{s} \chi(t)\chi(m)_{s=0}. $$

The last identity follows from the assumption $\delta_2 = \delta_1^* = 0$.

Now this is almost $\text{Orb}(f^P, (\lambda, v, v^*))$ except that the upper right block of $nm\lambda(nm)^{-1}$ equals $nm_2\lambda_2m_2^{-1} - m_1\lambda_1m_1^{-1}n$. Here $m = (m_1, m_2)$ and by an abuse of notation, we also use $n$ to denote the upper right block of the corresponding unipotent matrix.

Consider the change of variables:

$$nm_2\lambda_2m_2^{-1} - m_1\lambda_1m_1^{-1}n = n'. $$

The lemma follows since $D(\lambda)^{-1}$ is the Jacobian for this change of variables. \(\square\)

**Lemma 5.2.** The map $f \mapsto f^P$ is preserved by the Fourier transforms on the $\mathfrak{gl}(V)$ factor.

**Proof.** As before, the Fourier transforms are defined by the non-degenerate symmetric bilinear form $\text{tr}(XY)$ and a fix additive character $\psi: F \to \mathbb{C}^\times$. We can assume $f_K = f$ since $\mathcal{F}$ commutes with averaging over $K$. Since $f^P$ only change the $\mathfrak{gl}(V)$ factor, we can ignore the $V$ and $V^*$ factors and therefore assume $f \in C^\infty_c(\mathfrak{gl}(V))$. We have

$$(\mathcal{F}f)^P(\lambda) = \int_n f(\lambda + \begin{pmatrix} 0 & n \\ 0 & 0 \end{pmatrix}) = \int_n \int_{\mathfrak{gl}(V)} f(X)\psi(\text{tr}(X_1\lambda_1 + X_3n + X_4\lambda_4)) (9)$$

with

$$X = \begin{pmatrix} X_1 & X_2 \\ X_3 & X_4 \end{pmatrix}. $$

Consider the term $\text{tr}(X_3n)$. The integration over $n$ is the same as an integration over $S_m = \pi_F^{-m}n(O_F)$ for $m$ sufficiently large. And $\int_{S_m} \psi(\text{tr}(X_3n)) = 0$ unless $X_3$ is very close to 0. Hence for any small $\delta$, we may find $m$ such that the domain of the integral in (9) can be replaced by $\{(n, X) | n \in S_m, |X_3| \leq \delta\}$. Take $\delta$ small enough, we may replace $f(X)$ in (9) by $f\left(\begin{pmatrix} X_1 & X_2 \\ 0 & X_4 \end{pmatrix}\right)$. Now, after integrating over $n$ and $X_3$, this equals $\mathcal{F}(f^P)$. \(\square\)
6. Proof of the main theorem

In this section, we prove our main theorem. Let us fix notations that will be used in the proof. As before, $E/F$ is a quadratic extension of non-archimedean local fields of characteristic zero. Let $\chi$ be the quadratic character of $F^\times$ corresponding to $E/F$. We will write $W_{n,0}$ and $W_{n,1}$ as the two isomorphism classes of non-degenerate Hermitian spaces of dimension $n$ for $E/F$. We use $W_{n,0}$ to denote the split one. Also, let $V_n = F^n$ be the vector space over $F$ of dimension $n$.

**Theorem 6.1 (Main Theorem).** Let $W$ be a Hermitian space of dimension $n$ for $E/F$. Let $n = a + b$. Define $G = U(W)$ and it has endoscopic group $H = U(W_{a,0}) \times U(W_{b,0})$.

1. For each $f \in C_c(\mathfrak{g})$, there exists a transfer $f^H \in C_c(\mathfrak{h})$.

2. If $f$ and $f^H$ are matching functions, then for the Fourier transform of $F$ and $F^H$ (defined by $\tr(XY)$), $F(f)$ and $F^H(f^H)$ are also matching functions.

**Proof.** We first prove the existence of transfer. The transfer is defined in several steps. Start with $f \in C_c(F(W))$,

- Choose any $F \in C_c(F(W) \times W)$ such that $F(x, 0) = f(x)$.
- Define $\phi \in C_c(\mathfrak{g}(V_n) \times V_n)$ as the Jacquet-Rallis transfer of $\{F, 0\}$.
- Define $\delta_0 \in C_c(\mathfrak{g}(V_n) \times \mathfrak{gl}(V_0) \times V_n \times V_n^*)$ as the parabolic descent of $\phi$.
- Using the product of Jacquet-Rallis transfers in dimension $a$ and $b$, we can transfer $\phi^{a,b}$ to four functions $\{F^{a,b}_{ij}\}(i, j = 0, 1)$, where

$$F^{a,b}_{ij} \in C_c(F(W_{a,i}) \times W_{a,i} \times u(W_{b,j}) \times W_{b,j}).$$

- Define $f^{a,b}_{ij} \in u(W_{a,i}) \times u(W_{b,j})$ as $f^{a,b}_{ij}(x, y) = F^{a,b}_{ij}(x, 0, y, 0)$.
- Let $f^{a,b}_{ij}$ be the Jacquet-Langlands transfer of $f^{a,b}_{ij}$ to $u(W_{a,0}) \times u(W_{b,0})$.
- Finally, define $f^{a,b} = f^{a,b}_{0,0} - f^{a,b}_{0,1} + f^{a,b}_{1,0} - f^{a,b}_{1,1}$.

We claim $f^{a,b}$ is an endoscopic transfer of $f$. Choose elements $\delta \in u(W)$ and $(\delta_1, \delta_2) \in u(W_{a,0}) \times u(W_{b,0})$ whose orbits are matching. We first verify (1) for these orbits. Let $W' = W_{a,0} \bigoplus W_{b,0}$, recall in definition 3.11, $(\delta_1, \delta_2)$ gives a nice matching element $\delta' \in u(W')$.

Choose auxiliary $w_1 \in W_{a,0}$ and $w_2 \in W_{b,0}$ such that $(\delta_1, w_i)$ is regular semisimple. Let $(\gamma_i, v_i, v_i^*)$ be a Jacquet-Rallis transfer of $(\delta_i, w_i)$, the element $((\gamma_1, \gamma_2), (v_1, v_2), (v_1^*, v_2^*))$ is naturally a regular semisimple element in $\mathfrak{gl}(V_n) \times V_n \times V_n^*$ that is a Jacquet-Rallis transfer of $((\delta_1, w_1), (\delta_2, w_2))$.

The equation (1) follows from a sequence of identities. To simplify the equation, for the moment, we use $C_k$ to represent all the transfer factors appearing in these identities. Recall that $F[\delta] = \prod F_k$, $S_1 = \{k|F_k \not\subseteq E\}$ and $S_1(\delta_i) = \{k \in S_1|F_k$ comes from $\delta_i\}$.

$$\text{Orb}^{St}(f^{a,b}, (\delta_1, \delta_2)) = \text{Orb}^{\delta}(G^{a,b}, ((\gamma_1, \gamma_2), ((v_1)_1, (\delta_1), 0), (v_2^*), 0)) \times C_1$$
$$= \text{Orb}^{\delta}(G, ((\gamma_1, \gamma_2), ((v_1)_1, (\delta_1), 0), (v_2^*), 0)) \times C_2$$
$$= \text{Orb}^{\delta}(f, \delta) \times \kappa(\text{inv}(\delta, \delta)) \times C_3.$$

The first identity follows by taking the product of (8) applied to the case when $\dim V = a$ and $\Lambda = S_1(\delta_1)$ and the case when $\dim V = b$ and $\Lambda = \emptyset$. The second identity follows...
from parabolic descent (lemma 5.1). The third identity follows by applying (8) to the case when \( \dim V = n \) and \( \Lambda = S_1(\delta_1) \).

We remark that \( \kappa \)-orbit integral here is different from the classical one since it contains conjugacy classes in both Hermitian spaces. We have shown that these conjugacy classes is a natural torus under \( H^1(F, T_\delta) \) and \( \kappa \) is character of \( H^1(F, T_\delta) \). Therefore we can extend the usual \( \kappa \) orbit integral to

Let us explain that the third identity does give the \( \kappa \)-orbit integral defined using the endoscopic group \( H \). This means we will need to verify the identity

\[
\kappa(\text{inv}(\delta', \delta_x)) = \langle S_1(\delta_1), x \rangle. \tag{10}
\]

Here \((\delta_x, w_x)\) is the Jacquet-Rallis transfer of \([(\gamma_1, \gamma_2), (v_1, v_2), (v_1^*, v_2^*) x] \) with \( x \in F[\gamma]^{\times} \). By proposition 4.6 the canonical isomorphism between \( F[\gamma]^{\times}/\text{Nm}_{E[\gamma]}/F[\gamma][E[\gamma]^{\times}] \) and \( H^1(F, T_\delta) \) maps \( x \) to \( \text{inv}(\delta, \delta_x) \) (proposition 4.6) and maps \( \kappa \) to \( \langle S_1(\delta_1), \rangle \) (proposition 5.10). This implies \(10\).

Finally, we compute the transfer factor. In the above computation, we have introduced three transfer factors: two come from the Jacquet-Rallis transfer and one comes from the parabolic descent. We need to prove their product gives the \( \kappa \)-orbit integral defined in (3). The transfer factor in the parabolic descent equals \( \langle S_1(\delta_1), \rangle \). So it remains to show the product of the two transfer factors in the Jacquet-Rallis transfer equals \( \chi(D(\delta))\).

To define the transfer factor in the Jacquet-Rallis case, we fix \( \Omega_1 \in \wedge^\text{top} V_\delta, \Omega_2 \in \wedge^\text{top} V_\delta \), and take \( \Omega \in \wedge^\text{top} V_\delta \) defined by \( \Omega_1 \wedge \Omega_2 \). For careful readers, we should fix this transfer factor before defining the Jacquet-Rallis transfer of functions. Recall we have defined \( \omega(\gamma, v, v^*) \) in (3). The desired equality for transfer factors reduces to

\[
\omega(\gamma, v, v^*) = \chi(D(\gamma))\omega(\gamma_1, v_1, v_1^*)\omega(\gamma_2, v_2, v_2^*),
\]

where \( \gamma = (\gamma_1, \gamma_2), v = (v_1, v_2) \) and \( v^* = (v_1^*, v_2^*) \). To prove this, diagonalize \( \gamma_1 \) and \( \gamma_2 \) in \( F \) and compute both sides.

To verify \( f^{a,b} \) is an endoscopic transfer of \( f \), we still need to verify the requirement \(\Box\). Namely, consider \((\delta_1, \delta_2)\) that is not a transfer from \( u(W) \). This happens only when \( S_1(\delta) = \emptyset \). In this case, \( W' = W_{n,0} \) and \( W' \not \supseteq W \). The stable conjugacy class of the nice matching element \( \delta' \) of \((\delta_1, \delta_2)\) is the unique conjugacy class contained in \( u(W_{n,0}) \).

Following the same computation as before, we find

\[
\text{Orb}^{\text{St}}(f^{a,b}, (\delta_1, \delta_2)) = 0.
\]

This finishes the proof of the existence part. To prove the Fourier transform part, notice that our construction commutes with Fourier transforms. For this commutativity, it is important that the \((-1)^{n-1}\) in theorem 2.3 and proposition 3.16 exactly cancels. We have shown that for any \( f \), there exists \( f^H \) such that \( f \) matches \( f^H \) and \( F(f) \) matches \( F(f^H) \). A theorem of Waldspurger (Proposition A in [3]) ensures that for a fixed \( f \), the validity of commutativity does not depend on the choice of \( f^H \). This finishes our proof.

The same idea also applies to the fundamental lemma.
Theorem 6.2. For any odd prime $p$ and consider the fundamental lemmas on the Lie algebras. Then the fundamental lemma in the Jacquet-Rallis case (conjecture 2.4) implies the fundamental lemma in the endoscopic case.

Proof. We leave it to the reader to give the formulation of the fundamental lemma in the unitary Lie algebras. To prove the above theorem, we start with the right function on $u(W_{n,0})$. Then the Jacquet-Rallis fundamental lemma and a simple calculation of parabolic descent implies that we get the right function on $u(W_{a,0}) \times u(W_{b,0})$ following the process as in the proof of theorem 6.1.

Remark. In [9], Kazhdan and Varshavsky have shown that the fundamental lemma in the endoscopic case is implied by theorem 3.5 (at least when $p$ is large). In the unitary case, theorem 6.1 give a direct proof of theorem 3.5. Hence, we also give a genuinely different proof of the endoscopic fundamental lemma.

References

[1] J.-L. Waldspurger, Une formule des traces locale pour les algèbres de Lie $p$-adiques, Math. Ann. 284(1989), 199-221.
[2] J.-L. Waldspurger, Le lemme fondamental implique le transfert, Compositio Math. 105 (1997), 153-236.
[3] J.-L. Waldspurger, Transformation de Fourier et endoscopie, Journal of Lie Theory 10.1 (2000): 195-206.
[4] Wei Zhang, Fourier transform and the global Gan-Gross-Prasad conjecture for unitary groups, Ann. of Math. (2) 180 (2014), no. 3, 971-1049.
[5] Wei Zhang, On the smooth transfer conjecture of Jacquet-Rallis for $n = 3$, Ramanujan J. 29 (2012), no. 1-3, 225-256.
[6] Wei Zhang, On arithmetic fundamental lemmas, Invent. math. (2012) 188: 197. doi:10.1007/s00222-011-0348-1
[7] S. Rallis, G. Schiffmann, Multiplicity one Conjectures. arXiv:0705.2168
[8] Thomas C. Hales, A Statement of the Fundamental Lemma. ArXiv:math/0312227v2
[9] Kazhdan David, Varshavsky Yakov. On endoscopic transfer of Deligne Laszlo functions. Duke Math. J. 161 (2012), no. 4, 675–732.
[10] Gérard Laumon and Bao Châu Ngô. Le Lemme Fondamental Pour Les Groupes Unitaires. Annals of Mathematics. Second Series, Vol. 168, No. 2 (Sep., 2008), pp. 477-573
[11] Julia Gordon and Zhiwei Yun. The fundamental lemma of Jacquet and Rallis. Duke Math. J. Volume 156, Number 2 (2011), 167-227.
[12] J.-P. Serre, Local Fields. Springer-Verlag, 1979 (GTM 67).

MIT, MASSACHUSETTS, USA, 02139.
E-mail address: jwxiao@mit.edu