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Abstract

This paper gives an overview of optimizing wireless power transfer systems using magnetic coupling. Optimization aims to maximize either the power transfer efficiency or the transferred power. The resulting load calculation and matching strategies are revisited. Moreover, the coupling system is described, starting with its equivalent circuit and scattering parameters. In addition to wireless power transfer, communication in RFID and NFC systems and its frequency characteristics and bandwidth issues are highlighted. The focus in this paper is on load modulation for data transfer between a tag and reader. For this purpose, subcarrier voltages are derived using time-domain as well as frequency-domain signal analysis.
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1 Introduction

This paper focuses on wireless power transfer (WPT) between two coils with inductive coupling, which is typically in the MHz frequency range. With frequencies of less than 100 kHz, this technology is usually referred to as inductive power transfer (IPT), as it is based on the principle of non-radiative near-field electromagnetic coupling. Many applications for this technology already exist, for example smartphone battery charging [1], biomedical implants, electric vehicles, consumer electronics and industrial applications [2, 3]. Optimization strategies for charging electric vehicles are presented in [2] and [4].

Wireless power transfer (WPT) for battery charging using inductive links at high frequency (HF) is being standardized by the Wireless Power Consortium for operating frequencies in the range of 87–205 kHz [5]. Depending on the application (tightly or loosely coupled systems, coil alignment tolerances, etc.), resonant or non-resonant inductive coupling is applied. In [6], the standardization effort focuses on magnetic resonant wireless power transfer at 6.78 MHz (the industrial, scientific and medical (ISM) band). Energy can also be harvested from existing ambient radio-frequency (RF) sources (cellular networks, WLAN, etc.). An overview of harvesting technologies for standalone wireless sensor platforms as well as aspects of realizing such technologies (available power, time for charging a storage device, etc.) is given in [7].
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Passive radio-frequency identification (RFID) systems already carry out energy harvesting over a long time by exploiting energy from the reader RF signal. Near-field communication (NFC) offers battery-assisted as well as batteryless operation modes. In the batteryless mode, an NFC-enabled device harvests energy from incoming RF emission (from a reader) to power the sensor interface and RF transmission. In [8], an overview of NFC sensors for IoT applications is given, highlighting inductive coupling issues such as the quality factor and bandwidth. Moreover, detuning due to metallic surfaces is addressed there. A review of near-field wireless power transfer and communication with a focus on biomedical applications is given in [9]. NFC operates within the unlicensed radio-frequency ISM band of 13.56 MHz. In the passive (batteryless) mode, the NFC interface behaves similarly to an RFID system in which an NFC target, for example, transmits data by generating a load modulation and modulated subcarrier at a distance of $\pm f_i$ to either side of the transmission frequency [10]. The subcarrier frequency is $f_i = 847.5$ kHz ($= 13.56$ MHz/16) in ISO/IEC 14443, with bit rates of 106–848 kbps. A combination of WPT and NFC with a focus on bandwidth, quality factor and a means for increasing bandwidth with an additional resistor was proposed in [11].

In this paper, optimization strategies for addressing power maximization and signal distortion issues during data transfer in communication mode are described using scattering parameters. A good description of general free-space propagation using scattering parameters can be found in [12], leading to a complex-valued Friis formula. This is of importance for communication between a transmitter and a receiver. For radar applications, the radar cross section (RCS) of a target is of interest, describing the relation between incoming power from the transmitter and power being reflected to the receiver. For RFID/NFC applications in the UHF band, the RCS is also of interest because a tag is handled as a radar target. For optimizing load modulation in such scenarios, complex-valued coupling between the RFID reader and tag, including a complex-valued RCS for the RFID tag, was introduced in [13].

The analysis of load modulation in this paper comprises time-domain as well as frequency-domain investigations. In particular, the scattering parameters are based on a single frequency in a steady-state scenario. Alternatively, the wavelet transform offers the possibility of time and frequency resolution [14–17]. Typical applications include signal analysis in volcanology [18], image dehazing and denoising [19], image classification [20] and document analysis [21]. Among the different wavelet functions that have been proposed, Morse and Morlet wavelets are examined in [22]. They are well-suited for time localization, which could be applied here to evaluate the switching times during load modulation but is beyond the scope of this paper. Moreover, fractal geometries represent another research area that could be applied for designing antennas with multiple resonances [23, 24].

The rest of this paper is organized as follows. In Sect. 2 inductive coupling fundamentals are revisited. In Sect. 3 the two strategies of maximizing either the power transfer efficiency or the transferred power are compared. Section 4 describes the results by using scattering parameters. The analysis of load modulation and its impact on bandwidth are presented in Sect. 5, and Sect. 6 gives the conclusions.
2 Inductive coupling

Inductive or magnetic coupling between two coils is the basic principle that is described for wireless power transfer and communication below (see Fig. 1). The equivalent circuit for such systems is illustrated in Fig. 2, including source, load, primary and secondary coils and matching networks for the primary and secondary sides. The matching networks are either composed of a series or a parallel capacitance. Figure 2 contains the wave amplitudes $a_1, b_1, a_2, b_2$ that are referred to later in this paper in order to describe the whole system with a corresponding scattering matrix.

If the two coils are arranged as a transformer with concordant winding and use the current directions introduced in Fig. 2 (symmetric reference arrows), then the relation between the coil voltages and currents is as follows:

$$
\begin{bmatrix}
U_{L1} \\
U_{L2}
\end{bmatrix}
= 
\begin{bmatrix}
-j\omega L_1 & j\omega M \\
-j\omega M & j\omega L_2
\end{bmatrix}
\begin{bmatrix}
I_1 \\
I_2
\end{bmatrix}.
$$

The mutual inductance $M$ is

$$M = k \sqrt{L_1 L_2},$$

(2)
where $L_1$ and $L_2$ are the inductance of the primary and secondary coil, respectively, and $k$ denotes the coupling factor between these two coils. The coupling factor depends on how the two coils are arranged with respect to each other.

To determine $k$ by measurement, the voltages directly at the primary and secondary coils need to be determined with $I_2 = 0$ (secondary coil is open). With (1), $k$ follows directly as

$$k = \sqrt{\frac{L_1}{L_2}} \frac{U_{L2}}{U_{L1}}. \tag{3}$$

Alternatively, the resulting inductance $L_S$ can be measured when the secondary coil is shorted ($U_{L2} = 0$) [25]. Then, $k$ follows as

$$k = \sqrt{1 - \frac{L_S}{L_1}}. \tag{4}$$

Using electromagnetic field theory, $L_1$, $L_2$, $M$ and, thus, $k$ can be determined analytically [26, 27]. For circular coils with only a few windings that are concentric and parallel with distance $d$ as in Fig. 1 the following approximations can be used [26]:

$$L_i \approx N_i^2 \mu_0 \rho_i \left( \ln \left( \frac{8 \rho_i}{r_0} \right) - \frac{7}{4} \right), \quad i = 1, 2, \tag{5}$$

$$M \approx N_1 N_2 \frac{\mu_0 \pi}{2} \frac{\rho_1^2 \rho_2^2}{d^2 + (\rho_1 + \rho_2)^2}^{3/2}. \tag{6}$$

The radii of the two coils are denoted by $\rho_1$ and $\rho_2$; $N_1$ and $N_2$ are the windings of the two coils. The parameter $r_0$ denotes the radius of the wire of which the coils are constructed, and $\mu_0$ is the permeability of free space. For these approximations, thin wires and coil configurations with one radius much larger than the other are assumed. The resulting coupling factor over distance $d$ is depicted for $\rho_1 = \rho_2 = 2.5 \text{ cm}$, $N_1 = N_2 = 1$ and $r_0 = 0.1 \text{ mm}$ in Fig. 3. Here, the exact results based on electromagnetic field analysis as well as approximations based on (5) and (6) are shown. As seen, the approximation only approaches the exact results for high $k$ because the assumption of different coil radius does not hold.

In the following derivation of the optimization criteria, the quality factors

$$Q_1 = \frac{\omega L_1}{R_1} \quad \text{and} \quad Q_2 = \frac{\omega L_2}{R_2} \tag{7}$$

will be of importance. The resistances $R_1$ and $R_2$ describe the ohmic losses of the two coils. From basic circuit theory, the relation of all voltages, currents and component parameters can now be written as

$$\begin{bmatrix} U_0 - I_1 R_0 \\ -I_1 R_L \\ \end{bmatrix} = \begin{bmatrix} Z_{11} & Z_{12} \\ Z_{21} & Z_{22} \end{bmatrix} \begin{bmatrix} I_0 \\ I_L \end{bmatrix}, \tag{8}$$
which can be rewritten for series capacitance on the primary as well as the secondary side as

\[
\begin{bmatrix}
U_0 - I_0 R_0 \\
-I_2 Z
\end{bmatrix} = \begin{bmatrix}
R_1 + j \omega L_1 + \frac{1}{j \omega C_{1s}} & \frac{j \omega M}{j \omega M} \\
\frac{j \omega M}{j \omega M} & R_2 + j \omega L_2 + \frac{1}{j \omega C_{2s}}
\end{bmatrix} \begin{bmatrix}
I_1 \\
I_2
\end{bmatrix}.
\]

(9)

Here, the load resistance \(R_L\) and the matching network on the secondary side are combined to a complex load \(Z = R + j X\).

The analysis of the power transfer and efficiencies below uses the equivalent circuit in Fig. 4. The total impedance seen at the first coil can be derived as

\[
Z_{in} = \frac{U_{in}}{I_1} = R_1 + j \omega L_1 + \frac{\omega^2 M^2}{R_2 + R + j(\omega L_2 + X)}
\]

\[
= R_1 + \frac{\omega^2 M^2 (R_2 + R)}{(R_2 + R)^2 + (\omega L_2 + X)^2} + j \left(\omega L_1 - \frac{\omega^2 M^2 (\omega L_2 + X)}{(R_2 + R)^2 + (\omega L_2 + X)^2}\right).
\]

(10)

This is analogous to [28]. Depending on whether series or parallel matching is applied on the secondary side, the basic relations between \(Z = R + j X\) and components \(R_L, C_{2s}\) and \(C_{2p}\) need to be considered (see Fig. 2).
Series matching on the secondary side:

\[ R = R_L, \quad X = \frac{-1}{\omega C_{2s}}. \]  \hfill (11)

Parallel matching on the secondary side:

\[ R = \frac{R_L}{(\omega C_{2p} R_L)^2 + 1}, \quad X = \frac{-\omega C_{2p} R_L^2}{(\omega C_{2p} R_L)^2 + 1}, \]  \hfill (12)

\[ R_L = R + \frac{1}{(\omega C_{2s})^2 R}, \quad \omega C_{2p} = \frac{-X}{R^2 + X^2}. \]  \hfill (13)

This holds for all derivations in what follows so that the differentiation between these two cases will not be repeated every time. With the relation between the two currents

\[ I_2 = \frac{j\omega M}{R_2 + j\omega L_2 + R + jX} I_1, \]  \hfill (14)

the active power provided to the load on the secondary side follows as

\[ P_2 = |I_2|^2 R = |I_1|^2 \frac{\omega^2 M^2 R}{(R_2 + R)^2 + (\omega L_2 + X)^2}. \]  \hfill (15)

The total active power provided to the primary side is

\[ P_1 = |I_1|^2 R_1 + |I_2|^2 (R_2 + R)
  = |I_1|^2 \left( R_1 + 9R \left\{ \frac{j\omega M (j\omega (L_2 - M) + R_2 + R + jX)}{j\omega L_2 + R_2 + R + jX} \right\} \right)
  = |I_1|^2 \left( R_1 + \frac{\omega^2 M^2 (R_2 + R)}{(R_2 + R)^2 + (\omega L_2 + X)^2} \right). \]  \hfill (16)

In [2], two additional power parameters are analyzed in order to emphasize the difference between a classical transformer \((k \approx 1)\) and wireless coupling with low coupling factors \((k < 0.5)\). First, the active power transferred to the secondary side is

\[ I_2 = \frac{j\omega M}{R_2 + j\omega L_2 + R + jX} I_1, \]  \hfill (14)

the active power provided to the load on the secondary side follows as

\[ P_2 = |I_2|^2 R = |I_1|^2 \frac{\omega^2 M^2 R}{(R_2 + R)^2 + (\omega L_2 + X)^2}. \]  \hfill (15)

The total active power provided to the primary side is

\[ P_1 = |I_1|^2 R_1 + |I_2|^2 (R_2 + R)
  = |I_1|^2 \left( R_1 + 9R \left\{ \frac{j\omega M (j\omega (L_2 - M) + R_2 + R + jX)}{j\omega L_2 + R_2 + R + jX} \right\} \right)
  = |I_1|^2 \left( R_1 + \frac{\omega^2 M^2 (R_2 + R)}{(R_2 + R)^2 + (\omega L_2 + X)^2} \right). \]  \hfill (16)

In [2], two additional power parameters are analyzed in order to emphasize the difference between a classical transformer \((k \approx 1)\) and wireless coupling with low coupling factors \((k < 0.5)\). First, the active power transferred to the secondary side is

\[ I_2 = \frac{j\omega M}{R_2 + j\omega L_2 + R + jX} I_1, \]  \hfill (14)

the active power provided to the load on the secondary side follows as

\[ P_2 = |I_2|^2 R = |I_1|^2 \frac{\omega^2 M^2 R}{(R_2 + R)^2 + (\omega L_2 + X)^2}. \]  \hfill (15)

The total active power provided to the primary side is

\[ P_1 = |I_1|^2 R_1 + |I_2|^2 (R_2 + R)
  = |I_1|^2 \left( R_1 + 9R \left\{ \frac{j\omega M (j\omega (L_2 - M) + R_2 + R + jX)}{j\omega L_2 + R_2 + R + jX} \right\} \right)
  = |I_1|^2 \left( R_1 + \frac{\omega^2 M^2 (R_2 + R)}{(R_2 + R)^2 + (\omega L_2 + X)^2} \right). \]  \hfill (16)

In [2], two additional power parameters are analyzed in order to emphasize the difference between a classical transformer \((k \approx 1)\) and wireless coupling with low coupling factors \((k < 0.5)\). First, the active power transferred to the secondary side is

\[ I_2 = \frac{j\omega M}{R_2 + j\omega L_2 + R + jX} I_1, \]  \hfill (14)

the active power provided to the load on the secondary side follows as

\[ P_2 = |I_2|^2 R = |I_1|^2 \frac{\omega^2 M^2 R}{(R_2 + R)^2 + (\omega L_2 + X)^2}. \]  \hfill (15)

The total active power provided to the primary side is

\[ P_1 = |I_1|^2 R_1 + |I_2|^2 (R_2 + R)
  = |I_1|^2 \left( R_1 + 9R \left\{ \frac{j\omega M (j\omega (L_2 - M) + R_2 + R + jX)}{j\omega L_2 + R_2 + R + jX} \right\} \right)
  = |I_1|^2 \left( R_1 + \frac{\omega^2 M^2 (R_2 + R)}{(R_2 + R)^2 + (\omega L_2 + X)^2} \right). \]  \hfill (16)
\[ \begin{align*}
\frac{P_{12}}{P_{11}} &= |I_2|^2 (R_2 + R) = |I_1|^2 \frac{\omega^2 M^2 (R_2 + R)}{(R_2 + R)^2 + (\omega L_2 + X)^2},
\end{align*} \] (17)

where the difference compared to \( P_2 \) is the additional resistor \( R_2 \) in the numerator. Furthermore, the reactive power that goes into the coil system is given as

\[ Q_{12} = |I_1|^2 \omega (L_1 - M) + |I_2|^2 (L_2 - M) + |I_1 + I_2|^2 \omega M \]
\[ = |I_1|^2 (\omega L_1 + \frac{\omega M (j \omega (L_2 - M) + R_2 + R + jX)}{\omega L_2 + R + jX}) - |I_2|^2 X \]
\[ = |I_1|^2 \left( \omega L_1 - \frac{\omega^2 M^2 (\omega L_2 + 2X)}{(R_2 + R)^2 + (\omega L_2 + X)^2} \right). \] (18)

For a traditional transformer, the reactive power represents the magnetizing power, where higher magnetizing power brings higher copper and core loss [2]. Therefore, the ratio of active to reactive power should be maximized in this case (see next section).

3 Optimization criteria

3.1 Power transfer efficiency

For optimizing magnetic coupling systems, different criteria have been proposed. The power transfer efficiency (PTE) is defined as [2, 3]

\[ \text{PTE} = \frac{P_{\text{out}}}{P_{\text{in}}} = \frac{P_2}{P_1} = \frac{|I_2|^2 R_L}{|I_1|^2 R_1 + |I_2|^2 R_2 + |I_2|^2 R_L} \]
\[ = \frac{\omega^2 M^2 R}{R_1 ((R_2 + R)^2 + (\omega L_2 + X)^2) + \omega^2 M^2 (R_2 + R)}. \] (19)

Maximizing the PTE refers to achieving energy efficiency with minimum system losses. These losses arise from ohmic losses in the coils. The first condition for maximizing the PTE is to completely remove the imaginary impedance part on the secondary side of the WPT system. That is, \( \omega_0 L_2 = -X \), with \( \omega_0 \) being the angular frequency at resonance, resulting in

\[ \text{PTE}_{\text{max}} = \frac{\omega_0^2 M^2 R}{R_1 (R_2 + R)^2 + \omega_0^2 M^2 (R_2 + R)}. \] (20)

However, the first condition \( \omega_0 L_2 = -X \) has an impact on maximizing the PTE only if \( R_1 L_2^2 > M^2 (R_2 + R) \). This holds for loosely coupled coils, which are the focus of this paper. For a classical transformer with \( k \approx 1 \), this does not hold so a matching circuit is not of interest. Moreover, the efficiency of a classical transformer also suffers from losses due to a high reactive power as in (18). When maximizing the ratio of active power in (17) to reactive power in (18) with \( k = 1 \), the imaginary impedance part \( X \) on the secondary side must be \( X = 0 \). In the following, loosely coupled coils are considered, and we assume that \( X = -\omega_0 L_2 \).

The second condition for maximizing the PTE can be derived as [2]
Depending on the chosen matching option on the secondary side, \( R_L, C_{2s} \) or \( C_{2p} \) can be determined according to (11) and (13). That is, for a series-compensated secondary side, \( R_L \) and \( C_{2s} \) follow directly from (11): \( R_L = R \) and \( \omega_0 C_{2s} = 1/(\omega_0 L_2) \). For a parallel-compensated secondary side, \( R_L \) and \( C_{2p} \) need to be calculated according to (13). In particular, for a low coupling coefficient \( k \), \( R \) for maximizing PTE in (21) becomes small with \( R \approx R_2 \). So, the series-compensated secondary is well suited for applications with a small load resistance \( R_L = R \), whereas a much higher optimal load resistance \( R_L \) results for the parallel-compensated secondary side according to (13). In other words, for a given load resistance \( R_L \), a series-compensated secondary side can provide a stable voltage, whereas a parallel-compensated secondary side is able to supply a stable current [29].

For an example scenario with the parameters given in Table 1, Fig. 5 shows the maximum achievable PTE over different coupling factors \( k \). Figure 6 shows the PTE over the coupling factor \( k \) and resistance \( R \) for a constant frequency \( f_0 = 13.56 \text{ MHz} \). All other simulation parameters are set according to Table 1.

### 3.2 Transferred power

For the PTE, matching between the source and the coil system does not need to be considered. In contrast to that, the transferred power (TP) is defined as [3]
Here, the output power at the load is normalized to the available source power. Thus, the mismatch between the source and the remaining network is taken into account. For finding the optimized matching components and load resistance, partial optimization of the network obtained from PTE maximization is assumed in what follows. That is, the first condition for PTE maximization \( \omega_0 L_2 = -X \) also holds for TP maximization. However, the optimal load resistance \( R_L \) is different here than in (21). Moreover, a matching network consisting either of \( C_{1s} \) or \( C_{1p} \) needs to be found.

\[
TP = \frac{P_{out}}{P_{available}} = \frac{|I_2|^2 R}{|U_0|^2 / (4R_0)}.
\]

Here, the output power at the load is normalized to the available source power. Thus, the mismatch between the source and the remaining network is taken into account.

For finding the optimized matching components and load resistance, partial optimization of the network obtained from PTE maximization is assumed in what follows. That is, the first condition for PTE maximization \( \omega_0 L_2 = -X \) also holds for TP maximization. However, the optimal load resistance \( R_L \) is different here than in (21). Moreover, a matching network consisting either of \( C_{1s} \) or \( C_{1p} \) needs to be found.
3.2.1 Series-compensated primary side

In the first case, using the series capacitor \( C_{1s} \) on the primary side, matching follows directly by first satisfying \( \omega_0 L_1 = \frac{1}{\omega_0 C_{1s}} \), resulting in

\[
TP_{\text{max}} = \frac{4R_0\omega_0^2 M^2 R}{((R_0 + R_1)(R_2 + R) + \omega_0^2 M^2)^2}.
\]  

(23)

Maximizing TP is achieved with

\[
R = R_2 + \frac{\omega_0^2 M^2}{R_0 + R_1},
\]  

(24)

and the load resistance and matching components are obtained according to (11) and (13). This result for series matching on the primary as well as secondary side was also shown in [30].

3.2.2 Parallel-compensated primary side

With parallel matching on the primary side, the derivation of the optimal \( C_{1p} \) aims at compensating the imaginary part of \( Z_{in} \) in (10) while maximizing the transferred power:

\[
\omega_0 C_{1p} = \frac{\omega_0 L_1}{\left(\frac{\omega_0^2 M^2}{R_0 + R_1} + R_1\right)^2 + (\omega_0 L_1)^2}.
\]  

(25)

![Fig. 7](image-url) Maximum achievable TP for an example scenario. Top: Max TP over coupling factor \( k \) with series-compensated primary. Bottom: corresponding load resistance \( R_L \).
The derivation of the optimal load resistance is now different than in the previous case since $C_{1p}$ and $R$ depend on each other.

For the example scenario with the simulation parameters given in Table 1, Fig. 7 shows the maximum achievable TP for different coupling factors $k$.

If matching on the primary side is not sufficient, additional means can be added in order to match the overall impedance seen at port 1 to the source impedance $R_0$, but then the closed-form expression in (24) does not apply. One option is to combine a series and a parallel capacitor. Alternatively, we could add another inductor in series with the source. Inductance in series with the source could also be achieved by connecting the capacitor in parallel to only a part of the coil. Thus, the inductance of the coil would be separated into a parallel and a series part, which is largely a trial-and-error method.

In [29], a slightly different matching strategy is followed than the one in this paper. There, the matching capacitor on the secondary side is always directly related to the secondary inductance, regardless of whether it is applied in series or in parallel: $\omega_0 L_2 = \frac{1}{\omega_0 C_{2s}} = \frac{1}{\omega_0 C_{2p}}$. This results in a remaining imaginary impedance part on the secondary side for the parallel case. On the primary side, the remaining imaginary component is compensated by using either $C_{1s}$ or $C_{1p}$, which results in the same values as in this paper. For parallel matching on the secondary side, the matching is different on the primary side.

Figure 8 shows the TP over the coupling factor $k$ and resistance $R$ for a constant frequency $f_0 = 13.56$ MHz. Figure 9 shows the TP over the coupling factor $k$ and frequency $f$ for a constant load $R_L = R = 2.4 \text{ k}\Omega$ with a series-compensated primary and parallel-compensated secondary. All other simulation parameters are set according to Table 1.
The formulas for the PTE and TP, in combination with the figures based on the specific simulation parameters in Table 1, show the dependencies between the different system parameters. When we reduce, for example, coil losses by using lower values for $R_1$ and $R_2$ compared to the values in Table 1, the PTE and TP can increase; however, this is only true if the coupling coefficient and load resistance are adapted. The range for such adapted parameters can become very small. That is, a lossless coil in combination with the wrong load resistance might result in worse PTE and TP than for a lossy coil. Likewise, coils with high inductance obviously offer good magnetic coupling; however, if the coupling coefficient $k$ is high at the same time, the load resistance needs to be high enough to take advantage of good coupling.

4 Scattering parameters

Using scattering parameters (S-parameters), which is a useful method for experimental prototype evaluation with network analyzers, we obtain the relationships between the wave amplitudes in Fig. 2 via the scattering matrix $S$:

$$\begin{bmatrix} b_1 \\ b_2 \end{bmatrix} = \begin{bmatrix} S_{11} & S_{12} \\ S_{21} & S_{22} \end{bmatrix} \begin{bmatrix} a_1 \\ a_2 \end{bmatrix} = S \begin{bmatrix} a_1 \\ a_2 \end{bmatrix},$$

with

$$a_2 = b_2 r_L, \quad r_L = \frac{R_L - R_{02}}{R_L + R_{02}}, \quad b_2 = \frac{a_1 S_{21}}{1 - r_L S_{22}}.$$
Moreover, $R_{02}$ is the characteristic impedance of the two-port network at port 2. At port 1, the characteristic impedance is usually assumed to be $R_{01} = R_0$ unless denoted otherwise. The outgoing wave at port 1 can then be written as

$$b_1 = a_1 S_{11} + a_2 S_{12} = a_1 \left( S_{11} + \frac{r_L S_{12} S_{21}}{1 - r_L S_{22}} \right) = a_1 r_1.$$  \hspace{1cm} (28)

For the optimization criteria, it then follows that

$$\text{PTE} = \frac{1}{2} \left( |b_2|^2 - |a_2|^2 \right) = \frac{|S_{21}|^2 (1 - |r_L|^2)}{|1 - r_L S_{22}|^2 (1 - |r_1|^2)},$$ \hspace{1cm} (29)

$$\text{TP} = \frac{1}{2} \left( |b_2|^2 - |a_2|^2 \right) = \frac{|S_{21}|^2 (1 - |r_L|^2)}{|1 - r_L S_{22}|^2}.$$ \hspace{1cm} (30)

For the reflection coefficient $r_L = 0$, these expressions simplify to

$$\text{PTE} = \frac{|S_{21}|^2}{1 - |S_{11}|^2},$$ \hspace{1cm} (31)

$$\text{TP} = |S_{21}|^2.$$ \hspace{1cm} (32)

In this case, the characteristic impedance equals the load impedance at port 2: $R_{02} = R_L$. For theoretical or simulation-based treatments of WPT systems, this assumption can be made easily. However, when carrying out measurements with a network analyzer, one is typically restricted to $R_{01} = R_{02} = 50 \, \Omega$. Then, the PTE and TP can be determined with (29) and (30) and the measured S-parameters.

Moreover, the S-parameters in (26) can be converted into the two-port network parameters in impedance form in (8) and vice versa [31].

5 Bandwidth

5.1 General considerations

Returning to the TP depicted with respect to frequency in Fig. 9, we now focus on the bandwidth of the inductively coupled communication system. The bandwidth $B$ is usually defined as the half-power bandwidth, where the transmission response is 3 dB lower than at resonance [31]. Figure 10 shows TP over frequency for three selected coupling coefficients. The bandwidth $B$ is illustrated for the example coupling coefficient $k = 0.05$. The upper figure shows the results for the simulation parameters that have been used up to now; for the lower figure, the source resistance is changed to $R_0 = 5 \, \Omega$ and the adapted load resistance $R_L = 559 \, \Omega$ is optimized again according to (24) and (13). For strong coupling with $k = 0.3$, we can also see in Fig. 10 the two resonances that were shown previously in Fig. 9. Extending the bandwidth definition to a 3 dB reduction compared to the maximum (instead of a single resonance), it can be seen that the bandwidth depends greatly on the coupling coefficient (here, a high bandwidth is obtained for $k = 0.3$) and all other system parameters and not just, for example, on the bandwidth of the RFID tag, which is treated as a simple parallel resonance circuit [31]:

$$b_1 = a_1 S_{11} + a_2 S_{12} = a_1 \left( S_{11} + \frac{r_L S_{12} S_{21}}{1 - r_L S_{22}} \right) = a_1 r_1.$$  \hspace{1cm} (28)

For the optimization criteria, it then follows that

$$\text{PTE} = \frac{1}{2} \left( |b_2|^2 - |a_2|^2 \right) = \frac{|S_{21}|^2 (1 - |r_L|^2)}{|1 - r_L S_{22}|^2 (1 - |r_1|^2)},$$ \hspace{1cm} (29)

$$\text{TP} = \frac{1}{2} \left( |b_2|^2 - |a_2|^2 \right) = \frac{|S_{21}|^2 (1 - |r_L|^2)}{|1 - r_L S_{22}|^2}.$$ \hspace{1cm} (30)

For the reflection coefficient $r_L = 0$, these expressions simplify to

$$\text{PTE} = \frac{|S_{21}|^2}{1 - |S_{11}|^2},$$ \hspace{1cm} (31)

$$\text{TP} = |S_{21}|^2.$$ \hspace{1cm} (32)

In this case, the characteristic impedance equals the load impedance at port 2: $R_{02} = R_L$. For theoretical or simulation-based treatments of WPT systems, this assumption can be made easily. However, when carrying out measurements with a network analyzer, one is typically restricted to $R_{01} = R_{02} = 50 \, \Omega$. Then, the PTE and TP can be determined with (29) and (30) and the measured S-parameters.

Moreover, the S-parameters in (26) can be converted into the two-port network parameters in impedance form in (8) and vice versa [31].
where $Q$ is the quality factor of the tag.

For data transmission, the bandwidth is directly related to the data rate. With a data rate of, for example, 106 kbit/s and binary modulation in an RFID system, $B = 106$ kHz would be required. This holds true for data transfer from an RFID reader to a tag. High bandwidth is of importance because this leads to short time constants and less interference between consecutively transmitted bits in the time domain [8]. For the other direction, from tag to reader, data transmission is usually based on load modulation at the transponder side. In higher-frequency systems operating at 6.78 or 13.56 MHz, the transponder’s load modulator is controlled by a modulated subcarrier signal. The subcarrier frequency $f_i$ can be 847 kHz (ISO 14443-2) or 423 kHz (ISO 15693) [10]. However, a high bandwidth $B$ does not directly describe the frequency characteristics of the information-containing sidebands. These sidebands may even lie outside the bandwidth, indicating the 3 dB damping around the carrier frequency. However, a low $Q$ and, thus, high $B$ still indicates more or less flat frequency characteristics.

### 5.2 Load modulation

In what follows, sideband generation by means of switching between different load resistances in an RFID tag is examined. This is similar to the treatment in [13], where

$$B_{\text{tag}} = \frac{f_0}{Q} = \frac{2\pi f_i^2 L_2}{R_L},$$

(33)
load modulation for UHF RFID systems is analyzed. There, sidebands are generated by switching between two different complex-valued RCSs of the tag antenna. The switching process is treated as a subcarrier signal with a certain frequency. The tag information is then carried by the subcarrier and appears as sidebands in the spectrum. So, the sideband power is of interest here. For inductive coupling, the focus of this paper, Fig. 11 shows an example of load modulation performed by switching between different load resistances [10]. That is, an additional resistor $R_{\text{mod}}$ is switched in parallel to the existing load $R_L$ at a certain frequency.

For an illustration of backscatter modulation and subcarrier generation, Fig. 12 shows an example: a $f_0 = 13.56$ MHz carrier signal simulating an incoming voltage from an
RFID reader observes an amplitude and phase modulation by a subcarrier with a frequency of \( f_0/16 = 847.5 \) kHz. This modulated signal sends a backscattered signal back to the RFID reader.

The two sidebands of the backscattered signal at \( f_0 + 847.5 \) kHz and \( f_0 - 847.5 \) kHz in Fig. 12 contain the required information of an RFID tag. For simplicity, in the aforementioned figures as well as in those below, additional modulation of the subcarrier with an identification number (ID) or any sensor value is not shown here. Such modulation would cause further spectral lines around the sidebands.

The mathematical description of the backscattered signal and the sideband power can be obtained as follows: The incident complex wave amplitude at the load impedance of an RFID tag is \( A_{1S_{21}} \), which is defined in the frequency domain. For the derivation of the sidebands, we now define a time-domain signal

\[
s_c(t) = \Re\{a_1S_{21}e^{j\omega_0t}\}.
\]

We assume here for simplicity that \( a_1 \) and \( S_{21} \) are real-valued, which results in

\[
s_c(t) = a_1S_{21}\cos(\omega_0t).
\]

Switching between different load resistances values can be seen as an information-containing signal

\[
s_i(t) = r_L(t) = \frac{r_{L1} + r_{L2}}{2} + \frac{2}{\pi}(r_{L1} - r_{L2})\left(\sin(\omega_i t) + \frac{1}{3}\sin(3\omega_i t) + \frac{1}{5}\sin(5\omega_i t) + \cdots\right).
\]

That is, \( r_L(t) \) describes a rectangular signal toggling between the values \( r_{L1} \) and \( r_{L2} \) as the subcarrier.

The backscattered signal follows as modulation of the carrier signal with the subcarrier. The real-valued bandpass version of the backscattered signal is

\[
s_M(t) = a_1S_{21}\Re\{s_i(t)e^{j\omega_0t}\} = a_1S_{21}\Re\{s_i(t)\}\cos(\omega_0t) - a_1S_{21}\Im\{s_i(t)\}\sin(\omega_0t),
\]

where \( \Re\{\cdot\} \) and \( \Im\{\cdot\} \) denote the real and imaginary parts of its argument, respectively. Using trigonometric functions and neglecting the higher frequency parts in (36), such as \( 3\omega_i, 5\omega_i \), we obtain

\[
s_M(t) = \frac{a_1S_{21}}{2}\left(\Re\{r_{L1} + r_{L2}\}\cos(\omega_0t) - \Im\{r_{L1} + r_{L2}\}\sin(\omega_0t)\right)
+ \frac{a_1S_{21}}{\pi}\Re\{r_{L1} - r_{L2}\}\left(\sin((\omega_0 + \omega_i)t) - \sin((\omega_0 - \omega_i)t)\right)
+ \frac{a_1S_{21}}{\pi}\Im\{r_{L1} - r_{L2}\}\left(\cos((\omega_0 + \omega_i)t) - \cos((\omega_0 - \omega_i)t)\right).
\]

The backscattered signal power for one of the two frequencies \( \omega_0 + \omega_i \) and \( \omega_0 - \omega_i \), corresponding to the two sidebands in the example in Fig. 12, follows as

\[
s_{M_{sc}}(t) = \frac{a_1^2S_{21}^2}{8}\left(\cos(\omega_0t) + \cos(\omega_0 + \omega_i)t + \cos(\omega_0 - \omega_i)t\right).
\]
where $N$ is the size of the discrete Fourier transform (DFT) $S(\omega)$. This important result shows the relation between different reflection coefficients in an RFID tag due to different load resistances and signal power.

Using the information from the time-domain signal representation in (38), we can now return to the frequency-domain analysis using scattering parameters. First, the modulated signal in the frequency domain is generally

$$s_M(f) = a_1 S_{21} r_L(f).$$

From (38), three different reflection coefficients can then be derived for the carrier and two sideband signals:

$$r_{L0} = \frac{1}{2} (r_{L1} + r_{L2}),$$
$$r_{Lup} = -\frac{j}{\pi} (r_{L1} - r_{L2}),$$
$$r_{Llo} = \frac{j}{\pi} (r_{L1} - r_{L2}).$$

The overall reflected wave at port 1 and port 2 can now be determined using (27) and (28), respectively. However, the frequency dependency ($f_0, f_0 + f_i$ or $f_0 - f_i$) needs to be considered for the components $r_L$, $S_{22}$ and $S_{12}$. This, however, is not a typical usage of scattering parameters because they are defined for a single frequency in a steady-state scenario. In contrast, the time dependency of the reflection coefficient causes new frequency components that are reflected at port 2 (described by $S_{22}$) and so forth. To use the scattering parameter approach, we make use of a reference impedance $R_{02}$ at port 2 in order to ensure $S_{22}$ negligibly small. Then, the terms in (27) and (28) can be simplified by setting $S_{22} = 0$. Finally, the complex-valued voltage amplitude at port 1, which is

$$U_1 = \sqrt{R_0 (a_1 + b_1)} = \sqrt{R_0 a_1} \left( 1 + \frac{b_1}{a_1} \right) = \frac{U_0}{2} \left( 1 + \frac{b_1}{a_1} \right)$$

can be written for the three frequency components – the carrier frequency and the two sidebands – as

$$U_1(f_0) = \frac{U_0(f_0)}{2} \left( 1 + S_{11}(f_0) + S_{21}(f_0)S_{12}(f_0)r_{L0} \right),$$
$$U_1(f_0 + f_i) = \frac{U_0(f_0 + f_i)}{2} S_{21}(f_0)S_{12}(f_0 + f_i)r_{Lup},$$
$$U_1(f_0 - f_i) = \frac{U_0(f_0 - f_i)}{2} S_{21}(f_0)S_{12}(f_0 - f_i)r_{Llo}.$$

Figure 13 illustrates the voltage at port 1 in relation to the source voltage for a scenario using the simulation parameters in Table 1. Moreover, further parameters for optimizing the TP using series matching at the primary and parallel matching at the secondary side are: $k = 0.1$, $C_{1s} = 46 \text{ pF}$, $C_{2p} = 68 \text{ pF}$, $R_L = 2.4 \text{ k\Omega}$ and $R_{mod} = 50 \text{ \Omega}$. As we
can see, the voltage at port 1 changes while varying the subcarrier frequency $f_i$. This is done here in order to illustrate the frequency characteristics that a signal modulated to the subcarriers would face. The frequency characteristics of the scattering parameter $S_{12}(f)$ cause the amount of distortion in the sideband signals to be transferred from the tag to the RFID reader. However, it is noteworthy again here that it is not the bandwidth

**Fig. 13** Voltage at port 1 using a calculation with scattering parameters. The subcarrier frequency varies within $f_i = f_0/16 \pm f_0/32$

**Fig. 14** Voltage at port 1 using SPICE simulation. Top: Time domain signal. Bottom: Spectrum magnitude
directly around the carrier but that around the subcarrier that is of interest for the communication from tag to reader.

For the same scenario, Fig. 14 shows the results using a SPICE simulation. As seen, the carrier and subcarrier voltages match those from the scatter parameter calculation (with a tolerance of approximately 0.5 dB).

As mentioned in the introduction, the wavelet transformation can be used here for signal analysis as well. For example, Morse or Morlet wavelets [22] would provide frequency information with additional resolution in time. Scaling the wavelets to be narrow in time yields peaks at the transition between the two switching states in Fig. 12, which are proportional to the backscattered signal power in (39).

6 Conclusion
A method of maximizing the transferred power between two inductively coupled coils was described. This is of interest for wireless power transfer and was highlighted in this paper for RFID and NFC. For communication and data transfer in RFID/NFC, signal distortion due to frequency-selective transfer characteristics is also an issue. To take this into account, the system model for inductively coupled coils was extended by load modulation and its description in the time and frequency domains. For this purpose, the subcarrier power at an RFID reader due to load modulation at a tag was derived using scattering parameters.
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