Scheduling Techniques for Liver Segmentation: ReduceLRonPlateau Vs OneCycleLR*
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Abstract. Machine learning and computer vision techniques have influenced many fields including the biomedical one. The aim of this paper is to investigate the important concept of schedulers in manipulating the learning rate (LR), for the liver segmentation task, throughout the training process, focusing on the newly devised OneCycleLR against the ReduceLRonPlateau. A dataset, published in 2018 and produced by the Medical Segmentation Decathlon Challenge organizers, called Task 8 Hepatic Vessel (MSDC-T8) has been used for testing and validation. The reported results that have the same number of maximum epochs (75), and are the average of 5-fold cross-validation, indicate that ReduceLRonPlateau converges faster while maintaining a similar or even better loss score on the validation set when compared to OneCycleLR. The epoch at which the peak LR occurs perhaps should be made early for the OneCycleLR such that the super-convergence feature can be observed. Moreover, the overall results outperform the state-of-the-art results from the researchers who published the liver masks for this dataset. To conclude, both schedulers are suitable for medical segmentation challenges, especially the MSDC-T8 dataset, and can be used confidently in rapidly converging the validation loss with a minimal number of epochs.
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1 Introduction

Hepatic-related diseases are responsible of two million deaths annually around the world [1]. Half of these diseases are liver cirrhosis and the other half are hepatitis and hepatocellular carcinoma (HCC) [1]. It is also a destination for metastasis originating from adjacent organs. Nonetheless, the liver and its lesions are usually analyzed in tumor staging [3].
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To aid medical personnel in diseases’ diagnosis, it is important to create a delineation for the liver from computerized tomography (CT) and magnetic resonance imaging (MRI) scans, especially for its tumors and vessels. It can help surgeons in pre-procedural planning and/or evaluating the successfulness of a procedure by post-procedural segmentation on a follow-up CT scan. However, at the moment, the norm is to manually or semi-automatically segment the liver as it is more accurate. However, these techniques entail radiologists’ subjectivity, intra- and inter-radiologist variance, and time-consumption [4].

In surveying related works, U-Net is found to be an important convolutional neural network (ConvNet) architecture that pushed the biomedical segmentation field [9]. Thus, it was natural for researchers to utilize it extensively. In [23], a 2D fully connected network (FCN) following the U-net scheme is utilized, followed by a 3D conditional random field (CRF). In [14], the U-Net acts as a coarse liver segmenter, but in [5], it is used as the main model. On the other hand, other researchers have become inspired from the U-Net structure given its excellence and popularity in different fields. In [12], the authors use an ensemble of three 2D FCN models having a U-Net-like architecture for the liver segmentation task, and the final mask is their average. In a different direction, [6] create a multi-planar U-Net (MPU-Net) to capture the organ of interest from different angles (generalizing to more views than the three conventional ones), and similarly, fusing the output of all planar segmentation to generate the final output. In [11], both global and local context are used in a U-Net architecture (GLC-UNet), which also is one of the few studies, if not the first, that attempts to automatically delineate the famous Couinaud segmentation of the liver.

Regarding the scheduling techniques, authors in [10] discuss a scheduler called OneCycleLR with the idea of regularization via the manipulation of learning rate (LR) to prevent the model from getting trapped at a local minimum well-suited for the training set [10]. Moreover, super-convergence is achieved as the scheduler allows the model to reach a “better” minimum for the cost function, for both training and validation set in a shorter time with respect to other scheduling techniques.

The aim of this paper is to compare the ReduceLRonPlateau and OneCycleLR techniques, provided by PyTorch’s deep learning library, in training a U-Net ConvNet model for the liver segmentation task. The remainder of this paper is organized as follows. Section 2 delves into the methodology highlighting the dataset and pre-processing techniques, training environment and the selected parameters, and the test records with the evaluation metrics. Section 3 portrays and discusses the obtained results, and finally, we conclude the paper in Section 4.

2 Methodology

In this section, the followed methodology is explained thoroughly. Firstly, the employed dataset is discussed highlighting its characteristics along with the applied pre-processing techniques. Secondly, the utilized model, the environment, and the training parameters are highlighted (no post-processing techniques are applied). Lastly, the test records and the evaluation criteria that are used to evaluate the models’ performance are briefly mentioned. Figure 1 highlights the most important steps of training/testing.
2.1 Dataset and Pre-processing Techniques

Dataset Summary Out of the 10 produced datasets in The Medical Segmentation Decathlon Challenge, the Task 8 Hepatic Vessels (MSDC-T8) is the one that is used in this paper. The dataset originally contains 443 contrast-enhanced (CE) CT scan records, out of which 303 are for training, and the remaining 140 are for testing. The intra-slice resolution for the whole dataset varies between 0.56 and 0.98 mm, while the inter-slice distance ranges between 0.80 and 8 mm. The slices have the standard number of pixels for a CT scan, which are \(512 \times 512\), with a varying number of slices between 24 and 251. It is worth noting that the majority, if not all, the records are focused in the abdominal area and contain only the ground-truth labels for both tumors (lesions) and vessels within the livers for the training set. The testing set masks are hidden as part of the challenge. However, the authors in [11] created the liver annotations within the MSDC-T8 dataset for the whole 443 CT records and shared it publicly, along with Couinaud’s segmentation for 193 of those records.

Pre-processing The following pre-processing techniques are applied in the order they are mentioned: 1) volumetric rotations so that all volumes face same direction; 2) volumetric rescaling by a half; 3) clipping voxels’ intensity values to be in [-100, 400] where the liver is most situated [14]; 4) intensity range standardization; 5) contrast enhancing via contrast limited adaptive histogram equalization (CLAHE) technique; 6) data normalization; and finally 7) volumes to slices transformation (3D \(\rightarrow\) 2.5D).

2.2 Training Environment and Parameters

The used model in this paper is the famous U-Net. It is used to compare the obtained results with the ones reported in [11]. Moreover, the framework of choice is PyTorch (torch version==1.8.1+cu102) for conducting the comparison, where a 5-fold cross-validation (80% training/20% validation) procedure is applied. The maximum number of epochs per fold is 75, but early stopping is utilized to avoid unnecessary training.
time (epochs\_\text{stop} = 6). The 2.5D (5 slices) input shape is utilized with a batch size = 32, and binary cross-entropy (BCE) as the loss function. Adam optimizer is used with two different schedulers that are facilitated by the torch.optim library in PyTorch, namely the OneCycleLR \cite{7} and the ReduceLRonPlateau schedulers \cite{8}. An NVIDIA Tesla V100 GPU with Intel Xeon Skylake CPU are used for the training.

### 2.3 Test Records and Evaluation Metrics

The 23 testing records were chosen randomly and are mentioned explicitly: [003, 012, 045, 072, 090, 105, 117, 129, 141, 153, 169, 178, 193, 205, 220, 236, 246, 258, 268, 280, 294, 304, 320]. The following metrics are utilized to evaluate the trained models’ performance: 1) Dice similarity coefficient (DSC) (per case version) [%]; 2) intersection-over-union (IoU) [%]; 3) relative volumetric difference (RVD); 4) average symmetric surface distance (ASD) [mm]; 5) root-mean squared symmetric surface distance (RMSD) [mm]; 6) maximum symmetric surface distance (MSD)/Hausdorff distance (HD) [mm]; 7) 95% Hausdorff distance (HD95) [mm]; and 8) the number of epochs until early stopping stops the fold run.

### 3 Results and Discussion

When implementing the 5-fold cross-validation, \textasciitilde 24K slices end up in training and \textasciitilde 6K slices are in validation. Figure 2 shows how the LR changes using these two schedulers (assuming the absence of early stopping). The ReduceLRonPlateau scheduler needs at least four parameters to function: 1) initial LR; 2) validation loss to evaluate the model’s generalization; 3) epochs\_\text{patience}, which is a waiting threshold after which the LR will be changed; and 4) LR\_factor, to reduce the LR by a given factor (LR\_\text{new} = LR\_\text{initial} \times LR\_\text{factor}). On the other hand, OneCycleLR needs at least two parameters to function: 1) the maximum LR it will peak to; and 2) the number of max\_epochs that is initially planned.
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Fig. 2: Learning rate change using (a) OneCycleLR and (b) ReduceLRonPlateau
It can be seen that the OneCycleLR changes the LR irrespective of any metric. On the other hand, ReduceLRonPlateau changes the LR based on saturation or increase in the validation loss. In Figure 2a, the LR starts small and reaches the LR\textsubscript{max} that the user specifies.

Due to the variance in how these schedulers operate, different LRs are designed for each scheduler, followed by a discussion drawn over the noticed patterns and results. For both schedulers, seven LRs are selected to showcase the performance of the developed U-Net over the segmentation of the liver. Table 1 shows the mean and standard deviation from the 5-fold cross-validation that is implemented per scheduler and LR.

Table 1: Results of both schedulers with different LRs are reported through the mean (standard deviation) of 5-fold cross-validation for each metric. Note: The reported LRs for OneCycleLR scheduler are the maximum peaks.

| LR           | Dice     | IoU      | RVD      | ASD      | RMSD     | HD      | 95% HD | Epochs |
|--------------|----------|----------|----------|----------|----------|--------|--------|--------|
| 2 × 10^{-5}  | 97.67    | 95.48    | -0.008   | 1.055    | 3.81     | 44.00  | 5.13   | 42.6   |
| (0.12)       | (0.23)   | (0.004)  | (0.059)  | (1.15)   | (4.43)   | (4.03) | (2.6)  |
| 4 × 10^{-5}  | 97.72    | 95.58    | -0.009   | 1.002    | 3.70     | 41.58  | 5.09   | 34.0   |
| (0.15)       | (0.28)   | (0.004)  | (0.522)  | (1.58)   | (7.41)   | (4.12) | (3.1)  |
| 8 × 10^{-5}  | 97.93    | 95.97    | -0.009   | 0.576    | 2.51     | 37.78  | 2.82   | 29.4   |
| (0.09)       | (0.17)   | (0.005)  | (0.089)  | (0.30)   | (1.86)   | (0.70) | (2.2)  |
| 16 × 10^{-5} | 98.01    | 96.12    | -0.008   | 0.521    | 2.05     | 31.51  | 2.68   | 29.0   |
| (0.06)       | (0.11)   | (0.005)  | (0.110)  | (0.45)   | (6.71)   | (0.67) | (2.9)  |
| 24 × 10^{-5} | 98.07    | 96.24    | -0.005   | 0.482    | 1.88     | 29.25  | 2.43   | 30.0   |
| (0.11)       | (0.21)   | (0.003)  | (0.076)  | (0.29)   | (5.18)   | (0.59) | (3.8)  |
| 32 × 10^{-5} | 98.03    | 96.16    | -0.004   | 0.606    | 2.47     | 34.31  | 2.61   | 25.0   |
| (0.10)       | (0.19)   | (0.005)  | (0.147)  | (0.71)   | (3.11)   | (0.45) | (3.7)  |
| 40 × 10^{-5} | 98.04    | 96.17    | -0.007   | 0.503    | 1.97     | 33.17  | 2.56   | 25.8   |
| (0.17)       | (0.32)   | (0.003)  | (0.131)  | (0.74)   | (8.63)   | (0.82) | (2.0)  |

The best results per metrics are bolded in Table 1. Moreover, The aforementioned LRs for the OneCycleLR are the maximum LRs that the scheduler will reach. Firstly, it is worth noting that the achieved results using the original U-Net in 2.5D mode outperforms the ones described in [11]. It achieves better Dice result than the 2D (with
and without convolutional long short-term memory (LSTM)), 2.5D, and 3D U-Net counterparts in the liver segmentation task. Moreover, it comes really close to the proposed GLC-Unet (98.18 ± 0.85)% in [11], while the best run from ReduceLRonPlateau LR=16×10^{-5} achieves (98.12 ± 0.04)% in Dice. This shows that it is possible to extract even higher results from their GLC-Unet if they adopt our pre-processing and scheduling techniques. Additionally, the obtained results per fold are close to each other as the reported standard deviation are relatively small.

Regarding the chosen LR, it must not be too small such that the network does not get stuck in a local minimum and get prolonged training periods. This is evident for both schedulers, by observing that higher LRs tend to generate ConvNets that generalize better (more fine-tuned) with less training time. In comparing both scheduling techniques in the generated results, the best result from ReduceLRonPlateau (LR=16×10^{-5} with Dice = (98.12 ± 0.04)% surpasses the best one from OneCycleLR (LR=24×10^{-5} with Dice = (98.07 ± 0.11)%), by not a far margin. Moreover, it converged faster than the OneCycleLR. This could be due to the fact that OneCycleLR initially starts with a small LR that gradually increases and reaches the peak around epoch 23 (refer to Figure 2a), while ReduceLRonPlateau starts strong with a high LR with respect to OneCycleLR. Figure 3 shows a convergence example from the two best runs from OneCycleLR and ReduceLRonPlateau, respectively, highlighting the aforementioned point on why ReduceLRonPlateau converges faster in this context.

After the creation of liver delineations, another script that is developed and built over scikit-image’s marching cubes algorithm [13] is used to build the 3D interpolation of the 2D segmented slices. The script is capable of taking multiple delineations and combining them into a single .obj file along with its .mtl file that will build the liver along with its tumors and vessels in the same .obj file. In this paper, the liver delineations are only present and they are shown in Figure 4 for both the ground-truth and segmented masks for record 294 from the MSDC-T8 dataset.
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4 Conclusion and Future Work

To conclude, this paper investigates different scheduling techniques that are aimed towards enhancing the convergence of the trained model. Both schedulers vary the LR to further enhance the model generalization (by making the LR higher at the beginning for the OneCycleLR, and by reducing the LR by a factor for the ReduceLRonPlateau). It is observed that the achieved results outperformed the state-of-the-art results based on U-Net. Moreover, both schedulers performed well on the MSDC-T8 dataset, but ReduceLRonPlateau slightly outperformed OneCycleLR in this context. For the future work, the aim is to manipulate the number of epochs for the OneCycleLR such that the maximum LR occurs much earlier (prior to epoch 23). Moreover, the tumor and vessels segmentation challenges will be tackled and investigated as well.
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