SMOOTHING OUT POSITIVELY CURVED METRIC CONES BY RICCI EXPANDERS

ALIX DERUELLE

Abstract. We investigate the possibility of desingularizing a positively curved metric cone by an expanding gradient Ricci soliton with positive curvature operator. This amounts to study the deformation of such geometric structures. As a consequence, we prove that the moduli space of conical positively curved gradient Ricci expanders is connected.

1. Introduction

Given a metric cone $C(X)$ over a smooth compact Riemannian manifold $(X, g_X)$ endowed with its Euclidean cone metric $g_{C(X)} := dr^2 + r^2 g_X$, we focus on sufficient conditions on the section $(X, g_X)$ ensuring the desingularization of this metric cone by the Ricci flow. More specifically, we look for an expanding gradient Ricci soliton smoothing out $(C(X), dr^2 + r^2 g_X)$ instantaneously. Recall that an expanding gradient Ricci soliton is a triplet $(M^n, g, \nabla f)$ where $(M^n, g)$ is a complete Riemannian manifold and $f$ is a smooth function (called the potential function) such that the following static equation holds on $M^n$:

$$\text{Ric}(g) + \frac{g}{2} = \nabla g^2 f. \ (1)$$

In other words, we ask for the Bakry-Émery tensor $\text{Ric}(g) + \nabla g^2 (-f)$ to be constantly negative. Formally speaking, one can associate to any expanding gradient Ricci soliton a corresponding Ricci flow $g(\tau) := (1 + \tau) \phi^* \tau g$, living on $(-1, +\infty)$ where $(\phi_\tau)_\tau$ is the one parameter family of diffeomorphisms generated by the vector field $-\nabla g f / (1 + \tau)$. Note that these expanding structures are the only candidate among Ricci solitons that could do the job. In some sense, from a Ricci flow perspective, it seems that Ricci expanders should be at least generically the best critical metrics when one is unable to find an Einstein metric, a shrinking or a steady gradient Ricci soliton. The purpose of this article is to confirm these heuristics in some particular setting we describe now.

In this paper, we will stick to the case where $X$ is diffeomorphic to the standard sphere $S^{n-1}$ so that there is no topological restriction to do so: the first obvious necessary condition to desingularize such a metric cone is that the section of the cone has to bound but it has nothing to do with the expanding structure. We actually answer affirmatively when the section of the cone is positively curved, but before giving a statement, we need to recall a couple of definitions.

First, let us start with a very general definition of a Ricci flow with rough initial condition inspired by [Sie13] at least.

Definition 1.1. Let $(X, d_X)$ be a metric space with diameter less than $\pi$ and let $(C(X), d_{C(X)})$ be the metric cone endowed with the Euclidean metric:

$$d_{C(X)}((x, t), (y, s)) := \sqrt{t^2 + s^2 - 2ts \cos(d_X(x, y))}.$$
Then, a smooth family \((M^n, g(t))_{t \in (0, T)},\) with \(T \in (0, +\infty),\) of complete Riemannian manifolds is a Ricci flow with initial condition \((C(X), d_{C(X)}, o)\) if it satisfies for some point \(p \in M^n :\)

\[
\begin{align*}
\partial_t g &= -2 \text{Ric}(g(t)), \quad \text{on } M^n \times (0, T), \\
\lim_{t \to 0}(M^n, d_{g(t)}, p) &= (C(X), d_{C(X)}, o),
\end{align*}
\]

where the convergence is in term of the pointed Gromov-Hausdorff topology.

Then, a smooth family \((M^n, g(t))_{t \in (0, +\infty)}\) is an O.D.E.. The O.D.E. analysis then furnishes a one parameter family of expanding gradient Ricci solitons that are asymptotically conical expanding gradient Ricci solitons \((\Sigma^2, g_c)_{c \in (0, 1]}\) asymptotically to \((C(S^1), dr^2 + (cr)^2 d\theta^2))_{c \in (0, 1]}, \Sigma^2\) being diffeomorphic to \(\mathbb{R}^2.\) The analogous higher dimensional examples have been provided by Bryant in unpublished notes [Chap. 1, Chikage Colding et al., 2007] : this is again a one parameter family \((\mathbb{R}^n, g_c)_{c \in (0, 1]}\) that is rotationally symmetric, that has non negative curvature operator and that is asymptotic to \((C(S^{n-1}), dr^2 + (cr)^2 g_{S^{n-1}})_{c \in (0, 1]}\). We are able to show the following :

**Definition 1.2.** An expanding gradient Ricci soliton \((M^n, g, \nabla f)\) is asymptotically conical with asymptotic cone \((C(X), dr^2 + r^2 g_X, r \partial_r/2)\) if there exists a compact \(K \subset M,\) a positive radius \(R,\) a diffeomorphism \(\phi : M \setminus K \to C(X) \setminus B(o, R)\) and a sequence of nonnegative functions \((f_k)_k\) defined on \(\mathbb{R}_+\) such that

\[
\begin{align*}
\sup_{\partial B(o,r)} |\nabla^k (\phi_* g - g_{C(X)})|_{g_{C(X)}} &= O(f_k(r)), \quad \forall k \in \mathbb{N}, \\
f(\phi^{-1}(r, x)) &= \frac{r^2}{4}, \quad \forall (r, x) \in C(X) \setminus B(o, R), \\
f_k(r) &= o(1), \quad \text{as } r \to +\infty, \quad \forall k \geq 0.
\end{align*}
\]

In [Der14a], we actually proved that the convergence is only polynomial at rate \(\tau = 2,\) i.e. \(f_k(r) = r^{-2-k}\) for any nonnegative integer \(k\) when the cone is not Ricci flat : this rate is sharp. We are now in a position to state the first main theorem of this paper :

**Theorem 1.3.** Let \((X, g_X)\) be a smooth simply connected compact Riemannian manifold such that \(\text{Rm}(g_X) \geq 1.\) Then there exists a unique expanding gradient Ricci soliton with nonnegative curvature operator asymptotic to \((C(X), dr^2 + r^2 g_X, r \partial_r/2).\)
Theorem 1.4. Let $(M^n, g, \nabla f)$, $n \geq 3$, be an expanding gradient Ricci soliton with positive curvature that is asymptotically conical. Then there exists a one parameter family of asymptotically conical expanding gradient Ricci solitons with positive curvature connecting $(M^n, g, \nabla f)$ to a Bryant soliton $(\mathbb{R}^n, g_c, \nabla f_c)$ with some $c$ depending on the volume of the section of the asymptotic cone of $(M^n, g)$.

In other words, theorem 1.4 shows that the moduli space of positively curved expanding Ricci solitons smoothly coming out of a metric cone is connected.

To tackle this problem, i.e. theorems 1.3 and 1.4 we use a continuity method. Roughly speaking, the main idea comes from the following observation: given a simply connected Riemannian manifold $(X, g_X)$ such that $Rm(g_X) \geq 1$, one can start the (normalized) Ricci flow and end up with a one parameter family of metrics $(g(s))_{s \in [0, +\infty]}$ on $X$ of constant volume connecting $(X, g_X)$ to $(X, c^2 g_{S^{n-1}})$ where $c^{n-1} = Vol(X, g_X)/Vol(S^{n-1}, g_{S^{n-1}})$ thanks to the fundamental work of Böhm and Wilking [BW08]. Therefore, the initial metric cone $(C(X), dr^2 + r^2 g_X)$ is connected to the cone $(C(S^{n-1}), dr^2 + (cr)^2 g_{S^{n-1}})$ which is smoothed out by the corresponding Bryant soliton! As usual, one splits the proof in two parts: the openness and the closedness of the set of such solutions. The compactness of positively curved expanding gradient Ricci solitons has been proved in [Der14a]. Indeed, we proved the following theorem:

Theorem 1.5. [Der14a] The class
\[ \mathfrak{M}^\text{Vol}_{\text{Exp}}(n, (\Lambda_k)_{k \geq 0}, V_0) := \{(M^n, g, \nabla f, p) \text{ normalized expanding gradient Ricci soliton. } s.t. \]
\[ Rm(g) \geq 0 ; \text{ Crit}(f) = \{p\} ; \]
\[ AVR(g) \geq V_0 ; \text{ } A^k_g(Rm(g)) \leq \Lambda_k, \text{ } \forall k \geq 0 \]
is compact in the pointed $C^\infty$ topology.

Moreover, let a sequence $(M_i, g_i, \nabla f_i, p_i)_{i}$ be in $\mathfrak{M}^\text{Vol}_{\text{Exp}}(n, (\Lambda_k)_{k \geq 0}, V_0)$. Then there exists a subsequence converging in the pointed $C^\infty$ topology to an expanding gradient Ricci soliton $(M_\infty, g_\infty, \nabla f_\infty, p_\infty)$ in $\mathfrak{M}^\text{Vol}_{\text{Exp}}(n, (\Lambda_k)_{k \geq 0}, V_0)$ whose asymptotic cone $(C(X_\infty), g_{C(X_\infty)}, o_\infty)$ is the limit in the Gromov-Hausdorff topology of the sequence of the asymptotic cones $(C(X_i), g_{C(X_i)}, o_i)_{i}$ with $C^\infty$ convergence outside the apex.

We explain how theorem 1.5 solves the closedness of the set of solutions as in theorems 1.3 and 1.4. As the operator is supposed to be nonnegative, the potential function is a proper strictly convex function (proposition A.2), in particular, its critical set is reduced to a point and the underlying manifold is diffeomorphic to $\mathbb{R}^n$. Therefore, the assumption Crit$(f) = \{p\}$ only suggests that we decide to mark this Riemannian manifold by this particular point.

We recall that the invariants $(A^k_g(Rm(g)))_{k \geq 0}$ are defined by
\[ A^k_g(Rm(g)) := \limsup_{r \rightarrow +\infty} r^{2+k} |\nabla^k Rm(g)|. \]

By the Gauss equations applied to the section of the asymptotic cone of a Ricci expander, bounding these invariants uniformly amounts to bound the covariant derivatives of the curvature of the link uniformly which is actually the case in our setting described above. Moreover, the asymptotic volume ratio $\text{AVR}(g) := \lim_{r \rightarrow +\infty} \text{Vol } B(p, r)/r^n$, for some point $p \in M^n$ is proportional to the volume of the link that is constant here, hence bounded from below uniformly.
Therefore, it remains to provide a proof of the openness of such set of solutions. Before going deeper into the details of the proof, we mention works on analogous subjects that share similarities with this approach. As a kind of Dirichlet problem at infinity, we benefitted from the works on conformally compact Einstein manifolds by Anderson [And08], Biquard [Biq00], Graham-Lee [GL91], Lee [Lee06] to mention a few. More closely, this project on Ricci expanders has been motivated by the thesis of Siepmann [Sie13] on deformations of Ricci expanders in a Kähler setting: we will mention all along the paper the technical difficulties we had to face when one drops the Kähler assumption. Finally, the main source of inspiration comes from the work of Schulze and Simon [SS13]: they actually show that any asymptotic cone of a generic Riemannian manifold with positive curvature operator and positive asymptotic volume ratio can be smoothed out by a positively curved expanding gradient Ricci soliton where the convergence is only given in term of the pointed Gromov-Hausdorff topology. Therefore, our results make precise the picture in the case the convergence to the asymptotic cone is smooth. More precisely, recall that the asymptotic cone of an $n$-dimensional Riemannian manifold with nonnegative curvature operator (nonnegative sectional curvature suffices) and positive asymptotic volume ratio is a metric cone over a compact Alexandrov space homeomorphic to $\mathbb{S}^{n-1}$ of curvature not less than 1: see [SS13] and the references therein. Therefore, theorem 1.3 provides a complete understanding of which metric cone can appear as the asymptotic cone of a Ricci expander in a smooth setting.

We now give both the structure of the paper and the main steps of the proof:

1. Fix once and for all an expanding gradient Ricci soliton $(M^n, g_0, \nabla^{g_0} f_0)$ with positive curvature asymptotic to $(C(S^{n-1}), dr^2 + r^2 \gamma_0, r \partial_r/2)$. Given a perturbed metric $\gamma_1$ of $\gamma_0$ on the section of the cone, we want to solve the following problem:

\[
\begin{cases}
-2 \text{Ric}(g_1) - g_1 + \mathcal{L}_{\nabla^{g_1} f_0}(g_1) = 0 \\
\lim_{r \to +\infty} (M^n, r^{-2} g, p) = (C(S^{n-1}), dr^2 + r^2 \gamma_1, o).
\end{cases}
\] (5)

Note that we are fixing the potential function: it turns out that it simplifies the analysis, the main reason being that on any asymptotically conical expanding gradient Ricci soliton the potential functions are all the same outside a compact set when pulled back on their respective asymptotic cone. This choice is also adopted in [Sie13].

The first issue one usually faces when trying to prescribe some Ricci curvature is the lack of strict ellipticity of the system (5). The is due to the invariance under the whole group of diffeomorphisms of $M^n$. To circumvent this problem, one uses the so called DeTurck’s trick, that amounts to fix a gauge once and for all, by adding the right Lie derivative so that the linearization becomes strictly elliptic. Indeed, the linearization of (5) at $(M^n, g_0)$ is:

\[
D_{g_0} ( -2 \text{Ric}(g_1) - g_1 + \mathcal{L}_{\nabla^{g_1} f_0}(g_1)) (h) = \Delta_{g_0, f_0} h + 2 \text{Rm}(g_0) \ast h - \mathcal{L}_{\text{div}_{g_0, f_0} h - \nabla^{g_0} \text{tr}_{g_0} h/2}(g_0),
\]

where $h$ is a symmetric 2-tensor, where $\Delta_{g_0, f_0} h := \Delta_{g_0} h + \nabla^{g_0}_{\nabla^{g_0} f_0} h$ is the weighted laplacian and $\text{div}_{g_0, f_0} h := \text{div}_{g_0} h + h(\nabla^{g_0} f_0)$ is the weighted divergence and finally $(\text{Rm}(g_0) \ast h)_{ij} := \text{Rm}(g_0)_{ijkl} h_{kl}$. The operator $\Delta_{g_0, f_0}$ is also known as the Witten
laplacian when considered on differential forms and belongs to the class of Fokker-Planck operators.

(2) • We are then reduced to study the Fredholm properties of the linearized operator \( L \) also called the weighted Lichnerowicz operator defined by:

\[
L := \Delta g_0, f_0 + 2 \text{Rm}(g_0) *.
\]

As we said previously, the convergence to the asymptotic cone of \((M^n, g_0, \nabla^{g_0} f_0)\) is only polynomial in the distance to a fixed point. This prevents us from using weighted Sobolev spaces modeled on \(L^2(e^{f_0}d\mu(g))\) on which \(L\) or \(\Delta_{g_0, f_0}\) is symmetric. Hence the inevitable use of adequate Hölder spaces: see section 2.1. Now, essentially because \(L\) has unbounded coefficients, Da Prato and Lunardi [DPL95] showed that such operator is neither strongly continuous nor analytic in the space of bounded continuous functions on \((\mathbb{R}^n, \text{eucl})\). Nonetheless, adapting the proof of Lunardi in the Euclidean case [Lun98] to a Riemannian setting, we are able to make sense of the semi-group and the resolvent associated to this weighted laplacian. The main reason why it works comes from the basic observation:

\[
f_0^\alpha \circ \Delta_{g_0, f_0} \circ f_0^{-\alpha} \simeq \Delta_{g_0, f_0} - \alpha, \tag{6}
\]

up to compact perturbations, for any real number \(\alpha\). As the potential function is quadratic in the distance, computation (6) shows that this weighted laplacian preserves tensors with some given polynomial decay at infinity and when \(\alpha\) is positive, one can make sense of the resolvent. In section 2.2, we state the main results that prove the existence of solutions in the previously mentioned Hölder spaces with low regularity: theorems 2.2, 2.3. The proof of theorem 2.2 is postponed to section 2.3 where we recall several facts about interpolation theory in a Riemannian setting. We then state and prove in section 2.4, theorem 2.14 that is the analogue of theorem 2.3 with higher regularity.

• As \(L\) is a compact perturbation of the weighted laplacian, it remains to show that it is injective so that \(L\) is an injective Fredholm operator of index 0, i.e. an isomorphism. For that purpose, we use for the first time the assumption on the sign of the curvature. More precisely, the main tool is the maximum principle for symmetric 2-tensors due to Hamilton that has been used several times in the setting of Ricci solitons: [Bre13], [Cho14], [Der14a] to mention a few: this corresponds to corollaries 2.4, 2.16.

(3) It suffices now to apply the implicit function theorem for Banach spaces to get an expanding deformation of \((M^n, g_0, \nabla^{g_0} f_0)\): this is the purpose of section 2.5. If \(\gamma_1\) is regular enough but not smooth, this implicit expanding soliton is not smooth at infinity even if it is (locally) analytic by the results of Bando [Ban87]. This actually provides, up to the knowledge of the author, the first example of expanding Ricci solitons that are not smoothly asymptotic to their asymptotic cone: see theorem 2.18.

Now, what if \(\gamma_1\) is \(C^\infty\)? We actually have to use the Nash-Moser theorem to circumvent this inevitable loss of derivatives. We follow the presentation of the Nash-Moser theorem due to Hamilton [Ham82] dealing with the so called tame category.
for Fréchet spaces: see section 3.1 for the definitions of this category. It turns out that our previous choice of function spaces is not in the tame category mainly because bounded continuous tensors do not extend in an obvious way at infinity (or on the section of the asymptotic cone). This is why we study the realization of the weighted laplacian in the space of continuous tensors converging to 0 at infinity: see section 3.1 for the definitions of the relevant Fréchet function spaces and section 3.2 where we state and prove the main theorems 3.2 and 3.3 analogous to theorems 2.14 and 2.3. Finally, it is well-known that one needs to invert the linearized operator on a whole neighborhood of \((M^n, g_0)\) (not just at this point): this is the content of theorem 3.4 in section 3.3. This will lead us directly to the existence of Fréchet deformations with the help of the Nash-Moser theorem: see theorem 3.7 of section 3.4.

(4) So far, what we managed to implicitly produce is an asymptotically conical expanding Ricci soliton that is not GRADIENT a priori, that is a triplet \((M^n, g_1, V_1)\) satisfying the static equation

\[
2 \text{Ric}(g_1) + g_1 = \mathcal{L}_{V_1}(g_1).
\]

To compensate for this issue, we need an ad-hoc no breather theorem in the spirit of Perelman: theorem 4.3. In our setting, we can actually guarantee that \((M^n, g_1)\) has positive curvature operator, something that is not straightforward since the radial curvatures of a metric cone always vanish, i.e. it is not an obvious open condition. It turns out that the decay of the radial curvatures of an expanding gradient Ricci soliton can be controlled from below: [Der14a]. These curvatures are essentially given by the divergence of the curvature operator. Therefore, if the metric \(g_1\) is sufficiently regular at infinity (\(C^3\) at least), the curvature operator of \(g_1\) is positive.

Section 4 starts with some general considerations that motivate the introduction of some sophisticated objects such as the Hamilton matrix Harnack quadratic and some adequate entropy: proposition 4.1. Then, the rest of this section is devoted to give two different proofs of theorem 4.3.

On one hand, we are able to adapt the arguments of Hamilton [Ham93] and Ni [Ni05] in section 4.2 to get rid of non gradient expanding Ricci soliton. This proof is based on the maximum principle and fully uses the Hamilton matrix Harnack estimate.

On the other hand, section 4.3 gives an alternative proof based on some entropy introduced by Cao and Hamilton [CH09] for compact Riemannian manifolds with nonnegative curvature operator. Thanks to the work of Zhang [Zha11], we are able to justify the monotonicity of this entropy along a Ricci flow with nonnegative curvature operator and controlled entropy at infinity. The proof uses the trace Harnack inequality due to Hamilton. In some sense, only the assumptions on the geometry at infinity differ. We end this section by giving a proof of theorem 1.3.
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2. Banach deformations
2.1. Functions spaces. In the spirit of [Sie13], we define the following function (weighted) H"older spaces for a complete Riemannian manifold \((M, g)\). Let \(E\) be a tensor bundle over \(M\), i.e. \((\otimes^s T^* M) \otimes (\otimes^b TM)\), or a subbundle such as the exterior bundles \(\Lambda^s T^* M\) or the symmetric bundles \(S^r T^* M\): we will mainly consider the cases where \(E\) is either the trivial line bundle over \(M\) or the bundle of symmetric 2-tensors \(S^2 T^* M\). Let \(\theta \in (0, 1)\) and let \(k\) be a nonnegative integer.

We start with a couple of definitions.

- Let \((M, g)\) be a Riemannian manifold and let \(V\) be a smooth vector field on \(M\). The weighted laplacian (with respect to \(V\)) is \(\Delta VT := \Delta T + \nabla V T\), where \(T\) is a tensor on \(M\).

- Let \((M, g)\) be a Riemannian manifold and let \(w : M \to \mathbb{R}\) be a smooth function on \(M\). The weighted laplacian (with respect to \(w\)) is \(\Delta_w T := \Delta w T\), where \(T\) is a tensor on \(M\).

- \(C^{k, \theta}(M, E) := \{ h \in C^{k, \theta}_{loc}(M, E) \mid \| h \|_{C^{k, \theta}(M, E)} < +\infty \}\), where

\[
\| h \|_{C^{k, \theta}(M, E)} := \sup_{x \in M} \| \nabla^k h \|_{\theta, x},
\]

where \(\theta\) is a bounded positive constant.

- \(C^{k, \theta}_{\text{con}}(M, E) := \{ h \in C^{k, \theta}_{loc}(M, E) \mid \| h \|_{C^{k, \theta}_{\text{con}}(M, E)} < +\infty \}\) where

\[
\| h \|_{C^{k, \theta}_{\text{con}}(M, E)} := \sup_{x \in M} \| \nabla^k h \|_{\theta, x},
\]

where \(r_p\) denotes the distance function to a fixed point \(p \in M\).

- Let \(V\) be a smooth vector field on \(M\).

\[
D^{k+2}_V(M, E) := \left\{ h \in \cap_{p \geq 1} W^{k+2, p}_{loc}(M, E) \mid h \in C^{k, \theta}_{\text{con}}(M, E) \mid \Delta_V h \in C^{k, \theta}_{\text{con}}(M, E) \right\},
\]
equipped with the norm

\[
\| h \|_{D^{k+2}_V(M, E)} := \| h \|_{C^{k, \theta}_{\text{con}}(M, E)} + \| \Delta_V h \|_{C^{k, \theta}_{\text{con}}(M, E)}.
\]

\[
D^{k+2, \theta}_V(M, E) := \left\{ h \in C^{k+2, \theta}_{loc}(M, E) \mid h \in C^{k, \theta}_{\text{con}}(M, E) \mid \Delta_V h \in C^{k, \theta}_{\text{con}}(M, E) \right\},
\]
equipped with the norm

\[
\| h \|_{D^{k+2, \theta}_V(M, E)} := \| h \|_{C^{k, \theta}_{\text{con}}(M, E)} + \| \Delta_V h \|_{C^{k, \theta}_{\text{con}}(M, E)}.
\]
The reason for introducing such operator is given by the following formal relation:

\[ D_{p,\nu}(M, E) \]

in weighted spaces equivalent to \( r \). For this purpose, it is convenient to consider the weighted Lichnerowicz operator defined by

\[ L_0 := \Delta_f + 2 \text{Rm}(g) \ast, \]

in weighted spaces \( D_{p,\nu}(M, E) := D_{p,\nu}^{k,\theta}(M, E) \) for some positive \( \alpha \) and some \( \theta \in (0, 1) \).

For this purpose, it is convenient to consider the weighted Lichnerowicz operator defined by

\[ L_0 h := (\Delta_{\nu - \gamma \ln v} - \alpha + 2 \text{Rm}(g) \ast + \alpha(\alpha + 1)|\nabla \ln v|^2) h, \quad h \in S^2 T^* M. \]

The reason for introducing such operator is given by the following formal relation:

\[ L_0 h = v^\alpha L_0(v^{-\alpha} h), \quad h \in S^2 T^* M. \]

Remark 2.1.

- It is not obvious that the spaces \( D_{w,\nu}^{k,\theta}(M, E) \) are Banach spaces, a priori.

- We point out that the spaces \( C_{\nu}(M, E) \) are not equal to the interpolation spaces \((C_{\nu}(M, E), C_{\nu}(M, E))_{\nu,\infty}\). Indeed, one can identify these interpolation spaces as follows:

\[ (C_{\nu}(M, E), C_{\nu}(M, E))_{\nu,\infty} = \left\{ h \in C_{\nu}(M, E) \mid \left[ r_p^2 + 1 \right]^{k/2} |\nabla h|_{\nu,\infty} < +\infty \right\}, \]

where \( H \) is a tensor on \( M \) and \( \delta \) is a fixed positive constant depending on a lower bound of \( \inf_{x \in M} \text{inj}(x, g)/r_p(x) \), where \( \text{inj}(x, g) \) denotes the injectivity radius at \( x \) in \( M \) for the metric \( g \).

The weights \( w \) we consider are polynomial instead of being exponential in the distance as in [Sie13]. The main reason is that the convergence to the asymptotic cone is polynomial in the non negatively curved case whereas the convergence is exponential as soon as the asymptotic cone is Ricci flat: [Sie13] and [Der14a].

If \( (M^p, g, \nabla f) \) is a non trivial expanding gradient Ricci soliton, we define

\[ v := f + \mu(g) + n/2. \]

By proposition 4.2, \( v \) is a positive eigenfunction for the weighted laplacian \( \Delta_f \) associated to the eigenvalue 1. Moreover, if \( (M^p, g, \nabla f) \) is asymptotically conical, then \( f \), hence \( v \), is equivalent to \( r_p^2/4 \). From now on, \( v \) will play the role of the distance function \( r_p \), for some \( p \in M \).

We study here the Fredholm properties of the weighted Lichnerowicz operator

\[ L_0 := \Delta_f + 2 \text{Rm}(g) \ast, \]

in weighted spaces \( D_{\alpha,\nu}(M, E) := D_{\alpha,\nu}^{k,\theta}(M, E) \) for some positive \( \alpha \) and some \( \theta \in (0, 1) \).
Therefore, for \( h \in D^{k+2,\theta}_{\rho}(M, S^2T^*M) \), \( L_0 h = L_0 h_0 \in C_{\text{con},f^n}(M, S^2T^*M) \) if and only if \( L_\alpha h_\alpha \in C_{\text{con}}(M, S^2T^*M) \) where \( h_\alpha := v^\alpha h \).

2.2. **Solutions in** \( D^{2,\theta}_f(M, E) \). The main aim of this section is to establish the existence of \( C^{2,\theta} \) solutions for families of weighted operators. We start with the following theorem that is an adaptation of [Lun98] in a Riemannian setting.

**Theorem 2.2.** (Lunardi) Let \((M^n, g)\) be a complete Riemannian manifold with positive injectivity radius. Let \( V \) be a smooth vector field on \( M \). Assume that, for some large integer \( k \geq 1 \), there exists a constant \( K(k) \) such that

\[
\| \text{Rm}(g) * V \|_{C^k(M, E)} + \| \text{Rm}(g) \|_{C^k(M, E)} + \| \nabla V \|_{C^{k-1}(M, E)} \leq K(k),
\]

where \( \text{Rm}(g) * V := \text{Rm}(g)(V, \cdot, \cdot, \cdot) \). Assume there exists a smooth function \( \phi : M \to \mathbb{R} \) such that

\[
\lim_{\infty} \phi = +\infty, \quad \sup_M |\Delta g \phi| + |\nabla V \phi| < +\infty.
\]

Then,

- For any \( H \in C^0(M, E) \) and \( \lambda > 0 \), there exists a unique tensor \( h \in D^2_f(M, E) \) and a positive constant \( C \) such that

\[
\Delta h - \lambda h = H, \quad \| h \|_{D^2_f(M, E)} \leq C \| H \|_{C^0(M, E)}.
\]

Moreover, \( D^2_f(M, E) \) is continuously embedded in \( C^{1,\theta}(M, E) \) for any \( \theta \in (0, 1) \).

- For any \( H \in C^{0,\theta}(M, E) \), with \( \theta \in (0, 1) \), and \( \lambda > 0 \), there exists a unique tensor \( h \in C^{2,\theta}(M, E) \) and a constant \( C \) independent of \( H \) such that

\[
\Delta h - \lambda h = H, \quad \| h \|_{C^{2,\theta}(M, E)} \leq C \| H \|_{C^{0,\theta}(M, E)}.
\]

The proof is almost verbatim the proof of Lunardi [Lun98]. We only give the main steps in section 2.3.

The main application of theorem 2.2 concerns expanding gradient Ricci solitons \((M^n, g, \nabla f)\) where \( V \) is cooked up with the help of the potential function \( f \).

**Theorem 2.3.** Let \((M^n, g, \nabla f)\) be an expanding gradient Ricci soliton with bounded curvature and positive injectivity radius such that \( f \) is proper. Let \( \alpha > 0 \).

- There exists a positive constant \( C \) such that, for any \( H \in C^0(M, E) \), there exists a unique tensor \( h \in D^{2,\theta}_f(M, E) \) satisfying

\[
(\Delta_{v-2\alpha \ln v} - \alpha) h = H, \quad \| h \|_{D^{2,\theta}_f(M, E)} \leq C \| H \|_{C^0(M, E)}.
\]

Moreover, \( D^{2,\theta}_f(M, E) \) embeds continuously in \( C^{\theta}(M, E) := C^{[\theta], \theta-\theta}[M, E] \), for any \( \theta \in (0, 2) \), i.e. there exists a positive constant \( C \) such that for any \( h \in D^{2,\theta}_f(M, E) \),

\[
\| h \|_{C^\theta(M, E)} \leq C \| h \|_{D^{2,\theta}_f(M, E)} \| H \|_{C^0(M, E)}^{\theta/2}.
\]

- There exists a positive constant \( C \) such that, for any \( H \in C^{0,\theta}(M, E) \), with \( \theta \in (0, 1) \), there exists a unique tensor \( h \in C^{2,\theta}(M, E) \) satisfying

\[
(\Delta_{v-2\alpha \ln v} - \alpha) h = H, \quad \| h \|_{C^{2,\theta}(M, E)} \leq C \| H \|_{C^{0,\theta}(M, E)}.
\]
Moreover, the operator $\Delta_f : D^{2,\theta}_{\nabla^f}(M, E) \to C^{0,\theta}_{\text{con},f^n}(M, E)$ is an isomorphism of Banach spaces.

Proof. It suffices to verify the assumptions of theorem 2.2 for $V := \nabla v - 2\alpha \nabla \ln v$.

First, by Shi’s estimates [Shi89], the covariant derivatives of the curvature operator are bounded on $M^n$.

Secondly, by lemma A.1, $\text{Rm}(g)(V, \cdot, \cdot, \cdot)$ is bounded since the first covariant derivative of the curvature is bounded and one verifies easily that the covariant derivatives of $V$ are bounded on $M$.

Finally, define $\phi := \ln v$, by lemma A.1 together with proposition A.2,

$$
\sup_M |\nabla \phi| = \sup_M \left| \frac{\Delta g^v}{v} - |\nabla \ln v|^2 \right| < +\infty
$$

$$
\sup_M |\Delta \phi| = \sup_M \left| 1 - (2\alpha + 1)|\nabla \ln v|^2 \right| < +\infty.
$$

Now, $\Delta_f$ is injective on $D^{2,\theta}_{\nabla^f}(M, E)$ and

$$
\Delta_f h = (\nu^\alpha \Delta f^{\nu-\alpha})h_\alpha
= (\Delta_{\nabla v} - 2\alpha \ln v - \alpha + \alpha(\alpha + 1)|\nabla \ln v|^2)h_\alpha
= (\Delta_{\nabla v} - 2\alpha \ln v - \alpha)h_\alpha + K_\alpha h_\alpha,
$$

where $h_\alpha := \nu^\alpha h$ and $K_\alpha h_\alpha := \alpha(\alpha + 1)|\nabla \ln v|^2 h_\alpha$.

We claim that $K_\alpha : D^{2,\theta}_{\nabla^f}(M, E) \to C^{0,\theta}_{\text{con},f^n}(M, E)$ is a compact operator for any $\theta \in (0, 1)$.

Indeed, let $(h_n)_n$ be a bounded sequence in $D^{2,\theta}_{\nabla^f}(M, E)$. Then, since $D^{2,\theta}_{\nabla^f}(M, E)$ continuously embeds in $C^{2,\theta}(M, E)$, there exists a subsequence still denoted by $(h_n)_n$ converging to $h \in D^{2,\theta}_{\nabla^f}(M, E)$ in the $C^{2,\theta}(M, E)$-topology by Ascoli’s theorem. Now, if $\epsilon > 0$ is given, as $f$ is proper, there exists a compact $K_\epsilon \subset M$ such that, for $k = 0, 1$,

$$
|\nabla^k \ln v|^2(x) \leq \epsilon, \quad \forall x \in M \setminus K_\epsilon.
$$

Therefore,

$$
\|K_\alpha(h_n - h)\|_{C^{0,\theta}_{\text{con},f^n}(M, E)} \leq \|h_n - h\|_{C^1(M, E)}\|K_\alpha\|_{C^1(M \setminus K_\epsilon, E|_{M \setminus K_\epsilon})} + \|h_n - h\|_{C^1(K_\epsilon, E|_{K_\epsilon})}\|K_\alpha\|_{C^1(M, E)} \leq C\epsilon,
$$

for $n$ large enough, i.e. $(h_n)_n$ converges to $h$ in the $C^{0,\theta}_{\text{con},f^n}(M, E)$ topology.

Hence, one deduces that $\Delta_f$ is an injective Fredholm operator of index 0, i.e. an isomorphism.

Ultimately, we want to prove that for some positive $\alpha$, $L_\alpha$ is an isomorphism in case $(M^n, g, \nabla f)$ is an expanding gradient Ricci soliton with positive curvature. Now,

$$
L_\alpha = v^\alpha \circ \Delta_f \circ v^{-\alpha} + 2\text{Rm}(g) *
= \tilde{L}_\alpha + \tilde{K}_\alpha,
$$

where $\tilde{L}_\alpha$ is an isomorphism by corollary 2.3. We claim that $\tilde{K}_\alpha : D^{2,\theta}_{\nabla^f}(M, E) \to C^{0,\theta}_{\text{con},f^n}(M, E)$ is a compact operator if the curvature goes to 0 at infinity, for any $\theta \in (0, 1)$. Indeed, let $(h_n)_n$ be a bounded sequence in $D^{2,\theta}_{\nabla^f}(M, E)$. Then, there exists a subsequence still denoted
by \((h_n)_n\) converging to \(h \in D^{2,\theta}_{\nabla f}(M, E)\) in the \(C^{2}_{\text{loc}}(M, E)\) topology. Now, if \(\epsilon > 0\) is given, there exists a compact \(K_{\epsilon} \subset M\) such that, for \(k = 0, 1,\)
\[
|\nabla^k \text{Rm}(g)(x)| \leq \epsilon, \quad \forall x \in M \setminus K_{\epsilon},
\]
since by local Shi’s estimates (see [Der14a] for a proof on expanders), \(\lim_{n \to \infty} \nabla^k \text{Rm}(g) = 0\) if \(\lim_{n \to \infty} \text{Rm}(g) = 0\). Therefore,
\[
\|\tilde{K}_\alpha(h_n - h)\|_{C^{0,\theta}_{\text{con}}(M, E)} \leq \|h_n - h\|_{C^1(M, E)} \|\tilde{K}_\alpha\|_{C^1(M \setminus K_\epsilon, E[M \setminus K_\epsilon])} + \|h_n - h\|_{C^1(K_\epsilon, E[K_\epsilon])} \|\tilde{K}_\alpha\|_{C^1(M, E)} \leq C \epsilon,
\]
for \(n\) large enough, i.e. \((h_n)_n\) converges to \(h\) in the \(C^{0,\theta}_{\text{con}}(M, E)\) topology.

In particular, \(L_\alpha\) is an isomorphism if and only if it is injective since it is a compact perturbation of an isomorphism (i.e. an injective Fredholm operator of index 0). Moreover, by construction, \(L_\alpha\) is injective if and only if \(L_0\) is. We are able to prove the following in the particular case \(E = S^2T^*M:\)

**Corollary 2.4.** Let \((M^n, g, \nabla f)\) be an expanding gradient Ricci soliton with positive curvature operator and such that the curvature goes to zero at infinity.

Then, for any \(\alpha > 0\), \(L_\alpha\) is an isomorphism or equally,
\[
L_0 : D^{2,\theta}_{\nabla f}(M, S^2T^*M) \to C^{0,\theta}_{\text{con}, f^0}(M, S^2T^*M)
\]
is an isomorphism.

**Proof.** As we noticed before, it suffices to prove that \(L_0\) is injective on \(D^{2,\theta}_{\nabla f}(M, S^2T^*M)\). This is achieved with the help of the maximum principle for symmetric 2-tensors due to Hamilton [Ham86] adapted by Brendle in [Bre13] in the case of Ricci solitons. This has been already used in that setting in [Der14b]. We sketch the argument here for the convenience of the reader. Let \(h\) be a symmetric 2-tensor such that \(\Delta h + 2 \text{Rm}(g) \ast h = 0\). The crucial observation is that \(L_{\nabla f} g\) satisfies also \(\Delta f \cdot \nabla f(g) + 2 \text{Rm}(g) \ast \nabla f g = 0\) and that it is positive definite in case of nonnegative Ricci curvature. Then, one uses \(L_{\nabla f} g\) as a barrier tensor to prove that for any height \(t\) large enough,
\[
\sup_{f \leq t}|h| \leq C \sup_{f = t}|h|,
\]
for a positive constant \(C\) independent of \(t\). Hence the result since \(h\) tends to zero at infinity. \(\square\)

2.3. **Proof of Theorem 2.2.** From now on, let \((M^n, g)\) be a complete Riemannian manifold satisfying the assumptions of theorem 2.2.

2.3.1. **Uniqueness.**

**Proposition 2.5.** Let \(\lambda\) be a positive real number and \(h \in \cap_{p \geq 1} W^{2,p}_{\text{loc}}(M, E)\) be a bounded tensor such that \(\Delta_{\nabla} h - \lambda h = 0\). Then \(h = 0\).

**Proof.** First of all, by elliptic regularity, \(h\) is smooth. Consider the mollified norm of \(h\) : \(h_\epsilon := \sqrt{|h|^2 + \epsilon^2}\), for \(\epsilon > 0\). Then,
\[
\Delta_{\nabla} h_\epsilon - \lambda h_\epsilon = \frac{1}{h_\epsilon} \left( < h, \Delta_{\nabla} h > - \lambda h_\epsilon^2 + |\nabla h|^2 - \frac{|\nabla |h|^2|^2}{4h_\epsilon^2} \right) \geq - \lambda \epsilon.
\]
Now, if \( h_{\epsilon,k} := h_{\epsilon} - \phi/k \) for \( k \geq 1 \), then \( \lim_{k \to +\infty} \sup_M h_{\epsilon,k} = \sup_M h_{\epsilon} \) and since \( \phi \) is an exhaustion function, \( \sup_M h_{\epsilon,k} = h_{\epsilon,k}(x_k) \) for some \( x_k \in M \). Without loss of generality, \( \phi \) can be assumed to be nonnegative. As \( h_{\epsilon,k} \) satisfies
\[
\Delta_V h_{\epsilon,k} - \lambda h_{\epsilon,k} \geq - \lambda \epsilon - k^{-1} \sup_M (\Delta_V \phi),
\]
one has, when evaluating the previous differential inequality at \( x_k \),
\[
\lambda \sup_M h_{\epsilon,k} \leq \lambda \epsilon + k^{-1} \sup_M (\Delta_V \phi).
\]
By letting \( k \) go to \( +\infty \), we have \( \lambda \sup_M h_{\epsilon} \leq \lambda \epsilon \).

By letting \( \epsilon \) go to 0, we get \( \lambda \sup_M |h| \leq 0 \).

\[\Box\]

### 2.3.2. A priori estimates

As in [Lun98], one needs to solve the Cauchy problem associated to \( \Delta_V \) first. For that purpose, the main step is to find a priori estimates on covariant derivatives of the solution to the Cauchy problem up to order 3. More precisely,

**Theorem 2.6.** Let \( h_0 \in C^0(M,E) \) and let \( (h(t,\cdot))_{t \in [0,T]} \) be a bounded smooth classical solution of the Cauchy problem with initial condition \( h_0 \). Assume that, for some integer \( k \geq 1 \), there exists a constant \( K(k) \) such that
\[
\| \text{Rm}(g) \ast V \|_{C^k(M,E)} + \| \text{Rm}(g) \|_{C^k(M,E)} + \| \nabla V \|_{C^{k-1}(M,E)} \leq K(k), \tag{8}
\]
where \( \text{Rm}(g) \ast V := \text{Rm}(g)(V,\cdot,\cdot,\cdot) \).

Then, for any \( T > 0 \), there exists \( C = C(n,\lambda,k,T) \) such that
\[
|h(t)|_{C^0(M,E)}^2 + \sum_{i=1}^k \frac{(\alpha t)^i}{i} |\nabla^i h(t)|_{C^0(M,E)}^2 \leq C|h_0|_{C^0(M,E)}^2.
\]
Moreover, if \( (M^n,g,\nabla f) \) is an expanding gradient Ricci soliton, and \( V := \nabla f \), then, if \( E = M \times \mathbb{R} \),
\[
|u(t)|_{C^0(M)}^2 + \alpha t |\nabla u(t)|_{C^0(M)}^2 \leq t^{\alpha-2} \epsilon t |u_0|_{C^0(M)}^2,
\]
for any positive time \( t \) and any positive \( \alpha \).

**Proof of theorem 2.6.** The proof consists in deriving the evolution equation satisfied by
\[
s(t,x) := |h|^2(t,x) + \sum_{i=1}^k \frac{(\alpha t)^i}{i} |\nabla^i h|^2(t,x),
\]
where \( \alpha \) is to be defined later. Then, one applies the maximum principle to finish the proof. The computation is lengthy and similar to [Lun98]. Nonetheless, it seems that this computation gives new results in the case of an expanding gradient Ricci soliton for functions \((E = M \times \mathbb{R})\) that are interesting in their own right.
On one hand,
\[ \partial_t s = 2 < h, \Delta_V h > + \alpha \sum_{i=1}^{k} (\alpha t)^{i-1} |\nabla^i h|^2 \]
\[ + 2 \sum_{i=1}^{k} \frac{(\alpha t)^i}{i} < \nabla^i (\Delta_V h), \nabla^i h > . \]

On the other hand,
\[ \Delta_V s = 2 |\nabla h|^2 + 2 \sum_{i=1}^{k} \frac{(\alpha t)^i}{i} |\nabla^{i+1} h|^2 \]
\[ + 2 < \Delta_V h, h > + 2 \sum_{i=1}^{k} \frac{(\alpha t)^i}{i} < \Delta_V (\nabla^i h), \nabla^i h > , \]

Therefore, if \( k \geq 2 \),
\[ \partial_t s - \Delta_V s = (\alpha - 2) |\nabla h|^2 + \sum_{i=1}^{k-1} \left( \alpha - \frac{2}{i} \right) (\alpha t)^i |\nabla^{i+1} h|^2 - \frac{2(\alpha t)^k}{k} |\nabla^{k+1} h|^2 \]
\[ + 2 \sum_{i=1}^{k} \frac{(\alpha t)^i}{i} < [\nabla^i, \Delta_V] h, \nabla^i h > . \]

If \( k = 1 \), then,
\[ \partial_t s - \Delta_V s = (\alpha - 2) |\nabla h|^2 - 2(\alpha t) |\nabla^2 h|^2 + 2\alpha t < [\nabla, \Delta_V] h, \nabla h > . \]

It remains to identify the commutators \([\nabla^k, \Delta_V] h\) for \( k \geq 1 \). In general, one can prove by induction on \( k \) that
\[ [\nabla^k, \Delta] h = \sum_{j=0}^{k} \nabla^j h \ast \nabla^{k-j} \text{Rm}(g), \]

and
\[ [\nabla^k, \nabla_V] h = \sum_{j=0}^{k-1} \nabla^{k-j} V \ast \nabla^{j+1} h + \nabla^{k-1-j} (\text{Rm}(g) \ast V) \ast \nabla^j h, \]

where \( \text{Rm}(g) \ast V := \text{Rm}(g)(V, \cdot, \cdot, \cdot) \).

In particular, by assumptions made on the vector field and the curvature operator, one has, for any \( i \in \{1, \ldots, k\} \),
\[ ||[\nabla^i, \Delta_V] h|| \leq C \sum_{j=0}^{i} |\nabla^j h|. \]
Therefore, if \( k \geq 2 \) and if \( \alpha \leq \frac{2}{k-1} \), then

\[
\partial_t s - \Delta_V s \leq C \sum_{i=1}^{k} \sum_{j=0}^{i} \frac{(\alpha t)^j}{t} |\nabla^j h|(\alpha t)^{\frac{j-1}{2}} |\nabla^i h|
\]

\[
\leq C(\alpha, k, T) s,
\]

for \( t \in (0, T] \).

Again, if \( k = 1 \), and if \( E = M \times \mathbb{R} \), one has the more precise estimates:

\[
[\nabla, \Delta_V] u = -\text{Ric}(g)(\nabla u) + \nabla V_k \nabla k u,
\]

where \( u \) is a smooth function on \( M^n \). In particular, if \((M^n, g, \nabla f)\) is an expanding gradient Ricci soliton and if \( V = \nabla f \) then,

\[
\partial_t s - \Delta f s = (\alpha - 2 + \alpha t)|\nabla u|^2 - 2(\alpha t)|\nabla^2 u|^2,
\]

where \( s := u^2 + \alpha t |\nabla u|^2 \). Therefore,

\[
\partial_t s - \Delta \nabla f s \leq (\alpha - 2 + \alpha t)|\nabla u|^2
\]

\[
\leq \left( \frac{\alpha - 2}{t} + 1 \right) s,
\]

if \( \alpha = 2 \).

The estimates follow by applying the maximum principle in a similar way we did in the proof of proposition 2.5 together with the fact from the theory of parabolic equations that

\[
\lim_{t \to 0} t^{k/2} \nabla^k h(t, x) = 0 \quad \text{for} \quad x \in M^n \quad \text{and} \quad k \geq 1.
\]

□

2.3.3. The Cauchy problem. The second step consists in solving the Cauchy problem:

**Theorem 2.7** (Lunardi). For any \( h_0 \in C^0(M, E) \), there exists a unique bounded classical solution \( h(t) \) to the Cauchy problem

\[
\begin{cases}
\partial_t h = \Delta_V h & \text{on} \quad M^n \times (0, +\infty),
\\
h(0, x) = h_0(x), & x \in M^n.
\end{cases}
\]

**Sketch of proof of theorem 2.7.** Uniqueness follows as in proposition 2.5.

Indeed, let \( (h(t))_{t \in [0, T]} \) be a smooth bounded solution to the Cauchy problem. Then, by applying the maximum principle to \( h_k(t) - \phi/k \), where \( k \) is a positive integer and where \( h_k(t) \) is the mollified norm of \( h(t) \) defined in the proof of proposition 2.5, one shows that \( \sup_{M \times [0, T]} |h(t)| \leq \sup_M |h_0| \).

Concerning the existence, this is done by approximating the Cauchy problem by standard ones, i.e. with second order differential operators with bounded coefficients. Indeed, let \( k \) be a positive integer, let \( F \) be a smooth exhaustion function on \( M \) such that

\[
F(x) \leq c(r_p(x) + 1), \quad \forall x \in M, \quad |\nabla F| + |\nabla^2 F| \leq c,
\]

for some point \( p \in M \) and some positive constant \( c \). The existence of such function uses only the boundedness of the curvature and is ensured by theorem 3.6 of [Shi97]. In the case of a Ricci expander, the square root of \( v \) would be a perfect candidate as soon as \( f \) is proper.
Now, let \( \psi : \mathbb{R}_+ \to \mathbb{R}_+ \) be a smooth function such that \( \psi(x) = 1 \) if \( 0 \leq x \leq 1 \) and \( \psi(x) = 0 \) if \( x \geq 2 \). Then consider \( \psi_k(x) := \psi(F(x)/k) \) and define a smooth vector field \( V_k \) on \( M \) by \( V_k := \psi_k V \). By construction, the vector field \( V_k \) is bounded on \( M \) and its derivatives are bounded uniformly in \( k \). The sequence \( (V_k)_k \) converges uniformly on compact sets to \( V \) as \( k \) tends to \( +\infty \). Therefore, by the theory of parabolic equations with bounded coefficients, the Cauchy problem

\[
\begin{align*}
\partial_t h_k &= \Delta V_k h_k \quad \text{on} \quad M \times (0, +\infty), \\
h_k(0, x) &= h_0(x), \quad x \in M,
\end{align*}
\]

has a unique classical bounded solution \( (h_k(t))_{t \in (0, +\infty)} \). One can apply the a priori estimates from theorem 2.6 to bound the covariant derivatives of the sequence \( (h_k(t))_k \) independently of \( k \) by invoking the maximum principle with the help of the exhaustion function \( \phi \) and by using the assumptions \( \sup M |\Delta g \phi| + |\nabla V \phi| < +\infty \):

\[
\sup_M |\nabla V_k \phi| \leq \sup_M |\nabla V \phi| < +\infty.
\]

Then, one shows that the sequence \( (h_k(t))_{t \in (0, +\infty)} \) is equicontinuous on compact sets of \([0, +\infty) \times M\) by the same arguments used in [Lun98] in order to solve the initial Cauchy problem.

To sum it up, we are able to define a semigroup of linear operators \( T(t) \) in \( C^0(M, E) \) by

\[
(T(t)h_0)(x) := h(t, x), \quad t \geq 0, \quad x \in M, \quad h_0 \in C^0(M, E),
\]

where \( (h(t))_{t \in (0, +\infty)} \) is the unique solution to the Cauchy problem given by theorem 2.7. By the semigroup law and a priori estimates given by theorem 2.6 applied to \( T = 1 \), one gets

\[
\|T(t)\|_{\mathcal{L}(C^0(M, E), C^k(M, E))} \leq C e^{\omega t}, \quad k \in \{1, 2, 3\},
\]

\[
\|T(t)\|_{\mathcal{L}(C^3(M, E))} \leq C e^{\omega t}, \quad t > 0,
\]

for some real number \( \omega \) and some constant \( C \) time independent. In order to get Schauder estimates, we need to recall several facts about real interpolation on Banach spaces. The notations and the presentation are taken from the notes [Lun09].

If \( Y \subset X \) are two Banach spaces, then one defines the interpolation space \( (X, Y)_{\theta, \infty} \) for \( \theta \in (0, 1) \) by

\[
(X, Y)_{\theta, \infty} := \{ h \in X \mid \|h\|_{\theta, \infty} := \sup_{t \in (0, 1)} t^{-\theta} K(t, h, X, Y) < +\infty \},
\]

where

\[
K(t, h, X, Y) := \inf\{\|a\|_X + t\|b\|_Y \mid h = a + b, \quad (a, b) \in X \times Y\}.
\]

One can check that \( (X, Y)_{\theta, \infty} \) is a Banach space. In fact, we are able to identify this interpolation space with classical Hölder spaces in our setting. We believe that the following proposition is well-known but, in order to keep this paper as self-contained as possible, we provide a proof of it.
Proposition 2.8. Let \((M, g)\) be a complete Riemannian manifold with bounded curvature, bounded covariant derivatives of the curvature operator and positive injectivity radius. Then the following holds.

(1) For \(\theta \in (0, 1)\), and \(k \in \mathbb{N}\),
\[
(C^k(M, E), C^{k+1}(M, E))_{\theta, \infty} = C^{k, \theta}(M, E).
\] (9)

(2) Let \(0 \leq \theta_1 \leq \theta_2 \leq 1, 0 \leq \theta \leq 1\). Then, if \((1 - \theta)\theta_1 + \theta\theta_2\) is not an integer,
\[
(C^{\theta_1}(M, E), C^{\theta_2}(M, E))_{\theta, \infty} = C^{(1-\theta)\theta_1+\theta\theta_2}(M, E),
\]
where \(C^{\theta}(M, E) := C^{[\theta]}, \theta-[\theta](M, E)\).

Proof of proposition 2.8

• We only prove \((C^0(M, E), C^1(M, E))_{\theta, \infty} = C^{0, \theta}(M, E)\).

The proof for an arbitrary nonnegative integer \(k\) is similar.

Concerning the first inclusion, let \(h \in (C^0(M, E), C^1(M, E))_{\theta, \infty}\). Then,
\[
\|h\|_{C^0(M, E), C^1(M, E)} \leq K(1, \lambda, C^0(M, E), C^1(M, E)) \leq \|h\|_{\theta, \infty}.
\]

Moreover, for a decomposition \(h = a + b\), with \(a \in C^0(M, E)\) and \(b \in C^1(M, E)\),
\[
|h(x) - h(y)| \leq |a(x) - a(y)| + |b(x) - b(y)| \leq 2\|a\|_{C^0(M, E)} + \|b\|_{C^1(M, E)}d_g(x,y),
\]
for any \(x, y \in M\). By taking the infimum over such decompositions of \(h\), one gets,
\[
|h(x) - h(y)| \leq 2K(d_g(x,y)/2)h, C^0(M, E), C^1(M, E)) \leq 2^{1-\theta}d_g(x,y)^{\theta}\|h\|_{\theta, \infty}.
\]

To prove the converse inclusion, in the Euclidean case \(M^n = \mathbb{R}^n\), one usually considers the convolution of \(h\) by a compactly supported function. In general, this procedure is meaningful at small scales only. Then, the proof consists in building a suitable partition of unity in order to patch these local convolutions.

More precisely, we will use the following lemma due to Cheeger and Gromov [CG85b]:

Lemma 2.9 (Cheeger-Gromov). Let \((M^n, g)\) be a complete Riemannian manifold with \(\text{Ric}(g) \geq -g\). Fix \(\rho_0 > 0\) and \(\lambda > 1\). Then, for all \(0 < \rho \leq \rho_0\), there is a covering of \(M^n\) by sets \(U_1, ..., U_N\) such that

- Each \(U_i\) is a union of disjoint metric balls of radius \(\rho\), and the distance between the centers of each pair of balls is at least \(2\lambda\rho\).
- \(N \leq N(n, \rho_0, \lambda)\).

The next crucial observation that goes back to Gromov [Gro07] is that one only needs the exponential map (of some point) to be a local diffeomorphism in order to perform a local convolution. This works well in case of bounded curvature. Indeed, by standard comparison estimates [Chap. 6, Pet06], if the sectional curvature \(K_g\) is less than a constant \(K\) then the exponential map of a point \(p\) is non singular on the open ball \(B(0_p, \pi/2\sqrt{K})\), where \(0_p \in T_p M\). From now on, assume (by rescaling the metric) that \(\text{Ric}(g) \geq -g\) and let \(U_1, ..., U_N\) be a covering of \(M^n\) given by 2.9 with
\[ \rho \leq \rho_0 \text{ positive small enough so that the exponential maps of the centers } (x_i)_i \text{ of the balls of the covering } (U_j)_{1 \leq j \leq N} \text{ are non singular.} \]

By lemma 5.3 in [CGS0a], we can regularize the distance functions to the points \((x_i)_i\) by a convolution defined on \(B(x_i, \rho_0)\) by

\[
 f_{i, \delta}(x) := \frac{1}{\delta^n} \int_{T_x M} d_g(x_i, \exp_x(v)) \chi\left(\frac{|v|}{\delta}\right) d\mu(v),
\]

where \(d\mu\) is the Lebesgue measure induced on \(T_x M\) by the metric \(g\), where \(\chi\) is a nonnegative smooth cut-off function of unit mass, i.e. \(\int_{\mathbb{R}^n} \chi = 1\) and where \(\delta\) is a positive parameter small enough to be defined later. One can show that

\[ |f_{i, \delta}(\cdot) - d_g(x_i, \cdot)| \leq C \delta, \quad |\nabla f_{i, \delta}| \leq c(n, k_0) \delta^{1-l}, \]

for \(l \geq 1\), where \(k_0\) is a bound on the curvature and its covariant derivatives up to a certain order depending on \(l\) and \(C\) is a positive constant independent of \(\delta\). Choose \(\delta\) proportional to \(\rho\) such that

\[ \{f_{i, \delta} \leq \rho\} \subset B_g(x_i, 2\rho). \]

Let \(\psi : \mathbb{R}_+ \to \mathbb{R}_+\) be a smooth function such that \(\psi \equiv 1\) on \([0, 1]\) and \(\psi \equiv 0\) on \([2, +\infty)\). Then define

\[
 \tilde{\phi}_{i, \rho}(x) := \psi\left(\frac{2 f_{i, \delta}(x)}{\rho}\right),
\]

so that \(\text{supp} \tilde{\phi}_{i, \rho} \subset B_g(x_i, 2\rho)\). By construction, the sum \(\sum_i \tilde{\phi}_{i, \rho}\) is well-defined, and \(\sum_i \tilde{\phi}_{i, \rho} \geq 1\).

We get a partition of unity \((\phi_{i, \rho})_i\) for the covering \((B_g(x_i, 2\rho))_i\) with \(\lambda = 3\) as in lemma 2.9 by considering

\[ \phi_{i, \rho} := \frac{\tilde{\phi}_{i, \rho}}{\sum_i \phi_{i, \rho}}. \]

We are now in a position to prove the converse inclusion. The proof mimics the proof in the Euclidean case (e.g. [Lmn09]). Define, for \(\rho \leq \rho_0\), and \(h \in C^\theta(M, E)\),

\[ b_p := \sum_i \phi_{i, \rho} h(x_i), \quad a_p := h - b_p. \]

By construction, one checks that

\[
|a_p(x)| \leq \sum_i \phi_{i, \rho}(x)|h(x_i) - h(x)| \leq \sum_i \phi_{i, \rho}(x) d_g(x_i, x) \|h\|_{C^\theta(M, E)} \leq (2\rho)^\theta \|h\|_{C^\theta(M, E)},
\]

\[
|b_p|_{C^\theta(M, E)} \leq \|h\|_{C^\theta(M, E)} \leq \|h\|_{C^\theta(M, E)} \leq C \rho^{\theta-1} \|h\|_{C^\theta(M, E)}.
\]
where \( C = C(N) \) with \( N \) as in lemma 2.9. Therefore,

\[
\rho^{-\vartheta} K(\rho, h, C^0(M, E), C^1(M, E)) \leq \rho^{-\vartheta}(\|a_{\rho}\|_{C^0(M, E)} + \rho\|b_{\rho}\|_{C^1(M, E)}) \\
\leq C\|h\|_{C^0(M, E)},
\]

i.e. \( h \in (C^0(M, E), C^1(M, E))_{\theta, \infty} \).

Again, we only prove \((C^0(M, E), C^2(M, E))_{\theta, \infty} = C^{2\theta}(M, E)\), if \( 2\theta < 1 \). The other cases can be proved similarly. The main ingredient of the proof is the Reiteration theorem (e.g. [Lun09]).

We need to recall two definitions first.

Let \( X, Y, E \) be Banach spaces such that \( Y \subset E \subset X \). Let \( \theta \in [0, 1] \).

- a Banach space \( E \) belongs to the class \( J_\theta(X, Y) \) if there exists a positive constant \( c \) such that \( \|y\|_E \leq c\|y\|_{X}^{1-\theta}\|y\|_Y^\theta \), for any \( y \in Y \).

- a Banach space \( E \) belongs to the class \( K_\theta(X, Y) \) if there exists a positive constant \( c \) such that \( t^{-\theta}K(t, x, X, Y) \leq c\|x\|_E \), for any \( x \in E \) and \( t \in (0, 1) \).

**Claim 1.** \( C^1(M, E) \in J_{1/2}(C^0(M, E), C^2(M, E)) \cap K_{1/2}(C^0(M, E), C^2(M, E)) \).

**Proof of claim** [7] The proof of \( C^1(M, E) \in J_{1/2}(C^0(M, E), C^2(M, E)) \) is standard. We reproduce it for the convenience of the reader. It is adapted from [Lun09]. It suffices to prove it for functions on \( M \). Let \( T \) be a function on \( M \) belonging to \( C^2(M, \mathbb{R}) := C^2(M, E) \) where \( E = M \times \mathbb{R} \). Let \( x \in M, v \in T_x M \) a vector of unit length and \( \gamma \) be a geodesic such that \( \gamma(0) = x \) and \( \gamma'(0) = v \). Then, for any positive \( t \),

\[
|T(\gamma(t)) - T(x) - \nabla T(x), v > | \leq \frac{1}{2} |\nabla^2 T|_{C^0(M, \mathbb{R})} t^2.
\]

Hence,

\[
| \langle \nabla T(x), v \rangle | \leq \frac{1}{2} \|T\|_{C^2(M, \mathbb{R})} t + \frac{2\|T\|_{C^0(M, \mathbb{R})}}{t},
\]

for any positive \( t \). By minimizing the right hand side of the previous inequality on \( t \), one gets

\[
| \langle \nabla T(x), v \rangle | \leq C\|T\|_{C^2(M, \mathbb{R})}^{1/2}\|T\|_{C^0(M, \mathbb{R})}^{1/2}.
\]

Let us prove \( C^1(M, E) \in K_{1/2}(C^0(M, E), C^2(M, E)) \). With the same notations as before, consider the decomposition : \( h = a_{\rho} + b_{\rho} \). Then, by construction of the partition of unity, one checks that

\[
\|a_{\rho}\|_{C^0(M, E)} \leq (2\rho)\|h\|_{C^1(M, E)},
\|b_{\rho}\|_{C^1(M, E)} \leq C\|h\|_{C^1(M, E)},
\|\nabla^2 b_{\rho}\|_{C^0(M, E)} \leq C\rho^{-1}\|h\|_{C^1(M, E)},
\]
Corollary 2.10. With the previous notations, 

\[ \rho^{-1/2} K(\rho, h, C^0(M, E), C^2(M, E)) \leq \rho^{-1/2} \left( \| a_{\rho^{1/2}} \|_{C^0(M, E)} + \rho \| b_{\rho^{1/2}} \|_{C^2(M, E)} \right) \leq C \| h \|_{C^1(M, E)}. \]

Now, if \( 2\theta < 1 \), by applying the Reiteration theorem to \( E_1 := C^0(M, E) \in J_0(C^0(M, E), C^2(M, E)) \cap K_0(C^0(M, E), C^2(M, E)) \) and to \( E_2 := C^1(M, E) \), we get

\[ (E_1, E_2)_{2\theta, \infty} = (C^0(M, E), C^2(M, E))_{(1-2\theta) \times 0 + 2\theta \times 1/2, \infty}, \]

that is,

\[ (C^0(M, E), C^2(M, E))_{\theta, \infty} = C^{2\theta}(M, E), \]

by the previous results.

Therefore, by the interpolation theorem and proposition 2.8, we get the

**Corollary 2.10.** With the previous notations,

\[ \| T(t) \|_{L^p(C^0(M, E), C^0(M, E))} \leq \frac{Ce^{\omega t}}{t^{1/2}}, \quad 0 \leq \theta \leq \alpha \leq 3, \]

where \( C \) is a time independent positive constant (depending on \( \theta \) and \( \alpha \)).

2.3.4. End of the proof of theorem 2.2. As noticed in [Lun98], the semigroup \( T(t) \) is not necessarily strongly continuous on \( C^0(M, E) \). Nevertheless, one can manage to make sense of a realization of the operator \( \Delta_V \) in \( C^0(M, E) \). Indeed, for any \( \lambda > 0 \), consider the operator

\[ (R(\lambda)h)(x) := \int_0^{\infty} e^{-\lambda t} (T(t)h)(x) dt, \quad x \in M. \]

This is well-defined since \( \| T(t)h \|_{C^0(M, E)} \leq \| h \|_{C^0(M, E)} \) for any positive time \( t \). Moreover,

\[ \| R(\lambda) \|_{L^p(C^0(M, E))} \leq \frac{1}{\lambda}. \]

Since \( (T(t))_t \) is a semigroup, \( R(\cdot) \) satisfies the first resolvent identity, i.e. for any positive \( \lambda, \mu, R(\lambda) - R(\mu) = (\mu - \lambda) R(\lambda) \circ R(\mu) \). Finally, as \( R(\lambda)(h)(x) \) is the Laplace transform of the tensor \( t \to T(t)(h)(x) \), \( R(\lambda) \) is injective. Therefore, there exists a closed operator

\[ A : D(A) \to C^0(M, E), \quad D(A) = \text{Range}(R(\lambda)), \quad \lambda > 0, \]

such that \( R(\lambda) \) is the resolvent of \( A \), i.e. \( R(\lambda) = R(\lambda, A) \). As in proposition 4.1 of [Lun98], one identifies \( D(A) \):

**Proposition 2.11** (Lunardi).

\[ D(A) = \{ h \in \cap_{p \geq 1} W^{2,p}_{\text{loc}}(M, E) \cap C^0(M, E) : \Delta_V h \in C^0(M, E) \} =: D^2_V(M, E), \]

\[ Ah = \Delta_V h, \quad \forall h \in D(A). \]

Moreover, for any \( \theta / 2 \in (0, 2) \), there is some positive constant \( C \) such that

\[ \| h \|_{C^0(M, E)} \leq C \| h \|_{C^0(M, E)}^{1-\theta/2} \| h \|_{D(A)}^{\theta/2}, \quad \forall h \in D(A), \]

where \( \| h \|_{D(A)} := \| h \|_{C^0(M, E)} + \| Ah \|_{C^0(M, E)} \).
We are now in a position to finish the proof of theorem 2.2. Let $H \in C^\theta(M,E)$ and $\lambda > 0$. Then,

$$h(x) := \int_0^\infty e^{-\lambda t}(T(t)H)(x)dt, \quad x \in M,$$

is well-defined, $h \in D(A)$ and satisfies $\lambda h - \Delta_V h = H$. It remains to show that $h \in C^{2,\theta}(M,E)$.

First, $h \in C^\theta(M,E)$ by proposition 2.11 since for any $h \in D(A)$,

$$\|h\|_{C^\theta(M,E)} \leq C\|h\|_{C^0(M,E)}^{1-\theta/2}\|h\|_{D(A)}^{\theta/2},$$

$$\leq \frac{C}{\lambda^{1-\theta/2}}\|H\|_{C^\theta(M,E)}.$$

Now, if $\omega \in \mathbb{R}$ is as in corollary 2.10 let $\eta > \omega$. Then $h$ satisfies $\eta h - \Delta_V h = H + (\eta - \lambda)h =: \tilde{H}$, with

$$\|\tilde{H}\|_{C^\theta(M,E)} \leq \left(1 + \frac{C|\eta - \lambda|}{\lambda^{1-\theta/2}}\right)\|H\|_{C^\theta(M,E)}.$$  

As $\eta > \omega \geq 0$, one can represent $h$ in terms of $\tilde{H}$ as well:

$$h(x) = \int_0^\infty e^{-\eta t}(T(t)\tilde{H})(x)dt.$$  

According to proposition 2.8 it suffices to prove that $h \in (C^\alpha(M,E), C^{2,\alpha}(M,E))_{1-(\alpha-\theta)/2,\infty}$ for any $\alpha \in (\theta, 1)$. As in [Lun98], one considers the following decomposition of $h$,

$$h = a_\rho + b_\rho, \quad a_\rho(x) := \int_0^\rho e^{-\eta t}(T(t)\tilde{H})(x)dt, \quad x \in M, \quad \rho > 0.$$  

Again, by corollary 2.10 one estimates

$$\|a_\rho\|_{C^\alpha(M,E)} \leq C\rho^{1-(\alpha-\theta)/2}\|\tilde{H}\|_{C^\theta(M,E)},$$

$$\|b_\rho\|_{C^{2,\alpha}(M,E)} \leq C\rho^{-(\alpha-\theta)/2}\|\tilde{H}\|_{C^\theta(M,E)}.$$  

Hence, $h \in C^{2,\theta}(M,E)$ and $\|h\|_{C^{2,\theta}(M,E)} \leq C\|H\|_{C^{\alpha,\theta}(M,E)}$ with $C$ independent of $h$.

2.4. Solutions in $D^{2+k,\theta}_{\nabla f}(M,E)$. We now study the realization of the weighted laplacian in function spaces with higher regularity. We begin with a uniqueness statement about subolutions of weighted elliptic equations with controlled growth at infinity:

**Proposition 2.12.** Let $(M^n, g, \nabla f)$ be an expanding gradient Ricci soliton such that $f$ is proper. Let $u : M^n \to \mathbb{R}$ be a $C^2_{\text{loc}}$ function such that

$$\Delta_{v-\gamma \ln v}u - \alpha u \geq 0, \quad u = O(v^\beta),$$

where $\alpha, \beta$ are real numbers such that $\min\{1, \alpha\} > \beta(\geq 0)$ and where $\gamma$ is any real number. Then, $\sup_{M^n} u \leq 0$.

**Proof.** Let $k$ be a positive integer and let $\epsilon$ be a positive number such that $\beta + \epsilon < \min\{1, \alpha\}$. Then,

$$\Delta_{v-\gamma \ln v} \left(u - \frac{v^{\beta+\epsilon}}{k}\right) \geq \alpha u - \frac{v^{\beta+\epsilon}}{k} - \frac{C(\beta, \epsilon, \gamma)}{k} |\nabla \ln v|^2 v^{\beta+\epsilon}$$  

$$\geq \alpha \left(u - \frac{v^{\beta+\epsilon}}{k}\right) - \frac{C(\beta, \epsilon, \gamma)}{k} |\nabla \ln v|^2 v^{\beta+\epsilon}.\quad (10)$$

$$\geq \alpha \left(u - \frac{v^{\beta+\epsilon}}{k}\right) - \frac{C(\beta, \epsilon, \gamma)}{k} |\nabla \ln v|^2 v^{\beta+\epsilon}.\quad (11)$$
On the other hand, by the very choice of $\epsilon$ and as $f$, hence $v$, is proper,

$$\limsup_{+\infty} \left( u - \frac{v^{\beta+\epsilon}}{k} \right) = -\infty,$$

for any positive integer $k$. Let $x_k \in M$ be a point such that

$$\sup_M \left( u - \frac{v^{\beta+\epsilon}}{k} \right) = \left( u - \frac{v^{\beta+\epsilon}}{k} \right) (x_k).$$

Then, according to the maximum principle applied to $\left( u - \frac{v^{\beta+\epsilon}}{k} \right)$, inequality (11) gives

$$\alpha \left( u - \frac{v^{\beta+\epsilon}}{k} \right) (x_k) \leq \frac{C(\beta, \epsilon, \gamma)}{\alpha k} |\nabla \ln v|^2 v^{\beta+\epsilon} (x_k).$$

Now, $|\nabla \ln v|^2 \leq v^{-1}$, therefore, as $\beta + \epsilon \leq 1$,

$$\sup_M \left( u - \frac{v^{\beta+\epsilon}}{k} \right) = \left( u - \frac{v^{\beta+\epsilon}}{k} \right) (x_k) \leq \frac{C(\beta, \epsilon, \gamma)}{\alpha k},$$

which means that if $k$ tends to zero, $\sup_M u \leq 0$.

□

As a straightforward application of proposition 2.12 we get

**Corollary 2.13.** Let $(M^n, g, \nabla f)$ be an expanding gradient Ricci soliton such that $f$ is proper. Let $T$ be a tensor such that $T \in \cap_{p \geq 1} W^2_{\text{loc}}(M,E)$ and such that

$$\Delta v - \gamma \ln v T - \alpha T = 0, \quad T = O(v^\beta),$$

where $\alpha, \beta$ are real numbers such that $\min\{1, \alpha\} > \beta (\geq 0)$ and where $\gamma$ is any real number. Then, $T \equiv 0$.

We are now in a position to state the main result of this section :

**Theorem 2.14.** Let $(M^n, g, \nabla f)$ be an asymptotically conical expanding gradient Ricci soliton. Let $H \in C^k_{\text{con}}(M,E)$, $k \geq 1$, then there exists a unique $h \in D^{k+2,\theta}_{\nabla f}(M,E)$ such that

$$\Delta v - 2\alpha \ln v h - \alpha h = H, \quad \alpha \in (1/2, +\infty), \quad \theta \in [0, 1).$$

Moreover, the following holds.

- There exists a positive constant $C$ (independent of $H$) such that
  $$\|h\|_{D^{k+2,\theta}_{\nabla f}(M,E)} \leq C\|H\|_{C^{k,\theta}_{\text{con}}(M,E)},$$
  i.e. the operator
  $$\Delta v - 2\alpha \ln v - \alpha : D^{k+2,\theta}_{\nabla f}(M,E) \to C^{k,\theta}_{\text{con}}(M,E),$$
  is an isomorphism of Banach spaces.
- For $\theta \in (0, 1)$, the space
  $$C^{k+1,\theta}_{\text{loc}}(M,E) := \left\{ h \in C^{k+1,\theta}_{\text{loc}}(M,E) \mid v^{i/2} \nabla^i h \in C^{1,\theta}(M,E), \quad \forall i = 0, \ldots, k \right\}$$
  embeds continuously in $D^{k+2}_{\nabla f}(M,E)$.
• There exists a positive constant \( C \) such that, for \( \theta \in (0, 1) \),
\[
\|h\|_{\mathcal{C}^{2,\theta}(M,E)} \leq C\|H\|_{\mathcal{C}^{k,\theta}(M,E)},
\]
where,
\[
\mathcal{C}^{2,\theta}(M,E) := \left\{ h \in C^{2,\theta}_{\text{loc}}(M,E) \mid v^{i/2}\nabla^i h \in C^{2,\theta}(M,E), \; \forall i = 0, \ldots, k \right\}
\]

\textbf{Proof.} Uniqueness comes from theorem \([2.3]\). We will prove theorem \([2.14]\) by induction on \( k \).
We can start the induction with the case \( k = 2 \): this is exactly the content of theorem \([2.3]\) without any restriction on \( \alpha \).

Let \( k \) be a positive integer and let \( H \in \mathcal{C}^{k,\theta}(M,E) \). In particular, \( H \in \mathcal{C}^{k-1,\theta}(M,E) \) and there exists a solution \( h \in D^{k-1,\theta}_{\mathcal{C}^f}(M,E) \) such that \( \Delta v - 2\alpha \ln v \cdot h - \alpha h = H \).
Moreover, there exists a positive constant \( C \) such that
\[
\|h\|_{D^{k-1,\theta}_{\mathcal{C}^f}(M,E)} \leq C\|H\|_{\mathcal{C}^{k-1,\theta}(M,E)}, \tag{12}
\]
\[
\|h\|_{\mathcal{C}^{k-1,\theta}(M,E)} \leq C\|H\|_{\mathcal{C}^{k-1,\theta}(M,E)}, \tag{13}
\]
In particular, we get
\[
\|v^{(k-1)/2}\nabla^{k-1} h\|_{\mathcal{C}^{1,\theta}(M,E)} \leq C\|H\|_{\mathcal{C}^{k-1,\theta}(M,E)}. \tag{14}
\]

We claim that \( h \in D^{k+2,\theta}_{\mathcal{C}^f}(M,E) \).

First of all, as \( H \in \mathcal{C}^{k,\theta}_{\text{loc}}(M,E) \), \( h \in \mathcal{C}^{k+2,\theta}_{\text{loc}}(M,E) \) by elliptic regularity. We now consider \( h_i := v^{i/2}\nabla^i \) for \( i = 0, \ldots, k \).

We compute the evolution of \( h_k \) as follows:
\[
\Delta v -(2\alpha+k) \ln v \cdot h_k - \alpha h_k = (\text{Rm}(g) + |\nabla \ln v|^2) \cdot h_k + H_k + \sum_{i=0}^{k-1} v^{i/2} \nabla^{k-1} \text{Rm}(g) \cdot h_i,
\]
where \( H_k := v^{k/2} \nabla^k \). Now, thanks to estimates \([12]\) and \([14]\) together with the fact that \((M^n,g,\nabla f)\) is asymptotically conical, the right-hand side of the previous equation can be bounded by
\[
\|\text{Rm}(g) + |\nabla \ln v|^2 \cdot h_k\|_{\mathcal{C}^{0,\theta}(M,E)} + \|H_k + \sum_{i=0}^{k-1} v^{i/2} \nabla^{k-1} \text{Rm}(g) \cdot h_i\|_{\mathcal{C}^{0,\theta}(M,E)} \leq C\|H\|_{\mathcal{C}^{k,\theta}(M,E)}.
\]

Therefore, by theorem \([2.3]\) there exists a solution \( \tilde{h}_k \in D^{2,\theta}_{\mathcal{C}^f}(M,E) \) to
\[
\Delta v -(2\alpha+k) \ln \tilde{v} \cdot \tilde{h}_k - \alpha \tilde{h}_k = (\text{Rm}(g) + |\nabla \ln v|^2) \cdot h_k + H_k + \sum_{i=0}^{k-1} v^{i/2} \nabla^{k-1} \text{Rm}(g) \cdot h_i,
\]
\[
\|\tilde{h}_k\|_{\mathcal{C}^{2,\theta}(M,E)} \leq C\|H\|_{\mathcal{C}^{k,\theta}(M,E)}, \quad \text{if } \theta \in (0,1).
\]

On the other hand, the difference \( T := h_k - \tilde{h}_k \) satisfies
\[
T \in \cap_{p \geq 1} W^{2,p}_{\text{loc}}(M,E) ; \quad \Delta v -(2\alpha+k) \ln \cdot T - \alpha T = 0 ; \quad T = O(v^{1/2}).
\]
Corollary 2.13 ensures that $T \equiv 0$ since $1/2 < \min\{\alpha, 1\}$. In particular, if $\theta \in (0, 1)$, $h_k \in D_{\nabla f}(M, E)$ and

$$\|h_k\|_{C^{2, \theta}(M, E)} \leq C\|H\|_{C^{\alpha, \theta}_{\text{con}}(M, E)}.$$ 

□

Here is a straightforward application of theorem 2.14:

Corollary 2.15. Let $(M^n, g, \nabla f)$ be an asymptotically conical expanding gradient Ricci soliton.

Then, for any $\alpha \in (1/2, +\infty)$ and any $\theta \in [0, 1)$,

$$\Delta f : D^{k+2, \theta}_{\nabla f}(M, S^2T^*M) \to C^{k, \theta}_{\text{con}, f}(M, S^2T^*M),$$

is an isomorphism.

We state the analogue of corollary 2.4 with higher regularity.

Corollary 2.16. Let $(M^n, g, \nabla f)$ be an asymptotically conical expanding gradient Ricci soliton with positive curvature operator.

Then, for any $\alpha \in (1/2, +\infty)$ and any $\theta \in [0, 1)$,

$$L_0 : D^{k+2, \theta}_{\nabla f}(M, S^2T^*M) \to C^{k, \theta}_{\text{con}, f}(M, S^2T^*M),$$

is an isomorphism.

Remark 2.17. We stated theorem 2.14 and corollaries 2.15 and 2.16 in the setting of asymptotically conical expanders. An inspection of the proof shows actually that one only needs the finiteness of the invariants $(A^i_g(Rm(g)))_{0 \leq i \leq k+1}$, where $k$ is a positive integer, introduced in [Der14a]. Recall that:

$$A^i_g(Rm(g)) := \limsup_{r \to +\infty} r^{2+i} |\nabla^i Rm(g)|.$$

These invariants quantify the regularity of the convergence of the expander to its asymptotic cone as shown in [Der14a].

2.5. Deformations of expanders : the Banach version. Let $(M^n, g_0, \nabla^0 f_0)$ be a fixed expanding gradient Ricci soliton asymptotical to $(C(X), dr^2 + r^2\gamma_0, r\partial_r/2)$. Denote by $M_s := \{f = s\}$ the level set of the potential function. Let $\phi$ be the following diffeomorphism introduced in [Der14a]:

$$\phi : (t_0, +\infty) \times M_{t_0/4}^2 = : (t_0, +\infty) \times X \quad \to \quad M_{t_0/4},$$

$$(t, x) \quad \to \quad \phi_{t_0}(x),$$

for $t_0$ large enough, where $(\phi_t)_t$ is the Morse flow associated to the potential function $f$, i.e.

$$\partial_t \phi_t = \frac{\nabla f}{|\nabla f|^2}.$$

Let $\theta \in (0, 1)$. Define $\mathfrak{Ret}^{k, \theta}(X)$ to be the convex cone of metrics on $X$ in $C^{k, \theta}(X, S^2T^*X)$ and let $B^{k, \theta}(\gamma_0)$ be the open unit ball centered at $\gamma_0$ in $C^{k, \theta}(X, S^2T^*X)$. Next, we define
a first approximation as in Lee [Lee06] (and other related works on Einstein conformally compact manifolds previously mentioned)

\[ B^{k,\theta}(\gamma_0) \subset \mathcal{M}^{k,\theta}(X) \xrightarrow{T} \mathcal{M}^{k,\theta}(M) \cap \{g_0 + C_{con}^{k,\theta}(M, S^2T^*M)\} \]

where \( \psi \) is a smooth function on \( M \) such that \( \psi \equiv 1 \) on \( M \setminus \{ f \leq 2(t_0^2/4) \} \) and zero on \( \{ f \leq t_0^2/4 \} \). \( T \) is an affine map hence smooth and by its very definition, \((M^n, T(\gamma), p)\) is asymptotically conical to \((C(X), dr^2 + r^2\gamma, o)\). Moreover, \( T(\gamma_0) = g_0 \).

Define the quadratic map

\[ Q(g_2, g_1) := -2\text{Ric}(g_2) - g_2 + \mathcal{L}_{\nabla g_2 f_0}(g_2) + \mathcal{L}_{(g_2, g_1, f_0)}(g_2), \quad (15) \]

\[ V(g_2, g_1, f_0) := \text{div}_{g_2, f_0}(g_2 - g_1) - \frac{\nabla^0 g_2 \text{tr}_{g_2}(g_2 - g_1)}{2}, \quad (16) \]

\[ = \text{div}_{g_0}(g_2 - g_1) + \nabla^0_{\nabla^0 g_0 f_0}(g_2 - g_1) - \frac{\nabla^0 g_2 \text{tr}_{g_2}(g_2 - g_1)}{2}. \quad (17) \]

**Theorem 2.18.** Let \((M^n, g_0, \nabla^{g_0} f_0)\) be an asymptotically conical expanding gradient Ricci soliton with positive curvature operator.

Then, for any \( \alpha \in (1/2, 1] \), and any nonnegative integer \( k \), the map

\[ B^{k+2,\theta}(\gamma_0) \times (U(0) \subset D^{k+2,\theta}_{f_0, \nabla f}(M, S^2T^*M)) \xrightarrow{\Phi_\alpha} B^{k+2,\theta}(\gamma_0) \times C_{con,f_\alpha}^{k,\theta}(M, S^2T^*M) \]

\[ (\gamma, h) \mapsto (\gamma, Q(T(\gamma) + h, T(\gamma))) \]

is well-defined provided \( U(0) \) is a neighborhood of 0 sufficiently small in \( D^{k+2,\theta}_{f_0, \nabla f}(M, S^2T^*M) \). Moreover, \( \Phi_\alpha \) is a local diffeomorphism at \((\gamma_0, 0)\).

In particular, if \( k \geq 1 \), for any deformation \( \gamma \in \mathcal{M}^{k+2,\theta}(X) \) close enough to \( \gamma_0 \), there exists an expanding Ricci soliton with positive curvature operator whose asymptotic cone is \((C(X), dr^2 + r^2\gamma, o)\).

**Remark 2.19.**

- As noticed in remark 2.17, theorem 2.18 could have been stated with much less regularity at infinity: we only need the finiteness of a finite number of invariants \( \Lambda^R_1(\text{Rm}(g)) \) to perform the analysis.

- The reason why we need \( k \geq 1 \) to ensure that the curvature of the implicit expander is positive comes from the radial curvature of an expanding gradient Ricci soliton given in term of the divergence of the curvature operator.

- By choosing \( \gamma_1 \) close enough to \( \gamma_0 \) in \( C^{k,\theta}(X, S^2T^*X) \) but not in \( C^{k+1,\theta}(X, S^2T^*X) \), this proves the existence of Ricci expanders that are NOT smoothly asymptotic to their asymptotic cone. In particular, this shows that the finiteness of some of the asymptotic curvature ratios \( \Lambda^R_1(\text{Rm}(g)) \) does not imply the finiteness of all of them, i.e. there are no Shi’s estimates for the rescaled curvature in general (unless the solution is ancient).
In the course of the proof of theorem 2.18 we prove more by establishing some tame estimates for the map $\Phi_\alpha$ that will be useful for section 3.

Before giving the proof of theorem 2.18 we actually need two technical lemmata:

**Lemma 2.20.** Let $(M,g)$ be a Riemannian manifold, let $f$ be a smooth function and let $h$ be a symmetric 2-tensor such that $g+h$ is metric. Then, for $s \in [0,1]$,

\[
D_{g+sh}(-2 \text{Ric})(h) = \Delta_{g+sh} h + 2 \text{Rm}(g+sh) h - \text{Sym}(\text{Ric}(g+sh) \otimes h) \tag{18}
\]

\[
D^2_{g+sh}(-2 \text{Ric})(h,h) = (g+sh)^{-2} \ast \nabla g^{+sh} \text{Ric}(g+sh) h + (g+sh)^{-2} \ast (\nabla g^{+sh} h)^2. \tag{19}
\]

\[
Q(g+sh) = Q(g,g) + \Delta_{g,f} h + 2 \text{Rm}(g) h + \frac{1}{2} \text{Sym}(Q(g,g) \otimes h) \tag{20}
\]

\[
+ L_{\text{div}_{h-\nabla g f} h/2} + L_{h^{\ast 2} \nabla g f}(g+h), \tag{21}
\]

\[
+ \int_0^1 (1-s)D^2_{g+sh}(-2 \text{Ric})(h,h)ds, \tag{22}
\]

where $(2 \text{Rm}(g) h)_{ij} := 2 \text{Rm}(g)_{ijkl} h_{kl}$. Moreover, if $(M^n,g,\nabla f)$ is an expanding gradient Ricci soliton,

\[
Q(g+h,g+h) = \Delta_{g,f} h + 2 \text{Rm}(g) h - L_{\text{div}_{h-\nabla g f} h/2} (g)
\]

\[
+ \int_0^1 (1-s)D^2_{g+sh}(-2 \text{Ric})(h,h)ds + L_{h^{\ast 2} \nabla g f}(g+h), \tag{23}
\]

Proof. The first and second variation of the Ricci curvature are standard and can be found in [Chap.2, CLN06].

Concerning the variation of $Q$:

\[
Q(g+h,g) = -2 \text{Ric}(g+h) - (g+h) + L_{\nabla h^{+f} f}(g+h) + L_{\text{div}_{h-\nabla g f} h/2} (g+h)
\]

\[
= -2 \text{Ric}(g) - g + L_{\nabla h^{+f} f}(g) + (-2D_g \text{Ric}(h)) - h
\]

\[
+ L_{\nabla h^{+f} f}(h) + L_{\text{div}_{h-\nabla g f} h/2} (g)
\]

\[
+ \int_0^1 (1-s)(-2D^2_{g+sh} \text{Ric}(h,h)ds + L_{\text{div}_{h-\nabla g f} h/2} (h)
\]

\[
+ L_{h^{\ast 2} \nabla g f}(g+h),
\]

since $\nabla h^{+f} f - \nabla h f + h(\nabla h f) = h^{\ast 2} \ast \nabla h f$.

Now, using the first variation of the Ricci curvature,

\[
Q(g+h,g) = Q(g,g) + \Delta_{g,f} h + 2 \text{Rm}(g) h - \text{Sym} \left( \left( \text{Ric}(g) + \frac{g}{2} \right) \otimes h \right)
\]

\[
+ \frac{1}{2} \text{Sym}(L_{\nabla h f}(g) \otimes h) + \int_0^1 (1-s)(-2D^2_g \text{Ric}(h,h)ds
\]

\[
+ L_{\text{div}_{h-\nabla g f} h/2} (h) + L_{h^{\ast 2} \nabla g f}(g+h).
\]
since \(\mathcal{L}_{\nabla g}f(h) = \nabla^g_{\nabla g}h + \frac{1}{2} \text{Sym}(\mathcal{L}_{\nabla g}f(g) \otimes h)\). That is, by using the definition of \(Q(g,g)\),

\[
Q(g + h, g) = Q(g, g) + \Delta_g f(h) + 2 \text{Rm}(g) \ast h + \frac{1}{2} \text{Sym}(Q(g, g) \otimes h)
\]

\[
+ \int_0^1 (1 - s) D^2_{g + sh}(-2 \text{Ric})(h, h) ds + \mathcal{L}_{\nabla g} h - \nabla g \text{tr}_g h/2(h)
\]

\[
+ \mathcal{L}_{h^2 g - \nabla g} (g + h).
\]

If \((M^n, g, \nabla g f)\) is an expanding gradient Ricci soliton,

\[
Q(g + h, g + h) = -2 \text{Ric}(g + h) - (g + h) + \mathcal{L}_{\nabla g + h} f(g + h)
\]

\[
= -2 \text{Ric}(g) - g + \mathcal{L}_{\nabla g} f(g)
\]

\[
+ \Delta_g h + 2 \text{Rm}(g) \ast h - \text{Sym}(\text{Ric}(g) \otimes h) - h + \mathcal{L}_{\nabla g} f(h)
\]

\[
- \mathcal{L}_{\nabla g} h - \nabla g \text{tr}_g h/2(g) + \int_0^1 (1 - s)(-2 D^2_{g + sh} \text{Ric})(h, h) ds
\]

\[
+ \mathcal{L}_{\nabla g + h} f - \nabla g f (g + h)
\]

\[
= \Delta_g f h + 2 \text{Rm}(g) \ast h - \mathcal{L}_{\nabla g} h - \nabla g \text{tr}_g h/2(g)
\]

\[
+ \int_0^1 (1 - s)(-2 D^2_{g + sh} \text{Ric})(h, h) ds + \mathcal{L}_{\nabla g + h} f - \nabla g f (g + h).
\]

\[\square\]

**Lemma 2.21.** With the above notations,

\[
Q(T(\gamma), T(\gamma)) = \nabla^{g_0} h(\gamma) + (\text{Rm}(g_0) + f_0^{-1}) \ast h(\gamma)
\]

\[
+ \int_0^1 (1 - s)(-2 D^2_{g_0 + s h(\gamma)} \text{Ric})(h(\gamma), h(\gamma)) ds,
\]

outside a compact set, where \(h(\gamma) := T(\gamma) - T(\gamma_0)\).

**Proof.** Using lemma 2.20 and defining \(h(\gamma) := T(\gamma) - T(\gamma_0)\),

\[
Q(T(\gamma), T(\gamma)) = Q(g_0 + h(\gamma), g_0 + h(\gamma))
\]

\[
= \Delta_{g_0, f_0} h(\gamma) + 2 \text{Rm}(g_0) \ast h(\gamma) - \mathcal{L}_{\nabla g_0} h(\gamma) - \nabla g_0 \text{tr}_g h(\gamma)/2(g_0)
\]

\[
+ \mathcal{L}_{\nabla g} f_0 - \nabla g f_0 (g_0 + h(\gamma)) + \int_0^1 (1 - s)(-2 D^2_{g_0 + sh(\gamma)} \text{Ric})(h(\gamma), h(\gamma)) ds
\]

\[
= \nabla^{g_0} h(\gamma) + \nabla^{g_0} f_0 h(\gamma) + \text{Rm}(g_0) \ast h(\gamma)
\]

\[
+ \mathcal{L}_{\nabla g} f_0 - \nabla g f_0 (g_0 + h(\gamma)) + \int_0^1 (1 - s)(-2 D^2_{g_0 + sh(\gamma)} \text{Ric})(h(\gamma), h(\gamma)) ds.
\]

Now, using the soliton identities, outside a compact set,

\[
\nabla^{g_0}_{\nabla g_0} f_0 h(\gamma) = \mathcal{L}_{\nabla g_0} f_0 (h(\gamma)) - \frac{1}{2} \text{Sym}(\mathcal{L}_{\nabla g_0} f_0 (g_0) \otimes h(\gamma))
\]

\[
= 4 |\nabla^{g_0} f_0|^2 \phi_*(\gamma - \gamma_0) + (4 f_0) \mathcal{L}_{\nabla g_0} f_0 (\phi_*(\gamma - \gamma_0))
\]

\[
- h(\gamma) - \text{Sym}(\text{Ric}(g_0) \otimes h(\gamma))
\]

\[
= \frac{\mu(g_0) - R_{g_0}}{f_0} h(\gamma) - \text{Sym}(\text{Ric}(g_0) \otimes h(\gamma)) + (4 f_0) \mathcal{L}_{\nabla g_0} f_0 (\phi_*(\gamma - \gamma_0)).
\]
As the diffeomorphism \( \phi \) is preserving the expanding structure, that is \( \phi^* f(t, x) = t^2 / 4 \) for \( (t, x) \in C(X) \), and as the deformation \( h(\gamma) \) is transversal to the radial direction,

\[
\begin{align*}
\phi^* (h(\gamma)([\nabla^{g_0} f_0])(t, x)) &= t^2(\gamma - \gamma_0)(\phi^* ([\nabla^{g_0} f_0])(t, x) = 0, \\
\nabla^T(\gamma) f_0 - \nabla^T(\gamma_0) f_0 &= \nabla^{g_0 + h(\gamma)} f_0 - \nabla^{g_0} f_0 \\
&= 0,
\end{align*}
\]

outside a compact set.

Therefore, outside a compact set,

\[
Q(T(\gamma), T(\gamma)) = \nabla^{g_0} h(\gamma) + Rm(g_0) * h(\gamma)
\]

\[
+ \int_0^1 (1 - s)(-2D^{g_0 + sh(\gamma)} Ric)(h(\gamma), h(\gamma))ds.
\]

We are now in a position to prove theorem \( \text{2.18} \).

**Proof of theorem \( \text{2.18} \).** \( \Phi_\alpha \) is actually well-defined. We will only consider the case \( \alpha = 1 \) to simplify notations. Indeed, by lemmata \( \text{2.20} \) and \( \text{2.21} \)

\[
Q(T(\gamma) + h, T(\gamma)) = \nabla^{g_0} h(\gamma) + (Rm(g_0) + \nu_0^{-1}) * h(\gamma)
\]

\[
+ \int_0^1 (1 - s)D^{g_0 + sh(\gamma)} T(\gamma) * h + \frac{1}{2} Sym(Q(T(\gamma), T(\gamma)) \otimes h)
\]

\[
+ \int_0^1 (1 - s)D^{g_0 + sh(\gamma)} T(\gamma) * h + L_{h_+2s} \nabla T(\gamma) f_0 (T(\gamma) + h).
\]

Note first that by its very definition,

\[
h(\gamma) \in (C^{k+2,\theta}_{\text{con}}(M, S^2T^*M), C^{k+2+1,\theta}_{\text{con}}(M, S^2T^*M))_{\theta, \infty} \subset C^{k+2,\theta}_{\text{con}}(M, S^2T^*M),
\]

by remark \( \text{2.1} \). By inspecting each term, one can actually check that \( \Phi_\alpha \) is well-defined. We anticipate on the next section on Fréchet deformations by proving some "tame" estimates on the map \( \Phi_\alpha \).

The proof is actually inspired by [Ham82]. One of the main tool are the interpolation inequalities that hold here when the parameter \( \theta = 0 \). As noticed in remark \( \text{2.1} \) corresponding interpolation inequalities for an arbitrary \( \theta \in (0, 1) \) are not straightforward. To circumvent this issue, we will use the simple fact that, for a given nonnegative integer \( k \) and some \( \theta \in (0, 1) \), the norm \( \| \cdot \|_{k, \theta} \) (on the spaces considered above) is dominated by the norm \( \| \cdot \|_{k+1} \). The drawback is that we establish less precise estimates : this will not affect the use of the Nash-Moser theorem.

We temporarily simplify the notations : denote by \( \| \cdot \|_{k+2, \theta} \) (respectively \( \| \cdot \|_{k, \theta} \)) \( k \geq 0 \) the collection of norms induced on \( (D^{k+2,\theta}_{f_0}(M, S^2T^*M))_{k \geq 0} \) (respectively on \( (C^{k,\theta}_{\text{con}, f_0}(M, S^2T^*M))_{k \geq 0} \)).
Concerning the first line (24), by invoking theorem (2.14):

\[
\|v_0^{k/2} \nabla g_0 h(\gamma)\|_{0,\theta}^{C_f} \lesssim \|h(\gamma)\|_{k+2,\theta}^C, \\
\|v_0^{k/2} \nabla g_0 k(\nabla g_0, h(\gamma))\|_{k,\theta}^{C_f} \lesssim \sum_{i=0}^k \|v_0 \text{Rm}(g_0)\|_{k-i,\theta}^C \|h(\gamma)\|_{i,\theta}^C \lesssim \|h(\gamma)\|_{k+2,\theta}^C,
\]

where \(\lesssim\) means up to a multiplicative positive constant independent of the variables.

The main difficulty in estimating the remaining terms is the presence of connections with respect to metrics different from \(g_0\), indeed, the function spaces we consider are defined in terms of the metric \(g_0\).

We first remark that for two metrics \(g_1\) and \(g_2\) and for some tensor \(T\), one has

\[
\nabla^{g_2} T = \nabla^{g_1} T + g_2^{-1} * \nabla^{g_1}(g_2 - g_1) * T.
\]

Concerning the last line (28):

\[
\nabla^{T(\gamma)} h = \nabla^{g_0} h + T(\gamma)^{-1} * \nabla^{g_0} h(\gamma) * h \\
\nabla^{g_0} T(\gamma)^{-1} = T(\gamma)^{-2} * \nabla^{g_0} h(\gamma), \\
\n\nabla^{T(\gamma),2} h = \nabla^{T(\gamma)}(\nabla^{g_0} h + T(\gamma)^{-1} * \nabla^{g_0} h(\gamma) * h) \\
= \nabla^{g_0}(\nabla^{g_0} h + T(\gamma)^{-1} * \nabla^{g_0} h(\gamma) * h) \\
+ T(\gamma)^{-1} * \nabla^{g_0} h(\gamma) * (\nabla^{g_0} h + T(\gamma)^{-1} * \nabla^{g_0} h(\gamma) * h) \\
= \nabla^{g_0,2} h + T(\gamma)^{-1} * \nabla^{g_0,2} h(\gamma) * h \\
+ T(\gamma)^{-1} * \nabla^{g_0} h(\gamma) * \nabla^{g_0} h + T(\gamma)^{-2} * \nabla^{g_0} h(\gamma)^2 * h.
\]

We need to estimate the (rescaled) derivatives of the inverse of a small perturbation of \(g_0\):

**Claim 2.** There exists some large but fixed nonnegative integer \(k_0\) such that for \(k \geq k_0\),

\[
\|(g_0 + h_0)^{-1}\|_{k,\theta}^{C} \lesssim \|h_0\|_{k,\theta}^{C} + 1,
\]

for \(h_0 \in U(0) \subset C_{\text{con}}^{k_0,\theta}(M, S^2 T^* M).

**Proof of claim** 2. For \(k = 1\), one has

\[
\nabla^{g_0} (g_0 + h_0)^{-1} = (g_0 + h_0)^{-2} * \nabla^{g_0} h_0,
\]

which implies the result if \(\|h_0\|_{1,\theta}^{C}\) is small.

\[
0 = \nabla^{g_0, k} \left[(g_0 + h_0) \circ (g_0 + h_0)^{-1}\right] \\
= (g_0 + h_0) \nabla^{g_0, k} (g_0 + h_0)^{-1} + \sum_{i=0}^{k-1} \nabla^{g_0, k-i} h_0 * \nabla^{g_0, i} (g_0 + h_0)^{-1},
\]
therefore, by induction on $k$,

$$
\|v_0^{k/2} \nabla g_0, k (g_0 + h_0)^{-1}\|_{0, \theta}^{C} \lesssim \sum_{i=0}^{k-1} \|h_0\|_{k-i, \theta}^{C} \|(g_0 + h_0)^{-1}\|_{i, \theta}^{C} \\
\lesssim \sum_{i=0}^{k-1} \|h_0\|_{k-i, \theta}^{C} (\|h_0\|_{i, \theta}^{C} + 1) \\
\lesssim \|h_0\|_{k-1, \theta}^{C} + \sum_{i=0}^{k-2} \|h_0\|_{k-i+1}^{C} \|h_0\|_{i+1, \theta}^{C},
$$

if $k \geq 3$ (the case $k = 2$ can be adapted) and if $\|h_0\|_{1, \theta}^{C}$ is bounded. By using interpolation inequalities:

$$
\|v_0^{k/2} \nabla g_0, k (g_0 + h_0)^{-1}\|_{0, \theta}^{C} \lesssim \|h_0\|_{k, \theta}^{C} + \|h_0\|_{k}^{C} \|h_0\|_{3}^{C} \\
\lesssim \|h_0\|_{k, \theta}^{C},
$$

provided $\|h_0\|_{3, \theta}^{C}$ is bounded. Hence the result. \hfill \Box

Now, combining these estimates with the results of theorem 2.14, one can bound the following terms as follows:

$$
\|v_0^{k/2} \nabla g_0, k (\nabla g_0, 2 h) \|_{0, \theta}^{C_f} \lesssim \sum_{i=0}^{k} \|\nabla g_0, 2 h\|_{i, \theta}^{C_f} \|h\|_{k-i, \theta}^{C_f} \\
\lesssim \sum_{i=0}^{k} \|h\|_{i+2, \theta}^{D_f} \|h\|_{k-i, \theta}^{C_f} \\
\lesssim \sum_{i=0}^{k} \|h\|_{i+2, \theta}^{D_f} \|h\|_{k-i+2, \theta}^{D_f} \\
\lesssim \|h\|_{k+2, \theta}^{D_f} + \sum_{i=1}^{k-1} \|h\|_{i+3}^{D_f} \|h\|_{k-i+3}^{D_f} \\
\lesssim \|h\|_{k+2, \theta}^{D_f} + \|h\|_{k+2}^{D_f} \|h\|_{4}^{D_f} \\
\lesssim \|h\|_{k+2, \theta}^{D_f},
$$
provided \( \|h\|_{k,\theta}^{D_f} \) is bounded. Similarly, one has:

\[
\|v_{0}^{k/2} \nabla^{g_{0},k}(\nabla^{g_{0}} h \ast \nabla^{g_{0}} h)\|_{0,\theta}^{C_{f}} \lesssim \sum_{i=0}^{k} \|\nabla^{g_{0}} h\|_{i,\theta}^{C_{f}} \|\nabla^{g_{0}} h\|_{k-i,\theta}^{C_{f}} \\
\lesssim \sum_{i=0}^{k} \|h\|_{i+2,\theta}^{D_{f}} \|h\|_{k-i+2,\theta}^{D_{f}} \\
\lesssim \|h\|_{k+2,\theta}^{D_{f}},
\]

provided \( \|h\|_{k,\theta}^{D_{f}} \) is bounded.

Using claim 2 together with interpolation inequalities, one gets in a similar way:

\[
\|\nabla^{T(\gamma)} h \ast \nabla^{g_{0}} h \ast \nabla^{T(\gamma)} h\|_{k,\theta}^{C_{f}} \lesssim \|h\|_{k+2,\theta}^{D_{f}} + \|h(\gamma)\|_{k+2,\theta}^{C_{f}} \|h\|_{k_{0}+2,\theta}^{D_{f}}^{2},
\]

for some fixed nonnegative integer \( k_{0} \).

The Lie derivative can be rewritten in the following way:

\[
\mathcal{L}_{h^{2} \ast \nabla^{T(\gamma)} f_{0}} (T(\gamma) + h) = \nabla^{T(\gamma)} h (h^{s} \ast \nabla^{T(\gamma)} f_{0}) \\
= \nabla^{T(\gamma)} h (h^{s} \ast \nabla^{g_{0}} f_{0}) \\
= \nabla^{g_{0}} (h^{s} \ast \nabla^{g_{0}} f_{0}) \\
+ (T(\gamma) + h)^{-1} \ast \nabla^{g_{0}} (T(\gamma) + h) \ast h^{s} \ast \nabla^{g_{0}} f_{0},
\]

since \( T(\gamma) + h \) is a metric and \( \nabla^{T(\gamma)} f_{0} = \nabla^{g_{0}} f_{0} \) outside a compact set. Again, one can estimate this term by

\[
\|\mathcal{L}_{h^{2} \ast \nabla^{T(\gamma)} f_{0}} (T(\gamma) + h)\|_{0,\theta}^{C_{f}} \lesssim \|h\|_{k+2,\theta}^{D_{f}} + \|h(\gamma)\|_{k+2,\theta}^{C_{f}},
\]

provided \( (\gamma, h) \in U(\gamma_{0}, 0) \) is in a neighborhood of \( (\gamma_{0}, 0) \) sufficiently small.

- Concerning the integral terms in lines 25 and 27, one applies the previous methods, that is, the use of interpolation inequalities together with formula 24, to formula 20 to get:

\[
\left\| \int_{0}^{1} (1-s)D_{T(\gamma)+sh(\gamma)}^{2} (-2 \text{Ric}(h(\gamma), h(\gamma))) ds \right\|_{k,\theta}^{C_{f}} \lesssim \|h(\gamma)\|_{k_{0}+2,\theta}^{C_{f}},
\]

provided \( \|h(\gamma)\|_{k_{0}+2,\theta}^{C_{f}} \) is bounded for some fixed nonnegative integer \( k_{0} \). Similarly, one gets:

\[
\left\| \int_{0}^{1} (1-s)D_{T(\gamma)+sh(\gamma)}^{2} (-2 \text{Ric}(h, h)) ds \right\|_{k,\theta}^{C_{f}} \lesssim \|h(\gamma)\|_{k_{0}+2,\theta}^{C_{f}} + \|h\|_{k_{0}+2,\theta}^{D_{f}},
\]

provided \( \|h(\gamma)\|_{k_{0}+2,\theta}^{C_{f}} + \|h\|_{k_{0}+2,\theta}^{D_{f}} \) is bounded for some fixed nonnegative integer \( k_{0} \).

- Concerning the third line 26, the only term that could cause some trouble is \( \nabla^{T(\gamma)} \nabla^{T(\gamma)} f_{0} h \). Nonetheless, outside a compact set:

\[
\nabla^{T(\gamma)} \nabla^{T(\gamma)} f_{0} h = (\nabla^{T(\gamma)} - \nabla^{g_{0}}) h \ast \nabla^{g_{0}} f_{0} + \nabla^{g_{0}} \nabla^{g_{0}} f_{0} h \\
= T(\gamma)^{-1} \ast \nabla^{g_{0}} h(\gamma) \ast h \ast \nabla^{g_{0}} f_{0} + \nabla^{g_{0}} \nabla^{g_{0}} f_{0} h.
\]
Now, by definition of the spaces $D^{k+2\theta}_{f,\nabla f}(M, S^2T^*M)$, $\nabla_{\nabla^{g_0}f_0} h \in D^{k+2\theta}_{f,\nabla f}(M, S^2T^*M)$ and since $h(\gamma) \in C_{\text{con}}^{k+2\theta}(M, S^2T^*M)$, $\nabla^{g_0} h(\gamma) * \nabla^{g_0} f_0 \in C_{\text{con}}^{k+\theta}(M, S^2T^*M)$.

To sum it up, we obtained the following (tame) estimate as expected:

$$\|Q(T(\gamma) + h, T(\gamma))\|_{C_{\text{con}}^{k+2\theta}} \lesssim \|h(\gamma), h\|_{k+2\theta},$$

(30)

if $\|(h(\gamma), h)\|_{k+2\theta}$ is bounded with some fixed nonnegative integer $k_0$.

By the Banach version of the inverse function theorem, it suffices to show that the differential of $\Phi_\alpha$ at $(\gamma, 0)$ is invertible.

$$D_{(\gamma, 0)} \Phi_\alpha(\tilde{\gamma}, \tilde{h}) = (\tilde{\gamma}, D_{(\gamma, 0)}Q(D_{\gamma} T(\tilde{\gamma}) + \tilde{h}) + D^2_{(\gamma, 0)} Q(D_{\gamma} T(\tilde{\gamma})))$$

where $K_{g_0}(\tilde{\gamma}) := D^1_{(\gamma, 0)}Q(D_{\gamma} T(\tilde{\gamma})) + D^2_{(\gamma, 0)}Q(D_{\gamma} T(\tilde{\gamma}))$. By lemma 2.20, one easily identifies the operator $D^1_{(\gamma, 0)}Q$ with the weighted Lichnerowicz operator $\Delta_{g_0, f_0} + 2 \text{Rm}(g_0) *$. Now, by theorem 2.14, $D^1_{(\gamma, 0)}Q$ is an isomorphism of Banach spaces which proves that $D_{(\gamma, 0)} \Phi_\alpha$ is an isomorphism.

Finally, assume that $(M^n, g_0, \nabla^{g_0} f_0)$ has positive curvature and let $\gamma \in \text{Ric}^{k+2\theta}(X)$ close enough to $\gamma_0$ so that there exists a (unique) deformation $h \in D^{k+2\theta}_{f,\nabla f}(M, S^2T^*M)$ such that $Q(T(\gamma) + h, T(\gamma)) = 0$, i.e. such that

$$-2 \text{Ric}(g) - g + \mathcal{L}_{\nabla^{g_0} f_0}(g) + \mathcal{L}_{V(g, T(\gamma), f_0)}(g) = 0,$$

where $g := T(\gamma) + h$. If $V := \nabla^{g} f_0 + V(g, T(\gamma), f_0)$ then

$$-2 \text{Ric}(g) - g + \mathcal{L}_{V}(g) = 0.$$

It suffices to prove that the radial curvatures of $g$ are positive since:

$$v|\text{Rm}(g)|_{sp} - \text{Rm}(g_0)|_{sp} \leq C(n)\|g - g_0\|_{C_{\text{con}}^{k+2\theta}(M, S^2T^*M)}.$$

Now,

$$2 \text{div} \text{Rm}(g)_{ijk} = \nabla^g_{i} \text{Ric}(g)_{jk} - \nabla^g_{j} \text{Ric}(g)_{ik} = \nabla^g_{i} \mathcal{L}_{V}(g)_{jk} - \nabla^g_{j} \mathcal{L}_{V}(g)_{ik}$$

$$= \nabla^g_{i} (\nabla^g_{k} V_k + \nabla^g_{j} V_j) - \nabla^g_{j} (\nabla^g_{k} V_k + \nabla^g_{k} V_j)$$

$$= \text{Rm}(g)_{ijk} V_k + \nabla^g_{i} (\nabla^g_{k} V_k) - \nabla^g_{j} (\nabla^g_{k} V_k)$$

$$= 2 \text{Rm}(g)_{ij} V_k + \nabla^g_{i} (\nabla^g_{k} V_k) - \nabla^g_{j} (\nabla^g_{k} V_k),$$

that is, using the definition of $V$,

$$\text{div} \text{Rm}(g)(\cdot, \cdot, \cdot) = \text{Rm}(g)(\cdot, \cdot, V(\cdot)) + \nabla^g V(g, T(\gamma), f_0).$$

On the one hand, as $(M^n, g_0, \nabla^{g_0} f_0)$ is an asymptotically conical expanding gradient Ricci soliton with positive curvature, by lemma A.1 and [Section 3, Der14a],

$$\inf_{x \in M^n} v_0(x) \min_{u \perp \nabla^{g_0} f_0; |u|_{g_0} = 1} \text{Rm}(g_0)(u, \nabla^{g_0} f_0, \nabla^{g_0} f_0, u) = c > 0.$$
Now, as $g - g_0 \in C^{2+k,\gamma}_{\text{con}}(M, S^2 T^* M)$, with $k \geq 1$, we have

$$v_0^{3/2} | \text{div}_g \text{Rm}(g) - \text{div}_{g_0} \text{Rm}(g_0)|_{g_0} \leq C(n)\|g - g_0\|_{C^{3}_{\text{con}}(M, S^2 T^* M)}.$$ 

that is, if $(\gamma, h)$ is sufficiently close to $(\gamma_0, 0)$ in $C^{k+2,\gamma}(M, S^2 T^* M)$ for $k \geq 1$, then the radial curvatures of $g$ are positive and decay at most like $v^{-2}_0$, i.e. $r^{-4}_p$ in terms of the distance function to a fixed point $p$, at infinity.

\[\square\]

3. Fréchet deformations

3.1. Functions spaces. We recall several definitions from [Ham82]:

- A Fréchet space $F$ is graded if it admits a collection of seminorms $\{\| \cdot \|_k \}_{k \geq 0}$ defining the topology of $F$ and such that for any $k \geq 0$, $\| \cdot \|_k \leq \| \cdot \|_{k+1}$.

- Let $L : F \rightarrow G$ be a linear map between graded Fréchet spaces. $L$ is tame if it satisfies a so called tame estimate of degree $r$ and base $b$, i.e.

$$\|Lh\|_k \leq C(k)\|h\|_{k+r}, \quad k \geq b,$$

for any $h \in F$.

- Let $P : U \subset F \rightarrow G$ be a continuous map of an open subset $U$ of $F$ into $G$ where $F$ and $G$ are graded Fréchet spaces. $P$ is tame of degree $r$ and base $b$ if $\|P(h)\|_n \leq C(1 + \|h\|_{n+r})$, for all $h \in U$ and all $n \geq b$ for some positive constant $C$ eventually depending on $n$ and $U$.

- Let $B$ be a Banach manifold. One denotes by $\Sigma(B)$ the space of exponentially decreasing sequences in $B$, i.e. the graded Fréchet space:

$$\Sigma(B) := \{(h_k)_k, h_k \in B \mid \|(h_k)_k\|_n := \sum_{k \geq 0} e^{nk}\|h_k\|_B < +\infty, \forall n \geq 0\}.$$

- A graded Fréchet space $F$ is tame if there exists a Banach space $B$ such that there exists two tame linear maps

$$F \xrightarrow{L} \Sigma(B) \xrightarrow{M} F,$$

such that $M \circ L = \text{Id}_F$.

We consider the following function spaces:
• If $X$ is a smooth compact manifold,
  $$C^\infty(X, E) := \cap_{k \geq 0} C^{k,\theta}(X, E),$$
  endowed with the collection of norms $\left(\| \cdot \|_{C^{k,\theta}(M, E)}\right)_{k \geq 0}$, for some fixed $\theta \in [0, 1)$.

• Let $(M, g, \nabla f)$ be a complete expanding gradient Ricci soliton. For some nonnegative integer $k$ and some $\theta \in [0, 1)$, we define:
  $$C^{k,\theta}_{0,\text{con}}(M, E) := \{h \in C^{k,\theta}_{\text{con}}(M, E) \mid \lim_{t \to \infty} v^{i/2} \nabla^i h = 0, \ \forall i = 0, \ldots, k\}.$$

• Let $V$ be a smooth vector field on $M$ and $\theta \in [0, 1)$.
  $$D^{k+2,\theta}_{0,V}(M, E) := \{h \in D^{k+2,\theta}_{V}(M, E) \mid h \in C^{k,\theta}_{0,\text{con}}(M, E) \mid \Delta_V h \in C^{k,\theta}_{0,\text{con}}(M, E)\}.$$

• Let $w : M \to \mathbb{R}_+$ be a smooth function.
  $$C^{k,\theta}_{0,\text{con},w}(M, E) := w^{-1} C^{k,\theta}_{0,\text{con}}(M, E),$$
  equipped with $\|h\|_{C^{k,\theta}_{0,\text{con},w}(M, E)} := \|wh\|_{C^{k,\theta}_{0,\text{con}}(M, E)}$.
  $$D^{k+2,\theta}_{0,w,V}(M, E) := w^{-1} D^{k+2,\theta}_{0,V}(M, E),$$
  equipped with the norm $\|h\|_{D^{k+2,\theta}_{0,w,V}(M, E)} := \|wh\|_{D^{k+2,\theta}_{0,V}(M, E)}$.
  $$C^{\infty}_{0,\text{con},w}(M, E) := \cap_{k \geq 0} C^{k,\theta}_{0,\text{con},w}(M, E),$$
  endowed with the collection of norms $\left(\| \cdot \|_{C^{k,\theta}_{0,\text{con},w}(M, E)}\right)_{k \geq 0}$.
  $$D^{\infty}_{0,w,V}(M, E) := \cap_{k \geq 0} D^{k+2,\theta}_{0,w,V}(M, E),$$
  endowed with the collection of norms $\left(\| \cdot \|_{D^{k+2,\theta}_{0,w,V}(M, E)}\right)_{k \geq 0}$.

3.2. Solutions in $C^k_0(M, E)$, $k \geq 0$.

3.2.1. The case $k = 0$. We start with an ad-hoc version of the maximum principle for weighted spaces:

**Proposition 3.1.** Let $(M, g)$ be a complete Riemannian manifold. Let $w : M \to \mathbb{R}_+$ be a smooth non-negative function on $M$. Let $u : M \times [0, T]$ be a subsolution to the weighted heat equation with weight $w$, i.e.
  $$\partial_t u - \Delta_w u \leq 0, \text{ on } M \times (0, T],$$
  such that $\sup_M u(0, \cdot) \leq 0$. Assume that there is some positive $\alpha$ such that
  $$\int_0^T \int_M e^{-\alpha \bar{d}_g^2(x,p)} \max\{u(t, x), 0\}^2 e^{w(x)} d\mu_g(x) dt < +\infty.$$
  Then $\sup_M u(t, \cdot) \leq 0$ for any $t \in (0, T]$.

The proof of proposition 3.1 is a straightforward adaptation of the unweighted case $w = 0$ given in an unpublished paper by Karp and Li: [Chap.7, [CLN06]].
Theorem 3.2. Let $(M,g,\nabla f)$ be an expanding gradient Ricci soliton with bounded curvature such that $f$ is proper. Then, for any positive $\alpha$ and any real number $\gamma$, the operator
\[ h \in D_{0,\nabla f}^2(M,E) \mapsto \Delta_{v-\gamma \ln v} h - \alpha h \in C_0^0(M,E) \]
is an isomorphism of Banach spaces for $\theta \in (0,1)$. In particular, the operator
\[ \Delta_f : D_{0,\nabla f}^2(M,E) \to C_0^0(M,E) \]
is an isomorphism of Banach spaces.

Proof. According to theorem 2.3, it suffices to prove that if $H \in C_0^0(M,E)$ and if $h$ is the unique solution in $D_{0,\nabla f}^2(M,E)$ to $\Delta_{v-\gamma \ln v} h - \alpha h = H$ then $\lim_{t \to +\infty} h = 0$. We recall that $h$ is given by the following formula:
\[ h = \int_0^\infty e^{-\alpha t} T(t) H dt, \]
where $(T(t))_{t \geq 0}$ is the one parameter semigroup generated by $\Delta_{v-\gamma \ln v}$. Therefore, it suffices to prove that $\lim_{t \to +\infty} T(t) H = 0$ for any positive time at a controlled rate. More specifically, we claim that, for any positive $\epsilon$, there is some positive radius $r(\epsilon)$ such that for any positive time $t$,
\[ \sup_{v \geq r(\epsilon)} |T(t) H| \leq \epsilon e^{\epsilon t}. \]
By considering the norm of $T(t) H$, we are reduced to consider a nonnegative subsolution of the heat equation for the weighted laplacian $\Delta_{v-\gamma \ln v}$. From now on, let $u : M^n \times [0,T] \to \mathbb{R}_+$ be a subsolution to the weighted heat equation with weight $v - \gamma \ln v$ such that $\lim_{t \to +\infty} u(0, \cdot) = 0$ and such that $u(t, \cdot)$ is bounded for any nonnegative time $t$ by $\sup_M u(0, \cdot)$.

Let $\psi_{\epsilon, r} := \psi(v/r) + \epsilon$, where $\epsilon$ and $r$ are positive and where $\psi : [0, +\infty) \to [0,1]$ is such that,
\[ \psi|[0,1] \equiv 0 ; \quad \psi|[2, +\infty) \equiv 1 ; \quad 0 \leq \psi' \leq C ; \quad |\psi''| \leq C. \]
Let $r_0(\epsilon) > 0$ such that $u(x,0) \leq \epsilon$ if $v(x) \geq r_0(\epsilon)$. We compute the evolution of the function $\psi_{\epsilon, r} u$ as follows:
\[ \partial_t (\psi_{\epsilon, r} u) = \psi_{\epsilon, r} \partial_t u \leq \psi_{\epsilon, r} \Delta_{v-\gamma \ln v} u \]
\[ \leq \Delta_{v-\gamma \ln v} (\psi_{\epsilon, r} u) - 2 \nabla \psi_{\epsilon, r} \cdot \nabla u > -u \Delta_{v-\gamma \ln v} \psi_{\epsilon, r} \]
\[ \leq \Delta_{v-\gamma \ln v - 2 \ln \psi_{\epsilon, r}} (\psi_{\epsilon, r} u) + \left( 2 |\nabla \ln \psi_{\epsilon, r}|^2 - \frac{\Delta_{v-\gamma \ln v} \psi_{\epsilon, r}}{\psi_{\epsilon, r}} \right) (\psi_{\epsilon, r} u). \]
Now, on $\{ r \leq v \leq 2r \}$,
\[ \nabla \psi_{\epsilon, r} = \psi' \frac{\nabla v}{r} ; \quad \Delta \psi_{\epsilon, r} = \psi'' \frac{|\nabla v|^2}{r^2} + \psi' \frac{\Delta v}{r} ; \]
\[ < \nabla v, \nabla \psi_{\epsilon, r} > = \psi' \frac{|\nabla v|^2}{r} \geq 0 ; \quad < \nabla \ln v, \nabla \psi_{\epsilon, r} > = \psi' \frac{|\nabla v|^2}{vr}, \]
so that,
\[ 2 |\nabla \ln \psi_{\epsilon, r}|^2 - \frac{\Delta_{v-\gamma \ln v} \psi_{\epsilon, r}}{\psi_{\epsilon, r}} \leq \frac{C}{r\epsilon^2} + \frac{C}{r\epsilon}, \]
where $C$ is a positive constant uniform in $r$ and $\epsilon$, since $|\nabla v|^2 \leq v$ by proposition A.2. Define $r(\epsilon) := \max\{\epsilon^{-3}, r_0(\epsilon)\}$ so that
\[
\partial_t (\psi_{r,u}) \leq \Delta_{v-\gamma \ln v-2 \ln \psi_{r,u}} (\psi_{r,u}) + C \epsilon (\psi_{r,u}),
\]
i.e. $U_{r,u}(t,\cdot) := e^{-\epsilon t} \psi_{r,u}$ is a subsolution to the heat equation with weight $v-\gamma \ln v-2 \ln \psi_{r,u}$.
Moreover,
\[
U_{r,u}(0,\cdot) \leq C \epsilon; \quad U_{r,u}(t,\cdot) \leq (1 + \epsilon) \sup_M u(0,\cdot) \quad \forall t \geq 0.
\]
We are now in a position to apply proposition 3.1 to the subsolution $U_{r,u}(t,\cdot) - C \epsilon$. The only thing to check is the integrability assumption:
\[
\int_0^T \int_M e^{-\beta d_\mu^2(x,p)} \max\{U_{r,u}(t,\cdot) - C \epsilon, 0\}^2 e^{v-\gamma \psi_{r,u}^{-2}} d\mu_g dt \leq C(\epsilon, g) \int_0^T \int_M e^{(1/4-\beta) d_\mu^2(x,p)} d\mu_g dt \leq C(\epsilon, g, T) \int_0^{+\infty} e^{(1/4-\beta) r^2} A(p,r) dr \leq C(\epsilon, g, T) \int_0^{+\infty} e^{(1/4-\beta) r^2} + C(n,g) r^r dr < +\infty
\]
as soon as $\beta > 1/4$ for some fixed point $p \in M$, where we used the fact that the function $v$ is positive and at most quadratically growing together with the Bishop theorem since the (Ricci) curvature is bounded from below.
Therefore, since $T$ is arbitrary,
\[
U_{r,u}(t,\cdot) \leq C \epsilon, \quad \text{on } M^n \times [0, +\infty),
\]
i.e.
\[
u(t, x) \leq C e^{C \epsilon t}, \quad \text{on } \{f \geq 2 r(\epsilon)\} \times [0, +\infty).
\]
By integrating over $[0, +\infty)$, this shows that
\[
\sup_{v \geq r(\epsilon)} |h| \leq C \epsilon,
\]
i.e. $\lim_{+\infty} h = 0$ since $v$ is proper.
\[\square\]

3.2.2. The cases $k \geq 1$. We state and prove the following result that is the analogue of theorem 2.11. 

**Theorem 3.3.** Let $(M^n, g, \nabla f)$ be an asymptotically conical expanding gradient Ricci soliton. Then, the operator
\[
\Delta_{v-2\alpha \ln v - \alpha} : D^{k+2,\theta}_{0,\nabla f} (M, E) \to C^{k,\theta}_{0,\text{con}} (M, E),
\]
is an isomorphism of Banach spaces for any $\alpha \in (1/2, +\infty)$ and any $\theta \in (0, 1)$. In particular, the operator
\[
\Delta_f : D^{k+2,\theta}_{0,\nabla f} (M, E) \to C^{k,\theta}_{0,\text{con}, f} (M, E),
\]
is an isomorphism of Banach spaces for any $\alpha \in (1/2, +\infty)$ and any $\theta \in (0, 1)$.
Proof. Let \( H \in C_{0,\text{con}}^{k,\theta}(M, E) \) and let \( h \) be the unique solution in \( D_{\nabla f}^{k+2,\theta}(M, E) \) to \( \Delta_{v} v h - \alpha h = H \) given by theorem 2.14. Then we claim that \( h \in C_{0,\text{con}}^{k,\theta}(M, E) \). Indeed, it is shown in the proof of theorem 2.14 that \( v^{k/2} \nabla^{k} h =: h_{k} \) is the unique bounded solution to

\[
\Delta_{v-2\alpha k} v h_{k} - \alpha h_{k} = (\text{Rm}(g) + v^{-1}) h_{k} + H_{k} + \sum_{i=0}^{k-1} v^{k-i} \nabla^{k-i} \text{Rm}(g) * h_{i},
\]

where \( H_{k} := v^{k/2} \nabla^{k} H \). By induction on \( k \) and by assumption on the curvature decay, the right hand side goes to zero at infinity and so is \( h_{k} \) by theorem 3.2 with \( \gamma := 2\alpha + k \).

Corollary 3.4. Let \((M^n, g, \nabla f)\) be an asymptotically conical expanding gradient Ricci soliton with positive curvature operator.

Then, for any \( \alpha \in (1/2, +\infty) \) and any \( \theta \in (0, 1) \), \( L_{\alpha} \) is an isomorphism of Banach spaces.

3.3. Tameness of the linearized operator. As said in the introduction, in order to apply the Nash-Moser theorem, one needs to invert the linearized operator on a neighborhood of \((\gamma_{0}, 0)\) in \( C^{\infty}(X, S^{2}T^{*}X) \times D_{\nabla f}^{0,\text{con}, f_{0}}(M, S^{2}T^{*}M) \). This is the purpose of the following theorem:

Theorem 3.5. Let \((M^n, g_{0}, \nabla g_{0})\) be an asymptotically conical expanding gradient Ricci soliton. Let \((C(X), dr^{2} + r^{2}\gamma_{0}, \alpha)\) be its asymptotic cone. Then,

1. For \( \alpha \in (1/2, +\infty) \), the Fréchet spaces \( D^{\infty}_{0,\text{con}, \nabla f}(M, E) \) and \( C_{0,\text{con}, f_{0}}^{\infty}(M, E) \) are tame.

2. There exists a neighborhood \( U(\gamma_{0}, 0) \subset (C^{\infty}(X, S^{2}T^{*}X)) \times D_{0,\text{con}, \nabla f}^{\infty}(M, S^{2}T^{*}M) \) of \((\gamma_{0}, 0)\) such that the family of linear maps

\[
L : U((\gamma_{0}, 0)) \times D^{\infty}_{0,\text{con}, \nabla f}(M, S^{2}T^{*}M) \to C^{\infty}_{0,\text{con}, f_{0}}(M, S^{2}T^{*}M),
\]

defined by

\[
L(\gamma, h) \bar{h} := \Delta_{T(\gamma)+h, f_{0}} \bar{h} + 2 \text{Rm}(T(\gamma) + h) * \bar{h} + \frac{1}{2} \text{Sym}(Q(T(\gamma) + h, T(\gamma)) \otimes \bar{h}) + \mathcal{L}_{h(\nabla T(\gamma) f_{0} - \nabla T(\gamma) + h)}(T(\gamma) + h),
\]

defines a smooth invertible tame map whose inverse is also tame for \( \alpha \in (1/2, +\infty) \).

Remark 3.6. The reason why we consider the map \( L \) in theorem 3.5 will be legitimated by the proof of theorem 3.4.

Proof. (1) According to theorem 3.3, the operator

\[
\Delta_{v} : D^{\infty}_{0,\text{con}, \nabla f}(M, E) \to C^{\infty}_{0,\text{con}, f_{0}}(M, E),
\]

is well-defined, is invertible, tame and its inverse is also tame for \( \alpha > 1/2 \). Therefore, \( D^{\infty}_{0,\text{con}, \nabla f}(M, E) \) is tame if and only if \( C^{\infty}_{0,\text{con}, f_{0}}(M, E) \) is. We claim that \( C^{\infty}_{0,\text{con}, f_{0}}(M, E) \) is tame for any positive \( \alpha \). We do the proof for the bundle \( E = S^{2}T^{*}M \), the proof in general can be adapted.

First, we remark that we can localize the argument outside a sufficiently large compact set of \( M \) by using a suitable cutoff function. Secondly, as \((M, g, \nabla f)\) is
smoothly asymptotic to a metric cone \((C(X), dr^2 + r^2 g_X, r \partial_r/2)\) as explained at the beginning of section 2.5 by pulling back tensors on \(M\), we are reduced to show that the corresponding weighted spaces \(C^0_{\text{con}, r^\alpha}(C(X) \setminus B(o, 1))\) where \(\alpha\) is a nonnegative number, are tame. Actually, we are even reduced to show that \(C^\infty_{\text{con}}(C(X) \setminus B(o, 1))\) is tame since the map \(h \in C^\infty_{\text{con}, r^\alpha}(C(X) \setminus B(o, 1)) \to r^\alpha h \in C^\infty_{\text{con}}(C(X) \setminus B(o, 1))\) is an isometry.

Now, we reduce again the claim to manifolds that are asymptotically cylindrical by the following correspondence. Indeed, define the following diffeomorphism :

\[
((0, +\infty) \times X, dt^2 + g_X) \overset{\psi}{\to} (C(X) \setminus \bar{B}(o, 1), dr^2 + r^2 g_X) \quad (t, x) \mapsto (e^t, x).
\]

Then, \(\psi^*(dr^2 + r^2 g_X) = e^{2t}(dt^2 + g_X)\). If \(g_{\text{con}} := dr^2 + r^2 g_X\) and if \(g_{\text{cyl}} := dt^2 + g_X\) then the previous equality reads \(\psi^* g_{\text{con}} = e^{2t} g_{\text{cyl}}\). Define the corresponding weighted spaces in the cylindrical case :

\[
C^\infty_{0, \text{cyl}}([0, +\infty) \times X) := \left\{ h \in C^\infty_{\text{loc}} \mid \sup_{[0, +\infty) \times X} \left. |\nabla^k h| \right] < +\infty, \; \lim_{+\infty} \sup |\nabla^k h| = 0 \quad \forall k \geq 0 \right\}.
\]

One can check that \(h_{\text{con}} \in C^\infty_{0, \text{con}}(C(X) \setminus B(o, 1))\) if and only if \(h_{\text{cyl}} \in C^\infty_{0, \text{cyl}}([0, +\infty) \times X)\) with the notations previously introduced.

Finally, we invoke corollary 1.3.8 of [Ham-82] that ensures that, if \(N\) is a compact manifold with boundary, the space \(C^\infty_0(N, E)\) of sections vanishing at the boundary of \(N\) together with all their derivatives is tame.

(2) As in the proof of theorem 2.18 our approach is actually an adaptation of the proof of theorem 3.3.1 of Ham-82. We use massively interpolation inequalities again that hold here when the parameter \(\theta\) is 0. As noticed in remark 2.1, corresponding interpolation inequalities for an arbitrary \(\theta \in (0, 1)\) are not straightforward. We will only use the simple fact that, for a given nonnegative integer \(k\) and some \(\theta \in (0, 1)\), the norm \(|| \cdot ||_{k, \theta}\) (on the spaces considered above) is dominated by the norm \(|| \cdot ||_{k+1}\). The drawback is that we establish less precise tame estimates for the map \(L\) and its inverse : this will not affect the use of the Nash-Moser theorem.

We temporarily simplify the notations.

Denote by \((|| \cdot ||_{k+2, \theta})_{k \geq 0}\) (respectively \((|| \cdot ||_{k+1, \theta})_{k \geq 0}\) respectively \((|| \cdot ||_{k, \theta})_{k \geq 0}\)) the collection of norms induced on \(D^\infty_{0, \text{con}, f^\alpha_1}(M, S^2 T^* M)\) (respectively on \(C^\infty_{0, \text{con}, f^\alpha_1}(M, S^2 T^* M)\), respectively on \(C^\infty_{\text{con}}(M, S^2 T^* M)\)). Finally, we denote by \(\Gamma := (T(\gamma), h)\) an element of \(C^\infty_{\text{con}}(M, S^2 T^* M) \times D^\infty_{0, f^\alpha_1}(M, S^2 T^* M)\).
Claim 3. There exists a nonnegative integer $k_0$ such that if $\| \Gamma - \Gamma_0 \|_{k_0, \theta}$ is bounded then

$$
\| L(\Gamma)\bar{h} - L(\Gamma_0)\bar{h} \|_{k, \theta}^{C_{f'}} \lesssim \sum_{i=0}^{k} \| \bar{h} \|_{k-i+2, \theta}^{D_f} \| \Gamma - \Gamma_0 \|_{k-i+2, \theta}^{C_x D_f},
$$

(31)

$$
\| L(\Gamma)\bar{h} \|_{k, \theta}^{C_{f'}} \lesssim \| \bar{h} \|_{k+2, \theta}^{D_f} + \| \Gamma - \Gamma_0 \|_{k+2, \theta}^{C_x D_f} \| \bar{h} \|_{k+2, \theta}^{D_f},
$$

(32)

where the symbol $\lesssim$ means up to a multiplicative positive constant (independent of the variables).

Proof of claim. Define $\Gamma_0 := (\gamma_0, 0)$ and let $\Gamma \in U(\Gamma_0)$ such that $T(\gamma)$ is well-defined, i.e. is a metric. Then, by using the variation formula (29), and the fact that $\nabla T(\gamma) f_0 = \nabla T(\gamma_0) f_0$ outside a compact set,

$$
(\Delta_{T(\gamma)+h} - \Delta_{T(\gamma_0)}) \bar{h} = \left[ (T(\gamma)+h)^{-1} * (h(\gamma)+h) \right] * \nabla^{g_0, 2} \bar{h} + \left[ (T(\gamma)+h)^{-2} * \nabla^{g_0}(h(\gamma)+h) \right] * \nabla^{g_0} \bar{h} + (T(\gamma)+h)^{-3} * \nabla^{g_0}(h(\gamma)+h)^2 \bar{h} + \nabla^{g_0}(\nabla T(\gamma)+h) f_0 \bar{h},
$$

(33)

where $\nabla T(\gamma)+h$ is well-defined, i.e. is a metric. Then, by using the variation formula (29), and the fact that $\nabla T(\gamma) f_0 = \nabla T(\gamma_0) f_0$ outside a compact set,
To sum it up, we get, after suppressing the contractions with \((T(\gamma) + h)\) or its inverse that are inoffensive as seen in the proof of theorem 2.18 (claim 2):

\[
L(\gamma, h)\bar{h} - L(\gamma_0, 0)\bar{h} = \nabla^{g_0} \bar{h} \ast [(h(\gamma) + h)] \\
+ \nabla^{g_0} \bar{h} \ast [\nabla^{g_0} (h(\gamma) + h) + h \ast \nabla^{g_0} f_0] \\
+ \bar{h} \ast [\nabla^{g_0} (h(\gamma) + h) + \nabla^{g_0} (h(\gamma) + h)^2] \\
+ \bar{h} \ast [\nabla^{g_0} (h(\gamma) + h) \ast \nabla^{g_0} f_0 \ast (1 + h)] \\
+ \bar{h} \ast [h \ast \nabla^{g_0} f_0 + Q(T(\gamma) + h, T(\gamma))]
\]

We then estimate each term as we did in the proof of theorem 2.18. The term involving \(Q(T(\gamma) + h, T(\gamma))\) has already been estimated: (30). To simplify notations
again, we will denote $\nabla^{g_0}$ by $\nabla$. By using theorem 3.3

$$
\| v_0^{k/2} \nabla^k (\nabla^2 \hat{h} * (\Gamma - \Gamma_0)) \|_{0,\theta}^{C_f} \lesssim \sum_{i=0}^{k} \| \nabla^2 (v_0^{i/2} \nabla^i \hat{h}) \|_{0,\theta}^{C_f} \| \Gamma - \Gamma_0 \|^{C \times D_f}_{k+2-i,\theta} \\
\lesssim \sum_{i=0}^{k} \| \hat{h} \|_{i+2,\theta}^{D_f} \| \Gamma - \Gamma_0 \|^{C \times D_f}_{k+2-i,\theta}
$$

$$
\| v_0^{k/2} \nabla^k (\nabla \hat{h} * (\nabla (\Gamma - \Gamma_0) + h * \nabla f_0)) \|_{0,\theta}^{C_f} \lesssim \sum_{i=0}^{k} \| \nabla (v_0^{i/2} \nabla^i \hat{h}) \|_{0,\theta}^{C_f} \| \Gamma - \Gamma_0 \|^{C \times D_f}_{k+2-i,\theta} \\
+ \sum_{i=0}^{k} \| \nabla (v_0^{(k-i)/2} \nabla^{k-i} \hat{h}) \|_{0,\theta}^{C_f} \| v_0^{i/2} \nabla^i (\nabla f_0 * h) \|_{0,\theta}^{C_f} \\
\lesssim \sum_{i=0}^{k} \| \hat{h} \|_{i+2,\theta}^{D_f} \| \Gamma - \Gamma_0 \|^{C \times D_f}_{i+2,\theta} \\
+ \sum_{i=0}^{k} \| \hat{h} \|_{i+2,\theta}^{D_f} \| h \|_{i,\theta}^{C_f}
$$

$$
\| v_0^{k/2} \nabla^k (\nabla^2 (\Gamma - \Gamma_0) * \hat{h}) \|_{0,\theta}^{C_f} \lesssim \sum_{i=0}^{k} \| \Gamma - \Gamma_0 \|^{C \times D_f}_{k+2-i,\theta} \| v_0^{i/2} \nabla^i \hat{h} \|_{0,\theta}^{C_f} \\
\lesssim \sum_{i=0}^{k} \| \Gamma - \Gamma_0 \|^{C \times D_f}_{k+2-i,\theta} \| \hat{h} \|_{i+2,\theta}^{D_f}
$$

$$
\| v_0^{k/2} \nabla^k (\nabla f_0 * \nabla (\Gamma - \Gamma_0) * \hat{h}) \|_{0,\theta}^{C_f} \lesssim \sum_{i=0}^{k} \| \hat{h} \|_{i+2,\theta}^{D_f} \| h(\gamma) \|_{i+1,\theta}^{C} + \| \nabla (v_0^{i/2} \nabla^i (\nabla f_0 h)) \|_{0,\theta}^{C_f} \\
\lesssim \sum_{i=0}^{k} \| \hat{h} \|_{i+2,\theta}^{D_f} \| h(\gamma) \|_{i+2,\theta}^{C} + \| h \|_{i+2,\theta}^{D_f} \\
\lesssim \sum_{i=0}^{k} \| \Gamma - \Gamma_0 \|^{C \times D_f}_{i+2,\theta} \| \hat{h} \|_{i+2,\theta}^{D_f}
$$

$$
\| v_0^{k/2} \nabla^k (\nabla f_0 * \nabla (\Gamma - \Gamma_0) * h * \hat{h}) \|_{0,\theta}^{C_f} \lesssim \sum_{i=0}^{k} \| \hat{h} \|_{i+2,\theta}^{D_f} \left( \sum_{j=0}^{i} \| \Gamma - \Gamma_0 \|^{C \times D_f}_{j+2,\theta} \| h \|_{i-j,\theta}^{D_f} \right) \\
\lesssim \sum_{i=0}^{k} \| \hat{h} \|_{i+2,\theta}^{D_f} \left( \sum_{j=0}^{i} \| \Gamma - \Gamma_0 \|^{C \times D_f}_{j+2,\theta} \| \Gamma - \Gamma_0 \|^{C \times D_f}_{i-j,\theta} \right) \\
\lesssim \sum_{i=0}^{k} \| \hat{h} \|_{i+2,\theta}^{D_f} \| \Gamma - \Gamma_0 \|^{C \times D_f}_{i+2,\theta} 
$$
if \( \| \Gamma - \Gamma_0 \|_{k_0, \theta}^{C \times D_f} \leq C \) with \( k_0 \) large enough (\( k_0 = 100 \) does the job!). So far, we have proved that, if \( \Gamma \) is in a neighborhood of \( \Gamma_0 \):

\[
\| L(\Gamma) \bar{h} \|_{k, \theta}^{C_f} \lesssim \| L(\Gamma_0) \bar{h} \|_{k, \theta}^{C_f} + \| L(\Gamma) \bar{h} - L(\Gamma_0) \bar{h} \|_{k, \theta}^{C_f}
\]

\[
\lesssim \| \bar{h} \|_{k+2, \theta}^{D_f} + \sum_{i=0}^{k} \| \bar{h} \|_{k-i+2, \theta}^{D_f} \| \Gamma - \Gamma_0 \|_{i+2, \theta}^{C \times D_f}
\]

\[
\lesssim \| \bar{h} \|_{k+2, \theta}^{D_f} + \sum_{i=1}^{k-1} \| \bar{h} \|_{k-i+2, \theta}^{D_f} \| \Gamma - \Gamma_0 \|_{i+2, \theta}^{C \times D_f} + \| \bar{h} \|_{2, \theta}^{D_f} \| \Gamma - \Gamma_0 \|_{k+1, \theta}^{C \times D_f}
\]

\[
\lesssim \| \bar{h} \|_{k+2, \theta}^{D_f} + \| \Gamma - \Gamma_0 \|_{k+2, \theta}^{C \times D_f} \| \bar{h} \|_{2, \theta}^{D_f} + \| \Gamma - \Gamma_0 \|_{k+2, \theta}^{C \times D_f} \| \bar{h} \|_{2, \theta}^{D_f}
\]

\[
\lesssim \| \bar{h} \|_{k+2, \theta}^{D_f} + \| \Gamma - \Gamma_0 \|_{k+2, \theta}^{C \times D_f} \| \bar{h} \|_{2, \theta}^{D_f}
\]

hence the claim by using interpolation inequalities.

We follow the arguments due to Hamilton [Ham82] to show that the family of inverse maps \( L^{-1} \) is tame on a neighborhood of \( \Gamma_0 = (\gamma_0, 0) \). We need three ingredients: the three first steps \( k = 0, 1, 2 \) (because of claim 3), the tame estimates for the map \( L \) given by claim 3 and adequate interpolation inequalities. As we said before, we do have interpolation inequalities when the parameter \( \theta \) is 0.

The first steps \( k = 0, 1, 2 \) are straightforward, regarding claim 3 together with the fact that \( L(\Gamma_0) \) is an isomorphism by theorem 3.3: if \( \| \Gamma - \Gamma_0 \|_{k_0, \theta}^{C \times D} \) is small enough for some large \( k_0 \), then

\[
\| \bar{h} \|_{2, \theta}^{D_f} \lesssim \| L(\Gamma) \bar{h} \|_{2, \theta}^{C_f}, \quad \bar{h} \in D_{0, f \circ \nabla f}^\infty(M, S^2 T^* M).
\]

**Claim 4.** For any integer \( k \geq 2 \),

\[
\| \bar{h} \|_{k+2, \theta}^{D_f} \lesssim \| L(\Gamma)(\bar{h}) \|_{k, \theta}^{C_f} + \sum_{i=1}^{k-2} \| L(\Gamma)(\bar{h}) \|_{i+2, \theta}^{C_f} \| \Gamma - \Gamma_0 \|_{k-i+2, \theta}^{C \times D_f},
\]

\( (\Gamma, \bar{h}) \in \left( C_{\text{con}}^\infty(M, S^2 T^* M) \times D_{0, f \circ \nabla f}^\infty(M, S^2 T^* M) \right) \times D_{0, f \circ \nabla f}^\infty(M, S^2 T^* M), \)

\( \Gamma \in U(\Gamma_0), \)

where the symbol \( \lesssim \) means up to a multiplicative positive constant (independent of the variables).

**Proof of claim 4.** We prove claim 4 by induction on \( k \).

By applying the induction assumption to \( v_0^{1/2} \nabla h \), we get:

\[
\| \bar{h} \|_{k+1+2, \theta}^{D_f} \lesssim \| L(\Gamma)(v_0^{1/2} \nabla h) \|_{k, \theta}^{C_f} + \| \bar{h} \|_{k+2, \theta}^{D_f}
\]

\[
+ \sum_{i=0}^{k-2} \| L(\Gamma)(v_0^{1/2} \nabla h) \|_{i+2, \theta}^{C_f} \| \Gamma - \Gamma_0 \|_{k-i+2, \theta}^{C \times D_f}.
\]
Now, as explained in lemma 3.3.2 of [Ham82], by the Leibniz rule,

\[
L(\Gamma)(v_0^{1/2}\nabla \bar{h}) = v_0^{1/2}\nabla (L(\Gamma)\bar{h}) - L(v_0^{1/2}\nabla \Gamma)\bar{h},
\]

where \(L(v_0^{1/2}\nabla \Gamma)\) denotes some second order differential operator satisfying the same tame estimate (33) satisfied by \(L(\Gamma)\). Therefore,

\[
\|\bar{h}\|_{D_f^{k+1+2,\theta}} \lesssim \|L(\Gamma)\bar{h}\|_{C_f^{k+1,\theta}} + \|L(v_0^{1/2}\nabla \Gamma)\bar{h}\|_{C_f^{k,\theta}}
\]

\[
+ \sum_{i=0}^{k-2} \|L(\Gamma)\bar{h}\|_{C_f^{i+2+1,\theta}} \|\Gamma - \Gamma_0\|_{C_f^{k+1-(i+1)+2,\theta}} + \|\bar{h}\|_{D_f^{k+2,\theta}}
\]

\[
+ \sum_{i=0}^{k-2} \|L(v_0^{1/2}\nabla \Gamma)\bar{h}\|_{C_f^{i+2,\theta}} \|\Gamma - \Gamma_0\|_{C_f^{k+1-i+2,\theta}}
\]

\[
\lesssim \|L(\Gamma)\bar{h}\|_{C_f^{k+1,\theta}} + \left(\|\bar{h}\|_{D_f^{k+2,\theta}} + \|v_0^{1/2}\nabla (\Gamma - \Gamma_0)\|_{C_f^{k+2,\theta}} \|\bar{h}\|_{D_f^{k+2,\theta}}\right)\\^{(k+1)-2}
\]

\[
+ \sum_{i=1}^{(k+1)-2} \|L(\Gamma)\bar{h}\|_{C_f^{i+2,\theta}} \|\Gamma - \Gamma_0\|_{C_f^{k+1-i+2,\theta}}
\]

\[
+ \sum_{i=0}^{k-2} \left(\|\bar{h}\|_{D_f^{i+2+2,\theta}} + \|v_0^{1/2}\nabla (\Gamma - \Gamma_0)\|_{C_f^{i+2,\theta}} \|\bar{h}\|_{D_f^{k+2,\theta}}\right) \|\Gamma - \Gamma_0\|_{C_f^{k+1-i+2,\theta}}.
\]

Using the initial step \(k = 2\) gives:

\[
\|\bar{h}\|_{D_f^{k+1+2,\theta}} \lesssim \|L(\Gamma)\bar{h}\|_{C_f^{k+1,\theta}} + \sum_{i=0}^{(k+1)-2} \|L(\Gamma)\bar{h}\|_{C_f^{i+2,\theta}} \|\Gamma - \Gamma_0\|_{C_f^{k+1-(i+1)+2,\theta}}
\]

\[
+ \sum_{i=0}^{k-2} \left(\|\bar{h}\|_{D_f^{i+2+2,\theta}} + \|\Gamma - \Gamma_0\|_{C_f^{i+3,\theta}} \|\bar{h}\|_{D_f^{k+2,\theta}}\right) \|\Gamma - \Gamma_0\|_{C_f^{k+1-i+2,\theta}}.
\]
Using the induction assumption again for \( i \in \{0, ..., k - 2 \} \) and interpolation inequalities:

\[
\| h \|_{k+1+i, 2, \theta}^{D_f} \lesssim \| L(\Gamma) \bar{h} \|_{k+1, 0}^{C_f} + \sum_{i=0}^{(k+1)-2} \| L(\Gamma) \bar{h} \|_{i+2, \theta}^{C_f} \| \Gamma - \Gamma_0 \|_{(k+1)-i+2, \theta}^{C \times D_f} \\
+ \left( \sum_{i=0}^{k-2} \| \Gamma - \Gamma_0 \|_{i+3, \theta}^{C \times D_f} \| \Gamma - \Gamma_0 \|_{k-i+2, \theta}^{C \times D_f} \right) \| L(\Gamma) \bar{h} \|_{2, \theta}^{C_f} \\
+ \sum_{i=0}^{k-2} \| L(\Gamma) \bar{h} \|_{i+2, \theta}^{C_f} \| \Gamma - \Gamma_0 \|_{k-i+2, \theta}^{C \times D_f} \\
+ \sum_{j=0}^{k-2} \| \sum_{i=j}^{k-2} \| \Gamma - \Gamma_0 \|_{i+2-j+2, \theta}^{C \times D_f} \| \Gamma - \Gamma_0 \|_{k-i+2, \theta}^{C \times D_f} \right) \\
\lesssim \| L(\Gamma) \bar{h} \|_{k+1, 0}^{C_f} + \sum_{i=0}^{(k+1)-2} \| L(\Gamma) \bar{h} \|_{i+2, \theta}^{C_f} \| \Gamma - \Gamma_0 \|_{(k+1)-i+2, \theta}^{C \times D_f} \\
+ \left( \sum_{i=0}^{k-2} \| \Gamma - \Gamma_0 \|_{i+3, \theta}^{C \times D_f} \| \Gamma - \Gamma_0 \|_{k-i+2, \theta}^{C \times D_f} \right) \| L(\Gamma) \bar{h} \|_{2, \theta}^{C_f} \\
+ \sum_{j=0}^{k-2} \left( \| L(\Gamma) \bar{h} \|_{i+2, \theta}^{C_f} \left( \sum_{i=j}^{k-2} \| \Gamma - \Gamma_0 \|_{i+2-j+2, \theta}^{C \times D_f} \| \Gamma - \Gamma_0 \|_{k-i+2, \theta}^{C \times D_f} \right) \right) \\
\lesssim \| L(\Gamma) \bar{h} \|_{k+1, 0}^{C_f} + \sum_{i=0}^{(k+1)-2} \| L(\Gamma) \bar{h} \|_{i+2, \theta}^{C_f} \| \Gamma - \Gamma_0 \|_{(k+1)-i+2, \theta}^{C \times D_f} \\
+ \| \Gamma - \Gamma_0 \|_{(k+1)-2, \theta}^{C \times D_f} \| L(\Gamma) \bar{h} \|_{2, \theta}^{C_f} + \sum_{j=0}^{k-2} \| L(\Gamma) \bar{h} \|_{j+2, \theta}^{C_f} \| \Gamma - \Gamma_0 \|_{k+1-j+2, \theta}^{C \times D_f}
\]

for \( \Gamma \in U(\Gamma_0) \) where \( U(\Gamma_0) \) is a neighborhood of \( \Gamma_0 \) independent of \( k \).

\[ \square \]

\[ \square \]

### 3.4. Deformation of expanders: the Fréchet version.

The main purpose of this section is to prove the following theorem that is the \( C^\infty \) version of theorem 2.18:

**Theorem 3.7.** Let \((M^n, g_0, \nabla g_0 f_0)\) be an asymptotically conical expanding gradient Ricci soliton with positive curvature operator.

Then, for any \( \alpha \in (1/2, 1) \), the map

\[
U(\gamma_0, 0) \subset \text{Ret}^\infty(X) \times D^\infty_{0, f^\alpha, \nabla f}(M, S^2 T^* M) \xrightarrow{\Phi_\alpha} \text{Ret}^\infty(X) \times C^\infty_{0, \text{com}, f^\alpha}(M, S^2 T^* M) \\
(\gamma, h) \mapsto (\gamma, Q(T(\gamma) + h, T(\gamma)))
\]

is well-defined provided \( U(\gamma_0, 0) \) is a neighborhood of \((\gamma_0, 0)\) sufficiently small in \( \text{Ret}^\infty(X) \times D^\infty_{0, f^\alpha, \nabla f}(M, S^2 T^* M) \). Moreover, \( \Phi_\alpha \) is a local diffeomorphism at \((\gamma_0, 0)\) in the category of tame maps.
In particular, for any deformation $\gamma \in \mathcal{M}^\infty(X)$ close enough to $\gamma_0$, there exists an expanding Ricci soliton with positive curvature operator whose asymptotic cone is $(C(X), dr^2 + r^2 \gamma, o)$.

**Proof.** The hard work has already been done so that it suffices to apply the Nash-Moser theorem proved by Hamilton [Ham82]. Indeed, thanks to theorem 3.5,

$$\mathcal{M}^\infty(X) \times D_0^{\infty,f_0,\nabla f}(M, S^2T^*M),$$

is a tame Fréchet space. By theorem 2.18 applied to any positive integer $k$, $\Phi_\alpha$ is a well-defined smooth tame map. Finally, the linearized maps

$$D_{(\gamma,h)} \Phi_\alpha(\bar{\gamma}, \bar{h}) = (\bar{\gamma}, D^1_{(T(\gamma)+h,T(\gamma))} Q(D_{T(\gamma)}T(\bar{\gamma}) + \bar{h})) + D^2_{(T(\gamma)+h,T(\gamma))} Q(D_{T(\gamma)}T(\bar{\gamma})) + L(\gamma, h)(\bar{h})$$

define smooth invertible tame maps whose inverse are also tame for $(\gamma, h)$ in a neighborhood sufficiently small of $(\gamma_0, 0)$ according to theorem 3.5.

This is exactly what we need to use the Nash-Moser theorem: hence $\Phi_\alpha$ is a local diffeomorphism at $(\gamma_0, 0)$ in the category of tame maps.

\[ \square \]

4. Harnack inequality and Cao-Hamilton entropy

4.1. Motivations. We state and prove a general procedure that contains the Einstein case that enables to remove the DeTurck’s term present in the deformation.

**Proposition 4.1.** Let $(M^n, g, \nabla g, f + V)$ be an expanding Ricci soliton, i.e. such that

$$2 \text{Ric}(g) + g - \Delta g = V.$$ 

Then,

$$\Delta f V + \text{Ric}(g)(V) + \nabla(\text{div} f V) = \nabla(R_g + f - 2\Delta f - |\nabla f|^2),$$

where $\text{Ric}(g) := \text{Ric}(g) - \nabla g^2 f$ is the Bakry-Émery tensor.

In particular, if

$$\lim_{+\infty} V = 0, \quad \text{Ric}(g) \text{ is negative definite on } M$$

and if

$$R_g + f - 2\Delta f - |\nabla f|^2 = Cst \quad \text{and} \quad \text{div} f V = 0,$$

or

$$R_g + f - 2\Delta f - |\nabla f|^2 - \text{div} f V = Cst,$$

then $V \equiv 0$.

**Remark 4.2.** Proposition 4.1 ensures that the implicit expanding Ricci soliton obtained in theorems 2.18 and 3.7 is **gradient** under several assumptions we discuss now. Condition (36) asks the function $f$ to be a critical point of the entropy $W^+$ introduced by Feldman, Ilmanen and Ni in [FIN05]. Nonetheless, $W^+$ is only defined on compact manifolds and makes no sense (for the moment) on noncompact manifolds. The other condition in line (37) is a gauge condition. Finally, the first condition in line (35) is actually satisfied by $V = V(T(\gamma) + h, T(\gamma), f_0)$ with the notations of theorem 2.18, the second condition in line...
is satisfied as soon as the deformation is $C^2$ close to the original Ricci expander. To sum it up, the reason why we need to introduce an ad-hoc entropy is essentially due to the lack of a general well-defined entropy on noncompact expanders. It might seem artificial to separate condition (36) from condition (37): the first one deals with the non Einstein case whereas the second one applies to the Einstein one.

Proof. Let us compute the weighted divergence of $2 \text{Ric}(g) + g - \nabla \nabla f(g)$ first:

$$\text{div}_f(2 \text{Ric}(g) + g) = \nabla R_g + 2 \text{Ric}(g)(\nabla f) + \nabla f,$$

by the trace Bianchi identity. Now,

$$\text{div}_f(\nabla \nabla f(g)) = \nabla \Delta f + \Delta \nabla f + \text{Ric}(g)(\nabla f) + \nabla \nabla f(g)(\nabla f) = 2(\nabla \Delta f + \text{Ric}(g)(\nabla f)) + \nabla (|\nabla f|^2),$$

because of the Bochner formula for functions. Hence,

$$\text{div}_f(2 \text{Ric}(g) + g - \nabla \nabla f(g)) = \nabla (R_g + f - 2 \Delta f - |\nabla f|^2).$$

On the other hand,

$$\text{div}_f(\nabla V(g)) = \nabla (\text{div}_f V) + \Delta V + \text{Ric}(g)(V) + \nabla \nabla f(g)(\nabla V)$$

$$= \nabla (\text{div}_f V) + \nabla <\nabla f, V > + \Delta f V + \text{Ric}(g)(V) + <\nabla f, \nabla f >$$

$$= \nabla (\text{div}_f V) + \Delta f V + \text{Ric}(g)(V).$$

The main purpose of this section is to prove the following proposition:

**Theorem 4.3.** Let $(M^n, g, V)$ be the implicit expanding Ricci soliton obtained in theorem 2.18 or in theorem 3.7, then there exists a potential function $f : M^n \to \mathbb{R}$ such that $(M^n, g, \nabla f)$ is an expanding gradient Ricci soliton.

We give two proofs of theorem 4.3.

The first proof is straightforward and is a direct application of pointwise estimates due to Chow, Hamilton and Ni [Chap. 6, Sec. 6, [CLN06]]. For the convenience of the reader, we explain the main steps in our setting in the next section. Note that Schulze and Simon [SS13] have generalized these arguments in order to associate to any Riemannian manifold with positive asymptotic volume ratio and bounded nonnegative curvature operator an expanding gradient Ricci soliton. Their procedure is based on a blow-down of the initial manifold together with the corresponding Ricci flow and is therefore more involved.

**4.2. First proof of theorem 4.3.** Let $(M^n, g, V)$ be the implicit expanding Ricci soliton obtained in theorem 2.18 or in theorem 3.7. Then $(M^n, g)$ has positive curvature operator (if the regularity at infinity is high enough) and $M^n$ is simply connected (since $M^n$ is diffeomorphic to $\mathbb{R}^n$). Let $(M^n, g(\tau))_{\tau>0}$ be the associated Ricci flow to $(M^n, g, V)$. Then $g(\tau) = \tau \phi_{-1/2}^s g$, where $(\phi_s)_{s \in (-1, +\infty)}$ is the flow generated by $-V/(1 + s)$. This flow is well-defined since the vector field $V$ grows linearly in the distance at infinity by its very definition. Following the proof of theorem 10.46 of [CLN06], consider the quantity

$$Z(Y) := \Delta R + 2 |\text{Ric}|^2 + 2 <\nabla R, Y > + 2 \text{Ric}(Y, Y) + \frac{R}{\tau}$$
for any vector field $Y$, where we omit the reference to the metric $g(\tau)$. As $(M^n, g)$ has positive curvature operator, the vector field

$$Y := -\text{Ric}^{-1} \text{div}(\text{Ric}) = -\text{Ric}^{-1}(\nabla \text{R})/2,$$

is well defined and a (tedious) computation shows that,

$$\partial_\tau Z(Y) = \Delta Z(Y) + 2 \langle \text{Ric}, M + 2P(Y) + \text{Rm}(Y, \cdot, \cdot, Y) \rangle - \frac{2}{\tau} Z(Y)$$

$$+ 2 \text{Ric} \left( \nabla Y - \text{Ric} - \frac{g}{2\tau}, \nabla Y - \text{Ric} - \frac{g}{2\tau} \right),$$

where $M + 2P(Y) + \text{Rm}(Y, \cdot, \cdot, Y)$ is the matrix Harnack quadratic given by

$$M := \Delta \text{Ric} - \frac{1}{2} \nabla^2 \text{R} + 2 \text{Rm} \ast \text{Ric} - \text{Ric} \otimes \text{Ric} + \frac{\text{R}}{2\tau}.$$

$$P(Y)_{ij} := \nabla Y \text{Ric}_{ij} - \nabla_i \text{Ric}_{Yj} = \text{Cod} (\text{Ric})(Y, i, j),$$

where $\text{Cod}(T)$ stands for the Codazzi tensor associated to a tensor $T$.

By the matrix Harnack estimate, one has

$$\partial_\tau Z(Y) \geq \Delta Z(Y) - \frac{2}{\tau} Z(Y).$$

Now, since $(M^n, g(\tau))_{\tau>0}$ is an expanding Ricci soliton and since the curvature goes to zero at infinity ($(M^n, g)$ is asymptotically conical !),

$$\sup_{M^n \times (0, +\infty)} \tau R_{g(\tau)} = \sup_{M^n} R_{g(1)} = R_{g(1)}(p_1),$$

for some $p_1 \in M^n$. Therefore,

$$\partial_\tau (\tau R_{g(\tau)})(p_1, 1) = 0 ; \ \nabla^g g(1) R_{g(1)}(p_1) = 0.$$

In particular, it implies that $Z(Y)(p_1, 1) = 0$. With the help of the strong maximum principle applied to (40), $Z(Y) \equiv 0$. Going back to the evolution of $Z(Y)$ given by (38) and (39), one has

$$\nabla_i Y_j - \text{Ric}_{ij} - \frac{g_{ij}}{2} = 0.$$

In particular, $\nabla_i Y_j = \nabla_j Y_i$, which implies that the one-form associated to $Y$ is closed on a simply connected manifold hence exact. This finishes the proof.

The second proof of theorem 4.3 is more in the spirit of the no breathers theorem due to Perelman [Per02] involving some relevant entropy introduced by Cao and Hamilton defined originally on compact manifolds. This is the purpose of the next sections.

### 4.3. Cao-Hamilton’s entropy on positively curved Riemannian manifolds.

#### 4.3.1. Existence of minimizers.

Cao and Hamilton [CH09] introduced the following entropy on a general Riemannian manifold $(M^n, g)$. We follow here the presentation and the proofs of Zhang [Zha11] on Perelman’s entropy : most of the time, the arguments are a straightforward adaptation of the ones given in [Zha11], therefore, we will only point out the necessary modifications.

A complete Riemannian manifold $(M^n, g)$ has bounded geometry if

$$\inf_{x \in M} \text{Vol}(B(x, 1)) \geq \nu > 0 ; \ |\nabla^k \text{Rm}(g)| \leq C_k < +\infty, \ \forall k \geq 0.$$
There are various definitions of a Riemannian manifold with bounded geometry in the literature that allows more or less bounded covariant derivatives. Regarding our main application in the setting of Ricci flow, Shi’s estimates will ensure the boundedness of the covariant derivatives of the curvature operator as soon as the curvature is bounded.

Define first

\[ W(g,v) := \int_M \left( 4|\nabla v|^2 - 3 R_g v^2 - v^2 \ln v^2 \right) d\mu(g), \]

The best log-Sobolev constant of \((M^n,g)\) is defined by

\[ \lambda(g) := \inf \{ W(g,v) \mid v \in C^\infty_0(M), \|v\|_{L^2} = 1 \}. \] (41)

Again, the setting of [CH09] concerns compact manifolds. Nonetheless, this invariant is well-defined on a non compact Riemannian manifold as soon as it has bounded scalar curvature and satisfies a Sobolev type inequality that holds, for instance, on manifolds with bounded geometry or with non negative Ricci curvature and positive asymptotic volume ratio: see the proof of theorem 1.1 of [Zha11].

**Definition 4.4.** The best Log-Sobolev constant of \((M^n,g)\) at infinity is defined by

\[ \lambda_\infty(g) := \liminf_{r \to +\infty} \{ W(g,v) \mid v \in C^\infty_0(M \setminus B(p,r)), \|v\|_{L^2} = 1 \}. \]

Following closely the work of Zhang [Zha11], one can prove the existence of a minimizer as soon as the geometry at infinity is restricted:

**Theorem 4.5.** (Zhang) Let \((M^n,g)\) be a complete connected Riemannian manifold with bounded geometry such that \(\lambda(g) < \lambda_\infty(g)\). Then there exists a positive smooth minimizer \(v\) for \(\lambda\). Moreover, there exist positive constants \(C\) and \(c\) such that

\[ v(x) \leq Ce^{-cd_\alpha(p,x)^2}, \]

for any \(x \in M\).

### 4.3.2. Monotonicity of the Cao-Hamilton entropy

In the spirit of Perelman’s entropy, Cao and Hamilton introduced the following entropy for a Riemannian manifold \((M^n,g)\), that we will denote by \(W_{C-H}\) :

\[ W_{C-H}(g,v,\tau) := \int_M \left[ \tau(4|\nabla v|^2 - 3 R_g v^2) - v^2 \ln v^2 - \frac{n}{2} (\ln 4\pi \tau)^2 - mv^2 \right] d\mu(g), \]

for \(\tau > 0\) and \(v \in W^{1,2}(M,\mathbb{R})\).

We gather some important remarks in the following proposition:

**Proposition 4.6.**

1. **Scaling invariance property**: if \(c > 0\), \(\tau > 0\) and \(v \in W^{1,2}(M,\mathbb{R})\) then

\[ W_{C-H}(c^2g,c^{-n/2}v,c^2\tau) = W_{C-H}(g,v,\tau). \]

2. **Diffeomorphism invariance**: if \(\psi \in \text{Diff}(M)\), \(\tau > 0\) and \(v \in W^{1,2}(M,\mathbb{R})\) then

\[ W_{C-H}(\psi^*g,\psi^*v,\tau) = W_{C-H}(g,v,\tau). \]

3. If \(v \in W^{1,2}(M,\mathbb{R})\) is such that \(\|v\|_{L^2} = 1\) then \(W_{C-H}(g,v,1) = W(g,v) - \frac{n}{2} (\ln 4\pi)^2 - n. \)
Therefore, one can define the corresponding entropies (at infinity) with analogy with the previous section:

\[
\mu_{C-H}(g, \tau) := \inf \{ W_{C-H}(g, v, \tau) \mid v \in C_0^\infty(M), \|v\|_{L^2} = 1 \},
\]

\[
\mu_{C-H, \infty}(g, \tau) := \lim_{r \to +\infty} \inf \{ W_{C-H}(g, v, \tau) \mid v \in C_0^\infty(M \setminus B(p, r)), \|v\|_{L^2} = 1 \}.
\]

Again, we collect from [CH09] and [Zha11] the results we need:

**Theorem 4.7.** Let \((M^n, g(t))_{t \in [0, T]}\) be a complete non compact Ricci flow with bounded non-negative curvature operator. Let \([t_1, t_2] \subset (0, T]\). Suppose \(v_1\) is a minimizer for the Cao-Hamilton entropy \(W_{C-H}\) at time \(t_1\). Let \((u(t))_{t \in [t_1, t_2]}\) be the bounded solution to the following heat equation:

\[
\begin{cases}
\partial_t g = -2 \text{Ric} \\
\partial_t u = \Delta u + R u \\
u(t_1) := v_1^2 > 0,
\end{cases}
\]

with \(\|v_1\|_{L^2} = 1\). Then the following holds:

1. **(Cao-Hamilton)** Define the pointwise entropy related to \(u(t)\):

\[
P(u) := 2\Delta f - |\nabla f|^2 - 3R + \frac{f}{t} - \frac{n}{t}, \quad u(t) = \frac{e^{-f(t)}}{(4\pi t)^{n/2}}.
\]

Then

\[
\partial_t (tP(u)) = \Delta(tP(u)) - 2\nabla(tP(u)) \cdot \nabla f - 2t \left( |\nabla^2 f - \text{Ric} - \frac{g}{2t}|^2 - 2t \mathcal{H} \right),
\]

where

\[
\mathcal{H} = \mathcal{H}(g(t), u(t)) := \partial_t R + \frac{R}{t} + 2\nabla R \cdot \nabla f + 2 \text{Ric}(\nabla f, \nabla f)
\]

is the Harnack quantity associated to \((g(t), u(t))\). In particular,

\[
\partial_t (tP(u)) = \Delta(tP(u)) + R(tP(u)) - 2t \left( |\nabla^2 f - \text{Ric} - \frac{g}{2t}|^2 + \mathcal{H} \right) u.
\]

2. **(Zhang)** If \(t \in (t_1, t_2]\),

\[
\partial_t W_{C-H}(g(t), \sqrt{u(t)}, t) = -2t \int_{M^n} \left( |\nabla^2 f - \text{Ric} - \frac{g}{2t}|^2 + \mathcal{H} \right) u \mu.
\]

In particular,

\[
\mu_{C-H}(g(t_2), t_2) \leq \mu_{C-H}(g(t_1), t_1).
\]

**Proof.** The first part of theorem 4.7 is entirely due to [CH09].

The second part consists in three steps, as described in [Zha11], that we explain and modify now:
Claim 5. There exist positive constants $A$ and $a$ such that for any $t \in [t_1, t_2]$ and any $x \in M$,

$$u(x, t) \leq Ae^{-ad^2_{g(t_1)}(p, x)},$$

for some point $p \in M$.

First of all, remark that, as the curvature is uniformly bounded on $[t_1, t_2]$, the metrics $(g(t))_{t \in [t_1, t_2]}$ are uniformly equivalent. Secondly, theorem 5.1 of [CTY11] gives the following upper bound for the fundamental solution $G(x, y, t_1)$ associated to the operator $\partial_t - \Delta - R$ for $t_1 < t$:

$$G(x, t, y, t_1) \leq C_1 \sqrt{\text{Vol} B(x, t)} \sqrt{\text{Vol} B(y, t)} e^{-c_1 d^2_{g(t)}(x, y) / (t - t_1)},$$

for some positive constants $C_1$ and $c_1$ depending only on a bound of the Ricci curvature on $[t_1, t_2]$ and the dimension $n$. As $(M^n, g(t))_{t \in [t_1, t_2]}$ is a Ricci flow with uniformly bounded non negative sectional curvature, the Sharafutdinov retraction [Sar77] together with Shi’s estimates ensure that $(M^n, g(t))_{t \in [t_1, t_2]}$ has bounded geometry where the constants appearing in the definition are uniform in time. Therefore,

$$G(x, t, y, t_1) \leq C_1 (t - t_1)^{n/2} e^{-c_1 d^2_{g(t)}(x, y) / (t - t_1)},$$

for any $t > t_1$ with possibly different constants $c_1$ and $C_1$.

Now, by (the proof) of theorem 4.5, any minimizer of the Cao-Hamilton entropy satisfies:

$$v_1(x) \leq A_1 e^{-a_1 d^2_{g(t_1)}(p, x)}, \quad \forall x \in M,$$

for some positive constants $A_1$ and $a_1$. The claim follows by using the representation formula for the solution $u(x, t)$, i.e.

$$u(x, t) = \int_{M^n} G(x, t, y, t_1) v_1^2(y) d\mu(g(t_1)),$$

together with the previous upper bounds both of the fundamental solution and the initial condition.

Again, following the notations of [Zha11], denote the integrand of the Cao-Hamilton entropy by

$$i(u) := t \left( \frac{\nabla u^2}{u} - 3 R u \right) - u \ln u - \ln(4\pi t) u - nu.$$
The strategy consists in computing the evolution of $|\nabla u|^2/u$. On the one hand, define $v(x,t) := \sqrt{u(x,t)}$ for $(x,t) \in M \times [t_1, t_2]$. Then,

$$
\begin{align*}
\partial_t \left( \frac{|\nabla u|^2}{u} \right) &= 4\partial_t |\nabla v|^2 \\
\Delta \left( \frac{|\nabla u|^2}{u} \right) &= 4\Delta |\nabla v|^2 \\
&= 8(|\nabla^2 v|^2 + \text{Ric}(\nabla v, \nabla v) + <\nabla v, \nabla \Delta v>).
\end{align*}
$$

On the other hand,

$$
(\partial_t - \Delta)(v) = (\partial_t - \Delta)(\sqrt{u}) = \frac{1}{2} (\partial_t - \Delta)(u) + \frac{1}{4} \frac{|\nabla u|^2}{u^{3/2}}.
$$

Finally, we get

$$
(\partial_t - \Delta - R) \left( \frac{|\nabla u|^2}{u} + Ru \right) \leq 2 R(R u) \leq C \left( \frac{|\nabla u|^2}{u} + Ru \right),
$$

on $M \times (t_1, t_2)$, i.e.

$$
(\partial_t - \Delta - R)Q \leq 0,
$$

(44)

$$
Q(u) := e^{C t} \left( \frac{|\nabla u|^2}{u} + Ru \right),
$$

(45)

on $M^n \times (t_1, t_2)$. Now, one can argue exactly as in [Zha11]. In order to apply the maximum principle to (44), we need to control the decay at the initial time and we need to know a priori the growth of the solution at infinity.

Concerning the initial condition, first note that :

$$
Q(u)(t_1) = e^{C t_1} (4|\nabla v_1|^2 + R v_1^2)
$$

As $v_1$ is a minimizer for the Cao-Hamilton entropy, it satisfies the associated Euler-Lagrange equation :

$$
4\Delta v_1 + 3 R v_1 + 2 v_1 \ln v_1 + \ln(4\pi t_1) v_1 + n v_1 + \mu_{C-H}(g(t_1), t_1) v_1 = 0.
$$

(46)
From this and the Bochner formula, $|\nabla v_1|^2$ satisfies:

$$\Delta |\nabla v_1|^2 \geq 2 \langle \nabla \Delta v_1, \nabla v_1 \rangle - C(|\nabla v_1|^2 + v_1^2).$$

since $v_1$ is in particular bounded from above by theorem 4.5. Again, the nonnegativity of the Ricci curvature can be relaxed to bounded Ricci curvature from below. Then, a Moser’s iteration shows that

$$\sup_{B(x,1/2)} |\nabla v_1|^2 \leq C \int_{B(x,1)} (|\nabla v_1|^2 + v_1^2) d\mu(g(t_1)) \leq C \int_{B(x,2)} v_1^2 d\mu(g(t_1)),$$

where, in the last inequality, we use the Euler-Lagrange equation (46) again. Because of the decay of the minimizer $v_1$ at infinity given by theorem 4.5, we get a quadratic exponential decay for $Q(u)(t_1)$.

Concerning the a priori growth at infinity of $Q(u)$, the difficulty comes from the lack of an appropriate lower bound for the minimizer $v_1$. Nonetheless, we circumvent this by using the same approximation procedure introduced by Zhang. Let $\epsilon > 0$ and consider the unique bounded solution $u_\epsilon$ to

\[
\begin{cases}
\partial_t g = -2 \text{Ric} \\
\partial_t u_\epsilon = \Delta u_\epsilon + R u_\epsilon \\
u_\epsilon(t_1) := v_1^2 + \epsilon > 0,
\end{cases}
\]

on $[t_1, t_2] \times M$. This solution has the main advantage that it is uniformly bounded from below, moreover, $u_\epsilon$ converges to $u$ pointwise as $\epsilon$ goes to 0.

The quantity $Q(u_\epsilon)$ that is now bounded from above on $[t_1, t_2]$ satisfies

$$\partial_t - \Delta - R)(Q(u_\epsilon)) \leq 0,$$

as in (44). By the maximum principle,

$$Q(u_\epsilon)(x,t) \leq \int_{M^n} G(x,t,y,t_1)Q(u_\epsilon)(y,t_1) d\mu(g(t_1)),$$

on $M \times [t_1, t_2]$. As for the upper bound of $u$, one has:

$$Q(u_\epsilon)(x,t) \leq C_1 e^{-c_1 d^2_{u(t_1),p,x}} + C_1 \epsilon,$$

on $M \times [t_1, t_2]$ where $C_1$ and $c_1$ are positive constants independent of $\epsilon$. If $\epsilon$ goes to 0, then we get an appropriate decay for $|\nabla u|^2/u$ ensuring the finiteness of the expression $W_{C-H}(g(t), \sqrt{u(t)}, t)$ for $t \in [t_1, t_2]$.

Finally, we compute the time derivative of $t \rightarrow W_{C-H}(g(t), \sqrt{u(t)}, t)$ as in [Zha11] with the help of the computations performed by Cao and Hamilton. First note that

$$tP(u)u = t \left(-2\Delta u + \frac{|\nabla u|^2}{u} - 3 R u\right) - u \ln u - \ln(4\pi t)u - nu \approx -2t \Delta u + i(u).$$
Therefore, if \( \phi \in C_0^\infty(M, \mathbb{R}) \),
\[
\partial_t \int_M (tP(u)) \phi d\mu(g(t)) = \int_M (\partial_t - R)(tP(u)) \phi d\mu(g(t))
\]
\[
= \int_M \Delta(tP(u) \phi) d\mu(g(t))
\]
\[
-2t \int_M \left( \left| \nabla^2 f - \frac{g}{2t} \right|^2 + H \right) u \phi d\mu(g(t))
\]
\[
= \int_M (tP(u)) \Delta \phi d\mu(g(t))
\]
\[
-2t \int_M \left( \left| \nabla^2 f - \frac{g}{2t} \right|^2 + H \right) u \phi d\mu(g(t))
\]
\[
= \int_M (\Delta \Delta \phi) u d\mu(g(t)) + \int_M (\Delta \phi) i(u) d\mu(g(t))
\]
\[
-2t \int_M \left( \left| \nabla^2 f - \frac{g}{2t} \right|^2 + H \right) u \phi d\mu(g(t)).
\]

Now, as \( i(u) \) is integrable, by choosing a sequence \( (\phi_k)_k \) of functions with compact support approximating the identity as in [Zha11], one ends up with
\[
\mu_{C-H}(g(t_2), t_2) \leq W_{C-H}(g(t_2), \sqrt{u(t_2)}, t_2) \leq W_{C-H}(g(t_1), \sqrt{u(t_1)}, t_1) = \mu_{C-H}(g(t_1), t_1).
\]

With theorem [4.7] in hand, one can prove that some expanding Ricci solitons are actually gradient:

**Corollary 4.8.** Let \((M^n, g(t)), t \in (0, +\infty)\) be a non compact non flat expanding Ricci soliton flow with bounded nonnegative curvature operator on compact time intervals. Assume
\[
\mu_{C-H}(g(t_1), t_1) < \mu_{C-H, \infty}(g(t_1), t_1),
\]
for some positive time \( t_1 \).

Then \((M^n, g(t)), t \in (0, +\infty)\) is an expanding **gradient** Ricci soliton.

**Proof.** According to theorem [4.3] there exists a smooth positive minimizer \( v_1 \) for \( \mu_{C-H}(g(t_1), t_1) \) with quadratic exponential decay. Let \((u(t))_t\) be the solution to the heat equation [4.12]. In particular, we get
\[
W_{C-H}(g(t_2), \sqrt{u(t_2)}, t_2) \leq W_{C-H}(g(t_1), \sqrt{u(t_1)}, t_1) = \mu_{C-H}(g(t_1), t_1).
\]

Now, by the invariance property under scalings and under diffeomorphism given by proposition [4.6]
\[
\mu_{C-H}(g(t_2), t_2) = \mu_{C-H} \left( \frac{t_2}{t_1} \phi_{t_1,t_2} g(t_1), \frac{t_2}{t_1} t_1 \right) = \mu_{C-H}(g(t_1), t_1),
\]
where \( \phi_{t_1,t_2} := \phi_{t_1}^{-1} \circ \phi_{t_2}^{-1} \). Therefore, the function \( t \to \mu_{C-H}(g(t), t) \) is constant on \([t_1, +\infty)\) which implies the expected result by using the evolution of the Cao-Hamilton entropy given by [4.3].

\[ \square \]

Now, we give an alternative proof of theorem [4.3]:

\[ \square \]
Second proof of theorem 4.3. Let \((M^n, g, V)\) be such an implicit expanding Ricci soliton. As it is asymptotically conical, one can check that
\[
\mu_{C-H, \infty}(g(t), t) = \mu_{C-H}(\text{eucl}, t) \geq 0,
\]
where \(\mu_{C-H}(\text{eucl}, t)\) is the Cao-Hamilton entropy of the Euclidean space at a positive time \(t\). The fact that \(\mu_{C-H}(\text{eucl}, t) \geq 0\) for any positive \(t\) comes from the Gross logarithmic Sobolev inequality \([\text{Gro}75]\) for the standard Gaussian measure \((2\pi)^{-n/2}e^{-|\cdot|^2/2}\). On the other hand, this implicit Ricci expander is globally \(C^2\) close to a fixed non flat gradient Ricci expander \((M^n, g_0, \nabla^0 f_0)\) with non negative (Ricci) curvature. By \([\text{CN}09]\),
\[
\mu_{C-H}(g_0(1), 1) < 0.
\]
Hence, \(\mu_{C-H}(g(1), 1) < 0\) too. We can now apply corollary 4.8 to show that \((M^n, g, V)\) carries a structure of expanding gradient Ricci soliton.

\[\square\]

4.3.3. Proof of theorem 4.3. Let \((X, g_X)\) be a compact simply connected Riemannian manifold with positive curvature operator. Let \((X, g_X(s))_{s \in [0, +\infty]}\) be a curve of Riemannian metrics with positive curvature operator of constant volume provided by Böhm and Wilking \([\text{BW}08]\) connecting \((X, g_X)\) to \((X, c^2 g_{S^{n-1}})\) where \(c^{n-1} = \text{Vol}(X, g_X)/\text{Vol}(S^{n-1}, g_{S^{n-1}})\).

Thanks to theorems 4.1, 4.2, and 4.3, there exists a curve of expanding gradient Ricci solitons \((M^n, g(s), \nabla^{g(s)} f(s))\) with positive curvature operator asymptotic to \((C(X), dr^2 + r^2 g_X(s), r\partial_r/2)\) for \(s \in [0, +\infty]\).

Now, if two expanding gradient Ricci solitons \((M_1, g_1, \nabla^{g_1} f_1)_{i=1,2}\) with positive curvature operator are asymptotic to the same cone, one can connect each soliton to a soliton \((M_i, \tilde{g}_i, \nabla^{\tilde{g}_i} \tilde{f}_i)_{i=1,2}\) with positive curvature operator whose asymptotic cone is the most symmetric one, i.e. \((C(S^{n-1}), dr^2 + c^2 g_{S^{n-1}})\) with \(c\) depending only on the volume of the section of the initial cone as before. According to Chodosh \([\text{Cho}14]\), \((M_1, \tilde{g}_1, \nabla^{\tilde{g}_1} \tilde{f}_1)\) and \((M_2, \tilde{g}_2, \nabla^{\tilde{g}_2} \tilde{f}_2)\) are isometric to the same corresponding Bryant soliton. By using theorem 3.7 one gets that the two curves of implicit expanding gradient Ricci solitons are actually isometric, hence the uniqueness result.

Appendix A. Soliton equations

The next lemma gathers well-known Ricci soliton identities together with the (static) evolution equations satisfied by the curvature tensor.

Recall first that an expanding gradient Ricci soliton is said normalized if \(\int_M e^{-f} d\mu_g = (4\pi)^{n/2}\) (whenever it makes sense).

Lemma A.1. Let \((M^n, g, \nabla f)\) be a normalized expanding gradient Ricci soliton. Then the trace and first order soliton identities are:
\[
\Delta f = R_g + \frac{n}{2}, \quad (48)
\]
\[
\nabla R_g + 2 R(g)(\nabla f) = 0, \quad (49)
\]
\[
|\nabla f|^2 + R_g = f + \mu(g), \quad (50)
\]
\[
\text{div} \text{Rm}(g)(Y, Z, T) = \text{Rm}(g)(Y, Z, \nabla f, T), \quad (51)
\]
for any vector fields \(Y, Z, T\) and where \(\mu(g)\) is a constant called the entropy.
The evolution equations for the curvature operator, the Ricci tensor and the scalar curvature are:

\[
\Delta f \operatorname{Rm}(g) + \operatorname{Rm}(g) + \operatorname{Rm}(g) \ast \operatorname{Rm}(g) = 0, \\
\Delta f \operatorname{Ric}(g) + \operatorname{Ric}(g) + 2 \operatorname{Rm}(g) \ast \operatorname{Ric}(g) = 0, \\
\Delta f \operatorname{R}_g + \operatorname{R}_g + 2 |\operatorname{Ric}(g)|^2 = 0,
\]

where, if \(A\) and \(B\) are two tensors, \(A \ast B\) denotes any linear combination of contractions of the tensorial product of \(A\) and \(B\).

Proof. See [Chap.1, CCG+07] for instance.

Proposition A.2. Let \((M^n, g, \nabla f)\) be an expanding gradient Ricci soliton.

- If \((M^n, g, \nabla f)\) is non Einstein,
  \[
  \Delta f v = v, \quad v > |\nabla v|^2. 
  \]

- Assume \(\operatorname{Ric}(g) \geq 0\) and assume \((M^n, g, \nabla f)\) is normalized. Then \(M^n\) is diffeomorphic to \(\mathbb{R}^n\) and
  \[
  v \geq \frac{n}{2} > 0. 
  \]

  \[
  \frac{1}{4} r_p(x)^2 + \min_M v \leq v(x) \leq \left(\frac{1}{2} r_p(x) + \sqrt{\min_M v}\right)^2, \quad \forall x \in M, 
  \]

  \[
  \operatorname{AVR}(g) := \lim_{r \to +\infty} \frac{\operatorname{Vol} B(q, r)}{r^n} > 0, \quad \forall q \in M, 
  \]

  \[
  -C(n, V_0, R_0) \leq \min_M f \leq 0; \quad \mu(g) \geq \max_M R_g \geq 0,
  \]

  where \(V_0\) is a positive number such that \(\operatorname{AVR}(g) \geq V_0\), \(R_0\) is such that \(\sup_M R_g \leq R_0\) and \(p \in M\) is the unique critical point of \(v\).

- Assume \(\operatorname{Ric}(g) = O(r_p^{-2})\) where \(r_p\) denotes the distance function to a fixed point \(p \in M\). Then the potential function is equivalent to \(r_p^2/4\) (up to order 2).

For a proof, see [Der14a] and the references therein.
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