Sharp mean-square regularity results for SPDEs with fractional noise and optimal convergence rates for the numerical approximations
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Abstract

This article offers sharp spatial and temporal mean-square regularity results for a class of semi-linear parabolic stochastic partial differential equations (SPDEs) driven by infinite dimensional fractional Brownian motion with the Hurst parameter greater than one-half. In addition, mean-square numerical approximation of such problem are investigated, performed by the spectral Galerkin method in space and the linear implicit Euler method in time. The obtained sharp regularity properties of the problems enable us to identify optimal mean-square convergence rates of the full discrete scheme. These theoretical findings are accompanied by several numerical examples.
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1 Introduction

Numerical analysis of evolutionary stochastic partial differential equations (SPDEs) is currently an active area of research and there has been an extensive literature on numerical methods for SPDEs driven by standard (possibly cylindrical) $Q$-Wiener process \cite{10,11,13,16}, to just mention
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a list of comprehensive references. Although the theoretical analysis of SPDEs driven by infinite dimensional fractional Brownian motion (fBm in short) has attracted increasing attention in the past decades (see, e.g., [6, 7, 11, 18, 20] and references therein), they are still not well-understood, especially from the numerical point of view. The purpose of the present work is to provide sharp mean-square regularity properties of SPDEs with infinite dimensional fractional noise and to identify optimal mean-square convergence rates of the numerical approximations.

Given a real separable Hilbert space \((V, \langle \cdot, \cdot \rangle, \| \cdot \|)\) with scalar product \(\langle \cdot, \cdot \rangle\) and norm \(\| \cdot \| = (\langle \cdot, \cdot \rangle)^{\frac{1}{2}}\), we let \(A: \mathcal{D}(A) \subset V \to V\) be a densely defined, linear unbounded, positive self-adjoint operator with compact inverse. Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space and let \(\{W^H(t)\}_{t \in [0, T]}\) be a standard cylindrical fBm with Hurst parameter \(H \in \left(\frac{1}{2}, 1\right),\) defined by the following formal series

\[
W^H(t) := \sum_{n=1}^{\infty} w_n^H(t) e_n, \quad t \in [0, T],
\]

where \(\{w_n^H(t)\}_{n \in \mathbb{N}}, t \in [0, T]\) are a sequence of independent real-valued standard fBm each with the same Hurst parameter \(H \in \left(\frac{1}{2}, 1\right)\) and \(\{e_n\}_{n \in \mathbb{N}}\) being a complete orthonormal basis of \(V\). Now let us consider the following semilinear parabolic SPDEs in \(V\), driven by an infinite dimensional fractional Brownian motion (fBm),

\[
\begin{cases}
\frac{dX(t)}{dt} + AX(t) dt = F(X(t)) dt + \Phi dW^H(t), \quad t \in (0, T], \\
X(0) = \xi,
\end{cases}
\]

where \(F: V \to V\) and \(\Phi: V \to V\) are deterministic mappings. Under certain assumptions specified later, particularly including

\[
\|A^{\frac{\beta-1}{2}}\|_{\mathcal{L}_2(V)} < \infty, \quad \text{for some } \beta \in (1 - 2H, 1],
\]

\([1, 2]\) admits a unique mild solution \(X: [0, T] \times \Omega \to V\) with continuous sample path, given by

\[
X(t) = E(t)\xi + \int_0^t E(t-s)F(X(s)) \, ds + \int_0^t E(t-s)\Phi \, dW^H(s), \quad \mathbb{P}\text{-a.s.}
\]

Here \(E(t) = \exp(-tA), t \geq 0\) represents an analytic semigroup generated by \(-A\). As shown in the main regularity result, Theorem 3.5, the mild solution possesses the following regularity properties:

\[
\sup_{t \in [0, T]} \|X(t)\|_{L^2(\Omega; V_{2H+\beta-1})} < \infty,
\]

and

\[
\sup_{t \neq s} \frac{\|X(t) - X(s)\|_{L^2(\Omega; V_\delta)}}{(t-s)^{2H+\beta-1-\delta}} < \infty, \quad \delta \in [0, 2H + \beta - 1].
\]

Clearly, the parameter \(\beta\) in (1.3) used to characterize the spatial regularity of the operator \(\Phi\) also determines the spatial and temporal regularity of the mild solution (1.4). If \(\Phi \in \mathcal{L}_2(V)\), which corresponds to the trace-class noise with the fBm in (1.2) being of covariance type, then (1.3) is satisfied with \(\beta = 1\) and the mild solution \(X(t), t \in [0, T]\) takes values in \(L^2(\Omega; V_{2H})\) and is mean-square Hölder continuous in \(V_\delta\) with Hölder exponent \(H - \frac{\delta}{2}\) for \(\delta \in [0, 2H]\). For an interesting
case when it is only assumed that $\Phi \in L^2(V)$ ($\Phi = I_V$ for example), (1.3) is fulfilled with $\beta < \frac{1}{2}$ in one space dimension, $\beta < 0$ in two space dimensions and $\beta < -\frac{1}{2}$ in three dimensions [12, section 6.1]. Therefore, regularity results (1.5)-(1.6) tell us that, distinct from parabolic SPDEs driven by standard cylindrical $I$-Wiener process ($H = \frac{1}{2}$), SPDEs driven by standard cylindrical fBm ($\Phi = I_V$) allow for a mild solution with a positive order of regularity in multiple spatial dimensions. Also, it is worthwhile to point out that, the sharp regularity results for the mild solution (1.4) is credited to sharp regularity results of the stochastic convolution. A key tool utilized to analyze the sharp regularity properties of the stochastic convolution is Lemma 3.6, the proof of which is due to a very careful use of the smoothing property of the analytic semigroup.

Additionally, in this paper we study a full discretization of (1.4) via a spectral Galerkin method for the spatial approximation and the linear implicit Euler method for the temporal discretization. By $X(t_m)$ we denote the mild solution (1.4) taking values at the temporal grid points $t_m = m\tau$ and by $X^N_m$ the numerical approximations of $X(t_m)$, produced by the proposed fully discrete scheme with the time step-size $\tau > 0$. Based on the above sharp regularity properties, one can measure the resulting approximation error as follows (Corollary 4.4):

$$
\|X(t_m) - X^N_m\|_{L^2(\Omega; V)} \leq C(1 + \|\xi\|_{L^2(\Omega; V^{2H+\beta-1})}) (\lambda_{N+1}^{-2H+\beta-1} + \tau^{-\frac{2H+\beta-1}{2}}), \quad (1.7)
$$

where $\{\lambda_n\}_{n \in \mathbb{N}}$ are the eigenvalues of the linear operator $A$. Comparing this with the regularity results (1.5) and (1.6), one can easily observe, the obtained convergence rates in (1.7) are optimal in the sense that the orders of convergence in space and in time agree with the order of the spatial and temporal regularity of the mild solution, respectively. It must be emphasized that the derivation of (1.7) is not an easy task and requires a variety of delicate error estimates, which are elaborated in section 4. Unlike the case of standard cylindrical Wiener process, Itô’s isometry for the stochastic integral with respect to a cylindrical fBm gets involved with a multiple integral (cf. (2.13) below). This essentially makes the treatments of the corresponding error terms, i.e., $|J_3|^2$ in (4.13) and $|J_3|^2$ in (4.41), significantly more difficult and demanding.

Before closing this introduction section, we recall a few closely relevant works. In [6,7], solutions of linear and semi-linear SPDEs with additive fractional noises are investigated, but sharp mean-square regularity results were not reported there. Indeed, we must admit that, our work is inspired by [15] and [13], where the former established sharp mean-square regularity properties of parabolic SPDEs driven by standard $Q$-Wiener process of covariance type ($\beta = 1$ in our setting) and the latter recovered optimal convergence rates of the numerical approximations. Nevertheless, as already discussed earlier, a more complicated form of Itô’s isometry in the fBm setting makes both the regularity analysis (see the proof of Lemma 3.6) and especially the approximation error analysis (see estimates of $|J_3|^2$ and $|J_3|^2$ in section 4) much more involved and new techniques are needed. At last, we would like to mention two recent publications [3,4], where Cao, Hong and Liu examined strong approximations of various SPDEs driven by fractional noise with $H \in (0, \frac{1}{2})$. Instead of the semigroup approach adopted in this paper, they used the Green function framework.

The rest of this paper is organized as follows. In the next section we collect some basic facts and define the stochastic integral with respect to the infinite dimensional fBm. Section 3 is devoted to sharp regularity analysis of the underlying SPDEs under standard assumptions. With the sharp regularity results, we show optimal mean-square convergence rates of the numerical
approximations in section 4. Numerical results are included in section 5 to test previous theoretical findings. Finally, the paper is concluded with further comments.

2 Preliminaries

On a real separable Hilbert space \((V, \langle \cdot, \cdot \rangle, \| \cdot \|)\), by \(\mathcal{L}(V)\) we denote the space of bounded linear operators from \(V\) to \(V\) endowed with the usual operator norm \(\| \cdot \|_{\mathcal{L}(V)}\). Additionally, we denote by \(\mathcal{L}_2(V) \subset \mathcal{L}(V)\) the subspace consisting of all Hilbert-Schmidt operators from \(V\) to \(V\). It is known that \(\mathcal{L}_2(V)\) is a separable Hilbert space, equipped with the scalar product and norm

\[
\langle \Gamma_1, \Gamma_2 \rangle_{\mathcal{L}_2(V)} := \sum_{n \in \mathbb{N}} \langle \Gamma_1 \eta_n, \Gamma_2 \eta_n \rangle, \quad \| \Gamma \|_{\mathcal{L}_2(V)} := \left( \sum_{n \in \mathbb{N}} \| \Gamma \eta_n \|^2 \right)^{\frac{1}{2}},
\]

independent of the particular choice of ON-basis \(\{ \eta_n \}_{n \in \mathbb{N}}\) of \(V\). Below we sometimes write \(\mathcal{L}_2 := \mathcal{L}_2(V)\) for brevity. If \(\Gamma \in \mathcal{L}(V)\) and \(\Gamma_1, \Gamma_2 \in \mathcal{L}_2(U)\), then the following inequalities hold,

\[
|\langle \Gamma_1, \Gamma_2 \rangle_{\mathcal{L}_2(V)}| \leq \| \Gamma_1 \|_{\mathcal{L}_2(V)} \| \Gamma_2 \|_{\mathcal{L}_2(V)}, \quad \| \Gamma \Gamma_1 \|_{\mathcal{L}_2(V)} \leq \| \Gamma \|_{\mathcal{L}(V)} \| \Gamma_1 \|_{\mathcal{L}_2(V)}.
\]

As a main target of this section, we are to define a stochastic integral of the form

\[
I(\Psi; T) := \int_0^T \Psi(s) \, dW^H(s), \quad H \in (\frac{1}{2}, 1),
\]

for an integrand \(\Psi : [0, T] \to \mathcal{L}_2(V)\), where \(W^H\) is the cylindrical fBm represented by (1.1). There are a variety of ways to define such stochastic integral in existing literature. Here we adopt a transparent approach used in [6] and recall an inequality of integral form as [6, Lemma 2.1].

**Lemma 2.1** Let \(\chi \in L^p(0, T; \mathbb{R})\) for \(p > \frac{1}{H}\) be a deterministic function. Then there exists a constant \(C_T > 0\) only depending on \(T\) such that

\[
\int_0^T \int_0^T \chi(u)\chi(v)\phi(u - v) \, du \, dv \leq C_T \| \chi \|^2_{L^p(0, T; \mathbb{R})},
\]

where and below for simplicity of presentation we denote

\[
\phi(y) := \alpha_H |y|^{2H - 2}, \quad y \in \mathbb{R} \quad \text{with} \quad \alpha_H = H(2H - 1).
\]

Then for a deterministic \(V\)-valued function \(g \in L^p(0, T; V)\) with \(p > 1/H\) and a scalar fractional Brownian motion \(w^H\), we first define the stochastic integral

\[
\int_0^T g(s) \, dw^H(s).
\]

The scalar fractional Brownian motion \(w^H\) for \(H \neq \frac{1}{2}\) is neither a Markov process nor a semi-martingale, but a centered Guassian process with continuous samples and covariance function

\[
R_H(s, t) = \frac{1}{2} \left( s^{2H} + t^{2H} - |t - s|^{2H} \right).
\]
Under theses assumptions, we define the stochastic integral which serves as an important tool in the error analysis later and where by assumption for some constant $C$ can be (almost surely) uniquely extended from $\Xi$ to $L^2$. The Cauchy-Schwarz inequality and Lemma 2.1. Since $\Xi$ is dense in $L^p(0,T;V)$, the stochastic integral can be (almost surely) uniquely extended from $\Xi$ to $L^p(0,T;V)$.

Now we return to the definition of $I(\Psi;T)$ as indicated in (2.9). Assume

$$\Psi(\cdot)x \in L^p(0,T;V) \quad \forall x \in V, \quad \text{and} \quad \int_0^T \int_0^T \|\Psi(u)\|_{L^2(v)} \|\Psi(v)\|_{L^2(v)} \phi(u-v) dudv < \infty. \quad (2.11)$$

Under these assumptions, we define the stochastic integral $I(\Psi;T)$ as

$$I(\Psi;T) = \int_0^T \Psi(s) dW^H(s) := \sum_{n=1}^{\infty} \int_0^T \Psi(s) e_n dW_n^H(s), \quad (2.12)$$

where the summation is defined in mean square. Since $\Psi(\cdot)e_n \in L^p(0,T;V)$ for each $n \in \mathbb{N}$, all summands in (2.12) are well-defined due to the definition of (2.6) and they are mutually independent Gaussian random variables. Easy calculations show that, the series in (2.12) is a zero mean, $V$-valued Gaussian random variable satisfying the following Itô’s isometry:

$$\mathbb{E} \left[ \left\| \int_0^T \Psi(s) dW^H(s) \right\|^2 \right] = \sum_{n=1}^{\infty} \mathbb{E} \left[ \left\| \int_0^T \Psi(s) e_n dW^H(s) \right\|^2 \right]$$

$$= \sum_{n=1}^{\infty} \int_0^T \int_0^T \langle \Psi(u)e_n, \Psi(v)e_n \rangle \phi(u-v) du dv \quad (2.13)$$

$$= \int_0^T \int_0^T \langle \Psi(u), \Psi(v) \rangle_{L^2} \phi(u-v) du dv,$$

which serves as an important tool in the error analysis later and where by assumption

$$\int_0^T \int_0^T \langle \Psi(u), \Psi(v) \rangle_{L^2} \phi(u-v) dudv \leq \int_0^T \int_0^T \|\Psi(u)\|_{L^2} \|\Psi(v)\|_{L^2} \phi(u-v) dudv < \infty. \quad (2.14)$$
3 Sharp regularity results

This section aims to analyze mean-square regularity properties of (1.4) in both space and time. To begin with, we make the following assumptions

Assumption 3.1 (Linear operator A)

Let \( (V, \langle \cdot, \cdot \rangle, \| \cdot \|) \) be a real separable Hilbert space and let \( A: \mathcal{D}(A) \subset V \to V \) be a linear, densely-defined, positive self-adjoint unbounded operator with compact inverse.

This assumption guarantees that \(-A\) generates an analytic semigroup \( E(t) = e^{-tA}, t \geq 0 \) on \( V \). Furthermore, there exists an increasing sequence of real numbers \( \{\lambda_i\}_{i=1}^{\infty} \) and an orthonormal basis \( \{e_i\}_{i=1}^{\infty} \) such that \( Ae_i = \lambda_i e_i \) and

\[
0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n (\to \infty).
\]

This allows us to define the fractional powers of \( A \), i.e., \( A^\gamma, \gamma \in \mathbb{R} \) and the Hilbert space \( V_\gamma := \text{dom}(A^{\gamma/2}) \), equipped with inner product \( \langle \cdot, \cdot \rangle_\gamma := \langle A^{\gamma/2} \cdot, A^{\gamma/2} \cdot \rangle \) and norm \( \| \cdot \|_\gamma \). Moreover, \( V_0 = V \) and \( V_\gamma \subset V_\delta, \gamma \geq \delta \). It is also well-known that

\[
\|A^\gamma E(t)\|_{L(V)} \leq C t^{-\gamma}, \quad t > 0, \gamma \geq 0, \quad \|A^{-\rho}(I - E(t))\|_{L(V)} \leq C t^{\rho}, \quad t > 0, \rho \in [0,1],
\]

which together imply

\[
\|E(t) - E(s)\|_{L(V)} = \|E(s)(E(t - s) - I)\|_{L(V)} \leq C s^{-\rho}(t-s)^{\rho}, \quad t > s > 0, \rho \in [0,1].
\]

Throughout this paper, by \( C \) and \( c_H \) we mean various constants, not necessarily the same at each occurrence, that are independent of the discretization parameters.

Assumption 3.2 (Nonlinearity)

Let \( F: V \to V \) be a deterministic mapping satisfying

\[
\|F(u)\| \leq L(\|u\| + 1), \quad u \in V, \quad \|F(u) - F(v)\| \leq L\|u - v\|, \quad u, v \in V
\]

for some constant \( L \in (0, \infty) \).

Assumption 3.3 (Noise term)

Let \( \{W^H(t)\}_{t \in [0,T]} \) be a cylindrical fractional Brownian motion on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) with a normal filtration \( \{\mathcal{F}_t\}_{t \in [0,T]} \), expressed by

\[
W^H(t) := \sum_{n=1}^{\infty} w^H_n(t)e_n,
\]

where \( \{w^H_n(t)\}_{n \in \mathbb{N}} \) is a sequence of independent real-valued standard fractional Brownian motions each with the same Hurst parameter \( H \in (\frac{1}{2}, 1) \) and \( \{e_n\}_{n \in \mathbb{N}} \) is a complete orthonormal basis of \( V \). Assume further that, the deterministic mapping \( \Phi: V \to V \) satisfies

\[
\|A^{\beta - 1}\Phi\|_{L_2(V)} < \infty, \quad \text{for some} \ \beta \in (1 - 2H, 1].
\]
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It is worthwhile to point out that the above series \( \sum_{i \in \mathbb{N}} \lambda_i^{2s} e^{-\lambda_i(t-u)} \langle x, e_i \rangle^2 \) may not converge in \( V \), but in some space \( \tilde{V} \) into which \( V \) can be embedded [5].

**Assumption 3.4 (Initial value)** Let \( X_0 : \Omega \to V \) be a \( \mathcal{F}_0/\mathcal{B}(V) \)-measurable mapping with \( X_0 \in L^2(\Omega, V_{2H+\beta-1}) \).

We remark that the requirement of smooth initial data is not essential and one can reduce it at the expense of having the constant \( C \) later depending on \( T^{-1} \), by exploring the smoothing effect of the semigroup \( E(t), \ t \in [0, T] \) and standard nonsmooth data estimates. In this paper we prefer the smooth initial data to simplify the presentation, also to obtain constants uniform with respect to \( T \). The above setting suffices to establish the following regularity results.

**Theorem 3.5** Under Assumptions 3.1-3.4, SPDE (1.2) possesses a unique mild solution determined by (1.4). Furthermore, we have

\[
\|X(t)\|_{L^2(\Omega; V_{2H+\beta-1})} \leq C(1 + \|\xi\|_{L^2(\Omega; V_{2H+\beta-1})}), \quad \text{for} \ t \in [0, T] \tag{3.8}
\]

and for \( \delta \in [0, 2H + \beta - 1] \), \( t \geq s \),

\[
\|X(t) - X(s)\|_{L^2(\Omega; V_{\delta})} \leq C(1 + \|\xi\|_{L^2(\Omega; V_{2H+\beta-1})})(t - s)^{\frac{2H + \beta - 1 - \delta}{2}}. \tag{3.9}
\]

The proof of Theorem 3.5 is postponed to the end of this section. Before that, we present an important lemma, which plays an essential role in deriving the sharp regularity results.

**Lemma 3.6** Under Assumption 3.1, there exists a constant \( C \) only depending on \( H \) such that, for \( \delta \in [0, H] \), \( 0 < s < t \) and \( x \in V \),

\[
\int_s^t \int_s^t \langle A^\delta E(t-u)x, A^\delta E(t-v)x \rangle \phi(u-v) \, du \, dv \leq C(t-s)^{2(H-\delta)} \|x\|^2. \tag{3.10}
\]

**Proof of Lemma 3.6** Due to the expansion of \( x \in V \) in terms of the eigenbasis \( \{e_i\}_{i \in \mathbb{N}} \) of the operator \( A \), one can arrive at

\[
\begin{align*}
\int_s^t \int_s^t & \langle A^\delta E(t-u)x, A^\delta E(t-v)x \rangle \phi(u-v) \, du \, dv \\
&= \int_s^t \int_s^t \left( \sum_{i \in \mathbb{N}} \lambda_i^\delta e^{-\lambda_i(t-u)} \langle x, e_i \rangle e_i \right) \left( \sum_{j \in \mathbb{N}} \lambda_j^\delta e^{-\lambda_j(t-v)} \langle x, e_j \rangle e_j \right) \phi(u-v) \, du \, dv \\
&= \int_s^t \int_s^t \sum_{i \in \mathbb{N}} \lambda_i^{2\delta} e^{-\lambda_i(2t-u-v)} \langle x, e_i \rangle^2 \phi(u-v) \, du \, dv \\
&= \alpha_H \sum_{i \in \mathbb{N}} \lambda_i^{2\delta} \langle x, e_i \rangle^2 \int_s^t \int_s^t e^{-\lambda_i(2t-u-v)} \, du \, dv \\
&= \alpha_H \sum_{i \in \mathbb{N}} \lambda_i^{2\delta} \langle x, e_i \rangle^2 \int_s^t \int_s^v e^{-\lambda_i(2t-u-v)} (v-u)^{2H-2} \, dv \, du \\
&\quad + \alpha_H \sum_{i \in \mathbb{N}} \lambda_i^{2\delta} \langle x, e_i \rangle^2 \int_s^t \int_v^t e^{-\lambda_i(2t-u-v)} (u-v)^{2H-2} \, dv \, du \\
&:= I_1 + I_2.
\end{align*}
\]
By a change of variable $u = vw + s(1 - w)$ we start the estimate of $I_1$:

$$I_1 = \alpha_H \sum_{i \in \mathbb{N}} \langle x, e_i \rangle^2 \lambda_i^{2\delta} \int_s^1 \int_0^1 e^{-\lambda_i(2t-vw-s(1-w)-v)} (1-w)^{2H-2} (v-s)^{2H-1} \, dw \, dv. \quad (3.12)$$

Letting $v = tr + s(1 - r)$ further shows

$$I_1 = \alpha_H \sum_{i \in \mathbb{N}} \langle x, e_i \rangle^2 \lambda_i^{2\delta} \int_0^1 \int_0^1 e^{-\lambda_i(2-tr-sr)(t-s)} (1-w)^{2H-2r} (t-s)^{2H} \, dw \, dr$$

$$= \alpha_H \sum_{\lambda_i(t-s) \leq 1} \langle x, e_i \rangle^2 (t-s)^{2H} \lambda_i^{2\delta} \int_0^1 \int_0^1 e^{-\lambda_i(2-tr-sr)(t-s)} (1-w)^{2H-2r} (t-s)^{2H} \, dw \, dr$$

$$+ \alpha_H \sum_{\lambda_i(t-s) > 1} \langle x, e_i \rangle^2 (t-s)^{2H} \lambda_i^{2\delta} \int_0^1 \int_0^1 e^{-\lambda_i(2-tr-sr)(t-s)} (1-w)^{2H-2r} (t-s)^{2H} \, dw \, dr.$$

$$:= I_{11} + I_{12}.$$ 

The estimate of the first term $I_{11}$ is quite easy:

$$I_{11} \leq \alpha_H \sum_{\lambda_i(t-s) \leq 1} \langle x, e_i \rangle^2 (t-s)^{2(H-\delta)} \int_0^1 \int_0^1 e^{-\lambda_i(2-tr-sr)(t-s)} (1-w)^{2H-2r} (t-s)^{2H} \, dw \, dr$$

$$\leq \alpha_H (t-s)^{2(H-\delta)} \sum_{\lambda_i(t-s) \leq 1} \langle x, e_i \rangle^2 \int_0^1 \int_0^1 (1-w)^{2H-2r} (t-s)^{2H} \, dw \, dr$$

$$= \frac{1}{2} (t-s)^{2(H-\delta)} \sum_{\lambda_i(t-s) \leq 1} \langle x, e_i \rangle^2.$$

Subsequently we handle the estimate of $I_{12}$. By exploiting elementary arguments such as integration by parts we have

$$I_{12} \leq \alpha_H \sum_{\lambda_i(t-s) > 1} \langle x, e_i \rangle^2 (t-s)^{2H} \lambda_i^{2\delta} \int_0^1 e^{-\lambda_i(1-r)(t-s)} r^{2H-1} \, dr \int_0^1 e^{-\lambda_i(1-w)(t-s)} (1-w)^{2H-2} \, dw$$

$$= \alpha_H \sum_{\lambda_i(t-s) > 1} \langle x, e_i \rangle^2 (t-s)^{2(H-\delta)} \lambda_i(t-s) \left[ (1-r)^2 \int_0^1 e^{-\lambda_i(1-r)(t-s)} (1-w)^{2H-2} \, dr \right]$$

$$\times \int_0^1 e^{-\lambda_i(t-s)} w^{2H-2} \, dw$$

$$\leq \alpha_H \sum_{\lambda_i(t-s) > 1} \langle x, e_i \rangle^2 (t-s)^{2(H-\delta)} \lambda_i(t-s) \left[ (1-r)^2 \int_0^1 e^{-\lambda_i(t-s)} w^{2H-2} \, dw \right]$$

$$= \alpha_H \sum_{\lambda_i(t-s) > 1} \langle x, e_i \rangle^2 (t-s)^{2(H-\delta)} \lambda_i(t-s) \left[ (1-r)^2 \int_0^1 e^{-\lambda_i(t-s)} w^{2H-2} \, dw \right]$$

$$\leq \alpha_H (t-s)^{2(H-\delta)} \sum_{\lambda_i(t-s) > 1} \langle x, e_i \rangle^2 \int_0^{\infty} e^{-\theta} \theta^{2H-2} \, d\theta$$

$$\leq c_H (t-s)^{2(H-\delta)} \sum_{\lambda_i(t-s) > 1} \langle x, e_i \rangle^2.$$
Combining the above two estimates together yields

\[ I_1 \leq I_{11} + I_{12} \leq c_H (t-s)^{2(H-\delta)} \sum_{i \in \mathbb{N}} \langle x, e_i \rangle^2 = c_H (t-s)^{2(H-\delta)} \| x \|^2. \] (3.16)

With regard to \( I_2 \), one can observe that, after an alternative representation of integral domain,

\[ I_2 = \alpha_H \sum_{i \in \mathbb{N}} \lambda_i^{2\delta} \langle x, e_i \rangle^2 \int_s^t \int_s^u e^{-\lambda_i(2t-u-v)}(u-v)^{2H-2} \, dv \, du = I_1, \] (3.17)

which in conjunction with (3.10) implies the assertion as required. \( \square \)

**Proposition 3.7** Under Assumptions \( \mathfrak{A} \) and \( \mathfrak{B} \) with \( \beta \in (1-2H, 1] \), the stochastic convolution

\[ \mathcal{O}_t := \int_0^t E(t-s) \Phi \, dW^H(s), \quad t \in [0, T] \] (3.18)

is well-defined in \( L^2(\Omega; V) \) for any \( t \in [0, T] \) and possesses the following spatial regularity:

\[ \| \mathcal{O}_t \|_{L^2(\Omega; V_{2H+\beta-1})} \leq c_H \| A^{\frac{\beta-1}{2}} \Phi \|_{L^2(V)}, \quad \forall \ t \in [0, T]. \] (3.19)

Furthermore, for \( 0 \leq s < t \leq T \) the following temporal regularity holds:

\[ \| \mathcal{O}_t - \mathcal{O}_s \|_{L^2(\Omega; V_{\beta})} \leq c_H \| A^{\frac{\beta-1}{2}} \Phi \|_{L^2(V)} (t-s)^{2H+\beta-1-\delta}, \quad \forall \ \delta \in [0, 2H+\beta-1]. \] (3.20)

**Proof of Proposition 3.7** The well-posedness of the stochastic convolution \( \mathcal{O}_t, \ t \in [0, T] \) is clear by taking the knowledges in section 2 into account. This has also been confirmed in \( \mathfrak{B} \). So we just check (3.19) and (3.20). Thanks to the Itô isometry (2.13) and Lemma 3.6

\[ \| \mathcal{O}_t \|^2_{L^2(\Omega; V_{2H+\beta-1})} = \int_0^t \int_0^t \left< A^{\frac{2H+\beta-1}{2}} E(t-u) \Phi, A^{\frac{2H+\beta-1}{2}} E(t-v) \Phi \right>_{L^2} \phi(u-v) \, dv \, du
\]

\[ = \sum_{i \in \mathbb{N}} \int_0^t \int_0^t \left< A^{H} E(t-u) A^{\frac{\beta-1}{2}} \Phi e_i, A^{H} E(t-v) A^{\frac{\beta-1}{2}} \Phi e_i \right> \phi(u-v) \, dv \, du
\]

\[ \leq c_H \sum_{i \in \mathbb{N}} \| A^{\frac{\beta-1}{2}} \Phi e_i \|^2
\]

\[ = c_H \| A^{\frac{\beta-1}{2}} \Phi \|^2_{L^2}, \] (3.21)

where the fact was also used that densely defined linear operators commute with the stochastic integral \( \mathfrak{B} \) Proposition 2.4. To get (3.20), we first realize that

\[ \mathcal{O}_t - \mathcal{O}_s = (E(t-s) - I) \mathcal{O}_s + \int_s^t E(t-r) \Phi \, dW^H(r). \] (3.22)

Using (3.2) and (3.21) shows

\[ \| (E(t-s) - I) \mathcal{O}_s \|_{L^2(\Omega; V_{\beta})} \leq \| (E(t-s) - I) A^{\frac{2H+\beta-1}{2}} \|_{L^2(V)} \cdot \| \mathcal{O}_s \|_{L^2(\Omega; V_{2H+\beta-1})}
\]

\[ \leq C (t-s)^{2H+\beta-1-\delta} \| A^{\frac{\beta-1}{2}} \Phi \|_{L^2}. \] (3.23)
Again, Itô’s isometry (2.13) and Lemma 3.6 imply that
\[
\left\| \int_s^t E(t-r) \Phi \, dW^H(r) \right\|_{L^2(\Omega; V)}^2 = \left\| \int_s^t A_{\frac{\alpha}{2}} E(t-r) \Phi \, dW^H(r) \right\|_{L^2(\Omega; V)}^2 = \int_s^t \int_s^t \left\langle A_{\frac{\alpha}{2}} E(t-u) \Phi, A_{\frac{\alpha}{2}} E(t-v) \Phi \right\rangle_{L^2} \phi(u-v) \, du \, dv
\]
\[
= \sum_{i \in \mathbb{N}} \int_s^t \int_s^t \left\langle A_{\frac{\alpha+1-\beta}{2}} E(t-u) A_{\frac{\beta-1}{2}} \Phi e_i, A_{\frac{\beta-1}{2}} E(t-v) A_{\frac{\alpha+1-\beta}{2}} \Phi e_i \right\rangle \phi(u-v) \, du \, dv \tag{3.24}
\]
\[
\leq (t-s)^{2H+\beta-1-\delta} \left\| A_{\frac{\alpha+1-\beta}{2}} \Phi \right\|_{L^2}^2.
\]
The assertion (3.20) straightforwardly follows from the triangle inequality. □

**Remark 3.8** Before moving on, we present another simple but crude way to analyze the spatial regularity of \(\mathcal{O}_t\). Using Itô’s isometry, some basic inequalities (2.2) and Lemma 2.1 promises
\[
\| \mathcal{O}_t \|_{L^2(\Omega; V_0)}^2 = \int_0^t \int_0^t \left\langle A_{\frac{\alpha+1-\beta}{2}} E(t-u) \Phi, A_{\frac{\alpha+1-\beta}{2}} E(t-v) \Phi \right\rangle_{L^2} \phi(u-v) \, du \, dv
\]
\[
\leq \int_0^t \int_0^t \left\| A_{\frac{\alpha+1-\beta}{2}} E(t-u) A_{\frac{\beta-1}{2}} \Phi \right\|_{L^2} \left\| A_{\frac{\alpha+1-\beta}{2}} E(t-v) A_{\frac{\beta-1}{2}} \Phi \right\|_{L^2} \phi(u-v) \, du \, dv
\]
\[
\leq \| A_{\frac{\beta-1}{2}} \Phi \|_{L^2}^2 \int_0^t \int_0^t \left\| A_{\frac{\alpha+1-\beta}{2}} E(t-u) \right\|_{L^2(V)} \left\| A_{\frac{\alpha+1-\beta}{2}} E(t-v) \right\|_{L^2(V)} \phi(u-v) \, du \, dv
\]
\[
\leq C \| A_{\frac{\beta-1}{2}} \Phi \|_{L^2}^2 \int_0^t \int_0^t (t-u)^{-\alpha+1-\beta} (t-v)^{-\alpha+1-\beta} \phi(u-v) \, du \, dv < \infty
\]
for any \(\rho < 2H + \beta - 1\). Apparently, this way leads us to reduced spatial mean-square regularity for the stochastic convolution \(\mathcal{O}_t\), with the border case \(\rho = 2H + \beta - 1\) not included.

We are now in a position to verify Theorem 3.3.

**Proof of Theorem 3.3.** Bearing in mind that \(\mathcal{O}_t, t \in [0, T]\) is well-defined in \(L^2(\Omega; V)\) and that the nonlinear mapping \(F\) obeys the globally Lipschitz condition, one can follow standard arguments to acquire the existence and the uniqueness of a mild solution to (1.2) in \(L^2(\Omega; V)\), given by (1.4). So we just focus on the regularity results of the mild solution. By (3.22) and (3.19),
\[
\| X(t) \|_{L^2(\Omega; V_{2H+\beta-1})} \leq \| E(t) \|_{L^2(\Omega; V_{2H+\beta-1})} + \left\| \int_0^t E(t-s) F(X(s)) \, ds \right\|_{L^2(\Omega; V_{2H+\beta-1})}
\]
\[
+ \| \mathcal{O}_t \|_{L^2(\Omega; V_{2H+\beta-1})}
\]
\[
\leq \| E(t) \|_{L^2(\Omega; V_{2H+\beta-1})} + C \int_0^t (t-s)^{-2H+\beta-1} \| F(X(s)) \|_{L^2(\Omega; V)} \, ds \tag{3.25}
\]
\[
+ c_H \| A_{\frac{\beta-1}{2}} \Phi \|_{L^2}
\]
\[
\leq C(1 + \| \xi \|_{L^2(\Omega; V_{2H+\beta-1})}).
\]
This confirms (3.8). Concerning the proof of (3.9), one can easily see that
\[
X(t) - X(s) = (E(t-s) - I) X(s) + \int_s^t E(t-r) F(X(r)) \, dr + \int_s^t E(t-r) \Phi \, dW^H(r), \tag{3.26}
\]
and thus we used (3.24) to obtain
\[
\|X(t) - X(s)\|_{L^2(\Omega; V)} \leq \|(E(t - s) - I)X(s)\|_{L^2(\Omega; V)} \\
+ \left\| \int_s^t E(t - r)F(X(r)) \, dr \right\|_{L^2(\Omega; V)} \\
+ \left\| \int_s^t E(t - r)\Phi \, dW^H(t) \right\|_{L^2(\Omega; V)} \\
\leq \|(E(t - s) - I)A^{\delta - 2H + 1/2} \|_{L(V)} \|X(s)\|_{L^2(\Omega; V; 2H, \beta - 1)} \\
+ C(t - s) + C(t - s)^{2H + \beta - 1 - \delta} \|A^{\beta - 1/2} \Phi\|_{L^2} \\
\leq C(1 + \|\xi\|_{L^2(\Omega; V; 2H, \beta - 1)})(t - s)^{2H + \beta - 1 - \delta},
\]
which completes the proof of Theorem 3.5. □

4 Optimal convergence rates of a full-discretization

This section is devoted to the error analysis for strong approximations of the underlying problem. Optimal convergence rates are obtained in the mean-square sense, which coincide with previously derived regularity of the mild solution.

4.1 Spatial semi-discretization

In this part we spatially discretize (1.2) with a spectral Galerkin method. To this end, for \(N \in \mathbb{N}\) we define a finite dimensional subspace of \(V\) by
\[
V_N := \text{span}\{e_1, e_2, \cdots, e_N\},
\]
and the projection operator \(P_N: V_\alpha \rightarrow V_N\) by
\[
P_N \xi = \sum_{i=1}^{N} \langle \xi, e_i \rangle e_i, \quad \forall \xi \in V_\alpha, \alpha \in \mathbb{R}.
\]
Here \(V_N\) is chosen as the linear space spanned by the \(N\) first eigenvectors of the dominant linear operator \(A\). It is easy to see that
\[
\|(P_N - I)\varphi\| \leq \lambda_{N+1}^{-\frac{\alpha}{2}} \|\varphi\|_{\alpha}, \quad \forall \varphi \in V_\alpha, \alpha \geq 0.
\]
Additionally, define \(A_N: V \rightarrow V_N\) as \(A_N = AP_N\), which generates an analytic semigroup \(E_N(t) = e^{-tA_N}, t \in [0, \infty)\) in \(V_N\). Then the spectral Galerkin method for (1.2) is described by
\[
\begin{cases}
    dX_N(t) + A_NX_N(t)dt = P_NF(X_N(t))dt + P_N\Phi \, dW^H(t), & t \in (0, T], \\
    X_N(0) = P_N\xi.
\end{cases}
\]
(4.3)
The corresponding mild solution is given by
\[
X_N(t) = E_N(t)P_N\xi + \int_0^t E_N(t - s)P_NF(X_N(s)) \, ds + \int_0^t E_N(t - s)P_N\Phi \, dW^H(s), \quad \mathbb{P}\text{-a.s..}
\]
(4.4)
Noting that
\[ E_N(t)P_N = E(t)P_N, \]  
and taking (3.2) and (1.2) into account promise
\[ \| (E(t) - E_N(t)P_N)\varphi \| \leq C_\alpha t^{-\frac{\beta}{2}}\lambda_{N+1}^\frac{\beta}{2}\| \varphi \|, \quad t > 0, \alpha \geq 0, \varphi \in V. \] (4.6)
The error analysis of the spatial discretization (4.3) also relies on the following error estimate.

**Lemma 4.1** For \( \beta \in (1 - 2H, 1] \), it holds that
\[ \int_0^t \int_0^t \langle K_N(t - u)x, K_N(t - v)x \rangle \phi(u - v) \, du \, dv \leq C\lambda_{N+1}^{-(2H+\beta-1)}\| x \|_{\beta-1}^2, \] (4.7)
where the error operator \( K_N(t) \) is defined by \( K_N(t)x := (E(t) - E_N(t)P_N)x \), for \( x \in V_{\beta-1} \).

**Proof of Lemma 4.1** By virtue of Lemma 3.6 with \( \delta = H \), one can achieve
\[
\begin{align*}
\int_0^t \int_0^t \langle K_N(t - u)x, K_N(t - v)x \rangle \phi(u - v) \, du \, dv \\
= & \int_0^t \int_0^t \left( \sum_{i \in \mathbb{N}} \langle K_N(t - u)x, e_i \rangle e_i, \sum_{j \in \mathbb{N}} \langle K_N(t - v)x, e_j \rangle e_j \right) \phi(u - v) \, du \, dv \\
= & \int_0^t \int_0^t \sum_{i \in \mathbb{N}} \langle K_N(t - u)x, e_i \rangle \langle K_N(t - v)x, e_i \rangle \phi(u - v) \, du \, dv \\
= & \int_0^t \int_0^t \sum_{i \geq N+1} e^{-\lambda_i(2t-u-v)} \langle x, e_i \rangle^2 \phi(u - v) \, du \, dv \\
\leq & \lambda_{N+1}^{-(2H+\beta-1)} \int_0^t \int_0^t \sum_{i \geq N+1} \lambda_i^{2H+\beta-1} e^{-\lambda_i(2t-u-v)} \langle x, e_i \rangle^2 \phi(u - v) \, du \, dv \\
\leq & \lambda_{N+1}^{-(2H+\beta-1)} \int_0^t \int_0^t \sum_{i \geq N+1} \lambda_i^{2H} e^{-\lambda_i(2t-u-v)} \langle A^{\frac{\beta-1}{2}} x, e_i \rangle^2 \phi(u - v) \, du \, dv \\
= & \lambda_{N+1}^{-(2H+\beta-1)} \int_0^t \int_0^t \left( \langle A^H E(t - u)A^{\frac{\beta-1}{2}} x, A^H E(t - v)A^{\frac{\beta-1}{2}} x \rangle \phi(u - v) \right) \, du \, dv \\
\leq & C\lambda_{N+1}^{-(2H+\beta-1)}\| x \|_{\beta-1}. 
\end{align*}
\]
This validates (4.7).

Equipped with the above lemma, we are now prepared to show the following convergence result for the spectral Galerkin discretization (4.3).

**Theorem 4.2** (Spatial error estimate) Let Assumptions 3.7 and 4.4 hold with \( \beta \in (1 - 2H, 1] \). Let \( X(t) \) and \( X^N(t) \) be defined through (1.3) and (4.4), respectively. Then
\[ \| X(t) - X^N(t) \|_{L^2(\Omega; V)} \leq C(1 + \| \xi \|_{L^2(\Omega; V_{2H+\beta-1})})\lambda_{N+1}^{-(2H+\beta-1)/2}. \] (4.9)
Proof of Theorem 4.2. Evidently,
\[ \|X(t) - X^N(t)\|_{L^2(\Omega; V)} \leq \|(E(t) - E_N(t)P_N)\xi\|_{L^2(\Omega; V)} \]
\[ + \left\| \int_0^t \left( E(t-s)F(X(s)) - E_N(t-s)P_NF(X^N(s)) \right) ds \right\|_{L^2(\Omega; V)} \]
\[ + \left\| \int_0^t (E(t-s) - E_N(t-s)P_N) \Phi dW^H(s) \right\|_{L^2(\Omega; V)} \]
\[ := J_1 + J_2 + J_3. \]  

The estimate of \( J_1 \) is obvious after taking (4.2) into account:
\[ J_1 \leq \lambda \frac{2^{H+\beta-1}}{2} \|\xi\|_{L^2(\Omega; V_{2H+\beta-1})}. \]  

The second term \( J_2 \) can be treated as
\[ J_2 \leq \left\| \int_0^t \left( E(t-s) - E_N(t-s)P_N \right) F(X(s)) ds \right\|_{L^2(\Omega; V)} \]
\[ + \left\| \int_0^t E_N(t-s)P_N \left( F(X(s)) - F(X^N(s)) \right) ds \right\|_{L^2(\Omega; V)} \]
\[ \leq C \lambda \frac{2^{H+\beta-1}}{2} \int_0^t (t-s)^{-\frac{2H+\beta-1}{2}} \|F(X(s))\|_{L^2(\Omega; V)} ds + L \int_0^t \|X(s) - X^N(s)\|_{L^2(\Omega; V)} ds \]
\[ \leq C(1 + \|\xi\|_{L^2(\Omega; V)}) \lambda \frac{2^{H+\beta-1}}{2} + L \int_0^t \|X(s) - X^N(s)\|_{L^2(\Omega; V)} ds, \]
where Assumption 3.2, Theorem 3.5 and (4.6) were employed. It remains to deal with \( J_3 \). To do so we use Itô’s isometry (2.13), and Lemma 4.1 to arrive at
\[ |J_3|^2 = \int_0^t \int_0^t \left\langle \mathcal{K}_N(t-u)\Phi, \mathcal{K}_N(t-v)\Phi \right\rangle_{\mathcal{L}_2} \phi(u-v) dudv \]
\[ = \sum_{i \in \mathbb{N}} \int_0^t \int_0^t \left\langle \mathcal{K}_N(t-u)\Phi e_i, \mathcal{K}_N(t-v)\Phi e_i \right\rangle \phi(u-v) dudv \]
\[ \leq C \lambda \frac{2^{H+\beta-1}}{2} \|A^{\beta-1}\Phi\|_{\mathcal{L}_2}^2. \]  

Inserting (4.11), (4.12) and (4.13) into (4.10) and invoking the Gronwall inequality give (4.9).  

4.2 A full discretization

This subsection concerns a time discretization of the spatially discretized problem (4.3). For \( M \in \mathbb{N} \) we construct a uniform mesh on \([0, T]\) with \( \tau = \frac{T}{M} \) being the stepsize. Applying the linear implicit Euler time discretization to (4.3) results in a spatio-temporal full discretization:
\[ X_{N,m+1}^N = R(\tau A_N)X_{N,m}^N + \tau R(\tau A_N)P_NF(X_{N,m}^N) + R(\tau A_N)P_N\Delta W_{m}^H, \quad m = 0, 1, \ldots, M - 1, \]  

\[ 13 \]
where $\Delta W_m^H := W^H(t_{m+1}) - W^H(t_m)$ are the Brownian increments and define $R(z) := (1 + z)^{-1}$, $z \geq 0$. As shown in the proof of [21, Theorem 7.1], there exists a constant $C \geq 0$ such that

$$|R(z) - e^{-z}| \leq Cz^2, \quad z \in [0, 1],$$

(4.15)

and there exists a constant $c \in (0, 1)$ such that

$$|R(z)| \leq e^{-cz}, \quad z \in [0, 1].$$

(4.16)

These two inequalities suffice to ensure that, for $j = 1, 2, 3, \ldots$,

$$|R(z)^{j} - e^{-zj}| = \left| (R(z) - e^{-z}) \sum_{i=0}^{j-1} R(z)^{j-1-i} e^{-zi} \right| \leq C j z^2 e^{-c(j-1)z}, \quad z \in [0, 1],$$

(4.17)

where $c \in (0, 1)$ comes from (4.16). Employing the above facts one can show that

$$\| (R(\tau A)^m - E(t_m)) x \| \leq C \tau^{\frac{\mu-\nu}{2}} \| x \|_\nu, \quad 0 \leq \nu \leq \mu \leq 2, x \in V_\nu.$$  

(4.18)

At the moment we state the error estimate for the time-stepping scheme (4.14) and its proof is put after Lemma 4.7.

**Theorem 4.3 (Convergence rates of temporal discretization)** Let Assumptions 3.1-3.4 hold with $\beta \in (1 - 2H, 1)$. Let $X^N(t_m)$ and $\bar{X}^N_m$ be given by (4.14) and (4.14), respectively. Then

$$\| X^N(t_m) - \bar{X}^N_m \|_{L^2(\Omega; V)} \leq C \left( 1 + \| \xi \|_{L^2(\Omega; V_{2H+\beta-1})} \right) \tau^{2H+\beta-1}. $$

(4.19)

A combination of this with Theorem 4.2 implies error bounds for the full discretization.

**Corollary 4.4 (Error bounds for full discretization)** Under Assumptions 3.1-3.4, it holds that

$$\| X(t_m) - \bar{X}_m \|_{L^2(\Omega; V)} \leq C \left( 1 + \| \xi \|_{L^2(\Omega; V_{2H+\beta-1})} \right) \left( \lambda_{N+1}^{-2H+\beta-1} + \tau^{2H+\beta-1} \right).$$

(4.20)

To launch the proof of Theorem 4.3 we require the following ingredients.

**Lemma 4.5** For $i, j \in \mathbb{N}$, it holds that

$$\int_0^1 \int_0^1 \phi(u + i - v - j) \, du \, dv = 1 \quad \text{for } i = j,$$

(4.21)

and

$$\int_0^1 \int_0^1 \phi(u + i - v - j) \, du \, dv \leq \frac{1}{2} \max(i, j)^{2H-1} \quad \text{for } i \neq j.$$

(4.22)

Proof of Lemma 4.5 Recall that $\phi(y) = \alpha_H |y|^{2H-2}$, $y \in \mathbb{R}$, with $\alpha_H = H(2H - 1)$, $H \in \left( \frac{1}{2}, 1 \right)$. For the case $i = j$, elementary calculations yield

$$\int_0^1 \int_0^1 \phi(u + i - v - j) \, du \, dv = \alpha_H \int_0^1 \int_0^v (v - u)^{2H-2} \, du \, dv + \alpha_H \int_0^1 \int_v^1 (u - v)^{2H-2} \, du \, dv = 1.$$  

(4.23)
For the case $i \neq j$, we assume $i > j$ without loss of generality. Then one can easily check that
\[
\int_0^1 \int_0^1 \phi(u + i - v - j) \, du \, dv = \alpha_H \int_0^1 \int_0^1 (u + i - v - j)^{2H-2} \, du \, dv \\
= \frac{1}{2}[(i - j + 1)^{2H} - 2(i - j)^{2H} + (i - j - 1)^{2H}]
\]
(4.24)
and (4.22) is hence verified. □

**Lemma 4.6** Let $\kappa_1, \kappa_2 \in \{0, 1\}$ and let $\lambda, t \in (0, \infty)$. Then there exists a uniform constant $C \in (0, \infty)$ independent of $\lambda, t$ such that
\[
\lambda^{2H+\kappa_1+\kappa_2} \int_0^t \int_0^t u^{\kappa_1} v^{\kappa_2} e^{-\lambda(u+v)} \phi(u - v) \, du \, dv \leq C.
\]
(4.25)

**Proof of Lemma 4.6** Note first that
\[
\int_0^t \int_0^t u^{\kappa_1} v^{\kappa_2} e^{-\lambda(u+v)} \phi(u - v) \, du \, dv = \alpha_H \int_0^t \int_0^t u^{\kappa_1} v^{\kappa_2} e^{-\lambda(u+v)} (v - u)^{2H-2} \, du \, dv \\
+ \alpha_H \int_0^t \int_0^t u^{\kappa_1} v^{\kappa_2} e^{-\lambda(u+v)} (u - v)^{2H-2} \, du \, dv
\]
(4.26)
\[
:= \mathbb{I}_1 + \mathbb{I}_2.
\]
A change of variable $u = vr$ gives
\[
\mathbb{I}_1 = \alpha_H \int_0^t \int_0^1 v^{2H-1+\kappa_1+\kappa_2} u^{\kappa_1} v^{\kappa_1} e^{-\lambda(1+r)v} (1 - r)^{2H-2} \, dr \, dv \\
\leq \alpha_H \int_0^t v^{2H-1+\kappa_1+\kappa_2} e^{-\lambda v} \, dv \int_0^1 (1 - r)^{2H-2} \, dr \\
= H \lambda^{-(2H+\kappa_1+\kappa_2)} \int_0^\lambda \theta^{2H-1+\kappa_1+\kappa_2} e^{-\theta} \, d\theta
\]
(4.27)
\[
\leq C \lambda^{-(2H+\kappa_1+\kappa_2)}.
\]
The same arguments as already used in (3.17) and the estimate of $\mathbb{I}_1$ above help us to obtain
\[
\mathbb{I}_2 = \alpha_H \int_0^t \int_0^1 u^{\kappa_1} v^{\kappa_2} e^{-\lambda(u+v)} (u - v)^{2H-2} \, du \, dv \leq C \lambda^{-(2H+\kappa_1+\kappa_2)}.
\]
(4.28)
Gathering (4.27) and (4.28) finishes the proof of (4.25). □

Repeating the proof of Theorem 3.5 one can show

**Lemma 4.7** Let $X^N(t)$ be the solution to (1.3), given by (4.1). Under Assumptions 3.1-3.3 with $\beta \in (1 - 2H, 1]$, it holds that, for $t, s \in [0, T]$ and $t > s$,
\[
\|X^N(t)\|_{L^2(\Omega;V)} \leq C \left(1 + \|\xi\|_{L^2(\Omega;V)}\right),
\]
(4.29)
\[
\|X^N(t) - X^N(s)\|_{L^2(\Omega;V)} \leq C \left(1 + \|\xi\|_{L^2(\Omega;V^{2H+\beta-1})}\right)(t - s)^{\frac{2H+\beta-1}{2}}.
\]
(4.30)
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We are now in a position to prove the main result, Theorem 4.3.

**Proof of Theorem 4.3.** Equivalently, the full discretization (4.14) can be expressed by

\[
\bar{X}_m^N = R(\tau A_N)^m P_N \xi + \tau \sum_{i=0}^{m-1} R(\tau A_N)^{m-i} P_N F(\bar{X}_i^N) + \sum_{i=0}^{m-1} R(\tau A_N)^{m-i} P_N \Phi \Delta W_i^H. \tag{4.31}
\]

Consequently,

\[
\| X(t_m) - \bar{X}_m^N \|_{L^2(\Omega; V)} \leq \left\| \left( E_N(t_m) - R(\tau A_N)^m \right) P_N \xi \right\|_{L^2(\Omega; V)}
\]

\[
+ \left\| \sum_{i=0}^{m-1} \int_{t_i}^{t_{i+1}} \left[ E_N(t_m - s) P_N F(X^N(s)) - R(\tau A_N)^{m-i} P_N F(\bar{X}_i^N) \right] ds \right\|_{L^2(\Omega; V)}
\]

\[
+ \left\| \sum_{i=0}^{m-1} \int_{t_i}^{t_{i+1}} \left[ E_N(t_m - s) - R(\tau A_N)^{m-i} \right] P_N \Phi dW^H(s) \right\|_{L^2(\Omega; V)}
\]

\[
:= \mathbb{J}_1 + \mathbb{J}_2 + \mathbb{J}_3.
\]

As a direct consequence of (4.18) with \( \mu = \nu = 2H + \beta - 1 \),

\[
\mathbb{J}_1 \leq C \tau^{\frac{2H+\beta-1}{2}} \| \xi \|_{L^2(\Omega; V_{2H+\beta-1})}. \tag{4.33}
\]

In order to bound \( \mathbb{J}_2 \), we split it into four terms as follows:

\[
\mathbb{J}_2 \leq \left\| \sum_{i=0}^{m-1} \int_{t_i}^{t_{i+1}} E_N(t_m - s) P_N \left( F(X^N(s)) - F(X^N(t_i)) \right) ds \right\|_{L^2(\Omega; V)}
\]

\[
+ \left\| \sum_{i=0}^{m-1} \int_{t_i}^{t_{i+1}} \left( E_N(t_m - s) - E_N(t_m - t_i) \right) P_N F(X^N(t_i)) ds \right\|_{L^2(\Omega; V)}
\]

\[
+ \left\| \sum_{i=0}^{m-1} \int_{t_i}^{t_{i+1}} \left( E_N(t_m - t_i) - R(\tau A_N)^{m-i} \right) P_N F(X^N(t_i)) ds \right\|_{L^2(\Omega; V)}
\]

\[
+ \left\| \sum_{i=0}^{m-1} \int_{t_i}^{t_{i+1}} R(\tau A_N)^{m-i} P_N \left( F(X^N(t_i)) - F(\bar{X}_i^N) \right) ds \right\|_{L^2(\Omega; V)}
\]

\[
:= \mathbb{J}_{21} + \mathbb{J}_{22} + \mathbb{J}_{23} + \mathbb{J}_{24}.
\]

Using the stability of \( E_N(t) P_N \) and (4.30) together with (3.5) yields

\[
\mathbb{J}_{21} \leq C \left( 1 + \| \xi \|_{L^2(\Omega; V_{2H+\beta-1})} \right) \tau^{\frac{2H+\beta-1}{2}}. \tag{4.35}
\]

In view of (3.3), (3.4), (4.5) and (4.29), one can show that

\[
\mathbb{J}_{22} \leq \sum_{i=0}^{m-1} \int_{t_i}^{t_{i+1}} \left\| \left( E_N(t_m - s) - E_N(t_m - t_i) \right) P_N F(X^N(t_i)) \right\|_{L^2(\Omega; V)} ds
\]

\[
\leq \sum_{i=0}^{m-1} \int_{t_i}^{t_{i+1}} C(t_m - s)^{-\frac{2H+\beta-1}{2}} (s - t_i)^{-\frac{2H+\beta-1}{2}} \| P_N F(X^N(t_i)) \|_{L^2(\Omega; V)} ds
\]

\[
\leq C \left( 1 + \| \xi \|_{L^2(\Omega; V)} \right) \tau^{\frac{2H+\beta-1}{2}}. \tag{4.36}
\]

16
Making use of (4.18) with $\mu = 2H + \beta - 1$ and $\nu = 0$ gives
\[
\mathbb{J}_{23} \leq \sum_{i=0}^{m-1} \int_{t_i}^{t_{i+1}} C t_{m-i-1}^{2H+\beta-1} \tau^{2H+\beta-1} \left\| P_N F(X^N(t_i)) \right\|_{L^2(\Omega;V)} ds \leq C \left( 1 + \|\xi\|_{L^2(\Omega;V)} \right) \tau^{2H+\beta-1}. \quad (4.37)
\]

At last, the stability of $R(\tau A_N)^j P_N$ and (3.5) lead us to
\[
\mathbb{J}_{24} \leq C \tau \sum_{i=0}^{m-1} \left\| X^N(t_i) - X^N_i \right\|_{L^2(\Omega;V)}^2. \quad (4.38)
\]

Putting the above estimates together results in
\[
\mathbb{J}_2 \leq C (1 + \|\xi\|_{L^2(\Omega;V)}^{2H+\beta-1}) \tau^{2H+\beta-1} + C \tau \sum_{i=0}^{m-1} \left\| X^N(t_i) - X^N_i \right\|_{L^2(\Omega;V)}^2. \quad (4.39)
\]

In the next step, we come to the estimate of $\mathbb{J}_3$. Define $[t]_\tau := t_i, t \in [t_i, t_{i+1})$, $i = 0, 1, ..., M - 1$, and a continuous version of $R(\tau A_N)^j$ by
\[
\hat{E}_N(t) := R(\tau A_N)^j, \quad t \in [t_{j-1}, t_j), j = 1, 2, ..., M. \quad (4.40)
\]

This together with Itô’s isometry implies that
\[
|\mathbb{J}_3|^2 = \left\| \sum_{i=0}^{m-1} \int_{t_i}^{t_{i+1}} \left[ E_N(t_m - s) - \hat{E}_N(t_m - s) \right] P_N \Phi dW^H(s) \right\|_{L^2(\Omega;V)}^2
\]
\[
\leq 2 \left\| \sum_{i=0}^{m-1} \int_{t_i}^{t_{i+1}} \left[ E_N(t_m - s) - E_N(t_m - [s]_\tau) \right] P_N \Phi dW^H(s) \right\|_{L^2(\Omega;V)}^2
\]
\[
+ 2 \left\| \sum_{i=0}^{m-1} \int_{t_i}^{t_{i+1}} \left[ E_N(t_m - [s]_\tau) - \hat{E}_N(t_m - s) \right] P_N \Phi dW^H(s) \right\|_{L^2(\Omega;V)}^2
\]
\[
= 2 \int_0^{t_m} \int_0^{t_m} \left\langle \left[ E_N(t_m - u) - E_N(t_m - [u]_\tau) \right] P_N \Phi, \left[ E_N(t_m - v) - E_N(t_m - [v]_\tau) \right] P_N \Phi \right\rangle_{L^2} \times \phi(u - v) du dv
\]
\[
+ 2 \int_0^{t_m} \int_0^{t_m} \left\langle \left[ E_N(t_m - [u]_\tau) - \hat{E}_N(t_m - u) \right] P_N \Phi, \left[ E_N(t_m - [v]_\tau) - \hat{E}_N(t_m - v) \right] P_N \Phi \right\rangle_{L^2} \times \phi(u - v) du dv
\]
\[
= 2 \sum_{i,j=0}^{m-1} \int_{t_j}^{t_{j+1}} \int_{t_j}^{t_{j+1}} \left\langle S_N(u, t_i) P_N \Phi, S_N(v, t_j) P_N \Phi \right\rangle_{L^2} \phi(u - v) du dv
\]
\[
+ 2 \sum_{i,j=0}^{m-1} \int_{t_j}^{t_{j+1}} \int_{t_j}^{t_{j+1}} \left\langle T_N(i) P_N \Phi, T_N(j) P_N \Phi \right\rangle_{L^2} \phi(u - v) du dv
\]
\[
:= \mathbb{J}_{31} + \mathbb{J}_{32}, \quad (4.41)
\]
Lemma 4.8 For $\beta \in (1 - 2H, 1]$, it holds that, for any $x \in V$,

\[
\sum_{i,j=0}^{m-1} \int_{t_j}^{t_{j+1}} \int_{t_i}^{t_{i+1}} \left\langle S_N(u, t_i) P_N x, S_N(v, t_j) P_N x \right\rangle \phi(u-v) \, du \, dv \leq C \tau^{2H+\beta-1} A_N^{\frac{\beta-1}{2}} \|P_N x\|^2.
\] (4.43)

Proof of Lemma 4.8. Thanks to (4.42) and Lemma 3.6 by setting $\delta = H$, one can arrive at

\[
\sum_{i,j=0}^{m-1} \int_{t_j}^{t_{j+1}} \int_{t_i}^{t_{i+1}} \left\langle S_N(u, t_i) P_N x, S_N(v, t_j) P_N x \right\rangle \phi(u-v) \, du \, dv
= \sum_{i,j=0}^{m-1} \sum_{n=1}^{N} \int_{t_j}^{t_{j+1}} \int_{t_i}^{t_{i+1}} (e^{-\lambda_n(t_m-u)} - e^{-\lambda_n(0-t_i)})(e^{-\lambda_n(t_m-v)} - e^{-\lambda_n(t_m-t_j)})
\times \left\langle P_N x, e_n \right\rangle^2 \phi(u-v) \, du \, dv
\leq C \sum_{i,j=0}^{m-1} \sum_{n=1}^{N} \int_{t_j}^{t_{j+1}} \int_{t_i}^{t_{i+1}} e^{-\lambda_n(t_m-u)} (u-t_i)^H + \frac{\beta-1}{2} \lambda_n^{2H+\beta-1} e^{-\lambda_n(t_m-v)} (v-t_j)^H + \frac{\beta-1}{2} \lambda_n^{2H+\beta-1}
\times \left\langle P_N x, e_n \right\rangle^2 \phi(u-v) \, du \, dv (4.44)
\leq C \tau^{2H+\beta-1} \sum_{i,j=0}^{m-1} \sum_{n=1}^{N} \int_{t_j}^{t_{j+1}} \int_{t_i}^{t_{i+1}} e^{-\lambda_n(t_m-u)} e^{-\lambda_n(t_m-v)} \lambda_n^{2H} A_N^{\frac{\beta-1}{2}} \left\langle P_N x, e_n \right\rangle^2 \phi(u-v) \, du \, dv
= C \tau^{2H+\beta-1} \sum_{n=1}^{N} \int_{0}^{t_m} \int_{0}^{t_m} e^{-\lambda_n(t_m-u)} e^{-\lambda_n(t_m-v)} \lambda_n^{2H} A_N^{\frac{\beta-1}{2}} \left\langle P_N x, e_n \right\rangle^2 \phi(u-v) \, du \, dv
\leq C \tau^{2H+\beta-1} \|A_N^{\frac{\beta-1}{2}} P_N x\|^2,
\]

as required. Here the elementary inequality $\lambda^{-\alpha}(1 - e^{-\lambda s}) \leq C s^\alpha$, $\lambda, s > 0$ was also used. □

Lemma 4.9 For $\beta \in (1 - 2H, 1]$, it holds that,

\[
\sum_{i,j=0}^{m-1} \int_{t_j}^{t_{j+1}} \int_{t_i}^{t_{i+1}} \left\langle T_N(i) P_N x, T_N(j) P_N x \right\rangle \phi(u-v) \, du \, dv \leq C \tau^{2H+\beta-1} A_N^{\frac{\beta-1}{2}} \|P_N x\|^2.
\] (4.45)
Proof of Lemma 4.9. Analogously as before, we decompose the error as follows:

\[
\begin{align*}
\sum_{i,j=0}^{m-1} & \int_{t_j}^{t_{j+1}} \int_{t_i}^{t_{i+1}} \left\langle T_N(i)P_N x, T_N(j)P_N x \right\rangle \phi(u-v) \, du \, dv \\
& = \sum_{i,j=0}^{m-1} \sum_{\tau \lambda_n \leq 1} \int_{t_j}^{t_{j+1}} \int_{t_i}^{t_{i+1}} (e^{-\lambda_n(t_m-t_i)} - R(\tau \lambda_n)^{m-i}) (e^{-\lambda_n(t_m-t_j)} - R(\tau \lambda_n)^{m-j}) \\
& \quad \times \left\langle P_N x, e_n \right\rangle^2 \phi(u-v) \, dv \\
& + \sum_{i,j=0}^{m-1} \sum_{\tau \lambda_n > 1} \int_{t_j}^{t_{j+1}} \int_{t_i}^{t_{i+1}} (e^{-\lambda_n(t_m-t_i)} - R(\tau \lambda_n)^{m-i}) (e^{-\lambda_n(t_m-t_j)} - R(\tau \lambda_n)^{m-j}) \\
& \quad \times \left\langle P_N x, e_n \right\rangle^2 \phi(u-v) \, dv
\end{align*}
\]

\( (4.46) \)

\[ (4.47) \]

\[ (4.48) \]

With the aid of (4.17), we start the estimate of \( \Pi_1 \):

\[
\|\Pi_1\| \leq \sum_{i,j=0}^{m-1} \sum_{\tau \lambda_n \leq 1} \int_{t_j}^{t_{j+1}} \int_{t_i}^{t_{i+1}} C(m-i)(m-j)(\tau \lambda_n)^{4} e^{-c(m-i-1)(\tau \lambda_n)} e^{-c(m-j-1)(\tau \lambda_n)} \\
\quad \times \left\langle P_N x, e_n \right\rangle^2 \phi(u-v) \, du \, dv
\]

\[ (4.46) \]

Accordingly, elementary facts and Lemma 4.6 help us to derive from the above estimate that

\[
\|\Pi_1\| \leq C \sum_{i,j=0}^{m-1} \sum_{\tau \lambda_n \leq 1} \lambda_n^{5-\beta} \int_{t_j}^{t_{j+1}} \int_{t_i}^{t_{i+1}} (u+\tau)(v+\tau) e^{-cu\lambda_n} e^{-cv\lambda_n} \\
\quad \times \left\langle A_N^{\frac{\beta+1}{2}} P_N x, e_n \right\rangle^2 \phi(u-v) \, du \, dv
\]
Observing \((1 + x)^{-1} \geq e^{-x}, x > 0\) and \(i + \frac{\beta - 1}{2} > i - H > 0, i \in \mathbb{N}\), changing variables \((u - \bar{t}_i)/\tau = \bar{u}, (v - t_i)/\tau = \bar{v}\), and exploiting Lemma 4.5, one acquires

\[
\|\mathbb{I}_2\| \leq \sum_{i,j=0}^{m-1} \sum_{\tau \lambda_n > 1} \int_{t_j}^{t_{j+1}} \int_{t_i}^{t_{i+1}} \frac{1}{(1 + \tau \lambda_n)^{m-i}} \frac{1}{(1 + \tau \lambda_n)^{m-j}} \langle P_N x, e_n \rangle^2 \phi(u - v) dudv
\]

\[
= \gamma^2 \beta - 1 \sum_{\tau \lambda_n > 1} \sum_{i,j=0}^{m-1} \int_{t_j}^{t_{j+1}} \int_{t_i}^{t_{i+1}} \frac{(\tau \lambda_n)^{1-\beta}}{(1 + \tau \lambda_n)^{m-i}} \frac{1}{(1 + \tau \lambda_n)^{m-j}} \langle A_N^{\beta-1} P_N x, e_n \rangle^2 \phi(u - v) dudv
\]

\[
\leq \gamma^2 \beta - 1 \sum_{\tau \lambda_n > 1} \sum_{i,j=0}^{m-1} \int_{t_j}^{t_{j+1}} \int_{t_i}^{t_{i+1}} 2^{-(m-i+\frac{\beta - 1}{2})} 2^{-(m-j+\frac{\beta - 1}{2})} \langle A_N^{\beta-1} P_N x, e_n \rangle^2 \phi(u - v) dudv
\]

\[
= \gamma^2 H + \beta - 1 \sum_{\tau \lambda_n > 1} \sum_{i,j=0}^{m-1} \int_{t_j}^{t_{j+1}} \int_{t_i}^{t_{i+1}} 2^{-(i+\frac{\beta - 1}{2})} 2^{-(j+\frac{\beta - 1}{2})} \phi(\bar{u} + i - \bar{v} - j) d\bar{u} d\bar{v}
\]

\[
\leq \gamma^2 H + \beta - 1 \sum_{\tau \lambda_n > 1} \sum_{i,j=0}^{m-1} \int_{t_j}^{t_{j+1}} \int_{t_i}^{t_{i+1}} 2^{-(i+\frac{\beta - 1}{2})} \phi(\bar{u} + i - \bar{v} - j) d\bar{u} d\bar{v}
\]

\[
\leq \gamma^2 H + \beta - 1 \sum_{\tau \lambda_n > 1} \sum_{i,j=0}^{m-1} 2^{-(i+\frac{\beta - 1}{2})} \phi(\bar{u} + i - \bar{v} - j) d\bar{u} d\bar{v}
\]

\[
\leq C_T^2 H + \beta - 1 \sum_{\tau \lambda_n > 1} \sum_{i,j=0}^{m-1} \langle A_N^{\beta-1} P_N x, e_n \rangle^2.
\]

(4.49)

Gathering the above two estimates together yields the desired assertion. □

Now we can proceed to estimate terms in (4.41). As a direct result of Lemma 4.8 and (2.1), one can infer that

\[
\mathbb{J}_{31} = 2 \sum_{i,j=0}^{m-1} \int_{t_j}^{t_{j+1}} \int_{t_i}^{t_{i+1}} \left\langle S_N(u, t_i) P_N \Phi, S_N(v, t_j) P_N \Phi \right\rangle_{L_2} \phi(u - v) dudv
\]

\[
\leq C_T^2 H + \beta - 1 \sum_{k \in \mathbb{N}} \| A_N^{\beta-1} P_N \Phi_{\epsilon_k} \|^2
\]

\[
\leq C_T^2 H + \beta - 1 \| A_N^{\beta-1} \Phi \|^2_{L_2}.
\]

(4.50)

Similarly, employing Lemma 4.9 enables us to derive

\[
\mathbb{J}_{32} = 2 \sum_{i,j=0}^{m-1} \int_{t_j}^{t_{j+1}} \int_{t_i}^{t_{i+1}} \left\langle T_N(i) P_N \Phi, T_N(j) P_N \Phi \right\rangle_{L_2} \phi(u - v) dudv \leq C_T^2 H + \beta - 1 \| A_N^{\beta-1} \Phi \|^2_{L_2}.
\]

(4.51)

Plugging the above two estimates into (4.41) yields

\[
|\mathbb{J}_3|^2 \leq C_T^2 H + \beta - 1 \| A_N^{\beta-1} \Phi \|^2_{L_2}.
\]

(4.52)
Combining (4.33), (4.39), (4.52) we deduce from (4.32) that
\[
\|X^N(t_m) - \bar{X}^N_m\|_{L^2(\Omega;V)} \leq C \left( 1 + \|\xi\|_{L^2(\Omega;V_{2H+\beta-1})} \right) \tau^{\frac{2H+\beta-1}{2}} + C\tau \sum_{i=0}^{m-1} \|X^N(t_i) - \bar{X}^N_i\|_{L^2(\Omega;V)}. \tag{4.53}
\]

Applying the discrete version of the Gronwall inequality shows the desired error bound and the proof is thus complete. □

5 Numerical results

In this section, some numerical experiments are performed to illustrate previous mean-square convergence rates. Let us look at a test problem described by
\[
\begin{aligned}
\frac{\partial u}{\partial t} + \frac{\partial^2 u}{\partial x^2} + \sin(u) + Q^{\frac{1}{2}} \dot{W}(t), & \quad t \in (0,1], \ x \in (0,1), \\
u(0,x) = \sin(\pi x), & \quad x \in (0,1), \\
u(t,0) = u(t,1) = 0, & \quad t \in (0,1].
\end{aligned}
\tag{5.1}
\]

Here \(V = L^2((0,1),\mathbb{R})\) and the covariance operator \(Q: V \to V\) is a bounded, linear, positive self-adjoint operator with a unique positive square root \(Q^{\frac{1}{2}}\). In what follows we fix \(H = \frac{3}{4}\) and just consider two types of covariance operators, one being \(Q = I_V\) and the other given by
\[
Qe_1 = 0, \quad Qe_i = \frac{1}{i \log(i)^2} e_i \quad \forall i \geq 2. \tag{5.2}
\]

Obviously, (5.2) guarantees \(\text{Tr}(Q) = \|Q^{\frac{1}{2}}\|_{L^2} < \infty\) and thus condition (3.7) is fulfilled with \(\beta = 1\). When \(Q = I_V\), (3.7) is then satisfied with \(\beta < \frac{1}{2}\). For the above two cases, we present in Fig.1 and Fig.2 (log-log scale) mean-square approximation errors at the endpoint \(T = 1\), caused by spatial and temporal discretizations, respectively. The fBm is simulated in the spirit of [1] and the expectations are approximated by computing averages over 100 samples.

To demonstrate the convergence rates in space, we identify the “exact” solution by using the full discretization with \(\tau_{\text{exact}} = 1/200\), \(N_{\text{exact}} = 2^{12}\). The spatial approximation errors \(\|X^N(t) - X^{N(1)}\|_{L^2(\Omega;V)}\) with \(N = 2^i, i = 1,2,...,5\) are depicted in Fig.1 where one can detect different numerical performances for the above two different covariance operators. More specifically, the resulting spatial errors decrease at slopes close to 1 and 1.5 for \(Q = I_V\) and \(Q\) given by (5.2), respectively. This is consistent with the previous theoretical result (4.9). Likewise, we illustrate the convergence rates of the temporal approximation errors in Fig.2. Based on the spectral Galerkin spatial discretization (4.3) with \(N = 2^7\), we take \(\tau_{\text{exact}} = 2^{-14}\) to compute the “exact” solution and five different time step-sizes \(\tau = 2^{-i}, i = 8,9,...,12\) to get time discretizations. From Fig.2 one can observe expected convergence rates for the two distinct choices of \(Q\), which agrees with orders identified in Theorem 4.3.

6 Concluding remarks

In the present paper, we attempt to provide sharp \(L^2\)-regularity results for semi-linear parabolic SPDEs driven by additive fractional noise. In addition, mean-square convergence rates of a full
Figure 1: Convergence rates for the spatial discretization (Left: $Q = I$; right: $\text{Tr}(Q) < \infty$).

Figure 2: Convergence rates for the temporal discretization (Left: $Q = I$; right: $\text{Tr}(Q) < \infty$).
discrete scheme for the underlying problem are studied, with optimal convergence rates in both space and time achieved. Much remains to be done for our future research in this area. For example, it is still an open problem to recover an optimal convergence rate for the finite element spatial discretization. Also, sharp analysis and approximations of SPDEs driven by fBm with Hurst parameter $H \in (0, \frac{1}{2})$, as well as SPDEs driven by multiplicative fractional noise are on the list of our future research topics.

References

[1] P. Abry and F. Sellan. The wavelet-based synthesis for fractional brownian motion proposed by f. sellan and y. meyer: Remarks and fast implementation. Applied and computational harmonic analysis, 3(4):377–383, 1996.

[2] F. Biagini, Y. Hu, B. Øksendal, and T. Zhang. Stochastic calculus for fractional Brownian motion and applications. Springer Science & Business Media, 2008.

[3] Y. Cao, J. Hong, and Z. Liu. Well-posedness and finite element method for quasi-linear elliptic stochastic partial differential equations driven by fractional brownian noises. arXiv preprint arXiv:1507.02399, 2015.

[4] Y. Cao, J. Hong, and Z. Liu. Approximating stochastic evolution equations with additive white and rough noises. arXiv preprint arXiv:1601.02085, 2016.

[5] G. Da Prato and J. Zabczyk. Stochastic equations in infinite dimensions, volume 152. Cambridge university press, 2014.

[6] T. Duncan, B. Pasik-Duncan, and B. Maslowski. Fractional brownian motion and stochastic equations in hilbert spaces. Stochastics and Dynamics, 2(02):225–250, 2002.

[7] T. E. Duncan, B. Maslowski, and B. Pasik-Duncan. Semilinear stochastic equations in a hilbert space with a fractional brownian motion. SIAM Journal on Mathematical Analysis, 40(6):2286–2315, 2009.

[8] W. Grecksch and V. Anh. A parabolic stochastic differential equation with fractional brownian motion input. Statistics & Probability Letters, 41(4):337–346, 1999.

[9] Y. Hu and D. Nualart. Stochastic heat equation driven by fractional noise and local time. Probability Theory and Related Fields, 143(1-2):285–328, 2009.

[10] A. Jentzen and P. E. Kloeden. The numerical approximation of stochastic partial differential equations. Milan Journal of Mathematics, 77(1):205–244, 2009.

[11] A. Jentzen and P. E. Kloeden. Taylor approximations for stochastic partial differential equations, volume 83. SIAM, 2011.

[12] M. Kovács and S. Larsson. Introduction to stochastic partial differential equations. In Publications of the ICMCS, volume 4, pages 159–232, 2008.
[13] R. Kruse. Optimal error estimates of galerkin finite element methods for stochastic partial differential equations with multiplicative noise. *IMA Journal of Numerical Analysis*, 34(1):217–251, 2014.

[14] R. Kruse. *Strong and weak approximation of semilinear stochastic evolution equations*. Springer, 2014.

[15] R. Kruse and S. Larsson. Optimal regularity for semilinear stochastic partial differential equations with multiplicative noise. *Electron. J. Probab*, 17(65):1–19, 2012.

[16] G. J. Lord, C. E. Powell, and T. Shardlow. *An Introduction to Computational Stochastic PDEs*. Number 50. Cambridge University Press, 2014.

[17] B. Maslowski and D. Nualart. Evolution equations driven by a fractional brownian motion. *Journal of Functional Analysis*, 202(1):277–305, 2003.

[18] B. Pasik-Duncan, T. Duncan, and B. Maslowski. Linear stochastic equations in a hilbert space with a fractional brownian motion. In *Stochastic Processes, Optimization, and Control Theory: Applications in Financial Engineering, Queueing Networks, and Manufacturing Systems*, pages 201–221. Springer, 2006.

[19] A. Pazy. *Semigroups of linear operators and applications to partial differential equations*, volume 44. Springer New York, 1983.

[20] M. Sanz-Solé and P.-A. Vuillermot. Mild solutions for a class of fractional spdes and their sample paths. *Journal of Evolution Equations*, 9(2):235–265, 2009.

[21] V. Thomée. *Galerkin finite element methods for parabolic problems*. Springer-Verlag, 2006.