Confirming the Diversity of the Brain after Normalization: An Approach Based on Identity Authentication
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Abstract

During the development of neuroimaging, numerous analyses were performed to identify population differences, such as studies on age, gender, and diseases. Researchers first normalized the brain image and then identified features that represent key differences between groups. In these studies, the question of whether normalization (a pre-processing step widely used in neuroimaging studies) reduces the diversity of brains was largely ignored. There are a few studies that identify the differences between individuals after normalization. In the current study, we analyzed brain diversity on an individual level, both qualitatively and quantitatively. The main idea was to utilize brain images for identity authentication. First, the brain images were normalized and registered. Then, a pixel-level matching method was developed to compute the identity difference between different images for matching. Finally, by analyzing the performance of the proposed brain recognition strategy, the individual differences in brain images were evaluated. Experimental results on a 150-subject database showed that the proposed approach could achieve a 100% identification ratio, which indicated distinct differences between individuals after normalization. Thus, the results proved that after the normalization stage, brain images retain their main distinguishing information and features. Based on this result, we suggest that diversity (individual differences) should be considered when conducting group analysis, and that this approach may facilitate group pattern classification.

Introduction

The brain is the center of the nervous system and the most important and complex organ in the human body. In neuroscience, one of the most difficult challenges has been to uncover the functional mechanisms of the human brain. Since neuroimaging became the predominant technique in behavioral and cognitive neuroscience, significant advances have been made in the understanding of the human brain. Neuroimaging covers many fields, ranging from the detailed functional architecture of the retinotopically mapped visual cortex to the role of the ventral striatum in emotional learning [1].

Neuroimaging can generally be categorized into two groups: 1) Structural imaging, which addresses the structure of the brain and diagnoses exogenous diseases and injury [2]; and 2) Functional imaging, which diagnoses metabolic diseases and lesions, such as Alzheimer’s disease (AD) [3,4] and schizophrenia [5,6]. It first measures some aspect of brain activity, healthy or pathological. Then detect differences when comparing images from healthy control subjects with those of patients. Brain imaging is also used for neurological and cognitive research, such as age-specific changes [7–12] and gender classification [13,14]. Tonks et al. [2] found that children with acquired brain injury (ABI) were identified as less resilient and more depressed and anxious than controls. Costafreda et al. [15] used an automated analysis to extract 3D hippocampal shape morphology, and then applied machine-learning classifications to predict conversion from mild cognitive impairment (MCI) to AD. Yang et al. [5] found reduced gray matter volume in the hippocampus and parahippocampal gyrus in murderers with schizophrenia. Giorgio et al. [9] found widespread reductions in the gray matter (GM) volume from middle age onwards and detected earlier reductions in the frontal cortex. Robinson et al. [16] proposed a machine-learning-based approach to recognize subjects based on their approximated structural connectivity patterns and to classify subjects of different ages. Tian et al. [17] found that compared with females, males have a higher normalized clustering coefficient in the right hemispheric network but a lower clustering coefficient in the left hemispheric network, suggesting a gender-hemisphere interaction.

All the studies described above have been achievements in behavioral and cognitive neuroscience. Such studies almost always involve group analysis (or classification) that identifies population differences by extracting features that represent the key difference between groups [16]. Most of the studies are based on normalization, which has been demonstrated to be useful in many areas, both in research and in clinical settings [18]. For example, in functional imaging studies, normalization of the images is useful to put in line brain architecture from different subjects and determine what happened generally over individuals [19]. The questions in which we are interested are as follows: (1) Is each brain distinct from every other brain? (2) Does normalization
reduce the diversity of the brain? The brain coordinates movements, thoughts, and feelings and makes each person distinct. Thus, these issues are important for a deeper understanding of brain research. However, to the best of our knowledge, there are no studies on the diversity (identifying the differences between individuals or identity authentication) of the human brain after normalization. To further understand the mechanisms of brain function, it is desirable to study the diversity of the brain.

The present paper analyzes the diversity of the human brain after normalization for the first time. Using the brain for identity authentication (recognition, similar to face recognition [20], fingerprint recognition [21], or iris recognition [22]), we identified individual differences not only qualitatively but also quantitatively. Our approach first normalized the brain images and produced estimates of the intensity at each voxel. A pixel-to-pixel matching technique was then applied to investigate individual differences in the whole brain. The approach was applied to a database of 150 subjects to evaluate the diversity of the brain based on recognition (identity authentication). The experimental results indicated the individual differences of brain images. We found that the individual differences in using the brain for recognition are as meticulously distinct as those of other biometric features, which confirmed the diversity of brains after normalization.

### Materials and Methods

#### Ethics Statement

Approvals for public sharing were obtained from all of the subjects [23,24].

#### Modality Selection

The first step of brain recognition is brain acquisition. There are great developments in various neuroimaging techniques, such as positron emission tomography (PET), computed tomography (CT), electroencephalography (EEG), magnetoencephalography (MEG), optical imaging (OI), and magnetic resonance imaging (MRI). These technologies can generally be classified into two categories: invasive techniques and non-invasive techniques. Invasive techniques, such as OI, cannot be applied to healthy humans, even though the technique has a very high spatial resolution. Though MEG technique has a high temporal resolution, it is very expensive. EEG has a high temporal resolution, but it has a significantly lower spatial resolution. Compared with PET, MRI has both high spatial and high temporal resolution, and it does not require radioactive contrast medium, making it non-invasive. Though CT does not rely on radioactive contrast medium, it does use X-ray, which can be harmful.

MRI is a non-invasive brain imaging technique that has been utilized in brain research since the early 1990s [25]. MRI was first introduced in the early 1980s. Since then, it has grown rapidly and become one of the most important brain imaging techniques. The increasing popularity of MRI is due to two characteristics. The first characteristic is that it has no known harmful side effects making it a very patient-friendly and widely-accepted technique. Secondly, it produces images with very high anatomical resolution and specificity especially for soft tissues. Due to its high resolution and non-requirement of radioactive contrast medium, we chose MRI as the modality for this study.

The features that are used for classifications are either structural characteristics or functional properties of the brain [26]. For structural neuroimaging studies, various approaches, including a deformation field for registration [27], a map of cortical thickness [28], and a map of gray matter membership [29], have been employed for classification. For functional neuroimaging studies, a brain activation map [30], a map of regional homogeneity in resting MRI [31], and brain networks [32] have been used to distinguish patients with mental disorders. Compared with functional brain measures, structural MRI images are more stable and easy to use for individual analysis [29]. Thus, this study adopted structural MRI images for analysis.

#### Imaging Protocol

The data set selected for this study was downloaded from the Open Access Series of Imaging Studies (OASIS) website [33]. For each subject, $T_1$-weighted structural magnetization-prepared rapid gradient echo (MP-RAGE) images were obtained with the following parameters: $TR = 9.7ms$, $TE = 4.0ms$, slice thickness = $1.25mm$, slice number = 128, flip angle = 10°, and in-plane resolution = $256 \times 256(1 \text{mm} \times 1 \text{mm})$. For each subject, 34 $T_1$-weighted structural images were obtained on a 1.5 T Vision scanner (Siemens, Erlangen, Germany) during a single image session. Figure 1 shows an example of MR images from the OASIS data set. Facial features were removed at the fMRIDC (http://www.fmridc.org) using the Brain Extraction Tool.

#### Participants

The subjects were all right-handed and included both men and women. Subsets of the subjects were recruited from the Washington University community and the longitudinal pool at the Washington University Alzheimer Disease Research Center (ADRC). The rest of the subjects were the ADRC’s normal and cognitively impaired subjects, who were recruited primarily through media appeals and word of mouth. Approval for public sharing of the anonymous data was obtained from all of the subjects. For each subject, at least 3 $T_1$-weighted images were acquired per image session (visit). Most of the subjects were scanned on several visits at different times.

The receiver operating curve (ROC) plots false acceptance rate (FAR) versus false rejection rate (FRR) [34], and it is often used to evaluate the performance of recognition systems. FRR is defined as the percentage of genuine matching pairs with matching scores below the threshold value, while FAR is defined as the percentage of imposter matching pairs with scores above the threshold. Genuine matching pair indicates that two matching brain images were acquired from the same subject, while imposter matching pair indicates that two matching brain images were scanned from different individuals. In the OASIS data sets, there are many subjects that were scanned on several separate visits (the visits are separated by a time interval: for OAS1, this interval is approximately 90 days [23], whereas, for OAS2, it is longer than one year [24]). This characteristic is very important for evaluating the performance of identity authentication as the database can generate genuine matching with the characteristic, which is why the OASIS data sets are perfectly suited to this study.

Let $v$ indicates the number of visits for one subject, and $s$ denotes the number of scans generated in each visit. Then the combination number of selecting two visits is $C_v^2$. And for each two visits, the number of genuine matching pairs is $s^2$. Thus the number of genuine matching pairs for one subject is calculated as

$$n_v = C_v^2 \times s^2. \quad (1)$$

Let $N$ denotes the number of subjects who were scanned at $v$ visits, and the total number of genuine matching pairs is
Matching pairs in the interval between visits is longer than one year for OAS2 \( OAS2 \) scanned for whereas the interval for \( OAS1 \) is very small. In contrast, all 150 robustness and steadiness of the authentication system.

\[
N_g = N \times n_g.
\]  

For \( OASI \), there are only 20 \( (N = 20) \) subjects who were scanned for 2 \( (v = 2) \) visits, and thus the genuine matching number is very small. In contrast, all 150 \( (N = 150) \) subjects in \( OAS2 \) were scanned for 25 \( (v = 25) \) visits; therefore, there are more genuine matching pairs in \( OAS2 \) than in \( OASI \). Thus, we chose \( OAS2 \) as the data set for this study. Another reason for choosing \( OAS2 \) is that the interval between visits is longer than one year for \( OAS2 \), whereas the interval for \( OASI \) is shorter than 90 days. A longer interval yields a stronger ability of the data set to evaluate the robustness and steadiness of the authentication system.

Normalization

Normalization is ubiquitous and important in many aspects of image analysis [19]. For example, in neuroimaging, the realignment of a time-series of scans from the same subject (correcting for movement) is necessary for voxel-based analysis of time-dependent changes [35]. To average signals from functional brain images of different subjects, it is necessary to register the images together [36]. This issue is the current interest in the analysis of functional magnetic resonance imaging (fMRI) time-series. Inter-subject averaging with change distribution analysis or statistical parametric mapping also requires the images to be transformed into a standard stereotactic space [35]. This procedure is known as normalization. A fundamental advantage of normalization is that activations can be reported according to a set of meaningful Euclidian coordinates within a standard space [37].

Normalization is often performed by determining the correspondence between images. At its simplest, image normalization involves estimating a smooth, continuous mapping between the points in one image and those in another. The relative shapes of the images can then be determined from the parameters that encode the mapping (spatial transformation) [38]. There are many ways of modeling such mappings, and they can generally be classified into two broad categories [39]:

- **rigid-body** Transformations that preserve the distance between all points in the image are called rigid-body transformations. These transformations consist of shift and rotation, which are equivalent to a change from one Cartesian system of coordinates to another one. Rigid-body transformation is a specific case of affine transformation, which allows for a global change of scale.

- **nonrigid** Transformations that map straight lines to curves are referred to as nonrigid transformations. In contrast to rigid-body transformations (in which the constraints are explicit), the constraints for nonrigid warping are more arbitrary.

A rigid-body transformation may be perfectly valid for realignment but not for spatial normalization of an arbitrary brain into a standard stereotaxic space [37]. The objective of this study is not to achieve a high accuracy of realignment, although a more accurate realignment leads to better performance of the brain matching and identity authentication. In contrast, in this study, we mainly analyzed the diversity of brains after normalization. Thus, we used nonrigid transformation, which can spatially normalize an arbitrary brain into a standard stereotaxic space.

There are many different nonrigid transformation models. In general, these models can be divided into two categories [38,40]:

- A small-deformation framework does not necessarily preserve topology, although if the deformations are relatively small, then the topology may still be preserved.

- A large-deformation framework generates deformations (diffeomorphisms) that have a number of elegant mathematical properties, such as enforcing the preservation of topology.

DARTEL (diffeomorphic anatomical registration by exponentiated Lie algebra), which is a large-deformation technique, has been widely used for normalization since its first establishment. DARTEL has the advantage, relative to the small-deformation approach, that the resulting deformations are diffeomorphic and easily invertible and can be rapidly computed [38]. DARTEL is also more accurate than conventional SPM normalization [41]. When good-quality anatomical MRI scans are available, the DARTEL approach is now generally recommended [42]. For the
above reasons, we chose DARTEL as the method of normalization for this study.

The normalization was performed using SPM8 [43], and it consisted of three steps. First, the new segment procedure was used to segment the MRI images into six partitions, including gray matter (GM), white matter (WM), cerebrospinal fluid (CSF), and three other background partitions based on a modified mixed-model cluster analysis technique. The new segment procedure is generally more robust than using the “segment” button. Next, a template was generated from the entire image data set using the diffeomorphic anatomical registration by exponentiated Lie algebra (DARTEL) technique [38]. Finally, the GM images were transformed into a template in the three rigid-body registration steps and then smoothed by an isotropic Gaussian filter with an 8mm full-width half-maximum (FWHM) kernel.

Matching

Matching methods can be mainly divided into three classes [34]: (1) algorithms that use the image pixel values directly; (2) algorithms that use low-level features, such as edges and corners; and (3) algorithms that use high-level features. The drawback of high-level matching methods is that high-level features first need to be extracted and identified, which is a rather difficult task. Low-level matching is often used in circumstances in which the object to be recognized is well structured, such as fingerprints that have minutiae [21] as their stable feature. However, normalized brain images do not have such steady point features.

The human brain consists of white matter, gray matter and cerebrospinal fluid. The gyrus is distributed among white matter and gray matter. The gray intensity of each brain is different [44]. To recognize different persons, we can compare differences in brain gray intensity. Thus, we treat brain matching as a problem of pixel-level matching. Compared with the other two methods, pixel-level matching methods have more potential information from the images than methods that extract features for matching.

To compare two images, the first step is to align the images. In this study, we have finished the alignment step in the normalization stage (see section “Normalization”). Let $G$ denote the normalized gray matter image of the input brain image $I$. In the matching step, the difference between two aligned gray matter images, $G_1$ and $G_2$ (normalized from the two MR images, denoted as $I_1$ and $I_2$, respectively), is computed as below:

$$d = \sum_x \text{abs}(G_1(x) - G_2(x)), \quad (3)$$

where $x$ is all of the possible three-dimensional coordinates corresponding to the gray matter images. We used the segmented image; the each voxel shows the proportion/probability of it being GM. This procedure makes the matching robust to noise, smear, lesion, and other effects. A smaller $d$ indicates a higher probability that the two MR images come from the same subject. The final score $s$ is normalized from $d$ by

$$s = \frac{100 - 0}{d_{\text{max}} - d_{\text{min}}} \times (d - d_{\text{min}}) + 100, \quad (4)$$

in which $d_{\text{max}}$ and $d_{\text{min}}$ represent the maximum and minimum value of all of the differences $d$, respectively. Equation (4) normalized the scores to the interval $[0, 100]$.

Experimental Results

Experimental Results

The distributions of normalized genuine and imposter matching scores are shown in Figure 2. It can be observed from this figure that two peaks exist in the distribution of matching scores. One peak is located at a value near 75, corresponding to the genuine matching scores. The other pronounced peak resides at a value of 95 and is associated with the imposter matching scores. This result indicates that the proposed scheme is capable of differentiating brains at a high rate of accuracy by selecting an appropriate value of the threshold. Figure 2 shows that the performance of the ‘Same-Visit’ experiment is better than that of the ‘Different-Visit’ experiment, as the genuine scores of the ‘Same-Visit’ experiment are higher and more concentrated than those of the ‘Different-Visit’ experiment.

Figure 3 shows the receiver operating curves (ROC) plotting FAR versus FRR of the ‘Same-Visit’ experiment and the ‘Different-Visit’ experiment. The results show that the performance of the ‘Same-Visit’ experiment is much better than that of the ‘Different-Visit’ experiment. The equal error rates (EER, the point when FAR is equal to FRR) are 0.0% and 0.072% for the ‘Same-Visit’ and the ‘Different-Visit’ experiments, respectively. This discrepancy illustrates that the matching pairs (genuine and imposter) in the ‘Same-Visit’ experiment are more distinct. Furthermore, it can be judged from Figure 2 that the matching pairs (genuine and imposter) in the ‘Same-Visit’ experiment can be absolutely separated by a well-defined threshold, such as 85. Specifically, the maximum imposter matching score in the ‘Same-Visit’ experiment is 83.46, while the minimum genuine matching score is 86.03. Thus, the matching pairs (genuine and imposter) in the ‘Same-Visit’ experiment can be absolutely separated by any threshold value between 83.46 and 86.03, which is why we can obtain an EER of 0.0% for the ‘Same-Visit’ experiment.

To further evaluate the diversity of brains after normalization, we also conducted an identification experiment. An identification system is a 1-to-N (N is the number of brains or subjects in the database) matching system. When an input brain image is given, the identification system compares the input image with all of the brain images in the database and returns the image (or the ID of the subject) with the highest matching score. If the returned brain image and the input image are from the same brain (subject), it is called right-identification. The identification ratio is defined as the ratio of right-identification inputs to all input brain images. In this study, we used the second scan in the first session (visit) of every subject to establish the database and treated the second scan in the second session (visit) of every subject as the inputs. We obtained an exciting result: a 100% identification ratio was achieved in the testing database.

Discussion

It is a consensus that human brains are different from each other. In this study, we proposed to measure the individual differences in the human brain for the first time. Using brain images for identity authentication, we found that the individual differences are extremely discriminative. The EER of the ‘Same-
Visit' experiment is incredibly small, actually being equal to 0.0%. This result indicated that each subject's brain is clearly different from all others. The proposed matching strategy is based on normalization, which is a pre-processing stage that is widely adopted in neuroimaging analysis. Thus, the experimental results confirmed that the normalization stage retains almost all of the information and features of brain images.

Normalization is the process of mapping a single subject's brain image into a standard space [37]. It is a widely used pre-processing stage in neuroimaging. In functional imaging studies, normalization of the images is useful for determining what happens generically across individuals. One advantage of using normalized images is that inter-subject analysis can be conducted according to their Euclidean co-ordinates within a standard space. The other advantage of normalization is that it increases the sensitivity in detecting activations in brain imaging [19]. Normalization is extremely widely used, and the studies of the performance of normalization can be categorized into three kinds: permutation
tests, one-way ANOVA tests, and indifference-zone ranking [41]. However there is no study or report on the individuality of the brain after normalization by identity authentication, to the best of our knowledge. This study confirmed the diversity of the brain by employing brains for identity authentication. The result that the identification ratio can reach 100% provides evidence that normalization can preserve the diversity of the brain. Thus, normalization is an appropriate pre-processing stage due to the advantages mentioned above.

The reduction in performance of the ‘Different-Visit’ experiment compared with the ‘Same-Visit’ experiment is primarily caused by two reasons. First, noise stemming from the electronics of the MR system makes the scanning different for each visit. Second, the external environment is not exactly the same for each session. These two variables result in several variations in the biometric patterns of the brain images from the same subject (“intra-class variability”). Thus, the genuine matching scores in the ‘Different-Visit’ experiment are lower than those in the ‘Same-Visit’ experiment, which reduces the discriminative ability of genuine matching from imposter matching in the ‘Different-Visit’ experiment. However, the performance of the ‘Different-Visit’ experiment is still very high compared with other biometric technologies.

Table 1 shows the performance of common biometric technologies. We selected state-of-the-art technologies, and the scales of the corresponding databases are almost equivalent. Table 1 shows that the EER of the ‘Different-Visit’ experiment is as low as those of other biometric techniques, which illustrates that brain recognition is robust as well as steady. One significant advantage of the proposed brain recognition system is its ability to achieve a 0.0% or near 0.0% EER, i.e., a clear separation of genuine and imposter distributions. This study presents the first exploration of utilizing the brain for authentication, and we believe that the brain will be one of the members of biometric technologies in the future.

To compare with DARTEL, we have conducted an experiment using another well-known registration method. This segmentation method was done using the SPM8 MATLAB software [42] and the VBM8 toolbox (http://dbm.neuro.uni-jena.de). The EER are 0.3% and 2.1% for the ‘Same-Visit’ and the ‘Different-Visit’ experiments, respectively. Though this is roughly acceptable in a preliminary biometric system, its performance is not as good as DARTEL. It illustrates that different registration methods preserve the diversity of brain to different level, and the matching performance varies by different registration methods. A better registration method results in a better matching performance.

Although our method performs well, several issues remain. First, although the EER of ‘Same-Visit’ experiment equals to 0.0%, the gap between maximum imposter matching score (83.46) and the minimum genuine matching score (86.03) is very small. Second, the identification ratio reaches 100%, but the database contains only 150 subjects (1366 images), and a larger database should be established to evaluate the performance of brain recognition in the future. Third, though the recognition ratio is very high, the acquisition of brain is still not very convenient for users and it is also not as cheap as other biometric equipment.

To conclude, the approach used in this study analyzed the individuality of brain after normalization. This paper proposed to use the brain for identity authentication. Biometric recognition technologies are generally based on the diversity of biological (e.g., face, fingerprint, and iris) traits [43]. Compared with these biometric technologies, the proposed brain recognition technique achieved similar recognition ability. Thus, the result confirmed the diversity of the brain after normalization. The proposed approach used the whole brain for matching, and a more detailed study analyzing the diversity of different regions within the brain will be left for future work.

Acknowledgments

We would like to thank the anonymous reviewers for their helpful suggestion.

Author Contributions

Conceived and designed the experiments: FC DH. Performed the experiments: FC LS. Analyzed the data: FC LS. Contributed reagents/materials/analysis tools: FC LS. Wrote the paper: FC YL.

References

1. Friston KJ (2009) Modalities, modes, and models in functional neuroimaging. Science 326: 399–404.
2. Tonka J, Yates P, Frampton I, Williams W, Harris D, et al. (2011) Resilience and the mediating effects of executive dysfunction after childhood brain injury: A comparison between children aged 9–15 years with brain injury and non-injured controls. Brain Injury 25: 1–12.
3. Meda S, Narayanan B, Liu J, Perrone-Bizzozero N, Stevens M, et al. (2012) A large scale multi-variate parallel icm method reveals novel imaging–genetic relationships for alzheimer’s disease in the adni cohort. NeuroImage 60: 1608.
4. Devanand D, Bansal R, Liu J, Hao X, Pradhanan G, et al. (2012) Mri hippocampal and entorhinal cortex mapping in predicting conversion to alzheimer’s disease. NeuroImage 60: 1622–1629.
5. Yang Y, Raine A, Han C, Schug R, Toga A, et al. (2010) Reduced hippocampal and parahippocampal volumes in murderers with schizophrenia. Psychiatry Research: Neuroimaging 182: 9–13.
6. Fornito A, Zalesky A, Pantelis C, Bullmore E (article in press, 2012) Schizophrenia, neuroimaging and connectomics. NeuroImage.
7. Bergfield K, Hansen K, Chen K, Teipel S, Hampel H, et al. (2010) Age-related networks of regional covariance in mri gray matter: Reproducible multivariate patterns in healthy aging. NeuroImage 49: 1750–1759.
8. Dosenbach N, Nardos B, Cohen A, Fair D, Power J, et al. (2010) Prediction of individual brain maturity using fmri. Science 329: 1358–1361.
9. Giorgio A, Santelli L, Tomassini V, Bosnell R, Smith S, et al. (2010) Age-related changes in grey and white matter structure throughout adulthood. NeuroImage 51: 943–951.
10. Seidler R, Bernard J, Burunotu T, Fling B, Gordon M, et al. (2010) Motor control and aging links to age-related brain structural, functional, and biochemical effects. Neuroscience & Biobehavioral Reviews 34: 721–733.
11. Courchesne E, Campbell K, Solo S (2011) Brain growth across the life span in autism: age-specific changes in anatomical pathology. Brain research 1380: 138–145.
12. TerrillB D, SchaalFberger M, Duran F, Zanetti M, Curiari P, et al. (2011) Age-related gray matter volume changes in the brain during non-elderly adulthood. Neurobiology of aging 32: 354–368.
13. Takahashi R, Ishii K, Kakaji T, Yokoyama K (2011) Gender and age differences in normal adult human brain: Voxel-based morphometric study. Human brain mapping 32: 1050–1058.
14. Yan C, Gong G, Wang J, Wang D, Liu D, et al. (2011) Sex- and brain size–related small-world structural cortical networks in young adults: a di tractography study. Cerebral cortex 21: 449–458.
15. Costafreda S, Dinov I, Tu Z, Shi Y, Liu C, et al. (2011) Automated hippocampal shape analysis predicts the onset of dementia in mild cognitive impairment. NeuroImage 56: 212.
16. Robinson E, Hammers A, Ericsson A, Edwards A, Rueckert D (2010) Identifying population differences in whole-brain structural networks: A machine learning approach. NeuroImage 50: 910–919.
17. Tian L, Wang J, Yan C, He Y (2011) Hemisphere- and gender-related differences in small-world brain networks: A resting-state functional mr study. NeuroImage 54: 191–202.
18. Ashburner J, Friston KJ (1997) Multimodal image coregistration and partitioning – a unified framework. NeuroImage 6: 209–217.
19. Ashburner J, Friston KJ (1997) The role of registration and spatial normalisation in detecting activations in functional imaging. Clinical MRI 7: 26–28.
20. Li S, Jain A (2011) Handbook of face recognition. Springer-Verlag New York Inc.
21. Chen F, Zhou J, Yang C (2009) Reconstructing orientation field from fingerprint minutiae to improve minutiae-matching accuracy. IEEE Transactions on Image Processing 18: 1665–1670.
22. Hollingsworth K, Bowyer KW, Flynn PJ (2011) Improved iris recognition through fusion of hamming distance and fragile bit distance. IEEE Trans Pattern Anal Mach Intell 33: 2463–2476.
23. Marcus D, Wang T, Parker J, Cernansky J, Morris J, et al. (2007) Open access series of imaging studies (oasis): cross-sectional mri data in young, middle aged, nondemented, and demented older adults. Journal of Cognitive Neuroscience 19: 1490–1507.
24. Marcus D, Fotenos A, Cernansky J, Morris J, Buckner R (2010) Open access series of imaging studies: longitudinal mri data in nondemented and demented older adults. Journal of cognitive neuroscience 22: 2677–2684.
25. Ogawa S, Menon R, Tank D, Kim S, Merkle H, et al. (1993) Functional brain mapping by blood oxygenation level-dependent contrast magnetic resonance imaging: a comparison of signal characteristics with a biophysical model. Biophysical Journal 64: 803–812.
26. Zhang L, Wang L, Shen H, Hu D (2010) Distinguishing schizophrenic patients from healthy controls based on mri data: A tensor linear discriminant approach. In: Cognitive Informatics (ICCI), 2010 9th IEEE International Conference on. IEEE, 524–529.
27. Fan Y, Shen D, Gur RC, Gur RE, Dvoretzky C (2007) Compare: Classification of morphological patterns using adaptive regional elements. IEEE Trans Med Imaging 26: 93–105.
28. Sahuncu M, Buckner R, Smoller J, Lee P, Fischl B, et al. (2011) The association between a polygenic Alzheimer score and cortical thickness in clinically normal subjects. Cerebral Cortex.
29. Kawasaki Y, Suzuki M, Kherif F, Takahashi T, Zhou S, et al. (2007) Multivariate voxel-based morphometry successfully differentiates schizophrenia patients from healthy controls. NeuroImage 34: 233–242.
30. Shinkareva S, Ombao H, Sutton B, Mohanty A, Miller G (2006) Classification of functional brain images with a spatio-temporal dissimilarity map. NeuroImage 33: 63–71.
31. Zhu C, Yang S, An C, He Y, et al. (2008) Fisher discriminative analysis of resting-state brain function for attention-deficit/hyperactivity disorder. NeuroImage 40: 110–120.
32. Calhoun V, Maciejewski P, Pearlson G, Kiehl K (2008) Temporal lobe and default hemodynamic brain modes discriminate between schizophrenia and bipolar disorder. Human brain mapping 29: 1263–1275.
33. Buckner R, et al. (2012) Open access series of imaging studies (oasis). URL: http://www.oasis-brains.org/ Accessed 2011 Oct 23.
34. Zhou J, Chen F, Wu N, Wu C (2009) Crease detection from fingerprint images and its applications in elderly people. Pattern Recognition 42: 996–906.
35. Friston KJ, Ashburner J, Frith CD, Poline JB, Heather JD, et al. (1995) Spatial registration and normalization of images. Human Brain Mapping 2: 163–189.
36. Ashburner J, Neelin P, Collins DL, Evans A, Friston KJ (1997) Incorporating prior knowledge into image registration. NeuroImage 6: 344–352.
37. Ashburner J, Friston KJ (1999) Nonlinear spatial normalization using basis functions. Human Brain Mapping 7: 254–266.
38. Ashburner J (2007) A fast diffeomorphic image registration algorithm. NeuroImage 38: 95–113.
39. Holden M (2008) A review of geometric transformations for nonrigid body registration. Medical Imaging, IEEE Transactions on 27: 111–128.
40. Miller M, Banerjee A, Christensen G, Joshi S, Khaneja N, et al. (1997) Statistical methods in computational anatomy. Statistical Methods in Medical Research 6: 287–299.
41. Klein A, Andersson J, Ardekani B, Ashburner J, Avants B, et al. (2009) Evaluation of 14 nonlinear deformation algorithms applied to human brain mri registration. Neuroimage 46: 736–802.
42. Ashburner J, Chen C, Flandin G, Henson R, Kiebel S, et al. (2008) SPM8 manual. Functional Imaging Laboratory, Institute of Neurology.
43. Friston KJ, Holmes AP, Ashburner J, Poline JB, Frith CD, et al. (2009). Statistical parametric mapping 8 (spm8). URL: http://www. fil. ion. ucl. ac. uk/spm/. Accessed 2013 Jan 5.
44. Westbrook C, Roth C (2011) MRI in Practice. Wiley-Blackwell.
45. Jain AK, Bolle R, Pankanti S (2000) Biometrics: Personal Identification in Networked Society. Springer-Verlag New York, Inc.
46. Gion R, Hemery B, Rosenberger C (2010) Low cost and usable multimodal biometric system based on keystroke dynamics and 2d face recognition. In: ICPR. 1129–1131.
47. Cappelli R, Ferrara M, Maltoni D, Turrioni F (2011) Fingerprint verification competition at icb2011. In: Biometrics (IJCB), 2011 International Joint Conference on. IEEE, 1–6.
48. Hollingsworth K, Bowyer K, Flynn P (2009) Using fragile bit coincidence to improve iris recognition. In: Biometrics (IJCB), 2011 International Joint Conference on. IEEE, 1–6.
49. Zhang D, Guo Z, Lu G, Zhang L, Zuo W (2010) An online system of multispectral palmprint verification. Instrumentation and Measurement, IEEE Transactions on 59: 489–490.