Macroscopic manifestation of domain-wall magnetism and magneto-electric effect in a Néel-type skyrmion host
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We report a magnetic state in GaV4Se8 which emerges exclusively in samples with mesoscale polar domains and not in polar monodomain crystals. It is manifested by a sharp anomaly in the magnetic susceptibility and the magnetic torque, distinct from other anomalies observed also in polar mono-domain samples upon transitions between the cycloidal, the Néel-type skyrmion lattice and the ferromagnetic states. We ascribe this additional transition to the transformation of distinct magnetic textures, confined to polar domain walls (DW), to the ferromagnetic (FM) state. The emergence of these DW-confined magnetic states is likely driven by the mismatch of different spin spirals, hosted by the adjacent domains. A clear anomaly in the magneto-current indicates that the DW-confined magnetic states also have strong contributions to the magneto-electric response. We expect polar DWs to commonly host such confined magnetic edge states and, thus, offer a fertile ground to explore novel forms of magnetism.
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INTRODUCTION
Geometrical or dimensional constraints can promote the formation of new quantum phases which are absent in bulk systems. Prominent examples include metallic surface states in topological insulators, superconducting vortex states below the Kosterlitz–Thouless transition, interface-induced 2D electron gas and superconductivity, integer and fractional quantum Hall edge states and, thus, offer a fertile ground to explore novel forms of magnetism.

RESULTS
Imaging and control of polar domains
In these compounds, four polar domain states with polarizations along the cubic ⟨111⟩-type axes can exist. The different types of domains, with a typical width of 10–1000 nm, naturally form lamellar patterns with ⟨100⟩-type neutral DWs, as observed in GaV4Se8 and GaMo4S8. To characterize the polar domains and to estimate the density of DWs in GaV4Se8, we combined several complementary
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scanning probe microscopy techniques, including non-contact atomic force microscopy (nc-AFM), scanning dissipation microscopy (SDM), and frequency-modulated Kelvin-probe force microscopy (KPFM). We found that the polar multi-domain state in GaV$_4$Se$_8$ is also made up of mechanically and electrically compatible lamellar domains. For an overview of the corresponding results see Supplementary Fig. 1. In attempt to observe spin cycloidal and Néel-type skyrmion textures within polar domains of GaV$_4$Se$_8$, only evidenced by small-angle neutron scattering measurements so far$^{33}$, we also carried out magnetic force microscopy (MFM) measurements. A second purpose of the MFM study was to explore possible magnetic states confined to the vicinity of DWs, as reported in GaV$_4$S$_8$.$^{34,42}$

Figure 1a, b shows MFM images respectively recorded on as-grown (111) and (001) surfaces of GaV$_4$Se$_8$ crystals below the magnetic ordering temperature. Though MFM was specifically applied to detect magnetic textures in polar domains as well as at DWs, no magnetic structures were observed in subsequent trials on as-grown and cleaved surfaces. Instead, we found lamellar domain patterns, similar to those observed with the other scanning probe methods mentioned above. The domains and the DWs appear in the frequency shift signal as bright stripes and dark lines, respectively. Their contrast is not affected by magnetic field, reflecting its non-magnetic origin. The typical domain width varies in the range of 100–500 nm.

Besides the high DW density, another peculiarity of this polar phase is the lack of 180° DWs and the presence of 109° DWs only, a consequence of the non-centrosymmetric cubic phase.$^{18,48}$ (This is in contrast to perovskite ferroelectrics, where the paraelectric cubic phase is centrosymmetric.) In the lack of ±P domains, electric fields of opposite signs, applied along one of the four (111)-type axes, select either the unique domain with polarization parallel to the field or the other three domains, whose polarizations span 71° with the electric field. Such control of the polar domains is sketched in Fig. 2 and also demonstrated via the temperature-dependent polarization, which was determined from pyrocurent measurements, following electric-field poling. Indeed, the maximum polarization reached via positive poling fields (2.0 μC cm$^{-2}$) is considerably larger than for negative fields (−0.45 μC cm$^{-2}$). The ratio of the polarization values in the P$_1$ mono-domain and multi-domain states involving the other domains is expected to be 3:1 in the previous scenario, since the pyrocurent component along the P$_1$ polar axis was detected.

Magnetic states in mono- and multi-domain crystals

The different types of polar domains are also distinguished magnetically, since they are characterized by different directions of uniaxial anisotropy, coinciding with their polar axes$^{43,49,50}$ and by different orientations of the Dzyaloshinskii–Moriya vectors that prefer modulated magnetic structures with q-vectors perpendicular to their polar axes. Correspondingly, for arbitrary directions of the magnetic field, distinct magnetic states can coexist on different types of polar domains, as observed in GaV$_4$S$_8$.$^{42}$

In GaV$_4$Se$_8$, such sensitivity of the magnetic state to the orientation of the field was followed at 12 K by small-angle neutron scattering (SANS). A sequence of three different phases, SKL → cycloidal → ferromagnetic (FM), was observed while rotating a constant magnetic field of $\mu_0 H = 220$ mT in the (110) plane from the polar [111] axis ($H_{||}$) towards the perpendicular plane ($H_\perp$), as demonstrated in Fig. 3. The SANS patterns were recorded on the (111) plane for several angles of the field.
In order to continuously follow the phase boundaries on the $H_{\parallel}$–$H_{\perp}$ plane, we carried out magneto-current and magnetic torque measurements, when the magnetic field was rotated in fine steps within the (110) plane between successive field sweeps. The corresponding data are depicted in Fig. 4 in the form of color maps over the field magnitude–orientation plane ($\phi$ denotes the angle of the field spanned with the [111] axis, as sketched in Fig. 2b), where the magnitude of the magneto-current (Fig. 4a, c) and the dissipative part of the torque signal (Fig. 4b) are represented by colors. The anomalies labeled in Fig. 4 are used to establish the magnetic phase diagrams corresponding to polar mono- and multi-domain states in Fig. 5a, b, respectively, also supplemented with magnetization, susceptibility and SANS measurements. The phase boundaries determined from torque data slightly deviate from those deduced by other methods, which is attributed to differences in the measurements conditions (precise sample temperature, direction of the field sweep, etc.). For a better match, the phase boundaries determined from torque measurements were plotted in Fig. 5a with $H$ values rescaled by a factor of $\sim 1.12$.

Figure 4a shows magneto-current studies on sample #1 poled into a nearly $P_1$ mono-domain state, where all the observed anomalies, labeled as 1a and 1b, are assigned to transitions in the $P_1$ domain with polar axis along the [111] direction, except for a faint signal, labeled as 2a. The 180° periodicity of the signal can be readily followed. In contrast, Fig. 4b shows magnetic torque data as obtained on a polar multi-domain sample. Here, the faint feature (2b), which is hardly traceable in the magneto-current data for the $P_1$ mono-domain state, shows up clearly as a replica of the droplet-like motifs (1a), which are the strong features centered around 0° and 180° in the nearly mono-domain sample. This additional droplet is also found in magneto-current studies on sample #2 realizing a multi-domain state, as shown in Fig. 4c. It is centered at around $\sim 109^\circ$, the angle spanned by the polar axes [111] and $\{\bar{1}1\bar{1}\}$. Thus, it originates from the $P_2$ polar domain with its polar axis also lying in the field rotation plane. It is important to note that while for the $P_1$ domain only the magneto-current component parallel to its polar axis ($j_{\parallel}$) is measured and not the perpendicular component ($j_{\perp}$) for the $P_2$ domain a 1:3 mixture of $j_{\parallel}$ and $j_{\perp}$ is detected, due to the fixed contact geometry. (For additional magneto-current data on sample #2 in the $P_2$ mono-domain state and on sample #1 in a multi-domain state, see Supplementary Figs. 2 and 3.)

For multi-domain samples, the detailed angular dependence of the magneto-current and torque data reveal which magnetic anomalies can be assigned to $P_1$ or $P_2$ polar domains, and help to establish a domain-specific magnetic phase diagram (Fig. 5a), as if the samples were polar mono-domain. Magnetic anomalies corresponding to $P_3$ and $P_4$ domains cannot be unambiguously assigned, mainly because the angle spanned by the magnetic field and their polar axes varies over a limited range, 54°–90°, while the field is rotated in the (110) plane.

In the polar mono-domain state (Fig. 5a), there are three magnetic phases showing up, the cycloidal, the Néel-type SkL and the FM state, in accord with former studies. Note that phase boundaries in Fig. 5a are displayed, from one hand, as obtained from magneto-current data on a $P_1$ mono-domain crystal (Fig. 4a). On the other hand, Fig. 5a also shows the phase boundaries, as obtained for a single type of domain embedded in a polar multi-domain crystal, when the orientation of the field is measured from the polar axis of that type of domain. Since there is no difference between the two cases, phase boundaries in Fig. 5a are representative to the magnetic states inside the polar domains. In fields applied along the polar axis, the cycloidal phase coexists with domains with wavevectors oriented in different directions (in the plane perpendicular to the rhombohedral axis) up to its transformation to the SkL state. By oblique fields, this cycloidal multi-domain state is turned to a cycloidal mono-domain state, since $H_{\perp}$ selects the unique q-vector, which is perpendicular to this field component. This repopulation of the cycloidal domains is directly detected by SANS experiments (see Supplementary Fig. 4) and also manifested in magnetic susceptibility and magneto-current data as a low-field upturn and a peak, respectively, at $H_{\perp}$ $\sim$ 40 mT, as discerned, e.g., in Fig. 6a, b. For details see Supplementary Fig. 5.) The crossover regime from the cycloidal multi- to mono-domain state is also indicated in Fig. 5a. Another important observation is that for certain angles of oblique
fields, there is a re-entrant cycloidal state, where the full sequence of magnetic transitions with increasing field is cycloidal → SkL → cycloidal → FM. This re-entrance of the cycloidal phase, found in magnetization, magneto-current and torque experiments for \( \phi = 21-29^\circ \), has been predicted for oblique fields in GaV\(_4\)Se\(_8\) \(^{52}\), but has not been observed yet \(^{43,51}\).

Magnetic transition only observed in multi-domain crystals
In polar multi-domain states, besides the features assigned to magnetic transitions within the different types of polar domains, there are additional anomalies in the torque and magneto-current data, marked by asterisks in Fig. 4b, d, respectively. In case of magneto-current measurements, the corresponding angular range is highlighted by a rectangle in Fig. 4c and a zoom-in view of the magneto-current curves is given in Fig. 4d. In the torque data, there are additional weak features observed (Poggio, unpublished). However, here we only discuss anomalies simultaneously discerned in magnetization, magneto-current and torque data.

The key observation of the present work is the emergence of this additional magnetic transition in polar multi-domain samples, as shown in Fig. 4b. This change in the magnetic state is triggered by oblique fields and located in the middle of the cycloidal phase, where the cycloidal modulation with a unique \( \mathbf{q} \)-vector is already established by the \( \mathbf{H} \)\( \perp \) component of the field. This extra transition is triggered by oblique fields and located in the middle of the cycloidal phase, where the cycloidal modulation with a unique \( \mathbf{q} \)-vector is already established by the \( \mathbf{H} \)\( \perp \) component of the field. Figure 6 summarizes the signatures of this extra transition, based on various quantities measured in \( \mathbf{H} \parallel \mathbf{[001]} \). This choice of the field orientation guarantees that all types of polar domains host the same magnetic state, irrespective of the magnitude of the field, since the [001] axis spans the same angle (54°) with the magnetic anisotropy axes of all the four types of polar domains. Thus, one would expect the same magnetic anomalies, irrespective of having a polar mono- or multi-domain sample, unless the presence of DWs introduces an additional magnetic state not

Fig. 5  Magnetic phase diagrams representative to polar mono- and multi-domain states in GaV\(_4\)Se\(_8\) at 12 K. a The solid and dashed lines are phase boundaries deduced from magneto-current and torque measurements, respectively. Triangles represent SANS data, while circles/squares correspond to magnetization measurements without/with electric field poling. Labels of the phase boundaries (1a, 1b, 2a, 2b) correspond to those in Fig. 4. Note that (a) does not exclusively contain data obtained on polar mono-domain samples, but includes all anomalies, which are present both in mono- and multi-domain samples. For multi-domain crystals, \( H_\parallel \) and \( H_\perp \) refers to field components parallel and perpendicular to the polar axis of the domain to which the anomalies are assigned. For the assignment of the different anomalies to different polar domains in multi-domain crystals and the establishment of the unified phase diagram, see the main text. The hashed low-field area in a indicates the region of the cycloidal q-vector reorientation, while the black crosses along the dashed black line correspond to the points where the SANS images in Fig. 3 were taken. In b, the phase boundaries, which are also present in the polar mono-domain case, are shown only as deduced from the magneto-current measurements. The additional phase boundary labeled by 1* & 2* is determined by magneto-current (sample #1: light blue lines, sample #2: dark blue lines), by torque (cyan lines) and by susceptibility measurements (blue square).
magnetization step observed upon the cycloidal to SkL transition in similar fields for H[[111]] (See Supplementary Fig. 6).

Another possibility would be that while the anomaly is only present in multi-domain crystals, as demonstrated by electric poling experiments, it is associated to a novel magnetic state triggered by but not confined to the DWs. However, in this case a broad anomaly is expected due to the large variation of the DW separation. In contrast, it is rather sharp with a full width of \( \leq 3 \) mT. We can similarly exclude that this anomaly originates from DW pinning, domain–domain interactions or defects, as they cannot lead to a sharp transition, with a well-reproducible critical field in different multi-domain crystals. Moreover, the cycloidal mono-domain state within the polar domains is already established at lower magnetic fields, as it is clear from the hashed area in Fig. 5a, indicating the region where the cycloidal q-vector reorientation takes place.

**DISCUSSION**

Our study demonstrates that the existence of DWs is a prerequisite for the emergence of the new magnetic state in GaV\(_4\)Se\(_8\), as revealed by macroscopic magnetic and magnetoelectric properties. The density of DWs is rather high in this compound, especially if we compare the typical DW distance of ~100–500 nm to the wavelength of the Néel-type magnetic modulations of ~20 nm. The DWs in this compound do not only produce a sudden change in the direction of the magnetic anisotropy axis, but also change the orientation of the Dzyaloshinskii–Moriya vectors. We think that the mismatch between different modulated states, favored by different magnetic interactions at adjacent domains, can give rise to the formation of new spin textures at the DWs.

The magnetic frustration coming from the change in the Dzyaloshinskii–Moriya interaction at DWs should also suppress the stability range of the modulated states near DWs. It is because the critical magnetic field, where the modulated states transform to the FM state, scales with \( D^2/J \), where \( D \) is the strength of the Dzyaloshinskii–Moriya interaction and \( J \) is the isotropic Heisenberg exchange.

The corresponding scenario for the magnetic anomaly, observed exclusively in polar multi-domain samples, is that the DW-confined magnetic textures become FM at lower fields, when the cycloidal modulations still persist inside the domains. For that case, one can roughly estimate the extension of the confined magnetic states perpendicular to the DWs based on the average separation of the planar DWs and the typical magnitude of the magnetization jump observed at ~100 mT in multi-domain crystals, which are 300 nm and ~1% of the saturation magnetization, respectively. By assuming that the magnetic texture at the DW is switched from a conical state—with a uniform magnetization at least as large as in the bulk—to the fully polarized FM state, the volume fraction of the DW-confined states is estimated to be 1–2%. This yields an effective thickness of ~3–6 nm for the DW-confined magnetic states, which is somewhat smaller than the cycloidal pitch in the bulk (~20 nm). While the anomaly is clearly linked to the presence of polar DWs, in principle it may indicate the onset of DW-confined states instead of their transformation to the FM state. In this case, the DW-confined states must transform to the FM state at the same time as the cycloidal to FM transition happens inside the domains, due the lack of a second weak anomaly in Fig. 5b.

It is important to note that the two transition lines \( 1^\circ \) and \( 2^\circ \) in Fig. 4d fall on each other and form a single phase boundary in Fig. 5b, if they are respectively assigned to \( P_1 \) and \( P_2 \) domains, meaning that the angle of the magnetic field is measured from the corresponding polar axes. From this, we conclude that these confined magnetic states do not form at DWs between \( P_1 \) and \( P_2 \) domains, but at \( P_1–P_3 \) or \( P_2–P_4 \) DWs parallel to the (100) plane or at \( P_1–P_4 \) or \( P_2–P_3 \) DWs parallel to the (010) plane. As discussed earlier, the magnetic anisotropy axis of each domain spans the same angle with the field for \( H[[001]] \), thus, the same magnetic

---

**Fig. 6 Magnetic anomalies in polar mono- and multi-domain GaV\(_4\)Se\(_8\) crystals at 12 K.** Magnetic field dependence of a, the real part of the ac susceptibility, b, the magneto-current density, c the dissipative part of the torque, and d the SANS intensity, all measured in \( H[[001]] (\phi \sim 54^\circ) \). Black/red curves were recorded on polar multi-/mono-domain crystals. The inset in a shows a magnified view of the anomaly around 100 mT for three different electric poling fields (red: +2.5 kOe, green: 0 kOe, black: −2.5 kOe). The brown, blue, and red vertical dashed lines indicate the q-vector re-orientation, the anomaly observed in multi-domain samples and the cycloidal → FM transition, respectively. b Displays data for both sample #1 and #2 in mono- and multi-domain states. The magnetic susceptibility has a sharp peak at ~100 mT for a polar multi-domain sample, which is strongly suppressed as the polar mono-domain state is approached by poling, though not fully achieved. We succeeded with more efficient poling in the magneto-current studies: Sharp steps in the magneto-current curves associated with this transition are clearly resolved on sample #1 and #2 with multi-domain states, while these anomalies are completely suppressed for both samples, when either the \( P_1 \) or \( P_2 \) mono-domain state is reached. This means that both \( j_j \) and \( j_z \) show an anomaly at ~100 mT only in multi-domain samples. The dissipative part of the magnetic torque signal also shows a weak anomaly at this field, though it is better visible a few degrees away from the [001] direction. In this case the mono-domain state could not be studied due to the unfeasibility of electric poling. In the field dependence of the SANS intensity we could not observe any anomaly associated with this transition. This may be due to the signal to noise ratio and the limited field resolution in the SANS measurements.

The weakness of this magnetization anomaly also implies that it is associated with magnetic states confined to DWs. Namely, the jump in the magnetization, corresponding to the susceptibility peak observed at 100 mT with \( H[[001]] \), is <5% of the existing inside the domains. The magnetic susceptibility has a sharp peak at ~100 mT for a polar multi-domain sample, which is strongly suppressed as the polar mono-domain state is approached by poling, though not fully achieved. We succeeded with more efficient poling in the magneto-current studies: Sharp steps in the magneto-current curves associated with this transition are clearly resolved on sample #1 and #2 with multi-domain states, while these anomalies are completely suppressed for both samples, when either the \( P_1 \) or \( P_2 \) mono-domain state is reached. This means that both \( j_j \) and \( j_z \) show an anomaly at ~100 mT only in multi-domain samples. The dissipative part of the magnetic torque signal also shows a weak anomaly at this field, though it is better visible a few degrees away from the [001] direction. In this case the mono-domain state could not be studied due to the unfeasibility of electric poling. In the field dependence of the SANS intensity we could not observe any anomaly associated with this transition. This may be due to the signal to noise ratio and the limited field resolution in the SANS measurements.
state exists inside all the four polar domains. In contrast, not all the DWs are magnetically equivalent for this specific field orientation: \( H \|[001] \) lies within the plane of the four types of DWs listed above and is perpendicular to the \( P_1 \rightarrow P_2 \) and \( P_3 \rightarrow P_4 \) DWs. Note that in the broad angular range, where the new state appears at the DWs, the corresponding domains host cycloids with different spin rotation planes. Thus, the edge state likely emerges as a consequence of imperfect matching of two cycloids. (For a schematic representation of the edge states, see Supplementary Fig. 7). A similar phenomenon has recently been observed for antiferromagnetic spin cycloids interfaced at polar DWs of \( \text{BiFeO}_3 \). To reveal the spin texture of the new magnetic state requires real-space magnetic imaging, which seems to be highly challenging in \( \text{GaV}_4\text{Se}_8 \).

Recently, the influence of structural DWs on macroscopic (bulk) electronic properties has been extensively investigated\(^{10,23}\). In contrast, magnetization of spin textures confined to DWs in macroscopic magnetic properties have hardly been observed. In the present work, we found sharp magnetic and magneto-electric anomalies in \( \text{GaV}_4\text{Se}_8 \) that we assign to a phase transition in macroscopic magnetic properties have hardly been observed. In the present work, we found sharp magnetic and magneto-electric anomalies in \( \text{GaV}_4\text{Se}_8 \) that we assign to a phase transition.

METHODS
Sample synthesis and characterization
Single crystals of \( \text{GaV}_4\text{Se}_8 \) with typical mass of \( 1 \sim 30 \text{ mg} \) were grown by the chemical vapor transport method using iodine as the transport agent. The crystallographic orientation of the samples was determined by X-ray Laue and neutron diffraction.

Scanning probe microscopy
Scanning probe microscopy was performed using Omicron low-temperature ultra-high vacuum atomic force microscope equipped with RHK Technology Inc. \( R_9 \)-controller electronics using Nanosensor SSS-QMFM probes (spring constant \( k \approx 3.4 \text{ N/m} \), resonance frequency \( f_0 \approx 77.7 \text{ kHz} \) for magnetic measurements as well as PTFI-FM probes (spring constant \( k \approx 2.5 \text{ N/m} \), resonance frequency \( f_0 \approx 73.3 \text{ kHz} \) for all other measurements). Non-contact measurements were done at a frequency shift of \( \Delta f \sim 100 \text{ Hz} \), the oscillation amplitude was controlled to \( 10 \text{ nm} \), and local differences of the contact potential were compensated by running a Kelvin-probe force controller. For MFM, the magnetization direction of the tip was fixed by applying a large magnetic field along the \( z \) direction. Images were recorded in a two-step process. Firstly, the topography of the sample was measured, and the two-dimensional slope was balanced. Secondly, the MFM tip was retracted by \( \sim 30 \text{ nm} \) in order to record the magnetic forces only, while scanning the sample surface in the area of interest. Frequency-modulated Kelvin-probe force microscopy (FM-KPFM) allows the determination of the local contact potential difference simultaneously to topography and dissipation in non-contact mode\(^{35-37}\). Typically, the Kelvin modulation voltage together with the dc compensation bias was applied to the tip with an amplitude of \( 5 \text{ V} \) and a frequency of \( 4.1 \text{ kHz} \), while a bias of \( \sim 145 \text{ V} \) was applied to the sample backside. The resulting sideband in the cantilever motion spectrum is directly detected with a lock-in amplifier within the \( R_9 \)-controller electronics running at the detected cantilever frequency plus the applied modulation frequency. Nullifying the detected sideband signal by application of a bias to the tip allows compensating the conservative electrostatic forces and simultaneously quantifies the contact potential difference between tip and sample. Data were analyzed with the Gwyddion software.

Magnetization measurements
The magnetization and ac-susceptibility measurements were performed following an initial zero-field cooling, using a magnetic property measurement system (MPMS) from quantum design. For ac-susceptibility measurements with electric field poling, a home made probe was used. Poling electric field was applied only during cooling.

Magneteto-current measurements
For the pyro- and magneto-current measurements, contacts on two parallel (111) faces of the crystals were applied using silver paint. The sample was cooled using an Oxford helium-flow cryostat. For changing the orientation of the magnetic field with respect to the electric contacts, the sample was mounted on a platform, which can be rotated by a stepper motor. To ensure low-noise measurements, the platform was equipped with two coaxial cables. For magneto-current measurements, the current was recorded using Keysight B2987A electrometer while the magnetic field was swept with a typical rate of \( 0.5 \sim 1 \text{ T/min} \). For pyrocurrent measurements, the current was recorded with the same electrometer while the temperature was swept from \( 3 \) to \( 50 \text{ K} \) with a rate of about \( 6 \text{ K/min} \).

Torque magnetometry
Torque data were recorded with dynamic cantilever magnetometry (DCM)\(^{30,35}\). A single crystalline piece of \( \text{GaV}_4\text{Se}_8 \) (spacial dimensions in the order of \( 100 \text{ µm} \)) was attached to the end of a commercial cantilever (Arrow-TL1, Nanoworld). In DCM, the cantilever is driven into self-oscillation at its resonance frequency. Changes in the dissipation \( \Delta \Gamma = \Gamma - \Gamma_0 \) induced by the torque from the sample, are measured as a function of the uniform applied magnetic field \( H \), where \( \Gamma_0 \) is the cantilever’s intrinsic mechanical dissipation at \( H = 0 \). Measurements of \( \Delta \Gamma \) are particularly useful for identifying magnetic phase transitions\(^{29}\).

Small-angle neutron scattering
SANS was performed on a 11.6 mg single crystal sample of \( \text{GaV}_4\text{Se}_8 \). SANS patterns discussed in the main text were measured using the SANS-I instrument of SINQ at the Paul Scherrer Institut (PSI), Villigen, Switzerland. The wavelength of the incoming neutrons was \( 6 \text{ Å} \), the collimation and the sample-detector distances were set to \( 6 \text{ m} \). The magnetic field was applied in various directions within the (100) plane. In addition, magnetic field dependence of the scattering data shown in the supplement was measured using the D11 and the D33 instruments at the Institut Laue-Langevin (ILL), Grenoble, France. The neutron wavelength of \( 5 \text{ Å} \) was selected and the collimator-sample and the sample-detector distances were set to \( 5 \text{ m} \). In all experiments the sample together with the magnet is rotated and tilted, i.e., rocked in order to move the magnetic diffraction peaks through the Ewald sphere. The SANS patterns presented are the sum of intensities through the whole rocking angle range. Similar measurements were taken in the paramagnetic phase at \( 20 \text{ K} \), and subtracted from the data to obtain the magnetic scattering data.

DATA AVAILABILITY
The measurement data from ILL are publicly available under the ILL DOI’s https://doi.org/10.5291/ILL-DATA.INTER-338 and https://doi.org/10.5291/ILL-DATA.5-42-438. The rest of the data that support the findings of this study are available from the corresponding author upon reasonable request.
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