A computational study of two-terminal transport of Floquet quantum Hall insulators
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I. INTRODUCTION

Under time-periodic modulations, the long-time behavior of a quantum system is governed by its Floquet states, which may carry topological features absent in its equilibrium predecessor. Originally anticipated in quantum chaos and nonlinear dynamics [1], Floquet topological phases are under intensive studies in recent years. Theoretically, a large class of topological Floquet states has been proposed, including Floquet topological insulators [2–8], Floquet Anderson insulators [9, 10], Floquet Majorana Fermions [11–15], Floquet topological semimetals [16–19], etc. New classification schemes for these states have also been introduced, which go beyond their static counterparts [20, 21]. Experimentally, Floquet techniques have been implemented successfully to realize the long-awaited Haldane Chern insulator in cold-atom systems [22]. The flexibility of driving fields in manipulating topological surface states have also been demonstrated [23]. Meanwhile, various photonic [24–27], phononic and acoustic [28–30] analogs of Floquet topological phases with robust transport along their edges were observed, revealing a new strategy to harness the propagation of light and sound [31].

One important reason why Floquet topological phases are attractive is that their topological invariants can be very large [5, 13, 32–34]. This hints that Floquet topological matter may be able to exploit a considerable number of edge state channels to realize robust and appreciable edge state transport. However, very few studies have investigated this possibility from the perspective of two-terminal transport. In conventional electronic devices, it is well known that in the quantum Hall regime, the Hall conductance is quantized and equal to $e^2/h$ times the number of chiral edge modes on the Fermi surface lying between Landau levels [35, 36]. Consider now a sample subject to a periodic driving field. Stroboscopically, the system is described by the Floquet operator and its eigenstates, with new features absent in the instantaneous eigenstates of the system Hamiltonian. Its transport properties may then dramatically change, because the electrons can now absorb or emit photons from the driving field, resulting in a photon-dressed steady state which may explore conduction channels inaccessible in the static case. Therefore studies of the transport of Floquet edge modes in a two-terminal device are necessary but not straightforward. We also mention that before the advent of Floquet topological phases, many efforts have been devoted to understanding driven transport at the nanoscale [37–39]. Various theoretical approaches, such as nonequilibrium Green’s functions (NEGF) [40–42], master equations [39, 43], and Floquet scattering matrix [44–46] have been adopted to study this problem from different perspectives.

Regarding the potential applications of Floquet topological phases in transport devices, the key questions to be answered are then as follows: (i) Are Floquet topological phases indeed useful in achieving tunable, appreciable and robust conductance? (ii) How is the Floquet edge state conductance related to the symmetry and topological invariants of the system? (iii) Is the conductance of Floquet edge states quantized? If not, why and when? Answers to these questions are of both theoretical and experimental interest.

We note that a couple of recent studies have focused on edge state transport in Floquet topological insulators. In Refs. [47–49], it was shown that the DC conductance of a Floquet topological insulator is
not linked to the topological invariants of the full Floquet bands, and therefore not quantized in general. Yet, by employing a Floquet sum rule proposed in Ref. [12], the authors of Refs. [50, 51] found a way to recover the conductance quantization of Floquet edge states in a quantum spin Hall insulator, which was further confirmed in a Floquet-Chern insulator model [52]. In Ref. [53], a scattering matrix invariant is introduced to describe the conductance of Floquet edge states at a given quasienergy, which assumes only integer values. Using a boundary-condition matching approach generalized to Floquet systems, the authors in Ref. [47] studied the scaling of conductance in an irradiated graphene nanoribbon. In the meantime, a couple of complementary works reveal some anomalous transport properties of Floquet edge states in larger systems due to the interplay between driving fields and reservoir-induced cooling [54–56]. These interesting debates and discoveries, together with the lack of experiments on Floquet edge states transport in electronic systems, call for more efforts to understand the conductance property of Floquet topological edge states and their relevant experimental signatures.

In this work, we apply the Keldysh nonequilibrium Green’s function (NEGF) approach and the recursive Floquet-Green’s function method to explore a number of aspects of Floquet edge state transport in a two-lead setup. As an example, we focus on a quantum well heterostructure, which is described by the Hofstadter lattice model subject to a harmonic driving and coupled to two metallic leads. The effective magnetic flux in the Hofstadter model breaks time reversal symmetry, giving rise to a model system even simpler than the driven quantum spin Hall system studied in Refs. [50, 51]. By calculating the DC conductance, DC profile and time-averaged local density of states (LDOS) in both pristine and disordered samples, we present intriguing transport properties for different types of Floquet edge states. In particular, we indeed find robust and tunable edge current as we change the system parameters and the characteristics of the driving field. In certain parameter regimes, quantized DC conductance as large as $8e^2/h$ is found after applying the Floquet sum rule. We also discuss possible experimental observations of such theoretical observations. Furthermore, by introducing disorder and defects to the driven quantum well heterostructure, the robustness of three types of Floquet edge states are compared. It is found that co-propagating Floquet chiral edge states are more robust than counter-propagating and symmetry-restricted Floquet edge states. Finally, we study how the transport property of Floquet edge modes is modified if the leads have a finite bandwidth. All these detailed results constitute a necessary guide towards the potential use of Floquet topological matter in designing novel transport devices.

This paper is organized as follows. In Sec. II we outline the theoretical framework and introduce the transport quantities studied in this work. Readers not interested in technical details may skip this section. In Sec. III we introduce the harmonically-driven Hofstadter model in a two-terminal setup. In Sec. IV A we analyze the two-terminal transport via Floquet edge states in pristine samples. In Sec. IV B we study the response of Floquet edge states to disorder and defect. We then investigate the implications of finite-bandwidth leads on the quantization of DC conductance in Sec. IV C. This paper ends with conclusion and outlook in Sec. V.
II. THEORY

In this section, we first outline the Keldysh framework for quantum transport. Next, we introduce the Floquet representation of Green’s functions \[57, 58\]. This then leads us to three transport quantities: (1) DC conductance, (2) local DC profile, and (3) time-averaged local density of states (T-LDOS), which we use to investigate edge state transport. Lastly, we discuss how to compute the Floquet-Green’s functions of interest. Throughout this paper, we use the following notations: \( T \) for the period of the driving field, \( \Omega = 2\pi/T \) for the driving frequency, \( \epsilon \) for quasienergy and \( E \) for energy. Note that although the central system is under periodic driving and hence what matters is its quasienergy, the leads are however not driven and its energy must be specified in a theory of quantum transport.

A. Transport within the Keldysh-NEGF framework

The Hamiltonian of noninteracting electrons in a tight-binding square lattice subject to driving fields can be generally written as
\[
H(t) = \sum_{i,j} J_{ij}(t) c_i^\dagger c_j^, \quad \text{where} \quad c_i^\dagger, c_i^ \text{ is the creation (annihilation) operator on lattice site } i, \quad J_{ij}(t) = J_{ji}^*(t) \text{ is a time-dependent hopping amplitude (} i \neq j \text{) or onsite potential (} i = j \).\]

Following Ref. \[40\], we consider the driving fields to be switched on in the distant past, but not switched off throughout the duration of our interest. In a two-terminal device, the central system \( H(t) \) is connected to a left and a right electronic lead, which are kept in equilibrium with chemical potentials \( \mu_L \) and \( \mu_R \), respectively. The electronic current from the left lead to the central system is given by
\[
I_L(t) = e \langle \frac{dN_L}{dt} \rangle, \quad \text{where the electron charge is } -e, \quad \text{and } N_L \text{ is the particle number operator of the left lead}. \]

In the Keldysh-NEGF framework, the contour-ordered Green’s function is defined as
\[
G(\tau,\tau') = -\frac{i}{\hbar} \mathcal{T}<c(\tau)c^\dagger(\tau')>, \quad \text{where } \mathcal{T} \text{ orders contour time variables } \tau,\tau' \text{ along the Keldysh contour} \[59–61\]. Following the Meir-Wingreen prescription, the expression of the current reads \[40\]:
\[
I_L(t) = e \left[ \int_{C} \text{Tr}_A \left[ \Sigma_L(\tau,\tilde{\tau}) G(\tilde{\tau},\tau') \right] d\tilde{\tau} \right]_{\tau'=\tau\to t}^{<} + \text{c.c.}, \quad (1)
\]
where \( \Sigma_L(\tau,\tilde{\tau}) \) is the self-energy of the left lead. \( \int_{C} d\tilde{\tau} \cdots \) is an integral over the Keldysh contour \[60, 92\]. \( \text{Tr}_A[\cdots] \) is a trace over the central lattice system. \( [\cdots]^{<} \) means resolving a contour function into its lesser component, which can be done following the Langreth’s rules \[59\]. The notation \( \cdots |_{\tau'=\tau\to t} \) means setting the two contour times \( \tau,\tau' \) at equal time \( t \).

B. Green’s functions in Floquet representation

The Green’s functions of a periodically-driven system depend on two independent time variables, even in a steady state. In the Wigner representation, a two-point correlation function \( g(t,t') \) is given by
\[
\bar{g}(T = \frac{t+t'}{2}, \tau = t-t') = g(t,t'), \quad \text{where } T \quad \text{(} \tau \text{) is the average (relative) time variable} \[42\]. The Floquet representation
of this correlation function is then obtained by the following transformation \[42\]:

\[
\begin{align*}
g_{mn}(E) &= \frac{1}{i} \int_0^\mathcal{T} d\tau \, e^{i(m-n)\Omega \tau} \\
& \quad \times \int_\mathbb{R} d\tau \, e^{i(E + \frac{m-n}{2}\Omega) \frac{\tau}{\mathcal{T}}} \bar{g}(T, \tau).
\end{align*}
\]

(2)

The Floquet representation is especially convenient when manipulating convolution integrals, because it turns them into (infinite) matrix product \[42\]: \[
\int_\mathbb{R} d\tau \, e^{i(E + \frac{m-n}{2}\Omega) \frac{\tau}{\mathcal{T}}} \bar{g}(T, \tau).
\]

The following convention for Floquet representation of Green’s functions will be used. If the spatial components of a Green’s function in the Floquet representation need to be specified, we write \(g_{i,j;m,n}(E)\), with the first two indices of the subscript \((i, j; m, n)\) corresponding to lattice site indices \(i, j\), and the last two indices \(m, n\) corresponding to Floquet indices as in Eq. \[2\].

C. Transport quantities

If a periodic steady state is attained, the correlation functions in the Wigner representation are also periodic with respect to the average time \(T\), i.e., \(\bar{g}(T, \tau) = \bar{g}(T + \mathcal{T}, \tau)\). Then the Floquet decomposition is made possible and it can be shown that the DC component of the current is given by \[39\] \[63\]:

\[
I_{\text{DC}}^L = e \int_\mathbb{R} \frac{dE}{2\pi \hbar} \sum_{k \in \mathbb{Z}} \left\{ \text{Tr}_A \left[ G_{kk}^r \Gamma_{00}^L G_{0k}^a \Gamma_{kk}^l \right] f^L \right. \\
& \quad - \left. \text{Tr}_A \left[ G_{kk}^r \Gamma_{00}^R G_{0k}^a \Gamma_{kk}^l \right] f^R \right\},
\]

(3)

where \(G_{kk}^{r(a)}(E)\) is the Floquet representation of retarded (advanced) Green’s functions \(G^{r(a)}(t, t')\), defined by:

\[
\begin{align*}
G^r(t, t') &= -\frac{i}{\hbar} \theta(t - t') \langle \{c(t), c^\dag(t')\} \rangle, \\
G^a(t, t') &= \frac{i}{\hbar} \theta(t' - t) \langle \{c(t), c^\dag(t')\} \rangle,
\end{align*}
\]

(4)

and \(f^{L(R)}\) is the Fermi function of the left (right) lead. \(\Gamma^{L(R)} = i\{\Sigma_{L(R)} - [\Sigma_{L(R)}]^\dagger\}\) is the level width function of the left (right) lead, with \(\Gamma_{kk}^{L(R)}\) being the corresponding matrix in the Floquet representation. In general, all these functions depend explicitly on energy \(E\).

1. DC Conductance

We now define the transmission coefficient at an energy \(E\) from the left to right lead as \(T_{LR}(E) = \sum_{k \in \mathbb{Z}} \text{Tr}_A \left[ G_{kk}^r \Gamma_{00}^L G_{0k}^a \Gamma_{kk}^l \right] \) \cite{[42]} and analogously for \(T_{RL}(E)\) with \(L \leftrightarrow R\). When a bias voltage \(V\) is applied between the two reservoirs, the chemical potentials of the leads become \(\mu_{L/R} = \mu_0 \pm eV/2\). At zero temperature and to first order in \(V\), one can linearize the Fermi function as: \(f_{L/R}(E) = \theta(\mu_0 \pm eV/2 - E) \approx \theta(\mu_0 - E) \mp \delta(\mu_0 - E)eV/2\). Under this condition, Eq. \[4\] simplifies to:

\[
I_{\text{DC}}^L = e \int_{-\infty}^{\mu_0} \frac{dE}{2\pi \hbar} \left[ T_{LR}(E) - T_{RL}(E) \right] \\
& \quad + \frac{e^2}{\hbar} \frac{T_{LR}(\mu_0) + T_{RL}(\mu_0)}{2} V.
\]

(5)
When there is an inversion symmetry between left and right leads (which is the case in all our numerical calculations), we have $T_{LR}(E) = T_{RL}(E)$ \[35\]. Under this condition, the DC conductance $dH_{DC}/dV$ at a given energy $E$ is simply given by $e^2/h$ times the transmission coefficient $T(E) = T_{LR}(E) = T_{RL}(E)$, which reads

$$ T(E) = \sum_{k \in \mathbb{Z}} \text{Tr}_{A} \left[ G^{L}_{k0}(E) \Gamma^{L}_{00}(E) G^{R}_{0k}(E) \Gamma^{R}_{kk}(E) \right]. \quad (6) $$

2. Local DC Profile

The Heisenberg equation for the particle number operator $n_i = c_i^\dagger c_i$ at lattice site $i$ is given by \[64\]:

$$ \langle \dot{n}_i(t) \rangle = J_{i+\hat{x},i}(t) G^{<}_{i+\hat{x},i}(t,t) + J_{i-\hat{x},i}(t) G^{<}_{i-\hat{x},i}(t,t) + J_{i+\hat{y},i}(t) G^{<}_{i+\hat{y},i}(t,t) + J_{i-\hat{y},i}(t) G^{<}_{i-\hat{y},i}(t,t) + \text{c.c.}, \quad (7) $$

which is similar to the case without a driving field \[65\]-\[67\], apart from the explicit time dependences of the hopping terms. We may then define the local current from site $i$ to site $i$ as: $I_{i-i+\hat{x}}(t) = J_{i+\hat{x},i}(t)G^{<}_{i+\hat{x},i}(t,t) + \text{c.c.} = -I_{i-i-\hat{x}}$, and analogously for all other neighbors of $i$. From this one defines the time-averaged local current vector:

$$ \bar{I}_i = \frac{1}{\mathcal{T}} \int_0^\mathcal{T} dt \left\{ \hat{x}[I_{i-i-\hat{x}}(t) + I_{i+\hat{x}-i}(t)] + \hat{y}[I_{i-i-\hat{y}}(t) + I_{i+\hat{y}-i}(t)] \right\}, \quad (8) $$

which represents both the magnitude and direction of the local current at site $i$. Numerically, the time-averaged local current, e.g., $\frac{1}{\mathcal{T}} \int_0^\mathcal{T} dt I_{i-i-\hat{x}}(t)$, is given in the Floquet representation by:

$$ \frac{1}{\mathcal{T}} \int_0^\mathcal{T} dt I_{i-i-\hat{x}}(t) = \sum_{m \in \mathbb{Z}} \int_{\mathbb{R}} \frac{dE}{2\pi \hbar} \mathcal{J}_{i-\hat{x},i}(m) G^{<}_{(i,i-\hat{x},0,m)}(E), \quad (9) $$

where $\mathcal{J}_{i-\hat{x},i}(m) = \frac{1}{\mathcal{T}} \int_0^\mathcal{T} dt e^{im\omega t} J_{i-\hat{x},i}(t)$ is the $m$th Fourier component of the $\mathcal{T}$-periodic function $J_{i-\hat{x},i}(t)$. Furthermore, at a particular energy $E$, the energy-resolved time-averaged local current is defined as: $I_{i-i-\hat{x}}(E) = \sum_{m \in \mathbb{Z}} \bar{J}_{i-\hat{x},i}(m) G^{<}_{(i,i-\hat{x},0,m)}(E)$. Correspondingly, the energy-resolved local DC component of current vector at site $i$ reads:

$$ \bar{I}_i(E) = \sum_{m \in \mathbb{Z}} \hat{x}[\bar{J}_{i-\hat{x},i}(m) G^{<}_{(i,i-\hat{x},0,m)}(E) + \bar{J}_{i+\hat{x},i}(m) G^{<}_{(i+\hat{x},i,0,m)}(E)] + \hat{y}[\bar{J}_{i-\hat{y},i}(m) G^{<}_{(i,i-\hat{y},0,m)}(E) + \bar{J}_{i+\hat{y},i}(m) G^{<}_{(i+\hat{y},i,0,m)}(E)] + \text{c.c.} \quad (10) $$

The DC profile is constructed by plotting this quantity at every site $i$ of the central system.
3. Time-averaged LDOS

The time-averaged LDOS describes the spatial distribution of states, thus allowing us to recognize whether there are edge states at a certain energy $E$. For static systems, the LDOS is defined by $\text{LDOS}_i(E) = -\frac{1}{\pi} \text{Im} G_{ri}(E)$. To extend this notion to Floquet systems, we need to decompose the dynamics into two parts, corresponding to the average time $T$ and relative time $\tau$ in the Wigner representation of Green’s functions [68]. When a periodic steady state is achieved, it is natural to average the Green’s function over a driving period, yielding the generalized expression of time-averaged LDOS: $\text{T-LDOS}_i(E) = -\frac{1}{\pi} \text{Im} \frac{1}{T} \int_0^T dT \bar{G}_{ri}(T, E)$. In the Floquet representation, it has the following expression:

$$\text{T-LDOS}_i(E) = -\frac{1}{\pi} \text{Im} G_{(i,i,0,0)}^r(E),$$

which is used in our computational study.

D. Computational approach to Floquet-Green’s function

Thus far, we have expressed physical quantities in terms of Green’s functions and self-energies. We also have the following relations to help simplify algebraic manipulations: (i) causality, i.e., $[G_{(i,j,m,n)}^r(E)]^\dagger = G_{j,i,n,m}^a(E)$, and (ii) fluctuation-dissipation relations for leads, i.e., $\Sigma_{L/R} = -[\Sigma_{L/R} - (\Sigma_{L/R}^r)] f_{L/R}$ [59, 60]. As shown in Eqs. (6), (10) and (11), for the calculations of physical quantities, it all boils down to two Green’s functions: the retarded and lesser. Hence, we give here their governing equations, which can be calculated with the center Hamiltonian and lead self-energies as input.

The retarded Green’s function satisfies the Dyson equation, which in the Floquet representation is given by [3]:

$$\sum_{k \in \mathbb{Z}} \left[(E + m\hbar\Omega)\delta_{mk} - H_{m-k} - (\Sigma_L^r + \Sigma_R^r)_{mk}\right]G_{kn}^r(E) = \delta_{mn}.$$  

(12)

The solution of this equation is found by truncating over Fourier components, followed by a matrix inversion. In practice, if we need to deal with large system sizes and large number of harmonics, direct inversion is not feasible, since its complexity scales like $(N_x N_y n_F)^3$, where $N_x$ ($N_y$) is the number of lattice sites along $x$ ($y$) direction, and $n_F$ is the truncated number of harmonics in frequency space. To surmount this difficulty, we adapt the recursive Green’s function method [67, 69] to Floquet systems (see App. A). The lesser Green’s function is related to the retarded Green’s function through the Keldysh equation [59–61]. In the Floquet representation, it reads:

$$G_{mn}^<(E) = \sum_{p,q \in \mathbb{Z}} G_{mp}^r(E)(\Sigma_L^\dagger + \Sigma_R^\dagger)_{pq}(E)G_{qn}^a(E).$$  

(13)
III. MODEL

We consider a two-terminal device as illustrated in Fig. 1. The central system is a quantum well heterostructure described by the harmonically driven Hofstadter model (HDHM). This model has been shown to host many interesting Floquet topological phases, e.g. with nearly flat bands, very large Chern numbers, and counter-propagating edge states [33, 70]. In this work, we put this model in a two-terminal transport setup: the central system is coupled to two metallic leads, which are kept separately in thermal equilibrium with chemical potentials $\mu_L$ and $\mu_R$. The total Hamiltonian $\mathcal{H}(t)$ describing the central system, leads and their couplings is given by:

$$\mathcal{H}(t) = H_L + V_L + H(t) + V_R + H_R,$$

where

$$H(t) = \sum_i \{ J_x c_i^\dagger c_{i+\hat{x}}^\dagger + J_y [s + \cos(\Omega t)] e^{i2\pi\alpha x_i} c_i^\dagger c_{i+\hat{y}} + \text{h.c.} \}$$

is the Hamiltonian of HDHM [33, 70] at the center, with a magnetic flux $\alpha = p/q \in \mathbb{Q}$ per unit area. $q \in \mathbb{N}$ is the number of sublattices in each magnetic unit cell, and $\Omega$ is the frequency of the driving field. We abbreviate the lattice coordinates as $i \equiv (x_i, y_i)$. The leads are modeled as two semi-infinite (along $x$) square lattices, with nearest-neighbor hopping amplitudes $t_{x/y}$ along $x/y$ directions and a uniform onsite potential $v$:

$$H_{L/R} = \sum_i \left[ (t_{x} a_i^\dagger a_{i+\hat{x}} + t_{y} a_i^\dagger a_{i+\hat{y}} + \text{h.c.}) + va_i^\dagger a_i \right].$$

In our transport calculations, we take the tunneling amplitude between the leads and central system along $x$-direction to be the same as $t_x$. Under this choice, the Hamiltonian describing the coupling between the left (right) lead and the central system is give by:

$$V_{L(R)} = t_x \sum_{\ell, i: [x_{\ell}=-1(+1), x_i=0]} \left( a_i^\dagger c_i + \text{h.c.} \right).$$
Along y-direction, we take open boundary condition for the central system in all our transport calculations below.

### A. Floquet spectrum

Taking periodic boundary conditions along x/y-direction and open boundary condition for the other direction, we can Fourier transform the coordinate x/y in Eq. (15) into a quasimomentum $k_x/k_y$. The resulting Hamiltonian is given by either of the following:

$$H_{k_y}(t) = \sum_{x=0}^{N_y-1} \left\{ J_x \left( c_{x,k_y}^\dagger c_{x+1,k_y} + \text{h.c.} \right) \right. + 2J_y \left[ s + \cos(\Omega t) \right] \cos(2\pi \alpha x + k_y) c_{x,k_y}^\dagger c_{x,k_y} \right\},$$

$$H_{k_x}(t) = \sum_{y=0}^{N_y-1} \left\{ J_x \left( c_{q-1,y}^\dagger c_{0,y} e^{ik_x q} + \sum_{j=0}^{q-2} c_{j,y}^\dagger c_{j+1,y} \right) \right. + J_y \left[ s + \cos(\Omega t) \right] \sum_{j=0}^{q-1} \left( c_{j,y}^\dagger c_{j,y+1} e^{i2\pi \alpha j} + \text{h.c.} \right) \right\}. \quad (18)$$

These are just 1D descendants of the HDHM, also called the driven Harper model [33, 71]. One can then obtain the Floquet spectrum with respect to $k_x$ or $k_y$ by solving the Floquet-Schrödinger equation [72, 73] using $H_{k_y}(t)$ or $H_{k_x}(t)$. The nontrivial topology of a Floquet band is then signaled by the presence of gapless edge states. Furthermore, as the quasienergy is defined modulo the driving frequency, it is possible for gapless edge modes to wind around the Floquet-Brillouin zone, a scenario absent in static systems [7, 32, 33, 70, 74]. Note also that, one may intuitively prefer to inspect the edge states with open boundary condition along y, so as to plot the dispersion relation of the edge states as a function of $k_x$ to understand the transport along the x direction. However, in terms of understanding the bulk-edge correspondence and locating the edge states in connection with the Floquet spectrum gap (exceptions to be discussed below), choosing $H_{k_y}(t)$ or $H_{k_x}(t)$ for the Floquet spectrum to digest the transport results is just a matter of taste.

### IV. COMPUTATIONAL RESULTS

Using the theoretical and computational methods discussed in Sec. [II], we now investigate the transport of Floquet edge states in the two-terminal device introduced in Sec. [III]. We first look into the DC conductance of our model system in the pristine limit, where we observe a conductance quantization by the Floquet sum rule [12, 50]. Next, we introduce defects and disorder into our system, and present a detailed comparison of the robustness among three different types of gapless Floquet edge states. Finally, we consider a practical situation in which the leads have a finite bandwidth, and discuss its impact on Floquet edge state transport. In all our calculations presented, we take $J_x = 1$ as the unit of energy.
A. Edge-state transport under harmonic driving

Following the discussions of Sec. II, the DC conductance at low bias in zero temperature is given by Eq. (6) in units of $e^2/h$. Using the HDHM (Eq. (15)) as our Hamiltonian, we now present results of DC conductance for different sets of system parameters (Fig. 2). The curves (except black triangles) in the left panels of Fig. 2a represent $T(E + nh\Omega)$, i.e. the DC conductance in units of $e^2/h$ at energy $E + nh\Omega$, with different values of $n$. In other words, $T(E + nh\Omega)$ is the contribution of the $n$th Floquet sideband to the DC conductance at a given quasienergy $\mu = E \in [-h\Omega/2, h\Omega/2]$.

We take the wide-band approximation (WBA) for the self-energy of the leads, which is valid when the lead has a much larger bandwidth compared to that of the central system [40, 59, 75–77]. Under this approximation, the self energies due to the leads are independent of energy $E$. More explicitly, these self-energy functions satisfy $\Sigma_{Lij} \propto -i\delta_{x_i,0}\delta_{i,j}\Gamma_L/2$ and $\Sigma_{Rij} \propto -i\delta_{x_i,N_x-1}\delta_{i,j}\Gamma_R/2$, where $\Gamma_L/R > 0$ are constants taken to be the same as $J_x$. In Sec. IV C, we shall discuss the consequences if this assumption is lifted. Also, in all of our calculations, we have made sure that the number of Floquet sidebands $n_F$ is large enough. Specifically, $n_F = 13$ is a truncation dimension that guarantees convergence in all our computational examples.

For the parameters used to compute Fig. 2a, the system admits five Floquet bulk bands, as shown in Fig. 2b. In the first gap above the middle band, there are four Floquet edge states, with a net gap chirality of 2. Within this quasienergy gap, the transmissions of each Floquet sideband (curves other than black triangles) form well-defined plateaux. The fact that these plateaux are not quantized can be understood as follows [50, 51]. Each Floquet sideband $n$, corresponding to an incoming state at energy $E + n\hbar\Omega$, has a non-unity overlap with the Floquet edge state at quasienergy $\epsilon = E$ hosted by the central system, leading to a transmission smaller than the expected number of edge states. This understanding [50, 51] provides an intuitive motivation to the so-called Floquet sum rule [12], a transport feature unique to Floquet topological phases that is not yet well recognized.

More concretely, the Floquet sum rule dictates that, if one observes gapless edge modes in the Floquet spectrum, then quantized transmission at a quasienergy $\epsilon_0 = E_0 \in [-h\Omega/2, h\Omega/2]$ can be recovered by summing over the transmissions at energies $E + nh\Omega$ due to different Floquet sidebands:

$$T(\epsilon_0) = \sum_{n \in \mathbb{Z}} T(E_0 + nh\Omega).$$

As shown in Fig. 2a, we found $T(\epsilon_0) = 4, 4, 2$ for $\epsilon_0$ in the first, second and third quasienergy band gaps above the middle Floquet band, an observation fully consistent with the Floquet gap features (such as the number of edge states) shown in Fig. 2b. In addition to several studies regarding the Floquet sum rule in Floquet quantum spin Hall insulators [50, 51] and Floquet Chern insulators [52], here we confirm it in Floquet quantum Hall insulators. Furthermore, in the first and third quasienergy gaps above $\epsilon = 0$ in Fig. 2b, we observe counter-propagating gapless edge modes at the same edge [32, 33, 70], which are unique to Floquet topological phases [78]. The corresponding DC conductance calculations (Fig. 2a) confirm that...
FIG. 2. (color online) Two-terminal DC conductance of the HDHM at zero temperature. Left panels: transmission $T(E + n\hbar\Omega)$ vs. energy $E$ of an incoming electron at different Floquet indices $n$. Results are shown for $E$ in the upper half of the quasienergy Brillouin zone. Curves with black triangles are obtained after applying the Floquet sum rule, with insets zoomed in to the plateaux of interest. Right panels: Floquet spectrum of the same model with PBC (OBC) along $y(x)$-direction. Red “|”s and green crosses denote states localized at left and right edges of the sample. System parameters are $J_y = 1.6, \alpha = 1/5, \Omega = \pi, s = 1, N_x = N_y = 100$ for panels (a) and (b), $J_y = 1.3, \alpha = 2/7, \Omega = \pi, s = 1, N_x = N_y = 80$ for panels (c) and (d), and $J_y = 1.3, \alpha = 1/5, \Omega = \pi/2, s = 0, N_x = N_y = 100$ for panels (e) and (f).
these counter-propagating edge modes also adhere to the Floquet sum rule.

We note that experimental observation of the above-confirmed Floquet sum rule is not so straightforward. One needs to prepare different initial states at chemical potentials \( E + n \hbar \Omega \) to execute different experimental runs in order to measure the contributions from all Floquet sidebands to the transport at quasienergy \( \epsilon = E \). Nevertheless, it would be of great interest to experimentally confirm the results in Figs. 2c and 2e. There, one sees that at suitable system parameters, the DC conductances of Floquet edge states (after applying the Floquet sum rule) can reach \( 5e^2/h \) and even \( 8e^2/h \), which surpass the largest edge state conductance ever realized experimentally in undriven systems. By contrast, for transport situations where the chemical potential is fixed (not allowed to adjust), the Floquet edge state transport is unlikely to be substantially larger than static systems, as indicated by the individual sidebands (curves other than black triangles) in Figs. 2a, 2c and 2e. The robustness of such Floquet edge state transport will be studied in the next subsection.

### B. Topological protection of Floquet edge currents

One advantage of topological edge state transport is its robustness against structural imperfections. While this has been demonstrated by the conductance plateaux in disordered quantum Hall samples [79], the robustness of Floquet topological systems is yet to be confirmed experimentally.

Here we numerically study the response of gapless Floquet edge modes to disorder and defects. Thanks to the richness of the harmonically-driven Hofstadter model, we are able to realize: (i) co-propagating, (ii) counter-propagating, (iii) symmetry-restricted gapless edge states, and probe their robustness with the tools we developed.

![FIG. 3. Schematic of three different types of edge states. The open boundary condition is taken along only one direction. Shaded regions represent bulk bands. Lines represent co-propagating edge bands in panel (a), counter-propagating edge bands in panel (b), and symmetry-restricted gapless edge bands in panel (c). In panel (c), only when the open (periodic) boundary condition is taken along y-direction (x-direction) does one observe the edge states.](image)

Before presenting the numerical results, we briefly describe each type of edge modes. The first kind, co-propagating Floquet edge states, are chiral in the following sense: under a stripe geometry, each edge only hosts states dispersing in a fixed direction. They have a modified bulk-edge correspondence to the nontrivial topology of the bulk bands [9] as there may exist anomalous winding edge states in Floquet systems. The
second type, counter-propagating edge modes, are as the name suggests: under a stripe geometry, each edge hosts states that are moving forward and backward. If the chirality (number of left movers minus number of right movers) is zero, unlike the spin-locked helical edge states in quantum spin Hall effect [80], one generally does not expect protection of these counter-propagating edge modes against disorder. The third kind, dubbed symmetry-restricted edge modes, are gapless but only exist when the stripe is taken in a particular way. They may be co- or counter-propagating, but in our model the ones we found are counter-propagating. A schematic illustrating the Floquet spectra in presence of these edge modes is given in Fig. 3.

Since these three types of edge modes are not mutually exclusive (i.e. two of them may simultaneously exist at different quasienergies for the same system parameters), we organize the following discussions by the type of imperfections (disorder or defect). Our computational studies are summarized in Table I.

1. Response to on-site disorder

We introduce disorder to the HDHM by assigning to each site a random on-site potential. The resulting Hamiltonian of the disordered central system is given by:

$$H_{\text{dis}}(t) = H(t) + \sum_i \xi_i c_i^\dagger c_i.$$ (20)

The term $\sum_i \xi_i c_i^\dagger c_i$ changes the potential on each site $i$ by $\xi_i$, where $\xi_i$ is a random number uniformly distributed in $[-W, W]$, where $W$ is the disorder strength.

Consider first the case in which the Floquet spectrum of the HDHM without disorder is shown in Fig. 5a, where there are three co-propagating chiral edge states in the first gap above the middle Floquet band, and a pair of counter-propagating edge states winding around quasienergies $\epsilon = \pm \hbar \Omega / 2$. Such counter-propagating edge states are unique to Floquet systems [32, 81]. To investigate their robustness to disorder, we calculate the transmission coefficients and T-LDOS at different quasienergies.

From the T-LDOS for a pristine lattice depicted in Figs. 4a and 4c, we see that the chiral modes at $\epsilon = 0.25$ and the counter-propagating modes at $\epsilon = 1.3$ are indeed localized at the edges. Upon the introduction of disorder—even at a strength comparable to the size of the spectral gap—the T-LDOS still retain their edge features. At first glance, this seems to suggest that both types of edge states are favorably robust against disorder. However, if we inspect the DC conductance, where, as shown in Fig. 5b for $\epsilon / (\hbar \Omega) \sim 0.4 - 0.5$, the conductance plateau due to counter-propagating edge states is appreciably pushed down by disorder from being quantized at 2. Thus from the perspective of conductance quantization, counter-propagating Floquet edge states are actually not robust. Indeed, the net winding number at quasienergies $\epsilon = \pm \hbar \Omega / 2$ is zero. Hence the corresponding edge states are topologically trivial and are generally not expected to resist disorder. This is in contrast to the anomalous Floquet edge modes with non-vanishing winding numbers studied in Ref. [10], which are robust against disorder. From Fig. 5b one can draw two more observations. First, the plateau due to co-propagating chiral edge states remains intact under disorder, akin to the static
FIG. 4. (color online) Time-averaged LDOS at quasienergy $\epsilon = 0.25$ for panels (a), (b), and $\epsilon = 1.3$ for panels (c), (d), after summing over the contributions from Floquet sidebands as in the Floquet sum rule. Panels (a) and (c) show results for pristine central systems, whereas panels (b) and (d) show results for disordered central systems, each averaged over 200 different disorder realizations. The disorder is implemented via onsite random potentials, which penetrates all four edges by a depth of three layers each. The disorder strength is $W = 0.7$. The system size is $N_x = N_y = 40$. Other system parameters are $J_y = 1.5, \alpha = 1/5, \Omega = \pi$ and $s = 0.7$.

quantum Hall insulators. Of topological origin, this robustness is related to the Chern numbers of the Floquet bands which cannot change without closing the spectral gaps. Second, the very high conductance peaks are suppressed when disorder is introduced into the pristine sample. This is evidence that these peaks originate from Floquet bulk states and as such they are not topologically protected. This remarkable response of bulk states to disorder should allow one to draw a line between conductance contributions from bulk and from topological edge states.

As a side note, we mention another type of Floquet edge states restricted by the symmetry of the system.
One such example is presented in Figs. 6a and 6b for a 3-band case, where counter-propagating edge modes appear in quasienergy band gaps around $\pm \hbar \Omega / 2$, only if the periodic boundary condition is taken along the $x$-direction. This is similar to graphene, where zero-energy edge states appear only in ribbons with zigzag edges [82]. To study the robustness of transport contributed by such kind of edge states, we again calculate the DC conductance in the presence of disorder. As shown in Fig. 6c, there are two plateaux corresponding to the same quantized conductance $4e^2/\hbar$. The one closer to the central Floquet band (due to co-propagating Floquet edge modes) is manifestly more robust against disorder than the one further away (due to symmetry-restricted Floquet edge modes).

For completeness, we also studied the transport property of topologically trivial gapped Floquet edge states, and found that they are indeed not robust to disorder and defects. More details are presented in App. C.

2. Response to sample defects

A hallmark of quantum Hall insulators is the existence of chiral edge modes, which can move past defects located at sample boundaries and maintain their propagation directions without being scattered backward. In photonic and phononic analog of Floquet topological insulators, the robustness of edge states against sample defects have been demonstrated in Refs. [24, 83, 84]. Here we propose the local DC profile (Sec. II C 2) as a tool to study the response of edge states to defects in Floquet quantum Hall insulators. We introduce a defect to the system by removing all terms coupled to the defect from the system Hamiltonian.
For example, the Hamiltonian of the HDHM with a single defect at site $d \equiv (x_d, y_d)$ is given by:

$$
\begin{align*}
H_{\text{det}}(t) &= H(t) - \{ J_x c_d^\dagger c_{d+\mathbf{k}}^\dagger + J_y [s + \cos(\Omega t)] e^{\pm i2\pi x_d \alpha} c_d^\dagger c_{d+\mathbf{y}}^\dagger + \text{h.c.} \}.
\end{align*}
$$

(21)

The local DC profile is then determined as follows: at each site of the lattice, evaluate Eq. (10) and then represent the result as an arrow. Following the rationale behind the Floquet sum rule, this will be done for not just a single energy and chemical potential at $(E, \mu_L, \mu_R)$, but also for those that are at integer multiples of the driving frequency away, i.e., with chemical potentials at $(E + n\hbar\Omega, \mu_L + n\hbar\Omega, \mu_R + n\hbar\Omega)$.

We present the DC profile at energy $E = 1.5 + n\hbar\Omega$ in Fig. 8 with the same system parameters as in Fig. 7. The chemical potentials of the left and right leads are set at $\mu_L = 1.51 + n\hbar\Omega$ and $\mu_R = 1.49 + n\hbar\Omega$, both within the Floquet band gap. We introduce small blocks of defects to our sample as shown in Fig. 8. In Figs. 8a and 8c, we see that the local currents due to harmonics $n = -1$ and $n = 0$ flow mainly along the top and bottom boundaries of the sample, respectively. Contributions from other Floquet sidebands are negligible and therefore not shown. After applying the Floquet sum rule, we obtain the DC profile as shown in Fig. 8e, which shows two edge channels propagating from the left to the right leads along the sample boundaries.

We then turn to defective samples. In Fig. 8d, the local current associated with harmonic $n = -1$ bypasses the defects and maintains its propagation direction along the upper edge. Similarly, along the lower edge, the local current due to harmonic $n = 0$ is immune to backscattering (Fig. 8d). Remarkably, along the upper boundary, the harmonic $n = 0$ contributes a non-vanishing current that flows against the bias. This backward-moving channel clearly indicates the sensitivity of counter-propagating edge modes to sample defects. Fig. 8f presents the overall DC profile after summing over contributions from all Floquet sidebands at quasienergy $\epsilon = 1.5$. Here a weaker edge current signal compared to that of Fig. 8e is observed,
suggesting a deviation from conductance quantization due to defects. This is confirmed by the string of circles hanging off the plateau of crosses in the right end of the transmission characteristics shown in Fig. 7b. For completeness, we also checked the case with co-propagating Floquet chiral edge modes, and find that they are robust against defects (Fig. 14b and 16d in App. C).

In summary, we have confirmed that counter-propagating Floquet edge states are not robust against
defects, as expected from a vanishing winding number across the Floquet-Brillouin zone. Also, as a computational tool, the local DC profile carries more information than the DC conductance and T-LDOS, in that it is able to distinguish the chirality of different harmonics, which all correspond to the same quasienergy.

In Table I, we summarize the robustness of Floquet edge states studied in this subsection. For completeness, the robustness of topologically trivial gapped edge states is also listed here, with more details spelled out in App. C. The co-propagating chiral edge states in Floquet quantum Hall insulators are the most robust against local perturbations, and therefore potentially most useful in realizing high-precision electronic transport devices.

### C. Beyond the wide-band approximation

Up to now, our calculations were done under the WBA, where the leads are assumed to be able to accommodate, uniformly, all energy states of the central system. However, in Floquet topological systems, the transport at a quasienergy requires contributions from energies spanning several Floquet-Brillouin zones. Thus, it is all the more appealing to model the leads as having only finite bandwidths. For this purpose, it suffices to focus on a parameter regime as given in Fig. 9a. We model the leads as square lattices with nearest-neighbor hoppings described by Eq. 16 and compute the DC transmission. For broadband leads (dash-dotted line in Fig. 9b), upon applying the Floquet sum rule, the conductance quantization remains intact for quasienergies that are close to the center of the gap. On the contrary, for the case of a narrow-band leads (dotted line in Fig. 9b), one no longer observes conductance quantization. These two results should be compared with the ideal case under the WBA, which corresponds to the use of leads with infinitely-broad band (dashed line in Fig. 9b).

|                     | DC conductance | Time-averaged LDOS | Local DC profile |
|---------------------|----------------|--------------------|------------------|
|                     | Plateau | Stable | Edge pattern | Persists under disorder | Flows on edge | Bypasses defect |
| Gapped              | ×      | ×      | ✓             | ×                  | ✓              | ×              |
| Symmetry-restricted gapless | ✓       | ×      | ✓             | ×                  | ✓              | ×              |
| Counter-propagating gapless | ✓       | ×      | ✓             | ✓                  | ✓              | ✓              |
| Co-propagating gapless | ✓       | ✓      | ✓             | ✓                  | ✓              | ✓              |

TABLE I. Four types of edge states and their response towards disorder and defect. The check mark (cross mark) means robust (not robust) to the corresponding perturbation.
FIG. 9. (color online) Panel (a): Floquet spectrum of the HDHM with PBC (OBC) along \( y(x) \)-direction. Panel (b): DC component of the transmission coefficient \( T(\epsilon) \) at different quasienergies (with the Floquet sum rule applied) for leads with three types of bandwidth. The broad (narrow) bandwidth corresponds to \( t_x = t_y = 3 \ (t_x = t_y = 0.5) \). The crosses mark the points at which we analyze the contribution of each side-peak to \( T(\epsilon) \) in Figs. 10 and 11. The systems parameters are taken as \( J_y = 1.6, \alpha = 1/3, \Omega = \pi, s = 0 \) and \( N_x = N_y = 30 \).

FIG. 10. (color online) When attached to leads with a finite, yet broad enough bandwidth (\( t_x = t_y = 3 \)), quantized transmission is observed after applying the Floquet sum rule. In (a), the color indicates the local density of states of the leads, calculated over 0,±1 Floquet zones, with energy as the vertical and \( y \)-direction as the horizontal axis. The HDHM has a quasienergy spectrum which repeats itself over integer multiples of the driving frequency \( \Omega \). The red dashed line at \( E_0 = 0.5 \) refers to the energy of the incoming electron. In (b), the side-peak contributions to the quantized DC conductance are shown. Dashed rectangles indicate the case of wideband limit.

To understand these observations, let us select a quasienergy in the middle of the gap, \( \epsilon = E_0 = 1.5 \) (crossed markers in Fig. 9b). Consider now the three Floquet sidebands that contribute to a quantized conductance in the WBA (dashed rectangles in Figs. 10b and 11b). When the WBA is relaxed, the leads must have non-vanishing density of states in these Floquet zones, in order for the corresponding sidebands to participate in the transport at \( \epsilon = 1.5 \). This is the case for the broadband leads (Fig. 10a), whose DOS spreads...
FIG. 11. (color online) For leads with narrow bandwidth \((t_x = t_y = 0.5)\), there is no quantized transmission even after performing the Floquet sum rule. This figure is plotted the same way as Fig. 10.

uniformly throughout the first three \((0, \pm1)\) Floquet zones. Hence, undeterred by a slight redistribution of the sideband weights (colored rectangles in Fig. 10b), the DC conductance remains quantized as shown by the crossed marker in Fig. 9b. Next, consider the case of narrow-band leads. Since their density of states is non-vanishing only at the \(n = 0\) Floquet zone (Fig. 11a), no electrons at energies \(E_0 \pm n \hbar \Omega\) can contribute to the transport at quasienergy \(\epsilon = E_0\). Indeed, as shown in Fig. 11b, there is only one single colored rectangle at the center, which is, worse still, diminished compared to the case of WBA (dashed rectangle). Therefore, even the Floquet sum rule cannot salvage its conductance quantization (green cross in Fig. 9b), because the lead bandwidths are simply too narrow for anything other than \(E = E_0\) to contribute to the transport.

The above observation calls attention to the leads when studying the transport of Floquet topological systems. Let us consider the case in which the central system is governed by a certain energy scale \(J\), with the bandwidths of the leads characterized by \(\Gamma\), such that \(\Gamma \gg J\). In static systems, one can then simplify the problem using the WBA. But if the Floquet edge modes of interest are scattered throughout \(N\) dominant sidebands, such that \(N \Omega \gg \Gamma\), then the leads have states only within \(\Gamma\), which, by the assumption \(N \Omega \gg \Gamma\), do not span some of the Floquet zones. It would then be inappropriate, in this case, to invoke the WBA right at the beginning.

In brief, unless sufficiently broad, the bandwidth of electronic leads may result in non-quantized DC edge conductances in Floquet Hall insulators. This suggests that any attempt at detecting quantized DC conductance (upon applying the Floquet sum rule) must involve electronic leads with bands wide enough to cover all contributing Floquet sidebands.
V. CONCLUSION AND OUTLOOK

In this work, we have theoretically and computationally studied how Floquet topological phases with many edge state channels may lead to robust transport in a two-terminal setup. Under the Keldysh-NEGF framework and using the recursive Floquet-Green’s function method, we have investigated the two-terminal DC conductance, time-averaged LDOS and local DC profile of a harmonically-driven Hofstadter model in several parameter regimes. Thanks to the Floquet sum rule, we are able to observe tunable and quantized Floquet edge state transport, with the largest DC conductance demonstrated in this work being $8e^2/h$. We have also presented a detailed comparison among Floquet chiral, counter-propagating and symmetric-restricted edge states regarding their robustness to disorder and defects. Our results indicate that in terms of transport, Floquet chiral edge modes are the most resistant to sample imperfections. We have also shown that, even after invoking the Floquet sum rule, one cannot guarantee quantization of the DC conductance of Floquet edge modes, if the bandwidth of the lead is not wide enough.

Finally, we note that it remains unclear how to exploit the tunability of Floquet topological matter to directly realize large, robust, and quantized DC conductance at a given chemical potential (namely, without using the Floquet sum rule). Some results from Ref. [63] lead us to believe that this could be made possible by driving the leads appropriately, which may be an interesting future direction.

ACKNOWLEDGMENTS

H.H. Y. thanks Patrick Haughian for fruitful discussions. This work is supported by the Singapore NRF grant No. NRF-NRFI2017-04 (WBS No. R-144-000-378-281) and by the Singapore Ministry of Education Academic Research Fund Tier I (WBS No. R-144-000-353-112).

Appendix A: Recursive Floquet-Green’s function method

The recursive Green’s function method is a powerful method which speeds up calculations and reduces memory usage substantially. Here we follow Ref. [67] and extend the method to incorporate a periodic driving field. We first describe the simpler case for transmission, which involves a single, unidirectional renormalization of the left self energy. We then discuss the DC profile and the time-averaged LDOS, which involve $N_x$ bidirectional renormalization of both left and right self energies.

1. DC conductance

Recall the expression for DC conductance:

$$T(E) = \sum_{k \in \mathbb{Z}} \text{Tr}_A \left[ G^r_{k0} \Gamma^L_{00} G^a_{0k} \Gamma^R_{kk} \right]. \quad (A1)$$
This has a form that is almost identical to the static Caroli formula \[85, 86\], apart from the additional summation over Floquet indices. Thus consider the Floquet-Dyson equation \[12\], which we write here as \[3\]:

\[ [EI + \hbar \Omega - H - \{ \Sigma_L^{r}(E) + \Sigma_R^{r}(E) \}]G^r(E) = I \]  

(A2)

Let \( n_F = 2n_H + 1 \) be the truncation dimension (or Floquet dimension), where \( n_H \) is the number of harmonics. We write:

\[ \Omega = \begin{bmatrix} -n_H \Omega \\ \vdots \\ 0 \\ \vdots \\ n_H \Omega \end{bmatrix}, \Sigma_{L/R}^{r}(E) = \begin{bmatrix} \Sigma_{L/R}^{r}(E - n_H \Omega) \\ \vdots \\ \Sigma_{L/R}^{r}(E + n_H \Omega) \end{bmatrix}, \]

(A3)

\[ H = \begin{bmatrix} H_0 & H_1 \\ H_{-1} & H_1 \\ \vdots & \vdots \\ H_{-1} & H_0 \\ H_{-1} & H_0 \end{bmatrix}, G^r(E) = \begin{bmatrix} G^{r,-n_H,-n_H}(E) & \cdots & G^{r,-n_H,0}(E) & \cdots & G^{r,-n_H,n_H}(E) \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ G^{r,0,-n_H}(E) & \cdots & G^{r,0,0}(E) & \cdots & G^{r,0,n_H}(E) \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ G^{r,n_H,-n_H}(E) & \cdots & G^{r,n_H,0}(E) & \cdots & G^{r,n_H,n_H}(E) \end{bmatrix} \]

where we boxed the center column of \( G^r \) to indicate the part of the Floquet-Green’s function that needs to be extracted in conductance calculation, and stress that in (A3), each entry is itself a \( N_xN_y \times N_xN_y \) matrix.

Thanks to the trace over space, the Floquet-Caroli formula for transmission \[6\] requires only the “first-to-last” correlation, \( G_{0,N_x-1}^{0} \). Therefore we slice the lattice into slabs and couple them consecutively starting from the left. This procedure is equivalent to renormalizing the left self-energy by coupling the system to it, layer by layer, until the last system slab is arrived.

Below we denote by cursive letters the “slab-wise” Floquet-Green’s function: \( g_{x_1,x_2}^r \). They are indexed by a pair of \( x \)-coordinates \((x_1, x_2)\), and, for each pair, they are matrices of size \( N_y n_F \times N_y n_F \). The same goes for lowercase \( g_{x_2}^r \), which are the slab-wise decoupled Floquet-Green’s function at site \( x \). Schematically, this process is demonstrated in Fig. \[12\]. We need one more ingredient: the interslab coupling matrix \( \mathbf{V} \). It is defined by considering the Dyson equation when we couple two slabs \[60\]:

\[ \begin{bmatrix} g_{x,x} & g_{x,x+1} \\ g_{x+1,x} & g_{x+1,x+1} \end{bmatrix} = \begin{bmatrix} g_{x,x} & 0 \\ 0 & g_{x+1,x+1} \end{bmatrix} + \begin{bmatrix} 0 & \mathbf{V} \\ \mathbf{V}^\dagger & 0 \end{bmatrix} \begin{bmatrix} 0 & g_{x,x} \\ g_{x+1,x} & g_{x+1,x+1} \end{bmatrix} \]  

(A4)

It varies depending on the system (sublattice degree of freedom and how the lattice couples horizontally), as well as the drive protocol (whether \( x \)-hopping is driven). Let us specify to the case where \( x \)-hopping is undriven (if not, one most likely can gauge it away), and the slabs couple uniformly. In this case \( \mathbf{V} \) is simply
Algorithm 1 Unidirectional sweep for DC transmission

\begin{align*}
g_{rr}^{L} & \leftarrow \left[ (g_{00}^{grr})^{-1} - V_{S_{L}}^{grr} \right]^{-1} \quad \triangleright \text{Initialization using left surface Green’s function} \\
g_{rx}^{r} & \leftarrow g_{xx}^{r} \\
\text{for } x \in [1, N_x - 2] \text{ do} & \\
& \quad g_{xx}^{r} \leftarrow \left[ (g_{xx}^{grr})^{-1} - VG_{xx}^{grr} \right]^{-1} \\
& \quad g_{0x}^{r} \leftarrow g_{0x}^{r} V g_{xx}^{r} \\
\text{end for} & \\
& \quad g_{xx}^{r} \leftarrow \left[ (g_{N_x-1,N_x-1}^{grr})^{-1} - VG_{xx}^{grr} \right]^{-1} \
& \quad g_{0x}^{r} \leftarrow g_{0x}^{r} V g_{xx}^{r} \quad \triangleright \text{Wraps the right boundary condition}
\end{align*}

The pseudocode for the main loop of our calculation is given in Algorithm 1. It has the same structure as the static one \[67, 69\]. The Floquet-Green’s function thus obtained has its x-components resolved to \((0, N_x - 1)\). Next, we extract all relevant Floquet components, \(g_{r0,N_x-1}^{r}[k,0]\), and calculate the transmission \textit{at energy }E \text{ by multiplying the relevant Floquet components and performing a trace}. This process is summarized in Algorithm 2. Here a square bracket \([m, n]\) means extracting (as a \(N_y \times N_y\) matrix) the \(m, n\) Floquet component, from a \(N_y n_F \times N_y n_F\) Floquet matrix. Finally, Floquet sum rule is achieved by looping Algorithm 1 and then Algorithm 2 over \(n\) for \(T(E + n\hbar \Omega)\) and summing them.
Algorithm 2 Extracting Floquet components to compute DC transmission at energy $E$

1. $T(E) \leftarrow 0$
2. $\gamma^L \leftarrow i(\Sigma_L^J - (\Sigma_L^J)^\dagger)[0,0]$
3. for $k \in [-n_H,n_H]$ do
   4. $g \leftarrow (G^J_0)[k,0]$
   5. $\gamma^R \leftarrow i(\Sigma_R^J - (\Sigma_R^J)^\dagger)[k,k]$
   6. $T(E) \leftarrow T(E) + \text{Tr}_\lambda(g\gamma^Lg^\dagger\gamma^R)$
4. end for

Algorithm 3 Bidirectional sweep for DC profile (and time-averaged LDOS)

1. for $x \in [0,N_x - 1]$ do
2. $G^R_L \leftarrow g^L_L$
3. $G^L_L \leftarrow -(G^L_L - G^R_L)^JL$
4. for $x_L \in [0,x]$ do
5. $G^L_L \leftarrow G^L_L \mathcal{V}(G^L_L)^\dagger$
6. end for
7. $G^R_R \leftarrow g^R_R$
8. $G^R_R \leftarrow -(G^R_R - G^R_L)^JR$
9. for $x_R \in (x,N_x - 1]$ do
10. $G^R_R \leftarrow G^R_R \mathcal{V}(G^R_R)^\dagger$
11. end for
12. $G^R_R \leftarrow [G^R_R - \mathcal{V}(G^R_R)^\dagger]^{-1}$
13. $T\text{-LDOS}(x,y)(E) \leftarrow -\frac{1}{2i} \text{Im}(G^R_R)_{yy}[0,0]$ (Initialize left retarded Green’s function)
14. $G^L_R \leftarrow [G^L_R - \mathcal{V}(G^L_R)^\dagger]^{-1}$ (Initialize right retarded Green’s function)
15. $G^L_R \leftarrow G^L_R \mathcal{V}(G^L_R)^\dagger$ (Left sweep towards $x$)
16. $G^R_R \leftarrow G^R_R \mathcal{V}(G^R_R)^\dagger$ (Renormalize the left retarded Green’s function)
17. $G^L_R \leftarrow G^L_R \mathcal{V}(G^L_R)^\dagger$ (Renormalize the left lesser Green’s function)
18. $G^R_R \leftarrow G^R_R \mathcal{V}(G^R_R)^\dagger$ (Right sweep towards $x$)
19. $G^L_R \leftarrow G^L_R \mathcal{V}(G^L_R)^\dagger$ (Renormalize the right retarded Green’s function)
20. $G^R_R \leftarrow G^R_R \mathcal{V}(G^R_R)^\dagger$ (Renormalize the right lesser Green’s function)
21. $G^R_R \leftarrow [G^R_R - \mathcal{V}(G^R_R)^\dagger]^{-1}$ (Solve the retarded Green’s function for slab $x$)
22. $G^L_R \leftarrow [G^L_R - \mathcal{V}(G^L_R)^\dagger]^{-1}$ (Diagonal component $yy$ of the 0,0 Floquet block at slab $x$
23. $G^L_R \leftarrow G^L_R \mathcal{V}(G^L_R)^\dagger$ (Calculate the lesser Green’s function for slab $x$.)
24. $G^R_R \leftarrow G^R_R \mathcal{V}(G^R_R)^\dagger$ (Calculate the interslab $(x + 1, x)$ lesser Green’s function)
25. $G^L_R \leftarrow G^L_R \mathcal{V}(G^L_R)^\dagger$ (Calculate the interslab $(x - 1, x)$ lesser Green’s function)
26. $G^R_R \leftarrow G^R_R \mathcal{V}(G^R_R)^\dagger$
27. end for
28. $\gamma^L \leftarrow i(\Sigma_L^J - (\Sigma_L^J)^\dagger)[0,0]$
29. for $k \in [-n_H,n_H]$ do
30. $g \leftarrow (G^J_0)[k,0]$
31. $\gamma^R \leftarrow i(\Sigma_R^J - (\Sigma_R^J)^\dagger)[k,k]$
32. $T(E) \leftarrow T(E) + \text{Tr}_\lambda(g\gamma^Lg^\dagger\gamma^R)$
33. end for

2. DC profile

For quantities that involve spatial distributions, “local” Green’s functions of the like $G^{x_i}^{\geq<}_{x_i}$ are needed instead, and this applies to all system slabs $x_i \in [0,N_x - 1]$. Thus the recursive method consists of $N_x$ sweeps, each sweep being bidirectional, as shown in Fig. [13]

The strategy is similar as before: promote the Green’s function to Floquet space, perform recursive calculations as in the static case [67], then extract the relevant Floquet components. We first rewrite the local current at site $i = (x_i, y_i)$ given by Eq. [10] as:
FIG. 13. (color online) Schematic of the recursive Floquet-Green’s function method for local quantities (DC profile, LDOS). For each $x$, one performs a bidirectional sweep (black arrows), which amounts to considering slab $x$ as the system, with all slabs to the left (including the left lead) acting as left self energy, and the same for right. Dashed lines enclose photon-dressed Green’s function at different harmonics $n$.

\[ I_i = \hat{x} I_i + \hat{y} I_i^\dagger \]

\[ = \hat{x} (I_{i+\hat{x}} - I_{i-\hat{x}}) + \hat{y} I_i^\dagger \]

\[ = 2\text{Re} \sum_{m \in \mathbb{Z}} \left\{ \hat{x} \left[ \tilde{j}_{i,i}(m)G_{(i+\hat{x},i;m,0)}^< - \tilde{j}_{i,i-\hat{x}}(m)G_{(i-\hat{x},i,0,m)}^< \right] \right\} + \hat{y} \left[ \tilde{j}_{i,i}(m)G_{(i,i-\hat{y},0,m)}^< + \tilde{j}_{i,i+\hat{y}}(m)G_{(i+\hat{y},i,0,m)}^< \right) \}

Thus, for the horizontal current, we need the interslab lesser Floquet-Green’s function $G_{x+1,x}^<$, and for the vertical current, we need the local lesser function $G_{xx}^<$. From the Dyson equation (A4), we apply the Langreth rule [59] for lesser projection to find:

\[ G_{x+1,x}^< = g_{x+1,x+1}^r \mathcal{V} G_{xx}^< + g_{x+1,x+1}^< \mathcal{V} g_{xx}^a, \]

\[ G_{x-1,x}^< = g_{x-1,x-1}^r \mathcal{V} G_{xx}^< + g_{x-1,x-1}^< \mathcal{V} g_{xx}^a. \]

The task then is to calculate, for each slab $x$, the lesser and advanced Green’s function $G_{xx}^<$, $G_{xx}^a$. The latter is given by the Dyson equation, from which one can calculate the former using the Keldysh equation. This is implemented by Algorithm 3. The core of the algorithm is very similar to that described in Ref. [67] (despite all the Green’s functions being promoted to the Floquet version). A difference arises when we calculate the time-averaged LDOS (line 15), the vertical current (line 17) and the horizontal currents (lines 19 and 21) in Algorithm 3.

3. Time-averaged LDOS

The calculation of the time-averaged retarded Floquet-Green’s function is needed in the calculation of DC profile, hence we shall not repeat it here. If the DC profile is not needed, one simply removes all lesser-related steps in Algorithm 3. We end this section by writing explicitly again what we mean by the
time-averaged LDOS:

\[
T\text{-LDOS}_{(x,y)}(E) = -\frac{1}{\pi} \text{Im} \left[ -i \theta(t - t') \langle c_{x,y}(t) c_{x,y}^+(t') \rangle \right]_{00}(E),
\]  

(A7)

where \([\cdots]_{00}(E)\) means the Floquet representation Eq. (2).

Appendix B: Expressions of local DC of the HDHM

The expressions of the time-averaged local current, given in Eq. (10) and (A5), are rather general. As a concrete example, here we give the corresponding expressions in the harmonically-driven Hofstadter model.

a. Time-averaged longitudinal current

The \(x\)-hopping is undriven in our model, so we have the longitudinal DC (longitudinal with respect to the applied bias):

\[
I_{\rightarrow}^x = 2J_x \text{Re} \left[ G_{(i,i+\hat{x};0,0)}^< + G_{(i,i-\hat{x};0,0)}^< \right].
\]  

(B1)

b. Time-averaged transverse current

With the \(y\)-hopping driven and modulated over \(x\)-direction, the transverse current (transverse with respect to the applied bias) needs a bit more work. Given the \(y\)-hopping term as \(J_y [s + \cos(\Omega t)] e^{i2\pi \alpha x} c_i^+ c_{i+\hat{y}} + \text{h.c.}\), we have the transverse direct current:

\[
I_{\uparrow}^y = J_y \left\{ s \times 2 \text{Re} \left[ e^{i2\pi \alpha x} (G_{(i,i+\hat{y};0,0)}^< + G_{(i,i-\hat{y};0,0)}^<) \right] \\
+ \frac{1}{2} \left[ e^{i2\pi \alpha x} \left( G_{(i,i+\hat{y};1,0)}^< + G_{(i,i-\hat{y};1,0)}^< + G_{(i,i+\hat{y};-1,0)}^< + G_{(i,i-\hat{y};-1,0)}^< \right) \\
- e^{-i2\pi \alpha x} \left( G_{(i,i+\hat{y};1,0)}^< + G_{(i,i+\hat{y};-1,0)}^< + G_{(i,i-\hat{y};1,0)}^< + G_{(i,i-\hat{y};-1,0)}^< \right) \right] \right\},
\]  

(B2)

Appendix C: Supplementary results on co-propagating and gapped edge states

We consider the parameters \(J_y = 1.6, \alpha = 1/3, \Omega = \pi, \) and \(s = 0\). The corresponding phase has two pairs of co-propagating edge states in the first gap and gapped edge states in the second gap, as shown in the Floquet spectrum (Fig. 14a).
FIG. 14. (color online) (a): Floquet spectrum of the HDHM with parameters $J_y = 1.6, \alpha = 1/3, \Omega = \pi$, and $s = 0$. showing the existence of gapped edge states on the top and bottom gaps ($q = 3$). (b): DC transmission after the Floquet sum rule. For the disordered curve (circles), the disorder strength is $W = 1$, penetrating the whole lattice, averaged over 100 realizations. For the defective curve (dots), the defects are introduced identically to the one in Fig. 16d. System sizes are $N_x = N_y = 40$, $n_F = 7$.

1. DC conductance

We first present the transmission calculation for three cases: (1) perfect, (2) disordered and (3) defective lattices. As shown in Fig. 14b, be it disorder or defect, the co-propagating (gapless) Floquet edge modes are very robust, whereas the gapped edge states have no quantized conductance even in the perfect, pristine case.

2. Time-averaged LDOS

We probe the time-averaged local density of states at quasienergy $\epsilon = 1.4$ which lies in the second Floquet gap and thus corresponds to gapped edge states. Consistent with the Floquet spectrum (Fig. 14a), at $\epsilon = 1.4$, the states are localized on edges, albeit not as uniformly as their gapless counterparts in Fig. 4. Also, the presence of edge disorder destroys this “edge islands” pattern (Fig. 15b).

3. Local DC profile

Here we consider the local current pattern of the gapped and co-propagating edge states, as well as their responses to defects. Unlike their gapless counter-propagating analogs in Fig. 8, the edge current profile is not as evident for gapped edge states (Fig. 16a). Upon introduction of defects, the already-weak current gets diminished further. Finally, the chiral feature of the co-propagating (gapped) edge states is evident.
FIG. 15. (color online) Time-averaged LDOS at quasienergy $\epsilon = 1.4$ corresponding to a gapped edge state. (a): Pristine. (b): Edge disorder of strength $W = 0.5$ penetrate three layers on all four edges. System sizes are $N_x = N_y = 40$, $n_F = 7$. Result shown is averaged over 200 disorder realizations.

FIG. 16. DC profile of gapped and co-propagating edge states. Top panels: gapped edge states, with $E = 1.4$, $\mu_L = 1.41$, and $\mu_R = 1.39$. Bottom panels: co-propagating edge states, with $E = 0.5$, $\mu_L = 0.51$, and $\mu_R = 0.49$. Panels (a), (c): perfect lattice. Panels (b), (d): defective lattices. The Floquet sum rule is applied in all cases. Some arrows are skipped for better display. System sizes: $N_x = 41$, $N_y = 30$, $n_F = 7$. 
from Fig. 16c, with their topological protection from backscattering exemplified in Fig. 16d.
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Counter-propagating edge states may also exist in static systems, e.g. in quantum spin Hall effect (which is spin-degenerate). However, here our system breaks time reversal symmetry and consists of spinless electrons. In absence of driving, such systems are not expected to host counter-propagating edge modes.