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We study the role of long-range interactions (more precisely, the long-range superconducting gap term) on the non-equilibrium dynamics considering a long-range p-wave superconducting chain in which superconducting term decays with distance between two sites in a power-law fashion characterised by an exponent $\alpha$. We show that the Kibble-Zurek scaling exponent, dictating the power-law decay of the defect density in the final state reached following a slow (in comparison to the time-scale associated with the minimum gap in the spectrum of the Hamiltonian) quenching of the chemical potential ($\mu$) across a quantum critical point, depends non-trivially on the exponent $\alpha$ as long as $\alpha < 2$; on the other hand, for $\alpha > 2$, one finds that the exponent saturates to the corresponding well-know value of $1/2$ expected for the short-range model. Furthermore, studying the dynamical quantum phase transitions manifested in the non-analyticities in the rate function of the return possibility ($I(t)$) in subsequent temporal evolution following a sudden change in $\mu$, we show the existence of a new region; in this region, we find three instants of cusp singularities in $I(t)$ associated with a single sector of Fisher zeros. Notably, the width of this region shrinks as $\alpha$ increases and vanishes in the limit $\alpha \to 2$ indicating that this special region is an artefact of long-range nature of the Hamiltonian.

I. INTRODUCTION

Remarkable experimental advancement in closed quantum systems of ultracold atoms trapped in optical lattices [1, 2] and corresponding studies of non-equilibrium dynamics [3–8] of many-body systems have triggered in a plethora of theoretical studies. At the same time, numerous experimental studies of light-induced systems have resulted in the possibility of long-range superconductivity and emergent topological systems [9, 10]. In parallel, the theoretical studies investigate the growth of entanglement entropy following a quench [11], thermalization [12], light-induced topological matters [13–15], dynamics of topologically ordered systems [16–18], periodically driven closed quantum systems [19–25] and many body localization [26, 27]. (For review articles, we refer to [28–33].)

Very recent experimental realisation of long-range interacting quantum models with tunable long-range interactions (or long-range pairing term) [34] has revived the interest in studying the non-equilibrium dynamics of quantum models with infinite-range interactions with interaction strength between two sites separated by a distance $r$ falling off in a power-law fashion as $1/r^\alpha$ [35–47]. Historically, the study of a power-law interacting ferromagnetic Ising chain has a long history [48–51]; Thouless nature mediated by logarithmically interacting kinks and anti-kinks [55, 56]. The quantum phase transition (QPT) [61, 62] in the corresponding quantum version of the model has also been investigated where as well the situation $\alpha = 2$, exhibits a unique behaviour [63].

While a quantum Ising model with power-law interactions is non-integrable [35, 53], recently a generalised version of $p$-wave superconducting chain [54] of fermions with a long-range superconducting pairing/gap term has been proposed [36–40]. The advantage of using this $p$-wave chain is the integrability and furthermore, the $2 \times 2$ structure corresponding to each momentum value in spite of the power-law interacting superconducting term. What is noteworthy, that even though in the short-range limit ($\alpha \to \infty$), the Kitaev chain can be mapped to the spin-1/2 XY chain through the Jordan-Wigner transformation, where the superconducting term represents the spin-spin interaction, this is not true for the long-range Kitaev chain; the latter, in fact, can not be mapped to a corresponding spin model.

In this work, we study the effect of long range interactions on the non-equilibrium dynamics of quantum models exploiting the integrability of the long-range Kitaev chain. In particular, we probe the Kibble-Zurek (KZ) [65, 70] scaling of the defect density (or the residual energy) when the chain is linearly ramped across one of the quantum critical points (QCPs) and examine the dependence of KZ scaling exponent on the parameter $\alpha$. Furthermore, we subject the chain to a sudden quench across a QCP and analyse the dynamical quantum phase transitions (DQPTs) [27, 52] (manifested in the non-analyticities in the logarithm of the rate function of return probability), in the subsequent temporal evolution with the final time independent Hamiltonian. We show that new features emerge as a consequence of the long-range interactions which disappear in the short-range limit. It is note-worthy, that the DQPTs [43, 45, 66] and Kibble-Zurek scaling [47] have been stud-
ied for the long-range interacting quantum Ising chains and in both the situations, long-range interactions have been found to play a dominant role, at least for the smaller values of $\alpha$.

The paper is organised in the following fashion: in Sec. II we review the long-range interacting Kitaev chain and illustrate its quantum critical behaviour. Following a brief discussion on the KZ scaling, we analyze the same for the defect density generated following a slow ramping across the QCP in Sec. III. In Sec. IV on the other hand, we shall consider a sudden quench and analyse the new features those emerge as a consequence of long-range interactions.

II. LONG-RANGE KITAEV MODEL

Let us first briefly review the long-range Kitaev chain of fermionic particles residing on a one-dimensional lattice $\mathbb{Z}$. Denoting fermionic annihilation(creation) operators as $c_i(c_i^\dagger)$, the Hamiltonian can be written as

$$H = -J \sum_i (c_i^\dagger c_{i+1} + h.c.) - \mu \sum_i (n_i - \frac{1}{2}) + \frac{\Delta}{2} \sum_{i,l} d_l^{-\alpha} (c_i c_{i+l} + c_{i+l}^\dagger c_i^\dagger)$$

where $n_i = c_i^\dagger c_i$ is the number operator for site $i$. Here, $J$ and $\mu$ denote the hopping strength of the fermionic particles between adjacent lattice sites and the onsite chemical potential, respectively, while $\Delta$ is the strength of the superconducting pairing term that decays with distance $l$ in a power law fashion characterized by exponent $\alpha$. In the limit of $\alpha \to \infty$, the model reduces to spinless $p$-wave superconductor Hamiltonian whose topological properties were unravelled by Kitaev [62]: In an open chain the model Hamiltonian has zero energy Majorana modes at the edges (and hence the chain is often referred to as a Majorana chain/wire). In this paper, we shall restrict our attention to a one-dimensional lattice with $L$ sites in a closed ring geometry (and hence topological properties of the model will not be exploited). The term $d_l$ in (1) measures the effective distance between two sites on the ring denoted by $i$ and $i + l$ and hence is given by $d_l = \min(l, L - l)$. Furthermore, we shall focus only on the case $\alpha > 1$.

Even in the presence of the long-range interactions, the Hamiltonian (1) is quadratic in fermions and hence can exactly be solved by a Fourier Transformation and followed by Bogoliubov transformation in terms of fermionic operators in the momentum space $c_i = \frac{1}{\sqrt{L}} \sum_{n=0}^{L-1} e^{-ikx_i} c_{kn}$; we shall assume an anti-periodic boundary condition ($c_i = -c_{i+L}$) so that the discrete momenta modes are quantized as $k_n = (2\pi/L)(n + \frac{1}{2})$. In the Fourier basis, the Hamiltonian (1) can be written in a block diagonal form,

$$H = \frac{1}{2} \sum_{n=0}^{L-1} \Psi_k^\dagger H_k \Psi_k$$

where $\Psi_k^\dagger = (c_{k_0}^\dagger c_{-k_0})$ and $H_k$ is given by

$$H_k = \left( \begin{array}{cc} -(2J \cos k_n + \mu) & i \Delta f_{\alpha}(k_n) \\ -i \Delta f_{\alpha}(k_n) & (2J \cos k_n + \mu) \end{array} \right)$$

where $f_{\alpha}(k_n) = \sum_{l=1}^{L-1} \sin(k_{nl}) d_l^{-\alpha}$ is the Fourier transform of the superconducting gap term. The Hamiltonian for each block can be diagonalized by a Bogoliubov transformation

$$\left( \begin{array}{c} \eta_{k_n} \\ \eta_{-k_n} \end{array} \right) = \left( \begin{array}{cc} \cos \theta_{k_n} & i \sin \theta_{k_n} \\ i \sin \theta_{k_n} & \cos \theta_{k_n} \end{array} \right) \left( \begin{array}{c} c_{k_n} \\ c_{-k_n} \end{array} \right)$$

where $\tan \theta_{k_n} = -\frac{\Delta f_{\alpha}(k_n)}{2J \cos k_n + \mu}$. The ground state of the Hamiltonian is given by the vacuum of Bogoliubov fermions and is given by $|GS\rangle = \prod_{n=0}^{L-1} (\cos \theta_{k_n} - i \sin \theta_{k_n} c_{k_n}^\dagger c_{-k_n}) |0\rangle$ and $|0\rangle$ is vacuum of $c_{k_n}$ fermions. In the thermodynamic limit $L \to \infty$, when $k_n$ assumes continuous values, the dispersion relation becomes

$$\lambda_{\alpha}(k) = \sqrt{(2J \cos k + \mu)^2 + (\Delta f_{\alpha}(k))^2}$$

where $f_{\alpha}(k) = \lim_{L \to \infty} f_{\alpha}(k) = \frac{1}{2} \sum_{l=1}^{L-1} \frac{\sin(x_l) e^{-ikx_l}}{x_l^\alpha}$ with $L_{\alpha}(x) = \sum_{l=1}^{\infty} \frac{x^l}{l^\alpha}$ being the Polylogarithmic functions of $x$ that vanishes in the limit $k \to 0$ and $k \to \pi$. Focussing on the situation, $\alpha > 1$, one finds that the spectrum is gapless for the parameter values $\mu = \mp 2J$ for the modes $k = 0$ and $\pi$, respectively, signalling the existence two quantum critical lines in $\mu - J$ plane. In the subsequent discussion, we shall concentrate on the QCP at $\mu = -2J$ and analyze the spectrum close to the corresponding critical mode $k = 0$. Let us reiterate that in the short-range limit ($\alpha \to \infty$), the Hamiltonian exactly maps to spin $\frac{1}{2}$ transverse field XY model via Jordan-Wigner transformation. In this case, the critical lines separate the ferromagnetic ($|\mu| < 2J$) and paramagnetic ($|\mu| > 2J$) phases. What is interesting is that the location of the critical lines in the parameter space do not get altered even when $\alpha$ is finite. For brevity, we shall henceforth set $J = 1$. 
III. RAMPING ACROSS THE CRITICAL POINT: KIBBLE-ZUREK SCALING

When a quantum many-body system is quenched across a QCP by changing a parameter (say, linearly as \( t/\tau_Q \)), the dynamics is necessarily non-adiabatic due to the diverging relaxation time associated with the QCP; this results in the production of defect (or excess energy) in the final state of the system reached following the quench \[63, 66\]. Remarkably, the density of defect exhibits a universal scaling with the inverse quenching rate \( \tau_Q \) and some of the critical exponents associated with the QCP; this is known as the KZ scaling which has been studied extensively in recent years (For review, see \[28-30\].) (A quenching scheme is referred to as a slow ramping when the rate of quenching \( \tau \) is much smaller than the associated with the minimum gap in the excitation spectrum of the Hamiltonian; however, close to the QCP, the gap vanishes rendering the characteristic relaxation time infinite so that the dynamics is necessarily non-adiabatic however slow may the quenching be.)

To address the question, how does the long-range nature of interaction in \[1\] modifies the KZ scaling relation, we employ a quenching protocol in which the chemical potential \( \mu \) is tuned as \( \mu(t) = t/\tau_Q \), from a large negative value to a final value \( \mu = 0 \); in the process the system, initially prepared in the ground state of the initial Hamiltonian, crosses the QCP at \( \mu = -2 \). As a result, the system gets excited in the vicinity of the critical point and the number of quasi-particles excited in the final state with \( \mu = 0 \) is given by

\[
N = \sum_k \eta_k^\dagger \eta_k = \sum_k p_k; 
\]  

where \( p_k = \langle \psi_f | \eta_k^\dagger \eta_k | \psi_f \rangle \) is the excitation probability in the final state \( | \psi_f \rangle \).

Referring to the quasi-momentum mode \( k \), the state of the system at any instant \( t \) can be written as \( | \psi_k(t) \rangle = u_k(t) | 0 \rangle + v_k(t) | 1 \rangle \), where \( | 0 \rangle \) and \( | 1 \rangle \) are the diabatic basis states \( (1, 0)^T \) and \( (0, 1)^T \). The corresponding Schrödinger equation is given by:

\[
i \frac{d}{dt} u_k(t) = -(2J \cos k + \mu(t))u_k(t) + i\Delta f^\infty_\alpha(k) v_k(t) 
\]

\[
i \frac{d}{dt} v_k(t) = -i\Delta f^\infty_\alpha(k) u_k(t) + (2J \cos k + \mu(t))v_k(t), \quad (8)
\]

with the initial condition \( | u_k |^2 = 1 \) and \( | v_k |^2 = 0 \). Using the transformation, \( \tau = i\tau_Q | \Delta f^\infty_\alpha(k) (t/\tau_Q - 2J \cos k) \), we can recast the above Eq. (8) to the standard Landau-Zener (LZ) form \[83, 85\]

\[
i \frac{d}{d\tau} u_k(t) = -(\tau \Delta_k) u_k(t) + v_k(t) 
\]

\[
i \frac{d}{d\tau} v_k(t) = u_k(t) + (\tau \Delta_k) v_k(t) \quad (9)
\]

where \( \Delta_k = \left( \tau_Q (\Delta f^\infty_\alpha(k))^2 \right)^{-1} \). For slow passage through the QCP, the excitation probability can be calculated using the LZ non-adiabatic transition probability \[83, 84\] of that the system ends in the excited state of the final Hamiltonian \( \mu = 0 \);

\[
p_k = e^{-\pi/\Delta_k} \simeq e^{-\pi \tau_Q (\Delta f^\infty_\alpha(k))^2}. \quad (10)
\]

In the large \( \tau_Q \) limit, \( p_k \) will be significant only for the modes close to the critical mode \( k_c = 0 \) and hence we use the expansion formula of the polylogarithmic functions in
the limit $k \to 0$, considering three limiting situations and calculate the corresponding scaling of the defect density: 

**Situation I:** $\alpha \notin \mathbb{Z}$: 

In this case, one can use the expansion:

$$
(f^\infty_\alpha(k))^2 = 4 \cos^2 \frac{\pi \alpha}{2} \Gamma^2(1-\alpha)k^{2(\alpha-1)} + 4 \zeta^2(\alpha-1)k^2 
+ 8 \cos \frac{\pi \alpha}{2} \zeta(\alpha-1)(1-\alpha)k^\alpha + o(k^3)
$$

$$
= c_1(\alpha)k^{2(\alpha-1)} + c_2(\alpha)k^\alpha + c_3(\alpha)k^2 + o(k^3)
$$

where we have used standard Gamma functions($\Gamma$) and Riemann zeta functions($\zeta$) and the coefficients $c_i(\alpha)$s are given by:

$$c_1(\alpha) = 4 \cos^2 \frac{\pi \alpha}{2} \Gamma^2(1-\alpha),$$

$$c_2(\alpha) = 8 \cos \frac{\pi \alpha}{2} \zeta(\alpha-1)\Gamma(1-\alpha),$$

$$c_3(\alpha) = 4 \zeta^2(\alpha-1).$$

Using the expression of Eq. (11) in Eq. (7), the density of quasiparticle excitation in the final state at the end of the drive in the thermodynamic limit can be calculated as

$$n_d = \frac{N}{L} = \frac{1}{2\pi} \int_0^\pi p_k dk \approx \int_{-\infty}^\infty p_k dk$$

$$\approx \frac{1}{2\pi} \left( \frac{1}{(\pi c_1(\alpha)\tau_Q)^{\frac{\alpha-1}{2}}} + \frac{1}{(\pi c_2(\alpha)\tau_Q)^{\frac{1}{2}}} + \frac{1}{(\pi c_3(\alpha)\tau_Q)^{\frac{1}{2}}} \right),$$

where we have extended the range of integration over $k$ from $-\infty$ to $\infty$.

The expansion formula for polylogarithmic functions for integer $\alpha$ is given by

$$f^\infty_\alpha(k) = \frac{i^{\alpha-1}}{(\alpha-1)!} \left[ (1+(-1)^\alpha)(\mathbb{H}_{n-1} - \ln k - \frac{i\pi}{2}) + i\pi \right] - 2 \sum_{m \in \text{odd}, m \neq \alpha-1} \frac{\zeta(\alpha-m)^{m+1}}{m!} k^m,$$

where $\mathbb{H}_n$ is $n$th Harmonic number. Using this expansion, we shall probe the following cases:

**Situation II:** $\alpha$ is an integer $\neq 2$:

For any $\alpha \neq 2, \in \mathbb{Z}$ one finds:

$$n_d \sim \frac{1}{4\pi(\zeta(\alpha-1))^2\tau_Q},$$

Using Eq. (17), one can similarly calculate the scaling of the density of quasiparticle excitation in the final state.

**Situation III: Marginal case $\alpha = 2$**

The expansion of $(f_\infty^\infty(k))^2$ for $\alpha=2$ can be calculated from the expansion Eq. (16):

$$n_d \sim \frac{1}{4\pi(\zeta(\alpha-1))^2\tau_Q},$$

We note that for $\alpha=2$, there is a prominent logarithmic correction in the leading order to the expression of $n_d$ which leads to sub-leading corrections to the scaling of $n_d \sim 1/\sqrt{\tau_Q}$. However, in the asymptotic limit of $\tau_Q \to \infty$, the sub-leading corrections drop off yielding the short-range scaling relation as shown in the inset of the right panel of Fig. 1.

Let us now inspect the scaling relation predicted in Eqs. (15) and (18), recalling that in the $\alpha \to \infty$ limit $n_d \sim \tau^{-1/2}$; interestingly, we find that $1 < \alpha < 2$, the KZ scaling exponent is determined by the first term in Eq. (15) having the slowest decay with $\tau_Q$ in the limit of $\tau_Q \to \infty$. We thus have the KZ scaling exponent $1/(2\alpha - 2)$, which reduces to the short-range value when $\alpha \to 2$.

For $\alpha > 2$, on the contrary, scaling exponent gets saturated to $1/2$. This establishes that the case $\alpha = 2$ marks the boundary between the long-range and the short-range behavior so far as the KZ scaling is concerned. Furthermore, in the marginal case $\alpha = 2$, there are non-universal sub-leading corrections which vanish in the limit of $\tau_Q \to \infty$. To verify the above mentioned analytically predicted scaling relations for different ranges of $\alpha$, we have numerically solved the differential Eqs. (9) to calculate the excitation probability and hence the defect density as shown in Fig. 1 and we find that there is an excellent agreement between the numerical and analytical results.

**IV. DYNAMICAL PHASE TRANSITION FOLLOWING A SUDDEN QUENCH**

Dynamical Quantum Phase transitions (DQPTs), introduced by Heyl et al. [77], in the context of non-analyticities in the temporal evolution of a quenched quantum system, is one of the emerging features of nonequilibrium dynamics of closed quantum systems. For a sudden quenching scheme, the system is prepared in the ground state $|\psi_g\rangle$ of the Hamiltonian $H_t$ corresponding to a parameter $\lambda = \lambda_t$. At time $t = 0$, the parameter $\lambda$ of the Hamiltonian is suddenly changed from a value $\lambda_0$ to $\lambda_f$ while the state remains frozen at $|\psi_f\rangle = |\psi_g\rangle$. The initial state then has a non-trivial temporal evolution generated by the time-independent final Hamiltonian $H_f(\lambda_f)$ and one defines the so-called Loschmidt overlap amplitude (LOA) at an instant $t$ as $G(t) = \langle \psi_f | e^{-itH_f} | \psi_f \rangle$. Generalising to the complex plane $G(z) = \langle \psi_f | e^{-H_f z} | \psi_f \rangle$, where $z = R + it$ with $R$ being the real part, we can now define the dynamical free energy density in the thermodynamic limit for a...
The zeros of $G(z)$ (which also indicate non-analyticities in $f(z)$) are so-called “Fisher zeros” (FZ)\cite{Fisher1967, ZinnJustin1973} which form a line in the complex $z$ plane for $d = 1$ in the thermodynamic limit. In case, this line crosses the imaginary (real time) axis, which usually happens for quenches across a QCP, one observe cusps singularities in the rate function of the return probability defined as $I(t) = -\log |G(t)|^2/L$. Sharp non-analyticities of $I(t)$, at those instants of real time, referred to as DQPTs. Various aspects of DQPTs for several systems have been extensively studied in recent years\cite{Berges2004, Maldacena2003, Polkovnikov2011, Polkovnikov2012, Polkovnikov2013}.

In this paper, we shall study the effect of long-range interactions, namely the parameter $\alpha$ on the DQPTs following a sudden quench of the parameter $\mu$ of the Hamiltonian from an initial value $\mu_i(< -2)$ to $\mu_f = 1$ across a critical point $\mu = -2$ while the state of the system stays frozen in the ground state of the initial Hamiltonian. For the mode $k$, one can express the ground state for the mode $k$, $|\psi_0^k\rangle$, as,

$$|\psi_0^k\rangle = u_f(k)|1_f^k\rangle + v_f(k)|2_f^k\rangle; \quad (21)$$

where $|1_f^k\rangle$ and $|2_f^k\rangle$ denote the ground(excited) state of the final Hamiltonian $H_f^k = H_f(\mu_f)$ with energy eigenvalues $\epsilon_f^k$ and $-\epsilon_f^k$, respectively, with $|u_f(k)|^2 + |v_f(k)|^2 = 1$; the dynamical free energy in the complex $z$ plane is then given by

$$f_k(z) = -\log \left( |v_f(k)|^2 \exp(\epsilon_f^k z) + |u_f(k)|^2 \exp(-\epsilon_f^k z) \right)$$

Integrating over all the momenta modes we get,

$$f(z) = \int_0^{\pi} \frac{dk}{2\pi} \log \left( |v_f(k)|^2 \exp(\epsilon_f^k z) + |u_f(k)|^2 \exp(-\epsilon_f^k z) \right) = \frac{-1}{\pi} \int_0^{\pi} \frac{dk}{2\pi} \log \left( -p_k \exp(\epsilon_f^k z) + p_k \exp(-\epsilon_f^k z) \right); \quad (22)$$

The zeros of the dynamical partition function $G(z)$ (i.e., FZs) is then given by

$$z_n(k) = \frac{1}{2\epsilon_f^k} \left[ \log \left( \frac{p_k}{1-p_k} \right) + i\pi(2n+1) \right] \quad (23)$$

where $n = 0, 1, 2,...$, $p_k = |v_f(k)|^2$ is the probability of excitation. The critical mode $k = 0$ is frozen and $p_k = 1$ while far away from critical modes $p_k \to 0$. This implies that as the lattice momentum varies from 0 to $\pi$, the real values of FZs given in Eq. (23) span from $-\infty$ to $\infty$ along the real time axis. For an intermediate value $k = k_*$ when $p_{k_*} = 1/2$, the lines of FZs lie right on the imaginary (real) time axis; the corresponding instants of real time are

$$t_n^* = \frac{\pi}{2\epsilon^{k_*}} (2n+1). \quad (24)$$

The rate function of the return probability in this case can be evaluated exactly in the form \cite{Polkovnikov2013}.

$$I(t) = -\frac{\log |G(t)|^2}{L} = 2 \Re f(z) = -\int_0^{\pi} \frac{dk}{2\pi} \log \left( 1 + 4p_k(p_k - 1) \sin^2(\epsilon_f^k t) \right); \quad (25)$$

are non-analytic due to non-analytic contribution for the mode $k_* \alpha$ at the real instants $t_n^*$ described by Eq. (24). The physical significance of the mode $k_*$ with $p_{k_*} = 1/2$ is that both the ground and the excited states of the final Hamiltonian for the mode $k_*$ are equally populated; (this mode $k_*$, in that sense, is at infinite temperature with respect to the final Hamiltonian). The existence of a momentum mode $k_*$ ensures the existence of DQPTs; if the quenching amplitude is such that there exists no $k_*$, the DQPTs will be absent in the subsequent evolution generated by the final Hamiltonian.

From the $2 \times 2$ Hamiltonian (2) we find that the ground state and excited states of the initial and final Hamiltonian,$|1^i/f\rangle$ and $|2^i/f\rangle$, respectively, can be decomposed to the form using the diabatic basis vector $(1,0)^T$ and $(0,1)^T$ (where $T$ denotes the transpose) in the form:

$$|1^i/f\rangle = \cos \frac{\theta_{1/f}^i}{2}(1,0)^T - \sin \frac{\theta_{1/f}^i}{2}(0,1)^T; \quad (26)$$

where $\tan \theta_k = \Delta_k/(\mu + 2 \cos k)$ and $\Delta_k = \Delta f_\alpha(k)$ depends on $\alpha$. The excitation probability $p_k$ in this notation simplified as,

$$p_k = |\langle 1^i | 2^f \rangle|^2 = \sin^2 \left( \frac{\theta_k^i - \theta_k^f}{2} \right)$$

$$= \frac{1}{2} \left[ 1 - \frac{(\mu_1 + 2 \cos k_1)(\mu_f + 2 \cos k_f) + \Delta_k^2}{\sqrt{((\mu_1 + 2 \cos k_1)^2 + \Delta_k^2)((\mu_f + 2 \cos k_f)^2 + \Delta_k^2)}} \right]$$

From the above discussion, one can conclude the condition for DQPT as there exists definite momentum mode(s) defined as $k = k_*$ for which the $p_{k_*} = 1/2$ and for this mode we have the condition $(\mu_1 + 2 \cos k_1)(\mu_f + 2 \cos k_f) + \Delta_k^2 = 0$ for all values of $\alpha > 1$. We note that for $\alpha \to \infty$, the prominent occurrence of DQPTs have already been established \cite{Polkovnikov2013, Polkovnikov2012}.

However, there is an interesting possibility that arises due to the long-range nature of the model; we illustrate this below assuming for simplicity $\mu_f = 1$. Let us refer
to the left panel of Fig. 2 interestingly, we find that there exists a region in the parameter space of \( \mu_i \), where there are three values of \( k_* \) (as \( k \) ranges from 0 to \( \pi \)) for which \( p_k = \frac{1}{2} \) even though the system is quenched across a single QCP. For each of the values of \( k_* \), we have different values of \( \tau_n^* \) for the same value of \( n \) as obtained from Eq. (24). Usually, one encounters a single instant of non-analyticity for a given \( n \), i.e., there is a single \( k_* \) as \( k \) ranges from 0 to \( \pi \), following a quench across a QCP.

In the right panel of Fig. 2 we plot a phase diagram in \( \mu_i - \alpha \) plane with \( \mu_f = 1 \), separating these two regions: (i) in region A, there are three \( k_* \) values leading to three instants of real time at which DQPTs occur for a given \( n \) as shown in the left panel of Fig. 3. (ii) On the contrary in region B, there is only \( k_* \) as in the short-range case (right panel Fig. 3). Finally, on the phase boundary

FIG. 2: (left) Plot of the transition probability \( p_k \) as a function of \( k \) for different values of \( \mu_i \) with \( \mu_f = 1 \); the long-range interaction parameter \( \alpha \) is fixed to \( \alpha = 1.3 \). We find two distinct regimes: (i) The transition probability \( p_k \) crosses the value \( \frac{1}{2} \) for three values of \( k \) (i.e., yielding three values of \( k_* \)) for \( \mu_i = -3.2 \) and once for \( \mu_i = -6.5 \), while for other two values it crosses the \( p_k = \frac{1}{2} \) once and touches at another value of \( k \). (Right) Phase boundary separating the three crossings region (A) from the single crossing regions (B) is shown in the \( \alpha - \mu_i \) plane. On the phase boundary \( p_k \) crosses (and touches) the \( p_k = \frac{1}{2} \) line twice as shown in the left panel. It is noteworthy that the width of region A shrinks as \( \alpha \) increase and vanishes as \( \alpha \to 2 \).

FIG. 3: (left) The temporal evolution of \( \nu_D(t) \) as a function of \( t \) corresponding to the region A shown in the right panel of Fig. 2. We find that corresponding to \( n = 0 \), there are three instants \( \tau_0^* \), \( \tau_2^* \) and \( \tau_3^* \) at which \( \nu_D(t) \) makes discontinuous changes by a factor of unity. However, whether the DTOP jumps or drops is determined by the slope of the \( p_k \) vs \( k \) curve at \( k_* \) (i.e., the crossing points) as depicted in the left panel of the Fig. 2 (right) \( \nu_D \) vs \( t \) for the region B the right panel of Fig. 2, we have only one instant of non-analyticity corresponding to each \( n \) and we show jumps in the DTOP corresponding to \( n = 0 \) and \( n = 1 \); notably in this case there is no drop in \( \nu_D \) (t) at DQPTs.

FIG. 4: (left) The temporal evolution of \( \nu_D(t) \) as a function of \( t \) corresponding to the region A shown in the right panel of Fig. 2. We find that corresponding to \( n = 0 \), there are three instants \( \tau_0^* \), \( \tau_2^* \) and \( \tau_3^* \) at which \( \nu_D(t) \) makes discontinuous changes by a factor of unity. However, whether the DTOP jumps or drops is determined by the slope of the \( p_k \) vs \( k \) curve at \( k_* \) (i.e., the crossing points) as depicted in the left panel of the Fig. 2 (right) \( \nu_D \) vs \( t \) for the region B the right panel of Fig. 2, we have only one instant of non-analyticity corresponding to each \( n \) and we show jumps in the DTOP corresponding to \( n = 0 \) and \( n = 1 \); notably in this case there is no drop in \( \nu_D \) (t) at DQPTs.
separating these two regions, there are two values of \( k_* \) with \( p_k = 1/2 \). What is note worthy that \( \alpha \to 2 \), the width of the region A shrinks and vanishes confirming that the occurrence of a region A with three DQPTs for a given \( n \) is indeed an artefact of long-range nature of the Hamiltonian.

Let us finally address the question whether the DQPTs occurring in this model can be characterised by the dynamical topological order parameter (DTOP) introduced in Ref. [100], and how does its behaviour change in the region A as compared to the region B. We would like to mention that the DTOP can be interpreted as a non-local order parameter and its temporal variation appropriately characterises every instant at which DQPTs occur. More precisely, it stays fixed to a quantised integer value being equal to \( \alpha \) at the corresponding crossing of the curve \( \psi^\alpha \) vs. \( \epsilon \). Referring to the left panel of Fig. 3, the first three non-analyticities in \( I(t) \) correspond to the sector \( n = 0 \) as obtained from Eq. (24) for three values of \( k_* \) as depicted in the curve corresponding to \( \mu = -3.2 \) in the left panel of the Fig. 2. Labelling these instances, derived from [21], as \( t^{1*}_0 \), \( t^{2*}_0 \) and \( t^{3*}_0 \), respectively, we observe that the DTOP jumps at \( t^{1*}_0 \) and \( t^{2*}_0 \) while at \( t^{3*}_0 \) it drops, in all the cases by a factor of unity. The behaviour of the DTOP, i.e., whether \( \nu_D \) would jump or drop, is determined by the slope of the curve \( p_k \) vs \( k \) at \( k_* \) [100, 103]. Following the same curve in Fig. 2 we find the slope is different for the middle crossing in comparison to the other two crossings which results in the change of polarity of the jumps in \( \nu_D(t) \) at DQPTs. On the contrary, for region B, we have only crossing for one value of \( n \) and we observe successive jumps of the same polarity at every DQPTs as shown in the right panel of Fig. 3.

V. CONCLUDING COMMENTS

Using the integrability and the \( 2 \times 2 \) nature of a Kitaev chain with a long-range super-conducting term, we have studied the effect of long-range interactions on the KZ scaling for slow quenching and DQPTs following a sudden quenching. In both the situations, we have established that the long-range interactions characterised by the parameter \( \alpha \) plays a non-trivial role. In the long-range interacting case \( 1 < \alpha < 2 \), we show that the KZ scaling exponent dictating the power-law decay of the defect density \( (n_d) \) with the inverse rate of quenching \( (\tau_Q) \) depends non-trivially on \( \alpha \) and is given by \( 1/(2\alpha - 2) \).

In the limit of \( \alpha \geq 2 \), i.e., in the short-range limit, the exponent saturates to the short-range value 1/2. Therefore, the value \( \alpha = 2 \) marks the boundary between the long-range and the short-range behaviour of the scaling of \( n_d \). It is noteworthy that the scaling of \( n_d \) in the marginal case \( \alpha = 2 \) has non-universal sub-leading corrections which vanish in the limit \( \tau_Q \to \infty \). Let us recall that the importance of the case \( \alpha = 2 \) for a classical one dimensional Ising model emerges from a renormalisation group calculation (and the transition at \( \alpha = 2 \) is of Kosterlitz Thouless nature). However, the present work deals with a quantum model in a non-equilibrium situation where the importance of the case \( \alpha = 2 \) scenario emerges from the fact that the scaling behavior of the excitation spectrum at the quantum critical point (with the momentum) changes precisely at \( \alpha = 2 \). Consequently the case \( \alpha = 2 \) points to a crossover from the long-range to the short-range behavior. Whether this can be put in a generic renormalization scenario for a non-equilibrium situation is indeed a pertinent question for future research.

For DQPTs, we observe an interesting three crossing region where there exist three instants of non-analyticities in \( I(t) \) for a given \( n \). This is a consequence of three possible values of \( k_* \) in the \( p_k - k \) plane: as a result, we find a region with \( 3 \)-DQPT for a given \( n \) in the \( (\mu_i - \alpha) \) plane (with fixed \( \mu_i \)) which are also detected by the DTOP. Interestingly, the width of this region shrinks with increasing \( \alpha \) and vanishes in as \( \alpha \to 2 \) confirming that this unusual region emerges as a result of the long-range interactions. Given the recent experimental realisation of the long-range interacting systems [32] and experimental detection of DQPTs [111, 112], we believe that our studies can be experimentally verified.
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