PARALLEL FRAMEWORK FOR EARTHQUAKE INDUCED RESPONSE COMPUTATION OF THE SDOF STRUCTURE
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Abstract. Parallel computing briskly diminishes computation time through simultaneous use of multiple computing resources. In this research, parallel computing techniques have been developed to parallelize a program for obtaining a response of single degree of freedom (SDOF) structure under earthquake loading. The study uses Distributed Memory Processors (DMP) hardware architecture and Message Passing Interface (MPI) compilers directives to parallelize the program. The program is made parallel by domain decomposition. Concurrency in the program is created by dividing the program into two parts to run on different computers, calculating forced response and free response of the first half and the second half. Parallel framework successfully creates concurrency and finds structural responses in significant lesser time than sequential programs.
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Introduction

Parallel computing is simultaneous use of multiple computing resources to solve a computing problem in a reduced computation time. Such parallel computing is the best way to increase the computation speed and reduce run time of a program. Its application is rapidly increasing in the field of scientific and engineering computations (Chan et al. 2005; Polychronopoulos 1988; Wilkinson, Allen 2005). The approach surprisingly makes the calculations and simulations time efficient based on multi-core processors in addition to clusters. All major applications in different fields of science and technology are employing parallel computing for high speed computations and getting results in lesser time. Most desktop and laptop systems now ship with dual-core microprocessors or quad-core processors, which are best suited for parallel computing. Parallel programming is different from sequential computing, in which a problem/program is divided into a number of small instructions or tasks called threads, which are executed in the processor one by one.

To make many processors simultaneously work on a single program, the program must be divided into smaller independent chunks so that each processor can work on separate chunks of the problem (Wilkinson, Allen 2005). Distributed Memory Processors (DMP) is the computer hardware architecture, which is used in the research. DSM systems require a communication network to connect interprocessor memory (ordinary computers). To parallelize programs on DMP, the Message Passing Interface (MPI) compilers directives have to be used. In this case first find or create concurrency in the program and then by using MPI commands send concurrent parts of the program from the master computer to different computers; different computers perform operations on it and send back the results to the master computer, which is arranged and written by master computer (Polychronopoulos 1988).

The specialty of this research is that the master computer acts as a worker during the computation time and then it also collects the results from the worker, arranges the data and at the end displays the results. Parallel computing techniques (Fig. 1) have been implemented to parallelize a program for the response of the single degree of freedom structure against typical earthquake force. The program aimed at finding a response of the SDOF structures is created concurrently in the program by dividing the program into two parts, finding forced response and free response of the first half and the other part. Each part is executed on a different computer; and as SDOF Structure is linear and homogeneous, results can be added. In this way, the program for finding a response of the SDOF structure is parallelized. Time reduction in parallel programs can be seen over sequential programs in the presented results. Using multiple computing devices
successfully created the concurrency, found the response of structure against earthquake force in lesser time than that of in case of sequential programs.

Fig. 1. Schematic representation of Parallel Computing

1. Parallel computing in earthquake engineering

Starting in the late 80’s, clusters came to compete and eventually displace the concept of supercomputers for many applications. A cluster is a type of parallel computer built from large numbers of off-the-shelf computers connected by an off-the-shelf network. Today, clusters are the workhorse of scientific computing and are the dominant architecture in the data centres that power the modern information age (MPICH2 2006). Parallel and distributed computations can be efficaciously implemented in structural mechanics (Bittmar et al. 2001).

Frequent earthquakes that occur all over the world cause gigantic threat on structures (Islam et al. 2012a, b; Jameel et al. 2012a). Structural responses substantially vary with the occurrence of ground excitation induced from severe earthquake (Islam et al. 2012c; Jameel et al. 2012b). Therefore, the computation of seismic responses of structures is of utmost important (Islam et al. 2012a, b; Ólafsson, Sigbjörnsson 2011). Structural responses substantially vary with the occurrence of ground excitation induced from severe earthquake (Islam et al. 2012a, b; Ólafsson, Sigbjörnsson 2011). Uma et al. (2010) developed probabilistic framework for performance-based seismic assessment of structures considering residual deformations.

Parallel computing is a competent tool used in optimization of structures concurrency in the program is created by dividing the program into two parts finding the forced response and the free response of the first half and the other part. Each part is executed on a different computer. As the SDOF Structure is linear and homogeneous, results can be added. In this approach, the program used for obtaining the responses of the SDOF structure is parallelized.

Parallel computing provides an effective utilization of multi-core processors as well as old computers, so its usage is becoming a more popular computational technique at present (Hossain et al. 2002). Chip manufacturers have begun to increase overall processing performance by adding additional CPU cores. The reason is that increasing performance through parallel processing can be far more energy-efficient than increasing microprocessor clock frequencies. In the world, which is increasingly more mobile and energy conscious, this has become essential (Quinn 2004).

Goda et al. (2009) studied probabilistic characteristics of seismic ductility demand of SDOF systems with Bouc-Wen hysteretic behaviour. Grand challenges are the computational problems, which can’t run on one computer because of memory restraints or problems that take too much time to execute on a single computer, such as applied fluid dynamics, macro-scale environmental modeling, ecosystem simulations, weather forecast, biomedical imaging and biomechanics, earthquake & plate tectonics, molecular design and process optimization, nuclear power and weapons simulations, and strong artificial intelligence (Janies, Wheeler 2001; Čiegis et al. 2006). For such computations, parallel computing is readily used by, for example, the Earth Simulator Center (Bruck et al. 1997).

Parallel computing is used in the field of earthquake engineering as well (Zhong et al. 2003). It is worth mentioning that the computer aided analysis of complex structural model poses economic solution in time cost in advanced structural mechanics (Jameel et al. 2012c, d; Šliseris, Ročėns 2010; Vaidogas, Šakėnaitė 2011). Stability and ductility of structures are vital issues to be analysed in an accurate fashion with the rapid solution approach (Kvedaras 2010; Rasiulis, Gurkšnys 2010).

Parallel computing is a competent tool used in optimization of earthquake response, selection of equivalent earthquake wave and optimization of damaged response index. This solution technique is used in getting the response of structure, which is rather difficult and is still in under progress (Gropp et al. 2007).

In the present study, parallel computing has been used to get the response of the simplest structure, i.e. the single degree of freedom structure against earthquake force. For the program of finding response of the SDOF structures concurrency in the program is created by dividing the program into two parts finding the forced response and the free response of the first half and the other part. Each part is executed on a different computer. As the SDOF Structure is linear and homogeneous, results can be added. In this approach, the program used for obtaining the responses of the SDOF structure is parallelized.

Parallel computing provides an effective utilization of multi-core processors as well as old computers, so its usage is becoming a more popular computational technique at present (Hossain et al. 2002). Chip manufacturers have begun to increase overall processing performance by adding additional CPU cores. The reason is that increasing performance through parallel processing can be far more energy-efficient than increasing microprocessor clock frequencies. In the world, which is increasingly more mobile and energy conscious, this has become essential (Quinn 2004).
a parallel algorithm. The author had used two computers connected by a high speed network, i.e. ether net, with LINUX 9 on each computer, programming language used was Fortran 77 with the latest MPICH version, in which one computer acted like the Master computer and the other one was a worker. It is to mention here that the Master computer also worked as a worker after distribution of the tasks to workers and then it also got the results from the Worker and displayed them after organization (Strout et al. 2006; MPI 1997).

MPI is parallel application programming interface (API), it is the sets of routines, data structures, object classes and/or protocols provided by libraries in order to support building of a parallel application. To make many processors simultaneously work on a single program, the program was divided into smaller independent chunks so that each processor could work on separate chunks of the problem. This is the foremost theme of parallel programming (MPI 1997). This way decomposed program is a parallel program and then it can be run on parallel architecture computers.

Parallel computing techniques depend on the computer hardware architecture, nature of the program and the number of available computers/processors (Kurc, Ozmen 2008). In this research, the main emphasis of parallel computing techniques is the distributed memory architecture (Fig. 2). There are several ways to develop such architectures like making clusters, or by installing different programs on multiple computers, which supports parallel programming. It is also within the scope of the study to create a parallel computing system from old ordinary computer with the help of the Local Area Network (LAN). A computer cluster is a group of linked computers, working together closely, so that in many respects they form a single computer. The components of a cluster are commonly, but not always, connected to each other through fast local area networks. These are usually used for a computational purpose.

Another very important trait of such computers is that these computers sustain their Identities. So, those computers are ordinary computers most of the time and when anyone wants to run any parallel application, those computers act as a single computer at that time. The idea of parallelization using the MPI is that we divide the problem into independent parts and data, which is required to operate that part independently, then it is shared and communicated with the help of MPI subroutines to different computers. So, the computers operate on different parts of a program independently and send back the results to the master computer, which assembles and displays the results (Pacheco 1998).

The main part of parallel computing is to exploit or to create the concurrency in the program, share it to the other computers/processors using the parallel application programming interface (API), such as the MPI, so that other computers can act upon the data (Peterson, Arbenz 2004). Some programs have inherent concurrency, which is easy to parallelize like some loops having different variables to operate upon; while, in some programs we can create concurrency, such as matrix operations; but some programs cannot be parallelized, such as the program to find Fibonacci series (Wittwer 2006).

The parallel program accomplishes the following code:

```fortran
program hello
    include 'mpif.h'
    integer rank, size,
    ierr, tag, status(MPI_STATUS_SIZE)
    call MPI_INIT(ierr)
    call MPI_COMM_SIZE(MPI_COMM_WORLD, size, ierr)
    call MPI_COMM_RANK(MPI_COMM_WORLD, rank, ierr)
    print*, 'Hello world from process', rank, 'of ', size
    call MPI_FINALIZE(ierr)
end
```

In this code, MPI subroutines will initiate the parallel environment, get the size (Numbers) of parallel computers, assign the numbers to parallel computers starting from 0 for masters and size – 1 to workers and then terminates the parallel environment respectively. The Master computer then displays the print statement, which is in case of two computers in a parallel cluster (Kurc, Will 2006):

Hello world from process 0 of 2  
Hello world from process 1 of 2

Following next are important points, which have been followed to develop the parallel algorithm for parallel programming:

1. Design, implementation, and tuning of the parallel algorithm should be such that it takes full advantage of parallel computing systems;
2. Partitioning the overall problem into separate tasks and allocating tasks to processors should uphold all computers busy equally;
3. The parallel algorithm can apply to the problems that are inherently parallelizable, mostly without data dependence;
4. Communication time should be as small as possible;
5. Communication always implies overhead, so try to reduce the communication by creating course granular partition of data;
6. All tasks should be kept busy, data should be evenly distributed;
7. Primary inhibitors to parallelism are loops, which usually the most common target of parallelization effort, so the first loop dependency should be analyzed and then tried to parallelize that, if possible;
8. If work involves much I/O it is not suitable for parallelizing because I/O operations take nearly 10X more time than any operation;
9. Input and output should be displays only on master computer, i.e. computer, which has ID 0.
3. Parallelization of the SDOF program

The program has successfully been parallelized for response of the SDOF structure against earthquake. The numerical method, which the author used to calculate response of the SDOF structure is the Runge–Kutta Method. The Runge–Kutta Method is the initial value problem and it doesn’t have any inherent parallelism. But due to the linear property of the SDOF structure, we can induce parallelism in the program. The main idea to parallelize such program is that we can find the free response as well as the forced response of the SDOF structure separately and then according to the principle of the super position we can add them up.

To make this parallel computing technique more general, effective and applicable to most programs, the author tried to parallelize the program using subroutines. As mostly programming for structural analysis and responses developed using different subroutines. We use several subroutines in a complicated problem and in the main program we just call these subroutines. The author found the technique to effectively call the same subroutine in the parallel program from different computers. We can apply the same method to parallelize a similar program.

These are the steps, which should be followed in making a parallel program for the response of the SDOF structure:

1) Split the input ground acceleration history into two equal parts as the author wanted to run that parallel program on two computers;
2) Input data is divided in such a way that we have some free response of the first part exactly after half of the computations, which can be added to forced response of the second computer to get the exact result. Normally, this extra computation for the free response in the first half is kept at 200 units;
3) Separate the computations from the subroutines, which required executing only once;
4) Send the subroutine parameters from computer 1 to computers 2;
5) Call the subroutine in the main program simultaneously from both computers;
6) Watch the processor history so that we can observe that both computers are busy in computations;
7) Format the calculations in such a way that we have acceleration, velocity and displacement responses easily in the form of graphs;
8) Compare results with that of the single computer calculations.

4. Framework for the parallel program

The author successfully ran the parallel program for the structure having typical values of damping, natural circular frequency, and input of the sine wave. The calculations from Computer 1 and Computer 2 from the same parallel program is obtained and shown in Figures 3 and 4, respectively. Then these results added to get the complete response of the SDOF structure, which is also shown in Figure 5.

The response, which is received by parallel computing is then compared with the results from the equivalent sequential program, which is shown in Figure 6, and the difference between the results from the parallel program and the equivalent sequential program is shown in Figure 7. The difference between the results from the parallel program and the equivalent sequential program is negligible, which can be observed easily. The schematic representation of the parallel program for the response of the SDOF has been displayed in Figure 8.

This was one way to parallelize the program for the response of the SDOF structure by dividing all the computations into half, which is executed of different computer and later joined the results. There is another method of parallel programming, in which we divide the calculations. For example, a loop first calculates the sum of both variables in it and then calculates the square of resultant. Suppose we are able to calculate the sum on one computer and then square it on the other computer. This is another way to parallelize the problem but it is very difficult.
Fig. 5. Response of SDOF Structure from Computer 1

Fig. 6. Response of SDOF Structure from Computer 2

Fig. 7. Response of SDOF Structure from Parallel Program

Fig. 8. Response of SDOF Structure from Sequential Program
First of all, such computations are highly dependent, which is very difficult to parallelize; secondly in such parallelization, one computer may have little computational effort compared to the other, so effective parallelism can be very difficult to achieve.

5. Results and discussions

The program for the response of the SDOF structure ran on two computers in parallel and reduced the run time of the program. Another important point in this research is that the Master computer also worked as a worker. Actually, in most of the parallel programs, the main computer acts as the Master computer and only distributes the data to be parallelized and then waits for the results, but in this research, the main computer distributes the data and then works on its part of data, then receives results and displays them. So, if we have small number of computers in the parallel computer cluster then the Master computer can also work as worker.

Moreover, the parallel computing technique used in this research was also very convenient and workable. In the program of finding response of the SDOF structures, concurrency in the program has been created by dividing the program into two parts finding the forced response and the free response of the first half and the other part. Schematic representation of the parallel computing technique is shown in Figures 3 and 4. Each part is executed on a different computer and as the SDOF structure is linear and homogeneous, the results can be added. In this way, the program for finding the response of the SDOF structure is parallelized. Time reduction in parallel programs is observed over sequential programs in the obtained results.

The use of processors of both computers has been checked during the runtime and processors use of both computers showed 100% use of processors by the program. The runtime is compared for the parallel program with similar sequential programs for the response of the SDOF structure. And the runtime of the parallel program is reduced to nearly 2/3 of that of the sequential program. The reasons for this reduction of the runtime instead of making it half then that of the sequential program are: the coarseness or finesse of the parallel data, communication time between the parallel computers and computational efforts. There can be little drawbacks of the parallel computing like: latency in the network communications, steep learning curve, some programs have no concurrency like Fibonacci series, fineness in concurrent data. It is mostly useless to parallelize the program with high fineness.

The courser the data will be, the more reduces the runtime of the program will be. And if the data division is fine then the runtime of the program will be less reduced. Course data means that a large amount of data can send in single communication; and fine data means a small amount of parallel data send to other parallel computer. The 2nd factor, which affects the results, is the communication time between the parallel computers. Data communicates between the computers via the Local Area Networks (LAN). The maximum communication speed is determined by the Switch we are using in the parallel computing. So we can have a 100 MB or 1 GB switch but even those have very small speed as compared to processor speed available nowadays. Generally, the data communication takes nearly 10 times more delay than that of processing. If data is needed to be sent to different computers in the cluster many times, then the runtime will also be affected. So, if we have to send small amounts of data many times in a parallel program, then such parallel program can take more time to show the results compared to sequential programming.

Computational effort is also made nearly equal in this research. So, the efforts have made course data parallel program, minimum communication between the data (only for distribution of the data and receiving the results) and nearly equal computational efforts. For comparison of a parallel and a sequential program, the computations should be reasonable, because for small computational efforts programs, the run time of parallel as well as sequential programs are nearly equal even in some cases the runtime of a parallel program can be more than that of a sequential program because of data communication between computers.

The study uses a reasonable amount of earthquake input data so that they can easily compare the results from the sequential as well as the parallel program. So, to make appropriate computational efforts, the author enlarged the data to be processed by the processors. The author introduced large computations of about 200,000 iterations of the loop. This then ran on parallel computers as well as equivalent sequential program, which also ran on a single computer.

The results from Computer 1 and Computer 2 were presented in Figures 5 and 6, respectively; and the sum of these two results is presented in Figure 7. Then, it is compared with the results from the sequential program shown in Figure 8. Those results are compared. The difference of calculations between the parallel as well as the sequential programming is very small and can be easily neglect as it is in the range of exponent -6 to exponent -9, as shown in Figure 9. Runtime comparison is shown in Figure 10. Time reduction in parallel programs can be seen over sequential programs in the presented results.

Conclusion

Parallel computing is the technology of the future; we can convert our computations from sequential computing to parallel computing for time efficiency of the program. As modern computing systems are multi-core computer systems, to fully utilize all the processors of modern computers we will have to use parallel programming and parallel computing. Moreover, parallel computing requires using multiple ordinary computers as a super computer.

Runtime of these parallel programs has been compared with equivalent sequential programs. But one important thing is that reduction of time by parallel computing is dominant in case of large computational efforts. For example, the run time for the parallel program for response of the SDOF structure is equal to equivalent sequential program, which is negligible in both cases. But when a large data is to be processed by the same parallel program and equivalent sequential program, then runtime
The cheapest way of parallel computing is by using Distributed Memory Processors like a multiple computer as in my case where a parallel computer and then using the MPI libraries on Linux OS. Because it consists of cheap computers connected together and all software is available either absolutely free or at a low cost. It is fruitful to parallelize those programs having large computational efforts. As you can see, for ordinary programs or programs with little computational efforts, it takes equal time in sequential as well as in parallel programs. To make a program parallel, problem should have inherent concurrency. Some problems, which do not have concurrency cannot be parallelized like the program used to calculate Fibonacci series.
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