PERIODS AND RECIPROCITY II

RAPHAËL ZACHARIAS

Abstract. Let \( F \) be a number field with adele ring \( \mathbb{A}_F \), \( q, l \) two coprime integral ideals with \( q \) squarefree and \( \pi_1, \pi_2 \) two fixed unitary automorphic representations of \( \text{PGL}_2(\mathbb{A}_F) \) unramified at all finite places. In this paper, we use regularized integrals to obtain a formula that links the first moment of \( L(\pi \otimes \pi_1 \otimes \pi_2, \frac{1}{2}) \) twisted by the Hecke eigenvalues \( \lambda_\pi(l) \), where \( \pi \) runs through unitary automorphic representations of \( \text{PGL}_2(\mathbb{A}_F) \) with conductor dividing \( q \), with some spectral expansion of periods over representations of conductor dividing \( l \). In the special case where \( \pi_1 = \pi_2 = \sigma \), this formula becomes a reciprocity relation between moments of \( L \)-functions. As applications, we obtain a subconvex estimate in the level aspect for the central value of the triple product \( L(\pi \otimes \pi_1 \otimes \pi_2, \frac{1}{2}) \) and a simultaneous non-vanishing result for \( L(\text{Sym}^2(\sigma) \otimes \pi, \frac{1}{2}) \) and \( L(\pi, \frac{1}{2}) \).
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1. Introduction

Let \( q, l \) be two coprime integers. Reciprocity Formulae for moments of automorphic \( L \)-functions have received a considerable attention in the past few years [8, 29, 2, 5, 6, 1]. These are remarkable results for at least two reasons. The first is their applications to the subconvexity problem and the non-vanishing of \( L \)-functions. The second, more conceptual, is that it connects objects, at least in the \( \text{GL}_2 \) case, that have no a priori reason to be linked, like the different hyperbolic surfaces \( \Gamma_0(q) \backslash \mathbb{H} \) and \( \Gamma_0(l) \backslash \mathbb{H} \).

1.1. The idea of the paper. Let \( F \) be a number field and denote by \( \mathbb{A}_F \) its adele ring and by \( \mathbb{O}_F \) its ring of integers. Let \( p, q \) two prime ideals of \( \mathbb{O}_F \) of norm \( p \) and \( q \) respectively and \( \pi_1, \pi_2 \) be two unitary automorphic representations of \( \text{PGL}_2(\mathbb{A}_F) \) which are unramified at all finite places and with \( \pi_1 \) cuspidal. In our previous paper [30], we proved, using a method related to adelic periods of automorphic forms, that the work of Andersen and Kiral [1] holds more generally over any number fields and for
the first moment of a triple product $L$-function. We obtained a relation of the shape

$$M(\pi_1, \pi_2, q, p) := \sum_{\text{cond}(\pi) \mid q} L(\pi \otimes \pi_1 \otimes \pi_2, \frac{1}{2}) \lambda_\pi(p) \varepsilon_\pi(q)$$

(1.1)

$$\sim \left(\frac{q}{p}\right)^{1/2} \sum_{\text{cond}(\pi) \mid p} L(\pi \otimes \pi_1 \otimes \pi_2, \frac{1}{2}) \lambda_\pi(q) \varepsilon_\pi(p),$$

where $\lambda_\pi(p)$ is the eigenvalue of the Hecke operator $T_p$ and $\varepsilon_\pi(q) \in \{-1, +1\}$ denotes the Atkin-Lehner eigenvalue at $q$. We recover the result of Andersen and Kiral in the particular case where $F = \mathbb{Q}$ and $\pi_2 = 1 \boxplus 1$ is the Eisenstein series induced from two trivial characters.

In this paper, we study a similar reciprocity relation, but with two main novelties:

1. Firstly, we managed to cancel the root number $\varepsilon_\pi(q)$ on the left-hand side of (1.1). This is an important structural feature, because it allows to use positivity arguments, typically for the subconvexity problem in Theorem 2.
2. Secondly, using a regularized version of Plancherel formula introduced for the first time by Zagier [31] and then developed adelically by Michel and Venkatesh in [20], we are also able to include the case $\pi_1 = \pi_2 = 1 \boxplus 1$, giving in particular a reciprocity statement for a fourth moment of $GL_2$ automorphic $L$-functions, as in [5].

We mention that if we do not include the root number in our moment, we cannot expect a perfect symmetry between these two moments, as in (1.1). The principal reason is that if we estimate “trivially” the righthand side, we see that modulo the Ramanujan-Petersson Conjecture, we have

$$M(\pi_1, \pi_2, q, p) \ll (pq)^{1/2}.$$ 

Hence taking $p = 1$, we see that $M(\pi_1, \pi_2, q, 1)$ has size $q^{1/2}$ while for the same moment without the root number, we should have a main term of size $q$. We see in particular that the root number has a square root cancellation effect. We can summarize this by saying that

- root number $\sim$ perfect symmetry
- no root number $\sim$ main term

(see also [6] where this is the key observation). This phenomenon can be read directly in some periods underlying the moments of $L$-functions. For example, the period giving (1.1) is (see [30, (3.1)])

$$\int_{\text{PGL}_2(F) \backslash \text{PGL}_2(\mathbb{A}_F)} \varphi_1^p \varphi_2 \varphi_1 \varphi_2 \, d\varphi = \left\langle \varphi_1^p, \varphi_2, \varphi_1 \varphi_2 \right\rangle,$$

where for any finite place $v$, $\varphi_1^v$ denotes the right translate of $\varphi_1$ by the matrix $\begin{pmatrix} 1 & \pi_v \end{pmatrix}$ and $\pi_v$ is a uniformizer for the completed field $\mathbb{F}_v$. This is a symmetric expression in $(p, q)$ (modulo complex conjugate). If we take $p = 1$, the integrand is not positive and in fact oscillates because the translation is not on the same vector in both sides of the inner product; this oscillation is exactly the root number when we pass to moments of $L$-functions via Plancherel formula.
If we want to avoid the root number on the left of (1.1), we need to consider periods such that when we set $\psi = 1$, we get a positive integrand. Ignoring convergence problems due the Eisenstein case, the simplest one is

$$\int_{\text{GL}_2(F) \backslash \text{GL}_2(A_F)} \langle \varphi_1 \varphi_2 \varphi_3 \varphi_4 \rangle = \langle \varphi_1 \varphi_2 \varphi_3 \varphi_4 \rangle.$$

Observe that this integral is no more symmetric, except when $\varphi_1 = \varphi_2$. Assuming that $\varphi_1, \varphi_2$ are unramified at the finite places, the last inner product is roughly equal to

$$\frac{1}{p^{1/2}} \sum_{c(\pi) \mathcal{q}} \lambda_\pi(\mathcal{q}) \sum_{\psi \in \mathcal{B}(\pi, \mathcal{q})} \left| \left\langle \psi, \varphi_1 \varphi_2 \right\rangle \right|^2,$$

where $\mathcal{B}(\pi, \mathcal{q})$ denotes an orthonormal basis of $\mathcal{K}_0(\mathcal{q})$-invariant vectors in $\pi$ (see Section 2.1.5 for notations). Using integral representations of $L$-functions recalled in Section 2.4, this is clearly related to the moment of $L(\pi \otimes \pi_1 \otimes \pi_2, \frac{1}{2})$. Now using the trick of [20], we observe that the inner product can be also written as

$$\langle \varphi_1 \varphi_2 \rangle = \frac{1}{q^{1/2}} \sum_{c(\pi) \mathcal{q}} \lambda_\pi(\mathcal{q}) \sum_{\psi \in \mathcal{B}(\pi, \mathcal{q})} \left| \left\langle \varphi_1 \varphi_2, \psi \right\rangle \right|^2 + \text{(extra terms coming from regularization if one of the $\pi_i$’s is Eisenstein).}

The righthand side becomes a moment of $L$-functions in the special case where $\pi_1 = \pi_2$ and $\varphi_1 = \varphi_2$, giving a reciprocity formula for the fourth moment of $L(\pi, \frac{1}{2})$ in the case $\pi_1 = \pi_2 = 1$ or, for $L(\text{Sym}^2(\sigma) \otimes \pi, \frac{1}{2})L(\pi, \frac{1}{2})$ when $\pi_1 = \pi_2 = \sigma$ is cuspidal (c.f. Theorem 3). Observe that the latter one is a special case of [5] where the $\text{GL}_3$ cusp form is the symmetric square lift of $\sigma$.

For other configurations of the $\pi_i$’s, (1.3) is just a spectral expansion of periods (c.f. (4.16) for the reciprocity relation of periods). However, we can still estimate this last quantity in great generality, even if it is not directly connected to $L$-functions (c.f. (4.17)). This is quite satisfactory, especially when we have applications in minds.

### 1.2. Statement of results

In order to state properly the results, we fix $\pi_1, \pi_2$ two unitary automorphic representations of $\text{PGL}_2(A_F)$ and let $\mathcal{q}$ be a squarefree ideal of $\mathcal{O}_F$ with norm $\mathcal{q}$. We will assume most of the time that $\pi_1$ and $\pi_2$ satisfy the following hypothesis:

**Hypothesis 1.** (1) $\pi_1$ and $\pi_2$ are unramified at the finite places $^1$;
(2) $\pi_1$ and $\pi_2$ are tempered at the finite places;
(3) If one of the $\pi_i$’s is Eisenstein, then it is of the form $| \cdot |^t \oplus | \cdot |^{-it}$ for some $t \in \mathbb{R}$.

#### 1.2.1. An upper bound for the twisted moment with application to subconvexity.

Let $l$ be an integral ideal of norm $\ell$. We define the following quantities: first the cuspidal part by

$$\mathcal{C}(\pi_1, \pi_2, \mathcal{q}, l) := C \sum_{\pi \text{ cuspidal}} \lambda_\pi(l) \frac{L(\pi \otimes \pi_1 \otimes \pi_2, \frac{1}{2})}{A(\pi, \text{Ad}, 1)} f(\pi_\infty) \mathcal{L}(\pi, \mathcal{q}),$$

where $C$ is a positive constant depending only on $F$ and the nature of the three representations $\pi, \pi_1, \pi_2$ (c.f. (4.19)-(4.20)). The two other factors $f(\pi_\infty)$ and $\mathcal{L}(\pi, \mathcal{q})$ can be described as follows.

---

$^1$This condition could be easily removed, especially for Theorem 2. If $\pi_i$ has finite conductor $\mathcal{q}_i$, then the spectral expansion (1.6) should be over representations of conductor dividing $\mathcal{q}_i \mathcal{q}_j \mathcal{q}$. 
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The Archimedean test function \( \pi \mapsto f(\pi, \infty) \) is non-negative and depends on the following data (c.f. (4.23) in Section 4.4):
- The choice of test vectors \( \varphi_{i, \infty} \in \pi_{i, \infty} \) for \( i = 1, 2 \);
- The choice of an orthonormal basis \( \mathcal{B}(\pi, \infty) \).

(2) Under the identification \( \pi = \otimes_q \sigma_q \), the correction factor \( \mathcal{L}(\pi, \psi) \) factorizes as \( \prod_{q \mid \pi} \mathcal{L}(\pi_q, q) \) with \( \mathcal{L}(\pi_q, q) = 1 \) if \( c(\pi_q) = 1 \) and \( 0 < \mathcal{L}(\pi_q, q) \ll 1 \) if \( c(\pi_q) = 0 \) (c.f. (4.26) and (4.21)), where the natural number \( c(\pi_q) \) is the conductor of the local representation \( \pi_q \), in the sense of [9, Theorem 4.24].

For the continuous part, we denote by \( \pi_\omega(it) \) the principal series \( \omega|\cdot|^{it} \otimes \varpi |\cdot|^{-it} \) and define similarly
\[
\mathcal{E}(\pi_1, \pi_2, q, l) := C \sum_{\omega \in \mathbb{F}^\times \setminus \mathcal{A}_F^\times} \int_{-\infty}^{\infty} \lambda_{\pi_\omega(it)}(l) f(\pi_\omega(it)) \mathcal{L}(\pi_\omega(it), q) \\
\times \frac{L(\pi_1 \otimes \pi_2 \otimes \omega, \frac{1}{2} + it) L(\pi_1 \otimes \pi_2 \otimes \varpi, \frac{1}{2} - it)}{\Lambda^*(\pi_\omega(it), \text{Ad}, 1)} \frac{dt}{4\pi},
\]
and
\[
\mathcal{M}(\pi_1, \pi_2, q, l) = \mathcal{E}(\pi_1, \pi_2, q, l) + \mathcal{E}(\pi_1, \pi_2, q, l).
\]

The first theorem establishes an upper bound for this twisted moment.

**Theorem 1.** Let \( \pi_1, \pi_2 \) be unitary automorphic representations of \( \text{PGL}_2(\mathbb{A}_F) \) satisfying Hypothesis 1. Let \( q, l \) be two coprime ideals of \( \mathcal{O}_F \) with \( q \) squarefree and write \( q \) and \( l \) for their respective norms. Assuming that \( q > l \), the moment (1.6) satisfies
\[
\mathcal{M}(\pi_1, \pi_2, q, l) \ll_{\pi_1, \pi_2, q, l} \mathcal{E}(\pi_1, \pi_2, q, l).
\]

In this paper, the real number \( \vartheta \) denotes an admissible exponent toward the Ramanujan-Petersson Conjecture for \( \text{GL}_2 \) over \( F \); we have \( 0 < \vartheta \leq \frac{7}{64} \) by [3]. Combining Theorem 1 with the amplification method, we obtain the following subconvexity bound for the triple product:

**Theorem 2.** Let \( F \) be a number field with ring of integers \( \mathcal{O}_F \). Let \( q \) be a squarefree ideal of \( \mathcal{O}_F \) of norm \( q \) and \( \pi \) a cuspidal automorphic representation of \( \text{PGL}_2(\mathbb{A}_F) \) with finite conductor \( q \). Let \( \pi_1, \pi_2 \) be as in Theorem 1 and assume moreover that they satisfy Hypothesis 2. Then for any \( \varepsilon > 0 \), we have the following subconvex estimate
\[
L \left( \pi \otimes \pi_1 \otimes \pi_2, \frac{1}{2} \right) \ll_{\varepsilon, F, \pi_1, \pi_2, \pi_\infty} q^{1 - \frac{1 + \vartheta}{6} + \varepsilon}.
\]
In particular, choosing \( \pi_2 = |\cdot|^{it} \otimes |\cdot|^{-it} \) in (a) and \( \pi_1 = 1 \otimes 1 \) in (b) below, Hypothesis 2 is automatically satisfied and we obtain

(a) For \( t \in \mathbb{R} \) and \( \pi_1 \) cuspidal,
\[
L \left( \pi \otimes \pi_1, \frac{1}{2} + it \right) \ll_{\varepsilon, F, \pi_1, \pi_\infty, t} q^{\frac{1}{2} - \frac{1 + \vartheta}{12} + \varepsilon}.
\]

(b) For any \( t \in \mathbb{R} \),
\[
L \left( \pi, \frac{1}{2} + it \right) \ll_{\varepsilon, F, \pi_\infty, t} q^{\frac{1}{4} - \frac{1 + \vartheta}{24} + \varepsilon}.
\]

**Remark 1.1.** We emphasize that Theorems 1 and 2 contain the same numerology of exponents as [5], but the factorization of the degree 8 \( L \)-function is different. It coincides in the special case of the fourth moment, i.e. when \( \pi_1 = \pi_2 = 1 \otimes 1 \).
Remark 1.2. We would like to mention some earlier results concerning the subconvexity problem in the level aspect for $L(\pi \otimes \pi_1 \otimes \pi_2, \frac{1}{2})$.

1. In the case where both $\pi_1$ and $\pi_2$ are two fixed cuspidal representations with finite conductor $n_1$ and $n_2$, Venkatesh’s work [24] together with Woodbury’s work on local integrals in [25] can be used to derive the subconvexity bound

$$L(\pi \otimes \pi_1 \otimes \pi_2, \frac{1}{2}) \ll q^{-\frac{1}{12}},$$

for $\pi$ cuspidal with squarefree finite conductor $q$ which is prime with $n_1n_2$. This result is based on the condition that a certain local epsilon factor $\varepsilon_v$, associated to $\pi_v \otimes \pi_{1,v} \otimes \pi_{2,v}$ is equal to 1 for every place $v$. In [14], Hu removed these local conditions and extended the bound (1.10) to arbitrary level $q$ not necessarily prime with $n_1n_2$, and with arbitrary central characters. Our subconvex bound (1.7) improves therefore on the exponent $\frac{1}{12}$, but conditionally on Hypothesis 1 and 2.

2. Even over the field of rational numbers $\mathbb{Q}$, the exponent (1.8) is new, but it works if $\pi_1$ is tempered at the finite places and both $\pi, \pi_1$ have trivial central character, which is for example the case in [18] since the fixed representation corresponds to an holomorphic cusp form; the authors obtained the exponent $\frac{1}{2} - \frac{1}{80}$. For $\pi_1$ holomorphic, we can cite also [19, 13] where this time the product of the central characters $\omega_{\pi_2}\omega_{\pi_1}$ is not trivial. The holomorphicity for $\pi_1$ has been removed in [11] with an exponent of $\frac{1}{2} - \frac{1}{8000}$. Finally, for a general number field $F$, we mention the work of Michel and Venkatesh [24, 20] where the problem was solved in great generality.

3. The bound (1.9) is an extension of [5, Theorem 4] to an arbitrary number field, the previous record being due to H. Wu with $\frac{1}{4} - \frac{1}{8000}$ [28, Corollary 1.6]. However, when the ground field is $F = \mathbb{Q}$, the exponent has been improved to $\frac{1}{2} + \frac{1}{120}$ [4, Corollary 3].

Remark 1.3. The bound in Theorem 1 depends in fact also on the choice of test vectors at the Archimedean places $\varphi_{i,v} \in \pi_{i,v}$, $i = 1, 2$ that we use to connect the moment (1.6) to a global period of the form (1.2). However, we can fix them by choosing for each $v\mid \infty$ the minimal weight vector $\varphi_{i,v} \in \pi_{i,v}$. This dependence no longer appears in Theorem 2 because here the $\varphi_{i,v}$’s are completely determined by $\pi_{i,v}$ for a given $\pi$ (c.f. Section 4.4 and 5).

1.2.2. Reciprocity and simultaneous non-vanishing for the symmetric square. Assume that $\pi_1 = \pi_2 = \sigma$ is either cuspidal or the standard Eisenstein series $1 \boxplus 1$. As announced at the end of Section 1.1, we can obtain a reciprocity relation in this case (up to a main term). To do this, we make the additional assumption that 1 is squarefree (of course coprime with $q$) and we set $\mathcal{M}(\sigma, \sigma, q, l) := \mathcal{M}(\sigma, q, l)$ (recall Definition (1.6)) and

$$\mathcal{\tilde{M}}(\sigma, l) := \mathcal{G}(\sigma, l, q) + \mathcal{G}(\sigma, l, q),$$

where $\mathcal{\tilde{M}}$ is the same as $\mathcal{M}$, but with $f(\pi_{\infty})$ and $\mathcal{L}(\pi, l)$ replaced by other weight functions $\hat{f}$ and $\hat{\mathcal{L}}$ (c.f. Section 4.6). Observe that in this special case, the triple product $L$-function admits the following factorization [21, eq. (1.5)]

$$L(\pi \otimes \sigma \otimes \sigma, \frac{1}{2}) = \begin{cases} L(\pi, \frac{1}{2})^4 & \text{if } \sigma = 1 \boxplus 1 \\ L(\Sym^2(\sigma) \otimes \pi, \frac{1}{2})L(\pi, \frac{1}{2}) & \text{if } \sigma \text{ is cuspidal.} \end{cases}$$
Theorem 3. Let $\sigma$ be a unitary automorphic representation of $\text{PGL}_2(\mathbb{A}_F)$ which is unramified at the finite places and let $q, l$ two squarefree and coprime ideals with respective norm $q$ and $l$. Assume that $l < q$; then we have the reciprocity relation
\[
\mathcal{M}(\sigma, q, l) = \left(\frac{q}{l}\right)^{1/2} \mathcal{M}(\sigma, l, q) + \text{MT}(\sigma, q, l),
\]
where the main term $\text{MT}(\sigma, q, p)$ satisfies
\[
\text{MT}(\sigma, q, l) = \begin{cases} 
\mathcal{S}(\sigma, q, l) + O_{\sigma, F, \varepsilon} \left( q^{2\theta \varepsilon + \varepsilon l^{1/2}} \right) & \text{if } \sigma \text{ is cuspidal} \\
O_{\sigma, F, \varepsilon} \left( q^{1+\varepsilon l^{-1/2}} \right) & \text{if } \sigma \text{ is Eisenstein,}
\end{cases}
\]
with
\[
\mathcal{S}(\sigma, q, l) := 4q \Delta_F \Lambda(\sigma, \text{Ad}, 1)^2 \zeta_\ell(1) V_F \zeta_\ell(2) \frac{\lambda_\ell(1)^2 \zeta(2)}{\zeta(1)^2}.
\]
Here $V_F$ and $\Delta_F$ are constant associated to $F$ defined in Section 2.1, $\Lambda(\sigma, \text{Ad}, 1)$ is the complete adjoint $L$-function of $\sigma$ and for any ideal $a$ and complex $s$, the partial zeta function $\zeta_a(s)$ is given by $\prod_{v \mid a} \zeta_{F_v}(s)$.

As a consequence of Theorem 3, we obtain the following asymptotic expansion and a simultaneous non-vanishing result (see also [17]).

Theorem 4. Let $\sigma$ be a cuspidal automorphic representation of $\text{PGL}_2(\mathbb{A}_F)$ unramified at the finite places. Let $q$ be a prime ideal of $\mathcal{O}_F$ of norm $q$. Then for any $\varepsilon > 0$, we have the asymptotic formula
\[
\frac{1}{q} \sum_{\pi \text{ cuspidal} \atop c(\pi) = q} L \left( \text{Sym}^2(\sigma) \otimes \pi, \frac{1}{2} \right) L(\pi, \frac{1}{2}) f(\pi) = \frac{2 \Delta_F \Lambda(\sigma, \text{Ad}, 1)^2}{\Lambda_F(2) V_F} + O_{\sigma, F, \varepsilon} \left( q^{-\frac{1}{2} + \theta + \varepsilon} \right).
\]

Corollary 5. Let $\sigma$ cuspidal satisfying Hypothesis 1 and 2, $q$ a prime ideal of norm $q$ and let $\varepsilon > 0$. There exists a positive constant $\lambda = \lambda(\sigma, F, \varepsilon)$ such that for $q$ large enough in terms of $\sigma$ and $\varepsilon$, we have
\[
\left\{ \pi \text{ cuspidal} \atop c(\pi) = q, L \left( \text{Sym}^2(\sigma) \otimes \pi, \frac{1}{2} \right) \neq 0 \right\} \geq \lambda q^{-\frac{1}{2} - \varepsilon}.
\]
2.1. Adele ring. The adele ring of $\mathbf{F}$ is denoted by $\mathbb{A}_\mathbf{F}$ and its unit group $\mathbb{A}_\mathbf{F}^\times$. We also set $\hat{\mathcal{O}}_\mathbf{F} = \prod_{v<\infty} \mathcal{O}_{\mathbf{F}_v}$ for the profinite completion of $\mathcal{O}_\mathbf{F}$ and $\hat{\mathbb{A}}_\mathbf{F} = \{ x \in \mathbb{A}_\mathbf{F}^\times : |x| = 1 \}$, where $|\cdot| : \mathbb{A}_\mathbf{F}^\times \to \mathbb{R}_{>0}$ is the adelic norm map.

2.1.3. Subgroups. If $R$ is a commutative ring, $\text{GL}_2(R)$ is by definition the group of $2 \times 2$ matrices with coefficients in $R$ and determinant in $R^\times$. We also defined the following standard subgroups

$$
\mathcal{B}(R) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \right\} : a, d \in R^\times, b, c \in R, \\
\mathcal{P}(R) = \left\{ \begin{pmatrix} a & b \\ 0 & 1 \end{pmatrix} : a, b \in R, \right\}, \\
\mathcal{Z}(R) = \left\{ \begin{pmatrix} z & 0 \\ 0 & z \end{pmatrix} : z \in R^\times \right\}, \\
\mathcal{A}(R) = \left\{ \begin{pmatrix} a & 0 \\ 0 & 1 \end{pmatrix} : a \in R^\times \right\}, \\
\mathcal{N}(R) = \left\{ \begin{pmatrix} 1 & b \\ 0 & 1 \end{pmatrix} : b \in R \right\}.
$$

We also set

$$
n(x) = \begin{pmatrix} 1 & x \\ 0 & 1 \end{pmatrix}, \quad w = \begin{pmatrix} 1 & 0 \\ -1 & 1 \end{pmatrix} \quad \text{and} \quad a(y) = \begin{pmatrix} y & 0 \\ 0 & 1 \end{pmatrix}.
$$

For any place $v$, we let $\mathbf{K}_v$ be the maximal compact subgroup of $\mathbf{G}(\mathbf{F}_v)$ defined by

$$
\mathbf{K}_v = \begin{cases} 
\text{GL}_2(\mathcal{O}_{\mathbf{F}_v}) & \text{if } v \text{ is finite} \\
\text{O}_2(\mathbb{R}) & \text{if } v \text{ is real} \\
\text{U}_2(\mathbb{C}) & \text{if } v \text{ is complex}
\end{cases}
$$

We also set $\mathbf{K} := \prod_{v} \mathbf{K}_v$. If $v < \infty$ and $n \geq 0$, we define

$$
\mathbf{K}_{v,0}(\varpi_v^n) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \mathbf{K}_v : c \in \mathfrak{m}_v^n \right\}.
$$

If $a$ is an ideal of $\mathcal{O}_\mathbf{F}$ with prime decomposition $a = \prod_{v<\infty} \mathfrak{p}_v \mathfrak{f}_v(a)$ ($\mathfrak{p}_v$ is the prime ideal corresponding to the finite place $v$), then we set

$$
\mathbf{K}_0(a) = \prod_{v<\infty} \mathbf{K}_{v,0}(\varpi_v^{|\mathfrak{f}_v(a)|}).
$$

2.1. Measures. We use the same measures normalizations as in [20, Sections 2.1.3.1]. At each place $v$, $dx_v$ denotes a self-dual measure on $\mathbf{F}_v$ with respect to $\psi_v$. If $v < \infty$, $dx_v$ gives the measure $q_v^{-d_v/2}$ to $\mathcal{O}_{\mathbf{F}_v}$. We define $dx = \prod_v dx_v$ on $\mathcal{A}_\mathbf{F}$. We take $d^x x_v = \zeta_{\mathbf{F}_v}(1) \frac{dx_v}{|x_v|}$ as the Haar measure on the multiplicative group $\mathbf{F}_v^\times$ and $d^x x = \prod_v d^x x_v$ as the Haar measure on the idele group $\mathbb{A}_\mathbf{F}^\times$. We provide $\mathbf{K}_v$ with the probability Haar measure $dk_v$. We identify the subgroups $\mathcal{Z}(\mathbf{F}_v)$, $\mathcal{N}(\mathbf{F}_v)$ and $\mathcal{A}(\mathbf{F}_v)$ with respectively $\mathbf{F}_v^\times$, $\mathbf{F}_v$ and $\mathbf{F}_v^\times$ and equipped them with the measure $d^x z$, $dx_v$ and $d^x y_v$. Using the
Iwasawa decomposition, namely \( \text{GL}_2(F_v) = Z(F_v) \mathbf{N}(F_v) A(F_v) K_v \), a Haar measure on \( \text{GL}_2(F_v) \) is given by

\[
dg_v = d^\times z dx_v d^\times y_v |y_v| dk_v. \tag{2.2}
\]

The measure on the adelic points of the various subgroups are just the product of the local measures defined above. We also denote by \( \dg \) the quotient measure on

\[
X_{\text{PGL}_2} := Z(A_F) \text{GL}_2(F) \setminus \text{GL}_2(A_F),
\]

with total mass \( V_F := \text{vol}(X_{\text{PGL}_2}) < \infty \).

### 2.2. Invariant inner product on the Whittaker model.

Let \( \pi = \otimes_v \pi_v \) be a unitary automorphic representation of \( \text{PGL}_2(A_F) \) and fix \( \psi \) a character of \( F \setminus A_F \). The intertwiner

\[
\pi \ni \varphi \mapsto W_\varphi(g) = \int_{F_v \setminus A_F} \varphi(n(x)g) \psi(-x) dx,
\]

realizes a \( \text{GL}_2(A_F) \)-equivariant embedding of \( \pi \) into a space of functions \( W : \text{GL}_2(A_F) \to \mathbb{C} \) satisfying \( W(n(x)g) = \psi(x) W(g) \). The image is called the Whittaker model of \( \pi \) with respect to \( \psi \) and it is denoted by \( W(\pi, \psi) \). This space has a factorization \( \otimes_v W(\pi_v, \psi_v) \) into local Whittaker models of \( \pi_v \). A pure tensor \( \otimes_v \varphi_v \) has a corresponding decomposition \( \prod_v W_{\varphi_v} \) where \( W_{\varphi_v}(1) = 1 \) and is \( K_v \)-invariant for almost all place \( v \).

We define a normalized inner product on the space \( W(\pi_v, \psi_v) \) by the rule

\[
\vartheta_v(W_v, W'_v) := \zeta_{F_v}(2) \frac{\int_{F_v} W_v(a(y)) \overline{W'_v(a(y))} d^\times y}{\zeta_{F_v}(1)L(\pi_v, \text{Ad}, 1)}. \tag{2.4}
\]

This normalization has the good property that \( \vartheta_v(W_v, W_v) = 1 \) for \( \pi_v \) and \( \psi_v \) unramified and \( W_v(1) = 1 \) [16, Proposition 2.3]. We also fix for each place \( v \) an invariant inner product \( \langle \cdot, \cdot \rangle_v \) on \( \pi_v \) and an equivariant isometry \( \pi_v \to W(\pi_v, \psi_v) \) with respect to \( \vartheta_v \).

Recall that if \( \varphi \) is a cuspidal representation, we have a unitary structure on \( \pi \) given, for any \( \varphi \in \pi \), by

\[
||\varphi||^2_{L^2} := \int_{X_{\text{PGL}_2}} |\varphi|^2.
\]

If \( \pi \) belongs to the continuous spectrum and \( \varphi \) is the Eisenstein series associated to a section \( f : \text{GL}_2(A_F) \to \mathbb{C} \) in an induced representation of \( \text{B}(A_F) \) (see for example [20, Section 4.1.6] for the basic facts and notations concerning Eisenstein series), we can define the norm of \( \varphi \) by setting

\[
||\varphi||^2_{\text{Eis}} := \int_K |f(k)|^2 dk.
\]

We define the canonical norm \( \varphi \) by

\[
||\varphi||^2_{\text{can}} := \begin{cases} ||\varphi||^2_{L^2(X)} & \text{if } \pi \text{ is cuspidal} \\ 2A_F(1)||\varphi||^2_{\text{Eis}} & \text{if } \pi \text{ is Eisenstein}, \end{cases} \tag{2.5}
\]

Using [20, Lemma 2.2.3], we can compare the global and the local inner product: for \( \varphi = \otimes_v \varphi_v \in \pi = \otimes_v \pi_v \) a pure tensor with \( \pi \) either cuspidal or Eisenstein and
non-singular, i.e. \( \pi = \chi_1 \boxtimes \chi_2 \) with \( \chi_i \) unitary, \( \chi_1 \chi_2 = 1 \) and \( \chi_1 \neq \chi_2 \), we have

\[
||\varphi||_{\text{can}}^2 = 2\Delta_F^{1/2} \Lambda^*(\pi, \text{Ad}, 1) \prod_{\nu} \langle \varphi_{\nu}, \varphi_{\nu} \rangle_{\nu},
\]

where \( \Lambda(\pi, \text{Ad}, s) \) is the complete adjoint \( L \)-function \( \prod_{\nu} L(\pi, \text{Ad}, s) \) and \( \Lambda^*(\pi, \text{Ad}, 1) \) is the first nonvanishing coefficient in the Laurent expansion around \( s = 1 \). This regularized value satisfies \([12]\)

\[
\Lambda^*(\pi, \text{Ad}, 1) = C(\pi)^{\nu(1)}, \quad \text{as } C(\pi) \to \infty,
\]

where \( C(\pi) \) is the analytic conductor of \( \pi \), as defined in \([20, \text{Section 1.1}]\).

2.3. Regularized Plancherel formula. In this section, we define a regularization process to define integrals of non-necessarily decaying functions on \( X_{\text{PGL}_2} \). Such a regularization was first introduced by Zagier \([31]\) and then developed adelicly by Michel and Venkatesh in \([20]\) to solve the subconvexity problem for \( \text{GL}_2 \) over an arbitrary number field. We mention also the work of Han Wu \([27]\).

2.3.1. Finitely regularizable functions.

**Definition 2.1.** Let \( \omega \) be a unitary character on \( F^\times \setminus A_F^\times \) and \( \varphi \) a smooth function on \( \text{GL}_2(F) \setminus \text{GL}_2(A_F) \) which transforms by \( \omega \) under the center \( Z(A_F) \). We say that \( \varphi \) is **finitely regularizable** if there exists characters \( \chi_i : F^\times \setminus A_F^\times \to \mathbb{C}^{(1)}, \alpha_i \in \mathbb{C}, n_i \in \mathbb{N} \) and smooth functions \( f_i \in \text{Ind}^{K}_{B(A_F)}(\chi_i, \omega^{-1}|_{B}) \), \( i = 1, \ldots, m \) such that for any \( N \geq 1 \)

\[
\varphi(n(x)a(y)k) = \varphi_N^*(a(y)k) + O(|y|^{-N}), \quad \text{as } |y| \to \infty,
\]

where the **essential constant term** is defined by

\[
\varphi_N^*(n(x)a(y)k) = \varphi_N^*(a(y)k) = \sum_{i=1}^{m} \chi_i(y)|y|^{1/2+\alpha_i}(\log |y|)^{n_i} f_i(k).
\]

We define the set of exponents of \( \varphi \) by

\[
\mathcal{E}(\varphi) := \left\{ \chi_i \cdot |1/2+\alpha_i| : 1 \leq i \leq m \right\},
\]

and \( \mathcal{E}(\varphi)^+ \) (resp. \( \mathcal{E}(\varphi)^- \)) for those exponents with \( \Re(\alpha_i) \geq 0 \) (resp. \( \Re(\alpha_i) < 0 \)). Finally, we write \( \mathcal{A}^{fr}(\text{GL}_2, \omega) \) for the space of finitely regularizable functions.

**Remark 2.2.** The space \( \mathcal{A}^{fr}(\text{GL}_2, \omega) \) contains for example functions of the form \( g \mapsto \chi(\det g) \) for \( \chi \) a quasi-character satisfying \( \chi^2 = \omega \), smooth cusp forms with central character \( \omega \) and Eisenstein series. The set of exponents of an Eisenstein series \( E \) associated to the induced representation \( \chi_1 \boxtimes \chi_2 \) is \( \left\{ \chi_1| \cdot |1/2, \chi_2| \cdot |1/2 \right\} \). Moreover, \( \mathcal{A}^{fr}(\text{GL}_2, \omega) \) contains elements of the form \( \varphi_1 \varphi_2 \) with \( \varphi_i \in \mathcal{A}^{fr}(\text{GL}_2, \omega_i) \) and \( \omega_1 \omega_2 = \omega \). We have

\[
\mathcal{E}(\varphi_1 \varphi_2) = \mathcal{E}(\varphi_1) \mathcal{E}(\varphi_2).
\]

Of course \( \mathcal{E}(\varphi) = \emptyset \) if \( \varphi \) is cuspidal.

**Definition 2.3.** Let \( \omega \) be a unitary character of \( F^\times \setminus A_F^\times \). We denote by \( \mathcal{E}(\text{GL}_2, \omega) \) the \( \mathbb{C} \)-vector space spanned by the derivatives of all Eisenstein series of central character \( \omega \).
Definition 2.4. Let $S$ be a finite set of exponents, in the sense of Definition 2.1 and let $\mathcal{V} \subset A^f(GL_2, 1)$ be the subspace generated by functions whose exponents belong to $S$. Define

$$\mathcal{V} := \bigcup_{|S| < \infty, \chi \in S} \mathcal{V}_S,$$

and

$$\mathcal{W} := \left\{ \varphi \in \mathcal{V} \mid \Re(\chi) \neq \frac{1}{2}, \forall \chi \in \mathcal{E}(\varphi) \right\}.$$

Theorem 2.5. The integral on $L^1(X_{PGL_2}) \cap \mathcal{V}$ extends to a $GL_2(K_F)$-invariant linear functional on $\mathcal{V}$, denoted by $\int_{X_{PGL_2}}^{reg}$.

Proposition 2.6. For every $\varphi \in \mathcal{W}$, there exists a unique function $E(\varphi) \in E(GL_2, \omega)$ such that $\varphi - E(\varphi) \in L^2(X_{PGL_2}, \omega)$. In particular, the map

$$\mathcal{W} \rightarrow E(GL_2, \omega), \varphi \mapsto E(\varphi)$$

is $GL_2(K_F)$-equivariant.

Lemma 2.7. For any $E \in E(GL_2, 1)$, we have

$$\int_{X_{PGL_2}}^{reg} E = 0.$$

Moreover, for any $E_1 \in E(GL_2, \omega_1)$ with $\omega_1 \omega_2 = 1$ and $\mathcal{E}(E_1) \cap \mathcal{E}(E_2) = \emptyset$, we have

$$\int_{X_{PGL_2}}^{reg} E_1 E_2 = 0.$$

Proof. See [27, Lemma 3.1 & Proposition 5.27].

2.3.2. A regularized Plancherel formula. Given $\varphi_1, \varphi_2 \in A^f(GL_2, \omega)$ such that $\varphi_1 \varphi_2 \in \mathcal{V}$, we define the regularized inner product as

$$\langle \varphi_1, \varphi_2 \rangle_{reg} := \int_{X_{PGL_2}}^{reg} \varphi_1 \varphi_2.$$

For $p \geq 1$ and $\varphi$ such that $|\varphi|^p \in \mathcal{V}$, we note also by abuse of notations

$$(2.8) \quad |||\varphi|||_{L^p, reg}^p := \int_{X_{PGL_2}}^{reg} |\varphi|^p.$$

Theorem 2.8 (Regularized Plancherel Formula). Let $\omega$ be a unitary Hecke character and $\varphi_1, \varphi_2 \in \mathcal{W}$ such that the product $\varphi_1 \varphi_2$ belong to $\mathcal{V}$. We assume moreover that the exponents of $\varphi_1$ are disjoint from the exponents of $\varphi_2$. Then

$$\langle \varphi_1, \varphi_2 \rangle_{reg} = \sum_{\text{cusp}} \sum_{\psi \in \mathcal{A}(\pi)} \langle \varphi_1, \psi \rangle \langle \psi, \varphi_2 \rangle + \frac{1}{F_1} \sum_{\chi_2 = \omega} \langle \varphi_1, \varphi_\chi \rangle_{reg} \langle \varphi_\chi, \varphi_2 \rangle_{reg} + \int_{-\infty}^{\infty} \sum_{\mathcal{E}_1 \in \mathcal{E}(\varphi_1), |\mathcal{E}_1| - \mathcal{E}_2} \langle \varphi_1, E(\cdot, \varphi_1) \rangle_{reg} \langle E(\cdot, \varphi_1), \varphi_2 \rangle_{reg} \frac{dt}{4\pi} + \langle \varphi_1, \varphi_2 \rangle_{reg} + \langle \mathcal{E}_1, \varphi_2 \rangle_{reg}$$

where $\mathcal{E}_i = \mathcal{E}(\varphi_i)$. 
Proof. We follow the ideas of Michel and Venkatesh in [20, Proposition 4.3.8]. Let $\mathcal{E} \in \mathcal{E}(\text{GL}_2, \omega)$ with $\Re(\chi) \neq 1/2$ for any $\chi \in \mathcal{E}(\mathcal{E})$. Let $\pi$ be a generic automorphic representation and denote by $\mathcal{B}(\pi)$ an orthonormal basis of $\pi$. Let $\Pi$ be the representation underlying $\mathcal{E}$: $\mathcal{E}$ being a sum of Eisenstein series, $\Pi$ is the direct sum of the corresponding induced representations. Then the projection operator

$$
\Pi \longrightarrow \pi, \quad f \mapsto \sum_{\psi \in \mathcal{B}(\pi)} \langle \mathcal{E}(f), \psi \rangle_{\text{reg}} \psi,
$$

defines a $\text{GL}_2(\mathbb{A}_F)$-equivariant map between $\Pi$ and $\pi$. This comes from the fact that if $\mathcal{B}(\pi) = \{\psi\}$, then $\{g \cdot \psi\}$ is also an orthonormal basis and Theorem 2.5 for the $\text{GL}_2(\mathbb{A}_F)$-invariance. Since $\Re(\chi) \neq 1/2$, all components of $\Pi$ have no subquotient isomorphic to a standard automorphic representation, and thus this map is zero since $\pi$ is irreducible by definition. Similarly $\langle \mathcal{E}_1, \mathcal{E}_2 \rangle_{\text{reg}} = 0$ since $\mathcal{E}(\phi_1) \cap \mathcal{E}(\phi_2) = \emptyset$ (see Lemma 2.7).

If $\pi$ is a one-dimensional representation generated by $\phi_\chi : g \mapsto \chi(\det g)$ with $\chi^2 = \omega$, then the fact that $\langle \mathcal{E}, \phi_\chi \rangle_{\text{reg}} = 0$ follows from Lemma 2.7. Indeed, if $\Pi$ is the underlying representation of $\mathcal{E}$, then $\mathcal{E}_{\mathcal{F}} = \tilde{\mathcal{E}} \in \mathcal{E}(\text{GL}_2, 1)$ and its associated representation is given by the twist $\pi \otimes \chi$. We conclude using the usual Plancherel formula with $\phi_i - \mathcal{E}_i \in L^2(X_{\text{PGL}_2}, \omega)$.

Remark 2.9. Assume that $\phi_1$ is an automorphic form of level $\mathfrak{a}$, i.e. is invariant under the subgroup $K_1(\mathfrak{a})$. Then in view of Proposition 2.6, $\mathcal{E}(\phi_1)$ has the same level and we can add level restriction in Theorem 2.8 (see [30, Proposition 2.7]).

2.4. Integral representations of triple product $L$-functions. Let $\pi_1, \pi_2$, and $\pi_3$ be three unitary automorphic representations of $\text{PGL}_2(\mathbb{A}_F)$. Consider the linear functional on $\pi_1 \otimes \pi_2 \otimes \pi_3$ defined by

$$
I(\phi_1 \otimes \phi_2 \otimes \phi_3) := \int_{X_{\text{PGL}_2}} \phi_1 \phi_2 \phi_3.
$$

This period is closely related to the central value of the triple product $L$-function $L(\pi_1 \otimes \pi_2 \otimes \pi_2, \frac{1}{2})$. In order the state the result, we write $\pi_v = \otimes_{i \in \mathfrak{g}} \pi_{i, v}$ and for each $v$, we consider the matrix coefficient

$$
I_v(\phi_1, v \otimes \phi_2, v \otimes \phi_3, v) := \int_{\text{PGL}_2(F_v)} \left( \prod_{i=1}^{3} \langle \pi_{i, v}(g_v) \phi_{i, v}, \phi_{i, v} \rangle_v \right) dg_v.
$$

It is a fact that [20, (3.27)]

$$
\frac{I_v(\phi_1, v \otimes \phi_2, v \otimes \phi_3, v)}{\prod_{i=1}^{3} \langle \phi_{i, v}, \phi_{i, v} \rangle_v} = \zeta_{F_v}(2)^{-2} \frac{\prod_{i=1}^{3} L(\pi_{i, v}, \text{Ad}, 1)}{L(\pi_{1, v} \otimes \pi_{2, v} \otimes \pi_{3, v}, \frac{1}{2})},
$$

when $v$ is non-Archimedean and all vectors are unramified. It is therefore natural to consider the normalized version

$$
I_v(\phi_1, v \otimes \phi_2, v \otimes \phi_3, v) := \zeta_{F_v}(2)^{-2} \frac{\prod_{i=1}^{3} L(\pi_{i, v}, \text{Ad}, 1)}{L(\pi_{1, v} \otimes \pi_{2, v} \otimes \pi_{3, v}, \frac{1}{2})} I'_v(\phi_1, v \otimes \phi_2, v \otimes \phi_3, v).
$$

The following proposition connects the global trilinear form $I$ with the central value $L(\pi_1 \otimes \pi_2 \otimes \pi_3, \frac{1}{2})$ and the local matrix coefficients $I_v$. The proof when at least one of the $\pi_i$’s is Eisenstein and at least one is cuspidal can be found in [20, (4.21)] and is a consequence of the Rankin-Selberg method. The result when all $\pi_i$ are cuspidal is due to Ichino [15] and when all the $\pi_i$’s are Eisenstein is [20, Lemma 4.4.3].
Proposition 2.10. Let \( \pi_1, \pi_2, \pi_3 \) be unitary automorphic representations of \( \text{PGL}_2(\mathbb{A}_F) \) such that \( \pi_1 \) is either cuspidal or Eisenstein and non-singular. Let \( \varphi_i = \otimes_v \varphi_{i,v} \in \otimes_v \mathcal{H} \) be pure tensors and set \( \varphi := \varphi_1 \otimes \varphi_2 \otimes \varphi_3 \).

a) If \( \pi_2 \) and \( \pi_3 \) are cuspidal, then

\[
\frac{|I(\varphi)|^2}{\prod_{v=1}^3 \|\varphi_v\|^2_{\text{can}}} = \frac{C}{8\Delta_F^{3/2}} \cdot \frac{\Lambda(\pi_1 \otimes \pi_2 \otimes \pi_3, \frac{1}{2})}{\prod_{v=1}^3 \Lambda^*(\pi_v, \text{Ad}, 1)} \prod_{v=1}^3 I_v(\varphi_v, \varphi_v),
\]

with \( C = \Lambda_F(2) \) if \( \pi_1 \) is cuspidal and \( C = 1 \) if \( \pi_1 \) is Eisenstein and non-singular.

Assume from now that for \( j = 2, 3 \), \( \pi_j \) is Eisenstein of the form \( | \cdot |^s \mathfrak{M} | \cdot |^{-it} \) for some \( t \in \mathbb{R} \), then we define \( \varphi_j \) as the Eisenstein series associated to the section \( f_j(0) \in \mathfrak{M} | \cdot |^{-it} \) which, for \( \Re(s) > 0 \), is defined by

\[
f_j(g, s) := |\det(g)|^{s+1/2+it} \int_{\mathbb{A}_F^*} \Psi_j((0,t)g)|t|^{1+2(s+it)} d^\times t,
\]

where \( \Psi_j = \prod_v \Psi_{j,v} \) with \( \Psi_{j,v} = 1 \otimes_{\mathcal{O}_{p,v}} \) for finite \( v \) and \( j = 2, 3 \).

b) If \( \pi_2 \) is cuspidal and \( \pi_3 \) is Eisenstein as above, then

\[
\frac{|I(\varphi)|^2}{\prod_{v=1}^2 \|\varphi_v\|^2_{\text{can}}} = \frac{1}{4\Delta_F^{1/2}} \cdot \frac{\Lambda(\pi_1 \otimes \pi_2 \otimes \pi_3, \frac{1}{2})}{\prod_{v=1}^2 \Lambda^*(\pi_v, \text{Ad}, 1)} \prod_{v=1}^2 I_v(\varphi_{1,v} \otimes \varphi_{2,v} \otimes f_{3,v}),
\]

c) If both \( \pi_2 \) and \( \pi_3 \) are Eisenstein, then

\[
\frac{|I(\varphi)|^2}{\|\varphi_1\|^2_{\text{can}}} = \frac{1}{2\Delta_F^{1/2}} \cdot \frac{\Lambda(\pi_1 \otimes \pi_2 \otimes \pi_3, \frac{1}{2})}{\Lambda^*(\pi_1, \text{Ad}, 1)} \prod_{v=1}^2 I_v(\varphi_{1,v} \otimes f_{2,v} \otimes f_{3,v}),
\]

2.5. Hecke operators. Let \( \mathfrak{p} \) be a prime ideal of \( \mathcal{O}_F \) of norm \( p \) and \( n \in \mathbb{N} \). Let \( F_p \) be the completion of \( F \) at the place corresponding to the prime \( \mathfrak{p} \) and \( \varpi_p \) be a uniformizer of the ring of integer \( \mathcal{O}_{F_p} \). Let \( H_p^n \) be the double coset in \( \text{GL}_2(F_p) \)

\[
H_p^n := \text{GL}_2(\mathcal{O}_{F_p}) \left( \prod_{v \neq \mathfrak{p}} \mathcal{O}_{F_p}^n \right) \text{GL}_2(\mathcal{O}_{F_p}),
\]

which, for \( n \geq 1 \), has measure \( p^{n-1}(p+1) \) with respect to the Haar measure on \( \text{GL}_2(F_p) \) assigning mass 1 to \( \text{GL}_2(\mathcal{O}_{F_p}) \) [24, Section 2.8]. We consider the compactly supported function

\[
\mu_p^n := \frac{1}{p^{n/2}} \sum_{0 \leq k \leq \frac{p}{2}} 1_{H_p^{n-2k}}.
\]

Given now any \( f \in \mathcal{C}^\infty(\text{GL}_2(\mathbb{A}_F)) \), the Hecke operator \( T_p^n \) is given by the convolution of \( f \) with \( \mu_p^n \), i.e. for any \( g \in \text{GL}_2(\mathbb{A}_F) \),

\[
(T_p^n f)(g) = (f * \mu_p^n)(g) := \int_{\text{GL}_2(F_p)} f(gh) \mu_p^n(h) dh,
\]

and the function \( h \mapsto f(gh) \) has to be understood under the natural inclusion \( \text{GL}_2(F_p) \hookrightarrow \text{GL}_2(\mathbb{A}_F) \). This definition extends to an arbitrary integral ideal \( \mathfrak{a} \) by multiplicativity.

The main advantage of this abstract definition is that it simplifies a lot when we deal with \( \text{GL}_2(\mathbb{A}_F) \)-invariant functionals. Indeed, consider the natural action of \( \text{GL}_2(\mathbb{A}_F) \) on \( \mathcal{C}^\infty(\text{GL}_2(\mathbb{A}_F)) \) by right translation and let \( \ell : \mathcal{C}^\infty(\text{GL}_2(\mathbb{A}_F)) \times \mathcal{C}^\infty(\text{GL}_2(\mathbb{A}_F)) \to \mathbb{C} \) be
a $\text{GL}_2(\mathbb{A}_F)$-invariant bilinear functional. Then for any $f_1, f_2$ which are right $\text{GL}_2(\mathcal{O}_F)$-invariant, we have the relation

$$\ell(T_p^n f_1, f_2) = \frac{1}{p^{n/2}} \sum_{0 \leq k \leq n/2} \gamma_{n-2k} \left( \left( \frac{1}{x^{n-2k}} \right) \cdot f_1, f_2 \right),$$

with

$$\gamma_r := \begin{cases} 1 & \text{if } r = 0 \\ p^{r-1}(p+1) & \text{if } r \geq 1. \end{cases}$$

3. Estimations of Regularized Periods

Let $\pi_1, \pi_2$ be unitary automorphic representations of $\text{GL}_2(\mathbb{A}_F)$ with trivial central character which we assume to satisfy Hypothesis 1. To simplify the argument in Section 3.1.1, we suppose that if $\pi_i$ is Eisenstein, then it is the standard $1 \boxtimes 1$ induced from two trivial characters. Let $\varphi_i = \otimes_v \varphi_{i,v} \in \pi_i = \otimes_v \pi_{i,v}$ be $\text{GL}_2(\mathcal{O}_F)$-invariant vectors defined as follows:

- For $\pi_i$ cuspidal, fix a unitary structure $\langle \cdot, \cdot \rangle_{i,v}$ on each $\pi_{i,v}$ compatible with (2.4) as in Section 2.2 and take $\varphi_{i,v}$ to have norm 1.
- If $\pi_i = 1 \boxtimes 1$, we let $\varphi_i$ be the Eisenstein series associated to the section defined in (2.12).

Let $l$ be an ideal of $\mathcal{O}_F$. In order to not clutter the treatment and the combinatorial with the Hecke operators, we take $l$ of the form $p^n$ with $p \in \text{Spec}(\mathcal{O}_F)$ and $n \in \mathbb{N}$ and set $p$ for the norm of $p$, so that $\ell = p^n$ is the norm of $l$. For $0 \leq r \leq n$, we write as usual

$$\varphi_{i}^{p^r} := \left( \frac{1}{x^p} \right) \cdot \varphi_i.$$ 

In Section 3.1, we establish a bound for a particular $L^2$-norm of automorphic forms. In Section 3.2, we examine some degenerate contribution appearing in the regularized Plancherel formula. Finally, we combine both results in Section 3.3 to estimate a generic expansion, which can be seen as a period analogue of [26, Theorem 6.6].

**Remark 3.1.** Observe that for every finite place $v$, our local vectors $\varphi_{i,v}$ are uniquely determined. Indeed there are defined explictely by (2.12) in the Eisenstein case and if $\pi_i$ is cuspidal, there is a unique $L^2$-normalized $K_v$-invariant vector in $\pi_v$. We allow here the infinite component $\varphi_{i,\infty}$ to have a certain degree of freedom. In fact, these will be chosen for Theorem 2 in Section 4.4 and will depend only on $\pi_\infty$: $\pi$ being the representation for which we want to obtain subconvexity in Section 5. We make therefore the convention that all $\ll$ involved in Sections 3 and 4 depend implicitly on $\varphi_{1,\infty}$ and $\varphi_{2,\infty}$. We can also fix them by choosing for each infinite place $v$, $\varphi_{i,v} \in \pi_{i,v}$ to be the vector of minimal weight.

3.1. A $L^2$-norm.

**Proposition 3.2.** For sufficiently small $\varepsilon > 0$, we have the following estimation

$$\int_{X_{\text{PGL}_2}} \left| \varphi_1 \varphi_2 \right|^2 \ll_{\pi_1,\pi_2,\varepsilon} \ell^\varepsilon.$$
Remark 3.3. The above Proposition becomes of course trivial if \( \pi_1 \) and \( \pi_2 \) are cuspidal. Indeed in this case we just apply Cauchy-Schwarz to get the bound \( \| \varphi_1 \|_{L^2}^2 \| \varphi_2 \|_{L^2}^2 \). We will therefore assume for the rest of Section 3.1 that at least one of the \( \pi_i \)'s is Eisenstein.

3.1.1. A deformation argument. Assume for example that \( \pi_1 = 1 \oplus 1 \) is the standard Eisenstein series induced from the trivial characters. Then even if the regularized integral is well defined, we cannot apply Plancherel formula 2.8 to the regularized inner product \( \langle |\varphi_1|^2, |\varphi_2|^2 \rangle_{\text{reg}} \) because the exponent of \( |\varphi_1|^2 \) is \( | \cdot | ! \) ! To remedy this situation, we can use some deformation techniques which were developped by Michel and Venkatesh in [20, § 5.2.7]. For \( s \in \mathbb{C} \), we write \( \pi_i(s) \) for the \( s \)-deformation; that is \( \pi_i(s) = \pi_i \) if \( \pi_i \) is cuspidal, and \( \pi_i(s) = | \cdot |^s \boxplus | \cdot |^{-s} \) if \( \pi_i \) is Eisenstein. We write \( \varphi_i(s) \in \pi_i(s) \) for the corresponding \( s \)-deformation and define

\[
\Phi_1(s) := \varphi_1(s)\overline{\varphi_1 \left( \frac{s}{2} \right)} \quad \text{and} \quad \Phi_2(s) := \varphi_2 \left( \frac{s}{3} \right)\overline{\varphi_2 \left( \frac{s}{4} \right)}.
\]

Then

\[
\mathcal{P}(t; s) := \int_{X_{PGL_2}} \Phi_1(s)\overline{\Phi_2(s)} dt
\]

is a well-defined holomorphic function in a neighborhood of the origin and its value at \( s = 0 \) is given by the original quantity that we want to study, i.e.

\[
\mathcal{P}(t; 0) = \int_{X_{PGL_2}} |\varphi_1 \varphi_2|^2 dt.
\]

The result of Proposition 3.2 is of course true if \( n = 0 \) (recall \( \mathfrak{l} = p^n \)). We thus assume the conclusion for every \( m < n \) and we want to prove it for \( m = n \). Using the identity (2.14), we make the Hecke operator \( \mathcal{T}_1 \) appear as follows

\[
\mathcal{P}(t; s) = \frac{\mathfrak{l}^{1/2}}{\gamma_n} \int_{X_{PGL_2}} \mathcal{T}_1(\Phi_1(s))\overline{\Phi_2(s)} dt - \sum_{1 \leq k \leq \frac{n}{2}} \frac{\gamma_{n-2k}}{\gamma_n} \mathcal{P}(y^{n-2k}; s),
\]

where the \( \gamma_i \)'s are given by (2.15) and the sum on the righthand side appears only if \( n \geq 2 \). Using the induction hypothesis yields

\[
\mathcal{P}(t; 0) = \frac{\mathfrak{l}^{1/2}}{\gamma_n} \int_{X_{PGL_2}} \mathcal{T}_1(\Phi_1(0))\overline{\Phi_2(0)} dt + O \left( \mathfrak{p}^{(n-2)} \right).
\]

We want to apply Theorem 2.8 to the regularized inner product in (3.4) for \( s \) in a suitable open subset. For explicitness, we take

\[
\Omega = \{ s \in \mathbb{C} \mid 0 < |s| < \delta \}
\]

for some absolute \( \delta > 0 \). For \( s \in \Omega \), the functions \( \Phi_1(s) \) and \( \Phi_2(s) \) satisfy the hypothesis of the regularized Plancherel formula. We obtain therefore the following decomposition

\[
\int_{X_{PGL_2}} \mathcal{T}_1(\Phi_1(s))\overline{\Phi_2(s)} dt = \mathcal{G}(t; s) + \mathcal{O}(t; s) + \mathcal{D}(t; s),
\]

where \( \mathcal{G}(t; s) \) denotes the generic part, \( \mathcal{O}(t; s) \) the one-dimensional part and the degenerate contribution is given by

\[
\mathcal{D}(t; s) = (\mathcal{T}_1(\Phi_1(s)), \mathcal{E}_2(s))_{\text{reg}} + (\mathcal{T}_1(\Phi_1(s)), \mathcal{E}_2(s))_{\text{reg}},
\]

with \( \mathcal{E}_i(s) = \mathcal{E}(\Phi_i(s)) \). Note that we implicitly used the fact that

\[
\mathcal{T}_1(\Phi_1(s)) = \mathcal{E}(\mathcal{T}_1(\Phi_1(s))).
\]
which comes from the $GL_2(\mathbb{A}_F)$-equivariance in Proposition 2.6. The generic part also defines an holomorphic function on $\Omega$. It is moreover regular at $s = 0$; its value being given by (observe that $\Phi_2(s)$ is invariant under the group $GL_2(\hat{\mathbb{O}}_F)$)

\[
\mathcal{G}(l; 0) = \sum_{\pi \text{ cuspidal}} \lambda_\pi(l) \sum_{\psi \in \mathcal{B}(\pi, \mathbb{O}_F)} \langle \Phi_1, \psi \rangle \langle \psi, \Phi_2 \rangle
\]

(3.8)

\[
+ \frac{1}{4\pi} \sum_{\chi \in \mathbb{F}^\times \setminus \mathbb{A}_F^{\times}} \int_{-\infty}^{\infty} \lambda_{\chi, it}(l) \sum_{\psi_{it} \in \mathcal{B}(\chi, \chi^{-1}, it, \mathbb{O}_F)} \langle \Phi_1, E(\psi_{it}) \rangle_{\text{reg}} \langle E(\psi_{it}), \Phi_2 \rangle_{\text{reg}} dt,
\]

where $\Phi_1 = \Phi_1(0)$ and $\mathcal{B}(\pi, \mathbb{O}_F)$ denotes an orthonormal basis of $GL_2(\hat{\mathbb{O}}_F)$-invariant vectors in $\pi$ and similarly for $\mathcal{B}(\chi, \chi^{-1}, it, \mathbb{O}_F)$. Because the Hecke eigenvalues satisfies the upper bound $|\lambda_\pi(l)| \leq (n + 1) \ell^\theta$, we obtain using Cauchy-Schwarz inequality

(3.9) \[|\mathcal{G}(l; 0)| \leq (n + 1) \ell^\theta \left( \mathcal{G}(\Phi_1) \mathcal{G}(\Phi_2) \right)^{1/2},\]

with

(3.10) \[\mathcal{G}(\Phi_1) := \sum_{\pi \text{ cuspidal}} \sum_{\psi \in \mathcal{B}(\pi, \mathbb{O}_F)} |\langle \Phi_1, \psi \rangle|^2\]

Remark 3.4. The quantity (3.10) is finite and depends only on $\pi_1, \pi_2$ and our choices at the infinite component $\varphi_{1,\infty}$ and $\varphi_{2,\infty}$. To be more explicit, if $\pi_i$ is cuspidal, then adding the one-dimensional contribution to (3.10) (only the trivial character counts) completes the spectral expansion and thus we obtain

\[\mathcal{G}(\Phi_1) = ||\varphi_1||^4_{L^4} - ||\varphi_1||^4_{L^2}.\]

If $\pi_i = 1 \oplus 1$, then Lemma 3.5 below tells us that for sufficiently small $\varepsilon > 0$, we have

\[\mathcal{G}(\Phi_1) \leq ||\varphi_1||^4_{L^4,\text{reg}} + 2 \max_{|s|=\varepsilon} |\mathcal{E}(\Phi_1(s)), \Phi_1(\pi/2)|_{\text{reg}}|,\]

where the last degenerate contribution will be computed explicitly in Section 3.2.

Assuming now that $\pi_1$ is Eisenstein (c.f. Remark 3.3), the one-dimensional part $\mathcal{G}(l; s)$ is zero because the exponents of $\varphi_1(s)$ are disjoint from the exponents of $\varphi_1(\pi/2)$ and thus the contribution is zero in this case (see Lemma 2.7). Moreover, from the above observations and (3.6), we obtain:

Lemma 3.5. The additional contribution $s \mapsto \mathcal{G}(l; s) + \mathcal{D}(l; s)$ defines an holomorphic function on the open disc of radius $\delta$. In particular, for every $0 < \varepsilon < \delta$, we have by Cauchy’s formula

\[|\mathcal{G}(l; 0) + \mathcal{D}(l; 0)| \leq \max_{|s|=\varepsilon} |\mathcal{G}(l; s) + \mathcal{D}(l; s)| = \max_{|s|=\varepsilon} |\mathcal{D}(l; s)|.\]
3.1.2. A first estimation of $\mathcal{D}(t; s)$. Let $\varepsilon > 0$ be a small real number. For $|s| = \varepsilon$, we want to give an upper bound for the degenerate term $\mathcal{D}(t; s)$ defined in (3.7). Because the Hecke operator $T_l$ is self-adjoint with respect to the regularized inner product, it is enough to bound the expression

$$\langle T_l E_1(s), \Phi_2(s) \rangle_{\text{reg}}.$$ 

We can also assume that $\pi_1$ is Eisenstein, otherwise $E_1(s) = 0$. It follows by Remark 2.9 that the exponents of $\Phi_1(s) = \varphi_1(s) \mathcal{P}(s/2)$ are

$$\left\{ | \cdot |^{1+3s/2}, | \cdot |^{1+s/2}, | \cdot |^{1-s/2}, | \cdot |^{1-3s/2} \right\},$$

and thus $E_1(s)$ is a sum of two Eisenstein series, each of them obtained from one of the following induced representations

$$| \cdot |^{1/2+3s/2} \boxtimes | \cdot |^{-1/2+3s/2} \text{ and } | \cdot |^{1/2+3s/2} \boxtimes | \cdot |^{-1/2+3s/2}.$$ 

Therefore, each of these Eisenstein series is an eigenfunction of the Hecke operator with eigenvalue of size at most $(n+1)\ell^{1/2+3\varepsilon/2}$ and thus

$$|\langle T_l E_1(s), \Phi_2(s) \rangle_{\text{reg}}| \leq 4(n+1)\ell^{1/2+3\varepsilon/2} |\langle E_1(s), \Phi_2(s) \rangle_{\text{reg}}|.$$ 

Of course the last contribution depends only on $\varepsilon$, $\pi_1$, $\pi_2$ and the infinite datas, which is satisfactory for Proposition 3.2. However, as said in Remark 3.4, it will be evaluated in details in the next section. Finally, the above estimation, together with Lemma 3.5, (3.9), (3.6), (3.4) and (3.3) give the conclusion of Proposition 3.2.

3.2. A degenerate term. We let $\pi_1$ and $\varphi_1$ be as before and set $\pi_3 = 1 \boxtimes 1$ with $\varphi_3 = E(f_3(0))$ be the unitary Eisenstein series associated to (2.12). Given two small non-zero complex numbers $s, t$ with $|s| \neq |t|$, we wish to understand the value at the point

$$\mathbf{P}(l) := \varphi_1 \boxtimes \varphi_2 \boxtimes \varphi_3(s) \boxtimes \varphi_3(t)^\dagger$$

of the GL$_2(\mathbb{A}_F)$-invariant linear functional

$$\mathcal{H}_{s,t} : \pi_1 \boxtimes \pi_2 \boxtimes \pi_3(s) \boxtimes \pi_3(t) \longrightarrow \mathbb{C}$$

defined by the rule

$$\mathcal{H}_{s,t}(\varphi_1, \varphi_2, \varphi_3, \varphi_4) := \int_{X_{\text{PGL}_2}} \phi_1 \phi_2 \mathcal{E}(\phi_3 \phi_4).$$

The map $\mathcal{H}_{s,t}$ is analyzed in details in [20, § 5.2.9]. In fact, expanding the constant term in the product $\varphi_3(s) \varphi_3(t)^\dagger$, we see that $\mathcal{E}(\varphi_3(s) \varphi_3(t)^\dagger)$ is made of four Eisenstein series, each of them induced by one of the following section

$$f_3(s)f_3(t)^\dagger, f_3(s)^\dagger Mf_3(s), f_3(s)Mf_3(t)^\dagger, Mf_3(s)Mf_3(t)^\dagger.$$ 

The operator $M : \pi_3(s) \rightarrow \pi_3(-s)$, $f \mapsto \int_{x \in \mathbb{A}_F} f(wn(x)g)dx$ is the standard intertwiner. By [20, § 4.1.8], it factorizes as $M = c \prod_v M_v$ with $|c| = 1$ and $M_v : \pi_{3,v}(s) \rightarrow \pi_{3,v}(-s)$ has the property that for every place $v$ not dividing the discriminant of $\mathbf{F}$, it takes the spherical vector with value 1 on $K_v$ to the spherical vector with value 1 on $K_v$. In any cases, it preserves norms up to a scalar which depends only on $\psi_v$ (note that $\psi$ is fixed by the discriminant of $\mathbf{F}$ by § 2.1.4). It follows that

$$|\mathcal{H}_{s,t}(\mathbf{P}(l))| \leq \sum_{\pm, \pm} |\mathcal{H}_{s,t}^\pm(\mathbf{P}(l))|,$$
with
\[ H_{s,t,v}^{\pm,+}(\mathbb{F}(l)) = \frac{\Lambda_{\mathbb{F}}(1 + 2s)\Lambda_{\mathbb{F}}(1 + 2t)}{\Lambda_{\mathbb{F}}(2 + 2(\pm s \pm t))} \Lambda(\pi_1 \otimes \pi_2 \otimes | \cdot |^{\pm s \pm t}) \prod_v H_{s,t,v}^{\pm}(l_v), \]

where for any finite \( v, l_v \) is the extended ideal \( l = p^n \) in the complete ring \( \mathcal{O}_{\mathbb{F}, v} \) and the local factors are defined by
\[ H_{s,t,v}^{+,+}(l_v) := \zeta_{\mathbb{F}, v}(2 + 2(s + t))\int_{N(\mathbb{F}_v) \backslash \text{PGL}_2(\mathbb{F}_v)} W_{1,v} W_{2,v} W_{3,v}(s) f_{3,v}(t)^l_v. \]

The other terms \( H_{s,t,v}^{+, -}, H_{s,t,v}^{-, +} \) and \( H_{s,t,v}^{-, -} \) are defined similarly, by introducing the operator \( M_v \) in front of the \( f_{3,v} \)'s and by changing \( s \) to \( -s \) or \( t \) to \( -t \) as in (3.12).

Because of our normalization, we have for any finite \( v \) prime with the discriminant and \( v \)
\[ H_{s,t,v}^{\pm, \pm}(l_v) = 1. \]

Moreover, for \( v < \infty \) and \( v \nmid \Delta_{\mathbb{F}} \)
\[ H_{s,t,v}^{-, +} = H_{s,t,v}^{+, -}, \quad H_{s,t,v}^{+, -} = H_{s,t,v}^{+, +}, \quad H_{s,t,v}^{-, -} = H_{s,t,v}^{-, +}. \]

We conclude that for small \( \varepsilon > 0 \) and for \( s, t \) such that \( |s| = 2|t| = \varepsilon \), we have
\[ H_{s,t}(\mathbb{F}(l)) \ll_{\varepsilon} \max_{|s| = \varepsilon} \left| \int_{N(\mathbb{F}_p) \backslash \text{PGL}_2(\mathbb{F}_p)} W_{1,p} W_{2,p} W_{3,p}(s) f_{3,p}(t)^l_p \right|, \]

where we recall that the bound depends also on \( \pi_1, \pi_2 \) and the choice of the infinite datas \( \varphi_{1, \infty}, \varphi_{2, \infty} \) and \( f_{3, \infty} \). Using Proposition 6.2, we obtain :

**Proposition 3.6.** Let \( \varepsilon > 0 \) be a small real number. Then for all \( s, t \in \mathbb{C} \) with \( |s| = 2|t| = \varepsilon \), we have
\[ H_{s,t}(\mathbb{F}(l)) \ll_{\mathbb{F}, \pi_1, \pi_2, \varepsilon} \ell^{-1 + \varepsilon}. \]

**Remark 3.7.** Proposition 3.6 stills valid for a small deformation of \( \pi_1 \) and \( \pi_2 \), which is actually how degenerate terms appear in our paper (see for example (3.17),(4.7)).

### 3.3. A generic term.

The combination of Propositions 3.2 and 3.6 gives the following estimate for a particular generic expansion :

**Proposition 3.8.** Let \( \varepsilon > 0 \). Then the generic expansion
\[ \sum_{\pi \text{ cuspidal}} \sum_{\psi_1 \in \mathcal{B}(\pi)} \left| \langle \varphi_1 \varphi_2, \psi_1 \rangle \right|^2 
+ \sum_{\chi \in \mathcal{F}_x \backslash \mathcal{A}_F} \int_{-\infty}^{\infty} \left| \langle \varphi_1 \varphi_2, E(\psi t) \rangle \right| \left| \left( \langle \varphi_1 \varphi_2, \psi t \rangle \right) \right|^2 \frac{dt}{4\pi}, \]

is bounded, up to a constant depending on \( \pi_1, \pi_2, \mathbb{F} \) and \( \varepsilon \), by \( \ell^\varepsilon \).

**Proof.** Assume first that both \( \pi_1 \) are cuspidal. Then the expansion (3.15) is equal to
\[ \left| \varphi_1 \varphi_2 \right|_{L^2}^2 - V_{\mathbb{F}}^{-1} \sum_{\chi \in \chi_{x}^{2}} \left| \langle \varphi_1 \varphi_2, \varphi_\chi \rangle \right|^2. \]

The \( L^2 \)-norm is bounded by 1 by Proposition 2.6. The one-dimensional contribution is zero if \( \pi_1 \) is not isomorphic to a quadratic twist of \( \pi_2 \). Otherwise, since the \( \pi_i \)'s are unramified at the finite places, there exists at most one quadratic \( \chi \) such that
$$\pi_1 \simeq \pi_2 \otimes \chi$$ (see [22, p. 3]). For such a \(\chi\), we have using the identity (2.14) and the temperedness

\[(3.16) \quad \left| \int_{X_{\text{PGL}_2}} \varphi_1 \varphi_2 \varphi_{\chi} \right| \leq \zeta_{F_p}(1) \frac{n + 1}{e^{1/2}} \|\varphi_1\|_{L^2} \|\varphi_2\|_{L^2},\]

which gives the result in the case where \(\pi_1\) and \(\pi_2\) are cuspidal.

Assume now that at least one of the \(\pi_i\)'s is Eisenstein. Then returning to Section 3.1.1 and applying Theorem 2.8 to (3.2) with \(\Phi_1(s) = \varphi_1(s)\varphi_3(s/2)\) and \(\Phi_2(s) = \varphi_1(3/3)\varphi_2(\pi/4)\) in (4.1), we first observe that there is no one-dimensional contribution. Indeed, this is because of the disjointness of the exponents. Hence by the analysis made in the preceding two sections, the expansion (3.15) is equal to

\[\mathcal{P}(l; 0) + \text{additional terms}.\]

By Lemma 3.5, this additional contribution is bounded by

\[(3.17) \quad \max_{|s| = \varepsilon} \left| \left| \langle \Phi_1(s), E(\Phi_2(s)) \rangle \right| \right|_{\text{reg}} + \left| \langle E(\Phi_1(s)), \Phi_2(s) \rangle \right|_{\text{reg}} \].

Hence the conclusion follows from Proposition 2.6 for \(\mathcal{P}(l; 0)\), Proposition 3.6 and Remark 3.7 for the above degenerate term. \(\square\)

4. A Symmetric Period

Let \(\pi_1, \pi_2\) and \(\varphi_i \in \pi_i\) as in Section 3. We take \(\mathfrak{q}\) a squarefree ideal of \(\mathcal{O}_F\) and \(\mathfrak{l}\) an integral ideal of the form \(\mathfrak{p}^n\) with \(n \in \mathbb{N}\) and \(\mathfrak{p} \in \text{Spec}(\mathcal{O}_F)\) coprime with \(\mathfrak{q}\). We write \(q, p, \ell\) for the norms of \(\mathfrak{q}, \mathfrak{p}\) and \(\mathfrak{l}\) respectively. We also adopt the convention that all \(\ll\) involved in this section depend implicitly on the infinite data \(\varphi_{i, \infty}\) (c.f. Remark 3.1).

Setting

\[(4.1) \quad \Phi = \varphi_1 \varphi_2^3,\]

we consider the period

\[(4.2) \quad \mathcal{P}_\mathfrak{q}(l, \Phi, \Phi) := \int_{X_{\text{PGL}_2}}^\text{reg} \mathcal{T}_l(\Phi) \overline{\mathcal{F}} = \langle \mathcal{T}_l(\Phi), \Phi \rangle^\text{reg}.\]

4.1. Expansion in the \(\varepsilon\)-aspect. Noting that \(\Phi_1 = \varphi_1 \varphi_2^3\) is an automorphic form invariant under the group \(K_0(\mathfrak{q})\), we apply Plancherel formula to the regularized inner product (4.2) in the space of forms of level \(\mathfrak{q}\). Using the same deformation argument of Section 3.1.1 and the analysis of the additional contribution provided by Lemma 3.5 gives the following decomposition of the considered period

\[(4.3) \quad \mathcal{P}_\mathfrak{q}(l, \Phi, \Phi) = \mathcal{E}_\mathfrak{q}(l, \Phi, \Phi) + \mathcal{C}_1 + \text{additional terms},\]

where the generic part is given by

\[(4.4) \quad \mathcal{E}_\mathfrak{q}(l, \Phi, \Phi) = \sum_{\pi \text{ cuspidal}} \lambda_\pi(l) \sum_{\psi \in \mathcal{P}(\mathfrak{q}, \pi)} \left| \langle \varphi_1 \varphi_2^3, \psi \rangle \right|^2 + \int_{\mathcal{E}_{\mathfrak{q}} \times \mathbb{A}_{\mathfrak{q}}^+} \int_{\mathcal{E}_{\mathfrak{q}} \times \mathbb{A}_{\mathfrak{q}}^+} \lambda_{\mathfrak{q}}(l) \left| \langle \varphi_1 \varphi_2^3, E(\psi_{it}) \rangle \right| \cdot \left| \langle \varphi_1 \varphi_2^3, E(\psi_{it}) \rangle \right|_{\text{reg}} \frac{dt}{4\pi}.\]

Here \(\mathcal{C}_1\) is the one-dimensional contribution which appears only if both \(\pi_1\) and \(\pi_2\) are cuspidal and there exists a quadratic character \(\chi\) of \(\mathbb{F}_x \setminus \mathbb{A}_F^\times\) such that \(\pi_1 \simeq \pi_2 \otimes \chi\).
(χ = 1 if π₁ = π₂ for example). In this case we obtain since χ is also unramified at the finite places and by (2.14) (recall also that q is squarefree)

\[
\mathcal{C}_1 = V_F^{-1} \langle T_1(\Phi), \varphi_\chi \rangle \langle \varphi_\chi, \Phi \rangle = \frac{\chi(l) \deg(T_l)}{V_F} \left| \langle \varphi_1 \varphi_2, \varphi_\chi \rangle \right|^2
\]

(4.5)

\[
= \lambda_{\pi_2}(q)^2 \xi(q) \gamma(2) \frac{\chi(l) \deg(T_l)}{V_F} \left| \langle \varphi_1 \varphi_2, \varphi_\chi \rangle \right|^2,
\]

where \( \xi(s) = \prod_{p \mid q} \xi_F_p(s) \) is the partial Dedekind zeta function and the degree of the Hecke operator \( T_l \) is defined by

\[
\deg(T_l) := \frac{1}{\ell^{1/2}} \sum_{0 \leq k \leq \ell} \gamma_{n-2k} \leq \ell^{1/2} \xi_F_p(1).
\]

Hence since \( \pi_2 \) is tempered at all the places dividing \( q \), we get

\[
\mathcal{C}_1 \ll_{\pi_1, \pi_2, F, \epsilon} (\ell q)^{\epsilon \frac{1}{2}} q.
\]

The additional terms appear only if the two representations are Eisenstein. In this case, for \( \Phi_1(s) = \varphi_1(s) \varphi_2(s/2)^q \) and \( \Phi_2(s) = \varphi_1(\pi/3) \varphi_2(\pi/4)^q \), these terms are bounded by

\[
\max_{|s| = \psi} \left| \langle \Phi_1(s), T_1 \mathcal{E}(\Phi_2(s)) \rangle_{\text{reg}} \right| \ll_{\pi_1, \pi_2, F, \epsilon} (\ell q)^{\epsilon \frac{1}{2}} q,
\]

by Lemma 3.5, the analysis made in Section 3.1.2 (for the l-aspect) and Proposition 3.6 for the q-aspect. Hence we conclude with

\[
\mathcal{P}_q(l, \Phi, \Phi) = \mathcal{G}_q(l, \Phi, \Phi) + O_{\pi_1, \pi_2, F, \epsilon} \left( (\ell q)^{\epsilon \frac{1}{2}} q \right),
\]

where we recall that \( \Phi \) is defined by (4.1).

### 4.2. The symmetric relation.

The symmetric relation is obtained by grouping differently the vectors \( \varphi_1 \): in the period \( \mathcal{P}_q(l, \Phi, \Phi) \), we first use the relation (2.14) to expand the Hecke operator \( T_q \). Secondly we do the same, but on the reverse way, for the translation by the matrix \( \begin{pmatrix} 1 & \pi_q \end{pmatrix} \), making this time the operator \( T_q \) appears. We thus infer the following symmetric relation:

\[
q^{1/2} \xi(q) \Psi_1(1) \Psi_1(2) = \frac{1}{\ell^{1/2}} \sum_{0 \leq k \leq \ell} \gamma_{n-2k} \mathcal{P}_{p^{n-2k}}(q, \Psi_1, \Psi_2),
\]

with

\[
\Psi_1 = \varphi_1^{p^{n-2k}} \quad \text{and} \quad \Psi_2 = \varphi_2^{p^{n-2k}}.
\]

Periods \( \mathcal{P}_{p^{n-2k}}(q, \Psi_1, \Psi_2) \) admit a similar expansion as (4.3), but this time over representations of conductor dividing \( p^{n-2k} \). We are now familiar with the spectral decomposition

\[
\mathcal{P}_{p^{n-2k}}(q, \Psi_1, \Psi_2) = \mathcal{G}_{p^{n-2k}}(q, \Psi_1, \Psi_2) + \mathcal{C}_2(k) + \text{additional terms},
\]

where \( \mathcal{G}_{p^{n-2k}}(q, \Psi_1, \Psi_2) \) is the generic part, \( \mathcal{C}_2 \) is non-zero only when both \( \pi_1 \) and \( \pi_2 \) are cuspidal; of course in this case there are no additional terms. We have in the same spirit of the previous section (see (4.7))

\[
\text{additional terms} \ll_{\pi_1, \pi_2, F, \epsilon} (\ell q)^{\epsilon \frac{1}{2}} \frac{q^{1/2}}{p^{n-2k}},
\]
and by definition
\[
\mathcal{G}_{p^{n-2k}}(q, \Psi_1, \Psi_2) = \sum_{\psi \in \mathcal{A}(\pi^{p^n-2k})} (\Psi_1, \psi)(\psi, \Psi_2)
\]
(4.12)
\[
+ \sum_{\chi \in \mathcal{F} \setminus \mathcal{A}_F} \int_{-\infty}^{\infty} \lambda_{\chi,t}(q) \sum_{\psi \in \mathcal{A}(\chi^{-1},\chi^{p^n-2k})} (\Psi_1, E(\psi_{it}))(\psi, \Psi_2) dt.
\]
Assuming that \(\pi_1\) and \(\pi_2\) are cuspidal, there are no additional terms and the constant \(C_2(k)\) is equal to
\[
C_2(k) = V_F^{-1} q^{1/2} \sum_{i=1}^{2} \left| \phi(1) \right|^{2n-2k} \prod_{\ell \in \mathcal{X}_{PGl_2}} \varphi_i \varphi_i^{p^n-2k},
\]
with by (3.16)
\[
\left| \int_{\mathcal{X}_{PGl_2}} \varphi_i \varphi_i^{p^n-2k} \right| \leq \zeta_F(1) \frac{n-2k+1}{k} \Rightarrow C_2(k) \ll \epsilon, \pi_1, \pi_2, F(q \ell)^{1/2} \frac{q^{1/2}}{p^{n-2k}}.
\]
The total complete constant term is obtained after summing over \(0 \leq k \leq n/2\) as in (4.9), i.e.
\[
C_2(\pi_1, \pi_2) := \frac{1}{\ell^{1/2}} \sum_{0 \leq k \leq n/2} \gamma_{n-2k} C_2(k)
\]
with the following upper bound
\[
C_2(\pi_1, \pi_2) \ll \epsilon, \pi_1, \pi_2, F(q \ell)^{1/2} \frac{q^{1/2}}{\ell^{1/2}}.
\]
Assembling (4.8),(4.9),(4.11) and (4.14), we find the following reciprocity relation between the two generic parts
\[
q^{1/2} \frac{\zeta_4(1)}{\zeta_4(2)} \mathcal{G}_4(l, \Phi, \Phi) = \frac{1}{\ell^{1/2}} \sum_{0 \leq k \leq n/2} \gamma_{n-2k} \mathcal{G}_{p^{n-2k}}(q, \Psi_1, \Psi_2)
\]
(4.16)
\[
\mathcal{G}_2(\pi_1, \pi_2) + O_{\pi_1, \pi_2, F, \epsilon} \left( (q \ell)^{\epsilon} \left( \frac{\ell}{q} \right)^{1/2} \right) \quad \text{if} \quad \pi_1, \pi_2 \text{ are cuspidal}
\]
\[
O_{\pi_1, \pi_2, F, \epsilon} \left( (q \ell)^{\epsilon} \left( \frac{\ell}{q} \right)^{1/2} \right) \quad \text{otherwise}.
\]
Remark 4.1. If \(\pi_1\) and \(\pi_2\) are cuspidal and \(\pi_1\) is isomorphic to a quadratic twist of \(\pi_2\), but not necessarily tempered at the finite places, then by (4.5), the error term in the second line of (4.16) has to be replaced by \(q^{2\delta_{\pi_1}} \left( \frac{\ell}{q} \right)^{1/2}\).

Finally, we can estimate the generic terms on the righthand side simply using the bound \(\lambda_{n}(q) \leq \tau(q)q^{0}\), Cauchy-Schwarz inequality and Proposition 3.8, obtaining
\[
\frac{1}{\ell^{1/2}} \sum_{0 \leq k \leq n/2} \gamma_{n-2k} \mathcal{G}_{p^{n-2k}}(q, \Psi_1, \Psi_2) \ll_{\pi_1, \pi_2, F, \epsilon} (q \ell)^{\epsilon} \ell^{1/2} q^{0}.
\]
4.3. Connection with triple product. We connect in this section the expansion (4.4) with a moment of the triple product \( L(\pi \otimes \pi_1 \otimes \pi_2, 1/2) \) over representations \( \pi \) of conductor dividing \( q \). For such a representation \( \pi \), we define

\[
\mathcal{L}(\pi, q) := \sum_{\psi \in \mathcal{B}(\pi, q)} \left| \langle \varphi_1 \varphi_2^q, \psi \rangle_{\text{reg}} \right|^2,
\]

where we recall that \( \mathcal{B}(\pi, q) \) is an orthonormal basis of the space of \( K_0(q) \)-vectors in \( \pi \). By Proposition 2.10 and Definition (2.5) of the canonical norm, we have

\[
\mathcal{L}(\pi, q) = \frac{C}{2\Delta^1/2 F} f(\pi_\infty) L(\pi \otimes \pi_1 \otimes \pi_2, 1/2) \ell(\pi, q),
\]

where

\[
C = \begin{cases} 
2\Lambda_F(2) & \text{if } \pi, \pi_1, \pi_2 \text{ are cuspidal} \\
2\Lambda_F(1) & \text{if } \pi \text{ is Eisenstein and nonsingular} \\
1 & \text{otherwise.}
\end{cases}
\]

If we identify \( \pi \simeq \otimes_v \pi_v \), then \( \ell(\pi, q) = \prod_{v|q} \ell_v \) and the local factors \( \ell_v \) are given, for \( v|q \), by [30, (3.9) & Section 4]

\[
\ell_v = \begin{cases} 
q_v^{-1} \frac{\kappa_v(2)}{\kappa_v(1)} & \text{if } c(\pi_v) = 1 \\
\kappa_v & \text{if } c(\pi_v) = 0,
\end{cases}
\]

where \( \kappa_v \) depends on the local datas \( \pi_v, \pi_{1,v} \) and \( \pi_{2,v} \) and can be computed explicitly using [30, Section 4.2]. We obtain

\[
0 < \kappa_v \ll q_v^{-1 + 2\max(\vartheta_{x_1}, \vartheta_{x_2})}.
\]

4.4. Interlude on the Archimedean function \( f(\pi_\infty) \). The Archimedean function \( f(\pi_\infty) \) appearing in the factorization (4.19) is given by (c.f. [30, eq. (3.10)])

\[
f(\pi_\infty) := \sum_{\varphi_{\infty} \in \mathcal{B}(\pi_\infty)} I_\infty(\varphi_{\infty} \otimes \varphi_{1,\infty} \otimes \varphi_{2,\infty}) L(\pi_\infty \otimes \pi_{1,\infty} \otimes \pi_{2,\infty}, 1/2),
\]

where the local period \( I_\infty \) is defined in (2.11). The function \( f(\pi_\infty) \) is non-negative and depends on the infinite factors \( \pi_{1,\infty} \) and \( \pi_{2,\infty} \) and more precisely, on the choice of test vectors \( \varphi_{i,\infty} \in \pi_{i,\infty} \) and the orthonormal basis \( \mathcal{B}(\pi_\infty) \). For our application, it is fundamental that \( f \) satisfies at least the following property : given \( \pi = \pi_\infty \otimes \pi_{\text{fin}} \) a unitary automorphic representation of \( \text{PGL}_2(A_F) \), there exists \( \varphi_{i,\infty} \in \pi_{i,\infty}, i = 1, 2 \) having norm 1 and a basis \( \mathcal{B}(\pi_\infty) \) such that \( f(\pi_\infty) \) is bounded below by a power of the Archimedean conductor \( c(\pi_\infty) \). It is a result of Michel and Venkatesh [20, Proposition 3.6.1] that such a choice exists when the \( \pi_i \)'s satisfy the following hypothesis :

**Hypothesis 2.** Assume that for all Archimedean place \( v|\infty \), either \( \pi_{1,v} \) or \( \pi_{2,v} \) is a principal series representation. Then for any \( \varepsilon > 0 \), there exists a positive constant \( C(\pi_{1,\infty}, \pi_{2,\infty}, \varepsilon) \) such that we have the lower bound

\[
f(\pi_\infty) \geq \frac{C(\pi_{1,\infty}, \pi_{2,\infty}, \varepsilon)}{c(\pi_\infty)^{1+\varepsilon}}.
\]
Remark 4.2. Observe that if one of the $\pi_i$’s is Eisenstein, then $\pi_{1,v}$ is a principal series for every $v|\infty$, so the condition mentioned above is satisfied. Furthermore, $\varphi_{1,v}$ is constructed by choosing suitable Schwartz functions $\Psi_{i,v}$ in (2.12) (see [20, Definition 3.6.4]).

Remark 4.3. Fixing $\pi = \pi_\infty \otimes \pi_{\text{fin}}$ and assuming that $\pi_1, \pi_2$ satisfy Hypothesis 2, then all implied constants involved in Sections 3 and 4 depend no more on $\varphi_{1,\infty}$, but only on $\pi_\infty$ (of course also on $\pi_1, \pi_2$). It should be possible with more works to be more explicit about this dependency (e.g. polynomially on the datas of $\pi_\infty, \pi_{1,\infty}$), but we leave that aspect aside in this work, as well as an explicit description of the function $f(\pi_\infty)$ for varying vectors $\varphi_{i,\infty}$.

4.5. Proof of Theorem 1. We define the cuspidal part by

\[
(4.25) \quad \mathcal{C}(\pi_1, \pi_2, q, l) := C \sum_{\psi \in \mathcal{C}(\pi)|q} \lambda_\psi(l) \frac{L(\pi \otimes \pi_1 \otimes \pi_2, \frac{1}{2})}{\Lambda(\pi, \text{Ad}, 1)} f(\pi_\infty) \mathcal{L}(\pi, q),
\]

where $\mathcal{L}(\pi, q)$ is the normalized version of $\ell(\pi, q)$, i.e.

\[
(4.26) \quad \mathcal{L}(\pi, q) = q^{\mathcal{G}_0(1)} \ell(\pi, q).
\]

For the continuous part, we denote by $\pi_\omega(it)$ the principal series $\omega| \cdot |^it \boxplus \overline{\omega}| \cdot |^{-it}$. We then set

\[
(4.27) \quad \mathcal{E}(\pi_1, \pi_2, q, l) := C \sum_{\omega \in \mathcal{F}^\times \setminus \mathcal{H}_F \atop \mathcal{C}(\omega) = 0_F} \int_{-\infty}^{\infty} \lambda_{\pi_\omega(it)}(l) f(\pi_{\omega_(\infty)(it)}) \mathcal{L}(\pi_\omega(it), q) \times \frac{L(\pi_1 \otimes \pi_2 \otimes \omega, \frac{1}{2} + it) L(\pi_1 \otimes \pi_2 \otimes \overline{\omega}, \frac{1}{2} - it)}{\Lambda^*(\pi_{\omega_\infty}(it), \text{Ad}, 1)} \frac{dt}{4\pi},
\]

and

\[
(4.28) \quad \mathcal{M}(\pi_1, \pi_2, q, l) := \mathcal{E}(\pi_1, \pi_2, q, l) + \mathcal{E}(\pi_1, \pi_2, q, l).
\]

Observing now that

\[
(4.29) \quad \mathcal{M}(\pi_1, \pi_2, q, l) = q^{\mathcal{G}_0(1)} \mathcal{G}_0(l, \Phi, \Phi),
\]

where $\mathcal{G}_0(l, \Phi, \Phi)$ is the generic expansion (4.4), we obtain, by (4.15),(4.16) and (4.17) the conclusion of Theorem 1.

4.6. Proof of Theorems 3 and 4. We assume in this section that we are in the case where $\pi_1 = \pi_2 =: \sigma$ and $\varphi_1 = \varphi_2 =: \phi$. Then it is possible under this assumption to connect the generic expansion (4.12) to a moment of automorphic $L$-functions. Indeed, assuming that $l$ (of norm $l$) is squarefree, i.e. $n = 1$ in the above treatment, and given any $\pi$ unitary of conductor dividing $l$, the analogue of (4.18) is

\[
\tilde{\mathcal{Z}}(\pi, l) := \sum_{\psi \in \mathcal{M}(\pi, l)} \langle \overline{\varphi}, \psi \rangle \langle \psi, \varphi \rangle,
\]

where $\psi$ could be possibly an Eisenstein series and the inner product as to be understood in this case as the regularized version. The terms inside the sum are almost square of periods; we see that the only obstruction is the complex conjugation which is not at the same place. To remedy this situation, we use exactly the same idea of [30,
Proposition 3.2], obtaining a similar expression than (4.19), but with an extra local root number at \( l \)

\[
\mathcal{D}(\pi, \varphi) = \frac{C}{2\Delta_F^{1/2}} \tilde{f}(\pi) \varepsilon(l) L(\pi \otimes \sigma \otimes \varphi, \frac{1}{2}) \tilde{\ell}(\pi, l),
\]

(4.30)

where \( \tilde{f}(\pi) \) is defined as \( f(\pi) \) in (4.23) with \( \varphi_{1,\infty} = \varphi_{\infty} \) and \( \varphi_{2,\infty} = \varphi_{\infty} \) and \( \tilde{\ell}(\pi, l) \) is a product over the places \( v \) of local factors \( \tilde{c}_v(\pi, v) \) with \( \tilde{c}_v \) as in (4.21) if \( c(\pi_v) = 1 \), or equal to \( \tilde{\kappa}_v \) if \( c(\pi_v) = 0 \) with \( \tilde{\kappa}_v \) satisfying the same property (4.22).

Observe now that we have the factorization of the \( L \)-function [21, eq. (1.5)]

\[
L(\pi \otimes \sigma \otimes \varphi, \frac{1}{2}) = \left\{ \begin{array}{ll}
L(\pi, \frac{1}{2})^4 & \text{if } \sigma = 1 \oplus 1 \\
L(\text{Sym}^2(\sigma) \otimes \pi, \frac{1}{2}) L(\pi, \frac{1}{2}) & \text{if } \sigma \text{ cuspidal.}
\end{array} \right.
\]

Moreover, if \( l \) is squarefree, we can easily compute the constant \( \mathcal{C}_2 \) (4.13)-(4.14) in the case where \( \sigma \) is cuspidal:

\[
\mathcal{C}_2 = \frac{q^{1/2} \zeta_q(1)}{V_F \zeta_q(2)} ||\varphi||_{L^2}^4 \left\{ \begin{array}{ll}
\lambda_q(i)^2 \frac{q(2)}{p^{1/2} \zeta_q(1)} & \text{if } l \neq 1 \\
1 & \text{if } l = 1,
\end{array} \right.
\]

(4.32)

and by (2.6)

\[
||\varphi||_{L^2}^4 = 4\Delta_F \Lambda(\sigma, Ad, 1)^2.
\]

proof of Theorem 3. The proof is similar to Theorem 1. We first let \( \mathcal{C}(\sigma, l, q), \tilde{\mathcal{C}}(\sigma, l, q) \) be respectively as in (4.25) and (4.27), but with the following modifications:

- The role of \( q \) and \( l \) are exchanged;
- The Archimedean test function \( f(\pi) \) is replaced by \( \tilde{f}(\pi) \);
- The non-Archimedean weight function \( \mathcal{L} \) is replaced by \( \tilde{\mathcal{L}} \) (at the places \( v \)), with \( \tilde{\mathcal{L}} \) the normalized version (as in (4.26)) of \( \tilde{\mathcal{L}} \) defined in the previous paragraph.
- We attach a local root number \( \varepsilon_\pi(l) \) to each \( L \)-function appearing in the spectral expansion. Note that \( \varepsilon_\pi(l) = 1 \) if \( \pi \) is unramified.

Setting

\[
\mathcal{M}(\sigma, l, q) := \mathcal{C}(\sigma, l, q) + \tilde{\mathcal{C}}(\sigma, l, q),
\]

(4.33)

we have as in (4.29)

\[
\mathcal{M}(\sigma, l, q) = \ell \frac{\zeta(1)}{\zeta(2)} \Phi(q, \Psi_l, \overline{\Psi}_l),
\]

where \( \Phi(q, \Psi_l, \overline{\Psi}_l) \) is the generic expansion defined in (4.12). The conclusion follows now from the symmetric relation (4.16) (see also Remark 4.1) and the computation of the main term (4.32) in the cuspidal case.

proof of Theorem 4. Assume that \( q \in \text{Spec}(\mathcal{O}_F) \). Applying Theorem 3 with \( l = 1 \), so \( \ell = 1 \), we obtain (see the value of the main term (4.32) in this case)

\[
\frac{1}{q} \mathcal{M}(\sigma, q, 1) = \frac{1}{q^{1/2}} \mathcal{M}(\sigma, 1, q) + \frac{4\Delta_F \Lambda(\sigma, Ad, 1)^2}{V_F} \zeta_q(1) \zeta_q(2) + O_{\mathcal{F}, \varepsilon} \left( q^{-1+2\delta_\sigma+\varepsilon} \right).
\]
For the special value of $l = 1$, we have

$$|\mathcal{M}(\sigma, 1, q)| = |\mathcal{G}_1(q, \Psi_1, \Psi_1)| \leq q^d |\mathcal{G}(\Psi)| = q^d \left( ||\varphi||^4_{L^2} - ||\varphi||^4_{L^2} \right),$$

where $\mathcal{G}(\Psi)$ is defined in (3.10) with $\Psi = |\varphi|^2$ and the last equality comes from Remark 3.4.

Now recalling definitions (4.28), (4.20) and the fact that $L(\pi, q) = 1$ when $\pi$ has conductor $q$ (c.f. (4.21) and (4.26)), we have

$$M(\sigma, q, 1) = 2\Lambda_F(2) \sum_{\pi \text{ cuspidal}} \frac{L(\pi \otimes \sigma \otimes \pi_{\infty}^\frac{1}{2})}{\Lambda(\pi, \text{Ad}, 1)} f(\pi_{\infty}) + \mathcal{U}(\sigma),$$

where $\mathcal{U}(\sigma)$ contains the Eisenstein expansion and the unramified representations appearing in the cuspidal part $\mathcal{C}(\sigma, q, 1)$. By (4.22), we obtain

$$\mathcal{U}(\sigma) \ll_{\sigma, F} q^{2\theta_\sigma}.$$

To complete the proof of Theorem 4, we just note that since $q$ is prime, we have

$$\frac{\zeta(q)}{\zeta(q)} = 1 + q^{-1}.$$ 

\[5. \text{ Proof of Theorem 2 and Corollary 5}\]

Let $q$ be a squarefree ideal of $\mathcal{O}_F$ and fix $\pi_0$ a cuspidal automorphic representation of $\text{PGL}_2(\mathbb{A}_F)$ with finite conductor $q$. Let $\pi_1, \pi_2$ two unitary automorphic representations satisfying Hypothesis 1. We fix the test vectors $\varphi_i \in \pi_i$ as in the beginning of Section 3, i.e. we allow the infinite components $\varphi_{i, \infty}$ to have a certain degree of freedom (see Remark 3.1).

\[5.1. \text{The amplification method.}\]

Let $q^{1/100} \leq L < q$ be a parameter that we will choose at the end. Given $\pi$ a unitary automorphic representation of conductor dividing $q$, we choose as in [5, Section 12] the following amplifier

$$A(\pi) := \left( \sum_{p \in \text{Spec}(\mathcal{O}_F)} \frac{\lambda_{\pi}(p) x(p)}{1 + \mathcal{N}(p) \leq L} \right)^2 + \left( \sum_{p \in \text{Spec}(\mathcal{O}_F)} \frac{\lambda_{\pi}(p^2) x(p^2)}{1 + \mathcal{N}(p) \leq L} \right)^2,$$

where $x(l) = \text{sgn}(\lambda_{\pi}(l))$. Observe that

$$A(\pi_0) \geq \frac{1}{2} \left( \sum_{p \in \text{Spec}(\mathcal{O}_F)} \frac{|\lambda_{\pi_0}(p)| + |\lambda_{\pi}(p^2)|}{1 + \mathcal{N}(p) \leq L} \right)^2 \gg \frac{L^2}{(\log L)^2}.$$
by Landau Prime Ideal Theorem and the Hecke relation \(\lambda_{\pi_0}(p^2) = 1 + \lambda_{\pi_0}(p^2)\). On the other hand, we have

\[
A(\pi) = \sum_{p \in \text{Spec}(\mathcal{O}_F)} (x(p)^2 + x(p^2)^2) + \sum_{p_1, p_2 \mid L, \mathcal{M}(p_1) \leq L, p_i \neq q} x(p_1^2) x(p_2^2) \lambda_\pi(p_1^2 p_2^2)
\]

(5.2)

\[
+ \sum_{p_1, p_2 \mid L, \mathcal{M}(p_i) \leq L, p_i \neq q} x(p_1) x(p_2) + \delta_{p_1=p_2} x(p_1^2) x(p_2^2) \lambda_\pi(p_1 p_2).
\]

Let \(C, f(\pi_{0,\infty})\) be the quantity defined respectively in (4.20) and (4.23) and recall that \(\mathcal{L}(\pi_0, q) = 1\) for such a \(\pi_0\) (c.f. (4.21) and (4.26)). By positivity, we have

\[
C A(\pi_0) \frac{L(\pi_0 \otimes \pi_1 \otimes \pi_2, \frac{1}{2})}{\Lambda(\pi_0, \text{Ad}, 1)} f(\pi_{0,\infty}) \leq \mathcal{M}(\pi_1, \pi_2, q),
\]

with \(\mathcal{M}(\pi_1, \pi_2, q)\) as in (4.28), but with the amplifier \(A(\pi)\) instead of the Hecke eigenvalues in (4.25) and (4.27). Using the lower bound (5.1), we get

\[
\frac{L(\pi_0 \otimes \pi_1 \otimes \pi_2, \frac{1}{2})}{\Lambda(\pi_0, \text{Ad}, 1)} f(\pi_{0,\infty}) \ll_{\varepsilon, F} L^{-2+\varepsilon} \mathcal{M}(\pi_1, \pi_2, q).
\]

Expanding the amplifier as in (5.2) and applying Theorem 1 with \(l = 1, p_1 p_2\) or \(l = p_1^2 p_2^2\) yields, provided \(L < q^{1/4}\),

\[
\frac{L(\pi_0 \otimes \pi_1 \otimes \pi_2, \frac{1}{2})}{\Lambda(\pi_0, \text{Ad}, 1)} f(\pi_{0,\infty}) \ll_{\varepsilon, F, \pi, \pi_1, \pi_2, \varphi_1, \varphi_2, \varphi_{\infty}} q^\varepsilon \left(q L^{-1} + q^{2+\varepsilon} L^2\right),
\]

where we emphasize the dependance in the Archimedean components \(\varphi_{1,\infty}\) in the above estimation. Finally, choosing \(L = q^{1-2\varepsilon}\) and we infer the final bound

(5.3)

\[
\frac{L(\pi_0 \otimes \pi_1 \otimes \pi_2, \frac{1}{2})}{\Lambda(\pi_0, \text{Ad}, 1)} f(\pi_{0,\infty}) \ll_{\varepsilon, F, \pi, \pi_1, \pi_2, \varphi_1, \varphi_2, \varphi_{\infty}} q^{1-1-2\varepsilon}.
\]

Proof of Corollary 5. Assume that \(\pi_1 = \pi_2 =: \sigma\) is cuspidal and set \(\varphi_1 = \varphi_2 =: \varphi\). For each \(v|\infty\), we choose \(\varphi_v\) to be the vector of minimal weight in \(\sigma_v\). By (5.3), for any \(\varepsilon > 0\), there exists a positive constant \(C(\sigma, F, \varepsilon)\) such that for any cuspidal representation \(\pi\) of conductor \(q\) (\(q\) is prime here), we have

(5.4)

\[
\frac{L(\pi \otimes \sigma \otimes \sigma, \frac{1}{2})}{\Lambda(\pi, \text{Ad}, 1)} f(\pi_{\infty}) \leq C(\sigma, F, \varepsilon) q^{1-1-2\varepsilon}.
\]

By Theorem 4, we have for \(q\) large enough in terms of \(\sigma, F, \varepsilon\),

\[
\frac{1}{q} \sum_{\pi \text{ cuspidal } \pi_{\text{cusp}}(\pi) = q} \frac{L(\pi \otimes \sigma \otimes \sigma, \frac{1}{2})}{\Lambda(\pi, \text{Ad}, 1)} f(\pi_{\infty}) \geq \frac{\Delta_F A(\sigma, \text{Ad}, 1)^2}{\Lambda_F(2) V_F}.
\]

Hence the result follows from the bound (5.4), the factorization (4.31) and the choice of the constant

\[
\lambda(\sigma, F, \varepsilon) := \frac{\Delta_F A(\sigma, \text{Ad}, 1)^2}{\Lambda_F(2) V_F C(\sigma, F, \varepsilon)}.
\]
proof of Theorem 2. Let \( \pi \) be cuspidal with conductor \( q \) and assume here that \( \pi_1 \) and \( \pi_2 \) satisfy Hypothesis 2. In consequences, we can choose test vectors \( \varphi_{i,\infty} \in \pi_{i,\infty} \), depending on the Archimedean data \( \pi_\infty \) such that (4.24) is satisfied. Observe that in this case the dependence in \( \varphi_{i,\infty} \) in (5.3) is replaced by a dependence in \( \pi_\infty \) (see Remark 4.3). Finally, using (2.7) for the adjoint \( L \)-function at \( s = 1 \), (5.3) transforms into

\[
L\left( \pi \otimes \pi_1 \otimes \pi_2, \frac{1}{2} \right) \ll \varepsilon, F, \pi_1, \pi_2, \pi_\infty q^{1 - \frac{1 - 2s}{2} + \varepsilon},
\]

which gives the desired subconvexity bound in Theorem 2.  

6. A Local Computation

The goal of this section is to compute explicitly the local factor (3.14) appearing in Proposition 3.6. We thus fix \( k \) a non-Archimedean local field of characteristic zero with ring of integers \( \mathcal{O} \), maximal ideal \( \mathfrak{m} \), uniformizer \( \varpi \) (i.e. a generator of the maximal ideal \( \mathfrak{m} \)) and with residue field of size \( q \).

Let \( \pi_1, \pi_2 \) be generic irreducible admissible unitarizable representations of \( \text{PGL}_2(k) \) and write \( K = \text{GL}_2(\mathcal{O}) \). We assume that the representations \( \pi_1, \pi_2 \) are unramified and tempered. On each \( \pi_i \), we fix an inner product \( \langle \cdot, \cdot \rangle_i \) together with an equivariant isometrical map \( \pi_i \to \mathcal{W}(\pi_i) \) and the Whittaker models are equipped with the inner product (2.4). We choose \( K \)-invariant vectors \( \varphi_i \in \pi_i \) with norm one with respect \( \langle \cdot, \cdot \rangle_i \), and with associated Whittaker functions \( \mathcal{W}_i(\mathcal{W}_i(1) = 1 \) with this normalization).

We let \( f \in 1 \equiv 1 \) be the section appearing as local constituent of the global section defined in (2.12). For small \( \varepsilon > 0 \) and for \( s, t \in \mathbb{C} \) with \( 0 \leq |s| + |t| \leq \varepsilon \) and \( n \geq 1 \), we want to evaluate the following integral

\[
Z(\pi_1, \pi_2, n; t, s) := \int_{N(k) \backslash \text{PGL}_2(k)} \mathcal{W}_1 \mathcal{W}^m f(t)^m f(s) dg.
\]

To simplify notations, we will only treat the case \( t = s = 0 \) and leave the general case to the reader; this only affects the final bound by a factor \( q^{n \varepsilon} \). We thus write \( Z(\pi_1, \pi_2, n, 0, 0) = Z(\pi_1, \pi_2, n) \).

Using Iwasawa decomposition, the measure (2.2) and the definition of the section \( f \) leads to

\[
\frac{Z(\pi_1, \pi_2, n)}{\zeta_k(1)} = \int_K \mathcal{F}(k, n) dk,
\]

with

\[
\mathcal{F}(k, n) = f^m(k) \int_{k \times} \mathcal{W}_1(a(y)k) \mathcal{W}^m(a(y)k) dy.
\]

Observe that the function \( k \to \mathcal{F}(k, n) \) is left invariant by the subgroups

\[
N(k) \cap K, \quad A(k) \cap K, \quad Z(k) \cap K.
\]

Moreover, since \( \mathcal{F}(k, n) \) is also right invariant under \( K_0(\varpi^n) \), we may decompose the \( K \)-integral as follows:

\[
\int_K \mathcal{F}(k, n) dk = |K_0(\varpi^n)| \mathcal{F}(1, n) + \sum_{i=1}^n \int_{K_0(\varpi^{i-1}) \backslash K_0(\varpi^i)} \mathcal{F}(k, n) dk.
\]

We now have the following lemma which is a generalization of [24, Lemma 11.6]:
Lemma 6.1. For any $i = 1,\ldots, n$ and $k \in \mathbf{K}_0(\mathbb{Z}^{i-1}) \setminus \mathbf{K}_0(\mathbb{Z}^i)$, we have

$$\mathcal{F}(k, n) = \begin{cases} \mathcal{F} \left( \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix}, n \right) & \text{if } i = 1 \\ \mathcal{F} \left( \begin{pmatrix} 1 & \alpha \omega^{-i-1} \\ \alpha \omega^{-i-1} & 1 \end{pmatrix}, n \right) & \text{if } 1 < i \leq n. \end{cases} \quad (6.5)$$

Proof. The strategy is to use the invariance properties of $\mathcal{F}(k, n)$ under the subgroups (6.3). Up to multiplying by an element of $\mathbf{Z}(k) \cap \mathbf{K}$, we can assume that our matrix is of the form $k = \begin{pmatrix} \alpha & b \\ \alpha \omega^{-i-1} & d \end{pmatrix}$. Multiplying on the left by $n(-a)$, we get

$$n(-a)k = \begin{pmatrix} \alpha(1 - \omega^{-i-1}) & b - ad \\ \alpha \omega^{-i-1} & d \end{pmatrix} =: k_1.$$

We now need to distinguish the case $i = 1$ from $i > 1$. In the case $i = 1$, we have $b - ad \in \mathcal{O}^\times$, so multiplying $k_1$ on the left by $a((b - ad)^{-1})$, we obtain $k_2 = \begin{pmatrix} 1 & \frac{b}{d} \\ \frac{1}{\omega^i} & 1 \end{pmatrix}$. We conclude by $w = k_2 \left( \begin{pmatrix} 1 \\ \frac{1}{d} \end{pmatrix} \right)$.

We use the same strategy if $i > 1$. Here $a(1 - \omega^{-1})$ is a unit, so $a(1 - \omega^{-i-1})k_1 = \begin{pmatrix} 1 & \frac{a}{d} \\ \frac{1}{\omega^i} & 1 \end{pmatrix} =: k_2$ with $\alpha \in \mathcal{O}$. We continue by setting

$$k_3 = k_2 \left( \begin{pmatrix} 1 & \alpha \\ -1 & 1 \end{pmatrix} \right) = \begin{pmatrix} 1 & \alpha \omega^{-i-1} - d \\ \alpha \omega^{-i-1} & 1 \end{pmatrix}.$$

Observe that necessarily $a, d \in \mathcal{O}^\times$, so that $\alpha \omega^{-i-1} - d \in \mathcal{O}^\times$ and we conclude by multiplying on the right by the diagonal matrix having 1 and the inverse of $\alpha \omega^{-i-1} - d$ in the low entry. \qed

Write $k_0(\mathbb{Z}^i) = \begin{pmatrix} 1 \\ \omega^i \end{pmatrix}$. The function $f^{m_0}$ can be easily evaluated for different choices of $k$. For this, we just need to observe that if $f$ is constructed from the characteristic function of the lattice $\mathcal{O}^2$, then the right translate satisfies

$$f^{m_0} = q^{n/2} f_{\Psi^{m_0}} \quad (6.6)$$

with $\Psi^{m_0}$ the characteristic function of the lattice $m_0 \times \mathcal{O}$. We also get from the Definition (2.12)

$$f_{\Psi^{m_0}}(k) = \frac{\zeta(k)}{\zeta(1)} = \begin{cases} 1 & \text{if } k = 1 \\ q^{i-n} & \text{if } k = k_0(\mathbb{Z}^i), \ i = 1,\ldots, n-1 \\ q^{-n} & \text{if } k = w. \end{cases} \quad (6.6)$$

For the function $W_2$, we first have by right $\mathbf{K}$-invariance

$$W_2^{m_0}(a(y)w) = W_2(a(y)wa(\omega^{-n})) = W_2(a(y\omega^n)w) = W_2(a(y\omega^n)). \quad (6.7)$$

Moreover, looking at [23, Lemma 2.13] inspires the factorization

$$\begin{pmatrix} 1 \\ \omega^i \end{pmatrix} = \begin{pmatrix} \omega^i & 1 \\ 1 & \omega^{-i} \end{pmatrix} \begin{pmatrix} \omega^{-2i} & 1 \\ 1 & -1 \end{pmatrix} \begin{pmatrix} 1 \\ \omega^{-i} \end{pmatrix},$$
which follows from the Bruhat decomposition. Noting that $W_2^\mathfrak{m}$ is right invariant by the subgroup $N(\mathfrak{w}^{-n}\mathfrak{o})$, it follows that for every $i = 1, \ldots, n - 1$,

$$W_2^\mathfrak{m} (a(y)k_0(\mathfrak{w}^i)) = W_2^\mathfrak{m} (a(y)n(\mathfrak{w}^{-i})a(\mathfrak{w}^{-2i})wn(\mathfrak{w}^{-i}))$$

$$= \psi(y\mathfrak{w}^{-i})W_2^\mathfrak{m} (a(y)a(\mathfrak{w}^{-2i})w)$$

$$= \psi(y\mathfrak{w}^{-i})W_2^{\mathfrak{m}2i-n} (a(y)),$$

where $\psi$ is the non-trivial additive and unramified character of $k$ associated to the Whittaker model of $\pi_2$.

Define $k_0(\mathfrak{w}^i) = w$ if $i = 0$. Inserting Lemma 6.1 in decomposition (6.4) and using successively (6.6), (6.5) (6.7), (6.8) and the fact that $W_i(\mathfrak{w}^r) = 0$ if $r < 0$ yields the following relation

$$q^{n-1}(q+1)\int_{\mathfrak{k}^x} \mathcal{F}(k,n) dk = \sum_{i=0}^{n} \alpha_i \mathcal{J}(i,n),$$

with

$$\mathcal{J}(i,n) = \int_{\mathfrak{k}^x} \psi(y\mathfrak{w}^{-i})W_1(a(y))W_2^{\mathfrak{m}2i-n} d^x y$$

For the integral over the units, we explicit the Haar measure on $d^x u = \zeta_k(1)\frac{du}{|u|}$ on $k^x$ and we use [10, Proposition 1.6.5] to find

$$\int_{u \in \mathfrak{k}^x} \psi(u\mathfrak{w}^{-i})d^x = \begin{cases} 1 & \text{if } r \geq i \\ -q^{-i}\zeta_k(1) & \text{if } r = i - 1 \\ 0 & \text{else.} \end{cases}$$

Furthermore, it is a well-known result (see [7, Chapter 4] for example) that if the $\pi_i$’s are tempered, we have for $r \geq 0$

$$|W_i(\mathfrak{w}^r)| \leq (r+1)q^{-\frac{r}{2}}.$$

Therefore, recalling that $W_i(\mathfrak{w}^r) = 0$ for $r < 0$, we obtain

$$|\mathcal{J}(i,n)| \leq q^{n/2} \sum_{r \geq i} (r + 1)(r + n - 2i + 1)q^{i-r}$$

$$+ \delta_{1 \leq i \leq n-1} q^{n/2} \zeta_k(1)(n-i)q^{-n/2}$$

$$\ll n(n-i)q^{-n/2}.$$

Finally, inserting (6.11) in (6.4) gives the following proposition:

**Proposition 6.2.** Let $\pi_1, \pi_2$ be tempered and unramified representations of $\text{PGL}_2(k)$ and for $n \in \mathbb{N}$, let $\mathcal{Z}(\pi_1, \pi_2, n; t, s)$ be the local zeta integral defined in (6.1). Then for any sufficiently small $\varepsilon > 0$ and $t, s \in \mathbb{C}$ with $0 \leq |s| + |t| \leq \varepsilon$, we have

$$\mathcal{Z}(\pi_1, \pi_2, n; t, s) \ll n^2 q^{n(-1+\varepsilon)}.$$
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