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Abstract

As machine learning models become increasingly larger, trained weakly supervised on large, possibly uncurated data sets, it becomes increasingly important to establish mechanisms for inspecting, interacting, and revising models to mitigate learning shortcuts and guarantee their learned knowledge is aligned with human knowledge. The recently proposed XIL framework was developed for this purpose, and several such methods have been introduced, each with individual motivations and methodological details. In this work, we provide a unification of various XIL methods into a single typology by establishing a common set of basic modules. In doing so, we pave the way for a principled comparison of existing, but, importantly, also future XIL approaches. In addition, we discuss existing and introduce novel measures and benchmarks for evaluating the overall abilities of a XIL method. Given this extensive toolbox, including our typology, measures, and benchmarks, we finally compare several recent XIL methods methodologically and quantitatively. In our evaluations, all methods prove to revise a model successfully. However, we found remarkable differences in individual benchmark tasks, revealing valuable application-relevant aspects for integrating these benchmarks in developing future methods.

Do you trust a machine learning (ML) model? Trust is considered as the “firm belief in the reliability, truth, or ability of someone or something” [1]. However, how reliable are ML models and do they in fact base their decisions on correct reasons? These questions emerge as ML becomes more present in our daily lives and, importantly, high-stakes environments, e.g. for disease detection [2] making it more and more necessary for humans to rely on such machines. However, particularly deep neural networks (DNNs), which are considered state-of-the-art models for many tasks, show an inherent lack of transparency regarding the underlying decision process for their predictions as well as fundamental issues concerning robustness (e.g. slight input perturbations can lead to very different model predictions). Solutions to these issues are considered integral components for trust development in current and future AI systems [3]. Particularly, this first issue becomes ever more important for identifying shortcut behavior [4] as the latest trend of DNNs —large-scale pre-trained models, like GPT-3 and DALL·E 2 [5, 6]— employ huge amounts of unfiltered data that contain biases and can lead to negative societal impacts if left unchecked [7, 8].

Consequently, eXplainable AI (XAI) was introduced to address this lack of transparency [9, 10]. Via such explainer methods proposed by XAI research, recent works have revealed that DNNs can show Clever-Hans behavior —making use of confounders— due to spurious correlations in the data [11]. However, only making such models explainable can be insufficient for properly building trust as well as for the overall deployability of a model as it does not offer the possibility to revise incorrect and hazardous behavior. For this reason, the eXplanatory Interactive machine Learning (XIL) framework [12] was proposed in order to promote a more fruitful approach to communication between humans and machines, allowing for a more complementary approach.

Specifically, in XIL, a model makes a prediction, presents its corresponding explanation to the user, and they respond by providing corrective feedback, if necessary, on the prediction and explanation. It has been shown that XIL can improve performance and explanations, i.e. help overcome Clever-Hans behavior and improve the
1: \( f \leftarrow \text{Fit}(A) \)
2: \( \textbf{repeat} \)
3: \( X \leftarrow \text{SELECT}(f, N) \)
4: \( \hat{y} \leftarrow f(X) \)
5: \( \hat{E} \leftarrow \text{EXPLAIN}(f, X, \hat{y}) \)
6: \( \text{Present } X, \hat{y}, \text{ and } \hat{E} \text{ to the user} \)
7: \( \overline{y, C} \leftarrow \text{OBTAIN}(X, \hat{y}, \hat{E}) \)
8: \( A \leftarrow A \cup \{(X, \overline{y, C})\} \)
9: \( f \leftarrow \text{REVISE}(A) \)
10: \( N \leftarrow N \setminus \{X\} \)
11: \( \textbf{until} \) budget \( T \) is exhausted or \( f \) is good enough
12: \( \textbf{return } f \)

Figure 1: (left) Algorithm. XIL takes as input sets of annotated examples \( A \), non-annotated examples \( N \), and iteration budget \( T \). (right) Sketch of Algorithm. SELECT describes how samples \( X \) from \( N \) are selected in XIL. EXPLAIN depicts how the model provides insights into its reasoning process to the teacher. With OBTAIN, the teacher, in turn, observes whether the learner’s prediction is right or wrong, especially if it is based on the right or wrong reason, and returns corrective feedback, if necessary. The corrections obtained are redirected back into the model’s learning process with the REVISE module to correct the model behavior regarding the user.

generalization to unseen data \[13\]. Moreover, interaction through explanations is considered a natural form of bidirectional communication between human experts, making XIL methods effective protocols to open black boxes. In this way, XIL methods may fill the trust gap between ML systems and human users \[14\].

Unfortunately, existing XIL methods were developed independently and often with slightly different motivations. In these works, evaluations of the effectiveness of a method often reverted to qualitative explanation evaluations and test accuracy on separate known confounded data sets. However, these evaluation measurements do not unveil essential methodological characteristics that are particularly important for the practical use case. Furthermore, currently, no study exists that covers a comprehensive comparison of relevant XIL methods. Therefore, in this work, we provide a typology for XIL and propose that existing methods can in fact be summarized via a common underlying terminology. Hereby a method’s individual differences correspond to specific instantiations of the basic modules. We additionally propose an extensive set of evaluation criteria, consisting of novel measures and tasks, for extensively benchmarking current and future XIL methods based on our typology. This includes the robustness of a method to faulty user feedback and a method’s efficiency in terms of the number of required interactions. Thus, in this work, we provide for the first time an extensive study of six recent XIL methods based on these various criteria.

In summary, our main contributions are (1) unifying existing XIL methods into our typology with a single common terminology, (2) extending the typology by introducing novel measures and tasks to benchmark XIL methods, (3) evaluating existing methods based on these various criteria that are of great relevance for real-world applicability, and (4) identifying yet unresolved issues to motivate future research.

**Explanatory Interactive Machine Learning**

To examine eXplanatory Interactive machine Learning (XIL), in the following, we present the first typology for XIL based on Algorithm \[1\]. We describe its modules in detail and use them as a foundation for our evaluations. Moreover, we use our typology to examine present XIL methods and thereby investigate the different modules to uncover limitations and motivate avenues for future work.
A Unified XIL Typology

In general, XIL combines explanation methods (XAI) with user supervision (active learning) on the model’s explanations to revise the model’s learning process interactively. Notably, XIL can be considered a subfield of AI methods that leverage explanations into the learning process (e.g. see [15] for a comprehensive overview of methods that leverage explanations in interactive machine learning). The conceptual function can be described as follows: XAI focuses on generating explanations from the model, whereas XIL aims to reverse the flow and inserts user feedback on those explanations back into the model. The goal is to establish trust in the model’s predictions not only by revealing false and potentially harmful behavior of a model’s reasoning process via the model’s explanations but also to give the user the possibility to correct this behavior via corrections on these explanations.

Algorithm 1 describes the XIL setting in pseudo-code. It uses a set of annotated examples $A$, a set of non-annotated examples $N$, and an iteration budget $T$. The annotation comprises both the classification label $y$ and explanation $E$, i.e. a non-annotated example is missing one or both. In general, the procedure can be compared to a teacher-learner setting. Active learning is a learning protocol in which the model sequentially presents non-annotated examples (SELECT) from a data pool to an oracle (e.g. human annotator) that labels these instances (OBTAIN). Accordingly, this setting allows the user to influence the learning process actively (REVISE). Although the active learning setting enables simplistic interaction between the model and a user, it does not promote trust if explanations do not accompany predictions [12]. The lack of explanations in active learning, however, makes it difficult for the user to comprehend the model’s decision process and provide corrections. Therefore, the XIL typology extends the learning pipeline with XAI (EXPLAIN). Consequently, the explanations and potential user corrections are processed simultaneously with the annotated labels. The necessary modules of this interactive learning loop are each described in detail below.

Selection (Select)

SELECT describes how samples $X$ are selected from a set of non-annotated examples $N$. These examples are used for the model to perform a predictive task, e.g. predict a class label $y$, with which the user, in turn, has to interact. The selection can be carried out in different ways: manually, randomly, or with a specific strategy. One strategy in this regard is to find influential examples, e.g. via a model’s certainty in a prediction. This can also enable selecting only a subset of examples to apply XIL on. Hence, SELECT also describes how many examples need to be selected to revise a model through explanatory interactions.

Explaining (Explain)

In comparison to active learning, XIL approaches consider standard input-output pairs, e.g. $(X, \hat{y})$, insufficient to (i) understand the underlying decision process of a model and (ii) provide necessary feedback solely on the predicted labels, denoted as $\hat{y}$. Such feedback, $\hat{y}$, can only correct the model if the model’s initial prediction, $\hat{y}$, is incorrect, i.e. wrong answer. Due to, e.g., shortcut learning [4], deeper insights into a model are required. Hence, in XIL, the model also provides explanations that help the user inspect the reasoning behind a prediction. This, in turn, enables a user to check if the decision is based on right or wrong reasons. Therefore, EXPLAIN is an essential element of a XIL method to revise a model.

In our proposed typology, the learner $f$ (e.g. a CNN) predicts $\hat{y}$ for an input $X$. Additionally, the learner explains its prediction to the teacher (e.g. user) via an explainer (e.g. LIME) and provides an explanation $\hat{E}$. In this way, EXPLAIN depicts how the model provides insights into its reasoning process to the teacher.

There are various ways to provide an explanation. Common explanation methods in works of XIL provide attribution maps that highlight important features in the input space, such as input gradients (IG [16]), gradient-weighted class activation maps (GradCAM [17]), and local interpretable model-agnostic explanations (LIME [18]).

EXPLAIN also describes the capability of a XIL method to facilitate the use of various explainer methods, i.e. whether a XIL method depends on a specific explainer method. Whereas some XIL methods can handle arbitrary explainer methods (e.g. CE), it is the defining component for other XIL methods and thus constrains other components of the method as well (e.g. feedback types).
Analogous to the view on the explainers, the model flexibility describes the capability of a XIL method to facilitate the use of different model types for Explain. Depending on the used model, only specific XAI methods can be applied, e.g. whereas LIME can be applied to any ML model, IG can only be applied to differentiable ones (e.g. NNs), and GradCAM only to CNNs. In turn, this means that a XIL method can be model-specific or model-agnostic. However, the model specificity is linked to the explainer specificity as an explainer may be only available for certain model types.

**Obtain Feedback (Obtain)**

Not only does the model have to explain its decision, but also the users have to provide explanatory feedback to the model. This feedback has to be processed in such a way that the model can cope with it. As a result, the model can generate corrections based on user feedback to revise the model. The correction \( C \) depends on the specific XIL method and model type. Specifically, the user’s feedback \( C \), wrt. the explanation \( \hat{E} \), has to potentially be converted to an input space that the model can process. For instance, in the case of counterexamples, the user feedback \( \hat{E} \) is on the same level as the explanation, e.g. an attribution map. However, correction \( C \) depicts one or multiple counterexamples, such that \( \hat{E} \) must be converted.

In our setup, the teacher gives feedback based on the model’s input \( X \), prediction \( \hat{y} \), and explanation \( \hat{E} \). Specifically, within Obtain, the teacher produces a corresponding explanation, \( \hat{E} \), which, however, is transformed into a feedback representation, \( \hat{C} \), that corresponds to a representation that can be fed back to the learner. This enables the teacher to observe whether the learner’s prediction is right or wrong, but more importantly also to check if the prediction is based on the right or wrong reason.

Moreover, Obtain determines which feedback types a XIL method can handle. The standard way to provide feedback, partly restricted by using attribution maps in XAI, is to highlight important (right) and/or unimportant (wrong) features in the input. Although, other types of feedback are also possible, e.g. in the form of semantic description, e.g. “Never base the decision on the shape of object X” [19].

**Model Revision (Revise)**

Once the corrections are obtained, they must be redirected back into the model’s learning process. Depending on the feedback type and the user’s knowledge about what is right or wrong, there are two aspects to consider to revise a model.

The first aspect is how to reinforce user feedback. As indicated in Obtain, the Revise strategy depends on the feedback obtained from the user. On the one hand, the user can penalize wrong explanations, i.e. remove confounding factors but not necessarily guide the model towards the right reason. On the other hand, the user can reward the right explanations. Intuitively, it is harder to know the right reason than the wrong reason e.g. on average, the subspace of relevant image regions is much smaller than the space of irrelevant ones). Additionally, rewarding does not necessarily ensure avoiding a confounder’s influence. In general, there therefore seems to be an imbalance between knowing what is right and wrong, which needs to be considered.

The second aspect is how to update the model, i.e. incorporate the feedback. One common approach is to augment the loss function and backpropagate the feedback information through the loss objective. The other is to augment the dataset with (counter)examples and remove the confounder influence through a diminished presence in the training data.

After the teacher gives feedback to the learner, the corrections are fed back to the learner to revise it. To do so, set \( A \) is extended by the processed user annotations, i.e. the prediction \( \hat{y} \) and the correction \( \hat{C} \) for the respective input \( X \). The optimization objective can now incorporate the user feedback to extend the purely data-driven approach and thereby revise (fit) the model \( f \). Lastly, \( N \) is updated, i.e. the annotated instances \( X \) are removed from \( N \).
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No Free Lunch in XIL

We hypothesize that there is no single best XIL method. Changing a module has costs such that a modification may increase the performance in one criterion but at the expense of another. Hence, we investigate the different modules with various experiments to verify our hypothesis. Moreover, we showcase our typology and the corresponding evaluation criteria by benchmarking, for the first time, existing XIL methods and their modules. By providing a comprehensive evaluation of these methods, we also reveal some yet undiscovered limitations to encourage future research.

To this end, we investigate the following questions: (Q1) How well do the existing methods revise a model? (Q2) Are they robust to feedback quality variations? (Q3) Does the revision still work with a reduced number of interactions? (Q4) Can XIL revise a strongly confounded model?

XIL Methods, Measures and Benchmarks We focus our evaluations on computer vision datasets, where confounders are well-known and an active area of research [20]. In the relevant datasets, a confounder is a visual region in an image (e.g. colored corner) correlating with the image class but is not a causal factor for determining the true class of the image. The confounder fools the model and constitutes a shortcut learning rule [4]. In the standard setup, we train an ML model on a confounded train set and run tests on the non-confounded test set. Our goal is to guide the model to ignore the confounder. To account for different facets of XIL, we chose two benchmark datasets, Decoy(F)MNIST, and one scientific dataset, ISIC19. For these datasets, a confounder is visual (in the sense that they are spatially separable) to provide a controlled environment for evaluation.

In the following, we evaluate the XIL methods: (i) RRR (Right for the Right Reason [21]), (ii) CDEP (Contextual Decomposition Explanation Penalization [22]), (iii) HINT (Human Importance-aware Network Tuning [23]), and (iv) CE (CounterExamples [12]) and analyze the influence of different explainers on the same method, namely IF referenced to as (v) RBR (Right for the Better Reasons [24]) and GradCAM in the following called (vi) RRR-G (Right for the Right Reason Gradcam [13]). We set up novel measures and benchmarks in the Methods section to provide detailed insights into the versatile facets of a XIL method. Besides standard measures like accuracy, we provide a new measure, wr, to investigate a model’s focus on the wrong reason(s). Furthermore, we provide extensive benchmarks such as the feedback robustness, the interaction efficiency, and a Switch XIL on experiment. These benchmarks help examine various essential aspects of a XIL method beyond simple accuracy scores. More details on these and the experimental protocol can be found in Methods.

(Q1) Accuracy Revision In order to investigate the general ability of a XIL method to revise a model (REVISE), we evaluate the accuracy score on each test set (Tab. 1) of the datasets DecoyMNIST, DecoyFMNIST and ISIC19. To give an impression of the confounder impact in each dataset, we provide a baseline by evaluating each model on the dataset without decoy squares. This is not available for ISIC19 as the confounders are not artificially added. The

| XIL | DecoyMNIST | DecoyFMNIST | ISIC19 |
|-----|------------|-------------|--------|
|     | train      | test        | train  | test  |
| w/o decoy | 99.8±0.1  | 98.8±0.1    | 98.7±0.3 | 89.1±0.5 |
| Vanilla | 99.9±0.0  | 78.9±1.1    | 99.5±0.2 | 58.3±2.5 |
| RRR    | 99.9±0.1  | 98.8±0.1    | 98.7±0.3 | 89.4±0.4 |
| RRR-G  | 99.7±0.2  | 97.4±0.7    | 90.2±1.6 | 78.6±4.0 |
| RBR    | 100±0.0   | 99.1±0.1    | 96.6±2.3 | 87.6±0.8 |
| CDEP   | 99.3±0.0  | 97.1±0.7    | 89.8±2.7 | 76.7±3.5 |
| HINT   | 97.6±0.3  | 96.5±0.4    | 99.0±0.9 | 58.2±2.3 |
| CE     | 99.9±0.0  | 98.9±0.2    | 99.1±0.2 | 87.7±0.8 |

Table 1: Mean accuracy scores [%]. First row shows performance on dataset without decoy squares (not available for ISIC19). Next row shows the Vanilla model (no XIL) gets fooled, indicated by low test accuracy. Except for HINT on FMNIST, all methods recover test accuracy. On ISIC19, no accuracy improvement can be observed. Best values are bold; cross-validated on 5 runs with std.
Vanilla model represents the performance of a model without revision via XIL. The confounder leads the models to be fooled, causing low accuracy scores compared to the baseline without the decoy.

In contrast, training via the examined XIL methods generally helps a model overcome the confounder, as the baseline test accuracy is recovered. RBR performs best on DecoyMNIST and RRR on DecoyFMNIST. For DecoyFMNIST, HINT achieves a low accuracy score on par with the fooled Vanilla model, indicating that it, here, cannot correct the Clever-Hans behavior. We assume that its reward strategy does not suffice to overcome the confounder and, in turn, for XIL to function properly. For the ISIC19 dataset, no XIL method helps a model improve the accuracy on the test set. Therefore, we cannot answer (Q1) affirmatively for ISIC19 purely based on the accuracy, thus motivating the need for further measures beyond accuracy.

However, summarized, our experiments answer (Q1), i.e. the XIL methods have the general ability to revise a model but may have difficulties with increasing data complexity.

(Q1) Wrong Reason Revision For the ability to revise wrong reasons, we conduct quantitative (Tab. 2) and qualitative (Fig. 2) experiments to inspect Explain.

On one hand, we have the quantitative wr score. It measures the activation in the confounder area and hence automates the visual inspection of explanations. The Vanilla model (without XIL) achieves high wr scores, i.e., high activation in the confounder region. Again, the XIL methods help a model lower the wr score, reducing the confounder impact. The table further shows that the XIL methods overfit on the internally-used explainer in terms of reducing its attention to the confounding region (cf. RRR with IG explanations or RRR-G with GradCAM explanations). This is expected, as a XIL method exactly optimizes for the used explanation method. Interestingly, a XIL method also reduces the wr score for other not internally-used explainers (cf. RRR with GradCAM explanations or RRR-G with IG explanations). Consequently, XIL’s impact is beyond its internally-used explainer and not only restricted to it. However, LIME attribution maps are always highly activated, albeit reduced, as it is never internally
used as an explainer.

Furthermore, we can see that CDEP and HINT do not remarkably reduce the wr score compared to the baseline. As HINT works with rewarding instead of penalizing and is thus not explicitly trained to avoid confounders, we do not necessarily expect it to score low wr values. CDEP also does not achieve low wr values and does not overcome the confounder, although using penalty. We previously found that XIL could not overcome the test performance of the fooled Vanilla model on the ISIC19 dataset. However, the wr score surprisingly indicates a clear reduction. This indicates that although XIL might not revise a model in terms of accuracy, it can indeed improve the explanations (lowers the wr score), proving its function and usefulness. Notably, these findings showcase the importance of additional quantitative measures, such as wr, for evaluating XIL methods.

Although XIL might not revise a model in terms of accuracy, it can indeed improve the explanations (lowers the wr score), proving its function and usefulness. Notably, these findings showcase the importance of additional quantitative measures, such as wr, for evaluating XIL methods.

Apart from this, we manually inspected 200 randomly generated attribution maps for each method-explainer combination. We exemplify the findings for a representative example on each benchmark dataset. Fig. 2 shows explanation attribution maps for Decoy(F)MNIST on the left (right). A high activation in or around the top right corner indicates Clever-Hans behavior of a model to the confounder. For the Vanilla model, each explanation method highlights the confounder region, except for the GradCAM explanation on MNIST (cf. Discussion). The top row shows activation attribution maps generated with the IG explainer. Here, we can see the previously-found overfitting once again. For example, the RRR-revised model shows no activation in the confounding right top corner while RRR-G still has high activation around the corner. Consequently, XIL functions only reliably on the internally-used explainer. The qualitative findings here confirm the quantitative findings of the wr score and demonstrate that it is a suitable method to evaluate the performance of XIL methods.

Moreover, in our evaluation, we also find that penalizing wrong reasons does not enforce predictions based on the right reasons (cf. RRR-G with IG attribution maps on MNIST). Second, attribution maps generated via GradCAM require upsampling and hence prevent a clear and precise interpretation. Although the right reason is sometimes highlighted, there remains some uncertainty in its precision. Third, the provided explanation methods visually contradict each other. The RRR column, for instance, indicates that XIL, and XAI in general, must be handled with care: the performance values may show overcoming a confounder while the visual explanations (attribution maps) indicate otherwise.

Overall, our evaluation gives more insight into EXPLAIN of XIL and extends the previous findings for (Q1). Although it may not become entirely apparent that the considered XIL methods remove all Clever-Hans behavior when only considering accuracy, we observed that the methods and, in this way, XIL in general do in fact improve a model’s explanations and can therefore effectively be used to revise a model.

We note here that we found possibly additional confounding factors in the ISIC19 dataset (cf. Fig. 4) and hence focus further evaluations on the remaining two datasets.

**Q2 Robustness to feedback quality variations**

As previous research focused only on providing correct (ground-truth) feedback, we additionally provide insights into the feedback quality and the robustness of a XIL method towards quality changes. In this experiment, the objective is to gather more knowledge about OBTAIN. Exemplary feedback masks for this experiment are illustrated in Fig. 5, visualizing the feedback types for a penalty-based approach.

| feedback       | RRR | RRR-G | RRR | CDEP | HINT | CE | RRR | RRR-G | RRR | CDEP | HINT | CE |
|----------------|-----|-------|-----|------|------|----|-----|-------|-----|------|------|----|
| arbitrary –    | +3.3| -4.2  | -22.1| +17.8| +4.1 | +0.3| +1.4| +7.9  | -37.3| +12.2| -3.2 | -1.2 |
| incomplete †   | +19.6| +9.5  | +17.2| +17.9| +17.7| +6.7| +24.2| +12.4 | +16  | +16.8| +21  | +3.4 |
| correct †      | +19.9| +18.5 | +20.2| +18.2| +17.7| +20 | +31.1| +20.3 | +29.3| +18.4| -0.1 | +29.4 |

Table 3: Feedback robustness evaluation on Decoy(F)MNIST for arbitrary and incomplete compared to correct feedback masks. The mean difference in test accuracy [%] compared to the confounded Vanilla model is given. For arbitrary feedback, unchanged is better, and for incomplete and correct feedback, higher is better. Incomplete feedback is on par with correct feedback. Good values are green, poor values are red; cross-validated on 5 runs (cf. Appendix A.6 Tab. 10 for standard deviations).

Exemplary feedback masks for this experiment are illustrated in Fig. 5, visualizing the feedback types for a penalty-based approach.
Tab. 3 compares the impact of different feedback types to a fooled Vanilla model. The values for correct feedback are taken from Tab. 1. Correct feedback demonstrates how XIL improves the accuracy, i.e. removes the confounder impact, compared to the Vanilla model. Moreover, we can clearly see that incomplete and correct feedback are nearly on par for all methods in improving the test accuracy. This emphasizes XIL’s robustness towards user feedback of varying quality and suggests real-world usability of XIL, considering that human user feedback is prone to errors. Note, the performance of CE for incomplete feedback is worse due to the strategy of augmenting the dataset. While all confounded images remain in the data, also the added images to revise the model still contain part of the confounder. This way, the confounder impact is still quite high and thus not as easily removed by adding images where only part of the confounding square is removed. However, our results indicate that this still suffices to achieve limited revision.

In contrast, for the case of arbitrary feedback, robustness expresses that a method is not remarkably changing performance. However, we can see a remarkable increase (decrease) for CDEP (RBR) especially compared to the correct feedback improvement. This suggests that CDEP improves performance no matter what feedback quality. Consequently, we presume CDEP does not pass the sanity check leaving some concerns about its reliability. If it is irrelevant what the user feedback looks like to correct the model, the rationale behind the XIL method is questionable and its usage worrisome for users. For RBR, we presume that arbitrary feedback leads to a collapse of the model’s learning process, i.e. random guessing, revealing a lack of robustness. A method sensitive to wrong feedback —humans are not perfect— can be assessed as worse than a robust method.

All in all, however, the considered XIL methods prove general robustness for different feedback quality types, thus answering (Q2) affirmatively and providing evidence for XIL’s effectiveness in more practical use cases.

(Q3) Interaction efficiency Obtaining precise and correct feedback annotations is costly and time-consuming, making interaction efficiency a crucial property for XIL methods. Therefore, we examine how many explanatory interactions suffice to overcome a known confounder. A method that utilizes annotations more efficiently, i.e., requires fewer interactions to revise a model, is preferable. In the previous experiments, every training image was accompanied by its corresponding feedback mask to correct the confounder. In contrast, now we randomly sample a subset of $k$ annotations before training and evaluate each model with different-sized feedback sets, i.e., number of explanatory interactions. By doing so, we target Select as we investigate how the selection affects the model revision.

Fig. 3a shows increasing test accuracy for an increasing number of available feedback masks for all XIL methods, i.e. the more feedback available, the better. Moreover, the figure shows that only a tiny fraction of feedback masks is required to revise a model properly. Although there is a remarkable difference between the XIL methods’ efficiency, our obtained results illustrate that XIL utilizes feedback efficiently and can already deal with a few feedback annotations. Note that the methods achieve different test accuracy with all available feedback, such that they do not all converge at the same level; cf. Tab. 1 for test accuracy with full feedback set. Interestingly, RRR, for example, needs only a few dozen interactions to overcome the confounder, while CE requires considerably more interactions. Summarized, the examined XIL methods can efficiently utilize user feedback, solving (Q3).

(Q4) Revising a strongly corrupted model In order to further evaluate the real-world usability of XIL, we conduct a Switch XIL on experiment, where we integrate a XIL method (switch XIL on) after a model has solely been trained in a baseline setting (e.g. standard classification) and shows strong Clever-Hans behavior. Fig. 3b shows the test performance of a model during training. First, the model gets fooled by the decoy squares. After 50 epochs, the XIL augmentation is switched on (i.e., either the loss or dataset is augmented with XIL). As we can see, all methods, except CDEP and RBR, can recover the test accuracy and overcome the confounder. RRR shows a striking curve with the RR loss sharply increasing, and hence the accuracy drops before it sharply increases again. Most likely, it requires more hyperparameter tuning to avoid this leap. For RBR, we assume the same, as it is difficult to tune the loss accordingly.

Also, (Q4) is thus answered affirmatively by this experiment as it overall shows that XIL can “cure” already confounded models, which is an important property for real-world applications.
Discussion

The previous sections demonstrated that modifying XIL modules is no free lunch in the sense that modifying one module does not guarantee improvements in all criteria. In the following, we wish to discuss some additional points.

As pointed out initially, it is often easier to state a wrong reason than a right one [13]. However, penalizing wrong reasons may not be enough to revise a model to be right for all the right reasons. Avoiding one wrong reason, but using another wrong one instead is not desirable. The provided attribution maps for ISIC19 (cf. Fig. 4) illustrate this trade-off. As we can observe from the attribution maps, the reward strategy (HINT) visually outperforms the penalty strategy. The penalty method, exemplified here via RRR, does to a certain degree point towards the right reason, but not as reliably as rewarding via HINT. In general, however, a reward strategy cannot guarantee that confounders are avoided.

Throughout our work, we encountered ambiguities between different explainer methods. When a XIL method is applied and a sample is visualized with a different explainer method, than was optimized with, we find contradicting attribution maps (cf. RRR columns in Fig. 2). In fact, the analysis of attribution maps shows remarkable differences between IG, GradCAM, and LIME. In some cases, we can even observe opposing explanations. Moreover, the GradCAM explanation for the Vanilla model in Fig. 2 (left) does not show a confounder activation although the scores in Tab. 1 and Tab. 2 clearly pinpoint a shortcut behavior of the model. This consequently raises concerns about how reliable and faithful the explainer methods are. At this point, we note that for investigating XIL, we make the general assumption about the correctness of the explanation methods, which is a yet open topic in the field [25, 26]. Although it is the explicit goal of XIL to improve explanations, this can only work if an explainer method does not inherently fail at producing meaningful and coherent explanations. In that case, the overall objective of increasing user trust is already undermined before XIL enters the game. One of the main challenges of XIL is the real-world application. Revising a model must be easy for an average ML practitioner or any human user. If the resource demand is too high, the methods are difficult to use. This is specifically a problem for state-of-the-art, large-scale pre-trained models. One example is RBR which uses IFs, i.e. second-order derivatives, to correct Clever-Hans behavior. In our evaluations, we found that IFs induce a huge resource demand, making XIL slower and more challenging to optimize – loss clipping was necessary to avoid exploding gradients.

In terms of architecture choice and design, we also encountered several obstacles. Our typology description already pointed out that not every XIL method is applicable to every model or explainer method, e.g. GradCAM-based XIL methods can only be applied to CNNs. We argue a flexible XIL method is preferable such that various models and explainer methods can be applied.

From our experimental evaluations considering the number of required interactions, we observed that CE, with the dataset augmentation strategy, requires the largest amount of user feedback. Especially for large-scale models,
Figure 4: (left) An ISIC19 image with confounder (red patch). (middle) an RRR-revised model and (right) a HINT-revised model generate explanations for the image. The explanations are visualized with GradCAM. RRR helps discover yet unknown confounders (dark corners), and HINT reveals the potential of the reward strategy.

the number of interactions required can be a limiting factor. In practical use cases, often only a limiting number of explanatory feedback is available. Another aspect here is the aspect of trustworthiness in that a user might not trust a model as much if the feedback they have provided is not directly incorporated by the model and should suffice to revise a model. Furthermore, we noticed that CE is less robust to incomplete feedback, possibly compromising this approach alone for real-world application. Hence, combining CE with a loss-based XIL approach could be advantageous.

Lastly, we wish to note that a very noteworthy potential of XIL could be observed in the qualitative evaluations of ISIC19 attribution maps. In fact, by applying XIL on one confounder, we could identify further yet unknown confounders (shortcuts) to the user, in this case, the dark corners found in the images (cf. Fig. 4 (middle)). These findings further demonstrate the importance of a strong level of human-machine interactions via explanations. Particularly in such a setting, each can learn from the other in a stronger bidirectional, discourse-like manner and more than just the unidirectional way of communication provided by XAI alone. To this end, we refer to the theory of embodied intelligence, in which interaction and manipulation of the environment allow for information enrichment to obtain intelligent systems [27].

Conclusions

In summary, this work presents a comprehensive study in the rising field of XIL. Specifically, we have proposed the first XIL typology to unify terminology and categorize XIL methods concisely. Based on this typology we have introduced novel benchmarking tasks, each targeting specific aspects of the typology, for properly evaluating XIL methods beyond common accuracy measures. These cover the performance in model revision, robustness under changing feedback quality, interaction efficiency, and real-world applicability. In addition, we introduced a novel wr measure for our experiments to quantify an average confounder activation in a model’s explanations. Lastly, we showcased the typology and novel benchmark criteria in an empirical comparison of six currently proposed XIL methods.

Our typology and evaluations showed that XIL methods allow one to revise a model not only in terms of accuracy but also explanations. However, we also observed overfitting to the individual explainer method being used. Avenues for future research are a mixture of explainers that may account for uncertainty on the right reasons. Moreover, one should combine feedback on what the right explanation is with feedback on what it is not, rather than focusing on only one of these two feedback semantics. The weighting of each feedback based on the knowledge and feedback certainty of the user goes one step further. And, of course, application to large-scale pre-trained models is an exciting avenue for future work. Most importantly, existing XIL approaches just follow a linear Select, Explain, Obtain, and Revise. As in daily human-to-human communication, machines should also follow more flexible policies such as an Explain & Obtain sub-loop, pushing for what might be called explanatory cooperative AI [28].

Overall, in this work, apart from a typology we have also introduced a set of novel measures and benchmarking tasks for differentiating and evaluating current and future XIL methods. This toolbox is by no means conclusive and should act as a starting point for a more standardized means of evaluation. Additional or improved measures and tasks should be investigated in further research, e.g. the benefits of mutual information.
Methods

In this section, we present existing XIL methods and the measures and benchmarks we use and at the same time propose to evaluate.

XIL Methods

The fundamental task of XIL is to integrate the user’s feedback on the model’s explanations to revise its learning process. To tackle this core task, recently, several XIL methods have been proposed. Below we describe these methods in detail, dividing them based on two revision strategies: revising via (1) a loss term or (2) dataset augmentation. Both strategies rely on local explanations.

Loss Augmentation

Strategy (1) can be summarized as optimizing Eqn.\[1\] \[22\], where \(X\) denotes the input, \(y\) ground truth labels and \(f\) a model parameterized by \(\theta\). We optimize

\[
\min_{\theta} L_{\text{pred}}(f_{\theta}(X), y) + \lambda L_{\text{exp}}(\exp_{\theta}(X), \exp_{X})
\]

where \(L_{\text{pred}}\) is a standard prediction loss, e.g. cross-entropy, guiding the model to predict the right answers, whereas \(L_{\text{exp}}\) ensures the right reasons, i.e. right explanations, scaled by the regularization rate \(\lambda\).

Right for the Right Reasons (RRR) In the work of Ross et al. [21], the objective is to train a differentiable model to be right for the right reason by explicitly penalizing wrong reasons, i.e. irrelevant components in the explanation. That means Revise enforces a penalty strategy. To this end, this approach generates gradient-based explanations \(\exp_{\theta}(X)\) and restricts them by constraining gradients of irrelevant parts of the input. For a model \(f(X|\theta) = \hat{y} \in \mathbb{R}^{N \times K}\) and inputs \(X \in \mathbb{R}^{N \times D}\) we get

\[
L_{\text{exp}} = \sum_{n=1}^{N} (M_n \exp_{\theta}(X_n))^2
\]

where \(N\) is the number of observations, \(K\) is the number of classes, and \(D\) is the dimension of the input. With this loss term, the user’s explanation feedback \(M_n = \exp_{X}\) indicating which input regions are irrelevant, is propagated back to the model in the optimization phase. The loss prevents the model from focusing on the masked region by penalizing large values in this region. According to the authors, \(L_{\text{pred}}\) and \(L_{\text{exp}}\) should have the same order of magnitude by setting a suitable regularization rate \(\lambda\) in Eqn.\[1\].

Ross et al. [21] implement EXPLAIN with IG by generating explanations based on first-order derivatives, i.e. \(\exp_{\theta}(X) = IG(X)\). However, RRR’s EXPLAIN is not limited to this explainer. Schramowski et al. [13] propose Right for the Right Reason GradCAM (RRR-G) generating explanations via \(\exp_{\theta}(X) = \text{GradCAM}(X)\) and Shao et al. [24] propose Right for the Better Reasons (RBR) with second-order derivatives, i.e. \(\exp_{\theta}(X) = IF(X)\). We describe further mathematical details in Appendix A.4. In order to penalize wrong reasons, OBTAIN in this case expects feedback in the following form. A user annotation mask is given as \(\exp_{X} = M \in \{0,1\}^{N \times D}\) with 1s indicating wrong reasons. E.g. in this work, we consider confounding pixels as wrong reasons.

Contextual Decomposition Explanation Penalization (CDEP) Compared to the others, CDEP [22] uses a different explainer method, CD, i.e. its EXPLAIN module is restricted to this explainer method, \(\exp_{\theta}(X) = CD(X)\). The CD algorithm measures the layer-wise attribution of a marked feature, here image region, to the output. It decomposes the influence on the prediction between the marked image region to the remaining image. This enables only focusing on the influence of the marked image region and, in this case, penalizing it. Hence, Revise is implemented.
again with the penalty strategy. The user mask $M$ penalizes the model explanation via

$$L_{\text{exp}} = \sum_{n=1}^{N} \|\text{expl}_{\theta}(X_n) - M_n\|_1.$$  \hfill (3)

**Human Importance-aware Network Tuning (HINT)** In contrast to previous methods, HINT \[23\] explicitly teaches a model to focus on *right reasons* instead of *not focusing on wrong reasons*. In other words, HINT rewards activation in regions on which to base the prediction, whereas the previous methods penalize activation in regions on which *not* to base the prediction. Thus, \textsc{Revise} is carried out with the reward strategy. \textsc{Explain} can take any gradient-based explainer, whereas the authors implemented it with GradCAM, i.e. $\text{expl}_{\theta}(X) = \text{GradCAM}(X)$. Finally, a distance, e.g. via mean squared error, is computed between the network importance score, i.e. generated explanation, and the user annotation mask, resulting in:

$$L_{\text{exp}} = \frac{1}{N} \sum_{n=1}^{N} (\text{expl}_{\theta}(X_n) - M_n)^2.$$ \hfill (4)

Importantly, \textsc{Obtain} differs from previous methods in that 1s in the user annotation mask $M$ mark right reasons, not wrong reasons. We define relevant pixels (components) as the right reasons for our evaluations.

**Dataset Augmentation**

In contrast to the XIL methods, which add a loss term to revise the model, i.e. to implement \textsc{Revise}, further XIL methods exist which augment the training dataset by adding new (counter)examples to the training data \[12\]. Where the previous approaches directly influence the model’s internal representations, this approach indirectly revises a model by forcing it to generalize to additional training examples, specifically tailored to remove wrong features of the input space. This augmentation can, e.g., help remove a model from focusing on confounding shortcuts.

**CounterExamples (CE)** Teso and Kersting \[12\] introduce CE, a method where users can mark the confounder, i.e. wrong reason, region in an image from the training data and add a corrected image, i.e. in which an identified confounder is removed, to the training data.

In comparison to strategy (1), this strategy is model- and explainer-agnostic, i.e. \textsc{Explain} can be implemented with any explainer method as user feedback is not processed directly via the model’s explanations. Specifically, \textsc{Obtain} takes user annotation masks that mark the components in the explanation that are incorrectly considered relevant. In this case, the explanation corrections are defined by $C = \{ j : |w_j| > 0 \wedge j \text{th component marked by user as irrelevant} \}$, where $w_j$ denotes the $j$th weight component in the attribution map. These explanation corrections are transformed into counterexamples in order to make the feedback applicable to the model. A counterexample is defined as $j \in C : \{(X, y)\}$, where $y_i$ is the, if needed, corrected label and $X_i$ is the identical input, except the previously marked component. This component is either (1) randomized, (2) changed to an alternative value, or (3) substituted with the value of the $j$th component appearing in other training examples of the same class. The counterexamples are added to the training dataset. Moreover, it is also possible to provide multiple counterexamples per correction, e.g., different strategies. In our case, where the input is an image, the user’s explanation correction is a binary mask, and a counterexample is an original image with the marked pixels being corrected.

Instead of using noise to augment an example, Lang \textit{et al.} \[29\] present an attractive alternative that generates new realistic examples from a style space learned with a GAN-based approach.

**Evaluating XIL is More Than Just Accuracy**

Although a variety of works on XIL exist, there remains a research gap due to the lack of an in-depth comparison between these. Moreover, XIL methods are, if at all, usually only compared in terms of accuracy on benchmark confounded datasets. This essentially only measures if a XIL method successfully helps overcome the confounder in
terms of predictive power. However, the goal of XIL goes beyond overcoming confounders and also includes improving explanations overall, e.g. outside of a confounding setting. Hence, a profound examination that focuses on different aspects of the typology is crucial for a sound analysis of current and future research and for filling this research gap. We, therefore, extend our typology by proposing additional measures and benchmarking tasks for a thorough evaluation of a XIL method and clarify these in the following sections.

Measures for Benchmarking

In the following, we present existing and introduce novel quantitative and qualitative approaches to evaluate XIL methods.

Accuracy

Many previous works on XIL revert to measuring prediction accuracy as a standard measure to evaluate a method’s performance. This mainly works by using a confounded dataset in which the predictive accuracy on a non-confounded test set serves as a proxy for “right reasons”. However, this measure can only be used to evaluate XIL on datasets with known confounders and test sets that do not contain the confounding factor. Otherwise, yet unknown confounders may still fool the model and prevent an accurate evaluation of a XIL method. This is particularly important as XIL does not only aim to improve the predictive power, but also to improve the quality of the model’s explanations regarding the preferences and knowledge of the human user. We note that in all further mentions of “test accuracy” we are considering a model’s performance based on the data set classification rate on an unseen test set.

Qualitative Explanation Analysis

Another approach to evaluating the effectiveness of XIL methods is to qualitatively inspect a model’s explanations, e.g. attribution maps, prior to and after revisions. Next to the previously mentioned test accuracy, this approach to quality assessment is another popular measure many previous works focus their evaluations on. Some recent techniques for (semi-)automatic explanation analysis exist, e.g. for detecting Clever-Hans strategies. For example, Spectral Relevance Analysis (SpRAy) inspects and clusters similar explanations [11, 30].

Wrong Reason Measure

Besides standard measures like accuracy, we, therefore, propose a novel, yet intuitive measure, termed wrong reason measure (wr), to measure how wrong a model’s explanation for a specific prediction is, given ground-truth (user-defined) wrong reasons. In contrast to the qualitative evaluation (manual, visual inspection) of attribution maps, our wr measure provides a quantitative complement.

In detail, given an input sample $X$, e.g. an image, a model $f$ with parameters $\theta$, an explainer $\text{expl}$ and ground-truth annotation mask $M$, we quantify wr as

$$\text{wr}(X, M) = \frac{\sum(b_\alpha(\text{norm}^+(\text{expl}_\theta(X))) \circ M)}{\sum(M)}$$

where $\circ$ is the Hadamard product, and $\text{norm}^+$ normalizes the attribution values of the explanation to $[0, 1]$, while only taking positive values into account by setting all negative values to zero. $b_\alpha$ binarizes the explanation ($\text{expl}_{ij} > \alpha \Rightarrow 1$ else 0) and the threshold $\alpha$ can be determined by the pixel-level mean of all explanation attribution maps in the test set beforehand.

Depending on the explainer $\text{expl}$, it might be necessary to scale (down/up) the dimensions of the explanation to match dimension $d$ of the annotation mask $M$. In short, the measure calculates to what extent the wrong reason area is activated. $\text{wr}=1$ translates to 100% activation of the wrong reason region, indicating that the model gets fooled by the wrong reason and spuriously uses it as an informative feature. If this behavior co-occurs with high predictive performance this will imply Clever-Hans behavior and reasoning based on a wrong reason. Contrarily, $\text{wr}=0$ signals that 0% of the wrong reason area is activated. However, it is worth noting that one cannot, in principle, claim that the model’s reasoning is based on the right reason from being not wrong.

Comparing the wr scores of a Vanilla model with a XIL-extended model allows us to estimate the effectiveness of a specific XIL method. As one objective of XIL is to overcome the influence of the wrong reason area, the wr score
Figure 5: Exemplary masks for varying feedback types.

should be at least smaller than the score for the Vanilla model.

**Novel Benchmarking Tasks**

In the following, we introduce further relevant benchmarking tasks for evaluating XIL methods.

**Feedback Robustness** An important aspect of the usability of a XIL approach is its robustness to the completeness of and quality variations within the user feedback. This task is vital, as user feedback in the real world is error-prone. In order to provide a benchmark that is comparable between different datasets and can be efficiently evaluated, we propose to simulate and model robustness via a proxy task for all dataset-model combinations. In the spirit of Doshi-Velez and Kim [31], this task is, therefore, a functionally-grounded evaluation, with no human in the loop.

Two compelling cases to examine are cases of arbitrary and incomplete feedback. Arbitrary feedback can also be viewed as a sanity check of a XIL method since it should not change the performance in any direction. In other words, a model should not produce worse or better predictive performance, as the feedback is neither useful nor detrimental. On the other hand, incomplete feedback imitates real-world feedback by providing only partially valuable feedback. For instance, in the case of the DecoyMNIST (for details see Experimental Setup), two scenarios can be modeled as follows:

1. **Arbitrary feedback**: 5×3 rectangle pixel region in the middle sections of the top or bottom rows of an image, thus neither on relevant digit feature regions nor on any parts of confounder squares, i.e. $M \neq C$

2. **Incomplete feedback**: with subregion $S$ (here top half) of relevant components $C$. Thus, $M = 1_S : C$

A feedback mask is again denoted by $M$ and the set of (ir)relevant components by $C$. In the case of correct user feedback $M = C$.

CE uses manipulated copies of the original images instead of binary masks. There are different CE strategies to manipulate (we chose CE-strategy randomize). The manipulated images are added to the training set. Further details and examples can be found in Appendix A.2.1 (cf. Fig. 6 and Fig. 7).

**Interaction Efficiency** In many previous applications and evaluations of XIL methods, every training sample was accompanied by corresponding explanatory feedback. Unfortunately, feedback, e.g. in the form of input masks, can be costly to obtain and potentially only available to a limited extent. A very relevant evaluation, particularly for a method’s practical usability, is how many feedback interactions are required for a human user to revise a model efficiently. In other words, we propose to investigate the interaction efficiency of a method as an additional benchmark task.

To simulate a reduced feedback size, we propose to randomly sample a subset of $k$ annotations before training and evaluate each model with the different-sized feedback sets. Different values for $k$, i.e. number of explanatory interactions, enable a broad insight into the capability of a XIL method to revise a model efficiently. The effect of the
Table 4: Overview of the XIL methods setup in our experiments: RRR [21], RRR-G [13], RBR [24], CDEP [22], HINT [23] and CE [12].

Switch XIL on A further benchmark task that we propose is called switch XIL on and is motivated in two ways. First, it complements previous works that often only simulated interaction with a model from scratch but not from a strongly confounded model, which would grant more insight into the effectiveness and function of XIL. Second, Algo. 1 shows that a model is usually fitted to the given data beforehand, and XIL is applied to the confounded model after e.g. Clever-Hans behavior is detected. This contrasts with the other evaluation tasks, where often a model is optimized via a XIL method from scratch. In addition to related work investigating the real-world applicability of XIL with a more real-world dataset [32], we want to propose methods for the same purpose instead. This property is essential, as completely retraining a model can be very costly or even infeasible, e.g. for large-scale pre-trained models. Hence, it would be very valuable for a XIL method if it can successfully be applied in revising an already corrupted model.

This evaluation task targets correcting a pre-trained, strongly corrupted model, i.e. a model already strongly biased towards Clever-Hans behavior. To this end, a Vanilla model is trained on the confounded train set for several epochs. Subsequently, the XIL loss is switched on (for CE, the train set is augmented).
non-confounded test set, which is essential to measure the confounder influence. Note, the dataset only contains images of Europeans with lighter skin tones, representing the well-known skin color problem, and therefore results cannot be generalized to other skin tones.
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A Appendix

A.1 Used Models and Datasets

For the benchmark datasets, we ran the experiments on a CNN consisting of two convolution layers (channels=[20,50], kernel size=5, stride=1, pad=0), each followed by a ReLU activation and max-pooling layer. The last two layers are fully-connected.

Due to the high complexity of the ISIC19 dataset, we decided to use a more sophisticated architecture; the popular VGG16 model [37]. It is commonly used across the CV community and established to evaluate CV tasks. More precisely, we used a VGG16 model, which was pre-trained on ImageNet [38]. We used the available VGG16 of the PyTorch library [39]; see docs at https://pytorch.org/vision/stable/models.html. Hence, we normalize the RGB channels of the images to the expected range of mean = [0.485, 0.456, 0.406] with std = [0.229, 0.224, 0.225] (i.e. based on ImageNet training set). We provide an overview of the datasets used in Tab. 6 and a mapping of the dataset and model in Tab. 5.

A.2 Details on Experimental Setup

We provide further details on the experimental setup to make our results reproducible.

A.2.1 Feedback Quality Examples

In Fig. 6, we show exemplary feedback masks. The figure describes correct, arbitrary, and incomplete feedback for an example of the DecoyMNIST dataset. The image with digit “3” contains a decoy square in the corner as a confounder. Incomplete feedback uses the lower half of the correct annotation. We also illustrate the difference between reward (HINT) and penalty (others) feedback masks. Arbitrary feedback does not point to the confounder nor the right reason; it just targets non-relevant, i.e. arbitrary, regions.

We further showcase the same for the CE methods in Fig. 7. As CE uses the dataset augmentation strategy, the images shown are examples added to the datasets instead of masks incorporated in the loss. To create new (counter)examples, there are several strategies. We used and illustrate here the randomize strategy. The figure also shows the different feedback qualities combined with the CE strategy.

A.2.2 Regularization rate stability.

The regularization rate $\lambda$ is arguably the most crucial parameter of several XIL methods (loss-based methods), as it controls the influence of the right reason (RR) loss. As we already described in the main section, the RR loss guides the model to give the right explanations, i.e. base the predictions on the correct image regions, whereas the right answer (RA) loss directs the model to predict the right answers, i.e. predict the correct class. Note, CE does not augment the loss and therefore does not have a regularization rate.

The regularization rate needs to be set by the user/ML practitioner for each method and each dataset individually. On real-world datasets, one does not necessarily have a particular non-confounded test set on which to tune hyperparameters. As we saw on the ISIC19 dataset (Tab. 9), we were also faced with unclear test set performances. Moreover, in real-world scenarios, not necessarily all confounders are known beforehand. Thus, it is a desirable characteristic of a XIL method if the performance is relatively stable across a broader range of initialization values, as this robustness reduces the possibility of performance fluctuations.

| dataset      | model   |
|--------------|---------|
| DecoyMNIST   | S-CNN   |
| DecoyFMNIST  | S-CNN   |
| ISIC19       | VGG16   |

Table 5: Dataset to model architecture mapping for the experimental section.
| Dataset              | Size | split | Classes | Input-dim | Confounder | Type       | Source |
|---------------------|------|-------|---------|-----------|------------|------------|--------|
| DecoyMNIST          | 70k  | 6:1   | 10      | 28×28×1   | gray squares | benchmark | 21     |
| DecoyFMNIST         | 70k  | 6:1   | 10      | 28×28×1   | gray squares | benchmark | 40     |
| ISIC Skin Cancer 2019| 21k  | 8:2   | 2       | 650×450×3 | colored patches | scientific | 34, 35, 36 |

Table 6: Overview of used datasets.

| Dataset       | RRR | RRR-G | RBR   | CDEP   | HINT   | CE |
|---------------|-----|-------|-------|--------|--------|----|
| DecoyMNIST    | 10  | 1     | 100000| 100000 | 1000   | –  |
| DecoyFMNIST   | 100 | 1     | 100000| 100000 | 0.1    | –  |

Table 7: Regularization values $\lambda$ used for all experiments. Values derived from the hyperparameter grid search in Fig. 8 and 9 for the Decoy(F)MNIST dataset. CE does not use the loss augmentation strategy and hence has no regularization value.

To evaluate the stability of the XIL method with respect to the regularization rate $\lambda$, we trained the XIL-extended models on the Decoy(F)MNIST on a range of $\lambda$ values drawn from a logarithmic scale $[1e^{-2}, 1e^6]$. This also served as a grid search for the Decoy(F)MNIST experiment.

As Figures 8 and 9 indicate, RRR was the most stable method across the evaluation interval. RBR and CDEP required relatively high rates, as their default ($\lambda=1$) RR loss was small. Setting $\lambda$ to a large value simultaneously increased the training instability, leading to more significant differences between individual loss updates per batch. If the RA and RR losses were far apart (e.g. Switch XIL ON experiments), we encountered training difficulties, hence we presume it to be helpful for them to be in the same order of magnitude. GradCAM-based XIL methods (RRR-G and HINT) required a smaller regularization rate, and bigger ones led to training instabilities. In general, we encountered occasional cases where the training would crash entirely, particularly RBR, HINT, and CDEP were susceptible. Training with those methods, we had to carefully calibrate the $\lambda$ value and applied an RR-loss clipping (see Appendix B.3) to prevent the model from breaking down to random guessing. The final $\lambda$ values used for the experiments in this work are presented in Tab. 7. Therefore, we picked the maximum value of the test performance from the grid search.

A.2.3 Resource Demand and Right Reason Loss Clipping

Another interesting measure to compare different XIL methods for their computational efficiency. We provide the run times on both benchmark datasets in Tab. 8 to get an insight into their relative performance. This experiment describes a standard learning procedure for 50 epochs on an NVIDIA Tesla T4 GPU. As the table shows, the data augmentation technique (CE) simply doubles the run time as only the training data is doubled. The use of IFs (RBR) increases the run time compared to the Vanilla by nearly 13 times. GradCAM-based methods (RRR-G and HINT) are efficient loss-based XIL methods as GradCAM explanations are less resource-demanding. Depending on the task at hand, resource efficiency has to be considered a crucial factor for real-world application.

Throughout our evaluation, we encountered training instabilities mainly caused by the RA and RR loss imbalances, which most of the time led to exploding gradients. A straightforward strategy to ameliorate this problem is to clip the RR loss to a predefined maximum. The RR clipping enabled us to train XIL models with large regularization values $\lambda$. We used this mainly for RBR and RRR-G. Alternatively, one could also decrease the learning rate to enable smaller loss updates or use other techniques to better balance the RA and RR loss.

A.3 Details on Measures and Tasks

A.3.1 Measuring wr performance of XIL methods.

For each trained model, we calculate the mean wr score for all three explainer methods (IG, GradCAM, and LIME) over all test images containing a confounder. Images for which no explanation can be constructed are excluded.

Comparing the WR scores of the Vanilla model with a XIL-extended model allows us to estimate the effectiveness
The loss prevents the model from focusing on the masked region by penalizing large IG values in the region. The objective is to train a differentiable model to be right for the right reason by explicitly penalizing wrong reasons, i.e., irrelevant components in the explanation \[21\]. Here, the explanation \( \text{expl}_\theta(X) \) is generated with IG. For a model \( f(X|\theta) = \hat{y} \in \mathbb{R}^{N \times K} \), IG uses the first-order derivatives \( \nabla_{\theta} \hat{y}_{nk} \) w.r.t. its inputs \( X \in \mathbb{R}^{N \times D} \). The authors constrain the gradient explanations (IG) by shrinking irrelevant gradients, leading to

\[
L_{\text{exp}} = \sum_{n=1}^{N} \sum_{d=1}^{D} \left( M_{nd} \frac{\partial}{\partial x_{nd}} \sum_{k=1}^{K} \log(\hat{y}_{nk}) \right)^2
\]

The loss prevents the model from focusing on the masked region by penalizing large IG values in the region. According to the authors, \( L_{\text{pred}} \) and \( L_{\text{exp}} \) should have the same order of magnitude by setting a suitable regularization rate \( \lambda \). The user’s explanation feedback \( M \) is propagated back to the model in the optimization phase.

A.4.2 Right for the Right Reason GradCAM (RRR-G).

[13] propose RRR-G as a modification of RRR to utilize the features of a CNN more efficiently. Instead of providing explanations with IG – regularizing the gradients w.r.t. the input – the authors apply GradCAM as an explanation method to the final convolutional layer to extract a class activation map. The resulting loss is

\[
L_{\text{exp}} = \sum_{n=1}^{N} \left( M_n \text{norm(GradCAM}_\theta(X_n)) \right)^2
\]

Table 8: Training time for each XIL method. The values are given in seconds and represent the average of 5 runs; lower is better.

| XIL        | DecoyMNIST train | DecoyMNIST test | DecoyFMNIST train | DecoyFMNIST test | ISIC19 test | ISIC19 test-P | ISIC19 test-NP |
|------------|-----------------|----------------|-------------------|------------------|-------------|----------------|----------------|
| w/o decoy  | 99.8±0.1        | 98.8±0.1       | 98.7±0.3          | 89.1±0.5         | 100±0.0     | 93.0±0.3      | 88.4±0.5       |
| Vanilla    | 99.9±0.0        | 78.9±1.1       | 99.5±0.2          | 58.3±2.5         | 100±0.0     | 94.2±0.3      | 88.1±0.4       |
| RRR        | 99.9±0.1        | 98.8±0.1       | 98.7±0.3          | 89.4±0.4         | 100±0.0     | 92.3±0.3      | 88.4±0.5       |
| RRR-G      | 99.7±0.2        | 97.4±0.7       | 90.2±1.6          | 78.6±4.0         | 100±0.0     | 92.6±0.5      | 80.3±5.6       |
| RBR        | 100±0.0         | 99.1±0.1       | 96.6±2.3          | 87.6±2.5         | 100±0.0     | 92.3±0.3      | 87.9±0.5       |
| CDEP       | 99.3±0.0        | 97.1±0.7       | 89.8±2.7          | 76.7±3.5         | 100±0.0     | 92.6±0.2      | 87.7±0.5       |
| HINT       | 97.6±0.3        | 96.6±0.4       | 99.0±0.9          | 58.2±2.3         | 100±0.0     | 92.8±0.2      | 87.7±0.5       |
| CE         | 99.9±0.0        | 98.9±0.2       | 99.1±0.2          | 87.7±0.8         | 100±0.0     | 92.6±0.2      | 87.5±0.5       |

Table 9: Mean accuracy scores [%]. The first row shows performance on the dataset without decoy squares (not available for ISIC). The next row shows the Vanilla model (no XIL) gets fooled, indicated by low test acc. Except for HINT on FMNIST, all methods can recover test accuracy. On ISIC no improvement in terms of accuracy. Best values are bold; cross-validated on 5 runs with std.
where $\text{norm}$ normalizes the GradCAM map.

### A.4.3 Right for the Better Reasons (RBR)

[24] generalize RRR to correct the model’s behavior more effectively by using and constraining the model’s influence functions (IF) instead of IG. The simplified IF of a training instance $X$ to $\theta$ is based on the second-order derivative of the loss, defined as $I(X, \theta)^T_{\text{IF}} := I_n \nabla_z \nabla_{\theta} L(X, \hat{\theta})$. $I_n$ denotes the identity matrix, and $\nabla_z \nabla_{\theta} L(X, \hat{\theta})$ gives us the direction for the most significant model change by perturbing a training example $X$. $z$ is the variable to describe the dimensions of $X$. The RBR loss is given by

$$L_{\text{exp}} = \sum_{n=1}^{N} \sum_{d=1}^{D} (M_{nd} I(X_n, \theta)_{\text{IF},nd} I_{\text{IG},nd})^2$$

According to the authors, this leads to faster convergence, improved quality of the explanations, and improved adversarial robustness of the network, compared to RRR.

### A.4.4 Contextual Decomposition Explanation Penalization (CDEP)

Compared to the other approaches. CDEP [22] allows the user to directly penalize the importance of certain features and feature interactions using CD as the explanation method $\text{expl}_\theta(X)$. Designed for differentiable NNs and given a group of features $\{X_j\}_{j \in S}$, the CD algorithm $g^{CD}(X)$ decomposes the logits $g(X)$ into a sum of two terms, the importance score of the feature group $\beta(X)$ and other contributions $\gamma(X)$ not part of $\beta(X)$. CD is calculated iteratively for all layers of the NN. In contrast to the previous methods, CDEP uses feature groups instead of annotation masks. Given feature groups $X_i, S, X_i \in \mathbb{R}^D \subseteq \{1, ..., d\}$ for all inputs $X_i$ and the user explanations $\text{expl}_X$, the authors calculate a vector $\beta(X_j)$ for any subset of features $S$ in an input $X_j$. Penalizing this vector leads to

$$L_{\text{exp}} = \sum_{n=1}^{N} \sum_{S} \| \beta(X_i, S) - \text{expl}_X, S \|_1$$

### A.4.5 Human Importance-aware Network Tuning (HINT)

In contrast to previous methods, HINT [23] explicitly teaches a model to focus right reasons instead of not focusing on wrong reasons. In other words, HINT rewards activation in regions on which to base the prediction, whereas the previous methods penalize activation in regions on which to not base the prediction. Here, the user annotation mask $M$ indicates the relevant components with 1s. To calculate $L_{\text{exp}}$, the mean squared error between the network importance score and the user annotation mask is computed. We calculate the network importance score as the normalized GradCAM value of the input, resulting in the following formulation

$$L_{\text{exp}} = \frac{1}{N} \sum_{n=1}^{N} (\text{norm(GradCAM}_\theta(X_n)) - M_n)^2$$

### A.5 Computational Resources

In the following, we listed some findings of the XIL methods concerning resource efficiency:

- RBR had the longest run times, which can be traced back to the calculation of the second-order derivative, making it infeasible for larger CV datasets.
- CDEP had the highest requirements in terms of GPU capacity.
- RRR-G and HINT were very resource-efficient concerning run times and GPU capacity, which can be traced back to the GradCAM explainer method –making it applicable to very deep neural networks.
| feedback    | RRR   | RRR-G  | RBR   | CDEP   | HINT   | CE   |
|------------|-------|--------|-------|--------|--------|------|
| arbitrary  | +3.3±6.1 | +4.2±6.1 | -22.1±39.6 | +17.8±1.7 | +4.1±9.0 | +0.3±3.9 |
| empty      | -1.0±2.8  | +1.8±3.0  | +1.5±1.9  | +3.5±4.5 | -0.4±6.3 | +0.2±1.3 |
| incomplete† | +19.6±1.4 | +9.5±7.0  | +17.2±1.8  | +17.9±1.4 | +17.7±1.6 | +6.7±3.2 |
| correct †  | +19.9±1.2 | +18.5±1.8 | +20.2±1.2 | +18.2±1.8 | +17.7±1.5 | +20.0±1.3 |

| feedback    | RRR   | RRR-G  | RBR   | CDEP   | HINT   | CE   |
|------------|-------|--------|-------|--------|--------|------|
| arbitrary  | +1.4±4.4  | +7.9±4.4  | -37.3±24.5 | +12.2±4.8 | -3.2±18.2 | -1.2±3.9 |
| empty      | +1.3±3.9  | +0.5±4.0  | +1.4±3.9  | +6.0±8.7  | -2.3±4.7  | -0.4±3.1 |
| incomplete† | +24.2±1.0 | +12.4±5.1 | +16.8±4.0 | +16.8±7.2 | +21.4±4.4 | +3.4±3.9 |
| correct †  | +31.1±2.9 | +20.3±4.2 | +29.3±3.3 | +18.4±2.6 | -0.1±4.8  | +29.4±3.3 |

Table 10: Feedback robustness evaluation on Decoy(F)MNIST for arbitrary, empty, and incomplete compared to correct feedback masks. The mean difference in test accuracy [%] compared to the confounded Vanilla model is given; cross-validated on 5 runs with std. For arbitrary and empty feedback, unchanged is better, and for incomplete and correct feedback, higher is better. Incomplete feedback is on par with correct feedback.

### A.6 Further Experimental Results

Additionally, for the ISIC19 dataset, we show two test performances in Tab. 9. We construct these two different test sets, test-P and test-NP, as not every image contains the known confounder. “NP” means no confounding patch, while “P” means at least one confounding patch in the benign test image. This split helps to check in more detail whether the confounding patches lead to differences in performance and are used as informative features for disease classification. It grants additional insights into the train data set. The malignant images in both test sets are identical. We can see that the models achieve higher test-P performances, showing that the confounder is still used to some extent as an informative feature.

In Tab. 9 and Tab. 10 we show our performance results for (Q1) and (Q2) with the respective standard deviations. Tab. 10 contains an experiment with an additional feedback type, empty feedback. It describes a feedback mask that is all-zero, i.e. no user feedback is given. Empty feedback represents another sanity check, to investigate how no feedback influences each XIL method as it is expected to not change the model performance compared to the confounded Vanilla model. However, the table shows, that CDEP, once again, improves the model performance, although empty feedback is given. With this, we motivate future research to take a closer look into this explainer and thereby XIL method.

In figures 10, 11 and 12 we show further qualitative results for the ISIC19 dataset. Each figure uses a different explainer method to visualize the explanation (IG, GradCAM, or LIME).
Figure 6: Attribution masks for a DecoyMNIST example. The original image, here the digit “3”, has a confounder, here a gray decoy square in the corner. Below there are the correct feedback masks for penalizing the wrong reason and the correct feedback mask/hint for rewarding the right reason. On the right side, we show arbitrary and incomplete feedback masks for the experiment on feedback robustness.

Figure 7: Counterexamples with strategy randomize for an DecoyMNIST example. The left top shows the original image and below we show the corrected counterexample. On the right, we illustrate the images for our feedback robustness experiments: arbitrary and incomplete counterexamples.
Figure 8: DecoyMNIST regularization rates stability on S-CNN. Plots show the development of the test accuracy w.r.t. to different regularization rates $\lambda$ (logarithmic scale). We did not apply any technique that smoothes the training (RR-clipping); all runs were cross-validated on 5 different seeds [1, 10, 100, 1000, 10000].

Figure 9: DecoyFMNIST regularization rates stability; All models did not use any smoothing optimization techniques; all runs are cross-validated on five different seeds [1, 10, 100, 1000, 10000].
Figure 10: ISIC19 exemplary attribution maps generated with IG for the qualitative evaluation.

Figure 11: ISIC19 exemplary attribution maps generated with GradCAM for the qualitative evaluation.
Figure 12: ISIC19 exemplary attribution maps generated with LIME for the qualitative evaluation.