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Abstract

Machine learning algorithms have been used widely in various applications and areas. To fit a machine learning model into different problems, its hyper-parameters must be tuned. Selecting the best hyper-parameter configuration for machine learning models has a direct impact on the model’s performance. It often requires deep knowledge of machine learning algorithms and appropriate hyper-parameter optimization techniques. Although several automatic optimization techniques exist, they have different strengths and drawbacks when applied to different types of problems. In this paper, optimizing the hyper-parameters of common machine learning models is studied. We introduce several state-of-the-art optimization techniques and discuss how to apply them to machine learning algorithms. Many available libraries and frameworks developed for hyper-parameter optimization problems are provided, and some open challenges of hyper-parameter optimization research are also discussed in this paper. Moreover, experiments are conducted on benchmark datasets to compare the performance of different optimization methods and provide practical examples of hyper-parameter optimization. This survey paper will help industrial users, data analysts, and researchers to better develop machine learning models by identifying the proper hyper-parameter configurations effectively.
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optimization, particle swarm optimization, genetic algorithm, grid search.

1. Introduction

Machine learning (ML) algorithms have been widely used in many applications domains, including advertising, recommendation systems, computer vision, natural language processing, and user behavior analytics [1]. This is because they are generic and demonstrate high performance in data analytics problems. Different ML algorithms are suitable for different types of problems or datasets [2]. In general, building an effective machine learning model is a complex and time-consuming process that involves determining the appropriate algorithm and obtaining an optimal model architecture by tuning its hyper-parameters (HPs) [3].

Two types of parameters exist in machine learning models: one that can be initialized and updated through the data learning process (e.g., the weights of neurons in neural networks), named model parameters; while the other, named hyper-parameters, cannot be directly estimated from data learning and must be set before training a ML model because they define the architecture of a ML model [4]. Hyper-parameters are the parameters that are used to either configure a ML model (e.g., the penalty parameter C in a support vector machine, and the learning rate to train a neural network) or to specify the algorithm used to minimize the loss function (e.g., the activation function and optimizer types in a neural network, and the kernel type in a support vector machine) [5].

To build an optimal ML model, a range of possibilities must be explored. The process of designing the ideal model architecture with an optimal hyper-parameter configuration is named hyper-parameter tuning. Tuning hyper-parameters is considered a key component of building an effective ML model, especially for tree-based ML models and deep neural networks, which have many hyper-parameters [6]. Hyper-parameter tuning process is different among different ML algorithms due to their different types of hyper-parameters, including categorical, discrete, and continuous hyper-parameters [7]. Manual testing is a traditional way to tune hyper-parameters and is still prevalent in graduate student research, although it requires a deep understanding of the used ML algorithms and their hyper-parameter value settings [8]. However, manual tuning is ineffective for many problems due to certain factors, including a large number of hyper-parameters, complex models, time-consuming model evaluations, and non-linear hyper-parameter interactions.
These factors have inspired increased research in techniques for automatic optimization of hyper-parameters; so-called hyper-parameter optimization (HPO) [9]. The main aim of HPO is to automate hyper-parameter tuning process and make it possible for users to apply machine learning models to practical problems effectively [3]. The optimal model architecture of a ML model is expected to be obtained after a HPO process. Some important reasons for applying HPO techniques to ML models are as follows [6]:

1. It reduces the human effort required, since many ML developers spend considerable time tuning the hyper-parameters, especially for large datasets or complex ML algorithms with a large number of hyper-parameters.

2. It improves the performance of ML models. Many ML hyper-parameters have different optimums to achieve best performance in different datasets or problems.

3. It makes the models and research more reproducible. Only when the same level of hyper-parameter tuning process is implemented can different ML algorithms be compared fairly; hence, using a same HPO method on different ML algorithms also helps to determine the most suitable ML model for a specific problem.

It is crucial to select an appropriate optimization technique to detect optimal hyper-parameters. Traditional optimization techniques may be unsuitable for HPO problems, since many HPO problems are non-convex or non-differentiable optimization problems, and may result in a local instead of a global optimum [10]. Gradient descent-based methods are a common type of traditional optimization algorithm that can be used to tune continuous hyper-parameters by calculating their gradients [11]. For example, the learning rate in a neural network can be optimized by a gradient-based method.

Compared with traditional optimization methods like gradient descent, many other optimization techniques are more suitable for HPO problems, including decision-theoretic approaches, Bayesian optimization models, multifidelity optimization techniques, and metaheuristics algorithms [7]. Apart from detecting continuous hyper-parameters, many of these algorithms also have the capacity to effectively identify discrete, categorical, and conditional hyper-parameters.

Decision-theoretic methods are based on the concept of defining a hyper-parameter search space and then detecting the hyper-parameter combina-
tions in the search space, ultimately selecting the best-performing hyper-parameter combination. Grid search (GS) \[12\] is a decision-theoretic approach that involves exhaustively searching for a fixed domain of hyper-parameter values. Random search (RS) \[13\] is another decision-theoretic method that randomly selects hyper-parameter combinations in the search space, given limited execution time and resources. In GS and RS, each hyper-parameter configuration is treated independently.

Unlike GS and RS, Bayesian optimization (BO) \[14\] models determine the next hyper-parameter value based on the previous results of tested hyper-parameter values, which avoids many unnecessary evaluations; thus, BO can detect the optimal hyper-parameter combination within fewer iterations than GS and RS. To be applied to different problems, BO can model the distribution of the objective function using different models as the surrogate function, including Gaussian process (GP), random forest (RF), and tree-structured Parzen estimators (TPE) models \[15\]. BO-RF and BO-TPE can retain the conditionality of variables \[15\]. Thus, they can be used to optimize conditional hyper-parameters, like the kernel type and the penalty parameter \(C\) in a support vector machine (SVM). However, since BO models work sequentially to balance the exploration of unexplored areas and the exploitation of currently-tested regions, it is difficult to parallelize them.

Training a ML model often takes considerable time and space. Multi-fidelity optimization algorithms are developed to tackle problems with limited resources, and the most common ones being bandit-based algorithms. Hyperband \[16\] is a popular bandit-based optimization technique that can be considered an improved version of RS. It generates small versions of datasets and allocates a same budget to each hyper-parameter combination. In each iteration of Hyperband, poorly-performing hyper-parameter configurations are eliminated to save time and resources.

Metaheuristic algorithms are a set of techniques used to solve complex, large search space and non-convex optimization problems to which HPO problems belong \[17\]. Among all metaheuristic methods, genetic algorithm (GA) \[18\] and particle swarm optimization (PSO) \[19\] are the two most prevalent metaheuristic algorithms used for HPO problems. Genetic algorithms detect well-performing hyper-parameter combinations in each generation, and pass them to the next generation until the best-performing combination is identified. In PSO algorithms, each particle communicates with other particles to detect and update the current global optimum in each iteration until the final optimum is detected. Metaheuristics can efficiently
explore the search space to detect optimal or near-optimal solutions. Hence, they are particularly suitable for the HPO problems with large configuration space due to their high efficiency. For instance, they can be used in deep neural networks (DNNs) which have a large configuration space with multiple hyper-parameters, including the activation and optimizer types, the learning rate, drop-out rate, etc.

Although using HPO algorithms to tune the hyper-parameters of ML models greatly improves the model performance, certain other aspects, like their computational complexity, still have much room for improvement. On the other hand, since different HPO models have their own advantages and suitable problems, overviewing them is necessary for proper optimization algorithm selection in terms of different types of ML models and problems.

This paper makes the following contributions:

1. It reviews common ML algorithms and their important hyper-parameters.
2. It analyzes common HPO techniques, including their benefits and drawbacks, to help apply them to different ML models by appropriate algorithm selection in practical problems.
3. It surveys common HPO libraries and frameworks for practical use.
4. It discusses the open challenges and research directions of the HPO research domain.

In this survey paper, we begin with a comprehensive introduction of the common optimization techniques used in ML hyper-parameter tuning problems. Section 2 introduces the main concepts of mathematical optimization and hyper-parameter optimization, as well as the general HPO process. In Section 3, we discuss the key hyper-parameters of common ML models that need to be tuned. Section 4 covers the various state-of-the-art optimization approaches that have been proposed for tackling HPO problems. In Section 5, we analyze different HPO methods and discuss how they can be applied to ML algorithms. In Section 6, we provide an introduction to various public libraries and frameworks that are developed to implement HPO. Section 7 presents and discusses the experimental results of using HPO on benchmark datasets for HPO method comparison and practical use case demonstration. In Section 8, we discuss several research directions and open challenges that should be considered to improve current HPO models or develop new HPO approaches. We conclude the paper in Section 9.
2. Mathematical Optimization and Hyper-parameter Optimization Problems

The key process of machine learning is to solve optimization problems. To build a ML model, its weight parameters are initialized and optimized by an optimization method until the objective function approaches a minimum value or the accuracy approaches a maximum value [20]. Similarly, hyper-parameter optimization methods aim to optimize the architecture of a ML model by detecting the optimal hyper-parameter configurations. In this section, the main concepts of mathematical optimization and hyper-parameter optimization for machine learning models are discussed.

2.1. Mathematical Optimization

Mathematical optimization is the process of finding the best solution from a set of available candidates to maximize or minimize the objective function [20]. Generally, optimization problems can be classified as constrained or unconstrained optimization problems based on whether they have constraints for the decision variables or the solution variables.

In unconstrained optimization problems, a decision variable, $x$, can take any values from the one-dimensional space of all real numbers, $\mathbb{R}$. An unconstrained optimization problem can be denoted by [21]:

$$\min_{x \in \mathbb{R}} f(x),$$

where $f(x)$ is the objective function.

On the other hand, most real-life optimization problems are constrained optimization problems. The decision variable $x$ for constrained optimization problems should be subject to certain constraints which could be mathematical equalities or inequalities. Therefore, constrained optimization problems or general optimization problems can be expressed as [21]:

$$\min_{x} f(x)$$

subject to

$$g_i(x) \leq 0, i = 1, 2, \ldots, m,$$

$$h_j(x) = 0, j = 1, 2, \ldots, p,$$

$$x \in X,$$

where $g_i(x), i = 1, 2, \ldots, m$, are the inequality constraint functions; $h_j(x), j = 1, 2, \ldots, p$, are the equality constraint function; and $X$ is the domain of $x$. 
The role of constraints is to limit the possible values of the optimal solution to certain areas of the search space, named the feasible region \[21\]. Thus, the feasible region \( D \) of \( x \) can be represented by:

\[
D = \{ x \in X \mid g_i(x) \leq 0, h_j(x) = 0 \}.
\]  

(3)

To conclude, an optimization problem consists of three major components: a set of decision variables \( x \), an objective function \( f(x) \) to be either minimized or maximized, and a set of constraints that allow the variables to take on values in certain ranges (if it is a constrained optimization problem). Therefore, the goal of optimization tasks is to obtain the set of variable values that minimize or maximize the objective function while satisfying any applicable constraints.

Regarding ML models, many HPO problems have certain constraints, like the feasible domain of the number of clusters in k-means, as well as time and space constraints. Therefore, constrained optimization techniques are widely-used in HPO problems \[3\].

For optimization problems, in many cases, only a local instead of a global optimum can be obtained. For example, to obtain the minimum of a problem, assuming \( D \) is the feasible region of a decision variable \( x \), a global minimum is the point \( x^* \in D \) satisfying \( f(x^*) \leq f(x) \forall x \in D \), while a local minimum is a point \( x^* \in D \) in a neighborhood \( N \) satisfying \( f(x^*) \leq f(x) \forall x \in N \cap D \) \[21\]. Thus, the local optimum may only be an optimum in a small range instead of being the optimal solution in the entire feasible region.

A local optimum is only guaranteed to be the global optimum in convex functions \[22\]. Convex functions are the functions that only have one optimum. Therefore, continuing to search along the direction in which the objective function decreases can detect the global minimum value. A function \( f(x) \) is a convex function if for \( \forall x_1, x_2 \in X, \forall t \in [0,1] \),

\[
f (tx_1 + (1 - t)x_2) \leq tf(x_1) + (1 - t)f(x_2),
\]

(4)

where \( X \) is the domain of decision variables, and \( t \) is a coefficient in the range of \([0,1]\).

An optimization problem is a convex optimization problem only when the objective function \( f(x) \) is a convex function and the feasible region \( C \) is a convex set, denoted by \[22\]:

\[
\min_x f(x) \quad \text{subject to } x \in C.
\]

(5)
On the other hand, nonconvex functions have multiple local optimums, but only one of these optimums is the global optimum. Most ML and HPO problems are nonconvex optimization problems. Thus, utilizing inappropriate optimization methods may only result in a local instead of a global optimum.

There are many traditional methods that can be used to solve optimization problems, including gradient descent, Newton’s method, conjugate gradient, and heuristic optimization methods [20]. Gradient descent is a commonly-used optimization method that uses the negative gradient direction as the search direction to move towards the optimum. However, gradient descent cannot guarantee to detect the global optimum unless the objective function is a convex function. Newton’s method uses the inverse matrix of the Hessian matrix to obtain the optimum. Newton’s method has faster convergence speed than gradient descent, but often requires more time and larger space than gradient descent to store and calculate the Hessian matrix. Conjugate gradient searches along the conjugated directions constructed by the gradient of known data points to detect the optimum. Conjugate gradient has faster convergence speed than gradient descent, but its calculation of conjugate gradient is more complex. Unlike other traditional methods, heuristic methods use empirical rules to solve the optimization problems instead of following systematical steps to obtain the solution. Heuristic methods can often detect the approximate global optimum within a few iterations, but cannot guarantee to detect the global optimum [20].

2.2. Hyper-parameter Optimization Problem Statement

During the design process of ML models, effectively searching the hyper-parameters’ space using optimization techniques can identify the optimal hyper-parameters for the models. The hyper-parameter optimization process consists of four main components: an estimator (a regressor or a classifier) with its objective function, a search space (configuration space), a search or optimization method used to find hyper-parameter combinations, and an evaluation function to compare the performance of different hyper-parameter configurations.

The domain of a hyper-parameter can be continuous (e.g., learning rate), discrete (e.g., number of clusters), binary (e.g., whether to use early stopping or not), or categorical (e.g., type of optimizer). Therefore, hyper-parameters are classified as continuous, discrete, and categorical hyper-parameters. For continuous and discrete hyper-parameters, their domains are usually bounded
in practical applications [12, 23]. On the other hand, the hyper-parameter configuration space sometimes contains conditionality. A hyper-parameter may need to be used or tuned depending on the value of another hyper-parameter, called a conditional hyper-parameter [10]. For instance, in SVM, the degree of the polynomial kernel function only needs to be tuned when the kernel type is chosen to be polynomial.

In simple cases, all hyper-parameters can take unrestricted real values, and the feasible set $X$ of hyper-parameters can be a real-valued $n$-dimensional vector space. However, in most cases, the hyper-parameters of a ML model often take on values from different domains and have different constraints, so their optimization problems are often complex constrained optimization problems [24]. For instance, the number of considered features in a decision tree should be in the range of 0 to the number of features, and the number of clusters in k-means should not be larger than the size of data points. Additionally, categorical features can often only take several certain values, like the limited choices of the activation function and the optimizer of a neural network. Therefore, the feasible domain of $X$ often has a complex structure, which increases the problems’ complexity [24].

In general, for a hyper-parameter optimization problem, the aim is to obtain [19]:

$$x^* = \arg \min_{x \in X} f(x),$$  

where $f(x)$ is the objective function to be minimized, such as the error rate or the root mean squared error (RMSE); $x^*$ is the hyper-parameter configuration that produces the optimum value of $f(x)$; and a hyper-parameter $x$ can take any value in the search space $X$.

The aim of HPO is to achieve optimal or near-optimal model performance by tuning hyper-parameters within the given budgets [3]. The mathematical expression of the function $f$ varies, depending on the objective function of the chosen ML algorithm and the performance metric function. Model performance can be evaluated by various metrics, like accuracy, RMSE, F1-score, and false alarm rate. On the other hand, in practice, time budgets are an essential constraint for optimizing HPO models and must be considered. It often requires a massive amount of time to optimize the objective function of a ML model with a reasonable number of hyper-parameter configurations. Every time a hyper-parameter value is tested, the entire ML model needs to be retrained, and the validation set needs to be processed to generate a score that reflects the model performance.
The main process of HPO is as follows [10]:

1. Select the objective function and the performance metrics;
2. Select the hyper-parameters that require tuning, summarize their types, and determine the appropriate optimization technique;
3. Train the ML model using the default hyper-parameter configuration or common values as the baseline model;
4. Start the optimization process with a large search space as the hyper-parameter feasible domain determined by manual testing and/or domain knowledge;
5. Narrow the search space based on the regions of currently-tested well-performing hyper-parameter values, or explore new search spaces if necessary.
6. Return the best-performing hyper-parameter configuration as the final solution.

However, most traditional optimization techniques [25] are unsuitable for HPO, since HPO problems are different from traditional optimization problems in the following aspects [10]:

1. The optimization target, the objective function of ML models, is usually a non-convex and non-differentiable function. Therefore, many traditional optimization methods designed to solve convex or differentiable optimization problems are often unsuitable for HPO problems, since these methods may return a local optimum instead of a global optimum. Additionally, an optimization target lacking smoothness makes certain traditional derivative-free optimization models perform poorly for HPO problems [26].
2. The hyper-parameters of ML models include continuous, discrete, categorical, and conditional hyper-parameters. Thus, many traditional numerical optimization methods [27] that only aim to tackle numerical or continuous variables are unsuitable for HPO problems.
3. It is often computationally expensive to train a ML model on a large-scale dataset. HPO techniques sometimes use data sampling to obtain approximate values of the objective function. Thus, effective optimization techniques for HPO problems should be able to use these approximate values. However, function evaluation time is often ignored in many black-box optimization (BBO) models, so they often require exact instead of approximate objective function values. Consequently,
many BBO algorithms are often unsuitable for HPO problems with limited time and resource budgets.

Therefore, appropriate optimization algorithms should be applied to HPO problems to identify optimal hyper-parameter configurations for ML models.

3. Hyper-parameters in Machine Learning Models

To boost ML models by HPO, firstly, we need to find out what the key hyper-parameters are that people need to tune to fit the ML models into specific problems or datasets.

In general, ML models can be classified as supervised and unsupervised learning algorithms, based on whether they are built to model labeled or unlabeled datasets [28]. Supervised learning algorithms are a set of machine learning algorithms that map input features to a target by training on labeled data, and mainly include linear models, k-nearest neighbors (KNN), support vector machines (SVM), naïve Bayes (NB), decision-tree-based models, and deep learning (DL) algorithms [29]. Unsupervised learning algorithms are used to find patterns from unlabeled data and can be divided into clustering and dimensionality reduction algorithms based on their aims. Clustering methods mainly include k-means, density-based spatial clustering of applications with noise (DBSCAN), hierarchical clustering, and expectation-maximization (EM); while two common dimensionality reduction algorithms are principal component analysis (PCA) and linear discriminant analysis (LDA) [30]. Moreover, there are several ensemble learning methods that combine different singular models to further improve model performance, like voting, bagging, and AdaBoost. In this paper, the important hyper-parameters of common ML models are studied based on their names in Python libraries, including scikit-learn (sklearn) [31], XGBoost [32], and Keras [33].

3.1. Supervised Learning Algorithms

In supervised learning, both the input $x$ and the output $y$ are available, and the goal is to obtain an optimal predictive model function $f^*$ to minimize the cost function ${\mathcal{L}}(f(x), y)$ that models the error between the estimated output and ground-truth labels. The predictive model function $f$ varies based on its model structure. With limited model architectures determined by different hyper-parameter configurations, the domain of the ML model
function $f$ is restricted to a set of functions $F$. Thus, the optimal predictive model $f^*$ can be obtained by [34]:

$$f^* = \arg \min_{f \in F} \frac{1}{n} \sum_{i=1}^{n} L (f(x_i), y_i)$$  \hspace{1cm} (7)

where $n$ is the number of training data points, $x_i$ is the feature vector of the $i$-th instance, $y_i$ is the corresponding actual output, and $L$ is the cost function value of each sample.

Many different loss functions exist in supervised learning algorithms, including the square of Euclidean distance, cross-entropy, information gain, etc. [34]. On the other hand, different ML algorithms generate different predictive model architectures based on different hyper-parameter configurations, which will be discussed in detail in this subsection.

3.1.1. Linear Models

In general, supervised learning models can be classified as regression and classification techniques when used to predict continuous or discrete target variables, respectively. Linear regression [35] is a typical regression model that predicts a target $y$ by the following equation:

$$\hat{y}(w, x) = w_0 + w_1 x_1 + \ldots + w_p x_p,$$  \hspace{1cm} (8)

where the target variable $y$ is expected to be a linear combination of $p$ input features $x = (x_1, \ldots, x_p)$, and $\hat{y}$ is the predicted value. The weight vector $w = (w_1, \ldots, w_p)$ is designated as an attribute 'coef', and $w_0$ is defined as another attribute 'intercept' in the linear model of sklearn. Usually, no hyper-parameter needs to be tuned in linear regression. A linear model’s performance mainly depends on how well the problem or data follows a linear distribution.

To improve the original linear regression models, ridge regression was proposed in [36]. Ridge regression imposes a penalty on the coefficients, and aims to minimize the objective function [37]:

$$\alpha \|w\|_2^2 + \sum_{i=1}^{p} (y_i - w_i \cdot x_i)^2,$$  \hspace{1cm} (9)

where $\|w\|_2$ is the $L_2$-norm of the coefficient vector, and $\alpha$ is the regularization strength. A larger value of $\alpha$ indicates a larger amount of shrinkage; thus, the coefficients are also more robust to collinearity.
Lasso regression \cite{38} is another linear model used to estimate sparse coefficients, consisting of a linear model with an $L_1$ priori added regularization term. It aims to minimize the objective function \cite{37}:

$$\alpha \|w\|_1 + \sum_{i=1}^p (y_i - w_i \cdot x_i)^2,$$

where $\alpha$ is the regularization strength and $\|w\|_1$ is the $L_1$-norm of the coefficient vector. Therefore, the regularization strength $\alpha$ is an crucial hyper-parameter of both ridge and lasso regression models.

Logistic regression (LR) \cite{39} is a linear model used for classification problems. In LR, its cost function may be different, depending on the regularization method chosen for the penalization. There are three main types of regularization methods in LR: $L_1$-norm, $L_2$-norm, and elastic-net regularization \cite{40}.

Therefore, the first hyper-parameter that needs to be tuned in LR is to the regularization method used in the penalization, 'l1', 'l2', 'elasticnet' or 'none', which is called 'penalty' in sklearn. The coefficient, 'C', is another essential hyper-parameter that determines the regularization strength of the model. In addition, the 'solver' type, representing the optimization algorithm type, can be set to 'newton-cg', 'lbfgs', 'liblinear', 'sag', or 'saga' in LR. The 'solver' type has correlations with 'penalty' and 'C', so they are conditional hyper-parameters.

3.1.2. KNN

K-nearest neighbor (KNN) is a simple ML algorithm that is used to classify data points by calculating the distances between different data points. In KNN, the predicted class of each test sample is set to the class to which most of its k-nearest neighbors in the training set belong.

Assuming the training set $T = \{(x_1,y_1), (x_2,y_2), \ldots, (x_n,y_n)\}$, $x_i$ is the feature vector of an instance, and $y_i \in \{c_1, c_2, \ldots, c_m\}$ is the class of the instance, $i = (1,2,\cdots,n)$, for a test instance $x$, its class $y$ can be denoted by \cite{41}:

$$y = \arg\max_{c_j} \sum_{x_i \in N_k(x)} I(y_i = c_j), i = 1,2,\cdots,n; j = 1,2,\cdots,m,$$

where $I(x)$ is an indicator function, $I = 1$ when $y_i = c_j$, otherwise $I = 0$; $N_k(x)$ is the field involving the k-nearest neighbors of $x$. 
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In KNN, the number of considered nearest neighbors, $k$, is the most crucial hyper-parameter [42]. If $k$ is too small, the model will be under-fitting; if $k$ is too large, the model will be over-fitting and require high computational time. In addition, the weighted function used in the prediction can also be chosen from 'uniform' (points are weighted equally) or 'distance' (points are weighted by the inverse of their distance), depending on specific problems. The distance metric and the power parameter of the Minkowski metric can also be tuned as it can result in minor improvement. Lastly, the 'algorithm' used to compute the nearest neighbors can also be chosen from a ball tree, a k-dimensional (KD) tree, or a brute force search. Typically, the model can determine the most appropriate algorithm itself by setting the 'algorithm' to 'auto' in sklearn [31].

3.1.3. SVM

A support vector machines (SVM) [43] is a supervised learning algorithm that can be used for both classification and regression problems. SVM algorithms are based on the concept of mapping data points from low-dimensional into high-dimensional space to make them linearly separable; a hyperplane is then generated as the classification boundary to partition data points [44]. Assuming there are $n$ data points, the objective function of SVM is [45]:

$$\arg \min_w \left\{ \frac{1}{n} \sum_{i=1}^{n} \max \{0, 1 - y_i f(x_i)\} + C w^T w \right\},$$

where $w$ is a normalization vector; $C$ is the penalty parameter of the error term, which is an important hyper-parameter of all SVM models.

The kernel function $f(x)$, which is used to measure the similarity between two data points $x_i$ and $x_j$, can be chosen from multiple types of kernels in SVM models. Therefore, the kernel type would be a vital hyper-parameter to be tuned. Common kernel types in SVM include linear kernels, radial basis function (RBF), polynomial kernels, and sigmoid kernels.

The different kernel functions can be denoted as follows [46]:

1. Linear kernel:
   $$f(x) = x_i^T x_j;$$

2. Polynomial kernel:
   $$f(x) = (\gamma x_i^T x_j + r)^d;$$
3. RBF kernel:

\[ f(x) = \exp \left( -\gamma \|x - x'\|^2 \right) ; \] (15)

4. Sigmoid kernel:

\[ f(x) = \left( \tanh \left( \gamma x_i^T x_j + r \right) \right) ; \] (16)

As shown in the kernel function equations, a few other different hyperparameters need to be tuned after a kernel type is chosen. The coefficient \( \gamma \), denoted by 'gamma' in sklearn, is the conditional hyper-parameter of the 'kernel type' hyper-parameter when it is set to polynomial, RBF, or sigmoid; \( r \), specified by 'coef0' in sklearn, is the conditional hyper-parameter of polynomial and sigmoid kernels. Moreover, the polynomial kernel has an additional conditional hyper-parameter \( d \) representing the 'degree' of the polynomial kernel function. In support vector regression (SVR) models, there is another hyper-parameter, 'epsilon', indicating the distance error to of its loss function [31].

3.1.4. Naïve Bayes

Naïve Bayes (NB) [47] algorithms are supervised learning algorithms based on Bayes’ theorem. Assuming there are \( n \) dependent features \( x_1, \cdots x_n \) and a target variable \( y \), the objective function of naïve Bayes can be denoted by:

\[ \hat{y} = \arg \max_y P(y) \prod_{i=1}^{n} P(x_i|y), \] (17)

where \( P(y) \) is the probability of a value \( y \), and \( P(x_i|y) \) is the posterior probabilities of \( x_i \) given the values of \( y \). Regarding the different assumptions of the distribution of \( P(x_i|y) \), there are different types of naïve Bayes classifiers. The four main types of NB models are: Bernoulli NB, Gaussian NB, multinomial NB, and complement NB [48].

For Gaussian NB [49], the likelihood of features is assumed to follow a Gaussian distribution:

\[ P(x_i|y) = \frac{1}{\sqrt{2\pi \sigma_y^2}} \exp \left( -\frac{(x_i - \mu_y)^2}{2\sigma_y^2} \right). \] (18)

The maximum likelihood method is used to calculate the mean value, \( \mu_y \), and the variance, \( \sigma_y^2 \). Normally, there is not any hyper-parameter that needs to be tuned for Gaussian NB. The performance of a Gaussian NB model mainly depends on how well the dataset follows Gaussian distributions.
Multinomial NB \cite{50} is designed for multinomially-distributed data based on the naive Bayes algorithm. Assuming there are \( n \) features, and \( \theta_{yi} \) is the distribution of each value of the target variable \( y \), which equals the conditional probability \( P(x_i|y) \) when a feature value \( i \) is involved in a data point belonging to the class \( y \). Based on the concept of relative frequency counting, \( \theta_y \) can be estimated by a smoothed version of \( \theta_{yi} \) \cite{31}:

\[
\hat{\theta}_{yi} = \frac{N_{yi} + \alpha}{N_y + \alpha n},
\]

where \( N_{yi} \) is the number of times when feature \( i \) is in a data point belonging to class \( y \), and \( N_y \) is the sum of all \( N_{yi} \) \((i = 0, 1, 2, \cdots, n)\). The smoothing priors \( \alpha \geq 0 \) are used for features that are not in the learning samples. When \( \alpha = 1 \), it is called Laplace smoothing; when \( \alpha < 1 \), it is called Lidstone smoothing.

Complement NB \cite{51} is an improved version of the standard multinomial NB algorithm and is suitable for processing imbalanced data, while Bernoulli NB \cite{52} requires samples to have binary-valued feature vectors so that the data can follow multivariate Bernoulli distributions. They both have the additive (Laplace/Lidstone) smoothing parameter, \( \alpha \), as the main hyper-parameter that needs tuning. To conclude, for naive Bayes algorithms, developers often do not need to tune hyper-parameters or only need to tune the smoothing parameter \( \alpha \), which is a continuous hyper-parameter.

### 3.1.5. Tree-based Models

Decision tree (DT) \cite{53} is a common classification method that uses a tree-structure to model decisions and possible consequences by summarizing a set of classification rules from the data. A DT has three main components: a root node representing the entire data; multiple decision nodes indicating decision tests and sub-node splits over each feature; and several leaf nodes representing the result classes \cite{54}. DT algorithms recursively split the training set with better feature values to achieve good decisions on each subset. Pruning, which means removing some of the sub-nodes of decision nodes, is used in DT to avoid over-fitting. Since a deeper tree has more sub-trees to make more accurate decisions, the maximum tree depth, ‘max_depth’, is an essential hyper-parameter that controls the complexity of DT algorithms \cite{55}.

There are many other important HPs to be tuned to build effective DT models \cite{56}. Firstly, the quality of splits can be measured by setting a mea-
suring function, denoted by 'criterion' in sklearn. Gini impurity and information gain are the two main types of measuring functions. The split selection method, 'splitter', can also be set to 'best' to choose the best split, or 'random' to select a random split. The number of considered features to generate the best split, 'max_features', can also be tuned as a feature selection process. Moreover, there are several discrete hyper-parameters related to the splitting process: the minimum number of data points to split a decision node or to obtain a leaf node, denoted by 'min_samples_split' and 'min_samples_leaf', respectively; the 'max_leaf_nodes', indicating the maximum number of leaf nodes, and the 'min_weight_fraction_leaf' that means the minimum weighted fraction of the total weights, can also be tuned to improve model performance [31] [56].

Based on the concept of DT models, many decision-tree-based ensemble algorithms have been proposed to improve model performance by combining multiple decision trees, including random forest (RF), extra trees (ET), and extreme gradient boosting (XGBoost) models. RF [57] is an ensemble learning method that uses the bagging method to combine multiple decision trees. In RF, basic DTs are built on many randomly-generated subsets, and the class with the majority voting will be selected to be the final classification result [58]. ET [59] is another tree-based ensemble learning method that is similar to RF, but it uses all samples to build DTs and randomly selects the feature sets. In addition, RF optimizes splits on DTs while ET randomly makes the splits. XGBoost [32] is a popular tree-based ensemble model designed for speed and performance improvement, which uses the boosting and gradient descent methods to combine basic DTs. In XGBoost, the next input sample of a new DT will be related to the results of previous DTs. XGBoost aims to minimize the following objective function [55]:

\[
Obj = -\frac{1}{2} \sum_{j=1}^{t} \frac{G_j^2}{H_j + \lambda} + \gamma t,
\]

where \( t \) is the number of leaves in a decision tree, \( G \) and \( H \) are the sums of the first and second order gradient statistics of the cost function, \( \gamma \) and \( \lambda \) are the penalty coefficients.

Since tree-based ensemble models are built with decision trees as base learners, they have the same hyper-parameters as DT models, as described in this subsection. Apart from these hyper-parameters, RF, ET, and XGBoost all have another crucial hyper-parameter to be tuned, which is the number of
decision trees to be combined, denoted by ‘n_estimators’ in sklearn. XGBoost
has several additional hyper-parameters, including [60]: ‘min_child_weight’
which means the minimum sum of weights in a child node; ‘subsample’ and
‘colsample_bytree’ used to control the subsampling ratio of instances and
features, respectively; and four continuous hyper-parameters — ‘gamma’,
‘alpha’, ‘lambda’, and ‘learning_rate’ — indicating the minimum loss reduc-
tion for a split, $L_1$, and $L_2$ regularization term on weights, and the learning
rate, respectively.

3.1.6. Ensemble Learning Algorithms

Apart from tree-based ensemble models, there are several other generic
ensemble learning methods that combine multiple singular ML models to
achieve better model performance than any singular algorithms alone. Three
common ensemble learning models — voting, bagging, and AdaBoost — are
introduced in this subsection [61].

Voting [61] is a basic ensemble learning algorithm that uses the majority
voting rule to combine singular estimators and generate a comprehensive es-
timator with improved accuracy. In sklearn, the voting method can be set
to be ‘hard’ or ‘soft’, indicating whether to use majority voting or averaged
predicted probabilities to determine the classification result. The list of se-
lected single ML estimators and their weights can also be tuned in certain
cases. For instance, a higher weight can be assigned to a better-performing
singular ML model in a voting model.

Bootstrap aggregating [61], also named bagging, trains multiple base esti-
mators on different randomly-extracted subsets to construct a final predictor
[62]. When using bagging methods, the first consideration should be the type
and number of base estimators in the ensemble, denoted by ‘base_estimator’
and ‘n_estimators’, respectively. Then, the ‘max_samples’ and ‘max_features’,
indicating the sample size and feature size to generate different subsets, can
also be tuned.

AdaBoost [61], short for adaptive boosting, is an ensemble learning method
that trains multiple base learners consecutively (weak learners), and later
learners emphasize the mis-classified samples of previous learners; ultimately,
a final strong learner is obtained. During this process, incorrectly-classified
instances are retrained with other new instances, and their weights are ad-
justed so that the subsequent classifiers focus more on difficult cases, thereby
gradually building a stronger classifier. In AdaBoost, the type of base esti-
mator, ‘base_estimator’, can be set to a decision tree or other methods. In
addition, the maximum number of estimators at which boosting is terminated, 'n_estimators', and the learning rate that shrinks the contribution of each classifier, should also be tuned to achieve a trade-off between these two hyper-parameters.

3.1.7. Deep Learning Models

Deep learning (DL) algorithms are widely applied to various areas — like computer vision, natural language processing, and machine translation — since they have had great success solving many types of problems. DL models are based on the theory of artificial neural networks (ANNs). Common types of DL architectures include deep neural networks (DNNs), feedforward neural networks (FFNNs), deep belief networks (DBNs), convolutional neural networks (CNNs), recurrent neural networks (RNNs) and many more [63]. All these DL models have similar hyper-parameters since they have similar underlying neural network architecture. Compared with other ML models, DL models benefit more from HPO since they often have many hyper-parameters that require tuning.

The first set of hyper-parameters is related to the construction of a DL model; hence, named model design hyper-parameters. Since all neural network models have an input layer and an output layer, the complexity of a deep learning model mainly depends on the number of hidden layers and the number of neurons in each layer, which are two main hyper-parameters to build DL models [64]. These two hyper-parameters are set and tuned according to the complexity of the datasets or the problems. DL models need to have enough capacity to model objective functions (or prediction tasks) while avoiding over-fitting. At the next stage, certain function types need to be set or tuned. The first function type to configure is the loss function type, which is chosen mainly based on the problem type (e.g., binary cross-entropy for binary classification problems, multi-class cross-entropy for multi-classification problems, and RMSE for regression problems). Another important hyper-parameter is the activation function type used to model non-linear functions, which be set to 'softmax', 'rectified linear unit (ReLU)', 'sigmoid', 'tanh', or 'softsign'. Lastly, the optimizer type can be set to stochastic gradient descent (SGD), adaptive moment estimation (Adam), root mean square propagation (RMSprop), etc. [65].

On the other hand, some other hyper-parameters are related to the optimization and training process of DL models; hence, categorized as optimizer hyper-parameters. The learning rate is one of the most important hyper-
parameters in DL models [66]. It determines the step size at each iteration, which enables the objective function to converge. A large learning rate speeds up the learning process, but the gradient may oscillate around a local minimum value or even cannot converge. On the other hand, a small learning rate converges smoothly, but will largely increase model training time by requiring more training epochs. An appropriate learning rate should enable the objective function to converge to a global minimum in a reasonable amount of time. Another common hyper-parameter is the drop-out rate. Drop-out is a standard regularization method for DL models proposed to reduce over-fitting. In drop-out, a proportion of neurons are randomly removed, and the percentage of neurons to be removed should be tuned.

Mini-batch size and the number of epochs are the other two DL hyper-parameters that represent the number of processed samples before updating the model, and the number of complete passes through the entire training set, respectively [67]. Mini-batch size is affected by the resource requirements of the training process and the number of iterations. The number of epochs depends on the size of the training set and should be tuned by slowly increasing its value until validation accuracy starts to decrease, which indicates over-fitting. On the other hand, DL models often converge within a few epochs, and the following epochs may lead to unnecessary additional execution time and over-fitting, which can be avoided by the early stopping method. Early stopping is a form of regularization whereby model training stops in advance when validation accuracy does not increase after a certain number of consecutive epochs. The number of waiting epochs, called early stop patience, can also be tuned to reduce model training time.

Apart from traditional DL models, transfer learning (TL) is a technology that obtains a pre-trained model on the data in a related domain and transfers it to other target tasks [68]. To transfer a DL model from one problem to another problem, a certain number of top layers are frozen, and only the remaining layers are retrained to fit the new problem. Therefore, the number of frozen layers is a vital hyper-parameter to tune if TL is used.

3.2. Unsupervised Learning Algorithms

Unsupervised learning algorithms are a set of ML algorithms used to identify unknown patterns in unlabeled datasets. Clustering and dimensionality-reduction algorithms are the two main types of unsupervised learning methods. Clustering methods include k-means, DBSCAN, EM, hierarchical clustering, etc.; while PCA and LDA are two commonly-used dimensionality
3.2.1. Clustering Algorithms

In most clustering algorithms — including k-means, EM, and hierarchical clustering — the number of clusters is the most important hyper-parameter to tune [69].

The k-means algorithm [70] uses \( k \) prototypes, indicating the centroids of clusters, to cluster data. In k-means algorithms, the number of clusters, \( 'n\_clusters' \), must be specified, and is determined by minimizing the sum of squared errors [70]:

\[
\sum_{i=0}^{n_k} \min_{u_j \in C_k} (x_i - u_j)^2,
\]

where \((x_1, \cdots, x_n)\) is the data matrix; \( u_j \), also called the centroid of the cluster \( C_k \), is the mean of the samples in the cluster; and \( n_k \) is the number of sample points in the cluster \( C_k \).

To tune k-means, \( 'n\_clusters' \) is the most crucial hyper-parameter. Besides this, the method for centroid initialization, \( 'init' \), could be set to 'k-means++', 'random' or a human-defined array, which slightly affects model performance. In addition, \( 'n\_init' \), denoting the number of times that the k-means algorithm will be executed with different centroid seeds, and the \( 'max\_iter' \), the maximum number of iterations in a single execution of k-means, also have slight impacts on model performance [31].

The expectation-maximization (EM) algorithm [71] is an iterative algorithm used to detect the maximum likelihood estimation of parameters. Gaussian Mixture model is a clustering method that uses a mixture of Gaussian distributions to model data by implementing the EM method. Similar to k-means, its major hyper-parameter to be tuned is \( 'n\_components' \), indicating the number of clusters or Gaussian distributions. Additionally, different methods can be chosen to constrain the covariance of the estimated classes in Gaussian mixture models, including 'full covariance', 'tied', 'diagonal' or 'spherical' [72]. Other hyper-parameters could also be tuned, including \( 'max\_iter' \) and \( 'tol' \), representing the number of EM iterations to perform and the convergence threshold, respectively [31].

Hierarchical clustering [73] methods build clusters by continuously merging or splitting the built-in clusters. The hierarchy of clusters is represented by a tree-structure; its root indicates the unique cluster gathering all samples, and its leaves represent the clusters with only one sample [73]. In sklearn,
function 'AgglomerativeClustering' is a common type of hierarchical clustering. In agglomerative clustering, the linkage criteria, 'linkage', determines the distance between sets of observations and can be set to 'ward', 'complete', 'average', or 'single', indicating whether to minimize the variance of the all clusters, or use the maximum, average, or minimum distance between every two clusters, respectively. Like other clustering methods, its main hyper-parameter is the number of clusters, 'n_clusters'. However, 'n_clusters' cannot be set if we choose to set the 'distance_threshold', the linkage distance threshold for merging clusters, since if so, 'n_clusters' will be determined automatically.

DBSCAN [74] is a density-based clustering method that determines the clusters by dividing data into clusters with sufficiently high density. Unlike other clustering models, the number of clusters does not need to be configured before training. Instead, DBSCAN has two significant conditional hyper-parameters — the scan radius represented by 'eps', and the minimum number of considered neighbor points represented by 'min_samples' — which define the cluster density together [75]. DBSCAN works by starting with an unvisited point and detecting all its neighbor points within a predefined distance 'eps'. If the number of neighbor points reaches the value of 'min_samples', this unvisited point and all its neighbors are defined as a cluster. The procedures are executed recursively until all data points have been visited. A higher 'min_samples' or a lower 'eps' indicates a higher density to form a cluster.

3.2.2. Dimensionality Reduction Algorithms

The increasing amount of collected data provides ample information, but also increases problem complexity. In real-world applications, many features are irrelevant or redundant to predict target variables. Dimensionality reduction algorithms often serve as feature engineering methods to extract important features and eliminate insignificant or redundant features. Two common dimensionality-reduction algorithms are principal component analysis (PCA) and linear discriminant analysis (LDA). In PCA and LDA, the number of features to be extracted, represented by 'n_components' in sklearn, is the main hyper-parameter to be tuned.

Principal component analysis (PCA) [76] is a widely used linear dimensionality reduction method. PCA is based on the concept of mapping the original n-dimensional features into k-dimension features as the new orthogonal features, also called the principal components. PCA works by calculat-
ing the covariance matrix of the data matrix to obtain the eigenvectors of the covariance matrix. The matrix comprises the eigenvectors of \( k \) features with the largest eigenvalues (i.e., the largest variance). Consequently, the data matrix can be transformed into a new space with reduced dimensionality. Singular value decomposition (SVD) \([77]\) is a popular method used to obtain the eigenvalues and eigenvectors of the covariance matrix of PCA. Therefore, in addition to ‘n_components’, the SVD solver type is another hyper-parameter of PCA to be tuned, which can be assigned to ‘auto’, ‘full’, ‘arpack’ or ‘randomized’ \([31]\).

Linear discriminant analysis (LDA) \([78]\) is another common dimensionality reduction method that projects the features onto the most discriminative directions. Unlike PCA, which obtains the direction with the largest variance as the principal component, LDA optimizes the feature subspace of classification. The objective of LDA is to minimize the variance inside each class and maximize the variance between different classes after projection. Thus, the projection points in each class should be as close as possible, and the distance between the center points of different classes should be as large as possible. Similar to PCA, the number of features to be extracted, ‘n_components’, should be tuned in LDA models. Additionally, the solver type of LDA can also be set to ‘svd’ for SVD, ‘lsqr’ for least-squares solution, or ‘eigen’ for eigenvalue decomposition \([79]\). LDA also has a conditional hyper-parameter, the shrinkage parameter, ‘shrinkage’, which can be set to a float value along with ‘lsqr’ and ‘eigen’ solvers.

4. Hyper-parameter Optimization Techniques

4.1. Model-free Algorithms

4.1.1. Babysitting

Babysitting, also called ‘Trial and Error’ or grad student descent (GSD), is a basic hyper-parameter tuning method \([8]\). This method is implemented by 100% manual tuning and widely used by students and researchers. The workflow is simple: after building a ML model, a student tests many possible hyper-parameter values based on experience, guessing, or the analysis of previously-evaluated results; the process is repeated until this student runs out of time (often reaching a deadline) or is satisfied with the results. As such, this approach requires a sufficient amount of prior knowledge and experience to identify optimal hyper-parameter values with limited time.
Manual tuning is infeasible for many problems due to several factors, like a large number of hyper-parameters, complex models, time-consuming model evaluations, and non-linear hyper-parameter interactions [9]. These factors inspired increased research into techniques for the automatic optimization of hyper-parameters [80].

4.1.2. Grid Search

Grid search (GS) is one of the most commonly-used methods to explore hyper-parameter configuration space [81]. GS can be considered an exhaustive search or a brute-force method that evaluates all the hyper-parameter combinations given to the grid of configurations [82]. GS works by evaluating the Cartesian product of a user-specified finite set of values [6].

GS cannot exploit the well-performing regions further by itself. Therefore, to identify the global optimums, the following procedure needs to be performed manually [2]:

1. Start with a large search space and step size.
2. Narrow the search space and step size based on the previous results of well-performing hyper-parameter configurations.
3. Repeat step 2 multiple times until an optimum is reached.

GS can be easily implemented and parallelized. However, the main drawback of GS is its inefficiency for high-dimensionality hyper-parameter configuration space, since the number of evaluations increases exponentially as the number of hyper-parameters grows. This exponential growth is referred to as the curse of dimensionality [83]. For GS, assuming that there are \( k \) parameters, and each of them has \( n \) distinct values, its computational complexity increases exponentially at a rate of \( O(n^k) \) [19]. Thus, only when the hyper-parameter configuration space is small can GS be an effective HPO method.

4.1.3. Random Search

To overcome certain limitations of GS, random search (RS) was proposed in [13]. RS is similar to GS; but, instead of testing all values in the search space, RS randomly selects a pre-defined number of samples between the upper and lower bounds as candidate hyper-parameter values, and then trains these candidates until the defined budget is exhausted. The theoretical basis of RS is that if the configuration space is large enough, then the global
optima or at least their approximations, can be detected. With a limited budget, RS is able to explore a larger search space than GS [13].

The main advantage of RS is that it is easily parallelized and resource-allocated since each evaluation is independent. Unlike GS, RS samples a fixed number of parameter combinations from the specified distribution, which improves system efficiency by reducing the probability of wasting much time on a small poor-performing region. Since the number of total evaluations in RS is set to a fixed value $n$ before the optimization process starts, the computational complexity of RS is $O(n)$ [84]. In addition, RS can detect the global optimum or the near-global optimum when given enough budgets [6].

Although RS is more efficient than GS for large search spaces, there are still a large number of unnecessary function evaluations since it does not exploit the previously well-performing regions [2].

To conclude, the main limitation of both RS and GS is that every evaluation in their iterations is independent of previous evaluations; thus, they waste massive time evaluating poorly-performing areas of the search space. This issue can be solved by other optimization methods, like Bayesian optimization that uses previous evaluation records to determine the next evaluation [14].

4.2. Gradient-based Optimization

Gradient descent [85] is a traditional optimization technique that calculates the gradient of variables to identify the promising direction and moves towards the optimum. After randomly selecting a data point, the technique moves towards the opposite direction of the largest gradient to locate the next data point. Therefore, a local optimum can be reached after convergence. The local optimum is also the global optimum for convex functions.

Gradient-based algorithms have a time complexity of $O(n^k)$ for optimizing $k$ hyper-parameters [86].

For specific machine learning algorithms, the gradient of certain hyper-parameters can be calculated, and then the gradient descent can be used to optimize these hyper-parameters. Although gradient-based algorithms have a faster convergence speed to reach local optimum than the previously-presented methods in Section 4.1, they have several limitations. Firstly, they can only be used to optimize continuous hyper-parameters because other types of hyper-parameters, like categorical hyper-parameters, do not have gradient directions. Secondly, they are only efficient for convex functions because the local instead of a global optimum may be reached for non-convex
functions [2]. Therefore, the gradient-based algorithms can only be used in some cases where it is possible to obtain the gradient of hyper-parameters; e.g., optimizing the learning rate in neural networks (NN) [11]. Still, it is not guaranteed for ML algorithms to identify global optimums using gradient-based optimization techniques.

4.3. Bayesian Optimization

Bayesian optimization (BO) [87] is an iterative algorithm that is popularly used for HPO problems. Unlike GS and RS, BO determines the future evaluation points based on the previously-obtained results. To determine the next hyper-parameter configuration, BO uses two key components: a surrogate model and an acquisition function [57]. The surrogate model aims to fit all the currently-observed points into the objective function. After obtaining the predictive distribution of the probabilistic surrogate model, the acquisition function determines the usage of different points by balancing the trade-off between exploration and exploitation. Exploration is to sample the instances in the areas that have not been sampled, while exploitation is to sample in the currently promising regions where the global optimum is most likely to occur, based on the posterior distribution. BO models balance the exploration and the exploitation processes to detect the current most likely optimal regions and avoid missing better configurations in the unexplored areas [88].

The basic procedures of BO are as follows [87]:

1. Build a probabilistic surrogate model of the objective function.
2. Detect the optimal hyper-parameter values on the surrogate model.
3. Apply these hyper-parameter values to the real objective function to evaluate them.
4. Update the surrogate model with new results.
5. Repeat steps 2 - 4 until the maximum number of iterations is reached.

Thus, BO works by updating the surrogate model after each evaluation on the objective function. BO is more efficient than GS and RS since it can detect the optimal hyper-parameter combinations by analyzing the previously-tested values, and running a surrogate model is often much cheaper than running the entire objective function.

However, since Bayesian optimization models are executed based on the previously-tested values, they belong to sequential methods that are diffi-
cult to parallelize; but they can usually detect near-optimal hyper-parameter combinations within a few iterations [7].

Common surrogate models for BO include Gaussian process (GP) [89], random forest (RF) [90], and the tree Parzen estimator (TPE) [12]. Therefore, there are three main types of BO algorithms based on their surrogate models: BO-GP, BO-RF, BO-TPE. An alternative name for BO-RF is sequential model-based algorithm configuration (SMAC) [90].

4.3.1. BO-GP

Gaussian process (GP) is a standard surrogate model for objective function modeling in BO [87]. Assuming that the function $f$ with a mean $\mu$ and a covariance $\sigma^2$ is a realization of a GP, the predictions follow a normal distribution [91]:

$$p(y|x, D) = N(y|\hat{\mu}, \hat{\sigma}^2),$$

where $D$ is the configuration space of hyper-parameters, and $y = f(x)$ is the evaluation result of each hyper-parameter value $x$. After obtaining a set of predictions, the points to be evaluated next are then selected from the confidence intervals generated by the BO-GP model. Each newly-tested data point is added to the sample records, and the BO-GP model is re-built with the new information. This procedure is repeated until termination.

Applying a BO-GP to a size $n$ dataset has a time complexity of $O(n^3)$ and space complexity of $O(n^2)$ [92]. One main limitation of BO-GP is that the cubic complexity to the number of instances limits the capacity for parallelization [3]. Additionally, it is mainly used to optimize continuous variables.

4.3.2. SMAC

Random forest (RF) is another popular surrogate function for BO to model the objective function using an ensemble of regression trees. BO using RF as the surrogate model is also called SMAC [90].

Assuming that there is a Gaussian model $N(y|\hat{\mu}, \hat{\sigma}^2)$, and $\hat{\mu}$ and $\hat{\sigma}^2$ are the mean and variance of the regression function $r(x)$, respectively, then [90]:

$$\hat{\mu} = \frac{1}{|B|} \sum_{r \in B} r(x),$$

$$\hat{\sigma}^2 = \frac{1}{|B| - 1} \sum_{r \in B} (r(x) - \hat{\mu})^2,$$
where $B$ is a set of regression trees in the forest. The major procedures of SMAC are as follows [3]:

1. RF starts with building $B$ regression trees, each constructed by sampling $n$ instances from the training set with replacement.
2. A split node is selected from $d$ hyper-parameters for each tree.
3. To maintain a low computational cost, both the minimum number of instances considered for further split and the number of trees to grow are set to a certain value.
4. Finally, the mean and variance for each new configuration are estimated by RF.

Compared with BO-GP, the main advantage of SMAC is its support for all types of variables, including continuous, discrete, categorical, and conditional hyper-parameters [91]. The time complexities of using SMAC to fit and predict variances are $O(n\log n)$ and $O(\log n)$, respectively, which are much lower than the complexities of BO-GP [3].

### 4.3.3. BO-TPE

Tree-structured Parzen estimator (TPE) [12] is another common surrogate model for BO. Instead of defining a predictive distribution used in BO-GP, BO-TPE creates two density functions, $l(x)$ and $g(x)$, to act as the generative models for all domain variables [3]. To apply TPE, the observation results are divided into good results and poor results by a pre-defined percentile $y^*$, and the two sets of results are modeled by simple Parzen windows [12]:

$$p(x|y, D) = \begin{cases} 
  l(x), & \text{if } y < y^* \\
  g(x), & \text{if } y > y^*
\end{cases}.$$ (25)

After that, the expected improvement in the acquisition function is reflected by the ratio between the two density functions, which is used to determine the new configurations for evaluation. The Parzen estimators are organized in a tree structure, so the specified conditional dependencies are retained. Therefore, TPE naturally supports specified conditional hyper-parameters [91]. The time complexity of BO-TPE is $O(n\log n)$, which is lower than the complexity of BO-GP [3].

BO methods are effective for many HPO problems, even if the objective function $f$ is stochastic, non-convex, or non-continuous. However, the main drawback of BO models is that, if they fail to achieve the balance between
exploration and exploitation, they might only reach a local instead of a global optimum. RS does not have this limitation since it does not focus on any specific area. Additionally, it is difficult to parallelize BO models since their intermediate results are dependent on each other [7].

4.4. Multi-fidelity Optimization Algorithms

One major issue with HPO is the long execution time, which increases with a larger hyper-parameter configuration space and larger datasets. The execution time may be several hours, several days, or even more [93]. Multi-fidelity optimization techniques are common approaches to solve the constraint of limited time and resources. To save time, people can use a subset of the original dataset or a subset of the features [94]. Multi-fidelity involves low-fidelity and high-fidelity evaluations and combines them for practical applications [95]. In low-fidelity evaluations, a relatively small subset is evaluated at a low cost but with poor generalization performance. In high-fidelity evaluations, a relatively large subset is evaluated with better generalization performance but at a higher cost than low-fidelity evaluations. In multi-fidelity optimization algorithms, poorly-performing configurations are discarded after each round of hyper-parameter evaluation on generated subsets, and only well-performing hyper-parameter configurations will be evaluated on the entire training set.

Bandit-based algorithms categorized to multi-fidelity optimization algorithms have shown success dealing with deep learning optimization problems [3]. Two common bandit-based techniques are successive halving [96] and Hyperband [16].

4.4.1. Successive Halving

Theoretically speaking, exhaustive methods are able to identify the optimal hyper-parameter combination by evaluating all the given combinations. However, many factors, including limited time and resources, should be considered in practical applications. These factors are called budgets (B). To overcome the limitations of GS and RS and to improve efficiency, successive halving algorithms were proposed in [96].

The main process of using successive halving algorithms for HPO is as follows. Firstly, it is presumed that there are n sets of hyper-parameter combinations, and that they are evaluated with uniformly-allocated budgets ($b = B/n$). Then, according to the evaluation results for each iteration, half of the poorly-performing hyper-parameter configurations are eliminated, and
the better-performing half is passed to the next iteration with double budgets \((b_{i+1} = 2 \times b_i)\). The above process is repeated until the final optimal hyper-parameter combination is detected.

Successive halving is more efficient than RS, but is affected by the trade-off between the number of hyper-parameter configurations and the budgets allocated to each configuration \([6]\). Thus, the main concern of successive halving is how to allocate the budget and how to determine whether to test fewer configurations with a higher budget for each or to test more configurations with a lower budget for each \([2]\).

### 4.4.2. Hyperband

Hyperband \([16]\) is then proposed to solve the dilemma of successive halving algorithms by dynamically choosing a reasonable number of configurations. It aims to achieve a trade-off between the number of hyper-parameter configurations \((n)\) and their allocated budgets by dividing the total budgets \((B)\) into \(n\) pieces and allocating these pieces to each configuration \((b = B/n)\). Successive halving serves as a subroutine on each set of random configurations to eliminate the poorly-performing hyper-parameter configurations and improve efficiency. The main steps of Hyperband algorithms are shown in Algorithm 1 \([2]\).

**Algorithm 1 Hyperband**

**Input:** \(b_{\text{max}}, b_{\text{min}}\)

1: \(s_{\text{max}} = \log \left( \frac{b_{\text{max}}}{b_{\text{min}}} \right)\)

2: for \(s \in \{b_{\text{max}}, b_{\text{min}} - 1, \ldots, 0\} \) do

3: \(n = \text{DetermineBudget}(s)\)

4: \(\gamma = \text{SampleConfigurations}(n)\)

5: \(\text{SuccessiveHalving}(\gamma)\)

6: end for

7: return The best configuration so far.

Firstly, the budget constraints \(b_{\text{min}}\) and \(b_{\text{max}}\) are determined by the total number of data points, the minimum number of instances required to train a sensible model, and the available budgets. After that, the number of configurations \(n\) and the budget size allocated to each configuration are calculated based on \(b_{\text{min}}\) and \(b_{\text{max}}\) in steps 2-3 of Algorithm 1. The configurations are sampled based on \(n\) and \(b\), and then passed to the successive halving model.
demonstrated in steps 4-5. The successive halving algorithm discards the identified poorly-performing configurations and passes the well-performing configurations on to the next iteration. This process is repeated until the final optimal hyper-parameter configuration is identified. By involving the successive halving searching method, Hyperband has a computational complexity of $O(n \log n)$ [16].

4.4.3. BOHB

Bayesian Optimization HyperBand (BOHB) [97] is a state-of-the-art HPO technique that combines Bayesian optimization and Hyperband to incorporate the advantages of both while avoiding their drawbacks. The original Hyperband uses a random search to search the hyper-parameter configuration space, which has a low efficiency. BOHB replaces the RS method by BO to achieve both high performance as well as low execution time by effectively using parallel resources to optimize all types of hyper-parameters. In BOHB, TPE is the standard surrogate model for BO, but it uses multidimensional kernel density estimators. Therefore, the complexity of BOHB is also $O(n \log n)$ [97].

It has been shown that BOHB outperforms many other optimization techniques when tuning SVM and DL models [97]. The only limitation of BOHB is that it requires the evaluations on subsets with small budgets to be representative of evaluations on the entire training set; otherwise, BOHB may have a slower convergence speed than standard BO models.

4.5. Metaheuristic Algorithms

Metaheuristic algorithms [98] are a set of algorithms mainly inspired by biological theories and widely used for optimization problems. Unlike many traditional optimization methods, metaheuristics have the capacity to solve non-convex, non-continuous, and non-smooth optimization problems.

Population-based optimization algorithms (POAs) are a major type of metaheuristic algorithm, including genetic algorithms (GAs), evolutionary algorithms, evolutionary strategies, and particle swarm optimization (PSO). POAs start by creating and updating a population as each generation; each individual in every generation is then evaluated until the global optimum is identified [14]. The main differences between different POAs are the methods used to generate and select populations [17]. POAs can be easily parallelized since a population of $N$ individuals can be evaluated on at most $N$ threads or
machines in parallel [6]. Genetic algorithms and particle swarm optimization are the two main POAs that are popularly-used for HPO problems.

4.5.1. Genetic Algorithm

Genetic algorithm (GA) [18] is one of the common metaheuristic algorithms based on the evolutionary theory that individuals with the best survival capability and adaptability to the environment are more likely to survive and pass on their capabilities to future generations. The next generation will also inherit their parents' characteristics and may involve better and worse individuals. Better individuals will be more likely to survive and have more capable offspring, while the worse individuals will gradually disappear. After several generations, the individual with the best adaptability will be identified as the global optimum [99].

To apply GA to HPO problems, each chromosome or individual represents a hyper-parameter, and its decimal value is the actual input value of the hyper-parameter in each evaluation. Every chromosome has several genes, which are binary digits; and then crossover and mutation operations are performed on the genes of this chromosome. The population involves all possible values within the initialized chromosome/parameter ranges, while the fitness function characterizes the evaluation metrics of the parameters [99].

Since the randomly-initialized parameter values often do not include the optimal parameter values, several operations, including selection, crossover, and mutation operations, must be performed on the well-performing chromosomes to identify the optimums [18]. Chromosome selection is implemented by selecting those chromosomes with good fitness function values. To keep the population size unchanged, the chromosomes with good fitness function values are passed to the next generation with higher probability, where they generate new chromosomes with the parents' best characteristics. Chromosome selection ensures that good characteristics of each generation can be passed to later generations. Crossover is used to generate new chromosomes by exchanging a proportion of genes in different chromosomes. Mutation operations are also used to generate new chromosomes by randomly altering one or more genes of a chromosome. Crossover and mutation operations enable later generations to have different characteristics and reduce the chance of missing good characteristics [3].

The main procedures of GA are as follows [98]:

1. Randomly initialize the population, chromosomes, and genes, which
represent the entire search space, hyper-parameters, and hyper-parameter values, respectively.

2. Evaluate the performance of each individual in the current generation by calculating the fitness function, which indicates the objective function of a ML model.

3. Perform selection, crossover, and mutation operations on the chromosomes to produce a new generation involving the next hyper-parameter configurations to be evaluated.

4. Repeat steps 2 & 3 until the termination condition is met.

5. Terminate and output the optimal hyper-parameter configuration.

Among the above steps, the population initialization step is an important step of GA and PSO since it provides an initial guess of the optimal values. Although the initialized values will be iteratively improved in the optimization process, a suitable population initialization method can significantly improve the convergence speed and performance of POAs. A good initial population of hyper-parameters should involve individuals that are close to global optimums by covering the promising regions and should not be localized to an unpromising region of the search space [100].

To generate hyper-parameter configuration candidates for the initial population, random initialization that simply creates the initial population with random values in the given search space is often used in GA [101]. Thus, GA is easily implemented and does not necessitate good initializations, because its selection, crossover, and mutation operations lower the possibility of missing the global optimum.

Hence, it is useful when the data analyst does not have much experience determining a potential appropriate initial search space for the hyper-parameters. The main limitation of GA is that the algorithm itself introduces additional hyper-parameters to be configured, including the fitness function type, population size, crossover rate, and mutation rate. Moreover, GA is a sequential execution algorithm, making it difficult to parallelize. The time complexity of GA is $O(n^2)$ [102]. As a result, sometimes, GA may be inefficient due to its low convergence speed.

4.5.2. Particle Swarm Optimization

Particle swarm optimization (PSO) [103] is another set of evolutionary algorithms that are commonly used for optimization problems. PSO algorithms are inspired by biological populations that exhibit both individual and
PSO works by enabling a group of particles (swarm) to traverse the search space in a semi-random manner. PSO algorithms identify the optimal solution through cooperation and information sharing among individual particles in a group.

In PSO, there are a group of \( n \) particles in a swarm \( S \):

\[
S = (S_1, S_2, \cdots, S_n),
\]

and each particle \( S_i \) is represented by a vector:

\[
S_i = \langle \vec{x}_i, \vec{v}_i, \vec{p}_i \rangle,
\]

where \( \vec{x}_i \) is the current position, \( \vec{v}_i \) is the current velocity, and \( \vec{p}_i \) is the known best position of the particle so far.

After initializing the position and velocity of each particle, every particle evaluates the current position and records the position with its performance score. In the next iteration, the velocity \( \vec{v}_i \) of each particle is changed based on the previous position \( \vec{p}_i \) and the current global optimal position \( \vec{p} \):

\[
\vec{v}_i := \vec{v}_i + U(0, \varphi_1) (\vec{p}_i - \vec{x}_i) + U(0, \varphi_2) (\vec{p} - \vec{x}_i),
\]

where \( U(0, \varphi) \) is the continuous uniform distributions based on the acceleration constants \( \varphi_1 \) and \( \varphi_2 \).

After that, the particles move based on their new velocity vectors:

\[
\vec{x}_i := \vec{x}_i + \vec{v}_i.
\]

The above procedures are repeated until convergence or termination constraints are reached.

Compared with GA, it is easier to implement PSO, since PSO does not have certain additional operations like crossover and mutation. In GA, all chromosomes share information with each other, so the entire population moves uniformly toward the optimal region; while in PSO, only information on the individual best particle and the global best particle is transmitted to others, which is a one-way flow of information sharing, and the entire search process follows the direction of the current optimal solution. The computational complexity of PSO algorithm is \( O(n \log n) \). In most cases, the convergence speed of PSO is faster than that of GA. In addition, particles in PSO operate independently and only need to share information with each
other after each iteration, so this process is easily parallelized to improve model efficiency [9].

The main limitation of PSO is that it requires proper population initialization; otherwise, it might only reach a local instead of a global optimum, especially for discrete hyper-parameters [105]. Proper population initialization requires developers’ prior experience or using population initialization techniques. Many population initialization techniques have been proposed to improve the performance of evolutionary algorithms, like the opposition-based optimization algorithm [101] and the space transformation search method [106]. Involving additional population initialization techniques will require more execution time and resources.

5. Applying Optimization Techniques to Machine Learning Algorithms

5.1. Optimization Techniques Analysis

Grid search (GS) is a simple method, its major limitation being that it is time-consuming and impacted by the curse of dimensionality [83]. Thus, it is unsuitable for a large number of hyper-parameters. Moreover, GS is often not able to detect the global optimum of continuous parameters, since it requires a pre-defined, finite set of hyper-parameter values. It is also unrealistic for GS to be used to identify integer and continuous hyper-parameter optimums with limited time and resources. Therefore, compared with other techniques, GS is only efficient for a small number of categorical hyper-parameters.

Random search is more efficient than GS and supports all types of hyper-parameters. In practical applications, using RS to evaluate the randomly-selected hyper-parameter values helps analysts to explore a large search space. However, since RS does not consider previously-tested results, it may involve many unnecessary evaluations, which decrease its efficiency [13].

Hyperband can be considered an improved version of RS, and they both support parallel executions. Hyperband balances model performance and resource usage, so it is more efficient than RS, especially with limited time and resources [15]. However, GS, RS, and Hyperband all have a major constraint in that they treat each hyper-parameter independently and do not consider hyper-parameter correlations [107]. Thus, they will be inefficient for ML algorithms with conditional hyper-parameters, like SVM, DBSCAN, and logistic regression.
Gradient-based algorithms are not a prevalent choice for hyper-parameter optimization, since they only support continuous hyper-parameters and can only detect a local instead of a global optimum for non-convex HPO problems [2]. Therefore, gradient-based algorithms can only be used to optimize certain hyper-parameters, like the learning rate in DL models.

Bayesian optimization models are divided into three different models — BO-GP, SMAC, and BO-TPE — based on their surrogate models. BO algorithms determine the next hyper-parameter value based on the previously-evaluated results to reduce unnecessary evaluations and improve efficiency. BO-GP mainly supports continuous and discrete hyper-parameters (by rounding them), but does not support conditional hyper-parameters [14]; while SMAC and BO-TPE are both able to handle categorical, discrete, continuous, and conditional hyper-parameters. SMAC performs better when there are many categorical and conditional parameters, or cross-validation is used, while BO-GP performs better for only a few continuous parameters [15]. BO-TPE preserves the specified conditional relationships, so one advantage of BO-TPE over BO-GP is its innate support for specified conditional hyper-parameters [14].

Metaheuristic algorithms, including GA and PSO, are more complicated than many other HPO algorithms, but often perform well for complex optimization problems. They support all types of hyper-parameters and are particularly efficient for large configuration spaces, since they can obtain the near-optimal solutions even within very few iterations. However, GA and PSO have their own advantages and disadvantages in practical use. PSO is able to support large-scale parallelization, and is particularly suitable for continuous and conditional HPO problems [19]; on the other hand, GA is executed sequentially, making it difficult to be parallelized. Therefore, PSO often executes faster than GA, especially for large configuration spaces and large datasets. However, an appropriate population initialization is crucial for PSO; otherwise, it may converge slowly or only identify a local instead of a global optimum. Yet, the impact of proper population initialization is not as significant for GA as for PSO [108]. Another limitation of GA is that it introduces additional hyper-parameters, like its crossover and mutation rates [18].

The strengths and limitations of the hyper-parameter optimization algorithms involved in this paper are summarized in Table 1.
Table 1: The comparison of common HPO algorithms (n is the number of hyper-parameter values and k is the number of hyper-parameters)

| HPO Method | Strengths | Limitations | Time Complexity |
|------------|-----------|-------------|-----------------|
| GS | · Simple. | · Time-consuming, · Only efficient with categorical HPs. | $O(n^k)$ |
| RS | · More efficient than GS. · Enable parallelization. | · Not consider previous results. · Not efficient with conditional HPs. | $O(n)$ |
| Gradient-based models | · Fast convergence speed for continuous HPs. | · Only support continuous HPs. · May only detect local optimums. | $O(n^k)$ |
| BO-GP | · Fast convergence speed for continuous HPs. | · Poor capacity for parallelization. · Not efficient with conditional HPs. | $O(n^3)$ |
| SMAC | · Efficient with all types of HPs. | · Poor capacity for parallelization. | $O(n \log n)$ |
| BO-TPE | · Efficient with all types of HPs. · Keep conditional dependencies. | · Poor capacity for parallelization. | $O(n \log n)$ |
| Hyperband | · Enable parallelization. | · Not efficient with conditional HPs. · Require subsets with small budgets to be representative. | $O(n \log n)$ |
| BOHB | · Efficient with all types of HPs. · Enable parallelization. | · Require subsets with small budgets to be representative. | $O(n \log n)$ |
| GA | · Efficient with all types of HPs. · Not require good initialization. | · Poor capacity for parallelization. | $O(n^2)$ |
| PSO | · Efficient with all types of HPs. · Enable parallelization. | · Require proper initialization. | $O(n \log n)$ |

5.2. Apply HPO Algorithms to ML Models

Since there are many different HPO methods for different use cases, it is crucial to select the appropriate optimization techniques for different ML models.

Firstly, if we have access to multiple fidelities, which means that it is able to define meaningful budgets: the performance rankings of hyper-parameter configurations evaluated on small budgets should be the same as or similar to the configuration rankings on the full budget (the original dataset); BOHB would be the best choice, since it has the advantages of both BO and Hyperband [6] [97].

On the other hand, if multiple fidelities are not applicable, which means that using the subsets of the original dataset or the subsets of original features is misleading or too noisy to reflect the performance of the entire dataset, BOHB may perform poorly with higher time complexity than standard BO
models, then choosing other HPO algorithms would be more efficient [97].

ML algorithms can be classified by the characteristics of their hyper-parameter configurations. Appropriate optimization algorithms can be chosen to optimize the hyper-parameters based on these characteristics.

5.2.1. One Discrete Hyper-parameter

Commonly for some ML algorithms, like certain neighbor-based, clustering, and dimensionality reduction algorithms, only one discrete hyper-parameter needs to be tuned. For KNN, the major hyper-parameter is $k$, the number of considered neighbors. The most essential hyper-parameter of k-means, hierarchical clustering, and EM is the number of clusters. Similarly, for dimensionality reduction algorithms, including PCA and LDA, their basic hyper-parameter is 'n_components', the number of features to be extracted.

In these situations, Bayesian optimization is the best choice, and the three surrogates could be tested to find the best one. Hyperband is another good choice, which may have a fast execution speed due to its capacity for parallelization. In some cases, people may want to fine-tune the ML model by considering other less important hyper-parameters, like the distance metric of KNN and the SVD solver type of PCA; so BO-TPE, GA, or PSO could be chosen for these situations.

5.2.2. One Continuous Hyper-parameter

Some linear models, including ridge and lasso algorithms, and some naïve Bayes algorithms, involving multinomial NB, Bernoulli NB, and complement NB, generally only have one vital continuous hyper-parameter to be tuned. In ridge and lasso algorithms, the continuous hyper-parameter is 'alpha', the regularization strength. In the three NB algorithms mentioned above, the critical hyper-parameter is also named 'alpha', but it represents the additive (Laplace/Lidstone) smoothing parameter. In terms of these ML algorithms, BO-GP is the best choice, since it is good at optimizing a small number of continuous hyper-parameters. Gradient-based algorithms can also be used, but might only detect local optimums, so they are less effective than BO-GP.

5.2.3. A Few Conditional Hyper-parameters

It is noticeable that many ML algorithms have conditional hyper-parameters, like SVM, LR, and DBSCAN. LR has three correlated hyper-parameters, 'penalty', 'C', and the solver type. Similarly, DBSCAN has 'eps' and 'min_samples' that must be tuned in conjunction. SVM is more complex, since after setting
a different kernel type, there is a separate set of conditional hyper-parameters that need to be tuned next, as described in Section 3.1.3. Hence, some HPO methods that cannot effectively optimize conditional hyper-parameters, including GS, RS, BO-GP, and Hyperband, are not suitable for ML models with conditional hyper-parameters. For these ML methods, BO-TPE is the best choice if we have pre-defined relationships among the hyper-parameters. SMAC is also a good choice, since it also performs well for tuning conditional hyper-parameters. GA and PSO can be used, as well.

5.2.4. A Large Hyper-parameter Configuration Space with Multiple Types of Hyper-parameters

Tree-based algorithms, including DT, RF, ET, and XGBoost, as well as DL algorithms, like DNN, CNN, RNN, are the most complex types of ML algorithms to be tuned, since they have many hyper-parameters with various, different types. For these ML models, PSO is the best choice since it enables parallel executions to improve efficiency, particularly for DL models that often require massive training time. Some other techniques, like GA, BO-TPE, and SMAC can also be used, but they may cost more time than PSO, since it is difficult to parallelize these techniques.

5.2.5. Categorical Hyper-parameters

This category of hyper-parameters is mainly for ensemble learning algorithms, since their major hyper-parameter is a categorical hyper-parameter. For bagging and AdaBoost, the categorical hyper-parameter is 'base_estimator', which is set to be a singular ML model. For voting, it is 'estimators', indicating a list of ML singular models to be combined. The voting method has another categorical hyper-parameter, 'voting', which is used to choose whether to use a hard or soft voting method. If we only consider these categorical hyper-parameters, GS would be sufficient to detect their suitable base machine learners. On the other hand, in many cases, other hyper-parameters need to be considered, like 'n_estimators', 'max_samples', and 'max_features' in bagging, as well as 'n_estimators' and 'learning_rate' in AdaBoost; consequently, BO algorithms would be a better choice to optimize these continuous or discrete hyper-parameters.

In conclusion, when tuning a ML model to achieve high model performance and low computational costs, the most suitable HPO algorithm should be selected based on the properties of its hyper-parameters.
6. Existing HPO Frameworks

To tackle HPO problems, many open-source libraries exist to apply theory into practice and lower the threshold for ML developers. In this section, we provide a brief introduction to some popular open-source HPO libraries or frameworks mainly for Python programming. The principles behind the involved optimization algorithms are provided in Section 4.

6.1. Sklearn

In sklearn [31], 'GridSearchCV' can be implemented to detect the optimal hyper-parameters using the GS algorithm. Each hyper-parameter value in the human-defined configuration space is evaluated by the program, with its performance evaluated using cross-validation. When all the instances in the configuration space have been evaluated, the optimal hyper-parameter combination in the defined search space with its performance score will be returned.

'RandomizedSearchCV' is also provided in sklearn to implement a RS method. It evaluates a pre-defined number of randomly-selected hyper-parameter values in parallel. Cross-validation is conducted to effectively evaluate the performance of each configuration.

6.2. Spearmint

Spearmint [87] is a library using Bayesian optimization with the Gaussian process as the surrogate model. Spearmint’s primary deficiency is that it is not very efficient for categorical and conditional hyper-parameters.

6.3. BayesOpt

Bayesian Optimization (BayesOpt) [109] is a Python library employed to solve HPO problems using BO. BayesOpt uses a Gaussian process as its surrogate model to calculate the objective function based on past evaluations and utilizes an acquisition function to determine the next values.

6.4. Hyperopt

Hyperopt [110] is a HPO framework that involves RS and BO-TPE as the optimization algorithms. Unlike some of the other libraries that only support a single model, Hyperopt is able to use multiple models to model hierarchical hyper-parameters. In addition, Hyperopt is parallelizable since it uses MongoDB as the central database to store the hyper-parameter combinations. Hyperopt-sklearn [111] and hyperas [112] are the two libraries that can apply Hyperopt to scikit-learn and Keras libraries.
6.5. **SMAC**

SMAC \cite{SMAC2015} is another library that uses BO with random forest as the surrogate model. It supports categorical, continuous, and discrete variables.

6.6. **BOHB**

BOHB framework \cite{BOHB2019} is a combination of Bayesian optimization and Hyperband \cite{Hyperband2016}. It overcomes one limitation of Hyperband, in that it randomly generates the test configurations, by replacing this procedure by BO. TPE is used as the surrogate model to store and model function evaluations. Using BOHB to evaluate the instance can achieve a trade-off between model performance and the current budget.

6.7. **Optunity**

Optunity \cite{Optunity2018} is a popular HPO framework that provides several optimization techniques, including GS, RS, PSO, and BO-TPE. In Optunity, categorical hyper-parameters are converted to discrete hyper-parameters by indexing, and discrete hyper-parameters are processed as continuous hyper-parameters by rounding them; as such, it supports all types of hyper-parameters.

6.8. **Skopt**

Skopt (scikit-optimize) \cite{Skopt2018} is a HPO library that is built on top of the scikit-learn \cite{scikit-learn} library. It implements several sequential model-based optimization models, including RS and BO-GP. The methods exhibit good performance with small search space and proper initialization.

6.9. **GpFlowOpt**

GpFlowOpt \cite{GpFlowOpt2018} is a Python library for BO using GP as the surrogate model. It supports running BO-GP on GPU using the Tensorflow library. Therefore, GpFlowOpt is a good choice if BO is used in deep learning models with GPU resources available.

6.10. **Talos**

Talos \cite{Talos2018} is a Python package designed for hyper-parameter optimization with Keras models. Talos can be fully deployed into any Keras models and implemented easily without learning any new syntax. Several optimization techniques, including GS, RS, and probabilistic reduction, can be implemented using Talos.
6.11. Sherpa

Sherpa [117] is a Python package used for HPO problems. It can be used with other ML libraries, including sklearn [31], Tensorflow [118], and Keras [33]. It supports parallel computations and has several optimization methods, including GS, RS, BO-GP (via GPyOpt), Hyperband, and population-based training (PBT).

6.12. Osprey

Osprey [119] is a Python library designed to optimize hyper-parameters. Several HPO strategies are available in Osprey, including GS, RS, BO-TPE (via Hyperopt), and BO-GP (via GPyOpt).

6.13. FAR-HO

FAR-HO [120] is a hyper-parameter optimization package that employs gradient-based algorithms with TensorFlow. FAR-HO contains a few gradient-based optimizers, like reverse hyper-gradient and forward hyper-gradient methods. This library is designed to build access to the gradient-based hyper-parameter optimizers in TensorFlow, allowing deep learning model training and hyper-parameter optimization in GPU or other tensor-optimized computing environments.

6.14. Hyperband

Hyperband [16] is a Python package for tuning hyper-parameters by Hyperband, a bandit-based approach. Similar to 'GridSearchCV' and 'RandomizedSearchCV' in scikit-learn, there is a class named 'HyperbandSearchCV' in Hyperband that can be combined with sklearn and used for HPO problems. In 'HyperbandSearchCV' method, cross-validation is used for evaluation.

6.15. DEAP

DEAP [121] is a novel evolutionary computation package for Python that contains several evolutionary algorithms like GA and PSO. It integrates with parallelization mechanisms like multiprocessing, and machine learning packages like sklearn.
6.16. **TPOT**

TPOT [122] is a Python tool for auto-ML that uses genetic programming to optimize ML pipelines. TPOT is built on top of sklearn, so it is easy to implement TPOT on ML models. 'TPOTClassifier' is its principal function, and several additional hyper-parameters of GA must be set to fit specific problems.

6.17. **Nevergrad**

Nevergrad [123] is an open-source Python library that includes a wide range of optimizers, like fast-GA and PSO. In ML, Nevergrad can be used to tune all types of hyper-parameters, including discrete, continuous, and categorical hyper-parameters, by choosing different optimizers.

7. **Experiments**

To summarize the content of Sections 3 to 6, a comprehensive overview of applying hyper-parameter optimization techniques to ML models is shown in Table 2. It provides a summary of common ML algorithms, their hyper-parameters, suitable optimization methods, and available Python libraries; thus, data analysts and researchers can look up this table and select suitable optimization algorithms as well as libraries for practical use.

To put theory into practice, several experiments have been conducted based on Table 2. This section provides the experiments of applying eight different HPO techniques to three common and representative ML algorithms on two benchmark datasets. In the first part of this section, the experimental setup and the main process of HPO are discussed. In the second part, the results of utilizing different HPO methods are compared and analyzed. The sample code of the experiments has been published in [124] to illustrate the process of applying hyper-parameter optimization to ML models.

7.1. **Experimental Setup**

Based on the steps to optimize hyper-parameters discussed in Section 2.2, several steps were completed before the actual optimization experiments start.

Firstly, two standard benchmarking datasets provided by the sklearn library [31], namely, the Modified National Institute of Standards and Technology dataset (MNIST) and the Boston housing dataset, are selected as...
| ML Algorithm       | Main HPs | Optional HPs | HPO methods | Libraries |
|--------------------|----------|--------------|-------------|-----------|
| Linear regression  | alpha    | -            | BO-GP       | Skpot     |
| Logistic regression| penalty, c, solver | - | BO-TPE, SMAC | Skpot, Hyperopt, SMAC |
| KNN                | n_neighbors | weights, p, algorithm | BOs, Hyperband | Skpot, Hyperopt, SMAC, Hyperband |
| SVM                | C, kernel, epsilon (for SVR) | gamma, cos0, degree | BO-TPE, SMAC, BOHB | Hyperopt, SMAC, BOHB |
| NB                 | alpha    | -            | BO-GP       | Skpot     |
| DT                 | criterion, max_depth, min_samples_split, min_samples_leaf, max_features | splitter, min_weight_fraction_leaf, max_leaf_nodes | GA, PO, BO-TPE, SMAC, BOHB | TPOT, Hyperopt, SMAC, BOHB |
| RF & ET            | n_estimators | max_depth, criterion, min_samples_split, min_samples_leaf, max_features | splitter, min_weight_fraction_leaf, max_leaf_nodes | GA, PO, BO-TPE, SMAC, BOHB | TPOT, Hyperopt, SMAC, BOHB |
| XGBoost            | n_estimators | max_depth, criterion, min_samples_split, min_samples_leaf, max_features | splitter, min_weight_fraction_leaf, max_leaf_nodes | GA, PO, BO-TPE, SMAC, BOHB | TPOT, Hyperopt, SMAC, BOHB |
| Voting             | - | weights | GS | sklearn |
| Bagging            | base_estimator, n_estimators | max_samples, max_features | GS, BOs | sklearn, Skpot, Hyperopt, SMAC |
| AdaBoost           | base_estimator, n_estimators, learning_rate | - | BO-TPE, SMAC | Hyperopt, SMAC |
| Deep learning      | number of hidden layers, 'units' per layer, loss, optimizer, Activation, learning_rate, dropout rate, epochs, batch_size, early stop patience | number of frozen layers (if transfer learning is used) | PSO, BOHB | Optunity, BOHB |
| K-means            | n_clusters | init, n_init, max_iter | BOs, Hyperband | Skpot, Hyperopt, SMAC, Hyperband |
| Hierarchical clustering | n_clusters, distance_threshold | linkage | BOs, Hyperband | Skpot, Hyperopt, SMAC, Hyperband |
| DBSCAN             | eps, min_samples | - | BO-TPE, SMAC, BOHB | Hyperopt, SMAC, BOHB |
| Gaussian mixture   | n_components | covariance_type, max_iter, tol | BO-GP | Skpot |
| PCA                | n_components | svd_solver | BOs, Hyperband | Skpot, Hyperopt, SMAC, Hyperband |
| LDA                | n_components | solver, shrinkage | BOs, Hyperband | Skpot, Hyperopt, SMAC, Hyperband |
the benchmark datasets for HPO method evaluation on data analytics problems. MNIST is a hand-written digit recognition dataset used as a multi-classification problem, while the Boston housing dataset contains information about the price of houses in various places in the city of Boston and can be used as a regression dataset to predict the housing prices.

At the next stage, the ML models with their objective function need to be configured. In Section 5.2, all common ML models are divided into five categories based on their hyper-parameter types. Among those ML categories, ”one discrete hyper-parameter”, ”a few conditional hyper-parameters”, and ”a large hyper-parameter configuration space with multiple types of hyper-parameters” are the three most common cases. Thus, three ML algorithms, KNN, SVM, and RF, are selected as the target models to be optimized, since their hyper-parameter types represent the three most common HPO cases: KNN has one important hyper-parameter, the number of considered nearest neighbors for each sample; SVM has a few conditional hyper-parameters, like the kernel type and the penalty parameter $C$; RF has multiple hyper-parameters of different types, as discussed in Section 3.1.5. Moreover, KNN, SVM, and RF can all be applied to solve both classification and regression problems.

In the next step, the performance metrics and evaluation methods are configured. For each experiment on the selected two datasets, 3-fold cross validation is implemented to evaluate the involved HPO methods. The two most commonly-used performance metrics are used in our experiments. For classification models, accuracy is used as the classifier performance metric, which is the proportion of correctly classified data; while for regression models, the mean squared error (MSE) is used as the regressor performance metric, which measures the average squared difference between the predicted values and the actual values. Additionally, the computational time (CT), the total time needed to complete a HPO process with 3-fold cross-validation, is also used as the model efficiency metric [55]. In each experiment, the optimized ML model architecture that has the highest accuracy or the lowest MSE and the optimal hyper-parameter configuration will be returned.

After that, to fairly compare different optimization algorithms and frameworks, certain constraints should be satisfied. Firstly, we compare different HPO methods using the same hyper-parameter configuration space. For KNN, the only hyper-parameter to be optimized, ‘n_neighbors’, is set to be in the same range of 1 to 20 for each optimization method evaluation. The hyper-parameters of SVM and RF models for classification and regression
Table 3: Configuration space for the hyper-parameters of tested ML models

| ML Model    | Hyper-parameter | Type    | Search Space |
|-------------|-----------------|---------|--------------|
| RF Classifier | n_estimators    | Discrete | [10,100]      |
|             | max_depth       | Discrete | [5,50]       |
|             | min_samples_split | Discrete  | [2,11]     |
|             | min_samples_leaf  | Discrete  | [1,11]     |
|             | criterion        | Categorical | ['gini', 'entropy'] |
|             | max_features     | Discrete | [1,64]       |
| SVM Classifier | C              | Continuous | [0.1,50] |
|             | kernel           | Categorical | ['linear', 'poly', 'rbf', 'sigmoid'] |
| KNN Classifier | n_neighbors    | Discrete | [1,20]       |
| RF Regressor | n_estimators    | Discrete | [10,100]   |
|             | max_depth       | Discrete | [5,50]   |
|             | min_samples_split | Discrete  | [2,11]   |
|             | min_samples_leaf  | Discrete  | [1,11]   |
|             | criterion        | Categorical | ['mse', 'mae'] |
|             | max_features     | Discrete | [1,13]       |
| SVM Regressor | C              | Continuous | [0.1,50] |
|             | kernel           | Categorical | ['linear', 'poly', 'rbf', 'sigmoid'] |
|             | epsilon          | Continuous | [0.001,1] |
| KNN Regressor | n_neighbors | Discrete | [1,20]       |

problems are also set to be in the same configuration space for each type of problem. The specifics of the configuration space for ML models are shown in Table 3. The selected hyper-parameters and their search space are determined based on the concepts in Section 3, domain knowledge, and manual testings. The hyper-parameter types of each ML algorithm are also summarized in Table 3.

On the other hand, to fairly compare the performance metrics of optimization techniques, the maximum number of iterations for all HPO methods is set to 50 for RF and SVM model optimizations, and 10 for KNN model optimization based on manual testings and domain knowledge. Moreover, to avoid the impacts of randomness, all experiments are repeated ten times with different random seeds, and results are averaged for regression problems or given the majority vote for classification problems.

In Section 4, more than ten HPO methods are introduced. In our experiments, eight representative HPO approaches are selected for performance comparison, including GS, RS, BO-GP, BO-TPE, Hyperband, BOHB, GA, and PSO. After setting up the fair experimental environments for each HPO method, the HPO experiments are implemented based on the steps discussed in Section 2.2.

All experiments were conducted using Python 3.5 on a machine with
Table 4: Performance evaluation of applying HPO methods to the RF classifier on the MNIST dataset

| Optimization Algorithm | Accuracy (%) | CT (s) |
|------------------------|--------------|--------|
| Default HPs            | 90.65        | 0.09   |
| GS                     | 93.32        | 48.62  |
| RS                     | 93.38        | 16.73  |
| BO-GP                  | 93.38        | 20.60  |
| BO-TPE                 | 93.88        | 12.58  |
| Hyperband              | 93.38        | 8.89   |
| BOHB                   | 93.38        | 9.45   |
| GA                     | 93.83        | 19.19  |
| PSO                    | 93.73        | 12.43  |

6 Core i7-8700 processor and 16 gigabytes (GB) of memory. The involved ML and HPO algorithms are evaluated using multiple open-source Python libraries and frameworks introduced in Section 6, including sklearn [31], Skopt [114], Hyperopt [110], Optunity [83], Hyperband [16], BOHB [97], and TPOT [122].

7.2. Performance Comparison

The experiments of applying eight different HPO methods to ML models are summarized in Tables 4 to 9. Tables 4 to 6 provide the performance of each optimization algorithm when applied to RF, SVM, and KNN classifiers evaluated on the MNIST dataset after a complete optimization process; while Tables 7 to 9 demonstrate the performance of each HPO method when applied to RF, SVM, and KNN regressors evaluated on the Boston-housing dataset. In the first step, each ML model with its default hyper-parameter configuration is trained and evaluated as the baseline model. After that, each HPO algorithm is implemented on the ML models to evaluate and compare their accuracies for classification problems, or MSEs for regression problems, as well as their computational time (CT).

From Tables 4 to 9 we can see that using the default HP configurations do not yield the best model performance in our experiments, which emphasizes the importance of utilizing HPO methods. GS and RS can be seen as baseline models for HPO problems. From the results in Tables 4 to 9, it is shown that the computational time of GS is often much higher than other optimization methods. With the same search space size, RS is faster than GS, but both of them cannot guarantee to detect the near-optimal hyper-parameter configurations of ML models, especially for RF and SVM models.
Table 5: Performance evaluation of applying HPO methods to the SVM classifier on the MNIST dataset

| Optimization Algorithm | Accuracy (%) | CT (s) |
|------------------------|--------------|--------|
| Default HPs            | 97.05        | 0.29   |
| GS                     | 97.44        | 32.90  |
| RS                     | 97.35        | 12.48  |
| BO-GP                  | 97.50        | 17.56  |
| BO-TPE                 | 97.44        | 3.02   |
| Hyperband              | 97.44        | 11.37  |
| BOHB                   | 97.44        | 8.18   |
| GA                     | 97.44        | 16.89  |
| PSO                    | 97.44        | 8.33   |

Table 6: Performance evaluation of applying HPO methods to the KNN classifier on the MNIST dataset

| Optimization Algorithm | Accuracy (%) | CT (s) |
|------------------------|--------------|--------|
| Default HPs            | 96.27        | 0.24   |
| GS                     | 96.22        | 7.86   |
| RS                     | 96.33        | 6.44   |
| BO-GP                  | 96.83        | 1.12   |
| BO-TPE                 | 96.83        | 2.33   |
| Hyperband              | 96.22        | 4.54   |
| BOHB                   | 97.44        | 3.84   |
| GA                     | 96.83        | 2.34   |
| PSO                    | 96.83        | 1.73   |

Table 7: Performance evaluation of applying HPO methods to the RF regressor on the Boston-housing dataset

| Optimization Algorithm | MSE   | CT (s) |
|------------------------|-------|--------|
| Default HPs            | 31.26 | 0.08   |
| GS                     | 29.02 | 4.64   |
| RS                     | 27.92 | 3.42   |
| BO-GP                  | 26.79 | 17.94  |
| BO-TPE                 | 25.42 | 1.53   |
| Hyperband              | 26.14 | 2.56   |
| BOHB                   | 25.56 | 1.88   |
| GA                     | 26.95 | 4.73   |
| PSO                    | 25.69 | 3.20   |
Table 8: Performance evaluation of applying HPO methods to the SVM regressor on the Boston-housing dataset

| Optimization Algorithm | MSE  | CT (s) |
|------------------------|------|--------|
| Default HPs            | 77.43| 0.02   |
| GS                     | 67.07| 1.33   |
| RS                     | 61.40| 0.48   |
| BO-GP                  | 61.27| 5.87   |
| BO-TPE                 | 59.40| 0.33   |
| Hyperband              | 73.44| 0.32   |
| BOHB                   | 59.67| 0.31   |
| GA                     | 60.17| 1.12   |
| PSO                    | 58.72| 0.53   |

Table 9: Performance evaluation of applying HPO methods to the KNN regressor on the Boston-housing dataset

| Optimization Algorithm | MSE  | CT (s) |
|------------------------|------|--------|
| Default HPs            | 81.48| 0.004  |
| GS                     | 81.53| 0.12   |
| RS                     | 80.77| 0.11   |
| BO-GP                  | 80.77| 0.49   |
| BO-TPE                 | 80.83| 0.08   |
| Hyperband              | 80.87| 0.10   |
| BOHB                   | 80.77| 0.09   |
| GA                     | 80.77| 0.33   |
| PSO                    | 80.74| 0.19   |
which have a larger search space than KNN.

The performance of BO and multi-fidelity models is much better than GS and RS. The computation time of BO-GP is often higher than other HPO methods due to its cubic time complexity, but it can obtain better performance metrics for ML models with small-size continuous hyper-parameter space, like KNN. Conversely, hyperband is often not able to obtain the highest accuracy or the lowest MSE among the optimization methods, but their computational time is low because it works on the small-sized subsets. The performance of BO-TPE and BOHB is often better than others, since they can detect the optimal or near-optimal hyper-parameter configurations within a short computational time.

For metaheuristics methods, GA and PSO, their accuracies are often higher than other HPO methods for classification problems, and their MSEs are often lower than other optimization techniques. However, their computational time is often higher than BO-TPE and multi-fidelity models, especially for GA, which does not support parallel executions.

To summarize, it is simple to implement GS and RS, but they often cannot detect the optimal hyper-parameter configurations or cost much computational time. BO-GP and GA also cost more computational time than many other HPO methods, but BO-GP works well on small configuration space, while GA is effective for large configuration space. Hyperband’s computational time is low, but it cannot guarantee to detect the global optimums. For ML models with large configuration space, BO-TPE, BOHB, and PSO often work well.

8. Open Issues, Challenges, and Future Research Directions

Although there have been many existing HPO algorithms and practical frameworks, some issues still need to be addressed, and several aspects in this domain could be improved. In this section, we discuss the open challenges, current research questions, and potential research directions in the future. They can be classified as model complexity challenges and model performance challenges, as summarized in Table 10.

8.1. Model Complexity

8.1.1. Costly Objective Function Evaluations

To evaluate the performance of a ML model with different hyper-parameter configurations, its objective function must be minimized in each evaluation.
Table 10: The open challenges and future directions of HPO research

| Category                  | Challenges & Future Requirements | Brief Description                                                                 |
|---------------------------|----------------------------------|-----------------------------------------------------------------------------------|
| Model complexity          | Costly objective function eval-   | HPO methods should reduce evaluation time on large datasets.                       |
|                           | uations                          |                                                                                   |
|                           | Complex search space             | HPO methods should reduce execution time on high dimensionalities (large hyper-parameter search space). |
|                           | Strong anytime performance       | HPO methods should be able to detect the optimal or near-optimal HPs even with a very limited budget. |
|                           | Strong final performance         | HPO methods should be able to detect the global optimum when given a sufficient budget. |
|                           | Comparability                    | There should exist a standard set of benchmarks to fairly evaluate and compare different optimization algorithms. |
|                           | Over-fitting and generalization  | The optimal HPs detected by HPO methods should have generalizability to build efficient models on unseen data. |
|                           | Randomness                       | HPO methods should reduce randomness on the obtained results.                      |
|                           | Scalability                      | HPO methods should be scalable to multiple libraries or platforms (e.g., distributed ML platforms). |
|                           | Continuous updating capability   | HPO methods should consider their capacity to detect and update optimal HP combinations on continuously-updated data. |

Depending on the scale of data, the model complexity, and available computational resources, the evaluation of each hyper-parameter configuration may cost several minutes, hours, days, or even more [93]. Additionally, the values of certain hyper-parameters have a direct impact on the execution time, like the number of considered neighbors in KNN, the number of basic decision trees in RF, and the number of hidden layers in deep neural networks [125].

To solve this problem by HPO algorithms, BO models reduce the total number of evaluations by spending time choosing the next evaluating point instead of simply evaluating all possible hyper-parameter configurations; however, they still require much execution time due to their poor capacity for parallelization. On the other hand, although multi-fidelity optimization methods, like Hyperband, have had some success dealing with HPO problems with limited budgets, there are still some problems that cannot be effectively solved by HPO due to the complexity of models or the scale of datasets [6]. For example, the ImageNet [126] challenge is a very popular problem in the image processing domain, but there has not been any re-
search or work on efficiently optimizing hyper-parameters for the ImageNet challenge yet, due to its huge scale and the complexity of CNN models used on ImageNet.

8.1.2. Complex Search Space

In many problems to which ML algorithms are applied, only a few hyper-parameters have significant effects on model performance, and they are the main hyper-parameters that require tuning. However, certain other unimportant hyper-parameters may still affect the performance slightly and may be considered to optimize the ML model further, which increases the dimensionality of hyper-parameter search space. As the number of hyper-parameters and configurations increase, they exponentially increase the dimensionality of the search space and the complexity of the problems, and the total objective function evaluation time will also increase exponentially [7]. Therefore, it is necessary to reduce the influence of large search spaces on execution time by improving existing HPO methods.

8.2. Model Performance

8.2.1. Strong Anytime Performance and Final Performance

HPO techniques are often expensive and sometimes require extreme resources, especially for massive datasets or complex ML models. One example of a resource-intensive model is deep learning models, since they view objective function evaluations as black-box functions and do not consider their complexity. However, the overall budget is often very limited for most practical situations, so HPO algorithms should be able to prioritize objective function evaluations and have a strong anytime performance, which indicates the capacity to detect optimal or near-optimal configurations even with a very limited budget [97]. For instance, an efficient HPO method should have a high convergence speed so that there would not be a huge difference between the results before and after model convergence, and should avoid random results even if time and resources are limited, like RS methods cannot.

On the other hand, if conditions permit and an adequate budget is given, HPO approaches should be able to identify the global optimal hyper-parameter configuration, named a strong final performance [97].

8.2.2. Comparability of HPO Methods

To optimize the hyper-parameters of ML models, different optimization algorithms can be applied to each ML framework. Different optimization
techniques have their own strengths and drawbacks in different cases, and currently, there is no single optimization approach that outperforms all other approaches when processing different datasets with various metrics and hyper-parameter types [3]. In this paper, we have analyzed the strengths and weaknesses of common hyper-parameter optimization techniques based on their principles and their performance in practical applications; but this topic could be extended more comprehensively.

To solve this problem, a standard set of benchmarks could be designed and agreed on by the community for a better comparison of different HPO algorithms. For example, there is a platform called COCO (Comparing Continuous Optimizers) [127] that provides benchmarks and analyzes common continuous optimizers. However, there is, to date, not any reliable platform that provides benchmarks and analysis of all common hyper-parameter optimization approaches. It would be easier for people to choose HPO algorithms in practical applications if a platform like COCO exists for HPO problems. In addition, a unified metric can also improve the comparability of different HPO algorithms, since different metrics are currently used in different practical problems [6].

On the other hand, based on the comparison of different HPO algorithms, a way to further improve HPO is to combine existing models or propose new models that contain as many benefits as possible and are more suitable for practical problems than existing singular models. For example, the BOHB method [97] has had some success dealing with HPO problems by combining Bayesian optimization and Hyperband. In addition, future research should consider both model performance and time budgets to develop HPO algorithms that suit real-world applications.

8.2.3. Over-fitting and Generalization

Generalization is another issue with HPO models. Since hyper-parameter evaluations are done with a finite number of evaluations in datasets, the optimal hyper-parameter values detected by HPO approaches might not be the same optima on previously-unseen data. This is similar to over-fitting issues with ML models that occur when a model is closely fit to a finite number of known data points but is unfit to unseen data [128]. Generalization is also a common concern for multi-fidelity algorithms, like Hyperband and BOHB, since they need to extract subsets to represent the entire dataset.

One solution to reduce or avoid over-fitting is to use cross-validation to identify a stable optimum that performs best in all or most of the subsets
instead of a sharp optimum that only performs well in a singular validation set \[6\]. However, cross-validation increases the execution time several-fold. It would be beneficial if methods can better deal with overfitting and improve generalization in future research.

8.2.4. Randomness

There are stochastic components in the objective function of ML algorithms; thus, in some cases, the optimal hyper-parameter configuration might be different after each run. This randomness could be due to various procedures of certain ML models, like neural network initialization, or different sampled subsets in a bagging model \[93\]; or due to certain procedures of HPO algorithms, like crossover and mutation operations in GA. In addition, it is often difficult for HPO methods to identify the global optimums, due to the fact that HPO problems are mainly NP-hard problems. Many existing HPO algorithms can only collect several different near-optimal values, which is caused by randomness. Thus, the existing HPO models can be further improved to reduce the impact of randomness. One possible solution is to run a HPO method multiple times and select the hyper-parameter value that occurs most as the final optimum.

8.2.5. Scalability

In practice, one main limitation of many existing HPO frameworks is that they are tightly integrated with one or a couple of machine learning libraries, like sklearn and Keras, which restricts them to only work with a single node instead of large data volumes \[3\]. To tackle large datasets, some distributed machine learning platforms, like Apache SystemML \[129\] and Spark MLib \[130\], have been developed; however, only very few HPO frameworks exist that support distributed ML. Therefore, more research efforts and scalable HPO frameworks, like the ones supporting distributed ML platforms, should be developed to support more libraries.

On the other hand, future practical HPO algorithms should have the scalability to efficiently optimize hyper-parameters from a small size to a large size, irrespective of whether they are continuous, discrete, categorical, or conditional hyper-parameters.

8.2.6. Continuous Updating Capability

In practice, many datasets are not stationary and are constantly updated by adding new data and deleting old data. Correspondingly, the optimal
hyper-parameter values or combinations may also change with the changes in data. Currently, developing HPO methods with the capacity to continuously tune hyper-parameter values as the data changes has not drawn much attention, since researchers and data analysts often do not alter the ML model after achieving a currently optimal performance \cite{3}. However, since their optimal hyper-parameter values would change as data changes, proper approaches should be proposed to achieve continuous updating capability.

9. Conclusion

Machine learning has become the primary strategy for tackling data-related problems and has been widely used in various applications. To apply ML models to practical problems, their hyper-parameters need to be tuned to fit specific datasets. However, since the scale of produced data is greatly increased in real-life, and manually tuning hyper-parameters is extremely computationally expensive, it has become crucial to optimize hyper-parameters by an automatic process. In this survey paper, we have comprehensively discussed the state-of-the-art research into the domain of hyper-parameter optimization as well as how to apply them to different ML models by theory and practical experiments. To apply optimization methods to ML models, the hyper-parameter types in a ML model is the main concern for HPO method selection. To summarize, BOHB is the recommended choice for optimizing a ML model, if randomly selected subsets are highly-representative of the given dataset, since it can efficiently optimize all types of hyper-parameters; otherwise, BO models are recommended for small hyper-parameter configuration space, while PSO is usually the best choice for large configuration space. Moreover, some existing useful HPO tools and frameworks, open challenges, and potential research directions are also provided and highlighted for practical use and future research purposes. We hope that our survey paper serves as a useful resource for ML users, developers, data analysts, and researchers to use and tune ML models utilizing proper HPO techniques and frameworks. We also hope that it helps to enhance understanding of the challenges that still exist within the HPO domain, and thereby further advancing HPO and ML applications in future research.
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