SelfNeRF: Fast Training NeRF for Human from Monocular Self-rotating Video
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Figure 1. Given a monocular self-rotating video of the human performer, SelfNeRF is able to train from scratch and converge in about twenty minutes, and then generate free-view points videos.

Abstract

In this paper, we propose SelfNeRF, an efficient neural radiance field based novel view synthesis method for human performance. Given monocular self-rotating videos of human performers, SelfNeRF can train from scratch and achieve high-fidelity results in about twenty minutes. Some recent works have utilized the neural radiance field for dynamic human reconstruction. However, most of these methods need multi-view inputs and require hours of training, making it still difficult for practical use. To address this challenging problem, we introduce a surface-relative representation based on multi-resolution hash encoding that can greatly improve the training speed and aggregate inter-frame information. Extensive experimental results on several different datasets demonstrate the effectiveness and efficiency of SelfNeRF to challenging monocular videos. Our code and video results will be available at https://ustc3dv.github.io/SelfNeRF.

1. Introduction

Novel view synthesis of human performance is an important research problem in computer vision and computer graphics, and has wide applications in many areas such as sports event broadcasts, video conferences, and VR/AR. Although this problem has been widely studied for a long time, existing methods still require multi-camera systems and quite a long computation time. These shortcomings cause this technology not easily used by public users. Therefore, a high-fidelity novel view synthesis of human performance based on a monocular camera and training within tens of minutes will have significant value for practical use.

Traditional novel view synthesis methods need dense inputs for 2D image-based methods [8] or require depth cameras for high-fidelity 3D reconstruction [5] to render realistic results. Some model-based methods [1, 3, 14] could reconstruct explicit 3D mesh from sparse RGB videos, but lack geometry detail and tend to be unrealistic. Recently, several works have applied NeRF [20] to synthesize novel view images of dynamic human bodies. NeuralBody [25], AnimatableNeRF [24], H-NeRF [38] and other works [15, 16, 30, 41] are able to synthesize high-quality rendering images and extract rough body geometry from...
of this paper include the following aspects:

Extensive experimental results demonstrate the effectiveness of our proposed method. In summary, the contributions of NeRF have been improved by several orders. However, the current strategy of INGP [22] only works for static scenes with multi-view inputs, and how to extend it to dynamic scenes with monocular inputs has not yet been explored.

In this paper, we propose SelfNeRF, a view synthesis method for human body, which can synthesize high-fidelity novel view results of human performance with a monocular camera and can converge within tens of minutes. These characteristics make SelfNeRF practical for ordinary users. We achieve these targets via a novel surface-relative hash encoding by extending multi-resolution hash encoding [22] to dynamic objects while aggregating information across frames. Specifically, given the monocular self-rotation video of a human performer, we recover the surface shape for each frame with existing reconstruction methods like VideoAvatar [1] and SelfRecon [11]. We then calculate the K-nearest neighbor points and signed distance on the current frame’s point cloud for each query point and take the corresponding point of the K-nearest neighbor points on the canonical space and signed distance as relative representation. For a sample point at a specific frame, we first calculate its relative representation, and then use hash encoding to get a high-dimensional feature fed to NeRF MLP to regress its color and density. We adopt volume rendering [17] to get the color of each pixel and then train our model with photometric loss and geometric guidance loss. Extensive experimental results demonstrate the effectiveness of our proposed method. In summary, the contributions of this paper include the following aspects:

- To the best of our knowledge, SelfNeRF is the first work that applies hash encoding to dynamic objects, which can reconstruct a dynamic neural radiance field of a human in tens’ of minutes.

- A surface-relative hash encoding is proposed to aggregate inter-frame information and significantly speed up the training of the neural radiance field for humans.

- With the state-of-the-art clothed human body reconstruction method, we can reconstruct high-fidelity novel view synthesis of human performance with a monocular camera.

2. Related Work

Neural Radiance Field based Human Reconstruction

NeRF (neural radiance field) [20] represents a static scene as a learnable 5D function and adopts volume rendering to render the image from any given view direction. Though vanilla NeRF only fits for static scenes, requires dense view inputs, and is slow to train and render, lots of work has been done to improve NeRF to dynamic scenes [26] and sparse view inputs [23] and increase the training and rendering speed [6]. Recently, some researchers have focused on applying the neural radiance field to human reconstruction. Neural body [25] utilizes a set of latent codes anchored to a deformable mesh which is shared at different frames. H-NeRF [38] employs a structured implicit human body model to reconstruct the temporal motion of humans. AnimatableNeRF [24] introduces deformation fields based on neural blend weight fields to generate observation-to-canonical correspondences. Surface-Aligned NeRF [39] defines the neural scene representation on the mesh surface points and signed distances from the surface of a human body mesh. Neural Actor [16] integrates texture map features to refine volume rendering. HumanNeRF [41] employs an aggregated pixel-alignment feature and a pose embedded non-rigid deformation field for tackling dynamic motions. A-NeRF [30] proposes skeleton embedding serves as a common reference that links constraints across time. Neural Human Performer [15] introduces a temporal transformer and a multi-view transformer to aggregate corresponding features across space and time. Weng et al. [35] optimize for NeRF representation of the person in a canonical T-pose and a motion field that maps the estimated canonical representation to every frame of the video via backward warps, making it only requires monocular inputs. AD-NeRF [7] employs a conditional NeRF to generate audio-driven talking head. HeadNeRF [9] adds controllable codes to NeRF to obtain the parametric representation of the head. Although these methods can generate novel view synthesis results for human, they still need several views of videos or are costly to train and evaluate.

Acceleration of Neural Radiance Field Training

Although NeRF [20] could generate high-fidelity novel view synthesis, its long training time cannot be accepted in practical use. Therefore, how to improve the training speed of NeRF has been widely studied since its emergence of NeRF. DS-NeRF [4] utilizes the depth information supplied by 3D point clouds to speed up convergence and synthesizes better results from fewer training views. KiloNeRF [27] adopts thousands of tiny MLPs instead of one single large MLP, which could achieve real-time rendering and can train 2-3x
faster. Plenoxels [40] represent a scene as a sparse 3D grid with spherical harmonics and thus can be optimized without any neural components. DVGO [31] adopts a representation consisting of a density voxel grid and a feature voxel grid with a network for view-dependent appearance. DIVeR [36] utilizes a similar scene representation but applies deterministic rather than stochastic estimates during volume rendering. Recently, INGP [22] proposed to store the features of the voxel grid in a multi-resolution hash table and employ a spatial hash function to query the features, thus can significantly reduce the number of optimizable parameters.

Human Shape Reconstruction from Images Some traditional model-based works only require the single view RGB input. SMPLify [3] utilizes SMPL [18] model to represent human body and obtain per-frame parameters via optimization. SMPL+D based method Videoavatars [1] first calculates per-frame poses using the SMPL model, then optimizes for the subject’s shape in the canonical T-pose. Kolotouros et al. [14] adopt GraphCNN to directly regress the 3D location of the SMPL template mesh vertices, relaxing the heavy reliance on the model’s parameter space. Though these methods cannot achieve photo-realistic view synthesis due to the limitation of the explicit parametric model, their fast generated human surface can introduce human priors for implicit methods.

Instead of optimizing parameters per scene, some works utilize networks to learn the priors of humans from ground truth data. PIFu [28] concatenates pixel’s aligned feature and depth of a given query point as the input of an MLP to obtain a 3D human occupancy field. PIFuHD [29] adds normal information to improve the geometric details. StereopIFu [10] introduces the volume alignment feature and relative z-offset when giving a pair of stereo videos, which can effectively alleviate the depth ambiguity and restore absolute scale information. BCNet [12] propose a layered garment representation and can support more garment categories and recover more accurate geometry.

To capture better geometry surface of humans, representing the human body as the zero isosurface of an SDF(signed distance field) has become popular. PHORHUM [2] modifies the geometric representation to SDF to get finer geometry and normal, so they can simultaneously estimate detailed 3D geometry and the unshaded surface color together with the scene illumination. ICON [37] infers a 3D clothed human meshes from a color image by utilizing a body-guided normal prediction model and a local-feature-based implicit 3D representation conditioned on SMPL(-X). SelfRecon [11] represents the human body as a template mesh and SDF in canonical space and utilizes a deformation field consisting of rigid forward LBS deformation and small non-rigid deformation to generate correspondences. Given monocular self-rotation RGB inputs, these methods are capable of generating meshes of clothed humans.

3. Method

Neural Radiance Field A neural radiance field (NeRF) [20] represents a static 3D scene as a MLP function $F_\omega$ with learnable weights $\omega$ that outputs the radiance emitted in each direction $v$ at each point $x$ in space, and a density at each point. Then a volume rendering strategy is used to render the neural radiance field for any given camera pose. In practice, for any query point $x$ and view direction $v$, NeRF encodes them with a positional encoding $\gamma$ that projects a coordinate vector into a high-dimensional space. These high dimensional vectors are then fed into $F_\omega$ to predict density $\sigma(x)$ and radiance $c(x, v)$ at input point $x$. While rendering, NeRF samples one ray $r = o + uv$ per pixel, and then calculates the pixel’s color by the following volume rendering strategy [17]:

$$C(r) = \sum_{i=1}^{N} \alpha(x_i) \prod_{j<i} (1 - \alpha(x_j)) c(x_i, v),$$  \hspace{1cm} (1)

where $\alpha(x_i) = 1 - \exp(-\sigma(x_i) \delta_i)$, $x_i = o + t_i v$ are sample points on the ray, and $\delta_i = u_{i+1} - u_i$ are the distance between adjacent sample points. NeRF optimizes $F_\omega$ by photometric loss.

Multi-resolution Hash Encoding To increase the training speed, we adopt the multi-level hash encoding in INGP.
Specifically, INGP maintains $L$ levels hash tables, and each table contains $J$ feature vectors with dimensionality $F$. We denote the feature vectors in the hash tables as $\mathcal{H} = \{\mathcal{H}_l | l \in \{1, \ldots, L\}\}$. Each table is independent and stores feature vectors at the vertices of a grid with the resolution of $N_l$, which is chosen evenly between the coarsest and finest resolution $N_{\text{min}}, N_{\text{max}}$. Practically, we set $N_{\text{min}} = 16$ and $N_{\text{max}}$ is the same as the original resolution of the input videos.

We denote the multi-resolution hash encoding with learnable feature vectors $\mathcal{H}$ as $h(z|\mathcal{H})$. For a specific level $l$, a 4d-vector $z \in \mathbb{R}^4$ is scaled by that level’s resolution and then spans a voxel by rounding up and down $[z_l] := \lceil z \cdot N_l \rceil, [z_l] := \lfloor z \cdot N_l \rfloor$. The feature of $z$ is four linear interpolated by the feature vectors at each corner of the voxel. The feature vectors at each corner are queried from $\mathcal{H}_l$ using the following spatial hash function [34]:

$$
\text{hash}(z) = \left( \bigoplus_{i=1}^{4} z_i \pi_i \right) \mod T,
$$

where $\bigoplus$ denotes the XOR operation and $\pi_i$ are unique, large prime numbers. The feature vectors of $z$ at $L$ levels are then concatenated to produce $h(z|\mathcal{H}) \in \mathbb{R}^{L_F}$.

### 3.2. Model

Although INGP [22] is capable of converging in a short time and rendering high-fidelity novel view images, it is only suitable for static scenes and needs dense multi-view inputs. To aggregate the corresponding point information of different frames, we introduce a surface-relative representation relative to the surface point cloud of the human body (in practice, SMPL [19] or the mesh obtained by SelfRecon [11]). We also adopt a multi-resolution hash encoding [22] to speed up training. Specifically, for each frame $t$, we maintain the human surface $T_t$, which is used to calculate the surface-relative hash encoded feature vector (see Sec3.3) $\text{Rel}(z|T_t)$ of any given sample point $x$ in this frame. We then feed $\text{Rel}(z|T_t)$ into MLP $F_\omega$ to predict the radiance and density of that point. Following NeuralBody [25], an optimized latent embedding $\ell_t$ for each frame $t$ is employed to encode the temporally-varying factors. The density and radiance field at frame $t$ can be defined as:

$$
(\sigma_t(x), c_t(x)) = F_\omega(\text{Rel}(x|T_t)), \ell_t),
$$

where $\sigma_t(x)$ and $c_t(x)$ are the density and radiance of the sample point $x$ at frame $t$, $F_\omega$ represents the MLP function with learnable weights $\omega$.

Finally, the color of each sample ray is calculated with Eq. 1. The photometric loss and geometric guidance loss are used to optimize $\omega$. latent embedding $\{\ell_t\}_{t=0}^{N_t-1}$ and the features $\mathcal{H}_t$ in hash table.

$$
\{\ell_t\}_{t=0}^{N_t-1}, \mathcal{H}, \omega = \text{argmin} (L_{\text{rgb}} + L_{\text{geo}}),
$$

where $L_{\text{rgb}}$ and $L_{\text{geo}}$ are the photometric and geometry guidance loss function explained in Sec3.4.

### 3.3. Surface-Relative Hash Encoding

#### Surface-Relative Representation

Given a sample point $x$ at frame $t$, we need to construct a relative representation conditioned on the human surface point cloud. This representation aims to ensure that the corresponding points in different frames will be mapped to the same representation and thus get the same feature vector fed into the MLP $F_\omega$ to regress color and density. Specifically, given two spatial points $x$ and $x'$ at different frame $t$ and $t'$ respectively, we should have $\text{Rel}(x|T_t) = \text{Rel}(x'|T_{t'})$ if they are in correspondence. We observe that when the human body moves over time, the k-nearest points of the query point on the surface point cloud and the corresponding signed distances are roughly unchanged. Based on this observation, we utilize the k-nearest neighbor vertices and their corresponding

---

**Figure 3. Overview of SelfNeRF.** Given sample point $x$ at frame $t$, we first obtain a surface-relative representation $r_t$ conditioned on human body surface via KNN of $p_t$ to aggregate the corresponding point information of different frames. Then we exploit multi-resolution hash encoding to get the feature, which is the encoded input to the NeRF MLP to regress color and density at $x$. To aggregate the corresponding point information of different frames, we introduce a surface-relative representation relative to the surface point cloud of the human body.
Figure 4. Illustration of our surface-relative representation. The k-nearest vertices \( p_{i,j,k} \) on the human surface of corresponding points stay unchanged when human moves.

signed distance to represent the query point. The reason why we do not use the nearest point on the face like H-NeRF’s method [38] is that the computational costs are relatively high to compute an exact nearest point on the face rather than the vertices, and their representation based on the single closest point leads to artifacts around body joints (e.g., armpits) for unseen poses. To increase the inference speed and solve these artifacts, we use k-nearest vertices on the surface point cloud instead.

In practice, we first calculate the k-nearest points \( N_k(x) \) of query point \( x \) in the surface point cloud \( T_t \) and the corresponding signed distance value \( d_i(x) \) through the KNN algorithm. Then we use the k corresponding points of \( N_k(x) \) in template surface \( T_0 \) and \( k \) signed distances to represent \( x \). Formally, given any point \( x \) in the posed space at frame \( t \), we calculate its relative representation as:

\[
N(x|T_t) = \{r_1, r_2, \cdots, r_k\},
\]

where \( r_i = (\hat{p}_i, d_i(x)) \),

\[
\text{Rel}(x|T_t) = \frac{\sum w_i h(\hat{r}_i|H)}{\sum w_i},
\]

where \( \hat{r}_i \) is normalization of \( r_i \), \( h(\cdot|H) \) refers to multi-resolution hash encoding, \( w_i \) is the blending weight defined as:

\[
w_i = | \cos(x - p_i, n_i) |,
\]

and \( n_i \) is the normal vector of \( p_i \) on the current point cloud \( T_t \). The blended feature vector \( \text{Rel}(x|T_t) \) is then sent to \( F_\omega \) to compute the color and density of \( x \) at frame \( t \).

3.4. Training

We use the following loss function to jointly optimize \( \omega, H \) and latent embedding \( \ell_i \).

3.4.1 Photometric Loss

We minimize the render error of all observed images, and the loss function is defined as:

\[
L_{rgb} = \sum_{r \in R} \left| C(r) - \hat{C}(r) \right|_2^2,
\]

where \( R \) is the set of rays passing through image pixels and \( \hat{C}(r) \) is the ground truth color.

3.4.2 Geometry Guidance loss

To guide the density field to converge in the direction of the humanoid during the early stage of training, we introduce the geometry guidance loss, which consists of the following two functions:

Mask Loss Since the human body is non-transparent, if a ray is sampled from the pixel in the masked area, the weight sum should be close to 1; otherwise, it should be close to 0. Thus we require the weight sum of the ray to match the input masks.

\[
L_{\text{mask}} = \sum_{r \in R} (W(r)(1 - M(r)) + (1 - W(r))M(r)),
\]

where \( W(r) = \sum_{i=1}^N \alpha(x_i) \prod_{j<i} (1 - \alpha(x_j)) \) is the weight sum of the ray \( r \), \( M(r) = 1 \) if \( r \) is sampled from the pixel in the masked area otherwise 0.

Distance Loss If a point is far from the human body, its density should be close to 0. Therefore, an exponential function is used to penalize for density outside the human body.

\[
L_{\text{dist}} = \sum_{x \in \mathcal{H}} \sigma(x) \exp(\varphi(d_i(x), \beta)),
\]

where \( \mathcal{X} \) is the set of points sampled on the rays in \( \mathcal{R} \), \( \beta \) is a hyper parameter and \( \varphi(\cdot) \) refers to the Relu function. The final geometry guidance loss is defined as:

\[
L_{\text{geo}} = \lambda_{\text{mask}} L_{\text{mask}} + \lambda_{\text{dist}} L_{\text{dist}}
\]

3.4.3 Training Strategy

The total loss function can be represented as:

\[
L_{\text{total}} = L_{\text{rgb}} + \lambda L_{\text{geo}}
\]

We set \( \lambda = 1 \) in the first 400 iterations to learn a rough geometry of human body, then set \( \lambda = 0.1 \) to learn the geometric details and colors mainly through inverse rendering.
Sample Space Annealing  Following RegNeRF [23], we apply sample space annealing to avoid high-density values at ray origins. In practice, we start at a small range around the middle of the ray and gradually increase the sample range as training progresses.

3.5. Implementation Details

We implement our code on top of of the torch-ngp\(^1\) codebase [21, 22, 32, 33]. We optimize with Adam [13] using an learning rate decay from \(2 \cdot 10^{-3}\) to \(2 \cdot 10^{-5}\). To speed up evaluation, we render a rough mask of the human performer with pyrender and only apply volume rendering in the masked area. For a 540×540 monocular video of 200 frames, we need around 3K iterations to converge (about 12 minutes on a single NVIDIA GeForce GTX3090 GPU).

4. Experiments

To demonstrate the effectiveness of our method, we conduct comparison experiments on monocular videos. Some ablation studies are also discussed to evaluate the necessity of our modules.

4.1. Dataset

To evaluate our method’s reconstruction ability from single-view input, we capture some custom data, which includes monocular videos of human performers and the corresponding high-fidelity template meshes reconstructed by SelfRecon [11]. Each video contains the whole body information of the performer from a single view. Videos from other views are provided for evaluation.

We also employ ZJU-Mocap [25] dataset for comparing with state-of-the-art methods. For each object in these datasets, we adopt SelfRecon [11] to reconstruct the high-fidelity surface to better aggregate the information across frames. Some generated models, such as ICON [37] can do the same much faster but with less precision.

metrics  Consistent with NeRF [20], we use two standard metrics to quantify novel view synthesis results: peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM). Following NeuralBody [25], we only calculate these metrics on pixels inside the 2D bounding box, which is obtained per view from the input masks.

4.2. Evaluation

We compare with state-of-the-art implicit human novel view synthesis methods that based on NeRF:

1) AnimatableNeRF [24] utilizes deformation fields based on neural blend weight fields to aggregate per-frame information to reconstruct the canonical space’s neural radiance field.

2) NeuralBody [25] reconstructs per frame’s neural radiance field conditioned at body structured latent codes, which are diffused to the whole space by the SparseConvNet.

We perform this experiment on ZJU-Mocap [25] and our custom data. Specifically, we choose 4 objects (313, 315, 377, 386) with relatively high image quality and use "Camera (1)" for training and other views for evaluation.

We use the official open-source code of both NeuralBody and AnimatableNeRF to compare with our method. For fair comparisons, we have trained NeuralBody and AnimatableNeRF from scratch for around twenty hours with the same data and use SelfRecon meshes instead of SMPL in NeuralBody.

As shown in Fig. 5, our method can produce satisfactory results similar to the ground truth even on completely unobserved views, while NeuralBody and AnimatableNeRF tend to produce results with blurs and color differences. Fig. 2 illustrates the coverage speed, our method is able to achieve reasonable results for a 200-frames monocular video in twenty minutes. Tab. 1 and Tab. 2 shows the quantitative results for training frames and novel poses respectively, our method outperforms NeuralBody and AnimatableNeRF for all datasets and under all metrics. We observed that the results of all methods on ZJUMocap datasets in the unseen pose case are better than those in the seen pose case. This is caused by the small proportion of the human bodies in the 2D bounding box during the unseen pose sequence we selected.

4.3. Ablation Study

Ablation Study on Hash Encoding  To further verify the effectiveness of hash encoding in our method, we design the following baseline version. All the feature vectors originally obtained by hash encoding are now independent and optimizable, and we denote it as vertex-based representation. In practice, for each vertex in the template mesh, we anchor \(500(= N_{\text{max}})\) optimizable feature vectors with dimensionality 32 and directly optimize these feature vectors during training. Then we use our custom data to train the origin model and vertex-based representation, respectively.

| Method          | ZJUMocap      | Custom Data |
|-----------------|---------------|-------------|
| NeuralBody [25] | 23.47 0.862   | 22.23 0.847 |
| AnimatableNeRF  | 23.48 0.857   | 23.67 0.833 |
| Ours            | 24.85 0.875   | 26.02 0.880 |

Table 1. Quantitative comparison for training frames.

| Method          | ZJUMocap      | Custom Data |
|-----------------|---------------|-------------|
| NeuralBody [25] | 23.62 0.864   | 21.99 0.842 |
| AnimatableNeRF  | 23.81 0.857   | 22.50 0.807 |
| Ours            | 25.37 0.870   | 25.49 0.873 |

Table 2. Quantitative comparison for novel poses.

---

\(^1\)https://github.com/ashawkey/torch-ngp
Figure 5. Qualitative comparison result on ZJU-MoCap dataset and our custom data

Figure 6. (a) Ablation study on geometry guidance loss. The geometry guidance loss guides the model to learn the correct geometric surface. (b) Ablation study on human surface. With a more accurate human surface, our method can generate results with more details.

The corresponding rendering results are shown in Fig.7. The vertex-based representation takes at least ten times longer to converge. Using multi-resolution hash encoding dramatically increases the training speed of our method.
Ablation Study on the Geometry Guidance Loss We attempt to remove the geometry guidance loss from the total loss. As shown in Fig. 6(a), the geometry guidance loss does guide the model to converge in the direction of the humanoid, preventing it from converging to other local optimal results.

Ablation Study on Human Surface We discuss the choice of the human surface (SMPL or SelfRecon) in our algorithm. For a monocular video in the People-Snapshot dataset, we use both SMPL and SelfRecon meshes as the human surface and compare their rendering results. As shown in Fig. 6(b), with a more stable human pose estimation and non-rigid deformation, the human surface obtained by SelfRecon enables our model to find a better correspondence across frames and thus could generate results with better details.

We did an additional experiment with monocular video inputs to evaluate our method with more accurate SMPL meshes to show how these two points influence the final result. We use multi-view inputs in EasyMocap to obtain more accurate SMPL parameters and one view to train the model. In this experiment, we employ the ZIU-Mocap dataset instead of the People-Snapshot dataset since multi-view inputs are needed to get more accurate SMPL parameters.

As shown in Fig. 8 and Tab. 3, our method with accurate SMPL meshes still outperforms NeuralBody [25] and AnimatableNeRF [24]. This result demonstrates that if the SMPL parameters are accurate enough, our method can also achieve high-quality results without SelfRecon meshes in most cases.

5. Limitation and Future Work

Currently, SelfNeRF assume that some details like human fingers and wrinkles of the clothes move consistent with the input human surface sequence; thus, blurring might occur when the input videos have frequently changed details or input the human surface sequence is not accurate and stable enough. This problem might be solved by adding a learnable per-frame offset, and we leave it as our future work.

Second, although using SMPL meshes with accurate pose parameters as human surface are sufficient in most cases, we still need a more accurate human surface in some cases. Moreover, our data preparation takes a long to process if we require a more accurate human surface as input, such as SelfRecon. However, we believe that this problem will be solved as the accuracy and speed of human shape reconstruction methods have already been greatly improved [2, 37].

6. Conclusion

We have proposed SelfNeRF, an efficient novel view synthesis method for dynamic human bodies from monocular self-rotating inputs based on neural radiance field. We introduced a novel surface relative representation based on the KNN algorithm, which could aggregate information across time and extend the multi-resolution hash encoding in INGP from static scene to dynamic human shapes. In this way, SelfNeRF only requires monocular self-rotating inputs and could converge to high-quality result with about twenty minutes. Extensive experimental results have showed that we can generate high-fidelity results for this challenging task, demonstrating potential practical applications of SelfNeRF.
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