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Abstract
We derive a strong law of large numbers, a central limit theorem, a law of the iterated logarithm and a large deviation theorem for so-called deviation means of independent and identically distributed random variables. (For the strong law of large numbers, we suppose only pairwise independence instead of (total) independence.) The class of deviation means is a special class of M-estimators or more generally extremum estimators, which are well studied in statistics. The assumptions of our limit theorems for deviation means seem to be new and weaker than the known ones for M-estimators in the literature. In particular, our results on the strong law of large numbers and on the central limit theorem generalize the corresponding ones for quasi-arithmetic means due to de Carvalho (Am Stat 70(3):270–274, 2016) and the ones for Bajraktarević means due to Barczy and Burai (Aequ Math 96(2):279–305, 2022).
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1 Introduction

The theory and applications of means can be traced back to the ancient Greeks who developed the notions of arithmetic, geometric and harmonic means. Since then, various kinds of means have been introduced and their analytical and algebraic properties have been systemically studied by many researchers; for recent surveys, see, e.g., Bullen [7] and Beliakov et al. [6]. Studying probabilistic properties of means got less attention in general. In the present paper, we investigate such a property of deviation means (see Definition 1.7) introduced by Daróczy [11, 12]; namely, we study whether deviation means have a centralizing property such as the usual arithmetic mean in the strong law of large numbers, the central limit theorem, the law of the iterated logarithm and the theory of large deviations for independent and identically distributed (i.i.d.) random variables. The class of deviation means is in fact a special class of M-estimators introduced by Huber [23, 24], where the letter M refers to “maximum likelihood-type.” More precisely, deviation means are special cases of so-called ψ-estimators (also known as Z-estimators). In Remark 1.9, we recall M-estimators and then in Remark 1.10 we present deviation means as special M-estimators. Here, we only note that it seems to us that the theory of deviation means and that of M-estimators developed independently of each other. In Remark 1.9, we also point out that M-estimators are in fact special extremum estimators (see, e.g., Hayashi [20, Section 7.1]).

In statistics, there is a huge literature on limit theorems for M-estimators and extremum estimators based on i.i.d. random variables and on more general observations. Here, our goal is not to present the development of M-estimators and extremum estimators or to give a full bibliography of contributions to the literature. Rather, we want to focus on limit theorems in case of the special class of deviation means and to prove limit theorems under conditions which seem to be new and weaker than the known ones for M-estimators in the literature. In Remark 4.7, we give a comparison of the conditions for our limit theorems with those of some of the existing results for M-estimators. There are plenty sets of sufficient assumptions under which limit theorems for M-estimators hold, and in Remark 4.7 we also point out that our set of sufficient conditions for deviation means are different from the ones available in the literature, and we think that they are more simpler and more checkable. For quasi-arithmetic means (see Definition 1.2) and Bajraktarević means (see Definition 1.5), which are special deviation means, strong laws of large numbers and central limit theorems have already been derived by de Carvalho [14] and Barczy and Burai [4] without referring to general limit theorems for M-estimators and extremum estimators.

First, we recall some related literature on limit theorems for some other kinds of means of i.i.d. random variables. The asymptotic behavior of a special mean related to the elementary symmetric polynomials of i.i.d. positive random variables attracted several researchers’ attention. Namely, for positive integers k, n with k ≤ n and positive real numbers x_1, ..., x_n, let

\[ M_n^{(k)}(x_1, \ldots, x_n) := k \sqrt{\frac{\sum_{1 \leq i_1 < i_2 < \cdots < i_k \leq n} x_{i_1} \cdots x_{i_k}}{\binom{n}{k}}} , \]
which is an $n$-variable mean in the sense of Definition 1.1. This mean could be called Newton’s mean, since Newton proved that for positive integers $k, n$ with $2 \leq k \leq n - 1$ and positive real numbers $x_1, \ldots, x_n$, we have

$$M_n^{(k-1)}(x_1, \ldots, x_n)M_n^{(k+1)}(x_1, \ldots, x_n) \leq (M_n^{(k)}(x_1, \ldots, x_n))^2,$$

see, e.g., Hardy et al. [19, Theorems 51 and 144]. This inequality easily yields that

$$M_n^{(1)}(x_1, \ldots, x_n) \geq M_n^{(2)}(x_1, \ldots, x_n) \geq \cdots \geq M_n^{(n)}(x_1, \ldots, x_n), \quad x_1, \ldots, x_n > 0,$$

where one can observe that $M_n^{(1)}(x_1, \ldots, x_n)$ and $M_n^{(n)}(x_1, \ldots, x_n)$ are nothing else but the arithmetic and geometric means of $x_1, \ldots, x_n$, respectively, see Hardy et al. [19, Theorem 52]. Let us given a sequence $(\xi_n)_{n \geq 1}$ of i.i.d. positive random variables. Under some appropriate moment conditions on $\xi_1$, Hoeffding [22] and Major [33, Theorem 1] proved central limit theorems for $(M_n^{(k)}(\xi_1, \ldots, \xi_n))^k$ and $\ln((M_n^{(k)}(\xi_1, \ldots, \xi_n))^k) + \ln(n)$, respectively, as $n \to \infty$; Halász and Székely [18] established a strong law of large numbers for $M_n^{(k)}(\xi_1, \ldots, \xi_n)$ as $n \to \infty$ (in this case $k$ may depend on $n$ as well); and Rempala and Gupta [43, Theorems 2 and 4] derived laws of the iterated logarithm for $(M_n^{(k)}(\xi_1, \ldots, \xi_n))^k$ and $\ln((M_n^{(k)}(\xi_1, \ldots, \xi_n))^k)$ as $n \to \infty$.

Let $\mathbb{N}, \mathbb{Z}_+, \mathbb{Q}, \mathbb{R}$ and $\mathbb{R}_+$ denote the sets of positive integers, nonnegative integers, rational numbers, real numbers and nonnegative real numbers. An interval $I \subset \mathbb{R}$ will be called nondegenerate if it contains at least two distinct points. All the random variables are defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Convergence almost surely, in probability and in distribution, will be denoted by $\overset{a.s.}{\longrightarrow}, \overset{p}{\longrightarrow}$ and $\overset{D}{\longrightarrow}$, respectively. The almost surely equality and the equality in distribution are denoted by $\overset{a.s.}{=} \text{ and } \overset{D}{=}$, respectively. The cumulative distribution function of a random variable $\eta : \Omega \to \mathbb{R}$ is defined by $F_\eta : \mathbb{R} \to [0, 1], F_\eta(y) := \mathbb{P}(\eta \leq y), \ y \in \mathbb{R}$. For a random variable $\eta$, its essential supremum is defined by

$$\text{ess sup}(\eta) := \sup \left\{ x \in \mathbb{R} : \mathbb{P}(\eta \leq x) < 1 \right\}.$$

For any $\sigma > 0$, $\mathcal{N}(0, \sigma^2)$ denotes a normal distribution with mean 0 and variance $\sigma^2$.

**Definition 1.1** Let $I$ be a nondegenerate interval of $\mathbb{R}$ and $n \in \mathbb{N}$. A function $M : I^n \to \mathbb{R}$ is called an $n$-variable mean on $I$ if

$$\min(x_1, \ldots, x_n) \leq M(x_1, \ldots, x_n) \leq \max(x_1, \ldots, x_n), \quad x_1, \ldots, x_n \in I. \quad (1.1)$$

An $n$-variable mean $M$ on $I$ is called strict if both inequalities in (1.1) are sharp for all $x_1, \ldots, x_n \in I$ satisfying $\min(x_1, \ldots, x_n) < \max(x_1, \ldots, x_n)$.

If $n = 1$, then the only 1-variable mean $M$ on $I$ is $M(x) = x, \ x \in I$.

A classical and well-studied class of means is the class of quasi-arithmetic means (see, e.g., the monograph of Hardy et al. [19]).
Definition 1.2 (Quasi-arithmetic mean) Let \( n \in \mathbb{N} \), let \( I \) be a nondegenerate interval of \( \mathbb{R} \), and let \( f : I \rightarrow \mathbb{R} \) be a continuous and strictly increasing function. The \( n \)-variable quasi-arithmetic mean \( \mathcal{A}_n^f : I^n \rightarrow I \) is defined by

\[
\mathcal{A}_n^f(x_1, \ldots, x_n) := f^{-1}\left(\frac{1}{n} \sum_{i=1}^{n} f(x_i)\right), \quad x_1, \ldots, x_n \in I,
\]

where \( f^{-1} \) denotes the inverse of \( f \). The function \( f \) is called the generator of \( \mathcal{A}_n^f \).

Kolmogorov [27], Nagumo [34, 35], and de Finetti [15] (see also Tikhomirov [46, page 144]), independently of each other, established the following axiomatic characterization of quasi-arithmetic means.

Theorem 1.3 [15, 27, 34] Let \( I \) be a compact nondegenerate interval of \( \mathbb{R} \), and let \( M_n : I^n \rightarrow \mathbb{R}, n \in \mathbb{N} \), be a sequence of functions. Then, the following two statements are equivalent:

(i) The sequence \( (M_n)_{n \in \mathbb{N}} \) is quasi-arithmetic; that is, there exists a continuous and strictly monotone function \( f : I \rightarrow \mathbb{R} \) such that

\[
M_n(x_1, \ldots, x_n) = \mathcal{A}_n^f(x_1, \ldots, x_n), \quad x_1, \ldots, x_n \in I, \quad n \in \mathbb{N}.
\]

(ii) The sequence \( (M_n)_{n \in \mathbb{N}} \) possesses the following properties:

- \( M_n \) is continuous and strictly increasing in each variable for each \( n \in \mathbb{N} \),
- \( M_n \) is symmetric for each \( n \in \mathbb{N} \) (i.e., \( M_n(x_1, \ldots, x_n) = M_n(x_{\pi(1)}, \ldots, x_{\pi(n)}) \) for each \( x_1, \ldots, x_n \in I \) and each permutation \( (\pi(1), \ldots, \pi(n)) \) of \((1, \ldots, n)\)),
- \( M_n(x_1, \ldots, x_n) = x \) whenever \( x_1 = \cdots = x_n = x \in I, \quad n \in \mathbb{N} \),
- \( M_{n+m}(x_1, \ldots, x_n, y_1, \ldots, y_m) = M_{n+m}(\bar{x}_n, \ldots, \bar{x}_n, y_1, \ldots, y_m) \) for each \( n, m \in \mathbb{N}, x_1, \ldots, x_n, y_1, \ldots, y_m \in I \), where \( \bar{x}_n := M_n(x_1, \ldots, x_n) \).

Remark 1.4 (i). The arithmetic, geometric and harmonic mean are quasi-arithmetic means corresponding to the functions \( f : \mathbb{R} \rightarrow \mathbb{R}, f(x) := x, x \in \mathbb{R} ; f : (0, \infty) \rightarrow \mathbb{R}, f(x) := \ln(x), x > 0 ; \) and \( f : (0, \infty) \rightarrow \mathbb{R}, f(x) := x^{-1}, x > 0 \), respectively.

(ii). Two quasi-arithmetic means on \( I \), generated by \( f \) and \( g \), are equal (i.e., \( \mathcal{A}_n^f = \mathcal{A}_n^g \) on \( I^n \) for each \( n \in \mathbb{N} \)) if and only if there exist \( a, b \in \mathbb{R}, a \neq 0 \) such that

\[
f(x) = ag(x) + b, \quad x \in I,
\]

see, e.g., Hardy et al. [19, Section 3.2, Theorem 83]. As a consequence, the function \( f \) in part (i) of Theorem 1.3 can be chosen to be strictly increasing as well. \( \square \)

Generalizing the notion of quasi-arithmetic means, Bajraktarević [3] introduced a new class of means (nowadays called Bajraktarević means) in the following way.

Definition 1.5 (Bajraktarević mean) Let \( n \in \mathbb{N} \), let \( I \) be a nondegenerate interval of \( \mathbb{R} \), let \( f : I \rightarrow \mathbb{R} \) be a continuous and strictly monotone function, and let \( p : I \rightarrow (0, \infty) \)
be a (weight) function. The $n$-variable Bajraktarević mean $\mathcal{B}_{n}^{f,p} : I^n \to I$ is defined by

$$
\mathcal{B}_{n}^{f,p}(x_1, \ldots, x_n) := f^{-1}\left( \frac{\sum_{i=1}^{n} p(x_i) f(x_i)}{\sum_{i=1}^{n} p(x_i)} \right), \quad x_1, \ldots, x_n \in I.
$$

The pair $(f, p)$ is called the generator of $\mathcal{B}_{n}^{f,p}$.

For each $n \in \mathbb{N}$, $\mathcal{B}_{n}^{f,p}$ is a strict, symmetric $n$-variable mean, see, e.g., Bajraktarević [3] or Páles and Zakaria [41]. By choosing $p(x) = 1, x \in I$, one can see that the Bajraktarević mean of $x_1, \ldots, x_n$ corresponding to $f$ and $p$ coincides with the quasi-arithmetic mean of $x_1, \ldots, x_n$ generated by $f$. For the equality problem of Bajraktarević means, we refer to Losonczi [30, 31] and Losonczi et al. [32, Theorem 16]. The characterization theorem of Bajraktarević means was established by Páles [38].

Next we recall the notions of a deviation and a deviation mean introduced by Daróczy [11, 12].

**Definition 1.6 (Deviation)** Let $I$ be a nondegenerate interval of $\mathbb{R}$. A function $D : I^2 \to \mathbb{R}$ is called a deviation if

(i) for all $x \in I$, the function $I \ni t \mapsto D(x, t)$ is strictly decreasing and continuous,

(ii) $D(t, t) = 0, t \in I$.

**Definition 1.7 (Deviation mean)** Let $n \in \mathbb{N}$, let $I$ be a nondegenerate interval of $\mathbb{R}$, and let $D : I^2 \to \mathbb{R}$ be a deviation. The $n$-variable deviation mean of $x_1, \ldots, x_n \in I$ corresponding to the deviation $D$ is defined as the unique solution of the equation

$$
\sum_{i=1}^{n} D(x_i, t) = 0, \quad t \in I,
$$

and is denoted by $M_{n}^{D}(x_1, \ldots, x_n)$. The deviation $D$ is called the generator of $M_{n}^{D} : I^n \to I$.

Here, we call the attention to the fact that in the expression “deviation mean” the word “deviation” has nothing to do with the word “deviation” in the expression “large deviations,” which is an important subfield in probability theory.

In the next remark, we explain that the notion of a deviation mean is well defined.

**Remark 1.8** Let $I$ be a nondegenerate interval of $\mathbb{R}$, and let $D : I^2 \to \mathbb{R}$ be a deviation. Given $n \in \mathbb{N}$ and $x_1, \ldots, x_n \in I$, by (i) of Definition 1.6, the function $I \ni t \mapsto \sum_{i=1}^{n} D(x_i, t)$ is strictly decreasing and continuous. Further, by (i) and (ii) of Definition 1.6, if $\min(x_1, \ldots, x_n) = \max(x_1, \ldots, x_n)$, then the unique solution $t \in I$ of the equation $\sum_{i=1}^{n} D(x_i, t) = nD(x_1, t) = 0$ is $t_0 = x_1$. On the other hand, if $\min(x_1, \ldots, x_n) < \max(x_1, \ldots, x_n)$, then

$$
\sum_{i=1}^{n} D(x_i, t) \begin{cases} > 0 & \text{if } t \leq \min(x_1, \ldots, x_n), \\ < 0 & \text{if } t \geq \max(x_1, \ldots, x_n), \end{cases}
$$

Springer
and hence, by the intermediate value theorem, there exists a unique $t_0$ in the open interval $(\min(x_1, \ldots, x_n), \max(x_1, \ldots, x_n))$ such that $\sum_{i=1}^{n} D(x_i, t_0) = 0$. So the notion of a deviation mean according to Definition 1.7 is well defined. Further, for each $n \in \mathbb{N}$, $M_n^D$ is a strict, symmetric $n$-variable mean on $I$ in the sense of Definition 1.1, see Daróczy [11, 12]. In view of the results of Daróczy and Páles [13], two deviation means on an open (nonempty) interval $I$ of $\mathbb{R}$, generated by $D_1$ and $D_2$, are identical (i.e., for all $n \in \mathbb{N}$, the equality $M_n^{D_1} = M_n^{D_2}$ holds on $I^n$) if and only if there exists a positive function $d : I \rightarrow \mathbb{R}$ such that

$$D_1(x, t) = d(t)D_2(x, t), \quad x, t \in I$$

is valid. We note that this equality implies the continuity of $d$. \hfill \Box

In Remark 1.9, we recall the notion of M-estimators and the more general concept of extremum estimators. Then, in Remark 1.10, we point out the fact that a deviation mean $M_n^D(\xi_1, \ldots, \xi_n)$ of $\xi_1, \ldots, \xi_n$, where $\xi_1, \ldots, \xi_n$ are elements of an open (nonempty) interval, can be considered as a unique solution to a convex optimization problem, yielding that deviation means are special M-estimators and $\psi$-estimators as well. The optimization problem in question is somewhat similar to the one appearing in the definition of Fréchet means as well.

**Remark 1.9** Let $(X, \mathcal{X})$ be a measurable space, $\Theta$ be a Borel subset of $\mathbb{R}$, and $\varrho : X \times \Theta \rightarrow \mathbb{R}$ be a function such that for each $\theta \in \Theta$, the function $X \ni x \mapsto \varrho(x, \theta)$ is measurable with respect to the sigma-algebras $\mathcal{X}$ and $\mathcal{B}(\mathbb{R})$, where $\mathcal{B}(\mathbb{R})$ denotes the Borel sigma-algebra on $\mathbb{R}$. Let $(\xi_n)_{n \in \mathbb{N}}$ be a sequence of i.i.d. random variables with values in $X$ such that the distribution of $\xi_1$ depends on an unknown parameter $\theta \in \Theta$. For each $n \in \mathbb{N}$, Huber [23, 24] introduced a natural estimator of $\theta$ based on the observations $\xi_1, \ldots, \xi_n$ as a solution $\hat{\theta}_n := \hat{\theta}_n(\xi_1, \ldots, \xi_n)$ of the following minimization problem:

$$\arg \min_{\theta \in \Theta} -\frac{1}{n} \sum_{i=1}^{n} \varrho(\xi_i, \theta), \quad \text{i.e.,} \quad \inf_{\theta \in \Theta} -\frac{1}{n} \sum_{i=1}^{n} \varrho(\xi_i, \theta) = \sum_{i=1}^{n} \varrho(\xi_i, \hat{\theta}_n), \quad (1.3)$$

provided that such a solution exits. One calls $\hat{\theta}_n$ an M-estimator of the unknown parameter $\theta \in \Theta$ based on the i.i.d. observations $\xi_1, \ldots, \xi_n$, where $M$ refers to “maximum likelihood type.” Under suitable regularity assumptions, the minimization problem in question can be solved by setting the derivative of the objective function (with respect to the unknown parameter) equal to zero:

$$-\frac{1}{n} \sum_{i=1}^{n} \partial_2 \varrho(\xi_i, \hat{\theta}) = 0, \quad \hat{\theta} \in \Theta.$$

In the statistical literature, $\partial_2 \varrho$ is often denoted by $\psi$, and hence, in this case the M-estimator is often called $\psi$-estimator, while other authors call it a Z-estimator (the letter Z refers to “zero”).
The class of M-estimators is in fact a special class of extremum estimators that we recall now. For each \( n \in \mathbb{N} \), let \( Q_n : X^n \times \Theta \to \mathbb{R} \) be given functions, and an extremum estimator of \( \theta \in \Theta \) based on the observations \( \xi_1, \ldots, \xi_n \) is defined as a solution \( \hat{\theta}_n := \hat{\theta}_n(\xi_1, \ldots, \xi_n) \) of the following minimization problem:

\[
\arg \min_{\theta \in \Theta} Q_n(\xi_1, \ldots, \xi_n, \theta), \quad \text{i.e.,} \quad \inf_{\theta \in \Theta} Q_n(\xi_1, \ldots, \xi_n, \theta) = Q_n(\xi_1, \ldots, \xi_n, \hat{\theta}_n),
\]

provided that such a solution exists. \( \Box \)

**Remark 1.10** We point out that a deviation mean on an open (nonempty interval) is a special M-estimator and a \( \psi \)-estimator as well in the language of statistics. Let \( I \) be an open (nonempty) interval of \( \mathbb{R} \), and let \( D : I^2 \to \mathbb{R} \) be a deviation. Using the notations of Remark 1.9, let \( X := I, \Theta := I \), and define \( \varrho : I^2 \to \mathbb{R} \),

\[
\varrho(x, t) := \int_x^t -D(x, s) \, ds, \quad t, x \in I.
\]

Then, \( \varrho(x, x) = 0, x \in I \), and, by part (i) of Definition 1.6, for each \( x \in I \), the function \( t \ni I \mapsto \varrho(x, t) \) is nonnegative and differentiable and

\[
\partial_2 \varrho(x, t) = -D(x, t), \quad t \in I.
\]

Hence for each \( x \in I \), the function \( t \ni I \mapsto \varrho(x, t) \) is strictly convex, and therefore, since \( \varrho(x, x) = 0 \), it is strictly decreasing on \( I \cap (-\infty, x) \) and is strictly increasing on \( I \cap (x, \infty) \). Consequently, for each \( n \in \mathbb{N} \) and \( x_1, \ldots, x_n \in I \), there exists a unique minimum point \( t_0 \) of the strictly convex, differentiable function

\[
I \ni t \mapsto \varrho(x_1, t) + \cdots + \varrho(x_n, t),
\]

and \( t_0 \in [\min(x_1, \ldots, x_n), \max(x_1, \ldots, x_n)] \). Therefore, for each \( n \in \mathbb{N} \) and \( x_1, \ldots, x_n \in I \), we have

\[
\partial_2(\varrho(x_1, t) + \cdots + \varrho(x_n, t))|_{t=t_0} = 0,
\]

that is,

\[
D(x_1, t_0) + \cdots + D(x_n, t_0) = 0,
\]

and thus \( t_0 = \mathcal{M}_n^D(x_1, \ldots, x_n) \). All in all, for each \( n \in \mathbb{N} \) and \( x_1, \ldots, x_n \in I \), the deviation mean \( \mathcal{M}_n^D(x_1, \ldots, x_n) \) of \( x_1, \ldots, x_n \) is nothing else but the unique solution of the minimization problem

\[
\min_{t \in I} \left( \varrho(x_1, t) + \cdots + \varrho(x_n, t) \right).
\]

In the particular case when \( D(x, t) = x - t, x, t \in \mathbb{R} \), the corresponding function \( \varrho \) takes the form \( \varrho(x, t) = \int_x^t (s - x) \, ds = \frac{1}{2}(x - t)^2, x, t \in \mathbb{R} \), and hence, the above minimization problem leads to the least squares method. \( \Box \)
The class of deviation means is quite a broad class of means. One can easily check that an $n$-variable Bajraktarević mean generated by the functions $f$ and $p$ (given in Definition 1.5) with $f$ being strictly increasing is an $n$-variable deviation mean corresponding to the deviation $D : I^2 \rightarrow \mathbb{R}, D(x, t) := p(x)(f(x) - f(t)), x, t \in I$. Páles [36, 37, 39, 40] studied several inequalities, algebraic and analytical properties, and obtained a characterization of (quasi)deviation means. For a recent generalization and a survey on already existing generalizations of deviation means, see Stupňanová and Smrek [45]. For an application of quasi-arithmetic and Bajraktarević means to congressional apportionment in the USA’s election, see Appendix D in Barczy and Burai [4]. Quasi-deviation means, which generalize the notion of deviation means, also have some applications in insurance mathematics and in the theory of lotteries. Chudziak [9] proved that the zero utility principle in insurance mathematics is a special case of quasi-deviation means, and, as a consequence, a new tool was demonstrated for dealing with the properties of this premium principle. Chudziak and Chudziak [10] showed that willingness to accept and willingness to pay in the theory of lotteries are particular cases of quasi-deviation means.

There is huge literature on limit theorems for M-estimators and extremum estimators based on i.i.d. observations and on more general observations as well, see, e.g., Huber [23, 24], Huber and Ronchetti [25], He and Wang [21], Rubin and Rukhin [44], Arcones [1] and Hayashi [20, Chapter 7]. In Remark 4.7, we compare the conditions of our limit theorems with some of the existing conditions in the literature.

Now, we turn to recall some existing results on strong laws of large numbers and central limit theorems formulated for means of i.i.d. random variables, namely in the setting of quasi-arithmetic and Bajraktarević means of i.i.d. random variables. For quasi-arithmetic means of i.i.d. random variables, a strong law of large numbers readily follows by Kolmogorov’s strong law of large numbers, and de Carvalho [14, Theorem 1] derived a central limit theorem as well. Before presenting de Carvalho’s results, let us recall that if $f : I \rightarrow \mathbb{R}$ is a continuous and strictly increasing function, where $I$ is a nondegenerate interval of $\mathbb{R}$, and $\xi$ is a random variable such that $\mathbb{P}(\xi \in I) = 1$ and $\mathbb{E}(|f(\xi)|) < \infty$, then Kolmogorov’s quasi-arithmetic expected value of $\xi$ corresponding to $f$ is defined by

$$A_f(\xi) := f^{-1}(\mathbb{E}(f(\xi)))$$

Here, $\mathbb{E}(f(\xi)) \in f(I)$ (for a proof, see Lemma A.1), so the notion $A_f(\xi)$ is well defined. Observe that if, for some $n \in \mathbb{N}$, the random variable $\xi$ takes the values $x_1, \ldots, x_n \in I$ with equal $1/n$ probabilities, then $A_f(\xi) = A_f^n(x_1, \ldots, x_n)$, which motivates the terminology here. If $I = (0, \infty)$ and $f(x) = x^p$, $x > 0$, where $p \geq 1$, and $\mathbb{E}(\xi^p) < \infty$, then $A_f(\xi) = (\mathbb{E}(\xi^p))^{\frac{1}{p}}$, which is nothing else, but the $L_p$-norm of $\xi$. The standard expected value of $\xi$ corresponds to $f : \mathbb{R} \rightarrow \mathbb{R}$ given by $f(x) := ax + b$, $x \in \mathbb{R}$, where $a, b \in \mathbb{R}, a \neq 0$. Recall also that $\text{Var}(\xi) := \mathbb{E}((\xi - \mathbb{E}(\xi))^2)$ whenever $\mathbb{E}(|\xi|) < \infty$.

**Theorem 1.11** [14] Let $I$ be a nondegenerate interval of $\mathbb{R}$, and $f : I \rightarrow \mathbb{R}$ be a continuous and strictly increasing function. Let $(\xi_n)_{n \in \mathbb{N}}$ be a sequence of i.i.d. random
variables such that $\mathbb{P}(\xi_1 \in I) = 1$ and $\mathbb{E}(|f(\xi_1)|) < \infty$. Then,

$$A_n^f(\xi_1, \ldots, \xi_n) \xrightarrow{a.s.} A^f(\xi_1) \quad \text{as } n \to \infty,$$

If, in addition, $\text{Var}(f(\xi_1)) \in (0, \infty)$ and $f'(A_n^f(\xi_1))$ exists and is nonzero, then

$$\sqrt{n}(A_n^f(\xi_1, \ldots, \xi_n) - A^f(\xi_1)) \xrightarrow{D} \mathcal{N}(0, \frac{\text{Var}(f(\xi_1))}{(f'(A^f(\xi_1)))^2}) \quad \text{as } n \to \infty.$$

Very recently, Barczy and Burai [4, Theorem 2.1] have proved a strong law of large numbers and a central limit theorem for the Bajraktarević means of i.i.d. random variables.

**Theorem 1.12** [4] Let $I$ be a nondegenerate interval of $\mathbb{R}$, let $f : I \to \mathbb{R}$ be a continuous and strictly monotone function such that the interval $f(I)$ is closed, and let $p : I \to (0, \infty)$ be a Borel measurable (weight) function. Let $(\xi_n)_{n \in \mathbb{N}}$ be a sequence of i.i.d. random variables such that $\mathbb{P}(\xi_1 \in I) = 1$, $\mathbb{E}(p(\xi_1)) < \infty$ and $\mathbb{E}(p(\xi_1)|f(\xi_1)) < \infty$. Then,

$$B_n^{f,p}(\xi_1, \ldots, \xi_n) \xrightarrow{a.s.} f^{-1}\left(\frac{\mathbb{E}(p(\xi_1)f(\xi_1))}{\mathbb{E}(p(\xi_1))}\right) =: B^{f,p}(\xi_1) \quad \text{as } n \to \infty.$$

If, in addition, $\mathbb{E}((p(\xi_1))^2) < \infty$, $\mathbb{E}(((p(\xi_1)f(\xi_1))^2) < \infty$, and $f$ is differentiable at $B^{f,p}(\xi_1)$ with a nonzero derivative, then

$$\sqrt{n}\left(B_n^{f,p}(\xi_1, \ldots, \xi_n) - B^{f,p}(\xi_1)\right) \xrightarrow{D} \mathcal{N}(0, \sigma_{f,p}^2) \quad \text{as } n \to \infty, \quad (1.4)$$

where

$$\sigma_{f,p}^2 := \frac{(\mathbb{E}(p(\xi_1)))^{-4}}{(f'(B^{f,p}(\xi_1)))^2} \left(\mathbb{E}(p(\xi_1))^2 \text{Var}(p(\xi_1)f(\xi_1)) + (\mathbb{E}(p(\xi_1)f(\xi_1)))^2 \text{Var}(p(\xi_1)) + 2 \mathbb{E}(p(\xi_1))\mathbb{E}(p(\xi_1)f(\xi_1))\text{Cov}(p(\xi_1), p(\xi_1)f(\xi_1))\right).$$

Here, we call the attention to the fact that in Theorem 1.12 of Barczy and Burai [4, Theorem 2.1] it is supposed that $f(I)$ is closed; however, as a consequence of our Theorems 3.1 and 4.1, it turns out that is a superfluous assumption.

Recently, there has also been a renewed interest in operator means in functional analysis, and here, we only note that Lim and Pálfia [29] proved a strong law of large numbers for the $L^1$-Karcher mean.

In this paper, we establish a strong law of large numbers, a central limit theorem, a law of the iterated logarithm and large deviation theorem for deviation means of i.i.d. random variables without referring to general limit theorems for M-estimators and extremum estimators, see Theorems 3.1, 4.1, 5.1 and 6.1, respectively. (For the strong law of large numbers, we suppose only pairwise independence instead of (total)
independence.) Our results on the strong law of large numbers and on the central limit theorem generalize the corresponding ones for quasi-arithmetic means due to de Carvalho [14, Theorem 1] and the ones for Bajraktarević means due to Barczy and Burai [4, Theorem 2.1]. The paper is organized as follows. In Sect. 2, we introduce the notion of deviation mean of a random variable and we give several examples as well. Sections 3, 4, 5 and 6 contain our limit theorems, and in Sect. 7, we demonstrate their specializations to Bajraktarević means and to a special deviation mean which is not a Bajraktarević mean (see Examples 7.1 and 7.3). The proof of the strong law of large numbers for deviation means can be traced back to Etemadi’s strong law of large numbers for pairwise independent and identically distributed random variables. For proving a central limit theorem and a law of the iterated logarithm for deviation means, as an auxiliary result, we derive some sufficient conditions on a deviation $D$ and on a sequence of i.i.d. random variables $(\xi_n)_{n \in \mathbb{N}}$ under which

$$
\tau_n \sum_{i=1}^{n} \left( D(\xi_i, t_0 + \kappa_n) - D(\xi_i, t_0) - \kappa_n \partial_2 D(\xi_i, t_0) \right) \overset{a.s.}{\rightarrow} 0 \quad \text{as } n \to \infty
$$

holds with some appropriate sequences $(\kappa_n)_{n \in \mathbb{N}}$ and $(\tau_n)_{n \in \mathbb{N}}$ of real numbers, where $t_0$ is an interior point of the nondegenerate interval $I$, see Lemma A.4. The weak convergence in the central limit theorem for deviation means is proved by using the definition of weak convergence together with classical central limit theorem for i.i.d. random variables, the strong law of large numbers due to Marcinkiewicz and Zygmund, Slutsky’s lemma and Lemma A.4. The proof of the law of the iterated logarithm in terms of deviation means is, in part, based on the classical law of the iterated logarithm for i.i.d. random variables and on Lemma A.4. The proof of the large deviation theorem for deviation means can be easily traced back to Cramér’s theorem on large deviations. We close the paper with an appendix, where, for the convenience of the reader, we recall or prove some auxiliary results that are used in the proofs such as the strong law of large numbers due to Marcinkiewicz and Zygmund, Lemma A.4 and Cramér’s theorem on large deviations.

## 2 Deviation Mean of a Random Variable

First we introduce the deviation mean of a random variable.

**Definition 2.1** Let $I \subset \mathbb{R}$ be a nondegenerate interval and $D : I^2 \to \mathbb{R}$ be a deviation. We say that $D$ is Borel measurable in the first variable if, for all $t \in I$, the function $I \ni x \mapsto D(x, t)$ is Borel measurable.

**Lemma 2.2** Let $I \subset \mathbb{R}$ be a nondegenerate interval and $D : I^2 \to \mathbb{R}$ be a deviation which is Borel measurable in the first variable. Then, for all $n \in \mathbb{N}$, the $n$-variable $D$-deviation mean $M_n^D : I^n \to I$ is Borel measurable. Furthermore, if $n \in \mathbb{N}$ and $\xi_1, \ldots, \xi_n$ are random variables on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with values in $I$, then $M_n^D(\xi_1, \ldots, \xi_n)$ is a random variable; that is, the map
\[ \Omega \ni \omega \mapsto M_n^D(\xi_1(\omega), \ldots, \xi_n(\omega)) \]  

is \( \mathcal{F} \)-measurable.

**Proof** Let \( t \in I \) be arbitrary. Then, the function

\[ I^n \ni (x_1, \ldots, x_n) \mapsto \sum_{i=1}^n D(x_i, t) \]

is Borel measurable, and therefore, the level set

\[ \{(x_1, \ldots, x_n) \in I^n : M_n^D(x_1, \ldots, x_n) < t\} = \{(x_1, \ldots, x_n) \in I^n : \sum_{i=1}^n D(x_i, t) < 0\} \]

is also Borel measurable. In order to establish this equality, for each \( x_1, \ldots, x_n \in I \), observe that the function \( I \ni t \mapsto \sum_{i=1}^n D(x_i, t) \) is strictly decreasing and vanishes at the point \( t = M_n^D(x_1, \ldots, x_n) \).

To see that the second assertion is also valid, observe that the map given by (2.1) is the composition of a Borel measurable and of an \( \mathcal{F} \)-measurable function, and hence, indeed, it is a random variable. \( \square \)

**Lemma 2.3** Let \( I \subset \mathbb{R} \) be a nondegenerate interval and \( D : I^2 \to \mathbb{R} \) be a deviation which is Borel measurable in the first variable. Let \( \xi \) be a random variable with \( \mathbb{P}(\xi \in I) = 1 \). Let

\[ I^n_\xi := \{ t \in I : \mathbb{E}(|D(\xi, t)|) < \infty \}. \]

Then, \( I^n_\xi \) is a (possibly degenerate) subinterval of \( I \) and the function \( g : I^n_\xi \to \mathbb{R} \) defined by \( g(t) := \mathbb{E}(D(\xi, t)), t \in I^n_\xi \), is continuous and strictly decreasing. Consequently, if there exists \( t_0 \in I^n_\xi \) with \( g(t_0) = 0 \), then \( t_0 \) is unique.

**Proof** Let \( a, b \in I^n_\xi \) with \( a < b \) and let \( t \in [a, b] \). Then, by the monotonicity property of deviations (see part (i) of Definition 1.6), we have

\[ D(\xi, a) \geq D(\xi, t) \geq D(\xi, b). \]

Therefore,

\[ |D(\xi, t)| \leq \max(|D(\xi, a)|, |D(\xi, b)|) \leq |D(\xi, a)| + |D(\xi, b)|, \]

which shows that \( \mathbb{E}(|D(\xi, t)|) < \infty \). Hence, \( t \in I^n_\xi \), proving that \( I^n_\xi \) is an interval.

By Lebesgue’s dominated convergence theorem, it immediately follows that the function \( g \) is continuous. If \( s, t \in I^n_\xi \) with \( s < t \), then, by the monotonicity property of deviations, we have \( D(x, s) > D(x, t), x \in I \), yielding that \( D(\xi(\omega), s) > D(\xi(\omega), t) \) for almost every \( \omega \in \Omega \). Hence, \( \mathbb{E}(D(\xi, s)) > \mathbb{E}(D(\xi, t)), \)
and \(E(D(\xi, s)) = E(D(\xi, t))\) cannot hold; otherwise, the expectation of the almost surely positive random variable \(D(\xi, s) - D(\xi, t)\) would be zero. Thus, \(g\) is strictly decreasing. \(\square\)

**Example 2.4** (i) If \(\xi\) takes only finitely many values of \(I\), then \(E(|D(\xi, t)|) < \infty\) holds for \(t \in I\), and hence, \(I_\xi^D = I\). Note also that in this special case we do not need to assume that \(D\) is Borel measurable in the first variable in order that \(D(\xi, t)\) be a random variable for all \(t \in I\).

(ii) Let \(I \subset \mathbb{R}\) be a nondegenerate interval, and let \(D : I^2 \to \mathbb{R}, D(x, t) := p(x)(f(x) - f(t)), x, t \in I\), where \(f : I \to \mathbb{R}\) is a continuous and strictly increasing function and \(p : I \to (0, \infty)\) is a Borel measurable function. Then, \(D\) is deviation which is Borel measurable in the first variable. Further, let \(\xi\) be a random variable such that \(\mathbb{P}(\xi \in I) = 1, E(p(\xi)) < \infty\) and \(E(p(\xi)|f(\xi)) < \infty\). Then, \(E(|D(\xi, t)|) < \infty\) for each \(t \in I\), so \(I_\xi^D = I\). In fact, it is not difficult to see that the following reversed implication is also valid: If \(E(|D(\xi, t)|) < \infty\) holds for at least two distinct values of \(t \in I\), then \(E(p(\xi)) < \infty\) and \(E(p(\xi)|f(\xi)) < \infty\).

(iii) Let \(I \subset \mathbb{R}\) be a compact interval, \(D : I^2 \to \mathbb{R}\) be a continuous deviation and \(\xi\) be a random variable such that \(\mathbb{P}(\xi \in I) = 1\). Then, \(E(|D(\xi, t)|) < \infty, t \in I\), since \(D\) is bounded on the compact set \(I^2\), and hence, \(I_\xi^D = I\).

(iv) Let \(I := \mathbb{R}\) and \(D : I^2 \to \mathbb{R}, D(x, t) := x - t, x, t \in I\). Further, let \(\xi\) be a random variable such that \(E(|\xi|) = \infty\). Then, \(E(|D(\xi, t)|) = E(|\xi - t|) = \infty, t \in I\), and thus, \(I_\xi^D = \emptyset\).

(v) It is not too difficult to give an example for a nondegenerate interval \(I\), for a deviation \(D\) which is Borel measurable in the first variable and for a random variable \(\xi\) such that \(I_\xi^D\) is nondegenerate and does not coincide with \(I\). (For details, see part (v) of Example 2.4 in the arXiv version [5] of this paper.) \(\square\)

**Definition 2.5** Let \(I \subset \mathbb{R}\) be a nondegenerate interval and \(D : I^2 \to \mathbb{R}\) be a deviation which is Borel measurable in the first variable. Let \(\xi\) be a random variable with \(\mathbb{P}(\xi \in I) = 1\) and assume that there exists a point \(t_0 \in I_\xi^D\) such that \(E(D(\xi, t_0)) = 0\). This value \(t_0\) is called the \(D\)-deviation mean of \(\xi\) and is denoted by \(M^D(\xi)\). Furthermore, if \(M^D(\xi)\) belongs to the interior of the interval \(I_\xi^D\), then we say that \(\xi\) satisfies the interior point condition with respect to \(D\).

**Remark 2.6** Under the conditions of Definition 2.5, by Lemma 2.3, we have that if \(M^D(\xi)\) exists, then it is uniquely determined. Clearly, \(M^D(\xi)\) is determined by \(D\) and the distribution of \(\xi\). Further, in case of an open (nonempty) interval \(I\), the \(D\)-deviation mean \(t_0 = M^D(\xi)\) of \(\xi\) can be considered as the unique minimizer of the strictly convex and differentiable function \(I \ni t \mapsto \int_{t_0}^{t} E(-D(s, \xi)) ds\). \(\square\)

**Example 2.7** (i) In the particular case when \(\xi\) takes the values \(x_1, \ldots, x_n \in I\) with equal \(\frac{1}{n}\) probabilities, where \(n \in \mathbb{N}\), one can check that

\[M^D(\xi) = M_n^D(x_1, \ldots, x_n).\]

(ii) Let \(I := [0, 1]\) and \(D : I^2 \to \mathbb{R}, D(x, t) := x - t, x, t \in I\). Further, let \(\xi\) be a random variable such that \(\mathbb{P}(\xi = 0) = 1\). Then, \(E(|D(\xi, t)|) = |t| < \infty, t \in I,\) and
thus, $I^D_{D\xi} = I$. Moreover, $\mathbb{E}(D(\xi, t)) = 0$, $t \in I$, holds if and only if $t = 0$. Thus, $\mathbb{M}^D(\xi) = 0$ is a boundary point of $I^D_{D\xi}$, and hence, $\xi$ does not satisfy the interior point condition with respect to $D$. \qed

In the arXiv version [5, part (ii) of Remark 2.7] of this paper, further interesting and numerical examples are given to compute the deviation mean of certain random variables. Furthermore, one can find an example for a nondegenerate interval $I$, for a deviation $D$ and for a random variable $\xi$ such that $I^D_{D\xi}$ is nondegenerate, $I^D_{D\xi}$ does not coincide with $I$ and there does not exist a $t_0 \in I^D_{D\xi}$ such that $\mathbb{E}(D(\xi, t_0)) = 0$ (see [5, part (iii) of Remark 2.7]).

3 Strong Law of Large Numbers for Deviation Means

In the theorem below, we present a strong law of large numbers for deviation means of pairwise i.i.d. random variables.

**Theorem 3.1** Let $I \subset \mathbb{R}$ be a nondegenerate interval, and let $D : I^2 \to \mathbb{R}$ be a deviation and $(\xi_n)_{n\in\mathbb{N}}$ be a sequence of pairwise independent and identically distributed random variables. Assume that

(i) $D$ is Borel measurable in the first variable;
(ii) $\mathbb{P}(\xi_1 \in I) = 1$ and $\xi_1$ satisfies the interior point condition with respect to $D$.

Then,

$$M^D_n(\xi_1, \ldots, \xi_n) \xrightarrow{\text{a.s.}} M^D(\xi_1) \quad \text{as } n \to \infty. \quad (3.1)$$

**Proof** Since $\mathbb{P}(\xi_1 \in I) = 1$, we have $\mathbb{P}(\xi_i \in I, i \in \mathbb{N}) = 1$, and hence, without loss of generality, we may assume that $\xi_i(\omega) \in I$ for each $\omega \in \Omega$ and $i \in \mathbb{N}$. For each $n \in \mathbb{N}$ and $\omega \in \Omega$, define $g_{n,\omega} : I \to \mathbb{R}$ by

$$g_{n,\omega}(t) := \frac{1}{n} \sum_{i=1}^{n} D(\xi_i(\omega), t), \quad t \in I.$$

Further, let $g : I^D_{D\xi_1} \to \mathbb{R}$,

$$g(t) := \mathbb{E}(D(\xi_1, t)), \quad t \in I^D_{D\xi_1}.$$

By the properties of $D$ and Remark 1.8, for each $n \in \mathbb{N}$ and $\omega \in \Omega$, $g_{n,\omega}$ is continuous and strictly decreasing, and its unique zero equals $M^D_n(\xi_1(\omega), \ldots, \xi_n(\omega))$. Note that the random variables $D(\xi_n, t), n \in \mathbb{N}, t \in I$, are indeed well defined (due to assumption (i) and $\mathbb{P}(\xi_1 \in I) = 1$) and, for $t \in I^D_{D\xi_1}$, they have finite first moments. Further, due to Lemma 2.2, for each $n \in \mathbb{N}$, $M^D_n(\xi_1, \ldots, \xi_n)$ is also a random variable.

In view of Lemma 2.3, $g$ is continuous and strictly decreasing on $I^D_{D\xi_1}$. By the interior point condition, $t_0 := M^D(\xi_1)$ exists and belongs to the interior of $I^D_{D\xi_1}$. Thus, there exist $a, b \in I^D_{D\xi_1}$ such that $a < t_0 < b$, which implies that $g(a) > g(t_0) = 0 > g(b)$. \(\square\) Springer
By Etemadi’s strong law of large numbers (cf. Etemadi [17]), for each \( t \in I^D_{\xi_1} \),
\[
\mathbb{P}\left( \{ \omega \in \Omega : \lim_{n \to \infty} g_{n,\omega}(t) = g(t) \} \right) = 1,
\]
and since \( \mathbb{Q} \) is countable,
\[
\mathbb{P}\left( \{ \omega \in \Omega : \lim_{n \to \infty} g_{n,\omega}(t) = g(t), \forall t \in I^D_{\xi_1} \cap \mathbb{Q} \} \right) = 1. \tag{3.2}
\]
Let \( \omega \in \Omega \) be any element such that \( \lim_{n \to \infty} g_{n,\omega}(t) = g(t) \) for each \( t \in I^D_{\xi_1} \cap \mathbb{Q} \). Let \( \epsilon > 0 \) and \( t', t'' \in I^D_{\xi_1} \cap \mathbb{Q} \) such that
\[
a \leq t_0 - \epsilon < t' < t_0 < t'' < t_0 + \epsilon \leq b.
\]
Such \( \epsilon, t' \) and \( t'' \) exist, since \( t_0 \in (a, b) \) and \( I^D_{\xi_1} \) is an interval. Since \( g \) is strictly decreasing, we have \( g(t') > g(t_0) = 0 > g(t'') \). By the choices of \( \omega, t' \) and \( t'' \), we have
\[
\lim_{n \to \infty} g_{n,\omega}(t') = g(t') \quad \text{and} \quad \lim_{n \to \infty} g_{n,\omega}(t'') = g(t''),
\]
and hence, there exists \( n_0 := n_0(\omega, \epsilon, t', t'') \in \mathbb{N} \) such that \( g_{n,\omega}(t') > 0 > g_{n,\omega}(t'') \) for all \( n \geq n_0 \). Consequently, the unique zero \( M^D_n(\xi_1(\omega), \ldots, \xi_n(\omega)) \) of \( g_{n,\omega} \) is between \( t' \) and \( t'' \) for all \( n \geq n_0 \), and hence, it is between \( t_0 - \epsilon \) and \( t_0 + \epsilon \) for all \( n \geq n_0 \). Therefore, \( M^D_n(\xi_1(\omega), \ldots, \xi_n(\omega)) \to t_0 \) as \( n \to \infty \). By (3.2), the statement follows.
\[\square\]

In the next remark, we point out that the assumptions and the statement of Theorem 3.1 remain “invariant” for deviations that generate the same deviation means.

**Remark 3.2** Recall that, by Daróczy and Páles [13], two deviation means on an open (nonempty) interval \( I \) of \( \mathbb{R} \), generated by \( D \) and \( D^* \) are identical (i.e., for all \( n \in \mathbb{N} \), the equality \( M^D_n = M^{D*}_n \) holds on \( I^n \)) if and only if there exists a positive function \( d : I \to \mathbb{R} \) such that \( D^*(x, t) = d(t)D(x, t), x, t \in I \), is valid (where the equality implies the continuity of \( d \) as well). If the assumptions (i) and (ii) of Theorem 3.1 hold for \( D \) and \( \xi_1 \), then they also hold for \( D^*(x, t) := d(t)D(x, t), x, t \in I \), and \( \xi_1 \) with any continuous function \( d : I \to (0, \infty) \), since \( I^D_{\xi_1} = I^D_{\xi_1} \) and \( \mathbb{E}(D^*(\xi_1, t)) = 0, t \in I, \) is equivalent to \( \mathbb{E}(D(\xi_1, t)) = 0, t \in I \), yielding also that \( M^D_n(\xi_1, \ldots, \xi_n) \to M^D_n(\xi_1) \) a.s. as \( n \to \infty \). □

**Remark 3.3** Let \( I \subset \mathbb{R} \) be a nondegenerate interval and let \( D : I^2 \to \mathbb{R} \) be a deviation and \((\xi_n)_{n \in \mathbb{N}} \) be a sequence of i.i.d. random variables such that \( \mathbb{P}(\xi_1 = x_0) = 1 \) with some \( x_0 \in I \). Then, it can happen that \( \xi_1 \) does not satisfy the interior point condition with respect to \( D \) (for an example, see part (ii) of Example 2.7), and hence, the assumption (ii) of Theorem 3.1 does not hold. However, in this degenerate case, (3.1) still holds true. Indeed, for each \( n \in \mathbb{N} \), \( M^D_n(\xi_1, \ldots, \xi_n) = M^D_n(x_0, \ldots, x_0) = x_0 \)
almost surely, and \( \mathbb{E}(D(\xi_1, t)) = D(x_0, t), \) \( t \in I, \) yielding that \( M^D(\xi_1) = x_0 \) (due to the properties of a deviation). Consequently, \( M^D_n(\xi_1, \ldots, \xi_n) \xrightarrow{\text{a.s.}} M^D(\xi_1) \) as \( n \to \infty, \) as desired. \( \square \)

\section{Central Limit Theorem for Deviation Means}

Now, we present the second main result of our paper.

\begin{Theorem} \label{thm:central_limit_deviation_means}
Let \( I \subset \mathbb{R} \) be a nondegenerate interval, let \( D : I^2 \to \mathbb{R} \) be a deviation and \( (\xi_n)_{n \in \mathbb{N}} \) be a sequence of i.i.d. random variables. Assume that

1. \( D \) is Borel measurable in the first variable;
2. \( P(\xi_1 \in I) = 1 \) and \( \xi_1 \) satisfies the interior point condition with respect to \( D; \)
3. \( D \) is differentiable in the second variable at \( t_0 := M^D(\xi_1), \) and there exist \( r > 0, \alpha \in [0, \infty), \) a nonnegative Borel measurable function \( H : I \to \mathbb{R} \) and a nonnegative function \( h : (0, r) \to \mathbb{R} \) such that

\[
\left| \frac{D(x, t) - D(x, t_0)}{t - t_0} - \partial_2 D(x, t_0) \right| \leq H(x)h(|t - t_0|) \tag{4.1}
\]

for \( x \in I, t \neq t_0, t \in (t_0 - r, t_0 + r) \subset I^D, \) and

\[
\limsup_{s \to 0^+} \frac{h(s)}{s^\alpha} = \begin{cases} 
0 & \text{if } \alpha = 0, \\
< \infty & \text{if } \alpha > 0,
\end{cases} \quad \text{and} \quad \mathbb{E}(H(\xi_1)^q) < \infty,
\]

where \( q := \frac{2}{2+\alpha}; \)
4. \( 0 < \mathbb{E}(D(\xi_1, t_0)^2) < \infty \) and \( 0 < \mathbb{E}(-\partial_2 D(\xi_1, t_0)) < \infty. \)

Then,

\[
\sqrt{n}(M^D_n(\xi_1, \ldots, \xi_n) - t_0) \xrightarrow{\mathcal{D}} \mathcal{N}
\left(0, \frac{\mathbb{E}(D(\xi_1, t_0)^2)}{(\mathbb{E}(\partial_2 D(\xi_1, t_0))^2)}\right)
\]

as \( n \to \infty. \)
\end{Theorem}

\begin{Proof}
The facts that \( D(\xi_1, t_0) \) and \( \partial_2 D(\xi_1, t_0) \) are random variables are explained in the proof of Lemma A.4, which we will use in the present proof. Since \( P(\xi_1 \in I) = 1, \) we have \( P(\xi_i \in I, i \in \mathbb{N}) = 1, \) and hence, without loss of generality, we may assume that \( \xi_i(\omega) \in I \) for each \( \omega \in \Omega \) and \( i \in \mathbb{N}. \) To simplify the notations, for each \( n \in \mathbb{N}, \) we define the random variable \( \mu_n \) by

\[
\mu_n := M^D_n(\xi_1, \ldots, \xi_n),
\]

\( \square \) Springer
which is indeed well defined due to Lemma 2.2. To prove the statement, we are going to show that, for all $y \in \mathbb{R}$,

$$
\lim_{n \to \infty} \mathbb{P}(\sqrt{n}(M_n^D(\xi_1, \ldots, \xi_n) - t_0) < y) = \lim_{n \to \infty} \mathbb{P}(\sqrt{n}(\mu_n - t_0) < y) = \Phi\left(-\frac{\mathbb{E}(\partial_2 D(\xi_1, t_0))}{\sqrt{\mathbb{E}(D(\xi_1, t_0)^2)}} y\right),
$$

(4.2)

where $\Phi$ stands for the distribution function of a standard normally distributed random variable.

Let $\omega \in \Omega$ and $y \in \mathbb{R}$ be fixed. By assumption (ii), $t_0$ belongs to the interior of $I^D_{\xi_1}$, and thus, there exists $n_0 \in \mathbb{N}$ (depending on $y$) such that $t_0 + \frac{y}{\sqrt{n}} \in I^D_{\xi_1}$ for $n \geq n_0$. Hence, using the strict monotonicity property of $D$ in the second variable, for $n \geq n_0$ we have that

$$
\sqrt{n}(\mu_n(\omega) - t_0) < y
$$

holds if and only if $\mu_n(\omega) < t_0 + \frac{y}{\sqrt{n}}$, which is equivalent to

$$
\sum_{i=1}^{n} D(\xi_i(\omega), t_0 + \frac{y}{\sqrt{n}}) < \sum_{i=1}^{n} D(\xi_i(\omega), \mu_n(\omega)) = 0.
$$

(4.3)

This inequality can be rewritten as

$$
\frac{1}{\sqrt{n}} \sum_{i=1}^{n} D(\xi_i(\omega), t_0) + \frac{y}{n} \sum_{i=1}^{n} \partial_2 D(\xi_i(\omega), t_0)
$$

$$
\quad + \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left(D(\xi_i(\omega), t_0 + \frac{y}{\sqrt{n}}) - D(\xi_i(\omega), t_0)\right)
$$

$$
\quad - \frac{y}{\sqrt{n}} \partial_2 D(\xi_i(\omega), t_0) < 0.
$$

Here, by the first assumption in (iv) and the central limit theorem for the i.i.d. random variables $(D(\xi_i, t_0))_{i \in \mathbb{N}}$ (whose first moment equals zero), we obtain

$$
\frac{1}{\sqrt{n}} \sum_{i=1}^{n} D(\xi_i, t_0) \xrightarrow{D} \mathcal{N}(0, \mathbb{E}(D(\xi_1, t_0)^2)) \quad \text{as } n \to \infty.
$$

Further, by the second assumption in (iv) and the strong law of large numbers for the i.i.d. random variables $(\partial_2 D(\xi_i, t_0))_{i \in \mathbb{N}}$, we get

$$
\frac{1}{n} \sum_{i=1}^{n} \partial_2 D(\xi_i, t_0) \xrightarrow{a.s.} \mathbb{E}(\partial_2 D(\xi_1, t_0)) \quad \text{as } n \to \infty.
$$

(4.4)
Moreover, by Lemma A.4, we have

\[ \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left( D(\xi_i, t_0 + \frac{y}{\sqrt{n}}) - D(\xi_i, t_0) - \frac{y}{\sqrt{n}} \partial_2 D(\xi_i, t_0) \right) \xrightarrow{a.s.} 0 \quad \text{as } n \to \infty. \]  

(4.5)

Indeed, for \( y = 0 \), it trivially holds, and for \( y \neq 0 \), it follows from condition (iii) and Lemma A.4 by choosing \( t_0 := \mathbb{M}^D(\xi_1), \kappa_n := \frac{y}{\sqrt{n}} \) and \( \tau_n := \frac{1}{\sqrt{n}}, n \in \mathbb{N} \), since in this case

\[ \limsup_{n \to \infty} n \frac{1}{|\tau_n||\kappa_n|^{a+1}} = \limsup_{n \to \infty} |y|^{a+1} n^{\frac{2a+1}{a+1}} n^{-\frac{a+1}{a+1}} = \limsup_{n \to \infty} |y|^{a+1} = |y|^{a+1} < \infty. \]

All in all, for each \( y \in \mathbb{R} \), there exists \( n_0 \in \mathbb{N} \) such that

\[ \mathbb{P}(\sqrt{n}(\mu_n - t_0) < y) = \mathbb{P}(\eta_n + \zeta_n < 0), \quad n \geq n_0, \]

with

\[ \eta_n := \frac{1}{\sqrt{n}} \sum_{i=1}^{n} D(\xi_i, t_0) \xrightarrow{\mathcal{D}} \eta \quad \text{as } n \to \infty, \]

and

\[ \zeta_n := \frac{y}{n} \sum_{i=1}^{n} \partial_2 D(\xi_i, t_0) + \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left( D(\xi_i, t_0 + \frac{y}{\sqrt{n}}) - D(\xi_i, t_0) - \frac{y}{\sqrt{n}} \partial_2 D(\xi_i, t_0) \right) \xrightarrow{a.s.} \zeta \quad \text{as } n \to \infty, \]

where \( \eta \) is a random variable with distribution \( \mathcal{N}(0, \mathbb{E}(D(\xi_1, t_0)^2)) \) and \( \zeta := y\mathbb{E}(\partial_2 D(\xi_1, t_0)) \). By Slutsky’s lemma and by the continuity of the distribution function of \( \eta + \zeta \), it follows that \( \lim_{n \to \infty} \mathbb{P}(\eta_n + \zeta_n < 0) = \mathbb{P}(\eta + \zeta < 0) \). Since

\[ \mathbb{P}(\eta + \zeta < 0) = \mathbb{P}(\eta < -\zeta) = \Phi \left( -\frac{\mathbb{E}(\partial_2 D(\xi_1, t_0))}{\sqrt{\mathbb{E}(D(\xi_1, t_0)^2)}} y \right), \]

we conclude that (4.2) must hold, as desired. \( \square \)

In the next remark, we point out the fact that the assumptions (i), (ii) and (iv) and the statement of Theorem 4.1 remain “invariant” for deviations that generate the same deviation means. We also discuss how one can generalize condition (iii) of Theorem 4.1 in order to remain “invariant” in the same sense.

**Remark 4.2** Recall that, by Daróczy and Páles [13], two deviation means on an open (nonempty) interval \( I \) of \( \mathbb{R} \) generated by \( D \) and \( D^* \) are identical (i.e., for all \( n \in \mathbb{N} \), the equality \( \mathcal{M}^D_n = \mathcal{M}_n^{D^*} \) holds on \( I^n \)) if and only if there exists a positive function
Let \( d : I \to \mathbb{R} \) such that \( D^*(x, t) = d(t)D(x, t) \), \( x, t \in I \), is valid (where the equality also implies the continuity of \( d \)). If the assumptions (i), (ii) and (iv) of Theorem 4.1 hold for \( D \) and \( \xi_1 \), then they also hold for \( D^*(x, t) := d(t)D(x, t) \), \( x, t \in I \), and \( \xi_1 \) with any function \( d : I \to (0, \infty) \) which is differentiable at \( t_0 = \mathbb{M}^D(\xi_1) \), and we also have \( \mathbb{E}(D^*(\xi_1, t)) = 0, t \in I \), is equivalent to \( \mathbb{E}(D(\xi_1, t)) = 0, t \in I \), yielding that \( \mathbb{M}^{D^*}(\xi_1) = \mathbb{M}^D(\xi_1) \). Indeed, for the assumptions (i) and (ii), it readily follows, and for the assumption (iv), from \( \mathbb{E}(D^*(\xi_1, t))^2 = d(t_0)^2\mathbb{E}(D(\xi_1, t))^2 \in (0, \infty) \), and

\[
\mathbb{E}(-\partial_2 D^*(\xi_1, t_0)) = \mathbb{E}(-d'(t_0)D(\xi_1, t_0) - d(t_0)\partial_2 D(\xi_1, t_0))
= -d'(t_0)\mathbb{E}(D(\xi_1, t_0)) + d(t_0)\mathbb{E}(-\partial_2 D(\xi_1, t_0))
= d(t_0)\mathbb{E}(-\partial_2 D(\xi_1, t_0)) \in (0, \infty).
\]

Further,

\[
\frac{\mathbb{E}(D^*(\xi_1, t_0))^2}{(\mathbb{E}(\partial_2 D^*(\xi_1, t_0))^2) = \frac{\mathbb{E}(D(\xi_1, t_0))^2}{(\mathbb{E}(\partial_2 D(\xi_1, t_0)))^2}.
\]

Next we discuss condition (iii) of Theorem 4.1 from the point of view “invariance” for deviations that generate the same deviation means. Let us suppose the assumptions (i)-(iv) of Theorem 4.1 hold for \( D \) and \( \xi_1 \). Then for \( x \in I, t \neq t_0 \), and \( t \in (t_0-r, t_0+r) \), we have

\[
\left| \frac{D^*(x, t) - D^*(x, t_0)}{t - t_0} - \partial_2 D^*(x, t_0) \right|
= \left| \left( \frac{d(t) - d(t_0)}{t - t_0} - d'(t_0) \right)D(x, t_0) + d(t)\left( \frac{D(x, t) - D(x, t_0)}{t - t_0} - \partial_2 D(x, t_0) \right) \right|
+ (d(t) - d(t_0))\partial_2 D(x, t_0)
\leq \left| \frac{d(t) - d(t_0)}{t - t_0} - d'(t_0) \right| |D(x, t_0)|
+ d(t)H(x)h(|t - t_0|) + |d(t) - d(t_0)||\partial_2 D(x, t_0)|
\leq H_1(x)h_1^*(|t - t_0|) + H_2(x)h_2^*(|t - t_0|) + H_3(x)h_3^*(|t - t_0|).
\]

Here,

\[
H_1(x) := |D(x, t_0)|, \quad H_2(x) := H(x), \quad H_3(x) := |\partial_2 D(x, t_0)|, \quad x \in I,
\]

and

\[
h_i^*(s) := \max(h_i(t_0 + s), h_i(t_0 - s)), \quad s \in (0, r), \quad i \in \{1, 2, 3\},
\]
where, for \( t \in (t_0 - r, t_0 + r) \) with \( t \neq t_0 \),
\[
\begin{align*}
  h_1(t) &:= \left| \frac{d(t) - d(t_0)}{t - t_0} - d'(t_0) \right|, \\
  h_2(t) &:= d(t) h(|t - t_0|), \\
  h_3(t) &:= |d(t) - d(t_0)|.
\end{align*}
\]
Indeed, for \( t \in (t_0 - r, t_0 + r) \) with \( t \neq t_0 \), we have
\[
  h_i(t) \leq \max(h_i(t), h_i(2t_0 - t)) = \max(h_i(t_0 + |t - t_0|), h_i(t_0 - |t - t_0|)) = h_i^*(|t - t_0|).
\]
Here, by conditions (iii) and (iv) of Theorem 4.1, for \( i \in \{1, 2, 3\} \), we have that
\[
  \mathbb{E}\left[H_{q_i}^*(\xi_1)\right] < \infty,
\]
where \( (q_1, q_2, q_3) = (1, q, 1) \). Furthermore, by the differentiability and continuity of \( d \) at \( t_0 \), respectively, we have that
\[
\begin{align*}
  \limsup_{s \to 0^+} h_1^*(s) &= \limsup_{s \to 0^+} h_3^*(s) = 0, \\
  \limsup_{s \to 0^+} \frac{h_2^*(s)}{s^{\alpha_i}} &= d(t_0) \limsup_{s \to 0^+} \frac{h(s)}{s^{\alpha_i}}.
\end{align*}
\]
The above argument shows that in general the condition (iii) of Theorem 4.1 is not invariant for deviations that generate the same deviation means. Applying the method of the proof of Theorem 4.1, one can verify that the conclusion of this theorem remains valid if its condition (iii) is replaced by the following more general one:

(iii*) \( D \) is differentiable in the second variable at \( t_0 := M_D^D(\xi_1) \), and there exist \( r > 0, k \in \mathbb{N}, \alpha_1, \ldots, \alpha_k \in [0, \infty) \), nonnegative Borel measurable functions \( H_1, \ldots, H_k : I \to \mathbb{R} \) and nonnegative functions \( h_1, \ldots, h_k : (0, r) \to \mathbb{R} \) such that
\[
\left| \frac{D(x, t) - D(x, t_0)}{t - t_0} - \partial_2 D(x, t_0) \right| \leq \sum_{i=1}^k H_i(x) h_i(|t - t_0|)
\]
for \( x \in I, t \neq t_0, t \in (t_0 - r, t_0 + r) \subset I^D_{\xi_1} \), and for \( i \in \{1, \ldots, k\} \),
\[
\limsup_{s \to 0^+} \frac{h_i(s)}{s^{\alpha_i}} \begin{cases} 
  = 0 & \text{if } \alpha_i = 0, \\
  < \infty & \text{if } \alpha_i > 0,
\end{cases}
\]
and \( \mathbb{E}(H(\xi_1)^{q_i}) < \infty \),
where \( q_i := \frac{2}{2+\alpha_i} \). \( \square \)
Remark 4.3  Note that the degenerate case when \( P(\xi_1 = x_0) = 1 \) with some \( x_0 \in I \) is excluded from Theorem 4.1, since in this case \( \mathbb{E}(D(\xi_1, t_0)^2) = \mathbb{E}(D(x_0, t_0)^2) = \mathbb{E}(0^2) = 0 \) and it can happen that \( \xi_1 \) does not satisfy the interior point condition with respect to \( D \) (for an example, see part (ii) of Example 2.7), and hence, the assumption (iv) (and maybe (ii)) of Theorem 4.1 does not hold. However, in this degenerate case, for each \( n \in \mathbb{N} \) we have

\[
\sqrt{n} \left(M_n^D(\xi_1, \ldots, \xi_n) - t_0\right) = \sqrt{n} \left(M_n^D(x_0, \ldots, x_0) - x_0\right) = \sqrt{n}(x_0 - x_0) = 0
\]

almost surely, and thus, one can say that the statement of Theorem 4.1 still holds true provided that \( N(0, 0) \) is understood as the Dirac measure on \( \mathbb{R} \) concentrated at the point 0. \( \square \)

For establishing a parameter \( \alpha \) which satisfies condition (iii) of Theorem 4.1, the following assertion could be useful.

Claim 4.4  Let \( r > 0 \) and \( h : (0, r) \to (0, \infty) \). If there exists \( \alpha \in [0, \infty) \) such that

\[
\limsup_{s \to 0^+} \frac{h(s)}{s^{\alpha}} < \infty, \quad (4.6)
\]

then

\[
\alpha \leq \liminf_{s \to 0^+} \frac{\ln(h(s))}{\ln(s)}. \quad (4.7)
\]

Conversely, if \( \alpha \) satisfies (4.7) with a strict inequality, then (4.6) holds.

Proof  Assume first that \( A := \limsup_{s \to 0^+} \frac{h(s)}{s^{\alpha}} < \infty \). Then, there exists \( s_1 \in (0, \min(1, r)) \) such that

\[
0 < \frac{h(s)}{s^{\alpha}} < A + 1, \quad 0 < s < s_1,
\]

and hence,

\[
\ln(h(s)) < \ln(A + 1) + \alpha \ln(s), \quad 0 < s < s_1,
\]

that is,

\[
\frac{\ln(h(s))}{\ln(s)} > \alpha + \frac{\ln(A + \varepsilon)}{\ln(s)}, \quad 0 < s < s_1,
\]

which, upon taking the limit \( s \to 0^+ \), yields (4.7).

Conversely, suppose that \( \alpha \) satisfies (4.7) with a strict inequality. Then, there exists \( s_2 \in (0, \min(1, r)) \) such that

\[
\frac{\ln(h(s))}{\ln(s)} > \alpha, \quad 0 < s < s_2,
\]
which implies that
\[ 0 < \frac{h(s)}{s^\alpha} < 1, \quad 0 < s < s_2. \]

By taking the limit \( s \to 0^+ \), this inequality yields that (4.6) is valid. \( \square \)

In the next remark, we provide a sufficient condition under which the assumption (ii) of Theorem 4.1 holds. In particular, the given argument also shows that in case of \( \alpha = 0 \), the second part of assumption (ii) of Theorem 4.1, i.e., the assumption that \( \xi_1 \) satisfies the interior point condition with respect to \( D \), holds provided that \( \mathbb{P}(\xi_1 \in I) = 1 \) and the assumptions (i), (iii) and (iv) of Theorem 4.1 hold with a point \( t_0 := M^D(\xi_1) \) satisfying \( \mathbb{E}(D(\xi_1, t_0)) = 0 \) and being an interior point of \( I \).

**Remark 4.5** Let \( I \subset \mathbb{R} \) be a nondegenerate interval and let \( D : I^2 \to \mathbb{R} \) be a deviation and \( (\xi_n)_{n \in \mathbb{N}} \) be a sequence of i.i.d. random variables. Assume that \( \mathbb{P}(\xi_1 \in I) = 1 \), there exists a point \( t_0 := M^D(\xi_1) \) such that \( \mathbb{E}(D(\xi_1, t_0)) = 0 \) and \( t_0 \) is an interior point of \( I \). Further, assume that the assumptions (i) and (iv) of Theorem 4.1 hold, \( D \) is differentiable in the second variable at \( t_0 \) and there exist \( r > 0 \), a nonnegative Borel measurable function \( H : I \to \mathbb{R} \) and nonnegative function \( h : (0, r) \to \mathbb{R} \) such that
\[
\left| \frac{D(x, t) - D(x, t_0)}{t - t_0} - \partial_2 D(x, t_0) \right| \leq H(x)h(|t - t_0|) \tag{4.8}
\]
for \( x \in I, t \neq t_0, t \in (t_0 - r, t_0 + r) \subset I \) such that \( \mathbb{E}(H(\xi_1)) < \infty \). Then, \( \xi_1 \) satisfies the interior point condition with respect to \( D \) yielding that the assumption (ii) of Theorem 4.1 holds. Indeed, by (4.8),
\[
|D(x, t)| \leq |D(x, t_0)| + |t - t_0|(|\partial_2 D(x, t_0)| + H(x)h(|t - t_0|))
\]
for \( x \in I, t \neq t_0 \) and \( t \in (t_0 - r, t_0 + r) \). Consequently, using that \( \mathbb{E}(|D(\xi_1, t_0)|) < \infty, \mathbb{E}(|\partial_2 D(\xi_1, t_0)|) < \infty \) and \( \mathbb{E}(H(\xi_1)) < \infty \) (due to the assumptions), we have \( \mathbb{E}(|D(\xi_1, t)|) < \infty \) for \( t \in (t_0 - r, t_0 + r) \). Hence \( (t_0 - r, t_0 + r) \subset I_{\xi_1}^D \), and thus, \( t_0 \) is an interior point of \( I_{\xi_1}^D \). \( \square \)

In the next remark, we provide some sufficient conditions under which the inequality (4.1) in assumption (iii) of Theorem 4.1 holds.

**Remark 4.6** (i). Suppose that \( I \subset \mathbb{R} \) is a nondegenerate interval, \( t_0 \in I, D : I^2 \to \mathbb{R} \) is a deviation which is differentiable in the second variable and there exist \( r > 0 \), a nonnegative function \( H : I \to \mathbb{R} \) and a nondecreasing nonnegative function \( h : (0, r) \to \mathbb{R} \) such that
\[
|\partial_2 D(x, t) - \partial_2 D(x, t_0)| \leq H(x)h(|t - t_0|), \quad x \in I, \ t \in (t_0 - r, t_0 + r) \subset I. \tag{4.9}
\]

Then, the inequality (4.1) in assumption (iii) of Theorem 4.1 is satisfied for \( x \in I \) and \( t \neq t_0, t \in (t_0 - r, t_0 + r) \). Indeed, for \( x \in I \) and \( t \neq t_0, t \in (t_0 - r, t_0 + r) \), by the
Lagrange mean value theorem, there exists a value $t^*$ between $t$ and $t_0$ (depending on $x$) such that
\[
\frac{D(x, t) - D(x, t_0)}{t - t_0} - \partial_2 D(x, t_0) = |\partial_2 D(x, t^*) - \partial_2 D(x, t_0)|
\leq H(x)|t^* - t_0| \leq H(x)|t - t_0|,
\]
where we used (4.9) and the monotonicity of $h$.

(ii). By Rademacher’s theorem, if $h(t) = t$, $t \in [0, r)$ in (4.9), then for each $x \in I$, the function $t \mapsto (t_0 - r, t_0 + r) \mapsto \partial_2 D(x, t)$ is (globally) Lipschitz continuous, and hence, it is differentiable at Lebesgue almost every $t \in (t_0 - r, t_0 + r)$. Consequently, in this case for each $x \in I$, we have that $\partial_2^2 D(x, t)$ exists at Lebesgue almost every $t \in (t_0 - r, t_0 + r)$. In part (iii) of the remark, we formulate a condition on $\partial_2^2 D$ under which (4.9) holds with $h(t) := t$, $t \in [0, r)$.

(iii). Assume that $I \subset \mathbb{R}$ is a nondegenerate interval, $t_0 \in I$, $D : I^2 \to \mathbb{R}$ is a deviation which is twice differentiable with respect to the second variable, and there exist $r > 0$ and a nonnegative function $H : I \to \mathbb{R}$ such that
\[
|\partial_2^2 D(x, t)| \leq H(x), \quad x \in I, \quad t \in (t_0 - r, t_0 + r) \subset I.
\]

Then, (4.9) (and hence the inequality (4.1) in assumption (iii) of Theorem 4.1 due to part (i) of the remark) holds with $h(t) := t$, $t \in [0, r)$. For $t = t_0$, the statement is trivial. If $t \in (t_0 - r, t_0 + r)$ and $t \neq t_0$, then, by the Lagrange’s mean value theorem, there exists a value $t^*$ (depending on $x$) between $t$ and $t_0$ such that
\[
|\partial_2 D(x, t) - \partial_2 D(x, t_0)| = |\partial_2^2 D(x, t^*)||t - t_0| \leq H(x)|t - t_0|, \quad x \in I.
\]

This proves the assertion.

(iv). In the cases when the inequality (4.1) in assumption (iii) of Theorem 4.1 holds with $h(t) := t$, $t \in (0, r)$, the second part of this assumption is satisfied with $\alpha = 1$, thus, $q = \frac{2}{3}$ and only $\mathbb{E}(H(\xi_1)^\frac{2}{3}) < \infty$ is required. \hfill \Box

In the next remark, we compare the assumptions of Theorems 3.1 and 4.1 with the assumptions of some existing limit theorems for maximum likelihood estimators and M-estimators. There are plenty sets of sufficient assumptions under which limit theorems for M-estimators hold, and in our forthcoming remark, we point out that our set of sufficient conditions for deviation means are different from the ones available for M-estimators in the literature, and we think that they are more simpler and more checkable.

**Remark 4.7** (i) In limit theorems on asymptotic normality of maximum likelihood estimators of some parameters based on i.i.d. observations somewhat similar assumptions as (4.9) and (4.10) appear. Inequality (4.10) with $\mathbb{E}(H(\xi_1)) < \infty$ can be considered as a counterpart of the conditions (3.15) and (3.16) in Lehmann and Casella [28, Theorem 6.3.10]. Inequality (4.11) with $\mathbb{E}(H(\xi_1)^{\frac{2}{3}}) < \infty$ can be considered as a counterpart of the condition in Theorem 7.12 in van der Vaart [47]. Finally, note that (4.9) with
\[ h(t) := t^\beta, \ t \in [0, r], \text{ where } \beta \in (0, 1], \] can be considered as a counterpart of the uniform Lipschitz type condition (c) of Theorem 2 in Rao [42, Chapter 3, Section 4].

(ii) It was first Huber [23, page 74] who introduced the concept of an M-estimator; namely, using the notations introduced in Remark 1.9, he considered the case when \( X := \mathbb{R}, \Theta = \mathbb{R} \), and the function \( g \) depends only on \( x - \vartheta \), i.e., \( g(x, \vartheta) := f(x - \vartheta) \), \( x \in \mathbb{R}, \vartheta \in \Theta \), with some given nonconstant function \( f : \mathbb{R} \to \mathbb{R} \). It is in fact a special M-estimator. The asymptotic behavior of this M-estimator based on i.i.d. observations has been investigated according to the two cases, namely when \( f \) is convex and nonconvex. Provided that \( f \) is continuous and convex and it has limit \( \infty \) at \( \pm \infty \), the result of Huber [23, Lemma 1] states that the set of the solutions of the minimization problem (1.3) is nonempty, convex and compact, and there is a unique minimizer provided that \( f \) is strictly convex. Provided that \( f \) is differentiable, Lemma 2 in Huber [23] can be considered as a counterpart of our Lemma 2.3. Provided that \( f \) is differentiable, Lemma 3 in Huber [23] provides strong consistency of the M-estimator in question under the condition that there exists a \( c \in \mathbb{R} \) such that \( \mathbb{E}(f'(\xi_1 - t)) < 0 \) for \( t > c \) and \( \mathbb{E}(f'(\xi_1 - t)) > 0 \) for \( t < c \). This later condition might be considered as a counterpart of our interior point condition assumed in Theorem 3.1; however, note that we do not assume any differentiability for \( D \) in Theorem 3.1. Provided that \( f \) is differentiable, Lemma 4 in Huber [23] provides asymptotic normality of the M-estimator in question under some sufficient conditions, which seem to be stronger than the ones in our Theorem 4.1. For example, it is assumed that the function \( \mathbb{R} \ni \vartheta \mapsto \mathbb{E}((f'(\xi_1 - \vartheta))^2) \) is finite and continuous at the point \( c \) given before, and note that we do not have such a condition on \( D \) and \( \xi_1 \) in Theorem 4.1. Nonetheless, the first parts of the proofs of Lemma 4 in Huber [23] and our Theorem 4.1 are somewhat similar. If \( f \) is not convex, then Huber [23, page 78] noted that, in general, strong consistency of the M-estimator in question does not hold. Further, in case of a nonconvex \( f \), provided that the M-estimator in question converges in probability toward 0 as the sample size tends to 0, Huber [23, Lemma 5] gives a set of sufficient conditions under which asymptotic normality of the M-estimator in question holds. Among others, these sufficient conditions include the uniform continuity of the second derivative of \( f \), and note that we do not assume anything similar in our Theorem 4.1.

(iii) Huber [24] introduced a generalization of M-estimators compared to the one recalled in Remark 1.9. Namely, keeping the notations introduced in Remark 1.9, a sequence \( \hat{\vartheta}_n := \hat{\vartheta}_n(\xi_1, \ldots, \xi_n), n \in \mathbb{N}, \) can be called a(n approximative) M-estimator if

\[
\frac{1}{n} \sum_{i=1}^{n} g(\xi_i, \hat{\vartheta}_n) - \arg \min_{\vartheta \in \Theta} \frac{1}{n} \sum_{i=1}^{n} g(\xi_i, \vartheta) \to 0 \quad \text{as } n \to \infty \text{ almost surely.}
\]

In case of a locally compact parameter set \( \Theta \), Theorem 1 in Huber [24] contains some sufficient conditions under which strong consistency of the approximative M-estimator in question holds. Huber [24, page 224] also introduced a kind of approximative \( \psi \)-estimator; namely, given a function \( \psi : X \times \Theta \to \mathbb{R} \), a sequence \( \hat{\vartheta}_n := \hat{\vartheta}_n(\xi_1, \ldots, \xi_n), n \in \mathbb{N}, \) can be called a(n approximative) \( \psi \)-estimator if
The connection between approximative M-estimators and approximative ψ-estimators might be studied via Ekeland’s variational principle [16]. In case of a locally compact parameter set Θ, Theorem 2 in Huber [24] contains some sufficient conditions under which strong consistency of the approximative ψ-estimator in question holds. These sufficient conditions seem to be somewhat different that we assume in our Theorem 3.1. For example, Huber [24, Theorem 2] assumes that for each $\vartheta \in \Theta$, we have $E(\sup_{\vartheta' \in U} |\psi(\xi_1, \vartheta') - \psi(\xi_1, \vartheta)|) \to 0$ as the ball $U$ around $\vartheta$ shrinks to $\vartheta$, and note that we do not have such a condition in our Theorem 3.1. In case of an open parameter set $\Theta$, Huber [24, Corollary on page 231] gives a set of sufficient conditions under which asymptotic normality holds for the approximative ψ-estimator in question. These sufficient conditions seem to be quite different from the assumptions in our Theorem 4.1. For example, we do not have any assumption corresponding to the assumption (N-3)/(iii) or the differentiability of the function $\Theta \ni \vartheta \mapsto E(\psi(\xi_1, \vartheta))$ in Huber [24, Corollary on page 231].

(iv) van der Vaart [47, Section 5] also gives a detailed exposition of M-estimators and ψ-estimators, and several sets of sufficient conditions under which weak consistency and asymptotic normality hold. Here, we only mention that Theorem 5.23 in van der Vaart [47] provides asymptotic normality of M-estimators under some sufficient conditions which are stronger than the assumptions of our Theorem 4.1 for deviations means. More precisely, using the notations introduced in Remark 1.9, in case of $X = \mathbb{R}$, an open parameter set $\Theta$, van der Vaart [47, Theorem 5.23] assumes for example that for each $x \in \mathbb{R}$, the function $\Theta \ni \vartheta \mapsto \varrho(x, \vartheta)$ is Lipschitz continuous in some neighborhood of a maximizer $\vartheta_0$ of the function $\Theta \ni \vartheta \mapsto E(\varrho(\xi_1, \vartheta))$ and the function $\Theta \ni \vartheta \mapsto E(\varrho(\xi_1, \vartheta))$ admits a second-order Taylor expansion at $\vartheta_0$. Note that we do not have any corresponding assumptions in Theorem 4.1.

(v) He and Wang [21, Theorem 2.1 and Corollary 2.1] proved a law of the iterated logarithm for ψ-estimators based on i.i.d. observations. Their sufficient conditions are stronger than the assumptions of our Theorem 5.1 for deviation means, see, e.g., the assumption (M3)/(iii) in Theorem 2.1 in [21] or the Lipschitz condition in Corollary 2.1 in [21].

(vi) Rubin and Rukhin [44, Theorem 2] proved a large deviation theorem for approximative ψ-estimators based on i.i.d. observations. Arcones [1] established very general large deviation results for M-estimators based on i.i.d. observations.

\[ \frac{1}{n} \sum_{i=1}^{n} \psi(\xi_i, \tilde{\vartheta}_n) \to 0 \quad \text{as} \ n \to \infty \text{ almost surely.} \]

Theorem 5.1 Let $I \subset \mathbb{R}$ be a nondegenerate interval and let $D : I^2 \to \mathbb{R}$ be a deviation and $(\xi_n)_{n \in \mathbb{N}}$ be a sequence of i.i.d. random variables. Let us suppose that the assumptions (i), (ii) and (iv) of Theorem 4.1 on $D$, $\xi_1$ and $t_0 := M_D(\xi_1)$ hold. Further, let us suppose that

5 Law of the Iterated Logarithm for Deviation Means

Next we present the third main result of our paper.

Theorem 5.1 Let $I \subset \mathbb{R}$ be a nondegenerate interval and let $D : I^2 \to \mathbb{R}$ be a deviation and $(\xi_n)_{n \in \mathbb{N}}$ be a sequence of i.i.d. random variables. Let us suppose that the assumptions (i), (ii) and (iv) of Theorem 4.1 on $D$, $\xi_1$ and $t_0 := M_D(\xi_1)$ hold. Further, let us suppose that

\[ \frac{1}{n} \sum_{i=1}^{n} \psi(\xi_i, \tilde{\vartheta}_n) \to 0 \quad \text{as} \ n \to \infty \text{ almost surely.} \]
(iii’) D is differentiable in the second variable at \( t_0 \), and there exist \( r > 0, \alpha \in [0, \infty) \), a nonnegative Borel measurable function \( H : I \to \mathbb{R} \) and a nonnegative function \( h : (0, r) \to \mathbb{R} \) such that

\[
\left| \frac{D(x, t) - D(x, t_0)}{t - t_0} - \partial_2 D(x, t_0) \right| \leq H(x) h(|t - t_0|) \tag{5.1}
\]

for \( x \in I, t \neq t_0, t \in (t_0 - r, t_0 + r) \subset I^{D}_{\xi_1} \), and

\[
\lim_{s \to 0^+} \frac{h(s)}{s^\alpha} = \begin{cases} 0 & \text{if } \alpha = 0, \\ < \infty & \text{if } \alpha > 0, \end{cases}
\quad \text{and } \mathbb{E}(H(\xi_1)^q) < \infty,
\]

where \( q := 1 \) if \( \alpha = 0 \), and \( q \in \left( \frac{2}{2 + \alpha}, 1 \right) \) if \( \alpha > 0 \).

Then, we have

\[
\limsup_{n \to \infty} \frac{\mathbb{E}(D(\xi_1, t_0)^2)}{\sqrt{2n^{-1} \ln \ln(n)}} a.s. = \frac{\sqrt{\mathbb{E}(D(\xi_1, t_0)^2)}}{\mathbb{E}(-\partial_2 D(\xi_1, t_0))} \tag{5.2}
\]

and

\[
\liminf_{n \to \infty} \frac{\mathbb{E}(D(\xi_1, t_0)^2)}{\sqrt{2n^{-1} \ln \ln(n)}} a.s. = -\frac{\sqrt{\mathbb{E}(D(\xi_1, t_0)^2)}}{\mathbb{E}(-\partial_2 D(\xi_1, t_0))}. \tag{5.3}
\]

Note that condition (iii) of Theorem 4.1 and condition (iii’) of Theorem 5.1 are the same if \( \alpha = 0 \). However, they are different if \( \alpha > 0 \), since then \( q = \frac{2}{2 + \alpha} \) in condition (iii), while \( q \in \left( \frac{2}{2 + \alpha}, 1 \right) \) in condition (iii’).

**Proof of Theorem 5.1** Since \( \mathbb{P}(\xi_1 \in I) = 1 \), we have \( \mathbb{P}(\xi_i \in I, i \in \mathbb{N}) = 1 \), and hence, without loss of generality, we may assume that \( \xi_i(\omega) \in I \) for each \( \omega \in \Omega \) and \( i \in \mathbb{N} \).

To simplify the notations, let

\[
C := \frac{\sqrt{\mathbb{E}(D(\xi_1, t_0)^2)}}{\mathbb{E}(-\partial_2 D(\xi_1, t_0))}, \quad \text{and } a_n := \sqrt{2n^{-1} \ln \ln(n)}, \quad n \in \mathbb{N} \setminus \{1, 2\}.
\]

Recall also the notation from the proof of Theorem 4.1:

\[
\mu_n := M_n^D(\xi_1, \ldots, \xi_n), \quad n \in \mathbb{N}.
\]

We introduce the following sequences of random variables:

\[
R_n := \frac{1}{\sqrt{2n \ln \ln(n)}} \sum_{i=1}^{n} D(\xi_i, t_0), \quad n \in \mathbb{N} \setminus \{1, 2\},
\]

\[
S_n := \frac{1}{n} \sum_{i=1}^{n} \partial_2 D(\xi_i, t_0), \quad n \in \mathbb{N},
\]

\( \quad \text{ Springer} \)
and

\[ T_n^{(\gamma)} := \frac{1}{\sqrt{2n \ln(\ln(n))}} \sum_{i=1}^{n} \left( D(\xi_i, t_0 + \gamma a_n) - D(\xi_i, t_0) - \gamma a_n \partial_2 D(\xi_i, t_0) \right) \]

for \( n \in \mathbb{N} \setminus \{1, 2\} \), \( \gamma \in \mathbb{R} \) satisfying \( |\gamma a_n| < r \), where \( r \) appears in assumption (iii'). Note that, by assumption (i), \( R_n, n \in \mathbb{N} \setminus \{1, 2\} \), are indeed random variables, and, by the proof of Lemma A.4, \( S_n, n \in \mathbb{N} \), and \( T_n^{(\gamma)} \) for \( n \in \mathbb{N} \setminus \{1, 2\}, \gamma \in \mathbb{R} \) satisfying \( |\gamma a_n| < r \) are also random variables.

Since \( \mathbb{E}(D(\xi_1, t_0)) = 0 \), the first part of assumption (iv) and the law of the iterated logarithm for the sequence of i.i.d. random variables \( (D(\xi_n, t_0))_{n \in \mathbb{N}} \) yield that

\[ \limsup_{n \to \infty} R_n \overset{a.s.}{=} \sqrt{\mathbb{E}(D(\xi_1, t_0)^2)}. \quad (5.4) \]

Further, by the second part of assumption (iv) and Kolmogorov’s strong law of large numbers for the sequence of i.i.d. random variables \( (\partial_2 D(\xi_n, t_0))_{n \in \mathbb{N}} \), we have

\[ S_n \overset{a.s.}{\to} \mathbb{E}(\partial_2 D(\xi_1, t_0)) \quad \text{as} \quad n \to \infty. \quad (5.5) \]

Moreover, by assumption (iii') and Lemma A.4, for each \( \gamma \in \mathbb{R} \), we check that

\[ T_n^{(\gamma)} \overset{a.s.}{\to} 0 \quad \text{as} \quad n \to \infty. \quad (5.6) \]

In case of \( \gamma = 0 \), (5.6) is trivial. In case of \( \gamma \neq 0 \), since \( a_n \to 0 \) as \( n \to \infty \), we have \( |\gamma a_n| < r \) for sufficiently large \( n \in \mathbb{N} \), and hence, \( T_n^{(\gamma)} \) is well defined for sufficiently large \( n \in \mathbb{N} \). In case of \( \gamma \neq 0 \), let us apply Lemma A.4 with the following choices:

\[ t_0 := M_D(\xi_1), \kappa_n := \gamma a_n \quad \text{and} \quad \tau_n := \frac{1}{\sqrt{2n \ln(\ln(n))}}, n \in \mathbb{N} \setminus \{1, 2\}, \quad \text{for which condition (c) of Lemma A.4 holds, since} \]

\[ \limsup_{n \to \infty} \frac{1}{n^q} |\tau_n||\kappa_n|^{\alpha+1} = \begin{cases} \limsup_{n \to \infty} |\gamma| = |\gamma| < \infty & \text{if} \quad \alpha = 0, \\ \limsup_{n \to \infty} 2^{q+1} |\gamma|^{\alpha+1} \frac{1 - \frac{q}{2} - 1}{\ln(\ln(n))}^{\frac{q}{2}} = 0 < \infty & \text{if} \quad \alpha > 0, \end{cases} \]

where we used that \( q > \frac{2}{2+\alpha} \) yields that \( \frac{1}{q} - \frac{q}{2} - 1 < 0 \) in case of \( \alpha > 0 \).

Using that the intersection of countably many events having probability one is an event having probability one, by (5.4), (5.5) and (5.6), for each \( \gamma \in \mathbb{R} \), we have \( \mathbb{P}(\Omega^{(\gamma)}) = 1 \), where

\[ \Omega^{(\gamma)} := \left\{ \omega \in \Omega : \limsup_{n \to \infty} R_n(\omega) = \sqrt{\mathbb{E}(D(\xi_1, t_0)^2)}; \quad \lim_{n \to \infty} S_n(\omega) = \mathbb{E}(\partial_2 D(\xi_1, t_0)); \quad \lim_{n \to \infty} T_n^{(\gamma)}(\omega) = 0 \right\}. \]

First, we prove (5.2). Let \( \varepsilon > 0 \) be fixed. By assumption (ii), \( t_0 \) belongs to the interior of \( I^{\xi_1} \), thus, using that \( \lim_{n \to \infty} a_n = 0 \), there exists \( n_0 \in \mathbb{N} \setminus \{1, 2\} \) such that
\[ t_0 + (C + \varepsilon)a_n \in I^{D}_{\xi_1} \text{ for } n \geq n_0. \]

Using the strict monotonicity property of \( D \) in the second variable, for each \( \omega \in \Omega \) and \( n \geq n_0 \), we have that the following inequalities

\[ \frac{\mu_n(\omega) - t_0}{a_n} < C + \varepsilon, \]

\[ \mu_n(\omega) < t_0 + (C + \varepsilon)a_n, \]

\[ \sum_{i=1}^{n} D(\xi_i(\omega), t_0 + (C + \varepsilon)a_n) \leq \sum_{i=1}^{n} D(\xi_i(\omega), \mu_n(\omega)) = 0, \]

\[ R_n(\omega) < -(C + \varepsilon)S_n(\omega) - T_n^{(C+\varepsilon)}(\omega) \] (5.8)

are equivalent to each other.

Let \( \omega \in \Omega^{(C+\varepsilon)} \) be fixed arbitrarily. Then, we have

\[ -(C + \varepsilon)S_n(\omega) - T_n^{(C+\varepsilon)}(\omega) \]

\[ \to -(C + \varepsilon)E(\partial_2 D(\xi_1, t_0)) = \sqrt{E(D(\xi_1, t_0)^2)} + \varepsilon E(-\partial_2 D(\xi_1, t_0)) \]

as \( n \to \infty \). Thus, in view of the positivity of \( E(-\partial_2 D(\xi_1, t_0)) \) (according to the second part of assumption (iv)), there exists \( n^*_\varepsilon(\omega) \in \mathbb{N} \) with \( n^*_\varepsilon(\omega) \geq n_0 \) such that, for all \( n \geq n^*_\varepsilon(\omega) \), we have

\[ -(C + \varepsilon)S_n(\omega) - T_n^{(C+\varepsilon)}(\omega) > \sqrt{E(D(\xi_1, t_0)^2)} + \frac{\varepsilon}{2} E(-\partial_2 D(\xi_1, t_0)). \]

On the other hand, there exists \( n^{**}_\varepsilon(\omega) \in \mathbb{N} \) with \( n^{**}_\varepsilon(\omega) \geq n_0 \) such that, for all \( n \geq n^{**}_\varepsilon(\omega) \), we also have

\[ R_n(\omega) < \sqrt{E(D(\xi_1, t_0)^2)} + \frac{\varepsilon}{2} E(-\partial_2 D(\xi_1, t_0)). \]

Consequently, the inequality (5.8) holds for all \( n \geq n_\varepsilon(\omega) := \max(n^*_\varepsilon(\omega), n^{**}_\varepsilon(\omega)) \), which implies the validity of (5.7) for all \( n \geq n_\varepsilon(\omega) \). This shows that, for each \( \varepsilon > 0 \) and \( \omega \in \Omega^{(C+\varepsilon)} \), we have

\[ \limsup_{n \to \infty} \frac{\mu_n(\omega) - t_0}{a_n} \leq C + \varepsilon. \]

Then, by choosing \( \varepsilon := \frac{1}{m}, m \in \mathbb{N} \), we get \( \limsup_{n \to \infty} \frac{\mu_n(\omega) - t_0}{a_n} \leq C \) for each \( \omega \in \bigcap_{m \in \mathbb{N}} \Omega^{(C+\frac{1}{m})} \), where \( \mathbb{P}(\bigcap_{m \in \mathbb{N}} \Omega^{(C+\frac{1}{m})}) = 1 \), yielding that \( \limsup_{n \to \infty} \frac{\mu_n - t_0}{a_n} \leq C \) almost surely.

Let \( \varepsilon \in (0, C) \) be fixed. By assumption (ii), \( t_0 \) belongs to the interior of \( I^D_{\xi_1} \); thus, using that \( \lim_{n \to \infty} a_n = 0 \), there exists \( n_1 \in \mathbb{N} \setminus \{1, 2\} \) such that \( t_0 + (C - \varepsilon)a_n \in I^D_{\xi_1} \) for \( n \geq n_1 \). Using the strict monotonicity property of \( D \) in the second variable and using a completely analogous argument as above, for each \( \omega \in \Omega \) and \( n \geq n_1 \), we can
see that the following two inequalities
\begin{equation}
\frac{\mu_n(\omega) - t_0}{a_n} > C - \varepsilon, \quad n \rightarrow \infty \tag{5.10}
\end{equation}
\begin{equation}
R_n(\omega) > -(C - \varepsilon)S_n(\omega) - T_n^{(C-\varepsilon)}(\omega) \tag{5.11}
\end{equation}
are equivalent to each other.

Let \( \omega \in \Omega^{(C-\varepsilon)} \) be fixed arbitrarily. Then, we have
\begin{equation}
-(C - \varepsilon)S_n(\omega) - T_n^{(C-\varepsilon)}(\omega) < \sqrt{E(D(\xi_1, t_0)^2)} - \frac{\varepsilon}{2}E(-\partial_2 D(\xi_1, t_0)) \tag{5.12}
\end{equation}
as \( n \rightarrow \infty \). Thus, in view of the positivity of \( E(-\partial_2 D(\xi_1, t_0)) \), there exists \( m_\varepsilon^*(\omega) \in \mathbb{N} \) with \( m_\varepsilon^*(\omega) \geq n_1 \) such that, for all \( n \geq m_\varepsilon^*(\omega) \), we have
\begin{equation}
-(C - \varepsilon)S_n(\omega) - T_n^{(C-\varepsilon)}(\omega) < \frac{\varepsilon}{2}E(-\partial_2 D(\xi_1, t_0)).
\end{equation}

On the other hand, there exists a sequence \( (n_k^\omega(\omega))_{k \in \mathbb{N}} \) such that \( n_k^\omega(\omega) \in \mathbb{N} \cap (m_\varepsilon^*(\omega), \infty) \), \( n_k^\omega(\omega) \uparrow \infty \) as \( k \rightarrow \infty \), and
\begin{equation}
R_{n_k^\omega(\omega)}(\omega) > \sqrt{E(D(\xi_1, t_0)^2)} - \frac{\varepsilon}{2}E(-\partial_2 D(\xi_1, t_0)), \quad k \in \mathbb{N}.
\end{equation}
This implies that, for each \( \varepsilon \in (0, C) \) and \( \omega \in \Omega^{(C-\varepsilon)} \),
\begin{equation}
\limsup_{n \rightarrow \infty} \frac{\mu_n(\omega) - t_0}{a_n} \geq C - \varepsilon.
\end{equation}

By choosing \( \varepsilon := 1/m \) with \( m > 1/C, m \in \mathbb{N} \), we have \( \limsup_{n \rightarrow \infty} \frac{\mu_n(\omega) - t_0}{a_n} \geq C \) for \( \omega \in \bigcap_{m=[1/C]}^{\infty} \Omega^{(C-1/m)} \), where \( \mathbb{P}(\bigcap_{m=[1/C]}^{\infty} \Omega^{(C-1/m)}) = 1 \). This yields \( \limsup_{n \rightarrow \infty} \frac{\mu_n(\omega) - t_0}{a_n} \geq C \) almost surely.

All in all, we get that \( \limsup_{n \rightarrow \infty} \frac{\mu_n(\omega) - t_0}{a_n} = C \) almost surely, yielding (5.2).

Finally, we turn to derive (5.3) by applying (5.2) and a “reflection” method.

Let \( D^* : (-I)^2 \rightarrow \mathbb{R}, D^*(x, t) := -D(-x, -t), x, t \in -I \). Then, it immediately follows that \( D^* \) is a deviation. For each \( n \in \mathbb{N}, x_1, \ldots, x_n \in -I \), the equation \( \sum_{t=1}^{n} D^*(x_i, t) = 0, t \in -I \), is equivalent to \( \sum_{t=1}^{n} D(-x_i, -t) = 0, -t \in I \), and hence,
\begin{equation}
M_n^{D^*}(x_1, \ldots, x_n) = -M_n^D(-x_1, \ldots, -x_n), \quad n \in \mathbb{N}, -x_1, \ldots, -x_n \in I.
\end{equation}

Further, the equation \( E(D^*(-\xi_1, t)) = 0, t \in -I \), is equivalent to \( E(-D(\xi_1, -t)) = 0, -t \in I \), and hence, we have \( t_0^\omega := M_n^{D^*}(-\xi_1) = -M_n^D(\xi_1) = -t_0 \). It is easy to see that \( -\xi_1 \) satisfies the interior point condition with respect to \( D^* \), and
hence, assumptions (i) and (ii) hold for \( D^* \) and the random variable \(-\xi_1\). It is also not difficult to check that assumption (iii') is valid for \( D^* \), for the random variable \(-\xi_1\) with \( H^*(x) := H(-x) \) for \( x \in I \), \( h^*(s) := h(s) \), \( s \in (0, r) \), and \( t_0^* = M^D(-\xi_1) \). Furthermore, we have that \( \mathbb{E}(D^*(-\xi_1, t_0^*)^2) = \mathbb{E}(D(\xi_1, t_0)^2) \) and \( \mathbb{E}(\partial_2 D^*(-\xi_1, t_0^*)) = \mathbb{E}(\partial_2 D(\xi_1, t_0)) \), which implies that assumption (iv) is also valid for this transformed setting.

Using (5.2) for the i.i.d. sequence of random variables \((-\xi_n)_{n \in \mathbb{N}}\), we have

\[
\limsup_{n \to \infty} \frac{M_n^{D^*}(-\xi_1, \ldots, -\xi_n) - t_0^*}{\sqrt{2n^{-1} \ln(\ln(n))}} = \sqrt{\frac{\mathbb{E}(D^*(-\xi_1, t_0^*)^2)}{\mathbb{E}(\partial_2 D^*(-\xi_1, t_0^*))}}.
\]

Consequently, by (5.13) and the previous discussion, we obtain

\[
\limsup_{n \to \infty} \frac{-M_n(D(\xi_1, \ldots, \xi_n) - (-t_0)}{\sqrt{2n^{-1} \ln(\ln(n))}} = \sqrt{\frac{\mathbb{E}(D(\xi_1, t_0)^2)}{\mathbb{E}(\partial_2 D(\xi_1, t_0))}} = C,
\]

which immediately implies (5.3), as desired. \(\Box\)

6 Large Deviations for Deviation Means

We formulate a large deviation result for deviation means of i.i.d. random variables.

**Theorem 6.1** Let \( I \subset \mathbb{R} \) be a nondegenerate interval and let \( D : I^2 \to \mathbb{R} \) be a deviation and \((\xi_n)_{n \in \mathbb{N}}\) be a sequence of i.i.d. random variables. Assume that

(i) \( D \) is Borel measurable in the first variable;
(ii) \( \mathbb{P}(\xi_1 \in I) = 1 \) and for each \( x \in I \), the random variable \( D(\xi_1, x) \) is nondegenerate;
(iii) for each \( c > 0 \) and \( x \in I \), we have

\[
\varphi(c, x) := \mathbb{E}(e^{cD(\xi_1, x)}) < \infty;
\]

(iv) there exists a point \( t_0 \in I_{\xi_1} \) such that \( \mathbb{E}(D(\xi_1, t_0)) = 0 \), i.e., \( t_0 = M^D(\xi_1) \).

Then for each \( x > t_0 \), \( x \in I \) with \( \text{ess sup}(D(\xi_1, x)) > 0 \), we have

\[
\lim_{n \to \infty} \frac{1}{n} \ln \left( \mathbb{P} \left( M_n^D(\xi_1, \ldots, \xi_n) \geq x \right) \right) = \sup_{m \in \mathbb{N}} \frac{1}{m} \ln \left( \mathbb{P} \left( M_m^D(\xi_1, \ldots, \xi_m) \geq x \right) \right)
= \inf_{c > 0} \ln \left( \varphi(c, x) \right).
\]

The equalities above can be also rewritten in the following “exponential” form

\[
\lim_{n \to \infty} \sqrt{n} \mathbb{P}(M_n^D(\xi_1, \ldots, \xi_n) \geq x) = \sup_{m \in \mathbb{N}} \sqrt{m} \mathbb{P}(M_m^D(\xi_1, \ldots, \xi_m) \geq x) = \inf_{c > 0} \varphi(c, x).
\]

\(\copyright\) Springer
Proof For each \( x \in \mathbb{R} \), the following equalities hold:

\[
\mathbb{P}(M_n^D(\xi_1, \ldots, \xi_n) \geq x) = \mathbb{P}\left(\sum_{i=1}^{n} D(\xi_i, x) \geq 0\right) = \mathbb{P}\left(\frac{1}{n} \sum_{i=1}^{n} D(\xi_i, x) \geq 0\right).
\]

(6.2)

According to assumption (iii), for all \( x \in I \), we have that the positive part \([D(\xi_1, x)]^+\) of \( D(\xi_1, x) \) is integrable, i.e., \( \mathbb{E}([D(\xi_1, x)]^+) < \infty \), and therefore, \( \mathbb{E}(D(\xi_1, x)) \) is well defined and belongs to \([-\infty, \infty)\). Hence for each \( x > t_0, x \in I \) with \( \text{ess sup}(D(\xi_1, x)) > 0 \), we can apply the exponential form of Cramér’s theorem on large deviations for the sequence of i.i.d. random variables \( D(\xi_i, x), i \in \mathbb{N} \) and \( y := 0 \) (see Theorem A.5) and we obtain

\[
\lim_{n \to \infty} n^{\frac{1}{\phi(c, x)}} \mathbb{P}\left(\frac{1}{n} \sum_{i=1}^{n} D(\xi_i, x) \geq 0\right) = \sup_{m \in \mathbb{N}} \mathbb{P}\left(\frac{1}{m} \sum_{i=1}^{m} D(\xi_i, x) \geq 0\right) = \inf_{c > 0} \phi(c, x),
\]

(6.3)

which, in view of (6.2), yields the equality (6.1). This shows that the first equation of the assertion is also valid.

\[\square\]

7 Examples for Limit Theorems

We specialize Theorems 3.1, 4.1 and 5.1 to Bajraktarević means by deriving a strong law of large numbers, a central limit theorem and a law of the iterated logarithm for these means. The strong law of large numbers and the central limit theorem in question have already been proved in Barczy and Burai [4, Theorem 2.1]; however, the law of the iterated logarithm in this setting is a new result, and according to our knowledge, it is new even for quasi-arithmetic means.

Example 7.1 (Bajraktarević means) Let \( I \) be a nondegenerate interval of \( \mathbb{R} \), let \( f : I \to \mathbb{R} \) be a continuous and strictly increasing function, and let \( p : I \to (0, \infty) \) be a Borel measurable function. Let \( (\xi_n)_{n \in \mathbb{N}} \) be a sequence of i.i.d. random variables such that \( \mathbb{P}(\xi_1 \in I) = 1, \mathbb{E}(p(\xi_1)) < \infty \) and \( \mathbb{E}(p(\xi_1)|f(\xi_1))) < \infty \). As it was mentioned in the introduction, for each \( n \in \mathbb{N} \), an \( n \)-variable Bajraktarević mean corresponding to \( f \) and \( p \) is nothing else but an \( n \)-variable deviation mean corresponding to the deviation \( D : I^2 \to \mathbb{R}, D(x, t) := p(x)(f(x) - f(t)), x, t \in I \). By part (ii) of Example 2.4, \( D \) is Borel measurable in the first variable and \( I_\xi^D = I \). Thus, assumption (i) of Theorem 3.1 is satisfied.

Further, the equation \( \mathbb{E}(D(\xi_1, t)) = 0, t \in I \), takes the form

\[
0 = \mathbb{E}(p(\xi_1)f(\xi_1)) - f(t)\mathbb{E}(p(\xi_1)), \quad t \in I,
\]
and hence
\[ f(t) = \frac{\mathbb{E}(p(\xi_1) f(\xi_1))}{\mathbb{E}(p(\xi_1))}, \quad t \in I. \]

Using that \( f \) is strictly monotone and Corollary A.2, we have
\[ t_0 := \mathbb{M}^D(\xi_1) = f^{-1}\left( \frac{\mathbb{E}(p(\xi_1) f(\xi_1))}{\mathbb{E}(p(\xi_1))} \right) \in I. \]

Supposing that \( \mathbb{M}^D(\xi_1) \) belongs to the interior of \( I \), we have that assumption (ii) of Theorem 3.1 is satisfied as well, and hence, Theorem 3.1 yields
\[ \mathcal{B}_n^{f,p}(\xi_1, \ldots, \xi_n) \xrightarrow{\text{a.s.}} f^{-1}\left( \frac{\mathbb{E}(p(\xi_1) f(\xi_1))}{\mathbb{E}(p(\xi_1))} \right) \quad \text{as } n \to \infty, \]
as we expected (compare with Theorem 1.12). Here, we call the attention to the fact that Barczy and Burai [4, Theorem 2.1] supposed that \( f(I) \) is closed for deriving a strong law of large numbers for Bajraktarević means; however, as we have seen, it is a superfluous assumption in their theorem.

In what follows, additionally, let us suppose that \( \mathbb{E}(p(\xi_1)^2) < \infty \), \( \mathbb{E}(p(\xi_1)^2 f(\xi_1)^2) < \infty \), \( \xi_1 \) is not a constant random variable (equivalently, \( \mathbb{P}(\xi_1 = t_0) < 1 \)) and \( f \) is differentiable at \( t_0 \) with a nonzero derivative. Next, we check the assumptions of Theorem 4.1. In fact, we have already verified that the assumptions (i) and (ii) of Theorem 4.1 hold (see the discussion above). By the differentiability of \( f \) at \( t_0 \), it follows that the function \( h : (0, r) \to \mathbb{R} \) defined by
\[ h(s) := \max \left( \left| \frac{f(t_0 + s) - f(t_0)}{s} - f'(t_0) \right|, \left| \frac{f(t_0) - f(t_0 - s)}{s} - f'(t_0) \right| \right), \quad s \in (0, r), \]
(where \( r > 0 \) is chosen such that \((t_0 - r, t_0 + r) \subset I\)) possesses the limit property \( h(s) \to 0 \) as \( s \to 0^+ \). Therefore, the assumption (iii) of Theorem 4.1 is valid with \( \alpha = 0 \), \( H(x) := p(x), x \in I \), since
\[ \tilde{f}(t) := \left| \frac{f(t) - f(t_0)}{t - t_0} - f'(t_0) \right| \leq \max \left( \tilde{f}(t), \tilde{f}(2t_0 - t) \right) \]
\[ = \max \left( \tilde{f}(t_0 + |t - t_0|), \tilde{f}(t_0 - |t - t_0|) \right) \]
\[ = h(|t - t_0|), \quad t \in (t_0 - r, t_0 + r), \ t \neq t_0. \]

In this case \( q = 1 \), and \( \mathbb{E}(H(\xi_1)^q) < \infty \) follows from \( \mathbb{E}(p(\xi_1)) < \infty \). Finally,
\[ \mathbb{E}(D(\xi_1, t_0)^2) = \mathbb{E}(p(\xi_1)^2 (f(\xi_1) - f(t_0))^2) \]
\[ \leq 2 \mathbb{E}(p(\xi_1)^2 f(\xi_1)^2) + 2 f(t_0)^2 \mathbb{E}(p(\xi_1)^2) < \infty, \]
and \( \mathbb{E}(D(\xi_1, t_0)^2) = 0 \) holds if and only if \( \mathbb{P}(f(\xi_1) = f(t_0)) = 1 \), and, equivalently, using the strict monotonicity of \( f \), if and only if \( \mathbb{P}(\xi_1 = t_0) = 1 \), and
since we have assumed that \( \xi_1 \) is not a constant random variable, we can conclude that \( E(D(\xi_1, t_0)^2) > 0 \). Moreover, \( E(-\partial_2 D(\xi_1, t_0)) = E(p(\xi_1)f'(t_0)) = f'(t_0)E(p(\xi_1)) \in (0, \infty) \), and hence, the assumption (iv) of Theorem 4.1 holds, too.

Thus, one can apply Theorem 4.1 yielding

\[
\sqrt{n}(B_n^{f,p}(\xi_1, \ldots, \xi_n) - t_0) \xrightarrow{D} N \left( 0, \frac{E(D(\xi_1, t_0)^2)}{(E(\partial_2 D(\xi_1, t_0)))^2} \right) \quad \text{as } n \to \infty.
\]

Here,

\[
E(D(\xi_1, t_0)^2) = E((p(\xi_1)(f(\xi_1) - f(t_0)))^2) = E \left( (p(\xi_1))^2 \left( f(\xi_1) - \frac{E(p(\xi_1)f(\xi_1))}{E(p(\xi_1))} \right)^2 \right) \]

\[
= \frac{1}{(E(p(\xi_1)))^2} \left[ (E(p(\xi_1)))^2 \text{Var}(p(\xi_1)f(\xi_1)) + (E(p(\xi_1))f(\xi_1))^2 \text{Var}(p(\xi_1)) \right. \]

\[
\left. - 2E(p(\xi_1))E(p(\xi_1)f(\xi_1)) \text{Cov}(p(\xi_1), p(\xi_1)f(\xi_1)) \right].
\]

and

\[
(E(\partial_2 D(\xi_1, t_0)))^2 = (E(-p(\xi_1)f'(t_0)))^2 = (E(p(\xi_1)))^2 \left( f' \left( f^{-1} \left( \frac{E(p(\xi_1)f(\xi_1))}{E(p(\xi_1))} \right) \right) \right)^2.
\]

This yields that

\[
\frac{E(D(\xi_1, t_0)^2)}{(E(\partial_2 D(\xi_1, t_0)))^2} = \sigma_{f,p}^2,
\]

where \( \sigma_{f,p}^2 \) is given in Theorem 1.12, and hence, Theorem 4.1 yields (1.4), as we expected (compare with Theorem 1.12).

Now, we turn to establish the law of the iterated logarithm for Bajraktarević means of i.i.d. random variables. Note that in case of \( \alpha = 0 \), the assumption (iii") of Theorem 5.1 coincides with the assumption (iii) of Theorem 4.1. Consequently, all the assumptions of Theorem 5.1 hold and we have

\[
\limsup_{n \to \infty} \frac{B_n^{f,p}(\xi_1, \ldots, \xi_n) - t_0}{\sqrt{2n^{-1} \ln(\ln(n))}} \overset{\text{a.s.}}{=} \sqrt{\sigma_{f,p}^2}
\]

and

\[
\liminf_{n \to \infty} \frac{B_n^{f,p}(\xi_1, \ldots, \xi_n) - t_0}{\sqrt{2n^{-1} \ln(\ln(n))}} \overset{\text{a.s.}}{=} -\sqrt{\sigma_{f,p}^2}.
\]

In the special case \( p(x) = 1, x \in I \), i.e., in case of a quasi-arithmetic mean with a generator \( f \), we have

\[
\limsup_{n \to \infty} \frac{A_n^{f}(\xi_1, \ldots, \xi_n) - A_f(\xi_1)}{\sqrt{2n^{-1} \ln(\ln(n))}} \overset{\text{a.s.}}{=} \sqrt{\text{Var}(f(\xi_1))} \frac{f'(A_f(\xi_1))}{f'(A_f(\xi_1))},
\]
Claim 7.2. Let $I := (0, \infty)$ and $D : I^2 \to \mathbb{R}$, $D(x, t) := x(x - t) + x^2 - t^2$, $x, t \in I$. Then, $D$ is a deviation which is Borel measurable in the first variable, and the family of deviation means $\{M^D_n, n \in \mathbb{N}\}$ cannot be a family of Bajraktarević means, i.e., there do not exist a continuous and strictly monotone function $f : I \to \mathbb{R}$ and a function $p : I \to (0, \infty)$ such that $\{B_n^{f,p}, n \in \mathbb{N}\}$ coincides with $\{M^D_n, n \in \mathbb{N}\}$.

Proof: Since $\partial_2 D(x, t) = -x - 2t < 0$, $x, t \in I$, and $D(t, t) = 0$, $t \in I$, we have that $D$ is a deviation. On the contrary, let us suppose that $\{M^D_n, n \in \mathbb{N}\}$ is a family of Bajraktarević means. Then, using a result of Daróczy and Páles [13] (for more details, see the end of Remark 1.8), $D$ can be written in the form $D(x, t) = d(t)p(x)(f(x) - f(t))$, $x, t \in I$, where $f : I \to \mathbb{R}$ is a continuous and strictly increasing function, $p : I \to \mathbb{R}$ is a positive function and $d : I \to \mathbb{R}$ is a positive continuous function. Consequently, $D$ satisfies the conditions and part (i) of the Characterization Theorem 1 of Páles [38], which says that, for all $n \in \mathbb{N}$, $x_1, \ldots, x_n \in I$ and $\lambda_1, \ldots, \lambda_n \in \mathbb{R}$, the set

$$\left\{ t \in I : \sum_{i=1}^{n} \lambda_i D(x_i, t) \leq 0 \right\}$$

must be convex (i.e., it must be a convex set, a singleton or the interval $I$). Here,

$$\left\{ t \in I : \sum_{i=1}^{n} \lambda_i D(x_i, t) \leq 0 \right\} = \left\{ t \in I : \sum_{i=1}^{n} \left( \lambda_i (2x_i^2 - x_i t - t^2) \right) \leq 0 \right\}$$

$$= \left\{ t \in I : -\left( \sum_{i=1}^{n} \lambda_i \right) t^2 - \left( \sum_{i=1}^{n} \lambda_i x_i \right) t + 2 \sum_{i=1}^{n} \lambda_i x_i^2 \leq 0 \right\}.$$

Hence, in order to get a contradiction, it is enough to find $n \in \mathbb{N}$, $x_1, \ldots, x_n \in I$ and $\lambda_1, \ldots, \lambda_n \in \mathbb{R}$ with $\sum_{i=1}^{n} \lambda_i > 0$ such that the equation $-\left( \sum_{i=1}^{n} \lambda_i \right) t^2 - \left( \sum_{i=1}^{n} \lambda_i x_i \right) t + 2 \sum_{i=1}^{n} \lambda_i x_i^2 = 0$ has two positive distinct solutions, which take the...
forms
\[ t_{\pm} := -\sum_{i=1}^{n} \lambda_i x_i \pm \frac{\sqrt{(\sum_{i=1}^{n} \lambda_i x_i)^2 + 8 \sum_{i=1}^{n} \lambda_i \sum_{i=1}^{n} \lambda_i x_i^2}}{2 \sum_{i=1}^{n} \lambda_i}. \]

To give such examples, let \( n := 2, \lambda_1 := 51, \lambda_2 := -50, x_1 := 50, \) and \( x_2 := 101. \) Then,
\[
\begin{align*}
2 \sum_{i=1}^{n} \lambda_i &= 1, & 2 \sum_{i=1}^{n} \lambda_i x_i &= -2500, & 2 \sum_{i=1}^{n} \lambda_i x_i^2 &= -382550, \\
\left(2 \sum_{i=1}^{n} \lambda_i x_i\right)^2 + 8 \sum_{i=1}^{n} \lambda_i \sum_{i=1}^{n} \lambda_i x_i^2 &= 3189600,
\end{align*}
\]
and hence,
\[ t_{\pm} = \frac{2500 \pm \sqrt{3189600}}{2}. \]

Consequently,
\[
\left\{ t \in I : \sum_{i=1}^{n} \lambda_i D(x_i, t) \leq 0 \right\} = (0, t_-) \cup [t_+, \infty),
\]
where \( t_- \approx 357.03 \) and \( t_+ \approx 2142.97, \) which is not a convex set, yielding a contradiction. \( \square \)

**Example 7.3** Let \( I := (0, \infty) \) and \( D : I^2 \to \mathbb{R}, D(x, t) := x(x-t)+x^2-t^2, x, t \in I. \) Then, by Claim 7.2, \( D \) is a deviation which is Borel measurable in the first variable, and the family of deviation means \( \{M_n^D, n \in \mathbb{N}\} \) cannot be a family of Bajraktarević means. Further, for each \( n \in \mathbb{N} \) and \( x_1, \ldots, x_n \in I, \) the equation \( \sum_{i=1}^{n} D(x_i, t) = 0, \) \( t \in I, \) takes the form
\[
2 \sum_{i=1}^{n} x_i^2 - \left(\sum_{i=1}^{n} x_i\right) t - nt^2 = 0, \quad t > 0,
\]
and it has a unique solution
\[
M_n^D(x_1, \ldots, x_n) = -\frac{1}{2} \sum_{i=1}^{n} x_i \frac{1}{n} + \frac{1}{4} \left( \frac{\sum_{i=1}^{n} x_i}{n} \right)^2 + 2 \frac{\sum_{i=1}^{n} x_i^2}{n} = -\frac{1}{2} \mathcal{A}_n^f (x_1, \ldots, x_n) + \frac{1}{4} \left( \mathcal{A}_n^f (x_1, \ldots, x_n) \right)^2 + 2 \left( \mathcal{A}_n^g (x_1, \ldots, x_n) \right)^2.
\]
where \( f(x) := x, x > 0 \), \( g(x) := x^2, x > 0 \), and we used the notations for quasi-arithmetic means introduced in Definition 1.2. Due to the well-known inequality \( A_n^f(x_1, \ldots, x_n) \leq A_n^g(x_1, \ldots, x_n) \), it follows that \( \mathcal{M}_n^D(x_1, \ldots, x_n) \geq A_n^f(x_1, \ldots, x_n) \) for each \( n \in \mathbb{N} \) and \( x_1, \ldots, x_n \in I \).

Let \( (\xi_n)_{n \in \mathbb{N}} \) be a sequence of i.i.d. random variables such that \( P(\xi_1 \in I) = 1 \) and \( E(\xi_1^2) < \infty \). Then for each \( t \in I \), we have

\[
E(|D(\xi_1, t)|) = E(2\xi_1^2 - \xi_1 t - t^2) \leq 2E(\xi_1^2) + tE(\xi_1) + t^2 < \infty,
\]

and hence, \( I_{\xi_1}^D = I \). Further, the equation \( E(D(\xi_1, t)) = 0, t \in I \), takes the form

\[
E(2\xi_1^2 - \xi_1 t - t^2) = 0, \quad t > 0,
\]

which is equivalent to \( t^2 + E(\xi_1)t - 2E(\xi_1^2) = 0, t > 0 \). Consequently,

\[
t_0 := \mathcal{M}_n^D(\xi_1) = \frac{1}{2} \left( -E(\xi_1) + \sqrt{8E(\xi_1^2) + (E(\xi_1))^2} \right) = -\frac{1}{2} E(\xi_1) + \sqrt{\frac{1}{4}(E(\xi_1))^2 + 2E(\xi_1^2)}.
\]

Indeed, by Lemma A.1, \( E(\xi_1^2) \in I = (0, \infty) \), and hence \( -E(\xi_1) + \sqrt{8E(\xi_1^2) + (E(\xi_1))^2} > -E(\xi_1) + E(\xi_1) = 0 \). Consequently, \( \mathcal{M}_n^D(\xi_1) \in I \), and thus, \( \xi_1 \) satisfies the interior point condition with respect to \( D \). All in all, the assumptions (i) and (ii) of Theorem 3.1 are satisfied, and hence, we obtain

\[
\mathcal{M}_n^D(\xi_1, \ldots, \xi_n) = -\frac{1}{2} A_n^f(x_1, \ldots, x_n) + \frac{1}{4} (A_n^f(x_1, \ldots, x_n))^2 + 2(A_n^g(x_1, \ldots, x_n))^2 \xrightarrow{a.s.} -\frac{1}{2} E(\xi_1) + \sqrt{\frac{1}{4}(E(\xi_1))^2 + 2E(\xi_1^2)}
\]

as \( n \to \infty \). Of course, to derive the almost sure convergence above, we do not need to use Theorem 3.1, and it readily follows by Kolmogorov’s strong law of large numbers for the i.i.d. random variables \((\xi_n)_{n \in \mathbb{N}}\) and \((\xi_n^2)_{n \in \mathbb{N}}\), respectively.

In what follows, additionally, let us suppose that \( E(\xi_1^4) < \infty \) and \( \xi_1 \) is not a constant random variable (equivalently, \( P(\xi_1 = t_0) < 1 \)). Next, we check the assumptions of Theorem 4.1. In fact, we have already verified that the assumptions (i) and (ii) of Theorem 4.1 hold (see the discussion above). Further, for each \( x, t \in I \), we have

\[
|\partial_2 D(x, t) - \partial_2 D(x, t_0)| = |x - t - (x - 2t_0)| = 2|t - t_0|,
\]

and hence, the inequality (4.9) holds with \( H(x) = 1, x \in I \), and \( h(s) = 2s, s \in [0, r) \), where \( r > 0 \) is such that \( t_0 > r \). (Such an \( r > 0 \) exists, since \( t_0 > 0 \).) By part (i) of
Remark 4.6, the assumption (iii) of Theorem 4.1 holds with the given functions \( h, H \) and \( \alpha := 0 \) yielding \( q = 1 \). Moreover,
\[
\mathbb{E}(D(\xi_1, t_0)^2) = \mathbb{E}((2\xi_1^2 - \xi_1 t_0 - t_0^2)^2) \leq 2\left(4\mathbb{E}(\xi_1^4) + \mathbb{E}(\xi_1^2) t_0^2 + t_0^4\right) < \infty,
\]
and \( \mathbb{E}(D(\xi_1, t_0)^2) = 0 \) is equivalent to \( \mathbb{P}(2\xi_1^2 - \xi_1 t_0 - t_0^2 = 0) = 1 \), and since \( 2\xi_1^2 - \xi_1 t_0 - t_0^2 = (\xi_1 - t_0)(2\xi_1 + t_0) \), it is equivalent to \( \mathbb{P}(\xi_1 = t_0) = 1 \), which we excluded. Hence, \( 0 < \mathbb{E}(D(\xi_1, t_0)^2) < \infty \). Further, \( \mathbb{E}(\partial_2 D(\xi_1, t_0)) = \mathbb{E}(\xi_1 + 2t_0) = \mathbb{E}(\xi_1) + 2t_0 < \infty \) and \( \mathbb{E}(\partial_2 D(\xi_1, t_0)) = 0 \) holds if and only if \( \mathbb{E}(\xi_1) = -2t_0 \), which cannot happen, since \( \mathbb{E}(\xi_1) > 0 \) and \( -2t_0 < 0 \). Hence, \( 0 < \mathbb{E}(\partial_2 D(\xi_1, t_0)) < \infty \), and then, the assumption (iv) of Theorem 4.1 is satisfied. Thus, one can apply Theorem 4.1 yielding
\[
\sqrt{n}(M_n^D(\xi_1, \ldots, \xi_n) - t_0) \xrightarrow{D} \mathcal{N}\left(0, \frac{\mathbb{E}(D(\xi_1, t_0)^2)}{(\mathbb{E}(\partial_2 D(\xi_1, t_0)))^2}\right) \quad \text{as } n \to \infty.
\]
Here,
\[
(\mathbb{E}(\partial_2 D(\xi_1, t_0)))^2 = (\mathbb{E}(\xi_1) + 2t_0)^2 = 8\mathbb{E}(\xi_1^2) + (\mathbb{E}(\xi_1))^2,
\]
and using the equality \( t_0^2 + \mathbb{E}(\xi_1)t_0 - 2\mathbb{E}(\xi_1^2) = 0 \) in each step, we obtain
\[
\begin{align*}
\mathbb{E}(D(\xi_1, t_0)^2) &= \mathbb{E}((2\xi_1^2 - \xi_1 t_0 - t_0^2)^2) = t_0^4 + 2\mathbb{E}(\xi_1)t_0^3 - 3\mathbb{E}(\xi_1^2)t_0^2 - 4\mathbb{E}(\xi_1^3)t_0 + 4\mathbb{E}(\xi_1^4) \\
&= \mathbb{E}(\xi_1)t_0^3 - \mathbb{E}(\xi_1^2)t_0^2 - 4\mathbb{E}(\xi_1^3)t_0 + 4\mathbb{E}(\xi_1^4) \\
&= -(\mathbb{E}(\xi_1^3) + (\mathbb{E}(\xi_1)^3)t_0^2 + (2\mathbb{E}(\xi_1^2)\mathbb{E}(\xi_1) - 4\mathbb{E}(\xi_1^3))t_0 + 4\mathbb{E}(\xi_1^4) \\
&= ((\mathbb{E}(\xi_1))^3 + 3\mathbb{E}(\xi_1^2)\mathbb{E}(\xi_1) - 4\mathbb{E}(\xi_1^3))t_0 + 4\mathbb{E}(\xi_1^4) - 2(\mathbb{E}(\xi_1^2))^2 \\
&= -2(\mathbb{E}(\xi_1^2))(\mathbb{E}(\xi_1)).
\end{align*}
\]

Now, we turn to establish the law of the iterated logarithm for the given deviation means of i.i.d. random variables. Note that in case of \( \alpha = 0 \), the assumption (iii') of Theorem 5.1 coincides with the assumption (iii) of Theorem 4.1. Consequently, Theorem 5.1 yields that (5.2) and (5.3) hold with \( t_0 \) given above. \( \square \)
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**A Appendix: Auxiliary Results**

In this part, we recall or prove some auxiliary results that are used in the proofs.
Lemma A.1 Let \( I \) be a nondegenerate interval of \( \mathbb{R} \), let \( f : I \to \mathbb{R} \) be a continuous and strictly monotone function, and let \( \xi \) be a random variable such that \( \mathbb{P}(\xi \in I) = 1 \) and \( \mathbb{E}(|f(\xi)|) < \infty \). Then \( \mathbb{E}(f(\xi)) \in f(I) \).

Proof First note that \( f(I) \) is an interval and so it is a convex set. If \( \xi_n, n \in \mathbb{N} \), are i.i.d. random variables such that \( \xi_1 \overset{\mathcal{D}}{=} \xi \), then, by Kolmogorov’s strong law of large numbers, 
\[
\frac{1}{n} \sum_{i=1}^{n} f(\xi_i) \overset{a.s.}{\to} \mathbb{E}(f(\xi)) \text{ as } n \to \infty.
\]
So \( \mathbb{E}(f(\xi)) \) belongs to the closure \( \overline{f(I)} \) of the interval \( f(I) \). If \( f(I) \) is closed, then the statement is obvious. In what follows, let us suppose that \( f(I) \) is not closed. Then, we check that \( \mathbb{E}(f(\xi)) \not\in \overline{f(I)} \) cannot hold. On the contrary, let us assume it. Then, \( f(I) \neq \mathbb{R} \), and \( [\mathbb{E}(f(\xi)), \infty) \cap f(I) = \emptyset \) or \( (-\infty, \mathbb{E}(f(\xi))) \cap f(I) = \emptyset \) yielding that \( \mathbb{P}(f(\xi) - \mathbb{E}(f(\xi)) \leq 0) = 1 \) or \( \mathbb{P}(f(\xi) - \mathbb{E}(f(\xi)) \geq 0) = 1 \). Since \( \mathbb{E}(f(\xi) - \mathbb{E}(f(\xi))) = 0 \), it is known that it implies \( \mathbb{P}(f(\xi) = \mathbb{E}(f(\xi))) = 1 \) leading us to a contradiction, since \( \mathbb{P}(f(\xi) \in f(I)) = 1 \) and \( \mathbb{E}(f(\xi)) \not\in f(I) \). \( \square \)

Corollary A.2 Let \( I \) be a nondegenerate interval of \( \mathbb{R} \), let \( f : I \to \mathbb{R} \) be a continuous and strictly monotone function, and let \( \rho : I \to (0, \infty) \) be a Borel measurable function. Let \( \xi \) be a random variable with \( \mathbb{P}(\xi \in I) = 1 \), \( \mathbb{E}(\rho(\xi)) < \infty \) and \( \mathbb{E}(\rho(\xi)|f(\xi)|) < \infty \). Then,
\[
\frac{\mathbb{E}(\rho(\xi) f(\xi))}{\mathbb{E}(\rho(\xi))} \in f(I).
\]

Proof Let us define the probability measure \( \mathbb{Q} \) on the measurable space \((\Omega, \mathcal{F})\) by
\[
\mathbb{Q}(A) := \int_A \frac{\rho(\xi)}{\mathbb{E}(\rho(\xi))} \, d\mathbb{P} = \frac{\mathbb{E}(\rho(\xi)1_A)}{\mathbb{E}(\rho(\xi))}, \quad A \in \mathcal{F},
\]
where \((\Omega, \mathcal{F}, \mathbb{P})\) denotes the underlying probability space. Then, \( f(\xi) \) is integrable with respect to \( \mathbb{Q} \), and by denoting the expectation with respect to \( \mathbb{Q} \) by \( \mathbb{E}_\mathbb{Q} \), we have
\[
\mathbb{E}_\mathbb{Q}(f(\xi)) = \frac{\mathbb{E}(\rho(\xi) f(\xi))}{\mathbb{E}(\rho(\xi))}.
\]
By Lemma A.1, \( \mathbb{E}_\mathbb{Q}(f(\xi)) \in f(I) \), yielding the statement. \( \square \)

For the proof of the central limit theorem, we formulate a direct consequence of the strong law of large numbers due to Marcinkiewicz and Zygmund, see, e.g., Kallenberg [26, Theorem 5.23]. We note that the case \( q = 1 \) is the strong law of large numbers by Kolmogorov.

Lemma A.3 Let \((\xi_n)_{n \in \mathbb{N}}\) be a sequence of i.i.d. random variables, and let \( q \in (0, 1] \). Assume that \( \mathbb{E}(|\xi|^q) < \infty \). Then, \( \frac{1}{n} \sum_{i=1}^{n} \xi_i \) converges as \( n \to \infty \) almost surely to \( \mathbb{E}(\xi) \) if \( q = 1 \), and to 0 if \( q \in (0, 1) \).

Lemma A.4 Let \( I \subset \mathbb{R} \) be a nondegenerate interval, let \( t_0 \) be an interior point of \( I \), and let \( D : I^2 \to \mathbb{R} \) be a deviation and \((\xi_n)_{n \in \mathbb{N}}\) be a sequence of i.i.d. random variables such that \( \mathbb{P}(\xi_1 \in I) = 1 \). Assume that
(a) $D$ is Borel measurable in the first variable;
(b) $D$ is differentiable in the second variable at $t_0$ and, there exist $r > 0$, $\alpha \in [0, \infty)$, a nonnegative Borel measurable function $H : I \to \mathbb{R}$ and a nonnegative function $h : (0, r) \to \mathbb{R}$ such that

$$\left| \frac{D(x, t) - D(x, t_0)}{t - t_0} - \partial_2 D(x, t_0) \right| \leq H(x)h(|t - t_0|)$$

for $x \in I$, $t \neq t_0$, $t \in (t_0 - r, t_0 + r) \subset I$, and

$$\limsup_{s \to 0^+} \frac{h(s)}{s^\alpha} \begin{cases} = 0 & \text{if } \alpha = 0, \\ < \infty & \text{if } \alpha > 0, \end{cases} \quad \text{and } \mathbb{E}(H(\xi_1)^q) < \infty,$$

where $q \in (0, 1]$ if $\alpha = 0$, and $q \in (0, 1)$ if $\alpha > 0$.

Further, let $(\kappa_n)_{n \in \mathbb{N}}$ and $(\tau_n)_{n \in \mathbb{N}}$ be sequences of real numbers such that

(c) $\kappa_n \neq 0$, $n \in \mathbb{N}$, $\lim_{n \to \infty} \kappa_n = 0$, and

$$\limsup_{n \to \infty} n^{\frac{1}{q}} |\tau_n||\kappa_n|^{\alpha + 1} < \infty.$$

Then,

$$\tau_n \sum_{i=1}^{n} \left( D(\xi_i, t_0 + \kappa_n) - D(\xi_i, t_0) - \kappa_n \partial_2 D(\xi_i, t_0) \right) \xrightarrow{a.s.} 0 \quad \text{as } n \to \infty.$$

**Proof** Since $\lim_{n \to \infty} \kappa_n = 0$, we may assume that $|\kappa_n| < r$ for $n \in \mathbb{N}$. Note that the assumptions (a) and (b) yield that $D(\xi_i, t_0)$, $D(\xi_i, t_0 + \kappa_n)$ and $\partial_2 D(\xi_i, t_0)$, $i \in \mathbb{N}$, $n \in \mathbb{N}$, are random variables. Indeed, for $D(\xi_i, t_0)$ and $D(\xi_i, t_0 + \kappa_n)$, this follows from assumption (a). Further, for each $x \in I$,

$$\partial_2 D(x, t_0) = \lim_{n \to \infty} \frac{D(x, t_0 + \kappa_n) - D(x, t_0)}{\kappa_n},$$

where, by assumption (a), the function $I \ni x \mapsto \kappa_n^{-1}(D(x, t_0 + \kappa_n) - D(x, t_0))$ is Borel measurable for each $n \in \mathbb{N}$. Using that pointwise limit of Borel measurable functions is Borel measurable, we have the Borel measurability of $I \ni x \mapsto \partial_2 D(x, t_0)$, yielding that $\partial_2 D(\xi_i, t_0)$, $i \in \mathbb{N}$ are random variables.

Using assumption (b), for each $n \in \mathbb{N}$, we have that

$$\left| \tau_n \sum_{i=1}^{n} \left( D(\xi_i, t_0 + \kappa_n) - D(\xi_i, t_0) - \kappa_n \partial_2 D(\xi_i, t_0) \right) \right| \leq$$

$$\leq |\tau_n\kappa_n| \sum_{i=1}^{n} \left| \frac{D(\xi_i, t_0 + \kappa_n) - D(\xi_i, t_0)}{\kappa_n} - \partial_2 D(\xi_i, t_0) \right| \leq |\tau_n\kappa_n| \sum_{i=1}^{n} H(\xi_i)h(|\kappa_n|).$$
Here,
\[ |\tau_n\kappa_n| \sum_{i=1}^{n} H(\xi_i) h(|\kappa_n|) = n^{\frac{1}{q}} |\tau_n\kappa_n| |\kappa_n|^\alpha \cdot \frac{h(|\kappa_n|)}{|\kappa_n|^\alpha} \cdot \frac{1}{n^{\frac{1}{q}}} \sum_{i=1}^{n} H(\xi_i), \]
where \( q \) was given in assumption (b). Therefore, using that \( h \) and \( H \) are nonnegative, we have
\[ \limsup_{n \to \infty} n^{\frac{1}{q}} |\tau_n\kappa_n| \sum_{i=1}^{n} H(\xi_i) h(|\kappa_n|) \leq \limsup_{n \to \infty} n^{\frac{1}{q}} |\tau_n||\kappa_n|^{\alpha+1} \cdot \limsup_{n \to \infty} \frac{h(|\kappa_n|)}{|\kappa_n|^\alpha} \cdot \limsup_{n \to \infty} \frac{1}{n^{\frac{1}{q}}} \sum_{i=1}^{n} H(\xi_i). \] (A.1)

If \( \alpha = 0 \), then \( q \in (0, 1] \). In this case, by assumption (b), the second lim sup on the right-hand side of (A.1) equals zero and, by Lemma A.3, we have that \( n^{-\frac{1}{q}} \sum_{i=1}^{n} H(\xi_i) \) converges to \( \mathbb{E}(H(\xi_1)) \) (in case \( q = 1 \)) or to 0 (in case \( q \in (0, 1) \)) as \( n \to \infty \) almost surely. Further, by assumption (c), the first lim sup on the right-hand side of (A.1) is finite.

If \( \alpha > 0 \), then \( q \in (0, 1) \). In this case, by assumption (b), the second lim sup on the right-hand side of (A.1) is finite and, by Lemma A.3, we have that \( n^{-\frac{1}{q}} \sum_{i=1}^{n} H(\xi_i) \) converges to 0 as \( n \to \infty \) almost surely. Further, by assumption (c), the first lim sup on the right-hand side of (A.1) is finite.

Consequently, in both cases (i.e., for \( \alpha \in [0, \infty) \)), we have
\[ |\tau_n\kappa_n| \sum_{i=1}^{n} H(\xi_i) h(|\kappa_n|) \xrightarrow{a.s.} 0 \quad \text{as} \quad n \to \infty, \]
which yields the statement. \( \square \)

Next, we recall Cramér’s theorem on large deviations, cf. Athreya and Lahiri [2, Theorem 11.4.6] and Cerf and Petit [8].

**Theorem A.5 (Cramér’s theorem)** Let \((\xi_n)_{n \in \mathbb{N}}\) be a sequence of i.i.d. nondegenerate random variables such that
\[ \phi(c) := \mathbb{E}(e^{c\xi_1}) < \infty, \quad c \in \mathbb{R}_{++}. \]

Then for each \( y \in (\mathbb{E}(\xi_1), \text{ess sup}(\xi_1)) \), we have
\[ \lim_{n \to \infty} \frac{1}{n} \ln \left( \mathbb{P} \left( \frac{1}{n} \sum_{i=1}^{n} \xi_i \geq y \right) \right) = \sup_{m \in \mathbb{N}} \frac{1}{m} \ln \left( \mathbb{P} \left( \frac{1}{m} \sum_{i=1}^{m} \xi_i \geq y \right) \right) = \gamma(y), \]
where $\gamma(y) := \sup_{c > 0} \{cy - \ln(\phi(c))\}$, $y \in \mathbb{R}$, is the Fenchel–Legendre transform of $\ln \phi$. The equalities above can be also rewritten in the following “exponential” form

$$\lim_{n \to \infty} \sqrt{n} \mathbb{P} \left( \frac{1}{n} \sum_{i=1}^{n} \xi_i \geq y \right) = \sup_{m \in \mathbb{N}} m \mathbb{P} \left( \frac{1}{m} \sum_{i=1}^{m} \xi_i \geq y \right) = \inf_{c > 0} \phi(c) e^{-cy}.$$
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