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We provide here a brief perspective on the glass transition field. It is an assessment, written from the point of view of theory, of where the field is and where it seems to be heading. We first give an overview of the main phenomenological characteristics, or “stylised facts,” of the glass transition problem, i.e. the central observations that a theory of the physics of glass formation should aim to explain in a unified manner. We describe recent developments, with a particular focus on real space properties, including dynamical heterogeneity and facilitation, the search for underlying spatial or structural correlations, and the relation between the thermal glass transition and athermal jamming. We then discuss briefly how competing theories of the glass transition have adapted and evolved to account for such real space issues. We consider in detail two conceptual and methodological approaches put forward recently, that aim to access the fundamental critical phenomenon underlying the glass transition, be it thermodynamic or dynamic in origin, by means of biasing of ensembles, of configurations in the thermodynamic case, or of trajectories in the dynamic case. We end with a short outlook.

INTRODUCTION

The aim of this paper is to provide a brief assessment of the current state of the glass transition field, specifically to highlight what in our view are the more promising recent developments and what progress we expect (or hope) to see in the near future in this area of research. We do not aim to give in any way a comprehensive coverage—there are many extensive reviews such as those in Refs. \cite{14} and the more recent ones in Refs. \cite{5,9}—but rather a perspective on what we perceive to be the central questions in the field and the avenues that we think should be pursued to answer them. This perspective is mostly theoretical and it is heavily biased by our own works and overall approaches to the glass transition problem.

In its most general sense the glass transition refers to the generic change in a many-body system from an equilibrium fluid state to a non-equilibrium disordered solid state \cite{19}. This change is not a transition in the thermodynamic sense, at least in what is observed in experiments, but a kinetic phenomenon where the amorphous solid is dynamically arrested, i.e. does not have enough time to relax on experimental timescales. The basic physical ingredients of the glass transition are those of a many-body system with excluded volume, or similarly frustrating, local interactions. The change from the fluid to the amorphous solid is brought about by an effective increase in density which renders relaxation to the true stable thermodynamic state, typically a crystal, impractical on the available observation time, leaving the system trapped in a disordered yet solid metastable state. The prototypical glass formers are molecular liquids supercooled beyond their crystallisation transitions, where the decrease in temperature leads to an effective increase in density. Glass transitions are also observed over a range of scales in particulate systems for essentially the same reasons, ranging from colloidal suspensions and granular materials to cellular cultures. Glass is a generic state of matter and glass transitions a common occurrence in many-body systems. This is why understanding this problem is so important in condensed-matter science.

If we compare the state of the glass transition field as it is now \cite{19} with how it was, say, a decade ago \cite{3,4}, it is evident there has been a substantial shift of focus away from what we can broadly call “landscape” concepts and methods towards real space (or real space and time) properties. Ten years or so ago, a dominant strand of thinking followed the idea that glasses could be understood in terms of the properties of the complex energy surface in configuration space on which these systems had to evolve; studies on the statistical properties of local minima, or inherent structures, abounded, and theory focussed on understanding the relations between these global properties and the observed phenomenology, as summarised in this highly regarded review from that time \cite{4}. The shift towards real space, as opposed to configuration space, properties, occurred in great part due to the experimental (and numerical) discovery of dynamic heterogeneity \cite{10,12}, which forced theory in turn to consider seriously the role of fluctuations in (real) space and time. This shift has occurred both in the evolution of landscape-based approaches \cite{5,9} and in the emergence of new perspectives \cite{8}. In our discussion below we will focus mainly on this new emphasis on real space concepts and methods.

The paper is organised as follows. In the next section we review what in our view are the central phenomenological observations that characterise the glass transition. Borrowing a terminology from economics, we call them the “stylised facts” of the glass problem. The development of a successful theory should strive to explain them in as unified a manner as it is possible. We then pro-
ceed to the main sections of the paper, where we discuss recent developments including dynamic heterogeneity and its connection of dynamic facilitation, the search for static correlations, and the relation between the glass transition and jamming. We also discuss similarities and differences between the main conceptual approaches to the glass problem, and how the search for clear evidence that validates the different competing views is driving the development of new methodologies which may end up having wider applicability. We finish with an outlook of where we see the field going and of new avenues of research that seem to be opening up.

**STYLISTIC FACTS OF THE GLASS TRANSITION**

Loosely speaking, in conventional condensed-matter systems structure determines dynamics: e.g. liquids are disordered and thus flow and relax (in the sense that they decorrelate from their initial conditions), while crystals are ordered and do not (although whether crystals “flow” is a moot point [19]). In particular, sudden changes in dynamical behaviour follow from similar sudden changes in structure, such as those due to thermodynamic phase transitions as in the example of liquid to crystal. But the glass transition does not fit within this paradigm in an obvious way. A supercooled liquid slows down, to the point of complete arrest, while at the same time maintaining its liquid structure. This leads to what is probably the fundamental question in the field: is the glass transition as observed experimentally purely a dynamical phenomenon where the fluid becomes kinetically arrested, or is the observed dynamics the consequence of an underlying phase transition from the fluid to a thermodynamic glass state? From the point of view of theory, the central schism is given by how this question is answered. For example, in our writing on the glass problem one of us has mostly advocated and developed a fundamentally thermodynamic perspective, the so-called random first-order transition theory (RFOT) [20], while the other a fundamentally kinetic one, dynamic facilitation (DF) theory; we elaborate on these two perspectives, and others, below. At this moment in time, neither experiments nor simulations are able to provide a conclusive answer as to whether the glass transition is at its core a thermodynamic or a dynamic phenomenon, so from the theory angle at least there is everything still to play for.

The glass transition is accompanied by a number of phenomenological characteristics or observations which any satisfactory theory should aim to explain in a unified way. Of these “stylised facts” of glass formation the four central ones, in our view, are the following: (i) slowdown without apparent structural change, (ii) dynamical heterogeneity, (iii) anomalous thermodynamic response, and (iv) mechanical stability at jamming. The first two relate to how dynamics becomes increasingly cooperative and complex on approach to dynamic arrest from the equilibrium side, for example as a supercooled liquid is cooled towards the glass. Both slowdown and heterogeneity remain prevalent also in the glass state, for example during the slow non-equilibrium drift called aging, but since they initially manifest in equilibrium dynamics it is in this regime that they should be explained first. Fact (iii) is the salient characteristic of glass formers as they are driven out-of-equilibrium across the experimental glass transition. It refers to how thermodynamic quantities respond to the system being driven into or out of the glass state. It provides the key observations on the interplay between thermodynamics and dynamics, and is therefore central to the question of whether the glass transition is essentially thermodynamic or not. One can argue that fact (iv) is the most out-of-equilibrium of all four. It is about systems with excluded volume interactions at zero temperature, at or close to the density where, while still disordered, they become load bearing and develop a yield stress. This relates to the connection between the athermal transition to mechanical stability or “jamming” and the thermal glass transition.

Figure 1 illustrates the stylised facts. Fig. 1(i) shows as an example the relaxation time of ortho-therphenyl [13–15], or OTP, an organic liquid which has been widely studied experimentally in its supercooled regime due to its ease for glass formation. Over a small range of temperatures the relaxation time grows by many orders of magnitude, eventually reaching 100s which conventionally defines the glass transition for liquids (as the corresponding viscosity is so large it is not realistic to distinguish such a sluggish liquid from a solid). This growth of primary relaxation time or viscosity is characteristic of glass forming liquids, and is what eventually forces the system out of equilibrium on experimental timescales. A central feature is that the timescale grows with decreasing temperature in a super-Arrhenius, i.e. faster than an exponential of inverse temperature, manner, indicating that the slowdown is the consequence of collective effects. One of the central aims of theory over the years has been to uncover the functional form of relaxation laws. We show in the figure fits to the data of three such forms. One (blue curve) is the Vogel-Fulcher-Tammann (VFT) law, $\log \tau/\tau_0 = A/(T - T_c)$ [3], and a second one (red curve) is the parabolic law $\log \tau/\tau_0 = (J/\tau_o)^2(T_o/T - 1)^2$ [16]. The two functions fit the data within the shown range but they have very different physical basis. The VFT form assumes a singularity at some non-zero $T_c$, whose origin can be justified within the RFOT in terms of an ideal thermodynamic transition [5, 7]: the parabolic form is only singular at $T = 0$, and is the relaxation form predicted for hierarchical dynamics within DF theory [8]. That both, despite their completely distinct theoretical underpinning, account reasonably well for the relaxation time of most measured liquids in the deeply supercooled regime highlights the fact that a single or a small num-
FIG. 1. Stylised facts of the glass transition. (i) Slowdown with no apparent structural change: structural relaxation time \( \tau \) for OTP (symbols, data from [13–15]); the blue curve is a VFT fit, \( \log \tau/\tau_0 = A/\left( T - T_c \right) + 1 \); the red curve is a fit with the parabolic law, \( \log \tau/\tau_0 = (J/T_o)^2 \left( T_o/T - 1 \right)^2 \); the green curve is a fit with a power law form, \( \tau \propto \left| T - T_{\text{mct}} \right|^{-\gamma} \). (See [14–16] for details on these fits.) (ii) Dynamical heterogeneity: projection in space of an equilibrium trajectory of a two-dimensional supercooled mixture, from Ref. [17]; particles coloured according to overlap with initial positions (displacement by a particle diameter or more is dark red, and no displacement is dark blue); the trajectory length is about a tenth of a relaxation time at these conditions; spatial segregation of dynamics is evident. (iii) Anomalous thermodynamic response: temperature variation of the specific heat \( C_p \) of OTP on cooling (black curve) and heating (green curve), from differential scanning calorimetry [18]; \( \Delta C_p \text{ is the difference in specific heat between the liquid and the glass.} \) (iv) Jamming at zero temperature: for densities below \( \phi_J \) particles are not in contact and the system is fluid; at the jamming density \( \phi_J \) the system becomes isostatic and mechanically stable; for densities beyond \( \phi_J \) particles would overlap, a situation not allowed for hard objects.

The number of experimental observations are not enough—yet—to distinguish between leading theories. In the figure we also show a fit with a power law form, as predicted by mode-coupling theory (MCT) \([21, 22]\), \( \tau \propto \left| T - T_{\text{mct}} \right|^{-\gamma} \). MCT captures the initial stages of supercooling but predicts a divergence at \( T_{\text{mct}} \) which is not observed. In this case the phenomenology clearly points towards a change in physical mechanism with decreasing temperature that is not captured by MCT, but which theories such as RFOT and DF should be able to explain. (As we discuss below, MCT can be incorporated into RFOT, while for DF the failure of MCT is an indication of the onset of true glassiness.)

Figure 1(ii) exemplifies dynamic heterogeneity. It shows the projection in space of the equilibrium dynamics of a two-dimensional supercooled mixture (from Ref. [17]). Particles are coloured according to their overlap with their initial positions: a particle that is displaced by more than one particle diameter is dark red; a particle that has no displacement is dark blue; intermediate colours coincide with intermediate displacements. Highly mobile particles are clustered in space, as are highly immobile ones. The figure illustrates the fact that relaxation is heterogeneous, both in time and space, and that spatial correlations build up in the dynamics over length scales much larger than those apparent from structure, which to all intents and purposes is the same as that of the normal liquid. As a system gets progressively slow, with decreasing temperature or increasing density, dynamic heterogeneity gets more pronounced. It has now been observed experimentally in virtually all kinds of systems that undergo glass transitions, including molecular liquids [10], colloids [23, 24], granulars [25, 26], aging systems [27, 28], and dense living matter [29]. An important consequence of dynamic heterogeneity is that the relations between transport coefficients that hold in the normal liquid state, typically derived under assumptions of homogeneity, break down in the supercooled regime [30].

The anomalous behaviour of thermodynamic response functions is illustrated in Fig. 1(iii). It shows, again for the example of OTP, the characteristic hysteresis in the specific heat upon cooling/heating the supercooled liquid into/from the non-equilibrium glass as measured by differential scanning calorimetry [18]. The figure shows cooling/heating at the “standard” rate of 20 K/min. Upon cooling the specific heat drops from a liquid-like value to a solid-like, as one would expect by the loss of fluctuations as the liquid becomes solid. This drop, \( \Delta C_p \), is sometimes considered an important signature of the thermodynamic basis for glass formation [3, 5, 9], although it also possible to interpret it purely in terms of elastic responses in the liquid [31, 32]. Another significant feature is the asymmetry between cooling and heating: upon heating the specific heat displays a peak before restoring to the liquid value. At the standard heating rate, the temperature at which the upturn of the heat capacity occurs is used as an alternative experimental definition of the glass transition, as this temperature often coincides with that defined via the relaxation time reaching 100s. The asymmetry in the specific heat is a clear indication that the liquid to glass transition observed
under experimental conditions is an out-of-equilibrium phenomenon. Other thermodynamic responses, such as specific volume or refractive index, show analogous behaviour. An important question is whether these observations are a non-equilibrium precursor to a true thermodynamic transition between the liquid and an ideal glass state, for example occurring in the ideal quasistatic limit, or can be understood on purely dynamical grounds by how the liquid responds to becoming arrested.

Figure 1(iv) illustrates the fourth of our stylised facts, the onset of mechanical stability in a disordered collection of hard (or semi-hard) objects, or “jamming” [33–37]. Consider a system of hard particles, such as the disks of Fig. 1(iv). At low density particles typically are not in contact as there is enough free volume between them, a situation that one would naturally associate with a fluid state. On increasing density the free volume will be reduced, and at some point the most likely situation is that a particle is in contact with its neighbours. Eventually there are just enough contacts to allow for mechanical stability, and the system becomes isostatic (the precise number of contacts per particle depends on the specific shape of the objects and the details, such as friction, of the forces between particles). In our sketch this is achieved for a density $\phi_J$, which in general will be preparation dependent. When the isostatic state reaches is disordered the system is said to be jammed, and the onset of mechanical stability at $\phi_J$ is the jamming transition. The figure shows that for densities beyond $\phi_J$ particles would in general overlap; such configurations would be allowed in systems of soft or deformable particles only. Mechanical characteristics, such as the spectral properties of vibrations, change in a singular manner across the jamming point. The jamming transition is in principle a zero temperature phenomenon, and its relation to the thermal glass transition is an important question in the field.

**DYNAMIC HETEROGENEITY AND FACILITATION**

A long-standing puzzle in glass physics was the apparent similarity between high-temperature liquids and supercooled ones. What are the features that make the latter different from the former, besides the exceedingly slow dynamics? This is clearly a central question, whose answer can bring us closer to discover the fundamental physical mechanism inducing the glass transition. One of the main achievements of the last years was the discovery and the characterization of such a feature: the phenomenon called dynamical heterogeneity [10–12, 38]. High temperature liquids are homogenous in space and time: there is no essential difference in the way particles move in different regions of the liquids, nor there is a difference in the way a given particle moves now and, say, a fraction of relaxation times later. Supercooled liquids are not like that. They are characterized by spatial clusters of fast and slow moving particles. Moreover, a given particle can remain slow for a certain time and then become fast later, displaying intermittent behavior. This phenomenon, initially found in supercooled liquids, was later shown to be common to many other glassy liquids from colloids to granular media [25, 27, 38]. Recently, it has been also found in active matter [29] and suggested to take place for several quantum systems [39, 40]. In the following, we shall discuss the four hallmarks of dynamics heterogeneity.

**Non-exponential relaxation in time and large distribution of timescales**. Time-dependent equilibrium correlation functions of supercooled liquids, such as coherent and incoherent dynamical structure factors, show a time-dependence which is slower than exponential and well described by a stretched exponential. Correspondingly, linear responses, such as dielectric susceptibility, exhibit a non-Debye behavior characterized by a broad loss peak. All these behaviors are manifestations of the very same phenomenon: a large distribution of local relaxation times. One of the most striking consequences is the so called violation of the Stokes-Einstein relation [9, 30], i.e. the fact that the self-diffusion coefficient $D_s$ decreases not as fast as the viscosity $\eta$ increases, contrary to what happens in a homogeneous liquid. The product $D_s\eta$ indeed increases by 2-3 orders of magnitude approaching the glass transition. Physically, this violation means that two different measures of the relaxation time $R^2/D_s$ and $\eta R^3/T$ ($R$ is the inter-particle distance) do not lead to the same timescale up to a constant factor—a strong hint of the existence of a broad distribution of relaxation timescales [41, 42].

**Dynamical correlations**. The way in which a supercooled liquid relaxes is not homogeneous as shown in the Fig. 1(ii). One clearly sees that the average behavior is not representative of the typical one: some regions are faster than the average, others are slower. The more the liquid is supercooled, the larger are the slow and fast clusters intervening during the relaxation process. From a statistical point of view, this phenomenon can be captured by studying dynamical correlations measuring to what extent the local relaxation taking place during the interval of time $0, t$ is correlated to local relaxation processes at a distance $\ell$ away from it, that also take place within $0, t$. Since local relaxation is probed by two point functions, such as density-density for instance, dynamical correlations are obtained by four point functions. A lot of studies have been devoted to the characterization of four point functions, in particular the so called dynamic susceptibility $\chi_4$, to the extraction of a corresponding dynamic correlation length and also to the analysis of the geometry of the fast and slow clusters (compact, fractal, string-like) [43, 45]. Numerical simulations were instrumental for these studies since one can track the positions
of all particles as a function of time and, hence, potentially measure all kinds of observables. The situation is different in experiments, where measuring four point functions is instead much more challenging, at least for molecular liquids. In consequence, alternative methods to probe the number of correlated molecules \( N_{\text{corr}} \) have been developed. It has been proposed, and found experimentally, that the growth non-linear susceptibilities is related to the one of \( N_{\text{corr}} \). Alternative experimental estimates based on exact lower bounds were also proposed and applied \([44, 46]\). All that have provided an entire new sets of inputs and constraints for theorists, as it will be discussed later on.

**Dynamic facilitation.** Looking again Fig. 1(ii), one can find another facet of dynamical heterogeneity: dynamic facilitation \([8]\). This is the property by which a local region which undergoes relaxational motion in a supercooled liquid, or in similar slow relaxing material, gives rise or **facilitates** a neighbouring local region to subsequently move and relax \([8, 45, 49]\). This in turn leads to spatial segregation of relaxation and thus naturally to dynamic heterogeneity. Dynamical facilitation is the key property of kinetically constrained models of glasses \([50]\) on whose detailed study DF theory is based. Recently, it has been also taken into account within RFOT theory \([51]\), but it remains a by-product and not the key ingredient in this context. Dynamical facilitation becomes explicitly evident in the trajectory movies from which the time frame of Fig. 1(ii) is taken; see for example the embedded media in Ref. \([17]\) which shows that heterogeneous growth of the relaxed clusters of molecules coloured dark red in the blue background of unrelaxed molecules. Proving that facilitation is indeed the dominant mechanism in a generic glass former—that is, that a local relaxation has a very high probability of happening nearby another local relaxation after a certain time, which is short compared to the macroscopic relaxation time but large compared to the microscopic one, giving rise to propagation of mobility—is difficult since one has to disentangle motion which does not lead to relaxation (e.g. rattling and local vibrations) from the one that effective does so \([50]\). This coarse-graining procedure was performed independently and in different ways in two recent numerical simulations of supercooled liquids and also in experiments of granular glasses \([17, 47, 52]\). It was shown that facilitation indeed takes place and account for a substantial part of the global relaxation. The insight of DF theory \([8, 49]\) is that facilitated relaxation becomes increasingly the dominant mechanism for global relaxation when lowering the temperature and approaching the glass transition, and that other means of motion, i.e. local relaxations not induced by facilitation, do not play a substantial role in this regime. This assumption, that posits the origin of slow dynamics in facilitation and a decreasing density of local facilitation events with temperature, remains to be directly tested in experiments.

**Propensity for relaxation and soft modes.** A related issue is the relationship between dynamic modes and static properties. Is there something in the structure that is the cause of dynamic heterogeneity? A partial answer to this question was provided by numerical simulations correlating propensity maps to normal modes analysis. Propensity was introduced to measure how the likeliness of local motion depends on the structure \([53]\): given an initial configuration one studies all possible dynamical evolutions generated by sampling the initial velocities from the Maxwell-Boltzmann distribution. It was shown that propensity is large in regions where low frequency normal modes have a high frequency \([54, 55]\). By summing over soft local modes one can identify the regions where the dynamics is likely to take place and, hence, partially explain dynamic heterogeneity. See also \([57]\) where similar results were obtained for out of equilibrium hard spheres. An alternative interpretation, based on the study of certain kinetic constrained lattice gases \([58]\), is that these correlations are simply a consequence of the presence of the localised excitations that facilitate dynamics and simultaneously disrupt the elastic network giving rise to an excess of soft vibrational modes. A full understanding of the role of soft-modes, especially at lower temperature, closer to the glass transition, is still lacking and points of view diverge on the most likely outcome, as we shall discuss later.

**SEARCH FOR STATIC CORRELATIONS**

As discussed in the introduction, there is no obvious structural change accompanying the slowdown of the dynamics of supercooled liquids: glasses look like liquids that have stopped to flow. On the other hand, one cannot exclude a priori the existence of subtle static correlations which are not picked up by simple correlation functions investigated so far—the search for locally preferred structures has indeed a long history in the field of glass transition (with a mild success) \([59, 61]\). The main difficulty is that one does not know what is looking for: one can recognize by eye that a crystalline or quasi-crystalline solid is ordered but how to make the difference between an amorphous ordered structure from a completely disordered one?

An important recent step was to come up with a precise definition of static order in an amorphous structure. This has lead to a flourishing of proposals for static length scales whose mutual relationship is not fully clear yet. The main idea, common to all these proposals, is that an ordered structure is characterized by some kind of predictability or, equivalently, by low entropy \([62, 63]\): knowing part of it allows one to predict the rest with good accuracy since the structure is ordered. Instead, in a completely disordered structure, knowing a part gives no information about the rest. In order to unveil the
existence of amorphous order, the procedure that was introduced originally consists in pinning particles from an equilibrium configuration and studying the effect induced on the remaining free ones: if the number of equilibrium configurations sampled by the remaining free particles is strongly reduced compared to the unpinned case then the original system is indeed characterized by amorphous order \cite{64}. The set of pinned particles considered originally is a region outside a spherical cavity. The question, in this case, is whether this particularly boundary condition reduces the sampled configurations just to small fluctuations around a given amorphous structure. Technically, one measures the overlap at the center of the cavity between two equilibrium configurations which are identical outside the cavity. An overlap that remains high up to cavity-radii of length $\ell$ proves the existence of static order up to this length-scale. This procedure is very similar to the one used, e.g., for the Ising model: setting the boundary spins up at low temperature forces all configurations to be in the up-state. The crucial difficulty in supercooled liquids is that we do not know apriori what is the correct pinning boundary condition; the trick is to use the fact that instead the system “does” it, if it is indeed ordering. This is the reason why the configuration from which particles are pinned is an equilibrium one. This procedure was first implemented numerically in \cite{65, 66} and lead to the first proof that static amorphous order grows (mildly) approaching the glass transition. Several other numerical investigations have followed and other arrangements of pinned particles have been studied (such as wall or sandwich geometries) \cite{67–70}. These works were instrumental and set the stage for a thorough investigation of static amorphous order in supercooled liquids.

The crucial questions that remain to be addressed now are: Is the growth of the static correlation length a cause or a pure by-product of the increase of the relaxation time? What is the relationship between dynamic and static correlation lengths? Are all static correlation lengths essentially equivalent or do they capture different physical effects? As for now, we only have partial answers; for instance, it was proven that a diverging relaxation time implies a diverging relaxation length \cite{71}. Numerical simulations have shown that dynamic correlations extend over a range larger than static lengths \cite{72, 73}, as expected theoretically at least in the regime one can focus on in numerics \cite{74, 75}. A direct analysis of the behavior of the static length was also performed in a few models of glassy dynamics belonging to RFOT and DF theories: in the Kac limit \cite{76} and starting from a Ginzburg-Landau action \cite{77} for the former and in the plaquette model \cite{78} for the latter. We expect that the efforts for obtaining complete answers to those questions will concretize in a future major research program, mirroring the one on dynamical correlations, that should allow us to fully comprehend the role of long-range amorphous order for the glass transition and, hence, to what extent the transition is related to a static critical phenomenon.

**RELATIONSHIP WITH JAMMING**

Glass transition and glassy behavior can be found in systems that are microscopically very different from supercooled liquids. A notable example are colloidal particles which interact through a steep repulsive potential \cite{79}. These are well modeled as hard spheres and they display liquid, crystal and glass phases. In this case the control parameter driving the transitions is the density (or volume fraction) and thermal motion only affects the value of the short-time diffusion constant. Typical length and time scales are very different from molecular systems: particle size and inter-particle distance are of the order of $\mu$m instead of fraction of nm, whereas the collision time is of the order of ms instead of ps. Remarkably, despite these microscopic differences, their dynamics is glassy in a way very similar to the one of supercooled liquids. Another kind of systems that has been recently studied from this perspective are granular glasses: assemblies of grains that form crystals and glasses when their volume fraction is large enough. Not only these systems are characterized by even more different scales—millimeters instead of nanometers, seconds instead of picoseconds—but moreover their glassy behavior arise out of equilibrium since grains need mechanical forcing in order to move: in this case the glass transition is due to the slow down of the dynamics of the out of equilibrium steady state reached thanks to the external drive. These differences notwithstanding, there is a clear similarity between their glassy dynamics and the one of supercooled liquids \cite{25, 26, 80}. All these findings suggest that glassy behavior and the glass transition have a high degree of universality and their study encompasses a very wide spectrum of physical systems.

Well before discovering that colloids and grains can form glasses, it was known that they can jam when rapidly compressed: the most famous example is the randomly close-packed state originally proposed and studied by Bernal \cite{81} (see \cite{82} for a more recent perspective). In recent years the parallel and independent research effort on jamming has started to join forces with the one on the glass transition. A natural question that came up is to what extent the jamming transition of colloids and granular media is related to their glass transition. In Ref. \cite{83} it was suggested that they are two facets of the same story. This was vividly proposed introducing the jamming phase diagram, where the critical point associated to the jamming transition, called point $J$, governs the whole slow dynamics behavior of liquids, grains and granular media subjected to thermal noise and drive. This provocative idea triggered a lot of research activity. By now, it is clear that the situation is more complicated
than originally thought. First, point-J is not a point but a line since the density at which a system jams depends on the protocol used to compress it \[54\]. Moreover, fast compression makes the system explore regions of the configuration space different from the ones sampled at equilibrium. In consequence, jamming and glass transitions are related to quite different physical phenomena, as first suggested in \[85\] and then proven numerically for three dimensional hard spheres \[86, 87\]. This notwithstanding, the study of the J-point has provided a new interesting reference frame to think about disordered and glassy systems. The jamming transition of frictionless particles is related to the existence of soft modes: it was shown that an assembly of soft elastic spheres loose its rigidity because low energy modes become very soft and eventually unstable by decreasing the density below point-J. The presence of these soft modes makes the physical properties of disordered jammed systems very different from the one of usual elastic solids \[34, 39\]. Understanding the role of modes in the slow dynamics has been a long-standing \textit{leit motif} in the field of the glass transition. The soft-modes appearing at the J-point provide a new way to think about that \[54\]. As usual in the glass transition problem, which is an intermediate coupling problem, this is a paradigm that serves as starting point on which one endeavors to construct a more realistic theory. It has been certainly useful to improve our understanding of glassy and disordered systems. Whether as starting point it is close enough to the correct theory to be useful only the future will tell. The crucial point is how much the glassy dynamical behavior can be described in terms of modes: recent numerical simulations have shown that this is the case for moderate super-cooling \[55, 57\] as it was expected qualitatively at least from certain theoretical perspectives, such as RFOT theory \[88, 89\]. Whether this remain true at lower temperatures or higher volume fractions closer to the glass transition, where the dynamics is known to be activated and super-Arrhenius is an important open question that hopefully will be settled in the future. From the theoretical point of view it is hard to explain activation in terms of modes; several approaches aimed at describing the glass transition have been developed further to take into account the possibility of soft regions as discussed previously, but this new ingredient is viewed only as a byproduct and not as not the main cause for activated dynamics.

**RECENT THEORETICAL ADVANCES**

The complexity of the glass transition problem is underlined by the fact that a large number of disparate theoretical proposals have been put forward over the years to explain it. As we have emphasised above, the main recent developments have centred around real space phenomena, such as dynamic heterogeneity, transport de-coupling, the search for accompanying structural correlations, and the relevance of fluctuations near structural rigidity or jamming. Most competing glass theories have responded to these developments and evolved accordingly. For example, in the case of MCT, recent developments have seen extensions of what in origin was a mean-field theory for global correlators such as time-dependent structure factors or propagators that captured departure from standard liquid-state behaviour, into a fully fluctuating field theory within which multi-point correlations can be calculated and in which the MCT singularity acquires meaning as a critical point with concomitant critical properties for both time and spatial fluctuations, which in turn can then be directly contested against real space observations (and which would also allow systematic computation of the fluctuation induced effects that should signal departure from ideal MCT predictions); see e.g. Refs. \[90, 92\].

In the context of RFOT, recent works have aimed at studying thoroughly its critical properties and real space behavior, performing the first renormalization group analysis \[93, 94\] and the first numerical investigations of the critical exponents $\theta, \psi$ \[95, 96\], whose values were originally argued to be equal to 3/2 in three dimensions \[97\] (numerical results do not seem to confirm these expectations though). One other significant development, mentioned above, has been that of the mean-field theory of hard sphere glasses (see here for a detailed review \[97\]), which has provided clear and quantitative thermodynamic predictions for hard-spheres which should be valid in high dimensions, and has allowed the explicit unification of glass transition and jamming problems as understood within an RFOT scheme. It is worth remarking that an important aspect of this work is that is “simply” about hard spheres. This allows to counter the argument that RFOT is essentially a “landscape” theory, i.e. one requiring an explicit complex energy landscape, while for liquids the paradigm is hard spheres (as, after all, modern liquid state theories such as WCA \[98\] are built around hard sphere reference systems) where what matters is the metric structure of their configuration space. Although some predictions of the RFOT approach to hard sphere glasses are in striking agreement with simulations, e.g. some features of the pair distribution function, others are not, in particular the critical exponents of the jamming transition \[99\]. This is quite puzzling since these exponents are not expected to depend on dimension and, hence, should be correctly accounted for by mean-field theory. This is a hint that the construction of the solution of hard sphere glasses in the limit of infinite dimensions, and hence, of a full-fledged mean-field theory has still to be completed. The recent advances presented in \[100\] suggest that this goal is within reach. A similar research effort aiming at making mean-field theory quantitative was developed in the context of MCT, which has been generalized to cope with non-equilibrium steady states.
such as sheared glassy liquids, a very relevant physical situation \cite{102, 103} and in the context of RFOT to take into account fluctuations of the mosaic state \cite{5, 101}.

As we discussed above, dynamic heterogeneity emerges naturally within DF theory. A central development within this approach \cite{104, 105} has been a way to understand transport decoupling, such as the breakdown of the liquid state Stokes-Einstein relation between viscosity and self-diffusion rate \cite{30}, as a direct consequence of fluctuations in the dynamics. The key observation has been that dynamic heterogeneity implies intermittency in the waiting times between local events leading to relaxation due to a distribution of timescales that affect different transport processes differently, depending on the fundamental length scale in play. This analysis can be boiled down to the existence of two typical timescales, sometimes referred to persistence and local exchange times \cite{104}. The persistence time is the typical waiting time for a local relaxation event, such as a molecule moving irreversibly by a distance comparable to its size, to happen for the first time. The local exchange time is the typical waiting time for such an event to occur again once it has already happened. The former dominates structural relaxation, while the latter dominates diffusion. In an intermittent system these two timescales can be very different due to, borrowing terminology from quantum optics \cite{106}, event “bunching”; facilitation implies correlation both in space and time of relaxation events, so that when one happens many others typically follow. This is the essence of decoupling from the DF point of view. A simple scheme to compute time correlations, both two-point such as intermediate scattering functions or multi-point such as four-point susceptibilities, can be constructed \cite{105} in terms of a continuous-time random walk (CTRW) \cite{107} for probe molecules, where the effect of the rest of the system is encoded in the distribution of waiting times for the fluctuating walk. Just like other aspects of DF this description of decoupling has emerged from the study of idealised kinetically constrained models \cite{104, 105}, but has then shown to be applicable to more realistic systems \cite{108, 109}. Similar ideas of persistence/exchange and CTRW have also been extended to dynamics in terms of transitions between coarse-grained minima or metabasins \cite{6}.

Alternative explanations for decoupling have been developed within RFOT. In the MCT regime Stokes-Einstein violation is expected only below the upper critical dimension \(d_u = 8\) and is due to critical fluctuations \cite{110}. In the activated regime, decoupling is due to the local fluctuations of configurational entropy that induce a distribution of relaxation times \cite{111}. The MCT prediction on dimensional dependence has been recently tested in numerics by simulating hard spheres from three to nine dimensions \cite{112}: the results confirm that above eight dimension decoupling disappears. Actually, using space dimensionality as a varying control parameter to test glass theories is a protocol that started to attract a lot of attention and appears to be a promising research avenue for the future \cite{112, 114}.

A final recent set of results we would like to mention relate the frustration limited domain theory \cite{113}. Numerical simulations of liquids on hyperbolic planes have shown that indeed the competition between space curvature and the tendency to develop long-range order gives rise to defect formation and, consequently, to slow dynamics \cite{67}. This shows that the physical mechanism envisioned by this theory to explain the glass transition indeed is a viable one. Whether it is at work for three dimensional liquids in flat space remains an open question.

Despite the many advances in the last few years the central questions in the glass field remain the same: what is the nature of the true transition behind the observed experimental kinetic glass transition; what drives this transition and how does it manifest in the observed phenomenology; and given that it is clearly elusive under normal conditions, are there any protocols under which it can be directly accessed. Most if not all theories that have been put forward, be it MCT and all its variants, frustration-limited domains and similar theories based on more or less standard order/disorder, RFOT and DF theory, posit in one way or another some sort of transition as the ultimate underlying cause for glass formation. What varies significantly is the assumption on the nature of the transition—whether it is a finite temperature, a zero temperature, or an avoided phase transition, whether it is thermodynamic or purely dynamical—and the consequences of the fluctuations associated to it on the observed phenomenology. This in turn is related to what different theories consider the fundamental excitation mechanisms that give rise to relaxation.

If the experimental glass transition is as many believe the consequence of some underlying singular phenomenon, it is clear that, whatever its origin, it is hard to access. RFOT predicts such singularity is a thermodynamic phase transition at some temperature \(T_K\) which is in principle inaccessible in experimental timescales as it is below the temperature supercooled liquids fall out of equilibrium. For DF theory in turn, the underlying transition is one between dynamical phases, an equilibrium one for the liquid and a non-equilibrium one for the glass, but again the transition is in principle not accessible in normal dynamics which only manifests its proximity. In order to overcome this inaccessibility problem new theoretical techniques have been developed recently, two of which we will discuss now. Both amount to biasing ensembles, of configurations in one case in order to bring a thermodynamic RFOT transition, if it exists, to within reach; and of trajectories in the second case, in order to access the non-equilibrium order/disorder transition expected from DF theory.
Biassing ensembles of trajectories: the s-ensemble

DF has evolved as a theory from the study of idealised models of glasses, so-called kinetically constrained models (KCMs) [50 [73], such as facilitated spin lattice models. These idealised systems capture many of the basic features of glassy relaxation, in particular dynamic heterogeneity, and they do so in the absence of any interesting or singular thermodynamics. Furthermore, recent detailed studies of the dynamics of atomic liquids suggest that the basic tenets of KCMs, such as localised non-interacting excitations, facilitation and hierarchical dynamics (specifically as in East like facilitated models [50 [73]), are present in supercooled liquids [17]. Since in KCMs dynamic heterogeneity is the consequence of complex structure in dynamical trajectories, it is therefore natural to study the dynamics of glass formers from the point of view of a “statistical mechanics of trajectories” [117]. This framework amounts to a thermodynamics of trajectories [118 [120]: the relevant ensemble is the set of many-body trajectories of time extent t (cf. many-body configurations in an equilibrium statistical ensemble), activity K and counting field s are the extensive observable and its intensive conjugate field (cf. magnetisation/magnetic field, or number of particles/chemical potential), the large size limit is given by t → ∞ (cf. large volume limit), and in that case the “partition sum” Z(t) is determined by the dynamical free energy ψ(s) (cf. a Gibbs free-energy in the static magnetic case, of a grand potential in the grand canonical one). In particular, just like a free-energy, the analytic structure of ψ(s) as a function of s determines the dynamical phase structure of the ensemble of trajectories, and a singularity in s indicates a phase-transition in such ensemble.

For certain models ψ(s) can be computed analytically via transfer matrix techniques [119]. More generally, ψ(s) encodes a biased ensemble of trajectories, P[X_t] e^{-sK[X_t]}, where trajectories with smaller/larger activity are enhanced/suppressed as compared to the standard dynamical ensemble, depending on the value of s. This is the so called s-ensemble [120], which can be explored numerically via path sampling techniques. A sudden change in the properties of the s-ensemble is indicative of a phase-transition in the space of trajectories. In Fig. 2(a) we show such computation of the s-ensemble [120] for a Lennard-Jones binary mixture, the standard atomistic model of a glass former. The activity changes from a higher, i.e. more active value, to a lower, i.e. less active, as s increases, as expected. What is notable is that the change becomes sharp with increasing observation time, and that the value s_c where this takes places is close to s = 0, the point at which (unbiased) dynamics occurs. This is reminiscent of the jump of an order parameter at a first-order transition. And indeed at s_c the order parameter distribution becomes increasingly bimodal with increasing observation time.

The implication is that equilibrium supercooled liquid dynamics is taking place very close to a first-order dynamic (or “space-time”) transition to a non-equilibrium inactive phase. The mesoscopic fluctuations due to the proximity to this phase boundary manifest in the dynamical heterogeneity of the equilibrium relaxational dynamics. Results from KCMs [123] and from atomistic simulations, would suggest that the “space-time” phase diagram looks like the one of Fig. 2(b), with a first-order
phase boundary which gets closer to the point of actual dynamics \( s = 0 \) with decreasing temperature (and which may end at a dynamical critical point at temperatures above that of the onset of heterogeneous dynamics). For temperatures below the onset of heterogeneous dynamics, equilibrium dynamics (at \( s = 0 \)) takes place close to the transition line to the inactive phase giving rise to mesoscopic fluctuations—“space-time bubbles” of inactivity [8]—that manifest as dynamic heterogeneity.

**Biasing ensembles of configurations: random pinning**

The RFOT theory predicts a finite temperature thermodynamic transition at which amorphous long-range order sets in. Correspondingly, time and length-scales diverge following an activated dynamic scaling: the typical length-scale (the point-to-set) diverges as a power law, \( \xi \propto (T - T_K)^{-1/(d-\theta)} \), and the time-scale in an exponential way, \( \tau \propto \exp((T - T_K)^{-\tau/(d-\theta)}) \) [9]. There is an inherent difficulty in testing such a critical phenomenon: the time-scale increases so fast that before approaching \( T_K \) the system inevitably falls out of equilibrium. Thus, analyzing the critical properties or even showing that there is a phase transition may seem out of reach. A way to short-circuit this difficulty was proposed recently in [124] [125] and it can be considered a counterpart, in the RFOT context, of the procedure outlined above for DF theory. The main idea is that by pinning a fraction \( c \) of particles at random from an equilibrium configuration one can induce a glass transition even at rather high temperature, see the phase diagram in panel (d) of Fig.2. One of the great advantages of this procedure is that just after pinning the unpinned particles are already at equilibrium and, hence, one can access the ideal glass phase easily and be able to approach the glass transition from both sides; in consequence showing the existence of the transition and probing its critical properties becomes possible. This places the problem of the glass transition on a similar footing of other transitions characterized by activated and very slow dynamics, such as the Random Field Ising model transition for which the numerical analysis has proven to be very challenging but conclusive results have been obtained.

RFOT theory is based on the assumption that there are exponentially many amorphous glass phases in which a supercooled liquid can freeze. Supercooled liquid become very viscous but do not freeze precisely because they have too many choices for doing that: the tendency to lower the free energy by ordering in a given amorphous
phase is compensated by the gain obtained by disrupting the long-range order and sampling all the possible different phases. This competition leads to the so called mosaic state which is a kind of micro-phase separated phase in which the number of possible phases is actually huge. By approaching \( T_K \), the configurational entropy decreases, i.e. the number of available glass phases diminishes, and the system eventually orders at \( T = T_K \) \[83\] \[89\]. By pinning a fraction \( c \) of particles from an equilibrium configuration at temperature \( T \), one biases the configurations sampled by the system and decreases the number of available glass phases: only the ones compatible with the positions of the pinned particles survive. Thus, the configurational entropy decreases when increasing \( c \) and, within RFOT, it is expected to vanish at a given \( c_K(T) \), hence inducing a glass transition. Physically, for \( c < c_K \) the biasing field induced by the pinned particles is not large enough to freeze the system in a given amorphous phase, whereas it is instead able to do so for \( c > c_K \), see panel (c) of Fig. 2 which is the result of the numerical simulations presented in \[128\]. The order parameter of the transition is the overlap between the initial reference configuration and an equilibrium one obtained in presence of the pinned particles. At \( c = c_K \) the overlap displays a discontinuous jump and is characterized by a bi-modal distribution very similar to the one obtained within the s-ensemble (panel (a) of Fig.2) The glass transition line \( c_K(T) \) ends in a critical point where the glass transition becomes continuous and falls in the universality class of the Random Field Ising model \[124\] \[125\] (for a thorough analysis of the phase diagram and the transition lines see \[127\]).

The protocol of pinning particles opens the way to new investigations of the glass transition. First, it allows one to test the glass transition also coming from the glass side, an impossible task in the usual case. Second, it is a direct test of whether the mechanism at the root of RFOT plays indeed a role, since pinning is not expected to induce a glass transition within other theoretical frameworks, in particular DF theory \[129\]. Finally, by extrapolating results obtained by pinning above \( T_K \) one could obtain information on what happens at \( c = 0 \), i.e. on whether the \( c = 0 \) endpoint of the random pinning glass transition line pinches the \( y \)-axis at a non-zero temperature, corresponding to a finite temperature RFOT. Recent simulations from atomistic simulations obtained the first evidences of the random pinning glass transition \[128\] (see also \[130\] \[132\]) and confirmed some theoretical predictions \[124\].

We should point out yet another way of biasing that is relevant to study the glass transition. It was introduced in Ref. \[133\] and is called \( \epsilon \)-coupling: It consists in introducing a bias in the thermodynamics of a glassy system to favor configurations correlated with a reference one, chosen from the equilibrium measure at temperature \( T \). The bias is introduced by adding to the Hamiltonian an external attractive potential favoring density profiles similar to the one of the reference configuration. Although at first sight similar to the random pinning procedure, it leads to a standard first order phase transition: for a critical value \( \epsilon_c(T) \), which is temperature dependent and vanishes for \( T \rightarrow T_K \) the system has a discontinuous transition between two phases, with low and high overlap with the reference configuration. Although the transition at \( \epsilon_c(T) \) is not a glass transition (it becomes so for \( \epsilon = 0 \) only), theoretically it is expected to be a consequence of the one taking place at \( T = T_K \) and \( \epsilon = 0 \) and, hence, provides valuable information on it. The numerical work performed in \[134\] presented evidences that the \( \epsilon \)-coupling indeed leads to a first order phase transition.

In conclusion theoretical and numerical works have unveiled by biasing the thermodynamic measure that supercooled liquids appears to be in proximity of thermodynamic phase transitions which are direct consequences of the competition between configurational entropy, associated to a large number of metastable states, and free energy of those states. A thorough study of these transitions and their relationships with the behavior of unbiased liquids will certainly be a major research theme for the future.

OUTLOOK

Here we have provided a brief overview of the current state of the glass transition field. Most recent developments have centred around issues of real space fluctuations and correlations, both in the dynamics and the statics, and this determined the main focus of the article. From the numerous recent theoretical advances we have highlighted two proposed methodologies to gain access to the otherwise inaccessible ideal (dynamical or statical) transitions behind glass formation, the s-ensemble biasing of trajectories, and the biasing of configurations by particle pinning. While fundamentally different at their outset, these two approaches have certain conceptual similarities. Both posit the existence of an ideal phase that would correspond to the glass, a non-equilibrium inactive dynamical phase in the case of DF, or an ideal thermodynamic glass phase in the case of RFOT: under normal conditions, e.g. by cooling, the transition to this phase is difficult or impossible; but the phase boundary may be actually closer than it appears, which is revealed by considering an extended parameter space, see Figs. 2(b) and (d), where the extra parameter is the strength of the biasing. At equilibrium supercooled conditions fluctuations related to this nearby inactive/glass/symmetry-broken phase will greatly determine the observed dynamics, giving rise to dynamic heterogeneity, a structural mosaic state, or variants depending on the theoretical perspective. Despite the differences (one is dynamical, the
other thermodynamical; in one the transition line hits the
temperature axis at $T = 0$, while in the other it does so
at $T_c > 0$; and so on), the similarity between the phase
diagrams of Figs. 2(b) and (d) is intriguing, and makes
one wonder whether this may provide an avenue to find
connections between different glass theories.

Needless to say, these theoretical approaches which we
consider interesting need to connect to experiments. While
they seem well suited for theoretical or computational studies, it will be necessary to devise clear pro-
tocols for them to become experimentally testable. For
particle pinning it is not difficult to imagine an experi-
mental situation where it is implemented on colloids held
in place by optical tweezers [124]. In the case of the $s$-
ensemble the study of short time high-order dynamical
cumulants [135], also in principle accessible to experi-
ments, may be the way to go.

From the experimental side, one of the most signifi-
cant recent developments has been the discovery of ul-
trastable glasses [136, 138]. These are systems with a ki-
netic stability that is orders of magnitude beyond what
can be reached by standard methods. They are prepared
[136, 138] by vapour deposition in a way that avoids the
kinetic trapping inherent in cooling protocols. It is nat-
ural to think that these stable glasses could be directly
related to either the inactive state of DF theory or to the
ideal glass state of RFOT, so maybe experimental-
ists have already found a way to access these difficult to
reach phases. Either way, it seems evident that the more
experiments clarify the preparation of these ultrastable
materials and the relaxation out of them the more we will
understand of the precise nature of the glass transition.

Most of this review has dealt with properties of glass
formers as the glass transition is approached from the
equilibrium side, that is, in the case of liquids, in the
supercooled regime. The reason is that if the equilib-
rium dynamics is collective and complex enough to make
a thorough understanding of it difficult, as it is in these
systems, the out-of-equilibrium dynamics where one also
has to consider preparation history is likely to be even
more difficult to elucidate. Nevertheless, number three
of our stylised facts of the glass transition indicates that a
key feature is how these materials respond to being taken
out of equilibrium, and behaviour here is intimately re-
lated to what are the fundamental mechanisms behind
the glass transition. One such situation is that of ag-
ing [28], the very slow drift of either one-time or two-
time properties of a glassy system. This is a regime
that has been studied thoroughly from the mean-field
point of view [139, 140]. It would be worth developing
research aimed at going beyond mean-field theories, as it
is already the case for equilibrium. Indeed, one should
not consider aging as a limitation that prevents a direct
study of the glass transition, but as an atout to probe the
fundamental mechanism leading to glassy behavior from
a different angle. For example, experiments on aging
glasses [28] may allow to determine the scaling relations
between spatial correlations and timescales predicted by
theory. Aging can also provide a new way to test the
mosaic structure advocated within RFOT [141]. Simi-
larly, it is possible to argue from the DF perspective that
the same mechanisms that give rise to dynamic hetero-
genesis in equilibrium are responsible for the behaviour
of non-equilibrium responses in standard calorimetry ex-
periments [142]. We expect to see further developments in
our understanding of the glassy out-of-equilibrium regime
in the near future.

We end by mentioning an area which is rapidly de-
veloping, that of quantum glasses. The last couple of
decades have seen a revolution in the experimental reali-
sation of quantum systems [143]. Experimental advances
have allowed an unprecedented degree of control over ul-
tracold gases [144], trapped ions [145], superconducting
circuits [146], and nano-electromechanical systems [147].
Ultracold atomic gases are nowadays routinely created
and used for the study of complex many-body phenomen-
a such as quantum phase transitions, shedding light on
open problems in condensed-matter physics [144]. This
has brought to the forefront aspects of real-time dynam-
ics of quantum many-body systems that directly connect
to the glass transition problem. Quantum glasses are of
direct relevance to issues such as supersolidity [148, 150],
quantum annealing [151, 152], aging in electronic sys-
tems [153], thermalization [154] and many-body localiza-
tion [155, 157]. Recent work has highlighted the inter-
play between classical and quantum fluctuations [158],
argued how constrained dynamics may be relevant for
quantum glasses [39, 159], discussed the possibility of the
quantum analog of dynamical heterogeneity [39, 40, 161],
and shown the emergence of glassy-like dynamics in clean
bosonic systems [162]. But despite these advances, there
is still much scope for ideas and methods of classical
glassy systems to cross over into the quantum case. It
is safe to predict that the field of quantum glasses will
make quick progress in the coming years.
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