Abstract

We define disentanglement as how far class-different data points from each other are, relative to the distances among class-similar data points. When maximizing disentanglement during representation learning, we obtain a transformed feature representation where the class memberships of the data points are preserved. If the class memberships of the data points are preserved, we would have a feature representation space in which a nearest neighbour classifier or a clustering algorithm would perform well. We take advantage of this method to learn better natural language representation, and employ it on text classification and text clustering tasks. Through disentanglement, we obtain text representations with better-defined clusters and improve text classification performance. Our approach had a test classification accuracy of as high as 90.11% and test clustering accuracy of 88% on the AG News dataset, outperforming our baseline models – without any other training tricks or regularization.

1. Introduction and Related Works

Neural networks are automated solutions on machine learning tasks such as image or text, classification, language translation, and speech recognition among others. They act as function approximation models that compose a number of hidden layer representations, in the form of nonlinear function, to come up with better representations for downstream tasks (Bengio et al., 2013; Rumelhart et al., 1985). In this work, we focus on the usage of learned representations by a neural network on natural language processing tasks, particularly, on text classification and text clustering. Natural language processing is a task in artificial intelligence that deals with analysis and synthesis of natural language data, and among its sub-tasks include but are not limited to classification, clustering, and synthesis of speech and text. Like all other types of data for tasks in artificial intelligence, natural language data are required to be represented in numerical form. However, it has been difficult to represent text data in a way that is convenient for computational models. In the early years, the most common paradigm of text representation is through the use of techniques such as n-Grams and Term Frequency-Inverse Document Frequency (or TF-IDF).

1.1. n-Grams

In n-Grams, we represent a text in a contiguous sequence of \( n \) tokens, e.g. “I like dancing in the rain” will have a unigram \((n = 1)\) representation of each word acting as a token, i.e. [“I”, “like”, “dancing”, “in”, “the”, “rain”] – and it follows that if \( n = 2 \), each token will consist of pairs of words from the given text sequence. This technique allows us to capture the context of words that are frequently used together, e.g. a bigram \((n = 2)\) of “New York” will imply the city or state instead of having it in unigrams (“New” and “York”). However, the drawbacks from this technique are the sparsity of its representations, and its inability to take into account the order of words in how they appear in a document, and finally, it suffers from the curse of dimensionality.

1.2. TF-IDF

In TF-IDF, we represent a text by scoring the importance of a word with respect to a document and to the entire corpus, e.g. a word that occurs multiple times in a document but less times in the entire corpus will be deemed as important, and will have a high score, but a word that occurs multiple times in a document and in the entire corpus will be deemed as a common word, and thus will have a low score. Similar to n-Grams, TF-IDF does not take into account the order of words in a document. In addition, we cannot capture the context of meaning words in TF-IDF.

1.3. Word Embeddings

To solve the problem of sparsity and the inability to capture the contextual meaning of words, Mikolov et al. introduced an efficient word embeddings representation. This representation learns word vector representations that capture semantic word relationships. In this technique, each word is
represented as a weight vector from a neural network that was designed to predict the neighboring tokens of a word, i.e. the input is the word \( w \) at time \( t \) and the outputs are the neighboring words of \( w_t \). Since then, there have been a number of word embeddings proposed such as GloVe (Pennington et al., 2014) and fastText (Mikolov et al., 2018).

1.4. Sentence Embeddings

Word embeddings are a result of an unsupervised training on large corpora, and they have been the basis of numerous advancements in natural language processing (Devlin et al., 2018; Joulin et al., 2016; Mikolov et al., 2013; Pennington et al., 2014; Peters et al., 2018) during the past decade. While they have been quite useful to capture the contextual meaning of words and to represent text data in downstream tasks, it was not clear whether they can capture the meaning of a full sentence, i.e. to embed a full sentence instead of just words. Among the early attempts to provide sentence embeddings was to get the vector representation for each word in a sentence, and use their average as the embeddings for the full sentence (Arora et al., 2016). Despite being a strong baseline for sentence embeddings, the efficacy of this method in capturing relationships among words and phrases in a single vector warrants further investigations. One of the successful attempts to obtain embeddings for full sentences was InferSent (Conneau et al., 2017), which also uses the word embeddings approach for representing each token in a text sequence, then feeds it to a bidirectional recurrent neural network with long-short term memory (Hochreiter & Schmidhuber, 1997) and max pooling architecture. The resulting learned representation by this network is then taken as the full sentence embedding.

1.5. Our contributions

In our work, we use both methods for computing sentence embeddings, i.e. averaged word embeddings from (Honnibal & Montani, 2017), and InferSent embeddings (Conneau et al., 2017), for text representation in our classification and clustering tasks. Doing so will provide an additional literature to the comparison of use and effectiveness of the aforementioned techniques for computing sentence embeddings. Using these embeddings, we introduce the idea of disentangling internal representations of a neural network to further improve the performance on downstream NLP tasks. In this context, disentangling means we transform the representation to preserve the class membership of the data points. To the best of our knowledge, this is the first work on disentangling text representations.

2. Disentangling Text Representations

We consider the problem of text classification and text clustering using averaged word embeddings and sentence embeddings as the representation scheme. To improve the performance on the classification task, we transform the feature representations learned in the hidden layers of a neural network to preserve the class memberships of the data points. In this transformation, we maximize the distances among class-different data points. In doing so, we also obtain a more clustering-friendly representation since in this transformed space, the inter-cluster variance will be maximized.

2.1. Feed-Forward Neural Network

The feed-forward neural network (also colloquially known as deep neural network) is the quintessential deep learning model that learns to approximation the function mapping between the input and output of a dataset, i.e. \( y = f(x; \theta) \). Its parameters \( \theta \) are optimized to learn the best approximation of the input targets, which may be a class label or a real value.

\[
f(\vec{x}) = f^{(n)} \left( f^{(n-1)} \left( \cdots \left( f^{(1)}(\vec{x}) \right) \cdots \right) \right)
\]

\[
\ell_{ce}(y, f(x)) = - \sum_i y_i \log [f(x_i)]
\]

In order to do this, the model composes a number of nonlinear functions in the form of hidden layers, each of which learns a representation of the input features (see Eq. 1). Afterwards, to optimize the model it measures the similarity between the approximation and the input targets by using an error function such as cross entropy (see Eq. 2).

For our experiments, we use two neural network architectures. The first network we used was for the text representation using averaged word embeddings as the sentence embeddings, which had two hidden layers with 500 neurons each. The second network we used was the for the text representation using InferSent sentence embeddings, which had one hidden layer with 500 neurons. The hidden layers were initialized with Kaiming initializer (He et al., 2015) and had ReLU (Nair & Hinton, 2010) as the nonlinearity function, while the output layer was initialized with Xavier initializer and used the softmax nonlinearity function. We transform the hidden layer representations of a neural network to maximize the distances among class-different data points. We accomplish this by using the soft nearest neighbor loss (Agarap & Azcarraga, 2020; Frost et al., 2019; Salakhutdinov & Hinton, 2007), which we will discuss later in this chapter.

2.2. Convolutional Neural Network

The convolutional neural network (or CNN) is a neural network variant that uses the convolution operator as the feature extractor in its hidden layers (LeCun et al., 1998). Similar
to feed-forward neural networks, they also compose hidden layer representations for a downstream task. However, in convolutional neural networks, they use the hierarchical nature of data, and assemble more complex patterns using smaller and simpler patterns which are computed using the convolution operator. We used an architecture with one 1D convolutional layer followed by three fully connected layers with 2048, 1024, and 512 neurons. All the hidden layers were initialized with Kaiming initializer and used the ReLU nonlinearity function, while the output layer was initialized with Xavier initializer and used the softmax nonlinearity function.

Similar to our feed-forward network, we transform the hidden layer representations of our convolutional neural network to disentangle the feature representations using the soft nearest neighbor loss.

2.3. Autoencoder

An autoencoder (Bourlard & Kamp, 1988; Hinton & Zemel, 1994; Hinton & Salakhutdinov, 2006; Vincent et al., 2008; 2010) is a neural network that aims to find the function mapping for the features \( x \) to itself through the use of an encoder function \( h = \text{enc}(x) \) that learns the latent code representation for the features, then a decoder function that reconstructs the original features from the latent code representation \( r = \text{dec}(h) \). The latent code representation has a lower dimensionality than the original feature representation, in which the most salient features of the data are learned. Intuitively, the encoder and the decoder layers can be thought of as individual neural networks that are stacked together to form an autoencoder.

To learn the reconstruction task, it minimizes a loss function \( \mathcal{L}(x, \text{dec}(\text{enc}(x))) \), where \( \mathcal{L} \) is a function penalizing the decoder output \( \text{dec}(\text{enc}(x)) \) for being dissimilar from the original features \( x \). Typically, this reconstruction loss is the Mean Squared Error (MSE) \( \frac{1}{n} \sum_{i=1}^{n} \| \text{dec}(\text{enc}(x_i)) - x_i \|^2 \).

Then, like other neural networks, it is usually trained using a gradient-based method aided with the backpropagation of errors (Rumelhart et al., 1985).

\[
\ell_{\text{rec}}(x, r) = \frac{1}{n} \sum_{i=1}^{n} -x_i \log(r_i) + (1 - x_i) \log(1 - r_i)
\]

The reconstruction task of an autoencoder has a by-product of learning good feature representations, and we take advantage of this for clustering, particularly, we use the latent code representation \( z = \text{enc}(x) \) as the input features for the clustering algorithm. Our autoencoder had a \( d - 500 - 500 - 2000 - z - 2000 - 500 - 500 - d \) architecture, where \( d \) and \( d' \) are the dimensionality of the features, and \( z \) is the dimensionality of the latent code, which we set to 128 in all our experiments. We use the binary cross entropy (see Eq. 3) as the reconstruction loss for our experiments. All the hidden layers were initialized with Kaiming initializer and used ReLU as the nonlinearity function, while the encoder and decoder output layers were initialized with Xavier initializer and used the logistic nonlinearity function.

2.4. Soft Nearest Neighbor Loss

In the context of our work, we define disentanglement as how close pairs of class-similar feature representations are, relative to pairs of class-different feature representations. Frosst et al. used the same term in the same context. A low entanglement value implies that feature representations from the same class are closer together than they are to feature representations from different classes. To measure the entanglement of feature representations, Frosst et al. expanded the non-linear neighborhood component analysis (NCA) (Salakhutdinov & Hinton, 2007) objective by intro-
We demonstrate the effectiveness of our approach by conducting experiments on a benchmark dataset, and lay down the classification and clustering performance of our baseline and experimental models.

They defined the soft nearest neighbor loss as the non-linear NCA at temperature $T$, for a batch of $b$ samples $(x, y)$.

$$\ell_{\text{snn}}(x, y, T) = -\frac{1}{b} \sum_{i \in 1 \ldots b} \log \left( \sum_{j \in 1 \ldots b, j \neq i, y_i = y_j} \exp \left( -\frac{d_{ij}}{T} \right) \right)$$

where $d$ is a distance metric on either raw input features or learned hidden layer representations $x$ of a neural network, and $T$ is the temperature factor that is directly proportional to the distances among the data points. We use the pairwise cosine distance (see Eq. 5) as our distance metric on all our experiments for more stable computations.

$$d_{ij} = 1 - \frac{\sum_n^N x_i x_j}{\sqrt{\sum_n^N x_i^2} \sqrt{\sum_n^N x_j^2}}$$

Similarly, we employ the annealing temperature (see Eq. 6) proposed by Agarap & Azcarraga for more stable computations.

$$T = \frac{1}{(\eta + i)^\gamma}$$

where $i$ is the current training epoch index, and we set $\eta = 1$ and $\gamma = 0.55$ for our experiments, similar to Neelakantan et al.

Frosst et al. described the temperature factor as a means to control the relative importance of the distances between pairs of points, that is, the loss is dominated by small distances when using a low temperature. We can describe the soft nearest neighbor loss as the negative log probability of sampling a neighboring data point $j$ from the same class as $i$ in a mini-batch $b$, which is similar to the probabilistic sampling by Goldberger et al. A low soft nearest neighbor loss value is implies a low entanglement (or high disentanglement).

In Figure 1, we show a disentangled latent code representation for the word vectors from an opinion lexicon by (Hu & Liu, 2004). In the aforementioned figure, we can see a better separation of the word vectors from the two classes.

### 3.1. Dataset

Due to time and computational restraints, we were only able to run experiments on one dataset. In future works, we intend to use more datasets. In the current study, we use the AG News dataset, a text classification dataset that is comprised of four classes (Zhang et al., 2015). Despite the training set having a 119,843 documents, we only use a subset of it in select experiments due to time and computational resource constraints. However, we still used the full test set of 7,600 documents for our evaluations. We removed the English stop words, the words that have less than 3 characters, and the non-alphanumeric characters. Then, we normalized the texts into lowercase.

We computed the sentence embeddings before training to save time and computation resources. For the first set of sentence embeddings, we computed the average GloVe (Pennington et al., 2014) word embeddings for each example using SpaCy (Honnibal & Montani, 2017), while for the second set of sentence embeddings, we computed the InferSent embeddings for each example.

Our first set of sentence embeddings had 300 dimensions for each example, while the second set of embeddings had 4096 dimensions for each example. The large gap between the dimensionalities of the sentence embeddings we used was due to the use of bidirectional RNN-LSTM in InferSent.

### 3.2. Experimental Setup

We used a computing machine with Intel Core i5-6300 HQ (2.60 GHz) with 16 GB DDR3 RAM and Nvidia GTX 960M 4GB GDDR5 GPU. We ran our computations for each of our experiments for five times, each of which used a pseudorandom seed for reproducibility. The seeds we used were as follows: 42, 1234, 73, 1024, and 31415926.

For our experiments where we used the averaged word embeddings as the sentence embeddings, we only used a pseudorandomly picked subset with 20,000 examples while we still used the full test with 7,600 examples for evaluation. As for our experiments where we used the InferSent embeddings as the sentence embeddings, we used the full training set with 119,843 examples and the full test with 7,600 examples for evaluation.

### 3.3. Text Classification

We trained feed-forward neural networks and and convolutional neural networks using a composite loss (see Eq. 7) of the cross entropy as the classification loss, and the soft nearest neighbor loss as the regularizer.

$$\mathcal{L}(f, x, y) = \ell_{\text{ce}}(y, f(x)) + \alpha \cdot \sum_{b \in B} \ell_{\text{snn}}(f^{(b)}(x), y)$$

(7)
where $b$ is the index of the hidden layer of the neural network. We did not perform any hyperparameter tuning or any training tricks since we only want to show that we can use disentanglement for some natural language processing tasks. Our neural networks were trained using Adam (Kingma & Ba, 2014) optimization with a learning rate of $1 \times 10^{-3}$ on a mini-batch size of 256 for 30 epochs for the feed-forward neural networks and 50 epochs for the convolutional neural networks. We used an $\alpha$ value of 100 for disentanglement and -100 for entanglement. The rationale for entanglement is based on the findings by Frosst et al., where they showed that entangling the representations in the hidden layer of a network results to an even better disentanglement in the classification layer.

### 3.4. Text Clustering

We trained an autoencoder network using a composite loss (see Eq. 8) of the binary cross entropy as the reconstruction loss, and the soft nearest neighbor loss as the regularizer.

$$L(f, x, y) = \ell_{rec}(x, f(x)) + \alpha \cdot \sum_{b \in B} \ell_{snn}(f^{(b)}(x), y)$$

(8)

Similar to our classification experiments, we did not perform any hyperparameter tuning or any training tricks. Our autoencoder was trained using Adam optimization with a learning rate of $1 \times 10^{-3}$ on a mini-batch size of 256 for 30 epochs. Unlike the classification experiments, we only used an $\alpha$ value of 100 due to time constraints. For autoencoding, we had two modes of disentanglement: the first is by disentangling only a part of the latent code, particularly, only 100 of its 128 units à la (Salakhutdinov & Hinton, 2007), and the second is by disentangling all the hidden layers of the autoencoder network.

Afterwards, we use the disentangled latent code, from these two modes of disentanglement, as the input features for our k-Means clustering algorithm (Lloyd, 1982).

We used the number of ground-truth categories in our dataset as the number of clusters. We used six different metrics to evaluate the clustering performance of our baseline and experimental models. The first three metrics fall under the category of internal criteria for clustering evaluation, which measure clustering quality. The second three metrics fall under the category of external criteria for clustering evaluation, which measure clustering membership.

#### 3.4.1. Internal Criteria

In internal criteria for clustering evaluation, the clustering is subjected to optimizing the intra- and inter-cluster similarity. Specifically, to obtain a high intra-cluster similarity, and a low inter-cluster similarity. These optimization metrics are based on the cluster quality alone, without any external validation. We note that good scores in internal criteria metrics may not necessarily imply the effectiveness of the clustering model.

$$DBI = \frac{1}{k} \sum_{i=1}^{k} \max_{i \neq j} R_j$$

(9)

#### 3.4.1.1 Davies-Bouldin Index

(DBI) is the ratio between the intra-cluster distances and the inter-cluster distances (Davies & Bouldin, 1979; Halkidi et al., 2001). A low DBI denotes a good cluster separation. We compute it using Eq. 9.
where \( R \) is the mean similarity among clusters given by the following equation,

\[
R_{ij} = \frac{s_i + s_j}{d_{ij}}
\]

(10)

where \( s \) is the cluster diameter which is the average distance between each point in the cluster and the cluster centroid, and \( d_{ij} \) is the distance between centroids \( i \) and \( j \).

### 3.4.1.2 Silhouette Score

(SIL) measures the similarity among examples in their own cluster compared to other clusters (Rousseeuw, 1987), and we compute it using Eq. 11,

\[
SIL = \frac{b(i) - a(i)}{\max[a(i), b(i)]}
\]

(11)

where \( a(i) \) is the average within-cluster distances, and we compute it using the following equation,

\[
a(i) = \frac{1}{|C_i| - 1} \sum_{j \in C_i, i \neq j} d(i, j)
\]

(12)

where \( C_i \) is the predicted cluster for point \( i \), and \( d(i, j) \) is the distance between points \( i \) and \( j \). Then, \( b(i) \) is the average nearest-cluster distance, and we compute it using the following equation, 13,

\[
b(i) = \min_{k \neq i} \frac{1}{|C_k|} \sum_{j \in C_k} d(i, j)
\]

(13)

Although any distance metric may be used, we used the Euclidean distance for our evaluations.

### 3.4.1.3 Calinski-Harabasz Score

(CHS) is the ratio of intra-cluster dispersion to inter-cluster dispersion, and we compute it using Eq. 14. A high CHS denotes good cluster separation (Calinski & Harabasz, 1974).

\[
CHS = \frac{\text{Tr}(B_k)}{\text{Tr}(W_k)} \times \frac{N - k}{k - 1}
\]

(14)

where \( B_k \) is the inter-cluster dispersion matrix given by the following,

\[
B_k = \sum_q n_q(c_q - c)(c_q - c)^T
\]

(15)

and \( W_k \) is the intra-cluster dispersion matrix given by the following,

\[
W_k = \sum_{q=1}^k \sum_{x \in C_q} (x - c_q)(x - c_q)^T
\]

(16)

where \( N \) is the number of points in the data, \( C_q \) contains the data of points in cluster \( q \), \( c_q \) is the center of cluster \( q \), \( c \) is the center of \( C \), and \( n_q \) is the number of data points in cluster \( q \).

### 3.4.2. External Criteria

In external criteria for clustering evaluation, we use external information such as the class labels of a benchmark dataset for our validation. The external criteria metrics measure the clustering membership of the data points by using the class labels as the pseudo-cluster labels. Using the ground-truth labels as the pseudo-cluster labels is based on the cluster assumption in the semi-supervised learning literature (Chapelle et al., 2009).

#### 3.4.2.1 Normalized Mutual Information (NMI)

(NMI) is the normalization of the mutual information (MI) score to transform its value to the \([0, 1] \in \mathbb{R}\) range, where 0 implies no mutual information while 1 implies perfect correlation. We compute it using the following,

\[
NMI = \frac{2I(y, c)}{H(y) + H(c)}
\]

(17)

where \( y \) is the pseudo-cluster label, \( c \) is the predicted cluster label, \( H \) is the entropy, and \( I \) is the mutual information between the pseudo-cluster labels and the predicted cluster labels.

#### 3.4.2.2 Adjusted Rand Index (ARI)

(ARI) is the Rand Index (RI) adjusted for chance (Hubert & Arabie, 1985). It measures the similarity between two clusterings by iterating through all pairs of points and counting pairs assigned to the same or different clusters according to the pseudo-cluster labels and the predicted cluster labels.

\[
RI = \frac{TP + TN}{TP + FP + FN + TN}
\]

(18)

where \( TP \) is the true positive, \( TN \) is the true negative, \( FP \) is the false positive, and \( FN \) is the false negative. We then compute ARI from RI through the following,

\[
ARI = \frac{RI - \overline{E}[RI]}{\max(1 - \overline{E}[RI])}
\]

(19)

ARI values are in \([0, 1] \in \mathbb{R}\) range, where 0 implies random labelling independently of the number of clusters, while 1 implies the clusterings are identical up to a permutation.

#### 3.4.2.3 Clustering Accuracy (ACC)

(ACC) is the best match between the pseudo-cluster labels and the predicted clusters (Yang et al., 2010).

\[
ACC = \max_m \frac{\sum_{i=1}^n 1\{l_i = m(c_i)\}}{n},
\]

(20)

where \( l_i \) is the pseudo-cluster label, \( c_i \) is the predicted cluster label, and \( m \) ranges over all possible one-to-one mappings between the labels and the clusters.
Table 4. Using a composite loss, which minimizes binary cross entropy loss and minimizes entanglement through soft nearest neighbor loss, has a significant increase in clustering membership performance on the AG News dataset using an autoencoder network.

3.5. Clustering Performance Evaluation

Since autoencoder and clustering are unsupervised learning techniques, we simulate the lack of labelled datasets by using only a subset of 10,000 labelled examples for training our InferSent models while we still use the 20,000 labelled examples for training our SpaCy models. For our baseline models, we encode the original feature representation (which we denote by “Orig.”) using principal components analysis to 128 dimensions (the same dimensionality used by our autoencoders), and we use the latent code representation from our baseline autoencoder. The resulting lower-dimensional representation of our sentence embeddings are the inputs to our k-Means clustering model. In Table 3, we can see that encoding the sentence embeddings using an autoencoder network improves the clustering quality of the learned representations. When using the averaged word embeddings, we can see that our autoencoder with disentangled hidden layers outperformed all the models in terms of DBI and SIL on average over our five runs, but lost significantly in terms of CHS due to one of the runs (seed 31415926) on the baseline autoencoder had 1,036,948.01 as its CHS (and DBI of 0 and SIL of 1). However, if we exclude the baseline autoencoder run on seed 31415926, it has only 571.67 as its CHS. But when using the InferSent embeddings, we see a more consistent result of our experimental models outperforming our baseline models, and only losing to our baseline autoencoder by a slim margin in terms of SIL.

In Table 4, we see a significant clustering membership improvement when using disentangled representations for clustering. Surprisingly, even without any ground-truth information unlike our experimental models, the baseline autoencoder performed well when using the averaged word embeddings. Similarly, we have a decent baseline performance as well on the original feature representation for both the averaged word embeddings and InferSent embeddings. For the latter, we cite Cover’s theorem which states that by transforming a non-linearly separable data into higher-dimensional space, we can obtain a linearly separable representation of the data, noting that the averaged word embeddings and InferSent embeddings had 300 and 4096 dimensions respectively at the beginning, and only transformed to 128 dimensions by using PCA. Furthermore, this even supports the study by Wieting & Kiela, where their random encoders performed on par with the models in (Conneau et al., 2017), suggesting that the sentence encoding in 4096 dimensions takes the most credit for rendering the classification task easier. As for our experimental models, both disentangling the latent code layer and all the hidden layers of the autoencoder improved the clustering performance in terms of cluster membership as indicated by their high NMI, ARI, and ACC scores.

3.6. Visualizing Disentangled Text Representations

We show the latent code representations for both the averaged GloVe embeddings and the InferSent embeddings using our baseline autoencoder, autoencoder with disentangled hidden layers, and autoencoder with disentangled latent code layer in Figure 2, together with the original InferSent embeddings representation. We obtain these latent code representations from our clustering experiments. Visually, we can confirm that with disentanglement, we were able to have better-defined clusters.

4. Conclusion and Future Directions

To the best of our knowledge, this is the first work on disentangling natural language representations for classifica-
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Figure 2. Visualization comparing the original representation with the learned latent code representations by the baseline autoencoder, our autoencoder with disentangled hidden layers, and our autoencoder with disentangled latent code layer. To achieve this visualization, the representations were encoded using t-SNE (Maaten & Hinton, 2008) with perplexity = 50.0 and learning rate = 200.0, optimized for 1,000 iterations, using the same random seed for all the computations. This figure is best viewed in color.

tion and clustering since the seminal papers on soft nearest neighbor loss focused on image classification and image generation tasks (Frosst et al., 2019; Goldberger et al., 2005; Salakhutdinov & Hinton, 2007). Our experimental models consistently outperformed our baseline models with marginal improvement on text classification and significant improvement on text clustering, both in the form of sentence embeddings. Moreover, our findings show that there is only a marginal improvement in performance when using actual sentence embeddings over an averaged word embeddings. We aim to apply disentanglement on more natural language processing tasks such as language generation, sentiment analysis, and word embeddings analysis. We also aim to use more datasets for a stronger set of empirical results.
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