A path integral for the chiral-form partition function
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ABSTRACT: Starting from the recent action proposed by Sen [1, 2], we evaluate the partition function of the compact chiral boson on a two-dimensional torus using a path-integral formulation. Crucially, we use a Wick-rotation procedure obtained from a complex deformation of the physical spacetime metric. This directly reproduces the expected result including general characteristics for the theta functions. We also present results for the chiral 2-form potential in six dimensions which can be readily extended to $4k+2$ dimensions.
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1 Introduction

Self-dual $2k+1$-forms in $4k+2$ dimensions are ubiquitous in physics. They enter the description of the two-dimensional Quantum Hall effect, appear in the spectrum of string theory as the Ramond-Ramond 5-form flux in ten-dimensional Type-IIB supergravity, and M-theory in the low-energy effective field theory of a single M5-brane. There are, however, well-known difficulties in writing down Poincaré-invariant Lagrangians for self-dual fields and many alternatives that side-step this issue have been put forward over the years [3–18].

More recently, Sen proposed a novel, string-field-theory inspired action for self-dual forms that maintains manifest Lorentz invariance, [1, 2]. His construction combines two fields: a $2k$-form appearing with wrong-sign kinetic term, and a $2k+1$-form that is self-dual with respect to the flat reference metric $\eta$. The physical spacetime metric $g$ enters the Lagrangian in a non-standard way and as a result diffeomorphism invariance takes a novel form. The action is quadratic in these two fields but they are non-trivially coupled.
However, in the Hamiltonian description, the wrong-sign unphysical degrees of freedom explicitly decouple from the physical ones. Furthermore only the physical degrees of freedom are sensitive to the physical metric and external sources. One is then left with a positive-definite Hamiltonian, which correctly captures the physics of self-dual forms with respect to the physical spacetime metric $g$. This action was supersymmetrised for the case of the self-dual 3-form in the abelian six-dimensional (2,0) theory in [19] (wherein an interacting non-abelian generalisation was also constructed), and certain geometric aspects of the formalism were elucidated in [20].

Turning to the quantum theory, and given the complications of finding action principles for self-dual fields, a popular approach for obtaining the chiral form partition function via a path-integral computation is so-called “holomorphic factorisation”: one starts with the action for the non-chiral version of the field, evaluates the corresponding path integral in the Wick-rotated theory, observes that the result essentially factorises and reads off the chiral part [21–23]. In a more rigorous approach, the partition function of the self-dual field is determined via a Chern-Simons “holographic” description in $4k + 3$ dimensions [17, 26, 27] that takes into account the topological aspects associated with the quantisation of the self-dual field. For example, it is well established that such a partition function is not uniquely defined without the choice of a background spin structure, or equivalently the choice of a holomorphic line bundle, of which the partition function is a section. Within the holographic approach of [17], one is naturally forced to make such a choice when imposing the Gauss law constraint on Chern-Simons theory in one dimension higher.

Since the information about the background spin structure should in principle be encoded within the action in the form of topological terms [21, 22], one could naturally ask whether candidate actions for chiral forms in $4k + 2$ dimensions can reproduce the chiral partition function via a path integral formulation, without resorting to the Chern-Simons description. In this paper we use the action of [1, 2] as a starting point for precisely such a calculation for the chiral boson on the torus. An immediate obstacle pertains to Wick rotating the action to Euclidean signature, as the standard analytic continuation to imaginary time leads to a path integral that does not converge because of the wrong-sign nature of one of the fields. Moreover, one may wonder how to impose a self-duality constraint when the signature changes and the Hodge star no longer squares to the identity. Here, however, we employ an alternative prescription for Wick rotating via a complex deformation of the physical spacetime metric, as suggested by Visser [30]. It is a happy coincidence that the non-standard coupling of the fields in the Sen action to the background metric is precisely such that the resulting path integral is convergent. Furthermore, as this alternative Wick rotation does not modify the reference metric, the self-duality constraint is unaffected and the physical degrees of freedom of the system are explicitly preserved.

---

1 For a Hamiltonian version see also [24, 25].
2 One can attempt to carry out a path integral approach by introducing an infinite number of auxiliary fields [8, 28]. For another construction see [29].
3 Note that the idea of Wick rotating a theory via complex deformations of the spacetime metric has very recently re-emerged in the context of determining which class of complex geometries can a generic quantum field theory be consistently coupled to, and the possible implications of such a procedure for quantum gravity [31–33].
This allows us to proceed with the evaluation of the path integral. Note that in our calculation both the physical and unphysical modes contribute to the partition function. In this way, through a collection of delicate but ordinary manipulations, we recover the standard expression for the chiral-boson partition function in the form of the ratio \( \theta(T)/\eta(T) \), where \( T \) is related to the complex structure of the torus by an \( SL(2,\mathbb{Z}) \) transformation.\(^4\) It is interesting to point out that, when the radius-squared of the chiral boson is rational (corresponding to a rational conformal field theory), the resulting partition function is an extended \( \hat{u}(1) \) character as expected [34–36]. In our calculation the choice of spin structure corresponds to introducing topological terms (i.e. terms that do not affect the equations of motion) to the Sen action along with a change in the boundary conditions for the fields. We make appropriate choices for such terms, leading to more general theta characteristics in the \( \theta(T)/\eta(T) \) result, once again as expected for the widely studied chiral boson.

The extension of these results to \( 4k+2 \) dimensional theories is of great interest and we initiate this study by evaluating the path integral of the six-dimensional version of the Sen action on the six-torus, i.e. \( k = 1 \), including an additional topological term. One recovers once again appropriate generalisations of the two-dimensional answer, involving higher theta functions with general characteristics. Our results here can be readily extended to more general values of \( k \).

The rest of this paper is organised as follows. We begin in section 2 with a summary of the salient features of the Sen action [1, 2], as well as the Wick-rotation prescription of [30]. We continue in section 3 with the implementation of the Wick rotation and evaluation of the path integral for the chiral boson on the torus. We calculate the oscillator and winding-mode contributions to obtain the \( \theta(T)/\eta(T) \) result, with the more general theta characteristics following suit after adding appropriate topological terms to the action and modifying the boundary conditions. In section 4 we sketch the corresponding setup for the chiral 2-form potential in six dimensions and calculate the oscillator and winding-mode contributions to the path integral. We conclude with some closing comments and open questions in section 5.

2 Background

We begin our discussion by providing some background material that will form the starting point of our calculation.

2.1 Sen action for chiral forms

In [1, 2] Sen put forward the following action as a candidate for capturing the physics of chiral forms on a \( 4k+2 \)-dimensional spacetime with general metric:

\[
S = \frac{1}{(2\pi)^{4k+1}} \int \left( \frac{1}{2} dP \wedge \ast dP - 2Q \wedge dP + Q \wedge \tilde{M}(Q) \right),
\]

\(^4\)We appreciate that the moniker “partition function” could be taken as an abuse of language. What we mean is the path integral evaluated on a spacetime that is a Euclidean torus.
where $P$ is a $2k$ form with the wrong-sign kinetic term and $Q = \ast_Q Q$ is a self-dual $2k + 1$-form. Note that even though the spacetime metric $g$ is non-trivial, the Hodge star is evaluated with respect to the Minkowski metric $\eta$. Instead, the non-triviality of the background is encoded in the term $\widetilde{M}(Q)$, where $\widetilde{M}$ is a map from $\ast_Q$-self-dual forms to $\ast_Q$-anti-self-dual forms such that

$$m(\omega) := \omega - \widetilde{M}(\omega), \tag{2.2}$$

is self-dual with respect to $\ast_g$. The action (2.1) is invariant under infinitesimal diffeomorphisms, $x^\mu \to x^\mu + \xi^\mu(x)$, up to the boundary term

$$\delta_\xi S = \frac{1}{(2\pi)^{4k+1}} \int d(\delta_\xi P \wedge dP), \tag{2.3}$$

through the non-standard transformations

$$\delta_\xi Q = -\left(\frac{1 + \ast_\eta}{2}\right) \delta_\xi P \quad \delta_\xi P = i\xi(Q - \widetilde{M}(Q)) \quad \delta_\xi \widetilde{M}(Q) = \left(\frac{1 - \ast_\eta}{2}\right) m^{-1}(\xi(m(Q))), \tag{2.4}$$

where

$$\xi(\omega) := \frac{1}{(p-1)!} \nabla_\mu \xi^\lambda \omega_{\lambda \nu_1 \ldots \nu_{p-1}} dx^\mu \wedge dx^{\nu_1} \wedge \ldots \wedge dx^{\nu_{p-1}}, \tag{2.5}$$

for any $\omega = \frac{1}{p!} \omega_{\nu_1 \ldots \nu_p} dx^{\nu_1} \wedge \ldots \wedge dx^{\nu_p}$.\footnote{Our conventions are those of [20] where the $\ast_g$ operation in D spacetime dimensions is given by

$$\ast_{012\ldots(D-1)D} = -1$$

$$\ast_g \omega = \sqrt{-g} \frac{1}{p! (D-p)!} \varepsilon_{\nu_1 \ldots \nu_{D-p} \mu_1 \ldots \mu_p} \omega_{\mu_1 \ldots \mu_p} g^{\nu_1 \rho_1} \ldots g^{\nu_p \rho_p} \omega_{\rho_1 \ldots \rho_p} dx^{\nu_1} \wedge \ldots \wedge dx^{\nu_{D-p}}$$

and analogously for $\ast_Q$.}

A closed-form expression for $\widetilde{M}(Q)$ was proposed in [20] under the assumption that it is symmetric; $Q_1 \wedge \widetilde{M}(Q_2) = Q_2 \wedge \widetilde{M}(Q_1)$, and $\ast_Q$-anti-self-dual; as only these combinations appear in (2.1).\footnote{For an alternative construction see [37].} This construction considers a basis of $\ast_Q$-(anti)self-dual forms

$$\omega^A_+, \omega^-_A, \quad \text{for} \quad A = 1, \ldots, \frac{1}{2} \left(\frac{4k+2}{2k+1}\right), \tag{2.6}$$

on which

$$\widetilde{M}(\omega^-_A) = 0, \quad \widetilde{M}(\omega^A_+) = \widetilde{M}^{AB} \omega^-_B, \quad \text{with} \quad \widetilde{M}^{AB} = \widetilde{M}^{BA}. \tag{2.7}$$

In terms of this basis, a $\ast_Q$-self-dual $2k + 1$-form can be expanded as

$$\varphi^A = N^A_B \omega^+_B + K^{AB} \omega^-_B. \tag{2.8}$$
By demanding that $\omega_+ - \tilde{\mathcal{M}}^{AB} \omega_- B$ is indeed $\star_g$-self-dual one determines that

$$\tilde{\mathcal{M}}^{AB} = - (\mathcal{N}^{-1})^A \mathcal{C} \mathcal{K}^{CB}.$$  \hspace{1cm} (2.9)

The following combinations of Lagrangian fields

$$Q_{(s)} := Q + \left(\frac{1 + \star_g \eta}{2}\right) dP$$
$$Q_{(g)} := Q - \tilde{\mathcal{M}}(Q),$$  \hspace{1cm} (2.10)

correspond on-shell to a singlet and a standard self-dual 3-form under diffeomorphisms, hence they are respectively identified with the unphysical and physical chiral degrees of freedom of the system. In the Hamiltonian formulation of the theory, the degrees of freedom $Q_{(s)}$ and $Q_{(g)}$ decouple from each other and one isolates the physical chiral form, satisfying $Q_{(g)} = \star_g Q_{(g)}$ [2, 20].

It is straightforward to introduce sources to (2.1) by extending the action to

$$S = \frac{1}{(2\pi)^{4k+1}} \int \left( \frac{1}{2} dP \wedge \star_\eta dP - 2Q \wedge dP + (Q + J) \wedge \tilde{\mathcal{M}}(Q + J) + 2Q \wedge J - \frac{1}{2} J \wedge \star_\eta J \right).$$  \hspace{1cm} (2.11)

This action enjoys a standard gauge symmetry through shifting $P$ by an exact $2k$-form. It is interesting to also observe that under the following wider class of transformations

$$P \to P + \Lambda$$
$$J \to J + d\Lambda$$
$$Q \to Q - \left(\frac{1 + \star_\eta}{2}\right) d\Lambda,$$  \hspace{1cm} (2.12)

the action (2.11) changes by

$$S \to S + \frac{1}{(2\pi)^{4k+1}} \int d\Lambda \wedge (dP - J).$$  \hspace{1cm} (2.13)

It should be appreciated that the last term in (2.11) does not contribute to the equations of motion for $P, Q$. Nevertheless, one needs to add it to the action so as to achieve (2.13), which we will see plays an important role in the interpretation of the partition function of the chiral boson.

Despite the non-standard coupling of the fields to the background metric, the action (2.11) passes various consistency checks for $k = 0, 1$, when compactified on a torus and respectively on a circle, K3 and a non-compact Riemann surface [2, 20].

---

7The source $J$ is a standard $(k + 1)$-form, which transforms as usual under diffeomorphisms. To see how (2.4) and (2.10) get modified when $J \neq 0$, see [20].
2.2 Wick-rotation via metric deformation

When evaluating the path integral, one usually passes to the Euclidean version of the theory to ensure convergence. However, applying the standard Wick-rotation procedure of analytically continuing to imaginary time for (2.11) leads to a non-convergent answer because of a wrong sign for the $P$ kinetic term along with the $dP \wedge Q$ mixing term. A new prescription is also needed since, due to the self-duality constraint, one would like to Wick rotate the theory without altering the degrees of freedom of the system.

We will employ the proposal of Visser [30], where instead of analytically continuing to imaginary time, one performs a complex deformation of the Lorentzian spacetime metric $g$, and not the coordinates, via

$$(g_\epsilon)_{\mu \nu} := g_{\mu \nu} + i \epsilon V_\mu V_\nu / V^\lambda V_\lambda.$$  

(2.14)

Here, $\epsilon$ is the deformation parameter, $V^\mu$ is an arbitrary, nowhere-vanishing timelike vector field (which is guaranteed to exist because the spacetime has a global Lorentzian signature) and $V_\mu$ is the associated co-vector, i.e. $V_\mu := g_{\mu \nu} V^\nu$. For the simple case of flat space and a constant vector $V_\mu = (-1, 0, \ldots, 0)$, (2.14) results in

$$g_\epsilon = \text{diag}(-1 - i \epsilon, +1, \ldots, +1),$$  

(2.15)

which recovers the standard Minkowski metric for $\epsilon = 0$ and the Euclidean metric for $\epsilon = 2i$. In fact this case is completely equivalent to the standard Wick rotation via analytic continuation to imaginary time; see [30]. Following this, the prescription for analytically continuing to Euclidean signature for arbitrary metrics consists of taking (2.14) and setting $\epsilon = 2i$.\footnote{One cannot make this simply a real deformation by e.g. setting $i \epsilon = \lambda$, and taking $\lambda$ from $0 \to -2$, as the metric would become singular at $\lambda = -1$ or $\epsilon = i$. The complex deformation allows us to go around this point in the $\epsilon$-plane.} Note that the resulting Euclidean metric is in general not unique but depends on the choice of constant timelike vector $V^\mu$.

Although this recipe was initially put forward to produce Euclidean metrics that are compatible with the existence of a Lorentzian metric [30], it is particularly apt in our case where the physical metric dependence of (2.11) comes entirely through $\tilde{M}$. We stress that the reference metric $\eta$ is left untouched by this Wick rotation, bringing in two advantages. First, we can keep the original constraint $Q = \ast \eta Q$ even in the Wick-rotated theory, and this guarantees that the latter describes the same number of degrees of freedom as the Lorentzian one. Second, the Wick rotation (2.14) makes the path integral convergent. This happens because the wrong-sign term $dP \wedge \ast \eta dP$ remains a purely oscillatory contribution, and this allows us to immediately single out a holomorphic partition function.

It is noteworthy that very recently the idea of Wick rotating a theory via complex deformations of the spacetime metric has re-appeared in an attempt to replace the standard axioms of QFT with the requirement that they be consistently coupled to complex metrics [31]. Applications of this proposal to quantum gravity were considered in [32]. In these works, a complex metric is allowed, under the condition that it leads to a convergent path integral. As will become clear such constraints arise naturally for our metric.
3 The path integral for the two-dimensional chiral boson

In this section we will write down a well defined path integral for the two-dimensional chiral boson on $T^2$, starting from the action of $[2, 20]$ and analytically continuing to Euclidean signature à la $[30]$. We will then evaluate it to directly obtain the chiral boson partition function with particular characteristics for the theta function. More general theta-characteristics will be introduced by including boundary terms in the action, and adjusting the periodicities of the scalar field. In this section we will denote the 0-form $P$ by $\phi$ and the 1-form $Q$ by $H$ to keep closer contact with the literature.

To start we define our path integral on the torus of figure 1 using coordinates $(x^0, x^1)$, subject to the identifications

\[ x^0 \cong x^0 + 2\pi l, \quad x^1 \cong x^1 + 2\pi l, \quad (3.1) \]

where $l$ is an arbitrary length scale. The metric is then dimensionless and in these coordinates reads

\[ g_{\mu\nu} = \begin{pmatrix} -L_0^2 + L_0^2 \tan^2 \alpha & L_1 L_0 \tan \alpha \\ L_1 L_0 \tan \alpha & L_1^2 \end{pmatrix}. \quad (3.2) \]

Note that the choice of constant timelike vector $V^\mu$ needed to implement the Wick rotation in (2.14) is not unique. We find it natural to use the timelike vector $V^\mu := (1/L_0, -\tan \alpha/L_1)$, see figure 1. With this choice, the deformed metric becomes

\[ (g_\epsilon)_{\mu\nu} = \begin{pmatrix} (1 + i\epsilon)L_0^2 + L_0^2 \tan^2 \alpha & L_1 L_0 \tan \alpha \\ L_1 L_0 \tan \alpha & L_1^2 \end{pmatrix}, \quad (3.3) \]

which leads to the usual flat metric on the flat Euclidean torus for $\epsilon = 2i$. Note that the determinant of $g_\epsilon$ is proportional to $(1 + i\epsilon)$, so the analytic continuation must be performed by avoiding $\epsilon = +i$.\(^9\) From now on we will set $\epsilon = 2i$.

We next define the 1-forms

\[ \omega_+ = dx^0 - dx^1 \]

\[ \omega_- = dx^0 + dx^1, \quad (3.4) \]

satisfying

\[ \star_\epsilon \omega_{\pm} = \pm \omega_{\pm} \]

\[ \omega_+ \wedge \omega_- = 2dx^0 \wedge dx^1. \quad (3.5) \]

Following the discussion around Eqs (2.6)–(2.9) one arrives at the expression:\(^10\)

\[ \widetilde{M}^{11} = \frac{L_1}{L_0} \frac{L_1 + \tan \alpha + i}{L_1 - \tan \alpha - i}. \quad (3.6) \]

---

\(^9\)We also avoid $\epsilon \in i\mathbb{R}_{<0}$, as we have implicitly placed the branch cut of $\sqrt{-g_\epsilon} = L_1 L_0 \sqrt{1 + i\epsilon}$ there.

\(^10\)So as to arrive at a convergent path integral we pick the negative branch for the square root on the complex plane ($\sqrt{-1} = -i$).
By further introducing the complex structure
\[ \tau = \frac{L_0}{L_1} (\tan \alpha + i), \tag{3.7} \]
we can rewrite (3.6) more simply as
\[ \tilde{M}_{11} = -\frac{\tau + 1}{\tau - 1} =: \mathcal{M}. \tag{3.8} \]

Remarkably, \( \mathcal{M} \) is a meromorphic function of \( \tau \), and since \( \text{Im}(\tau) \) is strictly positive, so is \( \text{Im}(\mathcal{M}) \).

We can now expand
\[ H = H^+ \omega_+ \]
\[ J = J^+ \omega_+ + J^- \omega_-, \tag{3.9} \]
in terms of which the action (2.11) becomes
\[ S = \frac{1}{2\pi} \int_{T^2} d^2 x \left( -\frac{1}{2} (\partial_\phi \phi)^2 + \frac{1}{2} (\partial_1 \phi)^2 - 2H^+ (\partial_\phi \phi + \partial_1 \phi) + 2M (H^+ + J^+)^2 + 4H^+ J^- + 2J^+ J^- \right). \tag{3.10} \]

3.1 The Dirac path integral prescription

Since we are dealing with a constrained system, we would now like to evaluate the Dirac path integral for the action (3.10). Due to \( \star_\eta \)-self-duality \( H_0 = H^+ = -H_1 \) and we can identify \( \phi \) and \( H_1 \) as field variables with canonical conjugate momenta
\[ \Pi^\phi := \frac{\delta S}{\delta \partial_\phi \phi} = \frac{1}{2\pi} (-\partial_\phi \phi + 2H_1), \quad \Pi^{H_1} := \frac{\delta S}{\delta \partial_\phi H_1} = 0. \tag{3.11} \]

The Hamiltonian density is thus
\[ \mathcal{H} = \frac{1}{2\pi} \left[ -2(\pi \Pi^\phi - H_1)^2 - \frac{1}{2} (\partial_1 \phi)^2 - 2H_1 \partial_1 \phi - 2(J^+ - H_1)^2 \mathcal{M} + 4H_1 J^- - 2J^+ J^- \right]. \tag{3.12} \]
and the constraint surface is defined by\textsuperscript{11}
\begin{align}
\chi_1(x^0, x^1) &:= \Pi^{H_1}(x^0, x^1) \\
\chi_2(x^0, x^1) &:= \left\{ \chi_1(x^0, x^1), \int_{\mathcal{S}_1} dy^1 \mathcal{H}(x^0, y^1) \right\}_{x^0} \\
&= -\frac{2}{\pi} \left[ \pi \Pi^\phi - H_1 - \frac{1}{2} \partial_1 \phi + (J^+ - H_1)\mathcal{M} + J^- \right] (x^0, x^1),
\end{align}

which are primary and secondary constraints respectively. The constraints \( \chi_1 \) and \( \chi_2 \) form a pair of second-class constraints,\textsuperscript{12} since their Poisson bracket reads
\begin{align}
\{ \chi_1(x^0, x^1), \chi_2(x^0, y^1) \}_{x^0} = -\frac{2}{\pi} (1 + \mathcal{M}) \delta(x^1 - y^1).\tag{3.15}
\end{align}

The Dirac path integral is then given by [38, 39]
\begin{align}
Z[J^\pm, \mathcal{M}] &= \int [\mathcal{D}\phi \mathcal{D} \Pi^\phi \mathcal{D} H_1 \mathcal{D} \Pi^{H_1}] \delta \left( \pi \Pi^\phi - H_1 - \frac{1}{2} \partial_1 \phi + (J^+ - H_1)\mathcal{M} + J^- \right) \\
&\quad \times \delta \left( \Pi^{H_1} \right) \sqrt{\det \{ \chi_i, \chi_j \}_{x^0}} \times e^{\int_{\mathcal{S}_1} d^2 x (\partial_0 \phi \Pi^\phi + \partial_1 H_1 \Pi^{H_1} - \mathcal{H})}.
\end{align}

Up to an overall constant factor
\begin{align}
\delta \left( \pi \Pi^\phi - H_1 - \frac{1}{2} \partial_1 \phi + (J^+ - H_1)\mathcal{M} + J^- \right) \sqrt{\det \{ \chi_i, \chi_j \}_{x^0}} \propto \delta \left( H_1 - \frac{1}{1 + \mathcal{M}} \left( \pi \Pi^\phi - \frac{1}{2} \partial_1 \phi + J^+ \mathcal{M} + J^- \right) \right),\tag{3.17}
\end{align}

and the functional integration over \( \Pi^{H_1} \) and \( H_1 \) can thus immediately be performed to get
\begin{align}
Z[J^\pm, \mathcal{M}] &= \int [\mathcal{D}\phi \mathcal{D} \Pi^\phi] e^{\int_{\mathcal{S}_1} d^2 x \left[ \partial_0 \phi \Pi^\phi - \mathcal{H} \right]} \\
&\quad |_{H_1 \to \frac{1}{1 + \mathcal{M}} \left( \pi \Pi^\phi - \frac{1}{2} \partial_1 \phi + J^+ \mathcal{M} + J^- \right)}.	ag{3.18}
\end{align}

In this framework, the first thing to do is to exploit the translational invariance over the space of \( \Pi^\phi \), to factorise the path integral (3.18) into
\begin{align}
Z[J^\pm, \mathcal{M}] &= \mathcal{W}[J^\pm, \mathcal{M}] \int [\mathcal{D} \Pi^\phi] e^{\frac{\mathcal{M}}{1 + \mathcal{M}} \int_{\mathcal{S}_1} d^2 x (\Pi^\phi)^2} \int [\mathcal{D}\phi] e^{i S_{\text{eff}}[\phi, J^\pm]},
\end{align}

where we have defined the overall field-independent function of the sources
\begin{align}
\mathcal{W}[J^\pm, \mathcal{M}] := e^{-\frac{1}{2} \int_{\mathcal{S}_1} d^2 x (J^+ J^- + \mathcal{M}^{-1} (J^-)^2)},\tag{3.20}
\end{align}

\textsuperscript{11}Given two functionals \( F, G \) of the fields \( \phi^j \) and their conjugate momenta \( \Pi^i \), we denote with \( \{ F, G \}_{x^0} \) their Poisson bracket at equal time, i.e.
\begin{align}
\{ F, G \}_{x^0} = \int dx^1 \frac{\delta F}{\delta \phi^j(x^0, x^1)} \frac{\delta G}{\delta \Pi^i(x^0, x^1)} - \frac{\delta G}{\delta \phi^j(x^0, x^1)} \frac{\delta F}{\delta \Pi^i(x^0, x^1)}.	ag{3.13}
\end{align}

\textsuperscript{12}There are no first-class constraints for this system. This fact is particular to two dimensions since, when working in \( 4k + 2 \) dimensions with \( k > 0 \), the local gauge redundancy of \( P \) should be taken into account. We will come back to this point in section 4.
and
\[ S_{\text{eff}}[\phi, J^\pm] := \frac{1}{2\pi} \int_{\mathbb{T}^2} d^2 x \left( -\frac{1}{2} (\partial_0 \phi)^2 + \frac{1}{2} (\partial_1 \phi)^2 - \frac{1}{2M} (\partial_0 \phi + \partial_1 \phi)^2 + \frac{2}{M} (\partial_0 \phi + \partial_1 \phi)(MJ^+ + J^-) \right). \] (3.21)

Note that in order to arrive at (3.19), we just used the fact that \( \eta \) is the (reference) Minkowski metric; no assumptions were made about the physical metric \( g \), the data of which is contained inside \( \mathcal{M} \). Note also that once we Wick rotate the physical metric as in (3.3), both functional integrations over \( \Pi^0 \) and \( \phi \) yield convergent Gaussian integrals, see (3.8).

To proceed with the evaluation, we expand \( \Pi^0 \) in terms of an \( L^2(\mathbb{T}^2) \) basis, i.e.
\[ \Pi^0(x^0, x^1) = \sum_{n_0,n_1 \in \mathbb{Z}^2} \Pi^0_{n_0,n_1} e^{-i\mathbb{T}n_0} e^{-i\mathbb{T}n_1}, \] (3.22)
with \( \Pi_{-n_0,-n_1} = (\Pi^0_{n_0,n_1})^* \) such that
\[ \int [D\Pi^0] \sim \prod_{(n_0,n_1) \in \mathbb{Z}^2} \int d\Pi^0_{n_0,n_1}. \] (3.23)
Performing a complex integral over all \( \Pi^0_{n_0,n_1} \) with \((n_0,n_1)\in\mathbb{Z}^2\) would double count the independent fields. Therefore we need to restrict to a domain \( U \subset \mathbb{Z}^2 \) that has the property that \( U \cap (-U) = \emptyset \). Furthermore \( \Pi^0_{0,0} \) must be treated separately as it is real so \((0,0)\notin U\). But when combined we need \( U \cup (-U) \cup (0,0) = \mathbb{Z}^2 \). To this end we find it helpful to define
\[ U := \{(n_0,n_1) \in \mathbb{Z}^2|n_0+n_1 > 0\} \cup \{(n_0,-n_0)|n_0 \in \mathbb{N}\}. \] (3.24)
Pictorially we can think of this as the set of parallel diagonal lines \((n_0+p,-n_0)\) with \(n_0 \in \mathbb{Z}\) for a fixed \(p \in \mathbb{N}\) along with the half-line \((n_0,-n_0)\) with \(n_0 \in \mathbb{N}\). Then we can easily rewrite
\[
\prod_{(n_0,n_1) \in \mathbb{Z}^2} \int d\Pi^0_{n_0,n_1} = \int_{\mathbb{R}} d\Pi^0_{0,0} \prod_{(n_0,n_1) \in U} \int_{\mathbb{C}} d\Pi^0_{n_0,n_1} d(\Pi^0_{n_0,n_1})^* \\
= \int_{\mathbb{R}} d\Pi^0_{0,0} \prod_{(n_0,n_1) \in U} \left( 2 \int_{\mathbb{R}^2} d\text{Re}[\Pi^0_{n_0,n_1}] d\text{Im}[\Pi^0_{n_0,n_1}] \right), \] (3.25)
and hence find for the \( \Pi^0 \) functional integral
\[
\int [D\Pi^0] e^{i \pi \frac{M}{M+1} \int_{\mathbb{T}^2} d^2 x (\Pi^0)^2} = \sqrt{\frac{2}{(2\pi l)^2 M} \left( 2 - \frac{2}{(2\pi l)^2 M} \right)^{|U|}}, \] (3.26)
where \( |U| \) is the cardinality of \( U \).

To compute \(|U|\) we note that the half-line \((n_0,-n_0)\), \(n_0 \in \mathbb{N}\) contributes \(\sum_{n_0=1}^{\infty} 1 = \zeta(0) = -1/2\) to \(|U|\). On the other hand, each complete line \((n_0+p,-n_0)\) consists of two half-lines plus a point and hence contributes \(2\zeta(0) + 1 = 0\) to \(|U|\). Thus we simply find
\[
|U| = -1/2, \] (3.27)
and so
\[
\int [\mathcal{D}\Pi^\phi] e^{i\pi \frac{M}{\mathcal{M}+1} \int_2 d^2 x (\Pi^\phi)^2} \sim 1 .
\] (3.28)

From here onwards we will use \( \sim \) to denote equality of the partition function up to an irrelevant — although possibly infinite — constant.

All in all, we have reduced the functional integral (3.19) to the evaluation of the Feynman path integral for the effective action (3.21):
\[
Z[J^\pm, \mathcal{M}] \sim \mathcal{W}[J^\pm, \mathcal{M}] \int [\mathcal{D}\phi] e^{iS_{\text{eff}}[\phi, J^\pm]} .
\] (3.29)

This result, reached using the Dirac path integral and employing the regularisation (3.27), can in fact be reproduced by considering the Feynman path integral for the original action. To see this we complete the square on \( H^+ \) in (3.10) by introducing
\[
\hat{H}^+ = H^+ + \left( J^+ + \frac{1}{\mathcal{M}} J^- \right) - \frac{1}{2\mathcal{M}} (\partial_0\phi + \partial_1\phi) .
\] (3.30)

By construction \( H \) is an arbitrary \( \star_\eta \)-self-dual form and hence \([\mathcal{D} H^+] = [\mathcal{D} \hat{H}^+]\). Thus the Feynman path integral for (3.10) factorises into
\[
Z = \mathcal{W}[J^\pm, \mathcal{M}] Z_H(\mathcal{M}) \int [\mathcal{D}\hat{\phi}] e^{iS_{\text{eff}}[\phi, J^\pm]},
\] (3.31)
where
\[
Z_H(\mathcal{M}) = \int [\mathcal{D}\hat{H}^+] e^{\frac{i}{\pi} \int_2 d^2 x \mathcal{M}(\hat{H}^+)^2} .
\] (3.32)

Since the imaginary part of \( \mathcal{M} \) is positive, the integration over \( \hat{H}^+ \) converges and using the same regularisation as for (3.28), one recovers an overall constant
\[
Z_H(\mathcal{M}) \sim 1 .
\] (3.33)

Encouraged by this agreement we will directly employ the Feynman path-integral description in our upcoming discussion, sections 3.3 and 4.

After this preliminary work, our task now is to evaluate the functional integral (3.29). We assume that the field \( \phi \) is compact with radius \( R \), i.e.
\[
\phi \cong \phi + 2\pi R ,
\] (3.34)
and it thus admits the following decomposition on the torus
\[
\phi = \phi_{\text{w.m.}} + \phi_{\text{osc}} .
\] (3.35)

The \( \phi_{\text{w.m.}} \) and \( \phi_{\text{osc}} \) respectively encode the winding and oscillatory modes of the field:
\[
\phi_{\text{w.m.}} = \frac{R}{\mathcal{M}} (m_0 x^0 + m_1 x^1) , \quad m_0, m_1 \in \mathbb{Z}
\] (3.36)
\[
\phi_{\text{osc}} = \sum_{n_0, n_1 \in \mathbb{Z}} \phi_{n_0, n_1} e^{-i\frac{\phi}{\mathcal{M}}} e^{-i\frac{\phi}{\mathcal{M}}} , \quad \phi_{-n_0, -n_1} = (\phi_{n_0, n_1})^* ,
\] (3.37)
where the prime symbol on top of the sum denotes that the choice \((n_0, n_1) = (0, 0)\) must not be taken into account.

The compact field \(\phi\) can admit topologically non-trivial configurations because it appears in the action only through its derivative: the action is still single-valued on the torus even when \(\phi\) is not. The same is not true for \(J\) which thus admits the following expansion on the torus:

\[
J = \sum_{n_0, n_1 \in \mathbb{Z}^2} J_{n_0, n_1} e^{-i\mathcal{P} n_0} e^{-i\mathcal{P} n_1}, \quad J_{-n_0, -n_1} = (J_{n_0, n_1})^* .
\]  

(3.38)

Since the effective action (3.21) is quadratic in \(\phi\), \(\phi_{w.m.}\) and \(\phi_{osc}\) decouple. In the following subsections their contributions to the path integral will be determined separately.

Finally, it is important to note that, in the absence of sources, (3.21) closely resembles the Siegel action \[3\]

\[
S_{\text{Siegel}}[\phi] = \frac{1}{2\pi} \int d^2 x \left( \frac{1}{2} (\partial_0 \phi)^2 - \frac{1}{2} (\partial_1 \phi)^2 + \lambda (\partial_0 \phi + \partial_1 \phi)^2 \right) , \quad (3.39)
\]

where \(\lambda\) is a Lagrange multiplier imposing the chiral condition on \(\phi\). This can also be related to the Floreanini-Jackiw action \[4, 6\]. However, one key difference is that \(\mathcal{M}\) in (3.21), unlike \(\lambda\) in (3.39), is a constant and not a Lagrange multiplier hence the interpretation is different: in our case \(\mathcal{M}\) is not a field but is in fact fixed by the complex structure of the spacetime torus.

### 3.2 Chiral-boson partition function

At this stage, many of the algebraic manipulations needed for the remainder of this section are standard, see e.g. \[5, 29, 40\]; we refer the reader interested in the full details to appendix A and only provide a summary of the results.

Evaluating the effective action (3.21) on the oscillator modes we find

\[
S_{\text{eff}}[\phi_{osc}, J^{\pm}] = \pi \sum_{n_0, n_1} \left\{ |\phi_{n_0, n_1}|^2 \left( n_1^2 - n_0^2 - \frac{1}{\mathcal{M}} (n_0 + n_1)^2 \right) + 4i \mathcal{P}(n_0 + n_1) \phi_{n_0, n_1} (J^{+}_{-n_0, -n_1} + \frac{1}{\mathcal{M}} J^{-}_{-n_0, -n_1}) \right\} , \quad (3.40)
\]

which by letting \(n := n_0 + n_1\) and \(m := n_1\) leads to (see appendix A.1)

\[
Z_{\text{osc}} = \prod_{n>0} \frac{i}{n(m + Tn)} , \quad (3.41)
\]

Here we introduced the important parameter

\[
T := -\frac{1}{2} (1 + \mathcal{M}^{-1}) = -\frac{1}{1 + \tau} , \quad (3.42)
\]

which in turn can be related to \(\tau\) via an SL(2, \(\mathbb{Z}\)) transformation. In appendix B we show that the infinite product appearing in (3.41) can be regularised to

\[
\prod_{n>0} \frac{i}{n(m + Tn)} \sim \frac{1}{\eta(T)} . \quad (3.43)
\]
thus arriving at

\[ Z_{\text{osc}} \sim \frac{1}{\eta(T)}. \] (3.44)

Next we turn to the winding modes, which lead to a non-trivial dependence on the sources of the partition function. Evaluating the effective action (3.21) on the winding modes returns

\[ S_{\text{eff}}[\phi_{\text{w.m.}}, J^\pm] = \pi \left( -R^2 m_0^2 + R^2 m_1^2 - \frac{R^2}{M} (m_0 + m_1)^2 + 2R(m_0 + m_1)\mathcal{J}(0) \right), \] (3.45)

where we defined a complex structure on the sources by

\[ \mathcal{J} = J^+ + \frac{1}{M} J^- , \] (3.46)

with normalised zero mode defined by

\[ \mathcal{J}^{(0)} := \frac{2l}{(2\pi l)^2} \int d^2 x \left( J^+ + \frac{1}{M} J^- \right). \] (3.47)

Following on from the oscillator discussion we can bring this to the form (see appendix A.2)

\[ Z_{\text{w.m.}} = \sum_n \sum_m \delta(R^2 n - m) e^{2i\pi R^2 n^2 T + 2i\pi R n \mathcal{J}(0)}, \] (3.48)

where \( T \) was defined in (3.42). One then finds that \( Z_{\text{w.m.}} = \delta(0) \) for \( R^2 \) irrational. Instead, if \( R^2 \) is rational — that is when \( R^2 = r_1/r_2 \) for some coprime integers \( r_1, r_2 \) — one gets a non-vanishing contribution whenever

\[ n = pr_2 \quad \text{and} \quad m = pr_1 , \] (3.49)

for any \( p \in \mathbb{Z} \). Hence for \( R^2 = r_1/r_2 \) we have

\[ Z_{\text{w.m.}} = \delta(0) \sum_p e^{2i\pi r_1 r_2 p^2 T + 2i\pi \sqrt{r_1 r_2} p \mathcal{J}(0)} \sim \theta \left[ \begin{array}{c} 0 \\ 0 \end{array} \right] (\sqrt{r_1 r_2} \mathcal{J}(0) | 2r_1 r_2 T). \] (3.50)

In writing the last step of (3.50) we have dropped the \( \delta(0) \) as an irrelevant but infinite constant arising from the unphysical chiral modes, that originate from the wrong-sign kinetic terms in the Lagrangian (see appendix A.2).

Combining (3.50) with \( Z_{\text{osc}} \) and the source-dependent prefactor appearing in (3.29), we have

\[ Z[J^\pm, T] \sim W[J^\pm, T] Z_{\text{osc}} Z_{\text{w.m.}} \]

\[ \sim W[J^\pm, T] \frac{\theta \left[ \begin{array}{c} 0 \\ 0 \end{array} \right] (\sqrt{r_1 r_2} \mathcal{J}(0) | 2r_1 r_2 T)}{\eta(T)} \]

\[ = e^{-\frac{i}{2} \int d^2 x (J^+ J^- + M^{-1} (J^-)^2)} \frac{\theta \left[ \begin{array}{c} 0 \\ 0 \end{array} \right] (\sqrt{r_1 r_2} \mathcal{J}(0) | 2r_1 r_2 T)}{\eta(T)}. \] (3.51)
In the absence of sources, this can be interpreted as a $\hat{u}(1)_{r_1r_2}$ character, as expected for a chiral boson on a rational square radius.\footnote{For the interested reader a useful resource is [40].} Moreover, since (3.51) is left invariant by $r_1 \leftrightarrow r_2$, we recognise an underlying duality acting as $R \leftrightarrow 1/R$. This fixes the self-dual radius to be $R^2 = r_1/r_2 = 1$ which, as $r_1$ and $r_2$ are coprime, means setting $r_1 = r_2 = 1$ and we find an $\hat{su}(2)_1$ character. All these results are compatible with the formulation of the chiral boson as the edge mode of abelian Chern-Simons theory in one dimension higher [34–36]

To summarise, when $R^2$ is rational our computation precisely lands — up to the SL(2, Z) twist encoded in $\tau \to T$ — on the expected result for the chiral-boson partition function. For $R^2$ irrational, the theta function collapses to one, and $Z$ is only proportional to $1/\eta(T)$.

3.3 General theta-function characteristics and holomorphic structure

We now see how the discussion from the previous section can be extended to include general theta-characteristics. To this end we take

$$\phi_{w.m.} = \frac{R}{T} (m_0 + \alpha_0)x^0 + \frac{R}{T} (m_1 + \alpha_1)x^1,$$

for some constants $\alpha_0, \alpha_1$. Here $\phi$ is not single-valued over the torus and now satisfies

$$\phi(x^0 + 2\pi l, x^1) = \phi(x^0, x^1) + 2\pi R(m_0 + \alpha_0)$$
$$\phi(x^0, x^1 + 2\pi l) = \phi(x^0, x^1) + 2\pi R(m_1 + \alpha_1).$$

Shifting $\phi$ by a constant is a symmetry of the action, corresponding to a constant choice of $\Lambda$ in (2.12). Thus we can view this identification as an orbifold whose action is different over the two 1-cycles of $T^2$. However, we do not want to allow for orbifold actions of the form $\phi \cong \phi + \Lambda$ for any constant $\Lambda$ as that would completely remove all zero modes. So we restrict to $m_0, m_1 \in \mathbb{Z}$. Another way to say this is that we restrict to orbifold actions for which

$$\frac{1}{2\pi} \oint (d\phi - \mathcal{A}) \in R \mathbb{Z},$$

where the integral is over any 1-cycle of the torus and

$$\mathcal{A} = \frac{R}{T} \alpha_0 dx^0 + \frac{R}{T} \alpha_1 dx^1,$$

is a fixed closed 1-form. Note that we can also think of these boundary conditions in terms of $\Psi = e^{i\phi/R}$:

$$\Psi(x^0 + 2\pi n^0 l, x^1 + 2\pi ln^1) = e^{2\pi i(n^0\alpha_0 + n^1\alpha_1)} \Psi(x^0, x^1).$$

Thus if we think of $\Psi$ as a dual fermion then $\mathcal{A}$ encodes the spin structure. It is tempting to interpret $\mathcal{A}$ as a connection 1-form and $d\phi - \mathcal{A}$ as a covariant derivative, as in [27]. However, this interpretation has difficulties in higher dimensions.
Next, we repeat the winding-mode calculation with the more general modings $m_0 \rightarrow m_0 + \alpha_0$, $m_1 \rightarrow m_1 + \alpha_1$, while also adding the following term to the action (3.10):

$$S_A := S - \frac{1}{2\pi} \int_{\mathbb{T}^2} A \wedge d\phi .$$

(3.57)

This term is a total derivative and hence does not affect the equations of motion or any of the symmetries, including infinitesimal diffeomorphisms. However, it does give the following contribution on the winding modes if $R^2 = r_1/r_2$ (see appendix A.3)

$$Z_{w.m.} = e^{-\pi i \alpha \beta} \theta [\alpha] (\sqrt{r_1 r_2} \mathcal{J}^{(0)} | 2r_1 r_2 T) ,$$

(3.58)

where

$$\alpha = (\alpha_0 + \alpha_1)/r_2 , \quad \beta = 2r_1 \alpha .$$

(3.59)

Finally, let us look at the zero-mode contribution to the partition function:

$$Z \sim \mathcal{W}[J] e^{\frac{2}{\pi} \pi \mathcal{J}^{(0)} (\mathcal{J}^{(0)} - \bar{\mathcal{J}}^{(0)})/(T - \bar{T})} \frac{\theta [\alpha] (\sqrt{r_1 r_2} \mathcal{J}^{(0)} | 2r_1 r_2 T)}{\eta(T)} ,$$

(3.60)

where $\mathcal{W}[J]$ only depends on the non-zero-mode sources. This is almost a holomorphic function of $\mathcal{J}^{(0)}$, which is encoded in the statement that

$$\mathcal{D}Z := \left( \frac{\partial}{\partial \mathcal{J}^{(0)}} + \frac{i\pi}{2} \frac{\mathcal{J}^{(0)}}{T - \bar{T}} \right) Z = 0 .$$

(3.61)

As a result one sees that under a shift (see appendix A.4)

$$\mathcal{J}^{(0)} \rightarrow \mathcal{J}^{(0)} + \frac{m}{\sqrt{r_1 r_2}} + 2n\sqrt{r_1 r_2} T ,$$

(3.62)

the overall change to $Z$ is simply

$$Z \rightarrow e^{\pi i mn + 2\pi i(m\alpha - n\beta)} e^{\frac{2}{\pi} \int J \wedge dA} Z .$$

(3.63)

The change in the partition function is therefore a pure phase for all $m, n$. However, the transformation (2.12) can only account for some of the shift symmetry of the partition function.

The action is not invariant under (2.12), but the change only depends on the sources and theta-characteristics. We find that, when evaluated on a winding mode $\phi_{w.m.} = R(m_\mu + \alpha_\mu) x^\mu/l$, we find that

$$Z \rightarrow e^{\frac{2\pi}{l} \left( m(a_0 + \alpha_1) - 2r_1 r_2 a_1 \right) - 2\sqrt{r_1 r_2} m(a_0 + \alpha_1) + m J^{(0)} } e^{- \frac{2\pi}{\sqrt{r_1 r_2}} m J^{(0)} /Z} ,$$

(3.64)

which agrees with (3.63) for the identifications $\alpha = (\alpha_0 + \alpha_1)/r_2$ and $\beta = 2r_1 \alpha$. This is usually interpreted as saying that the partition function is a section of a line bundle over the space parametrised by $\mathcal{J}^{(0)}$ modulo the identification (3.62), that is an auxiliary complex torus parametrised by the zero-modes of the sources, $\mathcal{J}_{T_2}$.
4 Chiral two-form potentials in six dimensions

The approach that we used for evaluating the chiral-boson partition function in two dimensions can be extended to $4k + 2$-dimensions where one has self-dual $2k + 1$ forms. Of particular interest are self-dual three-forms in six dimensions (associated with superconformal field theories such as the (2,0) theory) and self-dual five-forms in ten dimensions (which arise in type IIB string theory). Here, for concreteness, we will detail the computation in six dimensions, i.e. $k = 1$. The extension to more general $k$ follows readily, and for $k = 0$ reproduces the chiral-boson results.

4.1 Preliminaries

Before explicitly computing the partition function let us first make some general comments. Following on from the discussion of section 3.3 we consider the action (2.11):

$$S_C = \frac{1}{(2\pi)^6} \int_{\mathbb{T}^6} \left( \frac{1}{2} dB \wedge \star_7 dB - 2H \wedge dB + (H + J) \wedge \hat{M}(H + J) + 2H \wedge J - \frac{1}{2} J \wedge \star_7 J \right) - \frac{1}{(2\pi)^5} \int_{\mathbb{T}^6} C \wedge dB.$$  \hfill (4.1)

We have opted to replace $P$ and $Q$ for the more traditional $B$ and $H$ as in [19, 20] and in the second line we have included a boundary term determined by a closed three-form $C$, $dC = 0$. Once again, such a term does not contribute to the equations of motion and preserves all the symmetries of the original theory. In particular, the action is invariant under infinitesimal diffeomorphisms $x^\mu \rightarrow x^\mu + \xi^\mu(x)$, provided $\xi^\mu$ is single valued on $\mathbb{T}^6$. Analogously to what happened in the previous sections, we will see that the role of $C$ is to allow for more general theta-characteristics.

Next we consider the transformations (2.12). Under such a transformation we find that $S_C$ becomes:

$$S_C[B, H, J] \rightarrow S_C[B, H, J] + \frac{1}{(2\pi)^6} \int_{\mathbb{T}^6} d\Lambda \wedge (dB + C - J).$$  \hfill (4.2)

These transformations play three roles. First, if $\Lambda = d\lambda$ then we have a familiar abelian gauge transformation $B \rightarrow B + d\lambda$ and the action is invariant. These represent redundancies and, for example, we can choose $\lambda$ to set the timelike components of $B$ to zero. Note that in the case of a two-dimensional chiral boson there are no such gauge symmetries.

Second, if $\Lambda$ is closed ($d\Lambda = 0$) but not exact then these transformations are genuine symmetries of the action that we can orbifold by. This allows us to introduce the analogues of the winding modes from the chiral boson case. Here $B$ is not single-valued over the torus. Rather we allow for so-called large gauge transformations

$$B \rightarrow B + \Lambda, \quad d\Lambda = 0,$$  \hfill (4.3)

where $\Lambda \neq d\lambda$. With this in mind if we go around a loop in the $x^\mu$ direction we can take

$$B(x^\mu + 2\pi l) = B(x^\mu) + \Lambda^{(\mu)}.$$  \hfill (4.4)
where $\Lambda^{(\mu)}$ is a closed 2-form. Although this looks like a valid identification for any choice of $\Lambda^{(\mu)}$ one needs to be more careful: we do not want to say that any closed $\Lambda^{(\mu)}$ is allowed, as this condition is too strong.\(^{14}\) Rather, we want to impose a flux-quantisation condition

$$\frac{1}{(2\pi)^3} \int_{\Sigma_3} dB \in R^3 \mathbb{Z}, \quad (4.5)$$

for some fixed $R$ and any three-cycle $\Sigma_3$. This integral will be non-zero if $B$ is not single valued as in (4.4). By including $C$ we can be a little more general. We can change the flux-quantisation condition to

$$\frac{1}{(2\pi)^3} \int_{\Sigma_3} (dB - C) \in R^3 \mathbb{Z}. \quad (4.6)$$

We can also interpret these boundary conditions as acting on the Wilson surface operators of $B$:

$$W(\Sigma_2) = e^{\frac{1}{(2\pi)^3} \int_{\Sigma_2} B}, \quad (4.7)$$

where $\Sigma_2$ is a 2-cycle. By construction $W(\Sigma_2)$ only depends on the coordinates $x^{\mu'}$ that are normal to $\Sigma_2$. Our boundary condition corresponds to

$$W(\Sigma_2)(x^{\mu'} + 2\pi l n^{\mu'}) = e^{2\pi i \int_{\Sigma_3} C} W(\Sigma_2)(x^{\mu'}), \quad (4.8)$$

where $\Sigma_3$ is the 3-cycle obtained by transporting $\Sigma_2$ around the closed loop created by $x^{\mu'} \rightarrow x^{\mu'} + 2\pi l n^{\mu'}$.

The third application of the transformation (2.12) enables us to think of the source zero-modes as coordinates on an auxiliary complex torus as in section 3.3, $J_T^6$ \cite{27}. This corresponds to considering transformations where $d\Lambda \neq 0$, so $J$ shifts. The action is no-longer invariant under (2.12) but if we impose another flux-quantisation condition

$$\frac{1}{(2\pi)^3} \int_{\Sigma_3} d\Lambda \in R^{-3} \mathbb{Z}, \quad (4.9)$$

then the shift in the action is

$$S_C[B, H, J] \rightarrow S_C[B, H, J] + \Delta S_C[J] + 2\pi n, \quad (4.10)$$

where $n \in \mathbb{Z}$ and

$$\Delta S_C[J] = \frac{1}{(2\pi)^3} \int_{T^6} d\Lambda \wedge (2C - J). \quad (4.11)$$

Thus the path integral and partition function is invariant under such shifts, up to a phase factor that only depends on $C$ and $J$. This is often summarised by saying that the partition

\(^{14}\)In the case of a chiral boson such a condition would amount to saying that $\phi \equiv \phi + 2\pi R$ for any constant $R$. 
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function is a section of a line bundle over \( J_{\mathbb{T}^6} \), which consists of sources \( J \) modulo \( d\Lambda \) subject to (4.9). However, once again one must be a little more careful. Under such a shift we have

\[
Z[J + d\Lambda] = \int [DB'DH'] e^{iS_{C}[B',H',J+d\Lambda]}
\]

\[
= \int [DB'DH'] e^{iS_{C}[B+\Lambda,H-(d\Lambda)+],J+d\Lambda}
\]

\[
= \int [DB'DH'] e^{iS_{C}[B,H,J]+i\Delta S_{C}[J]}
\]

\[
e^{i\Delta S_{C}[J]} \int [DBDH] e^{iS_{C}[B,H,J]}
\]

\[
e^{i\Delta S_{C}[J]} Z[J], \tag{4.12}
\]

where in the second line we chose \( B' = B + \Lambda, H' = H - (d\Lambda)_{+} \) and in the fourth line we assumed \([DB'DH'] = [DBDH]\). When we integrate out \( B \) and \( H \) we can only perform shifts by \( \Lambda \) if the latter preserves the form of \( B \) and \( H \) that we integrated over. Since we integrated over all \( H \)'s this is not a problem for \( H \). However we did not integrate over all \( B \)'s; rather we restricted to \( B \)'s that satisfy (4.6). The change \( B \to B' \) amounts to just shifting the sum over the winding modes. Thus we can only shift by \( \Lambda \)'s such that

\[
\frac{1}{(2\pi)^3} \int_{\Sigma_3} d\Lambda \in R^3 \mathbb{Z} \,, \tag{4.13}
\]

in addition to (4.9). This in turn is only possible if \( R^6 = r_1/r_2 \) is rational, in which case we take

\[
\frac{1}{(2\pi)^3} \int_{\Sigma_3} d\Lambda \in \sqrt{r_1 r_2} \mathbb{Z} \,. \tag{4.14}
\]

### 4.2 Setup of the calculation

Having discussed the six-dimensional action in general let us now calculate the partition function. Here we can be more explicit with our discussion. To that end we introduce a basis of \((\text{anti})\text{self-dual} 3\text{-forms as in (2.6)}\)

\[
\omega^A_+ = (1 + \star_4) dx^0 \wedge dx^i \wedge dx^j
\]

\[
\omega^-_A = (1 - \star_4) dx^0 \wedge dx^i \wedge dx^j, \tag{4.15}
\]

where \( i,j = 1,\ldots,5 \) and \( A = (ij) \) with \( i < j \) running over all 10 possibilities. Note that these are chosen such that

\[
\omega^A_+ \wedge \omega^-_B = 2\delta^A_B d^6x \,. \tag{4.16}
\]

Furthermore we introduce a basis of 2-forms:

\[
\omega^a_2 = \begin{cases} 
  dx^0 \wedge dx^i \\
  dx^i \wedge dx^j
\end{cases}, \tag{4.17}
\]

where the index \( a \) runs over \((0i)\) and \((ij)\) (again with \( i < j \)). Thus there are \( 5 + 10 = 15 \) values of \( a \). It is helpful to expand

\[
dx^\mu \wedge \omega^a_2 = K^{\mu a} B \omega^B_+ + L^{\mu a}_B \omega^-_B, \tag{4.18}
\]
for some $K^{\mu a}B$ and $L^{\mu a}B$. In particular we see that

\begin{align}
K^{\mu a} &= \frac{1}{2(2\pi l)^6} \int_{T^6} dx^\mu \wedge \omega_2^a \wedge \omega_{-A} \\
L^{\mu a} &= -\frac{1}{2(2\pi l)^6} \int_{T^6} dx^\mu \wedge \omega_2^a \wedge \omega_{+A} .
\end{align}

(4.19)

For future reference we observe that the non-vanishing values of $K^{\mu a}B, L^{\mu a}B$ are $\pm \frac{1}{2}$. However the non-vanishing components of $K^{\mu a}B \pm L^{\mu a}B$ are $\pm 1$. Furthermore we can compute

\begin{align}
(dx^\mu \wedge \omega_2^a) \wedge \ast_{\eta} (dx^\nu \wedge \omega_2^b) &= -2(K^{\mu a}BL^{\nu b} + K^{\nu b}L^{\mu a})d^6x \\
&= 2\kappa^{\mu a \nu b} d^6x .
\end{align}

(4.20)

Next, we need to construct the matrix $\tilde{M}^{AB}$ as in (2.9). This is rather cumbersome for a general metric. However, we can make the following important observation. To integrate out $H_A$ from the path integral we need to ensure that $\text{Im}(\tilde{M}^{AB}) > 0$. We now prove that this is the case if one chooses the branch $\sqrt{-1} = -i$, as for the 2D chiral boson. With this choice the Lorentzian Hodge operator $\ast_{g^\epsilon} = 2i$ for the Euclidean metric $g^\epsilon = 2i$ is related to the Euclidean Hodge operator $\ast_E g^\epsilon = 2i$ through $\ast_{g^\epsilon} = 2i = -i\ast_E g^\epsilon = 2i$. Recall that

\begin{align}
\langle \Omega \mid \Omega' \rangle := \int_{T^6} \Omega^* \wedge \ast_E \Omega' ,
\end{align}

(4.21)

defines a positive-definite inner-product over the space of (possibly complex-valued) three-forms in 6D, for any Euclidean metric. Consider now a non-vanishing three-form $\Omega = \Omega_A \varphi^A_+$, self-dual with respect to $\ast_{g^\epsilon = 2i}$. Then

\begin{align}
0 < \langle \Omega \mid \Omega \rangle &= \int_{T^6} \Omega^* \wedge \ast_{g^\epsilon = 2i} \Omega \\
&= i \int_{T^6} \Omega^* \wedge \ast_{g^\epsilon = 2i} \Omega \\
&= i \int_{T^6} \Omega^* \wedge \Omega \\
&= i(2\pi l)^6 \Omega_A^* \Omega_B (N^* K^T - K^* N^T)^{AB} \\
&= -2i(2\pi l)^6 \Omega_A^* \Omega_B (N^* \tilde{M}^T N^T - N^* \tilde{M}^* N^T)^{AB} \\
&= -2i(2\pi l)^6 \Omega_A^* \Omega_B (N(\tilde{M} - \tilde{M}^T) N^T)^{AB} \\
&= -2i(2\pi l)^6 (N^* \Omega^*)^a (\tilde{M} - \tilde{M}^T)^{ab} (N^T \Omega^*_b) ,
\end{align}

(4.22)

where we remind the reader that $\varphi^A_+ = N^A_B \omega^B_+ + K^{AB} \omega_{-B}$ and $K^{AB} = -N^A_C \tilde{M}^{CB}$. Thus we find that choosing $\sqrt{-1} = -i$ leads to $-i(\tilde{M} - \tilde{M}^T)^{AB}$ being positive definite. This implies that

\begin{align}
\text{Re} \left( iH_A H_B \tilde{M}^{AB} \right) < 0 ,
\end{align}

(4.23)

for any real values of $H_A$, which will be needed to ensure convergence of the functional integrals appearing in the partition function.
To continue we expand the fields, sources and $C$ as

\[
H = H_A \omega^A_+ \\
B = B_a \omega_2^a \\
J = J^+_A \omega^A_+ + J^-_A \omega^-_A \\
C = \alpha_{\mu} dx^\mu \wedge \omega_2^a ,
\]

where $H_A$ and $B_a$ are functions and $\alpha_{\mu}$ constants. The action can now be written as

\[
S_C = \frac{2}{(2\pi)^5} \int d^6x \left( \frac{1}{2} \kappa^{\mu} \rho A B a \partial_\mu B_a - 2L^{\mu} A H_A \partial_\mu B_a + (H_A + J^+_A)(H_B + J^+_B) \vec{M}^{AB} \\
+ 2H_A J^- A + J^+_A J^- A - (K^{\mu} A L^{\nu} A - L^{\mu} A K^{\nu} A) \alpha_{\mu} \partial_\nu B_b \right) \\
= \frac{2}{(2\pi)^5} \int d^6x \left( \frac{1}{2} G^{\mu} A B a \partial_\mu B_a + 2L^{\mu} A \partial_\mu \partial_\nu B_a (J^+_A + \vec{M}^{1}_{AB} J^- B) + \vec{H}_A \vec{H}_B \vec{M}^{AB} \\
- (K^{\mu} A L^{\nu} A - L^{\mu} A K^{\nu} A) \alpha_{\mu} \partial_\nu B_b - J^+_A J^- A - J^- A J^- B \vec{M}^{1}_{AB} \right) ,
\]

where

\[
\vec{H}_A = H_A + J^+_A - (L^{\mu} A \partial_\mu B_a - J^- B) \vec{M}^{1}_{AB} ,
\]

and

\[
G^{\mu} A B = \kappa^{\mu} \rho A B a - L^{\mu} A L^{\nu} B a \vec{M}^{1}_{CD} = -K^{\mu} B L^{\nu} B - K^{\nu} B L^{\mu} B - 2L^{\mu} A L^{\nu} B a \vec{M}^{1}_{CD} .
\]

4.3 Explicit evaluation

At this stage we are ready to evaluate the path integral for (4.25). In principle, one would have to carry this out via the Dirac path-integral procedure, as we implemented for the chiral boson in section 3.1. However, encouraged by the observation in two dimensions that the Dirac and the Feynman path-integral prescriptions led to the same answer (up to multiplicative constants), we will be cavalier and proceed directly with the Feynman path integral

\[
Z[J^+_A, J^- A, \vec{M}^{AB}] = \int [DBD\vec{H}] e^{iS_C} .
\]

It should be noted that one should also mod-out by the volume of the gauge symmetry of the 2-form $B$; for the sake of simplicity we will work in the gauge where $B_{0i} = 0$, so there is no infinite-dimensional residual gauge and we do not need to introduce ghosts fields.

We can perform the $\vec{H}_A$ functional integrals since we have seen that $-i(\vec{M} - \vec{M}^{1})^{AB}$ is positive definite so that they are convergent. There are ten values of $A$ and each $\vec{H}_A$ has an expansion in terms of a real zero-mode and an infinite tower of complex Fourier modes:

\[
\vec{H}_A = h_{0A} + \sum_{n=1}^t h_{nA} e^{in_{\mu} x^\mu / l} ,
\]
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with \((h_{A,n_\mu})^* = h_{A,-n_\mu}\). However, these can be seen to integrate to one after zeta-function regularisation, as we saw above in (3.28).

Thus we are left with evaluating

\[
Z[J^+_A, J^{-A}, \tilde{M}^{AB}] \sim \int [DB] e^{iS_{\text{eff}}},
\]

where the effective action left over as the result of the \(\hat{H}_A\) integration is given by

\[
S_{\text{eff}} = \frac{2}{(2\pi)^6} \int_{T^6} d^6 x \left( \frac{1}{2} G^{\mu \nu ab} \partial_\mu B_a \partial_\nu B_b + 2 L^{\mu A} B_a \mathcal{J}_A - (K^{\mu A} L^{\nu b}_A - L^{\mu A}_A K^{\nu b A}) \alpha_{\mu a} \partial_\nu B_b 
- \mathcal{J}_A \left( \tilde{M}^* (\tilde{M}^* - \tilde{M})^{-1} \tilde{M} \right)^{AB} (\mathcal{J}_B - \tilde{\mathcal{J}}_B) \right),
\]

and we have introduced

\[
\mathcal{J}_A = J^+_A + \tilde{M}^{-1}_{AB} J^{-B}
\]

\[
\tilde{\mathcal{J}}_A = J^+_A + J^{-B}_{(\tilde{M}^{-1})_{BA}}.
\]

This defines a complex structure on the sources where we view \(\mathcal{J}_A\) and \(\tilde{\mathcal{J}}_A\) as holomorphic and anti-holomorphic coordinates respectively.

It is clear from the simple dependence of \(S_{\text{eff}}\) on \(\tilde{\mathcal{J}}_A\) that the partition function is holomorphic in a twisted sense:

\[
\bar{D}^A Z[\mathcal{J}_A, \tilde{\mathcal{J}}_B] = \left( \frac{\delta}{\delta \mathcal{J}_A} - 2\pi i \ell^6 \left( \tilde{M}^* (\tilde{M}^* - \tilde{M})^{-1} \tilde{M} \right)^{AB} \mathcal{J}_B \right) Z[\mathcal{J}_A, \tilde{\mathcal{J}}_B] = 0,
\]

while the holomorphic derivative is

\[
\bar{D}^B = \frac{\delta}{\delta \tilde{\mathcal{J}}_B} + 2\pi i \ell^6 \left( \tilde{M} (\tilde{M} - \tilde{M}^*)^{-1} \tilde{M}^* \right)^{AB} \tilde{\mathcal{J}}_B.
\]

This holomorphic structure captures the simple dependence on \(\tilde{\mathcal{J}}_B\):

\[
Z[\mathcal{J}_A, \tilde{\mathcal{J}}_B] = e^{\frac{2\pi i}{2\pi r^2} \int_{T^6} d^6 x \left( \tilde{M}^* (\tilde{M}^* - \tilde{M})^{-1} \tilde{M} \right)^{AB} \mathcal{J}_A \tilde{\mathcal{J}}_B} Z_h[\mathcal{J}_A],
\]

where \(Z_h[\mathcal{J}_A]\) can also be further factorised as

\[
Z_h[\mathcal{J}_A] = e^{\frac{2\pi i}{(2\pi)^6} \int_{T^6} d^6 x \left( \tilde{M}^* (\tilde{M}^* - \tilde{M})^{-1} \tilde{M} \right)^{AB} \mathcal{J}_A \tilde{\mathcal{J}}_B} Z_h^{(0)}[\mathcal{J}_A].
\]

So our final task is to compute

\[
Z_h^{(0)}[\mathcal{J}_A] = \int [DB] e^{iS_{\text{eff}}^{(0)}[B, \mathcal{J}_A]}.
\]

\[
S_{\text{eff}}^{(0)} = \frac{2}{(2\pi)^6} \int_{T^6} d^6 x \left( \frac{1}{2} G^{\mu \nu ab} \partial_\mu B_a \partial_\nu B_b + 2 L^{\mu A} B_a \mathcal{J}_A 
- (K^{\mu A} L^{\nu b}_A - L^{\mu A}_A K^{\nu b A}) \alpha_{\mu a} \partial_\nu B_b \right).
\]
To this end we expand the fields in Fourier modes

\[ B_a = b_a + w_a{}_{\mu} x^\mu + \sum_{n_{a\mu}} b_{a,n_{a\mu}} e^{i m_{a\mu} x^\mu / l} \quad n_{a\mu} \in \mathbb{Z}, \]  

(4.38)

with \((b_{a,n_{a\mu}})^* = b_{a,-n_{a\mu}}\). We have separated out the zero-modes as they are real. The \(w_{a\mu}\) are the analogues of winding modes and the flux-quantisation condition (4.6) implies that

\[ w_{a\mu} = \frac{R^3}{l^3} (m_{a\mu} + \alpha_{a\mu}) \quad m_{a\mu} \in \mathbb{Z}. \]  

(4.39)

Since the action is quadratic the evaluation of the partition function factorises into a contribution arising from a sum over the winding modes \(m_{a\mu}\) and an integral over the oscillator modes \(b_{a,n_{a\mu}}\):

\[ Z^{(0)}_h[J_A] = Z^{(0)}_{w.m.} Z^{(0)}_{osc}. \]  

(4.40)

Let us first evaluate the action on the oscillator modes. The calculation is similar in form to that of section 3.2. The action evaluates to

\[ S^{(0)}_{\text{eff}} = -2\pi l^4 \sum_{a,n_{a\mu}} \left( G^{\mu\nu a b} n_{\mu} n_{\nu} b_{a,n_{a\mu}} b_{b,-n_{\nu}} - 4i l L^{\mu A} n_{a\mu} b_{a,n_{a\mu}} j_{-A}^{-1}(n_{a\mu}) \right), \]  

(4.41)

where the integral over \(T^6\) has imposed \(n_{a\mu} = -n_{b\mu} = n_{\mu}\). The integral over the \(b_{a,n_{a\mu}}\)'s now produces

\[ Z_{\text{osc}} \sim \prod_{n_{\mu}} \frac{-i l^{-4}}{\det(G^{\mu\nu a b} n_{\mu} n_{\nu})} \]  

\[ \sim \prod_{n_{\mu}} \frac{1}{\det(2K^{\mu a B} L^{\nu b B} n_{\mu} n_{\nu} + 2L^{\mu A} L^{\nu b B} M_{A B}^{-1} n_{\mu} n_{\nu})} \]  

\[ \sim \prod_{n_{\mu}} \frac{1}{\det(2L^{\nu b A}(L^{\mu A} - K^{\mu a A}) n_{\mu} n_{\nu} + 4L^{\mu A} L^{\nu b B} T_{A B} n_{\mu} n_{\nu})}, \]  

(4.42)

where the determinant is over the \(a, b\) indices and

\[ T_{AB} = -\frac{1}{2} (\delta_{AB} + \tilde{M}_{A B}^{-1}) . \]  

(4.43)

We should also be careful here to impose a gauge-fixing condition such as only including modes where \(a = A\). It is difficult to evaluate this expression more precisely in general. We recall that the non-zero values of \((L^{\mu a A} - K^{\mu a A})\) and \(2L^{\mu a A}\) are \(\pm 1\) so the determinant is of a matrix which is quadratic in the integers \(n_{\mu}\) and linear in \(T_{A B}\), much like (A.6). We will suggestively denote it as:

\[ Z_{\text{osc}} := \frac{1}{\eta^{10}_{b D}(T_{A B})}. \]  

(4.44)
Next, we evaluate the action on the winding modes. Again it is helpful to introduce

\[
\begin{align*}
w^+_A &= K^{\mu\alpha}w_{\mu\alpha} \\
w^{-A} &= L^{\mu\alpha}w_{\mu\alpha} .
\end{align*}
\]

We can apply similar maps to \(\alpha_{\alpha\mu}\) and \(m_{\alpha\mu}\). In this case we find

\[
S^{(0)}_{\text{eff}} = \frac{2}{(2\pi)^5} \int_{\mathbb{T}_6} d^6x \left( -w^{-A}w^+_A - w^{-A}w^{-B}\tilde{M}^{-1}_{AB} - \frac{R^3}{l} A^{\alpha} w^{-A} + \frac{R^3}{l^3} \alpha^{-A} w^+_A + 2w^{-A}J_A \right)
\]

\[
= \frac{2}{(2\pi)^5} \int_{\mathbb{T}_6} d^6x \left( -w^{-A}w^{-B}\tilde{M}^{-1}_{AB} + 2w^{-A}(J_A - \frac{1}{2}(R/l)^3\alpha^+_A) - (w^{-A} - (R/l)^3\alpha^{-A}w^+_A) \right)
\]

\[
+ (w^{-A} - (R/l)^3\alpha^{-A})w'_A + (R/l)^6\alpha^{-A}(\alpha^+_A - \alpha^{-A}) \right),
\]

where we have introduced

\[
w'_A = w^{-A} - w^+_A + \frac{R^3}{l^3} (\alpha^+_A - \alpha^{-A}) .
\]

The point about \(w'_A\) is that, given (4.39), then

\[
w'_A = w^{-A} - w^+_A = (R/l)^3m_A ,
\]

for some \(m_A \in \mathbb{Z}\). Whereas

\[
w^{-A} - (R/l)^3\alpha^{-A} = (R/l)^3m^{-A} \quad m^{-A} \in \mathbb{Z} .
\]

Therefore we see that the sum over \(m_A\) imposes a delta-function constraint

\[
\sum_{m_A \in \mathbb{Z}^{10}} e^{4\pi i R^6 m^{-A} m_A} = \sum_{p^A \in R^{10}} \delta(2R^6 m^{-A} - p^A) .
\]

For \(R^6\) irrational, the only solution is \(m^{-A} = p^A = 0\) and hence \(Z_{w,m}^{(0)} \sim 1\). However, for \(R^6 = r_1/r_2\) we find \(m^{-A} = r_2n^A/2\) and \(p^A = r_1n^A\) (recall \(m^{-A} \in \frac{1}{2}\mathbb{Z}\)). Substituting this back into the action gives

\[
\begin{align*}
Z_{w,m}^{(0)} &= e^{4\pi i R^6 \alpha^{-A}(\alpha^+_A - \alpha^{-A})} \sum_{p^A} \sum_{m^{-A}} \delta(2R^6 m^{-A} - p^A)
\times e^{-4\pi i R^6 i(m^{-A} + \alpha^{-A})(m^{-B} + \alpha^{-B})} \delta_{AB} + \tilde{M}^{-1}_{AB} + 8\pi R^3 i(m^{-A} + \alpha^{-A})(J_A^{(0)} + R^3(\alpha^+_A - \alpha^{-A}))
\sim e^{-\pi i A^{AB} \Theta} \left[ \frac{\alpha^A}{\beta_A} \right] \left( \sqrt{r_1 r_2} J_A^{(0)} \right) |2r_1 r_2 T_{AB}| ,
\end{align*}
\]

where we find the higher-dimensional theta functions:

\[
\Theta \left[ \frac{\alpha^A}{\beta_A} \right] (z_A | r_{AB}) := \sum_{n^A \in \mathbb{Z}^{10}} e^{\pi i (n^A + \alpha^A)(n^B + \alpha^B) r_{AB} + 2\pi i (n^A + \alpha^A)(z_A + \beta_A) .
\]

\[
\]
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Here we have introduced the normalised source zero-mode
\[ J_A^{(0)} = \frac{2r^3}{(2\pi l)^6} \int d^6x \left( J^+_A + \mathcal{M}^{-1}_{AB} J^-_B \right), \tag{4.53} \]
and theta-characteristics
\[ \alpha^A = 2\alpha^- / r_2 \]
\[ \beta_A = 2r_1(\alpha^- - \alpha^+_A). \tag{4.54} \]
In summary, our final answer for the six-dimensional partition function is
\[ Z \sim e^{-\pi \alpha^A \beta_A} e^{-\frac{2r_1r_2}{(2\pi l)^6} \int d^6x \left( \mathcal{M}^+ (\mathcal{M}^+ - \mathcal{M})^{-1} \mathcal{M} \right)^{AB} \mathcal{J}_A(\mathcal{J}_B - \mathcal{J}_B)} \Theta \left[ \frac{\alpha^A}{\beta_A} \right] \left( \sqrt{r_1r_2} \mathcal{J}_A^{(0)} \right) | 2r_1r_2 T_{AB} \right) \eta^{10}_{6D}(T_{AB}) \tag{4.55} \]
Note that for vanishing characteristics we find a higher-dimensional analogue of $T$-duality: $R \leftrightarrow 1/R$.

It is important to make some comments about gauge symmetries. The expressions for $Z_{\text{w.m.}}$ that we have above are gauge invariant and hence the path integral will over-count the physical degrees of freedom. We have assumed a simple gauge-fixing condition of the form $B_{0i} = 0$. This means that only components of $B = B_a \omega^a_i$ with $a = (ij)$ need to be considered and these are in one-to-one correspondence with the $A$-indices. We do not expect that this leads to a change in our final result as the over-counting simply leads to an overall constant multiplying the partition function.

One can also see this at the level of the winding modes $w_{a\mu}$. There are $6 \times 15 = 90$ possible choices of $w_{a\mu}$ but only $20$ possible 3-forms $dB$. Indeed one sees that some $w_{a\mu}$ lead to $dB = 0$: for each choice of $a$ there are in fact only 4 choices of $\mu$ such that $w_{a\mu} dx^\mu \omega^a$ is non-zero. Furthermore, different choices of $w_{a\mu}$ can lead to the same non-zero $dB$. Again this represents an over-counting but one which simply leads to an overall rescaling of the partition function. The gauge-invariant information is only contained in the 3-forms and therefore we assume that the sum over $w_{a\mu}$ and integral over oscillating modes $b_{an\mu}$ can be entirely captured by the contributions from $(w^+ + w^-)$ and $n^+_A, n^-_A$.

To demonstrate this more explicitly, we consider the case where the physical metric is (in Lorentzian signature)
\[ g_{\mu\nu} = \text{diag} \left( -L^2_0, L^2_1, \ldots, L^2_5 \right). \tag{4.56} \]
To construct $\mathcal{M}^{AB}$ we see that a basis of self-dual 3-forms with respect to $\ast_g$ are given by
\[ \varphi^A_+ = (1 + \ast_g) dx^0 \wedge dx^1 \wedge dx^3 \]
\[ = \frac{\omega^+_A + \omega^-_A}{2} + VL_2 L_j - 2L^2_0 2\omega^+_A - \omega^-_A \]
\[ = \frac{1 + V/L_2^2 L_j^2 L_0^2}{2} \omega^+_A + \frac{1 - V/L_2^2 L_j^2 L_0^2}{2} \omega^-_A, \tag{4.57} \]
where $V = L_0 L_1 \ldots L_5$. From here we can read off

$$
\tilde{M}^{AB} = -\frac{1 - V/A_AL_0^2}{1 + V/A_AL_0^2} \delta^{AB},
$$

(4.58)

where $A_A = L_i L_j$. Finally we want to Wick rotate in the same way as in section 3, which effectively amounts to sending

$$
L_0 \rightarrow -iL_0.
$$

(4.59)

Thus we find

$$
\tilde{M}^{AB} = -\frac{1 - iV/A_AL_0^2}{1 + iV/A_AL_0^2} \delta^{AB}
= \frac{\tau_A + 1}{\tau_A - 1} \delta^{AB},
$$

(4.60)

where $\tau_A = iL_0 A_A/V$. For such metrics $\tilde{M}^{AB}$ becomes diagonal and each component has the form that we saw for the chiral boson but with a purely imaginary complex structure $\tau_A$. Note that in this case

$$
\mathcal{T}_{AB} = -\frac{1}{2} \left( \delta_{AB} + \tilde{M}_{AB}^{-1} \right)
= -\frac{1}{1 + \tau_A} \delta_{AB}.
$$

(4.61)

As a result $Z_{\text{w.m.}}^{(0)}$ factorises into a product of more familiar functions from the two-dimensional chiral boson discussion:

$$
Z_{\text{w.m.}}^{(0)} = \prod_{A=1}^{10} \theta \left[ \alpha^A \beta^A \right] \left( \sqrt{r_1 r_2} \mathcal{F}_A^{(0)} | -2r_1 r_2/(1 + \tau_A) \right)
$$

(4.62)

Lastly, we note that $-1/(1 + \tau_A)$ is simply an $S$ and $T$ modular transformation away from $\tau_A$.

5 Conclusions

In this paper we performed a direct calculation of the partition function associated with the Sen action for chiral forms in $4k + 2$ dimensions in a path-integral formulation. As this action contains unphysical fields with the wrong-sign kinetic term, convergence of the path integral was achieved through a non-standard analytic continuation to Euclidean signature via a complex deformation of the metric and not time. This procedure had the additional benefit of leaving the self-duality condition of the self-dual form $Q = \star_n Q$, untouched and directly led to a holomorphic result.

To appreciate this last point, one should take a step back to understand what happens within the holomorphic-factorisation approach to the partition function of the chiral boson. In that framework, one starts with the Lorentzian path integral of a non-chiral boson $\phi$, i.e.
\[ Z_{n.c.} \sim \int [D\phi] \exp \left( i \int d^2x \partial_\mu \phi \partial^\mu \phi \right) \] and by Wick rotating as usual, \( x^0 \rightarrow -ix^0 \), one evaluates \[ \int [D\phi] \exp \left( - \int d^2x (\partial_0 \phi)^2 + (\partial_1 \phi)^2 \right). \] This leads to a real result of the schematic form
\[ Z_{n.c.} \sim W(\tau - \bar{\tau}) \sum \frac{\theta \bar{\theta}}{\eta \bar{\eta}}, \quad (5.1) \]
where the sum is over the characteristics of the theta functions, see [23], and \( \tau \) is the complex structure of the torus. Then, one would like to conclude that the chiral-boson partition function is indeed the holomorphic theta function, with some undetermined characteristics (which can get fixed, case by case, according to the actual physical system that the chiral boson is meant to describe). In so doing one also needs to ignore the anomalous factor \( W \).

Instead, in the approach taken here, the kinetic term of the non-chiral boson does not get Wick rotated and one computes the path integral of a complex action. Rather, the convergence arises from the \( \tilde{M} \) term in the action. In fact, thanks to implementing the Wick rotation as a metric deformation, and to the precise nature of the non-standard coupling of the Sen action to the curved background, \( \tilde{M} \) is simply related to the torus complex structure \( \tau \) and enters in a manifestly holomorphic way.

In this way, for the chiral boson in two dimensions, we reproduced the classic \( \theta / \eta \) result by a calculation of the path integral on \( T^2 \). The argument of this expression was an SL(2, \( Z \)) transformation away from the usual \( T^2 \) complex structure. General theta-function characteristics were incorporated by introducing a topological term to the Sen action and adjusting the periodicities of the scalar on the torus. We then proceeded to repeat the same computation for the significantly more complicated case of the six-dimensional theory on \( T^6 \), under certain assumptions about the equivalence of the Dirac and Feynman path-integral prescriptions for the Sen action and the form of the contributions of 2-form gauge orbits. The result, which was a generalisation of the two-dimensional one, can be straightforwardly extended to higher \( k \).

It is worth making contact between our calculation and the canonical-quantisation computation of the partition function of the Sen action. In the latter approach one introduces a pair of non-canonically conjugate variables, \( \Pi^\pm \sim \Pi^P \pm dP \) (see [2, 20]), in terms of which the Hamiltonian schematically splits into \( \mathcal{H} \sim \mathcal{H}_+ + \mathcal{H}_- \). Here \( \mathcal{H}_+ \) is a negative-definite Hamiltonian which completely decouples from the system, while \( \mathcal{H}_- \) is the physical Hamiltonian which describes the correct spectrum of the chiral form. Therefore, within the canonical approach to quantisation, one can simply recover the partition function of, e.g., the compact chiral boson by computing \( \text{Tr} e^{2\pi i R \mathcal{H}_-} \); see [2]. Note that, due to the nature of the Legendre transform, the decoupling of the unphysical modes is not straightforward in the Lagrangian formulation of the theory. Nevertheless we found a sensible result by keeping all modes and this is due to the non-standard Wick rotation, which preserved the wrong-sign modes in Lorentzian signature as oscillatory contributions in the Euclidean path-integral. In other words, the Wick rotation (3.8) left the kinetic term of \( \phi \) in (3.10) unaffected and thus it made sense to compute the path-integral of the Wick-rotated theory without removing any contributions.

It is satisfying to see the chiral partition function emerge directly from an honest functional-integral calculation. Our work hence provides nontrivial evidence that the pro-
posal [1, 2] correctly captures the physics of chiral forms also within the framework of the path-integral approach to quantisation. It would be interesting to apply the above methods to more complicated background geometries, such as higher-genus Riemann surfaces in two dimensions for which a globally defined timelike killing vector does not exist.

Finally, we note that although the action is invariant under infinitesimal diffeomorphisms the partition function is not modular invariant, indicating that there is a failure of global diffeomorphisms. A failure of modular invariance implies that the chiral field in $4k + 2$ dimensions is not a genuine $4k + 2$ dimensional system; it is more appropriate to think of it in terms of the dynamics on the boundary of a $4k + 3$ Chern-Simons theory. However, since we reproduced the correct result from a path-integral formulation in $4k + 2$ dimensions, perhaps it could be possible to relate the Sen action to Chern-Simons theory in one dimension higher. Another hint towards this direction is the fact that the fields $Q$ and $P$ mix under diffeomorphisms, (2.4), which could be a sign that they both originate from the same object in a higher-dimensional theory. A higher-dimensional interpretation of the Sen action could additionally shed some light on the true geometric nature of $\tilde{M}$.

We hope to return to these questions in the future.
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A Detailed evaluation of 2D partition function

In this appendix we present the calculation of the 2D partition function of sections 3.2 and 3.3 in full detail. These algebraic manipulations are very familiar from Conformal Field Theory (see e.g. [40]) but their applications and interpretation in the context of the Sen action are somewhat different. Our modular function conventions are:

$$\theta^{[\alpha]}_{[\beta]}(z|\tau) := \sum_{p \in \mathbb{Z}} e^{i\pi(p+\alpha)^2\tau + 2i\pi(p+\alpha)(z+\beta)}, \quad \text{Im}(\tau) > 0, \ z \in \mathbb{C}, \ \alpha, \beta \in \mathbb{R},$$

(A.1)

and

$$\eta(T) = e^{\pi iT/12} \prod_{n=1}^{\infty} (1 - e^{2\pi inT}).$$

(A.2)
A.1 Oscillator modes

Evaluating the effective action (3.21) on the oscillator modes we find

\[
S_{\text{eff}}[\phi_{\text{osc}}, J^\pm] = \pi \sum_{n_0,n_1} \left\{ |\phi_{n_0,n_1}|^2 \left( n_1^2 - n_0^2 - \frac{1}{M} (n_0 + n_1)^2 \right) + 4il(n_0 + n_1)\phi_{n_0,n_1} \left( J^+_{n_0,-n_1} + \frac{1}{M} J^-_{n_0,-n_1} \right) \right\}. \tag{A.3}
\]

Even though the source \( J \) explicitly enters this expression, the dependence on \( J \) will be washed away upon integrating over each oscillator, and the contribution \( Z_{\text{osc}} \) of the oscillatory modes to the partition function will be independent of \( J \). Indeed, let \( \phi = \phi_1 + i\phi_2 \) represent a generic oscillator mode appearing in (A.3) and let \( j \) denote a contribution from the source. For a complex number \( G \) with positive imaginary part we then have

\[
\int_C d\phi d\phi^* e^{iG|\phi|^2 + ij\phi} = 2 \int_{\mathbb{R}^2} d\phi_1 d\phi_2 e^{iG(\phi_1^2 + \phi_2^2) + ij(\phi_1 + i\phi_2)} = 2 \int_{\mathbb{R}} d\phi_1 e^{iG(\phi_1 + \frac{j}{2\pi})^2} \int_{\mathbb{R}} d\phi_2 e^{iG(\phi_2 + \frac{j}{2\pi})^2} = 2\pi i \frac{G}{G}. \tag{A.4}
\]

Note that the chiral (right-moving) modes with \( n_0 + n_1 = 0 \) lead to a vanishing action: since each of them merely contributes to the path integral as an overall infinite constant \( \sim \int d\phi d\phi^* e^{0} \), we will only include the modes \( \phi_{n_0,n_1} \) with \( n_0 + n_1 \neq 0 \). Furthermore, due to the reality condition \((\phi_{n_0,n_1})^* = \phi_{-n_0,-n_1}\), we restrict to \( n_0 + n_1 > 0 \) to avoid double counting. Therefore, \( Z_{\text{osc}} \) evaluates to

\[
Z_{\text{osc}} = \prod_{n_0+n_1>0} \left( \int_C d\phi_{n_0,n_1} d(\phi_{n_0,n_1})^* \right) e^{iS_{\text{eff}}[\phi_{\text{osc}},0]} = \prod_{n_0+n_1>0} 2i \frac{(n_0 + n_1)(n_1 - n_0) - \frac{1}{M}(n_0 + n_1)^2}{(n_0 + n_1)^2}, \tag{A.5}
\]

which by letting \( n := n_0 + n_1 \) and \( m := n_1 \) can be tidied up to

\[
Z_{\text{osc}} = \prod_{m>0} \frac{i}{n(m + Tn)}, \tag{A.6}
\]

where

\[
T := -\frac{1}{2} (1 + M^{-1}) = -\frac{1}{1 + \tau}. \tag{A.7}
\]

A.2 Winding modes

Evaluating the effective action (3.21) on the winding modes returns

\[
S_{\text{eff}}[\phi_{w.m.}, J^\pm] = \pi \left( -R^2 m_0^2 + R^2 m_1^2 - \frac{R^2}{M}(m_0 + m_1)^2 + 2R(m_0 + m_1)J(0) \right), \tag{A.8}
\]
where $J^{(0)}$ is the normalised complex-structure zero mode defined in (3.47). Following on from the oscillator discussion we find

$$Z_{\text{w.m.}} = \sum_{m_0,m_1} e^{iS_{\text{eff}}[\phi_{\text{w.m.}},J^\pm]} = \sum_{m_0,m_1} e^{-i\pi R^2((m_0+m_1)(m_0-m_1)+(m_0+m_1)^2M^{-1})+2i\pi R(m_0+m_1)J^{(0)}}. \tag{A.9}$$

By introducing $n = m_0 + m_1$ and $m = m_1$ we recast this into

$$Z_{\text{w.m.}} = \sum_{m,n} e^{-i\pi R^2((n-2m)+n^2M^{-1})+2i\pi RnJ^{(0)}} = \sum_{m,n} e^{2i\pi R^2mn e^{-i\pi R^2n^2(1+M^{-1})+2i\pi RnJ^{(0)}}}. \tag{A.10}$$

The sum over $m$ is of the form

$$\sum_{m \in \mathbb{Z}} e^{2\pi ixm} = \sum_{q \in \mathbb{Z}} \delta(x-q), \tag{A.11}$$

which inserted into (A.10) gives

$$Z_{\text{w.m.}} = \sum_n \sum_q \delta(R^2 n - q) e^{2i\pi R^2 n^2 T + 2i\pi RnJ^{(0)}}, \tag{A.12}$$

where $T$ was defined in (A.7). As discussed in section 3.2, when $R^2$ is rational and equal to $r_1/r_2$ for $r_1, r_2$ coprime, we find contributions from $q = r_1p, n = r_2p$:

$$Z_{\text{w.m.}} = \delta(0) \sum_p e^{2i\pi r_1 r_2 p^2 T + 2i\pi \sqrt{r_1 r_2} p J^{(0)}}, \tag{A.13}$$

whereas when $R^2$ is irrational we find

$$Z_{\text{w.m.}} = \delta(0), \tag{A.14}$$

as the sum in (A.12) only has contributions from $n = q = 0$.

We want to understand the origin of the $\delta(0)$ divergence. In the case of an irrational $R^2$ it is clear that in terms of (A.10) the $\delta(0)$ divergence arises from the infinite number of degenerate contributions to the partition function that arise from chiral modes in the sum over $m$ at $n = 0$.

In the case of rational $R^2$ we note that there is a degeneracy where we shift a given winding mode $(m_0,m_1)$ by a chiral mode, $(s,-r_2 s)$, $s \in \mathbb{Z}$. Despite not being linear in the winding modes, one sees that upon shifting $\phi_{\text{w.m.}} \rightarrow \phi_{\text{w.m.}} + \frac{B}{k}(sx^0 - sx^1)$ the action transforms as

$$S_{\text{eff}}[\phi_{\text{w.m.}},J^\pm] \rightarrow S_{\text{eff}}[\phi_{\text{w.m.}},J^\pm] - 2\pi r_1 ps, \tag{A.15}$$

and hence $e^{iS_{\text{eff}}}$ is invariant. Thus summing over all winding modes induces a divergent contribution arising from an infinite number of states which only differ by a chiral mode of $\phi$ but which all give the same contribution to the partition function. In essence this $\delta(0)$ therefore represents the contribution of the unphysical chiral modes that originate from the wrong-sign kinetic terms in the Lagrangian. We accordingly simply discard the infinite constant in eq. (3.50).
A.3 General theta-function characteristics

To include general theta function characteristics we take

$$\phi_{w.m.} = \frac{R}{l}(m_0 + \alpha_0)x^0 + \frac{R}{l}(m_1 + \alpha_1)x^1, \quad (A.16)$$

for some constants $\alpha_0, \alpha_1$. This will have the effect of shifting the sum over $n$ in (A.10) to $n + \alpha_0 + \alpha_1$ and thereby introducing the $\alpha$-characteristic in (A.1).

In attempting to repeat the winding-mode calculation with the more general modings $m_0 \to m_0 + \alpha_0$, $m_1 \to m_1 + \alpha_1$, one quickly discovers that the sum (A.11) will now involve $x = R^2(n + \alpha_0 + \alpha_1)$ and for generic $\alpha_0, \alpha_1$ this can never be integer (including zero). To counter this we add the following term to the action (3.10):

$$S_A := S - \frac{1}{2\pi} \int_{\mathbb{T}^2} A \wedge d\phi. \quad (A.17)$$

This term is a total derivative and hence does not affect the equations of motion or any of the symmetries, including infinitesimal diffeomorphisms. As discussed around (3.33), we will bypass the Dirac path integral and work directly with the Feynman path-integral formulation of (3.10), in terms of which one finds that the above term carries through and appears as in the effective action (3.21). However, it does give the following contribution on the winding modes

$$S_{w.m.} = S_{w.m.} - 2\pi R^2 \alpha_0(m_1 + \alpha_1) + 2\pi R^2 \alpha_1(m_0 + \alpha_0)$$

$$= S_{w.m.} - 2\pi R^2(\alpha_0 + \alpha_1)m_1 + 2\pi R^2 \alpha_1(m_0 + m_1)$$

$$= S_{w.m.} - 2\pi R^2(\alpha_0 + \alpha_1)m + 2\pi R^2 \alpha_1 n. \quad (A.18)$$

Performing the shift $n \to n + \alpha_0 + \alpha_1$, $m \to m + \alpha_1$ in (A.10) and including this extra term we find

$$Z_{w.m.} = \sum_{n,m} e^{2\pi i R^2(m + \alpha_1)(n + \alpha_0 + \alpha_1)} e^{2\pi i R^2(n + \alpha_0 + \alpha_1)^2 T + 2\pi i R(n + \alpha_0 + \alpha_1) J^{(0)} e^{-2\pi i R^2(\alpha_0 + \alpha_1)m + 2\pi i R^2 \alpha_1 n}$$

$$= \sum_{n,m} e^{2\pi R^2 mn} e^{2\pi R^2(n + \alpha_0 + \alpha_1)^2 T + 2\pi i R(n + \alpha_0 + \alpha_1) J^{(0)} e^{2\pi R^2 \alpha_1(\alpha_0 + \alpha_1) + 4\pi i R^2 \alpha_1 n}. \quad (A.19)$$

The sum over $m$ reproduces the same $\delta$-function as in (A.12). Thus if $R^2 = r_1/r_2$ we once again find $n = pr_2$ and hence

$$\phi_{w.m.} \sim e^{-\pi i \alpha \beta} \sum_p e^{2\pi i r_1 r_2(p + \alpha)^2 T + 2\pi i (p + \alpha)(\sqrt{r_1 r_2} J^{(0)} + \beta)}$$

$$= e^{-\pi i \alpha \beta} \theta_{\alpha \beta} \bigg( \sqrt{r_1 r_2} J^{(0)} | 2r_1 r_2 T \bigg), \quad (A.20)$$

where

$$\alpha = (\alpha_0 + \alpha_1)/r_2, \quad \beta = 2r_1 \alpha_1. \quad (A.21)$$
A.4 Holomorphic structure

Consider the zero-mode contribution to the partition function (3.60). By observing that theta functions satisfy, for \( m, n \in \mathbb{Z} \),

\[
\theta^{[\alpha \beta]}(z + m + n\tau|\tau) = e^{-in^2\tau + 2\pi i (ma - n\beta) - 2\pi i nz} \theta^{[\alpha \beta]}(z|\tau),
\]

one sees that under a shift

\[
\mathcal{J}^{(0)}(0) \to \mathcal{J}^{(0)}(0) + \frac{m}{\sqrt{r_1 r_2}} + 2n\sqrt{r_1 r_2} T,
\]

the theta function in (3.60) changes by:

\[
\theta^{[\alpha \beta]}(\sqrt{r_1 r_2} \mathcal{J}^{(0)}(0)|2r_1 r_2 T) \to e^{-2\pi r_1 r_2 Tn^2 + 2\pi i (ma - n\beta) - 2\pi i \sqrt{r_1 r_2} \mathcal{J}^{(0)}(0)n} \theta^{[\alpha \beta]}(\sqrt{r_1 r_2} \mathcal{J}^{(0)}(0)|2r_1 r_2 T).
\]

This is clearly a function of \( T \) for any \( m, n \neq 0 \) (\( \mathcal{J}^{(0)}(0) \) itself has \( T \) dependence) and since \( T \) is complex this is not a pure phase. To see how the partition function transforms, we must also calculate the change to the anomalous prefactor \( \mathcal{W} \). Shifting \( \mathcal{J}^{(0)}(0) \) by (A.23) is equivalent to shifting the components of \( J \) by

\[
J^+ \to J^+ + \frac{1}{2l} \left( \frac{1}{\sqrt{r_1 r_2}} m - \sqrt{r_1 r_2} n \right)
\]

\[
J^- \to J^- - \frac{1}{2l} \sqrt{r_1 r_2} n,
\]

which can in turn be written as

\[
J \to J + d\Lambda, \quad \text{with} \quad \Lambda = \frac{1}{2l \sqrt{r_1 r_2}} (m - 2r_1 r_2 n)x^0 - \frac{1}{2l \sqrt{r_1 r_2}} m x^1.
\]

This can then be used to find the change in the anomalous term

\[
\mathcal{W} \to e^{2\pi i r_1 r_2 T n^2 + 2\pi i \sqrt{r_1 r_2} \mathcal{J}^{(0)}(0)n + \oint J \wedge d\Lambda + 2\pi \int m x^1} \mathcal{W},
\]

such that the overall change to \( Z \) is simply

\[
Z \to e^{\pi i m n + 2\pi i (ma - n\beta)} e^{\frac{1}{2l} \oint J \wedge d\Lambda Z}.
\]

The change in the partition function is therefore a pure phase for all \( m, n \).

We observe that eq. (A.26) can be seen as part of the transformation (2.12). However, in this interpretation the winding modes of \( \phi \) are similarly shifted by (2.12):

\[
m_0 \to m_0 + \frac{1}{2r_1} (m - 2r_1 r_2 n), \quad m_1 \to m_1 - \frac{1}{2r_1} m.
\]

In order for this shift to make sense, i.e. for the winding modes to be mapped to winding modes, we see that we must restrict \( m = 2r_1 m' \) with \( m' \in \mathbb{Z} \). Thus the transformation (2.12) can only account for some of the shift symmetry of the partition function.
The action is not invariant under (2.12), but the change only depends on the sources and theta-characteristics. Explicitly, we find that, when evaluated on a winding mode $\phi_{w.m.} = R(m_\mu + \alpha_\mu)x^\mu/|l|$, the action shifts by\(^\text{15}\)

\[
S \rightarrow S + \frac{1}{2\pi} \int d\Lambda \wedge (d\phi + A - J)
= S + \frac{\pi}{r_2} (m(2m+2\alpha_1) - m_0 + 2\alpha_0) - \frac{2l}{\sqrt{r_1 r_2}} (m_1 r_2 n J^{(0)}_+ - (m - m_1 r_2 n) J^{(0)}_-)
= S + \frac{2\pi}{r_2} (m_0 + m_1 + 2\alpha_1) - 2l \sqrt{r_1 r_2} (m J^{(0)}_+ + \frac{2l}{\sqrt{r_1 r_2}} m J^{(0)}_-)
+ \pi m (m_1 + m_0) - \pi n m .
\]

To remove the dependence on the winding-mode numbers $m_0, m_1$ we see that in addition to $m = 2r_1 m'$, which makes the last term a multiple of $2\pi$, we also require $m' = r_2 m''$ so that the second to last term is also a multiple of $2\pi$. Thus for $m = 2r_1 r_2 m''$ the shift in the action, modulo $2\pi$, is independent of the winding modes and hence we find that

\[
Z \rightarrow e^{\frac{2\pi}{r_2} (m_0 + m_1 + 2\alpha_1) - 2l \sqrt{r_1 r_2} (m J^{(0)}_+ + \frac{2l}{\sqrt{r_1 r_2}} m J^{(0)}_-)} Z ,
\]

which agrees with (A.28) for the identifications $\alpha = (\alpha_0 + \alpha_1)/r_2$ and $\beta = 2r_1 \alpha$.

### B Zeta-regularised product

In this appendix we will detail some aspects of the regularisation that we used in section 3.2. In what follows $T = -\frac{1}{2} (1 + \frac{1}{\tau_2^2}) = T_1 + iT_2$, with $T_1, T_2 \in \mathbb{R}$ and $T_2 > 0$ as long as $\tau_2 > 0$, see (3.8).

The infinite product

\[
P = \prod_{n > 0} \frac{1}{m^2} \prod_{m \in \mathbb{Z}} \frac{n}{n + mT} ,
\]

can be regularised in the following standard fashion. First we will consider the auxiliary sum\(^\text{16}\)

\[
G(s, T) := \sum_{n=1}^\infty \sum_{m \in \mathbb{Z}} \frac{1}{n^s (n + mT)^s} ,
\]

which is naturally defined for $\text{Re}(s) > 1$. Then, by freely commuting the infinite sums with each other, and with the integrals that appear, we will analytically continue the latter to $\text{Re}(s) \geq 0$. Finally, we will define (B.1) by

\[
P := \exp \left[ \frac{d}{ds} \bigg|_{s=0} G(s, T) \right] .
\]

\(^{15}\)Note that there is an additional contribution to (2.13) arising from the $A \wedge d\phi$ term.

\(^{16}\)From now on, $\sum_m$ will be a shorthand for $\sum_{m \in \mathbb{Z}}$. 
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It is easy to see that

\[ G(s, T_1 + 1, T_2) = G(s, T_1, T_2), \]

so we can employ its discrete Fourier transformation \( F(s, p, T_2) \) defined by

\[ F(s, p, T_2) := \int_0^1 d\chi e^{2\pi ip\chi} G(s, \chi, T_2), \]

to recast \( G(s, T_1, T_2) \) as

\[ G(s, T_1, T_2) = \sum_p e^{-2\pi ip T_1} F(s, p, T_2) \]

\[ = \sum_p e^{-2\pi ip T_1} \int_0^1 d\chi \sum_{n=1}^{\infty} \sum_m \frac{1}{n^s(m + n\chi + inT_2)^s} e^{2\pi ip\chi}. \]  

Let \( k \in \mathbb{Z} \) and \( r \in \{0, \ldots, n-1\} \) so that we can write \( m = kn + r \). Then the last line becomes

\[ G(s, T_1, T_2) = \sum_p \sum_{n=1}^{\infty} \sum_{r=0}^{n-1} \sum_k \int_0^1 d\chi \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{1}{n^s(r + n(\chi + k) + inT_2)^s} \]

\[ = \sum_p \sum_{n=1}^{\infty} \sum_{r=0}^{n-1} \sum_k \int_0^{k+1} dy e^{2\pi i p(y-T_1)} \frac{1}{n^s(r + ny + inT_2)^s} \]

\[ = \sum_p \sum_{n=1}^{\infty} \sum_{r=0}^{n-1} \int_{-\infty}^{+\infty} d\chi e^{2\pi i p(\chi - \frac{r}{n} - T_1)} \frac{1}{n^n(\chi + i T_2)^s} \]

\[ = \sum_{p=1}^{\infty} \sum_{n=1}^{\infty} \int_{-\infty}^{+\infty} d\chi e^{2\pi i kn(\chi - T_1)} \frac{1}{n^n(\chi + i T_2)^s}, \]  

where we performed the change of coordinates \( y := \chi + k \) and \( \chi := y + \frac{r}{n} \) respectively in the second and third line, whereas in the last step we used

\[ \sum_{r=0}^{n-1} e^{-2\pi i \frac{r}{n} T_2} = \begin{cases} n & \text{if } p = kn \ k \in \mathbb{Z} \\ 0 & \text{otherwise} \end{cases}. \]  

Since \( T_2 > 0 \) we can now implement the following integral representation of \( z^{-s} \)

\[ \frac{1}{z^s} = \frac{1}{is} \frac{1}{\Gamma(s)} \int_0^\infty dt t^{s-1} e^{itz} \text{ for } \text{Im}(z) > 0, \]

and, by switching to the \( y := n^2 t \) variable, (B.7) becomes

\[ G(s, T_1, T_2) = \frac{1}{is} \frac{1}{\Gamma(s)} \sum_k \sum_{n=1}^{\infty} \int_{-\infty}^{+\infty} d\chi e^{2\pi i kn(\chi - T_1)} \int_0^\infty dt t^{s-1} e^{in^2(\chi + iT_2)t} \]

\[ = \frac{1}{is} \frac{1}{\Gamma(s)} \sum_k \sum_{n=1}^{\infty} \frac{1}{n^{2s-1}} \int_0^\infty dy y^{s-1} e^{-2\pi i kn T_1 - T_2 y} \int_{-\infty}^{+\infty} d\chi e^{iy(2\pi kn + y)} \]

\[ = \frac{2\pi}{is} \frac{1}{\Gamma(s)} \sum_k \sum_{n=1}^{\infty} \frac{1}{n^{2s-1}} \int_0^\infty dy y^{s-1} e^{-2\pi i kn T_1 - T_2 y} \delta(2\pi kn + y) \]

\[ = G_0(s, T_1, T_2) + \frac{1}{is} \frac{1}{\Gamma(s)} \sum_{k=1}^{\infty} \sum_{n=1}^{\infty} \frac{(2\pi k n)^s}{n} \frac{e^{2\pi i kn T}}{k}. \]

\( -33 - \)
Here we have split the $k = 0$ contribution $G_0(s, T_1, T_2)$, which requires additional regularisation, from the $k > 0$ terms which are instead convergent for $\text{Re}(s) \geq 0$.

To compute $G_0(s, T_1, T_2)$ we first observe that it is formally given by

$$
G_0(s, T_1, T_2) = \frac{2\pi}{i^s} \frac{1}{\Gamma(s)} \sum_{n=1}^{\infty} \frac{1}{n^{2s-1}} \int_0^\infty dy y^{s-1} e^{-2\pi i knT_1 - 2\pi i kT_2 y} \delta(y)
$$

$$
= \frac{1}{2} \frac{1}{i^s} \sum_{n=1}^{\infty} \left( \frac{2\pi k}{n} e^{2\pi i kT} \right) \delta(k=0),
$$

where the extra factor of $1/2$ arises since

$$
\int_a^b dx \delta(x-c)f(x) = \begin{cases} f(c) & \text{if } c \in (a, b) \\ \frac{1}{2} f(c) & \text{if } c \in \{a, b\} \\ 0 & \text{otherwise} \end{cases}.
$$

To regularise this we deform $k \rightarrow k + \epsilon$ so that

$$
G_0(s, T_1, T_2) = \frac{1}{2} \frac{1}{i^s} \sum_{n=1}^{\infty} \left( \frac{2\pi \epsilon}{n} e^{2\pi i \epsilon n T} \right) \frac{\epsilon^{2\pi i \epsilon n T}}{\epsilon}
$$

and therefore, for small $s$,

$$
G_0(s, T_2, T_2) = \frac{1}{2} \sum_{n=1}^{\infty} \frac{e^{2\pi i \epsilon n T}}{\epsilon} + O(s^2)
$$

$$
= \frac{s}{2 \epsilon} \zeta(0) + \pi i s T \zeta(-1) + O(s^2, \epsilon),
$$

where $\zeta(s) = \sum_{n=1}^{\infty} n^{-s}$ is the Riemann zeta function, for which $\zeta(0) = -\frac{1}{2}$ and $\zeta(-1) = -\frac{1}{12}$. Since the divergent part of (B.14) does not depend on $T$, we regularise the $k = 0$ contribution in (B.10) by neglecting the $\frac{1}{\epsilon}$ divergence. In this case, when $s \rightarrow 0^+$, the expression (B.10) looks like

$$
G(s, T_1, T_2) = s\pi iT \zeta(-1) + s \sum_{k=1}^{\infty} \sum_{n=1}^{\infty} \left( \frac{2\pi k}{n} e^{2\pi i knT} \right) + O(s^2)
$$

$$
= s\pi iT \zeta(-1) - s \sum_{n=1}^{\infty} \log(1 - e^{2\pi i n T}) + O(s^2),
$$

where we identified $\sum_{k=1}^{\infty} q^k = -\log(1 - q)$. Recalling that $\zeta(-1) = -1/12$ we find

$$
P = \prod_{n=1}^{\infty} \prod_{m=1}^{\infty} \frac{1}{\eta(m + nT)} = e^{-\pi T^2} \prod_{n=1}^{\infty} \frac{1}{1 - e^{2\pi i n T}} = \frac{1}{\eta(T)}.
$$

\[\text{We remind the reader that } \Gamma(s) = \frac{1}{s} - \gamma + O(s) \text{ where } \gamma \text{ is the Euler-Mascheroni constant.}\]
Finally, to make contact with the path-integral computations performed in section 3.2 (see (3.41)) we note that in our regularisation the product (let $a$ be a complex number)

$$P_a = \prod_{n \neq 0} \frac{a}{n(m+nT)},$$  \hspace{1cm} (B.17)

becomes

$$P_a = \exp \left[ \left. \frac{d}{ds} \right|_{s=0} (a^s G(s, T)) \right] = a^{G(0,T)} \frac{1}{\eta(T)},$$  \hspace{1cm} (B.18)

and by using (B.15) we find that $G(0,T) = 0$.
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