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In this paper, algebraic relations among four kinds of right semi-tensor product (STP) are discussed. Firstly, this paper provides definitions of right STPs, consisting of the first right matrix-matrix STP, the second right matrix-matrix STP, the first right matrix-vector STP, and the second right matrix-vector STP. Secondly, relations among these right STPs are proposed. Finally, the main results show the convertibility of these right STPs.

1. Introduction

Cheng product, also called semi-tensor product (STP), was first introduced by Prof. Cheng [1]. A significant breakthrough of STP is that it overcomes the dimension barrier, which limits the development of conventional matrix product. The first type of STP is called left matrix-matrix (MM) STP, which expands the dimension of each matrix by right multiplying the identity matrix. Here, the matrix product refers to the Kronecker product. Thanks to the left MM STP, a Boolean network can be converted into a linear discrete-time form, which stimulates the development of Boolean networks [2–4]. In addition, the left MM STP also plays an important role in finite game [5–7], fuzzy systems [8, 9], and graph theory [10, 11].

However, the left MM STP loses its ability in discussing dimension-varying linear systems because the result of left MM STP of a matrix and a vector is a matrix instead of a vector. Thus, the second type of STP, called left matrix-vector (MV) STP, was proposed in [12]. Compared with the left MM STP, the left MV STP expands the dimension of vector by right multiplying a column vector whose elements are 1. Based on the left MV STP, dimension-varying linear systems were modeled [13]. Besides, the solution and stability of continuous-time dimension-varying linear systems were studied in [14]. References [15, 16] considered state dimensions of dimension-varying discrete linear systems.

Due to the importance of left MM STP and left MV STP, the authors in [17] explored more general STPs, which help to expand the possible applications of STP. In the following, the left MM STP and left MV STP are denoted by left MM-1 STP and left MV-1 STP. By right multiplying $J_n = (1/n)1_{n \times n}$, the left MM-2 STP and left MV-2 STP are defined in [18]. Here, $1_{n \times n}$ is an $n \times n$ dimensional matrix, whose elements are 1. Relations among these four kinds of left STP are discussed in [19].

By changing the way of dimension expansion, the authors in [17] defined four corresponding right STPs, including right MM-1 STP, right MM-2 STP, right MV-1 STP, and right MV-2 STP. However, relations between these right STPs are not studied. Hence, this paper reviews definitions of right STP and discusses relations among these right STPs. The main results show the convertibility of these right STPs.

The rest of this paper is organised as follows. Section 2 introduced definitions of four kinds of right STP. Relations among these right STPs are investigated in Section 3. Section 4 gives some concluding remarks.

Before ending this section, we provided a list of notations, most of which can be found in [20, 21].
2. Definitions of Right STP

In this section, definitions of right STP are introduced. To begin with, the right STP of two matrices is proposed. In this paper, STP refers to right STP.

Definition 1 (see [12, 17]). Let $A \in \mathcal{M}_{mxn}$ and $B \in \mathcal{M}_{pxq}$. Suppose $t = [n, p]$ is the least common multiple of $n$ and $p$.

1. The first right MM STP (MM-1 STP) of $A$ and $B$, denoted by $A \bowtie_1 B$, is defined as
   \[ A \bowtie_1 B = (I_{1/tn} \otimes A)(I_{1/tp} \otimes B). \]  

2. The second right MM STP (MM-2 STP) of $A$ and $B$, denoted by $A \bowtie_2 B$, is defined as
   \[ A \bowtie_2 B = (I_{1/tn} \otimes A)(I_{1/tp} \otimes B), \]  
   where $I_k = (1/k)1_{kk}$ and $k = (t/n)$ or $k = (t/p)$.

Remark 1. If $n = p$, then $A \bowtie_1 B = A \bowtie_2 B = AB$. It means that MM-1 STP and MM-2 STP are generalizations of the conventional matrix product. In addition, MM-1 STP and MM-2 STP not only keep main properties of conventional matrix product available but add some new properties such as certain commutativity [12].

Given a matrix $A \in \mathcal{M}_{mxn}$ and a vector $x \in \mathcal{V}_n$. Then, the conventional matrix product of $A$ and $x$ can be viewed as a linear mapping on $\mathcal{V}_n$. However, MM-1 STP and MM-2 STP cannot be regarded as linear mappings because results of MM-1 STP and MM-2 STP are matrices instead of vectors. Thus, other definitions of right STP, as extensions of linear mappings, are provided.

Definition 2 (see [12, 17]). Let $A \in \mathcal{M}_{mxn}$ and $x \in \mathcal{V}_n$. Suppose $s = [n, r]$ is the least common multiple of $n$ and $r$.

1. The first right MV STP (MV-1 STP) of $A$ and $x$, denoted by $A \bowtie_1 x$, is defined as
   \[ A \bowtie_1 x = (I_{1/tn} \otimes A)(1_{sn} \otimes x). \]  

2. The second right MV STP (MV-2 STP) of $A$ and $x$, denoted by $A \bowtie_2 x$, is defined as
   \[ A \bowtie_2 x = (I_{1/tn} \otimes A)(1_{sr} \otimes x). \]

3. Algebraic Relation among Four Types of STP

In this section, algebraic relations among four types of STP are discussed. The following three cases are considered: (1) STP of two vectors, (2) STP of matrices and vectors, and (3) STP of two matrices.

3.1. TP of Two Vectors. Firstly, algebraic relations among STPs of two column vectors are concerned.

Theorem 1. Let $x \in \mathcal{V}_n$ and $y \in \mathcal{V}_p$ be two column vectors. Then, the following results hold:

1. $x \bowtie_1 y = x \otimes y = y \otimes x$
2. $x \bowtie_2 y = x \bowtie_1 y = (1/p) \sum_{i=1}^{p} y_i (1_p \otimes x)$, where $y = (y_1, y_2, \ldots, y_p)$

Proof. (1) The correctness of the first item is obvious, so the proof is omitted. (2) In the light of the definition of MM-2 STP, one calculates

\[ x \bowtie_2 y = (1_p \otimes y) = \frac{1}{p} \sum_{i=1}^{p} y_i (1_p \otimes x). \]  

In addition, it is easy to see that $x \bowtie_2 y = x \bowtie_2 y$ holds for any column vectors $x$ and $y$.

The following results are about algebraic relation among STPs of two row vectors.

Theorem 2. Let $x^\top \in \mathcal{V}_n$ and $y^\top \in \mathcal{V}_p$ be two column vectors. Then, the following results hold:

1. $x \bowtie_1 y = x \otimes y$
2. $x \bowtie_2 y = x \bowtie_1 y = \sum_{i=1}^{n} x_i y_i$, where $x = (x_1, x_2, \ldots, x_n)$
(3) \( x\vec{a}_2 y = (1/n)^T \otimes (x\vec{a}_2 y) = (1/n) \left( 1_n^T \otimes (x\vec{a}_1 y) \right) = \left( \frac{1}{n} \sum_{i=1}^{n} x_i \left( 1_n^T \otimes y \right) \right), \) where \( x = (x_1, x_2, \ldots, x_n) \)

Proof
(1) The correctness of the first item is obvious, so the proof is omitted.

\[ x\vec{a}_2 y = x (I_n \otimes y) = \frac{1}{n} x (1_{n \times n} \otimes y) = \frac{1}{n} x \left( 1_n^T \otimes 1_n \otimes y \right) = \frac{1}{n} 1_n^T \otimes \left( x (1_n \otimes y) \right) = \frac{1}{n} 1_n^T \otimes \left( x\vec{a}_2 y \right). \] (8)

Combined with the first two items, one obtains \( x\vec{a}_2 y = (1/n)^T \otimes (x\vec{a}_1 y) = (1/n)1_n^T \otimes \left( \sum_{i=1}^{n} x_i \right) = (1/n) \sum_{i=1}^{n} x_i \left( 1_n^T \otimes y \right). \)

3.2. STP of Matrices and Vectors. In this subsection, algebraic relations among four types of STP of matrices and vectors are studied. To begin with, we focus on STP of matrices and column vectors.

**Theorem 3.** Given \( A \in M_{m \times n} \) and \( x \in \mathbb{F}^p \). Suppose \( t = \left\lbrack n, p \right\rbrack \) is the least common multiple of \( n \) and \( p \). Then, the following results hold:

1. \( A\vec{a}_1 x = \sum_{i=1}^{t/n} \text{Col}_i (A\vec{a}_1 x) \)
2. \( A\vec{a}_2 x = (n/t)1_{t/n} \otimes \left( \sum_{i=1}^{t/n} \text{Blk}_i (A\vec{a}_1 x) \right) \), where \( \text{Blk}_i (A\vec{a}_1 x) \) is the \( i \)-th block of \( A\vec{a}_1 x \) via dividing \( A\vec{a}_1 x \) into \( (t/n) \) equal blocks by rows
3. \( A\vec{a}_1 x / n = (p/t)1_{t/p} \otimes (A\vec{a}_2 x) \)

\( (1/t_{\text{mix}} \otimes A) (1_{t/p} \otimes x) \)

\[ = (1/t_{\text{in}} \otimes 1_{t_{\text{in}} / t_{\text{in}} \otimes A}) (1_{t/p} \otimes x) = 1_{t_{\text{in}}} \otimes \left( 1_{t_{\text{in}}} \otimes A \right) (1_{t/p} \otimes x) = 1_{t_{\text{in}}} \otimes \left( \sum_{i=1}^{t/n} \text{Blk}_i (1_{t_{\text{in}}} \otimes A) \right) (1_{t/p} \otimes x) \] (10)

Combined with the definition of MV-2 STP, we can draw the following conclusion:

\[ A\vec{a}_2 x = (1_{t_{\text{in}}} \otimes A) (1_{t/p} \otimes x) = \frac{n}{t} (1_{t_{\text{mix}} \otimes A}) (1_{t/p} \otimes x) = \frac{n}{t} 1_{t_{\text{in}}} \otimes \sum_{i=1}^{t/n} \text{Blk}_i (A\vec{a}_1 x). \] (11)

(3) From the definition of MM-2 STP, it is not hard to compute
Given Corollary 1. of STP of matrices and column vectors can be introduced. 

\[
\begin{align*}
A \times_2 x &= (J_{tn} \otimes A) (J_{tp} \otimes x) = \frac{p}{t} (J_{tn} \otimes A) (1_{tp} \otimes 1_{tp} \otimes x) \\
&= \frac{p}{t} (J_{tn} \otimes A) (1_{tp} \otimes x) = \frac{p}{t} (J_{tn} \otimes A) (A \times_2 x). 
\end{align*}
\]

(12)

Based on Theorem 3, another relations among four types of STP of matrices and column vectors can be introduced.

**Corollary 1.** Given \( A \in \mathcal{M}_{mn} \) and \( x \in \mathcal{V}_p \). Suppose \( t = [n, p] \) is the least common multiple of \( n \) and \( p \). Relations among all types of STP of \( A \) and \( x \) are shown as follows:

1. \( A \times_2 x = (n/t)J_{tn} \otimes (\sum_{i=1}^{n/t} J_{im} \otimes \text{Col}_i (A \times_1 x)) \), where \( J_{im} \) is the \( i \)-th block of \( A \) via dividing \( M \) into \( t/n \) equal blocks by rows, \( M = \text{Col}_j (A \times_1 x) \).
2. \( A \times_2 x = (n/p/t) J_{tn} \otimes (\sum_{i=1}^{n/p/t} J_{im} \otimes \text{Col}_i (A \times_1 x)) \), where \( J_{im} \) is the \( i \)-th block of \( A \times_1 x \) via dividing \( M \) into \( t/n \) equal blocks by rows.
3. \( A \times_2 x = (n/p/t) J_{tn} \otimes (\sum_{i=1}^{n/p/t} J_{im} \otimes \text{Col}_i (A \times_1 x)) \), where \( J_{im} \) is the \( i \)-th block of \( A \times_1 x \) via dividing \( M \) into \( t/n \) equal blocks by rows, \( M = \text{Col}_j (A \times_1 x) \).

The following theorem shows different results between STP of column vectors and matrices and STP of matrices and column vectors.

**Theorem 4.** Given \( A \in \mathcal{M}_{mn} \). Let \( x \in \mathcal{V}_p \) be a column vector. Then, the following results hold:

1. \( A \times_1 x = x \times_1 A = A \otimes x \)
2. \( A \times_2 x = (1/m)1_m \otimes (\sum_{i=1}^{m} \text{Row}_i (A) \otimes x) \)

**Proof.** (1) Since \( x \times_1 A = (I_n \otimes x)A = (I_n \otimes x) \sum_{i=1}^{m} \text{Col}_i (A) \) \( \cdots (I_n \otimes x) \text{Col}_n (A) \) holds. From the second item of Theorem 1, we derive \( (I_n \otimes x) \text{Col}_i (A) = (1/m) \sum_{j=1}^{m} A_{ji} (1_m \otimes x) \). Thus, one computes

\[
\begin{align*}
A \times_1 x &= ((I_n \otimes x) \text{Col}_i (A)) \cdots ((I_n \otimes x) \text{Col}_n (A)) \\
&= \frac{1}{m} \left( \sum_{j=1}^{m} A_{ji} (1_m \otimes x) \right) \cdots \left( \sum_{j=1}^{m} A_{ni} (1_m \otimes x) \right) \\
&= \frac{1}{m} 1_m \otimes \left( \sum_{j=1}^{m} \text{Row}_j (A) \otimes x \right).
\end{align*}
\]

Based on the definition of MV-2 STP, we also get

\[
x \times_2 A = \frac{1}{m} 1_m \otimes \left( \sum_{j=1}^{m} \text{Row}_j (A) \otimes x \right).
\]

Next, we investigate algebraic relations among four types of STP of matrices and row vectors.

**Theorem 5.** Given \( A \in \mathcal{M}_{mn} \). Let \( x^T \in \mathcal{V}_p \) be a column vector. Then, the following results hold:

1. \( A \times_1 x = A \otimes x \)
2. \( A \times_2 x = (1/m)1_m \otimes (A \times_2 x) \)
3. \( A \times_2 x = (1/n)1_n \otimes (A \times_2 x) \)

**Proof.** (1) It is not hard to find \( A \times_1 x = A (I_n \otimes x) \) \( \cdots (I_n \otimes x) \).

(15)
3.3. STP of Two Matrices. Combined with the analysis above, algebraic relations among four types of STP of two matrices are derived easily.

**Theorem 6.** Given $A \in \mathcal{M}_{m \times n}$ and $B \in \mathcal{M}_{p \times q}$. Suppose $t = \lfloor n/p \rfloor$ is the least common multiple of $n$ and $p$. Then, the following results hold:

1. \( A \times_2 B = (\sum_{i=1}^{t/p} \text{Col}_i(A \times_1 B)) \cdot \sum_{i=(q-1)t/p+1}^{tq} \text{Col}_i(A \times_1 B) \)

2. \( A \times_2 B = (n/p)^t \left( \sum_{i=1}^{t/p} \text{Blk}_i(A \times_1 B) \right) \cdot \sum_{i=(q-1)t/p+1}^{tq} \text{Col}_i(A \times_1 B) \), where $\text{Blk}_i(A \times_1 B)$ is the $i$-th block of $A \times_1 B$ via dividing $A \times_1 x$ into $t/n$ equal blocks by rows

3. \( A \times_2 B = (p/t)^i \left( \sum_{i=1}^{t/p} \text{Blk}_i(A \times_1 B) \right) \cdot \sum_{i=(q-1)t/p+1}^{tq} \text{Col}_i(A \times_1 B) \)

**Proof.** Since proofs of these tree items are similar, we only prove (1).

(1) From equation (5), one finds $A \times_1 B = (A \times_1 \text{Col}_1(B)) \cdot \sum_{i=1}^{t/p} A \times_1 \text{Col}_i(B)$. Because $A \times_1 \text{Col}_i(B) = \sum_{j=1}^{t/p} \text{Col}_j(A \times_1 \text{Col}_i(B))$ holds according to Theorem 3, it is not difficult to see $A \times_2 B = (\sum_{i=1}^{t/p} \text{Col}_i(A \times_1 B)) \cdot \sum_{i=(q-1)t/p+1}^{tq} \text{Col}_i(A \times_1 B)$. By calculation, we conclude that

\[
A \times_2 B = \left( \sum_{i=1}^{t/p} \text{Col}_i(A \times_1 B) \right) \cdot \sum_{i=(q-1)t/p+1}^{tq} \text{Col}_i(A \times_1 B),
\]

which is true. \(\square\)

Similarly, another relation among four types of STP of two matrices is presented.

**Corollary 2.** Given $A \in \mathcal{M}_{m \times n}$ and $B \in \mathcal{M}_{p \times q}$. Suppose $t = \lfloor n/p \rfloor$ is the least common multiple of $n$ and $p$. Relations among all types of STP of $A$ and $B$ are obtained in this paper have shown the convertibility of these right STPs.

**4. Conclusion**

This paper has studied relations among four kinds of right STPs under three cases, containing STP of two vectors, STP of matrices and vectors, and STP of two matrices. The results obtained in this paper have shown the convertibility of these right STPs.
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