THAT MESSAGE WENT VIRAL?!
EXPLORATORY ANALYTICS AND SENTIMENT ANALYSIS INTO THE PROPAGATION OF TWEETS.

Abstract:

Information exchange and message diffusion have moved from traditional media to social media platforms. Messages on platforms such as Twitter have become the default mode of company communications replacing lengthier public announcements and updates. Businesses and organizations have increased their use of Twitter to connect with stakeholders. As a result, it is important to understand the key drivers of successful information exchange and message diffusion via Twitter. We conducted an exploratory analysis on a dataset of over a million Tweets, comprising of over 40,000 lead Tweets, further filtered to over 18,000 Tweets. We identified the most popular messages, and analyzed the tweets on multiple endogenous dimensions including content, sentiment, motive and richness, and exogenous dimensions such as fundamental events, social learning, and activism. We found some interesting patterns and uncovered new insights to help researchers and practitioners better understand the behavior of popular “viral” tweets. We also performed sentiment analysis and present an early stage model to explain tweet performance.
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Introduction:

Much has already been written about the popularity and ubiquitous nature of Twitter. Twitter has a global presence and influences a variety of important issues and events including election results, consumer confidence, brand development, crisis communication, day to day social interactions and much more. From a behavioral analysis standpoint, the efficacy of information influence has been mapped to the nature of the information artifact (Samuel, 2017) and this has meaningful implications for how information is presented, interpreted and used. Past research has studied Tweet phenomena from a variety of perspectives including the analyses of specific users, topics, and markets. Studies have also focused on case scenarios (Pressgrove, et. al., 2018; Kalsnes, B., & Larsson, A. O., 2017), while examining the type of news propagated (Vosoughi, S., et. al., 2018; Wahba, G., 2017), and the extent of information richness (Samuel &
Pelaez, 2017). However, past studies have lacked integrative frameworks and necessary theoretical abstractions. Hence, despite their intrinsic value, they highlight an urgent need to study viral information through the lens of appropriate theoretical frameworks (Alter, S., 2017).

The present research uses data from Twitter in the form of tweets and their associated attributes. Twitter has around 330 million users, generating more than 500 million tweets a day. 80% of the tweets originate from mobile devices and about 30% of users are active on an average day. Tweets can be viewed as a massive message propagation network phenomenon, which is being leveraged expansively by individuals and organizations (Fuchs 2017). Twitter’s reach is global and there is a strong interest in using tweets from thought leaders and influencers, including government leaders (Weller, et. al., 2014; Dubois, et. al., 2014). Research has also shown that stock returns and volumes are correlated with related stock messages before, during, and after events (Sprenger, et. al., 2014). Twitter is the world’s leading microblogging platform, and typifies information flows on social media networks. It is a rich source of high quality data characterized by low cost of acquisition. However, for larger quantities of Twitter data, the expenses pertaining to the process and computational resources necessary to store and process this information can be challenging. One of the ways in which Twitter data is analyzed includes estimating the ‘sentiment’ associated with a message – past research has used sentiment analysis to observe patterns in stock price movements and observed that the sentiment of tweets was related to the stock market dynamics(Kretinin et al., 2018). We expect our analysis to help us identify valuable insights from exploratory analytics, sentiment analysis and textual analytics. The present research stream intends to explore the many tweet associated variables that have the potential to make tweets go viral, and to identify factors that evoke emotion and interest when new messages or information in the form of tweets become available.

**Literature review**

Multiple studies of sentiment analysis using Tweet data have found an association between emotionally charged messaging and message popularity. Analysis of political messages on Twitter has shown that emotional messages become popular by being retweeted or marked as favorites (Stieglitz & Dang-Xuan, 2013). Viral propagation of a message can also be driven by powerful response sentiment embedded in simple, yet emphatic hashtags such as “Je suis Charlie” (Payne, R., 2018), which quickly spread virally across Twitter and other social media.
platforms. While the ‘Je suis Charlie’ phenomenon can be viewed as emotionally reactive activism, additional insights can be gained from the ‘ALS Ice Bucket Challenge’, which also became a popular tweet theme. ALS tweets were often accompanied by, or consisted of, videos of people pouring ice water on their heads, or dipping their heads into ice water buckets. Although this had strong visual and emotional impact, it exemplified structured activism through social media, with elements of social learning. Extant research that has analyzed tweets related to technical information have shown that actual information content matters, and new and actionable information, such as tweets related to “alerts, patch, advisory, exploit, and root-cause” (Syed et al., 2018), tends to become more popular. In addition, the popularity of tweets can be driven by commonly known fundamentals, such as stock related news or announcements. An analysis of UBI (Universal Basic Income) tweets has shown that tweets containing unique information tends to become most popular, while tweets with a high emotional value tends to attract new audiences (Hemsley et al., 2018).

Tweets can also become popular based on the “information richness” they display – this includes the use of special characters, pictures, links and visual or semantic enrichment of the core message. Information richness has been shown to be an important cognitive influence (Samuel & Pelaez, 2017) with potential to sway how users respond to tweets. Furthermore, tweets can also be viewed as categories or information modules with specific properties. For instance, stock market tweets, sports tweets, funny tweets, political tweets, official tweets, trivia and other such categories are bounded by the objective of categorization. Information categories, even with the same net information content, can have varying influence on users (Samuel, Holowczak & Pelaez, 2017). This implies that tweet creators may need to pay attention to the actual composition of the message, the category in which it is classified, and the richness of message communicated. Clinical approaches have been used to study tweets by classifying tweets analysis along structural, content, and sentiment dimensions to explain tweet popularity in the context of the number of followers, length of the tweet, and the use of features such as hashtags, live video streaming, and so forth (Jenders et al., 2013). Our initial analysis of tweets shows that Twitter data is rich and contains hitherto unexplored variables that form the basis of our approach towards data collection and analysis.

Research Objectives
Our research objective with the present study is to provide early stage insights into the characteristics of viral tweets.

We also aim to identify key variables that can be associated with viral tweets.

Despite these recent advancements into the explanation of information exchange and diffusion within social networks, there still exist many gaps within the extant literature. There is a fair degree of ambiguity surrounding the definitions used to frame "viralness", and numerous tweet associated variables available within Twitter datasets are yet to be rigorously analyzed. Hence, the goal of this research is to explore the potential factors that may drive "viral" tweets, as well as render additional research questions for future contribution. We conduct an exploratory analysis that identifies the various observables that are reflective of a "viral" tweet, filter the variables that are associated with the observables which could be argued to be reflective of "viralness", and how such variables influence said observables. We conclude with an early stage model, and present unique findings that provide additional understanding of viral tweets phenomena.

Methodology

We used two twitter accounts to download Twitter Status IDs, Twitter User IDs, and number of recounts, among a number of variables. At our starting point of our analysis we collected over a million tweets with over eighty variables. We used MySQL to store the raw Twitter data and 2 Different R scripts were written, which leveraged the rtweet package and the RMySQL packages.

The Twitter Application Programming Interface (API)

The goal of this research is to conduct exploratory analysis, and hence, for understanding the dimensions of "viralness", and the various aspects that may affect this, we explore the various components and attributes of a Tweet. The Twitter API is a collection of web-service functions that can be accessed via HTTP Requests. These types of calls and APIs have recently become popularized by many social media platforms as a way to provide programmatic access to organizations and users alike into the Twitter databases. Typically, these APIs take in well-structured HTTP Requests, and returns either an XML or a JSON formatted response. Across multiple programming languages, various packages and libraries exist to handle much of the
boilerplate procedures to properly structure the HTTP Requests and return the information that Twitter has provided in JSON/XML format. In this study, we leveraged R and the rtweet package. This package allows for the ease of use of interaction between the user/programmer and the Twitter API. Functions within the package handle the structuring of the HTTP Requests. Furthermore, they are able to structure the responses given within the JSON format into a simple data frame, which is one of the fundamental forms of data structures that R provides. This allows for the analysis of Twitter data to be more streamlined, and frees the user from more traditional data processing and data preparatory tasks.

**Tweet Characteristics**

When a request is made to the Twitter API, by default, Twitter will provide over 80 different characteristics regarding the tweets requested. We analyze these 83 variables to gain insights into the various information and social dynamics between and about users on Twitter.

| Tweet Variable Name | Description                                                                 | Type |
|--------------------|-----------------------------------------------------------------------------|------|
| user.id            | A unique identification number of the twitter user.                         | User |
| status.id          | A unique identification number for the specific tweet, retweet, or quote.   | Tweet|
| created_at         | The timestamp of creation for the tweet.                                    | Tweet|
| text               | The actual text of the tweet. This will contain text, hashtags, and urls.   | Tweet|
| source             | The type of device from which the tweet was generated. Many possibilities can be assigned here. For example, "Twitter for iPhone" is one example. | Tweet|
| display_text_length| The number of characters of the tweet that can be seen by the user.          | Tweet|
| favorite_count      | The number of "likes" for this specific tweet.                              | Tweet|
| retweet_count       | The number of times this tweet was retweeted by other users.                | Tweet|
| hashtags            | A list of hashtags that were used within the tweet.                         | Tweet|
| media_type          | An indicator to determine if the tweet had a photo embedded within it.      | Tweet|
| lang                | The language of the tweet.                                                 | Tweet|
| location            | The location of the user account.                                           | User |
| followers_count     | The number of followers that this user currently has.                      | User |
| friends_count       | The number of users that this user follows.                                 | User |
| listed_count        | The number of public lists for which this user is a member.                 | User |
| statuses_count      | The total number of tweets, retweets, or quotes that this user has posted.  | User |
| favourites_count     | The total number of tweets that this user has "liked".                     | User |
| account_created_at  | The timestamp of creation of the user’s account.                            | User |
| verified            | An indicator variable to determine if Twitter has verified this user’s account information. | User |
| account.handle      | The language of the user.                                                   | User |

Table 1: Selected variables within a processed response from the Twitter API.

These tweet characteristics are categorized into two types of meta-information: tweet-specific information and user-specific information. Table 1 offers a summary of the most relevant tweet and user characteristics that we found important in relation to our research questions and objectives. Given that our research was primarily exploratory, we first defined our intended population of interest, designed a data-gathering process, designed code to clean the data once it was fully gathered, and then ran an exploratory data analysis. The following
subsections profile these steps in detail. We were primarily interested in gathering data consisting of tweets of which themselves were retweeted. In order to ensure that we had proper levels of heterogeneity within our data, and were able to identify tweets that were more "viral" and those that were not, we gathered tweet information that had a wide variance in retweet and favorite count. However, to remove some potential data analysis problems (mainly the high levels of zero-inflation in our data set), we made the decision to ignore tweets that had no retweets and favorites.

Data Collection and Cleaning

The data gathering process was implemented within R, which leveraged the rtweet and the RMySQL packages. The collection effort was split into two different scripts. The first script implemented the data gathering of the retweet keyword search, and the second script implemented the data gathering of the trending topic tweets. Each script sent a query to the Twitter API via rtweet with an upper limit of 15,000 tweets for every download cycle. The query only focused on tweets that were generated from within the USA, and only the top 25% of tweets were gathered to help filter near-zero interest tweets. Once the tweets were downloaded, their user id and status id were stored within a MySQL Database. All other information were not extracted for the sake of saving physical memory and cost. These two scripts were saved and both ran using two different Twitter accounts. The scripts were run daily, every 15 minutes as a CRON job on an Amazon Amazon EC2 t2.large Ubuntu Server instance, which had 2 virtual processors and 8.0Gib ($\approx 8.58$GB) of RAM. The MySQL Database was running on a server-less instance leveraging Amazon RDS. This allowed for the data to be placed in a centralized area, separate from the machine, so that in the event of a machine error or accidental shutdown, the data would still be intact. The scripts were ran throughout the entire month of November, 2018. Subsequently an Amazon EC2 m5.24x large instance was started. This machine had 96 processors with 384 Gib of RAM ($\approx$412 GB), and was used to gather the remaining raw twitter data. The final data was processed and stored as a .rds, which is a compressed file format for storing R objects. The raw data file was approximately 13.5GB, but the rds compression reduced this down to $\approx$2GB.

Tweets were filtered from the larger dataset based on the tweets that were indicated to be English and the account language to be English. The top 75% of tweets based on retweets were
then filtered, and this was done to ensure that the data we were analyzing had retweets. The source variable was then cleaned, and the values were combined to be either “Mobile”, “Desktop” or “Other” based on keywords related to these categories. The following scheme was used: Tweets were classified to be posted from a “Mobile” device if the source contained the following keywords: "iPhone","iOS", "BlackBerry", "Tablets", "Android", "Phone","iPad", "Mobile". Tweets were classified to be posted from a “Desktop” device if the source contained the following keywords: "Windows", "Mac", "Web Client". All other tweets were simply classified as “Other”. Tweets that contained text (other than a hyperlink) were filtered from tweets that contains no text, since one of the primary objectives of this research was to analyze tweets based on the content of the text.

Data Preparation and Variable Refinement

Part of our exploratory analysis involved the use of lexicons to compute overall sentiment of a tweet. A sentiment is a score that represents the overall emotion of the tweet. In our research, sentiments are the same as total polarity. Generally speaking, in order to compute the polarity of text information, each word is assigned a number according to a given lexicon. The lexicon is then used to compute the overall polarity of the statement by simply adding the polarity values in the lexicon together for the words that appear in the text. Text that is not in the lexicon is assumed to have a polarity of 0, hence not affecting the overall score. Many different lexicons are available for this type of analysis. In R, nine lexicons are available and we used all nine to compute the sentiment of every tweet. The text of the tweet was used to find the polarity, and polarities were computed for all the tweets using each of the lexicons. A total of nine sentiment variables were computed and appended to the overall dataset. The following lexicons were used to compute the 9 different sentiment ratings in R:

hash_sentiment_huliu, hash_sentiment_jockers,
hash_sentiment_jockers_rinker, hash_sentiment_loughran_mcdonald,
hash_sentiment_nrc, hash_sentiment_senticnet,
hash_sentiment_sentiword, hash_sentiment_sentiword and
hash_sentiment_socal_google

In addition, the created date was split using R's base functionality into the day of the week, the day of the month, the month, the year, and the hour that the tweet was created.
Furthermore, an account age was computed by taking the difference in date between the time stamp the tweet was created and the timestamp the account was created. This variable is in terms of the number of days between the day the account was created and the day the tweet was created.

**Exploratory Analytics**

The first part of our analysis involved an exploratory factor analysis (EFA) on all of the numerical variables in the data set. Ideally, we would like to identify distinct constructs within the data. The numerical variables were extracted from the data set and moved into it's own data frame. We leveraged R's psych package in order to conduct this type of analysis. The EFA was conducted by using a minimum residual method with a varimax rotation. The results of the EFA indicated an overall fit with the RMSEA <0.05 and the Tucker Lewis Index >0.95, which indicates an overall good fit of the analysis.

![Figure 1: Exploratory Factor Analysis](image)

We can see from Figure that there were a total of 8 factors. The raw sentiment variables had loaded on 2 of the 8 factors. Listed count and followers count loaded on the same factor. Favorite count (which indicates the total number of “likes” of the specific tweet) and retweet count loaded on the same factor. Hashtag count loaded on it's own factor, as did the display text.
width and the account age, respectively. Last, the user’s favourites count (which indicates the total number of tweets the user "liked") loaded on the same factor as the number of statuses.

In order to reduce the number of variables, and given some initial evidence from the EFA, we decided to conduct a separate EFA on only the nine sentiment variables so that we would be able to reduce the number of variables we will use in the remainder of our analysis. Results of this EFA indicate an overall fit with the RMSEA=0.06 with the Tucker Lewis Index >0.95, which indicates a good fit of the model.
Figure 3 indicates the sentiment variables loaded onto four different factors. We identified four distinct sentiment systems, which we identify as Jockers, McDonald, Sentiword, and Senticnet. The corresponding factor scores for each tweet for each of these sentiment factors were extracted and appended to the primary data frame which was used for the remainder of the data analysis.

A descriptive analysis was conducted, which reported the measures of central tendency, dispersion, and other moment information. The results for the numerical variables are shown in Table 2. Our final data set for analysis comprised of 18420 unique and distinct most popular tweets. Almost all of the tweets in the data set were created within November, during the time...
we were collecting information. Most tweets tend to occur at the beginning to the middle of the month. In addition, there are significantly less number of tweets during the middle of the day. Our data has fewer verified accounts than non-verified, and we have more tweets without a photo. We also notice that most of the tweets originated from a mobile device rather than a more traditional desktop. Last, we notice that the highest tweet activity seems to occur from Tuesday to Thursday, during the heart of the work week. This would seem to indicate that most Tweets are posted and retweeted during the middle of the work week.

Some of the plots for these categorical variables are show in Figure 2. Table 3 reports the correlation table for the numerical variables. We notice that the retweet count, as well as the favorite count, are significantly correlated with most of the other variables. We also notice a potential for multicollinearity, since the sentiment Jockers is correlated with all other variables other than retweet count and friends count. The hashtag count is also correlated with all but 5 of the variables. Observing the plots of the retweet count against the other variables reveals some potentially interesting associations. In addition, we can see from Figure that the McDonald and Sentinet sentiment scores are very similar to Jockers and Sentiword, respectively. Hence, to further simplify our model, we will only consider the two most different sentiment scores: Jockers and Sentiword.

|                 | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  | 10 | 11 | 12 | 13 | 14 |
|-----------------|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| Jockers         |    | 1  |    |    |    |    |    |    |    |    |    |    |    |    |
| McDonald        | 0.32*|    |    |    |    |    |    |    |    |    |    |    |    |    |
| Sentiword       | 0.01*| 0.12*|    |    |    |    |    |    |    |    |    |    |    |    |
| Sentinet        | 0.46*| 0.41*| -0.03*|    |    |    |    |    |    |    |    |    |    |    |
| display.text.width | -0.02*| -0.11*| 0.31*| 0.02*|    |    |    |    |    |    |    |    |    |    |
| favorite.count  | 0.01*| 0.02*| -0.03*| -0.01*| -0.12*|    |    |    |    |    |    |    |    |    |
| retweet.count   | 0.01*| 0.02*| -0.04*| -0.01*| -0.11*| 0.80*|    |    |    |    |    |    |    |    |
| followers.count | 0.06*| 0.06*| 0.07*| 0.10*| 0.09*| 0.17*| 0.13*|    |    |    |    |    |    |    |
| friends.count   | 0.00*| -0.01*| 0.04*| 0.01*| 0.14*| 0.01| 0.01| 0.07*|    |    |    |    |    |    |
| listed.count    | 0.05*| 0.05*| 0.08*| 0.08*| 0.11*| 0.16*| 0.12*| 0.95*| 0.10*|    |    |    |    |    |
| statuses.count  | -0.02*| 0.00| -0.01| -0.01| 0.00| -0.07| -0.04| 0.01| 0.09*| 0.05*|    |    |    |    |
| favourites.count | -0.03*| -0.02*| -0.02*| -0.03*| 0.03*| -0.01| 0.00| -0.10*| 0.10*| -0.11*| 0.30*|    |    |    |
| account.age     | 0.02*| -0.01| 0.00*| 0.05*| 0.21*| -0.06*| -0.07*| 0.23*| 0.08*| 0.26*| 0.24*| -0.03*|    |    |
| hashtag.count   | 0.05*| 0.03*| 0.04*| 0.03*| 0.14*| -0.07*| -0.04*| 0.00| -0.01| 0.00| 0.00| 0.00| 0.06*|    |
| hashtag.sentiment | 0.08*| 0.05*| 0.03*| 0.05*| 0.02*| -0.01| 0.00| 0.01| 0.00| 0.00| 0.00| 0.00| 0.02*| 0.20*|

Table 3: Correlation Table for Numerical Variables (* p ≤ 0.05)

We observed from plots not shown in this paper that the sentiment variables and the retweet count appear to be within a curvilinear association. The remaining variables appeared linear, as also suggested by the correlation table. Hence, for the sentiment variables, we will square each one and include the squared version in our overall model. The final variables that
we will study in our regression analysis will be the Jockers and Sentiword sentiment factors with their squared terms, the text display width, the favorite count, the followers count, the friends count, the listed count, the statuses count, the favourites count, the account age, the hashtag count, the hashtag sentiment, the square of the hashtag sentiment, the month, the day of the week, the hour, the verified indicator, the source, and the inclusion of a picture.

**Regression Analysis**

We found from our EFA that the retweet count and the favorite count loaded on the same factor. It could be argued that this factor could represent a "viralness" or "popularity" construct. For this study, we will focus on the retweet count and use the favorite count as a control variable. In our regression analysis, we seek a model that can explain the retweet count for a given set of independent variables. The dependent variable in this model will be the retweet count. However, since this variable represents a count, the linear regression model with the ordinary least squares estimate will most likely lead to many problems, including (1) misspecification, (2) inconsistent or biased estimates of the parameters and (3) inefficient estimates of the parameters. Hence, we must take an alternative approach. When the dependent variable is a count variable, (Cameron and Triveddi, 2013) recommend using a Poisson Regression. Poisson regression with independent variables $x_i$ seeks to find the probability distribution for the dependent count variable by estimating the average count (i.e. the incidence rate). Recall that the only parameter for the Poisson distribution is the average number of arrivals $\lambda$. In our model, we seek to estimate the model $\lambda = E[y_i|x_i] = e^{\beta^T x_i}$ for a given individual $i$, which would enable us to find:

$$P(y_i = k|x_i) = \frac{\lambda^k}{k!}e^{-\lambda} = \frac{(e^{\beta^T x_i})^k}{k!}e^{-e^{\beta^T x_i}}$$

where $\beta^T x_i = \beta_0 + \beta_1 x_{i,1} + \ldots + \beta_n x_{i,n}$. However, one major drawback regarding the Poisson Distribution is that it must enforce the moment constraints of $E[y_i|x_i] = \text{Var}[y_i|x_i]$, by definition of Poisson. This design can be quite troublesome, since count data tends to already be heteroscedastic, and hence the estimate for the Poisson model would most likely be inefficient (Cameron and Treveddi, 2013; Greene, 2003). In order to correct for this, we will employ a
negative binomial model. The negative binomial model is a generalization of the Poisson regression, and has been used in the analysis of Twitter data in the extant literature (Syed et al. 2018; Stieglitz & Dang-Xuan, 2003). The difference between these models is that the variance and the mean are not restricted to equality. Rather, the data is modeled by allowing the variance to differ non-linearly using a dispersion parameter. Furthermore, the use of a negative binomial model would help remove much of the heteroscedasticity by design, since much of this variation is captured within the negative binomial distribution itself, as well as how the error terms are modeled. Since the Poisson and Negative binomial do not have closed-form first order conditions for their respective log-likelihood functions, many of these estimators can only be solved through iterative optimization algorithms (such as Newtons Method leveraging maximum likelihood) (Cameron and Treveddi, 2013). An alternative approach would be to estimate the model leveraging generalized method of moments (GMM), however, these become more difficult to accomplish when endogeneity enters the equation (Wooldridge, 2010). In the case of our study design, we should expect the presence of endogeneity.

We have chosen to conduct a cross-sectional study rather than a panel-data study to ascertain initial information on the potential predictors of retweet count within the static sense. Our time frame for the data collection was also fairly limited, and hence we would not have a large enough time-span to study the time-dependent effects on our variables. The primary limitation of our design, however, is the introduction of potentially endogenous relationships. For example, an argument can be made that the number of followers of a user will lead to a higher retweet count. Conversely, the number of retweets could lead the user to obtain a larger following, since their own user profile becomes more exposed as a result of the higher retweets. It would be ideal to have control information on the number of followers (among others) the user had before posting the tweet (which our data do not provide), then the number of retweets has a probability of being in an endogenous relationship with the number of followers. However, based on heuristic observation, it is fairly evident that most Twitter users would be more likely to follow a Twitter user or account and then retweet messages posted to the account rather than to follow based on retweeting. (Wooldridge, 2010) recommends applying a modified version of the 2 stage least squares (2SLS) approach to estimate our model. First, the potentially endogenous variables are identified. The first stage of the regression is to regress the exogenous variables over the endogenous variables. The residuals from this regression are then used within the full
model specification with the speculated endogenous variables. A Wald-Test can then be conducted to determine if the coefficient on the residual is 0. If it is, then there was little evidence of endogeneity in the first place, and this approach would not offer any advancement in consistency and unbiasedness. In order to carry out this procedure in a more simplistic fashion, we need to identify an instrument within our study. We notice that the follower count and the listed count are highly correlated with each other ($\rho = 0.95$).

Furthermore, it would be difficult to find an argument to suggest that the listed count would be affected by the number of retweets. If a user is a member of a list, then it is possible that members of list will notice the user's tweet, and hence retweet it. However, the list is its own entity within Twitter, and it would be a much longer line of reasoning to suggest that if a user's tweet were highly retweeted, and the users who retweeted are members of different groups, then the user that posted the tweet would be motivated to now follow the list. That is, the direction of causality is most likely that the list count will aid in the retweet count, but the number of retweets will not necessarily lead to a change in the list count. Therefore, it would appear to be unlikely that the listed count variable would be correlated with the error term, and hence, by definition, would be an instrument for the followers count. Therefore, our regression analysis will focus on the following empirical model for the first stage:

$$
\lambda_{\text{retweet.count,stage1}} = E[\text{retweet.count}|x_i]
= \exp(\beta_0 + \beta_1 \text{jockers}_i + \beta_2 \text{jockers}^2_i + \beta_3 \text{Sentiword}_i + \beta_4 \text{Sentiword}^2_i
+ \beta_5 \text{account.age}_i + \beta_6 \text{display.text.width}_i + \beta_7 \text{verified}_i
+ \beta_8 \text{source}_i + \beta_9 \text{media.type}_i + \beta_{10} \text{favorite.count}_i + \beta_{11} \text{created.month}_i
+ \beta_{12} \text{created.day}_i + \beta_{13} \text{created.hour}_i + \beta_{14} \text{friends.count}_i
+ \beta_{15} \text{favourites.count}_i + \beta_{16} \text{statuses.count}_i + \beta_{17} \text{hashtag.count}
+ \beta_{18} \text{hashtag.sentiment}_i + \beta_{19} \text{listed.count}_i + \epsilon_i)
$$

The second step in the regression is to find the residuals from the first stage, $\hat{\epsilon}_i$, and include these in the model as a predictor for our final empirical model with the endogenous relationship:
To further simplify the model, we took an iterative process to determine if we can remove some of the predictor variables that did not add any meaningful contribution to the empirical model, without sacrificing our exploratory analysis. We did so by estimating nested OLS models and subsequently running a likelihood ratio test for each iteration. This test is appropriate for model comparison given that we have nested models under comparison (Greene, 2003). Interestingly enough, the results indicated that that variables of friends, listed, and text width did not add any meaningful contribution to the explanatory power of the model. However, we made the decision to leave these variables within the model for two reasons. First, a theoretical justification, due to some of the extant literature, can be found as to why these factors may influence the retweet count. Second, these variables are of interest to us, and we are curious to determine how they impact the probability of retweets, despite their contribution being minimal.

In addition to these results, the day of the month was removed, despite a likelihood ratio test indicating a statistically significant difference in the model specifications. The reasoning behind our choice to remove it was (1) while the likelihood ratio test indicated a statistically significant difference, the p-value was not as low (p≈ 0.03) as other tests, and (2) there were 31 categories in this variable, which would equate to having 30 additional coefficients in the model. Hence, we decided to remove this variable from the model, despite it adding some minor level of explanatory power. Next, the remaining categorical variables were removed one-by-one and compared using the likelihood ratio test. All tests showed that they do indeed add significant levels of explanatory power to the overall model. The final model is hence as follows:

\[
\lambda_{\text{retweet.count}} = E[\text{retweet.count}|x_i] \\
= \exp(\beta_0 + \beta_1 \text{Jokers}_{i} + \beta_2 \text{Jokers}_i^2 + \beta_3 \text{Sentiword}_{i} + \beta_4 \text{Sentiword}_i^2 + \beta_5 \text{account.age}_{i} + \beta_6 \text{display.text.width}_{i} + \beta_7 \text{verified}_{i} + \beta_8 \text{source}_{i} + \beta_9 \text{media.type}_{i} + \beta_{10} \text{favorite.count}_{i} + \beta_{11} \text{created.month}_{i} + \beta_{12} \text{created.day}_{i} + \beta_{13} \text{created.hour}_{i} + \beta_{14} \text{friends.count}_{i} + \beta_{15} \text{favourites.count}_{i} + \beta_{16} \text{statuses.count}_{i} + \beta_{17} \text{hashtag.count}_{i} + \beta_{18} \text{hashtag.sentiment}_{i} + \beta_{19} \text{followers.count}_{i} + \beta_{20} u_i)
\]
Results

In all models (OLS, Poisson, and NB), we notice there the number of followers and the retweet count were indeed endogenous. For all three models, the coefficients on the residual terms, respectively, were highly significant (p<0.05). The different sentiment scores were also found to affect the retweet counts differently. The Jockers sentiment was found to be in a positive quadratic relationship, while the Sentiword was found to be in a negative quadratic relationship. This would indicate that some sentiment lexicons would transcend higher negative/positive sentiments to be highly effective in rendering increases in retweet counts, while other systems may have the opposite effect (which is more in line with intuition). Surprisingly, across all models, the account age was found to be in a negative linear association with the retweet count. This would indicate that the older the twitter account, the less likely it would be to have original tweets retweeted. This seems to counter our basic intuition. The display text width, which is a measure of visual presence of the tweet itself, is in a negative linear association with retweet count. This would indicate that longer worded tweets are less likely to be retweeted. While the OLS model indicated that verified accounts tend to be retweeted more, this outcome is most likely due to the heteroscedasticity. In the more appropriate models of Poisson and NB, we find that this relationship is actually negative. That is, verified accounts are less likely to be retweeted.
Our analysis indicates that Tweets from unverified accounts have a higher likelihood of being retweeted as compared to Twitter verified accounts. Tweets that contain photos also are more likely to be retweeted. Across all models, it was found that the more the tweet was "liked", the more likely it was for it to be retweeted. This could be due to a "spill over" effect, where friends of users may observe that they have "liked" a tweet, and hence are now likely to react in a more elevated manner than their friend. The number of friends also was in a positive linear association with retweet count. This would indicate that the greater level of effort that a user spends in building connections, the greater the chance their tweets will be retweeted. The number of followers also had a positive effect on retweets.

The number of users that a user follows, their chance of being retweeted is greater than the contribution to retweets from the number of followers. That is, it is more beneficial for an account to connect with other users by "following" than it is to seek "followers". In addition, the number of statuses was in a positive linear association with retweet count. The number of hashtags was found to be linearly negative with retweets, however, it was also found that in the curvilinear model, it is positive, although this was not statistically significant. The opposite observation was found in the hashtag sentiment. The more positive/negative in sentiment of the hashtag, the less likely it would be retweeted. We also notice that the number of favourites the user liked negatively impacted the number of retweets. This is interesting, since it runs counter with our other finding of the friend's variable. These observations are unique and interesting and warrant additional research into associated causalities.

**Discussion**

The exploratory regression model seems to indicate a few findings regarding posting strategy so as to increase the probability of retweets. First, the model indicates how the user can strategically place themselves in a position to increase their chances of retweets of their own tweets by manipulating certain elements of their own account. First, the model indicates that the user should be relatively new. The longer the user is on twitter, the less likely they are to have their tweets retweeted. Therefore, after a few years, users may want to consider refreshing their page by deleting their old account and creating a new one. Next, we find that the users should be proactive by expanding their networks, but not overly "interacting" in those networks. They should place more of their effort in "following" others, rather than trying to build their own
"following". If future research further supports this result, then this certainly would be an interesting contribution to the current stream of literature, since this would contradict traditional thinking.

What also is interesting is the negative association between a user's activity in "liking" other tweets and the level of retweets for their own tweets. This would indicate that a user should be proactive in "following" other pages, but not to overly interact with those pages by "liking" their tweets. Rather, the user should spend more of their time tweeting on their own page. The number of total tweets that a user has was found to be positively associated with the probability of obtaining higher retweet counts, and hence another strategy is for the user to "tweet as much" as possible. Furthermore, non-verified accounts were found to be significantly different in retweet counts from verified. This is very interesting and needs additional research to conclude if users are more likely to retweet from non-verified accounts than verified ones. This has significant implications for Twitter and for users because if this is found to be true, then more users may prefer to not verify their account with Twitter.

The sentiment scores were mixed in our analysis, and so it would be difficult to generalize any findings along this line. Textual analytics lexicons are never perfect and there may inherent challenges based on the lexicons we had used. The negative association between tweet text length and retweet count would indicate that users should focus more of their efforts at producing short tweets. While the hashtag count had low significance, the coefficients indicate that fewer (very low) or more (very high) hashtags would result in higher retweets. That is, if hashtags are to be leveraged, then the user should either user as few as possible, or as many as possible. If they use a standard number (1-2 hashtags), their chances seem to not be as likely. In addition, hashtag sentiment was shown to be negatively associated with retweets, although not significantly. This would indicate that if hashtags are used, they should be neutral in sentiment. Furthermore, users should consider including a photo in their tweets, as well as tweeting from a mobile device rather than from a desktop or another device. These were found to be positively associated with retweets.

Limitations

While our research had revealed some interesting patterns within the Twitter data, it was not without fault. First and foremost, our data collection efforts were mainly centered around a
single month of collection. Unfortunately, the Twitter API only allows a limited timeframe of access to information, and so a more thorough data collection effort over a longer period of time would be necessary. In addition, the cross-sectional approach to our study is also a limitation of this research. The scope of this research was within only a small amount of time in a first attempt to ascertain some patterns that may be typical within Twitter data. However, these patterns may be time-dependent. Furthermore, the construct of "viralness" is inherently dependent on time. While our future research will address this limitation, it was none-the-less outside the scope of this research. In addition, our empirical model was centered around exploratory analysis rather than a theoretical justification of a conceptual model. Our purpose was primarily to determine factors that can be used to describe and explain the "viral" construct from a single moment in time.

Conclusion

Our research has the potential for providing unique insights for understanding the viral nature of tweets which can be used by organizations to develop policies to support the development of best practices in disseminating information using Twitter. Future research can certainly be guided by our unique findings. While we had limitations within our data collection and analysis methodology, we were able to extract very useful information regarding the association of various user and tweet attributes and the nature of what we believe to be "viralness". As a result of our research, we propose additional research questions that would be addressed within future research – How would time-dependent effects be used to further explain and measure the construct of viral tweets? Does there exist a better lexicon, which is currently not being leveraged which would more appropriately describe the overall emotional sentiments of tweets? How would time-dependent effects on sentiment affect viralness. Furthermore, do there exist any interaction effects among the variables we have identified, and if so, what is the theoretical justification underlying these? In addition, we have not studied our construct of viralness from a network perspective. Which network structural characteristics impact viralness? Would these interact with the variables we have identified in this research?

In summary, we have described the construct of "viralness" from a static lens of cross-sectional analytics. Using a unique approach, we have confirmed prior research that two main types of variables affect this construct - namely, the user characteristics and the specific tweet
characteristics. We have found some counter-intuitive results, such as non-verified accounts and shorter-aged accounts have a positive association with tweet popularity. These associations may be worthwhile to study in future research so as to better understand the complex behavioral dimensions that would explain these observations. Last, we have identified the overall posting strategy that would increase the likelihood of tweets being retweeted in the form of limited text and strategic use if hashtags. The managerial implications of this is that social media marketing strategy can be partially constructed from innovative decision support systems programmed to leverage the associations.
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