Behavioral Theory for Stochastic Systems?
A Data-driven Journey from Willems to Wiener and Back Again

Timm Faulwasser\textsuperscript{a,⋆}, Ruchuan Ou\textsuperscript{a}, Guanru Pan\textsuperscript{a}, Philipp Schmitz\textsuperscript{b}, Karl Worthmann\textsuperscript{b}

\textsuperscript{a}Institute of Energy Systems, Energy Efficiency and Energy Economics, TU Dortmund University, 44227 Dortmund, Germany
\textsuperscript{b}Optimization-based Control Group, Institute of Mathematics, Technische Universität Ilmenau, 98693 Ilmenau, Germany

Abstract
The fundamental lemma by Jan C. Willems and co-workers is deeply rooted in behavioral systems theory and it has become one of the supporting pillars of the recent progress on data-driven control and system analysis. This tutorial-style paper combines recent insights into stochastic and descriptor-system formulations of the lemma to further extend and broaden the formal basis for behavioral theory of stochastic linear systems. We show that series expansions—in particular Polynomial Chaos Expansions (PCE) of $L^2$-random variables, which date back to Norbert Wiener’s seminal work—enable equivalent behavioral characterizations of linear stochastic systems. Specifically, we prove that under mild assumptions the behavior of the dynamics of the $L^2$-random variables is equivalent to the behavior of the dynamics of the series expansion coefficients and that it entails the behavior composed of sampled realization trajectories. We also illustrate the short-comings of the behavior associated to the time-evolution of the statistical moments. The paper culminates in the formulation of the stochastic fundamental lemma for linear time-invariant systems, which in turn enables numerically tractable formulations of data-driven stochastic optimal control combining Hankel matrices in realization data (i.e. in measurements) with PCE concepts.
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1. Introduction — Spring has arrived

In popular culture winter is coming is an established meme. In the context of the past and infamous AI winter (AIw, 2005) and its effect on research addressing data-driven methods, the recent rapid increase of interest and available results evidences the opposite. That is, we are currently experiencing an ongoing extremely vibrant growth period of research activities on data-driven methods for systems and control at least partially catalyzed by AI.

From the control perspective, data-driven methods at large can be understood as an attempt to overcome the traditional two-step procedure of modeling—either first principles combined with parameter estimation or system identification based on measurement data—and subsequently designing a controller for the obtained system/process model, see Figure 1. Building on the success and impact of subspace identification methods (Verhaegen, 2015; Markovsky et al., 2006), a recent stream of papers—which, e.g., includes De Persis & Tesi (2019); Favoreel et al. (1999); Fiedler & Lucia (2021); van Waarde et al. (2022) and the tutorial survey Markovsky & Dörfler (2021)—has analyzed the so-called direct approach to control design, see Figure 1. This approach aims at obtaining a non-parametric system description directly from data, i.e. without identifying system matrices, and at the design of feedback laws directly using this description.

In turn, subspace identification techniques are closely linked to behavioral concepts in systems and control, which have been conceived by Jan C. Willems; see Willems (1986a,b, 1987) for original references, Polderman & Willems (1997); Markovsky et al. (2006) for textbook expositions, and Willems (2007) for an introduction. It stands to reason that behavioral systems theory is indeed foundational for a wide range of recent results on data-driven control (Markovsky, 2021; Markovsky & Dörfler, 2021).

The pivotal result in this context shows for controllable finite-dimensional Linear Time-Invariant (LTI) systems that all input-
output-state trajectories of finite length lie in the column space of suitable Hankel matrices constructed directly from data. It appeared already in the seminal paper by Willems et al. (2005)—hence it is commonly referenced as the Fundamental Lemma of Willems’ et al.\(^1\). Given the recent and seemingly exponential growth of publications extending/tailoring the fundamental lemma to specific system classes and using it for data-driven control, we postpone a more detailed literature review with respect to the former to Section 2.2. With respect to the latter, we remark that the two most frequent usages of the fundamental lemma for control design are output-feedback predictive control and direct feedback design Markovsky & Dörfler (2021). The major conceptual advantage of output-feedback predictive control is that it alleviates the need to design state estimators. The earliest conception of Model Predictive Control (MPC) based on Hankel matrices, which did not receive widespread attention, appears to be Yang & Li (2015). This line of research bifurcated to exponential growth with Coulson et al. (2019a) and numerous follow-ups. With respect to data-driven feedback design, we refer to De Persis & Tesi (2019); Markovsky & Dörfler (2021) and the references therein. Both lines of research are linked by the concept of optimizing closed-loop behaviors, cf. Dörfler et al. (2022). So far, applications of data-driven control based on behavioral concepts include power systems (Schmitz et al., 2022a; Huang et al., 2019; Carlet et al., 2020), autonomous driving (Wang et al., 2022), and building control (Lian et al., 2021; O’Dwyer et al., 2022; Bilgic et al., 2022).

Interestingly, the common scope of behavioral systems theory and its major success in data-driven control in discrete-time settings go along with the orthogonal trend of limited progress with respect to behavioral approaches for stochastic systems, cf. the open problems identified by Markovsky & Dörfler (2021). The ultimate paper of Jan C. Willems discusses behavioral ideas for stochastic systems (Willems, 2013). Therein the main focus is on open stochastic static systems, their interconnection, and the construction of appropriate \(\sigma\)-algebras. Baggio & Sepulchre (2017) extend this to a canonical kernel representation of stochastic LTI processes. Following a different route, Pola et al. (2015, 2016) use behavioral ideas to study equivalence concepts for stochastic linear systems in discrete-time and continuous-time settings without actually defining the stochastic behavior as such. This has been extended to descriptor systems, i.e. discrete-time LTI systems subject to linear algebraic constraints, by Pola (2017). Yet, none of these works covers data-driven representations of stochastic LTI systems.

Moreover, several approaches to behavioral concepts in infinite-dimensional settings have proposed: Pillai & Willems (1999); Pillai & Shankar (1999) discuss behavioral kernel representations of systems with distributed parameters using an algebraic approach. This is extended to dissipative systems by Pillai & Willems (2002), while Yamamoto & Willems (2008) focus on controllability in a behavioral setting. Ball & Staffans (2006) discuss conservative realizations of linear systems on Hilbert spaces in a behavioral setting, while Seiler & Zerz (2015) give an overview on algebraic theory for linear systems. Arguably, data-driven control of infinite-dimensional systems would require measurement data in appropriate infinite-dimensional spaces. Likewise data-driven approaches to stochastic systems are seemingly limited in applicability as stochastic processes are typically described via cumulative distributions, probability densities, or random variables—all of which are, in general, infinite dimensional.

Statistical moments, i.e., expectation, co-variance, skewness etc., provide an alternative representation of random variables, which is finite dimensional under rather specific assumptions on the underlying distribution. One may claim that the frequently-used modeling in terms of the first two moments (expectation and co-variance) does not stretch far beyond i.i.d. (independent and identically distributed) Gaussian uncertainties as moment closures for nonlinear systems are difficult and as manifold applications require modeling non-Gaussian uncertainties. In turn, non-Gaussian random variables frequently induce the need for higher-order moments, see, e.g., (Kuehn, 2016; Singh & Hespanha, 2010). Even in cases where expectation and co-variance capture sufficient information about the uncertainty, the fact that they parameterize random variables in nonlinear fashion—i.e., any scalar Gaussian is given as the sum of its mean and square root of the variance times a standard normal distribution—often complicates their use.

Remarkably, already in the 1930s Norbert Wiener’s most cited journal paper proposed an alternative avenue (Wiener, 1938). Therein, Wiener suggested to represent random variables via series expansions expressed in suitable polynomial bases of the underlying probability space. The required structure is the Hilbert space of \(L^2\)-random variables, i.e., the linear function space equipped with an inner product which contains all random variables of finite variance. This approach is commonly denoted as Wiener chaos expansion, as polynomial chaos, or as generalized polynomial chaos. For the sake of brevity, we gloss here over the subtle distinctions of these methods. The obtained series are denoted as Polynomial Chaos Expansions (PCE). Importantly, PCEs and related expansions parameterize a large class of Gaussian and non-Gaussian random variables in a linear structure, while moments lead, in general, to nonlinear representations. Without any detailed elaboration, we remark that polynomial chaos approaches are established for uncertainty quantification and uncertainty propagation (O’Hagan, 2013; Sullivan, 2015). Very often one leverages that the finiteness of the PCE is closely related to the appropriate choice of the basis, i.e., a suitable choice allows for a finite series expansion of non-Gaussian random variables (Xiu & Karniadakis, 2002; Mühlpfordt et al., 2018b). PCEs have also seen widespread and continued use in systems and control, e.g., for system analysis (Nagy & Braatz, 2007; Kim et al., 2013; Ahbe et al., 2020), for stochastic MPC (Mesbah & Streif, 2015; Mesbah, 2016; Fagiano & Khammash, 2012), and for optimization in power systems (Mühlpfordt et al., 2017, 2018a).

In light of the growing success of behavioral systems theory in data-driven control this paper moves towards behavioral and data-driven concepts for stochastic linear systems. Hence, it extends the scope of the earlier and excellent overview (Markovsky

\(^1\)We remark that the name fundamental lemma as such was not used by Willems et al. (2005); it appears to have been coined by Katayama (2006).
We also introduce the concept of behavioral lifts, i.e., we characterize the underlying relations between the behaviors referring to the fundamental lemma tailored to stochastic systems (Pan et al., 2013), our findings support the viewpoint that [in terms of behavioral systems theory and in terms of the fundamental lemma] deterministic systems emerge as special cases of stochastic systems, as they should.

We prove that, under rather mild assumptions, for discrete-time stochastic systems measurements of finite-dimensional realization data (i.e., sampled trajectories of finite length) suffice to characterize the evolution of stochastic input, state, and output variables via an appropriate image representation obtained in the fundamental lemma for stochastic systems. To put it in the words of Willems (2013), our findings support the viewpoint that

\[ [\text{in terms of behavioral systems theory and in terms of the fundamental lemma}] \text{ deterministic systems emerge as special cases of stochastic systems, as they should,} \]

which is also fully aligned with Baggio & Sepulchre (2017).

Section 6 discusses data-driven stochastic optimal control, i.e., the computation of optimal non-anticipatory policies. Further, model-based analysis is put into action to ensure causality of the obtained optimal solutions.

Section 7 transfers the obtained insights on the stochastic fundamental lemma and on data-driven stochastic optimal control to descriptor systems. While from a model-based viewpoint descriptor LTI representations are more general than explicit ones, from the behavioral perspective both are (modulo the choice of inputs and outputs) equivalent representation instances of linear time-invariant systems, cf. (Willems, 1986a, 2007). We show that it is the causality requirement of stochastic optimal control that marks the watershed between descriptor and explicit LTI systems in data-driven settings. Put differently, in data-driven settings with underlying descriptor structures the computation of non-anticipatory control actions requires careful analysis.

Section 8 draws upon numerical examples to illustrate our findings. The paper closes with an outlook on open problems and conclusions in Sections 9 and 10.

**Notation.** The non-negative and the positive integers are denoted by \( \mathbb{N} \) and \( \mathbb{Z}_+ \), respectively. For \( n, m \in \mathbb{N} \) with \( n \leq m \) we define \( I_{[n,m]} := \{n, \ldots, m\} \cap \mathbb{N} \). For two sets \( \Omega \) and \( \Omega^M \) denotes the set of all mappings \( f : \Omega \to \Omega^M \). Further, for two \( \Omega_1 \) and \( \Omega_2 \), we identify the Cartesian product \( \Omega_1 \times \Omega_2^M \) with \( (\Omega_1 \times \Omega_2)^M \). The restriction of a function \( f \in \Omega^M \) to a subset \( M \subset \Omega \) is denoted by \( f\big|_M \). In the case \( \Omega = I_{[n,m]} \) we use for \( f \in \Omega^M \) the notation \( f_k := f(k) \) and, when there is no possibility of confusion, also \( f_k := f(k) \) for \( k \in M \). Moreover, for \( f \in \Omega^M \), where \( \Omega = \mathbb{R}^d \) and \( M \subset \mathbb{N} \) such that \( I_{[n,m]} \subset M \), we define \( f\big|_{[n,m]} := \begin{bmatrix} f_n & \cdots & f_m \end{bmatrix}^\top \). The identity matrix and zero matrix are denoted by \( I_n \) and \( 0_{n,m} \). For a matrix \( A \) we use the notations \( \text{rk}(A), \text{colsp}(A), \) and \( A^\dagger \) for the rank, the column span, and the Moore–Penrose inverse of \( A \), respectively. The Kronecker product of two matrices \( A \) and \( B \) is denoted by \( A \otimes B \).

\(^2\)Notice that upon observing or measuring stochastic processes, one obtains information about specific realizations of random variables. Hence, subsequently *realization* refers to sampled outcomes of the uncertainties as modelled by random variables. For the remainder of this manuscript, the word realizations should not be confused with the classic notion of state-space realizations of systems.

---

**Sections 1–2:** Introduction & Problem statement

**Section 3:** Models of stochastic systems

**Section 4:** Behaviors of stochastic systems

**Section 5:** Stochastic fundamental lemma

**Section 6:** Data-driven stochastic optimal control

**Section 7:** Extension to descriptor systems

**Sections 8–10:** Examples & Outlook/Discussion & Conclusion

---

**Figure 2:** Illustration of contents.
2. Preliminaries and Problem Statement

We first recall some basic concepts of behavioral systems theory and briefly revisit the fundamental lemma. We refer the reader to Markovsky & Dörfler (2021) for a recent and much-more-detailed survey on behavioral systems theory and its use for data-driven control of deterministic systems. For readers familiar with this survey, the first subsection only sets the notation used hereafter. Then, we give a problem statement and point out upcoming novel results in the stochastic setting. Finally, we conclude this section with a concise overview of fundamental-lemma-type results.

From an abstract point of view, a system $Σ = (T, W, B)$ with time axis $T ⊆ \mathbb{R}$, signal space $W$, and behavior $B \subseteq W^T$. Specifically, we consider linear time-invariant discrete-time dynamics represented by

$$\begin{align*}
x_{k+1} &= Ax_k + Bu_k, \\
y_k &= Cx_k + Du_k,
\end{align*}$$

where $x_k \in \mathbb{R}^n$, $u_k \in \mathbb{R}^m$, and $y_k \in \mathbb{R}^p$ are the state, the input, and the output at time instant $k \in \mathbb{N}$, respectively. Further, we have $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$, $C \in \mathbb{R}^{p \times n}$, and $D \in \mathbb{R}^{p \times m}$. In this situation the time-axis is given by $T = \mathbb{N}$, and the signal space by $W = \mathbb{R}^{n+\ell+m}$. An appealing aspect of the behavioral perspective is the idea that we use the word system to refer to a system or to its representation in synonymous fashion. The dynamics (1) can be described in the language of behavioral systems theory advocated by Polderman & Willems (1997), see also Willems (1991); Markovsky et al. (2006). The (full) behavior of system (1) is

$$B_∞ \doteq \left\{ (x, u, y) \Big| x \in (\mathbb{R}^n)^N, \ u \in (\mathbb{R}^m)^N, \ y \in (\mathbb{R}^p)^N \right\}$$

which contains all state-input-output trajectories of (1). The trajectories of finite horizon $T \in \mathbb{N}$ are collected in the finite-horizon behavior

$$B_T = \{ b|_{[0,T]} \ | b \in B_∞ \}.$$  

(3)

For all $T \in \mathbb{N} \cup \{∞\}$, the set $B_T$ is a vector space. Furthermore, the behavior $B_∞$ is complete, i.e., $b|_{[0,T]} \in B_T$ for all $T \in \mathbb{N}$ implies $b \in B_∞$.

An appealing aspect of the behavioral perspective is the idea that it is used for data-driven control of deterministic systems. For readers familiar with this survey, the first subsection only sets the notation used hereafter. Then, we give a problem statement and point out upcoming novel results in the stochastic setting. Finally, we conclude this section with a concise overview of fundamental-lemma-type results.

Definition 1 (Behavioral controllability). $B_∞$ is said to be controllable if for each two trajectories $b, \tilde{b} \in B_∞$ and every $T' \in \mathbb{Z}$ there exists $b' \in B_∞$ and $T' \in \mathbb{N}$ such that

$$b|_{[0,T-1]} = b|_{[0,T-1]}, \quad b'|_{[T,T'+∞)} = \tilde{b}|_{[0,∞)}.$$  

4

Vividly, controllability of $B_∞$ allows to switch from one trajectory to another, however, with some transition delay $T'$. The behavior $B_∞$ is controllable if and only if the system representation (1) is controllable. In this case the transition delay is bounded by $T' = n_z$ independently from the particular trajectories.

In general, the state variable $x$ is latent and only input-output trajectories of (1) are directly accessible through measurements. The input-output trajectories are collected in the manifest behavior

$$B_∞^{(i)} = \{ (u, y) \ | (x, u, y) \in B_∞ \text{ for some } x \in (\mathbb{R}^n)^N \},$$

while the input-output trajectories of finite length $T \in \mathbb{N}$ yield

$$B_T^{(i)} = \{ b|_{[0,T]} \ | b \in B_∞^{(i)} \}.$$  

(5)

Further, there exists a lower bound on the length of input-output trajectories such that the state $x$ is uniquely determined assuming observability, i.e., if $(x, u, y) \in B_{n_z+1+T}$ for some $T \in \mathbb{N}$ such that $y|_{[0,n_z+1]} = \tilde{y}|_{[0,n_z+1]}$, then $x|_{[0,n_z+1+T]} = \tilde{x}|_{[0,n_z+1+T]}$.

2.1. The Fundamental Lemma

The fundamental lemma by Willems et al. (2005) proposed a non-parametric representation of linear time-invariant systems by means of Hankel matrices containing only data available through measurements, which carries sufficiently rich information. This richness is specified in the following definition.

Definition 2 (Persistency of excitation). The input trajectory $u : [0, \ldots, T-1] \rightarrow \mathbb{R}^m$ is said to be persistently exciting of order $L$, where $L \in \mathbb{N}$ with $T \geq L(n_u+1) - 1$, if the Hankel matrix

$$H_L(u|_{[0,T-1]}) \doteq \begin{bmatrix} u_0 & \cdots & u_{T-L} \\ \vdots & \ddots & \vdots \\ u_{L-1} & \cdots & u_{T-1} \end{bmatrix} \in \mathbb{R}^{n_u \times (T-L+1)}$$

has row rank $n_u L$.

The original statement of the fundamental lemma by Willems et al. (2005) is given in a behavioral setting. Here, we focus only on input-output trajectories. A corresponding statement including the state variables can be derived by imposing stronger assumptions on the output, i.e. $C = I$, cf. van Waarde et al. (2020).

Lemma 3 (Fundamental lemma). Suppose that the behavior $B_∞$ of the system $(T, W, B_∞)$ is controllable. Let $(u, y) \in B_T^{(i)}$, be such that $u$ is persistently exciting of order $L + n_z$, then $(\tilde{u}, \tilde{y}) \in B_T^{(i)}$, if and only if there exists $g \in \mathbb{R}^{T-L+1}$ such that

$$\begin{bmatrix} \tilde{u}|_{[0,L-1]} \\ \tilde{y}|_{[0,L-1]} \end{bmatrix} = \begin{bmatrix} H_L(u|_{[0,T-1]}) & g \end{bmatrix}.$$  

(6)

The appeal of the above results is that the Hankel matrices can be constructed directly from measured data.
2.2. Overview of Deterministic Variants of the Lemma

Naturally, the previous exposition motivates to ask whether the fundamental lemma can be tailored or extended to other settings and how to formalize such extensions? Table 1 gives an overview on both aspects. As one can see, there exist manifold variants and extensions of the original result of Willems et al. (2005). This includes more easily accessible proofs in the explicit space-state setting (De Persis & Tesi, 2019), the extension to data segmentation in the Hankel matrices (van Waarde et al., 2020), the relaxation of the usual controllability assumption (Yu et al., 2021), and the consideration of affine structures, i.e. linear dynamics with constant additive inhomogeneities. There also have been recent refinements to linear descriptor systems—see Schmitz et al. (2022b) and Section 7—and extensions to linear stochastic systems—cf. Pan et al. (2022b) and Section 5.

Besides the usual LTI setting, there are tailored variants for linear parameter-varying systems (Verhoek et al., 2021), for linear time-varying ones (Nortmann & Mylvaganam, 2021), and for linear time delay systems (Rueda-Escobedo et al., 2022). Likewise, the nonlinear domain is of considerable research interest as Alsalti et al. (2021) cover discrete-time non-linear differentially flat systems, Huang et al. (2022); Lian & Jones (2021) approximate trajectories via kernel regression and (Berberich & Allgöwer, 2020) investigate Wiener-Hammerstein systems, while Rueda-Escobedo & Schiffer (2020) address second-order Volterra systems. Recently, Markovsky (2021) has proposed a general framework for time-invariant systems with polynomial non-linearities.

We conclude this overview with a crucial observation: while the issues surrounding measurement noise in fundamental lemma type results have seen manifold research activities—cf., e.g., Coulson et al. (2019b); Yin et al. (2022, 2023)—the question of handling stochastic uncertainties has received much less attention. Specifically, we mention that Dörfler et al. (2021) discuss certainty equivalence LQR design. However, while a data-driven surrogate of the closed-loop state-feedback system matrix $A + BK$ is provided therein, co-variance propagation as such is not discussed. Moreover, the stochastic variant of the lemma proposed by Pan et al. (2022b) is revisited later.

2.3. Problem Statement

The main object of our further investigations are linear time-invariant systems subject to stochastic uncertainties—a typical representation of which reads

$$X_{k+1} = AX_k + BU_k + FW_k$$
$$Y_k = CX_k + DU_k + HW_k.$$ 

The game changer moving from (1) to the representation above are the stochastic disturbances $W$ appearing in the state and output equations. Their occurrence induces the need to model the states $X$, the outputs $Y$, and the controls $U$ also as appropriate stochastic processes. Indeed, one can show that finite dimensional series descriptions of exogenous stochastic uncertainties enable the formulation of a stochastic fundamental lemma (Pan et al., 2022b).³ This earlier analysis is largely driven by the properties of the system representations. It does, however, not answer the long standing question of how to conceptualize the behavior of stochastic linear systems, cf. (Willems, 2013; Baggio & Sepulchre, 2017). Subsequently we address this point and we provide insights on the following aspects:

- How to define and to characterize the behavior of stochastic linear systems (Section 4)?
- How to formulate a stochastic fundamental lemma (Section 5)?
- How to formulate stochastic optimal control problems in data-driven fashion without jeopardizing causality (Section 6)?
- How to handle causality and Markov properties if the underlying structure fixes the choice of inputs and outputs and thus descriptor representations arise (Section 7)?

³A related structure wherein the Hankel matrices are expanded by disturbance data is used by Kerz et al. (2021). However, therein no means of propagating stochastic uncertainties in data-driven fashion is provided.
3. Representations of Stochastic Linear Systems

As mentioned above, we model the trajectories of the system as stochastic processes. Specifically, let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space consisting of the sample space \(\Omega\) (a.k.a. set of outcomes), the \(\sigma\)-algebra \(\mathcal{F}\), and the probability measure \(\mathbb{P}\). The space \(L^2(\Omega, \mathcal{F}, \mathbb{P})\), \(\mathbb{R}^d\) consists of (equivalence classes of) vector-valued random variables with realizations in \(\mathbb{R}^d\), \(d \in \mathbb{N}\), and finite variance. For \(X, Y \in L^2(\Omega, \mathcal{F}, \mathbb{P})\), the expected value and the covariance matrix are

\[
E[X] = \int_{\Omega} X(\omega) \, d\mathbb{P}(\omega), \\
\text{Cov}[X, Y] = E[XY^\top] - E[X]E[Y]^\top.
\]

Equipped with the usual scalar product defined by \((X, Y) = E[X^\top Y]\) and its induced norm given by \(\|X\| = \sqrt{(X, X)}\) the space \(L^2(\Omega, \mathcal{F}, \mathbb{P})\) is a Hilbert space. Recall that for \(X, Y \in L^2(\Omega, \mathcal{F}, \mathbb{P}), \mathbb{R}^d\) the equality \(X = Y\) is to be understood in the \(L^2\)-norm sense, \(\|X - Y\| = 0\), or equivalently \(X(\omega) = Y(\omega)\) for \(\mathbb{P}\)-almost all \(\omega \in \Omega\), i.e. all \(\omega \in \Omega\) but those in a \(\mathbb{P}\)-nullset. For stochastic processes \(X = (X_k)_{k \in \mathbb{N}}, Y = (Y_k)_{k \in \mathbb{N}} \in L^2(\Omega, \mathcal{F}, \mathbb{P}), \mathbb{R}^d\), the expectation operator \(E\) and the covariance operator \(\text{Cov}\) are defined step-wise in time, i.e. \(E[X] = (E[X_k])_{k \in \mathbb{N}}\) and \(\text{Cov}[X, Y] = (\text{Cov}[X_k, Y_k])_{k \in \mathbb{N}}\).

Subsequently, we assume that the probability space \((\Omega, \mathcal{F}, \mathbb{P})\) is separable, i.e., the \(\sigma\)-algebra \(\mathcal{F}\) is generated by a countable family of sets \(\Omega_k \subset \Omega, k \in \mathbb{N}\). Then \(L^2(\Omega, \mathcal{F}, \mathbb{P}), \mathbb{R}^d\) is a separable Hilbert space and it possesses a countable orthogonal basis, cf. Brezis (2011).

To the end of recalling representations of stochastic linear systems, we consider

\[
X_{k+1} = AX_k + BV_k \\
Y_k = CX_k + DV_k
\]

where the state, exogenous input, and output signals are modelled as stochastic processes, that \(X_k \in L^2(\Omega, \mathcal{F}, \mathbb{P}), \mathbb{R}^{n_0}\), \(Y_k \in L^2(\Omega, \mathcal{F}, \mathbb{P}), \mathbb{R}^{n_1}\), and \(V_k \in L^2(\Omega, \mathcal{F}, \mathbb{P}), \mathbb{R}^m\). Notice that the variable \(V\) contains all exogenous inputs of the system, i.e., the manipulated control inputs \(U\) as well as the exogenous process disturbances \(W\) are related by

\[
\begin{bmatrix}
\bar{B} \\
\bar{D}
\end{bmatrix} V =
\begin{bmatrix}
B & F \\
D & H
\end{bmatrix}
\begin{bmatrix}
U \\
W
\end{bmatrix}.
\]

For many of our formal developments, we do not elaborate on the distinction between controls \(U\) and disturbances \(W\) as this fits well to the behavioral viewpoint. Yet, from a stochastic systems point of view further considerations are in order.

Stochastic Filtrations and the Markov Property. The state variable of system (7) possesses the Markov property, i.e., the state \(X_{k+1}\) depends only on \(X_k\) and \(V_k\). Specifically, let \(X = (X_k)_{k \in \mathbb{N}}\) be a solution to (7) together with its natural filtration \((\sigma(X_0, \ldots, X_k))_{k \in \mathbb{N}}\), where \(\sigma(X_0, \ldots, X_k)\) denotes the \(\sigma\)-algebra generated by \(X_0, \ldots, X_k\). We think of a control law which assigns the new input action \(U_k\) on the basis of the current value of the state \(X_k\), i.e. \(U_k = K_k(X_k)\) with some measurable map \(K_k\). For the exogenous noise assume that \(W_0, W_1, \ldots, W_n\) are mutually independent. Then \(X\) satisfies the Markov property

\[
P[X_{k+1} \in \mathcal{A} | \sigma(X_0, \ldots, X_k)] = P[X_{k+1} \in \mathcal{A} | \sigma(X_k)]
\]

for every Borel-measurable set \(\mathcal{A} \subset \mathbb{R}^{n_0}\). The conditional probability in (9) (see e.g. Klenke (2013)) describes the chance that the event \(\left\{\omega \in \Omega \right| X_{k+1}(\omega) \in \mathcal{A}\}\) occurs under the (additional) information carried by a sub-\(\sigma\)-algebra of \(\mathcal{F}\) generated by predecessors of \(X_{k+1}\). The Markov property (9) can be rephrased as

\[
P[X_{k+1} \in \mathcal{A} | X_0 \in \mathcal{A}_0, \ldots, X_k \in \mathcal{A}_k] = P[X_{k+1} \in \mathcal{A} | X_k \in \mathcal{A}_k].
\]

Similarly, a Markov property in terms of the output can be shown. Provided that the system (7) is observable, the value of the latent state can be revealed by an output signal whose length matches the system order \(n_1\). Therefore, the stochastic process \(\Gamma = (\Gamma_k)_{k \in \mathbb{N}} = (Y_k)_{k \in \mathbb{N}}\) together with its natural filtration \((\sigma(\Gamma_0, \ldots, \Gamma_k))_{k \in \mathbb{N}}\) is Markovian as well.

Realizations and Moments. A common way to handle the stochastic system (7) is via path-wise dynamics. The outcome (sample) \(\omega \in \Omega\) implicitly defines the realizations

\[
X_k = X_k(\omega), \quad Y_k = Y_k(\omega), \quad V_k = V_k(\omega).
\]

Hence, we arrive at the realization dynamics

\[
x_{k+1} = Ax_k + \bar{B}v_k, \quad y_k = cx_k + \bar{D}v_k.
\]

Modulo the notation change from \(u\) to \(v\), respectively, \(V\) in (7), this resembles the previous deterministic system (1). Put differently, any realization (i.e. sampled trajectory) triplet \((x, v, y)\) satisfies (10). Yet, without oracle-like knowledge of future realizations of \(v_k = V_k(\omega), k \geq k\), and leaving sampling-based approaches aside, the realization dynamics are mostly helpful in an a-posteriori sense.

Alternatively, passing over to statistical moments also allows to describe the system dynamics. Even though for moments of first order the equations remain linear, higher-order moments result in non-linear equations with respect to the random variables. Specifically, for first- and second-order moments we obtain the usual propagation

\[
E[X_{k+1}] = A E[X_k] + \bar{B} E[V_k], \\
E[Y_k] = C E[X_k] + \bar{D} E[V_k], \\
\text{Cov}[X_{k+1}, X_k] = A \text{Cov}[X_k, X_k] A^\top, \\
\text{Cov}[Y_k, Y_k] = C \text{Cov}[X_k, X_k] C^\top
\]

for the first- and second-order moments.
3.1. Representations of $L^2$-Random Variables

At this point, it is fair to ask which benefits the chosen setting of $L^2$-random variables actually implies. As we will see below, this approach enables a linear representation of Gaussian and non-Gaussian random variables, which turns out to also be numerically tractable—under suitable assumptions.

In the following and whenever there is no ambiguity, we use the short-hand notation $L^2(\Omega, \mathbb{R}^d)$ instead of $L^2((\Omega, \mathcal{F}, \mathbb{P}), \mathbb{R}^d)$. The space $L^2(\Omega, \mathbb{R}^d)$ can be identified with the orthogonal sum
\[
\bigoplus_{i=1}^d L^2(\Omega, \mathbb{R}).
\]

Therefore, any fixed scalar-valued orthogonal basis $(\phi_i)_{i \in \mathbb{N}}$ of $L^2(\Omega, \mathbb{R})$ gives rise to a series expansion for each random vector $X \in L^2(\Omega, \mathbb{R}^d)$, i.e., $X = \sum_{i \in \mathbb{N}} x_i \phi_i$, where the series converges in the $L^2$-sense. The coefficients are uniquely determined by the quotient
\[
x_i' = \frac{1}{E[\phi_i' X]} E[\phi_i' X] \in \mathbb{R}^d.
\]

Moreover, the sequence of coefficients $x = (x_0, x_1, \ldots)$ is square summable, i.e.,
\[
x \in L^2(\mathbb{R}^d) = \left\{ \tilde{x} \in (\mathbb{R}^d)^{\mathbb{N}} : \sum_{n \in \mathbb{N}} (\tilde{x})^T \tilde{x} < \infty \right\}.
\]

Using this notation, we obtain
\[
Z_k = \sum_{i \in \mathbb{N}} z_k^i \phi_i \quad \text{with} \quad z_k^i = \frac{E[\phi_i' Z_k]}{E[\phi_i' \phi_i]}, \quad z_k \in L^2(\mathbb{R}^n), \quad (12)
\]

for $(Z, z, n) \in \{(X, x, n) \}, (Y, v, n), (Y, y, n))$ and all $k \in \mathbb{N}$. The $L^2$-formulation of the dynamics (7) combined with (12) gives
\[
x_{k+1} = A x_k + B v_k \quad \text{(13a)}
\]
\[
y_k = C x_k + D v_k \quad \text{(13b)}
\]

for all $k \in \mathbb{N}$ and $i \in \mathbb{N}$. The transition from (7) to (13) using (12) is referred to as *Galerkin projection* as it technically means to project (7) onto the basis functions $\phi_i$ used in (12), cf. Ghanem & Spanos (2003); Pan et al. (2022b).

To sum up and as depicted in Figure 3, the stochastic dynamics (7) admit at least four different model-based representations:

- in $L^2$-random variables (7),
- in realizations (10), i.e. sampled trajectories,
- in statistical moments (11), and
- in series expansion coefficients (13).

At this point it is fair to ask for the advantages and disadvantages of the representations listed above. The dynamics in $L^2$-random variables (7) are a very general setting, which goes well beyond the usual linear-Gaussian setting. However, while conceptually allowing for exact forward propagation, any numerical implementation has to address the fact that $L^2$-random variables as such are, in general, infinite-dimensional objects living in a Hilbert space.

In contrast, the realization dynamics (10) are finite dimensional. Yet, forward propagation via (10) requires either unrealistic knowledge of future disturbance realizations or sampling-based strategies (Campi et al., 2009; Campi & Garatti, 2018). The latter are subject to approximation errors and often do not scale particularly well for non-Gaussians. The representation in terms of statistical moments (11) is a standard approach in systems and control. One should note that most frequently only the first two moments (expectation and covariance) are considered as this suffices for Gaussians. Yet, in non-Gaussian settings this might induce a loss of information. Moreover, one may regard the research efforts around distributional robustness and Wasserstein uncertainty sets as an implicit indication of the pitfalls of moment-based characterizations of stochastic distributions (Givens & Shortt, 1984; Mohajerin Esfahani & Kuhn, 2018). We show in Section 4 that in terms of behavioral characterizations of stochastic systems, moments are of limited usefulness. Also notice that for the linear stochastic system (7), the dynamics of the higher-order moments are of different structure then the original system. In contrast, for the dynamics of series expansions coefficients obtained via Galerkin projection, i.e. (13), we observe that for all expansion coefficients the structure of the dynamics remains the same as the original dynamics in random variables (7) and as the realization dynamics (10). As such this is not surprising as linear dynamics are combined with the linear structure of a series expansion. Additionally, as we discuss below, under rather mild assumptions and for a rich class of stochastic distributions the exactness of the series expansion with finitely many terms can be guaranteed.

3.2. Exactness and Polynomial Chaos Expansions

From a numerical and from a conceptual point of view, it is desirable if series expansions are of finite order, i.e., that the random variables are represented by finitely many basis functions.

**Definition 4** (Exact series expansions). We say a function $Z \in L^2(\Omega, \mathbb{R}^d)$ admits an exact series expansion of order $p \in \mathbb{Z}^+$ if the expansion coefficients $z_i^i = E[\phi_i Z] / E[\phi_i^2]$ vanish for all $i \geq p$, i.e.,
\[
Z = \sum_{i=0}^{p-1} \phi_i z_i.
\]
Observe that in the above definition, the series expansion stops at a finite order. Put differently, for $i > p - 1$, the coefficients satisfy $a^i = 0$ while in the formal statement (12) we have $i \in \mathbb{N}$. Hence, one can ask if such finite series representations can be attained.

A popular approach for uncertainty quantification and uncertainty propagation are Polynomial Chaos Expansions (PCE), which date back to Wiener (1938). Given a family $\mathcal{F}$ of basic random variables the pivotal idea of PCE is to choose a specific orthogonal system $\{\phi_i\}_{i \in \mathbb{N}}$ consisting of polynomials with indeterminates in $\mathcal{F}$.

Consider, e.g., a finite or countable family $\mathcal{F}$ of independent normally distributed random variables. Each random variable in $\mathcal{F}$ possesses moments of all orders. For a finite selection of random variables of $\mathcal{F}$ mixed moments are, due to stochastic independence, simply the product of the individual moments. Therefore, for $n \in \mathbb{N}$, the set

$$\Pi_n = \left\{ \pi(\xi_1, \ldots, \xi_m) \mid \pi \text{ is a } m\text{-variate real polynomial with degree at most } n, \quad m \in \mathbb{N}, \xi_1, \ldots, \xi_m \in \mathcal{F} \right\}$$

is a linear subspace of $L^2((\Omega, \mathcal{F}, \mu), \mathbb{R})$. The space $\Pi_0$ consists of almost surely constant random variables, and all elements of $\Pi_1$ are normally distributed. For $n > 1$ the space $\Pi_n$ contains also non-Gaussian random variables. Using the Gram–Schmidt process one can construct an orthogonal basis $\{\phi_i\}_{i \in \mathbb{N}}$ of $\bigcup_{n=0}^\infty \Pi_n$. In the simplest nontrivial case where $\mathcal{F}$ consists of one standard normally distributed random variable $\xi$ this can be given in terms of Hermite polynomials, that is $\phi_i = H_i(\xi)$, where $H_i$ is the $i$th Hermite polynomial. Moreover, the theorem by Cameron & Martin (1947) states that

$$L^2((\Omega, \sigma(\mathcal{F}), \mathcal{P}), \mathbb{R}) = \text{cl}\left( \bigcup_{n=0}^\infty \Pi_n \right) = \text{cl}\left( \text{span}(\phi_i)_{i \in \mathbb{N}} \right), \quad (14)$$

where $\sigma(\mathcal{F})$ is the $\sigma$-algebra generated by the family $\mathcal{F}$ and $\text{cl}$ denotes the topological closure. As a consequence every random variable in $L^2((\Omega, \sigma(\mathcal{F}), \mathcal{P}), \mathbb{R})$ admits an $L^2$-convergent series expansion in terms of the orthogonal polynomial basis $\{\phi_i\}_{i \in \mathbb{N}}$. This series is referred to as Wiener–Hermite polynomial chaos expansion. We note that in general only $\sigma(\mathcal{F}) \subset \mathcal{F}$ holds, that is,

$$L^2((\Omega, \sigma(\mathcal{F}), \mathcal{P}), \mathbb{R}) \subset L^2((\Omega, \mathcal{F}, \mathcal{P}), \mathbb{R}).$$

In particular, the orthogonal system $\{\phi_i\}_{i \in \mathbb{N}}$ does not span the Hilbert space $L^2((\Omega, \mathcal{F}, \mathcal{P}), \mathbb{R})$, but rather $L^2((\Omega, \sigma(\mathcal{F}), \mathcal{P}), \mathbb{R})$. Furthermore, every random variable in $\Pi_n$ admits an exact series expansion. Note that the orthogonal basis $\{\phi_i\}_{i \in \mathbb{N}}$ of $L^2((\Omega, \sigma(\mathcal{F}), \mathcal{P}), \mathbb{R})$ can be always chosen such that $\phi_0 = 1$ and, hence due to orthogonality, $E[\phi_i^2] = E[\phi_0^0] = 0$ for all $i > 0$.

Under certain conditions the underlying distributions also a family $\mathcal{F}$ of non-Gaussian basic random variables the construction of an orthogonal basis $\{\phi_i\}_{i \in \mathbb{N}}$ consisting of polynomials in $\mathcal{F}$ such that (14) holds. Such a polynomial basis, which we refer to as PCE basis, allows to expand each function in $L^2((\Omega, \sigma(\mathcal{F}), \mathcal{P}), \mathbb{R})$ into a convergent series. For more details on this so-called generalized polynomial chaos expansion, in particular for its convergence properties, we refer the reader to Ernst et al. (2012); Sullivan (2015); Xiu (2010). For details on truncation errors and error propagation we refer to Field & Grigoriu (2004) and to Mühlpfordt et al. (2018b). Fortunately, random variables that follow some widely used distributions admit exact finite-dimensional PCEs with only two terms in suitable polynomial bases. For Gaussian random variables Hermite polynomials are preferable. For other distributions, we refer to Table 2 for the usual basis choices that allow exact PCEs (Koekoek & Swarttouw, 1998; Xiu & Karniadakis, 2002). Observe that in order to use the PCE framework, one needs to specify the basis functions and their random-variable arguments. Hence Table 2 also lists those arguments.

Before concluding this part we give an example to show how exactness preserving bases for polynomial mappings can be constructed. We also comment on the relation of PCE and reproducing kernel Hilbert spaces.

**Example 5 (PCE basis construction).** For the sake of illustration, consider a scalar-valued map $f : L^2(\Omega, \mathcal{R}) \to L^2(\Omega, \mathcal{R})$

$$Y = f(X) = X^2.$$

Let $X$ be Gaussian. Then, it admits the exact PCE

$$X = x^0 \phi_0 + x^1 \phi_1,$$

where $\phi_0 = 1$ and $\phi_1 = \xi$, $\xi \sim \mathcal{N}(0, 1)$. Consider $X^2$ which in terms of the PCE of $X$ reads

$$X^2 = (x^0 \phi_0)^2 + 2x^0x^1 \phi_0 \phi_1 + (x^1 \phi_1)^2.$$

Apparently, the last term cannot be expressed in the subspace spanned by $\phi_0, \phi_1$. Hence, we extend the bases for $Y$ by $\phi_2 = \xi^2 - 1$ which is the third Hermite orthogonal polynomial. The exact PCE of $Y$ reads

$$Y = \left((x^0)^2 + (x^1)^2\right) \phi_0 + 2x^0x^1 \phi_1 + (x^1)^2 \phi_2.$$

Further details on how the structure of explicit polynomial maps can be exploited to construct exactness preserving bases are given by Mühlpfordt et al. (2018b).

**Example 6 (Structural uniformity of the PCE).** Consider a sequence $\{\xi_i\}_{i \in \mathbb{R}}$ of i.i.d. standard normally distributed random variables. Let $X_k = \left[ \xi_{2k} \quad \xi_{2k+1} \right]^T$, that is, the $X_k$ are i.i.d. as well. Given $k \in \mathbb{N}$, for the PCE $X_k = \sum_{i \in \mathbb{N}} x_i \xi_i$ we find $x_i = \begin{bmatrix} 1 & 0 \end{bmatrix}^T$ for $i = 2k$, $x_i = \begin{bmatrix} 0 & 1 \end{bmatrix}^T$ for $i = 2k+1$ and $x_i = 0$ else. One

| Distribution | Support | Orthogonal basis | Argument |
|--------------|---------|------------------|----------|
| Gaussian     | $(-\infty, \infty)$ | Hermite | $\xi \sim \mathcal{N}(0, 1)$ |
| Uniform     | $[a, b]$ | Legendre | $\xi \sim \mathcal{U}([-1, 1])$ |
| Beta         | $[a, b]$ | Jacobi | $\xi \sim \beta(a, b, [-1, 1])$ |
| Gamma        | $(0, \infty)$ | Laguerre | $\xi \sim \mathcal{T}(a, b, (0, \infty))$ |
observes that despite some shift the PCE coefficient sequences $(x_i)_{i \in \mathbb{N}}$ and $(x_i')_{i \in \mathbb{N}}$ corresponding to $X_k$ and $X_j$, respectively, share the same structure.

**Remark 7** (Link of PCE and RKHS). Besides the fundamental lemma, data-driven control using Reproducing Kernel Hilbert Spaces (RKHS) is also of tremendous interest, see, e.g., Yan et al. (2018); Zhang et al. (2020). A well-known example of an RKHS are Gaussian Processes which are often used as function approximators in machine learning (Deisenroth et al., 2013; Muandet et al., 2017). Hence, it is natural to ask for the link between RKHS and the $L^2$-probability spaces considered here. In general, an $L^2$-space is a Hilbert space of equivalence classes of functions but not a Hilbert space of functions. Thus, without further refinement an $L^2$-probability space is not an RKHS.

A straightforward observation, which points towards this issue, is that if two random variables have the same PCE in a given basis this does not mean they are point-wise identical. Indeed, they could differ on sets of measure zero, e.g., in terms of countable many outcomes $\omega$ with probability zero. However, using the concept of exact PCEs, one may close the gap, i.e., random variables in exact and finite RKHS bases are connected to learning methods in RKHS. Consider the case where the family $\mathcal{F}$ consists of one standard normally distributed random variable. Then, the underlying Hermite polynomials $\{H_i\}_{i \in \mathbb{N}}$ give rise to an RKHS induced by a Mehler kernel

$$k_\alpha(t_1, t_2) = \sum_{n \in \mathbb{N}} \frac{\alpha^n}{n!} \exp \left( \frac{(t_1 - t_2)^2}{4 \alpha^2} \right)$$

for $\alpha \in (0, 1)$, cf. (Rainville, 1960, p.196).

### 3.3. Moments, Densities, and Conditional Probabilities in PCE

Almost surely, the careful reader has recognized that the overview of Figure 3 does not mention the modeling of stochastic dynamics in terms of probability densities which is, e.g., common in case of Markov chains on measurable spaces, i.e., whenever the densities are treated as state variables. In a purely Gaussian and linear setting the moment description (11) allows capturing the density evolution, while in general non-Gaussian and nonlinear cases, it is difficult to analytically capture the evolution of densities. Hence, we now briefly discuss how moments and densities can be accessed in the PCE framework.

**Moments and PCEs.** Consider $X, Y \in L^2((\Omega, \mathcal{F}, P), \mathbb{R}^d)$ with exact PCEs of order $p$, cf. Definition 4, with respect to the orthogonal system $(\phi_i')_{i \in \mathbb{N}_0}$, where $\phi_i' = 1$. The expected value and the covariance of $X$ and $Y$ can be obtained from the PCE coefficients as

$$E[X] = x^0, \quad \text{Cov}[X, Y] = \sum_{i=1}^{p-1} x_i' x_j' E[\phi_i' \phi_j']. \quad (15)$$

For further insights into the computation of higher-order moments from PCEs we refer to Lefebvre (2020).

**Probability Densities and PCE.** For the sake of illustration, consider $X \in L^2((\Omega, \mathcal{F}, P), \mathbb{R})$. Let $Y = f(X)$ be the image of the non-Gaussian random variable $X$ with the PCE

$$X = \sum_{i=0}^{p-1} x_i' \phi_i', \quad \phi_i' = H_i(\xi)$$

in the Hermite polynomial basis with standard normally distributed argument, i.e. $\xi \in N(0, 1)$. A straightforward sampling-based strategy to approximate the density of $Y = f(X)$ over $\Omega = \mathbb{R}$ is given by

$$Y(\omega) = f \left( \sum_{i=0}^{p-1} x_i' \phi_i'(\omega) \right) = f \left( \sum_{i=0}^{p-1} x_i' H_i(\xi(\omega)) \right).$$

That is, one samples realizations $\xi(\omega)$, $\omega \in \mathbb{R}$, of the argument and, then, evaluates $f$ to obtain samples of the realizations of the non-Gaussian random variable $Y(\omega)$. Without further elaboration we remark that structural knowledge on $X$ or $f$ can and should be exploited. Moreover, we observe a very helpful property of PCEs, i.e., the series expansion separates the real-valued and deterministic series coefficients $x_i'$ from the basis functions $\phi_i'$ which capture the stochasticity.

**Conditional Probabilities and PCE.** Another aspect that deserves clarification in the PCE framework is how to capture conditional probabilities, which are of major importance in many systems and control contexts. To this end, consider $Y = X + W$, where $X \in L^2((\Omega, \mathcal{F}, P), \mathbb{R})$ and $W \in L^2((\Omega, \mathcal{F}, P), \mathbb{R})$ are independent. Let the PCEs of $X, W$ be given as

$$X = x^0 \phi^0 + x^1 \phi^1 \quad \text{and} \quad W = w^0 \phi^0 + w^1 \phi^1,$$

where the subscripts $\cdot^0, \cdot^1$ in $\phi_i^0$ and $\phi_i^1$, $i = 0, 1$ emphasize that the arguments of the PCE bases are independent random variables as $X$ and $W$ are independent.

We are interested in the conditional probability

$$P[Y \in \mathbb{Y} | W = w]$$

for some given set $\mathbb{Y} \subset \mathbb{R}$ and given $w \in \mathbb{R}$. Suppose that $W(\tilde{\omega}) = w$, i.e., $\tilde{\omega} \in \Omega$ is the unique outcome (sample) which realizes the event $W = w$. Then, we have

$$P[Y \in \mathbb{Y} | W = w] = P\left[Y \in \mathbb{Y} \mid w \phi^0 + w^1 \phi^1 = w \right] = \frac{P\left[(X + w \phi^0 + w^1 \phi^1(\tilde{\omega})) \in \mathbb{Y} \right]}{P\left[w \phi^0 + w^1 \phi^1(\tilde{\omega}) \in \mathbb{Y} \right] = P\left[(x^0 \phi^0 + x^1 \phi^1 + w) \in \mathbb{Y} \right].$$

Observe that from the first to the second line, we replace the conditional probability with an unconditional one in which the PCE for $W$ is evaluated to meet the condition. Put differently, in the PCE framework conditional probabilities can be captured by evaluating the bases functions corresponding to the condition at the considered outcomes—in the example the basis $\phi_i^0$ is evaluated at $\tilde{\omega}$—while still regarding the arguments $\xi_i$ of the other bases polynomials as random variables.

Concluding this excursion, we note that combining the conceptual ideas expressed in the two examples above illustrates how conditional densities are captured in the PCE framework.
Yet, in the general case they might not be directly and analyti-
cally accessible, while numerical approximation is immediate. 
Importantly, provided the PCE propagation is exact in the sense 
of Definition 4, no information about unconditional and condi-
tional densities is lost. We conclude this part by pointing the 
interested reader to the introductory text by O’Hagan (2013) 
which provides insights into the relation of PCE to other tech-
niques such as Karhunen-Loève expansions or Gram-Charlier 
series.

4. Behaviors of Stochastic Linear Systems

The previous section has recalled representations of stochas-
tic systems in conceptually different settings, cf. Figure 3. Next 
we establish the connections between these settings and the 
behavioral framework briefly touched upon in Section 2. Doing so, 
we observe that deterministic systems emerge as special cases 
of stochastic systems, as they should (Willems, 2013). 

To this end, an intrinsically algebraic approach would aim 
at stochastic kernel representations such as the one discussed in 
(42) in Section 7. Extending the earlier discussion of Willems 
(2013), Baggio & Sepulchre (2017) pursued exactly this route 
for stochastic LTI systems regarding the stochastic effects as 
a diffuse homogeneity of a suitable kernel representation. In 
contrast, we do not rely on kernel representations. Instead we 
define the behavior of the series expansion representation and of 
the original stochastic system as appropriate high-dimensional 
lifts of the underlying deterministic (realization) behavior.

4.1. Behavioral Representations

Henceforth and with slight abuse of notation, \( \mathcal{B}_{\infty}, \mathcal{B}_{\infty}^{\mathrm{fo}}, \mathcal{B}_{\infty}^{\mathrm{fo}}, \mathcal{B}_{\infty}^{\mathrm{fo}} \) refer to the full and the manifest, respectively, the finite-
horizon and the manifest finite-horizon behaviors of (10). In 
short, we say that the realization dynamics (10) generate the 
realization behavior \( \mathcal{B}_{\infty} \), whereby in view of (8) the variable \( v \) combines controls and disturbances.

The Behavior of the Expansion Coefficients. One approach 
to a behavioral description of the stochastic system (7) is via 
the coefficients of the series expansion of the random variables 
in terms of a fixed scalar-valued orthogonal basis \( \{\phi_i\}_{i \in \mathbb{N}} \). 
We emphasize, that at this point \( \{\phi_i\}_{i \in \mathbb{N}} \) can conceptually be any 
orthogonal basis of the space \( L^2(\Omega, \mathcal{F}, \nu) \). Formally, it does not need to be associated with a PCE as described in Subsection 3.2.

We first discuss the behavior of expansion coefficients 
duced by the dynamics (13). To this end, consider the expansion coefficients

\[
\mathbf{z}_k = (z_k^0, z_k^1, z_k^2, \ldots) = (z_k^i)_{i \in \mathbb{N}}, \quad z_k \in \{x_k, v_k, y_k\},
\]

where we collect for a given time instant \( k \) the coefficients corresponding to the basis vectors \( \phi_i \) in a sequence. Note that \( z = (z_0, z_1, z_2, \ldots) = (z_k)_{k \in \mathbb{N}} \) is a sequence with respect to time, whereby each element is a sequence. A natural way to think of \( z \) is in a scheme where its elements are arranged in an infinite-
dimensional matrix with one axis representing time and the other 
representing the series expansion index.

We define the full and the manifest behavior of the dynamics of the expansion coefficients by

\[
\mathcal{C}_{\infty} = \left\{ (x, v, y) \mid x \in (L^2(\mathbb{R}^n))^N, v \in (L^2(\mathbb{R}^m))^N \right\}, \quad (16a)
\]

\[
\mathcal{C}_{\infty}^{fo} = \left\{ (v, y) \mid (x, v, y) \in \mathcal{C}_{\infty} \text{ for some } x \in L^2(\mathbb{R}^n)^N \right\}. \quad (16b)
\]

In short, and whenever no confusion can arise, we refer to \( \mathcal{C}_{\infty} \) and \( \mathcal{C}_{\infty}^{fo} \) as the expansion coefficient behavior, respectively, as the manifest expansion coefficient behavior. Observe that \( \mathcal{N} \) in 
(\( L^2(\mathbb{R}^n)^N, z \in \{x, v, y\} \)), refers to the considered time horizon, 
while \( \mathcal{N} \) in \((x', v', y'), i \in \mathcal{N} \) refers to the expansion order (which 
in case of finite-dimensional expansions is denoted as \( p \)). In 
the case of a PCE basis \( \{\phi_i\}_{i \in \mathbb{N}} \) (cf. Subsection 3.2), placing empha-
sis in its origin we refer to the expansion coefficient behavior 
as PCE coefficient behavior. The finite-horizon behaviors \( \mathcal{B}_T \) 
and \( \mathcal{C}_T^{fo} \) are defined similarly as in the deterministic case, i.e. 
by truncating \((x, v, y) \in \mathcal{C}_{\infty} \) to the bounded time horizon \([0, T]\), cf. 
(3) and (5).

The expansion coefficient behavior \( \mathcal{C}_{\infty} \) inherits desirable 
properties from the realization behavior \( \mathcal{C}_{\infty} \).

Lemma 8 (Completeness of \( \mathcal{C}_{\infty} \)). The expansion coefficient behavior \( \mathcal{C}_{\infty} \) is complete, i.e. \( \mathcal{C} \in [0, T] \in \mathcal{C}_{\infty} \) for all \( T \in \mathbb{N} \) implies 
\( \mathcal{C} \in \mathcal{C}_{\infty} \).

Proof. For every \( T \) there is \( c^T \in \mathcal{C}_{\infty} \), such that \( c^T |_{[0,T]} = c^T |_{[0,T]} \). 
Therefore, \( c^T |_{[0,T]} = c^T |_{[0,T]} \in \mathcal{B}_{[0,T]} \) for all \( T, i \in \mathbb{N} \). By 
completeness of \( \mathcal{B}_{\infty} \), we obtain \( c^T \in \mathcal{B}_{\infty} \) for all \( i \in \mathbb{N} \), that is 
\( \mathcal{C} \in \mathcal{C}_{\infty} \).

The next lemma deals with the controllability of the expansion 
coefficient behavior. It results as a (straightforward) corollary 
of Lemma 27 formulated and proven for descriptor systems in 
Section 7; hence we skip the proof.

Lemma 9 (Controllability of \( \mathcal{C}_{\infty} \)). Suppose that the realization 
behavior \( \mathcal{B}_{\infty} \) is controllable (with transition delay \( T' = n_k \)). 
Then \( \mathcal{C}_{\infty} \) is controllable with transition delay \( T' = n_k \).
The Behavior of \( L^2 \)-Random Variables. A reasonable requirement for a behavior of the stochastic system (7) is that its trajectories considered path-wise, that is, evolving in time for a fixed outcome \( \omega \in \Omega \), satisfy the realization dynamics (10). To this end, we define the full and the manifest behavior of the dynamics in \( L^2 \)-random variables corresponding to system (10) as

\[
\mathcal{E}_\infty \triangleq \left\{ (X, V, Y) \right\}
\]

\[
\mathcal{E}_{i\infty} \triangleq \left\{ (X, V, Y) \right\}
\]

(17a)

(17b)

The corresponding finite horizon behaviors \( \mathcal{E}_F \) and \( \mathcal{E}_{i\infty} \) are defined similarly to the deterministic case, see (3) and (5). For the sake of brevity, we refer to \( \mathcal{E}_\infty \) and \( \mathcal{E}_{i\infty} \) as the random variable behavior, respectively, as the manifest random variable behavior. Note that in the random variable behavior \( \mathcal{E}_\infty \) besides existence of second-order moments no further assumptions on the statistical nature of the considered stochastic processes are made. In particular, neither stochastic independence nor adaptation to a certain filtration is required.

4.2. Behavior Inclusion, Lift, and Equivalence

Notice that the realization trajectories in \( \mathcal{B}_\infty \) can be considered also as stochastic processes which are at each time instant almost surely constant. Hence, the random variable behavior as defined in (17) includes the realization behavior,

\[
\mathcal{B}_\infty \subset \mathcal{E}_\infty
\]

which can also be extended to finite-time or manifest behaviors. Likewise, the expansion coefficient behavior (16) satisfies

\[
\mathcal{E}_\omega \subset \bigotimes_{i\in\mathbb{N}} \mathcal{B}_\infty
\]

(18)

The relation (18) holds with equality if a square summability condition on the elements of \( \bigotimes_{i\in\mathbb{N}} \mathcal{B}_\infty \) along the expansion index \( i \) is imposed. In the case of finite time horizon and exactness of the series expansion this additional condition is not necessary for the equality. The inclusion (18) expresses the fact that for all dimensions \( i \in \mathbb{N} \) of the expansion (which correspond to basis directions \( \phi^i \)) the realization behavior \( \mathcal{B}_\infty \) describes the dynamics. Put differently, in the context of model-based system representations, for all basis dimensions \( i \in \mathbb{N} \), the expansion coefficients satisfy identical linear system equations (13) which in turn correspond to the realization dynamics (10). Consequently, it is fair to ask for the relation between \( \mathcal{E}_\infty \) and \( \mathcal{E}_\omega \).

Equivalence and Lift. In the above definition of the random variable behavior the realm of finite-dimensional systems is left behind. Below we derive relationships which sustain our conception of random variable behavior. The next theorem shows how elements of the behaviors can be mapped onto each other.

**Theorem 10** (Behavioral lift).

(i) The linear map \( \Phi : \mathcal{E}_\infty \rightarrow \mathcal{E}_\infty \)

\[
(x, v, y) \mapsto \Phi(x, v, y) \triangleq \left( \sum_{i\in\mathbb{N}} \phi^i x^i, \sum_{i\in\mathbb{N}} \phi^i v^i, \sum_{i\in\mathbb{N}} \phi^i y^i \right)
\]

is bijective. Its inverse is given by \( \Phi^{-1}(X, V, Y) = (x, v, y) \), where

\[
x^i = \frac{E[\phi^i X]}{E[\phi^i]}, \quad v^i = \frac{E[\phi^i V]}{E[\phi^i]}, \quad y^i = \frac{E[\phi^i Y]}{E[\phi^i]}, \quad i \in \mathbb{N}
\]

(19)

(ii) For fixed \( \omega \in \Omega \), the linear map \( \Psi_\omega : \mathcal{E}_\omega \rightarrow \mathcal{B}_\infty \)

\[
(x, V, Y) \mapsto \Psi_\omega(x, V, Y) \triangleq (X(\omega), V(\omega), Y(\omega))
\]

is surjective. Further, the concatenation \( \Psi_\omega \circ \Phi \) satisfies

\[
(\Psi_\omega \circ \Phi)(x, v, y) = \left( \sum_{i\in\mathbb{N}} \phi^i (x^i, v^i, y^i), \sum_{i\in\mathbb{N}} \phi^i (x^i, v^i, y^i) \right)
\]

and \( \Psi_\omega \circ \Phi \) is surjective.

**Proof.** Assertion (i) is a consequence of the isometric isomorphism between \( L^2(\mathbb{R}) \) and \( L^2((\Omega, \mathcal{F}, P), \mathbb{R}) \) established by series expansion in terms of the orthogonal basis \( (\phi^i)_{i\in\mathbb{N}} \), cf. the Fischer–Riesz theorem. We show that the image of \( \Phi \) under \( \mathcal{E}_\infty \) is contained in \( \mathcal{E}_\infty \). Let \( (x, v, y) \in \mathcal{E}_\omega \) and set \( (X, V, Y) = \Phi(x, v, y) \). By definition \( (x^i, v^i, y^i) \in \mathcal{B}_\infty \) for every \( i \in \mathbb{N} \). Therefore, (13) holds for all \( i, k \in \mathbb{N} \). Together with the orthogonality of \( (\phi^i)_{i\in\mathbb{N}} \) we obtain for all \( k \in \mathbb{N} \)

\[
0 = \sum_{i\in\mathbb{N}} E[\phi^i \phi^k (x^i_{k+1} - Ax^i_k - Bv^i_k)^{\top} (x^i_{k+1} - Ax^i_k - Bv^i_k)] = E[(X_{k+1} - AX_k - B(V_k))^{\top} (X_{k+1} - AX_k - B(V_k))],
\]

(20a)

\[
0 = \sum_{i\in\mathbb{N}} E[\phi^i \phi^k (y^i_k - CX_k - Dw^i_k)^{\top} (y^i_k - CX_k - Dw^i_k)] = E[(Y_k - CX_k - D(V_k))^{\top} (Y_k - CX_k - D(V_k))]
\]

(20b)

Hence, (7) holds for all \( k \in \mathbb{N} \) and \( (X, V, Y) \in \mathcal{E}_\infty \). Next, we show that \( \Phi \) is surjective. Let \( (X, V, Y) \in \mathcal{E}_\infty \) and take the series expansion with respect to \( (\phi^i)_{i\in\mathbb{N}} \), that is \( (x, v, y) \) is given by (19). As \( (X, V, Y) \in \mathcal{E}_\infty \), (7) holds for all \( k \in \mathbb{N} \). Therefore, (20) holds, which implies (13) for all \( i, k \in \mathbb{N} \). Hence, \( (x, v, y) \in \mathcal{E}_\infty \) and \( \Phi(X, V, Y) = (x, v, y) \). The injectivity of \( \Phi \) follows from the uniqueness of the series expansion. This shows (i).

The surjectivity of \( \Psi_\omega \circ \Phi \) in (ii) follows from \( \mathcal{B}_\infty \subset \mathcal{E}_\infty \). □

The relations between the behaviors and the maps derived in Theorem 10 are sketched in Figure 4. Observe the structural similarity of the relations between the behaviors in Figure 4 and the relation between the models in Figure 3.

**Remark 11** (Behavioral lift for PCE). *Given an orthogonal system \( (\phi^i)_{i\in\mathbb{N}} \) derived from a family \( \mathcal{N} \) of random variables in the context of PCE (cf. Subsection 3.2) the behavioral lift is subject to subtle limitations. Due to the fact that \( \sigma(\mathcal{N}) \) is in general only a sub-\( r \)-algebra of \( \mathcal{F} \), the map \( \Phi \) defined in*
Theorem 10 (i) is still injective, but not surjective. However, in this case
\[ \Phi(\mathbb{C}_\infty) = \mathbb{L}_\infty \cap L^2((\Omega, \sigma(\mathbb{F})), \mathbb{F}, \mathbb{R}^{n_i+n_j+n_k})^R. \]

On the other hand, the surjectivity of the map \( \Psi \) given in Theorem 10 (ii) remains unchanged. In conclusion, it stands to reason that the potential loss of equivalence of descriptions, stemming from the lifting the PCE coefficient behavior \( \mathbb{C}_\infty \) by \( \Phi \), does not imply significant loss of information in actual applications.

Similar to Theorem 10 one finds comparable maps between the manifest behaviors as well as behaviors with respect to finite-time horizons.

As an immediate consequence of the behavioral lift we find the following relationship between the realization behavior and expansion coefficient behavior.

Corollary 12 (\( \mathbb{B}_\infty \rightarrow \mathbb{C}_\infty \)). One has \( \Phi^{-1}(\mathbb{B}_\infty) \subset \mathbb{C}_\infty \). For any \((x,v,y) \in \mathbb{B}_\infty \) the coefficients of \( \Phi^{-1}(x,v,y) = (x,v,y) \) are given by
\[ x_i' = E[\phi_i^1] x_i, \quad v_i' = E[\phi_i^1] v_i, \quad y_i' = E[\phi_i^1] y_i, \quad i \in \mathbb{N}. \]

In particular, if \( \phi_i^p \equiv 1 \), that is \( E[\phi_i^p] = 0 \) for \( i \geq 1 \), we find \( x_i' = x, v_i' = v, y_i' = y \) and \( x_i' = 0, v_i' = 0, y_i' = 0 \) for all \( i \geq 1 \).

By Corollary 12 the sequence \( c \in \ell^2(\mathbb{R}) \) given by
\[ c_i = E[\phi_i^p] / E[\phi_i^p] \]
allows, in accordance with the identification (18), the embedding of \( \mathbb{B}_\infty \) into \( \mathbb{C}_\infty \), that is for each \( b \in \mathbb{B}_\infty \) one has \( \mathcal{C}b = (c^0b, c^1b, \ldots, c^k,b, \ldots) \in \mathbb{C}_\infty \). The next theorem illustrates the equivalence of behaviors.

Theorem 13 (Behavioral equivalence). Let \( X \in (L^2((\Omega, \sigma(\mathbb{F})), \mathbb{F}, \mathbb{R}^{n_i+n_j+n_k})^R, \quad Y \in (L^2((\Omega, \sigma(\mathbb{F})), \mathbb{F}, \mathbb{R}^{n_i+n_j+n_k})^R \) with its corresponding expansion coefficients \( x \in (L^2(\mathbb{R}^n))^R, \quad v \in (L^2(\mathbb{R}^n))^R \) and \( y \in (L^2(\mathbb{R}^n))^R \), and for \( \omega \in \Omega \) its realizations \((X(\omega), V(\omega), Y(\omega)) \in (\mathbb{R}^{n_i} \times \mathbb{R}^{n_j} \times \mathbb{R}^{n_k})^R \).

Then, for \( T \in \mathbb{N} \cup \{ \infty \} \), the following statements are equivalent:
(i) \((X(\omega), V(\omega), Y(\omega)) \in \mathbb{B}_T \) for \( \mathbb{P} \)-a.a. \( \omega \in \Omega \);
(ii) \((X,Y,V) \in \mathbb{B}_T \);
(iii) \((X,Y,V) \in \mathbb{B}_T \);
(iv) \((X',Y',V') \in \mathbb{B}_T \) for all \( i \in \mathbb{N} \).

A similar proposition holds true for the manifest behaviors.

Proof. We show the equivalence for \( T = \infty \). The equivalence between (i) and (ii) as well as between (iii) and (iv) follows by definition. The equivalence of (ii) and (iii) follows with the behavioral lift, Theorem 10 (i).

By restricting the elements of \( \mathbb{B}_\infty, \mathbb{C}_\infty, \) and \( \mathbb{C}_\infty \) to a finite time horizon \( T \) one obtains the equivalences for \( \mathbb{B}_T, \mathbb{C}_T, \) and \( \mathbb{C}_T \).

The next lemma featuring controllability and completeness of the random variable behavior \( \mathbb{C}_\infty \) is a direct consequence of Lemma 8 in combination with Theorems 10 and 13.

Lemma 14 (Completeness and controllability of \( \mathbb{C}_\infty \)).
The random variable behavior \( \mathbb{C}_\infty \) is complete, i.e. \( S_{[0,T]} \in \mathbb{C}_T \) for all \( T \in \mathbb{N} \) implies \( S \in \mathbb{C}_\infty \). If the realization behavior \( \mathbb{B}_\infty \) is controllable with delay \( T^* = n_\infty \), then \( \mathbb{C}_\infty \) is controllable with delay \( T^* = n_\infty \).

Proof. Let \( S = (X,Y,V) \) and suppose that \( S_{[0,T]} \in \mathbb{C}_T \) for all \( T \in \mathbb{N} \). Taking the corresponding coefficients of the series expansion \( c(X,Y,V) \) one has \( c_{[0,T]} \in \mathbb{C}_T \) by Theorem 13. The completeness of \( \mathbb{C}_\infty \), see Lemma 8, yields \( c \in \mathbb{C}_\infty \) and with Theorem 13 we see \( S \in \mathbb{C}_\infty \). The controllability of \( \mathbb{C}_\infty \) follows in a similar way employing Lemma 9.

Completeness and controllability of the random variable behavior are both important features in the context of control design and in view of optimal control. Controllability guarantees that given an initial condition there exists an intermediate trajectory steering the system for instance into some equilibrium. Provided a sufficiently long time horizon this implies feasibility of the optimal control problem (provide no other constraints are considered). Completeness on the other hand ensures that successively solving the optimal control problem, while stepping forward in time, leads to a valid trajectory in the infinite time horizon. In essence, completeness of the behavior gives completeness of the dynamic system as such (Sontag, 1998).

Non-Equivalence of Moment Behaviors. The propagation of moments with respect to the system dynamics, i.e. (11), leads to the following definition of the behavior associated to the dynamics of the second-order moments (in short moment behavior),
\[ \mathcal{M}_\infty \in \mathbb{R}_+ \times \left\{ \begin{array}{l}
\mathcal{C} = (c^{xx}, c^{xy}, c^{yy}) \text{ with } \\
\mathcal{C}^{pq} = (c^{pq})_{(p,q) \in \{x,y\}} \text{ for all } p,q \in \{x,y\} \\
\text{and } \mathcal{C} \text{ satisfies for all } k \in \mathbb{N} \\
\mathcal{C}_{k+1}^{xx} = \begin{bmatrix} A & C^T c_k^{xx} \\ B & D \end{bmatrix} \begin{bmatrix} C^T c_k^{xx} \\ D \end{bmatrix} \end{array} \right\}. \]

Despite nonlinearity in the definition of higher-order moments, the (second-order) moment behavior \( \mathcal{M}_\infty \) as such is a linear
vector space. However, comparison of Figure 3 to Figure 4 raises the question of how the moment behavior fits into the latter?

Let \((X, V, Y) \in \mathcal{E}_\omega\) and set \(c^x = \text{Cov}[X, X], c^v = \text{Cov}[V, V], c^{xy} = \text{Cov}[X, V], \) etc. From (11) it is not difficult to see that

\[
m = (\mathbb{E}[X], \mathbb{E}[U], \mathbb{E}[Y], c^{xx}, c^{xy}, c^{yy}) \in \mathcal{M}_\omega.
\]  

Consider the nonlinear map

\[
\Xi : \mathcal{E}_\omega \rightarrow \mathcal{M}_\omega, \quad S \mapsto m
\]

which assigns to a stochastic process \(S = (X, V, Y) \in \mathcal{E}_\omega\) its sequence of moments \(m\) in (22). However, even in the case of Gaussian processes which are fully determined by first and second-order moments, the map \(\Xi\) is not injective.

**Example 15** (Non-equivalence of \(\mathcal{M}_\omega\) and \(\mathcal{E}_\omega\)). Let \(\mathcal{M}_\omega, \mathcal{E}_\omega,\) and \(\mathcal{M}_\omega\) be the realization, stochastic, and moment behavior, respectively, corresponding to system (10) with

\[
\sqrt{2}A = \sqrt{2}B = C = I_1 \quad \text{and} \quad D = 0_{1 \times 1}.
\]

Consider independently standard normally distributed random variables \(X_0, \ldots, V_0, \ldots\) and set \(Y_k = X_k\). Define \(c^{x_1}, c^{x_2}, \) etc. as before. Then \(c^{x_1} = c^{x_2} = (1, 1, \ldots), \mathbb{E}[X] = \mathbb{E}[V] = \mathbb{E}[Y] = c^{x_0} = (0, 0, \ldots)\) and (22) holds. On the other hand, for each \(k \in \mathbb{N}\) the random variable

\[
\Delta_k = X_{k+1} - 1/\sqrt{2}(X_k + V_k)
\]

is normally distributed with zero mean. Its variance reads

\[
\text{Var} [\Delta_k] = \text{Var} [X_{k+1}] + \text{Var} [1/\sqrt{2} X_k] + \text{Var} [1/\sqrt{2} V_k] = 2.
\]

With \(\mathbb{P}[X_{k+1} = 1/\sqrt{2} (X_k + V_k)] = \mathbb{P}[\Delta_k = 0] = 0\) for \(k \in \mathbb{N}\) we see that \((X(\omega), V(\omega), Y(\omega)) \not\sim \mathcal{M}_\omega\) for \(\omega\)-a.a. \(\omega \in \Omega\) and, therefore, \((X, V, Y) \not\sim \mathcal{E}_\omega\).

The above example illustrates that even if the series of moments belong to the moment behavior, it might happen that with probability one all realizations of the corresponding stochastic process are incompatible with the system dynamics. This intrinsic difficulty of working with moments and their behaviors can also be seen in Figure 4: specifically, a structured means to map an element of the moment behavior \(\mathcal{M}_\omega\) to the random variable behavior \(\mathcal{E}_\omega\) or to the expansion coefficient behavior \(\mathcal{S}_\omega\) is not available.

### 5. The Stochastic Fundamental Lemma

The behavioral lifts and behavioral equivalence as established in Theorem 10 and 13, respectively, enable to formulate a version of the fundamental lemma applicable to stochastic systems. As in Section 4 we consider LTI systems.

### 5.1. Equivalence and Inclusion of Column Spaces

We begin with a result for LTI systems that has been given by Pan et al. (2022b).

**Lemma 16** (Column-space equivalence). Let there exist a controllable realization behavior \(\mathcal{B}_\omega\) based on a realization model given by an LTI system with state dimension \(n_\omega\). For \(T \in \mathbb{Z}_+\), let \((V, Y) \in \mathcal{E}_\omega^{0T}\) with corresponding expansion coefficients \((v, y) \in \mathcal{B}_\omega^{0T}\) such that \(\hat{n} \in \mathcal{B}_\omega^{0T}\). Further, assume that \(\hat{v}\) and the coefficients \(v^i, i \in \mathbb{N}\), are persistently exciting of order \(L + n_\omega\).

(i) Then, for all \(i \in \mathbb{N}\)

\[
\mathcal{C} \mathcal{S} \left[ H_L (v^i_{[0,T-1]}), \hat{H}_L (v^i_{[0,T-1]}) \right] = \mathcal{C} \mathcal{S} \left[ H_L (\hat{v}_{[0,T-1]}), \hat{H}_L (\hat{v}_{[0,T-1]}) \right]. \tag{24a}
\]

(ii) Moreover, for all \(g \in \mathbb{R}^{T+L+1}\), there exists a function \(G \in L^2(\Omega, \mathbb{R}^{T+L+1})\) such that

\[
\mathcal{C} \mathcal{S} \left[ H_L (v_{[0,T-1]}), \hat{H}_L (v_{[0,T-1]}), \hat{H}_L (\hat{v}_{[0,T-1]}) \right] \in \mathcal{C} \mathcal{S} \left[ H_L (\hat{v}_{[0,T-1]}) \right]. \tag{24b}
\]

Observe that from the applications point of view, the above lemma is subject to a severe limitation since persistency of excitation is assumed for all expansion indices \(i \in \mathbb{N}\) in (24a). That is, in case of stochastic processes composed by i.i.d. random variables, the expansion coefficients have to be constant. Put differently, for i.i.d. random variables persistency of excitation of the corresponding expansion coefficients does not hold, cf. Example 6. Hence, the assumption of persistency of excitation is, in general, too strong.

The next result recap a observation made by Pan et al. (2022b), which relaxes the relation of column-spaces from equivalence to inclusion. Doing so tremendously fosters the applicability since persistency of excitation is not required for any \(v^i\), where \(i \in \mathbb{N}\) corresponds to the PCE dimension.

**Corollary 17** (Column-space inclusion). Let there exist a controllable realization behavior \(\mathcal{B}_\omega\) based on a realization model given by an LTI system with state dimension \(n_\omega\). For \(T \in \mathbb{Z}_+\), let \((V, Y) \in \mathcal{E}_\omega^{0T}\) with corresponding expansion coefficients \((v, y) \in \mathcal{B}_\omega^{0T}\) such that \(\hat{n}\) is persistently exciting of order \(L + n_\omega\). Then, for all \(i \in \mathbb{N}\), we have the following inclusion

\[
\mathcal{C} \mathcal{S} \left[ H_L (v^i_{[0,T-1]}), \hat{H}_L (v^i_{[0,T-1]}) \right] \subseteq \mathcal{C} \mathcal{S} \left[ H_L (\hat{v}_{[0,T-1]}) \right]. \tag{25}
\]

Based on the two results stated above, we can now formulate the fundamental lemma for stochastic LTI systems of Pan et al. (2022b).

**Lemma 18** (Stochastic fundamental lemma). Let there exist a controllable realization behavior \(\mathcal{B}_\omega\) based on a realization model given by LTI system with state dimension \(n_\omega\). Let \((v, y) \in \mathcal{E}_\omega^{0T}\) be such that \(v\) is persistently exciting of order \(L + n_\omega\). Then, the following statements hold:
disturbances—potentially non-\emph{i.i.d.} component-wise and in time—acting on the system.

Moreover, in any real-world application, measurement noise will corrupt the data entering the Hankel matrices. Indeed, in case of LTI systems the issue of robustness of the Hankel matrix descriptions with respect to measurements corrupted by noise has received widespread attention, see Dörfler et al. (2022); Yin et al. (2022, 2023) for analysis of Hankel matrix predictions and Coulson et al. (2019b); Berberich et al. (2022a) for robustness analysis in context of data-driven predictive control.

**Alternative Approaches to Uncertainty Quantification.** It is worth to be remarked that the stochastic fundamental lemma provides a handle for uncertainty propagation and Uncertainty Quantification (UQ) in systems which does not rely on explicit model knowledge. To illustrate the appeal of the proposed approach consider

\[
x_{k+1} = A(\Theta)x_k + B(\Theta)w_k + F(\Theta)\tilde{W}
\]

\[
y_k = C(\Theta)x_k + D(\Theta)\tilde{W}_k
\]

where \( \Theta \in L^2(\Omega, \mathbb{R}^m) \) models the \emph{epistemic} uncertainty surrounding system matrices. Put differently, the realization \( \Theta(\omega) \) is constant for all time steps \( k \in \mathbb{N} \). Under the conditions outlined in Section 2, the deterministic fundamental lemma (Lemma 3) elegantly covers these cases in the input-output setting and in the input-output-state setting, i.e., it enables UQ. Indeed, without further elaboration, we remark

- that, under the assumption \( \Theta \in L^2(\Omega, \mathbb{R}^m) \), PCE has seen frequent use for model-based UQ and control design for LTI counterpart of the uncertain system given above, see Wan et al. (2021, 2023); Fisher & Bhattacharya (2008), and

- that the data-driven setting does not require the assumption \( \Theta \in L^2(\Omega, \mathbb{R}^m) \) as long as any realization \( \Theta(\omega) \) remains finite and constant over the considered time horizon.

Lemma 18 pushes UQ and uncertainty propagation for uncertain systems even further as it allows to handle the case

\[
X_{k+1} = A(\Theta)X_k + B(\Theta)U_k + F(\Theta)W_k
\]

\[
Y_k = C(\Theta)X_k + D(\Theta)U_k + H(\Theta)W_k
\]

with \( X_k, U_k, W_k, Y_k \in L^2(\Omega, \mathbb{R}^n) \), \( n_c \in \{ n_1, n_w, n_u, n_x \} \) and \( \Theta \notin L^2(\Omega, \mathbb{R}^m) \) but constant over time. We remark that already a model-based PCE approach to the conceptually simpler setting with \( \Theta \in L^2(\Omega, \mathbb{R}^m) \) is subject to the fundamental complication that the multiplication of the uncertain system matrices with the random variable states, inputs etc.—e.g., \( A(\Theta)X_k, B(\Theta)U_k, \ldots \)—leads to multiplication of PCE bases, which induce several technicalities in the Galerkin projection, cf. Mühlpfordt et al. (2018b). Note that the data-driven approach based on the stochastic fundamental lemma alleviates such problems. Indeed the stochastic fundamental lemma allows to untangle \emph{epistemic} uncertainty—i.e., model-related uncertainty above covered by \( \Theta \)—from \emph{aleatoric} uncertainty which in the examples above

\[
(i) \quad (\hat{v}, \hat{y}) \in \mathbb{C}_{L^{-1}}^{\Theta} \text{ if and only if there is } g \in \ell^2(\mathbb{R}^{T-L+1}) \text{ such that } \\
\begin{bmatrix}
\hat{v}^{[0:L-1]}_i \\
\hat{y}^{[0:L-1]}_i 
\end{bmatrix} = \begin{bmatrix}
H_L(v^{[0:T-1]}_i) \\
H_L(y^{[0:T-1]}_i) 
\end{bmatrix} g^i
\]

for all \( i \in \mathbb{N} \).

(ii) \( (\hat{V}, \hat{Y}) \in \mathbb{C}_{L^{-1}}^{\Theta} \text{ if and only if there is } G \in L^2(\Omega, \mathbb{R}^{T-L+1}) \text{ such that } \\
\begin{bmatrix}
\hat{V}^{[0:L-1]}_i \\
\hat{Y}^{[0:L-1]}_i 
\end{bmatrix} = \begin{bmatrix}
H_L(v^{[0:T-1]}_i) \\
H_L(y^{[0:T-1]}_i) 
\end{bmatrix} G_i.
\]

Proof. The first statement leverages the column space inclusion of Corollary 17 and follows together with Lemma 3 and Theorem 10. The linear equation (26a) is under-determined. Therefore, given some trajectory \((\hat{v}, \hat{y}) \in \mathbb{C}_{L^{-1}}^{\Theta}\) a particular solution \( g \) is given in terms of the pseudo-inverse by

\[
g^i = \left[ \begin{bmatrix} H_L(v^{[0:T-1]}_i) \\ H_L(y^{[0:T-1]}_i) \end{bmatrix} \right] \left[ \begin{bmatrix} \hat{v}^{[0:L-1]}_i \\ \hat{y}^{[0:L-1]}_i \end{bmatrix} \right].
\]

The square summability of this \( g^i \), \( i \in \mathbb{N} \) is obvious.

The second assertion follows combining the first one and Theorem 10, where the relationship between \( G \) and \( g \) is established by

\[
G_i = \sum_{l \in \mathbb{N}} \phi^i g^i.
\]

5.2. Comments

Several comments on the stochastic fundamental lemma and its context are in order.

**Disturbance Modeling and Data Acquisition.** For starters, we emphasize that the Hankel matrices in (26a) and (26b) are in terms of realization data. That is, they are constructed from measurements not from PCE data nor from random variables.

In this context, we remark that the conceptual split of the exogenous inputs \((v, V)\) into manipulated controls \((u, U)\) and process disturbances \((u, W)\)—which is expressed in (8)—can be directly translated by splitting the Hankel matrices accordingly

\[
H_L(v^{[0:T-1]}_i) = \begin{bmatrix} H_L(u^{[0:T-1]}_i) \\ H_L(w^{[0:T-1]}_i) \end{bmatrix}.
\]

In turn, this implies that disturbance data \( w^{[0:T-1]}_i \) is required for the application of the stochastic fundamental lemma. This can be either done via estimation or, for certain applications, via measurements. The latter is, e.g., the case for energy systems where \((w, W)\) models volatile renewables or consumer demand, i.e., stochastic processes whose realization are accessible through measurements. For first results on the estimation of past disturbance data in case of LTI systems, we refer to Pan et al. (2022b).

The preceding issue hints to the fact that the stochastic process disturbance \( W \) could be further split into disturbance and noise

\[
W_k = W^d_k + W^\Theta_k
\]

where \( W^d_k \) models non-Gaussian disturbances and \( W^\Theta_k \) reflects Gaussian/non-Gaussian noise. Put differently, \( W^\Theta_k \) can be used to capture the \emph{i.i.d.} zero-mean part of the disturbance, which is usually denoted as \emph{process noise}, while \( W^d_k \) models further
is represented by $W$, cf. (Hüllermeier & Waegeman, 2021; Umlauf et al., 2020).

**Alternative Hankel Constructions in the Lemma.** One may wonder what happens if the column space representation in (26b) is altered. There are two main ways to do so:

(a) Use Hankel matrices in random variables and a real column-space selector $g$. Leaving the non-subtle technicality of defining persistency of excitation for $V_{[0,T−1]}$ aside, it can be shown that the map $\lambda : \mathbb{R}^{T−L−1} → L^2(\Omega, \mathbb{R}^n)^L × L^2(\Omega, \mathbb{R}^n)^L$, 

$$g \mapsto \lambda(g) = \begin{pmatrix} H_L(V_{[0,T−1]}) \\ H_L(Y_{[0,T−1]}) \end{pmatrix} g,$$

is indeed such that its codomain satisfies

$$\lambda(\mathbb{R}^{T−L−1}) ⊂ \mathbb{E}_{\hat{L}−1}.$$

That is, the image of $g$ under the linear map $\lambda$ specifies an element of $\mathbb{E}_{\hat{L}−1}$. Yet, this construction does not span the entire finite-time behavior $\mathbb{E}_{\hat{L}−1}$. A detailed PCE-based construction of an LTI counterexample and the proof of the inclusion statement are given by Pan et al. (2022b).

(b) Use Hankel matrices in random variables and a random-variable column-space selector $G$, i.e., consider the image of a random variable $G : \Omega → \mathbb{R}^{T−L−1}$ under the Hankel matrices in random variables. At this point, one may conjecture that the fundamental inclusion $\mathbb{E}_{\hat{L}−1} ⊂ \mathbb{E}_{\infty}$ implies that the map $\Lambda$,

$$G \mapsto \Lambda(G) = \begin{pmatrix} H_L(V_{[0,T−1]}) \\ H_L(Y_{[0,T−1]}) \end{pmatrix} G,$$

defined on an appropriate domain gives the entire manifest behavior $\mathbb{E}_{\hat{L}−1}$. However, in such a setting one has to handle non-linear operations on PCEs which renders the formal analysis more complicated. In particular, the square-integrability of $\Lambda(G)$ has to be assured. This is in general not the case for $G ∈ L^2(\Omega, \mathbb{R}^{T−L−1})$, but for a bounded function $G$.

6. **Data-Driven Stochastic Optimal Control**

In the preceding sections we introduced behavioral characterizations of stochastic systems. Next we turn towards using these concepts for control. Specifically, we discuss data-driven optimal control of stochastic systems and the numerical solution of the arising problem.

6.1. **Behavioral Problem Formulations with $\mathbb{E}_{\hat{N}}$ and $\mathbb{E}_{\hat{N}}$**

For starters, we consider the stochastic explicit LTI system (7) with input partition (8), we model the stochastic input $U_k$ as a stochastic process adapted to the filtration $(G_k)_{k∈\mathbb{N}}$ with $G_k = \sigma(Y_{[k+1,k+n_k]})$ as in Section 3. In the underlying filtered probability space $(\Omega, \mathcal{F}, (\mathbb{G}_k)_{k∈\mathbb{N}}, P)$, the control input $U_k$ may only depend on the information available up to the time $k$.

Given a trajectory $(\hat{U}, \hat{W}, \hat{Y}) ∈ \mathbb{E}_{\hat{N}_{n−1}}$ observed in the past we consider the conceptual behavioral Optimal Control Problem (OCP) associated with (10) for the finite optimization horizon $N$

$$\text{minimize} \sum_{k=n}^{N+n−1} E[Y_k^T Q Y_k + U_k^T R U_k] \quad (27a)$$

subject to

$$(U, W, Y) ∈ \mathbb{E}_{\hat{N}_{n−1}}, \quad (27b)$$

$$(Y_{[0,n−1]} = \hat{Y}_{[0,n−1]}\mid U_{[0,n−1]} = \hat{U}_{[0,n−1]}), \quad (27c)$$

$$W_{[0,N+n−1]} = \hat{W}_{[0,N+n−1]}, \quad (27d)$$

where $Q$ and $R$ are symmetric positive definite matrices of appropriate dimensions. Optimal solutions are denoted by $(U^*, W^*, Y^*)$ whereby, due to the noise specification (27d), we have that $W^* = \hat{W}$. The initial condition (27c) of length $n_k$ together with the observability of the underlying system guarantees that the latent state trajectory is uniquely defined.

As the manifest behavior $\mathbb{E}_{\hat{N}_{n−1}}$ can be characterized by Hankel matrices in realization data (cf. Lemma 18), the following data-driven reformulation of OCP (27) is immediate:

$$\text{minimize} \sum_{k=n}^{N+n−1} E[Y_k^T Q Y_k + U_k^T R U_k] \quad (28a)$$

subject to

$$\begin{align*}
Y_{[0,N+n−1]} &= \hat{Y}_{[0,N+n−1]} \\
U_{[0,N+n−1]} &= \hat{U}_{[0,N+n−1]} \\
W_{[0,N+n−1]} &= \hat{W}_{[0,N+n−1]}.
\end{align*} \quad (28c)$$

Formally the decision variables live in the following spaces,

$$Y ∈ L^2(\Omega, \mathbb{R}^{N+n}), \quad U ∈ L^2(\Omega, \mathbb{R}^{n}), \quad G ∈ L^2(\Omega, \mathbb{R}^{T−N−n_k+1}).$$

The comparison of the OCPs (27) and (28) reveals key differences:

- The behavioral membership relation (27b) is replaced by the stochastic Hankel matrix description given by (28b), which is derived in Lemma 18.

- The decision variables change from the element of the behavior $(U, W, Y)$ to $(U, Y, G)$, i.e., the inputs and outputs and the column-space selector vector.

- The need to specify the disturbances in (27d) is alleviated in OCP (28) as this data is directly included in (28b).

Moreover, we remark that with straightforward modifications one can change the initial conditions in OCP (27) and in (28) to (observed/measured) realization values of $Y(ω), W(ω), U(ω)$ given over $[0, n_k − 1]$. Importantly, in (28) past disturbance data is also required in the Hankel matrix appearing in (28b).
Given an orthogonal basis of \( L^2(\Omega, \mathbb{R}) \), we want to transfer the OCP (27) and (28) into the setting of expansion coefficients by means of behavioral lift (see Theorem 10). Hereby exactness in the series expansion (see Definition 4) of the random variables plays an important role for the numerical solvability of the OCP.

**Lemma 19** (Exact uncertainty propagation via expansions). Consider the stochastic explicit LTI system (7) and suppose that \( \tilde{W}_k \) for \( k \in [n,N+1] \) and \( \tilde{Y}_k, \tilde{U}_k \) for \( k \in [0,n-1] \) admit exact series expansion with finite dimensions \( p_w \) and \( p_{u_k} \), i.e.,

\[
\tilde{W}_k = \sum_{i=0}^{p_w-1} \tilde{w}_i \phi_i, \quad \tilde{Y}_k = \sum_{i=0}^{p_w-1} \tilde{y}_i \phi_i, \quad \text{and} \quad \tilde{U}_k = \sum_{i=0}^{p_{u_k}-1} \tilde{u}_i \phi_i.
\]

Respectively. Assume that \( \phi_{mi} = \phi_k = 1 \) for all \( k \in [0,N+n-1] \). Then,

(i) the optimal solution \((U^*, Y^*, G^*)\) of OCP (28) with horizon \( N \) admits exact series expansion with \( p \) terms, where \( p \) is given by

\[
p = p_{mi} + (N + n) (p_w - 1) \in \mathbb{Z}_+,
\]

(ii) and the finite-dimensional joint basis \((\phi^p)_{i=0}^{p-1}\) reads

\[
(\phi^p)_{i=0}^{p-1} = (1, \phi_{mi}, \ldots, \phi_{p_{mi}}^{p_{mi}-1}, \phi_{0}, \ldots, \phi_{p_w}^{p_w-1}, \ldots, \phi_{N+n-1}^{p_{N+n-1}-1}, \ldots).
\]

The proof is based on the observation that the Hankel matrix description (28b) is a linear map, i.e., if the set of basis vectors needed to describe \( G \) contains the basis vectors that are necessary to represent \( \tilde{W}, \tilde{Y}, \) and \( \tilde{U} \) then the image \( Y \) and \( U \) can be expressed exactly in the joint basis. Exploiting the assumption of exact series expansion for the problem data \( \tilde{W}_k, \tilde{Y}_k, \tilde{U}_k \) leads directly to the basis construction. A detailed proof is given by Pan et al. (2022b).

The previous lemma implies that as the prediction horizon \( N \) grows, the expansion order required for exactness in (i) increases linearly. The reason is that the realizations of \( \tilde{W}_k \) are independent at each time instant \( k \leq N+n-1 \). Hence, the finite-dimensional polynomial basis in (ii) enables exact propagation of the uncertainties over finite horizons. Moreover, observe that as the number of involved basis vectors grows linearly with the horizon \( N \), the number of decision variables in a expansion reformulation grows quadratically in \( N \).

**Remark 20** (Exact PCE). Choosing the orthogonal basis \((\phi^p)_{i=0}^{p-1}\) in a smart way the order in the exact series expansion may be drastically reduced, which is beneficial from a numerical point of view. One approach in this direction is discussed in Subsection 3.2, where the PCE basis is selected according to the exogenous noise, cf. Table 2. One drawback is that the PCE basis in general does not span the \( L^2 \)-space associated with the \( \sigma \)-algebra \( \mathcal{F} \), but a smaller \( L^2 \)-space with respect to a sub-\( \sigma \)-algebra. Provided exactness in terms of the PCE basis, one can show similarly to Lemma 19 that the optimal solution \((U^*, Y^*, G^*)\) of OCP (28) admits an exact series expansion with respect to the PCE basis.

With regard to the previous remark we consider in the following a PCE basis \((\phi^p)_{i=0}^{p-1}\) neglecting the fact that this basis might not span the whole space \( L^2(\Omega, \mathcal{F}, \mathbb{P}) \).

Now, we reformulate the behavioral OCP (27) in the finite-horizon manifest behavior PCE coefficient behavior \( \Psi_N^{\text{io}} \):

\[
\text{minimize } \sum_{i=0}^{p-1} \sum_{k=0}^{N+n-1} \mathbb{E}[\phi_i^T (y_i')^T Q y_i' + (u_i')^T R u_i']
\]

subject to

\[
(u, w, y) \in \Psi_N^{\text{io}-1}, \quad \forall i \in [0,p-1],
\]

\[
\begin{bmatrix}
  y'_{[0,n-1]} \\
  u'_{[0,n-1]} \\
  w'_{[0,n-1]}
\end{bmatrix} =
\begin{bmatrix}
  \mathcal{H}_{N+n} (y'_{[0,T-1]}), \\
  \mathcal{H}_{N+n} (u'_{[0,T-1]}), \\
  \mathcal{H}_{N+n} (w'_{[0,T-1]})
\end{bmatrix} \Psi
\]

\[
\begin{bmatrix}
  y'_{[0,n-1]} \\
  u'_{[0,n-1]} \\
  w'_{[0,n-1]}
\end{bmatrix} =
\begin{bmatrix}
  \mathcal{G} (y'_{[0,n-1]}), \\
  \mathcal{G} (u'_{[0,n-1]}), \\
  \mathcal{G} (w'_{[0,n-1]})
\end{bmatrix}, \quad \forall k \in [0,N+n-1].
\]

In comparison to OCP (27) which is formulated in the finite-horizon manifest behavior of expansion coefficients \( \Psi_N^{\text{i}} \), OCP (29) is structurally similar in terms of the objective and the constraints (29b)–(29d). That is to say, (29b)–(29d) can be derived by applying Galerkin projections to their random-variable counterparts (27b)–(27d). The main structural change occurs in (29e) as this constraint models the causality requirement of the filtered stochastic process \( U \) in the applied orthogonal basis \((\phi_i)_{i=0}^{p-1}\).

Note that in the behavioral OCP (27) in random variables this causality is implicitly handled in the choice of the filtration \( (\mathcal{G}_{i})_{i=0}^{N+n} \).

Similar to the change from OCP (27) to OCP (28) we now reformulate OCP (29) in data-driven fashion:

\[
\text{minimize } \sum_{i=0}^{p-1} \sum_{k=0}^{N+n-1} \mathbb{E}[\phi_i^T (y_i')^T Q y_i' + (u_i')^T R u_i']
\]

subject to

\[
(u, w, y) \in \Psi_N^{\text{io}-1}, \quad \forall i \in [0,p-1],
\]

\[
\begin{bmatrix}
  y'_{[0,n-1]} \\
  u'_{[0,n-1]} \\
  w'_{[0,n-1]}
\end{bmatrix} =
\begin{bmatrix}
  \mathcal{H}_{N+n} (y'_{[0,T-1]}), \\
  \mathcal{H}_{N+n} (u'_{[0,T-1]}), \\
  \mathcal{H}_{N+n} (w'_{[0,T-1]})
\end{bmatrix} \Psi
\]

\[
\begin{bmatrix}
  y'_{[0,n-1]} \\
  u'_{[0,n-1]} \\
  w'_{[0,n-1]}
\end{bmatrix} =
\begin{bmatrix}
  \mathcal{G} (y'_{[0,n-1]}), \\
  \mathcal{G} (u'_{[0,n-1]}), \\
  \mathcal{G} (w'_{[0,n-1]})
\end{bmatrix}, \quad \forall k \in [0,N+n-1].
\]

We note that OCP (30) gives a computationally tractable reformulation of OCP (27). Specifically, in view of exact propagation (cf. Lemma 19), we emphasize the finite-dimensional nature of OCP (30). Indeed, (30) is an equality constrained quadratic program.

The entire process of reformulations and the equivalence relations between the four considered OCPs are summarized in Figure 5.

6.2. Constrained Formulations and Implementation Aspects

Several comments are in order: on the proposed data-driven OCPs, on how to extend their formulations with chance constraints, and on their numerical implementation.

**Chance Constraints.** So far the considered OCPs (28) and (30) involve equality constraints which model behavioral constraints,
consistency conditions (a.k.a. initial conditions of the dynamics), and causality requirements. Yet, in many applications it is of interest to also model inequality constraints in a probabilistic/stochastic setting.

Consider a scalar box constraint \( z \in [z_l, z_u] \). Lifting \( z \in \mathbb{R} \) to a probability space, i.e. to \( Z \in L^2(\Omega, \mathbb{R}) \), the previous deterministic requires attention. There are three main options:

**In-expectation constraint satisfaction**, i.e., one uses

\[
E[Z] \in [z_l, z_u].
\]

This is a weak formulation in the sense that for arbitrary \( L^2(\Omega, \mathbb{R}) \) random variables, it might happen that

\[
\forall \omega \in \Omega : Z(\omega) \notin [z_l, z_u]
\]

while \( E[Z] \in [z_l, z_u] \). In this case, the in-expectation satisfaction of the constraint might lead to erroneous conclusions.

**Robust constraint satisfaction**, i.e., one imposes that

\[
Z(\omega) \in [z_l, z_u] \quad \forall \omega \in \Omega.
\]

In this setting the worst case outcome \( \omega \in \Omega \) will likely dictate whether or not the constraint can be satisfied with certainty. Moreover, observe that in case of random variables with unbounded set of outcomes \( \Omega \) (e.g. Gaussian) such a constraint can never be satisfied with certainty.

**Probabilistic constraint satisfaction**, i.e., one requires the constraint to hold in probability

\[
P\left[Z \in [z_l, z_u]\right] \geq 1 - \varepsilon,
\]

whereby the parameter \( \varepsilon \in [0, 1] \) and \( 1 - \varepsilon \) is usually denoted as confidence level. Constraints of this type are referred to as *chance constraints*. In case \( \varepsilon = 0 \) holds, we say the constraint is satisfied *almost surely*.

In many applications chance constraints are of tremendous interest as, in particular in context of optimization problems, they allow to trade-off performance against constraint satisfaction, see Mesbah (2016); Bienstock et al. (2014); Heirung et al. (2018); Farina et al. (2016) for tutorial introductions. We also observe that there is a subtle difference between robust and almost surely constraint satisfaction, as the later allows for constraint violation on subset of \( \Omega \) with measure zero.

Naturally, this raises the question of how to formulate chance constraints in a numerically tractable fashion in the PCE framework. In stochastic MPC a common reformulation of scalar chance constraints is

\[
E[Z] \pm \sigma(\varepsilon) \sqrt{\text{Cov}[Z, Z]} \in [z_l, z_u],
\]

cf. Farina et al. (2016). A conservative choice for \( \sigma(\varepsilon) \) is given by \( \sigma(\varepsilon) = \sqrt{\frac{z_u - z_l}{\varepsilon}} \). In case of Gaussian distributions one can also choose \( \varepsilon \) according to the standard normal table to avoid conservatism.

Let the series expansion of \( Z \) be given as \( Z = \sum_{i=0}^{p_{\varepsilon} - 1} z^i \phi^i \). Using (15) we obtain

\[
z^0 \pm \sigma(\varepsilon) \sqrt{\sum_{i=1}^{p_{\varepsilon} - 1} (z^i)^2 E[\phi^i \phi^j]} \in [z_l, z_u].
\]

It is straightforward to see that this reformulation directly leads to second-order cone constraints. For further details on the
reformulation of chance constraints we refer to Farina et al. (2016); Calafiore & Ghaoui (2006).  

**Initial Conditions.** In the OCPs (27) and (28) we have phrased the initial conditions (27c) and (28c) in terms of random variables. This setting entails the (more) common situation of deterministic initial conditions obtained from measurements as a special case. Moreover, it allows to model additive measurement noise in the PCE framework by

$$\hat{y}_k = y_k + M_k$$

with $M_k \in L^2(\Omega, \mathbb{R}^n)$. Suppose that a finite PCE for $M_k$ is known, and that $M_k$ has zero mean, then the PCE for $\hat{y}_k$ is immediately obtained. We emphasize that, for deterministic initial data, the PCE formulation of the consistency conditions (29c) and (30c) is directly able to handle this. All it takes is to set the PCE coefficients $\hat{y}_k = 0$ for $i > 0$.

Moreover, it is well-known that noise corrupted data in the Hankel matrices and in the consistency constraints might lead to infeasibility or to deficient numerical solution properties of the Hankel matrix constraints (28b) and (30b). A common remedy is to add slack vectors $\sigma^r$ of appropriate dimension

$$\begin{bmatrix} \bar{y}_{(0,n-1)}^f \\ \phi_{(0,n-1)}^f \end{bmatrix} = \begin{bmatrix} \bar{y}_{(0,n-1)}^g \\ \phi_{(0,n-1)}^g \end{bmatrix} + \sigma^r$$

(31)

and to penalize them in the objective. Analysis on the implication of different penalization strategies has been done by, e.g., Coulson et al. (2019b); Yin et al. (2022).

**Numerical Implementation and Toolboxes.** The comment on slack variables above has already addressed aspects of numerical implementation. However, this subject warrants further discussion.

For starters, observe that the usual Hankel matrix equality constraint—(28b) and (30b)—entails large dense matrices. This as such is numerically not beneficial. This is evident upon comparison to model-based linear quadratic OCP formulations with inequality constraints in which the state-recursion typically results in sparse equality constraints of favourable structure (Axehill, 2015).

It is known that Hankel matrices can also be constructed from segmented data (van Waarde et al., 2020). From a numerical perspective, it even more promising to segment the time horizon, i.e., to use Hankel matrices of smaller dimension and to couple the solution pieces by continuity constraints. This idea has been suggested by O’Dwyer et al. (2022). It resembles the classic concept of multiple shooting in the data-driven setting (Bock & Plitt, 1984). In a recent paper, it is shown that data-driven multiple shooting can be applied to the stochastic setting of OCP (30). Specifically, one can combine the multiple shooting idea with moment matching. This way the dimension of the PCE basis, and thus the number of decision variables can be reduced considerably. We refer to Ou et al. (2023) for further details.

Another aspect which requires attention is the computation of the numerous quadratures needed to evaluate $E[\phi^T \phi]$ and to perform Galerkin projection of nonlinear equations. Fortunately, there exists a number of efficient numerical packages which can be used. This includes tools for Matlab (Petzke et al., 2020), julia (Mühlpfordt et al., 2020), and python (Feinberg & Langtangen, 2015; Baudin et al., 2017).

7. **Extension to Descriptor Systems**

From a behavioral perspective algebraic equality constraints in linear systems are related to the chosen representation (i.e. the chosen state space) and they can be avoided through a procedure which permutes input and output variables (Willems, 1986a, 2007). However, from an engineering perspective algebraic constraints and descriptor structures arise from modeling choices (Kunkel & Mehrmann, 2006; Biegler et al., 2012; Campbell et al., 2019) while often application requirements assign inputs and outputs.

A prominent example of this crux are electrical power systems wherein the generator powers are the control inputs, while the underlying electrical grid induces algebraic constraints (Groß et al., 2016; Milano & Zárate-Miñano, 2013). At the same time, stochastic uncertainty surrounding renewables is a key challenge in energy systems, see (Bienstock et al., 2014; Milano & Zárate-Miñano, 2013) for electric systems and (Zavala, 2014) for gas networks. Moreover, data-driven approaches to power and energy systems are of increasing interest, see, e.g., (Huang et al., 2021; Cremer et al., 2018; Schmitz et al., 2022a; Venzke et al., 2021; Bilgic et al., 2022).

Hence, this section investigates the implications of linear descriptor structures on data-driven stochastic optimal control. We first recall results on data-driven approaches to descriptor systems, before we extend the investigations to the stochastic descriptor setting. We commence by recapitulating the model-based analysis of regular descriptor systems via the quasi-Weierstraß form.

7.1. **The Quasi-Weierstraß Form**

We consider discrete-time LTI descriptor system given by

$$E x_{k+1} = A x_k + B u_k$$

(32a)

$$y_k = Cx_k + Du_k$$

(32b)

with the descriptor matrix $E \in \mathbb{R}^{n_x \times n_x}$, $\text{rk}(E) < n_x$. Descriptor representations allow to explicitly model algebraic constraints. They arise, e.g., from discretization of differential-algebraic systems or from systems with separated time-scales. If $E$ is an invertible matrix, system (32) can straightforwardly be written as in explicit form (1).

Henceforth, we assume that the matrix pencil $AE - A$ is regular, i.e., $\det(\lambda I - A) \neq 0$ holds for some $\lambda \in \mathbb{C}$. In this case there exist invertible matrices $P, S \in \mathbb{R}^{n_x \times n_x}$ such that the pencil $AE - A$ can be transformed into the quasi-Weierstraß form

$$S(\lambda E - A)P = \lambda \begin{bmatrix} I_{n_x} \\ N \end{bmatrix} - \begin{bmatrix} I_{n_x} \\ J \end{bmatrix}$$

(33)

where $N \in \mathbb{R}^{n_y \times n_x}$ is a nilpotent matrix and $J \in \mathbb{R}^{n_y \times n_x}$ with $n_J + n_N = n_x$, cf. Berger et al. (2012); Dai (1989); Kunkel &
Mehrmann (2006). Whenever \( E \) is invertible, then \( n_N = 0 \) and \( N \) is an empty matrix.

Due to regularity of the underlying matrix pencil, the system representation (32) can be transformed into the equivalent one

\[
\begin{align*}
[I_0 & \ x_k^J] = \begin{bmatrix} J & B_j \end{bmatrix} \begin{bmatrix} \xi_k^J \ N \end{bmatrix} + B_j u_k, \\
\gamma_k &= \begin{bmatrix} C_j & C_N \end{bmatrix} \begin{bmatrix} \xi_k^J \ N \end{bmatrix} + Du_k,
\end{align*}
\]  

(34a)

which we refer to as quasi-Weierstraß form and where

\[
SB = \begin{bmatrix} B_j & B_N \end{bmatrix}, \quad CP = \begin{bmatrix} C_j & C_N \end{bmatrix}, \quad P^{-1} \gamma_k = z_k = \begin{bmatrix} \xi_k^J \ N \end{bmatrix}.
\]  

(35)

Note that the dynamics (34a) are decoupled. They consists of the dynamic part for \( \xi_k^J \) and the algebraic part for \( \xi_k^N \). The state evolution for the quasi-Weierstraß form (34) is given by

\[
\xi_k^J = J^k x_0 + \sum_{i=0}^k J^{k-i} B_j u_{k-i}, \quad \xi_k^N = -\sum_{i=0}^{\delta - 1} N^i B N u_{k+i},
\]  

(36)

cf. Belov et al. (2018), where \( \delta \) is the structured nilpotency index as defined in Definition 21 below.

The solution (36) indicates that descriptor systems (32) may be considered as non-causal, i.e., the present state is influenced by input actions at subsequent future time instances. Alternatively, one may regard the choice of future input actions as constrained by the present value of the state. Commonly, the nilpotency index \( \hat{\delta} \) of the matrix \( N \), i.e., \( N^0 = 0 \) and \( N^{\delta - 1} \neq 0 \), is used (Belov et al., 2018). This can be further improved by using the following, slightly different definition, which fosters our further analysis of system (32).

**Definition 21 (Structured nilpotency index).** The number

\[
\hat{\delta} = \min \{ i \in \mathbb{N} \mid N^i B_N = 0 \} \quad \text{if } n_N > 0 \text{ and } B_N \neq 0,
\]  

\[
1 \quad \text{otherwise}
\]  

(37)

called the structured nilpotency index \( \hat{\delta} \) of system (1).

As we will see below, in the light of data-driven control, the structured nilpotency index should be preferred over its upper bound given by the nilpotency index \( \hat{\delta} \), since it leads to tighter estimates on the data requirements. We further remark that, although the quasi-Weierstraß form (33) is not unique, the structured nilpotency index \( \hat{\delta} \), the nilpotency index \( \hat{\delta} \), and the dimensions \( n_J \) and \( n_N \) are uniquely determined. In particular, they do not depend on the choice of the transformation matrices \( S \) and \( P \), cf. (Kunkel & Mehrmann, 2006, Lemma 2.10). Moreover, we mention the close conceptual relation between the structured nilpotency index and the input index for continuous-time descriptor system introduced by Ilchmann et al. (2018, 2019).

**Example 22 (Structured nilpotency index < nilpotency index).** Consider a system given in quasi-Weierstraß form where

\[
\begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad B_N = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ 0 & 0 \\ 0 & 0 \end{bmatrix}.
\]

The nilpotency index of \( N \) is \( \hat{\delta} = 4 \). The columns of \( B_N \) stand orthogonal on the rows of \( N^3 \), while \( NB_N \neq 0 \). Therefore, the structured nilpotency index is \( \delta = 2 \).

From (36) one immediately observes that in the case \( NB_N \neq 0 \), i.e. \( \delta \geq 2 \), systems (34) and (32) are non-causal, i.e., the value of the state at time \( k \) depends on the input signal until time \( k + \delta - 1 \). Further, the representation (36) allows to describe the set of consistent initial values

\[
\mathcal{X}^\theta = \left\{ P \begin{pmatrix} \xi_N^J \\ \xi_N^N \end{pmatrix} \mid \xi_k^J \in \mathbb{R}^{n_J}, \xi_k^N = \sum_{i=0}^{\delta - 1} N^i B_N u_k \right\},
\]  

(38)

which is the column span of the matrix

\[
P \begin{bmatrix} I & 0 & \ldots & 0 & N^{\delta - 1} B_N \end{bmatrix} \in \mathbb{R}^{n_J \times (n_J + n_N \delta)},
\]

cf. Belov et al. (2018). Next, we recall controllability and observability concepts for descriptor systems as introduced by Dai (1989) using the equivalent characterizations in accordance to Belov et al. (2018); Stykel (2002).

**Definition 23 (R-controllability and R-observability).** System (32) is said to be R-controllable, if

\[
\text{rk} \left( \begin{bmatrix} A & B \end{bmatrix} \right) = n_x \quad \text{for all } \lambda \in \mathbb{C}.
\]  

(39)

Further, system (32) is said to be R-observable, if

\[
\text{rk} \left( \begin{bmatrix} A & C \end{bmatrix} \right) = n_x \quad \text{for all } \lambda \in \mathbb{C}.
\]  

(40)

**Remark 24** (Controllability/observability in the quasi-Weierstraß form). R-controllability can be equivalently characterized by the Kalman-like criterion for the quasi-Weierstraß form (33),

\[
\text{rk} \begin{bmatrix} B_j & \ldots & J^{\rho - 1} B_j \end{bmatrix} = n_J,
\]  

(41a)

Similarly, system (32) is R-observable if and only if

\[
\text{rk} \begin{bmatrix} C_j \\ C_j J \\ \vdots \\ C_j J^{\rho - 1} \end{bmatrix} = n_J.
\]  

(41b)

**Remark 25** (Equivalent explicit LTI representation). It was shown by Willems (1986a) that the manifest behavior \( \mathcal{W}_0^{10} \) emerging from a descriptor system (32) can be always represented in terms of an explicit LTI system (1). This equivalent representation comes at the expense of increasing the state dimension. The key is to swap the role of certain input and output components in order to resolve the non-causality raised by the descriptor representation. To quote Willems (1986a): causality is a matter of representation [...] one can always obtain causality by properly interpreting the variables. This reinterpretation of inputs and outputs is completely natural from a behavioral point of view. Yet, it may debatable if the choice of specific input and output variables is determined by application requirements. A constructive argument tailored to regular descriptor systems regarding the above equivalence is given in the appendix.
The next lemma, which tightens the results of (Schmitz et al., 2022b, Lemma 1) by using the structured nilpotency index $\delta$, states a lower bound on the length of input-output trajectories such that the state $x$ is uniquely determined.

Lemma 26 (Uniqueness of state trajectories). Suppose that the system represented by (1) is R-observable. If $(x, u, y)$, $(\tilde{x}, \tilde{u}, \tilde{y}) \in \mathcal{B}_{N-2+\delta+T}$ for some $T \in \mathbb{N}$ such that $y(t)_{[0,n_T-1]} = \tilde{y}(t)_{[0,n_T-1]}$, then

$x(t)_{[0,n_T-1+T]} = \tilde{x}(t)_{[0,n_T-1+T]}$.

Proof. Let $z = P^{-1} x$ be the state variable of the quasi-Weierstraß form (33) given in (35) with its components $z^i$ and $\tilde{z}^i$; similar for $\tilde{z} = P^{-1} \tilde{x}$. As the inputs of both trajectories $(x, u, y)$ and $(\tilde{x}, \tilde{u}, \tilde{y})$ coincide until time $n_T - 2 + \delta$ and the outputs coincide until time $n_T - 1$ one has by (34b) and (36)

$0 = y_k - \tilde{y}_k = C_J \tilde{J}^k (z^i - \tilde{z}^i)$

for all $k = 0, \ldots, n_T - 1$. R-observability, i.e. (41b), implies $z^i = \tilde{z}^i$. According to (36) this yields $z^i(t)_{[0,n_T-1+T]} = \tilde{z}^i(t)_{[0,n_T-1+T]}$ and $z^i(t)_{[0,n_T-1+T]} = \tilde{z}^i(t)_{[0,n_T-1+T]}$. The assertion follows with the transformation $x = P z$ and $\tilde{x} = \tilde{P} \tilde{z}$.

7.2. Comments on the LTI Behavior

In addition, regularity of the descriptor representation (32) is related to the behavioral concept of autonomy introduced in (Polderman & Willems, 1997, Section 3.2), i.e., the property of a system that the past of a trajectory completely determines its future. More precisely, regularity implies that the system with zero input is autonomous, i.e., for all $(x, 0, y)$, $(\tilde{x}, 0, \tilde{y}) \in \mathcal{B}_\infty$ with $x(0) = \tilde{x}(0)$ one has $(x, 0, y) = (\tilde{x}, 0, \tilde{y})$, cf. (Berger & Reis, 2013, Corollary 5.2).

Further, we like to point out that the bound on the transition delay $T^*$, which appears in the behavioral definition of controllability (Definition 1), can be tightened for the system representation (32).

Lemma 27 (Controllability of the behavior). The behavior $\mathcal{B}_\infty$ is controllable if and only if the system representation (32) is R-controllable. In this case the transition delay can be chosen as $T^* = \delta + n_T$ independently from the particular trajectories.

Proof. The proof is based on the observation that the behavior $\mathcal{B}_\infty$ admits a kernel representation. Specifically, $(x, u, y) \in \mathcal{B}_\infty$ if and only if

$R(\sigma) \begin{bmatrix} x^T & u^T & y^T \end{bmatrix}^T = 0,$

for all $\lambda \in \mathbb{C}$. The latter condition is, in turn, equivalent to R-controllability of (32).

It remains to show that the transition delay does not depend on the particular trajectories. Let $b = (x, u, y), b = (\tilde{x}, \tilde{u}, \tilde{y}) \in \mathcal{B}_\infty$, and set $z = P^{-1} x, \tilde{z} = P^{-1} \tilde{x}$, where $P$ is the transformation matrix used to obtain (33). Furthermore, fix $T \in Z_\infty$ and set $T^* = \delta + n_T + 1$. We choose

$u_k = u_k$ for $k \leq T - 1 + \delta - 1, \quad u_k = \tilde{u}_k$ for $k \geq T + T^*$. (43)

Since the system representation is R-controllable, that is (41a) holds, we find values $u_k'$ for $T + \delta - 1 \leq k \leq T + T^* - 1$ such that

$j^{T+T^*} z_0^i + \sum_{k=0}^{T+T^*} j^{T+T^*-i} B_j u_{k-1}' = z_0^i.$

A solution of (43) is, e.g., given via the pseudo-inverse,

$\begin{bmatrix} u_{T+T^*-1}' \\ \vdots \\ u_{T+1}' \\ u_{T+1}' \end{bmatrix} = \begin{bmatrix} B_1 \ldots B_{T+1} B_1 \end{bmatrix} \begin{bmatrix} z_0^i - j^{T+T^*} z_0^i - \sum_{k=1}^{T+T^*} j^{T+T^*-i} B_j u_{k-1}' \end{bmatrix}.$

7.3. The Fundamental Lemma for LTI Descriptor Systems

Next, we briefly recap the fundamental lemma for input-output trajectories of the discrete-time descriptor systems, cf. its counterpart Lemma 3 for the explicit case. We note that a corresponding statement including the state variables can be derived by imposing stronger assumptions on the output, i.e. $C = I$.

Lemma 29 (Fundamental lemma for rk$(E) < n_x$). Suppose that system (32) is R-controllable. Let $(u, y)$ be a trajectory of length $T - \delta$ such that $u$ is persistently exciting of order $L + n_J + \delta - 1$. For all $\lambda \in \mathbb{C}$. The latter condition is, in turn, equivalent to R-controllability of (32).

It remains to show that the transition delay does not depend on the particular trajectories. Let $b = (x, u, y), b = (\tilde{x}, \tilde{u}, \tilde{y}) \in \mathcal{B}_\infty$, and set $z = P^{-1} x, \tilde{z} = P^{-1} \tilde{x}$, where $P$ is the transformation matrix used to obtain (33). Furthermore, fix $T \in Z_\infty$ and set $T^* = \delta + n_T$. We choose

$u_k = u_k$ for $k \leq T - 1 + \delta - 1, \quad u_k = \tilde{u}_k$ for $k \geq T + T^*$. (43)

Since the system representation is R-controllable, that is (41a) holds, we find values $u_k'$ for $T + \delta - 1 \leq k \leq T + T^* - 1$ such that

$j^{T+T^*} z_0^i + \sum_{k=0}^{T+T^*} j^{T+T^*-i} B_j u_{k-1}' = z_0^i.$

A solution of (43) is, e.g., given via the pseudo-inverse,

$\begin{bmatrix} u_{T+T^*-1}' \\ \vdots \\ u_{T+1}' \end{bmatrix} = \begin{bmatrix} B_1 \ldots B_{T+1} B_1 \end{bmatrix} \begin{bmatrix} z_0^i - j^{T+T^*} z_0^i - \sum_{k=1}^{T+T^*} j^{T+T^*-i} B_j u_{k-1}' \end{bmatrix}.$

Remark 28 (Controllability of the manifest behavior).

Regarding the manifest behavior $\mathcal{B}_\infty$, assuming R-controllability and R-observability of the underlying system is no limitation. Due to regularity the transfer function $G(z) = C(zE - A)^{-1} B + D$ can be decomposed into $G(z) = W(z) + \tilde{W}(z) + D$ with a strictly proper rational matrix $W(z)$ related to the dynamical part and a polynomial matrix $\tilde{W}(z)$ related to the algebraic part, see (Dai, 1989, Theorem 2.6-2). The rational matrix $W(z)$ gives rise to a minimal representation $\tilde{W}(z) = C_N(zI - J^{-1} B_J$ with matrices $J, B_J, C_J$ satisfying (41a) and (41b). For the polynomial matrix $\tilde{W}(z)$ there exists matrices $N, B_N, C_N$, where $N$ is nilpotent, such that $\tilde{W}(z) = C_N(zN^{-1} - I)^{-1} B_N$, see (Dai, 1989, Lemma 2.6-2). This implies the existence of a state-space representation corresponding to the manifest behavior in terms of an R-controllable and R-observable system.
Then \((\tilde{u}, \tilde{y})\) is a trajectory of (32) of length \(L\) if and only if there exists \(g \in \mathbb{R}^{T-L+\delta+2}\) such that
\[
\begin{bmatrix}
\tilde{u}_{[0,L-1]} \\
\tilde{y}_{[0,L-1]}
\end{bmatrix} = H_L(u_{[0,T-\delta+1]} g.
\text{(46)}
\]
Moreover, the choice of \(g\) in the representation (46) determines the future values of the input \(\tilde{u}\). More precisely, for \((\tilde{u}, \tilde{y})\) such that (46) holds one has
\[
\tilde{u}_{[0,L+\delta-2]} = H_{L+\delta-1}(u_{[0,T-1]} g.
\]

**Remark 30** (The structured nilpotency in the lemma). 
In contrast to Lemma 3, the version of the fundamental lemma given by Schmitz et al. (2022b) is formulated w.r.t. the nilpotency index. The proof by Schmitz et al. (2022b) relies on the state evolution (36) for the quasi-Weierstraß form (34) and can be directly adapted to the structured nilpotency index.

The second statement in Lemma 3, which reflects the non-causality of the system, is not explicitly given by Schmitz et al. (2022b). It can be seen, however, in the proof of Lemma 2 by Schmitz et al. (2022b) that the input signals are artificially trimmed to the length \(L\). Therefore, a slight modification of the block matrices \(U\) and \(V\) in the proof of Lemma 2 by Schmitz et al. (2022b) yields the above assertion. Summing up, modulo minor changes, the proof of Lemma 3 resembles the one given by Schmitz et al. (2022b).

The next lemma generalizes the insights of Moonen et al. (1989) from the explicit LTI to the descriptor setting. It yields a rank condition for the stacked Hankel matrix in (46).

**Lemma 31** (Rank of the Hankel matrices). Suppose that the system (32) is \(R\)-controllable and \(R\)-observable. Let \((u, y)\) be a trajectory of length \(T - \delta\) of (32) such that \(u\) is persistently exciting at least of order \(L + n_J + \delta - 1\) with \(L \geq n_J\). Then
\[
\text{rk}\left(\begin{bmatrix}
H_L(u_{[0,T-\delta+1]} \\
H_L(y_{[0,T-\delta+1]})
\end{bmatrix}\right) = n_u L + n_J.
\text{(47)}
\]

**Proof.** Without loss of generality we assume that the system is in quasi-Weierstraß form (34). Let \((z, u, y)\) be a state-input-output trajectory of (32), where \(z\) is decomposed into \(z'\) and \(z''\) as in (35). Then the matrix
\[
\begin{bmatrix}
H_L(z') \\
H_L(z'')
\end{bmatrix} \subset \mathbb{R}^{(n_J + (L+\delta-1)n_u) \times (T-L+\delta+2)}
\]
has full row rank, cf. (Schmitz et al., 2022b, Proof of Lemma 2). Let
\[
S = \begin{bmatrix}
C_J & C_J J & \ldots & C_J J^{L-1} \\
C_J B_J & C_J B_J & \ldots & C_J B_J \\
\vdots & \vdots & \ddots & \vdots \\
C_J N^{\delta-1} B_N & \ldots & C_N N^{\delta-1} B_N \\
R = \begin{bmatrix}
\end{bmatrix}
\]
where \(S \in \mathbb{R}^{n_J L \times n_u L}\), \(T \in \mathbb{R}^{n_J L \times n_u L}\), and \(R \in \mathbb{R}^{n_J L \times n_u L}\). Then
\[
H_L(y{[0,T-\delta+1]} = SH_L + \left(\begin{bmatrix}
I & 0 \\
0 & 0
\end{bmatrix} + \left(\begin{bmatrix}
T \oplus D & 0 \\
0 & 0
\end{bmatrix} + R\right) H_L.
\]
Choose a matrix \(H_L^+\) such that the columns of \(H_L^+\) span the kernel of \(H_L\). Then \(H_L^+(y_{[0,T-\delta+1]}H_L^+ = SH_L^+\). R-observability together with \(L \geq n_J\) implies that \(S\) has full column rank. Together with the full row rank of the matrix \([[H_L^+ H_L^+]^\top\]) we have
\[
\text{rk}\left(\begin{bmatrix}
H_L^+ \mid H_L^+
\end{bmatrix}\right) = \text{rk}(H_L^+) = n_J.
\]
This shows the assertion.

Moreover, comparison of Lemma 29 and Lemma 3 shows that the explicit LTI case requires more data than the descriptor setting. In the case of unknown \(\delta\) and \(n_J\), Lemma 31 provides a promising approach to estimate these quantities by testing the rank condition (47) for various input-output trajectories.

### 7.4. The Stochastic Descriptor Fundamental Lemma

In this subsection, we formulate a corresponding stochastic version of the fundamental lemma. We consider the stochastic system representation
\[
EX_{k+1} = AX_k + \tilde{B}V_k 
\]
(48a)
\[
Y_k = CX_k + \tilde{D}V_k 
\]
(48b)
where the state, exogenous input, and output signals are modelled as stochastic processes, that is, \(X_k \in L^2([0, \infty), \mathcal{F}, \mathcal{P}, \mathbb{R}^{n_u})\), \(Y_k \in L^2([0, \infty), \mathcal{F}, \mathcal{P}, \mathbb{R}^{n_u})\), and \(V_k \in L^2([0, \infty), \mathcal{F}, \mathcal{P}, \mathbb{R}^{n_u})\). Similar to the deterministic setting (cf. (38)), invoking the assumed regularity of the pencil \(AE - A\) in system (7) can be transformed into quasi-Weierstraß form. Further, the random variable \(X_0\) has to be drawn from the set
\[
X_0 \in \mathbb{P}\left\{X_0' \mid X_0' \in \mathbb{R}^{n_u}\right\}
\]
(49)
\[
\mathbb{P}\left\{X_0' \mid X_0' \in \mathbb{R}^{n_u}\right\}
\]
(49)
to be consistent with the system dynamics (7).

As before in Section 3 the variable \(V\) contains the manipulated control inputs \(U\) as well as the exogenous process disturbances \(W\), cf. (8).

The non-causality (for structured nilpotency index \(\delta \geq 2\)) of the regular descriptor system (48) implies that the solution \(X = (X_k)_{k \in \mathbb{N}}\) is not a Markov process with respect to its natural filtration \((\sigma(X_0, \ldots, X_n))_{n \in \mathbb{N}}\). However, by augmenting the state variable with future control inputs (cf. Remark 25) one can recover the Markov property.

To avoid further cumbersome technicalities, we consider the case where the exogenous disturbance \(W\) at future time instances does not influence the present state. More precisely, given system (48) with split input (8), the matrix \(N\) in the quasi-Weierstraß form with \(SF = \begin{bmatrix} F' & F_N \end{bmatrix}^\top\) annihilates \(F_N\), i.e. \(NF_N = 0\), cf. (33). Further, suppose that the noise \(W = (W_k)_{k \in \mathbb{N}}\)
Further, let
\[ \Delta_k = \begin{bmatrix} X_k \\ U_{\Delta_k+1} \\ W_k \end{bmatrix}, \quad \Gamma_k = \begin{bmatrix} Y_{U_{\Delta_k+1}} \\ U_{\Delta_k+1} \\ W_{\Delta_k+1} \end{bmatrix} \]

with \( g \) defined by \( g(d) = E[\mathbb{I}_A(f(d, W_{\Delta_k+1}))] \) for \( d \in \mathbb{R}^{n + n_k} \), cf. (Malliavin et al., 1995, Problem IV.34). Similarly,
\[ \mathbb{P}[\Delta_{k+1} \in \mathcal{A}[\sigma(\Delta_k)] = E[\mathbb{I}_A(f(\Delta_k, W_{\Delta_k+1}))][\sigma(\Delta_k)] = g(\Delta_k). \]

This proves (50a).

Part (iii). By (48b) the random variable \( \Gamma_k \) is given in a linear way by \( \Delta_k, \ldots, \Delta_{k+n_k-1} \). This yields \( \sigma(\Gamma_k) \subseteq \sigma(\Gamma_k) \subseteq \mathcal{F}_{k+n_k-1} \). This together with (i) implies (iii).

Part (iv). The second recursion in (51) yields
\[ \Gamma_{k+1} = \hat{h}(\Delta_k, W_{\Delta_k+1}, \ldots, W_{\Delta_k+n_k}) \]

for all \( k \in \mathbb{N} \), where \( \hat{h} \) is a linear map. By R-observability of system (48) there exists a linear map \( \hat{h} \) such that \( \Delta_k = \hat{h}(\Gamma_k) \) for all \( k \in \mathbb{N} \), cf. Lemma 26. Therefore, there is a certain linear map \( \hat{h} \) such that
\[ \Gamma_{k+1} = \hat{h}(\Gamma_k, W_{\Delta_k+n_k}). \]

Assertion (50b) follows with a similar argument as in (ii). □

Corollary 33 (Non-anticipativity). Let the assumptions of Proposition 32 hold. Then \( U_k \) and \( W_j \) are independent for all \( k, j \in \mathbb{N} \)

(i) with \( 0 \leq k \leq \delta - 1 \) and \( j \geq 1 \);
(ii) with \( k \geq \delta \) and \( j \geq k - \delta + 1 \).

Proof. For (i) this follows by assumptions. We show (ii). The control law for \( k \geq \delta \) implies \( U_k = K_0 \delta(X_k-\delta), \) where the random variable \( X_k-\delta \) is \( \mathcal{F}_{k-\delta} \)-measurable. Therefore, the assertion follows with Proposition 32 (i). □

Remark 34 (Completeness and controllability of \( \mathbb{C}_{\infty} \) and \( \Xi_{\infty} \)). We have shown completeness of the behaviors \( \mathbb{C}_{\infty} \) and \( \Xi_{\infty} \) in Lemmata 8, 9 and 14. However, if the realization behavior \( \mathbb{B}_{\infty} \) is controllable with delay \( T^* = \delta - 1 + n_j \), then \( \mathbb{C}_{\infty} \) and \( \Xi_{\infty} \) are controllable with delay \( T' = \delta - 1 + n_j \) as a consequence of Lemma 27.

Employing the (deterministic) fundamental lemma for descriptor systems, Lemma 29, the results from Section 5 can be formulated for descriptor systems. It should be mentioned that in contrast to the explicit LTI case a lower order of persistent excitation is needed and that the data demand in the Hankel matrix is reduced. Thus, the subsequent results are the analogs of Lemma 16 and Lemma 18 and they are stated for the sake of completeness.

Notice that, similar to the explicit case, the dynamics in random variables (48) have counterparts in terms of corresponding expansion coefficients and in terms of realizations, cf. (7), (10), and (13) in Section 3.

Lemma 35 (Column-space equivalence). Let the descriptor system (48) be R-controllable and regular with dimension \( n_j \) of the dynamical part as well as structured nilpotency index \( \delta \). For \( T \in \mathbb{Z}_+, \) let \( (V, Y) \) be random-variable input-output trajectories of (48) with corresponding expansion coefficients \( (v, y) \). Let \( (\hat{v}, \hat{y}) \) be realization trajectories also corresponding to (48). Further, assume that \( \hat{v} \) and the coefficients \( \hat{v}', i \in \mathbb{N}, \) are persistently exciting of order \( L + n_j + \delta - 1 \).
(i) Then, for all \( i \in \mathbb{N} \)

\[
\text{colsp} \left[ \mathcal{H}_L(V_{[0,T-0]}) \right] = \text{colsp} \left[ \mathcal{H}_L(Y_{[0,T-0]}) \right]
\]

\[ \tag{52a} \]

(ii) Moreover, for all \( g \in \mathbb{R}^{T-L-\delta+2} \), there exists a function \( G \in L^2(\Omega, \mathbb{R}^{T-L-\delta+2}) \) such that

\[
\begin{bmatrix}
\mathcal{H}_L(V_{[0,T-0]}) \\
\mathcal{H}_L(Y_{[0,T-0]})
\end{bmatrix}
= \begin{bmatrix}
\mathcal{H}_L(V_{[0,T-0]}) \\
\mathcal{H}_L(Y_{[0,T-0]})
\end{bmatrix} G.
\]

\[ \tag{52b} \]

A column-space inclusion result, i.e. a counterpart to Corollary 17, can be obtained without further difficulties and is hence not detailed. Finally, the fundamental lemma for stochastic descriptor systems extends and combines the developments of Pan et al. (2022b) and Schmitz et al. (2022b).

**Lemma 36** (Stochastic descriptor fundamental lemma). Let the descriptor system (48) be \( R \)-controllable and regular with dimension \( n_1 \) of the dynamical part as well as structured nilpotency index \( \delta \). For \( T \in \mathbb{Z}_+ \), let \( \hat{V}, \hat{Y} \) be random-variable input-output trajectories of (48) with corresponding expansion coefficients \( \hat{v}, \hat{y} \). Let \( v, y \) be realization data corresponding to (48) such that \( v \) is persistently exciting of order \( L + n_1 - 1 \). Then, the following statements hold:

(i) \( \hat{v}, \hat{y} \) are expansion coefficient trajectories corresponding to (48) if and only if there is \( g \in \mathbb{L}^2(\mathbb{R}^{T-L-\delta+2}) \) such that

\[
\begin{bmatrix}
\hat{v}_{[0,L-1]} \\
\hat{y}_{[0,L-1]}
\end{bmatrix}
= \begin{bmatrix}
\mathcal{H}_L(V_{[0,T-0]}) \\
\mathcal{H}_L(Y_{[0,T-0]})
\end{bmatrix} g.
\]

\[ \tag{53a} \]

(ii) \( \hat{V}, \hat{Y} \) are random variable trajectories of (48) if and only if there is \( G \in L^2(\Omega, \mathbb{R}^{T-L-\delta+2}) \) such that

\[
\begin{bmatrix}
\hat{V}_{[0,L-1]} \\
\hat{Y}_{[0,L-1]}
\end{bmatrix}
= \begin{bmatrix}
\mathcal{H}_L(V_{[0,T-0]}) \\
\mathcal{H}_L(Y_{[0,T-0]})
\end{bmatrix} G.
\]

\[ \tag{53b} \]

7.5. Stochastic Optimal Control for Descriptor Systems

Next, we consider the stochastic system (48) with input partition (8). We model the input \( U_k \) as a stochastic process adapted to the filtration \( \{\mathcal{G}_k\}_{k \in \mathbb{N}} \) as in Proposition 32 and according to the causality condition w.r.t. the disturbance stated in Corollary 33. That is, for the sake of avoiding tedious technicalities, we suppose that \( NF_N = 0 \) holds in the quasi-Weierstraß form, cf. (34).

As a preliminary step to derive the counterpart of OCP (29) for stochastic descriptor systems, we state the Hankel matrix description analogously to OCP (28):

\[
\begin{aligned}
&\minimize_{U_{[0,L-0]}} N_{N+n_1-2} \sum_{k=n_1-1}^{N+n_1-2} E[Y_k^T Q Y_k + U_k^T R U_k] \\
&s.t.
\end{aligned}
\]

\[ \tag{54a} \]

The consistency condition (54c) together with R-observability of the underlying system (48) guarantees uniqueness of the latent state trajectory for sufficiently large horizon \( N \). In contrast to the explicit case, the OCP requires \( n_1 + \delta - 1 \) consistent random-variable input and \( n_1 \) output pairs, cf. Lemma 26, which explains the required length \( N + \delta + n_1 - 1 \) in constraint (54b).

Next, we adjust the sufficient conditions for exact uncertainty propagation given in Lemma 19. Subsequently (\( \psi \) \in \mathbb{R}^n \) denotes a PCE basis.

**Lemma 37** (Exact uncertainty propagation via expansions). Consider the stochastic descriptor LTI system (48) and suppose that \( \tilde{W}_k \) for \( k \in [0,N+n_1-2]\), \( \tilde{Y}_k \) for \( k \in [0,n_1-1] \), and \( U_k \) for \( k \in [0, n_1-1] \) admit exact PCEs with finite dimensions \( p_w \) and \( p_{y, i} \), i.e., \( \tilde{W}_k = \sum_{i=0}^{p_w-1} \tilde{w}_i^T \phi_i^w \), \( \tilde{Y}_k = \sum_{i=0}^{p_y-1} \tilde{y}_i^T \phi_i^y \), and \( U_k = \sum_{i=0}^{p_u-1} \tilde{u}_i^T \phi_i^u \), respectively. Assume that \( \phi_0^w = \phi_0^y = \phi_0^u = 1 \) for all \( k \in [0, N+n_1-2] \). Then,

(i) the optimal solution \((U^*, Y^*, G^*)\) of OCP (54) with horizon \( N \) admits exact finite-dimensional PCEs with \( p \) terms, where \( p \) is given by

\[ p = p_w + (N + \delta + n_1 - 1)(p_w - 1) \in \mathbb{Z}_+. \]

(ii) and the finite-dimensional joint basis \((\psi^a)_{i=0}^{p_w-1}\) reads

\[ (\psi^a)_{i=0}^{p_w-1} = (1, \phi_{y, i}^{i=0}, \ldots, \phi_{y, i}^{p_w-1}, \phi_{u, i}^{i=0}, \ldots, \phi_{u, i}^{p_u-1}, \phi_{y, i}^{i=0}, \ldots, \phi_{y, i}^{p_y-1}, \phi_{u, i}^{i=0}, \ldots, \phi_{u, i}^{p_u-1}). \]

**Remark 38** (Filtered stochastic processes with PCE). Considering the polynomial basis given in Lemma 37, the causality (non-anticipativity) of the filtration \( \{\mathcal{G}_k\}_{k \in \mathbb{N}} \) used in Proposition 32 implies (see Corollary 33) that the PCE coefficients of the inputs satisfy

\[ u_{k}^0 = \forall i \in [i_n,k+(i_1+1)], \forall k \in [0,n_1-1] \]
where an i.i.d. Gaussian noise models the disturbance for even terms of p dimension of the PCE basis is for a randomly sampled initial deterministic condition. We solve with horizon N sequence. We record 60 state-input-disturbance measurements and an i.i.d. uniform distribution at each odd value k. Notice that the crucial difference between the explicit LTI case in OCP (30) and OCP (55) are the length of the horizons in the constraints (55b)–(55d). These constraints directly depend on the descriptor structure, specifically on the structured nilpotency index δ and on the dimension n_j.

The results presented in this section show that—while in the behavioral context there is no difference between explicit and descriptor LTI systems—there are distinctive aspects when it comes to data-driven stochastic optimal control.

8. Numerical Examples

To illustrate our findings, we discuss two examples: a scalar system subject to disturbances of alternating structure and a fourth-order system subject to Gaussian noise. The scalar example showcases the flexibility to model stochastic disturbances via PCE and the proposed stochastic fundamental lemma. The second example illustrates our findings for descriptor systems. In both cases, the implementation is done in Matlab R2021b.

8.1. Scalar Example with Alternating Disturbance Sequence

We consider the scalar system

\[ X_{k+1} = 2X_k + U_k + W_k \]

similar to Ou et al. (2021). The stochastic disturbance switches between two distributions, i.e.

\[ W_k = \begin{cases} W_k \sim \mathcal{N}(0,0.1^2) & \text{if } k = 2i, \quad i, k \in \mathbb{N} \\ W_k \sim \mathcal{U}(-0.2,0.2) & \text{if } k = 2i + 1, \quad i, k \in \mathbb{N} \end{cases} \]

where an i.i.d. Gaussian noise models the disturbance for even time index k and an i.i.d. uniform distribution at each odd value of k. We suppose that the disturbance distribution is known, sufficient past realization data of W is also available, while its future realizations are not known. The example illustrates the flexibility of PCE to model stochastic disturbances beyond the purely Gaussian setting.

The matrices Q and R are Q = R = 1. Additionally, we add the term 2 \( \sum_{k=0}^{N-1} E[(U_{k+1} - U_k)^2] \) to smoothen the input sequence. We record 60 state-input-disturbance measurements to construct the Hankel matrices. We solve with horizon N = 20 for a randomly sampled initial deterministic condition. The dimension of the PCE basis is p = N + 1 = 21.

Figure 6a depicts the first two moments of the solutions in terms of X* and U*, while Figure 6b shows the PCE coefficient trajectories. Moreover, we sample a total of 20 sequences of noise realizations and compute all the corresponding state and input trajectories, see Figure 6c. As one can see, the state and the input trajectories in terms of expectation converge to 0. Interestingly, the variance of the state and the input does not converge to 0, cf. Figure 6a. Figure 6c shows realizations for 20 distinct disturbance sequences. Observe that the increase in variance towards the end of the horizon is also visible for the realizations. In terms of realizations and moments, this is reminiscent of a turnpike property, cf. Ou et al. (2021); Faulwasser & Grüne (2022). A detailed discussion of the phenomenon in the stochastic setting is, however, beyond the scope of the current paper.

8.2. Descriptor Example

We consider a stochastic extension of the fourth-order linear descriptor system considered in Schmitz et al. (2022b). The system matrices read

\[
E = \begin{bmatrix} 0 & 0 & 1 & 0 \\ 1 & 2 & 0 & 2 \\ 2 & 3 & 1 & 3 \\ 1 & 2 & 0 & 2 \end{bmatrix}, \quad A = \begin{bmatrix} 1 & 1 & 0 & 2 \\ 0 & 2 & 1 & 1 \\ 1 & 4 & 2 & 3 \\ -1 & 1 & 1 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} -1 \\ 2 \\ 2 \\ 3 \end{bmatrix}, \quad F = \begin{bmatrix} 1 \\ 2 \\ 3 \end{bmatrix}, \quad C = \begin{bmatrix} 1 & 2 & 1 & 2 \\ 0 & 1 & 0 & 1 \end{bmatrix}, \quad D = H = 0_{2x1}.
\]
The system can be transformed into quasi-Weierstraß form with \( n_f = \delta = 2 \) via the matrices

\[
P = \begin{bmatrix}
  0 & -1 & 0 & 1 \\
  -1 & 0 & 1 & 1 \\
  1 & 0 & 0 & -1 \\
  1 & 1 & -1 & -1
\end{bmatrix}
\quad \text{and} \quad
S = \begin{bmatrix}
  0 & -1 & 1 & 0 \\
  1 & 2 & -1 & 0 \\
  -1 & -1 & 1 & 0 \\
  0 & 1 & 0 & -1
\end{bmatrix}.
\]

R-controllability and R-observability are easily verified via Remark 24. Note that in this example we have \( F_N = 0 \), which is a special case of \( NF_N = 0 \) and hence tightens the causality condition of the input. Thus, causality with respect to the disturbance \( W \) is easily obtained in the PCE problem formulation as sketched in Remark 38. For all \( k \in \{0, \ldots, 1\} \), the disturbance \( W_k \) is modelled as i.i.d. Gaussian random variables with distribution \( \mathcal{N}(0, 0.1^2) \).

We want to steer the system to the point \( (y, u) = ([20, 0]^T, 0) \) and solve the OCP in form of (30) with horizon \( N = 20 \). The weighting matrices in the objective function are chosen to be \( Q = I_2 \) and \( R = 1 \).

In the data collection phase, we record 160 output-input-noise measurements to construct the Hankel matrices. With respect to the initial condition, we assume no noise measurement is available at run-time. Thus, we model the noise in OCP (30) via its PCE. Moreover, the input applied to the system is randomly sampled from a uniform distribution with support \([-1, 1]\). In sum, we obtain the uncertain initial condition (30c) which is modelled via PCE.

Slack variables are added to the initial condition as (31), while we penalize them via the 1-norm with a weighting parameter. Moreover, since the PCE coefficient of \( W \) is known, we employ the null-space method to reduce the dimension of \( g' \) and thus accelerate the computation. For further details we refer to Pan et al. (2022b).

The trajectories of first two moments of \( Y \) and \( U \) are depicted in Figure 7a while the trajectories of \( Y \) and \( U \) for 20 different noise realizations are shown in Figure 7b. Note that in the figure we plot the solution on the horizon length \( N = 20 \) and leave out the additional time steps of the initial condition. Furthermore, we sample a total of 1000 initial conditions as well as the noise realizations sequences and compute the corresponding output/input trajectories. The evolution of the normalized histograms of output realizations \( y_1 \) at \( k = 0, 4, 9, 14, 19 \) is illustrated in Figure 7c. As one can see, the proposed data-driven optimal control achieves a narrow distribution of \( Y \) around \( y_1 = 20 \).

9. Discussion and Open Problems

As discussed in Section 2 the fundamental lemma as such has deep roots in behavioral systems theory. In this tutorial-style paper we proposed extensions of the fundamental lemma to stochastic settings. To this end, we formalized concepts for behavioral characterizations of stochastic systems. We introduced the stochastic \( L^2 \)-behavior and its counterpart in terms of series expansion coefficients (which for suitable polynomial chaos expansions can be shown to be finite dimensional). We have analyzed how these behaviors relate to the behavior of sampled trajectories (i.e. the realization behavior). We have also shown that the description in stochastic moments is structurally limited: (i) moments are by their very construction nonlinear projections of random variables, and (ii) this projection, especially if limited to the first two moments, is subject to a substantial loss of information.

Moreover, we remark that the stochastic behavioral description as such does not necessitate the existence of a finite series expansion. Yet, finite-dimensional parametrization of the random-variables fosters numerical tractability in applications.

**Coarse \( \sigma \)-Algebras underlying Stochastic Behaviors.** The careful reader has surely recognized that going for PCE as a spe-
cific and numerically favourable series expansion of $L^2$-random variables is subject to a subtle loss of information in the underlying $\sigma$-algebra, which may potentially jeopardize the equivalence in description established by the lift between the expansion coefficient behavior $\mathcal{E}_\infty$ and the random variable behavior $\mathcal{E}_\infty$, cf. Remark 11. However, as pointed out by Willems (2013) and Baggio & Sepulchre (2017), from a behavioral point of view—and actually also from a dynamical-systems perspective—it is advisable to consider coarse $\sigma$-algebras instead of finer ones. Besides the structure discussed by Willems (2013); Baggio & Sepulchre (2017), where the coarse $\sigma$-algebra is given along the directions perpendicular to the underlying (deterministic) behavior, the loss of information in the context of PCE seems to result in coarseness of a different nature. Hence, two issues arise:

(i) To which extent is the information loss in the $\sigma$-algebras induced by the orthogonal PCE basis of major concern?

(ii) How is this loss related to the coarse algebras suggested by Willems (2013) and Baggio & Sepulchre (2017)?

Indeed, from an engineering perspective, issue (i) appears very much non-critical. Moreover, one may argue that considering the $\sigma$-algebra $\sigma(\tilde{\mathcal{S}})$, i.e. the one induced by a family $\tilde{\mathcal{S}}$ of random variables in the context of PCE (cf. Subsection 3.2), instead of the full $\sigma$-algebra $\mathcal{F}$ is a straightforward way of coarsening. Hence, considering $\sigma(\mathcal{F})$ as the $\sigma$-algebra underlying the considered $L^2$-probability space ensures behavioral equivalence. Yet, there may exist other tractable approaches to construct coarse(r) $\sigma$-algebras. Thus issue (ii) calls for further investigations.

**Data-driven Output Feedback Predictive Control.** While the fundamental lemma has already been published in 2005 (Willems et al., 2005), its impact and reception peaked upon realizing that is opens a path towards data-driven output-feedback predictive control (Yang & Li, 2015; Coulson et al., 2019a) and towards direct data-driven control. Not only does the data-driven approach alleviate the need for explicit identification of a state-space model—it also works with input-output data. Recall that (as per the leading M) MPC as such is traditionally a model-based state-feedback strategy, i.e., observer design is an inevitable step in almost all implementations. The data-driven approach allows to overcome this burden.

In view of the contributions of this tutorial-style paper our developments pave the road towards data-driven output-feedback stochastic predictive control. First steps towards data-driven stochastic MPC, i.e, problem formulation and stability analysis for the case of usual LTI systems with state feedback, have been done by Pan et al. (2022b,d). At the time of writing these lines, first result on the analysis for the output-feedback case with terminal constraints are available as preprints (Pan et al., 2022a,c). The extension to the stochastic descriptor case and to closed-loop guarantees without terminal ingredients are completely open.

Another dimension, which will be key for the success of data-driven MPC, are tailored numerical methods. While for model-based MPC powerful codes enable computation times down to a few micro-seconds (depending on the problem size and the computational platform), the results on multiple-shooting formulations of the OCP (Ou et al., 2023)—which we commented on in Section 6—are first steps in this direction. Yet, they leave substantial room for further refinements and improvements.

**Robustness.** Robustness analysis for data-driven description of deterministic systems has been subject to widespread research efforts, see (Coulson et al., 2019b; Yin et al., 2023; Berberich et al., 2022b; Huang et al., 2023) and the overview (Markovsky & Dörfler, 2021). We expect that due to the close relation between the realization behavior and the coefficient behavior, cf. Theorem 13, these results can be transferred to the stochastic setting.

**Data-driven Analysis of Descriptor Systems.** The data-driven approach can be used beyond feedback design. Indeed it also allows analysis of system properties, see, e.g., (Romer et al., 2019b,a) for passivity and dissipativity. When it comes to descriptor systems much less has been done. Specifically, the verification of structural properties besides the dimension of $\mathcal{E}_\infty$ in Lemma 31 (nilpotency index, regularity of the matrix pencil, etc.) would be appealing.

**Nonlinear Systems.** Data-driven control of nonlinear systems is a topic, which has seen substantial progress. One can mention the recent work on data-driven prediction of so-called observables, i.e., real- or complex-valued functions of the state, in the Koopman framework by means of (extended) Dynamic Mode Decomposition (DMD), see (Brunton & Kutz, 2022) as well as the recent surveys by Bevanda et al. (2021) and Brunton et al. (2022) as well as the references therein, or SINDy (Brunton et al., 2016). The Koopman framework can also be applied for control. To this end, Proctor et al. (2016) augmented the state dimension $n_1$ by the number of input variables $n_u$ to set up a surrogate model, see, e.g., (Arbabi et al., 2018; Korda & Mezić, 2018; Mauroy et al., 2020). To alleviate the curse of dimensionality, Williams et al. (2016), Surana (2016), Klus et al. (2020) proposed a bilinear approach for control-affine systems which shows a superior performance for systems with coupling between state and control, see also (Mauroy et al., 2020, Section 4). Moreover, Schaller et al. (2023) provide rigorous bounds on the prediction error for control explicitly depending on the dictionary size (projection) and the number of employed data points (estimation). The analysis of the estimation error can be extended to the setting based on stochastic differential equations and ergodic sampling, see (Nüske et al., 2023). However, data-driven control and fundamental-lemma-type results for nonlinear stochastic systems are not known yet. Similarly, there is substantial prospect of deriving fundamental-lemma-like results for infinite dimensional systems.

10. **Conclusions**

This paper has taken a fresh look at behavioral theory for stochastic systems. We have constructed equivalent behavioral characterizations of stochastic linear time-invariant systems in terms of $L^2$-random variables and in terms of series expansions...
of these variables. In other words, we have connected the sen-

nal contributions of Jan C. Willems and co-workers with classic concepts put forward by Norbert Wiener.

Importantly, our developments show that there is a synergy of linearity of system structures and the linearity of series expansions of random variables, and of polynomial chaos expansions in particular. This synergy enabled the introduction of novel concepts such as behavioral lifts between different behavioral representations of stochastic systems. The series expansion approach allows to extend the celebrated fundamental lemma to stochastic systems in explicit form and in descriptor form. Crucially, these extensions are built on Hankel matrices comprising realizations of stochastic variables, i.e., they rely on measurement data only.

Thus, the presented contributions open up new perspectives on data-driven control of stochastic systems, on data-driven uncertainty quantification, and on data-driven uncertainty propagation without being restricted to the Gaussian setting.
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Appendix

Explicit Reformulation of Descriptor Systems. It is known that descriptor systems allow an equivalent representation in terms of explicit LTI systems—at least in the sense of their manifest behaviors, cf. (Willems, 1986a, Theorem 3) and (Willems, 1991, Section IX.). However, attaining an explicit LTI repre-

sentation comes at the expense of inevitable reinterpretation (permutation) of input and output signals which may be unfavorable if chosen inputs and outputs have physical interpretations reflecting on the technical possibilities to measure and to actuate.

Given a manifest behavior $\Phi^{\text{io}}$ realized by a regular descriptor system (32) we show in the following that there exists a realization $\Phi^{\text{io}}$ in terms of an explicit LTI system up to some permutation of the input and output variables. Since we consider the manifest behavior, we assume without loss of generality that the descriptor system is in quasi-Weierstraß from (33). We have

$(u,y) \in \Phi^{\text{io}}$ if and only if there is $x : \mathbb{N} \to \mathbb{R}^{n_\nu}$ such that

$$x'_{k+1} = Jx'_k + B_1 u_k$$

$$y_k = C_1x_k + Du_k - \sum_{i=0}^{\delta-1} C_N N^{i} B_N u_{k+i}$$

for all $k \in \mathbb{N}$, cf. (34b) and (36). Observe that it may happen because of the output matrix that $C_N N^{\delta-1} B_N = 0$. Thus deviating from the definition of the structured nilpotency index here we take $\delta$ as the smallest positive integer such that $C_N N^{\delta-1} B_N \neq 0$ and $C_N N^\delta B_N = 0$, or when $C_N B_N = 0$ we set $\delta = 1$. In the case $\delta = 1$ one sees that (56) is already an explicit LTI system.

Suppose that $\delta > 1$ and let $r = \text{rk}(C_N N^{\delta-1} B_N) \geq 1$. We find permutation matrices $T \in \mathbb{R}^{n \times n}$, $S \in \mathbb{R}^{n \times n}$ such that for

$$T(D - C_N B_N) S = \begin{bmatrix} \Phi_0 & \Gamma_1 \\ F_0 & G_0 \end{bmatrix}, \quad -T C_N N^{i} B_N S = \begin{bmatrix} \Phi_i & \Gamma_i \\ F_i & G_i \end{bmatrix},$$

with $\Phi_0, \Phi_i \in \mathbb{R}^{r \times r}$ and $i = 1, \ldots, \delta - 1$, the matrix $\Phi_{\delta-1}$ is invertible. As $\text{rk}(C_N N^{\delta-1} B_N) = \text{rk}(\Phi_{\delta-1}) = r$ the Schur complement of $-T C_N N^{\delta-1} B_N S$ with respect to $\Phi_{\delta-1}$ satisfies

$$G_{\delta-1} - F_{\delta-1} \Phi_{\delta-1}^{-1} \Gamma_{\delta-1} = 0.$$  

Let $T = \begin{bmatrix} T_1 & T_2 \end{bmatrix}$ and $S = \begin{bmatrix} S_1 & S_2 \end{bmatrix}$ with $T_1 \in \mathbb{R}^{r \times n}$, $S_1 \in \mathbb{R}^{n_\nu \times r}$ and decompose the (permuted) input and output signals accordingly,

$$u_k = SS^{-1} u_k = \begin{bmatrix} S_1 & S_2 \end{bmatrix} \begin{bmatrix} \hat{\eta}_k \\ \hat{\Gamma}_k \end{bmatrix}.$$

Then (56b) is equivalent to

$$\hat{\eta}_k = T_1 C_1 x_k - \sum_{i=0}^{\delta-1} (\Phi_i \hat{\theta}_{k+i} + \Gamma_i \hat{u}_{k+i})$$

$$(59a)$$

$$\hat{y}_k = T_2 C_2 x_k - \sum_{i=0}^{\delta-1} (F_i \hat{\theta}_{k+i} + G_i \hat{u}_{k+i})$$

$$(59b)$$

Solving equation (59a) for $\hat{\theta}_{k+\delta-1}$ and plugging this into (59b) one obtains together with (58)

$$\hat{\theta}_{k+\delta-1} = \Phi_{\delta-1}^{-1} \hat{\eta}_k - T_1 C_1 x_k - \sum_{i=0}^{\delta-2} \Phi_i \hat{\theta}_{k+i} - \sum_{i=0}^{\delta-1} \Gamma_i \hat{u}_{k+i}$$

$$(60a)$$

$$\hat{y}_k = (T_2 - F_{\delta-1} \Phi_{\delta-1}^{-1} T_1) C_1 x_k + F_{\delta-1} \Phi_{\delta-1}^{-1} \hat{\eta}_k - \sum_{i=0}^{\delta-2} (F_i - F_{\delta-1} \Phi_{\delta-1}^{-1} F_i) \hat{\theta}_{k+i}$$

$$- \sum_{i=0}^{\delta-2} (G_i - F_{\delta-1} \Phi_{\delta-1}^{-1} G_i) \hat{u}_{k+i}$$

$$(60b)$$

We introduce the augmented state variable

$$\tilde{\theta}_k = \begin{bmatrix} x_k \\ \hat{\eta} \\ \vdots \\ \hat{\theta}_{k+\delta-2} \end{bmatrix}$$
and the matrix
\[
\mathcal{A} = \begin{bmatrix}
I & B_1 S_1 & 0 \\
-J & 0 & 0 \\
-F \delta_{i-1} T_1 C & 0 & I_{i-1} \psi_k
\end{bmatrix}
\]
with \( \Phi = [\Phi_{k-1} \Phi_1 \ldots \Phi_{k-2}] \). The idea of augmentation is borrowed from the continuous-time setting (Ilchmann et al., 2018, 2019), where the state is augmented by derivatives of the control input. Further, let
\[
B = \begin{bmatrix}
0 & 0 \\
0 & \tilde{B}_i
\end{bmatrix}
\]
\[
C = \begin{bmatrix}
0 & I & 0 \\
(\mathbf{T}_2 - F_\delta^{-1} \Phi_{i-1} T_1) C_1 & I_{\psi_k} & 0
\end{bmatrix}
\]
with \( \Psi = [\Psi_1 \ldots \Psi_{\psi_k}] \), where \( \Psi_i = -(F_i - F_\delta^{-1} \Phi_1 \Phi_0) \). The equations in (60) can be reformulated as
\[
\dot{x}_{k+1} = \mathcal{A} \tilde{x}_k + B \eta_k + \sum_{i=0}^{\psi_k} \tilde{B}_i \hat{u}_{k+i}
\]
(64a)
\[
\theta_k = 0 \quad \dot{\theta}_k = \begin{bmatrix} 0 & 0 \end{bmatrix} \tilde{x}_k
\]
(64b)
\[
\tilde{y}_k = C \tilde{x}_k + F \delta_{i-1} \Phi_{i-1} \eta_k - \sum_{i=0}^{\psi_k} (G_i - F_\delta^{-1} \Phi_{i-1} \Gamma_i) \hat{u}_{k+i}
\]
(64c)
We adjust the augmented state variable in order to eliminate of the non-causality in (64a),
\[
\tilde{x}_k = \tilde{x}_k - \sum_{i=1}^{\psi_k} \sum_{j=1}^{i-1} \mathcal{A}^{i-j-1} \tilde{B}_j \hat{u}_{k+j} = \tilde{x}_k - \sum_{y=0}^{\psi_k} \sum_{i=y+1}^{\psi_k} \mathcal{A}^{i-y-1} \tilde{B}_i \hat{u}_{k+y}
\]
(65)
where the second equality results from a reordering of the summands. We obtain
\[
\tilde{x}_{k+1} - \tilde{x}_k = \sum_{i=0}^{\psi_k} \mathcal{A}^{i-1} \tilde{B}_i \hat{u}_{k+i}
\]
(66a)
\[
\tilde{y}_{k+1} - \tilde{y}_k = \sum_{i=0}^{\psi_k} \mathcal{A}^{i-1} \tilde{B}_i \hat{u}_{k+i}
\]
(66b)
\[
\tilde{x}_{k+1} - \tilde{x}_k = \sum_{i=0}^{\psi_k} \mathcal{A}^{i-1} \tilde{B}_i \hat{u}_{k+i} = \sum_{i=0}^{\psi_k} \mathcal{A}^{i-1} \tilde{B}_i \hat{u}_{k+i}
\]
(66c)
Together with (64a) this shows
\[
\dot{\tilde{x}}_{k+1} = \mathcal{A} \tilde{x}_k + B \eta_k + \sum_{i=0}^{\psi_k} \mathcal{A} \tilde{B}_i \hat{u}_{k+i}
\]
(67)
Further, ones sees from (64b) that
\[
\dot{\theta}_k = \begin{bmatrix} 0 & I \end{bmatrix} \begin{bmatrix} 0 & 0 \end{bmatrix} \tilde{x}_k = \begin{bmatrix} 0 & I \end{bmatrix} \begin{bmatrix} 0 & 0 \end{bmatrix} \left( \tilde{x}_k + \sum_{i=1}^{\psi_k} \mathcal{A}^{i-1} \tilde{B}_i \hat{u}_{k+i} \right)
\]
As \( \begin{bmatrix} 0 & I \end{bmatrix} \mathcal{A}^{i-1} \tilde{B}_i \hat{u}_{k+i} = 0 \) for \( j < \delta - 1 \) and all \( i = 0, \ldots, \delta - 1 \) this simplifies to
\[
\dot{\theta}_k = \begin{bmatrix} 0 & I \end{bmatrix} \begin{bmatrix} 0 & 0 \end{bmatrix} \left( \tilde{x}_k + \mathcal{A}^{i-1} \tilde{B}_i \hat{u}_{k+i} \right)
\]
(68)
Consequently, (64a), (67) and (68) yield
\[
\dot{\tilde{x}}_{k+1} = \mathcal{A} \tilde{x}_k + B \eta_k + \sum_{i=0}^{\psi_k} \mathcal{A}^{i-1} \tilde{B}_i \hat{u}_{k+i}
\]
(69a)
\[
\dot{\theta}_k = C \tilde{x}_k + D \eta_k + \sum_{i=0}^{\psi_k} \mathcal{A}^{i-1} \tilde{B}_i \hat{u}_{k+i}
\]
(69b)
with \( \mathcal{A} \) and \( C \) as in (10) and (63), respectively and
\[
B = \begin{bmatrix} B & \sum_{i=0}^{\psi_k} \mathcal{A} \tilde{B}_i \end{bmatrix}, \quad D = \begin{bmatrix} 0 & \mathcal{A}^{i-1} \tilde{B}_i \hat{u}_{k+i} \end{bmatrix}, \quad \Lambda_0 = -(G_i - F_\delta^{-1} \Phi_{i-1} \Gamma_i) + \sum_{y=0}^{\psi_k} \sum_{i=y+1}^{\psi_k} \mathcal{A}^{i-y-1} \tilde{B}_i
\]
Observe that the manifest variables, that are inputs and outputs jointly together, of (60) are up to some permutation the same as for (69). Moreover, (60) and (69) are structural similar, but in contrast the (60) the highest order of future inputs in (69) is \( \delta - 2 \) and, thus reduces by one order. Although, (69) may still not be in explicit LTI form, further repetitions of the preceding steps, i.e. partially exchanging the role of inputs and outputs variables regarding the rank of \( \Lambda_0 \) followed by augmentation and adjustment of the state variable, leads to a further decrease in the order. At least after \( \delta - 2 \) additional iterations this results in an explicit LTI realization for \( \mathcal{B}_{\psi_k} \) (up to permutation of variables).
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