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ABSTRACT

Subgraph matching is a compute-intensive problem that asks to enumerate all the isomorphic embeddings of a query graph within a data graph. This problem is generally solved with backtracking, which recursively evolves every possible partial embedding until it becomes an isomorphic embedding or is found unable to become it. While existing methods reduce the search space by analyzing graph structures before starting the backtracking, it is often ineffective for complex graphs. In this paper, we propose an efficient algorithm for subgraph matching that performs on-the-fly pruning during the backtracking. Our main idea is to ‘learn from failure’. That is, our algorithm generates failure patterns when a partial embedding is found unable to become an isomorphic embedding. Then, in the subsequent process of the backtracking, our algorithm prunes partial embeddings matched with a failure pattern. This pruning does not change the result because failure patterns are designed to represent the conditions that never yield an isomorphic embedding. Additionally, we introduce an efficient representation of failure patterns for constant-time pattern matching. The experimental results show that our method improves the performance by up to 10000 times than existing methods.

1. INTRODUCTION

Graph data play a central role in the analysis of various information such as the linking structure of the web, social relationships, and financial transactions. One of the most typical operations on graphs is a subgraph matching query, which enumerates isomorphic embeddings of a query graph within a data graph. Popular query languages on graph databases, such as SPARQL, Cypher, and Gremlin, provide native support for subgraph matching queries [15]. Subgraph matching is also an essential building block in data analytics applications for investigating human relations [5], aiding offline sales [9], detecting malware [11], and so on. These applications especially utilize graphs whose vertices have a label that represents a type of entity (e.g., person, company, and product). However, because subgraph matching is NP-hard, its high computational cost often prevents it from practical use [7].

Consequently, many methods have been proposed to improve the performance of subgraph matching [1,7,8,12,13].
These methods employ graph structural analysis to reduce the search space of backtracking, which is a general approach for subgraph matching. The backtracking discovers isomorphic embeddings with a recursive process like depth-first search. Consider a search tree whose nodes represent a mapping of a single vertex in a query graph (query vertex) onto a vertex in a data graph (data vertex). The backtracking search starts with an empty partial embedding and adds mappings to it by recursively visiting child nodes. If the partial embedding becomes an isomorphic embedding, it is reported as a solution. When the search fails, namely, the partial embedding is found unable to become a solution, it goes back to the state at the parent node and visits another child node. This process continues until it reports all or a specified number of isomorphic embeddings. For improving the performance, existing methods reduce the number of search failures by pruning tree nodes before starting the backtracking. The pruning is based on a comparison of the local structures, such as adjacent labels and spanning trees, between query vertices and data vertices. For example, the state-of-the-art method \cite{1} produces a search tree shown in Fig. 2(a) for query graph $Q$ and data graph $G$ in Fig. 1. The backtracking search discovers and reports the first isomorphic embedding by traversing the leftmost path $v_1-v_2-v_3-v_4$. Denoting a mapping of $u$ onto $v$ by $(u,v)$, this path stands for the search process that incrementally adds $(u_1,v_1)$, $(u_2,v_2)$, $(u_3,v_3)$, and $(u_4,v_4)$ to an empty partial embedding. Next, the nodes in path $v_1-v_2-v_3-v_4$ are visited. This path produces a partial embedding that maps both $u_1$ and $u_4$ onto $v_1$. As we describe in Definition \ref{def:partial} partial embeddings cannot become an isomorphic embedding if they map different query vertices onto the same data vertex. Thus, the search fails and moves to other tree nodes. In this way, existing methods perform the backtracking on the pruned search tree.

However, the structural analysis-based pruning is ineffective for complex graphs where the same local structures appear frequently. For example, while query vertex $u_3$ and data vertices $v_5$, $v_6$, and $v_7$ are adjacent to vertices of label $b$ and $a$ in common, we can obtain an isomorphic embedding only when it maps $u_3$ onto $v_5$, as shown in Fig. 2(a). This is because $v_6$ and $v_7$ lack an adjacent vertex which $u_3$ can be mapped onto. Nevertheless, existing methods \cite{1,7,8,10} cannot prune the nodes for $v_6$ and $v_7$ in the search tree. Since these unpruned nodes repeatedly appear under each of the $u_2$-mapping nodes (i.e., $v_2$, $v_3$, and $v_4$) and repeatedly cause search failures, they significantly increase the number of search failures. Thus, the performance of existing methods sensitively depends on the structure of given graphs.

Based on these observations, we propose a novel subgraph matching algorithm that ‘learns from failure’. In contrast to structural analyses prior to the backtracking, our method performs on-the-fly pruning during the backtracking. When a partial embedding caused a search failure, our method extracts and records a pattern consisting of the vertex mappings that never appear in isomorphic embeddings. In other words, a partial embedding always causes a search failure if it matches (i.e., contains) the extracted pattern. Thus, our method prunes such partial embeddings in the subsequent process of the backtracking. For example, our method produces a search tree shown in Fig. 2(b) for $Q$ and $G$ in Fig. 1. Let us focus on path $v_1-v_2-v_3-v_4$ in the tree. It causes a search failure since both $u_1$ and $u_4$ is mapped onto $v_1$. In this case, $v_1$ is only one adjacent vertex of $v_6$ with label $a$, and hence a partial embedding inevitably causes a search failure if it contains mappings $(u_1,v_1)$ and $(u_3,v_6)$. To exploit this property, our method records $\{(u_1,v_1),(u_3,v_6)\}$ as a pattern of failing partial embeddings. Similarly, it records pattern $\{(u_1,v_1),(u_3,v_7)\}$ when the search failed by mapping $v_3$ onto $v_7$ and $u_4$ onto $v_1$. In the subsequent process, our method prunes partial embeddings if they match these patterns. As a result, it involves fewer search failures compared with that of existing methods, as shown in Fig. 2.

Our method has three advantages:

1. **Robust:** While existing methods focus on structural analyses before the backtracking, our method exploits information offered by the backtracking. This makes our method less sensitive to graph structures, and thus it can eliminate search failures that existing methods cannot.

2. **Scalable:** Larger query graphs and data graphs make subgraph matching drastically harder. This is because it suffers from exponential growth of the number of possible mappings between query vertices and data vertices. Thanks to the effective pruning, our method can handle larger-scale graphs within practical time.

3. **Exact:** Some existing methods perform efficient subgraph matching at the sacrifice of the exactness. In contrast to them, our method is proved to prune only unnecessary partial embeddings and hence exactly enumerates all the isomorphic embeddings.

The experimental results show that our method is up to 10000 times faster than existing methods. With those methods, complex query sets are almost intractable because they often need more than one day to respond. On the other hand, our method can respond to them within minutes or seconds on average.

This paper is organized as follows. Section 2 reviews related work, and Section 3 gives the preliminaries. Sections 4 and 5 present details of the proposed method and the experimental results, respectively. Finally, Section 6 concludes this paper.

## 2. RELATED WORK

We can find two kinds of problem settings among the studies on subgraph matching.

The first one enumerates subgraphs isomorphic to a query graph within a single, large data graph. This paper focuses on this problem setting. For this purpose, Ullmann \cite{14} is one of the most traditional and well-known algorithms. It originated subgraph matching based on backtracking. After Ullmann, many studies have been conducted mostly on two techniques: candidate filtering and matching order selection. Candidate filtering produces a candidate set $C[u_i]$ for each query vertex $u_i$. $C[u_i]$ is a set of data vertices which $u_i$ can be mapped onto. This technique has been improved to eliminate unnecessary vertices in the candidate set. Ullmann \cite{14} employs a filter based on vertex labels and degrees. GraphQL \cite{8} and SPath \cite{16} add an approximate isomorphism test on local structures around query vertices and data vertices. The second technique, matching order selection, reorders query vertices so that the backtracking generates fewer partial embeddings. Because the backtracking generates only valid partial embeddings, they decrease if matching starts from query vertices that have fewer valid partial embeddings. VF2 \cite{4} uses a matching order such that, for arbitrary $i$, query vertices $u_1, u_2, \ldots, u_i$ induce one
connected component. With this ordering, the backtracking can ignore candidate vertices that is not adjacent to the partial embedding generated in the previous step. In addition to the connectivity, QuickSI [13] considers rarity of labels to start matching from a substructure of a query graph that is rare in a data graph. Recent methods perform candidate filtering and matching order selection simultaneously. TurboISO [2] and CFL-Match [1] filter candidates using an approximate isomorphism test between a data graph and a spanning tree of a query graph. Then, they estimate the number of partial embeddings by capturing connectivity between candidate vertices and start matching from a substructure with fewer partial embeddings. The existing methods above focus on structural analyses before the backtracking. In contrast to them, our method prunes partial embeddings on-the-fly during the backtracking. Note that we can also combine our method and structural analyses to obtain higher performance.

The second problem setting is one-versus-many; it takes one query graph and many small data graphs and finds data graphs that contain the query graph. For this purpose, ‘filter-and-verify’ is a common approach. This approach builds an index that summarizes each data graph in advance. For a given query, the ‘filter’ step uses the index to extract data graphs that may contain the query graph. Then, the ‘verify’ step uses an exact isomorphism test to check that those graphs contain the query graph. In this problem setting, most studies focus on how to summarize a data graph because it determines accuracy of the ‘filter’ problem setting, most studies focus on how to summarize a data graph because it determines accuracy of the ‘filter’ step. For example, they captures paths [2, 6] and frequent a data graph because it determines accuracy of the 'filter'

We named each constraint for convenience in this paper. In general, these constraints do not have well-accepted names.

### 3. PRELIMINARIES

This section gives a problem definition, terminology, and a baseline algorithm discussed in the following sections.

#### 3.1 Problem Definition

This paper focuses on vertex-labeled undirected graph $G = (V_G, E_G, \Sigma, \ell)$. $V_G$ is a set of vertices, $E_G \subseteq V_G \times V_G$ is a set of edges, $\Sigma$ is a set of labels, $\ell$ is a function that maps a vertex to its label. In subgraph matching, $G$ is called a data graph. This paper also considers query graph $Q = (V_Q, E_Q, \Sigma, \ell)$ whose vertices are numbered like $u_1, u_2, \ldots, u_n$.

**Definition 1 (Subgraph isomorphism).** $Q$ is subgraph isomorphic to $G$ if we can define an embedding $M : V_Q \rightarrow V_G$ that satisfies the following constraint:

1. **Label constraint:** $\forall u_i \in V_Q, \ell(u_i) = \ell(M(u_i))$.
2. **Edge constraint:** $\forall (u_i, u'_i) \in E_Q, (M(u_i), M(u'_i)) \in E_G$.
3. **Injection constraint:** $\forall u_i, u'_i \in V_Q, u_i \neq u'_i \Rightarrow M[u_i] \neq M[u'_i]$.

**Definition 2 (Subgraph matching).** Given query graph $Q$ and data graph $G$, subgraph matching is a problem to enumerate all the subgraph isomorphic embeddings of $Q$ in $G$.

While subgraph matching requires to enumerate all the embedding, it is often impractical because the number of embeddings may cause the combinatorial explosion. Hence, it is a common practice to stop enumerating if the number of found embeddings reaches a specific threshold (e.g., 1000).

#### 3.2 Terminology

Table 1 lists important symbols used in this paper. We additionally define some notations and terms.

**Definition 3 (Representation of embeddings).** This paper considers $M$ a set of pairs of query vertex $u_i$ and data vertex $v$. Specifically, $(u_i, v) \in M$ if and only if $M$ maps $u_i$ onto $v$ (i.e., $v = M(u_i)$).

**Definition 4 (Domain and range of embeddings).** A domain and a range of embedding $M$ are defined as follows, respectively: $\text{dom}(M) = \{ u_i \mid (u_i, v) \in M \}$ and $\text{ran}(M) = \{ v \mid (u_i, v) \in M \}$.

For example, $M = \{(u_1, v_1), (u_2, v_2), (u_3, v_5), (u_4, v_8)\}$ is an embedding of $Q$ in $G$ shown in Fig. 1. We also have $\text{dom}(M) = \{ u_1, u_2, u_3, u_4 \}$ and $\text{ran}(M) = \{ v_1, v_2, v_5, v_8 \}$.

**Definition 5 (Complete embedding).** We say that $M$ is a complete embedding if $M$ is an isomorphic embedding and $\text{dom}(M) = V_Q$.

We also use $\hat{M}$ for an embedding and call it a partial embedding to emphasize that this embedding may not be a complete embedding. The reader should be aware that a complete embedding is a special case of a partial embedding.

#### 3.3 Backtracking in Subgraph Matching

Algorithm 1 shows a simple backtracking algorithm for subgraph matching. Recursive function SEARCH takes partial embedding $M$ and candidate set $C$. The simplest way to obtain $C$ is to extract data vertices that have the same label as a query vertex as follows:

$$C[u_i] = \{ v \in V_G \mid \ell(v) = \ell(u_i) \}.$$  \hspace{1cm} (1)

A function call SEARCH($\emptyset, C$) starts the search. This function reports $\hat{M}$ if it is a complete embedding and returns (lines 2–5). Otherwise, the function removes candidates in $C$ that do not satisfy the edge constraint (line 6). The edge constraint requires data vertices $M[u'_i]$ to be adjacent if query vertex $u_i$ and $u'_i$ are adjacent. In other words, we must have $M[u'_i] \in N(M[u'_i])$ if $u'_i \in N(u_i)$ and
Algorithm 1 Backtracking Search

Input: Query graph Q and data graph G
Output: All the embeddings of Q in G

1. function SEARCH(M, C)
2. \(k \leftarrow |M|\)
3. if \(k = |V_Q|\) then
4. Report M as a complete embedding
5. return
6. \(C' \leftarrow \) Candidates refined with the edge constraints (Eq. 2)
7. for each \(v \in C'[u_{k+1}]\) do
8. if \(v \notin \text{ran}(M)\) then
9. SEARCH(M \cup \{(u_{k+1}, v)\}, C')

end

\(u'_i \in \text{dom}(\hat{M}).\) Hence, \(C\) is refined as follows for each query vertex \(u_i:\)

\[
C'[u_i] = C[u_i] \cap \bigcap_{u'_i \in N(u_i) \cap \text{dom}(\hat{M})} N(M[u'_i]). \quad (2)
\]

Since \(\hat{M}\) contains mappings of \(u_1, u_2, \ldots, u_k\), the next step maps \(u_{k+1}\) onto one of \(v \in C'[u_{k+1}]\) (line 7). If \(v\) is not used in \(M\) (line 8), it maps \(u_{k+1}\) onto \(v\) in extended partial embedding \((M \cup \{(u_{k+1}, v)\})\) and recurses with it and \(C'\) (line 9). Thus, the backtracking enumerates all the complete embeddings by mapping each query vertex so that the partial embedding satisfies the label constraint (Eq. 1), the edge constraint (line 6), and the injection constraint (line 8).

4. METHOD

This section first presents our main idea for pruning and then details of our proposal.

4.1 Main Idea

Our idea is to learn from search failures that occurred during backtracking and to avoid repeating the same failures. A search failure occurs when a partial embedding contains a vertex mapping that violates any of the three constraints shown in Definition 1. As long as a partial embedding contains a mapping that causes a search failure, it causes a search failure no matter how the other mappings are changed. Thus, our method extracts a pattern (i.e., a set of mappings) that violates the constraints every time it encounters a search failure. The subsequent search prunes partial embeddings that match the extracted patterns. By avoiding search failures that preconditions cannot find, this method improves the performance of subgraph matching.

4.2 Pruning with Dead-end Patterns

This section details our pruning method, referencing the naive backtracking-based search (Algorithm 1). First, we define the following terms.

Definition 6 (Dead-end pattern). Let \(D\) be a partial embedding. \(D\) is a dead-end pattern, or simply a dead-end, if a complete embedding \(M\) such that \(D \subseteq M\) does not exist. We also use predicate \(\text{Dead}(D)\), which is true if and only if \(D\) is a dead-end.

‘Dead-end’ is a metaphor of paths in the backtracking search tree that never yield complete embeddings. To prune unnecessary partial embeddings using dead-end patterns, our method adds the following two procedures in function \(\text{SEARCH}\): (i) extracting a dead-end pattern at the end of the function and (ii) pruning a partial embedding that matches any of the dead-end patterns. The first procedure extracts a subset of mappings in partial embedding \(\hat{M}\) as dead-end pattern \(D\) if the recursive search starting from \(\hat{M}\) fails to find complete embeddings. \(D\) is added to the set of dead-end patterns \(\mathcal{D}\). We detail how to extract dead-end patterns in the next section. The second procedure first checks if newly generated partial embedding \(\hat{M} \cup \{(u_{k+1}, v)\}\) (line 9) of Algorithm 1 matches any of \(D \subseteq \mathcal{D}\).

Definition 7 (Matching with dead-end patterns). Let \(\hat{M}\) be a partial embedding and \(D\) be a dead-end pattern. \(\hat{M}\) matches \(D\) if \(D \subseteq \hat{M}\).

It skips the recursive call of \(\text{SEARCH}\) if the partial embedding matches. Thus, the dead-end pattern extraction and the pruning differentiate our method from the naive backtracking.

4.3 Dead-end Pattern Extraction

By Definition 6, \(\hat{M}\) is a dead-end pattern as-is if it is a subject of the dead-end pattern extraction. However, since the backtracking generates different partial embeddings for each time, \(\hat{M}\) as a dead-end pattern never matches any partial embeddings in the subsequent process of the backtracking. To obtain dead-end patterns that match many partial embeddings, we need to design rules for extracting a small subset of the vertex mappings from partial embeddings. Extraction rules give a dead-end mask, defined as follows:

Definition 8 (Dead-end mask). Let \(\hat{M}\) be a partial embedding and be a dead-end. A set of query vertices \(\Gamma\) is a dead-end mask of \(\hat{M}\) if it holds the following formula:

\[
\Gamma \subseteq \text{dom}(\hat{M}) \land \text{Dead}\left(\{(u, v) \in \hat{M} \mid u \in \Gamma\}\right). \quad (3)
\]

By using dead-end mask \(\Gamma\) of \(\hat{M}\), we can extract dead-end pattern \(D = \{(u, v) \in \hat{M} \mid u \in \Gamma\}\).

The dead-end masks differ depending on the reason for search failures. In Algorithm 1, we can find the following three reasons: (i) \(C'[u_{k+1}]\) is empty (line 7), (ii) all the candidates make \(\hat{M} \cup \{(u_{k+1}, v)\}\) non-injective (line 8), and (iii) the recursive calls of \(\text{SEARCH}\) fail to find a complete embedding (line 9). In addition, our method prunes the partial embedding if it matches a dead-end pattern. Thus, it has four reasons for search failures. For each reason, the following subsections detail rules that give a dead-end mask.

4.3.1 Case 1: Empty Candidate Set

If the candidate refinement (line 7) returned an empty candidate set for some query vertices, the search inevitably fails in the subsequent processes of the backtracking. The following lemma gives a dead-end mask for this case.

Lemma 1 (Dead-end mask for the ‘empty candidate set’ case). Let \(u_i\) be a query vertex. \(\Gamma = N(u_i) \cap \text{dom}(\hat{M})\) is a dead-end mask of \(\hat{M}\) if \(C'[u_i] = \emptyset\).

Proof. Let us assume \(\Gamma\) is not a dead-end mask. Then, \(\Gamma\) does not hold Eq. 3. Since we have \(\Gamma \subseteq \text{dom}(\hat{M})\) from its definition, and hence there is complete embedding \(M\) such that \(\{(u_j, v) \in \hat{M} \mid u_j \in \Gamma\} \subseteq \hat{M}\). By substituting \(M\) to \(\hat{M}\) in Eq. 2 we obtain \(C_M[u_i] = C[u_i] \cap \bigcap_{u'_i \in N(u_i)} N(M[u'_i])\).
Since $M$ satisfies the edge constraint, $M[u_1] \in C_M[u_1]$. However, we have $C_M[u_1] \subseteq C[u_1] \cap \bigcap_{v \in N(M[u_1])} C^v[u_1] = C[u_1] = \emptyset$ because $\Gamma \subseteq N(u_1)$ and $\forall u_2 \in \Gamma, M[u_2] = M[u_1]$. This contradicts $M[u_1] \in C_M[u_1]$. Therefore, $\Gamma$ holds Eq. (5).

\section{Case 2: Non-injective Mapping}

For ease of discussion, we denote extended partial embedding $M \cup \{(u_{k+1}, v)\}$ at line 9 by $M_+$. The if-statement at line 8 prevents the recursive call with non-injective $M_+$, whose dead-end mask is given by the following lemma.

\lemma{2}{(Dead-end mask for the ‘non-injective mapping’ case). Let $M_+$ be a partial embedding that violates the injection constraint. Due to the violation, there exist $u_{i_1}$ and $u_{i_2}$ such that $M_+[u_{i_1}] = M_+[u_{i_2}]$. Then, $\Gamma_* = \{u_{i_1}, u_{i_2}\}$ is a dead-end mask of $M_+$.}

\proof{Notice that Lemma 2 gives a dead-end mask of $M_+$ while Lemma 3 gives a dead-end mask of $M$. We later describe how to convert a dead-end mask of $M_+$ to that of $M$.}

\section{Case 3: Dead-end Pruning}

$M_+$ is pruned if it matches dead-end pattern $D \in D$. In this case, we can obtain a dead-end mask from $D$.

\lemma{3}{(Dead-end mask for the ‘dead-end pruning’ case). Let $D$ be a dead-end pattern. $\Gamma_* = \text{dom}(D)$ is a dead-end mask of $M_+$ if $D \subseteq M_+$.}

\proof{Additionally, $\Gamma_* \subseteq \text{dom}(M_+)$ holds. Therefore, $\Gamma_*$ is a dead-end mask of $M_+$.}

\section{Case 4: Failing Recursion}

Algorithm 3 recursively calls $\text{Search}$ with $\hat{M}_+$. If $\hat{M}_+$ is a dead-end, the callee is responsible for extracting a dead-end pattern. By Lemma 3, the callee can obtain a dead-end mask of $\hat{M}_+$ from the dead-end pattern extracted in the callee.

\section{Dead-end Mask Aggregation}

To extract a dead-end pattern from $\hat{M}$, function $\text{Search}$ needs a dead-end mask of $\hat{M}$. It is a subset of $\{u_1, u_2, \ldots, u_k\}$ by Definition 3. However, Lemma 2 and 3 give a dead-end mask of $\hat{M}_+$, which may contain $u_{k+1}$ because $\hat{M}_+ \in C^v[u_{k+1}]$. Thus, we need to convert a dead-end mask of $\hat{M}_+$ to that of $M$.

Lemma 2 and 3 is used in the loop over $v \in C'[u_{k+1}]$ (line 7), and so we have dead-end masks for each $\hat{M}_+ = \hat{M} \cup \{(u_{k+1}, v)\}$. From them, we can compute $\Gamma_*$, a set of query vertices, defined as follows:

$$\Gamma_* = \bigcup_{v \in C'[u_{k+1}]} \left( \text{dead-end mask of } \hat{M} \cup \{(u_{k+1}, v)\} \right).$$

Here, the following lemma holds for $\Gamma_*$.

\lemma{4}{(Dead-end mask aggregation). If $C'[u_{k+1}] \neq \emptyset$ holds, $\Gamma$ defined as follows is a dead-end mask of $\hat{M}$:

$$\Gamma = \begin{cases} \Gamma_* \cup N(u_{k+1}) \cap \text{dom}(\hat{M}) & \text{if } u_{k+1} \in \Gamma, \\ \Gamma_* & \text{if } u_{k+1} \notin \Gamma. \end{cases}$$

\proof{Since the case of $u_{k+1} \notin \Gamma_*$ is trivial, consider the case of $u_{k+1} \in \Gamma_*$. Letting $\Gamma' = \Gamma_* \cap \text{dom}(\hat{M})$, $D = \{(u_i, v) \in \hat{M} | u_i \in \Gamma_*\}$, and $v \in C'[u_{k+1}]$, $D \cup \{(u_{k+1}, v)\}$ is a dead-end pattern because it is a superset of the dead-end pattern extracted from $\hat{M} \cup \{(u_{k+1}, v)\}$. Hence, $D_* = \{D \cup \{(u_{k+1}, v)\} | v \in C'[u_{k+1}]\}$ is a set of dead-end patterns. Here, if we assume $\Gamma$ is not a dead-end mask of $\hat{M}$, there exists complete embedding $M$ such that $\{(u_i, v) \in \hat{M} | u_i \in \Gamma\} \subseteq M$. Letting $C_M[u_{k+1}]$ be a candidate set obtained by substituting $M$ for $\hat{M}$ in Eq. 2, $C_M[u_{k+1}] = C'[u_{k+1}]$ since $\text{N}(u_{k+1}) \cap \text{dom}(\hat{M}) \subseteq \Gamma$. Thus, $\exists D_* \in D_*$, $D_* \subseteq M$ because $M[u_*] = M[u_i]$ for $u_i \in \Gamma$ and $M[u_{k+1}] \in C'[u_{k+1}]$. Therefore, $\hat{M}$ is a complete embedding that contains a dead-end pattern. By contradiction, $\Gamma$ is a dead-end mask of $\hat{M}$. Thus, we obtain a dead-end mask $\Gamma$ of $\hat{M}$. Function $\text{Search}$ use this for extracting a dead-end pattern from $\hat{M}$.}

\section{Management of Dead-end Patterns}

For simplicity, Section 4.2 described that our method records dead-end patterns in set $D$ and prunes partial embeddings if they match dead-end patterns in $D$. However, this mechanism is impractical if it is straightforwardly implemented because of spatial and temporal limitations. From the spatial aspect, the number of dead-end patterns may increase up to the number of all the possible combinations of candidate vertices (i.e., $|C[u_1]| |C[u_2]| \ldots |C[u_n]|$). Thus, the size of $D$ may exceed the memory capacity. From the temporal aspect, the pruning incurs overheads to check if the partial embedding contains a dead-end pattern in $D$. If we employ linear search over $D$ and element-wise set containment tests, the overheads will be unacceptably large. For making our pruning method feasible, this section introduces two techniques to efficiently manage dead-end patterns.

\subsection{Dead-end Patterns in Fixed-size Hash Table}

To mitigate the spatial and temporal issues, we employ a hash table to store dead-end patterns. The key in the table is a vertex mapping (i.e., a pair of a query vertex and data vertex) added to the partial embedding at last. Specifically, letting $A$ be a hash table and $M = \{(u_1, v_1), (u_2, v_2), \ldots, (u_k, v_k)\}$ be a dead-end partial embedding, a dead-end pattern extracted from $M$ is stored at $\Delta[u_k, v_k]$. This is because the last mapping is most rarely overwritten. We can also look up a dead-end pattern that may match the partial embedding by using its last mapping as a key. This can be done in $O(1)$ time.

\subsection{Numeric Representation of Dead-end Patterns}

Storing dead-end patterns in the hash table offers efficient look-ups of dead-end patterns. However, since dead-end pattern $D$ contains up to $|V_2|$ mappings, it requires $O(|V_2|)$ time to check if partial embedding $\hat{M}$ matches $D$ (i.e., $D \subseteq \hat{M}$). This matching check is performed frequently, and thus largely affects the performance.
To address this problem, our method represents a dead-end pattern with a single integer. This enables the matching check in $O(1)$ time. Due to the space limitation, we here describe the basic idea only. Our idea is based on the property of recursive calls in the backtracking. Specifically, it exploits that function $\text{SEARCH}$ is called with unique partial embedding $M$ for each call. With this property, we use the call count of $\text{SEARCH}$ as an ID number (embedding ID) of partial embeddings. For example, letting $\nu(M)$ be a function that maps partial embedding $M$ to its embedding ID, we have $\nu([u_1, v_1]) = 1$, $\nu([u_1, v_2], (u_2, v_2)) = 2$, and $\nu([u_1, v_1], (u_2, v_2), (u_3, v_3)) = 3$ in the search tree shown in Fig. 2(b).

However, there are still two problems in the numeric representation of dead-end patterns. First, a partial embedding may lack some of them. To mitigate this problem, we use the following condition:

$$\nu([u_1, v_1]) = \nu([u_1, v_2], (u_2, v_2)) = \nu([u_1, v_1], (u_2, v_2), (u_3, v_3))$$

This condition equals that $\nu$ holds $\nu([u_1, v_1]) = \nu([u_1, v_2], (u_2, v_2)) = \nu([u_1, v_1], (u_2, v_2), (u_3, v_3))$. Since its location tells the last mapping of the dead-end pattern, we can ignore the last mapping in conversion from the dead-end pattern to an embedding ID. Specifically, when we extract a dead-end partial from $M$ using its dead-end mask $\Gamma$, we can prune dead-end partial embeddings. It internally uses representation of dead-end patterns. First, a partial embedding $\hat{M}$ is a dead-end (line 21); otherwise, it returns an empty set (line 19). The latter condition is checked to avoid access to undefined value $\hat{M}[u_k]$. This condition equals that $\hat{M}$ is a dead-end and $\hat{M}$ is not empty (line 19). The latter condition is checked to avoid access to undefined value $\hat{M}[u_k]$ if $M = \emptyset$. Last, the algorithm returns a dead-end mask if $M$ is a dead-end (line 21); otherwise, it returns an empty set (line 22).

This algorithm holds the following property.

**Theorem 1** (Completeness). Algorithm 2 reports all the embeddings of query graph $Q$ within data graph $G$.

**Proof.** Compared with the naive backtracking (Algorithm 1), this algorithm searches differently because of matching with dead-end patterns at line 14. From Lemma 2 and 3, partial embedding $M$ is a dead-end if it holds $\Delta[\hat{M}[u_k+1], v] \subseteq M$. From Definition 6, dead-end partial embeddings do not yield a complete embedding. Therefore, this algorithm reports all the complete embeddings even if it prune dead-end partial embeddings. □

5. EVALUATION
This section evaluates the performance of our algorithm. We implemented our algorithm with structural analysis-based pruning and matching order selection that are proposed in CFL-Match, the state-of-the-art method [1]. The evaluation also uses CFL-Match, QuickSI [13], and GraphQL [8] for comparison. Quick SI and GraphQL shows high performance in [10]. We obtained an implementation of CFL-Match from its author and implementations of Quick SI and GraphQL from the author of [10]. Our machine is equipped with Intel Xeon E5-2697 v2 and 128GB memory. We use yeast and human as a data graph, which are widely used in the previous studies [1, 7, 8, 12, 13, 16]. Both are a protein-protein interaction network. yeast has 3112 vertices, 12519 edges, and 71 vertex labels. human has 4674 vertices, 86282 edges, and 44 vertex labels. We generate query graphs by extracting a connected component in a data graph with a random walk. In the experiments, each algorithm processes a query set that contains 10000 queries. Query sets vary in the number of vertices in a query graph. If an algorithm cannot process a query set in one day, we consider it Do-Not-Finish (DNF). Since it may be impractical to enumerate all the embeddings due to the combinatorial explosion, we stop enumerating if 1000 embeddings are found, similarly to [7].

5.1 Query processing time

First, we compare query processing time to evaluate the performance improvement yielded by dead-end pruning. Fig. 3 shows the result. Ours, QSI, GQL, and CFL represent our method, QuickSI, GraphQL, and CFL-Match, respectively. All the methods become DNF for 40-vertex queries on yeast and 14-vertex queries on human. As a whole, our method shows the best performance for almost all the query size and data sets. It is especially efficient for large-scale queries. For example, it shows 1000 times higher performance for 26–36-vertex queries on yeast. As shown in Fig. 4, the effectiveness of the existing methods sensitively depend on structures of given graphs. This matters more seriously for larger queries because they have the more combinations of candidate vertices. Compared with the existing methods, our method prunes unnecessary searches by dead-end pruning. This reduces the sensiveness to graph structures. Thus, our method can reduce processing time even for large queries.

5.2 The number of pruning

Next, to understand what offers the performance improvement, we focus on the number of recursive calls of function SEARCH (Algorithm 2). This experiment compares the number of calls between our method (‘Ours’) and our method without dead-end pruning (‘No pruning’) that is identical to ‘Ours’ except that it lacks lines 14 and 15 of Algorithm 2. The difference in the number of recursive calls shows an effect of dead-end pruning. Fig. 4 shows the result. We omit the results for queries which have over 20 vertices on yeast and over 9 vertices on human because those cause DNF for ‘No pruning’. The number of recursion shows that there are few prunings for small queries, but it increases as the size of queries increase. For example, ‘No pruning’ recurses about $6.7 \times 10^{10}$ times for 18-vertex queries on yeast, but ‘Ours’ recurses only about $2.4 \times 10^7$ times. This is because larger queries tend to involve more search failures. The number of violations of the injection constraint and the edge constraint increases along with the number of vertices and edges in the query graph. Our method significantly improves the performance by reducing search failures caused by these reasons. Our method also shows the comparable performance for small queries. This is because the overheads for dead-end pruning is small owing to the efficient management of dead-end patterns described in Section 4.4.

6. CONCLUSION

Subgraph matching is widely used, but it suffers from high computational cost due to its NP-hardness. This paper propose a subgraph matching algorithm that improves the performance by learning from failures. Specifically, it generates dead-end patterns from partial embeddings that caused a search failure during the backtracking and, in the subsequent process, prunes partial embeddings that match dead-end patterns. The experimental results show that our method is up to 10000 times faster than existing methods.
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