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Abstract

Incorporating representations of human decision-making that are based on social science theories into social-ecological models is considered increasingly important – yet choosing and formalising a theory for a particular modelling context remains challenging. Here, we reflect on our experiences of selecting, formalising and documenting psychological and economic theories of human decision-making for inclusion in different agent-based models (ABMs) of natural resource use. We discuss the challenges related to four critical tasks: How to select a theory? How to formalise a theory and how to translate it into code? How to document the formalisation? In this way, we present a systematic overview of the choices researchers face when including theories of human decision-making in their ABMs, reflect on the choices we made in our own modelling projects and provide guidance for those new to the field. Also, we highlight further challenges regarding the parameterisation and analysis of such ABMs and suggest that a systematic overview of how to tackle these challenges contributes to an effective collaboration in interdisciplinary teams addressing socio-ecological dynamics using models.
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1. Introduction

Incorporating representations of human behaviour in social-ecological models contributes to a better understanding of the often complex interactions between humans and their natural environment, and it offers possibilities for experimentation with strategies or policies aimed at changing behaviour (Jager & Ernst, 2017; Schulze et al., 2017). Agent-based models (ABMs) allow for incorporating human behaviour into a model since they enable representing individual agents, their decision-making and the interactions among themselves and with their environment.

Humans often make decisions following norms, habits, heuristics and different learning strategies, among other factors (e.g. World Bank, 2015), and such processes are also included in simulation models (Heckbert et al., 2010; Yu et al., 2019). In particular, decision strategies that employ social influences (e.g. norms) may trigger processes of social diffusion, i.e., the spread of innovations in a social system. Such processes may result in tipping points in social systems (Nyborg et al., 2016), and are the subject of theories on human decision-making developed in the social sciences. Here, we focus in particular on decision-making of individuals, and particularly on theories from behavioural economics, social and environmental psychology, which are commonly used to model individual decision-making in stable social and ecological contexts. Not only the social context influences human decision-making and behaviour: There is increasing evidence that human decision-making and behaviour in natural resource contexts is also influenced by the biophysical conditions in a particular place (Masterson et al., 2017; Muhar et al., 2018).

Following the modelling perspective taken in Groeneveld et al. (2017), a specific theory is rooted either in

- rationality (i.e. actors with consistent and well-defined preferences, choosing options best meeting their preferences and taking into account all relevant information),
- bounded rationality (i.e. deviating from one or more of the assumptions of rationality; Levine et al., 2015; Simon, 1955), or
- non-rationality (i.e. actors do not actively pursue any explicit or implicit goal in their decision-making but, for instance, choose randomly).

Although many theories on human decision-making related to these three backgrounds or meta-theories exist, their use in social-ecological modelling has been very limited to date (Groeneveld et al., 2017). Instead, modellers, for instance working on coupled human-natural systems (An, 2012) or land use/cover change (Groeneveld et al., 2017) often develop ad-hoc implementations of human behaviour to represent the decision processes observed in the field, or they base the decision model on meta-theories of the (bounded) rational actor.

Depending on the model context and purpose, ad-hoc implementations of human decision-making may be perfectly reasonable. For instance, engaging stakeholders in participatory modelling where they set up the agents’ rules is an obvious model purpose that almost prohibits using a theory. In addition, big data together with data mining methods predicting human decision-making does not require any underlying theory of individual decision making. It has been even discussed that such methods may make the use of theories obsolete (Anderson, 2008). We do not discuss machine learning and big data approaches here, since our focus is on models that try to increase our understanding how actors behave from an individual perspective. For many model contexts and purposes, building ABMs on existing theories on human decision-making can have manifold benefits. First, informing a model with a behavioural theory fosters (a) re-using and comparing models since these theories could serve as a common denominator. Reusing and comparing models can save time and accelerate scientific advancements as well as foster the development of theory (Bell et al., 2015; Crooks et al., 2008). (b) Theory-based models can be used to test alternative theories with empirical data (Klabunde & Willekens, 2016; Silverman et al, 2011). This can inform theory development, since theories are not always well-established and backed up by empirical data, and modelling may point out inadequacies (Davis et al., 2018). For instance, many psychological and economic theories on human decision-making are based on drivers of decision-making and end with the decision or performance of the behaviour. Therefore, how the behaviour of many individuals (macro level) shapes the social and ecological setting that determines the decision-making of an individual (micro-level) in a subsequent stage is not addressed. ABMs are a useful tool to study these micro-macro interactions as they simulate macro-level properties and behaviours that influence future choices of individual agents. Second, specifically considering psychological and economic theories of human decision-making can have additional benefits: (c) Incorporating such theories into the decision process fosters modelling
of behavioural drivers and processes that may yield insights into the possible societal responses to different events and policy measures or changes in the biophysical environment. (d) At the same time, to base an agent’s decision-making on a theory can help narrow down the seemingly endless options of what could be included in the model to those processes that are deemed relevant by the theory (Edmonds, 2017). (e) Finally, this approach may provide a common framing in interdisciplinary teams and facilitate communication between modellers and social scientists not yet familiar with the other domain (Davis et al., 2007).

Not surprisingly, the importance of incorporating representations of human decision-making that are based on social science theories is also being increasingly acknowledged for social-ecological models (Elsawah et al., 2020). Choosing a relevant theory/theories of human decision-making and formalising them remains difficult (see, e.g., Jager, 2017; Poile & Safayeni, 2016). There are several reasons why explicitly including theories in a model is challenging (Davis et al., 2018; Schlüter et al., 2017). The largest hurdle is the more descriptive nature of most theories on human decision-making, which are presented as narratives: Theories provide far less detail than what is required for a simulation model (Poile & Safayeni, 2016) or sometimes even to derive testable hypotheses from them (Sullivan, 2002) and compare theories (West et al., 2019). As a consequence, different formalisations of the same theory are possible, as demonstrated for the Theory of Planned Behaviour by Mueller & Filatova (2018). Second, the modeller is confronted with an abundance of different theories on human decision-making that often overlap and apply to different levels of aggregation, which makes it difficult to a) obtain an overview of the wide field of theories that address human decision-making and b) find theories that fit a specific context. Third, psychological theories are often expressed as correlations between theoretical constructs (Jager, 2017). When formalising such theories in computational models, these correlations first need to be translated into causal relationships allowing for simulation.

Several steps have already been taken to facilitate the inclusion of theories of human decision-making, specifically in ABMs. First, literature reviews have compiled theories that have been used in models (An, 2012; Cooke et al., 2009; Groeneveld et al., 2017; Jager, 2017; Klabunde & Willekens, 2016) as well as those that could potentially be useful in models (Brenner, 2006; Meyfroidt, 2013). Second, the MoHuB (Modelling Human Behaviour) framework supports the formalisation of theories on human decision-making of a natural resource user in social-ecological models by providing a common language to describe, compare and communicate alternative theories (Schlüter et al., 2017). West et al. (2019) pursue a similar purpose by providing a formal system for describing theories based on a library of constructs of its components and relationships between pairs of constructs. Third, Poile and Safayeni (2016) point out that, due to missing details in theories, many different assumptions can be taken to formalise a theory. Different combinations of these assumptions can lead to equifinality, i.e., identical outcomes stemming from different processes. The authors illustrate how this can be a problem with a simple simulation aiming at replicating a social psychological experiment. There is little in the literature that reviews concrete formalisations of theories into computer models, with the exception of Jager (2017) who provides a few detailed descriptions using example models. However, there is sufficient evidence that a specification problem exists, and a systematic overview of the theories and related assumptions that are incorporated when formalising human decision-making in an ABM is overdue.

This is where our paper steps in. We aim to encourage and guide modellers to incorporate theories of human decision-making into a computational model by sharing our experiences. We reflect on the practice of explicitly exploring human decision-making in models of social-ecological systems. By discussing those examples and reflecting on common challenges the reader learns about how to go from ambition to implementation. To follow up on the challenges described by Schlüter et al. (2017), we identified four tasks of i) finding psychological and economic theories about individuals taking decisions, ii) formalising and iii) implementing them and iv) documenting their implementation in ABMs. We demonstrate these tasks with models from three different resource use contexts (a fishery, a pastoral system and an abstract ecosystem services model for climate regulation) and highlight the possibilities, difficulties and choices one faces when incorporating a theory on human decision-making into a social-ecological ABM. We do not provide off-the-shelf solutions for formalising and implementing particular theories but rather demonstrate and reflect on the process from theory selection to formalisation, implementation and documentation. To do so, we propose a systematic set of tasks, more detailed questions as well as existing material we used that can help guide other modellers to incorporate theories of human decision-making into a computational model. These tasks refer to the model design and formulation and the implementation phases of the modelling cycle (Schmolke et al., 2010). For each task, we describe and reflect upon our experiences tackling them in the context of developing ABMs of natural resource use.
The remainder of the paper is organised as follows: section 2 introduces the three ABMs we are using as showcase models to describe our experiences and provides an overview of the theories used; section 3 shares our experiences regarding the four main challenges divided into four tasks for including theories of human decision-making into ABMs tackled here, namely, how to select a theory (section 3.1), how to formalise it (section 3.2), how to implement it (3.3) and how to document the formalisation (section 3.4). Section 4 points out issues related to theory implementation in later stages of the modelling cycle; and section 5 concludes.

2. Showcase models and theories to highlight our experiences

Throughout the paper, we often refer to specific theories of human decision-making, and all the theories used in our showcase models are summarised in Table 1. Table S1 in the Supplementary Material provides an overview of all other theories mentioned. Furthermore, when describing the decision-making process of an agent, we use the terminology introduced by Schlüter et al. (2017), namely:

- **State**: internal state of an individual
- **Behavioural options**: a set of options from which the individual can choose
- **Perception**: the process of sensing the surrounding social and biophysical environment
- **Evaluation**: the process of determining the significance, worth, or condition of the perceived state of the social and biophysical environment
- **Selection**: the process of choosing a behaviour from the set of perceived behavioural options
- **Behaviour**: the process of executing the chosen behavioural option

### Table 1: Overview of the (meta-) theories used in the showcase models.

| Theory                                      | Main assumptions                                                                 | Key references                  | Showcase models |
|---------------------------------------------|----------------------------------------------------------------------------------|---------------------------------|-----------------|
| Bounded rationality / satisficing          | Bounded rationality: meta-theory assuming that rationality is limited by the available information and cognitive capacity | Giguerenzer and Selten (2001)  | Daisyworld      |
|                                            | Satisficing: selection process that aims at reaching an aspirational level       | Simon (1955)                   | FIBE            |
|                                            |                                                                                  |                                 | RAGE            |
| Descriptive norm / focus theory of normative conduct | Observing the behaviour of the majority or a reference group can impact a person’s behaviour | Cialdini et al. (1990; 1991) | Daisyworld      |
|                                            |                                                                                  |                                 | RAGE            |
| Habitual behaviour / reinforcement learning | Habits are behaviours that are often performed without much deliberation and can be formed by repeated performance of a rewarded behaviour (reinforcement learning) | Graybiel (2008), Pavlov (1927), Skinner (1938) | Daisyworld |
| Rational choice                            | Meta-theory assuming maximisation of self-interested utility with perfect knowledge and unlimited cognitive capacity | Frank (1987), Monroe (2001), Simon (1978) | Daisyworld      |
|                                            |                                                                                  |                                 | RAGE            |
| Social learning and imitation              | Behaviour is learnt through observation and imitation of others                  | Bandura (1977)                 | FIBE            |
| Theory of Planned Behaviour                | Behaviour is explained by intentions and perceived behavioural control, i.e., beliefs about control over the behaviour. Intentions are based on attitudes towards the behaviour, subjective norm (approval by important others and willingness to comply with them), and perceived behavioural control | Ajzen (1991, 2012)            | Daisyworld |

Note: See Schlüter et al. (2017) for a more detailed overview of some of the theories listed here.
To explore and systematise the challenges of formalising theories of human decision-making, three ABMs were developed with different natural resource use contexts. These ABMs formalise a similar set of psychological and economic theories of human decision-making by first employing a core set of theories for all models and then complementing individual ABMs with additional theories (Table 2). Our recommendations draw upon our experiences building these three models as well as our experiences and insights from engaging in many other modelling exercises. These three ABM models investigate natural resource use in very different social-ecological contexts as follows.

The expanded Daisyworld model (Janssen, 2016) is a stylised model of resource use that uses the well-established Daisyworld model (Watson and Lovelock, 1983), in which black and white daisies provide ecosystem services for climate regulation. In this expanded model, agents were added to harvest daisies in their locality; the agents decide whether to move and whether to harvest daisies of which colour in each time step. The purpose of the Daisyworld model is to explore the effect of alternative theories of human decision-making on social-ecological dynamics in a generic setting.

The FIBE model (Wijermans et al., 2020) is a fishery model that represents the diversity of fisher behaviours as observed and classified in the (Swedish) Baltic Sea fishery. The purpose of the FIBE model is to explore the consequences of behavioural diversity for the sustainability and management of the fishery. The agents represent fishers, and the fish are the natural resource. The decision-making involves 1) whether the fishers will go fishing and, if so, 2) where they will fish. Fishers belong to one of three different fishing styles and are heterogeneous within each style; the fishing styles are based on an empirical classification that reflects the motivation as well as the practice of fishing (Boonstra & Henriati-Sundberg, 2016). The three fishing styles or types of fishers are the trawler fisher, the coastal fisher and the archipelago fisher, and the decision to fish is characterised by either bounded rational profit maximisation (trawler), bounded rational value maximisation (coastal), or bounded rational value satisficing (archipelago). The decision where to fish is knowledge-based for all styles, but the coastal and trawler fishers both use social information (descriptive norm).

### Table 2: Overview of the showcase models and respective implemented theories.

| Model                  | Content in a nutshell                                           | Implemented (meta-) theories                  | Reasons for theory implementation                                      |
|------------------------|------------------------------------------------------------------|-----------------------------------------------|-----------------------------------------------------------------------|
| Daisyworld (Janssen, 2016) Model code: [link](https://www.comses.net/codebases/4958/releases/1.0.0/) | Stylised model using a generic resource | Bounded rationality / satisficing Descriptive norm Habitual behaviour / reinforcement learning Rational choice Theory of planned behaviour | Exploring the potential theory-dependent diversity in outcomes |
| FIBE (Wijermans et al., 2020) Model code: [link](https://www.comses.net/codebases/4d9fcfac5-7331-4a03-9d83-ab06cbedc143/releases/1.0.0/) | Fishery model representing different fisher behaviours as described and classified in the (Swedish) Baltic Sea fishery | Bounded rationality / maximising Bounded rationality / satisficing Descriptive norm / social learning / imitation | Assessing the implications of motivational and behavioural diversity for the sustainability and management of the fishery |
| RAGE (Dressler et al., 2019) Model code: [link](https://www.comses.net/codebases/5721/releases/1.0.6/) | Stylised model of resource use in a semi-arid rangeland system | Bounded rationality / satisficing Descriptive norm Rational choice | Representing agents on a spectrum between traditional, norm-abiding agents to more profit-oriented agents |
The RAGE model (Dressler et al., 2019) simulates resource use in a stylised semi-arid rangeland system. The agents are pastoralist households raising livestock as their main asset, and all households have the same access rights to all pastures, i.e., a common pool resource. RAGE has been developed as a tool to understand how different human decision-making strategies influence long-term livestock and pasture conditions and whether a change in decision-making can drive the system into a degraded state or counteract such a development. In the RAGE model, three household behavioural types are included: a traditionalist type that values both livestock and pasture condition, a short-term profit maximiser type and a bounded-rational satisficer type.

3. Main tasks, experiences and recommendations

We focus on the four challenges of integrating theories of human decision-making into models as identified by Schütter et al. (2017): the large number and diversity of theories, the focus of most theories on only a certain aspect of decision-making, their varying degree of formalisation, and the lack of specification of causal mechanisms. To address these challenges, we identified four main tasks specific to the inclusion of a particular theory of human decision-making in an ABM (Figure 1): 1) find and select a theory, 2) formalise it, 3) technically translate it into programming code, and 4) document its formalisation. The challenges and tasks do not form a 1-to-1 relationship: Task 1 of finding and selecting a theory clearly addresses the first challenge of the large number and diversity of theories. In addition, the degree of formalisation of a theory can be an important selection criterion. Furthermore, the aspect of decision-making that is covered by a theory is also relevant for its selection. Tasks 2 and 3 are closely linked to the challenging, varying degree of formalisation of theories. Also the need to formalise causal mechanisms is tackled in task 2, since modellers need to formalise how time is treated (what can lead to what?), which criteria are included in the decision-making et cetera. Task 4 on documenting the selection, formalisation and implementation results from the previous three tasks and, thus, addresses all challenges.

Figure 1: Main tasks and specific questions to be considered when including theories of human decision-making in ABMs.
Each of these four tasks can be approached with individual steps, which we formulated as questions and describe in the following sections. These steps belong to the model design and implementation phases of the modelling cycle (Schmolke et al., 2010). Including a particular theory of human decision-making can also influence later phases, and we provide an outlook on how theories can impact these phases in section 4.

3.1 How to find and select a theory?

For the task of finding and selecting one or more suitable theories for a given research question, we identified two questions: 1. How to find theories of human decision-making? 2. Which theory/theories to select? These questions address the first two challenges described by Schlüter et al. (2017), namely, the huge number of available theories of human decision-making and the different scopes of these theories. In the following sections, we share our experiences in how to find relevant theories and provide a list of potential sources (Table 3) and discuss factors that could be relevant for selecting a theory or several theories (summarised in Figure 2).

3.1.1 How to find theories of human decision-making?

Finding theories of human decision-making for one’s own modelling project is an enormous challenge, as different social science disciplines have developed a large variety of theories that could be applied to modelling the decisions of natural resource users (Schlüter et al., 2017). Modellers who already have knowledge about existing theories and the terminology used in psychology and economics could of course search for theories specifically addressing the specific modelling context. Modellers who are not familiar with the discipline-specific terminology are hindered to search for theories with appropriate keywords (for instance to find theories dealing with copying behaviour of others by using keywords such as “imitation” and “social norm”).

Thus far, these theories have not been collected into a single compendium or review; however, there are several existing compilations and other sources that may serve as a starting point (Table 3). Among them are social science encyclopaedias (Table 3) that contain theories on human decision-making, but also many other theories. Thus, modellers who are rather unfamiliar with the subject might find it hard to identify those theories that could be relevant for them. In addition to encyclopaedias, literature reviews, Wikipedia, textbooks and the like can provide an entry point; these can be related to environmental behaviour (e.g. Moore & Boldero, 2017; Table 3) but also about changing health-related behaviour (e.g. Garnett et al., 2018) can be relevant. Here, we focus on psychological and economic theories addressing individual decision-making. Natural resource use often involves common pool resources and collective decision-making (Scarlett et al., 2013). Several sources provided in Table 3 can also serve as starting points for investigating such theories (e.g. Nyblade et al., 2019; Turner et al., 2017; Scarlett et al. 2013).

Other ways of finding relevant theories include cooperating with experts on social science theories, attending context-related conferences, etc. While such contacts are very helpful for finding theories as well as selecting and formalising them, one must first find social science colleagues for such an interdisciplinary collaboration and build a common language. These options are good starting points for modellers seeking potentially relevant theories. However, what is needed is a FAIR (findable, accessible, interoperable, reusable) compilation of decision-making theories with case studies that are domain-relevant (e.g. for natural resource use).

In our joint modelling exercise, all modellers already had experience modelling human decision-making, so we knew where to begin looking for theories. Previously, we also conducted a literature survey of reviews on natural resource use ABMs to inform our framework for describing such theories for modelling purposes (Schlüter et al., 2017). Finally, the decision-making models for the different fishing styles in the FIBE model, i.e., the selection of the set of theories to combine to represent one style, were co-developed with creators of the empirically grounded generic concept of fishing styles reflecting another lens to classify fisher behaviour.
Table 3: Potential sources for finding theories of human decision-making.

| Type of source                          | Main sources                                                                                           | Pros and cons                                                                                       |
|----------------------------------------|--------------------------------------------------------------------------------------------------------|-----------------------------------------------------------------------------------------------------|
| Compiled theories for modelling        | Balke & Gilbert (2014)                                                                                   | + Focus is already on usability in models.                                                          |
|                                        | Brenner (2006)                                                                                           | - Example formalisations are not always available.                                                   |
|                                        | Jager (2017)                                                                                             |                                                                                                     |
|                                        | Meyfroidt (2013)                                                                                          |                                                                                                     |
|                                        | Nyblade et al. (2019)                                                                                     |                                                                                                     |
| Summaries of theories used in ABMs     | Alonso-Betanzos et al. (2017)                                                                            | + Example formalisation already available.                                                           |
|                                        | An (2012)                                                                                               | - Theories that could be useful but have never been used in a model are not included.                |
|                                        | Cooke et al. (2009)                                                                                       |                                                                                                     |
|                                        | Groeneveld et al. (2017)*                                                                                |                                                                                                     |
|                                        | Huber et al. (2018)*                                                                                      |                                                                                                     |
|                                        | Klabunde & Willekens (2016)                                                                             |                                                                                                     |
| Compiled theories for policy makers    | Darnton (2008)                                                                                           | + Extensive overview.                                                                               |
|                                        | Dessart et al. (2019)*                                                                                   | - Translation to modelling world needed.                                                            |
|                                        | Scarlett et al. (2013)                                                                                   |                                                                                                     |
|                                        | Van Vugt et al. (2014)                                                                                   |                                                                                                     |
|                                        | World Bank (2015)*                                                                                       |                                                                                                     |
| Reviews of theories                    | Armitage & Conner (2000)                                                                                 | + Extensive overview.                                                                               |
|                                        | Davis et al. (2015)                                                                                      | + Highlighting most frequently used theories and / or quality criteria.                              |
|                                        | Engler et al. (2019)                                                                                    | - Translation to modelling world needed.                                                            |
|                                        | Frederiks et al. (2015)                                                                                 |                                                                                                     |
|                                        | Garnett et al. (2018)                                                                                     |                                                                                                     |
|                                        | Moore & Boldero (2017)                                                                                  |                                                                                                     |
|                                        | Steg & Vlek (2009)*                                                                                      |                                                                                                     |
| Introductory textbooks for behavioral  | Camerer (2003)                                                                                           | + Extensive overview.                                                                               |
| economics, social and environmental    | Coats (2001)                                                                                             | - Translation to modelling world needed.                                                            |
| psychology, decision theory            | Hewstone et al. (2015)                                                                                  |                                                                                                     |
|                                        | Peterson (2017)*                                                                                         |                                                                                                     |
|                                        | Steg et al. (2012)                                                                                       |                                                                                                     |
| Encyclopaedias of social sciences      | Darity Jr. (2008)                                                                                        | + Extensive overview.                                                                               |
|                                        | Ritzer (2012)                                                                                            | - Hard to identify relevant theories                                                                 |
|                                        | Turner et al. (2017)                                                                                    | - Translation to modelling world needed.                                                            |
| Informal methods                       | Cooperating with experts on social science theories                                                      | + Direct exchange about pros and cons of a specific theory, etc. possible.                          |
|                                        | Attending relevant conferences                                                                          | - Not always easy to find colleagues able to collaborate on a modelling project; need to find a common language. |

Note: * indicates key sources.

3.1.2 Which theory / theories to select?

Selecting theories is clearly context-dependent (also see Brenner, 2006, on selecting theories of learning, and Risjord, 2018, for nursing). According to Edmonds (2012), context not only relates to the specific social-ecological situation one wants to model but also to cognitive and social processes with which the individuals are involved as well as the linguistic framing of communication. Furthermore, some theories can instead be characterised as broader meta-theories with many different aspects that must potentially be considered. A well-known example is bounded rationality, which covers many concepts that can potentially be included in a model (e.g., the amount of information considered by the agents, processing capacity, errors in perception, Gigerenzer and Goldstein, 1996; Kahneman, 2003). While the modelling context influences theory selection, modellers will hardly find exactly one specific theory to match their problem. In the following, we discuss seven factors that may influence the selection of a theory (Figure 2) and, in doing so, aim to provide guidance for modellers new to the field.
Factor 1. The emergent pattern(s) to be modelled (pattern-oriented modelling, Grimm et al., 2005) can favour a family of theories. For example, modelling social diffusion as an emergent pattern suggests theories with a focus on social interaction that address informative and normative social influence (see review in Cialdini & Goldstein, 2004) and theories of social learning and imitation processes (e.g., Bandura, 1977).

Factor 2. The processes of decision-making in a given model context can determine which theories are relevant. Building upon the MoHuB framework for mapping theories of human decision-making (Schlüter et al., 2017), the processes of perception, evaluation, selection and behaviour are potentially relevant for choosing one or several theories. In some contexts, perception, i.e., the process of actually sensing the environment, is highly important, such as when modelling intangible environmental risks (see also Milner-Gulland, 2012). Thus, the envisioned ecological dynamics in the model could play a role in choosing a theory, especially since we did not find many theories on human decision-making that consider the biophysical environment. The selection process can involve several types, including imitation, optimisation or satisficing (Schlüter et al., 2017) that can also hint at a specific theory; for instance, imitating others can be explained by the theory on imitation, persuasion, normative influence or social learning.

Factor 3. The behaviour and the available behavioural options to be included in the model may hint at certain theories. For example, modelling everyday decisions advocates theories on habits and how to overcome them or the use of fast and frugal heuristics (Gigerenzer & Goldstein, 1996). The latter suggests that decision problems are solved with simple rules focusing on only one aspect of the decision problem. Whether memory and learning must be considered in the decision process further helps to identify the appropriate theory; decision-making relying on memorised experience may be better described according to the approach of case-based reasoning (Aamodt & Plaza, 1994), which states that decision problems are solved based on experience with similar problems. This not only relates to how a decision is taken, but which one(s). For instance, behaviour aimed at reducing health risks suggests the Protection Motivation Theory (Maddux & Rogers, 1983, implemented, e.g., in Abdulkareem et al., 2018). This theory is actually a good example of a theory originally developed for a specific context (here, health risks) which was later applied in other fields (for instance, flood risk, Bubeck et al., 2012 or sustainable agriculture, Bopp et al., 2019). There are frameworks that help to find robust decision models under
uncertainty that are selected from candidate models describing different behavioural options (Lempert et al., 2006).

**Factor 4.** The ODD+D protocol (Müller et al., 2013) for describing human decision-making in ABMs can be used as a checklist to identify additional elements (such as uncertainty and risks, adaptation or learning, scheduling of updates, see also section 3.2.1.1) that are important to the purpose and context of the model. For instance, Prospect Theory (Kahneman & Tversky, 1979) is only applicable to contexts in which risks play a role. This is because Prospect Theory concerns rational decisions being biased because the context pushes risk aversion towards avoiding losses over changing a gain. Additionally, categorising the factors that influence the evaluation (e.g., economics, social influence, social impact, environment, Groeneveld et al., 2017) may aid in identifying an appropriate theory.

**Factor 5.** Selecting several theories for a single model can also be an option, and this can be achieved by combining theories or treating them as alternatives. Combining them can be necessary in two situations: First, a single theory might not cover all aspects of the decision-making process that are relevant in the given model context (e.g. the theory focusses on perception of the natural resource, but is not explicit about the evaluation of the information). Second, the model context might require combining several decision-making processes, so that an integrated model is needed (Jager, 2017). For example, the Consumat approach addressed habits, imitation, social comparison and optimisation processes in a social-ecological model dealing with a renewable (fish) and non-renewable (mine) resources – depending on the satisfaction and uncertainty of an agent it will select one of the four possible decision processes in a given time step (Jager et al., 2000). Of course, no one theory can explain all human behaviours; some theories are broader in the sense that they combine different aspects, such as attitudes and social norms (Theory of Planned Behaviour), while others only focus on one component (e.g., descriptive norm). Thus, whether combining theories is necessary to explain the entire phenomenon depends on the model context and the explanatory power of the theories being considered. For example, the Theory of Planned Behaviour is quite comprehensive, but it still does not explicitly include the perception of the environment (Schlüter et al., 2017). Therefore, if the perception of the natural resource is important in a model, an additional theory might be required. In such cases, the selected theories should be philosophically compatible, for instance, not contradicting each other in basic assumptions. One example of such a contradiction would be combining a rational actor and habits for a single decision-making process, since they differ, for instance, with respect to awareness of the actual decision-making and processing of information.

Alternatively, one can include several theories as alternatives. First, this decision would depend on the purpose of the model and would be needed if the purpose is to understand the implications of alternative theories or behavioural types (Jager, 2000). Second, the model context might hint at using alternative theories if no available theories were clearly preferred (e.g., Janssen & Baggio, 2017), which forces modellers to be explicit about how decision-making is implemented (e.g. Grimm et al., 2005). Also, it could be relevant to check whether the theories under consideration are well-established and empirically validated (Edmonds, 2017); but again, the model purpose might exactly be to test and further develop a new theory.

**Factor 6.** Quality criteria pertaining to the theories could play a role, for instance how often they have been used in empirical studies and, based on these studies, their predictive skill. Such information is provided in quantitative theory reviews (e.g. Armitage & Conner, 2000; Garnett et al., 2018).

**Factor 7.** Practical criteria for selecting a theory must be considered such as the degree of formalisation of a given theory because more formalised theories leave fewer ambiguities for the modeller when formalising human decision-making (section 3.2). The availability of a formalisation of the theory in an existing model is also practical, and hence a model library (e.g. comses.net) can be consulted for successful implementations of the theory. Another practical criterion is the skills of the modeller as it is much easier to implement a theory with which one is familiar than a new complicated theory and its foundations, which may slow the diffusion of new theories.

For our showcase models, several theories of human decision-making were selected for various reasons. For the Daisyworld model, we deliberately chose an abstract model to implement five theories as an exercise to explore the potential diversity of outcomes when modelling natural resource use (see Table 2) using alternative theories of behaviour. For the FIBE model, several theories were implemented but as combinations. The purpose of combining several theories in the FIBE model was to describe the behaviour of three types of fishers observed
in the real world, and no single theory fulfilled that purpose. Thus, for each fisher type, at least two theories were combined to cover the decision of the agent on whether to go fishing and where to go. The subsistence “archipelago” fisher, for instance, follows a satisficing selection process, while the business-oriented trawler fisher maximises while considering the observed behaviour of others (descriptive norm and social imitation). They all represent a bounded rational model, but the types differ in their goals and selection procedures. The RAGE model includes different alternative theories to represent societal change, from traditional norm-abiding agents (descriptive norm) to more profit-oriented agents (rational actor) on the one hand to rather conservative, income-diversifying agents (bounded rational satisficer) on the other.

Furthermore, some theories were explicitly excluded. For instance, Prospect Theory was not included in any of the models as the modelling contexts did not suggest that risk was critically related to the choices being made. For the RAGE and FIBE models, the Theory of Planned Behaviour was not included as herding and fishing decisions are repeated and may often be habitual, so explicitly modelling intentions was considered inappropriate. For the FIBE model, the rational actor was not included, as the bounded rational form allowed for reflecting that the reality that fishers are constantly dealing with incomplete knowledge about their resource when deciding whether and where to fish.

In summary, in our experience many theories are available from which to choose; however reviews have shown that modellers tend to rely on very few theories, if they use a theory at all (Groeneveld et al., 2017; Huber et al., 2018). The choice of a theory can be guided by seven aspects: 1) What outcomes or patterns are of interest? What are the characteristics of the situation in which agents decide? 2) What decision-making processes (perception, selection, etc.) are important in the given decision situation? 3) What are the behavioural options of the agents? 4) Which decision-making elements are relevant to the purpose and context of the model, e.g., according to the ODD+D? 5) Should several theories be combined? 6) Which quality criteria should the theory meet? 7) Which practical considerations need to be taken into account, such as the availability of existing implementations? In the end, this choice is always subjective, so it is important to communicate which theories were selected and why in the model documentation and to assess the implications of these choices.

3.2 How to formalise a theory?

The task of formalising one or more theories for implementation in a simulation model refers to two key challenges highlighted by Schlüter et al. (2017): the varying degree of formalisation of different theories and their reliance on correlations rather than causalities. In total, we identified five overarching questions:

1. How are events and decision-making of agents scheduled?
2. Which criteria to include in the decision?
3. How to select a behavioural option?
4. How to treat time in the decision-making?
5. How to treat space in the decision-making?

The questions start with the scheduling (question 1) and then dive into the decision-making process of the agents. Questions 2 and 3 are related to elements of the MoHuB framework, while questions 4 and 5 relate to the temporal and spatial aspects identified in the ODD+D protocol. For several of these questions, we further developed sub-questions that could help in formalising theories. While we reflect on the choices modellers face and discuss our own approaches, we do not provide off-the-shelf solutions for formalising a theory.

One example for a theoretical construct that is hard to formalise in a simulation is the descriptive norm. In their original papers on a Focus Theory of Normative Conduct, Cialdini et al. (1990; 1991) explain the concept of a descriptive norm as the observed behaviour that most of the others will follow. They analyse statistical models, such as chi-squared tests, to show the effect of descriptive and injunctive norms on observed behaviour (e.g., littering). The theory does not specify several aspects of the decision-making, so the modeller must make assumptions when formalising this theory. For instance, the conditions in which this imitating behaviour (i.e., following the littering behaviour of most of the others) will occur are not specified nor is the perception of the results of the behaviour (e.g., litter present in the area) or the identity of the others. Rangoni and Jager (2017) built upon the littering example to implement the Goal Framing Theory (Lindenberg & Steg, 2007), in which complying with norms is one out of three motives a person will follow. Furthermore, descriptive norm can be seen as a special case of imitation, since the behaviour of a majority of (similar) others
is imitated. Other variants of imitation are, for instance, imitating successful others (which might well be a minority of all agents in a simulation). Gotts and Polhill (2009) showed in simulation experiments that the conditions under which imitation occurs as well as the type of imitation have an effect on the success of farmer agents.

All our showcase models include the descriptive norm theory but in different ways (see also the pseudo-code in Table 4). In the Daisyworld model, the behaviour to be imitated is the choice of white or black daisies, and agents only use descriptive norm for their decision if they have a certain minimum level of utility; otherwise they do not imitate others. The Daisyworld agents do not consider all other agents in the world but derive information about the choices made by others in a neighbourhood of a certain radius that can vary (perception). In the FIBE model, when using the descriptive norm as social influence, the trawler and coastal fisher agents will, with a very high probability, go to the area where most other fishers go if other fishers are present. In only 20% of the time they will go to an area that they themselves remember as a good fishing ground in the past. In the RAGE model, the descriptive norm is used to determine whether agents will follow the pasture resting rule, and the implementation of descriptive norms follows the stylised model of Muldoon et al. (2014) and introduces an individual preference for following the resting rule and the factor of social susceptibility to following the

| Model   | Pseudo-code                                                                 |
|---------|-----------------------------------------------------------------------------|
| Daisyworld | if (utility > minimum threshold) // agent is satisfied                     |
|         | {                                                                           |
|         |   dominant-choice = colour of daisies consumed by                           |
|         |     majority of other agents in radius r                                    |
|         |     if (colour of daisy on patch == dominant-choice)                       |
|         |       { consume daisy on patch }                                           |
|         |     else if (daisy on neighbouring patch == dominant-choice)               |
|         |       { consume daisy on neighbouring patch }                              |
|         |     else { move to neighbouring unoccupied patch }                         |
|         | }                                                                           |
|         | else // agent is not satisfied                                             |
|         | {                                                                           |
|         |   if (daisy on patch available)                                            |
|         |     { consume daisy on patch }                                             |
|         |   else                                                                     |
|         |     { if (daisy on neighbouring patch available)                           |
|         |       { consume daisy on neighbouring patch }                             |
|         |     }                                                                       |
|         | }                                                                           |
| FIBE | if (out == false & other agents out == true)                               |
|       | {                                                                           |
|       |   in 80% of cases: move to spot where most other agents fish               |
|       |   in 20% of cases: select spot based on own memory                         |
|       | }                                                                           |
|       | else { select spot based on own memory }                                   |
| RAGE | s // characteristic of each agent: social susceptibility to other agent’s behaviour s ∈ [0, 1] |
|       | q // characteristic of each agent: intrinsic preference for pasture resting s ∈ [0, 1] |
|       | descriptive-norm = proportion of all other agents following the resting rule |
|       | Probability P of following the resting rule = s * descriptive-norm + (1 - s) * q |
|       | if (random number ∈ unif(0, 1) < P )                                       |
|       | { Select new pasture only from sufficiently rested pastures }              |
|       | else                                                                       |
|       | { Select from all pastures }                                              |
behaviour of others or staying with one’s own tendency. The stronger the social susceptibility of an agent, the more likely it will follow the behaviour of the other agents instead of its own preference (see pseudo code in Table 4). When evaluating the behaviour of others, all other agents are considered. We will use these examples in the following sections whenever possible.

3.2.1 How are events and decision-making of agents scheduled?

3.2.1.1 In which order do events take place, and when do agents decide?

In ABMs, more than one agent often acts in a single time step, which raises the question of what entity does what and in what order? In principle, multi-agent models differentiate between synchronous and asynchronous updates (Caron-Lormier et al., 2008) which can have strong implications for the model outcomes. For instance, two rational actors may find the very same solution to their optimisation problem, but only one can implement it (e.g. because a resource is being consumed by the other because it went first). Thus, it is up to the modeller to resolve the conflict. In the case of synchronous updating, this conflict has to be resolved explicitly; for example, actors could differ in power or auction-like processes to resolve the conflict. In asynchronous updating, the conflict is resolved implicitly since agents act one after the other, which results in path dependency. A special case of asynchronous updating is updating on the perceived need (Page, 1997). The method of updating is usually not informed by the decision theories that we have introduced thus far, since these theories are based on single individuals making decisions. Still, modellers need to make a choice on the updating and be aware of potential consequences. When synchronous updating is used, explicit processes to schedule agents’ decision-making might also inform the theory selection process (section 3.1.2, factor 4).

Often, the order in which agents act is randomised at each time step to minimise the bias of asynchronous updating, but randomised asynchronous updating is a strong assumption of perfect equality between agents which does not fit with all model contexts. Nevertheless, in two of our showcase models, we implemented this update mode for the sake of simplicity (Daisyworld) and due to the lack of information on the hierarchy within the modelled population (RAGE). In FIBE, the fishers that are already at sea decide where to go first, and the others decide afterwards; the actual fishing is executed in a random order.

3.2.1.2 When to make a decision informed by a specific theory?

Agents can make a decision at every time step, or their decision-making processes may be triggered, for instance, by specific events. Furthermore, a decision may not be taken in one time step but over several steps in the case of sequential decision-making (as formalised, e.g., in Ahn, 2010). Similarly, the execution of a behaviour that is informed by a specific theory might be related to specific events.

In our showcase models, agents make their decisions in each time step, including the decision not to act (e.g., to not go fishing in the FIBE model), but when an agent will behave according to a specific theory was implemented differently in our models. The Daisyworld model includes a threshold for imitation in the formalisation of descriptive norm; agents only imitate others if they are satisfied, i.e. their utility is above the threshold. Additionally, the FIBE model does not prescribe imitating other agents in all circumstances; here, the descriptive norm comes into play for the trawler and coastal fishers when they decide where to fish. Fishers go to the spot where most others go in 80% of the time; otherwise, they use their experiential knowledge of good spots for fishing in the past. The influence of imitating others in the RAGE model is not controlled via thresholds or random events but rather through the willingness of the individual to follow social influences. In all cases, we tried to prevent all agents from imitating each other, which may lead to artificial results.

3.2.3 Which criteria to include in the decision?

Many different criteria can be considered when modelling the decision of an agent. Bartkowski & Bartke (2018), for instance, provide an overview on characteristics influencing European farmers’ decision-making (see also Dessart et al., 2019). The MoHuB framework groups the agent state into needs / goals, knowledge (including the social and ecological environment), assets and values, and some theories clearly specify which of those are accounted for in a decision. For example, in the descriptive norm theory, knowledge of the social environment is an important aspect of the state of an agent, particularly with respect to the dominant behaviour of other agents. However, the exact set of peers that shall be imitated is not specified, so this aspect was formalised
differently in our showcase models. The Daisyworld agents do not consider all other agents in the world but derive information about the choices made by others in a neighbourhood of a certain radius. In the FIBE model, the trawler and coastal fisher agents know about the location of all other fishers and fish where most others do. In the RAGE model, the behaviour of all other agents is considered during evaluation. These examples highlight the variety of options available when modelling social influence (for innovation diffusion: Kiesling et al. 2012).

In other cases, the theory will state how information is evaluated or assessed in general rather than specifically stating what will be evaluated and considered in a decision. For example, the rational actor approach implies that agents evaluate behavioural options with respect to their expected utility, but the theory does not specify which criteria contribute to utility and are thus relevant for a given decision as they depend on the model context. In our showcase models, for instance, this context-dependency led the utility function of the rational actor to only include the state/amount of the natural resource (i.e., pasture biomass) used in one model (RAGE), but in another model, the utility function includes additional factors such as leisure time (Daisyworld).

Another example from the showcase models is the formalisation of satisficing that differs greatly with respect to the included criteria. In the Daisyworld model, satisficing agents have a threshold for their utility; agents will only act if their current utility is below that threshold. If their utility is above the threshold, the agent stays and does not perform the behaviour. In the FIBE model, the archipelago fisher agents use a satisficing selection process when deciding to fish, i.e., they reflect on whether they have fished enough (are satisfied). More specifically, for this threshold, they consider the costs of a five-working-day week and determine whether these costs have already been covered by the profit from the current week. If their financial capital is below zero or if their experience indicates that there is not enough fish, they will either go or not go fishing, respectively, independent of their catch satisfaction. Satisficing in the RAGE model depends on how many animals herders will stock; the satisficer agent type only stocks up to a predefined number that satisfies his needs.

In summary, many theories will not prescribe the exact criteria and their values to be included when modelling the decision of an agent. Even if a theory states the criteria that should be included, their exact formalisation will likely remain open. The model context might influence the choices that must be made. This highlights the importance of combining theory, empirical case knowledge and modelling choices in defining the criteria. As an example, the choice of observing the behaviour of others will depend on the specifics of the case. In the FIBE model, it is a reasonable assumption that fishers can perceive all other fishers, as the fishers’ electronic systems share information on the destination, current location and speed of all vessels. Hence, in modelling a specific case one should decide on how a theory would work out in a given case, and how this can be captured in computational rules. In any case, model communication and transparency would be greatly benefitted by modellers clearly documenting and explaining their choices.

3.2.4 How to select a behavioural option?

3.2.4.1 How to select a behavioural option based on a single decision criterion?

If the selection of a behavioural option is based on a single decision criterion or an aggregate variable, such as utility (see section 3.2.4.2 for how to compute such aggregate variables), the final selection can be performed by optimising or applying a threshold, and this is often done by selecting the option that scores best. For instance, the rational actor approach is often interpreted as utility maximisation, meaning that agents choose the behavioural option with the highest utility for them, and this interpretation of utility and the underlying preference is called a vector model, meaning that the higher the value, the more the agent benefits. However, utilities can also be ideal point types, meaning that a specific quantity (e.g., salt in food) maximises utility, and both under- and overshooting this quantity reduces utility (see Jager, 2007, for more examples on vector versus ideal point utilities). If other rules such as thresholds are applied, evaluating behavioural options instead means creating a subset of behavioural options that fulfil the threshold(s). In those cases, additional rules must specify the behavioural option to be selecting from that subset.

In our showcase models, different alternatives were chosen to select a behavioural option. For instance, the rational actors in the Daisyworld and RAGE models choose the behavioural option with the highest utility, and the trawler and coastal fishers also follow a maximising strategy (e.g., by maximising profit and/or time at home). In many other cases in our showcase models, decision trees with thresholds (see the next section) were used to determine a subset of feasible behavioural options, from which one behavioural option is randomly chosen. For
example, satisficer agents in the RAGE model select the first pasture that allows them to sustain their satisficing level of livestock out of a predefined subset of all pastures.

### 3.2.4.2 How to select a behavioural option based on multiple decision criteria?

If more than one criterion has been identified as relevant to the decision-making process, formulas for aggregate variables or rules need to be established before a behavioural option can be selected. For some theories, how the relevant criteria are to be included in the decision is quite open, and it is up to the modeller to decide on the type of equation or rule. Other theories are more formalised but still require some assumptions.

For example, the rational actor approach assumes that the agent evaluates the utility of each behavioural option as an aggregate variable, but even for such a highly formalised theory, several versions of the utility function exist, the most common being additive multi-attribute utility functions (weighted sum of all criteria, Equation 1) or the Cobb-Douglas utility (weighted product, Equation 2). The difference in formalisation leads to two criteria being included into the utility function separately (Equation 1) or jointly (Equation 2). This implies that a positive, non-zero value for utility can only be achieved for Equation 2 if all criteria score greater than zero, while zero values for a single criterion can still lead to a positive evaluation in Equation 1.

**Equation 1:** \[
\text{Utility}(i) = \alpha \cdot x(i) + \beta \cdot y(i)
\]

**Equation 2:** \[
\text{Utility}(i) = x(i)^\alpha \cdot y(i)^\beta
\]

with \(x\) and \(y\) being criteria to be considered when deriving the utility of an option \(i\), \(\alpha\) and \(\beta\) preferences for criteria \(x\) and \(y\), respectively. Often, it is required that \(\alpha + \beta = 1\).

Although commonly used, combining multiple decision criteria into a utility function is just one of many options for a multi-criteria decision (e.g., Belton & Stewart, 2002). Generally, compensatory and non-compensatory rules can be distinguished, and these options differ in how the overall value of one behavioural option is affected by a low value in one of the determining criteria (Elrod et al., 2004). Non-compensatory decision rules — as their name suggests — do not allow for any compensation. For instance, if a threshold for a criterion is not met by one behavioural option, this option does not pass. Both types of rules can be combined in a decision tree to formalise a stepwise decision.

In our showcase models, many different options were chosen to treat multiple decision criteria. The rational actor in the Daisyworld model uses a multiplicative Cobb-Douglas utility function as this is a classical representation, but in many other parts of the showcase models decision trees were used to set up rules for linking multiple criteria. For example, the archipelago fisher in the FIBE model considers the fish stock, its capital, the weather and the amount of fishing done in the current week in the decision to go fishing (Figure 3).

To sum up, many different options are available for selecting a behavioural option based on single or multiple decision criteria. We believe it is important to be aware of the choice and the implications, for example, of compensatory versus non-compensatory approaches as summarised above. While this seems to be a little detail not worth discussing, it could in fact greatly influence outcomes.

**Figure 3:** Visualisation of a decision tree in the FIBE model: an archipelago fisher deciding whether to fish or not (modified after Wijermans et al. 2020).
3.2.5 How to treat time in the decision-making?

3.2.5.1 Do agents consider future events (prediction, time discounting of future outcomes)?

Agents may predict future events (such as the future behaviour of others, future resource levels, climate conditions and market expectations), and how they assess future events or risks has fundamental consequences for their decisions; for example, how the discounting of future outcomes is modelled drastically changes the expected utility (O’Hare et al., 2009). When agents predict future events, computational restrictions also come into play. For example, it is practically impossible to formalise a Homo economicus with expected utility in an ABM, as decisions of other agents in future time steps cannot be completely considered.

None of our showcase models includes prediction of future events. Even in the formalisation of the rational actor, utilities relate to the current time step. However, it is possible to let agents make forecasts on expectations of, for example, future harvests and market-prices on historical data, and agents may differ concerning the length of the historic data period they consider in predicting future events (Speelman, 2014).

3.2.5.2 Do agents consider the past (memory, learning, forgetting)?

Agents may consider the past by acquiring a memory of past events and using this information in later time steps, which can even lead to learning, defined here as a change in the decision rules themselves over time (Müller et al., 2013). Furthermore, forgetting impacts the historical timespan being considered by the agent in decision-making.

Of our showcase models, Daisyworld and FIBE encompass some form of agent memory. In the Daisyworld model, agents engaging in habitual behaviour or reinforcement learning have a memory of the past success of their behavioural options, which is formalised as a propensity to choose a specific behavioural option. This propensity is equal for all options in the first time step and updated according to the actual utility acquired when choosing a specific option. Thus, the agents do not remember specific events but the best result derived from each chosen behavioural option. In the FIBE model, all agent types have a memory of good fishing spots, i.e., places where they encountered enough fish in the past. Fishers may vary in how many locations they can remember, which affects how the past catch influences expectations of fishing locations.

In summary, several issues must be addressed when formalising theories for ABMs as temporal aspects are often not exactly prescribed by a theory. Many theories are based on statistical relations, and the static correlational relations between concepts are not easily translated into dynamics that develop over time. Again, the model context might influence these choices, and clear documentation would be helpful. All temporal aspects are mentioned in the standardised protocol for describing human decision-making (Müller et al., 2013).

3.2.6 How to treat space in the decision-making?

Most models of social-ecological systems are spatially explicit and include, for instance, heterogeneity in environmental properties such as resource availability. Also, agents are often distributed in space and act in specific localities. When explicitly modelling human decision-making, modellers need to clarify the spatial extent and resolution of their model, which influence the institutional setting and, thus, the actors relevant to the system, for instance, individuals, a community, a municipality, et cetera. Also, the actual process of decision-making needs to be formalised with respect to space. This can be challenging, since many theories on human decision-making are not explicit about aspects related to space. When formalising theories for our showcase models, we encountered the following challenges.

First, the perception of agents needs to be formalised with respect to space: Do agents sense the whole environment or only a specific area? For a boundedly rational agent, imperfect information could mean that the agent does not perceive the whole environmental system represented in the ABM. Also, imperfect information could imply that agents only sense other agents in a specific area, since social networks can also represent Euclidian space. The latter could, for example, be relevant for descriptive norm and the social norm in the Theory of Planned Behavior. For both, the researcher needs to formalise who and where the (important) others are whose decisions or opinions are perceived by the agents. Here we also need to consider that normative influence may be more prevalent in local physical networks, whereas informative influences can also operate in a wider
network context using e.g. the internet. For expected utility, a restricted perception could imply that the optimisation only considers a subset of all options.

Second, the processes of evaluation and selection of behavioural options could depend on space, and the challenge is to identify such spatial features in case the theory is not explicit about them. Such spatial factors could be, for instance, travel costs (e.g., financially, time, energy needed). Spatial factors can also manifest themselves as constraints limiting the options of agents. The Theory of Planned Behavior encompasses perceived behavioural control, which could encompass such spatial factors.

Third, the behaviour could be spatially explicit: Movement is an obvious spatially explicit behaviour, but ABMs could also entail behaviour influencing space in other ways, for instance by altering cell characteristics, spill-over effects onto other cells, et cetera. Typically, the spatial manifestation of behaviour is not covered by theories on human decision-making. Thus, the challenge lies in identifying such spatially explicit behaviour and formalising its specific parameters if needed.

All our showcase models are spatially explicit, and space is influencing agents’ decision-making to various degrees, from a strong emphasis on local effects in the Daisyworld model to global perception of environment and agents in the RAGE model. In the Daisyworld model, agents’ perception of the environment and other agents is limited to their own cell and the neighbouring cells within a predefined radius. For evaluating options according to the Theory of Planned Behavior, distance is inversely related to behavioural control. For habitual behaviour or reinforcement learning, an empty neighbouring patch is added as an option to explore. The agents’ behaviour, i.e. the harvesting of daisies, is local with global effects for the temperature. In the FIBE model, fishers’ perception of the environment is limited to the fish stocks in their vicinity, depending on whether they have the technology (e.g. radar), they can see the fish in the patch they are standing on or also the patches connected to their current location. Fishers perceive where others fish, however depending on their style make use of that information. When evaluating their options, fishers also indirectly consider space through travel costs to the different regions. Indeed, the options fishers decide upon are explicitly spatial, since if they fish, they decide where to fish. Their behaviour has a local effect on the fish stock. In the RAGE model, agents perceive the state of all pastures (i.e. available biomass for grazing) and consider the behaviour of all households (i.e. whether they rest pastures) in the descriptive norm. Space does not influence the evaluation or selection of behavioural options. Agents’ behaviour is local, since their livestock only feeds on the pasture where it is currently located, and neighbouring patches do not influence each other.

In summary, space enters agents’ decision-making in many ways. Many choices taken during formalising a theory, for instance related to perception, are implicit but still can be very influential. Therefore, it is important to be clear about them and document the choices and the reasoning behind.

3.3 How to translate the formalisation of a theory into code?

The steps mentioned above could lead for instance to pseudo-code or graphical representations such as decision trees or flow charts. However, there is still another step needed, namely implementing the formalisation into actual programming code. This includes taking technical decisions such as integer versus float, data structures and the choice of the random generator (e.g. Poile & Safayeni, 2016). These decisions may influence simulation outcomes and severely affect reproducibility (Edmonds & Hales, 2003). This is a topic that all simulation models have in common, not only models of human decision-making.

The NetLogo modelling platform (Wilensky, 1999) was used to implement all our showcase models and run the simulation experiments. NetLogo provides a large set of predefined functions (e.g. ‘ask’, ‘move’, or ‘one-of’) that follow a set logic, which can potentially influence simulation outcomes, for instance by encouraging a random sequencing of agents’ behaviour. A general purpose language (Java, C++, etc.) would have required the modellers themselves to specify all these logics.

3.4 How to document the selection, formalisation and translation?

The last three sections have shown that a) there are many different theories to choose from, and many ways exist to b) formalise any given theory and c) translate that into code. Thus, documentation of a theory incorporated into an ABM would ideally be very specific about these three tasks.
For ABMs, several types of documentation are available (Müller et al., 2014):

- **Natural language descriptions**
  - Prescriptive structure such as that given by the ODD+D (Müller et al., 2013) and ODD+2D (Laatabi et al., 2018) protocols, both based on the ODD (Grimm et al., 2020).
  - Non-prescriptive structure, i.e., a verbal description with no specific order

- **Formal language descriptions**
  - Ontologies that formally describe entities and their relationships
  - Source code
  - Pseudo-code combining natural language with programming syntax
  - Mathematical descriptions such as in the form of equations

- **Graphics**
  - Formal graphics that, for example, follow the Unified Modelling Language
  - Non-formal graphics such as flow charts

In the next sections, we discuss which types of documentation can be useful for documenting the different tasks and suggest specific documentation types for each task.

### 3.4.1 How to document the selection of theories?

To state which theory has been selected and the reasons for that, natural language descriptions are a good option. The structured model documentation protocol ODD+D for describing human decision-making in ABMs (Müller et al., 2013) explicitly asks for the theoretical background of the model. The ODD+2D protocol (Laatabi et al., 2018) expands this protocol with a part about the use of data in these models. Additionally, graphics can be used to justify the combination of several theories in one model, such as building on the MoHuB framework (Schlüter et al., 2017).

In our showcase models, we justified our choices for specific theories in the main bodies of the respective publications (Table 2). We provided reasons for selecting these theories, but no reasons for why others related were not chosen since the documentation would otherwise become too lengthy.

### 3.4.2 How to document the formalisation of theories?

As already explained above, documenting the formalisation itself also needs to report on the many little details (and choices) that modellers typically make on their own that are not prescribed by the theory, such as whether multiple decision criteria were multiplicatively or additively combined in a utility function. Furthermore, it would be very helpful to not only describe the final formalisation but the underlying reasons for certain choices as well, such as why a multiplicative or additive function was used. To describe the formalisation itself, source code, pseudo-code or mathematical descriptions are potential candidates. Ontologies would likely describe entities and their relationships but not, for instance, the way multiple decision criteria are used in the selection process.

In our showcase models, we rarely exchanged the source code itself when discussing the formalisation of theories – even though we had implemented all models in the same programming environment of NetLogo. Rather, we often communicated our theory formalisations using graphical representations such as decision trees (Figure 3) or graphs building on the MoHuB framework (Schlüter et al. 2017). We also discussed formalisation details using mathematical descriptions and pseudo-code (Table 4), and we used the ODD+D protocol to describe the models and the theoretical background as appendices to the scientific publications on the individual models.

### 3.4.3 How to document the translation into code?

Apart from documenting the formalisation, it would be even more helpful for other modellers to publish the source code itself, which could eventually lead to shared model components in a model library such as comses.net (Bell et al., 2015; Rollins et al., 2014). Ultimately, only the actual source code can provide all technical details such as data types and the like (Poile & Safayeni, 2016). All our showcase models are provided as open source software on comses.net. For any modelling project we recommend exploring the library of existing models in the comses.net for implementations that address issues that are relevant in the context of the project at hand. Often different components of existing models can be used, sometimes with some adjustments. This is
a good practice especially when models have been used in scientific publications, and the code has been reviewed externally (starred models).

4. Theory-related issues in later stages of the modelling cycle

When incorporating theories of human decision-making, additional aspects must be addressed in later stages of the modelling cycle, but are beyond the scope of this paper. First, these models need to be parameterised and calibrated as the decision-making will likely account for agent-related parameters such as preferences and attitudes as well as other attributes. The very basic way of establishing these parameters determines the level of agent heterogeneity in the model, which can range from completely identical agents to different agent types, with varying properties even within a single type (Brown & Robinson 2006). Assumptions or data are used to determine these parameters, either for one generic agent or different agent types. Useful references are Smajgl and Barreteau (2017) who provide a framework for parameterising agents using different data sources, and others who demonstrated parameterisation based on empirical data analysed in a Bayesian framework (e.g., Pope & Gimblett, 2015) and inverse modelling using Bayesian inference (Hartig et al., 2011).

Second, the method of analysing model results could depend on the underlying theory of human decision-making. A model of deterministically, well-informed, optimising agents requires a different analytical treatment than one of agents with limited information that face uncertainty. Highly stochastic models need more demanding sampling strategies than deterministic models to determine the sensitivity of the model outcomes to the parameters (e.g., Thiele et al., 2014).

Third and related to the previous aspects, a sensitivity analysis that explicitly considers the assumptions made when incorporating a theory is demanding. All the choices and assumptions that a modeller has to make during the process of formalising one or several decision theories require tests of the robustness of the results to key assumptions.

5. Conclusions

In this paper, we highlighted the possibilities, difficulties and choices one faces when incorporating one or several theories on human decision-making in a social-ecological ABM. Using three showcase models of natural resource use, we described the process of including a theory into an ABM by completing four tasks, namely, theory selection, formalisation, translation into code and documentation. For each task, we provided a systematic overview of steps we had to take for our models and highlighted the choices we made and pointed to useful resources to provide guidance for fellow modellers. We showed that the formalisation of a theory depends to some extent on the context in which the model is embedded. Because of the inevitable variety in formalisations and implementations, meaningful and unambiguous documentation is of the utmost importance for others to understand exactly how human decision-making has been formalised and implemented and why a specific approach was chosen. We confirmed that no single type of documentation can fulfil these purposes (see Müller et al., 2014), so we recommend a combination of a verbal explanation and at least pseudo-code and preferably actual source code. This verbal documentation ideally not only includes a description of the selection, formalisation and implementation as such, but also the reasons for choices made during the process.

The process of selecting, formalising, implementing and documenting theories of human decision-making in ABMs will be more transparent if more modellers share their experiences and the reasoning behind their choices with the scientific community. Those details can be documented within appendices using documentation protocols such as the ODD protocol (Grimm et al. 2020), including the ODD+D version of the protocol which explicitly highlight human decision-making (Müller et al., 2013). Besides improved model documentation, it is important that scholars share their model code, which currently happens in less than 20% of the papers using agent-based modelling (Janssen, 2017). By sharing the technical details and the motivations of the choices we hope that this will enable modellers to learn from one another and ultimately help develop shared practices for theory-informed modelling of human behaviour in social-ecological models. A broader compilation of existing theories of human decision-making and their implementations would be very helpful for modellers facing the task of selecting theories for their modelling context. In our work, we focussed on behavioural economics and social and environmental psychology. Future work on a broader compilation of theories should also consider
social science disciplines concerned with groups such as sociology or anthropology to also capture how individual decision-making gives rise to collective patterns. A critical benefit of providing documentation details of implementations and code sharing is the opportunity for reusing model components so that they can be better tested and results compared across contexts. It also facilitates comparison of the effects on outcomes of different decision theories or implementations thereof. Moreover this allows for a critical review of implementations, which further contributes to the development of a high quality repository of implementations, as in CoMSES.net.

Modelling social-ecological systems is often performed in interdisciplinary teams. These teams can be instrumental for making well-informed choices when implementing human decision-making theories in an ABM, particularly if the team involves social scientists familiar with the theories. However, our collective experience in diverse interdisciplinary projects indicates that more can be done (Davis et al., 2018). Involvement of diverse empirical social scientists in the conception and implementation of formal models, and exposure of modellers to the design and implementation of empirical social science studies, may increase mutual understanding of opportunities and limitations of modelling human decision-making. However, within psychology and economics, ABMs still receive rather limited attention (but see e.g. Smith and Conrey, 2007; Gräbner et al., 2017). Hence it is also a challenge to educate a new generation of social scientists in the relevance of this methodology in understanding social and socio-ecological dynamics (Jager et al., 2020). Such experiences could be gained by special training like summer schools, where colleagues from diverse disciplinary backgrounds are brought together to work on team projects. Increasing attempts in the social sciences to provide formalised representations of theories (West et al., 2019) will further help in this endeavour. A tighter collaboration between the modellers and social scientists is needed and could lead to a better understanding of human-environmental interactions.
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