Emerging AI Security Threats for Autonomous Cars – Case Studies
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Abstract. Artificial Intelligence has made a significant contribution to autonomous vehicles, from object detection to path planning. However, AI models require a large amount of sensitive training data and are usually computationally intensive to build. The commercial value of such models motivates attackers to mount various attacks. Adversaries can launch model extraction attacks for monetization purposes or stepping-stone towards other attacks like model evasion. In specific cases, it even results in destroying brand reputation, differentiation, and value proposition. In addition, IP laws and AI-related legalities are still evolving and are not uniform across countries. We discuss model extraction attacks in detail with two use-cases and a generic kill-chain that can compromise autonomous cars. It is essential to investigate strategies to manage and mitigate the risk of model theft.
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1 Introduction

Artificial intelligence has made significant breakthroughs and is widely used in various sectors such as self-driving cars, healthcare, agriculture, and others. There is a focus on numerous AI applications in the automotive world, from misfire detection for combustion engines, torque vectoring for electric vehicles to the camera, and LIDAR-based autonomous driving applications. Recent studies [1] showed that AI models are vulnerable to various attacks which can compromise products, services, and systems. Adversaries can steal high-value business models and offer them as a service at low cost to potential clients, leading to
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significant financial and intellectual property losses. They can also use model extraction to generate adversarial attacks and manipulate the outcome of the original model resulting in the ruination of brand reputation. Hence, it is vital to explore the risks and security threats involved in developing and deploying AI models.

The combination of AI and IoT (AIoT) allows us to build intelligent, connected, and autonomous systems. The AIoT cycle, as shown in Figure 1, is a suitable representation to understand the data flywheel in autonomous systems. It demonstrates that more significant usage of systems (Products/Services) by users (User) results in more data (Data Flow). Accessing more data enables organizations to build better models (AI Algorithms) and ultimately a better autonomous system (Value Stream) to retain or get more customers. AIOT cycle promises faster and differentiated value creation. We discovered that the AIoT cycle is open to various security risks across its stages. Figure 1 illustrates 11 different threats across the AIoT cycle. The data flow phase is vulnerable to data poisoning attacks. AI algorithms are at risk to ML supply chain and backdoor ML attacks. Malicious users can exploit software dependencies in the value creation phase. In the products and services phase, systems are susceptible to perturbation, reprogramming of ML systems, recovery of training data, model extraction, physical adversarial attacks, model inversion, and membership inference attacks. This paper mainly focuses on model extraction attacks and their impact on autonomous cars related businesses.

2 Methodology

A model extraction attack (MEA) is designed to duplicate the functionality (i.e., ”steal”) of the trained model and aims to reconstruct a local copy of the model. The concept of model extraction is depicted in Figure 2. Consider an example where a company has trained an AI model using a proprietary dataset. An adversary can query $x$ this trained model $f$ to obtain a prediction $y$ on input feature vectors and, therefore, construct a learned labeled data set (LLDS).
attacker can then train a replication model \((f_e)\) on LLDS to approximate \((f)\) without prior knowledge about its parameters. This mechanism can be viewed as a combination of two techniques: smart annotation and active learning transfer. A model extraction attack is termed black-box if the adversary replicates the model using synthetic inputs without prior knowledge of domain or model parameters such as architecture, weights, and training dataset. This attack setting is closer to the real-world scenario. It is gray-box if the adversary utilizes domain or model knowledge to generate synthetic inputs or chooses relevant samples from publicly available relevant datasets to query the model. As a result of the availability of additional information, gray-box attacks show better performance than black-box attacks to extract models.

Authors have developed a technology\(^2\) to secure AI-powered products and services against model extraction attacks. It is built on a portfolio (patent-pending) of attack validation and defense generation mechanisms. We have identified more than 200 attacks based on AI models’ input and output parameters to perform a vulnerability analysis using a proprietary attack framework. After vulnerability analysis of the model, AIShield generates an automated defense from 14 validated techniques and integrates it as a security layer for deployment in target systems.

3 Kill Chain – Autonomous Driving Vehicles

The focus of this study is to corroborate the role of model extraction in deceiving an AI model in the physical world. We intend to utilize model extraction to perform reconnaissance for adversarial attacks targeting the integrity of the model.

Consider the example of image recognition in an autonomous vehicle system.

\(^2\) The software product AIShield based on patented technology described is being developed at our organisation and authors are primary members of the team. More details about product can be found at \(\text{Link1} \quad \text{Link2}\)
Sensory data is captured by the front camera sensors, which AI models process for making decisions. We simulate this process through synthetic inputs generated by our intelligent attack engine to extract the model. The produced input-output pairs are used to train a functionally equivalent substitute model (i.e., the extracted model). The goal is to extract the model that achieves nearly 100% agreement with the original model on the input space. In the next stage, the adversary uses gradients of the substitute model to generate adversarial examples. As we all know, it is challenging to conduct adversarial attacks on the model in a black-box setting. Through the process of model extraction, an adversary who initially operates in a black-box attack setting now works in a white-box attack setting. The adversary has recreated the original model parameters through the extracted model. The generated adversarial example significantly reduces the accuracy of the system. In such physical model extraction attacks, adversaries can utilize a large amount of data without any cost implications, resulting in highly accurate extracted models. The potential impact of this study is significant: self-driving vehicles can be vulnerable to such adversarial attacks and could fail to perform adequately.

3.1 Pedestrian Detection (PD)

In an autonomous vehicle, one of the most important functionality is that of pedestrian detection. We exemplify the kill chain using the case of pedestrian detection (as shown in Figure 3). We performed model extraction in a black-box attack setting using synthetic input-output pairs and achieved a stolen model IOU of 85.7% with respect to the original model IOU of 96.1%. We then conducted an evasion attack in a white-box setting using generated adversarial noise (FGSM [4]) on the extracted model. We were able to deceive the original model with 7% of noise generated using the extracted model. Comparatively, 5% adversarial noise (FGSM) was sufficient to fool the original system in a white-box attack setting with noise generated using the original model. This study confirms the transferability of adversarial examples in model extraction attacks. It also demonstrates that we can fool the system efficiently with only a minuscule
difference in the percentage of attack noise. We used the generated adversarial noise to launch data poisoning and membership inference attacks as well.

3.2 Traffic Sign Recognition (TSR)

In another relevant scenario, we experimented with the task of traffic sign recognition. Our setup involves an original model trained for traffic sign recognition on the GTSRB dataset [7]. As the dataset consists of 43 classes, top-5 accuracy is used as a metric to measure the model’s performance. The model follows a CNN architecture with a test accuracy of 97%. We evaluate the effectiveness of both black-box and gray-box attack methods on the original model. In the black-box attack setting, queries are generated using random square blobs. Various noises are added to 3% of images sampled from the original dataset in the gray-box attack setting. We build an attack dataset by combining the queries generated during the black box attack setting and these sampled images. This dataset is used to construct the input-output pairs that are used to extract the original model. The extracted model achieves a top-5 test accuracy of 91.69% in the black-box attack setting and 94.47% in the gray-box attack setting.

4 conclusion

With this study, we clearly outline the content of the planned presentation and its value to the ESCAR community. We present a comprehensive analysis of the model security threat in the products and services phase of the AIoT cycle. The expediency of model extraction attacks is demonstrated through case studies of pedestrian detection and traffic sign recognition. Model extraction is a credible threat to AI models that can have a significant financial, intellectual property,
and brand impact for autonomous car OEMs and reduce trust towards the utility of autonomous cars in public perception. With the emergence of AIoT technology, it is imperative to focus on the security of autonomous systems to make them robust and safe for their adoption.
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