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Abstract

The Froggatt-Nielsen mechanism and the multi-local field theory are interesting and promising candidates for solving the naturalness problem in the universe. These theories are based on the different physical principles: The former assumes the micro-canonical partition function $\int \mathcal{D}\phi \prod_i \delta(S_i - I_i)$, and the latter assumes the partition function $\int \mathcal{D}\phi \exp(iS_M)$ where $S_M$ is the multi-local action $\sum_i c_i S_i + \sum_{i,j} c_{i,j} S_i S_j + \cdots$. Our main purpose is to show that they are equivalent in the sense that they predict the same fine-tuning mechanism. In order to clarify our argument, we first study (review) the similarity between the Froggatt-Nielsen mechanism and statistical mechanics in detail, and show that the dynamical fine-tuning in the former picture can be understood completely in the same way as the determination of the temperature in the latter picture. Afterward, we discuss the multi-local theory and the equivalence between it and the the Froggatt-Nielsen mechanism. Because the multi-local field theory can be obtained from physics at the Planck/String scale, this equivalence indicates that the micro-canonical picture can also originate in such physics. As a concrete example, we also review the IIB matrix model as an origin of the multi-local theory.
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Although the Standard Model (SM) is completed by the discovery of the Higgs boson, there are many open questions in it such as the Higgs quadratic divergence, the Strong CP problem, the cosmological constant problem, and so on. These problems are difficult to answer in ordinary quantum field theory (QFT), and called the naturalness problem. Therefore, it is quite important to seek for new theory or mechanism that naturally answers these questions.

One of the possibilities is to try to explain the observed couplings by dynamical fine-tuning. For example, in the Strong CP problem, $\theta$ becomes dynamical by considering the Peccei-Quinn symmetry and its breaking. However, even if such a field theoretical approach with a new symmetry can solve one of the fine-tunings, it is difficult to solve a few problems simultaneously. So, it is meaningful to study new mechanism that can realize a few fine-tunings simultaneously.

Among various proposals, the Froggatt-Niselsen mechanism (FNM) \cite{1} recently attracts much attention because the predicted value of the Higgs mass ($\sim 130\text{GeV}$) was close to the observed value $\simeq 125\text{GeV}$. It was originally proposed to explain the nontrivial behavior of the SM Higgs potential at high energy scale: The potential has another minimum around the Planck scale, and it can degenerate with the electroweak vacuum $v_h = 246\text{GeV}$ depending on the values of the SM couplings. Such a degeneration is called the Multiple point criticality principle (MPP), and there are a lot of studies so far \cite{2}. The fundamental assumption in the FNM is to use the micro-canonical partition function like statistical mechanics, and its origin still remains obscure. In this picture, the couplings in QFT become dynamical, and their dynamical fine-tuning can take place. See \cite{1,2} and the following discussion for the details.

On the other hand, in \cite{3}, it was also argued that a few naturalness problems, including the MPP, can be solved by the multi-local field theory. It assumes that the effective action below the Planck/String scale is given by the multi-local one: $\sum_i c_i S_i + \sum_{i,j} c_{ij} S_i S_j + \cdots$, where $S_i$'s are ordinary actions, and $c_i$'s, $c_{ij}$'s, $\cdots$ are constants. Although it seems difficult to study the theory as quantum theory, we will see that we can reduce it to QFT with the couplings being dynamical by a simple mathematical transformation. See the following discussion for the details. As well as the FNM, we do not need to consider its fundamental origin as long as we apply it to the naturalness problem, however, such an origin can be actually found in physics at the Planck/String scale. Therefore, the multi-local theory seems to be more promising than the FNM it that everything can be explained from more fundamental physics.

The purpose of this paper is to show that these two approaches are in fact equivalent in the sense that they predict the same fine-tuning mechanism in QFT: The coupling in QFT is fixed at the point that most strongly dominates in their partition functions, and the fine-tuned value generally depends on the details of the theories. This fact indicates that the micro-canonical picture may also originate in the Planck/String scale physics such as the wormhole theory \cite{4} or matrix model. As a concrete example, we also review the derivation of the multi-local theory from the IIB matrix model \cite{5}. Although the study in \cite{5} is mathematically rigorous, most of the discussion can be done without relying on the details of mathematics. So, in this paper, we aim to give an instructive and intuitive explanation of
their work.

Let us first review the FNM. In ordinary QFT, a system is completely described by the partition function:

$$Z^{(\text{QFT})}(\lambda) = \int \mathcal{D}\phi \exp(iS),$$  \hspace{1cm} (1)

where $S$ is a given action, and $\lambda$ represents a coupling in $S$. The corresponding quantity in statistical mechanics is the canonical distribution:

$$Z^{(\text{Statistical})}_C(\beta) = \sum_n \exp(-\beta E_n),$$  \hspace{1cm} (2)

where $\beta = 1/T$ is the inverse temperature, and $E_n$'s are the energy eigenvalues. On the other hand, it is known that this distribution is equivalent to the micro-canonical distribution

$$Z^{(\text{Statistical})}_\text{MC}(E) = i\pi \sum_n \delta(E_n - E)$$ \hspace{1cm} (3)

in the thermodynamic limit. Here, we have added the overall coefficient $i\pi$ just for the following argument. From the microscopic point of view, the micro-canonical distribution is more fundamental because there is no thermodynamical quantity in Eq. (3). In this picture, the temperature $T$ is dynamically determined by the following way: Eq. (3) can be rewritten

$$= \sum_n \left[ \frac{1}{E_n - E} - P \left( \frac{1}{E_n - E} \right) \right]$$

$$= \int_0^\infty d\beta \sum_n \exp(-\beta(E_n - E)) - \sum_n P \left( \frac{1}{E_n - E} \right)$$

$$\simeq \int_0^\infty d\beta \ Z_C^{(\text{Statistical})}(\beta)e^{\beta E} = \int_0^\infty d\beta \ exp(-\beta(F(\beta) - E)),$$ \hspace{1cm} (6)

1\ The brief proof is as follows: When the space volume $V_3 \to \infty$, the canonical distribution can be written as

$$Z_C^{(\text{Statistical})} = -\beta \int_0^\infty dE \Omega(E) e^{-\beta E} = -\beta V_3 \int_0^\infty d\epsilon \ exp (V_3(s - \beta \epsilon)) \sim \beta V_3 \exp(V_3(s - \beta \epsilon)) \bigg|_{\epsilon = \epsilon^*},$$ \hspace{1cm} (4)

where $\Omega(E)$ is the number of states, $S(E) = \log \Omega(E)$ is the entropy, $s$ is its density, $\epsilon$ is the energy density, and $\epsilon^*$ is the solution of $ds/\epsilon = \beta$. Thus, the free energy is given by

$$F(\beta) = -\frac{1}{\beta} \log Z_C^{(\text{Statistical})} \sim \frac{V_3}{\beta} (\beta \epsilon^* - s(\epsilon^*)) = \text{Min}_E (E - TS(E))$$ \hspace{1cm} (5)

This shows that the free energy determined by the canonical distribution is thermodynamically equivalent to the entropy defined by the micro-canonical distribution.
Figure 1: The blue contour shows $T^*(E)$ determined by the micro-canonical distribution. For example, consider water heated by external environment. While the phase transition occurs, $T^*(E)$ does not change.

where $P$ represents the Cauchy principal value, and $F(\beta)$ is the free energy. In the thermodynamic limit, this integral is dominated by $\beta^*(E) = 1/T^*(E)$ that satisfies

$$\frac{\partial}{\partial \beta} (\beta F(\beta)) \bigg|_{\beta=\beta^*} - E = 0 \leftrightarrow \langle H \rangle_C = E,$$

(7)

where $H$ is the Hamiltonian of the system, and $\langle \rangle_C$ represents the average by the canonical distribution. Thus, $T$ is dynamically fixed so that the average of $H$ by the canonical distribution can become $E$, and its value depends on $E$. Although $E$ is completely arbitrary from the microscopic point of view, there is a special interval where $T^*(E)$ does not depend on $E$: coexisting of different phases. See Fig.1 for example. This figure shows a schematic contour of $T^*(E)$. When different phases coexist, $T^*(E) = T_{cri}$ does not change until the system gains enough energy. From the naturalness point of view, this fact indicates that $T$ is most likely to be fixed at the critical value $T_{cri}$ because the probability of $E$ being chosen to be in the interval is biggest. In the following, we will apply the above argument to QFT, and see that the coupling in QFT corresponds to $T$ in statistical mechanics.

By considering the above discussion, it is natural to adopt the micro-canonical partition function even in QFT:

$$Z_{MC}^{(QFT)} = \int D\phi \prod_i \delta(S_i - I_i)$$

(8)

where $S_i$’s are the ordinary local actions in QFT, and $I_i$’s are their arbitrary values. In principle, $S_i$’s in Eq.(8) should be determined from the microscopic physics such as String
theory\(^2\). Note that \(I_i\)’s correspond to \(E\) in statistical mechanics. Rewriting the delta function in Eq.(8) as the Fourier form, we obtain

\[
Z_{\text{MC}}^{\text{(QFT)}} = \int \mathcal{D}\phi \int \cdots \int \left( \prod_i d\lambda_i \right) \exp \left( i \sum_i \lambda_i (S_i - I_i) \right) \\
= \int \cdots \int \left( \prod_i d\lambda_i \right) Z^{\text{(QFT)}}(\vec{\lambda}) = \int \cdots \int \left( \prod_i d\lambda_i \right) \exp \left( -iV_4 \rho(\vec{\lambda}) \right), \tag{9}
\]

where we have introduced the Lagrange multipliers \(\lambda_i\)’s, and \(\rho(\vec{\lambda})\) is the vacuum energy density. One can see that \(\lambda_i\)’s play roles of the couplings. Thus, if there is a point \(\vec{\lambda}_0\) that strongly dominates in the above integration, we have

\[
\sim Z^{\text{(QFT)}}(\vec{\lambda}_0), \tag{10}
\]

and this is the ordinary partition function where \(\vec{\lambda}\) is fixed to \(\vec{\lambda}_0\). Here, note that such a dominant point is naively given by the saddle point of \(\rho(\vec{\lambda})\):\(^3\)

\[
\frac{\partial \rho(\vec{\lambda})}{\partial \lambda_i} = \frac{\int \mathcal{D}\phi (S_i - I_i) \exp \left( i \sum_j \lambda_j (S_j - I_j) \right)}{Z^{\text{(QFT)}}(\vec{\lambda})} = \langle S_i \rangle - I_i = 0. \tag{11}
\]

In [1], Froggatt and Nielsen showed that, for the wide range of \(I_i\), the above saddle point corresponds to the coexisting phase of the Higgs vacua like the phase transition in statistical mechanics. As one of examples, let us choose the Higgs quartic term \(S_H = \int d^4x \ (H^\dagger H)^2\) as \(S_i\), and confirm their claim. Because the Higgs potential can have two minima depending on the couplings in the SM, we denote the small (large) vacuum expectation value as \(\phi_1(\lambda)\) (\(\phi_2(\lambda)\)) in the following discussion. Furthermore, we represent the critical Higgs quartic coupling where the two vacua degenerate as \(\lambda_{\text{cri}}\). When \(I_H \leq \phi_1(\lambda_{\text{cri}})^4 V_4\) (\(V_4\) : spacetime volume), the Higgs quartic coupling \(\lambda\) is fixed at the point \(\lambda^*(I_H) \geq \lambda_{\text{cri}}\) so that \(\phi_1(\lambda)\) can satisfy Eq.(11):

\[
\langle S_H \rangle = \phi_1(\lambda^*(I_H))^4 V_4 = I_H. \tag{12}
\]

In the left panel in Fig.2, we show \(\lambda^*(I_H)\) by a blue contour. Note that \(\phi_1(\lambda)\) is the true vacuum in the this case. As we increase \(I_H\), \(\lambda^*(I_H)\) decreases in order to satisfy Eq.(12).

When \(I_H\) becomes \(\phi_1(\lambda_{\text{cri}})^4 V_4\), namely, \(\lambda^*(I_H)\) becomes \(\lambda_{\text{cri}}\), the system undergoes the first order phase transition. At first glance, it seems difficult to find the solution of Eq.(11) because \(\langle S_H \rangle\) changes discretely at that point. However, even if \(I_H > \phi_1(\lambda_{\text{cri}})^4 V_4\), the universe can actually satisfy Eq.(11) by keeping the coexisting of two vacua over the whole space:

\[
\langle S_H \rangle = (x\phi_1(\lambda_{\text{cri}}) + (1 - x)\phi_2(\lambda_{\text{cri}}))^4 \times V_4 = I_H, \tag{13}
\]

\(^2\)For now, we assume that all the low-energy (renormalizable) actions in the SM are included in \(S_i\)’s.

\(^3\)Of course, it is possible that a system can not satisfy Eq.(11) for any value of \(I_i\). In this case, we must carefully study the coupling dependence of \(\rho(\vec{\lambda})\). See [8] for example. When a saddle point exits, the fluctuation of the coupling is roughly given by \(O((\rho''(\lambda)V_4)^{-1/2})\).
Figure 2: Left: The fixed Higgs quartic coupling $\lambda$ as a function of $I_H$. As well as the statistical mechanics, there is a finite interval $\phi_1(\lambda_{\text{cri}})^4V_4 \leq I_H \leq \phi_2(\lambda_{\text{cri}})^4V_4$ where the phase coexisting is realized. Right: The coexisting of the Higgs vacua when $\phi_1(\lambda_{\text{cri}})^4V_4 \leq I_H \leq \phi_2(\lambda_{\text{cri}})^4V_4$.

where $x$ represents the ratio of one vacuum to the other vacuum. In other words, the symbol $\langle \cdots \rangle$ also includes the average over the space. See the right panel in Fig. 2 for example. This shows a typical distribution of the Higgs vacua when the coexisting is realized. Thus, when $\phi_2(\lambda_{\text{cri}})^4V_4 > I_H > \phi_1(\lambda_{\text{cri}})^4V_4$, the system is always the coexisting phase, and $\lambda$ is fixed at $\lambda_{\text{cri}}$. (See again the left panel in Fig. 2) This result is completely the same as the temperature in statistical mechanics. Finally, when $I_H \geq \phi_2(\lambda_{\text{cri}})^4$, $\lambda$ is fixed to $\lambda^*(I_H)$ in the same way as the $I_H \leq \phi_1(\lambda_{\text{cri}})^4$ case. As a result, the system most likely realize the degenerate vacua because the probability of $I_H$ being chosen to be a value in the interval $\phi_2(\lambda_{\text{cri}})^4V_4 \geq I_H \geq \phi_1(\lambda_{\text{cri}})^4V_4$ is biggest.

This is the derivation of the MPP from the micro-canonical QFT.

Let us now discuss the multi-local theory [8], and show that it predicts the same fine-tuning mechanism as the FNM. For now, it is sufficient to assume that the following partition function is given first:

$$Z^{(\text{MLT})} = \int \mathcal{D}\phi \exp \left( \sum_i c_i S_i + \sum_{i,j} c_{ij} S_i S_j + \cdots \right), \quad (14)$$

where $c_i$, $c_{ij}$'s, $\cdots$ are constants. From the microscopic point of view, the multi-locality in

---

4The numerical value of $\lambda_{\text{cri}}$, of course, depends on the values of the other SM couplings. If the observed Higgs quartic coupling $\lambda \simeq 0.12$ really corresponds to $\lambda_{\text{cri}}$, the top mass must be around 171GeV which is slightly small compared with the recent analyses: $M_t = 173.34 \pm 0.27 \pm 0.71$GeV [6] and $M_t = 172.44 \pm 0.13 \pm 0.47$GeV [7]. However, the relation between these masses and the pole mass is not yet clear.
Eq. (14) comes from physics at the Planck/String scale such as matrix model. By regarding $S_i$’s as variables and introducing the Lagrange multipliers $\lambda_i$’s, we can rewrite Eq. (14) as

$$= \int D\phi \int \prod_i d\lambda_i \omega(\lambda_1, \lambda_2, \cdots) \exp \left( i \sum_i \lambda_i S_i \right)$$

$$= \int \left( \prod_i d\lambda_i \right) \omega(\vec{\lambda}) Z^{(QFT)}(\vec{\lambda}),$$

(15)

where

$$\omega(\lambda_1, \lambda_2, \cdots) = \int \cdots \int \left( \prod_i dS_i \right) \exp \left( i \sum_i (c_i - \lambda_i) S_i + i \sum_{i,j} c_{ij} S_i S_j + \cdots \right)$$

(16)

is the Fourier coefficient. One can see that Eq. (15) is the same as Eq. (9) except for the weight factor $\omega(\vec{\lambda})$ and $I_i$’s. The former is not important for the determination of $\lambda_i$’s because it is just a Fourier coefficient of the ordinary function, and does not have a strong dependence on $\lambda_i$’s. Therefore, we can conclude that the couplings are determined by $Z^{(QFT)}(\vec{\lambda})$ as well as the FNM. In this sense, the FNM and the multi-local theory predict the same fine-tuning mechanism in QFT. Although we have assumed Eq. (14) as the multi-local theory, our conclusion does not change even if we start from more general partition function

$$\tilde{Z}^{(MLT)} = \int D\phi \ F(S_0, S_1, \cdots),$$

(17)

where $F(S_0, S_1, \cdots)$ is an ordinary function of $S_i$’s. This is because it can be rewritten like Eq. (15) by doing the Fourier transform. Therefore, the equivalence between the FNM and the multi-local theory is quite general, and it might be interesting to study the explicit form of $F(S_0, S_1, \cdots)$ in some microscopic theory.

Finally, we discuss a concrete example of the multi-local theory from matrix model for the readers who do not satisfy the above abstract argument. Although matrix model is believed to include gravity and can be a non-perturbative formulation of string, its interpretation is not yet clear. If gravity is really included in matrix model, the diffeomorphism invariance must also be included in the formulation. In the following, we adopt the covariant derivative interpretation because it has the manifest diffeomorphism invariance. The action of the IIB matrix model is given by

$$S_{IIB} = \frac{1}{g^2} \text{Tr} \left( \frac{1}{4} [X^a, X^b][X^c, X^d]\eta_{ac}\eta_{bd} + \frac{1}{2} \Psi \Gamma^a [X^b, \Psi] \eta_{ab} \right),$$

(18)

On the other hand, the predicted values of the couplings are generally different each other because $I_i$’s do not exist in the multi-local theory. As for the MPP, however, we can show that it can be derived even in the multi-local theory because the coexisting point of different phases corresponds to a non-analytic point of $\rho(\vec{\lambda})$. See for the details.
where $a$, $b$, $c$, and $d$ are the ten dimensional Lorentz indices, $X^a$ and $\Psi$ are a ten dimensional vector and a Majorana spinor respectively, and they are also $N \times N$ hermitian matrices. Eq.(18) has the manifest $SO(9,1)$ and $U(N)$ invariances. For now, it is sufficient to consider $X^a$ only. The covariant derivative interpretation interprets $X^a$ as a linear operator acting on smooth functions on a given $D \leq 10$ dimensional manifold $\mathcal{M}$:

$$X^a \in \text{End}(C^\infty(\mathcal{M})) = \{C^\infty(\mathcal{M}) \rightarrow C^\infty(\mathcal{M})\}.$$  

(19)

Of course, such an interpretation is possible only in the large $N$ limit. The operation of $X^a$ can be explicitly written as

$$(X^a f)(x) = \int d^D y \ X^a(x,y)f(y)$$

$$= (S^a(x) + a^a\mu(x) \nabla_\mu + b^{a\mu\nu}(x) \nabla_\mu \nabla_\nu + \cdots) f(x)$$

for $\forall f(x) \in C^\infty(\mathcal{M}),$  

(20)

where we have expanded the kernel $X^a(x,y)$ by infinite local fields with integer spins and the covariant derivative $\nabla$ on $\mathcal{M}$. See Fig.3 for example. This shows the intuitive picture of Eq.(20). Although $X^a$ naively represents a non-local object, it can be also interpreted as a local operator acting on $C^\infty(\mathcal{M})$. Here, note that ten dimensional Lorentz index $a$ has no relation to $D$ dimensional index $\mu$ in general. The classical equation of motion of $X^a$’s is given by

$$\eta_{ab} \left[ X^a, \left[ X^b, X^c \right] \right] = 0.$$  

(21)

Among the various solutions, the following one

$$X_a = \begin{cases} i\nabla_a = e_a^\mu(x)\nabla_\mu & \text{for } a = 0, 1, \cdots, D - 1, \\ 0 & \text{for } a = D, \cdots, 9 \end{cases}$$

(22)
is notable because Eq. (21) corresponds to the Einstein equation in this case:

\[
[\nabla^a, [\nabla_a, \nabla_b]] = [\nabla^a, R^c_{ab} \times \hat{\partial}_{cd}]
\]

\[
= \left( \nabla^a R^c_{ab} \right) \hat{\partial}_{cd} - R^c_{ab} \hat{\partial}_{cd} \nabla^a = 0
\]

\[
\leftrightarrow \nabla^a R^c_{ab} = 0, \ R_{ab} = 0
\]  

(23)

where $\hat{\partial}_{cd}$ is the $D$ dimensional Lorentz generator, and we have interpreted $e_a^\mu(x)$ as the vierbein field. This fact tells us that gravity can be actually embedded in matrix. Furthermore, we can find the diffeomorphism invariance within the original $U(N)$ symmetry:

\[
\delta X^a = i [\Lambda, X^a], \ \Lambda \in N \times N \text{ Hermitian matrix.}
\]  

(24)

The explicit form of $\Lambda$ in the large $N$ limit is given by

\[
\Lambda = \lambda(x) + \frac{i}{2} \left\{ \lambda^\mu(x), \nabla_\mu \right\} + \frac{i^2}{2} \left\{ \lambda^{\mu\nu}(x), \nabla_\mu \nabla_\nu \right\} + \cdots
\]  

(25)

as well as $X^a$. Here, we have introduced the anti-commutator $\{,\}$ to make each terms hermitian. In particular, the second term

\[
\Lambda = \frac{i}{2} \left\{ \lambda^\mu(x), \nabla_\mu \right\}
\]  

(27)

represents the diffeomorphism of the fields appearing in Eq. (20). For example, the scalar $S^a(x)$ transforms as

\[
\delta S^a(x) = i [\Lambda, S^a] = \lambda^\mu(x) \nabla_\mu S^a(x),
\]  

(28)

and this is actually the diffeomorphism transformation of scalar. Thus, one can see that all the information of a curved manifold $\mathcal{M}$ can be embedded in the matrices $X^a$'s. However, the above argument is not mathematically rigorous because $X_a = e_a^\mu(x) \nabla_\mu$ is not in fact included in $End(C^\infty(\mathcal{M}))$.\footnote{In fact, by taking the hermitian conjugate, we have}

\[
\Lambda^\dagger = \lambda(x) - \frac{i}{2} \left\{ \nabla_\mu^\dagger, \lambda^\mu(x) \right\} + \frac{(\ast i)^2}{2} \left\{ \nabla_\mu^\dagger \nabla_\nu^\dagger, \lambda^{\mu\nu}(x) \right\} + \cdots,
\]  

(26)

where $\nabla_\mu^\dagger$ is the derivative which acts on a function on the left (by definition). Thus, by neglecting the total derivative term, we obtain the same expression as Eq. (25). Note that we must take the order of $\lambda^{\mu\nu}(x)$ and $\nabla_\mu$ into consideration to obtain the correct result.

\[
\nabla_\mu^\dagger \text{ is explicitly written as } \nabla_\mu = \partial_\mu + \omega_\mu^{ab}(x) \hat{\partial}_{ab}, \text{ where } \omega_\mu^{ab}(x) \text{ is a connection, and, as well as } \hat{\partial}_{ab}, \text{ its explicit form depends on the representation of a function it operates. For example, when they operate the Lorentz vector, we have } (\hat{O}_{ab})^\nu = \eta^{\mu\nu} \delta^b_\nu - \delta^a_\nu \eta^{\mu b}, 2\omega_{\mu \lambda}(x) = \Gamma_{\mu \lambda}(x), \text{ where the raising or lowering of indices is done by flat metric. If we consider the product of } X_1 = i \nabla_1 := ie_a^\mu \nabla_\mu \text{ and } X_2 = i \nabla_2 = ie_a^\mu \nabla_\mu, \text{ it is given by}
\]

\[
X_1 \cdot X_2 = (i \nabla_1)(i \nabla_2) = -e_1^\mu \partial_\mu (e_2^\mu \nabla_\nu) - e_1^\mu \omega_\mu^{2c} \nabla_c = -e_1^\mu \partial_\mu (e_2^\mu \nabla_\nu) - e_1^\mu \omega_\mu^{2c} X_c,
\]  

(29)

from which we can see that the right hand side is not a product of $X_1$ and $X_2$, but contains other matrices. Therefore, in this naive covariant derivative interpretation, $\nabla_1$ is not included in $End(C^\infty(\mathcal{M}))$.\footnote{\[\]}}
was proposed in [10] where $X^a$’s are interpreted as linear operators acting on smooth functions on the principal bundle $E_{\text{prin}}$ whose base space is $M$, and fibre is $\text{Spin}(D-1,1)$. The result of [10] is mathematically rigorous, so we can actually realize a curved spacetime by matrix. For our present purpose, however, we do not need such a rigorous result, and we take the above naive covariant derivative interpretation in the following discussion.

To examine the effective action, we use the background field method:

$$X^a(x, y) = \tilde{X}^a(x, y) + \phi^a(x, y),$$

where $\tilde{X}^a(x, y)$ is the background field, and $\phi^a(x, y)$ represents the fluctuation which should be integrated out. The bosonic part of the action Eq.(18) now becomes

$$S_{\text{IIB}} \bigg|_{\text{boson}} = \frac{1}{4g^2} \text{Tr} \left( [\tilde{X}^a, \tilde{X}^b] [\tilde{X}_a, \tilde{X}_b] + 4[\tilde{X}^a, \tilde{X}^b] [\tilde{X}_a, \phi_b] + 2[\tilde{X}^a, \phi^b] [\tilde{X}_a, \phi_b] + 2[\tilde{X}^a, \tilde{X}^b] [\phi_a, \phi_b] + 2[\tilde{X}^a, \phi^b] [\phi_a, \phi_b] + 4[\phi^a, \phi^b] [\phi_a, \phi_b] \right),$$

where the second term can be always eliminated by the field redefinition of $\phi^a$. Although there are three quadratic terms in Eq.(31), it is sufficient to consider the third term in Eq.(31) for our qualitative understanding:

$$S_{\phi^2} = \frac{1}{2} \text{Tr} \left( [\tilde{X}^a, \phi][\tilde{X}^a, \phi] \right),$$

where we have put $g = 1$, and picked up one component of $\phi^a$’s for simplicity. The effective theory on the flat spacetime can be obtained by expanding the background field around the flat derivative:

$$\tilde{X}^a(x, y) = \delta^{(D)}(x - y) \times \left\{ \begin{array}{ll} i\partial^a + A^a(x, \partial_x) & \text{for } a = 0, 1, \ldots, D - 1, \\ A^a(x, \partial_x) & \text{for } a = D, \ldots, 9 \end{array} \right.,$$

where $A^a(x, \partial_x)$ is a function of $x$ and its derivative, and contains infinite local fields like Eq.(20) and Eq.(25). In this case, Eq.(32) becomes

$$S_{\phi^2} = \frac{1}{2} \int d^D x \int d^D y \left[ \left( \frac{\partial}{\partial x^\mu} + \frac{\partial}{\partial y^\mu} - i A_\mu(x, \partial_x; y, \partial_y) \right) \phi(x, y) \right]^2 + \frac{1}{2} \int d^D x \int d^D y \left[ A_a(x, \partial_x; y, \partial_y) \phi(x, y) \right]^2,$$
where
\[ A_a(x, \partial_x; y, \partial_y) = A_a(x, \partial_x) - A_a(y, \partial_y). \] (35)

From Eq. (34), we can read the propagator of \( \phi(x, y) \) as
\[ D(x_1, y_1; x_2, y_2) = G((x_1 + y_1) - (x_2 + y_2)) \times \delta^{(D)}((x_1 - y_1) - (x_2 - y_2)), \] (36)
where \( G(x) \) is the propagator of free massless scalar. We represent this propagator and the three (four) point vertex between \( \phi \) and the background \( A_a(x, \partial_x) \) or \( A_a(y, \partial_y) \) by the double lines and the circled cross mark respectively. See Fig. 4 for example. Note that only one external wavy line sticks to the vertex because \( \phi(x, y) \) interacts \( A_a(x, \partial_x) \) or \( A_a(y, \partial_y) \).

We can now calculate the effective action
\[ \exp \left( iS_{\text{eff}}[A] \right) = \int D\phi \exp \left( iS_{\phi^2} \right) \] (37)
based on the loop expansion. This is absolutely the same calculation as the effective potential in QFT.\(^8\) For example, at two-loop level\(^9\), we must calculate the one-loop closed diagram of \( \phi(x, y) \) with arbitrary \( n \) insertions of \( A_a \):
\[
\int d^Dx \int d^Dy \prod_{i=1}^n \left[ \int d^Dx_i \int d^Dy_i D(x_{i+1}, y_{i+1}; x_i, y_i) \right. \\
\times \left\{ \begin{array}{l}
\partial^\mu A_\mu(x_i, \partial_{x_i}), \partial^\mu A_\mu(y_i, \partial_{y_i}) \\
\text{or} \\\nA_a(x_i, \partial_{x_i})^2, A_a(y_i, \partial_{y_i})^2, 2A^a(x_i, \partial_{x_i})A_a(y_i, \partial_{y_i})
\end{array} \right\} \right] \times D(x_1, y_1; x, y) \] (39)
where \( x_{n+1} = x, y_{n+1} = y \). See the left figure in Fig. 5 for example. For our present purpose, it is sufficient to consider the cubic interaction \( \phi \partial^\mu A_\mu \) because our conclusion does not change even if we consider the quartic interaction \( \phi^4 A_a^2 \). In order to obtain the effective
\[ S_{\text{eff}}[A] = \sum_{n=0}^{\infty} \int d^Dx_1 \int d^Dy_1 \cdots \int d^Dx_n \int d^Dy_n G^{(n)}(x_1, y_1; x_2, y_2, \cdots; x_n, y_n) \]
\[ \partial^\mu A_\mu(x_1, \partial_{x_1}; y_1, \partial_{y_1}) \times \cdots \times \partial^\mu A_\mu(x_n, \partial_{x_n}; y_n, \partial_{y_n}), \] (38)
where \( G^{(n)} \) is the \( n \) point correlation function. The one-loop effective action corresponds to considering the one-loop diagram of \( G^{(n)} \).

\(^8\)For example, if we neglect the quartic interaction \( \phi^4 A_a^2 \) in Eq. (34), \( S_{\text{eff}}[A] \) can be understood as the generating functional of \( n \) point correlation function of \( \phi \). Thus, it can be expanded as
\[
S_{\text{eff}}[A] = \sum_{n=0}^{\infty} \int d^Dx_1 \int d^Dy_1 \cdots \int d^Dx_n \int d^Dy_n G^{(n)}(x_1, y_1; x_2, y_2, \cdots; x_n, y_n) \]
\[ \partial^\mu A_\mu(x_1, \partial_{x_1}; y_1, \partial_{y_1}) \times \cdots \times \partial^\mu A_\mu(x_n, \partial_{x_n}; y_n, \partial_{y_n}), \] (38)
where \( G^{(n)} \) is the \( n \) point correlation function. The one-loop effective action corresponds to considering the one-loop diagram of \( G^{(n)} \).

\(^9\)Here, we use the term “\( n \)-loop” as the number of the spacetime integrals. Thus, one-loop of \( \phi \) corresponds to two-loop in our case.
In fact, we have $\alpha$

Furthermore, from Eq.(36), we can see that $x$ of each of the integrations from $f$

where the numbers $\times$

action written by local fields, let us expand each $A_a(x, \partial_{x^i})$'s like Eq.(25):

$$ A^a(x, \partial_{x^i}) = \hat{A}^a(x) + \frac{i}{2} \left\{ \hat{A}^{a\mu}(x, \partial_{\mu}) \right\} + \frac{i^2}{2} \left\{ \hat{A}^{a\mu\nu}(x, \partial_{\mu}) \partial_{\nu}^{(i)} \right\} + \cdots $$

$$ = \sum_{k=0}^{\infty} \frac{i^n}{k!} \{ \hat{A}^\alpha_{\alpha_1\cdots\alpha_k}(x), \partial_{\mu_1} \cdots \partial_{\mu_k} \} $$

$$ = \sum_{k=0}^{\infty} \frac{i^n}{k!} \sum_{m=0}^{\infty} \frac{1}{m!} \hat{A}^\alpha_{\alpha_1\cdots\alpha_m}(x) \{ \tilde{x}_i^{\nu_1} \cdots \tilde{x}_i^{\nu_m}, \partial_{\mu_1}^{(i)} \cdots \partial_{\mu_k}^{(i)} \} $$

$$ := \sum_{k=0}^{\infty} \frac{i^n}{k!} \sum_{m=0}^{\infty} \frac{1}{m!} \hat{A}^\alpha_{\alpha_1}(x) \hat{P}_{\mu_1}^{(i)}(\tilde{x}_i^{(i)}). \tag{40} $$

By substituting Eq.(40) into Eq.(39), we generally obtain

$$ \int d^Dx \left( \hat{A}^\alpha_{\alpha_1}(x) \cdots \hat{A}^\alpha_{\alpha_i}(x) \right) \int d^Dy \left( \hat{A}^\beta_{\beta_1}(y) \cdots \hat{A}^\beta_{\beta_j}(y) \right) \times \left( \prod_{j=1}^{n} \int d^D\tilde{x}_j \int d^D\tilde{y}_j \right) \times \underbrace{D(x, y; \tilde{x}_n, \tilde{y}_n) \times \left\{ \hat{\partial}_\alpha^{(n)} \hat{P}_{\mu_1}^{(n)}(\tilde{x}_n, \tilde{\partial}^{(n)}) \right\} \times D(\tilde{x}_n, \tilde{y}_n; \tilde{x}_{n-1}, \tilde{y}_{n-1}) \times \cdots \times \left\{ \hat{\partial}_\alpha^{(1)} \hat{P}_{\mu_1}^{(1)}(\tilde{x}_1, \tilde{\partial}^{(1)}) \right\} \times D(\tilde{x}_1, \tilde{y}_1; x, y). \tag{41} $$

where the numbers $l$ and $f$ depend on the choice of vertexes, and we have changed the variable of each of the integrations from $f_i$ to $f_i$. Note that we have not explicitly written the lower index of $\alpha$ (or $\beta$) in $\hat{\partial}_\alpha^{(i)}$ (or $\hat{\partial}_\beta^{(i)}$) because there are many possible ways of their contractions. Furthermore, from Eq.(36), we can see that $D(\tilde{x}_1, \tilde{y}_1; x, y)$ and $D(x, y; \tilde{x}_n, \tilde{y}_n)$ do not depend on $x$ and $y$.

As a result, the underlined part in Eq.(42) is just a coefficient, and we finally

10In fact, we have

$$ D(\tilde{x}_1, \tilde{y}_1; x, y) = G(\tilde{x}_1 + \tilde{y}_1 + x + y - (x + y)) \times \delta^{(D)}((\tilde{x}_1 - \tilde{y}_1 + x - y) - (x - y)) $$

$$ = G(\tilde{x}_1 + \tilde{y}_1) \times \delta^{(D)}(\tilde{x}_1 - \tilde{y}_1). $$
obtain the factorized bi-local action:

\[ c_{\nu_1 \cdots \nu_l \nu_1' \cdots \nu_f} \int d^D x \left( \hat{A}_{\{\nu_1\}} (x) \cdots \hat{A}_{\{\nu_l\}} (x) \right) \int d^D y \left( \hat{A}_{\{\nu_1\}} (y) \cdots \hat{A}_{\{\nu_f\}} (y) \right). \]  

(43)

The reason why we have obtained the bi-local action originates in the number of loops in a diagram: Because one-loop of \( \phi \) corresponds to two-loop of the spacetime integrals, the corresponding effective action becomes bi-local. This feature descends to higher loop diagrams. When we consider \( m \)-loop diagram with arbitrary number of insertion of \( A_a \)'s, we generally obtain

\[ \sum_{i_1, \cdots, i_m} c_{i_1 \cdots i_m} \int d^D x_1 \mathcal{O}_{i_1} (x_1) \times \int d^D x_2 \mathcal{O}_{i_2} (x_2) \times \cdots \times \int d^D x_m \mathcal{O}_{i_m} (x_m), \]  

(44)

where \( i_k \)'s represent the various indexes. See the right figure of Fig.5 for example. Here we show the typical four-loop closed diagram where the self interaction of \( \phi \) comes from the last term in Eq.(34). Thus, the effective action \( S_{\text{eff}}[\mathcal{A}] \) in the covariant derivative interpretation of matrix model generally contains many multi-local actions, and the effective couplings become dynamical from the previous argument.
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