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Abstract
In remote sensing, image fusion technique is a useful tool used to fuse high spatial resolution panchromatic images (PAN) with lower spatial resolution multispectral images (MS) to create a high spatial resolution multispectral of image fusion (F) while preserving the spectral information in the multispectral image (MS). There are many PAN sharpening techniques or Pixel-Based image fusion techniques that have been developed to try to enhance the spatial resolution and the spectral property preservation of the MS. This paper attempts to undertake the study of image fusion, by using two types of pixel-based image fusion techniques i.e. Arithmetic Combination and Frequency Filtering Methods of Pixel-Based Image Fusion Techniques. The first type includes Brovey Transform (BT), Color Normalized Transformation (CN) and Multiplicative Method (MLT). The second type include High-Pass Filter Additive Method (HPFA), High-Frequency Addition Method (HFA) High Frequency Modulation Method (HFM) and The Wavelet transform-based fusion method (WT). This paper also devotes to concentrate on the analytical techniques for evaluating the quality of image fusion (F) by using various methods including Standard Deviation (SD), Entropy (En), Correlation Coefficient (CC), Signal-to Noise Ratio (SNR), Normalization Root Mean Square Error (NRMSE) and Deviation Index (DI) to estimate the quality and degree of information improvement of a fused image quantitatively.
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1. INTRODUCTION

Although Satellites remote sensing image fusion has been a hot research topic of remote sensing image processing [1]. This is obvious from the amount of conferences and workshops focusing on data fusion, as well as the special issues of scientific journals dedicated to the topic. Previously, data fusion, and in particular image fusion belonged to the world of research and development. In the meantime, it has become a valuable technique for data enhancement in many applications. More and more data providers envisage the marketing of fused products. Software vendors started to offer pre-defined fusion methods within their generic image processing packages [2].

Remote sensing offers a wide variety of image data with different characteristics in terms of temporal, spatial, radiometric and Spectral resolutions. Although the information content of these images might be partially overlapping [3], imaging systems somehow offer a tradeoff between high spatial and high spectral resolution, whereas no single system offers both. Hence, in the remote sensing community, an image with ‘greater quality’ often means higher spatial or higher spectral resolution, which can only be obtained by more advanced sensors [4]. However, many applications of satellite images require both spectral and spatial resolution to be high. In order to automate the processing of these satellite images new concepts for sensor fusion are needed. It is, therefore, necessary and very useful to be able to merge images with higher spectral information and higher spatial information [5].

The term “fusion” gets several words to appear, such as merging, combination, synergy, integration … and several others that express more or less the same concept have since appeared in literature [6]. Different definitions of data fusion can be found in literature, each author interprets this term differently depending his research interests, such as [7-8]. A general definition of data fusion can be adopted as following “Data fusion is a formal framework which expresses means and tools for the alliance of data originating from different sources. It aims at obtaining information of greater quality; the exact definition of ‘greater quality’ will depend upon the
application” [11-13]. Image fusion forms a subgroup within this definition and aims at the generation of a single image from multiple image data for the extraction of information of higher quality. Having that in mind, the achievement of high spatial resolution, while maintaining the provided spectral resolution, falls exactly into this framework [14].

2. Pixel-Based Image Fusion Techniques

Image fusion is a sub area of the more general topic of data fusion [15]. Generally, Image fusion techniques can be classified into three categories depending on the stage at which fusion takes place; it is often divided into three levels, namely: pixel level, feature level and decision level of representation [16, 17]. This paper will focus on pixel level image fusion. The pixel image fusion techniques can be grouped into several techniques depending on the tools or the processing methods for image fusion procedure. It is grouped into four classes: 1) Arithmetic Combination techniques (AC) 2) Component Substitution fusion techniques (CS) 3) Frequency Filtering Methods (FFM) 4) Statistical Methods (SM). This paper focuses on using two types of pixel –based image fusion techniques Arithmetic Combination and Frequency Filtering Methods of Pixel-Based Image Fusion Techniques. The first type is included BT; CN; MLT and the last type includes HPFA; HFA HFM and WT. In this work to achieve the fusion algorithm and estimate the quality and degree of information improvement of a fused image quantitatively used programming in VB.

To explain the algorithms through this report, Pixels should have the same spatial resolution from two different sources that are manipulated to obtain the resultant image. So, before fusing two sources at a pixel level, it is necessary to perform a geometric registration and a radiometric adjustment of the images to one another. When images are obtained from sensors of different satellites as in the case of fusion of SPOT or IRS with Landsat, the registration accuracy is very important. But registration is not much of a problem with simultaneously acquired images as in the case of Ikonos/Quickbird PAN and MS images. The PAN images have a different spatial resolution from that of MS images. Therefore, resampling of MS images to the spatial resolution of PAN is an essential step in some fusion methods to bring the MS images to the same size of PAN. Also, the following notations will be used: P as DN for PAN image, \( F_k \) the DN in final fusion result for band \( k \), \( M_k \), \( P \), \( \sigma_p, \sigma_{M_k} \). Denotes the local means and standard deviation calculated inside the window of size \((3, 3)\) for \( M_k \) and \( P \) respectively.

3. The AC Methods

This category includes simple arithmetic techniques. Different arithmetic combinations have been employed for fusing MS and PAN images. They directly perform some type of arithmetic operation on the MS and PAN bands such as addition, multiplication, normalized division, ratios and subtraction which have been combined in different ways to achieve a better fusion effect. These models assume that there is high correlation between the PAN and each of the MS bands [24]. Some of the popular AC methods for pan sharpening are the BT, CN and MLM. The algorithms are described in the following sections.

3.1 Brovey Transform (BT)

The BT, named after its author, uses ratios to sharpen the MS image in this method [18]. It was created to produce RGB images, and therefore only three bands at a time can be merged [19]. Many researchers used the BT to fuse a RGB image with a high resolution image [20-25]. The basic procedure of the BT first multiplies each MS band by the high resolution PAN band, and then divides each product by the sum of the MS bands. The following equation, given by [18], gives the mathematical formula for the BT:

\[
F_{k(i,j)} = \frac{M_{k(i,j)} \times P_{(i,j)}}{\sum_k M_{k(i,j)}}
\]

The BT may cause color distortion if the spectral range of the intensity image is different from the spectral range covered by the MS bands.

3.2 Color Normalized Transformation (CN)

CN is an extension of the BT [17]. CN transform also referred to as an energy subdivision transform [26]. The CN transform separates the spectral space into hue and brightness components. The transform multiplies each of the MS bands by the p imagery, and these resulting values are each normalized by being divided by the sum of the MS bands. The CN transform is defined by the following equation [26, 27]:

\[
F_{k(i,j)} = \frac{(M_{k(i,j)}+1.0)(P_{(i,j)}+1.0) \times 3.0}{\sum_k M_{k(i,j)}+3.0} - 1.0
\]
follows [1; 19; 20]:

The fusion algorithm formula is as combination reflecting the mixed spectral properties of both sets. The square root of the derived pixel of the PAN data. To compensate for the increased brightness, the square root of the mixed data set is taken. The square root of the Multiplicative data set, reduce the data to the mixture of the PAN and MS images by injecting spatial details in the PAN and MS information [35]. The HPF method uses standard square box HP filters. For example, a 3*3 pixel kernel given by [36], which is used in this study:

\[ P_{HPF} = \frac{1}{9} \begin{bmatrix} -1 & -1 & -1 \\ -1 & 8 & -1 \\ -1 & -1 & -1 \end{bmatrix} \] (4)

In its simplest form, the HPF method uses standard high frequency inserting procedures superior over the other approaches, which are known to deliver fusion results that are spectrally distorted to some degree [28]. Examples of those authors are [29-31].

Fusion techniques in this group use high pass filters, Fourier transform or wavelet transform to model the frequency components between the PAN and MS images by injecting spatial details in the PAN and introducing them into the MS image. Therefore, the original spectral information of the MS channels is not or only minimally affected [32]. Such algorithms make use of classical filter techniques in the spatial domain. Some of the popular FFM for pan sharpening are the HPF, HFA, HFM and the WT based methods.

Fusion techniques in this group use high pass filters, Fourier transform or wavelet transform to model the frequency components between the PAN and MS images by injecting spatial details in the PAN and introducing them into the MS image. Therefore, the original spectral information of the MS channels is not or only minimally affected [32]. Such algorithms make use of classical filter techniques in the spatial domain. Some of the popular FFM for pan sharpening are the HPF, HFA, HFM and the WT based methods.

4. Frequency Filtering Methods (FFM)

Many authors have found fusion methods in the spatial domain (high frequency inserting procedures) superior over the other approaches, which are known to deliver fusion results that are spectrally distorted to some degree [28]. Examples of those authors are [29-31].

4.1 High-Pass Filter Additive Method (HPFA)

The High-Pass Filter Additive (HPFA) technique [28] was first introduced by Schowengerdt (1980) as a method to reduce data quantity and increase spatial resolution for Landsat MSS data [33]. HPF basically consists of an addition of spatial details, taken from a high-resolution Pan observation, into the low resolution MS image [34]. The high frequencies information is computed by filtering the PAN with a high-pass filter through a simple convolution filter example [38]:

\[ P_{LFF} = \frac{1}{9} \begin{bmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \end{bmatrix} \] (6)

A low pass or smoothing filter, which corresponds to computing a local average around each pixel in the image, is achieved. Since the goal of contrast enhancement is to increase the visibility of small detail in an image, subsequently, the high frequency addition method (HFA) extracts the high frequencies using a subtraction procedure. This approach is known as Unsharp masking USM [39]:

\[ P_{USM} = P - P_{LFF} \] (7)

Some authors, for example [40]; defined USM as HPF; while [36, 41] multiply the original image by an implication factor, denoted by a, and hence define it as a High Boost Filter (HBF) or high-frequency-emphasis filter: in the original, that is:

(Note: The small additive constants in the equation are included to avoid division by zero.)

3.3 Multiplicative Method (MLT)

The Multiplicative model or the product fusion method combines two data sets by multiplying each pixel in each band k of MS data by the corresponding pixel of the PAN data. To compensate for the increased brightness, the square root of the mixed data set is taken. The square root of the Multiplicative data set, reduce the data to combination reflecting the mixed spectral properties of both sets. The fusion algorithm formula is as follows [1; 19; 20]:

\[ F_{k(i,j)} = \sqrt{M_{k(i,j)} \times P_{(i,j)}} \] (3)
For more information about image fusion based on wavelet transform have been published in recent years [48-50]. The block diagram of a generic wavelet-based image fusion scheme is shown in Fig. 3. Wavelet transform based image fusion involves three steps; forward transform coefficient combination and backward transform. In the forward transform, two or more registered input images are wavelet transformed to get their wavelet coefficients [51]. The wavelet coefficients for each level contain the spatial (detail) differences between two successive resolution levels [9]. The basic operation for calculating the DWT is convolving the samples of the input with the low-pass and high-pass filters of the wavelet and down sampling the output [52]. Wavelet transform based image fusion involves various steps:

Step (1): the PAN image \( P \) is first reference stretched three times, each time to match one of multispectral \( M_k \) histograms to produce three new PAN images.

Step (2): the wavelet basis for the transform is chosen. In this study the upper procedure is for one level wavelet decomposition, and we used to implement the image fusion using wavelet basis of Haar because it is found that the choice of the wavelet basis does affect the fused images [53]. The Haar basis vectors are simple [37]:

\[
L = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ \end{bmatrix} \quad H = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & -1 \\ \end{bmatrix}
\]

Then performing the wavelet decomposition analysis to extract The structures or "details" present between the images of two different resolution. These structures are isolated into three wavelet coefficients, which correspond to the detailed images according to the three directions. The decomposition at first level we will have one approximation coefficients, \( A^N \) R,G,B and 3N wavelets Planes for each band by the following equation [54]:

\[
R \rightarrow A^N_R + \sum^N_l (H^l_R + V^l_R + D^l_R)
\]

\[
G \rightarrow A^N_G + \sum^N_l (H^l_G + V^l_G + D^l_G)
\]

\[
B \rightarrow A^N_B + \sum^N_l (H^l_B + V^l_B + D^l_B)
\]

\( A^N \): is Approximation coefficient at level N or approximation plane

- \( H^l \): is Horizontal coefficient at level l or horizontal wavelet plane

- \( V^l \): is Vertical Coefficient at level l or vertical wavelet plane

- \( D^l \): is Diagonal coefficient at level l or diagonal wavelet plane

4.3 High Frequency Modulation Method (HFM)

The problem of the addition operation is that the introduced texture will be of different size relative to each multispectral channel, so a channel wise scaling factor for the high frequencies is needed. The alternative high frequency modulation method HFM extracts the high frequencies via division for the \( P \) on the PAN channel low frequency \( P_{LPPF} \) which is obtained by using equation (9) to extract the PAN channel low-frequency \( P_{LPPF} \) and then adds them to each multispectral channel via multiplication [32]:

\[
F_k = M_k \times \frac{P}{P_{LPPF}}
\]

Because of the multiplication operation, every multispectral channel is modulated by the same high frequencies [32].

4.4 Wavelet Transformation (WT) Based Image Fusion

Wavelet-based methods Multi-resolution or multi-scale methods [24] is a mathematical tool developed in the field of signal processing [9] have been adopted for data fusion since the early 1980s (MALAT, 1989). Recently, the wavelet transform approach has been used for fusing data and becomes hot topic in research [43]. The wavelet transform provides a framework to decompose (also called analysis) images into a number of new images, each one of them with a different degree of resolution as well as a perfect reconstruction of the signal (also called synthesis). Wavelet-based approaches show some favorable properties compared to the Fourier transform [44]. While the Fourier transform gives an idea of the frequency content in the image, the wavelet representation is an intermediate representation between the Fourier and the spatial representation, and it can provide good localization in both frequency and space domains [45]. Furthermore, the multi-resolution nature of the wavelet transforms allows for control of fusion quality by controlling the number of resolutions [46] as well as the wavelet transform does not operate on color images directly so we have transformed the color image from RGB domain to another domain [47].
Step (3): Similarly by decomposing the panchromatic high-resolution image we will have one approximation coefficients, \(A^N_R\) and \(3N\) wavelets planes for Panchromatic image, where PAN means, panchromatic image.

Step (4): the wavelet coefficients sets from two images are combined via substitutive or additive rules. In the case of substitutive method, the wavelet coefficient planes (or details) of the \(R, G,\) and \(B\) decompositions are replaced by the similar detail planes of the panchromatic decomposition, which that used in this study.

Step (5): Then, for obtaining the fused images, the inverse wavelet transform is implemented on resultant sets. By reversing the process in step (2) the synthesis is equation [54]:

\[
A^N_R + \sum_{i}^{N} (H^i_p + V^i_p + D^i_p) \xrightarrow{\text{IWT}} R_{\text{new}}
\]

\[
A^N_G + \sum_{i}^{N} (H^i_p + V^i_p + D^i_p) \xrightarrow{\text{IWT}} G_{\text{new}}
\]

\[
A^N_B + \sum_{i}^{N} (H^i_p + V^i_p + D^i_p) \xrightarrow{\text{IWT}} B_{\text{new}}
\]

Wavelet transform fusion is obtained. This reverse process is referred to as reconstruction of the image in which the finer representation is calculated from coarser levels by adding the details according to the synthesis equation [44]. Thus at high resolution, simulated are produced.

5. Experiments

In order to validate the theoretical analysis, the performance of the methods discussed above was further evaluated by experimentation. Data sets used for this study were collected by the Indian IRS-1-C PAN (0.50 - 0.75 \(\mu\)m) of the 5.8-\(m\) resolution panchromatic band. Where the American Landsat (TM) the red (0.63 - 0.69 \(\mu\)m), green (0.52 - 0.60 \(\mu\)m) and blue (0.45 - 0.52 \(\mu\)m) bands of the 30 \(m\) resolution multispectral image were used in this experiment. Fig. 3 shows the IRS-1C PAN and multispectral TM images. The scenes covered the same area of the Mausoleums of the Chinese Tang - Dynasty in the PR China [55] was selected as test sit in this study. Since this study is involved in evaluation of the effect of the various spatial, radiometric and spectral resolution for image fusion, an area contains both manmade and natural features is essential to study these effects. Hence, this work is an attempt to study the quality of the images fused from different sensors with various characteristics. The size of the PAN is 600 * 525 pixels at 6 bits per pixel and the size of the original multispectral is 120 * 105 pixels at 8 bits per pixel, but this is upsampled to by Nearest neighbor was used to avoid spectral contamination caused by interpolation.

To evaluate the ability of enhancing spatial details and preserving spectral information, some Indices including Standard Deviation (SD), Entropy(En), Correlation Coefficient (CC), Signal-to Noise Ratio (SNR), Normalization Root Mean Square Error (NRMSE) and Deviation Index (DI) of the image were used (Table 1), and the results are shown in Table 2. In the following sections, \(F_k, M_k\) are the measurements of each the brightness values of homogenous pixels of the result image and the original multispectral image of band \(k, M_k, \hat{F}_k\) are the mean brightness values of both images and are of size \(n \times m\). \(BV\) is the brightness value of image data \(M_k\) and \(F_k\). To simplify the comparison of the different fusion methods, the values of the En, CC, SNR, NRMSE and DI index of the fused images are provided as chart in Fig. 1

Table 1: Indices Used to Assess Fusion Images.

| Equation |
| --- |
| \(\sigma_k = \sqrt{\frac{\sum_{i=1}^{m} \sum_{j=1}^{n} (BV_k(n,m) - \mu_k)^2}{m \times n}}\) |
| \(CC_k = \frac{\sum_{i}^{n} \sum_{j}^{m} (F_k(i,j) - \hat{F}_k) (M_k(i,j) - \bar{M}_k)}{\sqrt{\sum_{i}^{n} \sum_{j}^{m} (F_k(i,j) - \hat{F}_k)^2} \sqrt{\sum_{i}^{n} \sum_{j}^{m} (M_k(i,j) - \bar{M}_k)^2}}\) |
| \(En = - \sum_{i=0}^{I-1} P(i) \log_2 P(i)\) |
| \(DI_k = \frac{1}{nm} \sum_{i}^{n} \sum_{j}^{m} \frac{|F_k(i,j) - M_k(i,j)|}{M_k(i,j)}\) |
| \(SNR_k = \frac{\sum_{i}^{n} \sum_{j}^{m} (F_k(i,j))^2}{\sqrt{\sum_{i}^{n} \sum_{j}^{m} (F_k(i,j) - M_k(i,j))^2}}\) |
| \(NRMSE_k = \sqrt{\frac{1}{nm \times 255^2} \sum_{i}^{n} \sum_{j}^{m} (F_k(i,j) - M_k(i,j))^2}\) |
6. Discussion Of Results

The Fig. 1 shows those parameters for the fused images using various methods. It can be seen that from fig.1a. The SD of the fused images remains constant for HFA and HFM. According to the computation results En, the increased En indicates the change in quantity of information content for radiometric resolution through the merging. From fig.1b, it is obvious that En of the fused images have been changed when compared to the original multispectral but some methods such as (BT and HPFA) decrease the En values to below the original. In Fig.1c.CORrelation values also remain practically constant, very near the maximum possible value except BT and CN. The results of SNR, NRMSE and DI appear changing significantly. It can be observed, from the diagram of Fig. 1., that the results of NRMSE & DI, of the fused image, show that the HFM and HFA methods give the best results with respect to the other methods indicating that these methods maintain most of information spectral content of the original multispectral data set which get the same values presented the lowest value of the NRMSE & DI as well as the higher of the SNR. Hence, the spectral qualities of fused images by HFM and HFA methods are much better than the others. In contrast, it can also be noted that the BT, HPFA images produce highly NRMSE & DI values indicate that these methods deteriorate spectral information content for the reference image. In a comparison of spatial effects, it can be seen that the results of the HFM; HFA; WT and CN are better than other methods. Fig.3. shows the original images and the fused image results.

By combining the visual inspection results, it can be seen that the experimental results overall method are The HFM and HFA results which are the best result. The next higher the visual inspection results are obtained with WT, CN and MUL.
Table 2: Quantitative Analysis of Original MS and Fused Image Results Through the Different Methods

| Method | Band | SD   | En   | SNR  | NRMSE | DI   | CC   |
|--------|------|------|------|------|-------|------|------|
| ORIGIN | 1    | 51.018 | 5.2093 | 0.416 | 0.45  | 0.66 | 0.274 |
|        | 2    | 51.477 | 5.2263 | 0.413 | 0.427 | 0.66 | 0.393 |
|        | 3    | 51.983 | 5.2326 | 0.406 | 0.405 | 0.66 | 0.482 |
| BT     | 1    | 13.185 | 4.1707 | 0.212 | 0.241 | 0.66 | 0.276 |
|        | 2    | 13.204 | 4.0821 | 0.212 | 0.242 | 0.66 | 0.263 |
|        | 3    | 12.878 | 3.9963 | 0.211 | 0.237 | 0.66 | 0.276 |
| CN     | 1    | 39.278 | 5.7552 | 2.547 | 0.221 | 0.323 | 0.393 |
|        | 2    | 39.589 | 5.6629 | 2.579 | 0.205 | 0.324 | 0.393 |
|        | 3    | 38.633 | 5.5767 | 2.57  | 0.192 | 0.324 | 0.481 |
| MLT    | 1    | 37.009 | 5.7651 | 4.468 | 0.222 | 0.323 | 0.832 |
|        | 2    | 37.949 | 5.7833 | 4.858 | 0.222 | 0.324 | 0.839 |
|        | 3    | 38.444 | 5.7915 | 4.998 | 0.104 | 0.324 | 0.871 |
| HPFA   | 1    | 25.667 | 4.3176 | 1.03  | 0.306 | 0.491 | 0.996 |
|        | 2    | 25.869 | 4.3331 | 1.032 | 0.289 | 0.49  | 0.996 |
|        | 3    | 26.121 | 4.3424 | 1.033 | 0.273 | 0.489 | 0.996 |
| HFA    | 1    | 52.793 | 5.7651 | 9.05  | 0.068 | 0.08  | 0.943 |
|        | 2    | 53.57  | 5.7833 | 8.466 | 0.07  | 0.087 | 0.943 |
|        | 3    | 54.498 | 5.7915 | 7.9   | 0.071 | 0.095 | 0.943 |
| HFM    | 1    | 52.76  | 5.9259 | 8.399 | 0.073 | 0.082 | 0.934 |
|        | 2    | 53.343 | 5.8979 | 8.286 | 0.071 | 0.084 | 0.94 |
|        | 3    | 54.136 | 5.8721 | 8.073 | 0.069 | 0.086 | 0.945 |
| WT     | 1    | 37.666 | 5.7576 | 1.417 | 0.262 | 0.441 | 0.907 |
|        | 2    | 37.554 | 5.7754 | 1.296 | 0.262 | 0.363 | 0.913 |
|        | 3    | 37.875 | 5.7765 | 1.182 | 0.252 | 0.502 | 0.916 |
6. Conclusion

Image Fusion aims at the integration of disparate and complementary data to enhance the information apparent in the images as well as to increase the reliability of the interpretation. This leads to more accurate data and increased utility in application fields like segmentation and classification. In this paper, the comparative studies undertaken by using two types of pixel–based image fusion techniques Arithmetic Combination and Frequency Filtering Methods of Pixel-Based Image Fusion Techniques as well as effectiveness based image fusion and the performance of these methods. The fusion procedures of the first type, which includes (BT; CN; MLT ) by using all PAN band, produce more distortion of spectral characteristics because such methods depend on the degree of global correlation between the PAN and multispectral bands to be enhanced. Therefore, these fusion techniques are not adequate to preserve the spectral characteristics of original multispectral. But those methods enhance the spatial quality of the imagery except BT. The fusion procedures of the second type includes HPFA; HFA; HFM and the WT based fusion method by using selected (or Filtering) PAN band frequencies including HPF, HFA, HFM and WT algorithms. The preceding analysis shows that the HFA and HFM methods maintain the spectral integrity and enhance the spatial quality of the imagery. The HPF method does not maintain the spectral integrity and does not enhance the spatial quality of the imagery. The WTF method has been shown in many published papers as an efficient image fusion. In the present work, the WTF method has shown low results.

In general types of the data fusion techniques, the use of the HFM &HFA could, therefore, be strongly recommended if the goal of the merging is to achieve the best representation of the spectral information of multispectral image and the spatial details of a high-resolution panchromatic image.
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