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Abstract—Robust machine learning formulations have emerged to address the prevalent vulnerability of deep neural networks to adversarial examples. Our work draws the connection between optimal robust learning and the privacy-utility tradeoff problem, which is a generalization of the rate-distortion problem. The saddle point of the game between a robust classifier and an adversarial perturbation can be found via the solution of a maximin problem of the game between robustness and clean data performance, which ultimately arises from the geometric structure of the underlying data distribution and perturbation constraints.

Index Terms—robust learning, adversarial examples, privacy

I. INTRODUCTION

The widespread susceptibility of neural networks to adversarial examples [1], [2] has been demonstrated through a wide variety of practical attacks [3]–[9]. This has motivated much research towards mitigating these vulnerabilities, although many earlier defenses have been shown to be ineffective [10]–[12]. We focus our attention on robust learning formulations that aim for guaranteed resiliency against the worst-case input perturbations or in a distributional sense. Our work draws the information-theoretic connections between optimal robust learning and the privacy-utility tradeoff problem. We utilize this perspective to shed light on the fundamental tradeoff between robustness and clean data performance, and to inspire novel algorithms for optimizing robust models.

The influential approach of [13] proposes the robust optimization formulation given by

$$\min_{\theta} \mathbb{E}_{P_{X,Y}} \left[ \max_{q \in S} \ell (f_\theta (X + \delta), Y) \right],$$

where $\delta$ represents the worst-case over some set $S$ of small perturbations applied to the original input $X$ of the model $f_\theta$, with the aim of maximizing the loss $\ell$ with respect to the true label $Y$. This formulation has inspired a plethora of defenses; some that tackle the problem directly (albeit with limitations to scalability) [14]–[18] and others that employ approximate bounding [19]–[23] or noise injection [24]–[26] to certify robustness guarantees.

We generalize this formulation to allow stronger adversaries that may employ mixed strategies, where the perturbation can be viewed as a channel $P_{Z|X,Y}$, while focusing our study on the fundamental optimum of the ideal robust classification game. With the minimization over all decision rules $q(Y|Z)$ for the cross-entropy loss objective, we show the following minimax result that reduces the problem to a maximum conditional entropy problem,

$$\min_{q(Y|Z)} \max_{P_{Z|X,Y} \in D} \mathbb{E}[-\log q(Y|Z)] = \max_{P_{Z|X,Y} \in D} \min_{q(Y|Z)} \mathbb{E}[-\log q(Y|Z)] = \max_{P_{Z|X,Y} \in D} H(Y|Z).$$

This minimax result is established in Theorems 1 and 2 in terms of the more general notion of distributional robustness, which considers the worst-case data distribution over some convex set $D$. This subsumes expected distortion constraints as a special case when $D$ is a Wasserstein-ball with a suitably chosen ground metric. For the maximum conditional entropy problem over a Wasserstein-ball constraint, we present a fixed point characterization, which exposes the interplay between the geometry of the ground cost in the Wasserstein-ball constraint, the worst-case adversarial distribution, and the given reference data distribution.

The minimax equality establishes the connection to the privacy-utility tradeoff problem [27]–[32], where the aim is to design a distortion-constrained data perturbation mechanism $P_{Z|X,Y}$ that maximizes the uncertainty about sensitive information $Y$ as measured by $H(Y|Z)$. The equivalence between the maximin problem and maximum conditional entropy is used by [28] to argue that conditional entropy measures privacy against an inference attacker represented by $q$. Figure 1 illustrates these connections.

A similar minimax result is given in [33], however with technical limitations preventing it from addressing adversarial input perturbation (see Appendix, Section VIII), and much of their development focuses on the case where the marginal distribution for $X$ remains fixed. The similarities between the robust learning and privacy problems are noted by [34], however, they only state the minimax inequality relating the two.

We examine the fundamental tradeoff between model robustness and clean data performance from our information-theoretic perspective. This tradeoff ultimately arises from the geometric structure of the underlying data distribution and the adversarial perturbation constraints. We illustrate these tradeoffs with the numerical analysis of a toy example. The fundamental tradeoff between clean data and adversarial loss is also theoretically addressed by [35]. This theory was further
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Fig. 1. Robust Learning and Privacy-Utility Tradeoff problems both involve a game between a classifier and a constrained input perturbation. The goal of robust learning is a classifier robust to the perturbation, and posed as a minimax problem. The alternative maximin optimization captures the privacy-utility tradeoff problem, where the goal is a perturbation mechanism that hides sensitive information from an adversarial classifier aiming to recover it. Our minimax result shows that these two problems are equivalent.

A. Distributional Robustness

Since the objective $E[\ell(f_\theta(Z), Y)]$ only depends on the joint distribution of the variables $(Z, Y) \in \mathcal{X} \times \mathcal{Y}$, the robust learning formulation is straightforward to generalize by instead considering the maximization over an arbitrary set of joint distributions $D \subset \mathcal{P}(\mathcal{X}, \mathcal{Y})$. With a change of variable (replacing $Z$ with $X$ to simplify presentation), this becomes

$$\min_{\theta} \max_{D} \alpha \mathbb{E}[\ell(f_{\theta}(X), Y)],$$

which includes the scenarios considered in (1) through (4) as special cases. However, unlike these earlier formulations, (5) allows for the label $Y$ to also be potentially changed.

Another particular case for $D$ is the Wasserstein-ball around a distribution $\mu \in \mathcal{P}(\mathcal{X}, \mathcal{Y})$, as given by

$$D^\text{W}(\mu) := \{ \nu \in \mathcal{P}(\mathcal{X}, \mathcal{Y}) : \mathbb{W}_d(\mu, \nu) \leq \epsilon \},$$

where $\mathbb{W}_d$ is the 1-Wasserstein distance [37–39] for some ground metric (or in general a cost) $d$ on the space $\mathcal{X} \times \mathcal{Y}$. Recall that the 1-Wasserstein distance is given by

$$\mathbb{W}_d(\mu, \nu) := \inf_{\gamma \in \Gamma(\mu, \nu)} \mathbb{E}[d((X, Y), (X', Y'))],$$

where the set of couplings $\Gamma(\mu, \nu)$ is defined as all joint distributions with the marginals $(X, Y)' \sim \mu$ and $(X', Y)' \sim \nu$. Note that maximizing over $p \in D^\text{W}(P_{X,Y})$ is equivalent to maximizing over channels $P_{X,Y|Z:X,Y} \sim \lambda$ subject to the distortion expected constraint $E[d((X, Y), (X', Y'))] \leq \epsilon$, where $(X, Y, X', Y') \sim P_{X,Y|Z:X,Y}$. Unlike the formulation considered in [2], this channel may also change the label $Y$. However, if modifying $Y$ is prohibited by a cost of the form

$$d((x, y), (x', y')) = \begin{cases} d((x, x')), & \text{if } y = y', \\ \infty, & \text{otherwise}, \end{cases}$$

then the 1-Wasserstein distributionally robust formulation specializes to the earlier formulation in [2] with the average distortion constraint given by [4]. Robust-ML with Wasserstein-ball constraints is also referred to as Distributional Robust Optimization (DRO) [40–42] and shown to be equivalent to imposing Lipschitz constraints on the classifier [42, 43]. There is however no characterization, that is considered in these papers, of the optimal value of the min-max problem in this setting.

B. Optimal Robust Learning

The specifics of the loss function $\ell$ and model $f_\theta$ are crucial to our analysis. Hence, we will focus specifically on learning classification models, where $X \in \mathcal{X}$ represents the data features, $Y \in \mathcal{Y} := \{1, \ldots, m\}$ represent class labels, and the model $f_\theta : \mathcal{X} \to [0, 1]^m$ can be viewed as producing $q_\theta \in \mathcal{P}(\mathcal{Y}|X)$ that aims to approximate the underlying posterior $P_Y|X$. When cross-entropy is the loss function, i.e.,
\( \ell(f_\theta(X), Y) = -\log q_\theta(Y|X) \), the expected loss, with respect to some distribution \((X, Y) \sim p = P_X P_{Y|X} \), is given by

\[
E_p[-\log q_\theta(Y|X)]
= \int X \sum_{y \in \mathcal{Y}} P_{Y|X}(y|x) \log \frac{P_{Y|X}(y|x)}{q_\theta(y|x)} dP_X(x)
= \text{KL}(P_{Y|X}(y|x) || q_\theta(y|x) P_{Y|X}(y|x)) + H(Y|X). \tag{8}
\]

Thus, the principle of learning via minimizing the expected cross-entropy loss optimizes the approximate posterior \(q_\theta(y|x)\) toward the underlying posterior \(P_{Y|X}\), and the loss is lower bounded by the conditional entropy \(H(Y|X)\), which is arguably nonzero for nontrivial classification problems.

The robust learning problem, given by

\[
\min_{\theta} \max_{p \in D} E_{(X,Y) \sim p}[-\log q_\theta(Y|X)], \tag{9}
\]

still critically depends on the specific parametric family (e.g., neural network architecture) chosen for the model \(\{f_\theta\}_{\theta \in \Theta}\), which determines the corresponding parametric family of approximate posteriors, i.e., \(\{q_\theta \in \mathcal{P}(\mathcal{Y} | \mathcal{X})\}_{\theta \in \Theta}\). Motivated by the ultimate meta-objective of learning the best possible robust models, we consider the idealized optimal robust learning formulation where the minimization is performed over all conditional distributions \(q \in \mathcal{P}(\mathcal{Y} | \mathcal{Z})\), as given by

\[
\min_{q \in \mathcal{P}(\mathcal{Y} | \mathcal{Z})} \max_{p \in D} E_{(X,Y) \sim p}[-\log q(Y|X)], \tag{10}
\]

which clearly lower-bounds (9), which is specific to the particular parametric family.

### III. The Privacy-Utility Tradeoff Problem

In the information-theoretic treatment of the privacy-utility tradeoff problem \([27]-[32]\), the random variables \((X, Y) \sim P_{X,Y}\) respectively denote useful and sensitive data, and the goal is to release data \(Z\) produced from a randomized algorithm viewed as a channel \(P_{Z|X,Y}\), while simultaneously preserving the privacy of the sensitive \(Y\) and maintaining utility by conveying \(X\). Privacy is measured by \(H(Y|Z)\), where smaller is better to preserve privacy. Utility is quantified with a distortion function, \(d: \mathcal{X} \times \mathcal{Z} \rightarrow [0, \infty)\), given by the particular application. Minimizing (or limiting) the distortion \(d(X,Z)\) captures the objective of maintaining the utility of the data release. Since the useful and sensitive data \((X,Y)\) are correlated (and indeed the problem is uninteresting if they are independent), a tradeoff naturally emerges between the two objectives of preserving privacy and utility.

#### A. Optimal Privacy-Utility Tradeoff

The optimal privacy-utility tradeoff problem is formulated as an information-theoretic optimization problem in \([27],[28]\), and is given by

\[
\arg \min_{P_{Z|X,Y} \in \mathcal{D}_{d,\epsilon}} I(Y;Z) = \arg \max_{P_{Z|X,Y} \in \mathcal{D}_{d,\epsilon}} H(Y|Z), \tag{11}
\]

where \((X,Y,Z) \sim P_{X,Y}P_{Z|X,Y}\), the constraint \(\mathcal{D}_{d,\epsilon}\), as given in \([4]\), captures the expected distortion budget, and the equivalence follows from \(I(Y;Z) = H(Y) - H(Y|Z)\) since \(H(Y)\) is constant. Similarly, one could consider the alternative maximum distortion constraint \(\mathcal{D}_{d,\epsilon}\), given in \([3]\).

### B. Adversarial Formulation of Privacy

In \([28]\), the privacy-utility problem in (11), is derived from a broader perspective that poses privacy as maximizing the loss of an adversary that mounts a statistical inference attack attempting to recover the sensitive \(Y\) from the release \(Z\). Their framework considers an adversary that can observe the release \(Z\) and choose a conditional distribution \(q \in \mathcal{P}(\mathcal{Y} | \mathcal{Z})\) to minimize its expected loss. As observed in \([28]\), when cross-entropy (or “self-information”) is the loss, we have that

\[
\min_{q \in \mathcal{P}(\mathcal{Y} | \mathcal{Z})} \mathbb{E}[-\log q(Y|Z)] = H(Y|Z), \tag{12}
\]

with the optimum \(q^* = p_{Y|Z}\), which follows from a derivation similar to \([3]\). Thus, the optimal privacy-utility tradeoff given in (11) is equivalent to a maximin problem, as stated in Lemma 1.

**Lemma 1** (equivalence of privacy formulations). For any joint distribution \(P_{X,Y}\) and closed, convex constraint set \(D \subset \mathcal{P}(\mathcal{X} \times \mathcal{Y})\), e.g., \(\mathcal{D}_{d,\epsilon}\) or \(\mathcal{D}_{d,\epsilon}\), as given by \([7]\) or \([8]\), we have

\[
\max_{P_{Z|X,Y} \in D} \min_{q \in \mathcal{P}(\mathcal{Y} | \mathcal{Z})} \mathbb{E}[-\log q(Y|Z)]
= \max_{P_{Z|X,Y} \in D} H(Y|Z) = H(Y) - \min_{P_{Z|X,Y} \in D} I(Y;Z),
\]

where \((X,Y,Z) \sim P_{X,Y}P_{Z|X,Y}\).

The privacy-utility tradeoff problem is also highly related to rate-distortion theory, which considers the efficiency of lossy data compression. When \(X = Y\), the optimization problem in (11) immediately reduces to the single-letter characterization of the optimal rate-distortion tradeoff. However, the privacy problem considers an inherently single-letter scenario, where we deal with just a single instance of the variables \((X,Y,Z)\), which could be high-dimensional, but have no restrictions placed on their statistical structure across these dimensions.

### IV. Main Results – Duality Between Optimal Robust Learning and Privacy-Utility Tradeoffs

The solution to the optimal minimax robust learning problem can be found via a maximum conditional entropy problem related to the privacy-utility tradeoff problem.

**Theorem 1.** For any finite sets \(\mathcal{X} \) and \(\mathcal{Y}\), and closed, convex set of joint distributions \(\mathcal{D} \subset \mathcal{P}(\mathcal{X}, \mathcal{Y})\), we have

\[
\min_{q \in \mathcal{P}(\mathcal{Y} | \mathcal{X})} \max_{p \in \mathcal{D}} \mathbb{E}[-\log q(Y|X)] \tag{13}
= \max_{p \in \mathcal{D}} \min_{q \in \mathcal{P}(\mathcal{Y} | \mathcal{X})} \mathbb{E}[-\log q(Y|X)] \tag{14}
= \max_{p \in \mathcal{D}} H(Y|X) =: h^* \leq \log |\mathcal{Y}|, \tag{15}
\]
where the expectations and entropy are with respect to 

\((X,Y) \sim p\). Further, the solutions for \(q \in P(Y\mid X)\) that minimize (13) are given by

\[
\bigcap_{p \in D} \{ q \in P(Y\mid X) : E_{(X,Y) \sim p}[\log q(Y\mid X)] \leq h^* \} \neq \emptyset.
\]

(16)

**Proof.** See Appendix, Section VI.

Intuitively, the optimal minimax robust decision rule \(q\) that solves (13) must be consistent with the posterior \(p(y\mid x)\) corresponding to the solution of the maximum conditional entropy problem in (15). However, a given posterior \(p(y\mid x)\) is well-defined only over the support of the marginal distribution \(X\), whereas the robust decision rule needs to be defined over the entire space \(X\). Hence, generally, determining the robust decision rule over the entirety of \(X\) requires considering the solution set in (16), which seems cumbersome, but can be simplified in many cases via the following corollary.

**Corollary 1.** Under the paradigm of Theorem 7 let

\[D^* := \{ p \in D : H(Y\mid X) = h^*, (X,Y) \sim p \}.\]

For all \(p^* \in D^*\), the corresponding terms of (16) are given by

\[
Q(p^*):= \{ q \in P(Y\mid X) : E_{(X,Y) \sim p^*}[\log q(Y\mid X)] \leq h^* \}
\]

\[
= \{ q \in P(Y\mid X) : \forall (x,y), q(y\mid x)p^*(x) = p^*(x,y) \}.
\]

Further, if

\[
\bigcup_{p^* \in D^*} \{ x \in X : p^*(x) > 0 \} = X,
\]

then the solution set given by (16), for the minimization of (13), contains exactly one point and is given by

\[
\bigcap_{p^* \in D^*} Q(p^*) = \bigcap_{p \in D} Q(p).
\]

In the simplest case, if there exists a \(p^* \in D^*\) that has full support over \(X\) (in the marginal distribution for \(X\)), then the optimal robust decision rule that solves the minimization of (13) is simply given by the posterior \(p^*(y\mid x)\), which is defined for all \(x \in X\).

A. Generalization to Arbitrary Alphabets

Extending the result in the previous section to continuous \(X\) requires one to expand the set of allowable Markov kernels, i.e., conditional probabilities, to what is referred to as the set of generalized decision rules in statistical decision theory [44–47]. This is because the set of Markov kernels is not compact, while the set of generalized decision rules is. For any \(f \in C_b(Y)\), set of bounded continuous functions, and any bounded signed measure \(\varphi\) on \(X\), given a mapping \(g(Y\mid X)\) (interpret this as a measurable function \(g_\varphi\) over \(Y\) for each fixed \(x\)), define a bilinear functional via

\[
\beta_{g,Y}(f,\varphi) = \int_X \int_Y f(y)q(dy\mid dx)\,d\varphi(x).
\]

(17)

**Definition 1.** [44] A generalized decision function is a bilinear function \(\beta : C_b(Y) \times \varphi \to \mathbb{R}\) that satisfies, (a) if \(f \geq 0, \varphi \geq 0 \implies \beta(f,\varphi) \geq 0\), (b) \(|\beta(f,\varphi)| \leq \|f\|_\infty\|\varphi\|_{TV}\), (c) \(\beta(1,\varphi) = \|\varphi\|_{TV}\) if \(\varphi \geq 0\).

Define the set of generalized decision rules as the set of bilinear functions defined via (17) and satisfying the properties (a), (b), (c) above.

\[M = \{ q(Y\mid X) : q(Y\mid X) \text{ satisfies a. b. c. in Def. 1} \} \]

Applying these results, we obtain the following theorem for the case of general alphabets \(X\). Note that in contrast to Theorem 1 here the results hold with \(\inf, \sup\) instead of \(\min, \max\).

**Theorem 2.** Under the paradigm of Theorem 7 for continuous alphabets \(X\) and discrete \(Y\),

\[
\inf_{q \in M} \sup_{p \in D} E_p[\log q(Y\mid X)] = \sup_{p \in D} H(Y\mid X)
\]

(18)

**Proof.** Using the fact that the set \(M\) is convex and compact for the weak topology (Theorem 42.3, [44]), that the function \(E_p[\log q(Y\mid X)]\) is convex in \(q\) for all \(q \in M\), and applying the minimax theorem [48], we have

\[
\inf_{q \in M} \sup_{p \in D} E_p[\log q(Y\mid X)] = \sup_{p \in D} \inf_{q \in M} E_p[\log q(Y\mid X)],
\]

and noting that \(\inf_{q \in M} E_p[\log q(Y\mid X)] = H(Y\mid X)\), the result follows. Hence, even in the case of continuous alphabets, the worst case algorithm-independent adversarial perturbation can be found by solving \(\sup_{p \in D} H(Y\mid X)\).

V. IMPLICATIONS OF THE MAIN RESULTS

A. Necessity of Stochastic Perturbation

In the original robust learning formulation, as given in (1), the attacker is restricted to a pure strategy, and this is not suboptimal (i.e., this game has the same value as the mixed strategy formulation given by (2)), since the attacker has the advantage of “playing second” with the inner maximization. However, we emphasize that the original formulation given by (1), even in the basic case of optimal robust classification, is not necessarily a saddle point problem, that is,

\[
\min_{q \in P(Y\mid Z)} \max_{d \in X} \mathbb{E}_{d(X,Z) \leq \epsilon} \left[ -\log q(Y\mid Z) \right]
\]

(20)

\[
\geq \max_{g : X \times Y \to X} \min_{d(X,g(Y,X),Y) \leq \epsilon} \mathbb{E}_{d(Y) \leq \epsilon} \left[ -\log q(Y\mid g(X,Y)) \right]
\]

(21)

will often be a strict inequality due to the determinism of the attack mapping \(g\). In contrast, our minimax result of Theorem 1 establishes that with a stochastic attacker (or, more generally, distributional robustness constrained to a convex set), such as formulated in (2), swapping the min and max does not disadvantage the attacker for “playing first”.

We illustrate the necessity of a stochastic attacker with the following example. Consider \(X = Y = \{0, 1, 2, 3, 4\}\), where \(P_{X,Y}(x,y) = 1/3\) for \((x,y) \in \{(0,0), (2,2), (4,4)\}\), and let
$\epsilon = 1$ be the distortion limit under the metric $d(x,z) = |x-z|$. For this setup, the optimal stochastic attack will clearly lie within the family parameterized by $\alpha \in [0,1]$ and given by

$$p^\star_{\nu|X}(z|x) := \begin{cases} 1, & \text{if } (x,z) \in \{(0,1), (4,3)\}, \\ \alpha, & \text{if } (x,z) = (2,1), \\ 1-\alpha, & \text{if } (x,z) = (2,3), \end{cases}$$

however, the optimal deterministic attack is limited to only $\alpha$ equal to zero or one. The optimal stochastic attack that solves (15), and hence also (13) and (14) due to Theorem 1 and Corollary 1, is found at $\alpha = 0.5$ yielding the optimal value of $h^* = h_2(1/3)$, where $h_2(p) := -p \log(p) - (1-p) \log(1-p)$ is the binary entropy function. For deterministic attacks, the optimal value of (20) is also $h_2(1/3)$, however, the optimal value of (21) is equal to $(2/3) \log(2) < h_2(1/3)$.

**B. Tradeoffs between Robustness vs Clean Data Loss**

A natural question to ask is whether robustness comes at a price. It has been observed empirically that robust models will underperform on clean data in comparison to conventional, non-robust models. To understand why this is fundamentally unavoidable, we examine the loss for robust and non-robust models in combination with clean data or adversarial attack.

Let $\mu \in \mathcal{D}$ denote the unperturbed (clean data) distribution within the set of potential adversarial attacks $\mathcal{D}$. For a given decision rule $q \in \mathcal{P}(Y|X)$ and distribution $\nu = \nu_X \nu_Y|X \in \mathcal{P}(X,Y)$, recall that the cross-entropy loss is given by (8) as

$$\mathcal{L}(\nu, q) := \mathbb{E}_\mu[-\log q(Y|X)] = H_\nu(Y|X) + KL(\nu_Y|X || q(Y|X) \nu_X) .$$

The baseline loss of the ideal non-robust model for clean data is given by $\min_q \mathcal{L}(\mu, q) = H_\mu(Y|X)$. Under adversarial attack, the ideal loss of the robust model is given by Theorem 1 as

$$\min_{q} \max_{\nu \in \mathcal{D}} \mathcal{L}(\nu, q) = \max_{\nu \in \mathcal{D}} H_\nu(Y|X) .$$

The loss of a robust model $q^*$ that solves (13), as characterized by (16), under the clean data distribution $\mu$ is given by

$$\mathcal{L}(\mu, q^*) = H_\mu(Y|X) + KL(\nu_Y|X || q^*(Y|X) \mu_X) .$$

The KL-divergence term must be finite, since we have

$$H_\mu(Y|X) = \min_q \mathcal{L}(\mu, q) \leq \mathcal{L}(\mu, q^*) \leq \min_{q} \max_{\nu \in \mathcal{D}} \mathcal{L}(\nu, q) = \max_{\nu \in \mathcal{D}} H_\nu(Y|X) ,$$

where the second inequality follows from $q^*$ being the min-max solution.

We numerically evaluate these tradeoffs by considering a family of Wasserstein-ball constraint sets $\mathcal{D}(\epsilon)$, as given by (5), with varying radius $\epsilon \geq 0$ around a distribution $\mu$ over finite alphabets $X = Y = \{1, \ldots, 5\}$. The ground metric is of the form given in (7), which effectively limits the perturbation to only changing $X$ within an expected squared-distance distortion constraint of $\epsilon$, as equivalent to (4). The distribution
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\caption{Left: Loss as a function of decision rule, varying $\epsilon_{\text{rule}}$, and across attacks varying $\epsilon_{\text{attack}}$. Right: Loss as a function of attack distortion, varying $\epsilon_{\text{rule}}$, and across decision rules varying $\epsilon_{\text{attack}}$.}
\end{figure}

$\mu$ was randomly chosen, and has entropies $H_\mu(Y) \approx 1.6$ and $H_\mu(Y|X) \approx 0.34$ (in nats).

Leveraging Theorem 1 and Corollary 1 we numerically solve for the robust decision rules,

$$q^*_{\text{rule}} = \arg \min_{q \in \mathcal{P}(Y|X)} \max_{\nu \in \mathcal{D}(\epsilon_{\text{rule}})} \mathcal{L}(\nu, q) ,$$

across a range distortion constraints $\epsilon_{\text{rule}} \in [0,2]$. In combination with each decision rule, we consider the loss under attacks at varying distortion limits $\epsilon_{\text{attack}} \in [0,2]$, as given by

$$\mathcal{L}(\epsilon_{\text{attack}}, \epsilon_{\text{rule}}) := \max_{\nu \in \mathcal{D}(\epsilon_{\text{attack}})} \mathcal{L}(\nu, q^*_{\text{rule}}) .$$

Figure 2 plots the loss $\mathcal{L}(\epsilon_{\text{attack}}, \epsilon_{\text{rule}})$ across the combination of $\epsilon_{\text{attack}}$ and $\epsilon_{\text{rule}}$. On the left of Figure 2 each curve is a fixed attack distortion $\epsilon_{\text{attack}}$, over which the decision rule $q^*_{\text{rule}}$ is varied, with the optimal loss obtained when $\epsilon_{\text{rule}} = \epsilon_{\text{attack}}$. As $\epsilon_{\text{rule}}$ increases, the loss for all curves converge to $H_\mu(Y)$. In the right of Figure 2 the dotted black curve is the maximum conditional entropy $H_\nu(Y|X)$ over $\nu \in \mathcal{D}(\epsilon_{\text{attack}})$ at each $\epsilon_{\text{attack}}$, which corresponds to the ideal robust loss when $\epsilon_{\text{rule}} = \epsilon_{\text{attack}}$. The other curves are each a fixed decision rule $q^*_{\text{rule}}$, over which the attack distortion $\epsilon_{\text{attack}}$ is varied, which exhibits suboptimal loss for mismatched $\epsilon_{\text{rule}} \neq \epsilon_{\text{attack}}$. The beginning of each curve, at $\epsilon_{\text{attack}} = 0$, is the clean data loss for each rule, and we can see that clean data loss is degraded as robustness for higher distortions $\epsilon_{\text{attack}}$ is improved. In the extreme of a decision rule designed to be robust for very high $\epsilon_{\text{rule}} = 1.95$, the loss is uniformly equal to $H_\mu(Y)$ across all $\epsilon_{\text{attack}}$, since this robust decision rule $q^*_{1.95}$ only simply guesses the prior $\mu_Y$.

C. Fixed point characterization of the worst case perturbation

We consider the particular case when $\mathcal{D}$ is the Wasserstein-ball around a distribution $\mu \in \mathcal{P}(X,Y)$:

$$\mathcal{D}_\nu^\mathcal{D}(\mu) := \{\nu \in \mathcal{P}(X,Y) : ||\nu - \mu||_\mathcal{D} \leq \epsilon\} ,$$

and derive the necessary conditions for optimality for the solution to $\sup_{\nu \in \mathcal{D}_\nu^\mathcal{D}(\mu)} H_\nu(Y|X)$, where by the subscript in the conditional entropy we highlight the fact that the conditional entropy is computed under the joint distribution $\nu$. To this end
we adopt a Lagrangian viewpoint and we assume that $\mathcal{X}$ and $\mathcal{Y}$ are continuous bounded and compact sets, but the result can be seen to hold true when $\mathcal{X}$ is continuous and $\mathcal{Y}$ is discrete. The result is summarized in the Theorem below.

**Theorem 3.** If the cost $d$ is continuous with continuous first derivative and the distribution $\mu(x, y)$ is supported on the whole of the domain $\mathcal{X} \times \mathcal{Y}$, the optimal solution to \( \arg \min_{\nu} \mathbb{W}_d(\nu, \mu) - AH_p(\nu \| \mu) \) for some $\lambda > 0$ satisfies,

$$
\varphi_{\nu \to \mu}(x, y) = \lambda (\log(\nu(x, y)) - u(y) \log(\nu(x))) + C,
$$

(22)

where $\varphi_{\nu \to \mu}(x, y)$ is the Kantorovich Potential corresponding to the optimal solution to the transport problem from $\nu$ to $\mu$ under the ground cost $d$, capital $C$ is a constant, $u(y)$ is a uniform distribution over $\mathcal{Y}$, and $\nu(x) = \int_y \nu(x, y)$ is the marginal distribution under the joint $\nu(x, y)$.

**Proof.** See Appendix, Section [VII] □

This characterization ties closely the geometry of the perturbations (as reflected via the Kantorovich Potential) with the worst case distribution that maximizes the conditional entropy. The algorithmic implications of this fixed point relation will be undertaken in future work.
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Suppose \( Q(p_1) \cap Q(p_2) = \emptyset \), then a contradiction would occur if we can show that there exists \( \alpha \in [0,1] \) such that for all \( q \in \mathcal{P}(Y|X) \),

\[
(1 - \alpha) f(p_1, q) + \alpha f(p_2, q) > 0,
\]

(25)

since then \( \min_{q \in \mathcal{P}(Y|X)} f(p_\alpha, q) > 0 \), where \( p_\alpha := (1 - \alpha)p_1 + \alpha p_2 \).

For \( q \notin Q(p_1) \cup Q(p_2) \), we immediately have (25), since both \( f(p_1, q) > 0 \) and \( f(p_2, q) > 0 \). For (25) to hold for all \( q \in Q(p_1) \), we must require

\[
\alpha > \sup_{q_1 \in Q(p_1)} \frac{-f(p_1, q_1)}{f(p_2, q_1) - f(p_1, q_1)}.
\]

(26)

The supremum is \( \geq 0 \), since \( f(p_1, q_1) \leq 0 \) and \( f(p_2, q_1) > 0 \), from the assumption \( Q(p_1) \cap Q(p_2) = \emptyset \). Thus, an \( \alpha \) satisfying both (26) and (27) exists if and only if for all \( q_1 \in Q(p_1) \) and \( q_2 \in Q(p_2) \),

\[
-f(p_1, q_1) < \frac{f(p_1, q_2)}{f(p_2, q_1) - f(p_1, q_1)} < f(p_1, q_2) - f(p_2, q_2),
\]

or equivalently,

\[
f(p_1, q_1)f(p_2, q_2) < f(p_1, q_2)f(p_2, q_1).
\]

(28)

Since (28) is immediate if either \( f(p_1, q_1) = 0 \) or \( f(p_2, q_2) = 0 \), we need only consider when both \( f(p_1, q_1) < 0 \) and \( f(p_2, q_2) < 0 \). Define \( \theta \in (0,1) \) such that

\[
(1 - \theta) f(p_1, q_1) + \theta f(p_2, q_2) = 0,
\]

(29)

and let \( q_\theta := (1 - \theta)q_1 + \theta q_2 \). Since \( f \) is convex in \( q \), \( f(p_1, q_\theta) \leq 0 \), which implies that \( q_\theta \in Q(p_1) \) hence \( q_\theta \notin Q(p_2) \) (since we assumed that they are disjoint), which further implies that

\[
(1 - \theta) f(p_2, q_1) + \theta f(p_2, q_2) > 0.
\]

(30)

Thus, by combining (29) and (30),

\[
\frac{-f(p_1, q_1)}{f(p_1, q_2)} = \frac{\theta}{1 - \theta} < \frac{f(p_1, q_2)}{f(p_2, q_2)},
\]

which implies (28) and the existence of \( \alpha \), which contradicts the assumption that \( Q(p_1) \cap Q(p_2) = \emptyset \).

The pairwise result \( Q(p_1) \cap Q(p_2) \neq \emptyset \) implies that for any finite set \( D_0 = \{p_1, \ldots, p_m\} \), \( Q(p_i) \cap Q(p_j) \neq \emptyset \) for \( i = 2, \ldots, m \). Then, we can repeat the argument starting from (23) with \( q \) further restricted to \( Q(p_i) \), i.e., replacing \( \mathcal{P}(Y|X) \) in subsequent steps with \( Q(p_i) \), which effectively redefines (24) with \( Q(p) := Q(p) \cap Q(p_i) \), and eventually leads to \( Q(p_i) \cap Q(p_j) \neq \emptyset \) for \( i = 3, \ldots, m \). Thus, repeating this argument further yields that \( \cap_{p \in D_0} Q(p) \neq \emptyset \) for any finite subset \( D_0 \subset D \), which, as argued earlier, implies (16).
VII. PROOF OF THEOREM 3

All the proof steps assume continuous and compact $\mathcal{X}, \mathcal{Y}$ but it is easy to see that the steps hold true for discrete and finite $\mathcal{Y}$ and continuous $\mathcal{X}$. We begin with the following definition that is taken from Chapter 7 in [37].

**Definition 2.** Given a functional $F(\rho) : \mathcal{P} \to \mathbb{R}$, if $\rho$ is a regular point of $F$, and for any perturbation $\chi = \rho - \tilde{\rho}, \tilde{\rho} \in \mathcal{P} \cap L^\infty(\Omega)$, one calls $\frac{dF}{d\rho}(\rho)$ the first variation of $F(\rho)$ if

$$
\frac{d}{d\varepsilon} F(\rho + \varepsilon \chi)\big|_{\varepsilon = 0} = \int \frac{\delta F(\rho)}{\delta \rho}(\rho)d\chi
$$

It can be seen that the first variations are unique up a constant. The proof then follows from the following two lemmas.

**Lemma 2.** [37] The first variation of a the optimal transport cost $\mathcal{W}_d(\nu, \mu)$ with respect to $\nu$ is given by the Kontorovich potential, $\varphi_{x \to y, \nu}$, provided it is unique. A sufficient condition for uniqueness of $\varphi_{x \to y, \nu}$ is that the cost $c$ is continuous with continuous first derivative and $\mu$ is supported on the whole of the domain.

**Lemma 3.** The first variation of the conditional entropy function defined by

$$
H_\nu(Y|X) = \int \nu(x, y) \log \frac{\nu(x, y)}{\int_y \nu(x, y)} dxdy,
$$

is given by $\log(\nu(x, y)) - u(y) \log \nu(x)$, where $u(y)$ is a uniform distribution over $\mathcal{Y}$ and $\nu(x)$ is the marginal over $\mathcal{X}$ under the joint $\nu(x, y)$.

**Proof. Notation:** In the following to be concise and avoid a cumbersome notation we will often not explicitly write $\chi(x, y)$ but just use $\chi$. On the other hand we will keep explicit the notation $\nu(x, y)$ so as to not lose sight of it.

By definition consider a perturbation $\varepsilon \chi$ around $\nu$ and let us look at

$$
\frac{d}{d\varepsilon} \int (\nu(x, y) + \varepsilon \chi) \log \frac{(\nu(x, y) + \varepsilon \chi)}{\int_y (\nu(x, y) + \varepsilon \chi)} dxdy
$$

where $f(\chi) = \int_y \chi(x, y)dy$. Let us focus on the first term.

$$
\begin{align*}
\frac{d}{d\varepsilon} & \int (\nu(x, y) + \varepsilon \chi) \log (\nu(x, y) + \varepsilon \chi) dxdy \\
& = \frac{d}{d\varepsilon} \int (\nu(x, y) + \varepsilon \chi) \log (\nu(x, y) + \varepsilon \chi) dxdy \\
& - \frac{d}{d\varepsilon} \int (\nu(x, y) + \varepsilon \chi) \log (\int_y (\nu(x, y) + \varepsilon \chi)) dxdy \\
& = \frac{d}{d\varepsilon} \int (\nu(x, y) + \varepsilon \chi) \log (\nu(x, y) + \varepsilon \chi) dxdy \\
& - \frac{d}{d\varepsilon} \int (\nu(x) + \varepsilon f(\chi)) \log (\nu(x) + \varepsilon f(\chi)) dxdy
\end{align*}
$$

Now let us look at the second term. Following the same arguments as for the first term we have, 

$$
\begin{align*}
\frac{d}{d\varepsilon} & \int (\nu(x) + \varepsilon f(\chi)) \log (\nu(x) + \varepsilon f(\chi)) dxdy\big|_{\varepsilon = 0} \\
= & \int (\log(\nu(x)) + 1)f(\chi) dxdy
\end{align*}
$$

Now we note that,

$$
\int (\log(\nu(x)) + 1)f(\chi) dxdy = \int (u(y) \log \nu(x) + 1)\chi dxdy
$$

where $u(y)$ is the uniform distribution over $\mathcal{Y}$. Therefore we have,

$$
\frac{d}{d\varepsilon} H_{\nu+\varepsilon \chi}(Y|X)\big|_{\varepsilon = 0} = \int (\log(\nu) - u(y) \log \nu(x)) \chi dxdy
$$

\[Q.E.D.\]

VIII. DIFFERENCES VERSUS FARNIA AND TSE’S MINIMAX RESULT

The strong version of the minimax result from [33, Thm. 1.B] requires a continuity assumption on $f(p, q)$, as defined in [23], with respect to $p \in \mathcal{D}$. This continuity assumption is stated in the following Proposition 1 and is generally false, except for particular choices of $\mathcal{D}$ that may limit the applicability of their minimax result toward addressing general adversarial examples. Our minimax results in Theorem 1 and Theorem 2 avoid this assumption and its limitations.

**Proposition 1.** If a sequence $(p_n)_{n=1}^\infty \in \mathcal{D}$ converges to $p_0 \in \mathcal{D}$, and $q_n := \arg \min_q f(p_n, q)$, then for any $p \in \mathcal{D}$, $f(p, q_n)$ converges to $f(p, q_0)$.

**Remark 1.** If the marginal distribution for $X$ is fixed over all joint distributions in $\mathcal{D}$, then Proposition 1 is true. Much of the developments in [33] are constructed within this assumption.

**Remark 2.** For general $\mathcal{D}$ where the marginal distribution for $X$ may vary, Proposition 1 may be false, as shown with the following example.
Let $\mathcal{X} = \mathcal{Y} = \{0, 1\}$, and $\mathcal{D}$ be all joint distributions over $\mathcal{X} \times \mathcal{Y}$. Consider the sequence of distributions

\[
p_n(x, y) := \begin{cases} 
1/2, & \text{if } (x, y) = (0, 0), \\
(n - 1)/2n, & \text{if } (x, y) = (0, 1), \\
0, & \text{if } (x, y) = (1, 0), \\
1/2n, & \text{if } (x, y) = (1, 1),
\end{cases}
\]

for which the associated optimal decision rules are equivalent to the posteriors, as given by

\[
q_n := \arg \min_{q \in \mathcal{P}(\mathcal{Y}|\mathcal{X})} f(p_n, q) \equiv p_n(y = 1|x) = \begin{cases} 
\frac{n-1}{2n-1}, & \text{if } x = 0, \\
1, & \text{if } x = 1.
\end{cases}
\]

Also, consider the similar sequence

\[
p'_n(x, y) := \begin{cases} 
(n - 1)/2n, & \text{if } (x, y) = (0, 0), \\
1/2, & \text{if } (x, y) = (0, 1), \\
1/2n, & \text{if } (x, y) = (1, 0), \\
0, & \text{if } (x, y) = (1, 1),
\end{cases}
\]

and its associated optimal decision rules and posteriors

\[
q'_n := \arg \min_{q \in \mathcal{P}(\mathcal{Y}|\mathcal{X})} f(p'_n, q) \equiv p'_n(y = 1|x) = \begin{cases} 
\frac{n}{2n-1}, & \text{if } x = 0, \\
0, & \text{if } x = 1.
\end{cases}
\]

Note that both sequences converge to the same distribution,

\[
p_0(x, y) = \begin{cases} 
1/2, & \text{if } x = 0, \\
0, & \text{if } x = 1.
\end{cases}
\]

However, the corresponding optimal decision rule $q_0 := \arg \min_q f(p_0, q)$ is not unique, and constrained only by $q_0(y|x = 0) = 1/2$, while $q_0(y|x = 1)$ may be arbitrary. For Proposition[1] to be true, it would be required, for any $p \in \mathcal{D}$, that both $f(p, q_n)$ and $f(p, q'_n)$ converge to $f(p, q_0)$, however, there does not exist a $q_0$ such that both simultaneously converge to $f(p, q_0)$. For $f(p, q_n)$ to converge to $f(p, q_0)$, it would be required that $q_0(y = 1|x = 1) = 1$, while for $f(p, q'_n)$ to converge to $f(p, q_0)$, it would be required that $q_0(y = 1|x = 1) = 0$. 