Impact of impurity scattering on odd-frequency spin-triplet pairing near the edge of the Kitaev Chain
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We study a Kitaev chain model, which is the simplest model of topological superconductors hosting Majorana fermion, appearing as a zero-energy state at the edge. We analytically calculate the Green’s function of the semi-infinite Kitaev chain with a delta-function-type impurity potential within the quasi-classical regime to obtain the spatial dependence of the induced odd-frequency pairing. It is found that if the position of the impurity is not far from the edge, the spatial profile of the local density of states (LDOS) and the odd-frequency spin-triplet $s$-wave pair amplitude is tunable as a function of the strength of the impurity potential. Moreover, the zero-energy LDOS and low-frequency odd-frequency pair amplitude are found to have the same spatial dependence. The spatial profile of the zero-energy LDOS is analyzed based on the wave function of Majorana fermions.

I. INTRODUCTION

It is known that the symmetry of a Cooper pair plays a major role in determining the physical property of superconductivity. Conventionally, it is classified into spin-singlet even-parity or spin-triplet odd-parity. These pairings are referred to as even-frequency pairings where the pair amplitude does not have a sign change with the exchange of two time variables of the electrons that form a Cooper pair.

However, an odd-frequency pairing, wherein the pair amplitude changes sign by this operation, has been proposed by Berezinskii [1] in the context of superfluid $^3$He. Odd-frequency pairings are different from the even-frequency ones because the fermions try to avoid each other in time [2, 3]. Although the possible odd-frequency pairing has been studied in bulk strongly correlated systems [4–15], it has been clarified that odd-frequency pairings are not easily realizable as a uniform superconducting state similar to even-frequency pairings [16]. Nonetheless, it has been established that odd-frequency pairings can be induced by the external symmetry breaking like exchange field [17, 18], translational symmetry breaking [2], and orbital hybridization [19], whereby the bulk and primary symmetry of the Cooper pair are the even-frequency one. It is known that in non-uniform superconducting systems, odd-frequency pairings are ubiquitously present and they become prominent in the presence of a zero-energy surface Andreev bound state (ZESABS) [2, 20–22]. In diffusive normal metal / spin-triplet superconductor junctions, the anomalous proximity effect occurs owing to the emergence of the odd-frequency spin-triplet $s$-wave pairing near the interface, which is robust against impurity scattering [23, 24]. This pairing also induces a paramagnetic Meissner response [26, 30] that is observed experimentally [31, 33].

Odd-frequency pairings have been attracting considerable interest, especially from the perspective of topological superconductors, wherein Majorana zero-energy states (MZESs) are generated as edge states [2]. The MZES is a certain type of ZESABS and it inevitably accompanies the odd-frequency spin-triplet $s$-wave pairing near the edge [2, 34]. In the case of $p$-wave superconductivity, the odd-frequency spin-triplet $s$-wave pairing is generated in the presence of spatial non-uniformity [2, 21, 35]. Recently, a more direct relation between the induced odd-frequency pairing and the bulk quantity has been derived by the spectral-bulk edge correspondence [36, 37], which is an extended version of the bulk-edge correspondence [38] derived for topological superconductors. The emergent MZES has special non-Abelian exchange statistics and is thought to provide new and powerful information processing methods [39] and quantum computation schemes that are robust against impurity scattering [40]. Since a minimal model that shows the emergence of MZES is the Kitaev chain [11], it is important to clarify the stability of MZES on the application of external perturbation.

The impact of impurity scattering on superconductivity has been a long-standing problem. One of the approaches to study the effect of impurity scattering in an $s$-wave superconductor has been the use of Feynman diagram methods for various kinds of impurity potentials. It has been shown for the $s$-wave system that non-magnetic impurities do not induce odd-frequency components [12] as long as the spatial dependence of the $s$-wave pair potential is not influenced. In a system with a single isolated magnetic impurity in a conventional $s$-wave superconductor, it was shown experimentally [14] that the odd-frequency spin-triplet component was enhanced near the impurity site because of rotational symmetry breaking. The impact of impurity scattering on ZESABS has been studied previously in normal metal/unconventional superconductor junctions. When impurity scatterers are in the normal metal side, the proximity effect from ZESABS can only occur when the odd-frequency spin-triplet $s$-wave is generated at the interface [23, 25]. In the superconductor side, by considering uniform impurity scatterers with weak disorders based on
the Eilenberger equation [44], it has been shown that the ZESABS in spin-triplet $p$-wave superconductor junctions is robust against impurities because the odd-frequency spin-triplet $s$-wave pairing is generated [45]. Beyond the weak disorders, there are several numerical calculations for $p$-wave superconductors based on the tight binding model [46, 47]. However, studies on the impact of a strong impurity on the ZESABS remains limited [48].

In this work, we study the impact of impurity scattering on odd-frequency spin-triplet pairings near the edge of the Kitaev chain based on analytically obtained Green’s functions. We find that if the position of the impurity is not far from the edge, the spatial profile of the local density of state (LDOS) and the odd-frequency spin-triplet $s$-wave pair amplitude can be tuned as a function of the strength of the impurity potential.

The remainder of this paper is organized as follows: in Sec. II we discuss the specific model and the scattering approach method used throughout this paper. Thereafter, we first show some simple non-uniform systems in Sec. III. In Sec. IV we discuss the main results, namely, the LDOS of quasi-particles, the wave-function, and localization length of the MZES.

II. MODEL AND METHOD

\[ H = \int dx \int dx' \Psi^\dagger(x) \hat{H}(x, x') \Psi(x) \]

\[ \hat{H}(x, x') = \begin{pmatrix} h(x, x') & \Delta(x, x') \\ -\Delta^*(x, x') & -h(x, x') \end{pmatrix}, \]

\[ h(x, x') = \left(-\frac{\hbar^2}{2m} \frac{d^2}{dx^2} - \mu + \hat{U}(x)\right)\delta(x-x'), \]

Here, $m$ is the mass of the electron, $\mu$ is the chemical potential, $\Delta(x, x')$ is the pair potential for the $p$-wave system, and $\hat{U}(x)$ is the impurity potential defined as follows:

\[ \hat{U}(x) = \begin{cases} \infty, & x < -L \\ U\delta(x), & x \geq -L \end{cases} \]

where $U$ is the magnitude of the impurity potential. A schematic of the model is shown in Fig. 1. The eigenvalue equation for the Hamiltonian is as follows:

\[ \int dx' \hat{H}(x, x') \Psi(x') = E \Psi(x). \]

Wave-functions of Eq. (2) are defined as:

\[ \Psi(x) = \begin{pmatrix} u(x) \\ v(x) \end{pmatrix}. \]

We impose the following boundary conditions on the wave-functions of the system:

\[ \Psi(-L) = 0, \]

\[ \frac{d}{dx} \Psi(x)|_0^+ = \frac{2m}{\hbar^2} U \Psi(0), \]

\[ \Psi(0^+) = \Psi(0^-). \]

To find analytic solutions, we solve the model within the quasi-classical limit \( \mu \gg \Delta_0 \). If we define the envelope wave-functions $\Psi(\hat{k}, x)$ as:

\[ \Psi(\hat{k}, x) = \begin{pmatrix} \bar{u}(\hat{k}, x) \\ \bar{v}(\hat{k}, x) \end{pmatrix} = e^{-i\hat{k} \cdot \hat{x}} \begin{pmatrix} u(x) \\ v(x) \end{pmatrix}, \]

Thereafter, we find that the Hamiltonian for the envelope functions in Eq. (11) is as follows:

\[ \hat{H}_{QC}(\hat{k}, x) = \left(-i\hbar \hat{v}_f \frac{d}{dx} + \hat{U}(x)\right)\sigma_z + \Delta(\hat{k}, x)\sigma_x. \]

Here, $\hat{k} = k/k_f$ with the Fermi wave vector $k_f = \sqrt{2m\mu/\hbar^2}$, $\hat{v}_f = \hbar k_f/m$, and $\sigma_i$ with $i = x, y, z$ is a
Pauli matrix in Nambu space. We assume that the pair potential is uniform. Then, it can be expressed as:

\[ \Delta(k, x) = \Delta_0 \frac{k}{\sqrt{k^2}}. \]  

(12)

For simplicity we assume \( \Im \Delta_0 = 0 \) and \( \Delta_0 > 0 \). More details about the derivation of Eq. (11) are given in the Appendix A. Finding the eigenvectors of \( \hat{H}_{QC} \) and then using Eq. (10) gives us the wave-functions of \( \hat{H}(x, x') \) within the quasi-classical approximation.

**B. Method**

We calculate a retarded Green’s function for \( \hat{H}(x, x') \) using a scattering approach within the quasi-classical approximation. From the retarded Green’s function, we can extract information about LDOS and the pair amplitude, which is used to analyze the symmetry of the Cooper pair. The extensive details of the method can be found in Appendices B, C, D and E.

In the particle-hole space, the retarded Green’s function for the system is given by a 2 × 2 matrix:

\[
G^r(x, x', E) = \begin{pmatrix}
G^r_{ee} & G^r_{eh} \\
G^r_{he} & G^r_{hh}
\end{pmatrix}.
\]

(13)

The 11 component of the retarded Green’s function gives us the LDOS, which is related to the LDOS through the following expression: \( \rho(x, E) = -\frac{1}{\pi} \Im \{G^r_{ee}(x, x, E)\} \). The 12 component of the Green’s function in Nambu space is called the pair amplitude. As we are considering the spin-triplet superconductor without any external perturbation breaking spin-rotational symmetry, only spin-triplet pairing is allowed. Fermi-Dirac statistics dictates that an odd (even)-frequency pairing should have even (odd)-parity. Thus, the odd and even frequency components of the pair amplitudes are given by:

\[
G^r_{odd}(x, x', E) = \frac{G^r_{ch}(x, x', E) + G^r_{ch}(x', x, E)}{2},
\]

(14)

\[
G^r_{even}(x, x', E) = \frac{G^r_{ch}(x, x', E) - G^r_{ch}(x', x, E)}{2}.
\]

(15)

In principle, both even- and odd-frequency components exist, but for \( x = x' \), the even frequency component vanishes, as seen in Eq. (15). Therefore, we get

\[
G^r_{odd}(x, x, E) = G^r_{ch}(x, x, E).
\]

(16)

If we make the analytic continuation \( E + i\delta \rightarrow i\omega_n \) for the retarded Green’s function (where \( \delta \) is a positive infinitesimal and \( \omega_n \) is the Matsubara frequency), \( G_{even(odd)}(x, x', i\omega_n) \) satisfy following equations:

\[
G_{even}(x, x', -i\omega_n) = G_{even}(x, x', i\omega_n),
\]

(17)

\[
G_{odd}(x, x', -i\omega_n) = -G_{odd}(x, x', i\omega_n).
\]

(18)

Eq. (15), for \( x = x' \) is the odd frequency spin-triplet s-wave pair amplitude.

**III. SIMPLE NON-UNIFORM SYSTEMS**

Before presenting the main results of this study, it is instructive to consider some simple non-uniform systems. We will examine the \( p \)-wave semi-infinite superconductor and the infinite \( p \)-wave superconductor with a single impurity.

**A. Semi-infinite geometry**

The Green’s function of the semi-infinite spin-triplet \( p \)-wave superconductor (superconductor present for \( x > 0 \) with a boundary at \( x = 0 \) within the quasi-classical approximation was calculated analytically [13]. We summarize some of the relevant results. The LDOS, the 12 component of the retarded Green’s function, and its odd-frequency component for \( x = x' \) are given by:

\[
\rho(x, E) = -\frac{1}{\pi} \Im \left[ \frac{m}{i k_f h^2} \left\{ \frac{E}{\Omega} - e^{2i\gamma x} \frac{E}{\Omega} \cos(2k_f x) + i \sin(2k_f x) \right\} - e^{2i\gamma x} \frac{2\Delta_0}{\Omega E} \sin^2(k_f x) \right]\right],
\]

(19)

\[
G^r_{ch}(x, x', E) = \frac{m}{i k_f h^2} \left( \frac{\Delta_0}{\Omega} i \sin(k_f(x - x')) [e^{i\gamma(x - x')} - e^{i\gamma(x + x')}] - 2 \frac{\Delta_0}{E} e^{i\gamma(x + x')} \sin(k_f x) \sin(k_f x') \right),
\]

(20)

\[
G^r_{odd}(x, x, E) = \frac{2i m}{k_f h^2} \left( \frac{\Delta_0}{E} e^{i\gamma(2x)} \sin^2(k_f x) \right).
\]

(21)

Here, \( E \) denotes \( E + i\delta \), \( \Omega(E) = \sqrt{E^2 - \Delta_0^2} \), and \( \gamma(E) = \frac{k_f \Omega(E)}{2\mu} \). If we write the corresponding LDOS for a semi-infinite spin-singlet s-wave superconductor, denoted as
\[ \rho_s(x, E) = \frac{-1}{\pi} \Im \left\{ \frac{m}{\imath k_f \hbar^2} \left[ \frac{E}{\Omega} - e^{2i\gamma x} \cos(2k_f x) \right. \right. \\
\left. \left. + i \sin(2k_f x) \right] \right\} \right\} \right\} \).  

Equation (22) does not contain the 1/E divergent term, which is from ZESABS, that is present in Eq. (19). For the limiting case of \( E = 0 + i\delta \), Eq. (19) can be approximated as:

\[ \rho(x, 0 + i\delta) = \frac{2m\Delta_0}{\delta k_f \hbar^2} e^{-2x/\xi} \sin^2(k_f x). \n \]

It is evident that ZESABS is localized at the edge with the localization length \( \xi \) (superconducting coherence length) given by: \( \xi = \hbar v_f / \Delta_0 \), where \( v_f \) is the Fermi velocity \( v_f = \hbar k_f / m = (2/\hbar k_f) \mu \). The height of the LDOS then depends on the infinitesimal \( \delta \). The behavior of the odd frequency component is more apparent through analytic continuation \( E + i\delta \to i\omega_n \), which makes it an odd function of the Matsubara frequency. If we choose \( \omega_n \) as infinitesimal \( \epsilon \), then \( G_{\text{odd}}(x, x, \epsilon) \) becomes:

\[ G_{\text{odd}}(x, x, \epsilon) = \frac{2m\Delta_0}{k_f \hbar^2 \epsilon} e^{-2x/\xi} \sin^2(k_f x). \n \]

The spatial dependence of MZES is equivalent to the odd-frequency spin-triplet s-wave pair amplitude generated at the edge. These features can be seen in Figs. 2(a) and 2(b). The \( x \)-axis is the position \( x \) in units of the \( \xi \), while the \( y \)-axis is normalized with respect to the normal metal density of states at zero energy \( \rho_N \) \( (\rho_N = 1 / (2\pi^2 m k_f^2)) \). The values of the pair potential and infinitesimal \( \delta \) are taken as \( \Delta_0 = 0.1 \mu \) and \( \delta = 10^{-7} \mu \), respectively.

### B. Infinite geometry with single impurity

We now move on to the case where a single impurity is located at \( x = 0 \) in a uniform Kitaev chain. Here, the impurity is modelled by a delta function \( U\delta(x) \). We obtain the Green’s function in Nambu space using a similar scattering technique. The LDOS and the odd-frequency component of the pair amplitude are given as follows:

\( \rho = Z/k_f \) and \( Z = \frac{2\pi^2 U}{\hbar^2} \).

Where \( \sigma_N(Z) \) is the transparency of the normal metal junction given by:

\[ \sigma_N(Z) = \frac{4}{4 + 2Z^2}. \n \]

Firstly, taking the limit \( Z \to \infty \) and then \( E \to 0 \), we obtain:

\[ \rho(x, 0 + i\delta) = \frac{2m}{\pi \hbar^2 k_f} \frac{\Delta_0}{\delta} e^{-2|x|/\xi} \sin^2(k_f |x|). \]

which is equivalent to Eq. (23) for \( x > 0 \). For the opposite case i.e. taking the limit \( E \to 0 \) with finite value of \( Z \), one obtains the zero energy LDOS \( \rho(x, 0 + i\delta) = 0 \).

Representative graphs of the zero-energy LDOS and the analytically continued odd-frequency component for \( x = x' \) are shown in Figs. 3(a) and (b). The zero-energy LDOS (odd-frequency component) is symmetric (antisymmetric) about \( x = 0 \).

Notably, \( G_{\text{odd}}(x, x, E) \) has a sign change at \( x = 0 \). For \( Z \to \infty \) (or equivalently \( \sigma_N(Z) \to 0 \)), the spatial dependence of \( G_{\text{odd}}(x, x, E) \) is reduced to that for the semi-infinite Kitaev chain where the edge is located at \( x = 0 \).

#### 1. Bound state for infinite system

For finite values of \( Z \), bound states exist at energies smaller than the gap \( \Delta_0 \). The infinite Kitaev chain model with an impurity at \( x = 0 \) can be considered as a p-wave...
 superconductor junction with non-zero transparency. We can then use the bound state expression obtained in the context of a $d$-wave- insulator $d$-wave junction\[52, 53\]:

$$E_b(\tilde{Z}) = \Delta_0 \sqrt{\sigma_N(\tilde{Z})}. \quad (29)$$

The denominator of the second term in Eq. (25) provides us with this bound state energy condition (see also Appendix D). Figure 4 shows the LDOS, and the peaks that occur exactly at the expected bound state energies from Eq. (29) and Eq. (27).

**IV. SEMI-INFINITE GEOMETRY WITH IMPURITY**

To discuss the results of this study, we consider a system that is a combination of the two above-mentioned cases, i.e., a semi-infinite $p$-wave superconductor with an impurity. The Hamiltonian is given by Eq. (2), and the schematic is shown in Fig. 1. We focus on the topological regime wherein $\mu \gg \Delta_0$.

### A. Local Density of States

Firstly, we investigate how the energy spectrum of the system is altered because of the presence of an impurity. We start by finding the graph of the zero-energy LDOS. We plot the LDOS for $x = x'$ at $\omega_n = \Delta_0/1000$ of the infinite Kitaev chain with a single impurity at $x = 0$. $\tilde{Z} = 10^4$, $\Delta_0 = 0.1\mu$ and infinitesimal $\delta = 10^{-7}\mu$ were used in the representative figures.

FIG. 2. Spatial dependence of a) normalized LDOS at zero energy, b) normalized odd-frequency component of the pair amplitude for $x = x'$ for the semi-infinite Kitaev chain. We choose $\Delta_0/\mu = 0.1$ and infinitesimal $\delta = 10^{-7}\mu$.

FIG. 3. Spatial dependence of a) Normalized LDOS at zero energy and b) odd-frequency component of the pair amplitude for $x = x'$ at $\omega_n = \Delta_0/1000$ of the infinite Kitaev chain with a single impurity at $x = 0$. $\tilde{Z} = 10^4$, $\Delta_0 = 0.1\mu$ and infinitesimal $\delta = 10^{-7}\mu$ were used in the representative figures.
at the right side of the impurity. We can understand this behavior by constructing the zero-energy state wave-function because the corresponding probability density must be qualitatively the same as the zero-energy LDOS.

\[ \Psi_0(x) = C \times e^{-x/\xi} e^{-ik_f L} \left( \sin(k_f(x + L)) + \Theta(x)\tilde{Z} \sin(k_f L) \sin(k_f x) \right) \left( \frac{1}{-i} \right), \quad (30) \]

where \( C = \left\{ \frac{\xi}{2} \left[ e^{2L/\xi} + \tilde{Z}^2 \sin^2(k_f L) + \tilde{Z} \sin(2k_f L) \right] \right\}^{-1/2} \). \quad (31)

with the Heaviside step function \( \Theta(x) \). We use the relation \( 1 \ll k_f \xi \), which is valid in the quasi-classical limit, which simplifies the expression considerably. From Eq. (30), when \( k_f L = n\pi \) with some integer \( n \), the zero-energy state is not affected by the impurity. Subsequently, we consider \( k_f L \neq n\pi \). For \( e^{L/\xi}/|\sin(k_f L)| \ll \tilde{Z} \) (denoted as \( \tilde{Z} \to \infty \)), the probability density \( |\Psi_0|_Z=\infty^2(x) \) can be written as:

\[ \Psi_0(x) = 4 \xi e^{-2x/\xi} \sin^2(k_f x) \Theta(x). \quad (32) \]

In the case of \( \tilde{Z} = 0 \), \( |\Psi_0|_{\tilde{Z}=0}^2(x) \) can straightforwardly be found from Eq. (30):

\[ |\Psi_0|_{\tilde{Z}=0}^2(x) = 4 \xi e^{-2(x+L)/\xi} \sin^2(k_f(x+L)). \quad (33) \]

\[ \langle x \rangle = \frac{\xi}{2} + \frac{\xi}{2} \left\{ -\frac{2L}{\xi} e^{2L/\xi} + 4\tilde{Z} \sin^2(k_f L) \left( \frac{1}{\xi k_f} \right)^3 \right\}. \quad (34) \]

\[ \Delta_0/\mu = 0.1 \]

**FIG. 4.** LDOS at \( x = \xi/100 \) for infinite continuum Kitaev chain with a single impurity at \( x = 0 \) for \( \tilde{Z} = 2 \) and \( \tilde{Z} = 4 \) with \( \Delta_0 = 0.1 \mu \).

**B. Zero Energy state wave-function**

We will now determine the zero-energy state wave function \( \Psi_0(x) \) for the semi-infinite Kitaev system with the impurity. We take the wave function as a superposition of the \( E = 0 \) eigenstates of the Hamiltonian given in Eq. (2). We want solutions that decay at infinity and satisfy the boundary conditions in Eqs. (7), (8), and (9). After performing the procedure, we obtain the following result:

In Figs. 5 and 6 we show the zero-energy LDOS for \( L = 10\xi \) and \( L = 5\xi \), respectively. In these cases, \( e^{L/\xi}/|\sin(k_f L)| \) is given by \( e^{L/\xi}/|\sin(k_f L)| \sim 3 \times 10^4 \) for \( L = 10\xi \) and \( \sim 3 \times 10^2 \) for \( L = 5\xi \). Then, \( e^{L/\xi}/|\sin(k_f L)| \gg \tilde{Z} \) is satisfied for Figs. 5(a), (b) and 6(a) and they can be explained by Eq. (33). In addition, \( e^{L/\xi}/|\sin(k_f L)| \ll \tilde{Z} \) is satisfied for Fig. 6(c) and it is explained by Eq. (33). Figures 6(c) and 6(b) are in the intermediate regime. From the obtained Eqs. (30) and (31), we can see that on increasing the impurity strength, the zero-energy state becomes delocalized between the impurity site and the edge. Information on this delocalization can be extracted by evaluating the average position of the wave function, which is given by:
where \( \langle x \rangle \) is the mean position of the ZES. The asymptotic value of \( \langle x \rangle \) for large \( \tilde{Z} \) \((e^{i/\xi}/|\sin(k_f L)| \ll \tilde{Z}) \) was found to be \( \xi/2 \). Figure 7(a) gives the average position for \( \tilde{Z} = 500 \) and \( \tilde{Z} = 10^4 \) as a function of \( L \). Figure 7(b) shows the average position for \( L = 10\xi \) and \( L = 5\xi \) as a function of \( \tilde{Z} \).

A peculiar feature of the ZES wave function and the LDOS in Figs. 5 and 6 is that it is not symmetric locally around the impurity. This is in contrast to the LDOS of an isolated impurity in Fig. 3(a), which indicates a destructive interference between the waves scattered from the edge and those scattered from the impurity.

### C. Odd-frequency component

After discussing the zero-energy LDOS, we can now focus on the superconducting pair correlations of the system. The bulk of a \( p \)-wave superconductor only consists of an even-frequency component with no odd-frequency one. However, in the presence of spatial non-uniformity, as in the present system, the odd-frequency component can be enhanced. Using Eq. (10), we can plot the odd-frequency \( s \)-wave component of the Green’s function. We have analytically continued the function to the Matsubara frequency using the substitution \( E + i\delta \rightarrow i\omega_n \). This makes the odd-frequency component an odd function in frequency \( \omega_n \). In Fig. 8 we have shown the odd-frequency Green’s function for \( x = x' \) as a function of \( x \) for different values of impurity strengths \( \tilde{Z} \) with \( L = 10\xi \). We used \( \Delta_0 = 0.1\mu \). The \( x \)-axis is given in units of \( \xi \). In Fig. 8 we used \( L = 5\xi \). The corresponding LDOSs are shown in Figs. 5 and 6 respectively.

In Fig. 8 as we increase the strength of the impurity potential we notice that the odd-frequency component at the impurity increases. Notably, increasing the impurity potential further did not alter the graph. Figure 8(c) is similar locally around the impurity in Fig. 3(b). Figure 8 shows that for large \( L \), increasing the value of the impurity strength does not affect the odd pair correlations at the edge and only enhances those at the impurity site. Therefore, the impurity does not affect the edge as there is no interference.

The interference effects can be seen in Fig. 9 which is plotted for a moderate value of \( L \). As we increase \( \tilde{Z} \), the odd-frequency component is no longer symmetric around the impurity. Upon further increasing the strength, the value of the odd-frequency component near the edge and the left-hand side of the impurity is significantly altered. The reason for this drastic change is that the sign of the odd frequency component at the edge and the impurity are opposite to each other. Provided \( k_f L \) is far from \( n\pi \),
as one decreases the distance between the impurity and the edge, they destructively interfere to give the corresponding outcome presented in Fig. 9.

To further analyze Fig. 8 and 9 we can try to find the expression for the odd-frequency component in the low-energy limit. This will enable us to extract information about the localization length.

\[
G_{\text{odd}}(x, x, \omega_n) = \frac{2m}{\hbar^2 k_f} \Delta_0 \frac{\omega_n}{e^{-2x/\xi}} \left[ \sin(k_f(x + L)) + \Theta(x) \tilde{Z} \sin(k_f x) \sin(k_f L) \right]^2 + O(\omega_n). \tag{35}
\]

Details of the derivation of the above-stated expression can be found in Appendix F. It is important to note that the numerical results in Figs. 8 and 9 are evaluated for the finite Matsubara frequency and are not evaluated at the sufficiently small frequency; further, they include contributions of orders of \(\omega_n\) beyond \(1/\omega_n\), including \(\omega_n^2\), \(\omega_n^3\) and so on. We confirmed that Eq. (35) can be reproduced numerically for a much smaller value of \(\omega_n\). In the regime \(e^{L/\xi}/|\sin(k_f L)| \gg \tilde{Z}\), we recover the odd-frequency component for the semi-infinite \(p\)-wave superconductor system (with the edge at \(x = -L\)). When \(\tilde{Z} \gg e^{L/\xi}/|\sin(k_f L)|\), we obtain a semi-infinite \(p\)-wave superconductor system with the edge at \(x = 0\). In the intermediate regime, one finds finite odd-frequency pairings at the edge and right-hand side of the impurity. In all the regimes, from the expression of \(G_{\text{odd}}\) in Eq. (35), we can see that the change in \(\tilde{Z}\) does not alter the exponential term \(e^{-2x/\xi}\). Thus, the impurity does not alter the characteristic length scale i.e. the localization length of the odd-frequency component; however, it leads to the presence of zero-energy odd-frequency pairings beyond the edge (to the right-hand side of the impurity). In a manner similar to that given in Appendix F we can determine the zero-energy LDOS as follows:

\[
\rho(x, 0 + i\delta) = \frac{2m}{\hbar^2 k_f \pi} \frac{\Delta_0}{\delta} \frac{\omega_n}{e^{-2x/\xi}} \left[ \sin(k_f(x + L)) + \Theta(x) \tilde{Z} \sin(k_f x) \sin(k_f L) \right]^2 + O(\delta). \tag{36}
\]

Equation (36) reproduces Figs. 5 and 6. It is also similar to the probability density obtained from the zero-energy
state wave-function in Eq. (30). According to the quasiclassical theory [21], a finite zero-energy LDOS is a manifestation of odd-frequency pairings [54]. This can be seen in the plots for the LDOS given in Figs. 5 and 6, as well as their corresponding Figs. 8 and 9.

V. CONCLUSION AND DISCUSSION

After discussing the model of the semi-infinite $p$-wave superconductor with an impurity near the edge and scattering approach, we reviewed the $p$-wave superconductor of semi-infinite geometry and infinite geometry with an impurity. We showed that the bound state energy $E_b$ for an infinite system with an impurity can be given by a simple expression, Eq. (29). The analytic expression for these bound states for $d$-wave superconductor junctions had been previously predicted [52-53], and the analytic expression for the bound states for the $p$-wave superconductor also matched the prediction.

Using the scattering approach, we obtained the LDOS and used the analytic expression for the zero-energy state (ZES) wave function to gain a better understanding of the impact of the impurity. The position of the ZES was seen to shift from the edge to the impurity site on increasing the impurity strength $\tilde{Z}$, thereby suggesting that the ZES in the $p$-wave system was robust against impurities for high impurity strength values. Previous studies on topological systems, such as the quantum Hall system, were valid for small values of impurity strength [55, 56] or showed that the spectrum was significantly altered for high impurity strengths [57]. Thus, our result adds to the current understanding of the effect of impurities in topological systems.

We showed the odd-frequency component of the anomalous Green’s function for a small value of the Matsubara frequency as a function of position. We observed some enhancements near the edge and impurity sites. Decreasing the distance between the impurity and the edge resulted in interference that significantly altered the spatial dependence of the odd-frequency component of the anomalous Green’s function. However, this interference did not affect the localization length of the odd-frequency component, and we showed that it was independent of the strength of the impurity potential. The observed odd-frequency spatial dependence may be experimentally
measured by probing the local Josephson coupling via scanning tunneling microscopy with a superconducting tip in semiconductor nanowire systems or other proposed methods \[58, 60\]. Lastly, we found the analytic expression for the zero-energy correlation functions. We discovered that the expression for the odd-frequency pairing and the LDOS had the same spatial dependence, and the LDOS was qualitatively similar to the probability density obtained from the ZES wave function.

Lately, systems, such as one-dimensional semiconductor nanowire systems, in proximity to a conventional s-wave superconductor in the presence of a strong magnetic field have been discussed \[61\]–\[63\]. The model discussed herein could be realized with strongly charged impurities or gate voltage in such a nanowire system. Thus, tuning the gate voltage can allow us to shift the position of the ZES.

The current method used to calculate the Green’s function is performed using the quasi-classical approximation and lacks the precision needed to probe the critical behavior of the system around the quantum critical point. Numerical methods, such as those reported in other works \[46\], are suitable for tackling this problem.
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Appendix A: Hamiltonian for p-wave system

The outline of the procedure to derive the quasi-classical Hamiltonian is similar to that used for d-wave superconductivity \[50, 53, 55\]. Using Eq. (2) (without impurity potential), Eq. (3) and (5) we obtain the following two equations:

\[
\left( -\frac{\hbar^2}{2m} \frac{d^2}{dx^2} - \mu \right) u(x) + \int dx' \Delta(x, x') v(x') = Eu(x), \tag{A1}
\]

\[
\left( \frac{\hbar^2}{2m} \frac{d^2}{dx^2} + \mu \right) v(x) - \int dx' \Delta^*(x, x') u(x') = Ev(x). \tag{A2}
\]

We make a change of variables to centre of mass coordinates as \( r = x - x' \), \( R = (x + x')/2 \) and define \( \Delta(r, R) \equiv \Delta(x, x') \). The Fourier transform of \( \Delta(r, R) \) is given by the following:

\[
\tilde{\Delta}(k, R) = \int dr\, e^{-ikr} \Delta(r, R). \tag{A3}
\]

In the quasi-classical approach one defines envelope functions \( \tilde{u}(k, x) \) and \( \tilde{v}(k, x) \) by separating the rapid fluctuations of the kinetic energy term from the wave-function. One also assumes that the Cooper pair is formed on the Fermi surface. We define the envelope functions as:

\[
\begin{pmatrix}
u(x) \\
\nu(x)
\end{pmatrix} = e^{ik \cdot k} \begin{pmatrix} \tilde{u}(k, x) \\
\tilde{v}(k, x)
\end{pmatrix}. \tag{A4}
\]

Here, \( \hat{k} = k/k_f \) and \( k \) is wave number of the quasiparticle and \( |k| = k_f \). Using Eq. (A4), the BdG equation can be rewritten as:

\[
\begin{align*}
\left( -\frac{\hbar^2 k_f^2}{2m} - i\hbar v_f \hat{k} \frac{d}{dx} + \frac{\hbar^2}{2m} \frac{d^2}{dx^2} - \mu \right) \tilde{u}(x) \\
+ \int dx' \Delta(x, x') \tilde{v}(x') e^{-ik(x-x')} = \tilde{E} \tilde{u}(x), \tag{A5}
\end{align*}
\]

\[
\begin{align*}
\left( -\frac{\hbar^2 k_f^2}{2m} + i\hbar v_f \hat{k} \frac{d}{dx} - \frac{\hbar^2}{2m} \frac{d^2}{dx^2} + \mu \right) \tilde{v}(x) \\
+ \int dx' \Delta^*(x, x') \tilde{u}(x') e^{-i k(x-x')} = \tilde{E} \tilde{v}(x). \tag{A6}
\end{align*}
\]

The integral part of Eq. (A6) can be rewritten as:

\[
\int dx' \Delta(x, x') \tilde{v}(x') e^{-i k(x-x')} = \int dr \Delta(r, r/2) \tilde{v}(x-r) e^{-ikr} \approx \tilde{\Delta}(k) \tilde{v}(x). \tag{A7}
\]

Where one obtains the last approximation after Taylor expansion up to the zeroth order \[50\]. Similarly, one can write the expression for the integral in Eq. (A6) as:

\[
\int dx' \Delta^*(x, x') \tilde{u}(x') e^{-i k(x-x')} \approx \tilde{\Delta}^*(k) \tilde{u}(x). \tag{A8}
\]

Relabelling \( \tilde{\Delta}(k, x) \) as \( \Delta(\hat{k}, x) \), dropping the second derivative terms and using Eqs. (A7) and (A8), one can rewrite Eq. (A1) and Eq. (A2) as follows:

\[
- i\hbar v_f \hat{k} \frac{d}{dx} \tilde{u}(\hat{k}, x) + \Delta(\hat{k}, x) \tilde{v}(\hat{k}, x) = \tilde{E} \tilde{u}(\hat{k}, x), \tag{A9}
\]

\[
i\hbar v_f \hat{k} \frac{d}{dx} \tilde{v}(\hat{k}, x) - \Delta^*(\hat{k}, x) \tilde{u}(\hat{k}, x) = \tilde{E} \tilde{v}(\hat{k}, x) \tag{A10}
\]
The phase factor of $\Delta$ does not play important role here and we set $\Delta$ as a real function of $\hat{k}$ and $x$. We use the relation $-\Delta^*(-\hat{k},x) = \Delta(\hat{k},x)$, which is valid for $p$-wave spin-triplet superconductors [66] for a real pair potential. Then, we can write a single particle quasi-classical Hamiltonian as:

$$\hat{H}_{QC}(\hat{k},x) = -\left(i\hbar v_f \frac{d}{dx}\right)\sigma_z + \Delta(\hat{k},x)\sigma_x. \quad (A11)$$

For $p$-wave superconductivity we choose [36],

$$\Delta(\hat{k},x) = \Delta_0 k \sqrt{k^2}. \quad (A12)$$

We use this pair potential for calculations throughout this paper.

Appendix B: Wave functions

For a spin-less $p$-wave superconductor the pair potential, given by Eq. (A12), depends on the direction of the wave vector $k$. There are four possible wave functions for a given energy $E$ as indicated in the dispersion relation in Fig. 10. Solving the eigenvalue equation for $\hat{H}_{QC}$ and then using Eq. (A4), we get the following wave-functions of $\hat{H}(x,x')$ in the coordinate basis:

$$\Psi_{k^+}(x) = e^{ik^+x} \begin{pmatrix} 1 \\ 1 \end{pmatrix}, \quad (B1)$$

$$\Psi_{-k^+}(x) = e^{-ik^+x} \begin{pmatrix} 1 \\ -1 \end{pmatrix}, \quad (B2)$$

$$\Psi_{k^-}(x) = e^{ik^-x} \begin{pmatrix} 1 \\ 1 \end{pmatrix}, \quad (B3)$$

$$\Psi_{-k^-}(x) = e^{-ik^-x} \begin{pmatrix} -1 \\ 1 \end{pmatrix}. \quad (B4)$$

We can now define the scattering states of the system using the found wave functions.

Appendix C: Scattering States

We can now define scattering states for this system similar to [67]. We have four possible scattering states as given below:

$$E(k)$$

FIG. 10. Schematic picture of dispersion relation of superconductor.

Here, within the quasi-classical approximation $k^\pm$ is given by,

$$k^\pm \approx k_f \pm \gamma(E). \quad (B5)$$

with $\gamma(E) = \frac{k_f \Omega(E)}{2\mu} \Omega(E) = \sqrt{E^2 - \Delta^2_0}$ and $\Gamma(E) = \frac{\Delta_0}{E + 1\Omega(E)}$. Similarly, The eigenvectors of the transpose of $\hat{H}(x,x')$ within the quasi-classical approximation are as follows:

$$\tilde{\Psi}_{k^+}(x) = e^{ik^+x} \begin{pmatrix} 1 \\ -1 \end{pmatrix}, \quad (B6)$$

$$\tilde{\Psi}_{-k^+}(x) = e^{-ik^+x} \begin{pmatrix} 1 \\ 1 \end{pmatrix}, \quad (B7)$$

$$\tilde{\Psi}_{k^-}(x) = e^{ik^-x} \begin{pmatrix} -1 \\ 1 \end{pmatrix}, \quad (B8)$$

$$\tilde{\Psi}_{-k^-}(x) = e^{-ik^-x} \begin{pmatrix} 1 \\ 1 \end{pmatrix}. \quad (B9)$$

We can now define the scattering states of the system using the found wave functions.
\[
\psi^{(\pm)}_{\text{out}}(x) = \begin{cases} 
\Psi_{-}(x) + a_1 \Psi_{+}(x) + b_1 \Psi_{-}(x), & -L < x < 0 \\
\Psi_{+}(x) + d_1 \Psi_{-}(x), & x > 0 
\end{cases}
\]

(C1)

\[
\psi^{(-)}_{\text{out}}(x) = \begin{cases} 
\Psi_{-}(x) + a_2 \Psi_{+}(x) + b_2 \Psi_{-}(x), & -L < x < 0 \\
\Psi_{+}(x) + d_2 \Psi_{-}(x), & x > 0 
\end{cases}
\]

(C2)

\[
\psi^{(+)}_{\text{in}}(x) = \begin{cases} 
\Psi_{-}(x) + d_3 \Psi_{+}(x) + c_3 \Psi_{+}(x) + f_3 \Psi_{-}(x), & -L < x < 0 \\
\Psi_{+}(x) + a_3 \Psi_{-}(x) + b_3 \Psi_{+}(x), & x > 0 
\end{cases}
\]

(C3)

\[
\psi^{(-)}_{\text{in}}(x) = \begin{cases} 
\Psi_{-}(x) + d_4 \Psi_{+}(x) + c_4 \Psi_{+}(x) + f_4 \Psi_{+}(x), & -L < x < 0 \\
\Psi_{+}(x) + a_4 \Psi_{-}(x) + b_4 \Psi_{-}(x), & x > 0 
\end{cases}
\]

(C4)

The figures for the scattering states for \(\psi^{(\pm)}_{\text{out(in)}}(x)\) have been drawn in Figs. 11 (a)-(d), respectively.

In the above equations, \(a_i\) and \(b_i\) for \(i = 1, \ldots, 4\) represent the Andreev and normal reflection coefficients respectively. \(c_i\) and \(d_i\) for \(i = 1, \ldots, 4\) represent the transmission coefficients through the delta function impurity at \(x = 0\). \(f_i\) and \(e_i\) for \(i = 3, 4\) are the reflection coefficients for the waves scattered from the edge at \(x = -L\). 

We can also define the scattering states for the conjugate processes that are eigenstates of the Hamiltonian \(H^\dagger\) where the superscript denotes the transpose of the Hamiltonian. The states are as follows:

\[
\tilde{\psi}^{(\pm)}_{\text{out}}(x) = \begin{cases} 
\tilde{\Psi}_{+}(x) + \tilde{a}_1 \tilde{\Psi}_{-}(x) + \tilde{b}_1 \tilde{\Psi}_{-}(x), & -L < x < 0 \\
\tilde{\Psi}_{+}(x) + \tilde{d}_1 \tilde{\Psi}_{-}(x), & x > 0 
\end{cases}
\]

(C5)

\[
\tilde{\psi}^{(-)}_{\text{out}}(x) = \begin{cases} 
\tilde{\Psi}_{-}(x) + \tilde{a}_2 \tilde{\Psi}_{+}(x) + \tilde{b}_2 \tilde{\Psi}_{-}(x), & -L < x < 0 \\
\tilde{\Psi}_{+}(x) + \tilde{d}_2 \tilde{\Psi}_{+}(x), & x > 0 
\end{cases}
\]

(C6)

\[
\tilde{\psi}^{(+)}_{\text{in}}(x) = \begin{cases} 
\tilde{\Psi}_{-}(x) + \tilde{d}_3 \tilde{\Psi}_{+}(x) + \tilde{c}_3 \tilde{\Psi}_{+}(x) + \tilde{f}_3 \tilde{\Psi}_{-}(x), & -L < x < 0 \\
\tilde{\Psi}_{+}(x) + \tilde{a}_3 \tilde{\Psi}_{-}(x) + \tilde{b}_3 \tilde{\Psi}_{+}(x), & x > 0 
\end{cases}
\]

(C7)

\[
\tilde{\psi}^{(-)}_{\text{in}}(x) = \begin{cases} 
\tilde{\Psi}_{-}(x) + \tilde{d}_4 \tilde{\Psi}_{+}(x) + \tilde{c}_4 \tilde{\Psi}_{+}(x) + \tilde{f}_4 \tilde{\Psi}_{+}(x), & -L < x < 0 \\
\tilde{\Psi}_{+}(x) + \tilde{a}_4 \tilde{\Psi}_{-}(x) + \tilde{b}_4 \tilde{\Psi}_{-}(x), & x > 0 
\end{cases}
\]

(C8)
In the above equations \( \tilde{a}_i \) and \( \tilde{b}_i \) for \( i = 1, \ldots, 4 \) represent the Andreev and normal reflection coefficients respectively. \( \tilde{c}_i \) and \( \tilde{d}_i \) for \( i = 1, \ldots, 4 \) represent the transmission coefficients through the delta function impurity at \( x = 0 \). \( \tilde{f}_i \) and \( \tilde{e}_i \) for \( i = 3, 4 \) are the reflection coefficients for the waves scattered from the edge at \( x = -L \). Coefficients can be found by imposing continuity of the wave function for both incoming and outgoing scattering states at \( x = 0 \) along with derivative condition for delta function potential \( U(x) \) as follows:

\[
\frac{d}{dx} \Psi^\pm_{\text{out}(in)}(x) \bigg|_{0^+} = \frac{2m}{\hbar^2} U \Psi^\pm_{\text{out}(in)}(0), \quad (C9)
\]

\[
\frac{d}{dx} \tilde{\Psi}^\pm_{\text{out}(in)}(x) \bigg|_{0^+} = \frac{2m}{\hbar^2} U \tilde{\Psi}^\pm_{\text{out}(in)}(0). \quad (C10)
\]

Here, \( U \) is the strength of the delta function impurity at \( x = 0 \).

Incoming scattering states follow incoming boundary conditions i.e. \( \Psi^{(\pm)}_{\text{in}}(-L) = 0 \) and \( \tilde{\Psi}^{(\pm)}_{\text{in}}(-L) = 0 \) and outgoing states follow the outgoing boundary condition that at \( +\infty \) the wave is asymptotic to a plane wave.

### Appendix D: Scattering coefficients

Using the continuity and differentiability conditions at \( x = 0 \) along with the incoming boundary condition \( \Psi^{(\pm)}_{\text{in}}(-L) = 0 \), we obtain the following values of the coefficients within the quasi-classical approximation (let \( Z = \frac{2m}{\hbar^2} U \)): Let \( D_1 \) be,

\[
D_1 = 4k_f^2(-1 + \Gamma^2)^2 + Z^2(1 + \Gamma^2)^2. \quad (D1)
\]

Then,

\[
a_1 = -a_2 = -\frac{2Z^2}{D_1} \Gamma(1 + \Gamma^2), \quad (D2)
\]

\[
b_1 = \frac{Z(2ik_f + Z)}{D_1}(-1 + \Gamma^4), \quad (D3)
\]

\[
c_1 = -\frac{2ik_f(2ik_f + Z)}{D_1}(-1 + \Gamma^2)^2, \quad (D4)
\]

\[
d_1 = d_2 = -\frac{4ik_f Z}{D_1} \Gamma(-1 + \Gamma^2)^2, \quad (D5)
\]

\[
b_2 = -\frac{Z(2ik_f - Z)}{D_1}(-1 + \Gamma^4), \quad (D6)
\]

\[
c_2 = -\frac{2ik_f(2ik_f - Z)}{D_1}(-1 + \Gamma^2)^2. \quad (D7)
\]

Let \( D_2 \) be,

\[
D_2 = -8e^{2ik_f L}Z^2\Gamma^2 + iZ(2k_f + iZ)(-1 + \Gamma^2)^2 - e^{4ik_f L}Z(2ik_f + Z)(-1 + \Gamma^2)^2 + e^{2iL(k_f + \gamma)}Z^2(1 + \Gamma^2)^2 + e^{2iL(k_f - \gamma)}D_1. \quad (D8)
\]

Then,

\[
c_3 = \frac{2k_f[e^{2iL(k_f - \gamma)}(2k_f - iZ) + iZ]}{D_2}(-1 + \Gamma^2)^2, \quad (D9)
\]

\[
d_3 = d_4 = \frac{4ik_f Ze^{iL(k_f - \gamma)}(e^{iL(k_f - \gamma)} - e^{iL(k_f + \gamma)})\Gamma(-1 + \Gamma^2)}{D_2(1 + \Gamma^2)}, \quad (D10)
\]

\[
e_3 = \frac{4ik_f[e^{2ik_f L}(2ik_f + Z) - Z]}{D_2(1 + \Gamma^2)}\Gamma(-1 + \Gamma^2)^2, \quad (D11)
\]

\[
f_3 = \frac{-2e^{2ik_f L}k_f}{D_2(1 + \Gamma^2)}[4\Gamma^2 + e^{2ik_f L}(2ik_f + Z)(-1 + \Gamma^2)^2 - e^{2iL\gamma}Z(1 + \Gamma^2)^2(-1 + \Gamma^2)], \quad (D12)
\]

\[
a_3 = -a_4 = \left( \frac{2\Gamma}{1 + \Gamma^2} \right) + \left( \frac{2\Gamma}{1 + \Gamma^2} \right) \frac{4k_f^2 e^{2iLk_f}}{D_2} [e^{2i\gamma L} + e^{-2i\gamma L}]\Gamma(-1 + \Gamma^2)^2, \quad (D13)
\]
\[ b_3 = \left( \frac{-1 + \Gamma^2}{1 + \Gamma^2} \right) + \left( \frac{-1 + \Gamma^2}{1 + \Gamma^2} \right) \frac{1}{D_2} \left\{ -16ikf Z e^{2ikf L} \Gamma^2 + Z^2 e^{2iL(k_f + \gamma)} (1 + \Gamma^2)^2 \right. \\
- e^{2iL(k_f - \gamma)} [4k_f (-1 + \Gamma^2)^2 - 2ikf Z (1 + \Gamma^2)^2]) \right\}, \quad (D14) \]

\[ c_4 = \frac{2e^{2iL(k_f - \gamma)} k_f}{D_2} [2k_f - i(-1 + e^{2iL(k_f + \gamma)} Z)(-1 + \Gamma^2)^2], \quad (D15) \]

\[ e_4 = \frac{4ikf e^{2ikf L} [2ikf + (-1 + e^{2ikf L}) Z] \Gamma (-1 + \Gamma^2)^2, \quad (D16) \]

\[ f_4 = \frac{2k_f [2k_f (-1 + \Gamma^2)^2 - iZ [-4e^{2ikf L} \Gamma^2 - (-1 + \Gamma^2)^2 + e^{2iL(k_f + \gamma)} (1 + \Gamma^2)^2]] (-1 + \Gamma^2), \quad (D17) \]

\[ b_4 = \left( \frac{-1 + \Gamma^2}{1 + \Gamma^2} \right) + \left( \frac{-1 + \Gamma^2}{1 + \Gamma^2} \right) \frac{1}{D_2} \left\{ (4k_f^2 + Z^2)(-1 + \Gamma^2)^2 + 16ikf Z T^2 e^{2ikf L} \right. \\
+ 2ikf Z (-1 + \Gamma^2)^2 e^{4ikf L} - 2ikf Z e^{2iL(k_f + \gamma)} (1 + \Gamma^2)^2 - e^{2iL(k_f - \gamma)} [4k_f (-1 + \Gamma^2)^2 + 2ikf Z (1 + \Gamma^2)^2]] \right\}. \quad (D18) \]

\[ D_1 = 0 \text{ and } D_2 = 0 \] represent singular points which occur at specific energies and impurity strengths. For \( D_1 = 0 \) we obtain Eqs. \( \text{(27)} \) and \( \text{(20)} \):

\[ E_{b}(\tilde{Z}) = \Delta_0 \sqrt{\sigma_N(\tilde{Z})}, \]

with,

\[ \sigma_N(\tilde{Z}) = \frac{4}{4 + \tilde{Z}^2}. \]

Where \( \tilde{Z} = Z/k_f \) and \( E_{b} \) represent the bound state energy. For the condition \( D_2 = 0 \) a simple expression cannot be found but for the limit of large \( Z \), one obtains the following relation:

\[ E^2[\cos(2k_f L) - \cos(2\gamma L)] + 2\Delta_0^2 \sin^2(2k_f L) = 0. \quad (D19) \]

Note, \( \gamma \) is a function of energy. Equation \( \text{(D19)} \) represents the quantization of energy above the superconducting gap \( \Delta_0 \) for large values of impurity strength \( \tilde{Z} \) (\( \tilde{Z} \gg 1 \)).

The scattering coefficients for the conjugate processes can be found with a similar procedure. In the quasi-classical approximation, the following relations hold:

\[ \tilde{a}_1 = -a_1, \quad \tilde{a}_2 = a_1, \quad \tilde{a}_3 = -a_3, \quad \tilde{a}_4 = a_3, \quad (D20) \]

\[ \tilde{b}_1 = b_1, \quad \tilde{b}_2 = b_2, \quad \tilde{b}_3 = b_3, \quad \tilde{b}_4 = b_4, \quad (D21) \]

\[ \tilde{c}_1 = c_1, \quad \tilde{c}_2 = c_2, \quad \tilde{c}_3 = c_3, \quad \tilde{c}_4 = c_4, \quad (D22) \]

\[ \tilde{d}_1 = -d_1, \quad \tilde{d}_2 = -d_2, \quad \tilde{d}_3 = -d_3, \quad \tilde{d}_4 = -d_4, \quad (D23) \]

\[ \tilde{e}_3 = -e_3, \quad \tilde{e}_4 = -e_4, \quad \tilde{f}_3 = f_3, \quad \tilde{f}_4 = f_4. \quad (D24) \]

Note that \( d_3, \tilde{d}_3, d_4 \) and \( \tilde{d}_4 \) are small and are approximated as 0 while finding the coefficients of the Green’s function. The above relations are used to find the coefficients of the Green’s function.

---

**Appendix E: Green’s function**

We can write the retarded Green’s function \( [67] \) as the following:

\[ G^r(x, x', E) = \begin{cases} 
\alpha_1 \Psi_{out}^+(x) \Psi_{in}^{+(t)}(x') + \alpha_2 \Psi_{out}^+(x) \Psi_{in}^{-(t)}(x') + \alpha_3 \Psi_{out}^-(x) \Psi_{in}^{+(t)}(x') + \alpha_4 \Psi_{out}^-(x) \Psi_{in}^{-(t)}(x'), & x > x' \\
\beta_1 \Psi_{in}^+(x) \Psi_{out}^{+(t)}(x') + \beta_2 \Psi_{in}^+(x) \Psi_{out}^{-(t)}(x') + \beta_3 \Psi_{in}^-(x) \Psi_{out}^{+(t)}(x') + \beta_4 \Psi_{in}^-(x) \Psi_{out}^{-(t)}(x'), & x < x' 
\end{cases} \quad (E1) \]

The values of the coefficients can be obtained by using the continuity of the Green’s function at \( x = 0 \) and the derivative condition as given below:

\[ \left. \frac{\partial}{\partial x} G^r(x, x', E) \right|_{x=x'} - \left. \frac{\partial}{\partial x} G^r(x, x', E) \right|_{x=x'} = \frac{2m}{\hbar^2} \sigma_z. \quad (E2) \]
Under the quasi classical approximation we can use the relation: $k_{\pm} = k_f \pm \gamma$ with $\gamma = \frac{k_f \Omega}{2\mu}$, $k_f = \sqrt{\frac{2m}{\hbar^2}U}$, $\Omega(E) = \sqrt{E^2 - \Delta_0^2}$ and $\Gamma(E) = \frac{\Delta_0}{E - \Omega(E)}$.

By using the continuity of the Green’s function and Eq. (E2), we obtain the following coefficients:

$$\alpha_2 = \alpha_3 = -\beta_2 = -\beta_3 = -\frac{2m}{\hbar^2} \frac{\Gamma Z}{2(\Gamma^2 - 1)^2 k_f^2}, \tag{E3}$$

$$\alpha_1 = \beta_1 = \frac{2m}{\hbar^2} \frac{(-Z + 2ik_f)}{4(\Gamma^2 - 1)k_f^2}, \tag{E4}$$

$$\alpha_4 = \beta_4 = \frac{2m}{\hbar^2} \frac{(Z + 2ik_f)}{4(\Gamma^2 - 1)k_f^2}, \tag{E5}$$

with,

$$Z = \frac{2m}{\hbar^2} U. \tag{E6}$$

Where $U$ is the strength of the delta potential at $x = 0$. Thus, we have found the Green’s function for the semi-infinite $p$-wave superconductor with a nonmagnetic impurity near the edge modelled by a $\delta$ function. We can obtain the advanced Green’s function from the retarded Green’s function using the relation as follows,

$$G^a(x, x', E) = (G^r(x', x, E))^\dagger. \tag{E7}$$

If we obtain the advanced Green’s function $G^a(x, x', E)$ and obtain $G^a(x, x', E)$ similar to $G_{\text{odd}}(x, x', E)$ in Eqs. (14) and (15), we obtain the following relations,

$$G_{\text{even}}(x, x', -E) = G_{\text{even}}^r(x, x', E), \tag{E8}$$

$$G_{\text{odd}}(x, x', -E) = -G_{\text{odd}}^r(x, x', E). \tag{E9}$$

Appendix F: Zero energy odd-frequency pairing and localisation length

We shall consider the case $-L < x < 0$ first. The limit $E \to 0$ corresponds to $\Gamma \to -i$. It is easier to work with this limit. In this limit, $a_1$, $b_1$, $a_2$ and $b_2$ are 0. This will also simplify the equations. In the quasi-classical approximation we get,

$$G_{\text{odd}}(x, x, E) = -ic_3a_1 - id_3a_2 + id_4a_2 + ic_4a_4 + e^{2ik_fx}(-d_3a_1 + c_4a_2) + e^{-2ik_fx}(c_3a_2 - d_4a_4) + ie^{2ix(k_f + \gamma)}(f_3a_1 - c_4a_2) + e^{2ix\gamma}(-e_3a_1 - f_3a_2 + f_4a_2 + c_4a_4) - ie^{-2ix(k_f - \gamma)}(e_3a_2 - f_4a_4). \tag{F1}$$

Since the expressions $c_3$, $e_4$, $f_3$ and $f_4$ ($c_3$, $c_4$, $d_3$ and $d_4$) diverge (do not diverge) in the limit $\Gamma \to -i$, we can separate Eq. (F1) into two parts: $G_{\text{odd}}(x, x, E) = D(x, x, E) + B(x, x, E)$ where $D(x, x, E)$ diverges in the limit and $B(x, x, E)$ does not diverge in the limit. $D(x, x, E)$ and $B(x, x, E)$ are given by

$$D(x, x, E) = -ic_3a_1 - id_3a_2 + id_4a_2 + ic_4a_4 + e^{2ik_fx}(-d_3a_1 + c_4a_2) + e^{-2ik_fx}(c_3a_2 - d_4a_4), \tag{F2}$$

$$B(x, x, E) = ie^{2ix(k_f + \gamma)}(f_3a_1 - e_4a_2) + e^{2ix\gamma}(-e_3a_1 - f_3a_2 + f_4a_2 + e_4a_4) - ie^{-2ix(k_f - \gamma)}(e_3a_2 - f_4a_4). \tag{F3}$$

The diverging term survives for finite $\bar{Z}$ and we obtain,

$$G_{\text{odd}}(x, x, E) = \frac{2mi}{\hbar^2 k_f} \frac{\Delta_0}{E} e^{-2x/\xi} \frac{\sin^2(k_f(x + L))}{e^{-2\gamma L} + \bar{Z}^2 \sin^2(k_f L) + \bar{Z} \sin(2k_f L)}. \tag{F4}$$

A similar treatment can be done for the case of $x > 0$ and we obtain the following equation:

$$G_{\text{odd}}(x, x, E) = \frac{2mi}{\hbar^2 k_f} \frac{\Delta_0}{E} e^{-2x/\xi} \frac{\sin^2(k_f(x + L)) + \bar{Z} \sin(2k_f x) \sin(k_f L)}{e^{2L/\xi} + \bar{Z}^2 \sin^2(k_f L) + \bar{Z} \sin(2k_f L)}. \tag{F5}$$
Combining Eqs. [14] and [15] and analytic continuation to Matsubara frequency, we obtain a compact equation given by Eq. [16] of the main text as follows:

\[ G_{\text{odd}}(x, x, \omega_n) = \frac{2m}{h^2} \frac{\Delta_0}{k_f} \omega_n e^{-2\pi/k_f} \frac{\sin(k_f(x + L)) + \Theta(x)Z\sin(k_f x)\sin(k_f L)}{e^{2\pi/k_f} + Z^2 \sin^2(k_f L) + Z\sin(2k_f L)}. \]
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