Low-dimensional approach to pair production in an oscillating electric field: Application to bandgap graphene layers
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The production of particle-antiparticle pairs from the quantum field theoretic ground state in the presence of an external electric field is studied. Starting with the quantum kinetic Boltzmann-Vlasov equation in four-dimensional spacetime, we obtain the corresponding equations in lower dimensionalities by way of spatial compactification. Our outcomes in $2+1$-dimensions are applied to bandgap graphene layers, where the charge carriers have the particular property of behaving like light massive Dirac fermions. We calculate the single-particle distribution function for the case of an electric field oscillating in time and show that the creation of particle-hole pairs in this condensed matter system closely resembles electron-positron pair production by the Schwinger effect.
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I. INTRODUCTION

Attaining the vacuum instability in a strong, macroscopically extended electromagnetic field through spontaneous creation of electron-positron pairs represents a major incentive for quantum electrodynamics (QED) and various branches of high-energy physics. For the case of a static electric field, the corresponding Schwinger rate of pair production (PP) has the form $\mathcal{N} \sim \exp(-\pi E_c/E)$, where $E$ is the applied field and $E_c = m^2c^3/|e|\hbar$ the critical field of QED. Due to its non-analytic field dependence, the Schwinger effect exhibits a manifestly nonperturbative character. Its experimental observation, while being highly desirable, has been prevented until now by the huge value of $E_c \sim 10^{16}$ V/cm which is not accessible in the laboratory yet. It would not only verify a central prediction of QED, but also have implications for various other phenomena which share its principal features.

Substantial efforts are being spent to bring the Schwinger effect into experimental reach. The next generation of high-intensity laser facilities currently under construction is expected to reach peak field intensities on the order of $\sim 10^{20}$ W/cm$^2$. The corresponding electric fields, having micrometer extensions and femtosecond durations, reach the percent level of the critical field $E_c$. To further increase the chance for an experimental realization of Schwinger PP, theoreticians have proposed to superimpose multiple laser beams, exploit the Lorentz boost inherent to relativistic particle-laser beam collisions, or enhance the rate by the aid of an assisting high-frequency (photon) field.

While these sorts of facilitated Schwinger PP are very promising, they do not constitute the only way of probing the vacuum instability. Alternatively, one may follow a complementary route by inspecting physical environments where analogues of the Schwinger effect arise whose detection might be easier. Since its recent discovery, graphene [20, 22] has become an ideal candidate for such a purpose. Fermionic quasiparticles close to one of the two $K_\pm$ points in this two dimensional monolayer of carbon atoms behave like relativistic particles. They feature a dispersion relation like Dirac fermions, with the speed of light $c$ being replaced by the Fermi velocity $v_f \approx c/300$, and the eigenstates have a Dirac spinor structure in sublattice space. As a consequence, fundamental phenomena of relativistic quantum physics find their low-energy counterpart in graphene, such as Klein tunneling [27], Coulomb supercriticality [24], many-body renormalization effects [25], or universal scaling phenomena [28].

Also the analogue of Schwinger PP, i.e., field-induced creation of particle-hole pairs via low-energy electronic excitations from valence to conduction band in graphene has been studied theoretically. The process was examined by methods of $2+1$-dimensional QED in a constant electric background [20, 2], a Sauter-like field [23], and an electric field oscillating in time [30, 37]. The lack of an energy gap at the $K_\pm$ points in graphene implies, however, that the charge carriers behave like massless Dirac fermions. This property prevents the existence of a critical field in graphene and, thus, the exponential suppression of the production rate which represents a main characteristic of the original Schwinger effect.

There are various techniques to induce a bandgap $\Delta\varepsilon$ in graphene, e.g., by epitaxial growth on suitable substrates [38, 39], elastic strain [23], or Rashba spin split-
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1 Here and henceforth $m$ and $|e|$ are the electron mass and its absolute charge, respectively. The speed of light in vacuum and the Planck constant will be denoted by $c$ and $\hbar$, respectively.
tions on magnetic substrates [40]. Then a non-zero mass $m = \Delta \varepsilon/(2v_f^2)$ is associated with the charge carriers whose high mobility still resembles the one of relativistic particles as long as their momenta lie below $\sim 3 \text{ eV}/v_f$ [28]. In this situation, the phenomenology of the field-induced particle-hole production process can be expected to show characteristics much closer to the electron-positron PP in QED. Such an analogy offers an ideal opportunity of getting valuable insights about the original Schwinger mechanism in an experimentally accessible low-energy domain. This is the motivation for the present study.

In this paper, we calculate the production of pairs of massive Dirac particles from the quantum field theoretical ground state in an external electric field. Starting from the well-known QED description of the process in $3+1$ dimensions, we develop a formalism in reduced dimensionality which is applicable to bandgap graphene layers. Analytical results for the production rate in a Constant Electric Field (CEF) are obtained. For an electric field oscillating in time, the production rate and the momentum distribution of created particles are examined by numerical calculations. We demonstrate that—similar to PP in the unstable QED vacuum—the production of electron-hole pairs in a vicinity of the Dirac points in graphene layers is governed by a kinetic equation characterized by a non-Markovian nature and describe suitable field parameters for experimental observation of the effect.

Our paper is organized as follows. In Sec. II we describe some basic features of the PP process in an external electric field in $3+1$-dimensional QED. Afterwards, by compactifying spatial dimensions, the quantum kinetic Boltzmann-Vlasov equations in $2+1$ and $1+1$ dimensions are derived. The outcomes of this analyses are first applied to the case of a constant external electric field, where agreement with previous studies is found. This part is followed by a subsection which exposes the details necessary for applying the kinetic equation in $2+1$-dimensions to graphene layers. The numerical results are presented in Sec. III for the particular situation in which the electric field oscillates in time. We discuss the resonant effects and Rabi-like oscillations which arise in the single-particle distribution function. The density of pairs yielded is also investigated. Further comments and remarks are given in the conclusion.

II. QUANTUM KINETIC APPROACH

A. General remarks in $3+1$-dimensions

First, we shall investigate the production of pairs in a field as can be conceived from laser waves. However, its description represents a major task from both analytic and numeric viewpoints. Difficulties, introduced by the unavoidably complicated nature of such a wave, are frequently simplified for the sake of having a concise analytical description of the production process.\footnote{3} A first step towards this direction is taken by considering an electric-like background which can be obtained—via a good approximation—through a head-on collision of two linearly polarized laser pulses with equal intensities, frequencies and polarization directions. The field which results from this procedure is a spatially inhomogeneous standing electromagnetic wave depending upon the temporal coordinate. However, for the numeric treatment, the dependence on the space coordinates still constitutes an important issue which is frequently avoided, although there exist already some first results including their effects [43, 44]. Because of this, most of the studies developed in this research area consider the simplest model in which the background is a homogeneously distributed electric field oscillating in time [45, 51].

There exist various theoretical approaches for describing the spontaneous production of electron-positron pairs in an external electromagnetic field. Many of them rely on the theoretical framework of QED in unstable vacuum [41]. In the case of a spatially homogeneous but time dependent electric field $\mathbf{E}(t) = (0, E(t), 0)$,\footnote{4} such a framework allows us to undertake the problem either through the S-matrix formalism [53, 40, 54, 63, 69] or from the transport theory point of view [13, 53, 60, 66]. Both formulations are equivalent and complement each other. In this paper, we adopt the latter description which underlines the nonequilibrium nature of the PP. In this context, its investigation is carried out in terms of the distribution function $W(\mathbf{p}, t)$ of electrons and positrons to which the degrees of freedom in the external field are relaxed at asymptotically large times $|t| \to \pm \infty$, i.e., when the electric field is switched off $\mathbf{E}(\pm \infty) \to 0$. The time evolution of this quantity is dictated by a quantum kinetic equation involving a pronounced non-Markovian feature:\footnote{5} 

$$W(\mathbf{p}, t) = \frac{eE(t)c}{w_p(t)} \int_{-\infty}^{t} dt' \frac{eE(t')c}{w_p(t')} \left[1 - W(\mathbf{p}, t')\right] \times \cos \left[2 \int_{t'}^{t} dt'' w_p(t'')\right],$$

and in which the vacuum initial condition $W(\mathbf{p}, -\infty) = 0$ is assumed. This equation represents a semiclassical approximation in the sense that the external background field is not quantized while the equation itself results from the quantization of the Dirac field. Note that, hereafter, a dot indicates a total time derivative.
We also point out that $W(p, t)$ involves a sum over both spin states, providing an overall factor two. The above formula is characterized by the transverse energy squared $\epsilon_\perp^2 = m^2 c^4 + \mathbf{p}_\perp^2 c^2$ and the total energy squared $w_\perp^2(t) = \epsilon_\perp^2 + |p_\parallel - eA(t)/c|^2 c^2$, with $p_\perp = (p_x, 0, p_z)$ and $p_\parallel = (0, p_y, 0)$ being the components of the canonical momentum perpendicular and parallel to the direction of the field, respectively. Note that the four-potential of the external field $A_\mu(t)$ is chosen in the temporal gauge $[A_\mu(t) = 0]$ so that $E(t) = -c(1/c) dA/d \tau$.

Further comments are in order. Firstly, the quantum Vlasov equation [Eq. (1)] does not take into account neither the collision between the created particles nor their inherent radiation fields. In the presence of a constant electric field $E$, the resulting electric field $E_c = m^2 c^4 / |e|$ [57, 60, 61]. So, the solution of Eq. (1) is expected to be trustworthy in the subcritical regime $E \ll E_c$, where the number of produced pairs per unit of volume reads

$$\mathcal{N}_{3+1} = \lim_{t \to \infty} \int d^3 p W(p, t),$$

with the shorthand notation $d \equiv d/(2\pi)$. Finally, we remark that, when the external field is oscillating in time with frequency $\omega$ and amplitude $E$, the resulting $\mathcal{N}_{3+1}$ should be much smaller than the maximum density $\mathcal{N}_{3+1} \sim E^2 / (2\omega)$ that can be created from it, otherwise the external field model is no longer justified.

B. Boltzmann-Vlasov equations in low dimensional spacetimes

Quantum kinetic theory constitutes an appropriate approach for investigating the production of electron-positron pairs by a time-dependent electric field in low dimensional spacetimes. The corresponding quantum Vlasov equations can be derived from the respective Dirac equation in the field by applying a method similar to the one used in the determination of Eq. (1) [for details, we refer the reader to Refs. 53, 54]. Alternatively, a dimensional reduction à la Kaluza-Klein can be carried out on the $3+1$ quantities, particularly, on the coordinates perpendicular to the field. By using the latter procedure, we obtain formalisms of different dimensionality.

The first step allows us to describe the production of pairs in a Minkowski space with $2+1$-dimensions $M_{2+1}$. In order to show this, we take the dimension in excess $x^i$ to be curled up into a circle $S^1$ with a radius $R$. In this context the motion of the Dirac fermions is confined to the interval $0 \leq x^i \leq 2\pi R$, and since the compactified coordinate is periodic and the electric field is homogeneous, one can Fourier expand the Dirac field in terms of the corresponding quantized momentum $p_i = 2\pi R^{-1}$ with $n \in \mathbb{Z}$. The exponentials involved in this expansion $\sim \exp(i \pi x^i / R)$ heavily oscillate as the limit $R \to 0$ is taken into account. In such circumstances, only the fundamental mode $n = 0$—corresponding to vanishing momentum—dominates. Hence, once the momentum $p$ is locked up to a plane perpendicular to $x^i$, the spontaneous production of electron-positron pairs driven by an Oscillating Electric Field (OEF) in a $2+1$-dimensional spacetime is effectively described by Eq. (1). However, unlike the case in $3+1$-dimensions, the single-particle distribution function in a $2+1$-dimensional spacetime does not involve a summation over the double-valued spin indices.

We remark that the contribution of this sum is canceled out by dividing the resulting expression for $W(p, t)$ by a factor $2$ [13, 44].

It is worth mentioning that the results which follow from this effective description will be valid as long as the typical energy involved in the problem is much below the characteristic scale $\epsilon_0 \simeq c R^{-1}$. On the other hand, the expression for the number of produced pairs per unit of area in $M_{2+1}$ results from Eq. (2) by performing a transition to the discrete limit $\int dp \to \frac{1}{2\pi R} \sum p$, in which only the contribution of the vanishing mode must be considered. Accordingly,

$$\mathcal{N}_{2+1} \equiv \frac{1}{2} \lim_{R \to 0} 2\pi R \mathcal{N}_{3+1} = \lim_{t \to \infty} \int d^2 p W_{2+1}(p, t),$$

where $W_{2+1}(p, t)$ refers to the single-particle distribution function $W(p, t)$ divided by 2 and with the momentum component $p^i$ having been set to zero.

Straightforward analyses, similar to those made in the previous case allow us to apply Eq. (1) when the production of pairs takes place in $1+1$-dimensions. In such a case, two spatial coordinates have to be compactified on a torus $S^1 \times S^1$, which requires to set the respective components of the quantized momentum to zero as the characteristic radii of this manifold $R$ and $R$ vanish identically. Then the asymptotic expression $W_{1+1}(p, \infty)$, resulting from the quantum Vlasov equation—after dividing by 2—defines the linear density of created particle pairs

$$\mathcal{N}_{1+1} = \int dp W_{1+1}(p, \infty).$$

We apply the procedure described above by supposing the occurrence of the process in $M_{2+1}$ through a constant electric field $[A(t) = -cEt]$. Seeking for simplicity, we will take advantage of the known asymptotic expression for the single-particle distribution function in a four-dimensional spacetime $W(p, \infty) \simeq 2 \exp[-\pi c^2 \epsilon^2/|e|Ec]$ [44]. After compactifying the axis lying perpendicular to the external field and considering the fundamental contribution $[p_z = 0]$, we find that the rate of PP per unit
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area is

$$\mathcal{N}_{2+1} \approx \frac{(\varepsilon |E|)^{3/2}}{4\pi^2 c^2} \exp \left( -\pi \frac{E_c}{E} \right),$$

(4)

provided \( E \ll E_c \). A similar outcome results in 1 + 1-dimensions. In this case we obtain that the asymptotic expression of the single-particle distribution function is momentum independent \( W_{1+1}(\infty) \approx \exp[-\pi E_c/E] \) and the rate of yielded particle pairs per unit of length reads

$$\mathcal{N}_{1+1} \approx \frac{|\varepsilon| E}{2\pi} \exp \left( -\pi \frac{E_c}{E} \right).$$

(5)

The rates presented in Eq. (4) and (5) coincide with those previously obtained in Refs. [69–72] by other methods.

A comparison between both expressions reveals a clear dependence on the respective spacetime topology.

C. Extension to Dirac fermions in graphene layers

We wish to apply the procedure described so far to the production of Dirac fermions in a graphene layer. Since this kind of layer approaches to a 2 + 1-dimensional system, one could expect that the results previously derived are suited for such a purpose. However, inherent features of this material prevent us to proceed in a straightforward way. While some of these characteristics can be incorporated, there are other details which require certain attention. For instance, our previous expressions do not take into account effects resulting from finite temperatures. Accordingly, it must be understood that their applicability will be trustworthy in the zero temperature limit. Also, we will suppose that the electron-hole symmetry is preserved in this layer, a fact theoretically verified within the nearest-neighbours tight-binding model but no longer true as the next-to-nearest-neighbours interactions are considered.

In contrast to previous investigations [29, 35–37], here and in the following the charge carriers will be considered with a tiny mass \( m \) corresponding to the gap \( \Delta \varepsilon = 2m v_f^2 \).

In the numerical calculations in Sec. III the specific value \( \Delta \varepsilon = 0.26 \) eV will be chosen for practical purposes; such an energy gap can originate, e.g., from the epilayer growth of graphene on SiC substrates [35]. For comparison the energy gap \( \Delta \varepsilon = 0.12 \) eV will be considered in addition. We note that also other values of the energy gap can be induced in graphene [39].

Observe that, when adapting the 2 + 1-dimensional version of Eq. (1), we have to take into account that—in graphene—the Fermi velocity \( v_f \approx c/300 \) cannot be exceeded. The inclusion of this constraint demands that one slightly modifies the quantum Boltzmann-Vlasov equations in M_{2+1}, since it characterizes the instability of the vacuum where the created electrons and positrons might travel with velocities greater than \( v_f \) but always smaller than \( c \). Such modifications are carried out by replacing \( mc^2 \to mv_f^2, \ p_ic \to p_iv_f, \ eEc \to eEv_f, \)

\( \mathcal{A}_c \to \mathcal{A}_v \) so that the production of quasiparticle-hole pairs in graphene turns out to be governed by

$$W_g(p, t) = \int_{-\infty}^{t} dt' Q(p, t') \left[ \frac{1}{2} - W_g(p, t') \right] \times \cos \left[ 2 \int_{t'}^{t} dt'' w_p(t'') \right],$$

(6)

where the function \( Q(p, t) \) is defined as arising from the break down of the chiral symmetry

$$\mathcal{N}_g = 4 \int_{|p| \ll |K|} d^2p \ W_g(p, \infty).$$

(7)

The application of Eq. (6) to the case driven by a CEF field leads to an expression for \( \mathcal{N}_g \) that differs from the one which would result from Eq. (4):\n
$$\mathcal{N}_g \approx \frac{2p_{\text{max}}}{\pi^2} \left( \frac{|\varepsilon| E}{v_f} \right)^{1/2} \exp \left( -\pi \frac{E_g}{E} \right),$$

(8)

where \( E_g = m^2 v_f^2 / |\varepsilon| \) is the critical field in graphene. For example, assuming an energy gap of \( \Delta \varepsilon = 0.26 \) eV, its value is \( E_g \approx 2.6 \times 10^5 \) V/cm. It may be seen as arising from the break down of the chiral symmetry.

\[ \text{7} \] The reader interested in the details of this integration may find it helpful to refer to Sec. V of Ref. [35], where it is explained in detail.
through the mass $m$. We note that this critical scale turns out to be much smaller than the critical scale of QED $E_c = 1.3 \times 10^{16}$ V/cm by eleven orders of magnitude. The expression in Eq. (3) can be understood as a “saturation” density of Dirac-like particle pairs in graphene. It is reached when the interaction time with the external CEF approaches $T_{\text{sat}} \sim p_{\text{max}}/(eE)$. For larger interaction times, also particles with momenta exceeding $p_{\text{max}}$ are created which are not properly described by the Dirac equation \[34 \ (33).\]

Finally, it must be understood that the effective Boltzmann-Vislov equations describing the spontaneous creation of electron-hole pairs apply as long as the electric field satisfies the condition $E \ll E_g$. As in the vacuum case, Eq. (4) does not take into account neither the effects coming from the inherent radiation of the charge carriers nor the collisions between the created quasiparticles.

### III. NUMERICAL RESULTS IN AN ELECTRIC FIELD OSCILLATING IN TIME

#### A. Resonant approach and numerical aspects

The similarity between the kinetic equation describing the PP in graphene [Eq. (1)] and the one corresponding to $3 + 1$ dimensional QED [Eq. (1)] allows us to extrapolate various outcomes associated with the production of electron-positron pairs to the graphene scenario. For instance, if the electric field oscillates in time periodically, we expect that $W_{g}(p, t)$ resembles the characteristic resonances associated with the absorption of multiple energy packages [“photons”] from the field \[19, 62, 63\]. This phenomenon takes place as the resonance condition \[2\bar{E}_p \approx n\omega \] holds. In this relation, $n$ denotes the number of absorbed photons whereas $2\bar{E}_p = \frac{1}{2}\int_{t_\text{in}}^{t} dt w_p(t)$ refers to the quasienergy of the produced particles, i.e. the energy averaged over the total pulse length $\tau$. The behavior of the distribution function $W_{3+1}(p, t)$ near a resonance characterized by $n$ is also known. Quoting the result derived in \[19, 62, 63\] and applying the procedure outlined in the previous section one has that

\[ W_{g,n}(p, t) \approx \frac{1}{4}\Omega_{Rabi}(p) \sin^2 [\Omega_{Rabi}(p)(t - t_\text{in})]. \]  

The formula above was obtained by supposing that the field is suddenly turned on at $t_{\text{in}}$ and instantaneously turned off after the interaction time. Here $\Lambda_n(p)$ is a complex time-independent coefficient whose explicit expression is not important here. In Eq. (11), $\Omega_{Rabi}(p) = \frac{1}{2} [\Lambda_n(p)]^2 + \Delta_\epsilon^2(p)]^{1/2}$ denotes the Rabi-like frequency of the vacuum with $\Delta_\epsilon(p) = 2\bar{E}_p - n\omega$ being the detuning parameter. At this point we should mention that the above resonant approximation is valid if the Rabi-like frequency is slow in comparison with the laser frequency, $\Omega_{Rabi}(p) \ll \omega \ [54, 65].$

Let us now investigate the outcome resulting from a numerical evaluation of Eq. (1) when the OEF is described by a potential of the form

\[ \mathcal{A}(t) = -\frac{eE}{\omega} \mathcal{F}(\phi) \sin(\phi) \hat{n}, \]  

where $\omega$ and $E$ are the frequency and the electric field amplitude, respectively. Besides, here $\phi = \omega t$ and $\hat{n}^T = (0, 1, 0)$ defines the polarization direction of the field. In Eq. (11) the envelope function is chosen with $\sin^2$-shaped turn-on and turn-off segments and a plateau region of constant field intensity in between. Explicitly,

\[ \mathcal{F}(\phi) = \begin{cases} \sin^2 \left( \frac{\phi}{2} \right) & 0 \leq \phi < \pi \\ 1 & \pi \leq \phi \leq 2\pi \mathcal{K} \\ \sin^2 \left( N\pi - \frac{\phi}{2} \right) & 2\pi \mathcal{K} < \phi \leq 2\pi N, \\ 0 & \text{otherwise} \end{cases}, \]  

where $N = N_{\text{plateau}} + 1$ and $\mathcal{K} = N - \frac{1}{2}$ holds. Observe that Eq. (11) and (12) guarantee the starting of the OEF with zero-amplitude at $t = 0$.

Although Eq. (13) provides various physical insights inherent to the PP process in graphene, its numerical solution is easier to determine when an equivalent system of ordinary differential equations is considered instead:

\[ i\dot{f}(p, t) = a_p(t)f(p, t) + b_p(t)g(p, t), \]  

\[ i\dot{g}(p, t) = b_p^*(t)f(p, t) - a_p^*(t)g(p, t). \]  

In this context the distribution function is given by $W_{3+1}(p, t) = |f(p, t)|^2$ and the initial conditions are chosen so that $f(p, -\infty) = 0$ and $g(p, -\infty) = 1$. The remaining parameters contained in these formulas are given by

\[ a_p(t) = \omega_p(t) + \frac{eE(t)p_x v_f^2}{2\omega_p(t)|\omega_p(t) + mv_f^2|}, \]  

\[ b_p(t) = \frac{1}{2} \frac{eE(t)\mu e_\perp}{\omega_p(t)} \exp \left[ -i \arctan \left( \frac{p_x q_i v_f^2}{\epsilon^2_{\perp} + mv_f^2 \omega_p(t)} \right) \right], \]  

where the longitudinal kinetic momentum is $q_i = p_y - e\mathcal{A}(t)/c$. The equivalence between Eq. (3) and the system above [Eq. (12)] has been mathematically established in several references (see for instance \[19, 44, 53\]). However, it is worth mentioning that various representations of the Boltzmann-Vislov equation can be found in the literature. Their use is mainly motivated by an optimization of the numeric assessment.

#### B. Results and discussions

As mentioned in the previous section, the mass of the Dirac fermions will be taken as $m = \Delta\varepsilon/2v_f^2$, which corresponds to $m \approx 5.4 \text{ keV}/c^2$ for $\Delta\varepsilon = 0.12 \text{ eV}$ and $m \approx 11.7 \text{ keV}/c^2$ for $\Delta\varepsilon = 0.26 \text{ eV}$. We shall set the
field frequency to $\omega = 24.032$ meV. The plateau region will comprise $N_{\text{plateau}} = 241$ cycles so that the total pulse length is $\tau = 2\pi N/\omega \approx 41.625$ ps. On the other hand, the field strength is taken as $E = 6.6 \times 10^4$ V/cm, which corresponds to a peak laser intensity $I = cE^2 \approx 1.1 \times 10^7$ W/cm$^2$. This particular set of parameters has been chosen in such a way that, for the massive model with $\Delta \varepsilon = 0.26$ eV, the single-particle distribution function $W_{\varepsilon}(0, t)$ hits a resonance corresponding to the absorption of $n \approx 15$ photons from the strong OEF [see Eq. (9)]. At this point, we remark that similar field parameters are comfortably attainable with terahertz laser pulses of picosecond duration [73, 74]. Likewise, the presence of a critical field $W_{\varepsilon}(0, t)$ establishes a typical scale of intensity in graphene $I_{g} = cE_{g}^2$ which amounts to $I_{g} \approx 1.8 \times 10^8$ W/cm$^2$ for $\Delta \varepsilon = 0.26$ eV. This intensity level can be easily approached and overpassed with the current laser technology.

The system of differential equations [Eqs. (13) and (14)] has been solved varying the momentum components in the range $-0.4 \text{ eV} \leq p_{x,y} \leq 0.4 \text{ eV}$. The results of this assessment are displayed in Fig. [1] in a density color scheme which corresponds to $\log_{10}[W_{\varepsilon}(p, \tau)]$. While the upper panel shows for comparison the outcomes associated with a massless model [$m = 0$, the effects coming from the chiral symmetry breaking are displayed in the lower one. Manifestly, the spectral density associated with massive particles looks different as compared with the model of massless carriers. For instance, at zero momenta [$p = 0$, the distribution function associated with massive carriers reaches the maximum value $[W_{\varepsilon}(0, \tau) = 1]$, whereas the corresponding result for the massless model is minimum $[W_{\varepsilon}(0, \tau) = 0]$. This minimal value extends along the vertical line located at $p_{x} = 0$, which constitutes an inherent feature of this scenario. Its occurrence can be anticipated already in Eq. (4) by noting that its right-hand side is proportional to the transverse energy squared [$\varepsilon_{p}^2 = p_{x}^2 v_{f}^2 + m^2 v_{f}^2$], which vanishes identically when the carriers are massless and $p_{x} \rightarrow 0$. In such a situation, the kinetic equation reduces to $\dot{W}_{\varepsilon}(p_{y}, t) = 0$ and the only conceivable solution—in accordance with our initial condition—is $W_{\varepsilon}(p_{y}, t) = 0$.

The ringlike structures displayed in each panel are understood as isocontours of quasienergy $\varepsilon_{p}$ satisfying the resonance condition [Eq. (13)] and, accordingly, the number of photons involved in each resonant process can be inferred. So, further insights on $W_{\varepsilon}(p, \tau)$ can be acquired by contrasting the numerical results with the approached behavior near a resonance [Eq. (14)]. To this end, $W_{\varepsilon,n}(p, t)$ is evaluated for times larger than the interaction time [$t > \tau$, when it has become constant. At the resonance, i.e., where Eq. (13) holds [$\Delta \varepsilon \simeq 0$, the Rabi-like frequency reduces to $\Omega_{\text{Rabi}}(p) \approx \frac{1}{2}[\Lambda_{n}(p)]$] and

$$W_{\varepsilon,n}(p, \infty) \approx \sin^2 \left[ \frac{\Omega_{\text{Rabi}}(p)}{} \right].$$

(15)

For a given interacting time $\tau$, Eq. (13) achieves its maximum value $[W_{\varepsilon,n}(p_0, t) = 1]$ for a certain momenta combination $p_0 = (p_{x0}, p_{y0})$ provided $\Omega_{\text{Rabi}}(p_0) = (2k+1)\pi/\tau$ with $k \in \mathbb{Z}$ is satisfied. Clearly, our previous discussion indicates that the former has been chosen so that the maximum is achieved at $p = 0$. Observe that, away from the resonance, i.e. for $\Delta \varepsilon \neq 0$, the amplitude of $W_{\varepsilon,n}(p, \tau)$ decreases [see Eq. (13)]. This trend manifests in both panels around each resonance in form of light red—sometimes orange—valleys. Additionally, they reveal a gradual decrement in the single-particle distribution functions as the momentum components increase.

We note that the isocontours resemble ellipses with major axis lying along the longitudinal direction. The elongation along the $p_{y}$-axis is an outcome of the asymmetry introduced by the external field in Eq. (6) through the term $p_{x} - cA(t)/c$, and indicates that the creation of a particle (resp. hole) with rather large longitudinal
mimic the pattern occurring in a CEF, where the distribution function is homogeneous along the longitudinal direction but suppressed by a Gaussian profile transversally. Furthermore, a comparison between both panels reveals that the field oscillations are rather slow \( \omega \ll m \) such that the OEF locally resembles a CEF. Besides, the dimensionless intensity parameter \( \xi_g = \frac{E}{\Delta} \) is of order unity here \( \xi_g \approx 1 \) corresponds to \( E \approx 4.7 \times 10^4 \text{ V/cm} \) for the gap value chosen \( \Delta = 0.26 \text{ eV} \). Contrary to that, for smaller field strengths below \( E \lesssim 3 \times 10^4 \text{ V/cm} \), the pair density produced by an OEF is significantly larger than the CEF outcome. The reason is that in an OEF pairs can be generated both by the field amplitude but also by the time dependence of the field \([36, 37]\); the latter channel is absent in a CEF. Accordingly, for \( \xi_g < 1 \), the creation mechanism by multiphoton absorption can become dominant, leading to enhanced pair creation in an OEF as compared with a CEF.

For the case of massless particles, our numerical results for an OEF and the analytical prediction for a CEF in Fig. 2 run almost parallel. However, the CEF outcome—which describes the saturation density in accordance with Eq. (8)—is larger by a few orders of magnitude. We argue that this is because the field oscillations can be considered as very fast in this case \( \omega \gg m = 0 \). Hence, the effective field strength acting during the pair formation time is reduced by a corresponding temporal average, leading to the strong suppression observed in Fig. 2. We point out that this behavior is different in a non-oscillating, Sauter-like electric field whose pair creation efficiency of massless charge carriers in graphene approaches the CEF result within a factor of order unity \([35]\).

For comparison, Fig. 2 also shows our estimates for the number of massive pairs produced in graphene with a reduced gap of \( \Delta = 0.12 \text{ eV} \). As one might have expected, the number is significantly larger than in case of \( \Delta = 0.26 \text{ eV} \) and approaches to the massless limit. We note that the critical field in the case presently under consideration only amounts to \( E_g \approx 5.5 \times 10^4 \text{ V/cm} \). Since this turns out to be comparable with the values encompassed in the picture, the analytical expression associated with a constant electric field does not apply and the corresponding curve is not shown here.

### IV. CONCLUSION AND OUTLOOK

In summary, we have started by presenting the fundamental aspects associated with the production of pairs in a 3 + 1-dimensional spacetime for the specific case in which the external gauge potential is independent of the space coordinates but oscillates in time. With the aim of investigating PP in low dimensional Minkowski spaces,
We have applied the former outcome to the production of massive Dirac fermions in graphene layers. The situation driven by an electric field oscillating in time has been investigated, which is characterized by a pronounced resonant behavior. The latter is reflected in the momentum distribution of created pairs. The total number density of massive pairs shows a strong dependence on the applied electric field strength which is mainly due to the Schwinger-like exponential factor involving the critical field amplitude in graphene. Its occurrence is an important consequence of the massive quasiparticles in bandgap graphene layers, as compared with the ordinary gap-free graphene.

Differences between the pair densities obtained in oscillating and constant electric fields, respectively, could be traced back to the impact of the field oscillations.

Our numerical findings have shown that terahertz laser pulses—in combination with the substrate-induced bandgap technique for graphene—might provide a feasible scenario in which the creation of light quasiparticle-hole pairs could take place; this way simulating the vacuum instability in QED. In connection, it remains an open question whether the production rate of massless quasiparticles in a single mode field can be comparable to the results associated with light massive Dirac fermions when a weak beam of energetic photons is superimposed onto a strong but low-frequency electric field. We plan to present a detailed investigation of this subject in a forthcoming publication.
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