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Abstract: In this work, we investigated the viability of established hot cracking models for numerically based development of crack-resistant nickel-base superalloys with a high γ ′ volume fraction for additive manufacturing. Four cracking models were implemented, and one alloy designed for reduced cracking susceptibility was deduced based on each cracking criterion. The criteria were modeled using CALPHAD-based Scheil calculations. The alloys were designed using a previously developed multi-criteria optimization tool. The commercial superalloy Mar-M247 was chosen as the reference material. The alloys were fabricated by arc melting, then remelted with laser and electron beam, and the cracking was assessed. After electron beam melting, solidification cracks were more prevalent than cold cracks, and vice versa. The alloys exhibited vastly different crack densities ranging from 0 to nearly 12 mm⁻¹. DSC measurements showed good qualitative agreement with the calculated transition temperatures. It was found that the cracking mechanisms differed strongly depending on the process temperature. A correlation analysis of the measured crack densities and the modeled cracking susceptibilities showed no clear positive correlation for any crack model, indicating that none of these models alone is sufficient to describe the cracking behavior of the alloys. One experimental alloy showed an improved cracking resistance during electron beam melting, suggesting that further development of the optimization-based alloy design approach could lead to the discovery of new crack-resistant superalloys.
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1. Introduction

Nickel-base superalloys are high-performance materials that are employed in the hottest sections of jet engines and stationary gas turbines. While they are usually processed by investment casting, in recent years, additive manufacturing (AM), also known as 3D printing, of superalloys has gained increasing traction, as it allows near-net-shape fabrication of complex structures and tailoring of microstructures [1–3]. One major challenge posed by AM is the high cracking susceptibility of many commercially available alloys, such as IN738 and Mar-M247. These are often identified as solidification cracks, which develop during the cooling of the alloy due to the presence of liquid films at the grain boundaries [4–6]. Additionally, liquation cracking [7] and strain age cracking in the solid state [8] have been observed. In this study, we focus on solidification cracking, since this appears to be the most predominantly discussed mechanism in the context of AM. Although there is no consensus on the exact formation process of these cracks [9] and the types of cracks vary depending on the material and process conditions, two factors seem to play important roles: the alloy’s solidification range and the presence of large amounts of γ ′ phase. This intermetallic phase, with the ordered L1₂ structure, has the stoichiometric composition Ni₃(Al, Ti). Due to its stability at high temperatures, this phase is responsible for the high-temperature strength of nickel-base superalloys. At room temperature, typically 60–70% of γ ′ phase is present.
Nickel-base alloys are typically considered unweldable if the sum of the $\gamma'$-forming elements Al and Ti exceeds 6 wt.% [10], since such alloys are sensitive to cracking. Most superalloys for turbine blade applications fall into this category. This also applies to AM techniques such as selective laser melting (SLM) and selective electron beam melting (SEBM). In these AM processes, parts are fabricated by subsequently welding layers of powder on top of each other. Due to thermal gradients in the material, the upper layers of an AM part are subject to tensile stresses [11], since the shrinkage of a layer during cooling is limited by the lower, already solidified layers.

Due to shrinkage by cooling and solidification, neighboring grains are subjected to tensile strain. Solidification cracking can occur during the final stage of solidification if the cohesion between grains is too low to withstand the strain. According to Chauvet et al. [9], high-angle grain boundaries are less stable in this regard than low-angle boundaries. This feature can be tailored by appropriate process design. During cooling, segregation of low-melting elements to the melt leads to a depression of the solidus temperature compared to equilibrium solidification. Several characteristics of the resulting solid fraction-temperature curve, such as steepness and the solidification interval over a specific solid fraction range, are considered major influences on the cracking behavior. They will be discussed in detail in Section 2.1. These characteristics are determined by the alloy composition, and thus can be engineered by alloy design.

The composition of nickel-base superalloys is fine-tuned to enable them to operate under harsh conditions of high temperature and stress. New alloys were initially developed by trial and error, relying on experience and qualitative assessments of the influence of alloying elements. Since the design space is large (typical alloys are composed of 8–10 elements) and properties are very sensitive to the variation of elements, numerous trials are necessary to arrive at a suitable composition.

Alternative systematic computational approaches were developed by the Advanced Alloy Design Program (AADP) at the National Institute for Materials Science in Japan [12] and Reed et al. [13–15]. These methods employ regression models and CALPHAD (CALculation of PHAse Diagrams) calculations to predict alloy properties and calculate merit functions, which qualitatively describe phenomena such as creep resistance that would otherwise require complex simulations. The design space is sampled along a regular grid and alloy properties are calculated for each grid point. Candidate alloys for experimental investigations are then selected by applying restrictions to the relevant properties. As these restrictions are only introduced after the design space sampling, properties for many unsuitable alloy compositions are calculated.

Another design method employs genetic optimization algorithms coupled with property descriptors to search the composition space efficiently for the best desired property combinations. The alloy design task is formulated as an optimization problem by choosing suitable alloy properties as goals to be minimized or maximized. By defining constraints to the optimization problem, undesirable alloy compositions can be excluded early and the compositions are driven towards desirable compositions. This approach was first followed by Rettig [16] and Menou [17] and was developed further by Müller and Markl, who developed the optimization-based alloy design tool MultOPT++ [18,19]. This tool has already been applied successfully for the development of a Re-free high-performance alloy [20].

While crack-resistant nickel-base alloys have been designed using CALPHAD-based property calculations, e.g., ABD-850AM and ABD-900AM [14], these alloys have a dramatically reduced $\gamma'$ phase fraction and a comparatively low $\gamma'$ solvus temperature of just over 1000 °C. These alloys also have lower strength at high temperature than commercial alloys such as Mar-M247, which is used in static aircraft turbine parts exposed to great mechanical loads and temperatures. There is a demand for 3D-printable alloys with a large $\gamma'$ fraction and excellent high-temperature strength to reduce the costs of manufacturing such complex parts.
In this study, we investigate the viability of four hot cracking criteria published in the literature for the numerical development of crack-resistant alloys. Mar-M247 was chosen as the reference material due to its relevance in the industry and recently growing interest in additive manufacturing of this alloy and its derivatives. We chose the optimization-based design method described above due to its flexibility and higher computational efficiency compared to the sampling approach. Using a suitable formulation of the optimization problem, the γ' fraction and other key properties are kept close to those of the reference alloy. Alloys are designed based on the cracking criteria, produced, and remelted, and the cracking susceptibility is determined. We further assess the predictive capability of the cracking indicators.

2. Materials and Methods

2.1. Cracking Susceptibility Models

Four criteria for solidification cracking sensitivity of nickel-base alloys were derived from the literature. These criteria are based on the temperature \( T \) vs. solid fraction \( f_s \) curve, which can be modeled using a CALPHAD-based Scheil-Gulliver simulation [21]. All criteria must be minimized to improve cracking resistance, and they are described in detail as follows:

- **Solidification interval (SI):**

  According to [22], the solidification interval measured by differential scanning calorimetry (DSC), shows high correlation with the observed crack density. Accordingly, the SI criterion was modeled as

  \[ \text{SI} = T_L - T(f_s = 0.95) \]  

  where \( T_L \) is the liquidus temperature. The solidus temperature was evaluated at \( f_s = 0.95 \) since the Scheil calculations were found to tend toward unrealistically low temperatures at high solid fractions. This is due to the lack of back diffusion, which leads to a worst-case estimation of the solidification interval. Furthermore, bridging between the dendrites will lead to cohesion while some liquid pockets are still present.

- **Kou criterion (Kou):**

  Kou found that long, narrow channels between dendrites increased the likelihood of solidification cracking, since liquid feeding is impeded [23]. The shape of these channels is characterized by the steepness of the solid fraction-temperature curve:

  \[ \text{Kou} = \max \left( \frac{dT}{df_s} \right), \ 0.81 \leq f_s \leq 0.95. \]  

  As the intergranular channels widen due to the thermal shrinkage of the solid, sufficient liquid must flow into the channels to compensate for the shrinkage. While the model was derived from theoretical considerations, it has good predictive capability for aluminum- and nickel-base alloys [24,25].

- **Critical temperature interval (CTI):**

  Shukla et al. [26] recently developed a semi-empirical model for cracking during AM. Part of this model is the mean slope of the curve \( f_s(T) \) in a critical range of \( f_s \), where a steep slope indicates low cracking susceptibility. Inversely, this criterion can be interpreted as the temperature interval over a given range of solid fraction:

  \[ \text{CTI} = T(f_s = 0.7) - T(f_s = 0.85). \]  

  In this case, a narrow temperature interval signifies good cracking resistance.

- **Strain coefficient (SC):**

  The second part of the criterion by Shukla et al. [26] incorporates the rate of change of total strain with temperature \( \frac{d\varepsilon}{dT} \) in the alloy near the end of solidification. The total strain
\( \varepsilon \) is composed of strain due to thermal contraction during cooling and volume shrinkage due to the liquid-solid transition \([27]\). The total strain is defined as

\[
\varepsilon = a(T(f_S = 0.8) - T(f_S = 0.95)) + \beta \frac{V_L - V_S}{V_L}\n\]

with the coefficient of thermal expansion \( \alpha \), the volume shrinkage coefficient \( \beta \), and the difference of solid fractions \( \Delta f_S \), at which the upper and lower temperatures are evaluated, in this case 0.15. Coefficient \( \alpha \) is modeled with a regression model from \([26]\), while \( \beta \) is calculated from the molar volumes of solid and liquid \( V_S \) and \( V_L \) computed by CALPHAD. The shrinkage coefficient criterion is then defined as

\[
\text{SC} = \varepsilon \frac{T(f_S = 0.8) - T(f_S = 0.95)}{T(f_S = 0.8) - T(f_S = 0.95)}.
\]

The thermal expansion and volume shrinkage coefficients were calculated at the average temperature in the interval of \( 0.8 \leq f_S \leq 0.95 \). This criterion is similar to the well-known Rappaz criterion for hot tearing, albeit in a simpler form \([28]\).

### 2.2. Reference Material

The composition of the Mar-M247 reference alloy was adapted from \([29]\). However, minor elements that usually serve as grain boundary strengtheners (B, C, Zr) were not included. Since these elements tend to increase the solidification range, they were assumed to be detrimental to cracking susceptibility, as described by the previously defined indicators. The alloy composition is presented in Table 1. Thermodynamic calculations were also carried out excluding these elements.

Table 1. Composition of Mar-M247 reference alloy in at.\%.

| Element | Mar-M247 |
|---------|----------|
| Al      | 12.3     |
| Ti      | 1.3      |
| Cr      | 9.7      |
| Co      | 10.2     |
| Mo      | 0.4      |
| Ta      | 1.0      |
| W       | 3.3      |
| Hf      | 0.5      |
| Ni      | 61.3     |

### 2.3. Implementation Details

The alloy design tool MultOpt++, which was previously developed in-house, was ported to Python. For further information on software design and verification, the reader is referred to \([18,19]\). CALPHAD calculations were performed with Thermo-Calc version 2020b and the TCNi9 database \([30]\) via the Python-based TC-Python API. The optimization procedure was performed by the pymoo multi-objective optimization library for Python \([31]\) using the NSGA-II genetic optimization algorithm \([32]\).

### 2.4. Optimization

The optimization goals follow from the desired properties of the alloys: minimal cracking susceptibility and minimal deviation from crucial properties of the Mar-M247 reference alloy. The most relevant properties were determined as the liquidus temperature
The γ′ solvus temperature $T_{γ'}$, and the γ′ phase fraction at 1000 °C $Φ_{γ'}$. Deviation from Mar-M247 was defined as root-mean-square deviation (RMSD):

$$RMSE = \sqrt{\frac{1}{3} \left( \left( \frac{T_L - T_{L,ref}}{T_{L,ref}} \right)^2 + \left( \frac{T_{γ'} - T_{γ',ref}}{T_{γ',ref}} \right)^2 + \left( \frac{Φ_{γ'} - Φ_{γ',ref}}{Φ_{γ',ref}} \right)^2 \right)} \quad (6)$$

where the superscript ref indicates the respective property of the reference alloy. All property deviations were normalized with respect to the reference values calculated with Thermo-Calc to weight the property values of different magnitudes equally.

Additionally, the fraction of detrimental TCP phases ($σ, μ, P, and R$ phase) was constrained below 1 mol-% at 800 °C. The full definition of the optimization problem is shown in Table 2. The bounds of the design variables, i.e., the element concentrations $→c$, cover the concentration ranges typical for nickel-base superalloys; these were adapted from [20]. The limits of element concentrations were slightly extended to allow unconventional, but possibly interesting, compositions to be selected. As in the reference alloy, minor elements were not included. Furthermore, Hf was excluded from the design variables, as it lowers the solidus temperature considerably. No further constraints describing, e.g., mechanical properties, were introduced so as to not indirectly impose bounds on the cracking indicators.

Table 2. Definition of optimization problem. $CS, RMSD, TCP, and →c$ are cracking sensitivity, root-mean-square deviation from reference alloy properties, fraction of TCP phases, and entire concentration range, respectively.

| Optimization Goals | Constraints |
|--------------------|-------------|
| minimize $CS(→c)$ | $TCP_{T=800 °C}(→c) \leq 1 \text{ mol} \%$ |
| $RMSD(→c)$         | $c(Al) \leq 15 \text{ at.} \%$ |
|                    | $c(Ti) \leq 5 \text{ at.} \%$ |
|                    | $c(Cr) \leq 15 \text{ at.} \%$ |
|                    | $c(Co) \leq 20 \text{ at.} \%$ |
|                    | $c(Mo) \leq 10 \text{ at.} \%$ |
|                    | $c(Ta) \leq 10 \text{ at.} \%$ |
|                    | $c(W) \leq 10 \text{ at.} \%$ |

Optimization was performed for each of the four cracking sensitivity criteria with a population of 250 individuals and up to 100 iterations. Convergence was checked after the optimizations had finished using the Hypervolume indicator [33]. This indicator measures the enclosed volume between the Pareto front and a reference point. A Pareto front is considered to be better when its associated hypervolume measure is higher. All optimizations were deemed to have converged sufficiently, since the hypervolume increased only marginally at the end of the process.

2.5. Experimental Procedure

The selected alloys were arc-melted in a Bühler Arc Melter AM/05 and then machined to plates of 35 mm × 15 mm × 5 mm. For each alloy, two plates were produced.

The plates were remelted with a laser and an electron beam within an $8 \times 8 \text{ mm}^2$ square. Since in powder-bed-based processes the melt pool depth is greater than the thickness of the powder layer [34], solidified material is remolten. We expected this approach to provide a suitable estimation of the cracking susceptibility in a process using powder. For each alloy, three combinations of beam power $P$ and scan speed $v$ were used. Laser remelting was performed in a laser metal deposition device by InssTek equipped with a 1070 nm Yb:YAG fiber laser at room temperature. Electron beam melting was performed using the ATHENE SEBM system, which is equipped with an electron gun by pro-beam...
(AG & Co. KGaA, Gilching, Germany) with an acceleration voltage of 60 kV [35]. The samples were placed on a steel plate and heated uniformly using a defocused electron beam. The temperature of the build plate was measured with a thermocouple attached to the bottom of the plate. Remelting was performed after the build plate had reached a temperature of 900 °C. Due to limited heat transfer between the specimens and the build plate, the specimens had a higher temperature that could not be measured directly.

The melting conditions were determined to match the typical conditions employed in the respective processes. Three magnitudes of energy input were chosen to create different melt pool depths and thermal gradients, which were expected to affect the cracking tendency. In particular, the electron beam melting parameters were adapted from a process window for the weldable superalloy Inconel 718 [34]. The laser melting parameters were adapted from previous remelting experiments to achieve a suitable melt pool depth. The beam was directed along a snake-hatch pattern with a hatch spacing \( h \) of 350 \( \mu \)m for laser melting and 200 \( \mu \)m for electron beam melting. These parameters ensured that the melt tracks would overlap. All process parameters are listed in Table 3.

| Beam Type     | Beam Power \( P \) (W) | Scan Speed \( v \) (mm/s) | Hatch Spacing \( h \) (mm) | Energy Input \( (J \text{ mm}^{-2})^1 \) |
|---------------|------------------------|---------------------------|----------------------------|------------------------------------------|
| Laser beam    | 300                    | 10                        | 0.35                       | 85.7                                     |
|               | 300                    | 20                        | 0.35                       | 42.9                                     |
|               | 200                    | 20                        | 0.35                       | 57.7                                     |
|               | 350                    | 500                       | 0.2                        | 3.5                                      |
| Electron beam | 400                    | 1000                      | 0.2                        | 2                                        |
|               | 500                    | 2000                      | 0.2                        | 1.25                                     |

---

1 Energy input per unit area is defined as \( P/(v \times h) \).

The melted samples were sectioned in the middle along the direction of the scan vectors. They were then mounted in Technovit 4071 embedding agent and ground with SiC paper up to 4000 grit, followed by subsequent polishing with 3 \( \mu \)m diamond suspension and colloidal silica suspension from Struers. Cracks were measured on the polished samples using a Leica DM6000M optical microscope. Cracking susceptibility was assessed by crack density, which was defined as the total crack length divided by the cross-sectional area of the melted material. The samples were etched with V2A etchant. The crack morphologies were investigated in detail with an FEI Quanta 450 scanning electron microscope (SEM) using the etched specimens. DSC measurements in the as-cast state were conducted with a Netzsch STA409 at a 5 K/min heating rate in an alumina crucible to determine the solidification intervals.

3. Results

3.1. Alloy Selection

The Pareto fronts resulting from the optimizations of cracking criteria and crucial property deviations (Equation (6)) are presented in Figure 1. The selected alloys are highlighted in red. It should be noted that the ranges of property deviations vary significantly depending on the chosen cracking criterion. All alloys were chosen so that their cracking criteria were lower than those calculated for Mar-M247.

For the SI criterion, three sections on the Pareto front can be distinguished. The SI alloy was selected as the one with the lowest mean deviation in the middle section. The SI (solidification interval) criterion value (45 °C) is considerably lower than the respective value for Mar-M247 (245 °C).
The **Kou** criterion ($\max |dT/df_s|$) alloy was selected according to a trade-off criterion [36], which indicates Pareto-optimal solutions with good compromises between different optimization goals. The trade-off value reflects how much one goal must be worsened to achieve a particular improvement in another goal. Solutions where worsening of one goal leads to a similar increase in another goal are preferable. The selected alloy had the second-highest overall trade-off value. However, the solution with the highest value had a deviation value that was far too large at 0.58. The crack sensitivity value of the selected alloy (188 °C) was much smaller than the reference value (2305 °C).

For the **CTI** criterion, an alloy with a similar deviation value (0.06) as the **Kou** criterion was selected. Alloys in this area also showed a good tradeoff between goals. The selected alloy had a **CTI** ($T(f_s = 0.7) - T(f_s = 0.85)$) value of 4.4 °C, while the reference value is 60 °C.

Alloys with a low **SC** criterion exhibited small amounts of B2 phase precipitating from the melt. Precipitation of this phase was not considered as a constraint in the optimization. These alloys were considered unfeasible since this phase embrittles the alloy. Therefore, the alloy with the lowest **SC** value that contained no deleterious phases was selected with an **SC** value of $3.9 \times 10^{-4}$ K$^{-1}$, about 80% of the reference value of $4.8 \times 10^{-4}$ K$^{-1}$.

The compositions of the selected alloys are summarized in Table 4. It should be noted that these compositions are quite different from Mar-M247, as well as from each other. This is due to the absence of any constraints or goals relating to mechanical properties. A development program incorporating such considerations will follow.
Table 4. Composition of designed alloys in at.%. 

| Element | Alloy SI | Alloy Kou | Alloy CTI | Alloy SC |
|---------|----------|-----------|-----------|----------|
| Al      | 14.0     | 11.7      | 10.9      | 10.4     |
| Ti      | -        | 1.0       | -         | 3.9      |
| Cr      | 6.5      | 0.3       | 0.4       | 2.1      |
| Co      | 0.3      | 0.5       | 3.4       | 7.4      |
| Mo      | -        | 0.3       | -         | -        |
| Ta      | 1.2      | 1.7       | 4.8       | 1.0      |
| W       | -        | 3.0       | 0.1       | 4.2      |
| Hf      | -        | -         | -         | -        |
| Ni      | 78.0     | 81.5      | 80.4      | 71.7     |

The equilibrium fractions of the liquid, $\gamma$, and $\gamma'$ phases of all alloys were calculated with Thermo-Calc to assess the deviation of properties according to the RMSD criterion (Figure 2; dots indicate the relevant properties). The liquidus temperature of the selected alloys varied from 1402 to 1456 °C, whereas the liquidus temperature of Mar-M247 was 1390 °C. This increased temperature may be related to the overall lower concentrations of alloying elements in these alloys, as higher-alloy materials typically have lower liquidus temperatures. The $\gamma'$ solvus temperature was in the range of 1250 to 1343 °C (Mar-M247: 1255 °C) and the $\gamma'$ phase fractions at 1000 °C were in the range of 53.0 to 55.6% (Mar-M247: 59.3%). Mar-M247 had the highest calculated $\gamma'$ fraction of all alloys, since the $\gamma'$ phase is stabilized by Hf. At 10.6%, the deviation of the $\gamma'$ fraction of the Kou alloy was the largest of all relative deviations. However, the absolute deviation (6.3%) was still small and probably within experimental measurement uncertainty. The equilibrium solidus temperature was consistently higher than for Mar-M247, whose solidus temperature is strongly depressed by the addition of Hf.
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**Figure 2.** Phase fraction curves calculated with Thermo-Calc for liquid, $\gamma$, and $\gamma'$ phases depending on temperature for reference alloy Mar-M247 and selected alloys. Properties used to define deviation from Mar-M247 are marked with dots.

Due to the differences in alloy compositions, developing a consistent etching procedure proved difficult. Therefore, the $\gamma'$ phase fractions were not determined quantitatively. Nevertheless, qualitative image analysis showed that all alloys had high $\gamma'$ content in the as-produced state. The microstructures of Mar-M247 and the SC alloy are presented in Figure 3. These are representative of the microstructures of all selected alloys.
Figure 3. Microstructures of reference alloy Mar-M247 and SC alloy in as-cast state. \( \gamma \) matrix is light-colored, while \( \gamma' \) precipitates are dark. \( \gamma' \) phase fractions are high, as is typical for nickel-base superalloys.

3.2. DSC Analysis

DSC measurements of all alloys in the as-cast state were carried out to determine their solidification ranges (Figure 4). Since segregation in the as-cast alloys reflects the segregation due to non-equilibrium solidification, the alloys were not heat-treated. This makes it possible to assess the accuracy of the Scheil calculations.

Figure 4. Solidus and liquidus temperatures measured with DSC and calculated with Thermo-Calc (T-C). Solidus temperatures were calculated in equilibrium and with Scheil solidification, where the temperature was determined at 95% solid phase fraction.

The liquidus temperature of all alloys was modeled quite accurately in the TCNi9 thermodynamic database. The accuracy of predicted solidus temperatures was mixed. For SI and Kou alloys, the measured solidus temperature was between the calculated values for equilibrium and Scheil solidification. For the CTI alloy, the Scheil calculation was more accurate than the equilibrium calculation. The picture changes for the SC alloy and Mar-M247. Here, the Scheil calculations predicted a far lower liquidus temperature.
than that measured by DSC. However, due to the low heating rate, the DSC signal at low liquid fractions was very weak and may not have allowed exact determination of the solidus temperature.

The overall trends in transition temperatures are modeled well. It should be noted that Mar-M247 had both the lowest liquidus temperature and the widest solidification range. In general, the liquidus temperatures decreased and the solidification ranges increased with a higher content of alloying elements (cf. Table 3).

### 3.3. Cracking Susceptibility

The alloys were remelted in the as-produced state to determine their crack susceptibility. The measured crack densities are shown in Figure 5. The set energy input was much higher for the laser melting experiments than for electron beam melting to compensate for partial reflection and non-ideal absorptivity of the material. Therefore, the effective heat input was lower than indicated in Figure 5. The melt pool depths were lower in the laser-melted samples, since the specimens were at room temperature before melting, while in electron beam melting, the specimens were heated to at least 900 °C. Consequently, less heat was required to raise the temperature to the melting point in the latter case.

![Figure 5](image.jpg)

**Figure 5.** Crack density of experimental alloys and Mar-M247 from (a) laser and (b) electron beam melting experiments.

In the laser-remelted specimens, Mar-M247 alloy showed the lowest overall crack density at 0.2–1.3 mm⁻¹, followed by SC. The crack densities of the other experimental alloys were much higher at 4–7 mm⁻¹. There was no apparent correlation between energy input and crack density. *Kou* alloy exhibited the highest crack density. On the contrary, in the electron-beam-remelted specimens, *Kou* alloy had the lowest crack density (0–0.8 mm⁻¹). The trend in crack density for the remaining alloys was the same as for the laser-remelted specimens. The crack densities in both the laser- and electron-beam-remelted samples were quite similar, with CTI alloy melted at low energy input being the only exception. The crack densities decreased continuously with increasing energy input, except for the SI alloy.

Micrographs of cracks in the alloys after laser and electron beam remelting are presented in Figure 6. For the most part, cracks in the vicinity of the interface between the melt pool and non-melted base metal are shown, although the cracks often extend several 100 μm into the base metal. The cracks in the laser-melted alloys (SI, Kou, and CTI) have mostly straight crack flanks. This suggests that in these alloys, cracking in the solid state occurred rather than hot cracking. The cracks in Mar-M247 typically have a more jagged morphology that follows the dendrite structure. This is a characteristic sign of hot cracking. In contrast to the other alloys, Mar-M247 also showed multiple microscopic gaps between
cells or dendrites in the remelted area, which were probably caused by insufficient melt flow at the last stage of solidification.

![Figure 6](image.png)

*Figure 6.* SEM micrographs of cracks in experimental alloys and reference Mar-M247 alloy from laser melting (*top* row) and electron beam melting (*bottom* row) experiments. All micrographs share the same scale bar.

The crack morphologies in the electron-beam-remelted samples appear slightly more tortuous than in the laser-remelted samples. This applies in particular to the CTI, SC, and Mar-M247 alloys. The cracking mechanism cannot be determined unambiguously for SI and Kou since the solidification substructure is more cellular than dendritic, as it is in SC and Mar-M247. Therefore, solidification cracks will also develop straight crack flanks, conforming to the cellular solidification structure.

The crack tips in the laser-remelted specimens are often located within the base material at a distance of 100 μm or more from the melting interface. They are often found near islands of γ/γ′ eutectic (Figure 7). On the contrary, the crack tips in the electron-beam-remelted specimens are usually located closer to the interface. The eutectic areas appear to be less extensive in Kou than in Mar-M247. In the electron-beam-remelted Kou specimen, no eutectic was apparent near the crack tips. The crack tips do not necessarily mark the origin of the cracks, since thermal shrinkage can pull the crack edges apart and thus drive the crack tip deeper into the material. Therefore, it can be assumed that the crack origin is located above the observed crack tip. As the laser melting was performed at room temperature, significant thermal shrinkage occurred, and long cracks were opened. During electron beam melting, less shrinkage occurred due to the high processing temperature of the material. The crack tips are most likely close to or at the true crack origin, which was located in the vicinity of the melting interface, within either the base metal or the remelted material.
Figure 7. Details of crack tips and surrounding microstructure in Kou and Mar-M247 alloys. Areas consisting of $\gamma/\gamma'$ eutectic are marked in blue; cracks are highlighted in red.

4. Discussion

4.1. Cracking Mechanisms

The evaluation of crack morphology showed that the laser-remelted specimens developed primarily cold cracks, while in the electron-beam-remelted specimens, hot cracking was more prevalent. Furthermore, the alloys optimized for low cracking susceptibility often showed more cracks than the reference alloy Mar-M247, which is well known to be highly susceptible to cracking during AM [37]. However, excluding the minor elements B, C, and Zr could have reduced the cracking susceptibility of the alloy.

In the case of laser remelting, solidification cracking was the dominant mechanism only in Mar-M247. The initial assumption that hot cracking would be the leading cause of cracking was not met. Therefore, the optimization procedure was not able to identify alloys that are less vulnerable to cracking under these conditions since cold cracking was not included in the modeling. The hot cracking susceptibility of the experimental alloys during laser remelting could not be assessed. Comparing the crack densities (Figure 5) with the corresponding liquidus and solidus temperatures (Figure 4) suggests a close correlation between these quantities. This supports the observation of cold cracking: as soon as the temperature falls below the liquidus temperature and solid material forms, tensile strain builds up in the material due to thermal and solidification shrinkage. The total strain in the material at room temperature is closely related to the difference between liquidus and ambient temperature, as is the amount of solid-state cracks that form to alleviate the strain. There is no distinguishable influence of the heat input.

Overall, electron beam remelting caused similar crack densities as laser remelting. However, the processing conditions are not directly comparable, since the energy input per unit area and the temperature of the build chamber were very different. Nonetheless, most alloys exhibit a trend of monotonically decreasing crack density with increasing heat input. This phenomenon can be related to the stress state in the material. A lower heat input leads to higher thermal gradients and higher thermal strain, which tear the material apart at weak points such as liquid films between dendrites.

For both laser and electron beam melting, the crack tips are often located next to areas of $\gamma/\gamma'$ eutectic (Figure 7). Li et al. [6] suggested a crack initiation mechanism related to these eutectic islands. The eutectic has a low melting point. During the melting of one layer, the eutectic in the heat-affected zone (HAZ) can be molten locally and form intergranular...
liquid films, which lack the strength to resist grain boundary decohesion. Tensile strain caused by thermal shrinkage in the horizontal direction pulls the grains apart. Since these cracks originate in the HAZ, they can be classified as liquation cracks. Liquation cracking may have occurred in some instances during electron beam remelting. Considering the laser melting experiments, the influence of this effect is inconclusive, as the exact crack origin can hardly be determined.

Liquation cracking was not explicitly considered in the cracking models. However, the presence of eutectic usually extends the Scheil solidification range. Conversely, a reduction in the solidification range, as was achieved for the SI, CTI, and Kou alloys, should also reduce the amount of eutectic present. Hence, the three criteria, SI, CTI, and Kou, also indirectly minimize the liquation cracking susceptibility.

4.2. Correlation Analysis

A quantitative analysis of the correlations between measured crack densities and various cracking criteria is shown in Figure 8. The top panel presents the mean measured crack densities. The heat map below shows the values of the different cracking criteria as calculated with Thermo-Calc. Since their absolute values span several orders of magnitude, they were normalized from 0 to 1 to allow for better comparability. The cracking criteria are abbreviated as follows: $T_L - T_S$ is the solidification interval, $\max \left| dT/df_s \right|$ is the Kou criterion, $\Delta T_c$ is the critical temperature interval, and $\Delta \varepsilon/\Delta T$ is the shrinkage coefficient. The criterion values of the experimental alloys are outlined in gray. In addition to the four criteria defined in Section 2.1, the liquidus temperature ($T_L$) and $\gamma'$ solvus temperature ($T_{\gamma'}$) were calculated for each alloy. The rank correlation $\rho$ between crack densities and cracking criteria, according to Spearman, is shown on the right. The rank correlation between two quantities indicates whether an increase in one quantity also leads to an increase in the other. In the context of optimization, we are primarily interested in a rank correlation instead of, e.g., a stronger linear correlation between the predictor values and the predicted properties. A rank correlation is sufficient for an optimization algorithm to find the alloys with the best properties based on the respective predictor values.

**Figure 8.** Correlation analysis of experimentally determined crack densities with calculated, normalized cracking criteria. $T_L - T_S$, solidification interval; $\max \left| dT/df_s \right|$, Kou criterion; $\Delta T/\Delta f_s$, critical temperature interval; and $\Delta \varepsilon/\Delta T$, shrinkage coefficient.
The solidification interval, Kou criterion, and critical temperature interval criterion all negatively correlate with the crack densities. Here, a good low value for a cracking criterion predicts high crack density. In contrast, the remaining criteria correlate positively with the crack densities of the laser-remelted specimens. The positive correlations are only marginal for the electron-beam-melted specimens. The correlation coefficient of the liquidus temperature is slightly negative due to the low crack density in the Kou alloy.

It is not trivial to discriminate between causation and pure correlation of the cracking criteria. The liquidus temperature, displaying the greatest correlation in laser remelting, is probably the main cause of cracking, as explained above. In contrast, lower values of the first three cracking criteria are not causally responsible for higher crack densities. These criteria (SI, Kou, CTI) will generally improve with reduced additions of alloying elements. Simultaneously, this will lead to a higher liquidus temperature. Therefore, the apparent negative correlation with the crack density is due to an indirect correlation of the respective criteria with the liquidus temperature rather than being an actual cause of cracking. A similar behavior was seen in the design of a FeCrAl alloy for AM [38]. Here, an alloy optimized for the minimal solidification range and a shallow gradient dT/df to achieve improved printability by SLM did not develop any hot cracks but was sensitive to cold cracking. This alloy also exhibited a significantly higher liquidus temperature than commercially available steels, affirming that an increase in liquidus temperature promotes cold cracking.

The shrinkage coefficient criterion exhibits a positive correlation with the crack density. A causal relation is plausible, since a lower thermal shrinkage coefficient \( \frac{d}{dT} \) reduces the strain rate during cooling and allows for sufficient liquid feeding in the interdendritic space, which in turn will reduce cracking [28].

Upon precipitation of the \( \gamma' \) phase, the thermal expansion coefficient increases sharply, causing a stronger contraction of the material [39] and, therefore, greater strain. The higher the \( \gamma' \) solvus temperature, the earlier this jump occurs during cooling and the greater the accumulated strain. This could explain a positive correlation with the crack density. However, at cooling rates typically encountered during AM and in this study, the \( \gamma' \) precipitation is partially suppressed [40]. Therefore, it is unclear whether there is a causal relation between \( \gamma' \) solvus temperature and crack density.

The correlations of shrinkage coefficient, liquidus temperature, and \( \gamma' \) solvus temperature with the crack densities of electron-beam-remelted specimens are not deemed significant. Nonetheless, the extremely small number of cracks found in the Kou alloy, which, conversely, exhibited the highest crack density after laser remelting, suggests that existing cracking models can assist in designing crack-resistant alloys with a high \( \gamma' \) fraction. It is essential that these models reflect the actual cracking mechanisms, which highly depend on the processing conditions. Alloys ready for application will require the consideration of additional properties such as creep strength and oxidation resistance.

5. Conclusions

Four criteria for solidification cracking from the literature based on Scheil solidification were implemented in multi-criteria optimization software for alloy development. For each criterion, multi-criteria optimization was carried out to minimize the cracking susceptibility while keeping several crucial properties close to those of the reference material, Mar-M247. The alloys were cast and remelted by laser at room temperature and electron beam at 900 °C to study their cracking behavior under conditions close to additive manufacturing. Finally, the correlations between the cracking indicators and the measured crack densities were analyzed. The following conclusions can be drawn:

- Hot cracking occurred predominantly during electron beam melting at high process temperature, while only cold cracking was observed after laser melting due to the low process temperature. No improvement in cracking susceptibility could be achieved for laser melting.
- The hot cracking susceptibility of the alloy based on the Kou criterion could be improved compared to the reference Mar-M247 alloy under electron beam melting conditions.
Most cracking criteria favor low-alloy compositions, which lead to high solidus and liquidus temperatures. Therefore, the susceptibility to cold cracking is increased.

In order to develop alloys suitable for real applications, the cracking indicator must be chosen based on the expected cracking mechanism or should reflect multiple possible mechanisms. Furthermore, mechanical or corrosion properties must be considered.
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