ROGERS-SHEPHARD INEQUALITY FOR LOG-CONCAVE FUNCTIONS
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Abstract. In this paper we prove different functional inequalities extending the classical Rogers-Shephard inequalities for convex bodies. The original inequalities provide an optimal relation between the volume of a convex body and the volume of several symmetrizations of the body, such as, its difference body. We characterize the equality cases in all these inequalities. Our method is based on the extension of the notion of a convolution body of two convex sets to any pair of log-concave functions and the study of some geometrical properties of these new sets.

1. Introduction

A measure $\mu$ on $\mathbb{R}^n$ is log-concave if for any measurable sets $A, B \subset \mathbb{R}^n$ and $0 < \lambda < 1$,

$$\mu(\lambda A + (1 - \lambda)B) \geq \mu(A)^\lambda \mu(B)^{1-\lambda}$$

whenever $A, B \subset \mathbb{R}^n$ and $\lambda A + (1 - \lambda)B$ are measurable, where $A + B = \{ a + b : a \in A, b \in B \}$ is the Minkowski sum.

Log-concave measures naturally appear in Convex Geometry, since the Brunn Minkowski inequality establishes the log-concavity of the Lebesgue measure restricted to convex sets, and of the marginal sections of convex sets.

A function $f : \mathbb{R}^n \to [0, +\infty)$ is log-concave if $f(x) = e^{-u(x)}$ for some convex function $u : \mathbb{R}^n \to (-\infty, \infty]$. As was shown in [12], a measure $\mu$ on $\mathbb{R}^n$ with full-dimensional support is log-concave if and only if it has a log-concave density with respect to the Lebesgue measure.

The class of log-concave functions has proven to be of great importance in several areas or mathematics. From a functional point of view it has been shown they resemble Gaussian functions in many different ways. Many functional inequalities satisfied by Gaussian functions, like Poincare and Log-Sobolev inequalities, also hold in a more general subclass of log-concave functions [6, 7, 10]. They also appear in areas as Information Theory, in the study of some important parameters, such as the classical entropy [11]. There are many examples in the literature of functional inequalities with a geometric counterpart; Prekopa-Leindler/Brunn-Minkowski [22] and Sobolev/Petty projection [28] inequalities are two of the main examples. This has generated an increasing interest to extend several important parameters of convex bodies to functional parameters [3, 4, 10, 14, 16, 18] in the class of log-concave functions.
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The class of log-concave functions is often regarded as the natural extension of convex bodies, taking into account that the characteristic function of a convex body is a log-concave function and that this is the smallest class of functions that contains the densities of $n$-dimensional marginals of uniform probabilities on convex bodies of higher dimension (we refer to the next section for precise definitions).

In this work we provide one of these extensions. We extend Rogers-Shephard inequality [23, 24] to the class of log-concave functions (Theorems 2.1 and 2.3), characterizing the equality cases as well. We provide other functional versions of inequalities around Rogers-Shephard’s with their respective characterization of equality cases. While the Brunn-Minkowski inequality is commonly seen as the backbone of modern Convex Geometry, Rogers-Shephard inequality can be considered as a reverse form of Brunn-Minkowski inequality that not only describes a relation between Minkowski addition and volume, but also deals with yet another fundamental property in convexity: symmetry. The far reaching influence of this inequality becomes evident as it can be found as an ingredient not only in many important works in classical and asymptotic convex geometry [9, 17, 19, 20] but also in many others with a more analytical flavor [25, 5, 27, 21].

The paper is organised as follows: In Section 2 we provide the notation used in the rest of the paper and some previous results and state the precise results we are going to prove. In Section 3 we introduce the $(\theta, t)$-convolution bodies of log-concave functions and prove the extension of Rogers-Shephard inequalities (7) and (8). In Section 4 we introduce the more general concept of $k$-th $(\theta, t)$-convolution bodies and prove a Rogers-Shephard type inequality (9) for surface area. When particularizing to $k = n$ we obtain the previously introduced $(\theta, t)$-convolution bodies. In Section 5 we characterize the equality cases in these inequalities. Finally, in Section 6 we revisit another result around Rogers-Shepard inequality [13] by giving an extended version for two different functions. Thus, we extend inequality (6) for any two log-concave functions and characterize the equality cases. Since this inequality will strengthen another well known Rogers-Shephard inequality (4) we will make use of these new tools to characterize the equality cases in inequality (4). At the end of the last section, we give an application to provide a symmetrization argument that may be used to extend results proved for even log-concave functions. More precisely, we give a proof of an inverse Brunn-Minkowski inequality given in [16] for general log-concave functions.

2. Notation and previous results

The notation used in this paper is quite standard in modern convex geometry and consistent with for example [26] and [15]. A convex body is a subset of $\mathbb{R}^n$ that is convex, compact and has non-empty interior. It is said to be centrally symmetric if for any $x \in K$ we have that also $-x \in K$. When studying geometric properties of a convex body $K$ it is usually very convenient to construct another convex body from $K$ which is centrally symmetric. There are many ways to construct such a symmetrization. One of them is the so called difference body of $K$, which is the Minkowski sum of $K$ and $-K$. Let us recall that the Minkowski sum of two convex bodies $K$ and $L$ is defined as

$$K + L = \{x + y \in \mathbb{R}^n : x \in K, y \in L\} = \{x \in \mathbb{R}^n : K \cap (x - L) \neq \emptyset\}.$$
As a consequence of Brunn-Minkowski inequality the following relation between the volume of the difference body \( K - K \) and the volume of \( K \) is always true
\[
|K - K| \geq 2^n|K|,
\]
with equality if and only if \( K \) is symmetric. In \cite{23} Rogers and Shephard proved a reverse inequality. Namely, Rogers-Shephard inequality states that for any convex body \( K \subseteq \mathbb{R}^n \), we have
\[
|K - K| \leq \left( \frac{2n}{n} \right)|K|,
\]
with equality if and only if \( K \) is a simplex. This inequality was extended to any pair of convex bodies \( K, L \subseteq \mathbb{R}^n \), showing that
\[
\max_{x_0 \in \mathbb{R}^n} |K \cap (x_0 - L)||K + L| \leq \left( \frac{2n}{n} \right)|K||L|,
\]
with equality if and only if \( K = -L \) is a simplex \cite{21} (see \cite{2} for the characterization of equality).

In the same paper \cite{24} the authors also considered different types of symmetrization of a convex body \( K \) and proved volume inequalities for them. In particular it was shown that for any convex body \( K \subseteq \mathbb{R}^n \) containing 0, the volume of the convex hull of \( K \) and \( -K \) verifies
\[
|\text{conv}\{K, -K\}| \leq 2^n|K|
\]
with equality if and only if \( K \) is a simplex and 0 is one of its vertices. This inequality was also extended to the following inequality for any two bodies \( K \) and \( L \) containing the origin
\[
|K \cap L||\text{conv}\{K, -L\}| \leq 2^n|K||L|
\]
and it was conjectured that there would be equality if and only if \( K = L \) is a simplex and 0 is one of its vertices.

Very recently, in \cite{2}, the volume of the \( \theta \)-convolution bodies \( K + \theta L \) was studied, where
\[
K + \theta L = \{ x \in K + L : |K \cap (x - L)| \geq \theta \max_{z \in \mathbb{R}^n} |K \cap (z - L)| \}.
\]
As a consequence of the volume inequalities obtained for convolution bodies, inequality \cite{2} was recovered and the equality cases were characterized.

In \cite{1}, similar volume inequalities were obtained for the \( k \)-th \( \theta \)-convolution bodies of two convex bodies, defined as
\[
K +_{k, \theta} L = \{ x \in K + L : W_{n-k}(K \cap (x - L)) \geq \theta \max_{z \in \mathbb{R}^n} W_{n-k}(K \cap (z - L)) \},
\]
where \( W_{n-k}(X) \) denotes the \((n-k)\)-th quermassintegrate of a convex body \( X \), which, by Kubota’s formula (cf. \cite{20} p. 295), can be expressed as an average of the volumes of the \( k \)-dimensional projections of \( K \)
\[
W_{n-k}(K) = \frac{|B^n_2|}{|B^k_2|} \int_{G_{n,k}} |P_E(K)| d\mu(E).
\]
\((G_{n,k} \text{ denotes the set of } k \text{-dimensional linear subspaces, } d\mu \text{ is the Haar probability measure on } G_{n,k}, \text{ and } P_E(K) \text{ is the projection of } K \text{ on a subspace } E)\). As a consequence of these volume inequalities the following Rogers-Shephard type inequality
for any two convex bodies $K, L \subseteq \mathbb{R}^n$, which involves the surface area of $K$ and $L$, it is obtained

\[
|K + L| \leq \left(\frac{2n}{n}\right) \frac{|K||\partial L| + |L||\partial K|}{2 \max_{x_0 \in \mathbb{R}^n} |\partial (K \cap (x_0 - L))|},
\]

where $|\partial K|$ is the surface area of $K$. Notice that when $L = -K$ we recover inequality (1). Let us recall that, up to a constant which depends only on the dimension $n$, the surface area of a convex body $K$ equals the quermassintegral $W_1(K)$.

Inequality (3) was extended to the context of log-concave functions in [13], where the author proved that for any log-concave function $f$, if its difference function is defined by

\[
\Delta f(z) = \sup \left\{ \sqrt{f(x)f(-y)} : x, y \in \mathbb{R}^n : 2z = x + y \right\},
\]

then

\[
\int_{\mathbb{R}^n} \Delta f(x) dx \leq 2^n \int_{\mathbb{R}^n} f(x) dx.
\]

Taking $f(x) = e^{-h_K(x)}$, with $h_K(x) = \max_{y \in K^*}(x, y)$ the support function of the polar set of a convex body $K$ containing the origin, inequality (3) is recovered.

In this paper we extend inequalities (1), (2) and (3) to log-concave functions.

Before we state our results we need to introduce some more notation.

Given $f, g$ two log-concave functions, their convolution defined by

\[
f \ast g(x) = \int_{\mathbb{R}^n} f(z)g(x - z) dz
\]

is also a log-concave function in $\mathbb{R}^n$. If $f(x) = \chi_K(x)$ and $g(x) = \chi_L(x)$ are the characteristic functions of two convex bodies, then $f \ast g(x) = |K \cap (x - L)|$.

The Asplund product of two log-concave functions is defined by

\[
f \ast g(x) = \max_{z \in \mathbb{R}^n} f(z)g(x - z).
\]

If $f(x) = \chi_K(x)$ and $g(x) = \chi_L(x)$, then $f \ast g(x) = \chi_{K+L}(x)$. This operation is the natural extension of the Minkowski sum of convex bodies, as it has been shown when extending geometric inequalities to the context of general log-concave functions (see for instance [3]).

With this notation, we prove the following extension of inequality (2).

**Theorem 2.1.** Let $f, g : \mathbb{R}^n \to \mathbb{R}$ be two integrable log-concave functions with full-dimensional support. Then

\[
\|f \ast g\|_\infty \int_{\mathbb{R}^n} f \ast g(x) dx \leq \left(\frac{2n}{n}\right) \|f\|_\infty \|g\|_\infty \int_{\mathbb{R}^n} f(x) dx \int_{\mathbb{R}^n} g(x) dx.
\]

Furthermore, this inequality becomes an equality if and only if $\frac{f(x)}{\|f\|_\infty} = \frac{g(-x)}{\|g\|_\infty}$ is the characteristic function of an $n$-dimensional simplex.

In case we consider $g(x) = f(-x)$ the latter inequality can be improved to the following extension of inequality (1):

**Theorem 2.2.** Let $f$ be a log-concave function with full-dimensional support and $f(x) = f(-x)$. Then

\[
\int_{\mathbb{R}^n} f \ast f(x) dx \leq \left(\frac{2n}{n}\right) \|f\|_\infty \int_{\mathbb{R}^n} f(x) dx.
\]
Furthermore, this inequality becomes an equality if and only if $\frac{f(x)}{\|f\|_\infty}$ is the characteristic function of an $n$-dimensional simplex.

Let us mention that the previous inequality was first obtained by Colesanti [13, Theorem 4.3] where the author proves it in the quasi-concave case without characterizing the equality case.

The fact that inequality (8) is an improvement of inequality (7) follows from Young’s inequality $\|f * \bar{f}\|_\infty \leq \|f\|_1 \|\bar{f}\|_\infty$.

The quermaßintegral $W_1$ of a log-concave function is defined by

$$W_1(f) := \int_0^\infty W_1(\{x \in \mathbb{R}^n : f(x) \geq t\}) dt.$$  

By Crofton’s formula (cf. [26, p. 235]), this equals

$$W_1(f) = c_n \int_{A_{n,1}} \max_{z \in E} f(z) d\mu_{n,1}(E),$$

where $c_n = \frac{|B_n^2|}{|B_n^2 - 1|}$ is a constant depending only on $n$ and $A_{n,1}$ is the set of affine 1-dimensional subspaces of $\mathbb{R}^n$ and $\mu_{n,1}$ is the Haar probability measure on it.

**Theorem 2.3.** Let $f, g : \mathbb{R}^n \to \mathbb{R}$ be two integrable log-concave functions with full-dimensional support. Then

$$\int_{\mathbb{R}^n} f \ast g(x) dx \leq \left(\frac{2n}{n}\right) \|f\|_\infty \|g\|_\infty \frac{W_1(g) \int_{\mathbb{R}^n} f(x) dx + W_1(f) \int_{\mathbb{R}^n} g(x) dx}{2 \max_{x_0 \in \mathbb{R}^n} W_1(f(x)|g(x_0 - \cdot))}. $$

Furthermore, when $n \geq 3$ this inequality becomes an equality if and only if $\frac{f(x)}{\|f\|_\infty} = g(-\cdot) / \|g\|_\infty$ is the characteristic function of an $n$-dimensional simplex.

Finally, we will prove an following extension of (6). Before stating it let us start with the following definition:

**Definition 2.1.** Let $f, g : \mathbb{R}^n \to \mathbb{R}$ be two integrable log-concave functions. Define

$$f \oplus g(z) := \sup_{2z = x + y} \sqrt{f(x)g(y)} = \sqrt{f \ast g}(2z).$$

Following the proof given in [13] of inequality (6) we can show the following result. However, equality cases need a more detailed argument.

**Theorem 2.4.** Let $f, g : \mathbb{R}^n \to \mathbb{R}$ be two integrable log-concave functions with full-dimensional supports and continuous on them. Then

$$\int_{\mathbb{R}^n} \sqrt{f(x)g(x)} dx \int_{\mathbb{R}^n} f \oplus g(x) dx \leq 2^n \int_{\mathbb{R}^n} f(x) dx \int_{\mathbb{R}^n} g(x) dx.$$ 

Equality holds if and only if the following two conditions are satisfied:

(i) $\text{supp } f = \text{supp } g$ is a translation of a cone $C$ with vertex at 0 with simplicial section, and

(ii) $f(x) = c_1 e^{-\langle a, x \rangle}$ on $\text{supp } f$ and $g(x) = c_2 e^{-\langle b, x \rangle}$ on $\text{supp } g$ for some $c_1, c_2 > 0$ and some $a, b \in \mathbb{R}^n$ such that $\langle a, x \rangle \geq \langle b, x \rangle > 0$ for every $x \in C \setminus \{0\}$.
3. \((\theta, t)\)-convolution bodies of log-concave functions and Rogers-Shephard inequalities

In this section we prove the aforementioned extensions of Rogers-Shephard inequality to log-concave functions. In order to prove them we need to introduce some more notation. Given \(f, g\) two integrable log-concave functions with full-dimensional support, \(x \in \text{supp } f + \text{supp } g\) and \(t \in (0, 1]\), we will denote
\[
\mathcal{A}_t(x) = \mathcal{A}_t(f, g)(x) := \{ z \in \text{supp } f \cap (x - \text{supp } g) : f(z)g(x - z) \geq t \|f\|_\infty \|g\|_\infty \}.
\]

Since \(f\) and \(g\) are integrable log-concave functions, \(\mathcal{A}_t(x)\) is a bounded convex set.

**Definition 3.1.** Let \(f, g : \mathbb{R}^n \to \mathbb{R}\) be two integrable log-concave functions with full-dimensional support, \(t \in (0, 1], \theta \in [0, 1]\). We define the \((\theta, t)\)-convolution set of \(f\) and \(g\) as the set
\[
\mathcal{C}_{\theta, t} = \mathcal{C}_{\theta, t}(f, g) := \{ x \in \text{supp } f + \text{supp } g : \mathcal{A}_t(x) \neq \emptyset, |\mathcal{A}_t(x)| \geq \theta M_t \}
\]
where
\[
M_t = M_t(f, g) := \max_{x_0 \in \text{supp } f + \text{supp } g} |\mathcal{A}_t(x_0)|.
\]

**Remark.** When \(f(x) = \chi_K(x)\) and \(g(x) = \chi_L(x)\) are the characteristic functions of two convex bodies \(K\) and \(L\), the sets \(\mathcal{A}_t(x) = K \cap (x - L)\) for any \(t \in (0, 1]\) and we recover the definition of the \(\theta\)-convolution bodies \(K +_\theta L\) in [2].

It is obvious from the definition that for any fixed \(t\), the sets \(\mathcal{C}_{\theta, t}\) decrease in \(\theta\). The following lemma implies the convexity of these sets and gives a reverse inclusion relation.

**Lemma 3.1.** Let \(t \in (0, 1], f, g : \mathbb{R}^n \to \mathbb{R}\) be two integrable log-concave functions with full-dimensional support such that \(M_t = |\mathcal{A}_t(0)|\), \(\theta_1, \theta_2, \lambda_1, \lambda_2 \in [0, 1]\) with \(\lambda_1 + \lambda_2 \leq 1\). Then
\[
\lambda_1 \mathcal{C}_{\theta_1, t} + \lambda_2 \mathcal{C}_{\theta_2, t} \subseteq \mathcal{C}_{\theta, t},
\]
with \(1 - \theta^\frac{1}{\lambda} = \lambda_1 (1 - \theta_1^\frac{1}{\lambda_1}) + \lambda_2 (1 - \theta_2^\frac{1}{\lambda_2})\).

**Proof.** Let \(x_1 \in \mathcal{C}_{\theta_1, t}, x_2 \in \mathcal{C}_{\theta_2, t}\). For any \(z_0 \in \mathcal{A}_t(0), z_1 \in \mathcal{A}_t(x_1), z_2 \in \mathcal{A}_t(x_2)\), the log-concavity of \(f\) and \(g\) implies
\[
f((1 - \lambda_1 - \lambda_2)z_0 + \lambda_1 z_1 + \lambda_2 z_2)g(\lambda_1 x_1 + \lambda_2 x_2 - (1 - \lambda_1 - \lambda_2)z_0 - \lambda_1 z_1 - \lambda_2 z_2) \\
\geq (f(z_0)g(-z_0))^{1 - \lambda_1 - \lambda_2}(f(z_1)g(x_1 - z_1))^{\lambda_1}(f(z_2)g(x_2 - z_2))^{\lambda_2} \geq t \|f\|_\infty \|g\|_\infty.
\]

Thus,
\[
\mathcal{A}_t(\lambda_1 x_1 + \lambda_2 x_2) \supseteq (1 - \lambda_1 - \lambda_2)\mathcal{A}_t(0) + \lambda_1 \mathcal{A}_t(x_1) + \lambda_2 \mathcal{A}_t(x_2)
\]
and, by Brunn-Minkowski inequality
\[
|\mathcal{A}_t(\lambda_1 x_1 + \lambda_2 x_2)|^{\frac{1}{\lambda}} \geq \\
(1 - \lambda_1 - \lambda_2)|\mathcal{A}_t(0)|^{\frac{1}{\lambda}} + \lambda_1 |\mathcal{A}_t(x_1)|^{\frac{1}{\lambda}} + \lambda_2 |\mathcal{A}_t(x_2)|^{\frac{1}{\lambda}} \geq \\
(1 - \lambda_1 - \lambda_2)M_t^{\frac{1}{\lambda}} + \lambda_1 \theta_1^\frac{1}{\lambda_1}M_t^{\frac{1}{\lambda}} + \lambda_2 \theta_2^\frac{1}{\lambda_2}M_t^{\frac{1}{\lambda}} = \\
(1 - \lambda_1 (1 - \theta_1^\frac{1}{\lambda_1}) - \lambda_2 (1 - \theta_2^\frac{1}{\lambda_2}))M_t^{\frac{1}{\lambda}}.
\]

Consequently, \(\lambda_1 x_1 + \lambda_2 x_2 \in \mathcal{C}_{\theta, t}\). \(\square\)
In particular, taking \( \theta_1 = \theta_2 \) and \( \lambda_1 + \lambda_2 = 1 \) we obtain that these sets are convex. Besides

**Corollary 3.2.** Let \( t \in (0, 1] \), \( f, g : \mathbb{R}^n \to \mathbb{R} \) be two integrable log-concave functions with full-dimensional support such that \( M_t = |A_t(0)| \), \( 0 \leq \theta_0 \leq \theta < 1 \). Then

\[
\frac{C_{\theta_0, t}}{1 - \theta_0^{\frac{1}{n}}} \subseteq \frac{C_{\theta, t}}{1 - \theta^{\frac{1}{n}}}.
\]

**Proof.** Taking \( \theta_1 = \theta_2 = \theta_0 \) in the previous lemma, we have that for any \( \lambda_1, \lambda_2 \in [0, 1] \) with \( \lambda_1 + \lambda_2 \leq 1 \)

\[
(\lambda_1 + \lambda_2)C_{\theta_0, t} = \lambda_1 C_{\theta_0, t} + \lambda_2 C_{\theta_0, t} \subseteq C_{\theta, t},
\]

with \( (\lambda_1 + \lambda_2)(1 - \theta_0^{\frac{1}{n}}) = 1 - \theta^{\frac{1}{n}} \). Thus, for any \( \theta_0 \leq \theta \leq 1 \), taking \( \lambda_1 + \lambda_2 = \frac{1 - \theta_0^{\frac{1}{n}}}{1 - \theta^{\frac{1}{n}}} \) we obtain the result.

Let us now prove inequality (7).

**Proof of Theorem 2.1 (inequality).** We can assume, without loss of generality, that \( \|f\|_{\infty} = \|g\|_{\infty} = 1 \). By definition of \( C_{\theta, t} \), we have that for any \( t \in (0, 1] \)

\[
C_{0, t} = \{ x \in \text{supp} f + \text{supp} g : A_t(x) \neq \emptyset \} = \{ x \in \text{supp} f + \text{supp} g : f \ast g(x) \geq t \}.
\]

For any \( t \in (0, 1] \) let \( x_0(t) \in \mathbb{R}^n \) be such that \( M_t = |A_t(x_0)| \). By Corollary 3.2 with \( \theta_0 = 0 \) and \( g \) replaced by \( g(\cdot + x_0) \), for any \( \theta \in (0, 1] \)

\[
(1 - \theta^{\frac{1}{n}})(-x_0(t) + C_{0, t}) \subseteq -x_0(t) + C_{\theta, t}.
\]

Taking volumes and integrating in \( \theta \in [0, 1] \) we obtain

\[
|C_{0, t}| \leq \left( \frac{2n}{n} \right) \int_0^1 |C_{\theta, t}| d\theta = \left( \frac{2n}{n} \right) \int_{\mathbb{R}^n} \frac{|A_t(x)|}{M_t} dx.
\]

Consequently

\[
M_t|C_{0, t}| \leq \left( \frac{2n}{n} \right) \int_{\mathbb{R}^n} |A_t(x)| dx
\]

and, integrating in \( t \in (0, 1] \)

\[
\int_0^1 M_t|C_{0, t}| dt \leq \left( \frac{2n}{n} \right) \int_0^1 \int_{\mathbb{R}^n} |A_t(x)| dx dt.
\]

The integral on the right-hand side is

\[
\int_0^1 \int_{\mathbb{R}^n} |A_t(x)| dx dt = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} f(z)g(x - z) dz dx = \int_{\mathbb{R}^n} f(x) dx \int_{\mathbb{R}^n} g(x) dx.
\]

On the other hand, the integral on the left-hand side is

\[
\int_0^1 M_t|C_{0, t}| dt = \int_{\mathbb{R}^n} \int_0^{f \ast g(x)} \max_{x_0 \in \mathbb{R}^n} |A_t(x_0)| dtdx
\]

\[
\geq \max_{x_0 \in \mathbb{R}^n} \int_{\mathbb{R}^n} \int_0^{f \ast g(x)} |A_t(x_0)| dtdx
\]

\[
= \max_{x_0 \in \mathbb{R}^n} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \min \{ f \ast g(x), f(z)g(x_0 - z) \} dz dx.
\]
Since \( \|f\|_\infty = \|g\|_\infty = 1 \), both quantities in the minimum are smaller than or equal to 1, the minimum is bounded from below by the product and so, this quantity is bounded from below by

\[
\max_{x_0 \in \mathbb{R}^n} f \ast g(x_0) \int_{\mathbb{R}^n} f \ast g \, dx.
\]

Thus

\[
\|f \ast g\|_\infty \int_{\mathbb{R}^n} f \ast g \, dx \leq \left( \frac{2n}{n} \right) \|f\|_\infty \|g\|_\infty \int_{\mathbb{R}^n} f \, dx \int_{\mathbb{R}^n} g \, dx.
\]

\[\square\]

Let us now consider the case in which \( g(x) = f(-x) \). We will denote this function \( \bar{f} \) and \( A_t(f)(x) := A_t(f, \bar{f})(x) \). Notice that for any \( t \in (0, 1) \)

\[
A_t(f)(0) = \left\{ z \in \mathbb{R}^n : f(z)^2 \geq t \|f\|_\infty^2 \right\} = \left\{ z \in \mathbb{R}^n : f(z) \geq \sqrt{t} \|f\|_\infty \right\}.
\]

Analogously, let us denote \( M_t(f) := M_t(f, \bar{f}) \) and \( C_{\theta,t}(f) := C_{\theta,t}(f, \bar{f}) \).

The following lemma shows that the maximum value of \( |A_t(f)(x)| \) is attained at \( x = 0 \).

**Lemma 3.3.** Let \( f : \mathbb{R}^n \to \mathbb{R} \) be an integrable log-concave function with full-dimensional support, then for any \( t \in (0, 1) \),

\[
A_t(f)(x) \subseteq \frac{1}{2} x + A_t(f)(0).
\]

Consequently, \( M_t(f) = |A_t(f)(0)| \).

**Proof.** Since \( f \) is log-concave, for any \( x \in \text{supp } f - \text{supp } f \)

\[
A_t(f)(x) = \left\{ z \in \mathbb{R}^n : \frac{f(z)}{\|f\|_\infty} \frac{f(z-x)}{\|f\|_\infty} \geq \sqrt{t} \right\}
\]

\[
\subseteq \left\{ z \in \mathbb{R}^n : \frac{f(z-x)}{\|f\|_\infty} \geq \sqrt{t} \right\}
\]

\[
= \frac{1}{2} x + A_t(f)(0).
\]

\[\square\]

The following lemma shows a relation between the \((\theta, t)\)-convolution bodies of \( f \) and \( \bar{f} \) and the \( \theta \)-convolution bodies of \( A_t(f)(0) \) and \(-A_t(f)(0)\).

**Lemma 3.4.** Let \( f : \mathbb{R}^n \to \mathbb{R} \) be an integrable log-concave function with full-dimensional support. Then, for any \( \theta \in [0, 1] \) and any \( t \in (0, 1) \)

\[
A_t(f)(0) +_\theta (-A_t(f)(0)) \subseteq C_{\theta,t}(f) \subseteq A_{t^2}(f)(0) +_\theta \frac{\alpha}{2} (-A_{t^2}(f)(0)).
\]
Proof. Notice that
\[
A_t(f)(x) = \left\{ z \in \mathbb{R}^n : \frac{f(z) f(z-x)}{\|f\|_\infty \|f\|_\infty} \geq t \right\}
\subseteq \left\{ z \in \mathbb{R}^n : \min\left\{ \frac{f(z)}{\|f\|_\infty}, \frac{f(z-x)}{\|f\|_\infty} \right\} \geq t \right\}
= A_{\theta t}(f)(0) \cap (x + A_{\theta t}(f)(0)),
\]
which proves the right-hand side inequality. On the other hand, we trivially have
\[
A_t(f)(x) \supseteq \left\{ z \in \mathbb{R}^n : \min\left\{ \frac{f(z)}{\|f\|_\infty}, \frac{f(z-x)}{\|f\|_\infty} \right\} \geq \sqrt{t} \right\}
= A_t(f)(0) \cap (x + A_t(f)(0)),
\]
which proves the left-hand side inequality.  

Using these relations we are now able to prove inequality (8).

Proof of Theorem 2.2 (inequality). From the right-hand side inequality in Lemma 3.4 we have that for any \( t \in (0, 1] \)
\[
C_{0,t}(f) \subseteq A_{\theta t}(f)(0) - A_{\theta t}(f)(0).
\]
Thus, taking volumes and using Rogers-Shephard inequality (1) we have
\[
|C_{0,t}(f)| \leq \left(\frac{2^n}{n}\right) |A_{\theta t}(f)(0)|.
\]
Integrating \( t \in (0, 1] \) we obtain the result.  

4. \( k \)-th \((\theta, t)\)-convolution bodies of log-concave functions and Rogers-Shephard inequality

In this section we will prove inequality (9). To this end, we consider the following sets.

Definition 4.1. Let \( f, g : \mathbb{R}^n \to \mathbb{R} \) be two integrable log-concave functions with full-dimensional support, \( t \in (0, 1], \theta \in [0, 1] \). We define the \( k \)-th \((\theta, t)\)-convolution set of \( f \) and \( g \)
\[
C_{\theta,t}^k = C_{\theta,t}^k(f, g) := \{ x \in \text{supp } f + \text{supp } g : \mathcal{A}_t(x) \neq \emptyset, W_{n-k}(\mathcal{A}_t(x)) \geq \theta M_{n-k,t} \}
\]
where
\[
M_{n-k,t} = M_{n-k,t}(f, g) := \max_{x_0 \in \text{supp } f + \text{supp } g} W_{n-k}(\mathcal{A}_t(x_0)).
\]

Remark. When \( f(x) = \chi_k(x) \) and \( g(x) = \chi_L(x) \) are the characteristic functions of two convex bodies, the sets \( \mathcal{A}_t(x) = K \cap (x - L) \) for any \( t \in (0, 1] \) and we recover the definition of the \( k \)-th \( \theta \)-convolution bodies \( K +_{k,\theta} L \) in [1].

When \( k = n \) these are the convex bodies \( C_{\theta,t} \) introduced in the previous section and, with identical proofs, using the Brunn-Minkowski inequality for quermassintegrals we have
Lemma 4.1. Let \( t \in (0,1) \), \( f, g : \mathbb{R}^n \to \mathbb{R} \) be two integrable log-concave integrable functions with full-dimensional support such that \( M_{n-k,t} = W_{n-k}(A_t(0)), \theta_1, \theta_2, \lambda_1, \lambda_2 \in [0,1] \) with \( \lambda_1 + \lambda_2 \leq 1 \). Then

\[
\lambda_1 C_{\theta_1,t}^k + \lambda_2 C_{\theta_2,t}^k \subseteq C_{\theta,t}^k,
\]

with \( 1 - \theta^k = \lambda_1(1 - \theta_1^k) + \lambda_2(1 - \theta_2^k) \).

Consequently,

Corollary 4.2. Let \( t \in (0,1) \), \( f, g : \mathbb{R}^n \to \mathbb{R} \) be two integrable log-concave functions with full-dimensional support such that \( M_{n-k,t} = W_{n-k}(A_t(0)), 0 \leq \theta_0 \leq \theta < 1 \). Then

\[
\frac{C_{\theta_0,t}^k}{1 - \theta_0^k} \subseteq \frac{C_{\theta,t}^k}{1 - \theta^k}.
\]

Using the \((n-1)\)-th \((\theta,t)\)-convolution bodies of \( f \) and \( g \), we are now able to prove inequality \( \theta \).

Proof of Theorem 4.3 (inequality). We can assume, without loss of generality that \( \|f\|_\infty = \|g\|_\infty = 1 \). Proceeding as in the proof of Theorem 2.1 we have that

\[
\int_0^1 M_{n-k,t}|C_{0,t}^k|dt \leq \binom{n + k}{n} \int_0^1 \int_{\mathbb{R}^n} W_{n-k}(A_t(x))dxdt.
\]

If \( k = n - 1 \)

\[
\int_0^1 M_{1,t}|C_{0,t}^{n-1}|dt = \frac{1}{2} \binom{2n}{n} \int_0^1 \int_{\mathbb{R}^n} W_1(A_t(x))dxdt.
\]

Since \( W_1(A) = c_n \int_{S^{n-1}} |P_{\theta,x}A|d\sigma(\theta)\), where \( c_n \) is a constant depending only on \( n \), the integral on the right hand side equals

\[
c_n \int_0^1 \int_{\mathbb{R}^n} \int_{S^{n-1}} \int_{\theta, t} \chi_{\max_{s \in \mathbb{R}} f(z + s \theta) g(x - z - s \theta) \geq t}(z)dz d\sigma(\theta)dxdt
\]

\[
= c_n \int_{S^{n-1}} \int_{\theta, t} \int_{\mathbb{R}^n} \max_{s \in \mathbb{R}} f(z + s \theta) g(x - z - s \theta) dx dz d\sigma(\theta)
\]

\[
= c_n \int_{S^{n-1}} \int_{\theta, t} \int_{\mathbb{R}^n} \max_{s \in \mathbb{R}} f(z + s \theta) g(w - z + (r - s) \theta) dr dw dz d\sigma(\theta)
\]

\[
= c_n \int_{S^{n-1}} \int_{\theta, t} \int_{\mathbb{R}^n} \max_{s \in \mathbb{R}} f(z + s \theta) g(w + (r - s) \theta) dr dw dz d\sigma(\theta).
\]

Let \( f_z(s) = f(z + s \theta) \) and \( g_w(s) = g(w + s \theta) \) for fixed \( \theta \in S^{n-1}, z, w \in \theta^\perp \). This quantity equals

\[
c_n \int_{S^{n-1}} \int_{\theta, t} \int_{\mathbb{R}^n} \left| \left\{ r \in \mathbb{R} : \max_{s \in \mathbb{R}} f_z(s) g_w(r - s) \geq t \right\} \right| dr dw dz d\sigma(\theta).
\]

Since the set in the integrand is contained in the set

\[
\left\{ r \in \mathbb{R} : \max_{s \in \mathbb{R}} \min_{s \in \mathbb{R}} \{ f_z(s) \| g_w \|_\infty, g_w(r - s) \| f_z \|_\infty \} \geq t \right\}
\]

\[
= \left\{ r \in \mathbb{R} : \{ s : f_z(s) \| g_w \|_\infty \geq t \} \cap \{ s : g_w(s) \| f_z \|_\infty \geq t \} \neq \emptyset \right\}
\]

\[
= \{ s : f_z(s) \| g_w \|_\infty \geq t \} + \{ s : g_w(s) \| f_z \|_\infty \geq t \},
\]
and the 1-dimensional volume of the sum of segments is the sum of the volumes of the segments, the previous integral is bounded from above by

$$\leq c_n \int_{g^{-1}} \int_{\mathbb{R}^n} \int_{\mathbb{R}^+} \max_{x \in \mathbb{R}^n} f(z) g(x) \mu_1(E) \int_{\mathbb{R}^n} f(x) dx$$

by Crofton’s formula (cf. [20], p. 235).

On the other hand, the integral in the left hand side is

$$\int_0^1 M_{1,t} |C_{0,t}^{-1}| dt = \int_{\mathbb{R}^n} \int_0 f(x) g(x) \max_{x \in \mathbb{R}^n} W_1(A_t(x_0)) dtdx$$

$$\geq \max_{x \in \mathbb{R}^n} \int_{\mathbb{R}^n} f(x) g(x) \max_{x \in \mathbb{R}^n} W_1(A_t(x_0)) dtdx$$

$$= c_n \max_{x \in \mathbb{R}^n} \int_{\mathbb{R}^n} f(x) g(x) \max_{x \in \mathbb{R}^n} \chi_{\{\max_{z \in E} f(z) g(x_0 - z) \geq t\}}(E) \mu_1(E) dtdx$$

$$= c_n \max_{x \in \mathbb{R}^n} \int_{\mathbb{R}^n} \int_{\mathbb{R}^+} \min \left\{ f(z) g(x_0 - z), \max_{z \in E} f(z) g(x_0 - z) \right\} \mu_1(E) dx$$

$$\geq c_n \left( \int_{\mathbb{R}^n} f(x) g(x) dx \right) \max_{x \in \mathbb{R}^n} \max_{z \in E} f(z) g(x_0 - z) \mu_1(E).$$

using Crofton’s formula. □

5. Equality cases in functional Rogers-Shephard inequalities

In this section we will characterize the equality cases in Theorems 2.1, 2.2 and 2.3.

Since a log-concave function is always continuous in the interior of its support we can assume that $f$ and $g$ are continuous on their supports by changing if necessary their values on the boundaries of their supports. Since the characterization of the
equality cases in Theorems 2.1 and 2.3 follow the same lines we will write them together later and we will start with Theorem 2.2.

To characterize the equality in Theorem 2.2 we need the following characterization of the characteristic function of a simplex:

**Lemma 5.1.** Let \( f : \mathbb{R}^n \to \mathbb{R} \) be an integrable log-concave function with full-dimensional support such that \( f \) is continuous on it and verifies \( \|f\|_\infty = 1 \). Then \( f(x) = \chi_K(x) \) with \( K \) an \( n \)-dimensional simplex if and only if for every \( t \in (0, 1) \)

(i) \( A_t(f)(0) \) is an \( n \)-dimensional simplex, and
(ii) \( A_t(f)(0) \) contains a facet of \( A_t(f)(0) \).

**Proof.** If \( f \) is the characteristic function of a simplex then (i) and (ii) are trivially verified, since \( A_t(f)(x) = K \cap (x + K) \). Assume that \( f \) is a log-concave function with \( \|f\|_\infty = 1 \), then \( f(x) = e^{V(x)} \), with \( V \) a concave function. Since

\[
A_t(0) = \{ z \in \mathbb{R}^n : (z) \geq \sqrt{t} \} = \{ z \in \mathbb{R}^n : V(z) \geq \log(\sqrt{t}) \}
\]

we have that for every \( s \in (-\infty, 0) \), if \( B_s \) denotes the set

\[
B_s = \{ z \in \mathbb{R}^n : V(z) \geq s \},
\]

then

(i) \( B_s \) is an \( n \)-dimensional simplex
(ii) \( B_0 \) contains a facet of \( B_s \).

Let \( t_0 < 1 \) and \( s_0 = \log \sqrt{t_0} < 0 \). Since \( V \) is concave, the set

\[
G = \{ (x, y) \in \mathbb{R}^{n+1} : V(x) \geq y \}
\]

is convex. Thus, \( G \) contains \( C = \text{conv}\{B_0 \times \{0\}, B_{s_0} \times \{s_0\}\} \). Consequently, for every \( s \in [s_0, 0) \) we have that

\[
\{ z \in \mathbb{R}^n : (z, s) \in C \} \subseteq B_s \subseteq B_{s_0}.
\]

Since \( B_0 \) contains a facet \( F \) of \( B_{s_0} \) we have that for every \( s \in [s_0, 0) \), \( F \times \{s\} \) is contained in \( C \) and consequently \( F \) is a facet of \( B_s \) for every \( s \in [s_0, 0) \).

Let \( P_{s_0} \) be the vertex of \( B_{s_0} \) that is not contained in \( F \) and let \( P_1, \ldots, P_n \) be the vertices of \( B_{s_0} \) that are contained in \( F \). For any choice of \( i_1, \ldots, i_{n-1} \in \{1, \ldots, n\} \) we have that

\[
\text{conv}\{P_{i_1} \times \{0\}, \ldots, P_{i_{n-1}} \times \{0\}, P_{s_0} \times \{s_0\}\} \subseteq C
\]

and consequently, if \( s \in (s_0, 0) \) we can write \( s = (1 - (n - 1)\lambda) s_0 \) for some \( \lambda \), and the point

\[(1 - (n - 1)\lambda) P_{s_0} + \lambda P_{i_1} + \cdots + \lambda P_{i_{n-1}} \times \{s\}
\]

belongs to \( C \) and consequently to \( B_s \). Since the point \( (1 - (n - 1)\lambda) P_{s_0} + \lambda P_{i_1} + \cdots + \lambda P_{i_{n-1}} \) belongs to the relative interior of the facet of \( B_{s_0} \) spanned by \( P_{s_0}, P_{i_1}, \ldots, P_{i_{n-1}} \) we have that the facet \( F \) spanned by \( P_1, \ldots, P_n \) must be a facet of the simplex \( B_s \), the vertex \( P_s \) not contained in \( F \) must belong to \( B_{s_0} \) and, at the same time \( B_s \) must contain some points lying in the relative interior of the other facets of \( B_{s_0} \). Thus, \( P_s \) must be equal to \( P_{s_0} \) and for every \( s \in (-\infty, 0) \) the simplex \( B_s \) must be the same.

Thus, for every \( t \in (0, 1) \) the simplex \( A_t(f)(0) \) is the same simplex and \( f \) is the characteristic function of a simplex. \( \square \)

Now we are able to prove the characterization of the equality cases in (8).
Proof of Theorem 2.3 (equality). We can assume, without loss of generality, that \( \|f\|_\infty = 1 \) and that \( f \) is continuous on its support. It is clear that if \( f \) is a characteristic function of a simplex then the inequality becomes Rogers-Shephard inequality \( (1) \) for a simplex, which is an equality.

Let us show that equality in \( (38) \) implies that \( f \) is the characteristic function of a simplex. We recall that equality holds in \( (38) \) if and only if equality holds in \( (8) \) and so, equality in \( (a) \) and \( (b) \) implies that for every \( t \in (0,1) \) there is equality in

\[
|C_{0,t}(f)| \leq |A_{t^2}(f)(0) - A_{t^2}(f)(0)| \leq \left( \frac{2n}{n} \right) |A_{t^2}(f)(0)|.
\]

First of all notice that, from the characterization of the equality cases in Rogers-Shephard inequality \( (1) \) we have equality in the right hand side inequality if and only if for every \( t \in (0,1) \) \( A_{t^2}(f)(0) \) is a simplex. We will see that \( A_{t^2}(f)(0) \) contains a facet of \( A_{t^2}(f)(0) \) for every \( t \in (0,1) \).

Let us assume that there exists \( t \in (0,1) \), and \( P,Q \) vertices of the simplex \( A_{t^2}(f)(0) \) such that \( P,Q \notin A_1(f)(0) \). We are going to see that in such case the set \( C_{0,t}(f) \) is strictly contained in \( A_{t^2}(f)(0) - A_{t^2}(f)(0) \) and, since \( f \) is continuous, these sets do not have the same volume.

Since \( P \) and \( Q \) are vertices of \( A_{t^2}(f)(0) \) we have that \( f(P) = f(Q) = t \). Let us take \( \varepsilon > 0 \) such that \( (t + \varepsilon)^2 \leq t - \varepsilon \). \( A_1(f)(0) \) does not contain \( P \). Thus there exists a hyperplane \( H_P \) separating them, parallel to the opposite facet to \( P \) of \( A_{t^2}(f)(0) \). Notice that \( H_P \) intersects \( A_{t^2}(f)(0) \) and we can take \( H_P \) such that \( t = f(z) \leq t + \varepsilon \) for every \( z \in A_{t^2}(f)(0) \) in the same side of \( H_P \) as \( P \). Analogously, we take a hyperplane \( H_Q \) separating \( Q \) from \( A_1(f)(0) \) parallel to the opposite facet of \( Q \) of \( A_{t^2}(f)(0) \) and such that \( t = f(z) \leq t + \varepsilon \) for every \( z \in A_{t^2}(f)(0) \) in the same side of \( H_Q \) as \( Q \).

Thus, we can take \( x = \lambda(P - Q) \) for some \( 0 < \lambda < 1 \) such that \( A_{t^2}(f)(0) \cap (x + A_{t^2}(f)(0)) \neq \emptyset \) and for every \( z \in A_{t^2}(f)(0) \cap (x + A_{t^2}(f)(0)) \)

- \( t = f(z) \leq t + \varepsilon \)
- \( t = f(z - x) \leq t + \varepsilon \)

Notice that since \( A_{t^2}(f)(0) \cap (x + A_{t^2}(f)(0)) \neq \emptyset \) and \( x \in A_{t^2}(f)(0) - A_{t^2}(f)(0) \). On the other hand for every \( z \in A_{t^2}(f)(0) \cap (x + A_{t^2}(f)(0)) \) we have that \( f(z)f(z - x) \leq (t + \varepsilon)^2 \leq t - \varepsilon < t \) and for every \( z \notin A_{t^2}(f)(0) \cap (x + A_{t^2}(f)(0)) \), \( f(z)f(z - x) < t \). Thus, \( A_1(f)(x) = \emptyset \) and \( x \notin C_{0,t}(f) \). Consequently, \( x \in (A_{t^2}(f)(0) - A_{t^2}(f)(0)) \setminus C_{0,t}(f) \) and \( |C_{0,t}(f)| < |A_{t^2}(f)(0) - A_{t^2}(f)(0)| \).

Thus, if there is equality in \( (38) \) \( A_1(f)(0) \) contains a facet of every simplex \( A_t(f)(0) \) and by the previous lemma \( f \) is the characteristic function of a simplex.

We now show the characterization of the equality case in \( (7) \).

Proof of Theorem 2.7 (Equality). Without loss of generality we assume that \( \|f\|_\infty = \|g\|_\infty = 1 \) and that both \( f \) and \( g \) are continuous functions on their supports.
Then, equality holds in (7) if and only if it holds equality on each inequality all along the proof of (7). More particularly, if \(x_0(t)\) is such that \(M_t = |A_t(x_0)|\) we have that

(i) for every \(\theta, t \in (0, 1]\), \((1 - \theta \frac{d}{dt})(-x_0(t) + C_{0,t}) = -x_0(t) + C_{\theta,t}\),

(ii) for every \(t \in (0, 1]\)
\[
\max_{x_0 \in \mathbb{R}^n} \int_0^1 f \star g(x) |A_t(x_0)| dt dx = \int_0^1 \max_{x_0 \in \mathbb{R}^n} |A_t(x_0(t))| dt dx
\]

(iii) for every \(x, z \in \mathbb{R}^n\),
\[
\min\{f \star g(x), f(z)g(x_0(t) - z)\} = f \star g(x) f(z)g(x_0(t) - z).
\]

Notice that taking \(\theta = 1\) in (i) we have that for every \(t \in (0, 1]\) the maximum of \(|A_t(x)|\) is only attained at \(x_0(t)\). Besides, (ii) holds if and only if \(x_0(t)\) is the same for every \(t\), and thus we may suppose without loss of generality that \(x_0(t) = 0\). Thus

(i) for every \(\theta, t \in (0, 1]\), \((1 - \frac{d}{dt})(-x_0(t) + C_{0,t}) = C_{\theta,t}\),

(ii) for every \(t \in (0, 1]\), \(\max_{x_0 \in \mathbb{R}^n} \{|A_t(x_0)|\} = |A_t(0)|\)

(iii) for every \(x, z \in \mathbb{R}^n\), \(\min\{f \star g(x), f(z)g(0)\} = f \star g(x) f(z)\).

First of all notice that if \(g(x) = \chi_K(x)\) is the characteristic function of a convex body, then
\[
A_t(x) = A_t(f)(0) \cap (x - K)
\]
and
\[
C_{\theta,t} = A_t(f)(0) +_\theta K.
\]

Thus, since the \((\theta, t)\)-convolution bodies of the functions are the \(\theta\)-convolution bodies of some convex bodies we have equality in (i) if and only if for every \(t \in (0, 1]\)
\[
A_t(f)(0) = -K
\]
is a simplex and, consequently \(f(x) = g(-x)\) is the characteristic function of a simplex.

We will prove that in the equality case necessarily one of the functions is the characteristic function of a convex body.

Condition (iii) occurs if and only if \(f \star g(x)\) or \(f(z)g(-z)\) equals 0 or 1, for every \(x, z \in \mathbb{R}^n\). First, assume that \(f \star g(x) = 1\) for every \(x \in \operatorname{supp} f + \operatorname{supp} g\). Then for every \(x \in \operatorname{supp} f + \operatorname{supp} g\), \(A_1(f)(0) \cap (x - A_1(g)(0)) \neq \emptyset\) and so
\[
A_1(f)(0) + A_1(g)(0) = \operatorname{supp} f + \operatorname{supp} g.
\]

Consequently \(f\) and \(g\) are characteristic functions.

Let us now assume that there exists \(x \in \operatorname{supp} f + \operatorname{supp} g\) such that \(f \star g(x) < 1\). Then for every \(x \in \mathbb{R}^n\), \(f(z)g(-z)\) equals 0,1 and then, for every \(t \in (0, 1]\), \(A_t(0) = A_t(0)\).

Notice that if \(|A_1(0)| = |A_t(0)| = 0\), then for every \(t \in (0, 1]\) we have that for every \(\theta \in (0, 1)\)
\[
C_{\theta,t} = \{x \in \operatorname{supp} f + \operatorname{supp} g : A_t(x) \neq \emptyset\},
\]
contradicting (i). Thus, if we have equality in (7), \(|A_1(0)| > 0\).

Now, if (i) holds, we fix \(t \in (0, 1]\) and take \(x \in \operatorname{supp}(f) + \operatorname{supp}(g)\). If \(x \notin C_{0,t}\) then \(A_t(x) = \emptyset\). If \(x \in C_{0,t}\) then there exists \(\theta_x \in [0, 1]\) such that \(x \in \partial C_{\theta_x,t}\) and
\[ x = (1 - \theta^2) y \text{ for some } y \in \partial C_{0,t}. \] Thus, we have equality in
\[ \theta^2 |A(t)|^\frac{1}{n} = |A(x)|^\frac{1}{n} = |A(t^\frac{1}{2} (1 - \theta^2) y)|^\frac{1}{n} \geq \theta^2 |A(t)|^\frac{1}{n} + (1 - \theta^2) |A(y)|^\frac{1}{n} \geq \theta^2 |A(t)|^\frac{1}{n}. \]
and, by the equality cases in Brunn-Minkowski inequality, \( A(t) \) is homothetic to \( A(t) \). Thus, for every \( x \in \mathbb{R}^n \) and \( t \in (0, 1], A(x) \) is either empty or a homothetic copy of \( A(t) \). Moreover, if we particularize in \( t = 1 \), we have that
\[ A_1(x) = \{z : f(z)g(x - z) = 1\} = \{z : f(z) = 1\} \cap (x + \{z : g(-z) = 1\}) \quad \text{and} \quad A_1(0) = \{z : f(z)g(-z) = 1\} = \{z : f(z) = 1\} \cap \{z : g(-z) = 1\} \]
and for any \( \theta \in [0, 1] C_{\theta,1} \) is the \( \theta \)-convolution of the convex bodies
\[ C_{\theta,1} = A_1(f)(0) + \theta A_1(g)(0). \]

Thus, by Proposition 2.10 in \( F \), \( A_1(f)(0) \) and \( -A_1(g)(0) \) are the same simplex \( A_1(0) \).

Let us now assume that none of the functions \( f, g \) is a characteristic function, and we will find a contradiction.

Since \( f \) and \( g \) are not characteristic functions there exist \( 0 < t_1, t_2 < 1 \) and \( z_1, z_2 \in \mathbb{R}^n \) such that \( t_1 \leq f(z_1) < 1 \) and \( t_2 \leq g(-z_2) < 1 \). Let us denote by \( F_1 \) a facet of \( A_1(0) \), with outer normal vector \( u_1 \) and contained in the hyperplane \( \{ x \in \mathbb{R}^n : \langle x, u_1 \rangle = c_1 \} \), such that \( A_1(0) \subseteq \{ x \in \mathbb{R}^n : \langle x, u_1 \rangle \leq c_1 \} \) and \( (z_1, u_1) > c_1 \).

Analogously, let \( F_2 \) be a facet of \( A_1(0) \), with outer normal vector \( u_2 \) and contained in the hyperplane \( \{ x \in \mathbb{R}^n : \langle x, u_2 \rangle = c_2 \} \), such that \( A_1(0) \subseteq \{ x \in \mathbb{R}^n : \langle x, u_2 \rangle \leq c_2 \} \) and \( (z_1, u_2) > c_2 \).

Observe that the log-concavity of \( f \) and \( g \) imply that \( \text{conv}\{z_1, A_1(0)\} \subset A_{t_2}(f)(0) \) and \( \text{conv}\{z_2, A_1(0)\} \subset A_{t_2}(g)(0) \).

If \( F_1 = F_2 \), then
\[ (\text{conv}\{z_1, A_1(0)\} \cap \text{conv}\{z_2, A_1(0)\}) \setminus A_1(0) \neq \emptyset. \]
Let \( z_0 \) be a point in this intersection. Then \( z_0 \in A_{t_1t_2}(0) \) since
\[ t_1t_2 \leq f(z_0)g(-z_0) < 1. \]
However, this is not possible, since \( A_{t_1t_2}(0) = A_1(0) \).

If \( F_1 \neq F_2 \), let \( x \) be a vector with a small enough norm and parallel to the only edge contained in all \( n - 1 \) facets \( F_3, \ldots, F_{n+1} \) of \( A_1(0) \) different from \( F_1 \) and \( F_2 \) and pointing from \( F_2 \) to \( F_1 \) such that \( z_1 \notin x + A_1(0) \) and \( A_1(0) \setminus (x + F_2) \neq \emptyset \),
\[ (\text{conv}\{z_1, A_1(0)\} \setminus \{z_1, A_1(0)\}) \cap (x + F_1) \neq \emptyset, \]
and
\[ A_1(0) \cap (x + \text{conv}\{z_2, A_1(0)\} \setminus \{z_2, A_1(0)\}) \neq \emptyset. \]
Observe that for any point \( z \) in the first intersection, it holds \( t_1t_2 < t_1 \leq f(z)g(x - z) \), whereas if \( z' \) is on the second, then \( t_1t_2 < t_2 \leq f(z')g(x - z') \) and, since \( x \) points from \( F_2 \) to \( F_1 \), \( z' \) does not belong to \( x + A_1(0) \).

Besides, for any other facet \( F_i \cap (x + F_i) \neq \emptyset \) and for any point \( z'' \) in \( F_i \cap (x + F_i) \) we have \( f(z'')g(x - z'') = 1 \). These three types of points belong to the set \( A_{t_1t_2}(x) \), which we have proved that is a homothetic copy of the simplex \( A_{t_1t_2}(0) = A_1(0) \).

Then, since for every facet \( F_i \) there exist points in \( x + F_i \cap A_{t_1t_2}(x) \) we have that
functions are the characteristic function of a convex body, then the inclusion is strict. Thus
\[
|A_{t_1t_2}(0)| = |A_1(0)| = |x + A_1(0)| < |A_{t_1t_2}(x)|,
\]
contradicting (ii).

Thus, \( f \) or \( g \) must be a characteristic function and, consequently, \( f(x) = g(-x) \)
is the characteristic function of a simplex. \( \square \)

The proof of the equality cases in (i) follows the same lines.

Proof of Theorem 2.3 (Equality). Without loss of generality we assume that \( \|f\|_\infty = \|g\|_\infty = 1 \) and that both \( f \) and \( g \) are continuous functions on their supports.

Then, equality holds in (i) if and only if it holds equality on each inequality all along the proof of (iii). More particularly, if \( x_0(t) \) is such that \( M_{1,t} = W_1(A_t(x_0)) \) we have that

(i) for every \( \theta, t \in (0, 1], (1 - \theta \frac{t^2 + 1}{t^2})x_0(t) + \frac{t^2 - 1}{t^2} \leq x_0(t) + \frac{t^2 - 1}{t^2} C_{0,t}^{n-1} \),

(ii) for every \( t \in (0, 1] \)
\[
\max_{x_0 \in \mathbb{R}^n} \int_0^1 \int_{\mathbb{R}^n} \frac{f \ast g(x)}{x_0(t)} W_1(A_t(x_0)) dtdx = \int_0^1 \int_{\mathbb{R}^n} \frac{f \ast g(x)}{x_0(t)} W_1(A_t(x_0(t))) dtdx
\]

(iii) for every \( x \in \mathbb{R}^n, E \in A_{n,1} \)
\[
\min\{f \ast g(x), \max_{z \in E} f(z)g(x_0(t) - z)\} = f \ast g(x) \max_{z \in E} f(z)g(x_0(t) - z)
\]

(iv) for every \( \theta \in S^{n-1} \) and for every \( z, w \in \theta, r, s \in \mathbb{R} \),
\[
\max_{s \in \mathbb{R}} f_z(s)g_w(r - s) = \max_{s \in \mathbb{R}} \min\{f_z(s), g_w(r - s)\} f_z \|f_z\|_\infty.
\]

Taking \( \theta = 1 \) in (i) we have that for every \( t \in (0, 1] \) the maximum of \( W_1(A_t(x)) \) is only attained at \( x_0(t) \). Besides, (ii) holds if and only if \( x_0(t) \) is the same for every \( t \), and thus we may suppose without loss of generality that \( x_0(t) = 0 \). Thus

(i) for every \( \theta, t \in (0, 1], (1 - \theta \frac{1}{2})C_{0,t}^{n-1} = C_{\theta,t}^{n-1} \),

(ii) for every \( t \in (0, 1] \), \( \max_{x_0 \in \mathbb{R}^n} W_1(A_t(x_0)) = W_1(A_t(0)) \)

(iii) for every \( x \in \mathbb{R}^n, E \in A_{n,1} \)
\[
\min\{f \ast g(x), \max_{z \in E} f(z)g(-z)\} = f \ast g(x) \max_{z \in E} f(z)g(-z),
\]

(iv) for every \( \theta \in S^{n-1} \) and for every \( z, w \in \theta, r, s \in \mathbb{R} \),
\[
\max_{s \in \mathbb{R}} f_z(s)g_w(r - s) = \max_{s \in \mathbb{R}} \min\{f_z(s), g_w(r - s)\} f_z \|f_z\|_\infty.
\]

As in the previous case, we have that if \( g(x) = \chi_K(x) \) is the characteristic function of a convex body, then the \((n-1)\)-th \((\theta, t)\)-convolution bodies of the functions are the \((n-1)\)-th \( \theta \)-convolution bodies of some convex bodies and, as it was proved in [1], if \( n \geq 3 \) we have equality in (i) if and only if for every \( t \in (0, 1] \), \( A_{t} f(0) = -K \) is a simplex and, consequently \( f(x) = g(-x) \) is the characteristic function of a simplex.

We will prove that in the equality case necessarily one of the functions is the characteristic function of a convex body.

Condition (iii) occurs if and only if \( f \ast g(x) \) or \( \max_{z \in E} f(z)g(-z) \) equals 0 or 1, for every \( x \in \mathbb{R}^n, E \in A_{n,1} \). As we have seen in the previous case, if \( f \ast g(x) = 1 \) for every \( x \in \text{supp} f + \text{supp} g \) then \( f \) and \( g \) are characteristic functions.
Let us now assume that there exists $x \in \text{supp } f + \text{supp } g$ such that $f \ast g(x) < 1$. Then for every $E \in \mathcal{B}_{n,1}$ max$_{z \in E} f(z)g(-z)$ equals 0 or 1. Consequently, for every $t \in (0,1]$ $A_t(0) = A_t(0)$ because otherwise there exists some $t \in (0,1)$ and some $z \in \mathbb{R}^n$ such that $t \leq f(z)g(-z) < 1$ and since $z \notin A_1(0)$ there exist 1-dimensional affine subspaces passing through $z$ and not intersecting $A_1(0)$ and for all such subspaces we would have $t \leq \max_{z \in E} f(z)g(-z) < 1$.

Notice that if $W_1(A_1(0)) = W_1(A_t(0)) = 0$, then for every $t \in (0,1)$ we have that for every $\theta \in (0,1)$

$$C_{\theta,t} = \{x \in \text{supp } f + \text{supp } g : A_t(x) \neq \emptyset\},$$

contradicting (i). Thus, if we have equality in (7), $W_1(A_1(0)) > 0$.

Now, if (i) holds, we fix $t \in (0,1]$ and take $x \in \text{supp } f + \text{supp } g$. If $x \notin C_{\theta,t}$ then $A_t(x) = \emptyset$. If $x \in C_{\theta,t}$ then there exists $\theta_x \in [0,1]$ such that $x \in \partial C_{\theta_x,t}$ and $x = (1 - \theta_x^t)y$ for some $y \in \partial C_{\theta_x,t}$. Thus, we have equality in

$$\theta_x^t W_1(A_t(0)) \frac{1}{\lambda_x} = W_1(A_t(x)) \frac{1}{\lambda_x} = W_1(A_t(\theta_x^t0 + (1 - \theta_x^t)y)) \frac{1}{\lambda_x} \geq \theta_x^t W_1(A_t(0)) \frac{1}{\lambda_x} + (1 - \theta_x^t) W_1(A_t(y)) \frac{1}{\lambda_x} \geq \theta_x^t W_1(A_t(0)) \frac{1}{\lambda_x}.$$

and, by the equality cases in Brunn-Minkowski inequality for quermassintegrals, if $n \geq 3$ $A_t(x)$ is homothetic to $A_t(0)$. Thus, for every $x \in \mathbb{R}^n$ and $t \in (0,1]$, $A_t(x)$ is either empty or a homothetic copy of $A_t(0)$. Particularizing at $t = 1$, we have that for any $\theta \in [0,1]$ $C_{\theta,1}^{n-1}$ is the $(n - 1)$-th $\theta$-convolution of the convex bodies

$$C_{\theta,1}^{n-1} = A_1(f)(0) +_{n-1,\theta} A_1(g)(0).$$

Thus, if (i) holds by the characterization of the equality cases in $\mathcal{A}_1(f)(0)$ and $-A_1(g)(0)$ are the same simplex $A_1(0)$.

Now, if we assume that none of the functions $f, g$ is a characteristic function, with the same proof as before we find a contradiction. Thus, $f$ or $g$ must be a characteristic function and, consequently, $f(x) = g(-x)$ is the characteristic function of a simplex.

\[ \square \]

6. COLENTI’S INEQUALITY FOR TWO FUNCTIONS

In this section we show that Colesanti’s functional version of Rogers-Shephard inequality (6) can be extended to the case in which we consider any pair of functions and not necessarily $g(x) = \bar{f}(x)$.

\textbf{Proof of Theorem 2.4.} For any $z \in \mathbb{R}^n$ let $x_z, y_z \in \mathbb{R}^n$ be such that $f \oplus g(z) = \sqrt{f(x_z)g(y_z)}$ with $2z = x_z + y_z$. Using the log-concavity of $f$ and $g,$

$$f(x)g(z - x) \geq \sqrt{f(x_z)g(y_z)}\sqrt{f(2x - x_z)g(x_z - 2x)}$$

for every $x \in \mathbb{R}^n$. Integrating in $x \in \mathbb{R}^n$

$$f \ast g(z) \geq \sqrt{f(x_z)g(y_z)}\int_{\mathbb{R}^n} \sqrt{f(2x - x_z)g(2x - x_z)} dx$$

$$= \frac{1}{2^n} f \oplus g(z) \int_{\mathbb{R}^n} \sqrt{f(x)g(x)} dx.$$
Integrating in $z \in \mathbb{R}^n$ we finally obtain
\[
\int_{\mathbb{R}^n} f(x)dx \int_{\mathbb{R}^n} g(x)dx \geq \frac{1}{2^n} \int_{\mathbb{R}^n} f \oplus g(z)dz \int_{\mathbb{R}^n} \sqrt{f(x)g(x)}dx,
\]
as wanted.

Let us now characterize the equality cases. If (i) and (ii) are satisfied, then there exists $p \in \mathbb{R}^n$ such that
\[
\text{supp } f = \text{supp } \bar{g} = p + C
\]
and for every $z \in \text{supp } f + \text{supp } g$ we have that
\[
\text{supp } f \cap (z - \text{supp } g) = (p + C) \cap (z + p + C) = p + C \cap (z + C)
\]
and since $C$ has a simplicial section, this equals
\[
\text{supp } f \cap (z - \text{supp } g) = p' + C
\]
for some $p' \in \mathbb{R}^n$. We will show that $p' = \frac{b}{2} + \frac{z}{2}$ for $x_z$ such that $f \oplus g(z) = \sqrt{f(x_z)g(2z - x_z)}$. In such case we would have that for every $z \in \text{supp } f + \text{supp } g$
\[
\text{supp } f \cap (z - \text{supp } g) = \frac{x_z}{2} + \frac{1}{2} \text{supp } f \cap \text{supp } \bar{g}
\]
and then for every $z \in \text{supp } f + \text{supp } g$ and every $x \in \text{supp } f \cap (z - \text{supp } g)$
\begin{itemize}
  \item $2x - x_z \in \text{supp } f$, and
  \item $x_z - 2x \in \text{supp } g$.
\end{itemize}
Then, inequality (11) holds with equality for the functions $f(x) = c_1 e^{-(a,z)}$, $x \in \text{supp } f$ and $g(x) = c_2 e^{-(b,z)}$, $x \in \text{supp } g$ for every $x, z \in \mathbb{R}^n$.

In order to show that for every $z \in \text{supp } f + \text{supp } g$ we have $p' = \frac{b}{2} + \frac{z}{2}$, notice that
\[
2(\text{supp } f + \text{supp } g) = 2C - 2C = C - C = \text{supp } f + \text{supp } g
\]
and so, $2z \in \text{supp } f + \text{supp } g$ and for every $x \in \text{supp } f \cap (2z - \text{supp } g)$
\[
\sqrt{f(x)g(2z - x)} = \sqrt{c_1 c_2 e^{-(a,z)} e^{-(b,z - \frac{z}{2})}} = \sqrt{c_1 c_2 e^{-(b,z)} e^{-(a-b,z)}}
\]
and so,
\[
f \oplus g(z) = \sqrt{c_1 c_2 e^{-(b,z)} e^{-\min\{\langle a-b,\bar{x}\rangle : x \in \text{supp } f \cap (2z - \text{supp } g)\}}} = \frac{1}{2}(a-b,\bar{x}).
\]
Since $(C \cap z + C) = -p + \text{supp } f \cap (z - \text{supp } g) = -p + p' + C$ we have that
\[
\min_{x \in \mathbb{R}^n: (x \in (C \cap z + C))} \langle a-b, x \rangle = \min_{\bar{x} \in -\frac{b}{2} + p' + C} \langle a-b, \bar{x} \rangle
\]
and since $\langle a-b, x \rangle \geq 0$ for every $x \in C$, the minimum is attained when $\bar{x} = \frac{x}{2} = -\frac{b}{2} + p'$. Thus $p' = \frac{b}{2} + \frac{z}{2}$.

Let us now prove that (i) and (ii) are necessary conditions for equality in (11) to hold. We can assume, without loss of generality, that $f(x_0) = \|f\|_\infty = \|g\|_\infty = g(y_0) = 1$ and let us write $f(x) = e^{-u(x)}$ and $g(x) = e^{-v(x)}$ for some convex functions $u, v$. Notice that, since $\|f\|_\infty = \|g\|_\infty = 1$, $u$ and $v$ take values in $[0, +\infty]$. 
Equality in (10) happens if and only if for every \( z \in \text{supp } f + \text{supp } g \) and every \( x \in \text{supp } f \cap (z - \text{supp } g) \) we have equality in (11). Thus, for every \( z \in \text{supp } f + \text{supp } g \) the support of both functions as functions of \( x \in \mathbb{R}^n \) must be the same and so 

\[
\text{supp } f \cap (z - \text{supp } g) = \frac{x_z}{2} + \frac{1}{2}(\text{supp } f \cap (-\text{supp } g)),
\]

where \( x_z \) is such that \( f \oplus g(z) = \sqrt{f(x_z)g(2z - x_z)}. \) Notice that in particular this implies that \( \text{supp } f \cap (-\text{supp } g) \) is full-dimensional.

Besides, for every \( z \in \text{supp } f + \text{supp } g \) we have equality in (11) for every \( x \in \text{supp } f \cap (z - \text{supp } g) \) if and only if

\[
u \left( \frac{1}{2} (x - x_z) + \frac{x_z}{2} \right) = \frac{1}{2} u(2x - x_z) + u(x_z)
\]

\[
u \left( \frac{1}{2} (x_z - 2x) + \frac{y_z}{2} \right) = \frac{1}{2} (v(x_z - 2x) + v(y_z))
\]

for every \( x \in \text{supp } f \cap (z - \text{supp } g), \) where \( x_z, y_z \in \mathbb{R}^n \) are such that \( f \oplus g(z) = \sqrt{f(x_z)g(y_z)}. \) In particular, for \( z_0 = \frac{x_0 + y_0}{2} \) we have that \( f \oplus g(z_0) = \sqrt{f(x_0)g(y_0)} \) and so

\[
u \left( \frac{1}{2} (2x - x_0) + \frac{x_0}{2} \right) = \frac{1}{2} u(2x - x_0)
\]

\[
u \left( \frac{1}{2} (x_0 - 2x) + \frac{y_0}{2} \right) = \frac{1}{2} v(x_0 - 2x).
\]

Consequently, for every \( x' = x - x_0 \) and \( y' = \frac{2x - y_0}{2} - x \)

\[u (x_0 + x') = \frac{1}{2} u(x_0 + 2x')
\]

\[v (y_0 + y') = \frac{1}{2} v(y_0 + 2y').
\]

Thus, \( \text{supp } f \cap (z_0 - \text{supp } g) = \frac{x_0}{2} + \frac{1}{2}(\text{supp } f \cap (-\text{supp } g)) \) is a closed convex cone \( x_0 + C \) (with \( C \) a cone with vertex at 0) and so

\[
\text{supp } f \cap (-\text{supp } g) = x_0 + C
\]

and for every \( z \in \text{supp } f + \text{supp } g \)

\[
\text{supp } f \cap (z - \text{supp } g) = \frac{x_z}{2} + \frac{x_0}{2} + C.
\]

Furthermore, \( \text{supp } g \cap (z_0 - \text{supp } f) = z_0 - \text{supp } f \cap (z_0 - \text{supp } g) = z_0 - x_0 - C \) is a closed convex cone \( y_0 + C' \). This implies that \( C' = -C \). Besides, if the vertex of the cone is unique, \( z_0 - x_0 = y_0 \) and then \( y_0 = -x_0 \) which implies \( z_0 = 0 \). If the vertex is not unique then, since both \( z_0 - x_0 \) and \( y_0 \) are vertices of the cone \( y_0 - C, \) also \( y_0 + 2(z_0 - x_0 - y_0) = y_0 - 2z_0 = -x_0 - C = -x_0 - C \) and so \( y_0 - C = -x_0 - C \) and

\[ -x_0 + C = y_0 + C. \]

On the other hand, for any \( z \in \text{supp } f + \text{supp } g \) if \( x \in \text{supp } f \cap (z - \text{supp } g), \) then

\[2x - x_z \in x_0 + C. \]

If equality holds in (11) then \( u \) is affine in any segment that connects \( x_0 + C \) with a point \( x_z \) and \( v \) is affine in any segment that connects \( -x_0 - C \) and some \( y_z \).
Let us now take \( z \in x_0 + \text{supp } g \). Then \( -x_0 + z \in \text{supp } g \) and, since \( x_0 \in \text{supp } f \), we have that \( -x_0 + z \in (z - \text{supp } f) \cap \text{supp } g = z - \text{supp } f \cap (z - \text{supp } g) = z - \frac{x_0}{2} - \frac{x_0}{2} - C \) and so \( \frac{x_0}{2} \in \frac{x_0}{2} - C \) and

\[ x_z \in x_0 - C. \]

Consequently \( x_z = x_0 \). Otherwise, consider the ray from \( x_z \) that passes through \( x_0 \). Since \( x_z \in x_0 - C \) any point \( p \) in this ray such that the segment \([x_z, p]\) contains \( x_0 \) is contained in \( x_0 + C \) and since \( u \geq 0 \) is affine in the segment \([x_z, p]\) and \( u(x_0) = 0 \) then \( u = 0 \) for any such \( p \), contradicting the integrability of \( f \).

Thus, for any \( z \in x_0 + \text{supp } g \) we have that \( x_z = x_0 \) and \( y_z = 2z - x_0 \). Notice that then for every \( z \in x_0 + \text{supp } g \) we have that

\[ \text{supp } f \cap (z - \text{supp } g) = \frac{x_z}{2} + \frac{x_0}{2} + C = x_0 + C \]

as \( x_z = x_0 \). Consequently, \( \text{supp } f = \text{supp } f \cap (-\text{supp } g) \) since for every \( y \in \text{supp } f \), as \( C \) is a full-dimensional cone, we can take \( w \in C \) such that \( y \in -w + (x_0 + C) \).

Thus, if we take \( z = -w \in -C = x_0 - (x_0 + C) \subset x_0 + \text{supp } g \), we have that \( y \in z + (x_0 + C) \subset z - \text{supp } g \) and so \( y \in \text{supp } f \cap (z - \text{supp } g) = \text{supp } f \cap (z - \text{supp } g) \). Consequently \( \text{supp } f = x_0 + C \subseteq -\text{supp } g \).

Analogously, take \( z \in -x_0 + \text{supp } f \). Since \( -x_0 \in \text{supp } f \), we have that \( x_0 + z \in \text{supp } f \cap (z - \text{supp } g) = \frac{x_0}{2} + \frac{x_0}{2} + C \) and, consequently \( \frac{y_0}{2} \in \frac{x_0}{2} + C \). Thus \( y_z \in -x_0 + C = y_0 + C \). Consequently \( y_z = y_0 \). Otherwise, consider the ray from \( y_z \) that passes through \( y_0 \). Since \( y_z \in y_0 + C \) any point \( p \) in this ray such that the segment \([y_z, p]\) contains \( y_0 \) is contained in \( y_0 - C \) and since \( v \geq 0 \) is affine in the segment \([y_z, p]\) and \( v(x_0) = 0 \) then \( v = 0 \) for any such \( p \), contradicting the integrability of \( g \).

Thus, for any \( z \in -x_0 + \text{supp } f \) we have that \( x_z = 2z - y_0 \) and \( y_z = y_0 \). Notice that then for every \( z \in -x_0 + \text{supp } f \) we have that

\[ \text{supp } f \cap (z - \text{supp } g) = \frac{x_z}{2} + \frac{x_0}{2} + C = z - \frac{y_0}{2} + \frac{x_0}{2} + C = z + x_0 + C, \]

since \( x_0 + C = -y_0 + C \). Consequently, \( -\text{supp } g = \text{supp } f \cap (-\text{supp } g) \) since for every \( y \in -\text{supp } g \), as \( C \) is a full-dimensional cone, we can take \( w \in C \) such that \( y \in -w + (x_0 + C) \). Thus, if we take \( z = w \in C = -x_0 + \text{supp } g \) we have that \( y + z \in \text{supp } f \cap (z - \text{supp } g) = z + x_0 + C \) and so \( y \in x_0 + C = \text{supp } f \).

Consequently \( -\text{supp } g \subseteq \text{supp } f \) and so \( -\text{supp } g = \text{supp } f = x_0 + C \).

Now let us see that \( v \) is affine on \( -x_0 - C \). Let us take \( x, y \in -x_0 - C \) and consider \( z = \frac{x}{2} + \frac{y}{2} \in -C = x_0 + \text{supp } g \). Then, for this \( z \), \( y_z = y \) and since \( x \in -x_0 - C \), \( v \) is affine in the segment that connects \( x \) and \( y \). Consequently, \( v \) is affine on \( -x_0 - C \) and so \( g(x) = c_2 e^{-\langle b, x \rangle} \) on \( -x_0 - C \). Thus, \( C \) does not contain any straight line \( l \) since otherwise, as \( v \) is affine and positive, it must be constant on the line \( l \) and \( C \) has only one vertex and \( x_0 = -y_0 \) and \( \langle b, x \rangle > 0 \) for every \( x \in C \setminus \{0\} \).

Analogously, \( u \) is also affine on \( x_0 + C \) since for any \( x, y \in x_0 + C \), if we take \( z = \frac{x}{2} - \frac{y}{2} \in C = -x_0 + \text{supp } f \) we have that for this \( z \), \( x_z = x - x_0 - y_0 = x \) and so, \( u \) is affine on \( x_0 + C \) and \( f(x) = c_1 e^{-\langle a, x \rangle} \) on \( x_0 + C \). Since \( \|f\|_\infty = f(x_0) \) we have that \( \langle a, x \rangle > 0 \) for every \( x \in C \).
On the other hand, for every \( z \in C - C \) and every \( x \in x_0 + C \cap (2z + C) \)
\[
\sqrt{f(x)}g(2z - x) = \sqrt{c_1c_2}e^{-\langle a, \tilde{\theta} \rangle}e^{-\langle b, z - \tilde{\theta} \rangle} = \sqrt{c_1c_2}e^{-\langle b, z \rangle}e^{-\langle a-b, \tilde{\theta} \rangle}.
\]
In particular for \( z = 0 \) and \( x \in x_0 + C \)
\[
\sqrt{f(x)}g(-x) = \sqrt{c_1c_2}e^{-\langle a-b, \tilde{\theta} \rangle}
\]
and since the maximum of this is attained when \( x = x_0 \) we have that \( \langle a-b, x \rangle > 0 \) for every \( x \in C \setminus \{0\} \).

Finally, considering the section of \( C \) by a hyperplane, since the intersection of this section with any of its translates is homothetic to itself, the section must be a simplex.

\[\square\]

**Remark.** Theorem 2.4 becomes inequality (6) if \( g(x) = \tilde{f}(x) \) because \( f \oplus g(z) = \Delta f(z) \). Moreover, it also recovers (10) when we particularize \( f(x) = e^{-h_K(x)}, g(x) = e^{-h_L(-x)} \), where \( h_K \) and \( h_L \) are the support functions of two convex bodies \( K \) and \( L \) that contain the origin. Then \( f \oplus g(x) = e^{-h_{K-L}(x)} \) and \( \sqrt{f(x)}g(x) = e^{-\frac{h_{K-L}(x)}{2}} \), and since
\[
\int_{\mathbb{R}^n} e^{-h_K(x)}dx = n!|K^o|,
\]
then (10) becomes
\[
|\langle K \cap L \rangle^0| \left( \frac{K - L}{2} \right)^o \leq 2^n|K^o||L^o|.
\]
From the characterization of the equality cases in (10), this only converges to equality when we consider sequences of sets \((K_n^o)_n\) and \((-L_n^o)_n\) converging to simplices with 0 in one of the vertices and the same outer normal vectors at the facets that pass through the origin.

Taking into account that \( (K \cap L)^o = \text{conv}\{K^o, L^o\} \) and \( \frac{K-L}{2} \subset \text{conv}\{K, -L\} \), if we change the role of \( K^o \) and \( L^o \) by \( K \) and \( -L \) for simplicity, then
\[
|K \cap L|\text{conv}\{K, -L\} \leq \left| \left( \frac{K^o - L^o}{2} \right)^o \right| \text{conv}\{K, -L\} \leq 2^n|K||L|,
\]
showing the assertion and slightly strengthening (10). In order to have equality in (10) we must have \( K \) and \( L \) be simplices with 0 in one of the vertices and the same outer normal vectors at the facets that pass through the origin and \( \frac{K-L}{2} = \text{conv}\{K, L\} \). Thus \( K = L \) is a simplex. Otherwise there exists a direction \( \theta \in S^{n-1} \) such that \( h_K(\theta) < h_L(\theta) \) (or \( h_L(\theta) < h_K(\theta) \)). Thus, \( h_{\frac{K+L}{2}}(\theta) < h_L(\theta) \leq h_{\text{conv}\{K, L\}}(\theta) \) (or \( h_{\frac{K+L}{2}}(\theta) < h_K(\theta) \leq h_{\text{conv}\{K, L\}}(\theta) \)).

The following remark gives a symmetry-like argument that may be used in other settings to extend results valid for even log-concave functions. This remark provides an extension of the inverse Brunn-Minkowski inequality, given in Theorem 1.3 of [10] for even log-concave functions. The main tool in that paper is a method of attaching a convex body to any log-concave function, which is due to Ball [8], where the evenness is strongly used. However, in the final remark in [10] the authors point out that their results hold with the same proof for arbitrary log-concave functions that reach their maximum at the origin.
Remark. Let $f, g : \mathbb{R}^n \to \mathbb{R}_+$ be integrable log-concave functions. Then there exist $T_f, T_g \in SL(n)$ s.t. $\tilde{f} := f \circ T_f$, $\tilde{g} := g \circ T_g$ and

$$\left( \int_{\mathbb{R}^n} \tilde{f} \ast \tilde{g}(x) dx \right)^{\frac{1}{\theta}} \leq C \left[ \left( \int_{\mathbb{R}^n} \tilde{f}(x) dx \right)^{\frac{1}{\theta}} + \left( \int_{\mathbb{R}^n} \tilde{g}(x) dx \right)^{\frac{1}{\theta}} \right],$$

where $C > 0$ is a universal constant, $T_f$ depends on $f$ and $T_g$ depends on $g$.

Proof. Let $T_f$ and $T_g$ be the linear operators of determinant one provided in [10, Theorem 1.3] for the even log-concave functions $f^{\frac{1}{\theta}} \ast f^{\frac{1}{\theta}}$ and $g^{\frac{1}{\theta}} \ast g^{\frac{1}{\theta}}$ such that

$$\left( \int_{\mathbb{R}^n} f^{\frac{1}{\theta}} \ast f^{\frac{1}{\theta}} \ast g^{\frac{1}{\theta}} \ast g^{\frac{1}{\theta}}(z) dz \right)^{\frac{1}{\theta}} < c \left[ \left( \int_{\mathbb{R}^n} f^{\frac{1}{\theta}} \ast f^{\frac{1}{\theta}} \right)^{\frac{1}{\theta}} + \left( \int_{\mathbb{R}^n} g^{\frac{1}{\theta}} \ast g^{\frac{1}{\theta}} \right)^{\frac{1}{\theta}} \right],$$

with $c > 0$ a universal constant. Here $h^{\frac{1}{\theta}} \ast h^{\frac{1}{\theta}} = h^{\frac{1}{\theta}} \ast h^{\frac{1}{\theta}} \circ T_h$ and let us define $\bar{h} = h \circ T_h$. Observe that $\tilde{f}^{\frac{1}{\theta}} \ast \tilde{f}^{\frac{1}{\theta}}(z) = \tilde{f}^{\frac{1}{\theta}} \ast f^{\frac{1}{\theta}}(z)$ and $\tilde{g}^{\frac{1}{\theta}} \ast \tilde{g}^{\frac{1}{\theta}}(z) = \tilde{g}^{\frac{1}{\theta}} \ast g^{\frac{1}{\theta}}(z)$, where $\tilde{f}^{\frac{1}{\theta}} = f^{\frac{1}{\theta}} \circ T_f$ and $\tilde{g}^{\frac{1}{\theta}} = g^{\frac{1}{\theta}} \circ T_g$. Moreover, a straightforward computation shows that

$$\left( \tilde{f}^{\frac{1}{\theta}} \ast \tilde{g}^{\frac{1}{\theta}} \right) \ast \left( \tilde{f}^{\frac{1}{\theta}} \ast \tilde{g}^{\frac{1}{\theta}} \right) (z) = \tilde{f}^{\frac{1}{\theta}} \ast \tilde{f}^{\frac{1}{\theta}} \ast \tilde{g}^{\frac{1}{\theta}} \ast \tilde{g}^{\frac{1}{\theta}}(z),$$

where $\tilde{f}^{\frac{1}{\theta}} \ast \tilde{g}^{\frac{1}{\theta}} \ast \tilde{f}^{\frac{1}{\theta}} \ast \tilde{g}^{\frac{1}{\theta}}(z) = \sup \{ \tilde{f}^{\frac{1}{\theta}}(x_1) \tilde{f}^{\frac{1}{\theta}}(x_2) \tilde{g}^{\frac{1}{\theta}}(x_3) \tilde{g}^{\frac{1}{\theta}}(x_4) : z = x_1 + x_2 + x_3 + x_4 \}$. By Prékopa-Leindler inequality [22]

$$\int_{\mathbb{R}^n} \tilde{f} \ast \tilde{g}(z) dz \leq \int_{\mathbb{R}^n} \sqrt{(\tilde{f} \ast \tilde{g})(2z)} dz$$

and by (11)

$$\left( \int_{\mathbb{R}^n} \sqrt{\tilde{f} \ast \tilde{g}(2z)} dz \right)^{\frac{1}{\theta}} + \left( \int_{\mathbb{R}^n} \sqrt{\tilde{g} \ast \tilde{g}(2z)} dz \right)^{\frac{1}{\theta}} \leq 2 \left[ \left( \int_{\mathbb{R}^n} \tilde{f}(z) dz \right)^{\frac{1}{\theta}} + \left( \int_{\mathbb{R}^n} \tilde{g}(z) dz \right)^{\frac{1}{\theta}} \right].$$

The last three inequalities together with the observation above implies the desired result with $C := 2c$ being the constant.$\square$
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