Pileup Correction on Higher-order Cumulants with Unfolding Approach
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Abstract

Higher-order cumulants of conserved charge distributions are sensitive observables to probe the critical fluctuations near QCD critical point in heavy-ion collisions. Due to high interaction rate, pileup event can be one of the major sources of background in the measurements of higher-order cumulants. In this paper, we studied the effects of pileup events on higher-order cumulants of proton multiplicity distributions using UrQMD model. It is found that the proposed pileup correction fails if the correction parameters are determined by the Glauber fitting of charged particle multiplicities, which is usually done in the real heavy-ion experiment. To address this, we propose a model independent unfolding approach to determine the parameters in the pileup correction. This approach can be applied in the pileup correction for the future measurement of higher-order cumulants in heavy-ion collision experiment.
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I. INTRODUCTION

One of the main goals of heavy-ion collision experiments is to understand the phase structure of QCD matter with respect to baryon chemical potential ($\mu_B$) and temperature ($T$) \[1–3\]. The most important question is the position of a QCD critical end point, which is a connecting point between crossover and first-order phase transition, in ($\mu_B$, $T$) plane \[4–15\]. In order to explore the QCD phase diagram, higher-order fluctuations of net-baryon, net-charge, and net-strangeness multiplicity distributions have been proposed \[16–20\] and measured in ALICE \[21\], HADES \[22\], NA61/SHINE \[23\], and STAR collaborations \[24–31\]. Recently the STAR experiment reported a non-monotonic beam energy dependence of the fourth-order fluctuations of net-proton multiplicity distributions from the Beam Energy Scan program (BES-I) at RHIC \[28, 32\]. This is consistent with the expectations of critical fluctuations in QCD-inspired models \[33–39\]. More definitive physics messages will be achieved by enhanced statistics in Beam Energy Scan program phase II (BES-II, 2019-2021) \[40\]. According to the model calculations, the value of the fourth-order fluctuations decreases again to the statistical baseline at further low collision energies \[41\]. To confirm this the STAR experiment has been carrying out the fixed-target experiment for $3.0 \leq \sqrt{s_{NN}} \leq 7.7$ GeV.

At low collision energies, the fixed-target experiment is more efficient than collider experiment due to much less interaction rate for the latter \[42\]. However, the high interaction rate in the fixed-target experiment increases the probability of pileup collisions. Pileup is a superposition of two or more single-collision events occurring within a short time interval. It is straightforward to correct a mean value of an observable for the pileup effects using known value of the pileup probability. Unfortunately, this is not the case for higher-order fluctuations. A correction method on higher-order fluctuations was proposed in Ref. \[43\]. The pileup correction was tested in simple toy model with pre-defined correction parameters. It was thus a closure test where the proposed method should always work perfectly. In real experiments, however, correction parameters are unknown and need to be determined by simulations. The accuracy of the pileup correction strongly depends on how precisely the simulations can reflect the real conditions of the experimental data. To address this, we propose a model independent way of an unfolding approach to determine the correction parameters. We study the effect of pileup events on higher-order cumulants in UrQMD model. Pileup corrections are carried out in both closure test and Glauber model fits. These results are shown as a function of the pileup probability and compared to true values in UrQMD. Finally, the unfolding approach is applied to UrQMD samples for pileup corrections.

This paper is organized as follows. In Sec. III we introduce the methodology of pileup corrections on cumulants. Pileup corrections are applied to UrQMD model in Sec. IV. In Sec. V we propose an unfolding approach to extract the correction parameters in a model independent way. The validity
of the method is checked in UrQMD model. We then summarize the present study in Sec. VI

II. MOMENTS AND CUMULANTS

Let us consider a probability distribution of particle number \( P(N) \). The \( r \)th order moment is defined by

\[
\langle N^r \rangle = \sum_N N^r P(N),
\]

where the bracket represents the event average. It is convenient to introduce a moment generating function,

\[
G(\theta) = \sum_N e^{N\theta} P(N) = \langle e^{N\theta} \rangle.
\]
Then the \( r \)th order moment can be expressed as \( r \)th derivative of \( G(\theta) \)

\[
\langle N^r \rangle = \left. \frac{d^r}{d\theta^r} G(\theta) \right|_{\theta=0}.
\]

Since moments drastically increase with increasing the order \( r \), cumulants are easier to handle rather than moments. A cumulant generating function is defined as

\[
K(\theta) = \ln G(\theta).
\]

The \( r \)th order cumulant is then given by

\[
C_r = \left. \frac{d^r}{d\theta^r} K(\theta) \right|_{\theta=0}.
\]

In the rest of paper, moments will mainly appear for the pileup correction, while results will be discussed based on cumulants.

III. PILEUP CORRECTION

Let \( P_m(N) \) be a probability distribution function to find one event with \( N \) particles at reference multiplicity \( m \). Throughout this paper we suppose that pileup events are formed by independent superposition of two single-collision events with the probability \( \alpha \). Then \( P_m(N) \) can be rewritten as

\[
P_m(N) = (1 - \alpha_m) P_m^s(N) + \alpha_m P_m^{pu}(N),
\]
where \( P_m^s(N) \) and \( P_m^{pu}(N) \) are probability distribution functions for single collision event and pileup event respectively. Pileup events at multiplicity \( m \) can be decomposed into sub-pileup events whose multiplicity satisfies \( m = i + j \). By looping all possible combinations of \( i \) and \( j \) which satisfies \( m = i + j \), probability distribution function for pileup events is obtained and written as

\[
P_m^{pu}(N) = \sum_{i,j} \delta_{m,i+j} w_{i,j} P_{i,j}^{sub}(N),
\]
where \( w_{i,j} \) is the probability to observe a sub-pileup event among all pileup events at multiplicity \( m \). \( i \) and \( j \) commutes in \( w_{i,j} \) which gives \( w_{i,j} = w_{j,i} \). Exhausting all combinations of \( i \) and \( j \) there should be

\[
\sum_{i,j} \delta_{m,i+j} w_{i,j} = 1.
\]  

(8)

We also consider a multiplicity distribution \( T(m) \) used for centrality determination. The pileup events at the \( m \)th multiplicity bin are then decomposed into two sub-pileup events which satisfies \( m = i + j \). Then we get

\[
w_{i,j} = \frac{\alpha T(i)T(j)}{\sum_{i,j} \delta_{m,i+j} \alpha T(i)T(j)},
\]  

(9)

\[
\alpha_m = \frac{\alpha \sum_{i,j} \delta_{m,i+j} T(i)T(j)}{(1 - \alpha)T(m) + \alpha \sum_{i,j} \delta_{m,i+j} T(i)T(j)}.
\]  

(10)

The first equation defines the weight of sub-pileup events having multiplicities \( i \) and \( j \). The second equation represents the pileup fraction at \( m \)th multiplicity bin. True moments are then expressed recursively in terms of the measured moments at the lower multiplicity bins:

\[
\langle N^r \rangle_t^m = \langle N^r \rangle_m - \alpha_m \beta_m^{(r)} \frac{1}{1 - \alpha_m + 2\alpha_m w_{m,0}},
\]  

(11)

with

\[
\beta_m^{(r)} = \mu_m^{(r)} + \sum_{i,j>0} \delta_{m,i+j} w_{i,j} \langle N^r \rangle_{i,j}^{\text{sub}},
\]  

(12)

and

\[
\mu_m^{(r)} = \begin{cases} 
2 w_{m,0} \sum_{k=0}^{r-1} \binom{r}{k} \langle N^{r-k} \rangle_0^t \langle N^k \rangle_m^t & (m > 0), \\
\sum_{k=1}^{r-1} \binom{r}{k} \langle N^{r-k} \rangle_0^t \langle N^k \rangle_0^t & (m = 0), 
\end{cases}
\]  

(13)

where \( \langle N^r \rangle_t^m \) and \( \langle N^r \rangle_m \) represent \( r \)th order true and measured moments at \( m \)th multiplicity bin, respectively. As can be seen from Eqs. (9)–(13), the necessary information to perform the pileup corrections are true multiplicity distribution \( T(m) \) and pileup probability \( \alpha \). In real experiments, we can only measure the multiplicity distributions including pileup events, and therefore, some models are needed to extract the true multiplicity distribution for single-collision events. One naive way is to use Glauber and particle production model to fit the multiplicity distribution as widely used for centrality determination. Details will be discussed in Sec. IV.
IV. PILEUP CORRECTION IN URQMD MODEL

In this section, we demonstrate pileup correction method using UrQMD model. The package of version 3.4 is used and configured as cascade mode. Around 80 million events are generated with the impact parameter from 0 fm to 15 fm for Au+Au collisions at $\sqrt{s_{NN}}=3$ GeV. Protons in rapidity and transverse momentum range of $-0.5 < y < 0$ and $0.4 < p_T < 2.0$ (GeV/c) are measured for cumulant calculations of proton multiplicity distributions. Collision centralities are defined by charged particle multiplicity at the pseudorapidity range of $|\eta| < 1.0$, where protons and antiprotons are excluded to suppress self-correlations.

Cumulants up to the fourth order are calculated for two kinds of data sets. One is a raw UrQMD data for single-collision events. This will be a reference in the simulations without pileup events. The other one is a UrQMD data including both single-collision and pileup events. They will be referred to as ”raw-UrQMD” and ”pileup-UrQMD” for clarity. In the simulation, the pileup events are generated via a superposition of two single-collision events. Two single-collision events in UrQMD are randomly added in terms of particle multiplicities with probability $\alpha$. Pileup-UrQMD samples are prepared for $0.1% < \alpha < 10%$.

Pileup corrections are then performed for pileup-UrQMD data, with correction parameters determined in two ways as follows.

![Multiplicities](image_url)

**FIG. 1.** (Color online) Charged particle multiplicity distribution in Au+Au collisions at $\sqrt{s_{NN}}=3$ GeV from UrQMD model. The black circles are for pileup-UrQMD data with $\alpha = 0.5%$. The red squares show raw-UrQMD data for single-collision events, and a blue line is a Glauber fit to pileup-UrQMD data. The blue dashed line is pileup-Glauber distribution (pileup + single-collision) which is simulated using the single-collision distribution (blue line) extracted by Glauber fit.
Case 1: Closure test

The raw-UrQMD data is used to determine the correction parameters according to Eqs. (9) and (10) with the known value of $\alpha$. This is a closure test as the same data sets are used to calculate cumulants and to determine correction parameters.

Case 2: Glauber fit

The multiplicity distribution in pileup-UrQMD data is fitted by Glauber and particle production model. In each event, we first determine the number of sources as:

$$N_{sc} = (1 - x)N_{part} + xN_{coll},$$

(14)

where $N_{part}$ and $N_{coll}$ represent the number of participant nucleons and binary collisions, respectively, given by the Glauber model. Final state multiplicity is then produced from $N_{sc}$ according to negative binomial distributions given by

$$P_{\mu,k}(N) = \frac{\Gamma(N + k)}{\Gamma(N + 1)\Gamma(k)} \cdot \frac{(\mu/k)^N}{(\mu/k + 1)^{N+k}},$$

(15)

where $\mu$ is a mean value of particles generated from one source, and $k$ corresponds to an inverse of a width of the distribution. The values of parameters employed are $\mu = 0.304$, $k = 3.6$ and $x = 0.11$.

Figure 1 shows multiplicity distribution in UrQMD model. In top panel red squares represent the raw-UrQMD data, and black circles are the pileup-UrQMD data with $\alpha = 0.5\%$. A blue line is a Glauber fit to the pileup-UrQMD data. Parameters for pileup corrections can be constructed from blue and red lines in Fig. 1 according to Eqs. 9 and 10 with known value of $\alpha$. In bottom panel of Figure 1 the black line represents a ratio of multiplicity distributions between raw-UrQMD data and Glauber fit. With the single-collision distribution extracted by Glauber fit, we then constructed pileup events and scan pileup fraction $\alpha$ to find a best fit to Pileup-UrQMD distribution. The best fit we found is shown as blue dashed line (pileup-Glauber) in Fig. 1 with $\alpha = 0.1\%$ which is underestimated because of imperfect Glauber fit to pileup-UrQMD.

Figure 2 shows cumulants and their ratios up to the fourth order as a function of pileup probability $\alpha$. The black points are results for raw-UrQMD and black squares are for pileup-UrQMD data. It is found that the results of pileup-UrQMD deviate from raw-UrQMD with increasing the pileup probability. It is noteworthy that the value of $C_4/C_2$ changes sign from negative to positive then goes above unity with increasing the pileup probability. Results of pileup corrections for pileup-UrQMD data are shown in red stars for the closure test, and blue circles for the Glauber fit. It is found that the pileup correction works well for the wide range of pileup probability up to 10%. On the other hand, the pileup correction using the Glauber fit is not sufficient with $\alpha > 1.0\%$. This
would be because the fit quality is too poor to correct cumulants. We have tried our best to tune the parameters of Glauber and two-component models to fit the multiplicity distribution in UrQMD data, but could not fit the distribution perfectly. Complicated processes of particle productions implemented in UrQMD may not be described by the two-component model.

![Diagram showing proton cumulants and ratios up to fourth-order as a function of pileup level at top 5% in Au+Au collisions at $\sqrt{s_{NN}}=3$ GeV from UrQMD model.](image)

**FIG. 2.** (Color online) Proton cumulants and ratios up to fourth-order as a function of pileup level at top 5% in Au+Au collisions at $\sqrt{s_{NN}}=3$ GeV from UrQMD model. The black points show results from pure UrQMD model without any pileup simulation and the black squares are results from pileup simulated UrQMD data but are not pileup corrected. The red stars and blue circles are pileup corrected results which used true multiplicity distribution or Glauber fitted distribution as inputs respectively.

V. UNFOLDING

As discussed in Sec. IV, pileup corrections depend on how one can precisely extract the true multiplicity distribution for single-collision events. The issue is that the Glauber and particle production models, which are commonly used for centrality determination, cannot fit even the UrQMD data perfectly. A model independent way is necessary to make sure the quality of pileup corrections.

In this section, we propose a model independent way of an unfolding approach to determine the parameters for pileup corrections. The idea was originally developed to reconstruct the particle multiplicity distributions in terms of non-binomial detector efficiencies [11]. We found that the similar methodology is applicable in pileup corrections.

Figure 3 depicts a flowchart for the unfolding procedure. In real experiments, the multiplicity distribution is measured with the pileup events on top of the single-collision events as shown in the left
FIG. 3. Flowcharts in unfolding to extract the true multiplicity distribution. The dotted arrows show the procedures repeated for iterations.

FIG. 4. (Left) Correlations between two independence multiplicity distribution in pileup events. (Right) Response matrices for 0th, 50th, and 100th iteration.

row in Fig. 3. "True" and "Measured" in the figure represent the multiplicity distributions for single-collisions and inclusive distributions for both single-collisions and pileup events. They are labeled as "(a) UrQMD experiment true" and "(b) UrQMD experiment measured", respectively. Both are related via a numerical process to generate pileup events called "Pileup Filter", which is defined as an independent superposition of two single-collision events with probability $\alpha$ for simplicity. Similarly, we suppose Monte-Carlo samples labeled as "(c) toy-MC true" and "(d) toy-MC measured". They are also related via the same pileup filter between (a) and (b). In the rest of this paper, samples
FIG. 5. (Top) Multiplicity distributions for UrQMD, Glauber fit, and MC samples at 100th iteration. (Bottom) Difference between UrQMD and MC samples as a function of multiplicity. Left-hand side panels are for the true coordinates, while right-hand side panels are for the measured coordinates. The range of the x-axis is limited from 10 to 70 for illustration purpose.

in the top row will be referred to as ”true coordinates”, while the bottom row will be ”measured coordinates”. The goal of the unfolding approach is to reconstruct (a) starting from (c). Detailed procedures are shown below:

0: Generate (a) UrQMD-experiment and (b) UrQMD-measured samples. They correspond to raw-UrQMD and pileup-UrQMD distributions in Sec. IV

1: Generate a (c) toy-MC distribution based on the Glauber model discussed in Sec. IV

2: The pileup filter is applied to (c) to get (d) toy-MC measured distribution.

3: During the MC process from 1 to 2, we compute the reversed response matrices, $R$, numerically as shown in Fig. 4. Note that any inversion procedure is not necessary here.

4: The correction function is determined by subtracting (b) from (d). It represents the difference between UrQMD-experiment and toy-MC distributions in the measured coordinates. See lower panels in Fig. 5.

5: The response matrix $R$ is multiplied to (f) to get (e) the correction functions in the true coordinates.
6: By adding (e) to (c), the toy-MC distribution is modified to be closer to (a).

7: Repeat 1–6 until the correction functions become close enough to zero.

The response matrices in 3 are defined as

\[ T(i,j) = \sum_{i,j} \delta_{m;i,j} R(i,j;m) \tilde{T}(m), \] (16)

where \( \tilde{T}(m) \) represents the probability distribution function of multiplicity in pileup events at measured coordinates, and \( T(i,j) \) is a correlation between two multiplicities which forms pileup events. \( P(i,j) \) and \( R(i,j;m) \) are shown in Fig. 3. Distributions in Fig. 4(b) are projections of Fig. 4(a) onto a diagonal plane for \( m = 10, 50, \) and \( 100 \) with \( m = i + j \). The response matrices relate the multiplicity \( m \) observed in pileup events at measured coordinates and their original multiplicities from two single-collision events, \( i \) and \( j \) at true coordinates. Note that the response matrices are determined during the numerical process of the pileup filter for each iteration. Figure 5 shows multiplicity distributions and correction functions as a function of multiplicity for true and measured coordinates, respectively. The initial distribution of MC samples are taken from the best fit of the Glauber model to the UrQMD-experiment distribution in the true coordinates. Nevertheless, there are large differences from the UrQMD-experiment distribution as can be seen in the correction functions. After 100 iterations, the correction functions are found to be flat, which indicates that the multiplicity distribution for MC samples are successfully unfolded to UrQMD-experiment distributions. The resulting multiplicity distribution for the true coordinates can be used to determine the parameters for pileup corrections according to Eq. 9.

In our simulations the preset value of pileup probability \( \alpha \) is used for the unfolding approach. In real experiments, the pileup probability can be basically calculated from the beam rates and thickness of the target material. To determine this more precisely, the unfolding approach needs to be repeated by varying the pileup probability to find the best parameter which yields the smallest values of \( \chi^2/NDF \).

Let us then move to the pileup corrections on cumulants. The multiplicity distribution for the true coordinate after 100 iterations is used to define the parameters for pileup corrections. Results are shown in Fig. 6 for up to the fourth-order cumulant as a function of centrality. Due to the effect of pileup events, the results at the most central collisions deviate from the true value of cumulants. The results of pileup correction using Glauber fits, however, still deviate from the true cumulants, which is because the Glauber fit is not perfect enough to describe the multiplicity distribution in UrQMD, as discussed in Sec. IV. We then apply pileup corrections with correction parameters determined by the unfolding approach. The results are consistent with true values of cumulants in the most central collisions. Therefore, it is concluded that our unfolding approach works well to determine
FIG. 6. (Color online) Centrality dependence of proton cumulant ratios up to fourth-order as a function of centrality in Au+Au collisions at $\sqrt{s_{NN}} = 3$ GeV from UrQMD model. The label on x-axis from 0 to 8 represents 0-5%, 5-10%, 10-20%, ..., 70-80% centralities, respectively. The black points are results from raw-UrQMD model and black open squares are results from pileup-UrQMD data. The red stars in upper panels are pileup corrected results which utilized correction parameters extracted from the unfolding approach, and in lower panels the red stars and black squares represent ratios of corrected results and pileup-UrQMD results over raw-UrQMD results respectively.

We perform detailed studies on the pileup correction for higher-order cumulants within UrQMD model. Two methods have been applied to determine the correction parameters and the results of pileup corrections are shown as a function of pileup probability. It is found that the pileup correction works well if the correction parameters are determined by the true multiplicity distribution of single-collision events and the known value of the pileup probability whereas the correction failed once the Glauber model fit is used to determine the parameters. This would be because the model of particle productions are different from those implemented in UrQMD model, thus the fits to the multiplicity distribution does not work perfectly. The study indicates that the pileup correction

VI. SUMMARY

We perform detailed studies on the pileup correction for higher-order cumulants within UrQMD model. Two methods have been applied to determine the correction parameters and the results of pileup corrections are shown as a function of pileup probability. It is found that the pileup correction works well if the correction parameters are determined by the true multiplicity distribution of single-collision events and the known value of the pileup probability whereas the correction failed once the Glauber model fit is used to determine the parameters. This would be because the model of particle productions are different from those implemented in UrQMD model, thus the fits to the multiplicity distribution does not work perfectly. The study indicates that the pileup correction
in real experiments strongly depend on the model and the robustness of the pileup corrections are sensitive to the multiplicity distribution of single-collision events extracted from the measured multiplicity distributions. To resolve the issue, we proposed an unfolding approach to extract the multiplicity distribution of single-collision events in a model independent way. The validity of this approach is verified in the UrQMD simulation, in which the pileup correction can successfully recover the true values of cumulants. Therefore, the model independent unfolding approach can be used in pileup corrections for the future measurement of higher-order cumulants in heavy-ion collisions.
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