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Abstract—A number of wave energy controllers tune the power take-off (PTO) system to the frequency of incident waves. Since real ocean waves are non-stationary by nature and not defined by a single frequency component, the PTO can be either tuned at a constant frequency characterized by the local spectrum, or continuously tuned to a representative wave frequency. In either case, a time-frequency representation of the waves is expected since the wave profile changes over time. This paper discusses the PTO tuning problem for passive and reactive controllers, in real waves, by comparing different methods for time-varying frequency estimation: the extended Kalman filter (EKF), frequency-locked loop (FLL), and Hilbert-Huang transform (HHT). The aim is to verify the impact of such methods on the absorbed and reactive powers, and the PTO rating. It is shown that the mean estimated frequency of the EKF, and FLL, converges respectively to the mean centroid frequency, and energy frequency, of the excitation force spectrum. Moreover, the HHT mean frequency has no correlation with the spectral statistical properties. A comparison of the energy absorbed shows that up to 37% more energy is obtained with the HHT over the other estimation methods. Numerical simulations are performed with sea elevation data from the Irish coast.

Index Terms—Energy harvesting, wave power, frequency estimation, control systems.

I. INTRODUCTION

In order to optimize the energy extracted from waves, a number of control algorithms for wave energy converters (WECs) tune the power take-off (PTO) system to the frequency of incident waves, see, e.g., [1]–[6]. For regular waves, the PTO tuning is well defined since the waves are characterized by a constant frequency sinusoidal motion. Nevertheless, real ocean waves are non-stationary by nature and not defined by a single frequency. Thus, the PTO can be either tuned to a constant representative frequency of the local wave spectrum, or continuously tuned to a time-varying frequency.

The PTO tuning consists of adjusting the damping of the system, if a passive control method is adopted, or it may require adjustment of both the system damping and the stiffness for a reactive control method. The tuning strategies usually require knowledge of the incident wave frequency [1]–[5] or the excitation force frequency [7], [8]. Since these frequencies change with time for non-stationary signals, a time-frequency representation for the waves is expected – i.e., the frequency is a function of time.

By adopting different methods to estimate the time-varying frequency for irregular waves and real ocean waves, some studies show that continuously tuning the PTO result in greater energy absorption than tuning the PTO to a constant frequency of the wave spectrum [2], [3]. In [2], two methods have been adopted to estimate the on-line dominant wave frequency. One is based on the sliding discrete Fourier transform, while the other uses an analysis of the low-pass filtered incident wave, where wave characteristics, such as the zero-up crossing and crest-crest periods are calculated. In [3], an estimation of the instantaneous frequency of the excitation force is obtained by means of the Hilbert-Huang transform (HHT), and such information is used for tuning the PTO damping of a WEC on a wave-by-wave basis. Other methods have adopted the extremum-seeking approach, where knowledge of the wave frequency is not needed for tuning purposes [9], [10]. In such cases, the PTO parameters are adapted on an hourly basis (according to sea states variations) rather than a wave-by-wave basis.

Furthermore, a number of control algorithms also rely on the estimation of a time-varying frequency or the energy period of the waves [6], [7], [11]–[14]. An on-line estimate of the excitation force frequency is obtained with the extended Kalman filter (EKF) in [7]. In the proposed controller, the velocity reference is set as the ratio between the excitation force and the radiation damping, which is tuned to the estimated frequency [7]. An adaptive vectorial control approach is proposed in [12], where a frequency-locked loop (FLL) is adopted to estimate the frequency of the WEC velocity.

The EKF-based method is based on a harmonic model with one variable frequency [7]. Then, the EKF tracks only a single dominant frequency. In contrast, the FLL method is based on an adaptive filter structure and an integral controller, where the selectivity of the filter and the tracking frequency dynamics can be adjusted [15]. Moreover, the instantaneous frequency, defined by the derivative of a phase function, is a time-varying parameter which identifies the location of the spectral peak of the signal as it varies with time [16]. However, the instantaneous frequency has physical meaning only for mono-component signals, i.e., signals with a single frequency or a narrow range of frequencies varying as a function of time [16]. In order to calculate the instantaneous frequency of multi-component signals, the HHT method [17] firstly decomposes the original signal into a number of mono-component signals through the empirical mode decomposition.
II. Modeling and Control of WECs

A. Equations of Motion

This study considers a single oscillating-body represented as a truncated vertical cylinder constrained to move in heave. With the assumption of linear hydrodynamic theory, and neglecting friction and viscous forces, the motion of the floating cylinder is described by the superposition of the wave excitation force \( f_e \), radiation force \( f_r \), restoring force \( f_s \) and the force produced by the PTO mechanism \( f_p \):

\[
m\ddot{x}(t) = f_e(t) + f_r(t) + f_s(t) + f_p(t),
\]

where \( x \in \mathbb{R} \) is the vertical position of the body, and \( m \in \mathbb{R}_+ \) is the body mass. The restoring force is given by \( f_s = -S\dot{x} \), where \( S \in \mathbb{R}_+ \) is the buoyancy stiffness. From [18], the radiation force is calculated as

\[
-f_r(t) = m_r(\infty)\ddot{x} + \int_{0}^{t} h_r(t-\tau) \dot{x}(\tau) d\tau,
\]

where \( m_r(\infty) \in \mathbb{R}_+ \) is the infinite-frequency added mass coefficient, defined with the asymptotic values of the added masses at infinite frequency. The kernel of the convolution term \( h_r(t-\tau) \) is known as the fluid memory term:

\[
h_r(t) = \frac{2}{\pi} \int_{0}^{\infty} B_r(\omega) \cos(\omega t - \tau) d\omega,
\]

where \( B_r(\omega) \in \mathbb{R}_+ \) is the radiation damping coefficient, and \( \omega \in \mathbb{R}_+ \) is the wave frequency. From (1) and (2),

\[
M\ddot{x}(t) + \int_{0}^{t} h_r(t-\tau) \dot{x}(\tau) d\tau + S\dot{x}(t) = f_e(t) + f_p(t),
\]

with \( M = \left[ m + m_r(\infty) \right] \). The excitation force, i.e., the force due to the incident waves is given by

\[
f_e(t) = \int_{-\infty}^{\infty} h_e(t-\tau) \zeta(\tau) d\tau,
\]

\[
h_e(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} H_e(\omega) e^{i\omega t} d\omega.
\]

\( h_e \) is the inverse Fourier transform of the excitation force transfer function \( H_e(\omega) \), which has low-pass filter characteristics for floating WECs, and \( \zeta \) is the wave elevation. Notice that [6] is non-causal, since in fact, the pressure distribution is the cause of the force and not the incident waves [19].

B. Passive Control

A generic PTO mechanism, with a damping varying in time \( (B_p \in \mathbb{R}_+) \), is considered for the passive control (PC). Thus,

\[
f_p(t) = -B_p(t)\dot{x}(t).
\]

For the case when \( B_p(t) = B_p \), for any time \( t \), and for monochromatic waves, the maximum absorption is obtained when [19]:

\[
B_p = \sqrt{(B_r(\omega))^2 + (\omega(m + m_r(\omega)) - S/\omega)^2},
\]

where \( m_r(\omega) \in \mathbb{R} \) is the added mass. Equation [8] is frequency dependent, and indicates that there is an optimal damping for each frequency when the WEC is submitted to real ocean waves, or irregular waves with a mixture of frequencies.

Here, the PTO damping is continuously modified, and tuned to the excitation force frequency. From [5],

\[
B_p(t) = \sqrt{(B_r(\omega))^2 + (\dot{\omega}(m + m_r(\dot{\omega})) - S/\dot{\omega})^2},
\]

where \( \dot{\omega}(t) \) is the estimated time-domain frequency of the wave excitation force. In order to examine the impact of the time-varying frequency on the performance of the WEC, three methods are adopted for the frequency estimation: EKF, FLL, and HHT.

C. Reactive Control

For reactive control (RC), the PTO force consists of a damping term and a spring term:

\[
f_p(t) = -B_p(t)\dot{x}(t) - S_p(t)x(t),
\]

where \( S_p \in \mathbb{R} \) is the stiffness coefficient. For incident regular waves, if \( S_p(t) = S_p \) for any time \( t \), and

\[
S_p = \omega^2(m + m_r(\omega)) - S,
\]

then the reactive part of the total impedance

\[
[R_p + R_r(\omega)] + j\omega[(m + m_r(\omega)) - (S + S_p)/\omega^2]
\]

is cancelled and the velocity of the floating body is in phase with the excitation force [19]. In such a case, the PTO damping [8] becomes

\[
B_p = B_r(\omega),
\]

and the greatest wave energy absorption is obtained.
Following the same procedure for PC, $S_p$ and $B_p$ are tuned to the excitation force frequency. From (11) and (12),

$$S_p(t) = \mathcal{L}^2(t)(m + m_r(\omega(t)) - S), \quad (13)$$

$$B_p(t) = B_r(\omega(t)). \quad (14)$$

Notice that, for practical application studies, the physical limits of the body excursion and the PTO should be taken into account. Here, a PTO force constraint is implemented as a saturation. However, this is only a theoretical approach, since the body motion is also a function of the excitation force, which is an external force that cannot be manipulated. The implementation of saturation on the force signals of a real WEC is not physically possible.

D. Energy and Power

The mean power and energy absorbed by the WEC over a time range $T$ are, respectively,

$$\bar{P} = E, \quad \text{and} \quad E = -\int_0^T B_p(t) \mathcal{L}^2(t) dt. \quad (15)$$

Notice that, for the reactive control, the delivered power has two components: the absorbed power (or active power, that is the power delivered to the damping $B_p$), and the reactive power (the power delivered to the spring $S_p$) [19]. The mean reactive power, and reactive energy, are respectively,

$$\bar{P}_r = \frac{E_r}{T}, \quad \text{and} \quad E_r = -\int_0^T S_p(t) \mathcal{L}(t) \mathcal{L}(t) dt. \quad (16)$$

Since the spring term in the PTO force (10) and the body velocity can have opposite signs in (16), the PTO has to return energy for some parts of the wave cycle. Then, the PTO system should be able to implement bidirectional power flow for RC.

In this study, the performance of the WEC in terms of mean absorbed power ($\bar{P}$) is measured by the capture width ratio,

$$CWR = \frac{\bar{P}}{2\pi P_c}, \quad (17)$$

where $r$ is the cylinder radius and $P_c$ is the transported wave power per unit width of the wave front. In deep water [19],

$$P_c = \frac{\rho g}{2} \int_0^\infty S_\xi(\omega) d\omega, \quad (18)$$

where $S_\xi$ is the wave spectrum, $\rho$ is the sea water density, and $g$ is the gravitational acceleration.

III. ESTIMATION OF THE WAVE EXCITATION FORCE FREQUENCY

A. Extended Kalman Filter

In order to estimate the frequency by means of the EKF, we assume a harmonic model with a single time-varying frequency component and amplitude, as proposed in [20]. Thus, $f_c(t)$ can be expressed in discrete-time ($t = kT_s$) as:

$$f_c[k] = A[k] \cos (\omega[k]kT_s + \phi[k]) + \eta[k], \quad (19)$$

where $A$ is the amplitude of the wave excitation force, $\phi$ is the phase, and $T_s$ is the sampling time. Following the cyclical structural model from [21], [19] can be written in a recursive non-linear state space form as

$$\begin{align*}
\psi[k+1] &= f(\psi[k]) + \omega[k] \\
\phi[k+1] &= h(\psi[k]) + \eta[k]
\end{align*} \quad (20)$$

where $\psi \in \mathbb{R}^3$ is the state vector defined as $\psi = [\psi_\omega \psi_\omega^* \omega]$, $\omega \in \mathbb{R}$ and $\eta \in \mathbb{R}$ are zero-mean independent random processes with covariance matrices defined, respectively, as $E[\omega \omega^T] = R$ and $E[\eta\eta^T] = Q$. Functions $f(\cdot)$ and $h(\cdot)$ are,

$$f(\psi[k]) = \begin{bmatrix}
\cos(\omega[k]T_s) & \sin(\omega[k]T_s) & 0 \\
-\sin(\omega[k]T_s) & \cos(\omega[k]T_s) & 0 \\
0 & 0 & 1
\end{bmatrix} \psi[k],$$

and $h(\psi[k]) = [1 0 0] \psi[k]$, respectively [20].

The EKF obtains an estimate of the state vector $\hat{\psi}[k]$ based on observations of $f_c[k]$, and on the first-order linearization of model (20) around the last state estimate. The EKF algorithm is summarized in Table I, where $I$ is the identity matrix of order 3, $J_f$ and $J_h$ are the Jacobian matrices of $f(\cdot)$ and $h(\cdot)$, denoted respectively by $J_f[k] = \nabla f[\psi[k]]$ and $J_h[k+1] = \nabla h[\psi[k+1]]$.

| TABLE I | EKF ALGORITHM |
|-----------------|----------------|
| **Prediction step:** | $\hat{\psi}[k+1] = f(\hat{\psi}[k]) + K[k] e[k]$ |
| $P[k+1] = J_f[k]P[k]J_f[k]^T + Q[k] + K[k][k+1]h(\hat{\psi}[k+1])$ |
| **Innovation step:** | $e[k] = \hat{\psi}[k] - f(\hat{\psi}[k])$ |
| $K[k+1] = J_f[k+1]J_h[k+1][k+1]^{-1}$ |
| $P[k+1] = (I - J_f[k+1]J_h[k+1])P[k+1][k+1]$ |

Once an estimate of the state vector $\hat{\psi}[k]$ is available from the EKF (Table I), the amplitude and frequency of the wave excitation force are, respectively, obtained as:

$$\hat{\psi}[k] = \sqrt{\hat{\psi}_\omega[k]^2 + \hat{\psi}_\omega^*[k]^2},$$

$$\hat{\omega}[k] = \hat{\omega}[k].$$

B. Frequency-Locked Loop

An adaptive filter is implemented by means of a second-order generalized integrator (SOGI), where the FLL estimates the frequency of the input signal. Such a scheme is termed SOGI-FLL, and has been proposed for grid synchronization of power converters [15]. Figure 1 illustrates the block diagram of the SOGI-FLL, consisting of the SOGI-QSG (SOGI quadrature signal generator) and the FLL structure. The method was first adopted, within the wave energy control context, to estimate the frequency components of the WEC velocity [12]. In this study, the method is adopted for estimating the wave excitation force frequency.

The SOGI-QSG acts as an adaptive bandpass filter with two in-quadrature output signals ($\xi$, $\xi^*$), where $\xi^*$ lags $\xi$ by $90^\circ$. The bandwidth of the filter is exclusively set by the gain $\kappa$ [13]. The FLL is responsible for estimating the frequency of the input signal. Notice that in the nonlinear
frequency adaptation loop, $\varepsilon_\omega = \varepsilon \xi^*$ can be interpreted as a frequency error variable, and the parameter $\gamma$ represents the gain of the integral controller [15]. The selectivity of the adaptive bandpass filter and the tracking frequency dynamics are respectively determined by the tuning parameters $\kappa$ and $\gamma$.

From Fig.1 the state-space equations of the SOGI-PLL are

$$
\begin{align}
\dot{\xi} &= \left[\begin{array}{cc}
-\kappa_\omega & -\hat{\omega}_\text{PLL}^2 \\
0 & 1
\end{array}\right] \xi + \left[\begin{array}{c}
\omega_\text{PLL} \\
0
\end{array}\right] f_{en}
\end{align}
$$

$$
\begin{align}
\dot{\xi}^* &= \left[\begin{array}{cc}
1 & 0 \\
0 & \hat{\omega}_\text{PLL}
\end{array}\right] \xi \\
\hat{\omega}_\text{PLL} &= -\gamma(f_{en} - \xi)\xi^* \hat{\omega}_\text{PLL},
\end{align}
$$

where $(\xi, \nu)$ and $(\xi, \xi^*)$ are, respectively, the state and output vectors of the SOGI, and $f_{en}$ is the normalized excitation force. The FLL state equation is represented by (24).

C. Hilbert-Huang Transform

In the HHT method, the wave excitation force $f_e(t)$ is firstly decomposed into $N$ mono-component signals (IMFs) by the EMD. Then, the instantaneous frequency of the dominant IMF is adopted for tuning purposes [8]. Figure 2 illustrates the block diagram of the frequency estimation by this method.

![Fig. 2. Frequency estimation by the SOGI-PLL method.](image)

The EMD identifies local maxima and minima of $f_e(t)$, and calculates upper and lower envelopes for such extrema using cubic splines. The mean values of the envelopes are used to decompose the original signal into frequency components in a sequence from the highest frequency to the lowest one. The EMD procedure is summarized in Table II.

| Table II | EMD ALGORITHM |
|----------|----------------|
| Step 0:  | Set $i = 1$; $r(t) = f_e(t)$; |
| Step 1:  | Identify the local maxima and minima in $r(t)$; |
| Step 2:  | Calculate the upper envelope defined by the maxima, and the lower envelope defined by the minima; |
| Step 3:  | Calculate the mean envelope $m(t)$; |
| Step 4:  | Set $h(t) = r(t) - m(t)$; |
| Step 5:  | If $h(t)$ is an IMF, go to next step. Otherwise, set $r(t) = h(t)$ and go back to step 1; |
| Step 6:  | Set $c_i(t) = h(t)$; $r(t) = r(t) - c_i(t)$; |
| Step 7:  | If $i = N$, define the IMF components as $c_1(t), \ldots, c_N(t)$, and the residue as $r(t)$. Otherwise, set $i = i + 1$ and go back to step 1. |

where $N$ is the total number of IMFs, which is defined here as $\log_2 N_s - 1$ [22], $N_s$ is the data length, and $r(t)$ is the residue.

The dominant IMF is identified through the comparison of the energy of the IMF signals ($E_{c_i}$) with the energy of the excitation force signal ($E_{f_e}$),

$$
E_{c_i} = \int_0^T |c_i(t)|^2 dt, \quad E_{f_e} = \int_0^T |f_e(t)|^2 dt,
$$

where $c_i(t)$ is the $i$-th IMF component. The dominant component $c_d(t)$ is the IMF with the highest $E_{c_i}/E_{f_e}$ ratio. Finally, the Hilbert transform (HT) is applied to $c_d(t)$ [17]:

$$
u_d(t) = \frac{P}{\pi} \int_{-\infty}^{\infty} \frac{c_d(\tau)}{t - \tau} d\tau,
$$

where $P$ indicates the Cauchy principal value. Then, the dominant IMF is represented as an analytic signal,

$$z_d(t) = c_d(t) + j\nu_d(t),
$$

with amplitude $\hat{A}_{\text{inr}}$, phase $\hat{\phi}_{\text{inr}}$, and instantaneous frequency $\hat{\omega}_{\text{inr}}$, respectively estimated as

$$\hat{A}_{\text{inr}}(t) = \sqrt{\nu_d^2(t) + \nu_d^2(t)}, \quad \hat{\phi}_{\text{inr}}(t) = \arctan\left(\frac{\nu_d(t)}{c_d(t)}\right),
$$

$$\hat{\omega}_{\text{inr}}(t) = \hat{\phi}_d(t).
$$

IV. Simulation results

A. Hydrodynamic parameters

The same heaving cylinder adopted in [8] is considered here. The cylinder has a radius of $r = 5$ m, draught $d = 4$ m, mass $m = 3.2 \times 10^3$ kg and resonance frequency $1.2$ rad/s. The hydrodynamic coefficients of the cylinder were computed using the boundary element solver WAMIT [23]. The added mass, radiation damping coefficients, and the frequency response of the excitation force are shown in [8].

B. Real sea elevation data

The wave data was collected in 2010 from a data buoy in the Belmullet wave energy test site, off the west coast of Ireland. The wave data, provided by the Irish Marine Institute, consists of wave elevation records of 30 minutes sampled at 1.28 Hz.

Six wave elevation records (referred as sea states S1-S6), with different spectral distribution, were selected for our study. Figure 3 illustrates the wave spectra of the sea states, and
Table III shows the significant wave height ($H_s$), the peak frequency ($\omega_p$), the energy frequency ($\omega_e$), and the mean centroid frequency ($\omega_1$) of the spectra. The statistical parameters $H_s$, $\omega_e$, and $\omega_1$ are respectively calculated as: $H_s = 4\sqrt{m_0}$, $\omega_e = m_0/m_1$, $\omega_1 = m_0/m_1$, where $m_n = \int_0^\infty \omega^n S(\omega) d\omega$ is the spectral moment of order $n$. $\omega_p$ is the frequency at which the wave spectrum is maximum.

Figure 4 shows the spectral density of the excitation force for the selected sea states. Some of the high frequency waves are filtered out by the transfer function $H_s(\omega)$, as can be noted from Figure 3. The filtering characteristics are defined by the shape of the floating body, so that the excitation force spectra are characteristic of the cylinder adopted in this study.

Table III shows the significant wave height ($H_s$), peak frequency ($\omega_p$), energy frequency ($\omega_e$), and mean centroid frequency ($\omega_1$) of the selected sea states.

|       | S1       | S2       | S3       | S4       | S5       | S6       |
|-------|----------|----------|----------|----------|----------|----------|
| $H_s$ | 1.26     | 1.43     | 1.18     | 1.29     | 1.42     | 1.62     |
| $\omega_p$ | 0.52     | 1.22     | 0.52     | 0.57     | 0.74     | 0.93     |
| $\omega_e$ | 0.59     | 0.94     | 0.80     | 0.80     | 0.90     | 0.97     |
| $\omega_1$ | 0.70     | 1.18     | 1.13     | 1.18     | 1.06     | 1.08     |

C. Time-frequency estimation by EKF, FLL and HHT

1) Superposition of two regular waves: In order to illustrate how the estimated excitation force frequency differs according to the method adopted, firstly we consider a simple incident wave defined as the superposition of two regular waves: $\zeta(t) = 2\cos(2\pi ft) + \cos(2\pi ft)$. The energy frequency and the mean centroid frequency of the excitation force spectra are, respectively, $\omega_{e,f} = 0.94$ rad/s and $\omega_{1,f} = 0.96$ rad/s.

Figure 5 illustrates the excitation force frequency estimated by the EKF, FLL, and HT. The Hilbert spectrum shows that the instantaneous frequency varies from 0.92 to 1.4 rad/s, with the highest energy content (highest amplitude) in the lowest frequency. The EKF tracks a single frequency (0.96 rad/s) which represents the mean centroid frequency of the excitation force spectrum, and the mean frequency estimated by the FLL (0.93 rad/s) is close to the energy frequency of the spectrum. The frequency estimated by the EKF is nearly constant, while the tracking frequency dynamics of the FLL depends mainly on the selection of the parameters $\kappa$ and $\gamma$. To ensure high frequency selectivity, and accurate direct and quadrature components within frequency range 0.6 to 1 rad/s, $\kappa$ is set to $\sqrt{2}$ and $\gamma = 0.16$, as discussed in [12].

2) Sea Elevation Data: Table IV shows the energy and mean centroid frequencies of the excitation force spectra, and the mean frequencies estimated by the studied methods for sea states S1 to S6. It can be noted that the mean values of the frequencies estimated by the EKF converge to the mean centroid frequency of the spectra, while the mean frequency values of the FLL converge to the energy frequency of the spectra. However, the mean values estimated by the HHT have no correlation with the statistical parameters obtained from the spectra. As has been remarked by Huang et al. [24], frequency in the Hilbert spectrum has a different meaning from Fourier spectral analysis. In Fourier spectral analysis, the existence of energy at a frequency means that a component of a sine (or a cosine) wave persisted through the entire time range of the data, whereas in the Hilbert spectrum the wave representation is local and the exact time of such oscillation is given [24].

The estimated frequencies for sea states S1 and S2 are illustrated in Figure 6. From the Hilbert spectrum of the first IMF, it can be noted that the frequency ranges 0.5 – 0.6 rad/s, and 0.6 – 0.8 rad/s, have the highest energy content, respectively, for S1 and S2. Such frequency values coincide with...
Fig. 6. Frequency estimated (rad/s) by the EKF, FLL, and HHT for (a) S1 and (b) S2. The plots in the bottom represent the Hilbert spectrum of the first IMF.

### TABLE IV

ENERGY FREQUENCY ($\omega_c$), MEAN CENTROID FREQUENCY ($\bar{\omega}_c$) OF THE EXCITATION FORCE SPECTRA, AND MEAN VALUES OF THE ESTIMATED FREQUENCIES ($\bar{\omega}_{EKF}$, $\bar{\omega}_{FLL}$, $\bar{\omega}_{HHT}$). FREQUENCIES IN RAD/S.

|   | S1 | S2 | S3 | S4 | S5 | S6 |
|---|----|----|----|----|----|----|
| $\omega_c$, rad/s | 0.54 | 0.59 | 0.56 | 0.72 | 0.82 | 0.76 |
| $\bar{\omega}_c$, rad/s | 0.55 | 0.63 | 0.59 | 0.86 | 0.87 | 0.73 |
| $\bar{\omega}_{EKF}$, rad/s | 0.56 | 0.75 | 0.65 | 0.60 | 0.78 | 0.88 |
| $\bar{\omega}_{FLL}$, rad/s | 0.53 | 0.63 | 0.57 | 0.55 | 0.70 | 0.80 |
| $\bar{\omega}_{HHT}$, rad/s | 0.62 | 1.01 | 0.80 | 0.73 | 0.90 | 0.97 |

the estimates from the EKF and FLL, but the HHT method identifies the time at which such oscillations occur. Notice that the HHT analysis returns nine IMFs, and the first IMF is the dominant component in all studied cases, as shown in [8].

#### D. Effect of the estimated frequency on the control strategy

In order to limit the body excursions to 2.5 m for the studied cases, the PTO force of the PC ([7]) and each term of the RC in (10) is limited to $\pm 500$ kN.

1) Passive Control: The performance of the WEC is illustrated in Figures 7 and 8 for the cases when the PC strategy adopts the EKF, FLL, or HHT methods to estimate the excitation force frequency for sea states S1 to S6 (section IV-C2).

For all the studied cases, tuning the damping with frequency estimates from the HHT gives greater energy capture than tuning with EKF and FLL. The highest improvement is of a factor of 1.27 when HHT is compared to EKF, or 1.37 when compared to FLL, for sea state S2. Moreover, the lowest differences in the CWR is obtained for S1. Such behaviour can be explained by the different energy spectral distributions of both sea states. S1 is characterized by a narrowband spectrum with a single dominant swell (low frequency waves generated in other locations), with the energy concentrated in a narrow band of frequencies. However, S2 is characterized by a two-peak spectrum with mixed wind-sea (high frequency waves generated by the local wind) and swell conditions, with the energy spread over a wider band of frequencies than S1. In such a case, a method that calculates the wave-to-wave frequency is more beneficial for PC than a method that gives a

dominant sea state frequency. Nevertheless, the PTO rating and the maximum PTO required for the HHT frequencies are also higher than for the EKF and FLL, especially for S2 (Fig. 8).

Fig. 7. CWR under PC tuned at frequencies from the EKF, FLL, and HHT.

Fig. 8. WEC performance under PC (a) Peak-to-average power ratio (b) Maximum PTO force required.
realistic scenario: an average energy improvement of 1.13 is obtained when the HHT is compared to the EKF, or 1.23 when compared to the FLL. Although the PTO rating varies from a factor of 7 to 10 for all frequency estimation methods, the ratio of average reactive power and absorbed power are much higher for the HHT, reaching almost 14% (Fig. 10b) for the studied cases.

In order to illustrate the effect of the frequency estimates on the variables of the system, for the constrained RC, Figure 11 shows samples of time-series simulation, and Figure 12 shows the absorbed and the reactive energy over a 30-min simulation for sea states S1-S2. It can be noted that, for sea state S2, the reactive energy required for the RC, tuned with HHT frequency estimates is much higher than the FLL or EKF cases. In such a case, the HHT reactive power represents about 4.2% of the total power, whereas the FLL reactive power is about 0.7%. Nevertheless, the absorbed power is 18% greater with the HHT than with the FLL.

E. Discussion

In the EKF, a sinusoidal extrapolation method is used to model the excitation force as a monochromatic harmonic process, with varying amplitude and frequency. Thus, the EKF follows a single dominant frequency. Simulation results have shown that the estimated EKF frequency tracks the mean centroid frequency of the excitation force spectrum. The performance of the SOGI-FLL depends mainly on the appropriate selection of two design parameters: $\kappa$ and $\gamma$. Such parameters define the bandwidth of the adaptive filter and the FLL tracking frequency dynamics [15]. For the FLL, it has been shown that the mean estimated frequency converges to the energy frequency of the excitation force spectrum.

The HHT calculates the instantaneous frequency of the excitation force by decomposing the signal into a number of IMF components. Here, we have chosen only the IMF component with the highest energy content. This component has a wider bandwidth than the estimates from the EKF or
the HHT approach. The frequency bandwidth of this IMF can also explain why tuning the controllers with these estimates result in the greatest energy absorption.

As expected, the PTO rating for PC is higher with the HHT than with the EKF, or FLL, in most of the cases. However, for the constrained RC, the greatest PTO rating does not indicate the greatest energy absorption. The average value of the PTO rating is about the same for all methods. Still, the greatest energy absorption, obtained with the HHT, also requires the greatest amount of reactive energy.

Here we have assumed the wave excitation force is known completely over the simulation interval. Both the EKF and FLL methods give an online estimate of the frequency, provided that an estimate of the excitation force is available. In the HHT method, we have adopted an off-line EMD algorithm, but a few implementation studies on the HHT have proposed real-time EMD algorithms, see, e.g., [25].

V. CONCLUSION

This paper has shown how different frequency estimation methods, used for controller tuning purposes, impact the energy absorbed by the WEC, the PTO rating and the required reactive power during the conversion process. The effect of the estimation methods on the WEC performance depend on the control strategy employed, the PTO system constraints, and the local wave spectrum.

For a control strategy that relies on the information of a dominant frequency component, such as the schemes in [7] and [13], the EKF or FLL should be adopted. The mean frequency estimated by such methods converges, respectively, to the mean centroid frequency or the energy frequency of the spectrum. Moreover, if the sea state is characterized by a narrowband spectrum, the benefit of adopting a method that estimates the wave-to-wave frequency is relatively small.

By adopting a method that estimates the instantaneous frequency of the excitation force (the HHT), an average improvement in the energy absorbed of about 18% is obtained over the EKF and FLL methods, for the constrained reactive control strategy. For passive control, an average improvement of 16% is also obtained for the HHT. The greatest improvements of the HHT over the other methods are obtained for broadband spectra. In contrast to the EKF and FLL methods, where the bandwidth is narrow and the frequency estimates oscillate around a dominant frequency component, the HHT frequency estimates cover a wider range, and the location of the dominant frequency component is identified.

In this study, the first IMF component is adopted for the HHT approach. The frequency bandwidth of this IMF component could be narrowed by applying techniques that deal with mode mixing in EMD. Such an approach will be explored in future studies.
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