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Abstract

We propose the use of non-parametric, graph-based tests to assess the distributional balance of covariates in observational studies with multi-valued treatments. Our tests utilize graph structures ranging from Hamiltonian paths that connect all of the data to nearest neighbor graphs that maximally separates data into pairs. We consider algorithms that form minimal distance graphs, such as optimal Hamiltonian paths or non-bipartite matching, or approximate alternatives, such as greedy Hamiltonian paths or greedy nearest neighbor graphs. Extensive simulation studies demonstrate that the proposed tests are able to detect the misspecification of matching models that other methods miss. Contrary to intuition, we also find that tests ran on well-formed approximate graphs do better in most cases than tests run on optimally formed graphs, and that a properly formed test on an approximate nearest neighbor graph performs best, on average. In a multi-valued treatment setting with breast cancer data, these graph-based tests can also detect imbalances otherwise missed by common matching diagnostics. We provide a new R package `graphTest` to implement these methods and reproduce our results.

1 Introduction

In studies of causal effects, balancing the covariate distributions in each treatment group is essential for unbiased estimates. For example, in a study of the effects of smoking on medical expenditures, multiple smoking behaviors are possible: there may be never smokers, former smokers, and current smokers. To estimate the relative effects of the different exposures, we would like the groups to be balanced by various demographic characteristics such as age, race, and income. Distributional balance is expected by design in randomized control trials (RCT) for both measured and unmeasured confounders, but conducting a RCT is often not possible because of either cost or ethical restrictions, as would be the case in such a study of smoking. Instead, researchers are left to rely on observational studies to answer their causal questions.

If the number of covariates is few and the covariates have a small number of discrete levels, obtaining exact matches between treatment groups may be possible, thereby achieving exact distributional balance. However, such simple settings are rarely found in practice. This problem can be further compounded in the multi-valued treatment setting when there are more groups to match. Achieving distributional balance in such multi-valued treatment settings then relies on adjustments via methods such as propensity score matching (Rosenbaum and
Rubin, 1983) or cardinality matching (Zubizarreta et al., 2014). Intuitively, these methods work by matching units that are close in terms of some covariate distance, which will make the distributions more similar between the treatment groups. But how do we know when the distributions between treatment groups are similar enough to proceed?

To answer this question, investigators typically consider univariate assessments of covariate balance. Such assessments can include assessing the mean of each covariate by treatment group before and after matching and a corresponding test for the difference of these means (Stuart, 2010). Other authors run a Kolmogorov-Smirnov test (Kolmogorov, 1933; Smirnov, 1948) for each covariate (Zubizarreta, 2012; Diamond and Sekhon, 2013). However, these methods will not generally diagnose differences in the joint covariate distribution between treatment groups.

Instead, we seek a way to identify differences in the joint distributions between the multiple groups after matching is completed—in other words, whether the observational study fails to approximate a randomized experiment in terms of observed covariate balance. Several common methods of assessing distributional balance such as likelihood ratio tests or examining the distribution of the propensity scores (Rosenbaum and Rubin, 1985) require having correct probability models for the data. Unfortunately, these data models are rarely known in practice.

Fortunately, there are several non-parametric tests applicable to the multi-valued treatment setting and the ones we consider involve forming a graph-like structure on the data. Some work involves ranking the data in some fashion such that the observations are ordered in a one-dimensional space and hence form a graph (Bhattacharya, 2019). Puri and Sen (1966), for example, consider a ranks-based test that uses the data ranks for each individual covariate in a Kruskal-Wallis test (Kruskal and Wallis, 1952) while Chenouri and Small (2012) use data-depth—measuring how far each observation is from the overall sample mean in terms of Mahalanobis distance—to calculate another ranks based test. Marozzi (2014) also uses a rank-based test to simultaneously examine location and scale changes. Rather than ranks, work by Mukherjee et al. (2020) instead forms a non-bipartite graph and extends the crossmatch test of Rosenbaum (2005) to multi-valued treatments.

In this vein, we consider several graphs structures on the data that range from Hamiltonian paths connecting all of the data into a single graph to kNN graphs. Hamiltonian paths are graphs that connects all of the observations in a dataset but with the constraint that each observation is only visited once. If we imagine the path as a highway, we will see all of the observations along the highway, but there is no way to see the old points we have visited without turning around—in graph terminology, there are no cycles. There are many such paths through the data under this broad definition, but we will define the shortest of such possible paths as the optimal Hamiltonian path. Under this graph, if the distributions vary between treatment groups we expect units from the same distribution to be closer to each other along the path.

For nearest neighbor graphs, the goal is not to find a path but to find matches—i.e., neighbors—that are close to each other in terms of a distance metric. This can be done in a way that allows for overlap between matched sets or
in a way that forces those matched sets to be disjoint. In both types of nearest neighbor graphs, if the distributions vary between treatment groups, we expect observations from the same treatment group to be connected more frequently to each other than to observations from different treatmentes.

Several methods use these graphs for two-sample testing. In Hamiltonian paths, Biswas et al. (2014) use the Wald-Wolfowitz runs test (Wald and Wolfowitz, 1940) along the path to test for distributional similarity in the two-sample setting. For nearest neighbor graphs, the crossmatch test of Rosenbaum (2005) creates non-overlapping kNN graphs for \( k = 1 \) and counts the number of matches that occur across samples. Recent work by Chen and Small (2020) develops a similar test on greedy kNN graphs that instead counts the number of times nearest neighbors come from the same sample.

Unfortunately, there has not been much work extending these particular graph-based tests to the multisample setting. As previously mentioned, Mukherjee et al. (2020) extend Rosenbaum’s crossmatch test to the multisample setting, but similar examples exist neither for Hamiltonian paths nor for greedy nearest neighbor graphs. In addition, the empirical performance of these methods is unclear in practice, and to our knowledge, there is no readily available computational implementation of these methods.

To bridge these gaps with matched samples, we offer four contributions. First, we develop similar extensions for tests along the Hamiltonian path. Second, we provide a multisample extension to the nearest neighbor test of Chen and Small. Third, we conduct an extensive simulation study of these tests in a variety of settings, finding that the kNN test outperforms others. Fourth, we implement all of these tests into the new R package \texttt{graphTest}.

Next, we briefly describe our setting in Section 2, give a motivating example in Section 3, and describe how we construct and perform tests on the graphs in Section 4. Then we provide results from simulations and a case study in Sections 5 and 6, respectively. Finally, Section 7 concludes.

## 2 Setting

Suppose we have covariate data from \( G \) treatment groups: \( \{X_1^{(1)}, \ldots, X_{n_1}^{(1)}\}, \ldots, \{X_1^{(G)}, \ldots, X_{n_G}^{(G)}\} \) with \( n_1 + n_2 + \cdots + n_G = N \). These groups could arise from sampling from different populations or because observations from the same population have chosen different treatments. As such, our goal is to see if after matching or some other adjustment, we can successfully evaluate if the distribution in each group is the same—i.e. \( H_0 : F_1 = F_2 = \cdots = F_G \).

Constructing graph-based tests studied in this work requires a notion of closeness between units and a way to denote which units are connected. We define \( D \) as the pairwise distance matrix between all points in the sample with entries \( D_{ij} = d(X_i, X_j), \forall i \neq j, i, j \in \{1, ..., N\} \), for some distance \( d : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}_+ \). Further, let \( M \) be a matrix whose entries indicate whether unit \( i \) is connected to unit \( j \). If unit \( i \) is connected to unit \( j \), then \( M_{ij} = 1 \). Otherwise, \( M_{ij} = 0 \).
Figure 1: One draw of the covariates before and after matching with cardinality matching targeting the means of each group to the overall sample mean. Open circles in the second plot denote observations that were dropped from the sample because they were unmatched. The lines denote the regression of $X_2$ on $X_1$ which will be equal to the scaled correlation between the variables for centered covariates. Tick marks are the means in each group for the respective covariate. We can see the means are balanced but some imbalance remains in the correlations between the variables. This figure appears in color in the electronic version of this article.

3 Motivating example

To better understand this setting and the challenges it presents, we now consider a small example where individuals can choose one of three treatments. Our setting has only two confounders, $X_1, X_2 \sim \mathcal{N}(0, 1)$ and we then generate a treatment indicator $Z \sim \text{Categorical}(p)$, where $p = (p_1, p_2, p_3)^\top$, $p_i = \frac{\exp(n_i)}{\sum_{j=1}^3 \exp(n_j)}$ and $n_1 = 0.1X_1 - 0.1X_2 - X_1X_2$, $n_2 = -0.2X_1 + 0.2X_2 + 0.5X_1^2$, $n_3 = -0.1X_1 + 0.2X_2 - 2X_1X_2$. We set the sample size to $N = 150$.

Typically, researchers will not know the true treatment-assignment mechanism and we emulate this situation in our setup. We use cardinality matching (Zubizarreta et al., 2014) to balance first moments between each group and the overall sample mean but ignore the covariate functions $X_2^2$ and $X_1X_2$ necessary to capture the true propensity score model. Matching towards the overall sample means will target the average treatment effects for the whole sample (de los Angeles Resa and Zubizarreta, 2016; Bennett et al., 2020). We use the R package designmatch (Zubizarreta et al., 2018) and set the parameters of the matching such that the group means should differ from the sample mean by no more than 0.1 standard deviations. The results of such a matching for one draw of the data is shown in Figure 1.

The covariate balance before and after matching for this draw in Table 1 would indicate that the matching was a success. Further, the absolute standardized mean difference, defined here as $\frac{1}{3} \sum_{g=1}^3 \frac{|X_g - \bar{X}|}{\sqrt{\text{Var}(X)}}$, also indicates that all groups are within 0.1 standard deviations of the sample mean on average, and $F$ tests for differences in means fail to reject the null hypothesis that the group means are the same.
Before matching & After matching

| Cov. | Sample | Group 1 | 2 | 3 | Std. Diff | p        | Group 1 | 2 | 3 | Std. Diff | p        |
|------|--------|---------|---|---|-----------|----------|---------|---|---|-----------|----------|
| $X_1$ | 0.02   | 0.15    | 0.06 | -0.11 | 0.10      | 0.49     | 0.09    | 0.06 | -0.04 | 0.05      | 0.85     |
| $X_2$  | -0.12  | -0.67   | -0.05 | 0.13  | 0.27      | 0.00     | -0.21  | -0.05 | -0.03 | 0.08      | 0.78     |

Table 1: Table of mean balance before and after mixed integer program matching for one sample. Data were matched to obtain group means within 0.1 standard deviations to the mean of the overall sample mean. 

Unfortunately, the matching model misses two important features of treatment selection: $X_2$ and $X_1X_2$. Running this experiment 1000 times, we see that while standardized differences of means $X_1$ and $X_2$ are well balanced on average, the other covariate functions are not (Figure 2a). Similarly, univariate tests of covariate means are insufficient to diagnose the statistically significant deviations in the other covariate functions (Figure 2b). Clearly, we need an omnibus test to diagnose failure without having to check every possible covariate moment.

With this goal in mind, we now examine some graph-based tests that may offer a solution.

4 Structures, algorithms, and tests

This section considers two graph structures: Hamiltonian paths and nearest neighbor graphs. For each, we describe the graph structures, the algorithms to construct them, and the tests that we will run on these structures. Throughout, we will use the motivating example of the previous section for exposition in our figures.
4.1 Hamiltonian paths

As stated previously, Hamiltonian paths are graphs through the data where each point is visited once and the starting and ending points are not the same. A Hamiltonian cycle is similar except that the starting and ending points are the same. Optimal Hamiltonian cycles are typically known in the literature as the Traveling Salesman Problem or TSP (Dantzig et al., 1954).

4.1.1 Algorithms

There are a variety of ways to construct Hamiltonian paths. We present three algorithms to do so in order of increasing speed and decreasing optimality (Figure 3).

Our optimal algorithm is the Concorde solver of Applegate et al. (2003). Unfortunately, Concorde requires integer distances, which forces us to transform $D$ and risk either the loss of precision or numeric overflow in order to preserve accuracy. Despite these concerns, the Concorde solver still finds optimal paths on the moderately sized problems considered in this paper and does so much faster than a brute-force integer programming solution.

The next solution we consider comes from an application of Kruskal’s algorithm (Kruskal, 1956). Using the pairwise distance matrix $D$, we add edges in a greedy fashion starting with the two observations with the shortest pairwise distance. Then we sequentially add the next closest unit to the end of the path until we construct a full Hamiltonian path. While not optimal globally, this path will be more optimal locally for some subset of observations.

The final algorithm is a sorting algorithm based on the Hilbert space-filling curve (Hilbert, 1891). The idea is to construct a Hilbert space-filling curve until it forms a Hamiltonian path through the data. This method also prescribes an ordering to the data points, and for this reason, the method is called Hilbert sorting. Since the constructed path is deterministic, Hilbert sorting is incredibly fast—successfully sorting 10 million observations in about 20 seconds on a circa 2018 laptop—but the path is no where close to optimal globally or locally. To perform this sorting method, we use the implementation freely available from The CGAL Project (2021) with an R interface relying on the approxOT package (Dunipace, 2022).

4.1.2 Test statistics

After path construction, the Hamiltonian path forms a one-dimensional radon measure on the manifold created by the corresponding graph (Biswas et al., 2014). Due to this one dimensional nature, the Hamiltonian path will admit a variety of one-dimensional statistics and corresponding tests. In this work we will consider two such tests: the ranks of observations along the Hamiltonian path and the runs of observations from the same treatment group (Kolmogorov, 1933; Smirnov, 1948; Birnbaum and Hall, 1960; Mood, 1940).

For these quantities, we consider two general forms of tests. The first form is an extremum test—either a
minimum or maximum—that looks at the probability of observing the most extreme group under \( H_0 \): \( S = (S_1, S_2, ..., S_G)^\top \) is the vector of statistics and \( T_l = \min(S) \) or \( T_u = \max(S) \) are the corresponding test statistics. The second test has the form of a Wald test—that is, given \( \Sigma = \text{Var}(S) \), and \( \mu = \mathbb{E}(S) \), then \( T_w = (S - \mu)^\top \Sigma^{-1}(S - \mu) \).

The probabilities of these test statistics will naturally depend on the distributions of the statistics \( S \), which are often asymptotically Gaussian. Under a Gaussian distribution, the extremum can easily be calculated from the \texttt{mvtnorm} package in R (Genz et al., 2020). Meanwhile, \( T_w \sim \chi^2_{\nu} \), where \( \nu \) is the degrees of freedom—typically \( G \) or \( G - 1 \)—with probabilities easily calculated in any statistical software.

Finally, we note that for the ranks-based tests, we will only consider the Wald test since the extremum test is...
4.2 Nearest neighbor graphs

Similar to Hamiltonian paths, nearest neighbor graphs construct groups that are close to each other in terms of their covariate distance, $D$. Also, nearest neighbor graphs can be constructed in an optimal or greedy way, as can be seen in Figure 4.

4.2.1 Algorithms

Optimal nearest neighbor graphs, also known as non-bipartite matching (NBM), minimizes the total distance between matches, which may lead to units that are not matched to their closest possible match, while the constraints force each unit to only be matched to one individual. Unlike the TSP, this problem is quick to solve for pairwise matching ($k = 1$), but for larger numbers of matches, the problem is NP-hard (Karp, 1972).

In contrast, the greedy formulation is quick to solve for any number of matches, $k \in \mathbb{N}, k > 0$. One simply takes the pairwise distance matrix $D$ and finds the $k$ nearest matches to the observation of interest. This is done with replacement so that matches are allowed to be shared across observations, unlike in NBM. More formally, the

---

Figure 4: Nearest neighbor graphs constructed by an optimal non-bipartite matching (left) or via a greedy nearest neighbor search with 12 nearest neighbors (middle and right). Data come from the matched sample of Figure 1. The greedy nearest neighbors only shows the graphs for two separate points for clarity. This figure appears in color in the electronic version of this article.
kNN problem is
\[
\min_{M \in \{0, 1\}} \sum_{i=1}^{n} \sum_{j \neq i} D_{ij} M_{ij}
\]
such that \(\sum_{j=1,j \neq i} M_{ij} = k\), \(\forall i \in \{1, \ldots, N\}\)
\[M_{ii} = 0, \quad \forall i \in \{1, \ldots, N\},\]

Fortunately, there are algorithms that efficiently compute the nearest neighbor graph without having to construct the full distance matrix. Several of these, such as the k-d tree (Bentley, 1975), are implemented in the R package FNN (Beygelzimer et al., 2019).

4.2.2 Test statistics

Unlike our tests along Hamiltonian paths, the tests on nearest neighbor graphs respect how the graphs are built. As such, we describe the corresponding statistics for NBM and kNN graphs separately. Also, we consider both extremum and Wald tests as above.

Crossmatch statistic The crossmatch statistic uses the structure of NBM to see how many observations are matched across treatment groups. Intuitively, if the null is true that \(F_1 = \cdots = F_G\), then we would expect there to be a high number of matches across groups (Rosenbaum, 2005; Mukherjee et al., 2020). For the crossmatch test, the extremum test is a minimum test since we expect individuals will be matched across groups less often than we would expect if \(H_0\) is false.

\(k\)-Nearest neighbors statistic We now present our multisample version of the statistic developed by Chen and Small (2020). For a greedy nearest neighbor graph, we look at each observation \(i\) and count how many of \(i\)'s nearest neighbors come from the same treatment group. Under the alternative, we would expect this number to be high since it would indicate observations from the same treatment group are more likely to be close to one another, which would indicate a difference between the distributions. If this happens more than we would expect under the null, we conclude the distributions are different.

More formally, define \(C_g = \sum_{i,j} M_{ij} I(Z_i = Z_j) I(Z_i = g), \forall g \in \{1, \ldots, G\}\), or the number of times units from group \(g\) are matched to other units from group \(g\). We then have the following lemma for \(C_g\).

Lemma 1. The expectation and variance of \(C_g\) are
\[
E(C_g) = k \frac{n_g (n_g - 1)}{N - 1}
\]

(1)
and

\[ \text{Var}(C_g) = \frac{n_g(n_g - 1)(N - n_g)(N - n_g - 1)}{N(N - 1)(N - 2)(N - 3)} \times \left( kN + 2J + \frac{n_g - 2}{N - n_g - 1} (2S + kN - k^2N) \right. \\
- \left. \frac{2}{N - 1} k^2N \right) \]  

(2)

The covariance of \( C_g \) and \( C_h \) for \( g \neq h \) is

\[ \text{Cov}(C_g, C_h) = \frac{n_g(n_g - 1)n_h(n_h - 1)}{N(N - 1)(N - 2)(N - 3)} \times \left( 2J - 2S + \frac{k^2N(N - 3)}{N - 1} \right), \]

(3)

where \( J = \sum_{i=1}^{N-1} \sum_{j=1}^{N} M_{ij}M_{ji} \) is the number of pairs of observations that are mutual nearest neighbors, and \( S = \sum_{i=1}^{N} \sum_{j=1}^{N-1} \sum_{l=j}^{N} M_{ij}M_{li} \) is the number of pairs of observations that share a nearest neighbor.

For a proof, see Web Appendix A. The basic idea is to sum over \( M \) and multiply by the probability that a given set of nodes come from group \( g \).

We now turn to the asymptotic distribution of the counts \( C_g \). In principle, we can use the exact permutation distribution to calculate the \( p \)-values of tests using this statistic; however, this is computationally very expensive so we do not do so in practice. Before proceeding, we note that Propositions 3.1 and 3.2 of Henze (1988) show that \( 2J/N \) and \( 2S/N \) converge to constants \( c_1 \) and \( c_2 \) that only depend on two things: the distance metric used to calculate the nearest neighbors and the dimension of the covariate space. Then we define \( U_g = \frac{C_g - \mu(C_g)}{\sqrt{\text{Var}(C_g)}} \) as the centered and scaled version of \( C_g \). This brings us to the asymptotic distribution of the \( U_g \).

**Theorem 1.** Under the permutation null distribution as \( N \to \infty \),

\[ (U_1, ..., U_G) \overset{\mathcal{L}}{\cong} N(0, \Omega), \]

with \( \Omega_{gg} = 1 \). For \( g \neq h \),

\[ \Omega_{gh} = \frac{p_g p_h}{(1 - p_g)(1 - p_h)} \frac{c_1 - c_2 + k^2}{\sqrt{t_g t_h}}, \]
where

\[ p_g = \lim_{n_e, N \to \infty} \frac{n_g}{N}, \]
\[ f_g = k + c_1 + \frac{p_g}{1 - p_g} (c_2 + k - k^2). \]

We provide a proof in Web Appendix A.

In practice, we utilize the finite sample correlations between counts

\[ \hat{\Omega}_{gh} = R_{gh} \frac{2J - 2S + k^2 \frac{N(N-3)}{N-1}}{\sqrt{\hat{f}(n_e)\hat{f}(n_h)}}, \]

with

\[ R_{gh} = \frac{\sqrt{n_g(n_g-1)n_h(n_h-1)}}{\sqrt{(N-n_g)(N-n_g-1)(N-n_h)(N-n_h-1)}} \]

and

\[ \hat{f}(n) = kN + 2J + \frac{n-2}{N-n-1}(2S + kN - k^2N) - \frac{2}{N-1}k^2N. \]

This will have \( \Omega_{gh} \) as its limit. Further, given the discrete nature of the counts, we utilize a continuity correction such that \( U_g = \frac{C_g - 0.5 - E(C_g)}{\sqrt{\text{Var}(C_g)}} \).

For the kNN statistics, the extremum test is a maximum based test since we expect that individuals will be matched to their own group more often if \( H_0 \) is false. The Wald test using the kNN statistic can be calculated by

\[ T_{\text{wald-knn}} = U^T \Omega^{-1} U \]
\[ T_{\text{wald-knn}} \sim \chi^2_G. \]

Finally, we note that the power of the tests based on the kNN statistic can be sensitive to the choice of \( k \). Bhattacharya (2019) finds that \( k \) should increase with the sample size in order for the test to be well-powered.

### 5 Simulation studies

We now present simulation results in a variety of settings. Note that we set \( k = \lfloor 0.1N \rfloor \) in each case where we use the kNN test.

In the first simulation study, we return to the motivating example from Section 3 to see if the new tests can correctly diagnose deviations from the null hypothesis that \( F_1 = \ldots = F_G \) missed by univariate tests. Then in the second simulation study, we utilize the settings of Mukherjee et al. (2020) to evaluate the performance of the graph-based tests. Overall, we find greedy paths and greedy nearest neighbor constructions perform better than their optimal counterparts while the kNN test performs best on average.
5.1 Motivating example, continued

Returning to the motivating example from Section 3, we again use cardinality matching to target distributional balance. As before, we use a misspecified setting that matches on $X_1$ and $X_2$ but misses the important covariate functions $X_2^2$ and $X_1X_2$, but this time we also add a well-specified setting that includes all relevant covariate moments. We again match treatment groups so that the group means on the selected covariate functions are within 0.1 standard deviations, and we still utilize 1000 experiments with a sample size of 150. For each experiment, we run the kNN and crossmatch tests on their corresponding graphs and the runs and ranks test on a greedy Hamiltonian path built via Kruskal’s algorithm. Our implementation of Kruskal’s algorithm relies on the TSP package developed by Hahsler and Hornik (2007) in R.

Figure 5 reveals that kNN and the runs test successfully detect distributional imbalance both initially and in the misspecified models. Of concern is that the crossmatch and ranks test also fail to correctly reject the null even at baseline in many cases.

5.2 Setting of Mukherjee et al. (2020)

For our second simulation study, we use the setting of Mukherjee et al. (2020). In their experiments, the authors use a multivariate Gaussian data and either change (1) the parameters of the distribution or (2) the structure of the problem. The distributions are always drawn from

$$X_1^{(g)}, \ldots, X_n^{(g)} \overset{iid}{\sim} N(\mu_g, \Sigma_g),$$
Table 2: The relative power of the Wald-like test to the extremum test for the listed algorithms. The results are with an increasing dimension of the covariate space and averaged across the location, scale, and correlation changes. The algorithms above the double line are ones used to construct Hamiltonian paths while those below the double line, non-bipartite matching (NBP) and k-nearest neighbors (kNN), are used to construct nearest neighbor graphs. The number of groups $G$ is held fixed at 5.

| Algorithm    | Dimension |
|--------------|-----------|
|              | 5 10 25 50 100 250 |
| Optimal      | 0.69 0.72 0.71 0.75 0.80 0.87 |
| Greedy       | 0.68 0.71 0.77 0.83 0.90 0.92 |
| Hilbert sort | 0.68 0.71 0.76 0.72 0.68 0.72 |
| NBP          | 1.44 1.54 1.50 1.52 1.42 1.38 |
| kNN          | 0.93 1.06 1.16 1.17 1.15 1.09 |

where $\mu_g \in \mathbb{R}^d$, $\Sigma_k \in \mathbb{R}^{d\times d}$, and $g \in \{1, \ldots, G\}$. We set $n_g = 50$ and run 1000 experiments in each setting.

(1) **Parameter values** We change the parameter values in one of three ways. The first is location changes $\mu_g = (g - 1)\delta \mathbf{1}_d$, with $\Sigma_g = \mathbf{1}_d$; the second is scale changes with $\mu_g = \mathbf{0}$ and $\Sigma_g = \{1 + (g - 1)\delta\} \mathbf{I}_d$; and the third is correlation changes with $\mu_g = \mathbf{0}$ and $\Sigma_g = (1 - \rho_g) \mathbf{1}_d + \rho_g \mathbf{1}_d \times \mathbf{1}_d$, $\rho_g = \frac{(g - 1)\delta}{g - 1}$, where $\mathbf{1}_d \times \mathbf{1}_d$ is a $d \times d$ matrix of ones, $\mathbf{1}_d$ is a $d$-length vector of ones, and $\mathbf{I}_d$ is a $d \times d$ identity matrix. In location change, we set $\delta \in \{0.04, 0.06, 0.08, 0.10, 0.12\}$; in scale changes and correlation changes, we set $\delta \in \{0.0, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30\}$.

(2) **Structure changes** For changes to the problem structure, we either change the dimension of the covariates—$d \in \{5, 10, 25, 50, 100, 250\}$—or the number of treatment groups—$G \in \{3, 4, 5, 6\}$. Also note that as we change the dimension of the covariates, we keep $G$ fixed at five and as we change the number of treatment groups, we keep $d$ fixed at 150.

Finally, we present results averaged across simulation settings in this section to help simplify results. To see a detailed presentation of the results for each setting, please see Web Figures 1–25.

5.2.1 Extremum versus Wald tests

As previously discussed, there are two ways we can construct our tests: either an extremum (max or min) or a Wald test. Ultimately, we find that extremum tests perform better in tests along Hamiltonian paths while the Wald tests perform better for the nearest neighbor graphs.

To simplify exposition, we average across parameter change settings and present the relative power of Wald tests as compared to extremum tests, that is $\frac{P(\text{reject } H_0 | \text{ Wald test})}{P(\text{reject } H_0 | \text{ extremum test})}$. Numbers greater than one indicate that the Wald test has higher power on average while numbers less than one indicate the extremum test has higher power for the given algorithm and structure.

Table 2 presents the average results for each graph structure as the covariate dimension is increased while holding the number of treatment groups fixed at $G = 5$. For the Hamiltonian path algorithms, the Wald tests have...
Treatments

| Algorithm      | 3    | 4    | 5    | 6    |
|---------------|------|------|------|------|
| Optimal       | 1.03 | 0.87 | 0.82 | 0.77 |
| Greedy        | 1.09 | 0.95 | 0.89 | 0.88 |
| Hilbert sort  | 1.59 | 1.06 | 0.71 | 0.56 |
| NBP           | 0.92 | 1.19 | 1.43 | 1.80 |
| kNN           | 1.30 | 1.21 | 1.15 | 1.06 |

Table 3: The relative power of the Wald-like test to the extremum test for the listed algorithms. The results are with an increasing number of treatments and averaged across the location, scale, and correlation changes. The algorithms above the double line are ones used to construct Hamiltonian paths while those below the double line, non-bipartite matching (NBP) and k-nearest neighbors (kNN), are used to construct nearest neighbor graphs. The number of covariates $d$ is held fixed at 150.

lower relative power for smaller covariate dimensions, with decreasing differences as the dimension of the problem increases. In contrast, for the nearest neighbor graphs, the Wald-like tests have higher power on average as the covariate dimension increases. Only kNN with 5 covariates bucks this trend.

Similarly, Table 3 shows the results as we change the number of groups. We note that the Wald tests have higher power for the Hamiltonian paths with three groups. However, this reverses as the number of groups increases and there seems to be a general trend that the extremum tests have higher relative power as we consider a larger numbers of groups.

In contrast, the nearest neighbor graph algorithms display higher power for the Wald tests in most cases; however, kNN and NBP display opposite trends in relative power as the number of groups increase. The kNN algorithm has a decreasing difference between the Wald and extremum tests as the number of groups increases; the NBP algorithm displays an increasing difference between the two tests as the number of groups increases with the Wald test having higher relative power.

5.2.2 Greedy paths perform better than optimal ones

We might assume a priori that the optimal Hamiltonian path will perform better than its greedy version because it is the shortest path through the data. Unfortunately, our experiments do not support this idea.

In Table 4, we present the results from changing the the dimension of the covariate space for our algorithms: optimal, greedy, and Hilbert sorting. For comparison purposes, we present results relative to the power of the tests on an optimal Hamiltonian path: \(\frac{P(\text{reject } H_0)}{P(\text{reject } H_0 | \text{optimal path})}\). As before, we average the results across parameter changes and present the average relative power for each path as we change the problem dimension, $d$, and number of treatment groups, $G$. On average, the greedy path does better than the optimal path, with increasing power as the dimension increases. In contrast, the Hilbert sort path displays increasing relative power as the dimension of the problem increases.

Similarly, in Table 5, we see that the relative power of tests on the greedy Hamiltonian path is consistently four times higher than tests on the optimal path found by Concorde. As before, the Hilbert sort path still has the lowest
Table 4: The relative power of the listed paths compared to the optimal path found by Concorde. The results are with an increasing dimension of the covariate space and averaged across the location, scale, and correlation changes as well as the results from the runs test and rank test. The number of groups \( G \) is held fixed at 5.

| Dimension | 5  | 10 | 25 | 50  | 100 | 250 |
|-----------|----|----|----|-----|-----|-----|
| Path      |    |    |    |     |     |     |
| Optimal   | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| Greedy    | 2.27 | 3.41 | 3.99 | 4.36 | 4.71 | 4.35 |
| Hilbert sort | 1.02 | 1.03 | 0.84 | 0.74 | 0.65 | 0.51 |

Table 5: The relative power of the listed paths compared to the optimal path found by Concorde. The results are with an increasing number of treatments and averaged across the location, scale, and correlation changes as well as the results from the runs test and rank test. The number of covariates \( d \) is held fixed at 150.

| Treatments | 3 | 4 | 5 | 6 |
|------------|---|---|---|---|
| Path       |   |   |   |   |
| Optimal    | 1.00 | 1.00 | 1.00 | 1.00 |
| Greedy     | 4.73 | 4.64 | 4.35 | 4.09 |
| Hilbert sort | 0.50 | 0.56 | 0.57 | 0.60 |

relative power, but this effect decreases as the number of groups increases.

5.2.3 The \( k \)-nearest neighbor test outperforms others

We now compare the two other graph-based tests—the multisample crossmatch and the kNN test—to the Kruskal-Wallis ranks and runs test ran on the greedy Hamiltonian paths. All power calculations are presented as relative to the power of the kNN test.

First, we examine the effect of increasing covariate dimension, \( d \), while holding the number of treatment groups fixed at \( G = 5 \). We can see in Table 6 that the kNN test outperforms the other tests, on average. There are a few cases where some of the other tests perform better—for example, in location changes with a small covariate dimension, the crossmatch and runs test can sometimes perform better. However, such effects are not observed as dimension continues to increase and are also not observed in settings where the covariance matrix varies by group.

Next, we examine the effect of changing the number of treatment groups, \( G \), while holding the covariate dimension fixed at \( d = 150 \). In Table 7, we see that again the kNN test has the highest relative power compared to any other test on average. For smaller numbers of groups, the runs test performs as well as the kNN test, but this effect diminishes as the number of groups continues to increase.

6 Case study

Our goal is to use matching to make the distributions in the respective treatment groups more similar to the overall sample distribution. We will then use our graph-based tests to see if univariate tests miss any distributional
Table 6: The relative power of the listed tests compared to the nearest neighbor test. The results are with an increasing dimension of the covariate space and averaged across the location, scale, and correlation changes. Nearest neighbor test uses 10% of the sample size as the number of nearest neighbors and the rank and runs test use a greedily constructed Hamiltonian path. The number of groups $G$ is held fixed at 5.

| Test               | Dimension |
|--------------------|------------|
|                    | 5  | 10 | 25 | 50 | 100 | 250 |
| Rank               | 0.61 | 0.64 | 0.68 | 0.69 | 0.72 | 0.76 |
| Runs               | 0.34 | 0.39 | 0.53 | 0.68 | 0.74 | 0.87 |
| Crossmatch         | 0.37 | 0.39 | 0.41 | 0.52 | 0.57 | 0.71 |
| Nearest Neighbor   | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |

Table 7: The relative power of the listed tests compared to the nearest neighbor test. The results are with an increasing number of treatments and averaged across the location, scale, and correlation changes. Nearest neighbor test uses 10% of the sample size as the number of nearest neighbors and the rank and runs test use a greedily constructed Hamiltonian path. The number of covariates $d$ is held fixed at 150.

| Test               | Treatments |
|--------------------|-------------|
|                    | 3 | 4 | 5 | 6 |
| Rank               | 0.75 | 0.72 | 0.73 | 0.77 |
| Runs               | 0.72 | 0.76 | 0.81 | 0.84 |
| Crossmatch         | 0.49 | 0.55 | 0.63 | 0.70 |
| Nearest Neighbor   | 1.00 | 1.00 | 1.00 | 1.00 |

differences. To do so, we use data from the 1987 National Medical Expenditures Survey data as collected by the TriMatch package in R (Breyer, 2017).

6.1 Data

The original survey included detail information about participants quantity and duration of smoking as pack-years, with one pack-year being defined as smoking one pack of cigarettes per day for one year. In our data, we include the following covariates: the individual’s age at the last survey, their gender, whether the individual identified as white, whether the individual attended college, whether the individual had ever been married, whether the individual fell into the low income category, and whether the individual always wore a seat belt. For the binary variables, we add a very small jitter to make matching easier for the software. Finally, we constructed a composite treatment variable based on smoking history as: 1 = never smoker, 2 = former smoker with less than 15 pack-years of smoking, 3 = former smoker with more than 15 pack-years of smoking, 4 = current smoker with less than 15 pack-years of smoking, and 5 = current smoker with more than 15 pack-years of smoking. The number of individuals in each treatment group is presented in Table 8.

6.2 Methods

We consider four forms of cardinality matching to achieve distributional balance. The first three forms of cardinality matching we use seeks to match individuals in each treatment group so that the group mean of each covariate is
Table 8: Sample size in each treatment group. Baseline is the data before any adjustment, and cardinality matching is done matching individuals in each treatment group to achieve means within the desired calipers of the overall sample means. (A) seeks matches on the first moments such that the means are within 0.05 standard deviations (S.D.), (B) matches on the first moments such that means are within 0.01 S.D., (C) matches on the first moments such that means are within 0.005 S.D., and (D) matches first moments within 0.005 S.D. and matches second to fifth moments within 0.025 S.D.

|          | Treatment 1 | Treatment 2 | Treatment 3 | Treatment 4 | Treatment 5 |
|----------|-------------|-------------|-------------|-------------|-------------|
| Baseline | 9804        | 2073        | 2003        | 2326        | 3146        |
| (A)      | 8456        | 1512        | 502         | 696         | 1365        |
| (B)      | 8065        | 1381        | 458         | 637         | 1247        |
| (C)      | 8018        | 1367        | 453         | 629         | 1234        |
| (D)      | 6460        | 1070        | 0           | 0           | 755         |

Table 8: Sample size in each treatment group. Baseline is the data before any adjustment, and cardinality matching is done matching individuals in each treatment group to achieve means within the desired calipers of the overall sample means. (A) seeks matches on the first moments such that the means are within 0.05 standard deviations (S.D.), (B) matches on the first moments such that means are within 0.01 S.D., (C) matches on the first moments such that means are within 0.005 S.D., and (D) matches first moments within 0.005 S.D. and matches second to fifth moments within 0.025 S.D.

within either 0.05, 0.01, or 0.005 standard deviations of the sample mean. We denote these as Card. Matching (A), (B), and (C), respectively. The fourth and final form targets first through fifth moments of the covariate distributions and we denote this form as Card. Matching (D). For all matching tasks, we set the maximum time at one hour.

To diagnose failures of distributional balance we utilize a couple of methods. First, we examine single covariate measures of distributional balance such as the standardized difference of means and the relevant tests for differences in means. We present this in table form for the first moments (see Table 9). Second, we utilize the graphical tests described in this work including the kNN test, the runs and ranks tests on greedy Hamiltonian paths, and the crossmatch test.

6.3 Results

We now look to see how various balance assessment methods diagnose a lack of distributional overlap. Table 9 displays the average of the absolute standardized differences in means between treatment group and the sample means for all covariate first moments, and in column 2 we see that there are some covariates with substantial differences between the sample mean and the group means, on average. After cardinality matching on the first moments with a 0.05 standard deviation caliper (columns 4 and 5 of Table 9), we see that the average absolute standardized difference in means between groups is within 0.1 standard deviations but all of the $p$-values are below 0.05. For a caliper of 0.01 (columns 6 and 7), the $p$-values are now above 0.05, which again holds true for a caliper of 0.005 standard deviations. After cardinality matching on the first through fifth moments (columns 10 and 11 of Table 9), the picture looks similar, though the $p$-values are slightly lower. From these metrics, we would conclude that sufficient balance has been achieved in most settings.

However, all is not well with the joint distributions. While most of the univariate tests looked fine after adjustment, almost none of the multivariate tests in Table 10 indicate that distributional balance has been achieved. For example, the kNN test (column 2) has $p$-values that are below numeric tolerance for tests of distributional balance at baseline and in cardinality matching on the first moments (Card. Matching A–C). Only matching on the first through the fifth moments achieves a non-significant $p$-value (Card. Matching D). A similar case holds for both the
runs test and the crossmatch test of Mukherjee et al. (2020). The ranks tests on the Hamiltonian path also achieves a non-significant p-value in Card. Matching (C) as well.

7  Summary and remarks

In this paper, we proposed multisample extensions to the Hamiltonian path testing of Biswas et al. (2014) and the nearest neighbor testing of Chen and Small (2020) and we evaluated these tests in a variety of settings. We considered various graph structures, algorithms to form these structures, and tests of distributional balance.

Findings  In our simulation studies, we found that the extremum test performs best for the runs statistic, while for the statistics on nearest neighbor graphs, the Wald tests perform best.

For both Hamiltonian paths and nearest neighbor graphs, we found in our simulation studies that approximate solutions—that is greedy Hamiltonian paths and the greedy nearest neighbor graphs—perform better than their optimal counterparts. We suspect that the approximate solutions do better locally and may have higher power in certain regions of the data to detect differences in distribution.
Overall, we found the kNN test on the approximate nearest neighbor graph to be the highest power test compared to various alternatives. The Hamiltonian path based tests performed slightly worse that the kNN test in most settings and the crossmatch test fared the worst. Of some concern, both the crossmatch test and the ranks test on a greedy Hamiltonian path missed the model misspecification in the motivating example, while the results in the other simulation studies in Section 5.2.3 are more mixed. Based on these results, we would recommend utilizing the kNN test to evaluate multivariate balance in settings with multi-valued treatments.

Our case study revealed how the univariate metrics typically used to assess balance fail to diagnose inadequate overlap in the joint distribution. Of some concern, we found that an exceedingly high number of moments were required to obtain non-significant tests for the overlap of the joint distribution.

Further research  One area that requires further exploration is that some settings may not require the strict distributional balance we are able to measure with the kNN test. Ultimately, balancing the conditional mean functions between treatment groups is sufficient since this will remove the bias in estimating treatment effects. For example, if the conditional mean function of the outcome $Y_i$ is $\mathbb{E}(Y_i \mid X_i, Z_i) = X_i^\top \beta + \alpha Z_i$, then ensuring balance on the first moments of the covariates would ensure unbiased estimation of the treatment effects determined by $\alpha$. However, since this conditional mean function is not known in practice, determining when sufficient balance has been achieved on the correct functions of the covariates remains a challenge.

Finally, there may be room to invert the kNN test as a method for achieving distributional balance. One could construct an optimization problem that seeks to minimize the test statistic of the kNN test in order to achieve distributional balance. This would be useful in observational settings where balance cannot be achieved through randomization.
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Web Appendix A  Proofs

A.1 Proof of Lemma 1

We define a function \( \sigma : \{1, \ldots, N\} \mapsto \{1, \ldots, N\} \) that permutes the ordering of the numbers. Then given a \( k \)-nearest neighbor graph, we permute the group labels \( Z \) keeping the matrix of \( k \)-nearest neighbors \( M \) fixed. Without loss of generality we focus first on group \( g = 1 \) and counts of nearest neighbors in the same group \( C_1 \). With all summations taken from 1 to \( N \), the expected number of counts under this distribution is

\[
\mathbb{E}(C_1) = \mathbb{E}\left[ \sum_{i,j} M_{ij} \mathbb{I}(\sigma(i) = 1, \sigma(j) = 1) \right]
\]

\[
= \sum_{i,j} M_{ij} \mathbb{E}\left[ \mathbb{I}(\sigma(i) = 1, \sigma(j) = 1) \right]
\]

\[
= \sum_{i,j} M_{ij} \mathbb{P}(\sigma(i) = 1, \sigma(j) = 1)
\]

\[
= \sum_{i,j} M_{ij} \mathbb{P}(\sigma(j) = 1 | \sigma(i) = 1) \mathbb{P}(\sigma(i) = 1)
\]

\[
= \sum_{i,j} M_{ij} \frac{n_1 - 1}{N - 1} \frac{n_1}{N}
\]

\[
= k m \frac{n_1 - 1}{N - 1}
\]

To calculate the variance, we first need the second moment of the distribution. As a reminder, \( J \) is the number of pairs of observations that are mutual nearest neighbors and \( S \) is the number of pairs of observations that share
nearest neighbors. The expectation of the second moment is

\[ \mathbb{E}(C_1^2) = \mathbb{E} \left( \sum_{i,j} M_{ij} \mathbb{I}(Z_{\sigma(i)} = 1, Z_{\sigma(j)} = 1) \right)^2 \]

\[ = \mathbb{E} \left( \sum_{i,j,l,r} M_{ij} M_{lr} \mathbb{I}(Z_{\sigma(i)} = 1, Z_{\sigma(j)} = 1, Z_{\sigma(l)} = 1, Z_{\sigma(r)} = 1) \right) , \]

which can be split into a few cases,

\[ = \sum_{i,j; i \neq j} [M_{ij}^2 + M_{ij} M_{ji}] \mathbb{P}(Z_{\sigma(i)} = 1, Z_{\sigma(j)} = 1, Z_{\sigma(i)} = 1, Z_{\sigma(r)} = 1) \]

\[ + \sum_{i,j,l; i \neq j \neq l} [M_{ij} M_{jl} + M_{ij} M_{li} + M_{ij} M_{jl} + M_{ij} M_{lj}] \mathbb{P}(Z_{\sigma(i)} = 1, Z_{\sigma(j)} = 1, Z_{\sigma(l)} = 1) \]

\[ + \sum_{i,j,l,r; i \neq j \neq l \neq r} M_{ij} M_{lr} \mathbb{P}(Z_{\sigma(i)} = 1, Z_{\sigma(j)} = 1, Z_{\sigma(l)} = 1, Z_{\sigma(r)} = 1) \]

\[ = \frac{n_1 n_1 - 1}{N N - 1} \sum_{i,j; i \neq j} [M_{ij}^2 + M_{ij} M_{ji}] \]

\[ + \frac{n_1 n_1 - 1}{N N - 1} \frac{n_1 - 2}{N - 2} \sum_{i,j,l; i \neq j \neq l} [M_{ij} M_{jl} + M_{ij} M_{li} + M_{ij} M_{jl} + M_{ij} M_{lj}] \]

\[ + \frac{n_1 n_1 - 1}{N N - 1} \frac{n_1 - 2}{N - 2} \frac{n_1 - 3}{N - 3} \sum_{i,j,l,r; i \neq j \neq l \neq r} M_{ij} M_{lr} \]

\[ = \frac{n_1 n_1 - 1}{N N - 1} (kN + 2J) \]

\[ + \frac{n_1 n_1 - 1}{N N - 1} \frac{n_1 - 2}{N - 2} \left( Nk^2 - Nk + 2Nk^2 - 4J + 2S \right) \]

\[ + \frac{n_1 n_1 - 1}{N N - 1} \frac{n_1 - 2}{N - 2} \frac{n_1 - 3}{N - 3} \left( N^2 k^2 - 3Nk^2 + 2J - 2S \right). \]

Then the variance is simply

\[ \text{Var}(C_1) = \mathbb{E}(C_1^2) - \mathbb{E}^2(C_1). \]

The same arguments can be applied to any group \( g \in \{1, ..., G\} \).

Without loss of generality, now we take \( C_1 \) and \( C_2 \). The covariance between these two counts relies on the cross moment
which is then used to calculate the covariance, $\text{Cov}(C_1, C_2) = \mathbb{E}(C_1 C_2) - \mathbb{E}(C_1) \mathbb{E}(C_2)$. This applies to any $C_g, C_h$ for all $g, h \in \{1, ..., G\}$ where $g \neq h$.

A.2 Proof of Theorem 1

We now provide a proof of the asymptotic normality of the scaled and centered version of the nearest neighbor counts. Our proof relies on the techniques of Chen and Small (2020), which in turn relies on the proof techniques of Chen and Zhang (2013) and Chen and Friedman (2017).

Before proceeding, we offer a plan for the proof. Our goal is to prove that the asymptotic distribution permutation null for nearest neighbor counts is Gaussian with the desired expectation and variance. To do this, we utilize the bootstrap distribution of treatment assignments and then show that the counts go to a Gaussian distribution in the limit through a Cramér-Wold device (Cramér and Wold, 1936). This Cramér-Wold device in turn relies on Stein’s Method (Stein, 1972) to show that the linear combination of variables from the bootstrap null converges to a Gaussian. Finally, we will show that there is an equivalence between the bootstrap and permutation random variables, such that the asymptotic distribution of the permutation null will also be Gaussian.

Define the bootstrap null distribution such that each observation has probability $p_g = n_g / N$ of being assigned to group $g$ for all $g \in \{1, ..., G\}$, which will give $n_B g$ observations in treatment group $g$. The permutation null will be equivalent to the bootstrap null when $n_B g = n_g$ for each group. The expectation and variance under the unconditional bootstrap distribution are

$$
\mathbb{E}_{B}(C_g) = kNp_g^2
$$
\[ \text{Var}_B(C_g) = p_g^2(1 - p_g)^2 \left[ kN + 2J + \frac{p_g}{1 - p_g} (kN + 2S + 3Nk^2) \right]. \]

Define \( \mu_B^g = \mathbb{E}_B(C_g) \) and \( \sigma_B^g = \text{Var}_B(C_g) \). Then the standardized counts under the bootstrap are

\[ W_g = \frac{C_g - \mu_B^g}{\sigma_B^g} \]

and the standardized number of treated individuals in each group are

\[ W_{G+g} = \frac{n_{G+g} - n_g}{\sqrt{Np_g(1 - p_g)}} \]

for \( g \in \{1, \ldots, G - 1\} \), where \( W_{2G} \) is not included since it is linearly dependent on the other group sizes. Finally, we define the vector

\[ \mathbf{W} = \begin{pmatrix} W_1 & W_2 & \cdots & W_G & W_{G+1} & \cdots & W_{2G-1} \end{pmatrix}^T. \]

We now show that \( \mathbf{W} \) converges to a Gaussian. To do so, we use the Cramér-Wold device, which says that \( \mathbf{W} \) has a multivariate Gaussian distribution if \( \overline{W} = \sum g a_g W_g \) is distributed as a univariate Gaussian for any combination of \( a_1, \ldots, a_g \) such that \( \text{Var}_B(\overline{W}) > 0 \). To show this convergence in distribution, we use Stein’s method which says that if \( \sup_{h \in \text{Lip}(1)} | \mathbb{E}_B h(\overline{W}) - \mathbb{E} h(V) | = 0 \), then \( \overline{W} \) and \( V \) have the same distribution.

**Lemma A.** As \( N \to \infty \), \( \mathbf{W} \) converges to a multivariate Gaussian distribution.

**Proof of Lemma A.** First, we need to define some extra notation to use relevant theoretical results. Let \( \mathcal{G} \) be the graph \( \{ e = (i, j) : X_j \) is the nearest neighbor of \( X_i \} \) and

\[ F_e = \{ e \} \cup \{ e' \in \mathcal{G} : e' \text{ and } e \text{ share a node} \}, \]

\[ H_e = F_e \cup \{ e'' \in \mathcal{G} : \exists e' \in F_e, \text{ such that } e'' \text{ and } e' \text{ share a node} \}. \]

\( F_e \) is the subgraph in \( \mathcal{G} \) that is connected to edge \( e \) while \( H_e \) is the subgraph in \( \mathcal{G} \) connecting to any edge in \( A_e \). Write \( |\mathcal{G}| \) to denote the total number of edges in \( \mathcal{G} \).

For an observation \( i \in \{1, \ldots, N\} \), let \( T_i = 1 \) if it is assigned to treatment group 1 under the bootstrap distribution, \( T_i = 2 \) if it is assigned to treatment group 2, and so forth up to treatment group \( G \). For an edge \( e = (e^+, e^-) \), where \( e^- \) is the nearest neighbor of \( e^+ \), write \( T_e = G + g \) if both \( e^- \) and \( e^+ \) are both assigned to the same treatment group \( g \in \{1, \ldots, G\} \).
Define

\[ \xi_e = a_1 \frac{\mathbb{I}(T_e = G + 1) - p_1^2}{\sigma_1^2} + a_2 \frac{\mathbb{I}(T_e = G + 2) - p_2^2}{\sigma_2^2} + \cdots + a_G \frac{\mathbb{I}(T_e = G + G) - p_G^2}{\sigma_G^2} \]

\[ \xi_i = a_{G+1} \frac{\mathbb{I}(T_i = 1) - p_1}{\sqrt{N}p_1(1-p_1)} + \cdots + a_{2G-1} \frac{\mathbb{I}(T_i = G - 1) - p_{G-1}}{\sqrt{N}p_{G-1}(1-p_{G-2})} \]

Then \( W = \sum_{e \in \mathcal{G}} \xi_e + \sum_{i=1}^N \xi_i \). Let \( a = \max(|a_1|, |a_2|, \ldots, |a_{2G-1}|) \) and let \( p = \min(p_1, \ldots, p_G) \), this means that \( \xi_i \leq a/\sqrt{Np(1-p)} \) and \( |\xi_e| \leq a/(\rho(1-p)\sqrt{kN}) \). Write \( A = \frac{a}{\sqrt{Np(1-p)}} \) and \( B = \frac{a}{\rho(1-p)\sqrt{kN}} \). Define \( \mathcal{I} = \{1, \ldots, N\} \cup \{e \in \mathcal{G}\} \) as the index of all edges and nodes.

Further, let

\[ A_i = \{e \in \mathcal{G}_i \} \cup \{i\}, \]

\[ B_i = \{e \in \mathcal{G}_i, 2 \} \cup \{\text{nodes in } \mathcal{G}_i\}, \]

where \( \mathcal{G}_i \) is the subgraph of \( \mathcal{G} \) that contains edges associated with \( X_i \) and \( \mathcal{G}_i, 2 \) is the subgraph that contains edges associated with at least one node in \( \mathcal{G}_i \). Also define

\[ A_i^c = \{j \in \mathcal{I} : j \notin A_i\} \text{ and } \xi_{A_i} = \{\xi_j : j \in A_i\}. \]

Finally, for \( e = (e^+, e^-) \), let

\[ A_e = F_e \cup \{e^+, e^-\}, \]

\[ B_e = H_e \cup \{\text{nodes in } A_e\}. \]

Then \( A_i \) and \( B_i \) satisfy Assumption 1, as do \( A_e \) and \( B_e \).

**Assumption 1** (LD2, p. 133, Chen et al., 2011). For each \( i \in \mathcal{I} \), there exists \( A_i \subset B_i \subset \mathcal{I} \) such that \( \xi_i \) is independent of \( \xi_{A_i^c} \) and \( \xi_{A_i} \) is independent of \( \xi_{B_i^c} \).

We write for \( i \in \mathcal{I} \)

\[ \eta_i = \sum_{j \in A_i} \xi_j \text{ and } \tau_i = \sum_{j \in B_i} \xi_j. \]

Since Assumption 1 holds, by Theorem 4.13 of Chen et al. (2011) for \( V \sim \mathcal{N}(0, 1) \),

\[ \sup_{h \in \text{Lip}(1)} |\mathbb{E} B h(W) - \mathbb{E} h(V)| \leq \delta, \]
for

\[
\delta = \frac{1}{\sqrt{\text{Var}_B(W)}} \left( 2 \sum_{i \in I} (\mathbb{E} |\xi_i \tau_i| + |\mathbb{E}(\xi_i \eta_i)| \mathbb{E} |\tau_i|) + \sum_{i \in I} \mathbb{E} |\xi_i \eta_i|^2 \right)
\]

\[
\leq \frac{1}{\sqrt{\text{Var}_B(W)}} \left( 5 \sum_{i \in I} A^3 (|G_i| + 1)(|G_i;2| + |G_i| + 1) + 5 \sum_{e \in G} B^3 (|F_e| + 2)(|H_e| + |F_e| + 1) \right)
\]

\[
\leq \frac{1}{\sqrt{\text{Var}_B(W)}} \left( 10A^3 \sum_{i \in I} (|G_i| + 1)(|G_i;2| + 1) + 45B^3 \sum_{e \in G} |F_e||H_e| \right)
\]

Note that for \( e = (i,j) \), we have \( G_i, G_j \subseteq F_e \) and \( G_{i;2}, G_{j;2} \subseteq H_e \), which means \((|G_i| + 1)(|G_{i;2}| + 1) \leq (|F_e| + 1)(|H_e| + 1)\).

For each node \( i \) we can randomly pick an edge that has node \( i \) as one of the end points, and thus each edge can be picked at most twice in the graph since each edge has only two end points. Thus,

\[
\sum_{i=1}^{N} (|G_i| + 1)(|G_{i;2}| + 1) \leq 2 \sum_{e \in G} (|F_e| + 1)(|H_e| + 1) \leq 8 \sum_{e \in G} |F_e||H_e|.
\]

Similarly,

\[
\frac{A}{B} = \sqrt{p(1-p)k} > 0.
\]

Therefore,

\[
\delta \leq \frac{85A^3}{\sqrt{\text{Var}_B(W)}} \frac{1}{(Np(1-p))^{3/2}} \sum_{e \in G} |F_e||H_e|.
\]

By Corollary S1 of Bickel and Breiman (1983), \( \sup_{0 \leq j \leq N} \sum_{i=1}^{N} M_{ij} \leq C \), for a positive constant \( C \). This means \( |F_e| \leq C + 1 \) and \( |H_e| \leq (C + 1)^2 \). This means that \( \sum_{e \in G} |F_e||H_e| = O(|G|) = O(N) \) and \( \delta \to 0 \) as \( N \to \infty \). Thus, \( \sup_{h \in \text{Lip}(1)} \mathbb{E}_B h(W) - \mathbb{E} h(V) \to 0 \) and \( W \) converges to a multivariate Gaussian.

Now we are ready to prove Theorem 1.

**Proof of Theorem 1.** Let \( \mathbb{E}(C_g) = \mu_g^o \) be the expectation of \( C_g \) under the permutation null and similarly let \( \text{Var}(C_g) = (\sigma_g^o)^2 \) be the variance under the permutation null for \( g \in \{1, \ldots, G\} \). As a reminder,

\[
U_g = \frac{C_g - \mu_g^o}{\sigma_g^o},
\]

and note that

\[
U_g = \frac{\sigma_B}{\sigma_g} \left( W_g + \frac{\mu_B^o - \mu_g^o}{\sigma_B} \right).
\]

By Lemma A, \( W \) converges to a multivariate Gaussian distribution. This means that \( W_1, \ldots, W_G | W_{G+1} = \).
$0, ..., W_{2G-1} = 0$ will also have a multivariate Gaussian as its limiting distribution. Therefore, \((U_1, ..., U_G)^\top\) also converges to a multivariate Gaussian since it is a linear transformation of \((W_1, ..., W_G)^\top\) when we condition on the event \(n_g^B = n_g\).

The asymptotic expectation of \((U_1, ..., U_G)^\top\) is 0 since

\[
\lim_{N \to \infty} \frac{\mu_g^B - \mu_g^P}{\sigma_g^B} = \lim_{N \to \infty} \frac{kp_g^2 N - kN \frac{n_g(n_g-1)}{N(N-1)}}{\sigma_g^B} = \lim_{N \to \infty} \frac{kp_g^2 - kp_g \frac{n_g-1}{N}}{\sigma_g^B / N} = 0.
\]

This implies that \(U_g\) has the same asymptotic expectation as the \(W_g\) which is also 0. The variance of the \(U_g\) is 1 since we divide by the standard deviation of the counts. Finally, the empirical correlation is

\[
\hat{\Omega}_{gh} = \frac{\sqrt{n_g(n_g-1)n_h(n_h-1)}}{\sqrt{(N-n_g)(N-n_g-1)(N-n_h)(N-n_h-1)}} \frac{2J - 2S + k^2 \frac{N(N-3)}{N-1}}{\sqrt{\hat{f}(n_g)\hat{f}(n_h)}},
\]

with

\[
\hat{f}(n) = kN + 2J + \frac{n - 2}{N - n - 1} (2S + kN - k^2 N) - \frac{2}{N - 1} k^2 N.
\]

If we let \(N \to \infty\), then the asymptotic correlation is

\[
\Omega_{gh} = \frac{p_g p_h}{(1 - p_g)(1 - p_h)} \frac{c_1 - c_2 + k^2}{\sqrt{f_g f_h}},
\]

where

\[
c_1 = \lim_{N \to \infty} \frac{2J}{N}, \quad c_2 = \lim_{N \to \infty} \frac{2S}{N}
\]

and

\[
f_g = k + c_1 + \frac{p_g}{1 - p_g} (c_2 + k - k^2).
\]
Web Appendix B  Mukherjee et al. simulations

This section presents the detailed results for the Mukherjee et al. (2020) simulation settings. As described in Section 5.2, we either change (a) location parameters, (b) scale parameters, or (c) correlation parameters while also varying (i) covariate dimension or (ii) number of treatment groups. The first set of tests examine the power of optimal paths while the second set of tests compare path tests to the two other graph based tests. All data are drawn from multivariate Gaussian distributions with possibly different mean vectors and different covariance matrices.

B.1  Extremum versus Wald tests

Here we present detailed results comparing a extremum (max or min) tests to Wald-like tests of $F_1 = \cdots = F_G$. Overall, the extremum tests seem to have higher power for the tests along Hamiltonian paths, while the Wald tests have higher power for the tests on nearest neighbor graphs.

B.1.1  Increasing covariate dimension

We increase covariate dimension, $d$ to see how this affects the power of extremum tests (max or min) as compared to Wald-like tests. First, we examine the path-based tests using the Mood runs test.

![Figure 1: Location change with changing covariate dimension: $\mu_k = (g - 1)\delta$ where $g$ is the group number. Comparison of minimum statistic tests (extremum) to Wald-like tests for various paths using the Mood runs test.](image-url)
Figure 2: Scale change with changing covariate dimension: $\sigma_g^2 = 1 + (g - 1)\delta$ where $g$ is the group number. Comparison of minimum statistic tests (extremum) to Wald-like tests for various paths using the Mood runs test.

Figure 3: Correlation change with changing covariate dimension: $\rho_g = (g - 1)\delta / (G - 1)$ where $g$ is the group number. Comparison of minimum statistic tests (extremum) to Wald-like tests for various paths using the Mood runs test.
Then we examine the effect of using the extremum tests on the nearest neighbor graphs. For the crossmatch test, the comparison is between a minimum-based extremum test and a Wald-like test while for the kNN test the comparison is between a maximum-based extremum test and a Wald-like test.

Figure 4: Location change with changing covariate dimension: $\mu_g = (g - 1) \delta$ where $g$ is the group number. Comparison of extremum tests to Wald-like tests for the non-bipartite matching (NBP) and k-nearest neighbor (kNN) graphs.
Figure 5: Scale change with changing covariate dimension: \( \sigma_g^2 = 1 + (g-1)\delta \) where \( g \) is the group number. Comparison of extremum tests to Wald-like tests for the non-bipartite matching (NBP) and k-nearest neighbor (kNN) graphs.

Figure 6: Correlation change with changing covariate dimension: \( \rho_g = (g-1)\delta / (G-1) \) where \( g \) is the group number. Comparison of extremum tests to Wald-like tests for the non-bipartite matching (NBP) and k-nearest neighbor (kNN) graphs.
B.1.2 Increasing number of treatment groups

Now, we increase the group number, $G$ to see how this affects the power of extremum tests (max or min) as compared to Wald-like tests. As before, we first examine the path-based tests using the Mood runs test.

\[
\mu_g = (g - 1)\delta
\]

where $g$ is the group number. Comparison of minimum statistic tests (extremum) to Wald-like tests for various paths using the Mood runs test.

**Figure 7:** Location change with changing number of treatment groups: $\mu_g = (g - 1)\delta$ where $g$ is the group number. Comparison of minimum statistic tests (extremum) to Wald-like tests for various paths using the Mood runs test.
Figure 8: Scale change with changing number of treatment groups: $\sigma^2_g = 1 + (g - 1)\delta$ where $g$ is the group number. Comparison of minimum statistic tests (extremum) to Wald-like tests for various paths using the Mood runs test.

Figure 9: Correlation change with changing number of treatment groups: $\rho_g = (g - 1)\delta/(G - 1)$ where $g$ is the group number. Comparison of minimum statistic tests (extremum) to Wald-like tests for various paths using the Mood runs test.
For the crossmatch test on a non-bipartite (NBP) graph, the comparison is between a minimum-based extremum test and a Wald-like test, while for the kNN test on the kNN graph, the comparison is between a maximum-based extremum test and a Wald-like test.

Figure 10: Location change with changing number of treatment groups: \( \mu_g = (g - 1)\delta \) where \( g \) is the group number. Comparison of extremum tests to Wald-like tests for the non-bipartite matching (NBP) and k-nearest neighbor (kNN) graphs.
Figure 11: Scale change with changing number of treatment groups: $\sigma^2_g = 1 + (g - 1)\delta$ where $g$ is the group number. Comparison of extremum tests to Wald-like tests for the non-bipartite matching (NBP) and k-nearest neighbor (kNN) graphs.

Figure 12: Correlation change with changing number of treatment groups: $\rho_g = (g - 1)\delta/(G - 1)$ where $g$ is the group number. Comparison of extremum tests to Wald-like tests for the non-bipartite matching (NBP) and k-nearest neighbor (kNN) graphs.
B.2 Optimal versus greedy paths

This section presents the detailed graphical results from Section 5.2.2. From these simulations, the optimal paths do slightly better in location changes but perform much worse in changes to the covariance of the data (scale and correlation changes).

B.2.1 Increasing covariate dimension

We increase covariate dimension, \( d \) to see how this affects the power of the optimal, greedy, and Hilbert sort constructed Hamiltonian paths.

![Graph showing location change with changing covariate dimension](image)

**Figure 13:** Location change with changing covariate dimension: \( \mu_g = (g - 1)\delta \) where \( g \) is the group number. Rank refers to the Kruskal-Wallis test and Runs refers to the Mood runs test.
Figure 14: Scale change with changing covariate dimension: \[ \sigma_g^2 = 1 + (g - 1)\delta \] where \( g \) is the group number. Rank refers to the Kruskal-Wallis test and Runs refers to the Mood runs test.

Figure 15: Correlation change with changing covariate dimension: \[ \rho_g = (g - 1)\delta / (G - 1) \] where \( g \) is the group number. Rank refers to the Kruskal-Wallis test and Runs refers to the Mood runs test.
B.2.2 Increasing number of treatment groups

Similar to changes in covariate dimension, the optimal paths perform slightly better in location changes as we increase the group size but does much worse in changes to the scale and correlation.

Figure 16: Location change with changing number of treatment groups: $\mu_g = (g - 1)\delta$ where $g$ is the group number. Rank refers to the Kruskal-Wallis test and Runs refers to the Mood runs test.
Figure 17: Scale change with changing number of treatment groups: \( \sigma_g^2 = 1 + (g - 1)\delta \) where \( g \) is the group number. Rank refers to the Kruskal-Wallis test and Runs refers to the Mood runs test.

Figure 18: Correlation change with changing number of treatment groups: \( \rho_g = (g - 1)\delta/(G - 1) \) where \( g \) is the group number. Rank refers to the Kruskal-Wallis test and Runs refers to the Mood runs test.
B.3 Evaluation of tests

In this section we provide detailed graphical results from Section 5.2.3. In most settings, the \( k \)-nearest neighbor test outperforms other tests. Based on the results from the previous section, we only use the Hamiltonian path constructed via Kruskal's algorithm (greedy).

B.3.1 Increasing covariate dimension

We increase covariate dimension, \( d \) to see how this affects the power of the tests under consideration.

![Graph showing power vs. \( \delta \) for different values of \( d \).](image)

**Figure 19:** Location change with changing covariate dimension: \( \mu_g = (g - 1)\delta \) where \( g \) is the group number. Rank refers to the Kruskal-Wallis test, Runs refers to the Mood runs test, Crossmatch is the multisample crossmatch, and Nearest neighbor is the multisample \( k \)-nearest neighbor test presented in this paper.
Figure 20: Scale change with changing covariate dimension: $\sigma^2_a = 1 + (g - 1)\delta$ where $g$ is the group number. Rank refers to the Kruskal-Wallis test, Runs refers to the Mood runs test, Crossmatch is the multisample crossmatch, and Nearest neighbor is the multisample $k$-nearest neighbor test presented in this paper.
Figure 21: Correlation change with changing covariate dimension: \( \rho_g = (g - 1)\delta / (G - 1) \) where \( g \) is the group number. Rank refers to the Kruskal-Wallis test, Runs refers to the Mood runs test, Crossmatch is the multisample crossmatch, and Nearest neighbor is the multisample \( k \)-nearest neighbor test presented in this paper.
B.3.2 Increasing number of treatment groups

We increase the number of treatment groups, \( G \), to see how this affects the power of the tests under consideration.

Figure 22: Location change with changing number of treatment groups: \( \mu_g = (g - 1)\delta \) where \( g \) is the group number. Rank refers to the Kruskal-Wallis test. Runs refers to the Mood runs test, Crossmatch is the multisample crossmatch, and Nearest neighbor is the multisample \( k \)-nearest neighbor test presented in this paper.
Figure 23: Scale change with changing number of treatment groups: $\sigma^2_g = 1 + (g - 1)\delta$ where $g$ is the group number. Rank refers to the Kruskal-Wallis test, Runs refers to the Mood runs test, Crossmatch is the multisample crossmatch, and Nearest neighbor is the multisample $k$-nearest neighbor test presented in this paper.
Figure 24: Correlation change with changing number of treatment groups: $\rho_g = (g - 1)\delta/(G - 1)$ where $g$ is the group number. Rank refers to the Kruskal-Wallis test, Runs refers to the Mood runs test, Crossmatch is the multisample crossmatch, and Nearest neighbor is the multisample $k$-nearest neighbor test presented in this paper.
B.4 Power of \(k\)-Nearest neighbor test with increasing \(k\)

We also performed a quick check of the power of the \(k\)-nearest neighbor test as we increase \(k\) in the scale change setting of Section 5.2 holding the number of covariates \(d = 10\) and number of groups \(G = 5\). We see in Figure 25 that the power of the test does increase with \(k\), verifying the results of Bhattacharya (2019). For a detailed description of the simulation setup in this setting, see Section 5.2.
Figure 25: Power of $k$-nearest neighbor test with increasing $k$ in a scale change setting.
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