Differences between oculomotor and perceptual artifacts for temporally limited head mounted displays
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Abstract
We used perceptual and oculomotor measures to understand the negative impacts of low (phantom array) and high (motion blur) duty cycles with a high-speed, AR-like head-mounted display prototype. We observed large intersubject variability for the detection of phantom array artifacts but a highly consistent and systematic effect on saccadic eye movement targeting during low duty cycle presentations. This adverse effect on saccade endpoints was also related to an increased error rate in a perceptual discrimination task, showing a direct effect of display duty cycle on the perceptual quality. For high duty cycles, the probability of detecting motion blur increased during head movements, and this effect was elevated at lower refresh rates. We did not find an impact of the temporal display characteristics on compensatory eye movements during head motion (e.g., VOR). Together, our results allow us to quantify the tradeoff of different negative spatiotemporal impacts of user movements and make subsequent recommendations for optimized temporal HMD parameters.
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1 INTRODUCTION

A naturally illuminated scene emits a continuous stream of light to our eyes (e.g., Figure 1, top row). In contrast, a reproduction of that same scene on a display emits discontinuous periods of light presented at some frequency (typically defined as display refresh rate) and illuminated for some time (typically defined in absolute units of persistence [msec] or frame-proportional units of duty cycle [%]). Though intended to give the impression of continuity, this temporally limited presentation of light to the user can violate the expectations of the perceptual system and result in perceptual artifacts, depending on the violations. For example, overall low refresh rate can result in perceived flicker. For example, in early motion picture technology, 24 fps frames would be shuttered three times leading to an effective frame presentation frequency of 72 Hz—eliminating visible flicker for most viewers. Pixel persistence properties can lead to blur due to smear, or motion, as well as issues like judder. This is especially challenging for HMDs due to the display requirements needed to account for motion from head and eye-in-
headmovement—resulting in various spatiotemporal artifacts for virtual objects.

Displays with limited refresh rate in combination with longer duty cycles (high persistence) can induce the strong percept of motion blur. This is especially prominent during smooth rotations of the eye such as pursuit (when following a moving object with the eye) or under the vestibulo-ocular reflex (when counter-rotating the eyes during head movements to maintain stable fixation). During the vestibulo-ocular reflex (VOR), the image on the HMD has to be continually updated to appear stable in space. However, the limited temporal sampling leads to long presentations of a static image, where each illuminated pixel is smeared across different receptors on the retina during the rotation of the eyes (see bottom row of Figure 1). This smearing results in a blurry object percept that can impact dynamic visual acuity.

To eliminate visible motion blur during head motion, HMDs typically operate under short duty cycles (e.g., less than ~10% of the frame time). However, as shown by previous literature, short duty cycles during saccadic eye movements—fast movements to direct the gaze to relevant objects in the visual field—can introduce a perceptual artifact often referred to as phantom array or strobing. Phantom arrays manifest as several illusory copies of the displayed content across the visual field. These presumably occur because the sparse, high spatial frequency, input of the display is spread out across the retina through discrete time intervals during saccades. The spread of the relevant information across the retina then cannot be integrated into a continuous percept (see Figure 1 middle row).

Although the temporally limited nature of HMDs is problematic for the visual experience, these limitations might also be problematic for saccadic eye movement control, whose primary function is to bring targets of interest from the retinal periphery into the high acuity fovea. For motion blur during VOR, the oculomotor problem is obvious: if the retinal image blurs with head movements, in addition to seeing a blurry image, the user may have trouble maintaining fixation on a virtual object in the world due to the induced retinal motion from persistence-driven blur (driving eye movements in the direction opposite the VOR movement). Thus, any oculomotor effects due to this additional retinal blur would be apparent in the measured VOR gain, the ratio of eye, and head velocity during movement.

The potential oculomotor problems associated with phantom array are less obvious, as pre-, trans-, and post-saccadic visual processing is less understood and an area of active research. However, there are multiple potential mechanisms that are relevant for saccade control that could be affected by the temporally limited nature of the visual input. During target selection, less clearly defined targets, for example, due to low contrast or increased spatial uncertainty, related to less accurate saccades. Also, remapping mechanisms, which are thought to be involved in our impression of perceptual continuity during saccades, rely on spatially and temporally accurate estimates of the eye’s current and future positions relative to the incoming visual input. Although saccades are classically thought to be ballistic, even during flight, online adjustments of saccades are possible due to changes in retinal target position in flight. By effectively adding multiple target positions to the retinal projection, phantom arrays might trigger such a correction mechanism.

Less accurate or otherwise altered oculomotor targeting may have negative consequences on a user’s ability to resolve fine details of displayed information due to an unpredicted and potentially more eccentric position.
of the target on the retina. Such increased eye movement errors might require additional corrective movements, which could lead to longer visual processing times for otherwise simple visuomotor tasks, such as reading. To our knowledge, it is currently unknown whether the temporal limitations of HMDs impact eye movement control.

The choice of optimal temporal HMD properties therefore presents a natural optimization problem: What refresh rate and duty cycle minimize both perceptual and any potential visuomotor impacts of motion blur and phantom arrays? Although there is already some research on the perceptibility of each of the individual artifacts, there is currently no systematic investigation of the tradeoff between the two as a function of temporal display properties. Thus, understanding how these properties influence the appearance of motion blur and phantom array and if, by extension, these spatiotemporal artifacts influence eye movement control is an important step for virtual (VR) and augmented reality (AR) HMD development.

2 | METHODS

We conducted two experiments to study the effect of HMD refresh rate and duty cycle on perceived eye movement-induced phantom arrays and head movement-induced motion blur, respectively. The first experiment quantified both the detectability of phantom array artifacts and any changes to saccadic eye movement behavior. Under the same temporal display conditions as experiment one, the second experiment quantified the perception of motion blur during natural head movements. Together, these two experiments allowed us to systematically evaluate the perceptual and visuomotor tradeoffs of temporal HMD properties during typical user eye and head movements.

2.1 | Apparatus

We constructed a high-speed (max refresh rate ~9 kHz), digital micromirror digital light-projection display (DMD, DLP9000X from Texas Instruments) with 50/50 see-through binocular viewing optics (two STAR CORE systems from Vialux, with custom machined fittings), which produces monochrome, binary images from an LED light source (CBT-90 green LED from Luminous with peak at 532 nm and bandwidth of 530–535 nm). Because traditional DLP displays present different image greyscales sequentially using subframes, we avoided confounding contouring artifacts due to eye movements during this presentation scheme by limiting our visual stimuli to 1-bit luminance, similar to other persistence investigations using DLP-DMD displays. Therefore, we used a single subframe per stimulus presentation. Additionally, eliminating higher-bit subframes had the added benefit of providing greater temporal resolution (i.e., higher refresh rates and lower duty cycles) for our display system. This setup allowed us to simulate an additive AR display, with a wide range of possible refresh rates and duty cycles. The pixel pitch of the display was 2.5 arcmin (through a polymer-on-glass diffuser layer from RPC with a grain size ~1 μm), and we used 1,024 * 576 pixel images. The resulting field of view of the display was 43 * 25 deg of visual angle and had a focal plane of 0.5 D (2 m). The display was attached to a 1 deg of freedom rotational stage with a high-resolution quadrature angular encoder (from US Digital with 25,000 counts-per-revolution, giving ~0.9 arcmin steps). We used this during experiment 2 to track the current position of the head in the apparatus and feed the signal back to the display rendering pipeline for the presentation of stimuli that appear fixed in the world. In addition, eye tracking with a 500-Hz sampling frequency was provided by Eyelink II (from SR Research) cameras. In order to maintain a constant eye-camera relative position, we used an individualized bite bar with quick-setting dental putty. When looking through the display, participants faced a projection screen, which was independently illuminated by a VPixx ProPixx projector (from VPixx Technologies) mounted above the display.

In order to compare the results across experiments the simulated display properties were the same for both experiments. We varied the refresh rate in three steps (90, 180, or 240 Hz) and the duty cycle of the display in eight steps (5%, 10%, 15%, 20%, 40%, 60%, 65%, and 75%). Note that despite constant duty cycles across the different refresh rates, because the duty cycle is a proportion of frame duration given a certain refresh rate (~11.1 ms for 90 Hz, ~5.6 ms for 180 Hz, and ~4.2 ms for 240 Hz), the time the display was illuminated per frame (the persistence) did vary across refresh rates. Stimuli with higher duty cycle emitted more light and are therefore perceived as brighter and easier to detect. We controlled for this by measuring the brightness of the stimuli with a Konica Minolta CS-160 luminance meter (Konica Minolta Sensing Americas, Inc.) and produced a constant 10:1 contrast for all different conditions by adjusting the background brightness accordingly.

2.2 | Procedure

We recruited a total of 25 participants for the two experiments (six identifying as female, 19 identifying as male, ages 21–44). Fourteen took part in experiment 1 and 16 took part in experiment 2. Each had normal or
corrected-to-normal visual acuity and reported no known neurological disorders. Participants were briefed and shown demos with the kind of artifacts to expect at the beginning of the respective experiment and performed practice trials to get used to the task.

Experiment 1. The task in experiment 1 was to look a target cross (1 deg in diameter\(^1\)) at varying positions on the screen. After the cross appeared at two position a Landolt C (gap of 5 arcmin randomly in one of the four cardinal directions, diameter 25 arcmin) appeared at a third position and participants had to judge the orientation of the gap. At the end of each trial, participants reported whether they perceived the phantom array artifact at any moment during the trial. To increase the sensitivity for seeing the phantom array artifact, in addition to the targets we added square frames around the target (2 deg wide with single-pixel edge widths) and otherwise-irrelevant crosses throughout the visual field (see Figure 1, middle panel).

At the beginning of each trial, participants saw a central target and started the trial via button press. The first target appeared either 5 deg to the left or the right of the initial central fixation cross. The target stayed visible for a random time between 750 and 1500 ms and then stepped 20 deg into the opposite direction. It remained visible for a different random duration between 750 and 1500 ms. Afterwards, the discrimination target appeared at random horizontal position in a distance between 21 and 25 deg. We randomized this position to guard against memory-evoked, and not-visually-evoked, saccades. We constrained the presentation time of the target to 50 ms after the gaze had crossed the midline of the screen and displayed a random noise mask immediately afterwards to eliminate the potential effect of retinal afterimages. The mask disappeared after 300 ms and participants had to indicate the orientation of the gap by pressing one of the four arrow keys. Due to the small gap size and time constraints, the discrimination task was sensitive to any changes in oculomotor behavior.

One block consisted of 72 trials (3 refresh rates * 8 duty cycles * 3 repetitions per combination). In each block, we additionally added 10 random trials, where we presented five trials with 90 Hz and 5% duty cycle and five trials with 240 Hz and 75% duty cycle but used a background brightness that was randomly modulated by a factor of 2 or 5 either up for 5% duty cycle or down for 75% duty cycle. These trials where not part of the analysis and were only added in an attempt to decorrelate brightness and duty cycle to force participants to not base their judgments on the brightness of the background. One block lasted roughly 15 min and participants completed between 3 and 10 blocks.

Experiment 2. The task in experiment 2 was to perform head movements while fixating a central target and compare which of two sequentially presented stimuli was blurrier. We used comparable stimuli as in experiment 1 (see Figure 1, right panel); however, this time the target always stayed world-locked and in the center of the image. In one trial, participants saw both stimuli for 3 s each. During the 3 s, participants were instructed to move their head roughly 30 deg to one side, then to the respective other side, and back to the center. Auditory signals indicated the start and end of the interval, allowing participants to maintain a consistent velocity profile through self-pacing. One of the two stimuli was always a standard stimulus (11% duty cycle, 1000 Hz refresh rate), which led to the percept of no motion blur. The second stimulus was the test stimulus which varied with the same pairs of refresh rate and duty cycle as the stimuli in experiment 1. The test-standard interval order was randomly varied from trial to trial. After seeing both trials, participants indicated via key press which of the stimulus appeared blurrier and afterwards continued with the next trial. One block consisted of 48 trials (3 refresh rates * 8 duty cycles * 2 repetitions per combination) and six random trials, based on the same logic as for experiment 1. One block lasted roughly 15 min and participants completed between 2 and 10 blocks.

3 | RESULTS

In the following sections, we describe the findings from the two experiments—the first focused on understanding the appearance of phantom arrays and oculomotor impact of shorter duty cycles, and the second focused on understanding the appearance of motion blur at longer duty cycles. A discussion of the implications of both follows.

3.1 | Experiment 1

The goal of experiment 1 was to measure impacts of varying refresh rate and duty cycle on the perception of phantom array artifacts and saccadic eye movement behavior. To quantify the impact of temporal display parameters on the report of phantom array artifacts, we used a repeated measures ANOVA with the factors refresh rate...
(90, 180, and 240 Hz) and duty cycle (5%, 10%, 15%, 20%, 40%, 65%, 70%, and 75%). In line with previous research, we observed a significant effect of duty cycle ($F_{7, 91} = 2.90, p = .01$), with a higher chance of perception of the phantom array for lower duty cycles (see Figure 2A). However, we noted a large variability between participants in how often they reported seeing the phantom array artifact, which we will discuss later.

As a next step, we looked at potential impacts on oculomotor control. Because our targets were displaced horizontally, we used the horizontal saccade position error to measure the impact of display parameters on oculomotor targeting abilities (Figure 2B). Negative values in Figure 2B indicate an undershoot of the target, which is typically found in natural behavior. To quantify the influence of the temporal display characteristics, we again used a repeated measures ANOVA with the factors refresh rate and duty cycle. There was a significant effect of the duty cycle of the display on saccade error ($F_{7, 91} = 27.81, p < .001$). We observed a greater saccade position error for lower duty cycles, which is consistent with the above described increased probability of perceptual reports of the phantom array artifact observed in our data. In addition, there was some variability across the different refresh rates (main effect refresh rate: $F_{2, 26} = 2.22, p = .13$; interaction: $F_{14, 182} = 1.27, p = .23$), suggesting that the absolute time the display is illuminated, or persistence, might be also an important factor; for example, a duty cycle of 20% for a 90-Hz display in absolute persistence units is the same as a duty cycle of 40% for a 180-Hz display (2.2 ms). We therefore replotted the data in terms of the persistence (see Figure 2C) and found a strong relationship ($r(24) = .87, p < .001$) between persistence and saccade error. Thus, in our task, low duty cycle/persistence values led to a significant, adverse impact on saccade targeting.

As noted above, there was a large intersubject variability about the perception of the phantom array artifact. Most participants barely reported seeing the artifact in any of the trials, despite being trained on seeing the artifact at the start of each session. To visualize the codependence of artifact detection and saccade errors (see Figure 3A), we computed the difference between the probability of reporting an artifact below and above 60% duty cycle (threshold measured previously in Murdison et al.) for each participant and compared this value to the difference in saccade error computed for the same trials. This analysis revealed a reliable effect on saccade error (see points on right side of x-axis), whereas only two participants significantly reported more artifacts for lower duty cycles (see six points—one per participant, per condition—in lower half of y-axis). There was also no significant relationship between the two measurements ($r(42) = .025, p = .87$), suggesting that the phantom array was not visible for most of the observers, but there was a consistent subthreshold effect on saccade behavior. The perception of the phantom array was also not related to any changes in visual acuity, measured by the discrimination task (see Figure 3B). Note here that the two participants who strongly perceive the phantom array artifact showed the same changes in visual acuity as all the other participants.

These results raised an important question: Do the negative oculomotor effects of phantom arrays correspond with the ability of observers to resolve visual details even if the phantom arrays themselves are not consistently perceptible? We found that an overall increase in saccade position error correlated with a decrease in the discrimination performance ($r(24) = .74, p < .001$; see Figure 3C). The same relationship between position error and duty cycle held when accounting for the final (discrimination) saccades.

**FIGURE 2** Impacts of temporal display characteristics on perception of phantom array and saccade control. (A) Average probability of reporting the perception of a phantom array across different duty cycles and refresh rates. (B) Average horizontal saccade error for the 20 deg saccade for different duty cycles and refresh rates. (C) Saccade error as a function of the persistence of the respective condition. All shaded areas and error bars depict the standard error of the mean.
There was an approximate 20% drop in perceptual task performance between the highest and lowest duty cycles. Together, these results suggest that severe decreases in visual target discrimination is a direct consequence of an altered saccade landing position and not affected by the appearance of a phantom array artifact (see Figure 3D).

### 3.2 Experiment 2

The goal of experiment 2 was to understand the impacts of temporal display properties on the perception of motion blur and VOR eye movement behavior. While moving their head sinusoidally, participants were instructed to fixate on a central target for two consecutive stimuli with different duty cycle and refresh rate and then reported which of them appeared blurrier, in a two-interval, forced choice (2IFC) design. We collapsed all trials across participants and determined the minimum blur detection threshold across duty cycles using a one-sided binomial test. The measured blur detection probabilities are shown across different duty cycles and refresh rates in Figure 4A. We found that blur detection probability increased with duty cycle but with a reduced slope for higher refresh rates. This analysis revealed that for 90 Hz participants were able to consistently detect blur at 15% duty cycle, for 180 Hz at 20% duty cycle and at 240 Hz for 40% duty cycle (all \( p < .05 \)). The difference between the different refresh rates was well explained by the differences in persistence (\( r(24) = 95, p < .001 \), see Figure 3B), suggesting that the crucial variable for blur detection is the display persistence during nonzero head velocity, which is directly proportional to the retinal displacement.

We quantified any oculomotor impacts of physical blur by examining the VOR responses of observers. To this end, we computed the gain, which is equal to the ratio of the eye and head velocity. Thus, a gain equal to 1 indicates a perfect counterrotation of the eyes relative to the head, representing a constant spatial fixation on the target. The average head velocity across all trials was 38.60 deg (±8.70 deg/s) with average peak velocities of 72.81 deg/s (±19.97 deg/s). Across all conditions, the gain was close to 1 at 0.86 ± 0.17. On the average values across participants, we performed again a repeated measurement ANOVA with the refresh rate and duty cycle but did not find any significant influence (all \( p’s > .2 \)). Thus, in contrast to the effect on saccade behavior, we did not detect an impact of temporal display parameters on the VOR gain.
The goal of these two experiments was to understand the impacts of temporal HMD properties (duty cycle and refresh rate) on (1) phantom array perception, (2) saccade targeting, (3) motion blur detection, and (4) VOR gain. We found that although short duty cycles resulted in inconsistent phantom array percepts, they consistently resulted in significant undershoots to saccade targeting, indicating subperceptual threshold effects on participants. Not surprisingly, we also found that longer duty cycles resulted in perceptible motion blur depending on the refresh rate: 15%, 20%, and 40% for 90, 180, and 240 Hz, respectively. Importantly, we found that this did not impact VOR eye movement control. Taken together, these two experiments allow us to make general recommendations for the operating ranges for temporal HMD properties.

In the first experiment, we found significant impacts of shorter duty cycles on saccade targeting even when phantom arrays were imperceptible to the observer. The question arises how saccadic eye movements are affected by the temporal display characteristics. The influence of temporal display characteristic on saccadic eye movements is surprising as the classical view is that saccades are controlled ballistically and visual sensitivity is decreased during them. In fact, there is evidence that visual information during saccades is still processed, and saccadic control is not completely ballistic; thus, there might be a potential online impact of the temporal characteristics on saccade control. However, because the effect on saccade control was consistent across participants and also present for participants who did not report seeing a phantom array artifact, the oculomotor effects did not appear to impact conscious visual perception of phantom array. In agreement with this point, we also did not observe any qualitative differences in the saccadic velocity profiles for matched amplitudes between duty cycles, suggesting that oculomotor artifacts are integrated into the planning of the saccade.

Given only sparse visual input about the actual target location, short duty cycles may create uncertainty about the target position presaccadically, which then in turn affects saccade control. As was previously shown and is replicated in our data, saccades typically land short of the target position to some extent (i.e., saccades are hypometric). A given initial hypometric saccade is typically followed by an additional corrective saccade to bring gaze to the spatial target. Because of the initial undershoot, these corrective saccades are typically in the same direction as the saccade, which seems to be by design as the cost of corrective saccades in the opposite direction of the saccade is thought to be especially high in terms of energy consumption and processing time. Thus, if there is added uncertainty about the target location during movement planning, the oculomotor system adopts the strategy of further undershooting the target to avoid incurring the high cost of overshooting.

Based on our current data, we can only speculate about the origin of this potential increase of uncertainty and the effect on saccade control. Due to the typically reported saccadic latencies of around 100–200 ms to react to visual stimuli, it seems unlikely that the change in saccade behavior is caused by the artificial copies of the stimulus on the retina although the saccade is in flight. To us, it seems more likely that there is a change in the saccade plan due to the continuous processing of the stimulus during the phase of saccade planning (the 100–200 ms typically considered as latency) which can lead to adjustments of the saccade. One explanation could be based on a lower fidelity representation of the target due to the temporally limited input, similar to a
lower contrast (note here that we controlled for target contrast in our study). A second explanation would be that the predictive remapping processes that take place roughly 100 ms before saccade onset are affected by the temporally limited presentation. It is well-known that visuospatial mechanisms in the brain use the saccadic motor command signal to predictively compensate for the upcoming changes to the retinal projection—a phenomenon typically referred to as predictive remapping. Thus, remapping relies on spatially and temporally accurate estimates of the eye’s current and future positions relative to visual input from the oculomotor system. There is evidence that remapping affects perceived stimulus features such as spatial position, spatial frequency, orientation, and color, and it has also been shown to affect the perception of relative stimulus timing. Those potential changes due to the temporally limited visual input about the target location across those remapping processes could also affect saccade control.

Because remapping also affects perception, the differences we observed between the consistent effect on saccade control and the highly variable effect on the perception of phantom arrays presumably could arise from different spatiotemporal processing of the incoming information by perceptual and visuomotor pathways. Individual differences in the spatiotemporal sensitivity also can explain why we had a few participants who reported a strong and consistent impact of phantom arrays, whereas other people barely noticed it. Interestingly, we also observed no relationship between the perceptual report of phantom array and changes in discrimination behavior, so the remaining open question was whether the change in saccadic landing position does have any negative impacts on the visual user experience. We found that the change in saccadic ending position comes at the cost of a decreased discrimination performance: Spatial acuity at the target is decreased due to its consequent para-foveal location. Our data in combination with those models of spatial acuity across the visual field could now enable interesting work on the prediction of real life consequences of altered oculomotor behavior. Because this decrease in spatial acuity was only related to the change in saccade control and not significantly related to perceptual reports, this suggests two interesting points: First, a potential use of eye movement behavior as a (more) sensitive, implicit, and objective metric to measure impacts of display properties; second, changes in saccadic eye movement performance can lead to decreased visual acuity immediately after the saccade and then need to be corrected by additional movements.

In the second experiment, we quantified motion blur detection as a function of temporal HMD properties. Differences in the strength and detectability of motion blur given a certain refresh rate are well-known, but to our knowledge, no one has systematically quantified blur detection in HMDs as we do here. The magnitude of physical blur on the retina is the product of persistence of the display and the display-relative instantaneous velocity of the eye. Thus, due to fact that for the same duty cycle lower refresh rates have higher absolute persistence than high refresh rates, lower refresh rates lead to lower blur detection thresholds (see Figure 4) as the longer illumination of the display leads to a larger spatial extent of the blur during the eye movement. The physical blur as well as additional motion artifacts like aliasing are directly related to the spatial acuity of the observer, for example, which may affect text legibility during display-relative eye motion. However, even if the absolute persistence values were matched, different refresh rates might still result in different blur detectability levels. This is likely because the overall distributions of physical blur on the retina differ due to different numbers of illumination periods during a given movement. Our data can serve as a starting point to understand blur detection thresholds across different duty cycles, but to fully understand blur detection, one would also need to account for the full physiological kinematics of eye and head movements, for example, when computing the retinal blur.

When we investigated the eye movement behavior in the blur task, we did not observe a systematic effect on VOR gain. There is evidence that VOR gain can be affected by long-term changes in visuomotor mapping, for example, with prism adaptation, or higher level factors such as the predictability of head movements. In contrast to saccades that are driven mostly by the incoming visual input, the vestibulo-ocular reflex is controlled by a short vestibular control circuit based on the ongoing head movements. Thus, although changes in the visual input can modify control, the main control input is independent of visual input. Based on our results, the change in incoming visual input in our task due to the additional motion blur does not seem to affect this control circuit. One potential explanation for this observation is that, due to the randomization of individual trials, no constant change in the visual input was present—thereby not invoking any adaptive VOR processes. One may observe differences in VOR gain after being exposed to a significant amount of constant motion blur during every head movement, for example, in a VR game, similar to observations from prism adaptation studies. Although it was beyond the scope of this work, a reasonable next experiment might also investigate how other oculomotor
responses change as a function of retinal motion blur—specifically smooth pursuit.

The present results can be an interesting starting point for considering not only perceptual but also behavioral metrics when evaluating display parameters, though they are not without limitations. First, it needs to be tested how generalizable those effects are across different display types in VR and AR. Although we used an AR display prototype in our set of studies, we hypothesize that one should observe similar effects on a VR display, as the uncertainty about target location should be affected in the same way, given sparsely distributed content. Although for VR displays oculomotor adaptation mechanisms might normalize saccade control and avoid long-term visual discomfort due to full field-of-view input, this may not be the case for additive, AR displays. How oculomotor adaptation might affect movements of the eyes between real, continuously illuminated targets and virtual, discontinuously illuminated targets is an open question. Second, while highly controlled, the tasks used here are highly artificial (e.g., single-axis of head rotation) and used simple visual stimuli (e.g., monochrome and single bit). Thresholds and performance might differ depending on more naturalistic tasks and stimuli. Third, despite controlling for contrast impacts on saccade control, the overall brightness differences for the different duty cycles might have affected our results. Because brightness can affect visual acuity, follow-up work should validate those results with matched brightness across different duty cycles.

Despite the limitations, together our experiments can inform the tradeoff of eye movement artifacts and blur artifacts along a continuum of duty cycles. First, we found a reduction of visual acuity at the targeted object due to inaccurate saccadic eye movements. Additionally, this error may lead to long-term discomfort due to the continual need for additional corrective eye movements. We also found that long duty cycles come with their own costs, for example, by introducing the strong percepts of motion blur and a loss in spatial acuity. To quantify the tradeoff and allow for a direct comparison of the two costs, we computed the normalized impact based on changes in saccade error and the probability of detecting motion blur across different refresh rates and duty cycles (Figure 5A). Based on these cost functions, it is possible to estimate an optimal selection of display parameters to minimize both impacts (Figure 5B). When equally weighting both impacts the optimal parameter in our study was at 9% duty cycle for a display running at 90 Hz, 37% duty cycle at 180 Hz, and 80% duty cycle at 240 Hz. One could also easily add different cost functions like energy consumption to take into account additional factors to optimize HMD design. The weighting of the different impacts of temporal display characteristics can and should be optimized depending on the display type (e.g., AR or VR), expected use case and exact temporal constraints of the display.

5 | IMPACTS

- We used a novel, high speed AR-like HMD prototype to quantify the perceptual and oculomotor impacts of duty cycle and refresh rate.
- We found that normal saccadic targeting was consistently adversely affected by shorter duty cycles even when no perceptual phantom array artifact was reported.
- We found minimum duty cycle thresholds corresponding to motion blur detection across different

FIGURE 5 Tradeoff of impacts of different duty cycles and refresh rates. (A) Data from Figures 2A and 4A normalized and fitted with an exponential function to estimate the tradeoff between the two measures across different duty cycles. Different colors depict the different refresh rates, consistent with color code in previous figures. (B) Example cost functions by equally weighing the negative impacts on saccade behavior and motion blur. Minima here, represent the best solution to minimize their overall negative impact.
refresh rates and found no effect of duty cycle or refresh rate on VOR gain.

- We recommend choosing a duty cycle that minimizes for both the negative oculomotor and perceptual artifacts, depending on the temporal constraints of the HMD.
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