Abstract

While the advent of Graph Neural Networks (GNNs) has greatly improved node and graph representation learning in many applications, the neighborhood aggregation scheme exposes additional vulnerabilities to adversaries seeking to extract node-level information about sensitive attributes. In this paper, we study the problem of protecting sensitive attributes by information obfuscation when learning with graph structured data. We propose a framework to locally filter out pre-determined sensitive attributes via adversarial training with the total variation and the Wasserstein distance. Our method creates a strong defense against inference attacks, while only suffering small loss in task performance. Theoretically, we analyze the effectiveness of our framework against a worst-case adversary, and characterize an inherent trade-off between maximizing predictive accuracy and minimizing information leakage. Experiments across multiple datasets from recommender systems, knowledge graphs and quantum chemistry demonstrate that the proposed approach provides a robust defense across various graph structures and tasks, while producing competitive GNN encoders for downstream tasks.

1. Introduction

Graph neural networks (GNNs) have brought about performance gains in various tasks involving graph-structured data (Scarselli et al., 2009; Xu et al., 2019b). A typical example includes movie recommendation on social networks (Ying et al., 2018). Ideally, the recommender system makes a recommendation not just based on the description of an end user herself, but also those of her close friends in the social network. By taking the structured information of friendship in social network into consideration, more accurate prediction is often achieved (Xu et al., 2018; Hamilton et al., 2017). However, with better utility comes more vulnerability to potential information leakage. For example, to gain sensitive information about a specific user in the network, malicious adversaries could try to infer sensitive information not just only based on the information of the user of interest, but also information of her friends in the network. Such scenarios are increasingly ubiquitous with the rapid growth of users in common social network platforms, especially in the distributed/federated setting where data are transmitted from local nodes to centralized servers and the goal of malicious adversaries is to reveal users’ sensitive data by eavesdropping during the transmission process. Hence, the above problem poses the following challenge:

How could we protect sensitive information of users in the network from malicious inference attacks while maintaining the utility of service? Furthermore, can we quantify the potential trade-off between these two goals?

In this paper, we provide answers to both questions. We propose a simple yet effective algorithm to achieve the first goal through adversarial training of GNNs, a general framework which we term as Graph Adversarial Networks (GAL). In a nutshell, the proposed algorithm learns node representations in a graph by simultaneously preserving rich information about the target task and filtering information from the representations that is related to the sensitive attribute via a minimax game (Figure 1). While the minimax formulation is not new and has been applied broadly in image generation, domain adaptation and robustness (Goh & Sim, 2010; Goodfellow et al., 2014; Madry et al., 2017; Zhao et al., 2018), we are the first to formulate this problem on graphs for information obfuscation, and to demonstrate that minimax optimization is effective for GNNs in these settings, both theoretically and empirically.

At a high level, for the purpose of information obfuscation of certain sensitive attributes, we propose a method to locally filter out these attributes by learning GNN encoders that could confuse a strong malicious adversary. In particular, the learned GNN encoders will generate node representa-
Figure 1: **Graph Adversarial Networks (GAL)**. Above represents a common challenge of inference attack present in graph learning algorithms (a) and our proposed solution (b). For the figure above, starting from left to right, we present a way for adversaries to obtain sensitive information from graph neural networks: after training via neighborhood aggregation (1), by running neural networks on produced embedding of nodes (2) and their neighbors (3) in graphs, they are able to recover sensitive information about them. GAL, on the other hand, defends node and neighborhood inference attacks via a minimax game between the task decoder (blue) and a simulated worst-case adversary (yellow) on both the embedding (descent) and the attributes (ascent). Malicious adversaries will have difficulties extracting sensitive attributes at inference time from GNN embeddings trained with our framework.

Empirically, we corroborate our theory and the effectiveness of the proposed framework on 6 graph benchmark datasets. We show that our framework can both train a competitive GNN encoder and perform effective information obfuscation. For instance, our algorithm successfully decreases the AUC of a gender attacker by 10% on the Movielens dataset while only suffering 3% in task performance. Furthermore, our framework is robust against a new set of attacks we term “neighborhood attacks” or “n-hop attacks”, where the adversary can infer node-level sensitive attributes from embeddings of 1- and n-distant neighbors. We verify that in these new settings, our algorithm remains effective. Finally, our theoretical bounds on the trade-off between accuracy and defense also agree with experimental results.  

In summary, we formulate the information obfuscation problem on GNNs. In this new setting, we show that GNNs trained with GAL achieve both good predictive power and information obfuscation, theoretically (Theorem 3) and empirically (Table 3). Our theory also quantifies the trade-off between accuracy and information leakage (Theorem 1), and is supported by experiments (Figure 6).

2. Preliminaries

We begin by introducing our notation. Let $\mathcal{D}$ be a distribution over a sample space $\mathcal{X}$. For an event $E \subseteq \mathcal{X}$, we use $\mathcal{D}(E)$ to denote the probability of $E$ under $\mathcal{D}$. Given a feature transformation function $g : \mathcal{X} \to \mathcal{Z}$ that maps instances from the input space $\mathcal{X}$ to feature space $\mathcal{Z}$, we define $g_! \mathcal{D} := \mathcal{D} \circ g^{-1}$ to be the pushforward of $\mathcal{D}$ under $g$, i.e., for any event $E' \subseteq \mathcal{Z}$, $g_! \mathcal{D}(E') := \mathcal{D}(\{x \in \mathcal{X} \mid g(x) \in E'\})$. Throughout the paper we assume that the feature space is bounded, i.e., $\sup_{z \in \mathcal{Z}} \|z\| \leq R$. For two distributions $\mathcal{D}$ and $\mathcal{D}'$ over the same sample space

---

1 Code at: [https://github.com/liaopeiyuan/GAL](https://github.com/liaopeiyuan/GAL)
Let $\Omega$, let $d_{TV}(D, D')$ be the total variation (TV) distance between them: 
$$d_{TV}(D, D') := \sup_{E \subseteq \Omega} |D(E) - D'(E)|.$$ 

The Wasserstein distance between $D$ and $D'$ is defined as 
$$W_1(D, D') := \|f\|_{\mathcal{L}} \sup_{E \subseteq \Omega} |\int_E f dD - \int_E f dD'|,$$ 
where $\| \cdot \|_{\mathcal{L}}$ is the Lipschitz semi-norm of a real-valued function.

**Graph Neural Networks.** GNNs learn node and graph representations for predictions on nodes, relations, or graphs (Scarselli et al., 2009). The input is a graph $G = (V, E)$. Each node $u \in V$ has a feature vector $X_u$, and each edge $(u, v) \in E$ has a feature vector $X_{(u,v)}$. GNNs iteratively compute a representation for each node. Initially, the node representations are the node features: $X_u^{(0)} = X_u$. In iteration $k = 1, \ldots, K$, a GNN updates the node representations $X_u^{(k)}$ by aggregating the neighboring nodes’ representations (Gilmer et al., 2017): 
$$X_u^{(k)} = \text{AGGREGATE}^{(k)}\left( \left\{ \left(X_{u}^{(k-1)}, X_{(u,v)}^{(k-1)}, X_{(u,v)} \right) \right\} \right).$$

We can compute a graph representation $X_G$ by pooling the final node representations. Many GNNs, with different aggregation and graph pooling functions, have been proposed (Deferrard et al., 2016; Duvenaud et al., 2015; Kipf & Welling, 2017; Hamilton et al., 2017; Du et al., 2019; Fey, 2019; Xu et al., 2020; 2021; Velickovic et al., 2018; Cai et al., 2020).

**Threat Model.** While being a powerful paradigm for learning node and graph representations for downstream tasks, GNNs also expose huge vulnerability to adversaries whose goal is to infer sensitive attributes from individual node representations. In light of this, throughout the paper we assume a black-box attack setting, where the adversary does not have direct access to the GNN encoder or knowledge of its parameters. Instead, it can obtain the node representations produced by the GNN encoder, with the goal to reconstruct a sensitive attribute $A_v$ of node $v$ by looking at its node representation $X_v^{(K)}$. Here, $A_v \in \{0, 1\}$ could be the user’s age, gender, or income etc. The above setting is ubiquitous in server-client paradigm where machine learning is provided as a service (Ribeiro et al., 2015). For example, in the distributed setting, when users’ data is transmitted from local nodes to a centralized server, a malicious adversary could try to reveal users’ sensitive attributes by eavesdropping the transmitted data. We emphasize that simply removing the sensitive attribute $A_v$ from the embedding $X_v$ is not sufficient, because $A_v$ may be inferred from different but correlated features.

**Information Obfuscation.** We study the problem above from an information-theoretic perspective. Let $\mathcal{F}_A := \{ f : \mathbb{R}^{d_K} \rightarrow \{0, 1\} \}$ denote the set of adversaries who have access to the node representations as input, and then output a guess of the sensitive attribute. Let $D$ be a joint distribution over the node input $X$, the sensitive attribute $A$, as well as the target variable $Y$. Let $D_a$ be the conditional distribution of $A = a$. We define the advantage (Goldwasser & Bellare, 1996) of the adversary as 
$$\text{Adv}_D(\mathcal{F}_A) := \sup_{f \in \mathcal{F}_A} \left| \Pr_{D_a}(f(Z) = 1) - \Pr_{D_0}(f(Z) = 1) \right|,$$
where $Z$ is the random variable that denotes node representations after applying the GNN encoder to input $X$. Here, $f$ represents a particular adversary and the suprema in (1) corresponds to the worst-case adversary. If $\text{Adv}_D(\mathcal{F}_A) = 1$, then there exists an adversary who can almost surely guess the sensitive attribute $A$ by looking at the GNN representations $Z$. Hence, our goal is to design an algorithm that learns GNN representations $Z$ such that $\text{Adv}_D(\mathcal{F}_A)$ is small, which implies successful defense against adversaries. Throughout the paper, we assume that $\mathcal{F}_A$ is symmetric, i.e., if $f \in \mathcal{F}_A$, then $1 - f \in \mathcal{F}_A$ as well.

### 3. Information Obfuscation via Adversarial Training

In this section, we first relate the aforementioned advantage of the adversaries to a quantity that measures the ability of adversaries in predicting a sensitive attribute $A$ by looking at the node representations $Z = X^{(K)}$. Inspired by this relationship, we proceed to introduce a minimax game between the GNN encoder and the worst-case adversary. We then extend this approach by considering adversaries that use score functions induced by the Wasserstein distance. To conclude this section, we analyze the trade-off between accuracy and information leakage, and provide theoretical guarantees for our algorithm.

Given a symmetric set of adversaries $\mathcal{F}_A$, we observe that $1 - \text{Adv}_D(\mathcal{F}_A)$ corresponds to the sum of best Type-I and Type-II inference error any adversary from $\mathcal{F}_A$ could attain:
$$1 - \text{Adv}_D(\mathcal{F}_A) = \inf_{f \in \mathcal{F}_A} \left( \Pr_{D_0}(f(Z) = 1) + \Pr_{D_1}(f(Z) = 0) \right).$$

Hence, to minimize $\text{Adv}_D(\mathcal{F}_A)$, a natural strategy is to learn parameters of the GNN encoder so that it filters out the sensitive information in the node representation while still tries to preserve relevant information w.r.t. the target task of inferring $Y$. In more detail, let $Z = X^{(K)} = g(X)$ be the node representations given by a GNN encoder. We then propose the following unconstrained optimization problem with a trade-off parameter $\lambda > 0$ for information obfuscation:
$$\min_{h, Z=g(X)} \max_{f \in \mathcal{F}_A} \mathbb{E}_Y(\hat{h}(Z)) - \lambda \cdot \mathbb{E}_A(f(Z))$$
(2)

Here we use $\mathbb{E}_Y(\cdot)$ and $\mathbb{E}_A(\cdot)$ to denote the cross-entropy error on predicting target task $Y$ and sensitive attribute $A.$
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respectively. In (2), $h$ is a parametrized network over the node representations $X^{(k)}$ for downstream task, and $f$ is the adversary. Note that the above formulation is different from the poisoning attacks on graphs literature (Zügner & Günnemann, 2019), where their goal is to learn a robust classifier under graph perturbation. It is also worth pointing out that the optimization formulation in (2) admits an interesting game-theoretic interpretation, where two agents $f$ and $g$ play a game whose score is defined by the objective function in (2). Intuitively, $f$ could be understood as a simulated adversary seeking to minimize the sum of Type-I and Type-II inference error while the encoder $g$ plays against $f$ by learning features to remove information about the sensitive attribute $A$. Clearly, the hyperparameter $\lambda$ controls the trade-off between accuracy and information leakage. On one hand, if $\lambda \rightarrow 0$, we barely care about the defense of $A$ and devote all the focus to minimize the predictive error. On the other extreme, if $\lambda \rightarrow \infty$, we are only interested in defending against the potential attacks.

Wasserstein Variant In practice, one notable drawback of the optimization formulation in (2) is that the training of the adversary is unstable (cf. Fig. 4), due to the fact that the TV distance is not continuous w.r.t. the model parameters of the encoder (Arjovsky et al., 2017). Inspired by the Wasserstein GAN (Arjovsky et al., 2017), we also propose a method for information obfuscation on GNNs with the Wasserstein distance, using its dual formulation.

$$\min_{h, Z=g(X)} \max_{f \colon \|f\|_{L} \leq 1} \varepsilon_{Y}(h(Z)) + \lambda \int f(Z) \ dD_{0} - \int f(Z) \ dD_{1}$$

The connection between (2) and the above Wasserstein formulation lies in choice of the adversaries, as can be observed from the comparison between $\text{Adv}_{D}(F_{A})$ (advantage) and $W_{1}(\cdot, \cdot)$ (Wasserstein distance). In the latter case, the adversaries are constrained to be Lipschitz continuous. In both cases, we present the pseudocode in Fig. 2 and Alg. 1, which also includes extensions to neighborhood and $n$-hop attacks (cf. Section 4.3).

3.1. Trade-off between Predictive Accuracy and Information Obfuscation

The first term in the objective function of (2) acts as an incentive to encourage GNN encoders to preserve task-related information. But will this incentive lead to the leakage of the sensitive attribute $A$? As an extreme case if the target variable $Y$ and the sensitive attribute $A$ are perfectly correlated, then it should be clear that there is a trade-off in achieving accuracy and preventing information leakage. Next, we provide an analysis to quantify this inherent trade-off. Theorem 1 characterizes a trade-off between the cross-entropy error of task predictor and the advantage of the adversaries:

Theorem 1. Let $Z$ be the node representations produced by a GNN $g$ and $F_{A}$ be the set of all binary predictors. Define

$$\min_{h, Z=g(X)} \max_{f \colon \|f\|_{L} \leq 1} \varepsilon_{Y}(h(Z)) + \lambda \int f(Z) \ dD_{0} - \int f(Z) \ dD_{1}$$

Figure 2: Pseudocode for the core implementation of GAL (TV distance, node attack). Complete version is in Alg. 1.

$$\delta_{Y|A} := |\text{Pr}_{D_{0}}(Y = 1) - \text{Pr}_{D_{1}}(Y = 1)|$$

Then for a classifier $h$ such that $\|h\|_{L} \leq C$,

$$\varepsilon_{Y|A=0}(h \circ g) + \varepsilon_{Y|A=1}(h \circ g) \geq \delta_{Y|A} - C \cdot W_{1}(g_{D_{0}}, g_{D_{1}}) \geq \delta_{Y|A} - 2RC \cdot \text{Adv}_{D}(F_{A}).$$

Remark. Recall that $R$ is a bound of the radius of the feature space, i.e., $\sup_{z \in Z} \|z\| \leq R$. First, $\varepsilon_{Y|A=a}(h \circ g)$ denotes the conditional cross-entropy error of predicting $Y$ given $A = a \in \{0, 1\}$. Hence the above theorem says that, up to a certain threshold given by $\delta_{Y|A}$ (which is a task-specific constant), any target predictor based on the features given by GNN $g$ has to incur a large error on at least one of the sensitive groups. Specifically, the smaller the adversarial advantage $\text{Adv}_{D}(F_{A})$ or the Wasserstein distance $W_{1}(g_{D_{0}}, g_{D_{1}})$, the larger the error lower bound. The lower bound in Theorem 1 is algorithm-independent, and considers the strongest possible adversary, hence it reflects an inherent trade-off between task utility and information obfuscation. Moreover, Theorem 1 does not depend on the marginal distribution of the sensitive attribute $A$. Instead, all the terms in our result only depend on the conditional distributions given $A = 0$ and $A = 1$. As a simple corollary, the overall error also admits a lower bound:

Corollary 2. Assume the conditions in Theorem 1 hold. Let $\alpha := \text{Pr}_{D}(A = 0)$, then

$$\varepsilon_{Y}(h \circ g) \geq \min\{\alpha, 1 - \alpha\} \left(\delta_{Y|A} - C \cdot W_{1}(g_{D_{0}}, g_{D_{1}})\right) \geq \min\{\alpha, 1 - \alpha\} \left(\delta_{Y|A} - 2RC \cdot \text{Adv}_{D}(F_{A})\right).$$

Our lower bounds in Theorem 1 and Corollary 2 capture the price we have to pay for obfuscation.

3.2. Guarantees Against Information Leakage

Next, we provide guarantees for information obfuscation using (2). The analysis on the optimization trajectory of a
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general non-convex-concave game (2) is still an active area
of research (Daskalakis & Panageas, 2018; Nouri et al.,
2019) and hence beyond the scope of this paper. Therefore,
we assume that we have access to the minimax stationary
point solution of (2), and focus on understanding how the
solution of (2) affects the effectiveness of our defense.

In what follows we analyze the true error that a worst-case
adversary has to incur in the limit, when both the task clas-
sifier and the adversary have unlimited capacity, i.e., they
can be any randomized functions from \( Z \) to \{0, 1\}. To this end,
we also use the population loss rather than the empirical loss
in our objective function. Under such assumptions, given
any node embedding \( Z \) from a GNN \( g \), the worst-case adver-
sary is the conditional mean: 
\[
\min_{f \in \mathcal{F}} \mathbb{E}_A (f \circ g) = H(A \mid Z),
\]
where \( A \) is the adversary loss. Now, consider the function \( f \)
that minimizes the conditional mean of the adversary.

Theorem 3. Let \( Z^* \) be the optimal GNN embedding
of (4). Define \( \alpha := \Pr_D (A = 0), H^* := H(A \mid Z^*) \)
and \( W^*_1 := W_1 (Z^* \mid A = 0, Z^* \mid A = 1). \) Then,
for any adversary \( f : Z \to \{0, 1\}, \) \( \Pr(f(Z) \neq A) \geq \frac{H^*/2}{\log(6/H^*)} \).
For any Lipschitz-adversary \( f \) such that \( \|f\|_L \leq C, \) \( \Pr(f(Z) \neq A) \geq \min\{\alpha, 1 - \alpha\}(1 - CW^*_1). \)

Theorem 3 shows that whenever the conditional entropy \( H^* = H(A \mid Z^*) \) is small, the inference error incurred by any (randomized)
adversary has to be large. It is worth pointing out that when
\( W^*_1 = 0, \) the second inference order lower bound reduces to \( \min\{\alpha, 1 - \alpha\}, \) which is attained by an adversary that uses constant prediction of the sensitive attribute \( A, \) i.e., this
adversary always guesses the majority value of \( A. \) Hence,
Theorem 3 justifies the use of GAL for information obfuscation.
As a final note, recall the representations \( Z \) appearing
in the bounds above depend on the graph structure, and the
inference error in Theorem 3 is over the representations \( Z. \)
Together, this suggests that the defense could potentially be
applied against neighborhood attacks, which we provide in-depth empirical validation in Section 4.3.

4. Experiments

In this section, we demonstrate the effectiveness of GAL for
information obfuscation on graphs. Specifically, we address
the following three questions:

\( \rightarrow 4.1: \) Is GAL effective across different tasks, distances
and GNN encoder architectures? How do the TV and
Wasserstein variants compare during training?

\( \rightarrow 4.2: \) What is the landscape of the tradeoff with respect
to the hyperparameter \( \lambda? \)

\( \rightarrow 4.3: \) Can GAL also defend neighborhood and \( n \)-hop
attacks?

We empirically confirm all three questions. To stress test
the robustness of GAL, we consider a variety of tasks and
GNN encoder architectures. Specifically, we experiment on
5 link-prediction benchmarks (Movielens-1M, FB15k-237,
WN18RR, CiteSeer, Pubmed) and 1 graph regression benchmark
(QM9), which covers both obfuscation of single and
multiple attributes. More importantly, our goal is not to chal-
lenge state-of-the-art training schemes, but to observe the
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Table 1: Performance of prediction and obfuscation on Movielens-1M. We first perform link prediction as the main task, then probe with adversaries performing node classification tasks. The statistics are reported as [adversary performance, F1/AUC]/(task performance, RMSE). Best-performing methods and best obfuscation results are highlighted in bold in the first table. Since Bose & Hamilton (2019a)’s method does not allow tradeoff tuning, incompatible fields are left unfilled.

| Encoder         | λ   | Gender-F1/Task-RMSE | Gender-AUC/Task-RMSE | Age-F1/Task-RMSE | Occupation-F1/Task-RMSE |
|-----------------|-----|---------------------|----------------------|------------------|------------------------|
| ChebNet-TV      | 0.5 | 0.617 / 0.881       | 0.642 / 0.881        | 0.141 / 0.875    | 0.044 / 0.868          |
| ChebNet-W       | 0.5 | 0.593 / 0.872       | 0.605 / 0.872        | 0.137 / 0.888    | 0.033 / 0.908          |
| GraphSAGE-TV    | 0.5 | 0.679 / 0.866       | 0.680 / 0.866        | 0.236 / 0.869    | 0.055 / 0.871          |
| GraphSAGE-W     | 0.5 | 0.691 / 0.893       | 0.715 / 0.893        | 0.226 / 0.901    | 0.050 / 0.916          |
| Bose and Hamilton |     | 0.667 / 0.874       | 0.678 / 0.874        | 0.188 / 0.874    | 0.051 / 0.874          |

Table 2: Summary of benchmark dataset statistics, including number of nodes |V|, number of nodes with sensitive attributes |S|, number of edges |E|, number of edges |E|, number of edges, node-level non-sensitive features d, target task and adversarial task, and whether the experiment concerns with multi-set obfuscation.

| Dataset | |V| | |S| | |E| | d | Metrics | Adversary |
|--------|-------|-------|-------|-------|-------|-------|-------|-------|-----|--------|----------|
| Cora   | 3,327 | 1,327 | 4,552 | 3,783 | #     | AUC   | Macro-F1 |
| PUBMED | 19,717| 19,717| 44,324| 509   | #     | AUC   | Macro-F1 |
| QM9    | 2,383,655| 2,383,655| 2,641,143| 13 | #     | MAE   | MAE    |
| ML-1M  | 9,940 | 6,040 | 1,000,209| 160 | #     | RMSE  | Macro-F1/AUC |
| FB15k-237 | 14,940| 14,940| 169,618| 160 | #     | MRR   | Macro-F1 |
| WN18RR | 40,943| 40,943| 173,670| 160 | #     | MRR   | Macro-F1 |

Robustness. We run GAL on all six datasets under a variety of GNN architectures, random seeds, distances and trade-off parameter λ. We report average performance over five runs. We perform ablation study on widely used GNN architectures (Velickovic et al., 2018; Kipf & Welling, 2017; Vashishth et al., 2019; Defferrard et al., 2016; Gilmer et al., 2017), and select the best-performing GNNs in the task: CompGCN is specifically designed for knowledge-graph-related applications.

Trade-off. We compare performance under a wide range of λ on Movielens-1M. We show that GAL defends the inference attacks to a great extent while only suffering minor losses to downstream task performance. We also empirically compare the training trajectories of the TV and Wasserstein variants, and confirm that the Wasserstein variant often leads to more stable training.

Neighborhood Attacks. In this setting, an adversary also has access to the embeddings of neighbors of a node, e.g., the adversary can infer sensitive attribute $A_v$ from $X_v^{(K)}$ (instead of $X_v^{(K)}$) such that there is a path between $v$ and $w$. Since GNN’s neighborhood-aggregation paradigm may introduce such information leakage, adversaries shall achieve nontrivial performance. We further generalize this to an $n$-hop scenario.

In all experiments, the adversaries only have access to the training set labels along with embeddings from the GNN, and the performance is measured on the held-out test set. A summary of the datasets, including graph attributes, task, and adversary metrics, is in Table 2. Detailed experimental setups may be found in Appendix B. Overall, our results have successfully addressed all three questions, demonstrating that our framework is attractive for node- and neighborhood-level attribute obfuscation across downstream tasks, GNN architectures, and trade-off parameter λ.
Information Obfuscation of Graph Neural Networks

4.1. Robust Node-level Information Obfuscation

We first demonstrate that our framework is effective across a wide variety of GNN architectures, tasks and training methods. Quantitatively, we report task performances $T_i$ as well as adversary performances $A_i$, $\forall i \in [3]$ both specific to respective datasets in Table 1 and Table 3, where we use the subscript $i$ to denote the $i$-th experimental setting. Note that fixed-embedding (Bose & Hamilton, 2019b) results are only reported for Movielens-1M dataset because on other datasets, the experimental setups are not suitable for comparison. Across all datasets, we witness a significant drop in adversary’s performance with a rather minor decrease in the downstream task performance.

Qualitatively, the effect of adversarial training is also apparent: in Figure 3, we visualized the t-SNE (van der Maaten & Hinton, 2008)-transformed representations of graph embeddings under different regularization strengths on the Cora dataset. We observe that under a high regularization strength, node-level attributes are better mixed in the sense that nodes belonging to different classes are harder to separate from each other on a graph-structural level.

4.2. Fine-grained Trade-off Tuning with $\lambda$

We show that the hyper-parameter $\lambda$ is indeed a good trade-off hyper-parameter that well balances downstream task performance and obfuscation effectiveness. We perform experiments with ChebNet and the Movielens-1M dataset, and test $\lambda$ values ranging from 0 to $10^3$. Our results in Figure 6 show that as $\lambda$ increases, it is indeed more difficult for the adversary to extract sensitive information from GNN embeddings; the downstream task performance decreases steadily but with a small rate. When $\lambda$ is larger than 10, training destabilizes further due to inherent difficulties in optimization, which is demonstrated by the higher variance in task performance. However, this trade-off is less visible for larger graphs like FB15k-237 and WN18RR, where the effects of lambda tends to be less monotonic. The detailed results are in Table 3 and Figure 4.

4.3. Neighborhood Attack and $n$-Hop Genrealization

Finally, we consider the scenario where the adversary seeks to extract node-level information from embeddings of neighbors. This is, in particular, a serious concern in GNNs where the message passing layers incorporate neighborhood-level information and hence the information leakage. Our results in Figure 5 verify that, without any form of obfuscation ($\lambda = 0$), the adversary indeed achieves nontrivial performance by accessing the embeddings of neighbors on the Movielens-1M dataset with a simple 2-layer ChebNet. We further run comprehensive experiments where the obfuscation targets neighborhood-level embeddings, and we observe the degradation of the adversary’s performance (both on the node- and neighbor-level embeddings) as $\lambda$ increases. The results demonstrate that under low values of $\lambda$, the neighborhood-level obfuscation has more effects on neighborhood adversaries than node adversaries, suggesting that...
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Table 3: Performance of predictions and obfuscation on benchmark datasets. \( \lambda, T, A \) represents the tradeoff parameter, task performance and adversary performance in the \( i \)-th experiment, respectively. Best-performing GNNs and best obfuscation results are highlighted in bold. The “—” mark stands for “same as above.”

| GNN Encoder | Method          | Adversary          | \( \lambda_1 \) | \( \lambda_2 \) | \( \lambda_3 \) | \( T_1 \) | \( T_2 \) | \( T_3 \) | \( A_1 \) | \( A_2 \) | \( A_3 \) |
|------------|-----------------|--------------------|-----------------|-----------------|-----------------|--------|--------|--------|--------|--------|--------|
| PUBMED     | GCN             | Total Variation    | Doc. Class      | 0.5             | 0.85            | 0.95   | 0.950  | 0.930  | 0.818  | 0.800  | 0.798  | 0.762  |
|            | Wasserstein     | Doc. Class         |                 |                 |                 |        |        |        |        |        |        |        |
|            | GAT             | Total Variation    | Doc. Class      |                 |                 |        |        |        |        |        |        |        |
|            | Wasserstein     | Doc. Class         |                 |                 |                 |        |        |        |        |        |        |        |
|            | ChebNet         | Total Variation    | Doc. Class      |                 |                 |        |        |        |        |        |        |        |
|            | Wasserstein     | Doc. Class         |                 |                 |                 |        |        |        |        |        |        |        |
| CITESEER   | GCN             | Total Variation    | Doc. Class      | 0.75            | 1               | 1.5    | 0.867  | 0.694  | 0.500  | 0.785  | 0.731  | 0.652  |
|            | Wasserstein     | Doc. Class         |                 |                 |                 |        |        |        |        |        |        |        |
|            | GAT             | Total Variation    | Doc. Class      |                 |                 |        |        |        |        |        |        |        |
|            | Wasserstein     | Doc. Class         |                 |                 |                 |        |        |        |        |        |        |        |
|            | ChebNet         | Total Variation    | Doc. Class      |                 |                 |        |        |        |        |        |        |        |
|            | Wasserstein     | Doc. Class         |                 |                 |                 |        |        |        |        |        |        |        |
| QM9        | MPNN            | Total Variation    | Polarizability  | 0               | 0.05            | 0.5    | 0.121  | 0.132  | 0.641  | 1.054  | 1.359  | 3.100  |
| WN18RR     | CompGCN         | Total Variation    | Word Sense      | 0               | 1.0             | 1.5    | 0.462  | 0.437  | 0.403  | 0.208  | 0.131  | 0.187  |
|            | Total Variation | POS tag            |                 |                 |                 |        |        |        |        |        |        |        |
|            |                 |                    |                 |                 |                 |        |        |        |        |        |        |        |
| FB15K-237  | CompGCN         | Total Variation    | Ent. Attr.      | 0               | 1.0             | 1.5    | 0.351  | 0.320  | 0.319  | 0.682  | 0.641  | 0.630  |

node-level embeddings are less protected. However, as \( \lambda \) continues to increase, the degradation in the performance of node adversaries is more visible. An extension of this setup is to consider neighborhood-level attacks as “single-hop”, where we can naturally define “n-hop” as adversaries having access to only embeddings of nodes that are \( n \)-distant away from the target node.

Since finding \( n \)-distant neighbors for arbitrary nodes in a large graph on-the-fly is computationally inefficient during training (in the sense that the complexity bound involves \(|E|\) and \(|V|\)), we propose a Monte-Carlo algorithm that probabilistically finds such neighbor in \( O(n^2) \) time, the details of which can be found in appendix. We report results under different “hops” with the same encoder-\( \lambda \) setting on Movielens-1M, shown in Figure 5. In general, we observe that as “hop” increases, the retrieved embedding contains less information about the target node. Therefore, adversarial training’s effect will have less effect on the degradation of the target task, which is demonstrated by the steady decrease of RMSE. The fluctuations in the trend of node- and neighborhood-level adversaries are due to the probabilistic nature of the Monte-Carlo algorithm used to sample neighbors, where it may end up finding a much closer neighbor than intended, destabilizing the training process. This is another trade-off due to limited training time, yet the general trend is still visible, certifying our assumptions.

5. Other Related Work
Adversarial Attack on Graphs. Our problem formulation, i.e., information obfuscation, is significantly different from adversarial attacks on graphs (Bojchevski & Günnemann, 2019; Ma et al., 2019; Xu et al., 2019a; Dai et al., 2018; Chang et al., 2019). Works on adversarial attacks focus on perturbations of a graph, e.g., by adding or removing edges, that maximize the loss of “victim” nodes for GNNs. In contrast, adversaries in our framework do not alter graph structure; instead, they seek to extract critical information from the GNN node embeddings.

Differential Privacy. A related but different notion of privacy is differential privacy (Dwork et al., 2014), which aims at defending the so-called membership inference attack (Shokri et al., 2017; Nasr et al., 2018). Their goal is to design randomized algorithms so that an adversary cannot guess whether an individual appears in the training data by looking at the output of the algorithm. We instead tackle an information obfuscation problem where the adversary’s goal is to infer some attribute of a node in a graph, and our goal is to find embedding of the data, so that the adversary cannot accurately infer a sensitive attribute from the embedding.

Information Bottleneck. Our work is also related to but different from the information bottleneck method, which seeks to simultaneously compress data while preserving information for target tasks (Tishby et al., 2000; Alemi et al., 2016; Tishby & Zaslavsky, 2015). The information bottleneck framework could be understood as maximizing the following objective: \( I(Y; Z) - \beta I(X; Z) \). Specifically, there is no sensitive attribute \( A \) in the formulation. In contrast, the minimax framework in this work is about a trade-off problem, and the original input \( X \) does not appear in our formulation: \( I(Y; Z) - \beta I(A; Z) \). Overall, despite their surface similarity, our adversarial method is significantly different from that of the information bottleneck method in terms of both formulation and goals.
6. Conclusion

In this work, we formulate and address the problem of information obfuscation on graphs with GNNs. Our framework, termed GAL, introduces a minimax game between the desired GNN encoder and the worst-case adversary. GAL creates a strong defense against information leakage in terms of a provable lower bound, while only suffering a marginal loss in task performance. We also show an information-theoretic bound for the inherent trade-off between accuracy and obfuscation. Experiments show that GAL perfectly complements existing algorithms deployed in downstream tasks to address information security concerns on graphs.
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A. Proofs

In this section we provide the detailed proofs of both theorems in the main text. We first rigorously show the relationship between the adversarial advantage and the inference error made by a worst-case adversarial:

**Claim 4.** \( 1 - \text{Adv}_D(F_A) = \inf_{f \in F_A} (\Pr_D(f(Z) = 1 \mid A = 0) + \Pr_D(f(Z) = 0 \mid A = 1)) \).

**Proof.** Recall that \( F_A \) is symmetric, hence \( \forall f \in F_A, 1 - f \in F_A \) as well:

\[
1 - \text{Adv}_D(F_A) = 1 - \sup_{f \in F_A} \left| \Pr(f(Z) = 0 \mid A = 0) - \Pr(f(Z) = 0 \mid A = 1) \right|
= 1 - \sup_{f \in F_A} \left( \Pr(f(Z) = 0 \mid A = 0) - \Pr(f(Z) = 0 \mid A = 1) \right)
= \inf_{f \in F_A} \left( \Pr(f(Z) = 1 \mid A = 0) + \Pr(f(Z) = 0 \mid A = 1) \right),
\]

where the second equality above is because

\[
\sup_{f \in F_A} \left( \Pr(f(Z) = 0 \mid A = 0) - \Pr(f(Z) = 0 \mid A = 1) \right)
\]

is always non-negative due to the symmetric assumption of \( F_A \).

Before we prove the lower bound in Theorem 1, we first need to introduce the following lemma, which is known as the data-processing inequality of the TV distance.

**Lemma 5** (Data-processing of the TV distance). Let \( D \) and \( D' \) be two distributions over the same sample space and \( g \) be a Markov kernel of the same space, then \( d_{TV}(g \cdot D, g \cdot D') \leq d_{TV}(D, D') \), where \( g \cdot D \) is the pushforward of \( D \) with respect to \( g \).

**Lemma 6** (Contraction of the Wasserstein distance). Let \( f : Z \to Y \) and \( C > 0 \) be a constant such that \( \|f\|_L \leq C \). For any distributions \( D, D' \) over \( Z, W_1(f_2 D, f_2 D') \leq C \cdot W_1(D, D') \).

**Proof.** We use the dual representation of the Wasserstein distance to prove this lemma:

\[
W_1(f_2 D, f_2 D') = \sup_{\|f\|_L \leq 1} \left| \int f' d(f_2 D) - \int f' d(f_2 D') \right|
= \sup_{\|f\|_L \leq 1} \left| \int f' \circ f dD - \int f' \circ f dD' \right|
\leq \sup_{\|h\|_L \leq C} \int h dD - \int h dD'
= CW_1(D, D'),
\]

where the inequality is due to the fact that for \( \|f\|_L \leq 1 \), \( \|f' \circ f\|_L \leq \|f'\|_L \cdot \|f\|_L = C \).

The following fact will also be used in the proof of Theorem 1.

**Proposition 7.** Let \( Y \) and \( Y' \) be two Bernoulli random variables with distributions \( D \) and \( D' \). Then \( W_1(D, D') = |\Pr(Y = 1) - \Pr(Y' = 1)| \).

**Proof.** Since both \( Y \) and \( Y' \) are Bernoulli random variables taking values in \( \{0, 1\} \), we solve the following linear program to compute \( W_1(D, D') \) according to the primal definition of the Wasserstein distance. Define \( D \in \mathbb{R}^{2 \times 2} \) as \( D_{ij} = |i-j| \) to be the distance matrix between \( Y \) and \( Y' \). Then the solution of the following linear program (LP) gives \( W_1(D, D') \):

\[
\begin{align*}
\min_{\gamma \in \mathbb{R}^{2 \times 2}} & \quad \text{Tr}(\gamma D)
= \sum_{i,j=0}^1 \gamma_{ij} D_{ij} \\
\text{subject to} & \quad \sum_{i,j=0}^1 \gamma_{ij} = 1, \gamma_{ij} \geq 0, \sum_{j=0}^1 \gamma_{ij} = \Pr(Y = i), \sum_{i=0}^1 \gamma_{ij} = \Pr(Y' = j).
\end{align*}
\]
The objective function $\text{Tr}(\gamma D)$ is the transportation cost of a specific coupling $\gamma$, hence the optimal $\gamma^*$ corresponds to the optimal transport between $Y$ and $Y'$. For this simple LP, we have
\[
\sum_{i,j=0}^1 \gamma_{ij} D_{ij} = \gamma_{01} + \gamma_{10}.
\]

On the other hand, the constraint set gives
\[
\gamma_{00} + \gamma_{01} = \Pr(Y = 0); \quad \gamma_{00} + \gamma_{10} = \Pr(Y' = 0);
\gamma_{10} + \gamma_{11} = \Pr(Y = 1); \quad \gamma_{01} + \gamma_{11} = \Pr(Y' = 1);
\]
From which we observe
\[
|\gamma_{01} - \gamma_{10}| = |\Pr(Y = 1) - \Pr(Y' = 1)| = |\Pr(Y = 0) - \Pr(Y' = 0)|,
\]
hence,
\[
(\gamma_{01} + \gamma_{10}) + |\gamma_{01} - \gamma_{10}| = 2 \max\{\gamma_{01}, \gamma_{10}\}
\geq 2|\gamma_{01} - \gamma_{10}|,
\]
which implies $\forall \gamma$ that is feasible,
\[
\text{Tr}(\gamma D) = \gamma_{01} + \gamma_{10} \geq 2|\gamma_{01} - \gamma_{10}| - |\gamma_{01} - \gamma_{10}| = |\Pr(Y = 1) - \Pr(Y' = 1)|.
\]
To see that this lower bound is attainable, without loss of generality, assuming that $\Pr(Y = 1) \geq \Pr(Y' = 1)$, the following $\gamma^*$ suffices:
\[
\gamma_{00} = \Pr(Y = 0); \quad \gamma_{01} = 0; \quad \gamma_{10} = \Pr(Y = 1) - \Pr(Y' = 1); \quad \gamma_{11} = \Pr(Y' = 1).
\]

With the above tools, we are ready to prove Theorem 1:

**Theorem 1.** Let $Z$ be the node representations produced by a GNN $g$ and $F_A$ be the set of all binary predictors. Define $\delta_{ Y\mid A} := |\Pr_{D_0}(Y = 1) - \Pr_{D_1}(Y = 1)|$. Then for a classifier $h$ such that $\|h\|_L \leq C$,
\[
\varepsilon_{ Y\mid A} = \delta_{ Y\mid A} C : W_1(g_2 D_0, g_2 D_1)
\geq \delta_{ Y\mid A} - 2RC \cdot \text{Adv}_D(F_A).
\]

**Proof.** Let $g_2 D$ be the induced (pushforward) distribution of $D$ under the GNN feature encoder $g$. To simplify the notation, we also use $D_0$ and $D_1$ to denote the conditional distribution of $D$ given $A = 0$ and $A = 1$, respectively. Since $h : Z \rightarrow \{0, 1\}$ is the task predictor, it follows that $(h \circ g)_2 D_0$ and $(h \circ g)_2 D_1$ induce two distributions over $\{0, 1\}$. Recall that $W_1(\cdot, \cdot)$ is a distance metric over the space of probability distributions, by a chain of triangle inequalities, we have:
\[
W_1(D(Y \mid A = 0), D(Y \mid A = 1)) \leq W_1(D(Y \mid A = 0), (h \circ g)_2 D_0)
+ W_1((h \circ g)_2 D_0, (h \circ g)_2 D_1) + W_1((h \circ g)_2 D_1, D(Y \mid A = 1)).
\]
Now by Lemma 6, we have
\[
W_1((h \circ g)_2 D_0, (h \circ g)_2 D_1) \leq C \cdot W_1(g_2 D_0, g_2 D_1).
\]
Next we bound $W_1(D(Y \mid A = a), (h \circ g)_2 D_a), \forall a \in \{0, 1\}$:
\[
W_1(D(Y \mid A = a), (h \circ g)_2 D_a) = |\Pr_D(Y = 1 \mid A = a) - \Pr_D((h \circ g)(X) = 1 \mid A = a)|
= |E_D[Y \mid A = a] - E_D((h \circ g)(X) \mid A = a)|
\leq E_D[|Y - (h \circ g)(X)| \mid A = a] \quad \text{(Triangle inequality)}
\]
With the above lemma, we are ready to prove Theorem 3. Again, realizing that both \( D(Y \mid A = 0) \) and \( D(Y \mid A = 1) \) are Bernoulli distributions, applying Lemma 6, we have
\[
W_1(D(Y \mid A = 0), D(Y \mid A = 1)) = \delta_{Y \mid A}.
\]
Combining all the inequalities above, we establish the following inequality:
\[
\varepsilon_{Y \mid A = 0}(h \circ g) + \varepsilon_{Y \mid A = 1}(h \circ g) \geq \delta_{Y \mid A} - C \cdot W_1(g_0 D_0, g_1 D_1).
\]

For the second part of the inequality, since \( \sup_{z \in \mathbb{Z}} \|z\| \leq R \), the diameter of \( \mathbb{Z} \) is bounded by \( 2R \). Now using the classic result between the TV distance and the Wasserstein distance over a metric space (Gibbs & Su, 2002), we have
\[
W_1(g_0 D_0, g_1 D_1) \leq 2R \cdot d_{TV}(g_2 D_0, g_2 D_1),
\]
To complete the proof, we show that \( d_{TV}(g_2 D_0, g_2 D_1) = \text{Adv}_D(F_A) \): since \( F_A \) contains all the binary predictors,
\[
d_{TV}(g_2 D_0, g_2 D_1) = \sup_{E \text{ is measurable}} \left| \Pr_{g_2 D_0}(E) - \Pr_{g_2 D_1}(E) \right|
\]
\[
= \sup_{E \in F_A} \left| \Pr_{g_2 D_0}(f_E(Z) = 1) - \Pr_{g_2 D_1}(f_E(Z) = 1) \right|
\]
\[
= \sup_{E \in F_A} \left| \Pr_{g_2 D}(f_E(Z) = 1 \mid A = 0) - \Pr_{g_2 D}(f_E(Z) = 1 \mid A = 1) \right|
\]
\[
= \text{Adv}_D(F_A),
\]
where in the second equation above \( f_E(\cdot) \) is the characteristic function of the event \( E \). Now combining the above two inequalities together, we have:
\[
\varepsilon_{Y \mid A = 0}(h \circ g) + \varepsilon_{Y \mid A = 1}(h \circ g) \geq \delta_{Y \mid A} - C \cdot W_1(g_2 D_0, g_2 D_1)
\]
\[
\geq \delta_{Y \mid A} - 2RC \cdot \text{Adv}_D(F_A).
\]

Corollary 2 then follows directly from Theorem 1:

**Corollary 2.** Assume the conditions in Theorem 1 hold. Let \( \alpha := \Pr_{D}(A = 0) \), then
\[
\varepsilon_Y(h \circ g) \geq \min\{\alpha, 1 - \alpha\}(\delta_{Y \mid A} - C \cdot W_1(g_2 D_0, g_2 D_1))
\]
\[
\geq \min\{\alpha, 1 - \alpha\}(\delta_{Y \mid A} - 2RC \cdot \text{Adv}_D(F_A)).
\]

**Proof.** Realize that
\[
\varepsilon_Y(h \circ g) = \Pr_{D}(A = 0) \cdot \varepsilon_{Y \mid A = 0}(h \circ g) + \Pr_{D}(A = 1) \cdot \varepsilon_{Y \mid A = 1}(h \circ g)
\]
\[
\geq \min\{\Pr_{D}(A = 0), \Pr_{D}(A = 1)\} \cdot (\varepsilon_{Y \mid A = 0}(h \circ g) + \varepsilon_{Y \mid A = 1}(h \circ g)).
\]
Applying the lower bound in Theorem 1 then completes the proof.

The following lemma about the inverse binary entropy will be useful in the proof of Theorem 3:

**Lemma 8** ([Calabro (2009)]) Let \( H_2^{-1}(s) \) be the inverse binary entropy function for \( s \in [0, 1] \), then \( H_2^{-1}(s) \geq s/2 \lg(6/s) \).

With the above lemma, we are ready to prove Theorem 3.
**Theorem 3.** Let \( Z^* \) be the optimal GNN node embedding of (4). Define \( \alpha := \Pr_D(A = 0) \), \( H^* := H(A \mid Z^*) \) and \( W^*_1 := W_1(Z^* \mid A = 0, Z^* \mid A = 1) \). Then 1. For any adversary \( f : Z \to \{0, 1\}, \Pr(f(Z) \neq A) \geq H^*/2\lg(6/H^*), 2 \). For any Lipschitz adversary \( f \) such that \( \|f\|_L \leq C \), \( \Pr(f(Z) \neq A) \geq \min\{\alpha, 1 - \alpha\}(1 - CW^*_1) \).

**Proof.** To ease the presentation we define \( Z = Z^* \). To prove this theorem, let \( E \) be the binary random variable that takes value 1 iff \( A \neq f(Z) \), i.e., \( E = 1(A \neq f(Z)) \). Now consider the joint entropy of \( A, f(Z) \) and \( E \). On one hand, we have:

\[
H(A, f(Z), E) = H(A, f(Z)) + H(E \mid A, f(Z)) = H(A, f(Z)) + 0 = H(A, f(Z)) + H(f(Z)).
\]

Note that the second equation holds because \( E \) is a deterministic function of \( A \) and \( f(Z) \), that is, once \( A \) and \( f(Z) \) are known, \( E \) is also known, hence \( H(E \mid A, f(Z)) = 0 \). On the other hand, we can also decompose \( H(A, f(Z), E) \) as follows:

\[
H(A, f(Z), E) = H(E) + H(A \mid E) + H(f(Z) \mid A, E).
\]

Combining the above two equalities yields

\[
H(E, A \mid f(Z)) = H(A \mid f(Z)).
\]

On the other hand, we can also decompose \( H(E, A \mid f(Z)) \) as

\[
H(E, A \mid f(Z)) = H(E \mid f(Z)) + H(A \mid E, f(Z)).
\]

Furthermore, since conditioning cannot increase entropy, we have \( H(E \mid f(Z)) \leq H(E) \), which further implies

\[
H(A \mid f(Z)) \leq H(E) + H(A \mid E, f(Z)).
\]

Now consider \( H(A \mid E, f(Z)) \). Since \( A \in \{0, 1\} \), by definition of the conditional entropy, we have:

\[
H(A \mid E, f(Z)) = \Pr(E = 1)H(A \mid E = 1, f(Z)) + \Pr(E = 0)H(A \mid E = 0, f(Z)) = 0 + 0 = 0.
\]

To lower bound \( H(A \mid f(Z)) \), realize that

\[
I(A; f(Z)) + H(A \mid f(Z)) = H(A) = I(A; Z) + H(A \mid Z).
\]

Since \( f(Z) \) is a randomized function of \( Z \) such that \( A \perp f(Z) \mid Z \), due to the celebrated data-processing inequality, we have \( I(A; f(Z)) \leq I(A; Z) \), which implies

\[
H(A \mid f(Z)) \geq H(A \mid Z).
\]

Combine everything above, we have the following chain of inequalities hold:

\[
H(A \mid Z) \leq H(A \mid f(Z)) \leq H(E) + H(A \mid E, f(Z)) = H(E),
\]

which implies

\[
\Pr(A \neq f(Z)) = \Pr(E = 1) \geq H_2^{-1}(H(A \mid Z)),
\]

where \( H_2^{-1}(\cdot) \) denotes the inverse function of the binary entropy \( H(t) := -t \log t - (1 - t) \log(1 - t) \) when \( t \in [0, 1] \). We then apply Lemma 8 to further lower bound the inverse binary entropy function by

\[
\Pr(A \neq f(Z)) \geq H_2^{-1}(H(A \mid Z)) \geq H(A \mid Z)/2\lg(6/H(A \mid Z)),
\]

completing the proof of the first lower bound. For the second part, realize that

\[
\Pr(f(Z) \neq A) = \Pr(A = 0) \Pr(f(Z) = 1 \mid A = 0) + \Pr(A = 1) \Pr(f(Z) = 0 \mid A = 1)
\geq \min\{\alpha, 1 - \alpha\} \left( \Pr(f(Z) = 1) + \Pr(f(Z) = 0) \right).
\]

Now to lower bound \( \Pr_{D_\alpha}(f(Z) = 1 - a) \), we apply the same argument in the proof of Theorem 1, which gives us

\[
\Pr_{D_\alpha}(f(Z) = 1 - a) = \Pr_D(f(Z) \neq A \mid A = a)
\]
which completes the second part of the proof.

As a last step, using the triangle inequality of Adam optimizers with learning rate set to we took advantage of the wrapper provided by

Combining all the steps above yields

\[
W_1(D_0(f(Z)), A \mid A = a) \geq \delta_{A \mid A} = CW_1^* = 1 - CW_1^*.
\]

Which completes the second part of the proof.

B. Experimental Setup Details

Optimization For the objective function, we selected block gradient descent-ascent to optimize our models. In particular, we took advantage of the Optim module in PyTorch (Paszke et al., 2019) by designing a custom gradient-reversal layer, first introduced by (Ganin et al., 2016), to be placed between the attacker and the GNN layer we seek to defend. The implementation of the gradient-reversal layer can be found in the Appendix. During training, we would designate two Optimizer instances, one having access to only task-related parameters, and the other having access to attack-related parameters and parameters associated with GNN defense. We could then call the .step() method on the optimizers in an alternating fashion to train the entire network, where the gradient-reversal layer would carry out both gradient descent (of the attacker) and ascent (of protected layers) as expected. Tradeoff control via \( \lambda \) is achieved through multiplying the initial learning rate of the adversarial learner by the desired factor. For graphs that are harder to optimize, we introduce pre-training as the first step in the pipeline, where we train the encoder and the task decoder for a few epochs before introducing the adversarial learner.

Movielens 1M The main dataset of interest for this work is Movielens-1M, a benchmarking dataset in evaluating recommender systems, developed by (Harper & Konstan, 2015). In this dataset, nodes are either users or movies, and the type of edge represents the rating the user assigns to a movie. Adapting the formulation of (Bose & Hamilton, 2019b), we designate the main task as edge prediction and designate the adversarial task as extracting user-related information from the GNN-processed embeddings. The network encoder consists of a trainable embedding layer followed by neighborhood aggregation layers. Node-level embeddings have a dimension of 20, and the decoder is a naive bilinear decoder, introduced in (Berg et al., 2017). Both the adversarial trainers and the main task predictors are trained with separate Adam optimizers with learning rate set to 0.01. Worst-case attackers are trained for 30 epochs with a batch-size 256 nodes before the original model is trained for 25 epochs with a batch-size of 8,192 edges.

Planetoid Planetoid is the common name for three datasets (Cora, CiteSeer, Pubmed) used in benchmarks of graph neural networks in the literature, introduced by (Yang et al., 2016). Nodes in these datasets represent academic publications, and edges represent citation links. Since the Cora dataset is considered to be small to have any practical implications in the performance of our algorithm, we report only the results of CiteSeer and Pubmed. Similar to Movielens, the main task is edge prediction, and the attacker will seek to predict node attributes from GNN-processed embeddings. The network architecture is message-passing layers connected with ReLU nonlinearities, and both the decoder and attacker are also
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Regarding training/valid/test splits, we adopt the default split used in the original paper, maintained by (Fey & Lenssen, 2019). The network encoder consists of a trainable embedding layer followed by neighborhood aggregation layers. Node-level embeddings have a dimension of 64, and both the adversarial trainers and the main task predictors are trained with separate Adam optimizers with learning rate set to 0.01. Worst-case attackers are trained for 80 epochs with before the original model is trained for 150 epochs, and the entire graph is fed into the network at once during each epoch.

**QM9**  
QM9 is a dataset used to benchmark machine learning algorithms in quantum chemistry (Wu et al., 2017), consisting of around 130,000 molecules (represented in their spatial information of all component atoms) and 19 regression targets. The main task would be to predict the dipole moment $\mu$ for a molecule graph, while the attacker will seek to extract its isotropic polarizability $\alpha$ from the embeddings. The encoder is a recurrent architecture consisting of a NNConv (Gilmer et al., 2017) unit, a GRU (Cho et al., 2014) unit and a Set2Set (Vinyals et al., 2015) unit, with both the decoder and the attacker (as regressors) 2-layer multi-layer perceptrons with ReLU nonlinearities. The training/valid/test is selected in the following manner: the order of samples is randomly shuffled at first, then the first 10,000 and 10,000 - 20,000 samples are selected for testing and validation respectively, and the remaining samples are used for training. Preprocessing is done with scripts provided by (Fey & Lenssen, 2019) , using functions from (Landrum). Node-level embeddings have a dimension of 64, and both the adversarial trainers and the main task predictors are trained with separate Adam optimizers with learning rate set to 0.001. Worst-case attackers are trained for 30 epochs with before the original model is trained for 40 epochs with a batch-size of 128 molecular graphs.

**FB15k-237/WN18RR**  
These two datasets are benchmarks for knowledge base completion: while FB15k-237 is semi-synthetic with nodes as common entities, WN18RR is made by words found in the thesaurus. Our formulation is as follows: while the main task from both datasets is edge prediction, the attackers’ goals are different:

- For FB15k-237, we took node-level attributes from (Moon et al., 2017), and task the attacker with predicting the 50-most frequent labels. Since a node in FB15k-237 may have multiple labels associated with it, adversarial defense on this may be seen as protecting sets of node-level attributes, in contrast to single-attribute defense in other experimental settings.

- For WN18RR, we consider two attributes for a node (as a word): its word sense (sense greater than 20 are considered as the same heterogeneous class), and part-of-speech tag. The labels are obtained from (Bordes et al., 2013).

As for the architecture, we used a modified version of the CompGCN paper (Vashishth et al., 2019), where the attacker has access to the output of the CompGCN layer (of dimension 200), and the original task utilizes the ConvE model for the decoder. The training/valid/test split also aligns with the one used in the CompGCN paper. On both datasets, the adversarial trainers and main task predictors are trained with separate Adam optimizers with learning rate set to 0.001. Worst-case attackers are trained for 30 epochs with a batch-size of 128 nodes before the original model is trained for 120 epochs after 35 epochs of pre-training, with a batch-size of 128 nodes.

**Computing Infrastructure**  
All models are trained with NVIDIA GeForce® RTX 2080 Ti graphics processing units (GPU) with 11.0 GB GDDR6 memory on each card, and non-training-related operations are performed using Intel® Xeon® Processor E5-2670 (20M Cache, 2.60 GHz).

---

5Raw data available at [https://s3-us-west-1.amazonaws.com/deepchem.io/datasets/molnet_publish/qm9.zip](https://s3-us-west-1.amazonaws.com/deepchem.io/datasets/molnet_publish/qm9.zip) and [https://ndownloader.figshare.com/files/3195404](https://ndownloader.figshare.com/files/3195404)

6Available at [https://pytorch-geometric.readthedocs.io/en/latest/_modules/torch_geometric/datasets/qm9.html](https://pytorch-geometric.readthedocs.io/en/latest/_modules/torch_geometric/datasets/qm9.html)

7[https://www.microsoft.com/en-us/download/details.aspx?id=52312](https://www.microsoft.com/en-us/download/details.aspx?id=52312)

8[https://github.com/TimDettmers/ConvE](https://github.com/TimDettmers/ConvE)

9[https://github.com/cmoon2/knowledge_graph](https://github.com/cmoon2/knowledge_graph)

10[https://everest.hds.utc.fr/doku.php?id=en:smemlj12](https://everest.hds.utc.fr/doku.php?id=en:smemlj12)
Estimated Average Runtime  Below are the average training time per epoch for each model used in the main text, when the training is performed on the computing infrastructure mentioned above:

| DATASET          | Encoder | $t$  |
|------------------|---------|------|
| CITESEER         | ChebNet | 0.0232s |
|                  | GCN     | 0.0149s |
|                  | GAT     | 0.0282s |
| PUBMED           | ChebNet | 0.0920s |
|                  | GCN     | 0.0824s |
|                  | GAT     | 0.129s  |
| QM9              | MPNN    | 199.25s |
| MOVIELENS-1M     | GCN     | 12.05s  |
|                  | GAT     | 45.86s  |
| FB15K-237        | CompGCN | 463.39s |
| WN18RR           | CompGCN | 181.55s |

C. Degredation of RMSE on Movielens-1M dataset Regarding Neighborhood Attack

This is a supplementary figure for the neighborhood attack experiments introduced in the main section. Band represents 95% confidence interval over five runs.
D. N-Hop Algorithm for Neighborhood Defense

Intuitively, this algorithm greedily constructs a path of length \( n \) by uniformly picking a neighbor from the current end of the path and checking if the node has existed previously in the path, avoiding formation of cycles. Worst-case running time of this algorithm is \( O(n^2) \), because in each step of the main loop, the algorithm performs \( O(n) \) checks in the worst case scenario.

**Algorithm 2** Monte-Carlo Probabilistic N-Hop

- **Input:** \( G = (V, E) \): undirected graph (via adjacency list); \( v \in V \): starting node; \( n \geq 1 \): hop
- **Output:** On success: \( v' \in V \) such that \( d(v, v') = n \) or NO if such vertex doesn’t exist; On failure: \( v' \in V \) such that \( 1 \leq d(v, v') \leq n \) or NO if such vertex doesn’t exist

\( V = \emptyset \) [Initial path is empty]

\( t = 0 \)

\( v' = v \)

**repeat**

\( S = [N(v')] \) \{O(1) time by adjacency list\}

\( i = \text{RandInt}(0, |S|) \) \{O(1) uniform random sample (without replacement)\}

\( e = S\.pop(i) \)

**repeat**

\( i = \text{RandInt}(0, |S|) \)

\( e = S\.pop(i) \)

**until** \( \neg(e \in V \text{ and } S \neq []) \) \{Loop runs at most \( O(n) \) times\}

**if** \( e \notin V \) **then**

\( V = V \cap \{e\} \)

\( v' = e \)

**else**

reject with NO \{Current path not satisfiable, reject\}

**end if**

\( t = t + 1 \)

**until** \( t \geq n \)

accept with \( v' \)