Amortised inference of fractional Brownian motion with linear computational complexity
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We introduce a simulation-based, amortised Bayesian inference scheme to infer the parameters of random walks. Our approach learns the posterior distribution of the walks’ parameters with a likelihood-free method. In the first step a graph neural network is trained on simulated data to learn optimized low-dimensional summary statistics of the random walk. In the second step an invertible neural network generates the posterior distribution of the parameters from the learnt summary statistics using variational inference. We apply our method to infer the parameters of the fractional Brownian motion model from single trajectories. The computational complexity of the amortized inference procedure scales linearly with trajectory length, and its precision scales similarly to the Cramér-Rao bound over a wide range of lengths. The approach is robust to positional noise, and generalizes well to trajectories longer than those seen during training. Finally, we adapt this scheme to show that a finite decorrelation time in the environment can furthermore be inferred from individual trajectories.

I. INTRODUCTION

Fractional Brownian motion (fBm) \cite{1, 2} is a paradigmatic model of anomalous transport. It is a non-Markovian Gaussian process characterized by stationary increments and long temporal correlations in the noise driving the process. It allows capturing long-range temporal correlations in the dynamics of a walker or its environment, and it is a model of choice to describe a multitude of dynamic processes in numerous scientific fields \cite{3–21}. Following the classification given in \cite{22} of the three main sources of anomalous diffusion, the anomalous dynamics of fBm stems from the statistical dependency of the displacements at all time scales. Since fBm is a Gaussian process, it admits an analytical expression of the joint likelihood of the recorded signal. It is thus an ideal model to investigate the performance of approximate schemes to infer anomalous diffusion, such as variational inference or machine-learning-based approaches, since it allows direct comparison to statistically optimal exact inference.

The position of a random walker undergoing fBm is described by a Langevin equation \cite{1} of the form

\[
\frac{dr(t)}{dt} = \sqrt{K_\alpha} \eta(t),
\]

where \( \eta \) is a zero-mean Gaussian noise process with covariance \( \langle \eta(t_1) \eta(t_2) \rangle = \alpha (\alpha - 1) |t_1 - t_2|^{\alpha - 2} \) and \( K_\alpha \) is a generalized diffusion constant that sets the scale of the process. fBm is self-similar and ergodic \cite{23, 24}. However, it has been shown to exhibit transient non-ergodic behaviour when confined \cite{24, 25} and it is worth noting that the ergodic regime is witnessed only after a long transient passage exhibiting non-ergodic properties \cite{24, 26, 28}. The noise \( \eta \) is negatively correlated in the subdiffusion regime (\( \alpha < 1 \)), while it is positively correlated in the super-diffusion regime (\( \alpha > 1 \)).

Methods for estimating a random walk’s parameters can roughly be divided into two types: heuristic approaches using features extracted from the trajectories \cite{17, 29, 32} and likelihood-based (e.g., Bayesian) approaches \cite{33, 36}. Each has its strengths and weaknesses. Likelihood-based approaches are provably asymptotically optimal, but they are often computationally intensive and are only applicable to random walk models that have a tractable likelihood. Feature-based approaches are typically computationally cheaper, and they can be applied to a much larger range of models since they do not require a tractable likelihood. However, they are generally not statistically efficient, are prone to bias when used on experimental data and their precision can be difficult to evaluate. It is worth noting the rapid progress of machine learning based approaches \cite{32, 37}, which fall in the category of feature-based approaches, and which allow to learn high quality features to perform both parameter estimation and model classification. While such machine learning approaches generally outperform hand-
crafted features on numerically generated data, it remains difficult to evaluate their actual performance and robustness on empirical data.

Here, we develop an amortized Bayesian inference approach to estimate the parameters of a fBm from a single recorded trajectory. More precisely, this paper focuses on two tasks: (i) amortizing the inference of the anomalous exponent to reduce the computational cost of inference and test how much information about temporal correlation can be inferred by a computational scheme of linear complexity, and (ii) exploring the possibility of retrieving information about finite decorrelation times of the walker’s dynamics. We use a graph neural network (GNN) to encode a set of summary features of the trajectory. The GNN is trained on simulated trajectories, and allows capturing long-range interactions while retaining a linear scaling of the computational complexity with the length of the trajectories. We train an invertible network to generate the posterior distribution from the summary features using a variational objective. Focusing on the fBm model allows us to compare the performance of the amortized approach to maximum likelihood estimation and to the Cramér-Rao bound which provides a lower bound on the variance of any unbiased estimator. We show that our amortized inference attains near-optimal performance as compared to exact likelihood-based inference and to the Cramér-Rao bound. We furthermore discuss the latent space structure learned by the summary network and its ability to encode physical properties. We test the applicability of the approach to trajectories corrupted by positional noise and its potential to generalize to trajectories that are longer than those seen during training. Finally, we extend the inference procedure to capture a finite decorrelation time in the dynamics which may typically arise in physical environments.

II. AMORTISED BAYESIAN INFERENCE

In the context of parameter estimation, Bayesian inference uses Bayes’ theorem to compute the posterior probability distribution of the parameters $\theta$ given recorded data $R$ (here a trajectory) and a probabilistic model of these data,

$$p(\theta | R) = \frac{p(R | \theta) p(\theta)}{p(R)}.$$  \hfill (2)

Equation equation (2) relates the posterior distribution, $p(\theta | R)$ to the likelihood $p(R | \theta)$, the prior $p(\theta)$ and the evidence $p(R)$. Here, we only consider one single model, i.e., the fBm, and thus do not explicitly refer to it. The principle of amortized inference [39] is to split the estimation of the posterior $p(\theta | R)$ into two independent steps. The first is computationally costly and involves learning an approximate posterior density $\hat{p}(\theta | R)$ from numerically generated data. Then, the second step consists in running the pre-trained approximate system on the experimental data to infer the posterior density, assuming that they are similar to the training data.

A tractable likelihood can be computed for fBm. We consider a trajectory $R = (r_0, r_2, \ldots, r_N)$ to be a 1-dimensional time-series of positions $r_i$ recorded at equidistant points in time $t_i \in \{0, \Delta t, 2 \Delta t, \ldots, N \Delta t\}$. The likelihood of a trajectory reads

$$p(R | \theta) = \frac{1}{(2\pi)^{N/2}} \exp \left( -\frac{1}{2} (\Delta r)^\top \Sigma^{-1} \Delta r \right),$$  \hfill (3)

where $\Delta r = (\Delta r_1, \ldots, \Delta r_N)^\top$, with $\Delta r_i = r_i - r_{i-1}$ the individual displacements. Then, $\theta = (K_\alpha, \alpha)$ are the fBm’s parameters to infer, and $\Sigma$ is the displacements’ covariance matrix whose coefficients are given by

$$[\Sigma(\theta)]_{ij} = K_\alpha \Delta t^\alpha (|i-j+1|^\alpha + |i-j-1|^\alpha - 2|i-j|^\alpha).$$  \hfill (4)

We choose to rely on a likelihood-free approach to amortize our inference procedure. This may seem a counter-intuitive choice for the precise case of fBm because the likelihood is analytically tractable, but this method has the advantage of relying solely on computations of linear complexity. Furthermore, the approach is also directly portable to more complex problems for which a tractable likelihood may not be available or may be too computationally costly. Indeed, likelihood-free inference is a method of choice to address such problems. As more and more complex models are encountered in numerous fields of science, the field of simulation-based inference [39] is growing very rapidly to address the associated challenging inverse problems. The shift towards amortization of the likelihood is notably driven by new tools and conceptual approaches derived from machine learning [40, 41].

The architecture of the amortized model of the posterior distribution is shown in Figure 1. It is based on the recently introduced Bayes Flow (BF) [42] procedure. In this framework, a first neural network, working as an encoder, creates a fixed-dimension vector of summary statistics from a set of observations. In our case, the encoder takes the form of a GNN (Fig. 1A). The encoder’s output, the summary statistics vector, parametrizes an invertible transformation between easily sampled distributions (Gaussian) and the posterior distribution of the parameters (Fig. 1B). The full procedure generates the posterior distribution of the parameters. Such flow-based approaches, derived from normalizing flows [43], have the advantage that they provide an estimation of the posterior without requiring extensive sampling. The whole module is trained on numerically generated data and can then be used for inference. In the two following subsections, we first present the GNN (Section II A) and then the invertible network (Section II B).
A. Graph neural network for learning summary statistics

GNNs have been introduced to model and analyse graphs, meshes and point clouds [44-46]. They are well suited to capture geometric properties from point clouds and other datasets of variable size [46, 47], they can keep a sparse architecture while encoding long temporal correlations [48, 49] and they exhibit good performance with a limited number of parameters compared to other modern architectures. For these reasons, they are well adapted to analysing random walks [38], and we adopt a GNN architecture for our summary network.

As indicated by their name, GNNs process graphs, and the first step of our inference pipeline is thus to build a graph from a trajectory. To do so, we represent each trajectory \( \mathbf{r} = (r_0, r_1, r_2, \ldots, r_N) \) by a directed graph \( G = (V, E, \mathbf{X}, \mathbf{Y}) \). Here \( V = \{1, 2, \ldots, N\} \) is the set of nodes, each corresponding to a recorded position of the observed walker. \( E \subseteq \{(i, j) \mid (i, j) \in V^2\} \) is the set of edges connecting pairs of nodes. Each node has a vector of features, \( \mathbf{x}^{(0)}_i \) (of size \( n_x \)) which initially encapsulates information linked to the \( i \)-th position of the trajectory and to the displacement that led to it. \( \mathbf{X}^{(0)} = (\mathbf{x}^{(0)}_1, \mathbf{x}^{(0)}_2, \ldots, \mathbf{x}^{(0)}_N) \) is the \( (N, n_x) \) matrix of initial node feature vectors. Amongst features associated to node \( i \) are the normalized time \( i/N \), as well as the total distance covered by the walker, its mean square displacement, and the maximal jump size, all measured since the beginning of the trajectory. Finally, \( \mathbf{Y} = (\mathbf{y}^{(0)}_1, \mathbf{y}^{(0)}_2, \ldots, \mathbf{y}^{(0)}_{|E|}) \) is a matrix of edge features, \( \mathbf{y}^{(0)}_e \), each associated to an edge \( e \) in \( E \). The features vector of a given edge \( e \), \( \mathbf{y}^{(0)}_e \), of size \( n_y \), encapsulates information about the trajectory’s course between the two nodes \( i \) and \( j \) it connects, such as the normalized time difference \( (j - i)/N \) and various...
distance measures. All distance measures are provided with multiple normalization factors (see Supplementary Material 1.). The edges in G are placed such that incoming edges of each node originate only from nodes in the past (i.e., respecting causality): node $i$ receives connections from nodes $i - \Delta_1, \ldots, i - \Delta_{\max}$, where $(\Delta_i)_{i \geq 1}$ is a geometric series. The training is specific to the dimension of the trajectories. Yet, the GNN architecture can be adapted to trajectories of any dimension by adapting the features’ initialization. A key point about the graph construction procedure is that it has linear algorithmic complexity.

Following the graph initialization step, the summary network performs several graph convolution operations \cite{DGL, GNN}. It then passes the learnt node feature vectors as inputs to a pooling layer that aggregates features across all nodes of a trajectory graph into a fixed-length vector. The vector is finally passed through a multi-layer perceptron to obtain the summary statistics vector $h = g_\psi(R)$, where $\psi$ denotes the neural network coefficients. We refer the interested reader to \cite{GNN} for details about the graph generation and GNN implementation.

B. Invertible network for generating a variational posterior density

The Bayes Flow approach provides an invertible transformation, $f_\phi(\cdot | h)$, between the parameter space (in $\mathbb{R}^D$, with $D \geq 2$) and the prior space (in $\mathbb{R}^D$), on which a $D$-dimensional standard Gaussian density is assumed. The transformation $f_\phi(\cdot | h)$ is parametrized by a conditional invertible neural network (cINN) \cite{INN} made of a succession of affine coupling blocks \cite{NICE} (multiple blocks sequentially applied) and maps $\theta$ to the prior conditioned on $h$, the summary statistics of the trajectory.

By design, these blocks can be inverted and the determinant of the Jacobian matrix $J_{f_\phi}$ of the transformation is retrieved from the forward pass. During training we seek to approximate the true posterior $p(\theta | R)$ by the learnt posterior $p_\phi(\theta | R) = \exp \left( -\frac{1}{2} f_\phi(\theta; h) \right)$. The loss function is the Kullback-Leibler divergence between $p(\theta | R)$ and $p_\phi(\theta | R)$ which reads as

$$\mathcal{L}(R) = \frac{1}{2} \lVert f_\phi(\theta; h) \rVert_2^2 - \log \lvert \det J_{f_\phi} \rvert, \quad (5)$$

where $h = g_\psi(R)$. Sampling the posterior distribution consists in computing $h$ from the trajectory $R$, and generating the required number of sample as $\theta = f_\phi^{-1}(z; h)$ with $z$ generated from a standard $D$-dimensional Gaussian distribution.

III. ESTIMATION OF THE ANOMALOUS EXPONENT

We evaluate the performance of our amortized inference procedure on numerically generated trajectories. Estimating the anomalous exponent $\alpha$ is the most challenging part of the inference, and we thus focus on this here, but our approach infers a joint posterior density for $\theta = (K, \alpha)$. Figure 2A shows the inferred posteriors of $\alpha$ on portions of increasing length of two example trajectories. The amortized posterior is consistent with the exact one (See Supplementary Material 2.). Both become increasingly peaked around the true value of $\alpha$ as the length of the trajectory increases. The inferred posterior distributions do not exhibit broad tails or divergences, and are thus proper distributions, i.e., they are normalizable.

We show the precision of the inference on trajectories with lengths varying across two orders of magnitudes. Both the variance of the approximated posterior and the square error of the estimator follow a power-law decrease, as can be seen Fig. 2B. Using the exact likelihood shown in Eq. 3 we can evaluate the Cramér-Rao bound and compare the amortised inference’s performance to it. The amortised inference is suboptimal (as expected from a variational inference), but its variance shows a fast decreasing trend similar to the Cramér-Rao bound, i.e., close to $\propto 1/N$.

We looked at the learnt summary statistics $h$, that after training constitutes a low-dimensional representation of the random walks which is use as features to compute the posterior distribution. The latent representation can be interpreted for its own sake as the way the encoder represents information about the trajectories. An assumption in representation learning \cite{INN} is that interpretable representation lead to better generalisation. We projected $h$ onto a 2D plane using UMAP \cite{UMAP} (a non-linear dimensionality reduction algorithm) and mapped $\alpha$ on it (see Supplementary Fig. S1). We see that the latent space is organised according the value of $\alpha$, a good indication that the learning process properly captured the underlying physical properties. We tested the robustness of the inference procedure when applied to trajectories corrupted by positional noise. We show in Supplementary Fig. S2 the evolution of the mean square error of the amortised inference of $\alpha$ and compare it with the corresponding Cramér-Rao bound. The precision of the amortised inference procedure closely follows the lower bound set by the Cramér-Rao inequality. This was obtained by training models specifically on trajectories corrupted with increasing amounts of noise.

The summary network’s architecture, with normalized initial features, leads to an approximately ”length-invariant” inference, i.e., the vector of summary statistics captures relevant information regardless the length of the trajectories. Hence, the approach is not limited to trajectories seen during training. We show in Figure 2C an example of application for trajectories a hundred times
FIG. 2. Model performance. A: Evolution of the posterior density of $\alpha$ inferred by the model (plain lines) versus the true posterior (dotted lines) from two example trajectories with $\alpha = 0.6$ (top) and $\alpha = 1.4$ (bottom), respectively. The length of the portion of the trajectory used for inference is increased ten-fold between each panel, i.e., from left to right: $N = 10$ (blue), $N = 100$ (green), $N = 1000$ (red). B: Evolution of the variance of the estimator $\tilde{\alpha}$ (dashed line), the mean square error of the mean posterior $\bar{\alpha}$ (dotted line) and the Cramér-Rao bound for an unbiased estimator of $\alpha$, for increasing values of trajectory length $N$. In red: power-law fits on large values of $N$. C: Convergence towards the true value of $\alpha$ as function of trajectory length. The model was trained on trajectories of length $10 \leq N \leq 1,000$. Darker zones correspond to the first and third quartiles, while lighter ones correspond to 5% and 95% quantiles. We modified the normalization procedure so that it is able to generalize to trajectories longer than those seen during training.

An important attribute of the amortized approach is that it has linear computational complexity at inference time, i.e., when applied to infer the parameters of a random walk. To show this, we subdivide the amortised inference procedure into three steps: (i) initial feature evaluation, (ii) forward pass through graph convolutions and pooling, and (iii) operations on summary statistics to generate the posterior. (i) The initial evaluation of node and edge features requires $O(N + |E|)$ time and memory, where $N$ is the number of nodes (for a trajectory of $N+1$ points) and $|E|$ is the number of edges. Here $|E| \propto N$ by design (the in-degree of nodes is bounded), so this step has $O(N)$ complexity. (ii) The forward pass through the graph convolutions and the following pooling of node features requires $O(|E|)$ operations and memory slots, and hence this step also has $O(N)$ complexity. (iii) The latent space is of fixed dimensions, and hence all operations after the pooling layer have $O(1)$ complexity. The global complexity of the amortized inference is then $O(N + |E| + |E|) = O(N + |E|)$.
complexity of the amortised architecture is thus linear with respect to the number of points in the trajectory.

In comparison, calculating the exact likelihood [Eq. equation (3)] requires evaluating the determinant $\det \Sigma(\theta)$ and the quadratic form $(\Delta t)\Sigma(\theta)^{-1}\Delta r$, which can be done in $O(N^2)$ time [57]. This makes exact inference prohibitively expensive for very long trajectories, where our amortized inference scheme may instead be used (Fig. 2B). Note furthermore that for many models the exact likelihood cannot be calculated at all, in which case approximate inference is the only route possible. In all of the above cases, our amortized inference scheme retains its linear computational complexity.

IV. ESTIMATION OF A FINITE DECORRELATION TIME

When considering fBm as a model of biomolecule random walks, we have to keep in mind that many physical environments might exhibit a finite decorrelation time $\tau_c$ possibly stemming from motion occurring outside a polymer-dominated environment [58] or from changes of conformations of the bimolecule altering the nature of its interactions. The characteristic time bears information on the local environment's physical properties, and it might be spatially dependent or specific to interactions with local partners. In practice, inferring $\tau_c$ from individual trajectories is challenging. Autocorrelation-based approaches for example give incomplete results on individual trajectories as the limited number of points prevents proper averaging [59, 60].

We adapted our amortised inference procedure to infer $(\alpha, \tau_c)$ instead of $(K_\alpha, \alpha)$. We left out $K_\alpha$ here since it is simply a scale factor and can be removed by rescaling the trajectories. We used the same node and edge features as above, and we thus conserve the procedure's linear computational complexity. A finite decorrelation time was modeled by multiplying the autocovariance of the fBm by an exponential factor, $\min(1, e^{-\tau_c - \tau})$, where $\tau$ is the time difference. Examples of the autocovariance function for several values of $\alpha$ and $\tau_c$ are given in Supplementary Fig. S3. The modified covariance matrix thus reads

$$[\Sigma(\alpha, \tau_c)]_{ij} = \min \left(1, e^{\tau - |i-j| \Delta t} \right) \times$$

$$\left(|i-j+1|^{\alpha} + |i-j-1|^{\alpha} - 2|i-j|^{\alpha}\right),$$

where we have ignored the scale factor $K_\alpha \Delta t^{\alpha}$.

There is no simple means to relate the length of a trajectory to the difficulty of inferring its finite correlation time, so we performed this inference solely on trajectories of length 1,000 with $\tau_c$ integer-valued and ranging from 5 to 50.

We compared our estimator with the maximum likelihood estimator, obtained by choosing the value of $(\alpha, \tau_c)$ that maximizes the likelihood of the observed trajectory.

To optimize the likelihood in practice, we computed the log-likelihood on a grid of values, of $\alpha$ and $\tau_c$, with $\alpha$ taking 30 regularly spaced values between 0.4 and 1.6, and $\tau_c$ taking all possible values in its range. As shown in Figure 3B (upper panel), our amortised inference yields a slightly more biased estimate than the maximum-likelihood estimator (when taking the mean of the posterior distribution) but has a smaller variance. When $\alpha = 1$, successive increments are completely independent of each other and there is thus no information to retrieve regarding $\tau_c$. This is observable on the lower panel of Figure 3 both by looking at the Cramer-Rao bound, which diverges, and at the variance of our estimator, which is maximal at $\alpha = 1$.

V. DISCUSSION

Simulation-based inference coupled with machine learning are a promising avenue to address challenging inverse problems. When applied to intractable systems, this combination allows splitting the inference task into two steps. In the first, computationally intensive simulations produce artificial data. These data are used to train neural networks to approximate the posterior distribution of the parameters using a variational objective. In the second step, which is computationally fast, inference is performed on experimental data and the posterior distribution is evaluated by a direct forward pass through the trained neural networks. The procedure is statistically efficient if the numerical data match the properties of experimental one and if the variational inference is able to capture the complex relations that might exist between the variables to be inferred.

There are two main challenges associated with amortised approaches. First, training variational inference often consists in minimising a Kullback-Liebler distance between the approximate distribution and the real (unknown) one [61]. Optimising such a non-convex function is challenging and is not generally guaranteed to converge towards a global optimum. The second challenge is linked to interpretability. Both the models used to learn the summary statistics and the variational posterior distribution are generally intractable. There is thus limited insurance that the process does not misbehave, especially when applied to real experimental data. Evaluation of the exact posterior distribution using sampling, such as in approximate Bayesian computation, may however lead to similar problems due to the difficulty of properly sampling complex likelihood landscapes.

We here used fBm to quantify the performance of our amortised inference approach. We chose to focus on fBm both due to its paradigmatic status as an anomalous random walk model and because it has a tractable likelihood, allowing us to compare our amortised method to exact likelihood-based inference and to the Cramé-Rao bound on estimator precision. We advocate more generally for the use of exactly solvable random walk models, such as the fBm, as benchmarks to evaluate the performance of machine-learning based inference methods.
We showed that our amortized inference can successfully be applied to infer the parameters of fBm, with a precision that is lower than the Cramér-Rao bound but which increases with a scaling that is similar to it. Our algorithm has a linear complexity in the length of the trajectory and can be applied to trajectories of any length at inference time, even if the algorithm has not been specifically trained on trajectories of the same length. We furthermore showed that our amortised approach could be used to efficiently infer the parameters of a more realistic fBm-type model with a finite decorrelation time.

Our amortised inference framework can be used for any random walk model, even for models that do not have a tractable likelihood, provided that they can be simulated efficiently enough to provide a large number of trajectories for training. In all cases, our approach retains its linear computational complexity at inference time. For random walk models with intractable likelihoods, only empirical evaluation of the performance will in general be possible. Thus, it is not possible to make absolute statements about the statistical efficiency of the approach in these cases.

Beyond random walks, amortized inference can more generally be instrumental in providing posterior distributions for models of complex systems with fractional noise and/or long memory. Numerous challenges have to be addressed to standardise the optimisation of the variational inference, especially in cases where some parameters are not sufficiently constrained by data or when there are sloppy directions in the parameter space. Furthermore, variational inference does not necessarily lead to physically realistic parameters. Ensuring the physics-informed nature of the inference may require imposing constraints on the network generating the summary statistics. Though our results show that the network is able to learn physically meaningful features without inductive bias. Finally, the statistical efficiency of amortised approaches will depend on the ability of numerically generated data to match experimental observations.

**Acknowledgments.** We thank Thomas Blanc, Mohamed El Beheiry, Srin Turaga, Hugues Berry, Raphael Voituriez & Bassam Hajj for helpful discussions. This study was funded by the Institut Pasteur, L’Agence Nationale de la Recherche (TRamWAy, ANR-17-CE23-0016), the INCEPTION project (PIA/ANR-16-CONV-0005, OG), and the “Investissements d’avenir” programme under the management of Agence Nationale de la Recherche, reference ANR-19-P3IA-0001 (PRAIRIE 3IA Institute).

The funding sources had no role in study design, data collection and analysis, decision to publish, or preparation of the manuscript.

**Conflicts of interest.** Hippolyte Verdier and Al-hassan Casse are Sanofi employees and may hold shares and/or stock options in the company. The other author declare to have no financial or non-financial conflicts of interest.
[46] C. R. Qi, L. Yi, H. Su, and L. Guibas, ArXiv abs/1706.02413 (2017).
[47] R. Q. Charles, H. Su, M. Kaichun, and L. J. Guibas, in 2017 IEEE Conference on Computer Vision and Pattern Recognition (CVPR) (IEEE, 2017).
[48] T. Azevedo, A. Campbell, R. Romero-Garcia, L. Pasamonti, R. A. Bethlehem, P. Liò, and N. Toschi, bioRxiv (2020).
[49] Y.-J. Lu and C.-T. Li, Agstn: Learning attention-adjusted graph spatio-temporal networks for short-term urban sensor value forecasting (2021), arXiv:2101.12465.
[50] M. Defferrard, X. Bresson, and P. Vandergheynst, Advances in neural information processing systems 29 (2016).
[51] R. Ying, J. You, C. Morris, X. Ren, W. L. Hamilton, and J. Leskovec, Hierarchical graph representation learning with differentiable pooling (2018), arXiv:1806.08804.
[52] Y. Wang, Y. Sun, Z. Liu, S. E. Sarma, M. M. Bronstein, and J. M. Solomon, Dynamic graph cnn for learning on point clouds (2018), arXiv:1801.07829.
[53] L. Ardizzone, J. Kruse, S. Wirkert, D. Rahner, E. W. Pellegrini, R. S. Klessen, L. Maier-Hein, C. Rother, and U. Köthe, arXiv preprint arXiv:1808.04730 (2018).
[54] L. Dinh, J. Sohl-Dickstein, and S. Bengio, arXiv preprint arXiv:1605.08803 (2016).
[55] Y. Bengio, A. Courville, and P. Vincent, IEEE transactions on pattern analysis and machine intelligence 35, 1798 (2013).
[56] L. McInnes, J. Healy, and J. Melville, arXiv preprint arXiv:1802.03426 (2018).
[57] J. F. Monahan, Numerical methods of statistics (Cambridge University Press, 2011).
[58] S. C. Weber, A. J. Spakowitz, and J. A. Theriot, Physical review letters 104, 238102 (2010).
[59] J. F. Reverey, J.-H. Jeon, H. Bao, M. Leippe, R. Metzler, and C. Sellhuber-Unkel, Scientific reports 5, 1 (2015).
[60] G. Crispin, Handbook of Stochastic Methods: for Physics, Chemistry and natural sciences, 4th ed. (Springer).
[61] C. M. Bishop, Pattern Recognition and Machine Learning (Information Science and Statistics) (Springer).
[62] J. J. Waterfall, F. P. Casey, R. N. Gutenkunst, K. S. Brown, C. R. Myers, P. W. Brouwer, V. Elser, and J. P. Sethna, Physical review letters 97, 150601 (2006).
[63] M. Raissi, P. Perdikaris, and G. E. Karniadakis, Journal of Computational physics 378, 686 (2019).
[64] G.-J. Both and R. Kusters, arXiv preprint arXiv:2106.04886 (2021).