Fast generation of weak lensing maps by the inverse-Gaussianization method
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To take full advantage of the unprecedented power of upcoming weak lensing surveys, understanding the noise, such as cosmic variance and geometry/mask effects, is as important as understanding the signal itself. Accurately quantifying the noise requires a large number of statistically independent mocks for a variety of cosmologies. This is impractical for weak lensing simulations, which are costly for simultaneous requirements of large box size (to cover a significant fraction of the past light cone) and high resolution (to robustly probe the small scale where most lensing signal resides). Therefore fast mock generation methods are desired and are under intensive investigation. We propose a new fast weak lensing map generation method, named the inverse-Gaussianization method, based on the finding that a lensing convergence field can be Gaussianized to excellent accuracy by a local transformation. Given a simulation, it enables us to produce up to an infinite number of statistical lensing maps as quickly as we can produce the simulation initial conditions. The proposed method is tested against simulations for each tomography bin centered at lens redshift \( z \sim 0.5 \), 1, and 2, with various statistics. We find that the lensing maps generated by our method have reasonably accurate power spectra, bispectra, and power spectrum covariance matrix. Therefore, it will be useful for weak lensing surveys to generate realistic mocks. As an example of application, we measure the probability distribution function of the lensing power spectrum, from 16384 lensing maps produced by the inverse-Gaussianization method.

I. INTRODUCTION

The large-scale structure (LSS) of the Universe provides us invaluable tools, such as the baryon acoustic oscillation, weak gravitational lensing, redshift space distortions, and cluster abundance, to probe the dark universe. Various ongoing and upcoming projects, such as DES, eBOSS, HSC, DESI, LSST, Euclid, and WFIRST, aim to measure these large-scale structures to unprecedented precision. Over the next decade, orders of magnitude improvement in constraints of dark energy and the nature of gravity are expected.

However, to match the power of these massive dark energy surveys and to constrain cosmology tightly and robustly, the requirement of theoretical modelling of related LSS statistics is highly challenging. In particular, not only do we need to understand the signal precisely, but we must also understand the associated error precisely. One example is the weak lensing power spectrum (signal) and the associated covariance matrix (statistical error of the signal). The error estimation is more challenging, for several reasons. First, estimating error involves higher-order statistics and therefore stronger nonlinearity and non-Gaussianity (e.g., Refs. [14–16]). Furthermore, to robustly handle the nonlinearity and non-Gaussianity, high resolutions are required for numerical simulations (e.g., Refs. [17–19]). Even more challenging, to robustly constrain cosmology, mocks of various cosmologies are required. These requirements further increase the difficulty of mock generation.

Alternative ways have been proposed for fast generation of mocks. For 3D galaxy mocks, there are the lognormal model [20, 21], PTHALOS [22, 24], PINOCCHIO [25, 26], Quick Particle Mesh Simulations (QPM) [27], augmented Lagrangian perturbation theory (ALPT), EZmocks [29], COLA [30, 32], L-PICOLA [33], ICE-COLA [34], HALOGEN [35], FastPM [36], etc.

Weak lensing mocks have different requirements. First, they require more accurate modelling of the nonlinear regime where the majority of weak lensing signal is located. As a consequence, the Lagrangian-based methods are inappropriate due to their long-standing problem of underestimating nonlinear powers. Second, they require larger volume since weak lensing is a projected LSS over a \( \sim c/H_0 = 3h^{-1}\text{Gpc} \) distance. A popular choice in the literature is the lognormal model. It has been demonstrated as a useful approach to capture cosmological information [37, 38] and a valuable generator of weak lensing mocks [39, 42]. However, the lognormal model has limitations. It fails at modelling LSS in the low density regime (e.g., Ref. [43]). The actual probability distribution function (PDF) of lensing convergence shows significant deviation...
from lognormal \cite{1}. Other limitations are reported too \cite{14}.

In this paper, we focus on fast generation of weak lensing maps. Observational effects can be further added to these lensing maps to generate mocks for cosmological surveys. This step depends on specifications of individual surveys and requires specific expertise. Therefore, throughout the paper, we will only discuss the generation of lensing maps, corresponding to mocks of perfect observations. In the paper, we may use “mocks” and “lensing maps” interchangeably. We propose the “inverse-Gaussianization” method, directly extending from our previous “Gaussianization” works \cite{1, 14}. Gaussianization refers to applying a local transform to make the one-point PDF of the field Gaussian. Scherrer et al. \cite{14} proposed the Gaussian Copula Hypothesis to the matter field, which implies that the matter field will be fully Gaussianized, when only a local transform is applied to Gaussianize the one-point PDF. Motivated by Ref. \cite{14}, Yu et al. \cite{1, 14} applied Gaussianization to a lensing convergence field constructed from N-body simulation and found that the Gaussianization suppresses the non-Gaussian statistics (including up to sixth-order cumulants of the smoothed fields and reduced bispectrum) a lot for the shape-noise-free convergence field. The Gaussianized lensing convergence field is close to Gaussian, which motivates us to propose the following inverse-Gaussianization method.

The local transform function for Gaussianization is fully determined by the non-Gaussian field, once the irrelevant variance of the resulting field is specified. Although the local transform function depends on cosmology, from several simulation realizations, we could deterministically measure the ensemble average. Applying the averaged local transform to the simulation realizations, one could measure the power spectrum of the Gaussianized fields. According to the measured power spectrum, one could produce the Gaussian random fields (GRFs) just like one produces the initial conditions for cosmological simulations. To generate mocks, one could inversely transform the GRFs by the measured local transform function. We call the above process the inverse-Gaussianization method. The resulting field would have the same statistics if the Gaussian Copula Hypothesis is perfect. If the assumption is imperfect, at least the resulting field should be similar to the real one.

This paper presents the idea of fast mock generation by the inverse-Gaussianization method. We describe the details of the method in Sec. \ref{sec:inverse-gaussianization}. Its performance is quantified in Sec. \ref{sec:performance}. We find that the generated lensing maps have a reasonably accurate covariance matrix. An application of the inverse Gaussianization is presented in Sec. \ref{sec:application}. We conclude and discuss in Sec. \ref{sec:conclusion} and \ref{sec:discussion}.

II. INVERSE-GAUSSIANIZATION METHOD

Weak lensing directly probes the matter overdensity projected along the line of sight from the observer to the source galaxies. The lensing convergence for a source at redshift $z_s$ and angular position $\hat{n}$ is

$$\kappa(\hat{n}, z_s) = \int_0^{\chi_s} W(z, z_s) \delta(\hat{n}, z) d\chi(z).$$  \hspace{1cm} (1)

Here, the lensing kernel $W(z, z_s)$ has a broad width and varies slowly with $z$. $\chi(z)$ is the radial coordinate to redshift $z$, and $\chi_s = \chi(z_s)$. For a flat cosmology, $\chi$ is also the comoving angular diameter distance. Through the source redshift $z_s$ dependence in lensing convergence $\kappa$, the lensing tomography works to reconstruct the 3D matter distribution. In reality, due to limited source redshifts, measurement errors, and the relatively wide and smooth lensing kernel, the reconstruction is most feasible for the binned matter overdensity $\delta^\Sigma$. To reasonably excellent approximation, Eq. (1) can be written as

$$\kappa \approx \sum_i W_i \delta^\Sigma_i.$$

(2)

Here, $\delta^\Sigma_i$ is the surface overdensity of the $i$th redshift bin $(z_i - \Delta z_i < z < z_i + \Delta z_i)$. $W_i \approx W(z_i, \chi_s) \Delta \chi_i$ and $\Delta \chi_i = \chi(z_i + \Delta z_i/2) - \chi(z_i - \Delta z_i/2)$. For a typical source redshift $z_s = 1$, the above approximation is excellent as long as $\Delta \chi_i \lesssim 300 h^{-1}$Mpc ($\Delta z_i \lesssim 0.1$) and is reasonably good as long as $\Delta z_i \lesssim 0.2$. Thus, in this work, we focus on the projected matter field $\delta^\Sigma$ instead of the true lensing convergence field.

Working on fast generations of $\delta^\Sigma$ instead of $\kappa$ has two advantages. First, one can conveniently produce lensing convergence maps to any source redshifts, by linearly combining $\delta^\Sigma$ generated at each (lens) redshifts. Therefore, it is more flexible for lensing mock generations, and it is more convenient for lensing tomography analysis. Second, the performance test on the $\delta^\Sigma$ field is a stronger version than the test on the $\kappa$ field. Both the lensing convergence $\kappa$ and the projected matter field $\delta^\Sigma$ are, in principle, observable. $\delta^\Sigma$ is a redshift resolved version of $\kappa$. It contains more detailed information on the LSS evolution and hence the dark universe and presents stronger non-Gaussianity than $\kappa$. The tests presented in this work mainly concern how well non-Gaussian features, like the mode coupling, could be recovered by the proposed method. Therefore, working on $\delta^\Sigma$ instead of $\kappa$ allows us to more reliably evaluate the proposed inverse-Gaussianization method.

The inverse-Gaussianization is straightforward to implement in simulations, with the following steps:

(i) Step 1: determining the Gaussianization function. For a given simulation snapshot at a given redshift, we can obtain a number of $\delta^\Sigma$ fields by projecting along different directions with required projection depth and by splitting the simulation volume into subvolumes. The
Gaussianization function $y(\delta^2)$ is a local transform determined by

$$y(\delta^2) = \text{erf}^{-1}(2\text{cdf}(\delta^2) - 1).$$  \hspace{1cm} (3)

Here, cdf is the cumulative distribution function of the $\delta^2$ field. $\delta^2$ is non-Gaussian. But by definition the resulting $y$ field has a Gaussian one-point PDF, with mean of zero and $\sigma_y = \sqrt{2}/2$. A surprising and crucial feature of LSS is that the above local transform actually renders the whole field (not just the one-point PDF) Gaussian, as shown in Yu et al. \cite{yu2011, yu2012}. One can obtain individual $y(\delta^2)$ from each $\delta^2$ field and then do the average to obtain the averaged one. Or one can first obtain the averaged $\text{cdf}(\delta^2)$ combining all $\delta^2$ fields and then obtain the averaged $y(\delta^2)$. In principle, the two averagings do not commute, and the resulting $y(\delta^2)$ differ. In reality, we find no significant difference.

(ii) **Step 2: obtaining the power spectrum $C_y(\ell)$ of $y$ maps.**—Applying the Gaussianization to each $\delta^2$ map, we obtain the corresponding $y$ maps. We can then measure their power spectra to determine the averaged one.

(iii) **Step 3: Generating realizations of the $y$ fields.**—Since the starting point of the inverse Gaussianization is that $y$ is Gaussian \cite{yu2011, yu2012}, its statistics is completely determined by the power spectrum $C_y(\ell)$. Therefore, given $C_y(\ell)$ measured from step 2, we can generate many (infinite, to be exact) independent realizations. This is done by convolving with a Gaussian random field with a flat power spectrum (white noise).

(iv) **Step 4: generating realizations of $\delta^2$ fields.**—Using the Gaussianization function ($y$-$\delta^2$ relation) obtained in step 2, we inversely transform the $y$ maps generated in step 3 to obtain realizations of the $\delta^2$ fields. All of these realizations are independent of each other, and we can generate as many of such realizations as we need.

(v) **Step 5: generating weak lensing maps.**—Linearly combining $\delta^2$ maps generated at each redshift with appropriate weighting [Eq. (2)], we will obtain weak lensing maps to a given redshift. This last step is trivial for the purpose of this paper. Therefore, we will stop at step 4.

This inverse-Gaussianization method is similar to producing mocks adopting lognormal approximation, in the sense of adopting a local transform to the GRFs. One may find that all the steps above are deterministic. All the ingredients we need to produce mocks are measured from several simulation realizations. No parameter is introduced in the whole pipeline.

This inverse-Gaussianization method directly produces a 2D projected density field over thickness of $300h^{-1}\text{Mpc}$, similar to lognormal models. Due to this fact, it cannot recover the detailed 3D information. Compared to the method adopting a fast simulation technique like QPM, it cannot produce a consistent halo distribution. Thus, the application of these mocks produced by the inverse-Gaussianization method is limited to the studies not involving halos.

### III. PERFORMANCE TESTS

The inverse-Gaussianization procedure requires verification against simulations, since the Gaussianization of the weak lensing field cannot be done perfectly \cite{yu2011}. Namely, the $y$ field after the local Gaussianization [Eq. (3)] contains weak, nevertheless detectable, non-Gaussianity globally \cite{yu2011}. Therefore, the inverse-Gaussianization method is not strict, and its performance shall be quantified against simulations. This section tests it through a number of tests.

#### A. Simulation and $\delta^2$ fields

The simulation we use to test the inverse-Gaussianization method is run by a particle-particle-particle-mesh code, detailed in Jing et al. \cite{jing2011}. The simulation has box size of $1.2h^{-1}\text{Gpc}$ and particle number of $3072^3$. A flat ΛCDM cosmology is adopted with $\Omega_m = 0.268$, $\Omega_\Lambda = 0.732$, $\sigma_8 = 0.83$ and $n_s = 0.968$. We cut the simulation box into curved slices to make two-dimensional weak lensing convergence maps. First, we divide the box into four cuboids with a side length of $1200h^{-1}\text{Mpc}$ along the line of sight and $600h^{-1}\text{Mpc}$ along the transverse direction. For each cuboid, along the line of sight we could make four curved slices of $300h^{-1}\text{Mpc}$ thickness adopting the periodical boundary condition. Considering projection along three dimensions, we totally make 48 lensing convergence realizations from one simulation box. It has been proven by Pan and Szapudi \cite{pan2008} and Hartlap et al. \cite{hartlap2008} that if the number of realizations is less than the number of band power bins, the sample covariance is singular. As a remedy, Pan and Szapudi \cite{pan2008} proposed to use singular value decomposition (SVD) to obtain the pseudoinverse. However, Hartlap et al. \cite{hartlap2008} strongly discouraged the use of the SVD since the large bias is induced in the estimation of the precision matrix. Nevertheless, 48 realizations enable us to do analysis for the band power measurement on $20\ell$ bins.

The cosmic microwave background (CMB)-lensing kernel peaks at $z \sim 2$. Current lensing surveys, with typical source redshift $z_s \sim 1$, probe the matter distribution at $z \gtrsim 0.5$. Future lensing surveys can be much deeper, enabling us to probe the matter distribution at $z \sim 1$. Thus, we choose the snapshots of redshift $z = 2.023$, 1.028, and 0.485 to cover typical lens redshifts that can be probed by weak gravitational lensing. For two low
FIG. 1. The local transforms $y(\delta^\Sigma)$ obtained from 48 realizations for each redshift, and after the transformation, the $y$ field has a Gaussian PDF. The local transforms diverse at both the high- and low-density ends, reflecting the rareness of the very high density and very low density regions. They correspond to Step 1 of the inverse-Gaussianization method, detailed in Sec. II.

B. Local transforms

The local transforms obtained from 48 simulation realizations are presented in Fig. 1. The results for $z = 2.023$, 1.028, and 0.485 are presented from top to bottom, respectively. We present the projected density field in the form of $1 + \delta^\Sigma$ in logarithmic scale. We find good convergence for the local transform functions in the intermediate density regime. Divergence only appears at both the high and low ends. At these regimes, the local transform function is dominated by the extreme values of the field, which experience large cosmic variance.

C. Direct view

Applying the above local transform, we obtain 48 maps of $y$ and the corresponding $y$ power spectra. From the averaged $y$ power spectrum (256 linear $\ell$ bins version, different from the plots below), we produce 48 Gaussian random $y$ fields with the map size two times the original one on a $1024 \times 1024$ uniform grid. Only the center data block on a $512 \times 512$ uniform grid is taken to mimic the nonperiodical condition. We then apply the inverse-Gaussianization with the $y$-$\delta^\Sigma$ relation in Fig. 1 to the above $y$ maps and obtain realizations of $\delta^\Sigma$ maps. We can then measure various statistics of the newly generated $\delta^\Sigma$ maps and compare to the realistic ones directly from the simulation.

First, we arbitrarily choose one projected density field realization from the simulation and the inverse-Gaussianization method for each redshift and present them together in Fig. 2. The projected density field from simulation and our fast mock generation method look quite similar to the eye. However, careful readers may find differences between them for $z = 0.485$. The simulated one contains numerous filamentary structures, while the one produced by our fast mock generation method misses them. The filamentary structures are the result of nonlinear evolution of the cosmic webs. The information for these structures is largely contained in the three-point correlation function, or the bispectrum (also see Ref. [50] for line correlation as a tracer for filamentary structure.). Although the Gaussianization could suppress the bispectrum toward zero, we found residual non-Gaussianity left in some configurations in the previous work [1]. The inverse-Gaussianization method ignores the above residual non-Gaussianity and thus cannot reproduce well the filamentary structures. This presents a limitation for the inverse-Gaussianization method. This limitation is also presented as the failure in reproducing the bispectrum dependence on the configuration presented in the following section. However, the real weak lensing signal is a weighted summation over several projected density fields, which suppresses the non-Gaussianity to some extent and lowers the importance for the individual filamentary structure. In that case, the difference would be hard to distinguish like the high-redshift slices at $z = 1.028$ and 0.485, we cut the map to size of $13 \times 13$ deg$^2$, while for the high redshift slices, we set the map size to $8.8 \times 8.8$ deg$^2$. Since the lensing kernel is a broad and slowly varying function around the intermediate redshift, we directly project the slices with $300h^{-1}$ Mpc thickness into the two-dimensional $\delta^\Sigma$ field. The grid is set to $512 \times 512$ uniform grid, which corresponds to a pixel size of 1.03$'$ for $z = 2.023$ and 1.52$'$ for $z = 1.028$ and 0.485.
FIG. 2. The projected density fields from simulation and the inverse-Gaussianization method are presented in the top and bottom rows and for \(z = 2.023\), 1.028, and 0.485 from left to right, respectively. Note that all the panels are different realizations. The color scale is logarithmic to better show the structures. The upper and lower plots are quite similar, except that the simulated ones contain many filamentary structures, while the mock ones do not. This difference is more obvious for lower redshift.

redshift case \(z = 2.023\).

D. Power spectra

We present the power spectra of \(y\) and \(\delta^\Sigma\) for \(z = 2.023\), 1.028, and 0.485 in the top, middle, and bottom rows of Fig. 3. For each redshift, the power spectrum for the simulation realizations is presented in blue in the right panel. The power spectrum for the Gaussianized fields (produced in step 2) is presented in blue in the left panel. The power spectrum for Gaussian random fields produced in step 3 is presented in red in the left panel. The power spectrum of these mocks (produced in step 4) is presented in red in the right panel. The error bars are the rms among 48 realizations/mocks.

The left plots are trivial results. The produced GRFs have the power spectrum consistent with the input one. The difference may appear for the first several bins due to the cosmic variance. Nevertheless, considering the error bars they are fully consistent.

From the right plots, we found the whole power spectrum amplitude is produced well. However, there is difference between simulation realizations and mocks at intermediate and small scales. At intermediate scales, the power spectrum of mocks is systematically larger than the one of simulations, while at small scales, the mocks have a smaller power spectrum than the simulations. Thus, the inverse-Gaussianization method is not perfect at reproducing the power spectrum. The difference is larger for lower redshift. Thus, we argue that the residual non-Gaussianity in \(y\) maps is the reason for this imperfection. In other words, the Gaussian Copula Hypothesis only holds approximately. This could also been seen from the residual bispectrum in the Gaussianized lensing convergence field in Ref. [1]. Whether or not we can take this residual non-Gaussianity into account is an issue for further investigation.

Nevertheless, the main purpose of mock is not to produce the accurate lensing power spectrum. Instead, it is to evaluate the noise in the power spectrum. Therefore, we proceed to compare the power spectrum covariance matrix of mocks with that from the simulation.
FIG. 3. Left panels show the power spectra $C_{\ell}$ of the Gaussianized $y$ fields (blue lines) at three redshifts. From top to bottom, the results are for $z = 2.023, 1.028$ and $0.485$, respectively. As a reminder, these redshifts correspond to lens redshifts instead of source redshifts. All the error bars are the r.m.s. among realizations. These results correspond to Step 2 of the inverse-Gaussianization method, detailed in § II. Step 3 of the inverse-Gaussianization method generates Gaussian Random Fields (GRFs) with $C_{\ell}$ as the input power spectrum. We plot the power spectra of the generated GRFs (red lines), just as a trivial test that the generated GRFs indeed process identical power spectra as the original $y$ fields. Step 4 of the inverse-Gaussianization method uses the Gaussianization function obtained in Step 1 (Fig. 1) to transform the $y$ maps into $\delta \Sigma$ maps. Right panels show the power spectra of these generated $\delta \Sigma$ maps (red lines). As comparisons, we show the power spectra of the original $\delta \Sigma$ maps (blue lines). At $z = 1$ and $z = 2$, our method well reproduces the power spectra at $\ell \lesssim 2000$ of particular interest to weak lensing cosmology. The performance degrades towards lower redshift. At $z = 0.485$, the power is overproduced at $\ell \lesssim 600$, but underproduced at $\ell \gtrsim 1000$. Nevertheless, the error is usually smaller than 20% at $\ell \lesssim 10^4$. 
TABLE I. The mean and scatter of the error bar size ratio over the first $N_{\ell}$ bins.

| $N_{\ell}$ | $r(z = 2.023)$ | $r(z = 1.028)$ | $r(z = 0.485)$ |
|-----------|----------------|----------------|----------------|
| 10        | $1.003 \pm 0.153$ | $1.099 \pm 0.266$ | $1.315 \pm 0.185$ |
| 11        | $1.010 \pm 0.148$ | $1.109 \pm 0.198$ | $1.291 \pm 0.192$ |
| 12        | $1.031 \pm 0.158$ | $1.121 \pm 0.194$ | $1.300 \pm 0.187$ |
| 13        | $1.025 \pm 0.153$ | $1.132 \pm 0.190$ | $1.268 \pm 0.212$ |
| 14        | $1.035 \pm 0.151$ | $1.120 \pm 0.188$ | $1.323 \pm 0.224$ |
| 15        | $1.026 \pm 0.150$ | $1.110 \pm 0.185$ | $1.200 \pm 0.264$ |
| 16        | $1.023 \pm 0.143$ | $1.106 \pm 0.180$ | $1.185 \pm 0.262$ |
| 17        | $1.017 \pm 0.143$ | $1.091 \pm 0.185$ | $1.175 \pm 0.257$ |
| 18        | $1.011 \pm 0.141$ | $1.093 \pm 0.180$ | $1.196 \pm 0.263$ |
| 19        | $0.993 \pm 0.157$ | $1.103 \pm 0.179$ | $1.224 \pm 0.283$ |
| 20        | $0.974 \pm 0.174$ | $1.118 \pm 0.187$ | $1.290 \pm 0.398$ |

E. Power spectrum covariance matrix

The lensing power spectrum is the most important statistics in weak lensing cosmology. Therefore, its covariance matrix is of crucial importance in cosmological parameter constraints. The full power spectrum covariance matrix is defined as $\langle \Delta C(\ell_i) \Delta C(\ell_j) \rangle$. Here, $\Delta C(\ell_i) = C(\ell_i) - \langle C(\ell_i) \rangle$. Both the diagonal and off-diagonal elements are essential in cosmological parameter fitting. The diagonal elements quantify the error bars of the power spectrum. This is all we may need to constrain cosmology from the power spectrum measurement at a single $\ell$ bin. However, in reality, we have more than one bin and errors of the power spectra in these bins can be correlated. These correlations are described by the off-diagonal elements.

1. Power spectrum error bars

The rms of the power spectrum on the $i$th $\ell$ bin for the simulation/mock field is given by the diagonal element of the covariance matrix,

$$\sigma(C_{\text{simu}}(\ell_i)) = \sqrt{\langle \Delta C_{\text{simu}}(\ell_i)^2 \rangle}$$

$$\sigma(C_{\text{mock}}(\ell_i)) = \sqrt{\langle \Delta C_{\text{mock}}(\ell_i)^2 \rangle}.$$ \hspace{1cm} (4)

If there is no correlation among different $\ell$ bins, the sum of the inverse of the band power error bar size is equivalent to the cumulative information content. Thus, the size of error bars is also a reflection for the cosmological constraint power. We investigate the mean and scatter of the error bar size ratio over the first $N_{\ell}$ $\ell$ bins,

$$r = \frac{1}{N_{\ell}} \sum_{i=1}^{N_{\ell}} r_i = \frac{1}{N_{\ell}} \sum_{i=1}^{N_{\ell}} \frac{\sigma(C_{\text{mock}}(\ell_i))}{\sigma(C_{\text{simu}}(\ell_i))},$$ \hspace{1cm} (5)

$$\sigma^2(r) = \frac{1}{N_{\ell}} \sum_{i=1}^{N_{\ell}} (r_i - r)^2.$$ \hspace{1cm} (6)

The result for three redshifts is listed in Table I. In weak lensing cosmology, powers at $\ell \lesssim 2000 - 3000$ are usually adopted in the analysis. Thus, we care about the averaged ratio of the error bar size for the first $N_{\ell}$ $\sim 16$ bins.

For high redshift $z = 2.023$, the averaged ratio deviates from unity only at 1%-3% level, with the scatter of $\sim 15\%$. Larger deviation could be seen for lower redshifts. For $z = 1.028$, we find a $\sim 10\%$ larger error bar for the mock power spectrum for all $N_{\ell}$ we considered. For the lowest redshift case, the enlargement of the error bar is significant. The amplitude reaches $\sim 20\%$ at $N_{\ell} = 16$. Thus, we expect degraded constraint power by using the mock covariance.

2. Off-diagonal covariance matrix elements

The off-diagonal elements of the power spectrum covariance matrix are often presented by the cross-correlation coefficients,

$$\rho(\ell_i, \ell_j) = \frac{\langle \Delta C(\ell_i) \Delta C(\ell_j) \rangle}{\sqrt{\langle \Delta C(\ell_i)^2 \rangle \langle \Delta C(\ell_j)^2 \rangle}}.$$ \hspace{1cm} (7)
FIG. 5. Identical to Fig. 4 but for the lens redshift $z = 1.028$. Again, the similarity between the top-left panel (the true $\delta^2$ field) and top right panel (the $\delta^2$ field generated by our method) demonstrates the reasonably good performance of our method. Nevertheless, we notice off-diagonal elements of the large value in the Gaussianized fields (bottom left panel), which are statistically significant (compared to the Gaussian random realizations, bottom right panel). These significant nonzero off-diagonal elements reflect residual non-Gaussianity in the Gaussianized $y$ maps and therefore the imperfection of Gaussianization. These propagate (nonlinearly) into the final $\delta^2$ maps we generate and cause a statistically significant difference between the top panels.

The correlation coefficients among $\ell$ bins are presented in Fig. 4, 5, and 6 for $z = 2.023$, 1.028, and 0.485, respectively.

For all redshifts, we can see strong mode coupling in the simulation realizations (top-left panels). Small-scale modes not only couple among themselves but also couple with large-scale modes. The mode coupling is stronger for lower redshift, for the larger nonlinear effects.

If the Gaussian Copula Hypothesis is perfect, we expect a vanishing nondiagonal part in the covariance for Gaussianized fields. We indeed find that the mode coupling is alleviated in the Gaussianized fields (bottom-left panels) for all redshifts. The correlation amplitude is suppressed and the area with strong correlation shrinks toward small scales. However, the correlation is not fully suppressed to zero. This implies that the Gaussianization method is not perfect. The correlation between different $\ell$ bins is suppressed but not fully vanished.

The bottom right panels show the trivial results, indicating that for the GRFs produced with given power there is no mode coupling by construction. After applying the inverse transform, mode coupling is indeed recovered at similar scales as the simulated one (top-right panels). Thus, although the power spectrum and covariance pattern are not exactly the same as the simulated ones, these mocks produced by the inverse-Gaussianization method are reasonably close to realistic ones.

F. Impacts on parameter fitting against the power spectrum

Since the error bar size on different $\ell$ bins also correlates, it cannot be directly translated into the cosmological parameter constraint power. To compare the difference between adopting the simulated covariance and the mock one produced by the inverse-Gaussianization method, we fit the observed power spectrum of each simulation slice to the ensemble one by a single parameter model, $C(\ell_i) = AC_{\text{model}}(\ell_i)$. Here, $A$ is the fitting parameter. The difference in the statistics of $A$ describes the difference between adopting the covariance measured from the mocks and from the simulations. As seen in the previous results, the mock fields have different powers from the simulated fields, leading to the difference in the diagonal part of $C_{\text{simu}}$ and $C_{\text{mock}}$. To be fair, we scale the mock covariance

$$C'_{\text{mock},ij} = C_{\text{mock},ij} \frac{C_{\text{simu}}(\ell_i) C_{\text{simu}}(\ell_j)}{C_{\text{mock}}(\ell_i) C_{\text{mock}}(\ell_j)},$$

and drop the prime hereafter. Since usually in weak lensing we only use the data at $\ell \lesssim 2000 - 3000$, only the
data and covariance in the first $N_\ell = 16$ bins are used in the fitting.

We assume that the data points in $d = [C(\ell_i), i = 1, \ldots, N_\ell]$ follow Gaussian error distribution and that the covariance $C$ is constant in the parameter space. $A$ is fit by minimizing

$$\chi^2(A) = \sum_{i,j=1}^{N_\ell} (d_i - A d_{\text{model},i})[C^{-1}]_{ij}(d_j - A d_{\text{model},j}).$$  \hspace{1cm} (9)

Actually, we have analytical expression for the best fit $A$

$$A = \frac{d C^{-1} d_{\text{model}}}{d_{\text{model}} C^{-1} d_{\text{model}}}. \hspace{1cm} (10)$$

By definition, $\langle A \rangle = 1$ since $d_{\text{model}}$ is just the averaged power spectrum. For $z = 2.023$, among 48 fittings, $\sigma(A) = 0.013$ and 0.020 is observed for using $C_{\text{simu}}$ and $C_{\text{mock}}$ while for $z = 1.028, \sigma(A) = 0.015$ and 0.020 for adopting $C_{\text{simu}}$ and $C_{\text{mock}}$. For $z = 0.485$, we obtain $\sigma(A) = 0.039$ and 0.068 for using $C_{\text{simu}}$ and $C_{\text{mock}}$. This result is consistent with the error bar size analysis in the previous section. Using mock covariance leads to degradation in the parameter constraint. Whether we can produce better mocks relies on whether we can improve the Gaussianization and the corresponding inverse Gaussianization. This is an issue for further investigation.

**G. Lensing bispectrum**

Another important weak lensing statistics is its bispectrum. It is highly complementary to the lensing power spectrum. The lensing power spectrum suffers from a degeneracy between $\Omega_m$ and $\sigma_8$. However, this can be broken by the lensing bispectrum (or skewness), which is mainly sensitive to $\Omega_m$. The lensing skewness has been detected for more than a decade (e.g. Refs. [51, 52]). The three-point correlation function and bispectrum in
general have been robustly measured by CFHTLenS [53].

Our inverse-Gaussianization method is also capable of reproducing the lensing bispectrum. For one example, we show the comparison of reduced bispectrum \( Q(\ell, u, \alpha) \) in Fig. 7. The reduced bispectrum is defined as

\[
Q(\ell_1, \ell_2, \ell_3) = \frac{B(\ell_1, \ell_2, \ell_3)}{C_1 C_2 + C_2 C_3 + C_3 C_1}.
\]

Here, \( C_i \equiv C(\ell_i) \). The result is presented in the form of \( Q(\ell, u, \alpha) \), in which \( \ell_1 \) is the one with the smallest amplitude among \( (\ell_1, \ell_2, \ell_3) \), \( \ell = |\ell_1| \), \( u = \ell_2/\ell_1 \) and \( \alpha \) is the angle between \( \ell_1 \) and \( \ell_2 \). Unlike the reduced bispectrum of 3D density, which shows significant dependence on \( \alpha \), the 2D reduced bispectrum in simulation has only weak dependence on \( \alpha \). This result is consistent with the lack of filamentary structures in the produced mocks in Fig. 2. This is likely a generic consequence of the inverse-Gaussianization method. In the Appendix we show an argument using lognormal fields as an example.

Nevertheless, our method reproduces the overall behavior of the reduced bispectrum over all the configurations investigated. This makes our method useful to generate lensing mocks for lensing bispectrum analysis. Since our method reproduces the lensing power spectrum, bispectrum and trispectrum (power spectrum covariance) reasonably well, we expect that lensing statistics such as peak abundance [53, 57] may also be reproduced well. These statistics will be studied elsewhere.

IV. APPLICATION

In the single parameter fitting analysis in the previous section, we assume that the power spectrum error distribution as Gaussian. This is also a widely used assumption in the cosmological parameter constraints. However, theoretically we know that this assumption breaks down at least at large scales. During the linear evolution from the Gaussian initial conditions, the matter power spectrum at a given wave number \( k \) is distributed as \( \chi^2 \) with the degrees of freedom of \( N_k \), the number of \( k \)-modes in the survey volume. This is also well studied in the CMB field [58, 59].

In the large \( N_k \) limit, which corresponds to sufficiently large volumes and high wave numbers, the above Gaussian assumption is considered as good, due to the central-limit theorem. However, to which scale the Gaussian limit is reached is not specified. Furthermore, at high \( k \), the nonlinear evolution of matter clustering is expected to introduce non-Gaussianities, leading to the departures from a \( \chi^2 \) distribution in the large \( N_k \) limit.

The upcoming generation of surveys will probe the distribution of matter in the Universe with unprecedented precision. Accurate parameter constraints not only require accurate covariance and precision matrix estimation but also require the prior knowledge of the joint band power probability distribution. If the non-Gaussian feature in the band power distribution is not correctly concerned, it also leads to bias in cosmological parameters. However, the study of band power distribution is a challenging work. It requires a huge amount of realizations. For example, Blot et al. [18] found the deviation from \( \chi^2 \) at high \( k \) while previous work [60] did not, and they concluded that the insufficient number of ensembles used to determine the power spectrum distribution is the reason.

As an example for application, we try to measure the lensing power spectrum PDF of each \( \ell \) bin from a large amount of mocks produced by the inverse-Gaussianization method. We arbitrarily produce 16384 mocks for \( z = 1.028 \). This large number of realizations enables us to obtain good statistics on an individual \( \ell \) bin. If needed, we can also generate many more mocks to measure the joint PDF of several to many \( \ell \) bins.

The measured band power probability distribution PDF\((\Delta C(\ell)/\sigma(C(\ell)))\) on eight arbitrarily chosen \( \ell \) bins is presented in the left panel of Fig. 8 along with the corresponding \( \chi^2 \)-distribution with the degrees of freedom of \( N_k \). The eight chosen \( \ell \) bins range from \( \ell = 51 \) to 2831, covering the linear to nonlinear regime. From the plot, significant deviation from the Gaussian distribution is observed for five low \( \ell \) bins. However, they are predicted well by the corresponding \( \chi^2 \)-distribution. For high \( \ell \) bins with \( \ell \gtrsim 300 \), the resulting distributions are close to Gaussian. This is expected from the central-limit theorem for the fact that a large amount of modes contributed to the high \( \ell \) bins.

We also calculate up to sixth-order cumulants of the band power distribution as a function of \( \ell \). The result is presented in the right panel of Fig. 8 in a solid line, along with the up to sixth-order cumulants for the corresponding \( \chi^2 \)-distribution in a dotted line. Nonzero band power cumulants are observed at low \( \ell \), indicating the non-Gaussianity in the statistics. Again, at low \( \ell \), they are predicted well by the \( \chi^2 \)-distribution except for the sixth-order cumulants which suffer a large statistical error. Toward high \( \ell \), all the cumulants reduce toward zero. However, at small scales, the skewness deviates from \( \chi^2 \) prediction at \( \ell \sim 500 \) and still shows deviation from zero at even larger \( \ell \). This result is consistent with the result from a large suite of simulations [18].

The above result has important observational implications that warrant further investigation.

V. CONCLUSION

In this work, we proposed a new fast mock generation method, named the inverse-Gaussianization method. From a single N-body/hydro simulation and several realizations of lensing maps produced from such a simulation, the inverse-Gaussianization method enables us to quickly produce in principle infinite statistically independent lensing convergence maps, almost as fast as producing the 2D simulation initial conditions. Basically, it has
The dotted line, while the Gaussian distribution is the black solid line. Increasing non-Gaussianity is observed toward decreasing \( \ell \), but it is quite consistent with the \( \chi^2 \)-distribution. The right panel presents the cumulants of band power distribution up to sixth order, along with the cumulants of the corresponding \( \chi^2 \)-distribution. Toward large \( \ell \), the band power cumulants reduce toward zero. However, residual skewness is still observed.
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**FIG. 8.** The solid lines in the left panel present the PDF of the band power at eight arbitrarily selected scales for \( z = 1.028 \). The PDF is measured from 16384 mocks, and the bin size for the \( x \) axis is 0.2. The corresponding \( \chi^2 \)-distribution is plotted in the dotted line, while the Gaussian distribution is the black solid line. Increasing non-Gaussianity is observed toward decreasing \( \ell \), but it is quite consistent with the \( \chi^2 \)-distribution. The right panel presents the cumulants of band power distribution up to sixth order, along with the cumulants of the corresponding \( \chi^2 \)-distribution. Toward large \( \ell \), the band power cumulants reduce toward zero. However, residual skewness is still observed.

We tested the inverse-Gaussianization method on the lensing convergence tomography maps generated by matter distribution of 300 Mpc/\( h \) projection length centered at lens redshift \( z = 2.023, 1.028, \) and 0.485. This is a test more stringent than on the lensing convergence maps along the full light cone to the sources. We produced 48 lensing convergence mocks by the inverse-Gaussianization method from the local transform and power spectrum measured from 48 simulated lensing convergence slices. We compared several statistics, such as the power spectrum, its error bar size, the cross correlation coefficient, the result of single parameter fitting, and the bispectrum. First, we found the inverse-Gaussianization method reproduces the mode coupling between different scales with a similar pattern as the one of simulated fields. Second, we found the inverse-Gaussianization method is not perfect but performs reasonably well. Mild deviations in the power spectrum between the simulated fields and mock fields is observed. The mock fields produced by the inverse-Gaussianization method have larger power at intermediate scales than the simulated fields and vice versa in the small scales. The deviation is larger for lower redshifts. The imperfection of the Gaussian Copula Hypothesis causes these deviations, which could be seen from the residual covariance for the Gaussianized fields. Third, the power spectrum of 48 mock lensing convergence fields has a slightly larger rms than that of the simulated slices. The averaged increasing is \( \sim 2\%, 10\%, \) and \( 20\% \) for \( z = 2.023, 1.028, \) and 0.485, when only the first 16 bins are considered. Also, by a simple single parameter fitting test, the rms of the fitting parameter \( A \) is larger for adopting the covariance obtained from the mock fields. The increase in \( \sigma(A) \) is 0.007, 0.005, and 0.029 for \( z = 2.023, 1.028, \) and 0.485, respectively. Both the increase of error bar size and the increase of the rms in the single fitting parameter \( A \) indicate the degradation of parameter constraint power when the mock covariance is adopted. We also found a limitation for the inverse-Gaussianization method. It could not reproduce the filamentary structure well for a low redshift projected density field, which is also related to the lack of bispectrum dependence on \( \alpha \), the angle between two wave vectors.

Nevertheless, the produced mock have a realistic and reasonably good power spectrum and covariance. Observational effects, such as noise, mask, and geometry, could been easily included in these mock fields. Specifically, the shape noise is very important for realistic weak lensing mocks and is also a dominant source of the statistical errors. Assuming the shape noise in a Gaussian form, one can easily add this noise into the produced noiseless mocks. One can also adopt the method proposed by Ref. [61], which populates a real catalog of source galaxies into the simulated light cone, erases the original weak lensing signal by random rotation, and adds the mock lensing signal back in. This method maintains the observed distribution of source galaxies on the sky, their shapes as well as their redshift distribution, and thus more realistic shape noise effects. We conclude that these mocks could be used in a cosmology study, such as testing statistical tools, quantifying mask and geometry effects, identifying systematics, etc. Finally, we measured the probability distribution of band power on several bins from 16384 mock fields produced by the inverse-
Gaussianization method as an example of the application. Significant and not fully vanished non-Gaussianity observed at large and small scales implies the breakdown of the Gaussian assumption for the band power error distribution.

For the presented various comparisons between mocks and simulation realizations, the difference is larger for lower redshift. We argued that the imperfection of Gaussianization leads to these differences. Note that in this work the simulated lensing convergence is only a projected matter density over 300h$^{-1}$Mpc along the line of sight. For a more realistic lensing convergence field in the weak lensing survey, it is a projection of matter over a much larger range along the line of sight. In this case, the non-Gaussianity in the real fields is suppressed due to the projection. Thus, we expect that for more practical application, the performance is better, as the results for high redshift.

VI. DISCUSSION

Recently, super-sample covariance was found to be a dominant sampling error for matter power spectrum estimators in a finite volume, which arises from the presence of super-survey modes $\chi_2$. The mocks produced by the proposed inverse-Gaussianization method contain a part of the super-sample covariance, since the mocks are cut out from maps two times larger. One could also include super-sample variance in the mock fields by setting the power at scales larger than the size of the target field. Therefore, our method is useful for studying the impact of super-sample covariance. On the other hand, a separate universe technique was proposed and was found to be very useful and straightforward for calibrating these sampling errors $\chi_3$. Furthermore, the variance of super-survey modes can be easily computed from Gaussian realizations of the fields as long as super-survey modes are in the linear regime, which is the case for a wide-area survey. Reference $\chi_4$ models the super-sample variance effect as an additional parameter that can be determined from the data. These studies greatly reduce the number of realizations needed to calibrate the covariance.

Besides the assumptions widely used for power spectrum covariance, there are several other sources of uncertainty, and bias should be noticed.

In matter clustering analysis, the covariance is most commonly assumed to be constant in parameter space. However, Eifler et al. $\chi_5$ found that cosmic shear covariances vary significantly within the considered parameter range (also see Ref. $\chi_6$). The cosmology assumed in the covariance has a non-negligible impact on the size of the likelihood contours. This impact increases with increasing survey size, increasing number density of source galaxies, decreasing ellipticity noise, and when taking non-Gaussianity into account. They concluded that a proper treatment of this effect is therefore even more important for future surveys. In this aspect, fast mock generation methods could help to test this problem, since a large number of realizations is required for each parameter configuration.

The derived cosmological parameter covariance also suffers bias and errors from the effects in sampling and modeling the data covariance. Taylor and Joachimi $\chi_7$ found that, for sampled data covariances with Gaussian-distributed data, the parameter covariance matrix estimated from the width of the likelihood has a Wishart distribution. Thus, the parameter mean and covariance obtained from this likelihood are biased. They proposed an unbiased estimator of the parameter covariance matrix as a remedy. However, the data themselves are not Gaussian distributed. As stated in Sec. IV, the band power distribution at both large and small scales deviates from the Gaussian distribution. To take full advantage of the future high precision surveys, the knowledge on the band power distribution is worth investigation. In these studies, one could make use of the fast mock generation methods.
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Appendix A: On the bispectrum of the generated weak lensing fields

The reduced bispectrum of our generated lensing maps has weaker dependence on $\alpha$. We speculate it as a generic consequence of the inverse-Gaussianization, insensitive to details of the Gaussianization function. To better understand this behavior, we present a rather heuristic investigation of the bispectrum of a lognormal field. A field $\kappa$ being lognormal means that $\kappa = A(e^y - \exp(\sigma_y^2/2))$, with $y$ a Gaussian field with $\langle y \rangle = 0$, $\sigma_y^2 \equiv \langle y^2 \rangle$ and $A$ a constant. Using the cumulant expansion theorem, the two-point correlation function is

$$\xi_{12}(\vec{\theta}_{12}) \equiv \langle \kappa_1 \kappa_2 \rangle = B^2(e^{\langle y_1 y_2 \rangle} - 1).$$

(A.1)

Here $\kappa_i \equiv \kappa(\vec{\theta}_i)$, $y_i \equiv y(\vec{\theta}_i)$, $\theta_{ij} \equiv |\vec{\theta}_i - \vec{\theta}_j|$, and $B \equiv A \exp(\sigma_y^2/2)$. The three-point correlation function is

$$\xi_{123} \equiv \langle \kappa_1 \kappa_2 \kappa_3 \rangle = B^3(e^{\langle y_1 y_2 \rangle + \langle y_2 y_3 \rangle + \langle y_3 y_1 \rangle} - (e^{\langle y_1 y_2 \rangle} + e^{\langle y_2 y_3 \rangle} + e^{\langle y_3 y_1 \rangle} + 2).$$

(A.2)
The three-point (and all higher-point) correlation function(s) is (are) determined by the two-point correlation function,

\[
\zeta_{123} = B^{-1}(\zeta_{12}\zeta_{23} + \zeta_{23}\zeta_{31} + \zeta_{31}\zeta_{12}) + B^{-3}\zeta_{12}\zeta_{23}\zeta_{31}.
\]

(A.3)

The bispectrum is then

\[
B_3(\ell_1, \ell_2, \ell_3) = \frac{C_1 C_2 + C_2 C_3 + C_3 C_1}{B} \left(1 + B^{-3}\int \frac{d^3 \ell'}{(2\pi)^3} C(\ell') C(\ell_2 + \ell_1') C(\ell_3 + \ell_1')\right).
\]

(A.4)

Here \(C_i \equiv C(\ell_i)\) and \(C(\ell)\) is the angular power spectrum. Since \(\ell_1 + \ell_2 + \ell_3 = 0\), the last integral above is actually symmetric between \(\ell_1, 2, 3\).

Under the limit \(|B^{-2}\zeta| \ll 1\), we can neglect the last integral, and the reduced bispectrum is

\[
Q(\ell_1, \ell_2, \ell_3) \approx B^{-1}.
\]

(A.5)

Therefore, it does not depend on the angles between \(\ell_i\), nor \(\ell_i\). This is actually what we have found in Fig. 2.

The actual \(Q(\ell_1, \ell_2, \ell_3)\) does show dependences on \(\ell, u, \alpha\), although weak. Such dependences may arise from either the deviation from a log-normal distribution or the neglected \(\xi^3\) term. However, we suspect that the major cause is likely the nonzero off-diagonal elements shown in Figs. 3 and 4.
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