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1 Introduction
Molecular dynamics (MD) simulations are nowadays routinely employed to gain insights into the atomistic-level behavior of molecular systems. They are often used in combination with experiments, usually to provide the atomistic counterpart to a more macroscopic description afforded by other techniques. MD simulations rely on the numerical and iterative solution of the equations of motion, using small timesteps for integration, on the order of femtoseconds. While they are useful to monitor the time evolution of a system, for instance, in response to a perturbation, they are also very often used as an efficient sampling tool to recover statistical ensembles, much in the same way Monte Carlo (MC) based methods of configurational sampling are.

In this review, we assume that we have a MD simulation algorithm that samples a single specified ensemble (constant number of particles, constant volume or pressure, constant temperature—NVT or NPT, respectively) 1. A large number of algorithms have been proposed to achieve this type of configurational sampling and the algorithm choice does not impact what is covered in this review. Two important criteria remain: that this algorithm samples the distribution of choice, and that the sampling is ergodic, i.e. it will eventually cover the entire conformational space. However, the samples are allowed to be, and almost always are, correlated, and the time needed to approach this ergodic behavior could effectively be infinite, or at least beyond the time scale of any reasonable computer simulation. We note that many methods described here can also be applied if Monte Carlo algorithms are used instead of MD simulations to sample conformational space.

MD simulations are generally considered to suffer from three main limitations:

• the accuracy of the interaction model or force field (MM, QM/MM, semi-empirical, \textit{ab initio}...) may not enable the desired insights.
• the simulation output (the trajectory) is high-dimensional, noisy and can be difficult to interpret and describe using a meaningful and relevant lower-dimension level of description.
• given the limitation on the timestep, which needs to be small enough for integration to be stable and accurate, the timescales that can be sampled are often shorter than the process of interest to the researcher.

This review focuses on describing the numerous methods that have been put forth to address the third issue,

1Many of the methods work for constant chemical potential, but as such simulations cannot be carried out in standard MD simulations because of changing particle numbers, and dedicated simulations are challenging and rare, we will not explicitly address the application of the methods to these systems.
The concept of accelerated sampling is so broad that we very peaked, featuring several metastable and well-defined methods remains exclusively useful to broadly survey the grounded in the estimation of free energies. An entire class explored and shown to be useful to calculate probability den-
sations. Many schemes, in addition, enable the estima-
tion of probability distributions and free energies from the sampled space. Thus, all methods fall onto a exploration / free energy estimation tradeoff continuum. Some methods, such as metadynamics, were initially proposed as simply exploration schemes for configuration space, but were later refined and shown to be useful to calculate probability densities as well. Others started off from their derivation being grounded in the estimation of free energies. An entire class of methods remains exclusively useful to broadly survey the configuration space, and learn to do that in optimal ways using adaptive schemes [18]. In this review, we focus instead on algorithms that recover original statistical ensembles and free energy landscapes. Note that exploratory methods can nevertheless be useful to some of these schemes, as they offer initial configurations to start simulations from.

Another type of information that can be valuable to the scientist is the evolution of the system along time, which gives access to the rates of transition between states. It is therefore important to note that many enhanced sampling schemes do not preserve the kinetics of the system, and are therefore primarily useful to recover equilibrium probability distributions. In fact, the most efficient sampling methods arguably alter the dynamics as much as possible while preserving thermodynamics. Some methods do preserve kinetic information, or at least allow kinetic information to be recovered, and we will generally note which methods which have this property.

New algorithms are constantly proposed to increase exploration, and/or reduce the variance of the estimates on the conformational landscape. These usually combine several of the original strategies in advantageous ways. However, it is often difficult to compare these schemes, or even to simply understand their similarities and differences, due to the proliferation of acronyms, and the use of inhomogeneous and diverse notation schemes. One of the main aims of this review is to thus list and describe the basic methods that are based on leveraging a single statistical or physical principle, using a unified framework to orient the MD simulation practitioner in the forest of available schemes.

With this in mind, we find useful to summarize the scope of this review.

1.1 Scope
The concept of accelerated sampling is so broad that we must make some decisions as to what scope of approaches to cover in a coherent review. Some enhanced sampling schemes are purely exploratory, i.e. they enable to discover uncharted regions of the configuration space efficiently but only allow semi-quantitative estimates of probability distributions. Many schemes, in addition, enable the estimation of probability distributions and free energies from the sampled space. Thus, all methods fall onto a exploration / free energy estimation tradeoff continuum. Some methods, such as metadynamics, were initially proposed as simply exploration schemes for configuration space, but were later refined and shown to be useful to calculate probability densities as well. Others started off from their derivation being grounded in the estimation of free energies. An entire class of methods remains exclusively useful to broadly survey the

- We focus on methods of interest to chemical and biological systems, soft matter systems, and other molecular systems amenable to molecular dynamics simulations.
- We describe methods for accelerated sampling of a given probability distribution at equilibrium. We do not review purely exploratory methods that cannot be used to recover equilibrium statistics.
- We do not describe methods that are mainly used to characterize kinetic rates. See instead Refs [19–24] for reviews of methods to estimate kinetics from enhanced sampling schemes.
- We do not exhaustively review path sampling algorithms, though some of the pathway-based methods that allow to recover statistical ensembles are mentioned. See instead Refs [25–28] for reviews of methods for finding and sampling pathways linking states.
• We do not review methods that aim to extract collective variables from simulations. See instead Refs [15–17] for recent reviews of the topic. When relevant, we assume that any necessary collective variables are already known and specified.

Given the large scope of this project, the current version of this review is necessarily incomplete. Because of LiveCoMS’ unique updating process, we look forward to including reader suggestions and contributions in later versions of this perpetually updated review. Such updates will include major methods that were unintentionally missed, better ways to explain methods, combinations of methods that escaped our notice, or additional ways or organizing and structuring the classification of theoretical ideas presented here. We encourage contributors to post their suggestions for improvements as issues on the GitHub repository at https://github.com/jhenin/Methods-for-enhanced-sampling-and-free-energy-calculations.

1.2 An attempt at classification
Several mathematical and physical principles have been recognized as useful to enhance the sampling and converge the probability distribution with a low variance. From probability theory, several strategies have been borrowed: importance sampling (carrying out a biased simulation to reduce the variance of the estimated property), localization (restricting the system to the sampling of a specific region of space), and conditioning (using conditional probabilities), for example. Originating more from the physics community, several levers have been proposed: sampling at higher temperatures, adding external forces or potentials, driving an adiabatically decoupled degree of freedom or expanding the ensemble considered, with or without exchanges between systems sampling a different but related configuration space.

Crucially, most methods hinge on a relatively small number of statistical or physical ideas or principles. Here, we offer one possible way to organize these methods. We start by explicitly listing these methodological ingredients, and classify the methods according to dichotomies, asking which of the different ingredients is leveraged (diamonds in Figure 1). The decision tree in the figure presents one of the possible alternatives by answering these different questions in a semi-arbitrary order, but attempting to list the questions from the most fundamental to the most specialized ones. The ordering of the questions inherently contains a level of subjectivity and we recognize that ordering these dichotomies in different ways can be equally reasonable, and that other representations may be useful (See Figure 2 for an early attempt at a Venn Diagram).

There are certainly other binary methods of classification that could be used which are not immediately obvious in the decisions tree in Figure 1. For example, there are two main ways to impart additional structure to a system in a way that can that can aid in enhanced sampling:

• One of these ways is to create partitions of configuration space that are completely non-overlapping: this can be done by creating “level sets” of a collective variable, which all have the same value of some function of the coordinates, such as all the configurations with the same energy, or same distance between two specified particles, or same dihedral torsion between four particles. Collective variables generally should be defined on a contiguous region so that all values of interest can be visited.

• The second main way to add structure to a system is to create new ensembles that all share the same configurations, but for which their probabilities in each ensemble are different. For example, each separate ensemble could have a different temperature, meaning that configurations of different energies will have different probabilities in each ensemble. Alternatively, different ensembles could have a harmonic bias centered around a different point in CV space for each ensemble, creating ensembles that are centered around different values of the CV. Generally, to be useful, the different ensembles must be interconnected by sharing at least some configurations that have non-negligible probabilities in multiple ensembles. Each ensemble need not overlap with all other ensembles, but there must be a interconnected network such that one can move stepwise between all the ensembles.

This division into non-overlapping (partitioning) and overlapping structure is a fundamental one, because the algorithms used to calculate free energies and perform sampling, are different in the two cases. This is because different algorithms are needed depending on whether or not microstates have defined probabilities in multiple ensembles or each microstate only belongs to one ensemble [29, 30]. For example, when moving between ensemble members in the overlapping case, one generally uses Monte Carlo methods to generate moves to neighboring states. In the non-overlapping case, one usually uses standard dynamics to change between values of collective variables, but with the effect of any biases as a function of collective variables back-calculated to determine the resulting forces on the system. This particular division of methods is one that is not directly used in our classification, but shows up repeatedly in the descriptions of the algorithm. We have thus indicated this division using a green (partitioning) and purple
(overlapping) coloring scheme in Figure 1.

Another complementary classification might to be consider the probability distribution sampled at convergence by the enhanced sampling methods (sometimes called target distribution), instead of the specifics of how the enhanced sampling methods achieve this in practice [31].

The next sections provide the background information needed to understand the scheme presented in Figure 1, starting with the notation used throughout the paper and a glossary in Section 2, a description of the free energy estimators that are used in various enhanced sampling schemes and will be referred to later in the text in Section 3, and followed by the more detailed description of the various families of enhanced sampling methods that emerge from our classification. We then list a selection of hybrid schemes that combine different principles. Finally, we summarize the software packages (MD simulation codes and libraries) that are publicly and openly available to run these different types of enhanced sampling simulations.

1.3 Can enhanced sampling methods be compared critically?
The efficiency of an enhanced sampling method depends on:

- the application;
- the choice of parameters—and the optimal parameters are themselves application dependent;
- the expertise of the user.

Comparing methods requires defining a benchmark for which the results are known to a high accuracy and precision, and then attempting to study this benchmark by using each method “fairly”, that is, either using the optimal parameters for the particular application, or the best parameters that a typical user will be able to set in practice. Such studies [32, 33] are challenging to carry about, and usually can only cover a few methods at a time. A fundamental issue is that the ground truth is seldom known beyond simple systems such as alanine dipeptide or a few fast-folding miniproteins, and there is no guarantee that methods that work well for those systems will work well on more complex systems. In fact, the features of the conformational landscape might be very different and make methods that work well on model systems perform particularly badly on “real” systems. In addition, sometimes, a method may be less efficient than another when used optimally, but more robust to non-optimal circumstances. A method may lead quickly to an approximate or qualitative result and go no further, whereas another may guarantee a precise result but require much more resources or take an uncertain time to converge.

For the current time, we have found that it would not be feasible to identify optimal methods for all applications within this review, as optimality indeed depends on the type of problem. Instead, we hope that presenting methods in a unified way can help guide the practitioner in their choice of enhanced sampling scheme when tackling their problem of interest.

2 Useful notions and notations

One of the aims of this review is to use consistent notations to enable the reader to compare different methods and find similarities and differences across enhanced sampling schemes. We introduce here the notation we will use throughout the paper. Note that given the existence of different notations in the literature, we have chosen the following one, while recognizing the validity of others. When especially crucial to understand the cited literature, we sometimes explicitly mention an alternative notation in following sections.

2.1 Basic notations
- Cartesian coordinates of atoms (or coarse-grain particles) denoted by \( \mathbf{x} \in \mathbb{R}^{3N} \) and momenta denoted by \( \mathbf{p} \in \mathbb{R}^{3N} \), where \( N \) is the number of particles.
- Hamiltonian \( H(\mathbf{x}, \mathbf{p}) = U(\mathbf{x}) + K(\mathbf{p}) \) that is a sum of the potential energy function denoted by \( U(\mathbf{x}) \), defined by a classical molecular mechanics force field, various levels of electronic structure theory in an \textit{ab initio} framework, or a QM/MM hybrid and the kinetic energy \( K(p) \).
- Force on particles \( \mathbf{F}(\mathbf{x}) = -\nabla_{\mathbf{x}} U(\mathbf{x}) \), where \( \nabla_{\mathbf{x}} \) is the gradient with respect to \( \mathbf{x} \).
- Absolute temperature \( T \), inverse temperature \( \beta = (k_B T)^{-1} \).
- Extended (auxiliary) variable: \( \lambda \). This auxiliary variable can be a thermodynamic parameter, such as the temperature \( T \) or the pressure \( P \), or a parameter of the energy function \( U(\mathbf{x}) \). The auxiliary variable can have a fixed value per simulation, can follow a pre-determined schedule, or can obey some dynamical equation of motion. It can have multiple dimensions, which we represent by the bold-faced vector \( \lambda \).

2.2 Glossary of essential notions

Configuration or microstate

A single spatial arrangement of particles, represented by coordinates \( \mathbf{x} \). The set of possible configurations defines the configuration space \( \Gamma \). Configuration space augmented with the momenta variables is called the phase space, and therefore has twice the dimensionality. In many methods and calculations, we can take advantage of the fact that the momentum distribution obeys the analytical Maxwell-Boltzmann dis-
Figure 1. An attempt at classifying enhanced sampling schemes, answering yes/no questions that delineate various strategies based on physical or statistical principles (black diamonds). The sorting algorithm results in eight different classes of methods (boxes). These methods can further be sorted according to other classification schemes. An example is given by the division of methods into overlapping and partitioning schemes, highlighted by the coloring of the boxes. The section of the review describing the family of methods is shown in blue below the corresponding box. Labels in orange refer to families of methods that can be grouped under an umbrella term.

Figure 7.1 An attempt at classifying enhanced sampling schemes, answering yes/no questions that delineate various strategies based on physical or statistical principles (black diamonds). The sorting algorithm results in eight different classes of methods (boxes). These methods can further be sorted according to other classification schemes. An example is given by the division of methods into overlapping and partitioning schemes, highlighted by the coloring of the boxes. The section of the review describing the family of methods is shown in blue below the corresponding box. Labels in orange refer to families of methods that can be grouped under an umbrella term.

Distribution at equilibrium to compute this quantity analytical rather than using sampling methods. In many cases this contribution will be the same at both endpoints, and thus cancels out of the overall calculation. In some cases, the definition of configuration $\mathbf{x}$ also includes the cell vectors of a periodic system (for example, in an isobaric ensemble). This is used below where applicable.

We are using the original statistical mechanical definition of a microstate; we note that in the Markov State Modeling (MSM) literature, a microstate can also refer to an ensemble of configurations grouped together according to one or a set of order parameters, which is not intended here.

**Molecular dynamics simulation** A process that generates a trajectory, or sequence of configurations $\mathbf{x}_t$. The best-known classical dynamics is Hamiltonian dynamics:

\[
\begin{align*}
\delta \mathbf{x} &= M^{-1} \mathbf{p} \delta t \\
\delta \mathbf{p} &= -\nabla \mathbf{x} U(\mathbf{x}) \delta t
\end{align*}
\]  

(1)

where $M$ is the diagonal mass matrix. A simplistic, discrete-time version of the above with time step $\delta t$ is:

\[
\begin{align*}
\delta \mathbf{x} &= M^{-1} \mathbf{p} \delta t \\
\delta \mathbf{p} &= -\nabla \mathbf{x} U(\mathbf{x}) \delta t
\end{align*}
\]  

(2)

In practice, however, trajectories are often generated numerically using Verlet-style integrators.

**Statistical ensembles from molecular dynamics** Hamiltonian dynamics conserves mechanical energy, and can be used to sample from the microcanonical (constant number of particles $N$, constant volume $V$ and constant energy $E$, NVE) ensemble under an ergodicity assumption.

Isothermal dynamics includes modifications that function as a thermostat, simulating the equilibrium with an external temperature bath at a target temperature $T$. As a result, as long as the simulation is at or near equilibrium, its temperature fluctuates around $T$, and it samples the canonical ensem-
The Boltzmann distribution (which characterizes the canonical ensemble) in phase space has the following probability density:

\[
\mu(x, p) = \frac{1}{Q} e^{-\beta(U(x)+K(p))}
\]

where \( Q = \int e^{-\beta(U(x)+K(p))} dx dp \) is the normalization factor, known as partition function.

The physical meaning of \( \mu \) is a probability per unit volume of \((x, p)\) space. The probability of a region of phase space \( \Sigma \) is:

\[
P(\Sigma) = \int_{\Sigma} \mu(x, p) dx dp
\]

In most cases, the energy is a sum of a potential term that depends only on positions and a kinetic term that depends only on momenta, as written in Eq. 5. Then the momenta are statistically independent from the system configuration, hence their distribution is that of the ideal gas and does not bear significant information on any specific system. This leads to a simple expression for the configurational distribution, where the momenta and kinetic energy do not appear:

\[
\nu(x) = \int \mu(x, p) dp = \frac{1}{Z} e^{-\beta U(x)}
\]

where \( Z \) is the configurational partition function, \( Z = \int e^{-\beta U(x)} dx \) . Sometimes, it may also be useful to define an unnormalized version of the configurational distribution, \( q(x) \), such that \( \nu(x) = \frac{1}{Z} q(x) \). There exist equivalent definitions of distributions for the isothermal-isobaric ensemble (NPT), which can be found in most statistical mechanics books [8, 36].

Note that there are other notation conventions: in some texts and papers, \( Q \) denotes the configurational partition function and \( Z \) denotes the configurational and momenta partition function.

**Macrostate**

Macrostates are experimentally distinguishable or measurable states of a system. They can be described formally either in terms of the thermodynamic state variables \((E, T, P, V, \) or parameters of the Hamiltonian) or by specifying specific regions of configuration space (that is, disjoint sets of microstates). A macrostate, besides being just a collection of microstates, also specifies a probability associated with each microstate that is contained in the macrostate. The term “thermodynamic state” is often used synonymously with macrostate, as the macrostates that we are most generally interested in studying with molecular simulation are macrostates that are completely defined by the specification of the macroscopic thermodynamic variables.

**Density of states**

The density of states \( \Omega(E) \) is defined as the number of states in a system that have a specific total energy \( E \). It can be mathematically expressed as \( \Omega(E) = \int \delta(E-H(x,p)) dx dp \), where \( \delta \) is
We define the reduced energy function
\[ u_i(x) = \beta_i (U_i(x) + p_i V(x)) \]
where the pressure-volume term \( p_i V(x) \) is only included in the case of a constant pressure ensemble. Other terms, such as chemical potentials, may be added to generalize to other ensembles. For each state \( i \), \( \beta_i \) is the inverse temperature, \( U_i(x) \) the potential energy function (which may include external biasing potentials), \( p_i \) the external pressure. This formalism allows a very large number of different situations to be described by the same mathematics.

The reduced free energy \( f \) is defined as \( f = \beta F \) for the canonical ensemble, or \( f = \beta G \) for the isothermal-isobaric ensemble. Then all Boltzmann-like distributions for the thermodynamic ensembles mentioned above are given in their un-normalized form as \( q(x) = e^{-\beta U(x)} \) and normalized form as \( \nu(x) = e^{-\beta u(x)} \).

Collective variable (CV)
A function \( \xi \) mapping the full \( n \) dimensions configurations \( x \) to a lower-dimensional representation \( z \) (sometimes denoted as \( s \) in the literature):
\[ z = \xi(x) \]
In the literature, the letter \( \xi \) is sometimes used for both the function and the variable. The same goes for \( z \) (and \( s \)).

The multi-dimensional case \( \xi = (\xi_1, \xi_2, \ldots, \xi_d) \) can be described either as a single vector CV or a family of scalar CVs:
\[ z = (z_1, z_2, \ldots, z_d) = \xi(x), \]
where \( d \) is the number of scalar collective variables (i.e., the dimension of the CV space), with \( d \ll 3N \).

Dimensionality reduction
The process of finding functions \( \xi \) mapping high-dimensional \( x \) to low-dimensional \( z \).

Alchemical transformation
Non-physical parameters are characterized as “alchemical”, and describe transition between Hamiltonians representing different molecular systems. Typically the change consists in either transforming a molecule into another one, or decoupling a molecule from its environment. Alchemical transformations are often used to estimate free energies of binding or solvation, as they create a continuous pathway of intermediate ensembles between two end states of physical interest.

Free energy profile / landscape / surface (FES)
While free energy can be expressed as the logarithm of a partition function, a free energy surface (FES) is the logarithm of a partially integrated partition function. Given a chosen set of collective variables \( z = \xi(x) \), this partially integrated partition function is, up to a normalization factor, the marginal prob-
ability density \( \rho(z) \), and is obtained by integrating the Boltzmann density over all variables except \( z \) (at constant \( z \)):

\[
A(z) = -\beta^{-1} \ln \int \delta(z - \xi(x)) \, \nu(x) \, dx = -\beta^{-1} \ln \rho(z),
\]

(13)

where \( \delta \) indicates the multivariate Dirac delta distribution defined by \( \delta(z - \xi(x)) = \prod_{i=1}^{n} \delta(z_i - \xi_i(x)) \) with the single variable Dirac delta distribution defined by \( \int f(x) \delta(x - y) \, dx = f(y) \), for any function \( f \). Intuitively, \( \delta \) behaves like a function that is zero everywhere but in 0, and whose integral is 1.

In practice, most free energy surface calculations concern a Helmholtz free energy, but Gibbs free energy surfaces could be computed as well. The difference is small, unless the transformation of interest entails a measurable change in overall density.

If two macrostates A and B correspond to domains of collective variable space, then the probability ratio can be obtained from a free energy surface \( A(z) \) by integrating its exponential (the associated density) over the corresponding domains:

\[
\Delta F_{AB} = -\beta^{-1} \ln \frac{Z_A}{Z_B}
\]

(14)

\[
= -\beta^{-1} \ln \frac{\int_A e^{-\beta A(z)} \, dz}{\int_B e^{-\beta A(z)} \, dz}
\]

(15)

Similarly to other reduced quantities, one may define the reduced free energy surface

\[
a(z) = \beta A(z)
\]

(16)

Note that in expanded ensemble approaches, a free energy as a function of the extended variable \( \lambda \) can be defined as:

\[
A(\lambda) = -\beta^{-1} \ln Z_\lambda
\]

\[
= -\beta^{-1} \ln \int \nu(x, \lambda) \, dx
\]

(17)

Note the difference between this definition and that of a free energy surface as a function of a collective variable (Equation 13). Here there is no Dirac distribution \( \delta \) because \( x \) and \( \lambda \) are separate variables, so we obtain the marginal distribution by integrating over \( x \), which preserves the dependence on \( \lambda \). In other words, a slice of configuration space at constant \( \lambda \) is the complete space of \( x \) coordinates, whereas a slice of configuration space at constant \( z = \xi(x) \) is only a slice or subset of this coordinate space.

There is a very general relation between thermodynamic quantities (with the dimension of an energy) and probabilistic quantities. The latter can be expressed as minus thermal energy \( -k_B T = -\beta^{-1} \) times the natural logarithm of the former: this process is called Boltzmann inversion. The main quantities discussed above are summarized in Table 1.

| probabilistic quantity | thermodynamic quantity |
|------------------------|------------------------|
| probability density \( \nu(x) \) | potential energy \( U(x) \) |
| integrate over \( x \) at constant \( z \) | free energy surface \( A(z) \) |
| marginal probability density \( \rho(z) \) | free energy \( F(\Sigma) \) |
| integrate over \( z \) in \( \Sigma \) | |
| probability (measure) \( P(\Sigma) \) | |

Table 1. Relations between key statistical and thermodynamic quantities. The right column is \(-\beta^{-1}\ln(\bullet)\) times the logarithm of the left column. Probabilistic quantities are related by successive integration over larger slices of configuration space.

The free energy surface can be interpreted as an effective potential energy surface defined on collective variables. The free energy surface is related to a probability density in the same way a free energy is related to the probability of a state (Table 1). Beware, however, that a probability density is not a probability measure: a value of the density is not the probability of any particular event. Probability values are unitless and between 0 and 1; in contrast a probability density has units inverse volume, and can take values greater than 1. The probability of a state is obtained from a probability density by integrating over the relevant region of configuration space. In a continuous configuration space, the probability of each individual configuration is zero. A density is normalized: its integral over the whole space is 1, which is the probability of the whole space. Similarly, a free energy surface is not directly interpretable as a macroscopic free energy. Unlike a free energy, it is not an experimental observable. Very importantly, free energy surfaces do not generally have a simple interpretation in terms of dynamics (e.g. free energy maxima may not be kinetic barriers), because of distortions due to the nonlinear geometry of the variables [37, 38].

Potential of mean force (PMF)

Beware that this phrase is used in the literature in two different, incompatible meanings. The colloquial meaning today is the free energy surface as defined above. However, this can sometimes be misleading. The historic notion of PMF is used to describe the structure of simple liquids. The potential of mean force \( W(r) \) between two particles was defined based on its radial distribution function \( g(r) \). The RDF is calculated from the probability density for the interparticle distance \( r \), \( \rho(r) \), divided by a normalization term (proportional to \( r^2 \)) that makes it constant, conventionally equal to 1, at large distances in a
homogeneous fluid.

\[ W(r) = -\beta^{-1} \ln g(r) \]
\[ = -\beta^{-1} \ln \frac{\rho(r)}{\tau^2} + C \]
\[ = A(r) + 2 \beta^{-1} \ln(r) + C, \tag{18} \]

where \( A(r) \) is the FES along the interparticle distance and \( C \) is an arbitrary constant. The historic PMF and FES are therefore related, but distinct quantities.

The phrase “potential of mean force” describes very literally that \( W(r) \) is a potential arising from an average force that would act on a particle at that location. Crucially, the potential of mean force is zero in non-interacting systems: if \( U(x) = 0 \) for all \( x \) then \( W(r) = \beta U(x) = 0 \) for all \( r \), which is not generally the case for free energy surfaces of nonlinear CVs, due to a Jacobian term describing a purely geometric entropy. For details, refer to Section 3.3.

Here again, one may define the reduced version of \( W(r) \):

\[ w(r) = \beta W(r) \tag{19} \]

Multimodal distribution

A probability distribution featuring many disconnected regions of high probability (each local maximum is a mode) separated by regions of low probability. Typically, if the dimension is high, most of the volume of configuration space has a very small probability, but there are often a large number of significantly separated high probability regions.

Ensemble average

The ensemble average of an observable \( O(x, p) \), which is a function of the phase space, is defined as:

\[ \langle O(x, p) \rangle = \int O(x, p) \mu(x, p) \, dx \, dp \tag{20} \]

Or if \( O(x) \) is only a function of configurations, then

\[ \langle O(x) \rangle = \int O(x) \rho(x) \, dx \tag{21} \]

All measurable thermodynamic quantities of interest are equal to ensemble averages of some observable. For example, the total energy \( E \) of a system is the expectation value of the Hamiltonian \( \langle H \rangle \). Furthermore, the marginal probability density \( \rho(z) \) is an ensemble average of a Dirac \( \delta \) “function”:

\[ \rho(z) = \langle \delta(z - \xi(x)) \rangle \] (see Equation 13). With finite sampling, expectation values have a measurable uncertainty. However, in the thermodynamic limit (when the number of samples approaches Avogadro’s number), these can be assumed to be exact, as any uncertainties are on the order of \( 10^{-10} \) or smaller.

**Ergodic dynamics**

The dynamics of a system is said to be ergodic if samples taken from any single, infinitely long trajectory describe the complete statistical properties of the dynamics. This allows the estimation of ensemble averages by the time average or (ergodic average). If we want to compute the average of observable \( O(x, p) \) according to distribution \( \mu(x, p) \), and we can generate a discrete dynamics \((x_t, p_t)\) that is ergodic with respect to distribution \( \mu \), then the ensemble average \( \langle O \rangle \) can be estimated as a time average:

\[ \langle O \rangle = \int O(x, p) \mu(x, p) \, dx \, dp \]
\[ \approx \frac{1}{M} \sum_{t=1}^{M} O(x_t, p_t) \text{ for sufficiently large } M, \tag{22} \]

where \( M \) is the number of samples. More precisely:

\[ \langle O \rangle = \lim_{M \to \infty} \frac{1}{M} \sum_{t=1}^{M} O(x_t, p_t) \tag{23} \]

Solution-phase molecular dynamics of small molecules is nearly always ergodic in practice (i.e. in simulations of more than \( 10 \) ns), and many biological and soft materials problems are ergodic in the limit of sufficient samples: from here on, we generally assume the existence of ergodic dynamics in the systems to which the accelerated methods are applied, as long as enough sampling is performed. However, ergodicity is a theoretical notion that characterizes asymptotic behavior over infinitely long times (the limit in Equation 23). In practice, molecular dynamics simulations are often very short compared to the longest relaxations times, so that trajectories do not explore the full configuration space. This situation is described as “quasi-nonergodicity”. Enhanced sampling methods target precisely this case, and aim to recover the statistical properties of ergodic dynamics from trajectories of limited duration.

**Metastability and metastable states**

When a system resides in some some regions of configuration space for long times, with rare transitions between those regions, those regions are called metastable regions or metastable states. Metastable regions are typically modes of a multimodal distributions.

**Biasing and biased energy**

A biasing energy, also called bias energy, is an extra energetic term \( U^{bias} \) added to obtain a potential energy \( U^{bias} \) biased to behave a certain way:

\[ \hat{U}(x) = U(x) + U^{bias}(x). \tag{24} \]

In molecular dynamics, a bias energy \( U^{bias}(x) \) gives rise to a bias force \( F^{bias}(x) = -\nabla_x U^{bias}(x) \), so that the total biased force
\[ \mathbf{F}(x) = -\nabla_x \hat{U}(x) = \mathbf{F}(x) + \mathbf{F}^{\text{bias}}(x) \] (25)

The bias \( U^{\text{bias}}(x) \) is often a function of low-dimension collective variables \( z = \xi(x) \), and can be written \( U^{\text{bias}}(\xi(x)) \) so that in this case, the biased potential energy function is:

\[ \hat{U}(x) = U(x) + U^{\text{bias}}(\xi(x)) \] (26)

The resulting biasing force on atoms is calculated using the chain rule:

\[ \hat{F}(x) = -\nabla_x \hat{U}(x) \]
\[ = \mathbf{F}(x) - \nabla_x U^{\text{bias}}(\xi(x)) \] (28)

\[ \hat{F}(x) = \mathbf{F}(x) - \frac{\partial U^{\text{bias}}}{\partial z} \bigg|_{x=\xi(x)} \nabla_x \xi(x) \] (29)

This requires the computation of the gradient \( \nabla_x \xi(x) \) of the collective variable with respect to atomic Cartesian coordinates.

**Biased configurational distribution**

Under the influence of a biased potential energy \( \hat{U}(x) = U(x) + U^{\text{bias}}(x) \), the simulations will sample a biased configurational distribution \( \hat{\nu}(x) \) given by

\[ \hat{\nu}(x) = \frac{1}{Z} e^{-\beta \hat{U}(x)} \] (30)

where \( Z = \int e^{-\beta \hat{U}(x)} dx = \int e^{-\beta (U(x) + U^{\text{bias}}(x))} dx \) is the biased partition function. This can be re-written as

\[ \hat{\nu}(x) = \frac{1}{Z} \frac{e^{-\beta U(x) + U^{\text{bias}}(x)}}{e^{-\beta U(x) + U^{\text{bias}}(x)}} = \nu(x) \frac{Z}{Z} e^{-\beta U^{\text{bias}}(x)} \] (31)

where

\[ \frac{Z}{Z} = \frac{\int e^{-\beta U(x)} dx}{\int e^{-\beta U(x)} dx} = \frac{\int e^{\beta U^{\text{bias}}(x)} e^{-\beta U(x)} dx}{\int e^{-\beta U(x)} dx} = \int e^{\beta U^{\text{bias}}(x)} \hat{\nu}(x) dx = \langle e^{\beta U^{\text{bias}}(x)} \rangle_{\hat{\nu}} \] (32)

where \( \langle \cdots \rangle_{\hat{\nu}} \) indicates an ensemble average under the biased distribution \( \hat{\nu}(x) \).

**Importance sampling**

A family of methods where a separate, distinct probability distribution \( \hat{\nu}(x) \) from the target one is sampled, but in such a way that the ratio of the two distributions is known or estimated numerically. Therefore, the target probability and averages using the target probability can be calculated. Usually this is done to focus sampling on configurations that contribute more to any averages of interest.

The name refers to the idea of favoring sampling of the regions of importance, or if they are unknown, to flatten sampling towards a more uniform distribution. Frequently, the difference in probability is expressed in terms of some sort of biasing potential \( \hat{U}(x) \). Importance sampling methods include the biasing potential and biasing force methods (adaptive or not), localization methods and adaptive seeding methods described in Sections 5, 6, 7 and 9.

As explained below, unbiased properties of the original distribution may be obtained by reweighting from the modified, sampled distribution to the desired distribution. In practice, the sampled distribution is chosen to emphasize samples that contribute strongly to the averages of interest, making the reweighted average over samples from the modified distribution a low-variance estimator.

**Reweighting**

Reweighting involves calculating averages and free energies of one distribution using samples from another one, as occurs in importance sampling, though it can be used in other situations as well. The distribution that one samples from may be one explicitly generated by a biased simulation or performed at a different temperature, or one that is a mixture of several sampled distributions [39].

If the sampled distribution is \( \nu(x) \) and the original, unmodified distribution is \( \nu(x) \), then the average of some observable \( O(x) \) is calculated as

\[ \langle O(x) \rangle = \int O(x) \nu(x) dx \]
\[ = \int O(x) \frac{\nu(x)}{\nu(x)} \hat{\nu}(x) dx \]
\[ = \left( \int O(x) \frac{\nu(x)}{\nu(x)} \hat{\nu}(x) dx \right) / \hat{\nu} \] (33)

where the final average is taken from samples obtained from the modified distribution \( \hat{\nu} \), but the expectation is in the original distribution \( \nu \). This reweighting can be done effectively whenever the ratio \( \frac{\nu(x)}{\nu(x)} \) doesn't vary much over the \( x \) sampled.

In the specific example of where \( \hat{\nu}(x) \) corresponds to a simulation with an added bias potential \( U^{\text{bias}} \) (see Equation 31), then the average of an observable \( O(x) \) over the distribution \( \nu(x) \) can be estimated by:

\[ \langle O(x) \rangle = \left( \int O(x) Z e^{\beta U^{\text{bias}}(x)} \right) \hat{\nu} \]
\[ = \frac{\langle O(x) e^{\beta U^{\text{bias}}(x)} \rangle_{\hat{\nu}}}{\langle e^{\beta U^{\text{bias}}(x)} \rangle_{\hat{\nu}}} \] (34)

where the ensemble averages are taken according to the biased distribution arising from the biased potential energy \( \hat{U}(x) \). The term in the denominator is the exponential averaging estimate of \( \frac{Z}{\hat{\nu}} \) (see Equation 32 and Section 3.4 for more detail).
Biased CV distribution

Under the influence of a bias potential acting in CV space $\mathcal{U}^{\text{bias}}(z) = \mathcal{U}^{\text{bias}}(\xi(x))$, the CV will follow a biased CV distribution given by

$$\tilde{p}(z) = \frac{1}{Z} e^{-\beta [\mathcal{U}(z) + \mathcal{U}^{\text{bias}}(z)]}, \quad (35)$$

where $Z = \int e^{-\beta [\mathcal{U}(x) + \mathcal{U}^{\text{bias}}(\xi(x))]} \, dx = \int e^{-\beta [\mathcal{U}(z) + \mathcal{U}^{\text{bias}}(z)]} \, dz$ is the biased partition function.

Target distribution

Common in some enhanced sampling methods is the concept of a target distribution. This represents a desired probability distribution that an enhanced sampling simulation is trying to achieve. The target distribution can be in the space of some collective variables (normally, the ones being biased) or another space such as the state space in $T$ or along an auxiliary variable $\lambda$. In some methods, the target distribution is set by the user. In others, the target distribution can be inferred from experimental observations. A common choice is to set the target distribution to be uniform over the variables or states of interest, with all values sampled equally. However, most methods theoretically support the usage of any given non-uniform target distributions if the user desires.

Replicas

A replica is a copy of a molecular system. Replicas might simply be independent copies started from different random number seeds for velocities or different initial configurations, or they might each have a different value of some thermodynamic parameter like temperature or $\lambda$, or have a different biasing distribution. In many types of accelerated simulations, replicas can exchange information with each other, and this exchange is key to the success of the method. In most methods, however, they do have the same chemical composition and number of atoms.

Generalized ensemble

Generalized ensemble methods encompass expanded ensemble methods and replica exchange methods (Section 8).

Expanded ensemble

While a usual statistical-mechanical ensemble describes one set of macroscopic conditions, an expanded (or extended) ensemble allows for additional degrees of freedom (physical or non-physical) to vary. An expanded ensemble may be sampled mainly in two ways. The first option is to run a collection of simulations (replicas, $i$) among which an auxiliary parameter $\lambda_i$ takes a discrete set of values. In replica $i$, the dynamics of coordinates $x_i(t)$ are then propagated under a potential energy $U_{\lambda_i}(x_i)$ or at inverse temperature $\beta_i$. The second option is to propagate $\lambda_i$ as an additional dynamic variable (see Extended Lagrangian).

Extended Lagrangian dynamics, $\lambda$ dynamics

A special case of expanded ensemble simulation, whose equations of motion include “fictitious” (auxiliary) dynamical degrees of freedom $\lambda$ that are not the spatial coordinates of physical objects or the associated momenta. To sample the canonical distribution of $(x, \lambda)$, they can be propagated following e.g. Langevin dynamics:

$$\begin{align*}
\frac{dx}{dt} &= M^{-1} p dt \\
\frac{dp}{dt} &= -\nabla_x U^{\text{ext}}(x, \xi, \gamma p) + \frac{\sqrt{2\gamma}}{\sqrt{\beta}} dW_i \\
\frac{d\lambda}{dt} &= m_{\lambda}^{-1} \rho_{\lambda} dt \\
\frac{d\rho_{\lambda}}{dt} &= -\frac{\partial U^{\text{ext}}}{\partial \lambda} - \gamma_{\lambda} \rho_{\lambda} + \frac{\sqrt{2\gamma m_{\lambda}}}{\sqrt{\beta}} dW_i
\end{align*} \quad (36)$$

where $m_{\lambda}$ is a fictitious mass associated to $\lambda$. While the two phrases are essentially synonymous, the term $\lambda$-dynamics is mostly used when a continuous dynamic variable $\lambda$ connects physically meaningful, and sometimes discrete, states, such as in alchemical transformations. On the other hand, the term extended Lagrangian (or extended Hamiltonian) is more often used when the fictitious coordinate $\lambda$ follows a collective variable $\xi(x)$, typically coupled through a harmonic potential: $U^{\text{ext}}(x, \lambda) = U(x) + \frac{1}{2} \lambda^2 |\xi(x)-\lambda|^2$. These methods are also referred to as “extended-system dynamics”.

Metropolis Monte Carlo

A Metropolis Monte Carlo step makes some change in the system in a way that preserves the underlying probability distribution (usually the Boltzmann distribution). Taking the canonical ensemble for specificity, the simplest rule is to propose some new coordinate $x'$, and change from $x$ to $x'$ with probability:

$$P(x \to x') = \min \left\{ 1, e^{\beta [U(x') - U(x)]} \right\} \quad (37)$$

This means that the move always occurs if the energy is lowered (probability is increased), and sometimes occurs if the energy is higher, with the probability given in Equation 37. In order for this to preserve the underlying Boltzmann distribution, proposals must be made in a symmetric way, such that the probability of being at $x'$ and proposing $x$ is the same as being in $x$ and proposing $x'$. This is satisfied by simple rules like translating or rotating particles a symmetric amount from the current position, but care must be taken for more complex coordinate transformations like torsional displacement volume changes, or polymer chain moves [40]. It is in fact possible to choose new states with asymmetric or biased probabilities if those biases and asymmetries are properly accounted for; this generalization is called a Metropolis-Hastings step [41].
In addition, the Metropolis (or Metropolis-Hastings algorithms), can also be used to propose new parameters, such as a change in the temperature of the system, or a change in the potential energy of the system governed by an auxiliary parameter \( \lambda \):

\[
P(i \rightarrow i') = \min \left\{ 1, e^{\beta(U_i(x) - U_{i'}(x))} \right\}
\]

(38)

### Gibbs sampler

Metropolis Monte Carlo steps are ways to move from one state of the system to another, considering one trial step at a time. The Gibbs sampler [42] is a way to move to another state of the system to another state, considering one trial step at a time. The Gibbs sampler is defined by taking steps in state considering many trial states simultaneously. It is generally used when there are two (or more) different types of variables defined in the system that could be changed, \( x \) and \( y \), so the probability of the system is defined by \( \nu(x, y) \). The Gibbs sampler is defined by taking steps in \( x \) first and then \( y \), by the following algorithm:

1. Start at \( x_i y_i \).
2. Pick a variable to change randomly with some frequency \( f \), such that \( f(x) + f(y) = 1 \).
3. If you choose \( x \), pick a new \( x \) from the conditional distribution \( \nu(x | y_i) \), i.e. the probability of \( x \) given \( y_i \).
4. If you choose \( y \), pick a new \( y \) from the conditional distribution \( \nu(y | x_i) \), i.e. the probability of \( y \) given \( x_i \).
5. Repeat.

Any method to pick \( x \) and \( y \) from the distribution can be used, including Metropolis Monte Carlo. The algorithm could be generalized to more than two variables, by randomly choosing each of the variables. Interestingly, one can alternate between variables deterministically (first pick \( x \), then pick \( y \), then pick \( x \) again, or pick \( x \) 100 times, then \( y \), then \( x \) 100 times again) and the results will not satisfy detailed balance, but they will still satisfy balance, which means the distribution \( \nu(x, y) \) will still be preserved. To be concrete, let us assume one variable is the coordinate \( x \), and the other is the temperature \( T \). Then one implementation of the Gibbs sampler, one would carry out simulations in \( x \) using molecular dynamics in the NVT or NPT ensemble for a certain number of steps, then perform a move in \( T \) space using an algorithm that generates a new \( T \) from \( \nu(T | x) \), while keeping the coordinates constant.

### Detailed balance and balance

Detailed balance is a constraint on the way moves from a given state of a system to another state of the system one are performed. If \( i \) and \( j \) are two states, then detailed balance requires that

\[
\frac{P(i)}{P(j)} = \frac{P_{i \rightarrow j}}{P_{j \rightarrow i}}
\]

(39)

where \( P(i) \) and \( P(j) \) are the desired probabilities of \( i \) and \( j \), and \( P_{i \rightarrow j} \) and \( P_{j \rightarrow i} \) are the probabilities of transitioning from state \( i \) to \( j \) and state \( j \) to \( i \) during some process. These states could be sets of configurations, for physical dynamics, or between different thermodynamic ensembles, as occurs in many nonphysical dynamical systems. Generally, physical systems obey detailed balance, and most common simulation methods, such as molecular dynamics or Metropolis Monte Carlo are designed to obey detailed balance, and thus preserve the overall probability distribution of the system.

Balance is a weaker requirement [43], and is merely the requirement that the physical desired probability distribution is preserved by a set of dynamical moves. This can be done without forcing the ratio of the fluxes between states being equal to the ratio of the probabilities of two states, as is the case in detailed balance. For example, you could have a cycle of fluxes between three states \( ij \) and \( k \), and still preserve the probability distribution. Proving a given set of ways to perform moves between states obeys balance is usually significantly harder than proving that a set of moves preserves detailed balance. However, studies have shown that it is often possible to obtain better sampling through states with algorithms that only obey balance rather than detailed balance [43, 44].

### Temperature-based sampling

Refers to enhanced-sampling methods relying on an increased effective temperature \( \tilde{T} \) to reduce metastability. This can be done on only some replicas within a set of replicas, on some fraction of the time within a given trajectory, or on some fraction of the system by selective scaling of potential energy terms. In the latter case, if \( U = U^{\text{unscaled}} + U^{\text{scaled}} \), scaling \( U^{\text{scaled}} \) to reach effective inverse temperature \( \frac{1}{\tilde{T}} \) means that the modified potential \( \tilde{U} \):

\[
\tilde{U} = U^{\text{unscaled}} + \frac{T}{\tilde{T}} U^{\text{scaled}}
\]

(40)

As then the Boltzmann factor is:

\[
e^{\frac{U^{\text{unscaled}}}{kT} + \frac{U^{\text{scaled}}}{\tilde{T} kT}}
\]

(41)

And the scaled degrees of freedom have probabilities consistent with the different \( \tilde{T} \).

### Replica exchange

Generalized ensemble methods that allow for exchanging configurations between replicas, usually according to criteria that guarantee that each replica samples from a well-defined distribution.

### Adiabatic dynamics

A dynamics where selected degrees of freedom are assumed to not exchange energy with the rest of the system. This can be achieved if these degrees of freedom are decoupled from the rest of the system, and evolve effectively independently.
Driven simulations
Refers to simulations with a time-dependent bias potential $U_{i}^{\text{bias}}(x)$ or force $F_{i}^{\text{bias}}(x)$ following a pre-determined schedule.

Out-of-equilibrium system
A system that has not reached its steady state, either because it is considered on a time-scale smaller than its relaxation time-scales, or because it is driven by time dependent forces which maintain it out of equilibrium.

Out-of-equilibrium method
A simulation protocol that does not generate trajectories that sample from the canonical ensemble associated with a given potential energy function. Instead, initial and boundary conditions are given, as well as a possibly time- and history-dependent potential energy function or force schedule. The statistics of the generated trajectories and configurations are determined by these conditions. Unlike the canonical distribution, however, there is no general closed-form expression for the resulting out-of-equilibrium distributions of trajectories or configurations.

Seeding
A strategy where the configuration space covered by a set of (relatively short) simulations is governed by the choice of their starting conditions. This strategy is typically used to increase the diversity of the samples produced, despite the internal correlation of each trajectory.

Adaptive method
All enhanced sampling methods have parameters, whose value can often be improved based on information from a simulation. This process can be repeated, leading to an iterative form of the algorithm. In some cases, this iteration can be built into the dynamics itself, so that parameters are updated (adapted) on the fly during the simulation. It is then called adaptive. This can take the form of a time-dependent bias potential $U_{i}^{\text{bias}}(x)$ or force $F_{i}^{\text{bias}}(x)$, or branching decisions to stop or launch simulation instances.

Many methods can be used with fixed parameters, but also have iterative and adaptive variants. Conversely, the parameters of adaptive methods can be frozen when they are deemed sufficiently close to convergence, to continue sampling in a theoretically simpler setting.

Free energy perturbation (FEP)
Free energy perturbation is the process of calculating the free energy differences due to small changes in the potential energy using reweighting or exponential averaging, hence the term “perturbation”. It is performed using the exponential averaging formula. Alternatively, and somewhat confusingly, it can also refer to calculating a free energy difference using any sort of pathway, using any sort of free energy estimator.

3 Free energy estimators
Recovering the original statistical ensemble often requires estimating a free energy. For some enhanced sampling methods, the free energy estimator is central to the enhanced sampling scheme, while for others, it is a post-processing tool. This section provides a concise presentation, but extensive reviews can be found elsewhere [45–49].

Free energy estimators are expressions that are used numerically to compute free energy differences or free energy surfaces from quantities that are available in simulations (configurations, energies, and forces). The important properties of an estimator are its accuracy or bias, how far off the real value it is given infinite, ideal sampling, and precision or variance, how much the result fluctuates given a finite amount of noisy data. Note that the bias of the estimator is a different concept than the bias that is intentionally added to a system via a potential.

In this section we consider estimators for:

- free energy as a function of a Hamiltonian parameter (auxiliary variable) $\lambda$, which the energy $u_{\lambda}$ depends on, or
- free energy surfaces as a function of a collective variable (or a vector of variables) $z = \xi(x)$.

For generality and cleanness of presentation, reduced units are used, which can converted back to united formulas using the definitions of reduced units.

3.1 Directly measured ratios
Given a set of sampled configurations that visits two states $i$ and $j$, their reduced free energy difference $f_{ij}$ can be estimated by estimating free energies between states by taking the ratio of time in each states, a process called Boltzmann inversion, by approximating Equation (5):

$$\Delta f_{ij} = -\ln \frac{N_{j}}{N_{i}}$$

where $f_{ij}$ is the reduced free energy, and $N_{i}$ and $N_{j}$ are the numbers of observed configurations in states $i$ and $j$. This equation holds for whatever division into states one uses. However, this is only true if the simulation samples the equilibrium between states $i$ and $j$, or equivalently, if it is long enough such that many transitions between those states have been observed [50]. If a list of several states is defined, for example 1, 2, ..., $K$, then then estimates from neighboring states can be chained to compute relative free energies for the entire list of states, by estimating $f_{i2} + f_{23} = -\ln \frac{N_{2}}{N_{i}} + -\ln \frac{N_{3}}{N_{2}} = -\ln \frac{N_{3}}{N_{i}} = f_{i3}$, and so forth. If the states are defined as bins along collective variables, this yields a (discretized) free energy profile along those variables. This idea extends to the calculation of continuous...
probability distributions and free energy surfaces. In that case, the probability distribution can be estimated using a kernel density estimator (KDE) or a Gaussian Mixture Model (GMM) [51].

Convergence of this ratio can be accelerated by importance sampling: adding biasing potentials \( u_i^{bias} \) and \( u_j^{bias} \), with \( \Delta u_{ij}^{bias} = u_j^{bias} - u_i^{bias} \). If the bias \( u_j^{bias} \) depends only on the state \( i \), and is constant over \( x \) within a state, the free energy can be estimated by simply subtracting the bias from the free energy estimate of the histogram in Eq. 42:

\[
\Delta f_{ij} = -\ln \frac{N_j}{N_i} - \Delta u_{ij}^{bias} \tag{43}
\]

### 3.2 Estimating free energies from the transition count matrix

The transition probabilities between states, which could be along one or more discretized CVs or between different states in an expanded ensemble, can be used to build a transition probability matrix. This matrix containing equivalently either the number of transitions from a state \( i \) to a state \( j \), or the probabilities \( P_{i\rightarrow j} \) of performing the transition.

If one is considering a simulation that allows transitions between two states \( i \) and \( j \), then this implies the average of the transition probabilities between states is equal to the ratio of the partition functions between the states of interest [52–54]. Specifically:

\[
d_{i\rightarrow j} = \frac{Z_i}{Z_j} = \frac{\langle P_{i\rightarrow j}(x) \rangle}{\langle P_{j\rightarrow i}(x) \rangle} \tag{44}
\]

where \( P_{i\rightarrow j}(x) \) is the probability of accepting a move from state \( i \) to state \( j \) proposed from configuration \( x \). For simplicity we assume that the probability of moves proposed from \( i \) to \( j \) is equal to the probability of transition from \( j \) to \( i \); more general transitions can also be included [54]. We can construct a matrix of all possible transitions between any pair of states; hence we can call this a transition count matrix or transition matrix.

Typically, this averaging is carried out over the transitions that were actually observed. However, this average can be calculations over transitions that were not actually performed. If one counts only whether a move is made or not, one averages a number of either 0's or 1's. However, in any method that that makes transitions between states, we need to calculate the probability that the transition would occur to decide whether we move or not, as in the Metropolis Monte Carlo algorithm (Eq. 37). This probability can be calculated and used in averaging even if the moves are not made.

Interestingly, one can even compute this average of transition probability distributions using a different transition probability formula than the one actually uses to carry out jumps between states. For example, one can show that the Metropolis Monte Carlo criterion \( \min(1, e^{-\lambda x}) \) is more efficient to use to decide whether or not to move between two states, but the Barker criterion \( \left( e^{-\lambda x} \right) \) is more efficient to average in order to calculate free energies [55].

Note that free energy estimated directly from population ratios will of course be inaccurate if too few transitions have been observed between states [50]. More generally, the discretized master equation expresses the probability distribution \( \nu_j \) of each state \( i \) over time as the sum of all of the probabilities of states moving into and out of that state, as:

\[
\nu_j(t + \delta t) = \nu_j(t) + \sum_{ji} \left( \nu_i(t) P_{i\rightarrow j} - \nu_j(t) P_{j\rightarrow i} \right). \tag{45}
\]

This is a time-dependent equation, but can be show to have an equilibrium stationary probability distribution \( \nu_j(x) \). Convergence of probability distributions is slow because the samples extracted from molecular dynamics simulations are correlated. However, by taking into account the conditional probability distribution (probability of an event happening given previous history), the statistical dependency of the MD trajectory is taken into account [56–59]. An even more accurate estimation of the free energies can therefore be achieved by building a Markov State Model from the transition count matrix, whereby the probability of each state is computed as the leading eigenvector of the transition matrix. In this case, it may not be necessary for single simulations to sample the entire state space, as long as each of the individual transitions is estimated accurately. This is the basis for such methods as DHAM [58], dTRAM [56, 57], and TRAM [59], which are somewhat beyond the scope of this review, as they are advanced analysis methods, but not technically by themselves accelerated sampling methods.

### 3.3 Thermodynamic integration (TI)

Thermodynamic integration is a family of free energy estimators that express the derivative of free energy with respect to a continuous parameter as an ensemble average of the derivative of the energy with respect to the same parameter, possibly with additional terms as discussed below.

#### 3.3.1 TI along an alchemical parameter

When the reduced potential energy is a function \( u_\lambda \) of a smooth coupling parameter \( \lambda \) that connects all states of interest (e.g. in alchemical perturbations), a continuous free energy \( f(\lambda) \) is defined, the derivative of which is the “mean force” at a fixed value of \( \lambda \):

\[
\frac{df}{d\lambda} = \left< \frac{\partial u_\lambda}{\partial \lambda} \right> \tag{46}
\]

Where the averaging is over samples obtained with the given value of \( \lambda \).
If states \(i\) and \(j\) correspond to values \(\lambda_i\) and \(\lambda_j\) of the continuous coupling parameter, then the free energy difference between states \(i\) and \(j\), \(\Delta f_{ij}\), is
\[
\Delta f_{ij} = \int_{\lambda_i}^{\lambda_j} \left( \frac{\partial u_{\lambda}}{\partial \lambda} \right) \, d\lambda \tag{47}
\]
If \(i\) and \(j\) are neighboring states along \(\lambda\) with a sufficiently small difference \(\Delta \lambda_{ij}\), the integral can be approximated by the trapezoidal rule:
\[
\Delta f_{ij} = \frac{\Delta \lambda_{ij}}{2} \left[ \left( \frac{\partial u_{\lambda_i}}{\partial \lambda} \right)_{\lambda_i} + \left( \frac{\partial u_{\lambda_j}}{\partial \lambda} \right)_{\lambda_j} \right] \tag{48}
\]

Other numerical integration formulas can of course be used, although usually there has not been found to be much advantage over the straightforward trapezoidal rule [47].

### 3.3.2 TI along a collective variable
A generalization of Equation 46 holds for the gradient of the reduced FES \(a(z)\) over a single collective variable \(z = \xi(x)\):
\[
\frac{da(z)}{dz} = -\langle F_{\xi}(x) \rangle_{\xi(x)=z} \tag{49}
\]
Where the average is over all configuration with \(\xi(x) = z\). \(F_{\xi}\) is a generalized force that includes two terms:
- the energy gradient with respect to collective variables;
- a geometric, Jacobian term due to the curvature of the isosurfaces of a nonlinear CV \(\xi\) (see [60–62] for details).

More precisely, the “free energy gradient with respect to the CVs” is a partial derivative, which is not well-defined unless one specifies a complete set of generalized coordinates including the CVs [63]. This complicated or even intractable process can be circumvented [64, 65] by noting that the force may be projected onto a CV \(\xi_i\) along an arbitrary vector field \(\mathbf{b}_i\), verifying for all \(i, j\):
\[
\mathbf{b}_i \cdot \nabla \xi_j = \delta_{ij} \tag{50}
\]
that is, each \(\mathbf{b}_i\) has a scalar product of 1 with the gradient of \(\xi_i\) and is orthogonal to the gradients of all other CVs. In the case of a single CV, one possible choice of \(\mathbf{b}\) that satisfies this condition is to make it proportional to the gradient of \(\xi\) with an appropriate normalization factor: \(\mathbf{b}(x) = 1/|\nabla \xi|^2 \nabla \xi\).

Then the following expression for the generalized force along coordinate \(\xi_i\) holds [65]:
\[
F_{\xi_i}(x) = -\mathbf{b}_i(x) \cdot \nabla_x u(x) + \nabla_x \cdot \mathbf{b}_i(x) \tag{51}
\]
where the first term is the projection of atomic forces \(-\nabla_x u\) onto the CV, and the second is the Jacobian term described above, computed as the divergence of \(\mathbf{b}_i\).

Integrating the gradient to obtain the free energy surface is easy when using a scalar collective variable. In dimension greater than one, however, special integration methods are required [66].

#### 3.3.3 Significance of the Jacobian term
Take the example of a collective variable measuring the distance \(r\) between two particles. Here, the gradient of the free energy surface depends on the geometry of the CV. Given a complete coordinate transform from Cartesian to generalized coordinates including \(r\), which is necessary to define partial derivatives with respect to \(r\), one may write [61]:
\[
\frac{da}{dr} = \left( \frac{\partial u}{\partial r} - \frac{2}{r} \right) \tag{52}
\]
As mentioned in Section 2.2, the historic definition of the “potential of mean force” (PMF) for \(r\) is simply the potential arising from the mean force and corresponds to the first term in Equation 52:
\[
\frac{dw}{dr} = \frac{\partial u}{\partial r} \tag{53}
\]

#### 3.3.4 Comparison between alchemical and configurational TI
Let us consider extended configurations \((x, \lambda)\) that include the alchemical parameter, and define an alchemical CV as a simple projection of those onto \(\lambda\):
\[
\xi(x, \lambda) = \lambda. \tag{54}
\]
Then Equation 46 can be seen as a special case of Equation 51, in which the second term is zero because no nonlinear coordinate transform is involved.

### 3.4 Exponential averaging
The following sections apply to the free energy difference between two discrete states \(i\) and \(j\), when they can be characterized by different reduced energies \(u_i\) and \(u_j\), with \(\Delta u_{ij} = u_j - u_i\). These estimators (exponential averaging, BAR, MBAR and WHAM) rely on the overlap between the thermodynamic states \(i\) and \(j\), i.e. that configurations have a significant probability under both states. They cannot be used when the states do not have overlap, i.e. the states are defined by each having a different value of some collective variable. In contrast, free energy calculated by visitation ratios, transition matrices, and thermodynamic integration can.

The total free energy difference between two such states is, by definition:
\[
e^{-\Delta f_i} = \int \frac{e^{-u_i}}{e^{-u_i}} \frac{dx}{dx} \tag{55}
\]
\[
e^{-\Delta u} = \int \frac{e^{-u_i}e^{-(u_j-u_i)}}{e^{-u_j}} \frac{dx}{dx} \tag{56}
\]
On the right-hand side, one can recognize the expression for an ensemble average in state \(i\). Thus the free energy difference can be written:
\[
\Delta f_{ij} = -\ln(e^{-\Delta u_i})_i. \tag{57}
\]
This average can be estimated numerically as:

$$\Delta f_i = -\ln \left[ \frac{1}{N_f} \sum_{n=1}^{N_f} e^{-\Delta u_i(k_n)} \right]$$  \hspace{1cm} (58)

where the $N_i$ samples are from the $i$th state. While this expression is formally exact, convergence of the exponential average is critically dependent on the tail of the distribution of $\Delta u_{ij}$, and as a result, on the overlap between states $i$ and $j$. This can be alleviated by collecting energy differences going both ways ($\Delta u_{ij}$ sampled in state $i$, and $\Delta u_{ji}$ sampled in state $j$), and combine them using the BAR estimator. This general strategy is sometimes also referred to as “Overlap Sampling” [57].

### 3.5 Bennett’s acceptance ratio (BAR)

The Bennett acceptance ratio method is the lowest variance method to estimate the free energy difference between two states using the energies sampled at those states. Specifically we obtain an optimal value of the free energy difference $\Delta f_{ij}$ given $N_i$ samples performed with reduced energy $u_i$, and $N_j$ samples performed with reduced energies $u_j$. There are many ways to write the method [48, 68, 69]; see these references for the detailed derivations.

One standard approach is to derive the thermodynamic identity:

$$\Delta f_{ij} = \ln \left\{ \frac{\exp(-\Delta u_{ij} + c)}{1 + \exp(-\Delta u_{ij} + c)} \right\} + \ln \frac{N_j}{N_i}$$  \hspace{1cm} (59)

Where $c$ is an arbitrary constant. This expression is an asymptotically unbiased estimator (meaning, if enough data is collected, it will converge to the correct answer) for any choice of $c$. However, one can prove that the lowest variance estimate of free energy is obtained when $c = \Delta f_{ij}$ [68]. To find $\Delta f_{ij}$, this equation needs to be solved self-consistently, resulting in the equation one can solve for $c$, and therefore $f_{ij}$ as well:

$$\sum_{i=1}^{N_i} \frac{1}{1 + \exp(-\Delta u_{ij} + c)} - \sum_{j=1}^{N_j} \frac{1}{1 + \exp(\Delta u_{ij})} - c = 0$$  \hspace{1cm} (60)

This can be solved by a number of numerical techniques as implemented in many codes, such as pymbar [70] and gmx bar [71].

Several variants, which can be useful in specific cases, use fixed $c$ [47, 69], but for almost all standard uses, the optimized, lowest variance version is best.

### 3.6 Multistate Bennett acceptance ratio (MBAR)

If we carry out simulations at $K$ different thermodynamic states, then the free energies of all of the states can be estimated as:

$$f_i = -\ln \left[ \sum_{n=1}^{N} \frac{e^{-u_i(k_n)}}{\sum_{k=1}^{K} N_k e^{-u_i(k_n)}} \right]$$  \hspace{1cm} (61)

Where $N$ is a sum over all of the samples collected at any of the $K$ states. Since there is one equation for each of the free energies $f_i$ from each of the $K$ states, this leads to a system of $K$ that must be solved for the set of $f_i$. This is a set of implicit equations since the $f_i$ appear on both sides of the equations. Similarly to BAR, there are a standard ways to solve this set of equations implemented in a number of different codes [70, 72, 73].

MBAR also allows the computation of high precision uncertainties in the $\Delta f_i$’s, as it can take into account the correlations in $f_i$ and $f_j$ thanks to their simultaneous estimation. A key fact is that the MBAR system of equations reduces precisely to the equation for BAR for estimating the free energy difference between two states [70].

MBAR can also be seen as exponential averaging to target distributions described by the reduced potential $u_i(x)$ from the mixture distribution $\nu_{\text{mix}}(x)$ [39]. Specifically, the mixture distribution is formed by combining all the samples from all simulations that are put into the mixture, proportional to the number of samples $N_k$ from each simulation. Using eq. 58, we can then rewrite Equation 61 as:

$$f_i = -\ln \left[ \frac{1}{N} \sum_{n=1}^{N} \frac{e^{-u_i(k_n)}}{\nu_{\text{mix}}(x_n)} \right]$$

$$\nu_{\text{mix}}(x) = \sum_{k=1}^{K} \frac{N_k}{N} \nu_k(x)$$  \hspace{1cm} (62)

### 3.7 Weighted histogram analysis method (WHAM)

In its original formulation, WHAM consists in applying Boltzmann inversion (i.e. calculating free energies from probabilities) to histograms collected under a localizing potential (Section 5), and joining the bias-corrected histograms in an iterative and statistically optimal way to reconstruct the global histogram, from which the global free energy profile is calculated [74]. However, the same idea can apply to histograms collected at different temperatures or other sets of histograms, as long as the histograms overlap.

One can start from the MBAR equations to derive WHAM as well. If one can histogram the data by energy into $i$ bins, then the sum over $i$ samples in MBAR becomes a sum over $i$ bins.

$^2$Effectively, there are only $K - 1$ independent free energies since the set of free energies has an arbitrary reference zero.
$M$ energy bins instead. The iterative equations of WHAM can be written as:

$$
P_{ik} = \frac{\sum_{j=1}^{K} n_{k,j} e^{-u_{k,j}}}{\sum_{i=1}^{M} n_{k,i} e^{-u_{k,i}}} e^{-\lambda_{k}} = \sum_{m=1}^{M} P_{m,k} \tag{63}$$

Where $n_{k,j}$ is the probability distribution of bin $j$ in the $k$th state, $P_{ik}$ is the probability distribution of bin $i$ in the $k$th state, $u_{k,j}$ is the energy of the system in the $j$th bin and $k$th state [74]. These are equivalent; in the WHAM equations, instead of directly summing over all $n$ samples, we first sum over all of the samples in each bin $n_{k,j}$ from each state to get $P_{ik}$, and then sum over all bins to get the free energy. When the bins in WHAM are shrunk to have zero width (i.e. down to $\delta$ functions), then the WHAM equations become equivalent to MBAR, as the sum again becomes a sum over samples. If there are many samples, WHAM can be significantly faster than MBAR. However, WHAM only gives similar results to MBAR if the bins are narrow enough for the energy $u$ and probability $P_i$ to both be approximately constant within a bin.

4 Out-of-equilibrium / driven methods

The idea of out-of-equilibrium driven methods is to force the system to follow a given schedule of a collective variable, or of an alchemical parameter $\lambda$, in order to explore configuration space. This class of methods yields simulations in which the original distribution is modified, and which do not converge to an equilibrium ensemble (Figure 1). The equilibrium distribution may be retrieved under specific circumstance, as detailed below. The schedule followed may be fast, so that even if the system starts at equilibrium (a usual assumption), it does not remain at equilibrium. An early version was targeted MD [75], which consists in a moving constraint on the RMSD between current Cartesian coordinates and a target. Steered molecular dynamics, introduced shortly thereafter to mimic Atomic Force Microscopy experiments, introduces a fictitious 3D particle moving at constant velocity, and connected to a molecule by a harmonic spring [76]. These two methods can be considered to have converged, as moving harmonic restraints can be applied to arbitrary collective variables $z$ using software tools such as Colvars [77] or PLUMED [78].

Out-of-equilibrium pulling behaves differently depending on the rate of the transformation. In the limit of infinitely slow (quasistatic) switching, all orthogonal degrees of freedom are fully relaxed at all times, so that equilibrium properties are recovered. This is the case of the “slow growth” approach [79], which uses very slow switching from energy $U_A$ to $U_B$. The work $W$ performed along the way is an approximation of the reversible work, that is, the free energy difference from $A$ to $B$.

At the other end of the spectrum, infinitely fast switching amounts to comparing the energy of a given configuration (in absence of any relaxation) for two different Hamiltonians, using a FEP approach [80, 81].

In intermediate cases, the free energy difference can be estimated [82] by weighting the non-equilibrium trajectories. Calling $\mathcal{W}_\lambda$ the total non-equilibrium work exerted by the bias over a trajectory up to a value $\lambda$, the so-called Jarzynski identity states:

$$
e^{-\beta(F(x) - F_0)} = \left\langle e^{-\beta\mathcal{W}_\lambda} \right\rangle, \tag{64}$$

where the average is taken over the equilibrium ensemble of initial conditions at $\lambda = 0$.

Out-of-equilibrium methods are not frequently used to estimate free energy differences because the variance of the exponential averaging free energy estimator is in general plagued by a large variance. Nevertheless, variants of the Jarzynski identity have been successfully applied to rare examples of sufficiently fast-relaxing systems [83]. The high variance of the Jarzynski estimator is due to the fact that the work values that contribute the most to the average have small probability (as discussed in Section 3.4). Improved estimators [84] and modified algorithms [85–87] can thus take advantage of running simulations in the forward and backward direction [88]. Although less common, there have been important applications of these principles for applications such as ligand binding free energies [89].

As a result, most simulations that aim to recover free energies resort to equilibrium or near-equilibrium sampling (as is often the case with adaptive biasing algorithms).

5 Localization methods

In the broad sense, localization refers to sampling only in a small, well-defined volume of configuration space. In this class of methods, the original configurational distribution is modified, the simulation converges to an equilibrium ensemble, and sampling is enhanced by specifying the starting and ending coordinates of the simulation, and localizing them to a well-defined region of space (Figure 1). Localized sampling within region $i$ can be achieved by either imposing constraints around $z_i$ (constraining strategy) or a confining potential $U_{i}^{\text{bias}}(\mathbf{x})$ (restraining strategy), which can result in sampling from overlapping regions.

Note that this strategy is also sometimes referred to as “stratification”. In statistics, stratification strictly means partitioning configuration space along one or more collective variable, and collecting samples separately in each discrete section (stratum). This approach can be used in conjunction with ABF [11.4]. In contrast, the most common restraining strategies mentioned in this section yield overlapping samples, which is why we prefer the term “localization”.
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Restraining or constraining a simulation is equivalent to convolving the original probability density with a localizing function: a Dirac distribution $\delta(z)$ (constrained case), a Gaussian kernel, or a (possibly smoothed) indicator function of an interval (exponential of a flat-bottom potential) in the restrained case. The most used restraining strategy involves biasing the distribution by imposing harmonic potential restraints $U_{\text{bias}}^{i}(x) = \frac{1}{2k} |\xi(x) - z_i|^2$, and is equivalent to convolving the original probability distribution with a Gaussian kernel. Nowadays this is generally referred to as “umbrella sampling”, although it is quite different from the historic umbrella sampling method [90] which was not localized (see Section 6 for a further description of this approach and how it relates to other methods described in this review). Based on umbrella sampling trajectories, the free energy landscape can be estimated using the WHAM, BAR, or MBAR estimators (see Section 3). The constraining strategy was introduced as “Blue Moon” sampling [91]. In that case, the free energy can be reconstructed by thermodynamic integration (Section 3.3). Using flat-bottom potentials, equivalent to convolving the probability distribution with an indicator function, is referred to as, for example, “boxed MD” [92], and is frequently used in combination with ABF (Section 7.3).

These methods have been improved upon by slightly more complicated variants that include transitions between the restrained or constrained windows can improve sampling by avoiding kinetic traps. Successful (and thus popular) approaches involve introducing transitions between the restraining potentials, in which case the methods fall under expanded ensemble or replica exchange (see Sections 8).

6 Non-adaptive biasing potential methods

A range of methods are designed to flatten the energy landscape in a static way.

This class of methods modifies the original configurational distribution, lets the simulations converge to an equilibrium ensemble, but does not do so by localizing the simulations to specific regions of configuration space. Instead, sampling is biased by employing an external bias potential. Contrary to the adaptive methods presented in the next section, in this case the bias potential is pre-determined and static (Figure 1).

This is the case of the original Accelerated MD [93] and Gaussian-accelerated MD [94, 95] methods. In these methods, the form of the modified potential energy is determined by user-controlled parameters, lowering the energy barriers either for specific transitions (e.g. along dihedral angles), or within a given energy range. Note that these methods can also be run in an adaptive manner (Section 7.2.3).

Following the principle of importance sampling, unbiased statistics can be recovered by reweighting. Success of this, however, depends crucially on good overlap between the biased and unbiased distributions of configurations.

Custom-designed static biasing potentials combined with the idea of localization (Section 5) are the principle behind modern Umbrella Sampling. In the seminal “Umbrella Sampling” paper from 1977 by Torrie and Valleau [90], the authors incorporate an external bias (called a weighting function in their language) that is designed to lead to flat sampling. Note that in this original “Umbrella Sampling” paper, a single simulation was used. The idea of multiple windows (localized, “stratified”) umbrella sampling with fixed harmonic bias potential, as described in Section 5, was introduced later on. The authors constructed the bias potential by hand using trial and error but suggest that the computer could be programmed to perform this task, as is now done routinely in adaptive methods (see Section 7).

7 Adaptive bias simulations

This class of the method is related to the previous one in that sampling is biased, but contrary to the methods presented above, the bias is learned during the simulation and adapted on-the-fly (Figure 1).

7.1 Adaptation and the adaptation rate

In adaptive bias simulations, the external forces needed to enhance sampling are learned based on information from the trajectory itself, and updated as the simulation progresses. The bias always depends on statistical properties of the trajectory, so that it cannot be adapted instantaneously, but more or less progressively as information becomes available. This is controlled by some external parameter, generically called adaptation rate, or learning rate in the machine learning community. For example, in well-tempered metadynamics (7.2.1), the adaptation rate results from the deposition rate $N_{\text{deposition}}$, the height $H_{\text{0}}$ of the Gaussian kernels, and the bias factor $\gamma$, whereas in ABF (7.3); it depends on the number of samples collected locally before applying the estimated biasing force.

The choice of adaptation rate is essential to the success of an adaptive bias simulation: if it is too slow, the process will not learn efficiently, but setting it too fast will also negatively affect convergence. Typically, adaptation should be slow enough that some orthogonal degrees of freedom have time to relax to changes in biased degrees of freedom, or at least, remain within a short relaxation time of their equilibrium distribution under the current state of the bias. Details depend on the specific method, and the optimal value of the adaptation rate is system-dependent. Choosing a high adapt-
tation rate may favor rapid initial exploration, while slower adaptation optimizes long-term convergence [96].

7.2 Adaptive biasing potential (ABP) methods

In adaptive biasing potential (ABP) methods, an external bias potential in a space of some chosen collective variables (CVs) is added to bias the dynamics of the system. The purpose of the bias potential is to counteract the free energy surface and lead to more uniform sampling in CV space. In other words, the bias potential leads to sampling of a biased CV-distribution that is easier to sample. As the FES is naturally a priori unknown, the bias potential is generally constructed in an adaptive manner through some kind of iterative scheme. ABP methods differ in how the bias potential is constructed and which kind of sampling is obtained at convergence.

Note that most ABP methods can also be used in conjunction with Monte Carlo simulations. In this case, the bias potential needs to be taken into account in the Monte Carlo acceptance probability (Equation 37).

The performance of ABP methods depends critically on the choice of the CVs, the CVs need to be chosen carefully and they should properly separate the relevant metastable states and correspond to essential slow degrees of freedom. Furthermore, most ABP methods are limited in the number of CVs that they can handle and generally we can use no more than three to four CVs, though there are ABP methods that can handle a larger number of CVs [97, 98].

A wide range of ABP methods have been introduced throughout the years. In the following two Sections, we discuss two of these methods in detail, metadynamics [99–101] and variationally enhanced sampling [102, 103]. Metadynamics is the most widely used ABP method and it has spurred the development of a great number of variants. Variationally enhanced sampling is a more recent ABP method that is based on the variational principle. For other ABP methods, it would be beyond the scope of this review to discuss all of them in detail, so we limit ourselves to give a non-exhaustive list of ABP methods. We refer the reader to the original references and review papers [104–106] on the subject for further details regarding these methods.

Among methods that we can categorise as ABP methods are local elevation [107], energy landscape paving [108], self-healing umbrella sampling [109, 110], adaptive biasing MD (ABMD) [111], Gaussian-mixture umbrella sampling [112], the adaptive biasing potential method [113], basis function sampling [114], Green’s function sampling [115], flying Gaussian method [116], artificial neural network sampling [117], on-the-fly probability-enhanced sampling (OPES) [31, 118], reweighted autoencoded variational Bayes for enhanced sampling (RAVE) [119], targeted adversarial learning optimized sampling (TALOS) [120], Gaussian mixture-based enhanced sampling (GAMBES) [121], adaptive topography of landscapes for accelerated sampling (ATLAS) [122], and reweighted Jarzynski sampling [123].

For mathematical analysis of the convergence and efficiency of ABP methods, we refer to the series of works available in the literature [124–127].

7.2.1 Metadynamics

One of the most widely used ABP method is metadynamics [99–101], and a large number of metadynamics variants have been developed and introduced through the years. In metadynamics methods, we enhance the sampling along a few selected collective variables (CVs) that correspond to slow degrees of freedom. Metadynamics methods are based on adding a time-dependent external bias potential that counteracts the free energy surface. This external adaptive biasing potential is composed as a sum of repulsive Gaussian kernels that are periodically deposited at the current location in the CV space, see Figure 3. From the bias potential, one can directly estimate the free energy surface as a function of the selected CVs. Furthermore, it is possible to obtain the FES, both for the biased CVs and for any other set of CVs, via reweighting. Under certain conditions, one can also rescale simulation time to obtain rare-event kinetics from biased metadynamics simulations.

There are two main variants of metadynamics that are in common usage nowadays, well-tempered metadynamics [100] and conventional (non-well-tempered) metadynamics [99], that we will discuss below. Metadynamics methods and their applications have been discussed in various reviews [101, 128–133].

Well-tempered metadynamics

In well-tempered metadynamics [100], the bias potential \( U_{\text{bias}}(z) \) is updated through the following stochastic iteration scheme where every \( N_T \) simulation steps (i.e., MD steps) we add a Gaussian biasing kernel \( G(z, z_n) \) at the current CV value \( z_n \)

\[
U_{\text{bias}}^n(z) = U_{\text{bias}}^{n-1}(z) + \exp \left[ -\frac{1}{\gamma - 1} \beta U_{\text{bias}}^{n-1}(z_n) \right] G(z, z_n). \tag{65}
\]

Here \( n \) is the current step number in the recursive updating of the bias potential (i.e., number of added Gaussian kernels; note that this is not the same as MD steps), \( U_{\text{bias}}^0(z) = 0 \), and the Gaussian kernels are scaled by the factor \( \exp \left[ -\frac{1}{\gamma - 1} \beta U_{\text{bias}}^{n-1}(z_n) \right] \), with \( \gamma \) a parameter called the bias factor. The Gaussian kernels are given by

\[
G(z, z_n) = H_0 \exp \left[ -\frac{1}{2} (z - z_n)^T \Sigma^{-1} (z - z_n) \right], \tag{66}
\]
where $H_0$ is the height and $\Sigma$ is the variance matrix of the kernel. Generally the variance matrix is taken as diagonal, $\Sigma_{ij} = \delta_{ij} \sigma_i^2$ where $\delta_{ij}$ is the Kronecker delta function ($\delta_{ij} = 1$ if $i = j$ and 0 otherwise) and $\sigma = [\sigma_1, \ldots, \sigma_d]$ is a vector of the standard deviations (i.e., widths) corresponding to the CVs. In this case, the Gaussian kernels can be written as

$$G(z, z_n) = H_0 \exp \left(-\frac{1}{2} \sum_{i=1}^{d} \frac{(z_i - z_n)_i^2}{\sigma_i^2} \right), \quad (67)$$

where $d$ is the number of CVs.

In between bias potentials updates, after depositing $n$ Gaussian kernels, the bias potential is given by

$$U_{t}^{\text{bias}}(z) = \sum_{k=1}^{n} \exp \left(-\frac{1}{\gamma - 1} \beta U_{k-1}^{\text{bias}}(z_k) \right) G(z, z_k)$$

$$= \sum_{k=1}^{n} H_k \exp \left(-\frac{1}{2} \sum_{i=1}^{d} \frac{(z_i - z_k)_i^2}{\sigma_i^2} \right) \quad (68)$$

where we write $H_k = H_0 \exp \left(-\frac{1}{\gamma - 1} \beta U_{k-1}^{\text{bias}}(z_k) \right)$ as the height of the $k$-th added Gaussian. In the long time limit, the height $H_k$ goes to zero as the scaling factor $\exp \left(-\frac{1}{\gamma - 1} \beta U_{k-1}^{\text{bias}}(z_k) \right)$ decreases as $\frac{1}{k}$ [100, 134] (see Equation 3 in Ref [100]). Therefore, as the metadynamics simulations progresses, the change of the bias potential is smaller and it becomes quasi-stationary. It has been proven [134] that updating the bias potential according to Equation 65 leads to an asymptotic solution given by

$$U_t^{\text{bias}}(z) = -\left(1 - \frac{1}{\gamma} \right) A(z) + K(t) \quad (69)$$

where $K(t)$ is a time-dependent constant. Note that in the metadynamics literature, the FES is generally denoted as $F(z)$ (or $F(S)$) instead of $A(z)$.

The bias potential in Equation 69 only partially cancels out the FES and the CVs are sampled according to a so-called well-tempered distribution

$$\tilde{p}(z) = \frac{[p(z)]^{1/\gamma}}{\int [p(z)]^{1/\gamma} \, dz} \quad (70)$$

which can be viewed as a distribution where CV fluctuations are enhanced as compared to the equilibrium distribution, see Figure 3. The bias factor determines the magnitude of the fluctuation enhancements and also how fast the height $H_k$ of the deposited Gaussian kernels goes to zero.

By taking the logarithm on both sides of Equation 70, we can view the well-tempered distribution as sampling an effective FES, $A_t(z) = \frac{1}{\gamma} A(z)$ (up to a constant), where the barriers have been reduced by a value corresponding to the selected bias factor, as we can see in Figure 3. This gives a rule of thumb for selecting the bias factor: it should be chosen such that the barriers become on the order of the thermal energy so that the system can easily migrate between metastable states on the simulation timescale.

In the metadynamics literature, a temperature parameter $\Delta T$ is often used instead of the bias factor $\gamma$. Their relation is given by $\gamma = (T + \Delta T)/T$. We can re-write the well-tempered distribution in Equation 70 as

$$\tilde{p}(z) = \frac{\exp \left(-\frac{1}{\gamma} U_t^{\text{bias}}(z) \right)}{\int \exp \left(-\frac{1}{\gamma} U_t^{\text{bias}}(z) \right) \, dz} = \frac{e^{-\beta A(z)}}{\int e^{-\beta A(z)} \, dz}, \quad (71)$$

where $\beta = (k_b(T + \Delta T))^{-1}$. This introduces another interpretation of well-tempered metadynamics. We can view the well-tempered distribution as sampling the CVs at a higher temperature $T + \Delta T$ (but with the FES $A(z)$ fixed).

Like most CV-based enhanced sampling methods, metadynamics cannot work with too many CVs. In practical applications, we are generally limited to biasing three to four CVs. However, there are variants of metadynamics that allow us to employ a large number of CVs, see Sections 7.2.1 and 11.1.3.

**Obtaining the free energy surface**

The FES can be estimated directly from the bias potential at time $t$ through Equation 69 by summing up the deposited Gaussians

$$A(z) = -\left(1 - \frac{1}{\gamma} \right) U_t^{\text{bias}}(z) + \frac{1}{\beta} \ln \int \exp \left(-\frac{1}{\gamma} \beta U_t^{\text{bias}}(z) \right) \, dz$$

$$= -\left(1 - \frac{1}{\gamma} \right) \sum_{k=1}^{n} H_k \exp \left(-\frac{1}{2} \sum_{i=1}^{d} \frac{(z_i - z_k)_i^2}{\sigma_i^2} \right)$$

$$+ \frac{1}{\beta} \ln \int \exp \left(-\frac{1}{\gamma} \beta U_t^{\text{bias}}(z) \right) \, dz, \quad (72)$$

where the second term is a time-dependent constant and allows us to assess the FES’s convergence and measure error bars [101, 135]. Here, the two terms will increase in magnitude with time, the first term with the sum over the Gaussians will become more negative, while the second term with the integral will become more positive. However, their sum will converge. Alternately, a common procedure to assess convergence is to compare FESs obtained at different times by aligning their minimum to zero.

We can also obtain the FES via various post-processing reweighting procedures [135–141]. The most common way to achieve this task is the so-called $c(t)$ reweighting procedure [135, 136] that takes the time-dependence of the bias potential into account.

Starting from Equation 31, we can re-write the biased configurational distribution at time $t$ as

$$\bar{c}(x) = \nu(x) \exp \left(-\beta \left(U_t^{\text{bias}}(x) - c(t) \right) \right), \quad (73)$$

where the time-dependent constant $c(t)$ is the logarithm of the ratio of the unbiased and biased partition functions (see
We can thus write the time-dependent constant $c(t)$, which is obtained by inserting Equation 72 into Equation 70.

The bias factor $\gamma$ determines how much we enhance the fluctuations. The figure is inspired by Figure 1 in Ref [132].

\[ Z(t) = \int e^{-\beta [U(x) + U_{bias}(z)]} dx = \int e^{-\beta [A(z) + U_{bias}(z)]} dz. \]  

We can thus write the time-dependent constant $c(t)$ as

\[ c(t) = \frac{1}{\beta} \ln \frac{Z}{Z(t)} = \frac{1}{\beta} \ln \frac{\int e^{-\beta A(x)} dx}{\int e^{-\beta [A(z) + U_{bias}(z)]} dz}. \]  

In practice, $c(t)$ can be estimated using

\[ c(t) = \frac{1}{\beta} \ln \frac{\int \exp \left[ \frac{\gamma}{\beta} U_{bias}(z) \right] dz}{\int \exp \left[ \frac{1}{\gamma \beta} U_{bias}(z) \right] dz}, \]  

which is obtained by inserting Equation 72 into Equation 77 [101, 135].

Figure 3. Prototypical behaviour of a well-tempered metadynamics simulations. Shown are results for a model energy landscape given by $A(z) = 2z^2 - 8z^2 + 0.1918z$ where the metadynamics simulation is performed using $\beta = 0.5$ and $\gamma = 4$. (Left top panel) Time series of the added Gaussian kernels (Left bottom panel). The height $H_t$ of the added Gaussians goes down as the simulations proceeds (see equations 65 and 68). (Right top panel) The FES $A(z)$ and FES with added bias potential $A(z) + U_{bias}(z)$ shown for different number of added Gaussians (colors correspond to the time series on the left side). The bias potential only partially cancel out the FES at convergence, leading to sampling on an effective FES $A_c(z) = A(z) + U_{bias}(z) = \frac{1}{2} A(z)$ where the barriers have been reduced by a factor of $\gamma$. (Right bottom panel) At convergence, the CV are sampled according to the well-tempered distribution where fluctuations are enhanced as compared to the unbiased distribution (see Equation 70). The bias factor $\gamma$ determines how much we enhance the fluctuations. The figure is inspired by Figure 1 in Ref [132].
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Conventional metadynamics
In conventional (non-well-tempered) metadynamics [99],
which is the original formulation of metadynamics, the
height of Gaussian kernels is kept fixed throughout the
simulations. We can view this as the limit $\gamma \to \infty$ for
well-tempered metadynamics. At convergence, this leads to
a bias potential that oscillates around the negative of the
FES. Thus, on average the bias potentials cancel out the FES
and a uniform CV sampling is obtained. In this case, the FES
should be estimated as the negative of a time-average of the
bias potentials [133]

$$A(z) = -\frac{1}{n-n_0} \sum_{k=n_0}^n U_k^{bias}(z).$$

(81)
The accuracy of this estimate will depend on how well the bi-
ased CVs are adiabatically separated from the dynamics of
the other variables [144, 145], see Ref [133] for further dis-
ussion regarding this point.

Multiple walkers metadynamics
A way to reduce the wall-clock time for convergence and
make a better usage of modern parallel HPC resources is
to employ multiple walkers or replicas [146]. The walkers
collaboratively sample the free energy landscape and share
a bias potential that is constructed by considering the
Gaussians deposited by all the walkers.

Well-tempered ensemble
The well-tempered ensemble [147] is obtained by using the
potential energy $U$ as CV within well-tempered metadynam-
ics. It is an example of a category of ABP methods that use
the potential energy as a CV that we will discuss in more de-
techniques. It is an example of a category of ABP methods that use
the potential energy as a CV that we will discuss in more de-

Parallel-bias metadynamics
Parallel-bias metadynamics [98] allows for biasing a large
number of CVs simultaneously. This is done by consid-
ering many low-dimensional bias potentials (generally
one-dimensional), each biasing a separate CVs, all acting
within a single simulation. The metadynamics bias potential
update step is modified to account for the effect of the
bias potentials on each other. Thus, the method yields the
correct low-dimensional free energy profile for each CV. The
method has been extended to bias CV sets where the CVs
inferences for the effect of the
bias potentials on each other. Thus, the method yields the
correct low-dimensional free energy profile for each CV. The
method has been extended to bias CV sets where the CVs

Infrequent metadynamics
Well-tempered metadynamics has been extended for ob-
aining kinetics of rare events in a so-called infrequent metadyn-
nics method [154]. The idea is to reduce the deposition
rate, in other words increase $N_t$, the number of simulation
steps between depositing Gaussians. In this way, we can
avoid adding bias to the transition state region. If there is no
bias acting on the transition state, we can rescale the time
using the ideas of hyperdynamics [155] and conformational
flooding [156]. The physical time for a rare event to happen
is obtained by summing up the MD steps and scaling the
MD time step $dt$ by the bias acting at each step
\[ t_i = \sum_j dt e^{\beta U_{ij}^{bias}(z(t))}, \] (82)
where $t_i = i dt$. By performing multiple simulations, one can obtain a distribution of escape times from a long-lived metastable state. It is possible to assess the reliability of the kinetics by performing a statistical analysis to test how well the obtained escape time distribution follows the expected time-homogeneous Poisson distribution [157].

An extension on the idea of infrequent metadynamics is frequency adaptive metadynamics [158] where the deposition rate is adjusted on the fly during the simulation. In addition, various other approaches and strategies for obtaining rare-event kinetics from metadynamics simulations have been introduced in the literature [22, 159–166].

Adaptive Gaussian metadynamics
In the adaptive Gaussian variant [137], the shape of the deposited Gaussian biasing kernel is not kept fixed but changes with time and adapts to the features of the underlying FES, by employing an off-diagonal variance matrix that is dynamically adjusted according to the estimated shape of the underlying free energy landscape. Employing adaptive Gaussian metadynamics can improve the performance in some cases, for example, if the FES’s metastable states differ considerably in their shape, or if the CVs are highly coupled.

Other variants of metadynamics
An non-exhaustive list of other extensions and variants of metadynamics that have been introduced throughout the years includes reconnaissance metadynamics [167], $\lambda$-metadynamics [168], flux-tempered metadynamics [169, 170], path-metadynamics [171, 172], funnel metadynamics [173, 174], algorithms for boundary corrections [175], transition-tempered metadynamics [176], metabasin metadynamics [177], experiment directed metadynamics [178], ensemble-biased metadynamics [179], target metadynamics [180], $\mu$-tempered metadynamics [181], adaptive-numerical-bias metadynamics [182], altruistic metadynamics [183, 184], metadynamics for automatic sampling of quantum property manifolds [185], and metadynamics with scaled hypersphere search for high-dimensional FES [186]. We refer the reader to the references for further details. Metadynamics has also been used in various types of hybrid methods as discussed in Section 11.

Public implementations of metadynamics
Various variants of metadynamics are implemented in the PLUMED 2 enhanced sampling plug-in [78, 187, 188]. PLUMED also includes numerous practical tutorials showing how to perform and analyze metadynamics simulations [142]. Furthermore, a large number of example input files are available in the PLUMED-NEST [188, 189].

Metadynamics are also available in the external libraries SSAGES and the Colvars module (see Table 3), and also is natively implemented in some MD codes codes such as CP2K and DESMOND, see Table 2 and also Table 2 in Ref [133].

7.2.2 Variationally enhanced sampling
A more recently introduced ABP method is variationally enhanced sampling (VES) that is based on a variational principle [102, 103]. In variationally enhanced sampling, a bias potential $U_{bias}(z)$ is constructed by minimizing a convex functional given by
\[ \Omega[U_{bias}] = \frac{1}{\beta} \ln \int e^{-\beta [A(z)+U_{bias}(z)]} dz + \int p_{bg}(z) U_{bias}(z) dz, \] (83)
where $p_{bg}(z)$ is a so-called target distribution that is chosen by the user. The $\Omega[U_{bias}]$ functional has a global minimum given by
\[ U_{bias}(z) = \frac{1}{\beta} \ln p_{bg}(z) + C, \] (84)
where $C$ is an unimportant constant. This bias potential results in a biased CV distribution that is equal to the target distribution, $\tilde{\rho}(z) = p_{bg}(z)$. Therefore, the target distribution determines the CV sampling that is obtained when minimizing $\Omega[U_{bias}]$. By choosing a target distribution that is easier to sample than the equilibrium distribution, we enhance the sampling of the CVs. Furthermore, we can directly obtain the FES from the bias potential through Equation 84.

To obtain a better understanding of the functional in Equation 83, we can rewrite it as [103, 190]
\[ \beta \Omega[U_{bias}] = D_{KL}(p_{bg} \| \tilde{\rho}) - D_{KL}(p_{bg} \| \rho), \] (85)
where $D_{KL}(\rho \| q) = \int \rho(x) \ln \frac{\rho(x)}{q(x)} dx$ is the Kullback-Leibler divergence between a probability distribution $\rho(x)$ and a probability distribution $q(x)$ (or more correctly, from $q(x)$ to $\rho(x)$ as the Kullback-Leibler divergence is not symmetric with respect to its arguments). Therefore, minimizing $\Omega[U_{bias}]$ is equivalent to minimizing the Kullback-Leibler divergence (or the relative entropy or cross entropy) between the target distribution $p_{bg}(z)$ and the biased distribution $\tilde{\rho}(z) \propto e^{-\beta [A(z)+U_{bias}(z)]}$ [191–194]. Note that the second term, $D_{KL}(p_{bg} \| \rho)$, is independent of $U_{bias}(z)$ and is constant for a given target distribution $p_{bg}(z)$.

In practice, $\Omega[U_{bias}]$ is minimized by introducing a functional form for the bias potential $U_{alpha}^{bias}(z)$ that depends on a set of variational parameters $\alpha$. We then go from an abstract
functional minimization to a minimization of the multidimensional function \( \Omega(\alpha) = \Omega[U^\text{bias}_\alpha] \). The elements of the gradient \( \nabla \Omega(\alpha) \) are defined as

\[
\frac{\partial \Omega(\alpha)}{\partial \alpha_j} = -\left\langle \frac{\partial U^\text{bias}_\alpha(z)}{\partial \alpha_j} \right\rangle + \left\langle \frac{\partial U^\text{bias}_\alpha(z)}{\partial \alpha_j} \right\rangle \rho_{\text{tot}}.
\]

The first term is an ensemble average obtained in the biased ensemble given by the biased potential energy \( \tilde{U}_\alpha(x) = U(x) + U^\text{bias}_\alpha(\xi(x)) \), and the second term is an average over the target distribution \( \rho_{\text{tot}}(z) \). The gradient is noisy due to the need of estimating the first term from a biased simulation. Therefore, it is better to employ stochastic optimization methods to minimize \( \Omega(\alpha) \) by iteratively updating the bias potential.

The most general bias representation is to use a linear expansion in some set of basis functions

\[
U^\text{bias}_\alpha(z) = \sum_k \alpha_k \cdot f_k(z).
\]

This could for example be a tensor product of one-dimensional basis functions like Chebyshev or Legendre polynomials, or wavelets. In particular, localized wavelet basis functions have been shown to perform the best [195]. A neural network bias potential has also been used [196]. Furthermore, one can use bespoke bias potentials like a model of the free energy profile [197, 198].

The target distribution \( \rho_{\text{tot}}(z) \) can be chosen freely by the user. However, one needs to keep in mind that it should be chosen such that the sampling is easier than in the equilibrium distribution. The most straightforward choice would be a uniform target distribution, such that the aim to construct a bias potential that only floods the FES up to some given cutoff value. If the flooding bias potential does not touch the transition state, we can rescale the biased simulation times using Equation 82 as in infrequent metadynamics. It is convenient and useful to combine the flooding bias potential with infrequent metadynamics as done in Ref [201].

Furthermore, variationally enhanced sampling has been extended in various ways, for example: to obtain parameters for phenomenological coarse-grained model [190]; to perform Monte Carlo renormalization group simulations [202–204]; to perform multithermal-multibaric simulations [205]; for enhanced sampling targeting transition states [206]; and multiscale simulations for sub-optimal CVs [207].

Variationally enhanced sampling is implemented in the VES Code module of PLUMED 2. The VES Code also includes practical tutorials showing how to employ the method [142].

### 7.2.3 Wang-Landau and other adaptive biasing potential methods using the potential energy as a collective variable

A certain category of enhanced sampling methods can be loosely defined as adaptive biasing potential methods using the potential energy \( U \) as a CV, even though they might not be explicitly formulated in terms of a bias potential. The most well-known example in this category is the Wang-Landau method [3, 151].

What unites many of these methods is that they aim to sample a potential energy distribution \( \rho_U(U) \) (i.e., a target potential energy distribution) that is broadened or expanded as compared to the unbiased distribution corresponding to the simulation temperature. Thus, they can be considered

---

3The Wang-Landau procedure for converging weights can also be used with other algorithms with discrete states, such as the expanded ensemble algorithms; see Section 8.2.1 for further details
as sampling from a ensemble where the sampling should be easier⁴. A well known example of this is the multicanonical (or multithermal) ensemble where the aim to sample the potential energy near uniformly in a given range [148]. The idea can also be extended to multithermal-multibaric simulations by incorporating the volume as a variable whose dynamics is biased or modified [208, 209]. Furthermore, sometime only a subset of the potential energy is used to better focus the sampling enhancement [210]. Other methods in this category include for example the multicanonical ensemble [148], statistical temperature MD [152], metadynamics using the energy as CV [147, 211] (which is the the well-tempered ensemble discussed in Section 7.2.1 when using well-tempered metadynamics, see also Ref [149]), integrated tempering sampling [212, 213]. Furthermore, variationally enhanced sampling and on-the-fly probability-enhanced sampling have been extended to perform simulations in the multithermal and the multithermal-multibaric ensembles as described in Refs [205, 214] and [31], respectively.

To achieve the given target potential energy distribution \( p_\Omega(U) \), these methods employ some kind of adaptive or iterative scheme to estimate a priori unknown quantities. For example, these unknown quantities can be the configurational density of states, which is the case in the Wang landau method [151, 152, 215], factors or weights in sum over Boltzmann factors at different temperatures [31, 212], or a free energy as in the case of well-tempered metadynamics.

As noted above, these methods are not necessarily explicitly formulated in terms of a bias potential. Nevertheless, we can still associate an effective bias potential as function of the potential energy to them

\[
U_{\text{bias}}(U) = \frac{1}{\beta} \ln p_\Omega(U) = -U + \frac{1}{\beta} \ln \Omega(U) - \frac{1}{\beta} \ln p_\Omega(U),
\]

(89)

As noted above, these methods are not necessarily explicitly formulated in terms of a bias potential. Nevertheless, we can still associate an effective bias potential as function of the potential energy to them

where \( \Omega(U) = \int \delta(U - U(x)) dx \) is the configurational density of states that is related to the free energy as function of \( U \) through \( A(U) = U - \frac{1}{\beta} \ln \Omega(U) \), and we ignore unimportant constants. Therefore, we can loosely define these methods as adaptive biasing potential methods using the potential energy \( U \) as a CV. From this equation, we can also see a certain theoretical equivalence between methods that work with the density of states, such as Wang-Landau sampling and statistical temperature MD, and methods that work with the free energy, such as metadynamics, see Ref [150] for further discussion on this point.

Furthermore, closely related to this category are accelerated MD [93] and Gaussian-accelerated MD [94, 95]. These methods employ a bias potential acting on the potential energy (or generally a subset of it, e.g., only the dihedral angle terms of the potential energy) to lower the energy barriers of specific transitions. These methods do not directly aim to sample a given target distribution, but rather employ a bias potential (e.g., a harmonic potential in the case of Gaussian-accelerated MD) that is designed to lower energy barriers of specific transitions. The bias potential depends on a few so-called boost parameters that are generally adaptively determined through a series of equilibration runs.

### 7.3 Adaptive biasing force (ABF)

The adaptive biasing force method (ABF) [62, 216] belongs to the same category of methods as the adaptive biasing potential methods. Contrary to those, however, it is rooted in free energy estimation by thermodynamic integration (Section 3.3). In ABF, the gradient of the free energy with respect to selected \( CVs \) \( z = \zeta(x) \) is estimated, and that estimate is used to apply a time-dependent external force \( F_t^\text{ABF}(z) \) that counteracts the estimated free energy gradient, enhancing sampling along those coordinates.

The principle is the following (Figure 4):

1. A small number of collective variables slow degrees of freedom \( z = \zeta(x) \) are chosen.
2. In the simulation, the gradient of the free energy surface \( \nabla z A(z) \) is estimated as:

\[
\nabla z A(z) = -\langle F_t(x) \zeta(x) = z \rangle
\]

(90)

That is, as the conditional ensemble average of a collective force \( F_t(x) \) at a given value of \( \zeta(x) \).

3. When sufficient sampling (determined by the adapta-

Figure 4. Principle of the ABF method. The native free energy surface (solid black line, right) shows high barriers, resulting in long transition time scales. In ABF the mean force (red arrow) is measured and countered by the biasing force (blue arrow). As a result, the biased free energy surface (dashed black line, left) approaches a uniform one, and the transition time scales become short enough to be well-sampled in simulations.

ction rate) is collected to have a reliable estimate of the average force at the current value of \( z \), a biasing force \( F_t^\text{ABF}(z) \) equal to the opposite of this average is applied.

4. This force cancels out, on average, the forces acting along \( z \), leveling the free energy barriers and accelerating diffusion in collective variable space.

---

⁴ Sometimes called a generalized ensemble in the literature, see Section 8.
5. At convergence, the biasing force is the negative of the gradient of the free energy, and $z$ experiences a flat effective free energy landscape. The gradient can be integrated numerically to estimate the free energy landscape itself.

Thus the core of ABF is an adaptation method to calculate a time-dependent biasing force $F_{i}^{ABF}$ that, at long times, converges towards the free energy gradient $\nabla_{z}A$, or an approximation of it.

The following optional components of an ABF method can be used to obtain reliable free energies:

1. a different \textit{a posteriori} estimator of the free energy gradient (especially if the one used for biasing is approximate, see Sections 7.3.3 and 7.3.4);
2. a method to integrate the free energy gradients and obtain the free energy surface [66].

In what we will call standard ABF (Section 7.3.1), a single simulation is run at a time and the exact free energy derivative with respect to the coordinate of interest is estimated directly as an ensemble average. Variants may involve multiple interacting replicas of the simulation, fictitious proxy coordinates, approximate gradient estimators, and additional biasing forces or potentials. ABF methods can be shown to converge quickly to equilibrium for well chosen reaction coordinates, see for example the following mathematical analysis for rigorous formulations [217, 218].

7.3.1 Standard ABF

In the original formulation of ABF [216, 219, 220], the collective force is calculated based on a constraint force calculation. That is, a constraint solver algorithm such as SHAKE or RATTLE [221, 222] is executed as if to keep the coordinate of choice constant. However, the calculated constraint force is not applied and the coordinate remains unconstrained; instead, this force is used to determine the collective force $F_{C}$, which is averaged over time to estimate the free energy derivative [216]. Whereas a usual constraint algorithm would cancel the instantaneous collective force acting on the coordinate, the ABF algorithm cancels the ensemble average of this force, so that the coordinate “sees” no force on average, but simply zero-mean fluctuations. This is equivalent to evolving on a locally flat free energy surface.

An alternate formulation that does not need an iterative constraint solver was proposed [63], using a projection of Cartesian forces [64]. This was the basis of the first public implementation of ABF in NAMD. These were completed with vector formulations that allow for estimation of free energy gradients along several collective variables, either using time derivatives [223], or projected forces [61]. The latter is implemented in the Colvars Module [77]. In this multidimensional projected force version [61], the free energy gradient is estimated using Equation 51.

In dimension greater than 1, obtaining the free energy surface knowing an estimate of its gradients is not trivial. In the Colvars implementation, this is done by solving a Poisson equation [46, 66, 224].

For a detailed review of ABF, see Ref [62]. ABF dynamics has also been successfully combined with other enhanced sampling methods to accelerate the relaxation of orthogonal degrees of freedom. See Section 11.4 for details.

7.3.2 Multiple-walker ABF

In shared or multiple-walker ABF (mwABF) [225–227], several ABF simulations of the same system using the same collective variable run concurrently, sharing their ABF data at periodic intervals, thus benefitting from the exploration of all other walkers. In the selection variant [226, 227], walkers are replicated or killed using a selection criterion that promotes undersampled regions of collective variable space.

7.3.3 Extended-system ABF

Extended-system ABF (eABF) is an extended-Lagrangian formulation of ABF. In eABF ([46] p. 368, [228]) the coordinate is not a collective variable $z = \xi(x)$, but an additional variable $\lambda$, separate from Cartesian coordinates, so that the dynamics is now propagated in the extended space $(x, \lambda)$. $\lambda$ is coupled to the collective variable by a harmonic restraint:

$$U_{\text{ext}}(x, \lambda) = \frac{1}{2}k(\lambda - \xi(x))^2.$$  

The main benefit of eABF is that the biasing coordinate $\lambda$ is not a function of Cartesian coordinates, so all geometric considerations raised by the projected force formalism (Section 3.3) become moot. This makes eABF easy to implement for any combination of collective variables, as long as their gradients can be calculated. One limitation is that the free energy associated to $\lambda$ is close to, but not identical to that associated to $z$, which is the quantity of interest. The implementation of eABF in the Colvars Module [229] is complemented by two free energy estimators, the corrected z-averaged restraint (CZAR) [229], and an Umbrella Integration estimator [228, 230, 231]. For pointers on choosing parameters for eABF, refer to [229, 231].

7.3.4 Other ways to calculate the biasing force

Besides the classic ways mentioned above (constraint force, force projection, time derivatives, eABF), other estimators have been proposed:
1. by projection of the (noisy) gradient estimate on the space of "true gradients" to reduce their variance; projected ABF (pABF) [60, 224], which proved to lead to slower exploration in practice [66];
2. by ABF with Gaussian Process Regression [143] to reconstruct the free energy in a smoother, less local way (currently no accessible, high-performance implementation);
3. by a neural network (ABF-FUNN) [232], which is implemented only in SSAGES (12);
4. using an implicit, adiabatic extended coordinate: ABF with adiabatic reweighting (ABF-AR) [233] to bypass constraints of the extended dynamics and minimize variance (no public high-performance implementation yet);
5. approximated as the sum of independent biasing forces on individual collective variables: generalized ABF (gABF) [234, 235] to handle higher-dimensional CV spaces (this is most effective for loosely-coupled CVs).

7.3.5 Estimating convergence and diagnosing issues in ABF simulations
In ABF simulations, convergence of the calculated free energy gradients is reflected in convergence of the sampling histogram towards uniformity. A more demanding criterion is the occurrence of numerous transition events between metastable basins. This indicates not only that the free energy gradients have converged, but that the chosen CVs capture the major slow degrees of freedom at play. Conversely, the presence of slow-relaxing orthogonal degrees of freedom will cause a slow drift of the estimated gradients, and will manifest itself by the trajectory getting stuck in a region of CV space for a long time. Remedies include improving the set of CVs, or complementing ABF dynamics with other methods that help overcome orthogonal barriers, such as multiple walkers, metadynamics, or Gaussian-accelerated MD (Section 11.4).

7.3.6 Public implementations of ABF
The first public implementation of ABF [53] was a scripted extension to NAMD [236]. This was superseded by a more flexible, multi-dimensional implementation [61] which is part of the Collective Variables (Colvars) Module [77]. The Colvars Module is interfaced with NAMD [236], LAMMPS [237], GROMACS [238], and VMD [239] for colvar analysis [240]. An interface of the Colvars Module with Tinker-HP [241] is in preparation. ABF is implemented in PMFlib [242] for use in the sander version of AMBER. Dynamic Reference Restraining [228] (equivalent to eABF) is implemented in PLUMED [78]. ABF-FUNN is part of SSAGES [243].

8 Generalized ensemble and replica exchange methods
A broad category of simulation methodologies known as generalized ensemble [244] (also sometimes referred to extended ensemble [245]) algorithms have become popular over the last two decades. These methods follow a strategy that is orthogonal to the methods presented so far: in this class of methods, the original configurational distribution is preserved, and the sampling is enhanced by exploiting transitions to other ensembles (Figure 1). The main algorithmic classes in this category are replica exchange, [246] which includes parallel tempering [247–249] and Hamiltonian exchange [250–253], among others, and the serial equivalent, the method of expanded ensembles [254], which includes simulated tempering [255, 256] and simulated scaling [257].

In both replica exchange and expanded ensemble algorithms, a mixture of thermodynamic states are sampled within the same simulation framework. Simulations are able to access all of the thermodynamic states through a stochastic hopping process between these thermodynamic states. In the rest of the discussion of both replica exchange and expanded ensembles, we will often use "states" as shorthand for thermodynamically defined macrostates, which all share the same configuration space $\Sigma$, but each of which have different probabilities due to the differences in $T$, $P$, or Hamiltonian parameters.

In expanded ensemble simulations, the states are explored in a single simulation via a biased random walk in state space; in replica exchange simulations, multiple coupled simulations are carried out in parallel, and periodically the simulations exchange thermodynamic states with each other, keeping the same number of simulations at each state. Both methods, if implemented correctly, and potentially after an initial equilibration stage, allow estimation of equilibrium expectations at each state as well as free energy differences between states.

The primary reason for introducing switching between thermodynamic states is that the transitions between these different thermodynamic states can reduce correlation times in configurational sampling at any given thermodynamic state and increase sampling efficiency relative to straightforward sampling of a single state. This acceleration is because the simulations can "go around" kinetic barriers within any of these single states. This is done by escaping to a neighboring state where, by chance or better yet, by design, the free energy barriers are lower. For this switching between states to work, each thermodynamic state must have neighbors which have a moderate overlap (perhaps 5-20%, depending on the method) in the configuration space each samples. Overall state space must be connected,
which means that there must exist pathways between all the states.

This class of methods therefore only works when the states are designed to have overlap, such as alchemical intermediates, temperatures, or harmonic biasing potentials, and not when the states are defined by values of a collective variable. One can however approximate the computation of a collective variable while still using an overlapping states method. One can use series of harmonic biasing functions with that are closely spaced enough to still overlap in sampled configurations. For example, if one was interested in the free energy as a function of the center of mass of two molecules, one could put a series of harmonic biases on these distance, with spring constants that allowed the distances to fluctuate by enough that neighboring simulations would share some visited distances with each other. Unlike the methods use partitioning of the collective variable, one is not guaranteed to get good sampling at each value of the collective variable if the harmonic potentials are too spread apart, or the spring constants are too strong. But because the states have overlap, all of the methods of analysis and simulation used for such simulations are the ones used for overlapping state methods. This parallel between methods demonstrates again how many ways the different “ingredients” in free energy calculations can be combined.

Because of their popularity, these algorithms for simulating multiple simulations with different states and their properties have been the subject of intense study over recent years. For example, given optimal weights, expanded ensemble simulations have been shown to have provably higher exchange acceptance rates than replica exchange simulations using the same set of thermodynamic states [258]. Higher exchange attempt frequencies have been demonstrated to improve mixing for replica exchange simulations [259, 260]. Alternative velocity rescaling schemes have been suggested to improve exchange probabilities [261]. Other work has examined the degree to which replica exchange simulations enhance sampling relative to straightforward molecular dynamics simulations [262–268]. Numerous studies have examined the issue of how to optimally choose thermodynamic states to enhance sampling in systems with second-order phase transitions [269–275], though systems with strong first-order-like phase transitions (such as two-state protein systems) remain challenging [276, 277]. A number of combinations [69, 278] and elaborations [262, 279–282] of these algorithms have also been explored. A few publications have examined the mixing and convergence properties of replica exchange and expanded ensemble algorithms with mathematical rigor [283–286], but there remain many unanswered questions about these sampling algorithms, both in terms of theoretical bounds and practical guidelines for how much these methods accelerate sampling for complex molecular systems.

In these methods, we label the different \( K \) thermodynamic states either using an auxiliary variable \( \lambda \) or by an index \( k \). We will assume that the simulation can visit the same configurations for each choice of \( \lambda \). Each choice of \( \lambda \) results in a sub-ensemble within this expanded ensemble, in which we can carry out a perfectly reasonable simulation in absence of any switching. Finally, note that in this section, we use reduced units, as it makes it possible to use a common framework and a coherent notation for the different replica exchange and expanded ensemble methods, easing the comparison between the schemes.

### 8.1 Replica exchange

In a replica exchange simulation, we consider \( K \) simulations, with one simulation in each of the \( K \) thermodynamic states. In many cases, the data gathered in all of the states is important to calculate observables. However, in other cases, only one simulation actually samples a state of interest, and the other simulations are added exclusively to aid the sampling in one way or another.

The current state of the replica exchange simulation at any time is given by \((X, S)\), where \( X \) is a vector of the thermodynamic states of all the replicas, \( X = \{x_1, x_2, \ldots, x_K\} \), and \( S = \{s_1, \ldots, s_K\} \in S_K \) is a permutation of the state labels \( \{1, \ldots, K\} \) associated with each of the replica configurations \( \{x_1, \ldots, x_K\} \). Then the joint probability density of the entire set of all simulations \( Q \) is given by:

\[
Q(X, S) \propto \prod_{j=1}^{K} \nu_{s_j}(x_j) \propto \exp \left[ -\sum_{i=1}^{K} u_{s_i}(x_i) \right] \tag{92}
\]

Where \( \nu_{s_j} \) and \( u_{s_j} \) are the normalized probability distributions and the reduced energies of the \( s_j \) state, respectively. The conditional densities, upon specifying a particular order of the replicas \( S \), is given by:

\[
Q(X|S) = \prod_{j=1}^{K} \frac{e^{-u_{s_j}(x_j)}}{\int_{\Omega} dx \, e^{-u_{s_j}(x)}} \tag{93}
\]

and

\[
Q(S|X) = \frac{\exp \left[ -\sum_{j=1}^{K} u_{s_j}(x_j) \right]}{\sum_{S' \subseteq S_K} \exp \left[ -\sum_{j=1}^{K} u_{s'_j}(x_j) \right]} \tag{94}
\]

\(^5\text{Note however that the Boltzmann weights of any given sample with coordinates } x \text{ can vary significantly between choices of } \lambda. \text{ For example, if the } K \text{ thermodynamic states are defined by different temperatures, then the simulation will visit all of the same sets of configurations, but low-energy configurations will have much higher probability at lower temperatures.} \)
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Note that this is more complicated than the equations for a single simulation: we need an equation that describes the state of all of the replicas, since they all are coupled together. With the conditional densities, we can then describe how to make jumps in coordinate space (which just ends up being independent, standard dynamics in each replica) and jumps in permutations of the replica (described in more detail below).

In the most standard replica exchange simulation algorithms, a proposed new permutation $S$ of the state of the set of all systems $(X, S)$ only considers exchanges between states that are currently neighboring each other [247–253]. For example, one such scheme involves attempting to exchange either the set of state index pairs $\{(1, 2), (3, 4), \ldots\}$ or $\{(2, 3), (4, 5), \ldots\}$, chosen with equal probability. Each state index pair $(i, j)$ exchange attempt is carried out independently, with the exchange of states $i$ and $j$ associated with configurations $x_i$ and $x_j$, respectively, accepted with the standard Metropolis probability

$$P_{\text{accept}}(x_i, i, x_j, j) = \min\left\{ 1, e^{-\frac{u_i(x_i) + u_j(x_j)}{T}} \right\}$$  \hspace{1cm} (95)$$

However, it is also possible to sample from the space of all possible permutations, which can in some cases improve sampling [42].

Because replica exchange is so general, only requiring that the $K$ states have the same coordinates but any reasonable reduced potentials $u_i$ that have overlap with each other, then there are many different variants that attempt to solve different sampling problems defined differently $u_i$.

The most straightforward versions are parallel implementations of algorithms that already use $K$ simulations. For example, if one is computing some property as a function of temperature, then one can run a number of simulations at different temperatures, with the simulations at higher temperature providing faster kinetics to all of the simulations. If one is performing an alchemical protein-ligand binding simulation, then one typically has simulations at $K$ values of $\lambda$, which describe the degree of interaction of the ligand with the rest of the system, which can be run in replica exchange. In this case, the fully interacting ligand can escape by moving to the fully uncoupled state. If one is performing umbrella sampling with $K$ umbrellas, they can be run in replica exchange, allowing simulations to move between umbrellas as long as they are placed sufficiently closely with sufficiently weak restraints to allow overlap between states.

However, even if one is only interested in a single state, one can add higher $T$ replicas just to escape energy barriers, or add alchemical states to allow parts of the system to move. The possibilities are virtually endless to create different states where configuration sampling happens faster.

For example, in the Replica Exchange Solute Tempering [287] (REST) and REST2 [288] variants, the “temperature” is adjusted for only a part of the system. This is a misnomer, as temperature is only rigorously defined for an entire system. What this means in practice is that the potential energy of a select part of the system is scaled by $T_m/T_0$ in replica $m$, where $T_0$ is the temperature of the system. In the case of REST2, the terms of the energy function corresponding interactions between this designated part of the system and the rest of the system is additionally scaled by the $T_m/T_0$, which can be shown to sample better than the original REST [288] by keeping the subsystem $m$ better coupled to the rest of the simulation. A combination of different approaches can be used in the same set of simulations; one of the popular protocols that the computational chemistry software company Schrödinger has implemented for relative free energy binding is to simultaneously perform alchemical ligand transformations, apply REST2 to the area around the ligand, and reduce the torsional potentials of side chains in the binding site [289].

Various replica exchange techniques have a long history of investigation over the last 20 years. For other analyses of the issues, subtleties, and variants of replica exchange, see a number of reviews such as [260, 261, 269, 275, 290–294].

8.1.1 Estimating convergence and diagnosing issues in replica exchange simulations

One of the main limitations of replica exchange is the need to have simulations with some overlap with each other that are arranged to exchange. Otherwise, the swaps will occur with too low of a probability, resulting in an inefficient exchange scheme (i.e. $P_{\text{accept}}$ between some pairs of replicas in eq. 95 will tend to 0). If the replica spacing in the auxiliary variable is chosen poorly, it is very common for many of the replicas to remain in the same few states for the entire simulation, a clear indication of poor global overlap. A necessary (though not sufficient) check on the global overlap of the simulation is to make sure that each individual simulation can travel between all of the different states, preferably multiple times in the same simulation (see Figure 5).

If one is using temperature replica simulations, then the width of the energy distribution of each state will scale as roughly $N^{1/2}$, where $N$ is the number of particles. Because the overlap in energy decreases as systems get larger, a tighter spacing is required for large systems and replica exchange becomes increasingly less efficient. Indeed, not only does each individual simulation become more expensive, but more simulations are needed to span the same range of $T$s. For the other types of replica exchange described here, such as those in Hamiltonian variables, the changes in $u_i$ affect a smaller portion of the simulation or smaller number.
A common problem, even when the average overlap between simulations is reasonable, is to have a “bottleneck” where the set of simulations separates into two essentially independent sets of simulations that only exchange between themselves. This usually defeats the purpose of the replica exchange simulation, since the simulations cannot move between all of the states, especially since the system of interest is often at one end of the chain of replicas, and the “fastest” system at the other. Plotting the state index of each of the replicas versus time can help reveal these sorts of issues.

A related diagnostic quantity to look at is the matrix of transitions between states, where each entry correspond to the transitions from state $i$ to state $j$ (which ones are the rows and which ones are columns is a matter of convention). One generally wants each replica to transition to another state at least 30% of the time that exchanges are proposed; if replicas are transitioning at a slower rate, then sampling can be improved by increasing the spacing; or if some transitions are occurring more frequently than that, reallocating the spacing. However, if the spacing is too small, then it will take too long for each replica visit all of the states, so there is a delicate balance.

One important note is that in the development of many replica exchange methods, there is frequently an assumption that the states contain some natural ordering, so that one can definitively say the configurations that result from simulations at $i$ are more similar to the configurations generated in state $i-1$ and $i+1$ than they are similar to any other states. A number of methods of choosing how to exchange therefore assume this ordering, but a natural ordering may not exist in the general case. Such an ordering is straightforward when states are selected points along a single alchemical variable $\lambda$ or temperature $T$, but when instead thermodynamic states are defined in a multidimensional space, say both $T$ and $\lambda$, no such ordering may exist, and some of the schemes for exchange in replica exchange may not apply.

### 8.1.2 Public implementations of replica exchange methods

Replica exchange is perhaps one of the most common expanded ensemble methods, and is implemented natively in GROMACS, AMBER, OpenMM, CHARMM, LAMMPS, and other MD packages. PLUMED provides some additional tools to run and analyze replica exchange simulations as well, but it builds on top of the native replica exchange packages.

### 8.2 Expanded Ensemble

Expanded ensemble simulations [254] use many of the same concepts as replica exchange simulations, but a single simulation moves between $K$ states. Specifically, a single replica or “walker” samples pairs $(x, k)$ from a joint distribution of configurations $x \in \Gamma$ and state indices $k \in \{1, \ldots, K\}$ given by,

$$
\nu(x, k) \propto e^{\nu_i(x)} \tag{96}
$$

where $g_k$ is an optional (but usually necessary for effective sampling) state-dependent weighting factor that adjusts the relative probability of the simulation visiting each of the $k$ states.

The conditional distribution of the state index $k$ given $x$ is specifically:

$$
\nu(k \mid x) = \frac{e^{\nu_i(x)}}{K \sum_{k=1}^{K} e^{\nu_i(x)}} \tag{97}
$$
If we were to sample independently in the joint \((\mathbf{x}, k)\) space with all of the \(g_k = 0\) we would find that we would be spending more time in the states with the lowest free energies \(f_k\). If we wish to visit lower probability (i.e. higher free energy) states, we need to adjust the compensating biases \(g_k\) to increase the time spent at these states. It turns out that the states will all be visited equally in the long time limit if the \(g_k\) are equal to the reduced free energy \(f_k\) (so-called “perfect weights” [274]). Of course, the goal of our simulations themselves is often to calculate \(f_k\), so it all becomes somewhat circular; we need to know \(f_k\) to calculate \(f_k\). Thus we need some sort of adaptive method to gradually learn the bias is calculated as a function of the parameter that is likely to in-creases caused by the history dependence can be mitigated with proper choices of parameters (as shown in the parallel case of metadynamics) [298].

One possibility is to make steps to neighboring states, much like in replica exchange; if the states have a natural ordering, this is perfectly reasonable. However, they may not be a natural ordering, for example when there are multiple neighboring states in dimension higher than one, or if temperature and external biases are combined.

If we think of sampling this joint space in configuration and state in the context of Gibbs sampling, an expanded ensemble simulation can proceed by alternating between sampling from the two conditional distribution \(s\),

\[
\begin{align*}
\nu(x | k) &= \frac{q_k(x)}{\int q_k(x) \, dx} = \frac{e^{-u_k(x)}}{\int e^{-u_k(x)} \, dx} \\
\nu(k | x) &= \sum_{k=1}^{K} e^{u_k} \frac{q_k(x)}{\sum_{k=1}^{K} e^{u_k}},
\end{align*}
\]

(98)

(99)

Sampling from the conditional probability distribution \(\nu(x | k)\) is just standard molecular dynamics sampling that generates time-correlated samples. Fortunately, the sampling in \(\nu(k | x)\) is often much simpler. If we have discrete states which can be enumerated, we can simply calculate \(u_k(x)\) for each state and select randomly the state \(k\) to move according to \(\nu(k | x)\). The probabilities of transition to state \(k\) only depend on the reduced energy differences \(\Delta u_k(x) = u_k(x) - u_k(x)\), which is often much cheaper to calculate than the entire \(u_k(x)\) is. Sampling in this way is often significantly easier with expanded ensemble than with replica exchange. In replica exchange, each state is only stored on a single replica, and communicating the energy between states is complicated. With expanded ensemble sampling, all of the states are being kept track of by the same simulation, so calculating the conditional probabilities of the other states is requires no additional communication.

8.2.1 Methods updating biases one state at a time

Given ways to sample between the states, we now need methods that adaptively change the biases \(g_k\) until sampling of the different states reaches the desired ratio. The simplest way to update biases is to do it one state at a time, where the state that is currently visited is the one that is changed. Other schemes will introduce updating the bias of several schemes at a time.

Wang-Landau updating

As noted above, if subensemble weighting factors \(g_k\) are equal to reduced free energies then one will eventually
Figure 6. The expanded ensemble hole analogy. (a) At the beginning the biasing weights as a function of thermodynamic state are unknown. (b) As the simulation proceeds, a random walker samples the states and deposits “dirt” (probability of visitation) in each location. The short arrow over the random walker signifies uneven sampling of the states as the biases are built adaptively. (c) At the end of the simulation, the weights, given by the height of “dirt”, in each well are equal to the free energy. The random walker now samples all states equally, as illustrated by the long bar over the walker which now extends over all of state space.

obtain even sampling of all the states [254]. One procedure for the iterative calculation of these biasing weights is the Wang-Landau algorithm [151]. While this algorithm was originally proposed to calculate biasing weights where the different values of the total energy are the different thermodynamic states, in which case these biasing weights $g_k$ are equal to the density of states $\Omega(U)$ (see Section 7.2.3), it has also been used as a general approach to calculate biasing weights associated with other ensembles.

The approach is as follows. We keep track of a histogram $h(i)$ of visits to each thermodynamic state during the expanded ensemble simulation. When a state is visited, the corresponding histogram is updated by 1. The weight $g_i$ of that state is updated by some user-chosen increment $-\delta$. $\delta$ itself is reduced by a monotonically decreasing function as the simulation proceeds until the changes in the $g_i$ weights go to zero. The choice of how $\delta$ decreases is discussed later. The weight of the reference state is subtracted from all states after each step, as only the weight differences matter physically. As an algorithm, this is written as:

$$h_{\text{new}}(i) = h_{\text{old}}(i) + 1$$

$$g_{i,\text{new}} = g_{i,\text{old}} - \delta$$

The Wang-Landau algorithm is self-correcting: if a state is visited more frequently than it should, its weight decreases, resulting in fewer visits to that state. Eventually, the weight falls back to the correct range. In the original Wang-Landau scheme, the $\delta$ increment is decreased during the simulation when the histogram $h(i)$ reaches a specified flatness criteria, meaning none of the histograms is lower than the average occupancy, often set at 80% [151]. When a sufficiently flat histogram is reached, $\delta$ is reduced by multiplying by a scaling factor $0 < s < 1$, typically $s = 1/2$ as proposed in the original algorithm [151], and the histograms are set to zero again.

1/$t$ modifications to Wang-Landau

The Wang-Landau updating scheme can lead to saturation in the error, meaning that frequently, simulations weights will converge too quickly, and the system will get stuck in only a subset of the possible states. Even if it does visit all states, the updating scheme could be too slow, and thus the simulation will still never reach the correct answer in the allotted amount of time [299, 300]. Taking $s$ closer to one will delay this saturation at the cost of slower convergence.

To avoid this saturation of error, Belardinelli and Pereyra proposed a power law update to $\delta$, independent of histogram flatness at long time scales. This update to Wang-Landau, called the 1/$t$ method scales $\delta$ as 1/$t$, where $t$ is the Monte Carlo time, e.g. the number of attempted state transitions. Belardinelli and Pereyra suggest starting with a standard Wang-Landau algorithm, and then switching to using weights of 1/$t$ when $\delta \leq 1/1t$ [299, 300]. This need to have the increments decrease by 1/$t$ has also been noted by statisticians [301], and most improved versions of updating schemes also have this feature, even if it is not clear in the formulation.

8.2.2 Multiple state reweighting methods

The Wang-Landau approach and its 1/$t$ variant only update the free energy of one state at one time, i.e. when it is visited during the random walk in the expanded ensemble. However, in theory, it should be possible to update the weights of multiple states at the same time, based on information obtained at any given state.
A number of closely related methods have been developed that update multiple states simultaneously. The key to these approaches is recognizing that the same information needed to correctly calculate the probability of transitions between states (i.e. the transition matrix) is the same information that is needed to calculate the free energy differences between the same states [53, 54] (see Section 3.2).

Transition matrix approaches
The simplest way to use this concept is to directly compute the transition matrix and calculate free energies, and thus the weights $g_k$ to use from this matrix [302]. Assuming one uses Metropolis Monte Carlo, rather than collecting histograms, we collect the transitions from each state $i$ to $j$ in a matrix $C$

It can be updated with any of the following:

1. Transitions actually performed (adding 1 if the transition occurs, 0 if it does not)
2. The probability of acceptance of a proposed move whether or not it was accepted.
3. The probability of acceptance of any move transition that could have been proposed, independent of the algorithm actually used to perform the move.

The free energy difference between any two states $i$ and $j$ can then be estimated, either at each step, or at some interval, as

$$f_{ij} = -\ln \langle C_{ji} \rangle$$  \hspace{1cm} (102)

And the weights to apply can simply be set from $f$.

Asymptotically optimal weights
We can also update all weights simultaneously by reweighting the information gathered at the current state. Several variants of this approach have been proposed. These include the accelerated weight histogram (AWH) method [303] and the independently developed self-adjusted mixture sampling (SAMS) [304].

The basic idea of these variants is to use the Gibbs sampler to transition between states. After $N_t$ configurational updates with fixed state $i$, a new state $j$ is proposed using the Gibbs sampler probabilities $\alpha_j(x_i)$:

$$\alpha_j(x_i) = \nu_j(x_i)$$  \hspace{1cm} (103)

where $\nu_j(x_i)$ is given in Equation 99.

In the self-adjusted mixture sampling variant, the weights are updated at each step. Using the transition rule defined in Equation 99, the rule for updating is:

$$g_{i,new} = g_{i,old} - t^{-1} \nu_i(x_i | k)$$  \hspace{1cm} (104)

where $t$ is a timescale that is ideally the number of uncorrelated steps in $(k, x)$ space that have been taken in the algorithm so far.

In the accelerated weight histogram approach, a histogram of the weights for each state is maintained during the simulation. The weight histogram is then updated using the computed $\nu_i(x_i)$ weights:

$$h_{new}(i) = h_{old}(i) + \nu_i(x_i)$$  \hspace{1cm} (105)

Every $N_t$ iterations, the simulation weights are updated according to:

$$g_{i,new} = g_{i,old} - \ln \frac{h_{new}(i)K}{N}$$  \hspace{1cm} (106)

where $N$ is the total number of samples collected up to that point and $K$ is the number of states.

Although we do not prove it here, AWH is actually an close approximation to SAMS. The difference is that in AWH, the free energies are only updated every $N_t$ steps instead of every step. The $1/t$ dependence in SAMS shows up as a $1/N$ dependence in AWH.

8.2.3 Estimating the biasing weights near the beginning of the simulation
One common problem with all of these near-optimal methods is that they are only optimal in the asymptotic limit, when a large number of uncorrelated samples have been collected. If only a small number of samples have been collected, they may not converge quickly, and indeed may tend to keep samples in the same thermodynamic state for quite a while.

It is still not clear what the best approach is to initialize the biasing weights until the number of samples reach the asymptotic limit. The current general approach is to run the original Wang-Landau approach with a large initial increment size without reducing the weights until some predetermined point. This predetermined point varies between approaches and implementations. The simulation is kept in this initial phase until the histograms are roughly equal using weights somewhat near $k_B T$, and then switching to a variant of the asymptotically optimal methods. However, it is not really known if this is optimal, and there are still choices to make, such as the initial bias added to each step.

8.2.4 Convergence and diagnosing problems in expanded ensemble simulations
Unsurprisingly, measuring convergence and diagnostics for expanded ensemble are very similar to those of replica $^8$
change. A necessary (but not sufficient) requirement for expanded ensemble simulations to have converged is if all thermodynamic states are being visited evenly (or, if the target distribution is some other uneven distribution, according to that distribution). This equal visitation does not have to be exact; if the most visited states are visited twice as much as the least visited states, the free energies will still be accurately estimated. However, if not all states are visited, or some are visited significantly less (say, an order of magnitude) than others, the free energies of the unvisited states will most likely not be accurately estimated. Note that there is an additional problem that can occur with expanded ensemble compared to replica exchange that can lead to poor transitions between states; not only can overlap between states be low, but the biases on each state can be poorly estimated, so both of these criteria must be checked.

As with replica exchange, another important quantity to measure is the movement of the auxiliary state variable over the total possible values; in one dimension, this means exploring the range from the lowest to the highest values (see Figure 7) if there is not a substantial number of transitions across the entire range, perhaps 20–40, then it is likely that the weights along the variable are not well-estimated. It is not uncommon to see good mixing of states in both the upper and lower range, but very few transitions in between these, which usually means that the free energy differences within the upper and lower ranges might be much better estimated than the overall free energy difference between these two groups of states.

Similarly to replica exchange, one can also check the transition matrix generated from the counts or probabilities of going from state \( i \) to state \( j \), and one should decrease the spacing (or reallocate the spacing from better transitioning intervals to worse transitioning intervals) so that transitions occur approximately 30% of the time. As with replica exchange, tight spacing does increase the amount of time it takes for each replica to move back and forth between all states, so the proper balance must be struck.

Note that equal visitation of all states does not of course guarantee sampling in the coordinate space. The hope is that some expanded ensemble states can travel through the slow degrees of freedom faster than others, but this depends highly on how useful definition of the auxiliary states is. One must thus explicitly check the slow degrees of freedom of the system to see if enhanced sampling actually occurred.

8.2.5 Public implementations of expanded ensemble methods

Of these different variants of expanded ensemble, the SAMS version is implemented in OpenMM [305], and GROMACS [71] implements both the AWH and a version of SAMS as "weighted Wang-Landau" option in expanded ensemble sampling.

9 Adaptive seeding methods

These methods are related to localization techniques in that the sampling is enhanced by specifying starting coordinates, in order to focus sampling on productive or undersampled regions of configuration space. Contrary to localization methods, however, the simulations are not restricted to a region with restraints or constraints, but instead are merely instatiated – and sometimes terminated – strategically (Figure 1).

9.1 Adaptive sampling

Adaptive sampling seeks to sample the configuration space by focusing simulation efforts in regions that will lead to a
more accurate description of the ensemble. It generally takes advantage of analysis methods such as Markov State Modeling (MSM) to then stitch together trajectories and build a coherent model of, not only the equilibrium population of metastable states, but also the rates of conversion between these states [306, 307].

Adaptive seeding methodologies were mostly developed with the problem of protein folding in mind, a process that is characterized by rare transitions along a pathway to a single folded state. In such an application, observing a rare event for which a free energy barrier needs to be crossed only depends on the aggregated simulation time, not the length of the simulation so far, because the probability of overcoming a free energy barrier depends on the total number of attempts made at crossing it [308, 309]. Adaptive seeding thus seeks to seed simulations from regions of space that are likely to lead to free energy barrier crossing in order to sample the entire configuration space, using the information acquired through the sampling so far. In other words, sampling over and over regions of space that have already been explored does not add valuable information, whereas crossing into regions of space not previously sampled adds valuable information to reconstruct probability distributions.

MSM building involves discretizing the configuration space into states (usually called microstates in the MSM literature, at odds with the definition used in this review) and estimating their probability distribution as well as the probability of transitions between these states for a given time lag $\tau$. Discretization of the space can in principle be done based on geometric criteria. However, since the focus of MSM building has been to extract kinetic properties, discretization is often performed based on kinetic proximity, using time-lagged independent component analysis (TICA). The transition probabilities are gathered in a transition matrix $T_{ij}$, which records the probabilities of transitions from state $i$ to $j$ given a time lag $\tau$. Estimating the probability density directly from counting the number of configurations falling in a state would be incorrect for a strategically seeded ensemble. However, the fact that the transition probabilities are taken into account enables to reconstruct the probability density, see Section 3. These microstates are generally then clustered into macrostates using a distance metric.

Different adaptive seeding strategies have been put forward. They all follow the same basic algorithm: a single or a set of relatively short MD simulations are launched. Configurations from these simulations are grouped into “states”. New simulations are then started from selected states. The different strategies then differ according to the principle they follow to select which states to seed new simulations from. Arguably the first proposed strategy relied on selecting randomly a fixed number of structures from each macrostate [310–312]. This method was coined adaptive seeding. In contrast, all the more refined methods derived therefrom and listed below are referred to as adaptive sampling. Another natural proposal has been to seed simulation from states that contribute the most to the statistical uncertainty of MSMs built after each iteration [313]. Several variants have proposed to seed from low-population microstates, and have been called “counts” methods. This strategy is well-suited to enhance the exploration of space, but not necessarily to accurately estimate the probability distribution of low free energy states [314–318]. Seeding from low-population macrostates has also been suggested. This is better suited to converge the free energy calculation but will not lead to an extensive space exploration [319, 320].

There are also methods that do not rely on MSM analysis. iMapD relies on clustering in a low-dimensional manifold inferred by dimensionality reduction and selecting states to seed from the boundaries of a diffusion map in diffusion coordinates [18] 9. Following a similar approach, it has been suggested to pick configurations to reseed from using dimensionality reduction algorithms such as sketch-map [321]. PIGS, for Progress Index Guided Sampling, uses an unsupervised heuristic to avoid re-sampling the same region of space by organizing simulation frames along a progress index that connects configuration to existing configuration by finding the one to which a chosen distance is minimal. Weakly connected snapshots that have a large distance to other configurations are used to start seeding new trajectories [322]. Methods introducing directionality into the sampling have also been suggested and are particularly interesting when the target state (or set of states) is known. Broadly speaking, those suggest seeding from states that are close to the end state in terms of a target property:

1. AdaptiveBandit expands on the methods described above by proposing to formulate the adaptive sampling problem in terms of reinforcement learning. This offers the promise and the computational platform needed to increased performance and flexibility of the algorithm across different systems [323].
2. Reinforcement Learning Based Adaptive Sampling (REAP) proposes to efficiently explore configuration space by using reinforcement learning to choose new states. It does so by learning the relative importance of candidate collective variables as it makes progress along the landscape, in a framework that rewards actions that lead to further exploration of the landscape. Here too, states to learn from are selected as the least sample microstates. In that sense, it is a derivative of the counts method [324].

9iMapD does not enable the direct estimation of probability distributions.
3. The Fluctuation Amplification of Specific Traits (FAST) method proposes to choose new states based on an objective function that balances tradeoffs between exploring novel regions of space (exploration) and focusing on regions that are important to lead to a converged estimate of the target properties (exploitation) [309, 325]. The parameter that balances these two aspects needs to be tuned, a non-trivial aspect of using this method. This method has been recognized to be a specific case of a multi-armed bandit problem.

4. Specifically for protein folding, or conformational changes in biological molecules, a common target property is inter-residue contacts, or its opposite, minimizing non-desirable contacts [320].

5. In the same vein, it has been suggested to use evolutionary information by deriving inter-residue contacts from a multiple-sequence alignment, in a method called evolutionary couplings-guided adaptive sampling [317].

Attempts at a quantitative comparison of several of these adaptive sampling methods have been published [309, 320], but a systematic comparison is still missing. Preliminary work indicates that accelerating rare event is better achieved with macrostate count or directed methods, while exploring the space is most efficient using microstate count [320]. Methods explicitly taking into account the tradeoff between exploitation and exploration can be more versatile in their usage but their success (measured as the convergence of the configurational distribution, or of the MSM) will depend on hyperparameter choice for a specific application.

9.2 Weighted ensemble simulations - splitting/replication strategies

The weighted ensemble (WE) method, also referred to as a splitting/replication approach, is particularly well-suited to exhaustively find pathways between macrostates and evaluate transition rates between states [326]. The approach relies on running relatively short MD simulation and terminating simulations that are not making progress towards the target state while replicating simulations that are instead progressing towards the end state [327]. By keeping track of the total number of trajectories, the approach is statistically rigorous. Clustering into pathway ensembles can provide a rigorous estimate of the relative importance of the different pathways.

Because of their non-equilibrium nature, this variety of enhanced sampling methods is not particularly well-suited to calculate equilibrium population distributions. However, even if weighted ensemble simulations do not achieve steady state, frameworks have been proposed to recover equilibrium properties [328–330].

We note that weighted ensemble methodologies, while falling under the umbrella of adaptive seeding strategies, can be categorized under transition path-finding methods, along with the string method with swarms of trajectories [331], milestoning [332], transition interface sampling [333], forward flux sampling [334], adaptive multilevel splitting [335, 336] and supervised unbiased MD [337, 338]. We choose here not to review these methods in detail given the focus of this review on estimating configurational averages (see instead reviews [4, 339, 340]). The Weighted Ensemble method is implemented in the WESTPA software. Given the versatility of the framework, strategies and schedules can be easily explored [341].

10 Selective acceleration methods

In selective acceleration methods, the dynamics of slow degrees of freedom is directly modified to accelerate transitions. Contrary to adaptive biasing methods, this is not achieved through a modification of the statistical distribution sampled by the dynamics – indeed, these methods are designed so that the sampled distribution is as close as possible (identical, in recent variants) to the unbiased target distribution. Such methods differ from expanded ensemble methods in that they modify the local dynamics instead of going through transitions to other ensembles to enhance the sampling (Figure 1).

Timescale separation between the dynamics along the collective variable (or the external parameter in an alchemical setting) is assumed, or artificially enforced, in order to obtain (almost) Markovian dynamics along the collective variable (respectively the auxiliary variable). This was first introduced as the adiabatic free energy dynamics (AFED) method [342].

For example, the temperature accelerated molecular dynamics (TAMD) [343] consists in adding an extended degree of freedom \( \lambda \), with mass \( m_\lambda \), and a harmonic coupling potential \( k^{\text{ext}}(\xi(x) - \lambda) \). The extended Langevin dynamics reads:

\[
\begin{align*}
\lambda' &= (\lambda - \lambda) - \frac{\gamma}{\beta} \lambda dt + \sqrt{\frac{2\gamma k^{\text{ext}}}{\beta}} dW_t \\
\lambda' &= (\lambda - \lambda) - \frac{\gamma}{\beta} \lambda dt + \sqrt{\frac{2\gamma k^{\text{ext}}}{\beta}} dW_t \\
\lambda' &= (\lambda - \lambda) - \frac{\gamma}{\beta} \lambda dt + \sqrt{\frac{2\gamma k^{\text{ext}}}{\beta}} dW_t \\
\lambda' &= (\lambda - \lambda) - \frac{\gamma}{\beta} \lambda dt + \sqrt{\frac{2\gamma k^{\text{ext}}}{\beta}} dW_t
\end{align*}
\]

(107)

Note that the Langevin equation on \( \lambda \) is based on a separate temperature factor \( \beta \) and friction coefficient \( \gamma \).

TAMD relies on the regime where \( \tau \gg \gamma \) (the extended dynamics is slower than the original one) and \( \beta \gg \frac{1}{\gamma} \) (tight coupling). Then the dynamics on \( \lambda \) becomes uncoupled from
the dynamics of $x$ and converges \cite{343} to an effective dynamics of the form (in the overdamped case $\gamma \gg 1$):

$$d\lambda = -\frac{1}{m_\lambda \gamma} \nabla A(\lambda) dt + \sqrt{\frac{2m_\lambda}{\beta}} dW_t,$$

(108)

so that the probability distribution sampled by $\lambda$ is proportional to $\exp(-\beta A(\lambda))$. The artificial inverse temperature $\beta$ is then chosen so that the effective dynamics (108) is less metastable. The practical difficulty of such a method lies in choosing the numerical parameters $(\lambda, \gamma, k^\text{ext}, \beta)$ for the algorithm to be efficient while keeping the adiabatic separation between the extended coordinate and the physical system – failure to do so introduces a bias in the simulation.

In the "single sweep" method, TAMD is used to estimate local free energy gradients, followed by estimation of the free energy surface \cite{344}. Driven-AFED (d-AFED) \cite{345}, unified free energy dynamics (UFED) \cite{346}, canonical adiabatic free energy sampling (CAFES) \cite{347} and on-the-fly free energy parameterization (OTFP) \cite{348} are all related to this scheme.

The family of methods known as self-guided Molecular/Langevin Dynamics (SGMD) \cite{349} and SGLD \cite{350} shares with these "adiabatic" methods the idea of selectively enhancing the dynamics while preserving (at least approximately) the statistical distribution sampled by the trajectory. In SGLD, Langevin Dynamics is augmented with a biasing force that accelerates slow degrees of freedom, computed as a running time average of the momenta, which acts as a low-pass filter. This process pinpoints slow degrees of freedom without having to define them \textit{a priori}.

This accelerates sampling, but creates a bias in configurational statistics that increases with the strength of the acceleration applied, and has to be corrected a posteriori to recover accurate averages. However, SGLD with a generalized Langevin equation (where stochastic forces are not white noise but obey a given memory kernel) \cite{351} recovers the detailed balance property of standard Langevin dynamics, and as a result, is able to sample the NVT and NPT ensembles in an unbiased way. Recently, variants of SGMD and SGLD have been proposed to combine optimally biases based on momenta and on forces \cite{352}. SGMD and SGLD are implemented in the CHARMM and AMBER simulation packages.

Note also that conventional (non well-tempered) metadynamics (see Section 7.2.1) implicitly makes an adiabatic hypothesis to get an unbiased free energy estimator \cite{144, 145}.

11 Hybrid methods

Enhanced sampling methods leveraging different principles can be combined together leading to hybrid schemes. For example, a common theme is to combine an enhanced sampling method that focuses on biasing specific degrees of freedom or CVs (e.g., ABP methods such as metadynamics) with a enhanced sampling method that more generally enhances the sampling of a large number of, or even all, degrees of freedom (e.g., replica exchange methods). In this way, one can better sample slow orthogonal degrees of freedom that are missing in the biased CV set. Another common combination is to complement a sampling method with an external free energy estimator. In addition, path finding methods like the string-of-swarms method can be combined with, e.g. umbrella sampling along the discretized minimum path obtained by the path finding method \cite{331}. This is followed by free energy estimation along path coordinates.

There are so many possible combinations of enhanced sampling methods that it is difficult to offer a comprehensive discussion of all hybrid methods. Thus, we limit ourselves to discuss a few notable combinations below.

11.1 Combination of replica exchange and external biasing potential methods

Many hybrid enhanced sampling methods are a combination of Hamiltonian replica exchange and methods incorporating an external bias potential, which can be static or adaptively updated (e.g., umbrella sampling and metadynamics). Each replica $i$ includes its own bias potential $U^\text{bias}_i(z)$, which depends on a collective variable set $z_i = \xi_i(x)$ that can differ between replicas. Within each replica, the bias potential is kept static or evolved according to the adaptive biasing potential method. When calculating the acceptance probability $P_{\text{accept}}(x_i, x_j)$ for an exchange of configurations $x_i$ and $x_j$ between two replicas $i$ and $j$ given in in Equation 95, we need to take the bias potentials into account. We limit ourselves to the, still rather general, case that all replicas have same potential energy function $U(x)$ but can have different temperatures.

We start by rewriting the exchange acceptance probability given in Equation 95 as \textsuperscript{10}

$$P_{\text{accept}}(x_i, x_j) = \min \left\{ 1, \frac{\exp(-[\beta_i U(x_i) + \beta_j U(x_j)])}{\exp(-[\beta_i U(x_i) + \beta_j U(x_j)])} \right\}$$

$$= \min \left\{ 1, \frac{\exp\left( (\beta_i - \beta_j) [U(x_i) - U(x_j)] \right)}{\exp\left( (\beta_i - \beta_j) [U(x_i) - U(x_j)] \right)} \right\} = \min \left\{ 1, \exp \left( \Delta_{ij} \right) \right\},$$

(109)

where we have defined $\Delta_{ij} = (\beta_i - \beta_j) [U(x_i) - U(x_j)]$ as the exponential term for conventional replica-exchange.

Incorporating the effect of the bias potentials, the exchange acceptance probability is calculated using the

\textsuperscript{10}Note that we use here full quantities rather than reduced quantities as in Section 8. However, the discussion is also valid for canonical and isothermal-isobaric ensembles.
exponential term
\[
\Delta_{ij} = (\beta_i - \beta_j) \left[ U(x_i) - U(x_j) \right] \\
+ \beta_i \left[ U^{\text{bias}}(\xi_i(x_i)) - U^{\text{bias}}(\xi_j(x_i)) \right] \\
+ \beta_j \left[ U^{\text{bias}}(\xi_j(x_j)) - U^{\text{bias}}(\xi_j(x_j)) \right],
\]
where the last two terms originate from the effect of the bias potentials acting on the two replicas [353]. In the following we discuss a few specific cases.

11.1.1 Replica exchange umbrella sampling
In replica exchange umbrella sampling [354], all the replicas are simulated at the same temperature but differ in the fact that the different replicas have their umbrella potential centered at different locations. Thus, by allowing exchanges between neighboring umbrella windows, the convergence is improved. The exchange also helps with sampling orthogonal slow degrees of freedom not included in the CV set. The exchange probability is obtained using
\[
\Delta_{ij} = \beta \left[ U^{\text{bias}}(\xi_i(x_i)) - U^{\text{bias}}(\xi_j(x_i)) + U^{\text{bias}}(\xi_j(x_i)) - U^{\text{bias}}(\xi_i(x_j)) \right],
\]
where the bias potential correspond to different umbrella sampling windows (generally neighboring windows) that are centered at different locations in CV space.

11.1.2 Parallel-tempering metadynamics
Metadynamics can be combined with parallel-tempering to help with sampling missing slow orthogonal degrees of freedom not included in the biased CV set [353]. The exchange probability is obtained using
\[
\Delta_{ij} = (\beta_i - \beta_j) \left[ U(x_i) - U(x_j) \right] \\
+ \beta_i \left[ U^{\text{bias}}(\xi_i(x_i)) - U^{\text{bias}}(\xi_j(x_i)) \right] \\
+ \beta_j \left[ U^{\text{bias}}(\xi_j(x_j)) - U^{\text{bias}}(\xi_j(x_j)) \right].
\]
The same idea can also be used for other ABP methods (e.g., variationally enhanced sampling). In a similar way, metadynamics (and other ABP methods) can be combined with other replica exchange methods such as replica exchange solute tempering [288, 355], that have a better scaling in term number of replicas needed. Then the first term in Equation 112 would be adjusted while the last two terms would remain the same.

11.1.3 Bias-exchange metadynamics
Bias-exchange metadynamics [97] allows for biasing a large set of CVs simultaneously by considering multiple replicas running at the same simulation temperature, but each biasing a different set of CVs using metadynamics. Generally, one considers one CV per replica so the outcome are several one-dimensional free energy profiles. By allowing for exchange of configurations between replicas, we can avoid the problem of missing slow orthogonal CVs in each replica. The exchange probability is obtained using
\[
\Delta_{ij} = \gamma^{-1} (\beta_i - \beta_j) \left[ U(x_i) - U(x_j) \right]
\]
and thus reduced by a factor of \(\gamma\) as compared to conventional replica exchange (Equation 109), which leads to higher exchange probability (if \(\Delta_{ij} < 0\), otherwise if \(\Delta_{ij} > 0\) the exchange acceptance probability is unity). Due to these two effect, one can use a larger temperature difference between replicas and thus require fewer replicas overall [356]. Parallel-tempering in the well-tempered ensemble can also be combined with metadynamics where other CVs are biased separately [357].

11.1.4 Parallel-tempering in the well-tempered ensemble
Combining parallel-tempering with the well-tempered ensemble [147] (i.e., well-tempered metadynamics biasing the potential energy) allows to greatly reduce the number of replicas required for parallel-tempering simulations of solvated systems [356]. This comes from two effects. First, within each replica potential, energy fluctuations are enhanced by a factor of \(\gamma\) while averages stay more or less the same, leading to a better potential energy overlap between replicas. Second, the \(\Delta_{ij}\) factor used to calculate the exchange acceptance probability in Equation 109 is given as

\[
\Delta_{ij} = \gamma^{-1} (\beta_i - \beta_j) \left[ U(x_i) - U(x_j) \right]
\]
in a ladder of increasing bias factor values where the lowest replica corresponds to the canonical ensemble (γ = 1). Thus, by going up the replica ladder, the fluctuations of the biased degrees of freedom are enhanced. Though one considers a large number of degrees of freedom, this is considerably smaller than the total number of the system’s degrees of freedom. Therefore, the number of replicas needed is considerably less than parallel-tempering, where fluctuations of all degrees of freedom are enhanced by heating the system.

11.2 Combinations of metadynamics and other enhanced sampling methods

Apart from the replica exchange-based hybrid methods discussed in the previous section, there are various other hybrid methods where metadynamics has been combined with other types of enhanced sampling methods. Furthermore, some of the variants of metadynamics listed in Section 7.2.1 could be considered as hybrid methods, and vice versa, as the distinction between a variant and a hybrid method is not always so clear.

Metadynamics has been combined with methods that enhance the potential energy sampling (see Section 7.2.3) such as the multicanonical ensemble [359] and integrated tempering sampling [360, 361]. Here the idea is similar as when metadynamics is combined with parallel tempering, this should help with sampling missing slow orthogonal degrees of freedom. In a similar spirit, variationally enhanced sampling has been combined with sampling in the multithermal-multibaric ensemble [205, 214].

In driven metadynamics [362], metadynamics is combined with steered MD. In orthogonal space random sampling (OSRW) [363–365], metadynamics is combined with a procedure based on thermodynamic integration to facilitate sampling of orthogonal degrees of freedom. Metadynamics has been combined with umbrella sampling in various ways as we discuss in the following.

In Refs [366, 367], metadynamics is used to generate a bias potential that leads to effective sampling and diffusion in the CV space. The bias potential is then used as a static bias potential in another simulations where the FES is calculated using umbrella sampling corrections (i.e., reweighting with a static bias potential).

In Ref [368], metadynamics is used to identify a pathway and then the free energy profile along the pathway is calculated using multiple window (localized) umbrella sampling.

In Refs [369, 370], multiple windows (localized) umbrella sampling is used to bias some chosen CV while within each umbrella window, metadynamics is used to bias another set of CVs. The main idea behind this strategy is that umbrella sampling is more suited than metadynamics to bias CV whose free energy profile is broad. Furthermore, the metadynamics bias potential within each umbrella window helps to sample degrees of freedom that are orthogonal to the CV biased in the umbrella sampling simulations and thus improve the convergence. This combined umbrella sampling and metadynamics strategy has been extended to incorporate temperature accelerated MD [371, 372] or replica exchange with solute tempering (REST2) [373] to further improve the sampling of orthogonal degrees of freedom.

The basic framework of metadynamics can also be used to update the weights in expanded ensemble simulations [374]. Since the $g_k$ weights can be updated by any methods the user might choose, one can simply use various metadynamics techniques to update them, but as a discrete variable rather than a continuous one. The GROMACS expanded ensemble implementation has been adjusted to allow the biasing functionality to be built using PLUMED (starting from version 2.8). This is not particularly better than existing expanded ensemble techniques for a single dimension, but becomes particularly useful in multiple dimensions, where one has one alchemical dimension, and one or more collective variable dimensions. This allows one to perform binding free energy calculations using metadynamics and simultaneously accelerating transitions along slow degrees of freedom, such as accelerating crossing of a high intramolecular torsional barrier or overcoming a free energy barrier in the hydration of a host pocket by flattening the distribution of water molecules in that pocket [374].

11.3 Combinations of metadynamics and structural ensemble determination methods

Structural ensemble determination methods [375–377], for example based on maximum entropy principle [378, 379], are used to integrate experimental observations into molecular simulations and yield structural ensembles that are compatible with experiments. While such structural ensemble determination methods are not strictly enhanced sampling methods, they are somewhat related as they generally introduce external restraints in the form of bias potentials that can be fixed or adaptively updated. To accelerate the configurational sampling, structural ensemble determination methods are often combined with enhanced sampling methods such as metadynamics.

In Ref [380], parallel-bias metadynamics is combined with metainference [381] that is a structural ensemble determination methods that incorporates experimental errors via a Bayesian inference framework. In Ref [382], parallel-tempering in the well-tempered ensemble (Section 11.1.4)
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is combined with experiment directed simulations [383]. An older work along this line is replica-average metadynamics [384, 385], where metadynamics or bias-exchange metadynamics is combined with replica-averaging.

Related to the idea of structural ensemble determination methods are experiment directed metadynamics [178], ensemble-biased metadynamics [179], and target metadynamics [180]. In these variants of metadynamics, the bias updating procedure is modified such that the biased CV distribution that the simulation converges to is some predefined target probability distribution. Thus, by taking this target distribution from experimental measurements, it is possible to obtain a structural ensemble that is compatible with the experimental results. In a similar spirit, the target distribution in variationally enhanced sampling [102, 103] (Section 7.2.2) can be taken from experimental measurements.

11.4 Combinations of ABF and other enhanced sampling methods

The ABF method is applied within a defined region of collective variable space, where its application leads to improved sampling and yields an estimate of the free energy gradient. To reduce the time needed for diffusive sampling of a large volume of CV space, we can combine ABF with a stratification approach (Section 5). In this case, ABF can be applied independently on several smaller, non-overlapping regions of the collective variable [386] or several variables [61]. Thanks to the local character of this gradient, the estimated gradient in all regions can be merged by simple concatenation, and then integrated in one piece [66]. Unlike energy-based methods like Umbrella Sampling, no particular precaution is necessary to match the data from different strata (windows).

Metadynamics has been combined with extended-system ABF [387, 388] to improve the exploration properties of ABF. For a review of these hybrid eABF methods, see [389]. This combination has been further extended by incorporating Gaussian-accelerated MD [390] to help sample orthogonal degrees of freedom not included in the biased CV set.

Orthogonal Space Tempering (OST) is a variant of OSRW based on an extended-system ABF method, using a finite sampling temperature in the orthogonal space [228]. In this method, the ABF-like sampling of the alchemical parameter $\lambda$ is completed by enhanced sampling of the force along $\lambda$, which correlates with slow orthogonal degrees of freedom, thereby accelerating orthogonal relaxation.

12 Software implementations

The codes to run the various simulations outlined in the previous sections range from in-house scripts, to methods implemented natively in the largely used MD simulation packages GROMACS, AMBER, NAMD or CP2K, and via the open-access libraries or plugins Colvars [77], PLUMED [78, 187, 188], PMFlib [242], and SSAGES [243]. The most popular software options for each method have been mentioned in the dedicated sections and are summarized in Tables 2 and 3.

Several free and open source codes are gathered under a GitHub topic: https://github.com/topics/enhanced-sampling
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Table 2. Built-in capabilities of widely used molecular dynamics simulations codes. Methods not discussed in the text may be included, see user guides for more discussion. Not an exhaustive list; enhanced sampling methods maybe be available in other MD codes.

| MD engine | Main features                                                                                                                                                                                                 | Reference |
|-----------|---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|-----------|
| CHARMM    | Adaptively Biased Path Optimization (ABPO), Adaptive Umbrella Sampling, Constraints, Distributed CSA (Conformational Space Annealing), Dynamic Importance Sampling (DIMS), Enveloping Distribution Sampling Method, Replica Exchange, Free Energy Perturbation, Self-Guided Langevin Dynamics, String method, Targeted Molecular Dynamics, Transition Path Sampling, replica exchange | [391]     |
| NAMD      | Simulated annealing, steered MD, (unconstrained variant of) targeted MD, replica exchange, accelerated and Gaussian-accelerated MD, custom algorithms via Tcl scripting, grid forces. | [236]     |
| GROMACS   | Restraints (various potentials including harmonic potentials for umbrella sampling), simulated annealing, replica exchange, expanded ensemble (both as AWH and a separate implementation), non-equilibrium pulling (steered MD), applying forces from three-dimensional densities. | [71]      |
| OpenMM    | Simulated annealing, replica exchange (with OpenMMtools), applying external forces, versatile python framework to implement any scheme, expanded ensemble (as self-adjusted mixture sampling). | [305]     |
| AMBER     | Replica exchange, targeted MD, steered MD, accelerated and Gaussian-accelerated MD, Self-Guided Langevin Dynamics, external forces, umbrella sampling, string-of-swarms. | [392]     |
| CP2K      | Constraints, harmonic restraints, targeted MD, steered MD, metadynamics.                                                                                                                                 | [393]     |
| DESMOND   | Umbrella sampling, Metadynamics, replica exchange                                                                                                                                                             | [394]     |
| LAMMPS    | Harmonic restraints, applying external forces, replica exchange, parallel replica dynamics, temperature accelerated dynamics, original hyperdynamics, local hyperdynamics. | [395]     |
| HOOMD-blue| Restraints, applying external forces, versatile python framework to implement any scheme.                                                                                                                                 | [396]     |
| Tinker-HP | Steered MD, Gaussian-accelerated MD, umbrella sampling                                                                                                                                                        | [397, 398]|
| GROMOS    | Replica exchange, umbrella sampling, thermodynamic integration, enveloping distribution sampling.                                                                                                                                 | [399]     |
| GENESIS   | Replica exchange, umbrella sampling, Gaussian-accelerated MD, restraints, targeted MD, steered MD                                                                                                                                 | [400]     |
| SPONGE    | Integrated tempering sampling, selective integrated tempering sampling, metadynamics.                                                                                                                                 | [401]     |

Appendix A  Abbreviations and acronyms

- ABF - Adaptive Biasing Force
- ABF-AR - Adaptive Biasing Force with Adiabatic Reweighting
- ABF-FUNN - ABF-Force Biasing using Neural Networks
- ABMD - Adaptive Biasing MD
- ABP - Adaptive Biasing Potential
- ABPO - Adaptively Biased Path Optimization
- AFED - Adiabatic Free Energy Dynamics
- ATLAS - Adaptive Topography of Landscapes for Accelerated Sampling
- BAR - Bennett's Acceptance Ratio
- CAFES - Canonical Adiabatic Free Energy Sampling
- CSA - Conformational Space Annealing
- CVs - Collective Variables
- CZAR - Corrected Z-Averaged Restraint
- d-AFED - Driven Adiabatic Free Energy Dynamics
- DIMS - Dynamic Importance Sampling
- eABF - extended-system Adaptive Biasing Force
- FAST - Fluctuation Amplification of Specific Traits
- FEP - Free Energy Perturbation
- FES - Free Energy Surface
- GAMBES - Gaussian Mixture-Based Enhanced Sampling
- MBAR - Multistate Bennett's Acceptance Ratio
- MC - Monte Carlo
- MD - Molecular Dynamics
Table 3. Libraries and Modules for enhanced sampling

| Library name | Main features | Reference |
|--------------|---------------|-----------|
| Collective Variables Module (Colvars) | Definition and biasing of various CVs. Multiple variants of Adaptive Biasing Force (ABF) and metadynamics. Support for multiple walker simulations. Scripted variables and biasing forces. Collective variables as custom functions. Built into in VMD for preparation and analysis of CVs. | [77, 240] |
| PLUMED | Definition of various CVs that can be analyzed and biased. Various biasing methods (e.g., umbrella sampling, steered MD, metadynamics, parallel-bias metadynamics, bias-exchange metadynamics, extended-system adaptive biasing force, variationally enhanced sampling). Support for multiple walker simulations and replica exchange simulations. Methods for integrating experimental results (e.g., maximum entropy principle, metainference, experiment directed simulation). Modular design making it easy to add new features. Can be interfaced with a wide range of MD codes. Large number of tutorials are available [142]. Large number of example input files are available in the PLUMED-NEST [189]. | [78, 187, 188] |
| PMFlib | ABF, constrained dynamics, metadynamics, restraints, string method. | [242] |
| SSAGES | Definition of various CVs that can be analyzed and biased. Various biasing methods (e.g., umbrella sampling, steered MD, metadynamics, adaptive biasing force, basis function sampling, artificial neural network sampling, combined force-frequency). Support for multiple walker simulations and replica exchange simulations. Other path-based methods such as nudged elastic band, finite temperature string, swarm of trajectories, forward flux sampling. | [243] |
| WESTPA | Weighted Ensemble | [341, 402] |
| Wepy | Weighted Ensemble | [403] |

- MetaD - Metadynamics
- MM - Molecular Mechanics
- MSM - Markov State Model
- mwABF - multiple-walker Adaptive Biasing Force
- NPT - Isothermal-Isobaric Ensemble
- NVE - Microcanonical Ensemble
- NVT - Canonical Ensemble
- OPES - On-the-fly Probability-Enhanced Sampling
- OSRW - Orthogonal Space Random Sampling
- OST - Orthogonal Space Tempering
- OTFP - On-the-fly Free Energy Parameterization
- PIGS - Progress Index Guided Sampling
- PMF - Potential of Mean Force
- QM - Quantum Mechanics
- QM/MM - Quantum Mechanics/Molecular Mechanics
- RAVE - Reweighted Autoencoded Variational Bayes for Enhanced Sampling
- REAP - Reinforcement Learning Based Adaptive Sampling
- REST - Replica Exchange Solute Tempering
- SAMS - Self-Adjusted Mixture Sampling
- SGMD - Self-Guided Molecular Dynamics
- SGLD - Self-Guided Langevin Dynamics
- TALOS - Targeted Adversarial Learning Optimized Sampling
- TAMD - Temperature Accelerated Molecular dynamics
- TI - Thermodynamics Integration
- TICA - Time-Lagged Independent Component Analysis
• UFED - Unified Free Energy Dynamics
• VES - Variationally Enhanced Sampling
• WE - Weighted Ensemble
• WHAM - Weighted Histogram Analysis Method
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