MODEL STRUCTURAL INFERENCE USING LOCAL DYNAMIC OPERATORS
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This paper focuses on the problem of quantifying the effects of model-structure uncertainty in the context of time-evolving dynamical systems. This is motivated by multi-model uncertainty in computer physics simulations: developers often make different modeling choices in numerical approximations and process simplifications, leading to different numerical codes that ostensibly represent the same underlying dynamics. We consider model-structure inference as a two-step methodology: the first step is to perform system identification on numerical codes for which it is possible to observe the full state; the second step is structural uncertainty quantification (UQ), in which the goal is to search candidate models “close” to the numerical code surrogates for those that best match a quantity-of-interest (QOI) from some empirical dataset. Specifically, we: (1) define a discrete, local representation of the structure of a partial differential equation, which we refer to as the “local dynamical operator” (LDO); (2) identify model structure non-intrusively from numerical code output; (3) non-intrusively construct a reduced order model (ROM) of the numerical model through POD-DEIM-Galerkin projection; (4) perturb the ROM dynamics to approximate the behavior of alternate model structures; and (5) apply Bayesian inference and energy conservation laws to calibrate a LDO to a given QOI. We demonstrate these techniques using the two-dimensional rotating shallow water (RSW) equations as an example system.

KEY WORDS: Structural Uncertainty Quantification, Model Form Uncertainty Quantification, Low-Dimensional Modeling, Local Dynamic Operator, Equation Learning, Model Inference

1. INTRODUCTION

For predictive modeling of a complex dynamical system to be successful, it is critical to be able to comprehensively account for the full range of uncertainties that influence the system. Such uncertainties are found in initial conditions, boundary and/or operating conditions, governing parameters, computational approaches, and model-form. The last of these stems from an imperfect or incomplete description of the full range of dynamics and/or physics that underlies the complex behavior exhibited by the system of interest.

While model-form uncertainty is an active area of research, it is at present less studied than other forms of uncertainty. A main approach to quantifying it has relied on multi-model ensembles or ensembles of opportunity wherein models from different modeling groups are analysed statistically in an a posteriori fashion [1,3]. However, this approach typically does not give representation to all plausible structural differences: there are many hypothetical model structures, representing reasonable physical/empirical assumptions that in principle could be implemented and studied, but have not been. A multi-model ensemble approach therefore generally cannot quantify the full range of
possible structural uncertainties in a dynamical system, since it studies only a discrete subset of model structures.

In contrast, parametric uncertainty is a well-studied canonical problem, with correspondingly well-developed techniques for quantification. Motivated by this observation, one might wonder if it is possible to effectively re-cast certain problems in structural uncertainty as equivalent problems in parametric uncertainty, for which a broad and powerful set of tools exist. This is a main component of the approach we propose in this paper: we seek to encapsulate plausible differences in model structure in some parametric approximation of the governing dynamics. In this scheme, different models are represented by different locations in some parameter space.

In order to specify the nature of this structure-parameterization, we begin by making the crucial assumption that the field dynamics may be well approximated by a functional relationship which is local and spatio-temporally invariant. By local, we mean that the field evolution in time at a particular point in space is governed only by the field values in a nearby neighborhood; by spatio-temporal invariance, we mean that the mapping that describes this evolution is the same for all points in space at all times.

Given these assumptions, the discretized dynamics can be described by what we will refer to as a local dynamic operator (LDO), which is simply a functional relationship between spatially-local field values that approximates the discretized governing field dynamics at a spatial point. For example, if the governing equations are hyperbolic, then the LDO is a function that takes field values in a spatially-local neighborhood of a center point and outputs the field value at that center point, one time step forward in time. Note that there is an attractive consequence of our assumptions of locality and spatio-temporal invariance with respect to system identification: if we wish to infer a LDO from numerical/experimental data, access to the full global state vector is not strictly required. We may simply collect data from a subset of spatial points (together with the appropriate surrounding local neighborhoods). This is a notable advantage relative to a system identification technique that would require the full global state vector (e.g., POD).

As all of the dynamics are encoded in the LDO, any structural uncertainties are as well. Furthermore, if we can design the LDO to be a weighted sum of different elementary functions of the local field values, then the relevant structural uncertainties manifest themselves as uncertainties in the values of the weights, which are simply parameters. This is a sketch of the process by which we convert structural uncertainties to parametric ones.

Having formalized a means to parameterize model structure, all of the machinery of parametric uncertainty quantification (UQ) is available to study the structural uncertainty in model dynamics, which we propose doing in the following two-step process. First, we show how we may learn model structure (i.e., LDO parameters) non-intrusively using statistical function approximation techniques (e.g., least-squares regression). Second, we show how Monte Carlo sampling may be used to perturb the LDO parameters, giving us a systematic, probabilistic means for performing model structural UQ.

Without any other constraints, the number of LDO parameters can be prohibitively large for the second step of our process: Monte Carlo sampling in a high-dimensional parameter space is a challenge. We explore two methods for alleviating this. First, we explicitly assume that the user has partial prior knowledge about the physics involved, and we use this knowledge to constrain the LDO parameter space and reduce its dimensionality. In doing this, we are making our method a “greybox”, and as such, our approach is not aimed at users who desire a purely data-driven, completely physics-agnostic approach. Instead, we are targeting those users who have a combination of both some prior knowledge and some data, and we are proposing a framework to effectively join the two. The second avenue that we investigate for reducing computational expense involves building reduced-order models (ROMs) of the LDO-parameterized dynamics, using POD-DEIM-Galerkin projection.

The envisioned practical application for these ideas is quantification/learning of subgrid physics. The motivation here is that several numerical models exist that each close the subgrid physics for a particular physics problem (e.g., climate simulations), but each of these individual models have been developed using different physical assumptions and/or empirical data and so produce different long-time integrated behaviors. However, if we are able to approximate the input-output behavior of these different models using a dictionary of local state features, then we can learn that area of the LDO feature space that contains those models and search in some local neighborhood of that for candidate models that best reproduce a quantity-of-interest (QOI) taken from some dataset that we regard as the “truth”. This can be thought of as a two-step process of system identification followed by structural UQ: the first step is to learn feature space representations of the dynamics of several numerical models (system identification); the second step is...
to search perturbed candidate models “near” these numerical models for those that best match empirical data QOIs (structural UQ).

This paper builds on prior work in non-intrusive system identification and also extends those ideas to the setting of structural UQ as well. We briefly review some of the popular existing techniques for comparison here. Proper Orthogonal Decomposition (POD) and POD-Galerkin projection [4–7] is perhaps the most widely used intrusive model reduction technique; its goal is to construct a set of basis vectors for the state from data, and then to project the governing equations onto that empirical basis in a Galerkin fashion. Our approach, in contrast, uses local functions of the state rather than the global state, and attempts to learn equations for the dynamics, as opposed to just global spatial correlations; also, we need not know the underlying dynamical equations, as is required for POD-Galerkin projection.

Dynamic Mode Decomposition [8–14] is another popular model inference technique; it approximates the Koopman operator for a dynamical system using data, which can be used to propagate global functions of the state. This, again, is an approach that uses the global state vector and does not assume spatial locality of the dynamics as we do; also, DMD is not an equation learning technique.

Brunton, Proctor, Kutz and collaborators recently introduced another set of non-intrusive techniques aimed at learning governing dynamics equations, called constrained sparse Galerkin regression (CSGR) and sparse identification of nonlinear dynamics (SINDy) [15–17]. The first step of our methodology (i.e., system identification) is essentially equivalent to their approach: their method learns governing equations from data in some lifted feature space consisting of functions of the state, and physical constraints may be enforced as well. However, the final goal of our methodology is our second step of structural UQ, in which we explore and quantitatively evaluate a large space of novel model structures with respect to some empirical QOI, and each of these candidate models are perturbed from some “base” model. System identification is just the first step we use to identify that base model (as well as the model structural space itself) and to inform our prior distribution about that model for the structural UQ step.

Peherstorfer [18,19] considered the problem of inferring approximate dynamics equations non-intrusively from data by regressing quadratic polynomial combinations of the global state vector against model output. This is, again, a technique that uses the global state vector, and focuses only on quadratic polynomial functions of that state. Our technique uses more general functions of the local state for approximating the dynamics.

Quade [20] demonstrated how a surrogate set of equations for a dynamical system may be learned using machine learning techniques from a dictionary of elemental state functions. In contrast to our work, they considered dynamical systems with a small number of state variables, and therefore did not consider spatio-temporal field equations – and the concept of spatial locality of the dynamics – that form the focus of our paper.

Recently, Sirignano [21] applied machine learning techniques to train a neural network to satisfy a known differential operator with known initial/boundary conditions, by batch-feeding randomly sampled data to the network and updating it with stochastic gradient descent. Their goal, therefore, was to train an emulator that could correctly predict solutions to a given set of governing dynamics, not to learn those governing dynamics themselves (which is one of our goals). Also, their approach did not make use of the concept of spatial locality, or physical constraints.

Another model-inference technique that is closely related to ours is the “blackbox stencil interpolation method” (BSIM) introduced by Chen [22]. This method attempts model inference by regressing model output at a spatial location against the field values on the stencil at that location. BSIM focuses on approximating the discretized dynamics with neural network function regression, and building ROMs for the resulting models. We seek to extend these ideas in a number of ways. First, we introduce specific assumptions about the form of the discretized field dynamics by parameterizing it in terms of a dictionary of functions of the local state variables. This is in contrast to a more general machine learning approach in which one need not assume anything about the functional form of the dynamics. Introducing this parameterization will allow us to assume a basic structure to the LDO, which makes trivial the possibility of further constraining this structure with physical constraints (e.g., energy conservation laws). This serves as a means by which the dimensionality of the LDO parameter space may be reduced by only considering those LDOs that respect certain physics. Most importantly, BSIM is purely a system identification technique, and as such, we reiterate that our contribution is a two-step process of system identification used in service of structural UQ.

This paper is organized as follows. In the first section, we begin with basic definitions of a LDO and related concepts, and then restrict ourselves to studying only LDOs that have a certain structure. Next, we cover several
strategies for inferring a LDO, given different assumptions about the simulation output that we are able to observe. As the space of LDO parameters can be prohibitively large for inference, we then introduce physical constraints and show how they may be used to reduce the dimensionality of the allowable LDO parameter space. In order to further reduce the computational burden associated with LDO inference, we next propose to use a reduced-order model (ROM) as a surrogate for the LDO in inference problems. Finally, we conclude with several numerical examples, that LDO inference using observable simulation output is possible, and can be accelerated with some success by using a ROM for the LDO.

2. LOCAL DYNAMIC OPERATORS

We begin the discussion by making precise our definitions of a Local Dynamic Operator (LDO). This is the means by which we will capture model-form uncertainties in a parametric setting. We define the LDO as a discrete approximation, in some local feature space, to some relevant continuum governing dynamics. As a general exposition, consider the field equations:

\[ \dot{u} = F(u), \]

where \( u(x, t) \in \mathbb{R}^N \) is the state (i.e., there are \( N \) state variables defined at a given point in space and time), \( F(u) : \mathbb{R}^N \rightarrow \mathbb{R}^N \) is the continuous-time evolution operator, \( x \) denotes space, and \( t \) denotes time. For clarity, we remark that \( F(u) \) denotes the field equations for the state at a given point in space/time, as opposed to the governing equations for the full dynamical system. We assume that there exists a discrete, spatially-local evolution operator that approximates the governing equations:

\[ \frac{\Delta u}{\Delta t} = f(L(u, x)). \]

Here, \( f(\cdot) \) denotes a discretization of \( F(\cdot) \), and \( L(\cdot) \) is general notation for an operator that produces the field values in a neighborhood local to a particular point in space/time. For example, in a structured-grid setting, this definition of \( L(\cdot) \) could effectively produce the field values on the stencil for a particular point in space/time, i.e.

\[ L(u, x) = S = \begin{bmatrix} u_1^{(1)} \\ \vdots \\ u_M^{(N)} \end{bmatrix}, \]

where there are \( M \) stencil points and \( N \) state variables, and \( u_i^{(j)} \) denotes the value of the state variable \( i \) at the \( j \)th stencil point. It should be clear that \( f(\cdot) \) in Eq. 2 is an operator that acts on a neighborhood of points (i.e., the stencil \( S \)) local to a specific point. We assume going forward that \( L(u, x) = S \). Please also note that for the sake of notational coherence, both \( u \) and \( f \) will be treated as row vectors in what follows (i.e., \( u, f \in \mathbb{R}^{1 \times N} \)).

Beyond spatial locality, we wish to make further assumptions on the structure of \( f(\cdot) \) that will make it tractable to investigate parametric perturbations. First, let us assume that \( f(\cdot) \) may be written as a linear combination of \( Q \) basis functions:

\[ f(S) = \sum_{i=1}^{Q} c_i \psi_i(S). \]

Here, \( \psi_j(\cdot) : \mathbb{R}^{NM} \rightarrow \mathbb{R} \) is a basis function with associated coefficient \( c_j \in \mathbb{R}^{1 \times N} \). Next, we will incorporate a priori knowledge of the types of nonlinearities present in Navier-Stokes to guide our selection of features, since the examples we consider in this paper are drawn from fluid dynamics. Thus, in this work, we consider two specific choices for the basis functions in Eq. 4 One choice is to assume that \( f(\cdot) \) may be written as a linear combination of
all polynomial combinations of the local field values up to second order, which we may express as:

\[
f(S) = p_0 + \sum_{i=1}^{NM} p_i S_i + \sum_{j=1}^{NM} \sum_{k=j}^{NM} p_{j,k} S_j S_k
\]

\[
= \psi P .
\]

Here, \( P \in \mathbb{R}^{Q \times N} \) is the matrix of coefficients, \( \psi \in \mathbb{R}^{1 \times Q} \) is the vector of basis functions, with \( Q = 1 + NM + \frac{1}{2}(NM)(NM + 1) \), \( p_a \in \mathbb{R}^{1 \times N} \) for any index \( a \), and \( S_i \) is some element of \( S \). Again, this assumption on the structure of \( f(\cdot) \) is chosen to reflect the structure apparent in many convection-diffusion fluid equations (e.g., the quadratic nonlinearities in Navier-Stokes).

Of course, Eq. [5] is not the unique way in which quadratic nonlinearities may be represented. Another (related) choice is some subset of the basis given above that corresponds to discrete approximations of select differential operators. One such example would be:

\[
f(u) = p_0 + \sum_{i=1}^{N} p_{i,1} u_i^C + \sum_{j=1}^{NX} p_{2,j} D_j + \sum_{k=1}^{NX} p_{3,k} D_k^2 + \sum_{i=1}^{N} p_{i,4} (u_i^C)^2 + \sum_{m=1}^{N^2X} p_{5,m} [u^C \otimes D]_m + \sum_{n=1}^{N^2X} p_{6,n} [u^C \otimes D^2]_n
\]

\[
= \psi P .
\]

Here, \( X \) is the spatial dimension and \( D, D^2 \) are numerical approximations to the gradient and Laplacian using the stencil elements:

\[
D(S) = \begin{bmatrix}
\nabla_1(u_1) \\
\vdots \\
\nabla_X(u_N)
\end{bmatrix}, \quad D^2(S) = \begin{bmatrix}
\nabla_1^2(u_1) \\
\vdots \\
\nabla_X^2(u_N)
\end{bmatrix} .
\]

As before, \( p_a \in \mathbb{R}^{1 \times N} \) for any index \( a \). Note that \( u_i^C \) denotes the center stencil point for state element \( j \) above. This choice of basis is again motivated by the structure apparent in the quadratic nonlinearities of Navier-Stokes, but we have additionally limited ourselves to only those terms that approximate certain differential operators.

Whatever the choice of basis, we refer to the parameters present in the matrix \( P \in \mathbb{R}^{Q \times N} \) as the LDO coefficients. We denote the vector space of all possible LDO coefficients (equivalently, all coefficient entries possible in the matrices \( P \)) as \( P \) — a space of dimension \( NQ \). In all that remains, we will make one of the two previous assumptions on the structure of \( f(\cdot) \): we will assume it can be written as in Eq. [5] or as in Eq. [6].

### 3. LDO COEFFICIENT INFERENCE

We now turn our attention to the task of inferring the numerical values of the LDO coefficients in Eq. [5]. The intent of this is blackbox inference, wherein one does not know either the governing dynamics (Eq. [1]) or the numerical discretization of those dynamics implemented in some complex code, but nonetheless does have access to input-output data from such a numerical code, and wishes to learn a LDO that approximates those dynamics. The LDO coefficients may be estimated numerically from data through regression, or inferred indirectly through a set of observables. Which of these techniques is used depends on exactly what information one has about the dynamics. If one has the ability to generate and observe snapshots of the full state \( u(x, t) \), then numerical regression of the LDO is possible. However, if knowledge of neither \( F(u) \) nor \( u(x, t) \) is possible, then the LDO coefficients may be inferred indirectly using a set of observable functions of the state (e.g., via Markov-Chain Monte Carlo (MCMC) methods [23,24]).
3.1 Data Regression

If one has access to high-quality snapshots of the entire state from numerical simulations, then it is possible to directly infer the LDO coefficients by simply aggregating training data from different spatial/temporal points, and then performing some sort of regression. Assume we collect $N_S$ data snapshots from simulations at different spatial/temporal locations, and possibly from different initial conditions. Then, we arrange this data in matrix form:

$$\dot{u} \approx \frac{1}{\Delta T} \begin{bmatrix} \Delta u_1 \\ \vdots \\ \Delta u_N \end{bmatrix} = \Psi P,$$

(8)

where the matrix columns of $\Psi \in \mathbb{R}^{N_S \times Q}$ represent the relevant basis $\psi$ evaluated at each of the $N_S$ data snapshots, and $\Delta T$ is the (fixed) timestep between data snapshots. In Eq. (8) we have approximated $\dot{u}$ with a first-order accurate, forward difference scheme. Regressing this data (e.g., least-squares, LASSO) yields an approximation to the matrix of LDO coefficients $P$.

3.2 Bayesian Inference

If we do not know the PDE describing the system dynamics, and also do not have the ability to observe the entire state, we may still estimate the LDO through inference based on observable quantities of interest (QOIs), which are arbitrary functions of the state (e.g., a spatio-temporally integrated metric, coarse state data, etc.). This may be accomplished using a number of methods; in this work, we focus on the use of the Metropolis algorithm.

We begin by assuming some prior distribution over LDO coefficient space $\mathcal{P}$, expressing our initial belief about the relative likelihoods of all possible LDO coefficient combinations. Bayes’ law allows us to revise our statistical belief about the LDO parameters $P$ based on measurement of a QOI $q = q(u, x, t)$:

$$\pi(P|q) = \frac{\pi(q|P)\pi_0(P)}{\pi(q)}.$$  

(9)

MCMC sampling can be used to sample this Bayesian posterior distribution (e.g., via the Metropolis algorithm).

4. ENERGY CONSERVATION CONSTRAINTS

One of the goals of the LDO parameterizations we introduced in §2 is to provide a basis that is both robust enough to capture a qualitatively “broad” range of possible field evolution dynamics and simultaneously explicit enough that it becomes possible to constrain the LDO to obey certain physical laws. One reason we may wish to introduce physical constraints is that we do not wish to consider field evolution laws that are, in some sense, non-physical. Another is that introducing additional constraints is yet another LDO dimension-reduction that could prove helpful, especially if we wish to infer the LDO coefficients in a Bayesian setting. Thus, we limit our attention to only those LDOs that satisfy a statement of energy conservation. As we will show, this process results in a subspace $\mathcal{P}^E \subset \mathcal{P}$ consisting of those LDOs that satisfy energy conservation. Thus, the goal henceforth is to start with a statement of energy conservation and find the subspace $\mathcal{P}^E$ of LDO coefficients that satisfy that constraint. Structural UQ of the LDO for the new system could then take place in this constrained space $\mathcal{P}^E$.

The motivating assumption here is that the user has prior information regarding some – but not all – of the physics involved. Intuitively, the user does not know an exact description of the physics, but does know that that description – whatever it may be – must be conformable with some predetermined law. This prior knowledge could come from first-principles arguments about the problem, e.g. by invoking simplifying assumptions that are apparent from the operating conditions or boundary conditions of the problem. Regardless, this step will necessarily always be a domain-specific process, and it is therefore not possible to offer a general calculus for deriving this knowledge. Importantly, it should be noted that this partial enforcement of the physics does not imply that some aspects of the physics are more important than others: it simply implies that the user knows those selected aspects better than others.
The goal of the structural UQ step of our algorithm is to learn those residual closures that are not in the span of the user’s prior knowledge.

The numerical examples to come in this paper use the rotating shallow water equations, and so we demonstrate incorporation of energy conservation laws using those obeyed by the rapidly rotating shallow water equations \[25,26\]. Note, however, that the techniques demonstrated here could apply to any differential conservation statement.

The model rapidly rotating shallow water equations specify the evolution of \(N = 3\) state variables and may be written thus:

\[
\dot{u} + (u \cdot \nabla)(u) = \frac{1}{\varepsilon} (\hat{k} \times u) - \left( \frac{F^{-1/2}}{\varepsilon} \right) \nabla \eta \\
\dot{\eta} + \nabla \cdot (\eta u) = - \left( \frac{F^{-1/2}}{\varepsilon} \right) \nabla \cdot u ,
\]

where \(u = (u, v)\) are the \((x, y)\) components of velocity, \(\eta\) is the water height, \(\hat{k}\) is the unit vector normal to the \((x, y)\) plane, and \(F, \varepsilon\) are model parameters. It may be shown that this system of equations obeys the following differential energy conservation law \[25,26\]:

\[
\frac{\partial}{\partial t} \left[ \eta (E_K + E_P) \right] + \nabla \cdot (u \eta (E_K + 2E_P)) + (E_K + 2E_P) \nabla \cdot \left( \frac{F^{-1/2}}{\varepsilon} u \right) = 0 ,
\]

where kinetic and potential energies are defined as:

\[
E_K = \frac{1}{2} (u^2 + v^2) \\
E_P = \frac{1}{2} \frac{F^{-1/2}}{\varepsilon} \eta.
\]

In order to discuss energy constraints for a LDO, we obviously must first define our LDO basis functions. Let us define them as in Eq. \[5\] We are interested in finding the subspace of LDO coefficient combinations that satisfy Eq. \[11\] which we will denote as \(P^E \subset P\). We choose to use a five-point stencil \((M = 5)\), and the number of state variables is \(N = 3\), so the dimensionality of the unconstrained LDO perturbation space \(P\) is \(3Q = 408\).

One particular solution belonging to \(P^E\) is obviously given by the rotating shallow water equations themselves, as displayed in Eq. \[10\] Let us denote the LDO corresponding to a discretization of the shallow water equations as \(P^{RSW}\). Other LDOs that conserve energy may be found by examining the null space of the operator given by the partial time derivative in Eq. \[11\] which we will denote as \(P^0 \subset P\). That is, given LDO coefficients \(P^0 \in P^0\) that solve the equation:

\[
\frac{\partial}{\partial t} \left[ \eta (E_K + E_P) \right] = 0 ,
\]

the linear combination \(P^E = P^{RSW} + P^0\) will conserve energy.

Expanding Eq. \[13\] gives:

\[
\eta E_K + \eta \dot{E}_K + \eta E_P + \eta \dot{E}_P = 0 \\
\dot{\eta} \left( \frac{1}{2} (u^2 + v^2) \right) + \eta (u \dot{u} + v \dot{v}) + \frac{F^{-1/2}}{\varepsilon} \eta \dot{\eta} = 0 \\
\left( \frac{1}{2} (u^2 + v^2) + \frac{F^{-1/2}}{\varepsilon} \eta \right) \psi P^0_\eta + (\eta u) \psi P^0_u + (\eta v) \psi P^0_v = 0 ,
\]

where the subscripts of \(P^0\) denote the columns of the respective state variable. Eq. \[14\] gives an algebraic set of constraints that must be satisfied by the LDO parameters \(P^0\). Examining the structure of these constraints in concert...
with the basis given by $\psi$ (in Eq. 5) reveals that the solutions to Eq. 14 belong to the 18-dimensional vector space given by:

$$
\psi P^0 = \lambda_1 \left[ \begin{array}{c} -\frac{1}{2} u^2 - \frac{e^{-1/2}}{\eta u} \\ -\frac{1}{2} uv \\ \frac{1}{2} v^2 - \frac{e^{-1/2}}{\eta u} \end{array} \right] + \lambda_2 \left[ \begin{array}{c} -\frac{1}{2} uv \\ -\frac{1}{2} v^2 - \frac{e^{-1/2}}{\eta u} \end{array} \right] + \sum_{i=0}^{15} \lambda_{i+3} \left[ \begin{array}{c} -v \\ u \\ 0 \end{array} \right] S_i, \tag{15}
$$

where $S_0 = 1$ and $S_1 \ldots S_{15}$ are simply the elements of $S$ of order 1.

Eq. 15 represents the subspace of perturbations to the rotating shallow water dynamics (Eq. 10) that conserve energy. The reduced coefficient space $P^E$ is 18-dimensional and may be parameterized by the coordinates $(\lambda_1 \ldots \lambda_{18})$. Note that demanding energy conservation in the dynamics has reduced the allowable dimensionality of the LDO from $3Q = 408$ (the dimensionality of $P$) to 18 (the dimensionality of $P^E$).

A few comments are in order. First, we note the physical significance of the 18 vectors. The first two vectors represent scenarios in which a perturbation is made to potential energy that is equally and oppositely balanced by a perturbation to kinetic energy, resulting in a net zero addition to total energy. Meanwhile, the 16 vectors associated with $(\lambda_3 \ldots \lambda_{18})$ all involve a stencil element multiplied by $u^\perp$, and hence represent rotational terms (with zero perturbation to potential energy). We have only defined kinetic energy as translational kinetic energy and hence rotational terms do not affect that quantity, which explains why they appear in Eq. 15.

Second, from a numerical perspective, many of the 16 rotational perturbations – while theoretically permissible – may not make sense. For example, consider the perturbation $[-v, u, 0] u^H$ (where $u^H$ is $u$ at the right stencil point). Numerically, there are few reasons why a discretized PDE would perturb the right stencil value completely independently of the other stencil values. This motivates the possibility of introducing additional numerical constraints. For example, we may argue that we are only interested in that subset of the 16 rotational terms that are associated with discretized spatial operators, such as $\nabla u$ and $\nabla^2 u$. This would further reduce the dimensionality of allowable LDO coefficients. This reduction could be achieved, for example, by switching to a less expansive basis, such as Eq. 6.

5. REDUCED-ORDER MODELING OF THE LDO

In this section, we turn our attention to the process of constructing a reduced-order model (ROM) for a LDO. The practical setting we envision for this is one in which we are attempting to infer a LDO that matches some QOI from some empirical dataset for which direct regression is not possible, because we cannot observe the full state. We envision that we have, however, been able to analyze one (or several) numerical model(s) into the LDO feature space using the constrained regression techniques above; now, we wish to search in a neighborhood of feature space close to those numerical models for a new LDO that produces the best match as judged by some quantity of interest from the empirical dataset.

Because this is to be done in a Bayesian setting in which candidate LDOs are forward integrated, we have a clear motivation to investigate whether a ROM could reduce the computational runtime of testing a LDO. If a ROM – identified for a particular set of LDO coefficients and a particular set of initial conditions – provides reasonably correct output over a relevant range of LDO coefficient perturbations, then we may use that single ROM in place of the full LDO corresponding to a different set of LDO coefficients, and perform LDO coefficient inference on the output from the single ROM.

We should point out that the ROM we use here – POD-DEIM-Galerkin projection – does not respect any conservation laws, even if the LDO that generated it does. This is less than optimal, given that we have explicitly introduced conservation statements into the problem. However, two remarks are in order. First, the hope is that the ROM will be accurate enough over the window of time during which the user collects data that the discrepancies between the candidate QOI and the true QOI will be dominated by differences in the structure of the physics, which is what we are ultimately attempting to correct. We will see some support for this hypothesis in the numerical examples to follow. Second, there is recent research in model reduction that can ensure that a ROM inherit the same conservation properties that were defined on the original model [27-33]. These structure-preserving ROMs could be used in place of the POD-DEIM-Galerkin approach. We leave this as an improvement to be explored in future research.
We assume that we can write the relevant system dynamics for the discretized system as follows:

\[
\dot{X} = f(X),
\]

(16)

where \( X \in \mathbb{R}^{N_X \times N} \) is the full discrete state and \( f(X) \) is a LDO (applied at all \( N_X \) spatial points).

One approach for building a ROM for a LDO follows the traditional notions of POD-Galerkin projection \([4,5,22]\). If we have collected some data from simulations corresponding to a particular LDO whose coefficients we have already identified, then we may reduce the state dimension by computing a set of orthogonal basis vectors from the data snapshots and projecting the state onto these modes:

\[
X \approx \Phi c,
\]

(17)

and similarly, we may project the system dynamics onto these modes:

\[
\dot{c} \approx \Phi^T f(\Phi c),
\]

(18)

where \( \Phi \in \mathbb{R}^{N_X \times m}, m \ll N_X \), is a matrix whose columns are the \( m \) POD modes, and \( c \in \mathbb{R}^m \) are the expansion coefficients.

While this process reduces the state dimension, we must still evaluate the expensive LDO \( f(\Phi c) \) at all \( N_X \) spatial points at each timestep, so computationally we have not gained anything in going from Eq. 16 to Eq. 18. One strategy for overcoming this is to form an approximating function for \( f(\Phi c) \) based on an evaluation of it on a sparse set \( d \ll N_X \) points. The Discrete Empirical Interpolation Method (DEIM) provides one way of achieving this \([34,35]\). Specifically, we can approximate the LDO as follows:

\[
f(\Phi c) \approx U (D^T U)^{-1} D^T f(\Phi c),
\]

(19)

Here, the LDO \( f(\cdot) \) is only evaluated at \( d \) spatial points, which are selected by a greedy algorithm. \( U \in \mathbb{R}^{N_X \times d} \) is the matrix of POD modes computed for the LDO \( f(X) \), which can be found by applying the LDO to the simulation data. \( D \in \mathbb{R}^{N_X \times d} \) is an index matrix which corresponds to selected columns of the \( N_X \times N_X \) identity matrix, and it is constructed such that the product \( D^T f(\Phi c) = f((\Phi c)^k) \), where \( k = i_1 \ldots i_d \) are indices for the \( d \) DEIM spatial points.

 Altogether, the LDO ROM may be written:

\[
\dot{c} \approx \left[ \Phi^T U (D^T U)^{-1} \right] D^T f(\Phi c) = Rf_d(\Phi c),
\]

(20)

where the ROM matrix \( R = \Phi^T U (D^T U)^{-1} \) may be precomputed, and \( f_d \equiv D^T f \).

Importantly, it should be noted that this ROM is identified for a particular LDO, using data obtained with a particular set of initial conditions. If either of these things is altered, one should expect the accuracy of the ROM to degrade. However, the ROM may still produce output that is accurate enough for the purposes of inferring perturbations to the LDO from which it was derived.

6. NUMERICAL EXAMPLES: LDO INference

In this section, we present a number of numerical examples demonstrating LDO inference and structural UQ. Specifically, we use the example of the rotating shallow water equations and the conservation of energy law (Eq. 11) that they obey. The reason we choose to use the rotating shallow water equations is because they are relatively accessible to implement while still preserving key ingredients of oceanic flows, such as quasi-two-dimensionality, geostrophic and hydrostatic balance, and topographic effects.

Our goal is to illustrate the twofold objectives of system identification and structural UQ. Regarding the former, we wish to demonstrate how LDO coefficients may be inferred via regression in an appropriate feature space when the full-state is known. This is intended to represent the practical setting in which we wish to analyze a numerical model...
into the LDO basis. Regarding the latter objective, we wish to demonstrate how the constrained LDO coefficient space \( P^E \) may be searched in an area close to the numerical model coefficients for candidate LDO coefficients that produce good matches with some QOI from some empirical dataset.

The LDO coefficient subspace in which we will work takes the form:

\[
\mathbf{f} = \mathbf{f}_{\text{RSW}} + \lambda_1 \begin{bmatrix} -\frac{1}{2} u^2 - \frac{E^{1/2}}{\epsilon} \eta \\ -\frac{1}{2} u^2 \end{bmatrix} + \lambda_2 \begin{bmatrix} -\frac{1}{2} u^2 - \frac{E^{1/2}}{\epsilon} \eta \end{bmatrix},
\]

where \( \mathbf{f}_{\text{RSW}} \) denotes the LDO for the rotating shallow water dynamics (using \( F = 1000 \) and \( \epsilon = 0.05 \)) and \( (\lambda_1, \lambda_2) \) represent perturbations in \( P^E \). In this section, the rotating shallow water equations represent the numerical model that we will learn via full-state regression, and \( (\lambda_1, \lambda_2) = (20, -20) \) represents the LDO corresponding to the dynamics that underlie our empirical dataset. The initial conditions used are displayed in Fig. 1.

We note that the 2-dimensional perturbation subspace (Eq. 21) we are using (referred to hence as \( P^E \)) is itself a subspace of the more general 18-dimensional energy-conserving subspace derived in §[4]: we are neglecting the 16 perturbation vectors associated with pure rotation and are only considering those which involve equal and opposite perturbations to kinetic and potential energies. We have chosen to further constrain the allowable LDO coefficient space in this way so as not to obfuscate the intended purpose of these examples. Our goal in these examples is simply to demonstrate LDO inference given different observables (e.g., full or partial state observables, coarse state observables) and different approaches to generating those observables (e.g., full LDO calculation or ROM approximation of the LDO). In principle, consideration of the full 18-dimensional space would change nothing about our inference methods; it would simply require more computational time and would be less easy to visualize.

To illustrate the different dynamics possible in the subspace \( P^E \), we display snapshots of the state variable \( \eta \) for the perturbed dynamics compared to those of the RSW equations in Fig. 2. As can be seen, the perturbed dynamics can look quite different relative to the base RSW dynamics after some time has passed. Also apparent from this is that the dynamics could potentially “blow-up” in finite-time, depending on the choice of LDO coefficient perturbations. We can get some insight into this by examination of the energy conservation statement Eq. 11, which reveals that there are terms present that are not perfect divergences and hence can act as sources/sinks for energy. The LDO perturbations we are allowing are chosen simply to be consistent with that differential energy law, which is obeyed by the RSW equations. Since that differential law does not guarantee that the total energy (i.e., integrated over space) will remain constant in time, we have no guarantee that the dynamics consistent with that law should exist for all time.

What follows are several demonstrations in which we attempt to infer the dynamics given different observables and different models for generating observables. Our first example is a simple demonstration of how the LDO may be regressed from data if one has access to the full state. After this, the remaining examples involve inferring the perturbed dynamics compared to those of the RSW equations in Fig. 2. As can be seen, the perturbed dynamics can look quite different relative to the base RSW dynamics after some time has passed. Also apparent from this is that the perturbed dynamics under the assumption of imperfect knowledge of the state and/or dynamics. In particular, we will investigate whether “coarse” (to be defined) state output is sufficient for inference purposes, and whether a POD-DEIM ROM identified for the RSW LDO can be used as a fast model for LDO inference.

### 6.1 Full-State Data Regression

Our first example is a simple confirmation that a LDO may be regressed from data, as described in §[3.1]. Here, we use data generated from the RSW equations, with no perturbation to the dynamics. We generate data from the RSW equations using a structured Cartesian grid of 100×100 spatial points. We use explicit timestepping with a time step \( \Delta t = 0.2 \frac{1}{\Delta x^2} \). We perform a simple timestep convergence study in Fig. 3, in order to confirm that this value is within the asymptotic region of convergence. In this plot, \( \Delta t_0 \) corresponds to the time step value we have chosen to use. We forward integrate the RSW equations for a prescribed period of time for different values of the time step \( \Delta t \), and we calculate the L2-norm of the solution error between a solution obtained with that \( \Delta t \) and the same solution calculated with high temporal resolution (corresponding to \( \frac{\Delta t_0}{\Delta t} = 64 \) in the figure). Indeed, we observe that the L2-norm of the...
solution error decreases linearly on a log-log scale with a slope of approximately -1, which indicates algebraic solver convergence [36].

We begin by using least-squares regression with all quadratic combinations of the stencil elements as the basis \( \Psi \). In all experiments, our stencil consists of the traditional 5-point stencil. For regression, we solve the normal equations:

\[
(\Psi^T \Psi) P = (\Psi^T Y) , \quad Y = \begin{bmatrix} f_1 & \cdots & f_N \end{bmatrix} .
\]  

(22)

As described previously, \( \Psi \in \mathbb{R}^{N_S \times Q} \), \( P \in \mathbb{R}^{Q \times N} \), and \( Y \in \mathbb{R}^{N_S \times N} \). We use column-pivoted QR factorization to solve the problem in a well-conditioned way. Note that, in practice, we would begin by constraining the LDO parameter space with the prior physics knowledge that we introduced in §[4]. Indeed, we will solve the regression problem for this constrained case as well. However, first considering the unconstrained problem is a valuable pedagogical bridge that addresses several important issues in LDO regression that arise when there are many predictor variables.

The main difficulty encountered when solving the unconstrained regression problem is that many of the predictors (i.e., the basis elements) are highly-correlated with one another (“multicollinearity”). This unfortunately makes the regression fairly non-robust. If the data are generated using Euler time-stepping, then the LDO should be able to exactly fit the data and in this special case, the results are fairly good (see Fig. 4a).

However, the results are much poorer if a different numerical scheme is used for time-stepping (e.g., Runge-Kutta). This is partially because the LDO can no longer fit the data exactly. For example, Runge-Kutta has the effect of both extending the stencil and enlarging the polynomial order of the LDO, which means that no LDO consisting of quadratic polynomial combinations of a five-point stencil will be able to exactly fit the data. This slight error is enough to greatly magnify the effects of the multicollinearity amongst the predictors, resulting in a relatively poorer data fit (see Fig. 4b). It should further be noted that in the example displayed in Fig. 4, five experiments with different initial conditions have been used in an attempt to factor out the “richness” of the dataset as a contributor to multicollinearity (indeed, if the dataset were to consist of only a single experiment, the predictors would be more highly correlated and the LDO coefficient fit would be even worse).

If we hypothesize that the main hurdle to achieving a robust numerical regression in our case is multicollinearity, then there are several “standard” strategies we may exploit to alleviate this issue. First, we can switch to using a basis consisting of only some differential operators (see Eq. [6], this illustrates another important reason for using such a basis in addition to LDO basis dimension reduction. Second, we can use the LASSO method instead of least-squares fitting. This method promotes a sparse solution to the LDO inference problem, which is justified on the hypothesis that the solution will be sparse. Note that, in practice, one would generally need to use a technique such as cross-validation to arrive at an acceptable weight parameter for LASSO. Fig. 5 shows an example of how using the differential operator basis in addition to LDO basis dimension reduction. Second, we can use the LASSO method instead of least-squares fitting. This method promotes a sparse solution to the LDO inference problem, which is justified on the hypothesis that the solution will be sparse. Note that, in practice, we would begin by constraining the LDO parameter space with the prior physics knowledge that we introduced in §[4]. Indeed, we will solve the regression problem for this constrained case as well. However, first considering the unconstrained problem is a valuable pedagogical bridge that addresses several important issues in LDO regression that arise when there are many predictor variables.

Ultimately, however, we are interested in solving the constrained regression problem, since that solution will inform the prior we use in the subsequent structural UQ step. The setup for this problem is a slight variation on what we have already done. As before, we solve the normal equations as in Eq. 22; however, the matrices we use are now as follows:

\[
\Psi = \begin{bmatrix} \Psi_u & \Psi_v & \Psi_\eta \end{bmatrix} \in \mathbb{R}^{3N_S \times 2} , \quad P = \lambda \in \mathbb{R}^{2 \times 1} , \quad Y = \begin{bmatrix} \Delta f_u \\ \Delta f_v \\ \Delta f_\eta \end{bmatrix} \in \mathbb{R}^{3N_S \times 1} .
\]  

(23)

Here, the submatrices \( \Psi_u, \Psi_v, \Psi_\eta \in \mathbb{R}^{N_S \times 2} \) represent the \((u, v, \eta)\) components of the constrained basis vectors displayed in Eq. [21] and \( \Delta f = f - f_{RSW} \) (the subscripts denote the respective state components). For a given snapshot of data, \( f_{RSW} \) is calculated simply by applying the LDO corresponding to the RSW equations to that snapshot. Formulating the regression problem in this way, we calculate a numerical result of \( \lambda = (-0.015, -0.030) \), which is very close to the true values of \( \lambda = (0, 0) \).
6.2 Single State Observable

We now turn our attention to the more difficult task of inferring the perturbed LDO given only imperfect knowledge of the state. This problem is meant to illustrate structural UQ – it is a scenario in which we only have access to incomplete information from an empirical dataset, and we wish to find a LDO that matches that QOI. The full-state inference of the RSW LDO in the previous section represents the numerical code model that we have learned, and now our goal is to search in an area of the energy-constrained subspace close to that numerical model for a LDO that produces a good match with the empirical QOI. Thus, the link between the previous step (regression) and this one (structural UQ) comes via the prior distribution we impose over the constrained LDO parameter space. Specifically, we choose a prior distribution that is centered at the mean values of $\lambda$ that we inferred last section. Intuitively, our prior should weight points closer to that mean value more highly, and so we use a Gaussian distribution with a standard deviation of 30.

The incomplete QOI that we consider in this case will be the state variable $\eta$, and nothing else. We assume that we are able to observe snapshots of this state variable at any point in time from the black-box dynamics of interest, and we wish to infer the LDO from this.

We elect to use the Metropolis MCMC algorithm to perform inference of the parameters $(\lambda_1, \lambda_2)$. With access to the fully-resolved variable $\eta$, we define our observable for the Metropolis algorithm as the RMS error of $\eta$:

$$
\epsilon_{l_2} = \left[ \int_0^T \left( \int_V \left| (\eta_{\text{true}} - \eta_{\text{model}})(x, t) \right|^2 \, dx \right) \, dt \right]^{1/2},
$$

where $\eta_{\text{model}}$ is $\eta$ calculated from some LDO under consideration. We approximate the integral in Eq. 24 using 5,000 snapshots in time, collected using a time step $\Delta t = 0.2 \, \Delta x^2$, where $\Delta x$ denotes the grid point spacing (we use a $100 \times 100$ grid of uniformly distributed points).

We define the Bayesian likelihood function as a normal distribution function of $\epsilon_{l_2}$:

$$
\pi(\lambda|\epsilon_{l_2}) = \exp \left( -\frac{1}{2} \frac{(\epsilon_{l_2})^2}{\sigma^2} \right).
$$

Of course, the parameter $\sigma$ is a free-parameter that must be chosen; we set $\sigma = 300$.

The posterior, estimated using 1,000 samples, is displayed in Fig. 6. We can clearly see that the MCMC samples converge strongly to a cluster which is exactly centered about the true values of $\Lambda$.

6.3 Coarse-Data Observable

The previous examples illustrate how constrained inference may proceed in situations where access to one or more fully-resolved states is assumed. This is useful for demonstration purposes of the MCMC algorithm; however, the more realistic scenario for constrained inference occurs when we only have access to some observable function of the state which is of lower informational value. We show here an example of LDO inference in the energy-constrained subspace using state observations that are coarse in space and time. This emulates a situation in which only sparse observations of low spatial quality are available for structural UQ purposes.

In this example, we define “coarse” data by interpreting it as a kernel approximation to the actual state; for example,

$$
\eta(x', t') \approx C(\eta(x', t')) = \int_T \int_X K(x', x, t', t) \eta(x, t) \, dx \, dt
$$

is an approximation to the state $\eta$. Different choices of the kernel $K(x', x, t', t)$ are possible. For simplicity, we use the following discontinuous kernel:

$$
K(x', x, t', t) = \begin{cases} 
\frac{1}{|V|}, & \text{if } (x', t') \in V \text{ and } (x, t) \in V \\
0, & \text{otherwise}
\end{cases}
$$
where \( V \) is a hypercube in space-time. This choice of kernel corresponds to a local space-time average in some \( V \). Thus, we can then coarsen the data by dividing space-time into several non-overlapping boxes, and then computing the local average within each of these boxes via Eq. 26. If we take this locally-averaged data to be our observable, we may define an error metric just as in Eq. 24 except with \( \eta_{\text{true}} \) and \( \eta_{\text{model}} \) replaced by their coarsened versions. One way to express the level of coarsening is with the ratio of the fine-to-coarse grid size. In this example, we use a spatial coarsening ratio of 25 (i.e., 25 fine grid points are contained in each coarse grid box), and a temporal coarsening ratio of 25 (i.e., 25 snapshots in time are averaged together in the coarsening operation). Example snapshots using this process are shown in Fig. 7.

As in the previous example, we perform our inference in the energy-constrained subspace \( \mathcal{P}^E \), and we are attempting to infer the parameters \((\lambda_1, \lambda_2)\). The MCMC posterior (calculated with 1,000 samples, and \( \sigma = 300 \) in Eq. 25) using the coarse-data observable is shown in Fig. 8. The MCMC samples converge as before to a cluster in parameter space, which is roughly centered about the true values.

### 6.4 Coarse-Data Observable, Computed with a ROM

In this example, we investigate whether LDO coefficient inference can be successfully done using a ROM identified for the base LDO in place of the actual LDO corresponding to a given perturbation. The methodology for calculating a LDO ROM is sketched in §5. Again, the motivation for this is computational expense: doing Bayesian inference in LDO space could be expensive, even with energy constraints, simply because it involves calculating discrete-time dynamics by forward-integrating candidate LDOs.

As before, our base LDO (and the ROM identified for it) corresponds to the RSW equations (which corresponds to \( \lambda = (0,0) \)). We use the same energy-preserving perturbation to the base LDO as in the previous example, and perform our inference in the corresponding 2-dimensional space \( \mathcal{P}^E \). We take our observable to be the state variable \( \eta \), coarsened with the operator \( C(\cdot) \) as defined in Eq. 26. We use the error metric in Eq. 24 (albeit with the coarsened versions of \( \eta \)).

To begin, we might wonder about collecting increasing numbers of snapshots from candidate LDO simulations in the MCMC algorithm, and how this affects the accuracy and precision of the calculated posterior. Usually, we would expect this relationship to be monotonic: more data is always better. However, because we are using a ROM whose accuracy is limited by the original base data used to derive it (i.e., snapshots from the RSW LDO), this is not necessarily the case. That is, there is a temporal trade-off between aggregating more information and the degrading accuracy of the ROM. Since all simulations begin with the same initial conditions as those used to derive the RSW ROM (shown in Fig. 1), the ROM is most accurate for a given perturbed LDO at early times, when the spatial characteristics of the state variables are close to those of the RSW equations and hence largely spanned by the POD bases used to describe them in the ROM (see Fig. 9a). However, as time progresses, the spatial patterns of the solutions quickly diverge from those exhibited by the RSW equations as the differences in structural governing dynamics become increasingly apparent. While this information is useful in discriminating amongst different LDOs, it is only useful if the ROM can reproduce it. As would be expected, the accuracy of the ROM does degrade as the spatial patterns exhibited by a given LDO diverge from those used by the ROM to describe them (see Fig. 9a, 9b, and 10).

Thus, we are led to conclude that the best compromise available to us is a middle ground in which we collect just enough observable data from the ROM in the MCMC algorithm such that the relevant structural differences begin to manifest themselves, but not so much that the growing inaccuracies of the ROM incorrectly skew our inference results. Fig. 11 provides some empirical evidence of this. We see that if we limit ourselves to a relatively low number of snapshots (Fig. 11a) for inference purposes, then the highest likelihood samples in our posterior lie along a broad swath in parameter space. On the other hand, using a relatively high number of snapshots (Fig. 11d) collapses the ridge, but the posterior now completely misses the true parameters. A number of snapshots between these two extremes (Fig. 11b or 11c) produces a reasonable compromise between accuracy and precision.

We should also briefly discuss a procedure for determining the temporal threshold at which we stop collecting data due to the decreasing fidelity of the ROM. The most straightforward way to do this is to simply choose some random samples in LDO parameter space, do a forward simulation of the corresponding full LDO without a ROM, and
then redo those calculations using the ROM. One could then compare the ROM-calculated solutions against the full LDO simulations and get an estimate of the length of time over which the ROM is able to provide reasonably faithful predictions. Certainly, this approach does add some computational overhead, and depending on the computational expense of the full LDO system, the user might be limited in terms of how many full candidate LDO simulations they can afford to do. Notwithstanding, this is a simple and accurate way of estimating the ROMs fidelity over the relevant parameter space. We would recommend doing this in practice.

Additionally, we should add that there are statistical tools for explicitly integrating terms that attempt to account for model error into computer simulations (see, for example, [37,38]). If we wanted to go a step further with the ROM-error accounting/correction, then it is possible that these tools could be useful. One could potentially introduce a discrepancy term that would account for the ROM error. Of course, we would have to have some prior knowledge about the ROM error in order to do this accurately, which we might obtain by the process outlined above.

Although we have lost some of the statistical precision in the posterior by using a ROM for the LDO, we have gained a significant advantage in terms of computational runtime. One way to assess this is the number of floating point operations required to calculate a LDO versus a POD-DEIM ROM. For the former, one must first compute the terms in the basis matrix $\Psi$ at each spatial point, which is a total of $QN_X$ operations (where $N_X$ denotes the number of grid points). Next, one must compute the matrix product $\Psi P$, which requires $O(N_X Q N)$ operations, giving $O(N_X Q N)$ operations. In our examples, $N_X = 10^4$, $N = 3$, $M = 5$, $Q = 136$, so $O(10^9)$ flops are required (for each timestep). By comparison, the ROM first involves computing the POD state approximate $\Phi e$ at the $d$ DEIM points and at all of the $M - 1$ points in their respective stencils (a total of at most $Md$ points), which involves $O(Mmd)$ operations (where $m$ is the number of state POD modes). Next, the LDO must be evaluated on those $d$ DEIM points, which amounts to calculating the basis elements and then computing $\Psi P$ on each of those points, which involves $O(Qd N)$ operations. Finally, the matrix product $R_{fd}$ must be computed, which involves $O(md)$ operations. Altogether, the total number of operations for each timestep is $O(Mdm + Qd N)$. In our examples, we use $m = 30$ and $d = 105$, giving a total of $O(10^4)$ operations. This is around 100 times fewer flops and represents a significant computational alleviation. Empirically, we find that the ROM-based simulation is approximately 25 times faster than the full LDO simulation, which is reasonably close to our asymptotic operation-count analysis.

6.5 Other Issues: Multiple Time Scales, State Space Location of Data

In this section, we briefly address some questions related to the effect of the underlying dynamics – and the numerical code that implements those dynamics – on the accuracy of the inferred LDO. Specifically, we consider how LDO accuracy is affected by dynamics with fast/slow time scales, and how it is affected by the location of the data in state space. This is motivated by a dynamical systems perspective: there could be regions of state space in which some terms in the governing dynamics are relatively small in magnitude (e.g., close to a fixed point where linear dynamics dominate), which might present a problem to the regression method that attempts to infer them. The practical concern this presents is that in order to accurately learn those terms, it may be necessary to sample the dynamics at many timescales and many locations in state space – which could be expensive – in order to infer a reasonable LDO.

We also note that in these examples, we use a set of features that does not correspond exactly to the operators used in the discretization of the numerical solver. This is important in the sense that we would like for our feature set to be both agnostic to and independent of the discretization used in the actual numerical solver – if this were not the case, then we would always have to use a feature set that included an exact replication of all the algorithms implemented in the numerical code, which is neither desirable (nor feasible, often) from the standpoint of system identification.

A nice property of the RSW equations is that they allow for the two fundamental classes of fluid motion found in oceanic dynamics: slow vortical motions and fast (inertia-gravity) wave motions. Thus, they provide a nice testbed for us to investigate the effects of multiple time scales and the location of the data in state space on LDO accuracy. To do that, we assess the accuracy of the inferred LDO in three separate cases. In the first case, the data used for the LDO inference is a trajectory along the fast mode of the linearized system. In the second case, the data used is drawn from a trajectory along the slow linear mode, while the third case is a more general trajectory that includes both fast and slow components.
Fig. [12] shows a comparison of the evolution of the state of the system as obtained by the forward-integration of the inferred LDO against the evolution in the original system for a fast mode initial condition. We note that the LDO inference used data from the original solver only up to a time of 0.03 so that the snapshots shown at times 0.032 and 0.064 are both extrapolations from the point of view of LDO inference. The comparison is seen to be good. Thus, we see that in order to learn the fast linear dynamics, we need not worry about collecting data for long periods of time or in multiple regimes of state space.

As mentioned earlier, we would also like to confirm in these examples that the LDO inference procedure does not demand that the features used be exact replicas of those operators implemented in the numerical solver. Thus, the data used for the LDO inference come from a pseudo-spectral solver, while the actual features themselves are consistent with the formulation of §[2]. In light of the results in Fig. [12], we see that for the fast mode dynamics, it is indeed possible to infer a reasonable LDO using features that are independent from the operators implemented in the numerical solver.

We now consider the evolution of a slow-mode initial condition. Fig. [13] shows a similar comparison as in the fast-mode initial condition case previously discussed. In this case, the LDO inference used data from the original solver only up to a time of 0.01 so that the snapshots shown at times 0.5 and 1.0 are both (long-term) extrapolations from the point of view of LDO inference. Again, the comparison is seen to be good, indicating that – as in the previous case – it is not necessary to exhaustively sample wide swaths of state space for long time periods, or to use a set of features that correspond exactly to the operators used in the numerical solver.

Finally, we consider the evolution of an initial condition that represents a combination of both fast and slow mode components, as occurs in the oceans and the atmosphere. In this example, the u-component of velocity and the height fields contain both the slow vortical components and the fast wave components whereas the v-component of velocity contains only the fast wave component. This case represents a qualitatively important difference from the previous two, since our initial condition no longer lies along an eigenvector of the linearized system, and so nonlinear terms may be more pronounced for this case. Fig. [14] displays a comparison of the evolution of the state of the system as obtained by the forward-integration of the inferred LDO against the evolution in the original system. In this example, data up to a time of 0.75 was used in inferring the LDO, thus making the snapshots at a time of 1.00 LDO-extrapolations. In contrast to the previous cases, the LDO evolution here is seen to be only approximately correct.

One possible explanation for these discrepancies is that there is some error in the inferred nonlinear terms of the LDO, which was effectively irrelevant in the previous two cases where linear dynamics dominated. This could be the case, for example, if the features we have used can only at best provide a cruder approximation of the dynamics relative to the more accurate pseudo-spectral solver implementation. Another possibility is that the flow evolution is highly sensitive to location in state space, and so even slight differences between the two systems compound quickly in time. This could be the case if, for example, the underlying flow dynamics were chaotic in this regime of state space. While the former explanation is an artifact of the inference procedure, the latter is a fundamental property of the dynamics, and it is not immediately clear which of the two (or both) accounts for the observed discrepancies. Regardless, in order to not detract from the main narrative of the article, we postpone a discussion of such issues and attendant modifications to the LDO inference procedures to a future article.

7. CONCLUSIONS

The intended purpose of this paper was to (1) define a mathematical representation of a model structure that can be manipulated easily and independently of the original numerical source code, (2) infer this structure non-intrusively using simulation output, (3) efficiently approximate the impact of perturbations to a model structure on the model dynamics, using ROM techniques, and (4) sample the space of structural uncertainties consistent with data/physical constraints, and propagate these to uncertainties in predictions (Bayesian calibration).

The testbed problem on which we demonstrated these objectives was the 2D rotating shallow water equations. We successfully inferred LDO approximations to the RSW continuum dynamics using two different sets of features defined on the stencil field values (i.e., quadratic polynomials and differential operator approximations). We then saw how it helped to introduce some assumptions about allowable LDO structures, using energy conservation laws...
and sparsity-promoting regression. We constructed a ROM for the purpose of efficient Bayesian calibration, using non-intrusive system identification (POD-DEIM-Galerkin projection). We found that the predictive accuracy POD-DEIM-Galerkin model decreases monotonically with time; this was expected, since in the Bayesian calibration we are changing the dynamics from which the ROM was derived. However, we also found some evidence that the ROM can be sufficiently accurate for an initial period of time such that we can “rule out” large areas of LDO parameter space before it degrades too much. Using this ROM, we were able to efficiently generate and search many hypothetical model structures in LDO parameter space and infer those which were consistent with a coarse observable quantity of interest.

The envisioned practical setting for these ideas is quantification/learning of subgrid physics. Our intent is to build a dictionary of local features that is capable of representing a suite of subgrid models, learn several such numerical closure models in that basis, and then search around that area of feature space for a LDO that reproduces a QOI from some dataset that we regard as the “truth”.

As we have demonstrated the basics on a toy problem (i.e., the shallow water equations), the next step is to apply these ideas to more complex numerical codes. We are currently attempting to do this with MPAS-Ocean [39], which is an unstructured code for ocean dynamics that has several horizontal/vertical mixing parameterizations and closures implemented. We hope to learn these closure models in a local feature space, and then use the results to guide an inference of the subgrid physics for an empirical dataset. This broad topic will be the subject of future follow-up studies on our part.
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| 2      | Illustration of effects of structural perturbations to the RSW equations on the forward-integrated dynamics. Shown are snapshots of $\eta$ for different LDOs (different values of $\lambda$), after $T_1 = 1,000$, $T_2 = 3,000$, and $T_3 = 5,000$ time steps with $\Delta t = 0.2 \frac{1}{\Delta x^2}$. “D.N.E.” stands for “Does not exist” (due to solution “blow up”). The colorscale range is (-0.15,1.75). |
| 3      | Timestep convergence study for the forward Euler method applied to the RSW equations. |
| 4      | Least-squares regression of the LDO coefficients for the quadratic polynomial basis ($\times$-markers denote the actual coefficients – obtained by finite differencing the RSW equations – and $\circ$-markers denote the regressed coefficients). The basis used corresponds to Eq. 5. |
| 5      | LDO coefficient regression using the differential operator basis ($\times$-markers denote the actual coefficients – obtained by finite differencing the RSW equations – and $\circ$-markers denote the regressed coefficients). Data generated using 4th-order Runge-Kutta. The basis used corresponds to Eq. 6. |
| 6      | Posterior distribution using the fully-resolved state observable for $\lambda$ generated with 1,000 MCMC samples ($\lambda_{\text{true}}$ is shown as the black $x$). |
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| 8      | Posterior distribution using the coarsened $\eta$ observable for $\lambda$ generated with 1,000 MCMC samples ($\lambda_{\text{true}}$ is shown as the black $x$). |
| 9      | Snapshots of the true LDO states (rows 1 and 3) compared to ROM-calculated states (rows 2 and 4) using $\lambda = (20, -20)$ and $\Delta t = 0.2 \frac{1}{\Delta x^2}$. |
| 10     | Discrepancy between true $\eta$ ($\lambda = (20, -20)$) and ROM-calculated $\eta$ as a function of time ($\Delta t = 0.2 \frac{1}{\Delta x^2}$). Here, we use the error metric $e_{\eta}(t) = \int_x |\eta_{\text{true}} - \eta_{\text{ROM}}|/|\eta_{\text{true}}|(x,t)dx$. |
| 11     | Posterior distributions (using a POD-Galerkin ROM as a surrogate for the LDOs) for $\lambda$ generated with 1,000 MCMC samples ($\lambda_{\text{true}}$ is shown as the black $x$). Respective values of $\sigma$ used in the likelihood function (Eq. 25) are noted. |
| 12     | Forward integration of the inferred LDO is seen to correctly predict (extrapolate) the evolution of fast waves in the system. |
| 13     | As in Fig. 12, the learned LDO map is seen to be able to capture the slow dynamics correctly as well. Note the differences in $v$-velocity are the level of machine precision (round-off errors). |
| 14     | In the context of a more generic initial condition that involves both fast wave modes and slow vortical modes, significant differences are seen in predictions based on the inferred LDO suggesting the need for more sophisticated approaches to LDO inference. |
FIG. 1: Initial conditions used for all dynamics.
FIG. 2: Illustration of effects of structural perturbations to the RSW equations on the forward-integrated dynamics. Shown are snapshots of $\eta$ for different LDOs (different values of $\lambda$), after $T_1 = 1,000$, $T_2 = 3,000$, and $T_3 = 5,000$ time steps with $\Delta t = 0.2 \frac{1}{\Delta x^2}$. “D.N.E.” stands for “Does not exist” (due to solution “blow up”). The colorscale range is (-0.15, 1.75).
FIG. 3: Timestep convergence study for the forward Euler method applied to the RSW equations.
FIG. 4: Least-squares regression of the LDO coefficients for the quadratic polynomial basis (×-markers denote the actual coefficients – obtained by finite differencing the RSW equations – and ◦-markers denote the regressed coefficients). The basis used corresponds to Eq. 5.
FIG. 5: LDO coefficient regression using the differential operator basis (×-markers denote the actual coefficients – obtained by finite differencing the RSW equations – and ○-markers denote the regressed coefficients). Data generated using 4th-order Runge-Kutta. The basis used corresponds to Eq. 6.
FIG. 6: Posterior distribution using the fully-resolved state observable for $\lambda$ generated with 1,000 MCMC samples ($\lambda^{\text{true}}$ is shown as the black x).
(a) Fine data field.  
(b) Coarse data field.

FIG. 7: Illustration of the coarsening operation.
FIG. 8: Posterior distribution using the coarsened $\eta$ observable for $\lambda$ generated with 1,000 MCMC samples ($\lambda^{\text{true}}$ is shown as the black x).
FIG. 9: Snapshots of the true LDO states (rows 1 and 3) compared to ROM-calculated states (rows 2 and 4) using $\lambda = (20, -20)$ and $\Delta t = 0.2 \frac{1}{\Delta x}$. 
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FIG. 10: Discrepancy between true $\eta (\lambda = (20, -20))$ and ROM-calculated $\eta$ as a function of time ($\Delta t = 0.2 \frac{1}{\Delta x^2}$). Here, we use the error metric $\epsilon_\eta(t) = \int |\eta_{true} - \eta_{ROM}| / |\eta_{true}|(x, t)\,dx$. 
FIG. 11: Posterior distributions (using a POD-DEIM-Galerkin ROM as a surrogate for the LDOs) for $\lambda$ generated with 1,000 MCMC samples ($\lambda^{\text{true}}$ is shown as the black x). Respective values of $\sigma$ used in the likelihood function (Eq. 25) are noted.
FIG. 12: Forward integration of the inferred LDO is seen to correctly predict (extrapolate) the evolution of fast waves in the system.
FIG. 13: As in Fig. 12, the learned LDO map is seen to be able to capture the slow dynamics correctly as well. Note the differences in v-velocity are the level of machine precision (round-off errors).
FIG. 14: In the context of a more generic initial condition that involves both fast wave modes and slow vortical modes, significant differences are seen in predictions based on the inferred LDO suggesting the need for more sophisticated approaches to LDO inference.