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Abstract

In this article, we analyze perinatal data with birth weight (BW) as primarily interesting response variable. Gestational age (GA) is usually an important covariate and included in polynomial form. However, in opposition to this univariate regression, bivariate modeling of BW and GA is recommended to distinguish effects on each, on both, and between them. Rather than a parametric bivariate distribution, we apply conditional copula regression, where marginal distributions of BW and GA (not necessarily of the same form) can be estimated independently, and where the dependence structure is modeled conditional on the covariates separately from these marginals. In the resulting distributional regression models, all parameters of the two marginals and the copula parameter are observation-specific. Besides biometric and obstetric information, data on drinking water contamination and maternal smoking are included as environmental covariates. While the Gaussian distribution is suitable for BW, the skewed GA data are better modeled by the three-parametric Dagum distribution. The Clayton copula performs better than the Gumbel and the symmetric Gaussian copula, indicating lower tail dependence (stronger dependence when both variables are low), although this non-linear dependence between BW and GA is surprisingly weak and only influenced by Cesarean section. A non-linear trend of BW on GA is detected by a classical univariate model that is polynomial with respect to the effect of GA. Linear effects on BW mean are similar in both models, while our distributional copula regression also reveals covariates’ effects on all other parameters.
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1 Introduction

When analyzing perinatal (newborn infants’) data with birth weight (BW) as the response variable of primary interest, it is essential to adjust for gestational age (GA, duration of pregnancy), which is often reported as the quantitatively most important covariate (e.g., Skjærven et al. 2000; Fang et al. 2007; Weiss et al. 2014; Frederick et al. 2008). Augmenting linear models, it may be included as a polynomial or in other parametric functional forms (e.g., Gardosi et al. 1995; Salomon et al. 2007). Another widespread alternative is a binary response with a class such as ‘small for GA’ (e.g., Gage 2003; Polakowski et al. 2009; Thompson et al. 2001).

In contrast to univariate approaches like these, consideration of bivariate (or multivariate) outcomes is frequent in biometric research, such as meta-analysis (Berkey et al. 1998), clinical trials (Braun 2002), dose-response-modeling in developmental toxicology (Regan and Catalan 1999), measuring heavy metal concentrations in the environment (Pozza et al. 2019), or simultaneous estimation of human exposure to jointly occurring chemicals (Sy et al. 2020). In gynecological and obstetric research, modeling of a bivariate response comprising of both BW and GA is recommended (e.g., Gage 2003; Fang et al. 2007; Schwartz et al. 2010), but not common.

When following this recommendation, several aspects have to be considered. Apart from the possible influences of covariates on both BW and GA, the dependence between these two outcomes is still very relevant and potentially non-linear. Additionally, the form and degree of this dependence may vary with the covariates, e.g., when taking Cesarean sections into account. A convenient way to address all is to apply a copula model (Nelsen 2006) for the joint distribution of BW and GA, such that their univariate marginal distributions and their dependence structure are considered and all distribution parameters (not only the means) estimated depending on covariates (distributional copula regression). This approach is more flexible than a classical bivariate regression model with one correlation parameter.

There is a vast literature on copula modeling, also in the regression context. For instance, simultaneous maximum likelihood estimation (MLE) in vector generalized linear models have been developed (Song et al. 2009) using Gaussian copulas with correlation matrices not depending on covariates. Modeling of covariates’ effects on the parameter of various copula families has been worked on (Acar et al. 2013) as well as MLE in regression with several outcomes joint by copulas (Krämer et al. 2013). Bayesian copula application is also found in human biology (Dalla Valle et al. 2018). Another approach for regression problems is to represent the multivariate density by a (D-)vine copula (Kraus and Czado 2017; Cooke et al. 2020).

More flexible non-Gaussian copula families assume less symmetries for the data; instead, upper or lower tail dependence can be modeled. As for the marginal distributions, the possibility of non-Gaussian modeling is desirable to handle asymmetric data as found for BW and GA. Additionally, other parameters than the mean are of interest and potentially dependent on covariates; e.g., the standard deviation of BW may vary between the sexes. Altogether, such copula models are recommendable for many data situations with asymmetry and unknown or unusual dependence structures. Copulas are widely applicable to bivariate or multivariate biometric analyses in medicine and life sciences, such as those named above.

The estimation of all the parameters in this complex framework is possible with a Bayesian approach to distributional copula regression (Klein and Kneib 2016): Besides modeling the two
response variables depending on several covariates, these models comprise of another semipara-
metric predictor to independently model the parameter of one-parametric copulas between the two of them in a flexible manner. The full procedure is outlined in Figure 2. It is a natural approach to analyze a bivariate response with an asymmetric joint distribution and skewed marginals as found in our data (Figure 1). In the same context, bivariate copula regression with GA and low BW measured as a continuous and a binary variable, respectively, have been considered (Klein et al. 2019) conditional on various biometric and clinical variables in a spatial context. We now apply such a model with two continuous marginal distributions.

A great advantage of the Bayesian treatment based on Markov chain Monte Carlo (MCMC) simulations is the direct availability of uncertainty estimates via Bayesian credible intervals. Such measures contribute to a better understanding and work well also in small data sizes.

We compare the copula model to a standard univariate approach, a regression of BW depending on GA modeled as a polynomial. To this end, the distribution of BW conditional on GA obtained from the bivariate copula is numerically evaluated using random numbers drawn from it; thus, we preserve more information from the joint analysis than just the marginal.

On the data side, our study is based on perinatal registry data from North Rhine-Westphalia (NRW), Germany, which contain many biometric and medical variables on mother, child and birth as well as further possibly influencing factors such as maternal smoking.

Within our larger ‘PerSpat’ (Perfluoroalkyl Spatial) project, we conduct a study on the general population living in NRW, to evaluate associations of Perfluorooctanoic Acid (PFOA) and other perfluorinated compounds with perinatal parameters, especially the newborn children’s weight. PFOA concentrations in some of the region’s drinking water resources have been confirmed to be very high, following contamination incidents prior to 2006 (Skutlarek et al. 2006). PFOA is suspected to have adverse health affects with regard to fetal development, among others (Johnson et al. 2014; Lam et al. 2014). We have analyzed NRW’s available PFOA concentration data, measured in drinking water supply stations and networks, in order to assess the residents’ external exposure from Summer 2006 on (Rathjens et al. 2021). We now spatio-temporally assign these information on local PFOA concentrations in drinking water to our birth data.

The article is structured as follows. In Section 2 we specify our research questions and present the data in more detail. The applied bivariate copula families and Bayesian distributional regression are outlined in Section 3. Identification of the best model within this class, also with respect to marginal distributions, is reported in Section 4. Substantive analyses follow in Section 5 with interpretation of the bivariate copula regression results (Section 5.1), identification and evaluation of the univariate polynomial model with a comparison to the copula model (Section 5.2), as well as integration of local PFOA concentrations to our models (Section 5.3). Section 6 discusses some modeling aspects, substantive conclusions from both models and future perspectives for further data analyses.
2 Research Questions and Data Situation

We here focus on a region along the upper course of the river Ruhr in NRW, precisely the town of Arnsberg: It is of particular interest due to variable and in parts very high PFOA concentrations in drinking water during several years from about 2004 on. Furthermore, the external exposure to PFOA is well assessed and confirmed by human biomonitoring data on the internal exposure of a cohort of residents (Hölzer et al. 2008). A constrained data analysis also eases computability.

We investigate, which family of one-parametric copulas, which families of marginal distributions and which linear predictors are most suitable for the given perinatal registry data. Using the identified copula model, we compare the results to a standard univariate regression model for the birth weight (BW) and estimate the effects of biometric, perinatal, environmental and socio-economic covariates on BW, gestational age (GA) and their dependence.

The perinatal registry data are collected by all hospitals and are combined and processed by the quality assurance office residing with the state medical association, for the purpose of quality assurance in obstetrical health care. Within our larger PerSpat project, we use these secondary data from 2003 until 2014, comprising of about 1.7 million records and more than 200 biometric, medical and social variables on mother and child, pregnancy, birth and treatment. They are anonymized by removing all personal information apart from the postal code of the mother’s residence. Further data cleansing steps are performed, in particular regarding the plausibility of GA. Analyses are restricted to singleton births, to children born alive without malformations and to postal codes within NRW. When restricted to the town of Arnsberg, we observe 6442 birth cases within the period from 2003 until 2014. We remove those where values of relevant variables are not given, leaving a total of 4451 observations.

The response variables are BW (measured in g with varying accuracy, mean: 3390, standard deviation: 517) and GA (clinically estimated, in days, mean: 277, standard deviation: 12), the former being of primary interest (Figure 1). Individual relevant covariates are pre-selected from the perinatal registry data. This is done in accordance with the literature (e.g., Gardosi et al. [1995], Schwartz et al. [2010], Frederick et al. [2008], Thompson et al. [2001]), and with previous findings within our larger PerSpat project (Kolbe et al. [2016]). The specific variables are: child’s sex, number of previous pregnancies of the mother, whether the child has been delivered by Cesarean section (sectio), whether the birth has been induced, mother’s age, mother’s height, mother’s body mass index (BMI) at the beginning of pregnancy, gain of weight of the mother during pregnancy, number of cigarettes the mother reports to smoke per day, whether the mother is single and whether the mother is employed. Some descriptive characteristics can be found in Table 1. Temporal and spatial information is given by the date of birth and the postal code of the mother’s residence. These are later used to include the average PFOA concentration in drinking water for a given place and time as a spatio-temporally assigned covariate (see Section 5.3).

3 Bayesian Bivariate Distributional Copula Regression

To represent our data, let $n$ be the number of observations with bivariate responses $(y_{i1}, y_{i2}), i = 1, \ldots, n$, from continuous response variables $Y_1$ and $Y_2$. We assume having $m$ covariates $x_{ij}, j =$
Table 1: Descriptive characteristics for covariates from the perinatal data.

| $j$ | Covariate               | Unit       | Description                                      |
|-----|-------------------------|------------|--------------------------------------------------|
| 1   | sex                     |            | female: 47%                                      |
| 2   | previous pregnancies    | 0: 38%, 1: 32%, 2: 16% |                                       |
| 3   | sectio                  |            | 24%                                              |
| 4   | induction               |            | 26%                                              |
| 5   | maternal age            | years      | mean: 29.4, s.d.: 5.5                            |
| 6   | maternal height         | cm         | mean: 167.0, s.d.: 6.7                           |
| 7   | maternal BMI            | kg/m$^2$   | mean: 25.2, s.d.: 5.3                            |
| 8   | maternal gain of weight | kg         | mean: 10.4, s.d.: 5.7                            |
| 9   | maternal smoking        | cigs./day  | no: 87%, ≤10 cigs.: 8%                           |
| 10  | mother is single        |            | 7%                                               |
| $m = 11$ | mother is employed    |            | 42%                                              |

Figure 1: Observations of birth weight and gestational age (density of the point cloud represented by shading: darker shade is for more points, + stands for a single isolated point).
1, \ldots, m$, with observations $x_{ij}$. We denote probability density functions $f_1$ and $f_2$ and cumulative distribution functions (CDFs) $F_1$ and $F_2$ of $Y_1$ and $Y_2$, respectively.

In this section, we outline the employed statistical method of Bayesian conditional copula models within a distributional regression framework (Klein and Kneib 2016) with a focus on relevant components for our analysis. For a more general perspective, we refer to Klein and Kneib (2016) and references therein.

### 3.1 Copula and Marginal Distributions

A bivariate copula is defined by a CDF $C_\rho : [0,1] \times [0,1] \rightarrow [0,1]$, such that the joint CDF of $Y_1$ and $Y_2$ can be written as $F(y_1,y_2) = C_\rho(F_1(y_1), F_2(y_2)) =: C_\rho(u,v)$. Sklar’s theorem (Sklar 1959) ensures that $C_\rho$ always exists and is unique for continuous $Y_1$ and $Y_2$, while $F_1$ and $F_2$ are uniformly distributed. With copula density $c_\rho(\cdot, \cdot)$, the joint density of $Y_1$ and $Y_2$ can be written as $f(y_1,y_2) = c_\rho(F_1(y_1), F_2(y_2)) \cdot f_1(y_1) \cdot f_2(y_2)$ and a conditional density as

$$f_{1|2}(y_1|y_2) = c_\rho(F_1(y_1), F_2(y_2)) \cdot f_1(y_1).$$

While this representation is unconditional, the results can be extended to the regression context (Patton 2006).

There are various families of copulas, characterized by a parameter $\rho$ representing the degree and form of dependence between $Y_1$ and $Y_2$. In our analysis, we compare the Gaussian copula family with density

$$c_\rho(u,v) = \frac{1}{\sqrt{1-\rho^2}} \exp \left( -\frac{1}{2} \cdot \frac{\rho}{1-\rho^2} \left( \rho(\Phi^{-1}(u))^2 - 2 \cdot \Phi^{-1}(u) \cdot \Phi^{-1}(v) + \rho(\Phi^{-1}(v))^2 \right) \right),$$

$\rho \in (-1,1),$

the Clayton copula family with density

$$c_\rho(u,v) = (1+\rho)(uv)^{-1-\rho} (u^{-\rho} + v^{-\rho} - 1)^{-2-1/\rho}$$

$\rho \in (0, +\infty),$

and the Gumbel copula family with density

$$c_\rho(u,v) = \frac{1}{uv} (-\ln u)^{\rho-1} (-\ln v)^{\rho-1} \exp \left( -z^{1/\rho} \right) \left( z^{2/\rho-2} - (1-\rho)z^{1/\rho-2} \right),$$

where $z := (-\ln u)^{\rho} + (-\ln v)^{\rho},$

$\rho \in (1, +\infty).$

As opposed to the Gaussian copula that allows for linear dependence and symmetry only, the Clayton copula allows for non-linear dependence between the two variables, in particular within the region of their extremely low values (tail dependence), whereas the Gumbel copula allows for upper tail dependence (Klein and Kneib 2016). In the Gaussian case, the parameter $\rho$ represents...
the correlation between the two outcome variables. For the other copula models, a higher value of \( \rho \) also signifies a stronger association between them. The copula parameter is also monotonically related to Spearman’s Rho and Kendall’s Tau (Dalessandro and Peters 2019). For the latter, it holds explicitly: \( \tau = \frac{\rho}{\sqrt{1+\rho^2}} \) for the Clayton and \( \tau = 1 - \frac{1}{\rho} \) for the Gumbel copula (Ghalibaf 2020).

The two marginal distribution families can be chosen independently from each other and from the copula. Besides the Gaussian distribution \( N(\mu, \sigma^2) \) with expected value \( \mu \) and variance \( \sigma^2 \) for BW, a Dagum distribution with density

\[
f_{\rho, a, b}(y) = \frac{ap}{y} \cdot \frac{y^{ap}}{((y/b)^a + 1)^{b+1}}, \quad \text{shape parameters } p > 0 \quad \text{and} \quad a > 0 \quad \text{and dispersion parameter } b > 0
\]

is considered for GA in our study, see Section 4.2 for more details on these choices.

### 3.2 Resulting Joint Distributional Regression

All this is considered conditional on covariates by [Klein and Kneib (2016)] within the framework of structured additive regression models ([Fahrmeir et al. 2004]). For any parameter \( \theta \) of the joint distribution of \( Y_1 \) and \( Y_2 \), being either one of the assumed marginal distributions or of the copula (i.e., \( \theta \in \{\mu, \sigma^2, p, a, b, \rho\} \) in our case), a linear predictor

\[
\eta(\theta) = \beta_{0(\theta)} + \beta_{1(\theta)} x_1 + \ldots + \beta_{m(\theta)} x_m
\]

is formed from the covariates numbered \( j = 1, \ldots, m \) (see Table [1]), possibly just from a part of them or even reduced to the intercept. Link functions \( h_\theta \) such that \( \theta = h_\theta^{-1}(\eta(\theta)) \) are specified appropriately for the respective parameter spaces: \( \mu = \eta(\mu), \theta = \exp(\eta(\theta)) \) for \( \theta \in \{\sigma^2, p, a, b\} \), \( \rho = \eta(\rho) \) for the Gaussian copula, \( \rho = \exp(\eta(\rho)) \) for the Clayton copula and \( \rho = \exp(\eta(\rho)) + 1 \) for the Gumbel copula.

The covariates to be included to the linear predictor \( \eta(\theta) \) can be separately selected for all parameters \( \theta \in \{\mu, \sigma^2, p, a, b, \rho\} \). We consider those listed in Table [1] without interactions.

All models are estimated using a developer version of the BayesX software ([Belitz et al. 2020]), which implements fully Bayesian inference based on MCMC simulation techniques, see [Klein and Kneib (2016)] for details.

### 4 Bivariate Model Fitting to Perinatal Registry Data

We apply distributional copula regression models (Section 3) to our perinatal registry data. We evaluate the models using the anonymized excerpt of \( n = 4451 \) observations representing the five postal code areas of the town of Arnsberg in the upper Ruhr region, North Rhine-Westphalia, Germany, for the years of 2003 until 2014 (Section 2). Besides the BayesX software, calculations have been performed using the R environment ([R Core Team 2020]), with the Dagum distribution from the VGAM package ([Yee 2020]) and copula distributions from the copula ([Hofert et al. 2020]).
4.1 Preparation and Outline of Procedure

After preparation steps of data import and cleansing, the response data of observations $i = 1, \ldots, n$ are standardized for numerical reasons only, without affecting the results, since the original responses can easily be recovered by linear back-transformation. Specifically, to employ a Gaussian for the marginals in BayesX, we use data-independent values for mean and standard deviation in a reasonable scale to yield $\tilde{y}_{i1} := \frac{y_{i1} - 3500}{500}$ for the birth weight (BW) and $\tilde{y}_{i2} := \frac{y_{i2} - 280}{14}$ for the gestational age (GA). To apply the Dagum marginal (with positive support), BW is normalized to $\tilde{y}_{i1} := \frac{y_{i1}}{500}$, while GA is also inverted to a more appropriate shape by $\tilde{y}_{i2} := 322 - \frac{y_{i2}}{14}$, to have the main part of the data closer to zero and the tail on the right (322 days = 46 weeks exceed the maximum observable GA).

We choose the optimal copula regression model in a stepwise procedure, outlined in Figure 2. The copula property (Section 3) enables separate considerations of the marginal distributions of BW and GA and of their dependence structure. This motivates to identify optimal marginal model fits first and to apply them in the search for the best fitting copula model afterwards. Variable selections within this model choice process help to ease later evaluation steps and give a first insight in the relevance of covariates; however, the additional uncertainty has to be kept in mind when considering final results in terms of significance.

Marginal distribution families are chosen by applying Gaussian and Dagum models to both univariate responses; in all these four models and for all parameters therein ($\theta \in \{\mu, \sigma^2\}$ or $\theta \in \{p, a, b\}$, respectively), covariates are selected if the 95%-credible-intervals of their respective $\hat{\beta}_j(\theta)$'s do not include zero; the optimal models per family are compared by probability integral transform values, quantile residuals and log-scores (Section 4.2). The optimal marginals of BW and GA are combined with all possible copula families (including rotations); covariates for the copula parameter are selected and these models compared by information criteria (Section 4.3). The final model is evaluated in terms of prediction performance and substantive results (Section 5).

4.2 Details on Marginal Specifications

After excluding non-significant covariates, i.e., where $0 \in \text{CI}_{95\%} \left( \hat{\beta}_j^{(\theta)} \right)$, different univariate distributional models (Klein et al. 2015) are fitted and compared using logarithmic scores (log-scores, Gneiting and Raftery 2007). To compute the log-scores, we implement a four-fold cross-validation, for which the observations are randomly assigned to subsamples of equal size. Using the estimated model based on three subsamples, individual log-scores for the respective left-out subsample are computed using the R package scoringRules (Jordan et al. 2019). The average log-scores for Dagum and Gaussian distribution are very close to each other in the case of BW (Dagum: 7.63, Gaussian: 7.66); however, for GA, the Dagum distribution has a notably better fit (3.74 vs. 4.07).

These findings are confirmed by graphical evaluation of the probability integral transform values $F(y; \hat{\beta})$ and the corresponding normalized quantile residuals $\Phi^{-1}(F(y; \hat{\beta}))$ (cf., Dunn and Smyth 1996), where posterior means of the respective $\hat{\beta}_j^{(\theta)}$'s are employed and $y$ (BW or GA) is on the standardized scale. The theoretically expected uniform distribution of the $F(y; \hat{\beta})$ is well recog-
Figure 2: Outline of procedure to choose optimal marginal and copula families in bivariate Bayesian distributional regression.
nisable for the Dagum fits (Figure 3), while it is strongly violated for the Gaussian fit of GA; a similar structure as for the latter remains also for the Gaussian fit of BW, but considerably weaker. A quantile-quantile-plot of the \( \Phi^{-1}(F(y; \hat{\beta})) \) (Figure 4) shows a slightly better fit of the Dagum model in either case, especially in the lower range, but more striking for GA, where a distinguishable structure remains for the Gaussian. These results are convincing to use the Dagum distribution for the GA marginal in the further analyses.

For BW, however, the results are less clear and there are reasons to stick with the Gaussian, in doubt: In this application, we are primarily interested in influences of covariates on mean (and variability) of BW – characteristics directly represented by the \( N(\mu, \sigma^2) \) parametrization; and there is at least some evidence above that this distribution family does not fit essentially worse than the other. In this parametrization, effects of covariates are easily and directly interpretable. By contrast, the interpretation of effects on the three Dagum parameters is quite complicated and sometimes ambiguous in terms of substantive results (cf., Section 5.1). Results from the Gaussian fit are furthermore directly comparable to other studies, especially with standard regression models (cf., Section 5.2). So, we use the Gaussian for the BW marginal in the further analyses.

### 4.3 Details on Copula Specification

As a motivation, we illustrate the usefulness of flexible copula regression and non-linear dependence structures by comparing confidence intervals of rank correlation coefficients (R package spearmanCI, de Carvalho 2018) of BW and GA from subsets of data selected by certain covariate choices: In case of a discrete covariate, we consider the respective levels; in case of a continuous covariate, observations are ordered by the covariate values and grouped together into four subsets of equal size. Differences between these levels or subsets are especially pronounced for the section and weight-gain covariates (Figure 5).

Therefore, we compare the Gaussian, Clayton, and Gumbel copula using the deviance information criterion (DIC, Spiegelhalter et al. 2002) and the widely application information criterion (WAIC, Watanabe 2010). Since too many covariates with respect to the \( \rho \) parameter of the Clayton and Gumbel copulas lead to software crashes with our amount of data, we pre-select them based on the variability of correlation coefficients reported above and by tentatively adding covariates one by one. With respect to the three copula families, the Clayton copula model yields the best DIC and WAIC values, which is also in line with the descriptive picture from Figure 1.

In conclusion from this model fitting section, we use a Clayton copula with Dagum marginal for GA and Gaussian marginal for BW. The predictor specifications for each of the six model parameters \( \rho, p, a, b, \mu \) and \( \sigma^2 \) are given in Table 2, the respective link functions specified in Section 5.2 are employed. In MCMC sampling, three chains are run to double-check the results. The respective samples from the posterior appear to be from the same distribution, leaving but small potential scale reduction factors (obtained using the R environment following Brooks and Gelman 1998, Table 4). The effective sample sizes (obtained using the R package CODA, Plummer et al. 2006, Table 5) signify that there is mostly no autocorrelation detectable in the posterior samples. These two measures per regression parameter are available in the Appendix.
Table 2: Final bivariate copula model specification and result overview: composition of the linear predictor $\eta^{(\theta)}$ from the covariates, per parameter $\theta \in \{\mu, \sigma^2, p, a, b, \rho\}$ of the chosen marginal and copula families, together with the employed link functions. Included covariates are marked by $+$, $-$ or $\circ$, where $+$ and $-$ denote significant positive and negative effects, respectively, and $\circ$ is for no significant effect in the final evaluation.

| Components of $\eta^{(\theta)}$ | Response Family Parameter | Birth Weight | Gestational Age | Copula Family Parameter |
|---------------------------------|---------------------------|--------------|----------------|------------------------|
| sex (female)                    | -                         | -            | -              | -                      |
| prev. pregn.                    | +                         | +            | +              | +                      |
| sectio                          | -                         | +            | -              | +                      |
| induction                       | +                         | +            | -              | -                      |
| mat. age                        |                           |              |                |                        |
| mat. height                     | +                         | +            | +              | +                      |
| mat. BMI                        |                           |              |                |                        |
| weight gain                     | +                         |              |                |                        |
| smoking                         | -                         | +            | -              |                        |
| single                          |                           |              |                |                        |
| employed                        |                           |              |                |                        |
| Link: $\eta^{(\theta)} = \ldots$| $\mu$ | $\ln \sigma^2$ | $\ln \rho$ | $\ln a$ | $\ln b$ | $\ln \rho$ |

5 Analysis of Perinatal Registry Data

Based on the results from Section 4, we apply the bivariate distributional copula regression model to the perinatal registry data (Section 5.1), following the procedure outlined in Figure 2, which leads to the variable selection specified in Table 2. A standard univariate regression approach for birth weight (BW) is set up and performances of both models are compared (Section 5.2). Finally, the local Perfluoroctanoic Acid concentrations in drinking water are integrated to the models (Section 5.3). Our study is the first to apply a distributional copula regression model in this scenario.

5.1 Evaluation of Copula Regression Model

Significant influences of covariates on BW’s mean are quantified in Table 3. Apart from this, the distributional copula regression model reveals covariate-dependence of all the other parameters of the two-dimensional outcome, significant influences are summarized in Table 2. BW’s scale ($\sigma^2$) is higher for male children, in case of sectio, for higher maternal BMI and if the mother smokes.

For the Dagum distribution of gestational age (GA), the shape parameter $p$ is higher in case of induction and lower in case of sectio. The shape parameter $a$ increases with the maternal gain of weight and is lower in case of sectio, induction and if the mother smokes. The scale parameter
Table 3: Regression coefficients (posterior mean and standard deviation) regarding the parameter $\mu$ of (standardised) BW, estimated in the polynomial and the distributional copula regression model.

| Covariate                | Coefficients in regression models |
|--------------------------|-----------------------------------|
|                          | Polynomial | Copula               |
| sex (female)             | $-0.2908$ (± $0.0237$)            | $-0.2896$ (± $0.0273$) |
| previous pregnancies     | $0.0583$ (± $0.0085$)             | $0.0484$ (± $0.0065$) |
| sectio                   | not signif.                          | $-0.2907$ (± $0.0535$) |
| induction                | not signif.                          | $0.0870$ (± $0.0280$) |
| maternal age             | not signif.                          | not signif.              |
| maternal height          | $0.0279$ (± $0.0018$)             | $0.0290$ (± $0.0015$) |
| maternal BMI             | $0.0302$ (± $0.0023$)             | $0.0368$ (± $0.0029$) |
| maternal gain of weight  | $0.0144$ (± $0.0022$)             | $0.0249$ (± $0.0024$) |
| maternal smoking         | $-0.0308$ (± $0.0029$)            | $-0.0416$ (± $0.0031$) |
| mother is single         | $-0.1271$ (± $0.0480$)            | not signif.              |
| mother is employed       | not signif.                          | not signif.              |
| gestational age          | $-2.6145$ (± $0.1717$)            |
| squared gestational age  | $0.0112$ (± $0.0007$)             |
| cubic gestational age    | $-15E-6$ (± $0.9E-6$)            |

$b$ increases with the number of previous pregnancies and in case of sectio, and is lower in case of induction. If we consider the distribution’s median $b \cdot \left( -1 + 2^{1/p} \right)^{-1/a}$, the monotonically increasing link functions and the inverting transformation $\tilde{y}_{i2} = \frac{322 - y_{i2}}{14}$ of the data, we can qualitatively interpret these results such that GA is higher for decreasing $p$ or $b$ or increasing $a$, e.g., with increasing maternal gain of weight. But we also see that this interpretation is generally rather difficult. It leads to no consistent results in the case of sectio or induction.

For the copula parameter representing the degree of dependence between BW and GA, only the information, whether the child has been delivered by Cesarean section, emerges as a stably estimated significant influence. Taking the intercept into account, the dependence between BW and GA measured in this way turns out to be surprisingly weak, in fact not far from independence ($\rho \approx 0.40$, 95%-CI: $[0.21, 0.76]$, for children delivered by Cesarean section; $\rho \approx 0.14$, 95%-CI: $[0.09, 0.22]$, for the others), although significantly positive ($\rho \downarrow 0$ would signify independence).

### 5.2 Univariate Polynomial Regression and Comparison to the Copula Approach

Instead of bivariate regression for BW and GA, univariate analyses for one of them are common in gynecological and obstetric research (e.g., [Skjærven et al. 2000] [Weiss et al. 2014] [Frederick et al. 2008]), perhaps adjusted for the other, or with a dichotomous response like ‘small for GA’ (e.g., [Polakowski et al. 2009] [Thompson et al. 2001]).
Standard Model Development

In preliminary studies, we confirm a regression model as the most suitable among univariate BW models, where GA is included as a covariate in the form of a polynomial \( p_\gamma \) of degree three:

\[
y_{i1} = \beta_0 + p_\gamma(y_{i2}) + \sum_j \beta_j x_{ij} + \epsilon_i, \quad i = 1, \ldots, n
\]

with independent \( \epsilon_i \sim N(0, \sigma^2) \) for BW, with observed GA \( y_{i2} \) as covariate and some of the further covariates numbered \( j = 1, \ldots, m \) (see Table 1). Among the usual fractional polynomials (Royston and Sauerbrei 2008) of degree one or two, the resulting mean prediction errors are very close to each other. With regard to RSS, AIC, BIC and maximum prediction error (i.e., for outlying data), the polynomial \( p_\gamma(y_{i2}) = \gamma_1 y_{i2}^2 + \gamma_2 y_{i2}^3 \) performs best. However, a model with ‘full’ polynomial \( p_\gamma(y_{i2}) = \gamma_1 y_{i2} + \gamma_2 y_{i2}^2 + \gamma_3 y_{i2}^3 \) is even better in this respect, is in accordance with gynecological and obstetric literature (e.g., Gardosi et al. 1995; Salomon et al. 2007) and therefore preferred.

Model Fit Comparison

We perform a four-fold cross-validation and compare the obtained prediction samples of BW from copula and standard model with the observed values by log-scores as in Section 4.2.

For the copula model, after estimation of the bivariate joint distribution, we are interested in predictions of BW conditional on GA. To evaluate the conditional distribution with density (1), we draw random numbers via rejection sampling with a uniform envelope extended to a large enough range. Thereby, we use the observed GA values \( y_{i2} \) and parameter estimates \( \hat{\theta} \) obtained from samples of the posterior \( \hat{\beta}_j(\theta) \)'s and the covariate values of the respective observations.

For the standard model, there results an average log-score of 7.41; for the copula model, with respect to BW response conditional on GA, it is 7.67. Thus, the standard model performs slightly better than the copula model. But it has to be noted, that the standard polynomial model is designed for this specific univariate situation and the dependence of BW and GA is expressed by three parameters \( \gamma_1, \gamma_2, \gamma_3 \). By contrast, the copula model is more general in the sense that it is intended for the bivariate response and its result is now reduced to the prediction of BW; it also includes only one parameter for the relationship of BW and GA.

For the vast majority of BW predictions, the distributional copula regression model is close to univariate polynomial regression. The residual and comparison plots in Figure 6 show how the models agree, especially in mean (bottom left). However, extremely low BWs are correctly predicted by the polynomial alone (top left), while their observations diverge from the copula model predictions (top right, fitted values are in the range of the main part of data, but residuals are too far to the negative). A closer range of predictions from the copula model is also visible (top right). The residual plot for GA from copula regression (Figure 6, bottom right) also reveals rather poor prediction of extremely low values, which often coincide with very low BW; besides, there emerge two distinguishable groups of GA predictions, presumably in connection with the highly influential sectio and induction covariates.

Due to independent and simultaneous estimation of marginals and copula, estimates of the regression coefficients with regard to BW’s mean are very similar in both models, but their significances differ (Table 3).
Substantive comparison of both models’ results (Section 6) further demonstrates the usefulness of bivariate distributional regression, in particular when the relationships of BW, GA and covariates are simultaneously analyzed to, e.g., reveal mediating effects.

5.3 Integration of Local PFOA Drinking Water Concentrations

Perfluorooctanoic Acid (PFOA) contamination of drinking water resources of Arnsberg, namely the rivers Möhne and Ruhr, is assumed to have been comparably high from about 2004 until about 2007 (Skutlarek et al. 2006; Hölzer et al. 2008). PFOA is readily absorbed after ingestion, is not metabolized in the human body and has a biological half-life of 2 to 4 years. Food and water consumption are the major sources of human background exposure; in case of distinctly increased PFOA concentrations in drinking water, tap water consumption accounts for the major part of exposure (Vestergren and Cousins 2009). Therefore, we include estimated concentrations in the Arnsberg drinking water as an additional covariate to the linear predictors. These concentrations are supposed to be an appropriate surrogate marker of the external exposure to PFOA, at least as a local average (cf., Rathjens et al. 2021 and references therein); however, the individual internal exposure (PFOA concentration in blood) may not be well represented by these data without information on individual water consumption, time of residence and additional biometric data.

Daily estimations are modeled on the spatial level of water supply stations and, afterwards, of so-called water supply areas (Rathjens et al. 2021). They are spatio-temporally assigned to the perinatal data by postal code and day of birth, where a postal area’s PFOA concentration is averaged from the respective overlapping water supply areas, weighted by population density data from the German national census of 2011 (Statistische Ämter des Bundes und der Länder 2015). For the town of Arnsberg, we obtain the lowest PFOA concentration in the eastern part of the town (supplied by a Ruhr-dependent station upstream of the Möhne mouth). In the western part (supplied from Möhne and Ruhr, but also from stations using non-contaminated groundwater), the average concentration in 2006 is about four times higher. Finally, in the central part (solely supplied from the Möhne), it is almost twice as high again.

We find no significant linear effect of this estimated concentration. We also experimentally include a simplified representation of this temporally structured covariate to the models, as a first exploration of possible temporal effects despite the roughness of information: A dummy variable states whether an observation is from the years of 2004 until 2007 and, thus, from within the period of presumed very high PFOA concentrations in drinking water, but with no significant effect resulting.

6 Discussion and Perspectives

Data Quality

The secondary data from the perinatal registry have not originally been collected to be scientific material, but for quality assurance. As such, they are nonetheless very informative with regard to procedures in obstetric health care, like the birth mode (Caesarian section, induction), which turns
out as an important covariate. On the other hand, measurement accuracy varies (e.g., one hospital measures birth weight (BW) accurate to 1 g, another to 10 g). This holds also for gestational age (GA), where the unit of days found in our data, instead of weeks, is not common and varying accuracy of partially rounded data is possible. In general, GA data are subject to uncertainty of reporting, measurement, clinical estimation and documentation (e.g., Polakowski et al. [2009]), although we have carefully checked ours for plausibility. Maternal smoking is self-reported and perhaps biased towards a socially desirable answer; nonetheless, these data are accurate enough such that an effect of smoking in line with other studies from the literature (see below) is detected despite the remaining noise.

Gestational Age and Dependence Structure

There are strong effects of all three polynomial terms of GA in the univariate model and the increasing trend of the mean BW along GA decreases again towards the end. This phenomenon is also reported in other studies (e.g., Skjærven et al. [2000]) and could be an effect of medical decisions to deliver fetuses with high weights rather early by induction or sectio and to avoid such treatments for a longer time when fetal weight is low.

Against this background and given that Figure 1 hints at two tails in the data (in the regions of both high and low GA), our estimation of tail dependence is very sensitive to GA observation. Any data inaccuracies, which are generally possible for GA (e.g., Polakowski et al. [2009]), have an impact on regression models.

Model Comparison and Evaluation

An important benefit of the distributional copula regression model are visible differences between groups, with respect to both scale and dependence: Figure 7 shows examples of predictions, distinguished by sex and sectio. It becomes apparent, that the variability and structure of the response data is deeper explained, when influences of covariates on more parameters than only the means are allowed – unlike in a standard regression model (Section 5.2).

Considering both models together, we obtain conclusions that go beyond effects of covariates on BW. A striking example are the possible relationships between BW, GA and the Cesarean section covariate (cf., Tables 3 and 2): The latter has a significant influence on BW according to the copula model, where GA is separately estimated, while this does not hold for the standard model, where GA is present as a significant covariate. The sectio covariate also significantly influences the parameters of the Dagum distribution of GA in the copula model as well as the copula parameter (Section 5.1). According to these results, the influence of the sectio covariate is in fact manifold (cf., e.g., Stotland et al. [2004]), but this can only be discovered using the bivariate model, which provides more extensive conclusions in this respect. In the standard model, the importance of the sectio covariate disappears; it is presumably predominated and in parts mediated by GA. Similar considerations hold for the induction covariate.

As a different example, both models agree with respect to the significant effect of smoking on BW (Tables 3 and 2). There is also an effect on GA found in the bivariate model (Section 5.1, Table 2), but only with respect to one Dagum parameter and, thus, presumably less important.
So, there seems to be no mediation by GA in the standard model. The influence of smoking on both BW and GA as well as on the risk of pre-term birth or ‘small for GA’ has also been found in many studies with univariate responses (e.g., Polakowski et al. [2009], Kyrklund-Blomberg and Cnattingius [1998], Li et al. [1993]).

Integration of PFOA Exposure to Models

A possible effect of Perfluorooctanoic Acid (PFOA) on perinatal variables is supposed to be weak and difficult to measure, compared to influences of other exposures such as maternal smoking. Furthermore, there are complex relationships and uncertainties on the path between drinking water contamination and internal exposure (Kolbe et al. [2019]). However, the mother’s tap water consumption has not been recorded in the perinatal data set.

The individual internal PFOA burden of a cohort of children from Arnsberg born about 2000 (Hölzer et al. [2008]) is known. These cohort data can be analyzed with models like ours, as far as possible with the smaller number of observations. However, these information are very useful to assess relationships between PFOA concentration in local drinking water, external and internal exposure (Kolbe et al. [2019]).

Modeling Perspectives

The employed Dagum distribution fits well to our strongly asymmetric GA data. Other families could be possible too, but should be just as flexible and, therefore, have several parameters including shape, even when the structure of results is unfavorable for substantial interpretation. Also, other copula families as well as specific data transformations might be useful for complicated bivariate response data shapes as ours. E.g., the skewed t-copula allows for strong asymmetry and non-linearity (Sun et al. [2008]), but estimation and interpretation of the multiple parameters are inconvenient compared to our one-parametric representation of dependence structure.

As there remains much noise after either model fit, more complex generalized additive models, especially using splines, could be considered where non-linear relationships are possible (Fahrmeir et al. [2004]). This holds for the temporal modeling of PFOA concentrations, but also for the spatial dimension in future studies when larger regions are considered. There, further information such as neighbourhood of postal codes or water supply relationships could be used. Since lower BWs are observed in some urban regions, an according spatial dependence structure can also be included. This and other model enhancements may ease the detectability of very weak effects.
Figure 3: Histograms of probability integral transform values $F(y; \hat{\beta})$ (with posterior means of the $\beta$'s plugged in) for the two models and the two marginal response variables.
Figure 4: Quantile-quantile-plots of randomized quantile residuals $\Phi^{-1}(F(y; \hat{\beta}))$ (with posterior means of the $\hat{\beta}$’s plugged in) for the two models and the two marginal response variables.
Figure 5: Rank correlations of birth weight and gestational age (80%- and 95%-confidence-intervals) from subsets of data selected by certain covariate choices: left: Caesarian section, two groups; right: maternal gain of weight, ordered observations grouped into four equal subsets; other covariates do not feature such visible differences between subsets.
Figure 6: Top: residual plots for birth weight from polynomial (left) and copula distributional (right) regression model, each with smoothed mean and standard deviation lines; bottom right: the same for gestational age; bottom left: predictions of birth weight from polynomial and copula distributional regression model, plotted against each other per observation, with bisecting line (dotted) and robustly estimated principal axis of the plotted data (‘direction of main point cloud’, solid); predictions for all figures obtained from cross-validation study.
Figure 7: Bivariate density of birth weight and gestational age, as predicted from copula model with posterior mean parameters plugged in, conditional on certain selected exemplary covariate values (the others are fixed to: maternal height: 170 cm, maternal BMI: 20 kg m$^{-2}$, maternal gain of weight: 10 kg; and all others set to ‘no’ or 0, respectively).
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A Diagnostic measures for MCMC results
Table 4: Potential scale reduction factors based on 3 chains with 1000 samples each from the posteriors of the $\hat{\beta}_j^{(\theta)}$'s in the final copula model, per parameter $\theta \in \{\mu, \sigma^2, p, a, b, \rho\}$ and covariate.

| Response | Birth Weight | Gestational Age | Copula |
|----------|--------------|-----------------|--------|
| Family   | Gaussian     | Dagum           | Clayton|
| Parameter| $\mu$        | $\sigma^2$      | $p$    | $a$ | $b$ | $\rho$ |
| intercept| 0.9995       | 1.0002          | 0.9992 | 0.9991 | 0.9992 | 0.9991 |
| sex (female) | 1.0008 | 1.0012          | 0.9992 | 0.9991 | 0.9992 | 0.9993 |
| prev. pregn. | 1.0010 |     | 0.9992 | 0.9992 | 1.0011 | 0.9994 |
| sectio   | 0.9997 | 0.9991 | 0.9992 | 0.9992 | 0.9992 | 0.9992 |
| induction| 1.0003 |     | 0.9990 | 0.9992 | 0.9992 | 0.9992 |
| mat. age |     |     | 0.9992 | 0.9992 | 0.9992 | 0.9992 |
| mat. height |     | 1.0007 |     |     |     |     |
| mat. BMI  |     | 1.0002 | 0.9995 |     |     |     |
| weight gain |     | 1.0003 | 0.9998 |     |     |     |
| smoking  |     | 0.9995 | 0.9991 |     |     |     |
| single   |     | 1.0015 | 0.9992 |     |     |     |
| employed |     |     |     |     | 1.0001 |     |

Table 5: Effective sample sizes based on 1000 samples from the posteriors of the $\hat{\beta}_j^{(\theta)}$'s in the final copula model, per parameter $\theta \in \{\mu, \sigma^2, p, a, b, \rho\}$ and covariate.

| Response | Birth Weight | Gestational Age | Copula |
|----------|--------------|-----------------|--------|
| Family   | Gaussian     | Dagum           | Clayton|
| Parameter| $\mu$        | $\sigma^2$      | $p$    | $a$ | $b$ | $\rho$ |
| intercept| 1000         | 1000            | 1000   | 1000 | 1000 | 731|
| sex (female) | 1112 | 1000            | 1000   | 1000 | 1000 | 1101|
| prev. pregn. | 839  | 1093            | 1000   | 1000 | 1000 | 1101|
| sectio   | 896         | 967             | 1000   | 1000 | 1000 | 1101|
| induction| 1000        | 1000            | 906    | 1242 |     | 1101|
| mat. age | 1000        | 1000            |     |     |     |     |
| mat. height | 1000       | 1000            |     |     |     |     |
| mat. BMI  | 1000        | 1000            |     |     |     |     |
| weight gain | 1000       | 1000            | 1000  |     |     |     |
| smoking  | 1000        | 1000            | 1000  |     |     |     |
| single   | 1000        | 1000            |     |     |     |     |
| employed | 1000        | 1000            |     |     |     |     |