Recent research in off-the-grid compressed sensing (CS) has demonstrated that, under certain conditions, one can successfully recover a spectrally sparse signal from a few time-domain samples even though the dictionary is continuous. In particular, atomic norm minimization was proposed in [1] to recover 1-dimensional spectrally sparse signal. However, in spite of existing research efforts [2], it was still an open problem how to formulate an equivalent positive semidefinite program for atomic norm minimization to recover signals with d-dimensional (d ≥ 2) off-the-grid frequencies. In this paper, we settle this problem by proposing equivalent semidefinite programming formulations of atomic norm minimization to recover signals with d-dimensional (d ≥ 2) off-the-grid frequencies.
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1. INTRODUCTION

Compressed sensing (CS) is a new sampling paradigm which promises to unite two critical steps involved in processing signals: digital data acquisition and its compression [3][4]. To recover a signal from fewer random measurements, CS algorithms harness the inherent sparsity of the signal under some appropriate basis or dictionary.

We consider d-dimensional signal, where d ≥ 2. For example, consider a frequency-sparse signal $x_i[1]$ represented as a sum of $s$ complex exponentials,

$$x_i[1] = \sum_{j=1}^{s} c_j e^{i 2 \pi f_j T} = \sum_{j=1}^{s} |c_j| a(f_j, \phi_j)[1], \quad l \in \mathcal{N}$$

where $d$ is the signal dimension, $c_j = |c_j| e^{i \phi_j}$ ($i = \sqrt{-1}$) represents the complex coefficient of the frequency $f_j \in [0, 1]^d$, (with amplitude $|c_j| > 0$ and phase $\phi_j \in [0, 2\pi]$), and frequency-atom $a(f_j, \phi_j)[1] = e^{i (2 \pi f_j + \phi_j)}$. We use the index set $\mathcal{N} = \prod_{p=1}^{d} \{l | 0 \leq l \leq n_p - 1\}$ to represent the set of time indices of the signal, where $n_p \in \mathbb{N}$ for $1 \leq p \leq n$, and $|\mathcal{N}| = \prod_{p=1}^{d} n_p$. Generally, we have $n_p = n$, for every $1 \leq p \leq d$. It is customary to label only the frequency information - either the exponentials $e^{i 2 \pi f_j}$ or just $f_j$ - as poles [5][6].

When $f_j$ takes values only on a discrete frequency grid, the Discrete Fourier Transform (DFT) matrix can be used as an appropriate finite discrete dictionary for the sparse representation of $x_i[1]$. However, it is quite possible for the true frequencies to be anywhere in the continuous domain $[0, 1]$. Since the true continuous-domain frequencies may lie off the center of the DFT bins, the DFT representation in this case would destroy the sparsity of the signal and result in the so-called “basis mismatch” [7]. Traditionally it was believed that finer discretization of the DFT grid would not get rid of this basis mismatch problem, by leading to higher correlation of the sensing matrix and, thus, computationally infeasible or expensive signal recovery [7][8]. Nevertheless, state-of-the-art results have shown that one can indeed effectively tackle the problem of basis mismatch by discretizing the continuous dictionaries under very general conditions [9].

The numerical problems associated with the spectral spill-over in the Dirichlet kernel have also recently been addressed by the off-the-grid compressed sensing approach [10][11] for signals with 1-dimensional off-the-grid frequency. This method relies on atomic norm minimization and guarantees recovery of frequencies lying anywhere in the continuous domain $[0, 1]$ from a limited number of random observations, provided the line spectrum satisfies nominal resolution conditions. For recovering off-the-grid frequencies in 2-dimensional signals, [11] proposed to use Hankel matrix completion which guarantees robustness against corruption of data. We remark that the method used in [11] is not atomic norm minimization. In [2], the authors studied the theoretical performance of hypothetical atomic norm minimization for signals with 2-dimensional off-the-grid frequencies, and proposed a heuristic semidefinite program to approximate the atomic norm minimization computationally. However, the heuristic semidefinite programming in [2] is not guaranteed to provide the atomic norm minimization in general. As noted in [2], “Unfortunately, the exact semidefinite programming characterization of atomic norm minimization for line spectrum estimation, as proposed in [11], cannot be extended to 2D in the most general sense. This arises due to the fundamental difficulty of generalizing the Carathéodory’s theorem beyond the 1D model.” In fact, for 1-dimensional signal, the proof of the semidefinite programming in [11] (see also [2.6] in this paper) being equivalent to atomic norm minimization relies on the Vandermonde decomposition for Toeplitz matrix by Carathéodory lemma [11]. However, for d-dimensional (d ≥ 2) signal, the Vandermonde decomposition does not extend to block Toeplitz matrices with Toeplitz blocks. So a direct extension from Toeplitz matrices in [2.6] to block Toeplitz matrices with Toeplitz blocks does not give the atomic norm in higher-dimensional frequencies [2]. Furthermore, how to set up precise semidefinite programming to perform atomic norm minimization for signals with 2-dimensional off-the-grid frequencies was not known in the prior literature, to the best of our knowledge.

In this paper, we settle this problem by proposing equivalent semidefinite programming formulations of atomic norm minimization to recover signals with d-dimensional (d ≥ 2) off-the-grid frequencies. We remark that our results are applicable to an arbitrary signal dimension d ≥ 2. Our results are also extensible to noisy observations.

The remainder of this paper is organized as follows. In Section
we formally introduce the system model. In Section 3, we introduce equivalent positive semidefinite programming to minimize atomic norm for \(d\)-dimensional \((d \geq 2)\) signals. In Section 4, we give numerical simulations.

2. SYSTEM MODEL

The signal in (1.1) can be modeled as a positive linear combination of the unit-norm frequency-atoms \(a(f_j, \phi_j)[l] \in \mathcal{A} \subset \mathbb{C}^N\) where \(\mathcal{A}\) is the set of all frequency-atoms, and \(f_j = (f_{j,1}, f_{j,2}, ..., f_{j,d})^T \in [0, 1]^d\). These frequency atoms are basic units for synthesizing the frequency-sparse signal. Further, suppose the signal in (1.1) is observed on the index set \(\mathcal{M} \subset \mathcal{N}\), \(|\mathcal{M}| = m \ll \prod_{p=1}^d n_p\) where \(m\) observations are chosen uniformly at random. Then, for \(d = 1\)-dimensional signal, to estimate the remaining samples of the signal \(x\) over \(\mathcal{N} \setminus \mathcal{M}\), (1.1) suggests minimizing the atomic norm \(\|\hat{x}\|_A\) - a sparsity-enforcing analog of \(\ell_1\) norm for a general atomic set \(\mathcal{A}\) - among all vectors \(\hat{x}\) leading to the same observed samples as \(x\). The atomic norm is given by,

\[
\|\hat{x}\|_A = \inf_{c_j, f_j} \left\{ \sum_{j=1}^s |c_j| : \|\hat{x}[l]\|_1 = \sum_{j=1}^s c_je^{2\pi if_j^T l}, \ 1 \in \mathcal{M} \right\}
\]

(2.1)

For 1-dimensional signal, the semidefinite formulation of \(\|\hat{x}\|_A\) is defined as follows:

Definition 2.1. (1, for 1-dimensional signal) Let \(T_n\) denote the \(n \times n\) positive semidefinite Toeplitz matrix, \(t \in \mathbb{R}^n\), \((T, Tr)\) denote the trace operator and \((\cdot)^*\) denote the complex conjugate. Then,

\[
\|\hat{x}\|_A = \inf_{T_n, t} \left\{ \frac{1}{2|\mathcal{M}|} Tr(T_n) + \frac{1}{2} : \left[ \begin{array}{c} T_n \\ \hat{x}^* \\ t \end{array} \right] \succeq 0 \right\}
\]

(2.2)

From (1.1), the positive semidefinite Toeplitz matrix \(T_n\) is related to the frequency atoms through the following result by Carathéodory [13]:

\[
T_n = UR^* \quad (2.3)
\]

where \(U_{ij} = a(f_j, \phi_j)[l']\),

\[
R = \text{diag}\{b_{1}, ..., b_{n}\} \quad (2.4)
\]

The diagonal elements of \(R\) are real and positive, and \(r' = \text{rank}(T_n)\).

Consistent with this definition, for 1-dimensional signal, the atomic norm minimization problem for the frequency-sparse signal recovery can now be formulated in a semidefinite program (SDP) with \(m\) affine equality constraints:

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2|\mathcal{M}|} Tr(T_n) + \frac{1}{2} t \\
\text{subject to} & \quad \left[ \begin{array}{c} T_n \\ \hat{x}^* \\ t \end{array} \right] \succeq 0 \quad (2.6)
\end{align*}
\]

For 1-dimensional signal, the proof of (2.6) being equivalent to atomic norm minimization relies on the Vandermonde decomposition for Toeplitz matrix by Carathéodory lemma [11]. However, for \(d\)-dimensional \((d \geq 2)\) signal, the Vandermonde decomposition does not extend to block Toeplitz matrices with Toeplitz blocks for high dimensional signals. Indeed, a direct extension from Toeplitz matrices in (2.6) to block Toeplitz matrices with Toeplitz blocks does not give the atomic norm in higher-dimensional frequencies [2].

In this paper, we settle this problem by proposing equivalent semidefinite programming formulations of atomic norm minimization to recover signals with \(d\)-dimensional \((d \geq 2)\) off-the-grid frequencies. Note that our results are widely applicable to an arbitrary signal dimension \(d \geq 2\).

3. POSITIVE SEMIDEFINITE PROGRAMS FOR ATOMIC NORM MINIMIZATION IN RECOVERING HIGH-DIMENSIONAL FREQUENCIES

In this section, we set out to give positive semidefinite programming for atomic norm minimization for \(d\)-dimensional signal, where \(d \geq 2\). The key idea is to look at the dual problem of atomic norm minimization, and then transform the dual problem to equivalent positive semidefinite programming by using theories for positive trigonometric polynomials.

Extending from 1-dimensional signal case in (1.1), for two tensors \(q\) and \(x\), we define the inner product between them as \(\langle q, x \rangle = \bar{x}^T \bar{q}\), where \(\bar{q}\) and \(\bar{x}\) mean the vectorization of \(q\) and \(x\), and we also define the real part of the inner product as \(\langle q, x \rangle_R = \text{Re}(\bar{x}^T \bar{q})\). Then the dual norm of the atomic norm \(\|\cdot\|_A\) is given by

\[
\|q\|_A = \sup_{\|x\|_A \leq 1} \langle q, x \rangle_R = \sup_{t \in (0,1)^d} |\langle q, a(f, 0) \rangle|.
\]

(3.1)

The primal atomic norm minimization problem is given by

\[
\begin{align*}
\text{minimize} & \quad \|x\|_A \\
\text{subject to} & \quad x[l] = x^\bullet[l], \ 1 \in \mathcal{M}
\end{align*}
\]

(3.2)

By the Slater’s condition, strong duality holds between the primal problem and dual problem. So we do not loosen the optimal solution by turning to its dual problem.

We note that

\[
\langle q, a(f, 0) \rangle = \sum_j q_j e^{-2\pi jr^T j},
\]

where \(j = \{j_1, j_2, ..., j_d\} \in \mathcal{N}\), and \(0 \leq j_d \leq n_p - 1\) for \(1 \leq p \leq d\). Namely \((q, a(f, 0))\) is a \(d\)-variate trigonometric polynomial with variables \(f\). Now we are ready to describe our positive semidefinite programming to solve the dual optimization problem.

We first choose a certain sum-of-squares relaxation degree vector \(m = (m_1, m_2, ..., m_d)^T\), where \(m_p \geq n_p - 1\) for every \(1 \leq p \leq d\). We then define a zero-padded extension \(\tilde{q}\) of \(q\) under \(m\).

For \(j = \{j_1, ..., j_d\} \in \prod_{p=1}^d \{l \mid 0 \leq l \leq m_p\}\), we define \(\tilde{q}_j\) as follows:

\[
\tilde{q}_j = \begin{cases} 
q_j & \text{if } j \in \mathcal{N} \\
0 & \text{otherwise}
\end{cases}
\]

For \(\tilde{q}\), we denote its vectorization by \(\bar{\tilde{q}}\), namely for every \(j = \{j_1, ..., j_d\} \in \prod_{p=1}^d \{l \mid 0 \leq l \leq m_p\}\),

\[
\tilde{q}_n = \tilde{q}_j.
\]
where
\[ u = \left( \sum_{t=1}^{d} \left[ j_{d-t+1} \left( \prod_{p=1}^{d-t} (m_p + 1) \right) \right] + 1 \right) \]
(namely \( u \) is a natural number between 1 and \( \prod_{p=1}^{d} (m_p + 1) \)).

We then loosely follow the notations in [13]. For each \( 1 \leq p \leq d \), let us define \( \Theta_{k_p} \), as an \((m_p + 1) \times (m_p + 1)\) elementary Toeplitz matrix with ones on the \( k_p \)-th diagonal and zeros elsewhere, where \(-m_p \leq k_p \leq m_p\). We remark that we take the main diagonal of an \((m_p + 1) \times (m_p + 1)\) square matrix as the 0-th diagonal, and its uppermost diagonal as the \( m_p \)-th diagonal.

In addition, for a \( d \)-tuple \( k = (k_1, k_2, \ldots, k_d) \), where \(-m_p \leq k_p \leq m_p\) for every \( 1 \leq p \leq d \), we define
\[ \Theta_k = \Theta_{k_1} \otimes \ldots \otimes \Theta_{k_d}, \]
where \( \otimes \) is the Kronecker product.

Then by the Bounded Real Lemma for multivariate trigonometric polynomials [13], \( \|q\|_a^2 < 1 \) implies that for a certain degree vector \( m \), there exists a Hermitian matrix \( Q_0 \succeq 0 \) such that
\[ \delta_k = \text{tr} [ \Theta_k Q_0 ], k \in \mathcal{H}, \]
where \( \mathcal{H} \) is a half-space of \( \prod_{p=1}^{d} \{ l \mid -m_p \leq l \leq m_p \} \), \( \delta_0 = 1 \), \( \delta_k = 0 \) if \( k \neq 0 \), and
\[ \begin{bmatrix} Q_0 & \bar{q} \\ \bar{q}^* & 1 \end{bmatrix} \succeq 0. \]

It is also very easy to see that when such a positive semidefinite matrix \( Q_0 \) exists, \( \|q\|_a^2 \leq 1 \).

Then the dual problem (3.2) is reduced to (up to exchanging between strict and non-strict inequalities, and the choice of \( m \))

\[
\begin{aligned}
& \text{maximize } \langle q_{M}, x_{M} \rangle_R \\
& \text{subject to } \delta_k = \text{tr} [ \Theta_k Q_0 ], k \in \mathcal{H} \\
& \begin{bmatrix} Q_0 & \bar{q} \\ \bar{q}^* & 1 \end{bmatrix} \succeq 0, \\
& Q_{\mathcal{M} \setminus \mathcal{M}} = 0,
\end{aligned}
\]

where \( \bar{q} \) is the extension of \( q \), and \( \bar{q} \) is the vectorization of \( \bar{q} \) as described above.

In solving the dual problem, we need to decide the sum-of-squares relaxation degree \( m \). This sum-of-squares relaxation degree then decides the dimension of the PSD matrix \( Q_0 \). Suppose we fix the sum-of-squares degree as \( (m_1, m_2, \ldots, m_d)^T \), then the dimension of \( Q_0 \) is \( \prod_{p=1}^{d} (m_p + 1) \times (\prod_{p=1}^{d} (m_p + 1)) \). For \( \bar{q} \) being the optimal solution of (3.2), positive trigonometric polynomial theories guarantee that there exist a finite \( m \) such that there exists an \((m_p + 1) \times (m_p + 1)\) positive semidefinite matrix \( Q_0 \) satisfying the constraints of the semidefinite programming (3.3), (up to exchanging between strict and non-strict inequalities), and thus (3.3) gives the exact solution (up to exchanging strict and non-strict inequalities) to (3.2). We just keep increasing \( m \) if a lower \( m \) does not suffice to minimize the atomic norm in (3.3).

But how to decide whether a certain \( m \) suffices for our purpose of minimizing the atomic norm? We introduce a checking mechanism to check whether the minimum atomic norm has been achieved. To understand this mechanism, let us call the optimization problem (3.1) as the primal problem of atomic norm minimization, the optimization problem (3.2) as the dual problem of atomic norm minimization, and the optimization problem (3.3), for a certain \( m \), as the \( m \)-restricted dual problem of atomic norm minimization. In fact, one can easily show that the feasible set for \( q \) in (3.3) is a subset of that of (3.2). Thus the optimal objective value \( P_{\text{min-dual}} \) of (3.3) is no bigger than the optimal objective value \( P_{\text{dual}} \) of (3.2), namely,
\[ P_{\text{min-dual}} \leq P_{\text{dual}}. \]

After we get the optimal solution \( q^* \) of (3.3), one can use the dual polynomial method [1] (readily extended to \( d \geq 2 \)) to get the \( t \) frequency polynomials \( f_1, \ldots, f_t \) which satisfy \( \langle q^*, a(f_j, 0) \rangle = 1, 1 \leq j \leq t \). Then we plug these \( t \) frequencies back into the set of observation constraints in the primal problem:
\[ x[l] = x[\cdot][l], \quad l \in \mathcal{M}, \]
to solve for the \( t \) coefficients \( c_j, 1 \leq j \leq t \), for these \( t \) frequencies. Then
\[ x[l] = \sum_{j=1}^{t} c_j e^{j2\pi \pi l - 1} = \sum_{j=1}^{t} |c_j| a(f_j, \phi_j)[l], \quad l \in \mathcal{N} \]

is a feasible solution to (3.1), and its corresponding objective value is \( P_{\text{primal}} = \sum_{j=1}^{t} |c_j| \). We remark that \( P_{\text{primal}} \geq P_{\text{min-dual}} \), where \( P_{\text{primal}} \) is the optimal objective value for (3.1). Then if \( P_{\text{primal}} \) is equal to the optimal objective value \( P_{\text{min-dual}} \) of (3.3), by weak duality, we immediately know the \( m \)-restricted dual problem (3.3) gives the minimum atomic norm.

In solving the \( m \)-restricted dual problem, we remark that one can also solve the dual of the \( m \)-restricted dual problem, which does not make an essential difference.

### 4. NUMERICAL SIMULATIONS

We evaluated the multi-dimensional atomic norm minimization by using SDPT3 [15] to solve the semidefinite program in (3.3). We restricted ourselves to \( d = 2 \) and randomly drew \( s = 8 \) frequency pairs in the band \([0, 1]^2\) for the artificially generated signal. The phases of the signal frequencies were sampled uniformly at random in \([0, 2\pi)\).

The amplitudes \( |c_j|, j = 1, \ldots, s \) were drawn randomly from the distribution \( 0.5 + \chi_1^{2} \) where \( \chi_1^{2} \) represents the Chi-squared distribution with 1 degree of freedom. A total of \( m = 60 \) observations were randomly chosen for the sample set \( M \) for \((n_1, n_2) = (12, 12)\). Figure 1 shows the frequency localization using dual polynomial approach for this signal. We note that \( \langle q, a(f, 0) \rangle = 1 \) for \( f \) corresponding to the true poles. And for this example, \( m = (11, 11) \) suffices to achieve minimizing the atomic norm, as shown by our checking mechanism devised in Section 2.
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