Machine Learning based Fall Detector with a Sensorized Tip
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ABSTRACT
Fall detection has become an area of interest in recent years, as quick response to these events is critical to reduce the morbidity and mortality rate. In order to ensure proper fall detection, several technologies have been developed, including vision system, environmental detection systems, and wearable sensor based systems. However, in elderly or impaired people, it has been shown that the implementation of sensors in Assistive Devices for Walking, such as crutches or canes, can also be a promising alternative.

In this work, a Support Vector Machine (SVM) based Fall Detection system is proposed, which uses the data provided by a Sensorized Tip which can be attached to different Assistive Devices for Walking (ADW). Unlike other approaches, the developed one is able to differentiate the fall of the ADW from the fall of the user. For that purpose, the developed Fall Detector uses two modules connected in series. The first one detects all falls, while the second differentiates between user and ADW falls.

The proposed approach is validated in a set of experimental tests carried out by healthy volunteers that have simulated different falls. In addition, a comparative analysis is carried out by comparing the performance of the Sensorized Tip based Fall Detector and a state-of-the-art commercial accelerometer system. Results demonstrate that the proposed approach provides high Fall Detection Ratios (over 90%), similar or higher to wearable-sensor based approaches.
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I. INTRODUCTION
Recent studies, including relevant ones from the World Health Organization (WHO) [1], [2], state that more than 28% of the population over 64 years suffers at least one fall per year. In elderly or physically impaired people falls can have a great impact on their health and daily life [3], [4]. In fact, falls cause physical injuries in 6% of the cases [5], [6], from which 14% can be serious injuries [7]. Moreover, the fear to falls in elderly people has an important impact in their social life, as 15% reduce their social activity outside their home [6].

Studies have emphasised that quick action in the event of a fall is critical, especially in people who live alone, since the longer it takes to react to the event, the higher the morbidity or mortality rate is [8], [9]. Hence, the development of novel approaches to detect falls and reduce the reaction time is critical to minimize the impact of these situations.

In the literature, three main sensing systems have been proposed to detect falls, which are differentiated considering the nature of the captured signals [10]–[12]: 1) vision systems; 2) environmental detection systems; and 3) wearable sensor-based systems.

Vision systems [13]–[21], process images of one or several cameras to detect falls. An advantage of these systems is that they can also provide an image of the fallen person, which helps evaluating the severity of the fall. However, as the system is designed to be static, they present limited range of capture, typically constrained to a specific room, being unable to detect falls outside this area. Moreover, having a constantly active home vision-based system can cause
privacy problems [15].

Environmental detection systems are based on the detection of the variation of environmental signals such as radio signals [22]–[24], sound signals [25], [26] or ground vibrations [27] to detect falls. These approaches present less privacy concerns, but their applicability is also limited to a specific capture range. In addition, in home environments, different activities can cause interference with the monitoring systems.

Wearable sensors are small sensors that can be placed anywhere on the body. Thanks to their small size and weight, they can be carried out by the person to be monitored, increasing their capture range significantly. Most of the approaches to detect falls based on wearable sensors are based on the use of inertial sensors. Among these, multiple solutions can be found using accelerometers in the literature [19], [28]–[39]. Some works also propose the use of IMUs (Inertial Measurement Unit) which combine the former with gyroscopes and magnetometers and allow to estimate the 3D orientation of the device in a global reference system [40]–[43]. A particular subset of these approaches use the internal IMUs of current smartphones [44]–[47]. Other approaches propose the use of barometers [48] or even the microphone of smartphones [25].

In recent years, wearable sensors have become one of the main approaches for Fall Detection. However, it is to be noted that their placement with respect to the body is a critical issue when processing the captured data, as the received signals will vary depending on this relative position. Most of the works propose to place the sensors on the waist [29], [31], [34], [35], [48]. Nevertheless, others propose their use on the wrist [19], [28], [33], the foot [32] or the back [41].

Defining the optimal placement of sensors has been the focus of different studies [30], [42], evaluating their placement in the ankles, chest and waist [30], and adding to these the head, wrists and thigh [42]. The aforementioned studies conclude that the best position to perform Fall Detection is at the waist, although optimal results are also achieved with the sensor element located on the chest [30], [38].

Although in the last years the size of wearable sensors has reduced, in elderly or impaired people, the attachment of the sensor to the body can cause rejection by the user. In these cases, several works have proposed to introduce sensors into Assistive Devices for Walking (ADW) such as crutches [49] or canes [50]–[52] in order to detect falls. The proposed devices use inertial sensors [52] which can be combined with force sensors [49], [50], or GPS and heart rate sensors [51]. These devices allow minimal discomfort of the user, but also require a proper algorithm to detect the fall.

Fall Detection is carried out by interpreting the data provided by the sensors integrated in the aforementioned devices. Two main approaches exist for this purpose. The first processes directly the raw data of the sensors [28], [33], requiring algorithms that typically imply higher computational cost. The second considers a pre-processing step, in which a set of features are extracted from the raw data, reducing the dimensionality of the problem [32], [34], [37], [42], [46], [53], [54].

The implementation of the Fall Detection algorithm is typically addressed by the design of a machine learning technique based classifier [55]. Among the different approaches, Artificial Neural Networks (ANN) based on MLP (Multi-Layer Perceptron) [31], [33], [34], [41], [42], [53], Convolutional Neural Networks (CNN) [17], [19], [24], or Deep Learning approaches [22], [28], [35], [46] can be found. Other classification approaches based on SVM (Support Vector Machine) [26], [30], [32], [36], [37], [41], [42], [46]–[48], or K-NN (K-Nearest Neighbor) [14], [15], [37] have also been proposed. The aforementioned solutions provide a high rate of Fall detection when applied to different devices. However, in the case of Fall Detectors developed for ADW, the proposed approaches have not been designed to differentiate between the user falling with the ADW, and the ADW falling without the user.

In summary, it can be concluded that due to the importance of quick action in the event of falls, their detection using monitoring devices has raised as a relevant research line in recent years. In the case of impaired or elderly people the use of sensorized ADW has been proposed as an appropriate approach. However, most works proposed in this area do not consider these devices. Moreover, the proposed ADW-based Fall Detectors are prone to false positives, as they are not able to discern when he ADW has fallen with the user or without it.

Hence, in this work, a novel Fall Detection approach is proposed for people that require ADW. The proposed approach is based on a Sensorized Tip which can be attached to a standard crutch or cane, and aims to give some insight into the previously cited issues, with four relevant contributions:

1) The approach is focused on people that require ADW; 2) A comprehensive set of features to detect falls is proposed and optimized using a Feature Selection methodology; 3) Falls of the ADW without the user (false positives) are considered; 4) A comparative analysis is carried out considering four different scenarios: using only data from the Sensorized Tip, from the wearable sensors, from all accelerometer data; or using all data.

The rest of the work is structured as follows. Section II details both the developed Sensorized Tip and the wearable sensors used for the development of the Fall Detectors. Section III presents an overview of the proposed two-step Machine Learning-based Fall Detection approach. Section IV details the experiments executed to generate the datasets to develop the Fall Detector. Section V explains the methodology used to define the fall Detection algorithms. Section VI shows the results of the comparative analysis carried out to evaluate the approach. Finally, the most important ideas are summarized in Section VII.

II. FALL MONITORING SYSTEMS

In this work, the use of the Sensorized Tip developed in [56] is proposed to monitor the user that requires an Assistive De-
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FIGURE 1. Sensorized Tip used for fall detection (on a crutch and off) and local axes of the Sensorized Tip.

FIGURE 2. GENEActiv accelerometer sensors positions in the body.

vice for Walking. As it can be seen in Figure 1, the Sensorized Tip can be easily attached to a crutch or cane, providing data of both the user’s motion and the force exerted.

The Sensorized Tip is made of a lightweight aluminum structure, which contains a set of sensors: an Inertial Measurement Unit with 9 degrees of freedom MTi-3 from XSens, which provides information on the 3D motion of the Sensorized Tip (linear acceleration, angular velocity and magnetic field in the local \(xyz\) axes); a BMP280 barometer from Bosch that can provide estimation on the relative height of the Sensorized Tip; and a C9C force sensor from HBM that provides the axial force applied on the ADW. In addition, the MTi-3 provides an estimation of the global orientation of the device on a global \(XYZ\) coordinate system, which allows to estimate its angle of inclination \(\alpha\) with respect to the ground by,

\[ \alpha = \frac{\pi}{2} - \cos(\text{proj}_Z Z / |\text{proj}_Z Z|) \]  

where \(\text{proj}_Z Z\) is the projection of the local \(z\) axis (Figure 1) in the global \(Z\) axis (normal to the ground) and \(|\text{proj}_Z Z|\) is its module.

It is to be noted that the data from the magnetometer and the BMP280 barometer will not be used in this work.

In order to evaluate the aforementioned device as a fall monitoring system, in this work, the Fall Detectors will be also be developed for a wearable sensor system. The GENEActiv commercial 3-axis accelerometers, manufactured by Activinsights, have been selected for this purpose. In particular the GENEActiv devices were located on the non-dominant wrist, on the chest, on the lower back, and in the pocket corresponding to the dominant side (see Figure 2). The GENEActiv wearable sensors on the wrist and in the pocket are used to simulate a smartwatch and a smartphone respectively. This way, the different sensor data provided by the Sensorized Tip and the Wearable system can be evaluated to analyze their effectiveness to detect falls.

III. OVERVIEW

This paper presents a novel Fall Detector approach based on the data provided by a Sensorized Tip attached to an Assistive Device for Walking (ADW). The proposed approach is composed by two modules connected in series, as detailed in Figure 3. The first module (ADW Fall Detector) is focused on detecting the fall of the ADW; while the second (User & ADW Fall Detector) uses the fall data to evaluate if the user has fallen with the ADW, or only the ADW has fallen. This latter module is designed to avoid false positives due to ADW accidental falls.

For the development of the ADW Fall Detector module, two experimentally obtained datasets will be used to generate the training set: a dataset composed by user falls and a dataset that includes different physical activities carried out by the user. For the User & ADW Fall Detector module, where the goal is to determine if the user has fallen with the ADW, the user fall dataset will be combined with a set of experiments in which only the ADW has fallen to generate
the training set. The protocol that was defined to obtain the different datasets will be detailed in Section IV. This two-module approach has been designed in order to develop two different Machine-Learning based detectors. The presented two-module approach has also a reduced computational cost. In fact, if a fall of the ADW is not detected by the first module, the second module is not applied.

The training datasets are processed to generate a set of features to characterize each fall, and a feature evaluation procedure is implemented to detect the most relevant ones to design each Machine Learning-based module. In particular a Support Vector Machine (SVM) approach will be used to implement the algorithm of each module. The procedure will be detailed in Section V.

Finally, in order to evaluate the proposed approach, this will be compared with the performance of a Fall Detector that uses different sets of sensor data: with GENActiv wearable sensor data, all possible accelerometers (Sensorized Tip internal accelerometer and four GENActiv accelerometers) and all data sensors. It is to be noted that for these particular cases, only the first module (see Figure 3) will be implemented, as the sensors are placed also in the user. Results will be analyzed in Section VI.

**IV. EXPERIMENTAL PROTOCOL AND DATASET GENERATION**

In order to develop a Machine Learning-based algorithm, a proper database is to be generated. This requires the definition and execution of a protocol containing a set of falls and physical activities while using an ADW. In this section, the definition of the experiments is detailed.

The simulations were carried out by 12 healthy volunteers (4 women and 8 men, ranging between 25-40 years, 3 left-handed and the rest right-handed) in a controlled environment. In order to perform the falling simulations, a mattress was used, to avoid possible injuries to the volunteers. The volunteers wore the GENActiv accelerometers during the experiments, and the Sensorized Tip was attached to the crutch (Figure 2). The protocol was approved by the Ethics Committee at University of Bologna and all participants provided informed written consent.

Three datasets have been created in order to generate the training set of each module (ADW Fall Detector and User & ADW Fall Detector): a) User Fall dataset, which included data from people falling while using a crutch; b) User Physical Activities dataset, which included data from people performing different physical activities using the crutch; c) ADW Fall dataset, in which the crutch was left standing still at different positions, and then forced to fall without the user. As previously detailed, datasets 1 and 2 will be used to train the ADW Fall Detector module, while datasets 1 and 3 are used to train the User & ADW Fall Detection module. Next, the experiments included in each dataset are detailed:

**a: User Fall dataset**

In order to simulate as close as possible real falls, videos associated to falls of people falling while using ADW from the Databrary database [57], [58] were analyzed. From this analysis, 16 scenarios were considered, in particular the protocol defined includes 8 static falls from an upright position (1-8) and 8 dynamic falls from walking (9-16):

1) While standing still, try to take a step and trip over the ADW and fall forwards.
2) Fall forwards.
3) Fall backwards simulating a faint.
4) Fall backwards.
5) Rotate 90° to the right and fall on the right side.
FIGURE 4. Graphical representation of some of the simulated falls during the walking: a) Cases 9, 10, 11, 12 and 13. b) Cases 14, 15. c) Case 16.

6) Fall on the right side.
7) Rotate 90° to the left and fall on the left side.
8) Fall on the left side.
9) Walk towards the mattress, trip over the ADW and fall forwards (see Figure 4a).
10) Walk towards the mattress, simulate a trip over an object and fall forwards (see Figure 4a).
11) Walk towards the mattress, simulate a trip over an object and fall on the left side (see Figure 4a).
12) Walk towards the mattress, simulate a trip over an object and fall backwards (see Figure 4a).
13) Walk towards the mattress, simulate a trip over an object and fall backwards (see Figure 4a).
14) Loss of balance, try to recover it by walking a few meters and fall forwards (see Figure 4b).
15) Loss of balance, try to recover it by walking a few meters and fall backwards (see Figure 4b).
16) Walk and slide to end up falling backwards (see Figure 4c).

b: User Physical Activity dataset
In order to complete the database with no-fall activities, a total of 7 different physical activities using ADW have been simulated:

1) Walking at a normal pace: a circuit (see Figure 5) has been defined in which the volunteer has to walk straight in several directions and make turns.
2) Walking quickly: the same circuit (see Figure 5) performed previously is repeated, but in this case walking approximately 30% faster.
3) Standing still: stay still in place for 30 seconds.
4) Going up and down stairs: going up and down stairs repeatedly.
5) Get up and sit in a chair: get up and sit down repeatedly for 30 seconds.
6) Pick up an object from the floor and stand up repeatedly for 30 seconds.
7) Loss of balance without falling (near fall), repeated 4 times.

c: ADW Fall dataset:
Finally, a series of tests has been carried out in which the ADW falls without the user:
1) Crutch placed in different static positions on the floor or while leaning on a site.
2) Dropping the crutch while standing still, or while walking. 80 crutch falls will be performed.

The dataset consists of 192 user falls (using ADW), 108 minutes of physical activities (using ADW), 5 minutes of different static ADW positions and 80 ADW falls.

V. DESIGN METHODOLOGY
Once the datasets have been generated, the two algorithms proposed in Figure 3 will be designed. The first will be an ADW Fall Detection module, which will be designed to detect a fall; while the second will determine if the user is involved in the fall (or only the ADW). As the system is designed so that the first module output is used in the second one, each algorithm will require different input data, as it will be explained next.

A. ADW FALL DETECTOR DESIGN
The purpose of the ADW Fall Detection module is to detect when a fall happens while using the ADW. In this section, the methodology used to design the Machine Learning-based detector will be detailed (see Figure 7). This methodology is based on well-established methodologies ones in the literature [39].

1) Data segmentation and set generation for training
The data used to design the ADW Fall Detector module is extracted from the User Fall dataset and the User Physical Activity dataset previously detailed. The time sequences captured in these datasets are first processed using a segmentation process, allowing to extract a set of features from each segment or window.

For this purpose, the data is divided into fixed-size sliding windows. The window size has been set to 100 samples (2 seconds), as in the experiments this value allows to capture the fall (see Figure 6a). In addition, the beginning of each window will be shifted by 20 samples (0.4 seconds) from the beginning of the previous one (see Figure 6b) to limit the computational cost.

Once segmentation has been carried out, each window will be considered a sample for the design of the ADW Fall Detector. For this purpose, each window is labelled to define if it corresponds to a fall or not. The event of a fall will be considered if a window contains more than 50% of its data samples associated to a fall (see Figure 6a). Note that the physical activity related samples are not tagged as falls.

In order to develop the Machine Learning-based ADW Fall Detector, the aforementioned set is divided into two: a training dataset, which will be used to develop the ADW Fall Detector, and a test dataset, which will be used to validate its generalization capabilities. The training dataset is composed of the simulations carried out by 8 subjects, while the remaining data (4 subjects) are used for testing. In addition, in order to balance the number of fall/not falls samples, an adjusted set is generated, as detailed in Table 1. This adjustment has been made, in the case of falls, by eliminating those windows that do not have 50% of the window in the fall period. In the case of physical activities, this adjustment has been made trying to maintain a similar number of samples with respect to the falls.

As defined in Section II, each set associated to the ADW Fall Detector will contain the segmented windows related to the data captured from the Sensorized Tip: 3-axis accelerometer, 3-axis gyroscope, force sensor and estimated inclination ($\alpha$) with respect to the ground (see Table 2).
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TABLE 1. Distribution of the dataset and adjustment of the number of data.

| Participants | Windows | Train | Test | Total |
|--------------|---------|-------|------|-------|
| Fall Detector Set | Non Adjusted | Falls | 2770 | 1216 | 3986 | 5805 | 2600 | 8405 |
| | Adjusted | Not Falls | 5805 | 2600 | 8405 | 5805 | 2600 | 8405 |
| | Adjusted | Falls | 739 | 382 | 1121 |
| | Not Falls | 866 | 433 | 1299 |
| User Fall Detector Set | User Falls | 128 | 64 | 192 |
| | ADW Falls | 50 | 30 | 80 |

2) Potential Features Set Generation

The use of segmentation allows to obtain a dataset composed by discrete data units, one for each window, from which a set of features can be easily extracted. These features (such as mean, variance, ...) allow to reduce the dimensionality of the data, generating numeric values that can be easily processed by Machine Learning-based approaches. In this section, a methodology to select the most appropriate features to design a Machine Learning (ML)-based Fall Detector is detailed (see Figure 7).

In the literature, there are different approaches to define the set of potential features. A typical approach is to use statistical operators to characterize the data from the window. In this work, the following statistical features will be extracted:

- Mean (MEAN).
- Standard Deviation (STD).
- Variance (VAR).
- Kurtosis (KUR).
- Intercuartile Range (IR).
- Area Under the Signal (AUS).
- Maximum value of the window (MAX).
- Minimum value of the window (MIN).

These statistical operators are applied to the previously defined training dataset, composed by the segmented windows or samples related to each of the signals provided by the monitoring device (Sensorized Tip’s force sensor, Sensorized Tip’s gyroscope (x, y, z), Sensorized Tip’s accelerometer (x, y, z) and Sensorized Tip’s inclination angle (α)). The combination of these operators on each sensor signal device generates a feature. In the case of the Sensorized Tip, a total of 64 features can be defined per each sample.

3) ADW Fall Detector training

Although all possible features can be used to train the ML-based Fall Detector, due to the high dimension of the input data, it is advisable to perform an analysis to detect the most relevant features. This will allow to reduce the computational cost of the approach, if implemented in real-time.

In the literature, different approaches are proposed to determine the relative importance of a feature for a classification problem, such as Random Forest (RF) [59] and Relief [60]. In this work, the Random Forest approach has been selected, as it provided better results. This approach consists of the generation of a large set of decision trees for classification purposes, also known as a forest. The trees are generated by using a random set of samples and features, so that in the training process different features can be tested and their relative importance evaluated.

Hence, once the training dataset is processed by the Random Forest and the features have been ordered considering their relative importance to the Fall Detection process, a set of Support Vector Machines (SVMs) will be trained, considering different subsets of features. The goal is to determine the minimum number of features to achieve an appropriate Fall Detection performance.

To achieve this goal, first the most relevant features will be used to train the Fall Detector SVM, then the number of features will be gradually increased. Each SVM is trained using Matlab’s Statistic and Machine Learning toolbox, where the SVM hyperparameters are optimized by the use of a K-Fold cross validation approach with \( K = 10 \). Once trained, the test set is used to evaluate the Fall Detection performance of each SVM. Results will be detailed in Section VI.
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TABLE 2. Analyzed Cases considering sensor input

| Device         | Sensors               | Different analysis forms |        |        |        |
|----------------|-----------------------|--------------------------|--------|--------|--------|
| Sensorized Tip | Angle of inclination (α) | Sensorized Tip Sensors | X      | X      |        |
|                | 3 axis Gyroscope       | GENEActiv Sensors        | X      |        |        |
|                | Force Sensor           | Accelerometer Sensors    | X      | X      |        |
| 4x GENEActiv Accelerometers | 3 axis | X      | X      |        |        |

TABLE 3. Weight of the features provided by the RF in the different case studies. (α = ADW inclination angle, accel = accelerometer, gyro = gyroscope), for the ADW Fall Detector and the User & ADW Fall Detector

| Feature | Sensorized Tip | GENEActiv | Accelerometers | All Sensors | User & ADW Fall Detector |
|---------|----------------|-----------|----------------|-------------|--------------------------|
| α MAX   | 3.587          | Back accel| MEAN X axis    | 2.619       | Tip force MEAN Z axis     |
| Tip gyro| 2.803          | Back accel| MIN X axis     | 2.514       | Tip force AUS Z axis      |
| MIN Z axis | 2.788      | Back accel| AUS X axis     | 2.250       | Back accel MEAN X axis    |
| Tip KUR X axis | 2.630     | Chest accel| Mean X axis | 1.474       | Tip accel MIN X axis      |
| α MEAN  | 2.545          | Chest accel| AUS X axis    | 2.096       | Back accel AUS X axis     |
| α STD   | 2.485          | Chest accel| MIN Z axis    | 1.943       | Chest accel AUS X axis    |
| Tip KUR Y axis | 2.394     | Waist accel| KUR X axis   | 1.625       | Chest accel Mean X axis   |
| α VAR   | 2.379          | Back accel| KUR Y axis    | 1.535       | Tip accel Max Z axis      |
| α AUS   | 2.348          | Back accel| KUR X axis    | 1.521       | Chest accel Mean X axis   |
| Tip MEAN Z axis | 2.341     | Back accel| Mean X axis   | 1.519       | Tip accel AUS Z axis      |
| Tip MIN Y axis | 2.167     | Chest accel| KUR Y axis   | 1.505       | Tip accel Std Y axis      |
| Tip AUS Z axis | 2.165      | Wrist accel| MIN Z axis   | 1.459       | Tip accel VAR Y axis      |
| Tip Pocket acc | 2.095      | Pocket accel| KUR Z axis  | 1.441       | Tip accel KUR Z axis      |
| Tip Back acc | 1.947       | Pocket accel| AUS Z axis  | 1.434       | Tip accel Pocket Mean Y axis |
| Tip Pocket acc | 1.915      | Pocket accel| MIN Z axis | 1.411       | Tip accel Back Mean X axis |

include both the Sensorized Tip’s accelerometer and the GENEActiv sensor on the lower back, as in the previous case. These trends seem to be confirmed if all sensors are used, being the Tip inclination angle, the acceleration of the back sensor and tip sensor among the most relevant ones.

2) Performance analysis

As defined in Section V, once the relative importance of features has been determined, a set of SVMs is trained with an increasing number of features, taking into account the most relevant features.

Table 4 shows the performance results for the Fall Detector associated to each number of the first n most relevant features (first column). In general, all the analyzed cases provide F-score over 0.96, which validate the use of the Sensorized Tip. In addition, it can be seen that the number of features used is not especially relevant, since very good results are achieved for all scenarios. However, there are slight differences between the approaches that can be analyzed.

Using only the sensors included in the Sensorized Tip, results for this case are good for any number of features. Considering the 2 most relevant features (α maximum and Tip gyroscope minimum in Z axis, Table 3) provide the best results: a precision of 0.986, a specificity of 0.988, a sensitivity of 1 and an F-score of 0.993 is achieved. Moreover, using the maximum inclination angle (α) can also provide...
very good results.

The GENEActiv wearable devices, provide the lower performance of all analyzed cases. A maximum F-score of 0.989, with a precision of 0.978, specificity of 0.980 and sensibility of 1, can be achieved using the 7 most relevant features. On the other hand, the accelerometer only approach can provide near 0.999 F-score, precision of 0.997, specificity of 0.998 and sensibility of 1, with the same 7 features. If all data is considered, 5 features are required to obtain a precision, specificity, sensibility and F-score of 1 with the proposed test dataset.

B. USER & ADW FALL DETECTOR

1) Feature Relevance analysis

The User & ADW Fall Detector is only used if the Sensorized Tip data is used. This algorithm is used to determine if a fall detected by the ADW Fall Detection module is a user fall or an ADW fall without the user.

In order to develop the detector, a Random Forest analysis is performed over the 64 features defined for the sensor data. Results are summarized in Table 3, where the 10 most relevant features are shown. As it can be seen, the four most relevant features are associated to the Tip Force, which measures the load the user applies on the ADW. The relative importance of these features is derived from the fact that when a person falls with an ADW, he/she tries to recover balance by leaning on the ADW. This, however does not happen when the ADW falls without the user.

2) Performance analysis

Table 5 summarizes the results obtained for each SVM trained with the n most relevant features detailed in Table 3. The precision, specificity, sensitivity and F-score data are shown for each case.

Results show that the best results are achieved using at least the most relevant 6 features, with a F-score of 0.963, precision of 0.943, specificity of 0.873 and sensitivity of 0.984. These can be considered good results, and demonstrate that the proposed approach can also be an effective one to detect falls.

VII. CONCLUSIONS

Early detection of falls is critical, especially in those people that require the use of ADW. Current Fall Detection approaches do not traditionally consider people with ADW, which has opened a new research area focused on developing sensorized ADW for monitoring purposes.

This work presents a novel Fall Detector based on the data provided by a Sensorized Tip that can be attached to different ADW such as crutches or canes. The approach has four relevant contributions: 1) The approach is focused on people that require ADW; 2) A methodology is proposed to present and evaluate a set of features to develop the Fall Detector; 3) Falls without the user are considered as false positives; 4) A comparative analysis is carried out to evaluate the approach.

In order to validate the innovative Fall Detector system, a set of experiments has been designed, including simulated falls and regular activities (walking, walking faster, go

TABLE 4. Results of the different cases to be analyzed of the SVM-based Fall Detectors (P=Precision, Sp=Specificity, Se=Sensitivity, F=F-score).

| No. In | Sensorized Tip | GENEActiv | Accelerometers | All Sensors |
|-------|----------------|-----------|----------------|------------|
|       | P   | SP | Se | F   | P   | SP | Se | F   | P   | SP | Se | F   | P   | SP | Se | F   |
| 1     | 0.982 | 0.984 | 1.000 | 0.991 | 0.941 | 0.945 | 0.984 | 0.962 | 0.979 | 0.982 | 0.979 | 0.972 | 1.000 | 0.985 |
| 2     | 0.986 | 0.988 | 1.000 | 0.993 | 0.956 | 0.960 | 1.000 | 0.978 | 0.979 | 0.982 | 0.981 | 0.98 | 1.000 | 0.993 |
| 3     | 0.980 | 0.982 | 1.000 | 0.990 | 0.957 | 0.960 | 1.000 | 0.978 | 0.982 | 0.984 | 0.989 | 0.985 | 0.986 | 0.988 |
| 4     | 0.982 | 0.984 | 1.000 | 0.991 | 0.957 | 0.961 | 1.000 | 0.978 | 0.984 | 0.985 | 1.000 | 0.992 | 0.982 | 0.984 |
| 5     | 0.983 | 0.985 | 1.000 | 0.991 | 0.953 | 0.957 | 0.999 | 0.976 | 0.980 | 0.982 | 1.000 | 0.990 | 1.000 | 1.000 |
| 6     | 0.983 | 0.984 | 1.000 | 0.991 | 0.968 | 0.972 | 1.000 | 0.994 | 0.990 | 0.991 | 1.000 | 0.995 | 1.000 | 1.000 |
| 7     | 0.987 | 0.988 | 1.000 | 0.993 | 0.978 | 0.980 | 1.000 | 0.989 | 0.997 | 0.998 | 1.000 | 0.999 | 1.000 | 1.000 |
| 8     | 0.982 | 0.983 | 1.000 | 0.993 | 0.971 | 0.973 | 1.000 | 0.985 | 0.981 | 0.983 | 1.000 | 0.991 | 1.000 | 1.000 |
| 9     | 0.982 | 0.984 | 1.000 | 0.991 | 0.970 | 0.973 | 0.999 | 0.985 | 0.984 | 0.986 | 1.000 | 0.992 | 0.992 | 0.993 |
| 10    | 0.982 | 0.984 | 1.000 | 0.991 | 0.974 | 0.977 | 0.997 | 0.986 | 0.982 | 0.983 | 1.000 | 0.991 | 0.989 | 0.991 |
| 11    | 0.982 | 0.984 | 1.000 | 0.991 | 0.969 | 0.972 | 0.992 | 0.980 | 0.977 | 0.979 | 1.000 | 0.988 | 0.993 | 0.994 |
| 12    | 0.983 | 0.985 | 1.000 | 0.991 | 0.969 | 0.972 | 0.999 | 0.984 | 0.980 | 0.982 | 1.000 | 0.990 | 0.997 | 0.998 |
| 13    | 0.982 | 0.984 | 1.000 | 0.991 | 0.968 | 0.971 | 0.999 | 0.983 | 0.979 | 0.981 | 0.999 | 0.989 | 0.998 | 0.999 |
| 14    | 0.982 | 0.984 | 1.000 | 0.991 | 0.974 | 0.977 | 1.000 | 0.987 | 0.976 | 0.979 | 0.998 | 0.987 | 0.987 | 0.998 |
| 15    | 0.984 | 0.985 | 1.000 | 0.992 | 0.976 | 0.979 | 1.000 | 0.988 | 0.979 | 0.981 | 0.999 | 0.989 | 1.000 | 1.000 |

TABLE 5. Results of the ADW Fall Detector with and without user (P=Precision, Sp=Specificity, Se=Sensitivity, F=F-score).

| Number Features | P   | Sp   | Se   | F   |
|-----------------|-----|------|------|-----|
| 1               | 0.876 | 0.717 | 0.936 | 0.905 |
| 2               | 0.880 | 0.733 | 0.917 | 0.898 |
| 3               | 0.888 | 0.757 | 0.906 | 0.897 |
| 4               | 0.880 | 0.737 | 0.906 | 0.893 |
| 5               | 0.940 | 0.867 | 0.984 | 0.962 |
| 6               | 0.943 | 0.873 | 0.984 | 0.963 |
| 7               | 0.940 | 0.867 | 0.984 | 0.962 |
| 8               | 0.930 | 0.843 | 0.969 | 0.949 |
| 9               | 0.926 | 0.833 | 0.967 | 0.946 |
| 10              | 0.943 | 0.873 | 0.981 | 0.962 |
| 11              | 0.942 | 0.870 | 0.983 | 0.962 |
| 12              | 0.946 | 0.880 | 0.978 | 0.962 |
| 13              | 0.925 | 0.830 | 0.977 | 0.950 |
| 14              | 0.928 | 0.837 | 0.981 | 0.954 |
| 15              | 0.912 | 0.797 | 0.983 | 0.946 |
up/down stairs, sit, bend down to pick something…), carried out by 12 volunteers. The experiments have been used to train a set of Machine Learning-based approaches to detect falls. The results of the proposed approach demonstrate that it can provide high Fall Detection ratios using the Sensorized Tip, similar or higher than state-of-the-art devices.

REFERENCES

[1] S Yoshida. A global report on falls prevention: Epidemiology of falls. Geneva: World Health Organization, 2007.
[2] Nishant K. Sekaran, Hwajung Choi, Rodney A. Hayward, and Kenneth M. Langa. Fall-Associated Difficulty with Activities of Daily Living in Functionally Independent Individuals Aged 65 to 69 in the United States: A Cohort Study. Journal of the American Geriatrics Society, 61(1):96–100, jan 2013.
[3] Pietro Pasquetti, Lorenzo Apicella, and Giuseppe Mangone. Pathogenesis and treatment of falls in elderly. Clinical Cases in Mineral and Bone Metabolism, 11(3):222–225, sep 2014.
[4] Clare Griffiths, Cleo Rooney, and Anita Brock. Leading causes of death in england and wales—how should we group causes. Health statistics quarterly, 28(9), 2005.
[5] A. M. Tromp, J. H. Smits, D. M. Hoog, M. Bouter, and P. Lips. Predictors for falls and fractures in the longitudinal aging study Amsterdam. Journal of Bone and Mineral Research, 13(12):1932–1939, 1998.
[6] V. S. Stel, J. H. Smits, S. M. F. Pluimj, and P. Lips. Consequences of falling in older men and women and risk factors for health service use and functional decline. Age and Ageing, 33(1):58–65, jan 2004.
[7] Mary E. Tinetti, John Doucette, Elizabeth Clauss, and Richard Marottoli. Risk Factors for Serious Injury During Falls by Older Persons in the Community. Journal of the American Geriatrics Society, 43(11):1214–1221, nov 1995.
[8] R. Jan Gurley, Nancy Lum, Merle Sande, Bernard Lo, and Mitchell H. Katz. Persons Found in Their Homes Helpless or Dead. New England Journal of Medicine, 334(26):1710–1716, jun 1996.
[9] Deidre Wild, U. S.L. Nayak, and B. Isaacs. How dangerous are falls in old people at home? British Medical Journal (Clinical research ed.), 283(6260):256–268, jan 1981.
[10] R. Y. W. Lee and A. J. Carlisle. Detection of falls using accelerometers and mobile phone technology. Age and Ageing, 40(6):690–696, nov 2011.
[11] Mubarak Patle, Aleksandar Pavic, and Victoria A. Goodwin. Wearable inertial sensors to measure gait and posture characteristic differences in older adult fallers and non-fallers: A scoping review, feb 2020.
[12] Muhammad Musharif, Ling Shao, and Luke Seed. A survey on fall detection: Principles and approaches. Neurocomputing, 100:144–152, jan 2013.
[13] Michael Belshaw, Jochen Klenk, Clemens Becker, and Lorenzo Chiari. A new real-time fall detection approach using fuzzy logic and a neural network. In Proceedings of the 6th International Workshop on Wearable, Micro, and Nano Technologies for Personalized Health: “Facing Future Healthcare Needs”, phealth2009, pages 57–60. IEEE Computer Society, 2009.
[14] Christoph Dinh and Matthias Struck. An artificial neural network–based fall detection system. In Annual International Conference of the IEEE Engineering in Medicine and Biology Society, EMBS, pages 1773–1776, 2011.
[15] Colombo de Miguel, Alberto Brunete, Miguel Hernando, and Ernesto Gamboa. Home Camera-Based Fall Detection System for the Elderly. Sensors, 17(12):2864, dec 2017.
[16] Chien Liang Liu, Chia Hoang Lee, and Ping Min Lin. A fall detection system using k-nearest neighbor classifier. Expert Systems with Applications, 37(10):7174–7181, oct 2010.
[17] Xiaomu Luo, Tong Liu, Jun Liu, Xuemei Guo, and Guoli Wang. Design and implementation of a distributed fall detection system based on wireless sensor networks. Eurasip Journal on Wireless Communications and Networking, 2012:1–13, mar 2012.
[18] Adrián Núñez-Marcos, Gorka Azkune, and Ignacio Argando-Carreras. Vision-based fall detection with convolutional neural networks. Wireless Communications and Mobile Computing, 2017, 2017.
[19] Henry Rimmimen, Juha Lindström, Matti Linnavuo, and Raimo Sepponen. Detection of falls among the elderly by a floor sensor using the electric near field. IEEE Transactions on Information Technology in Biomedicine, 14(6):1475–1476, nov 2010.
[20] Yves M. Galvão, Janderson Ferreira, Vincius A. Albuquerque, Pablo Barros, and Bruno J.T. Fernandes. A multimodal approach using deep learning for fall detection. Expert Systems with Applications, 168:114226, apr 2021.
[21] Francy Shu and Jeff Shu. An eight-camera fall detection system using human fall pattern recognition via machine learning by a low-cost android box. Scientific Reports 2021 11:1, 11(1):1–17, jan 2021.
[22] Jesús Gutiérrez, Víctor Rodríguez, and Sergio Martín. Comprehensive Review of Vision-Based Fall Detection Systems. Sensors 2021, Vol. 21, Page 947, 21(3):947, feb 2021.
[23] Branka Jokanovic and Moeness Amin. Fall Detection Using Deep Learning in Range-Doppler Radars. IEEE Transactions on Aerospace and Electronic Systems, 54(1):180–189, feb 2018.
[24] Xuyi Wang, Kaishun Wu, and Lionel M. Ni. WiFall: Device-Free Fall Detection by Wireless Networks. IEEE Transactions on Mobile Computing, 16(2):581–594, feb 2017.
[25] Hamidreza Sadreazami, Miodrag Bolic, and Sreeraman Rajan. Contactless Fall Detection Using Time-Frequency Analysis and Convolutional Neural Networks. IEEE Transactions on Industrial Informatics, 17(10):6842–6851, oct 2021.
[26] Michael Cheffena. Fall Detection Using Smartphone Audio Features. IEEE Journal of Biomedical and Health Informatics, 20(4):1073–1080, jul 2016.
[27] Xiaodan Zhuang, Jing Huang, Gerasimos Potamianos, and Mark Hasegawa-Johnson. Acoustic fall detection using Gaussian mixture models and GMM supervisors. In ICASSP, IEEE International Conference on Acoustics, Speech and Signal Processing - Proceedings, pages 69–72, 2009.
[28] M. Alwan, P.J. Rajendran, S. Kell, D. Mack, S. Dalal, M. Wolfe, and R. Felder. A Smart and Passive Floor-Vibration Based Fall Detector for Elderly. In 2006 2nd International Conference on Information & Communication Technologies, pages 1003–1007. Institute of Electrical and Electronics Engineers (IEEE), oct 2006.
[29] SunGii Yoo and Dongik Oh. An artificial neural network–based fall detection. In International Journal of Engineering Business Management, 10.1109/ACCESS.2021.3132656, IEEE Access.
[30] Christoph Dinh and Matthias Struck. A smart and passive floor vibration based fall detector. In Proceedings of the Annual International Conference of the IEEE Engineering in Medicine and Biology Society, EMBS, pages 1773–1776, 2011.
[31] Francisco Luna-Perejon, Javier Civit-Masot, Isabel Amaya-Rodriguez, and Lourdes Duran-Lopez, Juan Pedro Dominguez-Morales, Anton Civit-Balcells, and Alejandro Linares-Barranco. Fall detection using accelerometer on the user’s wrist and artificial neural networks. In IFMBE Proceedings, vol. 70, pages 641–647. Springer Verlag, 2019.
[32] Marcela Vallejo, Claudia V. Isaza, and Jose D. Lopez. Artificial Neural Networks as an alternative to traditional fall detection methods. In Proceedings of the Annual International Conference of the IEEE Engineering in Medicine and Biology Society, EMBS, pages 1648–1651, 2013.
[33] Francisco Luna-Perejon, Javier Civit-Masot, Isabel Amaya-Rodriguez, Lourdes Duran-Lopez, Juan Pedro Dominguez-Morales, Anton Civit-Balcells, and Alejandro Linares-Barranco. An automated fall detection system using recurrent neural networks. In Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics), volume 11526 LNAI, pages 36–41. Springer Verlag, jun, 2019.
[34] Chien Feng Lai, Sung Yen Chang, Han Chieh Chao, and Yueh Min Lin. Detection of cognitive injured body region using multiple triaxial accelerometers for elderly falling. IEEE Sensors Journal, 11(3):763–770, 2011.
[35] Luca Palmerini, Jochen Klenk, Clemens Becker, and Lorenzo Chiaro. Accelerometer-Based Fall Detection Using Machine Learning: Training and Testing on Real-World Falls. Sensors, 20(22):6479, nov 2020.
[36] Kamar Aminian and Bijan Najafi. Capturing human motion using body-fixed sensors: Outdoor measurement and clinical applications. Computer Animation and Virtual Worlds, 15(2):79–94, may 2004.
B. T. Nukala, N. Shibuya, A. I. Rodriguez, J. Tsay, T. Q. Nguyen, Hsi-Chiang Chou and Kai-Yu Han. Developing a smart walking cane

Jiaye Yang, Yanjun Liu, Yanjun Chen, Huiyang Nie, Zhanqiu Wang, Mars Lan, Ani Nahapetian, Alireza Vahdatpour, Lawrence Au, William Leonardo Frizziero, Giampiero Donnici, Alfredo Liverani, Giulia Alessandri, Federico Bianchi, Stephen J. Redmond, Michael R. Narayanan, Seyed Amirhossein Mousavi, Fatemeh Heidari, Ehsan Tahami, and Mahdi Taylor Mauldin, Marc Canby, Vangelis Metsis, Anne Ngu, and Coralys Bruno Aguiar, Tiago Rocha, Joana Silva, and Inês Sousa. Accelerometer-based fall detection using wireless gait analysis sensor with artificial neural network (ANN) and support vector machine (SVM) algorithms. Open Journal of Applied Biosensor, 03(04):29–39, Feb 2014.

Ahmet Özdemin. An Analysis on Sensor Locations of the Human Body for Wearable Fall Detection Devices: Principles and Practice. Sensors, 16(8):1161, jul 2016.

Paul Compagnon, Grégoire Lefebvre, Stefan Duffner, and Christophe Garcia. Learning personalized ADL recognition models from few raw data. Artificial Intelligence in Medicine, 107:101916, jul 2020.

Bruno Aguiar, Tiago Rocha, Joana Silva, and Inês Sousa. Accelerometer-based fall detection for smartphones. In IEEE MobileHealth 2014 - IEEE International Symposium on Medical Measurements and Applications, Proceedings. IEEE Computer Society, 2014.

Samad Khojasteh, José Villar, Camelia Chira, Víctor González, and Enrique de la Cal. Improving Fall Detection Using an On-Wrist Wearable Accelerometer. Sensors, 18(5):1350, apr 2018.

Taylor Mauldin, Marc Canby, Vangelis Metsis, Anne Ngu, and Coralys Rivera. SmartFall: A Smartwatch-Based Fall Detection System Using Deep Learning. Sensors, 18(10):3363, oct 2018.

Seyed Amirhossein Mousavi, Fatemeh Heidari, Ehsan Tahami, and Mahdi Azarnoosh. Fall detection system via smartphone and send people location. European Signal Processing Conference, 2021-January:1605–1607, jan 2021.

Federico Bianchi, Stephen J. Redmond, Michael R. Narayanan, Sergio Cerutti, and Nigel H. Lovell. Barometric pressure and triaxial accelerometer-based falls event detection. IEEE Transactions on Neural Systems and Rehabilitation Engineering, 18(6):627–631, Dec 2010.

Leonardo Frizzi, Giampiero Donnici, Alfredo Liverani, Giulia Alessandri, Grazia Chiara Menozzi, and Emma Varotti. Developing Innovative Crutch Using IDES (Industrial Design Structure) Methodology. Applied Sciences, 9(23), 2019.

V. Sen, W. Zhao, and D. S. Niyato. Time Series Sentiment Analysis Based on ARM MACD Indicator. IEEE Access, 2021.

Pet Ming Leung, Thiago Sarraf, Joanie Sims-Gould, and Marie Loughi. Video capture of the circumstances of falls in elderly people residing in long-term care: an observational study. The Lancet, 381(9860):47–54, jan 2013.

Stephen N. Robinovitch, Fabio Feldman, Yi Qian, Yang, Rebecca Schonnop, Pet Ming Leung, Thiago Sarraf, Joanie Sims-Gould, and Marie Loughi. Video capture of the circumstances of falls in elderly people residing in long-term care: an observational study. The Lancet, 381(9860):47–54, jan 2013.

Stephan Robinovitch. Falls experienced by older adult residents in long-term care homes. Databarbatim, http://doi.org/10.17910/b7.739, 2018.

Asier Brull, Sergio Lucass, Asier Zubizarreta, Iziar Cabanes, Eva Portillo, and Ana Rodriguez-Larrad. A Machine Learning Approach to Perform Physical Activity Classification Using a Sensorized Crutch Tip. IEEE Access, pages 1–1, 2020.

Muhammad Awais, Lorenzo Chiari, Espen Alexander F. Ihlen, Jorunn L. Helbostad, and Luca Palmerini. Physical Activity Classification for Elderly People in Free-Living Conditions. IEEE Journal of Biomedical and Health Informatics, 23(1):197–207, jan 2019.

ASSIER BRULL MESANZA is an Control Engineer by the University of the Basque Country (UPV/EHU) since July 2015; he has a Master degree in Automation, Control and Robotics, obtained in 2017. He is currently a Ph.D student, whose research focuses in the field of intelligent diagnostic systems, artificial neural networks, and the detection of gait patterns.

ILARIA D’ASCANIO is an Electronic Engineer, graduated at the University of Bologna. She is currently a research fellow at the Department of Electrical, Electronic, and Information Engineering “Guglielmo Marconi”. Her research interests focus on fall detection and gait analysis using wearable sensors.

LUCA PALMERINI obtained the Ph.D. in Bioengineering in 2012 and is currently a junior assistant professor at the Department of Electrical, Electronic, and Information Engineering “Guglielmo Marconi”. His main research interest is the use of machine learning, wearable sensors, and statistics in movement analysis.
LORENZO CHIARI, PhD, is Professor of Ageing and Rehabilitation Engineering at the University of Bologna, Italy. He conducts his research in the field of biomedical engineering. His research interests are directed, in particular, to active and healthy ageing, posture and movement analysis, physical activity monitoring, and fall risk assessment with wearable sensors, home-care and tele-rehabilitation, and digital biomarkers discovery.

ITZIAR CABANES is an Assistant Professor of Automatic Control and Systems Engineering Department in the Faculty of Engineering in Bilbao, at the University of the Basque Country (UPV/EHU), Spain. She gained her Ph.D. degree in Engineering in 2001 and she received the Prize for Outstanding Doctoral Thesis awarded by UPV/EHU in 2002. Also, she has seven awards at conferences. Currently, she is the Head of the master Control Engineering, Automation, and Robotics of the University of the Basque Country. Her research interests include Industrial Robotics, Bioengineering and the Optimization of Manufacturing Processes.