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Abstract

This paper derives the asymptotic distribution of the normalized $k$-th maximum order statistics of a sequence of non-central chi-square random variables with non-identical non-centrality parameter. We demonstrate the utility of these results in characterizing the signal to noise ratio in three different applications in wireless communication systems where the statistics of the $k$-th maximum channel power over Rician fading links are of interest. Furthermore, we derive simple expressions for the asymptotic outage probability, average throughput, achievable throughput, and the average bit error probability. The proposed results are validated via extensive Monte Carlo simulations.
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I. INTRODUCTION

Non-central chi-square random variables (RVs) are widely encountered both in the statistics and the communication literature [1]–[6]. Characterization of the order statistics of non-central chi-square RVs are of interest in several of these applications [4], [5], [7]. The cumulative
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distribution function (CDF) of a non-central chi-square RV is available in terms of the Marcum-Q function \[8\]. Hence the exact order statistics of the non-central chi-square RV are expressed as complicated functions involving the Marcum-Q function. This is particularly the case when the order statistics are evaluated over large sequences of RVs. Extreme value theory (EVT) is a very useful tool to characterise the asymptotic extreme order statistics in such scenarios \[9\], \[10\].

Tools from EVT has been utilized in diverse fields for the asymptotic performance analysis of systems involving extreme order statistics \[9\]–\[17\]. All of these works make use of the classical Fischer-Tippet theorem to characterize the normalized extreme order statistics of a sequence of independent and identically distributed (i.i.d.) RVs \[9\]. Although there are results in statistics that extend this classical result to the case of independent and non identically distributed (i.n.i.d.) RVs, this result has not been utilized in the communication theory literature, until recently \[18\]. The classical EVT approach for deriving the statistics of extremes begins by identifying the maximum domain of attraction of the sequences of identical RVs and then identifying the corresponding normalizing constants. The theory for the case of i.n.i.d. RVs proceeds differently and hence provide another interpretation of the extreme order statistics, even for the case of i.i.d. RVs.

In this work, we make use of the results from \[19\] to characterize the \(k\)-th maximum order statistics of a sequence of i.n.i.d. non-central chi-square RVs with two degrees of freedom (dof). Even for the case of i.i.d. RVs, the asymptotic order statistics of the maximum RV are not available in closed form. The authors of \[14\] use EVT to characterize the maximum order statistics of the signal to noise ratio (SNR) in a multi-way relaying scenario where the channel experiences i.i.d. Rician fading. However, using the classical EVT approach, it is difficult to derive the parameters of the proposed extreme value distribution in closed form. Hence, they derive the lower and upper bounds of the maximum value of the channel gain, which follows the non-central chi-square distribution. The proposed results can be used to derive exact closed-form expressions for the normalizing constants for the case of i.i.d. RVs as well and hence is observed to be tighter than the results proposed by \[14\].

Several results from the statistics literature have been effectively used to analyze order statistics in the communication literature. The authors of \[20\] use order statistics to study the statistics of the output SNR in a cooperative relay network with the \(k\)-th best relay selection scheme. The first and second-order statistics of the signal to interference ratio in a system, where the source signal
experiences Rician fading and the interferer signals experience Nakagami-m fading, is studied by the authors of [21]. The second-order statistics of the channel gain in the more general $\kappa - \mu$ shadowed fading model is used to derive closed-form expressions for the level crossing rate and average fade duration in [22].

In all the above literature, one can notice that the exact statistics of the $k$-th extreme order statistics has a very complicated expression and is challenging to evaluate when the extremes are evaluated over a sequence of a large number of RVs. This is especially the case when each of the RVs in the sequence has a CDF with a complicated expression. Hence, in this work, we derive simple expressions for the CDF of the $k$-th order statistics using results from EVT. Using the results from [19], we first characterize the asymptotic distribution of the normalized $k$-th maximum SNR in closed form for the case of extremes over a sequence of i.i.d. RVs. We then characterize the distribution of the normalized maximum SNR when the line of sight (LOS) path corresponding to the different signal links experience statistically non-identical fading. To the best of our knowledge, this is the first work providing closed-form expressions for the asymptotic distribution of the $k$-th maximum SNR in a Rician fading scenario. We also demonstrate how the simple form of the asymptotic results proposed can be used to establish stochastic ordering results of the maximum RV. The theory of stochastic ordering quantifies the concept of one RV being bigger than another [23]. These ordering results can in-turn, be used to study the variations in system performance with respect to the variations in different system parameters.

Use of non-terrestrial communication links is considered to be one promising enabler for meeting the requirements of the future generations of communication systems [24]–[26]. In the era of IoT, we expect a proliferation of communicating nodes in the network, many of which transmit critical information sporadically. Hence, it is important that these nodes are protected from malicious eavesdroppers and that the information reaches the information processing unit reliably [27], [28]. In this regard, the first application that we consider studies a unmanned aerial vehicle (UAV) assisted internet of things (IoT) communication network where the IoT device communicates in the presence of multiple eavesdroppers. In such a scenario, the secrecy is always measured with respect to the strongest eavesdropper link, and hence we are interested in characterizing the maximum eavesdropper SNR. The derived maxima statistics can be used for the performance analysis of such a system. Next, we also study an IoT communication network where multiple UAVs are available for information reception. These UAVs can themselves act as information processing units or can be relay nodes capable of transmitting the data to a common
information processing node with high reliability. Given that multiple UAVs are available, the IoT device selects the UAV with the $k$-th best SNR link in each transmission slot. Note that the UAV corresponding to the link with the maximum SNR is always preferred, but if the particular UAV is not available for communication, the IoT device will select the $k$-th best UAV. In such a scenario also, we are interested in characterizing the statistics of the channel power of the $k$-th best link. Furthermore, in both of these scenarios, there is a very high probability for a LOS link between the IoT device and the UAV/eavesdropper, and hence the channel between the nodes are assumed to experience independent Rician fading. Moreover, the different UAVs/eavesdroppers can experience different scattering environments, and therefore these links may not experience identical channel fading conditions. This, in turn, motivates the study of the asymptotic statistics of the received SNR in these scenarios over i.n.i.d. channels.

We also demonstrate the utility of the results derived in characterizing the received SNR of a $k$-th best selection combining (SC) receiver where each signal link experiences independent Rician fading. Diversity combining has long been accepted as an effective method to combat issues like fading, poor coverage, and shadowing [29]. The performance of different diversity combining techniques have been extensively studied under different performance metrics in the literature [30]–[34]. The choice of a particular combining technique depends upon the computational and power constraints of the corresponding system. Out of the different combining techniques, SC is one of the simplest methods with the least computational complexity. Moreover, SC requires only one radio frequency chain at the receiver and hence consumes less power. When compared to a single link between the transmitter and the receiver, the SC system demonstrates better performance with minimal power and computational requirements.

An SC system may select the best link or, more generally, the $k$-th best link in terms of the desired performance metric for information transmission/processing. Statistical analysis of such SC systems has been demonstrated to provide valuable insights that facilitate performance analysis and effective resource allocation [11], [35], [36]. The proposed results can also be used to analyze these SC systems. Hence, in this work, we demonstrate three different applications in the communication literature where we need the statistics of the $k$-th maximum of non-central chi-square RVs for characterizing the system performance. As discussed above, two of these applications are in the field of UAV assisted IoT communication systems, and the third application considers an SC receiver.

The rest of the paper is organized as follows. We present the derivation of the $k$-th maximum
order statistics of the non-central chi-square RVs with two dof in section II-A and Section II-B. Next, we present stochastic ordering results for the derived maximum distribution in Section II-C. Using the derived distribution of the \( k \)-th maximum, we derive expressions for the asymptotic outage probability, average throughput, achievable throughput, and the average bit error probability (BEP) in Section II-D and Section II-E. We then present three different applications of the proposed results in Section III. Next, in section IV, we verify the results presented in the paper using simulation experiments, and we conclude the paper in Section V.

II. DISTRIBUTION OF THE K-TH MAXIMUM ORDER STATISTICS

In this section, we derive the distribution of the normalised \( k \)-th maximum order statistics of a sequence of i.n.i.d. non-central chi-square RVs with two dof. Let \( \{Z_m\}_{m=1}^M \) represent a sequence of \( M \) non-central chi-square RVs with CDF given by,

\[
F_{Z_m}(z) = 1 - Q_1\left(\frac{\nu_m}{\sigma}, \frac{\sqrt{z}}{\sigma}\right),
\]

where \( Q_1(\cdot, \cdot) \) is the Marcum-Q function [8]. Here, \( \frac{\nu_m}{\sigma} \) is the non-centrality parameter of the non-central chi square RV. The corresponding order statistics are then given by

\[
Z_{(1:M)} \leq Z_{(2:M)} \leq \cdots \leq Z_{(M:M)},
\]

where the \( k \)-th order statistic is given by \( Z_{(M-k+1:M)} \). The exact CDF of \( Z_{(M-k+1:M)} \), is given by [37, (5.2.1)]

\[
F_{Z_{(M-k+1:M)}}(z) = \sum_{m=k}^M \sum_{S_m} \prod_{r=1}^{M} F_{Z_{j_r}}(z) \prod_{r=m+1}^M \left[1 - F_{Z_{j_r}}(z)\right], \ k = 1, 2, \cdots, M,
\]

where the summation \( S_m \) is over all the permutations \( (j_1, \ldots, j_M) \) of \( 1, \ldots, M \) for which \( j_1 < \cdots < j_m \) and \( j_{m+1} < \cdots < j_M \). Note that the exact CDF of \( Z_{(M-k+1:M)} \) in (2) will have a very complicated expression when each of the RV \( Z_m \) follows the distribution given in (1). Furthermore, it will not be easy to use this expression for deriving the statistics of other functions of the \( k \)-th order statistic or to study the effect of the different parameters on the order statistics. Hence in this section, we use tools from EVT to derive the distribution of \( Z_{(M-k+1:M)} \) for large \( M \). We first derive the distribution of the normalized \( k \)-th maximum RV \( \tilde{Z}_{(M-k+1:M)} = \frac{Z_{(M-k+1:M)} - b_M}{a_M} \) for normalizing constants \( a_M \) and \( b_M \). Using these results, we characterize the distribution of \( Z_{(M-k+1:M)} \). It should be noted that D.G. Mejzler had studied the order statistics

\footnote{Note that \( F_{Z_m}(z) \) also represents the CDF of the square of a Rician RV with shape parameters \( \nu_m \) and \( \sigma \). According to the Rician channel fading model this corresponds to the scenario where \( \nu_m^2 \) is the power in the direct path and \( 2\sigma^2 \) is the total power in the scattered paths.}
of a sequence of i.n.i.d. RVs in [38]. Then, the authors of [19] utilized this result as well as few other related literature [39], [40] to study the limiting behaviour of the extreme order statistics of $M$ two-dimensional i.n.i.d. random vectors. The key theorem they utilize is reproduced here for the case of uni-variate RVs. Necessary and sufficient conditions under which the distribution of $\tilde{Z}_{(M-k+1:M)}$ converges weakly to a non degenerate limit, as well as the form of this limit, are presented in Lemma 1.

A. On the Asymptotic Distribution of the normalized $k$-th Maximum

**Lemma 1.** Assume that for suitable normalizing constants $a_M > 0, b_M$

$$\delta_M = \max_{1 \leq m \leq M} 1 - F_{Z_m}(a_M z + b_M) \to 0 \text{ as } M \to \infty.$$  \hfill (3)

Then $\tilde{\phi}_{k:M}(z) = \mathbb{P}\left( \frac{Z_{(M-k+1:M)} - b_M}{a_M} \leq z \right)$ converges weakly to a non degenerate distribution function $\tilde{\phi}_k(z)$ if and only if, for all $z$ for which $\tilde{\phi}_k(z) > 0$, the limit

$$\tilde{u}(z) = \lim_{M \to \infty} \sum_{m=1}^{M} 1 - F_{Z_m}(a_M z + b_M) \text{ is finite},$$  \hfill (4)

and the function

$$\tilde{\phi}_k(z) = \sum_{m=0}^{k-1} \frac{\tilde{u}^m(z)}{m!} \exp(-\tilde{u}(z)), \text{ is a non degenerate distribution.}$$  \hfill (5)

The actual limit of $\tilde{Z}_{(M-k+1:M)} = \frac{Z_{(M-k+1:M)} - b_M}{a_M}$ is the one given in (5).

**Proof.** Please refer [19] for the detailed proof. \hfill \square

Furthermore, they make the following observations. The convergence of $\tilde{\phi}_{k:M}(z)$ for at least one fixed value of $k$ implies its convergence for all fixed values of $k$. Note that we can recover the results for the maximum RV using these results for $k = 1$. Using Lemma 1, we identify normalizing constants $a_M$ and $b_M$ and hence characterize the distribution of $\tilde{Z}_{(M-k+1:M)}$ for the special case where the parameter $\nu_m$ are non-identical across the users and the parameter $\sigma$ is identical across the users. Note that in a Rician fading environment, this special case corresponds to the scenario where different users receive unequal power along the direct LOS path and equal sum power across all the scattered paths. The corresponding results are presented in the following theorem.
B. k-th Maximum of Non-Central Chi Square RVs

**Theorem 1.** The asymptotic CDF of the normalized k-th maximum \( \tilde{Z}_{(M-k+1:M)} \) of a sequence of non-central chi-square RVs with CDF as given in (1) is given by,

\[
F_{\tilde{Z}_{(M-k+1:M)}}(z) = \frac{\Gamma(k, p \exp(-z))}{\Gamma(k)},
\]

for the choice of normalizing constants \( a_M = 2\sigma^2 \) and

\[
b_M = a_M \left( \log(M) - \frac{\log(\log(M))}{4} + \frac{\nu\sqrt{2}}{\sigma} \sqrt{\log(M)} - \frac{1}{2} \log \left( \frac{2\sqrt{2\pi\nu}}{\sigma} \exp \left( -\frac{\nu^2}{\sigma^2} \right) \right) \right). \tag{7}
\]

Here, \( p = \sum_{i=1}^{K} \frac{M_i}{M} \sqrt{\frac{E}{m}} \exp \left( \frac{-\nu^2}{2\sigma^2} \right) \exp \left( \frac{\sqrt{2}}{\sigma} \left( \nu_i - \bar{\nu} \right) \sqrt{\log(M)} + \frac{\nu\bar{\nu}}{2\sigma} \right) \). Furthermore, \( \bar{\nu} \) is the largest element in \( R_{\nu} \) such that

\[
\lim_{M \to \infty} \frac{M_i}{M} \exp \left( \frac{\sqrt{2} \log(\bar{M})(\nu_i - \bar{\nu})}{\sigma} \right) < \infty \quad \text{for} \quad \nu_i \neq \bar{\nu}, \tag{8}
\]

where \( \bar{M} = \sum_{m=1}^{M} \mathbb{I}_{\nu_m = \bar{\nu}}, \quad M_i := \sum_{m=1}^{M} \mathbb{I}_{\nu_m = \nu_i}, \quad 1 \leq i \leq K, \) i.e \( M_i \) represents the number of times \( \nu_i \) occurs among the \( M \) values \( \{\nu_m\}_{m=1}^{M} \), and \( R_{\nu} \) is a set of finite cardinality which contains all the possible values of the parameter \( \nu_m \).

**Proof.** Please refer Appendix A for the proof.

Here, \( \Gamma(a, x) \) is the upper incomplete gamma function [41] and \( \Gamma(x) \) is the gamma function [42] where \( \Gamma(a) = \Gamma(a, 0) \). Next, we present two special cases of the above result in Corollary 1.1 and Corollary 1.2.

**Corollary 1.1.** The asymptotic CDF of the normalized k-th maximum of a sequence of \( M \) i.i.d. non-central chi-square RVs with two dof is given by

\[
F_{\tilde{Z}_{(M-k+1:M)}}(z) = \frac{\Gamma(k, \exp(-z))}{\Gamma(k)}, \tag{9}
\]

for the choice of normalizing constants \( a_M = 2\sigma^2 \) and

\[
b_M = a_M \left( \log(M) - \frac{\log(\log(M))}{4} + \frac{\nu\sqrt{2}}{\sigma} \sqrt{\log(M)} - \frac{1}{2} \log \left( \frac{2\sqrt{2\pi\nu}}{\sigma} \exp \left( -\frac{\nu^2}{\sigma^2} \right) \right) \right). \tag{10}
\]

**Proof.** This result can be derived by substituting \( \nu_m = \nu \) for all \( m \) in Theorem 1.
Corollary 1.2. The asymptotic CDF of the normalized maximum of a sequence of non-central chi-square RVs with two dof and non-identical non-centrality parameter is given by

\[ F_{\tilde{Z}(M,M)}(z) = \exp(-p \exp(-z)), \]  

for the same choice of normalizing constants proposed in Theorem 1.

Proof. This result can be derived by substituting \( k = 1 \) in Theorem 1.

The authors of [14] also use EVT to study the maximum order statistics of i.i.d. non-central chi-square RVs with two degrees of freedom and prove that the limiting distribution is the Gumbel distribution. However, they derive bounds on the maximum RV without characterizing the exact values of the normalizing constants. This bound was observed to be loose compared to the results proposed here in simulations. Given that we have characterized the CDF of the normalized k-th maximum RV, the distribution of the k-th maximum RV for large values of \( M \) can be evaluated as

\[ F_{Z(M-k+1:M)}(z) = F_{\tilde{Z}(M-k+1:M)} \left( \frac{z - b_M}{a_M} \right). \]  

One can observe that the above distribution can also be evaluated as,

\[ F_{Z(M-k+1:M)}(z) = \sum_{m=0}^{k-1} \frac{u^m(z)}{m!} \exp(-u(z)), \]  

where \( u(z) = \sum_{m=1}^{M} Q_{1} \left( \frac{u_{m}, \sqrt{z}}{\sigma_{m}} \right)^2 \). The simulations demonstrate that (13) can be used to evaluate the CDF of the maximum for moderate values of \( M (> 10) \). However for larger values of \( M \), it is more efficient to evaluate the CDF expression proposed in (12). Furthermore, the distribution of the k-th maximum given by (12) is far easier to evaluate when compared to the exact distribution of the k-th maximum evaluated using (2) for \( F_{Z_m}(z) \) given by (1).

C. Stochastic Ordering Results

Stochastic ordering is a widely used tool for establishing the ordering of one RV with respect to another [23]. Such an ordering proves to be useful in scenarios where we want to study the variations of a RV with respect to the variations in its parameters. In this sub-section, similar to the analysis in [18, Section III.B], we make use of results from stochastic ordering to see how we can establish the ordering of the k-th maximum RV with respect to the variations in

\(^2\)Note that we can handle the case of non-identical parameters \( \{\sigma_m\}_{m=1}^{M} \) here.
different parameters. Here, the \( k \)-th maximum RV \( X \) with parameters \( a_M^{(1)} \) and \( b_M^{(1)} \) is said to be stochastically smaller than the RV \( Y \) with parameters \( a_M^{(2)} \) and \( b_M^{(2)} \) if

\[
P(Y > z) \geq P(X > z) \quad \forall \ z \in \mathbb{R}.
\]  

(14)

\[
i.e \Gamma \left( k, p \times \exp \left( -\frac{\frac{z_{th}}{\gamma_s}}{a_M^{(2)}} + b_M^{(2)} \right) \right) \leq \Gamma \left( k, p \times \exp \left( -\frac{\frac{z_{th}}{\gamma_s}}{a_M^{(1)}} + b_M^{(1)} \right) \right).
\]

(15)

The inequality in (15) can be true only if the argument of the incomplete Gamma function on the L.H.S is larger than the argument of the incomplete gamma function in the R.H.S of the equation. Upon further simplification, the condition in (15) can be equivalently represented as

\[
\tilde{z} - b_M^{(2)} \leq \frac{\tilde{z} - b_M^{(1)}}{a_M^{(2)}}
\]

(16)

where \( \tilde{z} = \frac{z_{th}}{\gamma_s} \). Given that we have closed form expressions for the normalizing constants, any change in the parameters can now be mapped to the corresponding change in the normalizing constants \( \{a_M^{(i)}, b_M^{(i)}; i \in \{1, 2\} \} \) and hence the corresponding ordering can be established. Note that the condition in (16) is simple to evaluate and it is not possible to arrive at such a simple condition if we were using the exact order statistics of the \( k \)-th maximum RV.

D. Other metrics of interest

In this sub-section, we derive the expressions for the asymptotic probability of outage, average throughput, effective throughput, and the average bit error rate when the received SNR is the \( k \)-th maximum order statistic evaluated over a sequence of i.n.i.d. RVs with CDF \( (1) \). Throughout this section, we assume that the SNR is given by \( \gamma_s Z_{(M-k+1:M)} \) and the sequence of RVs over which the maximum is evaluated belongs to either of the special cases discussed in Section A-1-A-2.

1) Asymptotic outage probability: The probability of outage at the receiver for a threshold of \( z_{th} \) is given by

\[
P(\gamma_s Z_{(M-k+1:M)} \leq z_{th}) = F_{Z_{(M-k+1:M)}} \left( \frac{z_{th}}{\gamma_s} \right) = \frac{\Gamma \left( k, p \times \exp \left( -\frac{\frac{z_{th}}{\gamma_s}}{a_M} + b_M \right) \right)}{\Gamma(k)},
\]

(17)

where \( a_M \) and \( b_M \) can be evaluated using (48) and (61) for the case of i.i.d. and i.n.i.d. RVs respectively.
2) Asymptotic average throughput: The average throughput at the receiver is given by,

\[ R_{(M-k+1:M)} = \mathbb{E}[R_{(M-k+1:M)}] = \mathbb{E} \left[ \log_2 (1 + \gamma) \right] = \mathbb{E} \left[ \log_2 (1 + \gamma_s Z_{(M-k+1:M)}) \right]. \]  

(18)

We know that the RV \( Z_{(M-k+1:M)} \) converges in distribution to a RV \( Z_k \). Now, let \( h(Z_{(M-k+1:M)}) := \log_2 (1 + \gamma_s (a_M Z_{(M-k+1:M)} + b_M)) \). To evaluate \( \mathbb{E}[h(Z_{(M-k+1:M)})] \), we utilize the continuous mapping theorem [43]. Thus, we have \( h(Z_{(M-k+1:M)}) \xrightarrow{D} h(Z_k) \). Since \( h(Z_{(M-k+1:M)}) \) is a positive RV, the expectation of this RV can be evaluated as

\[ \mathbb{E}[h(Z_{(M-k+1:M)})] = \int_0^\infty \mathbb{P}(h(Z_{(M-k+1:M)}) > x) \, dx. \]  

(19)

Thus, we have

\[ \lim_{M \to \infty} \mathbb{E}[h(Z_{(M-k+1:M)})] = \lim_{M \to \infty} \int_0^\infty \mathbb{P}(h(Z_{(M-k+1:M)}) > x) \, dx. \]  

(20)

Next, we make use of monotone convergence theorem [44] to simplify the above expression and we have,

\[ \lim_{M \to \infty} \int_0^\infty \mathbb{P}(h(Z_{(M-k+1:M)}) > x) \, dx = \int_0^\infty \lim_{M \to \infty} \mathbb{P}(h(Z_{(M-k+1:M)}) > x) \, dx = \int_0^\infty \mathbb{P}(h(Z_k) > x) \, dx. \]  

(21)

Thus, we have \( \lim_{M \to \infty} \mathbb{E}[h(Z_{(M-k+1:M)})] = \mathbb{E}[h(Z_k)] \). Given that we have proved the convergence of the moments of \( h(Z_{(M-k+1:M)}) \) to the moments of \( h(Z_k) \), in the following theorem, we propose a series expression to evaluate the average throughput.

**Theorem 2.** The average throughput can be evaluated as

\[ R_{(M-k+1:M)} = \frac{p^k}{\Gamma(k)} \sum_{n=0}^{\infty} \frac{(-1)^n p^n}{n! (k+n)} \exp \left( \frac{(k+n)(1 + \gamma_s b_M)}{\gamma s a_M} \right) E_1 \left( \frac{k+n}{a_M \gamma_s} \right). \]  

(22)

**Proof.** Please refer Appendix B for the proof. \( \square \)

Here, \( E_1(.) \) is the exponential integral function [45]. Now, the average throughput can be evaluated using the above infinite summation truncated to a finite number of terms.\(^3\) Note that

\(^3\)Note that for large values of the normalizing constant \( b_M \), evaluation of this series expression is observed to have inaccuracies due to the numerical issues while handling large numbers. In such scenarios, we can evaluate the average throughput by directly evaluating \( \mathbb{E}[h(Z_k)] \). Using the numerical integration routines available in software like Matlab and Mathematica, \( \mathbb{E}[h(Z_k)] \) can be evaluated within fractions of a second. Nevertheless, the series expression is useful for deriving inferences about the system performance with respect to the variations in different parameters.
the expression for average throughput in (22) is more amenable for analysis when compared to the expression in (81). For instance, closed-form expressions for the variables like $p, b_M$ and $a_M$ can be used to infer their variations with respect to the changes in the channel fading parameters. This, in turn, can be used for predicting the corresponding variations in the average throughput by analyzing the corresponding changes in (22). Furthermore, we can use the following lemma from [23], to extend the ordering results in section II-C to the ordering of the average throughput $\bar{R}(M-k+1:M)$.

**Lemma 2.** RV $X$ is stochastically less than or equal to RV $Y$ if and only if the following holds for all increasing functions $\phi(.)$ for which the expectations exist: $E[\phi(X)] \leq E[\phi(Y)]$.

This aids us in deriving inferences regarding the changes in the average throughput with respect to variations in the system parameters. Note that such observations are otherwise difficult to be derived directly from the exact expressions for the average throughput.

3) Effective Throughput: Under the k-th best link selection scheme, the effective throughput that can be supported under a statistical QoS constraint described by the delay QoS exponent $\zeta$ is given by $\bar{\alpha}(M-k+1:M)$ [11], [46],

$$\bar{\alpha}(M-k+1:M) = -\frac{1}{\theta} \log_2 \left( E \left[ e^{-\theta \ln(2) R(M-k+1:M)} \right] \right),$$

(23)

where $\theta = \zeta T$ and $T$ is the transmission block length. Here the expectation in (23) is evaluated over the distribution of $Z(M-k+1:M)$ and is given by,

$$E \left[ e^{-\theta \ln(2) R(M-k+1:M)} \right] = E \left[ \exp \left( -\theta \ln 2 \log_2 (1 + \gamma M Z(M-k+1:M)) \right) \right]$$

(24)

$$= E \left[ \exp \left( -\theta \log (1 + \gamma M Z(M-k+1:M)) \right) \right]$$

(25)

$$= E \left[ (1 + \gamma M Z(M-k+1:M))^{-\theta} \right] \approx E \left[ (\gamma M Z(M-k+1:M))^{-\theta} \right],$$

(26)

where the last approximation holds for large values of $Z(M-k+1:M)$ (This will in fact be a lower bound on the achievable throughput.). The expectation in (26) can be evaluated using numerical integration methods.

4) Average BEP: In this section, we consider the class of modulation schemes whose average conditional BEP can be expressed

$$\bar{P}_e = C \ E[\exp(-p\gamma)],$$

(27)
where $C$, $\rho$ are non-negative and constant for a particular modulation scheme and $\gamma$ is the SNR at the receiver. Thus, we have

$$\bar{P}_{(M-k+1:M)} = C \mathbb{E}[\exp(-\rho \gamma s Z_{(M-k+1:M)})] = C \mathcal{M}_{Z_{(M-k+1:M)}}(-\rho \gamma s),$$

which $\mathcal{M}_Y(t)$ is the moment generating function (MGF) of the RV $Y$ evaluated at $t$. Similar to the analysis in [II], using Theorem 2 from [47] we can ensure the convergence of the MGF of the RV $\tilde{Z}_{(M-k+1:M)}$ to the MGF of the RV with CDF given in (78). For all the special cases mentioned in Section II, the MGF of the RV $\tilde{Z}_{(M-k+1:M)} = \frac{Z_{(M-k+1:M)} - b_M}{a_M}$ is given by

$$\mathcal{M}_{\tilde{Z}_{(M-k+1:M)}}(t) = \frac{\Gamma(k-t)}{\Gamma(k)}.$$

Now, using the relation $\mathcal{M}_{\alpha X + \beta}(t) = \exp(\beta t) \mathcal{M}(\alpha t)$, we have

$$\bar{P}_{(M-k+1:M)} = C \exp(-b_M \rho \gamma s) \mathcal{M}_{\tilde{Z}_{(M-k+1:M)}}(-a_M \rho \gamma s) = C \exp(-b_M \rho \gamma s) \frac{\Gamma(k + a_M \rho \gamma s)}{\Gamma(k)}.$$ (29)

If not for the simple expression proposed for the CDF of the $k$-th maximum RV, the evaluation of the performance metrics discussed in Sections II-D1-II-D4 would not have been accessible using the exact order statistics. Using the exact order statistics, we will end up with complicated expressions that does not admit an easy analysis and costly to evaluate.

**E. Analysis for the Other Cases**

Now, for all the cases that does not belong to either of the special cases discussed in the Section II-B, we can use the CDF of $Z_{(M-k+1:M)}$ given in (13) for evaluating the different performance metrics. The corresponding probability density function is obtained by evaluating the derivative of (13) and is given by,

$$f_{Z_{(M+k-1:M)}}(z) = u'(z) \left\{ \frac{\Gamma(k \Gamma - u(z))}{\Gamma(k)} - \rho \frac{\Gamma(k, u(z))}{\Gamma(k)} \right\},$$ (30)

where $u'(z) = \frac{du(z)}{dz}$. Even though we cannot have simple closed form expressions for the different performance metrics as derived in the previous sub-section, the above distribution function can be easily used for evaluating the corresponding numerical integral expressions. Moreover, this expression is more useful than the exact distribution of the $k$-th maximum SNR for deriving inferences regarding the system performance under variations in the system parameters.

**III. Applications**

Note that the proposed asymptotic distribution can be utilized in any application where one needs the order statistics of a sequence of non-central chi-square RVs with CDF as given in
This section presents three different applications of the proposed results in communication theory. Apart from the applications presented here, the proposed results can also be utilized to generalize the results presented in [11], [12], [14] where the order statistics of the $k$-th maximum channel gain is used for performance analysis.

1) **Strongest eavesdropper characterization in IoT systems:** In this sub-section, we consider a UAV assisted IoT system similar to the system model considered by the authors of [28]. Here we have a single antenna IoT device $S$ communicating confidential information to a single antenna UAV in the presence of $M$ eavesdroppers represented as $\{E_m\}$. Here we assume that all the terrestrial links experience Rician fading such that they receive non-identical powers along the direct LoS paths and identical power along the scattered components. Hence, the SNR $\gamma_{E,m}$ of the channel between the device $S$ and the eavesdropper $E_m$ is given as follows:

$$\gamma_{E,m} = \gamma_s |g_m|^2,$$

where $\gamma_s$ is the ratio of transmit power and the noise power at the receiver and $g_m$ is the complex channel coefficient of the link between $S$ and the $m$-th eavesdropper. We assume that $\gamma_{E,m}$ follows the non-central chi square distribution with CDF as given in (1). Now, in the presence of multiple eavesdroppers, the secrecy is always defined with respect to the strongest eavesdropper [28], [48]–[50]. Hence, we are interested in characterizing the statistics of the maximum eavesdropper SNR defined as

$$\gamma_{E,M:M} = \max\{\gamma_{E,1}, \cdots, \gamma_{E,M}\}.$$  

Note that the distribution of $\gamma_{E,M:M}$ can be characterized using the results in Corollary 1.2. This would, in turn, facilitate the easy characterization of the secrecy performance of the system.

2) **UAV selection:** In this section, we consider another UAV assisted IoT communication network. Here, there are $M$ UAVs represented as $\{U_m\}_{m=1}^M$, available in the vicinity of an IoT device $I$ which transmits certain status update sporadically. All the nodes are assumed to be equipped with a single antenna for communication. Let $g_m$ represent the Rician fading channel coefficient between the IoT device and the $m$-th UAV. For each transmission, the IoT device

---

4The authors of [28] assume that the links between $S$ and each $E_m$ experiences i.i.d. small scale fading but different path losses owing to the difference in distances of the links. However, our model assumes that each $E_m$ experiences similar path losses but non-identical small scale fading environments. This can happen in a scenario where all the eavesdroppers are present at almost the same distances around the source node, but owing to the difference in the scattering environment in different directions experience i.n.i.d. small scale fading channel gains.
connects to that UAV for which the channel between the nodes $I$ and $U_m$ has the $k$-th largest SNR, i.e the IoT device selects the UAV $\hat{m}$ such that $\gamma_{\hat{m}} = \gamma_{M-k+1:M}$. Here, $\gamma_m = \gamma_s |g_m|^2$ is the received SNR, and $\gamma_s$ is the ratio of transmit power and the noise power at the $m$-th UAV. The IoT device is assumed to have a direct LoS channel with each of the UAVs, and hence all the ground to air links are modeled as Rician faded. Thus, the SNR will follow the non-central chi-square distribution (with CDF as given in (1)) and we are interested in the $k$-th maximum statistics of the SNR evaluated over the $M$ UAV links to characterize the performance. Similar to models used by the authors of [28], [34], we assume that the Rician factor $K_m$ of each of the ground to air links is a function of the elevation angle. When the channel between the IoT source and the UAV experiences Rician fading with parameters $K_m$ and $\Omega_m$, the SNR of this link will follow non-central chi-square fading. The Rician fading channel parameters are related to the parameters of the non-central chi-square distribution as follows:

$$\nu^2_m = \frac{K_m \Omega_m}{1 + K_m} \quad \text{and}$$

$$\sigma^2_m = \frac{\Omega_m^2}{2(1 + K_m)}.$$ (33)

Note that for non-identical values of $K_m$, both the parameters $\nu_m$ and $\sigma_m$ will be non-identical for all the users unlike the case considered in (1) where only parameter $\nu_m$ is non-identical across the users. To proceed further with the analysis available in Section II, we assume that the ratio $\frac{1+K_m}{\Omega_m} := \theta$ is a constant for all the users. With this assumption, we can arrive at the limiting distribution of the $k$-th maximum SNR following steps very similar to the derivation in Appendix A. Here also we can proceed by choosing $a_M = \frac{1}{\theta}$ and $b_M$ as given in (7). Thus, we can now characterize the performance of the system in terms of the simple expressions proposed for the asymptotic statistics of the $k$-th maximum RV.

3) Selection combining receiver: In this section, we demonstrate the utility of the results derived for the performance analysis of a $k$-th best selection combining receiver in a Rician fading environment. Here we consider a single antenna transmitter node and a single antenna receiver node, each capable of half-duplex communication. There exist $M$ independent communication

---

5Recall that this corresponds to the scenario where all the users receive non-identical power along the dominant LoS path and the total power received along all the scattered paths are identical. This is especially the case in scenarios where the power along the scattered components are negligible.
links between the transmitter and the receiver, and the receiver makes use of the signal along only one of these links for information processing. Here, we study the case where the receiver selects the $k$-th best (out of $M$) link in terms of the SNR at the receiver for information processing. Let $g_m$ represent the channel gain across the $m$-th transmitter to receiver link. Furthermore, we assume that each of the $M$ links experiences independent Rician fading such that the CDF of the channel power is given by (1). Let $P$ be the transmit power and $\delta$ be the noise power at the receiver. Let, $\gamma_s = \frac{P}{\delta}$, then the SNR at the receiver can be expressed as

$$\gamma = \frac{\gamma_s |g_{(M-k+1:M)}|^2}{2}. \quad (35)$$

Again, we make use of the results derived in Section II to study the asymptotic probability of outage, average throughput, effective throughput, and the average BEP at the receiver node.

IV. SIMULATION RESULTS

![Graph 1](image1.png)

**Fig. 1:** Asymptotic CDF of $\bar{Z}_{(M-k+1:M)}$ for $M = 20$.  

![Graph 2](image2.png)

**Fig. 2:** Asymptotic CDF of $\bar{Z}_{(M-k+1:M)}$ for $M = 20$.  

In this section, we verify the results derived in Section II using simulation experiments. Figure 1 and figure 2 compares the simulated and theoretical curves of the asymptotic CDF of $\bar{Z}_{(M-k+1:M)}$ computed using the results derived in sections A-1 and A-2 respectively. Here, we have chosen $\sigma_m = 2$ and $M = 20$ for all the simulations, unless mentioned otherwise. Figure 1 demonstrates the case of i.i.d. RVs with $\nu_m = 1 \forall m$ and figure 2 demonstrates the case of i.n.i.d. RVs with $\nu_m = 1$ for $1 \leq m \leq \frac{M}{2}$ and $\nu_m = 0.5$ for $\frac{M}{2} < m \leq M$.

6These $M$ links may correspond to different relay links or different antennas or any other architecture making use of selection diversity.
Fig. 3: Asymptotic CDF of $Z_{(M-k+1:M)}$ for $M = 30$.

Fig. 4: Average throughput for different values of $M$ and $k$.

Next, in figure 3, we compare the simulated and theoretical CDF of $Z_{(M-k+1:M)}$ for $M = 30$, $\nu_m = 3; 1 \leq m \leq M/3$, $\nu_m = 1; M/3 < m \leq 2M/3$ and $\nu_m = 0.5; 2M/3 < m \leq M$. In figure 4, we compare the simulated and theoretical values of the average throughput $\bar{R}_{(M-k+1:M)}$ for different values of $M$ and $k$. Here, we use $\nu_m = 2; 1 \leq m \leq M/3$, $\nu_m = 1; M/3 < m \leq 2M/3$ and $\nu_m = 0.5; 2M/3 < m \leq M$. One can observe here that the convergence of the true values of the average throughput to the proposed values deteriorates as the value of $k$ increases. Furthermore, this convergence improves as the value of $M$ increases.

Fig. 5: Achievable throughput for different values of $M$ and $k$.

Fig. 6: Asymptotic BER for different values of $M$ and $k$.

Figures 5 and 6 respectively compares the simulated and theoretical values of $\bar{\alpha}_{(M-k+1:M)}$ and $\bar{P}_{(M-k+1:M)}$ for different values of $M$ and $k$. Figure 5 is generated using the same simulation set up for figure 4 and $\theta = 1$. For figure 6, we generated SNR RVs with $\nu_m = 1; 1 \leq m < 3M/4$, $\nu_m = 0.5; 3M/4 < m \leq M$, $C = 0.25$ and $\rho = 0.25$. 
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Next, we demonstrate one set of simulations to verify the utility of the asymptotic results for the applications proposed. We consider the system model in Application 1 for different number of eavesdroppers. Here we assume that $\sigma_s = -2$ dB, $\sigma = 0.4$ and $\nu_m = 0.07; 1 \leq m \leq \frac{M}{2}$, $\nu_m = 0.05; \frac{M}{2} < m \leq \frac{3M}{4}$ and $\nu_m = 0.01; \frac{3M}{4} < m \leq M$. The CDF of the simulated values of $\gamma_{E,M:M}$ and the proposed asymptotic CDF are shown in Fig 7. The results show that the proposed asymptotic CDF characterizes the exact CDF of the maximum very closely, especially for large values of $M$.

Fig. 7: Asymptotic CDF of $\gamma_{E,M:M}$ for different values of $M$. 

V. CONCLUSIONS

In this work, we first characterized the distribution of the normalized $k$-th maximum of a sequence of i.n.i.d. RVs following the non-central chi-square distribution with two dof. Furthermore, we derived simple expressions for the corresponding values of asymptotic outage probability, average throughput, achievable throughput, and the average BEP. Our simulations showed that the proposed distribution accurately characterizes the exact distribution of maximum SNR, even for moderate values of $M$. We also discuss the utility of the proposed asymptotic results in simplifying the performance analysis of two IoT systems supported by UAV nodes. The proposed results is also demonstrated to be useful for studying an SC receiver. Moreover, the proposed results are general and can be used for any application involving performance analysis and resource allocation of systems where the order statistics of i.n.i.d. non-central chi-square RVs are involved.
APPENDIX A

PROOF FOR THEOREM 1

From Theorem 1 if we can identify normalising constants $a_M$ and $b_M$ such that the conditions in (3), (4) and (5) are satisfied for $F_m(z) = F_{Z_m}(z)$, then we can characterise the distribution of the normalised $k$-th maximum $\tilde{Z}_{M-k+1:M}$. Mejzlers theorem [10, Chapter 5] gives specific conditions on the normalising constants $a_M$ and $b_M$ such that the uniformity assumptions (3) and (4) are satisfied. Using these results, we assume that there exist sequences $a_M$ and $b_M$ such that

$$|\log a_M| + |b_M| \to \infty \text{ as } M \to \infty \quad (36)$$

and

$$\frac{a_{M+1}}{a_M} \to 1, \quad \frac{(b_{M+1} - b_M)}{a_M} \to 0, \quad (37)$$

are true. Next for $a_M$ and $b_M$ satisfying (36) and (37), we evaluate the limit in (4) and hence try to identify closed form expressions for $a_M$ and $b_M$. In the following subsections, we present the steps to identify $a_M$ and $b_M$ for different special cases.

1) Identical Channel Parameters: We begin with the most simple case where the fading channel parameters are identical across all the $m$ links where $m \in \{1, \cdots, M\}$. Hence, we have $\nu_m = \nu \forall m$. Thus, (4) for this case can be evaluated as

$$\tilde{u}(z) = \lim_{M \to \infty} M Q_1 \left( \frac{\nu}{\sigma}, \frac{\sqrt{a_M z + b_M}}{\sigma} \right). \quad (38)$$

We further make the assumption that $b_M \to \infty$ as $M \to \infty$. Hence the second argument of the marcum $Q$ function also grows to infinity as $M \to \infty$. Note that $Q_1(\alpha, \beta)$ is related to the Gaussian $Q$ function as $\beta \to \infty$, as given below [51 (A 27)]:

$$Q_1(\alpha, \beta) \approx \sqrt{\frac{\beta}{\alpha}} Q(\beta - \alpha) \overset{(a)}{=} \sqrt{\frac{1}{2}} \text{erfc} \left( \frac{\beta - \alpha}{\sqrt{2}} \right), \quad (39)$$

where the equality in (a) is obtained by expressing the $Q(.)$ function in terms of the complementary error function $\text{erfc(.)}$ [8, Eq.12.26]. The complementary error function has the following asymptotic expansion [52]:

$$\text{erfc}(x) = \frac{1}{\sqrt{\pi x}} \exp(-x^2) \left( 1 + \mathcal{O} \left( \frac{1}{x^2} \right) \right) \quad |x| \to \infty, \quad (40)$$

using which the asymptotic expansion for the $Q$ function can be written as

$$Q(x) = \frac{x^{-1}}{\sqrt{2\pi}} \exp \left( -\frac{x^2}{2} \right), \quad (41)$$
Using (41), (39) can be written as

\[
Q_1(\alpha, \beta) = \sqrt{\frac{\beta - \alpha}{\alpha}} \frac{\beta}{2\pi} \exp \left( -\frac{(\beta - \alpha)^2}{2} \right) \approx \frac{1}{\sqrt{2\pi\alpha\beta}} \exp \left( -\frac{(\beta - \alpha)^2}{2} \right). \tag{42}
\]

where the approximation in (b) is valid for large $\beta$. Now to evaluate $\tilde{u}(z)$, we have

\[\alpha = \frac{\nu}{\sigma} \text{ and } \beta = \frac{a_Mz + b_M}{\sigma}. \tag{43}\]

Thus, we have

\[
(2\pi \alpha \beta)^{-\frac{1}{2}} = \left( \frac{2\pi \nu \sqrt{a_Mz + b_M}}{\sigma} \right)^{-\frac{1}{2}} = \left( \frac{2\pi \nu}{\sigma^2} \right)^{-\frac{1}{2}} \exp \left( -\frac{1}{4} \log (a_Mz + b_M) \right). \tag{44}
\]

Similarly, we have

\[
\exp \left( -\frac{(\beta - \alpha)^2}{2} \right) = \exp \left( -\frac{(a_Mz + b_M)}{2\sigma^2} \right) - \frac{\nu^2}{2\sigma^2} + \frac{\nu \sqrt{a_Mz + b_M}}{\sigma^2}. \tag{45}
\]

Now for very large $b_M$, we can approximate the above expression as

\[
\exp \left( -\frac{(\beta - \alpha)^2}{2} \right) \approx \exp \left( -\frac{a_Mz - b_M}{2\sigma^2} \right) \exp \left( -\frac{\nu^2}{2\sigma^2} \right) \exp \left( \frac{\nu \sqrt{b_M}}{\sigma^2} \right). \tag{46}
\]

Hence, we need to identify at least one pair of normalising constants $a_M$ and $b_M$ such that

\[
\tilde{u}(z) = \lim_{M \to \infty} M \left( \frac{2\pi \nu}{\sigma^2} \right)^{-\frac{1}{2}} \exp \left( -\frac{1}{4} \log (a_Mz + b_M) \right) \exp \left( -\frac{a_Mz}{2\sigma^2} \right) \exp \left( -\frac{\nu^2}{2\sigma^2} \right) \times \exp \left( -\frac{b_M}{2\sigma^2} \right) \exp \left( \frac{\nu \sqrt{b_M}}{\sigma^2} \right) < \infty \tag{47}
\]

and is a non-trivial function of $z$. Note that if we choose $a_M$ and $b_M$ to be of the form,

\[a_M = 2\sigma^2 \text{ and } b_M = a_M \left\{ \log(M) - c_0 \log(\log(M)) + c_1 \sqrt{\log(M)} - c_2 \right\}, \tag{48}\]

where $c_0, c_1, c_2$ are constants with respect to $M$, we can make the following observations.

\[
\tilde{u}(z) = \lim_{M \to \infty} M \left( \frac{2\pi \nu}{\sigma^2} \right)^{-\frac{1}{2}} \exp \left( -\frac{1}{4} \log (a_Mz + b_M) \right) \exp (-z) \exp \left( -\frac{\nu^2}{2\sigma^2} \right) \times \exp \left( -\log(M) + c_0 \log(\log(M)) - c_1 \sqrt{\log(M)} + c_2 \right) \times \exp \left( \frac{\nu \sqrt{2}}{\sigma} \left( \log(M) - c_0 \log(\log(M)) + c_1 \sqrt{\log(M)} - c_2 \right)^{\frac{1}{2}} \right). \tag{49}
\]

Now, we have

\[
\lim_{M \to \infty} \frac{a_Mz + b_M}{\log(M)} = \lim_{M \to \infty} \left( 2\sigma^2 \right) z + \log(M) - c_0 \log(\log(M)) + c_1 \sqrt{\log(M)} - c_2 = 2\sigma^2. \tag{50}
\]
Thus, if we choose $c_0 = \frac{1}{4}$,

$$
\lim_{M \to \infty} \exp\left(-\log(a_M z + b_M) \right) \exp(c_0 \log(\log(M))) = \exp\left(-\log(2\sigma^2) \right) = (2\sigma^2)^{-\frac{1}{2}}. \quad (51)
$$

Similarly, note that

$$
\lim_{M \to \infty} \left(\log(M) - c_0 \log(\log(M)) + c_1 \sqrt{\log(M)} - c_2\right)^{\frac{1}{2}} - (\log(M))^{\frac{1}{2}}
$$

$$
= \lim_{M \to \infty} \left(\left(\sqrt{\log(M)} + \frac{c_1}{2}\right)^2 - \frac{c_1^2}{4} - c_0 \log(\log(M)) - c_2\right)^{\frac{1}{2}} - (\log(M))^{\frac{1}{2}}. \quad (53)
$$

Let $p = \sqrt{\log(M)}$, $q = \frac{c_1}{2}$. Note that $p \to \infty$ as $M \to \infty$. After substituting $p$ and $q$, the limit we have to evaluate is given by

$$
\lim_{M \to \infty} \left((p + q)^2 - q^2 - c_0 \log(p^2) - c_2\right)^{\frac{1}{2}} - p = \lim_{M \to \infty} p \left\{1 + \frac{2q}{p} - \frac{c_0 \log(p^2)}{p^2} - \frac{c_2}{p^2}\right\}^{\frac{1}{2}} - p. \quad (54)
$$

Now, for large $p$, (54) can be approximated as $\lim_{M \to \infty} p \left\{1 + \frac{2q}{p}\right\}^{\frac{1}{2}} - p$. Using the binomial expansion of $\left\{1 + \frac{2q}{p}\right\}^{\frac{1}{2}}$, this limit can be evaluated as follows:

$$
\lim_{M \to \infty} p \left\{1 + \frac{2q}{p}\right\}^{\frac{1}{2}} - p = \lim_{M \to \infty} p \left\{1 + \frac{2q}{2p} - \frac{4q^2}{8p^2} + O(p^{-3})\right\} - p = q = \frac{c_1}{2}. \quad (55)
$$

Thus, choosing $c_1 = \frac{\nu \sqrt{\sigma}}{2}$, we have $\lim_{M \to \infty} \exp\left(-c_1 \sqrt{\log(M)} \right) \times \exp\left(\frac{\nu \sqrt{b_M}}{\sigma^2}\right) = \exp\left(\frac{\nu^2}{\sigma^2}\right)$. Thus, with $c_0 = \frac{1}{4}$ and $c_1 = \frac{\nu \sqrt{\sigma}}{2}$, we have

$$
\tilde{u}(z) = \lim_{M \to \infty} M^{\frac{1}{2}} \left(\frac{2\pi \nu}{\sigma^2}\right)^{\frac{1}{2}} \exp\left(-\frac{1}{4} \log(a_M z + b_M)\right) \exp(-z) \exp\left(-\frac{\nu^2}{2\sigma^2}\right)
$$

$$
\times \exp(\log(M)) \exp\left(\frac{\log(\log(M))}{4}\right) \exp(c_2) \exp\left(-c_1 \sqrt{\log(M)}\right)
$$

$$
\times \exp\left(\frac{\nu \sqrt{\sigma}}{\sigma} \left(\log(M) - c_0 \log(\log(M)) + c_1 \sqrt{\log(M)} - c_2\right)^{\frac{1}{2}}\right). \quad (56)
$$

That is, $\tilde{u}(z) = \left(\frac{2\pi \nu}{\sigma^2}\right)^{\frac{1}{2}} (2\sigma^2)^{-\frac{1}{4}} \exp(-z) \exp\left(-\frac{\nu^2}{2\sigma^2}\right) \exp(c_2) \exp\left(\frac{\nu^2}{\sigma^2}\right)$. Thus, choosing $c_2 = \frac{1}{2} \log\left(\frac{2\sqrt{2\pi \nu}}{\sigma} \exp\left(-\frac{\nu^2}{\sigma^2}\right)\right)$, we have $\tilde{u}(z) = \exp(-z)$.
2) Non-identical LOS Components: Next, we move on to the case where the LOS components of the received signal are non-identical and the NLOS components are identical. Thus we have, \( \{\nu_m\}_{m=1}^M \) are non-identical. Furthermore, we assume that there are only finite possible values that \( \nu_m \) can take, i.e \( \nu_m \in \{\nu_1, \nu_2, \cdots, \nu_K\} \) for all \( m \in \{1, \cdots, M\} \) and \( K \) finite. Let, \( M_i := \sum_{m=1}^M I_{\nu_m = \nu_i}, \ 1 \leq i \leq K \), i.e \( M_i \) represents the number of times \( \nu_i \) occurs among the \( M \) values of \( \{\nu_m\}_{m=1}^M \). In this case, we need to identify \( a_M \) and \( b_M \) such that the following limit is finite and a non-trivial function of \( z \).

\[
\tilde{u}(z) = \lim_{M \to \infty} \sum_{m=1}^M Q_1 \left( \frac{\nu_m}{\sigma}, \frac{\sqrt{a_M z + b_M}}{\sigma} \right). \tag{57}
\]

Now, using the same approximations we used in the last derivation, for large values of \( \beta \), we have

\[
Q_1(\alpha_m, \beta) \approx (2\pi \alpha_m \beta)^{-\frac{3}{2}} \exp \left(-\frac{(\beta - \alpha_m)^2}{2} \right), \tag{58}
\]

where \( \alpha_m = \frac{\nu_m}{\sigma} \) and \( \beta = \frac{\sqrt{a_M z + b_M}}{\sigma} \). Thus, \( \tilde{u}(z) \) can be computed as

\[
\tilde{u}(z) = \lim_{M \to \infty} \exp \left(-\frac{1}{4} \log (a_M z + b_M) \right) \exp \left(-\frac{a_M z}{2\sigma^2} \right) \exp \left(-\frac{b_M}{2\sigma^2} \right) \times \sum_{m=1}^M \left( \frac{2 \nu_m}{\sigma^2} \right)^{\frac{1}{2}} \exp \left(-\frac{\nu_m^2}{2\sigma^2} \right) \exp \left(\frac{\nu_m \sqrt{b_M}}{\sigma^2} \right). \tag{59}
\]

This can be further simplified as

\[
\tilde{u}(z) = \lim_{M \to \infty} \exp \left(-\frac{1}{4} \log (a_M z + b_M) \right) \exp \left(-\frac{a_M z}{2\sigma^2} \right) \exp \left(-\frac{b_M}{2\sigma^2} \right) \sum_{i=1}^K M_i \left( \frac{2 \nu_i}{\sigma^2} \right)^{\frac{1}{2}} \exp \left(-\frac{\nu_i^2}{2\sigma^2} \right) \exp \left(\frac{\nu_i \sqrt{b_M}}{\sigma^2} \right). \tag{60}
\]

Next, we propose the following choice of normalising constants:

\[
a_M = 2\sigma^2 \text{ and } b_M = a_M \times c_M \text{ where } \tag{61}
\]

\[
c_M = \left( \log(\tilde{M}) - \frac{\log(\log(\tilde{M}))}{4} + \frac{\sqrt{2}}{\sigma} (\log(\tilde{M}))^{\frac{1}{2}} - \frac{1}{2} \log \left( 2 \sqrt{2} \pi \tilde{\nu} \exp \left(-\frac{\tilde{\nu}^2}{\sigma^2} \right) \right) \right). \tag{62}
\]

Now, for the above choice of normalising constants we analyse \(60\) for different values of \( i \) and hence decide what values to choose for \( \tilde{M} \) and \( \tilde{\nu} \). Here we have,

\[
\lim_{M \to \infty} \exp(-z) M_i \exp \left(-\frac{1}{4} \log (a_M z + b_M) \right) \left( \frac{2 \nu_i}{\sigma^2} \right)^{\frac{1}{2}} \exp \left(-\frac{\nu_i^2}{2\sigma^2} \right) \exp \left(\frac{\nu_i \sqrt{b_M}}{\sigma^2} \right) \exp \left(- \log(\tilde{M}) + \frac{\log(\log(\tilde{M}))}{4} - \frac{\sqrt{2}}{\sigma} (\log(\tilde{M}))^{\frac{1}{2}} + \frac{1}{2} \log \left( 2 \sqrt{2} \pi \tilde{\nu} \exp \left(-\frac{\tilde{\nu}^2}{\sigma^2} \right) \right) \right). \tag{63}
\]
We can rewrite the above expression as
\[
\lim_{M \to \infty} \exp(-z) \frac{M}{\nu_i \exp\left(\frac{-1}{4} \log\left(\frac{a_M z + b_M}{\log(M)}\right)\right)} \left(\frac{2\pi\nu_i}{\sigma^2}\right)^{-\frac{1}{2}} \left(\frac{2\sqrt{2\pi \tilde{v}}}{\sigma}\right)^{-\frac{1}{2}} \exp\left(-\frac{\nu_i^2}{2\sigma^2}\right) \\
\times \exp\left(-\frac{\tilde{v}^2}{2\sigma^2}\right) \exp\left(\frac{\nu_i \sqrt{b_M}}{\sigma^2}\right) \exp\left(-\frac{\sqrt{2\tilde{v}}}{\sigma} (\log(M))^{\frac{1}{2}}\right).
\]

Now, suppose we choose \( \tilde{M} \) such that \( \tilde{M} \to \infty \) as \( M \to \infty \), then we have
\[
\lim_{M \to \infty} \exp\left(-\frac{1}{4} \log\left(\frac{a_M z + b_M}{\log(M)}\right)\right) = (2\sigma^2)^{-\frac{1}{2}}.
\]

Similarly,
\[
\exp\left(\frac{\nu_i \sqrt{2\sqrt{c_M}}}{\sigma}\right) \exp\left(-\frac{\sqrt{2\tilde{v}}}{\sigma} (\log(M))^{\frac{1}{2}}\right) = \exp\left(\frac{\sqrt{2}}{\sigma} (\nu_i \sqrt{c_M} - \tilde{v} \sqrt{\log(M)})\right).
\]

Here, we first analyse the following term
\[
\lim_{M \to \infty} \nu_i \left(\log(\tilde{M}) - \frac{\log(\log(\tilde{M}))}{4} + \frac{\tilde{v} \sqrt{2}}{\sigma} (\log(M))^{\frac{1}{2}} - \frac{1}{2} \log(c_2)\right)^{\frac{1}{2}} - \tilde{v} \sqrt{\log(M)},
\]
where \( c_2 = \frac{2}{\sqrt{2\sigma}} \exp\left(-\frac{\tilde{v}^2}{\sigma^2}\right) \). Thus, we have
\[
\lim_{M \to \infty} \nu_i \left(\left(\sqrt{\log(M)} + \frac{\tilde{v}}{\sqrt{2\sigma}}\right)^2 - \frac{\tilde{v}^2}{2\sigma^2} - \frac{\log(\log(M))}{4} - \frac{1}{2} \log(c_2)\right)^{\frac{1}{2}} - \tilde{v} \left(\sqrt{\log(M)}\right)^{\frac{1}{2}}.
\]

Let \( p = \sqrt{\log(M)} \), \( q = \frac{\tilde{v}}{\sqrt{2\sigma}} \) and \( c_0 = \frac{1}{4} \). Note that \( p \to \infty \) as \( \tilde{M} \to \infty \). After substituting \( p \) and \( q \), the limit we have to evaluate is given by
\[
\lim_{M \to \infty} \nu_i \left((p + q)^2 - q^2 - c_0 \log(p^2) - c_2\right)^{\frac{1}{2}} - \tilde{v} p = \lim_{M \to \infty} \nu_i(p) \left\{1 + \frac{4q}{p} - \frac{c_0 \log(p^2) - c_2}{p^2}\right\}^{\frac{1}{2}} - \tilde{v} p.
\]

Now, for large \( p \), \(69\) can be approximated as \( \lim_{M \to \infty} \nu_i(p) \left\{1 + \frac{4q}{p}\right\}^{\frac{1}{2}} - \tilde{v} p \). Using the binomial expansion of \( \left(1 + \frac{4q}{p}\right)^{\frac{1}{2}} \), this limit can be evaluated as:
\[
\lim_{M \to \infty} \nu_i(p) \left\{1 + \frac{4q}{p}\right\}^{\frac{1}{2}} - \tilde{v} p = \lim_{M \to \infty} \nu_i(p) \left\{1 + \frac{4q}{2p} - \frac{4q^2}{8p^2} + \mathcal{O}(p^{-3})\right\} - \tilde{v} p \approx (\nu_i - \tilde{v}) p + \nu_i q.
\]

Thus, we have
\[
\lim_{M \to \infty} \exp(-z) \sum_{i=1}^{2} \frac{M_i}{\tilde{M}} \frac{\nu_i}{\sqrt{\nu_i}} \exp\left(\frac{-\nu_i^2}{2\sigma^2}\right) \exp\left(-\frac{\tilde{v}^2}{2\sigma^2}\right) \exp\left(\frac{\sqrt{2}}{\sigma} (\nu_i - \tilde{v}) \sqrt{\log(M)} + \frac{\nu_i \tilde{v}}{\sqrt{2\sigma^2}}\right).
\]
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Now, let us choose \( \tilde{\nu} \) to be the largest among \( \{\nu_1, \cdots, \nu_K\} \) such that
\[
\lim_{M \to \infty} \frac{M_i}{M} \exp \left( \frac{\sqrt{2 \log(\bar{M}) ( \nu_i - \tilde{\nu} )}}{\sigma} \right) < \infty \quad \text{for} \quad \nu_i \neq \tilde{\nu},
\]  
where \( \bar{M} = \sum_{m=1}^{M} \mathbb{1}_{\nu_m = \tilde{\nu}} \). Note that with finite choices for \( \nu_i \) and \( M \to \infty \), there exists at least one \( \nu_i; \ i \in \{1, \cdots, K\} \) that satisfies the condition in (72). In other words, suppose \( K = 2 \), \( M_1 = \mathcal{O}(f_1(M)) \) and \( M_2 = \mathcal{O}(f_2(M)) \), then \( \tilde{\nu} = \nu_i \) such that \( f_i(M) \geq f_j(M) \) for all \( j \neq i \). Now if \( f_1(M) = f_2(M) \), we choose the largest \( \nu_i \) among them as \( \tilde{\nu} \). Thus we have,
\[
\lim_{M \to \infty} \exp(-z) \frac{M_i}{M} \exp \left( -\frac{1}{4} \log \left( \frac{a_M z + b_M}{\log(M)} \right) \right) \left( \frac{2 \nu_i}{\sigma^2} \right)^{\frac{1}{2}} \left( \frac{2 \sqrt{2 \pi} \nu_i}{\sigma} \right)^{\frac{1}{2}} \exp \left( \frac{-\nu_i^2}{2 \sigma^2} \right)
\]
\[
\times \exp \left( \frac{-\tilde{\nu}^2}{2 \sigma^2} \right) \exp \left( \frac{\nu_i \sqrt{b_M}}{\sigma^2} \right) \exp \left( \frac{-\sqrt{2} \nu_i}{\sigma} \left( \log(M) + \frac{\nu_i \tilde{\nu}}{\sqrt{2} \sigma} \right) \right) < \infty,
\]
for all values of \( i \). Hence,
\[
\tilde{u}(z) = \exp(-z) \sum_{i=1}^{K} \frac{M_i}{M} \sqrt{\frac{\tilde{\nu}}{\nu_i}} \exp \left( \frac{-\nu_i^2 - \tilde{\nu}^2}{2 \sigma^2} \right) \exp \left( \frac{\sqrt{2}}{\sigma} \left( \nu_i - \tilde{\nu} \right) \sqrt{\log(M) + \frac{\nu_i \tilde{\nu}}{\sqrt{2} \sigma}} \right)
\]
where \( \tilde{\nu} \) is the largest among \( \{\nu_1, \cdots, \nu_K\} \) such that (72) is satisfied. Let
\[
p(M_1, \cdots, M_K, \nu_1, \cdots, \nu_K, \sigma) := \sum_{i=1}^{K} \frac{M_i}{M} \sqrt{\frac{\tilde{\nu}}{\nu_i}} \exp \left( \frac{-\nu_i^2 - \tilde{\nu}^2}{2 \sigma^2} \right) \exp \left( \frac{\sqrt{2}}{\sigma} \left( \nu_i - \tilde{\nu} \right) \sqrt{\log(M) + \frac{\nu_i \tilde{\nu}}{\sqrt{2} \sigma}} \right)
\]
then we have \( \tilde{u}(z) = \exp(-z) \times p(M_1, \cdots, M_K, \nu_1, \cdots, \nu_K, \sigma) \). Furthermore, note that for the case of very large \( \bar{M} \), \( \sqrt{\log(\bar{M})} \to \infty \) and hence for \( \nu_i < \tilde{\nu} \), we have
\[
\lim_{M \to \infty} \exp \left( \frac{\sqrt{2}}{\sigma} \left( \nu_i - \tilde{\nu} \right) \sqrt{\log(M) + \frac{\nu_i \tilde{\nu}}{\sqrt{2} \sigma}} \right) = 0.
\]
Similarly, from our choice of \( \tilde{\nu} \) and \( \bar{M} \), there cannot exist another \( \nu_i > \tilde{\nu} \) such that \( M_i >> \bar{M} \). Hence, for very large \( \bar{M} \), we have \( \lim_{M \to \infty} \frac{M_i}{M} = 0 \) and hence \( \tilde{u}(z) \) again takes the form \( \exp(-z) \). For both the cases discussed above when \( k = 1 \), we have \( \tilde{\phi}_k(z) = \exp(-\exp(-z)) \) which is a non-degenerate distribution function. Note that according to [19], this is sufficient to ensure
the convergence of $\tilde{\phi}_k(z)$ for all values of $k > 1$. Thus, the distribution of the normalised $k$-th maximum for both the two cases discussed above is given by

$$
\tilde{\phi}_k(z) = \sum_{m=0}^{k-1} \frac{\exp(-mz)}{m!} \exp(-\exp(-z)) = \frac{\Gamma(k, \exp(-z))}{\Gamma(k)},
$$

(78)

where $\Gamma(.,.)$ is the upper incomplete Gamma function [41] and $\Gamma(.)$ is the Gamma function [42].

**APPENDIX B**

**PROOF FOR THEOREM 2**

Note that the expectation we need to evaluate (for all the special cases) is given by

$$
R_{(M-k+1:M)} = \mathbb{E}\left[\log_2 \left(1 + \gamma_s Z_{(M-k+1:M)}\right)\right]
$$

(79)

where the RV $Z_{(M-k+1:M)}$ has the following pdf:

$$
f_{Z_{(M-k+1:M)}}(z) = \frac{p^k}{a_M \Gamma(k)} \exp\left(-k(z - b_M/a_M)\right) \exp\left(-p \exp\left(-\frac{(z - b_M)}{a_M}\right)\right).
$$

(80)

In the following lines we try to evaluate the expectation in (79) using steps very similar to derivation in [53, Appendix C]. Note that the expectation in (79) can be evaluated as

$$
R_{(M-k+1:M)} = \int_0^\infty \log_2(1 + z) f_{Z_{(M-k+1:M)}}(z) \, dz.
$$

(81)

Now, substituting $y = \frac{z-b_M}{a_M}$, we have

$$
R_{(M-k+1:M)} = \frac{p^k}{\Gamma(k)} \int_{-\frac{b_M}{a_M}}^\infty \log_2 \left(1 + \gamma_s(a_M y + b_M)\right) \exp(-ky) \exp(-p \exp(-y)) \, dy.
$$

(82)

Using the series expansion for $\exp(-p \exp(-y))$, we can rewrite the previous expression as

$$
R_{(M-k+1:M)} = \frac{p^k}{\Gamma(k)} \int_{-\frac{b_M}{a_M}}^\infty \log_2 \left(1 + \gamma_s(a_M y + b_M)\right) \exp(-ky) \sum_{n=0}^\infty \frac{(-1)^n p^n e^{-ny}}{n!} \, dy.
$$

(83)

Now, the integral and the summation in (83) can be interchanged. This argument can be proved by applying the Lebesgue dominated convergence theorem which is stated below:

**Theorem 3.** Suppose $f_m : M \to \mathbb{R}$ is a sequence of measurable functions, and if we can find another sequence of non-negative measurable functions $d_m : M \to \mathbb{R}$ such that $|f_m(x)| \leq d_m(x), \forall m$ and almost all $x$ and $\sum_{m=0}^\infty d_m(x)$ converges and $\sum_{m=0}^\infty \int d_m(x) < \infty$, then

$$
\int_M \sum_{m=0}^\infty f_m(x) \, dx = \sum_{m=0}^\infty \int_M f_m(x) \, dx
$$
We can apply Lebesgue theorem by taking \( f_n(y) = \frac{(-1)^n p^n}{n!} \log_2 (1 + \gamma_s (b_M + a_M y)) e^{-(k+n)y} \) and \( d_n(y) = \frac{p^n}{n!} \log_2 (1 + \gamma_s (b_M + a_M y)) e^{-(k+n)y} \). Let us first verify if \( \sum_{n=0}^\infty d_n(y) \) converges.

Applying the ratio test to the series \( \sum_{n=0}^\infty d_n(y) \), we have

\[
\lim_{n \to \infty} \left| \frac{d_{n+1}}{d_n} \right| = \frac{p}{(n+1)} e^{-y} = 0.
\]

Thus, we conclude that the series converges. Next, we verify the finiteness of \( \sum_{n=0}^\infty \int d_n(y) \), where \( h_n := \int d_n(y) \). Here we have,

\[
\sum_{n=0}^\infty h_n = \sum_{n=0}^\infty \frac{p^n}{n!} \int_{-b_M/a_M}^\infty \log_2 (1 + \gamma_s (b_M + a_M y)) e^{-(k+n)y} dy.
\]

Substituting, \( 1 + \gamma_s (b_M + a_M y) = x \), we have

\[
\sum_{n=0}^\infty h_n = \sum_{n=0}^\infty \frac{p^n}{n!} \int_{-b_M/a_M}^\infty \log_2 (1 + x) \exp \left( \frac{-x}{\gamma_s a_M} \right) dx,
\]

\[
= \sum_{n=0}^\infty \frac{p^n}{n!(k+n)} \exp \left( \frac{(k+n)(1 + \gamma_s b_M)}{\gamma_s a_M} \right) \Gamma \left( 0, \frac{k+n}{a_M \gamma_s} \right).
\]

Again applying ratio test on the above series, we have

\[
\lim_{n \to \infty} \frac{h_{n+1}}{h_n} = \lim_{n \to \infty} \frac{p(k+n)}{n+1(k+n+1)} \exp \left( \frac{1 + \gamma_s b_M}{\gamma_s a_M} \right) \frac{\Gamma \left( 0, \frac{k+n+1}{a_M \gamma_s} \right)}{\Gamma \left( 0, \frac{k+n}{a_M \gamma_s} \right)}.
\]

Using properties of the incomplete gamma function, one can note that \( \frac{\Gamma \left( 0, \frac{k+n+1}{a_M \gamma_s} \right)}{\Gamma \left( 0, \frac{k+n}{a_M \gamma_s} \right)} < 1 \). Hence, we have

\[
\lim_{n \to \infty} \frac{h_{n+1}}{h_n} = 0.
\]

Thus we conclude that the series \( \sum_{n=0}^\infty h_n \) converges. This, in turn allows us to interchange the summation and integration in (83). Thus, we have

\[
R_{(M-k+1:M)} = \frac{p^k}{\Gamma(k)} \sum_{n=0}^\infty \frac{(-1)^n p^n}{n!} \int_{-b_M/a_M}^\infty \log_2 (1 + \gamma_s (b_M + a_M y)) e^{-(k+n)y} dy.
\]

Again substituting \( 1 + \gamma_s (a_M y + b_M) = x \), we have

\[
R_{(M-k+1:M)} = \frac{p^k}{\Gamma(k)} \sum_{n=0}^\infty \frac{(-1)^n p^n}{n!} \exp \left( \frac{(k+n)(1 + \gamma_s b_M)}{\gamma_s a_M} \right) \int_1^\infty \log_2 (x) \exp \left( \frac{-x}{\gamma_s a_M} \right) dx.
\]
Evaluating the above integral we have
\[ R_{(M - k + 1:M)} = \frac{p^k}{\Gamma(k)} \sum_{n=0}^{\infty} \frac{(-1)^n p^n}{n!} \exp\left(\frac{(k+n)(1+\gamma_s b_M)}{\gamma_s a_M} \right) \frac{a_M \gamma_s \Gamma\left(0, \frac{k+n}{a_M \gamma_s}\right)}{(k + n)} \]  \hspace{1cm} (92)

Note that the above expression can be rewritten in terms of the exponential integral function using the relation, \( \Gamma(0, x) = E_1(x) \) \[45, (5)\]. Thus, we have the expression in  \[22\].

REFERENCES

[1] J. Mooney, Z. Ding, and L. Riggs, “Performance analysis of a GLRT in late-time radar target detection,” *Progress In Electromagnetics Research*, vol. 24, pp. 77–96, 1999.
[2] C. Ding, “An efficient algorithm for computing the noncentrality parameters of chi-squared tests,” *Communications in Statistics-Simulation and Computation*, vol. 23, no. 3, pp. 861–870, 1994.
[3] A. Samir Kamel and A. I. Abdel-Samad, “On the computation of non-central chi-square distribution function,” *Communications in Statistics-Simulation and Computation*, vol. 19, no. 4, pp. 1279–1291, 1990.
[4] K. T. Hemachandra and N. C. Beaulieu, “Novel representations for the multivariate non-central chi-square distribution with constant correlation and applications,” in *2011 IEEE Wireless Communications and Networking Conference*. IEEE, 2011, pp. 1712–1717.
[5] M. R. Bhatnagar, “On the capacity of decode-and-forward relaying over Rician fading channels,” *IEEE Commun. Lett.*, vol. 17, no. 6, pp. 1100–1103, 2013.
[6] X. Qian, M. Di Renzo, J. Liu, A. Kammoun, and M. S. Alouini, “Beamforming through reconfigurable intelligent surfaces in single-user MIMO systems: SNR distribution and scaling laws in the presence of channel fading and phase noise,” *IEEE Wireless Commun. Lett.*, vol. 10, no. 1, pp. 77–81, 2021.
[7] K. N. Le, “Selection combiner output distributions of multivariate equally-correlated generalized-Rician fading for any degrees of freedom,” *IEEE Trans. Veh. Technol.*, vol. 67, no. 3, pp. 2761–2765, 2017.
[8] A. F. Molisch, *Wireless Communications*. John Wiley & Sons, 2012, vol. 34.
[9] M. Falk, J. Hüsler, and R.-D. Reiss, *Laws of Small Numbers: Extremes and Rare Events*. Springer Science & Business Media, 2010.
[10] L. De Haan and A. Ferreira, *Extreme Value Theory: An Introduction*. Springer Science & Business Media, 2007.
[11] Y. H. Al-Badarneh, C. N. Georghiades, and M.-S. Alouini, “Asymptotic performance analysis of the k-th best link selection over wireless fading channels: An extreme value theory approach,” *IEEE Trans. Veh. Technol.*, vol. 67, no. 7, pp. 6652–6657, 2018.
[12] G. Song and Y. Li, “Asymptotic throughput analysis for channel-aware scheduling,” *IEEE Trans. Commun.*, vol. 54, no. 10, pp. 1827–1834, 2006.
[13] A. Subhash, M. Srinivasan, S. Kalyani, and L. Hanzo, “Transmit power policy and ergodic multicast rate analysis of cognitive radio networks in generalized fading,” *IEEE Trans. Commun.*, vol. 68, no. 6, pp. 3311–3325, 2020.
[14] J. Xue, M. Sellathurai, T. Ratnarajah, and Z. Ding, “Performance analysis for multi-way relaying in Rician fading channels,” *IEEE Trans. Commun.*, vol. 63, no. 11, pp. 4050–4062, 2015.
[15] Y. H. Al-Badarneh, M. S. Alouini, and C. N. Georghiades, “Performance analysis of monostatic multi-tag backscatter systems with general order tag selection,” *IEEE Wireless Commun. Lett.*, vol. 9, no. 8, pp. 1201–1205, 2020.
[16] S. Krishnamurthy, D. W. Bliss, C. D. Richmond, and V. Tarokh, “Peak sidelobe level gumbel distribution of antenna arrays with random phase centers,” *IEEE Trans. Antennas Propag.*, vol. 67, no. 8, pp. 5399–5410, 2019.
[17] D. Bai, P. Mitran, S. S. Ghassemzadeh, R. R. Miller, and V. Tarokh, “Rate of channel hardening of antenna selection diversity schemes and its implication on scheduling,” *IEEE Trans. Inf. Theory*, vol. 55, no. 10, pp. 4353–4365, 2009.

[18] A. Subhash and S. Kalyani, “Cooperative relaying in a swipt network: Asymptotic analysis using extreme value theory for non-identically distributed rvs,” *IEEE Transactions on Communications*, 2021.

[19] H. Barakat, “Limit theorems for bivariate extremes of non-identically distributed random variables,” *Applicationes Mathematicae*, vol. 29, pp. 371–386, 2002.

[20] S. S. Ikki and M. H. Ahmed, “On the performance of cooperative-diversity networks with the N-th best-relay selection scheme,” *IEEE Trans. Commun.*, vol. 58, no. 11, pp. 3062–3069, 2010.

[21] D. Milic, D. Djosic, C. Stefanovic, S. Panic, and M. Stefanovic, “Second order statistics of the SC receiver over Rician fading channels in the presence of multiple Nakagami-m interferers,” *International journal of numerical modelling: electronic networks, devices and fields*, vol. 29, no. 2, pp. 222–229, 2016.

[22] S. L. Cotton, “Second-order statistics of \( \kappa - \mu \) shadowed fading channels,” *IEEE Trans. Veh. Technol.*, vol. 65, no. 10, pp. 8715–8720, 2015.

[23] M. Shaked and J. G. Shanthikumar, *Stochastic Orders*. Springer Science & Business Media, 2007.

[24] M. Srinivasan, S. Gopi, S. Kalyani, X. Huang, and L. Hanzo, “Airplane-Aided Integrated Next-Generation Networking,” *IEEE Trans. Veh. Tech.*, vol. 70, no. 9, pp. 9345–9354, 2021.

[25] S. Gopi, S. Kalyani, and L. Hanzo, “Cooperative 3D Beamforming for Small-Cell and Cell-Free 6G Systems,” *arXiv preprint arXiv:2105.07359*, 2021.

[26] N. H. Motlagh, T. Taleb, and O. Arouk, “Low-altitude unmanned aerial vehicles-based internet of things services: Comprehensive survey and future perspectives,” *IEEE Internet of Things Journal*, vol. 3, no. 6, pp. 899–922, 2016.

[27] M. Srinivasan and S. Kalyani, “Secrecy Capacity of \( \kappa - \mu \) Shadowed Fading Channels,” *IEEE Commun. Lett.*, vol. 22, no. 8, pp. 1728–1731, 2018.

[28] H. Lei, D. Wang, K.-H. Park, I. S. Ansari, J. Jiang, G. Pan, and M.-S. Alouini, “Safeguarding UAV IoT communication systems against randomly located eavesdroppers,” *IEEE Internet of Things Journal*, vol. 7, no. 2, pp. 1230–1244, 2019.

[29] M. K. Simon and M.-S. Alouini, *Digital Communication over Fading Channels*. John Wiley & Sons, 2005.

[30] T. Eng, N. Kong, and L. B. Milstein, “Comparison of diversity combining techniques for Rayleigh-fading channels,” *IEEE Trans. Commun.*, vol. 44, no. 9, pp. 1117–1129, 1996.

[31] Z. Chen, J. Yuan, and B. Vucetic, “Analysis of transmit antenna selection/maximal-ratio combining in Rayleigh fading channels,” *IEEE Trans. Veh. Technol.*, vol. 54, no. 4, pp. 1312–1321, 2005.

[32] A. Gorokhov, D. A. Gore, and A. J. Paulraj, “Receive antenna selection for MIMO spatial multiplexing: Theory and algorithms,” *IEEE Trans. Signal Process.*, vol. 51, no. 11, pp. 2796–2807, 2003.

[33] M.-S. Alouini and M. K. Simon, “An MGF-based performance analysis of generalized selection combining over Rayleigh fading channels,” *IEEE Trans. Commun.*, vol. 48, no. 3, pp. 401–415, 2000.

[34] M. Srinivasan and S. Kalyani, “Analysis of optimal combining in Rician fading with co-channel interference,” *IEEE Trans. Veh. Technol.*, vol. 68, no. 4, pp. 3613–3628, 2019.

[35] N. Kong and L. B. Milstein, “SNR of generalized diversity selection combining with nonidentical Rayleigh fading statistics,” *IEEE Trans. Commun.*, vol. 48, no. 8, pp. 1266–1271, 2000.

[36] A. Subhash, M. Srinivasan, and S. Kalyani, “Asymptotic maximum order statistic for SIR in \( \kappa - \mu \) shadowed fading,” *IEEE Trans. Commun.*, vol. 67, no. 9, pp. 6512–6526, 2019.

[37] H. A. David and H. N. Nagaraja, “Order Statistics,” *Encyclopedia of Statistical Sciences*, 2003.

[38] D. Mejzler and I. Weissman, “On some results of NV Smirnov concerning limit distributions for variational series,” *The Annals of Mathematical Statistics*, vol. 40, no. 2, pp. 480–491, 1969.
[39] I. Weissman, “Extremal processes generated by independent nonidentically distributed random variables,” *The Annals of Probability*, vol. 3, no. 1, pp. 172–177, 1975.

[40] M. L. Juncosa, “The asymptotic behavior of the minimum in a sequence of random variables,” *Duke Mathematical Journal*, vol. 16, no. 4, pp. 609–618, 1949.

[41] E. W. Weisstein, *Incomplete Gamma Function: From MathWorld–A Wolfram Web Resource*, accessed October 01, 2020). [Online]. Available: [https://mathworld.wolfram.com/IncompleteGammaFunction.html](https://mathworld.wolfram.com/IncompleteGammaFunction.html)

[42] E. W. Weisstein, *Gamma Function: From MathWorld–A Wolfram Web Resource*, accessed October 01, 2020). [Online]. Available: [https://mathworld.wolfram.com/GammaFunction.html](https://mathworld.wolfram.com/GammaFunction.html)

[43] P. Billingsley, *Convergence of Probability Measures*. John Wiley & Sons, 2013.

[44] P. Billingsley, *Probability and Measure*. John Wiley & Sons, 2008.

[45] E. W. Weisstein, *E_n-Function: From MathWorld–A Wolfram Web Resource*, accessed October 01, 2020). [Online]. Available: [https://mathworld.wolfram.com/En-Function.html](https://mathworld.wolfram.com/En-Function.html)

[46] D. Wu and R. Negi, “Effective capacity: A wireless link model for support of quality of service,” *IEEE Trans. Wireless Commun.*, vol. 2, no. 4, pp. 630–643, 2003.

[47] P. Chareka, “The converse to Curtiss’ theorem for one-sided moment generating functions,” *arXiv preprint arXiv:0807.3392*, 2008.

[48] A. Alsadi and S. Mohan, “Improving the physical layer security of the internet of things (IoT),” in *2018 IEEE International Smart Cities Conference (ISC2)*. IEEE, 2018, pp. 1–8.

[49] E. R. Alotaibi and K. A. Hamdi, “Secrecy outage probability of relay networking in multiple destination and eavesdropper scenarios,” in *2014 IEEE Wireless Commun. Networking Conference (WCNC)*. IEEE, 2014, pp. 2390–2395.

[50] J. Kampeas, A. Cohen, and O. Gurewitz, “On secrecy rates and outage in multi-user multi-eavesdroppers MISO systems,” in *2016 IEEE International Symposium on Information Theory (ISIT)*. IEEE, 2016, pp. 2449–2453.

[51] A. H. Nuttall, “Some integrals involving the Q-function,” Naval Under-water Systems Center (NUSC) technical report, Tech. Rep., April 1972.

[52] W. Research, *Complementary Error Function*, accessed October 03, 2020). [Online]. Available: [https://functions.wolfram.com/GammaBetaErf/Erfc/06/02/](https://functions.wolfram.com/GammaBetaErf/Erfc/06/02/)

[53] S. Kalyani and R. Karthik, “Analysis of opportunistic scheduling algorithms in OFDMA systems in the presence of generalized fading models,” *IEEE Trans. Wireless Commun.*, vol. 11, no. 8, pp. 2996–3005, 2012.