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Abstract

Novelty detection is the task of recognizing samples that do not belong to the distribution of the target class. During training, the novelty class is absent, preventing the use of traditional classification approaches. Deep autoencoders have been widely used as a base of many unsupervised novelty detection methods. In particular, context autoencoders have been successful in the novelty detection task because of the more effective representations they learn by reconstructing original images from randomly masked images. However, a significant drawback of context autoencoders is that random masking fails to consistently cover important structures of the input image, leading to suboptimal representations - especially for the novelty detection task. In this paper, to optimize input masking, we have designed a framework consisting of two competing networks, a Mask Module and a Reconstructor. The Mask Module is a convolutional autoencoder that learns to generate optimal masks that cover the most important parts of images. Alternatively, the Reconstructor is a convolutional encoder-decoder that aims to reconstruct unperturbed images from masked images. The networks are trained in an adversarial manner in which the Mask Module generates masks that are applied to images given to the Reconstructor. In this way, the Mask Module seeks to maximize the reconstruction error that the Reconstructor is minimizing. When applied to novelty detection, the proposed approach learns semantically richer representations compared to context autoencoders and enhances novelty detection at test time through more optimal masking. Novelty detection experiments on the MNIST and CIFAR-10 image datasets demonstrate the proposed approach’s superiority over cutting-edge methods. In a further experiment on the UCSD video dataset for novelty detection, the proposed approach achieves a frame-level Area Under the Curve (AUC) of 99.02% and an Equal Error Rate (EER) of 5.4%, exceeding recent state-of-the-art models.

1. Introduction

Novelty detection involves determining whether or not an unknown sample belongs to the distribution of the training data. In the case the sample is similar to the training data, it is referred to as an inlier. Alternatively, if the sample does not follow the distribution defined in the training examples, it is referred to as an outlier or anomaly. Novelty detection differs from other machine learning tasks in that the outlier class is poorly sampled or nonexistent. Due to the unavailability of outlier samples, traditional classification approaches are not suitable.

Within computer vision, novelty detection is ubiquitous with subtasks that have widespread applications such as marker discovery in biomedical data [1] and video surveillance [2]. Anomaly detection in images is one such task that involves identifying whether an image is an inlier or an outlier based on training data that only consists of inlier images. To compensate for the unavailability of outlier samples, unsupervised anomaly detection methods aim to model the distribution of the inlier data [3]. New samples that do not conform to the distribution are considered outliers. However, it is often hard to model the distribution of image data with conventional methods because of the high dimensionality in which the data points reside [3].

With the advent of deep learning, methods have been proposed that are able to effectively produce representations for high dimensional data [4]. Autoencoders (AE) are an unsupervised class of approaches that are well suited for modeling image data [5]. At a high level, an AE consists of two modules: an encoder and a decoder. The encoder learns a mapping from an image to a lower-dimensional latent space, and the decoder learns a mapping from the latent space back to the original image. In this way, AEs are trained in an unsupervised manner by minimizing the error between the original image and the reconstruction.

As a powerful unsupervised method for learning representations, AEs are the basis of many unsupervised anomaly detection approaches [6]. To detect anomalous images, the
AE is first trained on a set of normal images. At test time, the reconstruction error of a sample is used as an anomaly score. The underlying intuition is that the reconstruction error will be lower for inlier samples than outlier samples [7]. This follows from the fact that the AE is trained solely on inlier samples. However, this assumption is often violated, and the AE generalizes well to construct images outside of the distribution of the training data [8, 9]. This is especially evident in cases where anomalous images share similar compositional patterns as inlier images.

Recent methods introduce additional complexity into the autoencoders reconstruction task so that outliers are not reconstructed well [10, 11, 12]. To this end, denoising autoencoders (DAE) have been used. DAEs learn to reconstruct unperturbed images from images that have been perturbed by noise [13]. Beyond yielding more robust representations, the denoising task of the AE has been shown to induce a reconstruction error that approximates the local derivative of the log-density with respect to the input [14]. Thus, a sample’s global reconstruction error reflects the norm of the derivative of the log-density with respect to the input. In this way, DAEs provide a more interpretable and theoretically grounded anomaly score.

Context autoencoders (CAE) [15], a specific type of DAE, have shown strong performance in the anomaly detection task [12, 16]. Instead of being perturbed by noise, input images are subjected to random masking. Consequently, the CAE learns to inpaint the masked region of the input image in conjunction with the reconstruction task. This random masking is similar to using salt-and-pepper noise, which has been shown to yield better representations by implicitly enforcing the AE to learn semantic information about the distribution of the training data [15]. An inherent drawback of CAEs for anomaly detection is that test images cannot be subjected to random masking without introducing unwanted variation in the reconstruction between samples [12]. As such, CAEs can suffer from the original issue faced by generic AEs; generalizing to construct images outside of the distribution of the training data.

Inspired by the drawbacks of, we proposed One-Class Learned Encoder-Decoder (OLED) Network with Adversarial Context Masking for Novelty Detection. OLED introduces a Mask Module \( \text{MM} \) that produces masks applied to images input into the Reconstructor \( \text{R} \). The masks generated by \( \text{MM} \) are optimized to cover the most important part of the input image, resulting in a comparable reconstruction score across samples. The underlying intuition is that the loss of the masked region will be low in the case of inlier images and high in the case of outlier images. This stems from the fact that the Reconstructor learns to inpaint masked regions using only inlier samples. Thus, the inpainted regions of outlier images will consist of compositional patterns present in the inlier images, yielding a high reconstruction error.

At a high level, the Mask Module is a convolutional encoder, and the Reconstructor is a convolutional encoder-decoder. They are trained in an adversarial manner, where the Mask Module is trying to generate masks that yield the highest reconstruction error, and the Reconstructor is trying to minimize the reconstruction error of the masked image. The architecture of the proposed approach is shown in Figure 1. We applied OLED to several benchmark datasets for anomaly detection in images in addition to providing a formal analysis of the efficacy of the Mask Module. Experimental results demonstrate that OLED is able to outperform a variety of recent state-of-the-art methods and hints at the broader usefulness of the mask generator in other core computer vision tasks. In this paper our contributions are the following:

- We propose a novel approach for finding the most important parts of images for novelty (anomaly) detection.
- Our framework is optimized through adversarial setting which yields more efficient representations for novelty (anomaly) detection.
• Our method proposes several anomaly scores which capture both notions of global and local abnormality.

• Due to effectiveness of our method in masking important part of the image, we can leverage it at the test time which yields better anomaly scores.

2. Related Works

One-class classification is primarily associated with the domain of novelty, outlier, and anomaly detection. In these types of problems, a model attempts to capture the distribution of the inlier class to finally detect the unknown outliers or novel concepts. The conventional methods in the anomaly detection field utilized one-class SVM [17, 18] and Principal Component Analysis (PCA) and its variations [19, 20] to find a subspace that best represents the distribution of normal samples. Unsupervised clustering techniques like k-means [3] and Gaussian Mixture Models (GMM) [21] also have been used to formulate the distribution of normal data for identifying the anomalies, but they normally fail in dealing with high-dimensional data.

Several other proposed methods benefit from self-representation learning, such as reconstruction-based approaches. They usually rely on the hypothesis that the outlier samples cannot be reconstructed precisely by a model that only learned the distribution of inlier samples. For example, Cong et al. [22] suggested a model for video anomaly and outlier detection by learning sparse representations for distinguishing between inlier and outlier samples. In [23, 24], test samples are reconstructed using the representations learned from inlier samples, and the reconstruction error is employed as a metric for novelty detection. Most of the deep learning-based models with encoder-decoder architecture [25, 26, 27, 8, 28] also used this score to detect anomalies. Although effective, these methods are limited by the under-designed representation of their latent space.

In [1], a deep convolutional generative adversarial network (GAN) is leveraged [29] to learn a manifold of normal images with a novel anomaly score based on the mapping from image space to a random distribution. Sabokrou et al. [30] took advantage of Generative Adversarial Networks (GAN) [29] along with autoencoders to use the discriminator’s score for the reconstructed images for the novelty detection task. Zaheer et al. [31] redefined the adversarial one-class classifier training setup by modifying the role of the discriminator to distinguish between good and bad quality reconstructions and improved the results even further. Perera et al. used denoising auto-encoder networks to enforce the normal samples to be distributed uniformly across the latent space [11]. Abati et al. suggested a deep autoencoder model with a parametric density estimator that learns the probability distribution underlying its latent representations through an autoregressive procedure [10].

The application of memory-augmented networks has been widespread [32, 33, 34]. Graves et al. [32] adopted content-based attention to increase the capacity of neural networks. Santoro et al. [33] used a memory network to record information stably. In some works [35, 36] the external memory has also been used for multi-modal data generation. Gong et al. [9] proposed a deep autoencoder augmented with a memory module to encode the input to a latent space with the encoder. The resulting latent vector is used as a query to retrieve the most relevant memory item for reconstruction with the decoder. Also, in [37], they introduced a memory module with items that capture prototypical models of inlier class with a new update system.

3. Method

3.1. Motivation

Previous works have demonstrated that the reconstruction error of an Autoencoder (AE) acts as a good indicator of whether or not a sample conforms to the distribution defined in the training examples [7]. As such, Autoencoders (AE) are common for anomaly detection in images. To this end, Denoising Autoencoders (DAEs) have often been used because of the robust representations they offer in addition to providing a more interpretable and theoretically grounded anomaly score [14]. Context Autoencoders (CAEs), a subclass of DAEs, have been particularly successful in the anomaly detection task by offering representations that capture the semantics of the underlying training distribution [12]. A considerable drawback of CAEs, and AEs in general, is the fact they often generalize to construct outliers well. In order to mitigate this drawback while enhancing the benefits offered by CAEs, we propose a One-Class Learned Encoder-Decoder Network with adversarial masking, which we call OLED.

3.2. Overview

Our proposed framework, OLED, consists of two modules: the Reconstructor $R$ and the Mask Module $MM$. $R$ and $MM$ are trained in an adversarial manner, where $R$ seeks to reconstruct images that have been perturbed by masks generated by $MM$. Masks are the same spatial resolution as input images with a single channel that has activations that are 0 or 1. As such, a masked image is easily obtained by taking an element-wise product of an image and its corresponding mask.

Through the adversarial training process, $R$ learns representations that encode semantic information of the training distribution through the inpainting task. Alternatively, $MM$ learns to mask the most important part of the input image by maximizing the reconstruction error of $R$. At test time, new samples are subjected to masks generated by $M$ and fed
to \( R \) where the reconstruction error is used as an anomaly score. Accordingly, the reconstruction error will be low for the inlier class because \( R \) is trained to reconstruct and inpaint inlier samples. However, in the case of anomalies, the reconstruction error will be high. This stems from the fact \( R \) learns to reconstruct and inpaint masked regions using only inlier samples. Thus, the reconstruction error will be higher for outlier samples because \( R \) is not trained to reconstruct them. Additionally, the inpainted regions of outlier images will consist of compositional patterns present in the inlier images, further increasing the reconstruction error.

### 3.3. Reconstructor

\( R \) is a convolutional encoder-decoder network that is trained to reconstruct masked images. A dense bottleneck is used following previous works that have shown they generally outperform spatial bottlenecks in the anomaly detection task [16]. The full connectivity of the dense layer is also helpful for the inpainting task, especially for shallow networks with low receptive fields. Following previous work, [30], \( R \) does not include max-pooling layers for greater stability in training. To further promote stability, Leaky ReLU and batch normalization are used in each convolutional block. The values after the last convolution layer are clipped to in between -1 and 1.

### 3.4. Mask Module

\( MM \) consists of a mask generator \( M \) followed by a threshold unit \( T \) that generates masks of the same resolution as the input image. These masks are applied to the corresponding input image prior to being input into \( R \). \( MM \) seeks to produce a mask that maximizes the reconstruction error of the input image. In this way, it learns to mask the most important parts of the input image. Thus, masks generated by \( MM \) yield more comparable anomaly scores across samples when compared to random masking.

#### 3.4.1 Mask Generator

\( M \) is a convolutional autoencoder that takes an input image and generates a corresponding activation map. This activation map is input into the threshold unit to produce a binary mask. Similar to \( R \), \( M \) avoids the use of max pooling. Additionally, batch normalization and Leaky ReLU are used in each convolutional block, with the exception of the last convolution block that uses ReLU. In contrast to \( R \), \( M \) has a spatial bottleneck and contains fewer parameters. This reflects the fact that \( R \) has a substantially more complex task than \( M \).

#### 3.4.2 Threshold Unit

Activation maps generated by \( M \) are input into \( T \) to generate a mask. \( T \) requires a threshold hyperparameter that determines what percentage of the pixels in the image will not be masked. In this way, the same amount of pixels are masked in each image, ensuring that the reconstruction errors are comparable between samples.

For each activation map, pixels with activations in the top 1 - \( t \) percent are set to 0. The final mask is obtained by setting the remaining activations to one. More formally, given an activation map \( A \) and a scalar \( s \) that represents the numeric value of the pixel with the \( t \) highest activation:

\[
A_{ij} = \begin{cases} 
0, & \text{if } A_{ij} \geq s \\
1, & \text{otherwise}
\end{cases}
\]

As it stands, this is a discontinuous function, which is known to have less stable optimization. In order to eliminate this problem, the threshold operation is reformulated in terms of continuous ReLU activation functions:

\[
A_{ij} = \frac{\max(A_{ij}, 0) \ast -1 + s}{\max(A_{ij}, 0) \ast -1 + s + \epsilon}
\]

where \( \max(\cdot, 0) \) represents the ReLU activation, and \( \epsilon \) is an infinitesimal positive scalar. The above formulation ensures continuity over the entire domain of the function enabling backpropagation through \( T \) into \( M \).

#### 3.4.3 Masking Procedure

\( M \) and \( T \) sequentially process an input image to create a mask. Masks generated by \( MM \) are single-channel binary images with the same spatial resolution as input images. The masked image is obtained by applying the mask to its corresponding image for each channel. More precisely, given an image \( x \), the corresponding masked image \( x_m \) is defined as:

\[
x_m = x \odot MM(x)
\]

where \( \odot \) denotes element-wise multiplication. In this way, activations in the mask that are 0 set the corresponding pixel in the input image to 0 otherwise, the pixel remains unchanged. It is important to note that input images, and thus the reconstructions generated by \( R \), are scaled to be between -1 and 1. Because of this, masked pixels are set to the midpoint of the color range.

### 3.5. Adversarial Training

Adversarial training is a learning mechanism in which two networks compete in a task that iteratively enhances each network’s ability to model the underlying distribution
of the data. In this domain, Generative Adversarial Networks [29] have recently been proposed and shown immense success in generating samples with the same distribution of the training data. In order to do so, a generator network $G$ and discriminator network $D$ are trained in an adversarial manner. $G$ takes as input a noise vector and seeks to produce samples that follow the distribution of the training data. Alternatively, $D$ takes as input real samples from the training set along with fake samples generated by $G$ and seeks to discriminate between the two. More formally, given an image $x$ sampled from $p_{\text{data}}$ and a random latent vector $z$ sampled from $p_z$, the objective of a GAN is:

$$\min_G \max_D \mathbb{E}_{x \sim p_{\text{data}}(x)} [\log D(x)] + \mathbb{E}_{z \sim p_z(z)} [\log(1 - D(G(z)))]$$ (4)

$G(z)$ is a sample generated by $G$ with input $z$. $D(x)$ and $D(G(z))$ are the discriminator’s classification scores for a real and generated sample, respectively.

Similarly, we train $MM$ and $R$ adversarially. $MM$ seeks to generate masks that yield the highest reconstruction error from $R$. The total reconstruction error $L_{\text{tot}}$ consists of an L2 loss of the masked image $L_{\text{mask}}$, contextual loss of the masked region $L_{\text{cont}}$ and an L2 loss of an unperturbed image $L_{\text{rec}}$. Given an inlier image $x$ and the corresponding masked image $x_m$, $L_{\text{mask}}$, $L_{\text{cont}}$ and $L_{\text{rec}}$ are defined as:

$$L_{\text{mask}} = \|x - R(x_m)\|^2$$ (5)

$$L_{\text{cont}} = \|x_c - R(x_c)\|$$ (6)

$$L_{\text{rec}} = \|x - R(x)\|^2$$ (7)

where $x_c$ is the masked region of the input image and $R(x_c)$ is the reconstruction of the masked region. $R(x_m)$ denotes the reconstruction of the masked image $x_m$. $R(x)$ is the reconstruction of the intact image $x$ with the Reconstructor. As such, the objective function of OLED is given by:

$$\min_R \max_{MM} \mathbb{E}_{x \sim p_{\text{data}}(x)} [\log D(x)] + \mathbb{E}_{z \sim p_z(z)} [\log(1 - D(G(z)))]$$

4.1. Implementation Details

OLED is implemented in Python using the TensorFlow [38]. A detailed overview of the architecture of $R$ and $MM$ is available in Section 3.3 and Section 3.4, respectively. $t$, $\lambda$ and $\gamma$ are set to 87.5, 1 and 50 respectively. $R$ and $M$ use an Adam optimizer with a learning rate of $5e^{-4}$, $b_1$ of .5 and $b_2$ of .9. For each dataset, a small validation set separate from the test set is used to determine the best epoch to select models $R$ and $M$.

4.2. Datasets

The three datasets chosen for the experiments are MNIST [39], CIFAR-10 [40] and UCSD [41]. These particular datasets were chosen based on their popularity as benchmarks in the anomaly detection literature. The setups were chosen in a way that enables OLED to be compared to a variety of recent state-of-the-art methods.

**MNIST:** MNIST is a dataset that contains 60,000 images of handwritten digits from 0 to 9. Images in MNIST are grayscale with a resolution of 28 x 28. Beyond classification, MNIST is widely used as a benchmark for anomaly detection in images.

**CIFAR:** CIFAR is a dataset that contains 60,000 natural images of objects from across ten classes. Images in CIFAR are RGB with a resolution of 32 x 32. Similar to MNIST, CIFAR is also used widely as a benchmark in the anomaly detection literature. However, CIFAR presents more of a challenge because images differ substantially across classes, and the background of images are not aligned.

**UCSD:** This dataset [42] consists of two subsets (Ped1 and Ped2) with different outdoor scenes. Available objects in the frames are pedestrians, cars, skateboarders,
wheelchairs, and bicycles. Pedestrians are dominant in nearly all frames and considered as the normal class, while other objects are anomalies. We assessed our method on Ped2, which includes 2,550 frames in 16 training and 2,010 frames in 12 test videos, all with a resolution of 240x360 pixels. Following [31], we calculated frame-level AUC and EER to evaluate performance and compare against both patch-based and full-frame setups.

### 4.3. Novelty Detection in Image Datasets

**MNIST:** OLED is evaluated on MNIST using the protocol defined in [9]. This protocol involves dividing the dataset into ten different anomaly detection datasets corresponding to the ten predefined classes in MNIST. In each anomaly detection dataset, the inliers are sampled from 1 class, and the outliers are sampled from the remaining 9 classes. The normal data is split into train and test sets with a ratio of 2:1, and the anomaly proposition is set to be 30%. Following [9], AUC is the evaluation metric for this experiment.

Given the protocol in [9], OLED is compared against MemAE [9] and other methods [17, 43, 44, 26]. The results are reported in Table 1. OLED yields excellent results, surpassing MemAE and other approaches. In particular, both $s_{rec}$, $s_{mask}$, $s_{avg}$ exceed all other identified approaches, recording an AUC of 0.977, 0.985 and 0.984, respectively. A visualization of OLED applied to both inlier and outlier samples for MNIST is available in Figure 2. This provides a visual confirmation that the proposed method yields low reconstruction errors for inlier samples and high reconstruction errors for outlier samples. Additionally, in Figure 3, the reconstructions of OLED are compared to that of a normal AE, further demonstrating the superiority of the representations offered by OLED for the anomaly detection task.

**CIFAR:** OLED is evaluated on CIFAR using the protocol defined in [11]. This protocol involves dividing the dataset into ten different anomaly detection datasets corresponding to the ten predefined classes in CIFAR. In each anomaly detection dataset, the inliers are sampled from 1 class, and the outliers are sampled from the remaining 9 classes. The predefined train and test splits are used to conduct the experiments. Testing data of all classes are used for testing. Following [11], AUC is the evaluation metric for this experiment.

OLED is compared to OCGAN [11] and other recently proposed methods for anomaly detection [10, 13, 1, 45]. The results are reported in Table 2. OLED outperforms the compared methods, including OCGAN, by a good margin. Particularly, $s_{rec}$, $s_{mask}$, $s_{avg}$ and $s_{cont}$ exceed all other identified approaches, recording an AUC of .662, .671, .6683 and .667, respectively. A visualization of OLED applied to both inlier and outlier samples for CIFAR is available in Figure 2.

| Method            | AUC  |
|-------------------|------|
| OCSVM [17]        | 0.9499 |
| AE [5]            | 0.9619 |
| VAE [43]          | 0.9643 |
| PixCNN [44]       | 0.6141 |
| DSEBM [26]        | 0.9554 |
| MemAE [9]         | 0.9751 |
| OLED (Ours) $s_{rec}$ | **0.9772** |
| OLED (Ours) $s_{mask}$ | **0.9851** |
| OLED (Ours) $s_{cont}$ | **0.9650** |
| OLED (Ours) $s_{avg}$ | **0.9845** |

Table 1. Average AUC values on all 10 classes sampled from MNIST image dataset.

| Method            | AUC  |
|-------------------|------|
| OCSVM [17]        | 0.5856 |
| DAE [13]          | 0.5358 |
| VAE [43]          | 0.5833 |
| PixCNN [44]       | 0.5506 |
| GAN [1]           | 0.5916 |
| AND [10]          | 0.6172 |
| AnoGAN [1]        | 0.6179 |
| DSVDD [45]        | 0.6481 |
| OCGAN [11]        | 0.6566 |
| OLED (Ours) $s_{rec}$ | **0.6622** |
| OLED (Ours) $s_{mask}$ | **0.6711** |
| OLED (Ours) $s_{avg}$ | **0.6683** |
| OLED (Ours) $s_{cont}$ | **0.6673** |

Table 2. One-class novelty detection Average AUC results on CIFAR10 image dataset following the protocol in [11].
| Method            | AUC   | EER   |
|-------------------|-------|-------|
| TSC [46]          | 0.922 | -     |
| FRCN action [47]  | 0.922 | -     |
| AbnormalGAN [48]  | 0.935 | 0.13  |
| MemAE [9]         | 0.941 | -     |
| GrowingGas [49]   | 0.941 | -     |
| FFP [50]          | 0.954 | -     |
| ConvAE+UNet [51]  | 0.962 | -     |
| STAN [52]         | 0.965 | -     |
| Object-centric [53]| 0.978 | -     |
| Ravanbakhsh [54]  | -     | 0.14  |
| ALOCC [30]        | -     | 0.13  |
| Deep-cascade [55] | -     | 0.09  |
| Old is gold [31]  | 0.981 | 0.07  |
| OLED (Ours) s_{rec} | 0.9854 | 0.0646 |
| OLED (Ours) s_{mask} | 0.9853 | 0.0638 |
| OLED (Ours) s_{avg} | 0.9902 | 0.0540 |
| OLED (Ours) s_{cont} | 0.9866 | 0.0606 |

Table 3. Frame-level AUC and EER comparison on UCSD dataset with state-of-the-art methods.

4.4. Video Novelty Detection

One of the common use cases of one-class classification is in the domain of novelty detection for surveillance purposes [9, 27, 30]. Nonetheless, this task is more difficult in the video domain because of the variations of mobile objects across the frames. In this experiment, each frame of the dataset is divided into patches of size 30x30 pixels. Training patches only include scenes of walking pedestrians, while in the testing phase, patches are extracted from outlier frames that contain abnormal as well as normal objects. Frame-level Area under the Curve (AUC) and Equal Error Rate (EER) are the two metrics used to compare our method with state-of-the-art methods in recent years. As depicted in Table 3, our method outperforms recent state-of-the-art models in the task of video novelty detection. More specifically, our approach achieves an AUC performance of 99.02% and an EER of 5.4%. The visualization in Figure 4 demonstrates the separability of anomaly scores for the inlier and outlier class.

4.5. Mask Module Evaluation

The results from the experiments in Section 3.3 and Section 4.4 are a clear indication that OLED is a strong method for anomaly detection. In every case, anomaly scores that leveraged masking, and by extension MM, yielded the highest performance. Visual results in Figure 2 and 3 support the initial hypothesis that MM generates masks that cover important structures in the input image. Furthermore, this is the case for both inlier and outlier images. The following section seeks to solidify these observations more formally.

To quantitatively assess the effectiveness of MM in masking important parts of images, MM is re-purposed to perform a binary segmentation task that involves identifying whether or not each pixel in the input image is important. Specifically, the activation maps $A$ generated by $M$ serve as the predicted semantic maps for images. $A$ is used instead of $MM(x)$ to avoid the threshold constraint imposed by $T$. Using $A$ and the ground truth semantic maps, the pixelwise AUC score is computed for both inlier and outlier images.

The aforementioned analysis is realized by evaluating the $M$ trained on digit class 8 from the MNIST experiments in Section 4.3 on the corresponding test set. The ground truth semantic maps $SM$ for the test set $SM$ is obtained by the following:

$$SM_{ij} = \begin{cases} 
0, & \text{if } I_{ij} = 0 \\
1, & \text{otherwise}
\end{cases}$$

where $I$ is an MNIST image. In this way, a pixel in the input image is labeled 1 (important) if it has a non-zero intensity value; otherwise, 0 (not important). The former signals the pixel corresponds to part of the written digit, and the latter signals the pixel is part of the background.

The results for the experiment are displayed in Table 5. $M$ is able to segment important pixels in both inlier and outlier images with a high degree of accuracy with no modifications to the original architecture. This is a testament to the usefulness of $M$ in the anomaly detection task and hints at broader use cases in computer vision.

4.6. Ablation Study

In order to further assess the value of the proposed learned masking approach, OLED is compared to the baseline method context autoencoders (CAE). As CAEs employ random masking during training, the following section seeks to compare the learned masking proposed by OLED with random masking utilized in CAEs. To realize this comparison, a CAE was implemented and evaluated on the MNIST dataset using the protocol outlined in Section 4.3. The CAE shared the same architecture as $R$. The CAE is given input images with a random 10 x 10 region cropped out during training, keeping the number of masked pixels relatively consistent with $R$.

The results from the above experiment are displayed in 4. Similar to OLED, $s_{rec}$, $s_{mask}$, $s_{avg}$ and $s_{cont}$ are reported for the CAE. OLED is able to substantially outperform CAE, despite having identical architectures for the base reconstruction module. This is a clear indication that the learned masking approach proposed in OLED outperforms random masking for the anomaly detection task. Additionally, masking at test time enhances the performance
### Table 4. Comparison between our method (OLED) vs. Context Autoencoder (CAE) on MNIST image dataset.

| Method            | Score Type | AUC  |
|-------------------|------------|------|
| CAE               | \( s_{\text{rec}} \) | 0.9209 |
| CAE               | \( s_{\text{mask}} \) | 0.8936 |
| CAE               | \( s_{\text{cont}} \) | 0.6869 |
| CAE               | \( s_{\text{avg}} \) | 0.8768 |
| OLED (Ours)       | \( s_{\text{rec}} \) | 0.9772 |
| OLED (Ours)       | \( s_{\text{mask}} \) | 0.9851 |
| OLED (Ours)       | \( s_{\text{cont}} \) | 0.9650 |
| OLED (Ours)       | \( s_{\text{avg}} \) | 0.9845 |

Table 4. Comparison between our method (OLED) vs. Context Autoencoder (CAE) on MNIST image dataset.

### Table 5. Segmentation performance of mask generator \( M \) on MNIST dataset.

| Data  | AUC  |
|-------|------|
| Inlier| 0.8499 |
| Outlier| 0.8472 |

Table 5. Segmentation performance of mask generator \( M \) on MNIST dataset.

---

#### 5. Discussion

The results presented in Section 4 are a clear indication of the effectiveness of OLED for the anomaly detection task. In all three anomaly detection experiments on MNIST, CIFAR and UCSD, OLED outperformed state-of-the-art methods by a large margin. Additional experiments evaluating the performance of \( MM \) demonstrated strong performance in segmenting the most important parts of samples for both the inlier and outlier class.

As initially hypothesized, OLED is able to reconstruct samples from the inlier class with ease but struggles to reconstruct samples from the outlier class. This addresses one of the fundamental problems AE face when applied to the anomaly detection task; reconstructing outliers too well. OLED accomplishes this by offering representations that are optimized for reconstructing important parts of the inlier samples through the adversarial training of \( R \) and \( MM \). Beyond this, anomaly detection is enhanced through the use of masking at test time.

OLED also presents the benefit of being trained end-to-end, resulting in a less cumbersome training procedure than some of the identified methods. In this way, \( MM \) can be included seamlessly into existing AE-based anomaly detection methods. Additionally, there are no constraints that prevent OLED from being applied to other modalities of data.

#### 6. Conclusion

In this paper, we proposed an adversarial framework for novelty detection in both images and videos. More specifically, our method includes a Mask Module and a Reconstructor; the Mask Module is a convolutional autoencoder that learns to cover the most important parts of images, and the Reconstructor is a convolutional encoder-decoder that strives to reconstruct the masked images. The mask module will learn to mask the parts of input in a way to increase the reconstruction loss while the Reconstructor tries to minimize it. The proposed approach allows semantically rich representations and improves novelty detection at test time by covering the most important parts of the context. We have applied our method to a variety of tasks, including outlier and anomaly detection in images and videos. The results illustrate the superiority of OLED in identifying samples related to the outlier class compared to recent state-of-the-art models.
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