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Abstract: This paper concentrates on the study of logic-based switching adaptive control. Two different cases will be considered. In the first case, the finite time stabilization problem for a class of nonlinear system is studied. Based on the recently developed adding a barrier power integrator technique, a new logic-based switching adaptive control method is proposed. In contrast with the existing results, finite time stability can be achieved when the considered systems contain both fully unknown nonlinearities and unknown control directions. Moreover, the proposed controller has a very simple structure and no approximation methods, e.g., neural networks/fuzzy logic, are needed. In the second case, the sampled-data control for a class of nonlinear system is investigated. New sampled-data logic-based switching mechanism is proposed. Compared with previous works, the considered nonlinear system has an uncertain linear growth rate. The control parameters and the sampling time can be adjusted adaptively to render the exponential stability of the closed loop system. Applications in robot manipulators are conducted to verify the proposed results.
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1. Introduction

Adaptive control method has drawn an increasing interest both from scientific and engineering point of view during the past decades [1,2]. The major advantage of adaptive control lies on its unique capabilities to deal with various kinds of uncertainties in complex systems, such as variations of inertia in servo motor and robot systems [3], component faults in unmanned aircraft and ships, and unknown nonlinearities in flexible distributed parameter systems [4,5].

Due to the theoretical and practical significance of adaptive control, different kinds of adaptive controllers have been proposed. For linear systems, model reference adaptive control (MRAC) has been widely studied. The main idea of MRAC is to match the closed-loop systems to a reference systems [2]. For nonlinear systems, adaptive backstepping method is the most commonly technique [6–8]. It is a systematic design method that can compute the controller in an iterative way. For example, by using fuzzy logic, an adaptive backstepping control method has been proposed for non-strict feedback stochastic nonlinear systems [6].

Recently, a class of logic-based switching adaptive control (LSAC) has drawn an increasing attention [6–11]. The idea of LSAC is to adaptively tune the controller parameters by using a supervisory function and logic-based switching rule. LSAC enjoys several distinguishing features and may overcome some limitations in traditional adaptive control.
For instances, it can well handle the loss of stabilizability phenomenon. Exponential/finite time stability can be achieved for high order nonlinear systems with unknown control directions [9,12].

On this note, we will take a further study on the logic-based switching adaptive control. Specifically, we will consider two different cases.

In the first case, we will consider the finite time stabilization problem for a class of nonlinear system. Based on the recently developed adding a barrier power integrator technique, a new logic-based switching adaptive control method is proposed. In contrast with the existing results, e.g., refs. [9,12], finite/fixed time stability can be achieved when the considered systems contain both fully unknown nonlinearities and unknown control direction. Moreover, the proposed controller has a very simple structure and no approximation methods, e.g., neural networks/fuzzy logic, are needed.

In the second case, we will consider the sampled-data control for a class of nonlinear system. New sampled-data logic-based switching mechanism is proposed. Compared with previous works, e.g., refs. [12,13], the considered nonlinear system has an uncertain linear growth rate. The control parameters and the sampling time can be adjusted adaptively to render the exponential stability of the closed loop system.

The following parts will be organized as follows. Section 2 will give a detailed literature review. Finite time and sampled data control will be discussed in Sections 3 and 4, respectively. Simulations are conducted in Section 5. Section 6 concludes the paper.

2. Related Works

2.1. Finite-Time Control

The purpose of the finite-time control is to drive the states to zero in finite time [14]. Compared with traditional asymptotic control, finite time control can obtain higher control accuracy and faster convergence speed. Hence, it has been widely used in many industrial fields, such as the control of robot manipulators and CNC machines.

Many excellent results have been obtained in recent years. A typical method is to add some power terms into the controller, which will render finite-time stability. For examples, in [15], the authors investigated the finite/fixed-time stability of discontinuous systems. In order to improve the control performance of servo motors, a nonsingular fast terminal sliding mode control method with double power terms was proposed in [16]. Kong et al. [17] presented a new finite-time control method for robots with actuator saturation and workspace constraints.

Unknown control directions are often encountered in real engineering world. It means that the sign of control coefficient is unknown. The control methods can be roughly classified into two classes: Nussbaum-gain methods and logic-based switching methods. The idea of Nussbaum-gain method is to introduce a sine/cosine-like functions that can maintain the stability of the closed-loop systems. For instance, Lv et al. [18] studied the consensus tracking problem for a class of nonlinear multi-agent systems with partially unknown control directions. New Nussbaum-gain methods were carefully designed to handle various unknown control directions. Liang et al. [19] proposed a fractional Nussbaum-gain technique to handle fractional-order systems with unknown control directions. Nevertheless, the Nussbaum-gain technique cannot achieve finite-time stability. Only asymptotic stability can be obtained.

The concept of logic-based switching methods is to adopt a logic-based switching rule to tune the controller parameters online according to a well-defined supervisory function. In [12], a new adaptive control method was proposed to achieve finite-time stability despite unknown control directions. However, the above methods can only be used to deal with nonlinear system with parametric uncertainties. In real practical applications, the system may contain some very complex uncertainties that cannot be described exactly, that is nonparametric uncertainties. More specifically, the form and parameters θ of the unknown nonlinearities f(x, θ) in the system are both unknown. To the best of our knowledge, few
studies have been taken for the finite/fixed-time control problem for nonlinear systems with nonparametric uncertainties.

2.2. Sampled-Data Control

Many researchers have conducted a lot of work about the sampled-data control problem. The methods can be divided into backstepping, feedback domain and LMI (Linear Matrix Inequalities) methods. In [20], the authors developed a backstepping sampled data control method for a flexible robotic manipulator whose internal dynamic is completely unknown. In [21], the authors proposed a feedback domain method for sampled-data nonlinear systems. They also extended the work to more general systems, such as interconnected system, stochastic systems and disturbed systems. Based on the input-delay method, LMI conditions were proposed to check the stability of sampled-data control systems.

Though the above works have made good contributions to the sampled data control, there are at least two issues that can be improved. First, the linear growth rate \( \theta \) for \( f_i(x_i) \) is assumed to be known. That is \( |f_i(x_i)| \leq \theta \phi(x_i) \) where \( \phi(x_i) \) is an unknown function. However, due to the existence of uncertainties, a natural question is whether we can solve the sampled data stabilization problem for systems with unknown \( \theta \). Second, as stated in [21], it is not easy to compute an appropriate upper bound for the sampling period even if \( \theta \) is known. The computed upper bound is usually conservative. Moreover, when \( \theta \) is unknown, there will be no tools available to compute the sampling period.

Motivated by the above thought, this paper will propose an adaptive sampled data control strategy for system (13) with unknown growth rate \( \theta \). A logic-based switching law will be proposed to tune the controller parameters and the sampling period online simultaneously. We will show that after a finite number of switchings, all the states will converge to zero exponentially and the sampling period will be determined automatically.

3. Finite Time Control for Uncertain Nonlinear System with Unknown Control Direction

Consider the following first-order nonlinear system. Note that our method can be extended to more general cases, such as normal or strict-feedback nonlinear systems.

\[
\dot{x} = b(x)u + f(x)
\]  

(1)

where \( x \in \mathbb{R} \) is the state variable, \( f(x), b(x) \) are unknown continuously differentiable nonlinear functions such that \( f(0) \equiv 0 \) and \( |b(x)| > 0 \). The sign of \( b(x) \) is also unknown and \( u \) is the control input. The control objective aims to make the state \( x \) converge to zero in finite time. It is noted that using Taylor expansion we can conclude that there exist a smooth unknown function \( \phi(x) \) such that \( |f(x)| \leq |x| \phi(x) \).

The proposed control method will be developed in the following three subsections. In Section 3.1, the structure of the controller will be designed, which contains a switching adaptive parameter \( \hat{\theta}(t) \). In Section 3.2, the detail switching rule for the adaptive parameter will be presented. Section 3.3 gives the stability analysis.

3.1. Controller Design

First, consider the following Lyapunov function

\[
V = \frac{1}{2} \ln \left( \frac{x^2}{\bar{x}^2 - x^2} \right)
\]  

(2)

where \( \bar{x} > 0 \) is a positive constant, \( |x(0)| < \bar{x} \).

Notably, \( V \) is a barrier Lyapunov function such that if \( |x| < \bar{x} \), then \( V \to +\infty \) as \( |x| \to \bar{x} \). The positive constant \( \bar{x} \) acts as a barrier for \( x \). The purpose of adopting the barrier Lyapunov function is to constrain the state \( x \) in the interval \((-\bar{x}, \bar{x})\). Note that as long as \( V \) is bounded, \( x \in (-\bar{x}, \bar{x}) \).
In the following design, we assume $|\chi| < \overline{\chi}$. This will be verified later in the stability analysis in Section 3.3.

Differentiating $V$ with respect to time, using system dynamic (1), we have

$$V' \leq \chi (bu + f(\chi)) \leq \frac{\chi bu + \chi^2 \phi(\chi)}{\overline{\chi}^2 - \chi^2}$$

$$\leq \frac{\chi bu}{\overline{\chi}^2 - \chi^2} + \frac{U \chi^1 + \alpha F(\chi, \overline{\chi})}{(\overline{\chi}^2 - \chi^2)^{2+2\alpha}}$$

(3)

where $\alpha \in (\frac{1}{2}, 1)$ is a ratio of odd integers, $U > 0$ is a design parameter, $\phi(x)$ and $F(x, \chi) = \chi^{1-\alpha} \phi(x) (\overline{\chi}^2 - \chi^2)^{1+2\alpha} / U$ are unknown functions caused by unstructured uncertainties.

Then, we design the control effort $u$ as

$$u = \hat{\theta}(t) \left[-K\chi^\alpha - L\chi^\beta - \frac{U\chi^\alpha}{(\overline{\chi}^2 - \chi^2)^{1+2\alpha}}\right]$$

(4)

where $K, L$ are design parameters, $\beta \in (1, +\infty)$. $\hat{\theta}$ is an adaptive parameter. It will vary according to a switching signal $\sigma(t)$.

$$\hat{\theta}(t) = (-1)^{\sigma(t)} v(\sigma(t))$$

(5)

where $\sigma(t) : [0, +\infty) \rightarrow \mathbb{N}$ is a non-decreasing piecewise constant switching signal. $v(\sigma) : \mathbb{N} \rightarrow \mathbb{R}$ is an increasing function with respect to $\sigma$ such that $v(0) > 0$ and $v(\sigma) \rightarrow +\infty$ as $\sigma \rightarrow +\infty$. A typical example of $\hat{\theta}(\sigma)$ is $v(0) = 1, v(1) = 2, v(2) = 3, \ldots$. The idea of tuning rule (5) is that by changing its sign repeatedly, one may expect to find a correct control direction. The detail switching rule for $\hat{\theta}$ will be given in Section 3.2. For now, the switching signal $\sigma$ and the adaptive parameter $\hat{\theta}$ are regarded as constants. This will become clear in Section 3.3.

Substituting (4) into (3), we get

$$V' \leq -\frac{K'\chi^{1+\alpha}}{\overline{\chi}^2 - \chi^2} - \frac{L\chi^{1+\beta}}{\overline{\chi}^2 - \chi^2} + \frac{(K' - bK\hat{\theta})\chi^{1+\alpha}}{\overline{\chi}^2 - \chi^2}$$

$$+ \frac{U(F(\chi, \overline{\chi}) - h\hat{\theta})s^{1+\alpha}}{(\overline{\chi}^2 - \chi^2)^{2+2\alpha}}$$

(6)

where $K' > 0$ is positive constant.

From the above inequality, we can see that if $|\chi| < \overline{\chi}$, then there exist unknown positive constants $\overline{\chi}, b$ such that $F(\chi, \overline{\chi}) \leq \overline{\chi}$ and $|b(\chi)| \geq \overline{\chi} > 0$. Thus, we can deal with the unstructured uncertainties similar to structured uncertainties. That is, Equation (6) can be put in the following form when $|\chi| < \overline{\chi}$.

$$V' \leq -\frac{K'\chi^{1+\alpha}}{\overline{\chi}^2 - \chi^2} - \frac{L\chi^{1+\beta}}{\overline{\chi}^2 - \chi^2} + \frac{(K' - bK\hat{\theta})\chi^{1+\alpha}}{\overline{\chi}^2 - \chi^2}$$

$$+ \frac{U(\overline{\chi} - b\hat{\theta})s^{1+\alpha}}{(\overline{\chi}^2 - \chi^2)^{2+2\alpha}}$$

(7)

with $|b| \geq \overline{\chi} > 0$. We can see that the unknown function $F(\chi, \overline{\chi})$ is replaced by an unknown parameter $\overline{\chi}$. Meanwhile, the unknown function $b(\chi)$ is larger than an unknown positive constant $\overline{\chi}$. This result is similar to the work in [9] for parametric uncertainties.
Moreover, from (5), we find that there exists a sufficiently large integer \( \sigma \) such that

\[
\text{sgn}(\hat{\theta}) = \text{sgn}(b(x)),
\]

\[
K' - bK \hat{\theta} \leq K' - b \hat{\theta} < 0,
\]

\[
\mathcal{F} - b \hat{\theta} \leq \mathcal{F} - b \hat{\theta} < 0.
\]

Then, (7) becomes

\[
\dot{V} \leq - \frac{K' \chi^{1+a}}{\mathcal{K} - \chi^2} \leq - a V^{\gamma},
\]

where \( a > 0 \) is a positive constant. \( \gamma = \frac{1+a}{2} \in (\frac{1}{2}, 1) \).

According to the above analysis, we can see (6) and (7) hold when \( \sigma, \hat{\theta} \) are regarded as constants and \( |\chi(t)| < \mathcal{K} \). Moreover, when \( \sigma \) is sufficiently large in (5) and \( |\chi(t)| < \mathcal{K} \), we also have (8). These results will be used in the stability analysis.

3.2. Logic-Based Switching Rule

The logic-based switching mechanism is shown in Algorithm 1. The switching signal \( \sigma \) is guided by a supervisory function \( S(\cdot) \) defined as:

\[
S(\cdot) \triangleq V(\cdot) - \zeta(t),
\]

\[
\dot{\zeta}(t) = -a \zeta^{\gamma},
\]

where \( \zeta \) is an auxiliary variable, \( a \) is defined in (8).

The idea of the algorithm is as follows. As shown in Figure 1, at each time instant, we verify whether or not the supervisory function \( S(\cdot) \) is larger than zero. If not, then the switching signal \( \sigma \) remains constant; otherwise, the switching signal \( \sigma \) is increased by one and the adaptive parameter \( \hat{\theta}(t) \) is updated by (5). Meanwhile, we reset \( \zeta \) to make sure it is larger than \( V \). This will avoid the situation where the parameters are updated repeatedly.

\[
\sigma, \eta, V
\]

Figure 1. Variations of \( \sigma, \eta, V \).

In more detail, at each switching time \( t^m_s \) (\( m = 0, 1, 2 \ldots \)), we reset \( \eta \) such that \( V < \eta \) and \( S(\cdot) < 0 \). Since \( \chi, \zeta \) are continuous if \( \eta \) is not reset, there exists a small time interval \( [t_s^m, t_s^{m+\iota}] \) such that \( S(\cdot) < 0 \) holds where \( \iota > 0 \) is a small constant. This means that the switching signal \( \sigma(t) \) is right continuous, i.e., \( \sigma(t) \) will not change on \( [t_s^m, t_s^{m+\iota}] \). This will avoid the chattering phenomenon and guarantee that the switching times are strictly increasing.

The purpose of the algorithm is to let \( S(\cdot) = V(\cdot) - \zeta(t) \leq 0 \) hold forever after finite switching times. Given that \( \zeta(t) \) will become zero in finite time by (10), so will \( V(\cdot) \) and \( \chi \).
Note that the finite switching times are possible because there exists a sufficiently large integer $\sigma$ such that (8) holds when $\chi \in (-\overline{\chi}, \overline{\chi})$. Then, by Comparison Principle and (10) with appropriate initial condition, we can show $S(\cdot) = V(\cdot) - \zeta(t) \leq 0$ holds after finite switching times.

3.3. Stability Analysis

Based on the design in Sections 3.1 and 3.2, we have the following result.

**Theorem 1.** Consider the nonlinear systems in (1). Then, the controller (4) with Algorithm 1 can make the state $x$ converge to zero in finite time.

**Proof.** Define a time sequence $\{0 = t^0_s < t^1_s < \ldots < t^m_s < \ldots\}$ with $m \in \{0, 1, 2, \ldots\}$. $t^m_s$ denotes switching time, i.e.,

$$t^{m+1}_s = \inf\{t \geq t^m_s, S(\cdot) > 0\}. \tag{11}$$

From Algorithm 1, we also know that this is the time instant when $\sigma, \dot{\theta}$ update their values. Meanwhile, during time interval $[t^m_s, t^{m+1}_s)$, no switching occurs and the supervisory function satisfies $S(\cdot) = V - \zeta \leq 0$. That is $\sigma, \dot{\theta}$ remain to be constant. The proof is then divided into the following three claims. Figure 1 shows one possible variation of $\sigma, V, \zeta$.

**Claim a.** Given any integer $m$, on time interval $[t^m_s, t^{m+1}_s)$, $|\chi(t)| < \overline{\chi}$ and $\eta, V$ are bounded.

**Proof.** $\eta$ is non-increasing on $[t^m_s, t^{m+1}_s)$ because $\dot{\zeta}(t) = -a\zeta^\gamma \leq 0$ where we have used the fact that $0 \leq V \leq \eta$ between two switching times. Moreover, from Algorithm 1 in Switching logic, at each switching time $t^m_s$, $\eta$ will be increased by a finite value. Hence, we can conclude that $\zeta(t)$ is bounded on $[t^m_s, t^{m+1}_s)$ for any finite $m$. Since $0 \leq V \leq \zeta$ on $[t^m_s, t^{m+1}_s)$, $V$ is bounded. Finally, according to the barrier Lyapunov function (2), we can conclude that $|\chi(t)| < \overline{\chi}$. \hfill $\square$

**Claim b.** The switching times are finite. Moreover, $|\chi(t)| < \overline{\chi}$ and $\zeta, V$ are bounded on $[0, +\infty)$.

**Proof.** This is proved by contradiction. If the claim is not true, then the switching times can be infinite. Note by Claim a, $|\chi(t)| < \overline{\chi}$ on $[t^m_s, t^{m+1}_s)$ with integer $m$. Meanwhile, $\sigma$ and $\dot{\theta}$ are constants on $[t^m_s, t^{m+1}_s)$ by construction. Therefore, Equations (6) and (7) in Section 3.1 hold. Meanwhile, there must exist a sufficiently large $m'$ or $\sigma$ such that (8) holds on $[t^{m'}_s, t^{m'+1}_s)$. Since $\zeta$ is determined by (10) with $\zeta(t^{m'}_s) > V(t^{m'}_s)$, by Comparison Principle, we can see $\zeta$ will always be larger than $V$ when $t \geq t^{m'}_s$ without resetting $\zeta(t)$. This indicates that the switching times cannot be infinite, thereby contradicting the assumption. Since the switching times are finite, we can conclude $|\chi(t)| < \overline{\chi}$ and $\zeta, V$ are both bounded on $[0, +\infty)$. \hfill $\square$

**Claim c.** The state $\chi$ converges to zero in finite time.

**Proof.** Since the switching times are finite, then there exists a switching time $t^{m'}_s$ such that $0 \leq V \leq \zeta$ always holds on $[t^{m'}_s, \infty)$. Solving (10), we have

$$0 \leq V \leq [V^{1-\gamma}(t^{m'}_s) - a(1-\gamma)(t - t^{m'}_s)]^{\frac{1}{1-\gamma}}. \tag{12}$$

Noting $\zeta(t^{m'}_s)$ is bounded by Claim b, we can conclude $V$ will converge to zero in finite time. \hfill $\square$
Remark 1. Compared with the existing works [9,12], the main contributions of our proposed method lie on the following aspects: First, the proposed method can deal with fully unknown uncertainties \( f(\chi) \) with unknown sign function \( b(\chi) \). Second, the fast finite-time stability can be achieved by using the term \(-K\chi^\beta - L\chi^\beta\) in (4). The power terms \( \beta \) and \( \alpha \) can improve the convergence speed.

Algorithm 1 Logic-based switching rule.

**Initialization**
At \( t = 0 \).
1. Set \( K, L, a, \varepsilon \) where \( \varepsilon \) is a small positive constant;
2. Let \( \sigma(0) = 1, \overline{\chi} > \chi(0), \xi(0) = V(0) + \varepsilon \);
3. Implement control effort \( u(0) \) by (4).

**Switching logic**
while \( t > 0 \)
1. Obtain the current states \( \chi(t) \) and compute \( V, \zeta, S \) by (2), (10) and (9);
2. Check whether or not \( S(\cdot) > 0 \). If \( S(\cdot) > 0 \), go to 3); otherwise \( \hat{\theta} \) is not updated, i.e., \( \sigma(t) = \sigma(t^-) \), go to 5);
3. If \( S(\cdot) > 0 \), let \( \sigma(t) = \sigma(t^-) + 1 \) and compute \( \hat{\theta} \) by (5);
4. Update \( \zeta(t) = V + \varepsilon \) to make \( S(\cdot) < 0 \);
5. Use the updated parameter \( \hat{\theta} \) to implement control effort \( u \) by (4).

end

4. Adaptive Sampled-Data Control for Nonlinear Systems

4.1. Problem Formulation

Consider the following nonlinear system

\[
\begin{align*}
\dot{x}_i &= x_{i+1} + f_i(x_i), \ i = 1, 2, \ldots, n - 1 \\
\dot{x}_n &= u + f_n(x_n), \\
y &= x_1
\end{align*}
\]

(13)

where \( \overline{x}_i = (x_1, x_2, \ldots, x_i)^T \in \mathbb{R}^i \) are the states of each agent, \( y_i \) is the output. \( f_i(\overline{x}_i)(i = 1, \ldots, n) \) are all unknown smooth nonlinear functions. It is assumed that \( f_i(\overline{x}_i) \) satisfies the linear growth condition such that \( |f_i(\overline{x}_i)| \leq \theta(|x_1| + |x_2| + \cdots + |x_i|) \) where \( \theta \) is a positive constant representing the growth rate. The control objective is to design a sampled-data controller \( u \) such that all the states \( \overline{x}_n \) will converge to zero exponentially.

4.2. Controller Design

Denote the sampling time instants as \( \{t_k\}_{k=0,1,\ldots} \). Let \( T_k = t_{k+1} - t_k > 0 \). Define an adaptive parameter \( L_k \geq 1 \) for time interval \([t_k, t_{k+1})\). \( L_k \) keeps constant during time interval \([t_k, t_{k+1})\). The following controller design will be developed on \([t_k, t_{k+1})\).

**Step 1. Change of coordinates.**

Let

\[
\begin{align*}
z_i &= \frac{x_i}{L_k} , & i = 1, 2, \ldots, n, \\
v &= \frac{u}{L_k}.
\end{align*}
\]

Then, we have

\[
\begin{align*}
\dot{z}_i &= L_k z_{i+1} + \bar{f}_i(z_i), & i = 1, 2, \ldots, n - 1 \\
\dot{z}_n &= L_k v + \bar{f}_n(z_n)
\end{align*}
\]

(14)
where
\[ f_i(x_i) = \frac{f_i(x_i)}{L_k} (i = 1, \ldots, n). \]

Based on the linear growth condition, we have
\[ |f_i(x_i)| \leq \frac{\theta(|x_1| + |x_2| + \cdots + |x_i|)}{L_k^{i-1}} \]
\[ = \theta \left( \frac{|x_1|}{L_k^{1-1}} + \frac{|x_2|}{L_k^{2-2}} + \cdots + \frac{|x_i|}{L_k^{i-2}} \right) \]
\[ \leq \theta(|x_1| + |x_2| + \cdots + |x_i|). \] (15)

**Step 2. Control law.**

The controller is designed as:
\[ v(t) = -Kz(t_k), \]
\[ u(t) = -L_k^n Kz(t_k) \] (16) (17)
where \( K = [\kappa_1 \kappa_2 \ldots \kappa_n] \in \mathbb{R}^n \) are coefficients of the Hurwitz polynomial \( s^n + \kappa_n s^{n-1} + \cdots + \kappa_2 s + \kappa_1. \)

Then, (14) becomes
\[ z(t) = L_k A z(t) + F(z(t)) - L_k B K z(t_k) \] (18)
where \( F(z(t)) = [f_1(z_1) f_2(z_2) \ldots f_n(z_n)]^T. \)
\[ B = [0_{n-1}^T 1]^T, \]
\[ A = \begin{bmatrix} 0_{n-1}^T & I_{n-1} \\ 0_{n-1}^T & 0_{n-1} \end{bmatrix}. \]

Choose Lyapunov function
\[ V(z(t)) = z^T(t) P z(t) \]
\[ = \begin{bmatrix} x_1 & x_2 & \cdots & x_n \\ \frac{x_1}{L_k} & \frac{x_2}{L_k} & \cdots & \frac{x_n}{L_k^{n-1}} \end{bmatrix} P \begin{bmatrix} x_1 & x_2 & \cdots & x_n \\ \frac{x_1}{L_k} & \frac{x_2}{L_k} & \cdots & \frac{x_n}{L_k^{n-1}} \end{bmatrix}^T \]
where \( P \) is selected to satisfy \( \bar{A}^T P + P \bar{A} = -I \) with \( \bar{A} = A - BK. \)

Differentiating it with time, we have
\[ \dot{V} = -L_k ||z||^2 + 2zPF(z) + 2L_k z PBK (z(t) - z(t_k)). \]

For \( 2zPF(z) \), using (15) we have
\[ ||2zPF(z)|| \leq c_1 ||z||^2 \] (19)
where \( c_1 > 0 \) is an unknown positive constant.

Then, we have
\[ \dot{V} \leq -aV + (c_2 - L_k)||z||^2 + 2L_k z PBK (z(t_k) - z(t)) \]
\[ = -aV + W(z(t), z(t_k), L_k) \] (20)
where \( a > 0 \) is a positive constant, \( c_2 = a + c_1 \) is an unknown positive constant.

\[ W(z(t), z(t_k), L_k) = (c_2 - L_k)||z||^2 + 2L_k z PBK (z(t_k) - z(t)). \] (21)

**Step 3. Logic-based switching law.**
Based on the above analysis, the switching law for $L_k$ and the sampling period $T_k = t_{k+1} - t_k$ are designed as follows:

$$L_k = \iota_1 \sigma_k,$$

$$T_k L_k^2 \leq \iota_2$$

where $\iota_1, \iota_2$ are two positive constants. The signal $\sigma_k$ is given as follows.

For $k = 0$, $\sigma_0$ is selected to be a positive constant such that $\iota_1 \sigma_0 \geq 1$.

For $k \geq 1$, $\sigma_k$ is governed by:

$$\sigma_k = \begin{cases} \sigma_{k-1}, & \text{if } S_k \leq 0; \\ \sigma_{k-1} + 1, & \text{if } S_k > 0 \end{cases}$$

where

$$S_k = V(\bar{z}(t_k)) - e^{-T_k \alpha} V(z(t_{k-1}))$$

with

$$\bar{z}(t_k) = \begin{bmatrix} x_1(t_k) & x_2(t_k) & \ldots & x_n(t_k) \\ \frac{L_k}{L_{k-1}} & \frac{L_k}{L_{k-1}} & \ldots & \frac{L_k}{L_{k-1}} \end{bmatrix}^T.$$

The detail tuning law is given in Algorithm 2 in the table.

Algorithm 2 Logic-based switching rule.

**Initialization**

At $t_0 = 0$,

1. Choose $\sigma_0$ and $T_0$ such that $L_0 = \iota_1 \sigma_0 \geq 1$, $T_0 L_0^2 \leq \iota_2$.
2. Output the parameters $L_0, T_0$.

**Switching logic**

At each sampling time $t_k > 0 (k = 1, 2, \ldots)$,

1. Compute $S_k$ by (25);
2. If $S_k \leq 0$, $\sigma_k = \sigma_{k-1}$, $L_k = L_{k-1}$ and $T_k = T_{k-1}$ are not updated. Goto 5;
3. If $S_k > 0$, let $\sigma_k = \sigma_{k-1} + 1$ and compute $L_k$ by (22);
4. Check whether or not $T_k L_k^2 \leq \iota_2$. If $T_k L_k^2 > \iota_2$, choose a small sampling period $T_k$ to make $T_k L_k^2 \leq \iota_2$, otherwise $T_k = T_{k-1}$ is not updated.
5. Output the parameters $L_k, T_k$.

4.3. Main Result and Stability Analysis

According to the controller designed in Section 3, we have the following result.

**Theorem 2.** Consider the nonlinear systems (13). Then, the controller law (16) and (17) with Algorithm 1 can guarantee the exponential stability, i.e., all the states will converge to zero exponentially.

**Remark 2.** Compared with [13,21], the linear growth rate $\theta$ is unknown. This brings difficulties to selections of scaling gain $L_k$ and sample time $T_k$. Hence, we adaptively update $L_k, T_k$ by Algorithm 1, which finally maintains the exponential stability of the closed loop system.

The proof is divided into the following three claims.

**Claim 1.** Given a finite $k$, then all the signals are bounded on $[t_k, t_{k+1})$.

**Proof.** Based on (18), on time interval $[t_k, t_{k+1})$, we have

$$||z(t) - z(t_k)|| \leq L_k \epsilon_1 \int_{t_k}^{t} ||z(\tau) - z(\tau)|| d\tau + T_k L_k \epsilon_2 ||z(t_k)||$$
where \( \varrho_1 = \| \mathcal{A} \| + \varrho_3 + \| BK \| \), \( \varrho_2 = \| \mathcal{A} \| + \varrho_3 \), \( \varrho_3 \) is a positive constant such that \( \| F(z) \| \leq \varrho_3 \| z \| \).

By Gronwall’s inequality, we have

\[
\| z(t) - z(t_k) \| \leq (T_k L_k \varrho_2 + T_k^2 L_k^2 \varrho_1 \varrho_2 e^{T_k L_k \varrho_2}) \| z(t_k) \| = \xi(L_k, T_k) \| z(t_k) \|. \tag{26}
\]

where

\[
\xi(L_k, T_k) = T_k L_k \varrho_2 + T_k^2 L_k^2 \varrho_1 \varrho_2 e^{T_k L_k \varrho_2}. \tag{27}
\]

From (22) and (23), it can be seen that

\[
\xi(L_k, T_k) \leq \frac{\varrho_2 \varrho_1}{L_k} + \frac{\varrho_2 \varrho_1}{L_k} e^{\varrho_4} \leq \varrho_4 - 1 \tag{28}
\]

where \( \varrho_4 > 0 \) is a positive constant.

Hence, from (26)

\[
\| z(t) \| \leq \varrho_4 \| z(t_k) \|, \forall t \in [t_k, t_{k+1}). \tag{29}
\]

Also note that at time instant \( t_k \) and \( t_k^- (k = 1, 2, \ldots) \), we have

\[
z(t_k) = M_k x(t_k), \quad z(t_k^-) = M_{k-1} x(t_k^-)
\]

where \( M_k = \text{diag}[1, \frac{1}{T_k}, \ldots, \frac{1}{T_k^{k-1}}] \).

Due to \( x(t) \) is continuous, this implies that there is a finite positive constant \( \Delta_k \) such that

\[
\| z(t_k) \| \leq \| z(t_k^-) \| + \Delta_k. \tag{30}
\]

Then, using (29) and (30) repeatedly, we obtain:

\[
\| z(t) \| \leq \varrho_4 \| z(t_k^-) \| + \varrho_4 \Delta_k
\leq \varrho_4 \| z(t_{k-1}) \| + \varrho_4 \Delta_k
\leq \cdots
\leq \varrho_4^{k+1} \| z(t_0) \| + \sum_{i=1}^{k} \varrho_4^i \Delta_{k-i+1}
\]

Note that \( z(t_0) \) is bounded. Hence, \( z(t) \) will be bounded as long as \( k \) is finite. The proof is completed. \( \square \)

**Claim 2.** The number of switching times is finite.

**Proof.** By contradiction, if this is not true, then the number of switching times is infinity. According to (22) and (24), we know \( L_k \) can any large number. Using (28), we know there exists a sufficiently large \( k' \) such that

\[
\xi(L_k, T_k) \leq 1 - \varrho_5
\]

for \( k \geq k' \) where \( 0 < \varrho_5 < 1 \) is a positive constant.

Then, (26) becomes

\[
\| z(t_k) - z(t) \| \leq \xi(L_k, T_k) \| z(t_k) \|
\leq \xi \| z(t) - z(t_k) \| + \xi \| z(t) \|.
\]
Then, we have

$$||z(t_k) - z(t)|| \leq \xi (L_k, T_k)||z(t)|| \leq \frac{\xi}{\xi^S}||z(t)||$$

where $\xi = \xi/(1 - \xi)$.

Also note that using (27), we have

$$L_k||z(t_k) - z(t)|| \leq \frac{L_k \xi}{\xi^S}||z(t)||$$

$$(\frac{12 \xi^2}{\xi^S} + \frac{2 \xi^2}{L_k} e^{\frac{\xi^S}{\xi^T}})||z(t)||$$

$$\leq \xi_0||z(t)||$$

(31)

where $\xi_0$ is a positive constant. Hence, substituting (31) into $W(\cdot)$ in (21), we have

$$W(\cdot) \leq (c_2 + 2 \xi_0 ||PBK|| - L_k)||z||^2.$$  

It follows that there exists a $k'' \geq k'$ such that $c_1 + 2C||PBK|| - L_k \leq 0$ for $k \geq k''$. From (20), we know

$$V \leq -aV$$

for $k \geq k''$. In other words,

$$V(z(t)) \leq V(z(t_k))e^{-a(t-t_k)}$$

for $t \in [t_k, t_{k+1})$ with $k \geq k''$.

This means $S_k \leq 0$ for $k \geq k''$. Hence, the switch will stop for $t \in (tk'', +\infty)$. This contradicts the fact that there is an infinite number of switchings. The proof is completed. \[\Box\]

Claim 3. Exponential stability is achieved.

Proof. Suppose at time instant $tk''$, the switch stops.

Then, during time interval $[0,tk'')$, according to Claim 1, we have $||z(t)||$ is bounded on $[0,tk'')$.

During time interval $[tk'', +\infty)$, since no switching happens, we have $L_k = L_{k''}, T_k = T_k, S_k \leq 0$ for $k \geq k''$. Hence, for any $t \in [tk, tk+1)$ with $k \geq k''$, by (25), we have

$$V(z(tk)) \leq e^{-Tk''a}V(z(tk-1)).$$

$$\leq \cdots \leq e^{-a(t-k'')}Tk''aV(z(tk''))$$

This means that as $t \to +\infty, k \to +\infty$, we have $V(z(tk)) \to 0$. Hence, $||z(t)||$ converges to zero exponentially. By (29), we know $||z(t)||$ will converge to zero exponentially. The proof is completed. \[\Box\]

Remark 3. In contrast with the existing works [12,13], the presented method can handle the unknown linear growth rate $\theta$ in (13). Moreover, the sampling period $T_k$ can be adjusted adaptively. This can reduce the conservatism and save the time of tuning the sampling period.

5. An Illustrative Example

Example 1. Consider a robot manipulator described by (13) with $n = 2$ in Figure 2. The nonlinear functions are given by $f_1(x_1) = 0.1 \sin(x_1), f_2(x_2) = -0.5MgL \sin(x_1)/f + 0.05 \sin(x_1)e^{-x_2} + 0.1 \sin(x_2)$. $M = 1$ kg, $g = 9.8 \text{ m/s}^2$, $L = 1$ m, $f = 1$ kg \cdot m^2.
We will adopt the controller in (4). The controller parameters are selected as $K = L = U = 1$, $a = 39/49$, $\alpha = 5$, $a = 0.2$.

From Figure 3a, it can be seen that the states converge to zero in a very short time, i.e., the output $|x_1|$ is around $3 \times 10^{-14}$ after 6 s. This implies that the finite time stability is achieved. Figure 3c shows the variations of the parameters $\theta_1, \theta_2$. We can see that they are tuned adaptively to due to the uncertainties and unknown control directions. Figure 3d illustrates the variations of the switching signal $\sigma_1(t)$, $\sigma_2(t)$, which indicates that they are bounded. All these verify the validity the proposed method. We have compared our method with the non-adaptive finite-time controller. Figure 4a,b shows the results when the control gain is negative while Figure 4c,d demonstrates the performance when the control direction is positive. We can see that in both cases, the control performance is not better than the proposed adaptive controller. In fact, when the control direction does not match the control gain, the system becomes unstable.

Example 2. Consider a mechatronic system described by (13) with $n = 2$. The nonlinear functions are given by $f_1(x_1) = \sin(x_1)$, $f_2(x_2) = -2x_2 + \sin(x_2) + \sin(x_1) \ln(1 + x_2^2)$. The controller parameters are selected as $K = [4 3]$, $L_0 = 1.2$, $T_0 = 0.45$ s, $i = 0.1$, $a = 0.1$, $c^* = 1$. Figure 5a shows the the states converge to zero at around 6 s, which indicates that the the system is stable. Figure 5c,d illustrate the variations of the control parameter $L_k$ and sampling period $T_k$. We can see that $L_k$ and $T_k$ become large and small enough separately in order to guarantee the stability of the closed loop system. This verifies the effectiveness of the proposed controller. We have compared our method with the non-adaptive sampled-data controller. As shown in Figure 6, the proposed method has a faster convergence speed than the non-adaptive controller.

![Figure 2. Robot manipulator.](image)

![Figure 3. Finite time stabilization in Example 1. (a) State trajectories; (b) Control effort; (c) Variations of adaptive parameters; (d) Switching signals.](image)
Figure 4. Comparisons in Example 1. (a) State trajectories when the control gain is negative. Blue line denotes state $x_1$, red line denotes $x_2$; (b) Control effort when the control gain is negative; (c) State trajectories when the control gain is positive. Blue line denotes state $x_1$, red line denotes $x_2$; (d) Control effort when the control gain is positive.

Figure 5. Adaptive sampled data stabilization. (a) State trajectories; (b) Control effort; (c) Variations of adaptive parameters; (d) Variations of sampling time period.

Figure 6. Comparison in Example 1. (a) State trajectories. Blue line denotes state $x_1$, red line denotes $x_2$; (b) Control effort; (c) Variations of adaptive parameters; (d) Variations of sampling time period. Dashed line is non-adaptive controller, solid line is the proposed controller.
6. Conclusions

In this paper, we have considered two different classes of stabilization problem. In the first Figurest case, a logic-based switching adaptive control method is proposed, which can handle both unknown nonlinearities and control directions. In the second case, the proposed method can handle uncertain linear growth rate. The control parameters and the sampling time can be adjusted adaptively to render the exponential stability of the closed loop system. Applications in robot manipulators are conducted to verify the proposed results. Future works include considering applications in more complex robots.
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