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Abstract: In order to ensure the safety of fluid flow in deep-water submarine pipelines, a safe and energy-saving built-in skin effect electric heat tracing technology was adopted as the thermal management strategy. The magnetic field distribution of built-in skin effect heating system is analyzed based on the mechanism of built-in skin effect heating system, so as to obtain the equivalent circuit model of built-in skin effect electric heating system. Meanwhile, heating power is introduced as an intermediate variable to establish the relationship between power supply frequency and built-in skin effect heating temperature. Aiming at the skin effect electric heating system, an Active Disturbance Rejection Control (ADRC) method is proposed macroscopically based on Hammerstein model. Firstly, the parameters of Hammerstein model are identified and optimized using the auxiliary model and standard particle swarm optimization algorithm. Then, the ADRC controller of linear link is designed, and the required heating temperature is used to solve the intermediate variable heating power. Finally, inversion calculation is applied in the nonlinear link to solve the required power frequency, so as to achieve the purpose of efficient heating and verify the feasibility and effectiveness of control strategy through simulation.
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1 Introduction

Skin effect Electric heat tracing technology began in Japan in the 1960s. After more than half a century of development, the skin effect electric heat tracing technology has been greatly developed. It was originally applied to long-distance pipelines on land. Due to the harsh environment, the submarine pipeline is easy to solidify and wax, and it is easy to form crystalline compounds [Li, Liu and Liu (2016)] under low temperature and high pressure, thus blocking the pipeline. In order to ensure the safety of the flow of oil and gas in the submarine pipelines, especially for pipelines with long distances, the skin-
effect electric heat tracing technology has been favored in the heating technology of submarine pipelines. Sengupta and Mccormick [Fenster, Rosen, Sengupta et al. (1996)] summarized and classified the heat tracing, and introduced the resistance heating and skin effect heat tracing, trying to find an optimal heat tracing method suitable for specific projects. The skin-effect electric heat tracing systems generally use external heat tracing pipelines at home and abroad. That is to say, the ferromagnetic heating pipe is welded to the oil pipeline [Zhou and Shi (2017)]. However, the heating pipe causes a large amount of heat loss outside the oil pipeline, there are many shortcomings such as large number of joints, failure rate, and high production cost. In order to improve this technology and design a reasonable heating method for oil pipelines, Zhong et al. [Zhong, Mi and Mu (2003)] proposed to change the conventional skin effect electric heat tracing to pipe heating in 2003. Fu et al. [Fu, Li and Zhang (2016)] recently applied a built-in skin effect electric heating technology to conduct field reconstruction of conventional electric heat tracing pipelines. The comparison found that the built-in skin effect electric heating technology effectively reduced the failure rate and production operating costs, which was more energy-efficient. At the same time, Fu et al consulted relevant experts in the field of pipeline skin effect control theory in China. The built-in skin effect electric heating technology has been successfully applied to land oil pipelines. Can the technology be extended to deep-water oil collection systems to solve the problems of low heating efficiency and difficult maintenance of traditional submarine oil pipelines?

In general, obtaining a mathematical model that reflects the essential characteristics of the system and a simple form is usually the first step in implementing system control [Xu (2017)]. So far, there is very little to establish an effective mathematical model for the built-in skin effect electric heat tracing system and apply advanced control strategies to it. This is because the built-in skin effect electric heating system is not easy to measure accurate data in an industrial environment and establish an accurate mathematical model. Even if a mathematical model of the system is established, the optimal control obtained cannot achieve the optimal control effect because the parameters are slowly time-varying during the running process. If there is no good control strategy, the advantage of the continuously adjustable output power of the skin effect electric heat tracing system cannot be applied. Active Disturbance Rejection Control (ADRC), which does not depend on the process or object model, can be used to suppress the disturbance before it is affected by the observation. It does not need to wait until the error is generated before consuming energy to correct it. Therefore, ADRC has significant energy-saving features in industrial process applications, so it is more appropriate to use ADRC in the built-in skin effect electric heating system.

2 AC electromagnetic field distribution
For the long straight cylindrical wire, the electric field strength and current density have only axial component, the magnetic field strength is only the circumferential component, and has symmetry, the field quantity only changes with radius \( r \), so the skin effect equation is expressed as follows.

\[
\nabla^2 \mathbf{H} = j \mu e \mathbf{H} 
\]
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In the above formula, \( H \) is the magnetic field strength, \( \mu \) is the magnetic permeability, and \( \sigma \) is the electrical conductivity. Eq. (1) can be transformed into a cylindrical coordinate system.

\[
\frac{d^2H}{dr^2} + \frac{1}{r} \frac{dH}{dr} - j\mu \sigma H = 0
\]  

(2)

The skin depth [Popović (1999)] formula is expressed as follows

\[
\delta = \frac{1}{\sqrt{\pi f \mu \sigma}}
\]  

(3)

Where \( \delta \) is the penetration depth and \( f \) is the current frequency. It can be seen from the above formula that the penetration depth is inversely proportional to the magnetic permeability, electrical conductivity, and power frequency of the conductor. After the conductor is selected, the magnetic permeability and electrical conductivity at a certain temperature are constant, but once the temperature changes, the magnetic permeability and electrical conductivity will change accordingly, and it is difficult to solve the exact value. The control of the power frequency is easier to implement, so changing the power frequency becomes the most direct and effective way to change the strength of the conductor skin effect.

Let be \( x = kr\sqrt{2j} \), among them \( k=1/\delta \), then Eq. (2) can be rewritten as

\[
\frac{d^2H}{dx^2} + \frac{1}{x} \frac{dH}{dx} - H = 0
\]  

(4)

Eq. (4) is a deformed Bessel equation, and its general solution is

\[
H = aI_0(x) + bK_0(x)
\]

Where \( I_0(x) \) is a zero-order first-order Bessel function, \( K_0(x) \) is a zero-order second-order Bessel function, and \( a, b \) are undetermined constants.

The magnetic field distribution of the built-in skin effect electric heating system is simulated by ANSYS software. The simulation model parameters are as follows: The specifications of the oil pipeline are \( \Phi 62 \times 4.5 \) mm, and the oil pipeline is 20# seamless steel pipe. The insulation thickness is 20 mm. The copper alloy specification for the heating cable is \( \Phi 6.2 \) mm. The thickness of the imported fluoroplastic insulation layer is 1.4 mm, the thickness of the stainless-steel braid layer is 0.4 mm and the thickness of the semiconductor sheath layer is 1.2 mm. The built-in skin heating simulation model is shown in Fig. 1. The heating power supply device provides an external current to maintain the temperature of the pipeline. The physical properties of the remaining related materials are shown in Tab. 1.
Figure 1: Built-in skin electric heating simulation model

Table 1: Material properties parameters

| Classification | copper | Imported fluorine material | stainless steel | Semi-conductor | oil 20# steel | Polyurethane foam |
|----------------|--------|-----------------------------|-----------------|----------------|---------------|-----------------|
| μ              | 1      | 1                           | 1               | 1              | 1             | 760             |
| σ/MS.m⁻¹       | 58     | /                           | 1.1             | /              | /             | 6.29            |

Through the heating cable in the oil pipeline, the ideal condition is the concentric position. Both the heating cable and the oil pipeline are loaded with 100 A and 200 Hz sinusoidal alternating current with equal and opposite directions. Set up the path with the center of the oil pipeline as the starting point and the insulation layer as the end point to draw the distribution curve of the magnetic induction B on the path, as shown in Fig. 2.

Figure 2: The distribution of magnetic induction intensity

It can be seen from the simulation that under the dual effects of skin effect and proximity effect, the magnetic field of the electric heat tracing system tends to concentrate on the inner surface of the oil pipeline. From the magnetic induction intensity distribution curve, the magnetic induction intensity at each point on the cross section of the oil pipeline can be quantitatively calculated. According to simulation results, the magnetic field distribution of the skin effect electric heat tracing system is mainly the internal distribution of the oil.
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pipeline.

The magnetic field strength is known by solving the Bessel function \( H = aI_0(x) + bK_0(x) \), and according to the nature of the Bessel function, when \( r \to 0 \) and \( x = kr \sqrt{2} \to 0 \), there are \( I_0(x) = 1 \), \( K_0(x) \to \infty \), \( H \to 0 \), it leads to \( b = 0 \). When \( r = r_d \), there are \( x = kr_d \sqrt{2} \).

\( H = H_0 \), so get \( H = aI_0(kr_d \sqrt{2}) \), so that \( a = H_0 / I_0(kr_d \sqrt{2}) \), where \( r_d \) is the diameter of the heat pipe, \( H_0 \) is the strength of the magnetic field at the surface of the pipe, so the magnetic field strength in the pipe is

\[
H = aI_0(x) = H_0 \frac{I_0(kr_d \sqrt{2})}{I_0(kr_d \sqrt{2})} \quad (5)
\]

It is advisable to take the micro-\( dr \) of the radius \( r \) in the pipe, and set the magnetic flux in the area of the above-mentioned micro-element to \( \phi \), then the magnetic flux through the whole pipe is

\[
\phi = \int_{r}^{r} \phi \ dr = \int_{0}^{r} \mu H \cdot 2\pi r dr
\]

\[
= 2\pi \mu H_0 \int_{0}^{r} \frac{I_0(kr_d \sqrt{2})}{I_0(kr_d \sqrt{2})} r dr
\]

\[
= \frac{2\pi \mu H_0}{I_0(kr_d \sqrt{2})} \int_{0}^{r} I_0(kr_d \sqrt{2}) r dr
\]

\[
= \frac{2\pi \mu H_0}{I_0(kr_d \sqrt{2})} \left[ ber(kr_d) + jbei(kr_d) \right]_{0}^{r} \quad (6)
\]

According to the nature of Bessel function [Wei, Wang and Li (1999)]

\[
\int ber(kr) r dr = \frac{r}{k} ber(kr)
\]

\[
\int bei(kr) r dr = \frac{-r}{k} bei(kr)
\]

Find all the flux through the pipe

\[
\phi = \frac{2\pi r_d \mu H_0}{k(ber(kr_d) + jbei(kr_d))} [ber(kr) - jbei(kr)]_{0}^{r}
\]

\[
= \frac{2\pi r_d \mu H_0}{k(ber(kr_d) + jbei(kr_d))} (ber(kr) - jbei(kr)) \quad (8)
\]

Perform rationalization on Eq. (8)

\[
\phi = \mu H_0 \pi r_d^2 (M + jN)
\]

Where
\[ M = \frac{2}{kr_d} \frac{ber(\sqrt{kr_d})ber(\sqrt{kr_d}) + bei(\sqrt{kr_d})bei(\sqrt{kr_d})}{ber^2(\sqrt{kr_d}) + bei^2(\sqrt{kr_d})} \]  
\[ N = -\frac{2}{kr_d} \frac{ber(\sqrt{kr_d})bei(\sqrt{kr_d}) + bei(\sqrt{kr_d})ber(\sqrt{kr_d})}{ber^2(\sqrt{kr_d}) + bei^2(\sqrt{kr_d})} \]  

Finally, you can get the total magnetic flux $\phi$ in the pipeline.

### 3 Establishment of built-in skin heating system model

From the perspective of electromagnetic field, the heating cable and oil pipeline in the built-in skin electric heating system are equivalent to the impedance, that is, $Z=R+jX$, where $R$ is the sum of the intervention resistance of the oil pipeline and the heating cable. $X$ is the sum of the interventional reactance of the oil pipeline and the heating cable. By solving the system total magnetic flux into the voltage of the equivalent circuit of the skin effect electric heat tracing system, can be assuming that the terminal voltage of the system is $U$, and its effective value is

\[ U = 4.44 f \phi = 4.44 f \mu H_0 r_s^2 (M + jN) \]  

According to $H_0 = I/2\pi r_s$, where $I$ is the current flowing through the oil pipeline.

\[ U = 2.22 f \mu r_s (M + jN) \]  
\[ R = 2.22 f \mu r_s M \]  
\[ X = 2.22 f \mu r_s N \]  

From Eqs. (12), (13) and (14), the oil pipeline and heating cable in the skin effect electric heat tracing system can constitute an equivalent circuit model. The equivalent circuit model is shown in Fig. 3.

![Figure 3: The equivalent circuit model](image)

Since the heating cable radius is much smaller than the internal diameter of the oil pipeline, and the heating cable is a copper core wire, its relative magnetic permeability is 1 and the skin depth is large, and the skin effect of the heating cable itself can be ignored. Assume that the current frequency of the oil pipeline is $f$, the average value of the magnetic induction is $\bar{B}$, the diameter and length of the pipeline are $D$ and $L$, the resistivity is $\rho$. The extent of the skin effect depends on the frequency and the characteristics of the material. The skin heating effect of the skin effect electric heat tracing system [Tang (1988)] can be obtained.
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\[ P = UI \cos \varphi = \frac{1}{32} \pi^3 f^2 \sigma B^2 D^4 L \]
\[ = \frac{1}{32} \pi^3 f^2 (\phi/(\pi r_g)^2)^2 D^4 L \]  

(15)

Substituting Eq. (9) into Eq. (15) can be obtained

\[ P = k_0 f^2 \]  

(16)

Where \( k_0 = 1/8(\pi \sigma \mu^2 r_g^2(M^2 + N^2)L|I|^2) \).

Since the heating efficiency of the built-in skin heating system is approximately 1, it can be assumed that the heating power of the built-in skin effect electric heating system is the amount of heat generated. According to the law of conservation of energy, the heat balance equation can be obtained, that is, the heat generated by the heating of the system is equal to the sum of the heat absorbed by the oil pipeline and the heat dissipated by the pipeline to the surrounding environment. That is,

\[ P = GC \frac{\Delta T}{\Delta t} + Q_{out} \]  

(17)

Among them, \( G \) is the mass of heavy oil in the pipeline, \( C \) is the specific heat capacity of heavy oil, \( T \) is the difference between the working temperature of the pipeline and the initial temperature, and the built-in skin effect electric heat tracing heating power is the heat generated by the pipeline per unit time. \( Q_{out} \) is the amount of heat lost by the pipeline to the surrounding environment. That is,

\[ Q_{out} = K \pi DL \Delta T \]  

(18)

Where \( K \) is the total heat transfer coefficient of the heavy oil flowing to the surrounding medium. Substituting Eq. (8) into Eq. (17) can be obtained

\[ P = GC \frac{\Delta T}{\Delta t} + K \pi DL \Delta T \]  

(19)

Applying the Laplace transform on both sides of Eq. (19) can obtain the relationship between the heating power and the pipeline temperature in the skin effect electric heat tracing system.

\[ \frac{T(s)}{P(s)} = \frac{k_1}{\tau s + 1} \]  

(20)

Where \( k_1 = 1/K \pi DL, \tau = GC/K \pi DL \).

Because the temperature control has a strong hysteretic nature, the skin heating system is a large lag system, and the delay is expressed by a purely lagging link. Therefore, the system transfer function is expressed as follows

\[ \frac{T(s)}{P(s)} = \frac{k_1}{\tau s + 1} e^{-\frac{\tau}{s}} \]  

(21)

In summary, the skin-effect electric heating system introduces the intermediate variable power \( P \), and the nonlinear relationship between the power \( P \) and the power frequency is obtained from the angle analysis of the electromagnetic field, and is represented by \( F(\cdot) \), which is represented by Eq. (16). From the conservation of energy, the linear relationship
between the power $P$ and the pipe temperature is shown in Eq. (21). The entire system model consists of two modules connected in series, that is, a series connection of a non-linear module and a linear module. The control domain calls this type of model a typical Hammerstein model.

4 Hammerstein model control strategy

4.1 Parameter identification

At present, the mathematical model of the system is derived from the mechanism of the skin effect electric heat tracing system, which is a Hammerstein model, as shown in Eq. (16) and Eq. (21). Although the order of the model has been determined, the parameters in the model are unknown, and the parameters in the model are related to the effective value of the input current of the system and the heating power $P$. It is necessary to identify the parameters in the model, which is also a prerequisite for the success of the control strategy. The Hammerstein model consists of a static nonlinear link and a dynamic linear link [Ding and Li (2003); Ding (2017); Ding, Zhang and Lin (2018)]. Skin effect The Hammerstein model of the electric heat tracing system is shown in Fig. 4.

As can be seen from Fig. 4, the Hammerstein model output of the skin effect electric heat tracing system can be expressed as

$$ y(k) = y_0(k) + e(k) $$

$$ y_0(k) = G(z)P(k) $$

$$ P(k) = \begin{cases} k_0f(k)^2, & f(k) \in (0, f_{\text{max}}) \\ 0, & f(k) \in (-\infty, 0) \end{cases} $$

Where $y(k)$ and $e(k)$ are the system output and disturbance quantity, $y_0(k)$ and $P(k)$ are the non-measurable intermediate variable, $k_0$ is the undetermined constants, $f(k)$ is the current frequency of the system input pipe. $G(z)=z^{-d}B(z^{-1})/A(z^{-1})$, $d$ is the system delay, $B(z^{-1})$ and $A(z^{-1})$ are all polynomials of the unit post-shift operator $z^{-1}$, $G(z)$ represents a classical Controlled Autoregressive Integral Moving Average (CARIMA) model.

$$ A(z^{-1}) = 1 + a_1z^{-1} + a_2z^{-2} + \cdots + a_nz^{-n}\text{a} $$

$$ B(z^{-1}) = 1 + b_1z^{-1} + b_2z^{-2} + \cdots + b_nz^{-n}\text{b} $$

Where $n_a$ and $n_b$ are the order of $A(z^{-1})$ and $B(z^{-1})$.

In summary, Eq. (22) to Eq. (26) are Hammerstein models of the skin effect electric heat tracing system. Assuming that both $f(k)$ and $y(k)$ are zero at the initial stage, the input and output data are first collected, and then the appropriate system identification method is used to estimate the parameters of the skin effect electric heat tracing system. Since there

![Figure 4: The structure diagram of Hammerstein model](image-url)
are unmeasured intermediate variables for the parameters that need to be estimated in the skin effect electric heat tracing system, the system model information vector and the system model parameter vector are set using the key variable separation principle, and the auxiliary model is used to construct the auxiliary model of the linear module of the Hammerstein model \cite{Jia, Yang and Qiu (2014)}, as shown in Fig. 5.

The unmeasurable intermediate variables of the skin effect electric heat tracing system are replaced by the quantities in the auxiliary model, and the residual minimization criterion function is obtained.

\[
J = \sum_{k=1}^{n} [y(k) - \hat{f}(k)\hat{\theta}]^2 \\
= \sum_{k=1}^{n} [y(k) - [f^2, -y_{out(k-1)}, \hat{P}(k-1), \hat{v}(k-1)][k_0, a_1, b_1, d]]^2 
\]

The above minimization function is solved by an optimization algorithm to obtain the Hammerstein model parameters \{\(k_0\), \(a_1\), \(b_1\), \(d\)\} of the skin effect electric heat tracing system model. The reference pipe size in a certain pipeline project is taken as \(\Phi62 \times 4.5\) mm, length is taken as 1000 m, thickness of insulation layer is 20 mm, inlet flow velocity of crude oil is 0.5 m/s, inlet temperature is 80°C. The deep seawater temperature is maintained at 4°C. The calculated total heat transfer coefficient between crude oil and seawater is \(K=1.74 \text{ W/(m}^2\text{·K)}\), and the crude oil mass flow rate is \(G=0.94 \text{ kg/s}\). The focus of this paper is not on the parameter identification of the Hammerstein model, so the process of identifying the Hammerstein model is not described in detail. The sample data collected using standard particle swarm optimization algorithm to identify and optimize the Hammerstein model. The identification parameters are set to window width \(L=100\), particle number \(N=20\), inertia weight \(w(t)=0.9-0.5/t_{max}\), learning factor parameter initial value \(c_1=c_2=0.15\), search precision to 0.01, and the maximum evolutionary generations is \(N_{max}=1000\), parameters after multiple simulations are shown in Tab. 2.

### Table 2: When the interference of noise, different identification results

| Parameters | Actual value | Estimates for different disturbances |
|------------|--------------|-------------------------------------|
| \(k_0\)   | 0.67         | 0.6713, 0.6697, 0.6693, 0.6704      |
| \(a_1\)   | -0.2308      | -0.2320, -0.2315, -0.2288, -0.2289 |
| \(b_1\)   | 0.0023       | 0.00206, 0.0023, 0.0026, 0.0029     |
| \(d\)     | 6            | 5.9993, 5.9980, 5.9986, 5.9986      |
Thus, the Hammerstein model of the built-in skin effect electric heat tracing system is determined.

\[
F(f(k)) = \begin{cases} 
0.67 f(k)^2, & f(k) \in (0, f_{\text{max}}) \\
0, & f(k) \in (-\infty, 0) 
\end{cases} 
\]  \quad (28)

\[
G(z) = \frac{0.0023}{z - 0.2308}z^{-6} 
\]  \quad (29)

At present, the Hammerstein model is mostly focused on the research of identification, and there is not much research on its control strategy [Gao (2016)]. This article focuses on the study of the control strategy of the Hammerstein model of the skin effect electric heating system.

4.2 ADRC for hammerstein model of skin effect electric heat tracing system

ADRC uses the integral-series tracker to extract reasonable differential signals, and uses appropriate non-linear combinations to improve PID control and improve its adaptability and robustness. In order to facilitate the application in the field of engineering, American scholar Gao [Gao (2003)] proposed the concept of frequency scaling to simplify the nonlinear ADRC into a linear ADRC structure. It has been proved by a large number of experiments and studies that linear ADRC can also achieve good control effects, and all parameters of ADRC become a function of bandwidth. The simplification and parameterization make the physical meaning more intuitive and become more suitable for engineering applications. The essence of the linear ADRC implemented in the actual control system is to construct an Extended State Observer (ESO), and the ESO mainly implements real-time estimation of the sum of the internal interference and the external interference in the system. To realize discretization of linear ADRC, the essence is to convert linear ESO into Current Discrete Extended State Observer (CDESO) [Huang, Du and Zheng (2017)].

4.2.1 Implementation of CDESO

For the sake of simplicity, consider second order plant

\[
y'' = -a_1y' - a_0y + w + bu 
\]  \quad (30)

Where \( u \) and \( y \) are the input and output, coefficient \( a_1, a_2 \) are unknown, and \( w \) is an external disturbance, it is unknown too, but the part of \( b \) is known. The system is rewritten as

\[
y' = f_0 + b_0u 
\]  \quad (31)

Where \( f_0 = -a_1y' - a_0y + w + (b - b_0)u \), \( f_0 \) is the total disturbance of the system, including model uncertain internal disturbance and external disturbance. The state variable is selected as \( x = [x_1, x_2, x_3]^T = [y, y', f_0]^T \). Eq. (30) transforms into a continuous state space equation.
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\[ \begin{aligned}
\dot{x} &= Ax + Bu + \hat{E}_0 \\
y &= Cx + Du
\end{aligned} \]  \hspace{1cm} (32)

where, 
\[ A = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix}, \\
B = \begin{bmatrix} b_0 \\ 0 \\ 0 \end{bmatrix}, \\
E = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \\
C = [1 & 0 & 0], \\
D = 0 \]

Note that \( \hat{E}_0 \) is ignored in Eq. (32), since it is unknown and is estimated by the correction term. An observer is created from the state space model.

\[ \begin{aligned}
\dot{z} &= A\hat{z} + Bu + L(y - \hat{y}) \\
\hat{y} &= C\hat{z} + Du
\end{aligned} \] \hspace{1cm} (33)

Where, \( L \) is column vector, which should make \((A-LC)\) stable. The following relationship can be derived from Eq. (33).

\[ \begin{aligned}
\dot{z} - \dot{x} &= (A - LC)z + (B - LD)u + Ly - Ax - Bu \\
&= (A - LC)z + (B - LD)u + L(Cx + Du) - Ax - Bu \\
&= (A - LC)(z - x)
\end{aligned} \] \hspace{1cm} (34)

The analytical solution of the above equation is \( z(t) - x(t) = e^{(A-LC)(t-t_0)} [z(t_0) - x(t_0)] \), because \((A-LC)\) is stable, it can be seen that \( \lim_{t \to \infty} [z(t) - x(t)] = 0 \). In this way, the observed state can approach the state of the original system. Where \( z \to x \), \( z \) is the observer state vector, \( L \) is determined by placing the poles of the characteristic equation in one location \((-\omega_o, \omega_o \) is the observer bandwidth).

\[ L = [3\omega_o, 3\omega_o^2, \omega_o^3] \] \hspace{1cm} (35)

The state space model in Eq. (32) is first discretized by applying ZOH [Miklosovic, Radke and Gao (2006)].

\[ \begin{aligned}
\{ x(k+1) &= \Phi x(k) + \Gamma u(k) \\
y(k) &= H x(k) + J u(k) \}
\end{aligned} \] \hspace{1cm} (36)

Where, \( \Phi = e^{Ah} = \sum_{k=0}^{\infty} \frac{A^k h^k}{k!} \), \( \Gamma = \int_0^h e^{At} \cdot B dt = \sum_{k=0}^{\infty} \frac{A^k h^{k+1}}{(k+1)!} \cdot B, H = C, J = D \) and \( h \) is the discrete sample time. A discrete observer is created from this model.

\[ \begin{aligned}
\{ z(k+1) &= \Phi \theta z(k) + \Gamma \theta u_d(k) \\
y_d(k) &= H \theta z(k) + J \theta u_d(k) \}
\end{aligned} \] \hspace{1cm} (37)

where, \( u_d(k) = [u(k), y(k)]^T \) is the combined input of discrete observer, \( y_d(k) \) is the discrete observer output, \( \Phi_\theta = [\Phi, \Phi L_c], \Gamma_\theta = [\Gamma, \Gamma L_c], H_\theta = [I-L_c H], J_\theta = [0, L_c] \), and the current estimator gain vector \( L_c \) is determined by placing the poles of the discrete characteristic equation in \( \beta \).
The relation between the discrete estimator poles and the continuous observer poles is given as

$$\beta = e^{-o_e h}$$  \hspace{1cm} (39)

After the above analysis, each coefficient matrix in the discrete observer can be obtained.

$$\Phi_E = \begin{bmatrix}
3\beta - 2 & h & h^2/2 \\
-(1-\beta)^2 (5+\beta)/2h & 1 & h \\
-(1-\beta)^3/h^2 & 0 & 1 
\end{bmatrix}, \quad \Gamma_E = \begin{bmatrix}
b_0 h^2/2 & 3 - 3\beta \\
b_0 h (1-\beta)^2 (5+\beta)/2h & 0 \\
0 & (1-\beta)^3/h^2 
\end{bmatrix}$$ \hspace{1cm} (40)

$$H_E = \begin{bmatrix}
\beta^3 & 0 & 0 \\
-3(1-\beta)^2 (1+\beta)/2h & 1 & 0 \\
-(1-\beta)^3/h^2 & 0 & 1 
\end{bmatrix}, \quad J_E = \begin{bmatrix}
0 & 1 - \beta^3 \\
0 & 3(1-\beta)^2 (1+\beta)/2h \\
0 & (1-\beta)^3/h^2 
\end{bmatrix}$$

ESO is the core part of ADRC, which is used to solve disturbance observation problems. According to the idea of state observer, the total disturbance is expanded into a new state variable. Then, the input and output of the system are used to observe all the states including the original state and disturbance of the system.

4.2.2 Temperature control based on auto disturbance rejection control technology

Because the built-in skin heating system is a time-varying, large-lag nonlinear system and is influenced by many factors such as the environment, the composition of the fluid in the tube, the flow velocity, the temperature, etc., we are not likely to know its precise mathematical model. Researcher Han [Han (2009)] hoped to get rid of the constraints of mathematical models, to find the disturbances and uncertain disturbances in the process or system, and to actively extract the disturbance information from the input/output signals of the controlled object before the disturbance obviously affects the final output of the system. Then, as soon as possible, the control signal is used to eliminate it, so as to achieve the balance of physical quantity, then the model-independent ADRC technology emerges as the times require [Zhu (2017)]. In this paper, the Hammerstein model-based electric heat tracing system is used to obtain the intermediate variables using the ADRC of the linear model, and then the intermediate variable is input to the improved nonlinear static gain to inversely calculate the actual control input. The ADRC block diagram of the skin effect electric heat tracing system based on the Hammerstein model can be shown in Fig. 6.
Modeling and Control Strategy of Built-in Skin Effect Electric Tracing System

In the system block diagram, $y_r$ is the system set value, $P$ is the control quantity, $y$ is the actual output, and $z_1$, $z_2$, and $z_3$ are the observer outputs. To simplify controller parameters, define $b_0$ as the compensation factor and $\omega_c$ as the controller bandwidth. Since the ESO can estimate and compensate external disturbances and internal disturbances in real time, static errors of constant values can be eliminated. For the built-in skin effect electric heat tracing system, the linear feedback control law of ADRC is expressed as follows

$$P_0 = k_p (r - z_1) - k_d z_2$$

(41)

In Eq. (40), $k_p$ and $k_d$ are the parameters of the linear feedback control law, where $k_p = \omega_c^2$, $k_d = -2 \omega_c$, and the final control input is expressed as follows

$$p = \frac{P_0 - z_3}{b_0}$$

(42)

It is not difficult to find out from the above design steps that the parameters of the discrete-time linear ADRC only need to adjust the observer bandwidth $\omega_o$, the controller bandwidth $\omega_c$ and the compensation parameter $b_0$, which greatly reduces the workload of the engineering setting. After solving the intermediate variable power $P$, the next task is to inversely control the power supply frequency $f$ according to the nonlinearity Eq. (16) of the Hammerstein model. Researchers have proposed many solutions to this problem. There are first and second approximate solutions [Xu and Mao (2000)]. There is a method of changing the nonlinear link to the intermediate variable to obtain the control amount [Liu (2007)]. There is also an inverse system that incorporates a nonlinear part in front of the Hammerstein model, rendering the entire system a pseudo-linear system approach [Huang, Lei and Li (2009)]. For the nonlinear relationship between the power frequency and the heating power in the built-in skin effect electric heat tracing system, the current frequency and the heating power are both greater than zero, so there must be a unique inverse function $F(\cdot)$ of $F(\cdot)^{-1}$. From this we can directly solve the equation to calculate the control quantity $f$. That is, the heating power required to be controlled is first solved by the heating temperature required in the linear link of the built-in skin electric heating system, and then, the power frequency in this condition is inversely solved by the nonlinear link to achieve accurate heat tracing effect.

5 Simulation verification

In order to verify the feasibility and effectiveness of ADRC in the built-in skin electric heat tracing system, a simulation experiment was carried out. The Hammerstein model of
the built-in skin heating system is known to have the nonlinear and linear links as Eq. (16) and Eq. (21), respectively. There is a one-to-one correspondence between power frequency and heating power, so it is deduced that $F(\cdot)$ has a unique inverse function $F^{-1}(\cdot) = 1.49P_{(k)}^{1/2}$. According to the linear link type Eq. (21), ADRC is used to obtain the intermediate variable $P$. The controller parameters are: sampling period $h=10$ s, $b_0=0.0023$, and controller bandwidth $\omega_c=0.35$. Because the system adjustment time is slightly larger, so that let $\omega_o=2\omega_c$ be $\omega_c=0.7$, so the discrete observer CDESO coefficient matrix $\beta=0.001$, which can be constructed according to Eq. (39) discrete observer. The simulation time is 2000 s, and the given reference input tracing temperature is $80^\circ$C. In addition, add a perturbation of $D(z)=1+0.5z^{-1}$ to the input port, design the ADRC controller to simulate according to the above parameters, and obtain the simulation curve as shown in Fig. 7 and Fig. 8.

![Figure 7: System output response curve](image1)

![Figure 8: Response curves of system control $f$ and intermediate variable $P$](image2)
Fig. 7 shows the output of the system and compares the control effects of PID and ADRC. Under a given disturbance, the system output remains in a stable state with only slight fluctuations. However, the ADRC dynamics are significantly better than the PID control. Under the action of the ADRC, the dashed line in Fig. 8 represents the value of the system control power supply frequency $f$, and the solid line is the value of the system intermediate variable heating power $P$. As can be seen from the above figure, when the system power frequency is 200 Hz, the heat tracing temperature of the skin effect electric heating system is maintained at 80°C. In order to fully demonstrate that the ADRC can be independent of the object model, the disturbance caused by the tracking error is eliminated in time by observation. Since the inlet velocity of heavy oil is closely related to the system model parameters, the flow rate increases, the model parameter $a_1$ increases, and $b_1$ decreases, which cause the linear part of the Hammerstein model to change, thus changing the object model as a whole. It is possible to select the inlet flow rates of heavy oils to be 0.3 m/s, 0.5 m/s and 0.8 m/s, respectively. Only the flow rate is changed, and the controller setting parameters remain unchanged. The control curves at different flow rates are plotted by simulation, as shown in Fig. 9.

![Figure 9: System output response curve with different heavy oil inlet velocity](image)

As can be seen from Fig. 9, as the flow rate increases, the longer the target heating temperature is reached. This is because the heat generated by the electric heat tracing system is not transmitted to the heavy oil in the pipe in time, so that the temperature rises slowly. However, for different heavy oil inlet flow rates, the values of $\omega_c$, $\omega_o$, and $\beta$ in the ADRC are the same, and the outlet temperature of the pipe can reach 80°C. The system can still maintain the steady state under the given interference at the output, indicating that the system has strong anti-interference ability. The results show that ADRC can tolerate the unknown dynamic changes of the system to a large extent with certain system model information.
5 Concluding remarks

Due to the working environment in which the built-in skin electric heat tracing system and the heat-receiving medium are time-varying, and the temperature control has the characteristics of nonlinearity, large inertia, hysteresis, etc. so it is difficult to establish its accurate mathematical model, which makes it difficult to achieve precise control and energy saving of the built-in skin electric heating system. This paper analyzes the mechanism of the built-in skin-heating electric heating system, obtains the magnetic field distribution of the skin-effect electric heat tracing system, and obtains the equivalent circuit model of the built-in skin-heating electric heat tracing system through the mechanism modeling. The intermediate variable heating power is introduced to establish the relationship between the power frequency and the skin effect heat tracing temperature, and the built-in skin heating system is Hammerstein model as a whole. Then combined with the experimental data of the system, the standard particle swarm optimization algorithm is used to identify and optimize the model parameters. Finally, the DLADRC is designed based on the identification model, and the feasibility and effectiveness of the ADRC strategy are verified by simulation. It provides an effective way for the reliable operation of the skin effect electric heat tracing system.
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