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ABSTRACT

Cloud computing is a way to increase capacity or add capabilities on the fly without investing in additional infrastructure, licensing additional software or training new personnel. Enterprises must embrace this bleeding edge real-time business model in order to compete in the current marketplace. Deployment of enterprise applications in public cloud can reduce investment on IT infrastructure both in terms of hardware and software, whenever new services are to be provisioned. Furthermore, cloud services are quite attractive to business because of its dynamic scalability, privacy, performance and ability to handle heterogeneous environments. Instead of spending a lot of time in figuring out server setup and working on routers, it is judicious to subscribe cloud based 24/7 support and affordable services. It’s an extremely important consideration to subscribe to at least two cloud vendors for smooth running of applications and ensure application availability by switching from one provider to another with minimal management effort. In this article we have proposed an architecture and design of a cost affordable online enterprise cloud application that subscribes to two public cloud vendors with respect to cost and availability parameters. We also present the reasons for the current trend of enterprises moving towards 24/7 online business cloud services.

1. INTRODUCTION

Enterprises implementing e-commerce applications need to invest on resources both hardware and software. As the business expands in scale, the required resources will surge up beyond the capacity of enterprises. In the existing conditions, cloud computing models allow enterprises with less investment to e-commerce business activities. Currently, the combination of e-commerce and cloud computing research focuses on the technical level, therefore, to start cloud-based e-commerce application model research will have a high practical value. The cloud computing as a new service model which is a collection of resources like software, platform, infrastructure offered as a service which can access using web applications. Typical cloud services include applications that cater to managing human resource, finance, customer operations, production, sales and marketing, and even affiliated business operations such as legal compliance and risks. They would also include the various services related to IT infrastructure with hardware, software and network systems as well as middleware that could offer integration, messaging, connectivity, R&D and other information tuning or performance services. Companies like Amazon, Microsoft, Google, salesforce.com
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have been spending hundreds of thousands of dollars in the research and development of cloud services. It provides unique opportunities to companies to reduce costs, outsource non-core functions and scale costs to match demand. A cloud provider provides various cloud-based services like server, storage and content delivery. A content provider utilizes these two services to store, share, and distribute her content to multiple subscribers. The content provider and subscribers can access content via a cloud-based application service, which reads and manages the content stored in the storage service via cloud storage APIs. The application service is an application deployed in the cloud by the content provider or a third party. The content provider can use multiple cloud-based services from different cloud service providers to host her application service, content storage service, and content delivery service. For example, Netflix uses Amazon EC2 and S3 for content processing and storage, and uses multiple content delivery services such as Limelight, Level 3 etc. In a public cloud certain number of copies of the same data is created, regularly updated and stored at various geographical locations to ensure that a mishap in one of the geographical location doesn’t affect the continuous data access process any of the client’s applications might be doing. Traditionally, availability has been the primary measure of the success of IT service delivery and is defined through service level targets that measure the percentage of uptime (e. g. 99.99 percent availability). There are two fundamental assumptions behind using availability as the measure of success. First, that any service outage will be significant enough in length that the consumer will be aware of it and second, that there will be a significant negative impact to the business every time there is an outage. It is also a reasonable assumption that the longer it takes to restore the service, greater the impact on the business. The Cloud Service Providers manage high cloud applications, security, and infrastructure, as well as deploy, configure, maintain, and update the operation of the software applications on a cloud infrastructure. At the SaaS service level, the Cloud Consumers have limited administrative rights. They may be able to manage certain configuration settings of applications, but do not have control on the cloud infrastructure (network, servers, operating systems, storage & applications). Creating a dynamic IT infrastructure that guarantees the performance and availability of critical applications both at the LAN and across the WAN to support remote locations and yet is changeable on-the-fly has been the holy grail that IT operations people have longed for and computer architects have targeted for over the years.

2. **SCENARIO DESCRIPTION**

Online shopping is becoming increasingly popular due to various factors like Convenience, Better Prices, Variety, Gifts, Comparison of Prices, No Crowds, Compulsive Shopping, Discreet Purchases etc in upcoming times. As the e-commerce websites/portals of more and more businesses come into their own as significant revenue drivers, major retailers are now recognizing their online stores as mission-critical businesses. So Enterprises and their IT counterparts are starting to look for more-sophisticated applications that can best meet their current and future needs. The traditional application hosting and maintenance is required much storage capacity, scalability as well as high availability. Also once the application was developed, hosted then adding new features like launched Giftag, send wish cards, share information with friends through email, Facebook, Twitter, festival offers, change the look of home page frequently etc and scaling it for heavy use was onerous. Investing heavily in IT infrastructure when developing the new service. Buying and managing hardware would be costly and would take time away from building and regular maintenance of the platform. The main challenges lies in deploy multiple versions of application code in parallel and test new features before they go live in a traditional enterprise application. Instead of spending time managing servers, service systems and routers, it’s always better to adopt a cloud-based Infrastructure for the same application resolving lot of burdens including human resources.

2.1 **Problems with traditional infrastructure**

*Life Cycle Management:* cost-effective management of structured & unstructured data throughout and testing to archiving and retirement replication facility needs to be provided and it’s cumbersome. As the complexity and sophistication of the software development task has grown it needs to use increasing numbers of tools.

*Licensing:* Software licensing is required to renew product validity & support time to time where lot of human resource, downtime, cost required otherwise the vendor won’t be fix the product code bugs time to time. It may leads to huge revenue loss in case the apps go down any time.

*Modifiability:* Traditional infrastructure example as they are not inherently scalable the provisioning cost and achieve high availability for moving from 1000 users to 10000 users could consume lots of IT resources.
Scalability: To achieve scalability, a customer needs to depend on multiple vendors for IT resources and chase with support to fulfill this which is the reality due to collaboration with multiple vendors simultaneous while service is down.

High Availability (HA): Extra infrastructure & cost required to scale the traditional online application. Also there is no guarantee of 100% data recovery.

3. ARCHITECTURE OF PROPOSED MODEL

In this scenario study, we choose two cloud providers as our experiment subjects. They are Amazon cloud (AWS) and Google PaaS Cloud i.e. Google App Engine. We choose these two cloud providers because they are popular and have been continuously ranked as the top 5 cloud providers. Amazon EC2 and S3 are well-known Infrastructure-as-a-Service (IaaS) cloud providers. They can provision VMs with different hardware configurations based on the user requests. In our scenario we consider two parameters i.e Cost and High Availability for Service ’A’ which is subscribed form two different Public Cloud reputed Vendors with multiple cloud Data Center Locations.

Let’s Subscribe Service ‘A’ from Google PaaS Cloud (Google App Engine) with available configuration (always running) based on Location L1. Also the same Service ‘A’ preferred configuration (Standby) on Amazon Cloud (AWS) based on Location L2. The subscription based on Post Paid and prepaid basis as Service always running on Google PaaS Cloud, so let’s assume it’s a post paid subscription service. Also as the Service A is preferably configured on Amazon Cloud (AWS), so let’s assume it’s a pre-paid subscription. In this study, we compare the service performance, availability, cost based on different factors. These factors include data center location and the number of users logged in at the same time. Clouds organize data centers as networks of virtualized IaaS (computing servers, databases, and networks) and PaaS (load balancers and auto scalers) so that providers are able to access and deploy applications (SaaS) from anywhere in the world on demand at competitive costs driven by QoS requirements. The Cloud computing system, P, is a set of Cloud infrastructures owned and maintained by 3rd party IaaS/PaaS providers such as Amazon AWS, Google PaaS Cloud (Google App Engine). More formally, \( P = (c_1, c_2, \ldots, c_n) \), where \( c_1, c_2, \ldots, c_n \) are data centers that are part of P. An application deployment is composed of \( m \) VM instances \( \{v_1, v_2, \ldots, v_m\} \), where \( m \) is either fixed or varies with time based on the current workload and performance requirements. Application instances are examples of SaaS software.

We consider a online shopping application scenario with cost & high availability parameters in the Public Cloud Provider environment. A Large Enterprise application should be available at anytime for testing and should provide the fastest response time regardless of the number of users served. Therefore, a Cloud service system should be Highly Available. Users may not know the under laying infrastructure to efficiently perform their jobs. Thus, a standby compatible service provider should be in place. The overall architecture that effectively handles our scenario is illustrated in Figure 1. If in case the service A running on Google PaaS Cloud fails to fulfill the requirement then switch over to Amazon cloud (AWS).

In our scenario resource provisioning process and management on cloud infrastructures consists of three key steps.

Virtual Machine provisioning: It involves instantiation of one or more Virtual Machines (VMs) that match the specific hardware characteristics and software requirements of an application. For example Amazon EC2 supports 11 types of VMs, each with different options of processors, memory, and I/O performance;

Resource Provisioning: It is the mapping and scheduling of VMs onto physical Cloud servers within a cloud. Currently, most IaaS providers do not provide any control over resource provisioning to application providers. In other words, mapping of VMs to physical servers is completely hidden from application providers; and

Application Provisioning: It is the deployment of our online shopping applications within VMs and mapping of end-user’s requests to application instances.
3.2 Components of the Proposed Model

*Cloud API:* Application Program Interface used by the tenant or customers to interact with the application. The most common API is RESTful HTTP or HTTPS.

*Cloud Domain Name System (DNS):* It is responsible for storing the IP and domain name information for IPv4 and IPv6 and also system metadata, such as the information gathered by the cloud controller and unique machine identification information. For our architecture, DNS was chosen as the storage location for metadata because it is a standards-based system that already exists in most networks, it is available to all cloud components, and it alleviates the requirement of adding additional database-type storage to the infrastructure. Any DNS solution that is managed by IT and has the ability to add additional zones and zone files can be used. A key element of the DNS is a worldwide collection of DNS servers. A DNS server is any computer registered to join the Domain Name System. A DNS server runs special-purpose networking software, features a public IP address, and contains a database of network names and addresses for other Internet hosts.

*Cloud Controller:* The cloud controller is the front-end system responsible for gathering and aggregating the preliminary data required to start a provisioning process. Initially, this information is provided by an administrator as part of the creation process and is specific to each type of workflow used for provisioning.
For example, the cloud controller gathers information that includes VM location, class of application (web server, database server, etc.) and minimum resource requirements.

**Cloud Load balancer:** Load balancing mechanisms are applied to webpage browsing or database transactions. The load balancer assumes the IP address of the web application, so all communication with the web application hits the load balancer first. The load balancer is connected to one or more identical web servers in the back-end. Depending on the user session and the load on each web server, the load balancer forwards packets to different web servers for processing. The hardware-based load balancer is designed to handle high-level of load, so it can easily scale. Google App Engine implicitly over a hardware-based load balancer.

**Cloud Resource Pooling:** A Resource Pool is a collection of shared resources composed of compute, storage, and network that create the fabric that hosts virtualized workloads. Subsets of these resources are allocated to the customers as needed and conversely, returned to the pool when they are not needed. Ideally, the Resource Pool should be as homogenized and standardized as possible.

**Cloud Manager:** It consists of multiple sub-components that provide different capabilities covering the various aspects of the end-to-end fulfillment and management of cloud services. This includes separate Customer and Service Provider portals, a component to handle all customer facing processes such as browsing catalog, account management, customer order handling, shopping cart, monitoring/managing cloud services, customer update emails, etc., and components to manage the provisioning, activation, resource allocation, change management database (CMDB), IP address/domain name management, and the management of IP servers such as DNS/DHCP. The system also provides a Software Development Kit (SDK) for designing, developing, and deploying custom interfaces, custom business processes that modify the core business processes, reports, email templates, etc.

**Availability zones:** Cloud data centers are located in four different geographic regions. Each region contains a set of resources to be used like instances, AMIs, security groups etc. Availability Zones are allows users to assign instances to locations that are very fault-tolerant from one another yet that have very high bandwidth between each other. Availability zones are equals to a datacenter. If power goes out in one datacenter and the generators fail to start then it doesn’t affect the other datacenter. Or if there’s a fire, one datacenter may burn out or be otherwise incapacitated, but others are unaffected.

Cloud Data Storage: Cloud storage involves storing data on multiple virtual servers sharing and retrieval on any IP enabled device. Unlike the traditional hosting types where if the server hardware fails for some reason, the application or websites tend to go unresponsive causing a downtime, but in cloud, despite one of the servers within the cluster going down, the application/website wouldn't face any downtime, still we can access our data from anywhere provided we have access to the Internet.

**Cloud Switching Fabric:** Fabric Management can be thought of as an orchestration engine, which is responsible for managing the life cycle of a consumer’s workload (one or more VMs which collectively deliver a service). It responds to service requests (e.g. to provision a new VM or set of VMs), Systems Management events (e.g. moving/restarting VMs as a result of a warning or failure), and Service Management policies (e.g. adding another VM to a consumer workload in response to load). To ensure resiliency we must be able to automatically detect if a hardware component is operating at a diminished capacity or has failed. This requires an understanding of all of the hardware components that work together to deliver a service, and the interrelationships between these components. Fabric Management provides this understanding of interrelationships to determine which services are impacted by a component failure. This enables the Fabric Management system to determine if an automated response action is needed to prevent an outage, or to quickly restore a failed service onto another host within the fabric.

### 3.3 Connectivity to Google PaaS Cloud

Google App Engine made it really easy to build and deploy online application without worrying about things like hardware, redundancy, load balancing, data backups, generic patches, kernel upgrades and Security. It also enables businesses to build and host web apps on the same systems that power Google applications. It offers fast development and deployment, effortless scalability, simple administration and add new features quickly and continually refine the service. User just needs to upload application, and it's ready to serve. In our proposed model i.e online shopping application we subscribed Google App Engine for Java
runtime environment even it supports several programming languages. With App Engine there are no set-up costs and no recurring fees. The resources for our application uses, such as storage and bandwidth, are measured by the gigabyte, and billed at competitive rates. We control the maximum amounts of resources our app can consume, so it always stays within our budget. App Engine costs nothing to get started. Google App Engine makes it easy to build an application that runs reliably, even under heavy load and with large amounts of data. Our app accesses most App Engine services using Java standard APIs. For the App Engine data store, the Java SDK includes implementations of the Java Data Objects (JDO) and Java Persistence API (JPA) interfaces. Your app can use the Java Mail API to send email messages with the App Engine Mail service. The java.net HTTP APIs accesses the App Engine URL fetch service. App Engine includes various features like persistent storage with queries, sorting and transactions, automatic scaling and load balancing, APIs for authenticating users and sending email using Google Accounts, Task queues for performing work outside of the scope of a web request, Scheduled tasks for triggering events at specified times and regular intervals, Dynamic web serving, with full support for common web technologies.

3.4 Connectivity to Amazon Cloud

Amazon Cloud (Amazon Web Services) provides a set of basic services to use computing infrastructure (CPU cycles, storage, and network), install a platform (e.g., a Tomcat web/app server and MySQL database server), and run an application on that platform. Amazon, therefore, provides a great basis to implement different architectural variants. The basic Amazon services used in the experiments reported in this paper are EC2 (for CPU cycles), EBS (for a storage service that can be mounted like a disk), and S3 (for storage that can be used as a key-value store). EC2 currently provides resources in three different regions: ‘US – N. Virginia’, ‘US – N. California’ and ‘EU – Ireland’, while the lower costs are currently for resources located in ‘US – N. Virginia’. Each region has a number of availability zones which ensures that machines are not within the same failure zone. We report the different options available to date to access EC2 resources and their cost. Note that all options are IP-based and are layer-3 solutions at best.

Dynamically assigned IP addresses: EC2 instances (servers) are dynamically assigned IP addresses when they are created. A public IP address is available for remote connections and a private IP address is created for internal communications (inside EC2). All network traffic between EC2 instances (inside the same availability zone of the same region) is free. Traffic between resources in different regions is considered Internet traffic.
Static IP addresses: Amazon offers static IPv4 addresses that can be assigned to instances at an additional cost. A customer is limited to 5 such addresses by default but more can be obtained on demand. An instance first starts with a generic public and private IP addresses and then can be remapped to a static IP address (called Elastic IP).

Figure 3: Connectivity & workflow for Amazon Cloud (AWS)

3.5 Case 1: Cost Affordability

Cost is generally one of the primary reasons for moving a business application from traditional data center to the cloud. In a traditional data center, it may not be possible to determine what percentage of a shared resource, such as infrastructure, is consumed by a particular service. This makes benchmarking services against the market an impossible task. By defining the cost of infrastructure through service classification and consumption modeling, a more accurate picture of the true cost of utilizing shared resources can be gained. This allows the business to make fair comparisons of internal services to market offerings and enables informed investment decisions. Cost transparency also incents service owners to think about service retirement. In a traditional data center, services may fall out of use but often there is no consideration on how to retire an unused service. The cost of ongoing support and maintenance for an underutilized service may be hidden in the cost model of the data center. Monthly consumption costs for each service can be provided to the business, incenting service owners to retire unused services and reduce their cost.

In traditional test, development and hosting systems, companies would set up an environment for each project. Different systems may have different functions, performances, or stabilities and thus software and hardware configurations will vary accordingly. However, in a cloud platform, all the servers, memories and networks needed are pooling-managed and through the technology of virtualization, each test or development project is provided with a logical hardware platform. The virtual hardware platforms of multiple projects can share the same set of hardware resources, thus through integrating the different project, the hardware
investment will be greatly reduced. The new generation of intelligent cloud platforms needs the support of intelligent IT infrastructures. By establishing intelligent platforms through cloud computing, a new IT resource supply mode can be formed. Under this mode, the test development and hosting center can automatically manage and dynamically distribute, deploy, configure, reconfigure and recycle IT resources based on the requirements of different projects; besides, it can also install software and application systems automatically. When projects are over, the test development center can recycle the resources automatically, thereby making the best use of the computing capabilities.

3.6 Case 2: High Availability

Technically there are several levels where high availability can be achieved. These levels include application level, data center level, infrastructure level and geographic location level. One of the very basic goals of high availability is to avoid single point of failures as much as possible to achieve operational continuity, redundancy and fail-over capability. At the infrastructure level the basic configuration might look like the one in the Figure 1. This configuration has two public cloud service providers with two different locations. The consumer accesses the cloud via the Internet. At each location both active and passive cloud resource provisioned to provide high availability. Even if one public cloud service goes bad, the second cloud service provider supports service continuity and hence reducing the downtime. This is applicable for both the public cloud providers as shown in Figure 1.

There are two main factors that affect availability. First is reliability which is measured by Mean-Time-Between-Failures (MTBF). This measures the time between service outages. Second is resiliency which is measured by Mean-Time-to-Restore-Service (MTRS). MTRS measures the total elapsed time from the start of a service outage to the time the service is restored. The fact that human intervention is normally required to detect and respond to incidents limits how much MTRS can be reduced. Therefore organizations have traditionally focused on MTBF to achieve availability targets. Achieving higher availability through greater reliability requires increased investment in redundant hardware and an exponential increase in the cost of implementing and maintaining this hardware. In a traditional data center, the MTRS may average well over an hour while a cloud data center can recover from failures in a matter of seconds. Combined with the automation of detection and response to failure and warn states within the infrastructure, this can reduce the MTRS (from the perspective of IaaS) dramatically. Thus a significant increase in resiliency makes the reliability factor much less important.

4. WORKFLOW OF THE PROPOSED MODEL

The work flow of our proposed model shown in figure 4 explained in the below steps:

Admin Authentication: The Cloud Admin request a service to the Cloud manager from the service provider end who gives the specification in the given format < Operating system, Memory, Hard Disk, Processor, Software > with admin access. The cloud manager always checks resource approval sheet before grant the service with the help of resource monitoring and billing teams.

Cloud Administrator: Once a client submits the specification, the Cloud Admin creates a template for virtual machine. Then a virtual network is created. Then Cloud Admin issues the create virtual machine command.

User Authentication: The application teams / users should authenticate them self to access the online shopping application environment through some process by Cloud Administrator.

Access Service: Once the service is re-configure with security access as per the requirement then the cloud admin provide the user authentication to access the service.

Service Request: The application teams (Dev / Test / Support) request for use of the service for application customization and different purposes.

Remote Access: The management team of the cloud consumer end always keep on monitoring the quality of the service using cloud enable mobile devices with remote access privileges.
Online Shopping Application Portal: First the user has to register to the online shopping portal. Once an account is created, then user can login to the portal and can browse carts and place the order.

Figure 4. Block Diagram of the Our Proposed Model

5. LOAD BALANCING MANAGEMENT OF THE PROPOSED MODEL

- The user/client/admin connects to the Internet and requests a service.
- DNS routes the user to a specific IP address which is connected to the cloud data center.
- The user is connected to the closest & local Time Zone specific cloud data center.
- The cloud data center accepts the connection based on customer specified policy, decides which of the customer’s datacenters to send the user to based on performance, geography, etc.
- The user is directed to the customer’s datacenter containing the desired application.
- Service is delivered to the user.

Figure 5. Overall View of Load Balancing of Proposed Model
6. SWITCH-OVER / SWITCH-BACK AND FAILOVER BETWEEN CLOUD PROVIDERS

The Infrastructure layer which support the cloud service ‘A’ require a similar configuration while switching to Public cloud 2 as per below parameters.

| Network       | routing, address assignment, name services |
|---------------|-------------------------------------------|
| System        | OS, authentication services               |
| Virtualization| Virtual/physical mapping, storage mapping  |
| Services      | load balancing of a web service           |

There are several cases where we need to switch over from one service providers to another. The following are some of those cases.

Maintenance: There are various business requirements where we should do the maintenance of the application as well as infrastructure, so there is always pre-downtime window will open and well informed in advance both the cloud provider and consumers.

Service Connectivity Testing: Security Testing is one of the important test in a cloud environment to check the integrity of the service.

Backup & Restoration of Data: This test also happened for storage compatibility for the subscribed cloud vendors time to time for high availability and interportability of the data.

Follow the Sun cloud service: In a 24/7 application cloud provider will options to change the service center location frequently for quality of the service support. This requires a major change in VM units showing in figure 5.

Geographical failover is a redundant system that is made to survive disruptions that can involve whole regions. Geographical failover eliminates certain weaknesses inherent to natural disasters, man-made disasters, mistakes, and law enforcement orders. Failover is a mechanism that ensures service continuity.
whereby single-point failures are eliminated. It is a mechanism because failover has to be minutiously designed, implemented, and deployed. There are several types of failover mechanisms but the most resilient configuration spans geographical locations like failover from a primary VM Unit to a secondary VM Unit and failover from a primary VM Unit to a secondary VM Unit or to tertiary VM Unit to handle cascading failures.

Traditionally, failover is implemented at the network level of the infrastructure to prevent network disruptions. But in reality, there are several elements of an infrastructure that could experience disruption. To avoid disruption, the first cloud instance acts as the Primary Network in one geographical location, and during normal usage it serves all requests. In the event of a failure the Second Network or Failover Cloud Instance becomes active automatically in a different geographical location and serves all requests. The data from the Primary cloud instance to the Failover cloud instance is automatically synchronized on a daily basis. Both the Primary and Failover instances are maintained by identical software’s, and all users specific data is synchronized automatically.

6.1 Quality of Service (QoS) & Service Level Agreement (SLA)

During switch over & switch back /failover operation between cloud providers, its very importante to measure the quality of the service. To maintain a good quality of service (QoS), cloud administrators should provision adequate resources to cope with workload demand fluctuations. Unfortunately, overprovisioning implies extra cost and decreases the business profit. On the other hand, under-provisioning degrades the QoS, irritates the clients, and consequently retreats the EBusiness durability. QoS is determined in the form of SLA (Service Level Agreement), which is determined either by minimum throughput or maximizes response time. This can differ from system to system. QoS parameters are necessary to fill the services request in order to negotiate the cloud resource, describe the Cloud offer, match the compliant services and build the best available solution define the SLA and Monitor the service levels. Some of the most importement SLA parameters include defining the Outage, how does a consumer prove an outage to get credit, how does the credit get applied etc.

7. DESIGN OF THE PROPOSED MODEL

We used UML sequence diagrams for our proposed Model.
Customer accesses the cloud online shopping application via Internet.

Use Cases Description

Login: The customer can login to the cloud online shopping application by enter his user name and password. The system will verify that the login name matches the login password. If they do not match, error message will be indicated to the customer.

Add to Shopping Cart: When the customer finds the products he wants, he adds them to the shopping carts. The application will store and keep track the information of the products that have been added into shopping cart.

View Shopping Cart: The customer can request to view the contents of the shopping cart. The application will return the contents of the shopping cart to the customer; the unit price and total price will be shown as well.

Update Customer Info: The customer can request to update their customer info. Customer information includes the relative information of customer such as username, password, address, etc. The application will display the current customer info to the customer. The customer updates the customer information and the application will store the updated customer info in the cloud database. After one successful purchase, the payment information is also stored in customer information.

Register: If the customer is a new user, he can request to register with the application. The application displays a registration page and asks the customer to choose a login name (any email id) and password. The
customer is also required to enter their name and address. Shipping information and credit card information are optional entries at this point.

Figure 9: Use Case Diagram for our Proposed Model

Enter Shipping & Credit Card Information: When the customer requests to checkout and he does not have credit card information stored at this point (application can not find his payment information), the application will prompt credit card information page. The customer will be given a choice on whether he wants the item shipped to his stored address or to an alternative address. The input payment information will be save into the order form.

Verify Credit Card: When the customer checks out, the credit verification company validates the customer’s credit card when given the customers name, credit card number, and expiration date, and then returns the validation result to checkout department (sales person). If the response shows that the credit card is invalid, the customer will be asked to re-input his payment information.

Update Product Information: The sales clerk requests to update products information. This includes the products price, description, brand, title, or number. The system will save the updated product information in the cloud database.

Update Inventory: User requests to update inventory. The application will update the product information in the cloud database.
Ship Products: After getting the order request, the customers sales staff ships the order products to their respective clients within three to five business days.

Checkout: When the user finishes shopping, she/he requests to checkout. If the payment information of this user already exists, the application prompts the customer to review or input a new one. The application then forwards the credit card information to credit Verification Company. If the credit card is invalid, the customer is given the option to use another credit card or just cancel the order. If the credit card is valid, the order form will be processed by the application and checkout is complete.

Browse catalog: The customer requests to view the products in a product catalog. The application will display the product information of the selected category.

Perform Products Search: The customer enters product search parameters and requests a product search. The application will search through the products category in its database and return the matches to the customer. If there are no matches, the system will display a fail message.

![Sequence diagram for online shopping cloud service](image-url)
Figure 11: Sequence Diagram for Register a user

Figure 12: Sequence Diagram for login a user
Figure 13: Sequence Diagram for add a cart

Figure 14: Sequence Diagram for submit a cart
Figure 15: Sequence Diagram for add a new category

Figure 16: Sequence Diagram for add a new brand
8. ADVANTAGES & DISADVANTAGES OF THE PROPOSED MODEL

8.1 Advantages

**Significant IT Cost Reduction:** As compared to the cost of implementing the traditional online shopping application in cloud, it is very low, upfront capital expenditures eliminated, dramatically reduced IT admin burden and no extra capital expenditure as well.

**Increased Utilization of IT Resources:** Applications hosted in the Cloud can use Service Interfaces to access application-specific data. This data is stored “in the Cloud” and can be accessed by any component and any instance of the hosted application. The Data Services ensure reliable access, concurrency, backup. So our model helps to optimum use of cloud infrastructure by sharing resources across different application support, development, testing teams and business units.

**High Flexibility:** On-demand computing across technologies, business solutions and large ecosystems of providers; reduced new solution implementation times. Clients are capable to customize the application accordingly to their own business rules. So these applications could instantly scales to match your new requirements.

**Access Anywhere Any IP Enable Devices:** The online shopping application will access from a single computer or network, also from different computers, networks with enough security.

**Easy Scalability & Highly Availability:** Add & subtract capacity, switch over & switch back as per the requirement and Data backup & Recovery testing.

**Easy to Implement & Maintain:** No need to purchase hardware, software licenses or administration work. our model aims to minimize in-house IT infrastructure and support effort.

**Service quality:** Reliable services, large storage and computing capacity, and 24/7/365 service support and up-time.

**Software License & Version:** Always the latest software and patch updates are automatic in cloud computing

**Integration with services that run outside the Cloud:** Applications need to get access to resources other than those provided by the Cloud Services. These could be external services available on the internet – like a
payment, search or mapping service accessed via Web Service etc interfaces. It could also be accessing data from other applications that we run on-premise.

8.2 Disadvantages

**Performance**: One of the biggest challenges presented by the dynamic nature of the Cloud is troubleshooting performance issues. There are currently no good approaches to quickly identify the root cause of application performance issues in the Cloud. Also only this is possible overcommitted clouds.

**Security**: All Public cloud services run on virtual machines and a hypervisor allows multiple operating systems to share a single hardware host. If a hypervisor is flawed, it will negatively impact all the instance resources. This can significantly impact the availability of the cloud service.

9. CONCLUSION

There is tremendous potential for consumers to exploit the cloud computing technology. Availability of cloud based systems will be critical for its long-term success. It is not limited to availability of the applications being used, they also need to be delivered to the consumer in a consistent way without delays. Some of the basic properties such as scalability and flexibility are still important factors. Analyzing and proactively mitigating the risks and identifying single points of failure involved in the cloud can go a long way in achieving high availability of the cloud. In future, we plan to extend our work by introducing factors like platform security, technical standards, regulatory mechanisms and providing support towards the use of hybrid clouds.
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