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1. Introduction

We are interested in providing necessary and sufficient conditions for the equation

\[ X^\top AX = B \]  

(1.1)

to be consistent. Here, \( A \) and \( B \) are square complex matrices (that is, matrices with entries in the complex field \( \mathbb{C} \) not necessarily of the same size, \( X \) is the unknown, and \( M^\top \) denotes the transpose of the matrix \( M \).)

Equation (1.1) arises in several settings, in particular related to bilinear forms and matrix congruence. These two concepts are connected, since two square matrices \( A \) and \( B \) of the same size represent the same bilinear form with respect to different bases if and only if \( A \) and \( B \) are congruent. By definition, this is equivalent to say that Eq. (1.1) has a nonsingular solution.

To determine whether two particular square matrices \( A \) and \( B \) of the same size are congruent, one should ask for invariants or intrinsic properties
of $A$ and $B$ that characterize this equivalence relation or, moreover, for a canonical form. Canonical forms for congruence are known since, at least, the 1930s [19, p. 139], but we follow the one in [17] (and we will refer to it as the CFC). Using the CFC, we can get a characterization for the existence of a nonsingular solution of Eq. (1.1), namely, this happens if and only if $A$ and $B$ have the same CFC. Then, this characterization solves, theoretically, the question on whether or not Eq. (1.1) has a nonsingular solution.

But, what happens if we remove the constraint on the nonsingularity of the solution? More precisely, we may allow $X$ to be not only nonsingular, but even rectangular. Therefore, assume that $X \in \mathbb{C}^{n \times m}$ is a solution of Eq. (1.1). In order for (1.1) to be well defined, it must be $A \in \mathbb{C}^{n \times n}$ and $B \in \mathbb{C}^{m \times m}$, namely, $A$ and $B$ must be square, but not necessarily of the same size. In this setting, Eq. (1.1) may have a solution with $A$ and $B$ not being congruent (in particular, this happens if they are not of the same size). Therefore, congruence is just the extreme case, $m = n$, of the general equation (1.1) (with $X$ nonsingular).

The other extreme case of Eq. (1.1) is when $m = 1$. In this case, Eq. (1.1) becomes $x^\top Ax = \beta$, with $\beta \in \mathbb{C}$. This gives a quadratic form (note that, if $\beta \neq 0$, the equation has a solution whenever $A$ is not skew-symmetric). Therefore, our problem is placed in between these two extreme cases, namely, congruence and quadratic forms.

Nonetheless, congruence plays a key role in our general strategy. More precisely, we will see that Eq. (1.1) is consistent if and only if the equation obtained after replacing $A$ and $B$ by their respective CFCs is consistent as well. Since we are interested in characterizing when Eq. (1.1) is consistent, we will assume most of the time that $A$ and $B$ are already given in CFC.

The CFC is a block-diagonal form containing blocks of three different types (see Theorem 1). A natural approach to solve Eq. (1.1) when both $A$ and $B$ are in CFC is to partition the solution $X$ into blocks, conformally with the partitions of $A$ and $B$, and then try to solve individually all the equations corresponding to each pair of canonical blocks of $A$ and $B$ to get a solution of the whole equation. However, this approach presents a relevant obstacle when applied to Eq. (1.1) (see Sect. 2), and to analyze the solvability of Eq. (1.1) with $A$ and $B$ in CFC seems to be, in general, a very hard task.

Nonetheless, we have succeeded in obtaining necessary and sufficient conditions for Eq. (1.1) to be consistent when $B$ is symmetric. We want to emphasize that Eq. (1.1) can be consistent with $B$ being symmetric and $A$ being non-symmetric. However, when $A$ is symmetric, if Eq. (1.1) is consistent, then $B$ must be symmetric as well. Then, the case where $A$ is symmetric is a particular case of the one we are interested in. Moreover, as we will see, the case where $B$ is symmetric is much richer than the case where $A$ is symmetric, and the characterization for the consistency is more complex. In particular, the characterization for consistency of Eq. (1.1) when $A$ is symmetric can be stated in a very elementary way without explicitly using the CFC of $A$ (see Lemma 2.3). In contrast, the characterization of the consistency when $B$ is symmetric requires the knowledge of the CFC of $A$ (see Theorem 8). We want to note that the characterization in Theorem 8 is not complete, since it does
not cover the case where a particular kind of one type of blocks appear in CFC(\(A\)) (namely, blocks of either the form \(H_4(1)\) or \(H_2(-1)\), see Theorem 1). Nevertheless, this characterization is almost complete, since it covers most instances of CFC(\(A\)) or, in other words, is valid for most matrices \(A\).

Our strategy to get the characterization for the consistency of Eq. (1.1) when \(B\) is symmetric consists in first obtaining a necessary condition in terms of the canonical blocks of the CFC of \(A\). Then, we show that this condition is sufficient by analyzing Eq. (1.1) for \(A\) being a single block of each of the different types in the CFC (excluding the blocks of the form \(H_4(1)\) and \(H_2(-1)\) mentioned in the previous paragraph). In other words, we show that, when the necessary condition is satisfied, then a block diagonal solution exists. We want to note that, in most of the cases where Eq. (1.1) is consistent, we have provided an explicit solution. Therefore, our proof for the consistency is, in many cases, a constructive proof (up to the matrices that take \(A\) and \(B\) to their CFC).

Something that is important to emphasize is that, despite (1.1) is a nonlinear (in particular, quadratic) equation, in this work, we have used techniques, tools, and developments from linear algebra.

There are several references in the literature that deal with Eq. (1.1). In particular, several papers have been devoted, since the 1960s, to count the number of either general solutions or solutions with some particular property (like having some fixed rank) and with \(A\) and \(B\) being either arbitrary or having some specific structure (like “alternate”) for matrices over finite fields [2–5,15,20]. It has also appeared in [14] to determine which \(m \times n\) matrices over fields with characteristic 2 have a generalized inverse or pseudoinverse, and also to count the number of such matrices for finite fields with characteristic 2. More recently, this equation has arisen in connection with several applications, like image deblurring problems [13] and dynamics generalized equilibrium (DSGE) problems (see [1] and the references therein). Numerical methods to compute the minimal solution to the more general nonsymmetric \(\top\)-Riccati equation (with real matrices) have been proposed in the recent work [1].

Some other related equations to Eq. (1.1) have been of interest in the recent years. Among them, we cite the so-called “generalized Yang–Baxter matrix equation”, \(AXA = XAX\), which is also a nonlinear equation that is analyzed using linear algebra techniques in several papers, like [12]. The equation \(XAX = B\), which resembles very much Eq. (1.1) (it is the same equation without transposing the second appearance of the unknown \(X\)) has been analyzed in [18] for \(A, B\) being symmetric or skew-symmetric, and using also appropriate canonical forms of the coefficient matrices to reduce the equation to a more manageable expression. The previous equations are nonlinear and do not involve transposition. Some other recent references deal with linear equations close to Eq. (1.1), and involving transposition. For instance, the works [6–11], where the solution of Sylvester-like equations \(XA + AX\top = 0\), \(AX + X\top B = 0\), or \(AXB + CX\top D = E\) has been considered. In all these references, both the coefficients and the unknown are complex matrices, like in the present work.
The paper is organized as follows. In Sect. 2, we present the notation and recall the basic notions and tools that are used throughout the manuscript (like the CFC). We also settle the basic approach that we follow to analyze the consistency of Eq. (1.1), and present some elementary technical results. Section 2.1 is devoted to characterize the consistency of Eq. (1.1) when $A$ is symmetric. The core of the manuscript are Sects. 3–7. In these sections, we study the consistency of Eq. (1.1) when $B$ is symmetric. We first present, in Theorem 2, a necessary condition for Eq. (1.1) to be consistent. This condition depends on the size of $A$, the rank of $B$, and the number of blocks of certain types appearing in the CFC of $A$. In Sects. 4–6 we analyze the consistency of Eq. (1.1) for $A$ being a single block of the CFC. This allows us to present, in Theorem 8 (which is the main result of this paper), a characterization for the consistency of Eq. (1.1) when the CFC of $A$ does not contain blocks of either the form $H_4(1)$ or $H_2(-1)$, by proving that the condition of Theorem 2 is sufficient. In Sect. 8, we summarize the contributions of this paper and indicate some lines of further research.

We close the Introduction by recovering the idea that $A$ represents a bilinear form over $\mathbb{C}^n$. In this case, if Eq. (1.1), with $B = I_m$, has a solution $X$, then the rank of $X$ is necessarily $m$, so the columns of $X$ form the basis of an $m$-dimensional linear subspace of $\mathbb{C}^n$. It is noteworthy that the restriction of the bilinear form to this subspace is a symmetric and non-degenerate bilinear form. Therefore, from this point of view, the problem that we solve in this work is the following: given a bilinear form $A$ (with the few exceptions mentioned above), we find the maximum dimension $m_A$ that a subspace of $\mathbb{C}^n$ can have so that the restriction of $A$ to this subspace is symmetric and non-degenerate. Moreover, we provide a basis of such a subspace. Note that this problem is trivial when $A$ is symmetric, since then $m_A = \text{rank } A$ and the basis can be found by means of the Autonne-Takagi factorization [16, Cor. 4.4.4(c)].

2. Basic Approach and Definitions

Throughout the manuscript, $I_n$ and $0_n$ denote, respectively, the identity and the null matrix with size $n \times n$. By $0_{m \times n}$ we denote the null matrix of size $m \times n$. By $i$ we denote the imaginary unit (namely, $i^2 = -1$), and by $e_j$ we denote the $j$th canonical vector of the appropriate size (namely, the $j$th column of the identity matrix).

When considering the question on whether Eq. (1.1) is consistent or not, a useful tool is the canonical form for congruence (CFC). To recall the CFC, we first need to introduce the following matrices:

$$J_k(\lambda) := \begin{bmatrix} \lambda & 1 \\ \vdots & \ddots \\ \lambda & 1 \\ \lambda \end{bmatrix}$$
is a $k \times k$ Jordan block associated with $\lambda \in \mathbb{C}$; for each $k \geq 1$, let $\Gamma_k$ be the $k \times k$ matrix
\[
\Gamma_k := \begin{bmatrix}
0 & (-1)^{k+1} \\
\vdots & \ddots \\
-1 & \ddots \\
1 & 1 \\
-1 & 1 \\
1 & 0
\end{bmatrix} \quad (\Gamma_1 = [1]);
\]
and, for each $\lambda \in \mathbb{C}$ and each $k \geq 1$, $H_{2k}(\lambda)$ is the $2k \times 2k$ matrix
\[
H_{2k}(\lambda) := \begin{bmatrix}
0 & I_k \\
J_k(\lambda) & 0
\end{bmatrix},
\]
where $J_k(\lambda)$ is a $k \times k$ Jordan block associated with $\lambda$.

**Theorem 1.** (Canonical form for congruence, CFC) [17, Th. 1.1]. Each square complex matrix is congruent to a direct sum, uniquely determined up to permutation of addends, of canonical matrices of the following three types

| Type   | Matrix |
|--------|--------|
| 0      | $J_k(0)$ |
| I      | $\Gamma_k$ |
| II     | $H_{2k}(\mu)$, $0 \neq \mu \neq (-1)^{k+1}$ (\mu is determined up to replacement by $\mu^{-1}$) |

The CFC is the basic tool in our strategy to analyze the consistency of Eq. (1.1). More precisely, let $C_A$ and $C_B$ be, respectively, the CFCs of $A$ and $B$. Then, there are two nonsingular matrices $R$ and $S$ such that
\[
A = R^T C_A R \quad \text{and} \quad B = S^T C_B S.
\]
Now, (1.1) is equivalent to
\[
X^T (R^T C_A R) X = S^T C_B S \iff (RXS^{-1})^T C_A (RXS^{-1}) = C_B.
\]
With the change of variables $Y = RXS^{-1}$, the previous equation reads
\[
Y^T C_A Y = C_B, \quad (2.1)
\]
so (1.1) is consistent if and only if (2.1) is consistent. Note that, in (2.1), the coefficients matrices are given in CFC. As a consequence, when analyzing the consistency of Eq. (1.1), we may restrict ourselves to the case where the coefficient matrices $A$ and $B$ are already given in CFC.

A natural approach to address the solution of Eq. (1.1), when $A$ and $B$ are given in CFC, is to partition the unknown $X$ conformally with the block partition of $A$ and $B$. This is, for instance, the approach followed in [6] for the equation $XA + AX^\top = 0$ using the CFC, in [8] for the equation $AX + X^\top B = 0$ using the Kronecker canonical form of the matrix pencil $A - \lambda B^\top$, or in [18] for the equation $XAX = B$ using canonical forms for the so-called simultaneous contragredient transformation. However, when trying this
approach with Eq. (1.1), some relevant difficulties arise. Let us illustrate these obstructions assuming that both $A$ and $B$ consist of exactly two diagonal blocks of any of the types described in Theorem 1. More precisely, assume that $A$ and $B$ are of the form

$$A = \begin{bmatrix} A_1 & 0 \\ 0 & A_2 \end{bmatrix}, \quad \text{and} \quad B = \begin{bmatrix} B_1 & 0 \\ 0 & B_2 \end{bmatrix}. $$

Then, we partition the unknown $X$ conformally with the previous block partitions, as

$$X = \begin{bmatrix} X_{11} & X_{12} \\ X_{21} & X_{22} \end{bmatrix}. $$

Now, multiplying by blocks in Eq. (1.1) with the previous partitions and equating by blocks, we get the system of matrix equations

$$X_{11}^T A_1 X_{11} + X_{21}^T A_2 X_{21} = B_1, $$

$$X_{11}^T A_1 X_{12} + X_{21}^T A_2 X_{22} = 0, $$

$$X_{12}^T A_1 X_{11} + X_{22}^T A_2 X_{21} = 0, $$

$$X_{12}^T A_1 X_{12} + X_{22}^T A_2 X_{22} = B_2. $$

The previous system consists of coupled equations which are different than the original equation (1.1), and it is not at all obvious how these equations can be easily addressed. This happens even if either $A$ or $B$ consists only of just one canonical block. Nonetheless, there are some particular and very elementary cases where this strategy is useful (see, for instance, Lemmas 2.3 and 2.4). Also, our approach to prove that the necessary condition for Eq. (1.1) to be consistent when $B$ is symmetric is also sufficient (Sect. 7) uses the fact that, to obtain a solution when $A$ is a direct sum of canonical blocks of different types, it is enough to get a solution for the direct sum of canonical blocks of the same type, and then the solution for the direct sum of all blocks is obtained as a block-diagonal matrix by plugging-in every individual solution.

As we have mentioned in the Introduction, our aim is to look for necessary and sufficient conditions for Eq. (1.1) to be consistent when $B$ is symmetric. When $A$ is symmetric, $B$ is necessarily so, and the characterization in this case is elementary (see Sect. 2.1). However, when $B$ is symmetric, the equation $X^T A X = B$ can be consistent, with $A$ not being symmetric. Consider, for instance,

$$X^T \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} X = [1],$$

which has a solution $X = [1]$. This makes the problem on the consistency of Eq. (1.1), with $B$ symmetric, a more interesting problem. We will see that the characterization for the consistency in this case is far from being so simple as when $A$ is symmetric, and it strongly depends on the CFC of $A$.

### 2.1. The Case Where $A$ is Symmetric

If $A$ is symmetric and $X^T A X = B$ is consistent, then $B$ is also symmetric. In this case, the canonical form for congruence of both $A$ and $B$ consists of
type-0 and type-I blocks of size $1 \times 1$, that is,

$$\text{CFC}(A) = \begin{bmatrix} I_r & 0 \\ 0 & 0 \end{bmatrix}, \quad \text{CFC}(B) = \begin{bmatrix} I_s & 0 \\ 0 & 0 \end{bmatrix}. $$

The necessary and sufficient condition for Eq. (1.1) to be consistent in this case is simply $r \geq s$. It is obviously necessary, and to see that it is sufficient just take $X = \begin{bmatrix} I_r & 0 \\ 0 & 0 \end{bmatrix}$ as a solution. This is stated in the following result.

**Lemma 2.1.** Let $A \in \mathbb{C}^{n \times n}$ be symmetric and $B \in \mathbb{C}^{m \times m}$. Then, the equation $X^\top AX = B$ has a solution if and only if $B$ is also symmetric and $\text{rank} A \geq \text{rank} B$.

Note that Lemma 2.1 extends [16, Th. 4.5.12] to matrices $A$ and $B$ not necessarily being of the same size and $X$ not necessarily invertible.

**Remark 2.2.** When $B$ is symmetric, it may be tempting to replace $A$ by its symmetric part, $\frac{A + A^\top}{2}$, in Eq. (1.1) and then use Lemma 2.1 to solve the problem on the consistency of this equation. This is because, if $X^\top AX = B$ is consistent, then

$$X^\top \left( \frac{A + A^\top}{2} \right) X = B$$

(2.2)

is consistent as well (actually, every solution of (1.1) is a solution of (2.2)). However, the converse is not true. As an example, consider $A = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}$ and $B = \begin{bmatrix} 0 & 1/2 \\ 1/2 & 0 \end{bmatrix}$. With these $A$ and $B$, Eq. (2.2) is consistent, since $\frac{A + A^\top}{2} = \begin{bmatrix} 0 & 1/2 \\ 1/2 & 0 \end{bmatrix} = B$, but Eq. (1.1) is not, because $\text{rank} A = 1$ and $\text{rank} B = 2$.

### 2.2. Some Technical Results

In this section, we present three elementary results that will be used later.

As we saw in (2.1) to analyze the consistency of Eq. (1.1), we may restrict ourselves to the case where the coefficient matrices $A$ and $B$ are already given in CFC. If $B$ is symmetric, its CFC is of the form $B = I_m \oplus 0_{m_2}$. The following result allows us to get rid of the null diagonal blocks.

**Lemma 2.3.** Let $A = \begin{bmatrix} \tilde{A} & 0 \\ 0 & 0_d \end{bmatrix}$ and $B = \begin{bmatrix} \tilde{B} & 0 \\ 0 & 0_k \end{bmatrix}$. Then, the equation $X^\top AX = B$ is consistent if and only if the equation $X^\top \tilde{A}X = \tilde{B}$ is consistent.

**Proof.** Let us assume first that $X^\top AX = B$ is consistent, with $A$ and $B$ as in the statement. Let us partition

$$X = \begin{bmatrix} X_{11} & X_{12} \\ X_{21} & X_{22} \end{bmatrix},$$

where $X_{22}$ has size $d \times k$. Then, $X^\top AX = B$ can be written as

$$\begin{bmatrix} X_{11}^\top & X_{21}^\top \\ X_{12}^\top & X_{22}^\top \end{bmatrix} \begin{bmatrix} \tilde{A} & 0 \\ 0 & 0_d \end{bmatrix} \begin{bmatrix} X_{11} & X_{12} \\ X_{21} & X_{22} \end{bmatrix} = \begin{bmatrix} X_{11}^\top \tilde{A}X_{11} & X_{11}^\top \tilde{A}X_{12} \\ X_{12}^\top \tilde{A}X_{11} & X_{12}^\top \tilde{A}X_{12} \end{bmatrix} = \begin{bmatrix} \tilde{B} & 0 \\ 0 & 0_k \end{bmatrix},$$

so, in particular, $X_{11}$ is a solution of $X^\top \tilde{A}X = \tilde{B}$. 

Conversely, assume that $X^\top \tilde{A}X = \tilde{B}$ has a solution $X_{11}$. Then, $X = \begin{bmatrix} X_{11} & 0 \\ 0 & 0_{n-d} \end{bmatrix}$ is a solution of $X^\top AX = B$.

The next result deals also with Eq. (1.1) with $B$ symmetric, already in CFC, and of full rank.

**Lemma 2.4.** If $X^\top AX = I_{m+1}$ is consistent, then $X^\top AX = I_m$ is consistent as well, for all $m \geq 1$.

**Proof.** If $X_0$ is a solution of $X^\top AX = I_{m+1}$, then $X_0 \begin{bmatrix} I_m \\ 0_{1 \times m} \end{bmatrix}$ is a solution of $X^\top AX = I_m$. □

The last result shows the transitivity of the consistency of Eq. (1.1).

**Lemma 2.5.** If both $X^\top AX = B$ and $Y^\top BY = C$ are consistent, then $Z^\top AZ = C$ is also consistent.

**Proof.** Let $X_0$ be a solution of $X^\top AX = B$, and let $Y_0$ be a solution of $Y^\top BY = C$. Since $(X_0Y_0)^\top A(X_0Y_0) = Y_0^\top (X_0^\top AX_0)Y_0 = Y_0^\top BY_0 = C$, then $Z_0 = X_0Y_0$ is a solution of $Z^\top AZ = C$. □

### 3. A Necessary Condition

In this section, we introduce a necessary condition on $A$ for Eq. (1.1) to be consistent when $B$ is symmetric.

Lemma 2.3 guarantees that, when looking for the consistency of (1.1), there is no loss of generality in assuming that $A$ and $B$ are given in CFC, that $A$ has no blocks of type $J_1(0)$, and that $B = I_m$ (the CFC of symmetric invertible $m \times m$ matrices). In particular, in the next theorem, we get a necessary condition for Eq. (1.1) to be consistent with such $B$. In the statement, we have included, however, the case where CFC($A$) contains blocks of type $J_1(0)$, for the sake of completeness.

**Theorem 2.** Let $A \in \mathbb{C}^{n \times n}$ be a matrix whose CFC has

(i) exactly $d$ Type-0 blocks with size 1;
(ii) exactly $r$ Type-0 blocks with odd size greater than 1;
(iii) exactly $s$ Type-I blocks with odd size;
(iv) exactly $t$ Type-II blocks of the form $H_{4v}(1)$, and
(v) an arbitrary number of Type-0, Type-I, and Type-II blocks with other sizes.

Then, in order for

$$X^\top AX = I_m$$

(3.1)

to be consistent, it must be

$$n - d \geq 2m - r - s - 2t.$$
Proof. As mentioned before, we may assume that $A$ is given in CFC.

Assume first that $d = 0$. In the conditions of the statement, we can write

$$
A = J_{2m_1-1}(0) \oplus \cdots \oplus J_{2m_r-1}(0) \oplus J_{2m_{r+1}}(0) \oplus \cdots \oplus J_{2m_{r+h}}(0)
$$

$$
\oplus \Gamma_2 \oplus \cdots \oplus \Gamma_{2m_r-1} \oplus \Gamma_2 \oplus \cdots \oplus \Gamma_{2m_{r+h}}
$$

where $m_i > 1$, for $i = 1, \ldots, r$; $\hat{m}_i \geq 1$, for $i = 1, \ldots, s + g$; $\hat{m}_i \geq 1$, for $i = 1, \ldots, u + v + t$; and $\mu_j \neq 0, \pm 1$, for $j = 1, \ldots, u$. Let us set

$$
M := m_1 + \cdots + m_{r+h}, \quad \hat{M} := \hat{m}_1 + \cdots + \hat{m}_{s+g}, \quad \text{and}
$$

$$
\tilde{M} := \tilde{m}_1 + \cdots + \tilde{m}_u + 2\tilde{m}_{u+1} + \cdots + 2\tilde{m}_{u+v} + 2\tilde{m}_{u+v+1} + \cdots + 2\tilde{m}_{u+v+t}.
$$

Then, we have

$$
n = 2(M + \hat{M} + \tilde{M}) - r - s - 2v, \quad (3.3)
$$

$$
\text{rank}(A - A^\top) = 2(M + \hat{M} + \tilde{M}) - 2r - 2s - 2v - 2t. \quad (3.4)
$$

Equation (3.3) is immediate. In order to get (3.4), it suffices to check that the rank of the skew-symmetric part of the canonical blocks involved in this identity is the following

$$
\text{rank}(J_n(0) - J_n(0)^\top) = \begin{cases} 
  n-1 & \text{if } n \text{ is odd}, \\
  n & \text{if } n \text{ is even},
\end{cases} \quad (3.5)
$$

$$
\text{rank}(\Gamma_n - \Gamma_n^\top) = \begin{cases} 
  n-1 & \text{if } n \text{ is odd}, \\
  n & \text{if } n \text{ is even},
\end{cases} \quad (3.6)
$$

$$
\text{rank}(H_{2n}(\mu) - H_{2n}(\mu)^\top) = 2n \quad \text{if } \mu \neq 0, \pm 1, \quad (3.7)
$$

$$
\text{rank}(H_{4n-2}(-1) - H_{4n-2}(-1)^\top) = 4n - 2, \quad (3.8)
$$

$$
\text{rank}(H_{4n}(1) - H_{4n}(1)^\top) = 4n - 2. \quad (3.9)
$$

The first identity of (3.5) (i.e. for $n$ odd) is a consequence of the fact that any skew-symmetric matrix with odd size is singular, together with the fact that $e_1, \ldots, e_{n-1}$ belong to the column space of $J_n(0) - J_n(0)^\top$. To get the second identity in Equation (3.5) (i.e. for $n$ even), we can prove that $\det(J_n(0) - J_n(0)^\top) = \pm 1$ when $n$ is even. This can be done by induction, spanning the determinant across the first row, then across the first column, and then using induction in the remaining minor, namely $\det(J_{n-2}(0) - J_{n-2}(0)^\top)$.
Equation (3.6) is a consequence of the identity

\[
\Gamma_n - \Gamma_n^\top = \begin{cases} 
\begin{bmatrix} 
0 \\
\ddots & -2 \\
0 & \ddots \\
2 & \ddots \\
\ddots \\
-2 \\
-2 \\
\end{bmatrix} & \text{if } n \text{ is odd,} \\
\begin{bmatrix} 
-2 \\
\ddots \\
-2 \\
\end{bmatrix} & \text{if } n \text{ is even.}
\end{cases}
\]

Finally, Eqs. (3.7)–(3.9) follow from the identity:

\[
H_{2n}(\mu) - H_{2n}(\mu)^\top = \begin{bmatrix} 
1 - \mu \\
-1 & \ddots \\
\ddots & 1 - \mu \\
-1 & 1 - \mu \\
\mu - 1 \\
\ddots \\
\ddots & \ddots \\
\mu - 1 & 1 \\
\mu - 1 \\
\end{bmatrix}.
\]

From (3.3)–(3.4) we conclude

\[
n - \text{rank } (A - A^\top) = r + s + 2t. \tag{3.10}
\]

Now, transposing (3.1) and subtracting, we get

\[
X^\top (A - A^\top) X = 0. \tag{3.11}
\]

Since \( X \in \mathbb{C}^{n \times m} \) is a solution of (3.1), it must be \( \text{rank } X = \text{rank } X^\top = m \). Using this fact, together with the well-known inequality (see [16, page 13])

\[
\text{rank } (PQ) \geq \text{rank } P + \text{rank } Q - k, \quad \text{for } P \in \mathbb{C}^{p \times k} \text{ and } Q \in \mathbb{C}^{k \times q},
\]

we obtain

\[
\text{rank } (X^\top (A - A^\top)) \geq m + \text{rank } (A - A^\top) - n,
\]

and, then, using this inequality and (3.10), we get

\[
\dim(\text{Nul } (X^\top (A - A^\top))) = n - \text{rank } (X^\top (A - A^\top)) \leq n - (m + \text{rank } (A - A^\top) - n) = (n - m) + (n - \text{rank } (A - A^\top)) = n - m + r + s + 2t.
\]

Equation (3.11) implies that the column space of \( X \in \mathbb{C}^{n \times m} \) is contained in the null space of \( X^\top (A - A^\top) \). Since \( \text{rank } X = m \), the column space of \( X \) has dimension \( m \), so it must be

\[
m \leq n - m + r + s + 2t
\]

or, in other words,

\[
n \geq 2m - r - s - 2t,
\]
as wanted for the case in which \( d = 0 \).

Assume now that \( d > 0 \). Then, \( A \) can be written as in the statement of Lemma 2.3, with \( \tilde{A} \in \mathbb{C}^{(n-d)\times(n-d)} \) being the matrix obtained from \( A \) by deleting the \( d \) blocks \( J_1(0) \). By Lemma 2.3, \( X^\top A X = I_m \) is consistent if and only if \( X^\top \tilde{A} X = I_m \) is consistent. As we have just seen, the condition

\[
n - d \geq 2m - r - s - 2t
\]

is necessary for \( X^\top \tilde{A} X = I_m \) to be consistent, so it is also necessary for \( X^\top A X = I_m \) to be consistent. \( \square \)

We want to emphasize that Theorem 2 provides a necessary condition for Eq. (1.1) to be consistent, when \( B \) is symmetric, that covers all possible matrices \( A \). To see this, just note that conditions (i)–(v) in the statement are not restrictive at all, but just a particular description of the CFC of an arbitrary matrix \( A \).

The main open question after Theorem 2 is whether or not condition (3.2) is sufficient. We will show that it is sufficient with very few exceptions (see Theorem 8). The next example shows one of such exceptions.

**Example 1.** Let

\[
A = H_2(-1) = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}, \quad B = I_1 = 1.
\]

Then, we are in the case \( n = 2, m = 1, r = s = t = 0 \) in the statement of Theorem 2, so (3.2) is satisfied (recall that \( \mu = -1 \) is allowed in \( H_2(\mu) \), since, for \( H_{2n}(\mu) \), only \( \mu = 0, (-1)^{n+1} \) are not allowed). However, Eq. (1.1) is not consistent, since

\[
X^\top A X = \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = \begin{bmatrix} -x_2 & x_1 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = 0.
\]

The other exception for condition (3.2) to be sufficient is the presence of Type-II blocks of the form \( H_4(1) \) in the CFC of \( A \) (see Theorem 7).

**4. The Case Where CFC(\( A \)) is a Type-0 Block**

We start with the following result, whose proof is straightforward.

**Lemma 4.1.** The equation \( X^\top J_{n+1}(0) X = J_n(0) \) is consistent for \( n \geq 1 \). A solution is \( X = \begin{bmatrix} 0_{1\times n} \\ I_n \end{bmatrix} \).

The following result provides a characterization for the consistency of (3.1) when \( A \) is a single Type-0 block.

**Theorem 3.** Given \( m \geq 1 \), the equation

\[
X^\top J_n(0) X = I_m
\]

is consistent if and only if \( n \geq 2m - 1 \) and \( n > 1 \).
Proof. First, we analyze the case $m = 1$. Clearly, the equation $X^T J_1(0) X = I_m$ is not consistent, since $J_1(0) = [0]$, whereas $X^T J_n(0) X = I_1$, with $n > 1$, is consistent, and a solution is given by $X^T = [1 1 0 \cdots 0]_1 \times n$.

Let us assume that $m \geq 2$. In Theorem 2, the necessary condition (3.2) for $X^T J_n(0) X = I_m$ to be consistent when $n$ is odd reads $n \geq 2m - 1$. When $n$ is even, the condition reads $n \geq 2m$, which is equivalent to $n \geq 2m - 1$, since $2m - 1$ is odd. Let us see that $n \geq 2m - 1$ is also sufficient. The proof is divided in two cases:

1. Case $n = 2m - 1$. We consider separately the following cases:
   (a) If $n = 2m - 1$ with $m$ even, then $X^T J_{2m-1}(0) X = I_m$ is consistent, and a solution is
   \[
   X = \left[ X_{32} \atop 0_{1 \times 2} \right] \oplus \cdots \oplus \left[ X_{32} \atop 0_{1 \times 2} \right] \oplus X_{32}, \quad \text{where } X_{32} = \begin{bmatrix} 1 & 0 \\ 0 & -i \end{bmatrix}.
   \]
   (b) If $n = 2m - 1$ with $m \geq 3$ odd, then $X^T J_{2m-1}(0) X = I_m$ is consistent, and a solution is
   \[
   X = \left[ X_{32} \atop 0_{1 \times 2} \right] \oplus \cdots \oplus \left[ X_{32} \atop 0_{1 \times 2} \right] \oplus X_{53},
   \]
   \[
   \frac{m-2}{2} \text{ times}
   \]
   where $X_{32} = \begin{bmatrix} 1 & 0 \\ 1 & -i \end{bmatrix}$ and $X_{53} = \begin{bmatrix} 1 & 0 & 0 \\ 1 & i & 0 \\ 0 & 0 & 1 \\ 0 & -i & 0 \\ 0 & 0 & 1 \end{bmatrix}$.

2. Case $n > 2m - 1$. In 1(a) and 1(b), we have seen that the equation $X^T J_{2m-1}(0) X = I_m$ is consistent, and Lemma 4.1 implies that $X^T J_n(0) X = J_{2m-1}(0)$ is consistent as well. These results, together with Lemma 2.5, imply that $X^T J_n(0) X = I_m$ is consistent.

Note that the proof of Theorem 3 is constructive since, in the case where Eq. (4.1) is consistent, we provide an explicit solution of this equation.

5. The Case Where CFC($A$) is a Type-I Block

The first result in this section, whose proof is straightforward, will be used later. We denote by

\[
R_n := \begin{bmatrix} 1 \\ \vdots \\ 1 \end{bmatrix}
\]

the $n \times n$ antidiagonal matrix whose antidiagonal entries are all equal to 1.
Lemma 5.1. The equation

\[ X^\top \Gamma_{n+1} X = \Gamma_n \]

is consistent for \( n \geq 1 \). In particular,

(i) if \( n \) is odd, then \( X = \begin{bmatrix} 0 & 1 \times n \\ R_n \end{bmatrix} \) is a solution;

(ii) if \( n \) is even, then \( X = \begin{bmatrix} 1 \times n & 0 \end{bmatrix} \) is a solution.

The following result, analogous to Theorem 3, characterizes the consistency of (3.1) when \( A \) is a single Type-I block.

Theorem 4. Given \( m \geq 1 \), the equation

\[ X^\top \Gamma_n X = I_m \]

(5.1)
is consistent if and only if \( n \geq 2m - 1 \).

Proof. In Theorem 2, the necessary condition (3.2) for \( X^\top \Gamma_n X = I_m \) to be consistent when \( n \) is odd reads \( n \geq 2m - 1 \). When \( n \) is even, the condition reads \( n \geq 2m \) instead, but this is equivalent to \( n \geq 2m - 1 \), since \( n \) is even. Let us see that \( n \geq 2m - 1 \) is also sufficient:

1. Let \( n = 2m - 1 \). We will see that a solution of \( X^\top \Gamma_{2m-1} X = I_m \) is given by the matrix \( X \) defined below. To understand the pattern, it is important to note that (for both the odd and the even cases) the rows alternate between having a consecutive list of 1’s and a consecutive list of i’s.

\[
X^\top = \begin{cases} 
\begin{bmatrix} 
1 & 1 & 1 & \cdots & 1 & 1 \\
0 & i & i & \cdots & i & i \\
0 & 0 & 1 & \cdots & 1 & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & 1 & 1 \\
\end{bmatrix} & \text{if } m \text{ is odd,} \\
\begin{bmatrix} 
1 & 1 & 1 & \cdots & 1 & 1 \\
0 & i & i & \cdots & i & i \\
0 & 0 & 1 & \cdots & 1 & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & i & i \\
\end{bmatrix} & \text{if } m \text{ is even.}
\end{cases}
\]

(5.2)

We start with the case \( n = 2m - 1 \) when \( m \) is odd.

Let \( Y_1, \ldots, Y_{2m-1} \) be the columns of the matrix \( X^\top \) in (5.2). Then,

\[
X^\top \Gamma_{2m-1} = [Y_1 \ Y_2 \ \cdots \ Y_{2m-1}] \Gamma_{2m-1} = [Y_{2m-1} Y_{2m-1} - Y_{2m-2} \ \cdots \ Y_{m+1} + Y_m \ \cdots \ Y_1 - Y_2 - Y_2 + Y_1].
\]

Finally,

\[
(X^\top \Gamma_{2m-1})X = [B_1 \ B_2 \ B_3 \ B_4 \ \cdots \ B_m],
\]

where the columns of the product are computed below, in such a way that almost everything cancels out (note that \( Y_{m-i} = Y_{m+1+i} \) for \( i = 0, \ldots, m - 1 \) after reordering the summands:

\[
B_1 = Y_{2m-1} + (Y_{2m-1} - Y_{2m-2}) + (-Y_{2m-2} + Y_{2m-3}) + \cdots
\]
Recall that

\[ \begin{aligned}
+ (Y_3 - Y_2) + (-Y_2 + Y_1) &= 2(Y_{2m-1} - Y_2) + 2(-Y_{2m-2} + Y_3) + \cdots \\
+ 2(-Y_{m+1} + Y_m) + Y_1 &= Y_1 = e_1;
\end{aligned} \]

\[ B_2 = i \left( (Y_{2m-1} - Y_{2m-2}) + (-Y_{2m-2} + Y_{2m-3}) + \cdots + (Y_3 - Y_2) + (-Y_2 + Y_1) \right) \]
\[ = i \left( (Y_{2m-1} - Y_2) + 2(-Y_{2m-2} + Y_3) + \cdots + 2(-Y_{m+1} + Y_m) + (-Y_2 + Y_1) \right) = i(Y_1 - Y_2) = e_2; \]
\[ B_3 = (-Y_{2m-2} + Y_{2m-3}) + (Y_{2m-3} - Y_{2m-4}) + \cdots + (Y_3 - Y_2) + (-Y_2 + Y_1) \]
\[ = (-Y_{2m-2} + Y_3) + 2(Y_{2m-3} - Y_4) + \cdots + 2(-Y_{m+1} + Y_m) + (Y_3 - Y_2) = Y_3 - Y_2 = e_3; \]
\[ \vdots \]
\[ B_m = (-Y_{m+1} + Y_m) + (Y_m - Y_{m-1}) = (Y_m - Y_{m-1}) = e_m. \]

The proof for the case \( n = 2m - 1 \) when \( m \) is even is analogous.

2. Let \( n > 2m - 1 \). We have just seen in (a) that \( X^\top \Gamma_{2m-1} X = I_m \) is consistent, and, in Lemma 6.1, we have seen that \( X^\top \Gamma_n X = \Gamma_{2m-1} \) is consistent as well. Using Lemma 2.5, we conclude that \( X^\top \Gamma_n X = I_m \) is consistent as well.

\[ \square \]

Note that the proof of Theorem 4 is constructive. More precisely, when Eq. (5.1) is consistent, we provide an explicit solution of this equation, like in the proof of Theorem 3 with Eq. (4.1).

6. The Case Where CFC(A) is a Type-II Block

Recall that \( H_{2n}(\mu) \) is a Type-II block if and only if \( \mu \neq 0, (-1)^{n+1} \). The first result in this section, whose proof is straightforward, is the analogue of Lemmas 4.1 and 5.1 for Type-II blocks.

**Lemma 6.1.** For any complex \( \mu \) and any \( n \geq 1 \), the equation

\[ X^\top H_{2n+2}(\mu) X = H_{2n}(\mu) \]

is consistent. A particular solution is the \((2n + 2) \times (2n)\) matrix \( X = \begin{bmatrix} I_n & 0_n \\ 0_{1 \times n} & 0_{1 \times n} \\ 0_n & I_n \\ 0_{1 \times n} & 0_{1 \times n} \end{bmatrix} \).

The following three results are the analogues of Theorems 3 and 4 for a single Type-II block \( H_{2k}(\mu) \), depending on whether \( \mu \neq 0, \pm 1; \mu = -1; \) or \( \mu = 1 \).

**Theorem 5.** The equation

\[ X^\top H_{2m}(\mu) X = I_m, \quad \mu \neq 0, \pm 1 \] (6.1)

is consistent.

**Proof.** Let us first consider the cases \( m = 1, 2 \), and then the case \( m \geq 3 \).
1. Case $m = 1$. Let
\[ X^\top H_2(\mu)X = \begin{bmatrix} a & b \\ \mu & 0 \end{bmatrix} \begin{bmatrix} a \\ b \end{bmatrix} = \begin{bmatrix} ab(1 + \mu) \end{bmatrix}. \]
Then, a solution is $X = \begin{bmatrix} 1 & 1 \\ \frac{1}{1+\mu} & 0 \end{bmatrix}^\top$.

2. Case $m = 2$. Let $X = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$, so
\[ X^\top H_4(\mu)X = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} \mu + 1 & \mu \\ \mu & \mu - 1 \end{bmatrix}, \]
and let
\[ \det(X^\top H_4(\mu)X) = \frac{-1}{(\mu - 1)^2} \neq 0. \]
Then, $X^\top H_4(\mu)X$ is symmetric and nonsingular, so its CFC is $I_2$. Therefore, $X^\top H_4(\mu)X = I_2$ is consistent.

3. Case $m \geq 3$. Consider the following matrices $Z_a$ of size $m \times m$ and $X_a$ of size $2m \times m$:
\[
Z_a := \begin{bmatrix} 1 & 0 & \cdots & 0 \\ 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \frac{1}{\mu - 1} \end{bmatrix}, \quad \text{and} \quad X_a := \begin{bmatrix} I_m \\ Z_a \end{bmatrix}.
\]
Then,
\[
X_a^\top H_{2m}(\mu)X_a = \begin{bmatrix} 0 & I_m \\ J_m(\mu) & 0 \end{bmatrix} \begin{bmatrix} I_m \\ Z_a \end{bmatrix} = Z_a J_m(\mu) + Z_a \tag{6.2}
\]
\[
= \begin{bmatrix} \mu^2 - 1 & \mu & \cdots & 0 \\ \mu & \mu^2 & \cdots & 0 \\ 0 & \mu & \mu^2 & \cdots \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & 0 & \mu \end{bmatrix} \begin{bmatrix} \mu^2 - 1 & \mu & \cdots & 0 \\ \mu & \mu^2 & \cdots & 0 \\ 0 & \mu & \mu^2 & \cdots \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & 0 & \mu \end{bmatrix} + a(\mu^2 - 1) + 1.
\]
This matrix is symmetric. Therefore, if it has rank equal to $k$, then its CFC is $I_k \oplus 0_{m-k}$. Clearly the rank is, at least, $m - 1$, since the submatrix of size $(m - 1) \times (m - 1)$ obtained by deleting the first row and the last column has determinant equal to $\left(\frac{\mu}{\mu - 1}\right)^{m-1} \neq 0$. If we prove that, for any $\mu \neq 0, \pm 1$, there exists some value of $a$ such that $\det(X_a^\top H_{2m}(\mu)X_a) \neq 0$, then rank $(X_a^\top H_{2m}(\mu)X_a) = m$, which implies that the CFC of $X_a^\top H_{2m}(\mu)X_a$ is $I_m$, and the proof is finished.
For $k = 1, \ldots, m - 2$, consider the matrix $Y_{m-k}(\mu)$ of size $(m - k) \times
Now, we come back to the matrix determinant across the last row, we get and, equivalently,

\[ \det(Y_{m-k}(\mu)) = \begin{bmatrix} \mu^2 - 1 & \mu & 0 & \cdots & 0 & 0 \\ \mu & \mu^2 & \mu & \cdots & 0 & 0 \\ 0 & \mu & \mu^2 & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & \cdots & 0 & \mu & \mu^2 & \mu \\ 0 & \cdots & 0 & 0 & \mu & \mu^2 \end{bmatrix} \]

Note that

\[ \det(Y_2(\mu)) = \det \begin{bmatrix} \mu^2 - 1 & \mu \\ \mu & \mu^2 \end{bmatrix} = \mu^4 - 2\mu^2 = 0 \Leftrightarrow \mu \in \{0, \pm \sqrt{2}\} \quad (6.3) \]

and

\[ \det(Y_3(\mu)) = \det \begin{bmatrix} \mu^2 - 1 & \mu & 0 \\ \mu & \mu^2 & \mu \\ 0 & \mu & \mu^2 \end{bmatrix} = \mu^6 - 3\mu^4 + \mu^2 = 0 \Leftrightarrow \mu \in \left\{0, \pm \sqrt{\frac{3 \pm 5}{2}}\right\} \quad (6.4) \]

The only common root of \(Y_2(\mu)\) and \(Y_3(\mu)\) is \(\mu = 0\).

Suppose now that, for some \(\mu_0 \neq 0\) and some \(k \geq 3\), we have

\[ \det(Y_k(\mu_0)) = \det(Y_{k+1}(\mu_0)) = 0. \]

Spanning the determinant of \(Y_{k+1}(\mu_0)\) across the last row, we obtain

\[ \det(Y_{k+1}(\mu_0)) = \mu^2 \det(Y_k(\mu_0)) - \mu^2 \det(Y_{k-1}(\mu_0)), \]

and, equivalently,

\[ \det(Y_{k-1}(\mu_0)) = \det(Y_k(\mu_0)) - \frac{\det(Y_{k+1}(\mu_0))}{\mu^2}. \]

This implies that

\[ \det(Y_2(\mu_0)) = \det(Y_3(\mu_0)) = \cdots = \det(Y_{k+1}(\mu_0)) = 0, \]

which contradicts (6.3) and (6.4), since there is no \(\mu_0 \neq 0\) which makes \(Y_2(\mu_0)\) and \(Y_3(\mu_0)\) to be singular at the same time. Therefore, we conclude that, for any \(k \geq 2\) and any \(\mu_0 \neq 0\), either \(\det(Y_k(\mu_0)) \neq 0\) or \(\det(Y_{k+1}(\mu_0)) \neq 0\).

Now, we come back to the matrix \(X_a^\top H_{2m}(\mu)X_a\) in (6.2). Spanning its determinant across the last row, we get

\[ \det(X_a^\top H_{2m}(\mu)X_a) = \frac{1}{(\mu - 1)^m} \left[ (a(\mu^2 - 1) + 1) \det(Y_{m-1}(\mu)) - \mu^2 \det(Y_{m-2}(\mu)) \right]. \]

Let \(\mu_0 \notin \{0, 1, -1\}\). Then:

(a) If \(\det(Y_{m-2}(\mu_0)) = s \neq 0\), take \(a = \frac{1}{1-\mu^2}\), and so

\[ \det(X_a^\top H_{2m}(\mu_0)X_a) = -\frac{\mu^2}{(\mu - 1)^m} s \neq 0. \]

(b) If \(\det(Y_{m-2}(\mu_0)) = 0\), then \(\det(Y_{m-1}(\mu_0)) \neq 0\). Take \(a \neq \frac{1}{1-\mu^2}\), so that \(\det(X_a^\top H_{2m}(\mu_0)X_a) \neq 0\).
Then, for any $\mu \neq 0, \pm 1$, there exists some $a$ such that

$$\det(X_a^\top H_{2m}(\mu)X_a) \neq 0,$$

and the proof is finished.

\[ \square \]

**Theorem 6.** For all $m$ odd, the equation

$$X^\top H_{2m}(-1)X = I_m$$

(6.5)

is consistent if and only if $m \neq 1$.

**Proof.** When $m = 1$, (6.5) is not consistent (see Example 1).

Assume that $m \geq 3$. Consider the matrix $[I_m \ Z]$ of size $m \times 2m$ with

$$Z = \begin{bmatrix}
0 & 0 & \cdots & 0 & 1 & 1/2 \\
0 & 0 & \cdots & 0 & 1 & 0 \\
0 & 0 & \cdots & 1 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 1 & \cdots & 0 & 0 & 0 \\
1 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & \cdots & 0 & 0 & 0
\end{bmatrix}.$$

Then

$$[I_m \ Z] \begin{bmatrix} 0 & I_m \\ J_m(-1) & 0 \end{bmatrix} \begin{bmatrix} I_m \\ Z^\top \end{bmatrix} = ZJ_m(-1) + Z^\top = \begin{bmatrix}
0 & 0 & \cdots & 0 & 0 & 1/2 \\
0 & 0 & \cdots & 0 & 1 & 0 \\
0 & 0 & \cdots & 1 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 1 & \cdots & 0 & 0 & 0 \\
1/2 & 0 & \cdots & 0 & 0 & 0
\end{bmatrix}$$

is symmetric and nonsingular, and so its CFC is $I_m$. Therefore, (6.5) is consistent.

We can provide a particular solution of (6.5). Consider the $m \times m$ matrix:

$$Y = \begin{bmatrix}
1 & 0 & 0 & \cdots & 0 & \cdots & 0 & 0 & 1 \\
0 & 1 & 0 & \cdots & 0 & \cdots & 0 & \frac{1}{2} & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & \cdots & 0 & 1 & 0 & \frac{1}{2} & 0 & \cdots & 0 \\
0 & \cdots & 0 & 0 & 1 & 0 & \cdots & 0 & 0 \\
0 & \cdots & 0 & i & 0 & -\frac{1}{2} & 0 & \cdots & 0 \\
0 & \cdots & 0 & i & 0 & \cdots & \cdots & \cdots & \cdots \\
i & 0 & \cdots & 0 & \cdots & 0 & -\frac{1}{2} & 0 & i \\
i & 0 & \cdots & 0 & \cdots & 0 & 0 & -i & \end{bmatrix}.$$

Multiplying by blocks, it is straightforward to check that

$$Y \cdot [I_m \ Z] H_{2m}(-1) \begin{bmatrix} I_m \\ Z^\top \end{bmatrix} \cdot Y^\top = I_m.$$
The matrix equation

\[
X^\top H_{2m}(1)X = I_{m+1}
\]  

is consistent if and only if \( m \neq 2 \).

**Proof.** Let us partition \( X^\top = [Y \ Z] \), with \( Y, Z \in \mathbb{C}^{(m+1) \times m} \). Then

\[
X^\top H_{2m}(1)X = [Y \ Z] \begin{bmatrix} 0 & I_m \\ J_m(1) & 0 \end{bmatrix} [Y^\top \ Z^\top] = ZJ_m(1)Y^\top + YZ^\top = ZJ_m(0)Y^\top + ZY^\top + YZ^\top.
\]

The consistency of (6.7) is equivalent to the matrix (6.8) being symmetric and nonsingular. If this is the case, the CFC of the matrix in (6.8) is \( I_{m+1} \), so the matrix will be congruent to \( I_{m+1} \). As the sum \( ZY^\top + YZ^\top \) is symmetric, the matrix in (6.8) is symmetric if and only if \( ZJ_m(0)Y^\top \) is symmetric as well. Let us first analyze the case \( m = 2 \), and then the case \( m \geq 4 \):

\[
\cdot \quad \text{[m = 2]} \quad \text{We will show that the matrix equation } X^\top H_4(1)X = I_3 \text{ is not consistent. To do this, we will show that, if } ZJ_2(0)Y^\top \text{ is symmetric, then } X^\top H_4(1)X \text{ must be singular, so it cannot be equal to } I_3.
\]

Let \( Y_1, Y_2 \) and \( Z_1, Z_2 \) denote the columns of \( Y \) and \( Z \), respectively. If \( ZJ_2(0)Y^\top \) is symmetric, then \( ZJ_2(0)Y^\top = YJ_2(0)^\top Z^\top \), which is equivalent to \( Z_1Y_2^\top = Y_2Z_1^\top \), and this implies \( Z_1 = \alpha Y_2 \), for some \( \alpha \in \mathbb{C} \). If rank \([Y_1 \ Z_1 \ Z_2]\) \(< 3\), then rank \( X \) \(< 3 \), which, in turn, implies rank \( X^\top H_4(1)X \) \(< 3 \), and we are finished. Otherwise, there is some nonzero vector \( v \in \mathbb{C}^3 \) satisfying

\[
\begin{bmatrix} Y_1^\top \\ Z_1^\top \\ Z_2^\top \end{bmatrix} v = \begin{bmatrix} -1 \\ 0 \\ \alpha \end{bmatrix}.
\]

Then:

\[
X^\top H_4(1)X v = ZJ_2(0)Y^\top v + (ZY^\top) v + (YZ^\top) v = Z_1Y_2^\top v + Z_1Y_1^\top v + Z_2Y_2^\top v + Y_1Z_1^\top v + Y_2Z_2^\top v = 0 - Z_1 + 0 + 0 + \alpha Y_2 = 0.
\]
This means that there is a nonzero vector in the right null space of \( X^\top H_4(1) X \), so \( X^\top H_4(1) X \) is singular, as claimed.

Let \( X \in \mathbb{C}^{2m \times (m+1)} \) be given by

\[
X^\top = [Y | Z] = \begin{bmatrix}
0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
1 & 0 & 0 & \cdots & 0
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & 1 & 0 \\
0 & \cdots & 0 & 0 & 1 \\
0 & \cdots & 0 & 0 & 0
\end{bmatrix}, \quad (6.9)
\]

with \( Y, Z \in \mathbb{C}^{(m+1) \times m} \). We analyze independently the three addends in the right-hand side of (6.8):

- \( YZ^\top = Y \begin{bmatrix} I_m \\ 0_{1 \times m} \end{bmatrix} \begin{bmatrix} \end{bmatrix} = Y \begin{bmatrix} 0 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & 1 \\
0 & \cdots & 0 & 0 \\
0 & \cdots & 0 & 0 \\
1 & 0 & \cdots & 0
\end{bmatrix} \]

- \( ZY^\top = (YZ^\top)^\top = \begin{bmatrix} \end{bmatrix} \begin{bmatrix} 0 \cdots 0 \cdots 0 \cdots 0 \\
0 \cdots 0 \cdots 0 \cdots 0 \\
0 \cdots 0 \cdots 0 \cdots 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 \cdots 0 \cdots 0 \cdots 0 \\
0 \cdots 0 \cdots 0 \cdots 0
\end{bmatrix} \]

- \( ZJ_m(0)Y^\top = \begin{bmatrix} I_m \\ 0_{1 \times m} \end{bmatrix} J_m(0) \begin{bmatrix} \end{bmatrix} = \begin{bmatrix} 0 & \cdots & 0 & 0 & 1 \\
0 & \cdots & 0 & 0 & 1 \\
0 & \cdots & 0 & 1 & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & 0 & 1 \\
0 & \cdots & 0 & 0 & 0
\end{bmatrix} \]

Adding all together, we obtain:

\[
ZJ_m(0)Y^\top + ZY^\top + YZ^\top = \begin{bmatrix} 0 & \cdots & 0 & 0 & 0 & 1 \\
0 & \cdots & 0 & 0 & 1 & 1 \\
0 & \cdots & 0 & 1 & 2 & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & 0 & 0 & 0 \\
0 & \cdots & 0 & 0 & 0 & 0 \\
1 & 0 & \cdots & 0 & 0 & 0
\end{bmatrix} \]

which is a symmetric and nonsingular matrix, so we are done.
The next remark, which summarizes all results of this section, characterizes the consistency of (3.1) when $A$ is a single Type-II block.

**Remark 6.2.** Given $m \geq 1$, regarding the consistency of

$$X^\top H_{2k}(\mu)X = I_m, \quad \text{with } \mu \neq 0, (-1)^{k+1}, \quad (6.10)$$

we have the following:

(i) If $\mu \neq 0, \pm 1$, then (6.10) is consistent if and only if $k \geq m$.

(ii) If $\mu = -1$, then $k$ is odd, and

(a) if $k = 1$, then (6.10) is not consistent;

(b) if $k \geq 3$ is odd, then (6.10) is consistent if and only if $k \geq m$.

(iii) If $\mu = 1$, then $k$ is even, and

(a) if $k = 2$, then (6.10) is only consistent for $m = 1, 2$;

(b) if $k \geq 4$ is even, then (6.10) is consistent if and only if $k \geq m - 1$.

Let us check the results item by item. For item (i), the necessity is given in (3.2) of Theorem 2, and the sufficiency follows from Theorem 5, Lemmas 2.4, and 2.5. Item (ii)(a) is part of Theorem 6. For item (ii)(b), the necessity is given in (3.2) of Theorem 2, and the sufficiency follows from Theorem 6, Lemmas 2.4, and 2.5. Regarding (iii)(a): for $m = 1$, the equation $X^\top H_4(1)X = I_1$ has solution $X = \begin{bmatrix} 1 & 1/2 & 0 & 1 \end{bmatrix}^\top$; for $m = 2$, the equation $X^\top H_4(1)X = I_2$ has solution $X = \begin{bmatrix} 1 & 1/2 & 0 & 1 \\ i & -i/2 & 0 & i \end{bmatrix}^\top$; for $m = 3$, the inconsistency of $X^\top H_4(1)X = I_3$ is part of Theorem 7; and, for $m > 3$, the inconsistency is a consequence of the inconsistency for $m = 3$ together with Lemma 2.4. As for item (iii)(b), the necessity is given in (3.2) of Theorem 2, and the sufficiency follows from Theorem 7, Lemmas 2.4, and 2.5.

7. A Necessary and Sufficient Condition

In this section, we prove that (3.2) is a sufficient condition for Eq. (3.1) to be consistent, provided that the CFC of $A$ does not contain blocks of either the form $H_4(1)$ or the form $H_2(-1)$. This is stated in the following result.

**Theorem 8.** Let $B$ be a complex symmetric matrix with rank $B = m$, and let $A \in \mathbb{C}^{n \times n}$ be a matrix whose CFC has

(i) exactly $d$ Type-0 blocks of the form $J_1(0)$,

(ii) exactly $r$ Type-0 blocks with odd size greater than 1,

(iii) exactly $s$ Type-I blocks with odd size,

(iv) exactly $t$ Type-II blocks of the form $H_{4k}(1)$, with $k \geq 2$,

(v) no Type-II blocks of either the form $H_2(-1)$ or $H_4(1)$, and

(vi) an arbitrary number of Type-0, Type-I, and Type-II blocks with other sizes.

Then, $X^\top AX = B$ is consistent if and only if

$$n - d \geq 2m - r - s - 2t. \quad (7.1)$$
Proof. First, we may assume both $A$ and $B$ are in CFC. In particular, $A$ has $d$ blocks of type $J_1(0)$ and $B$ is of the form $I_m \oplus J_1(0) \oplus \cdots \oplus J_1(0)$. By Lemma 2.3, we can get rid of the $J_1(0)$ blocks in both $A$ and $B$, so we can assume that $A$ has size $(n - d) \times (n - d)$ and $B = I_m$.

Now, in the conditions of the statement, we can write

\[
A = J_{2m_1-1}(0) \oplus \cdots \oplus J_{2m_r-1}(0) \oplus J_{2m_r+1}(0) \oplus \cdots \oplus J_{2m_r+h}(0)
\]

\[
\oplus \Gamma_2 \oplus \cdots \oplus \Gamma_2 \oplus \Gamma_{2m_1+1} \oplus \cdots \oplus \Gamma_{2m_r+g} \oplus \cdots \oplus \Gamma_{2m_r+g}
\]

\[
(\mu_1) \oplus \cdots \oplus H \oplus (\mu_u) \oplus H \oplus (\mu_v) \oplus \cdots \oplus H \oplus (\mu_t)
\]

\[
\oplus H \oplus (1) \oplus \cdots \oplus H \oplus (1),
\]

where $m_i > 1$ for $i = 1, \ldots, r$; $\tilde{m}_{u+v+k} > 1$ for $k = 1, \ldots, t$; and $\mu_j \neq 0, \pm 1$, for $j = 1, \ldots, u$.

Note that condition (7.1) is equivalent to

\[
n - d = (2m_1 - 1) + \cdots + (2m_r - 1) + 2m_{r+1} + \cdots + 2m_{r+h} + 2\tilde{m}_1 + \cdots + 2\tilde{m}_u + (4\tilde{m}_{u+1} + 2) + \cdots + (4\tilde{m}_{u+v} + 2)
\]

\[
\geq 2m - r - s - 2t.
\]

If we set

\[
\tilde{m} : = m_1 + \cdots + m_r + m_{r+1} + \cdots + m_{r+h}
\]

\[
+ \tilde{m}_1 + \cdots + \tilde{m}_u + (2\tilde{m}_{u+1} + 1) + \cdots + (2\tilde{m}_{u+v} + 1)
\]

\[
+ (2\tilde{m}_{u+v+1} + 1) + \cdots + (2\tilde{m}_{u+v+t} + 1),
\]

then condition (7.1) becomes $\tilde{m} \geq m$. In turn, the statement of the theorem becomes:

\[
X^T A X = I_m
\]

is consistent if and only if $\tilde{m} \geq m$.

Theorem 2 proves that (7.1) is necessary, so $\tilde{m} \geq m$ is necessary. Let us prove that $\tilde{m} \geq m$ is sufficient as well. Suppose first that $\tilde{m} = m$. According to Theorem 3, there exist $X_1, \ldots, X_r$ such that

\[
X_i^T J_{2m_i-1}(0) X_i = I_{m_i} \quad \text{for} \quad i = 1, \ldots, r,
\]

and there also exist $X_{r+1}, \ldots, X_{r+h}$ such that

\[
X_j^T J_{2m_j}(0) X_j = I_{m_j} \quad \text{for} \quad j = r + 1, \ldots, r + h.
\]

According to Theorem 4, there exist $Y_1, \ldots, Y_s$ such that

\[
Y_i^T \Gamma_{2\tilde{m}_i-1} Y_i = I_{\tilde{m}_i} \quad \text{for} \quad i = 1, \ldots, s,
\]

and there also exist $Y_{s+1}, \ldots, Y_{s+g}$ such that

\[
Y_j^T \Gamma_{2\tilde{m}_j} Y_j = I_{\tilde{m}_j} \quad \text{for} \quad j = s + 1, \ldots, s + g.
\]

According to Theorem 5, there exist $Z_1, \ldots, Z_u$ such that

\[
Z_i^T H \oplus (\mu_i) Z_i = I_{\tilde{m}_i} \quad \text{for} \quad i = 1, \ldots, u;
\]

\[
\end{proof}
according to Theorem 6 there exist $Z_{u+1}, \ldots, Z_{u+v}$ such that
\[
Z_j^\top H_{4 \tilde{m}_j + 2} (-1) Z_j = I_{2 \tilde{m}_j + 1}
\]
for $j = u + 1, \ldots, u + v$; and according to Theorem 7, there exist $Z_{u+v+1}, \ldots, Z_{u+v+t}$ such that
\[
Z_j^\top H_{4 \tilde{m}_k} (-1) Z_j = I_{2 \tilde{m}_k + 1}
\]
for $k = u + v + 1, \ldots, u + v + t$.

Then, $X^\top AX = I_m$ is consistent, with a solution given by
\[
X = (X_1 \oplus \cdots \oplus X_{r+h}) \bigoplus (Y_1 \oplus \cdots \oplus Y_{s+g}) \bigoplus (Z_{1} \oplus \cdots \oplus Z_{u+v+t}).
\]

(7.2)

Suppose now that $\tilde{m} > m$. As we have just proved, $X^\top AX = I_{\tilde{m}}$ is consistent (with a solution $X$ given in (7.2)). Then, the consistency of $X^\top AX = I_m$ follows from Lemmas 2.4 and 2.5. So $\tilde{m} \geq m$ is sufficient.

Remark 7.1. In the proof of Theorem 8, we show that Eq. (1.1), with $B$ symmetric and $A$ in the conditions of the statement, is consistent if and only if, after taking $A$ and $B$ to their CFC, the equation is consistent block-wise, where the (three) blocks of $A$ are the direct sum of all Type-0, Type-I, and Type-II blocks in the CFC, respectively (and those of $B$ are identities of the appropriate size).

After Theorem 8, it is natural to ask whether or not allowing the blocks of the form $H_2(-1)$ and $H_4(1)$ to appear in the CFC of $A$ one could get a characterization like the one in this theorem for the consistency of Eq. (1.1) with $B$ symmetric. We have seen in Example 1 and in Theorem 7 that $X^\top H_2(-1)X = I_1$ and $X^\top H_4(1)X = I_3$, respectively, are not consistent, so their inclusion in the CFC of $A$ has an unknown effect on the increase of the value of $m$ (the rank/size of $B$) in the bound (7.1). Following Remark 7.1, we should look for a sufficient condition like (3.2) that allows one to construct a block-wise solution, looking only at the direct sum of blocks of the same type. However, it may happen that the combined effect of blocks of either the form $H_2(-1)$ or $H_4(1)$, together with some other blocks in the CFC of $A$, make Eq. (1.1) to be consistent, even if the equation is not consistent block-wise. This is indeed what happens, as the following examples show.

Example 2. Let
\[
A = H_2(-1) \oplus J_2(0) = \begin{bmatrix} 0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad B = I_2 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}.
\]

With these $A$ and $B$, Eq. (1.1) is consistent. A particular solution is
\[
X = \begin{bmatrix} i & 0 \\ 0 & 1 \\ 1 & i \\ 1 & -i \end{bmatrix}.
\]
However, this equation is not consistent block-wise, since $X^\top H_2(-1)X = I_1$ is not consistent (see Example 1).

**Example 3.** Let

$$A = H_4(1) \oplus J_2(0) = \begin{bmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}, \quad B = I_4 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}. $$

With these $A$ and $B$, Eq. (1.1) is consistent, and a particular solution is

$$X = \begin{bmatrix} 1 & 0 & 0 & i \\ \frac{1}{2} & 0 & 0 & \frac{-i}{2} \\ 0 & 1 & i & 0 \\ \frac{1}{2} & 0 & 0 & \frac{-i}{2} \\ 0 & \frac{-i}{2} & \frac{i}{2} & 0 \end{bmatrix}. $$

Again, the equation is not consistent block-wise, since $X^\top H_4(1)X = I_3$ is not consistent (see Theorem 7).

### 8. Conclusions and Open Problems

We have provided necessary and sufficient conditions for the matrix equation (1.1) to be consistent when $B$ is symmetric. We have also extended the well-known characterization of congruence for two symmetric square matrices of the same size, to matrices not necessarily having the same size. The characterization for the case when $B$ is symmetric depends on the CFC of $A$ and $B$ (in particular, $\text{CFC}(B) = I_m$). However, this characterization does not include the case where $\text{CFC}(A)$ contains Type-II blocks of either the form $H_4(1)$ or $H_2(-1)$.

As a continuation of this work, the following lines of research arise:

- To obtain necessary and sufficient conditions, like in Theorem 8, for Eq. (1.1) to be consistent in the case where $B$ is skew-symmetric.
- To get a characterization for Eq. (1.1) to be consistent, with $B$ symmetric and $A$ arbitrary (namely, including the case where its CFC has blocks of the form $H_4(1)$ and $H_2(-1)$).
- To obtain necessary and sufficient conditions for Eq. (1.1) to be consistent when $\text{CFC}(A)$ contains only one block, and $B$ is arbitrary.
- (Quite hard) To get necessary and sufficient conditions for Eq. (1.1) to be consistent, with $A$ and $B$ arbitrary.

Another natural project that can be addressed consist in analyzing the consistency of Eq. (1.1) over the real field (instead of the complex one). That would require to use an appropriate canonical form for congruence over $\mathbb{R}$. Finally, it also remains as an open problem to address the consistency of the
related equation $X^*AX = B$, where $(\cdot)^*$ denotes complex conjugation, over the complex field.
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