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The characterization of the maximally achievable entanglement in a given physical system is relevant, as entanglement is known to be a resource for various quantum information tasks. This holds especially for pure multiparticle quantum states, where the problem of maximal entanglement is not only of physical interest, but also closely related to fundamental mathematical problems in multilinear algebra and tensor analysis. We propose an algorithmic method to find maximally entangled states of several particles in terms of the geometric measure of entanglement. Besides identifying physically interesting states our results deliver insights to the problem of absolutely maximally entangled subspaces.

Introduction.— Quantum entanglement is central for applications like quantum metrology or quantum cryptography, where it allows to outperform classical resources [1–3]. Consequently, quantum states which exhibit a maximal amount of entanglement are candidates for resourceful states and for a given physical system, it is natural to ask for the maximal entanglement that can be contained in it. For the two-particle case, the maximally entangled states are the generalized Bell states. These serve as a unit of entanglement and so the identification of maximally entangled multiparticle states may contribute to the quest of determining minimal reversible entanglement generating sets [4–6].

Apart from its practical relevance, the problem is also from a purely theoretical point of view highly nontrivial. In multiparticle systems the phenomenon of entanglement monogamy expresses the fact that one party, say Alice, cannot be maximally entangled with Bob and, at the same time, be maximally entangled with Charlie [7]. This puts strong constraints on the possible entanglement distribution and stresses that multiparticle entanglement offers a complex structure. Indeed, the amount of entanglement present in a system cannot be captured by a single number [4]. This results in a variety of quantifiers, each emphasizing a different property that makes a state a valuable resource [8–10]. A prominent example is the notion of absolutely maximally entangled (AME) states which are notoriously difficult to characterize [11–16]. Still, the analysis of AME states is important for understanding quantum error correction and regarded as one of the central problems in the field [17, 18].

The geometric measure of entanglement [19–22], measuring the proximity of a quantum state to the set of product states, has an intuitive meaning and also offers multiple operational interpretations. For instance, it relates to multiparticle state discrimination using LOCC [23], the additivity of channel capacities [24], quantum state estimation [25] and was also used to describe quantum phase transitions [26–29]. Further, it has been realized that generic quantum states are highly entangled [30]. In complexity theory, identifying maximally entangled states and computing their geometric measures allows for the identification of cases where the MAX-N-local Hamiltonian problem and its product state approximation deviate maximally [31, 32]. So, although high entanglement does not guarantee that a quantum state is useful for all tasks [33–35], finding maximally entangled states has been recognized as a natural and important problem [32]. So far, however, maximally entangled states have only been identified within the low-dimensional family of symmetric qubit states, where their computation is related to the problem of distributing charges on the unit sphere [10, 36], or within the family of graph states that stem from bipartite graphs [37].

Mathematically, the complexity of the task reflects the fact that pure multiparticle states are described by tensors. In contrast to the matrix case, notions like ranks and eigenvalues are for tensors much less understood and their computation turns out to be a hard problem [38, 39]. Interestingly, the geometric measure is closely related to the recently introduced concept of tensor eigenvalues [21, 40–43] as well as to the notion of injective tensor norms [44, 45] and matrix permanents [46]. Here, maximally entangled states offer maximal tensor eigenvalues [47] and it was conjectured that the overlap of a multiparticle qubit state with the set of product states decreases exponentially in the number of particles [45]. So, the identification of maximally entangled states provides valuable intuition to decide this conjecture.

In this paper we design an iterative method for finding maximally entangled states with respect to geometric measure. Choosing initially a generic multiparticle quantum state, we show that in each step of the algorithm the geometric measure increases. We apply the algorithm to various multiparticle systems and identify for moderate sizes the corresponding states, revealing an interesting connection to AME states. Further, we demonstrate the flexibility of our method by applying it to the search of maximally entangled subspaces and provide a full characterization for the case of three qubits.

The geometric measure.— This measure quantifies how well a given multiparticle quantum state can be approx-
imated by pure states. More formally [19–22], given $|\varphi\rangle$ one defines $G(|\varphi\rangle) = 1 - \lambda^2(|\varphi\rangle)$ with
\[
\lambda^2(|\varphi\rangle) = \max_{|\pi\rangle} \langle\pi|\varphi\rangle^2,
\]
where the maximization runs over all product states $|\pi\rangle$ of the corresponding system. This quantity for pure states can be extended to mixed states via the convex roof construction and is then a proper entanglement monotone [21].

While computing $\lambda^2$ for general pure state is, in principle, difficult [48], there is a simple see-saw iteration that can be used [49–51]. For a three-partite state $|\varphi\rangle$, the algorithm starts with a random product state $|a_0b_0c_0\rangle$. From this we can compute the non-normalized state $|\tilde{a}\rangle = \langle b_0c_0|\varphi\rangle$, and make the update $|a_0\rangle \rightarrow |a_1\rangle = |\tilde{a}\rangle/\sqrt{\langle\tilde{a}|\tilde{a}\rangle}$. The procedure is repeated for the second qubit $|b_0\rangle$, starting in the product state $|a_1b_0c_0\rangle$. This is then iterated until one reaches a fixed point. Of course, this fixed point is not guaranteed to be the global optimum, in practice, however, this method works very well.

Idea of the algorithm.— We present the algorithm for the case of three qubits. The generalization to arbitrary multiparticle systems is straightforward and is discussed in Appendix A [52]. As initial state $|\varphi\rangle$ we choose a random pure three qubit state. Then, we compute its closest product state $|\pi\rangle$ via the see-saw algorithm described above. We can assume without loss of generality that $|\pi\rangle = |000\rangle$. We write $\lambda = \langle\varphi|\pi\rangle$ for the maximal overlap of $|\varphi\rangle$ with the set of all product states. Note that for a generic quantum state the closest product state is unique.

The key idea is now to perturb the state $|\varphi\rangle$ in a way that the overlap with $|\pi\rangle$ decreases. If $|\pi\rangle$ is the unique closest product state and the perturbation is small, one can then expect that the overlap with all product states decreases. So, we consider the orthocomplement of $|\pi\rangle = |000\rangle$, that is, the complex subspace spanned by $|001\rangle, |010\rangle, |100\rangle, |011\rangle, |101\rangle, |110\rangle, |111\rangle$. This subspace gives rise to a projection operator $\Pi = \mathbb{I} - |\pi\rangle\langle\pi|$ and we compute the best approximation of the state $|\varphi\rangle$ within this subspace, given by $|\eta\rangle = \Pi|\varphi\rangle/\sqrt{\langle\Pi|\varphi\rangle}$, where $\mathcal{M}$ denotes the normalization. Then, we shift the state $|\varphi\rangle$ in the direction of $|\eta\rangle$ by some small amount $\theta > 0$. Hence the state update rule is given by
\[
|\varphi\rangle \rightarrow |\tilde{\varphi}\rangle := \frac{1}{\mathcal{N}}(|\varphi\rangle + \theta|\eta\rangle)
\]
where $\mathcal{N}$ is a normalization factor.

In the next step, we calculate the best rank one approximation to $|\tilde{\varphi}\rangle$. This process is iterated until the geometric measure is not increasing under the update rule (2). In this case, one can reduce the step size or the algorithm terminates.

One can directly check that the overlap with $|\pi\rangle$ is smaller for $|\tilde{\varphi}\rangle$ than for $|\varphi\rangle$. Indeed one has
\[
|\langle\pi|\tilde{\varphi}\rangle|^2 = \frac{1}{\mathcal{N}^2}|\langle\pi|\varphi\rangle + \theta\langle\pi|\eta\rangle|^2 = \frac{\lambda^2}{\mathcal{N}^2} < \lambda^2
\]
since $\mathcal{N} > 1$ if $\theta > 0$. In fact, a much stronger statement holds:

**Observation 1.** For a generic quantum state $|\psi\rangle$ there always exists a $\Theta > 0$ such that the updated state $|\tilde{\psi}\rangle$ according to Eq. (2) with step size $\theta < \Theta$ fulfills $\langle\psi|\tilde{\psi}\rangle < G(|\psi\rangle)$.

The proof is given in Appendix A [52], so this observation can indeed be turned into an observer-independent fact. Observation 1 thus guarantees that the proposed algorithm yields a sequence of states with increasing geometric measure. Interestingly, the proof does not use the fact that $|\pi\rangle$ is a product state, so any figure of merit based on maximizing the overlap with pure states from some subset can be optimized with our method.

Implementation.— Thanks to the update rule in Eq. (2), we can make use of advanced descent optimization algorithms in order to obtain faster convergence and higher robustness against local optima [53, 54]. We have implemented a descent algorithm with momentum as well as the Nesterov accelerated gradient (NAG) [55]. The idea behind the momentum version is to keep track of the direction of the updates. More precisely, the update direction $|\eta_n\rangle$ in the $n$-th iteration will be a running average of the previously encountered updates $|\eta_1\rangle, \ldots, |\eta_{n-1}\rangle$. For the NAG method, the update vector is, contrary to Eq. (2), evaluated at a point estimated from previous accumulated updates, and not at $|\varphi\rangle$. A more detailed discussion and a comparison of the different methods can be found in Appendix B [52]. The convergence of the algorithm in the case of qubits is also shown in Fig. 1.

After the algorithm has terminated, one obtains a tensor presented in a random basis. In order to identify the state and to obtain a concise form, we have to find appropriate local basis for each party, such that the state becomes as simple as possible. This can be done by a suitable local unitary transformation, see Appendix C for details [52].

Results for qubits.— For two qubits, the maximally entangled state is the Bell state and our algorithm directly converges to this maximum. For the case of three qubits there are two different equivalence classes of genuine tripartite entangled states with respect to stochastic local operations and classical communication (SLOCC) [56], namely $|W\rangle = (|001\rangle + |010\rangle + |100\rangle)/\sqrt{3}$ and $|GHZ\rangle = (|000\rangle + |111\rangle)/\sqrt{2}$. While $G(|GHZ\rangle) = 1/2$ one has $G(|W\rangle) = 5/9$, what turns out to be the maximizer among all tripartite states [6]. Indeed, after 150 iterations, the algorithm yields the W state. It should be noted, that in this case the maximizer belongs to the family of symmetric states. Operationally, the W state
is the state with the maximal possible bipartite entanglement in the reduced two-qubit states [56].

For four qubits, the algorithm yields after 300 iterations the state

$$|\tilde{M}\rangle = \frac{1}{\sqrt{3}} (|\text{GHZ}_{12}\rangle + e^{2\pi i/3} |\text{GHZ}_{34}\rangle + e^{4\pi i/3} |\text{GHZ}_{24}\rangle)$$

(4)

where $|\text{GHZ}_{ij}\rangle$ means a four-qubit GHZ state where a bit flip is applied at party $i$ and $j$. Note that the phases form a trine in the complex plane and that the state is a phased Dicke state [57]. This state can be shown to form a trine in the complex plane and that the state is the state with the maximal possible bipartite entanglement of the reduced two-qubit states [56].

For five qubits, the algorithm converges to a state $|G_0\rangle$, that can be identified with the ring cluster state (a 5-cycle graph state) yielding a geometric measure of $0.86855 \approx \frac{1}{10} (33 - \sqrt{3})$. The state $|G_0\rangle$ appears in the context of the five-qubit error correcting code [59]. Some basic facts concerning cluster and graph states are given in Appendix D [52]. Similarly, for six qubits we obtain a graph state $|G_6\rangle$ with a measure of $0.9166 \approx \frac{17}{18}$. This is again connected to the ring cluster state and $|G_6\rangle$ are AME states, see also below. For seven qubits, we find a numerical state with maximally mixed two-body marginals, where the spectra of the three-body marginals are all the same. This motivates to introduce the class of maximally marginal symmetric states (MMS), as a natural extension of notion of AME states.

Table I. Maximally entangled states found by the algorithm for systems between two and seven qubits. Here $|\varphi\rangle_{\text{max}}$ refers to the state found by algorithm and $G_{\text{max}}$ denotes the geometric measure of corresponding state.

| $n$ | $G_{\text{max}}$ | $|\varphi\rangle_{\text{max}}$ |
|-----|-----------------|------------------|
| 2   | $\frac{\sqrt{3}}{3}$ | $|\varphi\rangle_{\text{max}}$ |
| 3   | $0.5555 \approx \frac{5}{9}$ | $|W\rangle$ |
| 4   | $0.7777 \approx \frac{7}{9}$ | $|M\rangle$ |
| 5   | $0.8680 \approx \frac{1}{10} (33 - \sqrt{3})$ | $|G_5\rangle$ |
| 6   | $0.9166 \approx \frac{17}{18}$ | $|G_6\rangle$ |
| 7   | $\geq 0.941$ | MMS(7, 2) |

Relation to AME states.— One calls a multiparticle state AME, if it is a maximally entangled state for any bipartition. For bipartite entanglement measures, is is well known that pure states with maximally mixed marginals are the maximally entangled states [58, 60, 61]. Consequently, an $n$-partite pure multi-qubit state is AME if all reductions to $\left(\frac{n}{2}\right)$ parties are maximally mixed, such a state is then denoted by AME($n$, $d$). Interestingly, not for all values of $n$ and $d$ AME states exist and quests for AME states is a central problem in entanglement theory [17]. The non-existence of AME states was first encountered for four qubits [58], but interestingly, the M state in Eq. (4) that maximizes the geometric measure can be viewed as the best possible replacement, since the one-body marginals are maximally mixed and all 2-body marginals, albeit not being maximally mixed have the same spectrum [14]. For five and six qubits the states found by our algorithm are just the known AME states, see also Appendix D [52]. For $n \geq 7$ no AME($n$, $d$) state exist [11, 15]. A potential approximation $|F\rangle$ to the AME state of seven qubits has been identified [15], which is a graph state corresponding to the Fano plane. This state has a measure of $G(|F\rangle) = 15/16 = 0.9375$, thus smaller as the measure of the MMS state found by the algorithm.

While for certain values of $n$ and $d$ no AME state exists, it appears that multiple AME states can exist for other choices. In fact, it has been shown that those states can be even SLOCC inequivalent [62, 63]. It is in general a difficult problem to decide whether two states belong to the same SLOCC class, but for the case of AME states it can be drastically simplified using our algorithm in combination with the Kempf-Ness theorem [64]. First, notice that states with maximally mixed 1-body marginals belong to the so-called class of critical states [65]. The theorem then assures that two critical states belong to the same SLOCC class if and only if they are LU equivalent. Hence, if the geometric measure of those states differs, it already implies SLOCC inequivalence.

Systems of higher dimensions.— For the bipartite case the generalized Bell states $|\psi_{\delta d}\rangle = \sum_{j=0}^{d-1} |jj\rangle/\sqrt{d}$ are max-
imminently entangled with \( G(|\phi_d\rangle) = 1 - 1/d \). We find that for \( 2 \leq d \leq 10 \) the algorithm yields the corresponding state \(|\psi_d\rangle\) with high fidelity, and that the number of iterations needed until convergence appears to be independent of \( d \), see also Appendix B [52].

In the three-qutrit case we obtain the total antisymmetric state \(|\Psi_3\rangle\), given by

\[
|\Psi_3\rangle = \frac{1}{\sqrt{6}} ([012] + [201] + [120] - [210] - [102] - [021])
\]

In general, antisymmetric states \(|\Psi_n\rangle\) can be constructed for all \( n \)-partite \( n \)-level systems and their geometric measure can be easily computed analytically as \( \frac{n-1}{2n} \) [66]. In the particular case \( n = 3 \) we obtain \( G = \frac{7}{8} \approx 0.875 \). Note that \(|\Psi_3\rangle\) is an AME state.

More generally, in the tripartite case a procedure is known to construct AME states for arbitrary \( d \) [67]. This leads to

\[
\text{AME}(3, d) \sim \sum_{i,j=0}^{d-1} |i\rangle\langle j| i+j,
\]

where \( i+j \) is computed modulo \( d \). Note that the state AME(3, 3) constructed according to Eq. (6) only has a measure of 2/3.

For the case of three ququads our algorithm gives insights into the AME problem. First, the AME(3, 4) state corresponding to Eq. (6) has a geometric measure of \( G = 0.75 \). However, our algorithm yields a state given by

\[
|\phi_{3,4}\rangle = \frac{1}{2\sqrt{2}} ([022] + [033] + [120] + [131] + [212] + [203] + [310] + [301])
\]

with \( G(|\phi_{3,4}\rangle) = 7/8 = 0.875 \). In addition, \(|\phi_{3,4}\rangle\) is an AME state, i.e., all one-party marginals are maximally mixed. As the geometric measure of both states differs, they belong do different SLOCC classes. To our knowledge, the state \(|\phi_{3,4}\rangle\) has not appeared in the literature before. Note that this is an AME state which is not of minimal nor maximal support [63, 68, 69].

In the case of four qutrits the algorithm converges to a state with a geometric measure of 0.888 \( \approx \frac{8}{9} \). This state can be identified to be the AME(4, 3) state given by [67]

\[
\text{AME}(4, 3) = \frac{1}{3} ([0000] + [0112] + [0221] + [1011] + [1120] + [1202] + [2022] + [2101] + [2210])
\]

For four ququads, the algorithm converges to the antisymmetric state \(|\Psi_4\rangle\), yielding a measure of \( \frac{23}{24} \approx 0.9583 \). Interestingly, while being 1-uniform, this state is not AME. The so far only known AME(4, 4), a graph state [63, 70], yields a measure of \( \frac{15}{16} = 0.9375 \). Finally, the recently found AME(4, 6) [18] is not maximally entangled with respect to the geometric measure, i.e., the algorithm finds states yielding a higher geometric measure.

Similarly, there exists a general procedure to construct AME(5, 5) states given by [67, 71]

\[
\text{AME}(5, d) \sim \sum_{i,j,l=0}^{d-1} \omega^{il} |i\rangle\langle j| i+j|l\rangle l,
\]

where \( \omega = e^{2\pi i/d} \).

In the case of a three-dimensional system, the algorithm converges to the AME(5, 3) state yielding a measure of approximately 0.96122. Finally, we have \( G(\text{AME}(5, 4)) = \frac{21}{22} = 0.96875 \). Here the algorithm finds a state \(|\phi_{5,4}\rangle\) with a larger geometric measure, in particular \( G(|\phi_{5,4}\rangle) > 0.975 \). However, here we cannot identify a closed expression of the state. The numerical result suggests that the maximizer is again an AME state.

Maximally entangled subspaces.— One can extend our method such that it also applies to subspaces. More precisely, we want to construct a orthonormal basis for a subspace \( V \) such that the least entangled state in \( V \) is as entangled as possible in comparison with all other possible subspaces. Note that this notion differs from the concept of genuine entangled subspaces (GES) [72], where all states within the subspace have to be genuinely entangled. However, our algorithm can readily be modified in order to search for GES with maximal genuine multipartite entanglement.

We will explain the idea of the algorithm for a two-dimensional subspace of three qubits. First, we choose a two-dimensional subspace randomly, which can be described by a projector of the form \( P = |v\rangle\langle v| + |w\rangle\langle w| \), where \( \langle v|w\rangle = 0 \). Next, we compute the best rank-one approximation to \( P \) given by taking the argmax of \( \sup_{ab} \text{Tr}(|ab\rangle\langle ab|P) \). This can be done with the iteration described after Eq. (1). Again we call the optimizer \(|\pi\rangle\). More generally, the optimization yields the best product state approximation to the state in the range of \( P \) that is least entangled. In particular, this implies that if \( im(P) \) contains a product state, the assigned geometric measure will be zero. Then we compute the eigenvectors corresponding to the two largest eigenvalues of the operator \( P - \theta|\pi\rangle\langle\pi| \) that we will call \(|v_1\rangle\) and \(|v_2\rangle\). Clearly, this algorithm reduces to the one from the previous sections, if we choose the rank of the projector to be one.

It is known [73], that the maximal dimension of a subspace of an \( n \)-partite qudit system which contains no product state is given by \( \dim(V) = d^n - dn + n - 1 \). Consequently, for two qubits, the maximal entangled subspace is of dimension one and spanned by a Bell state. Indeed, if we apply our algorithm to larger subspaces, the measure we assign to this subspaces stays zero.

For three qubits, the algorithm converges to the W
In particular, we can choose 

$$|V\rangle = \frac{1}{\sqrt{3}} [|011\rangle + e^{\frac{2\pi i}{14}} |110\rangle + e^{\frac{2\pi i}{14}} |101\rangle]$$

(10)

as the other. The subspace spanned by $|W\rangle$ and $|V\rangle$ then has a remarkable property: all states are maximally entangled, yielding the same geometric measure as the $W$ state. This has potential applications in information processing: In this subspace, qubit states may be encoded and then any set of these states is difficult to discriminate by local means [23].

Concerning higher dimensions, we computed the maximally entangled subspace of dimension two for two qutrits. Here we obtain an embedded Bell state for the computation of maximally entangled quantum states with respect to the geometric measure. We provided a convergence analysis and showed that in each step the entanglement of the iterates increase. The algorithm may be rephrased to apply to other quantifiers of quantumness, like coherence [74], and can be then used to study these resources in quantum information science.
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**Appendix A: Proof of Observation 1**

Let us first recapitulate the algorithm and fix the notation. Let $|\psi\rangle$ be the randomly drawn initial state and denote by $|\pi\rangle$ its best product state approximation (BPA), that is,

$$|\pi\rangle = \arg\min\{|\pi\rangle : 1 - |\langle \varphi | \pi \rangle|^2 : |\pi\rangle \text{ product state}\}.$$  

(12)

In particular, we can choose $|\pi\rangle$ such that $\lambda := \langle \pi | \psi \rangle > 0$. This allows for the computation of the update direction, $|\eta\rangle := (\Pi |\psi\rangle)/\mathcal{M}$, where $\Pi := 1 - |\pi\rangle\langle \pi |$ is the projector onto the orthocomplement of the span of the BPA $|\pi\rangle$ and $\mathcal{M}$ a normalization such that $\langle \eta | \eta \rangle = 1$. It follows directly that $\mathcal{M}^2 = \langle \psi | \Pi |\psi\rangle = 1 - \lambda^2$, hence $\mathcal{M} = \sqrt{1 - \lambda^2}$. For a fixed step size $\theta > 0$, the update rule is given by

$$|\psi\rangle \mapsto |\psi\rangle := \frac{1}{\mathcal{N}}(|\psi\rangle + \theta |\eta\rangle).$$

(13)

where $\mathcal{N}$ is again a normalization. In the following, we will frequently make statements about generic states. In these cases, we require the assumptions that a state is not a product state and that the BPA $|\pi\rangle$ is unique up to a phase.

The first step in order to prove monotonicity of the algorithm is to show that small variations in the initial state can only lead to small variations in the BPA. As we will see, this follows from the more general observation that under certain conditions the value $y_0$, where a function $f(x_0, y)$ assumes its minimum (for a given $x_0$), depends continuously on $x_0$. Further, by virtue of the canonical embedding, we can identify any $|\varphi\rangle \in \mathbb{C}^n$ with a $|\varphi\rangle \in \mathbb{R}^{2n}$ and consequently we can omit the absolute in Eq. (12). Then we have:

**Lemma 1.** Let $X, Y$ be compact and $f : X \times Y \to \mathbb{R}$ be uniformly continuous. Further, suppose that for $x_0 \in X$ the value $y_0 := \arg\min_{y \in Y} f(x_0, y)$ is unique. Then for all $\varepsilon > 0$ there exists $\delta > 0$ such that for all $x \in U_\delta(x_0)$ we have $\arg\min_{y \in Y} f(x, y) \subset U_{\varepsilon}(y_0)$, where $U_\delta(x_0)$ and $U_{\varepsilon}(y_0)$ denote vicinities of $x_0$ and $y_0$, respectively. In other words, the function argmin is continuous in $x_0$. 

Proof. For the given $\varepsilon$ we can split the set $Y$ in the vicinity $U_{\varepsilon}(y_0)$ and its complement $\overline{U}_{\varepsilon}(y_0)$. In particular we have

$$f(x_0, y_0) = \min_{y \in U_{\varepsilon}(y_0)} f(x_0, y)$$

$$< \min_{y \in \overline{U}_{\varepsilon}(y_0)} f(x_0, y) =: f(x_0, \tilde{y}_0),$$

that is, $\tilde{y}_0$ denotes the value where the minimum in $\overline{U}_{\varepsilon}(y_0)$ is assumed. Let us denote the difference between the function values as

$$\xi = f(x_0, \tilde{y}_0) - f(x_0, y_0) > 0.$$

By the uniform continuity we can choose $\delta > 0$ such that for all $\tilde{x} \in \mathbb{R}^n$ with $\|\tilde{x} - x_0\| < \delta$ and for all $y$ we have

$$|f(\tilde{x}, y) - f(x_0, y)| < \frac{\xi}{2}.$$

Then we have

$$f(\tilde{x}, y_0) < f(x_0, y_0) + \frac{\xi}{2},$$

but for all $y \in \overline{U}_{\varepsilon}(y_0)$

$$f(\tilde{x}, y) > f(x_0, \tilde{y}_0) - \frac{\xi}{2} > f(x_0, y_0) + \frac{\xi}{2},$$

which implies that the minimum of $f(\tilde{x}, y)$ lies in the vicinity $U_{\varepsilon}(y_0)$.

**Corollary 2.** Let $|\varphi\rangle$ be a pure quantum state and suppose that its BPA $|\pi\rangle$ is unique. Then, for all $\tau > 0$, there exists a $\xi > 0$ such that the BPA $|\tilde{\pi}\rangle$ of $|\varphi\rangle \in U_{\varepsilon}(|\varphi\rangle)$ lies in $U_{\varepsilon}(|\pi\rangle)$.  

Proof. The function $f(x, y) := |\langle x, y \rangle|^2$ is continuous on $\mathbb{R}^{2n} \times \mathbb{R}^{2n}$. Further, the space $B_1 := \{ x \in \mathbb{R}^{2n} : \|x\| = 1 \}$ is compact and thus also $M := B_1 \times B_1$. Then, by the Heine-Cantor theorem [75], $f$ is uniformly continuous on $M$. Since we assume $|\pi\rangle$ to be unique, we can apply Lemma 1, which guarantees for all $\tau > 0$ the existence of $\xi > 0$ such that $|\tilde{\pi}\rangle \in U_{\varepsilon}(|\pi\rangle)$ for $|\tilde{\psi}\rangle \in U_{\varepsilon}(|\psi\rangle)$.

According to Eq. (13), the updated state needs a renormalization given by $N = N(|\psi\rangle, \theta)$. The next ingredient for the proof of the main result is a Lemma that gives later an upper approximation of the function $1/N$.

**Lemma 3.** There exists $C > 0$ such that for all $q \in [0, 1]$ and $x > 0$ we have

$$\frac{1}{\sqrt{1 + 2qx + x^2}} < 1 - qx + Cx^2.$$  

(19)

More precisely, the above inequality holds for all $C \geq 3$.

Proof. As both sides of Eq. (19) are positive, we can square them such that the inequality remains true. This yields the equivalent inequality

$$0 < [2C - 3q^2 + 1]x^2 + 2q[C - 1 + q^2]x^3 + [C^2 - C(4q^2 - 2) + q^2]x^4 + 2q[C^2 - C]x^5 + C^2x^6$$

$$= f_2x^2 + f_3x^3 + f_4x^4 + f_5x^5 + f_6x^6$$

(20)

Now observe that for each of the constants $f_k = f_k(C)$ there is a $C_k > 0$ such that $f_k(C) \geq 0$ for all $C \geq C_k$. Indeed, we have $C_2 := \max\{(1/2)(3q^2 - 1), 0\}$, $C_3 := 1 - q^2$, $C_5 := C_6 := 1$. The choice of $C_4$ depends on whether $q^2 \geq 1/2$ or not. If we denote $\alpha = \lfloor 4q^2 - 2 \rfloor$, we obtain for the case $q^2 < 1/2$ that $C^2 + \alpha C + q^2 > 0$, what is trivially fulfilled for any $C \geq 1$. If $q^2 > 1/2$, we need $C^2 - \alpha C + q^2 > 0$. But $C^2 - \alpha C + q^2 \geq C^2 - \alpha C = C(C - \alpha) > 0$, we obtain $C > 0$. In general, we have $C_4 := \max\{1, \lfloor 4q^2 - 2 \rfloor\}$. This implies that for $C \geq C := \max\{C_k | k = 2, \ldots, 6\}$ all coefficients are positive. Hence $0 < f_2x^2$ implies $0 < f_2x^2 + f_3x^3 + f_4x^4 + f_5x^5 + f_6x^6$ if $x > 0$. Consequently, it is sufficient to only consider the problem $0 < f_2x^2$, what is true for $C \geq C_7 := (1/2)(3q^2 - 1)$. Hence, choosing $C \geq \max\{C, C_7\}$ yields the claim. Taking the maximum over all $C_k$ with respect to $q \in [0, 1]$ yields that $C > 2$.  

\qed
Theorem 4. Let \( |\psi\rangle \) be a generic pure quantum state. Then there exists \( \Theta > 0 \) such that for the updated state \( |\tilde{\psi}\rangle \) according to Eq. (2) with step-size \( \Theta > \theta > 0 \) we have \( G(|\tilde{\psi}\rangle) < G(|\psi\rangle) \).

Proof. Let us start with some step-size \( \theta_0 > 0 \) that we will choose in the end appropriately and consider
\[
|\tilde{\psi}\rangle = \frac{1}{\mathcal{N}}(|\psi\rangle + \theta_0 |\eta\rangle).
\]
(21)

It is important to note that \( |\eta\rangle \) is a normalized state, that is, \( |\eta\rangle = 1/\sqrt{1-\lambda^2} (|\pi\rangle \langle \pi|) |\psi\rangle \). This yields \( \langle \psi | \eta \rangle = \sqrt{1-\lambda^2} \).

The BPA \( |\tilde{\pi}\rangle \) of \( |\tilde{\psi}\rangle \) can be parameterized using the old product state, i.e., \( |\tilde{\pi}\rangle = \sqrt{1-\delta^2} |\pi\rangle + \delta |\chi\rangle \), for a normalized, appropriately chosen \( |\chi\rangle \) and \( \delta > 0 \). Using \( \langle \pi | \eta \rangle = 0 \) and \( |\langle \chi | \eta \rangle| \leq 1 \) we obtain
\[
\tilde{\lambda} := \langle |\tilde{\pi} | \tilde{\psi}\rangle = \frac{1}{\mathcal{N}} \langle |\tilde{\pi} | \psi\rangle + \theta_0 \delta \langle \chi | \eta \rangle \leq \frac{1}{\mathcal{N}} (1 - \langle \tilde{\pi} | \psi\rangle | + \langle \theta_0 \delta \langle \chi | \eta \rangle |) \leq \frac{1}{\mathcal{N}} (\lambda + \delta \theta_0).
\]
(22)

Using that \( \mathcal{N} = \sqrt{1+2\theta_0 \sqrt{1-\lambda^2} + \theta_0^2} \) and Lemma 3 there exists \( C > 0 \) such that
\[
\tilde{\lambda} < (1 - \theta_0 \sqrt{1-\lambda^2} + C\theta_0^2)(\lambda + \delta \theta_0) = \lambda + \delta \theta_0 - \lambda \sqrt{1-\lambda^2} \theta_0 + \theta_0^2 [C(\lambda + \delta \theta_0) - \delta \sqrt{1-\lambda^2}] = \lambda + C \theta_0 (\delta - \lambda \sqrt{1-\lambda^2}) + \mathcal{O}(\theta_0^3).
\]
(23)

Note that \( \lambda \sqrt{1-\lambda^2} > 0 \), since \( \lambda \neq 1 \). This comes from the fact that a generic state is not a product state with \( \lambda = 1 \) and any state has at least some overlap with some product state. So, if \( \delta < \lambda \sqrt{1-\lambda^2} \) we have \( \tilde{\lambda} < \lambda \) for suitably small \( \theta_0 \).

It remains to show that we can guarantee that \( \delta \) obeys this condition. We start with a given value of \( \lambda \) and consider a number \( 0 < \delta_1 < \lambda \sqrt{1-\lambda^2} \). According to Corollary 2, we can find a \( \theta_1 > 0 \) such that \( |\tilde{\pi}\rangle \in U_{\theta_1}(|\pi\rangle) \) if \( |\psi\rangle \in U_{\theta_0}(|\psi\rangle) \). Then, this gives us an upper bound on \( \theta_0 \) for Eq. (21), so that the resulting \( \delta < \delta_1 \) in Eq. (23) is small enough to guarantee a negative slope for the linear term. Still, \( \tilde{\lambda} < \lambda \) is not guaranteed, due to the \( \mathcal{O}(\theta_0^3) \) term in Eq. (23). But, for the given values of \( \lambda, \delta_1 \) and \( C \), we can also compute from Eq. (23) a second threshold \( \theta_2 \), which guarantees \( \tilde{\lambda} < \lambda \). Then we can take finally in the statement of the Theorem \( \Theta = \min\{\theta_1, \theta_2\} \) and the proof is complete.

Appendix B: Performance of the algorithm

In the following we explain our choice of the step-size \( \theta \), the number of iterations and the duration of the computation. First, it should be noticed that the algorithm contains the computation of the closest product state as a subroutine. Because the see-saw is prone to local maxima, we randomize the algorithm, i.e., we run the iteration for many different initial states. The number of iterations as well as the number of initial states depends on the number of parties and the local dimension. The iteration typically converges fast, e.g. for three qubits 10 iterations are sufficient and for five qquads 30 iterations. The number of initial states can for small systems be chosen small, e.g., for three qubits 10 different initial points make the largest overlap robust while for larger systems more initial states are necessary, e.g., for five qquads 100 points were used.

The step-size \( \theta \) used in the update rule Eq. (13) depends on the size of the system and on the variation of the measure of the iterates. For systems of small and moderate size, we initially choose \( \theta = 0.01 \). After a certain number of iterations (mostly around 400) the measure of the iterates is not increasing anymore, but fluctuates around a certain value where the amount of fluctuation depends on the step-size. In this case the step-size is reduced via \( \theta = \theta/2 \) and one proceeds with the new step-size. However, if \( \theta \) becomes small it is also useful to improve the precision in the computation of the best product state approximation.

Because the update rule resembles the idea of a gradient descent (GD), we can make use of advanced gradient descent techniques as the momentum method (CM) [76] or Nesterov’s accelerated gradient (NAG) [55]. In the general setting one aims to minimize a (typically complicated and high-dimensional) real-valued function \( f(\omega) \). Suppose that one initializes the parameters to \( \omega_0 \). In the GD, the parameters are iteratively updated according to \( \omega_{t+1} = \omega_t - \kappa_t \).
where $\kappa_t = \theta_t(\nabla \omega f)(\omega_t)$ with step-size $\theta_t > 0$, and $(\nabla \omega f)(\omega_t)$ is the gradient of $f$ evaluated at $\omega_t$. The idea behind CM is to keep track about the direction we are moving in parameter space. For a given momentum parameter $\gamma \in [0,1]$ the update is given by $\kappa_t = \gamma \kappa_{t-1} + \theta_t(\nabla \omega f)(\omega_t)$. Clearly, $\kappa_t$ is a running average of previously calculated gradients. The advantage of using CM is that the momentum enhances the decrease in directions with small gradients while suppressing oscillations in high-curvature directions.

For NAG, the idea is to not calculate the gradient with respect to the current parameter $\omega_t$, that is $(\nabla \omega f)(\omega_t)$, but at the expected value of the parameters given the recent momentum, that is, $(\nabla \omega f)(\omega_t) + \gamma \kappa_{t-1}$. Accordingly, the NAG update rule is given by $\omega_{t+1} = \omega_t - \kappa_t$ where $\kappa_t = \gamma \kappa_{t-1} + \theta_t(\nabla \omega f)(\omega_t + \gamma \kappa_{t-1})$.

The update rule in Eq. (13) naturally invites for two different variants. First, as introduced in the main text, the update direction $\eta(t) = (1/\sqrt{\langle \psi | \Pi | \psi \rangle}) \Pi | \psi \rangle$ can be re-normalized. This has the consequence that the amount of the shift stays constant for all iterations. However, a second option would be to take just the projected (un-normalized) state $| \Pi \rangle | \psi \rangle$ as the update. Here, the size of the shift changes within each iteration, depending on how large the state $| \psi \rangle$ is supported within the subspace im($\Pi$).

### Appendix C: Unitary optimization

After a sufficient number of iterations, the algorithm yields a state given by coordinates with respect to a random basis. Hence, generically each component of the tensor is nonzero. However, in order to understand the structure of the state, we seek for a concise representation in which most of the coefficients vanish. As we consider two states to be equal if there is a LU-transformation connecting them, this requires a parametrization of the set of unitary matrices.

First notice, that $U(d)$ is the semidirect product of $U(1)$ with $SU(d,k)$ and hence we can restrict to parametrizations of $SU(n)$. For qubits, one can make use of the fact that $SU(2)$ is diffeomorphic to the 3-sphere $S^3$. In particular, an arbitrary $SU(2)$ matrix can be written as

$$U = \begin{pmatrix} \alpha & -\beta^* \\ \beta & \alpha^* \end{pmatrix}, \quad \alpha, \beta \in \mathbb{C} \text{ with } |\alpha|^2 + |\beta|^2 = 1$$

(24)

Consequently, the parametrization involves four real parameters and one quadratic constraint. However, for $d \geq 3$ the $SU(d)$ is not even homeomorphic to a sphere, or a product of them, e.g., $SU(3)$ is not homeomorphic to $S^8$. Consequently, for systems of higher dimensions different approaches exists [77–79]. In our work, we have used the Jarlskog parametrization [78], what is a simple recursive scheme for parametrization, which can be easily implemented numerically. First, notice that any $X \in U(d)$ can be written as $X = \Phi_\alpha Y \Phi_\beta$ where $\Phi_\alpha = \text{diag}(e^{i\alpha_1}, \ldots, e^{i\alpha_n})$, $\Phi_\beta$ similar and $Y$ a unitary $n \times n$ matrix. Now, $Y$ is decomposed into a product of unitaries, that is, $Y = \prod_{k=2}^d A_{d,k}$ with

$$A_{d,k} = \begin{pmatrix} A_{k}^{(k)} & 0 \\ 0 & \mathbb{1}_{d-k} \end{pmatrix}, \quad U(d) \supset A_{k}^{(k)} = \begin{pmatrix} \mathbb{1}_{d-1} - (1 - \cos(\theta_k))|\alpha_k\rangle\langle \alpha_k| & \sin(\theta_k)|\alpha_k\rangle \cos(\theta_k) \\ -\sin(\theta_k)|\alpha_k\rangle & \cos(\theta_k) \end{pmatrix},$$

(25)
where $|a_k\rangle \in \mathbb{C}^{d-1}$ normalized to one, i.e., $\langle a_k|a_k\rangle = 1$ and $\theta_k \in [0, 2\pi)$ an arbitrary angle.

We now describe how this parametrization can be used to bring the numerically found states into a concise form. Here, two different cases can be considered. If one has a guess for the possible state, e.g., the marginals are all maximally mixed so one expects an AME state, one could compute the fidelity between the numerical state $|\psi\rangle$ and the guess $|\varphi_{\text{guess}}\rangle$, i.e., $\sup\{|\psi\rangle U_1 \otimes \cdots \otimes U_n |\varphi_{\text{guess}}\rangle\}$. If there is no possible candidate, the idea is to minimize a function $f : U(d) \times \cdots \times U(d) \to \mathbb{R}$ depending on the state, which becomes minimal if many entries of the state vanish. For instance, given the state $|\psi\rangle$ a natural candidate would be $f(U_1, \ldots, U_n) = \sum |\langle U_1 \otimes \cdots \otimes U_n |\psi\rangle|_1, \ldots, _n$. Given two states $|\phi\rangle, |\psi\rangle$ we regard them as equal, if $F(|\psi\rangle, |\phi\rangle) \geq 1 - \epsilon$ with $\epsilon < 10^{-6}$, where $F$ denotes the fidelity.

Appendix D: Known AME graph states and their graphs

In this section we present the graphs of the corresponding graph states mentioned in the main text and explain their construction. There are two equivalent methods how a graph state could be defined, namely via a quantum circuit in terms of a sequence of commuting unitary two-qubit operations or alternatively using the stabilizer formalism [80]. Here we use the first approach. A graph $G = (V, E)$ is a set of $|V|$ vertices and some edges $E \subset V \times V$ connecting them. A graph state $|G\rangle$ associated to a graph $G$ is a pure quantum state on $(\mathbb{C}^2)^{\otimes |V|}$ built up of Ising type interactions according to

$$
|G\rangle = \prod_{(a,b) \in E} CZ_{a,b}|+_\otimes^{\otimes |V|}
$$

where $Z_b$ denotes $\sigma_z$ only acting on system $b$ and similar for $1_a$. The AME(4, 4) state can be built up out of 8 qubits, that are grouped together as $A = \{1, 2\}, B = \{3, 4\}, C = \{5, 6\}, D = \{7, 8\}$, while the Ising type interaction is implemented as described in Eq. (26).

![Graph of the known AME(4, 4) state](image)

FIG. 3. Graph of the known AME(4, 4) state [70].

![Highly entangled qubit graph states](image)

FIG. 4. Highly entangled qubit graph states. The first four graphs yielding the known AME states on two/three/five/six qubits respectively. The last graph state [15], is a 2-uniform state on seven qubits where 32 of its 35 three-body marginals are maximally mixed.
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