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1 Introduction

Just as many Lie groups have an entirely algebraic description as commutative Hopf algebras, J. Kim and S. Majid developed the corresponding theory of 'algebraic quasi-groups' including the coordinate algebra $k[\mathbb{S}^7]$ of the 7-sphere in [2]. They defined the notion of a Hopf quasigroup and showed that a theory similar to that of Hopf algebras was possible in this case. The first author in his following paper [1] developed the integral theory for Hopf (co)quasigroups, Fourier transform, and showed that a finite dimensional Hopf (co)quasigroup has a unique integration up to scalar and an invertible antipode. Then a natural question arise: (Q1) Is the integral also unique on an infinite dimensional Hopf quasigroup?

As shown in [2], the dual of a finite dimensional Hopf quasigroup is a Hopf coquasigroup. Then (Q2) How about the dual of an infinite dimensional Hopf quasigroup? These two questions motivated this paper.

In [3], A. Van Daele developed the theory of algebraic quantum groups. As an application, it provided the 'integral dual' of an infinite dimensional Hopf algebra with integrals. The non-degenerate faithful integrals play a key role in the dual. Inspired by this, we first consider the properties of integrals on the infinite dimensional Hopf quasigroup, and then
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construct the integral dual. We find that the integral dual has a similar structure of Hopf coquasigroup, which is a multiplier Hopf coquasigroup of discrete type.

This paper is organized as follows. In section 2, we introduce some notions: Hopf (co)quasigroups, which will be used in the following sections.

In section 3, we consider the integral on an infinite dimensional Hopf quasigroup, and show that the faithful integrals are unique up to scalar.

In section 4, for an infinite dimensional Hopf quasigroup $H$ with a faithful integral $\varphi$, we construct the integral dual $\hat{H} = \varphi(H)$, and show that $\hat{H}$ is a regular multiplier Hopf coquasigroup with a faithful integral.

In section 5, we introduce our motivating example, and make some comments on multiplier Hopf coquasigroups.

# Preliminaries

Throughout this paper, all spaces we considered are over a fixed field $k$ (e.g., the complex number field $\mathbb{C}$).

## 2.1 Hopf (co)quasigroup

Recall from [2] a Hopf quasigroup is possibly non-associative but unital algebra $H$ equipped with algebra homomorphisms $\Delta : H \to H \otimes H$, $\varepsilon : H \to k$ forming a coassociative coalgebra and a map $S : H \to H$ such that

$$m(id \otimes m)(S \otimes id \otimes id)(\Delta \otimes id) = \varepsilon \otimes id = m(id \otimes m)(id \otimes S \otimes id)(\Delta \otimes id),$$

$$m(m \otimes id)(id \otimes S \otimes id)(id \otimes \Delta) = id \otimes \varepsilon = m(m \otimes id)(id \otimes id \otimes S)(id \otimes \Delta).$$

These two equations can be written more explicitly as: for all $g, h \in H$,

$$\sum S(h_{(1)})(h_{(2)}g) = \sum h_{(1)}(S(h_{(2)})g) = \sum (gS(h_{(1)}))h_{(2)} = \sum (gh_{(1)})S(h_{(2)}) = \varepsilon(h)g,$$

where we write $\Delta h = \sum h_{(1)} \otimes h_{(2)}$ and for brevity, we shall omit the summation signs.

The Hopf quasigroup $H$ is called **flexible** if

$$h_{(1)}(gh_{(2)}) = (h_{(1)}g)h_{(2)}, \quad \forall g, h \in H, \quad (2.1)$$

and **alternative** if also

$$h_{(1)}h_{(2)}g = (h_{(1)}h_{(2)})g, \quad h(g(1)g_{(2)}) = (hg_{(1)})g_{(2)}, \quad \forall g, h \in H. \quad (2.2)$$

$H$ is called **Moufang** if

$$h_{(1)}(g(h_{(2)}f)) = ((h_{(1)}g)h_{(2)})f, \quad \forall h, g, f \in H. \quad (2.3)$$
It was proved that the antipode $S$ is antimultiplicative and anticomultiplicative, i.e., for all $g, h \in H$,

$$S(gh) = S(h)S(g), \quad \Delta(Sh) = S(h_{(2)}) \otimes S(h_{(1)}).$$

Moreover, if $H$ is cocommutative flexible Hopf quasigroup, then $S^2 = id$ and for all $g, h \in H$,

$$h_{(1)}(gS(h_{(2)})) = (h_{(1)}g)S(h_{(2)}).$$

Dually, we can obtain a Hopf coquasigroup by reversing the arrows on each map in Hopf quasigroup.

A Hopf coquasigroup is a unital associative algebra $A$ equipped with counital algebra homomorphism $\Delta : A \rightarrow A \otimes A, \varepsilon : A \rightarrow k$ and a linear map $S : A \rightarrow A$ such that for all $a \in A$,

$$(m \otimes id)(S \otimes id \otimes id)(id \otimes \Delta) = 1 \otimes id = (m \otimes id)(id \otimes S \otimes id)(id \otimes \Delta),$$

$$(id \otimes m)(id \otimes S \otimes id)(\Delta \otimes id) = id \otimes 1 = (id \otimes m)(id \otimes id \otimes S)(\Delta \otimes id) \Delta.$$ 

In other word,

$$S(a_{(1)})a_{(2)(1)} \otimes a_{(2)(2)} = 1 \otimes a = a_{(1)(1)}S(a_{(2)(1)}) \otimes a_{(2)(2)},$$

$$a_{(1)(1)} \otimes S(a_{(1)(2)})a_{(2)} = a \otimes 1 = a_{(1)(1)} \otimes a_{(1)(2)}S(a_{(2)}).$$

A Hopf coquasigroup is flexible if

$$a_{(1)}a_{(2)(2)} \otimes a_{(2)(1)} = a_{(1)(1)}a_{(2)} \otimes a_{(1)(2)}, \quad \forall a \in A,$$  \hspace{1cm} (2.4)

and alternative if also

$$a_{(1)}a_{(2)(2)} \otimes a_{(2)(1)} = a_{(1)(1)}a_{(2)} \otimes a_{(1)(2)}, \quad \forall a \in A,$$  \hspace{1cm} (2.5)

$$a_{(1)} \otimes a_{(2)(2)}a_{(2)(2)} = a_{(1)(1)}a_{(1)(2)} \otimes a_{(2)}, \quad \forall a \in A.$$  \hspace{1cm} (2.6)

A is called Moufang if

$$a_{(1)}a_{(2)(2)(1)} \otimes a_{(2)(2)(2)} = a_{(1)(1)(1)}a_{(2)(1)} \otimes a_{(1)(1)(2)} \otimes a_{(2)}, \quad \forall a \in A,$$  \hspace{1cm} (2.7)

The term 'counital' here means

$$(id \otimes \varepsilon)\Delta = id = (\varepsilon \otimes id)\Delta.$$ 

However, $\Delta$ is not assumed to be coassociative.

It was shown in [2] Proposition 5.2 that: Let $A$ be a Hopf coquasigroup, then

(1) $m(S \otimes id)\Delta = \mu\varepsilon = m(id \otimes S)\Delta.$

(2) $S$ is antimultiplicative $S(ab) = S(b)S(a)$ for all $a, b \in A.$

(3) $S$ is anticomultiplicative $\Delta S(a) = S(a_{(2)}) \otimes S(a_{(1)})$ for all $a \in A.$

Hence a Hopf coquasigroup is Hopf algebra iff it is coassociative.
2.2 Multiplier algebras

Let $A$ be an (associative) algebra. We do not assume that $A$ has a unit, but we do require that the product, seen as a bilinear form, is non-degenerated. This means that, whenever $a \in A$ and $ab = 0$ for all $b \in A$ or $ba = 0$ for all $b \in A$, we must have that $a = 0$. Then we can consider the multiplier algebra $M(A)$ of $A$. Recall from [4, 5] that $M(A)$ is characterized as the largest algebra with identity containing $A$ as an essential two-sided ideal. In particularly, we still have that, whenever $a \in M(A)$ and $ab = 0$ for all $b \in A$ or $ba = 0$ for all $b \in A$, again $a = 0$. Furthermore, we consider the tensor algebra $A \otimes A$. It is still non-degenerated and we have its multiplier algebra $M(A \otimes A)$. There are natural imbeddings $A \otimes A \subseteq M(A) \otimes M(A) \subseteq M(A \otimes A)$.

In generally, when $A$ has no identity, these two inclusions are stict. If $A$ already has an identity, the product is obviously non-degenerate and $M(A) = A$ and $M(A \otimes A) = A \otimes A$. More details about the concept of the multiplier algebra of an algebra, we refer to [4].

3 Integrals on an infinite dimensional Hopf quasigroup

Let $H$ be a finite dimensional Hopf quasigroup and $H^* = Hom(H, k)$ be the dual space with natural Hopf coquasigruoup structure given by

$$\langle ab, h \rangle = \langle a, h_{(1)} \rangle \langle b, h_{(2)} \rangle, \quad \langle \Delta(a), h \otimes g \rangle = \langle a, hg \rangle,$$

$$\langle 1, h \rangle = \varepsilon(h), \quad \langle a, 1 \rangle = \varepsilon(a), \quad \langle S(a), h \rangle = \langle a, S(h) \rangle.$$ 

Then there is a natural question: For an infinite dimensional Hopf quasigroup $H$, how about its dual?

Recall from [1], a left (resp. right) integral on $H$ is a nonzero element $\varphi \in H^*$ (resp. $\psi \in H^*$ ) such that

$$(id \otimes \varphi)\Delta(h) = \varphi(h)1_H \quad (\text{resp.}(\psi \otimes id)\Delta(h) = \psi(h)1_H), \quad \forall h \in H.$$ 

And from Lemma 3.3 in [1], we have that $\varphi \circ S$ is a right integral on $H$.

**Lemma 3.1** [1, Lemma 3.4, 3.8] Let $\varphi$ (resp. $\psi$) be a left (resp. right) integral on $H$, then for $h, g \in H$

$$h_{(1)}\varphi(h_{(2)}S(g)) = \varphi(hS(g_{(1)}))g_{(2)}, \quad h_{(1)}\varphi(gh_{(2)}) = S(g_{(1)})\varphi(g_{(2)}h). \quad (3.1)$$
\[
\psi(S(g)h_{(1)})h_{(2)} = \psi(S(g(1))h)g_{(1)}, \quad \psi(g_{(1)}h)g_{(2)} = \psi(gh_{(1)})S(h_{(2)}). \quad (3.2)
\]

Proof From the proof of Lemma 3.4 and 3.8 in [1], we can easily check the above equations also hold in infinite dimensional case.

In the following, we will construct the 'integral dual' of a class of infinite dimensional Hopf quasigroup. Let \( H \) be an infinite dimensional Hopf quasigroup with a bijective antipode and a left faithful integral, i.e., \( \varphi(gh) = 0, \forall h \in H \Rightarrow g = 0 \) and \( \varphi(gh) = 0, \forall g \in H \Rightarrow h = 0 \).

First, we show that for the infinite dimensional Hopf quasigroup, the left faithful integral is unique up to scalar.

**Theorem 3.2** Let \( \varphi' \) be another left faithful integral on \( H \), then \( \varphi' = \lambda \varphi \) for some scalar \( \lambda \in k \), i.e., the left faithful integral on \( H \) is unique up to scalar.

Proof From Lemma 3.1, we have \( h_{(1)}\varphi(gh_{(2)}) = S(g_{(1)})\varphi(g_{(2)}h) \) for all \( h,g \in H \). Apply \( \varphi' \) to both expressions in this equation. Because \( \varphi' \circ S \) is a right integral, the right hand side will give

\[
\varphi'(Sg_{(1)})\varphi(g_{(2)}h) = \varphi'(\varphi' S(g_{(1)})g_{(2)}h) = \varphi'(S(g)1_H \cdot h) = \varphi' S(g) \varphi(h).
\]

For the left hand side,

\[
\varphi'(h_{(1)}\varphi(gh_{(2)})) = \varphi'(h_{(1)})\varphi(gh_{(2)}) = \varphi(g\varphi'(h_{(1)})h_{(2)}) = \varphi(g\delta_h),
\]

where \( \delta_h = \varphi'(h_{(1)})h_{(2)} \). Therefore, \( \varphi' S(g) \varphi(h) = \varphi(g\delta_h) \) for all \( h,g \in H \).

We claim that there is an element \( \delta \in H \) such that \( \delta_h = \varphi(h)\delta \) for all \( h \in H \). Indeed, for any \( h' \in H \)

\[
\varphi(g\varphi(h')\delta_h) = \varphi(h')\varphi(g\delta_h) = \varphi(h')\varphi S(g)\varphi(h) = \varphi(h)\varphi S(g)\varphi(h') = \varphi(h)\varphi(g\delta_{h'}) = \varphi(g\varphi(h)\delta_{h'}),
\]

then \( \varphi(h')\delta_h = \varphi(h)\delta_{h'} \) for all \( h,h' \in H \), since \( \varphi \) is faithful. Choose an \( h' \in H \) such that \( \varphi(h') = 1 \) and denote \( \delta = \delta_{h'} \), then \( \delta_h = \varphi(h)\delta \).

If we apply \( \varepsilon \), we get

\[
\varphi(h)\varepsilon(\delta) = \varepsilon(\delta_h) = \varepsilon(\varphi'(h_{(1)})h_{(2)}) = \varphi'(h_{(1)})\varepsilon(h_{(2)}) = \varphi'(h_{(1)}\varepsilon(h_{(2)})) = \varphi'(h)
\]

for all \( h \in H \) and with \( \lambda = \varepsilon(\delta) \), we find the desired result. \( \square \)
Remark Similarly, the right faithful integral on $H$ is unique up to scalar. However, it is a pity that the non-zero faithful integrals do not always exist in infinite dimensional case, even for the special infinite dimensional Hopf algebra case.

**Proposition 3.3** There is a unique group-like element $\delta \in H$ such that for all $h \in H$

1. $(\varphi \otimes id)\Delta(h) = \varphi(h)\delta$.

2. $\varphi S(a) = \varphi(a\delta)$.

Furthermore, if the antipode $S$ is bijective, then $(id \otimes \psi)\Delta(h) = \psi(h)\delta^{-1}$.

**Proof** From the proof of Proposition 3.2, $\varphi(h)\delta = \delta h = \varphi'(h_{(1)})h_{(2)}$ and $\varphi'(g)\varphi(h) = \varphi(g\delta_h)$, we take $\varphi' = \varphi$ and get an element $\delta \in H$ such that $(\varphi \otimes id)\Delta(h) = \varphi(h)\delta$ and $\varphi S(h) = \varphi(h\delta)$. This gives the first part of (1) and (2).

If we apply $\epsilon$ and $\Delta$ on the first equation, we find $\epsilon(\delta) = 1$ and $\Delta(\delta) = \delta \otimes \delta$. by Proposition 4.2 (1) in \cite{2} $S(\delta)\delta = 1 = \delta S(\delta)$, then $S(\delta) = \delta^{-1}$. Hence $\delta$ is a group-like element.

Because $S$ flips the coproduct and if we let $\psi = \varphi \circ S$, we get

$$(id \otimes \psi)\Delta(h) = S^{-1} (S \otimes \psi)\Delta(h) = S^{-1} (S \otimes \varphi \circ S)\Delta(h)$$

$$= S^{-1} (id \otimes \varphi) (S \otimes S)\Delta(h) = S^{-1} (id \otimes \varphi) \Delta^\text{cop}(S(h))$$

$$= S^{-1} (\varphi \otimes id) \Delta(S(h)) \overset{(1)}{=} S^{-1} (\varphi(S(h))\delta)$$

$$= \psi(h)\delta^{-1}.$$ 

This completes the proof. \hfill \box

**Remark** (1) The square $S^2$ leaves the coproduct invariant, it follows that the composition $\varphi \circ S^2$ of the left faithful integral $\varphi$ with $S^2$ will again a left faithful integral. By the uniqueness of left faithful integrals, there is a number $\tau \in k$ such that $\varphi \circ S^2 = \tau \varphi$.

(2) If we apply (2) in Proposition 3.3 twice, we get

$$\varphi(S^2(a)) = \varphi(S(a)\delta) = \varphi(S(\delta^{-1}a)) = \varphi((\delta^{-1}a)\delta).$$

So $\varphi((\delta^{-1}a)\delta) = \tau \varphi(a)$.

4 Integral dual

In this section, we will construct the dual of an infinite dimensional Hopf quasigroup. This construction bases on the faithful integrals introduced in the last section. Here, we also start with defining the following subspace of the dual space $H^\ast$. 

6
Definition 4.1 Let \( \varphi \) be a left faithful integral on a Hopf quasigroup \( H \). We define \( \widehat{H} \) as the space of linear functionals on \( H \) of the form \( \varphi(h) \) where \( h \in H \), i.e.,

\[
\widehat{H} = \{ \varphi(h) \mid h \in H \}.
\]

Lemma 4.2 Let \( H \) be a Hopf quasigroup and \( \varphi \) (resp. \( \psi \)) be a left (resp. right) integral on \( H \). If \( a \in H \), then there is a \( b \in H \) such that \( \varphi(ax) = \psi(xb) \) for all \( x \in H \). Similarly, given \( q \in H \), we have \( p \in H \) so that \( \varphi(xp) = \psi(qx) \) for all \( x \in H \).

Proof By the equations (3.1) in Lemma 4.1 and (3.2), we have for any \( h, x \in H \),

\[
(\psi \otimes \varphi)(xq_{(1)} \otimes pS(q_{(2)})) = \psi(xq_{(1)})\varphi(pS(q_{(2)})) = \varphi(p\psi(xq_{(1)})S(q_{(2)}))
\]

Similarly by computing (4.1) in Lemma 4.1 and (4.2), we have for any \( h, x \in H \),

\[
\varphi((\psi \circ S \otimes id)((S^{-1}(q) \otimes 1)\Delta(p))x).
\]

By Theorem 4.5 in [7], Galois maps \( T_1 : a \otimes b \mapsto \Delta(a)(1 \otimes b) \) and \( T_2 : a \otimes b \mapsto (a \otimes 1)\Delta(b) \) are bijective, then any element in \( H \) has the form \( (\psi \circ S \otimes id)((S^{-1}(q) \otimes 1)\Delta(p)) \). Hence the above calculation will give us the formula \( \varphi(ax) = \psi(xb) \) for all \( x \in H \).

Similarly by computing \( (\psi \otimes \varphi)(S(q_{(2)})x \otimes q_{(1)}S(p)) \), we get the second assertion. \( \square \)

Remark (1) In the proof of second part, we need Galois maps \( T_3 : a \otimes b \mapsto \Delta(a)(b \otimes 1) \) and \( T_4 : a \otimes b \mapsto (1 \otimes a)\Delta(b) \) are bijective, which follows the fact that the antipode \( S \) is bijective, and \( T_3^{-1} : a \otimes b \mapsto b_{(2)} \otimes S^{-1}(b_{(1)})a \) and \( T_4 : a \otimes b \mapsto bS^{-1}(a_{(2)}) \otimes a_{(1)} \).

(2) From Lemma 4.2, we get that

\[
\widehat{H} = \{ \varphi(h) \mid h \in H \} = \{ \psi(h) \mid h \in H \}.
\]

and \( \{ \varphi(h) \mid h \in H \} = \{ \psi(h) \mid h \in H \} \).

In the following, we need the following assumption to construct the dual.

Assumption 4.3

\[
\{ \varphi(h) \mid h \in H \} = \{ \varphi(h) \mid h \in H \}, \tag{4.1}
\]

\[
\varphi((h)h'), \varphi(h'(h)) \in \widehat{H}, \quad \forall h, h' \in H. \tag{4.2}
\]
Following this assumption, we have
\[
\hat{H} = \{ \varphi(h) \mid h \in H \} = \{ \psi(h) \mid h \in H \} = \{ \varphi(h^\ast) \mid h \in H \} = \{ \psi(h^\ast) \mid h \in H \}
\]
and
\[
\psi((h)h'), \psi(h'(h)) \in \hat{H}.
\]

We start by making \(\hat{H}\) into an algebra by dualizing the coproduct.

**Proposition 4.4** For \(w, w' \in \hat{H}\), we can define a linear functional \(ww'\) on \(H\) by the formula
\[
(ww')(h) = (w \otimes w')(h) = (w \otimes \varphi(\cdot m)) = (w \otimes \varphi(\Delta(h))) = w(h(1)\varphi(h(2) m)) = w(S^{-1}(m_1 \varphi(m_2))) = \varphi(h(wS^{-1}(m_1) m_2))
\]
Then \(ww' \in \hat{H}\). This product on \(\hat{H}\) is associative and non-degenerate.

**Proof** Let \(w, w' \in \hat{H}\) and assume that \(w' = \varphi(\cdot m)\) with \(m \in H\). we have
\[
(ww')(h) = (w \otimes \varphi(\cdot m)) = (w \otimes \varphi(\Delta(h)(1 \otimes m))) = w(h(1)\varphi(h(2) m)) = w(S^{-1}(m_1 \varphi(m_2))) = \varphi(h(wS^{-1}(m_1) m_2))
\]
We see that the product \(ww'\) is well-defined as a linear functional on \(H\) and it has the form \(\varphi(\cdot g)\), where \(g = wS^{-1}(m_1) m_2\). So \(ww' \in \hat{H}\). Therefore, we have defined a product in \(\hat{H}\).

The associativity of this product in \(\hat{H}\) is an consequence of the coassociativity of \(\Delta\) on \(H\).

To prove that the product is non-degenerate, assume that \(ww' = 0\) for all \(w \in \hat{H}\). From the above calculation, for any \(h \in H\), \(0 = (ww')(h) = \varphi(h(wS^{-1}(m_1) m_2))\), then \(wS^{-1}(m_1) m_2 = 0\) because of the faithfulness of \(\varphi\). This implies \(wS^{-1}(m) = 0\) for all \(w \in \hat{H}\), i.e., \(\varphi(S^{-1}(m) h) = 0\) for all \(h \in H\). We conclude that \(S^{-1}(m) = 0\) then \(m = 0\), i.e., \(w' = 0\). Similarly, \(ww' = 0\) for all \(w' \in \hat{H}\) implies \(w = 0\).

**Remark** Under the assumption, the elements of \(\hat{H}\) can be expressed in four different forms. When we use these different forms in the definition of product in \(\hat{H}\), we get the following useful expressions:

1. \(w\varphi(\cdot a) = \varphi(\cdot b)\) with \(b = wS^{-1}(a(1)) a(2)\);
2. \(w\varphi(\cdot a) = \varphi(\cdot c)\) with \(c = wS(a(1)) a(2)\).
3. \(\psi(\cdot a)w = \psi(\cdot d)\) with \(d = a(1) wS(a(2))\);
4. \(\psi(\cdot a)w = \psi(\cdot e)\) with \(e = a(1) wS^{-1}(a(2))\).

Moreover, the multiplier algebra \(M(\hat{H})\) of \(\hat{H}\) can be identified with the space \(H^*\). Indeed, for \(f \in H^*\) and \(w \in \hat{H}\), \(fw, wf \in \hat{H}\); he counit \(\varepsilon\), as a linear functional on \(H\), is in fact the unit in the multiplier algebra \(M(\hat{H})\); \(fw = 0\) (resp. \(wf = 0\)) for all \(w \in \hat{H}\).
implies \( f = 0 \).

Let us now define the comultiplication \( \hat{\Delta} \) on \( \hat{H} \). Roughly speaking, the coproduct is dual to the multiplication in \( H \) in the sense that

\[
(\hat{\Delta}(w), x \otimes y) = \langle w, xy \rangle, \quad \forall x, y \in H.
\]

**Definition 4.5** Let \( w_1, w_2 \in \hat{H} \), then we put

\[
\begin{align*}
((w_1 \otimes 1)\hat{\Delta}(w_2), x \otimes y) &= \langle w_1 \otimes w_2, x_1 \otimes x_2 y \rangle \quad (4.4) \\
(\hat{\Delta}(w_1)(1 \otimes w_2), x \otimes y) &= \langle w_1 \otimes w_2, xy_1 \otimes y_2 \rangle \quad (4.5)
\end{align*}
\]

for all \( x, y \in H \).

We will first show that the functionals in Definition 4.7 are well-defined and again in \( \hat{H} \odot \hat{H} \).

**Lemma 4.6** \((w_1 \otimes 1)\hat{\Delta}(w_2), \hat{\Delta}(w_1)(1 \otimes w_2) \in \hat{H} \odot \hat{H} \). These above two formulas define \( \hat{\Delta}(w) \) as a multiplier in \( M(\hat{H} \odot \hat{H}) \) for all \( w \in \hat{H} \).

**Proof** Let \( w_1 = \psi(a-) \) and \( w_2 = \psi(b-) \), where \( a, b \in H \). For any \( x, y \in H \), we have

\[
\begin{align*}
\langle (w_1 \otimes 1)\hat{\Delta}(w_2), x \otimes y \rangle &= \langle w_1 \otimes w_2, x_1 \otimes x_2 y \rangle \\
&= \psi(ax_1)\psi(bx_2 y) = \psi(b(\psi(a)x_1)\psi(x_2 y)) \\
&\quad \overset{3.2}{=} \psi(b(\psi(a)x)S^{-1}(a_2 y)) = \psi(a_1 x)\psi(b(S^{-1}(a_2 y))) \\
&\quad = \left(\psi(a_{1\cdot}) \otimes \psi(b(S^{-1}(a_2 \cdot)))\right)(x \otimes y).
\end{align*}
\]

By the assumption, we obtain that \((w_1 \otimes 1)\hat{\Delta}(w_2)\) is a well-defined element in \( \hat{H} \odot \hat{H} \). It is similar for the \( \hat{\Delta}(w_1)(1 \otimes w_2) \).

Using the fact that the product in \( \hat{H} \) is dual to the coproduct in \( H \) and \( \Delta \) in \( H \) is coassociative, it easily followings that \(((w_1 \otimes 1)\hat{\Delta}(w_2))(1 \otimes w_3) = (w_1 \otimes 1)(\hat{\Delta}(w_2)(1 \otimes w_3)) \). Therefore, \( \hat{\Delta}(w) \) is defined as a two-side multiplier in \( M(\hat{H} \odot \hat{H}) \). \( \square \)

**Proposition 4.7** \( \hat{\Delta} : \hat{H} \rightarrow M(\hat{H} \odot \hat{H}) \) is an algebra homomorphism, and also \( (1 \otimes w_1)\hat{\Delta}(w_2), \hat{\Delta}(w_1)(w_2 \otimes 1) \in \hat{H} \odot \hat{H} \).

**Proof** It is straightforward that \( \hat{\Delta} \) is an algebra homomorphism, since for all \( x, y \in H \)

\[
\begin{align*}
\langle \hat{\Delta}(w_1 w_2)(1 \otimes w_3), x \otimes y \rangle &= \langle w_1 w_2 \otimes w_3, xy_{1\cdot} \otimes y_{2\cdot} \rangle \\
&= \langle w_1, x_{1\cdot} y_1(1) \rangle \langle w_2, x_{2\cdot} y_{1\cdot}(2) \rangle \langle w_3, y_{2\cdot} \rangle, \\
\langle \hat{\Delta}(w_1)\hat{\Delta}(w_2)(1 \otimes w_3), x \otimes y \rangle &= \langle \hat{\Delta}(w_1)(f \otimes g), x \otimes y \rangle \langle \hat{\Delta}(w_2)(1 \otimes w_3) := f \otimes g \rangle \\
&= \langle \hat{\Delta}(w_1)(1 \otimes g), x_{1\cdot} \otimes y \rangle \langle f, x_{2\cdot} \rangle
\end{align*}
\]
Hence, \[
\Delta \text{ of } H \text{ and } \phi \text{ of Lemma 4.8.} \]

Therefore, if \[\hat{\epsilon} \text{ for all } \in \mathbb{G}^3 \]

Finally, the second formula is proven in a similar way, in this case letting \[w_1 = \varphi(\cdot a) \text{ and } w_2 = \varphi(\cdot b). \]

Let \[w \in \mathbb{H} \text{ and assume } w = \varphi(\cdot a) \text{ with } a \in H \text{ then. Define } \hat{\varepsilon}(w) = \varphi(a) = w(1_H). \]

Then \[\hat{\varepsilon} \text{ is a counit on } (\mathbb{H}, \hat{\Delta}) \text{ as follows.} \]

**Proposition 4.8** \[\hat{\varepsilon} : \mathbb{H} \rightarrow k \text{ is an algebra homomorphism satisfying} \]

\[
(id \otimes \hat{\varepsilon})(w_1 \otimes 1 \hat{\Delta}(w_2)) = w_1 w_2 \tag{4.6}
\]

\[
(\hat{\varepsilon} \otimes id)(\hat{\Delta}(w_1)(1 \otimes w_2)) = w_1 w_2 \tag{4.7}
\]

for all \[w_1, w_2 \in \mathbb{H}. \]

**Proof** Firstly, let \[w_1 = \varphi(\cdot a) \text{ and } w_2 = \varphi(\cdot b), \text{ then } w_1 w_2 = \varphi(\cdot c) \text{ with } c = \varphi(aS(b(1)))b(2). \]

Therefore, if \[\psi = \varphi \circ S \text{ we have} \]

\[
\hat{\varepsilon}(w_1 w_2) = \varphi(c) = \varphi(aS(b(1)))\varphi(b(2)) = \varphi(a)\varphi(b) = \hat{\varepsilon}(w_1)\hat{\varepsilon}(w_2). \]

Secondly, let \[w_1 = \psi(\cdot a) \text{ and } w_2 = \psi(\cdot b), \text{ then we have} \]

\[
(w_1 \otimes 1)\hat{\Delta}(w_2) = \psi(a(1)\cdot) \otimes \psi(b(S^{-1}(a(2))\cdot)), \psi(a\cdot)\psi(b\cdot) = \psi(a(1)\cdot)\psi(bS^{-1}(a(2))).
\]

Hence,

\[
(id \otimes \hat{\varepsilon})(w_1 \otimes 1 \hat{\Delta}(w_2)) = \psi(a(1)\cdot)\psi(b(S^{-1}(a(2)))1)) = \psi(a(1)\cdot)\psi(bS^{-1}(a(2))) = w_1 w_2.
\]

Finally, the second formula is proven in a similar way, in this case letting \[w_1 = \varphi(\cdot a) \text{ and } w_2 = \varphi(\cdot b). \]

\[\square\]
Let \( \hat{S} : \hat{H} \to \hat{H} \) be the dual to the antipode of \( H \), i.e., \( \hat{S}(w) = w \circ S \). Then it is easy to see that \( \hat{S}(w) \in \hat{H} \), and we have the following property.

**Proposition 4.9** \( \hat{S} \) is antimultiplicative and coantimultiplicative such that

\[
\begin{align*}
  w' \otimes w &= (m \otimes id)(id \otimes \hat{S} \otimes id) \left( (id \otimes \hat{\Delta}) \left( (w' \otimes 1) \hat{\Delta}(w) \right) \right) \\
  &= (m \otimes id)(\hat{S} \otimes id \otimes id) \left( (id \otimes \hat{\Delta}) \left( \hat{\Delta}(w) (\hat{S}^{-1}(w') \otimes 1) \right) \right) \\
  &= (id \otimes m)(id \otimes \hat{S} \otimes id) \left( (\hat{\Delta} \otimes id) \left( \hat{\Delta}(w')(1 \otimes w) \right) \right) \\
  &= (id \otimes m)(id \otimes id \otimes \hat{S}) \left( (\hat{\Delta} \otimes id) \left( (1 \otimes \hat{S}^{-1}(w)) \hat{\Delta}(w') \right) \right).
\end{align*}
\]

**Proof** For \( w_1, w_2 \in \hat{H} \) and any \( x \in H \),

\[
\begin{align*}
  \langle \hat{S}(w_1 w_2), x \rangle &= \langle w_1 w_2, S(x) \rangle = \langle w_1, S(x_2) \rangle \langle w_2, S(x_1) \rangle \\
  &= \langle \hat{S}(w_1), x_2 \rangle \hat{S}(w_2), x_1 \rangle = \langle \hat{S}(w_2) \hat{S}(w_1), x \rangle.
\end{align*}
\]

This implies \( \hat{S} \) is antimultiplicative.

\[
\langle \hat{\Delta} \hat{S}(w_1)(1 \otimes S(w_2)), x \otimes y \rangle = \langle \hat{S}(w_1) \otimes \hat{S}(w_2), xy_1 \otimes y_2 \rangle
\]

\[
= \langle w_1, S(xy_1) \rangle \langle w_2, S(y_2) \rangle
\]

\[
= \langle w_1, S(y_2)S(x) \rangle \langle w_2, S(y_1) \rangle
\]

\[
= \langle w_2 \otimes w_1, S(y_1) \otimes S(y_2)S(x) \rangle
\]

\[
= \langle (w_2 \otimes 1) \hat{\Delta}(w_1), S(y) \otimes S(x) \rangle
\]

\[
= \langle (\hat{S} \otimes \hat{S}) \hat{\Delta}^{cop}(w_1)(1 \otimes S(w_2)), x \otimes y \rangle.
\]

We conclude \( \hat{S} \) is coantimultiplicative.

Finally, we show \( w' \otimes w = (m \otimes id)(id \otimes \hat{S} \otimes id) \left( (id \otimes \hat{\Delta}) \left( (w' \otimes 1) \hat{\Delta}(w) \right) \right) \), the other three formulas is similar.

\[
\langle (m \otimes id)(id \otimes \hat{S} \otimes id) \left( (id \otimes \hat{\Delta}) \left( (w' \otimes 1) \hat{\Delta}(w) \right) \right) \rangle, x \otimes y \rangle
\]

\[
= \langle (id \otimes \hat{\Delta}) \left( (w' \otimes 1) \hat{\Delta}(w) \right), x_1 \otimes S(x_2) \otimes y \rangle
\]

\[
= \langle (((w' \otimes 1) \hat{\Delta}(w)), x_1) \otimes S(x_2)y \rangle
\]

\[
= \langle w' \otimes w, x_1 \otimes x_2 S(x_2)y \rangle
\]

\[
= \langle w' \otimes w, x \otimes y \rangle.
\]

This completes the proof. \qed

The equation in the Proposition 4.11 can be expressed by generalized Sweedler notation as follows.

\[
w' \otimes w = w' \hat{S}(w_1)w(2_1) \otimes w_2(2) = w' w_1(1) \hat{S}(w_2(1)) \otimes w(2_2)
\]
have the following result.

As a consequence, the antipode $\hat{S}$ also satisfies

$$m(id \otimes \hat{S})(w_1 \otimes 1)\Delta(w_2) = \varepsilon(w_2)w_1,$$

$$m(\hat{S} \otimes id)(\Delta(w_1)(1 \otimes w_2)) = \varepsilon(w_1)w_2.$$  

4.4

In fact, there is another way to prove.

$$\langle m(id \otimes \hat{S})(w_1 \otimes 1)\Delta(w_2), x \rangle = \langle (id \otimes \hat{S})(w_1 \otimes 1)\Delta(w_2), x_{(1)} \otimes x_{(2)} \rangle$$

$$= \langle ((w_1 \otimes 1)\Delta(w_2)), x_{(1)} \otimes S(x_{(2)}) \rangle$$

$$= \langle w_1 \otimes w_2, x_{(1)(1)} \otimes x_{(1)(2)}S(x_{(2)}) \rangle$$

$$= \langle w_1 \otimes w_2, x \otimes 1 \rangle$$

$$= \varepsilon(w_2)w_1.$$  

Let $\psi$ be a right faithful integral on $H$. For $w = \psi(a\cdot)$ we set $\hat{\psi}(w) = \varepsilon(a)$. Then we have the following result.

**Proposition 4.10** $\hat{\psi}$ defined above is a left faithful integral on $\hat{H}$.

**Proof** It is clear that $\hat{\psi}$ is non-zero. Assume $w_1 = \psi(a\cdot)$ and $w_2 = \psi(b\cdot)$ with $a,b \in H$, then

$$(w_1 \otimes 1)\Delta(w_2) = \psi(a_{(1)}\cdot) \otimes \psi(bS^{-1}(a_{(2)}\cdot)).$$

Therefore, we have

$$\langle id \otimes \hat{\psi}((w_1 \otimes 1)\Delta(w_2)), x \rangle = \langle \psi(a_{(1)}\cdot) \otimes \hat{\psi}(bS^{-1}(a_{(2)}\cdot)), x_{(1)} \otimes x_{(2)} \rangle$$

$$= \langle \psi(a\cdot)\varepsilon(b), x \rangle = \hat{\psi}(w_2)w_1.$$  

Next, we show that $\hat{\psi}$ is faithful. If $w_1, w_2 \in \hat{H}$ and assume $w_1 = \psi(a\cdot)$ with $a \in A$, we have $w_1w_2 = \psi(a_{(1)}w_2S^{-1}(a_{(2)}\cdot))$. Therefore, $\hat{\psi}(w_1w_2) = w_2S^{-1}(a)$. If this is 0 for all $a \in H$, then $w_2 = 0$, while if this is 0 for all $w_2$ then $a = 0$. This proves the faithfulness of $\hat{\psi}$. $\square$

Now, we introduce an algebraic structure: multiplier Hopf coquasigroup, generalizing the ordinary Hopf coquasigroup to a nonunital case. Let $A$ be an (associative) algebra, may not has a unit, but the product, seen as a bilinear form, is non-degenerated.

**Definition 4.11** A **multiplier Hopf coquasigroup** is a nondegenerate associative algebra $A$ equipped with algebra homomorphisms $\Delta : A \rightarrow M(A \otimes A)$ (coproduct), $\varepsilon : A \rightarrow k$(counit) and a linear map $S : A \rightarrow A$ (antipode) such that
(1) $T_1(a \otimes b) = \Delta(a)(1 \otimes b)$ and $T_2(a \otimes b) = (a \otimes 1)\Delta(b)$ belong to $A \otimes A$ for any $a, b \in A$.

(2) The counit satisfies $(\varepsilon \otimes id)T_1(a \otimes b) = ab = (id \otimes \varepsilon)T_2(a \otimes b)$.

(3) $S$ is antimultiplicative and anticomultiplicative such that for any $a, b \in A$

$$S(a(1))a(2)(1) \otimes a(2)(2) = 1 \otimes a = a(1)S(a(2)(1)) \otimes a(2)(2), \quad (4.8)$$
$$a(1) \otimes S(a(1)(2))a(2) = a \otimes 1 = a(1)(1) \otimes a(1)(2)S(a(2)). \quad (4.9)$$

If the antipode $S$ is bijective, then multiplier Hopf coquasigroup $(A, \Delta)$ is called regular.

Remark (1) In multiplier Hopf coquasigroup $(A, \Delta)$, $T_1$ and $T_2$ are bijective. If $(A, \Delta)$ is regular, then $T_3$ and $T_4$ are also. In fact, from (3) in Definition 4.11 we can easily get

$$m(id \otimes S)((a \otimes 1)\Delta(b)) = \varepsilon(b)a,$$
$$m(S \otimes id)(\Delta(a)(1 \otimes b)) = \varepsilon(a)b.$$ 

(2) The equation (4.8) and (4.9) make sense. Take (4.8) for example, (4.9) is similar.

$$b \otimes ac = ba(1)S(a(2)(1)) \otimes a(2)(2)c$$
$$= (m \otimes id)(id \otimes S \otimes id)((id \otimes \Delta)((b \otimes 1)\Delta(a))(1 \otimes 1 \otimes c)).$$

$ba(1) \otimes a(2) = (b \otimes 1)\Delta(a) \in A \otimes A$, and then $a(2)(1) \otimes a(2)(2)c \in A \otimes A$. Therefore, $b \otimes ac = ba(1)S(a(2)(1)) \otimes a(2)(2)c$ holds for all $b, c \in A$. This implies $a(1)S(a(2)(1)) \otimes a(2)(2) = 1 \otimes a$.

$$b \otimes ac = S(a(1))a(2)(1)b \otimes a(2)(2)c = S(a(1))a(2)(1)x(1) \otimes a(2)(2)x(2)y$$
$$= (m \otimes id)(S \otimes id \otimes id)((id \otimes \Delta)(\Delta(a)(1 \otimes x))(1 \otimes 1 \otimes y)),$$

where $b \otimes c = \Delta(x)(1 \otimes y)$. $b \otimes ac = S(a(1))a(2)(1)b \otimes a(2)(2)c$ for all $b, c \in A$ implies $1 \otimes a = S(a(1))a(2)(1) \otimes a(2)(2)$.

(3) The comultiplication may be not coassociative. Multiplier Hopf coquasigroup weakens the coassociativity of coproduct in multiplier Hopf algebra, while algebraic quantum hypergroup in [3] weakens the homomorphism of coproduct. This is the main difference.

Following Definition 4.11, we get the main result of this section.

Theorem 4.12 Let $(H, \Delta)$ be an infinite dimensional Hopf quasigroup with a faithful integral $\varphi$ and a bijective antipode $S$. Then under Assumption 4.3 the integral dual $(\hat{H}, \hat{\Delta})$ is a regular multiplier Hopf coquasigroup with a faithful integral.

Because (infinite dimensional) Hopf quasigroup $(H, \Delta)$ has the unit $1_H$, then there is a special element $\varphi = \varphi(1_H) \in \hat{H}$ such that for $w \in \hat{H}$

$$(w\varphi)(h) = (w \otimes \varphi)\Delta(h) = \varphi(h)w(1) = \hat{\varepsilon}(w)\varphi(h).$$
This implies \( w \varphi = \hat{\varepsilon}(w) \varphi \). We call \( \varphi \) a cointegral in \((\hat{H}, \hat{\Delta})\).

Analogous to multiplier Hopf algebra case in [3], we say that a regular multiplier Hopf coquasigroup with a faithful integral \((A, \Delta)\) is of discrete type, if there is a non-zero element \( \xi \in A \) so that \( a \xi = \varepsilon(a) \xi \) for all \( a \in A \).

Then we have the integral dual \((\hat{H}, \hat{\Delta})\) of infinite dimensional Hopf quasigroup \((H, \Delta)\) is a multiplier Hopf coquasigroup of discrete type.

5 Multiplier Hopf coquasigroup: motivating example

In last section, we introduce the notion of multiplier Hopf coquasigroup, extending Hopf coquasigroup to a nonunital case, and provided an interesting construction: the integral dual of infinite dimensional Hopf quasigroups.

In the following, we firstly introduce the motivating example, where Assumption 4.3 naturally holds. And then we make some direct comments on multiplier Hopf coquasigroups.

**Example 5.1** Let \( G \) be a infinite (IP) quasigroup with identity element \( e \), by definition \( u^{-1}(uv) = v = (vu)u^{-1} \) for all \( u, v \in G \). We have that the quasigroup algebra \( kG \) is a Hopf quasigroup with the structure shown on the base element \( \{ u | u \in G \} \)

\[ \Delta(u) = u \otimes u, \quad \varepsilon(u) = 1, \quad S(u) = u^{-1}. \]

The function \( \delta_u, u \in G \) on \( kG \) is given by \( \delta_u(v) = \delta_{u,v} \), where \( \delta_{u,v} \) is the kronecker delta. Then \( \delta_e \) is the left and right integral on \( kG \).

The integral dual \( k(G) = \tilde{kG} = \{ \delta_e(u) | u \in kG \} = \{ \delta_{u^{-1}} | u \in kG \} = \{ \delta_e(u) | u \in kG \} \).

\( \delta_e((u)v) = \delta_{u^{-1}v^{-1}} \in k(G) \) and \( \delta_e(u(v)) = \delta_{v^{-1}u^{-1}} \in k(G) \). Assumption 4.3 naturally holds. Then \((k(G), \hat{\Delta}, \hat{\varepsilon}, \hat{S})\) is a multiplier Hopf coquasigroup with the structure as follows.

As an algebra, \( k(G) \) is a nondegenerate algebra with the product

\[ \delta_u \delta_v = \delta_{u,v} \delta_e, \]

and \( 1 = \sum_{u \in G} \delta_u \) is the unit in \( M(k(G)) \). The coproduct, counit and antipode are given by

\[ \hat{\Delta}(\delta_u) = \sum_{v \in G} \delta_v \otimes \delta_{v^{-1}u}, \quad \hat{\varepsilon}(\delta_u) = \delta_{u,e}, \quad \hat{S}(\delta_u) = \delta_{u^{-1}}. \]

By the definition of \( \hat{\varepsilon} \), we get the left integral on \( k(G) \) is the function that maps every \( \delta_u \) to 1.

As in the theory of multiplier Hopf algebra in [4], we also can define a multiplier Hopf \(*\)-coquasigroup \((A, \Delta)\) over \( \mathbb{C} \), in which \((A, \Delta)\) is a regular multiplier Hopf coquasigroup with the coproduct, counit and antipode compatible with the involution \(*\). i.e.,
(1) The comultiplication $\Delta$ is also a $*$-homomorphism (i.e., $\Delta(a^*) = \Delta(a)^*$);

(2) $\varepsilon(a^*) = \overline{\varepsilon(a)}$, where $\overline{\cdot}$ means the conjugation of complex numbers;

(3) $S(S(a)^*) = a$.

**Example 5.2** In Example 5.1 if $k = \mathbb{C}$, then $\mathbb{C}(G)$ is a multiplier Hopf $*$-coquasigroup.

**Proposition 5.3** Let $(A, \Delta)$ be a multiplier Hopf ($*$-)coquasigroup. Then $(A, \Delta)$ is a multiplier Hopf ($*$-)algebra introduced, if and only if the comultiplication $\Delta$ is coassociative.

**Proposition 5.4** If multiplier Hopf coquasigroup $(A, \Delta)$ has the unit 1, then $(A, \Delta)$ is the usual Hopf coquasigroup.

Following these two results, multiplier Hopf coquasigroup can be considered as the generalization of multiplier Hopf algebra and Hopf coquasigroup. Naturally, we can define flexible, alternative and Moufang multiplier Hopf coquasigroup.

A multiplier Hopf coquasigroup $(A, \Delta)$ is called **flexible** if

$$a_{(1)}a_{(2)(2)} \otimes a_{(2)(1)} = a_{(1)(1)}a_{(2)} \otimes a_{(1)(2)}, \quad \forall a \in A, \quad (5.1)$$

and **alternative** if also

$$a_{(1)}a_{(2)(1)} \otimes a_{(2)(2)} = a_{(1)(1)}a_{(1)(2)} \otimes a_{(2)}, \quad (5.2)$$

$$a_{(1)} \otimes a_{(2)(1)}a_{(2)(2)} = a_{(1)(1)} \otimes a_{(1)(2)}a_{(2)}, \quad \forall a \in A. \quad (5.3)$$

$A$ is called **Moufang** if

$$a_{(1)}a_{(2)(2)(1)} \otimes a_{(2)(1)} \otimes a_{(2)(2)(2)} = a_{(1)(1)}a_{(1)(1)}a_{(1)(2)} \otimes a_{(1)(2)} \otimes a_{(2)}, \quad \forall a \in A, \quad (5.4)$$

**Remark** (1) By 'cover technique' introduced in [6], these four equations make sense.

(2) From the dual, we can get that the integral dual $(\hat{H}, \hat{\Delta})$ of infinite dimensional flexible (resp. alternative, Moufang) Hopf quasigroup $(H, \Delta)$ is a flexible (resp. alternative, Moufang) multiplier Hopf coquasigroup.
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