Dark matter in a CP-violating three-Higgs-doublet model with $S_3$ symmetry
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Abstract

In spite of the success of the Standard Model of Particle Physics, there are some theoretical predictions which are not yet fully established experimentally as well as some experimental observations which cannot be fitted within its theoretical framework, thus requiring physics beyond the Standard Model. One of these is a hypothetical non-luminous form of matter – dark matter. Models with an extended scalar electroweak sector yield plausible dark matter candidates. In this paper we study a specific model, C-III-a, from a family of $S_3$-symmetric three-Higgs-doublet models. The model consists of two active SU(2) doublets and an inert one. The latter is inert due to a $Z_2$ symmetry that survives the breaking of $S_3$, and would accommodate a dark matter particle. We explore the model numerically, based on theoretical and experimental constraints. After applying a number of successive checks over the parameter space we found a viable dark matter mass region in the range $[6.5; 44.5]$ GeV. This region is drastically different from the Higgs-like dark matter states that have been proposed: the well-known Inert Doublet Model and models with three scalar doublets, with one or two inert doublets. Furthermore, the C-III-a model allows for spontaneous CP violation. This means that the scalar potential explicitly conserves CP. However, in order to generate a realistic Cabibbo-Kobayashi-Maskawa matrix we need to introduce complex Yukawa couplings.
1 Introduction

A variety of models have been proposed in order to explain Dark Matter (DM), responsible for around a quarter of the total mass-energy density of the Universe [1], in terms of scalar particles. The simplest models of this kind invoke an SU(2) singlet [2, 3] or an Inert Doublet Model (IDM) [4, 5]. Other models with additional SU(2) doublets have been proposed and studied. Among the latter, there are some in which the DM stability is provided by a remnant of the symmetry of the potential. Introducing additional SU(2) doublets, see figure 1, in general leads to more flexibility in accommodating dark matter:

1. By having two non-inert doublets along with one inert doublet [6–10], which is the case studied here;
2. By having one non-inert doublet along with two inert doublets [11–21].
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Figure 1: Sketch of allowed DM mass ranges up to 1 TeV in various models. Blue: IDM according to Refs. [22, 23], the pale region indicates a non-saturated relic density. Red: IDM2 [9]. Ochre: three-Higgs-doublet model (3HDM) without [14,16,18] and with CP violation [17]. Green: $S_3$-symmetric 3HDM with a non-CP violating scalar sector (R-II-1a) [10] and with a CP violating scalar sector (C-III-a).

Ideally, such models should also offer additional mechanisms for CP violation. An early model of this kind was the “IDM2” [6]. It builds on three SU(2) doublets, one of which is inert, whereas the two others basically constitute a CP-violating two-Higgs doublet model (2HDM) [24, 25]. In the IDM2, the stability of the DM is provided by a $Z_2$ symmetry that is imposed ad hoc.

In a companion paper [10] we explored the possibility of having DM in models based on a spontaneously broken $S_3$ symmetry, and studied one of these models in detail. That model, denoted R-II-1a [26], does accommodate dark matter, but it has a real vacuum, and preserves CP. Here, we explore a rather similar model with real couplings, but with a complex vacuum, referred to as C-III-a, which violates CP spontaneously.
The paper is organised as follows. In section 2 we introduce the $S_3$-symmetric potential, and discuss different dark matter candidates within the $S_3$-symmetric 3HDM. In section 3 the C-III-a model, on which the rest of our paper is based, is presented by giving the scalar masses, rotations leading to the physical scalars, scalar gauge couplings and the Yukawa couplings. It has been shown that the C-III-a model allows for spontaneous CP violation [26,27]. In section 4 we discuss similarities and differences between the C-III-a model and other models within the $S_3$-symmetric 3HDM. We discuss our approach to the numerical analysis of the model in section 5 by giving the model input and the theoretical and experimental constraints. The C-III-a model scan results are summarised in section 5.4. In section 6 we present our conclusions.

## 2 The $S_3$-symmetric models

### 2.1 The scalar potential

In terms of the $S_3$ singlet $(1 : h_S)$ and doublet $(2 : (h_1 h_2)^T)$ fields, the $S_3$-symmetric potential can be written as [28–30]:

$$V_2 = \mu_0^2 h_S^4 + \mu_1^2 (h_1^* h_1 + h_2^* h_2), \quad (2.1a)$$

$$V_4 = \lambda_1 (h_1^* h_1 + h_2^* h_2)^2 + \lambda_2 (h_1^* h_2 - h_2^* h_1)^2 + \lambda_3 [(h_1^* h_1 - h_2^* h_2)^2 + (h_1^* h_2 + h_2^* h_1)^2]$$

$$+ \lambda_4 [(h_2^* h_1)(h_1^* h_1 + h_2^* h_2) + (h_2^* h_2)(h_1^* h_1 - h_2^* h_2) + h.c.] + \lambda_5 (h_S^* h_S)(h_1^* h_1 + h_2^* h_2)$$

$$+ \lambda_6 [(h_2^* h_1)(h_1^* h_S) + (h_2^* h_2)(h_2^* h_S)] + \lambda_7 [(h_2^* h_1)(h_2^* h_1) + (h_2^* h_2)(h_2^* h_2) + h.c.]$$

$$+ \lambda_8 (h_S^* h_S)^2. \quad (2.1b)$$

There are two coefficients in the potential that could be complex, thus CP can be broken explicitly. For simplicity, we have chosen all coefficients to be real. In spite of this choice there remains the possibility of breaking CP spontaneously. Notice that the $S_3$-symmetric potential, when written in terms of the irreducible representations, explicitly exhibits an inherent $Z_2$ symmetry under which $h_1 \leftrightarrow -h_1$ (or equivalently $\{h_2, h_S\} \rightarrow -\{h_2, h_S\}$).

In the irreducible representation, the $S_3$ fields will be decomposed as

$$h_i = \begin{pmatrix} h_i^+ \\ (w_i + \eta_i + i\chi_i)/\sqrt{2} \end{pmatrix}, \quad i = 1, 2, \quad h_S = \begin{pmatrix} h_S^+ \\ (w_S + \eta_S + i\chi_S)/\sqrt{2} \end{pmatrix}, \quad (2.2)$$

where the $w_i$ and $w_S$ parameters can be complex.

For the $S_3$-symmetric potential, 11 models with real vacuum expectation values (vevs), and 17 with at least one vev complex, have been identified [26]; different models correspond to different regions of parameter space. We list these models (vacua) in figure 2, also indicating whether the vacuum is real (R-X-y) or complex (C-X-y). Our work will focus on the C-III-a model, which is an extension of the R-II-1a model [10]. Both of these models are highlighted in red in figure 2. Along the horizontal axis $\sigma_1$ and $\sigma_2$ are the phases of $w_1$ and $w_2$ in the phase convention where $w_S$ is real.

The parameter $\lambda_4$ plays an important role. Soft symmetry-breaking terms are required whenever we work with solutions requiring $\lambda_4 = 0$, since in such cases most vacua lead to massless scalar states, Goldstone bosons, arising from the breaking of an O(2) symmetry.
Figure 2: Overview of different vacua of the $S_3$-symmetric potential. The models in the heavy black box have $\lambda_4$ constrained by $\lambda_2 + \lambda_3$ and/or $\lambda_7$. Continuous symmetries arise whenever $\lambda_4 = 0$. The model studied here and the one studied in the companion paper [10] are indicated in red. The exact location of the boxes, other than the indication of whether or not they are on any of the axes or at the origin, is arbitrary.

The symmetry of the potential can be softly broken by the following terms [31]:

$$V'_2 = \mu_2^2 \left( h_1^1 h_1^1 - h_2^2 h_2^2 \right) + \frac{1}{2} \nu_{12}^2 \left( h_1^1 h_2^2 + \text{h.c.} \right)$$
$$+ \frac{1}{2} \nu_{01}^2 \left( h_1^1 h_1^1 + \text{h.c.} \right) + \frac{1}{2} \nu_{02}^2 \left( h_2^1 h_2^2 + \text{h.c.} \right).$$

(2.3)

In accordance with the previous simplification of couplings it is natural to assume that the soft terms are real. Although in this work we do not consider soft symmetry breaking some of the models presented (for completeness) in section 2.3 require soft terms.

2.2 The Yukawa interaction

Whenever the singlet vev, $w_S$, is different from zero we can construct a trivial Yukawa sector, $\mathcal{L}_Y \sim 1_f \otimes 1_h$ (subscripts “$f$” and “$h$” refer to fermions and scalars). In this case, the fermion mass matrices are:

$$\mathcal{M}_u = \frac{1}{\sqrt{2}} \left( y_{ij}^u \right) w_S^*, \quad$$
$$\mathcal{M}_d = \frac{1}{\sqrt{2}} \left( y_{ij}^d \right) w_S,$$

(2.4a) (2.4b)

where the $y$’s are the Yukawa couplings of the appropriate fermions and are not constrained by the $S_3$ symmetry. Therefore, in this case the Yukawa couplings are completely general.

Another possibility is when fermions transform non-trivially under $S_3$, with a Yukawa Lagrangian written schematically as $\mathcal{L}_Y \sim (2 \oplus 1)_f \otimes (2 \oplus 1)_h$, one doublet and one singlet of $S_3$,

$$2 : (Q_1 Q_2)^T, (u_{1R} u_{2R})^T, (d_{1R} d_{2R})^T \quad \text{and} \quad 1 : Q_3, u_{3R}, d_{3R}.$$

Such structure yields the mass matrix for each quark sector ($d$ and $u$) of the form

$$\mathcal{M}_u = \frac{1}{\sqrt{2}} \begin{pmatrix}
    y_{11}^u w_S^* + y_{12}^u w_2^* & y_{12}^u w_1^* & y_{14}^u w_4^* \\
    y_{21}^u w_1^* & y_{11}^u w_S^* - y_{12}^u w_2^* & y_{13}^u w_3^* \\
    y_{33}^u w_1^* & y_{32}^u w_2^* & y_{33}^u w_S^* 
\end{pmatrix},$$

(2.5a)
2.3 Dark matter candidates in $S_3$-based 3HDM

Some of the $S_3$-symmetric models \cite{26} have vacua minimised for $\lambda_4 = 0$. Such models are associated with unwanted, additional, Goldstone bosons. Soft breaking terms of the $S_3$ symmetry would have to be introduced in the potential \cite{31}, note that soft breaking is not possible in the Yukawa sector. When introducing soft breaking terms, constraints will change. However, we will retain the nomenclature of the unbroken case from which they originate, thus when adding soft-breaking terms to R-I-1, we denote it r-I-1.

Different $S_3$-symmetric, and softly broken, models allowing to accommodate DM were identified in Ref. \cite{10}. Most of the models are ruled out due to unrealistic Yukawa sector. Possible DM candidates are (indicating an inert doublet and the Yukawa Lagrangian):

- **R-I-1/r-I-1-$\mu_2^2$:** $\mathcal{L}_Y \sim (2 \oplus 1)_f \otimes 1_h$;
- **R-II-1a:** $\mathcal{L}_Y \sim 1_f \otimes 1_h$ \cite{10};
- **r-III-s-($\mu_2^2, \nu_{01}^2$):** $\mathcal{L}_Y \sim (2 \oplus 1)_f \otimes (2 \oplus 1)_h$ or $\mathcal{L}_Y \sim 1_f \otimes 1_h$;
- **C-III-a:** $\mathcal{L}_Y \sim 1_f \otimes 1_h$;
- **c-III-b-$\mu_2^2$:** $\mathcal{L}_Y \sim (2 \oplus 1)_f \otimes (2 \oplus 1)_h$ or $\mathcal{L}_Y \sim 1_f \otimes 1_h$;
- **c-III-c-($\mu_2^2, \nu_{23}^2$):** $\mathcal{L}_Y \sim (2 \oplus 1)_f \otimes 2_h$;
- **c-IV-a-($\mu_2^2, \nu_{01}^2$):** $\mathcal{L}_Y \sim (2 \oplus 1)_f \otimes (2 \oplus 1)_h$ or $\mathcal{L}_Y \sim 1_f \otimes 1_h$;

Let us briefly consider what happens with the Yukawa sector in this case. When the DM candidate resides in the scalar $S_3$ singlet, $w_S = 0$, we need the fermions only to couple to the $S_3$ doublet, schematically represented by $\mathcal{L}_Y \sim (2 \oplus 1)_f \otimes 2_h$. Another possibility is when the DM candidate resides in the scalar $S_3$ doublet. To keep notation simple, we shall write the Yukawa sector $\mathcal{L}_Y \sim (2 \oplus 1)_f \otimes (2 \oplus 1)_h$, assuming that $w_S \neq 0$, as the general form of the fermion mass matrices persists. However, in order to stabilise the DM candidate one needs to introduce an additional $Z_2$ symmetry in the Yukawa sector to decouple a specific inert doublet from the fermionic sector. Notice that whenever $w_1 = 0$ which is the case in the model we study, the mass matrices become block-diagonal. This case does not generate a realistic CKM matrix. Therefore, we shall require that the quarks transform trivially under $S_3$ which means that they can only couple to the $S_3$-singlet Higgs doublet.

We recall that for a scalar doublet to accommodate a DM candidate it must have a vanishing vev, since otherwise it would decay via its gauge couplings (e.g., the SW$^+W^-$ and $SZZ$ couplings). Such requirement puts severe restrictions on the Yukawa interactions: as the number of free parameters, dependent on the vev, is reduced, it gets complicated to generate realistic fermionic masses and a complex Cabibbo-Kobayashi-Maskawa (CKM) matrix. In some cases realistic quark masses and mixing can only be generated if the quarks are taken to be $S_3$ singlets and only couple to the $h_S$ doublet.

\[
\mathcal{M}_d = \frac{1}{\sqrt{2}} \begin{pmatrix}
y_1^d w_S + y_2^d w_2 & y_2^d w_1 & y_1^d w_1 \\
y_2^d w_1 & y_2^d w_S - y_2^d w_2 & y_1^d w_2 \\
y_3^d w_1 & y_3^d w_2 & y_3^d w_S
\end{pmatrix}. \tag{2.5b}
\]
An R-I-1-like model was studied in Refs. [11, 13]. The vacuum of the model is given by \((0, 0, w_S)\). In order to stabilise the \(h_2\) doublet the authors imposed \(\lambda_4 = 0\). Moreover, there are 3 pairs of mass-degenerate states, both neutral and charged, present between the \(h_1\) and \(h_2\) doublets. The degeneracy was lifted after introducing soft symmetry-breaking terms. It was found that this model may give rise to a viable DM candidate.

The R-II-1a model was studied in Ref. [10]. The neutral scalar eigenstates of the inert doublet (DM candidate), \(h_1\), correspond to mass eigenstates. There is no mixing between those states and they have opposite CP parities. Therefore, either of the particles could potentially be a DM candidate, whichever is lighter. The numerical analysis led to the conclusion that only one of these particles could be a good dark matter candidate. The one for which the mass is proportional to \(\lambda_4\) was excluded. The range compatible with the applied constraints was identified to be \(m_{\text{DM}} \in [52.5, 89]\) GeV. Unlike the case for the IDM-like models, depicted in figure 1, where a viable DM high-mass region is present, this is not the case for R-II-1a. The main reason for this fact is that the inert-active scalar portal of R-II-1a is constrained by the underlying \(S_3\) symmetry rendering it impossible to adjust it at higher DM masses.

In this work we shall consider the C-III-a model. In contrast to the aforementioned models the C-III-a vacuum allows for a nontrivial phase. This solution violates CP spontaneously [26].

### 3 The C-III-a model

#### 3.1 Generalities

The C-III-a vacuum is defined by [26]

\[
\{w_1, w_2, w_S\} = \{0, \hat{w}_2 e^{i\sigma}, \hat{w}_S\}, \tag{3.1}
\]

which is reminiscent of the R-II-1a vacuum, \(\{0, w_2, w_S\} \in \mathbb{R}e\). The only difference is that \(w_2\) is complex. For complex cases “hat”, \(\hat{w}_i\), refers to the absolute value.

The minimisation conditions are:

\[
\begin{align*}
\mu_0^2 &= -\frac{1}{2} \lambda_b \hat{w}_2^2 - \lambda_b \hat{w}_S^2, \tag{3.2a} \\
\mu_1^2 &= - (\lambda_1 + \lambda_3) \hat{w}_2^2 - \frac{1}{2} (\lambda_b - 8 \cos^2 \sigma \lambda_7) \hat{w}_S^2, \tag{3.2b} \\
\lambda_4 &= \frac{4 \cos \sigma \hat{w}_S \lambda_7}{\hat{w}_2}. \tag{3.2c}
\end{align*}
\]

with

\[\lambda_b = \lambda_5 + \lambda_6 - 2\lambda_7. \tag{3.3}\]

The DM candidate resides in the \(h_1\) doublet. The \(\mathbb{Z}_2\) symmetry is preserved for

\[h_1 \rightarrow -h_1, \text{ or else } \{h_2, h_S\} \rightarrow -\{h_2, h_S\}. \tag{3.4}\]

It is convenient to redefine the decomposition (2.2) of \(h_2\) by extracting an overall phase,

\[h_2 = e^{i\sigma} \left( \frac{h_2^+}{\sqrt{2}} \right) \tag{3.5}\]
In the sequel we omit the primes on $h^+_2$, $\eta_2$ and $\chi_2$.

A trivial Yukawa sector is assumed, $\mathcal{L}_Y \sim 1_f \otimes 1_h$, and thus the $S_3$ singlet is solely responsible for masses of fermions. Making $w_S$ a reference point, we define:

$$\tan \beta = \frac{\hat{w}_2}{\hat{w}_S}.$$  (3.6)

The vevs can be parameterised as:

$$\hat{w}_2 = v \sin \beta, \quad \hat{w}_S = v \cos \beta, \quad \hat{w}_2^2 + \hat{w}_S^2 = v^2.$$  (3.7)

With the following rotation:

$$R_\beta = \frac{1}{v} \begin{pmatrix} v & 0 & 0 \\ 0 & \hat{w}_2 & \hat{w}_S \\ 0 & -\hat{w}_S & \hat{w}_2 \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \sin \beta & \cos \beta \\ 0 & -\cos \beta & \sin \beta \end{pmatrix},$$  (3.8)

we have

$$R_\beta \begin{pmatrix} 0 \\ \hat{w}_2 \\ \hat{w}_S \end{pmatrix} = \begin{pmatrix} v \\ 0 \\ 0 \end{pmatrix}.$$  (3.9)

Compared with R-II-1a, this model has one more parameter. The C-III-a vacuum acquires a non-vanishing relative phase $\sigma$. This comes at the “cost” of an additional constraint among two quartic terms, eq. (3.2c). In fact, if we use this constraint for $\cos \sigma = 1$, the expressions for $\mu_0^2$ and $\mu_1^2$ coincide between R-II-1a and C-III-a. For convenience we list the R-II-1a minimisation conditions:

R-II-1a: $\mu_0^2 = \frac{1}{2} \lambda_4 \frac{w_2^2}{w_S} - \frac{1}{2} \lambda_a \hat{w}_2^2 - \lambda_8 \hat{w}_S^2,$  (3.10a)

R-II-1a: $\mu_1^2 = -\left(\lambda_1 + \lambda_3\right) w_2^2 + \frac{3}{2} \lambda_4 w_2 w_S - \frac{1}{2} \lambda_a \hat{w}_S^2,$  (3.10b)

with $\lambda_a = \lambda_5 + \lambda_6 + 2\lambda_7$. However, there is a subtlety, discussed in section 3.2.2, that forces $\sigma \neq 0$ for C-III-c. This special limit will be discussed in section 4.

### 3.2 C-III-a masses

#### 3.2.1 Charged mass-squared matrix

The charged mass-squared matrix in the $\{h^+_1, h^+_2, h^+_S\}$ basis is given by:

$$M^2_{\text{Ch}} = \begin{pmatrix} (M^2_{\text{Ch}})_{11} & 0 & 0 \\ 0 & (M^2_{\text{Ch}})_{22} & (M^2_{\text{Ch}})_{23} \\ 0 & (M^2_{\text{Ch}})_{23} & (M^2_{\text{Ch}})_{33} \end{pmatrix},$$  (3.11)

where

$$(M^2_{\text{Ch}})_{11} = -2\lambda_3 \hat{w}_2^2 - \frac{1}{2} \left[\lambda_6 - 10\lambda_7 - 8\lambda_7 \cos(2\sigma)\right] \hat{w}_S^2,$$  (3.12a)

$$(M^2_{\text{Ch}})_{22} = -\frac{1}{2} (\lambda_6 - 2\lambda_7) \hat{w}_S^2,$$  (3.12b)
\[
(M_{\text{Ch}}^2)_{23} = \frac{1}{2}(\lambda_6 - 2\lambda_7)\hat{w}_2\hat{w}_S,
\]
\[
(M_{\text{Ch}}^2)_{33} = -\frac{1}{2}(\lambda_6 - 2\lambda_7)\hat{w}_2^2.
\]

(3.12c)  

(3.12d)

The charged mass-squared matrix is diagonalisable by eq. (3.8). The physical scalar states are given by:

\[
h^+ = h_1^+,
\]
\[
G^+ = \sin \beta h_2^+ + \cos \beta h_3^+,
\]
\[
H^+ = -\cos \beta h_2^+ + \sin \beta h_3^+,
\]

(3.13a)  

(3.13b)  

(3.13c)

with masses:

\[
m^2_{h^+} = -2\lambda_3\hat{w}_2^2 - \frac{1}{2}[\lambda_6 - 10\lambda_7 - 8\lambda_7 \cos(2\sigma)] \hat{w}_S^2,
\]
\[
m^2_{H^+} = -\frac{1}{2}(\lambda_6 - 2\lambda_7)v^2.
\]

(3.14a)  

(3.14b)

Positivity of the mass-squared parameters requires the following constraints to be satisfied:

\[
\lambda_6 < -4\lambda_3 \tan^2 \beta + 2\lambda_7 [5 + 4 \cos(2\sigma)],
\]
\[
\lambda_6 < 2\lambda_7.
\]

(3.15a)  

(3.15b)

3.2.2 Inert-sector neutral mass-squared matrix

The inert sector mass-squared matrix is in the \{\eta_1, \chi_1\} basis given by:

\[
M_{N1}^2 = \begin{pmatrix}
(M_{N1}^2)_{11} & (M_{N1}^2)_{12} \\
(M_{N1}^2)_{12} & (M_{N1}^2)_{22}
\end{pmatrix},
\]

(3.16)

where

\[
(M_{N1}^2)_{11} = -2(\lambda_2 + \lambda_3) \sin^2 \sigma \hat{w}_2^2 + 2\lambda_7 [5 + 4 \cos(2\sigma)] \hat{w}_S^2,
\]
\[
(M_{N1}^2)_{12} = [(\lambda_2 + \lambda_3) \hat{w}_2^2 + 2\lambda_7 \hat{w}_S^2] \sin(2\sigma),
\]
\[
(M_{N1}^2)_{22} = -2[(\lambda_2 + \lambda_3) \hat{w}_2^2 - 4\lambda_7 \hat{w}_S^2] \cos^2 \sigma.
\]

(3.17a)  

(3.17b)  

(3.17c)

This mass-squared matrix is diagonalisable

\[
\mathcal{R}_\gamma M_{N1}^2 \mathcal{R}_\gamma^T = \hat{M}_{N1}^2,
\]

(3.18)

by

\[
\mathcal{R}_\gamma = \begin{pmatrix}
\cos \gamma & \sin \gamma \\
-\sin \gamma & \cos \gamma
\end{pmatrix},
\]

(3.19)

where

\[
\tan(2\gamma) = \frac{[(\lambda_2 + \lambda_3) \hat{w}_2^2 + 2\lambda_7 \hat{w}_S^2] \sin(2\sigma)}{(\lambda_2 + \lambda_3) \cos(2\sigma) \hat{w}_2^2 + \lambda_7 [3 + 2 \cos(2\sigma)] \hat{w}_S^2}.
\]

(3.20)

The physical neutral states are:

\[
\varphi_1 = \cos \gamma \eta_1 + \sin \gamma \chi_1,
\]

(3.21a)
\[ \varphi_2 = -\sin \gamma \eta_1 + \cos \gamma \chi_1, \]  
with masses

\[
m_{\varphi_1}^2 = -2(\lambda_2 + \lambda_3) \hat{w}_1^2 \cos^2(\gamma - \sigma) \\
+ \lambda_7 \hat{w}_2^2 [7 + 6 \cos(2\sigma) + 3 \cos(2\gamma) + 2 \cos(2\gamma - 2\sigma)],
\] (3.22a)

\[
m_{\varphi_2}^2 = -2(\lambda_2 + \lambda_3) \hat{w}_2^2 \cos^2(\gamma - \sigma) \\
+ \lambda_7 \hat{w}_2^2 [7 + 6 \cos(2\sigma) - 3 \cos(2\gamma) - 2 \cos(2\gamma - 2\sigma)].
\] (3.22b)

Equations (3.14) and (3.22) allow us to express \( \lambda_2, \lambda_3, \lambda_6 \) and \( \lambda_7 \) in terms of the four squared masses \( m_{\tilde{H}^+}^2, m_{H^+}^2, m_{\varphi_1}^2 \) and \( m_{\varphi_2}^2 \), as will be done in appendix A. On the other hand, if one takes \( \lambda \)'s as input, one finds that,

\[
m_{\varphi_1}^2 = -(\lambda_2 + \lambda_3) \hat{w}_2^2 + \lambda_7 [7 + 6 \cos(2\sigma)] \hat{w}_S^2 \mp \Delta,
\] (3.23)

where

\[
\Delta^2 = [(\lambda_2 + \lambda_3) \hat{w}_2^2 + \lambda_7 (2 + 3 \cos(2\sigma)) \hat{w}_S^2]^2 + 9\lambda_7^2 \sin^2(2\sigma) \hat{w}_S^4.
\] (3.24)

To ensure positivity of \( m_{\varphi_1}^2 \), if not taken as an input, we need to impose a constraint on the \( \lambda_7 \) coupling. For \( \cos \sigma \neq 0 \), we find

\[
\lambda_7 > (\lambda_2 + \lambda_3) \frac{\tan^2 \beta}{4 \cos^2 \sigma}.
\] (3.25)

Substituting the results for \( \lambda \)'s from appendix A into the expression (3.20), we find

\[
f_+(\sigma, \gamma)m_{\varphi_1}^2 = f_-(\sigma, \gamma)m_{\varphi_2}^2,
\] (3.26a)

with

\[
f_{\pm}(\sigma, \gamma) = [3 + 2 \cos(2\sigma)] \sin(2\gamma - 2\sigma) + \sin(2\gamma) \pm \sin(2\sigma).
\] (3.26b)

In figure 3 we show in colour regions where \( m_{\varphi_1}^2 > m_{\varphi_2}^2 \). The red edge is where \( m_{\varphi_1}^2/m_{\varphi_2} \to 0 \). In the white and grey regions, the ratio is either negative (white) or below 1 (grey). In fact, the latter region is identical to the coloured one, after a solid rotation by 180 degrees, \{\( \sigma, \gamma \}\} \to \{\pi - \sigma, \pi/2 - \gamma \}, equivalent to an interchange of the two coefficients in eq. (3.26).

One observes from eq. (3.24) that these states would become degenerate in the limit\(^5\)

\[
(\lambda_2 + \lambda_3) \hat{w}_2^2 + \lambda_7 [2 + 3 \cos(2\sigma)] \hat{w}_S^2 \to 0,
\] (3.28a)

if simultaneously

\[
\lambda_7 \sin(2\sigma) \hat{w}_S^2 \to 0.
\] (3.28b)

However, this limit is only reached for \( \lambda_2 + \lambda_3 \to 0 \) and \( \lambda_7 \to 0 \), corresponding to massless states.

\(^5\)Eq. (3.26) suggests that they might be near-degenerate in the limit \( \sigma \to \epsilon \), with \( \epsilon \ll 1 \). In this limit

\[
\lambda_2 + \lambda_3 \simeq \frac{1}{12 \hat{w}_2^2 \sigma} \left[ -\sigma \cos 2\gamma + 2 \sin 2\gamma (m_{\varphi_2}^2 - m_{\varphi_1}^2) - \sigma(m_{\varphi_1}^2 + m_{\varphi_2}^2) \right],
\] (3.27a)

\[
\lambda_7 \simeq \frac{1}{24 \hat{w}_S^2 \sigma} \left[ \sigma \cos 2\gamma - \sin 2\gamma (m_{\varphi_2}^2 - m_{\varphi_1}^2) + \sigma(m_{\varphi_1}^2 + m_{\varphi_2}^2) \right],
\] (3.27b)

so degeneracy actually requires \( m_{\varphi_2}^2 \to m_{\varphi_1}^2 \to 0 \).
Figure 3: The ratio \( g(\gamma, \sigma) = \frac{m_{\phi_2}^2}{m_{\phi_1}^2} = \frac{f_+(\sigma, \gamma)}{f_-(\sigma, \gamma)} \) is shown for \( g(\gamma, \sigma) > 1 \). Contours are shown at 2 (transition from blue to green), 5 (transition from green to yellow) and 10 (transition from yellow to red). According to eq. (3.26) the ratio depends on \( \sigma \) only via the cosine and sine of \( 2\sigma \), and is thus the same for \( \sigma \) and \( \sigma + \pi \), as illustrated.

The mass gap. Eliminating \( \gamma \) from the equations (A.1), one finds expressions for \( \lambda_2 \), \( \lambda_3 \), \( \lambda_6 \) and \( \lambda_7 \) involving a square root, the argument of which must be positive:

\[
9(m_{\phi_2}^2 - m_{\phi_1}^2)^2 - 4m_{\phi_1}^2 m_{\phi_2}^2 \tan^2 \sigma > 0.
\]

(3.29)

For finite values of \( \sigma \) this condition can be re-phrased as a condition on the mass gap

\[
\delta = \frac{m_{\phi_2}^2 - m_{\phi_1}^2}{\sqrt{m_{\phi_1}^2 m_{\phi_2}^2}} > \frac{2}{3} |\tan \sigma|,
\]

(3.30)

shown in figure 4. Indeed, for a fixed value of \( \sigma \) the absolute mass gap is proportional to the absolute mass scale. This poses a challenge for the high-mass region, see Fig. 1, where the electroweak precision data constrain the mass splitting.

Figure 4: The mass gap \( \delta \) vs. \( \sigma \) in the neutral inert sector. The green region is allowed.
3.2.3 Non-inert-sector neutral mass-squared matrix

The neutral mass-squared matrix in the basis of \( \{ \eta_2, \eta_S, \chi_2, \chi_S \} \) is given by:

\[
\mathcal{M}^2_{N2S} = \begin{pmatrix}
(M_{N2S}^2)_{11} & (M_{N2S}^2)_{12} & (M_{N2S}^2)_{13} & (M_{N2S}^2)_{14} \\
(M_{N2S}^2)_{12} & (M_{N2S}^2)_{22} & (M_{N2S}^2)_{23} & (M_{N2S}^2)_{24} \\
(M_{N2S}^2)_{13} & (M_{N2S}^2)_{23} & (M_{N2S}^2)_{33} & (M_{N2S}^2)_{34} \\
(M_{N2S}^2)_{14} & (M_{N2S}^2)_{24} & (M_{N2S}^2)_{34} & (M_{N2S}^2)_{44}
\end{pmatrix},
\]

where

\[
(M_{N2S}^2)_{11} = 2 (\lambda_1 + \lambda_3) \hat{w}_2^2 - 6 \lambda_7 \cos^2 \sigma \hat{w}_S^2,
\]

\[
(M_{N2S}^2)_{12} = (\lambda_b - 2 \lambda_7 \cos^2 \sigma) \hat{w}_2 \hat{w}_S,
\]

\[
(M_{N2S}^2)_{13} = \lambda_7 \sin(2\sigma) \hat{w}_S^2,
\]

\[
(M_{N2S}^2)_{14} = - \lambda_7 \sin(2\sigma) \hat{w}_2 \hat{w}_S,
\]

\[
(M_{N2S}^2)_{22} = 2 (\lambda_7 \cos^2 \sigma \hat{w}_2^2 + \lambda_8 \hat{w}_S^2),
\]

\[
(M_{N2S}^2)_{24} = \lambda_7 \sin(2\sigma) \hat{w}_2^2,
\]

\[
(M_{N2S}^2)_{33} = 2 \lambda_7 \sin^2 \sigma \hat{w}_S^2,
\]

\[
(M_{N2S}^2)_{34} = -2 \lambda_7 \sin^2 \sigma \hat{w}_2 \hat{w}_S,
\]

\[
(M_{N2S}^2)_{44} = 2 \lambda_7 \sin^2 \sigma \hat{w}_2^2.
\]

Due to CP non-conservation, the physical scalars will be combinations of all fields \( \{ \eta_2, \eta_S, \chi_2, \chi_S \} \). In order to identify physical states we start by rotating \( \mathcal{M}^2_{N2S} \):

\[
\begin{pmatrix}
\phi_1 \\
\phi_2 \\
G^0 \\
\phi_3
\end{pmatrix}
= I_2 \otimes \begin{pmatrix}
\sin \beta & \cos \beta \\
-\cos \beta & \sin \beta
\end{pmatrix}
\begin{pmatrix}
\eta_2 \\
\eta_S \\
\chi_2 \\
\chi_S
\end{pmatrix},
\]

Upon identifying the Goldstone boson, \( G^0 \), the remaining 3 x 3 mass-squared matrix in the \( \phi_i \) basis becomes

\[
\mathcal{M}^2_{\phi} = \begin{pmatrix}
(M_{\phi}^2)_{11} & (M_{\phi}^2)_{12} & 0 \\
(M_{\phi}^2)_{12} & (M_{\phi}^2)_{22} & (M_{\phi}^2)_{23} \\
0 & (M_{\phi}^2)_{23} & (M_{\phi}^2)_{33}
\end{pmatrix},
\]

where

\[
(M_{\phi}^2)_{11} = \frac{2}{v^2} \left[ (\lambda_1 + \lambda_3) \hat{w}_2^4 + (\lambda_b - 4 \lambda_7 \cos^2 \sigma) \hat{w}_2^2 \hat{w}_S^2 + \lambda_8 \hat{w}_S^4 \right],
\]

\[
(M_{\phi}^2)_{12} = \frac{-1}{v^2} \left[ (2 \lambda_1 + 2 \lambda_3 - \lambda_b) \hat{w}_2^3 \hat{w}_S + (\lambda_b - 8 \lambda_7 \cos^2 \sigma - 2 \lambda_8) \hat{w}_2 \hat{w}_S^3 \right],
\]

\[
(M_{\phi}^2)_{22} = \frac{2}{v^2} \left[ (\lambda_1 + \lambda_3 - \lambda_b + 2 \lambda_7 \cos^2 \sigma + \lambda_8) \hat{w}_2^3 \hat{w}_S^2 + \lambda_7 \cos^2 \sigma (\hat{w}_4^4 - 3 \hat{w}_S^4) \right],
\]

\[
(M_{\phi}^2)_{23} = v^2 \lambda_7 \sin(2\sigma),
\]

\[
(M_{\phi}^2)_{33} = 2 v^2 \lambda_7 \sin^2 \sigma.
\]
This matrix, $M_\phi$, can be diagonalised in terms of the $R^0$ rotation

$$
\begin{pmatrix}
H_1 \\
H_2 \\
H_3
\end{pmatrix} = R^0 \begin{pmatrix}
\phi_1 \\
\phi_2 \\
\phi_3
\end{pmatrix},
$$

(3.36)

with $R^0$ parameterised as

$$
R^0 \equiv \begin{pmatrix}
1 & 0 & 0 \\
0 & \cos \theta_3 & \sin \theta_3 \\
0 & -\sin \theta_3 & \cos \theta_3
\end{pmatrix} \begin{pmatrix}
\cos \theta_2 & 0 & \sin \theta_2 \\
0 & 1 & 0 \\
-\sin \theta_2 & 0 & \cos \theta_2
\end{pmatrix} \begin{pmatrix}
\cos \theta_1 & \sin \theta_1 & 0 \\
-\sin \theta_1 & \cos \theta_1 & 0 \\
0 & 0 & 1
\end{pmatrix},
$$

(3.37)

where we impose on the three neutral scalar states $H_i$ the convention $m_{H_i} \leq m_{H_{i+1}}$.

With $\lambda$'s as input, one could proceed to perform diagonalisation of $M_\phi^2$. In order to have more control over the physical aspects one would start with one or two masses as input, together with several angles of the mixing matrix, and then determine $\lambda$'s. Such approach is discussed in appendix A.2.

### 3.2.4 Mass eigenstates

The SU(2) doublets in terms of the mass eigenstates are:

$$
\begin{align*}
h_1 &= e^{i\gamma} \left( \frac{h^+}{(\varphi_1 + i\varphi_2)/\sqrt{2}} \right), \\
h_2 &= e^{i\sigma} \left( \frac{\sin \beta G^+ - \cos \beta H^+}{(\sin \beta v + i \sin \beta G^0 + \sum_{i=1}^3 [2 \sin \beta R_{1i}^0 - \cos \beta (R_{12}^0 + i R_{13}^0)] H_i)/\sqrt{2}} \right), \\
h_S &= \left( \frac{\cos \beta v + i \cos \beta G^0 + \sum_{i=1}^3 [2 \cos \beta R_{1i}^0 + \sin \beta (R_{12}^0 + i R_{13}^0)] H_i)/\sqrt{2}} \right)
\end{align*}
$$

(3.38a)

(3.38b)

(3.38c)

where $A_{ij}$ is a complex quantity, implicitly defined by these equations. For simplicity, we extracted the $\gamma$ phase from $h_1$. This lets $\varphi_1$ and $\varphi_2$ be interpreted as mass eigenstates.

### 3.3 The C-III-a couplings

Below, we quote the gauge and Yukawa couplings of the C-III-a model. The scalar-sector couplings are collected in appendix B.

#### 3.3.1 Gauge couplings

The gauge-scalar interactions of the C-III-a model are:

$$
\mathcal{L}_{VH} = \left[ \frac{g}{2 c_w} m_Z Z^\mu Z^\mu + gm_W W_\mu^+ W_-^\mu \right] \sum_{i=1}^3 R_{1i}^0 H_i,
$$

(3.39a)
\[ \mathcal{L}_{VHH} = -\frac{g}{2c_w} Z^\mu \left( \sum_{i=1}^{3} \left( R_{i2}^0 - i R_{i3}^0 \right) H_i \partial_\mu H_j + \varphi_1 \partial_\mu \varphi_2 \right) \]

\[ -\frac{g}{2} \left( i W_\mu^+ \left( \sum_{i=1}^{3} \left( R_{i2}^0 + i R_{i3}^0 \right) H_i \partial_\mu H_j + h^- \partial_\mu (\varphi_1 + i \varphi_2) \right) \right) + \text{h.c.} \right) \] (3.39b)

\[ + \left[ i c A_\mu + \frac{i g}{2} c_w Z^\mu \right] \left( H^+ \partial_\mu H^- + h^+ \partial_\mu (h^-) \right). \]

\[ \mathcal{L}_{VVHH} = \frac{g^2}{8c_w^2} Z_\mu Z^\mu + \frac{g^2}{4} W_\mu^+ W^\mu - \left( \sum_{i=1}^{3} \left( R_{i2}^0 + i R_{i3}^0 \right) H_i H^- \right) + (\varphi_1 + i \varphi_2) h^- + \text{h.c.} \right) \] (3.39c)

\[ + \left[ c A_\mu A^\mu + \frac{g^2 c_w}{c_w} A_\mu Z^\mu + \frac{g^2 c_w^2}{4 c_w^2} Z_\mu Z^\mu + \frac{g^2}{2} W_\mu^- W^\mu + \frac{g^2}{2} W^\mu_\mu \right] \left( H^- H^- + h^- h^- \right). \]

In terms of the mass eigenstates (3.36), the SM-like Higgs boson could be identified with one of the \( H_i \) fields if \( H_i \) happens to be the only field that couples to the gauge bosons in eq. (3.39a). Therefore, for a given \( H_i \) to be the SM-like Higgs field, this would require

\[ R_{i1}^0 \rightarrow 1, \] (3.40)

where the rotation matrix \( R^0 \) is orthogonal, and hence \((R_{i1}^0)^2 + (R_{i2}^0)^2 + (R_{i3}^0)^2 = 1\). This means that all other entries of the row \( i \) and column 1 of the matrix \( R^0 \) in eq. (3.37) would have to be zero.

From eq. (3.33) we may conclude that \( \phi_1 \) can be identified with the SM-like Higgs boson provided that it is already a mass eigenstate. The rotation given by eq. (3.33) guarantees that it is \( \phi_1 \) together with \( G^0 \) that appear in the new basis as the neutral fields of the only doublet that acquires a vev. The field \( \phi_1 \) would be a physical field when \((M_\phi^2)_{12}\) of eq. (3.35b) is zero and, as a result, its mass is then given by \((M_\phi^2)_{11}\) in eq. (3.35a). Imposing \( R_{i1}^0 = 1 \) for any \( i \) always leads to \( H_i \equiv \phi_1 \).

### 3.3.2 Yukawa couplings

There are two possibilities to construct the Yukawa Lagrangian:

\[ \mathcal{L}_Y \sim (2 \oplus 1)_f \otimes (2 \oplus 1)_h, \quad \text{and} \]

\[ \mathcal{L}_Y \sim 1_f \otimes 1_h. \]

Although the first option can give realistic fermion masses, the CKM matrix splits into a block-diagonal form. We consider the trivial representation for fermions\(^6\):

\[ -\mathcal{L}_Y = \bar{Q}_{iL} y_{ij}^d h_S d_{jR}^0 + \bar{Q}_{iL} y_{ij}^u h_S u_{jR}^0 + (\text{leptonic sector}) + \text{h.c.}, \] (3.41)

where \( h_S \) is the charge conjugated of \( h_S \), i.e., \( h_S = i \sigma_2 h_S^* \). The superscript “0” on the fermion fields indicates weak-basis fields.

\(^6\)In our study neutrino masses are of no particular interest.
For the trivial Yukawa sector, the CKM matrix, \(V_{\text{CKM}} = V_u^\dagger V_d\), can be easily fixed to match the experimental value. Moreover, there is natural flavour conservation since the symmetry, whenever the fermions are singlets of \(S_3\), only allows for the fermions to couple to one of the scalar doublets. There are no tree-level flavour changing neutral currents. The scalar-fermion couplings can be extracted from eq. (3.41) by transforming into the fermion mass-eigenstate basis and multiplying the appropriate coefficients by \(-i\):

\[
g(H_i \bar{uu}) = \frac{m_u}{v} \left[ -i \left( \mathcal{R}_{i1}^0 + \mathcal{R}_{i2}^0 \tan \beta \right) - \gamma_5 \mathcal{R}_{i3}^0 \tan \beta \right], \tag{3.42a}
\]
\[
g(H_i \bar{dd}) = \frac{m_d}{v} \left[ -i \left( \mathcal{R}_{i1}^0 + \mathcal{R}_{i2}^0 \tan \beta \right) + \gamma_5 \mathcal{R}_{i3}^0 \tan \beta \right]. \tag{3.42b}
\]

The leptonic Dirac mass terms lead to similar relations.

Due to the CP-indefinite nature of \(H_i\), the scalar-fermion decay rate is given by

\[
\Gamma \left( H_i \to \bar{f}f \right) = \frac{N_c m_{H_i} m_f^2}{8\pi v^2} \left[ \left( 1 - 4 \frac{m_f^2}{m_{H_i}^2} \right)^{3/2} \left| \mathcal{R}_{i1}^0 + \mathcal{R}_{i2}^0 \tan \beta \right|^2 \right. \\
\left. + \left( 1 - 4 \frac{m_f^2}{m_{H_i}^2} \right)^{1/2} \left| \mathcal{R}_{i3}^0 \tan \beta \right|^2 \right], \tag{3.43}
\]

with \(N_c\) the number of colours (\(N_c = 3\) for quarks and \(N_c = 1\) for leptons). We approximate the decay rate ratio of the SM-like Higgs boson to that of the SM as

\[
\kappa_{ff}^2 \approx \left| \mathcal{R}_{i1}^0 + \mathcal{R}_{i2}^0 \tan \beta \right|^2 + \left( 1 - 4 \frac{m_f^2}{m_{H_i}^2} \right)^{-1} \left| \mathcal{R}_{i3}^0 \tan \beta \right|^2. \tag{3.44}
\]

This equation will be used as a measure of the SM-like limit for the fermion couplings.

Finally, the charged scalar-fermion couplings are:

\[
g\left( H^+ \bar{u}_i d_j \right) = i \frac{\sqrt{2}}{v} \tan \beta \left[ P_L m_u - P_R m_d \right] (V_{\text{CKM}})_{ij}, \tag{3.45a}
\]
\[
g\left( H^- \bar{d}_i u_j \right) = i \frac{\sqrt{2}}{v} \tan \beta \left[ P_R m_u - P_L m_d \right] (V_{\text{CKM}}^\dagger)_{ji}, \tag{3.45b}
\]
\[
g\left( H^+ \bar{\nu}_l \right) = -i \frac{\sqrt{2} m_l}{v} \tan \beta P_R, \tag{3.45c}
\]
\[
g\left( H^- \bar{\nu}_l \right) = -i \frac{\sqrt{2} m_l}{v} \tan \beta P_L. \tag{3.45d}
\]

The structure of the charged scalar couplings resembles the 2HDM Type-I model, except that in our definition \(\tan \beta\) is the inverse in the sense that the vev of the doublet that couples to the fermions appears in the denominator.

### 4 Relations among \(S_3\)-based models

Some of the \(S_3\)-based models share certain properties, in particular C-III-a and R-II-1a, as will be discussed below.
4.1 Relation of the C-III-a model to other $S_3$-based 3HDMs

The C-III-a model can be related to several other $S_3$-based models [26], by considering special limits leading to models neither with $w_1$ proportional to $w_2$ nor with vanishing vevs $w_2$ or $w_S$. However, such relations cannot always be established. Further insights can be obtained by consulting Ref. [26].

For $\cos \sigma = 0$, the mass splitting between the neutral states of the C-III-a inert sector, eq. (3.24), becomes

$$\Delta = |(\lambda_2 + \lambda_3) \tilde{w}_2^2 - \lambda_7 \tilde{w}_S^2|,$$

(4.1)

and one of the states of that sector becomes massless due to the O(2) symmetry originating from putting $\lambda_1 = 0$ [31], and definite CP parities. This case is equivalent to C-III-f ($\pm i\tilde{w}_1, i\tilde{w}_2, \tilde{w}_S$) or C-III-g ($\pm i\tilde{w}_1, -i\tilde{w}_2, \tilde{w}_S$), depending on the quadrant of the phase $\sigma$, with $\tilde{w}_1 \ll v$. Then, for $\Delta = 0$, and $\lambda_7 = (\lambda_2 + \lambda_3) \tan^2 \beta$, both states become massless, irrespective of the value of $\lambda_7$. Due to an additional constraint in terms of $\lambda_7$, this configuration becomes equivalent to C-IV-b ($\tilde{w}_1, \pm i\tilde{w}_2, \tilde{w}_S$) with $\tilde{w}_1 \ll v$. However, in the C-IV-b model only one massless state arises due to the O(2) symmetry [31]. It should be noticed that one of the mass eigenvalues of C-IV-b explicitly depends on $\tilde{w}_2^2$.

Some other vacua [26] of the form $(0, x, y)$ can be reached. The R-II-1a is a special case and is discussed in the following subsection. The only other real model with an equivalent vacuum is R-III ($\tilde{w}_1, w_2, w_S$). It is impossible to reach this model as R-III would simultaneously require both $\sigma = 0$ and $\lambda_1 = 0$. However, for this to be satisfied, the only possibility is to set $\lambda_7 = 0$, which is not required by R-III. Moving to the complex vacua, there are some other possible cases. The C-III-d ($\pm i\tilde{w}_1, \tilde{w}_2, \tilde{w}_S$) and C-III-e ($\pm i\tilde{w}_1, -\tilde{w}_2, \tilde{w}_S$) cases are not reachable as one of the minimisation constraints depends on the $\lambda_2 + \lambda_3$ term, whereas C-III-a does not. Next, it is possible to reach C-IV-d ($\tilde{w}_1 e^{i\sigma_1}, \pm \tilde{w}_2 e^{i\sigma_1}, \tilde{w}_S$), which is real, by setting $\lambda_7 = 0$. In this case an additional O(2)$\otimes$U(1)$_{h_1}$ symmetry arises, see Ref. [31], which is spontaneously broken, yielding two massless states. Finally, when both $\lambda_1 + \lambda_3 = 0$ and $\lambda_7 = 0$ are satisfied, C-III-a becomes a special case of C-V ($\tilde{w}_1 e^{i\sigma_1}, \tilde{w}_2 e^{i\sigma_1}, \tilde{w}_S$), which is, actually, real. In this case there is an additional O(2)$\otimes$U(1)$_{h_1} \otimes$U(1)$_{h_2} \otimes$U(1)$_{h_S}$ symmetry.

An overview of the above relations is summarised in Table 1.

4.2 R-II-1a vs C-III-a

Both R-II-1a and C-III-a have vevs of the form $(0, x, y)$:

**R-II-1a:** $(0, w_2, w_S)$,  **C-III-a:** $(0, \tilde{w}_2 e^{i\sigma}, \tilde{w}_S)$.

In R-II-1a there is no mixing between $\eta_1$ and $\chi_1$, which are the neutral components of the $h_1$ doublet, and in addition the neutral mass squared matrix in the $\{h_2, h_3\}$ sector is $2 \times 2$ block diagonal in such a way that the CP-odd states do not mix with the CP even states. All physical neutral states in R-II-1a have definite CP parity. In the C-III-a vacuum there is no such separation and the physical neutral scalars are not CP eigenstates.

One might expect to recover all the R-II-1a masses and mixing from those of C-III-a by simply taking the limit $\sigma = 0$, but as can be seen from the results presented in the previous sections, this is not the case. One may wonder why the R-II-1a case is not trivially recovered from the C-III-a case by simply taking $\sigma$ equal to zero. The explanation
is simple, one just has to look at the minimisation condition coming from the variation of \( \sigma \) which requires:

\[
\hat{w}_2^2 \hat{w}_S \sin \sigma (\lambda_4 \hat{w}_2 - 4\lambda_7 \hat{w}_S \cos \sigma) = 0.
\]  

(4.2)

We have two factors and the minimisation conditions are satisfied either for \( \sigma = 0 \) leading to the real solution R-II-1a, or for \( \lambda_4 \) related to \( \lambda_7 \) by eq. (3.2c). There is no need to impose both conditions at the same time. R-II-1a does not require this additional condition relating \( \lambda_4 \) to \( \lambda_7 \).

Imposing both \( \sigma = 0 \) and the condition given by eq. (3.2c) at the same time would lead to physical states with definite CP parities. Furthermore, the CP-odd sector \( (\chi_2, \chi_S) \) would become massless, i.e., an additional massless state would arise. The neutral sector of \( h_1 \) would also be diagonal.

Table 1: Relations of the C-III-a model to other \( S_3 \)-based models [26]. Most of the presented models, in the general form, do not require \( w_1 = 0 \), while C-III-a does. In light of this, models are treated in the special limit of \( \hat{w}_1 \to 0 \), along with the explicit (general) minimisation conditions. The O(2) symmetry arises when \( \lambda_4 = 0 \), in which case there is no spontaneous CP violation. Other continuous symmetries, if present, are specified. Massless states, in terms of a single scalar field (2.2), \( m_{X_i} \), or in terms of the mixing of fields, \( m_{X_i-X_j} \), are presented.

| Model     | Conditions                                      | Comments                                                                 |
|-----------|-------------------------------------------------|--------------------------------------------------------------------------|
| R-II-1a   | \( \sigma = 0 \)                               | Special point in R-II-1a, \( \lambda_4 = 4\lambda_7 w_S/w_2 \).          |
| (0, \( w_2, w_S \)) |                                                  |                                                                           |
| R-III     |                                                  | Not reachable, \( \lambda_7 \neq 0 \) in R-III.                          |
| (\( w_1, w_2, w_S \)) |                                                  |                                                                           |
| C-III-d,e | \( \pm i \hat{w}_1, \hat{w}_2, \hat{w}_S \), \( \pm i \hat{w}_1, -\hat{w}_2, \hat{w}_S \) | Not reachable. There are no vanishing couplings in C-III-d,e.            |
| C-III-f,g | \( \pm i \hat{w}_1, i\hat{w}_2, \hat{w}_S \), \( \pm i \hat{w}_1, -i\hat{w}_2, \hat{w}_S \) | \( \sigma = \pm \pi/2, \lambda_4 = 0 \)  
Additional O(2) symmetry; \( m_{\chi_1} = 0 \). |
| C-IV-b    | \( \hat{w}_1 \pm i\hat{w}_2, \hat{w}_S \)     | \( \sigma = \pm \pi/2, \lambda_4 = 0 \)  
\( \lambda_7 = (\lambda_2 + \lambda_3) \hat{w}_2^2/\hat{w}_S^2 \)  
Exact C-IV-b: additional O(2) symmetry.  
C-III-a limit: another massless state; \( m_{\eta_1} = m_{\chi_1} = 0 \). |
| C-IV-d    | \( \hat{w}_1 e^{i\sigma_1}, \pm \hat{w}_2 e^{i\sigma_1}, \hat{w}_S \) | \( \lambda_4 = \lambda_7 = 0 \)  
Additional O(2)  \( \otimes \) U(1) \( _{h_S} \) symmetry;  
\( m_{\eta_1 - \chi_1} = m_{\chi_2 - \chi_S} = 0 \). |
| C-V       | \( \hat{w}_1 e^{i\sigma_1}, \hat{w}_2 e^{i\sigma_2}, \hat{w}_S \) | \( \lambda_2 + \lambda_3 = \lambda_4 = \lambda_7 = 0 \)  
Additional O(2)  \( \otimes \) U(1) \( _{h_1} \otimes U(1) _{h_2} \otimes U(1) _{h_S} \) symmetry;  
\( m_{\eta_1} = m_{\chi_1} = m_{\chi_2 - \chi_S} = 0 \). |
5 Model analysis

The model is analysed using the following input:

• The lightest $H_i$ state is the SM-like Higgs with $m_{H_1} = 125.25$ GeV [32];
• The Higgs basis rotation angle $\beta \in [0, \pi/2]$ and the phase $\sigma \in [-\pi, \pi]$;
• The diagonalisation angles $\gamma \in [0, \pi]$, $\theta_2 \in [-\pi/2, \pi/2]$, and $\theta_3 \in [-\pi/2, \pi/2]$;
• The charged scalar masses $m_{\varphi^\pm} \supset \{m_{h^\pm}, m_{H^\pm}\} \in [0.07, 1]$ TeV;
• The dark matter candidate $m_{\varphi_1} \in [0, 1]$ TeV;

We are not using all the mass parameters as input. The values of $\{m_{H_2}, m_{H_3}, m_{\varphi_2}, \theta_1\}$ are calculated based on the input angles. By convention, the masses preserve the hierarchy based on indices.

For the numerical parameter scan, both theoretical and experimental constraints are imposed. Based on the constraints, several cuts are defined and applied, in analogy with our companion paper [10]:

• Cut 1: perturbativity, stability, unitarity checks, LEP constraints;
• Cut 2: SM-like gauge and Yukawa sector, electroweak precision observables and $B$ physics;
• Cut 3: $H_1 \rightarrow \{\text{invisible}, \gamma\gamma\}$ decays, DM relic density, direct searches;

with each of the subsequent constraint being superimposed over the previous ones.

5.1 Cut 1 constraints

We start by putting constraints on the input masses. The mass of the SM-like Higgs particle is fixed at $m_{H_1} = 125.25$ GeV [32]. In the extended Higgs sector studies a conservative lower bound for the charged masses is usually adopted as $m_{\varphi^\pm} \geq 80$ GeV [33, 34]. We shall assume a more generous value of $m_{\varphi^\pm} \geq 70$ GeV. Moreover, measurements of the $W^\pm$ and $Z$ widths at LEP [35] forbid decays of the gauge bosons into a pair of scalars. The lower limits on the scalar masses is set to be $m_{\varphi_i} + m_{h^\pm} > m_{W^\pm}$, and $m_{\varphi_1} + m_{\varphi_2} > m_Z$.

The theory constraints consist of several checks:

• Unitarity
  The tree-level unitarity conditions for the $S_3$-symmetric 3HDM were presented in Ref. [30]. The unitarity limit is evaluated enforcing the absolute values of the eigenvalues $\Lambda_i$ of the scattering matrix to be within a specific limit. In our scan we assume $|\Lambda_i| \leq 16\pi$ [36]. Some authors prefer a more severe bound $|\Lambda_i| \leq 8\pi$ [37,38]. We compare the impact of both in figure 5.
Figure 5: Scatter plots of masses that satisfy the theory constraints, Cut 1. Top: the charged sector, $h^\pm$ and $H^\pm$. Bottom left: the inert neutral sector, $\varphi_1$ and $\varphi_2$. Bottom right: the active heavy neutral sector, $H_2$ and $H_3$. The light-blue region accommodates the $16\pi$ unitarity constraint, whereas the darker region satisfies the $8\pi$ constraint.

• Perturbativity
The perturbativity check is split into two parts: couplings are assumed to be within the limit $|\lambda_i| \leq 4\pi$ and the overall strength of the quartic scalar interactions is limited by $|g_{\varphi_i\varphi_j\varphi_k\varphi_l}| \leq 4\pi$.

The list of quartic scalar interactions $g_{\varphi_i\varphi_j\varphi_k\varphi_l}$ can be found in appendix B. From the quartic interaction $h^\pm h^\mp h^\mp h^\mp$ (B.10a), it follows that $0 < \lambda_1 + \lambda_3 \leq \pi$. Evaluation of other couplings is more involved. An interesting observation, based on data satisfying Cut 1, is that $\lambda_7$ in (A.1d) must be positive.

• Stability
Necessary, but not sufficient, conditions for the stability of an $S_3$-symmetric 3HDM were provided in Ref. [30]. We parameterise the SU(2) doublets in terms of the spinor components,

$$h_i = ||h_i||\hat{h}_i, \quad i = \{1, 2, S\},$$

following the guideline presented in Refs. [6,39]. The complex product between two different unit spinors relies on six degrees of freedom. However, it was pointed out that those six variables are not independent, see section III-C of Ref. [40]. As a
result, positivity conditions would yield an over-constrained \( \lambda \) parameter space. In other words, the value of the potential would be lower than the true minimum due to additional parameters. To sum up, the norms of the spinors \( |\!|h_i|\!| \) are parameterised in terms of the spherical coordinates

\[
|h_1| = r \cos \gamma \sin \theta, \quad |h_2| = r \sin \gamma \sin \theta, \quad |h_S| = r \cos \theta, \quad (5.2)
\]

and the unit spinors are given by

\[
\hat{h}_1 = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad \hat{h}_2 = \begin{pmatrix} \sin \alpha_2 \\ \cos \alpha_2 e^{i\beta_2} \end{pmatrix}, \quad \hat{h}_S = e^{i\delta} \begin{pmatrix} \sin \alpha_3 \\ \cos \alpha_3 e^{i\beta_3} \end{pmatrix}, \quad (5.3)
\]

Due to the freedom of the \( \lambda_4 \) coupling the stability conditions are rather involved. Our approach involves checking the necessary stability constraints [30], and if those are satisfied, with the help of the Mathematica function NMinimize, using different algorithms, a further numerical minimisation of the potential is performed.

By imposing the theory constraints we exclude regions of the parameter space, as illustrated in figure 5. Some masses, \( m_{H^+}, m_{\varphi_1} \) and \( m_{H_2} \), are cut off at high values by the perturbativity constraint, whereas \( m_{h^+, m_{\varphi_2}} \) and \( m_{H_3} \) are cut off by the unitarity constraint. As seen in the bottom-left panel of figure 5, a gap develops between the masses of the two neutral states of the inert sector, as discussed in section 3.2.2. Experimental constraints will further reduce regions of the parameter space.

### 5.2 Cut 2 constraints

Cut 2 constraints are superimposed over those parameter points which pass the Cut 1 constraints. For a point to pass Cut 2, it needs to satisfy:

- **SM-like limit**

  The SM-like limit for the gauge interactions was presented in eq. (3.40), and the scalar-fermion decay rates were presented in eq. (3.43). We recall that in the C-III-a model the active neutral scalars are CP-indefinite. In light of this, eq. (3.44) is evaluated as a probe of the SM-like limit for Higgs-fermion couplings. We shall adopt the following 3-\( \sigma \) bounds from the PDG [32]:

\[
\kappa_{VV}^2 \equiv (R_{11}^0)^2 \in \{1.19 \pm 3 \sigma\}, \quad \text{which comes from } h_{SM}W^+W^-, \quad (5.4a)
\]

\[
\kappa_{ff}^2 \in \{1.04 \pm 3 \sigma\}, \quad \text{which comes from } h_{SM}\bar{b}\bar{b}, \quad (5.4b)
\]

where \( R_{11}^0 = \cos \theta_1 \cos \theta_2 \). The gauge coupling depends only on two variables, which are \( \theta_1 \) and \( \theta_2 \). Nevertheless, there are other non-SM-like scalar gauge couplings present, which do not vanish, namely the trilinear \( ZH_1H_1 \) and \( W^+H^-H_1 \), and quartic \( (AW^+ + ZW^\pm)H^\mp H_1 \). However, due to kinematics those do not contribute to the width of \( H_1 \). On the other hand, \( \kappa_{ff}^2 \) depends on \( \{\theta_1, \theta_2, \beta\} \).

The 3-\( \sigma \) allowed regions in \( \theta_1, \theta_2 \) and \( \beta \) are given in figure 6. The angles \( \theta_1 \) and \( \theta_2 \) surviving Cut 2 tend to be small, whereas \( \beta \) populates regions around \( 0.2\pi \) and \( 0.4\pi \). In our analysis values of \( \theta_1 \) are calculated while angles \( \beta \) and \( \theta_2 \) are used as input.
Figure 6: Constraints on $\theta_1$, $\theta_2$ and $\beta$ from the gauge and Yukawa couplings. Red: values satisfying simultaneously $\kappa^2_{VV}$ and $\kappa^2_{ff}$ at 3-$\sigma$. Green: values satisfying Cut 2, plotted over the red-coloured background. Values of $\beta$ for which $w_2$ or $\tilde{w}_S$ vanish are identified by blue lines. The range of $\theta_2$ has been reduced due to the symmetry under $\theta_2 \rightarrow -\theta_2$.

- **Electroweak precision observables**

  The electroweak oblique parameters are specified by the $S$, $T$, and $U$ functions [41, 42]. Sufficient mass splittings of the extended electroweak sector can lead to a non-negligible contribution. The $S$ and $T$ parameters get the most sizeable contributions. Results are compared against the experimental constraints provided by the PDG [32], assuming that $U = 0$. The model-dependent rotation matrices, needed to evaluate the set of $S$ and $T$, are presented in appendix C.1.

- **$B$ physics constraints**

  The importance of a charged scalar exchange for the $\bar{B} \rightarrow X(s)\gamma$ rate has been known since the late 1980’s [43–45]. Although three-Higgs-doublet models have two charged Higgs bosons, in the $S_3$-based models we are considering, only one of them couples to fermions, the other one is in the inert sector. This implies that we may follow the approach of Misiak and Steinhauser [46], used for the 2HDM with relative Yukawa couplings of the active charged scalar, eq. (3.45), which in the notation of Ref. [46] corresponds to

  \[ A_u = A_d = \tan \beta, \tag{5.5} \]

  since, as pointed out before, the $\tan \beta$ here is the inverse of their $\tan \beta$. According to eq. (5.5) the relevant couplings are the same as those of the 2HDM Type I model, with the exception that here we are interested in small values of $\tan \beta$. The $\bar{B} \rightarrow X(s)\gamma$ constraint excludes values of $|\tan \beta|$ larger than four. After applying Cut 3 the allowed range is shrunk to $|\tan \beta| < 1$.

  We adopt techniques presented in the companion paper [10]. The experimental value is taken to be $\text{Br}(\bar{B} \rightarrow X(s)\gamma) \times 10^4 = 3.32 \pm 0.15$ [32]. We impose an $(n = 3)$-\(\sigma\) tolerance, together with an additional ten per cent computational uncertainty,

  \[ \text{Br}(\bar{B} \rightarrow X(s)\gamma) \times 10^4 = 3.32 \pm \sqrt{(3.32 \times 0.1)^2 + (0.15 n)^2}. \tag{5.6} \]

  The acceptable region, corresponding to the 3-\(\sigma\) bound, is [2.76; 3.88].
Figure 7: Scatter plots of masses that satisfy Cut 1 and Cut 2 constraints. Top: the charged sector, $h^\pm$ and $H^\pm$. Bottom left: the inert neutral sector, $\varphi_1$ and $\varphi_2$. Bottom right: the active heavy neutral sector, $H_2$ and $H_3$. The light-blue region satisfies Cut 1 and accommodates the $16\pi$ unitarity constraint. The yellow region accommodates a $3\sigma$ tolerance with respect to Cut 2, whereas in the green regions, the model is within the $2\sigma$ bound of these values.

After applying Cut 2 the mass ranges of figure 5 are reduced. The mass scatter plots satisfying Cut 1 and Cut 2 are presented in figure 7. The most obvious reduction of the allowed parameters is in the charged sector. The $\bar{B} \to X(s)\gamma$ constraint introduces cuts in two regions of the charged-Higgs masses, i.e., to the left and to the right of the allowed $3\sigma$ yellow, region. However, for relatively light charged scalars $H^\pm$ with $m_{H^\pm} \lesssim 300$ GeV, heavier $h^\pm$ states with $m_{h^\pm} > 600$ GeV, are allowed by the $\bar{B} \to X(s)\gamma$ constraint. However, this region, for heavy $h^\pm$ states, is excluded by the SM-like constraints and electroweak precision observables. On the other hand, heavy $H^\pm$ scalars are disfavoured by the electroweak precision observables. The upper-right corner of the $m_{\varphi_1}-m_{\varphi_2}$ Cut 1 plane (see figure 7) is excluded due to the $\bar{B} \to X(s)\gamma$ constraint. This is rather unexpected, since the constraint on the charged scalars would normally (in the IDM) not limit the parameter space of the neutral scalar sector. It arises due to the fact that the model parameters are highly constrained. Other regions of the Cut 1 mass scatter plot are excluded due to a combination of several Cut 2 constraints. Concerning the heavy active neutral sector, we note that the Cut 2 puts bounds on the upper value of the mass of $H_3$. 
5.3 Cut 3 constraints

This subsection includes constraints coming from the LHC and astrophysical observables. In the future, Higgs self interactions may become a crucial test, those are also discussed.

5.3.1 LHC Higgs constraints

First of all, we require that the full width of the SM-like Higgs particle be within $\Gamma_{H_1} = 3.2^{+2.8}_{-2.2}$ MeV, an experimental bound taken from the PDG [32]. In the SM the total width of the Higgs boson is around 4 MeV. The upper value, i.e., $\Gamma_{H_1} = 6$ MeV is used in preliminary checks within the spectrum generator. Apart from that, several channels are checked against the experimental results:

- **Decay $H_1 \rightarrow gg$**
  In the SM case, the dominant Higgs production mechanism is through gluon fusion. However, due to experimental limitations we do not explicitly consider constraints on this channel. For DM mass below $m_{H_1}/2$ the gluon branching ratio can become low due to the opening of the invisible channel, $H_1 \rightarrow \varphi_i\varphi_i$. However, such cases are partially excluded by other LHC Higgs-particle constraints of Cut 3. After applying all of the constraints we found that $\text{Br}(H_1 \rightarrow gg) \in [6.5; 8.4] \times 10^{-2}$, while the SM case predicts the value of $\text{Br}(h^{\text{SM}} \rightarrow gg) \approx 7.9 \times 10^{-2}$.

- **Decay $H_1 \rightarrow \gamma\gamma$**
  The di-photon partial decay width is modified by the contributions of the charged-scalar loops which are not present in the SM. In light of the above discussion regarding gluons, we do not aim to account for the correct $H_1$ two-gluon production factor, instead we approximate the di-photon channel strength by
  \[
  \mu_{\gamma\gamma} \approx \frac{\Gamma(H_1 \rightarrow \gamma\gamma)}{\Gamma^{\text{exp}}(h)} \frac{\Gamma^{\text{exp}}(h \rightarrow \gamma\gamma)}{\Gamma^{\text{exp}}(H_1)},
  \]
  (5.7)
  with $\mu_{\gamma\gamma} = 1.11 \pm 0.10$ [32]. We evaluate this constraint allowing for an additional ten per cent computational uncertainty, and impose an $(n = 3)$-σ tolerance,
  \[
  \mu_{\gamma\gamma} = 1.11 \pm \sqrt{(1.11 \times 0.1)^2 + (0.1n)^2},
  \]
  (5.8)
  which corresponds to the 3-σ range of [0.79; 1.43].
  The di-photon branching ratio is higher for light $h^{\pm}$. As the mass of the inert sector charged scalar increases, the branching ratio also decreases. On the other hand, the di-photon branching ratio increases for heavier $H^{\pm}$ scalars.

- **Invisible decays, $H_1 \rightarrow \text{inv}$**
  The SM-like Higgs boson can decay to lighter scalars, $H_1 \rightarrow \varphi_i\varphi_j$. If such decays are kinematically allowed, these processes can enhance the total width of the SM-like Higgs state sizeably. In total, due to CP non-conservation, and if kinematically accessible, there are three possible decay channels $H_1 \rightarrow \{\varphi_1\varphi_1, \varphi_2\varphi_2, \varphi_1\varphi_2\}$. After applying all of the cuts we found that $m_{\varphi_2} \geq 150$ GeV. This lower mass limit significantly simplifies the study of invisible decay channels, since the only accessible
channel will be $H_1 \rightarrow \varphi_1 \varphi_1$. Furthermore, after applying all constraints, including Cut 3, the $m_{\varphi_1} < m_{H_1}/2$ inequality always holds. Hence, the invisible decays channel is always open in the C-III-a model. In our calculations we adopt the PDG [32] constraint, which is $\text{Br}^{\text{exp}}(H_1 \rightarrow \text{inv.}) < 0.19$.

We note that there are more severe constraints on the invisible channel than those appearing in the PDG, set by ATLAS [47, 48], $\text{Br}(H_1 \rightarrow \text{inv.}) \lesssim 0.13$. However, those are preliminary results. Even after applying a more strict bound we found a very limited impact on the parameter space.

Analytic expressions for the decay rates presented in this section can be found in Appendix C.2.

5.3.2 The $H_1$ scalar self interactions

Let us next consider the trilinear and quadrilinear self interactions of the SM-like Higgs particle. In the future, the trilinear interactions may become a crucial test for new physics [49]. In the SM the Higgs self-interactions are [50]:

$$g(h_3^{3\text{SM}}) = \frac{3m_{h_3}^2}{v}, \quad g(h_4^{4\text{SM}}) = \frac{1}{v}g(h_3^{3\text{SM}}). \quad (5.9)$$

In the C-III-a model the corresponding couplings are given by eqs. (B.6a) and (B.8f). Invoking the expressions for the $\lambda$’s given in appendix A, as well as eq. (3.2c), we find that the trilinear coupling can be expanded as

$$g(H_1^3) = \frac{1}{v} \left[ m_{H_1}^2 A_{H_1} + m_{H_2}^2 A_{H_2} + m_{H_3}^2 A_{H_3} + m_{\varphi_1}^2 A_{\varphi_1} \right], \quad (5.10)$$

having expressed $m_{\varphi_2}^2$ in terms of $m_{\varphi_1}^2$ according to eq. (3.26). Here, $A_i$ are coefficients expressed in terms of angles. For example,

$$A_{H_1} = \frac{3}{8} \cos^3 \theta_2 \left\{ \frac{2 \cos \theta_1 \left[ \cos(2\theta_2) + 5 \right]}{\sin \beta \cos \beta} - 2 \cos^2 \theta_2 \sin(2\beta - 3\theta_1) - \cos(2\beta) \sin \theta_1 \left[ \cos(2\theta_2) - 7 \right] \right\}. \quad (5.11)$$

The trilinear coupling is shown in figure 8. Within the C-III-a model, either sign is possible, there is no simple correlation between the sign of the coupling and the parameters of the model. The SM-like limit in terms of the gauge and Yukawa couplings, requires $\mathcal{R}_{11}^0 = 1$ and $\mathcal{R}_{1k}^0 = \mathcal{R}_{k1}^0 = 0 (k = 2, 3)$. Indeed, expression (5.11) reduces to $A_{H_1} = 3$ for $\theta_1 = \theta_2 = 0$ and any $\beta$.

The form of the quartic self-interactions is similar to the trilinear one, but with different $A_i$ coefficients.

5.3.3 Astrophysical observables

We consider a standard cosmological model with a freeze-out scenario. The cold dark matter relic density along with the decay widths discussed above and other astrophysical observables are evaluated using micrOMEGAs 5.2.7 [51–53]. The ’t Hooft-Feynman gauge
is adopted, and switches are set to default values $VZ\text{decay} = VW\text{decay} = 1$, specifying that 3-body final states will be computed for annihilation processes only. The fast = −1 switch specifies that very accurate calculation is used.

We adopt the cold dark matter relic density value of $0.1200 \pm 0.0012$ taken from the PDG [32]. The relic density parameter will be evaluated using a 3-σ tolerance and assuming an additional ten per cent computational uncertainty,

$$\Omega h^2 = 0.1200 \pm \sqrt{(0.1200 \times 0.1)^2 + (0.0012 n)^2},$$  \hspace{1cm} (5.12)

corresponding to the [0.1075; 0.1325] region. Results are presented in figure 9. The relic density is found to fall quickly at DM masses beyond 50 GeV.

The portal couplings $\varphi_1\varphi_1 H_i$ and $\varphi_1\varphi_1 H_i H_i$ play an important role for the Early Universe phenomenology. In the R-II-1a model we saw that the portal couplings increase
very fast with high DM mass. Such high portal couplings imply a fast annihilation of DM, thus ruling out the possibility of obtaining the experimentally observed DM relic density for high dark matter masses. The absolute value of the trilinear portal couplings for C-III-a (B.6b) are illustrated in figure 10. The couplings can have either sign, but there is no simple correlation with the input parameters.

Figure 10: Absolute values of the C-III-a portal couplings $g(\varphi_1 \varphi_1 H)$ as functions of the mass of the DM candidate $m_{\varphi_1}$.

For a $\varphi_1$ scalar with mass above 300 GeV (Cut 1 allows for $m_{\varphi_1}^{\text{max}} \approx 500$ GeV while Cut 2 shrinks the region to $m_{\varphi_1}^{\text{max}} \approx 400$ GeV) we get $\Omega h^2 \lesssim \mathcal{O}(10^{-6})$. In this mass range the primary annihilation mechanisms are through the $\varphi_1 \varphi_1 \rightarrow H_i H_j$ channels. In the IDM the correct relic density, for high DM masses, is achieved due to a small portal coupling and near mass-degeneracy of the inert scalar sector. In section 3.2.2 we noted that it is not possible to have mass-degeneracy, $m_{\varphi_1} \approx m_{\varphi_2}$. There is always a mass gap. For heavy states, $m_{\varphi_1} \geq 300$ GeV, after applying the Cut 1 constraint a mass gap develops of around $m_{\varphi_2} \approx m_{\varphi_1} + 70$ GeV. The relevant processes for models with small, or vanishing, portal couplings would be diagrams with quartic vertices of the $SSVV$ type (3.39c). In the high-mass region, the $\Omega h^2$ parameter receives a contribution which grows as the difference of the squared inert-sector masses. Only for sufficiently low mass splittings between the inert-sector scalars can the correct relic density be reached.

After separately applying each of the Cut 3 constraints to the parameter points satisfying Cut 1 and Cut 2, we found that the most severe constraint is the one due to the relic density. Less than one per cent of the Cut 1 and Cut 2-compatible points is satisfied after imposing the $\Omega h^2$ values. This is understandable after inspecting figure 9. In fact, $\Omega h^2$ is not high enough in the region beyond $m_{H_i}/2$. However, in other models, as seen in figure 1, the surviving DM region (this is not an effect of only the relic density constraint) starts at values of $m_{\text{DM}} \approx 60$ GeV. In this region one would expect to see the most significant contribution from channels $\text{DM DM} \rightarrow \{b\bar{b}, W^+W^-, ZZ\}$. In contrast, in the C-III-a model the $\Omega h^2$ parameter drops below the experimental value for masses beyond about $m_{H_i}/2$. The most significant contribution, and the only adjustable (not fixed by the gauge coupling), comes from the portal couplings $\varphi_1 \varphi_1 H_i$. It turns out that the portal coupling to $H_2$ plays an important role in reducing the relic density for DM masses above some 50 GeV.
A less severe constraint comes from the direct detection analysis. An interesting aspect of the model is that the direct detection criteria are satisfied throughout the region $m_{\varphi_1} \in [6, 360] \text{ GeV}$ and also at $m_{\varphi_1} \approx 1 \text{ GeV}$. Two effects are responsible:

- Interference between different portal $\varphi_1 \varphi_1 H_i$ couplings;
- The $H_i f \bar{f}$ couplings entering with both CP-even and CP-odd components;

The significance of these effects depends on the input parameters. We present cross sections relevant for direct detection in figure 11, comparing to the “neutrino floor”. In practically the whole mass range there are parameter points at lower cross sections. A future improvement on the direct detection constraint is not obviously going to reduce the range of masses allowed by the model. Moreover, the cross section can be as low as $\sigma_{SI} \approx 10^{-22} \text{ pb}$, which is way below the neutrino floor.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{xenon1t.png}
\caption{The spin-independent DM-nucleon cross section compatible with XENON1T [54] data at 90\% C.L. The points represent Cut 3 satisfied cases. The red line corresponds to an approximate neutrino floor.}
\end{figure}

\subsection{5.4 Cut 3 discussion}

The LHC-related checks of Cut 3 are the least severe, satisfied by more than half of the parameter points surviving Cut 1 and Cut 2. When the DM candidate is sufficiently light, $m_{\varphi_1} \leq m_{H_1}/2$, decays of the SM-like Higgs particle into the dark sector, specifically the $H_1 \to \varphi_1 \varphi_1$ channel, play the most significant role. The high branching ratio of $H_1 \to \varphi_1 \varphi_1$ significantly impacts the total width of the SM-like Higgs particle, which is also constrained by Cut 3. One might expect that in the sub-($m_{H_1}/2$) region the decay of the SM-like Higgs particle into the invisible channel should be the most constraining one due to the need to tune the coupling. However, this is not the case, in this region both the relic density and direct detection constraints are even more demanding.

The model is described in terms of eight input parameters: three masses and five angles. For the purpose of discussion it is instructive to consider input in terms of just six masses, as was done for Cut 1 and Cut 2. First we apply each Cut 3 constraint separately,
either the relic density constraint, or direct detection limits, or LHC related checks, over parameter points satisfying Cut 1 and Cut 2.

There are no significant restrictions introduced on the charged masses. However, there are some restrictions introduced on the neutral inert sector masses. There is an upper limit $m_{\varphi_1} < 55 \text{ GeV}$ and a lower limit $m_{\varphi_1} > 6 \text{ GeV}$, both coming from the relic density constraint. The relic density checks allows also for $m_{\varphi_1} \approx 1 \text{ GeV}$. The LHC checks restrict states lighter than $m_{\varphi_2} \approx 110 \text{ GeV}$. These checks are very sensitive to the total width of the Higgs boson. Solutions with $m_{\varphi_2} < 110 \text{ GeV}$ require $\Gamma_h > 0.2 \text{ GeV}$. There is a mass gap $m_{\varphi_2} \approx m_{\varphi_1} + 110 \text{ GeV}$, for $m_{\varphi_1} < m_{H_1}/2$. The allowed masses of the neutral active sector are pushed away from the degenerate limit by both the relic density and the LHC constraints, so that $m_{H_1} > m_{H_2} + 20 \text{ GeV}$.

Let us discuss cases when the Cut 3 constraints are introduced in pairs. When we assume $m_{\varphi_1} \lesssim 60 \text{ GeV}$, as required by the relic density constraint, we find that there is a small difference between choosing different pairs of the Cut 3 constraints. A significant fraction of the Cut 1 and Cut 2-compatible parameter points is excluded in the charged sector.

Figure 12: Scatter plots of masses that satisfy different Cuts. Top: the charged sector, $h^\pm$ and $H^\pm$. Bottom left: the inert neutral sector, $\varphi_1$ and $\varphi_2$. Bottom right: the active heavy neutral sector, $H_2$ and $H_3$. The light-blue region satisfies Cut 1 and accommodates the $16\pi$ unitarity constraint. The yellow region accommodates a $3\sigma$ tolerance with respect to Cut 2, whereas in the green regions, the model is within the $2\sigma$ bound of these values. The grey region is compatible with Cut 3.
sector when $\Omega h^2$ together with the LHC constraints are satisfied. This means that the full region of parameter space allowed by each of these two constraints separately only overlaps in a small region. The allowed region in the charged sector is practically reduced to what is shown in figure 12 (for all Cut 3 constraints). In the inert neutral sector a limit $m_{\psi_2} > 100 \text{ GeV}$ arises for any pair of constraints. Apart from that, any pair of constraints involving $\Omega h^2$ results in a bound $m_{\psi_1} < 50 \text{ GeV}$. Concerning the heavy active neutral sector, when both $\Omega h^2$ and LHC constraints are satisfied, an upper bound is introduced, $m_{H_3} < 300 \text{ GeV}$.

Table 2: Benchmark points and dominant decay modes. The “$q$” notation refers to a sum over the light quarks, $d$, $u$, and $s$ and “$\ell$” refers to all charged leptons, and “$\nu$” to all neutrinos.
In table 2 we present some benchmarks. The more massive members of the inert doublet, $h^\pm$ and $\varphi_2$, are seen to predominantly decay to dark matter, $\varphi_1$, and a real gauge boson, $W^\pm$ or $Z$. Due to constraints coming from Cut 3, see figure 12, we note that there are lower bounds introduced on the masses of both $h^\pm$ and $\varphi_2$. Therefore, there are no co-annihilations into gauge bosons, nor can off-shell gauge bosons be produced. The heavier non-inert neutral states, $H_2$ and $H_3$, decay almost exclusively to dark matter. This phenomenon is more pronounced for the $H_2$ scalar, for which $\text{Br}(H_2 \rightarrow \varphi_1 \varphi_1) > 0.99$. Also, the non-inert charged state has a significant branching ratio into members of the inert doublet, $H^+ \rightarrow h^+ \varphi_1$, in addition to those familiar from the 2HDM: $H^+ \rightarrow \{t\bar{b}, \nu\ell\}$.

To sum up, the dominant decay channel for all of the scalars, except $H_1$, is into states with at least one dark matter candidate. Such processes would be accompanied by large missing transverse momentum in the detector. Depending on the parameters, this is only partially true for the active charged scalar, $H^\pm$. It would be interesting to further restrict the available parameter space of the charged state, specifically the $m_{H^\pm} - \beta$ plane based on decays into fermions [34,55–58]. The acceptable parameter space of the C-III-a model could be reduced after applying additional constraints.

6 Concluding remarks

We have extended our study of dark matter in 3HDMs based on $S_3$ symmetry from the model studied in Ref. [10]. There, we studied a model denoted R-II-1a with a zero vev for $h_1$ and the two other vevs real. In the present paper we study a model denoted C-III-a with the same vacuum structure as in R-II-1a, i.e., the vev of $h_1$ is still zero, but where now another vev is assumed to be complex. In both cases we assume the coefficients of the potential to be real. The R-II-1a and C-III-a correspond to different regions of the parameter space of the $S_3$-symmetric potential [26]. The C-III-a model has the attractive feature of allowing for spontaneous CP violation and at the same time providing a dark-matter candidate.

The dark matter candidate, here referred to as $\varphi_1$, must have a mass below 50 GeV, which is lighter than the corresponding state in the familiar IDM. The reasons for this are mainly due to the possibility of suppressing the DM-DM-active neutral scalar couplings in C-III-a. We found that the acceptable DM mass range is $m_{\varphi_1} \in [6.5; 44.5]$ GeV.

Compared to the familiar IDM, this model is very constrained. First of all, it is not possible to get correct relic density in the high-mass regime due to two effects: non-negligible portal couplings, which is the dominant effect, and a high mass splitting among the inert neutral states, of around 70 GeV. Moreover, heavy states with mass $m_{\varphi_1} \gtrsim 500$ GeV for the DM candidate are excluded after applying theoretical constraints (Cut 1). In the conventional lower-mass IDM region the relic density value is not satisfied due to portal couplings in the C-III-a model. The sub-50 GeV region is accessible due to relatively low portal and scalar-fermion couplings. In the accompanying paper on the R-II-1a model [10], the parameter space with a DM candidate with masses below 50 GeV was ruled out due to the lack of solutions satisfying simultaneously the relic density and direct detection constraints.

In the C-III-a model, the dark matter particle resides in an SU(2) doublet together with a heavier neutral scalar, $\varphi_2$, and a charged pair, $h^\pm$. These are unstable, and decay predominantly via the emission of an on-shell gauge boson, $\varphi_2 \rightarrow \varphi_1 Z$ or $h^\pm \rightarrow \varphi_1 W^\pm$. 
The non-inert states have features similar to those of a Type-I CP-violating 2HDM. However, due to the constraints coming from the underlying $S_3$ symmetry, the scalar states are typically lighter than the corresponding 2HDM states. The charged states $H^\pm$ decay into a pair of fermions, either $tb$ or $\nu\ell$, or else to $h^\pm\phi_1$. The neutral states, $H_2$ and $H_3$, predominantly decay to DM.

If the C-III-a model is realised in nature, it would be rather hard to detect it with current experiments. For the majority of the scalars the dominant decay channel is into states with at least one dark matter candidate. These decays would be accompanied by large missing transverse momentum in the detector. Moreover, there seems to be little hope of observing a signal based on DM direct detection. The spin-independent DM-nucleon cross section could be several orders of magnitudes lower than what would be probed by future dark matter direct detection experiments. In this work we applied a selected set of constraints on the C-III-a model, which are far from being exhaustive. It is beyond the scope of this paper to try to do a more comprehensive analysis. Our motivation is to show that the C-III-a model can in principle provide an interesting dark matter candidate. A more comprehensive study would definitely be justified in the future if there were experimental data pointing towards physics beyond the standard model of the kind we are outlining here.
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A Determining C-III-a potential coefficients

The model has eight $\lambda$’s of which $\lambda_4$ is fixed due to the minimisation condition (3.2c), in terms of $\lambda_7$, $\sigma$ and $\beta$. We are thus left with seven free $\lambda$’s, which can be written in terms of seven mass-squared parameters. We note that masses of the $h^\pm$, $H^\pm$, $\phi_1$, $\phi_2$ states are expressed in terms of only four couplings: $\lambda_2$, $\lambda_3$, $\lambda_6$ and $\lambda_7$. We first discuss this sector. The remaining couplings can be written in terms of the masses involving also the $H_i$ states.

A.1 The couplings $\{\lambda_2, \lambda_3, \lambda_6, \lambda_7\}$ vs masses of $\{h^\pm, H^\pm, \phi_1, \phi_2\}$

With these four masses as input, together with $\hat{w}_2$, $\hat{w}_S$ and $\sigma$, one can determine the rotation angle $\gamma$ of eq. (3.20). This procedure leads to a quadratic equation, thus two sets of couplings for one and the same set of masses, and $\sigma$. In order to have more control on the input we shall rather sacrifice one mass, $m_{\phi_2}$, replacing it by the rotation angle $\gamma$. 
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This permits input of the basic masses, while leading to linear equations for the $\lambda$’s, thus unambiguous couplings. Eqs. (3.14) and (3.22) can be solved in terms of $\lambda$’s, yielding:

$$
\lambda_2 = \frac{m_{h^+}^2}{2\hat{w}_2^2} - \frac{m_{H^+}^2 \hat{w}_S^2}{2v^2\hat{w}_2^2} - \frac{(m_{\varphi_1}^2 + m_{\varphi_2}^2) [2 + \cos(2\sigma)] + (m_{\varphi_2}^2 - m_{\varphi_1}^2) [2\cos(2\gamma) + \cos(2\gamma - 2\sigma)]}{12\cos^2\sigma \hat{w}_2^2},
$$

(A.1a)

$$
\lambda_3 = -\frac{m_{h^+}^2}{2\hat{w}_2^2} + \frac{m_{H^+}^2 \hat{w}_S^2}{2v^2\hat{w}_2^2} + \left(\frac{m_{\varphi_1}^2 + m_{\varphi_2}^2}{2v^2\hat{w}_2^2}\right) \sin \sigma - \left(\frac{m_{\varphi_2}^2 - m_{\varphi_1}^2}{6\hat{w}_2^2}\right) \sin(2\gamma - \sigma),
$$

(A.1b)

$$
\lambda_6 = -\frac{2m_{H^+}^2}{v^2} + \left(\frac{m_{\varphi_1}^2 + m_{\varphi_2}^2}{12\hat{w}_2^2}\right) \sin \sigma - \left(\frac{m_{\varphi_2}^2 - m_{\varphi_1}^2}{\cos^2\sigma \sin \sigma}\right) \sin(2\gamma - \sigma),
$$

(A.1c)

$$
\lambda_7 = \frac{(m_{\varphi_1}^2 + m_{\varphi_2}^2) \sin \sigma - (m_{\varphi_2}^2 - m_{\varphi_1}^2) \sin(2\gamma - \sigma)}{24\hat{w}_2^2 \cos^2\sigma \sin \sigma}.
$$

(A.1d)

Note that any expression $\alpha(\gamma, \sigma)m_{\varphi_1}^2 + \beta(\gamma, \sigma)m_{\varphi_2}^2$ can be expressed as $A(\gamma, \sigma)m_{\varphi_1}^2 + B(\gamma, \sigma)m_{\varphi_2}^2$ as long as $\alpha + \beta g = A + Bg$, with $g$ the ratio of the two coefficients in eq. (3.26). Thus, we can write contributions to $\lambda$’s that involve $m_{\varphi_1}^2$ and $m_{\varphi_2}^2$ in many ways.

### A.2 The couplings $\{\lambda_1, \lambda_5, \lambda_8\}$ vs masses of $\{H_1, H_2, H_3\}$

Eqs. (3.33, 3.36) connects the remaining $\lambda$’s with the masses of the neutral non-inert sector. We find

$$
\lambda_1 = \frac{m_{h^+}^2}{2\hat{w}_2^2} - \frac{m_{H^+}^2 \hat{w}_S^2}{2v^2\hat{w}_2^2} - \frac{(m_{\varphi_1}^2 + m_{\varphi_2}^2) \sin \sigma - (m_{\varphi_2}^2 - m_{\varphi_1}^2) \sin(2\gamma - \sigma)}{24\hat{w}_2^2 \sin \sigma},
$$

(A.2a)

$$
\lambda_5 = \frac{2m_{H^+}^2}{v^2} + \left(\frac{m_{\varphi_1}^2 + m_{\varphi_2}^2}{12\hat{w}_2^2}\right) \sin \sigma - \left(\frac{m_{\varphi_2}^2 - m_{\varphi_1}^2}{\cos^2\sigma \sin \sigma}\right) \sin(2\gamma - \sigma),
$$

(A.2b)

$$
\lambda_8 = -\frac{\left(\frac{(m_{\varphi_1}^2 + m_{\varphi_2}^2)}{2v^2\hat{w}_2^2}\right) \sin \sigma - \left(\frac{(m_{\varphi_2}^2 - m_{\varphi_1}^2)}{\cos^2\sigma \sin \sigma}\right) \sin(2\gamma - \sigma)}{24\hat{w}_2^2 \sin \sigma} + \frac{1}{2v^2\hat{w}_2^2} \sum_i (R_{i1}^0 \hat{w}_1^0 + R_{i2}^0 \hat{w}_2^0) \left(\frac{m_{H_i}^2}{m_{H_i}^2}\right) m_{H_i}^2,
$$

(A.2c)

In addition, the diagonalisation matrix $R^0$ should satisfy

$$
\sum_i R_{i1}^0 R_{i2}^0 m_{H_i}^2 = 0,
$$

(A.3a)

$$
\sum_i R_{i2}^0 R_{i3}^0 m_{H_i}^2 = v^2 \sin(2\sigma) \lambda_7,
$$

(A.3b)

$$
\sum_i (R_{i3}^0)^2 m_{H_i}^2 = 2v^2 \sin^2\sigma \lambda_7.
$$

(A.3c)
We note that the two last constraints, eqs. (A.3b) and (A.3c), relate the mass scale of the non-inert neutral sector \( m_{H_i}^2 \) with that of the inert-sector neutral states \( m_{\phi} \), via \( \lambda_7 \) given by eq. (A.1d). This way the squares of masses \( m_{H_i}^2 \) can be expressed as:

\[
\begin{align*}
m_{H_1}^2 &= \Phi (\sin \theta_1 \cot \theta_2 + \tan \sigma), \\
m_{H_2}^2 &= \Phi \left(- \sin \theta_1 \tan \theta_2 + \frac{\cos \theta_1 \cot \theta_3}{\cos \theta_2} + \tan \sigma\right), \\
m_{H_3}^2 &= \Phi \left(- \sin \theta_1 \tan \theta_2 - \frac{\cos \theta_1 \tan \theta_3}{\cos \theta_2} + \tan \sigma\right),
\end{align*}
\]

with

\[
\Phi = \frac{m_{\phi}^2 v^2 \sin (2\gamma - 2\sigma) \sin \sigma}{3\hat{w}_3^2 [\sin (2\gamma - 3\sigma) + 2 \sin (2\gamma - \sigma) - \sin \sigma]},
\]

where \( \Phi \) can be both negative and positive.

With the mass-squared parameters some of the conditions (A.3) can be re-written:

\[
\begin{align*}
(A.3b) : \quad &\Phi = v^2 \sin(2\sigma) \lambda_7, \\
(A.3c) : \quad &\Phi \tan \sigma = 2 v^2 \sin^2 \sigma \lambda_7.
\end{align*}
\]

In a scan over parameters, it is obviously desirable to keep \( m_{H_1} \) fixed at the experimental value. This can be achieved within this framework. The constraints (A.3) allow for taking one mass and two angles, or two masses and one angle, or three masses as input, in addition to those discussed in appendix A.1. From eq. (A.4a), \( m_{H_i}^2 = f(\theta_1, \theta_2) \), it follows that it is not possible to use an arbitrary combination of masses and angles as input. In our scan we use \( \theta_2 \) and \( \theta_3 \) as input along with the \( m_{H_1} \) state corresponding to the SM-like Higgs boson.

**B Scalar-scalar couplings of C-III-a**

The scalar-scalar couplings are presented with the symmetry factor, but without the overall coefficient “\( -i \)”. We denote the “correct” couplings as \( g_{\ldots} = -ig(\ldots) \). We shall abbreviate \( c_\theta \equiv \cos \theta \), and \( s_\theta \equiv \sin \theta \), and \( t_\theta \equiv \tan \theta \) for any argument \( \theta \).

For simplicity, we introduce a permutation function, which for trilinear couplings takes the form

\[
P_{mno}(i,j,k) = \sum_{t_\alpha \in \{i,j,k\}} A^*_{mt_\alpha} A_{nt_\alpha} A_{ot_\alpha},
\]

where the \( A \)'s are coefficients of the field expansions, defined in eq. (3.38). Furthermore, the indices \( \{i,j,k\} \) are carried by the fields \( H_i H_j H_k \), and the barred index \( \overline{m} \) indicates which of the \( A \)'s are conjugated. As an example, the permutation function \( P_{22S}(i,j,k) \) which enters the \( H_i H_j H_k \) vertex is

\[
P_{22S}(i,j,k) = A_{2i}^*(A_{2j} A_{Sk} + A_{2k} A_{Sj}) + A_{2j}^*(A_{2i} A_{Sk} + A_{2k} A_{Si}) + A_{2k}^*(A_{2i} A_{Sj} + A_{2j} A_{Si})
\]

Based on the number of the involved \( H_i \) scalars in a vertex, the permutation function \( P \) can also be of length two, \( P_{\overline{m}n}(i,j) \), and four, \( P_{\overline{m}nop}(i,j,k) \). For example,

\[
P_{2S}(i,j) = A_{2i} A_{Sj} + A_{Si} A_{2j}.
\]
Note that the order of $m$, $n$ and $o$ is arbitrary,

$$P_{mno}(i, j, k) = P_{nm0}(i, j, k) = P_{nom}(i, j, k), \quad \text{and interchange of } n \leftrightarrow o, \quad (B.4)$$

and that

$$P_{mno}^*(i, j, k) = P_{nom}(i, j, k). \quad (B.5)$$

Furthermore, in the interest of obtaining more compact expressions, we here suppress the fact that $\lambda_1$ is proportional to $\lambda_7$ (3.2c).

The trilinear couplings involving the neutral fields are:

$$g(H_1H_2H_k) = v \left\{ \frac{1}{2} (\lambda_1 + \lambda_3) s_\beta P_{\overline{2}2}(i, j, k) - \frac{1}{4} \lambda_4 e^{i\sigma} \left\{ c_\beta P_{\overline{2}2}(i, j, k) + s_\beta \left[ P_{\overline{2}2}(i, j, k) + 2P_{\overline{2}2}(i, j, k) \right] \right\} 
+ \frac{1}{2} \lambda_6 e^{2i\alpha} \left[ c_\beta P_{\overline{2}2}(i, j, k) + s_\beta P_{\overline{2}2}(i, j, k) \right] + \frac{1}{2} \lambda_8 e^{2i\phi} [c_\beta P_{\overline{2}2}(i, j, k) + s_\beta P_{\overline{2}2}(i, j, k)] \right\}$$. \quad (B.6a)

$$g(\varphi_1\varphi_1H_i) = v \left\{ \lambda_1 s_\beta A_{2i} - \lambda_2 (1 - e^{-2i(\gamma - \sigma)}) s_\beta A_{2i} + \lambda_3 e^{2i(\sigma - \gamma)} s_\beta A_{2i} 
+ \frac{1}{2} \lambda_4 \left[ e^{i\sigma} (2 + e^{2i\gamma}) c_\beta A_{2i} + e^{-i\sigma} (2 + e^{-2i(\gamma - \sigma)}) s_\beta A_{Si} \right] 
+ \frac{1}{2} \lambda_5 (\lambda + \lambda_6) c_\beta A_{Si} + \lambda_7 e^{-2i\beta} c_\beta A_{Si} + \text{h.c.} \right\}$. \quad (B.6b)

$$g(\varphi_1\varphi_2H_i) = v \left\{ -ie^{-2i\gamma}[(\lambda_2 + \lambda_3) e^{2i\alpha} s_\beta A_{2i} + \frac{1}{2} \lambda_4 e^{i\sigma} (c_\beta A_{2i} + s_\beta A_{Si}) 
+ \lambda_7 e^{2i\alpha} c_\beta A_{Si} + \text{h.c.} \right}\}$$. \quad (B.6c)

$$g(\varphi_2\varphi_2H_i) = v \left\{ \lambda_1 s_\beta A_{2i} - \lambda_2 (1 + e^{-2i(\gamma - \sigma)}) s_\beta A_{2i} - \lambda_3 e^{2i(\sigma - \gamma)} s_\beta A_{2i} 
+ \frac{1}{2} \lambda_4 \left[ e^{i\sigma} (2 - e^{-2i\gamma}) c_\beta A_{2i} + e^{-i\sigma} (2 - e^{-2i(\gamma - \sigma)}) s_\beta A_{Si} \right] 
+ \frac{1}{2} \lambda_6 (\lambda + \lambda_6) c_\beta A_{Si} - \lambda_7 e^{-2i\beta} c_\beta A_{Si} + \text{h.c.} \right\}$. \quad (B.6d)

The trilinear couplings involving the charged fields are:

$$g(\varphi_1^{+}H^-) = v \left\{ \frac{1}{2} \lambda_2 \left( 1 - e^{2i(\gamma - \sigma)} \right) s_{2\beta} - \frac{1}{2} \lambda_3 \left( 1 + e^{2i(\gamma - \sigma)} \right) s_{2\beta} 
+ \lambda_4 \left[ -\frac{1}{2} e^{-i\sigma} (1 + e^{2i\gamma}) c_\beta^2 + e^{i\gamma} c_{\gamma - \sigma} s_\beta^2 \right] \right\}$$. \quad (B.7a)

$$g(\varphi_2^{+}H^-) = v \left\{ -\frac{1}{2} \lambda_2 \left( 1 + e^{2i(\gamma - \sigma)} \right) s_{2\beta} + \frac{i}{2} \lambda_3 \left( 1 - e^{2i(\gamma - \sigma)} \right) s_{2\beta} 
+ \lambda_4 \left( e^{i(\gamma - \sigma)} s_\gamma c_\beta^2 - e^{i\gamma} s_{\gamma - s_\beta} \right) 
- \frac{i}{4} \lambda_6 s_{2\beta} + \frac{1}{2} \lambda_7 e^{2i\gamma} s_{2\beta} \right\}$. \quad (B.7b)
\[ g(H, h^zh^+) = v \left\{ (\lambda_1 - \lambda_3) s_\beta A_{2i} + \frac{1}{2} \lambda_4 e^{i\sigma} (c_\beta A_{2i} + s_\beta A_{S_i}^*) + \frac{1}{2} \lambda_5 c_\beta A_{S_i} + \text{h.c.} \right\}, \]  
(B.7c)

\[ g(H, H^zh^+) = v \left\{ (\lambda_1 + \lambda_3) c_\beta s_\beta A_{2i} - \frac{1}{2} \lambda_4 e^{i\sigma} c_\beta \left[ c_\beta A_{2i} + \frac{1}{2} s_\beta A_{S_i}^* - s_\beta^2 A_{2i}^* \right] + \frac{1}{2} \lambda_5 (c_\beta^3 s_\beta A_{S_i} + s_\beta^3 A_{2i}^*) - \frac{1}{4} \lambda_6 s_\beta (c_\beta A_{2i} + s_\beta A_{S_i}^*) - \frac{1}{2} \lambda_7 e^{2i\sigma} s_\beta (c_\beta A_{2i} + s_\beta A_{S_i}^*) + \lambda_8 c_\beta s_\beta^2 A_{S_i} + \text{h.c.} \right\}. \]  
(B.7d)

Note that couplings involving charged fields of different sectors, \(g(\varphi_1 h^+ H^-)\) and \(g(\varphi_2 h^+ H^-)\), are complex. For opposite charges, the couplings are obtained by complex conjugation.

The quartic couplings involving only the neutral fields are:

\[ g(\varphi_1 \varphi_1 \varphi_1 \varphi_1) = g(\varphi_2 \varphi_2 \varphi_2 \varphi_2) = 6 (\lambda_1 + \lambda_3), \]  
(B.8a)

\[ g(\varphi_1 \varphi_1 \varphi_1 \varphi_2) = 2 (\lambda_1 + \lambda_3), \]  
(B.8b)

\[ g(\varphi_1 \varphi_1 H_j H_j) = \frac{1}{2} \lambda_4 P_{22}(i, j) + \frac{1}{2} \lambda_2 \left[ e^{2i(\sigma-\gamma)} P_{22}(i, j) - P_{22}(i, j) \right] + \frac{1}{4} \lambda_5 e^{2i(\sigma-\gamma)} P_{22}(i, j) + \frac{1}{2} \lambda_4 e^{i(\sigma-2\gamma)} P_{2S}(i, j) + e^{i\sigma} P_{2S}(i, j) + \frac{1}{2} \lambda_5 e^{2i(\sigma-2\gamma)} P_{SS}(i, j) + \text{h.c.}, \]  
(B.8c)

\[ g(\varphi_1 \varphi_2 H_j H_j) = \frac{i}{2} (\lambda_2 + \lambda_3) e^{2i(\sigma-\gamma)} P_{22}(i, j) - \frac{i}{2} \lambda_4 e^{i(\sigma-2\gamma)} P_{2S}(i, j) + \frac{i}{2} \lambda_5 e^{2i(\sigma-2\gamma)} P_{SS}(i, j) + \text{h.c.}, \]  
(B.8d)

\[ g(\varphi_2 \varphi_2 H_j H_j) = \frac{1}{2} \lambda_4 P_{22}(i, j) - \frac{1}{2} \lambda_2 \left[ e^{2i(\sigma-\gamma)} P_{22}(i, j) + P_{22}(i, j) \right] - \frac{1}{2} \lambda_3 e^{2i(\sigma-\gamma)} P_{22}(i, j) - \frac{1}{2} \lambda_4 e^{i(\sigma-2\gamma)} P_{2S}(i, j) - e^{i\sigma} P_{2S}(i, j) + \frac{1}{4} (\lambda_5 + \lambda_6) P_{2SS}(i, j) - \frac{1}{2} \lambda_5 e^{2i(\sigma-2\gamma)} P_{SS}(i, j) + \text{h.c.}, \]  
(B.8e)

\[ g(H_j H_j H_k H_l) = \frac{1}{8} (\lambda_1 + \lambda_3) P_{2222}(i, j, k, l) - \frac{1}{4} \lambda_4 e^{i\sigma} P_{2222}(i, j, k, l) + \frac{1}{8} (\lambda_5 + \lambda_6) P_{22SS}(i, j, k, l) + \frac{1}{4} \lambda_7 e^{2i\sigma} P_{22SS}(i, j, k, l) + \frac{1}{8} \lambda_8 P_{2SSS}(i, j, k, l) + \text{h.c.} \]  
(B.8f)

The last quartic coupling has been expressed compactly in terms of four indices, at least two of which have to be identical. For example, the \(H_1 H_1 H_2 H_2\) coupling is obtained with \(i = j = 1\) and \(k = l = 2\), without any further combinatorial factors.

The quartic couplings involving both neutral and charged fields are:

\[ g(\varphi_1 \varphi_1 h^zh^+) = g(\varphi_2 \varphi_2 h^zh^+) = 2 (\lambda_1 + \lambda_3), \]  
(B.9a)

\[ g(\varphi_1 \varphi_1 H^zh^+) = g(\varphi_2 \varphi_2 H^zh^+) = 2 (\lambda_1 - \lambda_3) c_\beta^2 - \lambda_4 e^{i\sigma} s_\beta + \lambda_8 s_\beta^2, \]  
(B.9b)
The quartic couplings involving only the charged fields are:

\[
g (\varphi_1 H, h^+ H^-) = \lambda_2 c_\beta \left( A_{2i} - e^{2i(\gamma - \sigma)} A_{2i}^* \right) - \lambda_3 c_\beta \left( A_{2i} + e^{2i(\gamma - \sigma)} A_{2i}^* \right)
- \frac{1}{2} \lambda_1 \left[ c_\beta \left( e^{-i\sigma} A_{Si} + e^{i(2\gamma - \sigma)} A_{Si}^* \right) - s_\beta \left( e^{i\sigma} A_{2i} + e^{i(2\gamma - \sigma)} A_{2i}^* \right) \right], \tag{B.9c}
\]

\[
g (\varphi_2 H, h^+ H^-) = -i \lambda_2 c_\beta \left( A_{2i} + e^{2i(\gamma - \sigma)} A_{2i}^* \right) + i \lambda_3 c_\beta \left( A_{2i} - e^{2i(\gamma - \sigma)} A_{2i}^* \right)
+ \frac{i}{2} \lambda_1 \left[ c_\beta \left( e^{-i\sigma} A_{Si} - e^{i(2\gamma - \sigma)} A_{Si}^* \right) - s_\beta \left( e^{i\sigma} A_{2i} - e^{i(2\gamma - \sigma)} A_{2i}^* \right) \right]
- \frac{i}{2} \lambda_6 s_\beta A_{Si} + i \lambda_7 e^{2i\gamma} s_\beta A_{Si}, \tag{B.9d}
\]

\[
g \left( H_i H_j h^+ h^\mp \mp \right) = \frac{1}{2} \left( \lambda_1 - \lambda_3 \right) P_{22} (i, j) + \frac{1}{2} \lambda_4 e^{i\sigma} P_{23} (i, j) + \frac{1}{4} \lambda_5 P_{24} (i, j) + \text{h.c.}, \tag{B.9e}
\]

\[
g \left( H_i H_j h^\pm h^\mp \mp \right) = \frac{1}{2} \left( \lambda_1 + \lambda_3 \right) c_\beta^2 P_{22} (i, j) - \frac{1}{2} \lambda_4 e^{i\sigma} c_\beta \left[ c_\beta P_{23} (i, j) - s_\beta P_{24} (i, j) \right]
+ \frac{1}{4} \lambda_5 \left[ c_\beta^2 P_{24} (i, j) + s_\beta^2 P_{23} (i, j) \right] - \frac{1}{4} \lambda_6 s_\beta P_{23} (i, j)
- \frac{1}{2} \lambda_7 e^{2i\sigma} s_\beta P_{24} (i, j) + \frac{1}{2} \lambda_8 s_\beta^2 P_{23} (i, j) + \text{h.c.}, \tag{B.9f}
\]

The quartic couplings involving only the charged fields are:

\[
g \left( h^\pm h^\mp h^\mp h^\pm \mp \right) = 4 \left( \lambda_1 + \lambda_3 \right), \tag{B.10a}
\]

\[
g \left( H^\pm h^\pm H^\mp H^\mp \mp \right) = 4 \left[ \left( \lambda_1 + \lambda_3 \right) c_\beta^2 + 2 \lambda_4 c_\beta^3 s_\beta + \frac{1}{4} \left( \lambda_4 - 4 \lambda_7 s_\beta^2 \right) s_\beta^2 + \lambda_8 s_\beta^2 \right], \tag{B.10b}
\]

\[
g \left( h^\pm h^\mp H^\mp H^\mp \mp \right) = 4 e^{2i(\gamma - \sigma)} \left[ \left( \lambda_2 + \lambda_3 \right) c_\beta^2 - \frac{1}{2} e^{i\sigma} \lambda_4 s_\beta + e^{2i\sigma} \lambda_7 s_\beta^2 \right], \tag{B.10c}
\]

\[
g \left( h^\pm h^\mp H^\mp H^\mp \mp \right) = \left[ \left( \lambda_1 - \lambda_2 \right) c_\beta^2 - 2 \lambda_4 c_\beta s_\beta + \left( \lambda_5 + \lambda_6 \right) s_\beta^2 \right]. \tag{B.10d}
\]

C Supplementary equations

C.1 V and U matrices

From Refs. [59, 60] we determine the V and U matrices\(^7\) for C-III-a:

\[
\begin{pmatrix}
\frac{e^{i\sigma}}{\sum_{i=1}^{3} (R_{2i}^0 + iR_{3i}^0) H_i} \\
\end{pmatrix}
\begin{pmatrix}
\frac{G^0}{H_i} \\
\end{pmatrix}
= V,
\]

\[
\begin{pmatrix}
\frac{e^{i\sigma}}{\sum_{i=1}^{3} (R_{2i}^0 + iR_{3i}^0) H_i} \\
\end{pmatrix}
\begin{pmatrix}
\frac{\varphi_1}{\varphi_2} \\
\end{pmatrix}
= V,
\]

with

\[
V = \begin{pmatrix}
\frac{i e^{i\sigma}}{0} & \frac{\mathcal{R}_{11}^0 e^{i\sigma}}{0} & \frac{\mathcal{R}_{21}^0 e^{i\sigma}}{0} & \frac{\mathcal{R}_{31}^0 e^{i\sigma}}{0} & 0 & 0 \\
0 & \frac{\mathcal{R}_{12}^0 e^{i\sigma}}{0} & \frac{\mathcal{R}_{22}^0 e^{i\sigma}}{0} & \frac{\mathcal{R}_{32}^0 e^{i\sigma}}{0} & 0 & 0 \\
0 & 0 & \frac{\mathcal{R}_{13}^0 e^{i\sigma}}{0} & \frac{\mathcal{R}_{23}^0 e^{i\sigma}}{0} & 0 & 0 \\
\end{pmatrix}, \tag{C.1b}
\]

\(^7\)Note that "U" here should not be confused with the electroweak precision observable "U".
\begin{equation}
\begin{pmatrix}
G^+ \\
H^+ \\
h^+
\end{pmatrix} = U \begin{pmatrix}
G^+ \\
H^+ \\
h^+
\end{pmatrix}, \text{ with } U = \text{diag} \left(e^{i\sigma}, 1, e^{i\gamma}\right).
\end{equation}

(C.1c)

### C.2  Higgs decays

We assume that the normalised Lagrangian for $H_1$ is given by:

\begin{equation}
\mathcal{L}'_{\text{int}} = -\frac{m_f}{v} C^S_{ffH_1} \bar{f} f H_1 - i \frac{m_d}{v} C^P_{ddH_1} \bar{d} \gamma_5 d H_1 + i \frac{m_u}{v} C^P_{uuH_1} \bar{u} \gamma_5 u H_1 + \frac{2m^2_\perp}{v} C^{\perp}_{ff \gamma_i} \nu_i \phi_i^+ \phi_i^- H_1,
\end{equation}

where $C$’s are the couplings normalised to those of the SM.

The rate for the two-gluon decay at the leading order is [61–64]

\begin{equation}
\Gamma (H_1 \to gg) = \frac{\alpha^2 m^3_{H_1}}{128 \pi^3 v^2} \left( \left| \sum_f C^S_{ffH_1} \mathcal{F}_1^S (\tau_f) \right|^2 + \left| \sum_f C^P_{ffH_1} \mathcal{F}_1^P (\tau_f) \right|^2 \right),
\end{equation}

where $\alpha_S$ is the strong coupling constant. The decay width of this process can be enhanced or diminished with respect to the SM case. Such behaviour is caused by an additional factor for the amplitude and the fact that there is an additional contribution from the CP-odd part.

The diphoton decay one-loop width is known [24,65,66]:

\begin{equation}
\Gamma (H_1 \to \gamma\gamma) = \frac{\alpha^2 m^3_{H_1}}{256 \pi^3 v^2} \left( \left| \sum_f Q^2 N_c C^S_{ffH_1} \mathcal{F}_1^S (\tau_f) \right|^2 + C_{W+H_1} F_1 (\tau_{W^\pm}) + \sum_{\varphi_i^\pm} C_{\varphi_i^+ \varphi_i^- H_1} F_0 (\tau_{\varphi_i^\pm}) \right),
\end{equation}

where $\alpha$ is the fine-structure constant, $Q_f$ is the electric charge of the fermion, $N_c = 3 \ (1)$ for quarks (leptons).

The one-loop spin-dependent functions are

\begin{align}
\mathcal{F}_1 &= 2 + 3 \tau + 3 \tau (2 - \tau) f(\tau), \\
\mathcal{F}_{1/2}^i &= \begin{cases} 
-2 \tau [1 + (1 - \tau) f(\tau)], & i = S, \\
-2 \tau f(\tau), & i = P,
\end{cases} \\
\mathcal{F}_0 &= \tau [1 - \tau f(\tau)],
\end{align}

where

\begin{align}
\tau_i &= \frac{4m^2_i}{m^2_{H_1}} \\
\tau &= \frac{4m^2_i}{m^2_{H_1}},
\end{align}

and

\begin{align}
f(\tau) &= \begin{cases} 
\arcsin \left( \frac{1}{\sqrt{\tau}} \right), & \tau \geq 1, \\
-\frac{1}{4} \left[ \ln \left( \frac{1 + \sqrt{1 - \tau}}{1 - \sqrt{1 - \tau}} \right) - i\pi \right]^2, & \tau < 1.
\end{cases}
\end{align}
The decay width of $H_1$ into a pair of scalars $\varphi_i$ is given by

$$\Gamma (H_1 \to \varphi_i \varphi_j) = \frac{2 - \delta_{ij}}{32\pi m_{H_1}^2} \left| g_{H_1 \varphi_i \varphi_j} \right|^2 \sqrt{\left( m_{H_1}^2 - (m_{\varphi_i} + m_{\varphi_j})^2 \right) \left( m_{H_1}^2 - (m_{\varphi_i} - m_{\varphi_j})^2 \right)},$$

with a symmetry factor $(2 - \delta_{ij})$, where $\delta_{ij}$ is the Kronecker delta. After applying the cuts it was found that $m_{\varphi_2} > m_{H_1}$, and hence the invisible decay rate simplifies to

$$\Gamma (H_1 \to \varphi_1 \varphi_1) = \frac{1}{32\pi m_{H_1}^2} \left| g_{H_1 \varphi_1 \varphi_1} \right|^2 \sqrt{m_{H_1}^2 - 4m_{\varphi_1}^2}. \quad (C.9)$$
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