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1 Introduction

Boundaries always played significant roles in integrable two dimensional systems [1]. When they are placed in space they provide boundary conditions for the fields, leading to reflection factors for their particle like excitations. When they are placed in time they serve as initial or final states which create or annihilate these particles. Integrable boundary states attracted considerable interest recently both in non-equilibrium statistical physics and the AdS/dCFT correspondence. They showed up in integrable quench problems [2–5] and in the calculation of one point functions in the maximally supersymmetric gauge theory with a codimension one defect [6–16]. In both cases the key object is the overlap of the finite volume boundary state with finite volume multi-particle states. Although most of the applications focused on the overlap of the ground state boundary, recently it was observed in [17] that the description of the higher dimensional matrix product states (MPS) in the D3-D5 system requires to incorporate the boundary bound states, too. In [17] the authors focused on the diagonal $su(2)$ sub-sector of the theory. Our aim is to extend the boundary bootstrap procedure for the whole theory including the full matrix structure. In doing so we develop the bootstrap procedure for boundary states.
Integrable boundary states can be equivalently described by the K-matrix, which encodes how pairs of particles are annihilated. This K-matrix is in one-to-one correspondence with the one-particle reflection matrix in the mirror theory. The boundary Yang-Baxter equation (BYBE) of the mirror theory is equivalent to the KYBE of the original theory, which is the consistency equation of the K-matrix [18]. Much is known about the boundary bootstrap, when poles of the reflection factor are explained either by boundary bound states or by some boundary Coleman-Thun diagrams [19–23]. If the theory and the mirror theory is not equivalent, as in the AdS/CFT correspondence, then the boundary bootstrap for the reflection factor is not equivalent to the boundary bootstrap for the boundary state. This boundary state bootstrap, which is equivalent to the boundary bootstrap for the mirror reflection factor, can be formulated more intuitively in the original theory. It amounts to explain the poles of the K-matrix in terms of excited boundary states and Coleman-Thun diagrams, diagrams with on-shell propagating particles with energy and momentum preserving point-like interactions [23]. Our aim is to carry out the boundary state bootstrap for the K-matrix appearing in the D3-D5 system of the AdS/dCFT correspondence and extend the result of [17, 18]. In doing so we need the full excitation K-matrix of the D3-D5 system at tree level. By generalizing the nesting methods of [18] for matrix product states we calculate these K-matrices, which, together with the all loop bound state K-matrices, lead to the complete asymptotic overlaps.

The paper is organized as follows: In section 2 we formulate and close the boundary bootstrap for the factorizing K-matrices we found in [18]. We then generalize the nesting for matrix product states’ overlaps and extract the tree level excitation K-matrices by explicit calculations in section 3. In the end of section 3 we propose our formulas for the full asymptotic overlap including all sectors. Finally, we conclude in section 4.

2 Boundary state bootstrap

In the $AdS_5/CFT_4$ correspondence the scattering matrix factorizes into the product of two $\mathfrak{su}(2|2)$ invariant scattering matrices [24]:

$$S(p_1,p_2) = S_0(p_1,p_2)S(p_1,p_2) \otimes S(p_1,p_2) \quad (2.1)$$

In our previous paper we have determined the most general factorizing solutions

$$\mathbb{K}(p) = K_0(p)K(p) \otimes K(p) \quad (2.2)$$

d of the KYBE without inner degrees of freedom [18]. We found that they all have centrally extended $\mathfrak{osp}(2|2)_c$ residual symmetry and the various solutions were characterized by how this symmetry can be embedded into the centrally extended $\mathfrak{su}(2|2)_c$. There were two classes depending on whether the unbroken $\mathfrak{su}(2)$ symmetry was in the Lorentz or in the $R$-symmetry part. As these two cases are quite analogous we focused on the solution, which
preserves the Lorentz symmetry and can be written as

\[
K(p) = \begin{pmatrix}
k_1 & k_2 + e(p) & 0 & 0 \\
k_2 - e(p) & k_4 & 0 & 0 \\
0 & 0 & 0 & f(p) \\
0 & 0 & -f(p) & 0 \\
\end{pmatrix}; \quad e(p) = -i \frac{x^+ x^-}{x^1 (1 + x^+ x^-)} \quad (2.3)
\]

where \( x^\pm \equiv x^\pm(p) \) are the standard parameters of the one-particle representations. This parametrization is slightly different from [18] by rescaling \( k_i \), which now parameterize the orientation of the bosonic part of the \( \mathfrak{osp}(2|2)_c \subset \mathfrak{su}(2|2)_c \) embedding, while the parameter \( x_s \) is responsible for the fermionic orientation \( \tilde{Q}_a^\alpha = Q_a^\alpha + i x_s^{-1} \epsilon_{\alpha \beta} \sigma_1^a \sigma_1^\beta \), with \( \sigma_1 \) being the first Pauli matrix. Our normalization is also different from [18], as we removed the factor \( \frac{-i x_s (1 + x^+ x^-)}{(x^+)^2 - x_s^2} \) and put it directly in to \( K_0(p) \). This choice is more useful for bootstrap purposes and the boundary crossing equation takes also a very simple form

\[
K_0(p) = S_0(p, -p) K_0(p) ; \quad S_0(p_1, p_2) = \frac{x^-_1 x^+_2 x^+_1 - x^-_2}{x^+_1 x^-_2 x^-_1 - x^+_2} \frac{1 - \frac{1}{x^-_1 x^-_2}}{1 - \frac{1}{x^+_1 x^+_2}} \sigma(p_1, p_2)^2 \quad (2.4)
\]

where \( S_0(p_1, p_2) \) is the scalar factor in the \( \mathfrak{su}(2) \) sector. The \( K \)-matrix satisfies the KYBE:

\[
K_{23}(p_2) K_{14}(p_1) S_{13}(p_1, -p_2) S_{13}(p_1, p_2) = K_{14}(p_1) K_{23}(p_2) S_{24}(p_2, -p_1) S_{34}(-p_2, -p_1) \quad (2.5)
\]

where the subscripts indicate in which representation spaces the operators act \((p_1, p_2, -p_2, -p_1)\). The reflection factor of the mirror theory defined by \( R(p(z)) = CK(p(\omega^2 z)) \) satisfies the boundary Yang-Baxter equation [18]. Here \( z \) is the torus rapidity parameter, \( C \) is the charge conjugation matrix and \( \omega \) is the crossing parameter. Unitarity of the mirror reflection factor implies the following equation for the scalar factor

\[
K_0(p(z + \omega)) K_0(p(z)) = \frac{x^+_s (1 + x^+ x^-)^4}{((x^+)^2 - x_s^2)^2 (1 - (x^-)^2 x_s^2)^2} \quad (2.6)
\]

The minimal solution to the crossing (2.4) and unitarity equation (2.6) was found in the D3-D5 setting in [17]. Our conventions are related to those by \( x^\pm \leftrightarrow x^\mp \) which originate from the different definition of the scattering matrix.\(^2\) We also have a slightly different normalization of the \( K \)-matrix. In this paper we focus on the bootstrap and the matrix part of the solution together with the corresponding overlaps, so we just point out that \( K_0(z) \) can be obtained from that of [17] by the corresponding changes. In order to keep the discussion in a more general level we assume that the scalar factor has poles at \( x^+ = \pm x_s \), which come from the removed factor \( \frac{-i x_s (1 + x^+ x^-)}{(x^+)^2 - x_s^2} \). Following [17] one might regard \( x_s \) as the \( x \) parameter of a boundary rapidity \( \epsilon \), which satisfies: \( x_s + x_s^{-1} = \frac{i \epsilon}{\eta} \). The poles signal boundary bound states and in the following we calculate the \( K \)-matrices of the corresponding excited boundary state.

\(^1\)We introduced \( x_s \) to conform with the notation of [17]. It is related to \( s \) in [18] as \( s = -i x_s \).

\(^2\)Part of the literature uses the \( S \)-matrix [25], while some other part the inverse of it [26]. This can be easily pinpointed by how the \( S \)-matrix appears in the Bethe ansatz equations. Accordingly, the physical domain of the rapidity is also exchanged in the two conventions. We use the conventions of [26].
Figure 1. Boundary bootstrap for the K-matrix (boundary state). Trajectories can be shifted allowing to calculate the bound state K-matrix in terms of the groundstate one and scattering matrices.

2.1 Boundary bound state K-matrix

The bootstrap principle tells us that the K-matrix of the boundary bound state $K(p)$ can be calculated from the ground state one by shifting the trajectories of the particles as shown on figure 1:

$$K_{23}(p_2)res_{x_1^+ = \pm x_s} K_{14}(p_1) = res_{x_1^+ = \pm x_s} (K_{23}(p_2)K_{14}(p_1)S_{13}(p_1, -p_2)S_{12}(p_1, p_2))$$

(2.7)

It is particularly useful to normalize the $su(2|2)$ scattering matrix as $S_{11}^{11}(p_1, p_2) = 1$. By performing the calculation it turns out that the K-matrix at the pole position is proportional to a one dimensional projector thus the bound state K-matrix has the same dimension as the original one. This implies that there is no boundary degree of freedom in the boundary bound state, similarly to the boundary ground state with which we started. Due to the bootstrap construction the bound state K-matrix satisfies the KYBE (2.5) thus has the form (2.3) and can be described by other constants $\bar{s}, \bar{k}_i$. On bootstrapping on the poles $x_1^+ = \pm x_s$ we found that, due to our special normalization, the parameters of the bound state K-matrix can be obtained from the original one as

$$s \to \bar{s} = s \mp 1; \quad k_i \to \bar{k}_i$$

(2.8)

and the scalar factor changes as

$$\bar{K}_0(p) = S_0(p_s, p)S_0(p_s, -p)K_0(p) ; \quad x^+(p_s) = \pm x_s$$

(2.9)

Similar calculations can be done for the other $osp(2|2)_c$ residual symmetry, when the unbroken $su(2)$ part is the R-symmetry with the same conclusion, i.e. there is no boundary degrees of freedom and the parameters change the same way: $s \to \bar{s} = s \mp 1$ depending on which pole we bootstrap on and the $\bar{k}_s$ are not changed.

2.2 Symmetry considerations

These results can be easily understood from symmetry considerations. Indeed, the fermionic symmetry of the K-matrix can be written formally as [18]

$$K(p)\Delta(Q + x_s^{-1}Q^\dagger) = 0$$

(2.10)
The shift in the parameter $s$ comes from the different co-products of $Q$ and $Q^\dagger$:

$$
\Delta(Q) = Q \otimes e^{ip/4} + e^{-iP/4} \otimes Q, \quad \Delta(Q^\dagger) = Q^\dagger \otimes e^{-iP/4} + e^{iP/4} \otimes Q^\dagger
$$

via the bootstrap procedure, which is obtained through the pole term of the KYBE at $x^+(p_1) = \pm x_s$. Since the KYBE (2.5) is an equation on the product of one particle $su(2|2)_c$ representations with momenta $\mathcal{V}(p_1) \otimes \mathcal{V}(p_2) \otimes \mathcal{V}(-p_2) \otimes \mathcal{V}(-p_1)$ the co-product of the supercharges takes the following form

$$
\Delta^{(4)}(Q) = e^{-iP/4} Q \otimes I \otimes I \otimes I + e^{-iP/4} I \otimes I \otimes I \otimes Q + e^{-ip_1/2} (I \otimes \Delta(Q) \otimes I)
$$

$$
\Delta^{(4)}(Q^\dagger) = e^{-iP/4} (Q^\dagger_1 + Q^\dagger_4) + e^{-ip_1/2} \Delta_{23}(Q).
$$

This can be decomposed with respect to the particle types as the action of the charge on the representations with momentum $p_1$ and $-p_1$ (first two terms) and $e^{-ip_1/2}$ times the action of the charge on the representations with momentum $p_2$ and $-p_2$ (second term). In a similar manner the action of $Q^\dagger$ comes with a factor $e^{ip_1/2}$ when acting in the representations of the second particle:

$$
\Delta^{(4)}(Q^\dagger) = e^{iP/4} (Q^\dagger_1 + Q^\dagger_4) + e^{ip_1/2} \Delta_{23}(Q^\dagger).
$$

We now act with $\Delta^{(4)}(Q + x_s^{-1}Q^\dagger)$ on the bootstrap equation (2.7): the r.h.s. is zero since the scattering matrices commute with the charges and the boundary states $K_{14}$ and $K_{23}$ are annihilated by $\Delta(Q + x_s^{-1}Q^\dagger)$, which implies:

$$
[\bar{K}_{23}(p_2) \text{res}_{x^+_1 = \pm x_s} K_{14}(p_1)] \Delta^{(4)}(Q + x_s^{-1}Q^\dagger) = 0.
$$

Using (2.12) and the fact that

$$
K_{14}(p_1) \left( e^{-iP/4} (Q_1 + Q_4) + x_s^{-1} e^{iP/4} (Q^\dagger_1 + Q^\dagger_4) \right) = 0
$$

we can obtain the following property of the bound state K-matrix:

$$
\bar{K}(p_2) \Delta(Q e^{-iP/4} + x_s^{-1} e^{iP/4} Q^\dagger) = 0
$$

This shows that the parameter $x_s = \pm x^+_1$ in the bound state K-matrix is shifted compared to the original one as:

$$
\bar{K}(z) \Delta(Q + x_s^{-1}Q^\dagger) = 0; \quad x_s = e^{-ip_1} x_s = \pm x_1^- = x_{s+1}
$$

### 2.3 Closing the boundary bootstrap

The newly calculated bound state $K$-matrix $\bar{K}$ with parameter $\bar{s}$ has the same structure as the ground state one except that the parameter is changed $s \rightarrow \bar{s}$. This signals an another boundary bound state which we can excite by binding a particle with $x^+(p) = \pm x_{\bar{s}}$ to the already excited boundary. The boundary bootstrap formulates how this procedure goes. The closure of the bootstrap requires that we explain all poles of all the excited K-matrices. Explanation means that for each singularity we draw a boundary Coleman-Thun diagram...
with on-shell propagating particles. In relativistic theories this is the Coleman-Norton interpretation of the Landau equations coming from all loop perturbative calculations which explains the pole singularities [23].

In performing a complete analysis of the possible bound states the proper scalar factor is essential. So from now on we focus only on the D3-D5 system, where the scalar factor is known [17]. This scalar factor was fixed by solving the crossing (2.4) and unitarity (2.6) equations for \( K_0 \). In our K-matrix we have a prefactor \((x^+ + x^-)(x^+ + x^-)\) in the denominator indicating two possible bound states. However, in the solution for \( K_0 \) it is replaced by the following structure:

\[
\frac{(x^+ + \frac{1}{x^+}) (x^+ + \frac{1}{x^-} + x^- + \frac{1}{x^-})}{2(x^+ - x^-) (1 - \frac{1}{x^+ x^-}) (x^- + x^+)(1 + \frac{1}{x^+ x^-})} \times \text{regular}
\]  

(2.18)

It is thus advantageous to introduce the rapidity variable also for the particle, similarly to the boundary parameter:

\[
x^\pm(p) + \frac{1}{x^\pm(p)} = \frac{u(p) + \frac{i}{2}}{g}; \quad x_s + \frac{1}{x_s} = \frac{is}{g}
\]  

(2.19)

such that the scalar factor has the form

\[
K_0(u) = \frac{u \left( u + \frac{i}{2} \right)}{(u - i (s - \frac{1}{2})) (u + i (s - \frac{1}{2}))} K_0^{\text{reg}}(u)
\]  

(2.20)

This result is the conjugate expression \((x^\pm \leftrightarrow x^\mp)\) of the one in [17], coming from the fact that we use a different convention for the scattering matrix [26]. This conjugation, however will not effect the final physical overlaps. The regular part contains the ratio of the boundary dressing phase and the bulk dressing phase and will not be relevant for closing the bootstrap which we perform now.\(^3\) We start with the boundary ground state. The physical domain of the \( x \) parameters is \(|x^\pm| > 1\) thus, when we have a pole in \( u \) at \( i(s - \frac{1}{2}) \), we bootstrap on the pole \( x^+ = x^- = x_s \) and not on the pole at \( x^+ = \frac{1}{x^-} \). This is also true for all bound states.

2.3.1 Boundary ground state

In the K-matrix we have two poles in \( K_0(u_1) \). One at \( u_1 = i(s - \frac{1}{2}) \) and another one at \( u_1 = -i(s - \frac{1}{2}) \). At \( u_1 = i(s - \frac{1}{2}) \) the K-matrix is a rank one projector and the pole is explained by a boundary bound state without any inner degree of freedom as shown on the left of figure 2.

Due to the boundary crossing unitarity for any pole in the K-matrix at \( u_p \) there is also a pole at \(-u_p\). This is similar how in the bulk bootstrap the crossing invariant scattering matrix has poles both in the s- and also in the t- channel. In order to decide which is the boundary bound state we can analyze the K-matrix at the pole position. Clearly in our case at the pole \( u_1 = i(s - \frac{1}{2}) \) we have a one dimensional projector, so it is natural to

\(^3\)The boundary dressing phase does not have any pole in the physical domain, while the singularities of the bulk dressing phase correspond to bulk bound states which we do not analyze here.
Figure 2. Coleman-Thun diagrams for the poles of the ground state K-matrix. They correspond to a boundary bound state pole in the direct and one in the crossed diagram indicated by a thicker boundary line.

associate a boundary bound state to it. At the position $u_1 = -i \left(s - \frac{1}{2}\right)$ we have a three dimensional projector as we have poles also in the 34 and 43 matrix elements, but they can be explained by the diagram on the right of figure 2. As 34 can scatter into 12 which creates the bound state at $u_1$ we effectively created the bound state by the 34 process at $-u_1$. If, instead, we had assumed that the three dimensional projector corresponds to the physical bound state then we would not have been able to use the crossed channel diagram to explain the one dimensional projector structure of the other pole. Thus keeping the first option and using the two diagrams we explained all the ground state poles and proceed with bootstrapping the K-matrix for the boundary bound state.

2.3.2 First boundary excited state

We now use the boundary state bootstrap we described in the beginning of the section to calculate the bound state K-matrix and the scalar factor (2.7). This means that a particle with label 1 and momentum $x_1^+ = x_s$, binds to the boundary. By bootstrapping on the $u_1 = i \left(s - \frac{1}{2}\right)$ pole we obtain the excited boundary K-matrix, $K(u_2)$ with parameter $\tilde{s} = s - 1$. The scalar factor can be bootstrapped as

$$K_1(u_2) = K_0(u_2)S_0(u_1, u_2)S_0(u_1, -u_2)$$

$$= \frac{u_2 \left(u_2 + \frac{1}{2}\right)}{(u_2 - i \left(s - \frac{1}{2}\right)) \left(u_2 + i \left(s - \frac{1}{2}\right)\right)} u_1 - u_2 + i u_1 + u_2 + i K_{1\text{reg}}(u_2)$$

Using that $u_1 = i \left(s - \frac{1}{2}\right)$ we obtain the excited boundary state scalar factor

$$K_1(u) = \frac{u \left(u + \frac{1}{2}\right)}{(u - i \left(s - \frac{1}{2}\right)) \left(u + i \left(s - \frac{1}{2}\right)\right)} u - i \left(s + \frac{1}{2}\right) u + i \left(s + \frac{1}{2}\right) K_{1\text{reg}}(u)$$

Observe that additionally to the pair of ground state poles we obtained a new pair shifted by 1 according to the new $s$ parameter.

The ground state pole always appears in the excited state and can be explained by the diagram on figure 3. There is a crossed version of this diagram, which explains the pole at $-u_1$. At these positions the scattering matrix is not a projector. This is not a problem however, since before reaching the boundary the particles have to scatter on each
other allowing poles in all amplitudes. In particular, the particles 34 can scatter into 12 or 21, which then can be emitted by the excited boundary and absorbed by the ground state boundary.

2.3.3 Second boundary excited state

The pole at \( u = i \left( s - \frac{3}{2} \right) \) signals a new bound state. Performing the bootstrap we assume that a particle with rapidity \( u_2 = i \left( s - \frac{3}{2} \right) \) binds to the already excited boundary. The K-matrix of the newly excited boundary \( K(u_3) \) has a new s-parameter whose rapidity turns out to be \( s = 2 \) and the scalar factor of a particle with rapidity \( u_3 \) is

\[
K_2(u_3) = K_1(u_3) S_0(u_2, u_3) S_0(u_2, -u_3) \\
\sim K_1(u_3) \frac{u_2 - u_3 + i u_2 + u_3 + i}{u_2 - u_3 - i u_2 + u_3 - i}
\]

The numerator of the scattering matrix factors cancel the ground state bound state poles and we obtain

\[
K_2(u) = \frac{u \left( u + \frac{1}{2} \right)}{(u - i (s - \frac{3}{2})) (u + i (s - \frac{3}{2}))} \frac{u - i (s + \frac{1}{2}) u + i (s + \frac{1}{2})}{u - i (s - \frac{1}{2})} \frac{u + i (s + \frac{1}{2})}{u + i (s - \frac{1}{2})} K_{\text{reg}}^2(u)
\]

Clearly we have the pole corresponding to decaying and exciting and its crossed versions. Fortunately, the pole at \( u = i \left( s - \frac{1}{2} \right) \) disappeared, which would have been very difficult to explain. The new pole signals a new boundary bound state. We can repeat this procedure to obtain the generic \( n^{th} \) excited boundary state.

2.3.4 Generic boundary excited state

The generic \( n^{th} \) boundary excited state has a boundary rapidity parameter \( s - n \) and prefactor

\[
K_n(u) \propto \frac{u \left( u + \frac{1}{2} \right)}{(u - i (s - n + \frac{1}{2})) (u + i (s - n + \frac{1}{2}))} \frac{u - i (s + \frac{1}{2}) u + i (s + \frac{1}{2})}{u - i (s - n - \frac{1}{2})} \frac{u + i (s + \frac{1}{2})}{u + i (s - n - \frac{1}{2})}
\]

Clearly the first pole is a decay-excitation pole, while the second one is signaling a new boundary bound state.

2.3.5 Closing the bootstrap

For generic parameter \( s \) the bootstrap never stops and we have an infinite family of boundary bound states.
The bootstrap can close if the factor \((u + i (s + \frac{1}{2}))\) in the numerator cancels the would be bound state pole at \(u - i (s - N - \frac{1}{2})\). This happens when
\[
s = \frac{N}{2}
\]
where \(N\) is an integer. But we have to be careful in this case. Indeed, if for example \(N\) is odd then after several steps we obtain the denominator \((u - i)u^2(u + i)\) where the new boundary bound state should be at \(u = 0\). Double pole, however does not correspond to any bound state. Fortunately, \(u\) in the prefactor just transforms the double pole into a single one which is appropriate for a new boundary bound state. For even \(N\) similar situation appears around the origin at \(u = i/2\) where \(s = N\). Clearly the prefactor \(u + i/2\) helps again and the bootstrap does not stop around the origin in either case.

Thus we can conclude that for \(s = N/2\) with \(N\) integer the bootstrap is closed and we have \(N + 1\) boundary bound states with rapidities \(i/2(N, N - 2, \ldots, 2 - N, -N)\). For the comparison with the weak coupling expansion we take \(N = 2j\) to transform the spectrum of rapidities into \(i(j, j - 1, \ldots, 1 - j, j)\). By labeling the bound state with its parameter \(m = (j, j - 1, \ldots, 1 - j, j)\) the corresponding scalar factor is
\[
K_{j,m}(u) = \frac{u (u + i/2)}{u - (2m-1)i/2} \frac{u - i(2j+1)/2}{u + (2m-1)i/2} K_{j,m}^{reg}(u)
\]
where, in the notations we made explicit the \(j\)-dependence, too. In contrast, the matrix part depends only on \(m\) and not on \(j\). Let us denote this matrix, (2.3) with \(x_m\), by
\[
K^{(m)}(u)
\]
and the full K-matrix becomes
\[
K^{(j,m)}(u) = K_{j,m}(u) K^{(m)}(u) \otimes K^{(m)}(u)
\]
Let us emphasize that this result goes much beyond [17]. In [17] the authors only calculated the prefactor (2.27) and did not consider the matrix part, \(K^{(m)}\), nor explained the other, non-boundstate, poles of the reflection factor or considered the closure of the bootstrap.

In order to match our results to the AdS/dCFT calculations we perform a weak coupling expansion.

### 2.4 Weak coupling expansion

Assuming that \(k_i\) are coupling independent we can make a weak coupling expansion of the bound state K-matrices easily. The matrix part at leading order takes the form
\[
\lim_{g \to 0} K^{(m)}(u) = \begin{pmatrix} k_1 & k_2 & \frac{m}{u + i/2} & 0 & 0 \\ k_2 - \frac{m}{u + i/2} & k_4 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}
\]
The weak coupling expansion of the prefactor \(K_{j,m}(u)\) is (2.27) without the regular part. This will be suitable to compare to direct AdS/dCFT calculations and decide about the parameter \(m\) and \(k_i\).
3 Asymptotic AdS/dCFT overlaps

In the AdS/dCFT setting a codimension one defect at $x_4 = 0$ is introduced in the $\mathcal{N} = 4$ SYM theory, which splits the space into two halves having SU($N$) and SU($N + k$) gauge groups. On the SU($N + k$) side the symmetry is broken into SU($N$) by the nontrivial expectation values of three of the six scalar fields:

$$\phi_i(x) = -\frac{1}{x_4} \begin{pmatrix} (S_i)_{k\times k} & 0_{k\times N} \\ 0_{N\times k} & 0_{N\times N} \end{pmatrix} ; \quad i = 1, 2, 3$$ (3.1)

where $S_i$ form a $k$-dimensional representation of the $\mathfrak{su}(2)$ algebra. The one-point functions of local single trace gauge-invariant operators take the form

$$\langle O_{\Delta}(x) \rangle = \frac{c_{\Delta}}{x_4^\Delta}$$ (3.2)

where $\Delta$ is the scaling dimension of the operator. Scaling operators correspond to Bethe states and at tree level the vacuum expectation values can be calculated as overlaps with a matrix product state

$$c_{\Delta} = \frac{\langle \text{MPS}_k | u \rangle}{\sqrt{\langle u | u \rangle}} ; \quad \langle \text{MPS}_k \rangle = \sum_{i_1, \ldots, i_L} \text{Tr}(S_{i_1} \ldots S_{i_L}) \langle \phi_{i_1} | \otimes \cdots \otimes \langle \phi_{i_L} |$$ (3.3)

In [18] we developed a nesting method to calculate the K-matrices of the excitations in nested Bethe Ansatz systems and analyzed the cases when the matrix product states were in the two dimensional representations of $\mathfrak{su}(2)$. Here we extend those calculations for generic $k$-dimensional representations. Thus we take generators $S_1, S_2, S_3$ of the $\mathfrak{su}(2)$ algebra

$$[S_3, S_{\pm}] = \pm S_{\pm} , \quad [S_+, S_-] = S_3 ; \quad S_{\pm} = \frac{1}{\sqrt{2}} (S_1 \pm iS_2)$$ (3.4)

in the $k = 2j + 1$ dimensional representation where $S_3$ acts diagonally:

$$S_3 = \text{diag} (j, j - 1, \ldots, -j + 1, -j)$$ (3.5)

and analyze matrix product boundary states with these bond representations. As a warm up we analyze the $\mathfrak{su}(3)$ spin chain then we turn to the $\mathfrak{so}(6)$ chain relevant for the D3-D5 brane setup in the AdS/dCFT correspondence. Before doing so we summarize our strategy for the calculations by putting special emphasis on the novel features.

3.1 Nesting for overlaps with an MPS

In [18] we developed a nesting method to calculate the overlaps of a two-site boundary state with periodic Bethe states of spin chains. Here we generalize this method for the case when the boundary state is a matrix product state.

Let us summarize the nesting for two-site boundary states

$$\langle \Psi \rangle = \psi \otimes \cdots \otimes \psi = \psi^\otimes \frac{L}{2}$$ (3.6)
which satisfy the integrability condition
\[ \langle \Psi | t(u) = \langle \Psi | \Pi t(u) \Pi \rangle \]  
(3.7)

where \( t(u) \) and \( \Pi t(u) \Pi \) are the transfer matrix and its space reflected version (see [27] for
the definition of integrability). For all of the so far investigated integrable boundary states
the normalized overlap with Bethe states have the following factorized form
\[ \langle u(a) | u(a) \rangle = \sum_{a}^{N_a/2} \prod_{i=1} N_u \sqrt{\frac{\det G_+}{\det G_-}} \]  
(3.8)

where \( u \) has a normalized overlap with the pseudovacuum \( \langle \Psi | 0 \rangle = 1 \) and \( G_\pm \) are
the Gaudin-like determinants [28–30]. These factorized formulas were verified numerically for
various systems and integrable states [3, 4, 7, 8, 11, 13, 14, 18, 30, 32] but exact derivations
are available only for rank one cases [28, 29, 31]. We emphasize that (3.8) is an exact
overlap formula i.e. it holds for any length \( L \) and magnon numbers \( N_u \). The Gaudin-like
determinants depend only on the Bethe state and are well known, but the boundary state
dependent functions \( h^{(a)}(u) \) are not known for general states. The method of [18] does
not try to derive the factorized formula (3.8) but, instead, gives an efficient method to
determine the unknown functions \( h^{(a)}(u) \) assuming that the exact overlap formula has the
above factorized form.

Our method determines the magnonic overlap functions \( h^{(a)} \) recursively using the
nested Bethe ansatz. At each level of the nesting we test the boundary state with a
two particle state and calculate the overlap in the large volume \( L \) limit. Let us see
how it goes. In the first step of the nesting, the Bethe vectors are constructed over the
pseudovacuum as
\[ \langle u(a) | u(a) \rangle = \sum_{a}^{N_a/2} \prod_{i=1} N_u \sqrt{\frac{\det G_+}{\det G_-}} \]  
(3.9)

where the vector \( a^{(1)} = \{ a_1^{(1)}, \ldots, a_{N_u}^{(1)} \} \) labels the first level excitations and \( F_{a^{(1)}}(u) \) is
an eigenvector of the second level transfer matrix. At leading order in \( L \) these first level
excitations are orthogonal and are normalized as
\[ \lim_{L \to \infty} \langle u^{(1)} | u^{(1)} \rangle_{a^{(1)}} = N_u^2 \langle u^{(1)} | u^{(1)} \rangle = N_u^{(2)} \delta_{a^{(1)}, b^{(1)}} + \ldots \]  
(3.10)

where the dots represent subleading terms in the number of sites, \( L \). The norm of the
Bethe vectors in this limit is factorized as
\[ \lim_{L \to \infty} \langle u^{(a)} | u^{(a)} \rangle = N_u^2 \sum_{a^{(1)}} F_{a^{(1)}}(u) F_{a^{(1)}}(u) + \ldots =: N_u^{(2)} \langle u^{(a)} | u^{(a)} \rangle^{(2)} \]  
(3.11)

where we introduced the braket notation for the second level Bethe vectors \[ \langle u^{(a)} \rangle^{(2)} = F_{a^{(1)}}(u) \]. In calculating the normalized overlap
\[ \lim_{L \to \infty} \langle \Psi | u^{(a)} \rangle = \frac{\sum a^{(1)} \langle \Psi | u^{(1)} \rangle_{a^{(1)}} F_{a^{(1)}}(u) F_{a^{(1)}}(u)}{N_u^{(1)} \sum a^{(1)} F_{a^{(1)}}(u) F_{a^{(1)}}(u)} =: \langle \Psi | u^{(1)} \rangle_{a^{(1)}} \]  
(3.12)
we can also introduce the bra notation for the second level boundary state 
\[ \langle u_n^{(1)} | u_1^{(1)} \rangle_{a_i^{(1)}} = N_N^{-1} \langle \Psi | u_1^{(1)} \rangle_{a_i^{(1)}}. \] 
By choosing the normalization of the two-site state as \( \langle 0 | 0 \rangle = 1 \) we have ensured a finite \( L \to \infty \) limit. Integrability of the second level boundary state, however, requires an asymptotic factorization of the form:
\[
\lim_{L \to 1} \langle u_n^{(1)} | 0 \rangle_{a_i^{(1)}} = K^{(1)}(u_1) \otimes \cdots \otimes K^{(1)}(u_{N_i/2}). \tag{3.13}
\]
It is not clear how this follows from the integrability of the state \( \Psi \) and is an assumption in our approach. We validated this assumption in [18] by calculating already known overlaps with this method and we saw that the results were consistent. By choosing the label of the second level pseudo vacuum to be 1, the overlap with the second level pseudovacuum \( |0\rangle^{(2)} \) is simply
\[
\frac{\langle \Psi | u_1^{(1)} \rangle_{a_i^{(1)}} |0\rangle_{a_i^{(1)}}}{\sqrt{\langle 0 | 0 \rangle_{a_i^{(1)}}}} = \prod_{i=1}^{N_i/2} K^{(1)}_{11}(u_i^{(1)}) \tag{3.14}
\]
It is natural to identify the result with the level one overlap function:
\[
h^{(1)}(u) := K^{(1)}_{11}(u). \tag{3.15}
\]
Since in the known cases the overlap functions \( h^{(a)} \) does not depend on the inhomogeneities we define the second level two site state as
\[
\langle u_n^{(1)} | u_1^{(1)} \rangle = h^{(1)}(u) \bigg|_{u=0} \tag{3.16}
\]
This second level two-site state is normalized as \( \langle \Psi | 0 \rangle_{a_i^{(1)}} = 1 \) and can be used to repeat the nesting procedure at the second level. Repeating this procedure we can calculate all overlap functions \( h^{(a)}(u) \), recursively. We emphasize that this method uses assumptions like (3.13) at all levels of nesting.

Let us finally note that if \( \Psi \) were not normalized i.e. the overlap of the two site state with the pseudo vacuum were \( \psi_{11} = A^2 \), implying \( \langle \Psi | 0 \rangle = A^2 \neq 1 \), then the asymptotic limit of the second level final state would have this extra factor:
\[
\lim_{L \to 1} \langle u_n^{(1)} | u_1^{(1)} \rangle = A^L K^{(1)}(u_1) \otimes \cdots \otimes K^{(1)}(u_{N_i/2}). \tag{3.17}
\]
This factor also shows up in the full overlap formula
\[
\frac{\langle \Psi | u^{(a)} \rangle}{\sqrt{\langle u^{(a)} | u^{(a)} \rangle}} = A^L \prod_{a} \prod_{i=1}^{N_a/2} h^{(a)}(u_i^{(a)}) \sqrt{\frac{\det G_+}{\det G_-}}. \tag{3.18}
\]
Let us generalize this method to MPS:
\[
\langle \text{MPS} \rangle = \sum_{i_1 \ldots i_L} \text{Tr} \left[ \omega_{i_1} \ldots \omega_{i_L} \right] \langle i_1 \ldots i_L \rangle \tag{3.19}
\]
where \( \omega_k \in \text{End}(V_B) \), \( V_B \) is the boundary vector space. In the calculation above, we did not use the periodic boundary condition, therefore in the generalization we cut the trace and define the matrix valued MPS in the boundary space as:

\[
\alpha \beta \langle \text{MPS} | = \sum_{i_1 \ldots i_L} (\omega_{i_1} \ldots \omega_{i_L})_{\alpha \beta} \langle i_1 \ldots i_L | .
\]  

(3.20)

In calculating the normalized overlap

\[
\lim_{L \to \infty} \frac{\alpha \beta \langle \text{MPS} | u^{(a)}(a) \rangle}{\sqrt{\langle u^{(a)} | u^{(a)} \rangle}} = \frac{\sum_{\alpha(1)} \frac{\alpha \beta \langle \text{MPS} | u^{(1)}(a) \rangle}{F_{\alpha(1)}(u^{(a)}) F_{\alpha(1)}(u^{(a)})}}{\sum_{\alpha(1)} \frac{\alpha \beta \langle \Psi(u^{(1)}) | u^{(a)} \rangle}{\sqrt{\langle u^{(a)} | u^{(a)} \rangle}}},
\]

(3.21)

we also introduce the bra notation for the second level final state

\[
\left[ \frac{\langle u^{(2)} | }{\langle u^{(1)} | } \right]_{\alpha(1)} = \frac{\alpha \beta \langle \text{MPS} | u^{(1)}(a) \rangle}{N_{\alpha(1)}}.
\]

(3.22)

We have to calculate this overlap for all \( \alpha, \beta \). It is obvious, however, that all components can not be normalized as \( \alpha \beta \langle \text{MPS} | 0 \rangle = 1 \) simultaneously. This implies \( A^L \)-like factors even at the asymptotic limit, which has to be taken carefully.

Usually, the asymptotic second level final state is not irreducible in the boundary space, rather it can be decomposed into irreducible components as

\[
\lim_{L \to \infty} \langle \Psi(u^{(1)}) | = \left( \langle \Psi_1(u^{(1)}) | \oplus_{V_B} \langle \Psi_2(u^{(1)}) | \ldots \oplus_{V_B} \langle \Psi_n(u^{(1)}) | \right)_{\alpha \beta}
\]

(3.23)

where \( \dim_{V_B} \langle \Psi_i(u^{(1)}) | = d_i \). We assume that the matrix part is factorized into a product of two-particle (matrix valued) K-matrices in the asymptotic limit, i.e., \( \langle \Psi_m(u^{(1)}) | \) can be written as

\[
\alpha \beta \langle \Psi_m(u^{(1)}) | = A^L_m \delta_{\alpha \beta}
\]

(3.24)

where the excitation K-matrices \( K^{(1,m)}_{\alpha \beta}(u) \) do not depend on \( L \). Applying this formula for the pseudovacuum \( | \{ \} \rangle \) gives:

\[
\alpha \beta \langle \Psi_m(\{ \}) | = A^L_m \delta_{\alpha \beta}
\]

(3.25)

therefore

\[
\alpha \beta \langle \text{MPS} | 0 \rangle = (A^L_1 1_{d_1} \oplus_{V_B} A^L_2 1_{d_2} \oplus_{V_B} \ldots \oplus_{V_B} A^L_n 1_{d_n})_{\alpha \beta}.
\]

(3.26)

This equation implies that we can obtain \( A_k \)s from the vacuum overlap and it suggests the irreducible decomposition.

In the following we focus on the case when the irreducible second level states are one dimensional:

\[
\langle \Psi_m(u^{(1)}) | = A^L_m K^{(1,m)}(u^{(1)}_1) \otimes K^{(1,m)}(u^{(1)}_2) \otimes \cdots \otimes K^{(1,m)}(u^{(1)}_{N_{1/2}}),
\]

(3.27)
such that we can apply the previous method for each one dimensional part. This amounts to define first level one particle functions and second level two-site states as

\[ h_m^{(1)}(u) := K_{11}^{(1,m)}(u) ; \quad \psi_m^{(2)} := \frac{K^{(1,m)}(u)}{h_m^{(1)}(u)} |_{u=0}. \]  

We can now iteratively calculate the one particle overlaps for each irreducible piece and the proposed final overlap takes the form

\[
\frac{\langle \text{MPS}|u^{(a)}\rangle}{\sqrt{\langle u^{(a)}|u^{(a)}\rangle}} = \sum_m A_m^L \prod_a \prod_{i=1}^{N_a/2} h_m^{(a)}(u_i) \sqrt{\frac{\det G_+}{\det G_-}}. \tag{3.29}
\]

For the justification of the used assumptions we carry out this procedure for certain MPS in the \(\mathfrak{su}(3)\) and \(\mathfrak{so}(6)\) spin chains for which the overlaps are already known.

### 3.2 \(\mathfrak{su}(3)\) spin chain

Let us consider the following matrix product state

\[
|\text{MPS}_k\rangle = \text{Tr} \left[ (S_1 | 1 \rangle + S_2 | 2 \rangle + S_3 | 3 \rangle)^{\otimes L} \right] \tag{3.30}
\]

and calculate its overlap in the \(\mathfrak{su}(3)\) spin chain with the eigenvectors of the periodic transfer matrix. The excitation K-matrix can be extracted from the large \(L\) limit of the overlap between the MPS and a generic two particle state built over the pseudo vacuum which we choose to be \(|0\rangle = |3\rangle^{\otimes L}\).

At first let us calculate overlap of the pseudovacuum:

\[
\alpha \beta \langle \text{MPS}_k | 0 \rangle = \text{diag} \left( j^L, (j-1)^L, \ldots, (-j+1)^L, (-j)^L \right)_{\alpha \beta} \tag{3.31}
\]

This vacuum overlap suggest that the second level final state is a direct sum of one dimensional states. In coordinate space Bethe ansatz the two particle plane wave takes the form

\[
|u,-u\rangle_{ab} = \sum_{n_1=1}^{L} \sum_{n_2=n_1+1}^{L} \left( e^{ip(n_1-n_2)} |n_1n_2\rangle_{ab} + e^{-ip(n_1-n_2)} S_{ab}^{cd}(2u) |n_1n_2\rangle_{cd} \right). \tag{3.32}
\]

where \(|nm\rangle_{ab}\) denotes a state with excitations \(a = 1, 2\) at position \(n\) and \(b = 1, 2\) at \(m\) and their \(\mathfrak{su}(2)\) invariant S-matrix is normalized as \(S_1^{11}(u) = 1\) and so \(S_2^{11}(u) = \frac{u+i}{u-i}\). The overlap in the large \(L\) limit can be written as

\[
\lim_{L \to \infty} \frac{\alpha \beta \langle \text{MPS}_k | u,-u \rangle}{N_{u,-u}}_{ab} = (\Sigma_{ab}(u) + S_{ab}^{cd}(2u) \Sigma_{cd}(-u))_{\alpha \beta} \tag{3.33}
\]

where

\[
\Sigma_{ab}(u) = \lim_{L \to \infty} \frac{1}{L} \sum_{n_1=1}^{L} \sum_{n_2=n_1+1}^{L} e^{ip(n_1-n_2)} S_3^{n_1-1} S_a S_3^{n_2-n_1-1} S_b S_3^{L-n_2}. \tag{3.34}
\]
By changing the basis from \(a, b = 1, 2\) to \(A, B = +, -\) and using the commutation relations we can calculate

\[
\Sigma_{AB}(u) = \lim_{L \to \infty} \frac{1}{L} \sum_{n_1 < n_2} e^{ip(n_1 - n_2)} S_A S_B (S_3 + A + B)^{n_1 - 1}(S_3 + B)^{n_2 - n_1 - 1} S_3^{L - n_2}
\]

(3.35)

We can then see that \(\Sigma_{\pm\mp}(u) = \text{diag}(\Sigma_{\pm\mp}^{j;\pm}(u), \Sigma_{\pm\mp}^{j;-1}(u), \dots, \Sigma_{\pm\mp}^{j;+1}(u), \Sigma_{\pm\mp}^{j;0}(u))\) are diagonal matrices with entries

\[
\Sigma_{\pm\mp}^{j;m}(u) = \frac{1}{2} (j(j + 1) - m(m + 1)) \frac{1}{m(e^{ip} - 1) + 1},
\]

(3.36)

while the non-diagonal \(\Sigma_{++}(u)\) and \(\Sigma_{--}(u)\) components do not have any \(O(L)\) piece, thus they vanish in the \(L \to \infty\) limit. In calculating the matrix element \(\Sigma_{\pm\mp}^{j;m}\) we have to normalize the overlap with the pseudo vacuum to 1. This amounts to renormalizing the overlaps with the factor \(m^L\) and introduces different normalization for the various diagonal components of the overlap

\[
\lim_{L \to \infty} \frac{\alpha^\beta \langle \text{MPS}_k | u_i - u \rangle_{ab}}{N_{u_i - u}} = \text{diag} \left( j^L K_{ab}^{(j,j)}(u), (j - 1)^L K_{ab}^{(j,j-1)}(u), \ldots, (-j + 1)^L K_{ab}^{(j,-j+1)}(u), (-j)^L K_{ab}^{(j,-j)}(u) \right)_{\alpha\beta}
\]

(3.37)

where the diagonal scalar \(K\)-matrices of the excitations take the form

\[
K_{ab}^{(j,m)}(u) = \frac{u (u + i/2) \left( u^2 + (j + 1/2)^2 \right)}{\left( u^2 + (m + 1/2)^2 \right) \left( u^2 + (m - 1/2)^2 \right)} \left( \frac{1}{m} \frac{1}{u + i/2} \right)
\]

(3.38)

which means that the first level one-particle overlaps are

\[
h_m^{(1)}(u) = \frac{u (u + i/2) \left( u^2 + (j + 1/2)^2 \right)}{\left( u^2 + (m + 1/2)^2 \right) \left( u^2 + (m - 1/2)^2 \right)}
\]

(3.39)

and the irreducible second level \(K\)-matrices are

\[
\left( \begin{array}{cc} 1 & -\frac{m}{u + i/2} \\ \frac{m}{u + i/2} & 1 \end{array} \right).
\]

(3.40)

Now we can use the known \(su(2)\) boundary state overlaps of these \(K\)-matrices [18]

\[
h_m^{(2)}(u) = \frac{u^2 + m^2}{u (u + i/2)}
\]

(3.41)
to make a proposition for the full overlap. In doing so we have to restore the relative normalization of the various diagonal contributions

\[
\langle \text{MPS}_k | u, v \rangle = \sum_{m=-j}^{j} m^L \prod_{i=1}^{N} h^{(1)}_m(u_i) \prod_{i=1}^{M} h^{(2)}_m(v_i) \sqrt{\frac{\det G_+}{\det G_-}}
\]

\[
= \sum_{m=-j}^{j} m^L \prod_{i=1}^{N} \left( u_i^2 + (j + 1/2)^2 \right) \left( u_i^2 + (m + 1/2)^2 \right) \prod_{i=1}^{M} \left( v_i^2 + m^2 \right) \sqrt{\frac{\det G_+}{\det G_-}}
\]

\[
= \sum_{m=-j}^{j} m^L \frac{Q_1(ij + i/2) Q_2(im)}{Q_1(im + i/2) Q_1(im - i/2)} \frac{Q_1(0) Q_1(i/2) \det G_+}{Q_2(0) Q_2(i/2) \det G_-}
\]

where we used the Q-functions

\[
Q_1(u) = \prod_{i=1}^{N} (u - u_i), \quad Q_2(u) = \prod_{i=1}^{N} (u - v_i).
\]

We can see that (3.42) agrees with the numerically proved formula in [11, 13], which verifies that the excitation K-matrix (3.38) we just calculated is physically meaningful.

### 3.3 \(\mathfrak{so}(6)\) spin chain

Let us consider the following MPS

\[
\alpha_\beta \langle \text{MPS}_k | u, v \rangle = \left[ (\sqrt{2} \phi_1 S_1 + \sqrt{2} \phi_3 S_2 + \sqrt{2} \phi_5 S_3)^{\otimes L} \right]_{\alpha_\beta}
\]

\[
= \left[ (\sqrt{2} \phi_1 S_1 + \sqrt{2} \phi_3 S_2 + (Z + \bar{Z}) S_3)^{\otimes L} \right]_{\alpha_\beta}
\]

Following the conventions and calculations in [18] we choose the pseudo vacuum as \(Z^{\otimes L}\) and label \(\mathfrak{so}(4)\) excitations with \(a, b = 1, \ldots, 4\). The overlap calculation is similar to the \(\mathfrak{su}(3)\) case the only differences are in the building block

\[
\Sigma_{ab}^{j,m}(u) = \frac{1}{2} \begin{pmatrix}
\Sigma_{+-}^{j,m} + \Sigma_{-+}^{j,m} & i \Sigma_{+-}^{j,m} - i \Sigma_{-+}^{j,m} & 0 & 0 \\
0 & 0 & 0 & 0 \\
-i \Sigma_{+-}^{j,m} + i \Sigma_{-+}^{j,m} & 0 & \Sigma_{++}^{j,m} + \Sigma_{--}^{j,m} & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}
\]

from which the diagonal K-matrix \((K_{ab}^{(j,j)}(u), K_{ab}^{(j,j-1)}(u), \ldots, K_{ab}^{(j,-j+1)}(u), K_{ab}^{(j,-j)}(u))\) can be built up as

\[
K_{ab}^{(j,m)}(u) = \Sigma_{ab}^{j,m}(u) + S_{ab}^{cd}(2u) \Sigma_{cd}^{j,m}(-u) + \delta_{ab\epsilon}(2u)
\]

\[
\cong \frac{u (u + i/2) \left( u^2 + (j + 1/2)^2 \right)}{\left( u^2 + (m + 1/2)^2 \right) \left( u^2 + (m - 1/2)^2 \right)} \left( \begin{array}{cc}
m & 1 \\ u + i/2 & 1
\end{array} \right) \otimes \left( \begin{array}{cc}
m & 1 \\ u + i/2 & 1
\end{array} \right).
\]
Here we also showed how the $\mathfrak{so}(4)$ $K$-matrix can be factorized into two $\mathfrak{su}(2)$ factors. Based on the $\mathfrak{su}(2)$ overlaps our proposition for the full overlap is

$$
\left\langle \text{MPS}_k | \mathbf{u}, \mathbf{v}, \mathbf{w} \right\rangle = \sqrt{\left\langle \mathbf{u}, \mathbf{v}, \mathbf{w} | \mathbf{u}, \mathbf{v}, \mathbf{w} \right\rangle} \quad \text{(3.47)}
$$

$$
j \sum_{m=-j}^{j} m^L \prod_{i=1}^{N} \frac{u_i(u_i + \frac{i}{2})(u_i^2 + \frac{(2j+1)^2}{4})}{(u_i^2 + \frac{(2m-1)^2}{4})(u_i^2 + \frac{(2m+1)^2}{4})} \prod_{i=1}^{M_+} \frac{v_i^2 + m^2}{w_i} \prod_{i=1}^{M_-} \frac{v_i^2 + m^2}{w_i} \sqrt{\frac{\det G_+}{\det G_-}} =
$$

$$
j \sum_{m=-j}^{j} m^L \prod_{i=1}^{N} \frac{Q_1(ij + i/2)Q_+(im)Q_-(im)}{Q_1(im + i/2)Q_1(im - i/2)} \sqrt{\frac{Q_1(0)Q_1(i/2)}{Q_+(0)Q_+(i/2)Q_-(0)Q_-(-i/2)} \det G_+ \det G_-}
$$

which again agrees with the numerically proved formula [13]. In (3.47) we used the $\mathfrak{so}(6)$ $Q$-functions

$$
Q_1(u) = \prod_{i=1}^{N}(u - u_i), \quad Q_+(u) = \prod_{i=1}^{N}(u - v_i), \quad Q_-(u) = \prod_{i=1}^{N}(u - w_i). \quad \text{(3.48)}
$$

### 3.4 Proposal for the asymptotic overlap in AdS/dCFT for generic $k$

Comparing the $\mathfrak{so}(6)$ result (3.46) with the weak coupling limit of section 2.4 it is natural to assume a diagonal K-matrix structure in the boundary space consisting of the diagonal elements

$$
K_{\text{AdS/dCFT}} = \text{diag} \left( K^{(j,j)}(u), K^{(j,j-1)}(u), \ldots, K^{(j,1-j)}(u), K^{(j,-j)}(u) \right) \quad \text{(3.49)}
$$

where $K^{(j,m)}(u)$ is defined in (2.28) and the parameters are fixed as $k_1 = k_4 = 1$ and $k_2 = 0$. Thus the one-point function in the asymptotic limit can be calculated as the overlap of the boundary state $B_k$ based on this K-matrix and the periodic multi-particle state

$$
c_\Delta = \frac{\left\langle B_k | \mathbf{u}, \mathbf{y}^{(\nu)}, \mathbf{w}^{(\nu)} \right\rangle}{\sqrt{\left\langle \mathbf{u}, \mathbf{y}^{(\nu)}, \mathbf{w}^{(\nu)} | \mathbf{u}, \mathbf{y}^{(\nu)}, \mathbf{w}^{(\nu)} \right\rangle}} = \sum_{m=-j}^{j} \frac{\sum_{m=-j}^{j} \left( B^{(j,m)} | \mathbf{u}, \mathbf{y}^{(\nu)}, \mathbf{w}^{(\nu)} \right)}{\sqrt{\left\langle \mathbf{u}, \mathbf{y}^{(\nu)}, \mathbf{w}^{(\nu)} | \mathbf{u}, \mathbf{y}^{(\nu)}, \mathbf{w}^{(\nu)} \right\rangle}} \quad \text{(3.50)}
$$

where the Bethe states are labeled by the Bethe roots $\mathbf{y}^{(\nu)}, \mathbf{w}^{(\nu)}$ with $\nu = 1, 2$ of the two $\mathfrak{su}(2|2)$ wings. The matrix product type boundary state involves a trace coming from the boundary inner degree of freedom. Since the K-matrix is diagonal the overlap is simply the sum of individual overlaps with $\left( B^{(j,m)} \right)$, which is the boundary state built from the scalar (in boundary space) K-matrix $K^{(j,m)}$. To decide how to normalize the individual components we used the results of [17], which was obtained from exact localization calculations and also from bootstrap considerations and was checked against perturbative calculations [10]. Fortunately we have already calculated the overlap (3.50) in [18] thus the
full result we propose for the one point function is

\[ c_\Delta = \sum_{m=-j}^j x_m \prod_{i=1}^{N/2} K_{j,m}(u_i) \prod_{\nu=1}^2 \left( \frac{M^{(\nu)/2}}{i x_m y^{(\nu)}_i} \left( \frac{M^{(\nu)/4}}{w^{(\nu)}_i} \right)^2 + x_m^2 \right) \prod_{i=1}^{2N} \left( \frac{1}{w^{(\nu)}_i} \left( \frac{1}{w^{(\nu)}_i} + \frac{i}{2g} \right) \right) \sqrt{\frac{\det G_+}{\det G_-}} \ \ \ (3.51) \]

where the Gaudin like determinants can be calculated from the BA equations [18].

4 Conclusions

We formulated and analyzed the boundary state bootstrap for factorizing K-matrices with residual \( \mathfrak{osp}(2|2)_c \) symmetry. This K-matrix had three “bosonic” and one “fermionic” orientations parameterized by \( k_i \) and \( x_s \), respectively. By bootstrapping on the bound state pole we showed that the matrix structure of the excited boundary state had the same form as the ground state one, merely the parameter \( x_s \) was shifted as \( x_{s\pm1} \). We then analyzed the pole structure of the excited boundary K-matrix and identified a new boundary bound state. For semi integer \( s \) we closed the boundary bootstrap by providing the full set of boundary bound states together with their K-matrices and explanations of all of their poles. In order to apply these results for higher dimensional MPS in the D3-D5 AdS/dCFT setting we calculated the tree level excitation K-matrix. We did it first in an \( \mathfrak{su}(3) \) spin chain, then we extended the result for the \( \mathfrak{so}(6) \) spin chain. In both cases the excitation K-matrices were diagonal in the boundary space without any inner degree of freedom. By generalizing our nesting method developed in [18] for matrix product states we calculated the most general overlaps at tree level. These agreed with previous results in the literature [11, 13]. The comparison of the tree level excitation K-matrix with the weak coupling limit of our all loop K-matrix fixed its parameters. Based on our previous results we could propose the all loop asymptotic overlaps for the D3-D5 system including all excitations. These extend the results of [17] from the diagonal \( \mathfrak{su}(2) \) sector for the full theory.

Our results are asymptotic in the sense that it does not contain any wrapping corrections. To incorporate those effects of the virtual particles one has to go through the program suggested in [17, 32, 33] The recent results [34–37] on excited state g-functions could help to incorporate the wrapping corrections also in our case, while the result [37] might sheds some light how it could be formulated more efficiently.

There are two ways to embed the residual \( \mathfrak{osp}(2|2)_c \) symmetry into \( \mathfrak{su}(2|2)_c \), depending on which \( \mathfrak{su}(2) \) factor is unbroken. Here we analyzed the case with the full Lorentzian symmetry. Completely analogous considerations can be performed for the case when the R-symmetry is unbroken. Those results can be relevant for correlation functions with Wilson loops.
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