Spatiotemporal dynamics of ultrarelativistic beam-plasma instabilities

P. San Miguel Claveria,1,* X. Davoine,2,3 J. R. Peterson,4,5 M. Gilljohann,1 I. Andriyash,1 R. Ariniello,6 C. Clarke,4 H. Ekerfelt,4 C. Emma,4 J. Faure,2,3 S. Gessner,4 M. J. Hogan,4 C. Joshi,7 C. H. Keitel,8 A. Knetsch,1 O. Kononenko,1 M. Litos,8 Y. Mankovskaya,1 K. Marsh,7 A. Matheron,4 Z. Nie,7 B. O’Shea,4 D. Storey,4 N. Vafaee-Najafabadi,9 Y. Wu,7 X. Xu,4 J. Yan,9 C. Zhang,7 M. Tamburini,8 F. Fiuza,4 L. Gremillet,2,3,† and S. Corde1,‡

1 LOA, ENSTA Paris, CNRS, Ecole Polytechnique, Institut Polytechnique de Paris, 91762 Palaiseau, France
2 CEA, DAM, DIF, 91297 Arpajon, France
3 Université Paris-Saclay, CEA, LMCE, 91680 Bruyères-le-Châtel, France
4 SLAC National Accelerator Laboratory, Menlo Park, CA 94025, USA
5 Stanford University, Physics Department, Stanford, CA 94305, USA
6 University of Colorado Boulder, Department of Physics, Center for Integrated Plasma Studies, Boulder, Colorado 80309, USA
7 University of California Los Angeles, Los Angeles, CA 90095, USA
8 Max-Planck-Institut für Kernphysik, Saupfercheckweg 1, D-69117 Heidelberg, Germany
9 Stony Brook University, Stony Brook, NY 11794, USA

(Dated: May 4, 2022)

An electron or electron-positron beam streaming through a plasma is notoriously prone to microinstabilities. For a dilute ultrarelativistic infinite beam, the dominant instability is a mixed mode between longitudinal two-stream and transverse filamentation modes, with a phase velocity oblique to the beam velocity. A spatiotemporal theory describing the linear growth of this oblique mixed instability is proposed, which predicts that spatiotemporal effects generally prevail for finite-length beams, leading to a significantly slower instability evolution than in the usually assumed purely temporal regime. These results are accurately supported by particle-in-cell (PIC) simulations. Furthermore, we show that the self-focusing dynamics caused by the plasma wakefields driven by finite-width beams can compete with the oblique instability. Analyzed through PIC simulations, the interplay of these two processes in realistic systems bears important implications for upcoming accelerator experiments on ultrarelativistic beam-plasma interactions.

A large number of astrophysical and laboratory systems involve the collective interaction between beams of relativistic charged particles and plasmas. In many cases, this interaction is governed by plasma micro-instabilities which lead to electrostatic and electromagnetic fluctuations growing at kinetic scales, and mediating most of the energy and momentum transfers between the beam and plasma particles [1, 2].

In astrophysics, these instabilities are thought to dissipate into heat or radiation the kinetic energy of relativistic outflows from various powerful sources (e.g. pulsar wind nebulae, neutron star mergers, active galactic nuclei). Notably, as a result of their nonlinear evolution [3], they can spawn relativistic collisionless shock waves [4] which, in turn, are believed to generate the most energetic particles and radiations in the Universe [5], including the electromagnetic counterpart of gravitational wave sources [6]. Beam-plasma instabilities therefore lie at the heart of the fast-emerging field of multi-messenger astrophysics [7]. Another topic of active current research is their possibly crucial role in shaping the GeV photon emission from blazars, the microphysics of which remaining little understood [8].

Beyond their fundamental and astrophysical significance, these instabilities have a prominent place in experimental concepts utilizing relativistic beam-plasma interactions, such as staging of laser (LWFA) and plasma wakefield acceleration (PWFA) [9], or laser-driven ion acceleration [10, 11], against which they act detrimentally. Lately, it has also been proposed to harness them as a novel channel of γ-ray radiation [12]. Now, progress in particle accelerators make it possible to envision probing these plasma processes in the laboratory [13]. In particular, extreme beam parameters, with Lorentz factors \( \gamma_b > 10^4 \) and densities \( n_b = 10^{18} - 10^{20} \text{cm}^{-3} \) will soon be available at the new Facility for Advanced Accelerator Tests II (FACET-II) [14]. This will open unprecedented opportunities to investigate, under various plasma conditions and in a very controlled way, the effects of micro-instabilities on the beam propagation in the ultrarelativistic regime.

The micro-instabilities arising in a relativistic beam-plasma system are usually classified into three types: the longitudinal two-stream instability (TSI), the transverse current filamentation instability (CFI) and the mixed mode, or oblique two-stream instability (OTSI) [2, 15]. While several modes can develop simultaneously from thermal noise or beam-induced perturbations, a specific instability class generally dominates the early beam-plasma interaction. A fully kinetic theory exists which describes the linear phase of the instability for unbounded (i.e., infinite) beam-plasma systems, al-
lowing the dominant mode to be predicted for a given set of beam-plasma parameters \([2, 16]\). A key finding is the dominance of the mixed mode over CFI and TSI in the case of ultrarelativistic \((\gamma_b \gg 1)\) and dilute \((\alpha \equiv n_b/n_p \ll 1, \text{ where } n_p \text{ is the electron plasma density})\) beams. This leads to density and field modulations with a longitudinal wavenumber \(k_z \simeq c/\omega_p \equiv k_{p}\) and a transverse wavenumber \(k_{\perp} \gtrsim k_p\), growing at a maximum rate

\[
\Gamma_{\text{OTSI}} = \frac{\sqrt{3}}{2^{4/3}} \left( \frac{1}{\gamma_b n_p} \frac{k_z^2}{k_p^2 + k_{\perp}^2} \right)^{1/3} \omega_p. \tag{1}
\]

where \(\omega_p\) is the background plasma frequency, and \(n_b\) is the sum of the number densities \(n_{b\pm}\) of the beam electrons and positrons (if any). Still, this temporal theory cannot be directly applied to the finite-size beams or plasma boundaries involved in realistic settings, such as future high-energy accelerator experiments. The first attempts to account for inhomogeneity effects on linear beam-plasma instabilities concerned the TSI \([17, 18]\), revealing its pulse-shaped profile in case of localized initial disturbances. Recently, a model of the CFI excited by a longitudinally semi-infinite beam was proposed \([19]\), showing that for moderate Lorentz factors \((\gamma_b \lesssim 10)\), spatiotemporal effects are present at the beam head. Interestingly, this model predicts spatiotemporal effects to vanish in the ultrarelativistic limit.

For oblique modes, thought to dominate for \(\gamma_b \gg 1\) and \(\alpha \ll 1\), no spatiotemporal theory exists \([20]\). Yet, from the above previous works and related studies of laser-plasma \([21, 22]\) or beam-plasma \([23, 24]\) instabilities, one may expect finite beam dimensions ~or, more generally, boundaries in the beam-plasma system~ to strongly impact the dynamics of the oblique modes.

In this Letter we address two phenomena arising when a relativistic beam of finite spatial extent is considered in a beam-plasma system subject to streaming instabilities. First, we develop a spatiotemporal theory for the evolution of the OTSI, highlighting its spatiotemporal nature and resulting slower dynamics when a finite beam length is considered. Second, we show that the interplay of beam-plasma instabilities and the wakefield that is excited by a beam of finite length and width conveys constraints on the system parameters for the instabilities to dominate the interaction. These results are particularly relevant to future accelerator experiments aiming to explore ultrarelativistic beam-plasma instabilities and their radiative by-products \([12]\).

We start by presenting the results of 2D PIC CALDER \([25]\) simulations of an ultrarelativistic \((\gamma_b = 2 \times 10^4)\), low-density \((\alpha = 0.03)\) electron beam interacting with a uniform electron-proton plasma. The mesh size was set to \((\Delta x, \Delta y) = (0.042, 0.084)k_p^{-1}\), the time step was \(\Delta t = 0.041k_p^{-1}\), and 100 macroparticles per cell were used for each species (beam electrons, plasma electrons and ions). The beam profile was taken to be Gaussian in the longitudinal \((x)\) direction with a RMS length of \(\sigma_x\), and uniform in the transverse \((y)\) direction. Unless otherwise mentioned, the boundary conditions were absorbing along \(x\) and periodic along \(y\), for both the fields and particles.

Figure 1(a) illustrates the chevron-shaped pattern imprinted on the beam density profile by the OTSI in the cases of finite and infinite \((\text{i.e. with periodic boundary conditions along } x)\) beam lengths. Galilean beam-frame coordinates \((\xi, \tau) = (v_b t - x, t)\) are used here, and the beam density maximum is located at \(\xi \simeq 100k_p^{-1}\) for \(k_{p}\sigma_x \in (10, 50)\). While the density modulations are uniform in the infinite beam case, they exhibit a clear spatial growth for finite \(\sigma_x\). Figure 1(b) shows the 2D Fourier spectrum of the transverse \(E_y\) fluctuations within a slice around the beam maximum, for \(k_{p}\sigma_x = 10\) \([\text{i.e. corresponding to the bottom plot of Fig. 1(a)}]\) and \(c\tau = 3338k_p^{-1}\). A narrow continuum of modes located at \(k_x \simeq k_p\) and \(k_{\perp} \gtrsim k_p\) are excited, a characteristic feature...
of the OTSI [2].

The evolution of the RMS amplitude of the transverse \( E_y \) and \( B_z \) fields during the beam propagation in the plasma is presented in Fig. 1(c). In all cases considered, \( E_y \) prevails over \( B_z \), as is expected for the OTSI [26]. For an infinite beam, good agreement is found with the temporal growth rate given by Eq. (1). By contrast, we observe a slowdown in the \( E_y \) field growth as the beam length is decreased from \( k_p \sigma_x \approx 50 \) to \( k_p \sigma_x = 10 \). To get a spatially resolved estimate of the effective OTSI growth rate in the finite-\( \sigma_x \) simulations, we have fitted to an exponential the temporal evolution of the \( E_y \) energy contained in the “oblique” spectral range \( 0.8 \lesssim k_x/k_p \lesssim 5 \) and \( 0.8 \lesssim k_y/k_p \lesssim 10 \), and normalized the resulting growth rate, \( \Gamma \), to \( \Gamma_{\text{OTSI}} \). In doing so, we have evaluated \( k_x \) from the ratio of the \( E_y \) and \( E_x \) spectral energies integrated in the above-\( k \)-range. Figure 1(d) displays the results of this procedure as a function of \( k_p \sigma_x \). It is clearly seen that, even for \( k_p \sigma_x \gg 1 \), the effective growth rate is substantially smaller than is predicted for an unbounded system.

To understand the simulation results, we have developed a spatiotemporal model describing the growth of linear electrostatic oblique modes in a transversely homogeneous, relativistic beam-plasma system, in the presence of immobile ions. The analysis is restricted to a 2D \((x, y)\) geometry, but it can be readily generalized to 3D. Let us denote the equilibrium quantities with a superscript \((0)\), and perturbed variables with a superscript \((1)\). Coupling the linearized, cold-fluid momentum and continuity equations for the beam (subscript \( b \)) and plasma (subscript \( p \)) electrons results in

\[
\left( \partial_t + v_{b0} \partial_x \right)^2 n_b^{(1)} = n_{b0} \left( \gamma_{b0}^{-1} \partial_y^2 - \gamma_{b0}^{-3} \partial_x^2 \right) \phi^{(1)},
\]

\[
\partial_x^2 n_p^{(1)} = n_{p0} \left( \partial_y^2 - \partial_x^2 \right) \phi^{(1)}.
\]

Next, using the linearized Poisson equation to express the perturbed electrostatic potential \( \phi^{(1)} \) in terms of \( n_p^{(1)} \) and \( \nu_p^{(1)} \), one can obtain, after some algebra, the following differential equation for the perturbed plasma density

\[
\left( \partial_x^2 + \partial_y^2 \right) \left( \partial_t + v_{b0} \partial_x \right)^2 \left( \partial_t^2 + n_{p0} \right) + \gamma_{b0}^{-1} n_{b0} \partial_y^2 \partial_t^2 \right) \nu_p^{(1)} = 0,
\]

where the beam Lorentz factor has been supposed large enough that \( \partial_x^2 \gg \gamma_{b0}^{-2} \partial_y^2 \). We now adopt the comoving coordinates defined above to express the plasma density perturbation as \( n_p^{(1)} = \delta n_p(\tau, \xi) e^{i k_b \xi + i k_L \tau} \). where \( \delta n_p(\tau, \xi) \) represents a slowly varying envelope. Writing Eq. (4) in terms of the comoving variables and assuming that \( k_p \gg v_{b0}^{-1} \partial_x, \partial_t \), one can derive the following approximate differential equation satisfied by \( \delta n_p \):

\[
\partial_t^3 + v_{b0} \partial_x^2 \partial_t + \frac{8i}{3\sqrt{2}} \Gamma_{\text{OTSI}}^3 \delta n_p = 0.
\]

This equation can be solved analytically for a semi-infinite electron (or electron-positron) beam whose front edge is located at \( \xi = 0 \) (see Supplemental Material [27]). Following Refs. [19, 21], we assume an initial noise source throughout the beam, i.e., \( \delta n_p(\tau = 0, \xi) = \delta n_p(\tau, \xi = 0) = S \), and \( \partial_t \delta n_p(\tau = 0, \xi) = \partial_x^2 \delta n_p(\tau = 0, \xi) = 0 \), where \( S \) is some amplitude parameter. Such conditions mainly apply to a situation where the beam is created within the plasma or penetrates a plasma with a long density ramp. An asymptotic solution to Eq. (5) can then be obtained in the \( \tau \to \infty \) limit using a double Laplace transform and a saddle-point expansion [27].

FIG. 2. 2D PIC simulations of the OTSI induced by a step-like \( e^- e^+ \) pair beam and comparison with linear theory in the spatiotemporal regime for \( \gamma_b = 2 \times 10^4 \) (a-c) and the temporal regime for \( \gamma_b = 20 \) (d). (a) and (d): Spectral amplitude \( |\mathcal{E}_y|_0 \) of the dominant oblique mode \( \left( k_x = k_y, \ k_L \approx 3 k_b \right) \) as a function of \( \xi \) for different propagation distances \( c \tau \). (b): Same quantity but as a function of \( c \tau \) for different beam slices \( \xi \). In (a) and (b), the simulation data (solid lines) is fitted to the theoretical law \( A \exp[(3/2)\Gamma_{\text{OTSI}}(\xi/c)1/3 \tau^{2/3}] \) for \( \xi \leq \xi_{\text{sat}} \) (dashed lines). (c) Saturation position \( \xi_{\text{sat}} \) also shown in (a) as circles vs. \( c \tau \) (filled circles), compared with the theoretical expectation \( \xi_{\text{sat}} \propto \tau^{-2} \) (red dashed line). Dashed lines in (d) plot the theoretical temporal growth of \( |\mathcal{E}_y|_0 \) at different times \( c \tau \geq 17k_p^{-1} \).
When $\xi \ll v_b \tau$, one finds

$$\delta n_p(\tau, \xi) \simeq \frac{S}{\sqrt{6\pi}} \left( \frac{3\sqrt{3}v_b}{16\Gamma_{\text{OTSI}} \xi^2} \right)^{1/6} \times \exp \left[ \frac{\sqrt{3}}{2\sqrt{3} + i} \Gamma_{\text{OTSI}} \left( \frac{\xi}{v_b} \right)^{1/3} \tau^{2/3} - \frac{i \pi}{12} \right].$$

This solution, similar to the asymptotic impulse solution of the TSI [18], demonstrates the spatiotemporal character of the oblique instability. Different longitudinal $\xi$-slices of the beam experience different temporal evolutions, the fastest growth being present at the rear of the beam, as might be intuitively surmised. The same leading exponential term is found for an initial noise source localized at the beam front, as expected when the beam enters a sharp vacuum-plasma boundary [27].

Further away from the beam front, i.e., for $\xi \geq v_b \tau$, the solution asymptotically evolves as

$$\delta n_p(\tau, \xi) \simeq \frac{S}{3} \exp \left[ \left( 1 + \frac{i}{\sqrt{3}} \right) \Gamma_{\text{OTSI}} \tau \right],$$

which exhibits a purely temporal growth at the rate given by Eq. (1). In fact, the same exponential behavior sets in for $\xi \gtrsim v_b \tau/3$ but with a smaller prefactor [27]. In the comoving coordinates, the region of purely temporal growth recedes from the front to the rear of the beam at a velocity of $v_b/3$. Therefore, at a location $\xi$ behind the beam front, the instability initially grows in a purely temporal manner at a rate $\Gamma_{\text{OTSI}}$, up to $\tau \simeq 3\xi v_b^{-1}$, after which spatiotemporal effects turn prominent and result in a slower growth. The same reasoning applied to a finite beam length $\sigma_x$ implies that for $\sigma_x \ll v_b \Gamma_{\text{OTSI}}^{-1}$, the instability is essentially of spatiotemporal nature. The latter condition holds in particular for the short ultrarelativistic bunches produced in particle accelerators.

To support this analysis, we carried out 2D PIC simulations with a step-like beam profile. A neutral electron-positron ($e^- e^+$) pair beam was employed in order to avoid plasma wakefield excitation and minimize initial noise, and thus enable accurate comparison with the model (yet similar results were obtained with an electron beam [27]). To reproduce even more closely the model assumptions, the beam entering the plasma was propagated ballistically till being completely immersed, and then (at $t = 0$) to evolve freely. We used beam-plasma parameters relevant to FACET-II: $\gamma_b = 2 \times 10^4$, $\alpha = (n_{-e} + n_{+e})/n_p = 0.06$ ($n_{\pm e}$ is the equal density of the beam electrons and positrons), and $n_p = 10^{20}$ cm$^{-3}$. The simulation (moving) window covered the longitudinal range $-10 \leq \xi \leq \xi_{\text{max}} = 150 \mu$m (i.e. $-19 \leq k_p \xi \leq 282$), the beam front being placed at $\xi = 0$. For these parameters, one finds $\xi_{\text{max}} \ll v_b \Gamma_{\text{OTSI}}^{-1}$, hence the instability should evolve in a spatiotemporal manner.

Figure 2(a) displays (in solid curves) the spectral amplitude $|E_y(k_x, k_\perp)|$ of the dominant oblique mode (at $k_z = k_p$ and $k_\perp \simeq 3k_p$) along the beam at different propagation distances $c\tau$, and in Fig. 2(b) the same quantity is plotted as a function of $c\tau$ for different positions $\xi$. Both figures show very good agreement with the predicted spatiotemporal evolution $\propto \exp[(3/22/3)\Gamma_{\text{OTSI}}(\xi/c)^{1/3}\tau^{2/3}]$ of the instability (dashed lines).

For large enough propagation distances ($c\tau \gtrsim 1000k_p^{-1}$), the simulation curves in Fig. 2(a) peak at some position $\xi$, beyond which they rapidly decay. This behavior is due to the nonlinear saturation of the OTSI [8, 28]. The saturation mechanisms involved in the ultrarelativistic regime will be studied in a separate paper, yet one can exploit here their observed weak spatial dependence to further validate the theory. Indeed, assuming that the instability ceases when a certain field level is reached, the saturation position, $\xi_{\text{sat}}$, should vary with $\tau$ as $\xi_{\text{sat}} \propto \tau^{-2}$. This prediction matches well with the simulation results of Fig. 2(c), which plots $\xi_{\text{sat}}$ vs. $\tau$.

Finally, to confirm the existence of a purely temporal regime, we repeated the same simulation but with a lower beam Lorentz factor ($\gamma_b = 20$), so that $\xi_{\text{max}} > v_b \Gamma_{\text{OTSI}}^{-1}$. Figure 2(d) shows that the instability then grows at a rate that is essentially independent of the beam slice $\xi > 50 \mu$m. This nicely agrees with Eq. (7), as shown by the dashed lines representing the predicted amplification of the initial (recorded at $c\tau = 14k_p^{-1}$) $\xi$-dependent fluctuations.

Another important finite-size effect is the excitation of plasma wakefields by nonneutral beams with relatively small transverse width ($\sigma_x$). These fields act back on the beam to pinch it, which reinforces them and causes the beam to self-focus as it further propagates through the plasma [29]. The time scale of beam self-focusing can be estimated by the inverse betatron frequency $\omega_\beta^{-1} = \sqrt{\gamma_m m_e / \beta \sigma_x}$, where $W_\perp$ is the amplitude of the transverse wakefield [30]. If this time scale is smaller than the effective growth time of the dominant oblique instability [i.e. lengthened by spatiotemporal effects, see Fig. 1(d)], the beam can shrink into a narrow and dense filament expelling the plasma electrons away from it, hence quenching the instability. For a beam with fixed charge and length, changing its transverse width affects both processes similarly, and so barely modifies their interplay. By contrast, raising the plasma density tends to favor the instability over the beam self-focusing.

We ran additional 2D PIC simulations to examine the interplay of the beam self-focusing and beam-plasma instability depending on the plasma density. Potential effects arising in a 3D geometry are discussed in the Supplemental Material [27]. We considered a FACET-II-like electron beam (10 GeV, 2 nC, $\sigma_x = 5 \mu$m, $\sigma_z = 10 \mu$m, peak density $n_b \simeq 1.5 \times 10^{18}$ cm$^{-3}$, normalized emittance $\epsilon_n = 3$ mm mrad) injected into a uniform plasma of different densities. Each simulation was repeated with a transversely infinite (periodic) beam to suppress the effects of plasma wakefields and beam self-focusing.
Comparing \( \omega_0^{-1} \) to the time scale of the spatiotemporal OTSI with the above parameters, one finds that beam self-focusing should dominate for \( n_p \lesssim 10^{19} \text{ cm}^{-3} \) [Figs. 3(a)-(c)]. This prediction is confirmed by the simulation results depicted in Fig. 3. At \( n_p = 10^{19} \text{ cm}^{-3} \) [Figs. 3(a)-(c)], the transverse wakefield starts focusing the finite-width beam and the beam profile is taken to be either finite with \( \sigma_x = 10 \mu\text{m} \), RMS length, or infinite, i.e., with transverse periodic boundary conditions [(d)-(f)], (j)-(l), and (p)-(r)]. In all cases, the beam has a 10 GeV energy (\( \gamma_0 = 2 \times 10^3 \)), a Gaussian longitudinal profile with \( \sigma_z = 5 \mu\text{m} \), RMS length, a transverse normalized emittance \( \epsilon_n = 3 \text{ mm mrad} \), and a peak density \( n_0 \approx 1.5 \times 10^{19} \text{ cm}^{-3} \) for (a)-(f), \( \alpha \approx 0.1 \), for (g)-(l), and \( \alpha \approx 0.06 \) for (m)-(r), which would correspond to a total beam charge of \( 2 \text{nC} \) in 3D. The insets show the transverse beam phase space along the slices indicated by the dashed blue lines.

FIG. 3. Simulated electron beam density maps at different propagation distances in a uniform plasma of density \( n_p = 1 \times 10^{19} \text{ cm}^{-3} \) [(a)-(f)], \( 2.5 \times 10^{19} \text{ cm}^{-3} \) [(g)-(l)], and \( 5 \times 10^{19} \text{ cm}^{-3} \) [(m)-(r)]. The transverse beam profile is taken to be either finite with \( \sigma_x = 10 \mu\text{m} \), RMS width [(a)-(c), (g)-(i), and (m)-(o)] or infinite, i.e., with transverse periodic boundary conditions [(d)-(f), (j)-(l), and (p)-(r)]. In all cases, the beam has a 10 GeV energy (\( \gamma_0 = 2 \times 10^3 \)), a Gaussian longitudinal profile with \( \sigma_z = 5 \mu\text{m} \), RMS length, a transverse normalized emittance \( \epsilon_n = 3 \text{ mm mrad} \), and a peak density \( n_0 \approx 1.5 \times 10^{19} \text{ cm}^{-3} \) for (a)-(f), \( \alpha \approx 0.1 \) for (g)-(l), and \( \alpha \approx 0.06 \) for (m)-(r), which would correspond to a total beam charge of \( 2 \text{nC} \) in 3D. The insets show the transverse beam phase space along the slices indicated by the dashed blue lines.

In conclusion, we have conducted the first spatiotemporal analysis of the oblique two-stream instability triggered by finite-size particle beams. For ultrarelativistic, short-duration bunches, such as delivered by state-of-the-art particle accelerators, we have shown analytically that, in terms of the comoving coordinates \((\tau, \xi)\), the instability mainly evolves as a function of \( (\xi/v_0)^{1/3}\rho^{2/3} \). It develops from the head to the tail of the beam, and, within a fixed beam slice, more slowly than in unbounded geometry. Close agreement has been found between the theory and PIC simulations in several beam-plasma setups. Furthermore, when realistic finite-width electron beams are considered, self-focusing induced by plasma wakefields may hinder the instability growth and thus dominate the beam dynamics. Neutral pair beams, though, can circumvent the limitation placed by wakefields, and facilitate laboratory investigations of ultrarelativistic streaming instabilities. These results are critical to guide and interpret future experiments on high-energy beam-plasma interactions and their envisioned applications, such as the development of instability-based light sources.
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S1. SPATIOTEMPORAL LINEAR THEORY OF THE OBLIQUE TWO-STREAM INSTABILITY

A. Derivation of the master equation

Let us consider a transversely uniform, relativistic electron beam moving through an unmagnetized electron-ion plasma. We seek to derive the equation governing the spatiotemporal perturbative evolution of the oblique two-stream instability (OTSI) as triggered by disturbances at the leading edge of the beam and within its body. According to previous studies [1, 2], the OTSI is mainly of electrostatic nature, so that the problem can be analytically addressed by combining the fluid conservation equations for the beam and plasma electrons and Poisson’s equation. The ions will be assumed immobile throughout.

In the following, the subscripts \( b \) and \( p \) will refer to the beam and plasma electrons, respectively. For population \( \alpha = (b, p) \), \( n_\alpha \) is the number density, \( \gamma_\alpha \) the Lorentz factor, and \( \mathbf{v}_\alpha \) the velocity. Moreover, \( \phi \) will represent the electrostatic field potential. All plasma and field quantities will be linearized as \( X(r, t) = X_0 + X^{(1)}(r, t) = X_0 + \delta X(x,t) \exp[i(k \cdot r - \omega t)] \), where \( X_0 \) and \( X^{(1)} \) denote unperturbed and perturbed quantities, and \( \delta X \) represents the spatiotemporal envelope of the perturbation, characterized by its real wavenumber \( \mathbf{k} \). The (longitudinal) \( x \)-axis is defined as the beam propagation direction. Only the case of an ultrarelativistic (\( \gamma_{b0} \gg 1 \)), dilute (\( n_{b0}/n_{p0} \ll 1 \)) beam will be treated and thermal effects will be neglected. Our analysis will be restricted to a 2D \((x, y)\) geometry, so that \( \mathbf{k} = (k_x, k_y) \) and \( \mathbf{v}_b = (v_{b,x}, v_{b,y}) \). We will use units such that \( c = m_e = \epsilon_0 = 1 \).

From the above assumptions, the momentum and continuity equations for the beam electrons can be written as

\[
\left( \partial_t + v_{b0} \partial_x \right) \begin{pmatrix} \gamma_{b0}^2 v_{b0}^{(1)} \\ \gamma_{b0} v_{b0}^{(1)} \end{pmatrix} = \begin{pmatrix} \partial_x \phi^{(1)} \\ i k_x \phi^{(1)} \end{pmatrix},
\]

\[
\partial_t n_{b0}^{(1)} + \partial_x (n_b v_{bx})^{(1)} + i k_x (n_b v_{by})^{(1)} = 0.
\]

Combining both equations leads to

\[
\left( \partial_t + v_{b0} \partial_x \right)^2 n_{b0}^{(1)} = n_{b0} \left( \gamma_{b0}^{-1} k_x^2 - \gamma_{b0}^{-3} \partial_x^2 \right) \phi^{(1)}.
\]

The plasma electrons are taken to be initially at rest \((v_{p0} = 0)\). Since \( n_{b0}/n_{p0} \ll 1 \) is further assumed, their dynamics can be treated nonrelativistically. As a result, they fulfill an equation similar to Eq. (S3) except for the
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changes \( v_0 \to 0 \) and \( \gamma_0 \to 1 \):

\[
\partial_t^2 n_p^{(1)} = n_{p0} \left( k^2_x - \partial^2 \right) \phi^{(1)}. \tag{S4}
\]

We now plug Eq. (S4) into Poisson’s equation

\[
\left( \partial^2_x - k^2_\perp \right) \phi^{(1)} = n_p^{(1)} + n_b^{(1)}, \tag{S5}
\]

to obtain

\[
\left( \partial_t^2 + n_{p0} \right) n_p^{(1)} + n_{p0} n_b^{(1)} = 0. \tag{S6}
\]

Applying the \( \left( \partial^2_x - k^2_\perp \right) \) operator to Eq. (S3) and using Eq. (S4), we find

\[
\left( \partial^2_x - k^2_\perp \right) \left( \partial_t + v_{b0} \partial_x \right)^2 n_b^{(1)} = \frac{n_{b0}}{n_{p0}} \left( \gamma_{b0}^{-3} \partial^2_x - \gamma_{b0}^{-1} k^2_\perp \right) \partial_t^2 n_p^{(1)}. \tag{S7}
\]

Substituting this relation in Eq. (S6) gives the general equation verified by \( n_p^{(1)} \):

\[
\left[ \left( \partial^2_x - k^2_\perp \right) \left( \partial_t + v_{b0} \partial_x \right)^2 \left( \partial_t^2 + n_{p0} \right) + n_{b0} \left( \gamma_{b0}^{-3} \partial^2_x - \gamma_{b0}^{-1} k^2_\perp \right) \partial_t^2 \right] n_p^{(1)} = 0. \tag{S8}
\]

When discarding spatiotemporal effects, i.e., by taking \( \partial_x = i k_x \) and \( \partial_t = -i \omega \) (\( \omega \) is the complex growth rate), the above equation reduces to the standard, electrostatic cold-fluid dispersion of the OTSI [1]:

\[
1 - \frac{n_{p0}}{\omega^2} - \frac{n_{b0} \left( \gamma_{b0}^{-3} k^2_\perp - \gamma_{b0}^{-1} k^2_\perp \right)}{\left( k^2_x + k^2_\perp \right) (\omega - k_x v_{b0})^2} = 0. \tag{S9}
\]

To describe the spatiotemporal evolution of the perturbation, it is convenient to make a Galilean transformation to the beam-frame coordinates \((\xi, \tau) \equiv (v_{b0} t - x, t)\), and write \( n_p^{(1)} = \delta n_p(\tau, \xi) \exp(-ik_p \xi + ik_y \tau) \). Equation (S8) can therefore be recast as

\[
\left( k^2_p + k^2_\perp \right) \partial^2_\tau \left( \partial_\tau + v_{b0} \partial_\xi \right)^2 - 2ik_p v_{b0} \left( \partial_\tau + v_{b0} \partial_\xi \right) + n_{p0} - (k_p v_{b0})^2 \right] \delta n_p
\]

\[
+ \frac{n_{p0} k^2_\perp}{\gamma_{b0}} \left( \partial_\tau + v_{b0} \partial_\xi - ik_0 v_{b0} \right)^2 \delta n_p = 0. \tag{S10}
\]

We assume \( \gamma_{b0} \) to be large enough that \( \gamma_{b0}^{-3} \partial^2_x \) can be neglected relative to \( \gamma_{b0}^{-1} k^2_\perp \) in the second term of Eq. (S8).

We now choose \( k_p = \sqrt{n_{p0}/v_{b0}} \) (\( \equiv \omega_{p0}/v_{b0} \) in physical units, where \( \omega_{p0} \) is the background plasma frequency) and adopt the slow-varying-amplitude approximation: \( v_{b0}^{-1} \partial_\tau, \partial_\xi \ll k_p \sim \sqrt{n_{p0}} \). The above equation can then be approximated as

\[
\left( k^2_p + k^2_\perp \right) \partial^2_\tau \left( \partial_\tau + v_{b0} \partial_\xi \right) \delta n_p - i k^2_\perp \frac{n_{b0} \sqrt{n_{p0}}}{2 \gamma_{b0}} \delta n_p = 0. \tag{S11}
\]

Finally, introducing

\[
\Gamma_0 = \left( \frac{1}{2 \gamma_{b0}} \frac{n_{b0} k^2_\perp}{n_{p0} k^2_x + k^2_\perp} \right)^{1/3} \omega_{p0}, \tag{S12}
\]

we recover Eq. (2) of the main text:

\[
\left[ \partial^2_\tau \left( \partial_\tau + v_{b0} \partial_\xi \right) + i \Gamma_0^3 \right] \delta n_p = 0. \tag{S13}
\]

Note that this equation could also have been obtained by applying the method of [3] to the OTSI dispersion relation (S9). While quite straightforward, this method does not allow us to identify the physical quantity exactly governed by the resulting equation, hence the interest of our detailed derivation. It should also be pointed out that Eq. (S13) holds as well for an ultrarelativistic pair beam, in which case \( n_{b0} \) in Eq. (S12) should be understood as the sum of the unperturbed number densities of the beam electrons and positrons.
B. Analysis of the spatiotemporal behavior of the OTSI

An important observation is that Eq. (S13) is formally identical to Eq. (6) of [3] (assuming vanishing dissipation and group velocity of the unstable wave packet), which describes the longitudinal \((k_\perp = 0)\) two-stream instability (TSI). In the following, we will solve Eq. (S13) for two sets of initial and boundary conditions. The first configuration is characterized by a Dirac function source at \(\tau = \xi = 0\), and will give the Green’s function response of the system, recovering the well-known spatiotemporal impulse behavior of the TSI \([3–5]\). As an alternative setup, we will consider disturbances both throughout the beam \((\xi \geq 0)\) at \(\tau = 0\) and at the beam front \((\xi = 0)\) at \(\tau \geq 0\). Similar conditions were used in [6] in the case of Raman forward scattering of short laser pulses, and, more recently, to investigate the spatiotemporal properties of the current filamentation instability (CFI) \([7]\). We will show that the solution to Eq. (S13) then exhibits both spatiotemporal and purely temporal behaviours.

Following [6], we consider the double Laplace transform of \(\delta n_p\), defined by

\[
\delta n_p(\alpha, \beta) = \int_0^\infty d\tau \int_{-\infty}^\infty d\xi \delta n_p(\tau, \xi) e^{-i\alpha \tau - i\beta \xi}.
\]  

(S14)

To obtain the Green’s function of the system, we put \(\delta(\tau)\delta(\xi)\) in the r.h.s of Eq. (S13), and apply the above transformation:

\[
i(\alpha^3 + \alpha^2 \beta v_{b0} + \Gamma_0^3) \delta n_p(\alpha, \beta) = -1.
\]  

(S15)

Inverting the Laplace transforms gives

\[
\delta n_p(\tau, \xi) = -\frac{i}{4\pi^2 v_{b0}} \int_{C_\alpha} d\alpha \int_{C_\beta} d\beta \frac{e^{i\alpha \tau} e^{i\beta \xi}}{\alpha^2 (\beta + \alpha^3 + \Gamma_0^3 v_{b0})}.
\]  

(S16)

with the Bromwich contours, \(C_\alpha\) and \(C_\beta\), extending from, respectively, \(\Re\alpha = -\infty\) to \(\Re\alpha = +\infty\) and \(\Re\beta = -\infty\) to \(\Re\beta = +\infty\), and lying below the integrand singularities. The integral over \(\beta\) can be readily evaluated using the residue theorem for the pole at \(\beta = -\frac{\alpha^3 + \Gamma_0^3}{\alpha^3 v_{b0}}\):

\[
\int_{C_\beta} d\beta \frac{e^{i\beta \xi}}{\beta + \frac{\alpha^3 + \Gamma_0^3}{\alpha^3 v_{b0}}} = 2\pi i e^{-i\left(\frac{\alpha^3 + \Gamma_0^3}{\alpha^3 v_{b0}}\right) \xi} H(\xi).
\]  

(S17)

The Heaviside function \(H(\xi)\) expresses the fact that when \(\xi < 0\), one can close the \(C_\alpha\) contour with a semicircle of infinite radius in the half-plane \(3(\alpha) < 0\), along which the exponential vanishes. Since no singularity is enclosed, the integral also vanishes.

Equation (S16) then becomes

\[
\delta n_p(\tau, \xi) = -\frac{1}{2\pi v_{b0}} \int_{C_\alpha} d\alpha \frac{e^{i\alpha \tau} e^{-i\left(\frac{\alpha^3 + \Gamma_0^3}{\alpha^3 v_{b0}}\right) \xi}}{\alpha^2} H(\xi).
\]  

(S18)

This integral vanishes for \(\tau < \xi/v_{b0}\). When \(\tau > \xi/v_{b0}\), the residue of the essential singularity at \(\alpha = 0\) cannot be exactly calculated. To get an asymptotic approximation when \(\tau \to \infty\), we use the saddle-point method \([8]\). To this purpose, we introduce the dimensionless parameter \(\theta = \xi/v_{b0} \tau\), and write the above expression as

\[
\delta n_p(\tau, \xi) = -\frac{1}{2\pi v_{b0}} \int_{C_\alpha} d\alpha g(\alpha) e^{\tau h(\alpha, \theta)},
\]  

(S19)

where

\[
h(\alpha, \theta) = i \left[ (1 - \theta)\alpha - \frac{\Gamma_0^3 \theta}{\alpha^2} \right],
\]

\[
g(\alpha) = \frac{1}{\alpha^2},
\]  

(S20)

The saddle points of \(h(\alpha, \theta)\) are located at \(\alpha_{sp0}(\theta) = \Gamma_0 \left(\frac{2\theta}{1-\theta}\right)^{1/3} e^{i\pi/3}\) and \(\alpha_{sp\pm}(\theta) = \Gamma_0 \left(\frac{2\theta}{1-\theta}\right)^{1/3} e^{\pm i\pi/3}\), where \(h(\alpha_{sp0}(\theta), \theta) = 3\Gamma_0 \left(\frac{1-\theta}{2}\right)^{1/3} e^{-i\pi/2}\), \(h(\alpha_{sp+}(\theta), \theta) = 3\Gamma_0 \left(\frac{1-\theta}{2}\right)^{1/3} e^{5i\pi/6}\) and \(h(\alpha_{sp-}(\theta), \theta) = 3\Gamma_0 \left(\frac{1-\theta}{2}\right)^{1/3} e^{i\pi/6}\). The
dominant saddle point is $\alpha_{sp-}(\theta)$ since $\Re h(\alpha_{sp-}(\theta),\theta) > \Re h(\alpha_{sp0}(\theta),\theta), \Re h(\alpha_{sp+}(\theta),\theta)$ for $0 < \theta < 1$, and the initial contour $C_\alpha$ can be continuously deformed to an Olver-type path with respect to $\alpha_{sp-}$, $C_{sp}$, along which $\Re h(\alpha,\theta) < \Re h(\alpha_{sp-},\theta)$. Furthermore, this path goes from $(\Re\alpha, \Im\alpha) = (-\infty, +\infty)$ to $(\Re\alpha, \Im\alpha) = (+\infty, +\infty)$ and follows the path of steepest descent in the vicinity of $\alpha_{sp-}$. Since $C_\alpha$ is deformable to $C_{sp}$ without crossing $\alpha = 0$ for $0 < \theta < 1$, there is no residue contribution of the pole singularity [8]. The resulting integral can therefore be approximated as [8]

$$\int_{C_{sp}} d\alpha \, g(\alpha) e^{i\tau h(\alpha,\theta)} \simeq g(\alpha_{sp-}) e^{\frac{2\pi}{\tau h'(\alpha_{sp-},\theta)}} e^{i\tau h(\alpha_{sp-},\theta) + i\psi_{sp}}, \quad (S21)$$

where $h''(\alpha,\theta) \equiv \partial^2_{\alpha} h(\alpha,\theta)$ and

$$\psi_{sp} = \frac{\pi}{2} - \frac{\arg [h''(\alpha_{sp-},\theta)]}{2} \quad (S22)$$

is the slope angle of the steepest-descent path through $\alpha_{sp-}(\theta)$ [8]. Using $g(\alpha_{sp-}(\theta)) = \left(\frac{1-\theta}{2\pi}\right)^{2/3} e^{2i\pi/3} \frac{1}{\Gamma_0}$ and substituting the above expressions for $h(\alpha_{sp-}(\theta),\theta)$ and $h''(\alpha_{sp-}(\theta),\theta)$, we find $\psi_{sp} = \pi/12$ and

$$\delta n_p \simeq -\frac{1}{2\sqrt{3}\pi \Gamma_0 v_{b0} \sqrt{\Gamma_0 \tau}} \exp \left[ 3\Gamma_0 \tau \left(\frac{1-\theta}{2}\right) \frac{2/3}{\theta^{1/3}} e^{i\pi/6} + i\frac{3\pi}{4} \right]$$

$$\simeq \frac{1}{2\sqrt{3}\pi \Gamma_0 v_{b0} \sqrt{\Gamma_0 \xi/v_{b0}}} \exp \left[ \frac{3}{2\sqrt{3}} (\sqrt{3} + i) \Gamma_0 \left( \tau - \frac{\xi}{v_{b0}} \right)^{2/3} \left( \frac{\xi}{v_{b0}} \right)^{1/3} - i\frac{\pi}{4} \right], \quad (S23)$$

for $0 < \xi/v_{b0} \tau < 1$, and $\delta n_p = 0$ otherwise. This solution coincides with that previously obtained for the TSI [3–5], albeit with a different expression for $\Gamma_0$. It describes a wave packet growing approximately as

$$\delta n_p \propto \exp \left[ \frac{3^{3/2}}{25/3} \Gamma_0 \left( \tau - \frac{\xi}{v_{b0}} \right)^{2/3} \left( \frac{\xi}{v_{b0}} \right)^{1/3} \right] = \exp \left[ \frac{3^{3/2}}{25/3} \Gamma_0 \left( \frac{x}{v_{b0}} \right)^{2/3} \left( \frac{t - x}{v_{b0}} \right)^{1/3} \right] \quad (S24)$$

while propagating through the plasma. The peak of the wave packet is located at $\xi = v_{b0} \tau/3$ (i.e. $\theta = 1/3$), and so moves at a speed of $2v_{b0}/3$ in the laboratory. Its amplitude grows with time at a rate

$$\frac{\sqrt{3}}{2} \Gamma_0 = \frac{\sqrt{3}}{24/3} \left( \frac{1}{\gamma_{b0} \Gamma_0 k_{\perp}^2 + \Gamma_0^2} \right)^{1/3} \omega_{p0}, \quad (S25)$$

that is, the well-known temporal growth rate of the cold-fluid OTSI in the $\gamma_{b0} \gg 1$ limit [2, 9], as given by Eq. (1) of the main text.

The above impulsive solution should be of most significance when the relativistic beam crosses a sharp vacuum-plasma boundary. The initial disturbance is then localized at $\xi = 0$ given the absence of plasma at $\xi > 0$. This solution, however, is likely inappropriate if the uniform plasma region where the instability mainly develops is preceded by a long increasing density ramp, or if the beam is directly created within the plasma. Such situations can be modeled by the following initial and boundary conditions [6, 7]:

$$\delta n_p(\tau, \xi = 0) = S, \quad (S26)$$

$$\partial_\tau \delta n_p(\tau, \xi = 0) = \partial_\xi^2 \delta n_p(\tau = 0, \xi = 0) = 0, \quad (S27)$$

where $S$ is some initial fluctuation amplitude. The double Laplace transformation of Eq. (S13) then yields

$$(\alpha^3 + \alpha^2 \beta v_{b0} + \Gamma_0^3) \delta n_p(\alpha, \beta) = -i\frac{\alpha}{\beta} (\beta v_{b0} + \alpha) S, \quad (S28)$$

use being made of $\delta n_p(\tau = 0, \beta) = -iS/\beta, \delta n_p(\alpha, \xi = 0) = -iS/\alpha$, and $\partial_\tau \delta n_p(\tau = 0, \beta) = \partial_\xi^2 \delta n_p(\tau = 0, \beta) = 0$. It follows that

$$\delta n_p(\alpha, \beta) = \frac{(\alpha + \beta v_{b0}) S}{v_{b0} \alpha \beta \left( \beta + \frac{\alpha^2 + \Gamma_0^2}{\alpha^2 v_{b0}} \right)}, \quad (S29)$$
and hence
\[ \delta n_p(\tau, \xi) = -\frac{S}{4\pi^2 v_{b0}} \int_{C_\alpha} d\alpha e^{i\alpha \tau} \int_{C_\beta} d\beta \frac{(\alpha + \beta v_{b0}) e^{i\beta \xi}}{\alpha \beta \left( \beta + \frac{\alpha^3 + \Gamma^3_0}{\alpha^2 v_{b0}} \right)}, \]  

where \( C_\alpha \) and \( C_\beta \) denote again the Bromwich contours. We recast this double integral as
\[ \delta n_p(\tau, \xi) = -\frac{S}{2\pi} \int_{C_\alpha} d\alpha I(\alpha, \xi) e^{i\alpha \tau}, \]  

where
\[ I(\alpha, \xi) = \frac{1}{2\pi} \int_{C_\beta} d\beta \frac{(\alpha + \beta v_{b0}) e^{i\beta \xi}}{\alpha \beta \left( \beta + \frac{\alpha^3 + \Gamma^3_0}{\alpha^2 v_{b0}} \right)}. \]  

Applying the residue theorem to the pole singularities at \( \beta = 0 \) and \( \beta = -\frac{(\alpha^3 + \Gamma^3_0)}{\alpha^2 v_{b0}} \) gives
\[ I(\alpha, \xi) = i \left[ \frac{\alpha^2}{\alpha^3 + \Gamma^3_0} + \frac{\Gamma^3_0}{\alpha(\alpha^3 + \Gamma^3_0)} e^{-i\frac{(\alpha^3 + \Gamma^3_0)}{\alpha^2 v_{b0}}} \right] H(\xi). \]  

Plugging Eq. (S33) into Eq. (S31) yields
\[ \delta n_p(\tau, \xi) = -\frac{iS}{2\pi} \int_{C_\alpha} d\alpha e^{i\alpha \tau} \left[ \frac{\alpha^2}{\alpha^3 + \Gamma^3_0} + \frac{\Gamma^3_0}{\alpha(\alpha^3 + \Gamma^3_0)} e^{-i\frac{(\alpha^3 + \Gamma^3_0)}{\alpha^2 v_{b0}}} \right] H(\xi), \]  

which can be expressed in the form
\[ \delta n_p(\tau, \xi) = S \left[ J_1(\tau, \xi) + J_2(\tau, \xi) \right] H(\xi), \]  

where
\[ J_1(\tau) = -\frac{i}{2\pi} \int_{C_\alpha} d\alpha \frac{\alpha^2 e^{i\alpha \tau}}{\alpha^3 + \Gamma^3_0}, \]  
\[ J_2(\tau, \xi) = -\frac{i\Gamma^3_0}{2\pi} \int_{C_\alpha} d\alpha g(\alpha) e^{i\alpha \tau}. \]  

Let us first address \( J_1 \). For the same reason as above, \( J_1(\tau < 0) = 0 \), as expected from causality. Its integrand, \( G_1(\alpha) \), has simple poles at \( \alpha_{p0} = -\Gamma_0 \) and \( \alpha_{p\pm} = \sqrt{\frac{\alpha^2}{3}} \Gamma_0 \), and their residues are
\[ \text{Res}[G_1(\alpha); \alpha_{p0}] = \frac{1}{3} e^{-i\Gamma_0 \tau}, \]  
\[ \text{Res}[G_1(\alpha); \alpha_{p\pm}] = \frac{1}{3} e^{\pm i(1+\sqrt{3})\Gamma_0 \tau}. \]  

Summing the residues leads to
\[ J_1(\tau) = \frac{1}{3} \left[ e^{-i\Gamma_0 \tau} + 2 \cosh \left( \sqrt{\frac{3}{2}} \Gamma_0 \tau \right) e^{i\frac{\Gamma_0}{2} \tau} \right] H(\tau). \]  

Similarly to Eq. (S19), the integral \( J_2 \) cannot be exactly evaluated, and so instead we approximate it in the \( \tau \to \infty \) limit. We therefore rewrite \( J_2 \) as
\[ J_2(\tau, \xi) = -\frac{i\Gamma^3_0}{2\pi} \int_{C_\alpha} d\alpha g(\alpha) e^{i\alpha \tau} h(\alpha, \theta), \]  

where \( h(\alpha, \theta) \) is defined by Eq. (S20) and
\[ g(\alpha) = \frac{1}{\alpha(\alpha + \Gamma^3_0)}. \]
The function \( g(\alpha) \) possesses four simple pole singularities at \( \alpha = 0, \alpha_{p0} \) and \( \alpha_{p\pm} \) (as defined above). We note that the saddle points of \( h(\alpha, \theta) \) fulfill \( \arg[\alpha_{sp0}(\theta)] = \arg[\alpha_{p0}] \) and \( \arg[\alpha_{sp\pm}(\theta)] = \arg[\alpha_{p\pm}] \). Moreover, \( \alpha_{sp0}(\theta) \to \alpha_{p0} \) and \( \alpha_{sp\pm}(\theta) \to \alpha_{p\pm} \) when \( \theta \to 1/3 \).

The asymptotic expansion of the integral (S41) is more involved than that of (S19), owing to the interaction between the dominant saddle point \( \alpha_{sp-}(\theta) \) of \( h(\alpha, \theta) \) and the pole singularity at \( \alpha_{p-} = \Gamma_0 e^{-i\pi/3} \) when the parameter \( \theta \) varies over \((0, 1)\). Specifically, for \( \theta \leq 1/3 \), the path of steepest descent through \( \alpha_{sp-}(\theta) \) passes above \( \alpha_{p-} \) so that the residue contribution of the latter should be taken into account. For \( \theta > 1/3 \), by contrast, the path of steepest descent through \( \alpha_{sp-}(\theta) \) passes below \( \alpha_{p-} \), so that there is no residue contribution. As a result,

\[
\int_{C_{\alpha}} da g(\alpha) e^{\tau h(\alpha, \theta)} = \int_{C_{\alpha}} da g(\alpha) e^{\tau h(\alpha, \theta)} + \begin{cases} \frac{\tau}{\pi} \left[ g(\alpha_{sp-}) - \frac{\text{Res}[g(\alpha); \alpha_{sp-}]}{h'(\alpha_{sp-}, \theta)} \right] e^{\frac{\tau}{\pi} h(\alpha_{sp-}, \theta)} & \theta < 1/3 \\
\frac{\tau}{\pi} \left[ g(\alpha_{sp-}) - \frac{\text{Res}[g(\alpha); \alpha_{p-}]}{h'(\alpha_{p-}, \theta)} \right] e^{\frac{\tau}{\pi} h'(\alpha_{p-}, \theta)} & \theta = 1/3 \\
\frac{\tau}{\pi} \left[ g(\alpha_{sp-}) - \frac{\text{Res}[g(\alpha); \alpha_{sp-}]}{h'(\alpha_{sp-}, \theta)} \right] e^{\frac{\tau}{\pi} h'(\alpha_{sp-}, \theta)} & \theta > 1/3, \end{cases}
\]  

(S43)

where \( C_{\alpha} \) is an Olver-type path with respect to \( \alpha_{sp-} \), as defined above [8].

Another difficulty arises when the saddle point \( \alpha_{sp-}(\theta) \) approaches the pole at \( \alpha_{p-} \), so that \( |h(\alpha_{sp-}(\theta), \theta) - h(\alpha_{p-}, \theta)| \tau \) may not be necessarily large. Introducing

\[
\Delta(\theta) = |h(\alpha_{sp-}(\theta), \theta) - h(\alpha_{p-}, \theta)|^{1/2},
\]

(S44)
a uniform asymptotic approximation of the saddle-point integral is then given by [8]

\[
\int_{C_{\alpha}} da g(\alpha) e^{\tau h(\alpha, \theta)} \simeq e^{\tau h(\alpha_{sp-}, \theta)} \left\{ \pm i \frac{\text{Res}[g(\alpha); \alpha_{sp-}]}{h'(\alpha_{sp-}, \theta)} e^{\tau h'(\alpha_{sp-}, \theta)} \right\} e^{\tau h(\alpha_{sp-}, \theta)}
\]

\[
+ \sqrt{\frac{\pi}{\tau}} \left[ g(\alpha_{sp-}) - \frac{\text{Res}[g(\alpha); \alpha_{sp-}]}{h'(\alpha_{sp-}, \theta)} \right] e^{\frac{\tau}{\pi} h'(\alpha_{sp-}, \theta)} + \frac{\text{Res}[g(\alpha); \alpha_{p-}]}{\Delta(\theta)} \right\},
\]

(S45)

where \( \Re[\Delta(\theta)] \geq 0 \), and by

\[
\int_{C_{\alpha}} da g(\alpha) e^{\tau h(\alpha, \theta)} \simeq \sqrt{\frac{2\pi}{\tau h'(\alpha_{sp-}, \theta)}} e^{\tau h(\alpha_{sp-}, \theta) + i\psi_{\alpha}} \left[ g(\alpha_{sp-}) - \frac{\text{Res}[g(\alpha); \alpha_{sp-}]}{\alpha - \alpha_{sp-}} - \frac{\text{Res}[g(\alpha); \alpha_{p-}]}{h(\alpha_{sp-}, \theta)} \right] e^{\tau h'(\alpha_{sp-}, \theta)}
\]

when \( \Delta(\theta) = 0 \).

The function \( \text{erfc}(z) = (2/\sqrt{\pi}) \int_z^{\infty} du e^{-u^2} \) is the complementary error function. In Eq. (S44), the argument of \( \Delta(\theta) \) is defined so that

\[
\lim_{\alpha_{sp-} \to \alpha_{sp-}} \arg[\Delta(\theta)] = \arg(\alpha_{p-} - \alpha_{sp-}) - \psi_{\alpha} + 2\pi n,
\]

the integer \( n \) being chosen so that \( \arg[\Delta(\theta)] \) lies within \((−\pi, \pi)\). Here, we have \( \psi_{\alpha} = \pi/12 \) and \( \arg(\alpha_{p-} - \alpha_{sp-}) = -\pi/3 \) (resp. \( 2\pi/3 \)) for \( \theta < 1/3 \) (resp. \( > 1/3 \)). Hence, \( \arg[\Delta(\theta)] = -5\pi/12 \) (resp. \( 7\pi/12 \)) for \( \theta < 1/3 \) (resp. \( > 1/3 \)).

Combining Eqs. (S35), (S43) and (S45), and using the expressions

\[
\text{Res}[g(\alpha); \alpha_{sp-}] = -\frac{1}{3\Gamma_0^3},
\]

\[
h(\alpha_{p-}, \theta) = \Gamma_0 e^{i\pi/6},
\]

\[
|h(\alpha, \theta)| = \left[ \Gamma_0 \left( 1 - 3\left(\frac{1 - \theta}{2}\right)^{2/3}g_{1/3} \right) \right]^{1/2},
\]

\[
h^{(3)}(\alpha_{sp-}, \theta = 1/3) = \frac{8\sqrt{\pi} e^{i\pi/6}}{\Gamma_0},
\]

\[
\lim_{\alpha \to \alpha_{p-}} \left[ g(\alpha) - \text{Res}[g(\alpha); \alpha_{sp-}] \right] \frac{\alpha - \alpha_{p-}}{\alpha_{sp-} - \alpha_{p-}} = \frac{2e^{i\pi/6}}{3\Gamma_0^3},
\]

one can obtain the following approximate solution for \( \tau \to \infty \):

\[
\delta n_p(\tau, \xi) \simeq \frac{S}{6} e^{3\Gamma_0 \tau(\frac{1 - \theta}{2})^{2/3}g_{1/3} e^{i\pi/6} - i\pi/12} \left\{ \frac{1}{\sqrt{\pi} \Gamma_0^3} \left[ 2^{1/3} \sqrt{3} (1 - \theta)^{2/3} \frac{1}{\Gamma_0(1 - 3\theta)} - \frac{1}{[1 - 3(\frac{1 - \theta}{2})^{2/3}g_{1/3}]} \right]^{1/2} \right\}
\]
FIG. S1. Asymptotic profile of the OTSI as a function of $\theta = \xi/vb_0\tau$ for the initial conditions (S27).

\[
\delta n_p(\tau, \xi) \approx \frac{S}{6} \left(1 + \frac{i}{\sqrt{3\Gamma_0}}\right) e^{\Gamma_0 \tau e^{i\pi/6}}, \quad \theta = 1/3.
\]

\[
\delta n_p(\tau, \xi) \approx \frac{S}{6} e^{3\Gamma_0 \tau (1/3 - 3/\theta - i\pi/12)} \left[ \frac{1}{\sqrt{12}} \sqrt{3} \left( \frac{1 - \theta}{\theta} \right)^{2/3} (1 - 3\theta) + \frac{1}{\sqrt{3\Gamma_0 \tau}} \right]
+ \text{erfc} \left[ \sqrt{\tau} |\Delta(\theta)| e^{i\pi/6} \right] e^{\Gamma_0 \tau e^{i\pi/6}}, \quad 1/3 < \theta < 1,
\]

\[
\delta n_p(\tau, \xi) \approx \frac{S}{3} e^{\Gamma_0 \tau e^{i\pi/6}}, \quad \theta > 1.
\]

Figure S1 illustrates the shape of the above solution as a function of $\theta$ for fixed $\Gamma_0 \tau = 5$. We observe a clear transition from a space-time behavior for $\theta \lesssim 1$ to a purely temporal growth for $\theta \gtrsim 1$. This can be understood as follows. When the saddle point and the pole are remote enough from each other such that $|\sqrt{\tau} |\Delta(\theta)| | \gg 1$, i.e., $\sqrt{\tau} \left[1 - 3(1/3 - 3/\theta - i\pi/12)\right]^{1/2} \gtrsim 1$, one has $\text{erfc} \left[ \sqrt{\tau} |\Delta(\theta)| e^{i\pi/6} \right] \approx e^{-|\sqrt{\tau} |\Delta(\theta)| e^{i\pi/6} - i\pi/12}$, and so the erfc term in the r.h.s of Eqs. (S47) and (S50) cancels out the second term between brackets. One then obtains the limiting expressions

\[
\delta n_p(\tau, \xi) \approx \frac{S}{2^{2/3} \sqrt{3\Gamma_0 \tau}} \left( \frac{1 - \theta}{\theta} \right)^{2/3} \exp \left[ \frac{3\Gamma_0 \tau}{\Gamma_0 \tau} \left( \frac{1 - \theta}{2} \right)^{2/3} \theta^{1/3} e^{i\pi/6} - i\pi/12 \right], \quad 0 < \theta < 1/3,
\]

\[
\delta n_p(\tau, \xi) \approx \frac{S}{3} \exp \left( \Gamma_0 \tau e^{i\pi/6} \right), \quad \theta > 1/3,
\]

when $|\sqrt{\tau} |\Delta(\theta)| | \gg 1$. Equation (3) in the main text follows from further assuming $\theta \ll 1$ in Eq. (S51). One can see that, as expected, the instability shares the same spatiotemporal evolution as the Green’s function for $\lambda \ll v_{th}^0 \tau$, while it grows in a purely temporal manner for $\theta \gtrsim v_{th}^0 \tau/3$. A similar mix of spatiotemporal and temporal growth regimes was found for the CFI under the same set of initial and boundary conditions [7].

S2. EVOLUTION OF THE OBLIQUE INSTABILITY IN ELECTRON-BEAM-PLASMA SIMULATIONS

In the main text, we benchmark the spatiotemporal theory of the OTSI against 2D PIC simulations in which a semi-infinite, relativistic electron-positron pair beam propagates in a uniform plasma (see Fig. 2 of the main text). The reason behind using a pair beam rather than an electron beam is to suppress plasma wakefields and other sources of noise induced by a nonneutral charged particle beam, which hamper the observation of the OTSI evolution over a large dynamic range.

Despite this complication, however, it remains possible to capture the spatiotemporal behavior of the instability in an electron beam-plasma simulation as is shown in Fig. S2. Except for the pair beam being replaced with an electron
beam of halved relative density \( n_b/n_p = 0.03 \) vs. \( 0.06 \) for the pair beam), the simulation parameters are identical to those of Fig. 2 in the main text. Although the initial plasma disturbances are stronger and vary appreciably with the longitudinal coordinate \( \xi \), one still clearly observes the spatiotemporal character of the linear phase of the instability in the ultrarelativistic regime \( [\gamma_b = 2 \times 10^4] \), see Figs. S2(a)-(c), with reasonable agreement with the cold-fluid model. Similarly, the expected transition to a purely temporal growth at increasing distance from the beam edge can be observed at more moderate Lorentz factors, as illustrated by Fig. S2(d) for \( \gamma_b = 20 \). Note that in the latter simulation, the dominant OTSI mode has a lower transverse wavenumber \( (k_\perp \simeq 1.3k_p) \) than that \( (k_\perp \simeq 3k_p) \) found in all the other simulations, a difference that is taken into account in computing the theoretical curves (dashed lines) of Fig. S2(d).

FIG. S2. Same figures as Fig. 2 of the main text but with an electron beam instead of a neutral pair beam.

S3. COMPETITION BETWEEN THE SPATIOTEMPORAL OBLIQUE INSTABILITY AND BEAM SELF-FOCUSING

A. Comparison of characteristic time scales

FIG. S3. Ratio of the characteristic time scales of the OTSI \( (\tau_{\text{OTSI}}) \) and beam self-focusing \( (\omega^{-1}) \) in the ultrarelativistic beam limit. The beam parameters are those associated with Fig. 3 of the main text.

In the main text, we show that the plasma wakefields driven by finite-size electron beams cause the resulting beam self-focusing to compete with the OTSI. The interplay of these two processes can be gauged by comparing their respective characteristic time scales. The time scale for beam self-focusing is estimated to be the inverse betatron frequency \( \omega^{-1} = \sqrt{\gamma_b m_e/\partial_r W_\perp} \), where \( W_\perp \) is the focusing force associated with the plasma wakefield in the linear regime. In the ultrarelativistic beam limit \( (\gamma_b \gg 1) \), \( W_\perp \) is given by [10]:

\[
W_\perp(\xi, r) = 4\pi k_p e \int_0^\infty dr' r' I_1(k_p r_<) K_1(k_p r_>) \int_{-\infty}^{\xi} d\xi' \partial_r n_b(\xi', r') \sin(k_p(\xi - \xi')) ,
\]

(S53)
where $I_1$ and $K_1$ are modified Bessel functions, and $r_<$ (resp. $r_>$) denotes the minimum (resp. maximum) of $r$ and $r'$. The radial derivative of $W_\perp$ can be numerically computed (at the beam center and $r = 0$) for a Gaussian beam with RMS length $\sigma_x$ and width $\sigma_r$.

Since the electron beam being considered is short enough that $\Gamma_{\text{OTSI}} \sigma_x / c \ll 1$ ($\Gamma_{\text{OTSI}}$ is the maximum growth rate given by Eq. (1) of the main text), the OTSI develops in a spatiotemporal manner. Consequently, its effective growth time, $\tau_{\text{OTSI}}$, can be estimated from the leading exponential term of Eq. (3) in the main text. Taking $\tau_{\text{OTSI}}$ to be the time needed for a given beam slice, located at $\xi$, to experience a certain number $N_{\text{exp}}$ of $e$-foldings, one obtains

$$
\tau_{\text{OTSI}} = 2 \left( \frac{N_{\text{exp}}}{3 \Gamma_{\text{OTSI}}} \right)^{3/2} \left( \frac{v_b}{\xi} \right)^{1/2}, \tag{S54}
$$

To get an approximate value for the Gaussian beam considered in Fig. 3 of the main text, we take $\xi = \sigma_x$, $n_b = \max n_b$, $k_\perp = 2k_p$ and $N_{\text{exp}} = 5$ (consistent with the observed dynamic range of the growing field amplitude).

Figure S3 plots $\omega_\beta \tau_{\text{OTSI}}$ as a function of the background plasma density for the beam parameters of Fig. 3 in the main text. One can see that $\omega_\beta \tau_{\text{OTSI}} > 1$, meaning that beam self-focusing prevails over the OTSI, for $n_p \lesssim 10^{19} \text{ cm}^{-3}$, in good agreement with the simulation results (see main text).

B. Comparison of 2D and 3D simulations with a beam of finite length and width

![FIG. S4. Simulated electron beam density maps at different propagation distances in a uniform plasma of density $n_p = 2.5 \times 10^{19} \text{ cm}^{-3}$ in 2D [(a)-(c)] and 3D [(d)-(f)] geometry. The insets show the transverse ($y, p_y$) beam phase space along the dashed blue lines.](image_url)

The transverse wakefield given by Eq. (S53) applies to an axisymmetric beam in 3D geometry whereas the simulations shown in Fig. 3 of the main text were run in 2D. To appraise the impact of multidimensional effects on the interplay of the beam-plasma instability and beam self-focusing in a realistic setting, we performed a 3D simulation using the physical parameters of Figs. 3(g)-(i). The mesh size of this simulation was the same as in 2D but due to its higher computational cost, the number of macroparticles per cell was reduced to 4, 3 and 1 for, respectively, the beam electrons, plasma electrons and plasma ions. Figure S4 compares the beam density maps as extracted from the 2D [Figs. S4(a)-(c)] and 3D [Figs. S4(d)-(f)] simulations at different propagation distances. Panels (a)-(c) display the same plots as in Figs. 3(g)-(i) of the main text, while panels (d)-(f) show 2D slices (at $z = 0$) from the 3D simulation. The insets depict the corresponding transverse ($y, p_y$) beam phase spaces along the slices indicated by the dashed blue lines. In 3D, these phase spaces are integrated over the $z$ direction, which explains why their spread is larger than in 2D.
We observe that the two simulations give overall comparable results. This is particularly true in the first 3.5 mm of propagation, at which point the instability saturates: the beam particles show the same amount of transverse phase-space rotation as a result of self-focusing [see insets of Figs. S4(a)-(b) and (d)-(e)] and their density profile exhibits a similarly modulated pattern. We have also checked that the electromagnetic field energies grow similarly in both simulations. At later times, though, the instability enters its nonlinear stage, leading to significant differences between the 2D and 3D simulations. Notably, the 3D geometry allows more beamlets to merge into a single, larger-scale filament, leading to a faster transition to the blowout wakefield regime [compare Figs. S4(c) and (f)]. A thorough analysis of these nonlinear phenomena lies outside the scope of this paper (focused on the linear stage of the beam-plasma interaction), but will be the subject of future work.
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