Frustrated couplings between alternating spin-$\frac{1}{2}$ chains in AgVOAsO$_4$
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We report on the crystal structure and magnetic behavior of the spin-$\frac{1}{2}$ compound AgVOAsO$_4$. Magnetic susceptibility, high-field magnetization, and electron spin resonance measurements identify AgVOAsO$_4$ as a gapped quantum magnet with a spin gap $\Delta \simeq 13$ K and a saturation field $\mu_0 H_s \simeq 48.5$ T. Extensive band structure calculations establish the microscopic magnetic model of spin chains with alternating exchange couplings $J \simeq 40$ K and $J' \simeq 26$ K. However, the precise evaluation of the spin gap emphasizes the role of interchain couplings which are frustrated due to the peculiar crystal structure of the compound. The unusual spin model and the low energy scale of the exchange couplings make AgVOAsO$_4$ a promising candidate for an experimental investigation of Bose-Einstein condensation in high magnetic fields.

PACS numbers: 75.50.-y, 75.30.Et, 71.20.Ps, 61.66.Fn

I. INTRODUCTION

Quantum spin systems exhibit diverse and unusual phenomena in high magnetic fields.$^4$ While the bulk of the experimental and theoretical work refers to systems of weakly coupled spin dimers, similar physics is expected in bond-alternating (dimerized) spin-$\frac{1}{2}$ chains that likewise feature a singlet ground state with a spin gap. The couplings between the dimers or dimerized chains tend to reduce the spin gap, and heavily affect the high-field behavior. For example, Bose-Einstein condensation (BEC) of magnons, which is a general paradigm for field-induced antiferromagnetic (AFM) order in dimer magnets, exhibits an exotic two-dimensional (2D) regime in BaCuSi$_2$O$_6$, where interdimer couplings are partially frustrated.$^2$ The abundance of intriguing theoretical predictions, especially for gapped frustrated systems,$^6$ motivates the search for low-dimensional spin-gap magnets with unusual and potentially frustrated geometry of the exchange couplings.

Efficient experimental studies require materials with weak exchange couplings that allow exploring the full temperature-vs-field phase diagram up to the saturation field $H_s$. Direct connections between the polyhedra of magnetic atoms often lead to strong exchange couplings on the order of 100 K. Resulting saturation fields well exceed 100 T and remain unfeasible for present-day experimental facilities. In structures with non-magnetic polyanions, such as phosphates, silicates, or borates, the superexchange is dominated by M–O–O–M pathways (here, M is a transition metal). The long pathways require a specific arrangement of atomic orbitals and usually lead to weak exchange couplings on low-dimensional spin lattices. For example, V$^{+4}$ phosphates are known as a playground for studying spin-$\frac{1}{2}$ frustrated square lattices.$^6$ Further on, symmetry restrictions on magnetic orbitals induce a variety of one-dimensional (1D) spin lattices in vanadium compounds with 2D$^4$. Since three-dimensional (3D)$^{13,15}$ crystal structures.

In the following, we present an interesting implementation of the quasi-1D spin lattice in the 3D crystal structure of AgVOAsO$_4$. An extensive experimental and computational study identifies this compound as a system of alternating spin chains with frustrated interchain couplings. The saturation field of about 50 T enables experimental access to the full temperature-vs-field phase diagram, and makes AgVOAsO$_4$ an appealing material for high-field studies that could probe the BEC physics. The outline of the paper is as follows. After reporting methodological aspects in Sec. II, we present the crystal structure from high-resolution synchrotron powder diffraction (Sec. III), the experimental study by magnetization and electron spin resonance (ESR) measurements (Sec. IV), and the microscopic magnetic model from density functional theory (DFT) band structure calculations (Sec. V). The experimental and computational results are compared in Sec. VI that also provides an outlook for future experiments.

II. METHODS

Powder samples of AgVOAsO$_4$ were prepared by annealing the stoichiometric mixture of Ag$_2$O, VO$_2$, and As$_2$O$_5$ in an evacuated silica tube at 600 °C for 24 hours. To avoid the hydration of As$_2$O$_5$, the reagents were handled in an Ar-filled glove box. According to x-ray diffraction (XRD) data collected with Huber G670 Guinier camera (CuK$_\alpha_1$ radiation, $2\theta = 3 – 100^\circ$ angle range, image-plate detector), the samples contained the AgVOAsO$_4$ phase and a minor impurity of metallic silver [the weight fraction of Ag is 1.5(1) %, as found from the Rietveld refinement]. The slight reduction of silver is likely caused by a ready decomposition of Ag$_2$O at elevated temperatures, especially in vacuum. However, our attempts to prepare AgVOAsO$_4$ via annealing in air failed due to the partial oxidation of V$^{+4}$. Since
the metallic silver shows temperature-independent magnetic susceptibility, this impurity does not influence any of the results presented below. Note that the additional annealing of the AgVOAsO$_4$ samples above 600 °C led to the melting and decomposition of the compound.

High-resolution XRD data for structure refinement were collected at the ID31 beamline of European Synchrotron Radiation Facility (ESRF) with a constant wavelength of about 0.4˚A. The signal was measured by eight scintillation detectors, each preceded by a Si (111) analyzer crystal, in the angle range 2θ = 1 – 40°. The powder sample was contained in a thin-walled borosilicate glass capillary with an external diameter of 0.5 mm. To achieve good statistics and to avoid the effects of the preferred orientation, the capillary was spun during the experiment. The program JANA2000 was used for the structure refinement.

For magnetization measurements in fields below 5 T and in the 2 – 380 K temperature range, we used the laboratory Quantum Design SQUID magnetometer (MPMS 5 T). At higher fields, the magnetization isotherm was collected at 1.4 K in the Dresden High Magnetic Field Laboratory using a pulsed magnet. Details of the experimental setup are described elsewhere. The perfect coincidence of the data collected during the uprise and decrease of the field indicated the lack of irreversible effects upon the magnetization of the sample.

To simulate magnetic susceptibility and high-field magnetization curves, we used the ALPS simulation package and the quantum Monte-Carlo directed loop algorithm in the stochastic series expansion representation. The simulations were performed for finite lattices with periodic boundary conditions. The size of the finite lattice was fixed to $L = 120$ for 1D systems and $L \times L$ with $L = 24$ for 2D systems. The convergence with respect to the cluster size and to the aspect ratio (in the case of 2D clusters) was carefully checked.

The ESR experiments were performed with a commercial CW spectrometer for temperatures between 10 K and 294 K by using a $^4$He flow-type cryostat. As a function of an external, static magnetic field $B$, the resonance shows up as absorbed power $P$ of a transversal magnetic microwave field at a frequency of 9.4 GHz (“X-band”) or 34 GHz (“Q-band”). To improve the signal-to-noise ratio, a lock-in technique was used by modulating the static field which yields the derivative of the power absorption $dP/dB$.

Scalar-relativistic DFT band structure calculations were performed within the Perdew-Wang local density approximation (LDA) for the exchange-correlation potential. The pre-optimized basis set comprised atomic-like local orbitals of the FPLO scheme (FPLO8.50). The calculations were based on the low-temperature crystal structure refined from the XRD data. The use of the room-temperature structural data led to only minor differences in individual exchange couplings.

For the LDA calculations, the crystallographic unit cell and the $k$-mesh of 4096 points (1170 in the irreducible part) were used. The LDA band structure was mapped onto a multi-orbital tight-binding (TB) model, whereas correlations effects in the V 3d shell were treated within the Hubbard model. Exchange couplings were derived in the limit of strong correlations (model approach). Alternatively, the correlation effects were treated in a mean-field approximation by local spin density approximation (LSDA)+$U$ calculations for supercells (applying a $k$-mesh of 144 points). Total energies for a number of collinear spin configurations were mapped onto the Heisenberg model (supercell approach). Further details of the computational procedure are given in Sec.$^\text{V}$

III. CRYSTAL STRUCTURE

The room-temperature x-ray powder pattern of AgVOAsO$_4$ was indexed in a monoclinic unit cell with lattice parameters $a \approx 6.712$ Å, $b \approx 8.849$ Å, $c \approx 7.285$ Å, and $\beta \approx 115.28^\circ$. The reflection conditions $0k0$, $k = 2n$ and $2l0$, $l = 2n$ identified the $P2_1/c$ space group. The close correspondence to NaVOAsO$_4$ ($P2_1/c$, $a \approx 6.65$ Å, $b \approx 8.71$ Å, $c \approx 7.22$ Å, and $\beta \approx 115.2^\circ$) suggests a similarity of the crystal structures, as further confirmed by the successful Rietveld refinement. Atomic displacement parameters (ADPs) of oxygen atoms were constrained (refined as a single parameter) due to the substantial difference in the scattering powers of Ag and O.

Tables I and II list lattice parameters and refined atomic positions for AgVOAsO$_4$ at 20 and 300 K. Upon cooling, the structure shows an almost uniform shrinkage along all three directions. The atomic positions are nearly unchanged. We also did not observe any non-indexed reflections or reflection splittings that could indicate a lower symmetry or a superstructure. The noteworthy feature is the relatively high ADP of Ag at 300 K. At 20 K, the ADP of silver is, however, reduced and becomes comparable to ADP’s of other atoms. Therefore, the high ADP at 300 K should be assigned to thermal vibrations and does not indicate an intrinsic dis-

| $T$ (K) | $a$ (Å) | $b$ (Å) | $c$ (Å) | $\beta$ (deg) | $R_t/R_p$ |
|--------|--------|--------|--------|--------------|----------|
| 20     | 6.70096(1) | 8.84034(2) | 7.26478(2) | 115.180(1) | 0.028/0.090 |
| 300    | 6.71576(1) | 8.84882(2) | 7.28481(2) | 115.282(1) | 0.033/0.068 |
FIG. 1. (Color online) Left: crystal structure of AgVOAsO$_4$ with curved lines separating the spin chains. Filled circles show the Ag atoms. Middle: a sketch of the spin model; thick (dark-yellow) line denotes the four-member frustrated unit. Right: the frustrated unit superimposed on the crystal structure. Open circles depict vanadium positions/sites of the spin lattice.

TABLE II. Atomic positions and isotropic atomic displacement parameters ($U_{iso}$, in units of $10^{-2}$ Å$^2$) for AgVOAsO$_4$ at 20 K (first set of lines) and 300 K (second set of lines). All atoms occupy the general 4$e$ position of the $P2_1/c$ space group.

| Atom | $x/a$   | $y/b$   | $z/c$   | $U_{iso}$ |
|------|---------|---------|---------|-----------|
| Ag   | 0.2418(1) | 0.0846(1) | 0.7204(1) | 0.13(1)   |
| V    | 0.7441(2) | 0.2376(2) | 0.0300(2) | 0.07(2)   |
| As   | 0.2494(2) | 0.0606(1) | 0.2466(1) | 0.11(1)   |
| O(1) | 0.8435(8)  | 0.0487(5) | 0.6140(6) | 0.00(4)   |
| O(2) | 0.0466(8)  | 0.1722(5) | 0.0750(6) | 0.00(4)   |
| O(3) | 0.7488(9)  | 0.1912(4) | 0.2408(7) | 0.00(4)   |
| O(4) | 0.6371(8)  | 0.0445(5) | 0.8797(6) | 0.00(4)   |
| O(5) | 0.4339(8)  | 0.1845(5) | 0.4077(6) | 0.00(4)   |

TABLE III. Interatomic distances (in Å) in the AgVOAsO$_4$ structure at 20 K.

| Bond       | Distance |
|------------|----------|
| Ag–O(1)    | 2.463(4) |
| V–O(1)     | 2.010(4) |
| Ag–O(2)    | 2.505(4) |
| V–O(2)     | 1.996(5) |
| Ag–O(3)    | 2.446(4) |
| V–O(3)     | 1.636(6) |
| Ag–O(4)    | 2.423(5) |
| V–O(4)     | 1.988(4) |
| Ag–O(5)    | 2.487(4) |
| As–O(1)    | 1.948(4) |
| As–O(2)    | 1.712(4) |
| As–O(3)    | 1.712(4) |
| As–O(4)    | 1.712(4) |
| As–O(5)    | 1.693(4) |

The crystal structure of AgVOAsO$_4$ (Fig. 1 and Table III) is essentially similar to that of NaVOAsO$_4$. Vanadium atoms form distorted octahedra with the short vanadyl bond of about 1.64 Å. The V–O separations in the equatorial plane of the octahedron amount to 1.99–2.01 Å, while the longest V–O distance of 2.14 Å is found opposite to the vanadyl bond. Arsenic atoms form nearly regular As$_4$O$_4$ tetrahedra with As–O distances of 1.69–1.71 Å. Vanadium octahedra share O(3) corners to form chains along the $c$ direction. The As$_4$O$_4$ tetrahedra link the neighboring chains into a 3D framework.

Magnetic properties of the NaVOAsO$_4$-type compounds have not received a detailed investigation. The magnetic susceptibility of NaVOPO$_4$ was tentatively analyzed within the uniform-chain model based on the uniform chains of the VO$_6$ octahedra (“structural chains”) running along the $c$ direction. The reference to other V$^{4+}$ compounds, however, does not support this interpretation. A distinctive feature of V$^{4+}$ is the formation of a short bond to oxygen that, in turn, places the unpaired electron of vanadium on the $d_{xy}$ orbital (here, $z$ aligns with the short bond and the structural chain). This arrangement of the magnetic orbital precludes the V–O–V superexchange along the structural chains, and makes the relationship between the crystal structure and the spin lattice rather complex. In Sec. V, we apply extensive DFT calculations in order to find the correct microscopic model. Similar to other V$^{4+}$ compounds, the structural chains do not represent the direction of the leading exchange in AgVOAsO$_4$, although the magnetic behavior is quasi-1D.
Temperature dependence of the magnetic susceptibility (\(\chi\)) is shown in Fig. 2 and reveals paramagnetic Curie-Weiss behavior above 100 K. At low temperatures, we find a maximum around 20 K followed by an increase in the susceptibility below 6 K. The susceptibility maximum is a characteristic feature of a low-dimensional and/or frustrated system with predominantly antiferromagnetic (AFM) exchange couplings. The low-temperature upturn can be ascribed to the paramagnetism of defects and impurities, as further confirmed by the suppression of this upturn in magnetic field.

Note that we tried to vary the preparation procedure in order to improve the sample quality, but the low-temperature feature remained nearly unchanged.

The data in the paramagnetic region (above 100 K) are fitted with the Curie-Weiss law (inset of Fig. 2):

\[
\chi = \chi_0 + \frac{C}{T + \theta},
\]

where \(\chi_0\) accounts for temperature-independent Van Vleck and diamagnetic contributions, \(C\) stands for the Curie constant, and \(\theta\) is the Curie-Weiss temperature. We find \(\chi_0 = -2.0(1) \times 10^{-4}\) emu/mol, \(C = 0.363(2)\) emu K/mol, and \(\theta = 20.6(6)\) K. The \(C\) value yields the effective magnetic moment of \(\mu_{\text{eff}} = 1.70(1)\) \(\mu_B\) that closely approaches the spin-only value of 1.73 \(\mu_B\) for \(V^{4+}\) and corresponds to \(g = 1.96\) in good agreement with the ESR result of 1.947 (see below). The positive Curie-Weiss temperature \(\theta\) identifies leading AFM couplings.

To fit the susceptibility maximum, a low-dimensional spin model should be applied. Although not obvious at this stage, we use the 1D model of an alternating spin chain, as found from the microscopic analysis (Sec. [V]).

From a phenomenological point of view, this model can be justified by the high-field magnetization curve (Fig. 3) that indicates a spin gap in AgVOAsO\(_4\). The gapped nature of the excitation spectrum immediately rules out the gapless uniform-chain model. Therefore, the naive structure-based assignment of the spin model (Sec. [III] and Ref. [26]) apparently fails.

Since the data at low temperatures are dominated by the paramagnetic impurity contribution, we fit the susceptibility curve with

\[
\chi = \chi_0 + \frac{C_{\text{imp}}}{T + \theta_{\text{imp}}} + \chi_{1D}(J, J'),
\]

where \(\chi_0\) has the same meaning as in Eq. (1), the \(C_{\text{imp}}/(T + \theta_{\text{imp}})\) term accounts for the low-temperature impurity contribution with \(\theta_{\text{imp}}\) being an effective interaction between the impurity spins, and \(\chi_{1D}(J, J')\) is the susceptibility of the alternating spin-\(\frac{1}{2}\) chain with interactions \(J\) and \(J'\) (at this point, we do not discuss the relation of these couplings to the crystal structure). Overall, Eq. (2) has six variable parameters: \(\chi_0, C_{\text{imp}}, \theta_{\text{imp}}, g, J, \text{and } J'\). The fit (Fig. 2) yields \(\chi_0 = -1.9(1) \times 10^{-4}\) emu/mol, \(C_{\text{imp}} = 0.027(1)\) emu K/mol (7% of spin-\(\frac{1}{2}\) paramagnetic impurities), \(\theta_{\text{imp}} = 1.3(1)\) K, \(g = 1.87(1)\), \(J = 41.8(1)\) K, and \(J' = 25.8(1)\) K. The fitted \(g\)-value is lower than \(g = 1.947\) from ESR. Since \(g^2\) merely scales with \(\chi\), the underestimate is related to the paramagnetic impurity which implies a reduction in the contribution of the AgVOAsO\(_4\) phase. Assuming 7% of the spin-\(\frac{1}{2}\) impurity, we arrive at \(g = 1.947 \times \sqrt{1-0.07} \simeq 1.88\) in agreement with \(g \simeq 1.87\) from the fit. We note that the impurity contribution is not caused by a foreign crystalline phase (this is excluded by synchrotron XRD) and rather originates from AgVOAsO\(_4\) itself (e.g., from defects that break the spin chains). Exchange anisotropy of the Dzyaloshinsky-Moriya (DM) type can also be ruled out due to the crystal symmetry (see Sec. [VI]).

The low-temperature magnetization curve of AgVOAsO\(_4\) (Fig. 3) is characteristic of a spin-gap magnet. After subtracting the 7% contribution of spin-\(\frac{1}{2}\) paramagnetic impurity approximated by a Brillouin function, we find that the magnetization \(M\) is close to zero below \(\mu_0 H_c \simeq 10\) T, increases above 10 T due to the closing of the spin gap, and saturates at \(\mu_0 H_s \simeq 48.5\) T. The bend at \(H_c\) directly measures the spin gap \(\Delta = g_0 \mu_B H_c / k_B \simeq 13\) K.

The comparison to the simulated curve for the alternating spin chain with \(J\) and \(J'\) from the susceptibility fit underscores two important differences. First, the fitted values of \(J\) and \(J'\) overestimate the spin gap and the saturation field. Second, the shape of the experimental curve is different from one expected for a purely 1D system: the bend around 20 T is not observed, while the bend at 40–45 T, preceding the saturation, is notably smeared. Since we simulate the curve at a realistic temperature of \(T/J = 0.035\) (i.e., 1.4 K), the smearing of the bends cannot be ascribed to thermal fluctuations. The smooth shape of the experimental curve is rather caused...
by interchain couplings that modify the excitation spectrum of the system.

The 2D model of coupled alternating spin chains \( J - J' - J_\perp \) improves the fit of the magnetization curve. We were able to impose either FM, AFM, or both FM and AFM interchain couplings to obtain nearly indistinguishable fits (dashed line in Fig. 3 and Table IV). The simulations are done in dimensionless units \( H/(\bar{g}\mu_B J) \), hence both \( \bar{g} \) and \( J \) values simply scale the field axis. Therefore, we fixed \( \bar{g} = 1.947 \) according to ESR and adjusted \( J \). We find a higher \( J \) for FM interchain couplings, whereas AFM interchain couplings contribute to the saturation field and reduce \( J \). However, none of the regimes fits to \( \chi(T) \) and \( M(H) \) simultaneously. For AFM interchain couplings, the fit of the high-field magnetization underestimates \( J \) compared to the susceptibility fit. For FM interchain couplings, the \( J \) values from the two fits nearly match, yet the fitted \( g \)-value for \( \chi(T) \) is well below 1.947 (or \( \approx 1.88 \) once the impurity contribution is taken into account, see above). The model with FM-and-AFM interchain couplings yields a reasonable \( g \)-value, although sizable discrepancies in the \( J \) value remain (see Table IV).

Presently, we are unable to find a model that will provide a consistent fit of the magnetic susceptibility and high-field magnetization. This situation is drastically different from another alternating-chain-based system \( \text{Pb}_2\text{V}_3\text{O}_9 \) (Ref. 31) where the introduction of FM interchain couplings readily resolves all the drawbacks of the 1D model. The lack of the consistent fit likely results from the complex and frustrated arrangement of the interchain couplings, as further confirmed by our microscopic analysis in Sec. V.

**B. Electron spin resonance**

The ESR experiments on powder samples of AgVOAsO\(_4\) yield spectra with a shape typical for powder-averaged Lorentzian lines, see the inset of Fig. 4. The anisotropy of the \( g \) values corresponds to a resonance field anisotropy which is clearly resolved in the Q-band spectra. As shown by the solid fitting lines, the two components of a uniaxial powder fit are sufficient to describe the data (symbols) in a reasonable quality, despite the crystallographic symmetry is monoclinic. This fitting works well in the whole temperature range under investigation. At the X-band frequency and \( T = 293.5 \) K, we obtained \( g_\parallel = 1.920 \pm 0.002 \) and \( g_\perp = 1.960 \pm 0.002 \) which corresponds to an average \( g \) factor\(^{22}\) \( \bar{g} = g_\parallel + 2g_\perp = 1.947 \pm 0.002 \). These values are similar to those found for V\(^4+\) in other compounds with VO\(_6\) octahedra, see, e.g., Ref. 33. The Q-band spectra can be described by the same \( g \)-values within the experimental error. Note that the difference between \( g_\parallel \) and \( g_\parallel \) implies the anisotropy of a single magnetic ion, and does not indicate exchange anisotropy.

The temperature dependence of the integrated ESR absorption and \( \chi(T) \) (Fig. 4) agree to each other (not shown), which confirms the validity of the temperature dependencies of the X-band ESR parameters shown in the main panels of Fig. 4. Both \( g \)-values remain constant in a wide temperature range down to 35 K and 22 K for \( g_\parallel \) and \( g_\perp \), respectively. The linewidth \( \Delta B_{\parallel,\perp}(T) \), describing the half-width at half-maximum of the ESR absorption, shows a characteristic behavior as observed in many other low-dimensional spin systems.\(^{24,25}\) It steeply increases below 50 K indicating the onset of spin correlations at low temperatures. Above 50 K, the anisotropy of the linewidth appears to be temperature-dependent: \( \Delta B_{\parallel}(T) \) shows a shallow minimum at around 210 K whereas \( \Delta B_{\perp} \) continues to decrease with increasing temperature. The weak anomaly near 50 K is likely related to uncertainties in the fitting procedure.

**TABLE IV.** Fitting of the magnetic susceptibility and high-field magnetization data with the model of coupled alternating spin chains (bottom part of Fig. 3): \( J_\parallel = J_\perp > 0 \) (first line), \( J_\parallel = J_\perp < 0 \) (second line), and \( J_\parallel = -J_\perp \) (third line). The magnetization curves were fitted with the constant \( \bar{g} = 1.947 \) from ESR.

| \( J_\parallel/J \) | \( J'/J \) | \( J \) (from \( \chi \)) | \( g \) (from \( \chi \)) | \( J \) (from ESR) |
|---|---|---|---|---|
| 0.15 | 0.60 | 42 | 1.93 | 34 |
| −0.27 | 0.60 | 41 | 1.79 | 40 |
| ±0.15 | 0.60 | 41 | 1.86 | 37 |

**FIG. 3.** (Color online) Top: high-field magnetization curve measured at 1.4 K and corrected for the contribution of paramagnetic impurities\(^{23}\) solid and dashed lines show the fits of the 1D (isolated alternating chain) and 2D (coupled alternating chains) models, respectively. Experimental values of the magnetization \( M_s \) are scaled for the saturation magnetization \( M_s \). Bottom: the model of coupled alternating chains.
FIG. 4. (Color online) Temperature dependence of X-band ESR parameters: $g$ factor (top panel) and ESR linewidth $\Delta B$ (bottom panel). The inset shows the room-temperature spectra (symbols) at two microwave frequencies, X-band (9.4 GHz) and Q-band (34 GHz), together with powder-averaged Lorentzian line fits (solid lines) that provided the axial-symmetric parameters $g_{\parallel, \perp}$ and $\Delta B_{\parallel, \perp}$.

V. BAND STRUCTURE AND MICROSCOPIC MODEL

To understand the relation between the 1D alternating-spin-chain model and the 3D crystal structure of AgVOAsO$_4$, we perform band structure calculations and evaluate individual exchange couplings. The LDA energy spectrum (Fig. 5) reveals an electronic structure of AgVOAsO$_4$ (similar to Ref. 12). The bands at the Fermi level have $V_{\text{3d}}$ orbital characters. The bands around $-3$ eV represent the filled 4$d$ shell of Ag$^{+1}$ (similar to Ref. 12). The bands at the Fermi level have V 3$d$ origin and overlap with empty states of Ag (5$s$) and As (4$s$) above 3 eV. A closer examination reveals the $t_{2g}$ and $e_g$ crystal-field levels of V 3$d$ shell below and above 1 eV, respectively. The gapless energy spectrum results from the well-known underestimate of correlation effects in LDA.

The formation of the short V–O bond typically leads to a crystal-field split of the $t_{2g}$ levels. Then, the half-filled orbital has the $xy$ symmetry and lies in the plane perpendicular to the short bond $^{34,36,37}$. The electronic structure of AgVOAsO$_4$ reminds of this scenario, yet the $t_{2g}$ levels are not fully split. The bands between $-0.2$ and $0.2$ eV indeed have a $d_{xy}$ origin but they are strongly hybridized with the higher-lying $d_{yz}$ and $d_{xz}$ bands (Fig. 6). This can be related to the octahedral coordination of vanadium and to the relatively short V–O(3) bond (2.14 Å) opposite to the vanadyl bond, similar to Pb$_2$V$_2$O$_9$ (Ref. [31]).

To include correlation effects and evaluate exchange couplings, we construct a three-orbital tight-binding model (Fig. 7) based on Wannier functions with proper orbital characters $^{38}$ The reduction to the three-orbital model is justified by the low contribution of the $e_g$ states to the exchange. $^{39}$ The orbital energies of 0.05 eV ($xy$), 0.50 eV ($xz$), and 0.60 eV ($yz$) are consistent with our expectations regarding the lowest energy of the $d_{xy}$ level. In the correlated Mott-insulating state (as obtained from LSDA+$U$ calculations), the $d_{xy}$ orbital is half-filled, and the exchange couplings are derived from the Kugel-Khomskii model $^{36,40}$

$$J = \frac{4t_{xy}^2}{U_{\text{eff}}} - \frac{\sum_{\alpha=x,y,z} 4t_{xy-\alpha}^2 J_{\text{eff}}}{(U_{\text{eff}} + \Delta_{\alpha})(U_{\text{eff}} + \Delta_{\alpha} - J_{\text{eff}})},$$  \hspace{1cm} (3)

where $t_{xy}$ and $t_{xy-\alpha}$ are the hoppings between the $xy$ states and from the $xy$ (half-filled) to $\alpha$ (empty) states, $U_{\text{eff}}$ and $J_{\text{eff}}$ are the effective on-site Coulomb repulsion and Hund’s coupling in V 3$d$ bands, respectively, and $\Delta_{\alpha}$ is the crystal-field splitting between the $xy$ and $\alpha$ states. The first term in Eq. (3) is an AFM coupling due to hoppings between the half-filled orbitals. The second term stands for a FM coupling that arises from hoppings to empty orbitals followed by the Hund’s coupling on the vanadium site. Note also that the system is in the strongly correlated regime ($t_i \ll U_{\text{eff}}$).

To derive $J$’s, we take $U_{\text{eff}} = 4$ eV and $J_{\text{eff}} = 1$ eV, as established for other V$^{+4}$ compounds $^{31,36,37}$. The resulting exchanges are listed in Table V. The leading couplings $J$ and $J’$ are FM and run along [110] or [110]. This leads to alternating spin chains that align
TABLE V. Interatomic distances and exchange integrals (in K) calculated within the model approach \((U_{\text{eff}} = 4\) eV, \(J_{\text{eff}} = 1\) eV) and the supercell approach (LSDA+U, AMF, \(U = 4\) eV, \(J = 1\) eV).

| Distance (Å) | \(J^{\text{AFM}}\) | \(J^{\text{FM}}\) | \(J\) | \(J_z\) |
|-------------|-----------------|-----------------|------|--------|
|             | Model approach  | LSDA+U          |      |        |
| \(J\)       | 5.59            | 88              | 0    | 88     | 47    |
| \(J'\)      | 5.56            | 59              | -9   | 50     | 47    |
| \(J_c\)     | 3.64            | 0               | -4   | -4     | -9    |
| \(J_o\)     | 6.12            | 11              | 0    | 11     | 6     |

With different crystallographic directions to form an unusual crossing pattern (middle panel of Fig. 1). The couplings between the spin chains, FM \(J_c\) (along the structural chains) and AFM \(J_o\) (approximately along [102]), complete our model to a peculiar 3D spin lattice. Further couplings are below 1 K and can be neglected.

LSDA+U supercell calculations (last column of Table V) confirm the results of the model analysis. We find leading AFM couplings \(J\) and \(J'\) along with weaker interchain couplings, FM \(J\), and AFM \(J_o\). Note, however, that the alternation ratio can not be evaluated precisely. The model approach yields \(\alpha = J'/J = 0.57\) in remarkable agreement with the experimental \(\alpha = 0.60 - 0.65\), yet the absolute values of \(J\) and \(J'\) are overestimated by a factor of two (e.g., \(J = 88\) K in DFT vs. \(J \approx 40\) K in the experiment). LSDA+U better evaluates the absolute values but overestimates the \(\alpha\) ratio.

To gain additional insight regarding the influence of computational parameters on individual exchange couplings, we calculated exchange integrals for different values of \(U_d\), the on-site Coulomb repulsion parameter of the LSDA+U method (Table VI). We also applied different double-counting correction (DCC) schemes, around-mean-field (AMF) and fully-localized-limit (FLL), since the choice between the two is known to affect exchange couplings in \(\text{Cu}^{2+}\) compounds. Surprisingly, the exchange couplings in AgVOAsO\(_4\) are largely insensitive to the DCC, whereas the change in \(U_d\) leads to a typical evolution of \(J\)'s (see, e.g., Ref. 27). The \(\alpha \approx 1\) ratio is obtained for a range of \(U_d\) values, hence this result should be taken as an intrinsic drawback of LSDA+U calculations for AgVOAsO\(_4\). Overall, we find that both the model and supercell approaches experience certain difficulties in the precise evaluation of the exchange couplings. The combination of different methods allows to derive the complete spin model, and facilitates the microscopic understanding of the material, whereas the extensive analysis of the experimental data (Sec. IV) justifies our assignment of AgVOAsO\(_4\) to the model of coupled alternating spin chains.

VI. DISCUSSION AND SUMMARY

The experimental results for the magnetic susceptibility and high-field magnetization of AgVOAsO\(_4\) can be qualitatively understood within the bond-alternating spin chain model. The alternation of the exchange couplings \(J\) and \(J'\) opens the spin gap \(\Delta \approx 13\) K, and leads to the likely singlet ground state (no long-range order in zero field). The microscopic origin of \(J\) and \(J'\) is rationalized by DFT. Inversion centers of the \(P2_1/c\) space group relate the neighboring vanadium atoms within the spin chains, thereby DM couplings on the \(J\) and \(J'\) bonds are forbidden by symmetry. Despite the weak anisotropy of the \(g\)-tensor, the exchange couplings in AgVOAsO\(_4\) are, to a good approximation, isotropic.

The alternating-chain magnetic behavior is rather common for low-dimensional magnets. It has been previously observed in Pb\(_2\)V\(_3\)O\(_9\) (Ref. 31 and 43), Cu(NO\(_3\))\(_2\)-\(2.5H_2O\) (Ref. 44), CuWO\(_4\) (Ref. 45), and other compounds. A distinctive feature of AgVOAsO\(_4\) is the unusual regime of the interchain couplings. A close examination of the spin lattice shows that the interchain couplings \(J_o\) and \(J_c\) are frustrated. The four-bond unit depicted by the thick line in Fig. 1 compromises one FM and three AFM couplings, which can not be satisfied simultaneously (right panel of Fig. 1).

Magnetic frustration has a dramatic effect on thermo-
dyanmic properties and ground state of spin-chain magnets. For example, frustrated interchain couplings induce an incommensurate magnetic structure in Cs$_2$CuCl$_4$ (Ref. 46) and a $\frac{1}{4}$-magnetization plateau in Cs$_2$CuBr$_4$ (Ref. 17). Ising-like systems, such as Ca$_3$Co$_2$O$_6$ and Ca$_3$CoRhO$_6$, show an even more intricate behavior related to the formation of a partially ordered AFM state. The frustrated nature of interchain couplings could similarly distinguish AgVOAsO$_4$ from other alternating-spin-chain magnets. The leading energy scale is, however, determined by the alternating $J$ and $J'$ bonds, and dictates the spin gap formation. Above the first critical field $H_c$, external magnetic field closes the spin gap, thereby a long-range magnetic order (BEC of magnons) is possible. Since the frustration impedes the long-range order, one might expect the partial suppression of the BEC. The accessible critical fields ($\mu_0 H_c \approx 10$ T, $\mu_0 H_s \approx 48.5$ T) make AgVOAsO$_4$ an interesting compound for detailed high-field studies applying specific heat, magnetocaloric effect, ESR, and nuclear magnetic resonance measurements.

Turning to the structural aspects of the proposed spin model, we note that the frustration scenario in AgVOAsO$_4$ is very similar to one in M(VO)$_2$(PO$_4$)$_2$ with M = Ca and Sr. In both cases, most of the couplings are long-range and AFM, yet the presence of the short-range FM coupling ($J_a$ in AgVOAsO$_4$) between the corner-sharing VO$_6$ octahedra makes the system frustrated. The magnitude of the frustration is controlled by the ratios of $J$'s. In M(VO)$_2$(PO$_4$)$_2$, four comparable couplings in the frustrated unit lead to the strong frustration on a 3D spin lattice, and the enhancement of quantum fluctuations manifests itself as the suppression of the specific heat maximum. In AgVOAsO$_4$, $J$ and $J'$ dominate over $J_a$ and $J_c$, hence the magnetic behavior is quasi-1D, with the spin gap imposed by the alternating spin chains (similar to non-frustrated systems). The effects of the frustration should be primarily expected in high magnetic fields that close the spin gap and induce the long-range order.

The peculiar superexchange regime of AgVOAsO$_4$ is readily understood from the examination of Wannier functions (Fig. 7). Owing to the symmetry of the half-filled vanadium orbit, the Wannier functions do not comprise the orbitals of the O(3) atom, and render the V–O–V superexchange pathway ($J_e$) inactive. Indeed, we find a weak FM exchange for $J_e$, despite the shortest V–V separation at this pathway. The leading exchanges $J$ and $J'$ run via longer pathways with double bridges of AsO$_4$ tetrahedra, since the edges of the tetrahedra provide a suitable overlap of the oxygen orbitals. Finally, the weaker AFM coupling $J_a$ can also be traced to a favorable overlap of the oxygen orbitals on the edge of the tetrahedron (a single bridge). All these findings conform to previous, both empirical and microscopic considerations regarding the superexchange in systems with tetrahedral polyanions: (i) the possible superexchange pathways are determined by the symmetry of the magnetic orbital; (ii) the tetrahedral anionic groups lead to short O–O distances and induce suitable overlaps of oxygen orbitals; (iii) double anionic bridges are more efficient than single bridges, owing to a different geometry and a larger number of O–O contacts. We expect that these simple arguments will facilitate further search for unusual spin lattices in V$^{4+}$ phosphates, arsenates, and other compounds with tetrahedral anions.

In summary, we have studied the crystal structure and magnetic properties of AgVOAsO$_4$, and proposed a microscopic description of this compound. This system basically conforms to the alternating spin chain model, although the quantitative understanding of the magnetic behavior requires an extension of the model toward a 3D spin lattice with frustrated couplings between alternating spin chains. Our magnetic susceptibility and high-field magnetization measurements establish a spin gap of about 13 K and a saturation field of 48.5 T. These estimates suggest the feasibility of further high-field measurements that should explore the influence of frustration on the behavior of dimer-based quantum magnets. The study of the Bose-Einstein condensation phenomena in AgVOAsO$_4$ might be particularly enlightening and calls for extensive experimental investigation of this compound.

ACKNOWLEDGMENTS

We are grateful to Roman Shpanchenko, Yurii Prots, and Horst Borrmann for laboratory XRD measurements. Fruitful discussions with Alexander Smirnov are appreciated. We also acknowledge Franziska Weickert, Monika Gamza, Alexander Steppke, Manuel Brando, and Walter Schnelle for sharing our interest in AgVOAsO$_4$. We are grateful to ESRF for providing the beam time at ID31.
and to Andy Fitch for his kind help during the data collection. A.T. appreciates the funding from Alexander von Humboldt foundation. Part of this work has been supported by EuroMagNET II under the EC contract 228043.

† Helge.Rosner@cpfs.mpg.de

1 T. Gianmarchi, C. Ruegg, and O. Tchernyshyov, Nature Physics, 4, 198 (2008). [arXiv:0712.2220]
2 For example: S. E. Sebastian, N. Harrison, C. D. Batista, L. Balicas, M. Jaime, P. A. Sharma, N. Kawashima, and I. R. Fisher, Nature, 441, 617 (2006); N. Laflorencie and F. Mila, Phys. Rev. Lett., 102, 060602 (2009), arXiv:0811.4745.
3 N. Laflorencie and F. Mila, (2010), arXiv:1009.5978.
4 F. Michaud, T. Coletta, S. R. Manmana, J.-D. Picon, and F. Mila, Phys. Rev. B, 81, 014407 (2010), arXiv:0907.1461.
5 A. A. Tsirlin, I. Rousochatzakis, D. Kasinathan, O. Janson, R. Nath, F. Weickert, C. Geibel, A. M. Läuchli, and H. Rosner, Phys. Rev. B, 82, 144426 (2010), arXiv:1008.1771.
6 R. Nath, A. A. Tsirlin, H. Rosner, and C. Geibel, Phys. Rev. B, 78, 064422 (2008), arXiv:0803.3535.
7 A. A. Tsirlin and H. Rosner, Phys. Rev. B, 79, 214417 (2009), arXiv:0901.4098 and references therein.
8 R. Nath, Y. Furukawa, F. Borsa, E. E. Kaul, M. Baenitz, C. Geibel, and D. C. Johnston, Phys. Rev. B, 80, 214430 (2009), arXiv:0909.3536.
9 M. Skoulatos, J. P. Goff, C. Geibel, E. E. Kaul, R. Nath, N. Shannon, B. Schmidt, M. Murani, P. P. Deen, M. Enderle, and A. R. Wildes, Europhys. Lett., 88, 57005 (2009), arXiv:0907.0702.
10 P. Carretta, M. Fillbien, R. Nath, C. Geibel, and P. J. C. King, Phys. Rev. B, 79, 224432 (2009), arXiv:0904.3618.
11 E. E. Kaul, H. Rosner, V. Yushankhai, J. Sichelschmidt, R. V. Shpanchenko, and C. Geibel, Phys. Rev. B, 67, 174417 (2003), cond-mat/0209409.
12 A. A. Tsirlin, R. Nath, C. Geibel, and H. Rosner, Phys. Rev. B, 77, 104436 (2008), arXiv:0802.2293.
13 A. W. Garrett, S. E. Nagler, D. A. Tennant, B. C. Sales, and T. Barnes, Phys. Rev. Lett., 79, 745 (1997), cond-mat/9704092.
14 T. Yamauchi, Y. Narumi, J. Kikuchi, Y. Ueda, K. Tatani, T. C. Kobayashi, K. Kindo, and K. Motoya, Phys. Rev. Lett., 83, 3729 (1999).
15 M. Azuma, T. Saito, Y. Fujishiro, Z. Hiroi, M. Takano, F. Izumi, T. Kamiyama, T. Ikeda, Y. Narumi, and K. Kindo, Phys. Rev. B, 60, 10145 (1999).
16 V. Petříček, M. Dušek, and L. Palatinus, “Jana2000. The crystallographic computing system,” (2000), Institute of Physics, Praha, Czech Republic.
17 A. A. Tsirlin, B. Schmidt, Y. Skourski, R. Nath, C. Geibel, and H. Rosner, Phys. Rev. B, 80, 132407 (2009), arXiv:0907.0391.
18 A. F. Albuquerque, F. Alet, P. Corboz, P. Dayal, A. Feiguin, S. Fuchs, L. Gamper, E. Gull, S. Gürler, A. Honecker, R. Igarashi, M. Körner, A. Kozhevnikov, A. Läuchli, S. R. Manmana, M. Matsumoto, I. P. McCulloch, F. Michel, R. M. Noack, G. P. Pawlowski, L. Pollet, T. Pruschke, U. Schollwöck, S. Todo, S. Trebst, M. Troyer, P. Werner, and S. Wessel, J. Magn. Magn. Mater., 310, 1187 (2007).
19 F. Alet, S. Wessel, and M. Troyer, Phys. Rev. E, 71, 036706 (2005), cond-mat/0308495, and references therein.
20 J. P. Perdew and Y. Wang, Phys. Rev. B, 45, 13244 (1992).
21 K. Koepernik and H. Eschrig, Phys. Rev. B, 59, 1743 (1999).
22 A. Haddad, T. Jouini, and Y. Piffard, Eur. J. Solid State Inorg. Chem., 29, 57 (1992).
23 See Supplementary information for refined XRD patterns, field dependence of the magnetic susceptibility, and the raw high-field magnetization data.
24 The refinement at 20 K led to a somewhat higher $R_p = 0.090$ compared to $R_p = 0.068$ at 300 K. This difference, as well as the slightly underestimated ADP of oxygen, could be related to strains that develop at low temperatures and induce an anisotropic reflection broadening.
25 At 300 K, we even had to refine the ADP of silver in anisotropic approximation with $U_{11} = 0.0069 \AA^2$, $U_{22} = 0.0034(2) \AA^2$, $U_{33} = 0.0281(4) \AA^2$, $U_{12} = 0.0006(4) \AA^2$, $U_{13} = 0.0014 \AA^2$, and $U_{23} = -0.0021(3) \AA^2$.
26 C. J. O’Connor, V. Soghomonian, R. C. Haushalter, Z. Wang, and J. Zubieta, J. Appl. Phys., 75, 5859 (1994).
27 R. Nath, A. A. Tsirlin, E. E. Kaul, M. Baenitz, N. Böttgen, C. Geibel, and H. Rosner, Phys. Rev. B, 78, 024418 (2008), arXiv:0804.4667.
28 We varied the lower boundary of the fitting range in order to obtain stable values for the fitting parameters $C, \theta,$ and $\chi_0$.
29 D. C. Johnston, R. K. Kremer, M. Troyer, X. Wang, A. Klümper, S. L. Bud’ko, A. F. Panchula, and P. C. Canfield, Phys. Rev. B, 61, 9558 (2000), cond-mat/0003271.
30 Here, we use the powder-averaged $g = 1.947$ from ESR.
31 A. A. Tsirlin and H. Rosner, Phys. Rev. B, 83, 064415 (2011), arXiv:1011.3981.
32 A. Abragam and B. Bleaney, Electron Paramagnetic Resonance of Transition Ions (Clarendon Press, Oxford, 1970).
33 V. A. Ivanishin, V. Yushankhai, J. Sichelschmidt, D. V. Zakharov, E. E. Kaul, and C. Geibel, Phys. Rev. B, 68, 064404 (2003).
34 J. Sichelschmidt, M. Baenitz, C. Geibel, F. Steglich, A. Loidl, and H. H. Otto, Appl. Magn. Res., 23, 75 (2002).
35 A. Möller, M. Schmitt, W. Schnelle, T. Förster, and H. Rosner, Phys. Rev. B, 80, 125106 (2009), arXiv:0906.3447.
36 V. V. Mazurenko, F. Mila, and V. I. Anisimov, Phys. Rev. B, 73, 014418 (2006), v.
37 A. A. Tsirlin, R. Nath, A. M. Abakumov, R. V. Shpanchenko, C. Geibel, and H. Rosner, Phys. Rev. B, 81, 174424 (2010), arXiv:0910.2228.
38 H. Eschrig and K. Koepernik, Phys. Rev. B, 80, 104503 (2009), arXiv:0905.4844.
39 See Ref. 37. The negligible contribution of the $e_g$ orbitals to the exchange is further confirmed by a model analysis of NaVOAsO$_4$ and NaVOPO$_4$ with non-hybridized $e_g$ bands.
40 K. I. Kugel and D. I. Khomskii, Sov. Phys. Usp., 25, 231 (1982).
A. A. Tsirlin, O. Janson, and H. Rosner, Phys. Rev. B, 82, 144416 (2010), arXiv:1007.1646.

O. Janson, J. Richter, P. Sindzingre, and H. Rosner, Phys. Rev. B, 82, 104434 (2010), arXiv:1004.2185.

For example: T. Waki, Y. Morimoto, C. Michioka, M. Kato, H. Kageyama, K. Yoshimura, S. Nakatsuji, O. Sakai, Y. Maeno, H. Mitamura, and T. Goto, J. Phys. Soc. Jpn., 73, 3435 (2004).

K. M. Diederix, J. P. Groen, L. S. J. M. Henkens, T. O. Klaassen, and N. J. Poulis, Physica B, 93, 99 (1978); 94, 9 (1978).

J. P. Doumerc, J. M. Dance, J. P. Chaminade, M. Pouchard, P. Hagenmuller, and M. Krussanova, Mater. Res. Bull., 16, 985 (1981); J. B. Forsyth, C. Wilkinson, and A. I. Zvyagin, J. Phys.: Condens. Matter, 3, 8433 (1991); B. Lake, D. A. Tennant, R. A. Cowley, J. D. Axe, and C. K. Chen, 8, 8613 (1996).

R. Coldea, D. A. Tennant, R. A. Cowley, D. F. McMorrow, B. Dorner, and Z. Tylczynski, Phys. Rev. Lett., 79, 151 (1997), cond-mat/9705226.

T. Ono, H. Tanaka, H. Aruga Katori, F. Ishikawa, H. Mitamura, and T. Goto, Phys. Rev. B, 67, 104431 (2003).

H. Kageyama, K. Yoshimura, K. Kosuge, H. Mitamura, and T. Goto, J. Phys. Soc. Jpn., 66, 1607 (1997); E. V. Sampathkumaran, N. Fujiwara, S. Rayaprol, P. K. Madhu, and Y. Uwatoko, Phys. Rev. B, 70, 014437 (2004), cond-mat/0405612; S. Agrestini, L. C. Chapon, A. Daoud-Aladine, J. Scheler, A. Gukasov, C. Mazzoli, M. R. Lees, and O. A. Petrenko, Phys. Rev. Lett., 101, 097207 (2008), arXiv:0807.4489.

S. Niitaka, K. Yoshimura, K. Kosuge, M. Nishi, and K. Kakurai, Phys. Rev. Lett., 87, 177202 (2001); E. V. Sampathkumaran and A. Niazi, Phys. Rev. B, 65, 180401(R) (2002), cond-mat/0203605; M. Loewenhaupt, W. Schäfer, A. Niazi, and E. V. Sampathkumaran, Europhys. Lett., 63, 374 (2003), cond-mat/0306481.

M. Roca, P. Amorós, J. Cano, M. Dolores Marcos, J. Alamo, A. Beltrán-Porter, and D. Beltrán-Porter, Inorg. Chem., 37, 3167 (1998).
FIG. S1. Crystal structure refinement at 300 K: experimental (symbols), calculated (yellow line), and difference (black line) patterns. Ticks show the reflections of AgVOAsO₄ (lower line) and the Ag impurity (upper line).

FIG. S2. Same as Fig. S1 for the structure refinement at 20 K.
FIG. S3. Magnetic susceptibility of AgVOAsO$_4$ measured in the applied fields of 0.5, 1, 3, and 5 T. The arrow shows the reduction in the low-temperature upturn upon the increase in the magnetic field $H$.

FIG. S4. Experimental high-field magnetization curve measured at 1.4 K (circles), the contribution of the paramagnetic impurity (dashed line), and the intrinsic magnetization (solid line) of AgVOAsO$_4$ obtained by the subtraction. The inset shows the field derivative of the experimental magnetization curve along with the critical fields $H_c$ (closing of the spin gap) and $H_s$ (saturation).