Novel Bi-directional Flow-based Traffic Generation Framework for IDS Evaluation and Exploratory Data Analysis
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Abstract: Flow-based network traffic information has been recently used to detect malicious intrusion. However, several available public flow-based datasets are unidirectional, and bidirectional flow-based datasets are rarely available. In this paper, a novel framework to generate bidirectional flow-based datasets for IDS evaluation is proposed. The generated dataset has the mixed combination of normal background traffic and attack traffic. The background traffic is based on the key traffic feature of the MAWI network traffic traces, and five popular attack traffics are generated based on their statistical traffic features. The generated dataset is characterized using the PCA approach, and we found out that benign and malicious traffic are distinct. With the proposed framework, a dataset of bi-directional flow-based traffic is generated and it would be used for evaluating an effective intrusion detection engine.
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1. Introduction

Several datasets for Intrusion detection system (IDS) evaluation are publicly available such as DARPA99 [37], KDD99 [5], and DEFCON [4, 36]. However, these datasets are outdated and developed to evaluate packet-based network intrusion detection systems such as Snort [3], Suricata [6], and Bro [39], which recognize malicious attempts using deep packet inspection signature matching. The problems of packet-based inspection have been reported toward recognizing network attacks in contemporary network [9], [22], [55]. Therefore, flow-based inspection techniques are proposed as a complementary method for secure network infrastructure. Recently, many researchers focus on flow-based analysis techniques, which classify attacks by analyzing the aggregated information extracted from connection or session information [27], [53], [55]. However, research communities are showing the demand for good flow-based datasets, representing realistic network characteristics and contemporary attacks [43], [48], [50], [51].

There are techniques proposed to generate a dataset for evaluating the intrusion detection system performance [14], [24], [28]. A researcher might replay captured traffic, performs traffic spawning using statistical analysis of network traces, simulates source-based traffic, or captures live-traffic [28], [38], [45], [48], [52]. There are also other methods to generate the datasets, either by capturing traffic from a closed network or by synthesizing traffic using a simulation tool [10], [28], [53]. Capturing then labeling live traffic would give a better representation of real attacks, but it could also raise a problem related to privacy issues because there is a risk of exposing personal user information. Also, it could bring incomplete annotation, since the traffic may contain unknown attacks [43], [50], [51]. If a dataset is not accurately tagged, it will depreciate a dataset utility for evaluating the IDS. Therefore traffic simulation is an analogous method that is more difficult to perform but fits the potential for more flexibility in creating a realistic and completely labeled dataset.

Traffic simulation techniques have been extensively applied to create the IDS evaluation dataset [38], [44], [45], [46], [54]. Some researches to date focus on modeling unidirectional flow-based traffic features, therefore many of the up-to-date datasets lack either substantial session characteristics of bi-directional flow features or contemporary attack tactics. This research aimed to replicate realistic bi-directional background traffic as well as implanting the modern attack during the simulation. In this study, a bi-directional traffic simulation framework is proposed to generate a bi-directional flow-based dataset for evaluating the flow-based intrusion detection system. The framework is designed to replicate session traffic features embedded in the bi-directional network flow using a descriptive traffic model, and also enables adding a broad range of attacks generally observed in the present network. The following structural bi-directional flow-based features are modeled and used in the framework – flow size, flow duration, and packet count per second. The framework can generate a bi-directional flow-based dataset and the generated structural traffic features are tested against the real network data to verify that the characteristics are statistically similar to the real network trace.

We conducted the experiments to ascertain whether the proposed framework could generate similar bi-directional traffic features.
flows to the original bi-directional traffic flow. The MAWI [20] traffic traces are selected as the original traffic because they are traffic repositories containing comprehensive information at the Internet backbone traffic, which are also publicly accessible and redistributable traffic data sets. In the experiments, the traffic was modeled as a stationary process and its structural session traffics of DNS, FTP, HTTP, SMTP, and SSH were observed as the descriptive parameters, then used in benign traffic creation. The following malicious traffic was generated – network scanning, host scanning, web vulnerability scanning, SSH brute-forcing, and SQL injection. The statistical similarity of the simulate dataset to the original MAWI network traffic was measured by comparing the empirical cumulative distribution function (ECDF) to validate the realism of the simulated dataset. The created traffic features are statistically similar to the original traffic features. The exploratory data analysis results also confirm the usability in evaluating an intrusion detection system, because the experimental results have shown the distinction of the flow’s features between benign traffic and various types of attacks.

In this paper, our contributions are listed as follows. Firstly, we present a novel framework that employs bi-directional flow traffic models to generate a dataset for the bi-directional flow-based intrusion detection system. Secondly, we deliver the descriptive bi-directional traffic models for realistic background traffic simulation. Lastly, the sample dataset created through the framework is exploratory analyzed to validate its realism and utilization in evaluating a flow-based intrusion detection system.

The structure of the paper is presented as follows. Section 2 summarizes and discusses the related work on dataset generation and exploratory data analysis. Section 3 introduces our works. Section 4 describes the generated dataset and presents its exploratory data analysis results. Section 5 draws the conclusion and offers discussion on the proposed work.

2. Background and Literature Reviews

Network traffic usually consists of two-way communication transmitted over transmission control protocol – a client and a server, occurring in the amount of traffic flowing between ingress $i$ and egress $j$ is not independent of the amount of traffic streaming from ingress $j$ to egress $i$. Researchers [41], [49] practice that assumption to model the aggregated-traffic, assuming the independence assumption of packets to estimate Origin-Destination (OD) flow count between end-hosts. However, Erramilli et al. [18] argued that the Internet traffic should not hold the packet’s independence assumption because an aggregated traffic should be concerned as collections of connections, causing the bidirectional nature of a communication session. For example, web traffic tends to have a greater volume of traffic moving in the reverse direction than in the forward direction, while P2P traffic may show higher symmetry. They also explained that the simpler forms of traffic models were adequate for applications such as imitating application characteristics.

There are two methods to describe network traffic – the analytical and simulation approaches [30]. The analytical approach describes traffic mathematically using applied mathematics tools such as queuing and the probability theory. Usually, traffic modeling involves the definition of analytic models, which are used to compare and analyze the empirical model of traffic. Traffic modelers create models using traffic measurement data to represent the characteristic of the application protocol.

Generally, network traffic can be characterized at different levels: packet, flow, and session [15]. Figure 1 depicts the general concept on different type of network traffics. Packet-Based modeling focuses on the arrival process of packets, ignoring the interaction nature persisting in the traffic. Flow-Based modeling focuses on analyzing consecutively transmitted packets in one direction of an exact pair of endpoints. A uni-directional flow is defined such that the flow is composed only of packets sent from a single endpoint to another single endpoint. As declared in RFC5103 [1], a bi-directional flow is a bi-directional measure for a network parameter by metering or accounting for certain attributes in the network session composed of packets sent in both directions between two endpoints, which is potentially associated with human activity. This association provides additional data that can be useful for security analysis tasks [12].

2.1 Traffic Modeling and Its application in Dataset Generation

Typically, a packet-level network trace is captured and analyzed to construct a simulated traffic model using some random variables such as packet inter-arrival time and packet size. Aikat et al. [8] have presented that the dataset generated from various types of TCP applications showed significantly different network characteristics. They also reported that the round trip time creates a small impact on the performance, while the structure of the TCP application workload appoints a great impact. Thus, the de-
tails of traffic measurements are very important if it was desired to regenerate credible simulated traffic. Gomes et al. [26] also have modeled application traffics of traffic sources, derived from real traffic traces. The Web, VoIP, streaming, and file-sharing traffic have been studied using distribution fitting and auto correlation techniques. The Kolmogorov-Simirnov was used to measure the goodness of fit to the theoretical distribution. In their work, the packet size, inter-arrival times and byte count were investigated. Floyd et al. [19] have shown that application protocol behavior at packet-level was insufficiently represented the contemporary network traffic since the congestion control mechanism was hardly modeled using packet-based approaches.

Golaup et al. [25] have proposed a framework for simulating multimedia traffic using a source model, which represented a set of multimedia traffic component; consisting of a block, transaction, and streaming characteristic. Each traffic component was statistically analyzed and combined into a source model. The behavior of multimedia traffic was mimicked using On-Off modeling techniques and the multimedia traffic in HTTP session was identified when no silence period was found in an active session. The byte count during the On-Off period was analyzed and used in traffic recreation. Hoflack et al. [29] have also presented a session-based web server traffic model, extending the train arrival process. They assumed that a user generates non-interrupted connections until the session ends, where each session must contained at least one packet per session. The buffer occupancy and packet delay were investigated and presented to derive the mean session delay under the first-come-first-served queuing model for a packet. The model was evaluated with an actual trace of web server traffic. The finding suggests that an approximation of HTTP session byte should be done by heavy-tailed distribution.

Barakat et al. [11] have applied a Poisson shot-noise process to simulate the traffic at the Internet backbone. The unidirectional flow arrival rate, flow size, and flow duration were characterized. Their traffic model also approximated the average traffic on the Internet backbone at short timescales. In addition, as supported by the empirical data, they concluded that traces with less than 30-minute duration tended to have the arrival process stationary. The finding allowed Afanasev et al. [7] to examine link utilization and the number of active flows, which were used in characterizing the state of any network. The correlation between link utilization and the number of active flows was visualized as measuring the network quality and to discover possible bottlenecks on the Internet backbone.

Kim et al. [32] have also analyzed the general characteristic of application traffic at connection-level using unidirectional flow. The traffic statistics such as connection duration, packet count, and bytes count were statistically analyzed and presented. They defined two types of connection characteristics – traffic without corresponding communication and traffic with reverse corresponding communications, while Lee et al. [34] had comprehensively reviewed several stochastic processes used in modeling network traffic. The traffic rate measured in packets per second and the packet inter-arrival time was modeled using the fractional Gaussian noise, the linear fractional stable motion, Poisson process, and conservative binomial cascades. Recently, Wette et al. [56], had characterized connection-level traffic in data centers using probability distribution functions and applied it on generating traffic for a data center. The amount of data in bytes that was transmitted between end hosts, where the flow-size distribution of payload, the flow-size distributions of ACK, and the combination of payload and ACK flow were distinguished. The total amount of traffic for a given period is estimated using the distribution of flow inter-arrival time. The statistical properties of simulated and observed traces were compared using Quantile-Quantile plots (Q-Q plots) rather than measuring the goodness of fit.

The arrival process of HTTP, FTP, POP3, SSH, and SMTP were modeled and reported by Song et al. [47]. Their works focused on deriving statistical models of traffic at connection-level. Some random variables of application traffic such as HTTP request arrivals, bytes transferred were modeled. However, other significant traffic parameters that describe the application behavior such as connection duration and packets count per connection were not modeled and reported. The inter-mixing traffic modeling techniques were applied by Song et al. [48], as well. The application of Markov model in capturing user-activity using Netflow-like statistic was shown. To estimate the characteristic of an application protocol, the connection traffic structure was estimated using Expectation-Maximization (EM) and mixture model technique. The host-based behavior of the connections was presented. However, the authors have not presented the attack simulation method in their work. Yang et al. [57] have also worked at connection-level modeling. In their work, the use of active unidirectional flow as key simulation object to mimic the characteristic of the Internet traffic was investigated. The structural model of flow arrival rate, the active flow, and its duration had been modeled and evaluated using 600 seconds-long Abilene traces. Their work assumes an assumption that all application protocols had similar traffic structure. We argued that different protocols may have variant behaviors. Our work extends the use of structural models and payload metrics.

Vishwanath [54] have reported their design and implementation of a traffic generator software named Swing. Their work centered on reproducing structural Intra-net traffic using models extracted from packet header traces. They extracted session models using unidirectional flow information and two specific thresholds. Their framework created realistic application workloads mimicking the presence of traces at the Internet. However, their effort focused on regenerating trace without any network attack. Sarrate et al. [42] have presented a network simulator, focusing on generating the attack traffic. The framework was implemented using proxy system calls and multi-platform agents, which allow remote system call execution on the vulnerable host. The attacks were modeled as probability actions, which were executed by autonomous agents. Sommers et al. [46] have published a tool to generate a network-wide flow record, and showed its capability to evaluate anomaly detection techniques. The tool could generate realistic unidirectional flow records and some types of anomalous flows. They compared traffic volume generated by tools with one created by ns2-simulator, showing the capability of recreating traffic with known characteristic. However, the tools could
not generate semantic attacks, i.e., brute-forcing the application protocols.

Shiravi et al. [45] have proposed a framework for generating a benchmark dataset through the use of profiles, representing events and statistical properties extracted from a network trace. The background traffic was created by extracting statistic parameters at connection levels in a laboratory network and used in regenerate benign traffic without structural characteristics. There were two types of profiles – $\alpha$ and $\beta$ profile. The $\alpha$ profiles described attacks scenarios and their relevant parameters, while $\beta$ profiles explained syntactic background traffic, modeled at connection-level. They have demonstrated the usefulness of their framework. However, their key idea focused around simulating the behavior of users but our work was designed to simulate the characteristic of some important application protocols. Maciá-Fernández et al. [38] also presented a dataset for a cyclostationarity-based intrusion detection system, offering time-span dataset. However, their work was proposed and developed based on the unidirectional flow concept and limited the type of network attack to the cyclostationarity-related attack such as SSH scan attack and SPAM attack. Elejla et al. [17] also presented a dataset for ICMPv6 DDoS attack detection. The dataset was created and modeled using unidirectional flow features, which replicated the campus network traffic. The dataset was designed specifically for the IPv6 network management attack, therefore other important network attacks were left out.

Recently, Generative Adversarial Networks (GAN) gained more interest in generating network traffic. Dowoo et al. [16] proposed PcapGAN, Packet Capture File Creator, which applied a style-based Generative Adversarial Networks to generate pcap network trace. The generated packet data could be accessed and analyzed by general network analysis software such as Wireshark. The authors also converted the generated packet-based traffic into the unidirectional flow using KDD99 extractor and quantified the similarity of the original dataset and the generated data through the analysis of the principal component distribution of the two datasets. Ring et al. [40] also employed GAN to generate flow-based network traffic. The authors introduced Embedding-based Improved Wasserstein Generative Adversarial Network (E-WGAN-GP) to synthesize unidirectional flow attributes, which were generated based on the probability distribution of each traffic attribute and was pulled independently from other features. Their experimental results showed that the proposed GAN-based approach regenerated a realistic unidirectional flow dataset. However, attack traffic generation was excluded from their investigations.

3. Bi-directional Flow-based Dataset Generation

It is crucial to generate a realistic dataset, which resembles and acts as realistically as possible. We decided to regenerate background traffic using the bi-directional flow concept, since modeling at bi-directional flow level further allows us to emulate human user’s behavior, such as streaming and typing in a single flow. Figure 2 depicts the ecosystem and our proposed framework to generate a bi-directional flow dataset for IDS evaluation, which is composed of two main components – Traffic Extraction and Modeling, and dataset generation.

3.1 Traffic Extraction and Modeling

We defined a bi-directional flow as a sequence of packets belonging to the same session. Also, a flow was created whenever there is an active timeout (30 minutes), or inactive timeout (15 seconds), or when FIN or RST flag was produced. A set of basic bi-directional flow parameters used in our work is shown in Table 1. The Packet CAPture (PCAP) files offered by the MAWI lab were converted into a bi-directional flow. After creating a bi-directional flow, we managed data cleaning by eliminating potential network attacks, which are the flows with zero millisecond duration and made of one packet because those flows would commonly be classified as a network scanning activity [50].

Then, the traffic structures were modeled as a stationary process, inspired by a work of Barakat et al. [11]. To obtain the descriptive model for background traffic, the model fitting technique was applied to find the proper distribution and its corresponding parameters. The time series of flows were fitted with parametric distributions, namely normal, Poisson, exponential, gamma, nbinomial, geom, uniform, and logistic. The maximum likeli-
Table 1  Parameters of flow records.

| No. | Name | Explanations |
|-----|------|--------------|
| 1.  | Dur  | Flow record duration |
| 2.  | Proto | Flow transaction protocol |
| 3.  | Sport | Source port number |
| 4.  | Dport | Destination port number |
| 5.  | TotPkts | Total transaction packet count |
| 6.  | SrcPkts | Source - Destination packet count |
| 7.  | TotBytes | Total transaction bytes |
| 8.  | SrcBytes | Source - Destination transaction bytes |
| 9.  | DstBytes | Destination - Source transaction bytes |
| 10. | SAppBytes | Source - Destination application bytes |
| 11. | DAppBytes | Destination - Source application bytes |
| 12. | Rate | Packet count per second |
| 13. | DstRate | Destination packet count per second |
| 14. | SrcRate | Source packet count per second |
| 15. | Dir | Direction of transaction |
| 16. | State | Transaction state |
| 17. | TotPkts | Total transaction packet count |
| 18. | DMaxPktSz | Maximum packet size for traffic transmitted by destination |
| 19. | sMinPktSz | Minimum packet size for traffic transmitted by source |
| 20. | DMinPktSz | Minimum packet size for traffic transmitted by destination |

Table 2  Distribution functions used in modeling.

| Theoretical Distribution | Cumulative Distribution Function | Parameters |
|--------------------------|----------------------------------|------------|
| Normal                   | $F(x) = \int_{-\infty}^{x} f(x)dx$, where $f(x) = e^{-\frac{(x-\mu)^2}{2\sigma^2}}$ | $\mu, \sigma$ |
| Poisson                  | $F(x) = e^{-\frac{x}{\lambda}}$ | $\lambda$ |
| Exponential              | $F(x) = 1 - e^{-\frac{x}{\mu}}$ | $\mu$ |
| gamma                    | $F(x) = 1 - e^{-x(\alpha + \beta)}$ | $\alpha, \beta$ |
| Geometric                | $F(x) = 1 - (1 - p)^{x+1}$ | $p$ |
| nbinomial                | $F(x) = \sum_{i=0}^{n} \frac{p^i(1-p)^{x-i}}{i!}$ | $n, p$ |
| uniform                  | $F(x) = \begin{cases} 0 & \text{for } x - \mu < -\sigma \sqrt{3} \\ \frac{1}{2} \left( \frac{x+\mu}{\sigma \sqrt{3}} + 1 \right) & \text{for } -\sigma \sqrt{3} \leq x - \mu < \sigma \sqrt{3} \\ 1 & \text{for } x - \mu \geq \sigma \sqrt{3} \end{cases}$ | $\mu, \sigma$ |
| logistic                 | $F(x) = \frac{1}{1 + e^{-\frac{x - \mu}{\sigma}}}$ | $\mu, \sigma$ |

In crafting network attacks of interest, listed as follows: network scanning, host scanning, web vulnerability scanning, SSH brute-forcing, and SQL injection. This paper focused on generating only 5 important network attacks, but the framework also allows for adding more types of attacks.

3.3 Dataset Generation

The proposed framework applied a discrete event simulation technique, which allowed us to create both benign background traffic and malicious network traffic. The dynamic of the simulation over time was achieved by implementing a fitness proportionate selection algorithm. The fitness function was assigned a fitness to possible solutions and was used to associate a probability of selection with each population [23], [35]. The idea was comparable to a Roulette wheel in which, the proportion of the wheel assigned to each possible selection based on their fitness value. The fitness level was used to associate the probability of selection with each generating event.

If $f_i$ is the fitness of individual $i$ in the population, its probability of being selected will be defined as:

$$p_i = \frac{f_i}{\sum_{j} f_j};$$

where $N$ is the number of individuals in the population. The expected number of an individual type of event generated by pro-

In this paper, a background traffic from source $s$ to destination $d$ is characterized by the 3-tuple $(D_i, P_i, B_i)$, where $D_i$ is the flow duration, $P_i$ is the packets count per second in a flow, $B_i$ is the flow size in bytes. The distribution functions used in our work are demonstrated in Table 2.

Given $k$ univariate distribution $D_1, \ldots, D_k$ and fitness proportionate selection which somehow simulate iid data from each distribution. We wanted to generate a random matrix $B_{nk} = [b_1 \ldots b_k]$ of each of traffic features. By comparing the discrepancy among each of the traffic feature's distribution and its corresponding empirical data, we received the theoretical distribution and the corresponding parameters, needed in regenerating background traffic.

3.2 Attack Traffic Configuration

To create a dataset for IDS evaluation, some attack traffics are necessitated. By adopting the idea of attack profiling proposed by Futoransky et al. [21], we formulated a predefined fitness function for each attack of interest to create the transition of the simulation framework. The attack traffic configurations were also used in crafting network attacks of interest, listed as follows: network scanning, host scanning, web vulnerability scanning, SSH brute-forcing, and SQL injection. This paper focused on generating only 5 important network attacks, but the framework also allows for adding more types of attacks.
portional selection was defined as:

$$E(N)_P = N P_i = \frac{N f_i}{\sum_{j=1}^{n} f_j}$$

Based on this idea, the expected distribution of event generation and the transition of events for traffic simulation has been defined. The desired distribution functions were expressed as a linear combination of some uniform distribution functions, shown in Eq. (1).

$$F_s(t) = \sum_{i=1}^{n} p_i F_{x_i}(t), \quad \sum_{i=1}^{n} p_i = 1$$ (1)

The discrete simulation prototyping software was developed, as described in Section 3.3. The prototyping software was designed to simultaneously synthesize background and attack traffic. Each event was carried out by generating the cumulative probability distribution (CDF) over the list of events using a probability proportional to the fitness of the event types. The D-ITG [13] was employed to generate the background traffic according to the obtained models and Kali Linux [2] was used as a platform for the attack generations. The network architecture is presented in Fig. 3.

4. Experimental Results

The extensive description of the experiments regarding traffic metric extraction, dataset generation, and the exploratory data analysis of the simulated dataset will be presented in the following subsections.

4.1 Background Traffic Models

4.1.1 The Analyzed MAWI Dataset

We analyzed datasets selected from 48-hour-long traces provided by WIDE backbone [31] to portray the Internet background traffic. Each network trace was 15 minutes long, which was collected at the transit link of the WIDE backbone to the upstream ISP. This paper, network traces captured between April 9, 2019, 0000-0015 is presented. Table 3 shows the distribution of the selected network trace, summarized by application protocols. The number of packets was provided by the MAWI, while the number of bi-directional flows was obtained from the extraction process, described in Section 3.1. The table shows the different quantity of created flows versus the number of packets concerning each application protocol.

Table 3. The MAWI April 9, 2019, 0000-0015 dataset.

|                  | Total | DNS | FTP  | HTTP | SMTP  | SSH   |
|------------------|-------|-----|------|------|-------|-------|
| Packet           | 70,676,113 | 405,699 | 43,337 | 16,474,907 | 244,360 | 8,684,593 |
| Bi-directional Flow | 24,927,010 | 289,708 | 8,667 | 440,722 | 21,178 | 121,662 |

Fig. 3. The experimental network architecture.
normal distribution. The experiments also revealed that HTTP and SMTP flow duration seemed alike since they both could be described by the exponential distribution, having a roughly comparable parameter value.

4.2 The Generated Dataset

We validated our framework by matching the synthesized dataset with the MAWI dataset 201904090000. The summary of the generated dataset is shown in Table 5. The simulation framework was configured to generate 15 percent of malicious traffic, and yielded a dataset containing 256,633 bidirectional traffic flows, consisting of 218,729 benign bi-directional flows and 37,904 attacks flow. These following attacks were included in the generated dataset, host scanning, network scanning, SQL injection, SSH brute-forcing, and web vulnerability scanning. A dataset simulated from the prototyping simulation could produce a collection of benign and malicious traffic combinations, which demonstrated a satisfying stochastic behavior synthesized by fitness proportionate selection.

4.2.1 Statistical Similarity of the Generated Dataset

The differences between two empirical cumulative distribution functions (ECDF) were measured in order to measure the similarity of the generated dataset and the MAWI dataset. The ECDF plots of traffic statistics derived from 201904090000 trace, depicted in Figs. 4, 5 and 6. The MAWI ECDF was used as a reference distribution to measure the traffic feature, simulated by the framework. The figures confirm that the structures of simulated HTTP traffic closely agree with the MAWI201904090000 bi-directional flow. Therefore, it has been shown that our method can simulate realistic and dynamic traffic features of bi-directional background traffic flow.

4.2.2 Exploratory Data Analysis via PCA

In this section, our exploratory data analysis on the simulated dataset was summarized using its main characteristics and the relationships between the bi-directional flow traffic features were visualized. The principal component analysis (PCA) was employed to investigate the linear correlation between the bi-directional flow traffic feature, persisting in our simulated dataset.

The relationship between each feature in a dataset could be shown using the variable factor map [33]. The factor map presents the amount of variance from each traffic feature on the

| Table 4 | Selected Distributions and Relevant Parameters for 201904090000 trace. |
|---------|---------------------------------------------------------------|
| Packet Count per Second | DNS | FTP | HTTP | SMTP | SSH |
| gamma | unif | gamma | logistic | nbinom |
| 0.6866, 0.0175 | −1.556, 14.023 | 0.4832, 0.0323 | 3.3366, 1.7399 | 0.7362, 7.3500 |
| KS = 0.28556 | KS = 0.1307 | KS = 0.12811 | KS = 0.7362, 7.3500 |
| Flow Duration | gamma | normal | exp | exp | normal |
| 0.6039, 11.6684 | 2.1712, 1.6279 | 0.568036 | 0.50331 | 1.7623, 1.6232 |
| KS = 0.30576 | KS = 0.10254 | KS = 0.10590 | KS = 0.1849 |
| Flow Byte | normal | normal | poisson | normal | unif |
| 300.165, 116.294 | 1,161.73, 1,129.55 | 3,655.09 | 355.830, 307.452 | −462.066, 1,866.273 |
| KS = 0.09340 | KS = 0.17265 | KS = 0.17012 | KS = 0.12362 | KS = 0.19845 |

| Table 5 | Summary of the generated dataset. |
|---------|---------------------------------------------------------------|
| Benign | Host Scan | Network Scan | SQL Injection | SSH BruteForce | Web Vulnerability Scan |
| 218,729 | 7,015 | 8,055 | 7,676 | 7,463 | 7,632 |

Fig. 4 The ECDF of modeled HTTP flow byte VS simulated. It is clear that the empirical cumulative distribution function of generated HTTP flow byte and MAWI is similar.

Fig. 5 The ECDF of modeled HTTP flow duration VS simulated. It is obvious that the empirical cumulative distribution function of generated HTTP flow duration and MAWI is comparable.
The empirical cumulative distribution function of generated HTTP packet count per second and MAWI is similar. The variable factor map, shown in Fig. 7, also showed that the benign traffic appeared to have the weak negative correlation of TotPkts, SrcBytes, DAppBytes, Rate, SrcByte, Rate, DstRate, and Proto showed a negative correlation in the first dimension.

The second dimension explained approximately 17% of the total variance and revealed that some parameters exhibited a different influence on the total variation. In this dimension, TotPkts and SrcBytes show a robust positive relationship, while DstRate and Rate expressed the low negative impact on the total variation.

The individual plot, shown in Fig. 8, also showed that the benign traffic separates from malicious traffics.

5. Conclusion

We believe that the proposed framework will be useful to researchers who work on bi-directional traffic simulation or network security research community. The framework can generate a good dataset for bi-directional flow-based IDS evaluation. It is proficient to replicate realistic background traffic from real-world network measurements using our suggested structural bi-directional flow traffic models. The main improvement over others is that the background traffic is very representative of various application protocol traffics, which hold a comparable characteristics, reflecting DNS, FTP, HTTP, SMTP, and SSH traffics. Furthermore, the malicious traffic generation utilizes the fitness proportionate selection, where each attack of interest is mapped to the probability of selection, providing a better stochastic means to generate malicious traffics. This allows other attacks of interest to be easily configured and used to regenerate the dataset with different properties, allowing the insertion of more complicated network attacks to create a dataset that copes with a brand-new attack and shares with other researchers.

There are different efforts to generate realistic flow-based datasets, which are regularly developed based on the unidirectional flow modeling with network features such as flow duration, the flow size, and packets are usually modeled. In this paper, we
especially consider generating realistic bi-directional background traffic centering on structural session traffic features, as well as implanting the up-to-date attacks. We believe this is the first time that one of the bi-directional flow-based features – Rate (packet-count per second), has been applied to generate realistic bi-directional background traffic. Supported by the exploratory data analysis results, there is the significant importance of traffic rate, persisting in benign web traffic that suggests additional research efforts to evaluate its impact toward detecting attacks against web services. The experimental result illustrates that the characteristics of benign web traffics are different from the vulnerability scanning activities.

In this paper, the attack and bi-directional traffic are systematically organized, recognized, and achieved by our approach for generating a dataset for bi-directional flow-based IDS evaluation. Some gaps need to be filled, for example, embracing attacks at various kinds of network traffics and striving against advanced network infrastructures. We leave for the future additional studies such as intelligent attacker modeling and distributed simulation.
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