ABSTRACT

Social networks have recently come across as a great source of information for detecting congestion, accidents, as well as crowd- ing due to numerous festivals. Twitter is one of the most popular sites because it expresses knowledgeable information in minimum words. Since the tweets have limited words, processing it becomes easy. Hence, This project uses Twitter as a source of information. This project focuses on classifying whether a tweet is a traffic related tweet or not using Semantic technologies. In this project, the system fetches the tweets using the Twitter Api and then pre-process it, converting into tokens and cleaning all noise. These tokens are then semantically processed and classification is performed using Naïve Bayes multinomial classifier. Different types of tweets data are used for prediction, including tweets from selected road-traffic Twitter accounts, tweets that contain road-traffic-related keywords and geo-tagged tweets. These classified results are then plotted as a colored path on the android application. Such information can help the traveler to make a better travel plan.
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1. INTRODUCTION

One of the biggest problems that we face in our day to day lives is traffic congestion. Everyone’s in the same boat, facing this issue all around the world. There is a miserable waste of time happening in these congestions. One of the solutions to tackle this issue is to use hardware sensors like inductive loops and cameras to monitor traffic status. These tools although effective, have some limitations. High maintenance costs being one of them. One other limitation is that these tools are only effective within certain parameters and are created to collect specific type of information only, like vehicle count. People share statuses, information and opinions in short messages via web applications called Micro-bloggers. These applications provide concise and effective way of communication. Twitter is an example of this service. It gives people a platform to express their views in less than 280 characters. Twitter offers people from various domains like marketers, researchers and decision makers an access to such useful information and data as users share their stories.

Analysing the content of Twitter messages might provide a better understanding of the traffic congestions in terms of why, when, and where does it happen. The limitations of the hardware sensors are overcome by extracting this traffic information. It will also serve as free and easy access to such information for the common public to help them in avoiding traffic spots. Twitter has been proved as a major social media platform that focuses on event detection and has gained a lot of popularity recently; it counts more than 199 million active users, exchanging more than 500 million status update messages per day. In this report, A system is proposed, based on semantic analysis on extracted text and machine learning algorithms, for the detection of traffic/congestion events from Twitter stream analysis. After a feasibility study, this system has been proposed and developed (prototype) from the ground as a Service Oriented Architecture (SOA). The system uses available technologies based on the latest techniques for data analysis and pattern classification. These techniques and technologies have been analyzed, brainstormed, and integrated in order to build this system.

2. AIMS & OBJECTIVES

To avoid traffic congestion spots, real-time traffic information is important. Twitter messages can be proved as a helpful source of information. The existing methodologies that use text mining methods have a limitation in that they depend only on geo-tagged tweets. Here, the aim is to combine a backend server with the android application to display results with a semantic analysis method for filtering.

This project aims at designing a method to extract information about traffic from tweets and plot it on an open-source map. The method is favorable to the existing method, as it is based on the integration between a text mining method and a geo-locating method.

Objectives:
1) Building a system for filtering the tweets and getting the tweets related to traffic.
2) Make use of the official news Twitter accounts that report about traffic.
3) Use text mining method to analyze and extract information from tweets.
4) Based on their content, geo-locate the tweets.
5) Classify the tweets into traffic and non-traffic categories.
6) Create a workflow to show traffic indication based on the tweets.

3. REVIEW OF LITERATURE

This part of the paper covers the review of literature i.e. the review of all the existing solutions as well as existing papers related to the topic and gives a brief idea about the technologies used currently.

3.1 Domain Explanation

A domain is a field of study that defines a set of common requirements, terminology, and functionality for any software program or system constructed. This part covers the different requirements for our system to be constructed.

3.1.1 Semantic Analysis. The semantics of a language provide meaning to its words, like the structure of syntax and token. They give us an interpretation of symbols, their types, and how they relate to each other. Whether the syntax structure built in the source program derives any meaning or not is a part of semantic analysis. Semantic analysis is a key process in processing the tweets received and then classifying them by performing sentiment analysis.

3.1.2 WordNet. WordNet is a huge lexical database of English. Verbs, adjectives, nouns, and adverbs are grouped into sets of smartly related synonyms (synsets), each showcasing a distinct concept. To look up words in WordNet, Synset is a special kind of interface that is present in NLTK. Synset instances are the forming of similar words that express the same concept. The final network of meaningful connected concepts and words can be traversed with the browser. WordNet is also open-source, publicly available for download for free. The structure of WordNet makes it a useful tool for NLP and computational linguistics.

WordNet groups words together based on their meanings, superficially making it a thesaurus. However, we also need to consider some important things. First, WordNet connects not just word forms, characters of letters but specific meanings of words. As a result, words that are related closely to one another in the library are semantically identical. Secondly, the semantic relations among words are labeled by WordNet, whereas in a thesaurus, the groupings of words do not follow any obvious pattern other than the similarity in meaning. [5]

3.2 Existing Solutions

3.2.1 Google Maps Traffic Indication. Over the years, Google has collected a history of what congestion is usually like at specific times on particular roads. This indicates traffic patterns can be predicted by Google. The density of traffic is indicated by different colored routes on the map. It uses satellites as a tool to determine traffic in an area. [4]

3.2.2 Hardware sensors like cameras, inductive loops and radars to monitor traffic status. These tools although effective, have some limitations. High maintenance costs being one of them. One other limitation is that these tools are only effective within certain parameters and are created to collect specific type of information only, like vehicle count.[2]

3.2.3 Only Geo-tagged tweets. The existing methodologies that use text mining methods have a limitation in that they depend only on geo-tagged tweets. No proper filtering and classification is provided which we aim to encounter here in this project.

4. PROPOSED SYSTEM

The methodology followed in this project will start with reviewing the literature for text mining methods and geo-locating methods. The methods that seem to fulfill the research objectives will be se-
lected. Then, the two methods will be combined and a prototype of the proposed system will be implemented.

The results of the prototype proposed will be tested to see how reliable the proposed system is. The testing will be based on comparing the results with the traffic status feature of Google maps. For the incomparable results some updates will be done on the algorithm. Then, the prototype will be retested after the changes. The last step will be repeated until good results are achieved.

The system is divided into 2 subsystem- android application and web service.

**Android application** - It takes user location (source) and destination as input. The input is passed to web service for processing. If traffic is there on route notify the user and suggest alternate route.

**Web service** - It takes Twitter tweets as input and classifies them as traffic tweets and non-traffic tweets. It makes use of open source NLP Libraries for classification. The main aim is detection of traffic related events from Twitter. The system detects traffic tweets in real-time.

### 5. IMPLEMENTATION DETAILS

#### 5.1 Modules

The system implementation is divided into 5 modules as

**Module 1:** Steps for taking real-time public tweets require user registration on the Twitter website. After registration -¿ Twitter developer options -¿ create an application -¿ enter the project name. Then, generate four keys: consumer key and consumer secret key, access token key, and access token secret key. Each key is distinct as it has its own permission for access. The purpose of the consumer key is to allow access login of the user via key directly to Twitter. The consumer token key’s role is to read and write tweets into the application. The other two keys are for accessing the Twitter account to read and write posts. One can get real-time tweets as input using all these four keys.

**Module 2:** Classify traffic-related tweets. This module classifies tweets and identifies sentiments of each tweet in positive, negative, and neutral. Further processing is done by web service. First of all, take Tweets, split tweets into tokens as called Tokenize, then remove stop words from tweets and after that compare words with traffic-related words called Filter and finally get fully traffic-related tweets to define the class of each tweet.

**Module 3:** Store data in HDFS. All traffic related tweets are stored in Hadoop distributed file system (HDFS) or some similar base. HDFS is used in the system because fast storing, retrieving and processing data.

**Module 4:** Connectivity between Web service and Android application. The 2 subsystem of project are connected using socket programming.
Module 5: The android application is used to display the route.

5.2 Naïve Bayes

The Naïve Bayes is an easy way to create classifiers: models that offer class labels in problematic situations, are represented as values, where class labels are drawn on a limited set. There are more than one algorithms for training such classifiers based on the same principle: all Bayes classifiers are classified as the value of a particular element more independent than any other element, given the class flexibility. Naïve Bayes is a model of conditional possibilities: given an example of a problem to be subdivided, represented by a vector representing some of the features \( n \) (independent variables), giving this situation opportunities for each \( K \) result or class. The problem with the above design is that if the number of elements \( n \) is large or if the element can take up a large number of values, supporting such a model in the tables is probably not possible. So we redesigned the model to make it more flexible. Using the Bayes’ theorem, conditional opportunities can be squandered.

Naïve Bayes with Scikit-learn

The following steps are used in the project:

1) Defining dataset: We downloaded a traffic dataset that classifies data into traffic and non-traffic from Mendeley.
2) Encoding Features: Convert string into label numbers i.e. Traffic indicated by 1 and No traffic by 0.
3) Generating Models: Combine both steps and perform classification.

6. RESULTS AND EVALUATION

6.1 Result

Input:
1. The user enters the source and destination location in the android application. This location is sent to the backend python algorithm.
2. The classification algorithm then works on these tweets and produces the output.

Output:

6.2 Evaluation

For evaluating precision and recall, the algorithm was run for a number of queries and then calculate the correct number of classification computed. In order to calculate this, we first need to determine the parameters or types of errors. True Positive (TP) = Predicted traffic class and Actual traffic analyzed are both Yes. False Positive (FP) = Predicted traffic class is Yes and Actual traffic analyzed is No. False Negative (FN) = Predicted traffic class is No and Actual traffic analyzed is Yes. True Negative (TN) = Predicted traffic class and Actual traffic analyzed are both No. Precision = (TP / (TP + FP)) and Recall = (TP / (TP+FN)) We run the system ten times. In our case, TP=7, FP=3, FN=5, TN=5. Based on this Precision and Recall percentage is calculated. We found out the precision to be 70%. Recall is calculated to be 58%. The Accuracy of the training algorithm was found to be 94% approximately. A colored route is plotted from the source and destination mentioned by the user, Green indicates no traffic whereas Grey indicates traffic.
7. CONCLUSION

In this project, a system for real-time detection of traffic-related events from Twitter stream analysis was developed. The developed system, built using the proposed methodologies, fetches and classifies streams of tweets and tells the users whether traffic is present or not. The input queries are pre-processed and converted into tokens after removing noise. These tokens are further classified using Naïve Bayes multinomial classifier, 1 for traffic and 0 for no traffic. This is then used to plot colored routes on an open-source map between source and destination. We have examined and used available software libraries and the latest methodologies for text analysis and pattern classification. In order to build the overall system, all these technologies and techniques mentioned have been thoroughly investigated, adapted, and integrated.
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