ABSTRACT
The proliferation of resourceful mobile devices that store rich, multidimensional and privacy-sensitive user data motivate the design of federated learning (FL), a machine-learning (ML) paradigm that enables mobile devices to produce an ML model without sharing their data. However, the majority of the existing FL frameworks rely on centralized entities. In this work, we introduce IPLS, a fully decentralized federated learning framework that is partially based on the interplanetary file system (IPFS). By using IPLS and connecting into the corresponding private IPFS network, any party can initiate the training process of an ML model or join an ongoing training process that has already been started by another party. IPLS scales with the number of participants, is robust against intermittent connectivity and dynamic participant departures/arrivals, requires minimal resources, and guarantees that the accuracy of the trained model quickly converges to that of a centralized FL framework with an accuracy drop of less than 1\%.

1 INTRODUCTION
Federated learning (FL) is a recently proposed ML paradigm that allows entities which store locally, potentially privacy-sensitive, data to train models collectively [15]. The most prominent example is Google Keyboard that uses metadata from users’ typing to propose next words or to auto-correct typed words, while preserving users privacy [16].

In traditional FL, a centralised server orchestrates the training process by (i) determining the type of the model (e.g., a deep neural network) to be trained by several agents using the same loss function and optimisation algorithm (e.g., stochastic gradient descent [13]), (ii) registering the interested agents and recording their contact information in order to be able to communicate with them directly, (iii) randomly sampling a subset of the agents for the next training round, (iv) sending to each of these agents the most updated values of the global model parameters, and (v) aggregating the individual agent contributions in order to update the global model parameters to be used in the next training round.

Model, loss function and algorithm determination, as well as the registration of the agents, are components of an initialisation process, which takes place before the training process. The training process, depicted in Figure 1a, takes place in rounds, until the global parameters converge. In each round, the chosen agents receive the global parameters from the server, execute the optimisation algorithm for a predetermined period (specified in time units of number of iterations) using only locally stored data. When the period expires, each agent calculates the difference between the locally trained model and the global model that was received from the server, and reports this difference back to the server.

In decentralised FL, illustrated in Figure 1b, the agents collectively train a model in a peer-to-peer fashion without the assistance of a server. Any agent can initiate the training process by specifying the model, the loss function and the employed algorithm. Then, interested agents may register and participate in the training process. In contrast to the centralised setting, where only the server is responsible for storing, updating and broadcasting the model to the participating agents, in decentralised FL, the model is split in multiple partitions that are replicated on multiple agents. For example, a model using a neural network of 100 layers [7] can be split in 10 partitions of 10 layers each. As a
consequence, each agent is responsible for storing a part of the model, updating the corresponding parameters and communicating them to the agents working on the other partitions. Notably, all agents that are responsible for the same partition need to agree on the same values, by running a suitable aggregation protocol [4]. In this work we consider asynchronous aggregation protocols that do not guarantee that an agreement has to be reached after each round.

It is easy to see that traditional FL has a single point of failure and any unavailability of the central server will cause an immediate and complete disruption of the training process. Also, the server needs to have reliable and high-bandwidth communication links with the agents in order to support the transfer of potentially voluminous data with all of them. Last but not least, the server needs to be trusted by all agents. For example, in a scenario where multiple users of mobile devices want to train collectively a model that recognises emotions through speech [10], they need to hire a server with quality of service guarantees to orchestrate the process. An attractive alternative is to use the decentralised approach to train the model while relying only on their own resources.

Inspired by the design and functionalities of the Interplanetary File System (IPFS) [1], this paper introduces an decentralized FL framework, named Interplanetary Learning System (IPLS), which allows a large number of potentially mobile agents to collaborate in the training of a model without relying on any central entity. The main contributions are:
1) We propose a new algorithm for decentralized FL based on shared memory, which has very similar convergence rate and network traffic with centralized FL. (2) We present a concrete implementation, in the form of a middleware atop IPFS, which can be used through a structured API by anyone who wishes to train an ML model, without having to hire and maintain a centralized service (as done in traditional ML systems). (3) We evaluate the effectiveness of IPLS via a set of experiments, showing that it can scale to a large number of nodes with satisfactory accuracy and convergence compared to a centralized approach.

The rest of the paper is structured as follows: In Section 2, we introduce IPLS in detail; in Section 3 we evaluate the performance of IPLS; in Section 4 we compare IPLS to related work and, finally, Section 5 concludes the paper and points to future research directions.

2 INTERPLANETARY LEARNING SYSTEM

The design of IPLS is based on two assumptions in order to guarantee four desirable properties.

Assumptions. We assume that every agent that participates in the training of a model using IPLS:

1) Mobile. Agents are mobile (e.g., autonomous vehicles or smartphones) and in full control of their own mobility.
2) Availability. Agents may get disconnected from the Internet and their peers or may terminate an IPLS-based training process to save energy or other resources. We furthermore assume that nodes remain unavailable only for a short while, unless they exhibit a permanent failure or leave the training process.

Properties. We design IPLS in such a way to guarantee the following properties:

1) Model training convergence. The global parameters converge to a set of values and the accuracy of the model is
very close to that of a model that is trained in a centralised fashion with the same data.

2) Scalability. The produced traffic by IPLS increases sub-linearly to an increase in the participating agents. Moreover, the increasing participation does not affect the communication complexity of an agent.

3) Fault-tolerance. Even if a fraction of the agents leaves the process unexpectedly, the training process terminates successfully, the global parameters converge to a set of values and the accuracy of the model is very close to that of a model that is trained in a centralised fashion with the same data.

4) Lightweight storage requirements. Besides, the locally stored data each agent owns and uses during training, IPLS requires relatively little space to store part of the model.

2.1 Training a model with IPLS

Given a model $M$, with weight vectors $W$, and a set of agents $\mathcal{A}$ with each agent $a_i \in \mathcal{A}$ owning a private dataset $d_i$, we next describe how IPLS trains $M$ in a decentralised way. Every IPLS agent runs an IPFS daemon and utilizes IPFS to exchange data with other agents.

**Initialisation phase.** Any agent can initiate the training process by determining (i) the characteristics of $M$, i.e., the topology of the model (e.g., ResNet [7]), (ii) an optimisation algorithm, and (iii) a loss function $L$, which will be used to optimise the weights of $M$. IPLS uses the pub/sub module [3] of IPFS to notify agents about the initialisation of a training process and invite them to express their interest.

**Model partitioning and distribution.** Depending on the size of $M$, $W$ can be split into multiple partitions. Each agent can be assigned multiple partitions. The partitions need to be both distributed and replicated among the agents so that any agent can find, for every partition she does not store locally, at least one agent that is responsible for it, with high probability. Formally, for $K$ partitions we have $W = \bigcup_{k=1}^{K} w_k$ while agent $a_i$ stores partitions $k_i$. IPLS implements a mechanism for the distribution of the partitions that is based on the storage space, $s_i$, each agent $a_i$ shares and on two tuning parameters $\pi$ and $\rho$. $\pi$ denotes the minimum number of partitions an agent can store and $\rho$ the maximum number of times a partition can be replicated. At the beginning, the agent that initiated the training process stores all the partitions. Whenever another agent expresses her interest to participate, she gets $\pi$ partitions from the agent she has access to and stores most of the partitions. If multiple agents have the same number of partitions, the agent selects the $\pi$ least replicated partitions.

**Partitioning example.** Agent 1 initiates the process and stores all 6 partitions, $k_1 = 1, 2, 3, 4, 5, 6$ while $\pi = 4$ and $\rho = 2$. Agent 2 expresses her interest to participate and stores partitions $k_2 = 3, 4, 5, 6$ while agent 1 remains responsible for partitions $k_1 = 1, 2, 3, 4$. Next, agent 3 expresses her interest to participate and stores partitions $k_3 = 1, 2, 5, 6$. Any other agent that wishes to participate cannot replicate any partition since all of them have been replicated twice and $\rho = 2$. New agents cannot store any partition because they will violate the restrictions $\pi = 4$ and $\rho = 2$ put.

Ideally, all the partitions will be replicated $\rho$ times. Model partitioning and distribution are parts of the initialisation phase. By the end of it, each agent knows sufficient IPFS addresses to retrieve all the partitions and the addresses of the agents who are store the same partitions as her.

**Training phase.** During the training phase each agent initially contacts enough agents to collect the global parameters. The number of the contacts depends on the number of the partitions she stores locally and the partitions she needs in order to get the whole model. Next, each agent, $a_i \in \mathcal{A}$ uses her locally stored data, $d_i$, the predetermined optimisation algorithm and the loss function to update the model parameters by running the algorithm for a given number of iterations. Finally, each agent calculates the difference between the updated parameters and the ones she retrieved before starting the optimisation and informs the agents from which she retrieved each partition. For every partition, all agents who are responsible to store it exchange the newly calculated values for the parameters together with the identifiers of the agents that submitted them in order to calculate the new global parameters.

**Communication complexity example.** Assuming $\rho = 1$ and partitions of equal size (i.e., $w_1 = w_2 = \ldots = w_K = w$), each agent $a_i$ has to send an update to agent $a_j$, $i \neq j$, of size $k_j w$. Thus, the updates send by agent $a_i$ are $\sum_{j \in \mathcal{A} \setminus \{i\}, j \neq i} k_j w = (K - k_i) w < W$, which are equal to the received updates. Thus the data communicated on each round round are less than $|\mathcal{A}|(\text{updates\_send} + \text{updates\_recv}) \leq 2 |\mathcal{A}| |M|$ which have the same volume as in traditional FL.

**The impact of $\pi$ and $\rho$.** The difficulty for an agent to retrieve a partition that is not stored locally increases when $\pi$ and $\rho$ are small since fewer agents can provide the partitions. On the other hand, higher values of $\pi$ and $\rho$ increase the number of messages the agents need to exchange in order to update the global parameters. For example, if $\pi = 1$ and $\rho = 1$, only $K$ agents will store a partition and only one agent will be responsible for each partition. In this case, every agent needs to communicate with each of the $K$ agents to get the global parameters and inform them about the produced updates by the end of the training round. For higher values of $\rho$, the agents that store the same partition need to reach a consensus in order to produce the new global parameters because each of them only retrieves the updates from the agents to which she has send the global parameters. However, higher values of $\rho$ increase the robustness of
IPLS because whenever an agent is not available, the other agents have alternatives. The higher the value of $\rho$, the more decentralised IPLS is since its operation is less dependent on specific agents. However, for small values of $|\mathcal{A}|$ the communication overhead for updating the global parameters increases. In reality $\rho$ naturally increases as the participation increases and vice versa.

### 2.2 IPLS API

IPLS is built atop IPFS, a fully decentralized peer-to-peer file system with a pub/sub functionality that assists agents on communicating with each other. IPLS offers an API of four methods to anyone who wants to participate in the training of ML models in a decentralized way: Init, UpdateModel, LoadModel, and Terminate. Algorithm 1 shows how the first three are used during the training of the model while the fourth one is used by agents who want to quit training.

**Algorithm 1** Runs on agent $a_i \in \mathcal{A}$

**Input:** IPFS Path, List of Bootstrapers

1: create Map<PartitionID,Address> agents_k
2: IPFS.init_deamon(String IPFS_Path)
3: IPFS.broadcast($M, L, \pi, \rho, "SGD")$
4: agents_k $\leftarrow$ IPFS.receive(timeout)
5: $k_i \leftarrow$ (agents_k.key - partitions)
6: if $k_i.size < \pi$ then
7: $k_i \leftarrow k_i + (\max(overloaded) \wedge \min(replicated))$
8: end if
9: while accuracy < Threshold do
10: $M = \text{LoadModel1}()$
11: $\Delta W = M.\text{fit}(d_i, SGD)$
12: $\text{UpdateModel1}(\Delta W)$
13: end while

**Output:** Updated local model.

$w_k$ in the last iteration, then she updates that weight factor by: $\epsilon \leftarrow \alpha \epsilon + (1 - \alpha) \frac{1}{|\mathcal{A}|}$, where $\alpha \in (0, 1)$.

**LoadModel1()** : This method combines and returns the cached global model received in by UpdateModel1() method.

**Terminate()** : Whenever an agent calls this method, IPLS looks up for other agents based on their load and responsibilities and uploads to IPFS a file containing the model partitions for which she was responsible for and broadcasts a final message assigning to the selected agents her responsibilities. Upon receiving such message, the selected agents take the responsibility and also aggregate the downloaded weights of the corresponding partition to their own local weights to form a new global sub-vector.

### 3 PERFORMANCE EVALUATION

**Set up.** We implement a functional prototype of IPLS to measure its performance. For the simulation of the connectivity between the agents we use mininet\(^1\). Each mininet node is an agent that uses IPLS in order to participate in the training of a model. Additionally, we set up a private IPFS network where every node runs as part of an IPLS agent. Agents communicate asynchronously and messages that are exchanged during a training iteration are probable to be lost or to be delivered after the start of the next training iteration.

**Dataset and model.** We use the MNIST dataset [6] that contains 60000 images that are categorised in 10 classes and trained a neural network with four layers ($785 \times 500 \times 100 \times 10$). We split MNIST into $|\mathcal{A}|$ parts, with uniformly distributed labels and assign to each agent a dataset of 60000/$|\mathcal{A}|$ samples. Practically, when considering 10 agents, each agent

\(^1\)http://mininet.org/
we confirm that if a fixed dataset is partitioned in fewer parts and given to less agents, the accuracy of the model does not drop even when half of the agents stopped ("training with memory"). We see that the accuracy drops when the network conditions deteriorate.

Scalability and storage requirements. As described in Section 2, the data sent and received by each agent is constant because on each communication round it sends and receives data of at most of the size of the model. With the replication of the partitions comes the issue of their synchronization and the aggregation of the replicated weights from each device holding the exact partition. IPLS uses the IPFS pub/sub for this aggregation. Every device holding that replication subscribes to its topic and listens for events. However the with pure pub/sub the larger the \( \rho \) the more data an agent has to receive. IPLS has lightweight storage requirements as agents only need to store the models in which they participate in their training.

Figure 2: Model training convergence.

Figure 3: Fault-tolerance.
4 RELATED WORK

Existing decentralized FL systems are mostly based on gossiping schemes. For example, the authors of [9] and [14] implement the classic decentralized ML algorithm on which agents download the model from multiple neighbouring agents. An alternative approach is proposed by Ramanan et al. [11] who use a blockchain to aggregate agents’ updates. However, their approach has several limitations related to the gas costs and the data size of each blockchain-based transaction.

Although the work of Hu et al. [8] is close to IPLS, since it also partitions the model into non-overlapping segments, it differs heavily from IPLS because it is based on gossiping, and not on a distributed memory abstraction. Moreover, IPLS differs from [9, 11, 14] because it does not download the entire model from selected peers but only partitions of that model. The disadvantage of [9, 11, 14] compared to IPLS, is that in order to gain better accuracy agents have to download the same partition from different agents. Compared to the aforementioned works, IPLS not only transmits significantly less data over the internet, but also reaches approximately the same convergence rate and accuracy as our centralized rival. Moreover given that IPLS is based on distributed shared memory, gives the API users more freedom to apply classic parallel optimization algorithms such as [12] which can heavily reduce the communication complexity.

5 CONCLUSION AND FUTURE WORK

The unavailability of a decentralized federated learning framework that can be used directly in mobile devices and especially smartphones motivated the development of IPLS. Although in an early stage, IPLS can be used to train models with the same convergence rate and the same traffic, as traditional FL frameworks.

There are multiple directions towards which IPLS can be further developed. First of all, it needs to be installed in different types of mobile devices in order to analyse extensively its energy needs and tested with as many as possible state-of-the-art models to examine its feasibility. A second improvement of IPLS is the integration of module that replaces pub/sub for simple read-only operations that require interactions between the agents. A fitting solution is the use of a smart contract that can be used as a directory service for all the model training activities that need more participants. Furthermore, a more sophisticated algorithm that allows agents to change the partitions for which they are responsible based on their bandwidth and their available resources can increase significantly the performance of IPLS because more updates will be delivered on time. Last but not least, IPLS should incorporate an incentive mechanism, similar to Filecoin [2] and Flopcoin [5], to motivate mobile users to share their resources.
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