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Abstract

Measuring the importance of nodes in a network with a centrality measure is a core task in any network application. There are many measures available and it is speculated that many encode similar information. We give an explicit non-linear relationship between two of the most popular measures of node centrality: degree and closeness. Based on a shortest-path tree approximation, we give an analytic derivation that shows the inverse of closeness is linearly dependent on the logarithm of degree. We show that our hypothesis works well for a range of networks produced from stochastic network models and for networks derived from 130 real-world data sets. We connect our results with previous results for other network distance scales such as average distance. Our results imply that measuring closeness is broadly redundant unless our relationship is used to remove the dependence on degree from closeness. The success of our relationship suggests that most networks can be approximated by shortest-path spanning trees which are all statistically similar two or more steps away from their root nodes.
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Introduction

Network science has proved to be an exceptionally useful tool, especially with the large scale data sets now available in every discipline. Many systems are driven by pairwise interactions at the microscopic level and the network formalism is ideal as it represents these bilateral relationships as edges between nodes. The real power of network analysis is that it gives us tools to look at the emergent behaviour such system even when driven by interaction’s on meso- and macro-scopic scales [1].

A good example is the key task of finding the most important nodes in the system. In network science this is done by using a centrality measure which assigns nodes a centrality value with larger values indicating greater importance. Centrality has been developed over the last seventy years [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15] and is a core part of many introductory texts on Network Science [16, 17, 18, 19] The simplest centrality measure is degree, the number of neighbours each node has, probably the first node property examined in any study. However, the degree is insensitive to the wider network structure which is the primary goal of network analysis.

In order to probe the broader network structure, many centrality measures are based on the distance between nodes defined as the length of the shortest path between nodes. For instance, our focus is on one of the oldest and most widely used centrality measures, closeness [2], the
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inverse of the average distance from a node to all others. Closeness is an important indicator in many different contexts. It has been used to investigate the role of different academic disciplines when academics choose their journals and bibliographies [12]. Closeness centrality measures the impact of an author on a field and their social capital [10]. When used to select potential leads in customer data, closeness led to a significant gain in the success rate [9]. In an air transport network, it has been shown that the closeness of a city is highly correlated with socio-economic indicators such as gross regional domestic product [13]. Closeness has been applied to biological networks [6] and closeness measures were able to identify more than 50% of the global regulators within the top 2% of the ranked genes [8]. Essential genes have been found to have higher closeness than nonessential genes in protein-interaction networks [7]. In a metabolic network the closeness of nodes can identify the most important metabolites [20]. Centrality measures such as closeness are an important tool to analyse many types of data.

However, there are a vast number of centrality indices available, as visualised nicely by Schoch [21, 22], suggesting that there is a lot of redundancy. Many different centrality measures encode similar information as seen in the strong correlations between centrality indices [23, 24, 25, 26, 27, 28, 29, 30, 18, 31, 32, 33]. In particular Pearson correlation coefficients are invariably used which are most sensitive to linear correlations between centrality measures. That is we measure $\rho_{cd} = \langle (c_u - \bar{c})(d_u - \bar{d}) \rangle / (\sigma_c \sigma_d)$ where $c_u$ and $d_u$ are two centrality measures for node $u$, the average is over all nodes with the means $(\bar{c}, \bar{d})$ and standard deviations $(\sigma_c, \sigma_d)$ found using the same ensemble average. There seems to be no clear consensus from these studies other than there are often strong relationships between centrality measures but these vary from network to network. For instance, in the introduction of Schoch et al. [30] it is suggested that “Reported results, however, are often inconsistent with regard to the similarity of centrality indices”. Of particular interest here is the conjecture made in the Introduction section of Valente et al. [27] where it is stated that “We expect that measures of degree and closeness centrality will be more highly correlated with each other than with other measures, because they are both based on direct ties.” Later, in the discussion of results by Valente et al. [27], the authors conclude that “The amount of correlation between degree, betweenness, closeness, and eigenvector indicates that these measures are distinct, yet conceptually related” and the closeness-degree pair is only the third most correlated pair of centrality indices in their study.

In this paper we will focus on the relationship between closeness centrality and degree. Our result is that closeness centrality and degree have a non-linear relationship, namely that the inverse of closeness (‘farness’ [34], a normalised version of ‘status’ [35, 5, 6]) is linearly dependent on the logarithm of the degree. This explains why linear correlation measures often link degree and closeness centrality but at the same time no general pattern has been seen before. Equally our results suggest that studies based on linear correlation measures may well miss important other features in the landscape of centrality measures.

This non-linear relationship means that measuring closeness gives the same broad information as closeness making the computationally expensive calculation of the latter redundant to a first approximation. To extract useful information from closeness the dependence on degree must first be removed and only then will closeness reveal important and distinct information on individual nodes.

Our starting point is that the shortest paths from any one node to all other nodes can be arranged as a spanning tree. We then conjecture that the branches of this tree are statistically similar, implying that the closeness of a node can only depend on the number of such branches, i.e. the degree of the node. If we also assume that the number of nodes in each branch grows exponentially, we find that the inverse of closeness is linearly dependent on the logarithm of degree centrality. The success of this non-linear relationship in a wide range of real-world networks suggests that both these conjectures are broadly true, an insight that can be exploited in a much wide range of network studies.
Results and Discussion

Theory

General Definitions

For simplicity, we will assume throughout this paper that we are analysing a simple graph $G$ with just one component. We will denote the degree of each node $v$ as $k_v$. A path in a network of length $\ell$ is a sequence of $(\ell + 1)$ distinct nodes such that each consecutive pair of nodes in the path is connected by an edge. We will define the distance between two nodes $u$ and $v$ in a network to be the length of a shortest path between two nodes, denoted here as $d_{uv}$.

The closeness $c_v$ [2, 16, 17, 18, 19] of a vertex $v$ is then defined to be the inverse of the average distance from $v$ to every other vertex in the graph, so

$$\frac{1}{c_v} = \frac{1}{N-1} \sum_{u \in V \setminus v} d_{uv}$$  \hspace{1cm} (1)

where $V$ is the set of nodes and $N = |V|$ is the number of nodes. Clearly the closer a vertex $v$ is to other vertices in the network, the larger the closeness. Thus closeness mimics the properties of points in a geometric shape where those points closest to the geometric centre will have highest closeness.

Trees [16, 17, 18, 19] are connected networks with no loops so the number of edges is always one less than the number of nodes. Here we use a spanning tree [36] which is a connected subgraph of the original graph $G$ containing all the original vertices $V$ but a subset of $(N-1)$ edges that are just sufficient to keep every node connected to all others. We are also going to work with rooted trees $T(r)$ in which we have singled out one special node, the root $r$ of the tree.

Estimate of Closeness

We start from the idea that some of the statistical properties of real-world networks may be captured by spanning trees [36]. Here we are interested in closeness which uses the lengths of shortest paths between nodes so the most useful trees for this work are the shortest-path trees, $T(r)$, that contain one shortest path from a root node $r$ to each remaining node in the network. As our networks are unweighted, the shortest-path trees always exist and are easily defined as part of a breadth-first search algorithm, see the Supplementary Note 2 on the Shortest-Path Tree Algorithm for more details. Every node can act as a root node so there is at least one shortest-path tree, $T(r)$, for every node $r$. These trees are not unique as there can be many shortest paths between a pair of nodes.

Our picture for these shortest-path trees is shown in Figure 1. We start with the observation that close to the root node the structure of these shortest-path trees will vary and in particular, the number of nearest neighbours $k_r$ of the root vertex $r$ will vary. However, as we move further away from the root node, the number of nodes $n_r(\ell)$ at some distance $\ell$ from root node $r$ grows exponentially with each step in most networks. This is the origin of the small-world effect seen in many networks, where the distance between nodes is typically much smaller than is found in similar size networks that are constrained by Euclidean geometry, such as a regular square grid of streets or a random geometric graph. Regardless of the local context of a root node, the shortest-path trees quickly access a similar set of nodes in the main bulk of the network provided there is no large scale inhomogeneity in the network. Thus we conjecture that the structure and statistical properties of these trees away from the root node are similar for all possible root nodes. The contribution to closeness of each node in the bulk is bigger as they
are further from the root and more numerous. So we expect that the largest contributions to
closeness always come from the same bulk regions where we can expect statistical similarity.

Figure 1: An illustration of the shortest-path tree approximation. Every node \( r \), here the red
star, is considered to be the root node of a shortest-path tree \( T(r) \). This has \( k_r \) nearest neighbours, as
indicated by the five solid black lines. Each of the neighbouring nodes, here the blue circles, is treated
as the root of a branch of the shortest-path tree. These branches are treated as being statistically
identical with a branching number \((1 + \bar{z})\) as indicated here through the use of the same shaded shape
rooted on each neighbouring node. The grey dashed lines represent some of the many edges in the
graph \( \mathcal{G} \) that are not included in the shortest-path tree.

The most important difference when comparing different root nodes therefore comes from
the local structure of each root node. In particular, the initial value for the exponential growth
in the number of nodes at distance \( \ell \) from the root will have a large effect. This will depend on
the local structure and the simplest effect comes from the number of immediate neighbours the
root node has, i.e. the degree of the root node \( k_r \). The simplest approximation for the growth
of these shortest-path trees is therefore \( n_r(\ell) = k_r \bar{z}^\ell \), where \( \bar{z} \) is some measure of the rate of
exponential growth of the shortest-path tree. Note that our assumption of statistical similarity
suggests that the branching factor of these trees is, on average, the same so we use a single
parameter \( \bar{z} \) to represent the exponential growth from any root node \( r \).

Our crude approximation is clearly going wrong when we look at large distances from the
root as eventually any real network will run out of vertices so \( n(\ell) = 0 \) for large \( \ell \). One can
model the end of the exponential growth in different ways but we will use the simplest. Namely,
we will define a sharp upper cutoff \( L_r \) and assume that \( n_r(\ell) = 0 \) for \( \ell > L_r \) which gives
\[
N = 1 + \sum_{\ell=1}^{L_r} k_r \bar{z}^{\ell-1} = 1 + k_r \frac{\bar{z}^{L_r} - 1}{(\bar{z} - 1)}. 
\]  
(2)

We can invert this expression to express this cutoff \( L_r \) in terms of parameters \( N \) and \( k_r \), giving
us \( L_r = L(N, k_r) \) where for large \( N \)
\[
L(N, k) \approx \frac{\ln (N(\bar{z} - 1)/k)}{\ln(\bar{z})}. 
\]  
(3)
Individual distances are integers but it is clear from the form in Eq. (3) that we need $L$ to be a real number; in some sense $L$ is an average over the actual distances from the root to the leaves (nodes with degree one) of the tree. This also tells us that the distance scale associated with a node depends on the logarithm of that node’s degree. Since the inverse closeness is a sum of distances, this distance scale $L$ controls the result and that explains why $\ln(k)$ appears in our expression for inverse closeness. As an aside, the $\ln(N)$ dependence of this distance scale $L$ in Eq. (3) reflects the small-world effect seen in most networks.

We now have that $n_r(\ell) = k_r\bar{z}^{\ell-1}$ for $\ell < L(N, k_r)$ and zero for larger $\ell$ which depends on local parameters $k_r$, the degree of each root node, and two global parameters, the total number of nodes $N$ and some measure of the growth rate of the shortest-path trees $\bar{z}$. We can now rewrite the closeness $c_r$ Eq. (1) of a vertex $r$ in terms of $n_r(\ell)$ as $\frac{1}{c_r} = (N - 1)^{-1} \sum_{\ell=1}^L \ell n_\ell$ to find that

$$
\frac{1}{c_r} = \frac{1}{(N - 1)} \sum_{\ell=1}^L \ell k_r \bar{z}^{\ell-1} = \frac{k}{(N - 1)} \left( \frac{(L_r + 1)\bar{z}^{L_r}}{\bar{z} - 1} - \frac{(\bar{z}^{L_r+1} - 1)}{(\bar{z} - 1)^2} \right)
$$

(4)

By using Eq. (2) and Eq. (3) we can eliminate $L_r$ to find that

$$
\frac{1}{c_r} = -\frac{1}{\ln(\bar{z})} \ln(k_r) + \beta.
$$

(5)

Our calculation shows the parameter $\beta$ is also independent of the root vertex $r$ chosen but it is a function of the global network parameters $N$ and $\bar{z}$ so that $\beta = \beta(\bar{z}, N)$ where

$$
\beta(\bar{z}, N) = \left( \frac{1}{(\bar{z} - 1)} + \frac{\ln(\bar{z} - 1)}{\ln(\bar{z})} \right) + \frac{1}{\ln(\bar{z})} \ln(N).
$$

(6)

Our prediction is that the inverse of closeness $c_r$ of any node $r$ should show a linear dependence on the logarithm of the degree $k_r$ of that node with a slope that is the inverse of the log of the growth parameter $\bar{z}$.

In our analysis we will not assume the parameter $\beta$ is given by Eq. (6). By adding one additional fitted parameter we lose a little predictive power since many parameters are needed to characterise a network. This leaves us with a conjecture based on the number of nodes $N$ and degree of each nodes $k_r$ which are usually known. Then in principle we have two unknown global parameter values which we find from a linear fit to our data for $c_r$ and $k_r$ giving $\bar{z}^{(\text{fit})}$ and $\beta^{(\text{fit})}$.

**Numerical Results for Theoretical Models**

We looked at the relationship between closeness and degree using simple networks produced from three different theoretical models [17, 19, 18]: the Erdős-Rényi (ER) model [37] the Barabási-Albert model with pure preferential attachment [38] and the configuration model [39] network starting from a network generated with the same Barabási-Albert model. In the first and third model, the edges are completely randomised so there are no vertex-vertex correlations. The last two models both have fat-tailed degree distributions. Our networks built from artificial models were created using standard methods in the networkx package [40].

For a single network, we get several nodes with the same degree and we use this variation to find a mean and standard error in the mean shown. The fit is done using Eq. (5) with two free parameters $\bar{z}^{(\text{fit})}$ and $\beta^{(\text{fit})}$ and the goodness of fit measures in Table 1 show this is a good fit, confirmed visually by the plots in Figure 2a. Note that a good linear fit of status ($((N - 1)/c)$ to the logarithm of degree for one example of each of the Erdős-Rényi and Barabási-Albert models was found in Fig. 1 of Wuchty & Stadler [6].
Roughly speaking we find that mean inverse closeness values for any one degree are typically within 2% of the prediction made from the best fit as we can see in Results are shown in Figure 2b. The small deviations seen in Figure 2c, especially for the Config-BA model, are for higher degree values where the data is sparse and uncertainties are large. This means no firm conclusions can be drawn from Figure 2c about the presence of higher order corrections to our form Eq. (5).

![Figure 2: Closeness and degree for artificial networks.](image)

In panel (a), each plot shows results for networks formed from one artificial model: the Erdős-Rényi (ER) model, the Barabási-Albert (BA) model, and the configuration model network starting from a Barabási-Albert model (Config-BA). The dashed lines shows the best linear fit of $1/c$ to $\ln(k)$ using Eq. (5). The same data from all nine artificial networks is shown in the scatter plot in panel (b) with data $1/\hat{c}$ against predicted value $c$ obtained from the best fit Eq. (5) and the shaded region corresponds to a 5% deviation from the theoretical prediction. Panel (c) shows the fractional error, the fitted value of closeness divided by data value. The results are for three different sized networks: $N = 1000$ (red points) $N = 2000$ (blue points) and $N = 4000$ (yellow points) where $N$ is the number of nodes. All networks have average degree 10.0 and 100 realisations were taken for each case. The values of closeness for each value of degree are binned, the mean is shown as the data point with error bars the standard error of the mean. The results show that the non-linear correlation of closeness and degree predicted in Eq. (5) works most of the time within a 2% variation. There are some hints of small but systematic at higher degree value but the data is sparse and less reliable here.

We now turn to look at the actual values obtained from these fits of data on closeness and degree from the artificial networks to Eq. (5). As Table 1 shows there is a small amount of variation in value of $\bar{z}^{(fit)}$, the fit for the shortest-path tree growth factor, with the size of the network. What is of more interest are the differences in values between these three types of artificial networks. All these networks had an average degree of about 10.0 and an infinite tree with constant degree 10 (a Bethe lattice) would have a growth factor $\bar{z} = 9$, one less than the average degree. So the best fit values for the growth factor $\bar{z}$ in the Erdős-Rényi networks are a little higher than this while the Barabási-Albert network and its randomised version are a lot
The results for 1/ln(\bar{z}(fit)) and \beta(fit) come from linear fits of inverse closeness, 1/c_v to the logarithm of degree, ln(k_v) for each vertex v, i.e. 1/c_v = (ln(\bar{z}))^{-1}ln(k_v) + \beta Eq. (5). The value of \beta derived from \bar{z}(fit) and N using Eq. (6) is also shown for comparison. The fits are very good as indicated by the column for the reduced chi-square \chi^2. The Pearson correlation measure between closeness and degree \rho(c, k) is given for comparison with earlier work.

Another possible reference value for the shortest-path tree growth factor \bar{z} is the average degree of a neighbour in a random graph with the same degree distribution which is \bar{k}_{nn} = \langle k \rangle/\langle k \rangle. This is the relevant value for diffusive processes on a random graph. For our finite Erdős-Rényi networks we have that \bar{k}_{nn} \approx \langle k \rangle so again the growth factor found to give the best fit, \bar{z}(fit), in actual Erdős-Rényi networks is still a bit higher than this estimate. For the Barabási-Albert networks and their randomised versions, the \bar{k}_{nn} is around twenty-two to twenty-five for the networks in Table 1. This value is much closer but still not in complete agreement. This suggests our shortest-path trees are sampling nodes in a different ways from diffusion but still with a bias to higher degree nodes.

Since spanning trees have many fewer edges than the original graphs, it is perhaps somewhat surprising that we find that the growth factors are comparable with any measures of the average degree in the original network. So the high values of \bar{z} are telling us that the shortest-path trees are sampling the nodes of their networks with a large bias towards high degree nodes in the parts of the tree close to the root node and that is why we need such a high growth rate \bar{z}(fit) when we fit our data for closeness. That way when we prune the edges to produce a tree we will still have high degrees in the tree close to the root node. The corollary is that the outer parts of shortest-path trees are dominated by leaves (degree one nodes) and other low degree nodes, and these also correspond to low degree nodes in the original network.

It is also clear that node correlations play an important role as these are present in the Barabási-Albert model but absent in the randomised version. The large difference in \bar{z} values for these two cases show such node correlations are important and yet, the non-linear relationship Eq. (6) still holds well in these artificial networks, with or without these correlations.

The \beta parameter in Eq. (5) is harder to interpret but Table 1 shows a comparison between the two values of \beta. The first is \beta(fit) derived from a two-parameter fit of the data to Eq. (5). The second value is \beta(\bar{z}(fit), N) the value predicted using Eq. (6) where we use the \bar{z} value obtained from the same two parameter fit and the number of nodes N. What we can see is that the values derived using Eq. (6), \beta(\bar{z}(fit), N), are consistently poorer than the values \beta(fit) derived from a two-parameter fit. It highlights that the details of our theoretical form, such

| Network type | N  | 1/ ln(\bar{z}(fit)) | \beta(fit) | \bar{z}(fit) | \beta(\bar{z}(fit), N) | \rho(c, k) | \chi^2 |
|--------------|----|----------------------|-------------|-------------|----------------------|-----------|------|
| ER           | 1000 | 0.46 ± 0.01 | 4.29 ± 0.01 | 8.87 ± 0.20 | 4.23 ± 0.03 | 0.94 | 1.02 |
|              | 2000 | 0.42 ± 0.01 | 4.52 ± 0.01 | 10.64 ± 0.18 | 4.28 ± 0.03 | 0.93 | 1.02 |
|              | 4000 | 0.43 ± 0.01 | 4.82 ± 0.01 | 9.99 ± 0.12 | 4.67 ± 0.02 | 0.93 | 1.03 |
| BA           | 1000 | 0.30 ± 0.01 | 3.59 ± 0.02 | 28.03 ± 3.11 | 3.09 ± 0.13 | 0.75 | 1.16 |
|              | 2000 | 0.32 ± 0.01 | 3.86 ± 0.01 | 22.76 ± 2.22 | 3.46 ± 0.07 | 0.70 | 1.29 |
|              | 4000 | 0.31 ± 0.01 | 4.03 ± 0.01 | 25.17 ± 2.61 | 3.60 ± 0.08 | 0.65 | 1.16 |
| Config-BA    | 1000 | 0.35 ± 0.01 | 3.76 ± 0.02 | 17.41 ± 1.42 | 3.46 ± 0.14 | 0.75 | 1.19 |
|              | 2000 | 0.36 ± 0.01 | 4.01 ± 0.02 | 16.08 ± 1.24 | 3.78 ± 0.15 | 0.70 | 1.28 |
|              | 4000 | 0.35 ± 0.01 | 4.19 ± 0.01 | 17.41 ± 1.41 | 3.94 ± 0.08 | 0.66 | 1.19 |

Table 1: Results for artificial networks. Table of results for one example of a simple graph with average degree 10.0 produced using one of three artificial models with the same average degree \langle k \rangle = 10.0 but with a different number of nodes, N. Each ‘ER’ network is a standard Erdős-Rényi network, a ‘BA’ network is produced using pure preferential attachment in the Barabási-Albert model, and the ‘Config-BA’ network is a configuration model version of a Barabási-Albert model network. The parameter \beta in Eq. (5) is harder to interpret but Table 1 shows a comparison between the two values of \beta. The first is \beta(fit) derived from a two-parameter fit of the data to Eq. (5). The second value is \beta(\bar{z}(fit), N) the value predicted using Eq. (6) where we use the \bar{z} value obtained from the same two parameter fit and the number of nodes N. What we can see is that the values derived using Eq. (6), \beta(\bar{z}(fit), N), are consistently poorer than the values \beta(fit) derived from a two-parameter fit. It highlights that the details of our theoretical form, such
as the precise formula for \( \beta \), here Eq. (6), can be improved. However, our simple calculation has captured the important features of the problem so that the form Eq. (5) does work in these theoretical models provided we treat both \( \bar{z} \) and \( \beta \) in Eq. (5) as free parameters to be determined.

**Numerical Results for Real Data**

For networks representing real-world data, we used data which is open access and easily obtained [41, 42, 43, 44]. We aimed for a wide range of networks both in terms of size and in terms of the type of interaction encoded in these real-world networks.

The first set of eighteen data sets we refer to as the Konect-SNAP networks. These were derived from real-world data and were chosen to reflect five broad categories of network: social networks (social-…), communication networks (commun-…), citation networks (citation-…), co-author networks (coauth-…), and hyperlink networks (hyperlink-…). A more detailed description of these Konect-SNAP networks is given in Supplementary Note 3 on data sets.

Summary statistics are given in Table 2. The reduced chi-square \( \chi^2 \) measure is between 1.05 and 1.61 for ten, more than half, of our examples and another four networks have values between 2.09 and 2.86. Given the wide range of both size and nature of these networks and the simplicity of our theoretical derivation, this level of agreement may not have been expected. We also give the Pearson correlation measure between closeness and degree, \( \rho(c,k) \), and this is generally high as has been noted before [23, 24, 25, 26, 27, 28, 29, 30, 31, 32]. The success of our non-linear relationship between closeness and degree is not incompatible with high \( \rho(c,k) \) values.

| Network                | N  | \(1/\ln(\bar{z}^{(fit)})\) | \(\beta^{(fit)}\) | \(\bar{z}^{(fit)}\) | \(\beta(\bar{z}^{(fit)}, N)\) | \(\rho(c,k)\) | \(\chi^2\) |
|------------------------|----|---------------------------|-----------------|-----------------|--------------------------|--------------|---------|
| social-karate-club     | 34 | 0.460 ± 0.066             | 2.997 ± 0.095   | 8.81 ± 2.76     | 2.69 ± 0.25             | 0.77         | 1.23    |
| social-jazz            | 198| 0.367 ± 0.015             | 3.349 ± 0.048   | 15.28 ± 1.72    | 2.98 ± 0.08             | 0.86         | 13.15   |
| social-hamster         | 1788| 0.353 ± 0.009             | 4.129 ± 0.020   | 17.05 ± 1.22    | 3.68 ± 0.07             | 0.68         | 1.20    |
| social-oz              | 217 | 0.403 ± 0.010             | 3.492 ± 0.038   | 11.96 ± 1.02    | 3.22 ± 0.08             | 0.89         | 2.99    |
| social-highschool      | 70  | 0.561 ± 0.039             | 3.734 ± 0.079   | 5.95 ± 0.74     | 3.48 ± 0.17             | 0.87         | 1.25    |
| social-health          | 2539| 0.537 ± 0.008             | 5.605 ± 0.016   | 6.43 ± 0.17     | 5.31 ± 0.06             | 0.75         | 1.07    |
| commun-email           | 1133| 0.394 ± 0.007             | 4.309 ± 0.014   | 12.64 ± 0.54    | 3.83 ± 0.05             | 0.84         | 1.06    |
| commun-UC-message      | 1893| 0.264 ± 0.003             | 3.526 ± 0.008   | 43.92 ± 2.16    | 3.01 ± 0.03             | 0.72         | 2.28    |
| commun-EU(core)-email  | 986 | 0.259 ± 0.004             | 3.324 ± 0.012   | 47.63 ± 2.67    | 2.80 ± 0.03             | 0.84         | 2.48    |
| commun-DNC-email       | 1833| 0.222 ± 0.010             | 3.499 ± 0.012   | 91.16 ± 18.84   | 2.67 ± 0.08             | 0.41         | 1.38    |
| commun-DIGG-reply      | 29652| 0.358 ± 0.002             | 5.078 ± 0.003   | 13.12 ± 14.18   | 5.05 ± 0.02             | 0.61         | 1.62    |
| citation-DBLP          | 12494| 0.361 ± 0.003            | 4.856 ± 0.004   | 15.98 ± 0.35    | 4.45 ± 0.03             | 0.54         | 1.17    |
| citation-Cora          | 23166| 0.503 ± 0.004            | 6.639 ± 0.008   | 7.31 ± 0.13     | 6.14 ± 0.04             | 0.48         | 1.10    |
| coauthor-astro-ph      | 14845| 0.441 ± 0.004            | 5.735 ± 0.010   | 9.67 ± 0.21     | 5.30 ± 0.04             | 0.61         | 1.07    |
| coauthor-netsci        | 379  | 0.382 ± 0.080            | 6.553 ± 0.119   | 13.74 ± 7.51    | 3.31 ± 0.48             | 0.35         | 1.27    |
| coauthor-pajek         | 6927| 0.259 ± 0.002            | 3.894 ± 0.002   | 47.45 ± 1.33    | 3.30 ± 0.02             | 0.64         | 12.56   |
| hyperlink-polblog      | 1222| 0.240 ± 0.004            | 3.316 ± 0.011   | 64.84 ± 4.44    | 2.72 ± 0.03             | 0.72         | 2.15    |
| hyperlink-blogs        | 1222| 0.239 ± 0.004            | 3.316 ± 0.011   | 65.07 ± 4.48    | 2.71 ± 0.03             | 0.72         | 2.18    |

Table 2: Results for the largest components the Konect-SNAP networks. These networks are derived from a variety of derived from real-world data, see the description of Konect-SNAP networks in Supplementary Note 3 on data sets for more details. The results for \(1/\ln(\bar{z}^{(fit)})\) and \(\beta^{(fit)}\) come from linear fits of inverse closeness, \(1/c_v\) to the logarithm of degree, \(\ln(k_v)\) for each vertex \(v\), i.e. \(1/c_v = (\ln(\bar{z}))/\ln(k_v) + \beta \text{ Eq. (5)}.\) The value of \(\beta\) derived from \(\bar{z}^{(fit)}\) and \(N\) using Eq. (6) is also shown as \(\beta(\bar{z}^{(fit)}, N)\) for comparison. The fits are very good as reduced chi-square \(\chi^2\) values show. The Pearson correlation measure between closeness and degree \(\rho(c,k)\) is given for comparison with earlier work.

The data for each network is shown in more detail in Figure 3. Again, we can see that
within the error bars the average closeness at each degree generally follows the form we predict within 5% when the best fit parameters are used. Further, the uncertainties estimated for these data points suggest that the vast majority of average closeness values are statistically consistent with the predicted value for that degree, something already captured by the reduced chi-square values in Table 2.

Finally we looked at our relationship between degree and closeness in 112 networks taken from the Netzschleuder archive of 276 network data sets [44]. Our only selection criterion was that we could automatically download a network and that it could be analysed successfully by our standard code without further work. This excluded several examples in this archive such as those with multiple networks (e.g. `amazon_copurchases`), or some which were too large for our code (e.g. `academia_edu`). Supplementary Note 3 contains further information on these Netzschleuder networks. As a result, our sample contains many for which we would not expect much success: some are very small, some are very dense, some have add additional known structure e.g. a bipartite network. At the same time there are many for which we would expect to be successful, typically anything sparse and large. We represented each as a simple graph and analysed the largest connected component which had up to 40,000 nodes and an average degree of less than 300.

The results are shown in Figure 4 with additional information and a table of results on the Netzschleuder networks provided in Supplementary Note 4. We found 50 networks had an excellent fit with a reduced chi-square $\chi^2_r$ close to 1.0 and always less than 2.0. Another 13 networks gave a reasonable fit $2.0 \leq \chi^2_r < 3.0$ and 9 networks had $3.0 \leq \chi^2_r < 4.0$. For the remaining networks, our code did not find a $\chi^2$ for 13 of these as there was at most one node for each degree value and our code could not estimate the uncertainty in the measurement of closeness. Overall, of the 99 networks where we had a $\chi^2$ result, our degree-closeness relationship was very successful ($\chi^2_r < 2.0$) in these arbitrary networks 50% of the time.

However, from Figure 4 we can see that the density of a network, the number of edges divided by the number of node pairs, has an impact on the success rate. Our sample has included several very dense networks where there was a lot of additional information on the edges so the existence of an edge was much less important. Indeed from Table 3 we see that for Netzschleuder networks with densities below 0.04 we have around 70% fitting with a reduced chi-square of less than 2.0, rising to roughly 80% for $\chi^2_r < 3.0$.

| Upper Density | Number Networks | % Networks $\chi^2_r < 2.0$ | % Networks $\chi^2_r < 3.0$ |
|---------------|-----------------|-----------------------------|-----------------------------|
| 0.01          | 32              | 66%                         | 84%                         |
| 0.02          | 44              | 70%                         | 84%                         |
| 0.03          | 48              | 69%                         | 81%                         |
| 0.04          | 55              | 67%                         | 80%                         |

Table 3: The success rate for sparse Netzschleuder networks. These results are for sparse networks taken from the 112 Netzschleuder networks analysed in this paper. Each row gives the statistics for all networks whose largest connected component has a density less than or equal to the density given. The percentage of these networks whose reduced chi-square is less than two or less than three is given in the last two columns.

Using Closeness

Our numerical results confirm our analytical work that the inverse of closeness depends linearly on the logarithm of degree Eq. (5) for most networks. This is a correlation, true on average
Figure 3: Closeness and degree for Konect-SNAP networks. Results for the largest components of eighteen Konect-SNAP networks derived from real-world data, see Table 2 for the statistics of each dataset. The yellow shaded region corresponds to 5% deviation and grey region corresponds to a 10% deviation. Plots in column (a) show the inverse of the predicted result $1/\hat{c}$ from the best fit against the inverse of the mean measured value $1/c = 1/\langle c \rangle_k$ averaged over nodes with the same degree $k$. Both axes are essentially $\ln(k)$. Column (b) shows the ratio of best fit value $\hat{c}$ over measured value $c$ as a function of degree $k$ rescaled by the largest degree in each network $k_{\text{max}}$. If the prediction matched data perfectly, points will lie on the dashed lines. The error bars represent from standard error of mean of the inverse closeness. For majority of points, we can see our prediction Eq. (5) captures the relation between closeness and degree, usually with within a 5% margin.
but not an exact result for every node. It has long been known that nodes with larger degrees tend to have smaller closeness which leads to significant correlation measures [23, 24, 25, 26, 27, 28, 29, 30, 18, 31, 32, 33] but this is often discussed in terms of the Pearson correlation coefficient which is most sensitive to linear correlations. A non-linear relationship between degree and closeness is not discussed in previous studies and our relationship puts this intuitive understanding of a degree-closeness relationship on a firm footing.

Our work suggests that in the majority of networks, to a first approximation, closeness of individual nodes captures little more information on average than is contained in the degree. There is no point spending time calculating closeness if you only want a rough measure of centrality, you may as well just use degree. However, closeness measurements can give useful information on a network if used correctly.

First, closeness and degree measurements yield our fitted parameters, $\beta^{(\text{fit})}$ and $\bar{z}^{(\text{fit})}$. These characterise each network and can be used to compare different types of networks and even networks of different sizes. In particular, $\bar{z}^{(\text{fit})}$ characterises the exponential growth that is a feature of most complex networks and which is behind many well-known phenomena as we shall note later in this discussion.

There are a number of ways to determine $\bar{z}$ and $\beta$ from our relation Eq. (5). We have found the most effective approach is the simpler method where we determined $\bar{z}$ and $\beta$ from a linear fit of our data to Eq. (5). There are alternatives but these throw light on various possible approximations rather than being of practical use, see the sections on determining $\bar{z}$ and $\beta$ in Supplementary Note 1 and results for higher-order polynomial fits in Supplementary Note 4.

For networks where degree and closeness are linked by our relationship Eq. (5), our work shows that useful information from closeness centrality for individual nodes can only come by comparing values for individual nodes against the expected value derived using our relationship.
Eq. (5) using the logarithm of degree. The only useful information in closeness values is the deviation from their expected value. In these situations, we could start by examining the degree centrality of every node. This would be the primary measure of centrality. We then fit our closeness values using Eq. (5) to produce an expected value of closeness $c_v^{(fit)}$ for each node. Finally, we use this fit to find nodes which are noticeably more (or less) central than expected. One way to do this is to look at the normalised closeness

$$c_v^{(norm)} = \frac{c_v}{c_v^{(fit)}}.$$  

Our normalised closeness measure $c_v^{(norm)}$ will highlight the outliers which would then be of most interest. See Supplementary Note 4 to see some examples of the fluctuations in closeness values around our predicted value.

One could also compare closeness to degree by running the configuration model, which keeps node degree constant, and measuring the closeness of each node in such a null-model network. However our method, requiring a simple linear fit to data already acquired, will be much faster than running the configuration model.

**General Network Insights**

The success of our conjecture also suggests that most networks satisfy two key assumptions built into our derivation.

First we assumed that the number of nodes a distance $\ell$ from any node grows exponentially. Such exponential growth is common in networks as it is the mechanism behind the concepts of the “six degrees of separation” and the “small world” effect [45] often reported in networks. More formally, this is linked to length scales in networks models with $N$ vertices which grow as $O(\ln(N))$. This is to be contrasted with a network controlled by the geometry of a $d$-dimensional Euclidean space (such as Random Geometric Graphs) where the number of nodes at distance $\ell$ from a node grows as a power law $\ell^{d-1}$ and length scales in such networks grow as $O(N^{1/d})$. We will consider the length scales in more detail in the Network Length Scales subsection below.

This non-Euclidean behaviour of most networks highlights one situation where closeness is a useful centrality measure independent of and uncorrelated with degree, so a situation where our relationship Eq. (5) will fail. That is for graphs embedded in Euclidean space. This is somewhat ironic as this type of planar network, such as a network representing the connections between intersections of streets in a city, is the prototypical example used to motivate the idea that the network measure closeness is related to our intuition about the concept of centrality in a network. Indeed, Bavelas [2] only used planar graph examples to develop closeness so a link between closeness and degree in most networks was never an issue in the original motivation for the closeness measure.

The second assumption that our work supports is that the branches of the shortest-path trees are statistically similar as illustrated in Figure 1. The success of our analysis suggests this assumption works well whenever we are looking at measurements that depend on the bulk of the network. This simple approximation may therefore help analyse other network measurements, and we consider some of these in the Network Length Scales subsection below.

**Closeness and Real-World Networks**

Given the simple assumptions and approximations used in deriving our relationship Eq. (5), it is perhaps surprising to find that this closeness-degree relation works well for so many networks based on real world data. So how often is our relationship a success? Also, can we understand when our closeness-degree relationship may succeed and when it is likely to fail?
For the first set of eighteen Konect-SNAP networks shown in Figure 3 and Table 2, we had eleven (61%) with a reduced chi-square of less than 2.0 and all but two (89%) have a reduced chi-square with less than 3.0. The success rate for the 112 Netzschleuder networks, as measured by reduced chi-square, is lower. Of the ninety-nine Netzschleuder networks where we had a reduced chi-square measurement, fifty (51%) had a reduced chi-square of less than 2.0 while sixty-three (64%) had a a reduced chi-square of below 3.0. The lower success rate for the Netzschleuder networks can be understood as we are sampling without bias a varied collection of network data sets and, in many cases, we have information on the networks which suggests we might never have expected success.

The simplest issue is network density, the fraction of possible edges that are actually present in a network. If the density is very high, the distances between nodes will be low, perhaps just one or two. This leads to very small variations in the distances encoded in the closeness of each node making it harder to distinguish meaningful patterns in closeness measurements so our relationship is more likely to struggle with high density networks. This trend is clear in Figure 4. Of the two Konect-SNAP networks with poor chi-square, one, the social-jazz network, has a high density of 0.13. Conversely, we find that the success rate is much higher in our Netzschleuder networks for networks with density below 0.04: roughly two-thirds of these low density networks fit our degree-closeness relationship well with $\chi^2_r < 2.0$ and this rises to 80% if we accept anything with $\chi^2_r < 3.0$, see Table 3.

More generally, a failure of our relationship is a powerful tool to highlight where there is additional structure in the network. Our theoretical analysis assumes a generic network where every node sees the same exponential growth in the number of nodes at distance $\ell$ away as discussed in the General Network Insights subsection. If this generic structure is not present, we have no reason to expect our relationship to work well.

To see this structural issue, consider some of the notable exceptions to our low density criterion. Looking at Figure 4, the low density networks with $N$ between 700 and 2000 and $\langle k \rangle$ between 2.0 and 3.5, you can see two good networks with good fits (triangles) and three with poor fits (two circles and a square). One circle comes from the crime network with $N = 1263$, $\langle k \rangle = 2.2$ for which we find a reduced chi-square of $\chi^2_r = 3.8$. The description of the crime network mentions that the data was obtained using “snowball sampling from five initial homicides” so we are looking at a biassed sample of a much larger network. We suspect this sampling produces a different structure from a typical complex network leading to a failure of our relationship in this case. The other circle is the plant_pol_kato network with $N = 768$, $\langle k \rangle = 3.1$ and $\chi^2_r = 34.1$ which is a “bipartite network of plants and pollinators” from a forest. Our analysis does not allow for a bipartite structure and in this case the difference between the two types of nodes is large with 91 plant species nodes but 715 nodes representing species of insects. The square represents the unicodelang network with $N = 858$, $\langle k \rangle = 2.9$ and $\chi^2_r = 2.4$. This is still a good fit but it is also a “bipartite network of languages and the countries” so again, a better result might be achieved if we adapted our approach for two-mode networks.

In some cases, the meta-data we have for a network may already tell us about large-scale structure, such as a bipartite network, that will invalidate our relationship Eq. (5). In simple cases, it may be possible to adjust our derivation to find a more appropriate relation that matches the known structure. For instance, for bipartite networks we could represent our shortest-path trees using two growth rate parameters, $\bar{z}_a$ and $\bar{z}_b$, for odd and even distances from the root node.

In other cases failure may indicate the presence of structure that is not already known. For example, the network may have strong inhomogeneities such as high degree nodes clustering together in a dense core. That would invalidate our assumption that all the branches of the shortest-path trees look statistically similar. We can see this type of problem in discussions of the average path length in random graph models [46, 47]. There it was noted that the typical
ln(N) dependence of length scales in complex networks is not seen when these models have a degree distribution of the form p(k) \sim k^{-\gamma} with 2 < \gamma < 3. In these cases this failure is linked to the network taking on a rather different structure, perhaps an “octopus” [46], a star-like structure with one dense core connected to many legs. This type of network invalidates our assumptions and we would not expect to see our closeness-degree relationship.

Network Length Scales

We can compare our analytical approach to that of other theoretical work on length scales in networks. The vast majority of the analytical results on distance in networks is for well defined simple theoretical models, typically the Erdös-Rényi graph [46, 48, 49, 17], the Barabási-Albert model [50, 51], or scale-free random graphs [52] (our BA-Configuration model). The focus in the literature tends to be on characteristic length scales for a graph, such as the average path length \langle \ell \rangle or the diameter, and not on length scales associated with each vertex, such as closeness that we consider.

What is distinctive about our approach is that we focus on generic network properties that appear to hold in many networks. So our approach can be used on a much wider range of networks and in particular work for real-world networks not just for one simple model. The downside is that we do not have the mathematical rigour of those working with simple models. So, let us consider how our approach can be related to other length scale calculations in the literature.

We have already noted that the concepts of the “six degrees of separation” and the “small world” effect [45] are linked to a network models where the length scale grows as O(ln(N)), much slower that for O(N^{1/d}) behaviour expected for networks embedded in d-dimensional Euclidean space. One common way to study this more precisely is to consider the average distance between nodes \langle \ell \rangle, where each node pair contributes equally to the average. This is what we obtain if we take half the average of the inverse closeness Eq. (1) over all vertices, \langle \ell \rangle = (2N)^{-1} \sum_r (c_r)^{-1}. From our results for closeness, we can see that the N dependence in \langle \ell \rangle comes from the ln(N) term in the expression for \beta of Eq. (6), see the section on average shortest path length in Supplementary Note 1 for more details. So our result is consistent with the behaviour found more rigorously for the average path length in random graph models [46, 47]. The success of our method in terms of this average path length result shows that small world behaviour can be linked to the simple network features built into our method, those discussed in the General Network Insights subsection.

Our theoretical cutoff L(N, k) of Eq. (3) gives another length scale for each node and again this has the same small world ln(N) behaviour. One might conjecture that this cutoff length scale L(N, k) could be linked to the eccentricity length scale. The eccentricity [16, 6] e_r of a node r is the largest distance from r to any other node, e_r = max\{d_{rv} | v \in V\}. In that case we are making a new conjecture that eccentricity should also be linearly dependent of ln(k) with a gradient of -1/ln(\bar{z}(\text{fit})) to match our theoretical cutoff L(N, k). As seen in Fig. 1 of Wuchty & Stadler [6] and confirmed in our own analysis, eccentricity does depend linearly on ln(k) but the gradient does not seem to match the prediction from our theoretical cutoff L(N, k). Roughly speaking our cutoff L(N, k) represents a typical average large scale, not an extremal value of a distribution, so we should never expect a close link with eccentricity. For more details see the section on eccentricity and L(N, k) in Supplementary Note 1.

As the largest eccentricity is the diameter of a graph, we can see the O(ln(N)) behaviour of our L(N, k) expression as matching this behaviour seen analytically in the diameter in simple models. However, just as for eccentricity and L(N, k), we don’t expect to be able to get a precise handle on diameter in our approach.

We also see strong similarities between our approach and that used in several papers [52, 48]
where the network is reduced to a set of rings of nodes, each ring containing all the nodes at the same distance $\ell$ from a root node. For instance, the mean first-passage time of random walkers on a network to a given vertex $v$ is just the inverse of closeness where now closeness is defined in terms of a new distance function $d_{uv}$ in Eq. (1), where $d_{uv}$ is the average first-passage time for a random walker to move from vertex $u$ to vertex $v$ (this is also known as Markov centrality [53] or Random walk closeness centrality). Mean first-passage time has been observed to be proportional to degree [48] and applying our simple approximations to the “ring” method of Baronchelli & Loreto [48] quickly reveals this feature, see the section on the ring calculations of first passage times in Supplementary Note 1 for more details.

Overall, our approach can give insights in the the behaviour of many network lengths scales, sometimes only very roughly, sometimes with more precision. It can never match the precision of the analytic calculations done for the simplest models but our approach can be used in a much broader range of networks.

Improvements

We have already noted one simple improvement when working with bipartite networks. That is to use two growth rate parameters, $\bar{z}_a$ and $\bar{z}_b$ for odd and even distances from the root node in the shortest-path tree of bipartite networks.

Other extensions are suggested by probing our numerical results in more detail. For our smaller set of eighteen Konect-SNAP networks, beyond the two poorly fitting cases, our relationship Eq. (5) is very successful for most individual nodes within a $\pm 5\%$ margin, a success which may not be expected given the simple analytical derivation. However we can see some clear if small trends in the deviations in Figure 3. We suggest these trends highlight the limitations of our analytical approach but it is possible to improve our theoretical methods.

At the simplest level, we could replace the sharp cutoff used for $n_{\ell}(r)$ where $n_{\ell}(r) = 0$ for $\ell > L$. There are examples of these distributions for some simple models in Baronchelli & Loreto [48]. A better cutoff may well lead to better predictions for $\beta$ allowing one to fit a function with one independent parameter rather than two that we used by keeping $\beta$ as a fitted parameter. However, while fitting one rather than two parameters may be theoretically satisfying, it does not seem much of a gain for analysis of real-world networks.

Another option might be to calculate a different network parameter, namely the second degree $k_r^{(2)} = n_{\ell=2}(r)$ [54] for each node $r$. By finding the number of nodes two steps away from every node, we can make a better approximation for $n_{\ell}(r)$, that is $n_0(r) = 1$, $n_1(r) = k_r$, and $n_{\ell}(r) = k_r^{(2)} \bar{z}^{\ell-2}$ for $2 \leq \ell \leq L_r$ and $n_{\ell}(r) = 0$ for $\ell > L_r$. This approach cannot be worse than the method used here as the latter is included as a special case where the second degree $k_r^{(2)} = \bar{z} k_r$ for all nodes $r$. To leading order we get the same type of result, namely that $1/c_r = (\bar{z})^{-1} \ln(k_r^{(2)}) + \beta$ since the degree $k_r$ now only contributes a small number of terms to closeness. So in this approach using second degree we need to measure a different set of $N$ parameters, the second degree of each node. Finding second degree is slower numerically than degree but both scale in the same way with increasing network size. The success of our simpler method here points to the idea that second degree and degree may often be correlated so it is likely that using second degree may only enhance results in a few cases.

More serious changes will be needed to the calculation if other effects neglected here, such as community structure or degree assortativity, are to be included.

Distance and Logarithm of Degree

The logarithm of degree $\ln(k)$ has been found to play an important role in network analysis before. A large fraction of papers on networks will show degree distributions where the horizon-
tal axis is the dependent variable $\ln(k)$ and not simply the degree $k$. A more specific example comes from Zhou et al. [55] where the ratio of the degrees of nodes at the two ends of each edge (largest value in the numerator) is used to assign a ‘distance’ $\eta(u, v)$ to each edge $(u, v)$. This is equivalent to defining $\lambda(u, v) = \ln(\eta(u, v)) = |\ln(k_u) - \ln(k_v)|$. In fact one can quickly see that while both $\eta$ and $\lambda$ are semi-distances on the set of edges in the formal mathematical sense, only $\lambda$ is also a semi-metric and so $\lambda$ is in some sense the more natural ‘distance’ measure in a qualitative sense. Our work suggests that an alternative view is to replace the logarithm of degree by the inverse of closeness. Since $(c_u)^{-1}$ is the actual average of the shortest-path distances from $u$ to all other nodes, we can immediately see it is natural to work with inverse closeness when considering distances. For instance Zhou et al. [55] we could look at a different edge measure $\tilde{\lambda}(u, v) = |(c_u)^{-1} - (c_v)^{-1}|$. While the inverse closeness is a more natural distance, the degree is much easier to calculate in practice. Our work allows researchers to move between these two pictures.

Closeness and Gromov Centrality

It has been noted [56] that the inverse of closeness is related to another centrality measure based on the average of the Gromov product. This centrality measure captures the extent to which the triangle inequality is not saturated between three nodes in a network, and so this is deeply connected to the geometry of a network. Our result leads to a natural prediction for this Gromov Centrality $G_r^D$ of node $r$ defined on the scale of the network’s diameter $D$ [56]. This Gromov Centrality is defined on other network length scales, $G_r^\ell$, and Babul et al. [56] suggest there are useful generalisation of closeness. Our approximations will prove just as effective for such generalisations of closeness.

Conclusions

We have derived a non-linear relationship between degree and closeness Eq. (5), two of the most important centrality measures in Network Science. This was achieved by assuming that every node can be seen as the root of a shortest-path spanning tree where for all nodes these trees are statistically similar two or more steps away from the root. We have shown that this degree-closeness relationship works on a large number of artificial and real-world networks, particularly low density networks where there is no special macroscopic structure.

Our results mean that measuring closeness is of little use unless our relationship is used to remove the dependence on degree from closeness. Further, most networks can be seen as shortest-path spanning trees which are statistically similar two or more steps away from their root nodes. Equally, if our relationship fails, it is an indication that our basic assumptions about network structure are wrong and so there are strong inhomogeneities and macroscopic structure in the data.
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Appendices

A Calculations

In this Supplementary Note, we will give greater detail on the calculations referred to in the main text. As we have used the Zachary karate club network [58] as an example to illustrate some key principles, e.g. in Figure A.3, we start by illustrating the correlation between degree and closeness in this network in Figure A.1.

Figure A.1: The Zachary karate club network [58]. The nodes are coloured so that the smaller the closeness, the darker the colour while the size of the node is proportional to the degree. Node labels correspond to those used in [58]. The largest nodes tend to be darkest, the smallest nodes lightest indicating that there is significant correlation between degree and closeness. The node shape indicates the two communities found by Zachary [58] using the Ford-Fulkerson binary community algorithm.

A.1 Estimate of Closeness

In this section we will look at our calculation of closeness in more detail. This enables us to highlight in more detail the approximations and assumptions made, and to show the type of terms we are neglecting in our expansions.

We will work with simple graphs with one component, so every vertex is connected by a path to every other vertex. We will analyse this in terms of trees (for example see section 4.2.10 of Wasserman & Faust [16], section 6.7 of Newman [17] or section 1.4 of Latora et al.
subgraphs with no closed loops and one component so the number of edges in a tree is one less than the number of vertices in the tree. Our trees \( T(r) \) are ROOTED TREES in that they are defined by starting at a special node, the root node \( r \) for that tree. An example is shown in Figure A.2.

Figure A.2: An example of a rooted tree \( T(r) \) defined in terms of a root node \( r \), the blue star at the centre. All nodes at the same network distance from the root node, are placed at the same distance from the root node in this visualisation, as indicated by the green dashed circles. The red triangle, node \( v \), is the root of a BRANCH \( T(v,r) \), a smaller tree containing all the nodes \( u \) which lie on a path from the root through \( v \) (which is also a shortest path from \( r \) to \( u \) in the full graph \( G \)). These nodes \( u \) in the branch are therefore further from the root than \( v \), \( d_{ur} \geq d_{vr} \). The branch \( T(v,r) \) illustrated here includes \( v \) (red triangle), the nodes indicated with purple squares and the edges between these nodes. The degree of a node is the number of neighbours so here node \( v \) has degree 4.

We are interested in the closeness \( c_r \) of a vertex \( r \) which is defined to be

\[
\frac{1}{c_r} = \frac{1}{(N-1)} \sum_{v \in V \setminus r} d_{vr}
\]  

(A.1)

where \( d_{ur} \) is the length of the shortest path between any pair of vertices \( u \) and \( v \) and the sum is over all vertices except \( r \). To study the closeness \( c_r \) of a vertex \( r \) we defined the SHORTEST-PATH TREES which are rooted on node \( r \). These trees contain one shortest path from a root node \( r \) to every other node in the full network \( G \). At least one shortest-path tree exists for every root node \( r \) and these trees can be defined using a breadth-first search algorithm. The shortest-path trees are not unique, one root node can have several different shortest-path trees, but any one of these trees will be sufficient for our purposes. The key property of these trees is that the distance from every node in the tree to the root node is the same in both the shortest-path tree \( T(r) \) and in the full graph \( G \). We give more details on how such trees may be found and a proof of the properties we have stated in Appendix B. We show an example of a shortest-path tree in Figure A.3.

The picture we have is as follows. Suppose we start at node \( r \) of degree \( k_r \) and we look a few steps always from the root at all the nodes \( \{v_\ell\} \) which are distance \( \ell \) from the root node. Each of these nodes \( v_\ell \) will be the root of a branch\(^2 \) \( T(v_\ell, r) \) of our tree \( T(r) \).

\(^1\)Care is needed as at least one high impact paper [59] defines closeness to be the sum of distances to all other nodes, \( \sum_v d_{vr} = (N-1)/c_r \), something known elsewhere as “status” [35, 5, 6] and which when normalised is proportional to what we call the “farness” \( f_r = 1/c_r \) of vertex \( r \). The definition of closeness in [59] is the inverse of the expression used here Eq. (A.1) and in all other papers we have found. The paper [59] derives it’s definition from two other high impact papers: [3] (eq.2, pp.583) and [4] (pp.225). These last two papers also use what we call farness but those authors call their measure “point centrality” so avoiding confusion.

\(^2\)This branch \( T(v_\ell, r) \) containing all the nodes \( u \) which are further from the root \( v_\ell \) (i.e. \( d_{ur} \geq \ell \)) and these nodes \( u \) lie on a path from the root node \( r \) passing through \( v_\ell \) (so the branch \( T(v_\ell, r) \) includes \( v_\ell \) itself) which is also a shortest path from \( r \) to \( u \) in the both the full graph \( g \) and in the tree \( T(r) \). The edges in the branch \( T(v_\ell, r) \) are all the edges from the full tree \( T(r) \) which run between nodes in the branch. So all nodes in the
One key assumption we make is that all these branches have similar statistical properties because the vast majority of such branches are in the ‘bulk’ of the network. To start with, we will assume that in terms of our measurements $T(v_t, r) \equiv T(v'_t, r)$ for any two nodes $v_t$ and $v'_t$ distance $\ell$ from our root. For the same reason, in most graphs we might expect these subgraphs to be similar whatever the root node was\(^3\) so $T(v_t, r) \equiv T_r$.

In particular, we can look at the number of nodes at distance $\ell$ from the root $r$ which we denote as $n(\ell; r)$ ask how this grows with distance $\ell$. If the average number of child nodes (neighbours which are one step further out) is $\bar{z}(v_t, r)$, then our assumption that branches are similar statistically means we are assuming that this $\bar{z}$ only depends on the distance from the root node so $\bar{z}(v_t, r) = \bar{z}_\ell$. Hence, we estimate that the number of nodes $\ell$ steps away from our root vertex $r$ as

$$n(\ell) \approx \bar{z}_\ell n_{\ell-1}(r), \quad n(\ell) \approx \prod_{\ell' = 1}^{\ell} \bar{z}_{\ell'}, \quad \text{for} \quad \ell \geq 1, \quad n_0(r) = 1. \quad (A.2)$$

It is immediately possible to improve on this approximation. For a start, we usually know, or can easily find, the degree $k_v$ of each node $v$ so we will assume that we know the values $n_0(r) = 1$, the $N$ local values $n_1(r) = k_v$, and then global (independent of root vertex $r$ chosen) parameters $\bar{z}_\ell$ for $\bar{z} \geq 2$. However, our goal is to find a simple statistical relationship between closeness and degree, so we will make a further approximation. If the graph looks the statistically similar once we are looking at nodes in the bulk, then assuming that $\bar{z}_\ell \approx \bar{z}$ independent of $\ell$ for $\bar{z} \geq 2$ is consistent with our picture. This then leaves us with

$$n(\ell) \approx \bar{z}^{\ell-1} k_r, \quad \text{for} \quad \ell \geq 1. \quad (A.3)$$

The exponential growth in the number of nodes distance $\ell$ from any root node, as encoded in Eq. \((A.3)\) is our second key assumption. This will not be true for networks embedded on a plane or other Euclidean spaces as there we expect $n(\ell)$ to measure the surface area of a shape of radius $\ell$ which would follow a power-law $n_\ell \sim \ell^{D-1}$ for a $D$-dimensional Euclidean space.

Clearly, to get a network of significant size we need $\bar{z}_\ell \geq 1$. However, the total number of branch $T(v_t, r)$ will be at least distance $\ell$ from the root node and the branch itself is also a tree, a subgraph of the original tree $T(v_t, r) \subset T(r) \subset \mathcal{G}$.

\(^3\)To be more precise, if our measurement $M$ is a map from a branch to some real numbers, then we require that $M(T(v_t, r)) \approx M(T(v'_t, r')) \approx M_t$, so that the average value of these measurements for any given $\ell$, say $M_t$, is a fair representation of the individual measurements.
nodes $N$ is given by
\[ N = \sum_{\ell=0}^{\infty} n_{\ell}(r) \tag{A.4} \]
so a model with constant $\bar{z}_\ell = \bar{z} \geq 1$ gives an infinite graph which is of little use for the finite graphs found in real data sets. So we know that in practice $\bar{z}_\ell < 1$ for larger $\ell$ in a graph of a finite number of nodes $N$. This contradicts our need for $\bar{z}_\ell > 1$ for small $\ell$ in order to get a network of any size.

The crudest solution, and the one we will follow here, is to assume that $\bar{z}_\ell = \bar{z}$ for $2 \leq \ell \leq L_r$ where $L_r$ is some long distance cutoff which may depend on the root vertex $r$ considered with $\bar{z}_\ell = 0$ for larger $\ell$. So we work with the following model
\[ n_{\ell}(r) = \begin{cases} 1 & \text{if } \ell = 0, \\ \bar{z}^{\ell-1} k_r & \text{if } 1 \leq \ell \leq L_r, \\ 0 & \text{if } L_r < \ell. \end{cases} \tag{A.5} \]
To improve clarity of the expressions, we will now drop the explicit dependence on the root vertex $r$ chosen and write $c \equiv c_r$, $k \equiv k_r$, and $L \equiv L_r$. We will determine the distance cutoff $L$ by imposing Eq. (A.4) which given our model for $\bar{z}_\ell$ now becomes
\[ N = 1 + \sum_{\ell=1}^{L} \bar{z}^{\ell-1} k = 1 + k \frac{(\bar{z}^L - 1)}{\bar{z} - 1}. \tag{A.6} \]
Inverting this we see that the distance cutoff $L$ we need is given by, for large $N$,
\[ L(N, k) \approx \frac{\ln (N(\bar{z} - 1)/k)}{\ln(\bar{z})}. \tag{A.7} \]
Even in this simplest approximation, it is clear that the distance cutoff $L$ depends on our choice of root vertex through the degree of the root node.

In principle $L$ in Eq. (A.5) and Eq. (A.6) is an integer but it is clear from the form in Eq. (A.7) that we need $L$ to be a real number, in some sense an average over the actual distances from the root to the leaves (nodes with degree one) of the tree. So the real number valued $L$ given by Eq. (A.7) sets the scale of the distance beyond which the terms in these sums become negligible. We also note as an aside that $L$ depends on the size of the network through a $\ln(N)$ factor, not as a power $N^{1/D}$, and this is the classic “small-world” effect seen in many network length scales such as diameter and average distance, see Section A.3 for further discussion.

We will assume our network is connected so a shortest path exists between all node pairs in the network. We can now rewrite the closeness $c \equiv c_r$ Eq. (A.1) of a root vertex $r$ using Eq. (A.5) and Eq. (A.7) to gives us
\[ \frac{1}{c} = \frac{1}{\Omega} \sum_{\ell=1}^{L} \ell n_{\ell}, \quad \Omega = \sum_{\ell=1}^{L} n_{\ell}. \tag{A.8} \]
Here for simplicity we have dropped the explicit dependence on the root vertex $r$ so $c \equiv c_r$, $L \equiv L_r$, and $\Omega \equiv \Omega_r$.

For the normalisation $\Omega$ we have that $\Omega = (N - 1)$ and using Eq. (A.6) we can express this in terms of our other variables
\[ \Omega = \sum_{\ell=1}^{L} k \bar{z}^{\ell-1} = k \frac{(\bar{z}^L - 1)}{\bar{z} - 1} = N - 1. \tag{A.9} \]
Note this gives us a link between \( L, N \) and \( \bar{z} \). We will eventually use Eq. (A.9) to eliminate \( L \) as we assume \( N \) is known. However the expressions are simpler in terms of \( L \) so here we will use Eq. (A.9) to eliminate \( N \) and \( \Omega \).

Using Eq. (A.5) and Eq. (A.7) gives us that

\[
\frac{1}{c} = \frac{1}{\Omega} \sum_{i=1}^{L} k\ell z^{\ell-1} = \frac{k}{\Omega} \frac{d}{dz} \sum_{\ell=0}^{L} z^{\ell} = \frac{k}{\Omega} \frac{d}{dz} \left( \frac{z^{L+1} - 1}{z - 1} \right) \tag{A.10}
\]

\[
\frac{1}{\bar{z}} = \frac{1}{\Omega} \left( \frac{L + 1}{\bar{z} - 1} \right) - \left( \frac{z^{L+1} - 1}{(z - 1)^2} \right) \tag{A.11}
\]

Using Eq. (A.9) to eliminate \( \Omega \) (i.e. \( N \)) in terms of \( L \) and \( \bar{z} \), we have that

\[
\frac{1}{c} = \frac{(\bar{z} - 1)}{(\bar{z} - 1)} \left[ \frac{(L + 1)\bar{z}^L}{\bar{z} - 1} - \left( \frac{z^{L+1} - 1}{(z - 1)^2} \right) \right] \tag{A.12}
\]

\[
= \frac{L\bar{z}^L}{(\bar{z} - 1)} + \frac{\bar{z}^L}{(\bar{z} - 1)} - \left( \frac{z^{L+1} - 1}{(z - 1)} \right) \tag{A.13}
\]

\[
= L \left( 1 - \frac{1}{(\bar{z} - 1)} \right) + \frac{1}{(\bar{z} - 1)} \left( \bar{z}^L(\bar{z} - 1) - (z^{L+1} - 1) \right) \tag{A.14}
\]

\[
= L \left( 1 - \frac{1}{(\bar{z} - 1)} \right) + \frac{1}{(\bar{z} - 1)} \tag{A.15}
\]

Now we can use (A.7) in Eq. (A.15) to produce a prediction of the relationship between the closeness of a node and its degree, also showing how closeness should vary with the size of the network and we find that

\[
\frac{1}{c} \approx \left( \frac{1}{(\bar{z} - 1)} + \frac{\ln(\bar{z} - 1)}{\ln(\bar{z})} \right) + \frac{1}{\ln(\bar{z})} \ln(N) - \frac{1}{\ln(\bar{z})} \ln(k) + O \left( \frac{\ln(N)}{N} \right). \tag{A.16}
\]

We now restore the dependence on the root vertex in our notation to emphasises which quantities depend on this choice, and which are fixed network values. The prediction is that the inverse of closeness \( c_v \) of any node \( v \) should show a linear dependence on the logarithm of the degree \( k_v \) of that node with a slope that is the inverse of the log of the branching ratio parameter, that is

\[
\frac{1}{c_v} = -\frac{1}{\ln(\bar{z})} \ln(k_v) + \beta. \tag{A.17}
\]

Our calculation suggests that the parameter \( \beta \) is a function of other known parameters but that it is also independent of the vertex \( v \) chosen, so that

\[
\beta = \beta(\bar{z}, N) = \left( \frac{1}{(\bar{z} - 1)} + \frac{\ln(\bar{z} - 1)}{\ln(\bar{z})} \right) + \frac{1}{\ln(\bar{z})} \ln(N). \tag{A.18}
\]

In our analysis we will assume that the number of nodes \( N \) and degrees of the nodes \( k_v \) are known as such information is often available. Then in principle we have one unknown global parameter, \( \bar{z} \), which are fixed whatever vertex \( v \) we consider.

However, our calculation is fairly crude. The key assumptions are the statistical similarity of the branches and the exponential growth in the number of nodes at distance \( \ell \) from any root. These are the idea which lead to the form Eq. (A.17). The details of the implementation, such as the precise form for the cutoff\(^4\) of our sums, here Eq. (A.5) summarised by our single

\(^4\)A final note is that there are some formal issues here. The calculation went through a parameter \( L \) which was initially an integer yet later it became a real valued parameter. We are of course making a particular analytic continuation of the results of sums of integers such as Eq. (A.1) and Eq. (A.9). Technically these analytic continuations are not even unique without an additional criterion but the ‘natural’ forms given here define the continuation chosen.
parameter $L$, will alter the detail form of $\beta$ but not the broad dependence of closeness $c_r$ on degree $k_r$ and the number of nodes $N$. For that reason, we can regard $\beta$ along with $\bar{z}$ as two global parameters (i.e. the same for all root nodes) to be determined.

A.2 Determining $\bar{z}$ and $\beta$

There are a number of ways of looking this relation between closeness and degree Eq. (A.17) when determining $\bar{z}$ and $\beta$.

First we could set these parameters based on Eq. (A.16). That means we would find shortest-path trees for all vertices $v$, find their average degree $\bar{z}(\text{num})$, and use this to set the value of $\bar{z}$. Logically we would then choose $\beta(\text{num})$ using $N$ and $\bar{z} = \bar{z}(\text{num})$ in Eq. (A.18).

Another approach would be to use the result for the average degree of a neighbour in a random graph [39] (also see section 13.3 [17], section 5.4 [18] and the discussion in Section A.3) which leads to the suggestion that

$$\bar{z}(\text{rnd}) = \frac{\langle k^2 \rangle}{\langle k \rangle} - 1.$$  \hfill (A.19)

Again we can then use Eq. (A.18) with $N$ and $\bar{z} = \bar{z}(\text{rnd})$ to suggest a value for $\beta(\text{rnd})$. Here the expectation values are averages over the degree distribution in the full graph $G$. Random graphs do become very similar to trees close to their percolation transition and this approach for $\bar{z}(\text{num})$ and $\beta(\text{num})$ ought to work well in that region. However, a typical shortest-path tree has many fewer edges than the full graph and many of those edges are involved in short loops so in practice it is not clear that these averages on the original graph averages are going to be of much relevance to our shortest-paths. Nevertheless, Eq. (A.19) provides us with a useful reference point.

Given the very simple minded approximations, neither of the previous approaches is likely to be very effective for most cases. The driving force behind the form Eq. (A.17) is the idea that the number of nodes at distance $\ell$ from any one chosen node rises exponentially, something found in most networks. The precise link between the parameters $\bar{z}$ and $\beta$ and properties of the network is not going to be as simple or universal as the the simple derivation given here. So the most effective approach may be to treat $\bar{z}$ and $\beta$ as two independent parameters. That is we ignore Eq. (A.18) and just do a linear fit of inverse closeness values $1/c_v$ to the logarithm of degree $k_v$ using data from as many vertices $v$ as we can to give $\bar{z}(\text{fit})$ and $\beta(\text{fit})$ Eq. (A.17).

We lose little predictive power in using the data to fix these two model parameters rather than one. We can then turn this around. The fitted values $\bar{z}(\text{fit})$ and $\beta(\text{fit})$ give us two new global network measurements. Looking at differences between the fitted values and the alternative values suggested above can give us insights into the complexity of our network.

Indeed we can take this a step further and define new network vertex measures $\bar{z}_v$ and $\beta_v$ for each vertex $v$ by taking the closeness and degree values for that vertex and inverting Eq. (A.17) and Eq. (A.18). The $\beta_v$ parameter is hard to interpret but the $\bar{z}_v$ tells us what sort of shortest-path tree that vertex sees, independent of its degree. Our assumptions state that such a value $\bar{z}_v$ will be roughly constant but individual variations could give insights into the network structure.

There is another way we can look at the effective branching ratio parameter $\bar{z}$ and that is to actually measure it in actual shortest-path trees. Calculating the average degree of the nodes in a finite tree does not tell us much as this is close to one by definition. What we really want is to look away from the outer edges of the tree, away from the degree one leaf nodes, to look at the degree of nodes in the central part of the tree as it grows in size moving away from the root node. One way might be to look at the modified average degree where we average over all nodes that have degree larger than one (so excluding all leaf nodes) and we also exclude the root node.
node. However, for our artificial networks in our examples, where the average degree was 10.0, we find values which are much lower (typically between 2.2–2.3 for the Erdős-Rényi networks, 4.5–6.6 for the Barabási-Albert networks and 4.0–4.1 for the Configuration Barabási-Albert networks) than the degree of the original network and our $\bar{z}^{(fit)}$ values. What is happening is that even without out the leaf nodes, close to the edge the branches are often made up of low degree node and these pull the average measured down. The growth of the tree as we move away from the root is driven by the presence of large degree nodes closer to the root node in the tree. By definition there are many fewer nodes close to the root node so these large degree nodes do not have much effect on the average degree measured in non-leaf nodes of the tree.

A.3 Average Shortest Path, Closeness and Random Graphs

Finding a typical length scale of a network was one of the earliest challenges in Network Science. The length $d_{uv}$ of the shortest path between two nodes $u$ and $v$ provides the natural measure of distance, as it satisfies both the mathematical criteria for a distance function and our own intuition about the importance of short paths to minimise the costs and losses in communication in real networks.

Characteristic length scales are important in any system and for networks the average distance between all node pairs $\langle \ell \rangle$ is such a length scale where

$$\langle \ell \rangle = \frac{1}{N(N-1)} \sum_{u \in V} \sum_{v \in V \setminus \{u\}} d_{uv}. \quad (A.20)$$

This is the mathematical quantity that represents Milgram’s “six-degrees of separation” [60, 61] and investigated on large scales in modern data sets, for instance [62, 63, 64]. It has been the focus of great interest in some of the earliest theoretical papers such as [45, 46, 47].

The average distance of a network $\langle \ell \rangle$ has a simple relationship to the closeness considered in this paper as average distance $\langle \ell \rangle$ is simply the half the average over all nodes of the inverse closeness

$$\langle \ell \rangle = \frac{1}{N} \sum_{r \in V} (c_r)^{-1}. \quad (A.21)$$

If we insert our expression Eq. (A.17) we have that

$$\langle \ell \rangle = -\frac{1}{N \ln(\bar{z})} \sum_{r \in V} \ln(k_r) + \beta \quad (A.22)$$

giving us

$$\langle \ell \rangle = +\frac{1}{\ln(\bar{z})} \ln(N) - \frac{1}{\ln(\bar{z})} \langle \ln(k) \rangle + \frac{1}{(\bar{z} - 1)} + \frac{\ln(\bar{z} - 1)}{\ln(\bar{z})} \quad (A.23)$$

where we have used $\beta$ from Eq. (A.18). This gives for large $N$ and fixed degree distribution that

$$\lim_{N \to \infty} \langle \ell \rangle = \frac{1}{\ln(\bar{z})} \ln(N). \quad (A.24)$$

This is the same dependence of average path length $\langle \ell \rangle$ on $N$ found for large random graphs [46, 47]. That is for an ensemble of networks defined by configuration model, so no node-node correlations, where the degree distribution has a finite second moment in the infinite graph limit, the leading term in $N$ is found to be [46, 47]

$$\lim_{N \to \infty} \langle \ell \rangle = \frac{\ln(N)}{\ln(\bar{z}^{(rand)})}. \quad (A.25)$$
where $\bar{z}^{(\text{rnd})}$ is defined in Eq. (A.19).

We can, however, repeat our calculation for closeness with rather more certainty for random graphs, that is those defined by the configuration model. The necessary results are all contained in equation (13.73) of [17] or equation (5.41) of [18] (and in several other places) which gives that for random graphs we have

$$\frac{n(\ell)}{n(\ell - 1)} = \bar{z}^{(\text{rnd})}. \quad (A.26)$$

It is interesting to note that this result is used to look at average distance, e.g. equation (13.73) of [17] and (5.43) of [18], and so gives an average closeness value of Eq. (A.21). This contrasts with our focus on the average result for an individual node of a given degree. Indeed, as far as we can tell, the literature in this area has always focussed on average closeness, on the average path length$^5$.

In terms of our calculation for closeness, we can see that our form for $n(\ell)$ in Eq. (A.5), an assumption in most cases, is also found in the results for ensemble averages given by the random graph model for large graphs provided $\bar{z} = \bar{z}^{(\text{rnd})}$. From here we can follow the rest of our calculation with its additional assumptions, as given in Section A.1, to see that our formula for closeness of a random graph will have the same form but now there is a very specific prediction for $\bar{z}$, namely that for a random graph $\bar{z} = \bar{z}^{(\text{rnd})} = (\langle k^2 \rangle / \langle k \rangle) - 1$ of Eq. (A.19).

While the exact result Eq. (A.19) for $\bar{z}$ in a large random graph is of interest, we do not expect the precise value to be informative for real networks. As Newman says about random graph models and simple network models in general (p.448 [17])

they can give you a feel for the types of effect one might expect to see, or the general directions of changes in quantities. But they don’t usually give quantitative predictions for the behaviour of real networks.

So the value of random graph models here is that they give an example where the assumed form for $n(\ell)$ of Eq. (A.5) is to be expected (on average) giving some further justification for its use in general. In fact our work on the Erdős-Rényi model and the randomised Barabási-Albert model, both examples of random graph models, show there are still clear differences between the value of $\bar{z}$ found from fits even in these finite size cases and the value $\bar{z}^{(\text{rnd})}$ suggested by the random graph work for infinite graphs. However the overall form, the prediction of dependence of closeness on the logarithm of degree $\ln(k)$, does work well in these models. The lack of a perfect match for random graph models is presumably because other approximations we have made come into play for finite graphs suggesting improvements could be made in future work on closeness in random graph models.

The random graph example also highlights another issue, that of networks with power-law degree distributions with exponents between two and three, $p(k) \sim k^{-\gamma}$ for $2 < \gamma < 3$. In network models with this distribution, the average degree $\langle k \rangle$ is well defined for infinite graphs but the second moment $\langle k^2 \rangle$ diverges as we take $N \to \infty$. The result on p15879 of [46] for such random graphs is that the average path length $\langle \ell \rangle$ is simply $\lim_{N \to \infty} \langle \ell \rangle_{\text{CL}} = O(\ln(N) / \ln(\ln(N)))$ for some constant $A$. This is because random graphs with such power-law distributions are arranged like “an ‘octopus’ with a dense subgraph having small diameter as the core” (from p.15881 of Chung & Lu [46] but also see discussion in Bollobás [65]). This result for the average path length points to the need for a different theoretical approach to closeness in these cases. So the failure of our closeness-degree relationship in a few networks constructed from real-world data maybe due to the nature of their large scale structure which will require a different theoretical approach.

$^5$This is also a normalised version of the Wiener index $W$ of a graph which is the sum of the distances between all node pairs, so $W = [N(N-1)/2]/\ell$.
A plot comparing the predicted average path $\langle l \rangle$ from fitted value $\beta^{(\text{fit})}$ and theoretical value $\beta$ for the eighteen Konect-SNAP real-world datasets is shown in Figure A.4.

Figure A.4: A plot comparing the predicted average path $\langle l \rangle$ from fitted value $\beta^{(\text{fit})}$ and theoretical value $\beta$ for the eighteen Konect-SNAP real-world datasets. The empty fill markers correspond to predictions based on the fitted parameter $\beta^{(\text{fit})}$ using Eq. (A.22) and solid fill markers correspond to predictions based on Eq. (A.23). In (a), we used fitted value $\beta^{(\text{fit})}$ to compute average path length using Eq. (A.22). Our model can predict average shortest path in all 19 datasets within 5% deviation (shade area correspond to deviation between theoretical value and real value: 5% for yellow region and 10% for grey). From (b), we notice the result from the theoretical calculation using Eq. (A.23) are consistently lower than measured value from the network. This may suggest some other constant appears, however, the average shortest path in the large $N$ limit will converge to $\ln N / \ln \bar{z}$. To reveal the large limit behaviours predicted by Eq. (A.24), we investigate the relation between average shortest path $\langle l \rangle$ in (c) and $k$, and $\langle l \rangle$ and $\ln N$ in (d).
A.4 Eccentricity and $L(N, k)$

So far we have focussed our attention on closeness. The inverse of closeness, farness $f_r = 1/c_r$, is the average distance from a given node $r$ to all other nodes. So farness is a node-dependent length scale which we can contrast against the average path length which sets a network length scale. However, we have another node-dependent length scale present in our calculation, $L(N, k)$ of Eq. (A.7). This $L(N, k)$ is the cutoff we use in our sum so in some sense it represents the typical largest distance from any node $r$ of degree $k$ to any other node. One can think of $L(N, k)$ as being some type of average of the distance to end every branch in the shortest-path tree.

The actual largest distance from a node $r$ to any other node is known as the eccentricity $e_r$ of node $r$ \[e_r = \max\{d_{rv} | v \in V\}. \tag{A.27}\]

Clearly as both $L(N, k)$ and $e_r$ are dealing with largest distances there might be some merit in comparing the two length scales and thinking they could scale in similar ways or at least be strongly correlated. Certainly we would expect $L(N, k) \leq e_r$. However the cutoff parameter $L(N, k)$ is an average over a set of maximum values while the eccentricity $e_r$ is simply a maximum value of a set so we expect far more fluctuations in eccentricity values even if there was a strong correlation with $L(N, k)$.

We have done a quick comparison for the theoretical models we have used with results given in Table A.1. What we see is that there is a good linear fit of eccentricity to $\ln(k_r)$, $e_r = a + b \ln(k_r)$, so this aspect of the prediction is good. Note that a good linear fit of eccentricity to the logarithm of degree was shown in Figure 1 of [6] for one example of each of the Erdős-Rényi and Barabási-Albert models. So our results confirm this observation.

| Network type | N  | $1/\ln(\bar{z}^{(fit)})$ | $\chi^2$ | gradient $b$ | intercept $a$ |
|--------------|----|--------------------------|----------|--------------|--------------|
| ER           | 1000 | 0.46 | 1.12 | -0.64 | 6.17 |
|              | 2000 | 0.42 | 1.09 | -0.19 | 5.48 |
|              | 4000 | 0.43 | 1.07 | -0.70 | 6.90 |
| BA           | 1000 | 0.30 | 1.03 | -0.20 | 4.50 |
|              | 2000 | 0.32 | 1.05 | -0.42 | 5.28 |
|              | 4000 | 0.31 | 1.04 | -0.43 | 5.67 |
|              | 1000 | 0.35 | 1.04 | -0.22 | 4.55 |
| Config-BA    | 2000 | 0.36 | 1.05 | -0.43 | 5.32 |
|              | 4000 | 0.35 | 1.05 | -0.43 | 5.68 |

Table A.1: Table of results for showing how the linear fit of eccentricity to the logarithm of degree behaves for simple graphs with average degree 10.0 produced using one of three artificial models with the same average degree $\langle k \rangle = 10.0$ but with a different number of nodes, $N$. Each ‘ER’ network is a standard Erdős-Rényi network, a ‘BA’ network is produced using pure preferential attachment in the Barabási-Albert model, and the ‘Config-BA’ network is a configuration model version of a Barabási-Albert model network. The results for $1/\ln(\bar{z}^{(fit)})$ (the uncertainty is 0.01) come from linear fits of inverse closeness, taken from a table in the main text. We have fitted $e_r = a + b \ln(k_r)$ to the same models. The values of the intercept $a$ and gradient $b$ given are the mean over fits to each of 100 realisations (standard deviation is roughly 0.01). The reduced chi-square $\chi^2$ is for the eccentricity linear fit.

However, the results in Table A.1 shown no clear link between the gradient $b$ of this eccentricity fit to the $-1/\ln(\bar{z}^{(fit)})$ predicted if $e_r \propto L(N, k_r)$. As eccentricity is an extremal value unlike the average used to find closeness, it could be we need to look at much larger networks to see any link between eccentricity and our simple cutoff scale $L(N, k_r)$. As there is no clear signal here, we have not pursued this further.
A.5 Ring Calculations of First-Passage Times

Random walks play an important role in both physical processes and as a theoretical and computational tool to probe systems. The use of random walks on networks is widespread as can be seen in any textbook such as [16, 17, 18, 19]. This section is prompted by the study of first-passage times on a network using a “ring” approximation as suggested in [48]. We aim to show how the “ring” approximation in [48] is closely related to the shortest-path tree approximation used here. These are types of mean-field approximations, see section 3.2.5 of [66] for an extensive review of these and alternative approaches as well as for known results.

The ring approximation represents a network as a sequence of rings, where the ring labelled \( \ell \) contains all \( n_r(\ell) \) nodes which lie at a distance \( \ell \) from a given root node \( r \). Then we represent the probability of finding a random walker at a node at distance \( \ell \) from the root node \( r \) at time \( t \) as \( w_\ell(t) \). The master equation is then

\[
    w_i(t+1) = \begin{cases} 
        p_{01} w_1(t) & \text{if } i = 0 \\
        \sum_{j=1}^{e(r)} B_{ij} w_j(t) & \text{otherwise}
    \end{cases}
\]

(A.28)

where \( e(r) \) is the eccentricity of node \( r \), the largest distance from \( r \) to any other vertex. Here random walkers which arrive at the root node \( r \) at time \( t \) are removed at time \( t+1 \). So the mean first-passage time \( \tau(r) \) for a node \( r \) is

\[
    \tau(r) = \sum_{t=1}^{\infty} t w_0(t)
\]

(A.29)

The parameter \( p_{01} \) in Eq. (A.28) is the probability of moving a neighbour of the root node to the root node, from ring one to ring zero. From the master equation Eq. (A.28), it is clear that to find the mean first-passage time \( \tau(r) \) it is sufficient to know \( w_1(t) \), the probability of finding a random walker at ring one at any time,

\[
    \tau(r) = \sum_{t=0}^{\infty} t p_{01} w_1(t).
\]

(A.30)

This means we need to analyse the matrix \( B_{ij}(r) \) which is the probability of a walker moving from ring \( j \) to ring \( i \) when we are considering random walkers moving towards root node \( r \). This matrix \( B(r) \) is a constant tridiagonal stochastic matrix. Assuming a strongly connected network, standard properties of such matrices tell us that the largest eigenvalue \( \lambda_1 \) is therefore constrained to be \( 1 \geq \lambda_1 \geq 1 - B_{01}(r) \), and it is linked to the only right-eigenvector \( \mathbf{v}^{(1)} \) whose entries can be chosen to be all positive. We can the write the average time for a random walker to first reach the root node in terms of some initial distribution of random walkers \( w_i(t=0) \) as

\[
    \tau(r; w(t=0)) = \sum_{t=1}^{\infty} t \sum_{i=1}^{e(r)} p_{01} [(B(r))^{t-1}]_{1i} w_i(t=0)
\]

(A.31)

If the starting point of the random walk is chosen with equal probability, then in terms of the number of nodes in each ring we have that \( w_i(t=0) = n_r(i)/(N-1) \). The mean first-passage time \( \tau(r) \) for a root node \( r \) is then

\[
    \tau(r) = \sum_{t=1}^{\infty} t \sum_{\ell=1}^{e(r)} B_{01}(r) [(B(r))^{t-1}]_{1\ell} n_r(\ell)/(N-1)
\]

(A.32)

This represents the most general form of the mean first-passage time within the mean-field ring approximation. It is hard to make progress as we still need to know \((3e(r) - 2)\) entries for
each of the $N$ $B(r)$ matrices. In most cases, results are obtained by working with a specific simple model, such as the Erdős-Rényi model considered in [48], so the matrices $B(r)$ are known expression in terms of a few parameters.

This is where we can make contact with the very simple approximations made when considering closeness using the shortest-path tree. While simpler than many approaches in the literature, our approximations work well for closeness in many real networks so it is interesting to see what they give here for first-passage times. One part of our approximation is simply that $n_r(\ell) = k_r z^{\ell - 1}$ and with that we find

$$\tau(r) = \frac{k_r p_{01}}{(N - 1)} \sum_{\ell=1}^{\infty} t \sum_{\ell=1}^{L(N,k_r)} [B^{\ell - 1}]_{tt} z^{\ell - 1}. \quad \text{(A.33)}$$

Note we have to use our cutoff $L(N,k)$ rather than the eccentricity $e(r)$. Also note that inherent in our approach is that away from the root node, the network looks the same statistically. So another important aspect of our approximation is that the matrix $B$ is independent of the root node, but this is something that will also occur in most models found in the literature.

The key point is that the main dependence on the root node is through the degree $k_r$ used to start the exponential growth in nodes encoded in our expression $n_r(\ell) = k_r z^{\ell - 1}$. There is some logarithmic dependence coming through the cutoff $L(N,k)$ but we assume this will be a smaller correction in any practical finite size network. Thus one simple conclusion is that on average, the mean first-passage time $\tau(r)$ will be proportional to degree. This is something which was seen in [48] for a real network and in the Erdős-Rényi model but not explained there.

Assuming the dominant contribution is from the largest eigenvalue $\lambda_1$, with normalised left- and right-eigenvectors $u^{(1)}$ and $v^{(1)}$ respectively, we have that

$$\tau(r) = \frac{k_r p_{01}}{(N - 1)} \sum_{t=1}^{\infty} t \sum_{\ell=1}^{L(N,k_r)} [B^{\ell - 1}]_{tt} \frac{k_r z^{\ell - 1}}{(N - 1)} \quad \text{(A.34)}$$

$$= \frac{k_r p_{01}}{(N - 1)} c_1 \sum_{t=1}^{\infty} t \sum_{\ell=1}^{L(N,k_r)} (\lambda_1)^{t - 1} v^{(1)}_{\ell} \quad \text{(A.35)}$$

where $c_1$ gives the overlap of the initial condition with the left-eigenvector $u^{(1)}$, namely

$$c_1 = \sum_{\ell=1}^{L(N,k_r)} u^{(1)}_{\ell} z^{\ell - 1}. \quad \text{(A.36)}$$

This gives us

$$\tau(r) = k_r \frac{c_1 p_{01}}{(N - 1)(1 - \lambda_1)^2} \sum_{\ell=1}^{L(N,k_r)} v^{(1)}_{\ell}. \quad \text{(A.37)}$$

If we have a simple model for the entries in the matrix $B$, it is relatively easy to find the leading eigenvalue and its eigenvectors of this tridiagonal matrix so a more sophisticated result is possible. However the main point for this paper is that the dominant dependence of the mean first-passage time $\tau(r)$ on the choice of root vertex $r$ is through the factor of the degree $k_r$ and this factor appeared simply through our assumption that the number of nodes grew exponentially as $n_r(\ell) = k_r z^{\ell - 1}$.
B Shortest-Path Tree Algorithm

Our algorithm to find shortest-path trees is a slight variation on well known depth-first search algorithms used to find shortest paths between nodes. We have included it because our focus is rather different from those standard algorithms and because we will use our algorithm to deduce a key property of shortest-path trees. That is the property that every node in a connected network is the root node of at least one shortest-path tree. We can always find a shortest path from each node to any other node (in the same connected component). However, if we take a set of shortest paths, one from a root node to each other node, the union of such a set of paths does not in general give a tree. The success of the algorithm below shows that shortest-path trees can always be constructed.

This shortest-path tree algorithm generates an example of a shortest-path tree starting from a given root node \( v \). It is simply a breadth-first search algorithm [36] (Dijkstra’s algorithm for unweighted networks) where we record which edge was used to reach each node for the first time in the breadth first search as these edges form a shortest-path tree. In practice, there are various ways to optimise this implementation, for example see section 10.3 [17] and [36], but this version serves as a simple example which we will then use to highlight some properties of shortest-path trees that we use in our work.

1. Label all nodes \( v \) with distance to the root node as \(-1\), \( \text{distance}[v]=-1 \).
2. Label all nodes \( v \) with inner neighbour \(-1\), \( \text{inner.neighbour}[v]=-1 \).
3. Start from root node \( r \), set \( \text{current.distance}=0 \), \( \text{distance}[r]=\text{current.distance} \).
4. Create a set \( \text{next.set} \) containing just node \( r \).
5. Increment current distance, \( \text{current.distance}+=1 \).
6. Copy the contents of \( \text{next.set} \) into \( \text{current.set} \).
7. Remove the contents of \( \text{next.set} \) so it is now an empty set.
8. Loop through all nodes \( u \) in \( \text{current.set} \). For each \( u \) do the following.
   
   (a) Add a neighbouring node \( v \) to \( \text{next.set} \) if the distance from \( v \) to the root has not been set, i.e. add if \( \text{distance}[v]=-1 \) and set \( \text{inner.neighbour}[v]=u \).
   
   (b) On the other hand if \( \text{distance}[v]=\text{current.distance} \) then you may choose to change to the new node \( u \) using \( \text{inner.neighbour}[v]=u \). This node \( v \) has already been found and is in a shortest-path tree. Note that at this point we could change the tree defined by using this new neighbour, the current \( u \), instead of the existing node \( v \) already found. This might be done with a random number, say 50% of the time.

9. Once the loop in 8 has finished, if \( \text{next.set} \) is not empty, then loop back to 5.

10. The edges in the tree \((v,u)\) are given by \( u=\text{inner.neighbour}[v] \) where \( u \) is one step closer to the root than \( v \). Note the one exception is the root node which has no inner neighbour and \( \text{inner.neighbour}[r]=-1 \).

This algorithm also gives us a proof that in a single component simple graph, there always exists at least one such shortest-path tree \( T(r) \) for every node \( r \). The proof can be expressed as follows where we set \( N(u) \equiv \text{inner.neighbour}[u] \).
1. Every node in the graph is visited by this algorithm as we are assuming a single component. So $N(u)$ is always defined for every node except for the root node.

2. The edge set of the tree $T(r)$ is $E_r = \{(u, N(u)) \mid u \in V \setminus r\}$.

3. This edge set $E_v$ contains all the vertices in $V$, the vertex set of the original graph, so $V$ is also the vertex set of the tree.

4. Our tree is then the subgraph $T(v) = \{V, E_v\}$ of the original graph.

5. For all non-root nodes $u$, all nodes in $N(u)$ are exactly one step closer to the root node than $u$.

6. For any node $u$, the sequence $\{u_i\}$, where $u_0 = r$ is the root node, $u_i = N(u_{i-1})$ for $i = 1, 2, \ldots, \ell$, and $v_\ell = u$, always exists.
   Note that $u_i$ in the sequence is $i$ distance from the root node from 5.
   That this path exists then follows from 5, since $N(u)$ is always defined so we can always start from $v_\ell$ and iterate down the sequence. The iteration terminates at $u_0 = r$, the root node, as the node $u_1$ will always be one step away from the root so we must have $N(u_1) = r$.
   It then follows that this defines a path between any given node $u$ and the root $r$.

7. This path $\{u_i\}$ must be a shortest path because the edge from $u_{i-1}$ to $u_i$ would always be visited in the algorithm before any edge between $u_i$ and nodes further away from the root node than $u_{i-1}$ as this is what the breadth first search guarantees. Each edge is visited when we are studying the neighbours of a node in step 8 of the algorithm.

8. The edge set $E_v$ therefore contains paths from every vertex to the root. Hence, all vertices in are connected in the $T(v)$ subgraph so this is a single component subgraph.

9. The edge set $E_v$ has one less edge than the the total number of vertices in the graph which is a necessary and sufficient condition for a single component graph to be a tree.

10. Thus this algorithm defines a spanning tree $T(v) = \{V, E_v\}$ that contains a shortest path from every vertex to the root node. That is it is a shortest-path spanning tree.
C Data Sets

We used a variety of networks for which data is openly available. These were analysed in
two groups. The first group of eighteen networks we refer to as the “Konect-SNAP networks”
were analysed in greater detail and we provide further information on each data set here. The
second set of one hundred and twelve networks we describe as our “Netzschleuder” networks.
We provide have provided independent copies of the data used in [57].

C.1 Description of Konect-SNAP networks

For these networks, all but one can be found on KONECT [67, 42] with the commun-EU(core)-email
coming from the Stanford Large Network Dataset Collection [43]. However, many of these net-
works can be found on other repositories of network data. Our aim was to find networks
different sizes representing contrasting types of interaction which we break down into five
broad categories: social networks (social-...), communication networks (commun-...), cit-
tation networks (citation-...), co-author networks (coauth-...), and hyperlink networks (hyperlink-...).
These networks have been used in many contexts in other publications but
we will only give a brief summary of each one.

In each case we created a simple graph, ignoring edge directions and weights, node types,
time stamps, and any other such information. We took the largest connected component (LCC)
of the graph and performed our analysis on this. Some basic statistics on each graph is given
in (C.1) and then more detailed information on each data set follows.

| Network Name        | Number of nodes | Number of edges | Mean distance |
|---------------------|-----------------|-----------------|---------------|
| social-karate-club  | 34              | 78              | 2.44          |
| social-jazz         | 198             | 2742            | 2.21          |
| social-hamster      | 1858            | 12534           | 3.39          |
| social-oz           | 217             | 2672            | 2.33          |
| social-highschool   | 70              | 366             | 2.66          |
| social-health       | 2539            | 12969           | 4.52          |
| commun-email        | 1133            | 5451            | 3.65          |
| commun-UC-message   | 1899            | 59835           | 3.07          |
| commun-EU(core)-email| 1005           | 25571           | 2.59          |
| commun-DNC-email    | 2029            | 39264           | 3.37          |
| commun-DIGG-reply   | 30398           | 87627           | 4.68          |
| citation-DBLP-cite  | 12590           | 49759           | 4.37          |
| citation-Cora       | 23166           | 91500           | 5.74          |
| coauthor-astro-ph   | 16046           | 121251          | 5.10          |
| coauthor-netscience | 1461            | 2742            | 6.28          |
| coauthor-pajek      | 6927            | 11850           | 3.79          |
| hyperlink-polblog   | 1224            | 33430           | 2.75          |
| hyperlink-blogs     | 1224            | 19025           | 2.72          |

Table C.1: Summary statistics for the original data sets used in this paper, for the whole graph not
just the largest connected component. The mean distance is the average length of the shortest paths
between all pairs of connected nodes.
Social networks

Social networks capture the social interactions between actors, such as friends, colleagues, clients and students. We used five data sets, the size of networks ranged from 34 to 2539 nodes. On average, we find the mean shortest distance are quite small compare other type of networks (apart from social-health dataset).

The social-karate-club is the well-known and much-used Zachary karate club dataset. The original data was collected from the members of a university karate club by Wayne Zachary in 1977 [58] and each edge represents some type of social interaction between two members of the club.

The social-highschool network represents friendships between boys in a small highschool in Illinois, USA. Each boy was asked once in the fall of 1957 and the spring of 1958. This dataset aggregates the results from both dates. A node represents a boy and an edge between two boys shows that at least one boy chose the other as a friend. The original network [68] is directed, weighted and allows multiple edges.

The social-hamster network comes from the Koblenz Network Collection (KONECT) [42] where it is described as the “Hamsterster households network dataset” but no further information is provided.

The social-jazz network is the collaboration network between Jazz musicians. Each node is a Jazz musician and an edge denotes that two musicians have played together in a band [69].

The social-oz network is a network recording the friendships between 217 residents living at a residence hall located on the Australian National University campus [70]. A node represents a person and edge represent the friendship between them.

The social-health network is a network created from a survey of students in 1994/1995 [71]. Each student was asked to list their five best female and five best male friends. A node represents a student and an edge between two students shows at least one chose the other as a friend.

Communication networks

Communication networks describe the individual messages exchanged between people. Communication networks are often directed and typically contain multiple edges each with distinct time stamps so we are neglecting a lot of information when working with simple graphs representations.

The commun-email network is the based on emails sent between members of the University Rovira i Virgili in Tarragona in the south of Catalonia in Spain [72]. Nodes are users and each edge represents that at least one email was sent between two users.

The commun-DNC-email network is built from the emails from the Democratic National Committee, the formal governing body for the United States Democratic Party. A dump of emails of the Democratic National Committee was leaked in 2016. Nodes in the network correspond to persons in the dataset. An edge in the dataset denotes that at least one email has been sent between the two linked nodes.

The commun-UC-message network represents messages sent between the users of an online community of students from the University of California, Irvine [73]. An edge connects two users if they exchanged at least one message.

The commun-EU(core)-email is a network representing email sent between members of a large European research institution [74]. An edge represents an email sent between members of the institution (nodes). This data was downloaded from sourced from the Stanford Large Network Dataset Collection [43].

The commun-DIGG-reply data [75] gives a network of users of the social news website Digg. Each node is a user of the site two users are connected by an edge is one of those users replied
to another user at any point.

Citation networks

Citation networks represent documents as nodes in the network, with two nodes linked if one document cites another. These are direct acyclic graphs in principle but here we use a simple graph representation.

The citation-DBLP-cite is the citation network built from the DBLP database of computer science publications [76].

The citation-Cora network uses another database of computer science papers, CORA [77, 78]. Our simple network is constructed as for the DBLP network.

Co-authorship network

Co-authorship networks are networks connecting authors who have written articles together. Co-authorship networks are normally weighted but we ignore that here.

The coauthor-astro-ph network is the co-authorship network from the astrophysics section (astro-ph) of arXiv preprint archive constructed in [79]. Nodes are authors and an edge denotes a collaboration on at least one paper.

The coauthor-netscience network is a network of co-authors in the area of network science [80]. Nodes represent authors and edges denote collaborations.

The coauthor-pajek is the co-authorship graph around Paul Erdős [41] which can be used to is used to define the “Erdős number”.

Hyperlink networks

In hyperlink networks the nodes are pages or documents. These are linked by an edge if there is at least one hyperlink between these two documents in either direction as here we ignore the direction inherent to hyperlinks.

We use two examples from hyperlinks between blogs about politics during the U.S. Presidential Election of 2004 [81], hyperlink-polblogs and hyperlink-polblog.

C.2 Description of Netzschleuder networks

We have used an additional 112 networks taken from the Netzschleuder repository [44] though again, many of these are available elsewhere. We made use of simple interface to these network data sets provided by the graph-tool package [82] and some examples of our code, along with copies of the datasets, doing this can be found in [57]. Our sole selection criteria was that the network would download and run without additional work on our existing code. For this reason some excessively large data sets or those with unusual data structures were not included in our analysis. This means that some of the 112 Netzschleuder networks that we analysed are not good candidates for our relationship, e.g. they have bipartite structure. We did not exclude such cases to ensure that we have as unbiased a sample of network data sets as possible. For the 112 networks that we looked at, some basic properties along with additional results are given in Appendix D.4 below. As there are too many datasets to discuss in detail here, please refer to the Netzschleuder repository [44] for further information on individual examples.
D Additional Results

These results are not central to the work in the main paper but they are mentioned briefly in the Discussion section. In this section we show these results in more detail.

D.1 Dependence of fit on $N$

For the artificial models we have looked at how the parameters $\bar{z}^{(\text{fit})}$ and $\beta^{(\text{fit})}$, found by fitting to Eq. (A.17), depend on the number of nodes $N$. For $\beta^{(\text{fit})}$ we compare the fitted value against the value $\beta = \beta(\bar{z}^{(\text{fit})}, N)$ predicted from Eq. (A.18) so are factoring out the expected $\ln(N)$ contribution to $\beta$. Results are shown in Figure D.1. In all cases there is no strong variation and while there are signs of some systematic variation, it is at a small scale and no clear pattern emerges.

![Figure D.1: Plots showing the dependence of the best fit values $\bar{z}^{(\text{fit})}$ and $\beta^{(\text{fit})}$ on the number of nodes $N$. These are shown for networks from three artificial models: the Erdős-Rényi model (ER, red data), the Barabási-Albert model (BA, yellow data), and the randomised Barabási-Albert model (Config-BA, blue data), all for average degree 10.0. Data points are the mean values with error bars showing the standard error of the mean estimated from 100 realisations. On the left we can see the best fit value of the growth factor $\bar{z}^{(\text{fit})}$ has some non-linear dependence on system size $N$. On the right we compare the fitted value $\beta^{(\text{fit})} = \hat{\beta}$ to the value $\beta = \beta(\bar{z}^{(\text{fit})}, N)$ predicted from Eq. (A.18) using the fitted value $\bar{z}^{(\text{fit})}$. It is clear that the predicted value $\beta = \beta(\bar{z}^{(\text{fit})}, N)$ from Eq. (A.18) is 5% to 15% below the best fit value though no strong trends are visible on this small range of $N$ values.](image)

D.2 Higher-order polynomial fit

An interesting feature of our work is the failure of four of our eighteen real-world networks to give us a good fit: social-jazz, commun-UC-message, coauthor-astro-ph and coauthor-pajek. This is clear from their values of reduced chi-square which are all greater than ten. Several of the plots, particularly those showing the fractional error, also show issues with these data sets but also some clear trends in some other data sets even if this is within statistical fluctuation for each individual point. In the case of the social-jazz network we could dismiss this as this is such a small network, though we note that our relationship has worked well for several smaller networks. However the other three networks with high $\chi^2_r$ one to fifteen thousand nodes and these show our relationship Eq. (A.17) is not the last word. Even when the chi-square measure looks good, the plots of fractional error show a convincing trend that is not captured by our relationship. Again we stress that these deviation are not that large, no worse than 5% in most cases. Nevertheless this points to the need to go beyond our simple derivation.

One way to get get a better fit is to try to fit a higher order polynomial in $\ln(k)$ to the
inverse closeness values, that is
\[ 1/c = \sum_{i=0}^{m} p_i (\ln k)^i \]  
\hspace{1cm} (D.1)

where \( m \) is the maximum number of the parameters in the polynomial fit, \( p_i \) is the coefficient for \( i \)-th power of \( \ln k \). Working with \( m > 1 \) is not motivated by any theoretical consideration but we work with it here because it is easy to implement. We have not found this to be particularly effective except in one case, \textit{commun-DIGG-reply}, where we already had a good fit but could see clear trends in the fractional deviation plots. Results for some examples are shown below. The data on first order \((m = 1)\) corresponds to what was used in the main text.

Figure D.2: The effect of fitting inverse closeness to higher order polynomials in the logarithm of degree \( \ln(k) \) Eq. (D.1) for the CORA citation data \textit{citation-Cora}. On the left we show the data points (means with standard error of mean for error bars) against the dashed lines for different polynomial fits. On the right we show the fitted value \( \hat{c} \) divided by the data \( c \) against degree \( k \). The shaded bands mark 5% and 10% deviations.

Figure D.3: The effect of fitting inverse closeness to higher order polynomials in the logarithm of degree \( \ln(k) \) Eq. (D.1) for the DBLP citation data \textit{citation-DBLP}. On the left we show the data points (means with standard error of mean for error bars) against the dashed lines for different polynomial fits. On the right we show the fitted value \( \hat{c} \) divided by the data \( c \) against degree \( k \). The shaded bands mark 5% and 10% deviations.
Figure D.4: The effect of fitting inverse closeness to higher order polynomials in the logarithm of degree \( \ln(k) \) Eq. (D.1) for the Digg communication network \text{commun-Digg-reply} . On the left we show the data points (means with standard error of mean for error bars) against the dashed lines for different polynomial fits. On the right we show the fitted value \( \hat{c} \) divided by the data \( c \) against degree \( k \). The shaded bands mark 5% and 10% deviations.

Figure D.5: Higher order correction revealed by comparing root mean squared error (RMSE). For those datasets suggesting a dependency of higher order relation between \( \ln(k) \) and \( 1/c \), we use the higher order polynomial fit of Eq. (D.1) but the improvement is not significant.
D.3 Fluctuations in Closeness

We can take a closer look at some of the fluctuations in closeness around the predicted value for the six social networks in Figure D.6 and the five communication networks Figure D.7. The distribution of the number of nodes for a given range of fractional error in their closeness value, the closeness measured compared to the predicted value from the fit, shows variations between data sets but generally confirms that most individual nodes have a closeness that is reasonably similar to the prediction.

Figure D.6: Results for six friendship networks derived from real-world data, see Table C.1 for the statistics of each dataset. In the top plot, the horizontal axis is the degree divided by the largest degree in each data set. The vertical axis is the predicted value $\hat{c}$ for degree $k$ divided by the equivalent measured value $c = \langle c \rangle_k$ averaged over nodes with the same degree $k$. The predicted value comes from Eq. (A.17) using values $\hat{z}^{(fit)}$ and $\beta^{(fit)}$ obtained by fitting the data to Eq. (A.17). The error bars show the standard error of the mean. The histograms show the number of data points in each data set with a specified absolute value of the fractional error where $FE = (|c^{-1} - \hat{c}^{-1}|/\hat{c}^{-1})$. We can see that even for a small network, such as the the Karate club data set, our conjecture Eq. (A.17) is successful.
Figure D.7: Results for five communication networks derived from real-world data, see Table C.1 for the statistics of each dataset. In the top plot, the horizontal axis is the degree divided by the largest degree in each data set. The vertical axis is the predicted value $\hat{c}$ for degree $k$ divided by the equivalent measured value $c = \langle c \rangle_k$ averaged over nodes with the same degree $k$. The predicted value comes from Eq. (A.17) using values $\hat{z}^{(\text{fit})}$ and $\hat{\beta}^{(\text{fit})}$ obtained by fitting the data to Eq. (A.17). The error bars show the standard error of the mean. The histograms show the number of data points in each data set with a specified absolute value of the fractional error where $\text{FE} = (|c^{-1} - \hat{c}^{-1}|) / \hat{c}^{-1}$. The poor fit of commun-DIGG-reply reflected in the bad $\chi^2$ value is clearly visible here.
D.4 Additional Results for the Netzschleuder Networks

Further information on 112 networks taken from the Netzschleuder repository [44]. These were the networks which would download and run automatically using our code without any additional work. The information is provided here is available as a spreadsheet file provided extra_result220208tidy.xlsx in [57]. We have split the results into three tables: in Table D.1 are the 49 networks with $\chi^2_r$ of 2.0 or more, in Table D.2 are the 49 networks with an excellent fit to our degree-closeness relationship Eq. (A.17), and finally in Table D.3 are the 12 networks where the topology in the simple graph representation used in our analysis means their results are of little relevance here.

The columns of tables D.1, D.2 and D.3 are labelled as follows:

- **ID**: internal identification number.
- **Name**: name of the Network Netzschleuder repository [44].
- **$N$**: Number of nodes
- **$\langle k \rangle$**: Average degree
- **$\rho$**: Density of network, $\rho = \langle k \rangle / (N - 1)$
- **Rk**: Rank of network by $\chi^2_r$ value
- **$\chi^2_r$**: Reduced chi-square value for fit of closeness to Eq. (A.17)
- **$\bar{z}$ (fit)**: Growth parameter value found by a fit to Eq. (A.17)
- **$\bar{z}$ err**: Error in $\bar{z}$
- **$\beta$ (fit)**: Value of $\beta$ parameter found by a fit to Eq. (A.17)
- **$\beta$ err**: Error in $\beta$
- **$\beta$**: Value of beta obtained using $\bar{z}$ value in formula Eq. (A.18)
- **$\rho^P$**: Pearson correlation measure
- **$\rho^{FP}$**: Improved Pearson correlation measure
- **$\langle \ell \rangle$**: Average path length in network
- **$\langle \ell \rangle^{FP}$**: avgPathLengthFitPredicted
- **$\langle \ell \rangle^{FP}$ err**: Error in $\langle \ell \rangle^{FP}$
- **$\langle \ell \rangle^zP$**: avgPathLengthzbarPredicted
- **$\langle \ell \rangle^zP$ err**: Error in $\langle \ell \rangle^zP$
| ID | Name                  | N   | \(k\) | \(\rho\) density | Rk | \(\chi^2\) | \(g(m)\) | \(\text{degree data to the relationship Eq. (A.17). Taken from the file extra_result220208tidy.xlsx provided in [57].} \) |
Table D.2: Further information on 51 of the 112 networks taken from the Netzschleuder repository [44]. These networks fit the closeness-degree fitting to the relationship Eq. (A.17) extremely well with a reduced $\chi^2$ between 1.0 and 2.0. Taken from the file extra_result20208tidy.xlsx provided in [57].
Table D.3: Further information on 12 of the 112 networks taken from the Netzschleuder repository [44]. Our automated code was able to download and run on these networks but in the form used here these give no insight into the closeness-degree relationship Eq. (A.17). This can be seen by the 0.0 for the reduced $\chi^2$ and the average path length is less than 2.0. Typically the information in the topology of the simple graph representation of the data used in our code is trivial and all the interest in these examples lies in weights on the edges. This table is provided only for completeness. Taken from the file extra_result2020tidy.xlsx provided in [57].
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