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Abstract—This paper proposes a new hyperspectral unmixing method for nonlinearly mixed hyperspectral data using a semantic representation in a semi-supervised fashion, assuming the availability of a spectral reference library. Existing semi-supervised unmixing algorithms select members from an endmember library that are present at each of the pixels; most such methods assume a linear mixing model. However, those methods will fail in the presence of nonlinear mixing among the observed spectra. To address this issue, we develop an endmember selection method using a recently proposed semantic spectral representation obtained via non-homogeneous hidden Markov model (NHMC) model for a wavelet transform of the spectra. The semantic representation can encode spectrally discriminative features for any observed spectrum and, therefore, our proposed method can perform endmember selection without any assumption on the mixing model. Experimental results show that in the presence of sufficiently nonlinear mixing our proposed method outperforms dictionary-based sparse unmixing approaches based on linear models.
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I. INTRODUCTION

SPECTRAL unmixing aims at identifying the pure spectral signatures (endmembers) of each mixed pixel and estimating their fractional abundances collected by an imaging spectrometer. This process is crucial to inferring the compositions on the surface of Earth and planetary surfaces because the typical spatial resolution of hyperspectral images acquired by satellites is relatively large; therefore, each pixel is likely to be composed of multiple materials.

Researchers have addressed this issue by exploiting mixture models, both linear and nonlinear, to identify the endmembers composing each mixture [1], [2]. The linear mixing model (LMM) assumes that the observed signature is approximated by a linear combination of the endmembers. Nonlinear mixing models (NLMM) have been proposed to deal with the fact that several aspects of the physical measurement of spectral signals introduce nonlinearities in the mixing process. In the NLMM, microscopic mixtures like intimate mixture or the multiple scattering effects at larger scale can be taken into consideration [3]–[10]. Several models to represent nonlinear mixing processes have been proposed. Some mixture models express the multiple scattering using an element-wise product of endmembers [3]–[6] or additive components [7], while others use an intimate mixing using linear mixtures of albedos of endmembers [8]. More recently, the hybrid of linear and intimate mixture models is also proposed to deal with more complex situations [9], [10].

In terms of availability of an endmember dictionary, unmixing methods can be classified as supervised, unsupervised, and semi-supervised [1]. The simplest scenario is the supervised one where the endmembers in the scene are assumed to be known a priori and only abundances are estimated. Unsupervised unmixing, where endmembers need to be estimated, has been also widely investigated in the literature [1]. In contrast, semi-supervised unmixing is the most recently proposed approach that takes advantage of a spectral library that contains pure spectral signatures collected on the ground by a field spectrometer, or measured in the laboratory [11]–[25]. The spectral signatures are considered to be potential endmembers in the scene and hyperspectral unmixing is reduced to selecting the optimal combination of the pure signatures in the library that best model each mixed pixel in the scene. The spectral samples in the library usually correspond to well-characterized specific materials; therefore, we can directly perform material identification in the semi-supervised case, while unsupervised mixing requires the additional step of identifying the type of materials for each of the extracted endmembers.

Sparsity-based unmixing is perhaps the most popular semi-supervised method [11], [12], receiving significant attention in recent years [13], [25]. However, most of the existing studies rely on the assumption of LMM, which is inappropriate if non-negligible nonlinear mixing is present. In fact, sparse unmixing (SU) based on LMM has been theoretically and experimentally shown to deteriorate its performance as the degree of nonlinearity in the mixing process increases [26], [27]. The previous study on SU with non-linear mixing models is limited to [28], which only deal with a class of bilinear models. On the other hand, choosing an appropriate NLMM can be a daunting task, since in one hyperspectral image scene it is likely that several different mixing phenomena are observed and therefore it would be appropriate to select models individually for each pixel. Furthermore, even if one could pinpoint the exact nonlinear model to be applied, the
complexity of inverting such a model can easily become untenable. For instance, any Hapke mixing model \[^8\] will cause a significant increase of the parameter space such as grain sizes, angles, backscattering functions, and phase functions. Additionally, a family of bilinear mixing models consider all combinations of two potential endmembers in the scene.

In order to avoid the difficulties involved in choosing and inverting a model for nonlinear mixing, we propose a model-independent semi-supervised approach to endmember selection based on detecting endmember discriminative features that persist in mixed spectra regardless of the type of mixing present in the scene. Practitioners have attempted to perform identification of materials in the spectral library by relying on semantic features, which are associated with the chemical makeup of materials and observed as the specific position and shape of absorption bands in the spectral signals. \[^{29}\]–\[^{31}\]. Here we define “semantic” features as ones that characterize a spectral signal to clearly differentiate them from “discriminative” ones. Those semantic features are routinely manually defined by experts are further used to determine discriminative spectral features, e.g., the Tetracorder algorithm \[^{30}\].

We have recently proposed a semantic representation for hyperspectral signatures \[^{32}\], \[^{33}\], which is obtained by modeling the wavelet coefficients of the signature with a non-homogeneous hidden Markov chain (NHMC) model. The NHMC model is shown to improve the performance of spectral classification when compared to competitor methods \[^{32}\], \[^{33}\]. The model is further explored in \[^{34}\]–\[^{36}\], where a more complex model to capture different magnitudes of fluctuations is proposed. This semantic representation can be effectively adopted to the unmixing problem, and particularly to the detection of endmembers.

This paper proposes an unmixing method based on the NHMC-based semantic representation. We have previously attempted NHMC-based unmixing by leveraging an early version of the statistical model \[^{37}\]. In contrast to this prior work, we now consider a more sophisticated NHMC model with multiple states; furthermore, we provide improvements on each of the stages of NHMC unmixing shown in Figure \[^1\]. One of the biggest advantages of NHMC unmixing is that it makes no assumption on the spectral mixing model, because the semantic representation is independent of the type of spectral mixture. Hence, NHMC unmixing can be used for semi-supervised unmixing even when several nonlinear mixing phenomena are present.

In our framework, we cast the semi-supervised unmixing problem as an endmember selection problem and solve it by designing a series of detectors, each of which determines the presence of each endmember in a mixed pixel by using the semantic representation of the endmember spectrum. Therefore, instead of calling it NHMC unmixing, we call our proposed method NHMC based endmember detector (NHMC-ED) in the sequel. This approach relies on the observation that endmember semantic features persist in mixed spectra, albeit with attenuations, if the features for different endmembers don’t overlap. Therefore, detecting such features in the mixed spectra could be a discriminative criterion for the presence of the endmembers. On the other hand, weak endmember features could be attenuated in the mixture. Furthermore, endmember features might be shared by more than one endmember family, including those not present in the mixture. Our approach relies on extracting a large number of features from an expanded library to address the attenuation problem and on a custom feature selection method to extract feature sets that are exclusive to each endmember and therefore truly discriminative.

We also note that our attention here is focused on endmember identification, and not on abundance estimation. While this could be seen as a limitation with respect to other approaches, we emphasize that correct selection of endmembers is perhaps the most important aspect of semi-supervised unmixing. Once we determine the endmembers that are present in the pixel, we can use the corresponding mixing model to estimate their abundances at a fraction of the computational complexity of existing approaches for joint unmixing and abundance estimation. As a matter of fact, accurate abundance estimation is a difficult problem in nonlinear unmixing due to the difficulty of collecting adequate ground-truth information on the abundance of endmembers contributing to a pixel in any non-trivial scenario.

The contributions of our paper can be summarized as follows. We develop a new unmixing method using the semantic representation based on the recently proposed NHMC model; some novel aspects of our method include: (i) addressing the unmixing problem as a series of hypothesis testing problems, (ii) augmenting the spectral library to address the attenuation issue, and (iii) tailoring a new custom feature selection, based on conditional mutual information (CMI) \[^{38}\], to the unmixing problem. We also provide an extensive performance analysis of NHMC-ED and SU on both simulation and experimental data that provides interesting insights. The first and the second contributions are partly discussed in our previous work \[^{37}\] and their benefits are further investigated in this paper. In addition, we consider feature selection part in this paper in a more principled way.

The rest of the paper is organized as follows. Section \[^{II}\] gives background on semantic representations based on the NHMC model. Section \[^{III}\] illustrates the proposed approach for unmixing, including a feature selection method for semantic features. Section \[^{IV}\] and \[^{V}\] are devoted to experiments with synthetic and real data, respectively, and Section \[^{VI}\] concludes the paper.

II. SEMANTIC REPRESENTATION OF HYPERSPECTRAL DATA

In this section, we briefly describe the semantic representation of hyperspectral signals proposed in \[^{32}\], \[^{33}\], \[^{35}\]. This representation is automatically generated by statistical analysis on the wavelet coefficients of the reflectance signals. We first describe the use of wavelet transforms for the spectral data, followed by a description of the statistical model placed on the wavelet coefficients, and end with a description of a semantic representation.

A. Wavelet analysis of reflectance spectra

The wavelet transform (WT), a popular tool for signal analysis, decomposes a signal into a multiscale time-frequency
representation at different scales and offsets. The WT can be used for spectral signature analysis by associating WT components with absorption features in a spectrum that are routinely leveraged by experts. In fact, the WT itself has been used for classification of hyperspectral data [39]–[42].

In particular, we use the undecimated wavelet transform (UWT) to detect localized features. The UWT encodes the magnitude of the convolution of a signal with a wavelet mother function at each wavelength without down-sampling for large scales; therefore, each convolved coefficient is considered to represent the power of the signal at a certain offset and scale and visually preserves the wavelength position of the features. In contrast, the decimated wavelet transform (DWT) creates a non-redundant feature obscuring the position of its entries due to the down-sampling of the signals.

In general, the UWT of a signal \( y = [y_1, y_2, \ldots, y_L]^T \), where \( L \) is the number of elements of the vector \( y \), is a convolution of a signal with a wavelet mother function at different scales,

\[
w_{s,l} = (y, \psi_{s,l})
\]

where \( w_{s,l} \) denotes a wavelet coefficient at a scale \( s \) and an offset \( l \), and \( \psi(\cdot)_{s,l} \) denotes the mother function of the WT dilated to a scale \( s \) and offset \( l \), given by

\[
\psi_{s,l}(\lambda) = \frac{1}{\sqrt{s}} \psi \left( \frac{\lambda - l}{s} \right).
\]

B. Statistical modeling on wavelet coefficients

The WT encodes the signals in an energy-compact fashion, which makes the distribution of wavelet coefficients heavy tailed with a peak around zero. Those distributions can be modeled by a mixture of two Gaussians, both centered at the origin [43]. One Gaussian in this mixture is assumed to have a small variance associated with the distribution of noise, and the other is assumed to have a large variance associated with the distribution of signal components. Crouse et al. [44] refined the probabilistic model by considering two observations: the persistence property, which addresses the propagation of large and small coefficients across scales, and the consistency property, which addresses the similarity of neighboring wavelet coefficients. These two properties motivate the construction of a hidden Markov tree (HMT) across the scales, which has been successful in modeling the signal’s DWT coefficients that manifest themselves as a cone of influence in the wavelet coefficient matrix. The construction of a HMT enables us to mine signal components in small scales, which tend to be observed with small amplitudes.

Inspired by this model, Duarte and Parente proposed a model on UWT coefficients that also present properties similar to those of the DWT [32], [35]. In this model, a non-homogeneous hidden Markov chain (NHMC) is constructed on the UWT coefficients across scales at each offset. As with [43], [44], the NHMC also models the distribution of each of the wavelet coefficients with a mixture of two zero-mean Gaussian distributions: with large or small variances, which are associated with two hidden states \{Large (L), Small (S)\} of the NHMC model. Recall that (L) and (S) indicate the presence or absence, respectively, of any fluctuation that is present in a signal at a specific location and scale. This hidden state of each wavelet coefficient has been used as a semantic representation that encodes the presence and location of signal fluctuations, and has been used to improve the accuracy of hyperspectral classification [32], [33].

More recently, Feng et al. [35] proposed a \( k \)-state mixture of Gaussian (\( k \)-MOG) NHMC model where the distribution of each wavelet coefficient is modeled as a \( k \) Gaussian mixture model, with each Gaussian having mean zero and different variance. In this model, we also consider that semantic information is encoded in a binary fashion, \{Large (L), Small (S)\}, although this is not encoded directly into the hidden states. \( S \) is assigned to a given wavelet coefficient if its hidden state is the one with smallest variance; otherwise, \( L \) is assigned to the coefficient. We refer to this binary encoded semantic information \{(L), (S)\} as a feature label to differentiate it from the MOG NHMC hidden state. The \( k \)-MOG NHMC model takes advantage of the granularity detected by the \( k \)-Gaussian mixture model while reducing undesirable variation in models over all shifts and scales and is adopted in this paper.

We briefly review the \( k \)-MOG NHMC model proposed in [35]. Each wavelet coefficient \( w_{s,l} \) is assumed to be generated from one of the \( k \) states denoted by \( S_{s,l} \in \{0, 1, \ldots, k-1\} \), where the states have the prior probability \( p(S_{s,l} = i) \) that meets the sum-to-one condition \( \sum_i p(S_{s,l} = i) = 1 \). Let \( S_{s,l} = 0 \) and \( S_{s,l} > 0 \) correspond to \( \text{(L)} \) and \( \text{(S)} \) feature labels, respectively. In the sequel, we omit the subscript \( l \) for the sake of simplicity (i.e., \( w_{s,l} \rightarrow w_s \)). Each state is considered as a zero-mean Gaussian distribution expressed as

\[
w_{s} | S_{s} = i \sim \mathcal{N}(0, \sigma_{s,i}^2) \tag{3}
\]

where \( \sigma_{s,i}^2 \) is the variance for a state \( i \) at a scale \( s \) (specific to an offset \( l \)). The marginal probability is computed by

\[
p(w_s) = \sum_i p(s_i) p(w_s | S_{s} = i) \tag{4}
\]

The persistence property of the states across scales is modeled via a Markov chain on the hidden states of the UWT coefficients whose transition equation is given by

\[
p_{s+1} = A_s p_s, \tag{5}
\]

where the vector of the state probabilities is defined by

\[
p_s = [p_{s,0}, p_{s,1}, \ldots, p_{s,k-1}]^T \tag{6}
\]

and the transition matrix of the state probabilities is defined as

\[
A_s = \begin{bmatrix}
p_{s,0 \rightarrow 0} & p_{s,1 \rightarrow 0} & \cdots & p_{s,k-1 \rightarrow 0} \\
p_{s,0 \rightarrow 1} & p_{s,1 \rightarrow 1} & \cdots & p_{s,k-1 \rightarrow 1} \\
\vdots & \vdots & \ddots & \vdots \\
p_{s,0 \rightarrow k-1} & p_{s,1 \rightarrow k-1} & \cdots & p_{s,k-1 \rightarrow k-1}
\end{bmatrix} \tag{7}
\]

where \( p_{s,i \rightarrow j} = p(S_{s+1} = j | S_{s} = i) \) expresses the transitional probability from a state \( i \) to a state \( j \) when we move from a scale \( s \) to a scale \( s + 1 \). Note that the diagonal elements of the transitional matrix \( A_s \) have larger values than others so that the persistence property across the scales holds. Note
also that when almost all of the spectra have a fluctuation at a certain wavelength, the model learns a large variance for the state associated with the (5) feature label, indicating that the features at that wavelength are nondiscriminative.

The \(k\)-MOG NHMC is independently trained on each different offset, namely on each of the \(L\) wavelengths of the reflectance data, using a training set of spectra. The set of \(k\)-MOG NHMC parameters for the model at a given offset \(l\) is defined as

\[
\Theta_l = \{ A_{s,l}, \sigma_{s,l,1}^2, \ldots, \sigma_{s,l,k}^2 | s = 1, \ldots, n_s \},
\]

where \(n_s\) is the number of scales. The training of the model is performed via an expectation maximization algorithm that maximizes the expected log likelihood on the probabilistic distribution of the latent variables and states given a training dataset of spectra \(35\). After the model is trained, to obtain \(k\)-MOG NHMC feature labels, all hidden states associated with the \((L)\) feature label are merged into one state and a Viterbi algorithm \(35, 46\) is used to estimate the most possible sequence of feature labels \(35\).

III. NHMC-ED

In this section, we introduce the proposed NHMC-ED algorithm that uses the semantic representation described in Section[I]. Assuming the availability of a library of candidate endmember spectra, we solve the unmixing problem in a semi-supervised fashion by conducting endmember selection from the library. In particular, our method considers the use of binary semantic feature labels (obtained from an NHMC model) for unmixing. These features have been previously used for classification tasks where the learning process returns only one label out of the classes considered \(32, 33, 36\). In the case of unmixing, there may exist more than one material in the sample being considered; therefore, it is desirable to allow us to detect multiple endmembers simultaneously. One way to solve this problem is to define mixture classes, as in the Tetracorder \(30\). However, it would be computationally intractable to cover all the possible mixture combinations. Therefore, we will take a different approach to deal with this problem by defining one independent detection problem for each endmember class that is included in the library. In other words, detectors are designed in a class-wise fashion to enable us to identify the presence of multiple endmembers in the observation via a series of binary hypothesis tests.

A. Overview

Figure[I] illustrates the schematic of NHMC-ED, which is composed of two stages. In the learning stage, detectors for materials in the library are trained using the spectral library and the NHMC model; in the testing phase, each observed spectrum is examined to evaluate the presence of endmembers in the library using each of the learned decision rules on the spectrum’s semantic features. The learning stage involves the computation of the parameters for the NHMC models from all the spectral samples in the dictionary, regardless of their material class. After the NHMC models are trained, we augment the dictionary with attenuated versions of the available spectral samples. This augmentation is key in our approach: although a pixel may be exclusively composed of one endmember, most pixel spectra are likely to be formed by a mixture with other materials and the concentration of an endmember may or may not be significant. In this case, the semantic features discriminative of each endmember might not be as pronounced in the mixed spectrum as the ones extracted from the endmember’s pure spectral signature. Considering that only pure spectral samples of materials are contained in the library, learning discriminative features using only the pure spectral samples may overlook the necessary discriminability to detect the presence of such attenuated features. In other words, in order to detect the presence of an endmember in a mixture, the detector also needs to be tuned for the possibility of lower-contrast version of endmember discriminative features. This motivates our augmentation of the spectral library with attenuated versions of each spectral sample. In our implementation, we consider the multiplicative attenuation of library spectra.

After the library augmentation, the semantic representation of the spectral samples is obtained by computing the NHMC labels for the wavelet representation of those spectral signatures using the previously learned NHMC model parameters. The third column in Fig. [I] shows some examples of the semantic representation encoded with binary NHMC state labels. The red and blue pixels indicate feature labels (L) and (S), respectively.

Next, a detector is learned for each material class. The pink boxes (labeled Mineral A, Mineral B, Mineral C, etc.) in Fig. [I] illustrate the detector learning for each material. In this stage, the spectral samples in the augmented library are first split into two classes: one is a set of samples of the material of interest (pure samples for the material class and their attenuated versions) and the other contains samples for all the other materials. Subsequently, discriminative feature sets that are exclusively discriminative of the material class of interest are extracted and used for its detection. This feature selection is composed of two steps: the pre-elimination of features and the feature selection on the retained ones. The rectangles labeled “Feature Elimination” and “Feature Selection” portray the eliminated features (marked in green) and the selected discriminative features (marked in yellow), respectively. This procedure and the motivation of this two step approach is described in detail in Section [II-B]. Finally, a binary naïve Bayes classifier is trained using only the selected features.

In the testing stage, for each test spectrum, the NHMC state labels are computed using the model learned in the training stage, in order to obtain a semantic representation for the spectrum under test. Subsequently, the features selected for each detector are extracted individually and the corresponding previously trained naïve Bayes classifiers are applied on the discriminative features to determine the presence of each of the materials in the library.

B. Discriminating feature selection

We consider the use of a feature selection algorithm based on conditional mutual information (CMI) \(38\) and adapt it...
to our unmixing task. CMI-based feature selection attempts to select a set of features that are both maximally discriminant for the target variables and minimally redundant. In the algorithm, we iteratively and greedily add the unselected feature that maximizes the CMI, given the features that have been selected so far.

Let $x = [x_1, x_2, \ldots, x_N]^T$ be the collection of binary feature labels of each sample spectrum over all scales and shifts, where $N$ is the number of features (in our specific case, $N$ is equal to the number of the wavelet coefficients), and $t$ be a scalar binary target variable, which represents the presence of the mineral of interest ($t = 1$ and $t = 0$ represent the presence and the absence of the material of interest, respectively), assigned to the feature vector $x$. The mutual information between $x$ and $t$ is given by

$$I(t; x) = H(t) - H(t|x),$$

where $H(t)$ is the entropy of $t$ and $H(t|x)$ is the conditional entropy of $t$ given $x$. CMI-based feature selection selects the least redundant subset of elements in $x$ that can recover as much information of $t$ as all elements of $x$ can. The feature selection method aggregates the most informative feature at each iteration in a greedy manner. Let the set of previously selected features at $i^{th}$ iteration be $V_i = \{x_{v(1)}, x_{v(2)}, \ldots, x_{v(j)}\}$. At the $(j + 1)^{th}$ iteration the algorithm selects the feature that maximizes the CMI

$$x_{v(i+1)} = \arg \max_{x_n} I(t; x_n|V_i),$$

where $I(t; x_n|V_j)$ is the CMI between $t$ and $x_n$ given the feature set $V_i$, defined by

$$I(t; x_n|V_j) = H(t|V_j) - H(t|x_n, V_j).$$

Under standard CMI feature selection, one searches for the features with highest correlation to the target label; such correlation can be positive — i.e. a feature is active ($L$ is triggered) when the label is positive (1), and vice versa — or negative — a feature is active when the label is negative (0), and vice versa. Unfortunately, negatively correlated features for single materials might become positive for mixtures that include that material if any other element of that mixture causes the feature to become active; this interference phenomenon can potentially affect the labeling for any class that is negatively correlated with a feature. To address this issue, our feature selection will only focus on features that are positively correlated to the label.

To detect only positively correlated features, we define the error matrix

$$E = \begin{bmatrix} p(0, 0) & p(0, 1) \\ p(1, 0) & p(1, 1) \end{bmatrix},$$

where $p(x, t)$ denotes the joint distribution of a feature $x$ and its target label $t$, and both $x$ and $t$ are binary. The determinant of this error matrix is expressed as

$$\det E = p(0, 0)p(1, 1) - p(0, 1)p(1, 0).$$

Thus, if the determinant of this matrix is greater than zero, the diagonal elements are dominant, which means that the feature and its target are positively correlated. We eliminate features for which $\det E \leq 0$. After this feature elimination, we apply the CMI-based feature selection algorithm as usual.

### C. Detection of endmembers

Testing the feature selection algorithm with various kinds of classifiers showed that the best overall classification performance was obtained by matching the CMI feature selection
with a naïve Bayes (NB) classifier \[38\], we conjecture that
this was achieved due to the fact that the CMI-based approach
tends to select features with as little dependency as possible,
which is in line with the assumption of feature independence
made in the design of the classifier. For this reason, the
detector of each endmember class is designed using a NB clas-
sifier. We denote a vector \(x_{V_{K}} = [x_{v(1)}, x_{v(2)}, \ldots, x_{v(K)}]^{T}\)
containing the \(K\) selected binary features \((x_{v(j)} \in \{0, 1\}\)
for all \(j\)), and a binary target label variable \(t \in \{0, 1\}\). The
NB classifier \[47\] assumes mutual conditional independence
among the features, i.e.,
\[
p(x_{V_{K}}|t) = \prod_{j=1}^{K} p(x_{v(j)}|t), \tag{11}
\]
and evaluates the log-likelihood
\[
\log p(t = i|x_{V_{K}}) = \log \left( p(x_{V_{K}}|t = i)p(t = i) \right) + c
\]
\[
= \sum_{j=1}^{K} \log \left( p(x_{v(j)}|t = i) \right) + \log \left( p(t = i) \right) + c, \tag{12}
\]
where \(c\) is a constant that does not depend on \(i\). We can
subsequently write \(p(x_{v(j)}|t = i) = p_{v(j|i)}(x_{v(j)}|t = i)\),
where \(p_{v(j|i)} = p(x_{v(j)}|t = i)\). By substituting this into
\[12\], we obtain
\[
\log p(t = i|x_{V_{K}}) = \sum_{j=1}^{K} x_{v(k)} \log \frac{p_{v(j|i)}}{1 - p_{v(j|i)}} + \log(p(t = i))
\]
\[
+ \sum_{j=1}^{K} \log \left( 1 - p_{v(j|i)} \right) + c.
\]

In the training of the classifier, \(p_{v(j|i)}\) and \(p(t = i)\) are learned
by maximum likelihood estimation. In the testing stage, the
estimated label \(\hat{t}\) is given by
\[
\hat{t} = \arg \max_{t \in \{0, 1\}} \log p(t = i|x_{V_{K}}).
\]

D. Computational complexity of NHMC-ED

As with most statistical approaches, the computational time
of our method is dominated by the complexity of learning the
statistical model, namely obtaining NHMC model parameters,
which is the first step in the learning stage of our method
shown in Fig. \[13\]. However, its computational complexity is
difficult to assess because it is based on the EM algorithm.
Here we describe the complexities, except for that step.

Recall that \(L\) is the number of spectral channels, \(k\) is the
number of NHMC states, \(n_s\) is the number of scales for the
wavelet transform, and \(K\) is the number of selected features.
In addition to that, let \(N_l\) be the number of elements in the
library, \(N_a\) be the number of observed spectral signals, \(N_{c}\)
be the number of classes in the library, \(s_n\) be the ratio of the size
of the augmented library to that of the library.

The learning stage is composed of five different steps. Table \[1\]
shows the computational complexity at each step. The
total time complexity in the learning stage (except for the
first step where the NHMC model parameters are learned)
is equal to \(O((k^2 + KN_{c})n_sLN_{l}s_n)\). Table \[2\] shows the
computational complexity at each spectrum identification step.
The total time complexity in the learning stage is equal to
\(O((k^2 n_sL + KN_{c})N_a)\). Therefore, the total time complexity
is \(O((k^2 + KN_{c})n_sLN_{l}s_n) + (k^2 n_sL + KN_{c})N_a) =
O(k^2 n_sL(N_l + N_a) + KN_{c}(n_sLN_{l} + N_a)).\)

IV. EXPERIMENTAL RESULTS WITH SIMULATION DATA

In this section, we test NHMC-ED with various kinds of
mixture models, and compare its performance to that of the
state-of-the-art SU approach. Our simulation uses a spectral
database taken by the NASA RELAB facility at Brown University \[48\]. We choose 360 samples with 14 classes such that
the samples have reflectance data in the visible near-infrared
region (300 – 2600 nm) with 5 nm spectral resolution. The
selected spectra were measured from particulate (powdered)
samples obtained at several particle sizes. We randomly divide
the available sample spectra into a training and testing data set,
so as to represent the typically occurring scenario in which a
different “exponent” of a spectral class is present in a scene
with respect to the sample acquired in the laboratory and
included in the reference library, due to different acquisition
conditions, possible presence of trace impurities and other
environmental effects. This manipulation mimics the situation
where spectral variability exists, providing a potential source
of nonlinearity additional to the mixing process. The training
and testing samples are divided so that they are as different
to each other as possible. To achieve this differentiation, we
perform \(K\)-means clustering with \(K = 2\) for each class;
samples in one cluster are used for training, while samples
in the other cluster are used for testing. After the data is
partitioned, we generate additional training samples by mixing
the training data within each mineral class using Hapke
mixing \[8\] in order to equalize the number of samples for
each mineral class to 43 (i.e., to match the largest of the classes
among the training set).

The performance of NHMC-ED is compared with that of
SU, which assumes a linear mixing model. In particular, we
use spectral unmixing by splitting and augmented Lagrangian

| TABLE I | COMPUTATIONAL COMPLEXITY IN THE LEARNING STAGE |
|---------|-----------------------------------------------|
| Augmentation of the library | \(O(LN_{l}s_n)\) |
| Wavelet transform | \(O(n_sLN_{l}s_n)\) |
| Label feature learning (Viterbi algorithm) | \(O(k^2n_sLN_{l}s_n)\) |
| Negative feature elimination | \(O(N_{c}LN_{l}s_n)\) |
| CMI feature selection | \(O(KN_{c}n_sLN_{l}s_n)\) |
| Learning Naïve Bayes classifier | \(O(KN_{c}LN_{l}s_n)\) |

| TABLE II | COMPUTATIONAL COMPLEXITY IN THE TESTING STAGE |
|----------|-----------------------------------------------|
| Wavelet transform | \(O(n_sLN_{a})\) |
| Label feature learning (Viterbi algorithm) | \(O(k^2n_sLN_{a})\) |
| Applying Naïve Bayes classifier | \(O(KN_{c}LN_{a})\) |
The wavelet transform the proposed method is set to \( n \in [0, \infty) \) for SUnSAL. In the subsequent thresholding, 70 threshold values are retrieved by feature selection is set to \( n \in [0, \infty) \) for SUnSAL and to \( \{10^{-4}, 5 \times 10^{-4}, 10^{-2}, 10^{-1}\} \) for CLSUnSAL, and \( \{10^{-4}, 10^{-2}, 10^{-1}\} \) for CLSUnSAL. We also includes nonlinearity score (NS) \( 50 \) to measure the degree of nonlinearity exhibited by the mixed pixels, which corresponds to the angle between the nonlinearly mixed observation and the closest point in the convex cone defined by the endmembers involved; in other words, NS measures the size of the angle that the observed spectrum deviates from the set of all possible linear (conic) combinations of the endmembers, which can be computed as

\[
NS(y_p) = \arccos\left(\frac{y_p^T W a^*(y_p)}{\|y_p\| \|W a^*(y_p)\|}\right). \tag{13}
\]

where \( a^*(y_p) \) is the best linear approximation to \( y_p \) over the endmembers in \( W \), given by

\[
a^*(y_p) = \arg\min_{a \geq 0} \|y_p - Wa\|_2
\]

Here \( W \) is a matrix whose columns are the endmember vectors from the training library for the classes involved in the mixture \( y_p \), and \( a^*(y_p) \) is the best linear approximation to \( y_p \) over the endmembers in \( W \). We introduce the nonlinearity score (NS) \( 50 \) to measure the degree of nonlinearity exhibited by the mixed pixels, which corresponds to the angle between the nonlinearly mixed observation and the closest point in the convex cone defined by the endmembers involved; in other words, NS measures the size of the angle that the observed spectrum deviates from the set of all possible linear (conic) combinations of the endmembers, which can be computed as

\[
NS(y_p) = \arccos\left(\frac{y_p^T W a^*(y_p)}{\|y_p\| \|W a^*(y_p)\|}\right). \tag{13}
\]

Here \( W \) is a matrix whose columns are the endmember vectors from the training library for the classes involved in the mixture \( y_p \), and \( a^*(y_p) \) is the best linear approximation to \( y_p \) over the endmembers in \( W \), given by

\[
a^*(y_p) = \arg\min_{a \geq 0} \|y_p - Wa\|_2
\]

The ROC curve characterizes the performance of a binary detector and is drawn by plotting FAR and Recall in the \( x \) and \( y \) axis for different parameters of the detector. If the parameter space has more than one dimension, the ROC curve may be interpreted as a mesh. For brevity we will refer to the ROC curve/mesh as a curve. The ROC curve of NHMC is generated by varying the values of two parameters: the number of states in the NHMC model and the number of selected features. Similarly, the ROC curves of SUnSAL and CLSUnSAL are generated by varying the values of the trade-off parameter and the thresholding level. We define the performance of endmember detection by finding the closest distance \( d_{\text{ROC}} \) between points in the ROC curve/mesh and the upper left corner of the ROC plot; more specifically,

\[
d_{\text{ROC}} := \min \sqrt{(1 - R)^2 + FAR^2}.
\]

Throughout this section, the search range of the two parameters for the NHMC-ED are as follows: the number of states for the NHMC model is set to \( [2, 4, 6, 8] \); the number of features retrieved by feature selection is set to \( [1, 2, \ldots, 50] \); and the range of the trade-off parameter is set to \( [0, 10^{-4}, 10^{-2}, 10^{-1}] \), \( 25,000 \) spectra for each mixture type. The abundances of LMM, HM, FM, GBM, PPNM, and SM are drawn from the uniform distribution on the simplex, i.e., the Dirichlet distribution with parameter values being all equal to one. For NM, the abundances and coefficients for the second order terms are drawn from the uniform distribution on the simplex. Each of the coefficients that control the power of the second order term in GBM and PPNM is independently drawn from the uniform distribution over \( (0, 1) \) and \( (-3, 3) \), respectively. For HM, single scattering albedos (SSAs) for the endmembers are obtained by inverting the model using the recorded incident and emission angles. Assuming that the porosity parameter \( K = 1 \), the phase function \( p(g) = 1 \), and the back scattering function \( B(g) = 0 \), the SSAs of the endmembers are computed by using the bisection method. The same assumption is made for \( K, p(g), \) and \( B(g) \) to construct mixtures using the SSAs of the endmembers.
Finally, we add zero-mean Gaussian noise to synthetically mixed spectra with a signal-to-noise ratio (SNR) of 50dB. The SNR [dB] is defined as \( \log_{10}(E[y^T y]/E[n^T n]) \) where \( E[\cdot] \) represents the expectation operator and \( n \) is a noise vector of length \( L \). For given SNR, the variance of the noise is computed via \( E[y^T y]/(10^{SNR/10} L) \).

### C. Experimental results

Before proceeding to our analysis, we set the default number of endmembers in the mixtures to 3. The attenuations of library spectra range on a grid from 0.1 and 1 with a step size of 0.1.

We first investigate the impact of two new components of our proposed NHMC-ED: the library augmentation (LA) and negatively correlated feature elimination (NCFE) prior to CMI-based feature selection. Table III shows \( d_{ROC} \) on the seven different mixing models for four methods: NB classifier directly on the feature label without LA or feature selection (labeled “NB”), NB with NCFE and CMI-based feature selection (labeled “NCFE+NB”), NB with LA and CMI-based feature selection (labeled “LA+NCFE”), and NB with LA, NCFE, and CMI-based feature selection (labeled “NCFE+LA+NCFE”). Overall, the proposed NHMC-ED, which uses both NCFE and LA, tends to perform best and show robustness to different mixing models. In addition, we can see the benefit of LA and NCFE by comparing the performance of “NCFE+NB” and “LA+NCFE” with the rightmost column, respectively. The numbers in the second column from the right show better performance than those in the third column from the right, indicating that LA is more critical to the performance than NCFE; however, both of them seem to contribute the improvement in performance. Compared to NB, the other methods consistently perform much better, indicating that semantic information retrieved by NHMC modeling should be combined with an appropriate feature selection method to achieve accurate endmember detection.

Next, we investigate the sensitivity of NHMC-ED to different values of its parameters. Figure 2 shows its performance mesh on HM for different number of states of the NHMC model and for different number of features selected by CMI-based feature selection. Each curve corresponds to a fixed number of states and connects the performance point for a varying number of features. From this figure, it can be seen that the variation in performance is small. Nonetheless, it can be challenging to predict the optimal parameter combination for NHMC.

Third, we compare the performance of our methods with the two SU approaches. From now on, NHMC-ED refers to our proposed approach using both NCFE and AL. Table IV shows the performance of NHMC-ED, SUnSAL, and CLSUnSAL on various kinds of mixture models in order of increasing average nonlinearity score \( NS(y) \). According to the table, NHMC-ED comes to perform best as the degree of nonlinearity increases. This result demonstrates the NHMC-ED performs better in the presence of a sufficiently strong degree of nonlinearity, indicating its robustness to non-linear mixing. CLSUnSAL tends to perform worse than SUnSAL. We conjecture that this is because the uniform mixing assumption made by CLSUnSAL is not valid in these simulated data. Clustering of mixtures prior to unmixing \[51\] may be necessary to take advantage of the model assumed by CLSUnSAL.

We also analyze the performance when varying the number of endmembers. Due to space limitations, we only demonstrate the performance on three different mixture models, LMM, HM, and PPNM. Figure 3 shows the performance on these three mixing models for the different number of endmembers. While all of the methods tend to perform worse as the number of endmembers increases, the relative performance ranking is consistent throughout.
**D. Detection performance with HM model**

We further investigate the per-class detection performance of NHMC-ED and CLSUnSAL on the HM model. Figure 4 shows the optimal Recall/FAR performance of the three methods. The NHMC-ED performance is significantly more stable across different classes than that of SUnSAL and CLSUnSAL on a class-by-class basis. Figure 5 shows the detection performance as a function of the abundance level for each material in the mixture for NHMC-ED, SUnSAL, and CLSUnSAL. According to the figure, the recall quickly becomes larger and surges to one as the abundance increases for the three methods. It is evident that NHMC-ED can recover most endmembers whose abundances are larger than 40%, except for labradorite.

Not only is the average performance of NHMC-ED better than that of SUnSAL and CLSUnSAL, as seen also in Table IV, but additionally NHMC-ED shows more stable (i.e., similar) performance among the different classes available. This is in contrast to the performance of SUnSAL and CLSUnSAL, which has larger spread (i.e., variability) for different classes, implying that some minerals are easily detected but several other minerals have recalls that surge only slowly. The poor detection performance for labradorite is due to the flatness of its reflectance spectrum, which is difficult to capture by NHMC modeling.
We focus on 48 bands (band 170-217) in the short wave infrared (SWIR) wavelength region. We visually examined the scores of the Tetracorder and the spectral shape at each pixel. We perform hard thresholding of the score at 10 to obtain ground truth labels for each pixel because spectral signatures featuring scores lower than 10 do not resemble the reference spectra. Figure 7(b) shows the distribution of these minerals in the HSI, showing that the scene is mainly composed of seven minerals: alunite, calcite, chalcedony, dickite, kaolinite, montmorillonite, and muscovite. Note that some of the classes selected by the Tetracorder are merged into one class. Figure 7(c) shows the map of NS. The non-linearity scores are relatively high at many pixels and therefore, it is anticipated that NHMC-ED performs better than SU approaches.

The spectral library for the experiment is created by extracting pixels in the image that are considered to be sufficiently pure according to the Tetracorder scores; Figure 8 shows the spectral signatures for the chosen endmembers. The reason why we use image endmembers instead of spectral samples from the U.S. Geological Survey (USGS) spectral library is that each of the mineral classes has an insufficient number of samples in the USGS library. Since the NHMC model uses the statistics of the spectral signatures in each class, a moderate number of samples is necessary to detect discriminative features.

After constructing the library and setting up the training feature labels for the pixels in the image, we apply NHMC-ED and SUnSAL. The parameters of NHMC-ED are learned on the spectral library. The attenuations of library spectra range on a grid from 0.1 and 1 with a step size of 0.1, as done in the last section. To measure the detection performance of SUnSAL and CLSUnSAL, we also apply thresholding to SUnSAL's (and CLSUnSAL's) vector of estimated abundances. We optimize the parameters of NHMC (k and the number of features) and SUnSAL and CLSUnSAL (the trade-off parameter and the thresholding value) so that the performance is maximized in terms of dROC as done in the experiment on the simulated data. In this experiment, we searched the optimal number of NHMC states over [2, 3, ..., 8]. The other parameter range is same as the experiments on simulated data. The best performance of NHMC-ED was obtained at k = 5 and 21 for the number of features. The number of scales used for the wavelet transform the proposed method is set to ten. For SUnSAL, the trade-off parameter is set to 0.0 and the additional hard thresholding with the threshold value 0.2 is applied. The zero value of the trade-off parameter indicates that the performance of endmember identification for SUnSAL with thresholding is achieved without l1-regularization, which is coherent with the result in [50]. The performance of the CLSUnSAL is maximized when the trade-off parameter and the threshold value are equal to 0.01 and 0.2.

We measure the detection performance by using the ground truth labels obtained by the Tetracorder as a reference. The first four rows of Figure 9 show a comparison between the mineral mappings obtained by the Tetracorder, NHMC-ED, SUnSAL, and CLSUnSAL. The red (blue) pixels in the Tetracorder maps represent scores higher (lower) than the threshold value set above. For NHMC-ED, SUnSAL, and CLSUnSAL, red pixels

![Graphical representation of reflectance spectra and selected NHMC features.](image-url)
from visual inspection, NHMC-ED improves the detection performance of six mineral classes, with dickite being the sole exception. Our method allows for the detection of abundant kaolinite in this scene; furthermore, the distributions of montmorillonite obtained by NHMC-ED more closely resemble the ground truth than those obtained by SUNSAL and CLSUNSAL, although the false alarms for dickite is high for NHMC. We conjecture that these false alarms appear because dickite has high spectral similarity to kaolinite. In contrast, SUNSAL and CLSUNSAL tend to often falsely detect montmorillonite, and chalcedony. Those minerals have relatively flat spectra and appear to have been detected to compensate for a smooth distortion that is present in the spectra over the wavelength region being considered.

Figure 10 shows the Recall/FAR performance of the three methods. The NHMC-ED performance is significantly more stable across different classes than that of SUNSAL and CLSUNSAL on a class-by-class basis. Nonetheless, the average performances are comparable: the average recall and FAR of NHMC-ED are 70% and 19% respectively, those of SUNSAL are 66% and 16% respectively, and those of CLSUNSAL are 67% and 20%, respectively. We argue that NHMC-ED is preferable over the others because of the stability of the performance for different classes. The stability was also claimed in the experiments on simulated data. Note that unknown pixels are also counted for the computation of FAR; even when those pixels are excluded, the average FARs for those methods only change less than 1%.

Next, we investigate the challenges of SUNSAL and CLSUNSAL. The fifth, sixth, and seventh rows in Fig. 9 show the estimated abundances by SUNSAL, those by CLSUNSAL and the original Tetracorder scores, respectively. Comparing these three rows, we can find moderate consensus between the SUNSAL's or CLSUNSAL's estimated abundances and the Tetracorder scores, except for kaolinite and montmorillonite. The SUNSAL's estimated abundance maps of montmorillonite look very different; nonetheless, after applying a higher threshold level in SUNSAL, its detection result is much closer to the ground truth in the first row. This finding indicates that proper
Fig. 9. Comparison of the mapping results and abundance estimates (except for the “unknown” class) for the minerals of interest obtained by the Tetracorder, NHMC-ED, SUnSAL, and CLSUnSAL.
thresholding on the estimated abundances could improve estimation accuracy. Since the same threshold value is applied to the different mineral classes in this experiment, the detection performance could potentially be improved by setting different threshold values for individual mineral classes. However, this would exponentially increase the complexity of the parameter space. In contrast, it seems difficult to improve the detection performance of CLSUnSAL just by changing the threshold values.

We also explore the mapping accuracy for pixels classified as unknown in the ground truth. This “unknown” label is given to the pixels with no label or labeled with mineral classes outside the aforementioned seven minerals detected by the Tetracorder. In NHMC-ED, the “unknown” label is assigned to the pixels for which all detectors return negative labels; for SUnSAL and CLSUnSAL, the “unknown” label is assigned to the pixels for which all the estimated abundances are below the threshold value. Recall that the threshold value is optimized to maximize the performance in all seven classes, excluding the unknown class. The last column in Fig. 9 shows the membership of the “unknown” class for the three aforementioned methods. NHMC-ED produces a map that is visually similar to that of the ground truth, while SUnSAL and CLSUnSAL do not identify any “unknown” pixels. One of the most notable unknown areas is around the lower right region in the image. For this region, SUnSAL tends to assign montmorillonite and CLSUnSAL seems to assign chalcedony instead. This demonstrates another disadvantage of these two methods; they need all endmembers present in the scene to be part of the dictionary in order to obtain successful performance. As observed, missing endmembers are often compensated in sparsity-based methods by selecting other (incorrect) endmembers. On the other hand, NHMC-ED was able to cope with the “unknown” class as well as Tetracorder does.

Finally, we investigate the performance of the three methods as a function of the degree of nonlinearity in the mixture, using the same procedure as in Section IV. We use the same nonlinearity score (13), with \( W \) being composed of all the endmembers for the mineral classes present in the pixel. The pixels in the testing set are clustered into groups possessing different levels of nonlinearity (NS = 0-1°, 1-2°, 2-3°, etc.). The performance of the three algorithms is then evaluated for each nonlinearity level. Figure 11 shows the average value of \( d_{ROC} \) as a function of NS. As seen in Table IV in the experiments on simulated data, NHMC-ED outperforms SUnSAL and CLSUnSAL in the presence of a sufficiently strong mixture nonlinearity.

VI. CONCLUSION AND FUTURE WORKS

In this paper, we have presented NHMC-ED, a new method to detect endmembers present in nonlinear mixtures using a semantic representation for hyperspectral signals. NHMC-ED uses the semantic representation that is obtained from NHMC models and a series of detectors that are designed to determine the presence of individual materials. In each detector, a modified CMI feature selection method is adopted for unmixing tasks. One of the advantages of NHMC-ED is that it is agnostic to the mixing model present in the observations. Experimental results show that NHMC-ED exploits discriminative features similar to those determined by experts, and that NHMC-ED can be a promising detection method for highly nonlinear mixing scenarios. Our results also reiterate the potential of the NHMC-based semantic representations for encoding scientific information.

One possible future direction would be the combination of NHMC-ED with prior de-noising on wavelet coefficients using soft-thresholding [55] or hidden Markov tree modeling [44] to achieve robustness to noise. Since the wavelet coefficients are strongly affected by the presence of noise, it is expected that the performance of our proposed method will be deteriorated as noise increases, implying the necessity of prior de-noising. Another future work would be the investigation of the properties of the library critical for the performance of NHMC-ED. Since our semantic representation is a non-linear function of the spectrum, the properties of the library to assess the performance of SU (such as coherence) may not be useful, pointing to the need for different metrics to determine well-conditioned libraries.
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