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The restricted consistency property of leave-$n_v$-out cross-validation for high-dimensional variable selection

Yang Feng and Yi Yu

Columbia University and University of Bristol

Abstract: Cross-validation (CV) methods are popular for selecting the tuning parameter in the high-dimensional variable selection problem. We show the misalignment of the CV is one possible reason of its over-selection behavior. To fix this issue, we propose a version of leave-$n_v$-out cross-validation (CV($n_v$)), for selecting the optimal model among the restricted candidate model set for high-dimensional generalized linear models. By using the same candidate model sequence and a proper order of construction sample size $n_c$ in each CV split, CV($n_v$) avoids the potential hurdles in developing theoretical properties. CV($n_v$) is shown to enjoy the restricted model selection consistency property under mild conditions. Extensive simulations and real data analysis support the theoretical results and demonstrate the performances of CV($n_v$) in terms of both model selection and prediction.
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1. Introduction

In recent years, massive high-throughput data sets are generated as a result of technological advancements in many fields. Such data are featured by the large number of variables $p$ compared with the sample size $n$. For an overview of the many challenges associated with high-dimensional statistical modeling, we refer the readers to Fan and Li (2010) and Buhlmann and van de Geer (2011).

A crucial goal in high-dimensional data analysis is to achieve a good balance between the goodness-of-fit and the complexity of the model, as both predictability and model interpretability are important to practitioners in many scientific fields. One popular avenue to achieve this balance is the imposition of penalties on the model complexity, which leads to simultaneous variable selection and parameter estimation in one single step. Numerous efforts have been made, from both theoretical and numerical perspectives; to name but a few, Tibshirani (1996) proposed Lasso, which is the $\ell_1$ penalty, or equivalently, Chen and Donoho (1994) proposed basis pursuit. Also, folded-concave penalties including SCAD (Fan and Li, 2001) and MCP (Zhang, 2010) have been proposed and widely used over the years.

One of the important aspects of penalization techniques is the tuning parameter, which determines how much penalty is imposed. Over-penalization runs the risk of overlooking scientifically meaningful information; on the other hand, under-penalization may erroneously identify seemingly meaningful patterns that are actually the result of experimental noise. It is, therefore, critical to choose the tuning parameter with care.

There has been an abundance of research on using certain kind of information criteria to select the tuning parameter; these include the generalized cross-validation (Tibshirani, 1996; Wang et al., 2007), the $C_p$ (Efron et al., 2004), the extended Bayesian information criterion (EBIC) (Chen and Chen, 2008; Luo and Chen, 2013), the modified BIC (Wang et al., 2009), the generalized information criterion (Zhang et al., 2010; Fan and Tang, 2013), etc. Other related work includes selection of the tuning parameter through joint estimation of the regression coefficient and the standard deviation (Stadler et al., 2010; Sun and Zhang, 2012).

Another popular method for selecting the tuning parameter is cross-validation...
Leave-$n_v$-out CV for high-dimensional variable selection

(CV), which is a data-driven method. A vast amount of theoretical work has been done for CV in the fixed-dimensional linear regression models. For example, leave-one-out CV (CV(1)) is shown to be asymptotically equivalent to Akaike information criterion (AIC), $C_p$, jackknife, and bootstrap (Stone, 1977; Efron, 1983, 1986). Shao (1993) proved the model selection inconsistency of CV(1) for the fixed-dimensional linear regression model. In addition, for leave-$n_v$-out CV (CV($n_v$)), the author gave the proper ratio of the size of construction set to that of validation set which turns out to be necessary for model selection consistency. Here, by construction and validation data sets we mean the subsets used to construct and validate the estimators in CV splits. However, $K$-fold CV, the most commonly used method, is well known for its conservativeness, i.e. the corresponding estimator selects far too many noise variables (Yu and Feng, 2014b). As mentioned in Zhang and Huang (2008), the theoretical justification of CV based tuning parameter is unclear for model selection purposes. Yu and Feng (2014b) proposed the modified cross-validation for high-dimensional linear regression models and showed that it outperforms the regular $K$-fold CV in numerical experiments. Compared with Yu and Feng (2014b), in this paper, we study the leave-$n_v$-out cross-validation for a sequence of candidate models from the whole data set and developed the restricted consistency results under the generalized linear model framework for high-dimensional variable selection.

Another related work is relaxed Lasso (Meinshausen, 2007), which is a two-stage method, with the penalty at the second stage only operating on those variables being selected at the first stage. The author conjectured that the $K$-fold CV for this two-step method will achieve model selection consistency. Different from Meinshausen (2007), in this paper we study the theoretical behaviors of the penalties, and mainly focus on the model selection instead of proposing a variant of Lasso procedure, with rigorous discussions on the asymptotic behavior of CV provided.

The main contribution of the paper is two-fold: (1) investigations are conducted for the advantages and drawbacks of the commonly used CV methods for tuning parameter selection in the penalized estimation methods; (2) studying the leave-$n_v$-out cross-validation, which is shown to be consistent in a restricted sense for a wide range of penalty functions in the high-dimensional generalized
linear model framework.

We would like to introduce some of the notation used throughout this paper. For a \( p \)-dimensional vector \( \beta \) and an \( n \times p \)-dimensional matrix \( A \), suppose \( s \) is a subset of \( \{1, \cdots, n\} \) and \( \alpha \) is a subset of \( \{1, \cdots, p\} \), then \( \beta_\alpha \) represents the sub-vector of \( \beta \) corresponding to \( \alpha \), \( A_s \) represents the submatrix of \( A \) corresponding to rows with indices in \( s \) and \( A^\alpha \) represents the submatrix of \( A \) corresponding to columns with indices in \( \alpha \). Let \( |s| \) represent the cardinality of set \( s \). In addition, define the \( \ell_0 \), \( \ell_1 \) and \( \ell_2 \) norms of \( \beta \) as \( \|\beta\|_0 = \sum_{j=1}^p 1\{\beta_j \neq 0\} \), \( \|\beta\|_1 = \sum_{j=1}^p |\beta_j| \) and \( \|\beta\|_2 = \left[ \sum_{j=1}^p \beta_j^2 \right]^{1/2} \), respectively. Let \( g_1 \) and \( g_2 \) be two functions of \( n \). We use \( g_1(n) = \Theta(g_2(n)) \) to represent that they are asymptotically of the same order, i.e., there exist positive constants \( c_1 \) and \( c_2 \), such that

\[
C_1 \leq \liminf_n \frac{g_1(n)}{g_2(n)} \leq \limsup_n \frac{g_1(n)}{g_2(n)} \leq C_2.
\]

The rest of the paper is organized as follows. We introduce the generalized linear model setup and discuss the \( K \)-fold CV in Section 2. Motivated by the issues with the \( K \)-fold CV, we introduce the leave-\( n_v \)-out cross-validation (CV(\( n_v \))) for high-dimensional variable selection, and show CV(\( n_v \)) can achieve the restricted model selection consistency in Section 3. We conduct extensive simulation studies in Section 4 and a real data analysis in Section 5 to compare CV(\( n_v \)) with other types of CV methods as well as many state-of-the-art information criteria. We conclude the paper with a short discussion in Section 6 while all the technical details are collected in the Appendix.

2. Model setup and \( K \)-fold cross-validation

2.1. Model setup

Suppose we have \( n \) i.i.d. observation pairs \((x_i, y_i), i = 1, \cdots, n\), where \( x_i \) is a \( p \)-dimensional predictor and \( y_i \) is the response. For generalized linear models, we assume the conditional distribution of \( y \) given \( x \) belongs to an exponential family with the canonical link and canonical parameter \( \theta = x^\top \beta \); that is, it has the following density function,

\[
f(y; x, \beta) = c(y, \phi) \exp((y \theta - b(\theta))/a(\phi)),
\]

where \( \phi \in (0, \infty) \) is the dispersion parameter, the functions \( a(\cdot), b(\cdot) \) and \( c(\cdot, \cdot) \) are known and different for different models. Let \( \beta^0 \) be the true regression
parameter, with $\|\beta^0\|_0 = d_o$. In the high-dimensional setting, $p$ may well exceed $n$ but $d_o$ is usually assumed to be strictly upper bounded by $n$, i.e., $d_o < n$. Up to an affine transformation with $\theta_i = x_i^T \beta$, the log-likelihood divided by the sample size is given by

$$\ell(\beta) = n^{-1} \sum_{i=1}^{n} \{y_i \theta_i - b(\theta_i)\}. \quad (1.1)$$

Minimizing the penalized negative log-likelihood function leads to the following estimator.

$$\hat{\beta}(\lambda) = \arg \min_{\beta \in \mathbb{R}^p} \{-\ell(\beta) + p_{\lambda, \gamma}(\beta)\}, \quad (1.2)$$

where $p_{\lambda, \gamma}(\cdot)$ is the penalty function.

Given subset $s \subset \{1, \cdots, n\}$, the log-likelihood function evaluated on the subset $s$ is

$$\ell^{(s)}(\beta) = (|s|)^{-1} \sum_{i \in s} \{y_i \theta_i - b(\theta_i)\}. \quad (1.3)$$

Then the corresponding minimizer of the penalized negative log-likelihood is

$$\hat{\beta}^{(s)}(\lambda) = \arg \min_{\beta \in \mathbb{R}^p} \{-\ell^{(s)}(\beta) + p_{\lambda, \gamma}(\beta)\}. \quad (1.4)$$

In this paper, we only consider separable sparsity-inducing penalties; that is, there exists a non-negative function $\rho(\cdot)$, such that for any vector $\beta = (\beta_1, \cdots, \beta_p)^T$, the penalty function $p_{\lambda, \gamma}(\cdot)$ satisfies

$$p_{\lambda, \gamma}(\beta) = \sum_{j=1}^{p} \rho(|\beta_j|; \lambda, \gamma), \quad (1.5)$$

where $\lambda$ and $\gamma$ are the parameters of the penalty function and the minimizer of the penalized negative log-likelihood leads to a sparse solution. Both convex and folded-concave penalties can be written in the form of (1.5). For convex penalties, such as Lasso (Tibshirani, 1996), $\gamma = \infty$; while for folded-concave penalties, $0 < \gamma < \infty$. In the penalty function (1.5), $\gamma$ is a parameter controlling the concavity of the penalty, and in this paper we only focus on studying the collection of solutions as $\lambda$ changes while fixing $\gamma$. 
S1. Using the whole data, generate a data-driven penalty parameter sequence 
\[ \lambda = \{\lambda_1, \cdots, \lambda_R\} \]. Compute the solution path \( \{\hat{\beta}_r, r = 1, \cdots, R\} \), where 
\[ \hat{\beta}_r = \hat{\beta}(\lambda_r). \]

S2. Randomly divide the data set into \( K \) folds, and denote the indices of each fold as 
\( s_k, k = 1, \cdots, K \), and \( s(-k) = \{1, \cdots, n\} \setminus s_k \).

S3. For each fold \( k = 1, \cdots, K \)

(a) Using the construction data in \( s(-k) \), generate its own penalty parameter sequence 
\[ \lambda^{(-k)} = \{\lambda_1^{(-k)}, \cdots, \lambda_R^{(-k)}\}. \]

(b) Compute the corresponding solution path \( \{\hat{\beta}_r^{(-k)}, r = 1, \cdots, R\} \), where 
\[ \hat{\beta}_r^{(-k)} = \hat{\beta}^{(s(-k))}(\lambda_r^{(-k)}) \] is the penalized estimator defined in (1.4) with penalty parameter \( \lambda_r^{(-k)} \).

(c) Evaluate the prediction performance of \( \{\hat{\beta}_r^{(-k)}, r = 1, \cdots, R\} \) on the validation data in \( s_k \) using the negative log-likelihood function. The resulting values are denoted by \( \{L_r^k, r = 1, \cdots, R\} \), where 
\[ L_r^k = -\ell(s_k)(\hat{\beta}_r^{(-k)}) \] as defined in (1.3).

S4. Calculate the average criterion values \( \{L_r, r = 1, \cdots, R\} \) where 
\[ L_r = K^{-1} \sum_{k=1}^K L_r^k. \] Output the optimal location \( \hat{r} = \arg \min_{r=1, \ldots, R} L_r \) along with its corresponding solution \( \hat{\beta}_r \).

Algorithm 1: \( K \)-fold CV for a typical path algorithm.

A popular class of algorithms on solving (1.2) are called path algorithms. Many different path algorithms have been proposed, including forward regression, stepwise regression, lars \cite{Efron2004}, glmpath \cite{Park2007}, glmnet \cite{Friedman2010}, ncvreg \cite{Breheny2011}, apple \cite{Yu2014a}, among others. In a path algorithm, a collection of (usually sparse) estimators \( \{\hat{\beta}_r, r = 1, \cdots, R\} \) are generated, where \( R \) represents the total number of candidate estimators. Then the natural question is to choose the best estimate \( \hat{\beta}_r \) among the \( R \) candidates according to certain criteria.

2.2. Cross-validation

There are many different versions of CV, to avoid ambiguity, we describe \( K \)-fold CV with glmnet and ncvreg in the penalized negative log-likelihood context in Algorithm 1.
In Algorithm 1, to compare the performance of \( \{ \hat{\beta}_r, r = 1, \cdots, R \} \), we are averaging the prediction performance on the corresponding validation set \( s_k \) over the \( K \) folds using the estimator \( \hat{\beta}_r^{(-k)} \) from the construction set \( s_k \). However, there is no guarantee that we are averaging across the same models or the same tuning parameters across different folds. In path algorithms, the tuning parameters are determined by the construction data set, and the estimators are determined by the tuning parameters and the construction data set.

**Remark 1.** In some other path algorithms including lars and glmpath, instead of starting with a sequence of data-driven penalty parameters, they proceed by adaptively adding/deleting one predictor at a time from the model and provide the corresponding \( \hat{\beta}_r \) after each operation. Note that the solution \( \hat{\beta}_r \) from such path algorithms would also imply a certain value of \( \lambda_r \) in (1.2). As a result, the preceding discussions regarding the averaging process also apply to those algorithms.

**Remark 2.** In practice, it is also common to use the tuning parameter sequence \( \lambda \) generated by the whole data in all splits. Although this guarantees the alignment of tuning parameters across different splits, this still causes mis-alignment in terms of model sequences, and this actually could cause more problems due to the fact that a desirable tuning parameter should be a function of the sample size. In any case, it would be very difficult to link the chosen tuning parameter from the splits with its performance in the whole data.

We conduct a simple simulation for a high-dimensional linear regression example with the 5-fold CV. In Figure 1, we show the corresponding results of two different construction data sets when performing the CV. In the left panel we show the first 30 values of \( \lambda \) on each path, with the \( x \)-axis being the location indices; in the right panel, the sequences of the model sizes are presented against their locations on the solution paths. The CV averages models across different splits, but as we can see from Figure 1, the corresponding \( \lambda \) sequences and the model size sequences are both very different for those two different splits. As a result, it is very difficult to derive any theoretical justification for either model selection or tuning parameter selection property of the CV tuned estimator. More numerical results on the alignment issue of the CV will be shown in Section 4.1.
3. Leave-$n_v$-out cross-validation

With a better understanding of the issues of the CV in Section 2, we propose a version of CV($n_v$) in this section. We first introduce some key concepts regarding model selection in Section 3.1 and CV($n_v$), then point out its major differences from the CV in Section 3.2. In Section 3.3, we show that CV($n_v$) is restricted model selection consistent (to be defined formally in Section 3.1) under mild technical conditions in the generalized linear model framework for both convex and folded-concave penalties.

3.1. Key concepts

From the solution path $\{\hat{\beta}_r, r = 1, \ldots, R\}$ in Algorithm 1, one can get a corresponding path of models $\mathcal{A} = \{\alpha_r, r = 1, \ldots, R\}$, where $\alpha_r = \{j \in \{1, \ldots, p\} : (\hat{\beta}_r)_j \neq 0\}$ is the indices with nonzero coefficient estimates. Similar to Shao (1993), we divide $\mathcal{A}$ into two disjoint subsets: $\mathcal{A}_c$ and its complement $\mathcal{A} \setminus \mathcal{A}_c$, where $\mathcal{A}_c = \{\alpha \in \mathcal{A} : (X^\alpha)\beta_\alpha^o = X\beta^o\}$. Here we give three definitions which constitute the fundamental concept of this paper.

Definition 1 (True model). The true model is defined as $\mathcal{O} = \{j : \beta_j^o \neq 0\}$.

Here, for any estimated model $\hat{\mathcal{O}}$, we define its false negative (FN) to be $|\mathcal{O} \setminus \hat{\mathcal{O}}|$ and its false positive (FP) to be $|\hat{\mathcal{O}} \setminus \mathcal{O}|$. Then, for the models in $\mathcal{A}_c$, FN = 0; for the models in $\mathcal{A} \setminus \mathcal{A}_c$, FN > 0.
Definition 2 (Optimal model set). Let \( d_* = \min_{\alpha \in \mathcal{A}_c} |\alpha| \). Define the optimal model set as \( \alpha_* = \{ \alpha \in \mathcal{A}_c : |\alpha| = d_* \} \).

When \( |\alpha_*| = 1 \), there is only one optimal model and with slight abuse of notation, we call \( \alpha_* \) as the optimal model. The optimal models can be different from the true model. They are the sparsest models without false negatives.

Remark 3. For any model \( \alpha \in \mathcal{A} \), define its fitted risk as follows:

\[
R(\alpha) = \sup_{x \in \mathbb{R}^p : \|x\| = 1} (x^\top \beta^0 - x^\top \hat{\beta})^2 = \|\beta^0 - \hat{\beta}\|_2^2.
\]

It is obvious that if \( \alpha \in \mathcal{A}_c \), then \( R(\alpha) = 0 \); otherwise, \( R(\alpha) > 0 \).

We now demonstrate the differences between the true model and the optimal model (set) via a toy example. In a linear regression setting, assume the true regression coefficient \( \beta^0 \in \mathbb{R}^{100} \) being \( \beta^0_j = 1 \), for \( j = 1, \ldots, 5 \) and \( \beta^0_j = 0 \), for \( j = 6, \ldots, 100 \). Then, the true model \( \mathcal{O} = \{1, 2, 3, 4, 5\} \). If the candidate models are as follows: \( \alpha_1 = \{1, 2, 3\}, \alpha_2 = \{1, 2, 3, 4\}, \alpha_3 = \{1, 2, 3, 4, 5, 6\} \) and \( \alpha_4 = \{1, 2, 3, 4, 5, 6, 7\} \); note that the true model is not among the candidate models here. Both models \( \alpha_1 \) and \( \alpha_2 \) miss at least one important variables, with \( R(\alpha_1) = 2 \) and \( R(\alpha_2) = 1 \). The true model is a subset of both \( \alpha_3 \) and \( \alpha_4 \), and \( R(\alpha_3) = R(\alpha_4) = 0 \). In this situation, we \( \alpha_3, \alpha_4 \in \mathcal{A}_c \). Recall the definition of the optimal model (set), then we know \( \alpha_3 \) is the optimal one, since it contains fewer false positive than \( \alpha_4 \). As a result, it is reasonable to target on the optimal model (set) when the true model is out of reach.

Definition 3 (Restricted model selection consistency). We say that a method has the restricted model selection consistency property, if the selected model \( \hat{\alpha}_n \) satisfies

\[
\lim_{n \to \infty} \Pr\{\hat{\alpha}_n \in \alpha_*\} = 1.
\]

Here, we do not require any specific path algorithm, but start with a collection of candidate models. As a result, in Definition 3, by restricted model selection consistency, we mean that the selected model is in the optimal model set with probability tending to 1. This is different from the model selection consistency, which means \( \lim_{n \to \infty} \Pr\{\hat{\alpha}_n = \mathcal{O}\} = 1 \) in our setup. However, those two properties coincide when the true model is an available candidate, i.e. \( \mathcal{O} \in \mathcal{A} \).
S1. Compute the solution path \( \{ \hat{\beta}_r, r = 1, \cdots, R \} \) using a given path algorithm with the whole data. Obtain the sequence of models \( \{ \alpha_1, \cdots, \alpha_R \} \), where \( \alpha_r \) is the support of \( \hat{\beta}_r \).

S2. Independently draw validation sets \( \{ s_k, k = 1, \cdots, K \} \), where \( s_k \subset \{1, \cdots, n\} \) with \( |s_k| = n_v \). Let \( s_{(-k)} = \{1, \cdots, n\} \setminus s_k \) represent the corresponding construction set \( s_{(-k)} \) with \( |s_{(-k)}| = n_c \).

S3. For each \( k = 1, \cdots, K \)
   
   (a) Using the construction data in \( s_{(-k)} \), compute the collection of solutions \( \{ \hat{\beta}_r^{(-k)}, r = 1, \cdots, R \} \), where
   
   \[
   \hat{\beta}_r^{(-k)} = \arg \min_{\beta \in \mathbb{R}^p : \beta_{(-a_r)} = 0} \left\{ \ell(s_{(-k)})(\beta) \right\},
   \]
   
   where \( \ell(s_{(-k)})(\cdot) \) is defined in (1.3).

   (b) Evaluate the prediction performance of \( \{ \hat{\beta}_r^{(-k)}, r = 1, \cdots, R \} \) on the validation set \( s_k \) using the negative log-likelihood function. The resulting values are denoted by \( \{ L_r^k, r = 1, \cdots, R \} \), where \( L_r^k = -\ell(s_{(-k)})(\hat{\beta}_r^{(-k)}) \).

S4. Calculate the average criterion value \( \{ L_r, r = 1, \cdots, R \} \) where
   
   \[
   L_r = K^{-1} \sum_{k=1}^K L_r^k.
   \]
   Output \( \hat{r} = \arg \min_{r \in \{1, \cdots, R\}} L_r \) along with its corresponding unpenalized solution \( \hat{\beta}_r \) as in (3.1).

**Algorithm 2**: CV\((n_v)\) for a typical path algorithm.

### 3.2. Methodology

The detailed algorithm of CV\((n_v)\) for the high-dimensional penalized regression is elaborated in Algorithm 2. The main idea is to use the whole data set to derive the collection of solutions and the corresponding model sequence. The problem of selecting the optimal solution is then reduced to the choice of the optimal model. In this sense, we recast the tuning parameter selection problem for high-dimensional generalized linear models to the problem of model selection of low-dimensional ones, and the models across different splits are exactly the same, therefore the averaging has intuitive meanings.

Another key ingredient of CV\((n_v)\) is the choice of \( n_c \) and \( n_v \), i.e., the sample sizes of the construction and validation subsets. Following Shao (1993, 1996),
we choose \( n_c \) and \( n_v \) such that \( n_c/n \to 0 \) and \( n_c \to \infty \), as \( n \to \infty \). This is different from the \( K \)-fold CV methods, where a larger proportion of data are used for construction and a smaller proportion for validation. We would like to briefly explain the intuition of the specific sample splitting. Note that the purpose of the CV is to select the best model among the candidates, as a result, besides having an accurate estimation for each model (when \( n_c \to \infty \)), perhaps more importantly, we would need a sufficiently large \( (n_c/n \to 0) \) validation set to detect the subtle differences among the models. This is particularly challenging in the high-dimensional settings as there are many possible candidate models. The popular 10-fold CV, for example, only uses 1/10 of the data for the validation set, which is proved to be too small for the purpose of model selection.

We now present the behavior of \( \text{CV}(n_v) \) when \( n_v \) varies through a simulation study. In Figure 2, we present the average false positive (FP) and false negative (FN) of \( \text{CV}(n_v) \) with a wide range of \( n_c \) in linear and logistic regression problems with \( n = 500 \) and \( p = 1000 \), with details of setting left in Example II. From Figure 2, it is clear that in all cases, the larger the order of \( n_c \) is, the more FP are involved, but the less FN. For linear regression, \( n_c = \lceil n^{1/2} \rceil \) has the best performance, while \( n_c = \lceil n^{3/4} \rceil \) is the best for logistic regression. The different behaviors for linear regression and logistic regression are due to the fact that when the covariates and the coefficients are the same, the logistic regression needs a larger sample size to fit the model well compared with linear regression. We provide some intuition as follows. Under the canonical link, the Fisher information for generalized linear models can be written as \( 1/a(\phi)X^TWX \), where \( \phi \) is the dispersion parameter. For logistic regression, \( W = \text{diag}\{\pi_1(1-\pi_1), \cdots, \pi_n(1-\pi_n)\} \), where \( \pi_i = \exp(x_i^\top \beta)/(1 + \exp(x_i^\top \beta)) < 1 \) in non-degenerate cases; while for linear regression, \( W = I_n \). This indicates that logistic regression always has less information than linear regression, which leads to the fact that compared with linear regression, we need a larger sample size for the logistic regression to have the same level of estimation accuracy.

We conclude that in order to achieve the restricted model selection consistency property, a small \( n_c \) rate should be chosen as long as the size of the construction sample is large enough to provide accurate estimates. Despite the comparison above, the optimal \( n_c \) rates may change for different settings. In any
case, CV\((n_c)\) with a wide range of \(n_c\) values all lead to a better performance than the 10-fold CV as well as AIC and BIC.

Different from Shao (1993, 1996), we are studying a high-dimensional variable selection problem, which leads to fundamental technical differences. We allow the number of candidate models to diverge, as stated in Condition 3 below, while in Shao (1993, 1996) this quantity is a fixed constant.

### 3.3. Theory

Before presenting the theory, we introduce several conditions.

**Condition 1.** The set \(\mathcal{A}_c\) is not empty.

Condition 1 is usually satisfied when the penalty parameter \(\lambda\) is small enough, and it ensures that the problem we are trying to solve is not degenerate.

**Condition 2 (Beta-min).** For the true model \(\mathcal{O}\), let \(\sigma^2 = \text{var}(y)\), we assume

\[
\beta_* = \min_{j \in \mathcal{O}} |\beta_j^0| \gg \sigma \sqrt{\frac{\log p}{n}}.
\]

Condition 2 is common in the high-dimensional sparse recovery literature, which guarantees that the signal variables are detectable from the noise variables. If \(p = O(\exp(n^a))\), \(0 < a < 1\), then \(\beta_* = \Theta(1)\) is sufficient to satisfy this condition. In fact, \(\beta_*\) can go to zero slowly as \(n\) and \(p\) diverge.

**Condition 3 (Candidate set).** Denote \(d_{\text{max}} = \max_{\alpha \in \mathcal{A}_c} |\alpha|, d^* = \max\{d_{\text{max}} - d_*, d_*\}\). Assume \(n_c d^* \ll n\) and

\[
R = o(\exp(n/(n_c d^*))). \tag{3.2}
\]

Condition 3 assures the candidate set is well behaved. The possible size of the candidate set \(R\) can diverge at the rate in (3.2). We allow the number of candidate models to diverge as long as \(n_c d^* \ll n\). For instance, if \(d^*\) is bounded and \(n_c = O(n^{1/2})\), then \(R = o(\exp(n^{1/2}))\).

In the fixed \(p\) scenario, the candidate set can be all the possible \(2^p\) models. When we allow both \(p\) and \(n\) to diverge, we are aware that the number of the candidate models increases too, although in practice this is usually a fixed number, say, \(R = 100\) in the default setting in the \texttt{glmnet} package in \texttt{R}. We can actually control an increasing number of candidate models by exploiting concentration inequalities. Condition 3 gives the limit of this quantity.
Figure 2: The average false positive (FP) and false negative (FN) of CV($n_c$) for different $n_c$ values in Example 1.

(a) Linear regression, $\rho = 0$

(b) Linear regression, $\rho = 0.5$

(c) Logistic regression, $\rho = 0$

(d) Logistic regression, $\rho = 0.5$
Condition 4 (Generalized linear models properties). (i) Assume that $b(\cdot)$ has
continuous first, second and third order derivatives $\dot{b}(\cdot)$, $\ddot{b}(\cdot)$ and $\dddot{b}(\cdot)$; in addition, $\dddot{b}(\cdot) > 0$; (ii) there exists a function $h(\cdot)$ and $\epsilon_0 > 0$ such that for any $\alpha \in \mathcal{A}_c$ and $\eta_\alpha \in \{\zeta_\alpha : \|\zeta_\alpha - \beta_\alpha\| \leq \epsilon_0\}$, we have $E(h(x)) < \infty$, $E(h_\alpha(x)) < \infty$, $\|\dddot{b}(x_\alpha^\top \eta_\alpha)\|^2 \leq h_\alpha(x_\alpha)$, and $\|\dddot{b}(x_\alpha^\top \eta_\alpha)\|^2 \leq h_\alpha(x_\alpha)$ where $h_\alpha(\cdot)$ is the function $h(\cdot)$ restricted to the subspace spanned by $x_\alpha$.

This is a mild condition for generalized linear models. For example, it is easy
to verify that the linear regression model satisfies Condition 4, since $b(\theta) = \theta^2/2$,
in which case the function $h(\cdot)$ can be set as a constant function.

Condition 5 (Invertibility condition). There exist $c_* > 0$ and $q^* = \Theta(\sqrt{n/\log p})$, such that for all $A \subset \{1, \cdots, p\}$ with $|A| = q^* \geq d_* \geq d_0$, and for any $\eta_A \in \{\zeta_A : \|\zeta_A - \beta_A\| \leq \epsilon_0\}$, where $\epsilon_0 > 0$ is fixed, and if $v \neq 0$ is a $q^*$-dimensional vector, we have,
$$\Pr\{c_* \leq \|\left\langle \dddot{b}(X_A\eta_A)\right\rangle^{1/2} X_A v\|^2/(n\|v\|^2)\} \to 1, \quad n \to \infty.$$  

This condition indicates that in any manifold of dimension less than or equal to $q^*$, its corresponding restricted MLE is well-defined and unique. This is a weaker version of the Sparse Riesz Condition (Zhang and Huang, 2008), in which both upper and lower bounds are required. The Sparse Riesz Condition (or a similar condition) was imposed in the existing literature on the tuning parameter selection consistency using information criteria (Zhang et al., 2010). With the invertibility condition, we can safely terminate the evaluation on the path when the current model size exceeds $q^*$, without the risk of missing the optimal model.

Condition 6 (Design matrix). For all $A \subset \{1, \cdots, p\}$ with $|A| = q^*$, where $q^*$
is defined in Condition 5, and for any $\eta_A \in \{\zeta_A : \|\zeta_A - \beta_A\| \leq \epsilon_0\}$, where $\epsilon_0 > 0$ is a given constant, the following is satisfied,
$$\max_{s \in S} \left\| \frac{1}{n_v} (X_s^A)^\top \dddot{b}(X_s^A \eta_A) (X_s^A) - \frac{1}{n_c} (X_{s^c}^A)^\top \dddot{b}(X_{s^c}^A \eta_A) X_{s^c}^A \right\| = o_p(1),$$

where the norm here is the operator norm of matrices, $s^c = \{1, \cdots, n\} \setminus s$ and $S$ is the collection of splits.

This condition bounds the difference between the Fisher information of the validation set and the construction set. This is a reasonably mild condition with
the technical details of its corresponding version for linear models studied in Section 4.4 of Shao (1993).

**Theorem 1.** For the penalized generalized linear models with separable sparse-inducing penalties, assume Conditions 1-6 hold with \( n_{c}/n \to 0, n_{c} \to \infty \), and the number of the splits \( K \) satisfies

\[
K^{-1}n_{c}^{-2}n^2 \to 0.
\]

Then, \( CV(n_v) \) achieves restricted model selection consistency.

In Theorem 1, we do not explicitly specify the order of \( p \) as a condition, however, the restriction on the dimensionality is implied by Conditions 2 and 3. The ultra-high-dimensional setting where \( p = O(\exp(n^a)), 0 < a < 1 \), is allowed. Theorem 1 can be easily derived from Lemma 3 in the Appendix following the fact that \( CV(n_v) \) as described in Algorithm 2 nails a potentially high-dimensional problem down to a low-dimensional one. With the selection consistency in hand, the use of unpenalized solution in S4 of Algorithm 2 is applied to improve the estimation and prediction performance.

4. **Numerical experiments**

In this section, we compare the proposed \( CV(n_v) \) with several state-of-the-art tuning parameter selection methods including the \( K \)-fold CV (\( K \)-fold), \( K \)-fold CV with one standard error rule (1SE), AIC, BIC, and EBIC. We study both the linear regression and logistic regression with different correlation structures among covariates.

Before presenting the results of tuning parameter selection, we would like to first examine the behavior of the collections of solutions generated via different splits in a CV procedure.

4.1. **Coherent Rate**

**Example 1.** (i) Linear regression. For \( i = 1, \cdots, n \), let \( y_i = x_i^\top \beta^0 + \varepsilon_i \), where \( x_i \overset{i.i.d.}{\sim} \mathcal{N}(0_p, \Sigma) \) with \( 0_p \) the length-\( p \) vector with all 0 entries and \( \Sigma_{j,k} = \rho^{|j-k|} \), \( \varepsilon_i \overset{i.i.d.}{\sim} \mathcal{N}(0,1) \), \( \rho = 0.5 \), \( (n, p) = (500, 10000) \) and \( \beta^0 \in \mathbb{R}^p \) with the first 9 coordinates \((0.8, 0, 0.7, 0, 0.6, 0, 0.5, 0, 0.4) \) and 0 elsewhere. (ii) Logistic regression. For \( i = 1, \cdots, n \), \( y_i \) satisfies \( \Pr(y_i = 1) = \exp(x_i^\top \beta^0)/\{1 + \exp(x_i^\top \beta^0)\} = 1 - \Pr(y_i = 0) \), where \( \beta^0 \in \mathbb{R}^p \) with the first 9 coordinates \((1.6, 0, 1.4, 0, 1.2, 0, 1.0, 0, 0.8) \),
1.0, 0, 0.8) and 0 elsewhere. The remaining part of the simulation setting is the same as in (i).

Suppose the sequence of tuning parameters of the whole data set is $\lambda = (\lambda_1, \cdots, \lambda_R)$. Here, we take a variant of the 10-fold CV by repeatedly splitting the whole data $K = 100$ times into 9/10 fraction as construction set and the remaining 1/10 fraction as the validation set. Denote the collection of the validation sets as $\{s_k, k = 1, \cdots, K\}$ and the construction sets as $\{s_{(\cdot)}^{-k}, k = 1, \cdots, K\}$. We also denote $s_0 = \{1, \cdots, n\}$ to be the whole sample as a reference. Denote by $\alpha_r^{(k)}$ the model of the $r$-th location in the collection of solutions constructed by subset $s_{(\cdot)}^{-k}$ using its corresponding tuning parameter sequence $\lambda^{(-k)}$, where $r = 1, \cdots, R$, $k = 0, 1, \cdots, K$. We define the coherent rate as a sequence representing the degree of agreement of the models across different splits for each tuning parameter location,

$$\text{CR}(r) = \left| \{k = 1, \cdots, K : \alpha_r^{(k)}(0) = \alpha_r^{(0)}(0) \} \right| / K, \quad r = 1, \cdots, R.$$ 

In the ideal case where $\text{CR}(r) = 1$, for all $r = 1, \cdots, R$, the CV method for choosing the tuning parameter may serve as a good surrogate for selecting the optimal model. However, this is rarely true in practice, especially after the noise variables are activated in the estimators. Next, we demonstrate the behavior of coherent rate.

For the setting in Example 1, we calculate the collection of solutions using the R package glmnet for Lasso, and the R package ncvreg for SCAD (Fan and Li, 2001) and MCP (Zhang, 2010). Figure 3 shows how the coherent rate changes along the path in different scenarios. In addition, we mark the location of the 10-fold CV chosen estimator and the first location where noise variables are selected. It is obvious that the coherent rate is much smaller than 1 at most locations. Note that there exists a small segment where the coherent rate equals 1 for all penalties in linear regression; also, this segment is longer for SCAD and MCP than Lasso. Only on the corresponding segment, the CV is averaging over the same model across different splits. Unfortunately, the 10-fold CV always select a model with coherent rate equals 0 (marked by the solid vertical line in Figure 3). In the logistic regression, all penalties lead to a very small coherent rate even before the noise variables are selected.
From the path-generating procedure, estimators and tuning parameters can be regarded as functions of each other, given the data, so the phenomenon we noticed above is due to the data-driven property of tuning parameters selection. When the data are changed from the whole sample to different subsample splits, the tuning parameter sequence is usually different, and naturally leads to possibly distinct models. If one wants to hold the models the same, very stringent conditions need to be imposed on the design matrix; these are usually not satisfied even for the simple simulation settings we have shown.

4.2. Linear regression

For linear regression, we use the same setting as Example (i) with $\rho = 0$ and $\rho = 0.5$, and repeat the simulation 100 times. Here the signal to noise ratio (SNR) for the two settings are 1.9 and 4, respectively. For SCAD and MCP paths, we use the default $\gamma = 3$ in the ncvreg package. In Table I, for $\text{CV}(n_v)$, we set $n_c = \lceil n^{1/2} \rceil = 23$ and $n_v = n - n_c = 477$. We compare our results with 10-fold CV in glmnet and ncvreg. We also include the comparison with 10-fold CV with 1SE, where the $\lambda$ is chosen as the maximum one with a loss function value less than the minimum loss function value plus its standard error. In addition, we report the performances of popular information criteria including AIC, BIC and EBIC. To compare these methods, we report false negative (FN), false positive (FP) and prediction error (PE) evaluated on an independent test data set of size $n$. In Table II, for Lasso penalty, AIC and 10-fold CV have the largest mean FP followed by BIC, 1SE and EBIC. CV($n_v$) performs the best in terms of FP, FN as well as PE in both $\rho = 0$ and $\rho = 0.5$ cases.

SCAD and MCP lead to similar performances to Lasso based methods. Their FP of 10-fold CV are not as large as those of Lasso, but CV($n_v$) still outperforms 10-fold CV and AIC in terms of both variable selection and prediction. It is worth to point out that the difference is not as significant as that in the Lasso case, possibly due to the asymptotic unbiasedness property of SCAD and MCP (Zhang, 2010). It is similar that when using BIC and EBIC, SCAD and MCP perform better than Lasso.

We also present the comparisons of the $\lambda$ value derived from the universal thresholding (Donoho and Johnstone, 1994) $\lambda_{\text{univ}} = \sigma \sqrt{2 \log p/n}$ with $\sigma$ being
Figure 3: The coherent rate along the path for Lasso, SCAD and MCP penalized linear and logistic regression estimators in Example 1. $x$-axis: the location in the collection of solutions, $y$-axis: the coherent rate. The solid line “—” is where 10-fold CV chooses, and the dotted line “- - -” is where noises start to be selected.
Table 1: Comparisons for Example 1(i) with \( \rho = 0 \) and \( \rho = 0.5 \) cases. Results are reported in the form of mean (standard error). For CV\((n_v)\), \( n_v = \lceil n^{1/2} \rceil \) and \( K = 50 \); FP, false positive; FN, false negative; PE, prediction error.

| Method | \( \rho = 0 \) | \( \rho = 0.5 \) |
|--------|-----------------|-----------------|
|        | FP              | FN              | PE              | FP              | FN              | PE              |
| Lasso  | 0.01(0.01)      | 0.00(0.00)      | 1.01(0.01)      | 0.07(0.03)      | 0.04(0.02)      | 1.02(0.01)      |
| CV\((n_v)\) | 48.39(3.99) | 0.00(0.00) | 1.12(0.01) | 30.72(3.04) | 0.00(0.00) | 1.09(0.01) |
| 1SE    | 3.31(0.81)      | 0.00(0.00)      | 1.19(0.01)      | 1.51(0.37)      | 0.00(0.00)      | 1.16(0.01)      |
| AIC    | 497.32(1.23)    | 0.00(0.00)      | 1.38(0.01)      | 471.54(1.36)    | 0.00(0.00)      | 1.37(0.01)      |
| BIC    | 2.04(0.21)      | 0.00(0.00)      | 1.16(0.01)      | 1.75(0.15)      | 0.00(0.00)      | 1.12(0.01)      |
| EBIC   | 0.58(0.08)      | 0.00(0.00)      | 1.18(0.01)      | 0.90(0.09)      | 0.00(0.00)      | 1.13(0.01)      |
| SCAD   | 0.02(0.01)      | 0.00(0.00)      | 1.01(0.01)      | 0.05(0.02)      | 0.00(0.00)      | 1.01(0.01)      |
| 10-fold | 24.50(2.80)   | 0.00(0.00)      | 1.03(0.01)      | 21.74(2.37)     | 0.00(0.00)      | 1.03(0.01)      |
| 1SE    | 0.48(0.12)      | 0.00(0.00)      | 1.08(0.01)      | 0.21(0.05)      | 0.00(0.00)      | 1.08(0.01)      |
| AIC    | 42.19(2.60)     | 0.00(0.00)      | 1.03(0.01)      | 27.02(1.89)     | 0.04(0.02)      | 1.07(0.02)      |
| BIC    | 0.94(0.11)      | 0.00(0.00)      | 1.04(0.01)      | 0.77(0.11)      | 0.04(0.02)      | 1.08(0.02)      |
| EBIC   | 0.30(0.05)      | 0.00(0.00)      | 1.05(0.01)      | 0.22(0.05)      | 0.04(0.02)      | 1.09(0.02)      |
| MCP    | 0.04(0.02)      | 0.00(0.00)      | 1.01(0.01)      | 0.06(0.02)      | 0.01(0.01)      | 1.01(0.01)      |
| 10-fold | 4.87(0.66)     | 0.00(0.00)      | 1.02(0.01)      | 5.25(0.66)      | 0.00(0.00)      | 1.02(0.01)      |
| 1SE    | 0.01(0.01)      | 0.00(0.00)      | 1.07(0.01)      | 0.02(0.02)      | 0.01(0.01)      | 1.07(0.01)      |
| AIC    | 87.14(1.45)     | 0.00(0.00)      | 1.18(0.01)      | 80.23(0.75)     | 0.00(0.00)      | 1.16(0.01)      |
| BIC    | 1.20(0.90)      | 0.00(0.00)      | 1.02(0.01)      | 1.43(0.94)      | 0.00(0.00)      | 1.02(0.01)      |
| EBIC   | 0.05(0.02)      | 0.00(0.00)      | 1.02(0.01)      | 0.06(0.02)      | 0.00(0.00)      | 1.02(0.01)      |

the error standard deviation and the \( \lambda \) values from different methods in Table 1 under the uncorrelated design (\( \rho = 0 \)). The rationale of universal thresholding is a theoretical upper bound of the maximum of all the errors; hence it can be regarded as a theoretical lower bound of \( \lambda \) to remove all the noise variables. We observe from the table that only CV\((n_v)\) gives a \( \lambda \) value larger than \( \lambda_{\text{univ}} \). On the other hand, note that the lowest signal level of this example is 0.4, which can serve as an upper bound of \( \lambda \) in order to retain all the important variables. This analysis provides an explanation to the great performance of CV\((n_v)\).

We consider an additional simulation setting described in the following ex-
Table 2: Comparisons for Example 2 with $\rho = 0$ and $\rho = 0.5$ cases. Results are reported in the form of mean (standard error). For $CV(n_e)$, $n_e = \lfloor n^{1/2} \rfloor$ and $K = 50$; FP, false positive; FN, false negative; PE, prediction error.

| Method       | $\rho = 0$     |           |           | $\rho = 0.5$       |           |           |
|--------------|----------------|-----------|-----------|-------------------|-----------|-----------|
|              | FP             | FN        | PE        | FP                | FN        | PE        |
| Lasso        | 0.02(0.01)     | 0.01(0.01)| 1.01(0.01)| 0.03(0.02)        | 0.07(0.03)| 1.02(0.01)|
| 10-fold      | 73.56(5.13)    | 0.00(0.00)| 1.17(0.01)| 32.47(3.33)       | 0.00(0.00)| 1.09(0.01)|
| 1SE          | 7.44(0.83)     | 0.00(0.00)| 1.23(0.01)| 0.99(0.36)        | 0.00(0.00)| 1.15(0.01)|
| AIC          | 484.59(1.39)   | 0.00(0.00)| 1.41(0.01)| 402.84(1.19)      | 0.00(0.00)| 1.31(0.01)|
| BIC          | 3.41(0.26)     | 0.00(0.00)| 1.24(0.01)| 1.10(0.14)        | 0.00(0.00)| 1.11(0.01)|
| EBIC         | 0.76(0.10)     | 0.00(0.00)| 1.28(0.01)| 0.26(0.05)        | 0.00(0.00)| 1.12(0.01)|
| SCAD         | 0.01(0.01)     | 0.01(0.01)| 1.01(0.01)| 0.04(0.02)        | 0.07(0.03)| 1.02(0.01)|
| 10-fold      | 19.80(2.35)    | 0.00(0.00)| 1.02(0.01)| 22.99(1.78)       | 0.00(0.00)| 1.03(0.01)|
| 1SE          | 0.20(0.06)     | 0.00(0.00)| 1.08(0.01)| 1.13(0.23)        | 0.02(0.01)| 1.07(0.01)|
| AIC          | 214.58(1.31)   | 0.00(0.00)| 1.49(0.02)| 34.73(2.48)       | 0.00(0.00)| 1.03(0.01)|
| BIC          | 0.82(0.11)     | 0.00(0.00)| 1.04(0.01)| 1.05(0.16)        | 0.01(0.01)| 1.05(0.01)|
| EBIC         | 0.19(0.04)     | 0.00(0.00)| 1.04(0.01)| 0.30(0.06)        | 0.02(0.01)| 1.06(0.01)|
| MCP          | 0.01(0.01)     | 0.01(0.01)| 1.01(0.01)| 0.04(0.02)        | 0.07(0.03)| 1.02(0.01)|
| 10-fold      | 6.46(1.01)     | 0.00(0.00)| 1.02(0.01)| 7.16(0.76)        | 0.00(0.00)| 1.03(0.01)|
| 1SE          | 0.01(0.01)     | 0.00(0.00)| 1.07(0.01)| 0.05(0.03)        | 0.06(0.02)| 1.07(0.01)|
| AIC          | 102.30(0.48)   | 0.00(0.00)| 1.81(0.02)| 46.67(1.04)       | 0.00(0.00)| 1.06(0.01)|
| BIC          | 100.72(1.13)   | 0.00(0.00)| 1.80(0.02)| 0.66(0.19)        | 0.01(0.01)| 1.03(0.01)|
| EBIC         | 0.06(0.03)     | 0.00(0.00)| 1.02(0.01)| 0.07(0.03)        | 0.02(0.01)| 1.03(0.01)|

Example 2. Linear regression. For $i = 1, \cdots, n$, let $y_i = \mathbf{x}_i^\top \boldsymbol{\beta}^0 + \varepsilon_i$, where $\mathbf{x}_i \overset{i.i.d.}{\sim} \mathcal{N}(\mathbf{0}, \Sigma)$ with $\mathbf{0}$ the length-$p$ vector with all 0 entries and $\Sigma_{j,k} = \rho^{|j-k|}$, $\varepsilon_i \overset{i.i.d.}{\sim} \mathcal{N}(0, 1)$, $\rho = 0$ or 0.5, $(n, p) = (500, 10000)$ and $\boldsymbol{\beta}^0 \in \mathbb{R}^p$ with the first 7 coordinates $(1, 0.9, 0.8, 0.7, 0.6, 0.5, 0.4)$ and 0 elsewhere.

Note that this is a more challenging scenario compared with Example 1(i) since there are more signal variables and the correlation among signal variables is stronger when $\rho = 0.5$. The corresponding results for Example 2 are available.
Table 3: Comparison of $\lambda$ values derived from various methods for Example 2 (i) with $\rho = 0$. Results are presented in the form of mean (standard error).

| Method        | Universal | CV($n_v$) | 10-fold | 1SE     | AIC      | BIC      | EBIC     |
|---------------|-----------|-----------|---------|---------|----------|----------|----------|
|               | 0.19      | 0.20(0.02)| 0.12(0.02)| 0.18(0.02)| 0.01(0.00)| 0.17(0.01)| 0.18(0.01)|

in Table 4. For $\rho = 0$ with Lasso penalty, CV($n_v$) performs significantly better than all the competing methods in terms of both FP and PE. We observe similar conclusions for other settings.

4.3. Logistic regression

For logistic regression, we use the setting in Example 2 (ii) with $\rho = 0$ and $\rho = 0.5$, and repeat the simulation 100 times. In Table 4, for CV($n_v$), we set $n_c = \lceil n^{3/4} \rceil = 106$ following the results in Section 3.2. Different from the linear case, instead of reporting PE, we report classification error (CE), which is defined as the average classification error evaluated at an independent test data set of size $n$. The remaining settings and packages used are the same as in the linear regression case.

In Table 4, CV($n_v$) significantly outperforms 10-fold CV and AIC in terms of FP. The difference is more significant than that in the linear regression case, when SCAD or MCP is used. For Lasso penalized logistic regression, 1SE has a significant number of FP, compared with the linear regression case. EBIC tends to work much better than AIC and BIC, with a similar performance as CV($n_v$) when SCAD and MCP are applied. When evaluated by the CE, CV($n_v$) still performs the best in most scenarios.

5. Data Analysis

We now illustrate two applications of the proposed method via eye disease gene expression data (Scheetz et al., 2006) and leukemia data set (Golub et al., 1999).

In the eye disease gene expression data set, for harvesting of tissue from the eyes and subsequent microarray analysis, 120 12-week-old male rats were selected. The microarrays used to analyze the RNA from the eyes of these animals contain more than 31,042 different probe sets (Affymetric GeneChip Rat Genome 230 2.0 Array). The intensity values were normalized using the robust multichip
Table 4: Comparison in Logistic regression with $\rho = 0$ and $\rho = 0.5$ cases. Results are reported in the form of mean (standard error). For CV($n_v$), $n_v = \lceil n^{3/4} \rceil$ and $K = 50$; FN, false negative; FP, false positive; CE, classification error.

| Method     | $\rho = 0$ | $\rho = 0.5$ |
|------------|------------|--------------|
|            | FP         | FN           | CE(%)    | FP         | FN           | CE(%)    |
| Lasso      |            |              |          |            |              |          |
| CV($n_v$)  | 1.63(0.14) | 0.01(0.01)   | 19.34(0.20) | 0.92(0.10) | 0.10(0.03)   | 16.06(0.20) |
| 10-fold    | 95.86(4.60)| 0.00(0.00)   | 20.81(0.23) | 87.76(4.28)| 0.01(0.01)   | 17.22(0.20) |
| 1SE        | 21.48(2.05)| 0.00(0.00)   | 19.44(0.20) | 15.60(1.67)| 0.03(0.02)   | 16.19(0.18) |
| AIC        | 21.63(1.34)| 0.00(0.00)   | 19.50(0.20) | 20.01(1.56)| 0.02(0.01)   | 16.28(0.19) |
| BIC        | 1.88(0.14) | 0.08(0.03)   | 19.49(0.19) | 1.75(0.16) | 0.05(0.02)   | 16.14(0.18) |
| EBIC       | 0.46(0.07) | 0.16(0.04)   | 19.72(0.20) | 0.60(0.08) | 0.11(0.03)   | 16.25(0.18) |
| SCAD       |            |              |          |            |              |          |
| CV($n_v$)  | 1.84(0.13) | 0.02(0.01)   | 19.48(0.22) | 1.17(0.12) | 0.08(0.03)   | 16.21(0.19) |
| 10-fold    | 55.05(2.06)| 0.00(0.00)   | 19.22(0.20) | 52.40(1.93)| 0.02(0.01)   | 16.72(0.19) |
| 1SE        | 10.88(0.76)| 0.00(0.00)   | 19.34(0.19) | 8.29(0.70) | 0.03(0.02)   | 16.40(0.18) |
| AIC        | 31.24(1.25)| 0.00(0.00)   | 19.20(0.20) | 23.84(1.34)| 0.06(0.02)   | 16.48(0.19) |
| BIC        | 3.23(0.26) | 0.03(0.02)   | 19.61(0.19) | 2.17(0.20) | 0.08(0.03)   | 16.41(0.19) |
| EBIC       | 0.92(0.10) | 0.11(0.03)   | 19.90(0.19) | 0.77(0.08) | 0.10(0.03)   | 16.54(0.19) |
| MCP        |            |              |          |            |              |          |
| CV($n_v$)  | 2.08(0.12) | 0.02(0.01)   | 19.76(0.20) | 1.36(0.10) | 0.06(0.02)   | 16.60(0.19) |
| 10-fold    | 13.10(0.79)| 0.00(0.00)   | 18.84(0.21) | 13.31(0.87)| 0.03(0.02)   | 16.23(0.19) |
| 1SE        | 0.91(0.14) | 0.06(0.02)   | 19.13(0.19) | 1.09(0.22) | 0.10(0.03)   | 16.25(0.19) |
| AIC        | 19.38(1.08)| 0.00(0.00)   | 18.92(0.20) | 33.39(1.02)| 0.03(0.02)   | 16.86(0.20) |
| BIC        | 2.51(0.23) | 0.03(0.02)   | 18.88(0.20) | 2.16(0.27) | 0.08(0.03)   | 16.06(0.18) |
| EBIC       | 0.49(0.07) | 0.07(0.03)   | 18.97(0.19) | 0.32(0.06) | 0.13(0.03)   | 16.16(0.18) |

averaging method (Irizarry et al., 2003) to obtain summary expression values for each probe set. Gene expression levels were analyzed on a logarithmic scale.

Following Huang et al. (2010) and Fan et al. (2011), we are interested in finding the genes that are related to the TRIM32 gene, which was recently found to cause Bardet–Biedl syndrome (Chiang et al., 2006) and is a genetically heterogeneous disease of multiple organ systems, including the retina. Although more than 30,000 probe sets are represented on the Rat Genome 230 2.0 Array, many of these are not expressed in the eye tissue. We focus only on the 18,975 probes that are expressed in the eye tissue.
Table 5: Model size and prediction error for the Eye Disease Gene Expression data sets. Results are reported in the form of mean (standard error).

| Method | Lasso  | SCAD   | MCP   |
|--------|--------|--------|-------|
|        | Size   | PE     | Size  | PE   | Size  | PE   |
| CV($n_v$) | 2.46(0.08) | 0.01(0.00) | 2.23(0.07) | 0.01(0.00) | 2.36(0.07) | 0.01(0.00) |
| 10-fold | 61.18(1.68) | 0.01(0.00) | 33.54(0.59) | 0.01(0.00) | 11.12(0.30) | 0.01(0.00) |
| 1SE    | 31.03(1.16) | 0.01(0.00) | 24.84(0.71) | 0.01(0.00) | 5.39(0.31)  | 0.01(0.00) |
| AIC    | 103.02(0.48) | 0.01(0.00) | 0.37(0.05) | 0.02(0.00) | 5.38(0.25)  | 0.01(0.00) |
| BIC    | 99.99(0.71) | 0.01(0.00) | 0.17(0.04) | 0.02(0.00) | 4.65(0.25)  | 0.01(0.00) |
| EBIC   | 1.03(0.24) | 0.02(0.00) | 0.02(0.01) | 0.02(0.00) | 1.90(0.13)  | 0.01(0.00) |

The leukemia data set we studied was previously analyzed in Golub et al. (1999). There are $p = 7,129$ genes and $n = 72$ samples coming from two classes: 47 in class ALL (acute lymphocytic leukemia) and 25 in class AML (acute myelogenous leukemia).

We model these two problems using linear and logistic regression, respectively. In the eye gene expression data set, we randomly draw without replacement 100 out of 120 observations from the sample, using them as training data, and use the remaining sub-sample of size 20 as the test data. In the leukemia data set, we randomly draw without replacement 60 out of 72 observations from the sample as the training data with the remaining observations as the test data.

We repeat this procedure 100 times with the results reported in Tables 5 and 6 in the form of mean (standard error). For each split, we use glmnet and ncvreg to compute the Lasso and SCAD / MCP collections of solutions, respectively; we then compare our proposed CV($n_v$) with the 10-fold CV, which is the default tuning parameter selection method in glmnet and ncvreg. In addition, we investigate the performance of 1SE, AIC, BIC and EBIC.

For the eye disease gene expression data sets, Table 6 shows that CV($n_v$) performs well compared with 10-fold CV as well as all the considered information type criteria. In terms of model size, EBIC leads to the smallest model on average when using the Lasso penalty. It, however, probably misses some important predictors as the prediction error is larger than those of the other methods.
Table 6: Model size and test classification error for the Leukemia data sets. Results are reported in the form of mean (standard error).

| Method  | LASSO  |          | SCAD   |          | MCP    |          |
|---------|--------|----------|--------|----------|--------|----------|
|         | Size   | CE(%)    | Size   | CE(%)    | Size   | CE(%)    |
| CV($n_v$) | 8.93(0.58) | 8.07(0.75) | 10.14(0.57) | 7.80(0.79) | 5.62(0.14) | 8.33(0.76) |
| 10-fold | 21.52(0.41) | 5.85(0.74) | 17.04(0.31) | 7.45(0.75) | 5.07(0.14) | 9.84(0.94) |
| 1SE     | 12.51(0.46) | 8.87(0.93) | 11.70(0.43) | 9.84(0.92) | 2.85(0.16) | 14.54(1.25) |
| AIC     | 16.17(0.39) | 6.65(0.76) | 1.00(0.05)  | 30.59(1.37) | 4.14(0.17) | 10.02(0.98) |
| BIC     | 4.32(0.30)  | 17.20(1.14) | 0.91(0.06)  | 30.59(1.37) | 3.56(0.15) | 10.37(1.01) |
| EBIC    | 0.48(0.06)  | 31.29(1.33) | 0.37(0.05)  | 31.56(1.32) | 1.46(0.08) | 14.72(1.03) |

Among the models that give the best prediction error, CV($n_v$) always selects the sparsest model. Similar behaviors can be found in SCAD and MCP, though the differences in performances are not as pronounced.

For the leukemia data set, we can see from Table 6 that both BIC and EBIC select very small models with a large test classification error for all three penalties. CV($n_v$) tends to provide a reasonably good balance for the complexity of the model and the test classification error. Although 10-fold CV has a smaller test classification error for Lasso and SCAD, it selects many more variables on average.

6. Discussion

In this paper we study CV methods applied to the tuning parameter selection problem in high-dimensional penalized generalized linear models. For the $K$-fold CV, we show the issue of the mis-alignment for different splits is one possible reason of over-selection. We advocate the use of CV($n_v$) with a proper choice of $n_v$ for the path algorithms, which has been shown to be restricted model selection consistent in high-dimensional settings.

One possible future direction is to study the theoretical implication of low coherent rate of CV, as demonstrated in the numerical results, on the model selection performance. The proposed algorithm is a general framework, which could be extended to the case of using other methods (e.g., forward regression) to generate the collection of solutions. It is also interesting to extend the methodology
and the associated theory to other models including additive models, Cox proportional hazards models, among others. In addition, we are interested in selecting the concavity parameter $\gamma$ in folded-concave penalties via cross-validation.

An implementation of the $\text{CV}(n_v)$ method for high-dimensional variable selection is available at https://github.com/statcodes/rccv.
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The online supplementary materials include all the technical details and additional simulation results.
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