Maximum power heat engines and refrigerators in the fast-driving regime
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We study the optimization of the performance of arbitrary periodically driven thermal machines. Within the assumption of fast modulation of the driving parameters, we derive the optimal cycle that universally maximizes the extracted power of heat engines, the cooling power of refrigerators, and in general any linear combination of the heat currents. We denote this optimal solution as “generalized Otto cycle” since it shares the basic structure with the standard Otto cycle, but it is characterized by a greater number of fast strokes. We bound this number in terms of the dimension of the Hilbert space of the system used as working fluid. The generality of these results allows for a widespread range of applications, such as reducing the computational complexity for numerical approaches, or obtaining the explicit form of the optimal protocols when the system–baths interactions are characterized by a single thermalization scale. In this case, we compare the thermodynamic performance of a collection of optimally driven non-interacting and interacting qubits. Remarkably, for refrigerators the non-interacting qubits perform almost as well as the interacting ones, while in the heat engine case there is a many-body advantage both in the maximum power, and in the efficiency at maximum power. Additionally, we illustrate our general results studying the paradigmatic model of a qutrit-based heat engine. Our results strictly hold in the semiclassical case in which no coherence is generated by the driving, and finally we discuss the non-commuting case.

I. INTRODUCTION

The most important thermal machines that can be constructed utilizing two or more thermal baths are the heat engine and the refrigerator. These machines are mainly characterized by two figures of merit: the efficiency (or coefficient of performance for the refrigerator) and the extracted power (or cooling power). The optimal strategy to maximize the efficiency (and the coefficient of performance) was identified already in the 19th century, and it is closely related to the second law of thermodynamics. As such it is characterized by a universal strategy: infinitely slow transformations, known as reversible transformations, must be performed [1]. On the other hand, the maximization of the extracted power or cooling power requires finite-time thermostatics, which relies on a microscopic model to describe the evolution of the system. Therefore, the maximization of the power is usually regarded as a model-specific task, thus lacking a universal characterization [2–5].

Conversely, the last decade has witnessed tremendous advances in experimental techniques [6–10] which allow us to control quantum system and to operate them as thermodynamic machines [4, 5, 11–33]. We are now at the point that it is possible to fabricate devices which behave as qubits or qutrits, and couple them to thermal baths [8, 34–38]. Typical experimental platforms, which range from trapped ions [39, 40], to electron spins associated with nitrogen-vacancy centers [41], to circuit quantum electrodynamics [42], to single-electron transistors [43], are all characterized by a set of “control parameters”, e.g. electric or magnetic fields, that can be controlled in time by the experimentalist. The available control parameters may be subject to constraints, and may only grant us a partial control over the system dynamics. Given this framework, a fundamental question, which has not been tackled in general, is how to optimally drive the control parameters as to maximize the power of periodically driven classical or quantum thermal machines. This is the aim of the current paper.

In general, this is a formidable task, as it requires us to solve the time-dependent dynamics of an open quantum system, coupled to thermal baths, and to perform a functional optimization over all available control parameters. Within the slow-driving regime [44–49], a universal strategy to maximize the power has been recently derived [50, 51]. Beyond this regime, common strategies to improve the power extracted from a quantum engine rely on performing fast and effectively adiabatic quantum operations through the Shortcut to Adiabaticity technique [52–55] or using Floquet engineering [56, 57]. The variety of frameworks employed span from the optimization of finite time Carnot cycles [48, 50, 58, 59] to Otto cycles [4, 14, 28, 60–64] to endoreversible models [65, 66].

However within this mare magnum of frameworks and methods, in the context of systems described by Markovian dynamics, recent evidence suggests that the optimal strategy to extract maximum power may consist of varying the control parameters infinitely fast [29, 32, 67–70]. This observation would imply a profound “duality” be-
tween efficiency and power: both would be maximized according to two opposite universal strategies (infinitely slow, or infinitely fast control speed).

In the present paper we discuss the optimization of thermal machines in the fast driving regime. This last, characterized by driving time scales which are much faster than the thermal relaxation, is introduced and discussed in the context of Markovian dynamics for systems whose Hamiltonian commutes at different times. This encompasses a variety of models of interest in stochastic thermodynamics, from chemical networks to molecular motors and more in general any dynamical system described by stochastic master equations \[71\]. Among all possible control strategies and protocols, we provide a universal proof that the power is optimized by “generalized Otto cycles”, i.e. by performing sudden variations of the control parameters among a finite number of fixed values. We denote these sudden variations as “quenches”. The generality of the proof is guaranteed by the fact that it holds for any Hamiltonian describing the working fluid, the baths, and the coupling. Furthermore, it holds regardless of the number of baths, and regardless of the specific form of the time dependent dissipators in the Lindblad master equation, that can depend on an arbitrary number of external controls subject to arbitrary constraints. In addition, it holds for the maximization of any linear combination of the heat currents, which includes the extracted power of a heat engine, the cooling power of a refrigerator, the dissipated heat by a heater, and so on.

The optimal protocol, i.e. the generalized Otto cycle, is characterized by \( L \) infinitesimal time intervals, connected by an identical number of quenches, in which the control parameters are held constant. We prove that, in general, \( L \leq d \), where \( d \) is the dimension of the Hilbert space of the working fluid. This bound also places a constraint on the number of thermal baths that are necessary to maximize the power.

When all observables of the working fluid share the same (control-dependent) thermalization time, we further prove that \( L = 2 \), that is, the optimal protocol is a standard infinitesimal Otto cycle. In such models, assuming to have total control over the Hamiltonian of the working fluid, we identify the optimal modulation of the control parameters, which consists of producing a highly-degenerate many-body spectrum characterized by a single energy gap. This protocol allows us to compute the maximum achievable power using a working medium made up of \( n \) interacting qubits. We show that the power of such heat engine goes beyond its counterpart based on \( n \) non-interacting qubits, displaying a many-body advantage. The value of the maximum power has a supra-extensive transient regime in \( n \), and in the \( n \to \infty \) limit we find that it is linear in the temperature difference \( \Delta T \) between the hottest and the coldest bath, while the non interacting case exhibits the more common quadratic \( \Delta T^2 \) dependence. In addition, the interacting case displays an efficiency at maximum power which asymptotically approaches Carnot efficiency (for \( n \to \infty \)). Surprisingly, we find that in the refrigerator case, many-body interactions do not provide significant advantage over non-interacting qubits.

Next we study the qutrit system as a testing ground for our general results. We numerically show that while the common \( L = 2 \) case is optimal for typical thermalization models used to describe Bosonic and Fermionic baths, the generalized Otto cycle (characterized in this case by \( L = 3 \) quenches) outperforms the \( L = 2 \) case for some particular forms of the master equation. This implies that our bound on \( L \) is, in general, tight. Furthermore, as opposed to the maximum efficiency, we show that the power can be enhanced by the presence of more than two thermal baths at different temperatures.

Our general result provides a solid characterization of optimal cycles for Markovian engines whose Hamiltonian commutes at different times. We conclude by discussing the non-commuting case, arguing that quantum non-adiabatic effects may produce different optimal cycles. This would represent an intriguing difference between semi-classical and quantum systems which deserves further investigation.

From an operational point of view, the results derived in this paper hugely simplify the numerical procedure of finding optimal protocols. Indeed, instead of having to optimize over all possible protocols, which are piecewise continuous functions, using e.g. complex variational techniques \[72\], our results allow us to find the maximum power by optimizing a function of a fixed number of variables which is at most polynomial in the dimensionality of the Hilbert space of the working fluid. This is somewhat analogous to what happens to control optimizations in the slow driving regime, in which the driving is much slower than the dissipative dynamics induced by the baths \[48, 50, 51, 82, 83\]. These results show that, by exploiting the concept of time scale separation, we can simplify the characterization of the power generation in thermal machines.

The main results are ordered as follows. In Sec. II we describe the theoretical model of a thermal machine used throughout the text, consisting of a quantum system coupled to an arbitrary number of Markovian thermal baths. In Sec. III we introduce and characterize the fast driving regime for periodically driven systems. We then prove the optimality of the generalized Otto cycle, and we discuss the bounds on the number of quenches \( L \). In Sec. IV we apply the theory to a simple class of master equations, finding the exact form of the optimal driving protocols and highlighting the many-body advantage arising in this scenario. In Sec. V we apply our general results to a qutrit thermal machine, in Sec. VI we discuss the non-commuting case, and in Sec. VII we draw the conclusions.
II. THE MODEL

As schematically depicted in Fig. 1, we consider a \(d\)-dimensional quantum system \(S\) (the working medium or working fluid of the model) that is weakly coupled to \(N\) thermal baths characterized by inverse temperatures \(\beta_{\alpha}\), for \(\alpha = 1, \ldots, N\). We assume \(S\) to be externally controlled through a set of \(M\) time-dependent control parameters collectively represented by a real vector function

\[
\vec{u}(t) : [0, \tau] \to \mathbb{D} \subseteq \mathbb{R}^M,
\]

where \(\tau\) is the total duration of the driving, and \(\mathbb{D}\) represents the set of the allowed values the controls can assume, accounting for possible experimental constraints. In the following, we denote the function \(\vec{u}(t)\) as the protocol or the driving. In our analysis \(\vec{u}(t)\) acts as a modulator both for the local Hamiltonian of the system \(H_{\vec{u}(t)}\) as well as for the interactions with the thermal baths which, adopting the Gorini-Kossakowski-Sudarshan-Lindblad (GKSL) formalism [73, 74], we describe in terms of the super-operator dissipators \(D_{\alpha, \vec{u}(t)}\). We hence assign the temporal evolution of the system in terms of the following Master Equation (ME) for the reduced density matrix \(\rho(t)\) of \(S\),

\[
\partial_t \rho(t) = \mathcal{L}_{\vec{u}(t)} [\rho(t)] = -\frac{i}{\hbar} [H_{\vec{u}(t)}, \rho(t)] + \sum_{\alpha=1}^{N} D_{\alpha, \vec{u}(t)} [\rho(t)],
\]

where \(\mathcal{L}_{\vec{u}(t)}\) is the (time-dependent) quantum Liouvillian generator of the dynamics. Assuming that the Hamiltonian commutes at all times, i.e. that \([H_{\vec{u}_1}, H_{\vec{u}_2}] = 0\) for all \(\vec{u}_1, \vec{u}_2 \in \mathbb{D}\), non-adiabatic transitions are not allowed, and the dissipators describe transitions between the instantaneous eigenstates of \(H_{\vec{u}(t)}\). Therefore, \(D_{\alpha, \vec{u}(t)}\) only depends on time only through \(\vec{u}(t)\), and not through the speed at which \(\vec{u}(t)\) is modulated. In such regime, Eq. (2) was shown to rigorously hold also in the driven case [75–78]. We describe the possibility of deciding which bath is coupled to \(S\) at any given time through the dependence of the dissipators on \(\vec{u}(t)\). If only bath \(\alpha\) is coupled to \(S\), and if we fix the control parameters \(\vec{u}(t) = \vec{u}\), we expect \(S\) to thermalize by evolving towards the Gibbs density operator

\[
\rho_{\alpha; \vec{u}}^{(eq)} = \exp[-\beta_{\alpha} H_{\vec{u}}]/Z_{\alpha; \vec{u}},
\]

\[
Z_{\alpha; \vec{u}} \equiv \text{Tr}[\exp[-\beta_{\alpha} H_{\vec{u}}]]\text{ being the partition function.}
\]

Within the above framework, we are interested in performing thermodynamic cycles, i.e. in performing a periodic driving \(\vec{u}(t)\), with period \(T\), such that the variation of internal energy

\[
U(t) \equiv \text{Tr}[H_{\vec{u}(t)} \rho(t)]
\]

of the working fluid is zero after each cycle. In this regime, the first law of thermodynamics guarantees us that all the work extracted from the system is only provided by the heat baths, and not by some particular state preparation of \(S\). As we see from Eq. (5), the periodicity of \(U(t)\) requires both \(\vec{u}(t)\) and \(\rho(t)\) to be periodic functions. In general, \(\rho(t)\) is not a periodic function. However, using the fact that the dissipators \(D_{\alpha, \vec{u}(t)}\) are irreducible and adjoint-stable, the Lindblad master equation enjoys the following property (a proof is provided by Theorem 2 of Ref. [80]): if \(\vec{u}(t)\) is a \(T\)-periodic function, then the solution of Eq. (2) asymptotically converges toward a “limiting cycle” solution \(\rho_{\alpha; \vec{u}}^{(lc)}(t)\), which is independent of the initial condition of the system, and which is periodic with the same period \(T\) of the controls, i.e.

\[
\rho_{\alpha; \vec{u}}^{(lc)}(t + T) = \rho_{\alpha; \vec{u}}^{(lc)}(t) \text{ for all } t \text{ (the name “limiting cycle” follows from the fact that } S \text{ naturally approaches it when we repeat the periodic protocol “many times” [81]).}
\]

The subscript in \(\rho_{\alpha; \vec{u}}^{(lc)}(t)\) emphasizes that the limiting cycle is a functional of the whole protocol, i.e. it depends on the control parameters along the whole cycle. In this asymptotic regime, the internal energy \(U(t)\) becomes a periodic function, providing us with a thermodynamic cycle. From now on, we therefore focus solely on this regime.

We now wish to identify the optimal choice of \(\vec{u}(t)\) that allows us to maximize the extracted power from a heat
engine, or the cooling power of a refrigerator, averaged over a cycle. Both these quantities can be expressed as linear combinations of time integrals of the currents, defined in Eq. (4). Therefore, given an arbitrary collection $c_\alpha$ of real coefficients, we define the Generalized Average Power (GAP), which is a functional of the whole protocol, as

$$P_c[\tilde{u}] = \frac{1}{T} \sum_{\alpha=1}^{N} \int_0^T c_\alpha J_\alpha(t) \, dt,$$

$$= \frac{1}{T} \int_0^T \text{Tr} \left[ H_{\tilde{u}}(t) \sum_\alpha c_\alpha D_\alpha,\tilde{u}(t) \left[ \rho^{(lc)}_\alpha(t) \right] \right] dt. \quad (6)$$

For instance, if we choose $c_\alpha = 1$ for all $\alpha$, Eq. (6) represents the average of the total extracted heat flux, which coincides with the average extracted power for periodically driven heat engines; if instead $c_\alpha = \delta_{\alpha,N}$, with $\alpha = N$ labelling the coldest bath and $\delta$ representing the Kronecker delta, Eq. (6) represents the average cooling power, which measures the performance of a refrigerator; if $c_\alpha = -1$ for all $\alpha$, Eq. (6) represents the average dissipated heat flux, which measures the performance of a heater, and so on.

### III. FAST DRIVING REGIME

Finding the optimal value of $\tilde{u}(t)$ that maximize the functional (6) is, in general, a formidable task. Nonetheless, as we shall see, an explicit solution to the problem can be obtained when studying the performance in the fast driving regime. This is characterized by driving the system with a protocol $\tilde{u}(t)$ whose period $T$ is much shorter than the typical relaxation times induced by the baths. Therefore, we may expect that the limiting cycle state of $S$ “does not have time” to thermalize with the bath, so it might actually converge to a fixed, time-independent out-of-equilibrium state. This is precisely what happens.

More specifically, let us denote with $\eta_{[\tilde{u}]}$ the maximum rate which characterizes the ME (7) along the cycle, that is the rate characterizing the fastest possible relaxation to the steady state (see App. B for a mathematical definition of $\eta_{[\tilde{u}]}$). Formally, we can expand $\rho^{(lc)}_{\tilde{u}}(t)$ in a power series in $\eta_{[\tilde{u}]} T \ll 1$. As we prove in App. B, it turns out that the leading order term $\rho^{(0)}_{\tilde{u}}(t)$ is indeed time-independent. A closed expression for such term can be obtained by making use of a projection technique that allows us to replace the dynamical generator $L_{\tilde{u}}(t)$ with the superoperator $G_{\tilde{u}}(t)$ which has the important property of being invertible on the $(d^2 - 1)$-dimensional linear subspace of traceless linear operators $D^\alpha$ acting on $S$ (see App. A for details). Specifically, Eq. (2) can be rewritten in the more convenient form

$$\partial_t \tilde{\rho}(t) = G_{\tilde{u}}(t) \left[ \rho^{(eq)}_{\tilde{u}}(t) - \tilde{\rho}(t) \right], \quad (7)$$

where $\rho^{(eq)}_{\tilde{u}}(t)$ is the (unique) fixed point of $L_{\tilde{u}}(t)$ and where, for all density matrices $\rho$ of $S$, we define

$$\tilde{\rho} \equiv \rho - \mathbb{1}/d,$$

its traceless component. Equipped with this notation, in App. B we prove that

$$\tilde{\rho}^{(0)}_{\tilde{u}} \equiv \left( \int_{I_{[\tilde{u}]}} G_{\tilde{u}}(t) dt \right)^{-1} \left[ \int_{I_{[\tilde{u}]}} G_{\tilde{u}}(t) \rho^{(eq)}_{\tilde{u}}(t) dt \right], \quad (9)$$

where $I_{[\tilde{u}]}$ denotes the time interval of one cycle of duration $T$. The invertibility of $\int_{I_{[\tilde{u}]}} G_{\tilde{u}}(t) dt$ is guaranteed by the assumption that the dissipators are irreducible and adjoint-stable (see App. A for details). Using the approximation $\rho^{(lc)}_{\tilde{u}}(t) \approx \rho^{(0)}_{\tilde{u}}$, we can write the GAP in Eq. (6) in the fast driving regime as

$$P_c[\tilde{u}] = \frac{1}{T} \int_{I_{[\tilde{u}]}} \text{Tr} \left[ H_{\tilde{u}}(t) \sum_\alpha c_\alpha D_\alpha,\tilde{u}(t) \left[ \rho^{(0)}_{\tilde{u}} \right] \right] dt, \quad (10)$$

which is guaranteed to be valid up to linear corrections in the expansion parameter $\eta_{[\tilde{u}} T$ (however, it should be stressed that, by direct evaluation, the GAP of the optimal protocol turns out to be valid up to second order corrections in $\eta_{[\tilde{u}] T}$ in two level systems [29, 69] and in the qutrit case studied in Sec. V).

Equations (9) and (10) are the main starting point of our analysis: they allow us to express the GAP as an explicit functional of the protocol $\tilde{u}(t)$ without requiring us to solve the ME.

#### A. Optimality of sudden quenches

Instead of performing a direct constrained functional optimization of the GAP [see Eq. (10)] with respect to $\tilde{u}(t)$, we will employ an iterative procedure that eventually leads to the identification of the “generalized Otto cycle” as the optimal one. The main idea of the proof is the following: given any assigned periodic protocol which respects the constraint $\tilde{u}(t) : [0, T] \to \mathbb{D}$, we prove that it is possible to “cut away” parts of it to build a new, shorter, cycle which delivers a higher or equal GAP than the starting one. By reiterating this process over and over, we end up with the generalized Otto cycle. We therefore denote this procedure as cut-and-choose.

In order to detail the cut-and-choose procedure, let us first formally introduce the notion of cyclic sub-protocols. Given an arbitrary cyclic protocol $\tilde{u}(t)$ of period $T$ and fundamental period $I_{[\tilde{u}]} = [0, T]$, consider a subset $I_A$ of $I_{[\tilde{u}]}$ of non-zero measure $T_A$. A cyclic sub-protocol $\tilde{u}_A(t)$ of $\tilde{u}(t)$ with period $T_A$ and fundamental period $I_{[\tilde{u}_A]} = [0, T_A]$ is hence obtained by rigidly joining the various parts which compose the restriction of $\tilde{u}(t)$ on $I_A$. This procedure may introduce localized discontinuities, i.e. quenches, within the protocol — see Fig. 2 for an example for $M = 1$. Assume now to drive $S$ by repeating
the same condition applies also to the sub-protocol driving regime, by repeating the values of the control. New cyclic sub-protocol satisfies the constraints on the driving limit holds for the latter, i.e. if \( \eta \equiv \eta_B(t) \equiv 1 \) – see Appendix B3. Furthermore, by construction, the new cyclic sub-protocol satisfies the constraints on the values of the control.

Since Eq. (9) holds for any periodic protocol in the fast driving regime, by repeating \( \tilde{\mu}_A(t) \) many times, the state of S will tend to a new asymptotic constant state \( \rho_0^{(0)} \) whose traceless component reads

\[
\tilde{\rho}_0^{(0)}[\tilde{\mu}_A] = \left( \int_{I[\tilde{\mu}_A]} G_{\tilde{\mu}_A}(t) \, dt \right)^{-1} \left[ \int_{I[\tilde{\mu}_A]} G_{\tilde{\mu}_A}(t) \, \rho_0^{(0)}(\tilde{\mu}_A(t), t) \, dt \right].
\]

It goes without mentioning that analogous conclusions can be drawn also for the sub-protocol \( \tilde{\mu}_B(t) \) that is obtained by considering the restriction of \( \tilde{\mu}(t) \) to the complement \( I_B \) of \( I_A \), i.e. the set \( I_B = I[\tilde{\mu}] / I_A \) of measure \( T_B = T - T_A \); once more, under iterated application of such driving, the state of S will tend to a constant asymptotic state \( \rho_0^{(0)} \) given by Eq. (11) by simply replacing everywhere the index A with B; see Fig. 2 for an example.

Assume next that the states \( \rho_0^{(0)}[\tilde{\mu}_A] \) and \( \rho_0^{(0)}[\tilde{\mu}_B] \) introduced above coincide and are equal to \( \rho_0^{(0)}[\tilde{\mu}] \), i.e.

\[
\rho_0^{(0)}[\tilde{\mu}_A] = \rho_0^{(0)}[\tilde{\mu}_B] = \rho_0^{(0)}[\tilde{\mu}] .
\]

Equation (12) is a rather strong requirement which in general is not met by generic choices of \( I_A \) and \( I_B \); still, we shall discuss in the next section, the possibility of identifying sub-protocols fulfilling this property is always granted. For the moment we hence assume that Eq. (12) is satisfied. The GAPs \( P_c[\tilde{\mu}_A] \) and \( P_c[\tilde{\mu}_B] \) delivered respectively by the sub-protocols \( \tilde{\mu}_A(t) \) and \( \tilde{\mu}_B(t) \) can be computed using Eq. (10). Assuming Eq. (12) is fulfilled, we notice that the integrands entering \( P_c[\tilde{\mu}_A] \), \( P_c[\tilde{\mu}_B] \) and \( P_c[\tilde{\mu}] \) are all the same. Therefore, exploiting the linearity of the integral respect to its integration domain (i.e. time), and recalling that \( T = T_A + T_B \), we have that

\[
P_c[\tilde{\mu}] = \frac{T_A P_c[\tilde{\mu}_A] + T_B P_c[\tilde{\mu}_B]}{T_A + T_B}.
\]

The above equation establishes that the GAP of the original protocol \( \tilde{\mu}(t) \) can be expressed as a non-trivial convex combination of the GAPs of the sub-protocols \( \tilde{\mu}_A(t) \) and \( \tilde{\mu}_B(t) \); therefore it must be smaller or equal to the maximum of those two quantities, i.e.

\[
P_c[\tilde{\mu}] \leq P_c[\tilde{\mu}_A],
\]

where, without loss of generality we assumed \( P_c[\tilde{\mu}_B] \leq P_c[\tilde{\mu}_A] \). Inequality (14) implies that given a generic periodic protocol \( \tilde{\mu}(t) \), it is possible to construct a shorter one \( \tilde{\mu}_A \) that delivers a larger or equal GAP. This is the reason for the name cut-and-choose procedure. We can now iterate the cut-and-choose procedure starting from \( \tilde{\mu}_A(t) \), thus obtaining another (even shorter) protocol \( \tilde{\mu}_A(t) \) that produces a greater or equal GAP, and so on and so forth. After many iterations of the cut-and-choose procedure, we end up with a protocol that cannot be further optimized via this technique. This protocol is characterized by an infinitesimal domain \( I \) of duration \( d \tau \), divided into \( L \) segments of length \( d \tau \). Without loss of generality, we can assume that the \( d \tau \)'s are short enough such that the controls \( \tilde{\mu}(t) \) take on a constant value \( \tilde{\mu} \equiv \tilde{\mu}(t_i) \in \mathbb{D} \) during each time interval \( d \tau \). This is a generalized Otto cycle; see Fig. 3 for a schematic representation.

Using Eq. (10), the associated GAP of such protocol can hence be expressed as

\[
P_c[\{\tilde{\mu}_i, \mu_i\}] = \sum_{j=1}^L \mu_j \text{Tr} \left[ H_{\tilde{\mu}_j} \sum_{\alpha} c_{\alpha} D_{\alpha, \tilde{\mu}_j} \left[ \rho_0^{(0)}[\{\tilde{\mu}_i, \mu_i\}] \right] \right],
\]

FIG. 2. Schematic representation of the cut-and-choose procedure for \( M = 1 \). Upper panel: representation of an arbitrary protocol \( \tilde{\mu}(t) \) defined on the time interval \( I[\tilde{\mu}] \) of duration \( T \). Central panel: we partition \( I[\tilde{\mu}] \) into two disjoining subsets \( I_A \) and \( I_B \). Lower panel: we define two new sub-protocols \( \tilde{\mu}_A(t) \) and \( \tilde{\mu}_B(t) \) by restricting \( \tilde{\mu}(t) \) respectively to \( I_A \) and \( I_B \). This process may introduce discontinuities in the controls, denoted as quenches.
where $\mu_i = d\tau_i / d\tau$ represents the percentage of the total protocol time spent at each point $\vec{u}_i$, and $\rho^{(0)}_{\{\vec{u}_i, \mu_i\}}$ is the time-independent limiting cyclic state whose traceless component is [see Eq. (9)]

$$
\rho^{(0)}_{\{\vec{u}_i, \mu_i\}} \equiv \left( \sum_{j=1}^{L} \mu_j \mathcal{G}_{\vec{u}_j} \right)^{-1} \left( \sum_{j=1}^{L} \mu_j \mathcal{G}_{\vec{u}_j} \rho^{(eq)}_{\vec{u}_j} \right).
$$

Crucially, we are able to place a finite upper bound to the number $L$ of time intervals of the optimal generalized Otto cycle. In App. C2 we prove that, to maximize the GAP in general, it is sufficient to consider $L$ to be at most equal to the degrees of freedom of the density matrix plus one. Since in the commuting case only the diagonal component of $\rho(t)$ plays a role in determining the heat currents (see App. B2 for details), we find that $L \leq d$. Furthermore, as discussed in Sec. IV, if the dissipator of each bath is characterized by a single (control-dependent) timescale and $N = 2$, then $L = 2$ regardless of the dimensionality of the system; in this case, the optimal protocol reduces to a conventional infinitesimal Otto cycle.

We proved that the generalized Otto cycle universally maximizes the GAP. We can thus directly optimize Eq. (15) over the values of the controls $\vec{u}_i$ and of the time fractions $\mu_i$ which are model-specific. The total number of scalar parameters over which Eq. (15) must be optimized is given by $(L - 1) + ML$, where $L - 1$ comes from the choices of fractions $\mu_i$, and $ML$ is the number of scalar control parameters. We report a summary of these results in Table I.

In order to gain further physical insight into our result, let us consider the paradigmatic case in which our system $S$ can only be coupled to one bath at the time. Mathematically, this assumption can be described by a specific control parameter, say $\alpha(t)$, whose value is the index of the bath we are coupled to, $\alpha = 1, \ldots, N$. Therefore, $S$ must be coupled only to a single bath in each time interval $d\tau_i$. In this scenario, it is interesting to notice that our bound on the number of time intervals poses a limit to the maximum number of thermal baths necessary to maximize the GAP: indeed, at most $L$ baths will be used. Therefore, for low dimensional working fluids, the maximum number of thermal baths necessary to maximize the GAP is strongly limited. However, we also explicitly show in Sec. V that three thermal baths at different temperatures can outperform two thermal baths when the working fluid is a qutrit. This result is in contrast with the maximization of the efficiency, which is always obtained by coupling $S$ only to the hottest and coldest bath available.

As a final technical remark, we discuss how to simplify the optimization over the choice of the bath coupled to $S$. In principle, any bath can be coupled to $S$ during each time interval $d\tau_i$. However, by direct inspection of Eqs. (15) and (16), it can be seen that the GAP is invariant under permutations of $\vec{u}_i$ and $\mu_i$. Therefore, the number of independent choices of the bath is given by the binomial coefficient $\binom{L + N - 1}{N - 1}$ which e.g. scales linearly in $L$ when only two thermal baths are available. The maximization of the GAP is thus carried out by repeating the optimization of Eq. (15) over the other control parameters for each independent choice of the baths, and then choosing the configuration delivering the largest GAP.

### TABLE I. Maximum value of the number of time fractions $L$ and of the scalar parameters $M(L+1)-1$ which determine the generalized Otto cycle that optimise the engine performances in the general case and for a simple choice of the Lindbladian form (cfr. Sec. IV).

| Parameter       | General | Simple relax. |
|-----------------|---------|---------------|
| $\max L$       | $d$     | $2^* (M+1) - 1$ |
| Scalar Parameters | $d(M+1)-1$ | $2^*(M+1)-1$ |

The argument presented in the previous section relies on the assumption (12) that one can identify two new sub-protocols $\vec{u}_A(t)$ and $\vec{u}_B(t)$ that preserve the asymptotic state $\rho^{(0)}_{\vec{u}}$ of the original protocol $\vec{u}(t)$. We provide an explicit proof that such condition can always be fulfilled by translating it into a geometric problem.

For this purpose, let us define the curves $\gamma_{[\vec{u}]} \equiv \{v_{\vec{u}(t)}| t \in I_{[\vec{u}]}\}$, $\gamma_{[\vec{u}_A]} \equiv \{v_{\vec{u}_A(t)}| t \in I_{[\vec{u}_A]}\}$, and $\gamma_{[\vec{u}_B]} \equiv \{v_{\vec{u}_B(t)}| t \in I_{[\vec{u}_B]}\}$ generated by the functions

$$
v_{\vec{u}(t)} \equiv \mathcal{G}_{\vec{u}(t)} \left[ \rho^{(eq)}_{\vec{u}(t)} - \rho^{(0)}_{\vec{u}} \right],
$$

$$
v_{\vec{u}_A,B}(t) \equiv \mathcal{G}_{\vec{u}_A,B}(t) \left[ \rho^{(eq)}_{\vec{u}_A,B(t)} - \rho^{(0)}_{\vec{u}} \right].
$$

### B. A geometric interpretation of Eq. (12)
Since the domains \( I_{\bar{u}_A} \) and \( I_{\bar{u}_B} \) are complementary and provide a decomposition of \( I_{\bar{u}} \), \( \gamma_{\bar{u}_A} \) and \( \gamma_{\bar{u}_B} \) are disjoint, and their union coincides with \( \gamma_{\bar{u}} \) (see upper panels of Fig. 4 for a schematic representation). It is important to notice that the functions in Eq. (18), thus also the curves \( \gamma_{\bar{u}}, \gamma_{\bar{u}_A}, \) and \( \gamma_{\bar{u}_B} \), belong to the special subspace of \( S^0 \) formed by the traceless Hermitian operators of \( S \) which is locally isomorphic to \( \mathbb{R}^D \), with \( D \equiv d^2 - 1 \). By exploiting the fact that the Hamiltonian commutes at all times, we can further reduce the number of degrees of freedom to \( D \equiv d - 1 \). This is due to the fact that the heat currents can be written solely in terms of the diagonal part of \( \rho(t) \), which in turn satisfies a closed equation of motion (see App. B2 for details).

Since \( \tilde{\rho}_{\bar{u}}^{(0)} \) satisfies Eq. (9), the curve \( \gamma_{\bar{u}} \) has a null “center of mass” \( O_{\bar{u}} \) (represented by the black dot in Fig. 4), i.e.

\[
O_{\bar{u}} \equiv \int_{I_{\bar{u}}} v_{\bar{u}(t)} \, dt = 0 .
\]

Using the linearity of the integral respect to its integration domain, it is easy to verify that the sum of the “centers of mass” \( O_{\bar{u}_A} \equiv \int_{I_{\bar{u}_A}} v_{\bar{u}_A(t)} \, dt \) with \( O_{\bar{u}_B} \equiv \int_{I_{\bar{u}_B}} v_{\bar{u}_B(t)} \, dt \) is null, i.e.

\[
O_{\bar{u}_A} + O_{\bar{u}_B} = O_{\bar{u}} = 0 .
\]

We claim that a necessary and sufficient condition for Eq. (12) to hold is that the curve \( \gamma_{\bar{u}_A} \) (and hence due to Eq. (20), \( \gamma_{\bar{u}_B} \)) must have a null center of mass too. Indeed, exploiting the invertibility of \( \int_{I_{\bar{u}_A}} G_{\bar{u}_A(t)} \, dt \) on \( S^0 \), one can observe that setting \( O_{\bar{u}_A} = 0 \) is fully equivalent to having

\[
\tilde{\rho}_{\bar{u}}^{(0)} = \left( \int_{I_{\bar{u}_A}} G_{\bar{u}_A(t)} \, dt \right)^{-1} \left( \int_{I_{\bar{u}_A}} G_{\bar{u}_A(t)} \tilde{\rho}_{\bar{u}_A(t)}^{(eq)} \, dt \right) = \tilde{\rho}_{\bar{u}_A}^{(0)},
\]

where, in the last step, we used Eq. (11) to recognize \( \tilde{\rho}_{\bar{u}_A}^{(0)} \). An analogous conclusion holds also for the sub-protocol \( \bar{u}_B(t) \) thanks to Eq. (20).

This is the geometric reformulation of Eq. (12) we were looking for: our partitioning technique works if, starting from a generic curve \( \gamma_{\bar{u}} \) in \( \mathbb{R}^D \) having a null center of mass, we are able to split it into two sub-curves \( \gamma_{\bar{u}_A} \) and \( \gamma_{\bar{u}_B} \) such that these still have a null center of mass (this concept is schematically represented in Fig. 4). In Appendix C we prove that it is indeed possible assuming that the original protocol \( \bar{u}(t) \) possesses some weak notion of regularity. The main idea is that, given an arbitrary curve in \( \mathbb{R}^D \) with zero center of mass, it is always possible to identify a null convex combination of at most \( D + 1 \) points lying on the curve. For sufficiently regular curves, the implicit function theorem allows us to extend these points to a piecewise continuous curve of finite size.

Reiterating this cut-and-choose procedure many times may lead to a piecewise continuous curves with a large number of discontinuities. Crucially, in App. C2 we show that it is always possible to end up with a curve characterized by at most \( D + 1 \) discontinuities. This result gives rise to the bounds on \( L \) summarized in Table I.

IV. SIMPLE RELAXATION CASE

In this section we discuss a simplified model of thermalization where the super-operator \( G_{\bar{u}(t)} \) of Eq. (7) is purely multiplicative, leading to a ME of the form

\[
\partial_t \rho(t) = \Gamma_{\bar{u}(t)}(\tilde{\rho}_{\bar{u}(t)}^{(eq)} - \rho(t)),
\]

with \( \Gamma_{\bar{u}(t)} > 0 \) a scalar number which defines the rate of thermalization of all the observables of the system. Furthermore, we assume that the model allows \( S \) to be coupled to a single bath at the time. As discussed in the final part of Sec. IIIA, we formally introduce a single control parameter, denoted with \( \alpha(t) \), indexing the bath we are coupled to at time \( t \). Notice that, for all values of \( \bar{u}(t) \), the equilibrium states \( \rho_{\bar{u}(t)}^{(eq)} \) always correspond to the Gibbs distribution of bath \( \alpha(t) \), i.e. \( \rho_{\bar{u}(t)}^{(eq)} \) as in Eq. (3). As discussed in the first part of the paper, the maximum GAP is given by Eqs. (15) and (16) which, using Eq. (22), can be rewritten as

\[
P_c(\{\bar{u}_i, \mu_i\}) = \sum_{i=1}^L \sum_{j=1}^L c_{\bar{u}_i, \mu_i}^j \Gamma_{\bar{u}_i} \Gamma_{\bar{u}_j} P_{i+j} \frac{1}{\sum_{i=1}^L \mu_i \Gamma_{\bar{u}_i}},
\]

\[
\tilde{\rho}_{\bar{u}(t)}^{(0)} = \sum_{i=1}^L \mu_i \Gamma_{\bar{u}_i} \rho_{\bar{u}_i}^{(eq)} \frac{1}{\sum_{i=1}^L \mu_i \Gamma_{\bar{u}_i}},
\]
where $\alpha_i$ is the constant value of $\alpha(t)$ during the interval $d\tau_i$ (we used the assumption that $S$ can be coupled to a single bath at the time to remove the sum over $\alpha$ in Eq. (23)), and where

$$P_{i\rightarrow j} = \text{Tr} \left[ H_{\tilde{a}_i} \left( \rho^{(\text{eq})}_{\tilde{a}_i} - \rho^{(\text{eq})}_{\tilde{a}_j} \right) \right].$$

(25)

Notice that $P_{i\rightarrow i} = 0$, while

$$P_{j\rightarrow k} + P_{k\rightarrow j} \leq 0,$$

(26)

when $S$ is coupled to the same temperature during the time intervals $d\tau_j$ and $d\tau_k$. This is given by the fact that $P_{j\rightarrow k} + P_{k\rightarrow j}$ is equal to $P_L[\{ \tilde{\mu}_i, \mu_i \}]$ with $c_\alpha = 1 \forall i$, and $\mu_i = 0 \forall i \neq j, k$, which physically represents the average power extracted from a heat engine operating between equal temperatures (and therefore cannot be positive) [85].

Using these properties, we show that with the only assumption of the dynamics being described by Eq. (22), it is possible to greatly simplify the optimization of the GAP of thermal machines. As shown in Appendix D, we consider positive GAPs, i.e. generalized average powers consisting of a positive linear combination of the heat currents extracted from the different thermal baths (formally we assume that $c_\alpha \geq 0 \forall \alpha$). This hypothesis includes both the average power extracted from a heat engine ($c_\alpha = 1 \forall \alpha$), and the cooling power of a refrigerator ($c_\alpha = \delta_{\alpha,N}$, with $\alpha = N$ labelling the coldest bath). We prove that, in order to maximize a positive GAP, it is sufficient to consider a protocol with at most one time interval per temperature; therefore $L \leq N$. Moreover, if more than one heat current is neglected in the definition of the GAP, it is possible to further reduce the number of intervals. Specifically, given $\kappa \leq N$ the number of distinct temperatures of the baths for which $c_\alpha \neq 0$, we prove that

$$L \leq \min(N, \kappa + 1).$$

(27)

This implies that a refrigerator ($\kappa = 1$) is always characterized by $L = 2$, regardless of the number of baths, while a heat engine ($\kappa = N$) by $L \leq N$. In the following, for simplicity, we focus on the refrigerator and heat engine case with two thermal baths at our disposal. As a consequence, $L = 2$. Under this hypothesis, we find that:

(i) The optimal durations of the time intervals and the resulting maximum GAPs can be determined as a function of the control parameters (Secs IV A-IV B).

(ii) If the thermalization rates are a function of the bath $\alpha(t)$, but only weakly depend on the specific value of the other control parameters, i.e. $\Gamma_{\alpha} = \Gamma_{\alpha,N}$, and if we assume to have total control over the system Hamiltonian, we can fully carry out the maximization of the GAP, finding that the optimal control strategies involve degenerate spectra of the Hamiltonian of the working fluid (Sec. IV C).

(iii) Under the toy model hypothesis of (ii), we compare the GAP of a heat engine and of a refrigerator delivered by $n$ non-interacting qubits [GAP$_N(n)$], with the GAP of $n$ interacting qubits [GAP$_I(n)$], finding that there is a many-body advantage in the engine case.

### A. Refrigerator

Let us consider two inverse temperatures $\beta_1$ and $\beta_2$ such that $\beta_1 < \beta_2$. The average cooling power of a refrigerator, $P_{[R]}$, is described by the GAP with $c_2 = 1$ on the cold bath while $c_1 = 0$. Since $L = 2$, Eq. (23) reduces to

$$P_{[R]} = \frac{\mu_1 \mu_2 \Gamma_{\tilde{a}_1} \Gamma_{\tilde{a}_2} P_{2\rightarrow 1}}{\mu_1 \Gamma_{\tilde{a}_1} + \mu_2 \Gamma_{\tilde{a}_2}}$$

(28)

where $\mu_2 = 1 - \mu_1$. We can thus explicitly maximize the above expression over the choice of the time fraction $\mu_1$, leading to

$$P_{[R]}^{(\text{max})} = \frac{\text{Tr} \left[ H_{\tilde{a}_1} \left( \rho^{(\text{eq})}_{\tilde{a}_1} - \rho^{(\text{eq})}_{\tilde{a}_2} \right) \right]}{\left( \sqrt{\Gamma_{\tilde{a}_1}^{-1}} + \sqrt{\Gamma_{\tilde{a}_2}^{-1}} \right)^2},$$

(29)

which is obtained for $\mu_1 = \sqrt{\Gamma_{\tilde{a}_1}/(\sqrt{\Gamma_{\tilde{a}_1}} + \sqrt{\Gamma_{\tilde{a}_2}})}$. Notably, the expression of the maximum cooling power in Eq. (29) only requires a maximization over $\tilde{a}_1$ and $\tilde{a}_2$, which in general is model dependent.

### B. Engine

Let us consider the same setting $\beta_1 < \beta_2$. The average extracted power of a heat engine, $P_{[E]}$, is described by the GAP with $c_1 = c_2 = 1$. Since $L = 2$, Eq. (23) reduces to

$$P_{[E]} = \frac{\mu_1 \mu_2 \Gamma_{\tilde{a}_1} \Gamma_{\tilde{a}_2} (P_{1\rightarrow 2} + P_{2\rightarrow 1})}{\mu_1 \Gamma_{\tilde{a}_1} + \mu_2 \Gamma_{\tilde{a}_2}}$$

(30)

It follows that the optimization over the time fraction $\mu_1$ is identical to that of the refrigerator, see Eq. (28), leading to

$$P_{[E]}^{(\text{max})} = \frac{\text{Tr} \left[ (H_{\tilde{a}_1} - H_{\tilde{a}_2}) \left( \rho^{(\text{eq})}_{\tilde{a}_1} - \rho^{(\text{eq})}_{\tilde{a}_2} \right) \right]}{\left( \sqrt{\Gamma_{\tilde{a}_1}^{-1}} - \sqrt{\Gamma_{\tilde{a}_2}^{-1}} \right)^2},$$

(31)

which is obtained for $\mu_1 = \sqrt{\Gamma_{\tilde{a}_1}/(\sqrt{\Gamma_{\tilde{a}_1}} \pm \sqrt{\Gamma_{\tilde{a}_2}})}$. Also in this case, Eq. (31) only requires a model-dependent maximization over $\tilde{a}_1$ and $\tilde{a}_2$.

### C. Full maximization

The maximum average power for the refrigerator and the heat engine that we found in Eqs. (29) and (31) has
been maximized over the time fractions spent in contact with each bath. However $P^{(\text{max })}_{\text{[E]}}$ and $P^{(\text{max })}_{\text{[R]}}$ still need to be maximized over to the experimentally available controls, i.e. over $\bar{u}_1$ and $\bar{u}_2$. Until now, we did not make any assumption on the functional form of $\bar{u}_i$, nor of $\bar{H}_\varphi$.

We now assume that the rates $\Gamma_{\bar{u}_i} = \Gamma_\alpha$, are fixed for each bath (i.e. they do not depend on the value of the control $\bar{u}_i$, but only on the bath index $\alpha$), and that the control on the Hamiltonians is total (i.e. that we can generate any Hamiltonian). In such case, the maximization of $P^{(\text{max })}_{\text{[E]}}$ is carried out by maximizing
\begin{equation}
\text{Tr} \left[ (H_1 - H_2) \left( e^{-\beta_1 H_1} / Z_1 - e^{-\beta_2 H_2} / Z_2 \right) \right]
\end{equation}
with respect to the choice of the two Hamiltonians $H_1$ and $H_2$. This maximization has been carried out in Ref. [59], finding that $H_1$ and $H_2$ must be diagonal in the same basis $|\nu\rangle$, and that the spectrum must be given by a non-degenerate ground state, and a $d - 1$ degenerate excited state. We therefore have
\begin{equation}
H_i = \sum_{\nu=2}^{d} \varepsilon_i |\nu\rangle \langle \nu|,
\end{equation}
where $\varepsilon_1$ and $\varepsilon_2$ can be found by maximizing the form taken by (32), i.e.
\begin{equation}
\frac{(\varepsilon_1 - \varepsilon_2)(e^{-\beta_1 \varepsilon_1} - e^{-\beta_2 \varepsilon_2}) (d - 1)}{(1 + (d - 1)e^{-\beta_1 \varepsilon_1})(1 + (d - 1)e^{-\beta_2 \varepsilon_2})}.
\end{equation}

Analogously, it can be shown that the optimization of $P^{(\text{max })}_{\text{[R]}}$ is carried out by maximizing the numerator of Eq. (29) with respect to the values the Hamiltonian assumes while in contact with the first and the second bath, as we did for Eq. (32) in the heat engine case. The optimal Hamiltonians are again of the form of Eq. (33), with $\varepsilon_1 \to \infty$ (physically, the hot bath attempts to drive $S$ towards its ground state, to obtain a better cooling), while $\varepsilon_2$ can be obtained as the maximum of the following expression
\begin{equation}
\frac{\varepsilon_2 e^{-\beta_2 \varepsilon_2} (d - 1)}{1 + (d - 1)e^{-\beta_2 \varepsilon_2}}.
\end{equation}

Incidentally, we notice here that the optimality of Hamiltonians with $d - 1$ degenerate spectra was found also in the regime opposite to the fast driving, that is in the slow driving, high efficiency regime [50].

D. Non-interacting vs many-body qubits

In this section we compare the maximum GAP of a heat engine and of a refrigerator delivered by $n$ non-interacting qubits [GAP$_{\text{NI}}(n)$] driven independently, with the GAP of $n$ interacting qubits [GAP$_1(n)$]. In the non-interacting case, we assume that we have full control over the Hamiltonian of the single qubits. In the interacting case, we assume to have full control over the total many-body Hamiltonian of $n$ qubits, i.e. we assume that the control allows us to produce any many-body spectrum. Clearly, this assumption is not expected to hold in specific many-body models. However, this limiting case allows us to find a closed solution which can be seen as an upper bound to the power of any realistic many-body system, and realistic many-body proposals to implement the Hamiltonian in Eq. (33) have been put forward [86]. Furthermore, we work under the assumptions of Secs. IV C, i.e. we consider rates $\Gamma_\alpha$, for $\alpha = 1, 2$, that only depend on the bath index. Under these assumptions, the GAP delivered by a single qubit can be computed as described in Sec. IV C setting $d = 2$. GAP$_{\text{NI}}(n)$ will then be equal to $n$ times the power of a single qubit. Instead, GAP$_1(n)$ can be computed setting $d = 2^n$.

In Fig. 5 we show the maximum GAP of a heat engine, $P^{(\text{max })}_{\text{[E]}}$ (left panel), and the maximum GAP of a refrigerator, $P^{(\text{max })}_{\text{[R]}}$ (right panel), as a function of the number of qubits $n$ in a log-log plot. The black curve, corresponding to GAP$_{\text{NI}}(n)$, is a linear function of $n$, whereas $P^{(\text{max })}_{\text{[E]}}$ scales as $n^2$, whereas $P^{(\text{max })}_{\text{[R]}}$ scales as $n^3$, with $1 < \delta < 2$. However, for large enough $n$ (thermodynamic limit), we see that GAP$_1(n)$ is again a linear function of $n$, displaying a finite gap with respect to GAP$_{\text{NI}}(n)$. In App. E we
prove that the asymptotic behavior is given by

\[
\begin{align*}
P_{\text{[E]}}^{(\text{max})} & \overset{n \to \infty}{=} \ln 2 \left( \frac{\beta_1^{-1} - \beta_2^{-1}}{\sqrt{\Gamma_1^{-1} + \Gamma_2^{-1}}} \right)^2 n, \\
P_{\text{[R]}}^{(\text{max})} & \overset{n \to \infty}{=} \ln 2 \left( \frac{\beta_2^{-1}}{\sqrt{\Gamma_1^{-1} + \Gamma_2^{-1}}} \right)^2 n,
\end{align*}
\]

which is indeed linear in \( n \).

Remarkably, in the heat engine case, the asymptotic behavior of \( P_{\text{[E]}}^{(\text{max})} \) is linear in the temperature difference \( \Delta T/(\bar{T}) \). This is quite surprising: indeed, any finite-size slowly-driven quantum system [50] or any finite-size steady-state thermoelectric heat engine [24] delivers a maximum power which, for small \( \Delta T \), scales as \( \Delta T^2 \). Furthermore, also the maximum power of a qubit-based heat engine is proportional to \( \Delta T^2 \) (see Ref. [69]), yielding \( GAP_{N_1}(n) = c_0 n (\sqrt{\Gamma_1^{-1} + \Gamma_2^{-1}})^{-2} k_B \Delta T^2/\bar{T} \), where \( c_0 \approx 0.11 \) and \( \bar{T} = (\beta_1^{-1} + \beta_2^{-1})/2 \) is the average temperature of the baths. This implies that, for small temperature differences and large \( n \),

\[
\text{GAP}_1(n)/\text{GAP}_{N_1}(n) \propto 1/(\Delta T/\bar{T}),
\]

which diverges in the limit \( \Delta T/\bar{T} \to 0 \). This is clear evidence of the advantage of many-body systems over non-interacting systems for the construction of a heat engine. Another way to visualize this advantage is provided in Fig. 6, where we plot the power-per-qubit, \( P_{\text{[E]}}^{(\text{max})}/n \), as a function of \( \Delta T/\bar{T} \), maintaining a fixed average temperature \( \bar{T} \). Each curve corresponds to a different value of \( n \).

As we can see, for finite values of \( n \), the behaviour of the power-per-qubit is quadratic around \( \Delta T = 0 \). However, as \( n \) increases, the power switches to the linear regime for smaller and smaller values of \( \Delta T \), approaching the non-analytic \( |\Delta T| \) behaviour in the thermodynamic limit (see the dashed line in Fig. 6).

Another notable many-body advantage is signalled by the efficiency at maximum power \( \eta(P_{\text{[E]}}^{(\text{max})}) \), defined as the ratio between the extracted power and the heat flux provided by the hot bath (both time-averaged over a cycle) when the system is driven at maximum power. As shown in App. E, and in analogy with the findings of Ref. [59], we find that \( \eta(P_{\text{[E]}}^{(\text{max})}) \) approaches Carnot’s efficiency \( \eta_C = 1 - \beta_1/\beta_2 \) for large \( n \) as

\[
\eta_C - \eta(P_{\text{[E]}}^{(\text{max})}) \overset{n \to \infty}{=} \frac{2}{\ln 2} \frac{\beta_1 \ln n}{\beta_2 n}.
\]

It is therefore possible to asymptotically approach Carnot efficiency at maximum power in this specific model.

In the refrigerator case the comparison between the non-interacting and interacting cases reveals a completely different behavior. The maximum cooling power can be computed analytically (see App. E for details) obtaining, in the thermodynamic limit,

\[
\text{GAP}_1(n)/\text{GAP}_{N_1}(n) = \ln 2/W(1/e) \approx 2.49,
\]

where \( W(x) \) is the Lambert function. The previous equation highlights that there is no relevant advantage in using a many-body interacting working fluid over \( n \) separate units working in parallel. Furthermore, the coefficient of performance at maximum power, defined as the ratio between the maximum cooling power and the power provided to the system, turns out to be null both in the interacting and non-interacting cases as a consequence of the fact that \( \varepsilon_1 \to \infty \) (see App. E for details).

V. CASE STUDY: A QUTRIT HEAT ENGINE

In this section we discuss and apply our optimal strategy to a setup consisting of a qutrit (a three-level system) which can be coupled to two or three thermal baths. From our general result, we know that at most \( L = d = 3 \) intervals will be sufficient to maximize the power in the fast driving regime. By studying this example, we show that standard models used to describe Fermionic [87] and Bosonic [88] baths are optimized simply by 2 quenches, i.e. through a standard Otto cycle, with a spectrum as the one derived in Sec. IV.C. Then, we explicitly construct an example where the generalized Otto cycle with 3 quenches outperforms the standard Otto cycle both in the presence of 2 or 3 thermal baths. Incidentally, this implies that the power can be enhanced by the presence of more than 2 heat baths, even if we can only couple the system to one bath at the time. At last we show that - in all cases mentioned above - the power decreases monotonically as we increase the period of the protocol \( T \). This is evidence that, in this model, the fast driving regime is indeed the optimal regime to maximize the GAP.
The Hamiltonian of the system is given by
\[ H_{\vec{u}(t)} = \epsilon_2(t) |2\rangle\langle 2| + \epsilon_3(t) |3\rangle\langle 3|, \]
where \(|n\rangle\), for \(n = 1, 2, 3\), are the three eigenstates with energies \(\epsilon_n(t)\). Without loss of generality, we set \(\epsilon_1(t) = 0\). Our control vector is given by \(\vec{u}(t) = (\epsilon_2(t), \epsilon_3(t))\), and we assume that we can couple the system to one bath at the time. Following the standard microscopic derivation of the Lindblad master equation (see App. F for details), the populations \(p_n(t) \equiv \langle n|\rho(t)|n\rangle\) satisfy
\[ \partial_t p_n(t) = \sum_{m \neq n} [p_n(t) \Gamma_{nm}(\vec{u}(t), \alpha(t)) + p_m(t) \Gamma_{mn}(\vec{u}(t), \alpha(t))], \]
where the scalar quantity \(\Gamma_{nm}(\vec{u}, \alpha)\) represents the transition rate, induced by the bath \(\alpha(t)\), from state \(|n\rangle\) to state \(|m\rangle\). Since the baths are assumed to be in equilibrium, the rates satisfy a set of detailed balance conditions
\[ \Gamma_{nm}(\vec{u}, \alpha) = e^{\beta_n(\epsilon_n - \epsilon_m)} \Gamma_{mn}(\vec{u}, \alpha), \]
which fix half of the rates. With this notation, the GAP of a heat engine, i.e. Eq. (6) with \(c_\alpha = 1\), is given by (see App. F for details)
\[ P_{E}[\vec{u}] = \sum_n \epsilon_n(t) \partial_t p_n(t). \]

When the baths are given by a continuum of free Fermionic (F) or Bosonic (B) particles, and the Hamiltonian describing the system-bath coupling is quadratic, the rates are given by [87, 88]
\[ \Gamma_{nm}^{(F)}(\vec{u}, \alpha) = \gamma(\alpha)f[\beta_\alpha(\epsilon_m - \epsilon_n)], \]
\[ \Gamma_{nm}^{(B)}(\vec{u}, \alpha) = \gamma(\alpha)(\epsilon_m - \epsilon_n)n[\beta_\alpha(\epsilon_m - \epsilon_n)], \]
where \(f(x) = (e^x + 1)^{-1}\) and \(n(x) = (e^x - 1)^{-1}\) are respectively the Fermi and Bose distributions. Notice that, in Eq. (44), we are assuming the spectral density to be flat in the Fermionic case, and Ohmic in the Bosonic case. Physically, these models may describe respectively electronic leads coupled to a quantum dot [3, 7, 10, 26, 87, 89, 90] or photonic baths coupled to an (artificial) atom [2, 8, 35, 67, 88].

Applying the results of the previous sections to these models, as detailed in App. F, we have that the optimal protocol maximizing Eq. (43) in the fast driving regime is an Otto cycle with \(L = 3\). This last is completely specified by 8 parameters: two time fractions \(\mu_i\) (since \(\sum_i \mu_i = 1\)) and 6 control values \(\epsilon_n^{(i)}\), where we defined \(\epsilon_n^{(i)}\) as the value of \(\epsilon_n(t)\) during the time interval \(i = 1, 2, 3\). Notice that we only optimize over \(\epsilon_n^{(i)}\) for \(n = 2, 3\) since \(\epsilon_1(t) = 0\). Assuming that we have two thermal baths at inverse temperatures \(\beta_2 = 2\beta_1\), we study all the possible configurations of the values of the temperature in each one of the time intervals.

Carrying out this last stage of the optimization numerically, we find that both the Bosonic and the Fermionic models are optimized by a standard Otto cycle with only 2 quenches. Furthermore, the maximum power is achieved when \(\epsilon_2^{(i)} = \epsilon_3^{(i)}\), which is exactly the energy spectrum which we proved to be optimal in a simpler relaxation model, see Sec. IV C. In Fig. 7(a), we plot the optimal protocol, described by \(\epsilon_1(t) = 0\) and \(\epsilon_2(t) = \epsilon_3(t)\), as a function of the period \(T\). In both panel the parameters are \(\beta_2 = 2\beta_1\) and \(\gamma(\alpha) = \gamma\), where \(\gamma\) is a fixed timescale. Given these parameters, the protocol scales as the unit it is expressed in, while the ratio \(P_{E}/P^{(max)}_{E}\) remains constant.

![Figure 7](attachment:image.png)

FIG. 7. (a) The optimal protocol, described by \(\epsilon_1(t) = 0\) and \(\epsilon_2(t) = \epsilon_3(t)\), as a function of time \(t\) normalized to the protocol period \(T\) for the Fermionic and Bosonic models. The system is first coupled to bath \(\alpha = 1\), then to \(\alpha = 2\) after the quench. (b) Average power, normalized to the peak value, as a function of the period \(T\). In both panel the parameters are \(\beta_2 = 2\beta_1\) and \(\gamma(\alpha) = \gamma\), where \(\gamma\) is a fixed timescale. Given these parameters, the protocol scales as the unit it is expressed in, while the ratio \(P_{E}/P^{(max)}_{E}\) remains constant.

We now show that there are cases in which a generalized Otto cycle with 3 quenches can outperform a standard Otto cycle. Let us consider a case where the rates \(\Gamma_{nm}(\vec{u}, \alpha)\) are vanishingly small for all controls \(\vec{u}\), except
for a set of discrete points. Physically, this could be implemented through peaked density of states in the baths. Within this assumptions, we can design 3 thermal baths at inverse temperatures \( \beta \) (for \( \alpha = 1, 2, 3 \)), such that each one induces a non-null rate only when the control \( \epsilon_2(t) \) and \( \epsilon_3(t) \) take the values \( \epsilon_2^{(\alpha)} \) and \( \epsilon_3^{(\alpha)} \), respectively. Mathematically, we can describe this scenario defining

\[
\Gamma_{nm}(\vec{u}, \alpha) = \gamma_{nm}(\alpha) \chi(\vec{u}, \alpha),
\]

where \( \gamma_{nm}(\alpha) \) are constants, and \( \chi(\vec{u}, \alpha) \) is an indicator function equal to one for \( \epsilon_2(t) = \epsilon_2^{(\alpha)} \) and \( \epsilon_3(t) = \epsilon_3^{(\alpha)} \) and zero otherwise. In this scenario, the optimal values of \( \epsilon_2(t) \) are simply given by \( \epsilon_2^{(\alpha)} \), the only parameters over which we must optimize being the time fractions \( \mu_i \), which we express as

\[
\mu_1 = x, \quad \mu_2 = (1-x)y, \quad \mu_3 = (1-x)(1-y),
\]

where \( x \in [0, 1] \) and \( y \in [0, 1] \) cover all possibilities. This parameterization is such that one of the three time fractions \( \mu_i \) is null if and only if \( x \) and/or \( y \) takes the values 0 or 1. In Fig. 8 we show a contour-plot of the average power \( \mathcal{P}[E] \) as a functions of \( x \) and \( y \) (see caption for the parameters used). As we can see, the maximum power does not occur on the sides of the box: this implies that all optimal \( \mu_i \) are finite, so the generalized Otto cycle with three finite intervals outperforms the standard Otto cycle. Numerically, we find that the optimal power occurs at \( x \approx 0.092 \) and \( y \approx 0.86 \). This result also proves that the power can be enhanced by using three thermal baths; this is in contrast with the optimization of the efficiency, which only requires coupling to the hottest and the coldest bath. Physically, this is due to the fact that, even if the third bath has a temperature between the coldest and the hottest, it may have a thermalization rate which is higher than the other baths, thus speeding up the heat exchange. We want to remark that there is a range of the parameters space in which 3 quenches still outperform 2 quenches even with \( \beta_2 = \beta_3 \) that is, when only two temperatures are available.

At last, we computed the exact finite-time average power \( \mathcal{P}[E] \) as a function of \( T \), performing the optimal protocol found through the maximization in Fig. 8. Notably, as in the Fermionic and Bosonic models, we find that the power decreases monotonically as \( T \) increases, with the same qualitative behavior as in Fig. 7(b).

**VI. NON-COMMUTING CASE**

Throughout the paper, we assumed the dynamics of the working substance to be described by a Markovian master equation derived with the GKSL method. This derivation can be hindered by non adiabatic effects when \( [H_{\hat{a}_1}, H_{\hat{a}_2}] \neq 0 \). In this case, the dissipators in (2) can depend on the control vector \( \vec{u}(t) \) in a non local way, involving, for instance, a dependence on the speed of modulation of \( \vec{u} \) [58, 76]. Such a non local dependence invalidates the proof done in sec. III. However, it can still be interesting to investigate how our results can be generalized to the non commuting case, supposing by hypothesis that a time local dynamical generator, like the one in Eq. (2), holds also in the fast driving regime. From a formal point of view, this is a well defined problem and can give us some interesting insights on the physics of the optimal solutions.

In a general scenario in which \( [H_{\hat{a}_1}, H_{\hat{a}_2}] \neq 0 \) there is no reason to suppose, as done in sec. III, that the GAP only depends on the diagonal component of \( \rho(t) \), since the dynamical equations of the populations and of the coherences are not decoupled. The limit cycle of such an evolution is not necessarily restricted to the sole populations, and we have to replace the factor \( D = d - 1 \) in Sec. III B as well as in appendix C with a more general \( D = d^2 - 1 \), since the curve parametrizing the state of the system in the cut-and-choose procedure needs now \( d(d-1) \) more parameters, representing the coherences, to be fully described.

Under the usual assumptions of irreducibility and adjoint stability, the same arguments of sec. III can be applied to conclude that any GAP is maximized by a generalized Otto cycle with maximum number of steps equal to \( L = d^2 \). We thus observe that:

1. The different bound on the number of quenches in the commuting \( (L \leq d) \) and non-commuting
(L ≤ d^2) cases is a clear signature of how the coherent nature of a dynamical evolution can strongly affect the form of the protocols maximizing the GAP. In this spirit, we can analyze any given maximum power solution in the fast driving regime and recognize a posteriori if the coherences play a relevant role in the power maximization by checking if L > d.

2. The generators considered in this section are the most general time local, parameter dependent generators of a Markovian quantum evolution. Even if the derivation of the GKSL master equation is not guaranteed to hold in the fast driving regime, such generators may be derived by other means [59]. In this sense, the considerations done here go beyond the dissipative dynamics described by a GKSL model.

VII. CONCLUSIONS

In this paper we exhaustively discussed the optimization of thermal machines in the fast driving regime for commuting Hamiltonians. We proved in full generality that the optimal protocols are universally given by generalized Otto cycles, which are composed by a certain number L of infinitesimal time intervals where the control is fixed. We then bounded L from above in terms of the dimension of the Hilbert space of the working fluid. The proof holds regardless of the specific choice of the control-dependent dissipators, of possible constraints on the control parameters, and regardless of the specific form of the Hamiltonian of the working fluid.

We showed that the standard fast Otto cycle (characterized by L = 2) is optimal in a vast class of systems. Assuming full control over the system, we explicitly found the optimal driving strategy, which involves producing highly degenerate states, revealing an interesting connection with the results of [59] and [50]. We then applied this optimal strategy to compare the performance of a refrigerator and of a heat engine based on n interacting and non-interacting qubits. In the refrigerator case, we found that the non-interacting qubits perform almost as well as the interacting ones; it is therefore reasonable to consider constructing a refrigerator operating in parallel many simple independent units. Conversely, in the heat engine case we found a many-body advantage resulting in the enhancement of both the maximum power, and of the efficiency at maximum power, which approaches Carnot efficiency in the limit of many qubits.

Besides their theoretical relevance, these results lead to a great simplification in the optimization of thermodynamic problems from a practical point of view, due to the intrinsic simplicity of the generalized Otto cycle. This simplification can be exploited both for analytical and numerical treatments, as we explicitly showed studying a qutrit-based heat engine. In this setup, we analyzed typical configurations, such as fermionic and bosonic baths, and we found a specific form of the dissipators such that the optimal protocol consists of coupling the system to three baths at different temperatures. This result marks a difference with the maximization of the efficiency, that always requires only two thermal sources, and shows that the bound on the number of intervals derived in the first part of the paper is actually tight in this case.

This work unlocks the possibility of analytically and/or numerically optimizing the performance of many quantum thermal machines. As future directions, it is interesting to assess the role of coherence in the non-commuting case, and to understand for which classes of systems the fast driving regime is optimal for power extraction. Furthermore, by providing strict bounds on optimal protocols, our results can be used as benchmarks to assess if effects beyond the Markovian regime and weak coupling approximation can indeed enhance, or decrease, the performance of thermal machines. By highlighting the importance of many-body interactions for the performance of a heat engine regime, a future venue would be to identify and study realistic systems which display the ΔT scaling of the maximum power in the thermodynamic limit. At last, it seems natural to investigate the properties of the fast-driving regime respect to other thermodynamic figures of merit, such as the efficiency at maximum power, or work fluctuations.
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Appendix A: Projected form of the ME

Using projection techniques in this section we show how one can cast the master equation (2) in the more convenient form (7). For this purpose we find it useful to first recall some structural properties of GKSL generators which hold true in the finite dimensional case we are analyzing in the present work. In particular in Secs. A1 and A2 we shall introduce the notions of ergodicity, mixing, irreducibility, and adjoint-stability. After that we proceed with the derivation of Eq. (7) in Sec. A3.

1. Ergodic, Mixing, Irreducible and adjoint-stable GKSL generators

Let $S$ be a quantum system of finite dimension $d$. To fix the notation we indicate with $\mathcal{L}_S$ the $d^2$-dimensional vector space of linear operators on $S$ and define $\mathcal{G}_S$ and $\mathcal{L}_S^0$ its subsets formed respectively by the density and zero-trace operators of the model, i.e.

$$\mathcal{G}_S \equiv \{ \rho \in \mathcal{L}_S | \text{Tr}[\rho] = 1, \rho \geq 0 \}, \quad \mathcal{L}_S^0 \equiv \{ \Theta \in \mathcal{L}_S | \text{Tr}[\Theta] = 0 \}.$$  \hfill (A1)

The latter forms a $(d^2 - 1)$-dimensional vector subspace of $\mathcal{G}_S$ for which we can identify a projector introducing the super-operator

$$\hat{Q}[\cdots] \equiv \text{Id}[\cdots] - \text{Tr}[\cdots] \frac{I}{d},$$  \hfill (A2)

and its orthogonal complement $\hat{P} \equiv \text{Id} - \hat{Q}$, $\text{Id}$ being the identity channel (notice in fact that using “$\circ$” to represent the composition of super-operators we have $\hat{Q} \circ \hat{Q} = \hat{Q}$, $\hat{P} \circ \hat{P} = \hat{P}$, $\hat{P} \circ \hat{Q} = \hat{Q} \circ \hat{P} = 0$, and that $\text{Tr}[\hat{Q}[\Theta]] = 0$ with $\hat{Q}[\Theta] = \Theta$ iff $\Theta \in \mathcal{L}_S^0$).

Consider next a GKSL generator $L$ for a generic time-independent master equation

$$\partial_t \rho(t) = L[\rho(t)],$$  \hfill (A3)

for the density matrices of $S$. By general properties of the theory we know that $L$ is a super-operator on $\mathcal{G}_S$ which can always be cast in the standard form

$$L[\cdots] = -i[H, \cdots] + D[\cdots],$$  \hfill (A4)

$$D[\cdots] = \sum_j \left( A_j[\cdots] A_j^\dagger [\cdots] + \frac{1}{2} A_j^\dagger A_j A_j^\dagger [\cdots] \right),$$  \hfill (A5)

where $H$ is a hermitian operator identifying the Hamiltonian of the system, and $D$ is a purely dissipator component written in terms of the (Lindblad) operators $A_j \neq 0$. It is also a well know fact that $L$ transforms any $\Theta \in \mathcal{G}_S$ into an element of traceless subset $\mathcal{G}_S^0$ (i.e. $\text{Tr}[L[\Theta]] = 0$), which formally translates into the following identity

$$Q \circ L = L,$$  \hfill (A6)

and that it admits always at least a fix-point state $\rho^{(\text{eq})} \in \mathcal{G}_S$, i.e. a density matrix of $S$ which is an eigen-operator of $L$ associated with the eigenvalue zero,

$$L[\rho^{(\text{eq})}] = 0.$$  \hfill (A7)

Thanks to the above properties we can hence observe that for all density matrices $\rho$, we have

$$L[\rho] = (Q \circ L)[\rho] = (Q \circ L)[\rho - \rho^{(\text{eq})}] = (Q \circ L \circ Q)[\rho - \rho^{(\text{eq})}] = (Q \circ L \circ Q)[\tilde{\rho} - \tilde{\rho}^{(\text{eq})}],$$  \hfill (A8)

where in the third passage we use the fact that $\rho - \rho^{(\text{eq})}$ has trace zero, while in the final one we adopt the short hand notation $\tilde{\Theta}$ to indicate the projected component of $\Theta$ on $\mathcal{L}_S^0$, i.e.

$$\tilde{\Theta} \equiv Q[\Theta].$$  \hfill (A9)

Notice finally that from $\rho(t) = (Q + \hat{P})[\rho(t)] = \tilde{\rho}(t) + \frac{1}{d}$ follows that $\partial_t \rho(t) = \partial_t \tilde{\rho}(t)$. Thus using this and (A8) evaluated for $\rho = \rho(t)$, we can hence conclude that an equivalent way to express Eq. (A3) is

$$\partial_t \tilde{\rho}(t) = G[\tilde{\rho}^{(\text{eq})} - \tilde{\rho}(t)],$$  \hfill (A10)
where
\[ G \equiv -Q \circ L \circ Q = -L \circ Q, \] (A11)
is (minus) the restriction of \( L \) on \( \mathcal{L}_0 \).

Equation (A10) is valid for all the finite-dimensional GKSL processes, but it becomes particularly handy when specified under ergodicity assumptions [91], i.e., for those \( L \) for which the fix-point state \( \rho^{(eq)} \) introduced in Eq. (A7) constitute the unique eigenvectors with zero eigenvalue.

**Definition:** The generator \( L \) is said to be ergodic if \( \rho^{(eq)} \in \mathcal{S}_S \) exists such that
\[ L[\Theta] = 0 \iff \Theta = \lambda \rho^{(eq)}, \] (A12)
where \( \lambda \) is an arbitrary complex constant.

For our purposes, the main consequence of the above definition is that for an ergodic GKSL generator \( L \) the corresponding restriction \( G \) defined in Eq. (A11) is invertible when acting on the elements of the \((d^2-1)\)-dimensional linear subspace \( \mathcal{L}_0^0 \). Indeed using the fact that \( \rho^{(eq)} \) has trace 1, we can conclude that under ergodic assumption (A12) it holds
\[ G[\Theta] = 0 \iff Q[\Theta] = 0, \] (A13)
or equivalently that \( G \) has no zero eigenvalue on \( \mathcal{L}_0 \).

The ergodicity property (A12) has been extensively studied in several works. In particular a necessary and sufficient condition for \( L \) to be ergodic can be found e.g. in Ref. [91] where it has been also shown that this property is very common on the set of the GKSL generators (the non-ergodic examples being indeed a set of zero measure). Interestingly enough it turns out that at least for the finite dimensional case we are studying here, Eq. (A12) is equivalent to asking that the associated ME should induce a purely mixing evolution which asymptotically sends all input states \( \rho \in \mathcal{S}_S \) of the system into \( \rho^{(eq)} \), i.e.,
\[ \lim_{t \to \infty} \| \rho(t) - \rho^{(eq)} \|_1 = 0, \] (A14)
where \( \rho(t) = e^{tL}[\rho] \) is the completely positive evolution obtained by integrating (A3) and \( \| \cdots \|_1 \) is the trace norm (the fact that (A14) implies (A12) is relatively easy to verify, while an explicit proof of the opposite implication can be found in Refs. [92–95]).

The main drawback of the ergodic property is that (A12) does not behave well under summation of the GKSL generators, i.e., the sum of ergodic generators is not necessarily ergodic (see [91] for an explicit counterexample). Nonetheless, a slightly stronger version of the ergodicity notion does not suffer from this limitation. This is the set of GKSL generators \( L \) which are irreducible and adjoint-stable [79, 80]:

**Definition:** Given a GKSL generator \( L \) and \( A \equiv \text{Span}\{A_i\} \) the set spanned by its Lindblad operators, we say that \( L \) is irreducible if \( [A,B] = 0 \) for all \( A \in A \) implies that \( B = \lambda \mathbf{1} \) for some complex number \( \lambda \), and that \( L \) is adjoint-stable if \( A \in A \) implies \( A^\dagger \in A \).

First of all it is worth noticing that both these two properties only involve the dissipative component \( D \) of \( L \) (indeed they are independent of the system Hamiltonian \( H \)). Secondly, as discussed in Refs. [79, 80] it follows that all \( L \) which are irreducible and adjoint-stable induce dynamical evolutions which are mixing (i.e., obey to Eq. (A14) with \( \rho^{(eq)} \) being identified with the steady state solution of the model) and hence, via the above mentioned equivalence, ergodic, i.e.,
\[ L \text{ irreducible and adjoint-stable} \implies L \text{ ergodic}. \] (A15)

Most importantly it also follows that, at variance with the ergodic set, the set of irreducible and adjoint-stable GKSL generators is closed under summation (in particular they form a convex set): more specifically given \( L \) irreducible and adjoint-stable, and \( L' \) adjoint-stable but not necessarily irreducible, their sum is irreducible and adjoint-stable, i.e.,
\[ L \text{ irreducible and adjoint-stable, } L' \text{ adjoint-stable } \implies L + L' \text{ irreducible and adjoint-stable}. \] (A16)

We now focus on a special subset of ergodic GKSL generators \( L \) which provide a rather general description of thermalization events, see e.g. [88].
Definition: Given $\beta \geq 0$, a generator $\mathcal{L}$ is said to be thermalizing if it is adjoint-stable and ergodic with fixed point provided by the Gibbs density matrix

$$
\rho^{(eq)}_\beta \equiv \exp[-\beta H]/Z_\beta, \quad Z_\beta \equiv \text{Tr}[\exp[-\beta H]].
$$

(A17)

Notice that requiring adjoint-stability for a thermalizing map is in agreement with the underlying open system derivation of the master equation. Indeed, if this last is derived from a microscopic model in which the system is weakly coupled to a thermal bath of inverse temperature $\beta$, the adjoint stability of the GKSL generator can be proven using the Kubo-Martin-Schwinger relations for the bath correlation functions [88].

We now claim that a thermalizing generator satisfies also a weak notion of irreducibility. To begin we notice that in Eq. (A17) the parameter $\beta$ plays the role of an inverse temperature and that, for all finite values of such quantity, the density matrix $\rho^{(eq)}_\beta$ is a full rank state (for $\beta \to \infty$, i.e. as the temperature drops to zero, this property is not longer guaranteed as $\rho^{(eq)}_\beta$ converges to the ground state of $H$). Accordingly we can invoke Theorem 5.2 of [79] to claim that for thermalizing processes the linear set $\mathcal{A}_H \equiv \text{Span}(A_i, H)$ spanned by the Lindblad operators $A_i$ and by the Hamiltonian $H$ is irreducible, i.e. that the following implication holds

$$
[B, A] = 0 \quad \forall A \in \mathcal{A}_H, \quad \implies B = \lambda \mathbb{1},
$$

(A18)

with $\lambda$ generic complex constant. We will refer to the condition (A18) as to weak irreducibility, since it is less demanding than the standard irreducibility, that can be recovered with some assumptions on the nature of the Lindblad operators.

2. Irreducibility for physical GKSL generators

Within the assumption of a Thermalizing GKSL generator, let us suppose the Lindblad operators to be represented by jump operators, i.e. of the form $\sqrt{\gamma_{i \to j}}|E_i\rangle\langle E_j|$ where $|E_i\rangle$ denotes an eigenvector of the system Hamiltonian, whose levels are assumed to be non-degenerate.

In this case we have, for every operator $B = \sum_{i', j'} m_{i', j'}|E_{i'}\rangle\langle E_{j'}|$ with $0 \leq i', j' \leq D$:

$$
[B, \sqrt{\gamma_{i \to j}}|E_i\rangle\langle E_j|] = \sqrt{\gamma_{i \to j}}|E_i\rangle\langle E_j| \left( \sum_{i''} m_{i', i''}|E_{i''}\rangle\langle E_j| + m_{j', i'}|E_i\rangle\langle E_{j'}| \right).
$$

(A19)

Using the equation above, we have

$$
[B, \sqrt{\gamma_{i \to j}}|E_i\rangle\langle E_j|] = 0 \quad \iff \quad m_{i, i} = m_{j, j}, \quad m_{i', i} = m_{j, j'} = 0 \quad \forall i' \neq i, \, j' \neq j.
$$

(A20)

Since the condition $[B, H] = 0$ does not constrain the diagonal of $B$, the only way to obtain $B = \lambda \mathbb{1}$ as required by Eq. (A18) and fulfill weak irreducibility is that the set $\mathcal{A}_H$ contains jumps connecting all the energy levels, i.e. for every $i$ there is at least one Lindblad operator $\sqrt{\gamma_{i \to j}}|E_i\rangle\langle E_j|$ connecting $|E_i\rangle$ with some other level $|E_j\rangle$. In this way, the first of the two conditions in the r.h.s. of (A20) imposes that all the diagonal elements of $B$ are equal. In addition, using the second condition in the r.h.s. of (A20) we can set all the off diagonal elements to 0 eventually obtaining $B = \lambda I$. Since the latter has been proven without imposing $[H, B] = 0$, we just proved that by choosing the jump operators as Lindblad operators we have that weak irreducibility implies irreducibility.

More in general, a Lindblad operator is the sum of jump operators connecting couples of levels with the same energy difference [88], $A(\omega) = \sum_{i', l'} f_{i', l'}|E_{i'}\rangle\langle E_{l'}|$, where $E_{i'} - E_{l'} = \omega \forall i', l'$.

We analyze the condition (A20) in the case of a Lindblad operator composed by two jumps, that is

$$
[B, f_{i_1, j_1}|E_{i_1}\rangle\langle E_{j_1}| + f_{i_2, j_2}|E_{i_2}\rangle\langle E_{j_2}|] = 0,
$$

(A21)

we obtain that this last is equivalent to require the r.h.s. of the (A20) for both $i_1, j_1$ and $i_2, j_2$, with the exception that the four off diagonal elements $m_{i_1, i_2}, m_{j_1, j_2}, m_{i_2, i_1}, m_{j_2, j_1}$ are not necessarily 0, but satisfy the following linear system

$$
\begin{align*}
    f_{i_2, j_2}m_{i_1, i_2} - f_{i_1, j_1}m_{j_1, j_2} &= 0, \\
    f_{i_1, j_1}m_{i_2, i_1} - f_{i_2, j_2}m_{j_2, j_1} &= 0.
\end{align*}
$$

(A22)

Using the adjoint stability property, the (A22) preserves its validity when replacing the elements of $B$ with the ones of $B^\dagger$, thus
\[ f_{i_2,j_2}^* m_{i_2,i_1} - f_{i_1,j_1}^* m_{j_2,j_1} = 0, \]
\[ f_{j_1,j_2}^* m_{i_1,i_2} - f_{i_2,j_2}^* m_{j_1,j_2} = 0. \]
(A23)

The solution of Eqs. (A22) and (A23) is the null vector provided that \( |f_{i_2,j_2}|^2 \neq |f_{i_1,j_1}|^2 \). In this last case, the conditions imposed on \( B \) by requiring Eq. (A21) to be valid are equivalent to the ones obtained for two distinct jump operators. So we can reproduce the reasoning done at the beginning of this section and state that weak irreducibility implies irreducibility also in the case of Lindblad operators composed by two jumps between energy eigenstates, apart from cases in which particular criteria for the values of the couplings \( f_{i,j} \) are met. The calculations for the case in which some of the Lindblad operators are the linear combination of more than two jumps allows to derive conditions on the \( G \) linking the matrix elements of \( B \) associated to transitions between the levels connected by the jumps, similarly to what observed in the two jumps case. To summarize, when the master equation is an effective description of the dynamics induced by the weak coupling of the system with a thermal bath, the generator belongs to the adjacent-stable subset of the ergodic maps and typically satisfies irreducibility. Hence not only the associated description is a rather natural requirement to ask: it simply tell us that, by putting \( S \) in contact with bath \( \alpha \), the model will reach the steady state configuration defined by the corresponding thermal state \( \rho^{(eq)}_{\alpha,\vec{u}} \). As discussed in the previous section, in this setting it is natural to consider the dissipator \( D_{\alpha,\vec{u}} \) to be adjacent stable and irreducible. From (A16) it follows that for all assigned \( \vec{u}(t) \), also the super-operator \( L_{\vec{u}(t)} \) is irreducible and adjacent-stable, due to the fact that according to Eq. (2) it is given by the sum of the \( D_{\alpha,\vec{u}(t)} \)'s plus an irrelevant Hamiltonian contribution which plays no role in deciding these properties, i.e.

\[ \mathcal{L}_{\vec{u}(t)} = \mathcal{H}_{\vec{u}(t)} + \sum_{\alpha=1}^{N} D_{\alpha,\vec{u}(t)}, \]
(A25)

where we used \( \mathcal{H}_{\vec{u}(t)} \) to identify the commutator with \( H_{\vec{u}(t)} \), i.e. \( \mathcal{H}_{\vec{u}(t)}[\cdot \cdot \cdot] \equiv -i[H_{\vec{u}(t)},\cdot \cdot \cdot] \). Therefore, introducing \( \rho^{(eq)}_{\vec{u}(t)} \) as the unique fixed point of \( \mathcal{L}_{\vec{u}(t)} \) and invoking (A8), we can again write

\[ \mathcal{L}_{\vec{u}(t)}[\rho] = \mathcal{G}_{\vec{u}(t)}[\rho - \rho^{(eq)}_{\vec{u}(t)}], \]
(A26)

for all \( \rho \), with

\[ \mathcal{G}_{\vec{u}(t)} \equiv -\mathcal{Q} \circ \mathcal{L}_{\vec{u}(t)} \circ \mathcal{Q} = -\mathcal{L}_{\vec{u}(t)} \circ \mathcal{Q}, \]
(A27)

which is also invertible on the traceless operator set \( \mathcal{L}_0^0 \). Specified in the case where \( \rho \) is the evolved density matrix of \( S \) at time \( t \) during its interaction with the baths of the model, and using the property \( \partial_t \rho(t) = \partial_t \tilde{\rho}(t) \), we can finally rewrite (2) in the form (7).

### Appendix B: Asymptotic solutions of the fast periodically driven ME

Here we discuss the asymptotic solutions of the system ME. We start in Sec. B1 formally introducing the notion of limit cycle solutions, valid for arbitrary driving speed. Then in Sec. B2 we give a formal derivation of Eq. (9) of the main text, valid in the fast-driving regime. Finally in Sec. B3 we show that any sub-protocol extract from a fast cyclic control also fulfils the fast limit condition.
1. Periodic driving

Consider the case where the control vector $\vec{u}(t)$ of our model, and hence the generator $L_{\vec{u}(t)}$ of Eq. (2), is periodic with period $T$, i.e. $\vec{u}(t+T) = \vec{u}(t)$, for all $t$. We have already commented in Appendix A, that requiring the $D_{\vec{u}(t)}$s to be irreducible and adjoint stable, ensures that $L_{\vec{u}(t)}$ is irreducible and adjoint-stable. Invoking Theorem 2 of Ref. [80] we can thus claim that our ME admits a limit cycle solution $\rho^{(lc)}_{\vec{u}(t)} = \rho^{(lc)}_{\vec{u}(t+T)} \in \mathcal{S}$ that is independent from the initial conditions of $S$, and such that

$$\lim_{t \to \infty} \left( \rho(t) - \rho^{(lc)}_{\vec{u}(t)} \right) = 0 \, , \tag{B1}$$

the convergence being evaluated e.g. in the trace norm.

2. Fast driving limit

In the fast cyclic driving limit we assume that the period $T$ of the cyclic driving $\vec{u}(t)$ is the shortest timescale appearing in the master equation. In this scenario we want to show that, up to linear correction in $T$, we can approximate the limit cycle solution $\rho^{(lc)}_{\vec{u}(t)}$ with a term which is constant in time.

To begin with, we decompose $\rho(t) = \rho_\eta(t) + \rho_{\text{ad}}(t)$, where $\rho_\eta(t)$ denotes the diagonal part of $\rho(t)$ in the energy eigenbasis of $H_\eta(t)$, and $\rho_{\text{ad}}(t)$ describes the non-diagonal terms. Since we assume that $[H_\eta, H_\eta] = 0$, the eigenbasis is constant in time and the dynamics of $\rho_\eta(t)$ and $\rho_{\text{ad}}(t)$ decouple [88]. The heat currents, defined in Eq. (4), only depend on $\rho_\eta(t)$, so we can effectively neglect $\rho_{\text{ad}}(t)$ and restrict our analysis to $\rho_\eta(t)$. We therefore define the following timescale

$$\eta_{[\vec{u}]} \equiv \max_{t \in I_{[\vec{u}]}} \| G_{\vec{u}(t)} \| \, , \tag{B2}$$

where the maximum is taken on period and where $\| \cdots \|$ is a norm defined as

$$\| G_{\vec{u}(t)} \| \equiv \max_{\Theta \in \mathcal{L}_{S,d}} \frac{\| G_{\vec{u}(t)}(\Theta) \|_1}{\| \Theta \|_1} \, , \tag{B3}$$

where $\| \Theta \|_1 \equiv \sqrt{\text{Tr}[\Theta^T \Theta]}$ and where $\mathcal{L}_{S,d}$ is the vector space of diagonal linear operators. Since the dynamics of $\rho_\eta(t)$ only depends on the dissipators, also $\eta_{[\vec{u}]}$ is solely determined by the dissipators. Physically, it thus represents the rate of the fastest possible relaxation to steady state. By direct integration of Eq. (7) on a generic interval $[t_1, t_2]$ we can write

$$\| \rho(t_2) - \rho(t_1) \|_1 = \left\| \int_{t_1}^{t_2} dt' G_{\vec{u}(t')} \left[ \rho^{(eq)}_{\vec{u}(t')} - \bar{\rho}(t') \right] \right\|_1 \leq \int_{t_1}^{t_2} dt' \| G_{\vec{u}(t')} \| \| \bar{\rho}^{(eq)}_{\vec{u}(t')} - \bar{\rho}(t') \|_1 \leq (t_2 - t_1) \eta_{[\vec{u}]} \, , \tag{B4}$$

which explicitly shows that the speed of variation of the density matrix of $S$ along the trajectory induced by control $\vec{u}(t)$ is explicitly upper bounded by $\eta_{[\vec{u}]}$. Accordingly we now formally identify the fast-driving regime by restricting the analysis to those protocols which fulfill the constraint

$$\eta_{[\vec{u}]} T \ll 1 \, . \tag{B5}$$

Next we prove that, in the cyclic and fast driving regime, $\rho^{(lc)}_{\vec{u}(t)}(t)$ is approximately given by $\rho^{(0)}_{\vec{u}(t)}$. Furthermore, we can use Eq. (B4) to claim that the distance between $\rho^{(lc)}_{\vec{u}(t)}(t)$ and $\rho^{(nc)}_{\vec{u}(t)}(t*)$ is upper bounded by $|t - t^*| \eta_{[\vec{u}]}$. Taking a fixed value of $t^*$ and an arbitrary time $t \in [t^*, t^* + T]$ we have that

$$\| \rho^{(lc)}_{\vec{u}(t)}(t) - \rho^{(lc)}_{\vec{u}(t)}(t^*) \|_1 \leq \eta_{[\vec{u}]} T \, . \tag{B6}$$

Therefore, invoking the fast driving condition in Eq. (B5), we find that at zeroth order in $\eta_{[\vec{u}]} T$, all values of $\rho^{(lc)}_{\vec{u}(t)}(t)$ are given by the same fixed state, which we denote with $\rho^{(0)}_{\vec{u}(t)}$. We now want to show that, up to first order corrections in $\eta_{[\vec{u}]} T$, the constant term $\rho^{(0)}_{\vec{u}(t)}$ is given by Eq. (9) of the main text. For this purpose let notice that since $L_{\vec{u}(t)} = \int_{I_{[\vec{u}]}} L_{\vec{u}(t)} dt$ is a positive sum of $L_{\vec{u}(t)}$ which in our construction are irreducible and adjoint-stable. Furthermore, from (A16) we can also claim that such super-operator fulfills the same property. Accordingly

$$G_{[\vec{u}]} \equiv - Q \circ L_{[\vec{u}]} \circ Q = - Q \circ \int_{I_{[\vec{u}]}} L_{\vec{u}(t)} dt \circ Q = \int_{I_{[\vec{u}]}} G_{\vec{u}(t)} dt \, , \tag{B7}$$
must be invertible on $\mathcal{S}_0^{(\eta)}$. Integrating hence (7) over the interval $I_{[\alpha]}$ and considering the limiting cycle solution $\tilde{\rho}_{[\alpha]}^{(lc)}(t)$, we get

$$\int_{I_{[\alpha]}} \mathcal{G}_{\tilde{a}(t)} \left[ \tilde{\rho}_{[\alpha]}^{(eq)}(t) - \tilde{\rho}_{[\alpha]}^{(lc)}(t) \right] dt = \int_{I_{[\alpha]}} \partial_t \tilde{\rho}_{[\alpha]}^{(lc)}(t) dt = \tilde{\rho}_{[\alpha]}^{(lc)}(T) - \tilde{\rho}_{[\alpha]}^{(lc)}(0) = 0,$$  \hspace{1cm} (B8)

where the last identity follows from the periodicity of $\tilde{\rho}_{[\alpha]}^{(lc)}(t)$. We therefore have that

$$\int_{I_{[\alpha]}} \mathcal{G}_{\tilde{a}(t)} \left[ \tilde{\rho}_{[\alpha]}^{(eq)}(t) \right] dt = \int_{I_{[\alpha]}} \mathcal{G}_{\tilde{a}(t)} \left[ \tilde{\rho}_{[\alpha]}^{(lc)}(t) \right] dt,$$  \hspace{1cm} (B9)

In the fast driving limit (B5), the left-hand-side of the above expression can be approximated as $\mathcal{G}_{\tilde{a}[\alpha]}[\tilde{\rho}_{[\alpha]}^{(0)}]$ up to linear correction in $\eta_{[\alpha]}T$. Accordingly in this regime (B9) allows us to finally write

$$\mathcal{G}_{\tilde{a}[\alpha]}[\tilde{\rho}_{[\alpha]}^{(0)}] \simeq \int_{I_{[\alpha]}} \mathcal{G}_{\tilde{a}(t)} \left[ \tilde{\rho}_{[\alpha]}^{(eq)}(t) \right] dt \quad \Rightarrow \quad \tilde{\rho}_{[\alpha]}^{(0)} \simeq \mathcal{G}_{\tilde{a}[\alpha]}^{-1} \left[ \int_{I_{[\alpha]}} \mathcal{G}_{\tilde{a}(t)} \left[ \tilde{\rho}_{[\alpha]}^{(eq)}(t) \right] dt \right],$$  \hspace{1cm} (B10)

where we used the above-mentioned invertibility of $\mathcal{G}_{\tilde{a}[\alpha]}$. This expression, valid at leading order in the expansion in $\eta_{[\alpha]}T$, corresponds to Eq. (9).

3. Sub-protocols of fast driving controls

Here we show that a generic sub-protocol $\tilde{\vec{u}}_A(t)$ extracted from a cyclic trajectory $\vec{u}(t)$ fulfilling the fast driving limit condition (B5), also fulfils the same condition.

As detailed in Sec. III A of the main text, a generic sub-protocol $\tilde{\vec{u}}_A(t)$ is constructed from reduction of $\vec{u}(t)$ on a proper subset $I_A$ of the fundamental period $I_{[\alpha]}$. Accordingly, from Eq. (B2) it follows that

$$\eta_{[\alpha]} = \max_{t \in I_{[\alpha]}} \| \mathcal{G}_{\tilde{a}(t)} \| \geq \max_{t \in I_A} \| \mathcal{G}_{\tilde{a}(t)} \| = \max_{t \in I_A} \| \mathcal{G}_{\tilde{a}_A(t)} \| = \eta_{[\alpha],A}.$$  \hspace{1cm} (B11)

Also, indicating with $T_A$ the measure of the interval $I_A$, we have by construction $T_A \leq T$: putting this together the thesis finally follows via the inequality

$$\eta_{[\alpha],A} T_A \leq \eta_{[\alpha]} T \ll 1.$$  \hspace{1cm} (B12)

Appendix C: Selection of the infinitesimal protocol

As discussed in Sec. III B, proving the possibility of fulfilling the condition (12) of the main text, is equivalent to showing that starting from a generic curve in $\mathbb{R}^D$ ($D = d - 1$) that has a null center of mass, we can always split it into two (non-trivial) sub-curves such that these still have a null center of mass. This result is proven explicitly in Sec. C 1. Then in Sec. C 2 we give a characterization of the maximum number $L$ of time intervals entering in Eq. (15).

1. Main result

Let $\gamma = \{ \vec{v}(t) | t \in [0, T] \}$ be a piecewise $C^1$ curve generated by the function $\vec{v}(t) : [0, T] \to \mathbb{R}^D$, that satisfies

$$\int_0^T \vec{v}(t) dt = 0.$$  \hspace{1cm} (C1)

We want to show that there exist $k \leq D + 1$ points on the curve $\vec{v}(t_1), \cdots, \vec{v}(t_k)$ and parameters $\tau_1, \cdots, \tau_k > 0$ such that

$$\int_{t_1}^{t_1 + \tau_1} \vec{v}(t) dt + \cdots + \int_{t_k}^{t_k + \tau_k} \vec{v}(t) dt = 0.$$  \hspace{1cm} (C2)
Indeed, in such case the sub-curve identified by the restriction of \( \tilde{v}(t) \) to \([t_1, t_1 + \tau_1] \cup \cdots \cup [t_k, t_k + \tau_k]\) would have a null center of mass.

We can suppose that this curve does not lay on any hyperplane \( V \) strictly contained in \( \mathbb{R}^D \), otherwise we can simply repeat the proof in the smaller space \( V \cong \mathbb{R}^{D-1} \).

We first notice that, calling \( C \) the convex hull of the range of the curve \( \{ \tilde{v}(t) : t \in [0, T] \} \) and \( \bar{C} \) its interior, then \( 0 \not\in \bar{C}. \) Indeed, if by contradiction this is not the case, by the Hahn-Banach theorem \([96]\) there exists a unital vector \( \tilde{w} \in \mathbb{R}^D \) such that \( \tilde{w} \cdot \tilde{x} \geq 0 \) for every \( \tilde{x} \in C. \) Since \( \tilde{v}(t) \in C \) for every \( t, \) \( \tilde{v}(t) \cdot \tilde{w} \) is a non negative function, but using Eq. (C1) we have

\[
\int \tilde{v}(t) \cdot \tilde{w} dt = \left( \int \tilde{v}(t) dt \right) \cdot \tilde{w} = 0,
\]

hence \( \tilde{v}(t) \cdot \tilde{w} = 0 \) for every \( t. \) This is equivalent to saying that \( \tilde{v} \) lies on the hyperplane \( \{ \tilde{w} \cdot \tilde{x} = 0 \} \), that is a contradiction.

Since \( 0 \in \bar{C}, \) we can find \( D + 1 \) points \( \tilde{p}_1, \ldots, \tilde{p}_{D+1} \in \bar{C}, \)

\[
\tilde{p}_1 = \varepsilon \left( 1, -\frac{1}{D+1}, -\frac{1}{D+1}, \ldots, -\frac{1}{D+1} \right),
\]

\[
\tilde{p}_2 = \varepsilon \left( -1, \frac{1}{D+1}, -\frac{1}{D+1}, \ldots, -\frac{1}{D+1} \right),
\]

\[
\tilde{p}_j = \varepsilon \left( -\frac{1}{D+1}, -\frac{1}{D+1}, \ldots, 1 - \frac{1}{D+1} \right),
\]

\[
\tilde{p}_{D+1} = \varepsilon \left(-\frac{1}{D+1}, -\frac{1}{D+1}, \ldots, -\frac{1}{D+1} \right),
\]

with \( \varepsilon \) a positive constant, so that \( \tilde{p}_1, \ldots, \tilde{p}_{D+1} \) do not lie in any hyperplane and

\[
\frac{\tilde{p}_1 + \cdots + \tilde{p}_{D+1}}{D+1} = 0. \tag{C3}
\]

Moreover, since \( \tilde{p}_j \in C, \) there exist \( t_1^j, \ldots, t_{m_j}^j \in [0, T] \) and a set of coefficients \( \alpha_1^j, \ldots, \alpha_{m_j}^j \in (0, 1) \) with \( m_j \leq D + 1, \alpha_1^j + \cdots + \alpha_{m_j}^j = 1, \) such that

\[
\alpha_1^j \tilde{v}(t_1^j) + \cdots + \alpha_{m_j}^j \tilde{v}(t_{m_j}^j) = \tilde{p}_j. \tag{C4}
\]

Since the \( \tilde{p}_j \) by construction do not lie on any hyperplane, the same holds true for the family \( \tilde{v}(t_1^j). \) To simplify the notation, we reindex \( t_k^j = t_l, 1 \leq l \leq m_j \leq D + 1, \) where \( m = \sum_{j=1}^{D+1} m_j, \) and from (C3) and (C4), we notice that there exist positive numbers \( a_1, \ldots, a_m \) with \( a_1 + \cdots + a_m = 1, \) such that

\[
a_1 \tilde{v}(t_1) + \cdots + a_m \tilde{v}(t_m) = 0. \tag{C5}
\]

Moreover, the vectors \( \tilde{v}(t_1), \ldots, \tilde{v}(t_m) \) do not lie on any hyperplane. Up to reordering, we can assume that \( \tilde{v}(t_{m-D+1}), \ldots, \tilde{v}(t_m) \) are linearly independent. We define the maps

\[
f_l(t) = \begin{cases} 
\int_{t_l}^{t_l + \varepsilon} \tilde{v}(t) dt & \text{if } t_l < T, \\
\int_{T-t_l}^{T} \tilde{v}(t) dt & \text{if } t_l = T,
\end{cases} \tag{C6}
\]

and

\[
F(\tau_1, \ldots, \tau_m) = f_1(\tau_1) + \cdots + f_m(\tau_m). \tag{C7}
\]

Then (C2) is proven if we have that for some choice of \( \tau_1, \ldots, \tau_m > 0 \) arbitrarily small, \( F(\tau_1, \ldots, \tau_m) = 0. \) For this purpose, we notice that \( \partial_\tau f_l(0) = \tilde{v}(t_l), \) and

\[
\nabla_{\tau_{m-D+1}, \ldots, \tau_m} F|_{\tau_{m-D+1} = 0, \ldots, \tau_m = 0} = \left( \tilde{v}(t_{m-D+1}), \ldots, \tilde{v}(t_m) \right) \tag{C8}
\]

which is an invertible matrix, since the vectors \( \tilde{v}(s_{m-D+1}), \ldots, \tilde{v}(s_m) \) are linearly independent. Moreover, \( F(0, \ldots, 0) = 0. \) Therefore, by the implicit function theorem \([96]\), in a neighborhood of 0, there exist \( C^1 \) functions \( \sigma_{m-D+1}(\tau_1, \ldots, \tau_{m-D}), \ldots, \sigma_D(\tau_1, \ldots, \tau_{m-D})) \) such that

\[
F(\tau_1, \ldots, \tau_{m-D}, \sigma_{m-D+1}(\tau_1, \ldots, \tau_{m-D}), \ldots, \sigma_D(\tau_1, \ldots, \tau_{m-D})) = 0 \tag{C9}
\]
and $\sigma_j(0, \cdots, 0) = 0$. If we have that for an appropriate choice of $\tau_1, \cdots, \tau_{m-D} > 0$, then $\sigma_j(\tau_1, \cdots, \tau_{m-D}) > 0$ for every $j$, we obtain (C2). Differentiating

$$0 = F(a_1 t, \cdots, a_{m-D} t, \sigma_{m-D+1}(a_1 t, \cdots, a_{m-D} t), \cdots, \sigma_m(a_1 t, \cdots, a_{m-D} t))$$

in $t = 0$, we obtain

$$a_1 \ddot{v}(t_1) + \cdots + a_{m-D} \ddot{v}(t_{m-D}) + \frac{d}{dt} \sigma_{m-D+1}(0) \ddot{v}(t_{m-D+1}) + \cdots + \frac{d}{dt} \sigma_m(0) \ddot{v}(t_m) = 0. \quad (C10)$$

Combining this with (C5) and recalling that $\ddot{v}(t_{m-D+1}), \cdots, \ddot{v}(t_m)$ are linearly independent, we obtain that

$$\frac{d}{dt} \tau_j(0) = a_j > 0. \quad (C11)$$

Therefore, for $\delta$ small enough, $\sigma_j(\delta a_1, \cdots, \delta a_{m-D}) > 0$, and we obtain (C2) by choosing $\tau_j = a_j \delta$ for $j \leq m - D$, and $\tau_{m-D+j} = \sigma_{m-D+j}(\delta a_1, \cdots, \delta a_{m-D})$, and the analogous choice if $t_j = T$ for some $j$.

### 2. Maximum number of sudden quenches

As discussed in Sec. III B and in App. C, the most powerful protocol is a generalized Otto cycle composed by a finite number $k$ of infinitesimal segments where the control is constant. Here we will prove that $k \leq L = D - 1$, where $D$ is the dimension of the vector space in which the function $\ddot{v}(t)$ introduced in Sec. III B lives.

As discussed in the main text, by repeating many times the cut-and-choose procedure we eventually end up with an infinitesimal protocol to which we can associate a curve composed by $k$ infinitesimal segments each one starting from a vector $\vec{w}_i \in \mathbb{R}^D$ with $0 \leq i \leq k$. We assume this curve to have null center of mass, i.e. that Eq. (C2) is valid. For an infinitesimal protocol, Eq. (C2) reduces to

$$\sum_{i=1}^{k} \alpha_i \vec{w}_i = 0, \quad (C12)$$

where $\alpha_i = \tau_i/T > 0$ is such that $\sum \alpha_i = 1$.

Let $C$ be the convex hull generated by the vectors $\{\vec{w}_i : i = 1, \cdots, k\}$. As argued in the previous appendix, Eq. (C12) implies that 0 belongs to $C$. Assuming that the original vectors do not lie on any hyperplane, by linear independence we can identify a subset $S$ of indices of $\{1, 2, \cdots, k\}$ and some coefficients $\xi_i$ such that $\sum_{i \in S} \xi_i \vec{w}_i = 0$ and $\sum_{i \in S} \xi_i = 1$. Moreover, $S$ has at most $D + 1$ elements.

We now take a linear combination of $\sum_{i \in S} \xi_i \vec{w}_i = 0$ and Eq. (C12) obtaining, up to reordering the vectors

$$(a_1 - c \xi_1) \vec{w}_1 + \cdots + (a_{D+1} - c \xi_{D+1}) \vec{w}_{D+1} + a_{D+2} \vec{w}_{D+2} + \cdots + a_k \vec{w}_k = 0, \quad (C13)$$

where $c$ is a positive constant. If $c = 0$, all coefficients are positive, whereas for large values of $c$, the first $D + 1$ coefficients become negative. We therefore choose the smallest value of $c$ such that one coefficient is null, and the other ones are positive, that is

$$c = \min_{i=1, \cdots, D+1} \frac{\alpha_i}{\xi_i}. \quad (C14)$$

The following argument can be simply generalized to the case where more than one coefficient is null. We can assume that the index that minimizes the right hand side of Eq. (C14) is $i = 1$. With this choice, we have that

$$\left\{ \begin{array}{l}
    c \xi_1 \vec{w}_1 + \cdots + c \xi_{D+1} \vec{w}_{D+1} = 0, \\
    (a_2 - c \xi_2) \vec{w}_2 + \cdots + (a_{D+1} - c \xi_{D+1}) \vec{w}_{D+1} + a_{D+2} \vec{w}_{D+2} + \cdots + a_k \vec{w}_k = 0.
\end{array} \right. \quad (C15)$$

We now define two new sub-curves, A and B, of the original infinitesimal curve through Eq. (C15). The first is given by $D + 1$ infinitesimal segments, centered around $\vec{w}_1, \cdots, \vec{w}_{D+1}$, with time duration $\tau_i(A)/T$ given by the coefficients of the first row of Eq. (C15). The second is centered around $\vec{w}_2, \cdots, \vec{w}_k$, with time duration $\tau_i(B)/T$ given by the coefficients of the second row of Eq. (C15). Thanks to Eq. (C15), these two sub curve have null center of mass [they satisfy Eq. (C2)], and thanks to the fact that $\sum \tau_i(A) + \sum \tau_i(B) = 1$, they are a disjoint partition of the initial curve into two sub-curves. Each one of the two sub-curves is associated to a sub-protocol, and following the cut-and-choose argument introduced in Sec. III A, we know that the sub-protocol relative to one or the other sub-curve is not less powerful than the original one. If this procedure selects the curve supported on $D + 1$ vectors, the proof is over. If the most powerful one is the one composed of $k - 1 > D + 1$ vectors, we can reiterate this argument until we end up with a protocol made up of $D + 1$ vectors.
Appendix D: One control per temperature is sufficient for positive GAPs

Consider the expression of the generalized power (23), which can be rewritten as

\[ P_c(\{\vec{u}_i, \mu_i\}) = \frac{\sum_{i,j=1}^L c_{\alpha_i} \pi_i \pi_j P_{i\to j}}{\sum_{i=1}^L \pi_i}, \]  

(D1)

where \(\alpha_i\) is the constant value of \(\alpha(t)\) during the interval \(d\tau_i\), and \(\pi_i \equiv \mu_i \Gamma \vec{u}_i\).

We assume now that the GAP to maximize is positive, that is it consists of a positive average of the currents extracted from some of the thermal sources i.e. \(c_{\alpha_i} \geq 0 \forall i\) (note that this is the case both for the engine and the refrigerator). In such a case it is easy to see that

\[ P_c(\{\vec{u}_i, \mu_i\}) \leq \frac{\sum_{i,j=1}^L c_{\alpha_i} \pi_i \pi_j \tilde{P}_{i\to j}}{\sum_{i=1}^L \pi_i}, \]  

(D3)

where \(\tilde{P}_{i\to j} = P_{i\to j}\) if \(\beta_i \neq \beta_j\) while \(\tilde{P}_{i\to j} = 0\) if the two temperatures are the same. The inequality holds thanks to the fact that \(c_{\alpha_i} \equiv c_{\beta_i} \geq 0\) is positive and only depends on the temperature, plus property (26) (that is, \(P_{i\to j} + P_{j\to i} \leq 0\) when \(\beta_i = \beta_j\)). We will now maximize the right hand side of (D3), which in the end will result in a maximization of \(P_c\) as for the optimal control the inequality is saturated. Consider the list of controls to be ordered in such a way to collect in the first \(k\) entries all the points at temperature \(\beta_1^{-1}\), i.e.

\[ \beta_i = \beta_1 \Leftrightarrow 1 \leq i \leq k \]  

(D4)

Then the right hand side of (D3) can be cast as

\[ \frac{\sum_{i \leq k, j > k} \pi_i \pi_j (c_i \tilde{P}_{i\to j} + c_j \tilde{P}_{j\to i}) + \sum_{i > k, j > k} c_i \pi_i \pi_j \tilde{P}_{i\to j}}{\sum_{i \leq k} \pi_i + \sum_{i > k} \pi_i}. \]  

(D5)

It is possible to re-express the above equation in terms of the time ratios spent on each control point \(\mu_i\). Focusing on the controls at temperature \(\beta_1^{-1}\) we consider the renormalized fraction of time spent on the first \(k\) points, i.e. we introduce

\[ \tilde{\theta}_i^{(1)} = \frac{\mu_i}{\sum_{j=1}^k \mu_j}, \]  

(D6)

meaning that the vector \(\tilde{\theta}^{(1)}\) represents a normalized probability distribution on those points. With this definition we see easily that expression (D5) is in the form

\[ \tilde{\theta}^{(1)} \cdot \vec{a} + A \tilde{\theta}^{(1)} \cdot \vec{b} + B \]  

(D7)

for appropriate definitions of \(\vec{a}, A, \vec{b}, B\). When tuning the time fractions spent on each point at temperature \(\beta_1^{-1}\) the best option will be thus to concentrate on one point only, i.e. \(\tilde{\theta}_i^{(1)} = \delta_{i\bar{i}}\) where \(\bar{i}\) reaches the maximum in the following affine inequality (see Lemma below)

\[ \tilde{\theta}^{(1)} \cdot \vec{a} + A \tilde{\theta}^{(1)} \cdot \vec{b} + B \leq \max_i a_i + A \frac{a_i}{b_i + B}. \]  

(D8)

It is then sufficient to repeat the same argument for each temperature to prove that for any positive GAP at most one control point per temperature is needed in the maximization.

The power can be thus optimized on the form

\[ P_c(\{\vec{u}_\alpha, \mu_\alpha\}) = \frac{\sum_{\alpha,\beta=1}^N c_{\alpha \beta} \pi_\alpha \pi_\beta P_{\alpha\to \beta}}{\sum_{\alpha=1}^N \pi_\alpha}, \]  

(D9)
which is the same as (23), except for the indices running only on different temperatures. We notice also that if more than one coefficient $c_\alpha$ is zero the optimization can be reduced again. That is, suppose $c_\alpha \neq 0$ for $\alpha = 1, \ldots, \kappa$ with $\kappa \leq N - 2$. Then the above expression takes the form
\[
\frac{\sum_{\alpha,\beta \leq \kappa} c_\alpha \pi_{\alpha} \pi_{\beta} P_{\alpha+\beta} + \sum_{\alpha \leq \kappa, \beta > \kappa} c_\alpha \pi_{\alpha} \pi_{\alpha+\beta}}{\sum_{\alpha=1}^{\kappa} \pi_{\alpha} + \sum_{\alpha=\kappa+1}^{N} \pi_{\alpha}},
\] (D10)
and the Lemma can be used again to collapse all the last $N - \kappa$ controls in one, remaining with $\kappa + 1$ points. This has the immediate consequence, that e.g. for a refrigerator two controls are always sufficient to optimize a refrigerator, where $\kappa = 1$.

**Lemma.** Given a probability distribution $\bar{\pi}$, a vector $\bar{a}$, a positive vector $\bar{b} \geq 0$, a constant $A$ and a positive constant $B \geq 0$, it holds that
\[
\frac{\bar{\pi} \cdot \bar{a} + A}{\bar{\pi} \cdot \bar{b} + B} \leq \max_i a_i + A. \tag{D11}
\]

**Proof.** First notice that the values of $A$ and $B$ can be reabsorbed in the definitions of $\bar{a}$ and $\bar{b}$, due to $\bar{\pi}$ being a probability distribution $p_i \geq 0$, $\sum_i p_i = 1$. Formally
\[
a'_i = a_i + \frac{A}{n}, \quad b'_i = b_i + \frac{B}{n} \quad \Rightarrow \quad \frac{\bar{\pi} \cdot \bar{a} + A}{\bar{\pi} \cdot \bar{b} + B} = \frac{\bar{\pi} \cdot \bar{a'}}{\bar{\pi} \cdot \bar{b'}}. \tag{D12}
\]
Now consider a convex combination $\bar{\pi} = \lambda \bar{\pi}^{(1)} + (1 - \lambda) \bar{\pi}^{(2)}$ and without loss of generality
\[
r^{(1)} = \frac{\bar{\pi}^{(1)} \cdot \bar{a'}}{\bar{\pi}^{(1)} \cdot \bar{b'}} \leq \frac{\bar{\pi}^{(2)} \cdot \bar{a'}}{\bar{\pi}^{(2)} \cdot \bar{b'}} = r^{(2)}. \tag{D13}
\]
It follows that
\[
\frac{\lambda \bar{\pi}^{(1)} \cdot \bar{a'} + (1 - \lambda) \bar{\pi}^{(2)} \cdot \bar{a'}}{\lambda \bar{\pi}^{(1)} \cdot \bar{b'} + (1 - \lambda) \bar{\pi}^{(2)} \cdot \bar{b'}} = \frac{\lambda r^{(1)} \bar{b'} + (1 - \lambda) r^{(2)} \bar{b'}}{\lambda \bar{b'} + (1 - \lambda) \bar{b'}} \geq \frac{\lambda r^{(2)} \bar{b'} + (1 - \lambda) r^{(2)} \bar{b'}}{\lambda \bar{b'} + (1 - \lambda) \bar{b'}} = r^{(2)}. \tag{D14}
\]
where in the last inequality we used that $\bar{b'} \geq 0$. The same inequality be carried out in the other sense and both inequalities can be condensed as
\[
\frac{\bar{\pi}^{(1)} \cdot \bar{a'}}{\bar{\pi}^{(1)} \cdot \bar{b'}} \leq \frac{\lambda \bar{\pi}^{(1)} \cdot \bar{a'} + (1 - \lambda) \bar{\pi}^{(2)} \cdot \bar{a'}}{\lambda \bar{\pi}^{(1)} \cdot \bar{b'} + (1 - \lambda) \bar{\pi}^{(2)} \cdot \bar{b'}} \leq \frac{\bar{\pi}^{(2)} \cdot \bar{a'}}{\bar{\pi}^{(2)} \cdot \bar{b'}}. \tag{D15}
\]
If follows in particular that expression is convex and is obtained on the extremal points of the polytope in which $\bar{\pi}$ lives. The extremal points are deterministic points ($p_i = \delta_{\bar{a}_i}$ for some $\bar{i}$), and thus inequality (D11) is proven.

**Appendix E: Power of many interacting qubits**

In this appendix we prove Eqs. (36), (38) and (39), and the fact that the coefficient of performance of the refrigerator at maximum power is null. We start from the refrigerator case. As discussed in Sec. IV C, the maximum average cooling power is given by
\[
P^{(\text{max})}_{[R]} = \frac{1}{\left(\sqrt{\Gamma_{\alpha_1}} + \sqrt{\Gamma_{\alpha_2}}\right)^2} \frac{1}{\beta_2 \max_{\varepsilon_2} \beta_2 \varepsilon_2} \frac{e^{-\beta_2 \varepsilon_2 (d-1)}}{1 + (d-1) e^{-\beta_2 \varepsilon_2}}. \tag{E1}
\]
Defining $x = \beta_2 \varepsilon_2$, we need to find the maximum of the function
\[
f(x) = \frac{x e^{-x(d-1)}}{1 + (d-1) e^{-x}}. \tag{E2}
\]
Setting to zero the derivative of $f(x)$, the optimal value $x^*$ is determined by solving
\[
e^{x^*} (x^* - 1) = d - 1. \tag{E3}
\]
The solution to this equation can be given in terms of the Lambert function $W(z)$, which is defined implicitly by the relation $z = W e^W$. We therefore find

$$x^* = 1 + W \left( \frac{d - 1}{e} \right).$$ (E4)

Plugging this into $f(x_1)$, and using the relation $e^{-W(x)} = W(x)/x$, we have that

$$f(x^*) = W \left( \frac{d - 1}{e} \right).$$ (E5)

This is an exact solution. The behavior of the Lambert function, for large arguments, is given by

$$W(z) = \ln(z) - \ln(\ln(z)) + O(1).$$ (E6)

Retaining only the largest contribution in the limit $d \to \infty$, we find

$$f(x^*) \approx \ln(d).$$ (E7)

Plugging this result into Eq. (E1) with $d = 2^n$ yields the second relation of Eq. (36). In the NI case, the cooling power of $n$ qubits is given by $n$ times the power of a single qubit. Setting $d = 2$ in Eq. (E5) and plugging the result into Eq. (E1) gives an exact expression of the maximum cooling power of a single qubit. Equation (39) is therefore proven by combining this relation with Eq. (36).

The coefficient of performance $C_{op}$ of a refrigerator is defined as the ratio between $P_{[R]}^{(\max)}$, and the power provided to the system. Under the specific protocol considered in Sec. IV D, it is simply given by

$$C_{op} = \frac{\varepsilon_2}{\varepsilon_1 - \varepsilon_2}.$$ (E8)

The $C_{op}$ at maximum power is therefore given by inserting the values of $\varepsilon_1^*$ and $\varepsilon_2^*$ that maximize Eq. (E1) into Eq. (E8). Since $\varepsilon_1^* \to \infty$ while $\varepsilon_2^*$ is finite, we have that the $C_{op}$ at maximum cooling power is null.

We now turn to the heat engine case. As discussed in Sec. IV C, the maximum average extracted power is given by

$$P_{[E]}^{(\max)} = \frac{1}{(\sqrt{\alpha_1} + \sqrt{\alpha_2})^2} \frac{1}{\beta_1\beta_2} \frac{\max_{\varepsilon_1,\varepsilon_2} (\beta_1 \varepsilon_1 \beta_2 - \beta_2 \varepsilon_2 \beta_1)(e^{-\beta_1 \varepsilon_1} - e^{-\beta_2 \varepsilon_2})(d - 1)}{(1 + (d - 1)e^{-\beta_1 \varepsilon_1})(1 + (d - 1)e^{-\beta_2 \varepsilon_2})}. (E9)

Defining $x_1 = \beta_1 \varepsilon_1$ and $x_2 = \beta_2 \varepsilon_2$, we need to find the maximum of the function

$$f(x_1, x_2) = \frac{(x_1 \beta_2 - x_2 \beta_1)(e^{-x_1} - e^{-x_2})(d - 1)}{(1 + (d - 1)e^{-x_1})(1 + (d - 1)e^{-x_2})}.$$ (E10)

in the limit of $d \to +\infty$. Approximating $d - 1 \approx d$ and setting the partial derivatives of $f(x_1, x_2)$ to zero, the optimal values $x_1^*$ and $x_2^*$ are determined by solving

$$\beta_1 e^{x_1^*}(d + e^{x_2^*})x_2^* - \beta_2 \left(e^{2x_1^*} - de^{x_2^*} + e^{x_1^*+x_2^*}(x_1^* - 1) + de^{x_1^*}(1 + x_1^*) \right) = 0,$$

$$\beta_2 e^{x_2^*}(d + e^{x_1^*})x_1^* - \beta_1 \left(e^{2x_2^*} - de^{x_1^*} + e^{x_1^*+x_2^*}(x_2^* - 1) + de^{x_2^*}(1 + x_2^*) \right) = 0.$$ (E11)

We were not able to explicitly find a solution to this set of equation. We therefore search for a perturbative solution, which is valid in the limit of large $d$. We do this by choosing an “ansatz” of the form

$$x_1^* = \sum_i a_1^{(i)} g_i(d),$$

$$x_2^* = \sum_i a_2^{(i)} g_i(d),$$ (E12)

where $g_i(d)$ are a set of functions that capture the asymptotic behavior of $x_1^*$ and $x_2^*$, and $a_1^{(i)}$ and $a_2^{(i)}$ are a set of coefficients that do not depend on $d$, which we determine by imposing Eq. (E11), i.e. by setting to zero the coefficients of the terms which diverge fastest in $d$. We choose the same set of functions $g_i(d)$ for both $x_1^*$ and $x_2^*$ since
In terms of the power, is simply given by Eq. (E18) computed in the values

\[ \eta \approx \ln d - \ln \ln d + O(1). \]  

(E13)

Using this intuition, and performing some attempts, we choose the following ansatz:

\[ x_1^* = \ln d - \ln \ln d - \ln a_1, \]
\[ x_2^* = \ln d + \ln \ln d + \ln a_2. \]

(E14)

Plugging this ansatz into Eq. (E11), and retaining only the fastest diverging term with respect to \( d \), we find (up to an irrelevant prefactor)

\[ (a_1 \beta_2 + \beta_1 - \beta_2) d^2 \ln d = 0, \]
\[ (a_2 \beta_1 + \beta_1 - \beta_2) d^2 \ln^2 d = 0. \]

(E15)

In order to suppress these fast diverging term, we set the coefficient to zero, finding

\[ a_1 = \frac{\beta_2 - \beta_1}{\beta_2}, \quad a_2 = \frac{\beta_2 - \beta_1}{\beta_1}. \]

(E16)

We now have an approximate expression for \( x_1^* \) and \( x_2^* \) which is asymptotically correct. Retaining only the fastest diverging term with respect to \( d \), we find

\[ f(x_1^*, x_2^*) \approx (\beta_2 - \beta_1) \ln d. \]

(E17)

Using Eq. (E17) to evaluate Eq. (E9), and setting \( d = 2^n \) proves the first relations in Eq. (36).

The efficiency of a heat engine is defined as the ratio between the heat flux provided by the hot bath. Under the specific protocol considered in Sec. IV D, it is simply given by

\[ \eta = 1 - \frac{\varepsilon_2}{\varepsilon_1}. \]  

(E18)

The efficiency at maximum power \( \eta(F_{[E]}^{(\text{max})}) \), defined as the efficiency while performing the protocol that maximizes the power, is simply given by Eq. (E18) computed in the values \( \varepsilon_1^* \) and \( \varepsilon_2^* \) that maximize Eq. (E9). It can be expressed in terms of \( x_1^* \) and \( x_2^* \) as

\[ \eta(F_{[E]}^{(\text{max})}) = 1 - \frac{\beta_1 x_2^*}{\beta_2 x_1^*}. \]  

(E19)

Plugging Eq. (E14) into Eq. (E19), using \( d = 2^n \) and retaining leading order contributions for large \( n \) yields Eq. (38).

### Appendix F: Qutrit model

In this appendix we present the model we employ to describe a qutrit in the Markovian regime. The Hamiltonian of the system is given by Eq. (40), and the dynamics of the local density matrix is described by Eq. (2). Following the standard derivation of the Lindbald master equation [88], and accounting for the fact that we only couple one bath at the time to the qutrit, we write the total dissipator \( D_{\vec{u}(t)}[\rho] = \sum_{\alpha} D_{\alpha, \vec{u}(t)}[\rho] \) as

\[
D_{\vec{u}(t)}[\rho] := \sum_{i \neq j} \Gamma_{ij}(\vec{u}(t), \alpha(t)) \left( A_{ij} \rho A_{ij}^\dagger - \frac{1}{2} \left[ A_{ij}^\dagger A_{ij}, \rho(t) \right]_+ \right),
\]

(F1)

where \( \alpha(t) \) is an additional control labelling the bath we are coupled to, and \( [\cdot, \cdot]_+ \) denotes the anti-commutator operations. \( \Gamma_{ij}(\vec{u}(t), \alpha(t)) \) is the dissipation rate induced by reservoir \( \alpha \) which describes a transition from eigenstate \( |i\rangle \) to eigenstate \( |j\rangle \) of \( H \) and \( A_{ij} = |i\rangle \langle j| \).
We now define the occupation probabilities \( p_n(t) = \langle n | \rho(t) | n \rangle \). By projecting Eq. (2), provided with Eq. (F1), onto the eigenstates of \( H \), we can derive a closed set of equations for \( p_n(t) \), given by Eq. (41). Explicitly, we have that

\[
\begin{pmatrix}
\partial_t p_1 \\
\partial_t p_2 \\
\partial_t p_3
\end{pmatrix} = \begin{pmatrix}
-\Gamma_{12} - \Gamma_{13} & \Gamma_{21} & \Gamma_{31} \\
\Gamma_{12} & -\Gamma_{21} - \Gamma_{23} & \Gamma_{32} \\
\Gamma_{13} & \Gamma_{23} & -\Gamma_{32} - \Gamma_{31}
\end{pmatrix} \begin{pmatrix}
p_1 \\
p_2 \\
p_3
\end{pmatrix},
\]

(F2)

where we omitted for simplicity the arguments of the probabilities and of the rates.

In general, the probabilities associated with the limiting cycle can be computed solving Eq. (41) imposing periodic boundary conditions, i.e. \( p_n(0) = p_n(T) \), and imposing that \( \sum p_n = 1 \). The instantaneous heat flux flowing out of all baths \( J(t) = \sum_\alpha J_\alpha(t) \) can then be computed as

\[
J(t) = \text{Tr} \left[ H_{\bar{u}(t)} D_{\bar{u}(t)} [\rho(t)] \right] = \sum_n \epsilon_n(t) \partial_t p_n(t) = \sum_n \epsilon_n(t) \left[ -p_n(t) \Gamma_{nm}(\bar{u}(t), \alpha(t)) + p_m(t) \Gamma_{mn}(\bar{u}(t), \alpha(t)) \right]
\]

where, in the last equality, we used Eq. (41). The average power delivered by the heat engine is then given

\[
P_{[E]} = \frac{1}{T} \int_0^T J(t) dt.
\]

(F4)

This is the procedure used for the numerical calculations at finite period \( T \).

In order to simplify this calculation in the fast-driving regime, we first need to cast Eq. (F2) into a form equivalent to Eq. (7). We do this using a slightly different approach respect to the one detailed in the main text, that yields equivalent results. Inserting the relation \( p_1 = 1 - p_2 - p_3 \) into Eq. (F2), and using the detailed balance condition (42), we find

\[
\partial_t \hat{p}(t) = G(\bar{u}(t), \alpha(t)) \cdot (\hat{p}(t) - \hat{p}_{\alpha(t)}^{(eq)}),
\]

where we defined \( \hat{p}(t) = (p_2(t), p_3(t)) \), and where \( p_{\alpha(t)}^{(eq)} = \langle p_{\alpha(t)}^{(eq)} | 2; p_{\alpha(t)}^{(eq)} | 3 \rangle \) are the Gibbs probabilities of being in state \( |2\rangle \) and \( |3\rangle \) when in contact with bath \( \alpha \). Omitting the explicit argument, the matrix \( G(\bar{u}(t), \alpha(t)) \) is given by

\[
G = \begin{pmatrix}
\Gamma_{12} + \Gamma_{21} + \Gamma_{23} & \Gamma_{12} - \Gamma_{32} \\
\Gamma_{13} - \Gamma_{23} & \Gamma_{13} + \Gamma_{31} + \Gamma_{32}
\end{pmatrix}.
\]

(F6)

which can be shown to be strictly positive definite using the detailed balance condition (42) and assuming that the bath temperatures are finite. Therefore, any sum of \( G(\bar{u}(t), \alpha(t)) \) at different times will be positive definite, thus invertible. All relations in the main text thus hold by replacing \( \rho(t) \) with \( p(t) \), \( \hat{p}(t) \) with \( \hat{p}(t) \) and \( G_{\bar{u}(t)} \) with \( G(\bar{u}(t), \alpha(t)) \). Specifically, defining \( \hat{t}(t) = (\epsilon_2(t), \epsilon_3(t)) \), Eqs. (15) and (16), become in this notation

\[
P_{[E]}[\{\bar{u}_i, \mu_i\}] = \sum_{j=1}^L \mu_j \hat{t}_j^T \cdot G(\bar{u}_j, \alpha_j) \cdot (\hat{p}_{\{\bar{u}_i, \mu_i\}}^{(0)} - \hat{p}_{\alpha(t)}^{(eq)}),
\]

(F7)

and

\[
\hat{p}_{\{\bar{u}_i, \mu_i\}}^{(0)} = \left( \sum_{j=1}^L \mu_j G(\bar{u}_j, \alpha_j) \right)^{-1} \left[ \sum_{j=1}^L \mu_j G(\bar{u}_j, \alpha_j) \cdot \hat{p}_{\alpha_j}^{(eq)} \right],
\]

(F8)

where \( \hat{t}_j \) denotes the value of the energies during the \( j \)th time interval, as determined by the control \( \bar{u}_j \). We can therefore compute the power of a Generalized Otto cycle in the fast driving regime using Eqs. (F7) and (F8), which is much easier than solving the dynamics explicitly. The optimization of \( P_{[E]}[\{\bar{u}_i, \mu_i\}] \) is then performed as described in Sec. V.