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Abstract. We have recently proposed a new class of gravitational scalar-tensor theories free from Ostrogradski instabilities, in ref. [1]. As they generalize Horndeski theories, or “generalized” galileons, we call them G$^3$. These theories possess a simple formulation when the time hypersurfaces are chosen to coincide with the uniform scalar field hypersurfaces. We confirm that they contain only three propagating degrees of freedom by presenting the details of the Hamiltonian formulation. We examine the coupling between these theories and matter. Moreover, we investigate how they transform under a disformal redefinition of the metric. Remarkably, these theories are preserved by disformal transformations that depend on the scalar field gradient, which also allow to map subfamilies of G$^3$ into Horndeski theories.
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1 Introduction

The fact that current cosmological observations consistently point to a recent phase of accelerated expansion has boosted the exploration of alternative theories of gravity (see e.g. [2] for a review), that could provide a more natural explanation than simply a cosmological constant. Even if these efforts have not led to a compelling or even realistic model, these research activities have deepened our understanding of gravity by highlighting the theoretical and observational constraints that alternatives to general relativity must satisfy.

Many models of modified gravity involve the presence of at least one scalar degree of freedom in addition to the two tensor degrees of freedom of general relativity. The underlying scalar field can sometimes be hidden in the explicit formulation of the theory. A typical
example is $f(R)$ theory, where the Lagrangian is written as a function of the Ricci scalar $R$, but which can be reformulated as a manifestly scalar-tensor theory (see e.g. [3]).

A minimal requirement on alternative theories is the absence of ghost-like instabilities within their domains of validity (see e.g. [4] on this point). According to the so-called Ostrogradski’s theorem, such instabilities arise in theories characterized by a non-degenerate Lagrangian with higher time derivatives (see e.g. [5]). The simplest example is the Lagrangian

\[ L = \frac{1}{2} \dot{q}^2, \]

which leads to fourth-order equations of motion. In the Hamiltonian formulation, an extra degree of freedom appears so that the corresponding phase space is four-dimensional, with a Hamiltonian that depends linearly on one of the momenta and is thus (kinetically) unbounded from below. In this case the extra degree of freedom is a ghost and the theory is not viable.

Not all theories containing higher-order time derivatives in the Lagrangian suffer from Ostrogradski instabilities. In particular, this is the case for theories that lead to second-order equations of motion, such as the much studied galileon models [6], briefly reviewed in section 2.1. Although originally introduced in Minkowski, the galileon Lagrangians can be extended to general curved spacetimes by promoting the derivatives to covariant derivatives. However, as discussed in section 2.2, maintaining second-order equations of motion with respect to spacetime derivatives requires the addition of suitable gravitational “counterterms” [7, 8]. The largest class of these Generalized Galileons [9], or $G^2$, turns out to be equivalent to the more ancient Horndeski’s theories [10], which correspond to the most general scalar-tensor theories with second-order field equations.

Although Horndeski theories are often considered as the most general scalar-tensor theories immune from Ostrogradski’s instabilities, we have recently showed that this is not the case and proposed a new class of scalar-tensor theories, reviewed in section 3 (see also appendix A for the details of the calculations), that do not suffer from such instabilities [1]. Since our theory contains generalized galileons (Horndeski) as a special limit, we dubbed it “Generalized Generalized Galileons” or $G^3$ for brevity. It turns out that our theories have the same decoupling limit as Horndeski theories, as briefly showed at the end of section 3.

The stability properties of $G^3$ are most easily seen by using the ADM formalism applied to the uniform scalar field hypersurfaces (also called unitary gauge formulation). In this formulation, the scalar field does not appear explicitly as it is part of the degrees of freedom of the metric, and the action depends only on first time derivatives of the metric (the “velocities”), as generally expected from healthy theories. Indeed, the Hamiltonian analysis confirms the absence of unwanted extra degrees of freedom, and thus the absence of Ostrogradski instabilities [1]. In section 4 of the present article we give more details about the derivation of the Hamiltonian and about the counting of the degrees of freedom, which depends on the number and nature (first or second class) of the constraints between canonical variables. Our analysis clearly proves that our theories contain only three degrees of freedom and do not suffer from Ostrogradski instabilities, as stated in [1].

Hints that one could go beyond Horndeski theories without encountering fatal instabilities appeared in our previous work [11], where we studied the most general quadratic Lagrangian for linear perturbations about a homogenous and isotropic spacetime that does not induce higher derivatives on the linear propagating scalar degree of freedom. Such a Lagrangian contains an additional term, which is absent in Horndeski theories. In section 5.1

---

1 A Lagrangian $L(q, \dot{q}, \ddot{q})$ is said to be nondegenerate if $\partial^2 L / \partial \ddot{q}^2 \neq 0$. 

---
we review this analysis of linear perturbations and we extend it in section 5.2 by including some matter field, detailing the analysis of [1]. For convenience, we describe matter by means of a scalar field with non-standard kinetic term, which can be formulated in terms of a simple Lagrangian and which is characterized by a nontrivial speed of sound. We are thus able to derive a quadratic Lagrangian that includes both metric and matter perturbations in the unitary gauge. A similar calculation was presented in [12], and generalized to several matter scalar fields in [13]. We also give an equivalent treatment for perfect fluid matter by working directly with the equations of motion written in the Newtonian gauge, in section 5.3. For this analysis we find it convenient to employ the notation proposed in ref. [14], based on the effective approach to cosmological perturbations for dark energy, introduced in [11, 15–17]. In appendix B we review the connection between the different notations employed in these references.

Other fissures in the standard lore concerning Horndeski theories were pointed out in [18], which studied scalar-tensor theories generated by disformal relations [19]

\[ \tilde{g}_{\mu\nu} = \Omega^2(X,\phi)g_{\mu\nu} + \Gamma(X,\phi)\partial_\mu \phi \partial_\nu \phi, \]  

(1.2)

where \( X \equiv g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi \). In particular, it was shown that starting from an action consisting of the Einstein-Hilbert term for \( \tilde{g}_{\mu\nu} \) and of a standard action for \( \phi \), one obtains equations of motion for \( g_{\mu\nu} \) and \( \phi \) that are higher order but can be combined so that the dynamics is only second order. This is another example beyond Horndeski that is not Ostrogradski unstable. Interestingly, a very similar argument has been invoked in the context of ghost-free massive gravity in [20].

It is natural to wonder whether our theories could be formulated in a similar way, i.e. derived via a disformal transformation from a theory belonging to the Horndeski class. We discuss this issue in section 6 and find that our general theory cannot be derived from Horndeski via a disformal transformation. Remarkably however, the two non-Horndeski pieces contained in our Lagrangian can be separately derived from a Horndeski Lagrangian combined with a disformal transformation. Since the disformal transformation that we consider conserves the number of degrees of freedom, this proves that our two non-Horndeski pieces are separately equivalent to a subset of Horndeski theories. In appendix C we explicitly check in Newtonian gauge that the disformal metric redefinition de-mixes part of the kinetic couplings (the part containing higher derivatives) between the scalar field and the metric. In this respect, the disformal transformations considered here are analogous to the field redefinition removing higher derivatives discussed in the context of massive gravity in [20]. Since the two disformal transformations are distinct for the two non-Horndeski pieces of G^3, the procedure cannot be applied to the whole Lagrangian. However, the fact that these pieces can be mapped to Horndeski provides an alternative way to show the healthy behavior of our theories. Using a disformal transformation, in section 6.5 we provide an example of naively higher-derivative equations of motion which can be reduced to second order ones, generalizing the treatment of [18].

2 Galileons and Horndeski theories

2.1 Galileon theories

One of the most explored frameworks for infra-red modifications of gravity is the so-called galileon theory [6], which distills and generalizes the interesting features of the DGP scenario [21] and emerges in the decoupling limit of massive gravity [22].
Galileon theories can be seen as the effective theory of a Goldstone boson $\phi$ in Minkowski space, that is invariant under a generalized shift symmetry,

$$\phi(x) \rightarrow \phi(x) + b_\mu x^\mu + c,$$

for the five arbitrary parameters $b_\mu$ and $c$. Only in Minkowski can we arbitrarily choose a constant vector field $b^\mu$ and thus this is where galileon theories are naturally set. At lowest order in derivatives, there exists a limited number of Lagrangian terms invariant under (2.1), with schematic form $L_n \sim (\partial \phi)^2 (\partial^2 \phi)^{n-2}$, where $n \leq 5$ in four dimensions. Such operators are protected by the symmetry (2.1) against quantum corrections [23, 24].

These theories can be most naturally formulated as [6]

$$L_{n+1}^{\text{gal}} = (A^{\mu_1 \ldots \mu_n \nu_1 \ldots \nu_n} \phi_{\mu_1 \phi_{\nu_1}} \ldots \phi_{\mu_n \nu_n}),$$

where $A^{\mu_1 \ldots \mu_n \nu_1 \ldots \nu_n}$ is a tensor separately antisymmetric in the indices $\mu$’s and $\nu$’s and symmetric under the exchange $\{\mu_i \leftrightarrow \nu_i\}$, e.g. $A^{\mu_1 \mu_2 \nu_1 \nu_2} \propto g^{\mu_1 \nu_1} g^{\mu_2 \nu_2} - g^{\mu_1 \nu_2} g^{\mu_2 \nu_1}$ (see e.g. the nice review [25] for technical details). In the above expression and in the rest of this section, we use the shorthand notation $\phi_\mu \equiv \nabla_\mu \phi$, $\phi_{\mu \nu} \equiv \nabla_\mu \nabla_\nu \phi$ for convenience. More explicitly, the galileon Lagrangians are written as linear combinations of the five following Lagrangians:

$$L_2^{\text{gal}} = X,$$

$$L_3^{\text{gal}} = X \Box \phi - \phi_\mu \phi^{\mu \nu} \phi_\nu,$$  

$$L_4^{\text{gal}} = X \left[(\Box \phi)^2 - \phi_\mu \phi^{\mu \nu} \right] - 2(\phi_\mu \phi_\nu \phi^{\mu \nu} - \phi_\mu \phi_\nu \phi_\lambda \phi^{\mu \nu}) $$  

$$L_5^{\text{gal}} = X \left[(\Box \phi)^3 - 3(\Box \phi) \phi_\mu \phi^{\mu \nu} + 2 \phi_\mu \phi^{\rho \nu} \phi^{\mu \rho} \right] - 3(\Box \phi)^2 \phi_\mu \phi^{\mu \nu} \phi_\nu - 2 \Box \phi_\mu \phi^{\mu \nu} \phi_\rho \phi^{\nu \rho} - \phi_\mu \phi_\nu \phi^{\mu \nu} \phi_\rho \phi^{\rho \lambda} \phi_\lambda + 2 \phi_\mu \phi_\nu \phi^{\mu \nu} \phi_\rho \phi^{\rho \lambda} \phi_\lambda.$$  

In flat space there exist alternative (in fact, infinite) versions of galileon Lagrangians, equivalent up to total derivatives. A particularly compact and popular choice (called “form 3” in [25]) is

$$L_2^{\text{gal},3} = X,$$  

$$L_3^{\text{gal},3} = \frac{3}{2} X \Box \phi,$$  

$$L_4^{\text{gal},3} = 2X \left[(\Box \phi)^2 - \phi_\mu \phi^{\mu \nu} \right],$$  

$$L_5^{\text{gal},3} = \frac{5}{2} X \left[(\Box \phi)^3 - 3(\Box \phi) \phi_\mu \phi^{\mu \nu} + 2 \phi_\mu \phi^{\rho \nu} \phi^{\mu \rho} \right],$$

where we have chosen the normalization factors in order to be consistent with the original expressions (2.3)–(2.6).

### 2.2 Coupling to gravity and Horndeski theories

By going from (2.3)–(2.6) to (2.7)–(2.10) we have exchanged the order of partial derivatives, which can be consistently done in flat space. But in general curved spaces, while doing so for $L_4$ and $L_5$ we have to pay a commutator proportional to the curvature. Indeed, by taking $f$ as a general function of $X$, we find that the two main blocks of terms appearing in $L_4^{\text{gal},1}$ and $L_5^{\text{gal},1}$ are related by, respectively,

$$f \left[(\Box \phi)^2 - \phi_\mu \phi^{\mu \nu} \right] = -2 f_X (\phi_\mu \phi_\nu \phi^{\mu \nu} - \phi_\mu \phi_\nu \phi_\lambda \phi^{\mu \nu}) + f \left[4 R^{\mu \nu} \phi_\mu \phi_\nu \right] + \text{boundary terms},$$  

where
and
\[
\begin{align*}
&f[(\Box^2 \phi)^3 - 3(\Box \phi) \phi_{\mu \nu} \phi_{\mu \nu} + 2 \phi_{\mu \nu} \phi_{\mu \nu} \phi_{\mu \nu}] = \\
&\quad - 2fX[(\Box \phi)^2 \phi_{\mu \nu} \phi_{\mu \nu} - 2 \Box \phi \phi_{\mu \nu} \phi_{\mu \nu} \phi_{\rho \sigma} - \phi_{\mu \nu} \phi_{\mu \nu} \phi_{\rho \sigma} \phi_{\mu \nu} \phi_{\rho \sigma} + 2 \phi_{\mu \nu} \phi_{\mu \nu} \phi_{\rho \sigma} \phi_{\mu \nu} \phi_{\rho \sigma}] \\
&\quad - 2Xf \left((4)R_{\mu \sigma \rho \nu} \phi_{\rho \sigma} \phi_{\nu} - (4)R_{\mu \nu} \phi_{\mu} \phi_{\nu} \Box \phi \right) + \text{boundary terms}.
\end{align*}
\]

This also means that the different versions of the galileon Lagrangians, which are all equivalent in flat space, correspond to genuinely different theories once minimally coupled to gravity by trading ordinary derivatives for covariant derivatives. Of course, as realized in [7], the minimally coupled versions of galileons \(L_4\) and \(L_5\) bring higher (third order) derivatives into the equations of motion. For example, by varying \(X(\Box \phi)^2\) with respect to \(\phi\), one ends up with terms containing two derivatives hitting on a Christoffel symbol, i.e., three derivatives of the metric. In order to get rid of such higher derivatives, the authors of [7] added to \(L_4^{\text{gal}}\) and \(L_5^{\text{gal}}\) suitable gravitational “counterterms” and thus “re-discovered” Horndeski theories [10], which can be described by an arbitrary linear combination of the Lagrangians following the presentation given in ref. [9].

3 Beyond Horndeski: \(G^3\)

As we have recently shown in [1], it turns out that it is possible to extend the Horndeski Lagrangians presented above without encountering ghost-like Ostrogradski instabilities. In order to introduce these theories, it is much simpler to use the so-called unitary gauge, where the uniform scalar field (\(\phi = \text{const}\)) hypersurfaces coincide with constant-time hypersurfaces. To do so, we assume that the gradient of the scalar field, \(\partial_\mu \phi\), is time-like. Using an ADM decomposition of the metric,
\[
ds^2 = -N^2 dt^2 + h_{ij}(dx^i + N^i dt)(dx^j + N^j dt),
\]
we write the Lagrangian density in terms of the intrinsic and extrinsic 3-d curvature tensors of the spatial slices, respectively denoted \(R_{ij}\) and \(K_{ij}\), their traces, \(R \equiv h^{ij} R_{ij}\), \(K \equiv h^{ij} K_{ij}\), as well as the lapse function \(N\). The theories presented in [1] are then given by the action
\[
S = \int d^4x \sqrt{-g} \left( L_2 + L_3 + L_4 + L_5 \right),
\]
with
\[
\begin{align*}
L_2 &\equiv A_2(t, N) , \\
L_3 &\equiv A_3(t, N) , \\
L_4 &\equiv A_4(t, N) \left(K^2 - K_{ij}K^{ij} \right) + B_4(t, N) , \\
L_5 &\equiv A_5(t, N) \left(K^3 - 3K^{ij}K_{ij} + 2K_{ij}K^{ik}K^{jk} \right) + B_5(t, N) \left(R_{ij} - \frac{1}{2} h_{ij} R \right),
\end{align*}
\]

\(2.12\)
where $A_a$ and $B_a$ ($a = 2, 3, 4, 5$) are generic functions of $t$ and $N$. Let us remind that, in terms of ADM variables, the extrinsic curvature reads

$$K_{ij} = \frac{1}{2N} (\dot{h}_{ij} - D_iN_j - D_jN_i) ,$$

where $D_i$ is the spatial covariant derivative. The combination $K^2 - K_{ij}K^{ij}$ in the third line is the usual GR kinetic term. Indeed, when $B_4 = - A_4 = 1/(16\pi G)$, while the other coefficients vanish, the above action corresponds to the Einstein-Hilbert action up to boundary terms, as can be easily seen upon using the Gauss-Codazzi relation (see eq. (A.2) in appendix A).

In this case the action becomes fully 4-d diff invariant and there are no scalar propagating degrees of freedom.

We now rewrite the above Lagrangians in a manifestly covariant form, i.e. in terms of $\dot{\phi}$ and its spacetime derivatives. The dependence on $t$ and $N$ of the functions $A_a$ and $B_a$ will turn into a dependence on $\dot{\phi}$ and $X \equiv g^{\mu\nu}\partial_{\mu}\dot{\phi}\partial_{\nu}\dot{\phi}$, since $\dot{\phi} = \phi_0(t)$ and $X = -\dot{\phi}^2(t)/N^2$ in our ADM formulation. We can then introduce the unit vector normal to the uniform $\phi$ hypersurfaces,

$$n_\mu \equiv - \frac{\partial_\mu \phi}{\sqrt{-X}},$$

and define the extrinsic curvature as

$$K_{\mu\nu} \equiv (g^\sigma_{\mu} + n^\sigma n_\mu)\nabla_\sigma n_\nu .$$

Using this expression and $K \equiv \nabla_\mu n^\mu$, and denoting the derivation by a lower index, e.g. $A_2X \equiv \partial A_2/\partial X$, the above Lagrangians can be rewritten, after lengthy but straightforward manipulations explicitly given in appendix A, as [1]

$$L_2 = L^H_2[A_2] ,$$
$$L_3 = L^H_3[C_3 + 2XC_3X] + L^H_2[XC_3\phi] ,$$
$$L_4 = L^H_4[B_4] + L^H_3[C_4 + 2XC_4X] + L^H_2[XC_4\phi] - \frac{B_4 + A_4 - 2X B_4 X L^\text{gal.1}_4}{X^2} ,$$
$$L_5 = L^H_5[G_5] + L^H_4[C_5] + L^H_3[D_5 + 2XD_5X] + L^H_2[XD_5\phi] + \frac{XB_5X + 3A_5}{3(-X)^{3/2}} - L^\text{gal.1}_5 ,$$

where $A_a$ and $B_a$ are now functions of $\phi$ and $X$, $A_a = A_a(\phi, X)$, $B_a = B_a(\phi, X)$, and $C_3$, $C_4$, $C_5$, $D_5$ and $G_5$ are defined as

$$C_3 \equiv \frac{1}{2} \int A_3(-X)^{-3/2} dX ,$$
$$C_4 \equiv - \int B_4\phi(-X)^{-1/2} dX ,$$
$$C_5 \equiv - \frac{1}{4} X \int B_5\phi(-X)^{-3/2} dX ,$$
$$D_5 \equiv - \int C_5\phi(-X)^{-1/2} dX ,$$
$$G_5 \equiv - \int B_5 X(-X)^{-1/2} dX .$$

If $A_4$ and $A_5$ are related to $B_4$ and $B_5$ by

$$A_4 = -B_4 + 2XB_4 X , \quad A_5 = -XB_5 X/3 ,$$

(3.12)
the last terms of both eqs. (3.9) and (3.10) vanish. In this case one is left only with the Horndeski Lagrangians, which manifestly shows that eqs. (3.7)–(3.10) (and thus action (3.2)) contain Horndeski theories. In general, the functions $A_4$ and $A_5$ are completely free, which means that our theories contain two additional free functions with respect to the Horndeski ones.

It is straightforward to see that the minimally coupled versions of the original galileons proposed in [6], (2.3)–(2.6), are contained in eqs. (3.7)–(3.10) by the choice of functions $B_4 = 0$, $B_5 = 0$, $A_2 = X$, $A_3 = 3X/2$, $A_4 = -X^2$ and $A_5 = (-X)^{5/2}$. As a corollary, $L_{4,gal}^1$ and $L_{5,gal}^1$ are already healthy without the need of additional gravitational counterterms. In other words, the straightforward covariantization of galileons, i.e. substituting ordinary derivatives with covariant derivatives, is a viable covariantization. It should be noted, however, that galileon symmetry remains broken by terms proportional to the curvature, regardless of the chosen covariantization procedure.

Finally, before concluding this section, let us briefly comment on the decoupling limit of eqs. (3.7)–(3.10). In ref. [26], the decoupling limit of Horndeski theories has been studied by expanding the metric $g_{\mu \nu}$ around Minkowski and the scalar field $\phi$ around a constant background value. In doing so, the following scaling of the functions $G_a(\phi, X)$ introduced in eqs. (2.13)–(2.16) was assumed [27],

$$G_2 \sim \Lambda_3^3 M_{Pl}, \quad G_3 \sim M_{Pl}, \quad G_4 \sim M_{Pl}^2, \quad G_5 \sim \Lambda_3^{-3} M_{Pl}^2,$$

(3.13)

where $\Lambda_3$ is a mass scale which may be associated to the current accelerated expansion of the universe (in which case $\Lambda_3^3 \sim M_{Pl} H_0^2$) and $M_{Pl}$ is the Planck mass. The decoupling limit is defined as $M_{Pl} \to \infty$ while $\Lambda_3$ remains constant. It is easy to see that taking this limit in eqs. (3.7)–(3.10) leads to the same decoupling limit found in [26] for Horndeski, but with different dimensionless parameters. This is clearly the case for eqs. (3.7) and (3.8), because they are equivalent to the Horndeski Lagrangians $L_2^H$ and $L_3^H$. Equations (3.9) and (3.10) contain non-Horndeski pieces, respectively $L_{4,gal}^1$ and $L_{5,gal}^1$. By expanding these terms in scalar field and metric perturbations, the only contributions that do not vanish in the decoupling limit are galileons, i.e.,

$$- \frac{B_4 + A_4 - 2XB_4X}{X^2} L_{4,gal}^1 \sim \Lambda_3^{-6} L_{4,gal}^1, \quad \frac{XB_5X + 3A_5}{3(-X)^{5/2}} L_{5,gal}^1 \sim \Lambda_3^{-9} L_{5,gal}^1,$$

(3.14)

where the functions $(B_4 + A_4 - 2XB_4X)/X^2$ and $(XB_5X/3 + A_5)/(-X)^{5/2}$ are evaluated on the background. In conclusion, operators leading to higher-derivative equations of motion in eqs. (3.9) and (3.10) are also higher order in the decoupling limit.

4 Hamiltonian analysis

As discussed in the introduction, theories that contain higher-order time derivatives often lead to lethal Ostrogradski instabilities. The presence of higher derivatives manifests itself in the form of extra degrees of freedom that behave like ghosts (i.e. negative energy states). For instance, the dynamics of a system with a nondegenerate Lagrangian of the form $L(q, \dot{q}, \ddot{q})$ is described by a 4-dimensional phase space, corresponding to two degrees of freedom, one of which behaves like a ghost (see e.g. [5]).

In the ADM formulation, our Lagrangian (3.3) depends on the dynamical quantities $h_{ij}$ and their “velocities” $K_{ij}$: in this sense, it is already evident that the Lagrangian does
not contain higher-order time derivatives and that Ostrogradski instabilities should not be there. In order to confirm this intuition, we now perform the Hamiltonian analysis for the Lagrangian (3.3) and show that the number of degrees of freedom remains three — i.e. two tensor modes and one scalar mode, thus excluding the appearance of dangerous extra degrees of freedom. The present analysis details that of [1] and confirms its conclusions.

The phase space of our theory is described by the variables $h_{ij}$, $N$, $N^i$ and their conjugate momenta, given respectively by

$$\pi_{ij} = \frac{\partial L}{\partial \dot{h}_{ij}} = \frac{\sqrt{h}}{2} \left[ (A_3 + 2A_4K + 3A_5(K^2 - K_{lm}K^{lm})) h_{ij} \right. \right.$$

$$\left. \left. - 2(A_4 + 3A_5K)K^{ij} + 6A_5K_i^jK^{ij} + B_5 \left( R^{ij} - \frac{1}{2}Rh^{ij} \right) \right] , \tag{4.1} \right.$$

and

$$\pi_N \equiv \frac{\partial L}{\partial \dot{N}} = 0 \quad \pi_i \equiv \frac{\partial L}{\partial \dot{N^i}} = 0. \tag{4.2}$$

The absence of time derivatives of the lapse $N$ and the shift $N^i$ in the action implies that their conjugate momenta automatically vanish. The relations $\pi_N = 0$ and $\pi_i = 0$ can thus be seen as restrictions of the initial 20-dimensional phase space, corresponding to so-called primary constraints. So far, the situation is quite similar to that of pure general relativity.

The canonical Hamiltonian is then obtained via the Legendre transform of the Lagrangian,

$$H \equiv \int d^3 \vec{x} \left[ \pi_{ij} \dot{h}_{ij} - L \right]. \tag{4.3}$$

The Hamiltonian is expressed in terms of the canonical variables, which means that, in principle, one must invert the relation in (4.1) to obtain $\dot{h}_{ij}$ as a function of $\pi_{ij}$. Because of the presence of primary constraints, the time evolution is governed by the extended Hamiltonian,

$$\dot{H} = H + \int d^3 \vec{x} \left[ \lambda_N \pi_N + \lambda_i \pi_i \right], \tag{4.4}$$

where $\lambda_N$ and $\lambda_i$ play the role of Lagrange multipliers. For any function $F$ defined on the phase space, its time evolution is given by

$$\frac{d}{dt} F = \frac{\partial F}{\partial t} + \{ F, \dot{H} \}. \tag{4.5}$$

The Poisson bracket in the above formula is defined, as usual, by the expression

$$\{ F, G \} \equiv \sum A \int d^3 \vec{x} \left( \frac{\delta F}{\delta \phi^A(\vec{x})} \frac{\delta G}{\delta \pi_A(\vec{x})} - \frac{\delta F}{\delta \pi_A(\vec{x})} \frac{\delta G}{\delta \phi^A(\vec{x})} \right), \tag{4.6}$$

where we use the collective notation $\phi^A = (h_{ij}, N, N^i)$ and $\pi_A = (\pi^{ij}, \pi_N, \pi_i)$.

### 4.1 Lagrangians up to $L_4$

It is straightforward to apply the procedure outlined above to our Lagrangians up to $L_4$, because the expression (4.1) for $\pi^{ij}$ is linear in $K_{ij}$ and can be easily inverted. Including $L_5$ is more involved, as (4.1) is quadratic in $K_{ij}$ and we briefly discuss the procedure in the next subsection.
Therefore, assuming that $L_5$ is absent, i.e. $A_5 = B_5 = 0$, one can immediately invert (4.1) to find
\[
K_{ij} = -\frac{1}{A_4\sqrt{h}} \left( \pi_{ij} - \frac{1}{2} \pi h_{ij} \right) - \frac{A_3}{4A_4} h_{ij}.
\] (4.7)

Using (3.4), it is then straightforward to express $\dot{h}_{ij}$ as a function of $\pi_{ij}$ and to substitute the result in (4.3). Using integrations by parts to get rid of the derivatives of the shift, one finds that the Hamiltonian can be written in the form
\[
H = \int d^3\vec{x} \left[ N H_0(N) + N^i \mathcal{H}_i \right],
\] (4.8)

with
\[
H_0 \equiv \frac{1}{\sqrt{h}A_4} \left( \pi_{ij} \pi^{ij} - \frac{1}{2} \pi^2 \right) - \frac{A_3}{2A_4} \pi + \sqrt{h} \left( \frac{3A_3^2}{8A_4} - A_2 \right) - \sqrt{h} B_4 R,
\] (4.9)

\[
H_i \equiv -2D_j \pi^j_i.
\] (4.10)

As mentioned in the previous section, by specializing the above expressions to the case $B_4 = -A_4 = 1/(16\pi G)$ and $A_2 = A_3 = 0$ one recovers the usual general relativity Hamiltonian. In the general case, however, the $A_a$ and $B_a$ are functions of $N$, so that $H_0$ now depends on $N$, in contrast with general relativity. This difference plays a crucial role, as we will see below.

Let us now consider the time evolution of the primary constraints. Imposing that they are conserved in time leads to the so-called secondary constraints. For the first constraint, $\pi_N \approx 0$, one finds
\[
\dot{\pi}_N = \{\pi_N, \tilde{H} \} \approx \{\pi_N, H \} = -\frac{\partial}{\partial N} (N H_0),
\] (4.11)

where the symbol $\approx$ denotes equality in a “weak” sense, i.e. restricted to the constrained phase space. Thus, the above equation yields the secondary constraint,
\[
\tilde{H}_0 \equiv H_0 + N \frac{\partial H_0}{\partial N} \approx 0.
\] (4.12)

Note that, in general relativity, $H_0$ is independent of $N$, thus leading to the familiar Hamiltonian constraint $\tilde{H}_0 = H_0 \approx 0$. Similarly, using
\[
\dot{\pi}_i = \{\pi_i, \tilde{H} \} \approx \{\pi_i, H \} = -\mathcal{H}_i,
\] (4.13)

the conservation in time of the three primary constraints $\pi_i \approx 0$ gives the secondary constraints
\[
\mathcal{H}_i \approx 0.
\] (4.14)

These constraints are exactly the same as in pure general relativity, where they are associated with the invariance under spatial diffeomorphisms.

Let us now compute the Poisson brackets of the constraints. We start with the constraints $\mathcal{H}_i$, for which the treatment is very similar to general relativity. It is convenient to introduce the “momentum” function
\[
\mathcal{M}_f \equiv \int d^3\vec{x} f^i(\vec{x}) \mathcal{H}_i(\vec{x}),
\] (4.15)
where the $f^i$ are three arbitrary functions of space. By reproducing the general relativity calculations (see e.g. the appendix of [28]), one finds

$$\{M_f, M_g\} = M_h, \quad h^i = f^k D_k g^j - g^k D_k f^j. \quad (4.16)$$

It is also straightforward to check that

$$\{M_f, \mathcal{T}_g\} = -\int d^3 \vec{x} g D_i(\mathcal{T} f^i) = \int d^3 \vec{x} \mathcal{T} f^i D_i g, \quad (4.17)$$

with

$$\mathcal{T}_g = \int d^3 \vec{x} g(\vec{x}) \mathcal{T}(\vec{x}), \quad (4.18)$$

where $g$ is an arbitrary function of space and $\mathcal{T}$ is any combination of the Hamiltonian that depends on $\pi^{ij}$ and $h_{ij}$, but not on $N$. So $\mathcal{T}$ can be any of the following expressions,

$$\mathcal{T}_1 = \frac{1}{\sqrt{h}} \left( \pi_{ij} \pi^{ij} - \frac{1}{2} \pi^2 \right), \quad \mathcal{T}_2 = \pi, \quad \mathcal{T}_3 = \sqrt{h}, \quad \mathcal{T}_4 = \sqrt{h} R, \quad (4.19)$$

or any linear combination of these with coefficients independent of $N$. In particular, (4.17) implies that in general relativity, where the constraint $\mathcal{H}_0$ does not depend on $N$, the Poisson bracket of $M_f$ with $\mathcal{H}_0$ weakly vanishes.

If the combination $\mathcal{T}$ is now multiplied by a function of $N$,

$$\tilde{\mathcal{T}} = \mathcal{F}(N) \mathcal{T}, \quad (4.20)$$

one immediately deduces from (4.17) that

$$\{M_f, \tilde{\mathcal{T}}_g\} = -\int d^3 \vec{x} g \mathcal{F} D_i(\mathcal{T} f^i), \quad (4.21)$$

and $\tilde{\mathcal{T}}$ cannot appear after integration by parts. However, by introducing the slightly modified constraints

$$\tilde{\mathcal{H}}_i \equiv \mathcal{H}_i + \pi_N \partial_i N, \quad (4.22)$$

one obtains

$$\{\tilde{M}_f, \tilde{\mathcal{T}}_g\} = \{M_f, \tilde{\mathcal{T}}_g\} - \int d^3 \vec{x} g \frac{\partial \mathcal{F}}{\partial N} \mathcal{T} f^i D_i N = -\int d^3 \vec{x} g D_i(\tilde{\mathcal{T}} f^i) = \int d^3 \vec{x} \tilde{\mathcal{T}} f^i D_i g, \quad (4.23)$$

where now $\tilde{\mathcal{T}}$ appears explicitly.

This treatment also applies to any linear combination of $\tilde{\mathcal{T}}$ terms. In particular, it applies to $\mathcal{H}_0$, since this is given by a linear combination of $\mathcal{T}_a$ with coefficients that depend on time and $N$, and as a consequence it applies to $\tilde{\mathcal{H}}_0$ defined in eq. (4.12). Thus, from the above analysis one concludes that the Poisson brackets of the constraints $\tilde{\mathcal{H}}_i$ with $\tilde{\mathcal{H}}_0$ vanish weakly, i.e.

$$\{\tilde{\mathcal{H}}_i, \tilde{\mathcal{H}}_0\} \approx 0. \quad (4.24)$$

Using eq. (4.16) and the fact that $\mathcal{H}_i$ does not depend on $N, \pi_N, N^i$ or $\pi_i$, it is also immediate to verify that

$$\{\tilde{\mathcal{H}}_i, \tilde{\mathcal{H}}_j\} \approx 0, \quad \{\tilde{\mathcal{H}}_i, \pi_N\} \approx 0, \quad \{\tilde{\mathcal{H}}_i, \pi_j\} \approx 0. \quad (4.25)$$

Note that its form is similar to the total momentum constraint that would arise in general relativity with a scalar field.
Therefore, the Poisson brackets of the three constraints $\tilde{H}_i$ with all the other constraints vanish weakly. The same is true for the three primary constraints $\pi_i \approx 0$. Consequently, these six constraints, associated with the 3-dimensional diffeomorphism invariance, are first-class constraints.

The remaining constraints, $\tilde{H}_0$ and $\pi_N \approx 0$, satisfy the relations

$$\{ \pi_N(x), \pi_N(y) \} = 0, \quad \{ \tilde{H}_0, \pi_N \} = \frac{\partial \tilde{H}_0}{\partial N} = 2 \frac{\partial H_0}{\partial N} + \frac{\partial^2 H_0}{\partial N^2}.$$  \hspace{1cm} (4.26)

Provided that the derivative of $\tilde{H}_0$ with respect to $N$ does not vanish, this shows that these two constraints are of the second-class type, in contrast with general relativity.

It is also useful to check that no additional constraint arises from the time evolution of the secondary constraints. Indeed, since

$$\frac{d}{dt} \tilde{H}_0 = \frac{\partial \tilde{H}_0}{\partial t} + \{ \tilde{H}_0, H \} + \lambda_N \frac{\partial \tilde{H}_0}{\partial N},$$  \hspace{1cm} (4.27)

imposing the conservation of $\tilde{H}_0$ simply fixes the Lagrange multiplier $\lambda_N$ without generating any new constraint, provided $\partial \tilde{H}_0/\partial N$ does not vanish, which is assumed here. As for the momentum constraints, we simply have

$$\frac{d}{dt} \tilde{H}_i = \{ \tilde{H}_i, H \} \approx 0,$$  \hspace{1cm} (4.28)

because the brackets of $\tilde{H}_i$ with all the elements in $H$ vanish weakly, according to (4.23) and the first relation in (4.25).

In conclusion, we find that the dynamical system is, in general, characterized by a 20-dimensional phase space with six first-class constraints and two second-class constraints. Each first-class constraint eliminates two canonical variables and each second-class constraint eliminates one canonical variable. In total, 14 canonical variables can be eliminated, which corresponds to a 6-dimensional physical phase space, i.e. three degrees of freedom. The difference with general relativity, where all eight constraints are first-class thus leaving only two physical degrees of freedom, is due to the presence of a preferred slicing defined by the scalar field, which breaks the full spacetime diffeomorphism invariance.

Let us briefly discuss a special case where the second Poisson bracket in (4.26) vanishes weakly, which happens when the whole $N$ dependence factorizes in $H_0$. Let us illustrate this case by considering the Lagrangian $L_4$ with

$$B_4 = -\frac{1}{A_4}. \hspace{1cm} (4.29)$$

In this case

$$H_0 = B_4 \left[ \frac{1}{2\sqrt{h}} (2\pi_{ij}\pi^{ij} - \pi^2) - \sqrt{h}R \right]$$  \hspace{1cm} (4.30)

and

$$\tilde{H}_0 = \left( B_4 + \frac{\partial B_4}{\partial N} \right) \left[ \frac{1}{2\sqrt{h}} (2\pi_{ij}\pi^{ij} - \pi^2) - \sqrt{h}R \right].$$  \hspace{1cm} (4.31)

One then notices that the system is equivalent to general relativity, up to the redefinition of a new lapse function $\tilde{N} \equiv NB_4$. 
Finally, let us make a few considerations on the restriction to the unitary gauge which is at the basis of the Hamiltonian analysis of this section. An explicit Hamiltonian analysis without fixing unitary gauge seems to be a very tedious task in view of the complicated expressions of our theories in the covariant form, eqs. (3.7)–(3.10). Indeed, resorting to the unitary gauge has the huge advantage to hide the scalar degree of freedom in the metric and to enormously simplify the analysis. Thus, the full Hamiltonian treatment in an arbitrary gauge is beyond the scope of the present work. Fortunately, in section 6 we present a completely different approach, which shows that the higher-order time derivatives in the equations of motion can be eliminated by using constraints that follow from these equations of motion. This other approach is valid in any gauge and it confirms that no additional degree of freedom is necessary to describe higher-order time derivatives.

4.2 Including the Lagrangian $L_5$

The inclusion of $L_5$ makes the Hamiltonian analysis more involved, the main subtlety in this case being inverting eq. (4.1) in order to obtain $K_{ij}$ as a function of $\pi_{ij}$. However, this technical difficulty does not impair the basic counting of degrees of freedom, which is the main target of our Hamiltonian analysis.

In the case when only $A_5$ is considered, from the last line of (3.3) we obtain

$$\pi_{ij} = \frac{3\sqrt{\hbar}A_5}{2} \left[ (K^2 - K_{mn}K^{mn})h_{ij} + 2(K^j_iK^i_j - K_i^i)h_{ij} \right]. \tag{4.32}$$

Inverting the above equation is technically more involved and because $K_{ij}$ is essentially a “square root” of $\pi_{ij}$ there is generally more than one branches of solutions. However, the inversion problem is well-defined locally around some non-singular chosen value of $K_{ij}$. It is worth mentioning how the problem can be tackled in practice with a systematic series expansion around, for instance, a spatially flat Friedmann-Lemaître-Robertson-Walker (FLRW) configuration,

$$(K_0)_{ij} = H\delta_{ij}, \quad (\pi_0)_{ij} = 3\sqrt{\hbar}A_5H^2\delta_{ij}. \tag{4.33}$$

We can then fix whatever value of the conjugate momentum through the new “shifted” variable $\hat{\pi}_{ij}$,

$$\pi_{ij} \equiv (\pi_0)_{ij} + \frac{3}{2}\sqrt{\hbar}A_5 \hat{\pi}_{ij}, \tag{4.34}$$

write a formal power expansion for $K_{ij}$,

$$K_{ij} = (K_0)_{ij} + (K_1)_{ij} + (K_2)_{ij} + \ldots \tag{4.35}$$

and solve (4.32) order by order. By doing this, we obtain the recursive relations

$$(K_1)_{ij} = -\frac{1}{2H} \left( \hat{\pi}_{ij} - \frac{3}{2}\delta_{ij} \right), \tag{4.36}$$

$$(K_2)_{ij} = \frac{1}{4H} \left[ ((K_1)^2 - (K_1)_m^i(K_1)_i^m)\delta_{ij} + 4((K_1)_{ik}^l(K_1)_{lj}^i - (K_1)(K_1)_{ij}) \right], \ldots, \tag{4.37}$$

where $(K_a) \equiv (K_a)_i^i$.

A completely analogous procedure applies to other cases, such as when the full battery of terms is present, as in eq. (4.1). In this case, the easily invertible part $(L_2-L_4)$ can be used as the zeroth order piece and one can make a formal Taylor expansion in $A_5$. 
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4.3 Generalizations

Although we have focused our discussion on a specific class of theories, which represent a natural extension of Horndeski theories from the ADM point of view, similar conclusions can be drawn for a much wider class of models. Essentially, the basic ingredients that lead us to exclude the presence of unwanted additional degrees of freedom can be formulated in unitary gauge as

1. unbroken spatial diffeomorphism (producing three first-class momentum constraints as in general relativity);

2. absence of time derivatives of the lapse function $N$ (which makes the Hamiltonian constraint an algebraic equation for $N$);

3. absence of time derivatives of the extrinsic curvature $K_{ij}$ (that would make the Lagrangian depends on the “accelerations”, i.e. the second time derivatives of $h_{ij}$).

Such an approach has already been used in the past to study, for instance, the behavior of specific models of Horava’s gravity [29]. In analogy with Horava’s gravity, one could consider various combinations of the intrinsic curvature tensor and its spatial derivatives, as well as various combinations of the extrinsic curvature tensor, as recently discussed in [30]. Note, however, that these theories do not generically have the same decoupling limit as Horndeski, as it is the case for $G^3$ theories (see discussion at the end of section 3).

5 Linear theory and coupling with matter

The Hamiltonian analysis excludes the presence of extra degrees of freedom. However, one still needs to check that the remaining scalar and tensor degrees of freedom are not themselves ghosts. In this section we compute the quadratic action for the perturbations of the propagating degrees of freedom and derive the conditions for which the kinetic terms have the right signs. We then add matter fields minimally coupled to gravity and study the phenomenology on small scales. We first perform this analysis in unitary gauge and then in Newtonian gauge.

5.1 Unitary gauge

Let us expand action (3.2) around a spatially flat FLRW metric following the general procedure developed in [11, 31] (see also [32]). We use the $\zeta$-gauge and write the spatial metric as

$$h_{ij} = a^2(t) e^{2\zeta}(\delta_{ij} + \gamma_{ij}), \quad \gamma_{ii} = 0 = \partial_i \gamma_{ij},$$

and we split the shift as

$$N^i = \partial_i \psi + N^i_V, \quad \partial_i N^i_V = 0.$$
evaluated on the background,\(^3\)

\[
M^2 \equiv -2(A_4 + 3HA_5),
\]

\[
\alpha_K \equiv \frac{-2A_2^2 + 3H(2A_2^3 + A_2^5) + 6H^2(2A_4' + A_5') + 6H^3(2A_4' + A_5')}{2H^2(A_4 + 3HA_5)},
\]

\[
\alpha_B \equiv -\frac{A_3^2 + 4HA_4' + 6H^2A_5'}{4H(A_4 + 3HA_5)},
\]

\[
\alpha_T \equiv -\frac{B_4 + \dot{B}_5/2}{A_4 + 3HA_5} - 1,
\]

\[
\alpha_H \equiv -\frac{B_4 + B_5 - HB_5/2}{A_4 + 3HA_5} - 1,
\]

where a prime denotes a derivative with respect to \(N\) and a dot a derivative with respect to \(t\). We discuss in appendix B how these functions are related to the general formalism of ref. [11].

Higher (spatial) derivative terms proportional to \((\partial^2 \psi)^2\), which are contained in quadratic products of the extrinsic curvature, cancel from the action up to a total derivative because of the particular combinations in which these products appear in eq. (3.3). By varying the quadratic action with respect to \(N\), one obtains the momentum constraints, whose solution is \(N_V = 0\) and

\[
N = 1 + \frac{1}{1 + \alpha_B H} \ddot{\zeta}.
\]

After substitution of this equation into the quadratic action, all the terms containing \(\psi\) drop out, up to total derivatives [31]. For this reason, we do not need the Hamiltonian constraint, obtained by varying the action with respect to \(N\), to solve for \(\psi\). After some manipulations the quadratic action becomes [11, 14, 31]

\[
S^{(2)} = \frac{1}{2} \int d^4x a^3 \left[ \mathcal{L}_{\zeta\zeta} \dddot{\zeta}^2 + \mathcal{L}_{\zeta\zeta\phi} \frac{(\partial_\zeta \zeta)^2}{a^2} + \frac{M^2}{4} \dot{\gamma}^2_{ij} - \frac{M^2}{4} (1 + \alpha_T) \frac{(\partial_k \gamma_{ij})^2}{a^2} \right],
\]

where

\[
\mathcal{L}_{\zeta\zeta} \equiv M^2 \alpha_K + 6\alpha_K \frac{\phi^2}{(1 + \alpha_B)^2},
\]

\[
\mathcal{L}_{\zeta\zeta\phi} \equiv 2M^2(1 + \alpha_T) - 2 \frac{d}{dt} \left[ \frac{aM^2(1 + \alpha_H)}{H(1 + \alpha_B)} \right].
\]

As expected from the previous Hamiltonian analysis, the quadratic Lagrangian (5.5) does not contain higher-order time derivatives. As a consequence of the particular combination of extrinsic curvature in eq. (3.3), neither does it contain higher space derivatives.

\[^{3}\]The first four functions in eq. (5.3) have been introduced by Bellini and Sawicki in ref. [14], where they consider linear perturbations in Horndeski theories, with the difference \(\alpha_B^{\text{here}} = -\alpha_B^{\text{there}}/2\), which simplifies further the equations. In particular, \(M^2, \alpha_K, \alpha_B\) and \(\alpha_T\) respectively parameterize the effective Planck mass, a modification of the scalar kinetic term [34, 35], a kinetic mixing between the scalar and the metric (the so-called braiding) [36–39] and a tensor speed excess. As stressed in such a reference and also shown in appendix B, these functions are just a convenient basis of the parameters previously introduced in the context of the so-called Effective Field Theory of Dark Energy in refs. [11, 15–17] (see [31, 33] for reviews). Here we adopt this parameterization because it simplifies the notation. We also introduce a new function, \(\alpha_H\), which parametrizes the deviation from Horndeski theories [1, 11].
The condition required to ensure that the propagating degrees of freedom are not ghostlike is that their time kinetic terms are positive, $\mathcal{L}_{\dot{\zeta}\dot{\zeta}} > 0$ and $M^2 > 0$. Moreover, gradient instabilities are avoided when the speed of sound of the scalar and tensor propagating degrees of freedom, 

$$c_s^2 \equiv - \frac{\mathcal{L}_{\dot{\zeta}\dot{\zeta}}}{\mathcal{L}_{\zeta\zeta}}, \quad c_T^2 \equiv 1 + \alpha_T,$$

are also positive, $c_s^2 > 0$ and $c_T^2 > 0$.

### 5.2 Adding matter: $P(\sigma, Y)$

To study our theories in the presence of matter fields minimally coupled to gravity, we add to action (3.2) a $k$-essence type action describing a matter scalar field $\sigma$ (not to be confused with the dark energy field $\phi$),

$$S_m = \int d^4x \sqrt{-g} \ P(Y, \sigma), \quad Y \equiv g^{\mu\nu} \partial_\mu \sigma \partial_\nu \sigma,$$

with sound speed $c_{m}^2 \equiv P_Y/(P_Y - 2\dot{\sigma}_0^2 P_{YY})$.

We can then expand at second order these actions and repeat the procedure discussed earlier. To describe matter fluctuations it is convenient to use the gauge-invariant variable $\tilde{\zeta}$ like is that their time kinetic terms are positive, $\mathcal{L}_{\dot{\zeta}\dot{\zeta}} > 0$ and $M^2 > 0$. Moreover, gradient instabilities are avoided when the speed of sound of the scalar and tensor propagating degrees of freedom, 

$$c_s^2 \equiv - \frac{\mathcal{L}_{\dot{\zeta}\dot{\zeta}}}{\mathcal{L}_{\zeta\zeta}}, \quad c_T^2 \equiv 1 + \alpha_T,$$

are also positive, $c_s^2 > 0$ and $c_T^2 > 0$.

### 5.2 Adding matter: $P(\sigma, Y)$

To study our theories in the presence of matter fields minimally coupled to gravity, we add to action (3.2) a $k$-essence type action describing a matter scalar field $\sigma$ (not to be confused with the dark energy field $\phi$),

$$S_m = \int d^4x \sqrt{-g} \ P(Y, \sigma), \quad Y \equiv g^{\mu\nu} \partial_\mu \sigma \partial_\nu \sigma,$$

with sound speed $c_{m}^2 \equiv P_Y/(P_Y - 2\dot{\sigma}_0^2 P_{YY})$.

We can then expand at second order these actions and repeat the procedure discussed earlier. To describe matter fluctuations it is convenient to use the gauge-invariant variable $Q_{\sigma} \equiv \delta \sigma - (\dot{\sigma}_0/H)\zeta$. After substitution of the momentum constraints, the final action expressed in terms of $\zeta$ and $Q_{\sigma}$ reads

$$S^{(2)} = \int d^4x \alpha^3 \left[ \frac{1}{2} \left( \tilde{\mathcal{L}}_{\zeta\zeta} \dot{\zeta}^2 + \tilde{\mathcal{L}}_{\partial \zeta \partial \zeta} \frac{\left( \partial \zeta \right)^2}{a^2} \right) - \frac{P_Y}{c_m^2} \left( q_{\sigma}^2 - c_m^2 \left( \partial Q_{\sigma} / a^2 \right)^2 \right) \right. \left. - \frac{2\dot{\sigma}_0 P_Y}{Hc_m^2(1 + \alpha_B)} \left( \alpha_B \dot{Q}_{\sigma} - c_m^2 \left( \partial Q_{\sigma} / a^2 \right)^2 \right) \right]$$

with the new coefficients for the kinetic and gradient terms of $\zeta$

$$\tilde{\mathcal{L}}_{\zeta\zeta} = \mathcal{L}_{\zeta\zeta} + \frac{\rho_m}{H^2 c_m^2} \left( \frac{\alpha_B}{1 + \alpha_B} \right)^2,$$

$$\tilde{\mathcal{L}}_{\partial \zeta \partial \zeta} = \mathcal{L}_{\partial \zeta \partial \zeta} - \frac{\rho_m}{H^2} \left( 1 - \frac{2(1 + \alpha_H)}{1 + \alpha_B} \right),$$

where we have used $2\dot{\sigma}_0^2 P_Y = -(\rho_m + p_m)$. The second line contains two derivative couplings between $\zeta$ and $Q_{\sigma}$ while the third line contains non-derivative terms, which are irrelevant for the present discussion.

The kinetic matrix for $(\zeta, Q_{\sigma})$ reads

$$\mathcal{M} = \frac{1}{2} \left( \begin{array}{cc} \tilde{\mathcal{L}}_{\zeta\zeta} \omega^2 + \tilde{\mathcal{L}}_{\partial \zeta \partial \zeta} k^2 & A \left[ \alpha_B \omega^2 - c_m^2 (\alpha_B - \alpha_H) k^2 \right] \\ A \left[ \alpha_B \omega^2 - c_m^2 (\alpha_B - \alpha_H) k^2 \right] & -2P_Y c_m^2 \left( \omega^2 - c_m^2 k^2 \right) \end{array} \right), \quad A = - \frac{2\dot{\sigma}_0 P_Y}{Hc_m^2(1 + \alpha_B)}. $$

Requiring that its determinant vanishes yields the dispersion relation

$$(\omega^2 - c_m^2 k^2)(\omega^2 - c_s^2 k^2) = (c_s^2 - c_m^2) \left( \frac{\alpha_H}{1 + \alpha_H} \right)^2 \omega^2 k^2,$$
with
\[ c_s^2 \equiv c_s^2 - \frac{\rho_m + p_m (1 + \alpha_H)^2}{H^2 M^2} \frac{1}{\alpha_K + 6 \alpha_B^2}. \] (5.15)

From this equation one derives the two dispersion relations \( \omega^2 = c_s^2 k^2 \). For Horndeski theories \( (\alpha_H = 0) \), the matter sound speed is unchanged, despite the presence of couplings in the action between the time and space derivative of \( \zeta \) and \( Q_{\sigma} \), i.e. the non-vanishing of the non-diagonal terms in the kinetic matrix. Indeed, these couplings are precisely proportional to \( \omega^2 - c_m^2 k^2 \) and give the standard dispersion relation for matter. However, this is no longer true with our non-Horndeski extensions, where \( \alpha_H \neq 0 \).

### 5.3 Newtonian gauge

We now study linear perturbations for our theories in the presence of a more general type of matter by considering a gauge often employed in the study of cosmological perturbations: the Newtonian gauge, where the metric reads
\[ ds^2 = -(1 + 2\Phi)dt^2 + a^2(1 - 2\Psi)d\vec{x}^2, \] (5.16)

taking into account only scalar perturbations.

Let us directly expand the action for the sum of the Lagrangians (3.7)–(3.10) up to quadratic order around the background field solution \( \phi_0(t) = t \), i.e.,
\[ \phi = t + \pi(t, \vec{x}), \] (5.17)

where \( \pi \) describes the scalar field perturbation.\(^4\) The quadratic action for linear perturbations is given by
\[
S = \int d^4x a^3 M^2 \left\{ \frac{1}{2} H^2 \alpha_K \dot{\pi}^2 + \left[ H + \frac{1}{2M^2} (\rho_m + p_m + 2(M^2 H \alpha_B)') - 2(H M^2 \alpha_H) \right] \frac{(\nabla \pi)^2}{a^2} - 3\dot{\Psi}^2 + (1 + \alpha_T) \frac{(\nabla \Psi)^2}{a^2}
\right. \\
+ 2H(\alpha_B - \alpha_M) \nabla \Phi \nabla \pi - 2H(\alpha_M - \alpha_T) \frac{\nabla \Psi \nabla \pi}{a^2} + 6H \alpha_B \dot{\pi} \dot{\Psi} \\
+ H^2(6 \alpha_B - \alpha_K) \dot{\Phi} \pi - 2(1 + \alpha_H) \frac{\nabla \Phi \nabla \Psi}{a^2} - 6H(1 + \alpha_B) \dot{\Psi} \Phi \\
+ H^2 \left( \frac{1}{2} \alpha_K - 3(1 + 2\alpha_B) \right) |\Phi|^2 + 2\alpha_H \frac{\nabla \dot{\pi} \nabla \Psi}{a^2} + \ldots \right\},
\] (5.18)

where we have used the background equations to rewrite the coefficient of \( (\nabla \pi)^2 \). We have written explicitly all the terms that are quadratic in derivatives, as well as other terms involving \( \Phi \) without derivatives because they also contribute to the kinetic limit as we will see below. The ellipses in the last line stand for all the other terms, irrelevant for the present discussion. As expected from the Lagrangians (3.9) and (3.10), the quadratic action in the Newtonian gauge contains a higher order derivative term, \( \nabla \dot{\pi} \nabla \Phi \), which is proportional to the non-Horndeski coefficient \( \alpha_H \). This term generates higher order (one time- and two spatial-) derivative terms in the equations of motion, as discussed in detail in ref. [11].

\(^4\)Assuming a monotonic \( \phi_0 = \phi_0(t) \), one can always make a field redefinition of \( \phi \) and choose the background solution \( \phi_0 = t \).
It is possible to find a redefinition of the metric perturbations that de-mixes the new metric variables from the scalar field $\pi$ and removes the higher derivative term from the gravitational action. In Brans-Dicke theories such de-mixed variables are usually referred to as *Einstein-frame* quantities. In our much more general framework they are explicitly given by

$$\begin{align*}
\Phi_E &\equiv \frac{1 + \alpha_H}{1 + \alpha_B} \Phi + \left(\frac{1 + \alpha_M}{1 + \alpha_B} - \frac{1 + \alpha_B}{1 + \alpha_H}\right) H \pi - \frac{\alpha_H}{1 + \alpha_B} \dot{\pi}, \\
\Psi_E &\equiv \Psi + \frac{\alpha_H - \alpha_B}{1 + \alpha_H} H \pi.
\end{align*}$$

Using this change of variables into the quadratic action, one ends up with

$$S = \int d^4x a^3 M^2 \left\{ \frac{H^2}{2M^2} \left( \frac{1 + \alpha_B}{1 + \alpha_H} \right)^2 \left( \dot{\pi}^2 - \tilde{c}_s^2 (\nabla \pi)^2 \right) - 3\Psi_E^2 + \frac{1 + \alpha_B}{a^2} \left[ (\nabla \Psi_E)^2 - 2 \nabla \Phi_E \nabla \Psi_E \right] + \cdots \right\},$$

whose first line corresponds to the action of a minimally coupled scalar field. In particular, the term proportional to $\dot{\pi}$ in the definition of $\Phi_E$ entails the removal of the higher derivative term $\nabla \dot{\pi} \nabla \Psi$.

Let us now consider matter. Since it is minimally coupled to the original metric, i.e.

$$L_{\text{int}} \equiv \frac{1}{2} \delta g_{\mu\nu} \delta T^{\mu\nu} = - (\Phi \delta \rho_m + 3 \Psi \delta p_m),$$

it becomes coupled to $\pi$ after the field redefinition (5.19). When $\alpha_H = 0$, matter is coupled to the gravitational sector with standard terms, $\Phi_E \delta \rho_m$ and $\Psi_E \delta p_m$, as well as to $\pi$ via fifth-force terms, $\pi \delta \rho_m$ and $\pi \delta p_m$. These couplings can be neglected on scales smaller than the matter sound horizon, i.e. for $k \gg H a/c_m$, where $c_m$ is the matter sound speed. However, in the non-Horndeski case ($\alpha_H \neq 0$), the interaction Lagrangian (5.21) contains a new coupling proportional to the time derivative of the scalar $\pi$,

$$L_{\text{int}} \gtrsim - \frac{\alpha_H}{1 + \alpha_H} \dot{\pi} \delta \rho_m,$$

which cannot be neglected on scales smaller than the sound horizon. Indeed, on these scales, the propagation equations for the density contrast $\delta \rho_m$ and field perturbation $\pi$ become

$$\begin{align*}
\ddot{\delta \rho_m} - c_m^2 \frac{\nabla^2 \delta \rho_m}{a^2} - (\rho_m + p_m) \frac{\alpha_H}{1 + \alpha_H} \frac{\nabla^2 \pi}{a^2} &\approx 0, \\
\ddot{\pi} - \tilde{c}_s^2 \frac{\nabla^2 \pi}{a^2} - \frac{1}{H^2 E_{\xi\xi}} \frac{\alpha_H(1 + \alpha_H)}{(1 + \alpha_B)^2} \delta \rho_m &\approx 0,
\end{align*}$$

where the symbol $\approx$ stands for an equality in the kinetic limit. One can check that the propagation equation is given also in this case by eq. (5.14). In contrast to the standard Jeans lore, the gravitational scalar mode $\pi$ cannot be decoupled from matter by going at sufficiently short distances. The presence of the scalar field perturbations impacts the propagation of matter fluctuations, by changing their sound speed.
6 Field redefinitions

This section is devoted to exploring some mathematical properties of the class of theories that we are proposing and to confirm their soundness for subclasses of these theories. The approach discussed in this section does not rely on the ADM formulation and we do not need to assume $\nabla_\mu \phi$ being timelike, in contrast with our Hamiltonian analysis.

First, we analyse disformal transformations and focus on a specific class of disformal transformations that act as a “morphism” on our theories, in the same way in which conformal transformations preserve the basic structure of Brans-Dicke theories. Next, we show how to relate, by means of such disformal transformations, subsets of our theories — i.e. $L_4$ and $L_5$, separately studied in sections 6.2 and 6.3, respectively — into Horndeski ones. As these disformal transformations conserve the number of degrees of freedom, this is yet another proof that our theories do not contain ghosts, even if they contain higher derivatives. In the cases in which the mapping with Horndeski is possible, we further clarify this issue in section 6.5, by showing that naively higher-derivative equations can be reduced to second-order ones. In passing, we also verify in section 6.4 that the presence of matter does not spoil the soundness of the theory.

6.1 Disformal transformations

In this section we compute the transformation properties of our theories under disformal transformations. More precisely, we consider a field redefinition of the metric tensor made of a conformal transformation and of a further lightcone structure-changing piece [19],

$$g_{\mu\nu} \rightarrow \bar{g}_{\mu\nu} = \Omega^2(\phi, X) g_{\mu\nu} + \Gamma(\phi, X) \partial_\mu \phi \partial_\nu \phi.$$  \hspace{1cm} (6.1)

For convenience, we directly work in unitary gauge even though the same results can be reached using a covariant approach (see e.g. [18, 40]). As we shall see, the use of the unitary gauge considerably simplifies the calculations.

In this gauge, the dependence of $\Omega$ and $\Gamma$ on $\phi$ and $X$ translates into an explicit dependence on the time variable $t$ and on the lapse function $N$. Moreover, we choose time to coincide with $\phi$, so that $\partial_\mu \phi = \delta^0_\mu$ and eq. (6.1) reads, in ADM components,

$$\bar{N}^i = N^i, \quad \bar{h}_{ij} = \Omega^2(t, N) h_{ij}, \quad \bar{N}^2 = \Omega^2(t, N) N^2 - \Gamma(t, N).$$  \hspace{1cm} (6.2)

Thus, the volume element is transformed accordingly,

$$\sqrt{-\bar{g}} = \sqrt{-g} \Omega^3 \sqrt{\Omega^2 - \Gamma / N^2}.$$  \hspace{1cm} (6.3)

In order to find how the three-dimensional Ricci scalars, $R$ and $\bar{R}$, are related to each other, we can apply the standard formulae to the conformal transformations of the 3-d metric (6.2) (see e.g. [41]),

$$\bar{R} = \Omega^{-2} \left[ R - 4 \Omega^2 \ln \Omega - 2 \partial_i (\ln \Omega) \partial^i (\ln \Omega) \right].$$  \hspace{1cm} (6.4)

Moreover, using the definition of the extrinsic curvature, eq. (3.4), one finds

$$\bar{K}^j_i = \frac{N}{\bar{N}} \left[ K^j_i - N g^{0\mu} \partial_\mu \ln \Omega \delta^j_i \right].$$  \hspace{1cm} (6.5)

As in unitary gauge $\Omega$ depends on the spatial coordinates only through $N$, it makes a lot of difference whether or not $\Omega$ depends on $N$. If it does, the transformation (6.2) generates
derivatives of $N$ explicitly in the action, therefore changing the structure of action (3.2). Thus, transformations with $\Omega$ dependent on $N$ do not preserve the $G^3$ form of the Lagrangian. On the contrary, if $\Omega$ is independent of $N$, eq. (6.2) is just an overall (spatial) coordinate-independent rescaling from the 3-dimensional point of view and the structure of our theory does not change after the field redefinition.

Thus, let us consider an $N$ independent conformal factor, $\Omega = \Omega(t)$. Explicitly, starting from the action (3.2) written in terms of the barred metric quantities with coefficients $\bar{A}_a$ and $\bar{B}_a$, and making the substitution (6.2) with $\Omega = \Omega(t)$, one ends up with an action in terms of the unbarred quantities. Remarkably, this new action shares the same structure (3.2), up to a reshuffling of the coefficients:

\begin{align}
A_2 &= \frac{\Omega^3}{N} \left[ \bar{A}_2 + 3 \frac{d \ln \Omega}{dt} \bar{A}_3 + 6 \left( \frac{d \ln \Omega}{dt} \right)^2 \bar{A}_4 + 6 \left( \frac{d \ln \Omega}{dt} \right)^3 \bar{A}_5 \right], \\
A_3 &= \Omega^3 \left[ \bar{A}_3 + 4 \frac{d \ln \Omega}{dt} \bar{A}_4 + 6 \left( \frac{d \ln \Omega}{dt} \right)^2 \bar{A}_5 \right], \\
A_4 &= \frac{\Omega^3 N}{N^2} \left[ \bar{A}_4 + 3 \frac{d \ln \Omega}{dt} \bar{A}_5 \right], \\
A_5 &= \frac{\Omega^3 N^2}{N^2} \bar{A}_5, \\
B_4 &= \frac{\Omega \bar{N}}{N} \left[ \bar{B}_4 - \frac{1}{2} \frac{d \ln \Omega}{dt} \bar{B}_5 \right], \\
B_5 &= \Omega \bar{B}_5,
\end{align}

(6.6)

where $dt \equiv \bar{N} dt$. One notes that, in this disformal transformation, a Lagrangian of a given order generally contributes also to the lower-order Lagrangians. For instance, the transformation of $L_4$ contains also $L_3$ and $L_2$ pieces. Only when $\Omega = \text{const.}$ does this mixing not occur.

Although we have worked specifically in the unitary gauge, it is straightforward to perform the same analysis covariantly, directly with the 4-dimensional transformation

$$ g_{\mu \nu} \rightarrow \bar{g}_{\mu \nu} = \Omega^2(\phi) g_{\mu \nu} + \Gamma(\phi, X) \partial_\mu \phi \partial_\nu \phi. $$

(6.7)

One then obtains relations between the coefficients $A_a(\phi, X)$, $B_a(\phi, X)$ and $\bar{A}_a(\phi, \bar{X})$, $\bar{B}_a(\phi, X)$, which are essentially the above relations (6.6) with the correspondence $N = 1/\sqrt{-X}$ and $\bar{N} = 1/\sqrt{-\bar{X}}$. The relation between $X$ and $\bar{X}$ can be computed by contracting the inverse metric,

$$ \bar{g}^{\mu \nu} = \Omega^{-2} \left( g^{\mu \nu} - \frac{\Gamma}{\Gamma X + \Omega^2} \partial^\mu \phi \partial^\nu \phi \right), $$

(6.8)

with $\partial_\mu \phi \partial_\nu \phi$. This gives

$$ X = \frac{\bar{X}}{\Gamma X + \Omega^2}, \quad \bar{X} = \frac{\Omega^2 X}{1 - \Gamma X}. $$

(6.9)

We also have

$$ \sqrt{-g} \rightarrow \sqrt{-\bar{g}} = \frac{\sqrt{1 - X \bar{T}}}{\Omega^4} = \frac{1}{\Omega^3 \sqrt{\Gamma X + \Omega^2}}, $$

(6.10)
which implies in particular that, in unitary gauge,

\[
\frac{N}{\bar{N}} = \frac{1}{\sqrt{1 - X\Gamma}} = \sqrt{1 - \bar{X}\Gamma} + \Omega.
\]

which can be substituted in eq. (6.6).

### 6.2 Link between \(L_4\) and Horndeski

The disformal transformations discussed in the previous subsection can be used to relate Horndeski theories with our general Lagrangians.

First, let us start from a Horndeski Lagrangian \(L^H_4\) expressed in terms of the metric \(\bar{g}_{\mu\nu}\), with coefficients \(\bar{A}_4(\phi, \bar{X})\) and \(\bar{B}_4(\phi, \bar{X})\) satisfying the Horndeski condition (see eq. (3.12))

\[
\bar{A}_4 = -\bar{B}_4 + 2\bar{X}\bar{B}_4\bar{X}.
\]

Substituting in this Lagrangian the expression

\[
\bar{g}_{\mu\nu} = g_{\mu\nu} + \Gamma_4(\phi, X) \partial_{\mu}\phi \partial_{\nu}\phi,
\]

leads to a \(G^3\) Lagrangian, now expressed in terms of the metric \(g_{\mu\nu}\) and \(X\), with coefficients \(A_4(\phi, X)\) and \(B_4(\phi, X)\). According to the results of the previous subsection, specialized to the case \(\Omega = 1\), the link between the old and new coefficients is given by the relations

\[
\bar{A}_4(\phi, \bar{X}) = A_4(\phi, X)\sqrt{1 + X\Gamma_4}, \quad A_4(\phi, X) = \bar{A}_4(\phi, \bar{X})\sqrt{1 - \bar{X}\Gamma_4},
\]

and

\[
\bar{B}_4(\phi, \bar{X}) = \frac{B_4(\phi, X)}{\sqrt{1 + X\Gamma_4}}, \quad B_4(\phi, X) = \frac{\bar{B}_4(\phi, \bar{X})}{\sqrt{1 - \bar{X}\Gamma_4}},
\]

with

\[
\bar{X} = \frac{X}{1 + \Gamma_4 X}, \quad X = \frac{\bar{X}}{1 - \Gamma_4 \bar{X}}.
\]

The Horndeski condition (6.12) on the coefficients \(\bar{A}_4\) and \(\bar{B}_4\) implies the following relation between \(\Gamma_4\) and the new coefficients \(A_4\) and \(B_4\):

\[
\Gamma_4X = \frac{A_4 + B_4 - 2XB_4X}{X^2A_4}.
\]

It is thus clear that the new Lagrangian, expressed in terms of the metric \(g_{\mu\nu}\), is not of the Horndeski type unless \(\Gamma_4\) is independent of \(X\). This is consistent with the findings of ref. [40] that the Horndeski form of the Lagrangian is preserved under a restricted version of (6.7), in which the disformal function \(\Gamma\), like \(\Omega\), does not depend on \(X\).

Conversely, if we start with a \(G^3\) Lagrangian without \(L_5\) terms, but otherwise with arbitrary functions \(A_4(\phi, X)\) and \(B_4(\phi, X)\), one can always rewrite it as a Horndeski Lagrangian \(L^H_4\), provided that the transformation function \(\Gamma_4\) is a solution of the differential equation (6.17). Note that the field redefinition (6.13) is well-defined, in the sense that it leaves invariant the number of degrees of freedom (see other examples in [20]). Indeed, one can express \(g_{\mu\nu}\) in terms of \(\bar{g}_{\mu\nu}\) and \(\phi\) without introducing additional degrees of freedom. As the set of fields \((\bar{g}_{\mu\nu}, \phi)\) obeys the Horndeski equations of motion, it describes three degrees of freedom. By the field transformation (6.13), also \((g_{\mu\nu}, \phi)\) obeying the equations of motion derived from the \(G^3\) Lagrangian \(L_4\) describe the same number of degrees of freedom,
i.e. three. This essentially confirms the Hamiltonian analysis of section 4 which excludes the presence of more than three degrees of freedom in $G^3$ theories. As expected, the field redefinition (6.13) partly de-mixes the metric and scalar field kinetic mixing presented in section (5). In Newtonian gauge, this corresponds to removing the higher-derivative coupling $2\alpha H\nabla^\pi\nabla^\Psi$ from action (5.18), as explicitly shown in appendix C.

6.3 Link between $L_5$ and Horndeski

The same procedure described above applies to $L_5$ Lagrangians along similar lines. Namely, one can always relate a $G^3$ Lagrangian with arbitrary $A_5$ and $B_5$, but with $A_4 = B_4 = 0$, to a Horndeski Lagrangian of the type $L_5^H$, provided the two metrics are related by

$$\bar{g}_{\mu\nu} = g_{\mu\nu} + \Gamma_5(\phi, X) \partial_\mu \phi \partial_\nu \phi,$$

(6.18)

with $\Gamma_5$ satisfying the condition

$$\Gamma_5X = \frac{3A_5 + XB_5X}{3X^2A_5}. \quad (6.19)$$

Analogously to the above discussion, this follows from requiring that $\bar{A}_5$ and $\bar{B}_5$, given by (see eq. (6.6))

$$\bar{A}_5(\phi, \bar{X}) = A_5(\phi, X)(1 + X\Gamma_5), \quad \bar{B}_5(\phi, \bar{X}) = B_5(\phi, X), \quad (6.20)$$

satisfy Horndeski condition (see eq. (3.12)),

$$\bar{A}_5 = -\bar{X}\bar{B}_5\bar{X}/3. \quad (6.21)$$

However, one cannot in general re-express an arbitrary $G^3$ Lagrangian as a Horndeski Lagrangian via a disformal transformation, because the would-be transformation coefficient $\Gamma$ cannot satisfy simultaneously the two differential equations (6.17) and (6.19).

6.4 Coupling to matter

When the $G^3$ Lagrangian can be re-expressed as a Horndeski Lagrangian, i.e. in either of the two cases discussed above, the coupling between matter and the gravitational sector, now described by $\bar{g}_{\mu\nu}$ and $\bar{\phi}$, becomes more complicated since the matter Lagrangian depends on the combination

$$g_{\mu\nu} = \bar{g}_{\mu\nu} - \Gamma(\phi, \bar{X}) \partial_\mu \phi \partial_\nu \phi,$$

(6.22)

or its inverse,

$$g^{\mu\nu} = \bar{g}^{\mu\nu} + \frac{\Gamma(\phi, \bar{X})}{1 - \Gamma(\phi, \bar{X})} \bar{g}^{\rho\sigma} \bar{g}^{\nu\rho} \partial_\rho \phi \partial_\sigma \phi. \quad (6.23)$$

Let us illustrate this with the simple example of an ordinary matter scalar field, minimally coupled to the metric $\bar{g}_{\mu\nu}$. Its action, which initially reads

$$S_{\text{mat}} = \int d^4x \sqrt{-g} \left[ -\frac{1}{2} g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi - V(\sigma) \right], \quad (6.24)$$

becomes, when expressed in terms of $\bar{g}_{\mu\nu}$ and $\phi$,

$$S_{\text{mat}} = \int d^4x \sqrt{-\bar{g}} \sqrt{1 - \Gamma \bar{X}} \left[ -\frac{1}{2} \bar{g}^{\mu\nu} \partial_\mu \sigma \partial_\nu \sigma - \frac{\Gamma}{2(1 - \Gamma \bar{X})} (\bar{g}^{\mu\nu} \partial_\mu \sigma \partial_\nu \phi)^2 - V(\sigma) \right]. \quad (6.25)$$
The equation of motion for $\sigma$ is obtained by varying this action with respect to $\sigma$. Since each field is at most derived once in the action, the equation of motion for $\sigma$ will be second order. The same conclusion holds with the matter contribution to the equation of motion of $\phi$. Therefore, the presence of a matter scalar field does not introduce higher-order derivative terms in the equations of motion.

### 6.5 Equations of motion

Using a disformal transformation, we provide a new example of naively higher-derivative equations of motion which can be reduced to second-order ones. We consider a subclass of $G^3$ theories that can be mapped into Horndeski (where they appear with the metric $\bar{g}_{\mu\nu}$) and are minimally coupled to matter with their usual metric $g_{\mu\nu}$. The associated action can thus be written in the form

$$ S = \int d^4x \sqrt{-\bar{g}} L^H[\bar{g}_{\mu\nu}, \phi] + \int d^4x \sqrt{-g} L_m[g_{\mu\nu}], \quad (6.26) $$

with

$$ g_{\mu\nu} = \bar{g}_{\mu\nu} + \Gamma(\phi, X) \partial_\mu \phi \partial_\nu \phi. \quad (6.27) $$

Since the theory, written in terms of $g_{\mu\nu}$, is not of the Horndeski type, one expects to find higher derivatives in the equations of motion. We show below how to reduce such a system of equations to a second order system.

The variation of the action (6.26) yields

$$ \delta S = \int d^4x \sqrt{-\bar{g}} \left[ O_{H}^{\mu\nu} \delta g_{\mu\nu} + S_{H} \delta \phi \right] + \frac{1}{2} \int d^4x \sqrt{-g} T^{\mu\nu}_m \delta g_{\mu\nu}, \quad (6.28) $$

with

$$ \delta \bar{g}_{\mu\nu} = \delta g_{\mu\nu} + \Gamma_X \partial_\mu \phi \partial_\nu \phi \delta X + \Gamma_\phi \partial_\mu \phi \partial_\nu \phi \delta \phi + 2 \Gamma_\phi T^{\mu\nu} \delta \phi \quad (6.29) $$

and

$$ \delta X = -\partial^\mu \phi \partial^\nu \phi \delta g_{\mu\nu} + 2 \partial^\mu \phi \nabla_\mu \delta \phi. \quad (6.30) $$

The operators $O_{H}^{\mu\nu}$ and $S_{H}$, when expressed in terms of $\bar{g}_{\mu\nu}$ and $\phi$, contain only second order derivatives since they come from a Horndeski Lagrangian. Variation of the action with respect to the metric $g_{\mu\nu}$ gives the equations of motion

$$ O_{H}^{\mu\nu} - O_{H}^{\alpha\beta} \partial_\alpha \phi \partial_\beta \phi \Gamma_X \partial^\mu \phi \partial^\nu \phi + \frac{1}{2} \Xi T^{\mu\nu}_m = 0, \quad (6.31) $$

where

$$ \Xi \equiv \frac{\sqrt{-g}}{\sqrt{-\bar{g}}} = \frac{1}{\sqrt{1 + \Gamma X}}, \quad (6.32) $$

and we used eq. (6.10) for the second equality. Variation with respect to $\phi$ gives the scalar equation of motion:

$$ 2 \nabla_\mu \left[ O_{H}^{\alpha\beta} \partial_\alpha \phi \partial_\beta \phi \Gamma_X \partial^\mu \phi + O_{H}^{\mu\nu} \partial_\nu \phi \Gamma \right] - O_{H}^{\alpha\beta} \partial_\alpha \phi \partial_\beta \phi \Gamma_\phi - S_{H} = 0. \quad (6.33) $$

Contracting (6.31) with $\partial_\mu \phi \partial_\nu \phi$ yields

$$ O_{H}^{\mu\nu} \partial_\mu \phi \partial_\nu \phi = -\frac{\Xi T^{\alpha\beta}_m \partial_\alpha \phi \partial_\beta \phi}{2(1 - X^2 \Gamma_X)}. \quad (6.34) $$
Substituting back in (6.31) gives the equation of motion for $g_{\mu\nu}$,

$$
O_H^{\mu\nu} = -\frac{\Xi T_{m}^{\alpha\beta}}{2(1 - X^2 \Gamma_X)} \Gamma_X \partial^\mu \phi \partial^\nu \phi - \frac{1}{2} \Xi T_{m}^{\mu\nu},
$$

(6.35)

which is second order with respect to $g_{\mu\nu}$. However, it also contains third order derivatives of $\phi$ since $O_H^{\mu\nu}$ is second order in $\bar{g}_{\mu\nu}$, which itself depends on the gradient of $\phi$. By taking the trace of (6.35), one can find a relation expressing the third time derivative of $\phi$ in terms of at most second-order time derivatives. In this way, the equations of motion (6.35) are effectively second order in time derivatives. Finally, substituting equation (6.35) in the scalar equation (6.33), one gets

$$
\nabla_{\mu} \left[ \Xi \Gamma_X \frac{(1 + \Gamma_X) T_{\alpha\beta} \partial^\alpha \phi \partial^\beta \phi}{1 - X^2 \Gamma_X} \partial^\mu \phi + \Xi \Gamma T_{\mu\nu} \partial_{\nu} \phi \right] - \frac{1}{2} \Xi \Gamma \phi \frac{T_{\alpha\beta} \partial^\alpha \phi \partial^\beta \phi}{1 - X^2 \Gamma_X} + S_H = 0,
$$

(6.36)

which is manifestly second order. This procedure extends that given in [18] and illustrates how equations of motion that at first view look higher order can in fact be only second order.

### 7 Conclusions

Since its original appearance in [6], the galileon mechanism has proved an essential tool for modified gravity. Several concrete modified gravity proposals happen to have galileons as their basic skeleton and reduce to galileons in the appropriate decoupling limit. This leads to the possibility of classifying modified gravity scenarios according to the different inequivalent ways in which the galileons can be consistently coupled to gravity, or “covariantized”. For instance, massive gravity models can be seen as non-minimal covariantizations of the galileon [22], because they involve other degrees of freedom than simply the metric and the scalar field. If we insist on having the minimal number of degrees of freedom and equations of motion strictly of second order in derivatives, we end up in the realm of Horndeski — or generalized galileons, $G^2$ theories [9, 10].

In this paper we have studied in details the scalar-tensor theories proposed in [1], called here $G^3$. This class of theories, presented in section 3, covariantize the galileons in a minimal way, i.e. without introducing any other degree of freedom than the metric and a scalar field. However, they extend Horndeski in containing two more free functions. They can display equations of motion with derivatives higher than second order in some gauges, but such higher derivatives are in fact harmless, in the sense that they do not bring in unwanted extra degrees of freedom, as we have shown with a detailed Hamiltonian analysis in section 4. It turns out that the direct covariantization of the original galileons proposed in [6], obtained by simply substituting ordinary derivatives with covariant ones, belongs to our class of theories. As such, original galileons are “ready to go” without the need of the gravitational counterterms prescribed in [7]. Contrarily to what was previously thought, their simple minimally coupled versions are free of ghosts instabilities.

Despite the aspects of “minimality” just discussed, the covariant form of $G^3$ theories is mathematically challenging, due to the high number of derivatives and complexity of the equations involved. We have highlighted a few “handles” to manage their basic properties. First of all, the unitary gauge formulation based on a $3 + 1$ ADM decomposition, eq. (3.3), is particularly compact and reveals the basic healthy structure of the dynamical system that we are considering. Indeed, the expressions (3.3) only contain “velocities”, i.e., first time derivatives of the dynamical variables.
Important insights about scalar-tensor theories can also be given by field transformations. The simplest well-known example is constituted by Brans-Dicke theories, that maintain their basic form under a conformal rescaling of the metric tensor that depends only on the scalar field. On the other hand, the structure of our $G^3$ theories is invariant under disformal transformations, as we discussed in some detail in section 6. In particular, disformal transformations with the conformal factor depending on the scalar field only, and the disformal one depending on both $\phi$ and $X$,

$$\tilde{g}_{\mu\nu} = \Omega^2(\phi) g_{\mu\nu} + \Gamma(\phi, X) \partial_{\mu} \phi \partial_{\nu} \phi,$$

(7.1)

are the most general class of transformations that preserve the basic $G^3$ structure. This is analogous to the role played by disformal transformations with $\Gamma = \Gamma(\phi)$ for Horndeski theories, which leave them invariant [40]. We have showed that by applying eq. (7.1) to a Horndeski theory we end up in $G^3$ — another way of proving the soundness of the corresponding $G^3$ form by using (7.1).

Finally, disformal transformations also help understanding another remarkable property of $G^3$: even when minimally coupled to ordinary matter, $G^3$ exhibit a kinetic type coupling, leading to a mixing of the dark energy and matter sound speeds, and thus to a modified Jeans phenomenon [1]. In linear perturbations theory, in order to isolate the scalar propagating degree of freedom, one is implicitly de-mixing the scalar from the metric with a field redefinition. For Brans-Dicke theories this can be done at full non-linear level by simply going to the Einstein-frame metric with a conformal transformation. In our more general set of theories the mixing terms between the scalar and the metric can be higher in derivatives, in which case they are weighted by the parameter $\alpha_H$, with which we measure the departure from Horndeski. However, it is still possible to perform the de-mixing, at least at the linear level in perturbation theory. As we show in appendix C, part of the field redefinitions (5.19) that bring us to this generalized Einstein frame corresponds to a disformal transformation of the type discussed above. Because such transformations contain higher derivatives, it ends up mixing matter with the scalar field at a higher order in derivatives, thus affecting the speed of sound of both components. The phenomenology of $G^3$, which includes this type of mixing, is an interesting development of this work that we intend to pursue in the future.5

Note added: while finishing this paper, ref. [43] appeared with an analysis and results similar to those of our section 4
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A Covariant theory

Let us give more details on how to go from the Lagrangians in eq. (3.3) to their covariant versions, eqs. (3.7)–(3.10). A crucial relation needed for this calculation is

\[ K_{\mu\nu} = \frac{\phi_{\mu\nu}}{\sqrt{-X}} + n_\mu \dot{n}_\nu + n_\nu \dot{n}_\mu - \frac{1}{2(-X)} n^\lambda \nabla_\lambda X n_\mu n_\nu, \quad (\dot{n}_\mu \equiv n^\nu \nabla_\nu n_\mu), \tag{A.1} \]

which follows from (3.5) and (3.6). As the covariantization of \( L_2 \) is trivial we start from \( L_3 \). To rewrite \( K \) in terms of scalar field quantities we use the trace of eq. (A.1), \( K = -\left( \Box \phi - \phi^\lambda \nabla_\lambda X / 2X \right) / \sqrt{-X} \). Integrating by parts the term proportional to \( \nabla_\lambda X \) we obtain eq. (3.8).

For \( L_4 \) we replace the 3-d Ricci curvature \( R \) in terms of the 4-d one, \( ^4 R \), using the Gauss-Codazzi relation,

\[ ^4 R = R - K^2 + K_{\mu\nu} K^{\mu\nu} + 2\nabla_\mu (K n^\mu - n^\sigma \nabla_\rho n^\sigma), \tag{A.2} \]

after which \( L_4 \) becomes

\[ L_4 = B_4 \left( ^4 R + (A_4 + B_4)(K^2 - K_{\mu\nu} K^{\mu\nu}) - 2B_4 \nabla_\mu (K n^\mu - \dot{n}^\mu) \right). \tag{A.3} \]

Then, using eq. (A.1) and that \( \dot{n}_\mu = h_\mu^\nu \nabla_\nu X / (-2X) \), it is possible to express the quadratic combination of extrinsic curvatures as

\[ K^2 - K_{\mu\nu} K^{\mu\nu} = \frac{\left( \Box \phi \right)^2 - \phi_{\mu\nu} \phi^{\mu\nu}}{X} - \frac{\nabla_\mu X (K n^\mu - \dot{n}^\mu)}{X}. \tag{A.4} \]

After an integration by parts on the last term of eq. (A.3) we obtain

\[
L_4 = B_4 \left( ^4 R - \frac{B_4 + A_4}{X} \left[ \left( \Box \phi \right)^2 - \phi_{\mu\nu} \phi^{\mu\nu} \right] \right. \\
+ 2 \frac{B_4 + A_4 - 2X B_4 X}{X^2} \left( \phi^{\mu\nu} \phi_{\mu\nu} \Box \phi - \phi^{\mu} \phi_{\mu\nu} \phi^\nu \phi^\nu \right) \\
\left. + (C_4 + 2XC_4 X) \Box \phi + XC_4 \phi , \right.
\]

where the last line comes from rewriting the term proportional to \( B_4 \phi \) analogously to \( L_3 \) above. This equation can be rewritten as eq. (3.9) by using the definition of \( L_4^{\text{gal},1} \) in eq. (2.5) and eqs. (2.13)–(2.15).

The case of \( L_5 \) is the most cumbersome. In addition to the relations (A.1) and (A.2), we will also need the Gauss Codazzi relation

\[ R_{\mu\nu} = \left( ^4 R_{\mu\nu} \right) \parallel + (n^\sigma n^\rho \left( ^4 R_{\mu\sigma\rho} \right) \parallel - K K_{\mu\nu} + K_{\mu\sigma} K_{\sigma\nu}, \tag{A.5} \]

where a symbol \( \parallel \) denotes the projection on the hypersurface of all tensor indices, e.g. \( (V_\mu) \parallel \equiv h_\mu^\nu V_\nu \). For simplicity, let us treat the two parts of \( L_5 \) separately. Using eq. (A.1) we can rewrite the term proportional to \( A_5 \) as

\[
A_5 \left( K^3 - 3K K_{\mu\nu} K^{\mu\nu} + 2K_{\mu\nu} K^{\mu\nu} K^{\nu\rho} \right) \\
= - A_5 (-X)^{-3/2} \left[ (\Box \phi)^3 - 3(\Box \phi) \phi_{\mu\nu} \phi^{\mu\nu} + 2\phi_{\mu\nu} \phi^{\mu\nu} \phi^{\nu} \right] \\
+ 3A_5 (-X)^{-3/2} \left[ -\frac{1}{2} \phi^{\rho} \nabla_\rho X (K^2 - K_{\mu\nu} K^{\mu\nu}) - 2(-X)^{3/2} (K \dot{n}_\mu \dot{n}^\mu - K_{\mu\nu} \dot{n}^\mu \dot{n}^\nu) \right]. \tag{A.6}
\]
As we did for $L_3$, we define an auxiliary function, $F_5$, satisfying $F_5 = F_5X + A_5(-X)^{-3/2}$ and integrate by parts the last line so that up to boundary terms the above equation reads,

$$A_5(K^3 - 3KK_{\mu\nu}K^{\mu\nu} + 2K_{\mu\nu}K^{\mu\rho}K^{\nu}_{\rho})$$

$$= - A_5(-X)^{-3/2}[2(\Box \phi)^3 - 3(\Box \phi)\phi_{\mu\nu}\phi^{\mu\nu} + 2\phi_{\mu\nu}\phi^{\mu\rho}\phi^{\rho}_{\rho}]$$

$$- 3F_5\sqrt{-X}\left[\frac{1}{2}(K^3 - 3KK_{\mu\nu}K^{\mu\nu} + 2K_{\mu\nu}K^{\mu\rho}K^{\nu}_{\rho}) + K_{\mu\nu}n^\sigma n^\rho R^{\mu\rho\nu}_{\sigma\rho}\right]$$

$$- 3K_n^\sigma n^\rho R_{\sigma\rho} + \frac{X}{2}F_5\phi (K^2 - K_{\mu\nu}K^{\mu\nu}) .$$

Now we need to deal with the second part. Using the Gauss-Codazzi relations, eqs. (A.2) and (A.5), this can be rewritten as

$$B_5 K_{\mu\nu}G^{\mu\nu} = B_5\left[K_{\mu\nu}R^{(4)}G^{\mu\nu} + K_{\mu\nu}n^\sigma n^\rho R^{\mu\rho\nu}_{\sigma\rho} - Kn^\sigma n^\rho R^{\mu\rho\nu}_{\sigma\rho}\right]$$

$$+ \frac{1}{2}(K^3 - 3KK_{\mu\nu}K^{\mu\nu} + 2K_{\mu\nu}K^{\mu\rho}K^{\nu}_{\rho}) .$$

We can now replace $K_{\mu\nu}R^{(4)}G^{\mu\nu}$ using eq. (A.1) and again $\bar{n}_\mu = h_\mu^\nu \nabla_\nu X/(2X)$. Introducing a new auxiliary function defined as $G_5 = - \int B_5X(-X)^{-1/2} dX$, and integrating by parts, first on the $\phi_{\mu\nu}$ term, then on the $B_5X$ term that appears, we finally obtain

$$B_5 K_{\mu\nu}G^{\mu\nu} = G_5\phi_{\mu\nu}^{(4)}G^{\mu\nu} + \left(\frac{B_{5\phi}}{\sqrt{-X}} + G_{5\phi}\right) \phi_{\mu\nu}^{(4)}G^{\mu\nu}$$

$$+ B_5\left[\frac{1}{2}(K^3 - 3KK_{\mu\nu}K^{\mu\nu} + 2K_{\mu\nu}K^{\mu\rho}K^{\nu}_{\rho})ight.\right.$$  

$$\left.\left. + K_{\mu\nu}n^\sigma n^\rho R^{\mu\rho\nu}_{\sigma\rho} - Kn^\sigma n^\rho R^{\mu\rho\nu}_{\sigma\rho} + \bar{n}_\mu n^\nu (4)R^{\mu\nu}\right]\right] .$$

We can now combine the two parts of $L_5$, eqs. (A.7) and (A.9), and use the Gauss-Codazzi relation,

$$n_\mu n^\nu (4)G^{\mu\nu} = \frac{1}{2}(R + K^2 - K_{\mu\nu}K^{\mu\nu}) ,$$

(A.10)

to rewrite the term $\phi_{\mu\nu}^{(4)}G^{\mu\nu}$ in eq. (A.9). To simplify this further, we rewrite the combination of Riemann and Ricci that remains employing again eq. (A.7) which yields

$$L_5 = G_5\phi_{\mu\nu}^{(4)}G^{\mu\nu} - A_5(-X)^{-3/2}[2(\Box \phi)^3 - 3(\Box \phi)\phi_{\mu\nu}\phi^{\mu\nu} + 2\phi_{\mu\nu}\phi^{\mu\rho}\phi^{\rho}_{\rho}]$$

$$+ (3A_5 + XB_5X) \left[\frac{1}{2}(K^3 - 3KK_{\mu\nu}K^{\mu\nu} + 2K_{\mu\nu}K^{\mu\rho}K^{\nu}_{\rho})ight.\right.$$  

$$\left.\left.\left. + (-X)^{-3/2}(\Box \phi)^3 - 3(\Box \phi)\phi_{\mu\nu}\phi^{\mu\nu} + 2\phi_{\mu\nu}\phi^{\mu\rho}\phi^{\rho}_{\rho}\right]\right]$$

$$- \frac{X}{2}G_{5\phi} + \frac{B_{5\phi}}{\sqrt{-X}} R - \frac{X}{2}G_{5\phi}(K^2 - K_{\mu\nu}K^{\mu\nu}) .$$

(A.11)
For the last step, we rewrite the cubic combination of extrinsic curvatures using eq. (A.1) and rewrite the last line analogously to $L_4$, which finally leads to

$$L_5 = G_5^{(4)}(\phi)_{\mu
u}\phi^{\mu\nu} - (X)^{-3/2}A_5 \left[ \left( \Box \phi \right)^3 - 3 \left( \Box \phi \right) \phi_{\mu\nu} \phi^{\mu\nu} + 2 \phi_{\mu\nu} \phi^{\alpha\beta} \phi_{\alpha\beta} \right]$$

$$- \frac{XB_5}{(X)^{5/2}} \left[ \phi_{\mu\nu} \phi_{\mu\nu} - 2 \phi_{\mu\nu} \phi_{\nu\rho} \phi_{\rho} - \phi_{\mu\nu} \phi_{\rho\lambda} \phi_{\lambda} + 2 \phi_{\mu\nu} \phi_{\nu\rho} \phi_{\rho\lambda} \phi_{\lambda} \right]$$

$$+ C_5 (\phi)^2 \phi_{\mu\nu} \phi_{\mu\nu} + (D_5 + 2XD_5) \Box \phi + XD_5 \phi,$$

where, again, the last line comes from applying the method of $L_4$ to the last line of eq (A.11). To rewrite this expression as eq. (3.10) we use the definition of $L_{5,\text{gal}}$, eq. (2.6), and eqs. (2.13)–(2.16).

### B Connection to the building blocks of dark energy

The dynamics of cosmological perturbations around a FLRW background in the presence of dark energy and modifications of gravity can be systematically studied using the Effective Field Theory of Dark Energy, introduced in refs. [11, 15–17, 37] in the case where dark energy can be described by a single scalar degree of freedom. In particular, ref. [11] proposed a minimal description of dark energy and modified gravity encompassing all existing models in terms of quadratic Lagrangian operators leading to at most two derivatives in the equations of motion, the so-called Building Blocks of Dark Energy. In this section we would like to make the connection between these operators, the unitary gauge Lagrangians in eq. (3.3) and the parametrisation introduced in ref. [14].

As in [11], let us consider a Lagrangian which is a function of $N$, $K$, $R$, $S$ and $\mathcal{Y}$, where $S \equiv K_{ij}K^{ij}$ and $\mathcal{Y} \equiv K_{ij}R^{ij}$, i.e.,

$$L = L(N, K, S, R, \mathcal{Y}),$$

such as eq. (3.3). To isolate linear perturbations, we focus on the quadratic action. This can be expanded at second order in the perturbations around a flat FLRW metric, $ds^2 = -dt^2 + a^2(t) d\vec{x}^2$, using that $\sqrt{-g} = \sqrt{k}N$ and that $\sqrt{h}|_0 = a^3$ on the background. Then, integrating by parts the term linear in $K$ and using the background equations of motion (the details of these calculations can be found in [11]) the second-order action can be rewritten as

$$S_2 = \int d^4x \delta_2(\sqrt{-g}L)$$

$$= \int d^4x \frac{M^2(t)}{2} \left\{ \delta_2 \left[ \sqrt{-g} \left( \phi R - 6H^2 + 2\rho_m/M^2 - \frac{2}{N}(2\dot{H} + (\rho_m + \rho_m)/M^2) \right) \right] \right\} (B.2)$$

$$+ 2H\alpha_M(t) \delta_2 \left[ \sqrt{h}(K - 2H) \right] + \alpha_T(t) \delta_2 \left( \sqrt{h}R \right)$$

$$+ a^3H^2\alpha_K(t) \delta N^2 + 4a^3H\alpha_B(t) \delta N \delta K + a^3 \alpha_H(t) \delta NR \},$$
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where we have introduced the time-dependent quantities

\begin{align}
M^2 &\equiv 2L_S, \\
\alpha_M &\equiv \frac{L_S}{HLS}, \\
\alpha_K &\equiv \frac{2L_N + L_{NN}}{2H^2L_S}, \\
\alpha_B &\equiv \frac{2HL_{SN} + L_{KN}}{2HL_S}, \\
\alpha_T &\equiv \frac{L_R + \dot{L}_Y/2 + 3HLY/3}{L_S} - 1, \\
\alpha_H &\equiv \frac{L_R + L_{NR} + 3HLY/2 + HL_NY}{L_S} - 1,
\end{align}

(B.3)
evaluated on the background. Notice that to remove the dependence of action (B.1) on \(Y\) and obtain eq. (B.2) we have used the relation [11]

\[ \lambda(t)Y = \frac{\lambda(t)}{2} RK + \frac{\dot{\lambda}(t)}{2N} R, \]

(B.4)
valid up to boundary terms.

For a constant \(M\), the first line of action (B.2) describes second-order metric perturbations in a \(\Lambda\)CDM universe. The parameters in eq. (B.3) appear naturally as the coefficients of the second-order expansion of \(L\) beyond this standard case. This expansion makes it also clear that these are the minimal number of parameters describing the dynamics once the background expansion history, \(H(t)\), and the matter content, i.e. \(\rho_m(t_0)\) and its equation of state, are given.

Not surprisingly, the first 5 of these parameters are the same as those proposed in ref. [14]. The last one is new and parameterizes a deviation from Horndeski theories. Using \(L = L_2 + L_3 + L_4 + L_5\), in eq. (5.3) we have written these parameters in terms of the functions \(A_i\) and \(B_i\) appearing in the Lagrangians (3.3).

In ref. [11] we explicitly separated the operators affecting the perturbations from those fixed by the background evolution, writing the action as

\[
S = \int d^4 x \sqrt{-g} \left[ \frac{M^2}{2} f(t)(^4)R - \Lambda(t) - c(t)g^{00} + \frac{M_1^2(t)}{2} (\delta g^{00})^2 - \frac{m_2^2(t)}{2} \delta K \delta g^{00} \\
- m_3^2(t) (\delta K^2 - \delta K_{\mu}^\nu \delta K^{\nu \mu}) + \frac{\tilde{m}_4^2(t)}{2} R \delta g^{00} \right].
\]

(B.5)

As explained in [11, 15–17], the functions \(c\) and \(\Lambda\) are fully specified by the background expansion history. We are thus left with 6 free parameters in this action. As expected, there is a simple relation between these parameters and those in eq. (B.3). Indeed, at second order
the above action reduces to eq. (B.2) with the following dictionary between the two notations,

\[ M^2 = M_2^2 f + 2m_4^2, \]
\[ \alpha_M = \frac{2\dot{M}}{M H}, \]
\[ \alpha_K = \frac{2c + 4M_4^4}{M^2 H^2}, \]
\[ \alpha_B = \frac{M_4^2 \dot{f} - m_3^2}{2M^2 H}, \]
\[ \alpha_T = \frac{2m_4^2}{M^2}, \]
\[ \alpha_H = \frac{2(\tilde{m}_4^2 - m_4^2)}{M^2}. \]  

(B.6)

To see this, one can use \( g_{00}^0 = -1/N^2 \) and rewrite the term proportional to \( c \) up to second order as

\[ -cg_{00}^0 = -\frac{c}{N}(1 - \delta N) - c\delta N^2. \]  

(B.7)

The last term combines with the operator proportional to \( M_4^4 \). Moreover, one can rewrite the term proportional to \( m_4^2 \), up to boundary terms, as

\[ m_4^2 \left( \delta K^2 - \delta K_{\mu}^\nu \delta K^{\mu}_{\nu} \right) = m_4^2 \left( (4)R - R - 6H^2 + 4HK \right) + 2(m_4^2) \frac{K}{N} \]
\[ = m_4^2 \left( (4)R - R \right) + \left[ M_4^2 \dot{f} + 2(m_4^2) \right] \frac{K}{N} \]  

(B.8)

and use the background equations of motion for the last two terms.

Finally, it is also easy to make connection with the (slightly different) notation adopted in [44], where the phenomenological aspects of dark energy were studied by using the formalism developed in [11, 15–17, 31]. There, the time-dependent “Planck mass squared” \( M_4^2 f(t) \) was pulled out of the action,

\[ S = \int d^4x \sqrt{-g} \frac{M_4^2 f(t)}{2} \left[ (4)R - 2\lambda(t) - 2C(t)g^{00} + \mu_3^2(t)(\delta g^{00})^2 - \mu_3(t) \delta K \delta g^{00} + \epsilon_4(t) \left( \delta K_{\mu}^{\nu}, \delta K^{\nu}_{\mu} - \delta K^2 \right) + \frac{\dot{\epsilon}_4(t)}{2} R \delta g^{00} \right], \]  

(B.9)

so that the natural order of magnitude of the time-dependent coefficients (inside the square brackets above) is the Hubble parameter to the appropriate power. This is also evident by
the following dictionary

\[ M^2 = M_s^2 f (1 + \epsilon_4), \]
\[ \alpha_M = \frac{\epsilon_4}{H (1 + \epsilon_4)} + \frac{\mu}{H}, \]
\[ \alpha_K = \frac{2C + 4\mu_3^2}{H^2 (1 + \epsilon_4)}, \]
\[ \alpha_B = \frac{\mu - \mu_3}{2H (1 + \epsilon_4)}, \]
\[ \alpha_T = -\frac{\epsilon_4}{1 + \epsilon_4}, \]
\[ \alpha_H = \frac{\epsilon_4 - \epsilon_4}{1 + \epsilon_4}. \] (B.10)

C Disformal transformation in Newtonian gauge

In this appendix we show that (part of) the change of variables introduced in section 5.3 in order to de-mix the metric Newtonian potentials and the scalar field can be understood in terms of a disformal transformation. In particular, we restrict to the $G^3$ Lagrangian $L_4$ in eq. (3.3), given in terms of the metric $g_{\mu\nu}$, and we show that after the disformal transformation (6.13) with $\Gamma = \Gamma_4$ satisfying eq. (6.17), all the couplings proportional to $\alpha_H$ disappear from action (5.18). To maintain the usual background time-time component of the barred metric, $\bar{g}_{00}(0) = -1$, together with the field redefinition (6.13) we also perform a time coordinate change,

\[ \bar{t} = \int \sqrt{1 - \Gamma_0} \, dt - \alpha, \quad \alpha \equiv \frac{\Gamma_0}{\sqrt{1 - \Gamma_0}} \pi, \] (C.1)

where $\Gamma_0$ is the background value of $\Gamma$. The change $t \to t - \alpha$ ensures that $\bar{g}_{00} = g_{00}$ and that we thus remain in Newtonian gauge (see eq. (5.16)). Using $\phi = t + \pi$, the combination of eq. (6.13) and the above time redefinition gives, up to linear order,

\[ \bar{g}_{00} = g_{00} + \frac{\Gamma_0 (1 + 2 \dot{\pi})}{1 - \Gamma_0} - 2 \frac{d\alpha}{dt}, \quad \bar{g}_{0i} = g_{0i} = 0, \quad \bar{g}_{ij} = g_{ij}, \] (C.2)

where a dot always denotes the derivative with respect to $t$. Expanding $\Gamma$ to linear order and defining $\bar{g}_{00} \equiv -(1 + \Phi)$ and $\bar{g}_{ij} = \alpha^2 \bar{t} (1 - 2 \bar{\Psi}) \delta_{ij}$, we obtain, for the potentials in the barred frame,

\[ \bar{\Phi} = \frac{(1 - \Gamma_X) \Phi + \Gamma_X \dot{\pi}}{1 - \Gamma_0} + \frac{\dot{\Gamma}_0 \pi}{2 (1 - \Gamma_0)^2}, \quad \bar{\Psi} = \Psi - \frac{\Gamma_0}{1 - \Gamma_0} H \pi. \] (C.3)

Since the time has been redefined according to eq. (C.1), $\pi$ in the barred frame reads

\[ \bar{\pi} = \frac{1}{\sqrt{1 - \Gamma_0}} \pi, \] (C.4)

where we have used $\pi = -\delta t$ and $\bar{\pi} = -\delta \bar{t}$.

We can rewrite the time dependent quantities $\Gamma_0$, $\dot{\Gamma}_0$ and $\Gamma_X$ in terms of the quantities $\alpha_i$ and $\bar{\alpha}_i$, using the definitions of $\alpha_i$ in eq. (5.3) together with the metric transformation (6.13) and eqs. (6.14) and (6.15). This yields

\[ 1 - \Gamma_0 = \frac{1 + \alpha_T}{1 + \bar{\alpha}_T}, \quad \dot{\Gamma}_0 = \frac{1 + \alpha_T}{1 + \bar{\alpha}_T} (\alpha_M - \bar{\alpha}_M), \quad \Gamma_X = -\alpha_H. \] (C.5)
Replacing these relations in the above equations and using \( \bar{H} = H/\sqrt{1-\Gamma_0} \) due to the time redefinition, we obtain

\[
\bar{\Phi} = 1 + \frac{\alpha_T}{1 + \alpha_T} \left[ (1 + \alpha_H) \Phi + (\alpha_M - \bar{\alpha}_M) H \pi - \alpha_H \bar{\pi} \right], \\
\bar{\Psi} = \Psi + \frac{\alpha_T - \bar{\alpha}_T}{1 + \alpha_T} H \pi, \\
\bar{\pi} = 1 + \frac{\alpha_T}{1 + \alpha_T} H \pi.
\]

(C.6)

These are the field redefinitions in Newtonian gauge between the two frames. One can use these relations, together with an expression for \( \bar{\alpha}_B \) and \( \bar{\alpha}_K \) as a function of the other quantities, to rewrite action (5.18) in the barred frame, where all the couplings proportional to \( \alpha_H \) disappear. Here we simply check, using the relations above and

\[
\bar{\alpha}_B = -1 + \frac{1 + \alpha_B}{1 + \alpha_H} \frac{1 + \alpha_T}{1 + \alpha_T}, 
\]

(C.7)

that \( \Phi_E \) and \( \Psi_E \) given in eq. (5.19) become, as expected,

\[
\Phi_E = \frac{1}{1 + \alpha_T} \bar{\Phi} + \left( \frac{1 + \alpha_M}{1 + \alpha_T} - 1 - \bar{\alpha}_B \right) \bar{H} \bar{\pi}, \\
\Psi_E = \bar{\Psi} - \bar{\alpha}_B \bar{H} \bar{\pi}.
\]

(C.8)
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