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Abstract: Intelligent mobile robots that can move independently were laid out in the real world around 100 years ago during the second world war after advancements in computer science. Since then, mobile robot research has transformed robotics and information engineering. For example, robots were crucial in military applications, especially in teleoperations, when they emerged during the second world war era. Furthermore, after the implementation of artificial intelligence (AI) in robotics, they became autonomous or more intelligent. Currently, mobile robots have been implemented in many applications like defense, security, freight, pattern recognition, medical treatment, mail delivery, infrastructure inspection and developments, passenger travel, and many more because they are more intelligent nowadays with artificial intelligence technology. To study the developments of mobile robots, we have studied an extensive literature survey of the last 50 years. In this article, we discuss a complete century of mobile robotics research, major sensors used in robotics, some major applications of mobile robots, and their impact on our lives and in applied engineering.
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1. Introduction

The word ‘robot’ was first introduced in the real world in 1920 through the play ‘Rossum’s Universal Robots’ written by the Czech Karel Capek [1]. Robots become intelligent and autonomous after the implications of computer software and cybernetics in the field of robotics science [2]. An intelligent, vigorous robot is a machine that operates in a relatively unknown and unpredictable environment. It is also known as an autonomous mobile robot. Any robot will be intelligent or autonomous if the robot has the potential to navigate freely without obstruction and the intelligence to circumvent any obstacle situated within the surrounding movement. The most famous definition of a robot was given by the Robot Institute of America, which states: ‘A robot is a multifunctional, reprogrammable manipulator designed to move materials, tools, specialized devices or parts, through motions integrated with variable programming for the performance of different tasks’ [3]. A mobile robot performs any predefined task with the help of an artificial intelligence algorithm. A mobile robot is a special type of software-controlled machine which utilizes sensors and other technologies to recognize its environment and follow its predefined task. The autonomous robot usually follows three steps, perception (sense), planning and interpretation (process), and movement (action), to do a predefined task. Although a mobile vehicle performs those tasks that are associated with humans, there are some common functional components during the performance of a similar task by a human and a mobile robot. A mobile robot does not need to look or act like a human [4]. Perhaps the most important and interesting aspect of mobile robots is the spectrum of
underlying problems that range from complex mathematical problems to extremely logical ones [5]. In the last five decades, research in the field of robotics science has been extensively carried out. This paper presents a scenario of the development of mobile robots and their implications in the real world. The first humanoid robot was built in 1950 by Tony Sale in the United Kingdom. The name of the robot was “George,” with a height of 6 feet. The robot George was able to walk and talk [6]. The first humanoid robot was just built for £15 using metal collected from a crashed bomber plane called Wellington. When Mr. Tony Sale built this robot, he was only 19 years old. Figure 1 illustrates the internal structure of the robot ‘George’.

![Figure 1](image1.png)

**Figure 1.** The first humanoid robot George was capable of walking by shaking its feet and was remote-controlled [6].

The history of mobile robots cannot be illustrated without discussing Shakey the robot, which was developed in the late 1960s. It was the first mobile robot which had the capacity to apprehend and cause regarding its surroundings. It was developed by a group of engineers at Stanford Research Institute (SRI) supervised by Charles Rosen, and the work was funded by the Defense Advanced Research Projects Agency (DARPA) [7]. Figure 2 is the image of the robot, Shakey, with Charles Rosen in 1983.

![Figure 2](image2.png)

**Figure 2.** The robot Shakey with Charles Rosen in 1983 [7].
An American mathematician Norbert Wiener has an important contribution to the development of mobile robots because he developed the science of cybernetics. Cybernetics plays an efficient role in the development of intelligent robots. Claude Elwood Shannon was an American electrical engineer who developed information theory. Shannon’s mouse was created in 1950. Shannon’s mouse was a mechanical mouse that was able to move around a labyrinth because it was controlled by a circuit of the electromechanical relay. This mouse is considered the first artificial learning device. The Ducrocq family invented Miso, a cybernetic animal and remote-controlled vehicle, in 1953. The cybernetic animal Miso was developed in five different types known as M1, M2, M3, M4, and M5, consecutively [8]. Figure 3 is an image of the robot Miso-1 with his developer Albert Ducrocq captured in the 1950s.

![Figure 3. An image of Albert Ducrocq and his robot Miso-1 in 1950s [8].](image)

Modern robotics industries are producing more advanced mobile robots with advancement and research in the fields of electronics devices, software, artificial intelligence (AI), computers, science, and technology. Autonomous robots have become more applicable in industrial and commercial settings today. The most advanced and intelligent humanoid robot, ‘Ameca’, was developed by Engineered Arts and entered the public domain in January 2022 at the Consumer Electronics Show (CES) [9]. This robot has face detection technology and cameras in its eyes. It can understand language and speak back. The most interesting feature of this robot is that it can mimic the facial expressions of human beings and have human-robot interaction properties. Figure 4 shows an image of the robot Ameca. This article provides an outstanding comprehensive idea about the historical development, functionality, and future research perspectives of mobile robots.

![Figure 4. Image of the robot Ameca [9].](image)
AI was established as a discipline in academics in 1956. Standard objectives of research in the field of AI include knowledge, perception, reasoning, learning, representation, planning, natural language processing, and the ability to move independently and manipulate objects [10]. Researchers and technologists in AI fields have reshaped and integrated a broad range of problem-solving techniques, including mathematical and search optimization, artificial neural networks, formal logic, and methods depending on probability, economics, and statistics. AI techniques are also applied in other fields of study and research such as psychology, philosophy, computer science, linguistics, robotic science, and many more fields. In recent years, AI integration in almost every field of study and research has increased rapidly, which is why every researcher in this world is excited to work with this technology.

The application of AI techniques in the field of robotic science plays a crucial role in developing smart robots. Robotics and AI are a powerful ideal integration for automating work outside and inside the industrial setting. In the last decades, AI has achieved a rapidly growing common presence in robotic solutions, introducing learning and flexibility abilities in previously rigorous applications [11]. Modern drone fighter planes are the best example of modern robots that use AI technology in their operations. AI technology has two subcategories, which are machine learning (ML) and deep learning (DL). ML and DL can be implemented in robots to obtain more precise and better outcomes. These technologies are also implemented in robotics science for a wide range of military application purposes. Figure 5 shows the relationship between AI, ML, and DL.

![Diagram showing the relationship between AI, ML, and DL.](image)

**Figure 5.** Relationship between AI, ML, and DL.

The word ‘robotics’ was used by a writer, Isaac Asimov, in his short essay ‘Runabout’ in 1942. Asimov described robotics’ role in human society in a better way. Mobile robotics’ working laws have been well described by Asminov. Asimov presented three laws of robotics, and these laws are still meaningful [12].

- First law: A robot should not harm a human being or, with inaction, permit a human being to harm them.
- Second law: A robot should follow the tasks specified by a human except in the case where the first law conflicts with the situation.
- Third law: A robot should save its existence except in the cases where the first and second laws conflict with the situation.
In the last 100 years, various research has been conducted in the field of mobile robotics. Figure 6 illustrates some major research and events that have happened in the last 100 years in the field of robotics engineering.

![Diagram showing important events in the field of robotics science in the last 100 years](image)

**Figure 6.** Some important and major events in the field of robotics science in the last 100 years (sources: Google search engine).
2. Literature Survey

A variety of research has already been done in the last five decades. We have surveyed the most famous research carried out in the last five decades for almost every area of issues related to mobile robots, according to the IEEE database.

2.1. From 1970 to 1980

In a research paper, Kirk et al. (1970) [13] proposed a dual-mode algorithm to send an intelligent mobile rover to other planets to explore uncertain terrain. Gaussian functions for probability density were used to find the optimal path for the rover in uncertain terrain. Cahn et al. (1975) [14] developed an algorithm to solve problems in robot navigation and the avoidance of obstacles with the help of information of the range defined in the environment. This algorithm system requires a very small amount of memory from minicomputers. McGhee et al. (1979) [15] presented an extension of limb coordination for mobile robots in the case of terrain that constitutes regions not fit for weight-bearing. The computer simulation study formulates a heuristic algorithm to avoid the regions which are not fit for weight-bearing.

2.2. From 1981 to 1990

Blidberg (1981) [16] studied the effect of the microprocessor type on the intelligent mobile robot and reviewed the increasing memory size and distributed processing and the consequent effect on communication, mission capabilities, navigation, and control. Thorpe (1983) [17] presented a study on the CMU rover which was developed in the Robotics Institute of Carnegie-Mellon University at that time. This article explained the FIDO Vision and navigation system of the CMU rover, as well as the working principle of the rover. Harmon (1984) [18] provided a one-person perspective on the problem of planning the route in unknown natural terrains for the operation of autonomous mobile robots. This paper explained, in brief, obstacle sensing problems and the reasoning for dynamic situations, non-geometric conditions, and geometric conditions. Computer-aided design was presented in Meystel et al. (1984) [19] based on the database relationship provided at the initialization of the design process. This approach is implemented in mobile robots and multi-link manipulators. Keisley et al. (1985) [20] presented work to develop intelligent vehicle control technology. The proposed work was focused on the implementation of the artificial intelligence technique in an autonomous system. The main goal of this technique was the development of a comprehensive capability that can be expertise to a DoD application.

Harmon et al. (1987) [21] proposed a robot for ground surveillance that can move freely in unknown terrain. The ground surveillance robot followed, fusing information from acoustic and vision-ranging sensors into avoidance points and local goals. The strategy for avoiding obstacles with the help of ultrasonic sensors was described in Borenstein et al. (1988) [22], and the ultrasonic sensors and their limitations on the algorithm of obstacle avoidance were explained in detail. Fujimura et al. (1989) [23] presented a method for path planning in the case of moving obstacles. Here, a set of polygonal obstacles was taken and focused on creating a path for the navigation of autonomous robots in the plane of two dimensions. Time is the main factor in this methodology. Luo et al. (1989) [24] presented a methodology to integrate multisensory technology into an intelligent system to enhance the overall capabilities of the system. A survey was done on this aspect such that the integration of multisensory and fusion with the intelligent system has increased in recent years. Additionally, this article focused on minimizing modeling errors or uncertainty in the fusion and integration process. Griswold et al. (1990) [25] proposed an optimization control approach that was capable of the deceleration and acceleration of mobile robots. The optimization control approach was applied to mobile robots in the case of moving objects for the avoidance of collisions between the mobile robot and moving
objects. The collision probabilities were taken as constraints of the objective function, and a collision-free environment was developed by simulation results.

2.3. From 1991 to 2000

Shiller et al. (1991) [26] presented a method for the motion planning of autonomous robots moving on regular terrain. The proposed methodology obtained the mobile robot’s speeds and the geometric path that minimize the time of motion considering terrain topology, surface mobility, obstacles, and vehicle dynamics. The avoidance of dynamic obstacles by the intelligent mobile robot was carried out by the hidden Markov model, which was proposed by Zhu (1991) [27]. The hidden Markov model-based algorithm for stochastic motion control was developed. Additionally, the characteristics that differentiated the motion control and the visual computation requirements were discussed in dynamic domains from those in static domains. Manigel et al. (1992) [28] proposed a method for controlling a mobile robot by computer vision. The method provided proper guidance for mobile robots along roadways depending on given visual signals. The algorithms were developed to utilize a Kalman filter and geometric coordinate transformation to locate the relative position of the mobile robot on the road and identify the curvature of the road ahead. Yuh et al. (1993) [29] presented a neural network-based controller for remotely operated vehicles. Three learning algorithms of a neural network controller for online implementation were described with an equation of criticism. The performance of the learning algorithms was compared and analyzed with computer simulation. Gruver et al. (1994) [30] provided a comprehensive study of recent developments of autonomous robotics in the manufacturing systems, services, and aids of robotics for disabled human beings. The references highlighted the advances in robot control, sensor integration, walking machines, mechanical hands, powered prostheses, and manufacturing automation. Guldner et al. (1995) [31] introduced a controlling strategy in a sliding mode to track the gradient of the artificial potential field. The methodology of control applies to robotic systems of a fully actuated holonomic with freedom of n-degrees. A brief study of autonomous robots introduced the equilibrium point placement method for designing harmonic planners for potential fields in the circular form of obstacle security zones.

Campion et al. (1996) [32] analyzed the structure of the dynamic and kinematic models of autonomous robots. For each model, mobility, controllability, reducibility, holonomy, feedback equivalence, and configuration of the motorization were discussed. Hall et al. (1997) [33] described multisensory data fusion. This paper provided a tutorial on data fusion, process models, an introduction to data fusion applications, and identification of applicable techniques. Divelbiss et al. (1997) [34] presented the results of experimental data on the tracking of a car trailer system’s control. This experiment had three steps: generating an offline path with the help of an algorithm of a path space iterative, linearizing the model of kinematics about a trajectory, which was created with the help of path, and finally, applying a linear time-varying quadratic regulator to find the trajectory. Dias et al. (1998) [35] described a pursuit simulation. This article provided a solution for the difficulty in pursuit of moving objects on a plane with the help of a mobile robot and a system of active vision and addressed problems of visual smoothness and visual fixation pursuit, navigation with the help of compensation for movements of systems, and visual feedback. Algorithms for control and visual processing were described. Suzumori et al. (1999) [36] developed a robot for micro inspection for 1-in pipes. The diameter and length of the robot were 23mm and 110mm, respectively. The robot was equipped with a high-quality micro-CCD camera (charge-coupled device) and a dual hand to operate compact objects in pipes. The proposed robot for micro inspection could travel through both curved and vertical sections of pipes. The performance and design of these microrobots were described in detail. Gasper et al. (2000) [37] proposed a methodology for vision-based navigation of an autonomous robot with the help of a single omnidirectional camera in indoor environments. The mobile robot was controlled to follow a predefined path with higher accuracy.
by locating the visual landmarks on the ground plane with the help of bird’s eye views through the camera.

2.4. From 2001 to 2010

Martinez et al. (2001) [38] drew a comparison between principal components analysis (PCA) and linear discriminant analysis (LDA). As far as previous research showed, object recognition by LDA-based algorithms was superior to PCA-based algorithms. However, this research explained that this case is not always true. In the case of a small training data set, PCA is superior to LDA. DeSouza et al. (2002) [39] studied the developments in the domain of vision for navigation of mobile robots in the last 20 years. The survey included both outdoor and indoor navigation. The cases of navigation using object recognition, optical flows, and techniques of paradigm appearance based on environments were discussed in this article. Lee et al. (2003) [40] proposed a novel approach to locate the position of an autonomous robot with the help of a moving object image. This approach integrated data from the observed location with the help of the estimated position and the dead reckoning sensors, using captured moving objects images by a stationary camera to locate the position of a mobile robot. This approach was applied to a moving object on the wall to describe the reduction of uncertainty while locating the location of a mobile robot. The human-robot interaction in the field of rescue robotics was discussed in Murphy (2004) [41]. The article presented a short description of the major human-robot interaction issues in the number of human reductions, which includes control of a mobile robot, encouraging the acceptance in the domain of existing social structure, and performing maintenance with geographically dispersed teams in intermittent communications. Burgard et al. (2005) [42] proposed a technique for the exploration of coordinated multi-robots. This approach is for the coordination of multiple mobile robots, which simultaneously increases the cost of finalizing a target point and its utility. The results of the proposed algorithm demonstrated that this approach effectively and quickly distributed the mobile robots across the environment and permitted them to quickly complete their mission.

Rentschler et al. (2006) [43] presented a theoretical and practical analysis of wheeled miniature in vivo mobile robots for laparoscopy support. The main objective of this approach was to develop a mobile imaging robot integrated with wireless technology that could be placed in the abdominal cavity whenever surgery occurs. These robots provided multiple-angle views of the surgical environment to the surgeon. Davison et al. (2007) [44] presented an algorithm of real-time that could recover the monocular camera’s 3D trajectory, moving quickly in a previously unknown scene. The main factor of this approach was the sparse creation of a steady map of environmental landmarks within the range of a probabilistic framework online. This approach expanded the range of mobile vehicle systems in which SLAM might be applied usefully, nonetheless, and also opened new areas. The MonoSLAM applications for real-time mapping and 3D localization for a humanoid robot were implemented in this proposed work. Wood (2008) [45] proposed a technique to develop a small-sized insect-type micro air mobile robot using biological principle exploring. The proposed principles provided an idea on how to create better thrust to hold the flight for micro-scale vehicles. This approach showed how new paradigms of manufacturing enable the generation of the aeromechanical and mechanical sub-systems of any micro mobile robotics device capable of trajectories of the Diptera wing. Choi et al. (2009) [46] proposed two decentralized algorithms to address the allocation of a task to coordinate several autonomous robots. These algorithms were CBBA (consensus-based bundle algorithm) and CBAA (consensus-based auction algorithm). These algorithms utilized the market-based decision strategy as the decentralized task selection mechanism and used a local communication-based consensus routine as the conflict resolution mechanism to ensure the winning values of the bid. Glaser et al. (2010) [47] proposed an algorithm designed to be executed in an embedded failsafe environment with very low computation power, such as the engine control unit, to be implementable in future commercial vehicles. Additional performance indicators such as traffic rules, comfort,
travel time, and consumption can be improved by optimizing trajectories through the proposed algorithm.

2.5. From 2011 to 2021

Song et al. (2011) [48] presented a methodology for the invention and characterization of a robot for home security surveillance with automatic recharging and docking capabilities. The presented system had a docking station and a surveillance robot. The size of the surveillance robot was palm-sized, and it had three wheels with a triangular shape. The success rate of this robot was 90% after 60 different docking attempts. Stephan et al. (2012) [49] presented a review report on the social implications of technology (SSIT) society contributions in this world since the IEEE society’s founding in 1982. In addition to surveys, they studied the main important key technologies which have significant future social impacts. Security and military technologies were studied significantly in this survey. Broggi et al. (2013) [50] presented future automated vehicles which have the vision of the Intelligent Systems Laboratory (VisLab) and artificial vision, ranging from the selection of sensors up to their exclusive testing. The options of VisLab’s design were discussed with the help of the BRAiVE intelligent mobile robot as an example of a prototype. This methodology also presented final remarks on the perspective of VisLabs on future vehicles. Endres et al. (2014) [51] proposed a new mapping system that created a 3D map of higher accuracy with the help of an RGB-D camera. Sensors and odometry were not required in this approach. The impact of various parameters was discussed and analyzed, such as various visual features, the feature selection of the descriptor, and methods of validation.

Dong et al. (2015) [52] investigated design problems and formation control analysis for UAV swarm systems (unmanned aerial vehicles) to obtain time-dependent formations. First, the formation protocols were given for UAV swarm systems to get predefined time-dependent formations. The theoretical results obtained in this approach were verified on the platform of quadrotor formation. Zeng et al. (2016) [53] considered a new technique of autonomous relaying, where the relay nodes were mounted on UAVs (unmanned aerial vehicles), and therefore, the UAVs could move at a very high speed. In this approach, the authors studied the problem of maximization in systems of mobile relaying by the transmit power of source/relay optimization across the trajectory of the relay, subject to the mobility constraints in practical terms, as well as the constraint of information-causality at the relay. An iterative algorithm was proposed for relay trajectory and power allocations optimization, alternately. Rasekhipour et al. (2017) [54] presented a path planning controller for model prediction. The dynamics of the vehicle and the potential function were parts of the objective function. Therefore, during optimal path planning using vehicle dynamics, the path planning system could handle different obstacles and road structures distinctly. The controller of path planning was simulated and modeled on a vehicle model of CarSim for some complicated scenarios of the test. The outcome of this approach showed that, with the help of this path planning controller, the autonomous vehicle could avoid obstacles and observe road regulations with an accurate vehicle dynamic. Quin et al. (2018) [55] proposed a versatile and robust estimator of monocular visual-inertial state (VINS-Mono). This approach began with a robust process for the initialization of the estimator. A nonlinear method with an optimization process was applied to obtain visual-inertial odometry of higher accuracy by fusing measurements of the pre-integrated inertial measurement unit and observations of the feature. A module of loop detection in combination with coupled formulation allowed for minimum computation of re-localization. The presented work was a complete, reliable, and versatile system that was applicable for many applications which require localization with higher accuracy. Nicholson et al. (2019) [56] presented a technique for 2D (two-dimensional) object detections with various views to simultaneously evaluate a quadric 3D (three-dimensional) surface for every object and position of camera localization. This paper also included development of a model of the sensor for the detection of objects that addressed the problem of partly visible objects and
illustrated how to mutually evaluate the pose of the camera and dual constrained quadric parameters in the graph of factor-based SLAM having a general camera perspective.

Yurtsever et al. (2020) [57] discussed the emerging technologies and common practices in autonomous driving. This study also described issues with automated driving, such as unsolved problems and technical aspects. The study included emerging methodologies, present challenges, system architectures of a high level, and core functions having mapping, planning, perception, human-machine interfaces, and localization, which were reviewed thoroughly. Zhu et al. (2021) [58] reviewed deep reinforcement learning (DRL) methods and a DRL-based navigation framework. Then, it made a systematical comparison and analysis of the differences and relationships between four major application scenarios: indoor navigation, social navigation, and local obstacle avoidance. Lastly, the development of DRL-based navigation was described.

3. Autonomous Navigation of a Mobile Robot

Autonomous mobile robots are equipped with sensors and cameras; if they observe an unexpected obstacle while maneuvering their environments, like a crowd of people or tree, or a fallen box, they will utilize a technique of navigation such as avoidance of collisions to stop, slow, or divert their path around the object and then continue with their predefined mission [59,60]. With the integration of artificial intelligence in mobile robotics, robots can become more advance and efficient in all applications. Computer vision and image processing play a vital role in the movement of autonomous robots with higher accuracy of path planning. Various visual skills are considered desirable in computer vision, among the most important being determining the range of objects in the predefined environment [61]. An accurate and collision-free path planning is mandatory for the movement of mobile robots to perform their assigned task with greater accuracy [62]. The navigation of mobile robots in tropical conditions is the main and most important section for researchers for the real-world implementation of robots. Figure 7 illustrates the control system of a mobile robot. This system is divided into three parts: reasoning, process, and context. The reasoning is the part where the robot makes decisions and localizes the appropriate path to perform its task. The process is the part where controlling the motion of the robot by utilizing the sensors is performed or all dynamic steps performed in between two different states, and it has haptic feedback. Lastly, context is the part of the control system where the representation of the state is performed, and commands for motion are tailored to maintain the contexts of movement.

![Figure 7. Closed-loop robot control of the sensorimotor type [63].](image)
In recent years, researchers have been focusing on AI-based control strategies, such as sliding mode control systems, fuzzy logic-based control systems, agent-based control systems, ANN-based control systems, etc., for the navigation of mobile robots. One of the major utilizations of AI in the field of mobile robots is to develop a better-quality control system for the autonomous navigation of mobile robots. The genetic algorithm with an artificial neural network is an evolutionary technique for the estimation of optimal parameters for the gimbal joints of the mobile robot to optimize the robotic models [64]. The algorithm for the navigation of mobile robots is based upon the velocity during the methodology of obstacle avoidance and the algorithm for guidance-based tracking. A fuzzy logic-based decision-maker can be developed to integrate the two predefined algorithms intelligently [65]. There are various methods that have been developed for the purpose of optimization in the planning of trajectory for the manipulators of robots. For finding an optimal trajectory, position estimation can be done through the 3RUU robot. After that, an objective function must be defined with two minimized terms, where the first term is associated with the total operation time and the second one is associated with the combination of the squared jerk towards the trajectory [66].

Navigation is a basic and most vital problem of mobile robots. Deep reinforcement learning plays an important role in the navigation of the mobile robot because of its powerful experience and representation learning abilities. It can be implemented for indoor navigation, social navigation, local obstacle avoidance, and multi-robot navigation. Nowadays, solutions for autonomous driving are based on machine learning and artificial vision for the perception of the environment and accelerating decision-creating tasks. This technique can be utilized for the navigation of robots in the indoor environment. The navigation of a mobile robot can be commanded with the robotic operating system, which follows the classification output of an accelerator for the convolutional neural network in the field-programmable gate array integrated into a sensor of neuromorphic dynamic vision [67]. Figure 8 shows one of the best examples of the modern mobile robot, which is known as the Spot dog.

![Image](image.jpg)

**Figure 8.** Spot dog mobile robot developed by Boston Dynamics [68].

Autonomous navigation is the most important requirement for any intelligent mobile robotics system. For autonomous navigation in an environment, an autonomous mobile vehicle must perform SPLAM (simultaneous planning, localization, and mapping). A mobile robot should perform localization, mapping, and planning consecutively to operate
successfully in the environment. If any of these three activities is absent, then a robot cannot walk autonomously in real-life deployment scenarios. Figure 9 illustrates the complete scenarios for the autonomous navigation of an intelligent mobile robotics system and describes all the steps and functionalities taken by a robot to perform its task freely without any obstruction. If any mobile robot just follows these navigation steps with proper guidance, then the robot performs its defined tasks with higher accuracy and in much less time compared to other normal robots.

![Figure 9. Interactions of activities of autonomous navigation of mobile robots.]

3.1. Mapping

Mapping is the procedure of designing a map of the predefined environment for the movement of robots to perform their task with greater accuracy [69]. Mapping enables a mobile robot to be aware of the changes in the predefined environment across the meantime of the navigation in a prevailing map or in a map that is generated online. The environment changes may be due to the availability of a new path or a predefined path that is not available, some changes in the condition of environments, or any other changes.

3.2. Localization

Localization is the procedure for finding where an autonomous robot is situated in the environment. It is very important to find the place from which a robot can start its mission [70]. Various methods have been derived for the localization process. This process can be achieved with the help of a GPS sensor. However, the low cost of the GPS sensor has errors when implemented. Algorithms of localization have been organized with the help of sensors of proprioception such as stereo and monovision sensors and LiDAR (2D and 3D), which gives higher accuracy. Bayes filters, such as Kalman filters, particle filters, unscented Kalman filters, extended Kalman filters, etc., are being applied by fusing information gathered from different sources to estimate the localization [71].

3.3. SLAM (Simultaneous Localization and Mapping)

Mapping and localization are directly proportional to each other because if one activity gets an error, then the other activity will get an error automatically. Therefore, these two activities should be estimated in conjunction. These two activities are addressed together using SLAM algorithms [72]. SLAM is the algorithm in which mapping and localization occur at the same time. SLAM can be performed with the help of different sensors such as monocular vision sensors, 2D, 3D LiDAR, and stereo vision sensors [73]. The SLAM algorithms are based on Bayes filtering techniques and SLAM approaches based on the graph. When a mobile robot reassesses an area of its environment, then with the
help of loop closure algorithms, similarities in the sensor data are estimated to correct errors of drift in localization and mapping.

3.4. Path Planning

An autonomous robot needs algorithms that provide deliberative planning of the route for an available map, as well as the capability to deliver reactive obstacle avoidance when a mobile robot approaches its goal [74]. Deliberative path planning is called global path planning, and reactive path planning is called local path planning [75]. The route planning map is generally created online and continuously updated with the help of SLAM algorithms. Path planning algorithms are based on efficient state-space search and sampling-based methods [76]. The kinematics of mobile vehicles are considered during the stages of path planning, so the planned path is better for the mobile robot to execute. Planning a path for a robot is also known as navigation. It is the most important part of autonomous vehicles. During the planning of a path for the navigation of a mobile robot, it is required to design a path that is free from obstacles. Thus, collision avoidance by a mobile robot is an important task [77].

3.5. SPLAM (Simultaneous Planning, Localization, and Mapping)

SPLAM is the process in which mapping, localization, and route planning are carried out simultaneously. This is the best way to obtain the highest accuracy during the navigation of an autonomous vehicle [78]. All activities such as location, mapping, and route planning are interdependent. Thus, if any one of them obtains errors, then the remaining will get errors. This is also known as the integrated approach, which consists of every activity of the autonomous system. Sensors are the most important part of the mobile robot.

Figure 10 demonstrates almost every type of sensor with their applications in robotics science, which are useful to move a mobile robot freely without any support. Sensors are the most important part of any robot, which allows any robot to become autonomous.

Figure 10. List of sensors utilized by the robots.
4. Some Major Applications of Mobile Robots

Mobile robots are used in various fields, including personal assistance, military surveillance and security, space and ocean exploration, healthcare, distribution, warehouse applications, and many more applications. Autonomous robots are utilized in manufacturing industries, where the execution of the robot is in a highly controlled environment. However, intelligent robots cannot always be preprogrammed to perform predefined tasks because no one can judge in advance what type of environment will require the sensorimotor transformations required by the various circumstances that the system may encounter [79]. Figure 11 shows some major and important applications of mobile robots in our daily lives. These applications include cleaning services (such as vacuum cleaning), transportation (such as autonomous vehicles and robots used in transportation), rescue and search (such as rovers used in space exploration), security and surveillance (such as border surveillance robots and autonomous military robots), education and research (such as robots for teaching and playing with kids), and customer supports provided by companies or industries by the help of 24/7 chatbots. In 2023, NASA (National Aeronautics and Space Administration) is going to send its first rover (mobile robot) to the moon. The name of this mobile robot is VIPER (Volatiles Investigating Polar Exploration Rover). This program is part of the Artemis program. This mobile robot will explore and map the resources available under and on the lunar surface, especially water or ice. This research will help investigate the presence of a sustained human on the moon [80].

![Some Major Applications of Mobile Robots](image)

Figure 11. Some major applications of mobile robots.

5. Architecture and Components of a Typical Modern Autonomous Mobile Robot

The theory of autonomy is a route to the Internet of Things vision, assuring improved integration of intelligent systems and services and minimizing the intervention of human beings. Autonomous systems contain object coordination and agents in a few common environments, which is why their simultaneous behavior achieves a collection of global
goals. A mobile robot has mainly four components, which are controllers, actuators, sensors, and power systems. Every system has agents that act as controllers of their given environment and work toward individual goals; that is why collective behavior achieves the global goals of the system. Component controllers are usually a microprocessor, personal computers, or embedded microcontrollers [81]. Actuators are motors that are used to move the robot’s arms, legs, or wheels. Sensors are used to sense the environment for the avoidance of obstacles, dead reckoning, position location, etc., depending on the requirement of the mobile robot [82]. The components of the power system are meant to supply the energy to the robots for their functioning, and they are a DC source, which means a battery. Autonomous vehicles use an advanced set of sensors, ML, and AI technology and evaluate to plan the path to explain and navigate their environment, unleashed by wired power. Figure 12 illustrates the complete modern architecture and each component of advanced intelligent robots. The architecture of intelligent systems works according to the functionality of the mobile robot. They perform three continuous functions: perceiving the property and nature of the environment, which means identifying the dynamic conditions; carrying out the actions to affect the dynamic conditions in the predefined environment; and finally, providing the reasoning to calculate perceptions and solve problems and find the actions needed for that environment [83]. An intelligent robot provides an ideal and challenging field for the illustrations of intelligent shapes. Evaluation of rational behavior that contains autonomy by the effectiveness of robots and the ability to solve tasks in multiple and well-known environments [84]. Thus, it raises an important requirement on the architecture of control systems. In recent decades, the application of the modern architecture of autonomous systems has been widely used by every automation company, as well as different types of industries. Modern intelligent mobile robots are nowadays utilized by several industries for different purposes such as remote fleet management, factory automation, networking communications, facilities optimization, remote AI or inference, data analytics, and simulation of multiple tasks.

![Figure 12. A complete list of components and architecture of modern intelligent mobile robots [85].](image)

### 6. The Mechanism of Mobile Robots

Generally, a mobile robot utilizes wheels for locomotion on the ground. An edge-AI-based intelligent mobile robot is capable of object and voice recognition, which can be applicable for searching for an object indicated by a user’s voice. Object recognition, voice
recognition, and motor control can be implemented through intelligent mobile robots [86]. The manipulator arms are normally attached to a surface and have a linkage of chains in series, which might change shape, and an end-effector or hand for object manipulation. To show the complete structure of a typical mobile robot, we use as an example a maximized mobile robot. Figure 13 shows the complete mechanism of a typical Karo mobile robot for rescue operations.

![Figure 13. 3D model of the mobile robot (Karo) [87].](image)

Mobile robots can be categorized into different types based on the types of locomotion. They might be stepping, tracked, wheeled, or ball-balancing robots [88]. Wheeled robots are the most important investigated, recognized, and frequently utilized set of mobile robots. Wheeled mobile robots are a special type of dynamic system which require an optimal torque application to the wheels of the mobile robot to obtain the required motion of the platform. Thus, algorithms of motion control in this mobile robot require considering the properties of the dynamics of the system. This type of mobile robot can obtain optimal speeds on plane surfaces, but the optimization of speed on rough terrain still needs the attention of researchers to resolve this problem. Wheeled mobile robots are generally categorized based on the number of wheels attached to a mobile robot, such as two-wheeled mobile robots, three-wheeled mobile robots, four-wheeled mobile robots, five-wheeled mobile robots, six-wheeled mobile robots, and many more. In recent years, various researchers have been focusing on omnidirectional wheels, which can allow a mobile robot to navigate in an unknown direction without having to fluctuate the orientation of the body of the mobile robot [89]. The wheeled mobile robot control system is a most difficult subject for both its practical and theoretical value. Mobile robots that are nonholonomic and omnidirectional are mostly nonlinear, and particularly nonholonomic constraints have been focused on the enhancement of better techniques for nonlinear control.

This type of robot might calculate the internal state of the environment by utilizing proprioceptive sensors or the outsider state of the environment by utilizing sensors of the exteroceptive type. The exteroceptive estimations include images collected by microphones, compasses, cameras, and others. The proprioceptive estimations include the position and orientation of the robot, wheel angular velocity, current, and temperature of...
the motor. Controlling the motion of wheeled mobile robots in an obstacle-free environment can be carried out by tracking the reference trajectory. However, if the environment has obstacles, motion control for this type of mobile robot cannot be performed by the system of reference trajectory tracking [90]. The hardware system of a typical wheeled mobile robot includes a sensor module, control module, driver module, and power module for autonomous navigation. The sensor module includes an encoder (for real-time speed estimation), an inertial measurement unit (for the estimation of integrated posture by utilizing a gyroscope, accelerometer, and magnetometer), and LiDAR (for real-time navigation with obstacle avoidance). The control module includes STM32 (embedded system board of STM32, which might utilize the algorithm of proportional integral derivative (PID) to control the rotation of the motor through the driver of the motor to realize accurate robot movement) and an industrial computer (for the entire computation for the autonomous navigation). The driver module includes a motor driver (for maintaining motor functioning through embedded system help) and a motor (for navigation). The power module includes the sources of power needed to run the robotics system [91]. Figure 14 shows the hardware structure for the navigation of wheeled mobile robots.

**Figure 14.** Hardware structure for the navigation of wheeled mobile robots [91].

7. Intelligent Control System of Mobile Robots

An intelligent control system is required to plan an efficient collaborative action between mobile robots. Intelligent control is a computationally accurate process of directing a complex system along with inadequate and incomplete representation and under insufficient specifications of how to carry it in an unknown environment toward a predefined task. Intelligent control, significantly, integrates planning with online compensation of error, which requires learning both the environment and the system to be a part of the procedure of controlling. Most significantly, intelligent control generally employs focusing attention, generalization, and combinatorial exploration as the elementary operators, which tends to a multiscale structure [92]. Algorithms such as A* and rapid random trees (RRT), path planning, and probabilistic algorithm of localization are used by autonomous cars, mobile robots, and unmanned aerial vehicles to recognize collision-free, safe, least-cost travel paths and travel collision-free from an origin to destination. Selecting an appropriate algorithm for path planning for mobile robots helps to ensure effective and safe navigation, and the best algorithm depends on the geometry of the robot as well as the
constraints of computing, including dynamic/nonholonomic and static/holonomic constrained systems [93].

7.1. The A* Algorithms

This algorithm is very simple in computation with respect to other algorithms of path planning. A* is well suitable for applications in automotive vehicles because it can be adjusted with vehicle size, vehicle kinematics, and steering angles. This algorithm is the most famous traversal algorithm of path planning. The original algorithm utilizes the least expensive path and illustrates it utilizing the function given below in Equation (1) [93]:

\[ F(n) = g(n) + h(n) \] (1)

where the optimal path cost from the node of the target to \( n \) is \( h(n) \), and the real cost from node \( n \) to the primary node is \( g(n) \).

7.2. Probabilistic Algorithms

Collaborative localization and motion planning are utilized for the path planning of multiple robotic systems. One of the major types of algorithms developed for localization is known as probabilistic algorithms for the localization of robots. In this approach, the robot needs to estimate a distribution as posterior over the area of its poses labeled on the available data. If we denote the pose of robots at time \( t \) by \( s_t \), \( m \) as the map of the environment, and the data enhancing up to time \( t \) by \( d_{0...t} \), then the position (p) of the robot is written as in Equation (2) [94]:

\[ p(s/d_{0...t}, m) \] (2)

where, \( d_{0...t} = o_0, a_0, o_1, a_1,..........., a_{t-1}, o_t \). Here, observation is denoted by \( o_t \) and \( a_t \) is considered as the action of the mobile robot at time \( t \).

7.3. The RRT Algorithms

This algorithm generates a tree by creating random nodes in the vacant area. It initiates from the initial node and ends at the target node. At every iteration, the tree extends by developing a novel random node. This algorithm is a stochastic procedure. The RRT algorithm plays an important role in finding an accurate path for the navigation of mobile robots [95]. This algorithm is very useful in the obstacle avoidance task for the navigation of mobile robots. Figure 15 represents the RRT algorithm for the path planning of mobile robots.

In this algorithm, \( q_{init} \) is the initial node, \( q_{new} \) is the new node, \( q_{rand} \) is the random node, and \( q_{near} \) is the nearest node from the novel node.

Figure 15. Representation of RRT algorithm for the path planning of mobile robots.

8. Some Major Impacts of Mobile Robots and Artificial Intelligence

Intelligent systems have brought about a major outbreak of change in human life in recent years after the integration of AI technology into the robotics system. Moreover, the
application of robotics in our society is to do everyday tasks conveniently and easily, reducing the errors caused by humans and easily saving human energy. Autonomous robots are special types of robots that can make their own decisions. These robots are different from traditional robots, which are mainly dependent upon the human expert. Modern intelligent systems are currently quite simple, mostly related to where to move or how to move, but systems have more complexity, so the use of AI techniques has increased rapidly in the real world [96]. In our daily life, we are already using autonomous robots such as vacuum cleaners, pallets used in warehouses, assistance aids for drivers, and surgical tools.

8.1. Impacts on the Workplace

Robots can work continuously every day and night without any interruption. They need only energy in the form of electricity. However, humans cannot work like robots because they need rest and food. Thus, by using robots, we can enhance production capabilities in the workplace. Additionally, when AI technology is implemented in robotics, robots will be more effective. The main reason behind the induction of intelligent systems on the job is to reduce labor costs, improve efficiency, increase production, improve outcomes, and provide many more benefits [97]. There are some major drawbacks of the implementation of intelligent robots in the workplace: It eliminates jobs, which is why unemployment will increase, but the positive impact is that it generates another type of technological job that helps to create employment.

8.2. Impacts on the Industries

The deployment of an intelligent robot will be an essential factor in productivity growth and can change global supply chains. The development of automation technology is expected to create many automated jobs for manufacturing production in developed countries [98]. Intelligent systems have an accuracy rate of approximately 100%, but human beings cause some errors. Therefore, the implementation of intelligent machines increases customer satisfaction and improves business. In recent decades, pharmaceutical companies have adopted an autonomous production system to produce a huge amount of medical equipment, medicine, vaccines, and other medical items because medical-related items are very sensitive and require higher accuracy. These days, the highest-paid jobs in software companies are machine learning or AI engineers. In addition, robotics technology is very in demand in military surveillance and firefighting. Some major disadvantages of robot implications in the industry are high initial expenses, reshaping the market of labor, a burden on the educational system to develop better technologists, and changes to the culture of corporations at every stage.

8.3. Impacts on Human Lives

Intelligent programs and robots are involved in our everyday life as an assistant. Presently, human beings are using various home appliances which are based on intelligent technology and AI, such as automatic coffee machines, automatic washing machines, robot vacuum cleaners, smart TVs, and many more. Siri and Alexa are used as personal assistants to provide a way of searching for information, controlling devices, and making orders in smart homes. The integration of robotics and AI provides a better way for researchers, scientists, and medical practitioners to do their work with better efficiency. The presence of virtual technology can provide greater precision in health diagnosis [99]. This technology helps to protect the lives of human beings by the early prediction of life-threatening diseases.

8.4. Impacts on the Human-Computer Interactions

The application of an intelligent system for interactions between users and user assistance systems is a major step toward making communication systems more convenient
and reliable. As intelligent robots become more reliable, there is a requirement to understand how human beings interact and perceive such technology. Various factors are mostly associated with human attitudes toward, acceptance of, trust in, and anxiety towards intelligent robots [100]. An advanced understanding of human attitudes toward robots should inform the future development, research, and deployment of intelligent systems in several domains of individual and public life. Figure 16 shows a complete communication system between the user and the user assistance system. The user section mainly contains human cognition, such as perception, attention, cognitive effort, and mental load, human behavior, such as activity, decisions, and task performance, and finally, human effects, such as emotion, satisfaction, stress, and physiology. The user assistance system is divided into two-part user interfaces in the form of interactivity, such as biofeedback, communication, multichannel access, natural language, and social cues, and a backend interface in the form of intelligence, such as machine learning, machine translation, natural language processing, speech recognition, affect recognition, and bio signal processing.

![Figure 16. An ideal interaction system between a user and user assistance system [101].](image)

The best way to support human beings in the utilization of smart systems is by providing user assistance that can be applied in several different forms, such as guidance systems, robot advisors, virtual assistants, conversational agents, and recommendation agents [101]. User assistance is the capability of an intelligent system to assist users during the performance of their tasks. One of the most important parts of AI application is digital assistants for users integrated with AI, which is most common and nowadays becoming available in a wide variety and large numbers of usage scenarios. With recent developments in AI, digital assistants are becoming an important part of our daily life. Digital assistants integrated with AI technology provide remarkable opportunities, but this type of assistant can become a threat, such as in data breach incidents that might occur during the processing of input data through internet fraud [102].

9. Future Research Perspectives

Agriculture businesses, warehouses, military operations, healthcare institutions, and logical companies are all searching for novel and contemporary ways to improve operations efficiency, increase safety, ensure precision, and improve speed. Hence, all require autonomous vehicle support in the future. Advancing the long-term perspective, too much research work is mandatory to create more analytical systems and achieve autonomy of higher grades [103]. Intelligent robots will become more ultra-modern in a more intellectual, human-like way. The localization and navigation of an autonomous vehicle in a random environment is a problem due to the diversity and complexity of the envi-
ronments, sensors, and methods involved. Various directions look to call for future research, despite other similar research work following through literature surveys. Future autonomous robotic systems will create the use of diverse robots that perform collaboratively to fulfill the mission goal. The heterogeneous collaboration and combination potentiality can strongly contribute to a multitude of various applications. Integrating ML and DL techniques with mobile robotics can enhance the range of robotics applications and the accuracy rate [104]. Figure 17 presents a brief outline of different fields of study and future research aspects of robotics science in almost every field of science and engineering [105].

Figure 17. Outline of different fields of study and research perspectives on mobile robots [105].

Technological developments in novel innovations such as autonomous vehicles, drones for delivery, and intelligent industries that have robots as co-workers have a significant impact on the way of functioning of factories. The application of mobile robots for underground mining can accelerate the mapping of the mine, assist workers, create virtual models, and improve safety [106]. Various research opportunities such as obstacle avoidance, motion planning in a tropical situation, multiple-robot collaborative path planning, and many more are still open for researchers in a mobile robot.

Intelligent robots are helping to run the economy of the machine, and the Internet of things will be more and fully realized. Furthermore, more in-depth industrial applications will be provided with the growth in AI, 5G, Cloud-native technologies, and automation [107]. The market for autonomous mobile robots is growing very fast in the service sector, software field, and robotics field applications. The most important factor in achieving the growth of the market is the growing demand and adoption in various applications of end-use for automation products. This has led to enhanced efforts in development and research by several companies functioning in the market. Moreover, the market growth of
mobile robots is managed by the government encouragement of several countries around the world. Central governments provide grants and funds for the creation of advanced mobile robots for industrial and defense applications. However, the biggest challenge for the development of this technology is the lack of experts and research. In various research institutes, technologists around the world are busy making the next generation of autonomous systems.

There are several issues related to the optimization and safety of the mobile robotics system formulation that needs the attention of researchers. It is very difficult to achieve optimal motion control, minimization of time for the path search, and enhancement of path search accuracy for mobile robots. Problems associated with path planning include finding an appropriate path from the initial position to the final position. Reinforcement learning algorithms can play a vital role in the optimization of the path for a single- and multiple-agent environment to resolve more realistic and complex problems [108]. There are mainly two types of problems related to the mobile robot that are mostly famous among researchers; these are the single- and multi-objective path planning of mobile robots. The problems for single-objective path planning require more efficient algorithms to provide the solution for the real-time and large-scale problems of path planning. For problems in the dynamic environment of multi-objective path planning, it might be a better solution to integrate novel evolutionary and traditional algorithms together [109]. Thus, hybrid algorithms will be a more effective and better approach to resolving these safety and optimization problems.

10. Conclusions

The intelligent mobile robot is an innovative autonomous vehicle system to overcome the unprecedented growth of demands for mobile robot systems in various fields, such as industry, medicine, firefighting, military operations, and many more. With the mobilization of intelligent mobile robots, businesses of the company are rapidly increasing, diversifying applications and flexibility. The novel technologies have developed and eased the lifestyle of humans in which their environmental hazards and dangers and exposure have been minimized to the optimal minimum. It has been shown that interest in research in the field of robotics engineering has grown rapidly in recent years. In this paper, we presented a comprehensive wide range of overviews and research outlooks regarding intelligent robots in the last 100 years. The focus of this article has been on autonomous vehicle research developments, working principles, and applications. As we know, this is the first comprehensive survey of intelligent mobile robotics that covers a century of research background. This article covered research development from 1920, when the word ‘robot’ first came into this world, to 2021, when the robot became more intelligent and reliable. Thus, it is an outstanding initial point for new researchers and a beneficial footnote blueprint for established researchers. Hence, we believe that a greater number of similar types of studies will be carried out and published in the coming years. This article will play a significant role in the future research directions of the researchers due to its coverage in a wide range of literature surveys and deeper theoretical concepts of mobile robots.
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