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Abstract

We have incorporated the semiempirical INDO/S Hamiltonian into a new release of MOPAC2016, which has long been at the forefront of semiempirical quantum chemical methods (SEQMs). Our new code enables the calculation of excited states using the INDO/S Hamiltonian combined with a configuration interaction (CI) approach using single excitations (CIS), single and double excitations (CISD), or multiple reference determinants (MRCI) where reference determinants are generated using a complete active space (CAS) approach. The capacity to perform excited-state calculations beyond the CIS level makes INDO/CI one of the few low-cost computational methods capable of accurately modeling states with substantial double-excitation character. Solvent corrections to the ground-state and excited-state energies can be computed using the COSMO implicit solvent model, incorporating state-specific corrections to the excited states based on the solvent refractive index. We demonstrate that this code produces physically reasonable electronic structures, absorption spectra, and solvatochromic shifts at low computational costs for systems up to hundreds of atoms, and for both organic molecules and metal clusters.
1. **Introduction**

Accurate modeling of large, complex molecular systems is critical across many fields of chemistry, such as biochemical systems,\(^1\)\(^-\)\(^3\) electrochemical interfaces,\(^4\)\(^,\)\(^5\) and nanomaterials.\(^6\)\(^-\)\(^9\) Although some properties of these systems can be modeled with reasonable accuracy using classical force fields,\(^10\)\(^,\)\(^11\) quantum mechanical methods are still essential for many chemically important properties, including excited states and electron transfer. Semiempirical quantum mechanical methods (SEQMs) have experienced a resurgence in recent years because of their capacity to address these challenges at accessible computational costs.\(^1\)\(^,\)\(^12\)\(^-\)\(^20\) SEQMs use low-cost Hamiltonians simplified from Hartree-Fock. The introduction of parameters fit to experimental and high-level computational results has enabled high enough accuracy to provide understanding of chemical properties including thermochemistry,\(^13\)\(^,\)\(^21\)\(^,\)\(^22\) noncovalent interactions,\(^13\)\(^,\)\(^21\)\(^,\)\(^23\) excited states,\(^24\)\(^,\)\(^25\) \(pK_a\),\(^14\)\(^,\)\(^19\) magnetism,\(^26\) solvatochromism,\(^27\) and electrochemical formal potentials.\(^28\) We note that the Density Functional Tight Binding (DFTB) model is a semiempirical-like model based on a Hamiltonian simplified from Density Functional Theory (DFT) and has many capabilities similar to those of Hartree-Fock-based SEQMs;\(^29\)\(^-\)\(^31\) here, we focus exclusively on SEQMs derived from Hartree-Fock.

SEQMs have long contributed to understanding chemical properties. Hückel theory, which describes the \(\pi\) electrons of planar conjugated systems, provided the first description of aromaticity; the neglect of electron-electron repulsion in this theory means that the Hückel matrix must only be constructed and diagonalized once.\(^32\)\(^,\)\(^33\) Later developments in extended Hückel theory extended this model to all valence s and p orbitals, but still neglected electron-electron repulsion.\(^34\) Pople developed the Complete Neglect of Differential Overlap (CNDO) method,\(^35\)\(^,\)\(^36\) which includes electron-electron repulsion but neglects the overlap between basis
functions by setting all two-electron integrals of the form $(\mu \nu | \lambda \sigma)$ equal to zero unless $\mu = \nu$ and $\lambda = \sigma$. This approximation, known as the Zero Differential Overlap (ZDO) approximation, is used to varying extents in different SEQMs. In Pople’s Intermediate Neglect of Differential Overlap (INDO) method, the two-electron integrals of the form $(\mu \nu | \mu \nu)$ are neglected only if basis functions $\mu$ and $\nu$ are centered on different atoms (see the Theory section for more detail on the INDO approximation). Pople also extended this formalism to the Neglect of Diatomic Differential Overlap (NDDO) class of methods, which includes many modern semiempirical methods such as MNDO, AM1, PM3, PM6, and PM7. Within the NDDO approximation, integrals of the form $(\mu \nu | \lambda \sigma)$ are set to zero unless basis functions $\mu$ and $\nu$ are both centered on atom $A$ and basis functions $\lambda$ and $\sigma$ are both centered on atom $B$, where $A$ may be equal to $B$. In all of these models, the remaining integrals are parametrized based on ab initio results or experimental data.

The INDO formalism has been of particular interest because of Zerner’s parametrization called INDO/S (or equivalently, ZINDO/S), which combines the INDO framework with parameters designed to reproduce vertical excited-state energies using a configuration interaction (CI) approach with single excitations (CIS) within a limited active space. The INDO/S Hamiltonian has also contributed significantly to understanding excited states with large double-excitation character using either single and double excitations (CISD) or a multi-reference approach (MRCI); these calculations have been particularly important in understanding molecular nonlinear optical properties. The INDO framework has also been extended to transition metals with d orbitals. In recent years, we have parametrized INDO for the optical properties of Ag clusters; these parameters have given insight into features such as the quantum mechanical nature of quadrupolar plasmons, chemical effects in surface-enhance
Raman spectroscopy (SERS), and nonlinear optical properties of plasmons. Several implicit solvation methods, including PCM and COSMO, have been implemented with INDO and yield solvatochromic shifts in reasonable agreement with experimental results.

Despite the usefulness of the INDO method, many features have not been implemented in publicly available codes to date. ORCA 4.0.1 incorporates several INDO parameter sets (ZINDO/S, (Z)INDO/1, and (Z)INDO/2) and can perform CIS calculations, and includes the ability for users to modify the built-in parameters. Gaussian 16 includes INDO/1 parameters and likewise can perform CIS calculations. The Cramer group has incorporated the INDO/S Hamiltonian and real-time (RT)-INDO into NWChem, but CI-type calculations are not available. None of these codes contains features such as implicit solvation or INDO-based CISD and MRCI that make INDO applicable for a wider range of properties and systems.

MOPAC has long been a leading software package for semiempirical models, focusing to date exclusively on NDDO methods. Developed by Stewart, it incorporates the latest NDDO methods such as PM6, PM7, and variants of these methods, and excited states can be computed using a variety of CI-based approaches within a limited active space. Implicit solvent effects using the COSMO model are available for ground states and excited states. MOPAC also includes a number of features tailored to working with proteins, such as localized molecular orbital approaches that enable computations on thousands of atoms, and can compute the properties of solid-state systems within periodic boundary conditions.

Here, we report a new release of MOPAC2016 that incorporates the INDO/S Hamiltonian. A variety of CI-based approaches for excited states are available, including CIS, CISD, CAS, and MRCI, and the CI matrix can be controlled using a combination of a defined active space and a size-based cutoff. Implicit solvent is available using the COSMO method,
including state-specific corrections to the excited states. A default set of INDO/S parameters are included in the code, and the user can choose to modify any parameter using an external file. We demonstrate here that this code provides physically reasonable ground-state electronic structures and excited-state properties for both organic molecules and metal clusters.

2. Theory

The newly released MOPAC2016 code incorporates many of the capabilities of the CNDO/INDO code of Reimers et al.50 These modifications significantly extend the capabilities of the code beyond what was previously available in either MOPAC or CNDO/INDO. Since the INDO Hamiltonian was not previously implemented within MOPAC, all of the capabilities we discuss are new to MOPAC. The key advances over the CNDO/INDO code are:

1. We have harnessed the more advanced SCF algorithms in MOPAC to enable SCF convergence for systems much larger than were feasible within CNDO/INDO.
2. We have also implemented the COSMO implicit solvent model for INDO ground states and INDO/CI excited states. We previously implemented COSMO for INDO/CIS in unreleased code;27 the COSMO correction for INDO ground states is adapted from subroutines within MOPAC, and the excited-state COSMO corrections involve new subroutines. The extension of this COSMO correction to INDO/CISD and INDO/MRCI excited states is new to this work.

2.1. INDO/S Hamiltonian

Since the INDO/S Hamiltonian has been described in detail many times,42,47,49,60 we provide here a brief summary of the method. We focus here on closed-shell systems; the
equations for open-shell systems are analogous. The INDO/S formalism is based on INDO/1, with parameters set to reproduce spectroscopic properties.\textsuperscript{42,47} As in other SEQMs, INDO/S treats only the valence electrons explicitly within a minimal Slater basis set. The s and p basis functions consist of a single Slater function; the s and p Slater functions use the same exponent ($\zeta_s = \zeta_p$). The d basis functions consist of a linear combination of two Slater functions.

The INDO/S molecular orbitals (MOs) $\psi_i$ are linear combinations of atomic orbitals $\phi_\mu$ with LCAO-MO coefficients $c_{i\mu}$:

$$
\psi_i = \sum_{\mu=1}^{N} c_{i\mu} \phi_\mu
$$

where $N$ is the number of basis functions. Using the Zero Differential Overlap (ZDO) approximation, the overlap matrix $S$ is set to the identity matrix. Within this approximation, the secular equation is:

$$
F \mathbf{c} = \mathbf{c} \mathbf{\epsilon}
$$

where $F$ is the Fock matrix, $\mathbf{c}$ is the matrix of LCAO-MO coefficients $c_{i\mu}$, and $\mathbf{\epsilon}$ is a diagonal matrix of MO energies.

The elements of the Fock matrix are

$$
F_{\mu\nu} = h_{\mu\nu} + \sum_{\lambda\sigma} P_{\lambda\sigma} \left[ (\mu\nu|\lambda\sigma) - \frac{1}{2} (\mu\lambda|\nu\sigma) \right]
$$

where $h$ is the one-electron matrix. All two-electron integrals $(\mu\nu|\lambda\sigma)$ involving basis functions on three or four atomic centers are set to zero, as are all two-center two-electron exchange-type integrals. The two-center two-electron Coulomb-type integrals are only non-zero if they involve exactly two basis functions ($\mu_A = \nu_A$ and $\lambda_B = \sigma_B$, where the subscript indicates which atom the
basis function is centered on). These integrals are approximated using the Mataga-Nishimoto formula:

\[ (\mu_A\mu_A | \lambda_B\lambda_B) = \gamma_{AB} = \frac{1.2}{R_{AB} + F^0(\mu_A\mu_A) + F^0(\lambda_B\lambda_B)} \]

where \( R_{AB} \) is the distance between nuclei \( A \) and \( B \) and \( F^0(\mu_A\mu_A) \) are the Slater-Condon one-center two-electron integrals. One-center two-electron Coulomb and exchange integrals are approximated using the higher-order Slater-Condon factors \( F^k \) and \( G^k \).

The diagonal one-electron matrix elements \( h_{\mu_A\mu_A} \) are approximated as:

\[ h_{\mu_A\mu_A} = U_{\mu_A\mu_A} - \sum_{B \neq A} Z_B \gamma_{AB} \]

where \( U_{\mu_A\mu_A} \) is the one-center core integral, typically derived from the atomic ionization potential and \( Z_B \) is the effective charge of nucleus \( B \). One-electron matrix elements involving two different basis functions on the same atomic center are set to zero \( (h_{\mu_A\nu_A} = 0) \), and one-electron matrix elements involving basis functions on different atomic centers are approximated as:

\[ h_{\mu_A\nu_B} = \frac{1}{2} (\beta_{\mu_A} + \beta_{\nu_B}) \bar{S}_{\mu_A\nu_B} \]

where \( \beta_{\mu_A} \) is the resonance integral and \( \bar{S}_{\mu_A\nu_B} \) is a modified overlap integral of the Slater basis functions that uses geometric factors to account for the relative spatial orientations of the basis functions.

Given these approximations, the INDO/S parameters required for atoms with s, p, and d basis functions are (1) the Slater orbital exponents \( \zeta_s = \zeta_p, \zeta_{d_1}, \) and \( \zeta_{d_2} \), and weighting factors \( c_{d_1} \) and \( c_{d_2} \) for each exponent; (2) ionization potentials \( IP_s, IP_p, \) and \( IP_d \) for s, p, and d atomic
orbitals, respectively; (3) resonance integrals $\beta_s = \beta_p$ and $\beta_d$; and (4) the Slater-Condon parameters.

2.2. **INDO/CI Approaches**

One of the major advantages of INDO/CI calculations is the ability to perform not only CIS calculations but also readily incorporate double and higher excitations using a singles and doubles (CISD), complete active space (CAS), or multi-reference (MRCI) approach. The INDO/CI code in MOPAC can use several approaches to generate the list of excitations that are include in the CI matrix. We define active spaces using the notation $(m, n)$, where $m$ is the total number of molecular orbitals in the active space and $n$ is the number of doubly occupied molecular orbitals in the active space; this notation is equivalent to the keyword format used in MOPAC. If an active space is not specified, the active space for single excitations includes all molecular orbitals for the system by default.

A CAS calculation uses the same notation $(m, n)$ for the active space. The default CAS active space is $(2, 1)$, which for a closed-shell system generates three Slater determinants: the SCF ground state, a single HOMO $\rightarrow$ LUMO excitation, and the double HOMO, HOMO $\rightarrow$ LUMO, LUMO excitation. If MRCI is specified, all Slater determinants generated in the CAS step are used as reference determinants for single excitations (by default) or single and double excitations (if MRCI is paired with CISD).

In a CISD calculation, the active space for double excitations can be set using the same $(m, n)$ notation as for single excitations; by default, CISD uses a $(10, 5)$ active space. To generate double excitations, all single excitations within the CIS active space are used as starting points for generating a second excitation. Thus, only the second excitation must fall within the active
space for double excitations. This is equivalent to using the CIS single excitations as reference determinants for excitations within the smaller double-excitation active space.

The INDO/CI code also requires setting a maximum size of the CI matrix; if the number of electron configurations generated within the requested active space is greater than the maximum CI matrix size, configurations are selected on the basis of lowest energy. All determinants are spin-adapted before they are added to the CI matrix. The CI matrix is then diagonalized to obtain the excited states.

2.3. Implementation of COSMO with INDO/CI

Our implementation of the COSMO solvent model for INDO/S Hamiltonian follows the methodology laid out by Klamt; we extend here our previously reported implementation to not only CIS excited states but also CISD and MRCI states. In the Conductor-like Screening Model (COSMO), the solvent surrounding a molecule is modeled as a continuum with a dielectric constant $\epsilon$. The cavity is constructed by using a union of atom-centered spheres and dividing the surface into discrete triangles that define the positions of point charges. The solvation energy is computed using two matrices that capture interactions between charges in the system. Matrix $B$ contains all interactions between the solvent surface charges $\mu$ and molecular charges $i$:

$$B_{i\mu} = \frac{1}{\|r_i - r_\mu\|}$$

Similarly, matrix $A$ contains all interactions between pairs of surface charges $\mu$ and $\nu$:

$$A_{\mu\nu} = \frac{1}{\|r_\mu - r_\nu\|}$$
where the vectors \( \mathbf{r}_i, \mathbf{r}_\mu, \) and \( \mathbf{r}_\nu \) indicate the positions of the indicated charges. For a perfect conductor, the surface charges \( q \) that minimize the total energy are:

\[
q = -A^{-1}BQ
\]

The screening energy is scaled by a factor of \( f(\epsilon) = \frac{\epsilon^{-1}}{\epsilon + z} \) relative to a perfect conductor. The total screening energy \( \Delta E \) for the solute charge distribution \( Q \) is thus:

\[
\Delta E = f(\epsilon) \left[ QBq + \frac{1}{2} QAq \right] = -\frac{1}{2} f(\epsilon) QBA^{-1}BQ = \frac{1}{2} f(\epsilon) QBq
\]

Within the MOPAC code, the total ground-state surface charges are partitioned into surface charges induced by the nuclei and surface charges induced by the electrons:

\[
q_{\text{tot}} = q_{\text{nuc}} + q_{\text{elec}}
\]

Since the one-electron matrix is computed after the nuclear positions are set but prior to the self-consistent field (SCF) calculation, its elements are initially corrected for interactions with \( q_{\text{nuc}} \). In each SCF cycle, the elements of the Fock matrix are computed using the \( q_{\text{nuc}} \)-corrected one-electron matrix elements and then corrected for interactions with \( q_{\text{elec}} \) based on the current electron density; the Fock matrix incorporating corrections for both \( q_{\text{nuc}} \) and \( q_{\text{elec}} \) is diagonalized to provide a new set of MO coefficients and energies. Since the Fock matrix includes corrections for \( q_{\text{tot}} \) from the combination of these two steps, the MO energies obtained through this process likewise include corrections for \( q_{\text{tot}} \). Corrections for \( q_{\text{elec}} \) can be added to the one-electron matrix after SCF convergence is achieved if they are needed.
The state-specific COSMO corrections to the CI energies follow the procedure of Klamt. On the time scale of absorption, only the electronic structure of the solvent relaxes quickly enough to respond to the change in molecular electron density; the geometric and orientational relaxation that dominate the dielectric constants of polar solvents occur too slowly to contribute. Thus, to obtain accurate absorption spectra, the dynamic relaxation of the solvent is scaled by 

\[ f(n^2) = \frac{n^2-1}{n^2+1} \]

where \( n \) is the solvent refractive index. Within the CI procedure, the COSMO-corrected energy of the transition \( T \) is:

\[
E_{T,solv} = E_{T,0} + f(\epsilon)\Delta_T D P_0 - \frac{1}{2} f(n^2)\Delta_T D \Delta_T
\]

where \( \Delta_T \) is the change in charge distribution when transition \( T \) occurs and \( E_{T,0} \) is the gas-phase transition energy from the SCF ground state. The term proportional to \( f(\epsilon) \) is the energy correction related to the ground-state surface charges. When the CI matrix elements are computed using the one-electron matrix elements or MO energies that are corrected for \( q_{tot} \), this term is incorporated automatically into the transition energies.

The term proportional to \( f(n^2) \) is the energy correction related to the polarization of the solvent upon excitation on optical time scales. The corrections are computed via a two-step process. First, while the CI matrix is being constructed, the diagonal elements of the CI matrix are corrected based on the change in electron density upon excitation of the system from the SCF ground state to the pure single, double, etc. excitation. As in Klamt’s original procedure, the off-diagonal elements of the CI matrix are not modified. The solvent-corrected CI matrix is then diagonalized to obtain the CI states.

In a second step, the CI states are corrected for the change in electron density in the excited state. Since the CI states are linear combinations of excitations, the change in electron
density upon excitation to the excited state is likewise a linear combination of the changes in electron density of the component excitations. For most excited states, the change in electron density is thus smaller than the changes in the electron density of the individual component excitations, so the initial solvent-corrected energies obtained upon diagonalization of the CI matrix are too low. To correct the CI state energies, the diagonal CI matrix elements excluding the $f(n^2)$ corrections are computed, and the energy of each CI state is computed based on this uncorrected CI matrix. The change in electron density associated with the excited state is computed and used to compute the state-specific solvent correction proportional to $f(n^2)$.

Although Klamt’s original results showed that a single-step incorporation of the state-specific corrections was adequate and the two-step procedure was unnecessary, his results focused on small molecules with small to moderate solvatochromic shifts. In our implementation, we are interested in ensuring that the results are reliable for (1) excited states with substantial charge-transfer (CT) character that have large solvatochromic shifts and (2) excited states in large molecules that are linear combinations of many excitations. In this scenario, the initial correction step ensures that the relative energies of the CT excitations with large solvatochromic shifts are better aligned with the energies of local excitations with small solvatochromic shifts to give appropriate mixing when the CI matrix is diagonalized, and the second step ensures correct energies of the CI states. We note that since the state-specific corrections are perturbative corrections relative to the SCF ground state, the excited-state energies computed using this approach are only expected to be accurate for systems where the ground state is adequately described by a single reference determinant.
3. Computational Methods

The geometric structures used in this work came from several sources. The polyenes were optimized at the B3LYP/cc-pVDZ level\textsuperscript{64,65} using Gaussian 16;\textsuperscript{57} minima were confirmed by the absence of imaginary frequencies. Previously published geometric structures were used for all other molecules: P3B2 and f-coronene at the B3LYP/6-31G(d) level,\textsuperscript{18} donor-acceptor substituted polyenes at the ωB97XD/6-31G* level using the COSMO solvent model in toluene and ethanol,\textsuperscript{27} and Ag\textsubscript{20} at the BP86/DZ level.\textsuperscript{17}

Excited states were computed using the INDO/S Hamiltonian as implemented in the MOPAC2016 code. For all excited-state calculations (CIS, CISD, and MRCI), unless otherwise specified the active space for single excitations included all molecular orbitals within the minimal INDO/S basis, the CI matrix included a maximum of 2000 excitations selected on the basis of energy, and the lowest 500 excited states were printed. For all CISD and MRCI calculations, the (2,1) active space was used, indicating that the active space included two total molecular orbitals, of which one was doubly occupied.

4. Results

4.1. INDO Electronic Structure

We first demonstrate that the INDO/S Hamiltonian yields physically reasonable ground-state electronic structures by comparing the molecular orbital (MO) energies and wavefunctions to the corresponding features at the B3LYP/cc-pVDZ level. For \textit{trans}-1,3-butadiene, we focus on the four frontier MOs, which at both the B3LYP/cc-pVDZ and INDO/S levels are π MOs (Figure 1a-c). The MO wavefunctions are consistent at the two levels of theory: the lowest-energy π MO is fully bonding, and each successively higher-energy MO has one additional node
along the long molecular axis. Since the meaning of MO energies within a DFT framework is somewhat different from the meaning within the Hartree-Fock-derived SEQM framework,\textsuperscript{66} it is unsurprising that the HOMO-LUMO gap is 3.4 eV larger at the INDO/S level than at the B3LYP/cc-pVDZ level. As we will see later, the first excited-state energies at the INDO/MRCI(2,1) and TD-B3LYP/cc-pVDZ levels are within 0.1 eV of each other, which shows that the difference in HOMO-LUMO gaps is due to these differences in the definitions of the MO energies and not to any deficiencies in the INDO/S Hamiltonian. Since the first excited-state has essentially HOMO $\rightarrow$ LUMO character, we expect it to be reasonably well represented at both levels of theory.
Figure 1. Geometric structures of (a) trans-1,3-butadiene, (d) tetrahedral Ag\textsubscript{20}, and (g) P3B2. Molecular orbital diagrams of (b,c) trans-1,3-butadiene, (e,f) tetrahedral Ag\textsubscript{20}, and (h,i) P3B2 at the (b,e,h) B3LYP/cc-pVDZ and (c,f,i) INDO/S levels of theory.

Similarly, the INDO/S MO diagram for the tetrahedral Ag\textsubscript{20} cluster is in good agreement with the B3LYP/cc-pVDZ-PP results (Figure 1d-f). Ag\textsubscript{20} has been used extensively as a
computational model system for plasmonic noble metal clusters.\textsuperscript{17,67–69} Since a neutral Ag atom has a [Kr]4d\textsuperscript{10}5s\textsuperscript{1} electron configuration, the Ag\textsubscript{20} cluster has a fully filled 4d valence band and 20 electrons in the conduction (sp) band. As has been previously observed, the conduction band MOs are superatomic orbitals, MOs distributed across the full metal cluster with shapes that resemble those of atomic orbitals.\textsuperscript{70} Since the tetrahedral shape of Ag\textsubscript{20} is fairly far from spherical, the atomic-orbital-like shapes of the superatomic orbitals are noticeably distorted, and the degeneracy is reduced. Both levels of theory predict a doubly degenerate HOMO slightly higher in energy than a triply degenerate set of MOs; all five of these occupied MOs have d-like superatomic shapes. The triply degenerate LUMO is part of a set of f-like superatomic MOs. We have previously shown that INDO/CIS predicts an absorption spectrum for Ag\textsubscript{20} consistent with TDDFT results.\textsuperscript{17,51}

This consistency between INDO/S and B3LYP/cc-pVDZ applies not only to relatively small molecules but also to much larger π-conjugated molecules. For P3B2, previously used as a prototypical large molecule for RT-TDDFT and RT-INDO studies,\textsuperscript{18,71} the nodal patterns of the frontier molecular orbitals are identical at the INDO/S and B3LYP/cc-pVDZ levels (Figure 1g-i). At both levels of theory, the HOMO is delocalized across the full molecule and has slightly more electron density on the central porphyrin ring than on the terminal porphyrin rings, whereas the LUMO is localized primarily on the central porphyrin ring and has very little electron density on the terminal porphyrin rings. These results for several prototypical systems show that the INDO/S model can produce accurate electronic structures for a wide variety of molecular systems.
4.2. \textit{INDO/CIS, INDO/CISD, and INDO/MRCI for Small Molecules}

To show the applicability of the various INDO/CI approaches available in MOPAC2016, we examine the excited states of linear polyenes (Figure 2a; \( n = 1-5 \)); the smallest of these molecules is \textit{trans}-1,3-butadiene, discussed in the previous section. In these molecules, the first excited state with strong one-photon absorption has \( B_u \) symmetry (\( 1B_u \) state) and dominantly HOMO \( \rightarrow \) LUMO character, and the first excited state with strong two-photon absorption has \( A_g \) symmetry (\( 2A_g \) state) and is a linear combination of HOMO – 1 \( \rightarrow \) LUMO, HOMO \( \rightarrow \) LUMO + 1, and the double excitation HOMO, HOMO \( \rightarrow \) LUMO, LUMO. For many \( \pi \)-conjugated molecules, the absorbing excited states all have dominant singly excited character, and INDO/CIS is adequate to represent the absorption spectra. The large doubly excited character of the polyene \( 2A_g \) state makes these molecules a good test of the INDO/CISD and INDO/MRCI methods in particular.

For the smallest polyenes in the series, the \( 1B_u \) state is the first excited state. At a length of 8 carbon atoms (\( n = 3 \)), there is a crossover between these two states such that the \( 2A_g \) state becomes the first excited state experimentally.\(^{72}\) Calculations at the CASPT2/TZVP level reproduce the experimental crossover in excited-state energies (Figure 2b).\(^{73}\)
Figure 2. (a) Chemical structure of the all-trans polyenes containing 4-12 carbon atoms \((n = 1-5)\). Energies of the \(1\text{Bu}\) and \(2\text{Ag}\) excited states of all-trans polyenes (b) at the CASPT2/TZVP level (data from ref. 73), (c) at the TD-B3LYP/cc-pVDZ level, and using the INDO Hamiltonian with (d) CIS, (e) CISD with a (2,1) active space for double excitations, and (f) MRCI with reference determinants generated using CAS with a (2,1) active space.

Because of the large doubly excited character of the \(2\text{Ag}\) state, single-excitation methods predict \(2\text{Ag}\) energies that are too large and do not reproduce the expected crossover with the \(1\text{Bu}\) state. This failure of single-excitation methods is seen at both the TD-B3LYP/cc-pVDZ and INDO/CIS levels. At the INDO/CIS level, the \(2\text{Ag}\) state is more than 1 eV higher in energy than
the 1Bu state across the range of molecular lengths studied here. At the TD-B3LYP/cc-pVDZ level, the 1Bu-2Ag gap decreases from 1.2 eV to 0.5 eV as molecular length increases.

In contrast, calculations at the INDO/CISD and INDO/MRCI level with (2, 1) active spaces yield 2Ag and 1Bu excited-state energies within 0.35 eV of each other at all molecular lengths. INDO/MRCI shows a crossover in excited-state ordering at a length of 10 carbon atoms, only one double-bond longer than seen experimentally. Considering the low computational cost of INDO/MRCI, the agreement with experiment and with CASPT2/TZVP is quite good. The 1Bu-2Ag energy difference at the INDO/MRCI level is within 0.12 eV of the CASPT2/TZVP results for all molecules where comparisons can be made, and the errors in excited-state energies decrease from 0.4 eV for \( n = 1 \) to < 0.1 eV for \( n = 3 \). For all molecules, the 2Ag state has at least 22% double HOMO, HOMO \( \rightarrow \) LUMO, LUMO excitation character, accounting for the substantial difference in excited-state energy.

Although INDO/CISD correctly predicts that the 1Bu and 2Ag states are quite close in energy, it incorrectly predicts that the 2Ag state is lower in energy than the 1Bu state by 0.03-0.12 eV at all molecular lengths and does not reproduce the crossover in energies. The only difference between the INDO/MRCI and INDO/CISD calculations with our choice of active spaces is that INDO/MRCI includes some triple excitations, generated as single excitations relative to a doubly excited HOMO, HOMO \( \rightarrow \) LUMO, LUMO reference determinant. These triple excitations have small contributions to the 1Bu state, stabilizing it and improving the agreement with experimental and high-level computational trends. Although computations involving multiply excited configurations require more care in selecting an appropriate CI approach to ensure accuracy for the properties of interest, these results highlight the crucial role of double excitations to capture dark states and the ability of INDO/CI to model these states at low computational cost.
4.3. **INDO/CIS for Large Molecules**

To show the applicability of this code to the absorption spectra of large molecules, we have computed the INDO/CIS absorption spectra of two prototypical large conjugated molecules that have previously been used in benchmarking RT-TDDFT\textsuperscript{71} and RT-INDO:18 P3B2 (130 atoms, 406 basis functions) and f-coronene (162 atoms, 522 basis functions), shown in Figure 3a-b. These molecules allow us to demonstrate the convergence of the absorption spectra with respect to size of the active space and of the CI matrix. Active spaces use the notation \((m, n)\), where \(m\) is the total number of molecular orbitals in the active space and \(n\) is the number of doubly occupied molecular orbitals in the active space. Thus, our smallest active space \((20, 10)\) includes 10 occupied MOs and 10 virtual MOs; the total number of single excitations within this active space is \(10 \times 10 = 100\). For all calculations, the lowest 2000 excited states are included in the absorption spectrum, or all excited states if there are fewer than 2000 single excitations in the CI matrix.
Figure 3. Chemical structures of (a) P3B2 and (b) f-coronene. Absorption spectra of (c,e) P3B2 and (d,f) f-coronene computed at the INDO/CIS level. The size of the CI matrix is set (c,d) via choice of active space and (e,f) by generating all single excitations and selecting the $n$ lowest energy single excitations to include in the CI matrix.

For both P3B2 and f-coronene, the INDO/CIS calculations with the largest active space (all molecular orbitals) and CI matrix (7000 configurations) are in fairly good agreement with previous LR-TD-DFT and RT-TD-DFT results. For P3B2, the first strong absorption peak is at 2.69 eV at the INDO/CIS level, slightly lower than the LR-B3LYP/6-31G(d) value of 3.1 eV.\textsuperscript{71} This difference is comparable to the mean absolute error of 0.5 eV seen in previous benchmarking of INDO/CIS relative to CASPT2 reference excited-state energies for small
organic molecules. For f-coronene, the INDO/CIS absorption peaks are similarly a few tenths of an eV lower in energy that the LR-B3LYP/6-31G(d) values.

We compare the INDO/CIS absorption spectra including all molecular orbitals in the active space to four smaller active spaces: (20, 10), (40, 20), (80, 40), and (160, 80), shown in Figure 3c-d. For all of these active spaces, all excitations within the active space were included in the CI matrix. The first few excited states converge relatively quickly with the size of the active space. For P3B2, the first strong absorption peak (correspond to the ninth excited state) decreases in energy by 0.14 eV between the smallest and largest active spaces, and its oscillator strength decreases by 6%. In f-coronene, the first absorption peak (corresponding to the third or fourth excited state) is somewhat more affected by the size of the active space, particularly in terms of oscillator strength: the energy decreases by 0.21 eV and the oscillator strength by 37% between the smallest and largest active spaces. However, an increase in active space to (40, 20) shifts this peak to within 0.1 eV and 15% oscillator strength of the full active space limit. The higher-energy excited states require larger active spaces to obtain absorption spectra that are in qualitative agreement with a large active space. The absorption spectrum with a (40, 20) active space qualitatively agrees with the full active space up to around 5 eV for P3B2 and 4 eV for f-coronene, and the (160, 80) active space is required to obtain qualitative agreement up to 7-8 eV. This is unsurprising given the large density of states for these molecules: when all MOs are included in the active space, P3B2 and f-coronene have 126 and 237 excited states below 5 eV and 771 and 1387 excited states below 8 eV, respectively. The (40, 20) active space only includes 400 single excitations, so it is expected that far fewer than 400 excited states will have properties that are already converged with respect to active space. This suggests that to reliably
obtain excited-state properties for $n$ excited states, an active space including at least $4n$
excitations must be used.

We also examine the effects of the size of the CI matrix (Figure 3e-f). In these
calculations, all molecular orbitals were included in the active space, for a total of 41,109 (P3B2)
or 68,085 (f-coronene) single excitations possible within the INDO/S basis. Of these excitations,
the $m$ lowest-energy single excitations are included in the CI matrix, where $m$ ranges from 100 to
7000. Overall, the trends are quite similar to the changes in active space: capping the CI matrix
to the $m$ lowest-energy single excitations yields absorption spectra of relatively similar quality to
using all excitations within an active space that includes $m$ single excitations. There are minor
differences in the convergence of individual peaks, but the overall trends are quite similar. These
calculations show the capability of computing absorption spectra of moderately large molecules
up to thousands of excited states at low computational costs.

4.4. Solvatochromism using the COSMO implicit solvation model

Another important feature for excited-state calculations is the ability to model
solvatochromic effects. We have implemented the COSMO model of implicit solvation with
state-specific energy corrections in combination with the full suite of INDO/CI approaches
implemented in MOPAC, 27 as detailed in the Theory section. To show that the
INDO/CIS/COSMO method yields reasonable accuracy for solvatochromic shifts, we focus on a
set of 24 donor-acceptor-substituted polyenes for which experimental absorption spectra are
available in both toluene and ethanol (Figure 4a). 74–76 The solvatochromic shifts in this series of
molecules depends strongly on the details of the molecular structure. In donor-acceptor-
substituted polyenes, the absorption energy reaches a minimum near the cyanine limit when
approximately half an electron has transferred from the donor to the acceptor.\textsuperscript{77,78} As the solvent dielectric constant increases, the extent of ground-state CT from the donor to the acceptor increases. For molecules with relatively weak donors and acceptors, when the solvent dielectric constant increases, the increase in ground-state CT shifts the molecule closer to the cyanine limit and decreases the first excited-state energy, defined as a positive solvatochromic shift. In contrast, for molecules with strong enough donors and acceptors that the ground-state CT is greater than 0.5, an increase in ground-state CT shifts the molecule away from the cyanine limit and increases the first excited state energy, defined as a negative solvatochromic shift.

Across this series of molecules, INDO/CIS/COSMO predicts solvatochromic shifts that are consistently slightly more positive than the experimental values, but the deviation is relatively constant across the full series; the mean absolute error (MAE) is 0.07 eV.\textsuperscript{27} Comparison of the computed and experimental shifts yields $R^2 = 0.74$ (Figure 4b). This accuracy is comparable to the solvatochromic shifts computed using DFT at the $\omega$B97XD/6-31G* level, which yields an MAE of 0.05 eV and a slightly smaller $R^2$ of 0.63.\textsuperscript{27} At both levels of theory the deviations are largest for the molecules with the largest positive and negative experimental solvatochromic shifts. For many of these molecules, the experimental absorption peaks show changes in vibronic structure with solvent, so the shift in the first excited-state energy may be smaller than the shift in the absorption peak. Interestingly, both INDO/CIS and $\omega$B97XD/6-31G* yield solvatochromic shifts that are more accurate than the values computed at the B3LYP/6-31G* (MAE = 0.08 eV; $R^2 = 0.12$) and CIS/6-31G* (MAE = 0.06 eV; $R^2 = 0.59$) levels of theory (Figure 4c).
Figure 4. (a) Chemical structures of donor-acceptor substituted polyenes studied in this work. Comparison of solvatochromic shifts between toluene and ethanol solvents computed at the (b) \( \omega \text{B97XD}/6-31\text{G}^* \), INDO/CIS, (c) B3LYP/6-31\text{G}^*, and CIS/6-31\text{G}^* levels to experimental values. Data is reproduced from ref. 27.

The MOPAC2016 code also includes state-specific COSMO corrections for INDO/CISD and INDO/MRCI. To show the differences between these CI approaches, we study the behavior
of the molecule shown in Figure 5a as a function of dielectric constant; this molecule is selected from the set of donor-acceptor-substituted polyenes in Figure 4. As expected, as the dielectric constant and \( f(\epsilon) \) increase, the ground-state dipole moment increases (Figure 5b). The dipole moments at the INDO/CISD and INDO/MRCI levels are consistently 0.6-0.8 D smaller than the dipole moment at the INDO/CIS level; this is due to mixing of around 7% double excitation character into the ground state.

Figure 5. (a) Chemical structure of the prototypical donor-acceptor substituted polyene studied here. Change in (b) the computed dipole moment and (c) the first (solid line) and second (dotted line) excited-state energies of the molecule shown in panel (a) as a function of dielectric constant. \( f(\epsilon) = (\epsilon - 1)/(\epsilon + 1/2) \) ranges from \( \epsilon = 2 \) to \( \epsilon = 80 \), and \( n^2 = 2 \) for all solvents. All INDO/CISD and INDO/MRCI calculations were performed using a (2,1) active space.
Because this molecule has relatively small ground-state CT character from the donor to the acceptor, the first two excited-state energies decrease with increasing dielectric constant. Across the range of dielectric constants, the first two excited-state energies are lower at the INDO/MRCI and INDO/CISD levels than at the INDO/CIS level. The first excited-state energy in toluene \( f(\varepsilon) = 0.4 \) at the INDO/MRCI and INDO/CISD levels are closer to the experimental absorption peak (2.01 eV) than the INDO/CIS energy. The INDO/CIS solvatochromic shift for this molecule (0.14 eV) is slightly smaller than the experimental shift (0.22 eV), whereas the INDO/MRCI and INDO/CISD solvatochromic shifts are somewhat larger (0.31 and 0.30 eV, respectively). These results show that the COSMO implicit solvation in combination with various INDO/CI approaches can yield physically reasonable solvatochromic behavior.

5. **Conclusions**

We have released a new version of MOPAC2016 that incorporates the INDO/S method with a suite of CI-based excited-state capabilities and COSMO implicit solvation. This code can compute reasonably accurate ground-state and excited-state properties of both organic molecules and metal clusters up to hundreds of atoms at low computational cost, and can compute up to several thousand excited states of these systems. For a prototypical set of polyenes that have low-lying excited states with large double-excitation character, we show that INDO/MRCI yields results in good agreement with CASPT2 and experimental results, including the crossover in ordering of the excited-state energies. For a set of molecules with solvatochromic behavior, we show that the INDO/CIS solvatochromic shifts have accuracy comparable to those using the
ωB97XD functional and significantly better than those using B3LYP. We expect that these substantial new capabilities of MOPAC2016 will enable the application of INDO/S to a broad range of new systems.
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