Voice user interfaces and digital assistants are rapidly entering our lives and becoming singular touch points spanning our devices. These *always-on* services capture and transmit our audio data to powerful cloud services for further processing and subsequent actions. Our voices and raw audio signals collected through these devices contain a host of sensitive paralinguistic information that is transmitted to service providers regardless of deliberate or false triggers. As our emotional patterns and sensitive attributes like our identity, gender, and well-being are easily inferred using deep acoustic models, we encounter a new generation of privacy risks by using these services. One approach to mitigate the risk of paralinguistic-based privacy breaches is to exploit a combination of cloud-based processing with privacy-preserving, on-device paralinguistic information learning and filtering before transmitting voice data.

In this article we introduce EDGY, a configurable, lightweight, disentangled representation learning framework that transforms and filters high-dimensional voice data to identify and contain sensitive attributes at the edge prior to offloading to the cloud. We evaluate EDGY’s on-device performance and explore optimization techniques, including model quantization and knowledge distillation, to enable private, accurate, and efficient representation learning on resource-constrained devices. Our results show that EDGY runs in tens of milliseconds with 0.2% relative improvement in “zero-shot” ABX score or minimal performance penalties of approximately 5.95% word error rate (WER) in learning linguistic representations from raw voice signals, using a CPU and a single-core ARM processor without specialized hardware.
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1 INTRODUCTION

Voice user interfaces (VUIs) are commonplace for interacting with consumer IoT devices and services. VUIs use speech recognition technology to enable seamless interaction between users and their devices. For example, smart assistants (e.g., Google Assistant, Amazon Echo, and Apple Siri) and voice services (e.g., Google Search) use VUIs to activate a voice assistant to trigger actions on IoT devices or perform tasks such as browsing the Internet and/or reading news and playing music. The majority of these voice-controlled devices are triggered with some *wake*
word or activation phrase like “Okay, Google,” “Alexa,” or “Hey, Siri” to inform the system that speech-based data will be received. We also know that they all suffer from frequent false activations [23]. Once a voice stream is captured by a device, analysis is outsourced to the provider’s cloud services that perform automatic speech recognition (ASR), speaker verification (SV), and natural language processing (NLP). This frequently involves communicating instructions to other connected devices, appliances, and third-party systems. Finally, text-to-speech services are often employed to speak back to the user. This is shown in Figure 1(A). While VUIs are offering new levels of convenience and changing the user experience, these technologies raise new and important security and privacy concerns. The voice signal contains linguistic and paralinguistic information, where the latter is rich with interpretable information such as age, gender, and health status [72]. Paralinguistic information can therefore be considered as a rich source of personal and sensitive data. Our voice also contains indicators of our mood, emotions, and physical and mental well-being, and thus raises unprecedented security and privacy concerns where raw or inferred data may be used to manipulate us and/or shared with third parties. Various neural network architectures, such as autoencoder networks (AEs) and convolutional neural networks (CNNs), have been proposed to tackle a diverse set of linguistics (e.g., speech recognition [85]) and computational paralinguistics applications (e.g., speaker recognition [88], emotion recognition [48], and detecting COVID-19 symptoms [22]). For example, recent end-to-end (E2E) automatic speech recognition systems rely on an autoencoder architecture to simplify the traditional ASR system into a single neural network [16, 19, 85]. These ASR models use an encoder to encode the input acoustic feature sequence into a vector, which encapsulates the input speech information to help the decoder in predicting the sequence of symbols, as shown in Figure 1(B). Cummins et al. [21] perform speech-based health analysis using Deep Learning (DL) approaches for early diagnosis of conditions including physical and cognitive load and Parkinson’s disease. Although these deep models have comparable performance with more conventional approaches like Hidden Markov model (HMM)-based ASR, they have been designed without considering potential privacy vulnerabilities given the need to train on real voice data.

In this article, we present EDGY, a hybrid privacy preservation approach incorporating on-device paralinguistic information filtering with cloud-based processing. EDGY pursues two design principles: it enables primary tasks such as speech recognition, while removing sensitive attributes in the raw voice data before sharing it with the service provider. The first is a collaborative edge-cloud architecture [63, 84], which adaptively partitions DL computation between edge devices.
(for privacy preservation) and the cloud server (for generous processing capabilities and storage). Computational partitioning alone, however, is not enough to satisfy privacy preservation requirements [74], and we therefore leverage disentangled representation learning to explicitly learn independent factors in the raw data [41]. EDGY further combines DL partitioning with optimization techniques to accelerate inference at the edge. Our prototype implementation and extensive evaluations are performed using a Raspberry Pi 4 and MacBook Pro i7 as example edge and server devices to demonstrate EDGY’s effectiveness in running in tens of milliseconds at the edge and an upper bound of a few seconds for the overall computation, with minimal performance penalties or accuracy losses in the tasks of interest.

In summary, our contributions are:

• We propose EDGY, a hybrid privacy-preserving approach to delivering voice-based services that incorporate on-device paralinguistic information filtering with cloud-based processing. Filtration of the voice data is based on disentangled representation learning, building on our prior work in [4, 5]. We show that the disentanglement can strengthen the edge deployment and can be leveraged as a critical step in developing future applications for privacy-preserving voice analytics.
• We build EDGY as a composable system to enable configurable privacy as well as facilitate its deployment on embedded/mobile devices. We demonstrate that a collaborative “edge-cloud” architecture with DNN optimization techniques can effectively accelerate inference at the edge in tens of milliseconds with insignificant accuracy losses in the tasks of interest.
• We adopt “zero-shot” linguistic metrics [59] and word error rate (WER) to evaluate the linguistic representations at two levels (acoustic and language), and through two modes of operation (encoding and generation tasks), while using the accuracy metric to estimate the paralinguistic information. The generation task is an additional step to compare EDGY performance with current state-of-the-art ASR services and to allow practical integration with current cloud-based models.
• We experimentally evaluate the proposed framework over various datasets and run a systematic analysis of its performance at the edge under different privacy configurations, and the results show its effectiveness in learning linguistic representations (encoding task) with 0.2% relative improvement in “zero-shot” ABX score or minimal performance penalties of 5.95% WER compared with Amazon Transcript cloud-based service and a local transcription model (generation task). Hence, such representations are confronting privacy leakage by filtering sensitive attributes with a classification accuracy drop to 34% to 58% (i.e., over multi/binary attributes). Our code is openly available online.¹

¹https://github.com/RanyaJumah/EDGY.

The article is organized into seven sections. Following the introduction, we provide a general background about model optimization techniques for running DL at the edge and existing edge-based speech processing works in Section 2. We formulate the threat model and propose the EDGY defense framework in Section 3. Section 4 presents the experimental settings and the implemented model optimization techniques. We evaluate our experimental results in Section 5 before providing discussion and highlighting directions for future work in Section 6. We conclude the article in Section 7.

2 BACKGROUND AND RELATED WORK

2.1 Deep Learning at the Edge

Edge Computing for Privacy-Preserving DL. Edge computing is increasingly adopted in IoT systems to improve user experience and improve individuals’ privacy [63, 84]. Running
deep models on edge devices in practice presents several challenges. These challenges include (1) the need to maintain high prediction accuracy with a low latency [30] and (2) executing within the limitations of the resources available, such as memory and processing capacity of embedded devices, considering the conventionally high computational requirements of these models.

DL models are generally deployed in the cloud, while edge devices merely collect and send raw data to cloud-based services and receive the DL inference results. Cloud-only inference, however, risks privacy violations (i.e., inference of sensitive information). To address this issue, researchers have proposed edge computing techniques. Often, DL models must be further optimized to fit and run efficiently on resource-constrained edge devices, while carefully managing the tradeoff between inference accuracy and execution time. Partitioning large DL models across mobile devices and cloud servers is an appealing solution that filters data locally before sending it to the cloud. This approach may be used to protect users’ privacy by ensuring that sensitive data is not unnecessarily transmitted to service providers. In [63], a hybrid framework for privacy-preserving analytics is presented by splitting a deep neural network into a feature extractor module on the user side and a classifier module on the cloud side.

Although most existing work in the area has looked at signals from inertial measurement unit (IMU) sensors, typically recorded while the user is performing different activities [13, 51–53, 70], we demonstrate that using the encoder part of an autoencoder to sanitize data can also be used for privacy protection in the context of speech. Since breaking the computation between the edge and cloud is not sufficient for privacy preservation purposes, we strengthen this method by learning disentangled representations in the raw data at the edge, and then filtering sensitive information before sharing it with cloud-based services.

Optimizing DL Models for the Edge. DNN models are usually computationally intensive and have high memory requirements, making them difficult to deploy on many IoT devices. For example, recurrent neural networks (RNNs), which are commonly used in applications such as speech processing, time-series analysis, and natural language processing, can be large and compute-intensive due to a large number of model parameters (e.g., 67 million for bidirectional RNNs) [57]. This makes it difficult to deploy these models on resource-constrained devices. Optimizing DL models by quantizing their weights can, however, reduce these resource requirements. Narang et al. [57] propose a method to reduce the model weights in RNNs to deploy these models efficiently on embedded or mobile devices. Similarly, Thakker et al. [78] significantly compress RNNs without negatively impacting task accuracy using Kronecker products (KPs) to quantize the resulting models to 8 bits.

Optimizing the neural network architecture using quantization and pruning can lead to significant efficiency improvement in many speech processing applications. For example, He et al. [30] propose an end-to-end speech recognizer for on-device applications such as voice commands and voice search, which runs twice as fast as real time on a Google Pixel phone. They do this by quantizing model parameters from 32-bit floating-point to 8-bit fixed-point precision to reduce memory footprint and speed up computation. Zhai et al. [90] proposed SqueezeWave, a lightweight flow-based vocoder. SqueezeWave aims to address the expensive computational cost required by the real-time speech synthesis task. The proposed vocoder translates intermediate acoustic features into an audio waveform on a MacBook Pro and Raspberry Pi 4B to generate a high-quality speech. The most important challenge, however, is to ensure that there is no significant loss in terms of model accuracy after being optimized. Specifically, we analyze different optimization techniques (e.g., filter pruning, weight pruning, and quantization) to fulfill our goal in learning privacy-preserving representation from the raw data in near real time with as little cost as possible to model performance.
2.2 Deep Representation Learning

Disentangled Representation. Learning speech representations that are invariant to differences in speakers, language, environments, microphones, and so forth is incredibly challenging [49]. To address this challenge, numerous variants of Variational Autoencoders (VAEs) have been proposed to learn robust disentangled representations due to their generative nature and distribution learning abilities. Hsu et al. [33] propose the Factorized Hierarchical VAE (FHVAE) model to learn hierarchical representation in sequential data such as speech at different time scales. Their model aims to separate between sequence-level and segment-level attributes to capture multi-scale factors in an unsupervised manner. There is an extended trend toward learning disentangled representations in the speech domain as they promise to enhance robustness, interpretability, and generalization to unseen examples on downstream tasks. The overall goal of disentangling is to improve the quality of the latent representations by explicitly separating the underlying factors of the observed data [41]. Speech signals simultaneously encode linguistically relevant information, e.g., phoneme, and linguistically irrelevant information, e.g., paralinguistic information. In the case of speech processing, an ideal disentangled representation would be able to separate fine-grained factors such as speaker identity, noise, recording channels, and prosody, as well as the linguistic content [25]. Thus, disentanglement will allow learning of salient and robust representations from the speech that are essential for applications including speech recognition [65], prosody transfer [77, 92], speaker verification [67], speech synthesis [34, 77], and voice conversion [35], among other applications. Although the focus of these works is to raise the efficiency and effectiveness of speech processing applications (e.g., speech recognition, speaker verification, and language translation), in this article we highlight the benefit of learning disentangled representation to learn privacy-preserving speech representations, as well as showing how disentanglement can be useful in transparently protecting user privacy.

Privacy-preserving Speech Representation. Learning privacy-preserving representations in speech data is relatively unexplored [49]. Aloufi et al. [5] investigate the scenario whereby attackers can infer a significant amount of private information by observing the output of state-of-the-art underlying deep acoustic models for speech processing tasks. In [58], Nautsch et al. demonstrate the importance of the development of privacy-preserving technologies to protect speech signals and highlight the importance of applying these technologies to protect speakers and speech characterization in recordings.

The recent VoicePrivacy initiative [79] promotes the development of anonymization methods that aim to suppress personally identifiable information in speech (i.e., speaker identity) while leaving other attributes such as linguistic content intact. Most of the proposed works focus on protecting/anonymizing the speaker identity using voice conversion (VC) mechanisms [3, 68, 75, 76]. VoiceMask, for example, was proposed to mitigate the security and privacy risks of voice input on mobile devices by concealing voiceprints [68]. It aims to strengthen users’ identity privacy by sanitizing the voice signal received from the microphone and then sending the perturbed speech to the voice input apps or the cloud. However, these VC methods aim to protect speaker identity against different leakage attacks depending on the attacker’s knowledge of the anonymization method (i.e., ignorant, informed, and semi-informed) [46]. They found that when the attacker has complete knowledge of the VC scheme and target speaker mapping, none of the existing VC methods will be able to protect the speaker identity. Thus, disentangled-based VC might strengthen speaker identity protection by avoiding the leakage of private speaker attributes into the content embeddings. Similar to our work, Srivastava et al. [75] proposed an on-device encoder to protect the speaker identity using adversarial training to learn representations that perform well in ASR while hiding speaker identity. They conclude that the adversarial training does not immediately generalize to produce anonymous representations in speech (i.e., that could be limited by the size...
of the training set). In [27], the authors combine different federated learning and differential privacy mechanisms to improve on-device speaker verification while protecting user privacy. Besides speaker identity, various works have been proposed to protect speaker gender [37] and emotion [4]. In [4], an edge-based system is proposed to filter affect patterns from a user’s voice before sharing it with cloud services for further analysis.

Considering the “configurable privacy” principle, we assume that privacy is subjective, with varying sensitivity between users, which may even depend on the services with which these systems communicate. For example, in [91], PDVocal is proposed as a privacy-preserving and passive-sensing system to enable monitoring and estimating the risk of Parkinson’s disease in daily life. Unlike other approaches, however, we seek to protect the privacy of multiple user attributes for IoT scenarios that depend on voice input or speech analysis, i.e., sanitizing the speech signal of attributes a user may not wish to share, but without adversely affecting the functionality or experience. We also emphasize the importance of learning disentangled speech representation for optimizing the privacy-utility tradeoff and transparently promoting privacy.

3 EDGY

3.1 Threat Model

Our focus is on voice-based services like, but not limited to, Amazon’s Alexa or Google Home that capture and send raw speech data to more powerful cloud-based computers for processing and subsequent actions. In almost all contemporary voice-interactive services, providers have access to raw data that contains all the paralinguistic information needed to infer myriad sensitive attributes. These include emotions [56], age, gender, personality, friendliness, mood, and indicators of mental health. For instance, Amazon has patented technology to analyze users’ voices to determine emotions and/or mental health conditions. This allows understanding speaker commands and responding according to their feeling to provide highly personalized content [38]. In another example, it has been demonstrated that native language and geographical origin (accent) are sensitive pieces of personal information that may be used in discriminatory ways against minorities [44]. Consequently, any non-linguistic attribute should be considered sensitive and may be misused, regardless of whether or not service providers currently do so. The attacker, potentially “honest but curious,” is assumed to have access to the full set of raw audio recordings of the user and the ability (in almost all cases) to be able to link this to specific users’ accounts. Another concern is that in many real-world scenarios, audio recordings may consist of overlapping speech (i.e., involving two or more people). An attacker may aim to identify the speaker, recognize emotions, identify language/accents, and identify gender. Specifically, the attacker could be any party having access to
these recordings (e.g., a service provider, advertiser, data broker, or surveillance agency) with interest in users’ sensitive attributes. Such attackers could use these attributes for targeting content, or data brokers might profit from selling these data to other parties like advertisers or insurance companies, while surveillance agencies may use these attributes to recognize and track activities and behaviors.

Our work is designed to protect the sensitive attributes contained in shared speech data from potential inference attacks (i.e., honest-but-curious attacks). A complete analysis of strong attacks, for example, adversarial examples or spoofing attacks, is beyond the scope of this work. Nevertheless, we strive to protect users from the multi-purpose inferences of authorities who, besides providing legitimate services, may attempt to infer additional sensitive information, e.g., user emotion, tone, gender, age, ethnicity, and so forth. Given the dialogue nature of these assistants and the need for accurate transcription, it may be necessary to relax the linguistic privacy restrictions due to the possibility of misinterpretation or changing the meaning of the intended input in resultant texts (2). Although the scope of this article does not extend to this area, it may be an interesting direction for future research. Ultimately, we intend “EDGY” to be deployed as close to the user as possible and give them control over what is shared. Achieving the right balance will depend on how user preferences affect the performance of interactions between these assistants and associated services (e.g., a privacy-utility tradeoff).

**An Open Inference Attack Vector.** It is possible to accurately infer a user’s sensitive and private attributes (e.g., their gender, emotion, or health status) from deep acoustic models (e.g., DeepSpeech2 (7)). An attacker (e.g., a “curious” service provider) may use an acoustic model trained for speech recognition or speaker verification to learn further sensitive attributes from user input even if not present in its training data. To investigate the effectiveness of such an attack, we used the output of the DeepSpeech2 model and attach different classifiers (i.e., emotion and gender recognition) to demonstrate the potential privacy leakage caused by these deep acoustic models based on each of the datasets described in Section 4. We measured an attack’s success as the increase in inference accuracy over random guessing (89). We found that a relatively weak attacker (i.e., using methods that include logistic regression, random forest, multi-layer perceptron, and support vector machine classifiers) can achieve high accuracy in inferring sensitive attributes, ranging from 40% to 99.4%, i.e., significantly better than guessing at random.

### 3.2 Design Overview

Speech communication in human interaction can broadly convey information on two layers: (1) a linguistic layer that refers to the meaningful units of information structure in the speech signal, including phonemes (i.e., the smallest speech unit that may cause a change of meaning within a language (32)), words, phrases, and sentences, and (2) a paralinguistic/extralinguistic layer that refers to non-verbal phenomena, including speaker traits and states (72). The phonetic content affects the segment level, while the speaker characteristic affects the sequence level (33). Thus, the speech signal could be disentangled into several independent factors, each of which carries a different type of information.

**Core Design:** In our context, the idea is to disentangle the factors related to the task we want to compute per layer. We aim to demonstrate the effectiveness of learning disentangled representations in preserving the sensitive attributes in the user data. Such disentanglement can be beneficial to enable decentralized privacy-aware analytics and promote transparency in protecting users’ privacy.

#### 3.2.1 Linguistics Layer

Discrete units (e.g., phonemes) highlight linguistically relevant representations of the speech signal in a highly compact format (10, 59, 71, 80), while being
invariant to speaker-specific and background noise details. These representations can be used to bootstrap training in speech systems and reduce requirements on labeled data for zero-resource languages [82]. It can also enable privacy-preserving paralinguistics.

Disentangle-based learning techniques prevent the speaker information from leaking into the content embeddings either by reducing the dimension or quantizing the content embedding as a powerful information bottleneck [20]. These techniques include propagating reversed gradient from the speaker classifier [18], applying instance normalization [17], and quantizing the representation [80]. Thus, to achieve our goal in learning disentangled representations for preserving privacy, we investigate clustering approaches (e.g., k-means and vector quantization (VQ)) as an information bottleneck and propose three models: k-means and Vector-quantized Contrastive Predictive Coding (k-means/VQ-CPC) and Vector-quantized Variational Autoencoder (VQ-VAE) to extract the phonetic content, while being invariant to low-level information.

One motivation to apply clustering approaches is that implementing clustering/quantization can capture high-level semantic content from the speech signal, e.g., phoneme, due to the discrete nature of phonetic units [50]. The input speech sequence $x$ is first encoded into the frame-level continuous vector with length $t$. Then, the quantize layer projects the latent representation from the encoder module into the closet point in the codebook by selecting one entry from a fixed-size codebook $c = [c_1, c_2, \ldots, c_k]$, where $k$ is the size of the codebook.

**K-means/Vector-quantized-CPC.** CPC [62] is a self-supervised learning method that learns representations from a sequence by trying to predict future observations with a contrastive loss. Given an input signal $x$, the CPC model embeds $x$ to a sequence of embeddings $z = (z_1, \ldots, z_t)$ at a given rate using a non-linear encoder $E$. At each time step $t$, the autoregressive model $G$ takes as input the available embeddings $z_1, \ldots, z_t$ and produces a context latent representation $c_t = G(z_1, \ldots, z_t)$. Given the context $c_t$, the CPC model tries to predict the $K$ next future embeddings $\{z_{t+k}\} 1 \leq k \leq K$ by minimizing the following contrastive loss:

$$
\mathcal{L}_t = -\frac{1}{K} \sum_{k=1}^{K} \log \left[ \frac{\exp \left( z_t^T + k W_k c_t \right)}{\sum_{z \in \mathcal{N}_t} \exp \left( z_t W_k z \right)} \right],
$$

where $\mathcal{N}_t$ is a random subset of negative embedding samples, and $W_k$ is a linear classifier used to predict the future $k$-step observation.

Rozé et al. [59] train a k-means clustering module on the outputs of the CPC model. After training the k-means clustering, the continuous features are assigned to a cluster, and the input speech sequence $x$ can then be discretized to a sequence of discrete units corresponding to the assigned clusters. Similarly, VQ-CPC [81] incorporates vector quantization with the CPC model to discretize the continuous features and capture phonetic contrasts.

**Vector-quantized-VAE.** The VQ-VAE [80] model uses a VQ technique to produce the discrete latent space. During the forward pass, the output of the encoder $z_e(x)$ is mapped to the closest entry $c_i$ in a discrete codebook of $c = [c_1, c_2, \ldots, c_k]$. Precisely, VQ-VAE finds the nearest codebook using Equation (1) and uses it as the quantized representation $z_q(x) = c_q(x)$, which is passed to the decoder as content information:

$$
q(x) = \arg\min_i \| z_e(x) - c_i \|_2^2.
$$

The transition from $z_e(x)$ to $z_q(x)$ does not allow gradient back-propagation due to the argmin function but uses a straight-through estimator [11]. VQ-VAE is trained using a sum of three loss terms (in Equation (2)): the negative log-likelihood of the reconstruction, which uses the straight-through estimator to bring the gradient from the decoder to the encoder, and two VQ-related terms:
the distance from each prototype to its assigned vectors and the commitment cost [80]:

\[
L = \log p(x|z_q(x)) + \|s_q[ze(x)] - c_q(x)\|_2^2 + \beta \|ze(x) - s_q[c_q(x)]\|_2^2.
\]

(3)

Note \(sg(.)\) denotes the stop-gradient operation that zeros the gradient with respect to its argument during the backward pass. For more details refer to [80].

3.2.2 Paralinguistic Layer. Information on speaker characteristics can be useful for various paralinguistics tasks such as speaker authentication [27] or Parkinson’s disease detection [91]; however, such information is often private. Thus, personalization and on-device training are increasingly important for these tasks, since performing computations locally can improve both privacy and latency [27].

Non-semantic aspects of the speech signal (e.g., speaker identity, language, and emotional state) generally change more slowly than the phonetic and lexical aspects used to explicitly convey meaning (i.e., ASR) [73]. Following [66, 73], we use the TRipLet Loss network (TRILL) to learn speaker-specific embedding that can be adapted to a variety of downstream paralinguistic tasks such as speech emotion recognition, speaker identification, language identification, and medical diagnosis. TRILL representation is trained using a self-supervised approach and uses triplet loss-based metric learning, assuming that segments closer in time are also closer in the embedding space. Formally, a large collection of example triplets of the form \(z = (x_i, x_j, x_k)\) (namely anchor, positive, and negative examples) is sampled from unlabeled speech collection represented as a sequence \(X = x_1 x_2 ... x_N\) [73]. The distance from the baseline (anchor) example to the positive (truth) example is minimized, and the distance from the baseline (anchor) example to the negative (false) example is maximized. The loss incurred by each triplet is then given by

\[
\mathcal{L}(z) = \sum_{i=1}^{N} \left[ \|g(x_i) - g(x_j)\|_2^2 - \|g(x_i) - g(x_k)\|_2^2 + \delta \right]_+,
\]

(4)

where \(\|\cdot\|_2\) is the \(L_2\) norm, \([,]_+\) is standard hinge loss, and \(\delta\) is a non-negative margin hyperparameter.

To support our goal of achieving configurable privacy in processing and sharing speech data, learning these generally useful paralinguistics representations will help to enable personalization as well as serve as a first step toward achieving paralinguistics privacy in a decentralized manner, as proposed in [27].

3.2.3 Reconstruction. Speech reconstruction/generation is often implemented in the form of autoencoding, where speech is first encoded in a low-dimensional space and then decoded back to speech. In the speech domain, a vocoder acts as a decoder and learns to reconstruct audio waveforms from acoustic features [61]. For example, Wave Recurrent Neural Network (WaveRNN) [39] uses linear prediction with recurrent neural networks to synthesize neural audio. Specifically, it will combine the speaker identity (i.e., global condition) and linguistic context (i.e., local condition) to generate the synthesized speech, as shown in Figure 4. Thus, discovering informative discrete speech units from raw audio (i.e., zero-shot fashion) opens up the possibility of addressing the effect of non-linguistic variability (e.g., channel and speaker identity) on the linguistic quality of the reconstructed speech. It also allows us to evaluate speech generation (i.e., speech content) at many linguistic levels.

3.3 Optimizing for Edge-friendly Inference

Inference efficiency is a significant challenge when deploying DL models at the edge given restrictions on processing, memory, and, in some cases, power consumption. To address this challenge,
we explore a variety of techniques that involve reducing model parameters with pruning and/or reducing representational precision with quantization to support efficient inference at the edge. We elaborate in the following:

3.3.1 Quantization. Quantized models are those where we represent the models with lower precision [36]. The main feature of existing quantization frameworks is usually the ability to quantize the weights and/or activations of the model from 32-bit floating-point into lower bit-width representations without sacrificing much of the model accuracy.

Quantization is motivated by the deployment of ML models in resource-constrained environments like mobile phones or embedded devices. For example, fixed-point quantization approaches can be implemented on the weight and activation to reduce resource consumption on devices. We thus experiment with the quantization technique on the model parameters to discover its effect on the compression of the model and increased speed of inference time at the edge with minimal detriment to its prediction accuracy.

3.3.2 Knowledge Distillation. Knowledge distillation refers to the idea of model compression where a complex model (i.e., teacher model) will be used to distill its knowledge to the small model (i.e., student model) without a significant drop in the prediction accuracy [14, 31].

In this process, the teacher network or an ensemble model can extract important features from the given data and produce better predictions. Then the student network with the supervision of the teacher model will be able to produce comparable results. Thus, this distillation compresses the knowledge in an ensemble model into a single model that is much easier to deploy on embedded devices. Following [66], we turn to knowledge distillation where a generally useful speech representation model will be used to distill its knowledge to the small model, which is fast enough for on-device applications.

3.4 Hybrid Deployment

EDGY is designed as a composable system to enable “configurable privacy” in various deployment environments with resource-constrained devices. It currently consists of three basic modules: encoding, quantization, and classification. It is possible to add a fourth unit, decoding (if needed according to the application context), as shown in Figure 2.

Assume that the processing pipeline starts with the encoding module. The encoding module consists of various models each trained on public data using an unsupervised learning approach. The module learns information over two different layers (i.e., linguistics and paralinguistics), and after verifying the ability of the model to extract useful acoustics representations, the following are the possible application scenarios under the collaborative “edge-cloud” paradigm: we suggest partitioning the encoding with the quantization module and/or the encoding with the classification module and deploying it on the resource-constrained edge devices, while the decoding module, if implemented, can be performed in the cloud; see Figure 3. For linguistics embeddings, there have
been recent attempts to recognize speech through the direct use of the quantized representations (i.e., speech-related embedding) in NLP algorithms without the need for decoding these representations. For example, after using vector-quantized/clustering modules to quantize the dense representations from the speech segments, well-performing NLP algorithms (e.g., BERT) were then applied to these quantized representations, which achieve promising state-of-the-art results in phoneme classification and speech recognition [9]. In addition, paralinguistic embeddings can be used separately for further local authentication or personalization purposes. The decoding part may be implemented for the purpose of generating voice. It is reasonable to assume that service providers may want to keep recordings in user records for the sake of transparency (e.g., to facilitate GDPR). We assume that service providers may want to offer personalized services to their users. Using the proposed framework, therefore, and decomposing the processing between the edge and the cloud can help to achieve this objective in a privacy-preserving manner. More precisely, learning disentangled representations by the proposed framework at the edge will allow more control over the sharing of these representations. For example, service providers may train a decoder using the speaker embedding when using the service for the first time, and then the encoder at the edge sends only the speech-related embedding to regenerate the user recordings.

4 EXPERIMENTAL FRAMEWORK

In this section, we briefly describe the datasets used (LibriSpeech, VoxCeleb, CREMA-D, SAVEE, and Common Voice) and our experimental setup, highlighting baseline settings as well as optimization techniques used to improve EDGY’s performance. To support reproducibility, our code and research artifacts are publicly available in addition to instructions about how to reproduce the implementation/results.¹

4.1 Datasets

We use a number of real-world datasets that were recorded for various purposes, including speech recognition, speaker recognition, accents, and emotion recognition, to train EDGY and examine its effectiveness in protecting paralinguistic information. The details of each dataset are as follows:

**LibriSpeech.** LibriSpeech [64] is a large dataset of approximately 1,000 hours of reading of English. It was derived from reading audiobooks from the LibriVox project and was recorded to facilitate the development of automatic speech recognition systems. We use the train-clean100 set and test set.

**VoxCeleb.** The VoxCeleb dataset [55] contains over 100,000 utterances from 1,251 celebrities, extracted from videos uploaded to YouTube. It was curated to facilitate the development of automatic speaker recognition systems. We use the VoxCeleb1 subset of about 1,200 recordings.

**CREMA-D.** The Crowd Sourced Emotional Multimodal Actors Dataset [15] is an audio-visual dataset for emotion recognition containing 7,442 recordings for 91 actors (i.e., 48 male and 43 female) with diverse ethnic backgrounds (i.e., African American, Asian, Caucasian, Hispanic, and Unspecified). It was recorded to facilitate the development of multimodal emotion recognition systems. It includes seven emotions: calm, happy, sad, angry, fear, surprise, and disgust, as well as neutral expression. We use the entire dataset.

**SAVEE.** The Surrey Audio-Visual Expressed Emotion database [29] consists of phonetically balanced sentences from standard TIMIT (acoustic-phonetic continuous speech dataset) uttered by four English actors with a total size of 480 utterances. It was primarily recorded to facilitate the development of multimodal emotion recognition systems. It contains expressions of seven emotions: calm, happy, sad, angry, fearful, surprise, and disgust, as well as neutral. We use the entire dataset.

**Common Voice.** The Common Voice Dataset [8] is a massively multilingual collection of transcribed speech collected via Mozilla’s Common Voice initiative for speech technology research.
Table 1. Popular Smart Speaker Specifications

| Category     | Device/Service          | Processor Type | RAM   | Storage Memory |
|--------------|-------------------------|----------------|-------|----------------|
| Smart Speaker| Amazon Echo             | ARM Cortex-A8  | 256 MB| 4 GB           |
|              | Google Home             | ARM Cortex-A9  | 512 MB| 2 GB           |
|              | Apple HomePod           | Apple A8       | 1 GB  | N/A            |

Table 2. Datasets for Paralinguistics Downstream Tasks

| Dataset      | Target            | No. Classes | No. Samples | No. Speakers |
|--------------|-------------------|-------------|-------------|--------------|
| VoxCeleb     | Speaker identification | 1,251       | 153,514     | 1,251        |
| CREMA-D      | Emotion           | 6           | 7,442       | 91           |
| SAVEE        | Emotion           | 7           | 480         | 4            |
| Common Voice | Accents           | 17          | 66,173      | 67,608       |

and development. The dataset currently consists of 7,335 validated hours in 60 languages including demographic metadata like age, gender, and accent per recording. We use the entire English set.

**Preprocessing.** In our experiments, we use a sampling rate of 16 Hz for the recordings. We extract 80-bins Mel-spectrograms using librosv0.7.2, with an FFT size of 2,048, hop size 256, and window size 600 as Mel-spectrogram parameters.

4.2 Experimental Setting

We conduct our experiments on a Z8 G4 workstation with Intel (R) Xeon (R) Gold 6148 (2.8 GHz) CPU and 256 GB RAM. The operating system is Ubuntu 18.04. We train and fine-tune all models on an NVIDIA Quadro RTX 5000 GPU. We run a total of 50 experiments divided into 18 experiments with various compression techniques, followed by 32 experiments for privacy estimation. Then, we deploy the EDGY on a MacBook Pro with a Quad-Core Intel i7 CPU and a Raspberry Pi 4B with a Broadcom BCM2711 CPU, quad core Cortex-A72 (ARM v8) 64-bit, which is similar to the specifications of current voice-controlled devices, some examples of which are shown in Tables 1 and 2.

4.2.1 Model Architecture. For the linguistics embedding, the target is to learn discrete units (i.e., speaker-invariant) useful for speech recognition and phoneme classification. We apply three different vector-quantized-based models, CPC-kmean clustering [59], CPC-VQ [81], and VAE-VQ [80], to extract the phonetic content. All of these models start by encoding the audio signal at the encoder, and then the encoder output (latent vectors) passes through a vector quantization layer to become a sequence of quantized representation that serves as the speech embedding.

For CPC-kmean clustering, we used the implementation by [59].\(^2\) which is a modified version of the CPC model. The encoder is a five-layer 1D-convolutional network with kernel sizes of 10, 8, 4, 4, 4 and stride sizes of 5, 4, 2, 2, 2, respectively, resulting in a downsampling factor of 160, meaning that for a 16 kHz input, each feature encodes 10 ms of audio. This is followed by the autoregressive model, which is a multi-layer LSTM network with the same hidden dimension as the encoder. Then, a k-means clustering module is trained on the outputs of either the final layer or a hidden layer of the autoregressive model. The clustering is done on the collection of all the output features at every time step \(t\) of all the audio files in a given training set. After training the k-means clustering, each feature is then assigned to a cluster, and each audio file can then be discretized to a sequence of discrete units corresponding to the assigned clusters. The k-means training was done on the subset of LibriSpeech containing 100 hours of clean speech. For CPC-VQ and VAE-VQ, the implementation followed [81]. The CPC-VQ encoder consists of a convolutional

\(^2\)https://github.com/bootphon/zerospeech2021_baseline.
layer (downsampling the input by a factor of 2), followed by a stack of four linear layers with ReLU activations and layer normalization after each layer, while the VAE-VQ encoder is a stack of five convolutional layers (downsamples the input by a factor of 2). Then, the encoder output is projected into a sequence of continuous latent vectors that are discretized using a VQ layer with 512 codes. For the CPC-VQ, the autoregressive model summarizes the discrete representations up to time $t$ into a context vector $c_t$. Using this context, the model is trained to predict future codes.

For the paralinguistic embedding, the target is to learn general representation (i.e., non-semantic) useful for personalization tasks and the medical domain. We follow the work of [73] and use TRILL embedding.³ It is based on ResNetish [66], a variant of the standard ResNet-50 architecture, followed by a $d = 512$-dimensional embedding layer. The TRILL model uses triplet loss as a training objective, often used in similarity learning, aiming to discriminate against the same/different audio segments. Intuitively, the objective is attempting to learn an embedding of the input such that positive examples end up closer to their anchors than the corresponding negatives do. The produced embedding of dimension $d = 512$ represents the training input of downstream paralinguistics tasks.

4.2.2 Baseline Training. For the linguistic embedding, the training-100 set of LibriSpeech [64] is used as a training dataset. It has multiple speakers and was recorded at a sampling rate of 16 kHz. The log Mel-spectrogram context windows with $f = 80$ Mel bands and $t = 96$ frames representing 0.96 s of input audio are computed from the speech waveform (i.e., STFT computed with 25 ms windows with step 10 ms) as model input. For the paralinguistic embedding, a subset of AudioSet [24] is used as a training dataset, which is the largest dataset for general-purpose audio machine learning (serving as an audio equivalent of ImageNet). The log Mel-spectrogram context windows with $f = 64$ Mel bands and $t = 96$ frames representing 0.96 s of input audio are computed from the speech waveform (i.e., STFT computed with 25 ms windows with step 10 ms) as model input.

To develop an edge-friendly model, we implement various optimization techniques and show their effect on the tradeoff between performance and accuracy. Optimization techniques can be applied either during or after the training. Upon completion of model training, we apply the optimization methods and fine-tune them.

Linguistics. To quantize the linguistics models (i.e., CPC-kmean, CPC-VQ, and VAE-VQ), we use the Neural Network Compression Framework (NNCF) [43], i.e., a framework for neural network compression with fine-tuning to experiment with different compression techniques. It supports various compression algorithms including quantization, pruning, and sparsity applied during the model fine-tuning process to achieve better compression parameters and accuracy. The overall compression procedures can be summarized as loading a JSON configuration script that contains NNCF-specific parameters determining the compression to be applied to the model, and then passing the FP model along with the configuration script to the “nncf.create_compressed_model” function. This function returns a wrapped model ready for compression and fine-tuning, and an additional object to allow further control of the compression during the fine-tuning process, as in Figure 5. Fine-tuning is a necessary step in some cases to recover the ability to generalize what may have been damaged by the model optimization techniques. We therefore fine-tune the model over 10 epochs after implementing the model optimization (i.e., quantization) to enhance its accuracy.

Paralinguistics. To optimize the paralinguistics model, we follow Peplinski et al.’s work [66] and use knowledge distillation to distill “TRILL” to a much smaller student model by using a truncated MobileNet architecture. Knowledge is transferred from the teacher model to the student by minimizing a loss function, aimed at matching softened teacher logits as well as ground-truth

³https://github.com/google-research/non_semantic_speech_benchmark.
labels [31]. The logits are softened by applying a temperature scaling function in the softmax, effectively smoothing out the probability distribution and revealing inter-class relationships learned by the teacher. The MobileNet architecture uses a width multiplier alpha to control the number of filters in the convolutional layers within each inverted residual block, and thus the student models can be distilled with several values of alpha, allowing independent variation of the width (via alpha) and depth (via truncation) of the student model while sampling a wide range of parameter counts [66]. Therefore, we distill the “TRILL” embedding to a student model, which is trained to map the input spectrogram to the output representation produced by “TRILL.” Student embeddings are then used as input representation for solving paralinguistics tasks on edge devices.

4.2.3 Metrics. For system performance, we consider two metrics of computational efficiency on a MacBook Pro and a Raspberry Pi 4B: (1) CPU Execution Time, measured in seconds (s), and (2) Memory Usage, measured in megabytes (MB).

By focusing on the linguistic level, we evaluate the quality of the learned embedding using linguistic metrics introduced by [45]. These metrics are derived either by computing pseudo-distance or by computing (pseudo-) probabilities. Distance-based metrics require models to provide a pseudo-distance computed over pairs of embeddings. Probability-based metrics are computed over pairs of inputs. One example is to evaluate the syntactic abilities of language models by comparing the probabilities of grammatical versus ungrammatical sentences (i.e., syntactic level), while the other is to evaluate the lexical level by comparing the pseudo-probability associated with words and non-words. They give interpretable scores at each linguistic level: phonetics (ABX score), lexicon (spot-the-word), syntax (acceptability judgment), and semantics (similarity score). We draw on evaluations presented in the Zero Resource challenge 2021 [59] and select metrics that enable us to evaluate two linguistic levels: the acoustic and the semantics levels. This allows us to evaluate the learning of linguistic representations from raw audio signals without any labels as well as without the need for the reconstruction step.

To evaluate the quality of paralinguistics embeddings, we train a set of simple models (i.e., using the Scikit-Learn library) using embeddings as input representation to solve each paralinguistics classification task. Embeddings for each utterance are averaged in time to produce a single embedding vector. We report the test accuracy (i.e., the ratio of correctly predicted labels) across combinations of downstream classifiers.

5 EVALUATION

In this section, we evaluate our results in terms of (1) system performance, (2) utility evaluation, and (3) privacy estimation.
5.1 System Performance

To evaluate the system performance, we measure CPU execution time and the memory usage of both baseline and compressed models during the inference time. We perform a detailed analysis of these models, each of which requires loading the model, pre-processing the raw recordings, and producing the encoded representation. Figures 6 and 7 provide the performance analysis of two encoder types for feature disentanglement at the edge. This analysis can help us to make good decisions when choosing the appropriate optimization methods for EDGY deployment and understanding the associated cost.

5.1.1 Linguistics. We compare the performance of three different models that learn discrete linguistics representations as baseline models, namely CPC-Kmean-FP32, CPC-VQ-FP32, and VAE-VQ-FP32 trained using floating-point-32 precision. Firstly, we divided the models into encoder and vector quantization modules to enable better performance analysis and more distributed deployment settings. We run the pre-trained vector-quantized based models on the MacBook Pro and the Raspberry Pi 4, and we measure each module separately (i.e., encoder and quantization). As shown in Figure 7, the results indicate that we can deploy these models on the different edge/cloud devices with promising overall inference time and memory usage by all the modules (i.e., encoder and quantization) per model. For example, the CPC-Kmean-FP32 model requires 0.071 s and 0.001 s (i.e., encoding and quantizing) and 0.801 s and 0.025 s (i.e., encoding and quantizing) for inference time, while memory consumption is 0.005 MB and 0.004 MB (i.e., encoding and quantizing) and 0.006 MB and 0.005 MB (i.e., encoding and quantizing) on the MacBook Pro and Raspberry Pi 4, respectively. Despite the increase of the inference time consumed by these modules on the Raspberry Pi 4 compared to the MacBook Pro, the memory consumption is similar in all cases. Moreover, we show the performance results for the compressed models with INT8 quantization in Figure 7, “FP32” represents floating-point-32 models and “INT8” represents 8-bit-integer quantization models. Interestingly, “INT8” model quantization was able to reduce the model size by almost 4x. We also measure the inference time and memory usage on the MacBook Pro and Raspberry Pi 4, and we find that it speeds up the inference time by about 2.4× compared with the FP32 baseline models.

5.1.2 Paralinguistics. We show the performance results for two different models that learned universal representations useful for several paralinguistics tasks (e.g., speaker recognition, emotion recognition, and accent identification), namely, “TRILL” and “TRILL-distilled” in Figure 6. We measure the inference time and memory usage on the MacBook Pro and Raspberry Pi 4. As shown in Figure 6, distillation can effectively reduce (about 2.9×) the inference time from 800 to 275 milliseconds in encoding processes on the Raspberry Pi 4. For all models, the memory usage is very small, ~12 kB. There is, however, a slight increase in the TRILL-distilled model size of about 5 MB over the TRILL model due to the size of its final dense layers (i.e., more parameters); see Figure 6.

System Performance Summary. Quantization and distillation are two techniques commonly used to address the model size and performance challenges. We found that when using these methods (i.e., quantization and knowledge distillation), we obtained a model that can be deployed on
the edge with better performance in terms of inference time and memory usage. The optimized models approximately require a maximum 30 MB (i.e., the linguistics layer) and 103.22 MB (i.e., the paralinguistics layer) for installation, which is suitable for limited-capacity devices. For the paralinguistics layer, however, further quantization and distillation may be needed to obtain even lighter models (i.e., less than 103.22 MB). We also investigated the effect of using these methods on speeding up the inference time, achieving approximately a 2.9× improvement over the baseline models. We note that the performance of the quantized models might be varied based on the input data (i.e., batch size) and the hardware used (i.e., support for INT8 inference). We leave for future work additional efforts to explore these optimization approaches deployed for even more constrained devices.

5.2 Utility Evaluation

In our setup, edge devices disentangle the speech representations, preserve paralinguistic features, and forward the linguistic embeddings to the cloud for recognition and/or speech reconstruction. As a result, the utility of these representations is determined by the reason for learning them, whether linguistic representations are useful for speech recognition/reconstruction or not, and whether non-linguistic representations are useful for paralinguistic tasks like speaker recognition and emotion recognition in case there is a need to learn it. Consequently, we conduct two types of experiments using the representations (i.e., linguistics and paralinguistics) to assess their effectiveness in performing target-specific tasks.

5.2.1 Linguistics. Linguistic representations can be evaluated at two levels, i.e., acoustic and language levels, and through two modes of operation, i.e., encoding and generation tasks. Acoustic encoding (acoustic unit discovery) involves representing speech in terms of discrete units, ignoring non-linguistic components such as speaker identity and noise, while language encoding (spoken language modeling) involves learning how the language patterns are distributed [45]. Speech resynthesis involves generating audio from given acoustic units. Given that our objective is to learn linguistic representations from raw audio signals without any labels, and by following recent textless NLP approaches [45], we use two automatically evaluative metrics sets: “zero-shot” and ASR-based metrics to evaluate the quality of the learned linguistic representations to demonstrate EDGY’s feasibility/compatibility with future/existing transcription systems. By using “zero-shot” metrics [59], we analyze the quality of the encoded representations extracted from the raw recordings at two linguistic levels: phonetics (i.e., how well separated phonetic categories are in a given embedding space) and semantics (i.e., evaluating the semantic representation at the words level). These metrics are aimed at making it easier to evaluate discovered discrete units from raw audio without the need for any text or labeled data. We then implement a decoder to convert the encoded input units back to speech, i.e., discrete units discarding non-linguistic factors, like speaker-related information. We use state-of-the-art ASR systems to translate the generated speech back to text and then apply metrics including WER to determine the intelligibility of the resulting speech in terms of higher linguistic content. This reflects that we have good representations extracted from the raw audio for the transcription task.

For the acoustic/phonetics level, we use the ABX score (i.e., lower is better) to estimate the discriminability between phonemes. ABX is calculated by computing the distance between the representations associated with three acoustic tokens (a, b, and x), two of which belong to the same category A (a and x) and one of which belongs to a different category B (b). Thus, the score is the estimated probability that a and x are closer to one another than a and b. In this article, we use the ABX score developed in Libri-light and report both the within-speaker ABX score (where a, b, and x belong to the same speaker) and the across-speaker ABX score (where
In Table 3, we present the results for both baseline and optimized models and compare them to topline (text-based system, namely BERT [59]). The lower the ABX score, the better the linguistic representations obtained. The CPC-K-mean-FP32 model scored the lowest compared to the CPC-VQ-FP32 and VAE-VQ-FP32 models, in addition to a further reduction in ABX score when implementing optimization techniques by \(\sim 0.2\%\). Our automatic metrics confirm the quality of the representations and outputs at the acoustic/phonetic level but show that improvements are needed at the semantic level. Although CPC-K-mean-FP32 scored higher compared to the CPC-VQ-FP32 and VAE-VQ-FP32 models, the overall semantic scores show the need for further improvement. The baseline here is a text-based language model. Comparison with a text-based BERT topline system trained on the phonetic transcription shows that the speech input raises challenges for the language model component of the model that need to be addressed in further work. The language model (BERT) in this case learns on the basis of the pseudo-text derived from clustering learned representations from scratch (without text), compared to text-based language models like BERT [59].

In Table 3, we present the results for both baseline and optimized models and compare them to topline (text-based system, namely BERT [59]). The lower the ABX score, the better the linguistic representations obtained. The CPC-K-mean-FP32 model scored the lowest compared to the CPC-VQ-FP32 and VAE-VQ-FP32 models, in addition to a further reduction in ABX score when implementing optimization techniques by \(\sim 0.2\%\). Our automatic metrics confirm the quality of the representations and outputs at the acoustic/phonetic level but show that improvements are needed at the semantic level. Although CPC-K-mean-FP32 scored higher compared to the CPC-VQ-FP32 and VAE-VQ-FP32 models, the overall semantic scores show the need for further improvement. The baseline here is a text-based language model. Comparison with a text-based BERT topline system trained on the phonetic transcription shows that the speech input raises challenges for the language model component of the model that need to be addressed in further work. The language model (BERT) in this case learns on the basis of the pseudo-text derived from clustering the learned representations.

Finally, to demonstrate the practical applicability of EDGY with current cloud-based models (commercial Speech-to-Text APIs), we use a subset of the Librispeech test dataset (raw recordings) as a baseline, assuming that such recordings disclose all sensitive information about the user. Then, we regenerate the waveform using the pre-trained flow-based neural vocoder WaveGlow implemented in the texlesslib library [40]. This model outputs the time-domain signal given the log Mel spectrogram as input. We also regenerated the waveform using the discovered discrete units from the raw recordings (i.e., such units only maintain the linguistic information while discarding the paralinguistic/speaker-related information). We measure the WER, which is the ratio of edit distance between words in a reference transcript and the words in the output of the speech-to-text engine to the number of words in the reference transcript (i.e., the lower the

| Model | Set | Development Set |
|-------|-----|------------------|
| Topline | Baseline | Optimized |
| **Model** | **Set** | **BERT** | **CPC-Kmean** | **CPC-VQ** | **VAE-VQ** | **CPC-Kmean** | **CPC-VQ** | **VAE-VQ** |
| ABX within Clean | 0.00 | 10.26 | 50.72 | 39.29 | 10.22 | 50.56 | 39.28 |
|          Other | 0.00 | 14.24 | 50.22 | 42.52 | 14.16 | 50.16 | 42.47 |
| ABX across Clean | 0.00 | 14.17 | 50.56 | 42.29 | 14.17 | 50.54 | 42.24 |
|          Other | 0.00 | 21.44 | 50.41 | 45.13 | 21.26 | 50.24 | 45.13 |
| sSIMI Synth. | 9.86 | 2.99 | 1.75 | 1.75 | 0.657 | 0.06 | -0.68 |
|         Libri. | 16.11 | 6.68 | 4.42 | 2.99 | -2.75 | -5.18 | -5.25 |

"Topline" refers to the text-based language model, "Baseline" refers to textless representation model breaks this dependence on text, and "Optimized" refers to the compressed version of the baseline models.

a and b belong to the same speaker and x to a different one) using the development set of the Zero Resource challenge 2021. At the semantic level, the sSIMI similarity score (i.e., higher is better) is used to compute the similarity of the representation of pairs of words and compare it to human similarity judgments. To obtain this, the outputs from a hidden layer of the language model of the two discretized sequences are aggregated with a pooling function to produce a fixed-length representation vector for each sequence, and the cosine similarity between the two representation vectors is computed. We use the sSIMI similarity score developed in the mturk-771 dataset and report similarity distance over pairs of the same voice for the synthetic subset and all possible pairs for the LibriSpeech subset. In this setting, the language models learn on the basis of the pseudo-text derived from clustering learned representations from scratch (without text), compared to text-based language models like BERT [59].
Table 4. EDGY’s Performance on Cloud-based ASR Using the Word Error Rate (WER; Lower Is Better) and Real-time Factor (RTF; Lower RTF Is More Computationally Efficient)

|          | Amazon       | Google       | IBM         | Mozilla     | Local Model |
|----------|--------------|--------------|-------------|-------------|-------------|
| WER      | RTF          | WER          | RTF         | WER          | RTF         |
| Raw      | 17.26        | 57.49        | 18.45       | 7.35         | 5.95        | 1.33        | 5.36        | 2.20        |
| Vocoder  | 17.86        | 54.16        | 63.10       | 3.46         | 72.02       | 1.11        | 47.02       | 1.39        | 8.33        | 2.19        |
| EDGY     | 23.21        | 51.41        | 85.00       | 2.87         | 32.74       | 1.39        | 27.38       | 1.04        | 11.31       | 2.06        |

WER, the more precise the model), and the real-time factor (RTF), which is the ratio of CPU (processing) time to the length of the input speech file. A speech-to-text engine with lower RTF is more computationally efficient. We use the ground-truth transcripts within the dataset to calculate the WER of the raw (baseline), vocoder only, and EDGY output (privacy-aware generation). In Table 4, WER is calculated using the ASR of current speech-to-text cloud-based services and uses the ground-truth transcripts. Examples include Amazon Transcribe [6], Google Speech [26], IBM Watson [86], Mozilla DeepSpeech [54], and a local transcription model trained on the Librispeech dataset. However, as shown in Table 4, potential discrepancies over the models’ performance could be related to several factors, such as the domain mismatch between written texts and spoken utterances with ASR errors, and could also be restricted by the generation (vocoder) accuracy. The theoretical privacy vs. utility comparison of these approaches is left for future work.

5.2.2 Paralinguistics. To support the principle of configurable privacy, and as we indicated in Section 2.2, this kind of information could be useful for potential critical applications such as healthcare, we evaluate the accuracy of the paralinguistics representations for the target tasks. The overall results are in Table 5. The first three rows represent the performance of learning different paralinguistics tasks using the learned paralinguistic representation.

Utility Evaluation Summary. Applications such as Apple’s Siri, Amazon Alexa, and others not only extract the text but also interpret and understand the meaning so that they can respond with answers or take action based on the user’s commands. Previously, connecting an NLP application to speech inputs meant that researchers had to first train an ASR system, a resource-intensive operation that introduced errors, did a poor job of encoding casual linguistic interactions, and was available for just a handful of languages. Current ASR can be broken down into two stages: an acoustic model that transcribes speech into text, followed by a language model to add meaning to the transcription. The audio is cut into a sequence of small chunks of 0.1 seconds, and an acoustic model tries to detect the letter pronounced in each one of them. Then, the goal of the language model is to turn them into a meaningful sequence. The performance of language models trained from text is typically evaluated using scores like perplexity. However, these systems still assume access to text to learn a language model and the mapping to the continuous audio units [83], meaning the models are only suitable for languages with very large text datasets. With textless NLP, the hope is to make ASR obsolete and to work in an end-to-end fashion, from the speech input to speech outputs. This aims at learning linguistic representations from scratch for language with little or no textual resources toward textless spoken language processing [45]. Regarding linguistic representations, we composed two zero-shot tests probing two linguistic levels: acoustic and semantic, where these metrics will help to evaluate the quality of the learned linguistic representations from raw signals (i.e., unsupervised systems) without the need to reconstruct them. Therefore, these results, as shown in Table 3, are promising in learning linguistics representation directly from raw signals (i.e., without text or labels) while being invariant to background noise and speaker characteristics, among others. Learning such discrete speech units might be helpful in developing more robust and inclusive speech technology, especially under limited
resources settings or where no textual resources exist for languages to be addressed in a supervised setting.

5.3 Privacy Estimation

Our privacy preservation objective is to achieve high ASR performance (Section 5.2.1) while maintaining low paralinguistic attribute inference performance. Specifically, the inference success of this sensitive paralinguistic information by an attacker should be less than or equal to random guessing. We employ disentangled representation learning on the speech data with the assumption that we will only provide the linguistic representations to the cloud-based services. Thus, to estimate the privacy protection, we measure to what extent linguistics representations preserved paralinguistics information. We have made our privacy estimation by using the linguistics representations and training shallow classifiers on top of these representations. We train these small models to solve various downstream paralinguistics tasks (i.e., speaker identification, emotion recognition, accent identification, and gender recognition). We report the accuracy of the classification tasks using these linguistic representations, and interestingly, based on the drop in the classification accuracy across the various paralinguistics tasks, as shown in Table 5, the discovered discrete units clearly act as an information bottleneck, forcing the acoustic models to discard speaker-related details, and shows that learning privacy-preserving linguistics representations is feasible. Our baseline approach is to train the classifiers first using the output of the paralinguistic representation learning models (full floating-point and optimized) to predict various paralinguistic tasks. For these tasks, we achieved acceptable recognition accuracy of 41.69% to 85.17%, as shown in the first three rows of Table 5. Hence, we also compare the recognition accuracy before and after quantization over acoustic features. The following describes each of them:

**Speaker Identification.**

Speaker identification involves determining which speaker has produced a given speech [55]. We use the VoxCeleb1 dataset and treat it as a multiclass classification task (i.e., a distribution over the 1,251 different speakers). As shown in Table 5, by using paralinguistics representations, we can achieve reasonable accuracy to identify the speaker. This identification accuracy decreased sharply by 14% to 38% when using linguistics representations (i.e., after implementing vector-quantized/clustering and optimization techniques to get these representations).

**Emotion Recognition.**

Emotion recognition involves classifying vocal emotional expressions in sentences spoken in a range of basic emotional states (e.g., happy, angry, sad, and neutral) [15]. We use CREMA-D and SAVEE datasets and consider emotion recognition as a multiclass classification task (i.e., a distribution over basic emotions). We observe that the disentanglement in learning linguistics representation combined with optimization techniques shows a considerable drop in emotion recognition, i.e., at a rate of 34% to 59% compared with paralinguistics.

**Accent/Language Identification.**

Language identification involves classifying the language being spoken by a speaker [8]. We use the Common Voice dataset (English set only) and evaluate accent identification as a multiclass classification task (i.e., a distribution over 17 English language accents). We note that using linguistics representation combined with optimization techniques shows a significant drop in language identification, i.e., at a rate of 40% to 64% compared with paralinguistics.

**Gender Recognition.**

Gender recognition involves distinguishing the speaker’s gender from a given speech. We use the Common Voice dataset (English set only) and estimate gender recognition as a binary classification task (i.e., a distribution over male and female). We find that disentanglement in learning linguistics representations combined with optimization techniques can decrease gender recognition at a ratio...
Table 5. Accuracy of Downstream Tasks Using Paralinguistics and Linguistics Embeddings

| Dataset → | VoxCeleb1 | CREMA-D | SAVEE | Common Voice | Common Voice |
|-----------|-----------|---------|-------|--------------|--------------|
| Task →    | Speaker   | Emotion | Emotion | Accent | Gender |
| Model ↓   | Eval | Test | Eval | Test | Eval | Test | Eval | Test | Eval | Test | Eval | Test |
| Paralinguistics | | | | | | | | | | | | |
| TRILL - Embedding | 41.69 | 41.93 | 59.75 | 59.83 | 53.70 | 53.00 | 82.45 | 81.29 | 85.00 | 83.02 | | |
| TRILL - Layer19 | 49.06 | 47.07 | 67.10 | 66.48 | 65.83 | 65.00 | 84.43 | 82.36 | 85.17 | 84.79 | | |
| TRILL - Distill | 47.18 | 46.54 | 67.80 | 67.33 | 66.66 | 70.00 | 76.52 | 74.94 | 81.87 | 79.89 | | |
| Linguistics | | | | | | | | | | | | |
| CPC | 46.08 | 44.14 | 62.87 | 61.18 | 59.16 | 56.66 | 72.40 | 70.99 | 83.11 | 82.20 | | |
| + Clustering | 17.09 | 17.00 | 29.53 | 28.85 | 20.83 | 18.33 | 23.06 | 24.39 | 44.89 | 44.41 | | |
| + Clustering (QInt8) | 12.90 | 12.02 | 26.15 | 21.72 | 14.16 | 11.66 | 20.67 | 21.79 | 43.32 | 44.25 | | |
| + VQ | 24.74 | 24.06 | 24.70 | 24.50 | 27.30 | 25.83 | 36.21 | 35.69 | 56.54 | 56.29 | | |
| + VQ (QInt8) | 22.09 | 21.00 | 21.34 | 19.34 | 24.16 | 17.50 | 34.48 | 34.95 | 56.14 | 56.91 | | |
| VAE | 34.67 | 34.00 | 48.60 | 46.14 | 44.16 | 35.83 | 47.44 | 45.79 | 62.13 | 60.00 | | |
| + VQ | 27.90 | 27.00 | 33.19 | 31.89 | 35.83 | 35.00 | 33.04 | 31.25 | 56.19 | 56.75 | | |
| + VQ (QInt8) | 21.97 | 20.09 | 27.14 | 27.00 | 29.16 | 24.16 | 31.11 | 31.11 | 55.62 | 51.50 | | |

The top three rows refer to the performance of various paralinguistics tasks using paralinguistics representations as baseline for privacy estimation experiments. The remaining rows show performance using linguistic representations before and after quantization.

of half compared with the learned paralinguistics representations. Interestingly, even for a binary classification task like gender classification in this case, the disentanglement approach in learning linguistics representations achieves a promising level of protection, approaching a random guess. **Privacy Estimation Summary.** We show that these discrete speech units could be a promising solution for protecting paralinguistics information within the raw speech signals, and thus open up new areas of investigation for new privacy-aware, cross-language architectures for voice analytics systems. We used two types of representation in estimating the paralinguistics privacy, as shown in Table 5. It shows that there is a sharp drop in the classification accuracy when comparing linguistic and paralinguistics representations’ performance over various paralinguistics tasks (e.g., speaker recognition and emotion recognition) with about a 34% to 58% drop in detecting emotions, for example, and interestingly, this performance drop increased by 6% when implementing optimization techniques (e.g., precision quantization). The quantization approaches show their effectiveness in learning linguistic representations, Table 3, while reducing irrelevant paralinguistics information (i.e., measured by the accuracy drop), as shown in Table 5. Such representations will help in protecting the sensitive data when sharing audio data as well as speeding up its transmission [42]. To address the configurable privacy principle, we consider also the scenario where paralinguistics information might be needed for authentication purposes or medical diagnoses, and thus we disentangle the representation learning (i.e., linguistic and paralinguistic) using a composable framework. Non-semantic and on-device embeddings can thus be tuned for privacy-sensitive applications (e.g., speaker recognition); see Table 5.

### 6 DISCUSSION AND FUTURE WORK

Preserving privacy in speech processing is still at an immature stage and has not been adequately investigated to date. Our experiments and findings indicate that it is possible to achieve a fair level of privacy protection at the edge while maintaining a high level of functionality for voice-controlled applications. Our results can be extended to highlight different design considerations, characterized as tradeoffs, which we discuss as follows.

**Performance vs. Optimization.** First, we asked the following question: "Is it possible to develop lightweight models for representation learning that can work on the edge in near real-time while maintaining accuracy?" Deep learning model compression techniques (e.g., pruning, quantization, and knowledge distillation) aim to reduce the size of the model and its memory footprint while speeding up the inference time and saving on memory use. To do this, a pre-trained dense
model is transformed into a sparse one that preserves the most important model parameters. For example, Peplinski et al. in [66] evaluate the importance of adopting knowledge distillation to develop a set of efficient models that can learn generally useful non-semantic speech representation and run on-device inference and training.

In our work, we have adapted several popular techniques that are currently used to compress models and enable them to be deployed at the edge. One of the primary reasons for taking an edge computing approach is to filter data locally before sending it to the cloud. Local filtering may be used to enhance the protection of users’ privacy. As shown in Figure 6, combining the precision quantization with linguistics models enables us to reduce the model size by almost 4×, yielding a model about half or less the baseline FP32 models. Model compression is also shown to speed up inference time by about 2.4×. Interestingly, it can improve the quality of the learned linguistics representation by about 0.2% (Table 3). Moreover, having a paralinguistics embedding model trained via knowledge distillation can effectively reduce the model size and the inference time (about 2.9×). This model, in particular, is fast enough to be run in near real time on an edge device to enable numerous privacy-sensitive applications. We were able to obtain light models for representation learning, but as future work we will seek to advance its deployment on devices with even more limited resources, e.g., by using optimization techniques like architecture reductions per module. For example, combining adversarial training [28], scalar quantization [60], and Kronecker products [78] might help to obtain even lighter models. Such models should be fast enough to run in real time on a mobile device and present minimal performance degradation for the task(s) of interest.

Disentanglement vs. Privacy. Second, we examined the question: “Is it possible to increase user privacy by learning privacy-preserving representations from speech data while also increasing transparency by giving users control over the sharing of these representations?” Speech data has complex distributions and contains crucial information beyond linguistic content that may include information contained in background noise and paralinguistics information (i.e., speaker-related information), among other information. Current speech processing systems are trained without regard to the impact of these varieties of sources, which may affect its effectiveness. For example, only a portion of this collected information is related to ASR, while the rest can be considered as invariant and therefore potentially impinge upon the performance of ASR systems. Likewise, the implementation of disentanglement in speaker-related representations can enhance the robustness of speaker representations and overcome common speaker recognition issues like speaker spoofing [67]. Recent studies have suggested that a disentangled speech representation can improve the interpretability and transferability of the representation in the speech signal [33]. Although such work seeks to improve the quality and effectiveness of speech processing systems, it has not considered its application to protecting privacy. We observe that learning disentangled representations can bring enhanced robustness, interpretability, and controllability. Our proposed system aims to achieve the configurable privacy principle by adopting a number of design factors. We first implement multi-layer processing based on the assumption that the information in the speech signal can be extracted via two basic layers (i.e., linguistics and paralinguistics) [33]. Second, in each layer, we distribute the processing pipeline into independent modules where each performs a specific task (i.e., mainly encoding, quantization, and classification). Finally, we apply the optimization mechanisms over the module with more computational overhead (i.e., encoding module) to enable its deployment on embedded/mobile devices. Consequently, it can be argued that the proposed system can help to develop a variety of future privacy-aware solutions between users and service providers, and can give more control to users to consent to share their data. Learning disentangled representations not only serves our purpose to protect user privacy but also is useful in finding robust representations for different speech processing tasks with limited data in the speech domain [49, 59]. In the future, we will attempt to combine techniques like adversarial
training [35] and Siamese networks [47] with disentanglement and add further constraints grounded in information theory (e.g., triple information bottleneck [69]) to improve learning disentangled representations.

**Compactness vs. Robustness.** Finally, we investigated the question: “Is it possible to take advantage of model optimization techniques to obtain edge-friendly models as well as enhance the protection of sensitive paralinguistic information?” We first focus on the effect of compactness on privacy, and as shown in Table 5, we demonstrate that the use of compression techniques can improve filtering of sensitive information we may wish to keep locally. For example, by comparing the classification accuracy over various paralinguistics tasks using linguistics embeddings, the compressed INT8 models are worse than the FP32 baseline by about 6%. It is, therefore, also interesting to further investigate the impact of performance optimization techniques on enhancing the disentangled representations learning. Specifically, the higher the degree of disentanglement between the linguistics and paralinguistics representations, the better control we have over the application of various privacy configurations.

The security vulnerabilities of DL algorithms to adversarial examples are an ongoing concern [1] but beyond the scope of this article. We will pose an additional future question toward enabling the deployment in a trustworthy way: “Can the model compression techniques be used as a defense to improve both privacy and security objectives of voice-controlled systems?” In computer vision, for example, Gui et al. [28] proposed an adversarially trained model compression (ATMC) algorithm to enhance the robustness of CNNs against adversarial attacks that aim to fool these models into making wrong predictions. It is, therefore, also interesting to further investigate the tradeoff between accuracy and optimization in addition to security. Concerning tradeoffs between robustness and performance, in future work we will attempt to strengthen the representation learning models’ robustness against potential attacks using advanced optimization techniques such as adversarial compression or using a combination of optimization techniques (e.g., pruning with quantization) for security and trust-sensitive voice-controlled IoT applications.

**Further Limitations.** Overall, we focused on attribute inference attacks in the speech domain, demonstrating the potential for an attacker to accurately infer a target user’s sensitive or private attributes (e.g., their emotion, sex, or health status) from deep acoustic models. The goal of the privacy-preserving framework in this article is to protect the sensitive attributes of shared data against potential attribute inference attacks launched by a curious attacker (i.e., “honest-but-curious”). We demonstrate the importance of developing privacy-preserving solutions that can run at the edge, i.e., before sharing data with cloud-based services. We tested its effectiveness, however, in centralized settings with assumption of passive attack scenarios. Our next step will be to investigate whether disentanglement can be effective against active attacks in both centralized and federated learning settings, safeguarding individual users’ training data. For example, Boenisch et al. [12] present a new privacy attack against FL that is based on an active attacker who holds the ability to maliciously manipulate the shared model and its weights. They show how existing privacy mechanisms, such as Differentially Private SGD (DPSGD), are insufficient to protect private user data from their data reconstruction attack, as current FL implementations operate under the assumption of an “honest-but-curious” central party. While adversarial examples and overall robustness issues are out of the scope of this work, another direction of future work could be focused on extending the EDGY framework to such scenarios and demonstrating the benefits of protecting privacy while maintaining data integrity.

### 7 CONCLUSION

In this article, we proposed EDGY, a hybrid privacy-preserving approach to delivering voice-based services that incorporates on-device paralinguistic information learning and filtering with
cloud-based processing. We leverage disentangled representation learning to explicitly learn independent factors in the raw data. Model optimization is essential for deep learning embedded on mobile or IoT devices. Thus, we performed further combinations between the composable architecture and optimization mechanisms to accelerate deep learning inference at the edge, gaining approximately a $2.4\times$ to $2.9\times$ performance improvement over the floating-point models. We successfully deployed our model on representative edge/cloud devices, including Raspberry Pi 4 and MacBook Pro i7, and showed its effectiveness in running in tens of milliseconds with 0.2% relative improvement in ABX score in learning linguistic representations. We also demonstrate the efficacy of our approach with current cloud-based ASR systems with minimal drop/impact on accuracy of $\sim 5.95\%$ WER. Using EDGY, we evaluated the tradeoff made between lightweight implementation and performance and explain that striking the correct balance will depend on the services with which we interact. We can expect further tradeoffs between performance and accuracy when considering deployment for even more constrained devices.

Our future work includes investigating the development of a scheme to automatically choose a compression method and/or combine a subset of these methods so that automatic optimization can be conducted for deploying deep models for given computational resources, latency requirements, and privacy constraints.
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