Fairness Evaluation in Deepfake Detection Models using Metamorphic Testing
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ABSTRACT
Fairness of deepfake detectors in the presence of anomalies are not well investigated, especially if those anomalies are more prominent in either male or female subjects. The primary motivation for this work is to evaluate how deepfake detection model behaves under such anomalies. However, due to the black-box nature of deep learning (DL) and artificial intelligence (AI) systems, it is hard to predict the performance of a model when the input data is modified. Crucially, if this defect is not addressed properly, it will adversely affect the fairness of the model and result in discrimination of certain sub-population unintentionally. Therefore, the objective of this work is to adopt metamorphic testing to examine the reliability of the selected deepfake detection model, and how the transformation of input variation places influence on the output. We have chosen Mesolception-4, a state-of-the-art deepfake detection model, as the target model and makeup as the anomalies. Makeups are applied through utilizing the Dlib library to obtain the 68 facial landmarks prior to filling in the RGB values. Metamorphic relations are derived based on the notion that realistic perturbations of the input images, such as makeup, involving eyeliner, eyeshadows, blushes, and lipsticks (which are common cosmetic appearance) applied to male and female images, should not alter the output of the model by a huge margin. Furthermore, we narrow down the scope to focus on revealing potential gender biases in DL and AI systems. Specifically, we are interested to examine whether Mesolception-4 model produces unfair decisions, which should be considered as a consequence of robustness issues. The findings from our work have the potential to pave the way for new research directions in the quality assurance and fairness in DL and AI systems.

CCS CONCEPTS
• Software and its engineering → Software testing and debugging.
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1 INTRODUCTION
With the advancement of sophisticated DL and AI systems/models coupled with high computational powers of hardware, various application of AI models such as deepfake has started to emerge and gain popularity. While most researchers focus mainly on improving the accuracy of their proposed models, there is a growing need to investigate the robustness and fairness of AI and DL models, which can be viewed as the most essential non-functional requirements in any well-designed AI and DL models [5]. Deepfakes are created using techniques that superimpose a target person’s face onto a source person in a video [9]. The issues derived from deepfake are becoming more serious nowadays, as deepfake generation methods could potentially allow its user to fabricate lies and spread misinformation for malicious purposes. Deepfake detection techniques are still in their infancy and a variety of approaches have been proposed and tested, albeit on fragmented datasets. While there is a considerable interest and rapid advancement of deepfake detection models, it is not accompanied with reliable and large enough datasets to evaluate the performance of new and innovative deepfake detection models (modified benchmark dataset of deepfake images and videos) [9].

On the other hand, new deepfake detection techniques mostly rely on flaws in deepfake generation pipelines. However, in adversarial contexts, where attackers often try not to disclose the working principles of their attacks, the way how adversarial examples/datasets are generated is not always available. To simplify, the forms of adversarial contexts are not clearly structured underneath
the complex layers of both deepfake generation and detection models, and hence, it is not always true that we can verify the existence of a certain oracle problem by the traditional testing strategies. The challenge of deepfake detection has become more complex as a result of recent research on adversarial perturbation attacks to trick DNN-based detectors [9].

In most existing research deepfake detection models, they are trained on well-chosen or clear frontal image of the subject without any foreign artifacts. How would the model perform in situations where the training images are not in ideal conditions (e.g. consisting of foreign artifacts, more than one face, makeup and accessories on the subject face, artificial noises, etc.) are not well studied due to the lack of labelled ground truth.

Metamorphic testing is one of the widely used approaches to test and evaluate the robustness of AI and machine learning algorithms, specifically to deal with the oracle problem. In this work, we aim to conduct metamorphic testing to aid the evaluation of robustness and fairness of MesoInception-4 model against adversarial attacks by adding makeup to the testing images. We would like to emphasise that the application of makeup should not be treated as deepfakes as it only modifies the RGB values of the face images and does not transfer the facial features of one person to another. Often, in the real world, makeups are very commonly applied by both genders, and hence, when detecting whether the input image is a deepfake or not, the application of makeup should not be considered as unexpected or borderline cases. The application of makeup on the testing images could be treated as “adversarial attack”, which can potentially reveal some hidden bugs, robustness, or fairness issues in the examined deepfake detection model.

There is therefore a need to investigate the performance of the model on input images that contains foreign artifacts. On the other hand, we are interested to evaluate the fairness of deepfake detection models by observing if there are discriminated decision caused by biased learning models, especially in the case where deepfake detectors are performing better on one gender over the other. This is because when a model is constructed to make decisions with high accuracy, fairness would be an essential non-functional requirement of the model. The term fairness in this study means that the selected model should not provide unfair decisions based on a specific gender.

The goal of this paper is to utilise metamorphic testing to aid in the evaluation of robustness and fairness of deepfake detection model. The following are the specific goals of this paper:

- To propose metamorphic relations that are capable to examine the robustness of MesoInception-4 model against adversarial attack.
- To examine the potential existence of gender bias in MesoInception-4 model.

2 BACKGROUND

2.1 Deepfake Detection

The success and advancement of deepfake is mainly brought by the emergence of convolutional neural networks (CNN) and generative adversarial networks (GANs), which are the cores of deepfake generation techniques. By having more precise facial landmark detection, segmentation, and pose estimation algorithms, deepfake technologies make it harder for humans and computers to detect forgeries. The impact of wrongfully used deepfake technology can be disastrous. Hence, researchers across the globe are working in hands to propose various countermeasures against it from time to time. Earlier attempts of deepfake detection focus on identifying the inconsistencies of the fake video synthesis process and handcrafted artifacts obtained from the images [9]. Methods that identify inconsistencies are usually useful for detecting the conventional deepfake conducted by blending method which fuses the source face into the target facial region of interest (ROI) built from the facial landmarks collection [3].

Even though many deepfake detection models have been proposed over the years with promising results, there are limited research conducted to evaluate the solutions’ performance from the gender perspective. The popular deepfake datasets such as FaceForensics++, Korean Deepfake Detection (KoDF), Deepfake Detection Challenge (DFDC) and Celeb-DF datasets which are commonly used consist of data source from a combination of both genders regardless of their cardinality. Since AI technologies typically learn from human-labelled datasets during the training phase, any potential biases from the human labeller could be imposed on the decisions made by the AI model unintentionally. As such, deepfake detection models are also subjected to the potential issue of possessing gender bias.

2.2 Fairness of Deepfake Detector

Bias is defined as ‘the inclination or prejudice of a decision made by an AI system which is for or against one person or group, especially in a way considered to be unfair’ [8]. Several factors may cause biases in AI models, including socio-technical factors such as data generation, data collection, and institutional bias. Computer vision models in particular, are also susceptible to harmful and pervasive prejudice. The work conducted by Weiss et. al. has shown that racial bias exists in deepfake detectors when the three deepfake detector systems tested do not perform equally on a general population with a noticeable error rate of 10.7 percent [14]. Many practitioners and researchers have been putting in efforts to mitigate biases in AI, typically through innovative ways to alter the AI model’s training process, such as removing input dataset bias during the preprocessing phase [8]. Another method to mitigate biases is the introduction of weights into the model purposely to explicitly incorporate the model’s discrimination behaviour [8]. Additionally, the model’s internals or prediction can also be modified directly through the white-box or black-box approach if necessary to mitigate biases [8]. Despite all the efforts conducted, mitigating biases in deepfake detection model is still a challenge task due to the insufficient concrete proof, especially the access to oracle during the evaluation of deepfake detectors. In fact, the complex underlying network of the unsupervised DL models cause the retrieval of the oracle information in the form of dataset ‘ground truth’ remains an ongoing challenge.

2.3 Metamorphic Testing

Due to the fact that deep learning-based AI technologies do not come with explicit input and output specifications that can be simply tested and verified, it is therefore crucial to evaluate the
performance of DL models from various perspectives to ensure they are generalised, stable, and consistent [10]. Metamorphic testing (MT) is therefore suited to be used to assess the potential vulnerability of deepfake detector, which then in turn offers a research direction to create a more robust and reliable deepfake detector. Previous works have successfully applied metamorphic testing to evaluate the robustness of face recognition models [6]. In this work, we aim to evaluate the robustness of deepfake detection models by perturbing the input images to increase their feminine features/characteristics and observe if the detection models can still retain their original evaluation after the perturbation. In return, we will be able to shed some light regarding the potential gender bias of deepfake detection models (if any), and offer some suggestions to minimise such bias.

3 RELATED WORK

The work by Trinh et. al. [14] performed experiments to investigate the performance of three popular deepfake detection models on the widely used FaceForensics++ dataset and Blended Images (BI) dataset. The goal was to identify whether DL models have systematic discrimination towards certain racial subgroups. The three deepfake detection models are MesoInception-4 [1], Xception [11], and Face X-Ray [4] while the subgroups involve all possible combinations of male and female groups with Caucasian, African, Asian, and Indian racial groups. Data balancing, cross evaluation, and audit were carried out constantly to cross-test the models’ generalisability across datasets with unknown manipulations and to increase the findings’ reliability. From the experimental results, a large disparity in predictive performance across races were found. In general, the authors found out that female Asian or female African are more likely to be mistakenly labelled as fake compared to male Caucasian and females have a higher probability of being mistakenly identified as fake compared to males. Model performance wise, Face X-Ray with BI performs best on Caucasian faces, especially on male Caucasian while Mesonet and Xception perform best on Indian faces [14]. These findings demonstrate how different deepfake detectors discriminate across gender and race by showing gaps in error rates and accuracy across different intersectional groups.

From the model testing perspective, MT has become an effective approach to test the robustness of AI systems. The work by Wang and Su introduced metaOD, an MT system for object detectors (OD) [15]. Object instances were inserted naturally into background images and metamorphic conditions are designed by comparing the OD results between the original and synthetic images. The experiment successfully revealed tens of thousands of detection failures [15]. Besides, Meekala et. al. built black-box multi-step Projected Gradient Descent (PGD) attacks against Google’s facial recognition system, FaceNet [6]. They propose a metamorphic defense pipeline using combinations of non-linear image transformations such as JPEG compression and Poisson noise perturbations. The best adversarial detection accuracy found is 96%. Moving on, experiments conducted by Neekhara et al., found the salient regions of the popular Deepfake Detection Challenge (DFDC) dataset on different deepfake detectors are the edges. Adversarial attacks on those regions are discovered to be transferable across different deepfake detectors [7]. The authors then created more accessible attacks relying on Universal Adversarial Perturbations to evaluate against the winning entries of DFDC dataset [7]. These common attacks were proven to be able to bypass multiple deepfake detectors including EfficientNet B7 [13] and XceptionNet [2].

Based on our knowledge, there is no targeted research that performs MT on deepfake detection models to identify potential gender bias. Hence, motivated by the results from Trinh et. al., our work primarily focuses on utilizing MT as a way to evaluate MesoNet, specifically its variation, MesoInception-4, on its gender fairness. The model is particularly chosen due to its efficient and fast binary compact facial forgery detection characteristic with a stable and consistent performance [12]. With an accuracy of up to 96% reported, this guarantees a faster testing cycle while ensuring a rather reliable result, as shown in Table 1. On the other hand, MT is chosen as the software testing technique as it has the fault detection capability of effectively alleviating the test oracle problem, commonly faced when testing AI models.

4 METHODS

To build the ground truth, we start our evaluation by testing the MesoInception-4 model following the specifications given by the original authors [1] using the Adam optimiser with a batch size of 75, and an initial learning rate of $10^3$, where the value is divided by 10 in every 1000 iterations till it reaches $10^0$. Random transformations such as zoom, horizontal flips, and rotation are applied to ensure the generalisation of the model.

In order to obtain a reliable benchmark, we start our evaluation by testing the MesoInception-4 model using our rebalanced images dataset, which only contains images without any transformations. Throughout this study, metamorphic relations are incrementally and iteratively derived based on our intentions at different stages, similar to the work by Park et. al. [10]. Test cases derived from the proposed metamorphic relations are created by adding makeup (metamorphic transformation/perturbations) to the testing images such as eyeshadows, eyeliners, lipstick, and blushes. This is because makeups are deemed common and occur often in the real-world and we are interested to observe a stable and robust performance of the MesoInception-4 model in the presence of anomalies.

Next, we attempt to verify if the metamorphic relations can still hold with the introduction of perturbed images. To gauge the fairness of the model, we split the testing dataset based on gender and evaluate the model, since it is necessary to analyse the test results by applying unbiased comparisons to examine the pattern of variation. As a result, we can evaluate the model’s performance in a smooth controllable manner. Figure 1 illustrate the overall methodologies used for this study.

| Classification Score on Different Datasets (%) |
| Network | Deepfake | Face2Face (23) |
|---------|----------|----------------|
| Meso-4  | 96.9     | 95.3           |
| MesoInception-4 | 98.4 | 95.3           |

Table 1: Classification scores of MesoNets on Deepfake and Face2Face (compressed at rate 23) datasets, using image aggregation.
To verify the reliability of our experiments, different evaluation metrics such as confusion matrix, accuracy, precision, recall, and F1-score are computed to analyse the test results scientifically.

5 EXPERIMENTS

5.1 Datasets

The dataset we used for this study is FaceForensics [11], which contains the original videos associated with their forged videos generated by Face2Face technique, and all videos with a compression rate of 23 (light). We transform all videos in the dataset to images by closely aligning with the faces using the pipeline provided by Afchar et. al. [1]. Each extracted image is strictly treated as a single-face image, but there are various postures involved in these images.

To avoid gender bias triggered by the biased dataset, the dataset is classified and rebalanced based on gender before it is split into the training, validation, and testing sets with the train-test split ratio of 3:2, where 10% of the training set is being used as the validation set. As a result, we have a total of 3168 sample images for training, 1930 for testing, and 352 for validation. Note that the number of images are divided equally for males and females at each stage. We have also removed some dataset where makeup cannot be applied to the target objects, such as images with non-frontal faces or when there are no faces being detected.

5.2 Evaluation Metrics

Applying the same approach of quantifying the detection performance and obtaining an unbiased comparison is necessary for us, since MesoInception-4 model is designed to have two output categories: 1.) images classified as deepfake or 2.) images classified as non-deepfake (real images). Most error measures only tell us the total error, but to determine individual instances of errors in the model is important in our work. As such, the confusion matrix is useful to show a table layout of the different set of predictions, helping us to visualise its outcomes and offers us a tool to calculate the accuracy, precision, and F1-score for each experiment.

Mesolnception-4 model provide 4 outcomes shown in Figure 2:

- True positive (TP): the number of correct deepfake images that are correctly identified as deepfake images.
- False positive (FP): the number of non-deepfake images incorrectly identified as deepfake images.
- True negative (TN): the number of non-deepfake images correctly identified as real images.
- False negative (FN): the number of deepfake images incorrectly identified as real images.

Accuracy is obtained by calculating the number of all correct predictions divided by the total number of test samples. It has an upper limit of 1 and a lower limit of 0, and is an indispensable metric to evaluate the performance of a DL model.

$$\text{Accuracy} = \frac{TP + TN}{TP + FP + FN + TN} \times 100$$

Precision and recall are also important for evaluating the performance of a model. Precision tells us out of all the negative predicted, what percentage is truly positive. Finally, recall is used to show the percentage of predicted positives out of the total positives.

$$\text{Precision} = \frac{TP}{TP + FP} \times 100$$

$$\text{Recall} = \frac{TP}{TP + FN} \times 100$$

F1-score is the harmonic mean of precision and recall, which takes both false positives and false negatives into account. With the help of the confusion matrix, all important measures can be obtained and provide us with a better insight into the predictions made by Mesolnception-4 model and the transformation in the input-output pairs of the model.

$$F1 - \text{score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \times 100$$

5.3 Setup

Metamorphic relation is the defined transformation of the input that has a measurable effect on the output. We therefore define the metamorphic relations for the purpose of evaluating whether they hold after the transformation, which is the test oracle of MT. According to the general functionality of deepfake detectors, we are able to identify a metamorphic relation prior to conducting the experiments, where the following metamorphic relationship is proposed to be the foundation of our study:

$$MR_{01}$$ Introduction of makeup (feminine features) in the testing images should not change the decisions made by Mesolnception-4 model.

$$MR_{01}$$ assumes that the introduction of makeup in the testing images should not alter or influence the overall performance of Mesolnception-4, when the training samples are balanced.

| Category   | Imbalanced | Partial Balance | Balance |
|------------|------------|----------------|---------|
| ACC on Male (%) | 83.35      | 83.02          | 83.22   |
| ACC on Female (%) | 87.44       | 87.08          | 87.22   |
| Bias Factor | 4.09       | 4.06           | 4.00    |

Figure 1: Metamorphic testing workflow used in this study.

Figure 2: The confusion matrix used for this study.
Deepfake images provided by FaceForensics dataset are generated by automated face manipulation algorithms including Deepfake and Face2Face [11]. Moreover, we argue that makeup is common in the real-world, both in male and female subjects and hence, real images with makeup applied should not be considered as deepfake [11]. It is also reasonable to assume the model is designed to learn a similar amount of deepfake features from both genders to ensure fairness of the model since makeup is more common in female images. This metamorphic relation was proposed to evaluate if deepfake detection models are bias towards either feminine or masculine features. Thus, we find that it is natural to assume that applying makeup on the focal objects (males and females) will have no significant impact on the prediction results (predict whether the test image is deepfake or not).

We first train on the original dataset with imbalanced samples for different genders and then proved the assumption that imbalanced gender data will indeed cause unfair results from MesoInception-4 model, as shown in Table 2. However, when balanced training samples are fed into the model, the model still produces unfair decisions on both genders, illustrated in Table 2. To measure if the model is bias towards one gender over the other, we define the term bias factor to measure the fairness of the model between female and male subjects. Bias factor is an absolute value, which is calculated as the performance difference between female and male measured by their accuracy. For example, if we obtain an accuracy of 86.36% for the model to correctly detect male deepfake images and 90.1% for female deepfake images, then this experiment resulted in a bias factor of 3.74%. Based on the results, data bias is therefore not to be blamed for the model’s unfair in performance. At this point, the accuracy shown in the first row of Table 4 closely resembles the accuracy reported in MesoInception-4 and hence, it can be confidently used as the ground truth for our study.

After establishing the fundamental metamorphic relationship, we began looking for makeup components to insert in the training images. We have chosen eyeliners, eyeshadows, blushes, and lipsticks since we want to investigate how the performance of MesoInception-4 changes when a specific gender’s facial features are enhanced. The makeup is performed by identification of 68 facial landmarks through the usage of Dlib libraries followed by the interpolation of each makeup region boundaries. The last step of makeup involves filling in the suitable RGB values onto the interpolated regions to create the makeup components. These components need to be a suitable size and natural to the face of the focal objects in each image. Samples of the makeup images are presented in Figure 3, with the labels TC01-TC07 corresponding to the test cases derived from the various MRs which will be discussed in the following sections. Furthermore, Table 3 includes a summary of the associated descriptions and test cases for all MRs that will be discussed in the following section.

5.4 Results and Discussion
Prior to executing any test cases, we verified one important hypothesis that testing dataset with an imbalanced sample of both genders will not affect the bias factor of MesoInception-4. In all scenarios, we can see from Table 2 that they have an approximate bias factor of 4% towards female.

![Figure 3: Samples of makeup images in different test cases with contrast to the original image.](image)

For the sake of bias mitigation due to imbalance input data, we proceed to use the gender dataset that are fully balanced retrieved from FaceForensics, where the new results are summarised in the first and second rows of Table 4. Numbers in bold are experiment results for the original sample used as benchmark.

To validate MR01, we derive the first test case, TC01, which investigates the ability of MesoInception-4 to handle the adaptive makeup that adds extra feminine features to each testing image. The term adaptive implies making the makeup intensity adjusted by the original image’s color intensity and allow for manual modification of the RGB values. The workflow of finding the adaptive value can be seen in Figure 4, where we first (1) locate at the position between eyebrows, then (2) generate a mask by drawing a rectangle using selected points, and finally (3) calculate the average RGB value and the mean intensity from the extracted area.

To further elaborate the components of adaptive makeup, we emphasis on facial regions which are eyes, cheeks, and lips as they can better exhibit one’s personal features. Besides the adaptive approach of choosing makeup colors, each components are resized according to one’s native face using a facial landmark shown in Figure 5 and highlighted using red dots.

Generally, all makeup applications involve a few common steps as stated in Figure 5. Several image statistics such as image size and height are first computed and the image is passed on to the Dlib facial landmarks detector to determine the coordinates of the 68 facial landmarks. Based on the information collected, the algorithm then retrieves only the required facial landmarks coordinates.
The poor result from MR_{01} means that the model may have misidentified the perturbed deepfake images as real. This result leads us to define a new metamorphic relation, MR_{02}, in order to reveal the reasons behind the decrease in MesoInception-4 performance (as shown in Table 3). We are curious about the influence of makeup with different intensity values and examine whether MesoInception-4 is more robust towards lighter makeup (which implies less feminine features), compared to heavier makeup. MR_{02} was introduced to help evaluate if the makeup with an intensity value of different degree affect the model in a same manner. In the real-world, a person tends to wear different makeup for different occasions and hence, it is reasonable to assume that the intensity of makeup is not a factor cause the degradation of MesoInception-4.

| Test Case | Original Sample (Benchmark) | MR_{01} (Adaptive make-up) | MR_{02} (Light make-up) | MR_{03} (Medium make-up) | MR_{04} (Heavy make-up) | MR_{05} (Light eyeliner) | MR_{06} (Light eye shadow) | MR_{07} (Light lipstick) |
|-----------|-----------------------------|-----------------------------|-------------------------|--------------------------|--------------------------|--------------------------|---------------------------|--------------------------|
| Accuracy (%) | 86.36 | 90.1 | 90.1 | 71.1 | 59.86 | 53.16 | 82.48 | 83.78 |
| Recall (%) | 90.16 | 92.2 | 88.59 | 95.61 | 98.58 | 21.53 | 90.67 | 59.83 |
| Precision (%) | 83.71 | 92.2 | 88.59 | 95.61 | 98.58 | 21.53 | 90.67 | 59.83 |
| F1-score (%) | 86.82 | 92.2 | 88.59 | 95.61 | 98.58 | 21.53 | 90.67 | 59.83 |

Table 3: Summary of all MRs, their relationships, and derived TCs.

Table 4: Summary of evaluation metrics for all test cases.
**MR02** state that the introduction of different intensities of makeup, including light, medium, and heavy should not change the decision made by MesolInception-4. Visually, the dataset images contain human subjects with a variety of skin tones, where we categorise them into 3 main categories including light, medium and heavy. Based on the categorised skin tone range, we defined a fixed intensity value for different makeup levels in each skin tone category to improve the makeup application outcomes.

The second test case, **TC02**, was built based on the **MR02**, where we hope to see similar effect as observed in **TC01**. Figure 6 shows the results of \( TC02 \). While the result was inconsistent with **MR02**, we observed that the lighter makeup from **TC02** cause the model to perform much worse than **TC01**. The accuracy dropped by roughly 10% in **TC02** for both genders, while there is less impact on the bias factor with an increase of 0.53% towards female. This finding is unexpected because the addition of light makeup nearly break the model, resulting the model to randomly guess a decision, especially for male images. Based on the results from our two test cases, where the result of **TC01** was moderately better than **TC02**, this implies that the intensity value of makeup does matter and will impact the model differently.

Following this, the third and fourth test case **TC03 & TC04** was proposed to evaluate if a higher intensity value leads to a worse performance or makes the model to produce less fair outcomes.

The result of **TC03** shown in Figure 6 were however, found to be unfaithful to **MR02** as well, similar to its predecessor, **TC02**. Despite this, we were able to interpret transformation pattern existed in Figure 6, where the intensity value is inversely proportional to the accuracy of the model but proportional to the the bias factor. When we change the test case from light makeup to medium makeup, the bias factor increase from 4.53% to 5.79% with a decrease of roughly 10% in terms of accuracy compared to that value on our original input data. At this point, we believe the intensity value has great effect on the model as the two test cases, **TC02** and **TC03**, provide us a relatively reliable result (see Figure 6 and Table 4). This effect will be further investigated in the follow-up test case, **TC04**.

Having now established that makeup intensities are very likely to be the main contributing factor, we intended to discover a clearer pattern of transformation from the test results. Visually, the difference between light and medium makeup is not very obvious.

With the interest to pursue the irregularity of **MR02** further, we enlarged the difference between medium and heavy makeup with **TC04** (Table 3). By referring to Figure 6 and Table 4, **TC04** resulted in higher accuracy than both **TC01** and **TC02**, possibly because heavy makeup is more obvious for the model to comprehend and learn compared to light and medium makeup. The trend of accuracy that illustrated in Figure 6 confirmed our assumption. The accuracy on both male and female samples underwent a continuous decrease from adaptive makeup to light makeup, then increased faintly in **TC03**. Finally, in **TC04**, the performance of the model grew again with the accuracy of 59.86% for male and 73.7% for female. This transformation of accuracy also appeared in the remaining evaluation metrics for the both genders in **TC04**. At this stage of our experiments, we can claim that all the test cases proposed for **MR02** are in contradiction with the claim of **MR02**, where we assumed that the increase in makeup intensity will not cause the deterioration of the model’s performance and cause the model to perform less fairly due to the introduction of more profound feminine features.

Moving on from makeup intensity, the impact of makeup can also be attributed to facial regions. The third metamorphic relation, **MR03**, is therefore proposed to further explore this impact.

**MR03** Introduction of makeup with the same intensity on different facial regions should not change the decision made by MesolInception-4. Its corresponding test cases **TC05, TC06 and TC07** (refer to Table 3) are derived to observe how would these test cases impact the MesolInception-4 model with respect to the three major facial regions including eyes (**TC05**), cheeks (**TC06**), and lips (**TC07**) based on the testing results of **MR01** and **MR02** where light intensity makeup lead the model to perform at its worst in accordance to both **MR01** and **MR02**. In order to ensure the reliability and consistency of our results, all the test cases for **MR03** were implemented using the same intensity level, that is light intensity. We decided to choose the light level of intensity because it posted the most severe influence on the model’s performance (see Figure 6). We were hence interested to identify an easily observable effect that
reflected on the performance of adding makeup on selected facial regions. At this stage of our experiments, we expect to verify that $MR_{03}$ is applicable to the test case no matter the position of makeup. However, for both male and female images, the accuracy of $TC_{05}$ almost similar to our benchmark, but the results are much better than $TC_{02}$. We now have the reason to believe that there is a certain relationship between the model’s performance and the position of the makeup, which contradict with the statement of $MR_{03}$. Consistently, there is only a slight decrease in the performance of the model for $TC_{06}$ compare to that of $TC_{02}$, with an accuracy of 82.48% for male images and 88.7% for female images. This finding is interesting because $TC_{05}$ and $TC_{06}$ achieved relatively similar results compared to the benchmark. We now move on to our last test case $TC_{07}$, and the results strongly go against $MR_{03}$. Light makeup on the lips confuses the model further when compared to cheeks and eyes, and brings the testing result of $TC_{07}$ nearly back to that of $TC_{02}$ (see Figure 6). This observation indicate a salient region on or near the lips that will bring the greatest impact on the MesoInception-4 model and the fairness of it among all the test cases constructed for $MR_{03}$ (see Figure 7).

Finally, we review the results of Figure 6 & 7 and examine them in a qualitative manner. We believe that some anomalies appeared in all test cases in a consistent manner such that:

- The MesoInception-4 model generally produces higher deepfake detection accuracy for female images, showing that it is more favourable towards female subjects.
- Makeup is not tolerated by the MesoInception-4 model and would further detract from the fairness of the model.
- If left unattended, malicious users can exploit the vulnerability of lipstick makeup to fool the MesoInception-4 model, rendering it not able to accurately detect deepfake images.

### 6 Conclusion and Future Work

MT empowers its users to address the software testing challenges of machine learning and DL-based systems, where these kinds of systems normally operate on fairly large input spaces with probabilistic outcomes from mostly black-box components. In this paper, we verified that MT is fairly effective in determining the existence of gender bias in the state-of-the-art deepfake detection model, MesoInception-4. Metamorphic relations are derived based on the assumption that makeup on both male and female subjects are expected behaviour, and it should not interfere with the models’ interpretation. Any deviation of the models’ output due to the makeup could signify a bias in gender due to more feminine or masculine features in the image. Our test results prove that the MesoInception-4 model is generally unfair towards both genders, with more preferences towards female. At the same time, we reveal how makeup perturbation can be used as an adversarial attack technique to degrade and fool the model. We have also exposed the impact of different makeup levels on the model and identified the salient region which causes the highest performance degradation. Not only does the series of MT conducted shows the gender bias property of MesoInception-4 model, we have also revealed one of its vulnerabilities - that we can fool the model easily with makeup perturbations. In conclusion, we hope that these findings could create awareness among the AI communities about having an improved algorithm to mitigate gender bias. State-of-the-art deepfake detection models should also have the ability to tolerate the makeup applied to the test subject, which is a norm in the society nowadays regardless of genders. We also believe that MT can be further utilised in the continuous effort to address the test oracle problem of deepfake detectors in other aspects.

The current work focuses solely on images with compression rate of 23 and deepfake images generated using the Face2Face technique. Future studies may consider experimenting with images using varying compression rates and deepfake techniques, which could reveal additional insights of the proposed MT approach. Besides, it will be interesting to see if fairness issues exist in other state-of-the-art deepfake detection models as well, apart from MesoInception-4.
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