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Abstract

In this work, we consider the modeling of inclusions in the material using an unfitted finite element method. In the unfitted methods, structured background meshes are used and only the underlying finite element space is modified to incorporate the discontinuities, such as inclusions. Hence, the unfitted methods provide a more flexible framework for modeling the materials with multiple inclusions. We employ the method of Lagrange multipliers for enforcing the interface conditions between the inclusions and matrix, this gives rise to the linear system of equations of saddle point type. We utilize the Uzawa method for solving the saddle point system and propose preconditioning strategies for primal and dual systems.

For the dual systems, we review and compare the preconditioning strategies that are developed for FETI and SIMPLE methods. While for the primal system, we employ a tailored multigrid method specifically developed for the unfitted meshes. Lastly, the comparison between the proposed preconditioners is made through several numerical experiments.
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1 Introduction

In the modeling of many real-world engineering problems, we encounter material discontinuities, such as inclusions. The inclusions are found naturally in the materials, or can be artificially introduced to produce desired mechanical behavior. The finite element (FE) modeling of such inclusions requires to generate meshes that can resolve the interface between the matrix and inclusions, which can be a computationally cumbersome and expensive task. In order to avoid the need of generating such fitted meshes, the extended finite element method (XFEM) was introduced [13]. The XFEM method can be categorized as an unfitted finite element method. For the unfitted FE methods, it is not necessary to have the meshes that resolve the interfaces exactly. In this framework, structured uniform meshes are typically used and the associated FE spaces are enriched to capture the interface information. There are multiple ways for enriching the FE spaces and for enforcing the constraints on the interfaces. Here, we employ the method of Lagrange multipliers to enforce the interface conditions. The method of Lagrange multipliers is quite robust, but it gives rise to the mixed formulation and requires the solution of the saddle point type linear system of equations.

In this work, we model a domain with multiple inclusions using a variant of the unfitted FE method. We briefly introduce the unfitted discretization methods and then discuss the solution strategies for solving the arising saddle-point systems. In particular, we present a survey on the available preconditioning strategies for solving the primal and dual systems.

2 Model problem

We assume a domain Ω ∈ R² with the Lipschitz continuous boundary ∂Ω. This domain Ω is assumed to be decomposed into distinct non-overlapping parts, the matrix ΩM and n inclusions {Ω₁I, Ω₂I, ..., ΩnI}. The inclusions are assumed to be completely embedded in the matrix domain ΩM. Each inclusion is separated from the domain ΩM by interfaces {Γ₁, Γ₂, ..., Γn}. The interfaces associated with the inclusions are assumed to be sufficiently smooth. Thus, the domain is defined as, Ω = \bigcupⁿᵢ₌₁ (ΩᵢI ∪ Γᵢ) ∪ ΩM. The boundary ∂Ω is decomposed into Dirichlet and Neumann boundaries given as ∂ΩD and ∂ΩN, respectively. We assume that the domain is subjected to volume forces f and the traction/surface forces tN. Under the
Abstract. In this work, we consider the modeling of inclusions in the material using an unfitted finite element method, multigrid method, saddle-point problem. We use a Cartesian mesh \( \tilde{T}_h \), which is assumed to be quasi-uniform and shape regular. The mesh \( \tilde{T}_h \) is fitted to the domain \( \Omega \), but it is not fitted with the interfaces \( \Gamma^i \). We assume, the interfaces \( \Gamma^i \) are resolved sufficiently well by the mesh \( \tilde{T}_h \) and the curvature of the interfaces is bounded. The interfaces intersect with a given edge only once and do not pass through the nodes. The mesh \( \tilde{T}_h \) is treated as a background mesh that captures the matrix domain and all inclusions. Now, we can define the so-called active mesh which is associated with either the matrix subdomain or inclusions. The active mesh is strictly intersected by the subdomains \( \Omega_M \) or \( \Omega_I \), given as

\[
\mathcal{T}_{h,M} = \{ K \in \tilde{T}_h : K \cap \Omega_M \neq \emptyset \}, \quad \mathcal{T}_{h,I} = \{ K \in \tilde{T}_h : K \cap \Omega_I \neq \emptyset \}, \text{ for } i = 1, 2, \ldots, n.
\]

Thus, each subdomain is encapsulated by the respective active mesh, such that all the elements that do not intersect with the subdomain or the interfaces are excluded. In Figure 1 we can see an example of active meshes associated with the matrix and inclusions. The set of elements that are intersected by the interfaces are defined as

\[
\mathcal{T}_{h,\Gamma} = \{ K \in \tilde{T}_h : K \cap \Gamma^i \neq \emptyset \}, \text{ for } i = 1, 2, \ldots, n.
\]

The interface meshes \( \mathcal{T}_{h,\Gamma} \) are doubled and are associated with the respective matrix and inclusion subdomains, which we denote by \( \mathcal{T}_{h,M,\Gamma} \) and \( \mathcal{T}_{h,I,\Gamma} \), respectively. Thus, we enrich the mesh with the extra degrees of freedom (DOFs) in the vicinity of the interfaces.

We define a finite element (FE) space over the background mesh \( \tilde{T}_h \) as

\[
\mathcal{V}_h = \{ v \in H^1(\tilde{T}_h) : v|_K \in \mathcal{Q}_1(K), v|_{\partial \tilde{T}_h,D} = 0, \forall K \in \tilde{T}_h \},
\]

where \( \mathcal{Q}_1 \) denotes the space of piecewise bilinear functions. We define characteristic functions on each computational subdomains \( \Omega_M, \chi_{\Omega_M} : \mathbb{R}^d \to \mathbb{R} \) and \( \Omega_I, \chi_{\Omega_I} : \mathbb{R}^d \to \mathbb{R} \) as

\[
\chi_{\Omega_M}(X) = \begin{cases} 1 & \forall X \in \Omega_M, \\ 0 & \text{otherwise,} \end{cases} \quad \text{and} \quad \chi_{\Omega_I}(X) = \begin{cases} 1 & \forall X \in \Omega_I, \\ 0 & \text{otherwise,} \end{cases}, \text{ for } i = 1, 2, \ldots, n.
\]

These characteristic functions are employed to restrict the support of the finite element space \( \mathcal{V}_h \) to the respective subdomains \( \mathcal{V}_{h,M} = \chi_{\Omega_M}(X)\mathcal{V}_h \) and \( \mathcal{V}_{h,I} = \chi_{\Omega_I}(X)\mathcal{V}_h \).
In order to derive the variational formulation of the problem (1), we utilize the enriched FE space $\mathcal{V}_h$. The enriched FE space $\mathcal{V}_h$ is equipped with the extra DOFs and it also accommodates the jumps across the interfaces as FE space associated with each subdomain is decoupled. We also note that the nodal basis functions spanning the enriched FE space also have restricted support, which means the support of the basis functions vanishes outside of the subdomain.

### 2.2 Variational formulation

In order to derive the variational formulation of the problem (1), we utilize the enriched FE space $\mathcal{V}_h$ and the method of Lagrange multipliers to enforce the interface condition. We define the multiplier space $\mathcal{M}_h$ as the dual of the trace space of $\mathcal{V}_h$, thus $\mathcal{M}_h \subset H^{-\frac{1}{2}}(\Gamma)$. The variational formulation of the problem (1) is given as, find $(u_h, \lambda_h) \in \mathcal{V}_h \times \mathcal{M}_h$ such that

$$
\begin{align*}
a(u_h, v_h) + b(v_h, \lambda_h) &= F(v_h) & \forall v_h \in \mathcal{V}_h, \\
b(u_h, \mu_h) &= 0 & \forall \mu_h \in \mathcal{M}_h.
\end{align*}
$$

The bilinear and the linear forms are defined as

$$
a(u_h, v_h) := \int_{\Omega_h} \sigma(u_h, \mu_h) : \varepsilon(v_h) d\Omega + \sum_{i=1}^{n} \int_{\Omega_i} \sigma(u_h^i, \mu_h) : \varepsilon(v_h^i) d\Omega,
$$

$$
F(v_h) := \int_{\Omega_h} f \cdot v_h d\Omega + \int_{\partial \Omega_N} t_N \cdot v_h d\Gamma,
$$

where $a(\cdot, \cdot) : \mathcal{V}_h \times \mathcal{V}_h \to \mathbb{R}$ is as symmetric continuous coercive bilinear form, $F(\cdot) : \mathcal{V}_h \to \mathbb{R}$ denotes continuous linear form, and $b(\cdot, \cdot) : \mathcal{V}_h \times \mathcal{M}_h \to \mathbb{R}$ is a bilinear form. In the next section, we discuss the Lagrange multiplier space for the unfitted FEM framework.

#### 2.2.1 A stable Lagrange multiplier space

The weak formulation given in (2) is stable only if the following discrete inf-sup condition is satisfied,

$$
\inf_{\lambda_h, \mathcal{M}_h} \sup_{u_h \in \mathcal{V}_h} \frac{b(u_h, \lambda_h)}{\|\lambda_h\|_{\mathcal{M}_h} \|u_h\|_{\mathcal{V}_h}} \geq \beta > 0,
$$

where the constant $\beta$ is independent of the mesh size $h$. Thus, the choice of the multiplier space is quite essential for ensuring the stability of the discretization method.

In this work, we construct the multiplier space by employing the vital vertex algorithm [1]. In the unfitted FE framework, if the multiplier space is constructed by using all nodes that are associated with the interface mesh $\mathcal{T}_h$, we obtain a very rich multiplier space that does not satisfy the inf-sup condition. Thus, the naive method for constructing the multiplier space leads to an unstable discretization method. The vital vertex algorithm selects a set of vertices from all the vertices in such a way that the resultant multiplier space is not too rich. In addition, the basis functions associated with the multiplier space are constructed as trace of the FE basis functions from the primal space and we do not require to construct the lower dimensional basis functions for numerical integration on interfaces.

#### 2.2.2 Ghost penalty stabilization

In the unfitted methods, the background mesh and the interfaces are allowed intersect arbitrarily. Due to this flexibility, in some case the elements are cut into disproportionate fractions, which could affect adversely the condition number of the system matrices. The ghost penalty stabilization was introduced in order to alleviate the issue of ill-conditioning, and regain the control of the gradients over the cut elements with very small support [1]. We define the set of faces $\mathcal{G}_{h,i}$ for each subdomain associated with the inclusions $\Omega^i_j$ and the matrix subdomain $\Omega_M$, as

$$
\mathcal{G}_{h,i} = \{ G \subset \partial K \mid K \in (\mathcal{T}_h), \partial K \cap \partial \mathcal{T}_i = \emptyset \} \quad \text{for } i = \{1, 2, \ldots, n\},
$$

$$
\mathcal{G}_{h,i,M} = \{ G \subset \partial K \mid K \in (\mathcal{T}_h), \partial K \cap \partial \mathcal{T}_M = \emptyset \} \quad \text{for } i = \{1, 2, \ldots, n\}.
$$

The ghost penalty term is enforced on the set of edges $\mathcal{G}_{h,i}$, and it is defined as

$$
\int_{\mathcal{G}_{h,i}} \sum_{D \in \mathcal{M}_i} \sum_{i=1}^{n} \int_{\mathcal{G}_{h,i,D}} \varepsilon G \frac{h_G}{(2\mu_D + \lambda_D)} \|\nabla n_G \nabla \mathcal{E}_{h,D} u_h\| \|\nabla n_G \nabla \mathcal{E}_{h,D} v_h\| dG,
$$

where $h_G$ is the diameter of face $G$, $n_G$ denotes unit normal to face $G$, $\varepsilon_G$ is a positive constant, and $\lambda_D, \mu_D$ denote Lamé parameters associated with either inclusions or the matrix subdomains. Here, $\mathcal{E}_{h,D}$ denotes the canonical extension of the function from the domain to the background mesh, which is defined as $\mathcal{E}_{h,D} : \mathcal{V}_h |_{K_D} \to \mathcal{V}_h |_{K}$. By adding the ghost penalty
term to the bilinear form \(a(\cdot, \cdot)\), we can regain the control over the gradients for the small cut elements. The modified or stabilized weak form for our model problem can be given as:

\[
\begin{align*}
    a_j(u_h, v_h) + b(u_h, \lambda_h) &= F(v_h) \quad \forall v_h \in V_h, \\
    b(u_h, \mu_h) &= 0 \quad \forall \mu_h \in \mathcal{M}_h,
\end{align*}
\]

where the bilinear form \(a_j(\cdot, \cdot)\) is defined as \(a_j(u_h, v_h) = a(u_h, v_h) + j(u_h, v_h)\).

## 3 Solution strategy

In this section, we discuss the solution strategies for solving the saddle point formulation (3). The saddle point problem in the algebraic form is given as,

\[
\begin{align*}
    Ax + B^Ty &= b, \\
    Bx &= 0,
\end{align*}
\]

where \(A \in \mathbb{R}^{n \times n}, b \in \mathbb{R}^n, B \in \mathbb{R}^{m \times n}, \text{rank}(B) = m, m \ll n\), with the unknowns \(x \in \mathbb{R}^n\) and the Lagrange multipliers \(y \in \mathbb{R}^m\). The matrix \(A\) is a symmetric positive semidefinite, and it does not have an exact inverse due the floating domains associated with the inclusions. The problem (4) is solvable if and only if, \((b - B^Ty) \perp \ker(A)\), where \(\ker(A)\) denotes the kernel of the matrix \(A\). In practice, special care is required in order to solve the system with a non-trivial kernel. In particular, if the null space of the matrix \(A\) is known, an iterative process can create a sequence of iterates that are orthogonal to \(\ker(A)\) [2]. In this work, we take a different approach and transform the block diagonal matrix \(A\) into an equivalent symmetric positive definite matrix. To this end, we use the method of augmented Lagrangian to reformulate the problem (4) and replace the problem with an equivalent saddle-point formulation,

\[
\begin{align*}
    A_x x + B^Ty &= b, \\
    Bx &= 0,
\end{align*}
\]

where \(A_x := A + \gamma_x B^TB\) is the augmented matrix and \(\gamma_x\) denotes a stabilization parameter. Now, the matrix \(A_x\) in the saddle point problem (5) is a positive definite matrix. We choose the value of the penalty parameter as \(\gamma_x := \frac{\lambda_{\text{max}}(B^TB)}{\gamma_{\text{max}}(A)}\), where \(\lambda_{\text{max}}\) denotes the largest eigenvalue of the corresponding matrix. This penalty parameter is quite an attractive option as it minimizes the condition number of the whole saddle point system and by extension enhances the convergence of the standard iterative methods [7]. From now onwards, all the methods discussed in this section are concerned with solving the modified saddle point problem (6).

### 3.1 Uzawa methods

The Uzawa method is widely used for solving saddle point problems arising from the Stokes problem, incompressible solid and fluid mechanics problems. It consists of the following coupled iteration

\[
\begin{align*}
    A_x x^{(k+1)} &= f - B^Ty^{(k)}, \\
    y^{(k+1)} &= y^{(k)} + \omega(Bx^{(k+1)}),
\end{align*}
\]

where \(\omega > 0\) is a relaxation parameter. Here, the first equation can be used to eliminate \(x^{(k+1)}\) from the second equation, which leads to a stationary Richardson iterative method for the dual system \(y^{(k+1)} = y^{(k)} + \omega(BA_x^{-1}(f - B^Ty^{(k)})\). The Uzawa methods are generally slow to converge, as their convergence rate depends on the choice of the relaxation parameter \(\omega\). Therefore, it is desirable to replace the Richardson method in the Uzawa scheme with more robust steepest descent or conjugate gradient (CG) method [8]. Simultaneously, we also employ some preconditioning strategies to accelerate the convergence of the Uzawa-CG method and to reduce the overall computational cost of the solution scheme (6). The preconditioned Uzawa method can be written as

\[
\begin{align*}
    A_x x^{(k+1)} &= f - B^Ty^{(k)}, \\
    y^{(k+1)} &= y^{(k)} + P^{-1}Bx^{(k+1)},
\end{align*}
\]

where \(P \in \mathbb{R}^{m \times m}\) denotes the preconditioner matrix for the dual system.

### 3.2 Preconditioners for dual systems

In this section, we describe some of the preconditioning techniques for dual systems. Since the saddle point problem appears in many practical applications, there have been many efforts for developing optimal preconditioning strategies. In this section, we focus on the preconditioners developed in two different areas, namely SIMPLE and FETI methods.
3.2.1 SIMPLE Preconditioner

Semi-Implicit Method for Pressure Linked Equation (SIMPLE) is a solution technique developed for the problems arising from Navier-Stokes equations \[12\]. The incompressible Navier-Stokes problems also gives rise to the saddle point type linear system of equations as \[7\]. In the SIMPLE method, \(x\) represents the velocity vector and \(y\) represents a pressure vector, while the matrix \(B\) represents the constraint on the pressure vector. The original formulation of the SIMPLE method can be viewed as a semi-implicit Uzawa method and the preconditioner is normally used for a coupled iteration. Due to the structural similarity of the problems, in this work, we aim to employ the SIMPLE preconditioner for solving the dual problem. The SIMPLE preconditioner is given as

\[
P_S^{-1} := (BD^{-1}B^T)^{-1}.
\]

(8)

3.2.2 FETI Preconditioners

The Finite Element Tearing and Interconnecting (FETI) methods are introduced by Farhat and Raux as a non-overlapping domain decomposition methods \[6\]. FETI is a group of iterative sub-structuring methods for solving large systems of linear equations arising from FEM discretization. By design, the FETI methods are parallel solution methods, where the computational domain is decomposed into multiple subdomains. These subdomains are distributed among multiple processors. On each processor, a local Neumann problem is solved along with a coarse problem, used for global information transfer. The continuity between all subdomains is imposed by means of the method of Lagrange multipliers. We aim to leverage some preconditioners developed for the FETI methods, as the algebraic formulation of the FETI method also gives rise to the saddle point system \[5\].

In earlier FETI literature \[5\], Farhat et al. proposed the Dirichlet preconditioner, given as

\[
P_D^{-1} := BAB^T.
\]

(9)

This preconditioner, even though being useful, is quite elementary. More complex and better alternatives for the preconditioners are proposed by Lacour \[11\], given as

\[
P_L^{-1} := (BB^T)^{-1}BAB^T(BB^T)^{-1},
\]

(10)

and by Klawonn and Widlund \[2\], given as

\[
P_F^{-1} := (BD^{-1}B^T)^{-1}BD^{-1}AD^{-1}B^T(BD^{-1}B^T)^{-1},
\]

(11)

where, \(D = \text{diag}(A)\).

The SIMPLE and FETI preconditioners are very attractive possibilities for solving the dual systems arising from the saddle point system \[4\]. We aim to use these preconditioners for solving the dual problems arising in the Uzawa method \[7\].

3.3 Multigrid method for the primal system

For solving the primal problem, we rely on the multigrid methods. The multigrid methods are ideal preconditioners for solving large systems arising from the discretization of partial differential equations as they have optimal complexity. The multigrid method can be expressed as an ideal combination of the smoothing iterations and the coarse level corrections. In the fitted FE methods, a hierarchy of nested meshes is generated and the standard interpolation operator and its adjoint are used as transfer operators. In the unfitted methods, generally, the structured meshes are used as background meshes, and a hierarchy of nested background meshes are generated. Unfortunately, we can not use the standard interpolation operators as the transfer operator in multigrid method for the unfitted FE methods. This is due to the fact that, the locations of the interfaces are not fixed with respect to the background meshes, and encapsulated meshes might not be nested even though the background meshes are nested. Thus, a hierarchy of non-nested meshes in turn gives rise to a hierarchy of non-nested FE spaces. In order to create a hierarchy of nested FE spaces from the hierarchy of non-nested meshes, we employ the \(L^2\)-projection based transfer operators.

We propose to employ tailored pseudo-\(L^2\)-projection-based transfer operators for the multigrid method for unfitted discretization method. It has been shown in \[10\], the multigrid methods equipped with such transfer operator are robust for solving the linear system arising in unfitted finite element methods. In this work, we use this robust multigrid method as a preconditioner for the CG method.

4 Numerical results

In this section, we evaluate the performance of the discretization method and the preconditioners for the primal and dual systems.

We consider a domain \(\Omega = [0, 1]^2\), with an elliptical inclusion \(\Omega_I\), subjected to Dirichlet boundary condition on the left edge and Neumann boundary condition on the right edge. The magnitude of the traction on the right edge is given as \(10^4\). The configuration of the problem is shown in Figure \[24\]. The elliptical interface is defined as a zero level set of function
In this work, we consider the modeling of inclusions in the material using an unfitted finite element method. In the unfitted methods, structured background meshes are used and the rotated coordinates with orientation \( \theta \) are given as \( \hat{x} = (x - c_x) \cos(\theta) + (y - c_y) \sin(\theta) \) and \( \hat{y} = -(x - c_x) \sin(\theta) + (y - c_y) \cos(\theta) \). Here the center of the ellipse \((c_x, c_y)\) are given as (0.5, 0.5), the orientation is chosen as \( \theta = \pi/4 \) and semi-major and semi-minor axes are given as \( a = r, b = 0.6r \), where \( r = \sqrt{3 - 2\sqrt{2}} \). We define different Young’s modulus for the inclusion and the matrix, and set up three different test cases: Soft inclusion \((E_M = 4 \times 10^5\text{ MPa}, E_I = 1 \times 10^5\text{ MPa})\), Hard inclusion \((E_M = 10^5\text{ MPa}, E_I = 4 \times 10^5\text{ MPa})\), and Uniform inclusion \((E_M = E_I = 2 \times 10^5\text{ MPa})\), while the Poisson ratio is chosen as \( \nu = 0.3 \) for all test cases. The resultant displacement field for all three test cases can be seen in Figure 2.

### 4.1 Study of the discretization error

We start with a mesh that has 50 elements in each direction, which we denote as \( L1 \). We uniformly refine the mesh \( L1 \) to obtain a background mesh hierarchy denoted as \( L2, \ldots, L5 \). This mesh hierarchy is used for measuring the discretization error and as a multilevel hierarchy in the multigrid method.

We compare the performance of the unfitted FE discretization by investigating the convergence of the numerical approximation. The numerical error is defined as \( \epsilon_h = u_f - u_h \), where the subscript \( f \) denotes the approximation on the finest level \( L5 \), and \( h \) denotes the approximation on the current level. The error is computed in the \( L^2 \)-norm, \( H^1 \)-seminorm and energy norm, which are defined as \( \|\epsilon_h\|_{L^2(\Omega)} := \sum_{K \in T_h} \int_K |\epsilon_h|^2 d\Omega \), \( \|\epsilon_h\|_{H^1(\Omega)} := \sum_{K \in T_h} \int_K (\nabla u_f - \nabla u_h)^2 d\Omega \), \( \|\epsilon_h\|_E := \|\epsilon_h\|_{H^1(\Omega)} \). From the Figure 3, we can see that for all test cases, the rate of convergence of the discretization error in \( L^2 \)-norm is \( O(h^2) \), for the \( H^1 \)-seminorm and energy norm is \( O(h) \).

### 4.2 Comparison of preconditioners

In this section, we compare the performance of the various preconditioners for the primal and dual problems in the saddle-point system. First, we compare the condition numbers of the preconditioned Schur-complement matrix \( \mathbf{S} := \mathbf{BA}^{-1}\mathbf{B}^T \) with respect to decreasing the mesh size. The result of this comparison is shown in Figure 4, where we can see that for all test cases, the preconditioner \( \mathbf{P}_F \) is the most stable amongst all other options. The Dirichlet preconditioner causes the condition number of the preconditioned system to increase rather than decrease, and the SIMPLE preconditioner is effective only for the uniform inclusion case. The most effective preconditioners are definitely \( \mathbf{P}_L \) and \( \mathbf{P}_F \), as the condition number of the preconditioned system is extremely stable and it does not increase with the decreasing mesh size.

Now, we compare the performance of the preconditioned-CG (PCG) method for solving the problem (5). The termination criterion for the dual problem is chosen as \( \|\mathbf{y}^{k+1} - \mathbf{y}^*\|_S < 10^{-12} \), and for the primal problem it is chosen as \( \|\mathbf{x}^{k+1} - \mathbf{x}^*\|_A < 10^{-12} \).
In this comparison, we use the multigrid method as a preconditioner for the primal system. For the experiments, we begin with solving the problem on level $L_2$ with two-grid method and then increase the refinement level and also add another level in the multigrid hierarchy. From Table 1, we can observe that the FETI preconditioners are quite robust compared to the SIMPLE preconditioner. As discussed earlier, SIMPLE preconditioner is only effective for uniform inclusion test case, while FETI preconditioners are stable irrespective of the mesh size and the material parameters. The number of iterations stays constant for solving both the primal and dual systems. In addition, the average number of iterations for solving the primal problem remain stable for a given test case. Thus, the FETI preconditioner $P_F$ and the multigrid preconditioner are ideal for solving problem with discontinuities.

### 4.3 Multiple inclusions

The second set of numerical experiments is carried out on a domain with multiple inclusions, which is subjected to the same boundary conditions as for the first experiments. We randomly generate up to 35 elliptical inclusions, which have uniformly distributed semi-major, semi-minor axes, orientation and the center. We define Young’s modulus for inclusions $E_I = 4 \times 10^5$ MPa and the matrix $E_M = 10^5$ MPa, while the Poisson’s ration is $\nu = 0.3$. Figure 6 shows the resultant von Mises stress in the domain, since Young’s modulus is higher for the inclusions, we can also see the induced stress is higher in the inclusions than in the matrix.

In the previous section, we concluded that the FETI preconditioner $P_F$ outperformed the other considered preconditioners. Hence, we employ the multigrid and the FETI preconditioner $P_F$ for solving the primal and dual systems, respectively.
In real-world modeling of the materials, discontinuities are omnipresent. We consider the modeling of inclusions in the material using an unfitted finite element method. We demonstrated that the method has stable and robust performance, as the number of iterations for both primal and dual systems does not vary with respect to the number of inclusions in the domain.

5 Conclusions

In this paper, we discussed an unfitted FE method for modeling the inclusions. We demonstrated that the method has optimal convergence properties for different test cases. We compared the SIMPLE and FETI preconditioners for solving the dual systems, where the FETI preconditioner $P_F$ outperformed the other preconditioners. For solving the primal system, we discussed a multigrid method that demonstrates the level-independence property. We show that the proposed preconditioners are stable and robust, as the number of iterations for both primal and dual systems does not vary with respect to the number of inclusions in the domain.
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