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Abstract

This paper proposes a quantum circuit for computing the mean value from a given set of numbers or function evaluations. Suppose a Quantum Random Access Memory is given as a black-box function, which allows us to store and read the values of a set as quantum states. The proposed quantum algorithm estimate the mean value of the function by using superposition, interference, and entanglement phenomena, in $O(\log N)$ complexity or in $O(1)$ query of the black-box.
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1 Introduction

Quantum computers in principle, due to their wave-like properties, can solve hard computational problems much more efficiently than classical computers. Quantum computation is an entirely new way of computing. It concerns the investigation of computational power by the implications of quantum mechanics for information processing tasks. The art of developing algorithms for a potential quantum computer relies on some elementary gates to create a quantum state that has a relatively high amplitude for states that represent solutions for the given problem. A measurement in the computational basis then produces such a desired result with a relatively high probability.

One of the most exciting quantum algorithms discovered up to date is that quantum computers can find a unique key from the unstructured database in $O(\sqrt{N})$ queries, which also known as Grover’s algorithm [1]. Followed this, searching minimum or maximum value from a given unsorted list is explained by [2], this algorithm achieves the same quadratic speedup as compared to the well-known classical version of it.

Given $F(x)$, the mean estimation problem is to compute $\mu = \frac{1}{N} \sum_{x=0}^{N-1} F(x)$. When $F(x)$ is given as a black box (i.e. an oracle), the complexity of computing the mean can be measured by counting the number of queries made to this black box. This requires $N$ number of operations on a classical Turing machine. However, the nature of quantum mechanical systems allows quantum computers to easily solve this kind of statistical problems within a few numbers of steps [3]. For instance, [4] describes two algorithms to approximate the mean and median of the function based
on amplitude estimation [5], in $\mathcal{O}(\frac{1}{\epsilon} \log \log \frac{1}{\epsilon})$ or in $\Omega(\frac{1}{\epsilon})$ steps, whose complexity is measured based on the given precision value, $\epsilon$ [6].

This paper proposes a simple and efficient quantum circuit for computing the mean value from a given set of numbers or function evaluations, inspired by [7]. The proposed quantum algorithm differs from the previous works in that it is independent of Grover’s algorithm. The rest of this paper is organized as follows. In the next section, the novel quantum mean-estimation algorithm is explained. Then, using the IBM QX, the results and the performance of the proposed quantum algorithm are discussed. Finally, we conclude the paper with a discussion and some perspectives on future extensions.

2 Quantum Mean Estimation Circuit

In this section, the proposed quantum mean estimation circuit is described. The algorithm may assume a Quantum Random Access Memory (qRAM) as a black box function, to access the values of a set in parallel. Like a classical RAM, qRAM is also composed of two registers: address and data. But, unlike a classical RAM, data can be written or read in $\mathcal{O}(\log N)$ complexity [8].

Let, $f(x)$ be a rescaled version of the original function $F(x)$, and assume it is given as a black box in which the black box accepts, $x$, one of the value from $[0, 1, 2...N - 1]$, such that $x \in \{0, 1\}^{\log_2 N}$; and produce an output $f(x)$ in the range -1 to 1 via a single qubit state $|f(x)\rangle$, where

$$|f(x)\rangle = \sqrt{1 - f(x)^2} |0\rangle + f(x) |1\rangle$$  \hspace{1cm} (1)
Without loss of generality, the above assumption should also work for a given set of numbers, where each of the $x^{th}$ values of the set are rescaled and stored in the qRAM as defined in Eq. 1.

The aim of the proposed quantum circuit is to estimate the average of the function, $\mu = \frac{1}{N} \sum_{x=0}^{N-1} f(x)$ with a little error overhead $\epsilon$. The algorithm encodes the final answer in the amplitude of a state through the interference pattern. Generally, without considering the complexity of the given function, the algorithm performs only $O(\frac{1}{\epsilon})$ query of the function to return the required quantum state.

The general quantum circuit for the mean estimation algorithm shown in Fig 1. Three quantum registers are involved in the circuit, index register, data register, and mean register. The index register contains $n$ qubits where $n = \log N$ and it used to represent every $N$ evaluations. Both the data and mean registers have only one qubit in them. The data register is used to hold the value of the individual function evaluations, while the mean register is used to hold the output mean value.

The algorithm starts by setting up all of the qubits into the ground state and the system state at a time of zero can be expressed as $|\psi_0\rangle = |0\rangle^\otimes n |0\rangle |0\rangle$. In
order to evaluate the function in superposition state, the Hadamard gate is applied on the index register. The operation changes the system state to

$$|\psi_1\rangle = \frac{1}{\sqrt{N}} \sum_{x=0}^{N-1} |x\rangle |0\rangle |0\rangle$$

(2)

Then, the algorithm evaluates the function in parallel this makes the system state to include each value of the function

$$|\psi_2\rangle = \frac{1}{\sqrt{N}} \sum_{x=0}^{N-1} |x\rangle |f(x)\rangle |0\rangle$$

(3)

The third step is creating interference by applying the Hadamard gates on the index register this allows us to gain more information about the function. This operation brings the system state to

$$|\psi_3\rangle = \frac{1}{N} \sum_{x=0}^{N-1} |x\rangle \sum_{y=0}^{N-1} (-1)^{x \cdot y} |f(y)\rangle |0\rangle$$

(4)

The data register value at this time is now changed. By factoring out the zero’s component of the index register, we can rewrite the above equation as

$$= \frac{1}{N} \left( |0\rangle \sum_{y=0}^{N-1} |f(y)\rangle + \sum_{x=1}^{N-1} |x\rangle \sum_{y=0}^{N-1} (-1)^{x \cdot y} |f(y)\rangle \right) |0\rangle$$

(5)

When we see, the data register that entangled with the $|0\rangle \otimes \cdots \otimes |0\rangle$ component of the index register, it is similar to the mean value of the function, $|\mu\rangle$.

Next, using a general CNOT gate, the circuit extracts the value of data register that entangles with the zero’s component of index register, and copies to the mean register. As the result, it creates entanglement between the two registers: data and mean. The system state at the time of four can expressed as

$$|\psi_4\rangle = \frac{1}{N} \left( |0\rangle \sum_{y=0}^{N-1} |f(y)\rangle |f(y)\rangle + \sum_{x=1}^{N-1} |x\rangle \sum_{y=0}^{N-1} (-1)^{x \cdot y} |f(y)\rangle |0\rangle \right)$$

(6)
Finally, there is a last Hadamard transformation, that is applied to the index register qubits. This creates an interesting interference pattern especially on the mean register, see Eq. 7. As we can see, the data register holds its previous value, whereas, the mean register in the $|1\rangle$ component side has $\mu$ amplitude in every state of the system.

$$|\psi_5\rangle = \frac{1}{\sqrt{N}} \sum_{x=0}^{N-1} |x\rangle |f(x)\rangle \left( \hat{s} + \delta_x \frac{\sqrt{N}}{\sqrt{N}} |0\rangle + \sqrt{N} |1\rangle \right)$$

(7)

where, $\hat{s} = \sum_{x=0}^{N-1} \sqrt{1 - f(x)^2}$, $s = \sum_{x=0}^{N-1} f(x)$ and $\delta_0 = N - 1$ otherwise $\delta_x = -1$.

This guarantees that upon the measurement of the mean register, we can estimate the mean value precisely. By counting the number of occurrences of being in the $|1\rangle$ state, dividing it by the number of shots yields to the square of the required result which is, $\mu^2$. In case if we want to know the sign of the mean value we can rerun the algorithm by slightly changing some of the input elements and measure the result again.

3 Results

To demonstrate the mean estimation algorithm, the proposed circuit is implemented in python, version 3.8 using the IBM Quantum Experience (IBM QX) module known as QISKit, version 0.23.2. The results of the two experiments are reported. Both experiments were simulated in an error-free environment (ibmq qasm simulator) for the maximum number of 8192 shots.

In the first experiment, we considered the set of four numbers given as $[0.836, -0.549, 0.615, 0.053]$. For this small-scale example, a total of four qubits are
required \textit{i.e.} two qubits for the index register and one qubit each for the data and mean registers. The quantum state representation for each input numbers encoded as

$$|x_0\rangle = 0.5487294415283365 |0\rangle + 0.836 |1\rangle$$  \hspace{1cm} (8)

$$|x_1\rangle = 0.835822349546436 |0\rangle - 0.549 |1\rangle$$  \hspace{1cm} (9)

$$|x_2\rangle = 0.7885271079677604 |0\rangle + 0.615 |1\rangle$$  \hspace{1cm} (10)

$$|x_3\rangle = 0.9985945123021657 |0\rangle + 0.052999 |1\rangle$$  \hspace{1cm} (11)

As expected the quantum circuits yield the probability of the mean register being in \(|1\rangle\) around, 0.05743577075. The mean value is then $\sqrt{0.0574357707} \rightarrow 0.239657611$ with the $\epsilon \rightarrow 0.000907611$.

The second experiment data points are shown in Fig.\textit{2}. The result shows that the probability of the mean register being in the \(|1\rangle\) were equals to 0.023715415. If we put this probability result in the square root, we get the mean of the given set with a little error overhead, $\epsilon$, which is $\sqrt{0.023715415} \rightarrow 0.153998101$. This is a good estimation when we see the classical mean value, which is 0.154619033.

4 Conclusion

In this paper, we have used the powerful parallel computing abilities of a quantum computer to find the mean value from the given sequence of numbers. The proposed quantum mean estimator circuit runs in a $O(\frac{1}{\epsilon}\log N)$ complexity, where the complexity is measured by the time to prepare the qRAM. As compared to the classical version of it which takes $O(N)$, the proposed quantum algorithm provides an
Figure 2: The set of 64 rescaled numbers are shown on the left side of the figure. The right side data points are the encoded version of the given data points in the form of quantum states.

exponential speedup. But, to recover the quantum result into the classical result efficiently we need to run the algorithm many times as needed.

The proposed quantum mean estimation algorithm is composed of three quantum registers and one classical register. The first quantum register is the index register and contains $\log N$ qubits, where $N$ is the size of the set, both second and third quantum registers contains one qubit in them. Similarly, the classical register contains one classical bit, used to store the value of the mean during measurement. The algorithm works as follows, first, we need to rescale the given set of numbers since each element of the set should be encoded in the amplitude of a qubit and store on the qRAM. This allows, the algorithm to access the qRAM or the black box in parallel. Then by using the Hadamard transformation interference pattern, it produces the mean of the set in $O(1)$ query of the qRAM.

The algorithm could assist to solve many statistics related problems. For instance, by combination with a quantum minimum finding algorithm, it can be used
to easily find a median of a set. The algorithm can also be improved to find the mean and median of the given set of vectors, which is a central problem in quantum nearest centroid classifier and k-medians algorithms.
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