A numerical approach for a nonhomogeneous differential equation with variable delays
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Abstract
In this study, we consider a linear nonhomogeneous differential equation with variable coefficients and variable delays and present a novel matrix-collocation method based on Morgan–Voyce polynomials to obtain the approximate solutions under the initial conditions. The method reduces the equation with variable delays to a matrix equation with unknown Morgan–Voyce coefficients. Thereby, the solution is obtained in terms of Morgan–Voyce polynomials. In addition, two test problems together with error analysis are performed to illustrate the accuracy and applicability of the method; the obtained results are scrutinized and interpreted by means of tables and figures.
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Introduction
In this paper, we consider nonhomogeneous differential equation with variable delays in the form [3, 5, 10, 12, 23, 30, 37, 38],

\[ y'(t) = P_0(t) + P_1(t)y(t) + \sum_{j=2}^{m} P_j(t)y(t - \tau_j(t)) \]

(1)

under the initial condition \( y(a) = \lambda \), where the coefficients \( P_j(t) \) and the delays \( \tau_j \) are continuous functions on the interval \( 0 \leq a \leq j \leq b \) and the delays are nonnegative, \( \tau_j(t) \geq 0 \) for \( t \geq a \).

Delay differential equations of the type 1 arise in a variety of applications including control systems, electrodynamics, mixing liquids, neutron transportation, population models, physiological processes and conditions including production of blood cells [1, 14, 23, 25, 27, 28, 34, 37].

In the case of bounded delays, many authors using standard techniques [3, 10, 20, 27, 34, 37] have studied the asymptotic behavior of solutions, the asymptotic stability in equations and the existence of positive periodic solutions of delay equations. However, most of the mentioned type delay equations have not analytical and numerical solutions; therefore, numerical methods are required to obtain approximate solutions. For this purpose, by means of the matrix method based on collocation points which have been given by Sezer and coworkers [2, 6, 16, 17, 21, 26, 29, 36], we develop a novel matrix technique to find the approximate solution of Eq. 1 under the initial condition \( y(a) = \lambda \) in the truncated Morgan–Voyce series form

\[ y(t) \approx y \approx \sum_{n=0}^{N} y_n b_n(t), \quad a \leq t \leq b \]

(2)

where \( y_n, n = 0, 1, \ldots, N \) are coefficients to be determined; \( b_n, n = 0, 1, \ldots, N \) are the first kind Morgan–Voyce polynomials defined by [11, 32, 33]

\[ b_n(t) = \sum_{j=0}^{n} \binom{n+j}{n-j} t^j, \quad n \in \mathbb{N}, \quad a \leq t \leq b \]

(3)
Here, the set of polynomials \( \{ b_n(t) \} \) has the following properties [11, 15, 19, 32]

1. The polynomials \( b_n(t) \) defined by 3 are recursively given by the relation
   \[ b_n(t) = (t + 2)b_{n-1}(t) - b_{n-2}(t), \quad n \geq 2 \]
   with \( b_0(t) = 1 \) and \( b_1(t) = t + 1 \).
2. The polynomials \( y = b_n(t) \), \( n = 0, 1, \ldots \) are solutions of the differential equation
   \[ t(t + 4)y'' + 2(t + 1)y' - n(n + 1)y = 0. \]
3. The first four Morgan–Voyce polynomials of the first kind are obtained from 3 as
   \[ b_0(t) = 1, \quad b_1(t) = t + 1, \quad b_2(t) = t^2 + 3t + 1, \]
   \[ b_3(t) = t^3 + 5t^2 + 6t + 1, \ldots \]

**Fundamental matrix relations**

In this section, we compose the matrix relations of Eq. 1 and its solution Eq. 2. For this aim, we first write the matrix form of the finite Morgan–Voyce series Eq. 2 as

\[ y(t) \equiv y_N(t) = b(t)Y \]

so that

\[ b(t) = [b_0(t), b_1(t), \ldots, b_N(t)] \]

\[ Y = [y_0, y_1, \ldots, y_N]^T; \]

then, by using the Morgan–Voyce polynomials Eq. 3, we obtain the matrix form \( b(t) \) as follows

\[ b(t) = X(t)M \]

where

\[ X(t) = [1, t, t^2, \ldots, t^N] \]

and

\[
M = \begin{bmatrix}
0 & 1 & 2 & \cdots & N \\
0 & 2 & 3 & \cdots & N + 1 \\
0 & 0 & 4 & \cdots & N + 2 \\
& & & \ddots & \ddots \\
& & & & 2N \\
0 & 0 & 0 & \cdots & 0
\end{bmatrix}
\]

Besides, the relation between the matrix and its derivative \( X'(t) \) can be written in the form [13, 18, 22, 24]

\[ X'(t) = X(t)T \]

where

\[
T = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 2 & \cdots & 0 \\
& & & \ddots & \ddots \\
0 & 0 & 0 & \cdots & N \\
0 & 0 & 0 & \cdots & 0
\end{bmatrix}
\]

Then, by means of the matrix relations Eqs. 4, 5, and 6, we obtain

\[ y(t) \equiv y_N(t) = b(t)Y = X(t)MY \]

and

\[ y'(t) \equiv y'_N(t) = X'(t)MY = X(t)TMY \]

By putting \( t \to t - 7(t) \) in Eq. 7, we gain the recurrence relation [13, 18, 22, 24]

\[ y(t - 7(t)) \equiv y_N(t) = X(t - 7(t))MY = X(t)L(-7(t))MY \]

so that

\[
L(7(t)) = \begin{bmatrix}
0 & (-7(t))^0 & \left(7(t)^1\right)^1(-7(t))^2 & \cdots & \left(7(t)^N\right)^N \\
0 & 1 & (-7(t))^0 & \left(7(t)^1\right)^1 & \cdots & \left(7(t)^{N-1}\right)^{N-1} \\
0 & 0 & \left(7(t)^2\right)^0 & \left(7(t)^1\right)^1 & \cdots & \left(7(t)^{N-2}\right)^{N-2} \\
& & & \ddots & \ddots & \ddots \\
0 & 0 & 0 & \cdots & \left(7(t)^{N}\right)^0
\end{bmatrix}
\]
Note that the matrix $X(t - \tau_j(t))$ can be written as

$$X(t - \tau_j(t)) = X(t)L(-\tau_j(t))$$

By substituting the relations Eqs. 7, 8, and 9 into Eq. 1, we have the matrix equation

$$
\begin{bmatrix}
X(t)T - P_1(t)X(t) - \sum_{j=2}^{m} P_j(t)X(t)L(-\tau_j(t))
\end{bmatrix}MY = P_o(t)
$$

and by placing the collocation points defined by

$$t_i = a + \frac{b - a}{N}i, \quad i = 0, 1, \ldots, N.$$  

in Eq. 10, the compact form of the obtained matrix equations system

$$
\begin{bmatrix}
X(t_0)
X(t_1)
\vdots
X(t_N)
\end{bmatrix}
= 
\begin{bmatrix}
1 & t_0 & t_0^2 & \cdots & t_0^N \\
1 & t_1 & t_1^2 & \cdots & t_1^N \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & t_N & t_N^2 & \cdots & t_N^N \\
\end{bmatrix}
\begin{bmatrix}
P_o(t_0)
P_o(t_1)
\vdots
P_o(t_N)
\end{bmatrix}
= 
\begin{bmatrix}
L(-\tau_j(t_0)) \\
L(-\tau_j(t_1)) \\
\vdots \\
L(-\tau_j(t_N))
\end{bmatrix}
\begin{bmatrix}
\hat{L}(-\tau_j) \\
\hat{L}(-\tau_j) \\
\vdots \\
\hat{L}(-\tau_j)
\end{bmatrix}
$$

$$
P_o = \text{diag}[P_j(t_0), P_j(t_1), \ldots, P_j(t_N)], \quad j = 1, 2, \ldots, m
$$

$$
\hat{X} = \text{diag}[X(t_0), X(t_1), \ldots, X(t_N)],
$$

### Morgan–Voyce matrix method

The fundamental matrix Eq. 11 of Eq. 1 can be expressed in the form

$$WY = P_o \iff [W; P_o]$$

where

$$W = [w_{pq}] = \begin{bmatrix}
XT - P_1X - \sum_{j=2}^{m} P_j(t)X(t)L(-\tau_j)
\end{bmatrix}M
$$

$$p, q = 0, 1, \ldots, N.$$  

By using the relation Eq. 7, we obtain the corresponding matrix form to the initial condition $y(a) = \frac{\lambda}{b}$ as

$$UY = \frac{\lambda}{b} \iff [U; Y]$$

such that

$$U = X(a)M = [u_{00}, u_{01}, \ldots, u_{0N}]$$

Consequently, in order to get the approximate solution of Eq. 1 subject to $y(a) = \frac{\lambda}{b}$, we replace the row matrix in Eq. 13 by the last row (or any row) of the augmented matrix in Eq. 12; then, we obtain the result matrix

$$[\tilde{W}; \tilde{P}_o] \iff \tilde{W}Y = \tilde{P}_o$$

If rank $\tilde{W} = \text{rank}([\tilde{W}; \tilde{P}_o]) = N + 1$, then we can write, $Y = (\tilde{W})^{-1}\tilde{P}_o$. Thus the matrix, $Y$ (thereby the Morgan–Voyce coefficients $y_o, y_1, \ldots, y_N$) is uniquely determined; thus Eq. 1 has a unique solution.

### Error analysis

In this section, an error analysis will be presented for the Morgan–Voyce polynomial solution in Eq. 16 with the residual error function $[4, 8, 9, 13, 21, 22, 28, 31, 36]$. In addition, we will improve the Morgan–Voyce polynomial solution $y_N(t)$ with the aid of the residual error function.

Firstly, we consider the operator Eq. 1, under the initial condition $y(a) = \frac{\lambda}{b}$,

$$L[y(t)] = g(t)$$

$$L[y(t)] = y'(t) - P_o(t) - P_1(t)y(t) - \sum_{j=2}^{m} P_j(t)y(t - \tau_j(t)).$$

Here, $y_N(t)$ is the approximate solution of the problem and satisfies the problem

$$\begin{cases}
L[y_N(t)] = g(t) + R_N(t), \quad a \leq t \leq b, \\
y_N(t) = \frac{\lambda}{b}.
\end{cases}$$

Also, the residual function of the Morgan–Voyce polynomial approximation $y_N(t)$ is defined as

$$R_N(t) = L[y_N(t)] - g(t).$$

If we know the exact solution $y(t)$, then the error function is calculated as the difference between the approximate and the exact solutions defined by

$$e_N(t) = y(t) - y_N(t).$$

By using the Eqs. 15, 16, 17 and 18, we get the error problem

$$L[e_N(t)] = L[y(t)] - L[y_N(t)] = -R_N(t).$$

$$e_N(a) = 0.$$
By solving the error problem in Eq. 19 with the method presented in Sect. 3, we get the approximation $e_{N,M}(t)$ to $e_N(t)$ as follows
\[ e_{N,M}(t) = \sum_{n=0}^{M} a_n b_n(t), \quad (M \geq N). \]

Consequently, by means of the polynomials $y_N(t)$ and $e_{N,M}(t)$, $(M \geq N)$, we obtain the corrected Morgan–Voyce polynomial solution $y_{N,M}(t) = y_N(t) + e_{N,M}(t)$. Here, $e_N(t) = y(t) - y_N(t)$, $E_{N,M}(t) = e_N(t) - e_{N,M}(t) = y(t) - y_{N,M}(t)$ and $e_{N,M}(t)$ denote the error function, the corrected error function and the estimated error function, respectively.

If the exact solution of Eq. 1 can not been known, then the absolute errors $|e_N(t_i)| = |y(t_i) - y_N(t_i)|$, $(a \leq t_i \leq b)$ are not computed. However, the absolute errors $|e_N(t_i)| = |y(t_i) - y_N(t_i)|$, $(a \leq t_i \leq b)$ can be estimated by using the absolute error function $|e_{N,M}(t_i)|$.

### Numerical examples

**Example 1** Consider the differential equation with variable delay $t^2 + 1$
\[ y'(t) = 3t - t^2 + 2y(t) - y(t - t^2) + ty(t - t^2 - 1) \]
\[ 0 \leq t \leq 1 \]

subject to the initial condition $y(0) = -1$. The exact solution of this equation is $y(t) = t - 1$. First of all, let us determine the collocation points by the formula $t_i = a + \frac{b-a}{M+1}i, \ i = 0, 1, \ldots, N$ for $a = 0, \ b = 1, \text{ and } M = 3, \ N = 2$. Therefore the collocation points are obtained as $t_0 = 0, \ t_1 = \frac{1}{2}, \ t_2 = 1$. By Eq. 11, the fundamental matrix equation of this problem is written as
\[
\left[ XT - P_1 X - \sum_{j=2}^{3} P_j(t) X L(-\tau_j) \right] MY = P_o
\]

where

\[
P_o = \begin{bmatrix} 0 & 5/4 & 2 \\ 0 & 1/4 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad P_1 = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad P_2 = \begin{bmatrix} -1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -1 \end{bmatrix}, \quad P_3 = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 1/2 & 0 \\ 0 & 0 & 1 \end{bmatrix}
\]

\[
X(t) = \begin{bmatrix} 1 & t & t^2 \end{bmatrix}, \quad T = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 2 \\ 0 & 0 & 0 \end{bmatrix}, \quad M = \begin{bmatrix} 1 & 1 & 1 \\ 0 & 1 & 3 \\ 0 & 0 & 1 \end{bmatrix}, \quad X = \begin{bmatrix} X(0) \\ X(1/2) \\ X(1) \end{bmatrix}, \quad \tilde{X} = \begin{bmatrix} X(0) \\ X(1/2) \\ X(1) \end{bmatrix}
\]

\[
|X(0)| = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1/2 & 0 \end{bmatrix}, \quad |X(1)| = \begin{bmatrix} 1 & 1 \\ 0 & 0 \end{bmatrix}, \quad \tau_2(t_i) = \frac{1}{4} \left[ \frac{1}{16} \right]
\]

\[
L(-\tau_2(t_i)) = \begin{bmatrix} 0 & 1 & -2 \\ 0 & 0 & 1 \\ 0 & 0 & 1 \end{bmatrix}, \quad L(-\tau_3(t_i)) = \begin{bmatrix} 0 & 1 & -5/2 \\ 0 & 0 & 1 \\ 0 & 0 & 1 \end{bmatrix}
\]
The augmented matrix of the fundamental matrix equation is computed as

\[
[W; P_o] = \begin{bmatrix}
1 & 2 & 4 & 0 \\
0.25 & 1.75 & 5.46875 & 1.25 \\
-1 & 0 & 2 & -1
\end{bmatrix}
\]

### Table 1 Numerical results of the exact, approximate and corrected solutions of Example 2 for some N values

| t   | Exact | Appr. | Corrected | Appr. | Corrected | Appr. | Corrected |
|-----|-------|-------|-----------|-------|-----------|-------|-----------|
| 0   | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 0.1 | 1.2214 | 1.3958 | 1.2021 | 1.2021 | 1.2257 | 1.2214 | 1.2214 |
| 0.2 | 1.4918 | 1.7574 | 1.4666 | 1.4666 | 1.4968 | 1.4918 | 1.4918 |
| 0.3 | 1.8221 | 2.1199 | 1.7967 | 1.7967 | 1.8269 | 1.8221 | 1.8221 |
| 0.4 | 2.2255 | 2.5186 | 2.2015 | 2.2015 | 2.2302 | 2.2255 | 2.2255 |
| 0.5 | 2.7183 | 2.9872 | 2.6951 | 2.6951 | 2.7229 | 2.7183 | 2.7183 |
| 0.6 | 3.3201 | 3.5654 | 3.2972 | 3.2972 | 3.3247 | 3.3201 | 3.3201 |
| 0.7 | 4.0552 | 4.2838 | 4.0301 | 4.0301 | 4.0595 | 4.0552 | 4.0552 |
| 0.8 | 4.9530 | 5.1793 | 4.9329 | 4.9329 | 4.9568 | 4.9530 | 4.9530 |
| 0.9 | 6.0496 | 6.2869 | 6.0329 | 6.0329 | 6.0529 | 6.0496 | 6.0496 |
| 1   | 7.3890 | 7.6419 | 7.3741 | 7.3741 | 7.3923 | 7.3890 | 7.3890 |

**Fig. 1** Exact, approximate and corrected solutions of Example 2 for $N = 3$

**Fig. 2** Exact, approximate and corrected solutions of Example 2 for $N = 4$
and the augmented matrix for initial condition is obtained as
\[ [U; \lambda] = \begin{bmatrix} 1 & 1 & 1 & 1 \end{bmatrix}. \]

By using the procedure in Sect. 3, we obtain the approximate solution as
\[ y_2(t) = t - 1 \]
which is the exact solution.

**Example 2** Consider the differential equation with variable delay \( t^2 \)
\[ 2y'(t) - ty(t) + te^{2t}y(t - t^2) = 4e^{2t}, \quad 0 \leq t \leq 1 \]
subject to the initial condition \( y(0) = 1 \). The exact solution of this equation is \( y(t) = e^{2t} \). The fundamental matrix equation is
\[ [XT - P_1X - P_2XL(-\tau_2(t))]MY = P_0. \]
After the collocation points substituted into this matrix equation, we solve the system and we obtain the solutions in the form 4 of Example 2 for \( N = 3, 4, 12 \) in the interval \([0, 1]\) Table 1.

Now, we will give the exact, approximation, and corrected solutions of Example 2 for \( N = 3, 4 \) in Figs. 1 and 2, respectively.

**Example 3** Consider the delay differential equation having variable delays \( \ln(t + 1) \) and \( t^2 \).
\[ y'(t) = \left( t^2 + t - 1 \right)e^{-t} - ty(t - \ln(t + 1)) - e^{-t^2}y(t - t^2) + y(t), \quad 0 \leq t \leq 1 \]

subject to the initial condition \( y(0) = 1 \). The exact solution of this equation is \( y(t) = e^{-t} \). The fundamental matrix equation is

\[ [XT - P_1X - P_2X\tilde{L}(-\tau_2(t)) - P_3\tilde{L}(-\tau_3(t))]MY = P_0. \]

After the collocation points substituted into this matrix equation, we can solve the system and we obtain the
Table 5 Numerical results of the Exact, Present and HTL solutions of Example 4 for \( N = 6 \) value

| t  | Exact       | Present     | Abs. error | HTL        | Abs. error |
|----|-------------|-------------|------------|------------|------------|
| 0.0| 1.00000000  | 1.00000000  | 5.55112e-15| 1.000000067| 6.70000e-08|
| 0.2| 0.8187308   | 0.8187339   | 3.10453e-06| 0.807863689| 1.08938e-02|
| 0.4| 0.6703200   | 0.6703221   | 2.03288e-06| 0.649394632| 2.09254e-02|
| 0.6| 0.5488116   | 0.5488127   | 1.09160e-06| 0.529079726| 1.97319e-02|
| 0.8| 0.4493290   | 0.4493294   | 4.48652e-07| 0.436772222| 1.25567e-02|
| 1.0| 0.367894    | 0.3678793   | 1.14014e-07| 0.361610346| 6.26909e-03|
| 1.2| 0.3011942   | 0.3011936   | 5.72331e-07| 0.298780813| 2.41340e-03|
| 1.4| 0.2465970   | 0.2465960   | 9.17880e-07| 0.249314192| 2.71723e-03|
| 1.6| 0.2018965   | 0.2018953   | 1.22873e-06| 0.212885438| 1.09889e-02|
| 1.8| 0.1652989   | 0.1652975   | 1.43489e-06| 0.173619567| 8.32068e-03|
| 2.0| 0.1353353   | 0.1353338   | 1.44145e-06| 0.078902496| 5.64328e-02|

Fig. 9 Comparison of the exact, present and HTL solutions of Example 4 for \( N = 6 \) value

Fig. 10 RMSE values for \( N = 1, 2, \ldots, 100 \) for Examples 2, 3 and 4
solutions in the form 4 of Example 3 for \( N = 3, 4, 12 \) in the interval \([0, 1]\) Table 3.

All exact, approximation, and corrected solutions of Example 3 for \( N = 3, 4 \) are given in Fig. 5 and 6, respectively. The absolute and corrected errors of Example 3 in Table 4 are compared for \( N = 3, 4 \) in Figs. 7 and 8, respectively.

**Example 4** Consider the following delay differential equation [7] having variable delay \( \ln(t^2 + 1) \)

\[
y'(t) = (t^2 + 1)e^{-t} - y(t - \ln(t^2 + 1)) - y(t), \quad 0 \leq t \leq 2
\]

subject to the initial condition \( y(0) = 1 \). The exact solution of this equation is \( y(t) = e^{-t} \).

Similarly, we can solve this problem by present method and we obtain the solutions in the form 4 of Example 4 for \( N = 6 \) in the interval \([0, 2]\). Then, we also compare the present solutions and Hybrid Taylor-Lucas Method [7] (HTL) solutions in Table 5. The present method has been shown to be suitable as graphically for nonhomogeneous differential equation with variable delays in Fig. 9.

In order to better define the solution space of the problems of Examples 2, 3 and 4 described above, the \( N \) value has been scanned up 1 to 100. The root-mean-square error (RMSE) value of the solution obtained for each \( N \) value is calculated and shown in Fig. 10. When \( N > 12 \), the RMSE values of the solutions of both problems are oscillated between 10^{-10} and 10^{-16}. The reason of these oscillations is the truncation errors in the calculations.

**Conclusion**

A new approach using the Morgan–Voyce polynomials to solve numerically the first-order nonhomogeneous differential equations with variable delays is presented in this study. An error analysis technique based on residual function is also developed for our problems. If the exact solution of the problem is not known, by using this technique it is possible to estimate the error function and also to reduce the error due to the residual function. It is seen that, the accuracy improves, when \( N \) is increased. To compute our solutions and error functions, we have written a code in Matlab and calculated all computations by means of this code.

Consequently, the present method has been shown to be convenient, reliable and effective for solving the first-order nonhomogeneous differential equation with variable delays.

**Open Access** This article is distributed under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made.
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