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ABSTRACT

We evaluate the use of original game curricula supported by the Atari 2600 console as a heterogeneous transfer benchmark for deep reinforcement learning agents. Game designers created curricula using combinations of several discrete modifications to the basic versions of games such as Space Invaders, Breakout and Freeway, making them progressively more challenging for human players. By formally organising these modifications into several factors of variation, we are able to show that Analyses of Variance (ANOVA) are a potent tool for studying the effects of human-relevant domain changes on the learning and transfer performance of a deep reinforcement learning agent. Since no manual task engineering is needed on our part, leveraging the original multi-factorial design avoids the pitfalls of unintentionally biasing the experimental setup. We find that game design factors have a large and statistically significant impact on an agent’s ability to learn, and so do their combinatorial interactions. Furthermore, we show that zero-shot transfer from the basic games to their respective variations is possible, but the variance in performance is also largely explained by interactions between factors. As such, we argue that Atari game curricula offer a challenging benchmark for transfer learning in RL, that can help the community better understand the generalisation capabilities of RL agents along dimensions which meaningfully impact human generalisation performance. As a start, we report that value-function finetuning of regularly trained agents achieves positive transfer in a majority of cases, but significant headroom for algorithmic innovation remains. We conclude with the observation that selective transfer from multiple variants could further improve performance.

1 INTRODUCTION

A key open challenge in artificial intelligence is training reinforcement learning (RL) agents which generally achieve high returns when faced with critical changes to their environments (Schaul et al., 2018), motivated by impressive flexibility of animal and human learning. One way to approach the problem is through the prism of generalisation across related but distinct environments, also called transfer learning (Pan & Yang, 2009; Taylor & Stone, 2009) and comprehensively reviewed in the RL setting by Zhu et al. (2020). Many purpose-built benchmarks serve investigations into more specific research questions, e.g. transfer learning in particular cases where additional assumptions hold. While useful for progress, the challenge of transfer learning in the more general case remains.

Motivated by visual observation similarity, Machado et al. (2018) suggest using the newest iteration of the Atari Learning Environment (ALE) (Bellemare et al., 2013) to study the transfer learning between single-player game variants, or “flavours”, found in the curricula of many Atari game titles. We will use the terms default or basic game interchangeably to refer to the environment recommended by respective manuals as the entry point. We call all other distinct games variations or variants of their respective default game. Hence, each Atari game title we consider provides a curriculum consisting of a default and its variants, all designed to teach and challenge human players in novel ways.

Studying transfer within curricula ensures that environments are related, and that meaningful knowledge reuse should be possible and beneficial. Interestingly, differences in game variant dynamics, subtle changes in observations which are crucial for optimal behaviour, novel environment states, as well as new player abilities challenge unified approaches to transfer learning across variations. Farebrother et al. (2018) argue that Deep Q-Network (DQN) agents (Mnih et al., 2015), trained with appropriate regularisation, can be effective in zero-shot and finetuning transfer scenarios. In this work we study the learning and transfer performance of an updated version of the DQN agent, called Rainbow-IQN (Toromanoff et al., 2019). We use ANOVA to quantitatively confirm the suspected link between game design factors and agent performance. While current approaches occasionally achieve meaningful transfer from default games, they have limited success for variations with several modifications. Our analyses reveal this is due to strong interaction
effects between factors, not just the isolated effects of the modifications they introduce. This reinforces the case for agents leveraging these systematic curricula, originally designed for human players, through transfer learning.

Contributions: (1) We show that discrete changes to Atari game environments, challenging for human players, also modulate the performance of a popular model-free deep reinforcement learning algorithm starting from scratch. (2) Zero-shot transfer of policies trained on one game variation and tested on others can be significant, but performance is far from uniform across respective environments. (3) Interestingly, zero-shot transfer variance from default game experts is also well explained by game design factors, especially their interactions. (4) We empirically evaluate the performance of value-function finetuning, a general transfer learning technique compatible with model-free deep RL, and confirm that it can lead to positive transfer from basic game experts. (5) We point out that more complex challenges of transfer with deep RL are captured by Atari game variations, e.g. appropriate source task selection, fast policy transfer and evaluation using experts, as well as data efficient behaviour adaptation more generally.

2 BACKGROUND

Reinforcement Learning. A Markov Decision Processes (MDP) (Puterman, 1994) is the classic abstraction used to characterise the sequential interaction loop between an action taking agent and its environment, which responds with observations and rewards (Sutton & Barto, 2018). Formally, a finite MDP is a tuple $M = \langle X, A, T, R, \gamma \rangle$, where $X$ is the state space, $A$ is the action space, both finite sets, $T: X \times A \times X \rightarrow \{0, 1\}$ is the stochastic transition function which maps each state and action to a probability distribution over possible future states $T(x, a, x') = P(x'|x, a)$, $R: X \times A \times X \rightarrow \mathbb{R}$ is the reward distribution function, with $r: X \times A \rightarrow \mathbb{R}$ the expected immediate reward $r(x, a) = \mathbb{E}_{T}[R(x, a, x')]$, and $\gamma \in [0, 1]$ is the discount factor (Bellman, 1957). A stochastic policy function is the action selection strategy $\pi: X \times A \rightarrow \{0, 1\}$ which maps states to probability distributions over actions $\pi(x) = P(a|x)$. The discounted sum of future rewards is the random variable $Z_M^\pi(x, a) = \sum_{t=0}^{\infty} \gamma^t r(x_t, a_t)$, where $x_0 = x, a_0 = a, x_t \sim T(\cdot|x_{t-1}, a_{t-1})$ and $a_t \sim \pi(\cdot|x_t)$. Given an MDP $M$ and a policy $\pi$, the value function is the expectation over the discounted sum of future rewards, also called the expected return: $V_M^\pi(x) = \mathbb{E}[Z_M^\pi(x, \pi(x))]$. The goal of Reinforcement Learning (RL) is to find a policy $\pi^*_M: X \rightarrow A$ which is optimal, in the sense that it maximises expected return in $M$. The state-action Q-function is defined as $Q_M^\pi(x, a) = \mathbb{E}_T[Z_M^\pi(x, a)]$ and it satisfies the Bellman equation $Q_M^\pi(x, a) = \mathbb{E}_T[R(x, a, x') + \gamma \mathbb{E}_{T,x'}[Q_M^\pi(x', a')]]$ for all states $x \in X$ and actions $a \in A$. Mnih et al. (2013) adapted a reinforcement learning algorithm called Q-Learning (Watkins, 1989) to train deep neural networks end-to-end, mastering several Atari 2600 games, with inputs consisting of high-dimensional observations, in the form of console screen pixels, and differences in game scores. For more details please consult Appendix A.

Note that value functions depend critically on all aspects of the MDP. For any policy $\pi$, in general $Q_M^\pi \neq Q_M^\pi$, for MDPs $M$ and $M'$ defined over the same state and action sets, with $T \neq T'$ or $R \neq R'$. Even if differences in dynamics or rewards are isolated to a subset of $X \times A$, changes may be induced across the support of $Q_M^\pi$, since value functions are expectations over sums of discounted future rewards, issued according to $R'$, along sequences of states decided entirely by the new environment dynamics $T'$ when following a fixed behaviour policy $\pi$. Nevertheless, many particular cases of interest exist, which we discuss below.

Transfer Learning. Described and motivated in its general form by Caruana (1997); Thrun & Pratt (1998); Bengio (2012), the goal of transfer learning is to use knowledge acquired from one or more source tasks to improve the learning process, or its outcomes, for one or more target tasks, e.g. by using fewer resources compared to learning from scratch. When this is achieved, we call it positive transfer. We often further qualify transfer learning by the metric used to measure specific effects. Several transfer learning metrics have been defined for the RL setting (Taylor & Stone, 2009), but none capture all aspects of interest on their own. A first metric we use is “jumpstart” or “zero-shot” transfer, which is performance on the target task before gaining access to its data. Another highly relevant metric is “performance with fixed training epochs” (Zhu et al., 2020), defined as returns achieved in the target task after using “performance with fixed training epochs” (Zhu et al., 2020), defined as returns achieved in the target task after using fixed computation and data budgets under transfer learning conditions.

One way to classify such approaches in RL is by the format of knowledge being transferred (Zhu et al., 2020), commonly: datasets, predictions, and/or parameters of neural networks encoding representations of observations, policies, value-functions or approximate state-transition “world models” acquired using source tasks. Another way to classify transfer learning approaches in RL is by their respective sets of assumptions about source and target tasks, also well illustrated by their associated benchmark domains: (1) Differences are limited to observations, but the underlying MDP is the same, e.g. domain adaptation and randomisation (Tobin et al., 2017), mastered through the generalisation abilities of large models (Cobbe et al., 2019; 2020). (2) MDP states and dynamics are the same, but reward functions are different: successor features and representations (Barreto et al., 2017). (3) Overlapping state spaces with similar dynamics, e.g. multitask training and policy transfer (Rusu et al., 2016a; Schmitt et al., 2018), contextual parametric approaches, e.g. UVFAs (Schaal et al., 2015) and collections of skills/goals/options (Barreto et al., 2019). (4) Sus-
pects but unqualified overlaps between tasks (Parisotto et al., 2016; Rusu et al., 2016b; 2017). (5) Large, curated collections of similar environments designed to facilitate complex transfer and fast adaptation through meta-learning (Yu et al., 2020; Hospedales et al., 2020). All these works capture important sub-problems of interest, and clever design of specialised benchmarks has greatly aided progress. Atari game variations (Machado et al., 2018) offer the exciting prospect of direct comparisons between generalisations of transfer learning methods originally developed under different sets of assumptions, by measuring their performance along dimensions of variation which are meaningful and challenging for human players, one of many interesting criteria cutting across specialised paradigms.

Figure 1: Variant naming convention and factorial design matrices for Space Invaders (top), Breakout (bottom left) and Freeway (bottom right). All factors of variation are categorical and highlighted only when taking different values from default games. Binary factors are abbreviated by their initial, e.g. “Moving Shields” is plotted as ‘M’. Non-binary factors are: Breakout “Rules” with additional values: ‘T’ for “Timed Breakout”, or ‘U’ for “Breakthru”; Breakout “Extras” with additional values: ‘S’ for “Steerable”, ‘C’ for “Catch”, or ‘I’ for “Invisible”; Freeway “Traffic” with levels: ‘K’ for “Thick”, ‘R’ for “Thicker”, or ‘T’ for “Thickest”. Colours indicate the “game mode”, and hatching denotes the “difficulty” switch being activated. Colours and horizontal labels correspond to those used in subsequent figures. Labels include factor abbreviations to supplement the ALE naming conventions.

2.1 ALE ATARI AS A TRANSFER LEARNING BENCHMARK

With the first version of the Arcade Learning Environment (ALE), Bellemare et al. (2013) gave access to over 50 different Atari 2600 game titles through a unified observation and action interface, modelled after the standard reinforcement learning loop. The ALE proved an excellent development test-bed for building general deep RL agents, in no small part due to its diversity and being devoid of experimenter bias, since games were not modified by researchers.

The second and latest version of the ALE (Machado et al., 2018) opens up a wealth of game variations for transfer learning research. This is achieved by emulating functions of “difficulty” and “game select” switches for single-player games. The original cartridges of many game titles came with variations which could be selected and played using these switches. We assign unique identifiers of game variants using the X_YZ notation, with $X \in \{0,1\}$ denoting the position of the “difficulty” switch, and $YZ \in \{00,01,02, \ldots\}$ indicating the selected “game mode”. Value ranges are game specific and identical to those used by the ALE code-base (Machado et al., 2018). For example, the entry game version of each title is denoted as 0_00, which we call the default or basic game. All game variations are different environments that still feature the main concepts of the default. Furthermore, the variants were designed to serve as curricula for human players, hence positive transfer should be possible. Most importantly for our purposes, the ALE remains largely free of experimenter bias. Farbrother et al. (2018) selected a few representative variants from four game titles for experiments. We aim to analyse entire curricula, thus we consider the top three most popular titles from their list, according to sales, and use all their variations, for a total of 72 distinct environments.
We used the standard limit on environment interactions of its more general form (IQN), since it has been shown to be superior (Dabney et al., 2018; Toromanoff et al., 2019) for noisy networks (Fortunato et al., 2018). We replaced the distributional RL approach C51 (Bellemare et al., 2017) with Rainbow-IQN model-free deep reinforcement learning algorithm (Hessel et al., 2018). We report agent returns at the end of training, averaged over the last 2 million steps.

Environment observations (Atari screen frames) were pre-processed according to standard practice (Mnih et al., 2015; Hessel et al., 2018). We use the Rainbow-IQN model-free deep reinforcement learning algorithm (Hessel et al., 2015; Hessel et al., 2018). We use the standard limit on environment interactions of 200 million steps (Mnih et al., 2015; 2016; Dabney et al., 2018; Machado et al., 2018; Toromanoff et al., 2019). Our study is the first to report Rainbow-IQN results for Atari game variants, hence we use independent hyper-parameter selection for expert training and finetuning experiments.

3 Methodology

Experimental setup. Following the latest ALE benchmark recommendations (Machado et al., 2018), information about player “lives” is not disclosed to agents, and stochasticity is introduced using randomised action replay with probability 25%, also known as “sticky actions”. Irrespective of redundancies, agents act using the full set of 18 actions. Environment observations (Atari screen frames) were pre-processed according to standard practice (Mnih et al., 2015; Hessel et al., 2018). We report agent returns at the end of training, averaged over the last 2 million steps.

Expert Agent Training. We use the Rainbow-IQN model-free deep reinforcement learning algorithm (Hessel et al., 2015; 2016; Dabney et al., 2018; Toromanoff et al., 2019) since it is available to the community in several implementations, e.g. Castro et al. (2018), and is effective with widely available commodity hardware and open-source software.

Rainbow (Hessel et al., 2018) collects a number of improvements to DQN (Mnih et al., 2013; 2015), of which we used Double Q-Learning (Van Hasselt et al., 2016), Prioritised Replay (Schaul et al., 2016) and multi-step learning (Sutton & Barto, 2018). Following Castro et al. (2018), we did not use the dueling network architecture (Wang et al., 2016) or noisy networks (Fortunato et al., 2018). We replaced the distributional RL approach C51 (Bellemare et al., 2017) with its more general form (IQN), since it has been shown to be superior (Dabney et al., 2018; Toromanoff et al., 2019).

We used the standard limit on environment interactions of 200 million steps (Mnih et al., 2015; 2016; Dabney et al., 2018; Machado et al., 2018; Toromanoff et al., 2019). Our study is the first to report Rainbow-IQN results for Atari game variants, hence we use independent hyper-parameter selection for expert training and finetuning experiments.
Expert Agent Finetuning. The experimental setup for finetuning follows closely that for agent training, except for two important differences: (1) We used 10 million environment steps to adapt to new variants, following Farebrother et al. (2018), which is 20× less data than what variant-experts are trained with. The aim of transfer learning is to reduce resources needed for acquiring new knowledge and behaviours, hence we are interested in improving sample complexity using transfer. (2) The hyper-parameter grid was slightly adapted in order to improve chances of fast learning in this reduced data regime. Further details, including parameter grids, are listed in Appendix B.

Statistical Analyses. A multi-factor Analyses of Variance (ANOVA) (Girden, 1992) is a statistical procedure which investigates the influence that two or more independent variables, or factors, have on a dependent variable. The factors can take two or more categorical values, and experimental designs are often balanced: they use equal numbers of independent observations for all combinations of factor values, no less than three. Other assumptions are normality of deviations from group means, and equal or similar variances, see the discussion in Appendix C. ANOVA can be used to reveal statistically significant evidence against the null-hypothesis that group means are all the same. We study the influence of game design factors, discrete modification to default games, on average returns of learned policies.

Study Limitations. The relationship between hyper-parameters and quality of policies learned with deep RL is complex and poorly understood. Mnih et al. (2015) used task-agnostic DQN hyper-parameters, tuned across a few basic games. Later works introduce several interacting modification, including changes to sets of hyper-parameters (Schaul et al., 2016; Dabney et al., 2018; Toromanoff et al., 2019). With the risk of maximisation bias, we used grid searches per game variant in order to mitigate the greater risks of incorrect inferences about Atari curricula due to poor hyper-parameter settings or divergence. Future works may perform fine-grained sensitivity analyses, using more than two random seeds. Due to computational limitations, we instead report the returns of the top-three agents from our grids.

4 Experiments

We would like to characterise the performance of general transfer learning strategies across heterogeneous scenarios, designed to progressively challenge human players. While the shapes of learning curves are expected to be different between game variants, agent performance is thought to be bounded only by its inductive biases, the learning algorithm and practical limitation on resources, such as computation or interactions (Silver et al., 2021). We say that some game variant is “harder” for a given agent if the average returns of learned policies are lower given equal resource budgets. We aim to explain this in terms of the factors of variation which combinatorially define environments within curricula, knowing that they also impact human player performance. Comparing raw scores across the benchmark is difficult if the underlying tasks are “harder” to learn from scratch, or if variants have different scoring scales, as is sometimes the case here. Hence, we must first establish the performance of our agent learning game variants in isolation. On this basis, we then introduce a relative scoring scheme which enables conclusions to be drawn at the benchmark level.

4.1 Training Variant-Experts

We aim to answer the following questions: (1) Does our agent achieve similar levels of performance when learning variants of the same game from scratch? (2) If not, what explains differences in performance across variants? In Figure 2 we report means and standard deviations of top three variant-experts trained from scratch for 200 million environment steps. Our scores on default games are largely in line with those reported by other implementations of basic IQN agents, e.g. Castro et al. (2018). On remaining variants, we find that Rainbow-IQN performance varies widely for some game titles, less so on Freeway, even with independent hyper-parameter tuning. Overall, our agent’s scores are below variant performance ceilings, suggesting that some game variations may be harder to learn. While this may be at times due to the agent’s inductive biases—in particular, invisible objects—it is unlikely to fully explain observed variation, because such changes to basic games do not always have a detrimental impact on their own. For example, experts achieve significantly different levels of performance on identical variants of Space Invaders, except for visible vs invisible aliens (0.00 vs 0.08). However, experts have virtually equal performance with the same change to environment observations across Breakout variants, visible vs invisible walls of bricks (e.g. 0.00 vs. 0.12). Rather, we hypothesise that some variants are inherently harder to learn for the chosen agent, and thus a fixed training budget leads to performance differences across variations. This imposes a challenging bottleneck for transfer learning, which places high priority on limiting the resources expended for acquiring behaviours which maximise cumulative returns.

Statistical Analyses. We verify that variants have meaningful impact on learning by rejecting the null hypothesis that expert performance is the same across all combinations of the design factors which define game variants. We perform multi-factor Analysis of Variance (ANOVA) tests separately for each game title, and report results in Table 1. Interaction effects are statistically significant in all cases, supporting the hypothesis that—although conceptually similar—design factors introduce significant changes to agent learning dynamics, even within the same game. In the post-hoc
analyses of differences between groups we found that all factors have a statistically significant effect on agent learning from scratch apart from the “difficulty” factor in Freeway. Further details can be found in Appendix C.

**Discussion.** Some differences in agent performance across variants were expected due to the qualitative impact of some factors on human play, e.g. changes in the dynamics of state transitions between “Breakout” and “Breakthru” variants, changes in observations such as visible vs. invisible invaders, or the effect of the difficulty switch. It is somewhat surprising that agents learn Freeway variants to similar performance, irrespective of difficulty level. Generally, we find that combinations of factors seem to induce substantially different learning dynamics, each having a significant effect on the final performance of the agent, at least within the standard training budget considered here. Hence, Rainbow-IQN demonstrates different levels of data efficiency across variants, despite their many similarities. A good amount of the variation can be explained by game design factors, which further emphasises the value of this benchmark for systematic and unbiased investigations of transfer with reinforcement learning algorithms.

Considering these empirical findings, as well as the possibility of different asymptotic performance ceilings for different variants, the remainder of the paper reports results relative to variant-expert performance, in order to meaningfully compare transfer learning across variations and curricula on a unified scale. We stress that variant-expert agents are generally not near-optimal. The most surprising results were the comparatively low agent score on “Timed Breakout”
variants (orange bars in the bottom left plot of Figure 2), which have identical transition dynamics to regular “Breakout”, but observations differ in that time in seconds is displayed instead of current score. Overall, these findings imply that scores normalised by variant-expert performance can be higher than 100%. Nevertheless, a relative scoring scheme accounts for the main effects of factors of variation on our agent’s data efficiency while learning particular game variants. This is essential for meaningful comparisons of transfer learning within and across game curricula.

![Graph showing normalized scores](image)

Figure 3: Zero-shot transfer performance of default game experts (0.00) on all other variants, plotted as normalised scores (percentages) of the final performance of respective variant-experts, reported for Space Invaders (top), Breakout (bottom left) and Freeway variants (bottom right). Hatching denotes the “difficulty” switch being activated, and colours indicate the “game mode”. Colour groups are meaningful with respect to the factorial design matrices of particular game variants (Figure 1).

| Space Invaders | df | F   | PR(> F) |
|----------------|----|-----|---------|
| Difficulty     | 1  | 319.42 | 1.46e−26 |
| Invisible Invaders | 1  | 208.13 | 8.66e−23 |
| Fast Bombs     | 1  | 250.95 | 7.92e−24 |
| Zigzagging Bombs | 1  | 6.51  | 1.32e−02 |
| Moving Shields | 1  | 116.63 | 4.67e−16 |

| Breakout | df | F   | PR(> F) |
|----------|----|-----|---------|
| Difficulty | 1  | 182.22 | 5.83e−18 |
| Rules     | 2  | 476.93 | 2.14e−32 |
| Extras    | 3  | 177.63 | 5.53e−26 |

| Freeway | df | F   | PR(> F) |
|---------|----|-----|---------|
| Difficulty | 1  | 15.87 | 3.66e−04 |
| Speeds   | 1  | 211.61 | 1.17e−15 |
| Traffic  | 3  | 1524.22 | 1.36e−34 |

Interaction 17: 31.38: 2.87e−20

Interaction 10: 100.01: 3.14e−21

| a statistically significant after appropriate Bonferroni correction. |
| b statistically significant interaction effect at level: α = 0.05. |

### 4.2 Zero-shot Transfer Using Default Game Experts

Game variants go beyond defaults in ways which are interesting to humans, providing additional challenges by design. Players will often become proficient in the default game, and then attempt to master others; indeed, several game manuals explicitly recommend this approach. Since deep neural networks are known to generalise to similar inputs, and since variants reuse the same visual elements (game sprites), we would like to answer the following questions: (1) How much transfer can be achieved purely through the generalisation power of deep neural networks trained on default games (0.00)? (2) Do factors of variation explain the success of zero-shot transfer (Taylor & Stone, 2009)?
Default game experts are evaluated, without further training, on all remaining variants of their respective games, and normalised scores are reported in Figure 3. Means and standard deviations of zero-shot transfer performance are plotted as percentages of the scores achieved by respective variant-experts, which were trained from scratch using 200 million interaction steps. Rainbow-IQN policies are derived using $\epsilon$-greedy action selection according to value function approximations output by deep neural networks. In the zero-shot transfer case, errors of such predictions are unbounded, but depend on the differences in reward functions and transition dynamics between the source and transfer target MDPs, as well as on the specific function approximation method used. In the case of deep neural networks we have no formal guarantees for the quality of prediction on environment states never encountered in the source task, especially for those which do not exist at all in the source. All things considered, a surprising amount of positive zero-shot transfer is observed in all game domains, due to the sheer generalisation power of deep neural networks. In some cases, e.g. “Timed Breakout” variants, zero-shot transfer results in superior policies to what variant-experts have learned, although data and computational budgets were identical. However, these are exceptions. In the majority of cases, learning on default games results in lower return policies on other variants. That said, the observed zero-shot transfer is not negligible, and it does not appear uniform across game variations, which we investigate next.

**Statistical Analyses.** In order to answer the second question we check whether zero-shot performance is statistically indistinguishable across game variants, our null hypothesis of interest. We proceed with a multi-factor ANOVA of the dependent variable, here raw zero-shot transfer score, as a function of factors of variation in each game domain. Results reported in Table 2 indicate a statistically significant interactions in all games, meaning that factors play a role in the level of zero-shot transfer observed. In post-hoc analyses we must correct for multiple comparisons, and hence significance at level $\alpha = 0.05$ in Space Invaders is achieved for a corrected threshold of $\alpha_c = 0.0015$ or lower. We find statistically significant effects of all factors except the introduction of “Zigzagging Bombs” in Space Invaders.

**Discussion.** Zero-shot transfer results provide evidence that the benchmark offers ample challenges for transfer learning approaches. We find the highest levels of zero-shot policy transfer from default Breakout agents to variants, occasionally with higher performance than variant-experts. However, transferred policies are generally far from optimal, which naturally motivates investigations into fast adaptation through transfer learning. Overall, we observe substantial variance in the performance of fixed expert policies trained on defaults, then directly evaluated on all other variations. Although game variants within curricula are related, the statistically significant interaction effects between factors suggest that they are indeed distinct tasks with substantial and diverse “transfer gaps”, necessitating additional learning on top of default game policies. The most significant factors impacting zero-shot transfer were the “difficulty” switch in Space Invaders, the point accumulation “Rules” factor in Breakout, and “Traffic” thickness in Freeway, which we interpret as introducing the broadest differences. It is important to note that such modifications to default games do not easily fit within the more particular sets of assumptions often studied in transfer learning research. It is hard to argue that environment dynamics are precisely the same, or that state spaces are identical in distinct variants. Furthermore, even when observations change in subtle ways, e.g. the “difficulty” switch increases the size of the player’s cannon in Space Invaders, this change has a measurable impact on agent transfer performance, and it is not immediately clear how domain adaptation approaches would mitigate the issue. Hence, we go on to investigate how these diverse “transfer gaps” influence the performance of value-function finetuning, a more general transfer learning algorithm.

4.3 Finetuning of Default Game Experts

Zero-shot policy transfer can be substantial, and as such, constitutes an appropriate starting point for fine-tuning on other variants. However, it is not immediately obvious that current RL agents can capitalise on this zero-shot policy transfer to meaningfully speed up learning relative to variant-experts. In order to improve performance on new variants it important that agent representations and predictions are finetuned on data from transfer target tasks. We report results of default game expert finetuning experiments in Figure 4, together with the natural baseline of zero-shot policy transfer from the same experts, and an ablation: learning from scratch for the same amount of environment interaction as used for finetuning. In a majority of cases we find that default expert finetuning outperforms baseline and ablation approaches. Hence, a simple and general algorithm such as Rainbow-IQN finetuning can leverage knowledge acquired in default games to improve performance beyond the zero-shot generalisation offered by its function approximator alone. Note that these gains are significant on the normalised scales induced by variant-expert performance, which account for the different learning dynamics caused by particular game variation, as shown in previous sections.

It is important not to overlook the heterogeneity of these finetuning results within and across curricula. Using a fixed, somewhat generous amount of data to finetune (10 million steps) does allow a substantial amount of performance to be acquired in some cases. Rainbow-IQN agents can also learn to a significant level of performance starting from scratch in this restricted training regime, which we would not have observed without the ablation experiment, e.g. on Freeway variants, but to some extent also on Breakout. Conversely, direct evaluation without training on the transfer target task can confer a competitive level of zero-shot performance, which we necessarily investigated in the previous section.
Figure 4: Finetuning performance starting from default game expert (0,00) on all other variants, plotted as normalised scores (percentages) of the final performance of respective variant-experts, reported for Space Invaders (top), Breakout (bottom left) and Freeway variants (bottom right). Please note that 100% indicates comparable performance with variant-experts, which were trained from scratch with 20× more data than finetuning agents. Black bars show an ablation of finetuning training, starting from scratch rather than from default agent parameters. The delta to is due to transfer learning via agent network parameter initialisation. White bars indicate zero-shot transfer performance of default game agents. The delta to finetuning results represents the net benefit of learning in the transfer target variant. Hatching denotes the “difficulty” switch being on, and colours indicate the “game mode”, see Figure 1 for details.

Taken together, we interpret these heterogeneous finetuning results as strong motivation for research on improved general transfer learning algorithms, applicable across many transfer scenarios. But what can help transfer in this very general setting? Intuitively, learning several variants within curricula could offer a solution in the form of transfer using multiple sources, perhaps at the cost of additional complexity.

4.4 Zero-shot Transfer Source Game Selection

In this section, we focus on knowledge in the form of policies learned by experts on other game variants, and we perform an all-to-all zero-shot transfer evaluation, reported as transfer matrices in Figure 5. We observe substantial off-diagonal structure in all games. The default game is not the best single source task in many cases, especially for variants with many factors introducing changes to the basic game. Naturally, we would like to know how well a superior source task selection strategy could perform on average. More precisely, we would like to empirically characterise the average upper bound on zero-shot transfer possible by appropriate selection of a single source policy for any game variant from all the remaining variant-expert policies. We plot the expectation for success of several transfer source task selection strategies in Figure 6, as well as the “best” case selection strategy, which provides an upper bound for what can be achieved by selecting a single variant-expert’s policy. For Freeway we observe strong transfer between policies learned with and without the “difficulty” switch being turned on. Matching the “best” strategy may be costly, e.g. in terms of expert evaluations, so we also report a “top3” selection strategy: zero-shot transfer performance of acting in every episode with one of the “top3” variant-experts at random. This strategy results in over 40% median normalised performance for all curricula. This level of transfer could be achieved at the expense of some target task interactions for ascertaining the quality of all other variant-expert policies on the current game variation. Interestingly, for all game titles, the “top3” strategy is superior to zero-shot transfer from the default games. This cannot be said for the average or “random” choice strategy, which is inferior to zero-shot transfer from default game agents. The delta to finetuning results represents the net benefit of learning in the transfer target variant. Hatching denotes the “difficulty” switch being on, and colours indicate the “game mode”, see Figure 1 for details.
Figure 5: Transfer matrices depicting zero-shot evaluation of Space Invaders (left), Breakout (middle) and Freeway variant-experts (right), plotted as columns, and evaluated on all variants (rows). Values reported as normalised scores (percentages) of respective variant-expert scores.

Figure 6: Box-plots of zero-shot normalised score distributions for source task selection strategies on Space Invaders (left), Breakout (middle) and Freeway variants (right): “default” indicates using the default game expert (0.00) policy to act in all variants; the following selection strategies denote ways of choosing policies exclusively from all other variants in their respective domains: “random” means using a randomly chosen expert policy in every evaluation episode; “top3” and “best” strategies require access to some approximation of the transfer matrix to select the top three or best single source policy for each variant, from all other experts.

experts in Breakout. These observations motivate further research into automatic selection of variant-expert policies for transfer. The rich off-diagonal structure also recommends the use of Atari game variations as systematic curricula in a continual learning setting, if only for leveraging the potential for policy reuse highlighted by our evaluations.

5 Conclusions

Using Atari curricula, we have demonstrated that general transfer learning approaches, such as zero-shot policy generalisation and single expert model finetuning, lead to significant performance improvements in a large number of diverse transfer learning scenarios that are non-trivial for human players. Our analyses indicate that introducing modifications to basic games in a combinatorial fashion can substantially impact the empirical learning efficiency of a deep RL agent. Furthermore, zero-shot transfer performance from default games alone is also hindered by interactions between modifications. These results highlight the value of learning several variant-experts and reusing their knowledge to quickly find effective policies for new variations. Such strategies have the potential to efficiently match expert performance on transfer target tasks, but require the ability to both accumulate knowledge across game variants, and to appropriately transfer from several source tasks at once. Our study serves as a proof-of-concept that Atari curricula offer an invaluable benchmark of suitable complexity for systematically probing transfer without task engineering.
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A APPENDIX: EXTENDED BACKGROUND

Q-learning. Watkins (1989) propose an RL algorithm which iteratively improves a parametric estimate \( \hat{Q}_\theta = \hat{Q}_M(\cdot, \cdot, \theta) \) of the optimal action-value function \( Q^* \), using the Bellman optimality operator (Bellman, 1957):

\[
\hat{Q}_\theta(x, a) \leftarrow \mathbb{E}_{\tau} [R(x, a, a') + \gamma \max_{a' \in \mathcal{A}} \hat{Q}_\theta(x', a')] .
\]

In model-free RL we do not assume explicit knowledge of the transition function \( T \), but the above optimisation can be implemented using samples procured by acting greedily with respect to the estimate \( \hat{Q}_\theta \) with probability \( 1 - \epsilon \), and choosing actions uniformly at random otherwise. Watkins & Dayan (1992) show that, under certain condition, this procedure converges to \( Q^* \), and an optimal policy can be derived as \( \pi^*_M(x) = \arg \max_{a \in \mathcal{A}} \hat{Q}_\theta(x, a) \).

Deep Q-Learning. Mnih et al. (2015) use a convolutional neural network to parameterise \( \hat{Q}_\theta \), and train the resulting Deep Q-Network (DQN) by iterative minimisation of the squared temporal difference (TD) error:

Samples \((s_t, a_t, r_t, s_{t+1})\) are drawn randomly from a moving-window replay memory, where experience is collected online, and \( \theta^- \) denotes a slow moving copy of online parameters \( \theta \). DQN agents are efficiently trained using RMSProp (Tieleman & Hinton, 2012), a variant of mini-batch stochastic gradient descent (SGD). This approach, with fixed hyper-parameters, was the first to master many classic Atari 2600 games from the Arcade Learning Environment (ALE) (Bellemare et al., 2013) up to a casual human level of performance, using screen pixels as inputs. Several improvements are brought together into the Rainbow agent by Hessel et al. (2018). Dabney et al. (2018) introduce Implicit Quantile Networks (IQN), a principled generalisation of DQN such that the full return distribution \( \tilde{Z}^*_M \) is modelled implicitly through its quantile function, leading to superior performance. Rainbow-IQN was shown to be state-of-the-art at the time for the standard (200 million steps) data regime by Toromanoff et al. (2019). This family of algorithms remains the most widely implemented of deep RL approaches.

Deep Reinforcement Learning. Online model-free RL with deep neural networks has been known to suffer from learning instability due to correlations between parameter updates. Stabilisation heuristics proved successful early on, such as off-line, full-batch training (Riedmiller, 2005; Schulman et al., 2015), using a replay memory to decorrelate parameter updates (Mnih et al., 2013; Schaul et al., 2016), and correcting over-estimation errors (Van Hasselt et al., 2016). Mnih et al. (2016) introduced A3C, an online deep RL algorithm which leveraged parallel data generation for stable learning, further improved with auxiliary losses (Jaderberg et al., 2016), and a replay memory (Wang et al., 2016) for better sample efficiency. Deep RL has also been successfully applied to continuous control domains (Lillicrap et al., 2015; Schulman et al., 2015; 2017; Haarnoja et al., 2018). Model-based RL algorithms have proven successful in full information environments which require complex strategy, such as the game of Go (Silver et al., 2016; 2017), several board-games (Schrittwieser et al., 2020) and domains with limited data, such as robotic control (Levine & Koltun, 2013; Levine et al., 2016). Recently, model-based RL approaches with learned models have proven competitive with model-free algorithms on domains with high-dimensional observations, e.g. DreamerV2 (Hafner et al., 2020), and MuZero (Schrittwieser et al., 2020). More complex training strategies have also been successful, such as combining deep RL with supervised learning from human games (Silver et al., 2016), and using self-play, or multi-agent training, leading to human Grandmaster level performance in Starcraft II (Vinyals et al., 2019), and winning against world champions at an e-sports game (Berner et al., 2019). It is important to note that such results are not yet achievable without access to super-computing infrastructure, e.g. thousands of GPUs or TPs, and complex software stacks for distributed training, with estimated costs in single digit millions of dollars (OpenAI, 2018). Even when such resources are available, agent training can still take many months, so detailed ablations or hyper-parameter tuning become prohibitively expensive (Berner et al., 2019). Hence, improving data and computational efficiency through principled algorithmic innovations is essential for state-of-the-art deep RL.

B APPENDIX: AGENT TRAINING DETAILS

We tuned relevant hyper-parameters for each game variant in order to avoid sub-optimal performance due to poor settings. Please note that we are the first to report Rainbow-IQN results on Atari variants, and hence we had only the DQN experiments of Farebrother et al. (2018) as a guide, but no results were reported for the standard 200 million steps training regime, and the two algorithms have many differences which can impact learning dynamics. Farebrother et al. (2018) also used weight decay and dropout to reduce parameter norms and improve the generalisation of trained agents, but final performance was negatively impacted. We share the intuition that models which are closer to a random initialisation have an increased chance to generalise to related tasks, and may even be easier to adapt to new variants during finetuning.
Table 3: Variant-Expert Rainbow-IQN hyper-parameters. When multiple values are specified, the final hyper-parameter was chosen via grid search. Note that each configuration was trained using two different random seeds.

| Name                        | Value(s) | Units/Comments/Attributes                                                                 |
|-----------------------------|----------|-------------------------------------------------------------------------------------------|
| Reward Clipping Bound       | 1        | Possible values $\{-1, 0, 1\}$ (Mnih et al., 2015).                                       |
| Replay Capacity             | 1 000 000 | Transitions. (Mnih et al., 2015).                                                           |
| Replay Initial Size         | 500 000  | Transitions. (Hessel et al., 2018).                                                          |
| Initial Policy              | $\epsilon = 1$ | Replay memory initialised using random policy.                                              |
| Initial Policy $\epsilon$  | 100 000  | Linearly annealed to $\epsilon = 0.01$ (Mnih et al., 2015).                                |
| Behaviour Policy ($\epsilon$-greedy) | $\epsilon = 0.01$ | The same during training and evaluation.                                                        |
| Action Repeats              | 4        | Environment steps. (Mnih et al., 2015).                                                     |
| History Length              | 4        | Agent steps. (Mnih et al., 2015).                                                            |
| Discount Factor             | $\gamma = 0.99$ | Mnih et al. (2015).                                                                         |
| Multi-step Bootstrap        | $n = 3$  | Hessel et al. (2018).                                                                       |
| Double Q-Learning           | True     | Van Hasselt et al. (2016).                                                                  |
| Prioritised Replay          | True     | Schaul et al. (2016); Hessel et al. (2018).                                                 |
| Prioritisation Exponent     | 0.6      | Horgan et al. (2018).                                                                       |
| Prioritisation Type         | proportional | Hessel et al. (2018).                                                                     |
| Prioritisation Importance   | 0.4      | Horgan et al. (2018).                                                                       |
| Parallel Environments       | 1        | Toromanoff et al. (2019).                                                                  |
| Batch size                  | $\{32, 64\}$ | Mnih et al. (2015).                                                                    |
| Optimiser                   | Clipped-SGD | Re-scaling gradients with norms larger than $C$.                                           |
| Gradient Clipping Norm      | $C = 10$ | Largest admissible gradient norm.                                                            |
| Agent Steps per Update      | $\{4, 8\}$ | Agent steps (Mnih et al., 2015).                                                            |
| Learning Rate               | $\{10^{-6}, 10^{-5}, 10^{-4}, 10^{-3}\}$ | Hessel et al. (2018).                                                                     |
| Target Network Update Period| $\{1000, 10000\}$ | Agent steps (Castro et al., 2018).                                                          |
| Number of $\tau$ Samples   | $N = 64$ | Dabney et al. (2018).                                                                       |
| Number of $\tau'$ Samples  | $N' = 64$ | Dabney et al. (2018).                                                                      |
| Number of $\tilde{\tau}$ Samples (Policy) | $K = 64$ | Dabney et al. (2018).                                                                      |

We replaced RMSProp (Hinton et al., 2006), used by DQN (Mnih et al., 2015), and Adam (Kingma & Ba, 2015), used by Rainbow (Hessel et al., 2018), with Stochastic Gradient Descent (SGD) and gradient norm clipping (Pascanu et al., 2012). Please note that the aforementioned optimisers can provide superior performance, but tend to optimistically increase learning rates when parameter updates are correlated. We used hyper-parameter grid search to choose appropriate learning rates, and we purposefully also including smaller than typical values in the grid; we also allowed larger batch sizes and less frequent parameter updates besides standard values, see Table 3 for details. To further avoid parameter norms increasing due to correlated updates at the start of training, we sampled 500 000 transitions in the replay memory before starting learning, using $\epsilon$ decay from fully random behaviour to an $\epsilon$-greedy policy with $\epsilon = 0.01$. The intuition behind these choices is that sampling data using a diverse set of behaviours will reduce the chances of correlated updates and learning divergence early on in training.

We used a slightly modified hyper-parameter grid for expert finetuning, primarily aimed at finding appropriate learning rates and the optimal levels of gradient clipping, as shown in Table 4. Expert finetuning is performed using a total of 10 million environment steps, which is 20× less experience and parameter updates compared to expert training from scratch. Hence, we allowed for more lenient gradient clipping, as well as disabling it altogether.

Our choice to use hyper-parameter grid searches for both expert training and finetuning has greatly increased the computational costs of this study. We have somewhat offset these costs by reducing the numbers of filters in the convolutional trunk of the agent network, to the same sizes used by Mnih et al. (2013), but we kept the number of convolutional layers at 3 (Mnih et al., 2015; Dabney et al., 2018). Other network parameters were set according to Dabney et al. (2018), see architecture details in Table 5. These modifications did not significantly impact agent performance, which is largely comparable to results reported by Castro et al. (2018) on default games.
Table 4: Rainbow-IQN expert finetuning hyper-parameters. When multiple values are specified, the final hyper-parameter was chosen via grid search. Note that each configuration was trained using two different random seeds.

| Name                              | Value(s) | Units/Comments/Attributions                                                                 |
|-----------------------------------|----------|---------------------------------------------------------------------------------------------|
| Reward Clipping Bound             | 1        | Possible values $\{-1, 0, 1\}$ (Mnih et al., 2015).                                          |
| Replay Capacity                   | 1,000,000| Transitions. (Mnih et al., 2015).                                                            |
| Replay Initial Size               | 500,000  | Transitions. (Hessel et al., 2018).                                                          |
| Initial Policy $\epsilon$        | $\epsilon = 1$ | Replay memory initialised using random policy.                                               |
| Initial Policy $\epsilon$ Annealing | 100,000 | Linearly annealed to $\epsilon = 0.01$ (Mnih et al., 2015).                                 |
| Behaviour Policy ($\epsilon$-greedy) | $\epsilon = 0.01$ | The same during training and evaluation.                                                     |
| Action Repeats                    | 4        | Environment steps. (Mnih et al., 2015).                                                      |
| History Length                    | 4        | Agent steps. (Mnih et al., 2015).                                                            |
| Discount Factor                   | $\gamma = 0.99$ | Mnih et al. (2015).                                                                           |
| Multi-step Bootstrap              | $n = 3$  | Hessel et al. (2018).                                                                        |
| Double Q-Learning                 | True     | Van Hasselt et al. (2016).                                                                  |
| Prioritised Replay                | True     | Schaul et al. (2016); Hessel et al. (2018).                                                  |
| Prioritisation Exponent           | 0.6      | Horgan et al. (2018).                                                                       |
| Prioritisation Type               | proportional | Hessel et al. (2018).                                                                      |
| Prioritisation Importance Sampling| 0.4      | Horgan et al. (2018).                                                                       |
| Parallel Environments             | 1        | Toromanoff et al. (2019).                                                                   |
| Batch size                        | 32       | Mnih et al. (2015).                                                                         |
| Optimiser                         | Clipped-SGD | Re-scaling gradients with norms larger than $C$.                                         |
| Gradient Clipping Norm            | $C \in \{0, 10, 40\}$ | Largest admissible gradient norm. Setting $C = 0$ disables gradient clipping.             |
| Agent Steps per Update            | 4        | Agent steps (Mnih et al., 2015).                                                            |
| Learning Rate                     | $\{10^{-7}, 10^{-6}, 5 \times 10^{-6}, 10^{-5}, 5 \times 10^{-5}, 10^{-4}\}$ | Hessel et al. (2018).                                                                      |
| Target Network Update Period      | 10,000   | Agent steps (Castro et al., 2018).                                                           |
| Number of $\tau$ Samples          | $N = 64$ | Dabney et al. (2018).                                                                       |
| Number of $\tau'$ Samples         | $N' = 64$ | Dabney et al. (2018).                                                                       |
| Number of $\tilde{\tau}$ Samples (Policy) | $K = 64$ | Dabney et al. (2018).                                                                       |

Table 5: Rainbow-IQN Network Architecture.

| Name                        | Value(s)               |
|-----------------------------|------------------------|
| Convolution Channels        | 16, 32, 32             |
| Convolution Filter Sizes    | $8 \times 8, 4 \times 4, 3 \times 3$ |
| Convolution Filter Stride   | $4 \times 4, 2 \times 2, 1 \times 1$ |
| Convolution Activations     | ReLU, ReLU, Identity   |
| Embedding Hiddens           | 1568                   |
| Embedding Activations       | ReLU                   |
| Latent Dimension            | 64                     |
| Combined Hiddens            | 256, 18                |
| Combined Activations        | ReLU, Identity         |

C Appendix: Statistical Analyses

We used generalised linear models, fit with robust covariance estimates (‘HC3’), to perform multi-factor Analyses of Variance (ANOVA). After rejecting null hypotheses of the omnibus tests, we used Bonferroni corrections for multiple comparisons to perform post-hoc analyses of differences between group means. The desired significance level was
α = 0.05, which we corrected to α_c = 0.0015 for Space Invaders, α_c = 0.0020, for Breakout, α_c = 0.0031 for Freeway, since the numbers of groups are 32, 24 and 16 respectively.

Table 6: Multi-Factor ANOVA (type 3) of Expert Scores vs. design factors, extended tables.

| Game              | sum_sq | df | F     | PR(> F) |
|-------------------|--------|----|-------|---------|
| **Space Invaders**|        |    |       |         |
| Intercept         | 8.18e+07 | 1 | 10862.43 | 3.67e-73 |
| Difficulty        | 8.73e+05 | 1 | 115.90 | 5.32e-16 |
| Invisible Invaders| 7.54e+06 | 1 | 1000.59 | 8.67e-41 |
| Fast Bombs        | 2.37e+06 | 1 | 314.09 | 2.24e-26 |
| Zigzagging Bombs  | 9.10e+04 | 1 | 12.08 | 9.22e-04 |
| Moving Shields    | 9.46e+05 | 1 | 125.51 | 9.93e-17 |
| Interaction       | 2.63e+08 | 26 | 1341.37 | 5.33e-78 |
| Residual          | 4.82e+05 | 64 |    |         |
| **Breakout**      |        |    |       |         |
| Intercept         | 4.06e+06 | 1 | 7623.13 | 1.49e-54 |
| Difficulty        | 2.99e+04 | 1 | 56.28 | 1.26e-09 |
| Rules             | 1.46e+06 | 2 | 1368.66 | 4.71e-43 |
| Extras            | 2.87e+05 | 3 | 179.84 | 4.22e-26 |
| Interaction       | 2.08e+05 | 17 | 23.04 | 1.91e-17 |
| Residual          | 2.55e+04 | 48 |    |         |
| **Freeway**       |        |    |       |         |
| Intercept         | 27174.26 | 1 | 134697.26 | 1.44e-59 |
| Difficulty        | 0.28   | 1 | 1.39 | 2.46e-01 |
| Traffic           | 274.67 | 3 | 453.84 | 2.73e-26 |
| Speeds            | 18.44 | 1 | 91.38 | 6.75e-11 |
| Interaction       | 554.30 | 10 | 274.76 | 4.42e-28 |
| Residual          | 6.46   | 32 |    |         |

Figure 7: Empirical distribution plots of residuals from Multi-Factor ANOVA of Expert Scores vs. design factors.

C.1 Assumptions:

1. The observations in each group are independent of the observations in every other group. We trained agents independently of each other in all cases, and we selected hyper-parameters for each group (i.e. game variation) independently of others.

2. Normality of measurement errors. For a given game, if we were to re-run the hyper-parameter grid search many times, choose the top 3 agents and average their performance, we assume that such measurements would be normally distributed. We have no reasons to believe that the distribution of the top 3 would be affected by divergence of online learning, one of the likely failure cases. We investigated empirical distribution of residuals from our analyses in Figure 7. We observe some deviation from normality, hence it is best to only draw conclusions based on the strongest significant effects; note that deviations from normality are relevant
Table 7: Multi-Factor ANOVA (type 3) of Default game expert zero-shot transfer vs. design factors, extended tables.

| Game               | sum_sq   | df | F       | PR(> F)   |
|--------------------|----------|----|---------|-----------|
| **Space Invaders** |          |    |         |           |
| Intercept          | 3.33e + 06 | 1 | 638.21  | 5.35e − 35 |
| Difficulty         | 1.66e + 06 | 1 | 319.42  | 1.43e − 26 |
| Invisible Invaders | 1.08e + 06 | 1 | 208.13  | 8.68e − 22 |
| Fast Bombs         | 1.31e + 06 | 1 | 250.95  | 7.92e − 24 |
| Zigzagging Bombs   | 3.39e + 04 | 1 | 6.51    | 1.32e − 02 |
| Moving Shields     | 6.08e + 05 | 1 | 116.63  | 4.67e − 16 |
| Interaction        | 1.59e + 07 | 26| 117.61  | 1.57e − 44 |
| Residual           | 3.33e + 05 | 64|         |           |
| **Breakout**       |          |    |         |           |
| Intercept          | 1.36e + 06 | 1 | 3436.57 | 2.51e − 46 |
| Difficulty         | 7.23e + 04 | 1 | 182.22  | 5.83e − 18 |
| Rules              | 3.78e + 05 | 2 | 476.93  | 2.14e − 32 |
| Extras             | 2.11e + 05 | 3 | 177.63  | 5.53e − 26 |
| Interaction        | 2.12e + 05 | 17| 31.38   | 2.87e − 20 |
| Residual           | 1.90e + 04 | 48|         |           |
| **Freeway**        |          |    |         |           |
| Intercept          | 1385.27  | 1 | 2775.16 | 1.14e − 32 |
| Difficulty         | 7.92     | 1 | 15.87   | 3.66e − 04 |
| Traffic            | 2282.53  | 3 | 1524.22 | 1.36e − 34 |
| Speeds             | 105.63   | 1 | 211.61  | 1.17e − 15 |
| Interaction        | −499.23  | 10| 100.01  | 3.14e − 21 |
| Residual           | 15.97    | 32|         |           |

when effect sizes are very small or when the experimental design is not balanced (Glass & Hopkins, 1996); in our case we use 3 samples per combination of factors (game variation), which is a balanced design.

3. Similar group variances of measurements. We used heteroskedasticity robust variance calculations of type ‘HC3’ (Davidson et al., 1993) to account for observed differences in variance, which we believe are primarily due to sample size.

D Appendix: Complete Results Tables

In Table 8, Table 9 and Table 10 we provide raw and normalised scores for experts. In Table 11, Table 12, Table 13 we list raw and normalised scores of variant-expert zero-shot transfer.
Table 8: Space Invaders raw and variant-expert normalisation scores in various transfer learning settings and their ablations.

| Space Invaders (Difficulty & Game Mod) | Raw Scores | Variant-Expert Normalised Scores |
|---------------------------------------|------------|----------------------------------|
|                                       | Raw        | Finetuning from Scratch | Zero-shot Expert (0.00) | Finetuned Expert (0.00) | Finetuning from Scratch (%) | Zero-shot Expert (0.00) (%) | Finetuned Expert (0.00) (%) |
| 0.00                                  | 2167.74    | 326.68                | 2167.78                | 33090.00                | 15.07                        | 100.00                        | 1526.48                        |
| 0.01                                  | 1656.22    | 244.79                | 1243.42                | 2820.79                | 12.26                        | 55.26                        | 123.27                        |
| 0.02                                  | 2000.00    | 235.40                | 2167.78                | 2465.37                | 11.77                        | 20.63                        | 123.27                        |
| 0.03                                  | 1783.01    | 157.97                | 2167.78                | 1581.55                | 8.86                         | 14.59                        | 88.70                         |
| 0.04                                  | 1170.38    | 128.72                | 2167.78                | 634.09                 | 10.40                        | 7.65                         | 54.18                         |
| 0.05                                  | 1354.09    | 110.09                | 2167.78                | 540.37                 | 14.78                        | 25.80                        | 54.18                         |
| 0.06                                  | 1025.23    | 128.67                | 2167.78                | 125.37                 | 12.26                        | 55.26                        | 54.18                         |
| 0.07                                  | 875.00     | 274.31                | 2167.78                | 123.27                 | 11.77                        | 20.63                        | 54.18                         |
| 0.08                                  | 838.10     | 350.32                | 2167.78                | 669.79                 | 11.77                        | 20.63                        | 54.18                         |
| 0.09                                  | 1025.23    | 128.67                | 2167.78                | 123.27                 | 11.77                        | 20.63                        | 54.18                         |
| 0.10                                  | 851.50     | 307.05                | 2167.78                | 601.44                 | 12.55                        | 13.27                        | 57.91                         |
| 0.11                                  | 821.58     | 198.41                | 2167.78                | 540.59                 | 12.55                        | 13.27                        | 57.91                         |
| 0.12                                  | 921.15     | 175.94                | 2167.78                | 559.70                 | 19.10                        | 13.59                        | 60.76                         |
| 0.13                                  | 830.55     | 179.48                | 2167.78                | 443.98                 | 21.61                        | 7.45                         | 53.46                         |
| 0.14                                  | 719.11     | 144.40                | 2167.78                | 512.50                 | 20.08                        | 16.29                        | 71.27                         |
| 0.15                                  | 697.57     | 118.31                | 2167.78                | 357.77                 | 16.96                        | 9.28                         | 51.29                         |
| 1.00                                  | 1938.98    | 315.28                | 2167.78                | 105.91                 | 16.26                        | 5.46                         | 77.33                         |
| 1.01                                  | 1207.91    | 226.72                | 2167.78                | 131.86                 | 18.77                        | 10.92                        | 51.59                         |
| 1.02                                  | 1893.35    | 229.66                | 2167.78                | 174.02                 | 12.13                        | 9.19                         | 65.75                         |
| 1.03                                  | 1250.00    | 183.12                | 2167.78                | 164.62                 | 14.65                        | 13.17                        | 48.36                         |
| 1.04                                  | 1250.00    | 145.50                | 2167.78                | 17.18                  | 11.64                        | 1.37                         | 46.09                         |
| 1.05                                  | 929.55     | 68.88                 | 2167.78                | 40.73                  | 7.41                         | 4.38                         | 41.46                         |
| 1.06                                  | 993.20     | 88.99                 | 2167.78                | 20.10                  | 8.96                         | 2.02                         | 52.84                         |
| 1.07                                  | 713.80     | 135.76                | 2167.78                | 58.13                  | 19.02                        | 8.14                         | 47.97                         |
| 1.08                                  | 857.34     | 352.02                | 2167.78                | 58.13                  | 19.02                        | 8.14                         | 47.97                         |
| 1.09                                  | 886.21     | 186.99                | 2167.78                | 46.95                  | 21.10                        | 5.30                         | 59.83                         |
| 1.10                                  | 845.13     | 304.50                | 2167.78                | 46.95                  | 21.10                        | 5.30                         | 59.83                         |
| 1.11                                  | 829.79     | 283.46                | 2167.78                | 485.00                 | 34.16                        | 10.60                        | 58.45                         |
| 1.12                                  | 729.67     | 82.16                 | 2167.78                | 476.72                 | 11.26                        | 3.41                         | 65.33                         |
| 1.13                                  | 653.80     | 141.09                | 2167.78                | 203.37                 | 21.58                        | 3.71                         | 31.11                         |
| 1.14                                  | 644.76     | 77.95                 | 2167.78                | 413.87                 | 12.09                        | 3.78                         | 64.19                         |
| 1.15                                  | 600.00     | 60.90                 | 2167.78                | 204.83                 | 10.15                        | 2.58                         | 34.14                         |
## Table 9: Breakout raw and variant-expert normalisation scores in various transfer learning settings and their ablations.

| Breakout (Difficulty & Game Mode) | Raw Scores | Variant-Expert Normalised Scores |
|----------------------------------|------------|----------------------------------|
|                                  |            | Finetuning from Scratch | Zero-shot Expert (0.00) | Finetuned Expert (0.00) | Finetuning from Scratch | Zero-shot Expert (0.00) | Finetuned Expert (0.00) |
| 0_00                             | 264.60     | 6.69                        | 264.60                  | 342.21                  | 2.53                      | 100.00                  | 129.33                      |
| 0_01                             | 420.10     | 5.25                        | 212.41                  | 412.43                  | 1.25                      | 50.56                   | 98.17                       |
| 0_02                             | 298.60     | 6.51                        | 201.41                  | 325.49                  | 2.18                      | 67.45                   | 109.01                      |
| 0_03                             | 247.00     | 6.05                        | 22.02                   | 69.99                   | 2.45                      | 8.92                    | 28.33                       |
| 0_04                             | 71.90      | 82.43                       | 116.85                  | 111.95                  | 114.65                    | 162.51                  | 155.70                      |
| 0_05                             | 55.50      | 70.97                       | 106.79                  | 101.32                  | 127.87                    | 192.42                  | 182.56                      |
| 0_06                             | 255.40     | 72.79                       | 253.50                  | 320.40                  | 28.50                     | 99.26                   | 125.45                      |
| 0_07                             | 82.40      | 75.70                       | 50.19                   | 90.10                   | 91.87                     | 60.91                   | 109.35                      |
| 0_08                             | 386.30     | 202.85                      | 316.54                  | 385.42                  | 52.51                     | 81.94                   | 99.77                       |
| 0_09                             | 670.10     | 251.56                      | 387.64                  | 635.95                  | 37.54                     | 57.85                   | 94.90                       |
| 0_10                             | 650.20     | 170.03                      | 337.95                  | 591.00                  | 26.15                     | 55.05                   | 90.90                       |
| 0_11                             | 385.60     | 203.56                      | 197.61                  | 356.12                  | 52.79                     | 51.25                   | 92.35                       |
| 1_00                             | 155.80     | 14.41                       | 86.12                   | 198.12                  | 9.25                      | 55.28                   | 127.16                      |
| 1_01                             | 398.00     | 6.65                        | 50.89                   | 364.01                  | 1.67                      | 12.79                   | 91.46                       |
| 1_02                             | 335.60     | 9.46                        | 59.29                   | 223.65                  | 2.82                      | 17.67                   | 66.64                       |
| 1_03                             | 166.30     | 14.62                       | 15.19                   | 40.97                   | 8.79                      | 9.14                    | 24.64                       |
| 1_04                             | 55.50      | 75.97                       | 62.92                   | 81.70                   | 136.89                    | 113.36                  | 147.20                      |
| 1_05                             | 51.40      | 69.62                       | 63.44                   | 80.50                   | 135.44                    | 123.43                  | 156.61                      |
| 1_06                             | 188.10     | 92.15                       | 110.40                  | 434.00                  | 48.99                     | 58.69                   | 230.73                      |
| 1_07                             | 63.20      | 74.81                       | 35.28                   | 67.71                   | 118.37                    | 55.81                   | 107.13                      |
| 1_08                             | 353.20     | 133.44                      | 260.52                  | 362.86                  | 37.78                     | 73.76                   | 102.74                      |
| 1_09                             | 542.40     | 217.99                      | 299.91                  | 450.62                  | 40.19                     | 55.29                   | 83.08                       |
| 1_10                             | 516.90     | 182.10                      | 293.05                  | 455.30                  | 35.23                     | 56.69                   | 88.08                       |
| 1_11                             | 361.90     | 126.34                      | 219.33                  | 343.84                  | 34.91                     | 60.61                   | 95.01                       |

## Table 10: Freeway raw and variant-expert normalisation scores in various transfer learning settings and their ablations.

| Freeway (Difficulty & Game Mode) | Raw Scores | Variant-Expert Normalised Scores |
|----------------------------------|------------|----------------------------------|
|                                  |            | Finetuning from Scratch | Zero-shot Expert (0.00) | Finetuned Expert (0.00) | Finetuning from Scratch | Zero-shot Expert (0.00) | Finetuned Expert (0.00) |
| 0_00                             | 33.10      | 23.31                        | 33.14                   | 33.43                   | 70.43                     | 100.12                  | 100.99                      |
| 0_01                             | 25.83      | 5.94                         | 0.37                    | 23.55                   | 22.99                     | 1.43                    | 91.18                       |
| 0_02                             | 27.13      | 4.98                         | 0.10                    | 11.14                   | 18.35                     | 0.38                    | 41.07                       |
| 0_03                             | 32.97      | 11.06                        | 0.24                    | 24.90                   | 33.55                     | 0.73                    | 75.52                       |
| 0_04                             | 33.30      | 21.86                        | 18.30                   | 24.55                   | 65.64                     | 54.94                   | 73.73                       |
| 0_05                             | 25.65      | 7.96                         | 1.74                    | 9.94                    | 31.03                     | 6.80                    | 38.74                       |
| 0_06                             | 25.66      | 7.98                         | 1.53                    | 10.10                   | 31.10                     | 5.98                    | 39.38                       |
| 0_07                             | 28.74      | 13.23                        | 1.19                    | 16.49                   | 46.03                     | 4.13                    | 57.38                       |
| 1_00                             | 33.08      | 16.94                        | 33.06                   | 33.31                   | 51.20                     | 99.93                   | 100.68                      |
| 1_01                             | 26.87      | 5.31                         | 0.23                    | 23.86                   | 19.75                     | 0.86                    | 88.79                       |
| 1_02                             | 27.34      | 0.74                         | 0.00                    | 0.00                    | 2.69                      | 0.01                    | 0.00                        |
| 1_03                             | 32.88      | 8.16                         | 0.01                    | 23.86                   | 24.83                     | 0.02                    | 72.56                       |
| 1_04                             | 33.39      | 17.98                        | 13.16                   | 23.37                   | 53.85                     | 39.41                   | 69.98                       |
| 1_05                             | 25.85      | 4.92                         | 1.01                    | 7.94                    | 19.03                     | 3.90                    | 30.71                       |
| 1_06                             | 25.66      | 4.67                         | 0.74                    | 7.06                    | 18.21                     | 2.89                    | 27.52                       |
| 1_07                             | 28.81      | 7.67                         | 0.42                    | 14.24                   | 26.63                     | 1.48                    | 49.44                       |
Table 11: Space Invaders zero-shot transfer matrix between variant-experts trained from scratch. Top: raw scores, Bottom: Variant-Expert normalised scores (percentages).
Table 12: Breakout zero-shot transfer matrix between variant-experts trained from scratch. Top: raw scores, Bottom: Variant-Expert normalised scores (percentages).
Table 13: Freeway zero-shot transfer matrix between variant-experts trained from scratch. Top: raw scores, Bottom: Variant-Expert normalised scores (percentages).

|       | 0.00 | 0.01 | 0.02 | 0.03 | 0.04 | 0.05 | 0.06 | 0.07 | 1.00 | 1.01 | 1.02 | 1.03 | 1.04 | 1.05 | 1.06 | 1.07 |
|-------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| 0.00  | 33.10| 16.24| 14.70| n/a  | 20.03| 18.25| 15.80| n/a  | 33.14| 11.71| 8.44 | 7.48 | 19.00| 19.08| 17.14| 19.90|
| 0.01  | n/a  | 25.83| 1.95 | n/a  | 1.25 | 4.49 | 3.23 | n/a  | 0.37 | 26.06| 2.63 | 1.89 | 0.46 | 4.86 | 1.53 | 2.15 |
| 0.02  | n/a  | 2.66 | 27.13| n/a  | 3.32 | 1.43 | 3.41 | n/a  | 0.10 | 1.87 | 27.41| 2.65 | 0.71 | 1.50 | 2.31 | 3.94 |
| 0.03  | n/a  | 2.99 | 0.91 | 32.97| 2.25 | 14.01| 0.73 | n/a  | 0.24 | 4.44 | 4.36 | 32.70| 3.26 | 1.72 | 0.97 | 1.44 |
| 0.04  | n/a  | 13.01| 11.39| n/a  | 0.30 | 17.78| 10.60| n/a  | 18.30| 10.76| 8.25 | 19.03| 80.41| 16.38| 14.25| 15.92|
| 0.05  | n/a  | 3.11 | 3.60 | n/a  | 3.03 | 25.65| 5.97 | n/a  | 1.15 | 1.95 | 2.33 | 2.22 | 2.12 | 28.52| 3.95 | 8.26 |
| 0.06  | n/a  | 3.52 | 4.27 | n/a  | 3.51 | 5.82 | 25.66| n/a  | 1.54 | 1.95 | 3.50 | 3.13 | 2.40 | 5.47 | 25.34| 7.13 |
| 0.07  | 3.90 | 4.41 | n/a  | 1.15 | 8.83 | 0.91 | n/a  | 28.74| 1.19 | 2.45 | 4.01 | 8.84 | 1.00 | 2.96 | 0.38 | 25.74|
| 1.00  | n/a  | 0.30 | 0.04 | n/a  | 10.30| 18.05| 7.97 | n/a  | -34.08| 0.84 | 2.87 | 7.31 | 14.04| 12.31| 10.61| 14.84|
| 1.01  | n/a  | 25.59| 0.79 | n/a  | 1.21 | 2.73 | 2.44 | n/a  | 0.23 | 28.89| 2.13 | 0.47 | 3.18 | 0.78 | 0.61 |
| 1.02  | n/a  | 0.26 | 27.00| n/a  | 0.06 | 0.03 | 0.59 | n/a  | 0.23 | 27.34| 0.90 | 0.20 | 0.41 | 0.10 | 0.48 |
| 1.03  | n/a  | 1.95 | 0.78 | n/a  | 0.10 | 0.19 | 0.96 | n/a  | 0.04 | 1.01 | 1.28 | 32.58| 0.28 | 0.99 | 0.64 |
| 1.04  | n/a  | 8.40 | 0.41 | n/a  | 32.91| 14.90| 11.94| n/a  | 13.36| 0.80 | 3.45 | 20.39| 34.19| 12.71| 12.39| 18.74|
| 1.05  | n/a  | 1.83 | 1.76 | n/a  | 1.57 | 2.27 | 4.01 | n/a  | 1.01 | 0.50 | 1.04 | 2.13 | 1.60 | 25.85| 3.87 | 4.66 |
| 1.06  | n/a  | 2.04 | 2.62 | n/a  | 2.45 | 2.94 | 25.39| n/a  | 0.74 | 1.01 | 2.42 | 1.70 | 3.41 | 25.66| 4.44 |
| 1.07  | n/a  | 1.04 | 1.84 | n/a  | 0.03 | 3.45 | 0.86 | n/a  | 0.44 | 1.35 | 2.77 | 8.70 | 1.30 | 2.14 | 0.92 | 25.81|
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