A REFINEMENT OF STRONG MULTIPLICITY ONE
FOR SPECTRA OF HYPERBOLIC MANIFOLDS

DUBI KELMER

Abstract. Let $M_1$ and $M_2$ denote two compact hyperbolic manifolds. Assume that the multiplicities of eigenvalues of the Laplacian acting on $L^2(M_1)$ and $L^2(M_2)$ (respectively, multiplicities of lengths of closed geodesics in $M_1$ and $M_2$) are the same, except for a possibly infinite exceptional set of eigenvalues (respectively lengths). We define a notion of density for the exceptional set and show that if it is below a certain threshold, the two manifolds must be isospectral.

Introduction

By a hyperbolic manifold in this paper we refer to a quotient of a real, complex, quaternionic, or octonionic hyperbolic space. Specifically, let $G$ denote a connected semisimple Lie group of real rank one, $K \subset G$ a maximal compact subgroup and $H = G/K$ the corresponding symmetric space endowed with the hyperbolic Riemannian metric coming from the Killing form on $\mathfrak{g} = \text{Lie}(G)$. Then for any uniform torsion free lattice $\Gamma \subset G$, the locally symmetric space $M = \Gamma \backslash H$ has the structure of a compact hyperbolic manifold. By the spectra of $M$, which we also call the spectra of $\Gamma$, we refer to any one of the following notions described below.

The Laplace spectrum is the set of eigenvalues of the Laplace-Beltrami operator acting on $L^2(M)$ listed with multiplicities. The representation spectrum is the set of $\pi \in \hat{G}$ occurring in the right regular representation of $G$ on $L^2(\Gamma \backslash G)$ listed with multiplicities. Here $\hat{G}$ denotes the unitary dual of $G$, that is, the set of equivalence classes of unitary representations of $G$. We note that the representation spectrum determines the Laplace spectrum as the multiplicity of each Laplace eigenvalue is given by the multiplicity of a corresponding representation. We say that two lattices are Laplace equivalent (or isospectral) if they have the same Laplace spectrum, and we say that they are representation equivalent if they have the same representation spectrum.

The length spectrum (respectively, primitive length spectrum) is the set of lengths of closed geodesics (respectively, primitive closed geodesics) in $M$ listed with multiplicities. The complex length spectrum is the set of pairs, length and holonomy class of all closed geodesics listed with multiplicities. Here, the holonomy class of a closed geodesic is the conjugacy class in $\text{SO}(d-1)$, $d = \dim(M)$ obtained by parallel transporting tangent vectors along the geodesic (in some cases the holonomy classes all lie in a smaller subgroup $M \subset \text{SO}(d-1)$ called the holonomy group). We
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say that two spaces are length equivalent if they have the same length spectrum, and that they are complex length equivalent if they have the same complex length spectrum.

When $\mathcal{M}$ is a hyperbolic surface, Huber [Hu59] showed that the Laplace spectrum and the length spectrum determine each other (and they also determine the representation and complex length spectra). In higher dimensions the complex length spectrum and the representation spectrum still determine each other (see e.g. [Sa02]); however, the relation between the Laplace spectrum and the length spectrum is more mysterious.

In [Ga77], Gangolli generalized Huber’s result to all hyperbolic manifolds; however, this generalization involves a different notion of length spectrum, which we will call the 1-length spectrum, assigning to each length a certain real positive number (see Remark 1.1). His result implies in particular that the Laplace spectrum of a hyperbolic manifold determines the length set (this is in fact true for all negatively curved manifolds [DG75]). However, the question of whether it determines the multiplicities and the converse question of whether the length spectrum determines the Laplace spectrum were left open. We note that for general Riemannian manifolds the Laplace spectrum does not determine the multiplicities and the length spectrum does not determine the Laplace spectrum (see [MR03] for examples).

In [BR10], Bhagwat and Rajan showed that if two lattices satisfy the fact that all but finitely many Laplace eigenvalues (respectively, representations) have the same multiplicities, then they are Laplace equivalent (respectively, representation equivalent). In [BR11] they studied the length spectrum of real hyperbolic manifolds of even dimension, showing that if two lattices have the same multiplicities for all but finitely many lengths, then they are length equivalent.

Similar results were previously shown by Elstrodt, Grunewald, and Mennicke in [EGM, Theorem 3.3] for the Laplace spectrum and 1-length spectrum of hyperbolic 3-manifolds. Elstrodt, Grunewald, and Mennicke then asked if it is possible to prove the same result when the finite set is replaced with an infinite set of sufficiently small density in some suitable sense.

In this paper we give a positive answer to the question of Elstrodt, Grunewald, and Mennicke for the Laplace spectrum, representation spectrum, 1-length spectrum, and length spectrum. We also answer one of the questions left open in [Ga77] (explicitly asked again in [BR11]), showing that for compact hyperbolic manifolds the Laplace spectrum is completely determined by the length spectrum (cf. [Di89] for a similar result for the spectrum of the Laplacian on forms). The converse question of whether the Laplace spectrum determines the multiplicities in the length spectrum remains open.

Remark 0.1. The results of Bhagwat and Rajan can be thought of as an analogue of the strong multiplicity one theorem for cusp forms. This theorem states that if $f$ and $g$ are two Hecke new-forms for which the eigenvalues of the Hecke operators are equal at all but finitely many primes, then they are equal at all primes, and $f = g$; see [La76] p. 125. (The analogy is only with the first part of the theorem, as there are examples of isospectral but not isometric hyperbolic manifolds; cf. [Su85,Vi80].) Continuing with this analogy, our result can be compared to Ramakrishnan’s refinement [Ra94], stating that the finite set of primes in the

\[1\text{The result on the representation spectrum is proved for any semisimple group not necessarily of rank one.}\]
strong multiplicity one theorem can be replaced with an infinite set, as long as it has Dirichlet density less than 1/8.

In order to describe our results we need to introduce some more notation. For any uniform lattice $\Gamma \subset G$ and any $\pi \in \hat{G}$ we denote by $m_{\Gamma}(\pi)$ the multiplicity of $\pi$ in $L^2(\Gamma \backslash G)$. For every $\ell \in (0, \infty)$ we denote by $m_{\Gamma}(\ell)$ (respectively, $m_{\Gamma}^o(\ell)$) the number of closed geodesics (respectively, primitive closed geodesics) of length $\ell$. We also denote by $LS_{\Gamma}$ (respectively, $LS_{\Gamma}^o$) the set of lengths of (primitive) closed geodesics in $M = \Gamma \backslash \mathcal{H}$. Let $G = \text{NAK}$ be an Iwasawa decomposition of $G$ and let $M$ denote the centralizer of $A$ in $K$. For any uniform lattice $\Gamma \subset G$ we denote by $\text{m}_{\Gamma}(\pi)$ the multiplicity of $\pi$ in $L^2(\Gamma \backslash G)$. For every $\ell \in (0, \infty)$ we denote by $\text{m}_{\Gamma}(\ell)$ (respectively, $\text{m}_{\Gamma}^o(\ell)$) the number of closed geodesics (respectively, primitive closed geodesics) of length $\ell$.

Let $G$ denote a real rank one group and $\Gamma_1, \Gamma_2 \subseteq G$ two uniform lattices without torsion.

**Theorem 1.** Let $G$ denote a real rank one group and $\Gamma_1, \Gamma_2 \subseteq G$ two uniform lattices without torsion.

1. Let $1 \in \hat{M}$ denote the trivial representation. If

$$\lim_{T \to \infty} \frac{D_1(\Gamma_1, \Gamma_2; T)}{T} = 0,$$

then $\Gamma_1$ and $\Gamma_2$ are Laplace equivalent.

2. Let $\mathcal{B} \subseteq \hat{M}$ be a finite set. If

$$\lim_{T \to \infty} \frac{D_{\mathcal{B}}(\Gamma_1, \Gamma_2; T)}{T} = 0, \quad \forall \sigma \not\in \mathcal{B},$$

then $\Gamma_1$ and $\Gamma_2$ are representation equivalent.

**Remark 0.2.** The finite set $\mathcal{B}$ above can also be replaced by an infinite set satisfying a certain sparsity condition. Moreover, when $M = SO(2), SO(3)$ or $SU(2)$ we can naturally identify $\hat{M}$ with $\mathbb{N}$, and this condition is then essentially that $\mathcal{B}$ is of density zero (see section 2.3).

For any two lattices $\Gamma_1, \Gamma_2 \subseteq G$ we also define a length density function

$$D_L(\Gamma_1, \Gamma_2; T) = \sum_{\ell \leq T} |m_{\Gamma_1}^o(\ell) - m_{\Gamma_2}^o(\ell)|,$$

where the sum is over $\ell \in LS_{\Gamma_1}^o \cup LS_{\Gamma_2}^o$. Our first results on the length spectrum is of a slightly different nature than the results in [BR10, BR11], in the sense that we start with (partial data) on the length spectrum and retrieve the Laplace spectrum.
Theorem 2. Let $G$ denote a real rank one group and $\Gamma_1, \Gamma_2 \subseteq G$ two uniform lattices without torsion. If there is $c > 0$ and $\alpha < \rho_G$ such that $D_L(\Gamma_1, \Gamma_2; T) \leq ce^{\alpha T}$ for all $T > 0$, then $\Gamma_1$ and $\Gamma_2$ are Laplace equivalent.

Corollary. If two compact hyperbolic manifolds are length equivalent, then they are Laplace equivalent.

Remark 0.3. For hyperbolic surfaces the Laplace spectrum determines the length spectrum; hence, for surfaces the threshold in Theorem 2 also implies that the two lattices are length equivalent. It is interesting to compare this to the result of Buser [Bu92, Theorem 10.1.4] by showing that there is a constant $c(g, \epsilon)$ such that if two hyperbolic surfaces of genus $g$ and injectivity radius $\geq \epsilon$ have the same multiplicities for all lengths $\leq c(g, \epsilon)$, then they are length equivalent.

In higher dimensions, we do not know if the Laplace spectrum determines the length spectrum. Nevertheless, with the exception of the odd dimensional real hyperbolic spaces, if we impose a smaller threshold for the growth rate we are able to recover the length spectrum directly. Specifically, for each of the rank one groups we define the threshold

\[
\alpha_0(G) = \begin{cases} 
0 & G = \text{SO}_0(2n + 1, 1), \ n \in \mathbb{N}, \\
1/2 & G = \text{SO}_0(2n + 2, 1), \ n \in \mathbb{N}, \\
1 & \text{otherwise}.
\end{cases}
\]

With this threshold we can prove a refinement of [BR11, Theorem 1].

Theorem 3. Let $G$ denote a real rank one group and $\Gamma_1, \Gamma_2 \subseteq G$ two uniform lattices without torsion. If there is $c > 0$ and $\alpha < \alpha_0(G)$ such that $D_L(\Gamma_1, \Gamma_2; T) \leq ce^{\alpha T}$ for all $T > 0$, then $\Gamma_1$ and $\Gamma_2$ are length equivalent.

For odd dimensional real hyperbolic space the threshold $\alpha_0 = 0$, so the statement is empty. In this case, even assuming that $m_{\Gamma_1}(\ell) = m_{\Gamma_2}(\ell)$ for all but finitely many values of $\ell$, we were not able to prove that $\Gamma_1$ and $\Gamma_2$ are length equivalent. However, from Theorem 2 we know that they must be Laplace equivalent. Hence, Weyl’s law implies that they have the same volumes, and the results of [Ga77] mentioned above show that they must have the same length sets. Using this fact we can show

Theorem 4. Let $\Gamma_1, \Gamma_2 \subseteq \text{SO}_0(2n + 1, 1)$ denote two uniform lattices without torsion. If $m_{\Gamma_1}(\ell) = m_{\Gamma_2}(\ell)$ for all $\ell \notin \{\ell_1, \ldots, \ell_k\}$, then $\ell_1, \ldots, \ell_k$ are rationally dependent. In particular, if $k = 1$, then $\Gamma_1$ and $\Gamma_2$ are length equivalent.

We now discuss the sharpness of our thresholds for the density functions. Regarding Theorems 3 and 4 we note that there are no known examples of hyperbolic manifolds that are Laplace equivalent but not representation equivalent. It is thus possible that the correct threshold is actually the same as in Theorem 2.

Regarding the threshold in Theorem 2 we recall the Prime Geodesic Theorem [Ga77, Ma69], stating that

\[
\sum_{\ell \leq T} m_{\ell}^\rho(\ell) \sim \text{Li}(e^{2\rho T}) \sim \frac{e^{2\rho T}}{2\rho T}.
\]

Here, and below, we use the notation $A(T) \sim B(T)$ to mean that $A(T)/B(T) \to 1$ as $T \to \infty$. Our threshold is thus roughly the square root of the trivial bound $D_L(\Gamma_1, \Gamma_2; T) \leq 2\text{Li}(e^{2\rho T})$. We note that this is analogous to the threshold in the result of Sondurarajan [So04] on strong multiplicity one for the Selberg class. On
the other hand, the analogy with the density 1/8 result for cusp forms may lead to
the suspicion that the correct threshold should be of the form \(c \mathrm{Li}(e^{2\rho T})\) with some
\(c < 2\) a sufficiently small constant. Though we do not know if our threshold of \(e^{\rho T}\)
is sharp, we show that such a positive density threshold cannot hold. Specifically,
borrowing examples from [LMNR] we show

**Theorem 5.** For every \(\varepsilon > 0\) there are non-isospectral \(\Gamma_1, \Gamma_2 \subset G\) satisfying
\[
\limsup_{T \to \infty} \frac{D_L(\Gamma_1, \Gamma_2; T)}{\mathrm{Li}(e^{2\rho T})} \leq \varepsilon.
\]

**Remark 0.4.** We note that the co-volumes of the lattices we use in the proof go
to infinity as \(\varepsilon \to 0\). It is thus still possible that a positive density threshold can
hold under the additional assumption that the volumes are uniformly bounded.
See section 5.6 for a similar phenomenon in the analogous context of arithmetically
equivalent number fields.

For the representation spectrum we suspect that our threshold is not optimal.
We recall that the Weyl law for the principal spectrum is
\[
\sum_{|\nu| \leq T} \text{mr}(\pi_{\sigma, \nu}) \sim C \dim(\sigma) \text{vol}(\Gamma \setminus G) T^d,
\]
with \(d = \dim(G/K)\) and \(C\) an explicit constant depending on \(G\) (see [MV83]).
Consequently, the trivial bound for \(D_{\sigma}(\Gamma_1, \Gamma_2; T)\) is \(O(T^d)\) and the correct threshold
could very well be
\[
\lim_{T \to \infty} \frac{D_{\sigma}(\Gamma_1, \Gamma_2; T)}{T^d} = 0,
\]
or even a positive density threshold of the form \(D_{\sigma}(\Gamma_1, \Gamma_2; T) \leq c T^d\) with \(c\) a
sufficiently small constant. We note that the first condition implies the two lattices
at least have the same co-volume.

We conclude the introduction with a brief outline of the paper. In section 1 we
introduce notation and recall some basic results on the spectral theory of symmetric
spaces. In section 2 we give the proof of Theorem 1 using the Selberg trace formula.
Our proof is similar to the original proof of [EGM Theorem 3.3]; the new ingredient
which allows us to improve on their result is the use of more general test functions
in the trace formula (instead of just the heat trace). In section 3 we develop a
new (alternating) trace formula in which the geometric side involves the length
spectrum directly. This formula is a key ingredient in showing that the length
spectrum determines the Laplace spectrum. The price we have to pay for having
direct access to the length spectrum is that on the spectral side, in addition to
the Laplace spectrum, we have contribution from other representations occurring
in \(L^2(\Gamma \setminus G)\). In section 4 we show that, by using suitable test functions in the
trace formula, we can isolate the contribution of each of those representations.
This enables us to prove Theorems 2, 3, and 4. Finally, in section 5 we recall the
construction in [LMNR] of lattices with the same length sets and use it to prove
Theorem 5.

1. Notation and preliminaries

We write \(A \lesssim B\) or \(A = O(B)\) to indicate that \(A \leq cB\) for some constant \(c > 0\).
We also write \(A \asymp B\) to indicate that \(A \lesssim B \lesssim A\). We write \(A(T) \sim B(T)\) if
\(A(T)/B(T) \to 1\) and \(A(T) = o(B(T))\) if \(A(T)/B(T) \to 0\) as \(T \to \infty\).
1.1. **Basic structure on symmetric spaces.** Let $G$ denote a connected semisimple Lie group of real rank one, $K \subset G$ a maximal compact subgroup and $\mathcal{H} = G/K$ the corresponding symmetric space. That is, $G = \text{SO}_0(n + 1, 1)$, $\text{SU}(n + 1, 1)$, $\text{Sp}(n, 1)$ or $\text{FI}I$, and $\mathcal{H}$ is a real, complex, quaternionic, or octonionic hyperbolic space respectively.

Fix an Iwasawa decomposition $G = NAK$ and let $\mathfrak{g} = \mathfrak{n} \oplus \mathfrak{a} \oplus \mathfrak{k}$ denote the corresponding symmetric decomposition of the Lie algebra $\mathfrak{g}$. Let $M, M^* \subseteq K$ denote the centralizer and normalizer of $A$ in $K$ respectively. Let $W = W(G, A) = M^*/M$ denote the baby Weyl group; since we assume that $\dim(\mathfrak{a}) = 1$, then $|W| = 2$ and we write $W = \{1, w\}$. We denote by $\Sigma = \Sigma(G, A)$ the set of restricted roots for the pair $(G, A)$ and by $\Sigma^+$ the set of positive restricted roots; then either $\Sigma^+ = \{\alpha\}$ or $\Sigma^+ = \{\alpha, 2\alpha\}$. Let $\rho = \rho_G$ denote half the sum of the positive roots, that is,

$$\rho = \frac{(\dim(\mathfrak{n}_1) + 2\dim(\mathfrak{n}_2))\alpha}{2},$$

where $\mathfrak{n} = \mathfrak{n}_1 \oplus \mathfrak{n}_2$ is the decomposition into the root spaces of $\alpha$ and $2\alpha$ respectively. We fix (once and for all) an element $H \in \mathfrak{a}$ with $\alpha(H) = 1$ and for any $t \in \mathbb{R}$ we let $a_t = \exp(tH) \in A$. We can identify the dual spaces $\mathfrak{a}^* = \mathbb{R}$ and $\mathfrak{a}_C^* = \mathbb{C}$ via $\nu = \nu(H)$. With this identification $\rho = \frac{\dim(\mathfrak{n}_1) + 2\dim(\mathfrak{n}_2)}{2}$.

1.2. **The unitary dual.** Let $\hat{G}, \hat{K},$ and $\hat{M}$ denote the unitary duals of $G, K,$ and $M$ respectively. For any $\sigma \in \hat{M}$ we denote by $\pi_{\sigma, \nu}$, $\nu \in i\mathbb{R}$, the principal series representations and by $\pi_{\sigma, \nu}$, $\nu \in (0, \rho)$, the complementary series representations.

The action of $M^*$ on $M$ (by conjugation) induces an action of the Weyl group $W = \{1, w\}$ on $\hat{M}$. We note that under this action $\pi_{\sigma, i\nu} = \pi_{w\sigma, -i\nu}$ and that these are the only pairs of equivalent principal series representation. We say that a representation $\sigma \in \hat{M}$ is ramified if $\sigma = w\sigma$ and unramified otherwise, and we recall that there are unramified $\sigma \in \hat{M}$ only when $G = \text{SO}_0(2m + 1, 1)$.

We denote by $\hat{G}_c$ the set of equivalence classes of the principal and complementary series representations, and by $\mathcal{S} = \hat{G} \setminus \hat{G}_c$ (that is, $\mathcal{S}$ is the set of equivalence classes of discrete series representation, limits of discrete series, and Langland’s quotients).

For any $\pi \in \hat{G}$ we denote by $\chi_\pi$ the infinitesimal character of $\pi$. We denote by $\Omega_G$ the Casimir operators of $G$. Since $G$ is of rank one the character $\chi_\pi$ is uniquely determined by its value on $\Omega_G$. For $\pi = \pi_{\sigma, \nu} \in \hat{G}_c$ we have that $\chi_{\sigma, \nu}(\Omega_G) = \nu^2 - \rho^2 + \chi_\sigma(\Omega_M)$, where $\Omega_M$ denotes the Casimir operator of $M$ (appropriately normalized). For any $\Lambda \subseteq \mathbb{C}$ we denote by $\hat{G}(\Lambda)$ the (finite set) of representations with $\chi_\pi(\Omega_G) = \Lambda$ and by $\mathcal{S}(\Lambda) = \mathcal{S} \cap \hat{G}(\Lambda)$.

1.3. **Closed geodesics and conjugacy classes.** Let $\Gamma^\#$ denote the set of conjugacy classes of $\Gamma$, and for any $\gamma \in \Gamma$ we denote by $[\gamma] \in \Gamma^\#$ its conjugacy class. Since $\mathcal{M}$ is of negative curvature, there is a natural correspondence between conjugacy classes in $\Gamma = \pi_1(\mathcal{M})$, free homotopy classes of closed curves in $\mathcal{M}$, and (oriented) closed geodesics.

We say that an element $\gamma \in \Gamma$ is primitive if it cannot be written as $\gamma = \delta^j$ for some other $\delta \in \Gamma$, and we define the primitivity index $j(\gamma)$ as the unique $j \in \mathbb{N}$ such that $\gamma = \delta^j$ with $\delta \in \Gamma$ primitive. Note that the primitivity index only depends on the $\Gamma$-conjugacy class. Under the above correspondence, a closed geodesic is
primitive if and only if the corresponding conjugacy class is primitive. Moreover, the primitivity index is the number of times the geodesic wraps around itself.

Any hyperbolic $\gamma \in \Gamma$ is conjugated in $G$ to an element $m_\gamma a_\ell \in MA^+$ where $A^+ = \{a_t | t > 0\}$. Here $\ell_\gamma$ is uniquely determined by $[\gamma]$ and $m_\gamma$ is determined up to conjugacy in $M$. The pair $(\ell_\gamma, [m_\gamma])$ is then precisely the length and holonomy of the closed geodesic corresponding to $[\gamma]$.

1.4. The $\sigma$-length and representation spectra. To any irreducible representation $\sigma \in \hat{M}$ we attach two functions $L_{\Gamma,\sigma} : \mathbb{R}^+ \rightarrow \mathbb{R}$ and $m_{\Gamma,\sigma} : (0, \rho) \cup i\mathbb{R} \rightarrow \mathbb{N}$; we call them the $\sigma$-length spectrum and $\sigma$-representation spectrum respectively. These two functions are closely related via the Selberg trace formula.

The $\sigma$-length spectrum is defined by

$$L_{\Gamma,\sigma}(\ell) = \sum_{[\gamma] \in \Gamma^\# \at \ell_\gamma = \ell} \frac{\chi_\sigma(m_\gamma)\ell}{2j(\gamma)D(\gamma)},$$

where $\chi_\sigma$ is the character of $\sigma$ and

$$D(\gamma) = e^{\rho\ell_\gamma} |\det((\text{Ad}(m_\gamma a_\ell)^{-1} - I)|_n)|$$

is the Weyl discriminant. When $\sigma$ is unramified we also define

$$L_{\Gamma,\sigma}^\pm(\ell) = L_{\Gamma,\sigma}(\ell) \pm L_{\Gamma,\sigma^w}(\ell).$$

Remark 1.1. The definition of the length spectrum of a hyperbolic 3-manifold given in [EGM, Definition 3.1] coincides with what we call the 1-length spectrum, that is, the $\sigma$-length spectrum for $\sigma = 1$ the trivial representation.

In order to define the $\sigma$-representation spectrum we fix a virtual representation $\eta = \sum_{\tau \in \hat{K}} a_\tau \tau$ with $(a_\tau \in \mathbb{Z}$ almost all zeros) such that $\eta|_M = \sigma$ (respectively, $\sigma + w\sigma$ if $\sigma$ is unramified). Let $\Lambda_{\sigma,\nu} = \chi_{\sigma,\nu}(\Omega_G)$ and let $\mathcal{G} = \hat{G} \setminus \hat{G}_c$. For $\pi \in \mathcal{G}$ we denote by $\alpha_{\Gamma}(\pi)$ the corrected multiplicity given by

$$\alpha_{\Gamma}(\pi) = \begin{cases} m_\Gamma(\omega) - \text{vol}(\Gamma \backslash G) d_\omega & \pi = \omega \text{ in discrete series,} \\ m_\Gamma(\pi) & \text{otherwise,} \end{cases}$$

with $d_\omega$ the formal degree of $\omega$. The $\sigma$-representation spectrum is given by

$$m_{\Gamma,\sigma}(\nu) = m_\Gamma(\pi_{\sigma,\nu}) + \sum_{\pi \in \mathcal{G}(\Lambda_{\sigma,\nu})} \alpha_{\Gamma}(\pi)[\pi|_K; \eta],$$

where $[\pi|_K; \eta] = \sum_{\tau} a_\tau [\pi|_K; \tau]$ with $[\pi|_K; \tau]$ the intertwining number. For $\sigma$ unramified we also define $m_{\Gamma}^\pm(\nu)$ by

$$m_{\Gamma,\sigma}^\pm(\nu) = m_\Gamma(\pi_{\sigma,\nu}) + m_\Gamma(\pi_{w\sigma,\nu}) + \sum_{\pi \in \mathcal{G}(\Lambda_{\sigma,\nu})} m_\Gamma(\pi)[\pi|_K; \eta]$$

and

$$m_{\Gamma,\sigma}^- (\nu) = m_\Gamma(\pi_{\sigma,\nu}) - m_\Gamma(\pi_{w\sigma,\nu}).$$

We note that by [Mi82, Theorem 1.2] the $\sigma$-representation spectrum does not depend on the choice of $\eta$. Also, since representations $\pi \in \mathcal{G}$ have a minimal $K$-type (see [Kn86, Chapter XV]), then for any fixed $\eta$, there are only finitely many $\pi \in \mathcal{G}$ for which $[\pi|_K; \eta] \neq 0$. In particular, for $\sigma \in \hat{M}$ fixed, $m_{\Gamma,\sigma}(\nu) = m_\Gamma(\pi_{\sigma,\nu})$ for all
but finitely many values of \( \nu \). Moreover, for \( \sigma = 1 \) trivial, \( m_{\Gamma,1}(\nu) = m_{\Gamma}(\pi_{1,\nu}) \) for all \( \nu \). For any \( \sigma \in \hat{\mathcal{M}} \) we define the \( \sigma \)-spectral set as
\[
S_{\Gamma,\sigma} = \{ \nu \in i\mathbb{R}^+ \cup (0, \rho) \mid m_{\Gamma,\sigma}(\nu) \neq 0 \}.
\]

1.5. **Trace formula attached to** \( \sigma \). Building on the Selberg trace formula developed in [Wall, War], Sarnak and Wakayama [SW99] derived a trace formula attached to each irreducible representation \( \sigma \in \hat{\mathcal{M}} \). They derived this formula in general for a (possibly) nonuniform lattice. We will write it only for the simpler case of a uniform lattice without torsion. The derivation in this case is much simpler, as there are no contributions from continuous spectrum or unipotent elements and the treatment of the multiplicities of discrete series is straightforward.

**Remark 1.2.** For the case of a uniform lattice this formula, with a special test function coming from the fundamental solution to the heat equation, was already derived in [Mi82, MV83]. We note that, in addition to the treatment of nonuniform lattices, another new feature in [SW99] which is crucial for our application is the use of general test functions. See also [Di89] for a similar trace formula.

For \( \Gamma \subseteq G \) a uniform lattice without torsion the trace formula corresponding to \( \sigma \in \hat{\mathcal{M}} \) takes the following form (see [SW99] Theorem 2 and Theorem 6.5):\(^2\)

- For \( \sigma \in \hat{\mathcal{M}} \) ramified, for any **even** \( g \in C_c^\infty(\mathbb{R}) \),
  \[
  (1.5) \quad \sum_{\nu_k \in \nu} m_{\Gamma,\sigma}(\nu_k) \hat{g}(i\nu_k) = \text{vol}(\Gamma \backslash G) \int_{\mathbb{R}} \hat{g}(\nu) \mu_\sigma(\nu) d\nu
  \]
  \[
  + \sum_{\ell \in \mathcal{L}_\Gamma} g(\ell) L_{\Gamma,\sigma}(\ell),
  \]
  where \( \hat{g} \) denotes the Fourier transform of \( g \) and \( \mu_\sigma(\nu) d\nu \) is the Plancherel measure.
- For \( \sigma \in \hat{\mathcal{M}} \) unramified, for any **even** \( g \in C_c^\infty(\mathbb{R}) \) we have the same formula but with \( m_{\Gamma,\sigma}^-, L_{\Gamma,\sigma}^- \) and \( \mu^-_\sigma = 2\mu_\sigma \). In addition, for any **odd** \( g \in C_c^\infty(\mathbb{R}) \) we have
  \[
  (1.6) \quad \sum_{\nu_k \in \nu} m_{\Gamma,\sigma}(\pi_{\sigma,\nu_k}) \hat{g}(i\nu_k) = \sum_{\ell \in \mathcal{L}_\Gamma} g(\ell) L_{\Gamma,\sigma}^-(\ell).
  \]

**Remark 1.3.** For any virtual representation \( \eta = \sum a_\sigma \sigma \) of \( \mathcal{M} \), we can define \( m_{\Gamma,\eta}, L_{\Gamma,\eta} \) and \( \mu_\eta \) as the corresponding weighted sums. With this convention, the above trace formula holds for any virtual representation and not just the irreducible representations.

2. **Proof of Theorem II**

Let \( G \) denote a fixed semisimple group of real rank one and \( \Gamma_1, \Gamma_2 \subseteq G \) two uniform lattices without torsion. Throughout this section we will keep the two lattices fixed and suppress them from the notation. In particular, we will denote \( \Delta m_\sigma = m_{\Gamma_1,\sigma} - m_{\Gamma_2,\sigma}, \Delta L_\sigma = L_{\Gamma_1,\sigma} - L_{\Gamma_2,\sigma}, \Delta V = \text{vol}(\Gamma_1 \backslash G) - \text{vol}(\Gamma_2 \backslash G), \mathcal{L}^0 = \mathcal{L}^0_{\Gamma_1} \cup \mathcal{L}^0_{\Gamma_2} \) and \( S_\sigma = S_{\Gamma_1,\sigma} \cup S_{\Gamma_2,\sigma} \).

---

\(^2\)Here we corrected a few typos from the formulas in [SW99] and in particular the mistake in [SW99] Theorem 6.5 (2) for an odd test function.
2.1. **Density results for a fixed \( \sigma \).** As a first step, for each fixed \( \sigma \in \hat{M} \) we will use the trace formula to relate the \( \sigma \)-representation spectrum to the \( \sigma \)-length spectrum. In particular, we show that we can recover the \( \sigma \)-length spectrum from the \( \sigma \)-representation spectrum and vice versa, and moreover, to do that all we need is to know one of them up to an error of density zero.

**Proposition 2.1.** For any fixed \( \sigma \in \hat{M} \) if

\[
\lim_{T \to \infty} \frac{1}{T} \sum_{\nu \in i\mathbb{R}, \ |\nu| < T} |\Delta m_\sigma(\nu)| = 0,
\]

then \( \operatorname{vol}(\Gamma_1 \backslash G) = \operatorname{vol}(\Gamma_2 \backslash G) \) and \( \Delta L_\sigma(\ell) = 0 \) for all \( \ell \).

**Proof.** Assume first that \( \sigma \) is ramified. To get equality for the volumes recall Weyl’s law for the principal series [MV83, Corollary 1]:

\[
\sum_{|\nu| \leq T} m_\Gamma(\pi_{\sigma,\nu}) \sim C \dim(\sigma) \operatorname{vol}(\Gamma \backslash G) T^d.
\]

Now, taking the difference of these sums for \( \Gamma_1 \) and \( \Gamma_2 \) we get

\[
\sum_{\nu \in i\mathbb{R}, \ |\nu| < T} \Delta m_\sigma(\nu) \sim C \dim(\sigma) (\Delta V) T^d,
\]

and since

\[
|\sum_{\nu \in i\mathbb{R}, \ |\nu| < T} \Delta m_\sigma(\nu)| \leq \sum_{\nu \in i\mathbb{R}, \ |\nu| < T} |\Delta m_\sigma(\nu)| = o(T),
\]

we must have that \( \Delta V = 0 \).

It remains to show the equality for the \( \sigma \)-length spectrum. To do this we will use the trace formula with an appropriate test function. Fix \( g \in C_0^\infty(\mathbb{R}) \) even and supported on \([-1, 1]\) with \( g(0) = 1 \). Fix \( \ell_0 \in (0, \infty) \) and let \( g_T(\ell) = g(T(\ell - \ell_0)) + g(T(\ell + \ell_0)) \) for \( T \) a large parameter. Taking the difference of the trace formulas for \( \Gamma_1 \) and \( \Gamma_2 \) applied to \( g_T \) we get

\[
(2.1) \quad \sum_{\nu_k \in i(0, \rho) \cup \mathbb{R}} \Delta m_\sigma(i\nu_k) \hat{g}_T(\nu_k) = \sum_{\ell \in \mathbb{R}} g_T(\ell) \Delta L_\sigma(\ell).
\]

Note that the term involving the volume cancels out.

The function \( g_T \) is supported on \([\ell_0 - \frac{1}{T}, \ell_0 + \frac{1}{T}] \cup [-\ell_0 - \frac{1}{T}, -\ell_0 + \frac{1}{T}]\). Thus from the discreteness of the length spectrum, for \( T \) sufficiently large the right hand side of (2.1) is given by \( \Delta L_\sigma(\ell_0)(1 + g(2T\ell_0)) \), which converges to \( \Delta L_\sigma(\ell_0) \) as \( T \to \infty \).

On the other hand, \( \hat{g}_T(\nu) = \frac{1}{T} \hat{g}(\frac{\nu}{T}) 2 \cos(\nu \ell_0) \) is bounded by \( \frac{1}{T} \hat{g}(\frac{\nu}{T}) \) for \( \nu \in \mathbb{R} \) and by \( \frac{2}{T} \hat{g}(\frac{\nu}{T}) \cosh(\rho \ell_0) \) for \( \nu \in i(0, \rho) \). We can thus bound

\[
|\sum_{\nu_k \in i(0, \rho) \cup \mathbb{R}} \Delta m_\sigma(i\nu_k) \hat{g}_T(\nu_k)| \lesssim \frac{1}{T} \sum_{\nu_k \in i(0, \rho)} |\Delta m_\sigma(i\nu_k)| + \frac{1}{T} \sum_{\nu_k \in \mathbb{R}} |\Delta m_\sigma(i\nu_k)||\hat{g}(\frac{\nu_k}{T})|.
\]
The first (finite) sum goes to zero in the limit, and for the second sum, using the fast decay of $\hat{g}(\nu) \lesssim \frac{1}{1+|\nu|^2}$ for $\nu \in \mathbb{R}$ we can bound

$$
\frac{1}{T} \sum_{\nu_k \in \mathbb{R}} |\Delta m_\sigma(i\nu_k)||\hat{\nu}_k^T|
= \frac{1}{T} \sum_{j=1}^{\infty} \sum_{|\nu_k| \in [T(j-1), Tj]} |\Delta m_\sigma(i\nu_k)||\hat{\nu}_k^T|
\lesssim \sum_{j=1}^{\infty} \frac{1}{j^2} \left( \frac{1}{jT} \sum_{|\nu_k| \leq jT} |\Delta m_\sigma(i\nu_k)| \right).
$$

From the assumption that $\frac{1}{T} \sum_{|\nu_k| \leq T} |\Delta m_\sigma(i\nu_k)| \to 0$ as $T \to \infty$, it is not hard to see that the above sum also goes to zero in the limit. Comparing this with the right hand side, we get that $|\Delta L_\sigma(\ell_0)| = 0$.

When $\sigma$ is unramified, we recall that $m_\sigma(\nu) = m(\pi_\sigma, \nu) = m(\pi_{w\sigma}, -\nu)$ for all but finitely many values of $\nu$. Consequently, we have that also

$$
\lim_{T \to \infty} \frac{1}{T} \sum_{\nu \in \mathbb{R}, |\nu| < T} |\Delta m^\pm_\sigma(\nu)| = 0.
$$

Using the same argument we get that $\Delta L_\sigma + \Delta L_{w\sigma} = 0$, while a similar argument with an odd test function gives $\Delta L_\sigma - \Delta L_{w\sigma} = 0$, implying that $\Delta L_\sigma = \Delta L_{w\sigma} = 0$.

**Remark 2.1.** We note that the last argument using the trace formula with an odd test function is only needed when $\mathcal{H}$ is real hyperbolic space with $\dim(\mathcal{H}) \equiv 1 \pmod{4}$. Indeed, when $\dim(\mathcal{H}) \equiv 3 \pmod{4}$ any ramified $\sigma \in \hat{M}$ satisfies $\chi_\sigma(m) = \chi_{w\sigma}(m^{-1})$. Consequently, since $\ell_\gamma = \ell_{2\gamma-1}$ and $m_{\gamma-1} = m^-1$, we get that in this case $L_{\Gamma, \sigma}(\ell) = L_{\Gamma, w\sigma}(\ell)$ automatically. We note however that this is not the case when $\dim(\mathcal{H}) \equiv 1 \pmod{4}$. Here, $\chi_\sigma(m) \neq \chi_{w\sigma}(m^{-1})$, and there is no obvious reason to suspect that $L_{\Gamma, \sigma} = L_{\Gamma, w\sigma}$ in this case.

**Proposition 2.2.** For any ramified $\sigma \in \hat{M}$, if

$$
\lim_{T \to \infty} \frac{1}{T} \sum_{\ell \in \mathbb{R}^+ \cup i\mathbb{R} \cup m_\sigma(\nu) = 0 \text{ for all } \nu \in (0, \rho) \cup i\mathbb{R}. \text{ When } \sigma \text{ is unramified we have the same result with } \Delta m^\pm_\sigma(\nu) \text{ and } \Delta L^\pm_\sigma \text{ instead.}
$$

**Proof.** We will write the proof for ramified $\sigma$; the proof in the unramified case is identical.

We first show that $\Delta m_\sigma(\nu) = 0$ for all $\nu \in (0, \rho)$. Indeed, if not, let $\nu_0 \in (0, \rho)$ denote the largest element for which $\Delta m_\sigma(\nu_0) \neq 0$ and consider the test function given by the convolution

$$
g_T(\ell) = \frac{\nu_0}{\sinh(T\nu_0)} \hat{g}(i\nu_0) \ast \mathbb{1}_T(\ell),
$$

where $\mathbb{1}_T$ is the indicator function of $[-T, T]$ and $g \in C^\infty_c(\mathbb{R})$ is even, supported on $[-1, 1]$, with $g(0) = 1$, and satisfies that $\hat{g}(i\nu_0) \neq 0$. The Fourier transform of $g_T$ is
thus given by
\[ \hat{g}_T(\nu) = \frac{\nu_0 \sin(T\nu)}{\nu \sinh(T\nu_0)} \hat{g}(\nu). \]

Taking the difference of the trace formulas for $\Gamma_1$ and $\Gamma_2$ we get
\[ \sum_{\nu_k \in \imath(0,\mu) \cup \mathbb{R}} \Delta m_\sigma(i\nu_k) \hat{g}_T(\nu_k) = \Delta V \int_\mathbb{R} \hat{g}_T(\nu) \mu_\sigma(\nu) d\nu + \sum_{\ell \in L_T} g_T(\ell) \Delta L_\sigma(\ell). \]

For any $\nu \in (0, \mu)$ with $\nu < \nu_0$ we have that $\hat{g}_T(\nu) \leq e^{T(\nu_0-\nu)}$ and $\hat{g}_T(\nu_0) = 1$. For $\nu \in (0, 1)$ we can bound $|\hat{g}_T(\nu)| \leq \frac{T}{\sinh(T\nu_0)}$, and for $\nu \in [1, \infty)$ we have $|\hat{g}_T(\nu)| \leq \frac{\nu(\nu)}{\sinh(T\nu_0)}$. Consequently we get that as $T \to \infty$, the left hand side of the trace formula converges to $\Delta m_\sigma(\nu_0)$.

To estimate the right hand side, using the fast decay of $\hat{g}(\nu)$ and polynomial growth of $\mu_\sigma(\nu)$ (which follows from [Ok65]) we can bound the integral
\[ \left| \int_\mathbb{R} \hat{g}_T(\nu) \mu_\sigma(\nu) d\nu \right| \lesssim \frac{T}{\sinh(\nu_0 T)} \int_0^1 |\hat{g}(\nu)| \mu_\sigma(\nu) d\nu \]
\[ + \frac{1}{\sinh(\nu_0 T)} \int_1^\infty |\hat{g}(\nu)| \mu_\sigma(\nu) d\nu \lesssim \frac{T + 1}{\sinh(\nu_0 T)}. \]

For the sum we note that $g_T$ is supported on $[-T - 1, T + 1]$ and satisfies $|g_T(\ell)| \lesssim \frac{1}{\sinh(\nu_0 T)}$, implying that
\[ \left| \sum_{\ell_j} g_T(\ell_j) \Delta L_\sigma(\ell_j) \right| \lesssim \frac{1}{\sinh(\nu_0 T)} \sum_{\ell_j \leq T + 1} |\Delta L_\sigma(\ell_j)| \lesssim \frac{T}{\sinh(\nu_0 T)}. \]

So as $T \to \infty$ the right hand side goes to zero implying that $\Delta m_\sigma(\nu_0) = 0$ as well.

Next we show that $\Delta m_\sigma(i\nu) = 0$ for all $\nu \in \mathbb{R}$. For this we fix $\nu_0 \in [0, \infty)$ and consider the function
\[ g_T(\ell) = \frac{1}{2} g(\ell) \cos(\ell \nu_0), \quad \text{so that} \quad \hat{g}_T(\nu) = \hat{g}(T(\nu - \nu_0)) + \hat{g}(T(\nu + \nu_0)). \]

Since we already showed that $\Delta m_\sigma(\nu) = 0$ for $\nu \in (0, \mu)$, the difference of the trace formulas takes the form
\[ \sum_{\nu_k \in \mathbb{R}} \Delta m_\sigma(i\nu_k) \hat{g}_T(\nu_k) = \Delta V \int_\mathbb{R} \hat{g}_T(\nu) \mu_\sigma(\nu) d\nu + \sum_{\ell_j} g_T(\ell_j) \Delta L_\sigma(\ell_j). \]

Using the polynomial growth of $\mu_\sigma(\nu)$, a simple change of variables shows that the integral $\int_\mathbb{R} \hat{g}_T(\nu) \mu_\sigma(\nu) d\nu$ goes to zero as $T \to \infty$. The sum
\[ (2.2) \quad \left| \sum_{\ell_j} g_T(\ell_j) \Delta L_\sigma(\ell_j) \right| \lesssim \frac{1}{T} \sum_{\ell_j \leq T} |\Delta L_\sigma(\ell_j)| \]
also goes to zero by our assumption.

Next we estimate the left hand side. Let $\delta > 0$ be such that $m_{\Gamma_1, \sigma}(i\nu_k) = m_{\Gamma_2, \sigma}(i\nu_k) = 0$ for all $\nu_k \in [\nu_0 - \delta, \nu_0 + \delta] \setminus \{\nu_0\}$. The left hand side of the trace formula can be written as
\[ \Delta m_\sigma(\nu_0) \hat{g}_T(\nu_0) + \sum_{\nu_k \in \mathbb{R} \setminus \{\nu_0\}} \Delta m_\sigma(i\nu_k) \hat{g}_T(\nu_k). \]
The first term is \( \Delta m_\sigma(\nu_0)(1 + o(1)) \) as \( T \to \infty \). For the rest of the sum we can bound \( |\Delta m_\sigma| \leq m_{\Gamma_1,\sigma} + m_{\Gamma_2,\sigma} \), and for each of the two lattices we have

\[
\sum_{\nu_k \in \mathbb{R} \setminus \{ \nu_0 \}} m_{\Gamma,\sigma}(i\nu_k)|\hat{g}_T(\nu_k)| = \sum_{|\nu_k - \nu_0| \in (\delta, 1)} m_{\Gamma,\sigma}(i\nu_k)|\hat{g}_T(\nu_k)| + \sum_{j=1}^{\infty} \sum_{|\nu_k - \nu_0| \in [j,j+1]} m_{\Gamma,\sigma}(i\nu_k)|\hat{g}_T(\nu_k)|.
\]

Using the fast decay of \( \hat{g} \) we can bound \( |\hat{g}_T(\nu)| \prec_N \frac{1}{T^N} \) for \( |\nu - \nu_0| > j \) and \( |\hat{g}_T(\nu)| \prec \frac{1}{T^2} \) for \( |\nu - \nu_0| \in (\delta, 1) \), implying the bound

\[
\sum_{\nu_k \in \mathbb{R} \setminus \{ \nu_0 \}} m_{\Gamma,\sigma}(i\nu_k)|\hat{g}_T(\nu_k)| \lesssim_N \frac{1}{T} \left( \sum_{|\nu_k - \nu_0| \in [\delta,1]} m_{\Gamma,\sigma}(i\nu_k) + \sum_{j=1}^{\infty} \frac{1}{j^N} \sum_{|\nu_k - \nu_0| \in [j,j+1]} m_{\Gamma,\sigma}(i\nu_k) \right).
\]

Since for \( N \) sufficiently large (depending only on the dimension) the sum

\[
\sum_{j=1}^{\infty} \frac{1}{j^N} \sum_{|\nu_k - \nu_0| \in [j,j+1]} m_{\Gamma,\sigma}(i\nu_k)
\]

converges, we get that the left hand side of the formula converges to \( \Delta m_\sigma(i\nu_0) \), and since the right hand side goes to zero we have \( \Delta m_\sigma(i\nu_0) = 0 \). \( \square \)

Since \( m_{\Gamma,\sigma}(\nu) = m_{\Gamma}(\pi_\sigma,\nu) \) for all but finitely many values of \( \nu \), we have that

\[
\sum_{\nu \in \mathbb{R}, |\nu| \leq T} |\Delta m_\sigma(\nu)| = D_\sigma(\Gamma_1, \Gamma_2; T) + O(1).
\]

Thus, combining Propositions 2.1 and 2.2 we get

**Theorem 6.** For any fixed \( \sigma \in \hat{M} \) the following are equivalent:

1. \( \lim_{T \to \infty} D_\sigma(\Gamma_1, \Gamma_2; T) = 0 \).
2. \( \lim_{T \to \infty} \frac{1}{T} \sum_{\ell_j \leq T} |L_{\Gamma_1,\sigma}(\ell_j) - L_{\Gamma_2,\sigma}(\ell_j)| = 0 \).
3. \( \Gamma_1 \) and \( \Gamma_2 \) are \( \sigma \)-length equivalent, \( \sigma \)-representation equivalent and \( \text{vol}(\Gamma_1 \setminus G) = \text{vol}(\Gamma_2 \setminus G) \).

2.2. **Proof of Theorem 1.** The first part is a special case of Theorem 6 with \( \sigma = 1 \) (recall that \( m_{\Gamma,1}(\nu) = m_{\Gamma}(\pi_1,\nu) \) is the multiplicity of the eigenvalue \( \rho^2 - \nu^2 \)). We also note that the second condition in Theorem 6 with \( \sigma = 1 \) gives an analogous result for the 1-length spectrum.

For the second part, let \( \mathcal{B} \subset \hat{M} \) be a finite set and assume that \( \frac{D_\sigma(\Gamma_1, \Gamma_2; T)}{T} \to 0 \) for all \( \sigma \in \hat{M} \setminus \mathcal{B} \). From Theorem 6 we get that \( \text{vol}(\Gamma_1 \setminus G) = \text{vol}(\Gamma_2 \setminus G) \) and \( L_{\Gamma_1,\sigma} = L_{\Gamma_2,\sigma} \) for all \( \sigma \in \hat{M} \setminus \mathcal{B} \). We will show that \( \Gamma_1 \) and \( \Gamma_2 \) have the same complex length spectrum and are hence representation equivalent.

Fix an arbitrary length \( \ell_0 \in (0, \infty) \) and holonomy \( m_0 \in M \). Since there are only finitely many geodesics of length \( \ell_0 \) we can find \( B \subset M^\# \) a small open neighborhood
of \([m_0]\) satisfying that \(\{[m_\gamma]|\ell_\gamma = \ell_0\}\cap B \subseteq \{[m_0]\}\). Let \(F \in C^\infty(M)\) denote a smooth class function supported on \(B\) satisfying that \(F(m_0) = 1\) and that

\[
\hat{F}(\sigma) = \int_M F(m)\chi_\sigma(m)\,d\mu(m) = 0,
\]

for all \(\sigma \in \mathcal{B}\). Since these are finitely many conditions we can clearly find such a function. We then have that \(F\) has an expansion

\[
F = \sum_{\sigma \in M} \hat{F}(\sigma)\chi_\sigma,
\]

with

\[
\sum_{\sigma \in M} |\hat{F}(\sigma)| < \infty,
\]

absolutely converges and \(\hat{F}(\sigma) = 0\) for all \(\sigma \in \mathcal{B}\).

Next let \(g \in C^\infty_c(\mathbb{R})\) be even and supported on a small enough neighborhood of \(\ell_0\) such that \(LS_{\Gamma_1} \cup LS_{\Gamma_2}\) intersects its support at \(\{\ell_0\}\) and satisfies \(g(\ell_0) = \ell_0^{-1}D(m_0a_{\ell_0})\). Since \(F\) is supported on \(B\) we can write

\[
\sum_{[\gamma], \ell_\gamma = \ell_0 \atop m_\gamma = m_0} \frac{1}{j(\gamma)} = \sum_{\ell \in LS_\Gamma} g(\ell) \sum_{[\gamma] \atop \ell_\gamma = \ell} \frac{F(m_\gamma)}{j(\gamma)D(\gamma)}.
\]

Expand \(F(m_\gamma)\) and change the order of summation (note that all series converges absolutely) to get

\[
\sum_{[\gamma], \ell_\gamma = \ell_0 \atop m_\gamma = m_0} \frac{1}{j(\gamma)} = 2 \sum_{\sigma \in M} \hat{F}(\sigma) \sum_{\ell \in LS_\Gamma} g(\ell)L_{\Gamma_1, \sigma}(\ell).
\]

Note that for \(\sigma \in \check{M}\setminus\mathcal{B}\) we have \(L_{\Gamma_1, \sigma}(\ell) = L_{\Gamma_2, \sigma}(\ell)\) (by Proposition 2.1), while for \(\sigma \in \mathcal{B}\) we have that \(\hat{F}(\sigma) = 0\). Consequently, the right hand side (and hence the left) is the same for \(\Gamma = \Gamma_1\) and \(\Gamma = \Gamma_2\).

Repeating this argument for any pair \((\ell_0, m_0)\in (0, \infty) \times M\) we get that

\[
\sum_{[\gamma] \in \Gamma_1} \frac{1}{j(\gamma)} = \sum_{[\gamma] \in \Gamma_2} \frac{1}{j(\gamma)},
\]

implying that the complex length spectrum is the same.

### 2.3. Further refinement.

We note that the above proof will still work if we replace the finite set \(\mathcal{B}\) with an infinite set, as long as it is sufficiently sparse so that for any small neighborhood \(B \subset M^\#\) we can find a smooth class function \(F\) supported on \(B\) with \(\hat{F}(\sigma) = 0\) for all \(\sigma \in \mathcal{B}\).

When \(M = \text{SO}(2)\) we can identify \(\check{M}\) with \(Z\) where \(\chi_{\sigma_n}(\theta) = e^{in\theta}\), while for \(M = \text{SO}(3)\) or \(\text{SU}(2)\) we can identify \(\check{M}\) with \(\mathbb{N}\) where \(\chi_{\sigma_n}(\theta) = \frac{\sin(n\theta)}{\sin(\theta)}\). For these cases the following lemma shows that we can take the set \(\mathcal{B}\) to be any set satisfying the fact that

\[
\#\{n \in \mathcal{B} : |n| \leq T\} \lesssim T^\alpha, \quad \text{with } \alpha < 1.
\]
Lemma 2.3. Let $\mathcal{B} \subset \mathbb{Z}$ satisfy (2.3). Then for any $\delta > 0$ and $\theta_0 \in [0, 2\pi)$ there is $f \in C^\infty(\mathbb{Z}/2\pi\mathbb{Z})$ supported on $(\theta_0 - \delta, \theta_0 + \delta)$ with $\hat{f}(\theta_0) = 1$ and $\hat{f}(n) = 0$ for all $n \in \mathcal{B}$.

Proof. Since the Fourier transform of $f(\theta - \theta_0)$ vanishes together with the Fourier transform of $f(\theta)$, we may assume that $\theta_0 = 0$. Also, since we may always renormalize, it is enough to show that there is $f \in C^\infty_c(\mathbb{R})$ not identically zero that is supported on $(-\delta, \delta)$ with $\hat{f}(n) = 0$ for $n \in \mathcal{B}$.

Let $\beta \in (\alpha, 1)$ and let $f_1 \in C^\infty_c(\mathbb{R})$ be smooth and supported on $(-\delta/2, \delta/2)$ with Fourier transform satisfying $\hat{f}_1(\xi) \lesssim e^{-C|\xi|^\beta}$ for $\xi \in \mathbb{R}$. We note that a compactly supported function with this decay exists for any $\beta \in (0, 1)$ (see e.g. [Au06, Lemma 6]), and we can make the support as small as we want by dilation. The support of $f_1$ implies that $\hat{f}_1$ can be extended to an entire function on the complex plane of exponential growth $|\hat{f}_1(z)| \lesssim \exp(\delta|z|/2)$.

Next consider the function defined by the infinite product

$$\hat{f}_2(z) = \prod_{n \in \mathcal{B}} (1 - \frac{z}{n}).$$

The condition (2.3) implies that the product converges (uniformly on compacta) to an entire function with exponential growth $|\hat{f}_2(z)| \lesssim e^{C|z|^\alpha}$. This function clearly vanishes on $\mathcal{B}$ (but it is not the Fourier transform of a compactly supported function).

We now define $\hat{f}(z) = \hat{f}_1(z) \hat{f}_2(z)$; then $\hat{f}$ is entire of exponential growth $|\hat{f}(z)| \lesssim e^{\delta|z|/2 + C|z|^\alpha} \lesssim e^{\delta|z|}$, and it still vanishes on $\mathcal{B}$. Moreover, on the real line it decays like

$$|\hat{f}(\xi)| \lesssim e^{C|\xi|^\alpha - |\xi|^\beta} \lesssim_N \frac{1}{|\xi|^N}.$$

Consequently, the Paley Wiener Theorem (see [Ru66, Theorem 19.3]) implies that $\hat{f}$ is the Fourier transform of a smooth function $f$ that is supported on $(-\delta, \delta)$. \qed

3. Alternating trace formula

In the proof of Theorem 1 we used the fact that the $\sigma$-representation spectrum appearing in the trace formula is essentially given by the multiplicities of the principal series representations. The relation between the $\sigma$-length spectrum and the length spectrum is not that straightforward (even for trivial $\sigma$). In this section we develop a new formula (which is an alternating sum of trace formulas corresponding to certain virtual representations of $M$) where the geometric side involves the length spectrum directly. Precisely we show

Theorem 7. Let $G$ denote a real rank one group and $\Gamma \subset G$ a uniform lattice without torsion. Let $m = \rho_G - \alpha_0(G) \in \mathbb{N}$. Then there are $m + 1$ virtual representations $\eta_0, \eta_1, \ldots, \eta_m$ of $M$, with $\eta_0$ the trivial representation such that for any even $g \in C^\infty_c(\mathbb{R})$ we have

$$\frac{1}{2} \sum_{\ell \in \text{PSL}_G} \ell m^\eta_0(\ell) \sum_{j=1}^{\infty} \frac{g(j\ell)}{\psi(j\ell)}$$

$$= \sum_{q=0}^{m} (-1)^q \left( \sum_{\nu_k \in S_{\Gamma, \sigma}} m_{\Gamma, \eta_q}(\nu_k) \hat{g}_q(\nu_k) - \text{vol}(\Gamma \backslash G) \int_{\mathbb{R}} \hat{g}_q(\nu) \mu_{\eta_q}(\nu) d\nu \right),$$
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where \( \hat{g}_q(\nu) = \hat{g}(\nu + i(m - q)) + \hat{g}(\nu + i(q - m)) \), and the weight function \( \psi \) is given by
\[
(3.1) \quad \psi(\ell) = \begin{cases} 
1, & G = SO_0(2n + 1, 1), \\
2\sinh(\tfrac{\ell}{2}), & G = SO_0(2n + 2, 1), \\
2\sinh(\ell), & \text{otherwise.}
\end{cases}
\]

Proof. In order to derive this alternating formula we expand the Weyl discriminant (1.1) as a sum of characters of representations of \( M \). Specifically, we will show in Proposition 3.5 below that
\[
(3.2) \quad D(\gamma) = \psi(\ell) \sum_{q=0}^m (-1)^q (e^{(m-q)\ell\gamma} + e^{(q-m)\ell\gamma}) \chi_{\eta_q}(m_{\gamma}),
\]
with \( \eta_0, \ldots, \eta_m \) certain virtual representations of \( M \) with \( \eta_0 \) trivial.

Now, since any \( \gamma \in \Gamma \) can be written in a unique way as \( \gamma = \delta \gamma_0 \) with \( \delta \in \Gamma \) primitive, we have
\[
\sum_{\ell \in L_{\ell}^q} \ell m_{\ell}^q(\ell) \sum_{j=1}^{\infty} \frac{g(j\ell)}{\psi(j\ell)} = \sum_{\ell \in L_{\ell}^q} \frac{g(\ell)}{\psi(\ell)} \sum_{[\gamma] \in \ell_\gamma=\ell} \frac{\ell D(\gamma)}{\ell j(\gamma) D(\gamma)}.
\]
Plugging in the expansion for \( D(\gamma) = \overline{D(\gamma)} \) from (3.2) in the numerator we get
\[
\sum_{\ell \in L_{\ell}^q} \ell m_{\ell}^q(\ell) \sum_{j=1}^{\infty} \frac{g(j\ell)}{\psi(j\ell)} = \sum_{q=0}^m (-1)^q \sum_{\ell \in L_{\ell}^q} g_q(\ell) \sum_{[\gamma] \in \ell_\gamma=\ell} \frac{\ell \chi_{\eta_q}(m_{\gamma})}{j(\gamma) D(\gamma)}
\]
\[
= 2 \sum_{q=0}^m (-1)^q \sum_{\ell \in L_{\ell}^q} g_q(\ell) L_{\ell\gamma,\eta_q}(\ell),
\]
where \( g_q(\ell) = g(\ell)(e^{(m-q)\ell\gamma} + e^{(q-m)\ell\gamma}) \). We conclude the proof by applying the trace formula attached to each virtual representation \( \eta_q \) separately.

Remark 3.1. For the odd dimensional orthogonal groups the representations \( \eta_1, \ldots, \eta_m \) are actual irreducible representations. For the other groups, it is also possible to obtain a similar formula using irreducible representations instead of virtual representations by using appropriate linear combinations of the \( \hat{g}_q \)'s.

The rest of this section will be devoted to the proof of the expansion (3.2) for the Weyl discriminant.

3.1. The adjoint representation. In order to expand the Weyl discriminant
\[
D(\gamma) = e^{\ell\gamma} \det((\text{Ad}(m_{\gamma}))^{-1} - I)|_n
\]
as a sum of characters, we first need to understand \( \text{Ad}(MA) \) and in particular its restriction to \( n_1 \) and \( n_2 \). Let \( n_1 = \text{dim} \, n_1 \) and \( n_2 = \text{dim} \, n_2 \). From the definition of \( n_1 \) and \( n_2 \), for \( a_\ell = \exp(\ell H) \in A \) we have that \( \text{Ad}(a_\ell)|_{n_1} = e^{\ell I} \) and \( \text{Ad}(a_\ell)|_{n_2} = e^{2\ell I} \).

The following proposition describes the action of \( \text{Ad}(M) \).
Proposition 3.1. For the orthogonal group $SO_0(n+1,1)$, $M \cong SO(n)$ and the restriction of $\text{Ad}(M)$ to $n = n_1$ is the natural isomorphism. For the unitary and symplectic groups the restriction of $\text{Ad}(M)$ to $n_j$, $j = 1, 2$, gives a homomorphism $\iota_j : M \to SO(n_j)$. For $G = FI$, $M = \text{Spin}(7)$ and the restriction of $\text{Ad}(M)$ to $n_1$ and $n_2$ is the eight dimensional spin representation and the seven dimensional orthogonal representation respectively.

Proof. For the orthogonal group this is clear. For the unitary group $G = SU(n + 1, 1)$, we write its Lie algebra as

$$g = \left\{ \begin{pmatrix} a & b \\ b^* & d \end{pmatrix} \mid a \in \text{Mat}_{n+1}(\mathbb{C}), b \in \mathbb{C}^{n+1}, a^* = -a, d = -\text{Tr}(a) \right\},$$

and the Lie algebras in the Cartan decomposition $g = \mathfrak{p} \oplus \mathfrak{k}$ are given by $\mathfrak{p} = \left\{ \begin{pmatrix} 0 & b \\ b^* & 0 \end{pmatrix} \in g \right\}$ and $\mathfrak{k} = \left\{ \begin{pmatrix} a & 0 \\ 0 & d \end{pmatrix} \in g \right\}$. We write any $b \in \mathbb{C}^{n+1}$ as $b = \begin{pmatrix} v \\ c \end{pmatrix}$ with $v \in \mathbb{C}^n$ and $c \in \mathbb{C}$. Then $\mathfrak{a} \subset \mathfrak{p}$ is the real subspace $\mathfrak{a} = \left\{ \begin{pmatrix} 0 & b \\ b^* & 0 \end{pmatrix} \mid b = \begin{pmatrix} 0 \\ c \end{pmatrix}, c \in \mathbb{R} \right\}$ and the root spaces $n_1$ and $n_2$ are given by

$$n_1 = \left\{ X_v = \begin{pmatrix} 0 & v \\ -v^* & 0 \\ 0 & 0 \end{pmatrix} \mid v \in \mathbb{C}^n \right\},$$

of dimension $n_1 = 2n$ and

$$n_2 = \left\{ \begin{pmatrix} 0 & 0 \\ 0 & d \\ 0 & -d \end{pmatrix} \mid d \in \mathbb{C}, d + d^* = 0 \right\},$$

which is one dimensional. We get that $M$, the centralizer of $A$ in $K$, is given by

$$M = \left\{ \begin{pmatrix} u & 0 & 0 \\ 0 & x & 0 \\ 0 & 0 & x \end{pmatrix} \mid u \in U(n), x \in U(1), x^2 \det(u) = 1 \right\}.$$

A simple computation then shows that the adjoint action of $M$ is trivial on $n_2$ and that $\text{Ad}(m)X_v = mX_vm^{-1} = X_{m^2uv}$. Fixing the standard basis $X_{e_j}, X_{ie_j}, j = 1, \ldots, n$, for $n_1$ (recalling the natural inclusion $U(n) \subseteq \text{SO}(2n)$) we get a homomorphism from $M$ to $\text{SO}(2n)$.

For $G = \text{Sp}(n,1)$ repeating the same arguments and replacing $\mathbb{C}$ with the quaternions $\mathbb{H}$ we get

$$n_1 = \left\{ X_v = \begin{pmatrix} 0 & v \\ -v^* & 0 \\ 0 & 0 \end{pmatrix} \mid v \in \mathbb{H}^{n-1} \right\},$$

of dimension $n_1 = 4(n-1)$,

$$n_2 = \left\{ Y_d = \begin{pmatrix} 0 & 0 & 0 \\ 0 & -d & d \\ 0 & -d & d \end{pmatrix} \mid d \in \mathbb{H}, d + d^* = 0 \right\},$$

of dimension $n_2 = 3$, and

$$M = \left\{ \begin{pmatrix} u & 0 & 0 \\ 0 & x & 0 \\ 0 & 0 & x \end{pmatrix} \mid u \in \text{Sp}(n-1), x \in \text{Sp}(1) \det(u)x^2 = 1 \right\}.$$
On \( \mathfrak{n}_1 \) we have \( \text{Ad}(m)X_v = X_{uvx^*} \), and fixing a suitable basis for \( \mathbb{H}^n \cong \mathbb{C}^{2n} \cong \mathbb{R}^{4n} \) gives a homomorphism from \( M \) to \( \text{SO}(4(n - 1)) \). On \( \mathfrak{n}_2 \) the action is given by \( \text{Ad}(m)Y_d = Y_{xdx^*} \), and choosing a suitable basis this gives a homomorphism into \( \text{SO}(3) \).

Finally, for \( G = FII \) we have that \( \mathfrak{n}_1 \) is eight dimensional and \( \mathfrak{n}_2 \) is seven dimensional. The smallest irreducible representation of \( M = \text{Spin}(7) \) is the orthogonal representation which is seven dimensional and the only eight dimensional irreducible representation is the spin representation. Let \( t \) denote a maximal commutative subspace of \( \mathfrak{m} \) so that \( \mathfrak{h} = t \oplus \mathfrak{a} \) is a Cartan algebra for \( g \). Since the root spaces for \( \mathfrak{h} \) are one dimensional, any subspace of \( \mathfrak{n}_j \) on which \( \text{ad}(t) \) acts trivially is at most one dimensional. Consequently, the action of \( \text{ad}(m) \) is not trivial on \( \mathfrak{n}_1 \) and \( \mathfrak{n}_2 \), and hence the restriction of \( \text{Ad}(M) \) to \( \mathfrak{n}_2 \) gives the orthogonal representation and the restriction to \( \mathfrak{n}_1 \) is either the spin representation or a direct sum of the orthogonal and trivial representation. Finally, we note that the latter cannot hold, as it would imply that the center of \( M \) acts trivially on \( \mathfrak{n} \). □

Remark 3.2. For the unitary and symplectic groups the homomorphism \( \iota_1 : M \to \text{SO}(n_1) \) is not the standard inclusion \( \text{U}(n) \subset \text{SO}(2n) \) (respectively, \( \text{Sp}(n - 1) \subset \text{SO}(4(n - 1)) \)). In particular, when \( n = 2 \) this homomorphism has a nontrivial kernel. The homomorphism \( \iota_2 \) is trivial for the unitary group and factors through the natural isomorphism \( \text{Sp}(1) \cong \text{SO}(3) \) for the symplectic group.

Corollary 3.1. The Weyl discriminant can be factored as

\[
D(\gamma) = |\det(e^{\ell_1/2}I_{n_1} - e^{\ell_2/2}\iota_1(m_\gamma))||\det(e^{\ell_1}I_{n_2} - e^{\ell_2}\iota_2(m_\gamma))|.
\]

3.2. Representations of the orthogonal groups. Next, we want to expand each of these determinants as a linear combination of irreducible characters. To do this we recall some facts about the representation theory of the orthogonal groups that we will need. We refer to [Kn02, Chapter V] for background and more details on representation theory of compact groups.

The irreducible representations of the orthogonal group are parameterized by their highest weights: When \( n = 2m \) the possible highest weights are

\[
\hat{\mathfrak{so}}(2m) = \{ \sum_j a_j e_j : a_1 \geq \ldots \geq a_{n-1} \geq |a_n|, a_i - a_j \in \mathbb{Z}, 2a_j \in \mathbb{Z} \},
\]

and when \( n = 2m + 1 \) they are

\[
\hat{\mathfrak{so}}(2m + 1) = \{ \sum_j a_j e_j : a_1 \geq \ldots \geq a_n \geq 0, a_i - a_j \in \mathbb{Z}, 2a_j \in \mathbb{Z} \}.
\]

There is a one-to-one correspondence between these highest weights and the irreducible representations of the simply connected Lie group \( \text{Spin}(n) \); a representation of \( \text{Spin}(n) \) factors through a representation of \( \text{SO}(n) \) if and only if all the coefficients are integral.

For any \( \theta \in (\mathbb{Z}/2\pi \mathbb{Z})^m \) let

\[
u_\theta = \begin{pmatrix} R(\theta_1) \\ \vdots \\ R(\theta_m) \end{pmatrix} \in \text{SO}(2m),
\]
with \( R(\theta_j) = \begin{pmatrix} \cos(\theta_j) & -\sin(\theta_j) \\ \sin(\theta_j) & \cos(\theta_j) \end{pmatrix} \). When \( n = 2m \) is even, the map \( \theta \mapsto u_\theta \) is an isomorphism of \( \mathbb{Z}/2\pi\mathbb{Z}^m \) with the maximal torus of \( \text{SO}(2m) \). When \( n = 2m + 1 \) is odd this isomorphism is given by \( \theta \mapsto \tilde{u}_\theta = \begin{pmatrix} u_\theta & 0 \\ 0 & 1 \end{pmatrix} \).

For any weight \( \lambda \), let \( \chi_\lambda \) denote the character of the irreducible representation of highest weight \( \lambda \) (that we may think of as a function on \( \mathbb{Z}/2\pi\mathbb{Z}^m \) by restriction to the maximal torus). We recall the Weyl character formula

\[
\chi_\lambda(\theta) = \frac{1}{D(\theta)} \sum_{w \in W} \text{sgn}(w) \xi_w(\lambda + \delta)(\theta),
\]

where \( \xi_\lambda(\theta) = \exp(i \sum_j a_j \theta_j) \), \( W \) is the Weyl group of \( \text{SO}(n) \), \( D \) is the Weyl discriminant of \( \text{SO}(n) \) given by

\[
D(\theta) = \xi_\delta(\theta) \prod_{\alpha \in \Delta^+} (1 - \xi_{-\alpha}(\theta)) = \sum_{w \in W} \text{sgn}(w) \xi_w(\theta),
\]

and \( \delta = \frac{1}{2} \sum_{\alpha \in \Delta^+} \alpha \) is half the sum of the positive roots.

For any fixed \( \ell \in \mathbb{R} \) consider the function

\[
F_\ell(\ell, \cdot) : \text{SO}(n) \to \mathbb{R}, \quad F(\ell, u) = |\det(e^{-\ell/2}I_n - e^{\ell/2}u)|.
\]

This is clearly a class function on \( \text{SO}(n) \) and we can write it as a linear combination of irreducible characters.

**Proposition 3.2.** When \( n = 2m + 1 \) is odd

\[
F_n(\ell, u) = 2 \sinh(\frac{\ell}{2}) \sum_{q=0}^{m} (-1)^q \left( \sum_{k=q-m}^{m-q} e^{k\ell} \right) \chi_{\tau_q}(u),
\]

where \( \tau_q \) denotes the irreducible representation of \( \text{SO}(2m + 1) \) of highest weight \( e_1 + \ldots + e_q \).

When \( n = 2m \) is even

\[
F_n(\ell, u) = \sum_{q=0}^{m} (-1)^q (e^{(m-q)\ell} + e^{(q-m)\ell}) \chi_{\sigma_q}(u)
\]

\[
= \sum_{q=0}^{m} (-1)^q \left( \sum_{k=q-m}^{m-q} e^{k\ell} \right) \chi_{\tau_q}(u),
\]

where \( \sigma_q \), \( 0 \leq q < m \) denotes the irreducible representation of \( \text{SO}(2m) \) of highest weight \( e_1 + \ldots + e_q \), \( \sigma_m = \sigma_m^+ \oplus \sigma_m^- \) with \( \sigma_m^\pm \) of highest weight \( e_1 + \ldots + e_{m-1} \pm e_m \). In the second line, \( \chi_\tau \) is evaluated at \( u \in \text{SO}(2m) \) via the natural inclusion of \( \text{SO}(2m) \subseteq \text{SO}(2m + 1) \).

**Proof.** We first treat the even case. Evaluating \( F_{2m}(\ell, \cdot) \) at \( u_\theta \) we get

\[
F_{2m}(\ell, u_\theta) = |\det(e^{-\ell/2}I_{2m} + e^{\ell/2}u_\theta)|
\]

\[
= \prod_{j=1}^{m} (2 \cosh(\ell) - 2 \cos(\theta_j))
\]

\[
= \sum_{k=0}^{m} (-1)^k (2 \cosh(\ell))^{m-k} S_{m,k}(\theta),
\]
where

\[ S_{m,k}(\theta) = \sum_{1 \leq j_1 \leq \ldots \leq j_k \leq m} \left( \prod_{i=1}^{k} 2 \cos(\theta_{j_i}) \right). \]

We can think of the functions \( S_{m,k} \) as class functions on \( \text{SO}(2m) \) and write them as a linear combination of irreducible characters. To do this, for any \( n, k \in \mathbb{N} \) with \( 2k \leq n \) we define

\[ N_0(n, k) = \# \{(j_1, \ldots, j_k) \in \{1, \ldots, n-1\}^k | j_{i+1} \geq j_i + 2\}, \]

\[ N(n,k) = \begin{cases} 1, & k = 0, \\ N_0(n, k) + N_0(n-2, k-1), & k \geq 1. \end{cases} \]

We show in Lemma 3.4 below that

\[ S_{m,k} = \sum_{j=0}^{[k/2]} (-1)^j N(m + 2j - k, j) \chi_{\sigma_{k-2j}}. \]

Plugging this in the above expression we get

\[
F_{2m}(\ell, u_\theta) = \sum_{k=0}^{m} (-1)^k (2 \cosh(\ell))^{m-k} S_{m,k} \\
= \sum_{k=0}^{m} \sum_{j=0}^{[k/2]} (-1)^{k+j} (2 \cosh(\ell))^{m-k} N(m + 2j - k, j) \chi_{\sigma_{k-2j}} \\
= (-1)^m \sum_{k=0}^{m} \left( \sum_{j=0}^{[k/2]} (-1)^{j-k} (2 \cosh(\ell))^{k-2j} N(k, j) \right) \chi_{\sigma_{m-k}}.
\]

The result now follows from the identity

\[ \sum_{j=0}^{[k/2]} (-1)^{j} (2 \cosh(\ell))^{k-2j} N(k, j) = 2 \cosh(k\ell), \]

which can be easily proved by induction from the recursion relation

\[ N(n,k) = N(n-1,k) + N(n-2,k-1), \quad \forall 1 \leq k \leq \frac{n-1}{2}, \]

together with the simple observation that \( N(2k, k) = 2 \) for all \( k \geq 1 \).

The second line of (3.5) is a consequence of the relation

\[ \chi_{\tau_k} = \begin{cases} \chi_{\sigma_0}, & k = 0, \\ \chi_{\sigma_k} + \chi_{\sigma_{k-1}}, & 1 \leq k \leq m, \end{cases} \]

which follows from the decomposition of the restriction of \( \tau_k \) to \( \text{SO}(2m) \) into irreducible representations of \( \text{SO}(2m) \).

Now for the odd case, evaluating \( F_{2m+1}(\ell, \cdot) \) on \( \tilde{u}_\theta = \begin{pmatrix} u_\theta & 0 \\ 0 & 1 \end{pmatrix} \) gives

\[ F_{2m+1}(\ell, \tilde{u}_\theta) = \left| \det(e^{-\ell/2} I_{2m+1} - e^{\ell/2} \tilde{u}_\theta) \right| \]

\[ = 2 \sinh(\ell/2) \prod_{j=1}^{m} (2 \cosh(\ell) - 2 \cos(\theta_j)) \]

\[ = 2 \sinh(\ell/2) F_{2m}(\ell, u_\theta), \]
and the result follows directly from the even case. We note that using (3.11) we can also write
\[ F_{2m+1}(\ell, \tilde{u}_q) = 2 \sinh(\ell/2) \sum_{q=0}^{m} (-1)^q (e^{(m-q)\ell} + e^{(q-m)\ell}) \chi_{\eta_q}(u), \]
with \( \eta_q \) the virtual representation of \( SO(2m+1) \) whose restriction to \( SO(2m) \) is \( \sigma_q \).

We still need to prove the identity (3.9) and the recursion (3.10).

Lemma 3.3. The combinatorial terms \( N(n, k) \) defined in (3.8) satisfy
\[ N(n, k) = N(n - 1, k) + N(n - 2, k - 1), \]
for all \( 1 \leq k \leq \frac{n-1}{2} \).

Proof. In the definition of \( N_0(n, k) \), for any choice of \( j_1 \in \{1, \ldots, n - 2k + 1\} \) there are \( N_0(n - j, k - 1) \) choices for \( j_2, \ldots, j_k \), leading to the recursion relation
\[ N_0(n, k) = \sum_{j=1}^{n-2k+1} N_0(n - j - 1, k - 1). \]
Now, for \( k = 1 \), \( N(n, 1) = n = n - 1 + 1 = N(n - 1, 1) + N(n - 2, 0) \) is trivial and for \( k \geq 2 \) substituting \( N(n, k) = N_0(n, k) + N_0(n - 1, k - 2) \) we get
\[ N(n, k) = \sum_{j=1}^{n-2k+1} N(n - j - 1, k - 1) = \sum_{j=2}^{n-2} N(j, k - 1), \]
implying that \( N(n, k) - N(n - 1, k) = N(n - 2, k - 1) \).

Lemma 3.4. The functions \( S_{m,k} \) defined in (3.6) satisfy
\[ S_{m,k} = \sum_{j=0}^{[k/2]} (-1)^j N(m + 2j - k, j) \chi_{\sigma_{k-2j}}, \]
(as class functions on \( SO(2m) \)).

Proof. To simplify notation we denote \( \chi_k = \chi_{\sigma_k} \) and \( \chi_m^\pm = \chi_{\sigma_m^\pm} \). Let \( W \) denote the Weyl group of \( SO(2m) \), which acts on the weights \( e_1, \ldots, e_m \) by permutations and even sign changes. We recall the Weyl character formula
\[ \chi_k(u) = \frac{1}{D(u)} \sum_{w \in W} \text{sgn}(w) \xi_w(\delta + e_1 + \ldots + e_k)(u), \]
where \( \xi_{e_j}(u_\theta) = e^{i \theta_j} \), \( \delta = \sum_{j=1}^{m} (m-j) e_j \) is half the sum of the positive roots, and \( D(u) = \sum_{w \in W} \text{sgn}(w) \xi_w(\delta)(u) \) denotes the Weyl discriminant of \( SO(2m) \).

We first prove the formula for \( k < m \). Let \( W^+ = \{ w \in W | \text{sgn}(w) = 1 \} \)
denote the subgroup of positive elements and observe that we can write
\[ S_{m,k} = \frac{1}{N_k} \sum_{s \in W^+} \xi_s(e_1 + \ldots + e_k), \]
where
\[ N_k = \# \{ w \in W^+ | w(e_1 + \ldots + e_k) = e_1 + \ldots + e_k \}. \]

Multiplying by the Weyl discriminant we get
\[
DS_{m,k} = \frac{1}{N_k} \sum_{w \in W} \text{sgn}(w) \xi_{\omega} \sum_{s \in W^+} \xi_s(e_1 + \ldots + e_k)
\]
\[
= \sum_{\lambda \in E_k} \sum_{w \in W} \text{sgn}(w) \xi_{\omega(\delta + \lambda)},
\]

where \( E_k = \{ \pm e_j, \ldots \pm e_j | 1 \leq j_1 < \ldots < j_k \leq m \} \). To get this last equality, for each \( \lambda \in E_k \) and \( w \in W \) we collected together the \( N_k \) elements \( s \in W^+ \) satisfying that \( s(e_1 + \ldots + e_k) = w \lambda \).

We can write any \( \lambda \in E_k \) as \( \lambda = \sum_{j=1}^{m} \mu_j e_j \) with \( \mu_j \in \{-1, 0, 1\} \) (with \( k \) nonzero entries). We note that if \( \mu_{j-1} = \mu_j + 1 \) for some \( 0 \leq j \leq m - 1 \) or \( \mu_{j+2} = \mu_j + 2 \) for some \( 0 \leq j \leq m - 2 \), then the transposition \( w_{j,j+1} \) (respectively, \( w_{j,j+2} \)) of \( e_j \) and \( e_{j+1} \) (respectively, \( e_{j+2} \)) sends \( \delta + \lambda \) to itself. This implies that for any such weight \( \lambda \) the sum \( \sum_{w \in W} \text{sgn}(w) \xi_{\omega(\delta + \lambda)} = 0 \). Consequently, the only weights \( \lambda \in E_k \) that contribute to the sum are of the form
\[
\lambda = e_1 + \ldots + e_k - 2\ell e_j_1 + e_{j_1+1} + \ldots + e_{j_\ell} + e_{j_{\ell}+1},
\]
for some \( 0 \leq \ell \leq \frac{k}{2} \) where \( j_1, \ldots, j_\ell \) satisfy
\[ k - 2\ell + 1 \leq j_1 < j_1 + 1 < j_2 < \ldots < j_\ell \leq m - 1 \]
or of the form
\[
\lambda = e_1 + \ldots + e_k - 2\ell e_j_1 + e_{j_1+1} + \ldots + e_{j_\ell} - e_{j_{\ell}+1},
\]
for some \( 0 \leq \ell \leq \frac{k}{2} \) where \( j_1, \ldots, j_\ell \) satisfy
\[ k - 2\ell + 1 \leq j_1 < j_1 + 1 < j_2 < \ldots < j_\ell = m - 1. \]

For each \( \lambda \) satisfying (3.12) or (3.13) let \( w_\lambda \) denote the composition of the transpositions \( w_{j_i,j_{i+1}} \), \( i = 1, \ldots, \ell \). We then have that \( \text{sgn}(w_\lambda) = (-1)^{\ell} \) and
\[
w_\lambda(\delta + \lambda) = \delta + e_1 + \ldots + e_k - 2\ell e_j,
\]
implying that \( \frac{1}{N} \sum_{w \in W} \xi_{\omega(\rho + \lambda)} = (-1)^{\ell} \chi_k - 2\ell \).

Now, for each \( 1 \leq \ell \leq \frac{k}{2} \) there are precisely \( N_0(m - k + 2\ell, \ell) \) weights \( \lambda \in E_k \) satisfying (3.12) and \( N_0(m - k + 2\ell - 2, \ell - 1) \) weights satisfying (3.13). We can thus conclude that for any \( k < m \)
\[
S_{m,k} = \sum_{\ell=0}^{[k/2]} (-1)^{\ell} N(m + 2\ell - k, \ell) \chi_{k - 2\ell}.
\]

For \( k = m \) we need to make small adjustments to the argument, as there is no \( w \in W \) such that \( w(e_1 + \ldots + e_m) = e_1 + \ldots + e_{m-1} - e_m \). Let \( W_0 \) denote the group of all sign changes (this is not a subgroup of the Weyl group, as we allow odd sign changes as well). We can write
\[
S_{m,m} = \sum_{s \in W_0} \xi_{s(e_1 + \ldots + e_m)};
\]
and as before
\[ DS_{m,m} = \sum_{w \in W} \text{sgn}(w) \xi_{w,\delta} \sum_{s \in W_0} \xi_{s(e_1 + \ldots + e_m)} \]
\[ = \sum_{\lambda \in E_m} \sum_{w \in W} \text{sgn}(w) \xi_{w(\delta + \lambda)}, \]
where \( E_m = \{ \pm e_1 \pm \ldots \pm e_m \} \) as before.

In this case, we get a contribution from all \( \lambda \in E_m \) satisfying (3.12) and (3.13), but also from the weight \( \lambda = e_1 + \ldots + e_{m-1} - e_m \), giving the formula
\[ S_{m,m} = \chi_m^+ + \sum_{\ell=1}^{[m/2]} (-1)^\ell N(2\ell,\ell) \chi_{m-2\ell} \]

\[ = \sum_{\ell=0}^{[m/2]} (-1)^\ell N(2\ell,\ell) \chi_{m-2\ell}. \]

\[ \square \]

3.3. The Weyl discriminant. Combining these results we get the following expression for the Weyl discriminant.

**Proposition 3.5.** The Weyl discriminant can be written as
\[ D(\gamma) = \psi(\ell_\gamma) \sum_{q=0}^{m} (-1)^q (e^{(m-q)\ell_\gamma} + e^{(q-m)\ell_\gamma}) \chi_{\eta_q}(m_\gamma), \]

with \( m = \rho - \alpha_0(G) \), \( \eta_0, \ldots, \eta_m \) virtual representations of \( M \) with \( \eta_0 \) trivial, and \( \psi(\ell) \) the weight function in (3.1).

**Proof.** We prove it separately for the orthogonal, unitary, symplectic and exceptional groups.

**Orthogonal groups:** For \( G = SO_0(n+1,1) \) we have that \( \rho = \frac{n}{2} \) and \( m = \left[ \frac{n}{2} \right] \). The formula follows immediately from Corollary 3.1 and Proposition 3.2 where \( \eta_q = \sigma_q \) when \( n = 2m \), and it is the virtual representation of \( SO(2m+1) \) whose restriction to \( SO(2m) \) is \( \sigma_q \) when \( n = 2m+1 \).

**Unitary groups:** For \( G = SU(n+1,1) \) we have \( \rho = n+1 \) and \( m = n \). Here, Corollary 3.1 implies that
\[ D(\gamma) = F_{2n}(\ell_\gamma, \iota_1(m_\gamma)) \left| 2 \sinh(\ell_\gamma) \right|, \]
with \( \iota_1 : M \to SO(2n) \) as in Proposition 3.1. The result follows from Proposition 3.2 with \( \eta_q = \sigma_q \circ \iota_1 \).

**Symplectic groups:** For \( G = Sp(n,1) \) we have that \( \rho = 2n+1 \), \( m = 2n \), and the formula in Corollary 3.1 is
\[ D(\gamma) = F_{4(n-1)}(\ell_\gamma, \iota_1(m_\gamma)) F_3(2\ell_\gamma, \iota_2(m_\gamma)), \]
where \( \iota_1 : M \to SO(4n-4) \) and \( \iota_2 : M \to SO(3) \) are as in Proposition 3.1. Let \( \sigma_0, \ldots, \sigma_{2n-2} \) and \( \tau_0, \tau_1 \) denote the representations of \( SO(4n-4) \) and \( SO(3) \).
appearing in (3.5) and (3.4). Consider the representations of $M = \operatorname{Sp}(n-1)$ given by $\tilde{\sigma}_q = \sigma_q \circ \iota_1$ and $\tilde{\tau}_q = \tau_q \circ \iota_2$. Using the expansions (3.1) and (3.5) for $F_3(2\ell, \cdot)$ and $F_4(n-1)(\ell, \cdot)$ we get

$$D(\gamma) = 2 \sinh(\ell_\gamma) \left( \sum_{q=0}^{m-2} (-1)^q (e^{(m-q)\ell_\gamma} + e^{(q-m)\ell_\gamma}) \chi_{\tilde{\sigma}_q}(m_\gamma) ight) + \sum_{q=0}^{m-2} (-1)^q (e^{(m-q)\ell_\gamma} + e^{(q-m+2)\ell_\gamma}) \chi_{\tilde{\sigma}_q}(m_\gamma)$$

$$+ \sum_{q=0}^{m-2} (-1)^q (e^{(m-2-q)\ell_\gamma} + e^{(q-m+2)\ell_\gamma}) \chi_{\tilde{\sigma}_q}(m_\gamma) - \sum_{q=0}^{m-2} (-1)^q (e^{(m-2-q)\ell_\gamma} + e^{(q-m)\ell_\gamma}) \chi_{\tilde{\sigma}_q \otimes \tilde{\tau}_1}(m_\gamma)$$

$$= 2 \sinh(\ell_\gamma) \sum_{q=0}^{m-2} (-1)^q (e^{(m-q)\ell_\gamma} + e^{(q-m)\ell_\gamma}) \chi_{\eta_q}(m_\gamma),$$

with $\eta_0$ the trivial representation and $\eta_q$ the virtual representation

$$\eta_q = \begin{cases} 
\tilde{\sigma}_1, & q = 1, \\
\tilde{\sigma}_q + \tilde{\sigma}_{q-2} \otimes \tilde{\tau}_1, & 2 \leq q < 4, \\
\tilde{\sigma}_q + \tilde{\sigma}_{q-2} + \tilde{\sigma}_{q-4} - \tilde{\sigma}_{q-2} \otimes \tilde{\tau}_1, & 4 \leq q \leq m-2, \\
2\tilde{\sigma}_{m-3} + \tilde{\sigma}_{m-5} - \tilde{\sigma}_{m-3} \otimes \tilde{\tau}_1, & q = m-1, \\
\tilde{\sigma}_{m-4} + \tilde{\sigma}_{m-2} - \tilde{\sigma}_{m-2} \otimes \tilde{\tau}_1, & q = m.
\end{cases}$$

Exceptional group: For $G = FII$ we have $\rho = 11$, $m = 10$ and we can write

$$D(\gamma) = F_8(\ell_\gamma, \iota_1(m_\gamma))F_7(2\ell_\gamma, \iota_2(m_\gamma)),$$

where $\iota_1 : M \to \operatorname{GL}_8(\mathbb{C})$ and $\iota_2 : M \to \operatorname{SO}(7)$ are the spin and orthogonal representations of $M = \operatorname{Spin}(7)$. Note that the function $F_8(\ell, \cdot)$ is actually a class function on $\operatorname{GL}_8(\mathbb{C})$, so this makes sense. However, $\iota_1(m_\gamma)$ is not in the orthogonal group, so we can’t use Proposition 3.2 directly. Nevertheless, since the weights of the spin representations are $\{s\lambda\} | s \in W_0 = \{ \pm 1 \}^3$ with $\lambda = \frac{1}{2}(e_1 + e_2 + e_3)$, we have

$$F_8(\ell, \iota_1(\cdot)) = \prod_{s \in W_0} (e^{-\ell/2} - e^{\ell/2}s\lambda)$$

$$= 2 \cosh(4\ell) - 2 \cosh(3\ell) \sum_{s \in W_0} \xi_{s\lambda} + 2 \cosh(2\ell) \sum_{\{s_1, s_2\} \subseteq W_0} \xi_{s_1 + s_2}\lambda$$

$$- 2 \cosh(\ell) \sum_{\{s_1, s_2, s_3\} \subseteq W_0} \xi_{s_1 + s_2 + s_3}\lambda + \sum_{\{s_1, \ldots, s_4\} \subseteq W_0} \xi_{s_1 + s_2 + s_3 + s_4}\lambda.$$

Using similar arguments to the ones used in the proof of Lemma 3.4 we identify each of the above sums as a linear combination of irreducible characters of $\operatorname{Spin}(7)$.
to get
\[ F_8(\ell, \ell_1(\cdot)) = 2 \cosh(4\ell) - 2 \cosh(3\ell) \chi_\lambda + 2 \cosh(2\ell)(\chi_{e_1+e_2} + \chi_{e_1} + 1) \\
- 2 \cosh(\ell)(\chi_\lambda + \chi_{\lambda+e_1}) + 2(\chi_{2e_1} + \chi_{e_1+e_2+e_3} + \chi_{e_1+e_2} + \chi_{e_1} + 1). \]

For \( F_7(2\ell_\gamma, \nu_2(m_\gamma)) \) we can use Proposition 3.2 directly to get
\[ F_7(2\ell_\gamma, \nu_2(m_\gamma)) = 2 \sinh(\ell) \sum_{q=0}^{3} \left( \sum_{k=q-3}^{3-q} e^{2k\ell_\gamma} \right) \chi_{\tau_k}(m_\gamma). \]

Multiplying the two expansions and collecting together terms with the same coefficients as we did for the symplectic groups, we get that indeed
\[ D(\gamma) = 2 \sinh(\ell_\gamma) \sum_{q=0}^{10} \left( e^{(10-q)\ell_\gamma} + e^{(q-10)\ell_\gamma} \right) \chi_{\eta_q}(m_\gamma), \]
with \( \eta_0 \) trivial and \( \eta_q, q = 1, \ldots, 10, \) appropriate virtual representations of \( M. \)

4. Proof of Theorems 2, 3 and 4

We can now use the alternating trace formula to relate the length spectrum with some combination of the representation spectrum. The remarkable point is that we can actually retrieve each one of the multiplicities \( m_{\Gamma, \eta, q} \) appearing in the formula (rather than just their combination). The key to retrieving the individual multiplicities is the fact that when dilating the functions \( \hat{g}_q(T\nu) \) they grow exponentially in \( T \) and different values of \( q \) correspond to different rates of exponential growth. Theorems 2, 3 and 4 will all follow from the following result.

**Theorem 8.** Let \( G \) be as above and \( \Gamma_1, \Gamma_2 \subseteq G \) two uniform torsion free lattices. Assume that \( D_L(\Gamma_1, \Gamma_2; T) \) satisfies
\[ D_L(\Gamma_1, \Gamma_2; T) \lesssim e^{\alpha T}, \]
for some \( \alpha \in [0, \rho) \). Then \( m_{\Gamma_1, \eta} = m_{\Gamma_2, \eta} \) for all \( q < \rho - \alpha \).

**Proof.** We retain the notation \( m = \rho - \alpha_0 \) with \( \alpha_0 \in \{0, 1/2, 1\} \) (depending on \( G \)). We note that the weight function \( \psi \) in the alternating trace formula satisfies \( \psi(\ell) \propto e^{\alpha_0 \ell} \) for large \( \ell > 0 \).

Assume by contradiction that \( m_{\Gamma_1, \eta} \neq m_{\Gamma_2, \eta} \) for some \( q < \rho - \alpha \) and let \( q_0 \) denote the smallest such \( q \). We first show that the bound 4 implies that an appropriate grouping together of the complementary series must cancel. To do this we consider the difference between the alternating trace formulas for \( \Gamma_1 \) and \( \Gamma_2 \),
\[
\frac{1}{2} \sum_{\ell \in L^{\infty}} \ell \Delta m^q(\ell) \sum_{j=1}^{\infty} \frac{g(j\ell)}{\psi(j\ell)} = \sum_{q=0}^{m} (-1)^{q+1} \Delta V \int_{\mathbb{R}} \hat{g}_q(\nu)\mu_{\eta_q}(\nu) d\nu \\
+ \sum_{q=0}^{m} (-1)^{q} \sum_{\nu_k \in \mathbb{R}} \Delta m_{\eta_q}(i\nu_k)\hat{g}_q(\nu_k) \\
+ \sum_{q=0}^{m} (-1)^{q} \sum_{\nu_k \in (0, \rho)} \Delta m_{\eta_q}(\nu_k)\hat{g}_q(i\nu_k).}
\]
We can rewrite the third sum as
\[
\sum_{q=0}^{m} (-1)^q \sum_{\nu_k \in (0, \rho)} \Delta m_{\eta_q}(\nu_k) \hat{g}_q(i\nu_k)
\]
\[
= \sum_{q=0}^{m} (-1)^q \sum_{\nu_k \in (0, \rho)} \Delta m_{\eta_q}(\nu_k)(\hat{g}(i(\nu_k + q)) + \hat{g}(i(\nu_k - q)))
\]
\[
= \sum_{x_k} \hat{g}(ix_k) \sum_{q=0}^{m} (-1)^q(\Delta m_{\eta_q}(x_k - q) + \Delta m_{\eta_q}(x_k - q))
\]
\[
= \sum_{x_k} \hat{g}(ix_k)C(x_k),
\]
where
\[
C(x) = \sum_{q=0}^{m} (-1)^q(\Delta m_{\eta_q}(x - q) + \Delta m_{\eta_q}(x - q)).
\]

Note that \(C(x) \neq 0\) only on a finite (possibly empty) set which is contained in \((-m, \rho + m)\). We show that in fact \(C(x) = 0\) for all \(|x| > m - q_0\). Otherwise, let \(x_0 \in (-m, \rho + m)\) with \(|x_0| > m - q_0\) be such that \(C(x_0) \neq 0\) and that \(C(x) = 0\) for all \(|x| > |x_0|\) (we can find such a point as \(C(x) \neq 0\) on a finite set).

Since we assume that \(q_0 < m + \alpha_0 - \alpha\) and that \(|x_0| > m - q_0\), we get that \(\alpha - |x_0| < \alpha_0\) and we can find some \(c \in [0, 1)\) such that \(\alpha - |x_0| < \alpha_c < \alpha_0\) (where \(c = 0\) iff \(\alpha_0 = 0\)). We now estimate the two sides of the alternating trace formula with the test function
\[
g_T(\ell) = \frac{x_0 \hat{g}(ix_0)}{\sinh(Tx_0)}(g * 1_{cT,T})(\ell),
\]
where \(1_{cT,T}\) denotes the indicator function of \([-T, -cT] \cup [cT, T]\).

Using the fact that \(|g_T(\ell)| \leq e^{-T|x_0|}\) for \(\ell \in [cT - 1, T + 1]\) and \(g_T(\ell) = 0\) for \(\ell \notin [cT - 1, T + 1]\), we can bound the left hand side of the trace formula by some constant times
\[
e^{-T|x_0|} \sum_{\ell \leq T} |\Delta m^0(\ell)| \sum_{k=0}^{T/\ell} e^{-\alpha_0 k \ell} \lesssim e^{-T(|x_0| + \alpha_0 c)} \sum_{\ell \leq T} |\Delta m^0(\ell)| \lesssim e^{-T(|x_0| + \alpha_0 c - \alpha)},
\]
which goes to zero as \(T \to \infty\).

For the right side of the trace formula, for any \(\nu \in \mathbb{R}\) we can bound
\[
|\hat{g}_{T,q}(\nu)| \lesssim T e^{T(m-q-|x_0|)}|\hat{g}_q(\nu)|,
\]
implying that for all \(q \geq q_0\) as \(T \to \infty\),
\[
\sum_{\nu_k \in \mathbb{R}} |\Delta m_{\eta_q}(i\nu_k)||\hat{g}_{T,q}(\nu_k)| \to 0.
\]
If \(q_0 > 0\), then the minimality of \(q_0\) implies that \(\Delta m_{\eta_0} = 0\), and since \(\eta_0 = 1\) is the trivial representation we get that \(\Delta V = 0\) (e.g., from Weyl’s law). In the case when \(q_0 = 0\), then \(m - |x_0| < 0\) and the bound \(|\hat{g}_{T,q}(\nu)| \lesssim T e^{T(m-|x_0|)}|\hat{g}_q(\nu)|\) implies that \(\int_{\mathbb{R}} \hat{g}_{T,q}(\nu) \mu_q(\nu) d\nu \to 0\). Consequently, the only part of the right hand side of the formula that does not vanish in the limit is the finite sum \(\sum_{|x_k| \leq |x_0|} \hat{g}_T(ix_k)C(x_k)\)
which converges to \( C(x_0) \). Since the left hand side of the formula goes to zero we get that \( C(x_0) = 0 \) in contradiction.

Next we show that \( \Delta m_{\sigma_0}(iv) = 0 \) for \( \nu \in \mathbb{R} \). To do this we fix \( \nu_0 \in (0, \infty) \) and estimate both sides of the alternating trace formula with the test function

\[
g_T(\ell) = \frac{g(\frac{\ell}{T}) \cos(\nu_0)}{T \hat{g}(iT(m - q_0))},
\]

where \( g \in C^\infty(\mathbb{R}) \) is even and supported on \((-1, -c) \cup (c, 1)\) with \( c \in [0, 1) \) satisfying that \( q_0 - m + \alpha < c\alpha_0 < \alpha_0 \) (again \( c = 0 \) iff \( \alpha_0 = 0 \)). We note that since \( g \) is supported on \((-1, -c) \cup (c, 1)\) we can estimate

\[
e^{c'T} \lesssim \hat{g}(iT) \lesssim e^T
\]

for any \( c < c' < 1 \).

For the left hand side, using (4.1) together with the bound

\[
|g_T(\ell)| \lesssim \frac{|g(\frac{\ell}{T})|}{T \hat{g}(iT(m - q_0))} \lesssim e^{-T(m - q_0)c'},
\]

for any \( c' \in (c, 1) \) and the fact that \( g(\ell) = 0 \) for \( \ell \in (-c, c) \), the same argument as above gives a bound of \( O(e^{-T(m - q_0)c' + \alpha_0 - \alpha}) \). Since \( q_0 < m - \alpha + \alpha_0 \) we can choose \( c' \) sufficiently close to one to ensure that the left hand side goes to zero as \( T \to \infty \).

Next we estimate the right hand side. For \( x \in (-m, \rho + m) \), if \( |x| < m - q_0 \), then

\[
g_T(ix) = \frac{\hat{g}(T(ix + \nu_0)) + \hat{g}(T(ix - \nu_0))}{\hat{g}(iT(m - q_0))} \lesssim e^{T|x| - c'(m - q_0)} \to 0,
\]

and if \( |x| = m - q_0 \), then

\[
g_T(ix) = \frac{\hat{g}(T(i(m - q_0) + \nu_0)) + \hat{g}(T(i(m - q) - \nu_0))}{\hat{g}(iT(m - q_0))} \lesssim \frac{1}{T\nu_0} \to 0.
\]

Since we already showed that \( C(x) = 0 \) for \( |x| > m - q_0 \) we get that the contribution of the complementary series \( \sum g_T(ix_k)C(x_k) \to 0 \) as \( T \to \infty \).

For \( \nu \in \mathbb{R} \) we can estimate \( |\hat{g}_{T,q}(\nu)| \leq N e^{-T(\nu - \nu_0)} \) for all \( q \geq 0 \), while if \( \nu = \nu_0 \), then \( \hat{g}_{T,q}(\nu_0) \to 1 \) as \( T \to \infty \). Consequently, the right hand side of the trace formula converges to \((-1)^{q_0} \Delta m_{\sigma_0}(iv_0) \), and comparing to the left hand side we conclude that \( \Delta m_{\sigma_0}(iv_0) = 0 \).

We have thus shown that \( \Delta m_{\sigma_0}(iv) = 0 \) for all \( \nu \in \mathbb{R} \setminus \{0\} \). Consequently, Theorem [4] implies that \( \Delta L_{\sigma_0} = 0 \), and hence \( \Delta m_{\sigma_0}(\nu) = 0 \) also for \( \nu \in [0, \rho] \). \( \square \)

4.1. **Proof of Theorem [2]** Assume that \( D_{\Gamma_1, \Gamma_2; T} \lesssim e^{\alpha T} \), with \( 0 \leq \alpha < \rho \).

Then Theorem [4] implies that \( m_{\Gamma_1, q_0} = m_{\Gamma_2, q_0} \). But \( \eta_0 \) is the trivial representation of \( M \), and hence \( m_{\Gamma_1, (\pi_1, \nu)} = m_{\Gamma_2, (\pi_1, \nu)} \) for all \( \nu \in (0, \rho) \cup i\mathbb{R} \).

4.2. **Proof of Theorem [3]** When \( G/K \) is not an odd dimensional real hyperbolic space, the threshold \( \alpha_0 > 0 \). Assume that

\[
\sum_{\ell \leq T} |\Delta L^\alpha(\ell)| \lesssim e^{\alpha T},
\]

with \( 0 < \alpha < \alpha_0 \). Then Theorem [4] implies that \( m_{\Gamma_1, q_0} = m_{\Gamma_2, q_0} \) for \( q = 0, \ldots, m \).

Since these are all the representations appearing in the alternatingtrace formula,
we get that for any even test function $g \in C^\infty_c(\mathbb{R})$,
\[
\sum_{\ell \in \mathbb{L}^\infty} \ell \Delta m^\sigma(\ell) \sum_{j=1}^{\infty} \frac{g(j\ell)}{\psi(j\ell)} = 0.
\]

But this can only happen if $\Delta m^\sigma(\ell) = 0$ for all $\ell \in \mathbb{R}$ (otherwise, taking $g$ supported around the smallest $\ell$ where $\Delta m^\sigma(\ell) \neq 0$ will give a contradiction).

4.3. Proof of Theorem 4. Let $G = \text{SO}_0(2m + 1, 1)$ and $\Gamma_1, \Gamma_2 \subseteq G$ be two uniform torsion free lattices. Assume that $m^\sigma_1(\ell) = m^\sigma_2(\ell)$ for all $\ell \in \mathbb{R}$ except perhaps a finite set $\{\ell_1, \ldots, \ell_k\}$. We thus have that $D_L(\Gamma_1, \Gamma_2; T) = O(1)$ and Theorem 8 implies that $\Delta m_{\sigma_m}(\nu) = 0$ for $0 \leq \nu \leq m - 1$. This also implies that $\text{vol}(\Gamma_1 \setminus G) = \text{vol}(\Gamma_2 \setminus G)$, and hence the alternating trace formula takes the form

\[(4.2) \quad \frac{1}{2} \sum_{j=1}^{k} \ell_j \Delta m^\sigma(\ell_j) \sum_{q=1}^{\infty} g(q\ell_j) = (-1)^m \sum_{\nu \in S_{\sigma_m}} \Delta m_{\sigma_m}(\nu) \hat{g}(i\nu).
\]

Using Poisson summation, for each fixed $\ell_j$ we can substitute
\[
\sum_{q=1}^{\infty} g(q\ell_j) = \frac{1}{2} \left( \sum_{q \in \mathbb{Z}} g(q\ell_j) - g(0) \right)
\]
\[
= \frac{1}{2} \left( \sum_{q \in \mathbb{Z}} \hat{g}(2\pi q/\ell_j) \frac{2\pi q}{\ell_j} - g(0) \right)
\]
\[
= \sum_{q=0}^{\infty} \hat{g}(2\pi q/\ell_j) \frac{2\pi q}{\ell_j} - \frac{g(0)}{2}.
\]

Plugging this back into (4.2) and replacing $g(0) = 2 \int_0^{\infty} \hat{g}(\nu) d\nu$ we get
\[
\frac{1}{2} \sum_{j=1}^{k} \sum_{q=0}^{\infty} \Delta m^\sigma(\ell_j) \hat{g}(2\pi q/\ell_j) - \frac{1}{2} \left( \sum_{j=1}^{k} \ell_j \Delta m^\sigma(\ell_j) \right) \int_0^{\infty} \hat{g}(\nu) d\nu
\]
\[
= (-1)^m \sum_{\nu \in S_{\sigma_m}} \Delta m_{\sigma_m}(\nu) \hat{g}(i\nu).
\]

This holds for any even holomorphic function $\hat{g}$ of uniform exponential type. Since these test functions are dense in $C[0, \infty)$ we get an equality of the corresponding measures
\[
\sum_{j=1}^{k} \sum_{q=0}^{\infty} \Delta m^\sigma(\ell_j) \delta(x - 2\pi q/\ell_j) - \left( \sum_{j=1}^{k} \ell_j \Delta m^\sigma(\ell_j) \right) d\nu
\]
\[
= (-1)^m \sum_{\nu \in S_{\sigma_m}} 2\Delta m_{\sigma_m}(\nu) \delta(x - i\nu).
\]

Since there is no continuous measure on the right hand side we must have that $\sum_{j=1}^{k} \ell_j \Delta m^\sigma(\ell_j) = 0$ so that $\{\ell_1, \ldots, \ell_k\}$ are indeed linearly dependent over $\mathbb{Q}$.

Moreover, this formula gives additional information on the spectral parameters having different multiplicities. Specifically, we get that $\Delta m_{\sigma_m}(\nu) \neq 0$ only when
\[ \nu \in i\mathbb{R}^+ \text{ satisfies } e^{i\nu \ell_j} = 1 \text{ for some } j = 1, \ldots, k \text{ (that is, when } i\nu = \frac{2\pi a}{\ell_j} \text{) in which case} \]

\[ 2\Delta m_{\sigma_m}(\nu) = (-1)^m \sum_{j=1}^k \Delta m^o(\ell_j). \]

5. Spaces with similar length spectrum

In order to prove Theorem 5 (which excludes the possibility of a positive density threshold in Theorem 2) we need to find pairs of lattices for which the length spectrum is as similar as possible. To do this, we borrow the examples constructed by Leininger, McReynolds, Neumann, and Reid \cite{LMNR} of non-isospectral manifolds having the same length sets. Their construction is based on a modification of the Sunada method \cite{Su85} for constructing nonisometric manifolds having the same length spectrum. We start by recalling the Sunada method and in particular his formula for multiplicities of the length spectrum of a finite cover.

5.1. Splitting of primitive geodesics in covers. Let \( M = \Gamma \backslash \mathcal{H} \) be as above, let \( \Gamma_0 \subseteq \Gamma \) denote a finite index subgroup and let \( M_0 \to M \) be the corresponding finite cover. We recall the analogy between the splitting of prime ideals in number field extensions and splitting of primitive geodesics in finite covers.

Let \( p \) denote a primitive conjugacy class in \( \Gamma \) (corresponding to a primitive geodesic in \( M \)). We say that a primitive conjugacy class \( \mathcal{P} \) in \( \Gamma_0 \) lies above \( p \) (denoted by \( \mathcal{P} \mid p \)) if there is some \( \gamma \in p \) and a natural number \( f \) such that \( q = [\gamma^f]_{\Gamma_0} \). We call \( f \) the degree of \( \mathcal{P} \) and denote \( f = \text{deg}(\mathcal{P}) \) (this does not depend on the choice of representative \( \gamma \in p \)). We note that if \( \mathcal{P}_1, \ldots, \mathcal{P}_r \) are all the primitive classes above \( p \), then \( \sum_{j=1}^r f_j = [\Gamma : \Gamma_0] \).

Assume further that \( \Gamma_0 \) is normal in \( \Gamma \). Let \( \mathcal{P}_1, \ldots, \mathcal{P}_r \) denote all the primitive conjugacy classes in \( \Gamma_0 \) lying above \( p \). Then the group \( A = \Gamma/\Gamma_0 \) acts naturally on \( \{ \mathcal{P}_1, \ldots, \mathcal{P}_r \} \) by permutation. To any class \( \mathcal{P} \mid p \) we attach an element \( \sigma_{\mathcal{P}} \in A \) which generates the stabilizer of \( \mathcal{P} \) in \( A \) (specifically, if \( \mathcal{P} = [\gamma^f]_{\Gamma_0} \) for some \( \gamma \in p \), then \( \sigma_{\mathcal{P}} \) is the class of \( \gamma \) in \( A = \Gamma/\Gamma_0 \)). We note that the conjugacy class of \( \sigma_{\mathcal{P}} \) in \( A \) depends only on \( p \) and we denote it by \( \sigma_p \).

The analogy with splitting prime ideals in extensions of number fields is evident from our choice of notation: primitive classes correspond to prime ideals, (normal) covers to (normal) field extensions, and the element \( \sigma_{\mathcal{P}} \) and class \( \sigma_p \) to the Frobenius element and Frobenius class in the Galois group.

5.2. The Sunada construction. We recall the general setup for the Sunada construction. Let \( M = \Gamma \backslash \mathcal{H} \) as above, let \( \Gamma_0 \subset \Gamma \) denote a finite index normal subgroup and let \( A = \Gamma/\Gamma_0 \). Let \( B \subset A \) denote a subgroup and let \( \Gamma_0 \subset \Gamma_B \subset \Gamma \) such that \( \Gamma_B/\Gamma_0 = B \). Fix a primitive class \( p \) in \( \Gamma \) and a class \( \mathcal{P} \mid p \) in \( \Gamma_0 \). Let \( q_1, \ldots, q_r \) denote all the classes in \( \Gamma_B \) above \( p \) and let \( f_j = \text{deg}(q_j) \).

The length spectrum for \( \Gamma_B \) can be recovered from information on \( \Gamma \) and the data on the splitting degrees as follows:

\[ m_{\Gamma_B}^o(\ell) = \sum_{d=1}^n \sum_{\ell_p = \ell/d} A_B(p, d), \]
where \( n = [\Gamma : \Gamma_0] \), the second sum is over all primitive classes in \( \Gamma \) of length \( \ell/d \) and
\[
A_B(p, d) = \# \{q : \deg(q) = d \text{ and } q|p\}
\]
encodes the splitting type of \( p \).

The information on the splitting type encoded in \( A_B(p, d) \) can be recovered from information on the finite groups \( A \) and \( B \). To do this, let \( \chi_B \) denote the character of the representation of \( A \) given by the action of \( A \) on co-sets in \( A/B \), that is,
\[
\chi_B(a) = \frac{|Z_A(a)|([a] \cap B)|}{|B|} = \frac{|[a] \cap B|}{|[a] \cap A|}[A : B],
\]
where \([a]\) denotes the conjugacy class of \( a \) in \( A \). We then have that (see \[Su85\] Proof of Theorem 2)
\[
\chi_B(\sigma_p^m) = \sum_{f_j|m} f_j = \sum_{d|m} dA_B(p, d),
\]
and using Möbius inversion we get
\[
A_B(p, m) = \frac{1}{m} \sum_{d|m} \mu(m/d)\chi_B(\sigma_p^d),
\]
where \( \mu(m) \) is the Möbius function.

Since the value of \( \chi_B(a) \) is determined by \([a] \cap B\), we see that if \( B_1, B_2 \subseteq A \) satisfy that \([a] \cap B_1 \neq 0\) if and only if \([a] \cap B_2 \neq 0\) for any \( a \in A \), then \( \Gamma_{B_1} \) and \( \Gamma_{B_2} \) are length equivalent. In fact, this condition implies that the two spaces are also representation equivalent (see \[Su85\]).

5.3. Lattices with the same length sets. Leininger, McReynolds, Neumann, and Reid showed in \[LMNR\] that, in the same setup, if we assume the weaker condition that \([a] \cap B_1 \neq 0\) if and only if \([a] \cap B_2 \neq 0\) for any \( a \in A \), then \( \Gamma_{B_1} \) and \( \Gamma_{B_2} \) have the same length sets. Moreover, under additional assumptions on the groups \( A, B_1, B_2 \) (see \[LMNR\] Definition 2.2) one can guarantee that the primitive length sets are the same. In the same paper they constructed explicit examples of triples \( B_1, B_2 \subseteq A \) satisfying these conditions and showed that these groups can be realized as quotients of lattices in any of the rank one groups.

We briefly recall their examples. Let \( p \in \mathbb{Z} \) denote a prime number and assume that it is inert in the imaginary quadratic extension \( K = \mathbb{Q}(i) \). In this case we have that the ideal \((p) = p\mathcal{O}\) is a prime ideal in \( \mathcal{O} = \mathbb{Z}[i] \) and the quotient \( \mathcal{O}/p\mathcal{O} = \mathbb{F}_q \) is the finite field with \( q = p^2 \) elements. We then have the following inclusion of exact sequences:
\[
1 \to V_p \to \text{PSL}_2(\mathbb{Z}/p^2\mathbb{Z}) \to \text{PSL}_2(\mathbb{F}_p) \to 1 \\downarrow \downarrow \downarrow \downarrow
1 \to V_q \to \text{PSL}_2(\mathcal{O}/p^2\mathcal{O}) \to \text{PSL}_2(\mathbb{F}_q) \to 1,
\]
where \( V_p \cong \text{sl}_2(\mathbb{F}_p) = \{X \in \text{Mat}_2(\mathbb{F}_p)|\text{Tr}(X) = 0\} \) via \( \text{sl}_2(\mathbb{F}_p) \ni X \mapsto I + pX \in V_p \),
and similarly \( V_q \cong \text{sl}_2(\mathbb{F}_q) \). Inside \( \text{sl}_2(\mathbb{F}_p) \cong \mathbb{F}_p^3 \), we have the plane
\[
R^+(\mathbb{F}_p) = \{(-x, y, -x) \in \text{sl}_2(\mathbb{F}_p)|x, y \in \mathbb{F}_p\}.
\]
As shown in \[LMNR\], in any rank one group \( G \) there is a uniform lattice \( \Gamma \) that surjects onto \( A = \text{PSL}_2(\mathcal{O}/p^2\mathcal{O}) \) for infinitely many values of \( p \). In this case, the
lattices \( \Gamma_{B_1} \) and \( \Gamma_{B_2} \), corresponding to \( B_1 = V_p \) and \( B_2 = \{ I + pX | X \in R^\perp(\mathbb{F}_p) \} \), have the same primitive length sets. We now take a closer look at this example and analyze the difference between the multiplicities.

5.4. **Computing the splitting types.** Let \( G \) be a rank one group and \( \Gamma \) a uniform lattice, as in the construction of [LMNR], satisfying that there is a surjection

\[
\varphi : \Gamma \to A = \text{PSL}_2(\mathbb{O}/p^2\mathcal{O}).
\]

Consider the following finite index subgroup: \( \Gamma_0 = \ker(\varphi) \), \( \Gamma_{V_q} = \varphi^{-1}(V_q) \) and \( \Gamma_j = \varphi^{-1}(B_j) \), \( j = 1, 2 \), where \( B_1 = V_p = \{ I + pX | X \in \text{sl}_2(\mathbb{F}_p) \} \) and \( B_2 = \{ I + pX | X \in R^\perp(\mathbb{F}_p) \} \) as above. We note that \( \Gamma_{V_q} \) and \( \Gamma_0 \) are both normal subgroups of \( \Gamma \).

To obtain the splitting types of primitive classes \( \mathfrak{p} \) in \( \Gamma \) we need to count how many elements lie in the intersection of each conjugacy class with each of the above subgroups. Since \( V_q \) is normal in \( \text{PSL}_2(\mathbb{O}/p^2\mathcal{O}) \) a conjugacy class intersects \( V_q \) if and only if it is contained there. Furthermore, since \( V_q \) is commutative, the action of \( \text{PSL}_2(\mathbb{O}/p^2\mathcal{O}) \) on \( V_q \) by conjugation factors through the quotient \( \text{PSL}_2(\mathbb{F}_q) \). The following lemma describes the \( \text{PSL}_2(\mathbb{F}_q) \) conjugacy classes in \( V_q = \text{sl}_2(\mathbb{F}_q) \).

**Lemma 5.1 (LMNR Lemma 4.2).** For each \( Q \in \mathbb{F}_q^* \) the set

\[
C_Q(\mathbb{F}_q) = \{ X \in \text{sl}_2(\mathbb{F}_q) | \det(X) = -Q \}
\]

is a conjugacy class. In addition to these classes and the trivial class there are two nilpotent classes with representatives \(( \begin{smallmatrix} 0 & 0 \\ 0 & 0 \end{smallmatrix} \) and \(( \begin{smallmatrix} 0 & \varepsilon \\ 0 & 0 \end{smallmatrix} \) with \( \varepsilon \in \mathbb{F}_q^* \) not a square.

Moreover, for any \( X \in \text{sl}_2(\mathbb{F}_q) \) the size of its conjugacy class is given by

\[
|[X]| = \begin{cases} 
1, & \text{if } X = 0, \\
q(q+1), & X \in C_Q, \ Q \in (\mathbb{F}_q^*)^2, \\
q(q-1), & X \in C_Q, \ Q \in (\mathbb{F}_q^*)^2, \\
\frac{q^2-1}{2}, & X \text{ is nilpotent}.
\end{cases}
\]

We now compute the size of the intersection of each of these classes with \( V_p \cong \text{sl}_2(\mathbb{F}_p) \) and \( R^\perp(\mathbb{F}_p) \).

**Lemma 5.2.** For any \( X \in \text{sl}_2(\mathbb{F}_q) \) we have

\[
|[X] \cap \text{sl}_2(\mathbb{F}_p)| = \begin{cases} 
0, & X \in C_Q(\mathbb{F}_q), \ Q \in (\mathbb{F}_q^*)^2, \\
1, & X = 0, \\
p(p+1), & X \in C_Q(\mathbb{F}_q), \ Q \in (\mathbb{F}_p^*)^2, \\
p(p-1), & X \in C_Q(\mathbb{F}_q), \ Q \in (\mathbb{F}_p^*)^2, \\
\frac{p^2-1}{2}, & X \text{ is nilpotent}
\end{cases}
\]

\[
|[X] \cap R^\perp(\mathbb{F}_p)| = \begin{cases} 
0, & X \in C_Q(\mathbb{F}_q), \ Q \in (\mathbb{F}_q^*)^2, \\
1, & X = 0, \\
p-1, & \text{otherwise}.
\end{cases}
\]

**Proof.** The first part follows from the previous lemma together with the observation that \( C_Q(\mathbb{F}_q) \cap \text{sl}_2(\mathbb{F}_p) = C_Q(\mathbb{F}_p) \) and that the intersection of a nilpotent conjugacy class with \( \text{sl}_2(\mathbb{F}_p) \) is the corresponding \( \text{SL}_2(\mathbb{F}_p) \) conjugacy class.

For the second part, note that

\[
C_Q(\mathbb{F}_q) \cap R^\perp(\mathbb{F}_p) = \{ (x, y) \in \mathbb{F}_p^2 | x^2 - y^2 = Q \},
\]
which is of size \( p - 1 \) for any \( Q \in \mathbb{F}_p^* \). The only nontrivial elements in \( R^\perp \) not yet accounted for are the ones with zero determinant. There are \( 2(p-1) \) such elements, and since \( X \) is conjugated to \( (0 \ 0 \ 0) \) if and only if \( \varepsilon X \) is conjugated to \( (0 \ 0 \ 0) \), we have exactly \( p - 1 \) elements in each of the remaining two conjugacy classes. \( \square \)

Fix a primitive conjugacy class \( p \) in \( \Gamma \), a primitive class \( \mathfrak{g} \) in \( \Gamma_0 \) above \( p \), and let \( \sigma_{\mathfrak{g}} \in A \) denote the "Frobenius" element. (That is, \( \sigma_{\mathfrak{g}} = \varphi(\gamma) \) for \( \gamma \in \mathfrak{g} \) satisfying that \( [\gamma, \mathfrak{g}_*] \) \( \Gamma_0 = \mathfrak{g} \).) Since \( \Gamma_V \) is normal in \( \Gamma \), there is a natural number \( d_0 = d_0(p) \) such that any \( \gamma \in \mathfrak{g} \) satisfies that \( \gamma^{d_0} \) is primitive in \( \Gamma_V \). Consequently, we have that \( \sigma_{\mathfrak{g}}^{d_0} \in V_q \) if and only if \( d_0 \mid d \) and that \( A_{V_q}(p, d) = \frac{|A|}{|\mathfrak{g}|} \delta_{d, d_0} \). We now compute the splitting types for \( B_1 \) and \( B_2 \).

Lemma 5.3. For \( j = 1, 2 \), if \( \sigma_{\mathfrak{g}}^{d_0} = 1 \), then \( A_{B_j}(p, d) = \frac{|A|}{d_0|B_j|} \delta_{d, d_0} \). Otherwise

\[
A_{B_j}(p, d) = \frac{\chi_{B_j}(\sigma_p^{d_0})}{d_0} \delta_{d, d_0} + \frac{\left( \frac{|A|}{|B_j|} - \chi_{B_j}(\sigma_p^{d_0}) \right)}{pd_0} \delta_{d, pd_0}.
\]

Proof. Since \( \sigma_p^{d_0} \in V_q \) if and only if \( d_0 \mid d \) we get that \( \chi_{B_j}(\sigma_p^{d_0}) = 0 \) unless \( d = kd_0 \) for some \( k \in \mathbb{N} \), and hence \( A_{B_j}(p, d) = 0 \) unless \( d = md_0 \) for all \( m \in \mathbb{N} \).

If \( \sigma^{d_0} = 1 \), then \( \sigma^{kd_0} = 1 \) for all \( k \in \mathbb{N} \), and hence \( \chi_{B_j}(\sigma^{kd_0}) = \frac{|A|}{|B_j|} \) for all \( k \in \mathbb{N} \). Using [5.4] we get that in this case

\[
A_{B_j}(p, md_0) = \frac{1}{md_0} \sum_{k|m} \mu\left( \frac{m}{k} \right) \chi_{B_j}(\sigma_{\mathfrak{g}}^{kd_0}) = \frac{|A|}{d_0|B_j|} \delta_{m, 1}.
\]

When \( \sigma_{\mathfrak{g}}^{d_0} \neq 1 \) we write \( \sigma_{\mathfrak{g}}^{d_0} = I + pX_0 \) with \( X_0 \in \text{sl}_2(\mathbb{F}_q) \) nontrivial. In this case, \( \sigma_{\mathfrak{g}}^{kd_0} = (I + pX_0)^k = I + pkX_0 \). In particular, if \( p \mid k \), then \( \sigma_{\mathfrak{g}}^{kd_0} = 1 \) and again \( \chi_{B_j}(\sigma_p^{kd_0}) = \frac{|A|}{|B_j|} \). For \( k \) prime to \( p \), if \( X_0 \in C_Q \), then \( kX_0 \in C_{k^2Q} \) and if \( X \sim (0 \ 0 \ 0) \), then \( kX \sim (0 \ 0 \ 0) \). Thus, the sizes of the conjugacy classes of \([kX_0]\) and \([kX_0] \cap B_j\) don't depend on \( k \), so \( \chi_{B_j}(\sigma_p^{kd_0}) = \chi_{B_j}(\sigma_p^{d_0}) \). Using [5.4] we get

\[
A_{B_j}(p, d_0m) = \frac{1}{d_0m} \sum_{k|m} \mu\left( \frac{m}{k} \right) \chi_{B_j}(\sigma_p^{kd_0}) = \frac{|A|}{d_0|B_j|} \delta_{m, 1}.
\]

When \( (m, p) = 1 \), the second sum is empty and the first sum is \( \sum_{k|m} \mu\left( \frac{m}{k} \right) = \delta_{m, 1} \). When \( m = p\tilde{m} \) with \( (\tilde{m}, p) = 1 \), the second sum is \( \delta_{\tilde{m}, 1} \) and the first sum is

\[
\sum_{k|\tilde{m}} \mu\left( \frac{m}{k} \right) = -\sum_{k|\tilde{m}} \mu\left( \frac{\tilde{m}}{k} \right) = -\delta_{m, 1}.
\]

Finally, when \( m = p^k\tilde{m} \) with \( k > 1 \), both sums vanish. We thus get that in any case where \( X_0 \neq 0 \) we have

\[
A_{B_j}(p, d_0m) = \frac{\delta_{m, 1}}{d_0} \chi_{B_j}(\sigma_p^{d_0}) + \frac{\delta_{m, p}}{pd_0} \left( \frac{|A|}{|B_j|} - \chi_{B_j}(\sigma_p^{d_0}) \right).
\]

\( \square \)
5.5. **Proof of Theorem** Theorem follows from Proposition 5.4 with \( p \) a sufficiently large inert prime. We note that the condition \( \Gamma_2 \subseteq \Gamma_1 \) implies that the corresponding spaces are not iso-spectral since they have different volumes.

**Proposition 5.4.** Let \( \Gamma_2 \subseteq \Gamma_1 \subseteq \Gamma \) be as above. Then there is \( \alpha < 2p \) such that

\[
D_L(\Gamma_1, \Gamma_2 ; T) \leq \frac{4L}{p+1} \left( \delta \right) + O(e^{\alpha T}).
\]

**Proof.** We separate the primitive classes in \( \Gamma \) into 5 types as follows. Let \( d_0 = d_0(p) \) as above and write \( \sigma_{pq}^{d_0} = I + pX_0 \) with \( X_0 \in \text{sl}_2(\mathbb{F}_q) \). We then say that \( p \) is of **trivial type** if \( X_0 = 0 \) and of **nilpotent type** if \( X_0 \) is nilpotent, and we say that \( p \) is of **irregular type**, **quadratic type**, or **nonquadratic type** if \( X_0 \in C_{\mathbb{F}_q}^{\mathbb{F}_p} \) with \( Q \in \mathbb{F}_q^{c} \), \( Q \in \mathbb{F}_p^{(\mathbb{F}_{p})^2} \) or \( Q \in \mathbb{F}_p^{c} \) respectively (recall that \( \mathbb{F}_p^{c} \subset (\mathbb{F}_{p})^2 \)). Note that even though \( X_0 \) depends on the choice of \( \mathbb{F} \) above \( p \), this characterization depends only on \( p \).

Consider the partial counting functions \( m_{tr}, m_{ir}, m_{qtr}, m_{nq}, m_{ni} \), each given by

\[
m_I(\ell, d) = \# \{ \text{p of type I} | d_0(p) = d \text{ and } \ell_p = \ell/d \},
\]

where \( I \) is one of the types: trivial, irregular, quadratic, nonquadratic, and nilpotent. For the nontrivial types we define additional counting functions

\[
m_I(\ell, d) = \# \{ \text{p of type I} | pd_0(p) = d \text{ and } \ell_p = \ell/d \}.
\]

Let \( n = |A/B_1| = p^3 |\text{PSL}_2(\mathbb{F}_p)| = \frac{p^3(p^3-1)}{2} \). Using Lemma 5.2 we can compute \( \chi_{B_1}(\sigma_{p}^{d_0}) \) for each type of \( \mathbb{F} \), and using Lemma 5.3 we get that

\[
A_{B_1}(p, d) = \frac{n}{d_0} \begin{cases} 
\delta_{d, d_0}, & \text{p is trivial,} \\
\frac{1}{p} \delta_{d, pd_0}, & \text{p is irregular,} \\
\frac{p+1}{p^3+p} \delta_{d, d_0} + \frac{p^3-1}{p^3+p^2} \delta_{d, pd_0}, & \text{p is quadratic,} \\
\frac{p-1}{p^3+p} \delta_{d, d_0} + \frac{p^3+1}{p^3+p^2} \delta_{d, pd_0}, & \text{p is non-quadratic,} \\
\frac{p^2-1}{p^3-1} \delta_{d, d_0} + \frac{p^3-p}{p^3-1} \delta_{d, pd_0}, & \text{p is nilpotent}
\end{cases}
\]

and

\[
A_{B_2}(p, d) = \frac{n}{d_0} \begin{cases} 
p \delta_{d, d_0}, & \text{p is trivial,} \\
\delta_{d, pd_0}, & \text{p is irregular,} \\
\frac{p-1}{p^3+p} \delta_{d, d_0} + \frac{p^3+p-1}{p^3+p^2} \delta_{d, pd_0}, & \text{p is quadratic,} \\
\frac{p-1}{p^3+p} \delta_{d, d_0} + \frac{p^3+p^2-1}{p^3+p^2} \delta_{d, pd_0}, & \text{p is non-quadratic,} \\
\frac{p^3-p}{p^3-1} \delta_{d, d_0} + \frac{p^3-2p+1}{p^3-1} \delta_{d, pd_0}, & \text{p is nilpotent.}
\end{cases}
\]
Using (5.1) for \( m_{\Gamma_2}^0(\ell) \) and summing separately over classes of each type we get that

\[
\begin{align*}
m_{\Gamma_1}^0(\ell) &= \sum_{d|n} \frac{n}{d} \left( m_{tr}(\ell, d) + \frac{p+1}{p^2+p} m_{qr}(\ell, d) \\
&\quad + \frac{p-1}{p^2+p} m_{\eta}(\ell, d) + \frac{p^2-1}{p^4+2p} m_{\tau}(\ell, d) + \frac{1}{p} \tilde{m}_{ir}(\ell, d) \\
&\quad + \frac{p-1}{p^4+p^2} \tilde{m}_{qr}(\ell, d) + \frac{p^{2+1}}{p^4+p^2} \tilde{m}_{nq}(\ell, d) + \frac{p^3-3}{p^4+2p} \tilde{m}_{\tau}(\ell, d) \right)
\end{align*}
\]

and

\[
\begin{align*}
m_{\Gamma_2}^0(\ell) &= \sum_{d|n} \frac{n}{d} \left( (p-1) m_{tr}(\ell, d) + \frac{p-1}{p^2+p} m_{qr}(\ell, d) \\
&\quad + \frac{p^3-p^2-p+1}{p^4+2p} m_{m}(\ell, d) + \frac{p}{p^3+p} \tilde{m}_{ir}(\ell, d) \\
&\quad + \frac{p^3-p^2-p+1}{p^4+2p} \tilde{m}_{qr}(\ell, d) + \frac{p^3-p^2}{p^4+p^2} \tilde{m}_{nq}(\ell, d) + \frac{p^3-p}{p^4+p} \tilde{m}_{\tau}(\ell, d) \right).
\end{align*}
\]

From these formulas one can directly see that, indeed, \( \Gamma_1 \) and \( \Gamma_2 \) have the same primitive length sets. Moreover, we get the following formula for the difference of the multiplicities:

\[
\begin{align*}
m_{\Gamma_2}^0(\ell) - m_{\Gamma_1}^0(\ell) &= \sum_{d|n} \frac{n}{d} \left( (p-1) m_{tr}(\ell, d) - \frac{2}{p^2+p} m_{qr}(\ell, d) \\
&\quad + \frac{p^3-p^2-p+1}{p^4+2p} m_{m}(\ell, d) + \frac{p}{p^3+p} \tilde{m}_{ir}(\ell, d) \\
&\quad + \frac{p^3-p^2-p+1}{p^4+2p} \tilde{m}_{qr}(\ell, d) + \frac{p^3-p^2}{p^4+p^2} \tilde{m}_{nq}(\ell, d) + \frac{p^3-p}{p^4+p} \tilde{m}_{\tau}(\ell, d) \right).
\end{align*}
\]

We can also separate the sum over all classes in \( \Gamma \) of length \( \leq T \) into the different types; consequently, if we define \( \pi_1(T) \) and \( \tilde{\pi}_1(T) \) respectively by

\[
\pi_1(T) = \sum_{\ell \leq T} \sum_{d|n} \frac{n}{d} m_{tr}(\ell, d), \quad \tilde{\pi}_1(T) = \sum_{\ell \leq T} \sum_{d|n} \frac{n}{d} \tilde{m}_{ir}(\ell, d),
\]

we get that

\[
\sum_{\ell \leq T} (m_{\Gamma_2}^0(\ell) - m_{\Gamma_1}^0(\ell)) = (p-1) \pi_1(T) + \frac{p^3-p^2-p+1}{p^4+2p} \tilde{\pi}_1(T)
\]

\[
+ \frac{p-1}{p} \tilde{\pi}_1(T) + \frac{p^3-p^2-p+2}{p^3+p^2} \tilde{\pi}_1(T)
\]

\[
+ \frac{p^3-p^2-p}{p^4+p^2} \tilde{\pi}_1(T) + \frac{p^3-p^2+1}{p^3+1} \tilde{\pi}_1(T)
\]

\[
- \frac{2}{p^2+p} \tilde{\pi}_1(T).
\]

From the Prime Geodesic Theorem we know that for each of the two lattices \( \sum_{\ell \leq T} m_{\Gamma_j}(\ell) = \operatorname{Li}(e^{2\rho T}) + O(e^{\alpha T}) \), with \( \alpha < 2\rho \). Hence, the difference (without absolute values) satisfies

\[
\sum_{\ell \leq T} (m_{\Gamma_2}^0(\ell) - m_{\Gamma_1}^0(\ell)) = O(e^{\alpha T}).
\]
This estimate together with (5.5) implies that
\[
\frac{2}{p^{r+1}} \pi_{qr}(T) = (p - 1) \pi_{tr}(T) + \frac{p^3 - p^2 - p + 2}{p^4 + p^2} \pi_{ni}(T) + \frac{p - 1}{p^3 + p} \pi_{ir}(T) \\
+ \frac{p^4 - p^3 + p^2 - 2}{p^4 + p^2} \tilde{\pi}_{qr}(T) \\
+ \frac{p^4 - p^3 + p^2 - p}{p^4 + p^2} \tilde{\pi}_{ni}(T) + O(e^{\alpha T}).
\]  
On the other hand, we can bound
\[
|\mathfrak{m}_{T_2}^0(\ell) - \mathfrak{m}_{T_1}^0(\ell)| \leq \sum_{d | n} \frac{n}{d} \left( (p - 1) \pi_{tr}(T) + \frac{2}{p^{r+1}} m_{qr}(\ell, d) \\
+ \frac{p^3 - p^2 - p + 1}{p^4 - 1} \pi_{ni}(T) \\
+ \frac{p^4 - p^3 + p^2 - p + 2}{p^4 + p^2} \tilde{\pi}_{qr}(T) \\
+ \frac{p^4 - p^3 + p^2 - p}{p^4 + p^2} \tilde{\pi}_{ni}(T) \right),
\]
implicating that
\[
\sum_{\ell \leq T} |\mathfrak{m}_{T_2}^0(\ell) - \mathfrak{m}_{T_1}^0(\ell)| \leq (p - 1) \pi_{tr}(T) + \frac{p^3 - p^2 - p + 1}{p^4 - 1} \pi_{ni}(T) \\
+ \frac{p - 1}{p^3 + p} \pi_{ir}(T) + \frac{p^4 - p^3 + p^2 + 2}{p^4 + p^2} \tilde{\pi}_{qr}(T) \\
+ \frac{p^4 - p^3 + p^2 - p}{p^4 + p^2} \tilde{\pi}_{ni}(T) + O(e^{\alpha T}),
\]
where the last line follows from (5.6). Finally, since
\[
\frac{p + 1}{p^{r+1}} \pi_{qr}(T) \leq \sum_{\ell \leq T} \mathfrak{m}_{T_2}^0(\ell) = \text{Li}(e^{2\rho T}) + O(e^{\alpha T}),
\]
we get that indeed
\[
\sum_{\ell \leq T} |\mathfrak{m}_{T_2}^0(\ell) - \mathfrak{m}_{T_1}^0(\ell)| \leq \frac{4\text{Li}(e^{2\rho T})}{p + 1} + O(e^{\alpha T}).
\]

5.6. **Comparison to splitting of primes in number fields.** In the examples constructed above, the volumes of the two non-isospectral spaces grow with $p$. It is thus possible that a positive density threshold can hold under the additional assumption that the volume is uniformly bounded. To illustrate this we will look at a similar situation in the analogous question regarding the splitting of prime ideals in number fields.

Let $K/\mathbb{Q}$ denote a finite field extension and $\mathcal{O}_K$ the corresponding ring of integers. For any prime number $p \in \mathbb{Z}$ we have a decomposition $p\mathcal{O}_K = p_1^{e_1} \cdots p_r^{e_r}$ with $p_j \subseteq \mathcal{O}_K$ the prime ideals dividing $p$ and $e_j$ the ramification degrees (which are all one except for the ramified primes dividing the discriminant). Each quotient $\mathcal{O}_K/p_j$ is a finite field of order $p_j^{f_j}$ where $f_j$ denotes the inertia degree of $p_j$. The splitting type of $p$ in $K$ is then given by the numbers $A_K(p, d) = \# \{ j | f_j = d \}$ for $d = 1, \ldots, n = [K : \mathbb{Q}]$. 
Let $K_1, K_2$ denote two number fields. We say that a prime number $p \in \mathbb{Z}$ has the same splitting types in $K_1$ and $K_2$ if $\mathcal{A}_{K_1}(p, d) = \mathcal{A}_{K_2}(p, d)$ for all $d = 1, \ldots, n$. In [Pe77, Theorem 1], Perlis showed that if all but finitely many primes have the same splitting types in $K_1$ and $K_2$, then all primes have the same splitting types. In this case the fields have the same Dedekind Zeta functions, but they are not (necessarily) isomorphic; such fields are called arithmetically equivalent fields.

The finite set of exceptions in Perlis’ theorem can be replaced with an infinite set of density zero. A positive density threshold that is independent of the number fields probably does not hold. Nevertheless, it is possible to give a positive density threshold which depends on the degree of the smallest Galois field $L/\mathbb{Q}$ containing $K_1$ and $K_2$. Specifically, one can show

**Proposition 5.5.** In the above setting, for any $1 \leq d \leq n$, if the set

$$P_{\text{bad}}(d) = \{p \text{ unramified} \mid \mathcal{A}_{K_1}(p, d) \neq \mathcal{A}_{K_2}(p, d)\}$$

has Dirichlet density smaller than $1/|\text{Gal}(L/\mathbb{Q})|$, then $P_{\text{bad}}(d) = \emptyset$. In particular, if $P_{\text{bad}} = \bigcup_{d=1}^{n} P_{\text{bad}}(d)$ has density below $1/|\text{Gal}(L/\mathbb{Q})|$, then $K_1$ and $K_2$ are arithmetically equivalent.

**Proof.** The proof is a direct result of Chebotarev’s Density Theorem combined with the following observation. For any prime $p$ denote by $\sigma_p$ the Frobenius conjugacy class in $\text{Gal}(L/\mathbb{Q})$. Denote them by $A = \text{Gal}(L/\mathbb{Q})$ and by $B_j = \text{Gal}(L/K_j)$. Then (using the same argument as in section 5.2) the condition $\mathcal{A}_{K_1}(p, d) \neq \mathcal{A}_{K_2}(p, d)$ is equivalent to the condition

$$\sum_{m \mid d} \mu(d/m) \chi_{B_1}(\sigma_p^m) \neq \sum_{m \mid d} \mu(d/m) \chi_{B_2}(\sigma_p^m),$$

where $\chi_{B_j}$ is, as before, the character of the permutation representation of $A$ on $A/B_j$.

Consider the set

$$S_{\text{bad}}(d) = \{a \in A \mid \sum_{m \mid d} \mu(d/m) \chi_{B_1}(a^m) \neq \sum_{m \mid d} \mu(d/m) \chi_{B_2}(a^m)\}.$$ 

This set is invariant under conjugation in $A$ and satisfies that

$$P_{\text{bad}}(d) = \{p \text{ unramified} \mid \sigma_p \in S_{\text{bad}}(d)\}.$$ 

Now, the Chebotarev Density Theorem implies that $P_{\text{bad}}(d)$ has Dirichlet density $|S(d)|/|A|$. Thus if the density of $P_{\text{bad}}(d)$ is smaller than $1/|A|$, then $S_{\text{bad}}(d) = \emptyset$, implying that $P_{\text{bad}}(d) = \emptyset$, as claimed. \hfill \box

**Remark 5.1.** It follows from the proof that if $P_{\text{bad}}(1) = \emptyset$, then also $S_{\text{bad}}(1) = \emptyset$, implying that $\chi_{B_1} = \chi_{B_2}$ and hence that $S_{\text{bad}}(d) = \emptyset$ for all $d$. Consequently, we see that to prove arithmetic equivalence one does not need to consider the full splitting type but only the number of prime ideals of inertia degree one dividing each prime.
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