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Abstract

In this paper, we derive sufficient and necessary maximum principles for a stochastic optimal control problem where the system state is given by a controlled stochastic differential equation driven by a Brownian motion and a pure jump martingale. We apply the maximum principles to solve a log-utility maximisation problem with default.
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1 Introduction

In this paper we study optimal control of stochastic systems with default. By saying that the system is with default we mean that the system is driven by both the Brownian motion and the martingale $M$ associated with a default jump with an intensity process $\lambda$. We derive sufficient and necessary conditions of optimality. The associated adjoint process is a solution of a backward stochastic differential equations (BSDE) driven by both the Brownian motion and the pure jump martingale $M$.

This type of equations has been studied by Dumitrescu et al. \cite{6}. They prove existence and uniqueness as well as comparison theorems for these types of BSDEs. They also generalize the results to drivers including a singular
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process. If the driver is $\lambda$-linear, they find a representation of the solution of the associated BSDE in terms of a conditional expectation and an adjoint exponential semi-martingale. The framework of Dumitrescu et al. [6] is the same as that of our paper. However, in contrast to Dumitrescu et al. [6], we consider a stochastic optimal control problem in this default framework, and derive maximum principles characterizing the optimal solution of this problem.

Several other papers have studied similar frameworks: Kharroubi and Lim [11] consider BSDEs with random marked jumps as well as applications to default risk. They connect the BSDEs with random marked jumps to Brownian BSDEs by enlargement of filtrations and prove that the jump BSDEs have solutions if the Brownian BSDEs have solutions. Furthermore, they prove a uniqueness theorem for jump BSDEs via a comparison theorem with Brownian BSDEs. Though the framework of Kharroubi and Lim [11] is similar to that of our paper, we focus on the stochastic control problem instead of the properties of the BSDEs.

Lim and Quenez [12] analyze the exponential utility maximization problem for an incomplete market with a default time which causes a discontinuity in the stock price. They apply dynamic programming to characterize the value function as the maximal subsolution of a BSDE. Lim and Quenez [13] consider a financial market with an asset exposed to a risk which can cause a jump in the asset price. They assume that the asset can be traded after the default time. In this context, they study the expected utility maximization of terminal wealth for several utility functions. They prove that the value function for the power utility function can be determined as the minimal solution of a BSDE. Though the framework of Lim and Quenez [12] and [13] is similar to ours, they consider the control problem for maximizing the utility of terminal wealth. In contrast, the objective function in the present paper consists of both a terminal time term and an integral term over the whole time period. For information about stochastic control with default jumps, we refer to Pham [14].

For more on stochastic control for jump processes, see e.g. Cohen and Elliott [5] Chapter 21. Note that in Cohen and Elliott [5], the control cannot affect the diffusion coefficient function. In the present paper, this is possible.

This work is organised as follows:

• In Section 2 we give some preliminaries.

• In Section 3 we study the stochastic maximum principle and we derive sufficient and necessary conditions for optimality.

• Finally, we apply our results to solve logarithmic utility maximisation
problem for a defaultable cash flow.

2 Framework

Let \((\Omega, \mathcal{G}, P)\) be a complete probability space. We assume that this space is equipped with a one-dimensional standard Brownian motion \(W\) and a single jump process \(H_t = 1_{\tau \leq t}, \ t \in [0,T]\), where the random variable \(\tau\) is positive and may represent a default time in credit- or counterparty risk, or a death time in actuarial issues. We assume that this default can appear at any time, i.e. \(P(\tau \geq t) > 0\) for any \(t \geq 0\). We denote by \(\mathcal{G} := (\mathcal{G}_t)_{t \geq 0}\) the complete natural filtration of \(W\) and \(H\). We assume that \(W\) is a \(\mathcal{G}\)-Brownian motion.

We suppose that the increasing process \(H\) admits a predictable compensator \(\Lambda\). Moreover, the process \(\Lambda\) is assumed to be absolutely continuous w.r.t. Lebesgue’s measure, there exists a positive process \(\lambda\), called the intensity, such that \(\Lambda_t = \int_0^t \lambda_s ds\) for each \(t \geq 0\). The process \(M\) defined as

\[ M_t = H_t - \int_0^t \lambda_s ds. \]

is a \(\mathcal{G}\)-martingale called the compensated martingale of \(H\). If the intensity is \(\mathcal{G}\)-adapted, it vanishes after \(\tau\). This is important for the following. We will state the so-called predictable representation theorem (PRT) (Theorem 3.12 in Aksamit and Jeanblanc [1], reformulated to the current notation.)

**Theorem 2.1** Every \(\mathcal{G}\)-martingale \(Y\) admits a representation

\[ Y_t = Y_0 + \int_0^t \varphi_s dW_s + \int_0^t \gamma_s dM_s, \]

where \(M\) is the compensated martingale of \(H\), and \(\varphi = (\varphi_t)_{t \in [0,T]}, \gamma = (\gamma_t)_{t \in [0,T]}\) are \(\mathcal{G}\)-predictable processes, such that the stochastic integrals are well defined.

Throughout this section, we introduce some basic spaces.

- \(S^2\) is the subset of \(\mathbb{R}\)-valued \(\mathcal{G}\)-adapted càdlàg processes \((Y_t)_{t \in [0,T]}\), such that

\[ \|Y\|_{S^2}^2 := \mathbb{E} \left[ \sup_{t \in [0,T]} |Y_t|^2 \right] < \infty. \]

- \(H^2\) is the subset of \(\mathbb{R}\)-valued \(\mathcal{G}\)-predictable processes \((Z_t)_{t \in [0,T]}\), such that

\[ \|Z\|_{H^2}^2 := \mathbb{E} \left[ \int_0^T |Z_t|^2 dt \right] < \infty. \]

\(^1\)If \(\tau\) is a death time, the control is often stopped at this time. This complicates the problem, see e.g., Bouchard and Pham [3], Choulli and Yansori [4] and Jeanblanc et al. [10].
\( H^2(\lambda) \) is the subset of \( \mathbb{R} \)-valued \( \mathcal{G} \)-predictable processes \( (U_t)_{t \in [0,T]} \), such that
\[
\|U\|_{H^2(\lambda)}^2 := \mathbb{E} \left[ \int_0^T \lambda_t |U_t|^2 \, dt \right] < \infty.
\]

### 3 Stochastic Maximum Principles

In this section, we present two stochastic maximum principles which can be used to solve stochastic optimal control problems where the system state is determined by the controlled with default.

Let \( (u_t)_{t \geq 0} \) be a control process. We denote by \( \mathcal{V} \) a given convex subset of \( \mathbb{R} \) and we let \( \mathcal{A} \) be the set of admissible controls. Assume that \( \mathcal{A} \) is a given set of \( \mathcal{V} \)-valued, \( \mathcal{G} \)-predictable processes in \( L^2(\Omega \times [0,T]) \).

Consider the controlled stochastic differential equation (SDE) with default under the filtration \( \mathcal{G} \),
\[
dX_t = b(t, X_t, u_t) \, dt + \sigma(t, X_t, u_t) \, dW_t + \gamma(t, X_t-, u_t) \, dM_t; \quad X_0 = x_0, \quad (3.1)
\]
where the coefficient functions are as follows:
\[
b : \Omega \times [0,T] \times \mathbb{R} \times \mathcal{V} \to \mathbb{R}, \\
\sigma : \Omega \times [0,T] \times \mathbb{R} \times \mathcal{V} \to \mathbb{R}, \\
\gamma : \Omega \times [0,T] \times \mathbb{R} \times \mathcal{V} \to \mathbb{R},
\]
and the initial value \( x_0 \in \mathbb{R} \).

Note that we often suppress the \( \omega \) for ease of notation. So, for instance, we write \( b(t, X_t, u_t) \) instead of \( b(\omega, t, X_t(\omega), u_t(\omega)) \).

We make the following set of assumptions on these coefficient functions.

**Assumption 3.1**  
(a) The functions \( b(\omega, t, \cdot) \), \( \sigma(\omega, t, \cdot) \) and \( \gamma(\omega, t, \cdot) \) are assumed to be bounded and \( C^1 \) for each fixed \( \omega, t \) with bounded derivatives.
(b) The functions \( b(\cdot, x, u) \) and \( \sigma(\cdot, x, u) \) and \( \gamma(\cdot, x, u) \) are \( \mathcal{G} \)-predictable, for each \( (x, u) \in \mathbb{R} \times \mathcal{V} \).
(c) Lipschitz condition: The functions \( b, \sigma, \gamma \) are uniformly Lipschitz in the variable \( x \) for each \( u \in \mathcal{V} \), with the Lipschitz constant, \( \psi > 0 \), independent of the variables \( t, \omega \).
(d) Linear growth: The functions \( b, \sigma, \gamma \) satisfy the linear growth condition in the variable \( x \), for each \( u \in \mathcal{V} \), with the linear growth constant independent of the variables \( t, \omega \).

**Theorem 3.1 (Existence of unique solution to the SDE with default)** Under the assumptions (b-d), there exists a unique solution \( X \in S^2 \) of SDE (3.1).
In fact, the proof of this theorem can be obtained as a consequence of a general result of Theorem 16.3.1 in Cohen and Elliott [5]. Now that we know that there exists a unique solution to the controlled SDE with default (3.1), we can move on to study a stochastic optimal control problem with default.

The performance functional, which we would like to maximise over all strategies \( u \in A \), is defined as

\[
J(u) = E \left[ \int_0^T h(t, X_t, u_t) dt + g(X_T) \right].
\]

We assume that the functions

\[
h : \Omega \times [0,T] \times \mathbb{R} \times \mathcal{V} \to \mathbb{R}, \quad g : \Omega \times \mathbb{R} \to \mathbb{R},
\]

are \( \mathcal{G} \)-predictable, \( \mathcal{G}_T \)-measurable respectively, \( C^1 \) w.r.t. \( x,u \) and admits bounded derivatives. Moreover,

\[
E \left[ \int_0^T h^2(t, X_t, u_t) dt + g^2(X_T) \right] < \infty.
\]

We would like to derive stochastic maximum principles for this problem. The associated Hamiltonian functional is defined by

\[
\mathcal{H}(t, x, u, p, q, w) := h(t, x, u) + b(t, x, u)p + \sigma(t, x, u)q + \lambda_t \gamma(t, x, u)w,
\]

where \( p,q,w \) are called the adjoint processes.

**Notation 3.1** For ease of notation, we define the following shorthand for some given control \( u \) with corresponding \( X \)

\[
b_t := b(t, X_t, u_t), \quad \sigma_t := \sigma(t, X_t, u_t), \quad \gamma_t := \gamma(t, X_t, u_t),
\]

\[
\hat{b}_t := b(t, \hat{X}_t, \hat{u}_t), \quad \hat{\sigma}_t := \sigma(t, \hat{X}_t, \hat{u}_t), \quad \hat{\gamma}_t := \gamma(t, \hat{X}_t, \hat{u}_t).
\]

We will use the same notations for the partial derivatives of the above coefficients.

The adjoint processes \( p,q,w \) are given as the solution of the adjoint BSDE

\[
dp_t = -\frac{\partial \mathcal{H}}{\partial x}(t, X_t, u_t, p_t, q_t, w_t)dt + q_t dW_t + w_t dM_t; \quad p_T = g'(X_T).
\]

Using the definition of the Hamiltonian (3.2), the above adjoint BSDE can be rewritten as:

\[
dp_t = - \left[ \frac{\partial b_t}{\partial x} + \frac{\partial \sigma_t}{\partial x} q_t + \frac{\partial \gamma_t}{\partial x} w_t \right] dt + q_t dW_t + w_t dM_t; \quad p_T = g'(X_T).
\]

(3.3)
Note that this adjoint equation is a linear BSDEs with default, which by our assumptions of the coefficients and Theorem 2.14 in Dumitrescu et al. [6], has the following explicit solution

\[ p_t = E \left[ \Gamma_{t,T} g'(X_T) + \int_t^T \Gamma_{t,s} \frac{\partial h_s}{\partial x} ds \right], \quad 0 \leq t \leq T, \text{a.s.} \]

where for each \( t \in [0, T] \), \((\Gamma_{t,s})_{s \in [t,T]}\) is the unique solution of the following linear SDE

\[ d\Gamma_{t,s} = \Gamma_{t,s} - \left[ \frac{\partial b_s}{\partial x} ds + \frac{\partial \sigma_s}{\partial x} dW_s + \frac{\partial \gamma_s}{\partial x} dM_s \right]; \quad \Gamma_{t,t} = 1. \]

### 3.1 Sufficient Stochastic Maximum Principle

Now, we are ready to prove the following sufficient maximum principle for optimal control of an SDE with default of the form (3.1).

**Theorem 3.2** Let \( \hat{u} \) be an admissible performance strategy with corresponding solution \( \hat{X} \) of the SDE (3.1) and the triple adjoint solution \((\hat{p}, \hat{q}, \hat{w})\) to equation (3.3). Assume

1. The functions \( x \to g(x) \) and \((x,u) \to \mathcal{H}(t,x,u,\hat{p},\hat{q},\hat{w})\) are concave a.s. for every \( t \in [0,T] \).
2. For every \( v \in \mathcal{V} \),

\[ \max_{v \in \mathcal{V}} \mathcal{H}(t,X_t,v,\hat{p},\hat{q},\hat{w}) = \mathcal{H}(t,\hat{X}_t,\hat{u}_t,\hat{p},\hat{q},\hat{w}), \quad dt \times P \text{ a.s.} \]

Then, \( \hat{u} \) is an optimal control for the stochastic optimal control problem with default.

Before we move on to the proof, note that the theorem says that if \( g \) and the Hamiltonian are concave, then we may maximize the Hamiltonian instead of the performance functional in order to find the optimal control of our problem. This essentially reduces the stochastic optimal control problem to the problem of solving the SDE (3.1) and the adjoint BSDE (3.3). The idea of the proof is to show that

\[ J(u) - J(\hat{u}) \leq 0. \]

From this, the maximum principle follows.

**Proof.** Fix \( \hat{u} \in \mathcal{A} \) with corresponding \( \hat{X}_t, \hat{b}_t, \hat{\sigma}_t, \hat{\gamma}_t, \hat{p}_t, \hat{q}_t, \hat{w}_t \). Write

\[ J(u) - J(\hat{u}) = A_1 + A_2, \]

where
$A_1 := E \left[ \int_0^T \{ h(t, X_t, u_t) - h(t, \hat{X}_t, \hat{u}_t) \} dt \right]$, $A_2 := E \left[ g(X_T) - g(\hat{X}_T) \right]$. 

We will use the following notations:

$$\mathcal{H}_t := \mathcal{H}(t, X_t, u_t, \hat{p}_t, \hat{q}_t, \hat{w}_t), \hat{\mathcal{H}}_t := \mathcal{H}(t, \hat{X}_t, \hat{u}_t, \hat{p}_t, \hat{q}_t, \hat{w}_t), \frac{\partial \mathcal{H}_t}{\partial x} := \frac{\partial \hat{\mathcal{H}}_t}{\partial x}(t, \hat{X}_t, \hat{u}_t, \hat{p}_t, \hat{q}_t, \hat{w}_t).$$

Then, from the definition of the Hamiltonian

$$A_1 = E \left[ \int_0^T \left\{ \mathcal{H}_t - \hat{\mathcal{H}}_t - (b_t - \hat{b}_t) \hat{p}_t - (\sigma_t - \hat{\sigma}_t) \hat{q}_t - \lambda_t(\gamma_t - \hat{\gamma}_t) \hat{w}_t \right\} dt \right] \leq E \left[ \int_0^T \left\{ \frac{\partial \mathcal{H}_t}{\partial x}(X_t, \hat{X}_t) + \frac{\partial \mathcal{H}_t}{\partial u}(u_t - \hat{u}_t) - (b_t - \hat{b}_t) \hat{p}_t - (\sigma_t - \hat{\sigma}_t) \hat{q}_t \right. \right. \left. - \lambda_t(\gamma_t - \hat{\gamma}_t) \hat{w}_t \right\} dt \right],$$

where the second equality follows because the Hamiltonian $\mathcal{H}$ is concave. Similarly from the concavity of $g$, we have

$$A_2 = E \left[ g(X_T) - g(\hat{X}_T) \right] \leq E \left[ g'(\hat{X}_T) \left( X_T - \hat{X}_T \right) \right] = E \left[ \hat{p}_T \left( X_T - \hat{X}_T \right) \right],$$

where we have used the terminal condition of the BSDE $\text{(3.3)}$ in the final equality. From Itô’s product rule,

$$d(\hat{p}_t(X_t - \hat{X}_t)) = (X_t - \hat{X}_t)d\hat{p}_t + \hat{p}_td(X_t - \hat{X}_t) + d[\hat{p}_t, (X - \hat{X})]_t. \quad \text{(3.5)}$$

We have

$$d[\hat{p}_t, (X - \hat{X})]_t = (\sigma_t - \hat{\sigma}_t) \hat{q}_tdt + (\gamma_t - \hat{\gamma}_t) \hat{w}_td\mathcal{H}_t.$$ 

Substituting this into $\text{(3.5)}$, integrating between 0 and $T$ and taking the expectation, we get

$$E \left[ \hat{p}_T(X_T - \hat{X}_T) \right] = E \left[ \int_0^T (X_t - \hat{X}_t)(-\frac{\partial \mathcal{H}_t}{\partial x}(t) + \hat{q}_tdW_t + \hat{w}_td\mathcal{M}_t) \right. \left. + \int_0^T \hat{p}_t \left\{ (b_t - \hat{b}_t) dt + (\sigma_t - \hat{\sigma}_t)dW_t + (\gamma_t - \hat{\gamma}_t)d\mathcal{H}_t \right\} \right. \left. + \int_0^T \hat{q}_t(\sigma_t - \hat{\sigma}_t) + \lambda_t(\gamma_t - \hat{\gamma}_t) \hat{w}_td\mathcal{H}_t \right\} dt + \int_0^T (\gamma_t - \hat{\gamma}_t) \hat{w}_td\mathcal{M}_t \right]. \quad \text{(3.6)}$$

Setting

$$d\mathcal{M}_t = \left[ (X_t - \hat{X}_t) \hat{q}_t + (\sigma_t - \hat{\sigma}_t) \hat{p}_t \right] dW_t + \left[ (X_t - \hat{X}_t) \hat{w}_t + (\gamma_t - \hat{\gamma}_t) \hat{p}_t + (\gamma_t - \hat{\gamma}_t) \hat{w}_t \right] d\mathcal{H}_t.$$
Since \(X, \dot{X}, \dot{p} \in S^2, \dot{q} \in H^2, \dot{w} \in H^2(\lambda)\) and the conditions on \(\sigma, \dot{\sigma}\) and \(\gamma, \dot{\gamma}\), we get that the local martingale \(\mathcal{M}\) is a martingale which has 0 mean.

By combining the expressions for \(A_1\) and \(A_2\) found in equations (3.4) and (3.6) respectively, we find that

\[
A_1 + A_2 \leq E \left[ \int_0^T \frac{\partial \mathcal{H}}{\partial u}(u_t - \dot{u}_t)dt \right] \leq 0, \tag{3.7}
\]

where the final inequality follows from the assumptions. Hence, \(J(u) \leq J(\hat{u})\), so since \(\hat{u} \in \mathcal{A}\) it is an optimal control. \(\square\)

### 3.2 Equivalence Maximum Principle

A problem with the sufficient maximum principle from the previous section is that the concavity condition is quite strict, and may not hold in applications. In this section, we derive an alternative maximum principle, called a necessary maximum principle or equivalence principle for the optimal control of the SDE with default.

In order to do this we need some additional notation and assumptions:

For \(u \in \mathcal{A}\), let \(\mathcal{W}(u)\) denote the set of bounded and \(\mathbb{G}\)-predictable processes \(\beta\) of finite variation such that there exists \(\delta = \delta(u) > 0\) satisfying

\[
u + y\beta \in \mathcal{A}, \text{ for all } y \in [0, \delta]. \tag{3.8}\]

Define \(\beta := 1_{[s,T]}(t)\kappa, \text{ for all } s \in [0, T] \text{ and } \kappa \text{ is bounded and } \mathcal{G}_s\)-measurable random variable. Assume that for all \(u \in \mathcal{A}\) and for all \(\beta \in \mathcal{W}(u)\) the following derivative process exists and belongs to \(L^2([0, T] \times \Omega)\):

\[
x_t := \frac{d}{dy}\left|_{y=0} \right. X_t^{u+y\beta} = \lim_{y \to 0^+} \frac{X_t^{u+y\beta} - X_t^u}{y}. \tag{3.9}\]

**Remark 3.3** The existence and \(L^2\)-features of these derivative process is a non-trivial issue, and we do not discuss conditions for this in our paper. We refer to Bensoussan [3], Part I, for a study of this issue in a related setting.

Now, note that from the SDE (3.1), we define the equation of the derivative process

\[
dx_t = \left[ \frac{\partial b}{\partial x} x_t + \frac{\partial b}{\partial u} \beta_t \right] dt + \left[ \frac{\partial \sigma}{\partial x} x_t + \frac{\partial \sigma}{\partial u} \beta_t \right] dW_t + \left[ \frac{\partial \gamma}{\partial x} x_t - \frac{\partial \gamma}{\partial u} \beta_t \right] dM_t; \quad x_0 = 0. \tag{3.10}\]

We remark that this derivative process is a linear SDE, then by assuming that \(b, \sigma\) and \(\gamma\) admit bounded partial derivatives w.r.t. \(x\) and \(u\), there is a unique solution \(x_t \in S^2\) of (3.10). The following equivalence principle says that for a control to be a critical point for the performance functional \(J\) is equivalent to the critical point of the Hamiltonian.
Theorem 3.4  The following two statements are equivalent:

(i)  \[
\frac{dJ(u + y\beta)}{dy}\bigg|_{y=0} = 0.
\]

(ii) \[
\frac{\partial H_t}{\partial u} = 0.
\]

Proof.  Note that

\[
\frac{dJ(u + y\beta)}{dy}\bigg|_{y=0} = \frac{d}{dy}E\left[ \int_0^T h(t, X_t^{u+y\beta}, u_t + y_t\beta_t) dt + g(X_T^{u+y\beta}) \right]_{y=0}.
\]

Define \(I_1 := \frac{d}{dy}E\left[ \int_0^T h(t, X_t^{u+y\beta}, u_t + y_t\beta_t) dt \right]_{y=0}\) and \(I_2 := \frac{d}{dy}E\left[ g(X_T^{u+y\beta}) \right]_{y=0}\).

Since the coefficients have uniformly bounded derivatives, it follows from the dominated convergence theorem that the equality follows

\[
I_1 = E\left[ \int_0^T \left( \frac{\partial h_t}{\partial x} x_t + \frac{\partial h_t}{\partial \beta} \beta_t \right) dt \right].
\]

Also,

\[
I_2 = E[g'(X_T^{u+y\beta})x_T] = E[p_T x_T],
\]

where the first equality follows by changing the order of differentiation and integration (again, using the dominated convergence theorem), the second equality follows from the adjoint equation (3.3). So, by the previous expression for \(dx_t\) (3.10) and \(dp, x\_t\), as well as the expression for \(dp_t\) from the BSDE (3.3), we obtain

\[
I_2 = E\left[ \int_0^T p_t \left( \frac{\partial h_t}{\partial x} x_t + \frac{\partial h_t}{\partial \beta} \beta_t \right) dt - \int_0^T x_t \frac{\partial H_t}{\partial x} dt + \int_0^T q_t \left( \frac{\partial \sigma_t}{\partial x} x_t + \frac{\partial \sigma_t}{\partial \beta} \beta_t \right) dt + \int_0^T \lambda_t \omega_t \left( \frac{\partial \gamma_t}{\partial x} x_t + \frac{\partial \gamma_t}{\partial \beta} \beta_t \right) dt \right].
\]

By collecting the \(\beta_t\)- and \(x_t\)-terms and using the definition of the Hamiltonian to cancel all \(x_t\)-terms against \(x_t \frac{\partial H_t}{\partial x}\), we find that

\[
I_1 + I_2 = E\left[ \int_0^T \beta_t \left( \frac{\partial h_t}{\partial u} + p_t \frac{\partial h_t}{\partial u} + q_t \frac{\partial \sigma_t}{\partial u} + w_t \lambda_t \frac{\partial \gamma_t}{\partial u} \right) dt \right]
\]

\[
= E\left[ \int_0^T \beta_t \frac{\partial H_t}{\partial u} dt \right], \text{ for all } \beta \in \mathcal{W}(u).
\]

In particular, if we apply this to

\[
\beta = 1_{[s,T]}(t)\kappa,
\]

9
where $\kappa$ is bounded and $\mathcal{G}_s$-measurable, we get

$$0 \geq \mathbb{E}\left[ \int_s^T \frac{\partial H_t}{\partial u} \kappa dt \right].$$

Since this holds for all such $\kappa$ (positive or negative) and all $s \in [0, T]$, we conclude that

$$0 = \frac{\partial H_t}{\partial u}, \text{ for a.a. } t,$$

and hence the theorem follows. \hfill \Box

### 4 Application: Log-Utility Maximisation with Default

In this section, we illustrate the stochastic maximum principles Theorem 3.2 and Theorem 3.4 by applying them to a logarithmic utility maximisation problem. As pointed out by the referee, it is also possible to solve this problem directly by using the formula of $X_t$ and integrating by parts.

Consider the cash flow process with default

$$dX_t = X_t \left[ (\alpha_t - c_t) dt + \rho_t dW_t + \mu_t dM_t \right]; \quad X_0 > 0, \quad (4.1)$$

where the coefficients $\alpha, \rho, \mu$ are bounded, $\mathbb{R}$-valued $\mathcal{G}$-predictable processes and we assume that $\mu_t \geq -1$ for all $t \in [0, T]$ a.s. From the so-called, Dolèans-Dade formula, we can write the linear SDE (4.1) explicitly, as follows

$$X_t = X_0 \exp\left( \int_0^t \left\{ \alpha_s - c_s - \frac{1}{2} \rho_s^2 \right\} ds + \int_0^t \rho_s dW_s \right) \exp\left( - \int_0^t \mu_s \lambda_s ds \right) \left( 1 + \mu_{\tau} 1_{\tau \leq t} \right). \quad (4.2)$$

Since $\mu_{\tau} \geq -1$ and $X_0 > 0$ imply that $X_t > 0$ a.s. for each $t \in [0, T]$. Also, note that in the SDE (4.1), the control $c_t \geq 0$ corresponds to a consumption process because of its negative impact on the cash flow process $X_t$. The default term $\mu_t dM_t$ implies that the wealth process will grow w.r.t. $\mu_t$ until the default time $\tau$. From that point on, $\mu_t$ has no impact on the cash flow. This may correspond to investing in a defaultable firm. The performance function we want to maximize is

$$J(c) = \mathbb{E}\left[ \int_0^T U^1(X_t, c_t) dt + \theta U^2(X_T) \right],$$

where $U^1, U^2$ are some given deterministic utility functions and $\theta := \theta(\omega) > 0$ is a $\mathcal{G}_T$-measurable, square integrable random variable which expresses the importance
of the terminal value. To be able to find explicit solutions for our optimal control, we consider logarithmic utilities. Hence, the performance function is

\[ J(c) = E\left[ \int_0^T \log(X_t c_t) dt + \theta \log(X_T) \right]. \]

The corresponding Hamiltonian functional, see (3.2), is

\[ \mathcal{H}(t, x, c, p, q, w) = \log(xc) + x(\alpha - c)p + xpq + \lambda_t x \mu w. \]

The adjoint BSDE, see (3.3), has the form

\[ dp_t = -\frac{\partial \mathcal{H}_t}{\partial x} dt + q_t dW_t + w_t dM_t; \quad p_T = \frac{\theta}{X_T}, \tag{4.3} \]

such that

\[ \frac{\partial \mathcal{H}_t}{\partial x} = \frac{1}{X_t} + (\alpha_t - c_t)p_t + \rho_t q_t + \lambda_t \mu_t w_t. \tag{4.4} \]

Using the first order necessary condition of Theorem 3.4, we obtain

\[ \frac{\partial \mathcal{H}_t}{\partial c} = X_t p_t + \frac{1}{c_t} = 0. \]

Consequently,

\[ \hat{c}_t = \frac{1}{X_t p_t}. \]

To derive an explicit expression for the optimal control, we do the following computations:

Note that by the Itô product rule,

\[ d(p_t X_t) = p_t dX_t + X_t dp_t + d[p, X]_t. \]

Hence,

\[ p_T X_T - p_t X_t = \int_t^T X_s \left( p_s (\alpha_s - c_s) - \frac{\partial \mathcal{H}_s}{\partial x} + w_s \mu_s \lambda_s \right) ds + X_s \left( p_s \rho_s + q_s \right) dW_s + X_s \left( p_s - \mu_s + w_s (1 + \mu_s) \right) dM_s. \tag{4.5} \]

By taking the conditional expectation w.r.t \( \mathcal{G}_t \) on both sides of equation (4.5), we see that

\[ p_t X_t = E\left[ p_T X_T \mid \mathcal{G}_t \right] + E\left[ \int_t^T ds \mid \mathcal{G}_t \right] = E\left[ \theta + T - t \mid \mathcal{G}_t \right], \]

where the second to last equality follows by inserting expression for \( p_T \) from the adjoint BSDE (4.3).
Hence, an explicit expression for the stochastic optimal consumption is

\[
\hat{c}_t = \frac{1}{E[\theta + T - t | G_t]} = \frac{1}{E[\theta | G_t] + T - t}.
\]
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