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Abstract

Calculating article similarities enables users to find similar articles and documents in a collection of articles. Two similar documents are extremely helpful for text applications such as document-to-document similarity search, plagiarism checker, text mining for repetition, and text filtering. This paper proposes a new method for calculating the semantic similarities of articles. WordNet is used to find word semantic associations. The proposed technique first compares the similarity of each part two by two. The final results are then calculated based on weighted mean from different parts. Results are compared with human scores to find how it is close to Pearson’s correlation coefficient. The correlation coefficient above 87 percent is the result of the proposed system. The system works precisely in identifying the similarities.
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1. Introduction

With the increasing pace of advancement in information technology in all areas and applications, calculating the similarity of available articles and documents is now a subject of considerable debate, and the same is true of designing a system being able to effectively determine the semantic similarities of two documents. This is particularly more important about scientific articles. Two scientific articles may not necessarily be identical by context. For example, a paper discussing about identifying article similarities by fuzzy logic may not be similar by context to another paper explaining the general purpose and the performance of fuzzy logic. However, two papers are associated with each other, because the second elaborates a basis for implementing the first one. As a result, papers may be incomparable based on words and texts or fewer similarities may be found. And as papers and documents complied by different authors may not be contextually similar but semantically comparable, a system is needed to calculate the semantic similarities of articles.

The semantic resemblance refers to conceptual similarities which are not lexically identical. Semantic similarities are calculated based on word mapping by ontology and studying their associations in that ontology [2]. This paper presents a method for determining the article similarities. According to the proposed method, the weighted mean of similarities between titles, abstracts and keywords. WordNet was used to find the semantic relations. Articles were separated out into three parts of title, keywords and abstract, and a weight was assigned to each part. The similarities of parts were first compared two by two. The final results were calculated based on weighted means of different parts. Results were then compared with human scores and the proximity was estimated by Pearson correlation coefficient. The correlation coefficient was calculated at over 87 percent, showing that the system was highly precise at finding similarities.

The paper is structured as follows: In Section 2 related literatures in this regard are studied. The proposed method is explained in Section 3. In Section 4 the results are outlined and finally in Section 5 that the conclusions are presented.
2. Literature review

Evaluating the semantic similarities of texts and documents has been widely studied. Many scientific researchers have struggled for a long time to find a criterion for semantic similarities between two words or short texts and also between two documents. Works which have been carried out on semantic similarity are classified into three groups by purpose. The first group explains methods of evaluating semantic similarities of words. Ramprasath and Harry Haran [2] employed an adaptive constructive algorithm for measuring the similarities of each pair of question and answer. This paper studies all types of algorithms used for measuring the semantic similarities of words. And the results were compared by an adaptive constructive algorithm. According to results, this algorithm works better than web-based semantic similarity. The problem with web-based methods is that the occurrence statistical methods such as number-based enumeration are used to measure the semantic similarities of words. However, in the proposed method, the occurrence statistics is replaced by different adaptation levels for measuring semantic similarity of words. Sahami et al. [3] measured the semantic similarities between two concepts according to responses given to enquiries by the search engine. For any enquiry, some responses have been gathered by a search engine and displayed each response as a weighted TF-IDF word vector. The semantic similarity between two enquiries is defined by multiplying the vectors of the center of gravity of that enquiry. Madylova [4] offered a new method for calculating the semantic similarities of English. According to this method, three algorithms of cosine method were used. All algorithms were tested in different databases, and results confirmed that Euclidean distance did not work well. In [9], documents were implemented based on measuring semantic similarity by testing the genetic algorithm comparing with k criterion in similarity environment. The genetic algorithm had a better recall precision. In this paper, the semantic similarity mean of articles was calculated. Cosine method was also employed to estimate similarities.

3. The proposed method

Figure 1 illustrates the architecture of the proposed method and the subsequent sections are explained based on this architecture. Texts supposed to be measured by similarities are the selected contexts of articles that have been classified in three parts (title, abstract, and keywords). All these parts should be assessed in all articles. The articles are compared two by two in terms of titles, keywords and abstract. A weighted mean of them is converted as the final result of the tool. Any parts of texts which are supposed to be compared with each other in terms of similarity are first preprocessed by above tools. The texts are standardized and equalized. The sentences are then identified and listed separately. Now they are labeled by a lexical component labeller and the type of each word including nouns, verbs, adjectives, adverbs, etc. is specified. As nouns, verbs and adjectives are most important in texts and other words do not have critical role in sentence similarities, words are divided into three groups of nouns, verbs and adjectives. Other words are overlooked. All words existing in any of above groups are compared two by two in titles, keywords, and abstracts. Similarity means of each group are then calculated. As previously mentioned, the weighted mean of the similarities is considered as the level of resemblance between two articles.
3.1. Text preprocessing tool

In the first step of designing and implementing the related tool for calculating the text similarities, most of basic tools for English processing should be designed and implemented according to a principal approach based on English grammar and writing rules. Among these tools, we can refer to normalizer or equalizer, word identifier, root finder, lexical component labeller, etc. normalizer substitute all text characters with a standard equivalent to equalize and normalize them. Sentences can be extracted from the text by the separating processor. When normalization is completed, the sentence identifier determines the sentence borders by marks “.”, “,”, “!”, “?” in order to use them in subsequent steps. Separating processors helps with extracting text words. It also deletes less important words and/or stop words confirmed by users. Stop words, such as the, in, of, etc. are functional and less important words which are frequently seen when working with texts. At first sight, conjunction words and articles seem as stop words. Many verbs, auxiliary verbs, nouns, adverbs, and adjectives have been also identified as stop words. Root finder is responsible for finding word roots. Root findings means obtaining the root of words by eliminating their prefixes and affixes, as words with similar root have a similar appearance. For example, the words “computer”, “compute”, and “computing” are reduced to the word “compute” which is the main root. This process is so important in processing texts, because for example, car with two synonyms but with different appearance should not be considered as two unrelated words by root. Different algorithms have been proposed for word root finding. Porter algorithm [10] is the most prevalent algorithm in English language. The lexical component labeller is used to label lexical components.

3.2. WordNet

WordNet is a dictionary based on psycholinguistic theories and defines the models and meanings of words. WordNet more relies on word meanings than word forms. In morphology, however, verb drills have also been considered. WordNet consists of three databases: one for nouns, one for verbs, and one for both adjectives and adverbs. It includes a collection of word synonyms called “synsets” [1].

Each synset is composed of a meaning of a group of words. Synsets encompasses different semantic relations such as synonyms (similar), antonyms (opposite), hypernymy (super-concept), hyponymy (subconcept) (IS-A), meronymy (Part-of), holonymy (Has-A). According to grammatical categorizations, synsets have different syntactic relations [11]. WordNet provides also textual meanings of concepts (Glossary) including definitions and examples [12]. WordNet can be enumerated as a partial ordered collection of synonym resources.
3.3. Calculating sentence semantic similarities between two texts

Having a look at different methods of calculating semantic similarities and given previous studies, we used cosine similarity for measuring sentence resemblances. A word vector is first made for each sentence (regarding the possibility of extending sentences by means of WordNet). The cosine distance is then calculated between the word vector of i-th sentence \( C_i = [c_{i1}, c_{i2}, \ldots, c_{im}] \) and j-th sentence \( D_j = [d_{j1}, d_{j2}, \ldots, d_{jm}] \) according to formula (1) [8]:

\[
\cos(C_i, D_j) = \frac{\sum c_{ik}d_{jk}}{\sqrt{\sum (c_{ik})^2 \times \sum (d_{jk})^2}}
\]

3.4. Calculating word semantic similarities between two sentences

In last step, the semantic similarities between words are calculated by two by two WordNet. WordNet-based semantic similarity has been widely studied in Natural Language Processing (NLP) and Information Retrieval (IR). Many methods have been presented in this regard. Similarity criteria have been mostly applied to nouns, verbs and ARE-A relations in WordNet. This is because about 80 percent of relations and links between concepts are formed by hypernymy and hyponymy. When a semantic relation is studies in terms of concepts, however, synonyms, IS-A and Part-of have a bigger share in correlation of concepts. Two principal factors in determining the semantic similarities of two words are the relation and characteristics of WordNet nodes. Types of relation are the most important factor, which affect measuring word similarities by WordNet. Different links of WordNet would have different weights regarding the similarity weights. The most important relation is synonymy, which shows that two words are similar at the end of the link. In addition, IS-A link similarity weight is more than Part-Of link similarity weight. In applications of word similarities based on WordNet, the weight is generally defined as relation (2) [13].

\[
sim_{\text{wordnet}}(w1, w2) = \begin{cases} 
1 & \text{type}(w1, w2) = \text{synonym} \\
0.95 & \text{type}(w1, w2) = \text{ls - A} \\
0.85 & \text{type}(w1, w2) = \text{part - of}
\end{cases} \]

Here, the definition of x-similarity in [14] is used to demonstrate the features of WordNet nodes. Features means sets of word definitions. It can be, thus, stated that if two words have identical definition sets, they are similar in terms of features. The commonality of two nodes is defined as relation (3):

\[
sim_{\text{f}(w1, w2)} = \frac{|A \cap B|}{|A \cup B|}
\]

So, A and B are the explanatory words (after deleting stop words) and/or Synsets for two words w1 and w2.

3.5. Calculating semantic similarities between articles

As previously mentioned, articles were divided in three parts of titles, keywords, and abstracts. And a weight was allotted to each. The weights were considered based on empirical experiences and testing the tools for several articles. The final results are based on all three parts and the best tested weight relates to titles (0.35). Weights for keywords and abstracts were calculated at 0.40 and 0.25 respectively. They were shown by \( \gamma \). Weighted means for article semantic similarities were calculated by the following formula (4):

\[
\text{Result} = \gamma_1 \times (\text{sim}_{\text{title}}) + \gamma_2 \times (\text{sim}_{\text{keyword}}) + \gamma_3 \times (\text{sim}_{\text{abstract}})
\]

4. Evaluation and results
According to the proposed method, the proposed system was implemented in C-Sharp. The articles were obtained by Thompson Reuter’s dataset, downloaded from Web of Science. The dataset includes 100 articles with their semantic similarities have been scored by some individuals. Figures 2, 3, and 4 display the sample data used in this regard. The score means were taken into consideration as the semantic similarities between two articles. As it was mentioned before, the system results were saved in four output files. Results relating to the similarities of titles, keywords, and abstracts were presented. The input data were separately saved as a text file.

![Fig. 3: Data Sample Relating to Articles](image1)

![Fig. 4: Data Sample Relating to Keywords](image2)

After entering input files in each part, results are separately calculated and show a final file, which is a combination of three parts. Figures 5 to 7 display a number of output results in a diagram. The number of the interested article appears in the horizontal vector in which each part has been divided into several units. Each unit shows the number of another article which has been compared with that article. This means that these two articles have been compared with each other. The vertical vector indicates similarities. The similarity is a number between 0 and 1 and each article which has been compared with it is scored at 1.

Figure 5 depicts the results of article similarities of titles. Results are compared two by two and a number between 0 and 1 is saved as their semantic similarity in the output file as a matrix. Figures 6 to 7 present the similarities of keywords and abstracts. In figure 6, each word is compared with other words and the score is saved in a matrix. In figure 7, the score of comparisons are based on abstracts. For abstracts, sentence separation tool is employed and the sentences are separated out. This tool should be able to correctly identify sentences in the input text. In most verbal processing, the exact output of this tool is highly important. And use of abstract and keywords to have precise calculations. Figure 8 indicates the final results for all articles.

Pearson’s correlation formula was used to find the correlation between system and human scores. The formula is stated as relation 5:

\[
r = \frac{N \sum XY - (\sum X)(\sum Y)}{\sqrt{[N \sum X^2 - (\sum X)^2][N \sum Y^2 - (\sum Y)^2]}}
\]

Figure 9 depicts the comparison between system and human scores. As it is a huge figure, it has been presented at the end of the article. This figure shows the comparisons of ten articles. The horizontal diagram shows the article numbers. In other words, each article has been compared with ten other articles. The vertical diagram presents similarities. Finally, in figure 10, the proposed method has been compared with other methods. Results show the effectiveness of the proposed method.
5. Conclusion

This paper presents a method for calculating article semantic similarities. According to the proposed method, similarities are stated based on the following points:

a) Separating out the article text into three parts of title, abstract, and keyword
b) Weighting titles, keywords and abstracts in terms of their contribution to the article
c) Calculating the weighted mean based on titles, abstracts and keywords
d) Using WordNet to achieve the semantic similarities of words

Pearson’s correlation formula was used to find the correlation between system and human scores. The correlation coefficient of the proposed method was estimated at 87%, which is optimal comparing with methods proposed by Resnik [15] with correlation coefficient of 79%, by Anisimo et al. [16] with correlation coefficient of 74%, and by Qasim with correlation coefficient of 89%. It can also be focused on article similarities using a specialized WordNet. The proposed system can be used for other texts such as texts in Persian and in other language, which is need of a WordNet of that language.
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