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Abstract

A theory which describes the share price evolution at financial markets as a continuous-time random walk [Scalas (2000); Mainardi (2000); Sabatelli (2002); Raberto (2002)] has been generalized in order to take into account the dependence of waiting times \( t \) on price returns \( x \). A joint probability density function (pdf) \( \phi_{X,T}(x,t) \) which uses the concept of a Lévy stable distribution is worked out. The theory is fitted to high-frequency US $/Japanese Yen exchange rate and low-frequency 19th century Irish stock data. The theory has been fitted both to price return and to waiting time data and the adherence to data, in terms of the \( \chi^2 \) test statistic, has been improved when compared to the old theory Sabatelli (2002).
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1 Introduction

The idea to describe the stock market share prices as a random walk dates back to Bachelier (1900). He assumed that price returns \( x \) and waiting times \( t \) are independent, identically distributed (i.i.d.) random variables which in the long time limit, according to the Central Limit Theorem (CLT), conform to the normal distribution.

The properties of random walks are well understood [see for example Montroll (1965)] and since low-frequency market data conforms fairly well to a normal
distribution the concept of a Continuous Time Random Walk (CTRW) has been incorporated into standard economical textbooks. This approach enabled Black et al. (1973) to formulate a theory of pricing financial derivatives for which they received the Nobel price in economics.

However there are serious problems with CTRWs. The observed probability density function (pdf) of price returns \( \phi(x) \) shows considerable discrepancies from a Gaussian [Lux (1996); Gopikrishnan (1999); Plerou (1999)]. In particular it exhibits power law tails for large values of \( x \). Mandelbrot (1963) and Fama (1970) managed to generalize Bachelier’s approach by introducing Lévy distributions \( L_{\mu,\beta}(x) \) with the normal distribution being only a particular representative of these.

Lévy distributions, functions labeled by two real parameters \( \alpha \) and \( \beta \), are limit distributions for sums of independent random variables which emerge in the generalized CLT Bouchaud (1990). Taking \( \beta = 0 \) and \( 0 < \alpha < 2 \) ensures that the functions are both positive, even \( (L_{\mu,\beta}(-x) = L_{\mu,\beta}(x)) \), behave like a steep Gaussian for small values of \( x \) and decay according to a Pareto’s power law much slower than a Gaussian for large \( x \)’s. Despite technical problems, the second moment being infinite for \( \alpha < 2 \), these functions have been successfully used to model relaxation processes (die-electrical, mechanical and NMR) Montroll (1984) and in the theory of probability Levy (1937); Gnedenko (1954).

Recently, an investigation of about 40 million price quotes at the New York Stock Exchange (NYSE) Gopikrishnan (1998) showed that the cumulative probability density of price returns \( S(x) = P(X > x) \) behaves like \( S(x) \sim x^{-\mu} \) with \( \mu = 3.1 \pm 0.003 \) which yields a value of \( \mu \) beyond the valid range \( 0 < \mu \leq 2 \) if the pdf were to be modeled by a Lévy distribution. Lévy distributions are well defined for \( \mu > 2 \) but can take negative values in that regime hence are not good candidates for pdfs.

Furthermore in most treatments so far it is assumed that price returns \( x \) are independent of waiting times \( t \). This does not seem to be the case Raberto (2002) and it also seems counterintuitive. One would expect larger price variations to correspond to larger waiting times since one would expect it to be more difficult, take more time, for a broker to find buyers and sellers that balance out supply and demand if the price variation is larger than if it was smaller. Such simplified reasoning implies that there should be a positive correlation between \( x \)’s and \( t \)’s which has not been taken into account in many works on this subject.

In this paper we will generalize the theory to take account of these two difficulties. We will drop the assumption that \( x \)’s and \( t \)’s are independent random variables but still retain the property of independence of variables correspond-
ing to different times. By assuming that it is a certain function of \( x \) and \( t \) that conforms asymptotically to the Lévy distribution rather than either price returns or waiting times themselves we will work out the joint pdf \( \phi_{X,T}(x,t) \). Theoretical results will be compared to some high-frequency market data.

The paper is organized as follows. In section 2.1 we formulate our theory and work out analytical formulas for pdfs and cumulative pdfs under various assumptions about how price returns and waiting times are correlated. In section 2.2 we set up an equation for the probability \( p(x,t) \) of having price \( x \) at time \( t \) and show that price evolution does not satisfy the Markovian property. We compare our evolution equation to that worked out under different assumptions \cite{Sabatelli2002}. Finally in sections 3.1, 3.2 and 3.3 we fit the cumulative pdfs of high-frequency exchange rate and low-frequency 19th century stock data to our theory, discuss the goodness of fit and assess whether the correlations between \( x \)'s and \( t \)'s which follow from our theory conform to market data.

2 A random walk with non-independent price returns and waiting times.

2.1 Pdfs and cumulative pdfs.

In the following we will adhere to the convention that random variables are denoted by capital letters and values of random variables by lower-case letters. The objective is to work out the joint pdf of price returns and waiting times \( \phi_{X,T}(x,t) \) under the assumption that the random variables \( X \) and \( T \) are not independent. The first idea which comes into a mind of a physicist is to assume a weak dependence and to develop a perturbative approach.

One could for example consider the correlation coefficient between \( X \) and \( T \):

\[
\text{corr}(X,T) = \frac{E[XT] - E[X]E[T]}{\sqrt{E[X^2] - E[X]^2} \sqrt{E[T^2] - E[T]^2}}
\]

(1)

with \( E[f] \) being the mean of \( f \) and minimize it as a functional of the joint pdf \( \phi_{X,T}(x,t) \) subject to an assumption that the pdf belongs to a certain functional space, ie is a linear combination of certain basis functions. However, since it is rather unclear how to choose these functions we will develop a different approach.

We assume that it is not the price return \( x \) or the waiting time \( t \) that conforms to a Lévy distribution but that a certain function \( f_t = f(x(t),t) \) has that
property. This means that there exists a random variable $F_T$, which depends on the random price returns $X$ and waiting times $T$, the change of which in the time period $[T_1, T_N]$ takes, for large $N$, the following form:

$$
\frac{F_{T_N} - F_{T_1}}{N} = \frac{\sum_{i=1}^{N} F_{T_{i+1}} - F_{T_i}}{N} = \langle F \rangle + \frac{1}{N^{1-1/\alpha}} \cdot \text{Lévy}(\alpha, \beta)
$$

(2)

where Lévy$(\alpha, \beta)$ is a random variable conforming to a Lévy distribution with parameters $\alpha$ and $\beta$. Equation (2) is a statement of the Generalized CLT under the assumption that the increments $F_{T_{i+1}} - F_{T_i}$ are i.i.d random variables.

We also assume that instead of one stock there can be a set of stocks $\vec{X} = \{X_1, \ldots, X_p\}$ the prices of which are correlated with each other and so $F_T$ depends on all stock price returns $\vec{X}$, ie $F_T = F(\vec{X}, T)$, and $F_T$ conforms to the Lévy distribution (2).

In order to work out the distribution $\phi_{X,T}(x,t)$ of the returns and waiting times we consider a transformation of variables in the $p+1$-dimensional space with Cartesian coordinates $x_1, \ldots, x_p, t$:

$$(x_1, x_2, \ldots, x_p, t) \rightarrow (f, \theta_1, \ldots, \theta_p)
$$

(3)

We require the elementary probabilities $P()$ to be conserved:

$$L_{\mu,0}(f)df\Theta_1(\theta_1)d\theta_1 \cdots \Theta_p(\theta_p)d\theta_p = P \left( \begin{array}{c} f \leq F \leq f + df \\ \theta_i \leq \Theta_i \leq \theta_i + d\theta_i \end{array} \right) := \phi(\vec{x}, t)d\vec{\theta}dt
$$

(4)

where $\Theta_i(\theta)$ for $i = 1, \ldots, p$ are certain functions of the variables $\theta_i$ which we set equal to one $\Theta_i = 1$.

Now the problem is to make a proper choice of the function $f = f(\vec{x}, t)$. We will assume that $f$ is a hypotenuse in a right triangle with edges of lengths $|\vec{x}|$ and $t$ (see Fig.1). Therefore $f = \sqrt{x_1^2 + \ldots + x_p^2 + t^2}$ and the most natural transformation (3) that comes into mind here is a mapping into spherical polar
Fig. 1. Illustration of our assumption concerning the random walk. Here the changes in lengths of consecutive hypotenuses (marked with dashed lines) are i.i.d. random variables. Therefore, on the grounds of the generalized CLT, the length of the hypotenuse conforms, in large time limit, to a Lévy distribution (compare (2)).

coordinates [Arfken (1970)]:

\[
\begin{align*}
x_1 &= f \sin \theta_p \sin \theta_{p-1} \ldots \sin \theta_2 \sin \theta_1 \\
x_2 &= f \sin \theta_p \sin \theta_{p-1} \ldots \sin \theta_2 \cos \theta_1 \\
x_3 &= f \sin \theta_p \sin \theta_{p-1} \ldots \cos \theta_2 \\
& \vdots \\
x_p &= f \sin \theta_p \cos \theta_{p-1} \\
t &= f \cos \theta_p
\end{align*}
\]  

(5)

where \(0 \leq \theta_p \leq \pi\) and \(0 \leq \theta_j \leq 2\pi\) for \(j = 1, \ldots, p - 1\). The Jacobian of the transformation (5) reads:

\[
J = \left| \frac{\partial(x_1, \ldots, x_p, t)}{\partial(f, \theta_1, \ldots, \theta_p)} \right| = f^p \sin \theta_2 \sin^2 \theta_3 \ldots \sin^{p-1} \theta_p = f \cdot \mathcal{M}(\vec{x})
\]  

(6)

where

\[
\mathcal{M}(\vec{x}) = \sqrt{\prod_{q=2}^{p} \left( \sum_{s=1}^{q} x_s^2 \right)}
\]  

(7)

and the joint pdf of price returns and waiting times reads:
\[\phi_{X,T}(\vec{x}, t) = L_{\mu,0}(f) \cdot \frac{\partial (f, \theta_1, \ldots, \theta_p)}{\partial (x_1, \ldots, x_p, t)}\]

\[= \frac{L_{\mu,0}(f)}{f} \cdot \frac{1}{M(\vec{x})} = \frac{L_{\mu,0}(\sqrt{|\vec{x}|^2 + t^2})}{\sqrt{|\vec{x}|^2 + t^2}} \cdot \frac{1}{M(\vec{x})}\]  

(8)

Integrating over all \(\vec{x}\) values with a fixed modulus \(x\) we obtain the pdf \(\phi_{X,T}(x, t)\) which corresponds to the length of the vector of price returns \(x = |\vec{x}|\) and to the waiting time \(t:\)

\[\phi_{X,T}(x, t) = \int \phi_{X,T}(\vec{x}, t) \cdot \frac{\partial (x_1, \ldots, x_p)}{\partial (x, \xi_1, \ldots, \xi_p)} \cdot d\xi_1 \ldots d\xi_{p-1} = \frac{2}{\pi} L_{\mu,0}(\sqrt{x^2 + t^2})\]  

(9)

In equation (9) we applied a mapping into spherical polar coordinates in \(p\)-dimensional space \((x_1, \ldots, x_p) \rightarrow (x, \xi_1, \ldots, \xi_{p-1})\) the Jacobian of which, according to equation (6), reads:

\[\frac{\partial (x_1, \ldots, x_p)}{\partial (x, \xi_1, \ldots, \xi_{p-1})} = x \cdot \sqrt{\prod_{q=2}^{p-1} \left(\sum_{s=1}^{q} x_s^2\right)} = x \cdot \sqrt{x^2 - x_p^2} \cdot \sqrt{x^2 - x_p^2 - x_{p-1}^2} \ldots \sqrt{x_1^2 + x_2^2} = M(\vec{x})\]  

(10)

Finally we work out the cumulative density of waiting times \(S_T(t) = P(T > t)\) and that of price returns \(S_X(x) = P(X > x)\):

\[S_T(t) = \int_t^\infty \phi_T(\xi) d\xi = \frac{2}{\pi} \int_0^\infty \frac{L_{\mu,0}(\sqrt{\eta^2 + \xi^2})}{\sqrt{\eta^2 + \xi^2}} d\eta d\xi\]  

(11)

Now, the double integral on the right-hand-side in (11) is computed by going to polar coordinates \(\eta = z \cos \phi\) and \(\xi = z \sin \phi\). The cumulative density \(S_T(t)\) reads:

\[S_T(t) = \frac{2}{\pi} \int_t^\infty dzz \frac{L_{\mu,0}(z)}{z} \int_0^{\pi/2} \phi d\phi = \frac{2}{\pi} \int_0^\infty dzh L_{\mu,0}(z) \cdot (\pi/2 - \phi_0)\]

\[= \frac{2}{\pi} \int_t^\infty \arccos \left(\frac{t}{z}\right) L_{\mu,0}(z) dz\]  

(12)

where \(\phi_0 = \arcsin (t/z)\). Since the marginal pdfs \(\phi_X(x)\) and \(\phi_T(t)\) take the same form, it is readily seen that the joint pdf in (9) does not change when
\( x \) and \( t \) are mutually exchanged, the cumulative density of returns \( S_X(x) \) is given by the same formula as (12) except that \( t \) is replaced by \( x \). Let us also write down the large \( t \) expansion of the cumulative density.

\[
S_T(t) = \frac{1}{2\pi \mu} \sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{(k+1)!} \Gamma(1 + k\mu) \sin(\pi \mu k/2) B\left(\frac{1}{2}, \frac{\mu k + 1}{2}\right) \frac{1}{t^{\mu k}} \tag{13}
\]

where \( B(n, m) = \frac{\Gamma(n)\Gamma(m)}{\Gamma(n+m)} \) is the beta function. The expansion (13) evaluated by making use of an asymptotic expansion of the Lévy function and may be useful for numerical calculations of \( S_T(t) \) for large values of \( t \).

It is interesting to compare these results with a different assumption for the function \( f \). Assume that it is the sum of moduli of price returns and the waiting time that conforms to the Lévy distribution \( f = |x_1| + \ldots + |x_p| + t \).

Looking at Fig.1 one could say that it is the sum of neighboring horizontal and vertical sections \( |t_n| + |x_n| \) in one knee of the random staircase that conforms to the Lévy distribution in large time limit. The transformation of variables (3) is now given by:

\[
\begin{align*}
x_1 &= \theta_1 f \\
x_2 &= \theta_2 f \\
&\vdots \\
x_p &= \theta_p f \\
t &= f(1 - \theta_1 - \ldots - \theta_p)
\end{align*}
\tag{14}
\]

where \( 0 < \theta_i < 1 \) and \( \sum_i \theta_i \leq 1 \). The Jacobian reads \((-1)^p f^p\) and the joint pdf takes the form \( \phi_{\tilde{X},T}(\tilde{x}, t) = L_{\mu,0}(f)/f^p \). The joint pdf \( \phi_{X,T}(x, t) \) which depends on the modulus of the \( \tilde{x} \) vector in the \( L_1 \) norm \( x = \sum_{i=1}^{p} x_i \) reads:

\[
\phi_{X,T}(x, t) = \int_{\sum_i x_i = x} \phi_{\tilde{X},T}(\tilde{x}, t) d\tilde{x} = \frac{L_{\mu,0}(x + t)}{(x + t)^p} \sum_{i x_i = x} \int d\tilde{x} = \frac{x^{p-1}L_{\mu,0}(x + t)}{(p-1)!{(x + t)^p}}
\tag{15}
\]

The cumulative probability distribution of waiting times \( S_T(t) \) reads:

\[
S_T(t) = \int_t^{\infty} d\xi \int_0^{\infty} dx \frac{x^{p-1}L_{\mu,0}(x + \xi)}{(p-1)!{(x + \xi)^p}} = \frac{1}{p!} \int_t^{\infty} L_{\mu,0}(z) \left(1 - \frac{t}{z}\right)^p dz \tag{16}
\]
Table 1

| Function | Joint pdf | Kernels of cumulative pdfs | Asymptotic behavior of cumulative pdfs |
|----------|-----------|----------------------------|----------------------------------------|
| $f = f(x, t)$ | $\phi_{X,T}(x, t)$ | $K_T(t, \xi)$ | $K_X(x, \xi)$ | $C/t^\mu$ | $C/t^\mu$ |
| $\sqrt{x^2 + t^2}$ | $\frac{L_{\mu,0}(f)}{x^{p-1}} \frac{1}{f}$ | $\arccos \frac{t}{\xi}$ | $\arccos \frac{x}{\xi}$ | $D/t^\mu$ | $E/t^\mu$ |
| $x + t$ | $\frac{1}{\xi}$ | $(1 - \frac{t}{\xi})^p$ | $(1 - \frac{x}{\xi})^p$ | |

Table 1
Probability distribution functions in a CTRW with non-independent increments. The kernels $K_X(x, \xi)$ and $K_T(t, \xi)$ determine the cumulative densities in the following way: $S_W(w) = \int_w^\infty K_W(w, \xi)L_{\mu,0}(\xi)d\xi$ where $W \in \{X, T\}$ and $w \in \{x, t\}$. The constants $C$ and $K$ which define the asymptotic, large argument behavior read $C = 1/(2\pi\mu)\Gamma(1 + \mu)\sin((\pi\mu/2))B(1/2, (\mu + 1)/2)$, $D = 1/(\pi p!)\Gamma(1 + \mu)\sin((\pi\mu/2))B(p + 1, \mu)$ and $E = Dp/(\mu(\mu + p)B(p + 1, \mu))$

and that of price returns $S_X(x)$ takes the form:

$$S_X(x) = \int_x^\infty d\xi \int_0^\infty dt \frac{e^{\xi-1}L_{\mu,0}(\xi + t)}{(p-1)!((\xi + t)^p)} = \frac{1}{p!} \int_x^\infty L_{\mu,0}(z) \left(1 - \left(\frac{x}{z}\right)^p\right) dz$$

For both cases considered above the cumulative density of either waiting times or price returns takes the form: $S_W(w) = \int_w^\infty K_W(w, \xi)L_{\mu,0}(\xi)d\xi$ where $W \in \{X, T\}$ and $w \in \{x, t\}$ and the kernels $K_W(w, \xi)$ depend on the function $f(x, t)$ and on the number of stocks $p$. The functional form of $S_W(w)$ allows us to work out an asymptotic expansion of the cumulative density of waiting times

$$S_T(t) = \frac{1}{\pi p!} \sum_{k=1}^\infty \frac{(-1)^{k+1}}{k!} B(p + 1, \mu k) \Gamma(1 + \mu k) \sin(\pi\mu k/2) \frac{1}{t^{\mu k}}$$

and that of price returns:

$$S_X(x) = \frac{1}{\pi p!} \sum_{k=1}^\infty \frac{(-1)^{k+1}}{k!} \frac{p}{\mu k(\mu k + p)} \Gamma(1 + \mu k) \sin(\pi\mu k/2) \frac{1}{x^{\mu k}}$$

The results are summarized in Table 1.

Notice that it is not possible to derive a small $w$ expansion of $S_W(w)$ around $w = 0$ even though a Taylor expansion of the Lévy function $L_{\mu,0}(x)$ around $x = 0$ exists for certain values of the parameter $\mu$. Indeed $S_W(w)$ cannot be expanded around $w = 0$ because all its derivatives at $w = 0$ do not exist.
Firstly, for the case \( f = \sqrt{x^2 + t^2} \) we get from equation (9)

\[
dS_T(t)/dt = -\phi_T(t) = \int_0^\infty \phi_{X,T}(x,t)dx = \int_0^\infty \frac{2 L_{x,0}(\sqrt{x^2 + t^2})}{\sqrt{x^2 + t^2}} dx
\]  

(20)

and see that the integral on the right-hand side of (20) diverges for \( t = 0 \) since it contains an non-integrable \( 1/x \) singularity at \( x = 0 \). The same happens for the case in the second row in Table 1.

2.2 The evolution equation

We now work out an evolution equation for \( p(x, t) = P(X_t = x) \) ie the probability that the stochastic process \( X_t \) which describes the time dependence of price returns has value \( x \) at time \( t \). We know \([\text{Montroll (1965); Balescu (1997)}]\) that \( \tilde{p}(k, s) \), the Fourier transform of \( p(x, t) \) with respect to \( x \) and a Laplace transform with respect to time \( t \), takes the form:

\[
\tilde{p}(k, s) = \frac{1 - \hat{\phi}(s)}{s} \cdot \frac{1}{1 - \hat{\phi}(k, s)}
\]

(21)

where

\[
\hat{\phi}(k, s) = F_x[L_t[\phi_{X,T}(x,t)]]
\]

\[
\tilde{\phi}(s) = L_t[\phi_T(t)]
\]

(22)

Here the variables in parenthesis \( (x, k) \) and \( (t, s) \) are mutually conjugate and \( F_x, L_t \) are Fourier-Laplace transforms (FLTts) with respect to \( x \) and \( t \) respectively.

The evolution equation is worked out by taking inverse FLTts of (21) (compare with equation (1) in \[\text{Sabatelli (2002)}\]) and takes the form:

\[
\int_0^t \Phi(t - t') \frac{\partial}{\partial t'} p(x, t') dt' = -p(x, t) + \int_0^t \int_\infty^- \lambda(x - x', t - t') p(x', t') dx' dt'
\]

(23)

where the kernel \( \Phi(t) \) is related in Laplace space to the cumulative probability density \( \mathcal{S}(s) = L_t[S_T(t)] \) or to the probability density \( \tilde{\phi}(s) \) by:

\[
\hat{\phi}(s) = \frac{\mathcal{S}(s)}{1 - s \mathcal{S}(s)} = \frac{1 - \hat{\phi}(s)}{s \hat{\phi}(s)}
\]

(24)
and the kernel \( \lambda(x, t) \) is related in Laplace-Fourier space to both the joint pdf and to the pdf of waiting times by:

\[
\tilde{\lambda}(k, s) = \frac{\tilde{\phi}(k, s)}{\phi(s)}
\]  

(25)

In general the process is non-Markovian, ie the present value of \( p(x, t) \) depends on the whole history of both \( p \) and its time derivative \( \frac{\partial}{\partial t}p(x, t) \), unless the time dependence of the kernels reduces to a Dirac delta function. To demonstrate the non-Markovian behavior for our theory all we need to do is show that \( \hat{\Phi}(s) \neq 1 \) in (24) or equivalently that \( \hat{\phi}(s) \neq 1/(1 + s) \). Then:

\[
\hat{\phi}(s) = \frac{2}{\pi} \int_0^\infty \exp\{-st\} \int_0^\infty \frac{L_{\mu,0}(\xi)}{\sqrt{\xi^2 - t^2}} d\xi dt = \frac{2}{\pi} \int_0^\infty L_{\mu,0}(\xi) d\xi \int_0^\xi \exp\{-st\} \frac{L_{\mu,0}(\xi)}{\sqrt{\xi^2 - t^2}}
\]

(26)

\[
= \frac{2}{\pi} \int_0^{\pi/2} L_{\mu,0}(\xi) d\xi \int_0^{\pi/2} \exp\{-s\xi \sin \theta\} d\theta
\]

(27)

\[
= \frac{2}{\pi} \int_0^{\pi/2} \int_0^\infty L_{\mu,0}(\xi) \exp\{-s\xi \sin \theta\} d\xi d\theta
\]

(28)

\[
= \frac{2}{\pi} \int_0^{\pi/2} \exp\{-s \sin \theta)^\mu\} d\theta
\]

(29)

\[
= 1 + \frac{1}{\sqrt{\pi}} \sum_{n=1}^{\infty} \frac{(-1)^n}{n!} \frac{\Gamma((\mu n + 1)/2)}{\Gamma(1 + \mu n/2)} s^{\mu n} \neq \frac{1}{1 + s}
\]

(30)

The transition from (26) to (27) follows from a substitution \( t = \xi \sin \theta \) and equality of terms (28) and (29) follows from the integral representation of the Lévy function and from applying the Cauchy integral theorem.

Note that the representation of the joint pdf in Laplace-Fourier space \( \tilde{\phi}(k, s) \) can also be calculated explicitly:

\[
\tilde{\phi}(k, s) = \int_0^\infty \int_0^\infty \frac{2}{\pi} \exp\{ikx - st\} L_{\mu,0}(\frac{\sqrt{x^2 + t^2}}{\sqrt{x^2 + t^2}}) dtdx
\]

(31)

\[
= \frac{2}{\pi} \int_0^{\pi/2} \int_0^\infty L_{\mu,0}(r) \exp[-\{s \cos \phi - ik \sin \phi\}r] drd\phi
\]

(32)

\[
= \frac{2}{\pi} \int_0^{\pi/2} \exp\{-s \cos \phi - ik \sin \phi)^\mu\} d\phi
\]

(33)
Equality (31) = (32) follows from going to polar coordinates \((x, t) \rightarrow (r \sin \phi, r \cos \phi)\) and equality (32) = (33) follows from the same transformation as that leading from (28) to (29). Finally the last equality (33) = (34) follows from substitution of variables \(\phi \leftarrow \pi/2 - \phi\). Equations (25), (29) and (34) allow us to draw the conclusion that the kernel \(\tilde{\lambda}(k, s)\) in Laplace-Fourier space does not factorize and therefore the evolution equation (23) includes a term on the right-hand-side (the double integral over \(x'\) and \(t'\)) that is non-local both in time and in space. This turns out to be different from the evolution equation in Sabatelli (2002) where the respective term was non-local in space only.

Having obtained results (29) and (34) we can also look at the form of the evolution equation in the limit of large price returns \(x\) and large waiting times \(t\). It only amounts to finding the form of the joint pdf \(\hat{\phi}(k, s)\) and the waiting time pdf \(\hat{\phi}(s)\) for small values of \(k\) and \(s\) and inserting them into the evolution equation (21) in Laplace-Fourier space. Expanding the exponential in (29) in a power series and integrating term by term we get:

\[
\hat{\phi}(s) = 1 - \alpha_1 s^\mu + O(s^{2\mu}) \quad \text{where} \quad \alpha_1 = B \left( \frac{\mu + 1}{2}, \frac{1}{2} \right) \frac{1}{\pi}\]

and from (34) we obtain:

\[
\tilde{\phi}(k, s) \simeq 1 - \frac{2}{\pi} \int_0^{\pi/2} (s \sin \phi - ik \cos \phi)^\mu d\phi \simeq 1 - k^\mu \left( \beta_1 + \beta_2 \frac{s}{k} + \beta_3 \frac{s^2}{k^2} \right)
\]

where

\[
\beta_1 = B \left( \frac{\mu + 1}{2}, \frac{1}{2} \right) \frac{e^{-i\pi/2\mu}}{\pi},
\beta_2 = \mu B \left( \frac{\mu}{2}, 1 \right) \frac{ie^{-i\pi/2\mu}}{\pi},
\beta_3 = \mu(\mu - 1)/2B \left( \frac{\mu - 1}{2}, \frac{3}{2} \right) \frac{e^{-i\pi/2\mu}}{\pi}\]

Inserting (35) and (36) into the evolution equation (21) yields an equation

\[
k^\mu \left( \beta_1 + \beta_2 \frac{s}{k} + \beta_3 \frac{s^2}{k^2} \right) \tilde{p}(k, s) = \alpha_1 s^{\mu - 1}\]

(38)
that can be reformulated in terms of fractional derivatives \cite{Samko1993} in the \(x, t\) space, i.e. after performing an inverse Laplace-Fourier transform. Here we merely note that the equation is different than that obtained in \cite{Scala2000}, which is not a surprise since we dropped the assumption of independence of \(x\)'s and \(t\)'s.

### 3 Empirical analysis

We now analyze two sets of stock market data, fit the theory developed in section 2.1 to the data and finally discuss the goodness of the fit.

The first data set comprises prices for 10 stocks (5 railways and 5 banks) from the Irish stock exchange during the period 1850-54. Transactions during this period were carried on a daily basis so all waiting times are a day or longer. Over the 5 year period we have 1751 data points.

The second set contains 2220695 exchange rate quotes of US$ to the Japanese Yen taken between 1989 to 1998 with waiting times ranging from a minute to some hours. The stock prices fluctuate with a much higher frequency than in the former case and the statistical error is much smaller due to a much larger size of the data sample. This allows a more reliable fit.

#### 3.1 Cumulative distributions of price returns and waiting times

The objective is to fit theoretical cumulative density functions \(S_T(t)\) (12,16) and \(S_X(x)\) (17) to market data

\[
N_T(t) := \text{number of data points with waiting times not smaller than } t
\]

\[
N_X(x) := \text{number of data points with price returns not smaller than } x
\]

We consider both assumptions from Table 1 regarding the way returns and waiting times are correlated, assumptions which result in two different formulas for \(S_T(t)\). However it turns out that there is no great difference between them. Our task consists in choosing three parameters \(v\), \(w\) and \(\mu\) in such a way that the chi-square test statistics \(\chi^2_T\) and \(\chi^2_X\) are as small as possible.

\[
\chi^2_T := \sum_{t_i} \frac{(N_T(t_i)/N_T(0) - S_T(vt_i))^2}{S_T(vt_i)}
\]

\[
\chi^2_X := \sum_{x_i} \frac{(N_X(x_i)/N_X(0) - S_T(wx_i))^2}{S_T(wx_i)}
\]  

(39)
where the sums run over the measured waiting times $t_i$ and price returns $x_i$ for $i = 1, \ldots, n$. For our data sets we chose $n = 200$. Parameter values can be estimated by fitting a power law $S_T(t) = (a_1 t)^{b_1}$ for $t \in (t_1, t_2)$ and $S_X(x) = (a_2 x)^{b_2}$ for $x \in (x_1, x_2)$ to the asymptotic behavior of distribution functions. The ranges $t_1 < t < t_2$ and $x_1 < x < x_2$ have to be chosen with caution. The variables $t$ and $x$ have to be large enough for the power law to be valid but cannot be too large because the finite size of the data file introduces a significant error to $N_T(t)$ and $N_X(x)$.

For the high frequency US$/Yen data we have fitted following power laws to the distribution functions:

\begin{align*}
S_T(t) &\sim (a_1 t)^{b_1} = (0.813 t)^{-1.8662} \quad \text{for } 50 < t[\text{min}] < 300 \quad (40) \\
S_X(x) &\sim (a_2 x)^{b_2} = (0.451 x)^{-1.8662} \quad \text{for } 50 < 50000 x < 300 \quad (41)
\end{align*}

Similarly the asymptotic fits for the low frequency old Irish data read:

\begin{align*}
S_T(t) &\sim (a_1 t)^{b_1} = (1.099 t)^{-0.42} \quad \text{for } 30 < t[\text{days}] < 160 \quad (42) \\
S_X(x) &\sim (a_2 x)^{b_2} = (0.669 x)^{-0.42} \quad \text{for } 30 < 1000 x < 160 \quad (43)
\end{align*}

with the relative error of the coefficients not larger than a couple of percent in both cases. It has to be emphasized that the fit to $S_X(x)$ is biased in the sense that the power law exponent has to have the same value as in $S_T(t)$ for the theory to be valid. Indeed, the parameters to be fitted are expressed by the measured parameters $a_1, b_1$ of the asymptotic behavior in the following way (compare to formulas in Table 1):

\begin{align*}
v &= a_1 \cdot C^{1/\mu} \quad w = a_2 \cdot C^{1/\mu} \quad \text{and} \quad \mu = b_1 = b_2 \quad (44)
\end{align*}

where $C = 1/(2\pi\mu) \Gamma(1 + \mu) \sin(\pi\mu/2) B(1/2, (1 + \mu)/2)$ for the case $f(x, t) = \sqrt{x^2 + t^2}$ and

\begin{align*}
v &= a_1 \cdot D^{1/\mu} \quad w = a_2 \cdot E^{1/\mu} \quad \text{and} \quad \mu = b_1 = b_2 \quad (45)
\end{align*}

where $D = 2/\pi \Gamma(1 + \mu) \sin(\pi\mu/2) B(\mu, P + 1)$ and $E = 2/\pi \Gamma(1 + \mu) \sin(\pi\mu/2) P/ (\mu(\mu + P))$ for the case $f(x, t) = x + t$.

Recall that $B$ is the beta function defined in terms of the gamma function as $B(n, m) = \Gamma(n)\Gamma(m)/\Gamma(n + m)$.

From formulas (43),(44) and (45) we obtain values of parameters $\mu = 1.8662$, $v = 0.1649(0.1072)$, $w = 0.0914(0.1044)$ for the US$/Yen data for the cases $f = \sqrt{x^2 + t^2}$ and $f = x + t$ respectively. For the old Irish data we analyzed
the first case $f = \sqrt{x^2 + t^2}$ only and obtained the following results: $\mu = 0.42$, $v = 0.2223$, $w = 0.1354$. The results are shown in Figs. 2,3,4,5. Firstly we notice that the assumption regarding the choice of function $f(x, t)$ does not play a significant role. The relative difference of the cumulative probability densities does not exceed 0.4 in the US$/Yen case. The price returns distribution fit is better than that of waiting times. The $\chi^2$ test statistics $\chi^2 = \chi^2_X = 0.497(1.974)$ are smaller than that for waiting times $\chi^2 = 3.3223(2.4694)$ for the same number of degrees of freedom 304 in both cases. This does not however discredit the model. The US$/Yen waiting times data seem not to exhibit the typical features of probability distributions of financial data, ie exponential and power law decay for small and large waiting times respectively. Indeed, an inspection of Fig. 3 reveals mysterious humps at $t \simeq 100$ and $t \simeq 350$. This could imply that small waiting times are underestimated and large waiting times are over-estimated. This could be due to a limited (two decimal digits only) accuracy of the data. Such data truncation will indeed introduce a bias toward larger waiting times. More accurate data is required to test this suggestion.

At this point we note in more details the difficulties arising by computing $S_T(t)$ from formulas (12) and (13).

Since a series expansion in $t$ around $t = 0$ does not exist (as proved in section 2.1) we computed the cumulative density $S_T(t)$ numerically using a Gauss-Hermite quadrature. The integrand in (12) behaves like a Gaussian for large values of $z$ and the integration range is infinite therefore the Gauss-Hermite quadrature is best suited for all integration procedures. However, since the integrand is cut off for $z < vt$ we use a large number of abscissas $z_i$ and weights $w_i$ in the quadrature

$$\int_0^\infty f(z) \exp(-z^2)dz = \sum_{i=1}^M f(z_i)w_i$$

(46)

so that the contribution from the integrand for $z > vt$ is considerable. In other words the number $M$ of abscissas has to be large enough so that the largest of abscissas $z_{max} = \max_i z_i$ is much larger than $vt$, which, for our data, is of the order of $v \times 200 = 44.5$. Furthermore since the weights $w_i$ decrease quite strongly with increasing $x_i$’s we have to carry out calculations with high precision. We chose $M = 3500$ which yields $z_{max} = 83.2$ and the corresponding weight $w_{max} \sim 7 \times 10^{-3011}$ and conducted computation with a precision of 300 digits. This method is however only suited for calculating $S_T(t)$ for intermediate times and computing the cumulative density for the largest waiting times $100 < t < 500$ is marked with a considerable error.

The Gauss-Hermite computation works quite well in the whole range of $t$ values for the case of US$/Yen exchange rates, Figs. 2,3. This is because the
asymptotic expansion (13), which was derived from an asymptotic expansion of the Lévy function converges for all \( t > 0 \) for \( 0 < \mu < 1 \) and diverges for all \( t \) if \( 1 \leq \mu \leq 2 \) \cite{Montroll_1984}. For the old Irish stock data where \( \mu = 0.42 < 1 \) the asymptotic expansion (13) diverges. It is clearly difficult to work out a numerical procedure for computing \( S_T(t) \) in the whole range of \( \mu \) parameter \( 0 < \mu < 2 \).

### 3.2 Goodness of the fit

We know that the variables \( z_T \) and \( z_X \) conform to a \( \chi^2_{n-1} \) distribution with \( n-1 \) degrees of freedom. Since for large \( n \) the variable \( \chi^2_n \) can be approximated by the normal distribution \( \text{Normal}(n, 2n) \) with mean \( n \) and variance \( 2n \), we see that for \( n = 200 \) the computed values \( z_T = 2.70527 \) and \( z_X = 0.910386 \) are much smaller than the 2.5\%-value of the distribution which is \( 200 + 1.96 * \sqrt{400} = 239.2 \), which yields a satisfactory conformance to the theory.

Here a comment has to be made on the waiting time data (Fig. 3). Unlike the cumulative pdfs from previous papers, eg. the New York Stock Exchange prices investigated by \cite{Raberto_2002}, that are well fitted by an exponential for small values of \( t \) and by a power law for large \( t \) values the cumulative pdfs for the US$/Yen data seem to exhibit a power law behavior in the whole range of \( t \) values and in addition show small humps or shoulders for \( t > 100 \). In this respect it is not a surprise that the function (12) does not fit the data very well and however neither did the approach developed in \cite{Sabatelli_2002}. At least using our approach the price returns cumulative pdfs are quite well fitted with the same parameter \( \mu \) as that used in the waiting time data.

### 3.3 Correlation between price returns and waiting times

We now analyze correlations between different functions of waiting times and price returns for the market data and try to justify the assumption made in section 2.1 regarding the choice of function \( f(\bar{x}, t) \).

The main objective of this article was to show that price returns \( x \) and waiting times \( t \) cannot be regarded as independent variables and to find such functions of \( x \) and \( t \), which, within the accuracy of data available can be regarded as independent.

Indeed a standard contingency test between \( x \) and \( t \) carried out in Table 2 shows that the null hypothesis, of the variables being independent can be rejected at a 1\% confidence level.
This begs a question whether there is a mapping of \( x \) and \( t \) onto new variables that can be considered as independent. In section 2.1 we considered the mapping (3) and we assumed all functions \( \Theta_i \) in (4) to be equal to one. This is equivalent to claiming that the variables \( f, \theta_1, \ldots, \theta_p \) are independent while the original \( x_1, \ldots, x_p \) are not. Let us now check this assumption numerically making use of the market data.

Consider the case \( p = 1 \) in (3), i.e. a case of only one stock, and set up a contingency table between \( r = \sqrt{(wx)^2 + (vt)^2} \) and \( \phi = \arctan(vt)/(wx) \) in Tables 4 and 5.

The prices of stocks were given with an accuracy of two decimal digits, which allows computation of the error

\[
dx = d \log p_{n+1}/p_n = dp_{n+1}/p_{n+1} + dp_n/p_n \simeq 0.01/ < p_n > \simeq 10^{-4} \quad (47)
\]

From this information and from the range in which waiting times and log-price returns vary \( 1 \leq t \leq 2606 \) and \( 10^{-9} \leq x \leq 1.910^{-2} \) we calculate the accuracy \( r \pm dr \) and \( \phi \pm d\phi \) of random variables \( r = \sqrt{(wx)^2 + (vt)^2} \) and \( \phi = \arctan(vt)/(wx) \), the mutual independence of which we are going to investigate. Total differentials of \( r \) and \( \phi \) yield:

\[
\begin{align*}
dr &= |\sin(\phi)| v dt + |\cos(\phi)| w dx \\
d\phi &= \frac{|\cos(\phi)|}{r} v dt + \frac{|\sin(\phi)|}{r} w dx \quad (48)
\end{align*}
\]

We calculate the differentials \( dr \) and \( d\phi \) for \( r, \phi \) values from Table (4) and estimate the errors \( \delta r \) and \( \delta \phi \) by the average value of the corresponding differential. This yields a result \( \delta r = 0.165 \) and \( \delta \phi = 0.002 \). If we compare this with the range of values in each box of the Table (4), we get \( r_{m+1} - r_m = 0.206 \) and \( \phi_{n+1} - \phi_n = \pi/20.0008 = 0.0012 \) which is on the verge of the accuracy of measurements.

Since the Table (4) contains many zeros in the upper and lower right corners it would be reasonable to refine the range of variability, introducing more rows in the center of the table where most data points are gathered and assemble a couple of top rows and a couple of bottom rows into single rows. This would however yield a refinement much below the measurement error unless the number of rows and thus the number of degrees of freedom was decreased resulting in a less certain estimate.

Indeed, a contingency test in Table (5) with the same number of rows and columns but with a refined range of the variable \( \phi = \pi/(1 + 8(n - 5)10^{-4}) \) yields a much larger value of the test statistic \( z = 1507.7 \) than that from
Table (4) suggesting the null hypothesis should be rejected. However, since the $\phi$ values are marked with an error $\delta\phi = 0.002$, which is one order of magnitude larger than the increment $\phi_{n+1} - \phi_n = \pi/2 \cdot 8 \cdot 10^{-4}$ such a test is not reliable.

The accuracy of measurements is not an issue for a contingency test between the log-returns $x$ and the waiting times $t$ themselves.

4 Conclusions

We have developed a new generalization of the continuous time random walk that recognizes waiting times and associated jumps may not be independent. The theory has been applied to stock price data. Two data sets were used namely old 19th century Irish daily data and 20th century US$/$Japanese Yen currency data. Since our theory avails of analytical results it would be interesting to pursue further investigation of correlations between waiting times $T$ and price jumps $X$. Note that averages of the kind $E[X^n T^m]$ are readily expressed through derivatives of the joint pdf in Fourier-Laplace space $\partial_n^k \partial_s^m \tilde{\phi}(k, s)$. In particular, we see from (37) that $E[X^\mu] \simeq \beta_1$, $E[X^{\mu-1}] \simeq \beta_2$ and $E[X^{\mu-2} T^2] \simeq \beta_3$. Once more accurate data was available these results can be used to validate the theory.
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Fig. 2. The distribution of changes of logarithms of US$/Japanese Yen exchange rates and the fitted theoretical formulas \( S_X^1(x) \) and \( S_X^2(x) \) corresponding to the case in first and second row in Table 1 respectively. The test statistic equals \( \chi^2_X = 0.497(1.974) \) for 304 degrees of freedom. The inset shows the relative difference between \( S_X^1 \) and \( S_X^2 \).
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Fig. 3. Like in Fig. 2 but for waiting times. The test statistic equals \( \chi^2_T = 3.3223(2.4694) \) for 304 degrees of freedom.
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Stock market data

Analytic formula $S(0.1354^*x)$ -- evaluation by series expansion

Fig. 4. The distribution of changes of logarithms of old Irish stocks and the theoretical curve $S_X^1(x)$. The test statistic equals $\chi^2_X = 4.666$ for 200 degrees of freedom. A large deviation at small $x$ is due to the difficulty of computing $S_X^1(x)$ for small $x$.
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\[ \chi^2_T = 1.7595 \]

for 200 degrees of freedom.

Fig. 5. Like in Fig. 4 but for waiting times. The test statistic equals $\chi^2_T = 1.7595$ for 200 degrees of freedom.