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ABSTRACT

Observations collected by agents in a network may be unreliable due to observation noise or interference. This paper proposes a distributed algorithm that allows each node to improve the reliability of its own observation by relying solely on local computations and interactions with immediate neighbors, assuming that the field (graph signal) monitored by the network lies in a low-dimensional subspace and that a low-rank noise is present in addition to the usual full-rank noise. While oblique projections can be used to project measurements onto a low-rank subspace along a direction that is oblique to the subspace, the resulting solution is not distributed. Starting from the centralized solution, we propose an algorithm that performs the oblique projection of the overall set of observations onto the signal subspace in an iterative and distributed manner. We then show how the oblique projection framework can be extended to handle distributed learning and adaptation problems over networks.

Index Terms—Low-rank noise, subspace constraints, distributed oblique projection, learning and adaptation.

I. INTRODUCTION

We consider N agents in a network, collecting data with the objective of collaboratively solving some inference task. The locally observed data may be unreliable due to the presence of measurement noise or interference. Most prior literature treats noise as a full-rank process in the measurement space. The work [1], for instance, models the desired graph signal as a vector that lies in a low-rank subspace and the noise as a vector that may fall anywhere in the observation space. Orthogonal projection techniques have been used to recover the original signal and to mitigate the effect of noise. The projection in [1] is carried out through a distributed network, with no fusion center, where each node exchanges information only with its neighbors. While centralized solutions can be powerful, decentralized solutions are more attractive since they are more robust, and allow agents to keep their local data private [2]. Distributed algorithms and their ability to perform globally optimal processing tasks (such as minimizing aggregate sums of individual costs, solving constrained optimization problems, etc.) have been widely studied in the literature [2]-[14].

In this paper, we consider distributed estimation in the presence of low-rank, or structured, noise in addition to the usual full-rank noise. In the first part, and for motivational purposes, we consider a de-noising problem where the graph signal to be estimated lies in a low-dimensional subspace and that a low-rank noise is present in addition to the usual full-rank noise. While oblique projections can be used to project measurements onto a low-rank subspace along a direction that is oblique to the subspace, the resulting solution is not distributed. Starting from the centralized solution, we propose an algorithm that performs the oblique projection of the overall set of observations onto the signal subspace in an iterative and distributed manner. We then show how the oblique projection framework can be extended to handle distributed learning and adaptation problems over networks.

Next, we motivate the following model:

\[ y = W x_W + Z x_Z + v, \]

where \( W \) is an \( N \times P \) full-column rank matrix with \( P \ll N \) and \( x_W \) is a \( P \times 1 \) column vector. The additive noise in the network is modeled in two parts: the unstructured \( N \times 1 \) vector noise \( v \) and the structured, or low-rank, noise \( Z x_Z \) that lies in the subspace spanned by the columns of the \( N \times L \) full-column rank matrix \( Z \) (with \( L \ll N \) and \( x_Z \) an \( L \times 1 \) vector). The structured noise \( Z x_Z \) can be any signal that interferes with the signal of primary interest \( W x_W \). We assume that the columns of the matrices \( W \) and \( Z \) are linearly independent so that the composite matrix \( [W \ Z] \) is full-column rank \( (P + L \leq N) \). Note that the linear independence assumption implies that the intersection between the spaces spanned by the columns of \( W \) and \( Z \) contains only the zero vector.

The linear data model [1], which assumes that part of the noise is a process occurring in a space of lower dimensionality, arises in many signal processing applications. For example, in narrowband array processing, the measurement model is of the form [1] where \( W x_W = \phi_0 + \phi [a(\phi_0) \ldots a(\phi_M)] x_Z \) is the interference corresponding to other propagating signals from angles \( \phi_1, \ldots, \phi_M \) [15]. The objective in this application is to enhance \( W x_W \) and to null \( Z x_Z \).

In Sec. [II] we assume that the model matrices \( W \) and \( Z \) are known, and that the objective is to estimate in a distributed manner the useful signal \( w = W x_W \) based on the measurement vector \( y \). We explain how oblique projections can solve the problem by projecting onto \( R(W) \) along the parallel direction to \( R(Z) \), and then show how the projection can be performed in a distributed and iterative manner. The concepts developed in Sec. II will then serve as the foundation for the design of learning algorithms in Sec. III where the static data model [1] is generalized by allowing for streaming data scenarios, vector valued observations at the agents, and more general observation models. In particular, we generalize the oblique projection framework by considering learning problems of the form:

\[
\arg\min_{y \in X_W, x_Z} \left\{ \frac{1}{2} \| y - \sum_{k=1}^{N} J_k(y_k) \|_2^2 \right\}
\]

subject to \( y = W x_W + Z x_Z \)

where \( J_k(y_k) \) is a differentiable convex cost associated with agent \( k \), \( y_k \) is an \( M_k \times 1 \) vector, \( y = \text{col}\{y_1, \ldots, y_k\} \) is a \( P \times 1 \) vector, \( x_Z \) is an \( L \times 1 \) vector. Agent \( k \) is interested in estimating \( w_k \), the \( k \)-th subvector of \( w = W x_W \in R(W) \). Let \( M = \sum_{k=1}^{N} M_k \). The \( M \times P \) and \( M \times L \) matrices \( W \) and \( Z \) are full-column rank \( (P \ll M \text{ and } L \ll M) \) and their columns \( W \) and \( Z \) are linearly independent. The cost \( J_k(y_k) \) is assumed to be expressed as the expectation of some loss function \( Q_k(\cdot) \) and written as \( J_k(y_k) = \text{E} Q_k(y_k; \xi_k) \), where \( \xi_k \) denotes the random data. We are interested in solving the problem in the stochastic setting when the distribution of the data \( \xi_k \) is unknown. In this case, and instead of employing true gradient vectors at iteration \( i \), it is common to employ approximate vectors of the form [2]:

\[
\nabla J_k(y_k) = \nabla Q_k(y_k; \xi_k) \]

where \( \xi_{k,i} \) represents the data observed at iteration \( i \). Notation: We use boldface letters for random quantities and normal letters for deterministic quantities. Lowercase letters denote column vectors and uppercase letters denote matrices. Unless otherwise specified, we use calligraphic fonts to denote block matrices and block vectors. In fact, block quantities appear in Sec. III where inference problems over networks are considered.
we re-write model (1) as:

\[ y = Dx + v, \]

where \( D = [W Z] \) and \( x = \text{col}\{x_W, x_Z\} \). By minimizing the norm of the error, namely, \( ||y - Dx||^2 \), we obtain:

\[ x^0 = (D^T D)^{-1} D^T y = \begin{bmatrix} W^T W & W^T Z \\ Z^T W & Z^T Z \end{bmatrix}^{-1} \begin{bmatrix} W^T y \\ Z^T y \end{bmatrix} \]

Assuming, without loss of generality, that the columns of \( W \) and \( Z \) are orthonormal (i.e., \( W^T W = I_P \) and \( Z^T Z = I_Z \)), and by applying the \( 2 \times 2 \) block matrix inversion identity \[17\], we find:

\[ w^0 = W x^0_W = EW_z y, \]

where \( EW_z \) is the \( N \times N \) square matrix:

\[ EW_z \equiv P_W(I - ZX^{-1}Z^TP_W), \]

\[ P_W = WW^T \] is the orthogonal projection onto \( \mathcal{R}(W) \), \( X = I - Z^TP_W Z = Z^TP_W Z \), and \( P_W^c = I - P_W \). The matrix \( EW_z \) is referred to as the oblique projection whose range is \( \mathcal{R}(W) \) and whose null space contains \( \mathcal{R}(Z) \) \[15\]. It has the following properties—see \[15\] Sec. III:

1) It is equal to \( W(W^T P_W Z W^T P_W)^{-1} W^T P_W \), where \( P_W = ZZ^T \) and \( P_W^c = I - P_W \);
2) It is idempotent (\( EW_z = EW_z^2 \)), but not symmetric;
3) Its range is \( \mathcal{R}(W) \) (since \( EW_z W = W \));
4) Its null space is \( \mathcal{R}(Z U) \) where \( U \) spans the perpendicular space to \( \mathcal{R}(W Z) \) \((EW_z Z = 0 \text{ and } EW_z U = 0)\);
5) It has \( P \) eigenvalues at \( 1 \) and \( N - P \) eigenvalues at \( 0 \). Its singular values are \( 0, 1 \), or any value greater than \( 1 \);
6) The orthogonal projection onto \( \mathcal{R}(D) \) can be written as:

\[ P_D = D(D^T D)^{-1} D^T = EW_z + EW_z^2, \]

where \( EW_z = ZX^{-1}Z^TP_W^c \). As illustrated in Fig. 1, the oblique projector operator \( EW_z \) projects vectors onto \( \mathcal{R}(W) \) along the direction parallel to \( \mathcal{R}(Z) \), and likewise for the oblique projector \( EW_z^2 \). Any vector \( y \in \mathbb{R}^N \) can be decomposed as:

\[ y = EW_z y + EW_z^2 y + P_U y, \]

where \( P_U \) denotes the orthogonal projector onto \( \mathcal{R}(U) \).

The computation in \(6\) is centralized since matrix \( EW_z \) is dense in general, requiring nodes to send their measurements \( \{y_k\} \) to a fusion center that performs the oblique projection. The objective is to compute the projection in \(6\) with a network, where each node performs local computations and exchanges information only with its neighbors. We propose to replace the \( N \times N \) oblique projector \( EW_z \) in \(6\) by an \( N \times N \) matrix \( A \) that satisfies the following conditions \[5, 7\]:

\[ \lim_{i \to \infty} A^i = EW_z, \]

\[ [A]_{kl} = a_{k\ell} = 0, \quad \text{if } \ell \notin N_k \text{ and } k \neq \ell, \]

where \( a_{k\ell} \) denotes the \((k, \ell)\)-th component of \( A \). The sparsity condition \[11\] characterizes the network topology and ensures local exchange of information at each iteration \( i \). By replacing the projector \( EW_z \) in \(6\) with \( A \), we obtain the following recursion at agent \( k \):

\[ w_k(i) = \sum_{\ell \in N_k} a_{k\ell} w(i - 1), \quad i \geq 0 \]

where \( w_k(i) \) is the estimate of \( \{w^n_k\} \) at iteration \( i \) and where node \( k \) initializes its state variable with its local measurement, i.e., \( w_k(1) = y_k \). Let \( w_i = \text{col}\{w_1(i), \ldots, w_N(i)\} \). Condition \(12\) ensures that the network vector \( w_i \) converges to the oblique projection of the initial vector \( w_{-1} = y \) onto \( \mathcal{R}(W) \) along the direction parallel to \( \mathcal{R}(Z) \). Necessary and sufficient conditions for \(12\) to hold are given in the following lemma.

**Lemma 1.** The matrix equation \(10\) holds, if and only if, \( EW_z = EW_z^2 \) (this condition is satisfied by the oblique projector \( EW_z \)) and the following conditions on \( A \) are satisfied:

\[ AEW_z = EW_z, \]

\[ EW_z A = EW_z, \]

\[ \rho(A - EW_z) < 1, \]

where \( \rho(\cdot) \) denotes the spectral radius of its matrix argument. It follows that any \( A \) satisfying condition \(10\) has one as an eigenvalue with multiplicity \( P \), and all other eigenvalues are strictly less than one in magnitude.

**Proof.** The arguments are along the lines developed in \[5\] Appendix A for learning under subspace constraints. \(\square\)

If we replace \( EW_z \) by \(7\) and multiply both sides of \(13\) by \( W \), we find that condition \(13\) implies \( AW = W \). Thus, the \( P \) columns of \( W \) are the right eigenvectors of \( A \) associated with the eigenvalue \( 1 \). The left-eigenvectors corresponding to the eigenvalue \( 1 \) are given by \( W^T EW_z \). To see this, replace \( EW_z \) by \(7\) and multiply both sides of \(14\) by \( W^T \). Let \( \tilde{w}_i \equiv w^0 - w_i \) denote the network error vector. Using \(6\), \(7\), and \(13\), we have \( w^0 = Aw^0 \) so that:

\[ \tilde{w}_i = w^0 - Aw_{i-1} = (A - EW_z)w^0 - Aw_{i-1} + EW_z w^0 \]

(16)

Using the fact that \( w_{i-1} = A_1 w_{i-1} = A_1 y \), we can write:

\[ EW_z w^0 \quad EW_z w^0 \quad EW_z A_1 y = EW_z w_{i-1}. \]

(17)

Replacing \(17\) into \(16\), we arrive at:

\[ \tilde{w}_i = (A - EW_z) \tilde{w}_{i-1}. \]

(18)

Condition \(15\) guarantees convergence of the network error vector toward \( 0 \), namely, \( \lim_{i \to \infty} \tilde{w}_i = 0 \).

**Remark 1:** The signal subspace model considered in \[1\] can be recast in the form \(1\) with \( W = 0 \) (since the noise process in \(1\) is assumed to be full-rank). In this case, the oblique projector \( EW_z \) in \(6\) reduces to the orthogonal projector \( P_W \) and the convergence conditions of the distributed signal subspace projection algorithm proposed in \[1\] can be obtained from conditions \(13\)–\(15\) by replacing \( EW_z \) by \( P_W \).

Appendix A shows how, whenever the sparsity constraint \(11\) and the signal subspace lead to a feasible problem, the matrix \( A \) maximizing the convergence speed of \(12\) to \( w^0 \) and satisfying conditions \(13\)–\(15\) and \(11\) can be found by solving an appropriate semi-definite program.
III. ADAPTATION AND LEARNING OVER NETWORKS IN THE PRESENCE OF OBLIQUE PROJECTIONS

We now consider inference problems over networks of the form (2) where each agent \( k \) is interested in estimating \( w_k \), the \( k \)-th subvector of \( w^o = Wx^o \). We first derive the centralized solution, and then we propose a distributed solution. Recall that the composite matrix \( D = [W Z] \) is full-column rank \((P + L \leq M)\). We also assume that the columns of \( W \) and \( Z \) are orthonormal.

III-A. Centralized adaptive solution

To solve the constrained problem (2), we employ a penalty method and solve instead the following unconstrained problem:

\[
\begin{align*}
\arg\min_{y, x_W, x_Z} J^{glob}(y) + \frac{\eta}{2} \|y - Wx_W - Zx_Z\|^2
\end{align*}
\]

where \( \eta > 0 \) is a finite large regularization parameter. Since problem (19) is convex in \( \{y, x_W, x_Z\} \), minimizing over \( x = \text{col}\{x_W, x_Z\} \) and \( y \) in (19) is equivalent to solving:

\[
\begin{align*}
\min_{y, x_W, x_Z} F(y, x_W, x_Z) & \triangleq J^{glob}(y) + \frac{\eta}{2} \|y - Wx_W - Zx_Z\|^2.
\end{align*}
\]

By minimizing \( F(y, x_W, x_Z) \) over \( x_Z \), we obtain:

\[
\begin{align*}
x_Z^o & = (Z^T Z)^{-1} Z^T (y - Wx_W).
\end{align*}
\]

By substituting (21) into (20), we arrive at:

\[
\begin{align*}
\min_y F'(y, x_W) & \triangleq J^{glob}(y) + \frac{\eta}{2} \|P_Z^o (y - Wx_W)\|^2,
\end{align*}
\]

where \( P_Z^o = I - Z(Z^T Z)^{-1} Z^T \). By minimizing \( F'(y, x_W) \) over \( x_W \), we obtain:

\[
\begin{align*}
x_W^o & = (W^T P_Z^o W)^{-1} W^T P_Z^o y.
\end{align*}
\]

By substituting (23) into (22), we arrive at:

\[
\begin{align*}
\min_y J^{glob}(y) + \frac{\eta}{2} \|P_Z^o (I - E_{WZ}) y\|^2,
\end{align*}
\]

where

\[
\begin{align*}
E_{WZ} & = W(W^T P_Z^o W)^{-1} W^T P_Z^o.
\end{align*}
\]

Problem (24) can be solved using the stochastic gradient descent algorithm—notice that approximate gradient vectors \( \nabla y_i J_k (\cdot) \) are used instead of true gradient vectors \( \nabla y_i J_k (\cdot) \):

\[
\begin{align*}
\psi_{k,i} = y_{k,i-1} - \mu \nabla J_k (y_{k,i-1}), \\
y_i = \psi_i - \mu P_Z^o (I - E_{WZ}) y_{i-1}
\end{align*}
\]

where \( \psi_{k,i} \) is an intermediate estimate of \( y_k \) at agent \( k \) and iteration \( i \); and \( \psi_i = \text{col}\{\psi_{k,i}\}_{k=1}^{N} \). The intermediate value \( \psi_{k,i} \) at node \( k \) is generally a better estimate than \( y_{k,i} \). Therefore, we replace \( y_{k,i-1} \) by \( \psi_i \) in the second step of (25). This step is reminiscent of incremental-type approaches to optimization, which have been widely studied in the literature [18]–[20]. By doing so, and by setting \( \eta = \mu = 1 \), we obtain:

\[
\begin{align*}
\psi_{k,i} = y_{k,i-1} - \mu \nabla J_k (y_{k,i-1}), \\
y_i = E_{WZ} \psi_i,
\end{align*}
\]

where

\[
E_{WZ} = I - P_Z^o (I - E_{WZ}).
\]

Using identity (27), we can show that \( E_{WZ} = (E_{WZ})^2 \), \( (E_{WZ})^T = E_{WZ} \), \( E_{WZ} W = \hat{W} \), and \( E_{WZ} Z = Z \). Now, using the fact that

\[
E_{WZ} = P_Z \left(I - W(W^T P_Z W)^{-1} W^T P_Z\right)
\]

we can further show that \( E_{WZ} = E_{WZ} + E_{WZ} = P_D \) where \( D = [W Z] \). Finally, using (23), we obtain the estimate \( \psi_i \) of the vector \( w^o = Wx^o \) at iteration \( i \):

\[
\psi_i = W(W^T P_Z W)^{-1} W^T P_Z y_i = E_{WZ} y_i.
\]

By combining (29) and (32), we arrive at Algorithm 1.

III-B. Distributed adaptive solution

Although step (33a) is decentralized, the projection steps (33b) and (33c) in (33) require a fusion center. To handle the orthogonal projection, we follow similar arguments as in [5, 6] and replace the \( M \times M \) matrix \( P_D \) in (33b) by an \( M \times M \) matrix \( C \) that satisfies the following conditions:

\[
\lim_{i \to \infty} C^i = P_D,
\]

\[
C_{kl} = [C]_{kl} = 0, \quad \text{if } k \notin N_k \text{ and } k \neq l,
\]

with \( C_{kl} \) denoting the \( (k, l) \)-th block of \( C \) of size \( M_k \times M_l \). Doing so, we obtain the following distributed adaptive solution at each agent \( k \) [5, 6]:

\[
\begin{align*}
\psi_{k,i} & = y_{k,i-1} - \mu \nabla J_k (y_{k,i-1}), \\
y_i & = \sum_{\ell \in N_k} C_{kl} \psi_{l,i},
\end{align*}
\]

where \( y_{k,i} \) is the estimate of \( y_k^o = w_k^o + z_k^o \) at agent \( k \) and iteration \( i \). It was shown in [5] that the matrix equation (34) holds, if and only if, the following three conditions are satisfied:

\[
CP_D = P_D, \quad P_D C = P_D, \quad \rho(C - P_D) < 1
\]

To handle the oblique projection, we replace the \( M \times M \) matrix \( E_{WZ} \) in (33c) by an \( M \times M \) matrix \( A^2 \), where \( A \) satisfies the following conditions:

\[
\lim_{i \to \infty} A^i = E_{WZ},
\]

\[
A_{k,l} = [A]_{kl} = 0, \quad \text{if } k \notin N_k \text{ and } k \neq l,
\]

with \( S \) a positive integer denoting the number of hops. Doing so and using the fact that \( A^2 \psi_i \) can be implemented in \( S \) communication steps, step (33c) can be replaced by the following multi-hop step at agent \( k \):

\[
\begin{align*}
w_{k,i}^{(s)} & = \sum_{\ell \in N_k} A_{k\ell} w_{\ell,i}^{(s-1)}, \quad s = 1, \ldots, S, \\
w_{k,i} & = w_{k,i}^{(S)}
\end{align*}
\]

with \( w_{k,i}^{(0)} = y_{k,i} \). To avoid the multi-hop step (40), we propose to replace step (33c) by the following smoothing step:

\[
\psi_i = (1 - \nu) A \psi_{i-1} + \nu A \psi_i,
\]
Algorithm 2: Oblique diffusion algorithm

\[
\begin{align*}
\psi_{k,i} & = y_{k,i-1} - \mu \nabla J_h(y_{k,i-1}), \tag{42a} \\
y_{k,i} & = \sum_{\ell \in N_k} C_{k\ell} \psi_{\ell,i} , \tag{42b} \\
w_{k,i} & = \sum_{\ell \in N_k} A_{k\ell} ((1 - \nu) w_{\ell,i-1} + \nu y_{\ell,i}). \tag{42c}
\end{align*}
\]

where \(0 < \nu \ll 1\) is a forgetting factor. By combining (42a) and (42b), we arrive at the distributed Algorithm 2, which allows for significant communication savings when compared with the multi-hop implementation (40). By building upon the findings of [5, 6], we analyze in the following section the performance of Algorithm 2.

The first step (42a) corresponds to the stochastic gradient step and results in \(\psi_{k,i}\), an intermediate estimate of \(\tilde{y}_{k,i}\) at iteration \(i\). This step is followed by the combination step (42b), where node \(k\) combines the intermediate estimates \(\{\psi_{\ell,i}\}\) from its neighbors using the combination blocks \(C_{k\ell}\). The result of this step is \(y_{k,i}\), an estimate of \(\tilde{y}_{k,i}\) at iteration \(i\). In the third step, node \(k\) combines the intermediate estimates \(\{y_{\ell,i}\}\) and the previous estimates \(\{w_{\ell,i-1}\}\) from its neighbors according to (42c). The result of this step is \(w_{k,i}\), an estimate of \(\tilde{w}_{k,i}\) at iteration \(i\).

III-C. Performance results

Observe that the evolution of \(\psi_{i} = \text{col}\{\psi_{k,i}\}_{k=1}^{N}\), and \(y_{i} = \text{col}\{y_{k,i}\}_{k=1}^{N}\) in Alg. 2 is independent of the evolution of \(\omega_{i} = \text{col}\{\omega_{k,i}\}_{k=1}^{N}\). We already know from [5, Theorem 1] and [6, Appendix H] that, under some assumptions on the cost functions and gradient noises, and after sufficient time, the iterates \(y_{k,i}\) generated by (42a), (42b) converge to the true models \(\tilde{y}_{k}\) in the mean and in the mean-square-error sense according to:

\[
\begin{align*}
limit_{i} \sup_{\infty} \| \mathbb{E}(y_{k} - y_{k,i}) \| & = O(\mu), \quad k = \ldots, N, \tag{43} \\
limit_{i} \sup_{\infty} \| \mathbb{E}(y_{k} - y_{k,i}) \|^2 & = O(\mu), \quad k = \ldots, N. \tag{44}
\end{align*}
\]

For small enough \(\mu\). To study the convergence w.r.t. \(w_{k,i}\), we study the smoothing step (41), which can be re-written as:

\[
\omega_{i} = (1 - \nu) A^T \omega_{i-1} + \nu \sum_{j=0}^{i-1} (1 - \nu) A^{j+1} \gamma_{i-j}. \tag{45}
\]

After sufficient iterations, the influence of the initial condition in (45) can be ignored and we approximate \(\omega_{i}\) by the geometric series:

\[
\begin{align*}
\lim_{i \to \infty} \mathbb{E} \omega_{i} & \approx \nu \sum_{j=0}^{\infty} (1 - \nu) A^{j+1} \gamma_{i-j} = \nu A \left( \sum_{j=0}^{\infty} (1 - \nu) A^{j} \right) \gamma_{i}, \tag{46}
\end{align*}
\]

where \(y_{\infty} = \gamma_{\infty} + O(\mu)\) and \(y_{\infty} = \text{col}\{y_{k,i}\}_{k=1}^{N}\). From Lemma 1 and using similar arguments as in [5] Appendix CI, we can rewrite the \(M \times M\) combination matrix \(A\) in the following Jordan canonical decomposition form:

\[
\begin{align*}
A & = \Lambda_{v} \Lambda_{\epsilon} \Lambda_{v}^{-1}
\end{align*}
\]

where \(\Lambda_{v} = [\text{diag} \{\mathbb{E} \tilde{V}_{k}\}, \mathbb{A}_{k} = \text{diag}\{I_{p}, \mathcal{J}_{i}\}, \Lambda_{v}^{-1} = \text{col}\{\tilde{W}_{k}^T, \tilde{E}_{wz}, \tilde{V}_{k}\}\}$. The matrix \(\mathcal{J}_{i}\) consists of Jordan blocks with \(\epsilon < 0\) any small number and where the eigenvalue \(\Lambda_{v}\) may be complex but has magnitude less than one. Since \(1 - \nu \Lambda_{v}\) is stable (i.e., \(\mu(1 - \nu \Lambda_{v}) < 1\)), we obtain:

\[
\begin{align*}
\sum_{j=0}^{\infty} (1 - \nu \Lambda_{v})^{j} &= (I - (1 - \nu \Lambda_{v})^{-1}
\end{align*}
\]

By replacing (47) into (48), we can write:

\[
\nu A(I - (1 - \nu \Lambda_{v})^{-1} = V_{\nu}^{1}
\]

\(V_{\nu}^{1}\) becomes approximately equal to \(W W^{T} = \mathcal{E}_{wz}^{2}\) and, thus, \(\lim_{i \to \infty} \mathbb{E} \omega_{i} \approx \mathcal{E}_{wz}^{2} + O(\mu)\).

IV. SIMULATION RESULTS

In this section, we consider a mean-square-error (MSE) network with \(N = 50\) nodes and \(M_{k} = 5\, \forall k\), generated randomly with the link matrix shown in Fig. 2 (left). Each agent is subjected to streaming data \(\{d_{k}(i), w_{k,i}\}\) assumed to satisfy the linear model:

\[
d_{k}(i) = w_{k,i}(z_{k}^{o} + z_{k}^{e} + \nu_{k}), \tag{50}
\]

for some unknown \(M_{k} \times 1\) vector \(w_{k}^{o}\) to be estimated by agent \(k\) with \(\nu_{k}(i)\) denoting a zero-mean measurement noise. The vector \(w_{k}^{o}\) is assumed to lie in a low-dimensional subspace \(\mathcal{R}(W)\). On the other hand, \(w_{k}^{e}\) is assumed to lie in a second low-dimensional subspace \(\mathcal{R}(Z)\). The matrices \(W)\) and \(Z)\) are generated according to \(W = W \oplus I_{5}\) and \(Z = Z \oplus I_{5}\), respectively, with \(W\) an \(N \times 2\) randomly generated semi-orthogonal matrix \((W W^{T} = I_{2\times 2})\) and \(Z\) an \(N \times 1\) randomly generated unit vector \((z_{1} \ldots z_{N})\). The vectors \(w_{k}^{o} = \text{col}\{w_{k}^{o}_{1}, \ldots, w_{k}^{o}_{N}\}\) are generated according to \(w_{k}^{o} = W_{k} W_{k}^{T}\) and \(z_{k} = Z_{k} W_{k}^{T}\), where the vectors \(x_{k}^{o}\) and \(z_{k}\) are randomly generated from the Gaussian distributions \(N(0, 1 \times I_{2\times 2}, I_{2\times 2})\) and \(N(0, 1 \times I_{1\times 1}, I_{1\times 1})\), respectively. The processes \(\{w_{k,i}, \nu_{k}(i)\}\) are zero-mean jointly wide-sense stationary with: i) \(\mathbb{E} w_{k,i} w_{k,i}^{T} = R_{k,i} = \sigma_{w_{k,i}} I_{5} > 0\) if \(k = \ell\) and zero otherwise; ii) \(\mathbb{E} \nu_{k}(i) \nu_{k}(i) = \sigma_{\nu_{k}}^{2} I_{1} > 0\) if \(k = \ell\) and zero otherwise; and iii) \(w_{k,i}\) and \(\nu_{k}(i)\) are independent for all \(k, \ell, i, j\). The variances \(\sigma_{w_{k,i}}^{2}\) and \(\sigma_{\nu_{k}}^{2}\) are generated from the uniform distributions \(u(1, 4)\) and \(u(0, 1, 0, 4)\), respectively. For MSE network [3], the risk function is of the form \(J_{k}(y_{k}) = \frac{1}{2} \mathbb{E} \|d_{k}(i) - u_{k,i} y_{k}^{o} \|^{2}\), where \(y_{k} = w_{k} + z_{k}\). Since the inference problem described in this section can be written in the form (42), we apply strategy (42) to solve it. We set \(\mu = 0.0005\). The matrix \(A\) is set as the solution of problem (52) with \(A\) and \(E_{wz}\) replaced by \(A\) and \(\mathcal{E}_{wz}\), respectively. The results are averaged over 200 Monte-Carlo runs. The learning curve of the centralized solution (35) is also reported (\(\mu = 0.0018\) in this case to obtain similar convergence rate as the distributed solution). We report also the learning curves of the multi-hop strategy obtained from (42) by replacing the smoothing step (45) by the multi-hop step (49) when \(S = \{1, 5, 10\}\). The results show that strategy (42) performs well compared with the centralized one (33) without the need to perform \(S\) communication steps at each iteration. Finally, to illustrate the importance of the oblique projection, we simulate the case where the low-rank interference problem is treated through the orthogonal projection onto \(\mathcal{R}(\tilde{V})\) (i.e., \(w_{k,i} = y_{k,i}\)).
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APPENDIX A

FINDING THE MATRIX A

In this appendix, we are interested in finding a matrix $A$, consistent with the given graph (i.e., satisfying condition (11)), that maximizes the convergence speed of system (12), while guaranteeing the convergence of (12) to the desired vector $w^o$ in (6) (i.e., satisfying conditions (13), (14), and (15)). We use the per-step convergence factor defined by [14]:

$$C(A) = \sup_{w_i \neq w^o} \frac{\|w^o - w_i\|_2}{\|w^o - w_{i-1}\|_2}$$

as a measure of the speed of convergence, where $\|X\|_2$ denotes the spectral norm of the matrix $X$ (i.e., its largest singular value). Thus, we consider the following spectral norm minimization problem for finding $A$:

$$\text{minimize}_{A} \quad C(A) = \|A - E_{WZ}\|_2$$

subject to $A E_{WZ} = E_{WZ}, \quad E_{WZ} A = E_{WZ}$

(52)

Problem (52) is a non-convex optimization problem since the spectral radius function is non-convex, and thus the inequality constraint function $\rho(A - E_{WZ}) < 1$ is non-convex. In the following, we use the convex spectral norm instead of the spectral radius function. Particularly, we replace the constraint $\rho(A - E_{WZ}) < 1$ by $\|A - E_{WZ}\|_2 \leq 1 - \epsilon$. Since the spectral radius of a matrix is bounded by any of its norms, finding an $A$ such that $\|A - E_{WZ}\|_2 \leq 1 - \epsilon$ (with $0 < \epsilon \ll 1$) ensures that $A$ satisfies $\rho(A - E_{WZ}) < 1$. The resulting problem can be expressed as the semi-definite program (SDP):

$$\text{minimize}_{A, s} \quad s$$

subject to $\begin{bmatrix} sI & A - E_{WZ} \\ (A - E_{WZ})^\top & sI \end{bmatrix} \succeq 0$

$s \leq 1 - \epsilon$

$A E_{WZ} = E_{WZ}, \quad E_{WZ} A = E_{WZ}$

$[A]_{k\ell} = 0, \text{ if } \ell \notin \mathcal{N}_k \text{ and } k \neq \ell$

(53)

where $\succeq$ denotes matrix inequality. This follows from the fact that the $2 \times 2$ block matrix is positive semi-definite if

- Its diagonal entry $sI$ is positive definite (i.e., $s > 0$);
- Its Schur complement $sI - (A - E_{WZ})^\top (A - E_{WZ})/s$ is positive semi-definite (i.e., $s^2 I \succeq (A - E_{WZ})^\top (A - E_{WZ})$).

Thus, minimizing $s$ is equivalent to minimizing $\|A - E_{WZ}\|_2$ since $\|X\|_2 = (\lambda_{\max}(X^\top X))^{1/2}$. The SDP (53) can be solved efficiently using convex optimization packages such as [21].

It should be noted that not all network topologies satisfying (11) guarantee the existence of an $A$ satisfying condition (10). However, in the distributed processing under subspace constraints framework [1], [5], [7], it is common to assume that the sparsity constraint (11) and the signal subspace lead to a feasible problem.