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Abstract. Given a graph and two vertex sets satisfying a certain feasibility condition, a reconfiguration problem asks whether we can reach one vertex set from the other by repeating prescribed modification steps while maintaining feasibility. In this setting, Mouawad et al. [IPEC 2014] presented an algorithmic meta-theorem for reconfiguration problems that says if the feasibility can be expressed in monadic second-order logic (MSO), then the problem is fixed-parameter tractable parameterized by treewidth + \( \ell \), where \( \ell \) is the number of steps allowed to reach the target set. On the other hand, it is shown by Wrochna [J. Comput. Syst. Sci. 2018] that if \( \ell \) is not part of the parameter, then the problem is PSPACE-complete even on graphs of constant bandwidth.

In this paper, we present the first algorithmic meta-theorems for the case where \( \ell \) is not part of the parameter, using some structural graph parameters incomparable with bandwidth. We show that if the feasibility is defined in MSO, then the reconfiguration problem under the so-called token jumping rule is fixed-parameter tractable parameterized by neighborhood diversity. We also show that the problem is fixed-parameter tractable parameterized by treedepth + \( k \), where \( k \) is the size of sets being transformed. We finally complement the positive result for treedepth by showing that the problem is PSPACE-complete on forests of depth 3.
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1. Introduction. A reconfiguration problem asks, given two feasible solutions \( S \) and \( S' \) of a combinatorial problem, whether there is a step-by-step transformation from \( S \) to \( S' \) without losing the feasibility [23]. The field studying such problems, called combinatorial reconfiguration, is growing rapidly. The source combinatorial problems in reconfiguration problems have spread in many subareas of theoretical computer science (see surveys [21, 37]). In this work, we focus on reconfiguration problems on graphs, especially the ones considering some vertex subsets as feasible solutions. Such problems involve classic properties like independent sets [24], vertex covers [33], dominating sets [40], and some connected variants [31]. Restrictions to some important graph classes such as bipartite graphs [29], split graphs [4], and sparse graphs [30] are also studied.

Since many problems are studied under many settings in combinatorial reconfiguration, one may ask for a unified method, or an algorithmic meta-theorem, for handling reconfiguration problems like Courcelle’s theorem for classic (non-reconfiguration) problems [1, 7, 11, 12, 14]. Since reconfiguration problems are hard in general (often PSPACE-complete [23]), we need to consider some special cases or introduce some additional parameters to consider fixed-parameter tractability. One successful approach in this direction was taken by Mouawad et al. [35], who showed that if the feasible solutions in a graph can be expressed in monadic second-order logic, then the
reconfiguration problem (under reasonable transformation rules) is fixed-parameter tractable parameterized simultaneously by the treewidth of the underlying graph and the length of a transformation sequence. Their method is quite general and can be applied to several other settings.\footnote{We elaborate on this a little more in Subsection 1.2.} On the other hand, Wrochna [44] showed that if the length of a transformation sequence is not part of the parameter, then some problems that fit in this framework are PSPACE-complete even on graphs of constant bandwidth.

The two results mentioned above (the tractability parameterized by treewidth + transformation length [35] and the intractability parameterized solely by bandwidth [44]) might be interpreted as that if we have the length of a transformation sequence in the parameter, then we can do pretty much everything we expect, and otherwise we can expect very little. Thus, one might conclude that this line of research is complete and the length of a transformation sequence is necessary and sufficient in some sense for having efficient algorithms. Indeed, to the best of our knowledge, the study of algorithmic meta-theorems for reconfiguration problems was not extended after these results.

In this paper, we revisit the investigation of algorithmic meta-theorems for reconfiguration problems and shed light on the settings where the length of a transformation sequence is not part of the parameter. In particular, we present fixed-parameter algorithms for the reconfiguration problem of vertex sets defined by a monadic second-order formula parameterized by vertex cover number or neighborhood diversity. We also show that when combined with the solution set size, treedepth can be used to obtain a fixed-parameter algorithm. We then complement this result by showing that when the solution size is not part of the parameter, the problem is PSPACE-complete on graphs of constant treedepth.

1.1. Our results. Now we give a little more precise description of our results. Formal definitions not given here can be found in Section 2.

For a graph $G$, we denote its clique-width by $cw(G)$, treewidth by $tw(G)$, treedepth by $td(G)$, vertex cover number by $vc(G)$, neighborhood diversity by $nd(G)$, and cluster deletion number by $cd(G)$. (We define some of these parameters in the last part of Section 2.) See Figure 1.1 for the hierarchy among the graph parameters studied in this paper and some related ones. For a graph parameter $f$, we often say informally that a problem is fixed-parameter tractable “parameterized by $f$” to mean “parameterized by $f(G)$, where $G$ is the input graph.”

Given a monadic second-order ($\text{MSO}_1$) formula $\phi$ with one free set variable, a graph $G$, and two vertex subsets $S, S'$ of the same size, \text{MSO}_1\text{-RECONFIGURATION (MSO}_1\text{-R)} asks whether there exists a sequence of vertex subsets from $S$ to $S'$ such that each set in the sequence satisfies the property expressed by $\phi$ and each set in the sequence is obtained from the previous one by exchanging one vertex with another. Note that this rule allows to exchange any pair of vertices. Such a rule is well studied and called the \textit{token jumping rule} [24]. There is another well-studied rule called the \textit{token sliding rule} [20], which requires that the exchanged vertices are adjacent in $G$. We focus on the simpler rule token jumping in this paper and comment on the token sliding counter parts in Section 6. \text{MSO}_2\text{-RECONFIGURATION (MSO}_2\text{-R)} with more general \text{MSO}_2 formulas is defined analogously.

To show a concrete example of \text{MSO}_1\text{-R}, let $\phi(S) := \forall u \forall v: (u \in S \land v \in S) \Rightarrow \neg E(u, v)$. This $\phi$ is an \text{MSO}_1 formula (see Section 2) expressing that $S$ is an indepen-
dent set. Thus, $\text{MSO}_1$-$R$ with this $\phi$ is exactly \textsc{Independent Set Reconfiguration} under the token jumping rule.

Now the main results in this paper can be summarized as follows.

1. $\text{MSO}_1$-$R$ is fixed-parameter tractable parameterized by $\text{nd} + |\phi|$.
   - $\text{MSO}_2$-$R$ is fixed-parameter tractable parameterized by $\text{vc} + |\phi|$, but not by $\text{nd} + |\phi|$ unless $E = \text{NE}$.
   - The positive results here strongly depend on the token jumping rule.

2. $\text{MSO}_2$-$R$ is fixed-parameter tractable parameterized by $\text{td} + k + |\phi|$, where $k$ is the size of input sets $S$ and $S'$.
   - This result holds also under the token sliding rule.
   - As a by-product, we show that $\text{MSO}_1$-$R$ is fixed-parameter tractable parameterized by $\text{cd} + k + |\phi|$.

3. For some fixed $\phi$, $\text{MSO}_1$-$R$ is PSPACE-complete even on forests of depth 3.
   - A similar hardness result can be shown under the token sliding rule.

In all positive results, we can find a shortest sequence for transformation if any exists.

1.2. Related work. Wrochna [44] showed that $\text{MSO}_1$-$R$ is PSPACE-complete on graphs of constant bandwidth when $\phi$ expresses independent sets. This implies the PSPACE-completeness of $\text{MSO}_1$-$R$ on graphs of constant pathwidth, treewidth, and clique-width (see Figure 1.1). This result was later strengthened by van der Zanden [45], who showed that the same problem is PSPACE-complete on planar graphs having constant bandwidth and maximum degree 3.

To cope with this intractability, Mouawad et al. [35] considered a variant with the additional restriction that the length of a transformation sequence cannot exceed some upper bound $\ell$. They showed that this variant of $\text{MSO}_2$-$R$ is fixed-parameter tractable parameterized by $\ell + \text{tw} + |\phi|$. They reduce the reconfiguration problem to the model-checking problem of a single $\text{MSO}_2$ formula by expressing the existence of fewer than $\ell$ intermediate sets that satisfy $\phi$ and also expressing that the change from a set to the next one obeys the transformation rule. Their framework is quite general and can be used in several other settings such as vertex sets defined by an $\text{MSO}_1$ formula with the parameter $\ell + \text{cw} + |\phi|$, or size-$k$ vertex sets defined by a first-order formula with the parameter $\ell + k + |\phi|$ on a nowhere dense graph class (as observed also in [30]). Also, since the step-by-step modification can be defined by a formula, the results apply not only for the token jumping rule but also for several other rules.
including the token sliding rule.\footnote{Actually, the rule used in \cite{35} was another one called “token addition and removal,” which is trickier to handle.}

Another important line of studies on parameterized complexity of reconfiguration problems take the input set size $k$ as the main parameter instead of a graph structural parameter. This line was initiated by Mouawad et al. \cite{34}, who showed several results parameterized solely by $k$ and also by $k + \ell$. See the recent survey by Bousquet et al. \cite{8}. Recently, Bodlaender et al. \cite{5, 6} further extended this line by showing that depending on whether and how the parameter depends on $\ell$, the problem becomes complete to XL, XNL, or NXLP.

2. Preliminaries. We assume that the reader is familiar with the parameterized complexity theory. See a standard textbook (e.g., \cite{15, 17, 18, 36}) for basic definitions.

Let $G = (V, E)$ be a graph. For $X \subseteq V$, we denote by $G[X]$ and $G \setminus X$ the graphs induced by $X$ and $V \setminus X$, respectively. We sometimes denote the vertex set of $G$ by $V(G)$ and the edge set by $E(G)$. For a digraph $D$, we denote by $A(D)$ its arc set.

For a non-negative integer $d$, let $[d]$ denote the set $\{i \in \mathbb{Z} \mid 1 \leq i \leq d\}$. For two non-negative integers $a, b$ with $a \leq b$, let $[a, b]$ denote the set $\{i \in \mathbb{Z} \mid a \leq i \leq b\}$.

Colored graphs. In this paper, we consider graphs in which each vertex has a (possibly empty) set of colors. We call them colored graphs. Formally, a colored graph $G$ is a tuple $(V, E, C)$ such that the vertex set is $V$, the edge set $E \subseteq \binom{V}{2}$ is a set of unordered pairs of vertices, and $C = (C_1, \ldots, C_c)$ is a tuple of subsets of $V$, where each $C_i$ is called a color. For $v \in V$, let $C(v)$ denote the set of colors that $v$ belongs to. When $C(v) = \emptyset$ for all $v \in V$, then the graph is uncolored. As we describe later, monadic second-order logic treat the edge set as a symmetric binary relation on $V$ and each color as a unary relation on $V$. As the number of colors a formula $\phi$ can access is bounded by $|\phi|$, which is always considered as a parameter or a constant in this paper, we can assume that the number of colors $c$ is a parameter as well. We omit the information of colors and say $G = (V, E)$ when colors do not matter.

Two colored graphs $G = (V, E, \langle C_1, \ldots, C_c \rangle)$ and $G' = (V', E', \langle C_1', \ldots, C_c' \rangle)$ are isomorphic if there is a color-preserving isomorphism $f: V \to V'$; that is, \begin{itemize} \item for all $u, v \in V$, $\{u, v\} \in E$ if and only if $\{f(u), f(v)\} \in E'$, and \item for all $v \in V$ and $1 \leq i \leq c$, $v \in C_i$ if and only if $f(v) \in C_i'$. \end{itemize} We also say that $(G, S)$ and $(G', S')$ are isomorphic for sets $S \subseteq V$ and $S' \subseteq V'$ if the colored graphs $(V, E, \langle C_1, \ldots, C_c, S \rangle)$ and $(V', E', \langle C_1', \ldots, C_c', S' \rangle)$ are isomorphic.

Monadic second-order logic. In the monadic second-order logic on colored graphs, denoted MSO$_1$, we can use vertex variables and vertex-set variables. The atomic formulas are the equality $x = y$ of vertex variables, the adjacency relation $E(x, y)$ which means $\{x, y\} \in E$, the color predicate $C_i(x)$ for each color $C_i$ which means $x \in C_i$, and the inclusion predicate $X(x)$ for a variable $x$ and a set variable $X$ which means $x \in X$. The MSO$_1$ formulas are recursively defined from atomic formulas using the usual Boolean connectives ($\neg$, $\land$, $\lor$, $\Rightarrow$), and quantification of variables ($\forall x$, $\exists x$, $\forall X$, $\exists X$). For the sake of readability, we often use syntactic sugar in MSO$_1$ formulas (e.g., we write “$\exists x \in X : \psi$” to mean “$\exists x : X(x) \land \psi$”). As syntax sugars, we also use dotted quantifiers $\not\exists$ and $\not\forall$ to quantify distinct objects. For example, $\not\exists a, b, c : \psi$ means $\exists a, b, c : (a \neq b) \land (b \neq c) \land (c \neq a) \land \psi$ and $\forall a, b, c : \psi$ means $\forall a, b, c : ((a \neq b) \land (b \neq c) \land (c \neq a)) \Rightarrow \psi$.

MSO$_2$ is an extension of MSO$_1$ that additionally allows edge variables, edge-set variables, and an atomic formula $I(e, x)$ that represents the edge-vertex incidence relation. It is known that MSO$_2$ is strictly more powerful than MSO$_1$ in general \cite{13}.
An MSO₁ (or MSO₂) formula φ with free variables $X₁, \ldots, Xₚ$ is denoted by $φ(X₁, \ldots, Xₚ)$. For a graph $G$ and vertex subsets $S₁, \ldots, Sₚ$ of $G$, we write $G \models φ(S₁, \ldots, Sₚ)$ if φ is true for $G$ when the free variables $X₁, \ldots, Xₚ$ are interpreted as $S₁, \ldots, Sₚ$. We call an MSO₁ (MSO₂) formula without free variables an MSO₁ (MSO₂, resp.) sentence.

**Proposition 2.1** (Folklore, see e.g., [28]). Let $G$ and $G'$ be colored graphs and $S$ and $S'$ be some vertex subsets of them such that $⟨G, S⟩$ and $⟨G', S'⟩$ are isomorphic. Then, for every MSO₁ (or MSO₂) formula $φ$ with one free set variable, $G \models φ(S)$ if and only if $G' \models φ(S')$.

**Problem definitions.** For a colored graph $G$ and an MSO₁ (or MSO₂) formula $φ(X)$ a sequence $S₀, \ldots, Sₜ$ of vertex subsets of $G$ is a $\text{TJ}(φ)$-sequence from $S₀$ to $Sₜ$ (of length $t$) if

- $|Sᵢ \setminus Sᵢ₋₁| = |Sᵢ₋₁ \setminus Sᵢ| = 1$ for every $i ∈ [t]$, and
- $G \models φ(Sᵢ)$ for $0 ≤ i ≤ t$.

We denote by $\text{dist}_G(S, S')$ the minimum length of a $\text{TJ}(φ)$-sequence from $S$ to $S'$, which is set to $∞$ if there is no such sequence. We call a $\text{TJ}(φ)$-sequence of length 1 a $\text{TJ}(φ)$-move. Now the main problem studied in this paper can be formalized as follows.

**MSO₁-Reconfiguration (MSO₁-R)**

**Input:** An MSO₁ formula $φ$, a colored graph $G = (V, E, C)$, and sets $S, S' ⊆ V$ such that $|S| = |S'|$, $G \models φ(S)$, and $G \models φ(S')$.

**Question:** Is there a $\text{TJ}(φ)$-sequence from $S$ to $S'$?

We also study MSO₂-R that allows MSO₂ formulas having one free vertex-set variable as $φ$. Observe that MSO₁-R is PSPACE-hard as it generalizes various PSPACE-complete reconfiguration problems such as INDEPENDENT SET RECONFIGURATION. On the other hand, it still belongs to PSPACE since we can non-deterministically find the next vertex set $R$ in the $\text{TJ}(φ)$-sequence and test whether $G \models φ(R)$ holds in PSPACE [39, 43].

When describing a $\text{TJ}(φ)$-move from $Sᵢ₋₁$ to $Sᵢ$, it is sometimes convenient to say that a token on the vertex $u ∈ Sᵢ₋₁ \setminus Sᵢ$ is moved to the vertex $v ∈ Sᵢ \setminus Sᵢ₋₁$. The intuition behind this is that a vertex set in a $\text{TJ}(φ)$-sequence is considered as the positions of tokens and that in one $\text{TJ}(φ)$-move, one token on some vertex jumps to another vertex. For simplicity, we write $Sᵢ₋₁ \setminus u + v$ instead of $⟨Sᵢ₋₁ \setminus \{u\}⟩ ∪ \{v\}$.

**Graph parameters.** For a graph $G = (V, E)$, a set $S ⊆ V$ is a vertex cover if each $e ∈ E$ has at least one endpoint in $S$. The vertex cover number of $G$, denoted $\text{vc}(G)$, is the size of a minimum vertex cover of $G$. A vertex cover of size $k$ of an $n$-vertex graph, if any exists, can be found in time $O(c^k \cdot n)$ for some small constant $c$ (see e.g., [10]). This implies that we can assume that a vertex cover of minimum size is given with the input when $\text{vc}(G)$ is part of the parameter.

Two vertices $u$ and $v$ are twins if $N(u) = N(v)$ or $N[u] = N[v]$. The neighborhood diversity of a graph $G$, denoted $\text{nd}(G)$, is the number of subsets $V_i$ in the unique partition $V₁, \ldots, Vₚ$ of $V$ into maximal sets of twin vertices. It is known that the neighborhood diversity and the corresponding partition can be computed in linear time [32, 42]. From the definitions, we can see that $\text{nd}(G) ≤ 2^{\text{vc}(G)} + \text{vc}(G)$ for every graph $G$ [26].

The treedepth of a graph $G = (V, E)$, denoted $\text{td}(G)$, is the minimum depth $d$ of a rooted forest $F$ on the vertex set $V$ such that each edge of $G$ connects an ancestor and a descendant in $F$, where the depth of a forest is defined as the maximum distance
between a root and a leaf plus 1. We call such a forest a tree decomposition. It is known that a tree decomposition of depth $d$, if exists, can be found in time $2^{O(d^2)} \cdot n$ [38]. Thus we may assume that a tree decomposition of depth $\text{td}(G)$ is given with the input when $\text{td}(G)$ is part of the parameter.

3. MSO$_1$-R parameterized by neighborhood diversity. The main result of this section is the following theorem.

**Theorem 3.1.** MSO$_1$-R parameterized by $\text{nd} + |\phi|$ is fixed-parameter tractable. Furthermore, for a yes instance of MSO$_1$-R, finding a shortest $\text{TJ}(\phi)$-sequence is fixed-parameter tractable with the same parameter.

We prove Theorem 3.1 in Subsection 3.1 and then discuss the possibility of an extension to MSO$_2$-R in Subsection 3.2. To prove Theorem 3.1, we first partition the feasible sets into a small number of equivalence classes. We show that the reachability between feasible sets can be checked by using an appropriately defined adjacency between the equivalence classes. Then, we take a deeper look at the connections between the equivalence classes and show that a shortest reconfiguration sequence can be found by finding some flow-like structure among the equivalence classes.

3.1. Finding a shortest sequence. In this section, we fix the input of MSO$_1$-R as follows:

- $\phi(X)$: an MSO$_1$ formula with one free set variable $X$;
- $G = (V, E, C)$: a colored graph;
- $S, S' \subseteq V$: the initial and target sets such that $G \models \phi(S)$, $G \models \phi(S')$, and $|S| = |S'| = k$.

We say that a set $X \subseteq V$ is feasible if $G \models \phi(X)$.

We assume that the sets $S$ and $S'$ are colors in $G$; that is, $C$ is of the form like $\langle C_1, \ldots, C_c, S, S' \rangle$. If $S$ and $S'$ are originally not colors in $G$, we may add them and increase the number of colors only by 2.

Two vertices $u, v \in V$ in $G$ are of the same type if $u$ and $v$ are twins and $C(u) = C(v)$. Let $\langle V_1, \ldots, V_l \rangle$ be the partition of $V$ into the sets of vertices of the same type. We call each $V_i$ a type. Note that the type partition can be computed in polynomial time and that $t$ depends only on the neighborhood diversity of $G$ and the number of colors in $C$.

For an MSO$_1$ formula $\psi$, let $q(\psi) = 2^{q_0} \cdot q_v$, where $q_0$ and $q_v$ are the numbers of set and vertex quantifiers in $\psi$, respectively. Lampis [26] proved the following fact, which is one of the main ingredients in our algorithm.\(^3\)

**Proposition 3.2 ([26]).** Let $\psi$ be an MSO$_1$ sentence. Assume that a graph $H$ has more than $q(\psi)$ vertices of the same type, and $H'$ is the graph obtained from $H$ by removing a vertex in that type. Then, $H \models \psi$ if and only if $H' \models \psi$.

We need the concept of “shapes” of vertex subsets that was used with Proposition 3.2 in the context of extended MSO$_1$ model-checking problems [25]. Here we introduce it in the following simplified form, which is sufficient for our purpose. The **signature** of $X \subseteq V$ is the mapping $\sigma_X : [t] \to \mathbb{Z}_{\geq 0}$ such that $\sigma_X(i) = |V_i \cap X|$. A **shape** is a mapping from $[t]$ to $\mathbb{Z}_{\geq 0} \cup \{\bot\}$ that maps each $i \in [t]$ to an element of

\(^3\)Note that Proposition 3.2 implies that, when neighborhood diversity is part of the parameter, the MSO$_1$ model-checking problem admits a small induced subgraph of the input graph as a kernel [26]. However, this does not directly show the fixed-parameter tractability of MSO$_1$-R (let alone the stronger claim of Theorem 3.1). In fact, as we will see later, an analogous result (Proposition 4.3) that implies a “natural” kernel for the MSO$_1$ model-checking problem parameterized by treedepth is known, while MSO$_1$-R is PSPACE-complete on graphs of constant treedepth (Theorem 5.1).
A set $X \subseteq V$ has shape $\bar{\sigma}$ if for every $i \in [t]$, 
$$\bar{\sigma}(i) = \begin{cases} 
\mathbb{I} & q(\phi) \leq \sigma_X(i) \leq |V_i| - q(\phi), \\
\sigma_X(i) & \text{otherwise.} 
\end{cases}$$

We say that a shape $\bar{\sigma}$ is $k$-feasible if there is a feasible set $X \subseteq V$ of size $k$ that has $\bar{\sigma}$ as its shape.

Let $\bar{\sigma}_S$ and $\bar{\sigma}_{S'}$ be the shapes of the input sets $S$ and $S'$, respectively. Since $S$ is a color of $G$, each type $V_i$ either is a subset of $S$ or has no intersection with $S$, that is,
$$\bar{\sigma}_S(i) = \begin{cases} 
|V_i| & V_i \subseteq S, \\
0 & \text{otherwise.} 
\end{cases}$$

This implies that a set $R \subseteq V$ has shape $\bar{\sigma}_S$ if and only if $R = S$. This applies to $S'$ as well.

**Observation 3.3.** $R \subseteq V$ has shape $\bar{\sigma}_S$ ($\bar{\sigma}_{S'}$) if and only if $R = S$ ($R = S'$, resp.).

**Proposition 3.2** and the definition of shapes together give the following fact, which is known in more general forms in the previous studies (see e.g., [25]). This less general one is sufficient in our setting. We present a full proof here to be self contained.

**Lemma 3.4.** If $R, R' \subseteq V$ have the same shape, then $G \models \phi(R)$ if and only if $G \models \phi(R')$.

**Proof.** Let $\phi_X$ be the MSO$_1$ sentence obtained from $\phi(X)$ by considering the free variable $X$ in $\phi(X)$ as a new color. Note that $q(\phi_X) = q(\phi)$. Let $G_R$ and $G_{R'}$ be the graphs obtained from $G$ by considering $R$ and $R'$ as realizations of the new color $X$, respectively. Now it suffices to show that $G_R \models \phi_X$ if and only if $G_{R'} \models \phi_X$.

Recall that $\langle V_1, \ldots, V_t \rangle$ is the type partition of $G$. Observe that as their type partitions, $G_R$ has $\langle V_1 \cap R, \ldots, V_i \cap R, V_i \setminus R, \ldots, V_t \setminus R \rangle$ and $G_{R'}$ has $\langle V_1 \cap R', \ldots, V_i \cap R', V_i \setminus R', \ldots, V_t \setminus R' \rangle$, where some of the types may be empty. Since $R$ and $R'$ have the same shape, it holds for each $i$ that
- $|V_i \cap R| \geq q(\phi)$ if and only if $|V_i \cap R'| \geq q(\phi)$, and
- $|V_i \setminus R| \geq q(\phi)$ if and only if $|V_i \setminus R'| \geq q(\phi)$.

We remove vertices from $G_R$ and $G_{R'}$ by applying Proposition 3.2 repeatedly as long as some type has more than $q(\phi)$ vertices. We call the resultant graphs $G^*_R$ and $G^*_{R'}$. Observe that each type in $G^*_R$ is a subset of one in $G_R$. If a type in $G_R$ has at most $q(\phi)$ vertices, then the type stays the same in $G^*_R$. On the other hand, if a type in $G_R$ has more than $q(\phi)$ vertices, then the type becomes smaller and has size exactly $q(\phi)$ in $G^*_R$. The same holds for $G^*_{R'}$ and $G^*_{R'}$, as well. Now the discussion in the previous paragraph implies that for each $i$,
- $|V_i \cap R \cap V(G^*_R)| = |V_i \cap R' \cap V(G^*_{R'})|$ and
- $|V_i \setminus R \cap V(G^*_R)| = |V_i \setminus R' \cap V(G^*_{R'})|$. 

This implies that $G^*_R$ and $G^*_{R'}$ are isomorphic. Thus the lemma holds by Proposition 2.1. 

Lemma 3.4 implies in particular that if a shape $\bar{\sigma}$ is $k$-feasible, then every size-$k$ set of shape $\bar{\sigma}$ is feasible.

**Lemma 3.5.** If feasible sets $R, R' \subseteq V$ have the same shape and size, then there is a TJ($\phi$)–sequence of length $|R \setminus R'|$ from $R$ to $R'$ such that all sets in the sequence have the same shape.
Thus it is feasible by Lemma 3.4. By the induction hypothesis, the lemma holds. Now let $$u$$ implies that one of the following holds:

1. One of the following holds:
2. There exists a size-$$k$$ set $$S_1$$ such that $$|V_i \cap R| > |V_i \cap R'|$$ and $$|V_j \cap R| < |V_j \cap R'|$$. This implies that $$\sigma(i) = \sigma(j) = I$$, and thus
   - $$|V_i \cap R'|, |V_j \cap R|, |V_i \cup R| \geq q(\phi)$$, and
   - $$|V_j \cup R'|, |V_i \cap R'|, |V_j \cap R| \geq q(\phi) + 1$$.

Now let $$u \in V_i \cap (R \cap R')$$ and $$v \in V_j \cap (R \cap R')$$. Then $$R - u + v$$ has the shape $$\bar{\sigma}$$, and thus it is feasible by Lemma 3.4. By the induction hypothesis, the lemma holds. 

We now introduce the adjacency between shapes. Intuitively, this concept captures how a single token jump connects different shapes. Let $$S_1$$ and $$S_2$$ be sets having different shapes $$\bar{\sigma}_1$$ and $$\bar{\sigma}_2$$, respectively, such that $$S_1 \setminus S_2 = \{u\}$$, $$u \in V_i$$, $$S_2 \setminus S_1 = \{v\}$$, $$v \in V_j$$, and $$i \neq j$$. For $$h \in \{i, j\}$$, $$\bar{\sigma}_1(h) = \bar{\sigma}_2(h)$$ holds. Since $$\bar{\sigma}_1 \neq \bar{\sigma}_2$$, at least one of $$\bar{\sigma}_1(1) \neq \bar{\sigma}_2(1)$$ and $$\bar{\sigma}_1(2) \neq \bar{\sigma}_2(2)$$ holds. If $$\bar{\sigma}_1(1) \neq \bar{\sigma}_2(1)$$, then $$|V_i \cap S_2| = |V_i \cap S_1| - 1$$ implies that one of the following holds:

- $$A1: \bar{\sigma}_1(1) = I, \bar{\sigma}_2(1) = I$$, and $$\bar{\sigma}_2(1) = \bar{\sigma}_1(1) - 1$$;
- $$A2: \bar{\sigma}_1(1) = I$$ and $$\bar{\sigma}_2(1) = q(\phi) - 1$$; ($$\sigma_{S_1}(1) = q(\phi)$$)
- $$A3: \bar{\sigma}_1(1) = |V_i| - q(\phi) + 1$$ and $$\bar{\sigma}_2(1) = I$$. ($$\sigma_{S_2}(1) = |V_i| - q(\phi)$$)

Similarly, if $$\bar{\sigma}_1(2) \neq \bar{\sigma}_2(2)$$, then $$|V_j \cap S_1| = |V_j \cap S_2| - 1$$ implies that one of the following holds:

- $$B1: \bar{\sigma}_2(2) = I, \bar{\sigma}_1(2) = I$$, and $$\bar{\sigma}_2(2) = \bar{\sigma}_1(2) - 1$$;
- $$B2: \bar{\sigma}_2(2) = I$$ and $$\bar{\sigma}_1(2) = q(\phi) - 1$$; ($$\sigma_{S_2}(2) = q(\phi)$$)
- $$B3: \bar{\sigma}_2(2) = |V_j| - q(\phi) + 1$$ and $$\bar{\sigma}_1(2) = I$$. ($$\sigma_{S_1}(2) = |V_j| - q(\phi)$$)

Given the observation above, we say that two $$k$$-feasible shapes $$\bar{\sigma}_1$$ and $$\bar{\sigma}_2$$ are adjacent if and only if the following three conditions are satisfied.

1. One of the following holds:
   - $$\bar{\sigma}_1$$ and $$\bar{\sigma}_2$$ disagree at exactly two indices $$i$$ and $$j$$ such that $$i$$ satisfies one of $$A1$$, $$A2$$, $$A3$$ and $$j$$ satisfies one of $$B1$$, $$B2$$, $$B3$$;
   - $$\bar{\sigma}_1$$ and $$\bar{\sigma}_2$$ disagree at exactly one index $$i$$ satisfying one of $$A1$$, $$A2$$, $$A3$$, or $$j$$ satisfying one of $$B1$$, $$B2$$, $$B3$$.
2. There exists a size-$$k$$ set $$S_1$$ of shape $$\bar{\sigma}_1$$ such that
   - if $$i$$ is defined in (1) and $$\bar{\sigma}_1(i) = I$$, then $$\sigma_{S_1}(i) = q(\phi)$$;
   - if $$j$$ is defined in (1) and $$\bar{\sigma}_1(j) = I$$, then $$\sigma_{S_1}(j) = |V_j| - q(\phi)$$.
3. There exists a size-$$k$$ set $$S_2$$ of shape $$\bar{\sigma}_2$$ such that
   - if $$i$$ is defined in (1) and $$\bar{\sigma}_2(i) = I$$, then $$\sigma_{S_2}(i) = |V_i| - q(\phi)$$;
   - if $$j$$ is defined in (1) and $$\bar{\sigma}_2(j) = I$$, then $$\sigma_{S_2}(j) = q(\phi)$$.

The size-$$k$$ shape graph $$S_k$$ has the set of $$k$$-feasible shapes as its vertex set and the adjacency between the vertices (shapes) is as defined above.

**Lemma 3.6.** Let $$\bar{\sigma}_1$$ and $$\bar{\sigma}_2$$ be two different shapes that are $$k$$-feasible. Then, $$\bar{\sigma}_1$$ and $$\bar{\sigma}_2$$ are adjacent in $$S_k$$ if and only if there exist size-$$k$$ feasible sets $$S_1$$ and $$S_2$$ of shapes $$\bar{\sigma}_1$$ and $$\bar{\sigma}_2$$, respectively, with $$|S_1 \setminus S_2| = |S_2 \setminus S_1| = 1$$.

**Proof.** The if direction is already observed along the definition above. To prove the only-if direction, assume that $$\bar{\sigma}_1$$ and $$\bar{\sigma}_2$$ are adjacent. If $$\bar{\sigma}_1$$ and $$\bar{\sigma}_2$$
disagree at exactly two indices, then we set \( i \) to the one satisfying one of A1, A2, A3, and \( j \) to the one satisfying one of B1, B2, B3 in the definition. If \( \sigma_1 \) and \( \sigma_2 \) disagree at exactly one index, then we set \( i \) to this index. Since \( \sigma_1 \) and \( \sigma_2 \) have the symmetric role, we can assume that \( i \) satisfies one of A1, A2, A3 in the definition.

The definition of the shape adjacency implies the existence of a size-\( k \) set \( S \) of shape \( \bar{\sigma} \) that for every shape \( \bar{\sigma} \)

0

\[ S \text{ of shape } \bar{\sigma} \leq h \] (i.e., the size-\( k \)-sequence from \( S \))

Let \( S_2 \) be a set obtained from \( S_1 \) by removing a vertex of \( V_i \) and adding a vertex of \( V_j \). The construction of \( S_1 \) implies that \( S_2 \) has shape \( \bar{\sigma}_2 \). This completes the proof since \( |S_1 \setminus S_2| = |S_2 \setminus S_1| = 1 \).

Since \( |S| = |S'| = k \), the reachability between them can be reduced to the reachability between their shapes in \( S_k \).

**Lemma 3.8.** Let \( \bar{\sigma} \) and \( \bar{\sigma}' \) be the shapes of \( S \) and \( S' \), respectively. There is a \( TJ(\phi) \)-sequence from \( S \) to \( S' \) if and only if \( \bar{\sigma} \) and \( \bar{\sigma}' \) belong to the same connected component of \( S_k \).

**Proof.** We first show the only-if direction. Assume that there is a \( TJ(\phi) \)-sequence \( S_0, \ldots, S_{\ell} \) from \( S = S_0 \) to \( S' = S_{\ell} \). For \( 0 \leq i \leq \ell \), let \( \bar{\sigma}_i \) be the shape of \( S_i \). Since \( S_i \) is a size-\( k \)-feasible set, \( \bar{\sigma}_i \) belongs to \( V(S_k) \). By Lemma 3.6, if \( \bar{\sigma}_i \) and \( \bar{\sigma}_{i+1} \) are different, then they are adjacent in \( S_k \). Thus, \( S_k \) contains a walk from \( \bar{\sigma}_0 = \bar{\sigma} \) to \( \bar{\sigma}_\ell = \bar{\sigma}' \).

To show the if direction, assume that there is a \( \bar{\sigma}-\bar{\sigma}' \) path \( \langle \bar{\sigma}_0, \ldots, \bar{\sigma}_\ell \rangle \) in \( S_k \). By Lemma 3.6, for \( 0 \leq i \leq \ell - 1 \), there exist size-\( k \)-sets \( S'_i \) of shape \( \bar{\sigma}_i \) and \( S'_{i+1} \) of shape \( \bar{\sigma}_{i+1} \) with \( |S'_i \setminus S'_{i+1}| = |S_{i+1} \setminus S'_i| = 1 \). Furthermore, by Lemma 3.5, for each \( 1 \leq i \leq \ell - 1 \), there is a \( TJ(\phi) \)-sequence from \( S_i \) to \( S'_{i+1} \). Finally, observe that \( S'_0 = S \) and \( S_{\ell} = S' \) by Observation 3.3. By combining these sequences, we obtain a \( TJ(\phi) \)-sequence from \( S \) to \( S' \) because all intermediate sets are feasible by Lemma 3.4.

Lemma 3.8 implies that \( MSO_1 \)-R can be solved by checking that the shapes of the initial and target sets belong to the same connected component of \( S_k \). We now show that \( S_k \) can be constructed efficiently.

**Lemma 3.9.** Constructing \( S_k \) can be done in time \( O(f(t + q(\phi)) \cdot n^c) \) for some computable function \( f \) and a constant \( c \).

**Proof.** To enumerate the elements of \( V(S_k) \) (i.e., the size-\( k \) feasible shapes), we first enumerate all \( (2q(\phi) + 1)^t \) shapes. Then, for each shape \( \bar{\sigma} \), we define \( \bar{\sigma}_\downarrow \) and \( \bar{\sigma}_\uparrow \) as follows:

\[
\bar{\sigma}_\downarrow(i) = \begin{cases} 
q(\phi) & \bar{\sigma}(i) = \top, \\
\bar{\sigma}(i) & \text{otherwise}, 
\end{cases} \quad \bar{\sigma}_\uparrow(i) = \begin{cases} 
|V_i| - q(\phi) & \bar{\sigma}(i) = \top, \\
\bar{\sigma}(i) & \text{otherwise}.
\end{cases}
\]

Observe that there is a set \( S \subseteq V \) of size \( k \leq |V| \) with shape \( \bar{\sigma} \) if and only if
By Lemma 3.5, there is a set $S$ of shape $\bar{\sigma}$ that forms its shape sequence. By Lemma 3.6, $\bar{\sigma}$ is a shape sequence. Since every set $S$ such a set $S$ parameterized by $\delta_{\bar{\sigma}}$ is fixed-parameter tractable parameterized by $nd(G) + |\phi|$ [14,26].

For each pair of vertices in $V(S_k)$, the adjacency can be decided in $O(t)$ time by checking each coordinate of the shapes and testing the existence of size-$k$ sets of the given shapes with the additional conditions.

The lemma above already implies that $\text{MSO}_2$-R is fixed-parameter tractable parameterized by $nd + |\phi|$. To find a shortest $\text{TJ}(\bar{\phi})$-sequence, we take a closer look at $S_k$.

A sequence $\bar{\sigma}_0, \ldots, \bar{\sigma}_q$ of shapes with $\bar{\sigma}_i \neq \bar{\sigma}_{i+1}$ for $0 \leq i < q$ is the shape sequence of a $\text{TJ}(\bar{\phi})$-sequence if the $\text{TJ}(\bar{\phi})$-sequence can be split into $q+1$ subsequences such that all sets in the $i$th subsequence have shape $\bar{\sigma}_i$ for $0 \leq i \leq q$.

**Lemma 3.10.** If there is a $\text{TJ}(\bar{\phi})$-sequence from $S$ to $S'$, then there is a shortest one such that the corresponding shape sequence forms a simple path in $S_k$.

**Proof.** Let $S_0, \ldots, S_p$ be a shortest $\text{TJ}(\bar{\phi})$-sequence from $S$ to $S'$ and $\bar{\sigma}_0, \ldots, \bar{\sigma}_q$ be its shape sequence. By Lemma 3.6, $\bar{\sigma}_0, \ldots, \bar{\sigma}_q$ is a walk in $S_k$. Assume that $S_0, \ldots, S_p$ has minimum $q$ among all shortest $\text{TJ}(\bar{\phi})$-sequences from $S$ to $S'$. Suppose that $\bar{\sigma}_i = \bar{\sigma}_j$ for some $i < j$. We take $i$ and $j$ so that $j - i$ is maximized. Let $h_i$ and $h_j$ be the smallest and largest indices such that $S_{h_i}$ and $S_{h_j}$ have the shape $\bar{\sigma}_i (= \bar{\sigma}_j)$. By Lemma 3.5, there is a $\text{TJ}(\bar{\phi})$-sequence $R_0, \ldots, R_{|S_{h_i} \setminus S_{h_j}|}$ of length $|S_{h_i} \setminus S_{h_j}|$ from $S_{h_i} = S_0$ to $S_{h_j} = R_{|S_{h_i} \setminus S_{h_j}|}$ such that all sets in the sequence have the same shape. Since every $\text{TJ}(\bar{\phi})$-sequence from $S_{h_i}$ to $S_{h_j}$ takes at least $|S_{h_i} \setminus S_{h_j}|$ steps, $S_0, \ldots, S_p$ is also a shortest $\text{TJ}(\bar{\phi})$-sequence from $S$ to $S'$. This new sequence has $\bar{\sigma}_0, \ldots, \bar{\sigma}_i, \bar{\sigma}_{i+1}, \ldots, \bar{\sigma}_q$ as its shape sequence. This contradicts the assumption that $q$ is minimum.

Lemma 3.10 implies that for finding a shortest $\text{TJ}(\bar{\phi})$-sequence from $S$ to $S'$, it suffices to first guess a path in $S_k$ and then find a shortest $\text{TJ}(\bar{\phi})$-sequence having the path as its shape sequence. Note that $|V(S_k)| \leq (2q(\bar{\phi}) + 1)^k$ and thus the number of candidates for such shape sequences is upper bounded by a function depending only on $q(\bar{\phi})$ and $t$. (Recall that $t$ is the number of types in $G$.) Therefore, the following lemma completes the proof of Theorem 3.1.

**Lemma 3.11.** Given a sequence $\bar{\sigma}_0, \ldots, \bar{\sigma}_q$ of shapes such that $\bar{\sigma}_0 = \bar{\sigma}_S$ and $\bar{\sigma}_q = \bar{\sigma}_{S'}$, finding a shortest $\text{TJ}(\bar{\phi})$-sequence with the shape sequence $\bar{\sigma}_0, \ldots, \bar{\sigma}_q$ is fixed-parameter tractable parameterized by $t + q(\bar{\phi})$.

**Proof.** We reduce the problem to $\text{MINIMUM-COST CIRCULATION}$ defined as follows. Let $D = (X, A)$ be a directed graph. We define $\delta^\text{in}(v) = \{a \in A \mid a = (u,v) \in A\}$ and $\delta^\text{out}(v) = \{a \in A \mid a = (v,u) \in A\}$. A function $f : A \to \mathbb{R}$ is a circulation if $f(\delta^\text{in}(v)) = f(\delta^\text{out}(v))$ for each $v \in X$, where $f(A') = \sum_{a \in A'} f(a)$ for $A' \subseteq A$. A circulation $f$ is an integer circulation if $f(a)$ is an integer for each $a \in A$. Given a cost function $w : A \to \mathbb{Q}$, the cost of a circulation $f$ is defined as $\text{cost}(f) = \sum_{a \in A} w(a)f(a)$. Now, given a directed graph $D = (X, A)$, a demand function $d : A \to \mathbb{Q}$, a capacity function $c : A \to \mathbb{Q}$, and a cost function $w : A \to \mathbb{Q}$, $\text{MINIMUM-COST CIRCULATION}$ asks to find a circulation $f$ minimizing $\text{cost}(f)$ under the condition that $d(a) \leq f(a) \leq c(a)$ for each $a \in A$. It is known that $\text{MINIMUM-COST CIRCULATION}$ can be solved in strongly polynomial time, and if the demand $d$ and the capacity $c$ take integer values only, then a minimum-cost integer circulation
Now we construct an instance of Minimum-Cost Circulation from the graph $G = (V, E, C)$, its type partition $<V_1, \ldots, V_t>$, and the shape sequence $\sigma_0, \ldots, \sigma_q$. We first construct $D = (X, A)$. The digraph $D$ contains two special vertices $s$ and $s'$, and $q$ sets $L_0, L_1, \ldots, L_{q-1}$ of vertices such that $L_j = \{v_i^j, v_i^j\}$ for $0 \leq j \leq q-1$. Each $L_j$ is a bidirectional clique (i.e., there is an arc for each ordered pair of vertices in $L_j$). For $1 \leq j \leq q-1$, $D$ contains the matching $\{(v_i^{j-1}, v_i^j) | 1 \leq i \leq t\}$ from $L_{j-1}$ to $L_j$. There are arcs from $s$ to all vertices in $L_0$ and from all vertices in $L_{q-1}$ to $s'$. Additionally, $D$ contains the arc $(s', s)$. Each arc $a$ in each clique $L_j$ has demand $d(a) = 0$, capacity $c(a) = \infty$, and cost $w(a) = 1$. All other arcs have cost 0. We set $d(s', s) = c(s', s) = k$. For $i \in [t]$, we set $d((s, v_i^0)) = c((s, v_i^0)) = |V_i \cap S| (= \bar{\sigma}_0(i))$ and $d((v_i^{q-1}, s')) = c((v_i^{q-1}, s')) = |V_i \cap S'| (= \bar{\sigma}_q(i))$. For $i \in [t]$ and $j \in [q-1]$, we set

$$d((v_i^{j-1}, v_i^j)) = \begin{cases} q(\phi) \bar{\sigma}_j(i) = \mathbb{I}, & c((v_i^{j-1}, v_i^j)) = |V_i| - q(\phi) \bar{\sigma}_j(i) = \mathbb{I}, \\ \bar{\sigma}_j(i) & \text{otherwise,} \end{cases}$$

We show that there exists a $TJ(\phi)$-sequence of length at most $p$ with the shape sequence $\bar{\sigma}_0, \ldots, \bar{\sigma}_q$ from $S$ to $S'$ if and only if the instance $<D, d, c, w>$ of Minimum-Cost Circulation admits an integer circulation $\mathbf{f}$ of cost at most $p$. This completes the proof since Minimum-Cost Circulation is solvable in strongly polynomial time and the size of $D$ depends only on $t$ and the number of shapes.

The only-if direction. Assume that $S_0, \ldots, S_p$ is a $TJ(\phi)$-sequence from $S = S_0$ to $S' = S_p$ with the shape sequence $\sigma_0, \ldots, \sigma_q$. Let $h(0), \ldots, h(q)$ be the first indices such that $S_{h(j)}$ has shape $\sigma_j$. Note that $h(0) = 0$ and $h(q) = p$ by Observation 3.3. We construct a circulation $\mathbf{f}$ as follows. For $i \in [t]$ and $j \in [q-1]$, we set $f((v_i^{j-1}, v_i^j)) = |V_i \cap S_{h(j)}|$. Since $S_{h(j)}$ has shape $\sigma_j$, we have $d((v_i^{j-1}, v_i^j)) \leq f((v_i^{j-1}, v_i^j)) \leq c((v_i^{j-1}, v_i^j))$ for $i, i' \in [t]$ with $i \neq i'$ and for $0 \leq j \leq q-1$, we set $f((v_i^j, v_i^{j+1}))$ to the number of $TJ(\phi)$-moves from $V_i$ to $V_i'$ in the $TJ(\phi)$-sequence $S_{h(j)}, \ldots, S_{h(j+1)}$. For the other arcs $a$, we set $f(a) = d(a)$ ($= c(a)$).

To see that $\mathbf{f}$ is a circulation, we need to ensure that $f(\delta_{in}(v)) = f(\delta_{out}(v))$ for each $v \in V$. This holds for the special vertices $s$ and $s'$ since each arc $a$ incident to them satisfies that $d(a) = c(a)$. For $v_i^j$, observe that it has an incoming arc $a_{in}$ from $s$ or $v_i^{j-1}$ such that $f(\delta_{in}(v_i^j)) = |V_i \cap S_{h(j)}|$ and an outgoing arc $a_{out}$ to $s'$ or $v_i^{j+1}$ such that $f(\delta_{out}(v_i^j)) = |V_i \cap S_{h(j+1)}|$. Thus we have

$$f(\delta_{in}(v_i^j)) = |V_i \cap S_{h(j)}| + \sum_{i' \in [t] \setminus \{i\}} f((v_i^j, v_i^{j+1})),$$

$$f(\delta_{out}(v_i^j)) = |V_i \cap S_{h(j+1)}| + \sum_{i' \in [t] \setminus \{i\}} f((v_i^j, v_i^{j+1})).$$

On the other hand, the definition of $f$ in $L_j$ implies that

$$|V_i \cap S_{h(j)}| + \sum_{i' \in [t] \setminus \{i\}} f((v_i^j, v_i^{j+1})) - \sum_{i' \in [t] \setminus \{i\}} f((v_i^j, v_i^{j+1})) = |V_i \cap S_{h(j+1)}|.$$

Hence, $f(\delta_{in}(v_i^j)) = f(\delta_{out}(v_i^j))$ holds.

To see that cost($\mathbf{f}$) = $p$, recall that only the arcs in the cliques $L_j$ have positive costs and that each step in the $TJ(\phi)$-sequence $S_0, \ldots, S_p$ contributes exactly 1 to $f$ in a clique $L_j$. 

is found [41].

META-THEOREMS FOR COMBINATORIAL RECONFIGURATION
The if direction. Assume that \( \langle D, d, c, w \rangle \) admits an integer circulation \( f \) of cost at most \( p \). We assume that \( f \) is of minimum cost.

Let \( j \) be an index such that \( 0 \leq j \leq q - 1 \). Let \( R = S \) if \( j = 0 \); otherwise let \( R \) be a set of shape \( \bar{\sigma}_j \) such that \( |V_i \cap R| = f((v_i^{j-1}, v_i^{j})) \) for each \( i \in [t] \). We show that there is a set \( R' \) of shape \( \bar{\sigma}_{j+1} \) such that

- \( R' = S' \) if \( j + 1 = q \), otherwise \( |V_i \cap R'| = f((v_i^j, v_i^{j+1})) \) for each \( i \in [t] \), and
- there is a TJ(\( \phi \))-sequence \( \langle R_0, \ldots, R_{\ell'}, R_{\ell}, \ldots, R_{\ell} \rangle \) with \( \ell = \sum_{a \in A(D[L_j])} f(a) \) from \( R_0 = R \) to \( R_{\ell'} = R' \), where each \( R_i \) with \( 0 \leq i \leq \ell' \) has shape \( \bar{\sigma}_j \) and each \( R_{\ell'} + 1 \leq i \leq \ell \) has shape \( \bar{\sigma}_{j+1} \).

Concatenating such sequences, we can obtain a TJ(\( \phi \))-sequence from a set of shape \( \bar{\sigma}_0 \) to a set of shape \( \bar{\sigma}_q \) (i.e., from \( S \) to \( S' \) by Observation 3.3) with length

\[
\sum_{j=0}^{q-1} \sum_{a \in A(D[L_j])} f(a) \leq p.
\]

Observe that in \( D[L_j] \), no vertex \( v_i^j \) has both outgoing and incoming arcs with positive \( f \) values. To see this, suppose that \( f((v_i^{j'}, v_i^{j''})) = a > 0 \) and \( f((v_i^{j''}, v_i^{j''})) = b > 0 \) for some \( i' \) and \( i'' \). Then, by subtracting \( \min\{a, b\} \) from both \( f((v_i^{j'}, v_i^{j''})) \) and \( f((v_i^{j''}, v_i^{j''})) \), and by adding \( \min\{a, b\} \) to \( f((v_i^{j''}, v_i^{j''})) \), we obtain a circulation with strictly smaller cost. This contradicts the assumption that \( f \) is of minimum cost. Let \( L_j^\text{out} \) and \( L_j^\text{in} \) be the sets of vertices in \( L_j \) with outgoing arcs and incoming arcs in \( D[L_j] \), respectively, with positive \( f \) values.

We initialize a mapping \( g \) with the restriction of \( f \) to \( A(D[L_j]) \). Starting with \( R_0 = R \), we obtain \( R_{j+1} \) from \( R_j \) by picking up some arc \((v_i^j, v_i^{j''})\) with \( g((v_i^{j'}, v_i^{j''})) > 0 \), making a TJ(\( \phi \))-move from \( V_{i''} \) to \( V_{i'} \), and updating \( g \) by subtracting 1 from \( g((v_i^{j'}, v_i^{j''})) \). After executing such steps \( \sum_{a \in A(D[L_j])} f(a) \) times, we obtain \( R' \). Thus it suffices to show that we can execute such steps in a right ordering so that the requirements for the shapes are satisfied. Observe that for each \( i \), \( |R_x \cap V_i| \) changes monotonically for \( 0 \leq x \leq \ell \): it is decreasing if \( v_i^j \in L_j^\text{out} \), increasing if \( v_i^j \in L_j^\text{in} \), and it never changes if \( v_i^j \notin L_j^\text{out} \cup L_j^\text{in} \). Thus, if \( \bar{\sigma}_j(i) = \bar{\sigma}_{j+1}(i) \), then for each \( R_x \) in the TJ(\( \phi \))-sequence, it holds that \( \bar{\sigma}_{R_x}(i) = \bar{\sigma}_j(i) (= \bar{\sigma}_{j+1}(i)) \), where \( \bar{\sigma}_{R_x} \) is the shape of \( R_x \). Thus, when constructing the TJ(\( \phi \))-sequence, we only have to take care of indices \( h \) with \( \bar{\sigma}_j(h) \neq \bar{\sigma}_{j+1}(h) \).

First assume that there is only one index \( h \) with \( \bar{\sigma}_j(h) \neq \bar{\sigma}_{j+1}(h) \). In this case, we can make the moves in any order. Only the \( h \)th component of the shape changes during the TJ(\( \phi \))-sequence, and when it changes, the shape becomes equal to \( \bar{\sigma}_{j+1} \) and never changes after that.

Next assume that \( \bar{\sigma}_j \) and \( \bar{\sigma}_{j+1} \) disagree at exactly two indices. We set \( i^\text{out} \) to the index satisfying one of A1, A2, A3 in the definition of adjacency and \( i^\text{in} \) to the one satisfying one of B1, B2, B3. From the definition of adjacency, \( v_i^j \in L_j^\text{out} \) and \( v_i^j \in L_j^\text{in} \). We first execute moves that do no change the shape. After exhaustively executing such moves, we obtain a set \( R_x \) with shape \( \bar{\sigma}_j \) satisfying that

\[
|V_i^\text{out} \cap R_x| = \begin{cases} \bar{\sigma}_{j+1}(i^\text{out}) + 1 & \bar{\sigma}_{j+1}(i^\text{out}) \neq \perp, \\ |V_i^\text{out}| - q(\phi) + 1 & \bar{\sigma}_{j+1}(i^\text{out}) = \perp, \end{cases}
\]

\[
|V_i^\text{in} \cap R_x| = \begin{cases} \bar{\sigma}_{j+1}(i^\text{in}) - 1 & \bar{\sigma}_{j+1}(i^\text{in}) \neq \perp, \\ q(\phi) - 1 & \bar{\sigma}_{j+1}(i^\text{in}) = \perp. \end{cases}
\]
Observe that at this point, each positive arc in \( g \) is an outgoing arc of \( v_{i}^{\text{out}} \) or an incoming arc of \( v_{j}^{\text{in}} \).

Now we make a move from \( V_{i}^{\text{out}} \) to \( V_{j}^{\text{in}} \) and obtain a set \( R_{x+1} \) with shape \( \bar{\sigma}_{j+1} \) no matter if \( g((v_{i}^{\text{out}}, v_{j}^{\text{in}})) > 0 \) or not. If \( g((v_{i}^{\text{out}}, v_{j}^{\text{in}})) > 0 \), then this is just a valid move. We decrease \( g((v_{i}^{\text{out}}, v_{j}^{\text{in}})) \) by 1 in this case. If \( g((v_{i}^{\text{out}}, v_{j}^{\text{in}})) = 0 \), then there exist \( h_{\text{out}} \) and \( h_{\text{in}} \) such that \( g((v_{i}^{\text{out}}, v_{k}^{\text{in}})) \) and \( g((v_{j}^{\text{out}}, v_{k}^{\text{in}})) \) as moves from \( V_{i}^{\text{out}} \) to \( V_{i}^{\text{in}} \) and to \( V_{j}^{\text{in}} \) still have to be made. We decrease both \( g((v_{i}^{\text{out}}, v_{k}^{\text{in}})) \) and \( g((v_{j}^{\text{out}}, v_{k}^{\text{in}})) \) by 1 and increase \( g((v_{i}^{\text{out}}, v_{k}^{\text{in}})) \) by 1. Intuitively, we make a move from \( V_{i}^{\text{out}} \) to \( V_{i}^{\text{in}} \) and promise to make a move from \( V_{j}^{\text{out}} \) to \( V_{h}^{\text{in}} \) instead of making moves from \( V_{j}^{\text{out}} \) to \( V_{h}^{\text{in}} \) and from \( V_{h}^{\text{out}} \) to \( V_{j}^{\text{in}} \).

After obtaining the set \( R_{x+1} \) with shape \( \bar{\sigma}_{j+1} \), we execute moves following \( g \) in an arbitrary order. This never changes the shape of the set and obtains \( R' \).

### 3.2. Extension to MSO\(_2\)-R

Here we try to extend Theorem 3.1 to MSO\(_2\)-R. We first observe that it is easy if the parameter is the vertex cover number.

**Proposition 3.12** ([26, Lemma 6 (rephrased)]). Given an MSO\(_2\) sentence \( \psi \), a colored graph \( G \), and a vertex cover \( C \) of \( G \), one can compute in polynomial time an MSO\(_1\) sentence \( \psi' \) and a colored graph \( G' \) with \( |C| \) additional colors such that \( \text{vc}(G') = \text{vc}(G) \), \( |\psi'| \) depends only on \( |\psi| \) and \( |C| \), and \( G \models \psi \) if and only if \( G' \models \psi' \).

One can easily extend Proposition 3.12 to the corresponding proposition about an MSO\(_2\) formula with one free vertex-set variable \( X \) by considering \( X \) as a new color. This observation and Theorem 3.1 together imply the following. (Recall that \( \text{nd}(G) \leq 2\text{vc}(G) + \text{vc}(G) \) for every graph \( G \).)

**Corollary 3.13.** MSO\(_2\)-R parameterized by \( \text{vc} + |\phi| \) is fixed-parameter tractable. Furthermore, for a yes instance of MSO\(_2\)-R, finding a shortest TJ-sequence is fixed-parameter tractable with the same parameter.

Unfortunately, such an extension of Theorem 3.1 with its full generality is not possible under some reasonable assumption. We use the following hardness result on MSO\(_2\) Model Checking on complete graphs. Given an MSO\(_2\) sentence \( \psi \) and a graph \( G \), MSO\(_2\) Model Checking asks whether \( G \models \psi \).

**Proposition 3.14** ([27]). Unless \( E = \text{NE} \),\(^4\) MSO\(_2\) Model Checking on \( n \)-vertex uncolored complete graphs cannot be solved in time \( O(n^{f(|\phi|)}) \) for any function \( f \).

**Theorem 3.15.** Unless \( E = \text{NE} \), MSO\(_2\)-R on \( n \)-vertex uncolored graphs of neighborhood diversity 2 cannot be solved in time \( O(n^{f(|\phi|)}) \) for any function \( f \).

**Proof.** Let \( \psi \) be an MSO\(_2\)-sentence and \( K_{n} \) be an uncolored complete graph of \( n \) vertices. We construct an instance \( \langle \phi, G, S, S' \rangle \) of MSO\(_2\)-R as follows. The graph \( G \) is obtained from \( K_{n+4} \) by removing the three edges in a triangle formed by \( x, y, z \in V(K_{n+4}) \). Let \( a \) and \( b \) be arbitrary two vertices in \( V(G) \setminus \{x, y, z\} \). We set \( S = V(G) \setminus \{y, z\} \) and \( S' = V(G) \setminus \{a, b\} \). To define the formula \( \phi \), we first modify the sentence \( \psi \) by adding a new free vertex-set variable \( X \), asking all vertex variables and vertex-set variables in \( \psi \) to be elements and subsets of \( X \), respectively, and asking all edge variables and edge-set variables in \( \psi \) to be elements and subsets of \( E(G[X]) \), respectively. We call the obtained MSO\(_2\) formula \( \psi' \). Note that Proposition 2.1 implies

\(^4\)Recall that \( E = \text{DTIME}(2^{O(n)}) \) and \( \text{NE} = \text{NTIME}(2^{O(n)}) \). The same hardness result with a stronger assumption \( \text{EXP} \neq \text{NEXP} \) was shown earlier by Courcelle, Makowsky, and Rotics [14].
that for every $n$-vertex clique $X$ of $G$, $\psi'(X)$ is true if and only if $K_n \models \psi$. We also need the following formula expressing that the vertex set $G[X]$ has all but one possible edges (i.e., $X$ is an almost-clique):

\[ \text{almost-clique}(X) = \exists u, v \in X : \neg E(u, v) \land (\forall p, q \in X : \neg E(p, q) \Rightarrow \{p, q\} = \{u, v\}) , \]

where $\{p, q\} = \{u, v\}$ is a syntax sugar for $(p = u \land q = v) \lor (p = v \land q = u)$. Now we define $\phi$ as follows:

\[ \phi(X) = \text{almost-clique}(X) \Rightarrow \exists u, v \in X : \neg E(u, v) \land \psi'(X \setminus \{u, v\}) , \]

where $\psi'(X \setminus \{u, v\})$ can be expressed as $\exists Y \subseteq X : \psi'(Y) \land (\forall w \in X : \neg w \in Y \Rightarrow (w = u) \lor (w = v))$. Note that $G \models \phi(S)$ and $G \models \phi(S')$ since $S$ is a clique and $S'$ misses three edges.

We show that $K_n \models \psi$ if and only if $\langle \phi, G, S, S' \rangle$ is a yes-instance of MSO$_2$-R. This implies the theorem as nd($G$) = 2 $\langle \{x, y, z\} \text{ and } V(G) \setminus \{x, y, z\} \rangle$ are the twin classes.

To show the only-if direction, assume that $K_n \models \psi$. We set $S'' = S - a + y$ ($= S' + b - z$). Observe that $S''$ is an almost-clique with the missing edge $\{x, y\}$ and $S'' \setminus \{x, y\}$ is a clique of size $n$. Hence, $G \models \phi(S'')$ holds. Therefore, $\langle S, S'', S' \rangle$ is a TJ($\phi$)-sequence.

To show the if direction, assume that there is a TJ($\phi$)-sequence from $S$ to $S'$. Since $|S \cap \{x, y, z\}| = 1$ and $|S' \cap \{x, y, z\}| = 3$, the TJ($\phi$)-sequence contains a set $S''$ with $|S'' \cap \{x, y, z\}| = 2$. Observe that the set $S''$ is an almost-clique and $S'' \setminus \{x, y, z\}$ is a clique of size $n$. Since $G \models \phi(S'')$, we have $G \models \psi'(S'' \setminus \{x, y, z\})$, and thus $K_n \models \psi$.

The proof of Theorem 3.15 also shows that MSO$_2$-R is hard for graphs of twin cover number 3. A vertex set $C \subseteq V$ of a graph $G = (V, E)$ is a twin cover [19] if $V \setminus C$ is a disjoint union of cliques such that each clique is a set of twins in $G$. The twin cover number of a graph is the minimum size of a twin cover in the graph. The graph $G$ in the proof has a twin cover $\{x, y, z\}$, and thus Theorem 3.15 implies the following corollary.

**Corollary 3.16.** Unless $E = NE$, MSO$_2$-R on $n$-vertex uncolored graphs of twin cover number 3 cannot be solved in time $O(n^{f(\phi)})$ for any function $f$.

### 4. Fixed-parameter algorithm parameterized by the solution size and treedepth

In this section, we show that MSO$_2$-R is fixed-parameter tractable when parameterized simultaneously by treedepth, the length of the MSO$_2$ formula, and the size of input sets $S$ and $S'$.

**Theorem 4.1.** MSO$_2$-R parameterized by $td + k + |\phi|$ is fixed-parameter tractable, where $k$ is the size of input sets. Furthermore, for a yes instance of MSO$_2$-R, finding a shortest TJ-sequence is fixed-parameter tractable with the same parameter.

As we show in Section 5, having the size of input sets is necessary since otherwise it is PSPACE-complete.

It is known (see e.g., [13]) that given a colored graph $G$ and an MSO$_2$ sentence $\phi$, one can compute in polynomial time a colored graph $G'$ and an MSO$_1$ sentence $\phi'$ such that

- $G \models \phi$ if and only if $G' \models \phi'$;
- $G'$ is obtained from $G$ by subdividing each edge, and consider the set of new vertices introduced by the subdivisions as a new color;
the length of $\phi'$ is bounded by a function of $|\phi|$.

Observe that $\text{td}(G') \leq \text{td}(G) + 1$. Thus, to prove Theorem 4.1, it suffices to show that $\text{MSO}_1\text{-R}$ is fixed-parameter tractable parameterized by the claimed parameter.

Now we generalize the type of a vertex used in Section 3 to the type of a vertex set. For a colored graph $G = (V, E, C)$ and vertex sets $X, X' \subseteq V$, we say that $X$ and $X'$ have the same type if there is an isomorphism $\eta$ from $G$ to itself such that $\eta(X) = X'$, $\eta(X') = X$, and $\eta(v) = v$ for every $v \notin X \cup X'$. Note that from the definition of isomorphisms between colored graphs, $C(v) = C(\eta(v))$ holds for every $v \in V$. Note also that singletons $\{x\}, \{x'\} \subseteq V$ have the same type if and only if the vertices $x$ and $x'$ have the same type.

The next lemma says that if there are many disjoint vertex sets of the same type, then we can avoid most of them when finding $TJ(\phi)$-sequences.

**Lemma 4.2.** Let $\langle \phi, G, S, S' \rangle$ be a yes-instance of $\text{MSO}_1\text{-R}$ with $|S| = |S'| = k$. Let $C_1, \ldots, C_t$ be a family of disjoint vertex sets with the same type not intersecting $S \cup S'$. If $t > k$, then for every $I \subseteq [t]$ with $|I| = k$, there is a shortest $TJ(\phi)$-sequence $S_0, \ldots, S_t$ from $S_0 = S$ to $S_t = S'$ such that $C_i \cap \bigcup_{0 \leq j \leq t} S_j \neq \emptyset$ only if $i \in I$.

**Proof.** Without loss of generality, assume that $I = [k]$. Let $S_0, \ldots, S_t$ be a shortest $TJ(\phi)$-sequence from $S_0 = S$ to $S_t = S'$. If this sequence has no intersection with sets $C_{k+1}, \ldots, C_t$, we are done. Assume that $r$ is the first index such that $C_p \cap S_r \neq \emptyset$ for some $p \notin [k]$. Note that $p$ is unique as a $TJ(\phi)$-move adds only one new vertex. We assume that the shortest $TJ(\phi)$-sequence is chosen so that the index $r$ is maximized. Observe that $r \geq 1$ as $S_0$ intersects no $C_i$.

Now we construct a new $TJ(\phi)$-sequence $S_0, \ldots, S_{r-1}, S_r', \ldots, S_t'$ from $S_0 = S$ to $S_t' = S'$. Since $|C_r| = k$, there exists an index $q \in [k]$ such that $C_q \cap S_r = \emptyset$. We name the vertices in $C_p$ and $C_q$ as $C_p = \{u_1, \ldots, u_c\}$ and $C_q = \{v_1, \ldots, v_c\}$ so that there is an isomorphism $f$ from $G$ to itself that maps $u_i$ to $v_i$ for $i \in [c]$, $v_i$ to $u_i$ for $i \in [c]$, and the other vertices to themselves. This is possible since $C_p$ and $C_q$ have the same type. For $r \leq j \leq t$, we define $S_j'$ by swapping $C_p$ and $C_q$ as follows:

$$S_j' = (S_j \setminus (C_q \cup C_p)) \cup \{u_i \mid v_i \in S_j\} \cup \{v_i \mid u_i \in S_j\}.$$  

Note that the assumption $S_j \cap (C_q \cup C_p) = \emptyset$ implies that $S_j' = S_j$. By the assumption $G \models \phi(S_j)$, the existence of $f$, and Proposition 2.1, it holds that $G \models \phi(S_j')$ for $r \leq j \leq t$. Thus the sequence $S_0, \ldots, S_t'$ is a $TJ(\phi)$-sequence.

We now show that $|S_{r-1} \setminus S'_r| = |S'_r \setminus S_{r-1}| = 1$. If $|S_{r-1} \cap C_q| = 1$, then $S_r$ is the set obtained from $S_{r-1}$ by removing the unique element in $C_q$ and adding some element in $C_p$ for the first time. In this case, $S_{r-1} = S'_r$ holds, and thus $S_0, \ldots, S_{r-1}, S'_r, \ldots, S_t'$ is a $TJ(\phi)$-sequence from $S$ to $S'$. This contradicts the assumption that $S_0, \ldots, S_t$ is a shortest one. Since $S_r \cap C_q = \emptyset$, we have $S_{r-1} \cap C_q = \emptyset$. Let $S_{r-1} \setminus S_r = \{x\}$ and $S_r \setminus S_{r-1} = \{u_i\}$. Since $x \notin C_p \cup C_q$, we have that $S_{r-1} \setminus S'_r = \{x\}$ and $S'_r \setminus S_{r-1} = \{u_i\}$ as desired.

The discussions so far show that $S_0, \ldots, S_{r-1}, S'_r, \ldots, S_t'$ is a (shortest) $TJ(\phi)$-sequence from $S$ to $S'$. However, the first index $r'$ (if any exists) such that $S_{r'} \cap C_i$ for some $i \notin [k]$ is larger than $r$ as $C_i \cap S'_r = \emptyset$ for every $i \notin [k]$. This contradicts the assumption on $r$.

Next we further argue that if there are a much larger number of disjoint vertex

---

5Starting with a treedepth decomposition $F$ of $G$ with depth at most $d$, we construct a treedepth decomposition $F'$ of $G'$ with depth at most $d + 1$ by adding the vertex corresponding to each edge $(u, v) \in E(G)$ as a leaf attached to one of $u$ and $v$ that is a descendant of the other.
sets of the same type, then we can safely remove some of them. Note that this claim is stronger than Lemma 4.2 in some sense. Since the formula \( \phi(X) \) may depend on the whole structure of \( G \) (i.e., not only on \( G(X) \)), “not using it in a sequence” and “removing it from the graph” are different.

We need the following proposition, which is a generalization of Proposition 3.2.

**Proposition 4.3** ([28]). Let \( G \) be a colored graph and \( \phi \) be an \( \text{MSO}_1 \) formula with one free set variable. Assume that \( G \) contains \( t > 2^{p \cdot q(\phi)} \) disjoint size-\( p \) vertex sets with the same type. Let \( G' \) be the graph obtained from \( G \) by removing one of the \( t \) sets. Then, for every subset \( X \subseteq V \) disjoint from the \( t \) sets, \( G' \models \phi(X) \) if and only if \( G \models \phi(X) \).

The proposition above was originally stated for \( \text{MSO}_1 \) sentences in [28] but can be easily modified to this form by considering the free set variable as a new color.

Now we can prove the key lemma.

**Lemma 4.4.** Let \( \langle \phi, G, S, S' \rangle \) be an instance of \( \text{MSO}_1 \)-\( R \) with \( |S| = |S'| = k \). Let \( C_1, \ldots, C_t \) be a family of disjoint size-\( p \) vertex sets with the same type not intersecting \( S \cup S' \). If \( t > k + 2^{p \cdot q(\phi)} \), then for every \( C \subseteq \{C_1, \ldots, C_t\} \), \( \text{dist}_{\phi,G}(S,S') = \text{dist}_{\phi,G-C}(S,S') \).

**Proof.** Without loss of generality, assume that \( C = C_t \). Let \( G' = G - C_t \). By Lemma 4.2, we can focus on shortest \( \text{TJ}(\phi) \)-sequences (both in \( G \) and in \( G' \)) that may intersect \( C_1, \ldots, C_k \) but do not intersect \( C_{k+1}, \ldots, C_t \). Since \( |\{C_{k+1}, \ldots, C_t\}| = t - k > 2^{p \cdot q(\phi)} \), Proposition 4.3 implies that for every subset \( X \subseteq V \setminus \bigcup_{k+1 \leq j \leq t} C_j \), we have \( G \models \phi(X) \) if and only if \( G' \models \phi(X) \). This implies that a sequence of vertex sets not intersecting \( \bigcup_{k+1 \leq j \leq t} C_j \) is a \( \text{TJ}(\phi) \)-sequence in \( G \) if and only the sequence is a \( \text{TJ}(\phi) \)-sequence in \( G' \).

The next lemma completes the proof of Theorem 4.1 as it means that we have a kernel of \( \text{MSO}_1 \)-\( R \) parameterized by \( \text{td}(G) + k + |\phi| \) that preserves the minimum length of a \( \text{TJ}(\phi) \)-sequence.

**Lemma 4.5.** Let \( \langle \phi, G, S, S' \rangle \) be an instance of \( \text{MSO}_1 \)-\( R \) with \( |S| = |S'| = k \). In polynomial time, one can compute a subgraph \( H \) of \( G \) such that \( \text{dist}_{\phi,G}(S,S') = \text{dist}_{\phi,H}(S,S') \) and the size of \( H \) depends only on \( \text{td}(G) + k + |\phi| \).

**Proof.** Let \( F \) be a treedepth decomposition of depth \( \text{td}(G) \). If \( F \) is not connected, then we add a new vertex \( r \) and add edges from the new vertex to the roots of trees in \( F \) and set \( r \) to the new root. We call the resultant tree \( T \). If \( F \) is connected, then we just set \( T = F \) and call its root \( r \). Let \( d \) be the depth of \( T \). Note that \( d \leq \text{td}(G) + 1 \).

A node in \( T \) has height \( h \) if the maximum distance to a descendant is \( h \), where the height of a leaf is 0. Let \( c(0) = 0 \), \( n(0) = 1 \), and for \( h \geq 0 \), let

\[
c(h + 1) = (k + 2^{n(h) \cdot q(\phi)}) \cdot 2^{n(h)} \cdot 2(2^{n(h) + d - h})^2 + 2k,
\]

\[
n(h + 1) = n(h) \cdot c(h + 1) + 1.
\]

In the next paragraph, we show that after exhaustively applying Lemma 4.4 in a bottom-up manner along \( T \), each node of height \( h \) has at most \( c(h) \) children and each subtree rooted at a node of height \( h \) contains at most \( n(h) \) nodes. This implies that \( H \) has at most \( n(d) \) vertices, where \( n(d) \) depends only on \( \text{td}(G) \), \( k \), and \( |\phi| \). If \( h = 0 \), then the claim is trivial. Assume that the claim holds for some \( h \geq 0 \). It suffices to prove the upper bound \( c(h + 1) \) for the number of children as the upper bound \( n(h + 1) \) follows immediately. Suppose to the contrary that a node \( v \) of height
h + 1 has more than c(h + 1) children. Since |S ∪ S'| ≤ 2k, more than c(h + 1) − 2k subtrees rooted at the children of v have no intersection with S ∪ S'. Let S_1, . . . , S_p be such subtrees. By the induction hypothesis, |V(S_i)| ≤ n(h) holds for i ∈ [p]. Let R be the vertices on the v−r path in T (including v and r). Observe that, in H, the vertices in V(S_i) may have neighbors only in V(S_i) ∪ R. Thus the number of different types of V(S_1), . . . , V(S_p) is at most 2^{[h]} \cdot 2^{n(h + d−h)^2} + 2^{[h]} \cdot 2^{n(h + d−h)^2}, where 2^{[h]} \cdot 2^{n(h)} is the number of possible ways for coloring n(h) vertices with subsets of at most |φ| colors and 2^{(n(h)+d−h)^2} is an upper bound on the number of different ways that n(h) vertices form a graph and have additional neighbors in d − h vertices. Since p > c(h + 1) − 2k = (k + 2^{n(h+q(\phi)}) \cdot 2^{[h]} \cdot 2^{n(h)} \cdot 2^{(n(h)+d−h)^2}, there is a subset I ⊆ [p] such that |I| > k + 2^{n(h+q(\phi)} and all vertex sets V(S_i) with i ∈ [I] have the same type. This is a contradiction as Lemma 4.4 can be applied here.

Finally, let us see how fast we can apply Lemma 4.4 exhaustively in a bottom-up manner. The description above immediately gives a fixed-parameter algorithm parameterized by td(G) + k + |φ|, which is actually sufficient for our purpose. A polynomial-time algorithm can be achieve in pretty much the same way as presented in [16] for a reconfiguration problem of paths parameterized by td. The idea is to use a polynomial-time algorithm for labeled-tree isomorphism to classify subtrees into different types. Only the differences here are that the graph is colored and the parameters involved are larger. As the colors of the vertices can be handled by a labeling algorithm and the involved parameters do not matter when they are too large (i.e., if it is |V| or more), we still obtain a polynomial-time algorithm.

4.1. A by-product: Cluster deletion number. By using Lemma 4.4 and Theorem 4.1, we can show a similar result for cluster deletion number. For a graph G, a vertex subset D of G is a cluster deletion set if G − D is a disjoint union of complete graphs. The cluster deletion number of G, denoted cd(G), is the minimum size of a cluster deletion set of G. Since finding a minimum cluster deletion set is fixed-parameter tractable parameterized by cd(G) [22], we assume that such a set is given when cd(G) is part of the parameter. Note that a twin cover is a cluster deletion set, and thus cd(G) ≤ tc(G) holds for every graph G.

**Corollary 4.6.** MSO_1-R parameterized by cd+k+|φ| is fixed-parameter tractable, where k is the size of input sets. Furthermore, for a yes instance of MSO_1-R, finding a shortest T(J)-sequence is fixed-parameter tractable with the same parameter.

*Proof.* Let ⟨φ, G, S, S’⟩ be an instance of MSO_1-R with |S| = |S'| = k and D be a cluster deletion set of D with size d := cd(G).

Let C be a clique in G − D such that |C| > 2^{d+|φ|}(k + 2^{q(\phi)}) + 2k, and thus |C\(S \cup S'\)| > 2^{d+|φ|}(k + 2^{q(\phi)}). Since each vertex in C has a subset of at most |φ| colors and 2^d possible ways to have neighbors in D, the vertices of C \(S \cup S'\), as singletons, can be partitioned into at most 2^{d+|φ|} types. As |C\(S \cup S'\)| > 2^{d+|φ|}(k + 2^{q(\phi)}), at least one of the types includes more than k + 2^{q(\phi)} vertices. For such a type, we apply Lemma 4.4 with p = 1 and remove a vertex from C \(S \cup S'\). Let G’ be the graph obtained by exhaustively applying this reduction. We have |C| ≤ 2^{d+|φ|}(k + 2^{q(\phi)}) + 2k for all cliques C in G’ − D.

Now observe that G’ has treedepth at most d+2^{d+|φ|}(k+2^{q(\phi)})+2k since removing the d vertices in D cannot decrease the treedepth by more than d and each clique C in G’ − D has treedepth at most |C|. Hence, Theorem 4.1 proves our claim.

5. PSPACE-completeness on forests of depth 3. In this section, we complement Theorem 4.1 by showing that if the size of input sets is not part of the
parameter, then the problem becomes \( \text{PSPACE} \)-complete.

For a set \( U \), a subset family \( C \subseteq 2^U \) is an \text{exact cover} if the elements of \( C \) are pairwise disjoint and \( \bigcup_{C \in C} C = U \). For two exact covers \( C_1, C_2 \) of \( U \), we say that \( C_1 \) can be obtained from \( C_2 \) by a \text{merge} (and \( C_2 \) can be obtained from \( C_1 \) by a \text{split}) if \( C_1 \setminus C_2 = \{ D_1 \} \) and \( C_2 \setminus C_1 = \{ D_2, D_3 \} \) for some \( D_1, D_2, D_3 \). Note that \( D_1 = D_2 \cup D_3 \) and \( D_2 \cap D_3 = \emptyset \) as \( C_1 \) and \( C_2 \) are exact covers.

Given a set \( U \), a family \( D \subseteq 2^U \), and two exact covers \( C, C' \subseteq D \) of \( U \), \text{Exact Cover Reconfiguration} asks whether there exists a sequence \( C_0, \ldots, C_\ell \) of exact covers of \( U \) from \( C = C_0 \) to \( C' = C_\ell \) such that \( C_i \subseteq D \) for all \( i \) and \( C_i \) is obtained from \( C_{i-1} \) by a split or a merge for each \( i \in [\ell] \). It is known that \text{Exact Cover Reconfiguration} is \( \text{PSPACE} \)-complete \([9]\).

In this section, we prove the following hardness result by reducing \text{Exact Cover Reconfiguration} to \( \text{MSO}_1 \)-R. (Recall that \( \text{MSO}_1 \)-R belongs to \( \text{PSPACE} \).)

**Theorem 5.1.** For some fixed \( \phi \), \( \text{MSO}_1 \)-R is \( \text{PSPACE} \)-complete on uncolored forests of depth 3.

**5.1. Construction.** Let \( \langle U, D, C, C' \rangle \) be an instance of \text{Exact Cover Reconfiguration}. We construct an equivalent instance of \( \text{MSO}_1 \)-R. Without loss of generality, we assume that \( U \) is a set of positive integers greater than or equal to 3.\(^6\)

For each set \( D \in D \), we construct a tree \( T_D \) as follows (see Figure 5.1). The tree \( T_D \) contains a central vertex called the \text{root}. For each \( d \in D \), the root has a child with \( d \) grandchildren. We call the subtree rooted at a child of the root a \text{star} and each leaf in a star a \text{star leaf}. Additionally, the root has two more children that have degree 1. They are called the \text{antennae}.

![Fig. 5.1. The tree \( T_D \) with \( D = \{ d_1, d_2, \ldots, d_{|D|} \} \).](image)

The entire forest \( F \) consists of trees \( T_D \) for all \( D \in D \) and eight isolated vertices. By \( I \), we denote the set of the isolated vertices. Clearly, \( F \) has treedepth 3. The initial set \( S \) consists of all vertices in \( I \) and all star leaves of \( T_D \) for all \( D \in C \). Similarly, the target set \( S' \) consists of all vertices in \( I \) and all star leaves of \( T_D \) for all \( D \in C' \). Note that \(|S| = |S'| = |U| + 8\).

For a set \( R \subseteq V(F) \) and a set \( D \in D \), the tree \( T_D \) is \text{full} (\text{empty}) under \( R \) if \( R \) contains all (no, resp.) star leaves of \( T_D \), and \( T_D \) is \text{clean} if it is full or empty. We also say that, for a set \( R \subseteq V(F) \) and a set \( D \in D \), a star in \( T_D \) is \text{full} (\text{empty}) if \( R \) contains all (no, resp.) star leaves of the star, and the star is \text{clean} if it is full or empty.

\(^6\)We want to identify elements of \( U \) with positive integers but do not want to use 1 and 2 for some technical reasons, which will be clear in the proof.
A tree $T_D$ is marked by a vertex set if both antennae are included in the vertex set. A star in $T_D$ is marked by a vertex set if the center (i.e., the unique non-leaf vertex) of the star is included. We use the eight additional vertices to mark three trees and two stars.

We construct an MSO$_1$ formula $\phi(X)$ expressing that $X$ satisfies one of the following two conditions.

1. Exactly eight vertices in $X$ are not star leaves and all trees $T_D$ are clean.
2. Exactly eight vertices in $X$ are not star leaves, exactly three trees $T_{D_1}, T_{D_2}, T_{D_3}$ are marked, all other trees are clean, and the following conditions are satisfied.
   - One of the trees, say $T_{D_1}$, is not clean and another one, say $T_{D_3}$, is clean.
   - Exactly two stars are marked, one in $T_{D_1}$ and the other in $T_{D_2}$. The marked star in $T_{D_1}$ is clean if and only if so is the marked star in $T_{D_2}$.
   - All unmarked stars are clean.

Constructing such $\phi(X)$ is tedious but not difficult. The expression is given in Subsection 5.4.

We say that a vertex set $X$ is clean if the first condition above is satisfied. Since exactly eight vertices in $X$ are not star leaves in both case, every TJ(\phi)-move involves either two star leaves or two vertices that are not star leaves. The definition of $\phi$ also implies that a token on an antenna can move only if the set is clean. Also, a token on a star center can move only if the star is clean.

In what follows, we show that the constructed instance $\langle \phi, F, S, S' \rangle$ is a yes-instance of MSO$_1$-R if and only if $\langle U, D, C, C' \rangle$ is a yes-instance of EXACT COVER RECONFIGURATION.

5.2. The if direction. Assume that $\langle U, D, C, C' \rangle$ is a yes-instance of EXACT COVER RECONFIGURATION. Let $C_0, \ldots, C_\ell$ be a reconfiguration sequence from $C = C_0$ to $C' = C_\ell$ by splits and merges. For $0 \leq i \leq \ell$, let $S_i$ be the set consists of the eight vertices in $I$ and all star leaves in $T_D$ for all $D \in C_i$. Observe that $S_0 = S$, $S_\ell = S'$, and each $S_i$ is clean. Thus, it suffices to show that there is a TJ(\phi)-sequence from $S_{i-1}$ to $S_i$ for all $i \in [\ell]$.

Let $i \in [\ell]$. Since TJ(\phi)-sequences are reversible, it suffices to consider the case where $C_i$ is obtained from $C_{i-1}$ by a split. Let $C_{i-1} \setminus C_i = \{D_1\}$ and $C_i \setminus C_{i-1} = \{D_2, D_3\}$. A TJ(\phi)-sequence from $S_{i-1}$ to $S_i$ can be constructed as follows. (Recall that $D_1 = D_2 \cup D_3$ and $D_2 \cap D_3 = \emptyset$.)

0. Choose arbitrary six tokens on $I$ and call them the antenna tokens, and the remaining two the star tokens.
1. Move the antenna tokens to the antennae of $T_{D_1}, T_{D_2}, T_{D_3}$.
2. For each $d \in D_2$ and $j \in \{1, 2\}$, let $S_d^{(j)}$ be the star in $T_{D_j}$ corresponding to $d$.
   (a) Move the star tokens to the centers of $S_d^{(1)}$ and $S_d^{(2)}$.
   (b) Move the tokens on the star leaves of $S_d^{(1)}$ to the star leaves of $S_d^{(2)}$.
3. Replace $D_2$ with $D_3$ and execute Step 2.
4. Move the antenna tokens and the star tokens to $I$.

We can see that $S_i$ is obtained after the modifications above, and all intermediate sets satisfy $\phi$. Hence, this direction holds.

5.3. The only-if direction. Assume that $\langle \phi, F, S, S' \rangle$ is a yes-instance of MSO$_1$-R. Let $S_0, \ldots, S_\ell$ be a shortest TJ(\phi)-sequence from $S = S_0$ to $S' = S_\ell$. For each $S_i$, let $S_i = \{D \in D \mid T_D$ is full under $S_i\}$.

Observe that $S_0 = C$ and $S_\ell = C'$. Since $d > 1$
for each \( d \in U \), a single \( \text{TJ}(\phi) \)-move cannot make a full star empty. This implies the following.

**Observation 5.2.** If \( S_i \) and \( S_{i+1} \) are clean, then \( S_i = S_{i+1} \).

The next lemma is the main technical ingredient in this direction.

**Lemma 5.3.** If \( S_i \) and \( S_j \) are clean, \( i + 1 < j \), and \( S_j \) is not clean for each \( j \leq i \), then \( S_{i+1} \) is obtained from \( S_i \) by a split or a merge.

**Proof.** Since \( S_i \) is clean and \( S_{i+1} \) is not, the \( \text{TJ}(\phi) \)-move from \( S_i \) to \( S_{i+1} \) involves two star leaves. In \( S_i \), the following conditions are satisfied:

- all trees \( T_D \) are clean;
- exactly three trees \( T_{D_1}, T_{D_2}, T_{D_3} \) are marked;
- exactly two of them, say \( T_{D_1} \) and \( T_{D_2} \), contain one marked star each.

The second and third conditions above hold as the next set \( S_{i+1} \) satisfies \( \phi \) but is not clean.

For \( j \in \{1, 2\} \), let \( R_j \) be the marked star in \( T_{D_j} \) under \( S_i \). We can see that \( S_{i+1} \) is obtained from \( S_i \) by moving a token in one of the stars \( R_1 \) and \( R_2 \) to the other. By symmetry, assume that a token is moved from \( R_1 \) to \( R_2 \). This implies that \( T_{D_1} \) is full and \( T_{D_2} \) is empty under \( S_i \) and in particular that \( R_1 \) is full and \( R_2 \) is empty under \( S_i \).

Let us consider what kind of moves the sequence may take in the next steps. Since \( R_1 \) and \( R_2 \) are not clean under \( S_{i+1} \), the definition of \( \phi \) allows us to move only the tokens in the star leaves of \( R_1 \) and \( R_2 \) until both of them become clean. Furthermore, the last condition of \( \phi \) asks to make them clean at the same time. This implies that \( R_1 \) and \( R_2 \) have to correspond to the same integer \( d \in U \). If we make \( R_1 \) full and \( R_2 \) empty, then we obtain \( S_i \) again. This contradicts the assumption that the sequence is shortest. Therefore, we can conclude that the next \( d - 1 \) steps move the tokens on star leaves in \( R_1 \) to \( R_2 \), and make \( R_1 \) empty and \( R_2 \) full. Now we can move tokens at the centers of \( R_1 \) and \( R_2 \) to star centers in the same trees.

Until one of \( T_{D_1} \) and \( T_{D_2} \) becomes clean, we have to repeat the same steps of moving tokens from the star leaves in a star to the star leaves in another star corresponding to the same integer. If we make \( T_{D_1} \) full (and thus \( T_{D_2} \) empty), then we obtain \( S_i \) again, contradicting the assumption. Thus, we make \( T_{D_1} \) empty or \( T_{D_2} \) full. Since \( D_1 \neq D_2 \), it is impossible to make \( T_{D_1} \) empty and \( T_{D_2} \) full at the same time. Thus we have the following two cases to consider:

1. \( T_{D_1} \) is empty and \( T_{D_2} \) is not full;
2. \( T_{D_1} \) is not empty and \( T_{D_2} \) is full.

We claim that the first case corresponds to a merge and the second to a split. In the following, we only consider the second case (corresponding to a split) as the other case is symmetric and allows almost the same proof.

In the current situation, \( T_{D_1} \) itself is not clean but its stars are clean, \( T_{D_2} \) is full, and \( T_{D_3} \) is clean. Recall that the sequence eventually reaches the clean set \( S_{i'} \) and that unless all trees are clean, no tokens on the antennae of \( T_{D_1}, T_{D_2}, T_{D_3} \) can move. Thus, in the next steps, we have to make all \( T_{D_1}, T_{D_2}, T_{D_3} \) clean. If \( T_{D_3} \) is full now, then this can be possible only by moving back the tokens in \( T_{D_2} \) to \( T_{D_1} \) (as \( D_1 \neq D_2 \)). This contradicts the assumption that the sequence is shortest, and thus we conclude that \( T_{D_3} \) is empty at this moment. Similarly, we cannot make \( T_{D_2} \) empty as it is only possible by making \( T_{D_1} \) full and leaving \( T_{D_3} \) empty. Hence, the only option is to make \( T_{D_1} \) empty and \( T_{D_3} \) full, while leaving \( T_{D_2} \) full. We can observe that this is possible only if \( D_1 \setminus D_2 = D_3 \) by applying almost the same argument for the first
steps for making $T_{D_i}$ full. Therefore, it holds that $S_j' = (S_i \setminus \{D_1\}) \cup \{D_2, D_3\}$, i.e., $S_j'$ can be obtained from $S_i$ by a split.

Let $S_{i_0}, \ldots, S_{i_p}$ be the sequence obtained from $S_0, \ldots, S_{k}$ by skipping non-clean sets. By Observation 5.2 and Lemma 5.3, in the corresponding sequence $S_{i_0}, \ldots, S_{i_p}$, consecutive families $S_{i_{j-1}}$ and $S_{i_{j}}$ are either the same or in the split-merge relation for every $j \in [p]$. Furthermore, $S_{i_0} = S_0 = C$ and $S_{i_p} = S_{k} = C'$. Therefore, there is a reconfiguration sequence from $C$ to $C'$ by splits and merges. This completes the proof of Theorem 5.1.

5.4. Constructing $\phi(X)$. Recall that the MSO$_1$ formula $\phi(X)$ expresses the property that $X \subseteq V(F)$ satisfies one of the following two conditions.

1. Exactly eight vertices in $X$ are not star leaves and all trees $T_{D}$ are clean.
2. Exactly eight vertices in $X$ are not star leaves, exactly three trees $T_{D_1}, T_{D_2}, T_{D_3}$ are marked, all other trees are clean, and the following conditions are satisfied.
   - One of the trees, say $T_{D_1}$, is not clean and another one, say $T_{D_3}$, is clean.
   - Exactly two stars are marked, one in $T_{D_1}$ and the other in $T_{D_2}$. The marked star in $T_{D_1}$ is clean if and only if so is the marked star in $T_{D_2}$.
   - All unmarked stars are clean.

We call a set satisfying the first condition clean and a set satisfying the second condition almost clean. In the following, we define formulas $\text{clean}(X)$ and $\text{almost-clean}(X)$ expressing clean sets and almost clean sets, respectively, and set

$$\phi(X) = \text{clean}(X) \lor \text{almost-clean}(X).$$

5.4.1. Auxiliary subformulas. We first define $u\text{-leaf}(v)$ meaning that $v$ is a leaf (a degree-1 vertex) attached to $u$ and $\text{dist2}(r, s)$ meaning that the distance between $r$ and $s$ is exactly 2:

$$u\text{-leaf}(v) = E(u, v) \land (\forall w: E(w, v) \Rightarrow w = u),$$
$$\text{dist2}(r, s) = (r \neq s) \land \neg E(r, s) \land (\exists u: E(r, u) \land E(u, s)).$$

Note that $u$ in $u\text{-leaf}(v)$ is a free variable too.

Now the property of being the root, center, or a star leaf in a tree $T_D$ can be expressed as follows:

$$\text{root}(r) = \exists u, v: r\text{-leaf}(u) \land r\text{-leaf}(v) \land (\forall w: r\text{-leaf}(w) \Rightarrow ((w = u) \lor (w = v))),$$
$$\text{center}(c) = \exists r: \text{root}(r) \land E(r, c) \land \neg r\text{-leaf}(c),$$
$$\text{star-leaf}(v) = \exists r: \text{root}(r) \land \text{dist2}(r, v).$$

Here we use the characterizations that a root has exactly two leaves attached (recall that each star contains at least three star leaves), a center is a non-leaf vertex adjacent to a root, and a star leaf has distance 2 to a root.

Assuming that $r$ is a root vertex, the next formulas express that the tree $T_D$ rooted at $r$ is full, empty, or clean in $X$, respectively:

$$\text{full-tree}(r, X) = \forall s: \text{dist2}(r, s) \Rightarrow s \in X,$$
$$\text{empty-tree}(r, X) = \forall s: \text{dist2}(r, s) \Rightarrow \neg (s \in X),$$
$$\text{clean-tree}(r, X) = \text{full-tree}(r, X) \lor \text{empty-tree}(r, X).$$
Similarly, assuming that $c$ is a center of some star, the next formulas express that the star with the center $c$ is full, empty, or clean in $X$, respectively:

$$\text{full-star}(c, X) = \forall s: c\text{-leaf}(s) \Rightarrow s \in X,$$
$$\text{empty-star}(c, X) = \forall s: c\text{-leaf}(s) \Rightarrow \neg(s \in X),$$
$$\text{clean-star}(c, X) = \text{full-star}(c, X) \lor \text{empty-star}(c, X).$$

Assuming that $r$ is the root vertex of a tree $T_D$, the next formula means that $T_D$ is marked as the two antennae are only leaves attached to $r$:

$$\text{marked}(r, X) = \exists u, v \in X: r\text{-leaf}(u) \land r\text{-leaf}(v).$$

Finally, the following formula means that $X$ contains exactly eight vertices that are not star leaves.

$$\text{eight-non-star-leaves}(X) = \exists v_1, \ldots, v_8 \in X:\ \land_{1 \leq i \leq 8} \neg\text{star-leaf}(v_i) \land (\forall v: \neg\text{star-leaf}(v) \Rightarrow \lor_{1 \leq i \leq 8} v = v_i).$$

### 5.4.2. Main subformulas

Given subformulas above, expressing $\text{clean}(X)$ is straightforward:

$$\text{clean}(X) = \text{eight-non-star-leaves}(X) \land (\forall r: \text{root}(r) \Rightarrow \text{clean-tree}(r, X)).$$

The expression of $\text{almost-clean}(X)$ is a little more involved but seeing the equivalence to the conditions is not difficult:

$$\text{almost-clean}(X) = \text{eight-non-star-leaves}(X) \land$$

$$\land (\exists r_1, r_2, r_3: \land_{1 \leq i \leq 3} \text{root}(r_i) \land \text{marked}(r_i, X))$$
$$\land \neg\text{clean-tree}(r_1, X) \land (\forall r: \text{root}(r) \land \neg\text{clean-tree}(r, X) \Rightarrow (r = r_1) \lor (r = r_2))$$
$$\land (\exists c_1, c_2 \in X: \text{center}(c_1) \land \text{center}(c_2) \land \text{E}(c_1, r_1) \land \text{E}(c_2, r_2)$$
$$\land (\forall c: (\text{center}(c) \land (c \neq c_1) \land (c \neq c_2)) \Rightarrow \text{clean-star}(c, X))$$
$$\land (\text{clean-star}(c_1, X) \Rightarrow \text{clean-star}(c_2, X))).$$

### 6. Remarks on the token sliding setting

Here we consider the token sliding variants of $\text{MSO}_1$-$\text{R}$ and $\text{MSO}_2$-$\text{R}$ that require the exchanged vertices to be adjacent in each reconfiguration step.

Theorem 3.1 says $\text{MSO}_1$-$\text{R}$ is fixed-parameter tractable parameterized by $nd + |\phi|$. Unfortunately, this result strongly depends on the token jumping setting. Especially, Lemma 3.5 fails to hold for the token sliding setting. Minor modifications do not look quite promising.

Theorem 4.1, which says that $\text{MSO}_2$-$\text{R}$ is fixed-parameter tractable parameterized by $td + k + |\phi|$, can be easily modified for the token sliding setting. Actually, the proof works almost as it is. Although the proof of Lemma 4.2 depends on the token jumping setting, it can be easily adopted to the token sliding setting. Actually, if we start with a token sliding sequence, we end up with a token sliding sequence after the same modification in the proof. No other part depends on the reconfiguration rule. An immediate corollary to this observation is that $\text{independent set reconfiguration}$ under the token sliding rule is fixed-parameter tractable parameterized by $td + k$. This particular result was shown independently by Bartier et al. [2]
The hardness shown in Theorem 5.1 can be easily modified for the token sliding setting if we slightly weaken it. To the forest $F$ constructed there, we add a universal vertex $u$ adjacent to all other vertices. Then we define the feasibility of a set $X$ as either (i) $X$ satisfies the original formula $\phi$ in $F$, or (ii) $X$ is obtained from a set $X'$ satisfying $\phi$ in $F$ by exchanging a member of $X'$ with the universal vertex $u$. Constructing an MSO$_1$ formula expressing this condition is easy and proving the equivalence is straightforward. This implies that the token sliding variant of MSO$_1$-R is PSPACE-complete even on graphs of treedepth 4.

7. Conclusion. In this paper, we revisited the reconfiguration problems of vertex sets defined by MSO formulas, while putting the length constraint of reconfiguration sequence aside. We showed that the problem is fixed-parameter tractable parameterized solely by neighborhood diversity and by the combination of treedepth and the vertex-set size. The parameterization solely by treedepth would not work since the problem is PSPACE-complete on forests of depth 3 as we showed.

Given the positive result for neighborhood diversity and the known hardness for clique-width (implied by the one for bandwidth [44]), a natural target would be an extension to modular-width, which is a parameter sitting between neighborhood diversity and clique-width (see Figure 1.1). It is known that a special case, the independent set reconfiguration, is fixed-parameter tractable parameterized by modular-width [3], but the algorithm in [3] is already quite nontrivial.

Another direction would be strengthening the hardness for treedepth. In Section 5, we showed the hardness for a quite complicated and rather unnatural formula $\phi$, which simulates the merge and split operations. Although this rules out the possibility of meta-theorems parameterized by treedepth, it would be still interesting to investigate the complexity of specific more natural problems. For example, what is the complexity of the independent set reconfiguration and the dominating set reconfiguration parameterized solely by treedepth?
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