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Abstract

We prove a central limit theorem for the fine fluctuations of urn models under general assumptions on their generating matrices and initial configurations. The proof uses martingale techniques, extending a result of R.T. Smythe from 1995. This covers old results and gives some new results as well, including the m-ary search tree and B-urns.
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1 Introduction and main result

1.1 Introduction

Consider a (generalised) Pólya urn scheme with \( q \in \mathbb{N}, q \geq 2 \), different colours that evolves in discrete time. At time zero, the beginning of the evolution, there is at least one ball in the urn. At each integer time, a ball is drawn from the urn uniformly at random and independently of the previous draws. Depending on its colour, one of \( q \) possible deterministic changes in the urn’s ball configuration is realised. These changes are such that some balls are added to the urn and others are taken from the urn, with the restriction that only balls of the drawn colour can be removed from the urn at each step. The last condition, which might appear asymmetric at a first glance, is imposed so that one does not have to know the whole evolution of the urn process in order to know if, at a given instance, there actually are balls of the colour we wish to remove from the urn. We also assume that in total, we add the same (deterministic and positive) number of balls at each discrete time step such that the number of balls in the urn steadily grows to infinity as time increases. Under these premises, after a large number of draws, the relative frequencies of the numbers of balls of each colour will almost surely stabilise at some random or deterministic number. Our assumptions on the ball addition rules will be made precise below.

The aim of this paper is to derive a central limit theorem for the urn composition vector, i.e. for the number of balls of each colour. As we will see in Section 2, this vector can be interpreted as a sum over components of different sizes, roughly classified as big and small components. In order to treat these components on a common scale \( \sqrt{n} \), the composition vector has to be centered in an appropriate way. This centering involves the deterministic expectation as well as random terms, if there are big components. See Theorem 1.3 below. Although this result also applies to urns
without big components, our main motivation stems from the study of so-called big urns, as there are plenty of results on the small case. For the special case of cyclic urns (see Example 2.1), a central limit theorem is derived in [15] by means of the contraction method. Results of this kind have also been proved in [12].

The proof of Theorem 1.3 benefits from a martingale point of view as taken in [18] and extends the result in [20] from 1995, using ideas and techniques from both papers. Urn models have been widely studied in [8], [10], [14] and [15], for example. Results closely related to the one given in this text can be found in [1], [2] and [12].

**Notation.** For a complex number \( z \in \mathbb{C} \), we denote by \( \mathfrak{R}(z) \), \( \mathfrak{I}(z) \) and \( |z| \) its real part, imaginary part and complex modulus, respectively. For a complex vector \( v \in \mathbb{C}^q \) and \( i \in \{1, \ldots, q\} \), we denote by \( v^{(i)} \) its \( i \)-th component and by \( v^t \) and \( v^* \) its transpose and conjugate transpose, respectively. Further let \( |v| \) denote its \( L^1 \)-norm. We equip \( \mathbb{C}^q \) with the standard inner product \( \langle \cdot, \cdot \rangle \), where \( \langle u, v \rangle := u^*v \). If \( A \) is a subset of \( \{1, \ldots, q\} \), let \( \delta_A \) denote the Dirac measure in \( A \) on \( \{1, \ldots, q\} \). Let \( N_0 := \{0, 1, 2, \ldots\} \) and \( \mathbb{Z}_- := \{0, -1, -2, \ldots\} \) denote the set of non-positive integers. We use Bachmann-Landau symbols in asymptotic statements. Finally, convergence in distribution is denoted as \( \xrightarrow{L} \).

### 1.2 Formalisation

We consider a generalised Pólya urn scheme, which evolves according to a discrete time Markov process, cf. [8] or [14]. At each time \( n \geq 0 \), there are \( q \in \mathbb{N} \) possible colours in the urn. By \( X_n \in \mathbb{N}_0^q \), we denote the composition vector of the urn at time \( n \), i.e.

\[
X_n = \begin{pmatrix}
X_n^{(1)} \\
X_n^{(2)} \\
\vdots \\
X_n^{(q-1)} \\
X_n^{(q)}
\end{pmatrix},
\]

where the component \( X_n^{(j)} \) keeps track of the number of balls of colour \( j \) in the urn after \( n \) draws. The dynamics of the process are as follows:

At time \( 0 \), there are \( X_0^{(j)} \) balls of colour \( j \) in the urn, where \( X_0 \) is a deterministic vector throughout the paper. Let the increments \( \Delta_1, \ldots, \Delta_q \in \mathbb{Z}^q \) be deterministic vectors and set \( \mathbb{R} := (\Delta_1, \ldots, \Delta_q) \in \mathbb{Z}^{q \times q} \) to be the matrix with columns \( \Delta_1, \ldots, \Delta_q \). \( \mathbb{R} \) will be called the generating matrix of the process. Note that \( \mathbb{R} \) is the matrix transpose of the so-called replacement matrix. Immediately before each time \( n \geq 1 \), a ball is drawn uniformly at random and independently of all previous draws from the urn. If the ball drawn has colour \( i \), then we add \( \Delta_i^{(j)} \) balls of colour \( j \) for \( j = 1, \ldots, q \) to the urn. Thus, \( \Delta_i \) describes the change in the urn composition if a ball of colour \( i \) is drawn.

The dynamics of the process are fully described by \( \mathbb{R} \) and \( X_0 \). Our basic assumptions are:

(A1) \( \mathbb{R} \) is diagonisable over \( \mathbb{C} \).

(A2) \( \mathbb{R} \) has constant column sum \( r \).

(A3) \( r_{i,j} \geq 0 \) for \( i \neq j \) and if \( r_{i,i} < 0 \), then \( |r_{i,i}| \) divides \( X_0^{(i)} \) and \( r_{i,j} \) for all \( 1 \leq j \leq q \).

These assumptions are satisfied in most applications. (A2) guarantees a steady linear growth, while (A3) assures that the process does not get stuck by asking for an impossible removal of balls. Matrices with non-negative off-diagonal entries are called Metzler-Leontief matrices.

For more structural overview, we write \( i \to j \) and say that colour \( i \) leads to colour \( j \) if, starting
with one ball of colour \( i \), we have \( \mathbb{P} \left( X_n^{(i)} > 0 \right) > 0 \) for some \( n \in \mathbb{N}_0 \). Equivalently, \( (R^n)_{j,i} > 0 \).

We say that \( i \) and \( j \) communicate and write \( i \leftrightarrow j \) if \( i \rightarrow j \) and \( j \rightarrow i \). The equivalence relation \( \leftrightarrow \) partitions the set \( \{1, \ldots, q\} \) of colours into equivalence classes \( C_1, \ldots, C_d \). If \( d = 1 \), the process is called irreducible. We will use the following spectral properties of irreducible Metzler-Leontief matrices, taken from [19] and presented here as in [6]:

**Theorem 1.1.** Let \( B = (B_{i,j}) \) be an irreducible Metzler-Leontief matrix. Then, there exists a dominant eigenvalue \( \tau \) of \( B \) such that

(i) \( \tau \) is real, has multiplicity 1 and the associated left and right eigenvectors are positive;

(ii) \( \tau > \Re(\lambda) \) where \( \lambda \neq \tau \) is any eigenvalue of \( B \);

(iii) \( \min_i \sum_j B_{i,j} \leq \tau \leq \max_i \sum_j B_{i,j} \);

(iv) If there exists a non-negative vector \( x \) and a real number \( \rho \) such that \( Bx \leq \rho x \), then \( \rho \geq \tau \); \( \rho = \tau \) if and only if \( Bx = \rho x \);

(v) \( \sum_j B_{i,j} = 1 \) for all \( i \) implies \( \tau = 1 \); and

(vi) \( \sum_j B_{i,j} \leq 1 \) for all \( i \) with at least one strict inequality implies \( \tau < 1 \).

We write \( C_i \rightarrow C_j \) and say that class \( C_i \) leads to class \( C_j \) if some (then all) colours in \( C_i \) lead to some (then all) colours in \( C_j \). We call a class dominant if it does not lead to any other class except possibly itself. The classes \( C_1, \ldots, C_d \) decompose into three different types. Class \( C_i \) is of type 1 if it is dominant and there is no \( j \neq i \) with \( C_j \rightarrow C_i \). Any dominant class which is not of type 1 is of type 2. All non dominant classes are of type 3. Subsequently, we may assume that the classes are ordered as follows: with \( a, b, c \geq 0 \) and \( a + b + c = d \), classes \( C_1, \ldots, C_a \) are of type 1, classes \( C_{a+1}, \ldots, C_{a+c} \) are of type 2, and the remaining classes \( C_{a+c+1}, \ldots, C_d \) are of the third type. \( C_{a+c+1}, \ldots, C_d \) are ordered such that \( C_i \rightarrow C_j \) implies \( i \leq j \). Note that \( a + c \geq 1 \). The matrix \( R \) has the following lower triangular block structure:

\[
R = \begin{pmatrix}
T_{1,1} & \cdots & T_{a,a} & P_{1,1} & \cdots & P_{b,b} & Q_{1,1} & \cdots & Q_{c,c}
\end{pmatrix}.
\]

All blocks in \( R \) are irreducible Metzler-Leontief matrices. Blocks \( T_{1,1}, \ldots, T_{a,a} \) correspond to type 1 classes \( C_1, \ldots, C_a \), blocks \( Q_{1,1}, \ldots, Q_{c,c} \) to type 2 classes \( C_{a+1}, \ldots, C_{a+c} \) and blocks \( P_{1,1}, \ldots, P_{b,b} \) to type 3 classes \( C_{a+c+1}, \ldots, C_d \). The middle part corresponding to type 3 classes is a lower triangular block matrix in which beneath each of the blocks \( P_{1,1}, \ldots, P_{b,b} \), there is at least one positive entry. Similarly, to the left of each block \( Q_{1,1}, \ldots, Q_{c,c} \), there is at least one positive entry.

As the columns of \( T_{1,1}, \ldots, T_{a,a}, Q_{1,1}, \ldots, Q_{c,c} \) sum to \( \tau \), and the columns of \( P_{1,1}, \ldots, P_{b,b} \) sum to less than \( \tau \), we can order the \( q \) eigenvalues of \( R \) by \( \tau = \lambda_1 = \ldots = \lambda_{a+c} > \Re(\lambda_{a+c+1}) \geq \ldots \geq \Re(\lambda_a) \). Non dominant eigenvalues with equal real part are ordered by decreasing size of imaginary parts. If eigenvalue \( \lambda \) has multiplicity \( m > 1 \), \( \lambda \) is repeated \( m \) times in this list.

To avoid reduction to smaller urns, we will also assume
(A4) For each matrix $T_{1,i}, \ldots, T_{a,a}$, $Q_{1,i}, \ldots, Q_{c,c}$, no two columns are identical.

(A5) The initial composition of the urn is such that for all colours $j$, there exists $n \in \mathbb{N}_0$ with
\[
\mathbb{P} \left( X_n^{(j)} > 0 \right) > 0.
\]

In particular, we start with at least one ball from each class of type 1.

The spectrum of $R$. As $R$ is diagonalisable, so are all blocks on its diagonal. We say that an eigenvalue $\lambda_k$ belongs to class $C_m$ if it is an eigenvalue of the restriction of $R$ to $C_m$. Eigenvectors of blocks extend to eigenvectors of $R$ in the following way:

1. If $\lambda$ is an eigenvalue with multiplicity $m$ of $T_{i,i}$ for some $1 \leq i \leq a$, then there exist $m$ corresponding left (and right) eigenvectors which are zero on every colour outside $T_{i,i}$.

2. If $\lambda$ is an eigenvalue with multiplicity $m$ of $P_{i,i}$ for some $1 \leq i \leq b$, then there exist $m$ corresponding left eigenvectors which are zero on colours in type 1 and type 2 classes and $m$ right eigenvectors which are zero on type 1 classes.

3. Similarly, if $\lambda$ is an eigenvalue with multiplicity $m$ of $Q_{i,i}$ for some $1 \leq i \leq c$, then there exist $m$ corresponding left eigenvectors which are zero on all colours in type 1 blocks, in type 2 blocks $Q_{i,j}$ for $j \in \{1, \ldots, c\} \setminus \{i\}$ and in type 3 blocks $P_{i,j}$ that do not lead to $Q_{i,i}$. There exist $m$ corresponding right eigenvectors that are zero on every colour outside $Q_{i,i}$.

We choose dual bases $\{u_1, \ldots, u_q\}$ and $\{v_1, \ldots, v_q\}$ of left and right (column) eigenvectors of $R$, respectively, with the above and the following additional properties.

Assume that $\lambda_k$ is a multiple eigenvalue of submatrix $T_{i,i}$ (or $Q_{i,i}$) with $\mathcal{I}(\lambda_k) \geq 0$. Let $V$ be the random vector defined in Theorem 1.2 and the paragraph below. We then choose corresponding left eigenvectors $u_x, u_y$ for $\lambda_k$ such that for all $x \neq y$,
\[
\langle \Re(u_x), \Re(u_y) \rangle := \sum_{m=1}^{q} V^{(m)} \Re \left( u_x^{(m)} \Re \left( u_y^{(m)} \right) \right) = 0,
\]
\[
\langle \Im(u_x), \Im(u_y) \rangle := \sum_{m=1}^{q} V^{(m)} \Im \left( u_x^{(m)} \Im \left( u_y^{(m)} \right) \right) = 0,
\]
\[
\langle \Re(u_x), \Im(u_y) \rangle := \sum_{m=1}^{q} V^{(m)} \Re \left( u_x^{(m)} \Im \left( u_y^{(m)} \right) \right) = 0.
\]

Note that this is possible as the entries of $V$ are strictly positive on $T_{i,i}$ (or $Q_{i,i}$) with probability one. We do not put restrictions on basis eigenvectors of multiple eigenvalues in non-dominant classes. Furthermore, because $u_x$ has non-zero components on exactly one dominant class (and maybe on some non-dominant components), multiple eigenvalues from different dominant classes are also “orthogonal” with respect to $\langle \cdot, \cdot \rangle_V$.

We assume that if $\lambda_k$ is a complex eigenvalue with corresponding eigenvectors $u_k, v_k$, then the eigenvectors corresponding to $\lambda_k$ are $\bar{u}_k, \bar{v}_k$. If $\lambda_k$ is a real eigenvalue, then both $u_k, v_k$ are chosen real. For $A \subseteq \{1, \ldots, q\}$ and $v \in \mathbb{C}$, let $v_A$ be the $q$ dimensional vector defined by $v_A = v^{(l)} \cdot \delta_A(l)$. Let $1$ denote the $q$ dimensional all ones vector. We further assume that both left and right eigenvectors to $r$ are real and are of the following form: $u_i = 1_{C_i}$ for $i = 1, \ldots, a$. Further, we can choose the remaining eigenvectors $u_{a+1}, \ldots, u_{a+c}$ orthogonal in such a way that $u_{a+s} = 1_{C_{a+b+c}} + v_s$, where $v_s$ is only nonzero on colour classes of type 3 leading to $C_{a+b+s}$.

If $R$ is irreducible, then $u_1 = (1, \ldots, 1)^t$ is the only eigenvalue corresponding to $r$.

Having fixed the particular choice of eigenvectors, we turn to the spectral decomposition of $\mathbb{C}^q$ relative to $R$. Let $\pi_k : \mathbb{C}^q \rightarrow \mathbb{C}$ be the linear map defined by
\[
\pi_k(v) := u_k^* v.
\]
Then $\pi_k(v)$ is the coefficient of the vector $v_k$ in the representation of $v$ with respect to the eigenvector basis $\{v_1, \ldots, v_q\}$, i.e.

$$v = \sum_{k=1}^{q} \pi_k(v)v_k.$$ 

### 1.3 Convergence of proportions and main result

Remember that there are $|X_0|$ balls in the urn at time 0. As the urns we consider are balanced, there are $rn + |X_0|$ balls in the urn at time $n$.

For $n \geq 0$, let

$$Y_n := X_n - \mathbb{E}[X_n], \quad \mathcal{F}_n := \sigma(X_0, \ldots, X_n).$$

We denote by $\text{Id}_{C_q}$ the $q \times q$ identity matrix.

A first step towards a central limit theorem for urn models can be made by looking at the asymptotics of the proportions $X_n/(rn + |X_0|)$ of balls of different colours. In doing so, we first consider the case where $c = 1$, which is treated in Theorem 3.1 of [6].

**Theorem 1.2.** In the setting introduced above, suppose that (A1) - (A5) hold and assume $c = 1$. Then, as $n \to \infty$,

$$\frac{X_n}{rn + |X_0|} \to \sum_{i=1}^{a} D^{(i)}v_i + D^{(a+1)}v_{a+1} =: V$$

almost surely, where $(D^{(1)}, \ldots, D^{(a)}, D^{(a+1)})^t$ is a random vector with Dirichlet density

$$\Gamma \left( \sum_{j=1}^{a+1} \theta_j \right) \prod_{j=1}^{a+1} \frac{y_j^{\theta_j-1}}{\Gamma(\theta_j)} I_{\{0\leq y_1, \ldots, y_{a+1} < 1, y_1 + \ldots + y_{a+1} = 1\}} \left((y_1, \ldots, y_{a+1})^t\right).$$

Here, $\theta_j = |(X_0)_j|/r$, $j = 1, \ldots, a$, and $\theta_{a+1} = |X_0|/r - \sum_{j=1}^{a} \theta_j$.

For the same result without identification of the Dirichlet components, see Theorem 3.5 in [18].

In the more general case $c \in \mathbb{N}$, the above result makes it plausible that

$$\frac{X_n}{rn + |X_0|} \to \sum_{i=1}^{a} D^{(i)}v_i + D^{(a+1)}(\Gamma_{a+1}v_{a+1} + \ldots + \Gamma_{a+c}v_{a+c}) =: V$$

almost surely, where $(D^{(1)}, \ldots, D^{(a)}, D^{(a+1)})^t$ is Dirichlet distributed with parameters as in Theorem 1.2. $\Gamma_{a+1}, \ldots, \Gamma_{a+c}$ are random variables that sum to 1 almost surely and are independent of the Dirichlet random vector. Their distribution, which is an interesting question in its own right, is not specified, as they arise as martingale limits. A proof of this result can easily be obtained along the lines of the proofs given in the next section, and we omit the details here. In the following, the random vector $V$ is used to denote the almost sure limit of the proportions $\frac{X_n}{rn + |X_0|}$. Note that it is zero in all type 3 components.

A possible view on Theorem 1.2 and its extension is to interpret the dynamics of the urn as a superposition of the dynamics of a classical Pólya urn and several irreducible urns. On a global scale, the isolated components $C_1, \ldots, C_{a+1} \cup \ldots \cup C_d$ of the process can be seen as the balls of a Pólya urn. Consequently, the asymptotic proportions among these supercolours are Dirichlet distributed. On an intermediate scale, the random variables $\Gamma_{a+1}, \ldots, \Gamma_{a+c}$ are the asymptotic proportions of the non-isolated dominant classes inside supercolour $C_{a+1} \cup \ldots \cup C_d$. On a local scale, inside a particular dominant component, the asymptotic proportions of balls are deterministic and given by the components of the right eigenvector corresponding to the class.
To formulate the main result of the paper, one further definition is needed. Set
\[ M := (\Re(v_1), -\Im(v_1), \Re(v_2), -\Im(v_2), \ldots, \Re(v_q), -\Im(v_q)) \in \mathbb{R}^{q \times 2q}. \]

With this definition, the purpose of the paper is to prove and illustrate the following result.

**Theorem 1.3.** In the setting above, suppose that (A1) - (A5) hold. Let \( p := \max\{k : \Re(\lambda_k)/r > 1/2\} \).

1. Suppose that for all \( k \in \{1, \ldots, q\} \), \( \Re(\lambda_k) \neq r/2 \) for all \( \lambda_k \) that belong to a dominant class and that there are at least two colours in the dominant classes. Then there exist complex valued mean zero random variables \( \Xi_1, \ldots, \Xi_p \) such that
\[
\frac{1}{\sqrt{n}} \left( Y_n - \sum_{k=1}^{p} \frac{n}{n} \Xi_k v_k \right) \overset{\mathcal{L}}{\rightarrow} \mathcal{N}(0, A_V)
\]
as \( n \to \infty \), where \( \mathcal{N} \) has a non degenerated, centered multivariate Gaussian distribution with mixture components \( V^{(1)}, \ldots, V^{(q)} \) and covariance matrix
\[ A_V := M \Sigma V M^t, \]
where \( \Sigma V \) is defined in (8) to (11) below Theorem 2.1. Furthermore, \( (A_V)_{i,i} > 0 \) almost surely for dominant colours \( i \), whereas \( (A_V)_{i,i} = 0 \) almost surely for non dominant colours \( i \).

2. Suppose that there is some \( k \in \{1, \ldots, q\} \) such that \( \Re(\lambda_k) = r/2 \) and that \( \lambda_k \) belongs to a dominant class. Then there exist complex valued mean zero random variables \( \Xi_1, \ldots, \Xi_p \) such that
\[
\frac{1}{\sqrt{n \log(n)}} \left( Y_n - \sum_{k=1}^{p} \frac{n}{n} \Xi_k v_k \right) \overset{\mathcal{L}}{\rightarrow} \mathcal{N}(0, A_V)
\]
as \( n \to \infty \), where \( \mathcal{N} \) has a non degenerated, centered multivariate Gaussian distribution with with mixture components \( V^{(1)}, \ldots, V^{(q)} \) and covariance matrix
\[ A_V := M \Sigma V M^t, \]
where \( \Sigma V \) is defined in (12) below Theorem 2.1. Furthermore, \( (A_V)_{i,i} > 0 \) almost surely for dominant colours \( i \) that belong to the irreducible classes of eigenvalues with real part \( r/2 \), whereas \( (A_V)_{i,i} = 0 \) almost surely for all other colours.

**Remark 1.** Note that Theorem 1.3 covers all three classically distinguished cases where the rescaled composition vector is asymptotically normally distributed (e.g., \( m \)-ary search tree for \( m \leq 26 \)), where it converges almost surely to some random limit (e.g., Pólya Urn) and where it exhibits some almost sure oscillating behaviour (e.g., \( m \)-ary search tree for \( m \geq 27 \) or cyclic urn for \( m \geq 7 \) colours).

**Remark 2.** The case where \( R \) is irreducible (or \( r \) is simple) and any other eigenvalue \( \lambda_k \) satisfies \( \Re(\lambda_k) \leq r/2 \) is known and treated in [8] and [20].

**Acknowledgements.** First of all, I thank Henning Sulzbach for many discussions and comments that led to a considerable improvement of the text. I am also indebted to Ralph Neininger, Kevin Leckey and Andrea Kuntschik for valuable remarks.
1.4 Projections and martingales

The key to the proof of Theorem 1.3 is an understanding of the magnitude and the asymptotic behaviour of certain components of $X_n$, namely the projection coefficients $\pi_k(Y_n)$. Most of the following facts are variants of known results and listed here to keep the text as self-contained as possible.

We first note that

$$E[X_{n+1}|F_n] = \left(\text{Id}_{C^q} + \frac{R}{r + |X_0|}\right) X_n,$$

yielding a vector-valued martingale

$$\left(\prod_{j=N}^{n-1} \left(\text{Id}_{C^q} + \frac{R}{r + |X_0|}\right)^{-1} X_n\right)_{n \geq N}$$

for some $N \in \mathbb{N}$ sufficiently large such that the occurring matrix inverses exist. This observation can be found below Definition 2.1 in [18].

The particular form of $E[X_{n+1}|F_n]$ leads to complex-valued martingales via projections on the eigenspaces of $R$. This idea is implicit in the work of Smythe [20] and more explicit in the proof of Theorem 3.5 in [18] for certain projections. We adopt it for all eigenspace projections.

Lemma 1.1 (Projection martingales). (i) Let $k \in \{1, \ldots, q\}$ be such that $\lambda_k$ satisfies $\lambda_k + |X_0| \not\in r\mathbb{Z}_-$. Define

$$\gamma_n^{(k)} := \prod_{j=0}^{n-1} \left(1 + \frac{\lambda_k}{r_j + |X_0|}\right),$$

which is different from zero for all $n \geq 0$. Then

$$E[\pi_k(X_n)] = \gamma_n^{(k)} \pi_k(X_0) = \frac{\Gamma\left(\frac{|X_0|}{r}\right) \pi_k(X_0)}{\Gamma\left(\frac{|X_0| + \lambda_k}{r}\right)} \cdot n^\frac{\lambda_k}{r} + O\left(n^\nu\left(\frac{\lambda_k}{r}\right)^{-1}\right),$$

as $n \to \infty$. $(M_n^{(k)})_{n \geq 0}$, defined by

$$M_n^{(k)} := \left(\gamma_n^{(k)}\right)^{-1} \cdot \pi_k(Y_n),$$

is a complex-valued martingale with mean zero.

(ii) Let $k \in \{1, \ldots, q\}$ be such that $\lambda_k$ satisfies $\lambda_k + |X_0| \in r\mathbb{Z}_-$. Define

$$\gamma_n^{(k)} := \prod_{j=-\frac{\lambda_k + |X_0|}{r} + 1}^{n-1} \left(1 + \frac{\lambda_k}{r_j + |X_0|}\right),$$

which is different from zero for all $n \geq -\frac{\lambda_k + |X_0|}{r} + 1$. Then

$$E[\pi_k(X_n)] = 0,$$

for all $n \geq -\frac{\lambda_k + |X_0|}{r} + 1$. $(M_n^{(k)})_{n \geq -\frac{\lambda_k + |X_0|}{r} + 1}$, defined by

$$M_n^{(k)} := \left(\gamma_n^{(k)}\right)^{-1} \cdot \pi_k(Y_n),$$

is a complex-valued martingale with mean zero.
Proof. Let $k \in \{1, \ldots, q\}$ and $n \geq 0$. As a direct consequence of (3) for all $n \geq 0$,

$$\mathbb{E}[\pi_k(X_{n+1})|\mathcal{F}_n] = \left(1 + \frac{\lambda_k}{\gamma_n + |X_0|}\right)\pi_k(X_n)$$

almost surely and $(M^{(k)}_n)_n$ is a martingale in each of the two cases. In particular,

$$\mathbb{E}[\pi_k(X_n)] = \prod_{i=0}^{n-1} \left(1 + \frac{\lambda_k}{\gamma_j + |X_0|}\right)\pi_k(X_0), \quad j \in \Xi$$

which is zero in the second case. In the first case, by Stirling’s formula,

$$g_j^{(k)} = \frac{\Gamma\left(\frac{|X_0|}{r} + \frac{j}{r}\right)}{\Gamma\left(\frac{|X_0|}{r}\right)}, \quad \frac{\Gamma\left(n + \frac{|X_0|}{r} + \frac{\lambda_k}{r}\right)}{\Gamma\left(n + \frac{|X_0|}{r}\right)} = \frac{\Gamma\left(|X_0|/r + \frac{\lambda_k}{r}\right)}{\Gamma\left(|X_0|/r\right)}. \quad n \xrightarrow{} 0$$

as $n \to \infty$. This implies the claim. \hspace{1cm} \Box

The martingales of the preceding proposition can be divided into two classes: convergent and non convergent. The corresponding eigenvalues are sometimes referred to as “big” and “small”, respectively. The remainder of this section will be devoted to properties of the convergent martingales and their limits.

**Lemma 1.2** (Martingale limits). For each $k \in \{1, \ldots, q\}$ such that $\Re(\lambda_k) > \tau/2$, there exists a complex valued mean zero random variable $\Xi_k$ such that

$$M^{(k)}_n \xrightarrow{\text{as} \ n \to \infty} \Xi_k$$

almost surely and in $L^2$ as $n \to \infty$.

**Remark 3.** The random variables $\Xi_k$ in Theorem 1.3 and Lemma 1.2 are identical.

Proof. We apply the $L^2$-martingale convergence theorem and show boundedness of second moments.

$$\mathbb{E}\left[|\pi_k(X_{n+1})|^2|\mathcal{F}_n\right] = \left(1 + \frac{2\Re(\lambda_k)}{\gamma_n + |X_0|}\right)|\pi_k(X_n)|^2 + \sum_{j=1}^{q} \frac{X^{(j)}(k)}{\gamma_n + |X_0|}|\pi_k(\Delta_j)|^2.$$

Set $C_k := \sum_{j=1}^{q} |\pi_k(\Delta_j)|^2$. With this,

$$\mathbb{E}\left[|\pi_k(X_{n+1})|^2|\mathcal{F}_n\right] \leq \left(1 + \frac{2\Re(\lambda_k)}{\gamma_n + |X_0|}\right)|\pi_k(X_n)|^2 + C_k$$

and thus

$$\mathbb{E}[|\pi_k(X_n)|^2] \leq \prod_{j=0}^{n-1} \left(1 + \frac{2\Re(\lambda_k)}{\gamma_j + |X_0|}\right)\mathbb{E}[|\pi_k(X_0)|^2] + C_k \sum_{m=0}^{m-1} \sum_{j=1}^{q} \frac{X^{(j)}(k)}{\gamma_j + |X_0|}|\pi_k(\Delta_j)|^2.

= \left(1 + \frac{2\Re(\lambda_k)}{\gamma_j + |X_0|}\right)\left(\mathbb{E}[|\pi_k(X_0)|^2] + C_k \sum_{m=0}^{m-1} \sum_{j=1}^{q} \frac{X^{(j)}(k)}{\gamma_j + |X_0|}|\pi_k(\Delta_j)|^2\right)$$

$$= O\left(n^{2\Re(\lambda_k)/\tau}\right)$$
as \( n \to \infty \), because \( \Re(\lambda_k) > r/2 \). By Jensen’s inequality, \( |\mathbb{E}[\pi_k(X_n)]|^2 = O\left( n^{2\Re(\lambda_k)/r} \right) \) as \( n \to \infty \). Thus

\[
\mathbb{E}\left[ |M_n^{(k)}|^2 \right] = \gamma_n^{(k)} \left( \mathbb{E} \left[ |\pi_k(X_n)|^2 \right] - \mathbb{E} \left[ |\pi_k(X_n)|^2 \right] \right) = O(1)
\]

as \( n \to \infty \). By the \( L^2 \)-martingale convergence theorem, \( M_n^{(k)} \) converges almost surely and in \( L^2 \) to some complex random variable which we normalise such that \( \pi_k(Y_n) - n^{\lambda_k/r} \Xi_k \to 0 \) almost surely. \( \square \)

**Remark 4.** Recall the definition of the random proportions \( D^{(1)}, \ldots, D^{(a+1)}_{\gamma_{a+1}}, \ldots, D^{(a+1)}_{\gamma_{a+c}} \) in Theorem 1.2 and below. For \( k \in \{1, \ldots, a\} \), we have the relation

\[
\Xi_k = D^{(k)} - \frac{\pi_k(X_0)}{|X_0|}.
\]

For \( k \in \{a+1, \ldots, a+c\} \),

\[
\Xi_k = D^{(a+1)}_{\gamma_k} - \frac{\pi_k(X_0)}{|X_0|}.
\]

This yields the representation

\[
V = \sum_{k=1}^{a+c} \left( \Xi_k + \frac{\pi_k(X_0)}{|X_0|} \right) \cdot v_k
\]

for the proportion vector \( V \) via the martingale limits of Lemma 1.2.

Also note that all random variables \( D^{(1)}, \ldots, D^{(a+1)}_{\gamma_{a+1}}, \ldots, D^{(a+1)}_{\gamma_{a+c}} \) are strictly positive almost surely: This is clear for \( D^{(1)}, \ldots, D^{(a+1)} \). By condensing all type 2 colours to a single colour, Theorem 1.2 applies and it follows that the proportion of type 3 colours tends to zero almost surely (as was already stated in the first section). For \( k \in \{a + 1, \ldots, a + c\} \), we see that

\[
D^{(a+1)}_{\gamma_k} = \lim_{n \to \infty} \frac{\pi_k(X_n)}{n |X_0|} = \lim_{n \to \infty} \frac{|X_n| c_k}{n |X_0|}
\]

is the almost sure limit of the proportion of balls in class \( C_k \). It can now easily be seen by a coupling argument with a classical Polya urn, that these proportions are positive almost surely: Given an arbitrary initial configuration, let the urn evolve until there are balls of all dominant classes in the urn. Regard the ball composition at this time as the new initial configuration. From this time on, each time a a ball of colour \( i \) in a type 3 class is drawn, instead of following the original rules, give all its children outside the class of colour \( i \) too. In the modified urn, type 3 classes become dominant, and almost surely, the proportions of colours in type 2 classes tend to a strictly positive limit. As there are at least as many type 2 balls in this urn as in the urn with unchanged colours, the claim follows.

**Corollary 1.4 (Random limits).** Under conditions (A1) to (A5), \( \Xi_1, \ldots, \Xi_{a+c} \) are almost surely non degenerated unless \( r \) is simple. In this case, \( \Xi_1 = 0 \). \( \Xi_{a+c+1}, \ldots, \Xi_p \) are almost surely non degenerated.

**Proof.** Note that for the isolated type 1 limits \( \Xi_1, \ldots, \Xi_{a} \), the claim immediately follows from Theorem 1.2 and identity (4). For \( k \in \{1, \ldots, a\} \),

\[
\text{Var}(\Xi_k) = r^2 \text{Var} \left( D^{(k)} \right),
\]

where Dirichlet vector \( D \) has parameters \( \frac{|X_0| c_1}{r}, \ldots, \frac{|X_0| c_a}{r}, \frac{|X_0|}{r} - \sum_{j=1}^{a} \frac{|X_0| c_j}{r} \).
The expression on the right hand side is only equal to zero if for all $j \lambda$ almost surely (note that Lemma 1.3 (Speed of convergence) increments to see that for $k \in \{1, \ldots, p\}$,

$$
\mathbb{E} \left[ |\varepsilon_k|^2 \right] = \mathbb{E} \left[ |\varepsilon_k - M_0^{(k)}|^2 \right] = \sum_{j=0}^{\infty} \mathbb{E} \left[ |M_j^{(k)} - M_{j-1}^{(k)}|^2 \right] \\
= \sum_{j=0}^{\infty} \gamma_{j+1}^{(k)} - 2 \mathbb{E} \left[ \left| \pi_j(X_{j+1} - X_j) - \frac{\lambda_k}{rj} + |X_0| \pi_k(X_j) \right|^2 \right].
$$

The requirement of zero variance completely determines the evolution of projection $k$ in each draw: The expression on the right hand side is only equal to zero if for all $j \geq 0$,

$$
\pi_k(X_{j+1} - X_j) = \frac{\lambda_k}{rj + |X_0|} \pi_k(X_j)
$$

almost surely (note that $\lambda_k \neq 0$). This in particular means that the value of $\pi_k(X_{j+1} - X_j)$ is independent of the colour of the $(j+1)$-th ball drawn from the urn. We will see that this is not possible under our assumptions.

First assume that there is an initial configuration $X_0$ that is compatible with (A1) to (A5) and has $\pi_k(X_0) = 0$. Under this initial configuration, $\pi_k(X_j) = 0$ for all $j \geq 0$ almost surely because of (6), and with probability one,

$$
0 = \pi_k(X_{j+1} - X_j) = \lambda_k u_k^{(N_{j+1})}
$$

for all $j \geq 0$. Here, $N_{j+1}$ denotes the colour seen in the $(j+1)$st draw. For each colour $f \in \{1, \ldots, q\}$, there is $n \in \mathbb{N}_0$ with $\mathbb{P} \left( X_n^{(f)} > 0 \right) > 0$, due to assumption (A5). The last equation yields that $u_k^{(f)} = 0$. So $u_k = 0$, which is a contradiction.

The last paragraph showed that there is no admissible choice of initial configuration such that $\pi_k(X_0) = 0$. For $\pi_k(X_0) \neq 0$, $\pi_k(X_{j+1} - X_j) \neq 0$ for all $j$ almost surely because of (6). If there is more than one dominant colour or if $\lambda_k$ belongs to a type 3 class, it follows immediately from our choice of left eigenvectors that $\pi_k(X_{j+1} - X_j) \neq 0$ for all $j$ almost surely is not possible: According to the mechanism of the urn, once there is a ball of a dominant class in the urn, there are balls of its class in the urn at all future times. So almost surely, there is a time $N$ at which there are balls of all dominant classes in the urn. From this point on, there is a positive probability of drawing balls that lead to no change in the class under consideration. Now assume that there is only one dominant class and that $\lambda_k$ belongs to this class. As the proportions of balls in this class converge to a positive limit with probability one, there is a time $N$ from which on there are balls of each colour of the dominant class in the urn. This implies that $u_k^{(i)} = u_k^{(j)}$ for all colours $i, j$ in this class. So $\lambda_k = r$, and $u_k = (1, \ldots, 1)^t$ is the only projection that induces a deterministic limit.

**Lemma 1.3** (Speed of convergence). Let $k \in \{1, \ldots, q\}$ be such that $\Re(\lambda_k) > r/2$. Then

$$
\left\| \frac{\Gamma(|X_0|/r + \lambda_k/\Gamma(|X_0|/r)) \varepsilon_k - M_n^{(k)} \right\|_2 = O \left( n^{1/2 - g(\lambda_k)/r} \right)
$$

as $n \to \infty$.
Proof. We use the decomposition
\[
\left\| \frac{\Gamma(|X_0|/r + \lambda_k/r)}{\Gamma(|X_0|/r)} \Xi_k - M^{(k)}_{\pi_k} \right\|_{L^2}^2 = \sum_{j=0}^{\infty} E \left[ |M^{(k)}_{j+1} - M^{(k)}_j|^2 \right]
\]
\[
= \sum_{j=0}^{\infty} |\gamma_j^{(k)}|^{-2} E \left[ |\pi_k(X_{j+1} - X_j) - \frac{\lambda_k}{r} + |X_0|/\pi_k(X_j)|^2 \right]
\]
\[
= \sum_{j=0}^{\infty} |\gamma_j^{(k)}|^{-2} \left( E \left[ |\pi_k(X_{j+1} - X_j)|^2 \right] - \frac{\lambda_k}{r} E \left[ |\pi_k(X_j)|^2 \right] \right)
\]
\[
\leq \sum_{j=0}^{\infty} |\gamma_j^{(k)}|^{-2} E \left[ |\pi_k(X_{j+1} - X_j)|^2 \right]
\]
\[
\leq Cn^{1-2\Re(\lambda_k)/r}
\]
as $|\pi_k(X_{j+1} - X_j)|^2$ can only take q values, independently of j.

\[\square\]

2 Proof of Theorem 1.3

Let $p := \max(k : \Re(\lambda_k)/r > 1/2)$ as in Theorem 1.3. We now study the joint fluctuations of all projections. There are two cases as in Theorem 1.3. If there is no k such that $\Re(\lambda_k)/r = 1/2$, let

\[
Z_n := \frac{1}{\sqrt{n}} \begin{pmatrix}
\Re(\pi_1(Y_n)) - \gamma_n^{(1)} \frac{\Gamma(|X_0|/r + \lambda_1/r)}{\Gamma(|X_0|/r)} \Xi_1 \\
\Im(\pi_1(Y_n)) - \gamma_n^{(1)} \frac{\Gamma(|X_0|/r + \lambda_1/r)}{\Gamma(|X_0|/r)} \Xi_1 \\
\Re(\pi_2(Y_n)) - \gamma_n^{(2)} \frac{\Gamma(|X_0|/r + \lambda_2/r)}{\Gamma(|X_0|/r)} \Xi_2 \\
\Im(\pi_2(Y_n)) - \gamma_n^{(2)} \frac{\Gamma(|X_0|/r + \lambda_2/r)}{\Gamma(|X_0|/r)} \Xi_2 \\
\vdots \\
\Re(\pi_p(Y_n)) - \gamma_n^{(p)} \frac{\Gamma(|X_0|/r + \lambda_p/r)}{\Gamma(|X_0|/r)} \Xi_p \\
\Im(\pi_p(Y_n)) - \gamma_n^{(p)} \frac{\Gamma(|X_0|/r + \lambda_p/r)}{\Gamma(|X_0|/r)} \Xi_p \\
\Re(\pi_{p+1}(Y_n)) \\
\Im(\pi_{p+1}(Y_n)) \\
\vdots \\
\Re(\pi_q(Y_n)) \\
\Im(\pi_q(Y_n))
\end{pmatrix}.
\]

If there is such a k, let

\[
Z_n := \frac{1}{\sqrt{n} \log(n)} \begin{pmatrix}
\Re(\pi_1(Y_n)) - \gamma_n^{(1)} \frac{\Gamma(|X_0|/r + \lambda_1/r)}{\Gamma(|X_0|/r)} \Xi_1 \\
\Im(\pi_1(Y_n)) - \gamma_n^{(1)} \frac{\Gamma(|X_0|/r + \lambda_1/r)}{\Gamma(|X_0|/r)} \Xi_1 \\
\Re(\pi_2(Y_n)) - \gamma_n^{(2)} \frac{\Gamma(|X_0|/r + \lambda_2/r)}{\Gamma(|X_0|/r)} \Xi_2 \\
\Im(\pi_2(Y_n)) - \gamma_n^{(2)} \frac{\Gamma(|X_0|/r + \lambda_2/r)}{\Gamma(|X_0|/r)} \Xi_2 \\
\vdots \\
\Re(\pi_p(Y_n)) - \gamma_n^{(p)} \frac{\Gamma(|X_0|/r + \lambda_p/r)}{\Gamma(|X_0|/r)} \Xi_p \\
\Im(\pi_p(Y_n)) - \gamma_n^{(p)} \frac{\Gamma(|X_0|/r + \lambda_p/r)}{\Gamma(|X_0|/r)} \Xi_p \\
\Re(\pi_{p+1}(Y_n)) \\
\Im(\pi_{p+1}(Y_n)) \\
\vdots \\
\Re(\pi_q(Y_n)) \\
\Im(\pi_q(Y_n))
\end{pmatrix}.
\]
Note that some components of \( Z_n \) may be equal or 0. The aim of the next section is to show convergence in distribution of \( Z_n \) to a multivariate mixed Gaussian distribution.

**Theorem 2.1.** As \( n \to \infty \),
\[
Z_n \xrightarrow{\mathcal{L}} \mathcal{N}(0, \Sigma_V),
\]
where \( \mathcal{N}(0, \Sigma_V) \) is a mixed Gaussian random vector with mixture components \( V^{(1)}, \ldots, V^{(q)} \) and covariance matrix \( \Sigma_V \) defined in [9] to [11] and [13].

**Definition of \( \Sigma_V \).** There are two cases. First assume that for all eigenvalues of dominant classes, \( \Re(\lambda_k) \neq r/2 \). The possible non-zero entries of the \( 2q \times 2q \) matrix \( \Sigma_V \) are then given by
\[
(\Sigma_V)_{2k-1,2\ell-1} := \begin{cases} 
\tau^2 \left( \frac{\pi_k}{r} + \frac{\pi_k(X_0)}{|X_0|} \right) \left( 1 - \left( \frac{\pi_k(X_0)}{|X_0|} \right) \right), & k = \ell, \lambda_k = r \\
-r^2 \left( \frac{\pi_k(X_0)}{|X_0|} \right) \left( \frac{\pi_k(X_0)}{|X_0|} \right), & k \neq \ell, \lambda_k = \lambda_\ell = r 
\end{cases}
\]
and
\[
\sum_{m=1}^q V^{(m)} \Re \left( \frac{\lambda_k}{|X_0|} \lambda_k \lambda_\ell \bar{u}_k^{(m)} \bar{u}_\ell^{(m)} \right), r/2 < \Re(\lambda_k), \Re(\lambda_\ell) < r \\
\sum_{m=1}^q V^{(m)} \Re \left( \frac{\lambda_k}{|X_0|} \lambda_k \lambda_\ell \bar{u}_k^{(m)} \bar{u}_\ell^{(m)} \right), r/2 < \Re(\lambda_k), \Re(\lambda_\ell) < r/2
\]
and
\[
(\Sigma_V)_{2k,2\ell} := \begin{cases} 
\sum_{m=1}^q V^{(m)} \Re \left( \frac{\lambda_k}{|X_0|} \lambda_k \lambda_\ell \bar{u}_k^{(m)} \bar{u}_\ell^{(m)} \right), r/2 < \Re(\lambda_k), \Re(\lambda_\ell) < r \\
\sum_{m=1}^q V^{(m)} \Re \left( \frac{\lambda_k}{|X_0|} \lambda_k \lambda_\ell \bar{u}_k^{(m)} \bar{u}_\ell^{(m)} \right), r/2 < \Re(\lambda_k), \Re(\lambda_\ell) < r/2
\end{cases}
\]
and
\[
(\Sigma_V)_{2k-1,2\ell} := \begin{cases} 
\sum_{m=1}^q V^{(m)} \Im \left( \frac{\lambda_k}{|X_0|} \lambda_k \lambda_\ell \bar{u}_k^{(m)} \bar{u}_\ell^{(m)} \right), r/2 < \Re(\lambda_k), \Re(\lambda_\ell) < r \\
\sum_{m=1}^q V^{(m)} \Im \left( \frac{\lambda_k}{|X_0|} \lambda_k \lambda_\ell \bar{u}_k^{(m)} \bar{u}_\ell^{(m)} \right), r/2 < \Re(\lambda_k), \Re(\lambda_\ell) < r/2
\end{cases}
\]
and
\[
(\Sigma_V)_{2k,2\ell-1} := (\Sigma_V)_{2\ell-1,2k}.
\]

In the case where there is some dominant class such that \( \Re(\lambda_k)/r = 1/2 \), the matrix \( \Sigma_V \) has a lot more zero entries due to the scaling. Its non zero entries are in places \((2k-1, 2k-1)\) and \((2k, 2k)\) for dominant eigenvalues with \( \Re(\lambda_k)/r = 1/2 \). For these \( k \),
\[
(\Sigma_V)_{2k-1,2k-1} = (\Sigma_V)_{2k,2k} = \frac{|\lambda_k|^2}{2} \sum_{m=1}^q V^{(m)} |\bar{u}_k^{(m)}|^2.
\]

**Comments on the covariance structure \( \Sigma_V \).** Let us first consider the case where there is no dominant eigenvalue with real part \( r/2 \). In this case:
1. In the limit, $Z_n^{(i)}$ and $Z_n^{(j)}$ are independent for $i \in \{1, \ldots, 2p\}$ and $j \in \{2p + 1, \ldots, 2q\}$.

2. The “proportion” components $Z_n^{(1)}, \ldots, Z_n^{(2(a+c))}$ are independent of all other components.

3. The fluctuations of projections for eigenvalues $\lambda_k$ corresponding to type 3 classes vanish in the $\sqrt{n}$ scaling. This might be due to the fact that there are too little draws from these classes compared to the other classes. So Theorem 2.1 says nothing about the fluctuations within these classes (or, at least, nothing particularly interesting), as the draws from the dominant colours dominate in the limit and there is too little fluctuation among the remaining colours.

If there are dominant eigenvalues with real part $r/2$:

1. The fluctuations of the other projections are still of order $\sqrt{n}$ and they tend to zero in the $\sqrt{n} \log(n)$ scaling.

2. Real and imaginary parts of the $\Re(\lambda_k) = r/2$-components are independent, and they are also independent of each other.

**Example 2.1 (Cyclic urn).** Consider the cyclic urn with $q \geq 2$ colours, whose generating matrix is given by

$$R := \begin{pmatrix} 0 & 0 & 0 & \cdots & 0 & 1 \\ 1 & 0 & 0 & \cdots & 0 & 0 \\ 0 & 1 & 0 & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\ 0 & 0 & \cdots & 0 & 0 & 1 \\ 0 & 0 & \cdots & 1 & 0 \end{pmatrix}. \quad (13)$$

$R$ is irreducible and has simple eigenvalues

$$1, \exp\left(\frac{2\pi i}{q}\right), \exp\left(\frac{2\pi i(q-1)}{q}\right), \ldots, \exp\left(\frac{2\pi i\left\lfloor \frac{q}{2} \right\rfloor}{q}\right), \exp\left(\frac{2\pi i\left\lceil \frac{q}{2} \right\rceil}{q}\right),$$

if $2$ does not divide $q$. These are the $q$-th roots of unity. If $2$ divides $q$, the last two eigenvalues in the above list are replaced by a single $-1$.

For the cyclic urn model, the covariances of the projections are calculated explicitly in [16]. They take a particularly simple form as the corresponding left eigenvectors can be chosen as an orthogonal basis. In particular, all components of $Z_n$ are asymptotically independent, except for components corresponding to complex-conjugated eigenvalues. As $R$ is irreducible, the “proportion” projection is deterministic and

$$(\Sigma_V)_{1,1} = (\Sigma_V)_{2,2} = 0$$

for all values of $q$.

To lighten the notation a bit, let us assume that $q$ is a multiple of two in this example. The case that there is no eigenvalue with real part $1/2$ corresponds to the case $6 \nmid q$. In this case, the diagonal entries of $\Sigma_V$ are given by

$$(\Sigma_V)_{2k-1,2k-1} = (\Sigma_V)_{2k,2k} = \frac{1}{2|2\lambda_k - 1|}$$

for $k \in \{2, \ldots, q-1\}$ and

$$(\Sigma_V)_{q-1,q-1} = \frac{1}{3}, \quad (\Sigma_V)_{q,q} = 0.$$
All off-diagonal entries are zero, except if \( \lambda_\ell = \bar{\lambda}_k \). Then

\[
\begin{align*}
(\Sigma V)_{2k-1,2\ell-1} &= \frac{1}{2|2\lambda_k - 1|}, & (\Sigma V)_{2k-1,2\ell} &= (\Sigma V)_{2k,2\ell-1} = 0, & (\Sigma V)_{2k,2\ell} &= -\frac{1}{2|2\lambda_k - 1|}.
\end{align*}
\]

If \( 6 \mid q \), additionally all diagonal entries for \( k \not\in \{4 \cdot (\frac{q}{6} - 1) + 3, \ldots, 4 \cdot \frac{q}{6} + 2\} \) are zero. For \( k \in \{4 \cdot (\frac{q}{6} - 1) + 3, \ldots, 4 \cdot \frac{q}{6} + 2\} \),

\[
(\Sigma V)_{k,k} = \frac{1}{2}.
\]

Also, as complex conjugate projections have the same real part and imaginary part multiplied by \(-1\),

\[
(\Sigma V)_{4 \cdot (\frac{q}{6} - 1) + 3,4 \cdot \frac{q}{6} + 1} = \frac{1}{2}, & (\Sigma V)_{4 \cdot \frac{q}{6} - 4 \cdot \frac{q}{6} + 2} = -\frac{1}{2}.
\]

\[\Diamond\]

In the proof of Theorem 2.1 we will employ Corollary 3.1 from the book [7] of P. Hall and C. Heyde:

**Proposition 2.2.** Let \( \{S_{n,j}, \mathcal{F}_{n,j}, 1 \leq j \leq k_n, n \geq 1\} \) be a zero-mean, square-integrable martingale array with increments \( I_{n,j} \) and let \( \eta^2 \) be an a.s. finite random variable. Suppose that for all \( \varepsilon > 0 \),

\[
\sum_j \mathbb{E} [I_{n,j}^2 I(|I_{n,j}| > \varepsilon) | \mathcal{F}_{n,j-1}] \overset{p}{\to} 0,
\]

and

\[
\sum_j \mathbb{E}[I_{n,j}^2 | \mathcal{F}_{n,j} - 1] \overset{p}{\to} \eta^2,
\]

and \( \mathcal{F}_{n,j} \subseteq \mathcal{F}_{n+1,j} \) for \( 1 \leq j \leq k_n, n \geq 1 \). Then

\[
S_{n,k_n} = \sum_j I_{n,j} \overset{d}{\to} Z,
\]

where the random variable \( Z \) has characteristic function

\[
\mathbb{E} \left[ \exp \left( -\frac{1}{2} \eta^2 t^2 \right) \right].
\]

**Proof of Theorem 2.1.** We will prove Theorem 2.1 via the Cramér-Wold device, thus proving weak convergence of all linear combinations of the components of \( Z_n \) instead. Let \( \alpha_1, \ldots, \alpha_{2q} \in \mathbb{R} \). Our aim is to apply Proposition 2.2 to an appropriate martingale array. To this end, in simple words, we decompose the sum \( \alpha_1 Z_{n,1} + \ldots + \alpha_{2q} Z_{n,q} \) into a sum of weighted martingale differences. We set \( \mathcal{F}_{n,i} := \sigma(X_0, \ldots, X_i) \). This definition satisfies the condition on the filtration from Proposition 2.2.

First consider the case where for all dominant eigenvalues, \( \Re(\lambda_k) \neq r/2 \).

We rewrite the given linear combination \( \alpha_1 Z_{n,1}^{(1)} + \ldots + \alpha_{2q} Z_{n,q}^{(2q)} \) as a sum of martingale differences. We simultaneously consider real and imaginary part of each eigenspace coefficient. For \( 1 \leq k \leq p \),
write

\[ \alpha_{2k-1} Z_{n,2k-1} + \alpha_{2k} Z_{n,2k} \]

\[ = \frac{1}{\sqrt{n}} \sum_{j=n}^{\infty} \left( \alpha_{2k-1} \Re \left( \gamma_n^{(k)} \left( M_{j}^{(k)} - M_{j+1}^{(k)} \right) \right) + \alpha_{2k} \Im \left( \gamma_n^{(k)} \left( M_{j}^{(k)} - M_{j+1}^{(k)} \right) \right) \right) \]

\[ = \frac{1}{\sqrt{n}} \left( \alpha_{2k-1} \Re (\gamma_n^{(k)}) + \alpha_{2k} \Im (\gamma_n^{(k)}) \right) \sum_{j=n}^{\infty} \Re \left( M_{j}^{(k)} - M_{j+1}^{(k)} \right) \]

\[ + \frac{1}{\sqrt{n}} \left( \alpha_{2k} \Re (\gamma_n^{(k)}) - \alpha_{2k-1} \Im (\gamma_n^{(k)}) \right) \sum_{j=n}^{\infty} \Im \left( M_{j}^{(k)} - M_{j+1}^{(k)} \right) \]

\[ =: \beta_{2k-1}(n) \sum_{j=n}^{\infty} \Re \left( M_{j}^{(k)} - M_{j+1}^{(k)} \right) + \beta_{2k}(n) \sum_{j=n}^{\infty} \Im \left( M_{j}^{(k)} - M_{j+1}^{(k)} \right) + r_n(k). \]

Set \( g := \max \left\{ -\frac{\lambda_k + |X_0|}{r} + 1 : \lambda_k + |X_0| \in r\mathbb{Z}_+ \right\}. \) Then for \( p + 1 \leq k \leq q, \)

\[ \alpha_{2k-1} Z_{n,2k-1} + \alpha_{2k} Z_{n,2k} \]

\[ = \frac{1}{\sqrt{n}} \left( \alpha_{2k-1} \Re (\gamma_n^{(k)}) + \alpha_{2k} \Im (\gamma_n^{(k)}) \right) \sum_{j=g}^{n-1} \Re \left( M_{j}^{(k)} - M_{j}^{(k)} \right) \]

\[ + \frac{1}{\sqrt{n}} \left( \alpha_{2k} \Re (\gamma_n^{(k)}) - \alpha_{2k-1} \Im (\gamma_n^{(k)}) \right) \sum_{j=g}^{n-1} \Im \left( M_{j}^{(k)} - M_{j}^{(k)} \right) \]

\[ + \frac{1}{\sqrt{n}} \left( \alpha_{2k-1} \Re (\gamma_n^{(k)}) + \alpha_{2k} \Im (\gamma_n^{(k)}) \right) \Re \left( M_{g}^{(k)} \right) \]

\[ + \frac{1}{\sqrt{n}} \left( \alpha_{2k} \Re (\gamma_n^{(k)}) - \alpha_{2k-1} \Im (\gamma_n^{(k)}) \right) \Im \left( M_{g}^{(k)} \right) \]

\[ =: \beta_{2k-1}(n) \sum_{j=g}^{n-1} \Re \left( M_{j}^{(k)} - M_{j}^{(k)} \right) + \beta_{2k}(n) \sum_{j=g}^{n-1} \Im \left( M_{j}^{(k)} - M_{j}^{(k)} \right) + r_n(k). \]

So setting \( r_n := \sum_{k=p+1}^{q} r_n(k), \)

\[ \sum_{k=1}^{2q} \alpha_k Z_{n,k} = \sum_{k=1}^{p} \left( \beta_{2k-1}(n) \sum_{j=n}^{k} \Re \left( M_{j}^{(k)} - M_{j+1}^{(k)} \right) + \beta_{2k}(n) \sum_{j=n}^{k} \Im \left( M_{j}^{(k)} - M_{j+1}^{(k)} \right) \right) \]

\[ + \sum_{k=p+1}^{q} \left( \beta_{2k-1}(n) \sum_{j=g}^{n-1} \Re \left( M_{j}^{(k)} - M_{j}^{(k)} \right) + \beta_{2k}(n) \sum_{j=g}^{n-1} \Im \left( M_{j}^{(k)} - M_{j}^{(k)} \right) \right) + r_n. \]

For \( n \) fixed, this is an infinite martingale difference array plus error term \( r_n \) which tends to 0 almost surely as \( n \to \infty. \) We now cut off the tail of the series to work with a finite martingale difference array. More precisely, we choose a sequence \( (k_n)_{n \geq 0} \uparrow \infty \) appropriately and write

\[ \sum_{k=1}^{2q} \alpha_k Z_{n,k} = \sum_{k=1}^{p} \left( \beta_{2k-1}(n) \sum_{j=n}^{k_n} \Re \left( M_{j}^{(k)} - M_{j+1}^{(k)} \right) + \beta_{2k}(n) \sum_{j=n}^{k_n} \Im \left( M_{j}^{(k)} - M_{j+1}^{(k)} \right) \right) \]

\[ + \sum_{k=p+1}^{q} \left( \beta_{2k-1}(n) \sum_{j=g}^{n-1} \Re \left( M_{j}^{(k)} - M_{j}^{(k)} \right) + \beta_{2k}(n) \sum_{j=g}^{n-1} \Im \left( M_{j}^{(k)} - M_{j}^{(k)} \right) \right) + \varepsilon_n \]

such that \( \varepsilon_n \to 0 \) in \( L^2. \) The following lemma shows that \( (k_n)_{n \geq 0} = (n^2)_{n \geq 0} \) is sufficient.
Lemma 2.1. Let

\[ \varepsilon_n := \sum_{k=1}^{p} \left( \beta_{2k-1}(n) \sum_{j=n^k+1}^{\infty} \Re \left( M_j^{(k)} - M_{j+1}^{(k)} \right) \right) + \beta_{2k}(n) \sum_{j=n^k+1}^{\infty} \Im \left( M_j^{(k)} - M_{j+1}^{(k)} \right) \]

Then

\[ \varepsilon_n \xrightarrow{L^2} 0 \]

as \( n \to \infty \).

Proof. It is easy to see that \( r_n \) tends to zero in \( L^2 \) as \( \Re(\lambda_k) < r/2 \) for all summands in this term. The remaining part follows immediately from Lemma 1.3. \( \square \)

For the proof of Theorem 2.1 it is thus sufficient to show weak convergence of the martingale difference array

\[ \sum_{k=1}^{p} \left( \beta_{2k-1}(n) \sum_{j=n^k+1}^{\infty} \Re \left( M_j^{(k)} - M_{j+1}^{(k)} \right) \right) + \beta_{2k}(n) \sum_{j=n^k+1}^{\infty} \Im \left( M_j^{(k)} - M_{j+1}^{(k)} \right) \]

which perfectly fits into the setting of Proposition 2.2. We now check the conditions. Depending on the summation index \( j \), there are two types of increments \( I_{n,j} \). We use the shorthand

\[ I_{n,j} := \begin{cases} \sum_{k=p+1}^{q} \left( \beta_{2k-1}(n) \Re \left( M_j^{(k)} - M_{j+1}^{(k)} \right) \right) + \beta_{2k}(n) \Im \left( M_j^{(k)} - M_{j+1}^{(k)} \right), & j < n, \\
\sum_{k=1}^{p} \left( \beta_{2k-1}(n) \Re \left( M_j^{(k)} - M_{j+1}^{(k)} \right) \right) + \beta_{2k}(n) \Im \left( M_j^{(k)} - M_{j+1}^{(k)} \right), & j \geq n. \end{cases} \]

The absolute value of these increments is deterministically bounded: For \( j < n \),

\[ |I_{n,j}| \leq \sum_{k=p+1}^{q} |\beta_{2k-1}(n)|| \Re \left( M_j^{(k)} - M_{j+1}^{(k)} \right) + |\beta_{2k}(n)|| \Im \left( M_j^{(k)} - M_{j+1}^{(k)} \right) | \]

\[ \leq \sqrt{2} C \sum_{k=p+1}^{q} n^{\Re(\lambda_k)/r - 1/2} \left( |\Re(M_j^{(k)} - M_{j+1}^{(k)})| + |\Im(M_j^{(k)} - M_{j+1}^{(k)})| \right) \]

\[ \leq \sqrt{2} C \sum_{k=p+1}^{q} n^{\Re(\lambda_k)/r - 1/2} |M_j^{(k)} - M_{j+1}^{(k)}| \]

\[ \leq D n^{-1/2} \sum_{k=p+1}^{q} \left( \frac{n^{\Re(\lambda_k)/r}}{j} \right)^{\Re(\lambda_k)/r} = O \left( n^{\max[\Re(\lambda_p+1)/r,0]-1/2} \right) \]

for all \( j < n \). Here, \( C, D > 0 \) are constants and the uniform bound tends to 0 as \( n \to \infty \). Analogously, for \( n \leq j \leq n^2 \),

\[ |I_{n,j}| \leq C n^{-1/2} \sum_{k=1}^{p} \left( \frac{n^{\Re(\lambda_k)/r}}{j} \right)^{\Re(\lambda_k)/r} = O \left( n^{-1/2} \right) \]

for all \( n \leq j \leq n^2 \) as \( n \to \infty \). Again, \( C > 0 \) is a constant and the uniform bound tends to 0 as \( n \to \infty \).
Fix $\varepsilon > 0$. Then by the above, for $N$ big enough, for all $j = 1, \ldots, N^2$ we have $|I_{N,j}| < \varepsilon$, so in particular

$$\sum_{j=g}^{n^2} \mathbb{E}[I_{n,j}^2 1(|I_{n,j}| > \varepsilon)|\mathcal{F}_{n,j-1}] = 0$$

for all $n \geq N$. This implies condition (14).

We now turn to condition (15), which is computationally the hardest.

We rewrite the increments as

$$I_{n,j}^2 = \left( \xi_{n,j}^t (X_{j+1} - X_j) + \eta_{n,j}^t \frac{X_j}{r_j + |X_0|} \right)^2$$

where

$$\xi_{n,j} := \frac{1}{\sqrt{n}} \left[ \left( \alpha_{2k-1} \Re \left( \frac{\gamma_n^{(k)}}{\gamma_{j+1}^{(k)}} \right) + \alpha_{2k} \Im \left( \frac{\gamma_n^{(k)}}{\gamma_{j+1}^{(k)}} \right) \right) \Re(\bar{u}_k) \right. \left. + \left( \alpha_{2k} \Re \left( \frac{\gamma_n^{(k)}}{\gamma_{j+1}^{(k)}} \right) - \alpha_{2k-1} \Im \left( \frac{\gamma_n^{(k)}}{\gamma_{j+1}^{(k)}} \right) \right) \Im(\bar{u}_k) \right]$$

and

$$\eta_{n,j} := \frac{1}{\sqrt{n}} \left[ \left( \alpha_{2k-1} \Re \left( \frac{\gamma_n^{(k)}}{\gamma_{j+1}^{(k)}} \right) + \alpha_{2k} \Im \left( \frac{\gamma_n^{(k)}}{\gamma_{j+1}^{(k)}} \right) \right) \Re(\bar{\lambda}_k \bar{u}_k) \right. \left. + \left( \alpha_{2k} \Re \left( \frac{\gamma_n^{(k)}}{\gamma_{j+1}^{(k)}} \right) - \alpha_{2k-1} \Im \left( \frac{\gamma_n^{(k)}}{\gamma_{j+1}^{(k)}} \right) \right) \Im(\bar{\lambda}_k \bar{u}_k) \right]$$

and the set $K$ is either equal to $\{1, \ldots, p\}$ or $\{p+1, \ldots, q\}$, depending on $j$. With this,

$$\sum_{j=g}^{n^2} \mathbb{E}[I_{n,j}^2 |\mathcal{F}_{n,j-1}] = \sum_{j=g}^{n^2} \mathbb{E} \left[ \left( \xi_{n,j}^t (X_{j+1} - X_j) - \eta_{n,j}^t \frac{X_j}{r_j + |X_0|} \right)^2 |\mathcal{F}_{j-1} \right]$$

$$= \sum_{j=g}^{n^2} \sum_{m=1}^{q} \frac{X_j^{(m)}}{r_j + |X_0|} \left( \xi_{n,j}^t \Delta_m - \eta_{n,j}^t \frac{X_j}{r_j + |X_0|} \right)^2.$$  \hspace{1cm} (16)

We show that this converges almost surely by looking at the different terms separately: Recall that each of the $\xi_{n,j}$ and $\eta_{n,j}$ is a sum over different eigenspace components.

In the first part of the sum where $j \leq n-1$, there are only $\lambda_k$ with $\Re(\lambda_k)/r < 1/2$, so the product of component $k$ with component $\ell$ in the square $\left( \xi_{n,j}^t \Delta_m - \eta_{n,j}^t \frac{X_j}{r_j + |X_0|} \right)^2$ is asymptotically equivalent to

$$\frac{1}{n} \sum_{j=g}^{n-1} \sum_{m=1}^{q} \frac{X_j^{(m)}}{r_j + |X_0|} \left( \frac{n}{j} \right)^{2(k+1)} \cdot \left( \alpha_{2k-1} \Re \left( \bar{\lambda}_k \left( \bar{u}_k^{(m)} - \bar{u}_k X_j \frac{1}{r_j + |X_0|} \right) \right) \right) \left( \alpha_{2k} \Im \left( \bar{\lambda}_k \left( \bar{u}_k^{(m)} - \bar{u}_k X_j \frac{1}{r_j + |X_0|} \right) \right) \right) \cos \left( \frac{3(\bar{\lambda}_k)}{r} \log \left( \frac{n}{j} \right) \right)$$

$$\left. + \left( \alpha_{2k} \Re \left( \bar{u}_k \left( \frac{\bar{u}_k^t X_j}{r_j + |X_0|} \right) \right) \right) \left( \alpha_{2k-1} \Im \left( \bar{u}_k \left( \frac{\bar{u}_k^t X_j}{r_j + |X_0|} \right) \right) \right) \sin \left( \frac{3(\bar{\lambda}_k)}{r} \log \left( \frac{n}{j} \right) \right) \right).$$
The vector $\frac{X_i}{|r|+|X_0|}$ converges almost surely to $V$. It follows that for $\lambda_k \neq r$, $\bar{u}^{-1}_{k} \frac{X_i}{|r|+|X_0|} \to 0$ almost surely. So the sum above is almost surely asymptotically equivalent to

\[
\frac{1}{2n} \sum_{j=g}^{m} \sum_{m=1}^{q} |V(m)| \left( \frac{n}{j} \right) \frac{F(m)}{r} \cdot \cos \left( \frac{3(\lambda_k + \lambda_j)}{r} \log \left( \frac{n}{j} \right) \right) + \left( \frac{3(\lambda_k - \lambda_j)}{r} \log \left( \frac{n}{j} \right) \right) \right) + \left( -\alpha_{2k-1} \alpha_{2\ell - 1} + \alpha_{2k} \alpha_{2\ell} \right) \overline{\lambda_k} \lambda_{\ell} u^{(m)}_{k} u^{(m)}_{\ell} \cdot \sin \left( \frac{3(\overline{\lambda_k}) + \lambda_{\ell}}{r} \log \left( \frac{n}{j} \right) \right) + \left( \frac{3(\overline{\lambda_k} - \lambda_{\ell})}{r} \log \left( \frac{n}{j} \right) \right) \right) \right)
\]

as $n \to \infty$.

Essentially the same calculation shows convergence for summands $k, \ell$ with $1/2 < \Re(\lambda_k)/r, \Re(\lambda_{\ell})/r < 1$. Furthermore, there are no summands with $\Re(\lambda_k)/r \leq 1/2$ and $\Re(\lambda_{\ell})/r > 1/2$. Let now $1/2 < \Re(\lambda_k)/r < 1$ and $\lambda_{\ell} = r$. Then the component $k$ with component $\ell$ product converges to

\[
\alpha_{2k-1} \alpha_{2\ell - 1} \cdot r^2 \sum_{m=1}^{q} |V(m)| u^{(m)}_{k} u^{(m)}_{\ell} \overline{\lambda_k} \lambda_{\ell} u^{(m)}_{k} u^{(m)}_{\ell} = 0
\]

Finally, if $\lambda_k = \lambda_{\ell} = r$, the product tends to

\[
= \alpha_{2k-1} \alpha_{2\ell - 1} (\overline{\lambda_k})^{2} (1 - \frac{\pi_k(X_0)}{\Re(X_0)} - \frac{\pi_{\ell}(X_0)}{\Re(X_0)}) \overline{\lambda_k} \lambda_{\ell} u^{(m)}_{k} u^{(m)}_{\ell}
\]

In total, this implies that

\[
\sum_{j=g}^{m} \sum_{m=1}^{q} |V(m)| \left( \frac{n}{j} \right) \frac{F(m)}{r} \cdot \cos \left( \frac{3(\lambda_k + \lambda_j)}{r} \log \left( \frac{n}{j} \right) \right) + \left( \frac{3(\lambda_k - \lambda_j)}{r} \log \left( \frac{n}{j} \right) \right) \right) \right) + \left( -\alpha_{2k-1} \alpha_{2\ell - 1} + \alpha_{2k} \alpha_{2\ell} \right) \overline{\lambda_k} \lambda_{\ell} u^{(m)}_{k} u^{(m)}_{\ell} \cdot \sin \left( \frac{3(\overline{\lambda_k}) + \lambda_{\ell}}{r} \log \left( \frac{n}{j} \right) \right) + \left( \frac{3(\overline{\lambda_k} - \lambda_{\ell})}{r} \log \left( \frac{n}{j} \right) \right) \right) \right)
\]

By Proposition 2.2, $\alpha_1 Z_n^{(1)} + \ldots + \alpha_{2q} Z_n^{(2q)}$ converges weakly to a random variable with characteristic function $E[\exp(-1/2 \{(\alpha_1, \ldots, \alpha_{2q}) \Sigma \Sigma^T\}^2 \lambda^2)]$. Now the Cramér-Wold device imply weak convergence of $(Z_n)_{n \to \infty}$ to a mixed multivariate normal distribution with covariance matrix $\Sigma \Sigma^T$ given $V$: If the almost sure limit $V$ is deterministic, then the asymptotic distribution of $Z_n$ is the normal distribution, as can be seen from the characteristic function. If the almost sure limit $V$ is not deterministic, then, conditionally on $V$, $Z_n$ converges to some normal limit law, so the asymptotic distribution of $Z_n$ is a mixed normal distribution.
We finally consider the case where there is some $k$ such that $\Re(\lambda_k)/\tau = 1/2$. By very similar calculations, there is also weak convergence of $\alpha_1 Z_n^{(1)} + \ldots + \alpha_{2q} Z_n^{(2q)}$ to a random variable with characteristic function $E[\exp(-1/2((\alpha_1, \ldots, \alpha_{2q})^T \Sigma_V (\alpha_1, \ldots, \alpha_{2q})^T)^2)]$, where $\Sigma_V$ is defined in equation (12). Due to the scaling, the matrix $\Sigma_V$ has a lot more zero entries in this case. Again, the Cramér-Wold device implies Theorem 2.1 in this case.

Proof of Theorem 7.3. It remains to show that under our assumptions, in both cases of Theorem 7.3, the covariance matrix $A_V$ given $V$ is of the stated form and almost surely has positive entries in the specified positions. Because all complex conjugates of eigenvectors in our basis are also eigenvectors in the basis, we have the almost sure asymptotic equivalence

$$\frac{1}{\sqrt{n}\ell_n} \left( Y_n - \sum_{k=1}^{P} n^{\lambda_k} \varepsilon_k v_k \right) \sim \sum_{k=1}^{Q} \left( Z_n^{(2k-1)} \Re(v_k) - Z_n^{(2k)} \Im(v_k) \right),$$

where $\ell_n = 1$ in the first case and $\ell_n = \log(n)$ in the second case. This shows that $A_V = M \Sigma_V M^T$ in both cases.

The components on the right hand side are linear combinations of the components of $Z_n$ as considered in the last proof. For a fixed colour $j$, the conditional variance of colour $j$ is the conditional variance of

$$\sum_{k=1}^{Q} \left( Z_n^{(2k-1)} \Re(v_k^{(j)}) - Z_n^{(2k)} \Im(v_k^{(j)}) \right).$$

First case: Non-dominant colours. If $j$ is a non-dominant colour, $v_k^{(j)} = 0$ for all dominant colours $k$ by our choice of right eigenvectors. So (17) reduces to a sum over type 3 colours. But all variances and covariances of type 3 projections are zero in the limit and $\{A_V\}_{j,j} = 0$.

Second case: Dominant colours. Suppose that $j$ is a dominant colour in class $C_m$. Again, by our choice of right eigenvectors, the sum reduces to a sum over colours in $C_m$, as $v_k^{(j)} \neq 0$ only if $k$ is a colour in class $C_m$. If $|C_m| = 1$, then

$$(A_V)_{j,j} = r^2 \left( \frac{\Xi_m}{\tau} + \frac{\pi_k (X_0)}{|X_0|} \right) \left( 1 - \frac{\Xi_m}{\tau} + \frac{\pi_k (X_0)}{|X_0|} \right) > 0$$

almost surely by Remark 4, because there is at least one other dominant class by our assumptions. Let $|C_m| > 1$. We now look at the different components of the variance of colour $j$ coming from projections associated with class $C_m$ in more detail. Remember that with coefficients chosen appropriately, the sum (10) converges to the conditional variance of (17) almost surely as $n \to \infty$. Each of its $n^2 + 1 - g$ summands is non-negative and thus any sum over less terms yields a lower bound for the whole sum. Only considering part of the sum has the advantage that the variances and covariances of the fluctuations in the sum grow at a different speed in the beginning (respectively end) of the urn. For example, for $n$ large and $\varepsilon \in (0, 1)$, we can either sum from $g$ to $\varepsilon n$ or from $\varepsilon^{-1} n$ to $n^2$ to get a lower bound. In the first case, there are only summands with $\Re(\lambda_k), \Re(\lambda_\ell) \leq \tau/2$. A calculation as in the proof of Theorem 2.1 shows that the contribution coming from the fluctuations in projections $\pi_k, \pi_\ell$ to the sum (10) cut off at $\varepsilon n$ with coefficients chosen appropriately is at most of order $\varepsilon^{1-\Re(\lambda_k+\lambda_\ell)/\tau}$. In the second case, there are only summands with $\Re(\lambda_k), \Re(\lambda_\ell) > \tau/2$. The contribution coming from the fluctuations in projections $\pi_k, \pi_\ell$ to the sum (10) without the first $\varepsilon^{-1} n$ summands with coefficients chosen appropriately is at most of order $\varepsilon^{\Re(\lambda_k+\lambda_\ell)/\tau-1}$. In particular, the variance contribution from projections with real part close to $\tau/2$ (and nonzero coefficients) is the greatest.

We now choose $k$ such that among all possible $\lambda_\ell \neq 0$ associated to $C_m$, the distance $|\Re(\lambda_k)/\tau - 1/2|$ is minimal and $|v_k^{(j)}| > 0$. Note that this is possible as the Perron-Frobenius eigenvalue associated with $C_m$ satisfies these conditions, for example.

In case 1 of Theorem 7.3 there are only the cases $\Re(\lambda_k)/\tau < 1/2$ and $\Re(\lambda_k)/\tau > 1/2$. Assume
If \( \lambda_k \in \mathbb{R} \) is a simple eigenvalue, there is only one dominant term of order

\[
\frac{|\lambda_k|^2 |v_k^{(j)}|^2}{\Re(1 - 2\lambda_k/r)} \sum V^{(m)} |u_k^{(m)}|^2,
\]

which is positive. If \( \lambda_k \in \mathbb{C} \setminus \mathbb{R} \) is a simple eigenvalue, we choose \( \lambda_k \) with \( \Re(\lambda_k) > 0 \) and \( \epsilon \) small enough such that \( 2\Re(\lambda_k)/r \log(\epsilon) \) is a negative multiple of \( 2\pi \). We cut off at \( \epsilon n \). The dominant term is of order \( \epsilon^{1-2\Re(\lambda_k)/r} \). It has coefficient

\[
2 \frac{|\lambda_k|^2 |v_k^{(j)}|^2}{\Re(1 - 2\lambda_k/r)} \sum V^{(m)} |u_k^{(m)}|^2 + \frac{2}{|1 - 2\lambda_k/r|^2} \sum V^{(m)} \Re \left( (1 - 2\lambda_k/r)\bar{\lambda}_k \left( u_k^{(m)} \right)^2 \left( v_k^{(j)} \right)^2 \right),
\]

which is positive (remember \( |v_k^{(j)}| > 0 \)). Now if \( \lambda_k \) is a multiple eigenvalue with these properties, the covariances of the associated components of \( Z \) are zero due to our choice of multiple eigenvalues in Section 1.2, and hence each projection associated to this eigenvalue yields a lower bound on the variance.

If \( \Re(\lambda_k)/r > 1/2 \), we choose \( \epsilon \) small enough, start the sum at \( \epsilon^{-1} n \) and proceed analogously. The dominant term now is of order \( \epsilon^{2\Re(\lambda_k)/r-1} \) and has non-zero coefficient.

If there are big eigenvalues \( \lambda_k \) and a small eigenvalue \( \lambda_\ell \) such that \( \Re(\lambda_k)/r - 1/2 = \Re(\lambda_\ell)/r - 1/2 \), we can choose either.

In case 2 of Theorem 1.3, there are \( k \) in class \( C_m \) such that \( \Re(\lambda_k)/r = 1/2 \). This case is even simpler as everything that is not killed by the scaling is independent. The asymptotic variance of colour \( j \) is then the weighted sum over all variances of real and imaginary parts of the \( r/2 \)-projections in the class, which are not identically zero, because all different summands are asymptotically uncorrelated.

\[ \square \]

## 3 Applications

Below, we consider four examples which illustrate the statement of Theorem 1.3 for both small and large urns. Interpreting the first example as a special case of the second, a phase transition takes place within each of the models. Note however, that the result for small urns is covered in [20] and [8].

### 3.1 Pólya urn

We consider the original Pólya urn with \( q = 2 \) colours and matrix \( R = \text{Id}_2 \). This matrix has \( r = 1 \) as a multiple eigenvalue, so we expect weak convergence of the error term to a mixed normal distribution. We choose

\[
\begin{align*}
 u_1 &:= v_1 := \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \\
 u_2 &:= v_2 := \begin{pmatrix} 0 \\ 1 \end{pmatrix}
\end{align*}
\]

as dual bases of left and right eigenvectors.

Note that, for example, \( X_0 = (1, 0)^t \) is no admissible initial configuration in the setting of the paper, as in this case, \( X_n = (n + 1)(1, 0)^t \) for all \( n \) almost surely, so the probability to have balls of colour 2 at time \( n \) is zero for all \( n \) and \( Y_n \) is identically \( (0, 0)^t \).

But \( X_0 = (1, 1)^t \) is an admissible initial configuration, for example. For this initial configuration, the limit \( V \) is given by \( V = (U, 1 - U)^t \), where \( U \) is uniformly distributed on \( (0, 1) \). By explicitly calculating the variance in Theorem 1.3 we recover a result of Hall and Heyde [7] p. 80,

\[
\frac{1}{\sqrt{n}} \left( Y_n - n \left( \frac{1}{2} - \frac{1}{U} \right) \right) \xrightarrow{\text{L}} \sqrt{U(1-U)} \cdot N \left( 0, \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix} \right),
\]

where \( U \) is independent of the normal random vector \( N \). Note that because the almost sure limit of \( X_n/(n+2) \) is random, a mixed normal distribution arises.
3.2 Friedman’s urn

As an extension of the previous example, consider Friedman’s urn with generating matrix

\[ R = \begin{pmatrix} \alpha & \beta \\ \beta & \alpha \end{pmatrix}, \]

where \( \alpha, \beta \in \mathbb{Z}, \alpha \geq -1, \beta \geq 0, \) and \( \alpha + \beta = r > 0. \) This symmetric matrix has real eigenvalues \( \lambda_1 := \alpha + \beta \) and \( \lambda_2 := \alpha - \beta. \) For \( \beta = 0, \) we get the original Pólya urn which can be treated as the previous example. For \( \beta > 0, \) \( \lambda_1 = r \) is a simple eigenvalue and thus no mixing over normal distributions arises in our limit theorems. We choose eigenvectors

\[ u_1 := \begin{pmatrix} 1 \\ 1 \end{pmatrix}, \quad u_2 := \begin{pmatrix} 1 \\ -1 \end{pmatrix}, \quad v_1 := \begin{pmatrix} 1 \\ 1 \end{pmatrix}, \quad v_2 := \begin{pmatrix} 1 \\ -1 \end{pmatrix}. \]

For \( \beta > 0, \) the behaviour of the urn ranges over three cases: If \( \alpha < 3\beta, \) then \( \lambda_2 < \frac{\lambda_1}{2}, \) and

\[ A^t V = M \Sigma V M = \begin{pmatrix} \beta & 0 \\ 0 & \alpha \end{pmatrix} \begin{pmatrix} \alpha + \beta & \alpha - \beta \\ \alpha - \beta & \alpha + \beta \end{pmatrix} \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} \frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & -\frac{1}{2} \end{pmatrix}, \]

so

\[ \frac{Y_n}{\sqrt{n}} \xrightarrow{\mathcal{L}} \mathcal{N}\left( 0, \frac{(\alpha + \beta)(\alpha - \beta)^2}{4(3\beta - \alpha)} \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix} \right) \]

as \( n \to \infty. \)

If \( \alpha = 3\beta, \) then \( \lambda_2 = \frac{\lambda_1}{2}, \) a very similar calculation leads to

\[ \frac{Y_n}{\sqrt{n \log(n)}} \xrightarrow{\mathcal{L}} \mathcal{N}\left( 0, \frac{(\alpha - \beta)^2}{4} \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix} \right) \]

as \( n \to \infty. \) Here, we have recovered the results of Example 3.27 in [8].

If \( \alpha > 3\beta, \) then \( \lambda_2 > \lambda_1/2, \) and so

\[ \frac{Y_n - n \frac{\alpha + \beta}{\alpha - \beta} v_2}{\sqrt{n}} \xrightarrow{\mathcal{L}} \mathcal{N}\left( 0, \frac{(\alpha + \beta)(\alpha - \beta)^2}{4(\alpha - 3\beta)} \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix} \right) \]

as \( n \to \infty. \) \( \Xi_2 \) is the almost sure limit of the martingale \( \Gamma \left( \frac{|X_n|}{\alpha + \beta} \right) \Gamma \left( \frac{|X_n| + \alpha - \beta}{\alpha + \beta} \right)^{-1} (\gamma_n^2)^{-1} (u_2^t Y_n). \)

3.3 \( m \)-ary search tree

The evolution of the vector of the number of nodes containing 0, 1, \ldots, \( m - 2 \) keys in an \( m \)-ary search tree under the uniform permutation model can be encoded by the following urn model: We have generating matrix

\[ R_m = \begin{pmatrix} -1 & 0 & m \\ 2 & -2 & 3 \\ m - 1 & -(m - 1) \end{pmatrix}. \]
and $X_0 = (1, 0, \ldots, 0)^t$. It is well known, cf. [3], that

$$\frac{X_n}{n+1} \xrightarrow{a.s.} \frac{1}{H_m-1} \begin{pmatrix} 1 & 1 & \cdots & 1 \\ 2 & 3 & \cdots & m \end{pmatrix}^t$$

as $n \to \infty$, where $H_m$ denotes the $m$–th Harmonic number. This limit is deterministic and all its components are strictly positive, so we expect convergence in distribution to a non-mixed Gaussian distribution. The eigenvalues of $R_m$ are given by the solutions of the equation

$$m! = \prod_{k=1}^{m-1} (z + k).$$

If $m \leq 26$, there are no eigenvalues with real part greater than $1/2$. In this case, Theorem [3] confirms the well-known result that $(X_n - \mathbb{E}[X_n]) / \sqrt{n} \to \mathcal{N}$ in distribution: Mahmoud and Pittel [15] showed that when $m \leq 15$, the limiting distribution is normal. The result was later extended to include $m \leq 26$ by Lew and Mahmoud [13].

For $m > 26$, there is at least one eigenvalue with real part greater than $1/2$ and it is known that for all such $m$, there is no eigenvalue whose real part is equal to $1/2$. Chern and Hwang [5] proved that when $m \geq 27$, the space requirement centered by its mean and scaled by its standard deviation does not have a limiting distribution. Here, Theorem 1.3 can be applied to give the result

$$\frac{1}{\sqrt{n}} \left( X_n - \mathbb{E}[X_n] - \sum_{k=1}^{p} n^{\lambda_k} \xi_k v_k \right) \xrightarrow{L} \mathcal{N}(0, A V).$$

### 3.4 B-urns

A B-tree with integer-valued parameter $m \geq 2$ is a search tree, where keys are stored in internal nodes of the tree and its leaves (or gaps) represent future insertion possibilities. See [4] for a nice exposition of B-trees. When constructed from the so-called optimistic algorithm (see [4]), there are $m-1$ different types of gaps. As explored in [4], the evolution of the gap process $(X_n)_{n \geq 0}$ - i.e., the joint evolution of the gaps of different types - under the random permutation model on the keys can be modelled as a Pólya urn with generating matrix

$$R_m = \begin{pmatrix} -m & 0 & \cdots & 2m \\ m+1 & -(m+1) & \cdots & 0 \\ m+2 & -(m+3) & \cdots & 1 \\ \vdots & \vdots & \ddots & \vdots \\ 2m-1 & -(2m-1) & \cdots & -m \\ 
\end{pmatrix}.$$ 

The eigenvalues of $R_m$ are given by the solutions of the equation

$$\frac{2m!}{m!} = \prod_{k=m}^{2m-1} (z + k).$$

Its complex roots are all simple, and 1 is the Perron Frobenius eigenvalue. Furthermore, two distinct eigenvalues that have the same real part are conjugated. The left and right eigenvectors of $R_m$ are also explicitly calculated in [4].

If $m \leq 59$, there are no eigenvalues with real part greater than $1/2$. In this case, Theorem 1.3 confirms that

$$\frac{X_n - \mathbb{E}[X_n]}{\sqrt{n}} \xrightarrow{L} \mathcal{N}(0, A V).$$

For $m \geq 60$, Theorem 1.3 states that

$$\frac{1}{\sqrt{n}} \left( X_n - \mathbb{E}[X_n] - \sum_{k=1}^{p} n^{\lambda_k} \xi_k v_k \right) \xrightarrow{L} \mathcal{N}(0, A V).$$
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