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Abstract—A number of problems in probability and statistics can be addressed using the multivariate normal (or multivariate Gaussian) distribution. In the one-dimensional case, computing the probability for a given mean and variance simply requires the evaluation of the corresponding Gaussian density. In the n-dimensional setting, however, it requires the inversion of an \( n \times n \) covariance matrix, \( C \), as well as the evaluation of its determinant, \( \det(C) \). In many cases, the covariance matrix is of the form \( C = \sigma^2 I + K \), where \( K \) is computed using a specified kernel, which depends on the data and additional parameters (called hyperparameters in Gaussian process computations). The matrix \( C \) is typically dense, causing standard direct methods for inversion and determinant evaluation to require \( O(n^3) \) work. This cost is prohibitive for large-scale modeling. Here, we show that for the most commonly used covariance functions, the matrix \( C \) can be hierarchically factored into a product of block low-rank updates of the identity matrix, yielding an \( O(n \log^2 n) \) algorithm for inversion, as discussed in Ambikasaran and Darve, 2013. More importantly, we show that this factorization enables the evaluation of the determinant \( \det(C) \), permitting the direct calculation of probabilities in high dimensions under fairly broad assumptions about the kernel defining \( K \). Our fast algorithm brings many problems in marginalization and the adaptation of hyperparameters within practical reach using a single CPU core. The combination of nearly optimal scaling in terms of problem size with high-performance computing resources will permit the modeling of previously intractable problems. We illustrate the performance of the scheme on standard covariance kernels, and apply it to a real data set obtained from the Kepler Mission.
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1 INTRODUCTION

A common task in probability and statistics is the computation of the numerical value of the posterior probability of some parameters \( \theta \) (conditional on some data \( x, y \in \mathbb{R}^n \)) using a multivariate Gaussian distribution. This requires the evaluation of

\[
p(\theta|x, y) \propto \frac{1}{(2\pi)^{n/2} |\det(C(x))|^{1/2}} e^{-\frac{1}{2} y' C^{-1}(x) y},
\]

where \( C(x) \) is an \( n \times n \) symmetric, positive-definite covariance matrix. In the one-dimensional case, \( C(x) \) is simply the scalar variance. Thus, computing the probability requires only the evaluation of the corresponding Gaussian. In the \( n \)-dimensional setting, however, \( C(x) \) is typically dense, so that its inversion requires \( O(n^3) \) work as does the evaluation of its determinant \( \det(C) \). This cost is prohibitive for large \( n \).

In many cases, the covariance matrix \( C \) is assumed to be of the form \( C(x) = \sigma^2 I + K(x) \), where \( K_{ij}(x) = k(x_i, x_j) \). The function \( k(x_i, x_j) \) is called the covariance function or covariance kernel, which, in turn, can depend on additional parameters, \( \theta \). Covariance matrices of this form universally appear in regression and classification problems when using Gaussian process priors [43]. Because many covariance kernels are similar to those that arise in computational physics, a substantial body of work over the past decades has produced a host of relevant fast algorithms, first for the rapid application of matrices such as \( K \) [17], [21], [26], [27], [55], and more recently on their inversion [4], [7], [10], [14], [17], [25], [33], [38]. We do not seek to further review the literature here, except to note that it is still a very active area of research.

Using the approach outlined in [1], we will show below that, under suitable conditions, the matrix \( C \) can be hierarchically factored into a product of block low-rank updates of the identity matrix, yielding an \( O(n \log^2 n) \) algorithm for inversion. More importantly (and perhaps somewhat surprising), we show that our factorization enables the evaluation of the determinant, \( \det(C) \), in \( O(n \log n) \) operations. Together, these permit the efficient direct calculation of probabilities in high dimensions. Previously existing methods for inversion and determinant evaluation were based on either rough...
approximation methods or iterative methods [8], [12], [15], [47], [48]. These schemes are particularly ill-suited for computing determinants. Although bounds exist for sufficiently random and diagonally dominant matrices, they are often inadequate in the general case [11].

We will focus, in this paper, on describing and applying our new methods for handling large-scale covariance matrices (dense and full- or high-rank) to the problem of regression under Gaussian process priors. Other applications, such as marginalization and adaptation of hyperparameters are relatively straightforward, and the computational bottlenecks of each are discussed briefly.

Gaussian processes are the tool of choice for many statistical inference or decision theory problems in machine learning and the physical sciences. They are ideal when requirements include flexibility for the modeling of continuous functions. However, applications are limited by the computational cost of determinant calculation. The determinant calculation is required for Gaussian process likelihood evaluations (i.e., computation of any actual value of the probability of the data under the covariance hyperparameters, or evidence). This cost is even greater when the likelihood evaluation is placed inside an outer optimization or Markov chain Monte Carlo (MCMC) sampling loop. Two important examples within astrophysics include pulsar timing [35], [50] and large-scale galactic structure studies [34]. In both of these areas, projects have been unable to use Gaussian processes with dense covariance kernels at full resolution of their data because of prohibitive computational scaling. With the arrival of the public Kepler mission data – locating tiny exoplanet transit signals superimposed on the stochastic brightness fluctuations of stars – Gaussian processes are an attractive option for the modeling of stellar variability. However, again, the data sets are too large to permit probability calculations with dense kernels at the full resolution of the data with traditional computational techniques. The methods of this paper bring these types of calculations within reach.

The paper is organized as follows. Section 2 reviews some basic facts about Gaussian processes and the resulting formulas encountered in the case of a one-dimensional regression problem. Prediction, marginalization, adaptation of hyperparameters, and existing approximate methods are also discussed. Section 3 discusses the newly developed matrix factorization for Hierarchical Off-Diagonal Low-Rank (HOLDR) matrices, for which factorization requires only $O(n \log^2 n)$ work. Subsequent applications of the operator and its inverse scale as $O(n \log n)$. Many popular covariance functions used for Gaussian processes yield covariance matrices satisfying the HOLDR requirements. While other hierarchical methods could be used for this step, we focus on the HOLDR decomposition because of its simplicity and applicability to a wide range of covariance functions. We would like to emphasize that the algorithm will work for any covariance kernel, but the scaling of the algorithm might not be optimal; for instance, if the covariance kernel has a singularity or is highly oscillatory without damping. Further, in Section 4 we show that the determinant of an HOLDR decomposition can be computed in $O(n \log n)$ operations. Section 5 contains numerical results for our method applied to some standard covariance functions for data embedded in one, two, and three dimensions and to a real data set from the NASA Kepler mission. Finally, in Section 6 we summarize our results and discuss other applications of the method, as well as future avenues of research.

The appendix contains a cursory description of the corresponding software packages in $C++$ and Python which implement the numerical schemes of this work. These open-source software packages have been made available since the time of publication.

2 GAUSSIAN PROCESSES AND REGRESSION

In the past two decades, Gaussian processes have gained popularity in the fields of machine learning and data analysis for their flexibility and robustness. Often cited as a competitive alternative to neural networks because of their rich mathematical and statistical underpinnings, practical use in large-scale problems remains out of reach due to computational complexity. Existing direct computational methods for manipulations involving large-scale covariance matrices require $O(n^3)$ calculations. This causes regression/prediction, parameter marginalization, and optimization of hyperparameters to be intractable problems. This scaling can be reduced in special cases via several approximation methods, discussed in Section 2.4 however for dense, highly coupled covariance matrices no suitable methods have been proposed. The following sections contain an overview of regression via Gaussian processes and the large computational tasks that are required at each step. The one-dimensional regression case is discussed for simplicity, but similar formulae for higher dimensions and classification problems are straightforward to derive. In higher dimensions, the corresponding computational methods scale with the same asymptotic complexity, albeit with larger constants. For a thorough treatment of regression using Gaussian processes, see [37], [43].

The canonical linear regression problem we will analyze assumes a model of the form

$$y = f(x) + \epsilon,$$

where $\epsilon \sim N(0, \sigma^2)$ is some form of measurement noise. We will enforce the prior distribution of the unknown function $f$ to be a Gaussian process,

$$f \sim \mathcal{GP}(m, k)$$

where $k = k(x, x')$ is some positive definite covariance function, possibly depending on some unknown hyperparameters $\theta$, and $m = m(x)$ is the expected mean of $f$. The task of fitting hyperparameters is discussed in Sections 2.2 and 2.3 of the paper. Table 1 lists some of
the frequently used covariance functions for Gaussian processes.

2.1 Prediction

One of the main uses for the previous model (especially in machine learning) is to infer \( f \) and predict, with some confidence, \( f(\tilde{x}) \) for some new input data point \( \tilde{x} \). We therefore wish to calculate the conditional distribution \( \tilde{y}|x, y, \tilde{x} \). We will address the nonparametric regression problem, where we assume no analytical form of \( f \), and enforce structure only through the choice of the covariance function \( k \). For the time being, we assume that \( k \) is fixed (i.e., hyperparameters are either fixed or absent). Given the data \( x = (x_1 \ x_2 \ ldots \ x_n)^T \) and \( y = (y_1 \ y_2 \ \ldots \ y_n)^T \), it is easy to show that the conditional distribution of \( y \) is given by

\[
y|x, f \sim \mathcal{N}(m(x), \sigma^2 I + K(x)), \tag{4}
\]

where the mean vector and covariance matrix are:

\[
m(x) = (m(x_1) \ m(x_2) \ \ldots \ m(x_n))^T, \quad K_{ij}(x) = k(x_i, x_j). \tag{5}
\]

The conditional distribution of \( \tilde{y} \) can then be calculated as

\[
\tilde{y}|x, y, \tilde{x} \sim \mathcal{N}(\tilde{f}, \tilde{\sigma}^2), \tag{6}
\]

with

\[
\tilde{f} = k(\tilde{x}, \tilde{x}) (\sigma^2 I + K(x))^{-1} y, \\
\tilde{\sigma}^2 = k(\tilde{x}, \tilde{x}) - k(\tilde{x}, x) (\sigma^2 I + K(x))^{-1} k(x, \tilde{x}). \tag{7}
\]

The vector \( k(\tilde{x}, x) \) is the column vector of \( k \) between \( \tilde{x} \) and all the known data points \( x \), and \( k(\tilde{x}, x) = k(x, \tilde{x})^T \). See Rasmussen [43] for a derivation of the above formulas. We have therefore reduced the problem of prediction and confidence estimation (in the expected value sense) down to matrix-vector multiplications. For large \( n \), the cost of inverting the matrix \( \sigma^2 I + K \) is expensive, with direct methods for dense systems scaling as \( O(n^3) \). A direct algorithm for the rapid inversion of this matrix is one of the main contributions of this paper.

2.2 Hyperparameters and marginalization

As mentioned earlier, often the covariance function \( k \) used to model the data \( x, y \) depends on some set of parameters, \( \theta \). For example, in the case of a Gaussian covariance function

\[
k(x, x'; \theta) = \beta + \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{(x-x')^2}{2\sigma^2}}, \tag{8}
\]

the column vector of hyperparameters is given by \( \theta = (\beta, \sigma)^T \).

Often hyperparameters correspond to some physically meaningful quantity of the data, for example, a decay rate or some spatial scale. In this case, these parameters are fixed once and for all according to the specific physics or dynamics of the model. On the other hand, hyperparameters may be included for robustness or uncertainty quantification and must be marginalized (integrated) away before the final posterior distribution is calculated. In this case, if prior distributions for these nuisance parameters is given by the joint measure \( \eta \), then in order to compute the evidence one must compute marginalization integrals of the form

\[
p(y, x|\theta) \propto \int \frac{1}{(2\pi)^n/2|\det(C)|^{1/2}} e^{-\frac{1}{2}(y-C^{-1}x)\eta}, \tag{9}
\]

where \( C \) is the covariance matrix of the underlying Gaussian process. If there are \( r \) nuisance parameters, this is an \( r \)-dimensional integral whose numerical integration requires \( O(q^r) \) quadrature nodes, where \( q \) is roughly the number of quadrature nodes needed for one-dimensional marginalization. Unless \( C^{-1} \) and \( \det(C) \) can be calculated rapidly for varying samples of the nuisance parameters, the direct calculation of this integral is not possible. Monte Carlo methods are applicable here, but convergence is only of order one-half. Rapid algorithms for constructing \( C^{-1} \) and \( \det(C) \) would allow for the direct marginalization of nuisance parameters, thereby directly constructing the probability of the data, or the marginal evidence.

2.3 Adaptation of hyperparameters

Alternatively, there exist situations in which the hyperparameters \( \theta \) do not arise out of physical considerations, but rather one would like to infer them as best fit parameters. This entails minimizing some regression norm with respect to the parameters,

\[
\min_\theta |y - f(x)| \\
or rather maximizing a parameter likelihood function (point estimation using a Bayesian framework):

\[
\max_\theta p(\theta|x, y, f).
\]

In either case, some manner of non-linear optimization must be performed because of the non-linear dependence of every entry of the covariance matrix \( C \) on the hyperparameters \( \theta \).

Regardless of the type of optimization scheme selected (including Monte Carlo-based schemes), several evaluations of the evidence, likelihood, and/or Gaussian regression must be performed – each of which requires

| Name         | Covariance function                  |
|--------------|--------------------------------------|
| Ornstein-Uhlenbeck | \( \exp(-|x-y|) \)                  |
| Gaussian     | \( \exp(-|x-y|^2) \)                |
| Matérn family | \( \sigma^2 \left( \frac{2^{\nu}|x-y|}{\nu} \right)^\nu K_\nu \left( \frac{2^{\nu}|x-y|}{\nu} \right) \) |
| Rational Quadratic | \( \frac{1}{(1+|x-y|^2)^\nu} \)  |

TABLE 1

Covariance kernel functions for Gaussian random process
evaluation of the inverse of the covariance matrix, $C^{-1}$. Unless this inverse can be re-calculated and applied to the data $x$ rapidly, optimizing over all possible $\theta$'s is not a computationally tractable problem. We skip the discussion of various optimization procedures relevant to the adaptation of hyperparameters in Gaussian processes [43], but only point out that almost all of them require the re-computation of the inverse covariance matrix $C^{-1}$.

### 2.4 Accelerated methods

A variety of methods have been proposed to accelerate either the inversion of $C$, the computation of its determinant, or both. If $K$ is of low-rank, say $p$, then it is straightforward to compute $C^{-1}$ and $\det(C)$ using the the Sherman-Morrison-Woodbury formula [32, 46, 51] and the Sylvester determinant theorem [1] in $O(p^2n)$ operations. Many of the existing methods for dense matrices are based, in some sense, on finding a suitable low-rank approximation of $K$:

$$K \approx Q_{n \times p} K^*_{p \times p} Q^T_{p \times n},$$

where one can think of $Q^T$ as compressing the information from $K$ onto a subset of points $\{x_1, \ldots, x_p\}$, $K^*$ as the covariance kernel acting on that subset, and $Q$ as interpolating the result to the full set of n points $\{x_1, x_2, \ldots, x_n\}$ [40, 47, 48, 49]. Iterative methods can also be applied. These are particularly effective when there is a fast method to compute the necessary matrix-vector products. For Gaussian covariances, this can be accomplished using the fast Gauss transform [27] and its higher-dimensional variants using $kd$-trees (see, for example, [45], [53]). Alternatively, when $k(x_i, x_j)$ is a convolution kernel, the Fast Fourier Transform (FFT) can be used to accelerate the matrix vector product [16]. As mentioned in the introduction, analysis-based fast algorithms can also be used for specific kernels [15] or treated using the more general “black-box” or “kernel-independent” fast multipole methods [17, 21, 55].

The evaluation of determinants is a somewhat different matter. Taylor series approximations [41] and Monte Carlo methods have been suggested [9], as well as conjugate gradient-type methods combined with trace estimators [15]. For additional approximation methods, see the text [43]. In general, however, it is difficult to obtain accurate values for the determinant in a robust and reliable manner. Thus, the development of a fast, accurate, and direct method is critical in making large-scale Gaussian process modeling feasible.

### 3 Hierarchical matrices

A large class of dense matrices, for example, matrices arising out of boundary integral equations [54], radial basis function interpolation [4], kernel density estimation in machine learning, and covariance matrices in statistics and Bayesian inversion [5], [6], can be efficiently represented as data-sparse hierarchical matrices. After a suitable ordering of columns and rows, these matrices can be recursively sub-divided using a tree structure and certain sub-matrices at each level in the tree can be well-represented by low-rank matrices. We refer the readers to [2], [10], [13], [14], [24], [29], [30], [31] for more details on this approach. Depending on the tree structure and low-rank approximation technique, different hierarchical decompositions exist. For instance, the fast multipole method [26] accelerates the calculation of long-range gravitational forces for $n$-body problems by hierarchically compressing the associated matrix operator using low-rank considerations.

In this article, we will be working with the class of hierarchical matrices known as Hierarchical Off-Diagonal Low-Rank (HODLR) matrices [4], though the ideas extend for other classes of hierarchical matrices as well. As the name suggests, this class of matrices has off-diagonal blocks that are efficiently represented in a recursive fashion using several low-rank matrices. A graphical representation of this class of matrices is shown in Figure 1.

![Fig. 1. The HODLR matrix at different levels.](image)

Algebraically, a matrix $K \in \mathbb{R}^{n \times n}$ is termed a two-level HODLR matrix, if it can be written as:

$$K = \begin{bmatrix}
K_{11}^{(1)} & \tilde{K}_{12}^{(1)T} \\
U_2^{(1)T} & \tilde{K}_{22}^{(1)}
\end{bmatrix}
\begin{bmatrix}
K_{11}^{(2)} & U_2^{(2)T} \\
\tilde{K}_{12}^{(2)} & \tilde{K}_{22}^{(2)}
\end{bmatrix},$$

with the diagonal blocks given as

$$K_{11}^{(1)} = \begin{bmatrix}
K_{11}^{(1)} & \tilde{K}_{12}^{(1)T} \\
U_2^{(1)T} & \tilde{K}_{22}^{(1)}
\end{bmatrix},$$

$$K_{22}^{(1)} = \begin{bmatrix}
K_{11}^{(2)} & \tilde{K}_{12}^{(2)T} \\
U_2^{(2)T} & \tilde{K}_{22}^{(2)}
\end{bmatrix},$$

where $U_2^{(1)}$, $U_2^{(2)}$, $V_2^{(1)}$, $V_2^{(2)}$ are $n \times r$ matrices, $\tilde{K}_{12}^{(1)}$, $\tilde{K}_{12}^{(2)}$ are $r \times r$ matrices, and $r \ll n$. In general, all off diagonal blocks of all factors on all levels can be well-represented by a low-rank matrix, i.e., on each level, $U_2^{(k)}$, $V_2^{(k)}$ are tall and thin matrices and $\tilde{K}_{12}^{(k)}$ are small square matrices.

In particular, in what follows we will describe fast direct algorithms for matrix inversion and determinant computation for HODLR matrices in the context of Gaussian processes.

#### 3.1 Fast low-rank approximation of off-diagonal blocks

The first key step is to have a computationally efficient way of obtaining the low-rank factorization of
the off-diagonal blocks. Given any matrix $A \in \mathbb{R}^{m \times n}$, the optimal low-rank approximation (in the least-squares sense) is obtained using the singular value decomposition (SVD) \cite{22}. The downside of using the SVD is that the computational cost of direct factorizations scales as $O(mn \min(m, n))$. For our algorithm to be computationally tractable, we need a fast low-rank factorization. More precisely, we need algorithms that scale as $O(r^2 n)$ to obtain a rank $r$ factorization of a $n \times n$ matrix. Thankfully, there has recently been tremendous progress in obtaining fast low-rank factorizations of matrices. These techniques can be broadly classified as either analytic or algebraic techniques.

If the matrix entries are obtained from an analytic function, as is the case for most of the covariance matrices in data analysis, we can rely on approximation theory based analytic techniques like analytic interpolation, multipole expansion, eigenfunction expansion, Taylor series expansions, etc. to obtain a low-rank decomposition. On the other hand, if there is no a-priori information of the matrix, then algebraic methods provide an attractive way of computing fast low-rank decompositions. These include techniques like pseudo-skeletal approximations \cite{23}, interpolatory decomposition \cite{17}, randomized algorithms \cite{19}, \cite{36}, \cite{52}, rank-revealing LU \cite{39}, \cite{42}, adaptive cross approximation \cite{44} (ACA) (which is a minor variant of partial pivoted LU), and rank-revealing QR \cite{28}. Though analytic techniques can be faster since many operations can be pre-computed, algebraic techniques are attractive for constructing blackbox low-rank factorizations. The next section presents the fast matrix factorization of the entire covariance matrix once the low-rank decomposition of the off-diagonal blocks has been obtained using one of the above mentioned techniques. We omit a full discussion of how to actually factorize an HODLR matrix since it would be repeating much of the material in \cite{4}.

3.2 HODLR matrix factorization

The overall idea behind the $O(n \log^2 n)$ factorization of an $n \times n$, $\kappa$-level (where $\kappa \sim \log n$) HODLR matrix described in \cite{4} is to factor it as a product of $\kappa + 1$ block diagonal matrices,

$$K = K_\kappa K_{\kappa-1} K_{\kappa-2} \cdots K_1 K_0, \quad (12)$$

where $K_k \in \mathbb{R}^{n \times n}$ is a block diagonal matrix with $2^k$ diagonal blocks, each of size $2^{-k}n \times 2^{-k}n$. More importantly, each of these diagonal blocks is a low-rank update to the identity matrix. This factorization relies on the Sherman-Morrison-Woodbury formula \cite{32}, \cite{46}, \cite{51}. For example, a two-level HODLR matrix described in equations \cite{10} and \cite{11} can be factorized as:

$$K^{(2)} = \begin{bmatrix} I_{n/4} & K_{12}^{(2)} & 0 & 0 \\ 0 & I_{n/4} & 0 & 0 \\ 0 & 0 & K_{12}^{(2)} & 0 \\ 0 & 0 & 0 & K_{12}^{(2)} \end{bmatrix},$$

$$K^{(3)} = \begin{bmatrix} I_{n/4} & K_{12}^{(3)} & 0 & 0 \\ 0 & I_{n/4} & 0 & 0 \\ 0 & 0 & K_{12}^{(3)} & 0 \\ 0 & 0 & 0 & K_{12}^{(3)} \end{bmatrix},$$

$$K^{(4)} = \begin{bmatrix} I_{n/4} & K_{12}^{(4)} & 0 & 0 \\ 0 & I_{n/4} & 0 & 0 \\ 0 & 0 & K_{12}^{(4)} & 0 \\ 0 & 0 & 0 & K_{12}^{(4)} \end{bmatrix},$$

where $I_m$ is the $m \times m$ identity matrix, and the matrices $K_{ij}^{(k)}$ are low-rank. Similarly, Figure 2 graphically depicts the factorization of a level 3 HODLR matrix.

It should be noted that a matrix of the form:

$$\begin{bmatrix} I_n & U_1 V_1^T \\ U_2 V_2^T & I_n \end{bmatrix} = I_{2n} + \begin{bmatrix} U_1 & 0 \\ 0 & U_2 \end{bmatrix} \begin{bmatrix} 0 & V_1^T \\ V_2^T & 0 \end{bmatrix}$$

is just a low-rank update to the identity matrix. We refer the readers to \cite{4} for more details on the factorization.

4 DETERMINANT COMPUTATION

As discussed earlier, once the HODLR factorization has been obtained, Sylvester’s determinant theorem \cite{1} enables the computation of the determinant at a cost of $O(n \log n)$ operations. This new, computationally inexpensive method for direct determinant evaluation enables the efficient direct evaluation of probabilities. We now briefly review the algorithm used for determinant evaluation.

Theorem 4.1 (Sylvester’s Determinant Theorem). If $A \in \mathbb{R}^{m \times n}$ and $B \in \mathbb{R}^{n \times m}$, then

$$\det(I_m + AB) = \det(I_n + BA),$$

where $I_k \in \mathbb{R}^{k \times k}$ is the identity matrix. In particular, for a rank $p$ update to the identity matrix,

$$\det(I_n + U_{n \times p} V_{p \times n}) = \det(I_p + V_{p \times n} U_{n \times p}).$$

Remark 4.2. The computational cost associated with computing the determinant of a rank $p$ update to the identity is $O(p^2 n)$. The dominant cost is computing the matrix-matrix product $V_{p \times n} U_{n \times p}$.

Furthermore, we recall two basic facts regarding the determinant. First, the determinant of a block diagonal matrix is the product of the determinants of the individual blocks of the matrix. Second, the determinant of a square matrix is completely multiplicative over the set of square matrices, that is to say,

$$\det(A_1 A_2 \cdots A_n) = \det(A_1) \det(A_2) \cdots \det(A_n). \quad (15)$$

Using the HODLR factorization in equation \cite{12} and these two facts, we have:

$$\det(K) = \det(K_{\kappa}) \det(K_{\kappa-1}) \det(K_{\kappa-2}) \cdots \det(K_2) \det(K_1) \det(K_0). \quad (16)$$

Each of the determinants on the right hand side of equation \cite{16} can be computed as a product of the
5 Numerical results

In this section, we discuss the performance of the previously described algorithm for the inversion and application of covariance matrices \( C \), as well as the calculation of the normalization factor, i.e., the determinant \( \text{det}(C) \). Detailed results for \( n \)-dimensional datasets \( x \), where each \( x_i \) is a point in one, two, and three dimensions, are provided for the Gaussian and multiquadric covariance kernels. We also provide benchmarks in one dimension for covariance matrices constructed from exponential, inverse multiquadric, and biharmonic covariance functions. All the proceeding numerical experiments have been run on a MacBook Air with a 1.3GHz Intel Core i5 processor and 4 GB 1600 MHz DDR3 RAM. In all these cases, the matrix entry \( C_{ij} \) is given as

\[
C_{ij} = \sigma_i^2 \delta_{ij} + k(r_i, r_j)
\]

where \( k(r_i, r_j) \) is a particular covariance function evaluated at two points, \( r_i \) and \( r_j \). In most cases, unless otherwise noted, we have set \( \sigma_i = 1 \). It should be noted that in certain cases, the matrix \( K \) with entries \( K_{ij}(r) = k(r_i, r_k) \) might itself be a rank deficient matrix and that this has been exploited in the past to construct fast schemes. However, this is not always the case, for instance, if the covariance function is an exponential. In this situation, the rank of \( K \) is in fact full-rank. Even if the matrix \( K \) were to be formally rank deficient, in practice, the rank might be very large whereas the ranks of the off-diagonal blocks in the hierarchical structure are very small. Another major advantage of this hierarchical approach is that it is applicable to a wide range of covariance functions and can be used in a black-box, plug-and-play, fashion.

5.1 Gaussian covariance

Here the covariance function, and the corresponding entry of \( K \), is given as

\[
k(r_i, r_j) = \exp \left( -|r_i - r_j|^2 \right) ,
\]

where \( r_i, r_j \) are points in one, two, or three dimensions as noted in the individual tables. In each of the following tables, timings are provided for the assembly, factorization, and inversion of the covariance matrix (denoted by the columns Assembly, Factor, and Solve). The time for computing the determinant of the \( n \times n \) matrix is given in the Det. column, and the error provided is approximately the relative \( l_2 \) precision in the solution to a test problem \( Cx = b \), where \( b \) was generated \textit{a priori} from the known vector \( x \). These results are reported in Tables 2, 3, and 4.

### Scaling of the algorithm for data embedded in one, two, and three dimensions is compared with the direct calculation in Figure 5.

#### Table 2

Timings for one-dimensional Gaussian covariance functions. The matrix entry is given as \( C_{ij} = \delta_{ij} + \exp \left( -|r_i - r_j|^2 \right) \), where \( r_i \) are random uniformly distributed points in the interval \([-3,3]\).

| \( n \)   | Assembly | Factor | Solve | Det.  | Error  |
|---------|----------|--------|-------|-------|--------|
| \( 10^4 \) | 0.12     | 0.11   | 0.008 | 0.01  | \( 10^{-13} \) |
| \( 2 \times 10^4 \) | 0.15     | 0.23   | 0.016 | 0.03  | \( 10^{-13} \) |
| \( 5 \times 10^4 \) | 0.47     | 0.71   | 0.036 | 0.12  | \( 10^{-12} \) |
| \( 10^5 \) | 1.24     | 1.46   | 0.052 | 0.24  | \( 10^{-12} \) |
| \( 2 \times 10^5 \) | 2.14     | 3.12   | 0.121 | 0.39  | \( 10^{-13} \) |
| \( 5 \times 10^5 \) | 6.13     | 10.2   | 0.388 | 0.56  | \( 10^{-12} \) |
| \( 10^6 \) | 14.1     | 23.2   | 0.834 | 1.52  | \( 10^{-12} \) |

#### Table 3

Timings for two-dimensional Gaussian covariance functions. The matrix entry is given as \( C_{ij} = \delta_{ij} + \exp \left( -|r_i - r_j|^2 \right) \), where \( r_i \) are random uniformly distributed points in the square \([-3,3] \times [-3,3]\).

| \( n \)   | Assembly | Factor | Solve | Det.  | Error  |
|---------|----------|--------|-------|-------|--------|
| \( 10^4 \) | 0.56     | 0.50   | 0.018 | 0.03  | \( 10^{-13} \) |
| \( 2 \times 10^4 \) | 1.16     | 0.99   | 0.028 | 0.05  | \( 10^{-13} \) |
| \( 5 \times 10^4 \) | 2.74     | 2.44   | 0.067 | 0.12  | \( 10^{-13} \) |
| \( 10^5 \) | 5.43     | 5.08   | 0.165 | 0.23  | \( 10^{-13} \) |
| \( 2 \times 10^5 \) | 12.4     | 14.4   | 0.485 | 0.44  | \( 10^{-12} \) |
| \( 5 \times 10^5 \) | 31.7     | 37.3   | 1.33  | 1.17  | \( 10^{-12} \) |
| \( 10^6 \) | 70.8     | 79.2   | 3.15  | 2.24  | \( 10^{-12} \) |

#### Table 4

Timings for three-dimensional Gaussian covariance functions. The matrix entry is given as \( C_{ij} = \delta_{ij} + \exp \left( -|r_i - r_j|^2 \right) \), where \( r_i \) are random uniformly distributed points in the cube \([-3,3] \times [-3,3] \times [-3,3]\).

| \( n \)   | Assembly | Factor | Solve | Det.  | Error  |
|---------|----------|--------|-------|-------|--------|
| \( 10^4 \) | 15.4     | 17.3   | 0.113 | 0.91  | \( 10^{-12} \) |
| \( 2 \times 10^4 \) | 30.9     | 33.1   | 0.224 | 1.06  | \( 10^{-12} \) |
| \( 5 \times 10^4 \) | 75.5     | 76.3   | 0.434 | 1.68  | \( 10^{-11} \) |
| \( 10^6 \) | 149      | 166    | 0.923 | 3.11  | \( 10^{-11} \) |

5.2 Multiquadric covariance matrices

Covariance functions of the form

\[
k(r_i, r_j) = \sqrt{1 + |r_i - r_j|^2}
\]
are known as multiquadric covariance functions, one class of frequently used radial basis functions. Analogous numerical results are presented below in one, two, and three dimensions as were in the previous section for the Gaussian covariance function. Tables 5, 6, and 7 contain timings and Figure 4 shows scaling results.

**TABLE 5**
Timings for one-dimensional multiquadric covariance functions. The matrix entry is given as \( C_{ij} = \delta_{ij} + \sqrt{1 + |r_i - r_j|^2} \), where \( r_i \) are random uniformly distributed points in the interval \([-3,3]\).

| \( n \)   | Assembly | Factor | Solve | Det.  | Error  |
|----------|----------|--------|-------|-------|--------|
| \( 10^4 \) | 0.08     | 0.13   | 0.006 | 0.02  | \( 10^{-12} \) |
| \( 2 \times 10^4 \) | 0.11     | 0.22   | 0.011 | 0.03  | \( 10^{-12} \) |
| \( 5 \times 10^4 \) | 0.34     | 0.65   | 0.030 | 0.13  | \( 10^{-13} \) |
| \( 10^5 \) | 0.85     | 1.44   | 0.059 | 0.22  | \( 10^{-12} \) |
| \( 2 \times 10^5 \) | 1.56     | 3.12   | 0.147 | 0.44  | \( 10^{-13} \) |
| \( 5 \times 10^5 \) | 4.72     | 8.33   | 0.363 | 0.94  | \( 10^{-12} \) |
| \( 10^6 \) | 10.9     | 17.1   | 0.814 | 1.94  | \( 10^{-12} \) |

**5.3 Exponential covariance**

Covariance functions of the form

\[
k(r_i, r_j) = \exp(-|r_i - r_j|)
\]  

are known as exponential covariance functions. Analogous numerical results are presented in Table 6 for one dimension as were in the previous sections for Gaussian and multiquadric covariance functions. Figure 5 compares scaling for various kernels.

**Fig. 3.** Comparison of time required to factorize the covariance matrix in the case of a Gaussian covariance kernel in one, two, and three dimensions. The conventional direct calculation is independent of dimension but scales as \( O(n^3) \).

**Fig. 4.** Comparison of time required to factorize the covariance matrix in the case of a multiquadric covariance kernel in one, two, and three dimensions.

**TABLE 6**
Timings for two-dimensional multiquadric covariance functions. The matrix entry is given as \( C_{ij} = \delta_{ij} + \sqrt{1 + |r_i - r_j|^2} \), where \( r_i \) are random uniformly distributed points in the square \([-3,3] \times [-3,3]\).

| \( n \)   | Assembly | Factor | Solve | Det.  | Error  |
|----------|----------|--------|-------|-------|--------|
| \( 10^4 \) | 0.77     | 0.86   | 0.022 | 0.04  | \( 10^{-12} \) |
| \( 2 \times 10^4 \) | 1.41     | 1.42   | 0.042 | 0.06  | \( 10^{-12} \) |
| \( 5 \times 10^4 \) | 3.31     | 3.43   | 0.082 | 0.15  | \( 10^{-12} \) |
| \( 10^5 \) | 6.54     | 6.95   | 0.177 | 0.31  | \( 10^{-12} \) |
| \( 2 \times 10^5 \) | 14.1     | 15.9   | 0.395 | 0.59  | \( 10^{-11} \) |
| \( 5 \times 10^5 \) | 38.2     | 42.1   | 1.12  | 1.69  | \( 10^{-11} \) |
| \( 10^6 \) | 79.9     | 90.3   | 2.38  | 3.39  | \( 10^{-11} \) |

**TABLE 7**
Timings for three-dimensional multiquadric covariance functions. The matrix entry is given as \( C_{ij} = \delta_{ij} + \sqrt{1 + |r_i - r_j|^2} \), where \( r_i \) are random uniformly distributed points in the cube \([-3,3] \times [-3,3] \times [-3,3]\).

| \( n \)   | Assembly | Factor | Solve | Det.  | Error  |
|----------|----------|--------|-------|-------|--------|
| \( 10^4 \) | 19.0     | 23.2   | 0.135 | 1.32  | \( 10^{-12} \) |
| \( 2 \times 10^4 \) | 38.7     | 45.1   | 0.276 | 1.65  | \( 10^{-11} \) |
| \( 5 \times 10^4 \) | 87.8     | 97.8   | 0.578 | 2.28  | \( 10^{-11} \) |
| \( 10^5 \) | 164      | 195    | 1.24  | 3.84  | \( 10^{-10} \) |
TABLE 8
Timings for one-dimensional exponential covariance functions. The matrix entry is given as \( C_{ij} = \delta_{ij} + \exp(-r_i - r_j) \), where \( r_i \) are random uniformly distributed points in the interval \([-3, 3]\).

| \( n \) | \( \text{Time taken in seconds} \) |
|---|---|
| \( 10^4 \) | 0.13 0.06 0.003 0.02 10^{-13} |
| \( 2 \times 10^4 \) | 0.23 0.11 0.008 0.03 10^{-13} |
| \( 5 \times 10^4 \) | 0.64 0.32 0.020 0.10 10^{-12} |
| \( 10^5 \) | 1.41 0.70 0.039 0.23 10^{-13} |
| \( 2 \times 10^5 \) | 2.86 1.42 0.076 0.42 10^{-12} |
| \( 5 \times 10^5 \) | 8.63 3.47 0.258 0.67 10^{-12} |
| \( 10^6 \) | 18.8 8.05 0.636 1.35 10^{-12} |

TABLE 9
Timings for one-dimensional inverse multiquadric covariance functions. The matrix entry is given as \( C_{ij} = \delta_{ij} + 1/\sqrt{1 + |r_i - r_j|^2} \), where \( r_i \) are random uniformly distributed points in the interval \([-3, 3]\).

| \( n \) | \( \text{Time taken in seconds} \) |
|---|---|
| \( 10^4 \) | 0.11 0.13 0.006 0.02 10^{-13} |
| \( 2 \times 10^4 \) | 0.17 0.29 0.017 0.04 10^{-13} |
| \( 5 \times 10^4 \) | 0.47 0.84 0.037 0.12 10^{-12} |
| \( 10^5 \) | 1.07 1.58 0.072 0.21 10^{-12} |
| \( 2 \times 10^5 \) | 2.18 3.49 0.158 0.44 10^{-12} |
| \( 5 \times 10^5 \) | 6.43 11.8 0.496 0.71 10^{-11} |
| \( 10^6 \) | 14.2 26.8 1.02 1.49 10^{-11} |

TABLE 10
Timings for one-dimensional biharmonic covariance function. The matrix entry is given as \( C_{ij} = 24\delta_{ij} + |r_i - r_j|^2 \log(|r_i - r_j|) \), where \( r_i \) are random uniformly distributed points in the interval \([-3, 3]\).

| \( n \) | \( \text{Time taken in seconds} \) |
|---|---|
| \( 10^4 \) | 0.28 0.31 0.015 0.03 10^{-14} |
| \( 2 \times 10^4 \) | 0.61 0.59 0.028 0.06 10^{-14} |
| \( 5 \times 10^4 \) | 1.62 1.68 0.067 0.15 10^{-12} |
| \( 10^5 \) | 3.61 3.93 0.123 0.34 10^{-12} |
| \( 2 \times 10^5 \) | 8.03 10.7 0.236 0.65 10^{-12} |
| \( 5 \times 10^5 \) | 26.7 31.2 0.632 1.41 10^{-11} |
| \( 10^6 \) | 51.3 81.9 1.28 3.40 10^{-11} |

5.4 Inverse Multiquadric and Biharmonic

The inverse multiquadric and biharmonic kernel (also known as the thin plane spline) are frequently used in radial basis function interpolation and kriging in geostatistics. These kernels are given by the formulae
\[
k_1(r_i, r_j) = \frac{1}{\sqrt{1 + |r_i - r_j|^2}},
\]

\[
k_2(r_i, r_j) = |r_i - r_j|^2 \log |r_i - r_j|,
\]

respectively. Timing results are presented in Tables 9 and 10 and comparison with the exponential kernel is shown in Figure 5.

5.5 A real data set: *Kepler* Spacecraft light curve

The *Kepler* Mission is a NASA mission designed to find transiting exoplanets – planets orbiting stars beyond the solar system – by measuring the brightness of approximately 150,000 stars as a function of time. The main *Kepler* Mission collected time-series data (stellar brightness as a function of time) for all these stars with half-hour exposures for roughly four years. At the time of publication, approximately 3850 exoplanet candidates have been discovered using this dataset (a real-time update of this statistic can be found at [exoplanetarchive.ipac.caltech.edu](http://exoplanetarchive.ipac.caltech.edu)).

We now apply the previously described hierarchical matrix decomposition machinery to the problem of regressing light-intensity data upon timestamps obtained from the *Kepler* Mission. The regression is performed as in Section 2, that is, assuming a model of a Gaussian process. This is a useful model because the data is “contaminated” by stochastic stellar variability and other noisy processes without a physical model. Gibson et al. [20] demonstrated the use of Gaussian processes as a model for the stochastic noise sources in a photometric light curve, but the standard tools used for evaluating the model do not scale to datasets as large as a *Kepler* Spacecraft light curve.

There is one main reason why our HODLR-based technique is necessary for this study. The Gaussian process is only an effective model of the noise, so we would like to marginalize over the hyperparameters describing the covariance function. This means that we must both compute the determinant and apply the inverse of the covariance matrix millions of times inside a Monte Carlo sampling routine. As we demonstrate below, the HODLR method provides a computationally tractable solution to...
both of these issues for large datasets obtained from the \textit{Kepler} Mission.

Table\[11\] reports the computation costs of evaluating a realistic Gaussian process noise model on a real \textit{Kepler} star. The catalog ID for the star is KIC 12365184 and the dataset is a \textit{short cadence} light curve with samples every minute. Figure\[6\] shows the results of an MCMC analysis on a synthetic transit injected into the light curve of KIC 10593626. The sampled parameters are seven physical parameters describing the star and the orbit, and two hyperparameters ($\alpha$ and $s$) specifying the covariance function $k$ and matrix entries:

$$C_{ij}(t_i, t_j; \alpha, s) = \sigma_i^2 \delta_{ij} + \alpha \exp\left(-\frac{(t_i - t_j)^2}{2s}\right) \quad (21)$$

where the $\sigma_i^2$ are estimates of the measurement uncertainties. The points in Figure\[6\] are the data and the lines are the predictive mean functions for ten random posterior samples (see \[43\] for a description of the predictive mean computation). This analysis would not have been computationally tractable without the methods described in this article.

\begin{table}[!h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
\textbf{$n$} & \textbf{Time taken in seconds} & \\
\hline
100 & Assembly & Factor & Solve & Determinant \hline
500 & 0.011 & 0.00023 & 0.0008 & \\
1000 & 0.028 & 0.00058 & 0.0018 & \\
5000 & 0.238 & 0.00575 & 0.0123 & \\
10000 & 0.583 & 0.00915 & 0.0224 & \\
47911 & 4.35 & 0.0476 & 0.126 & \\
\hline
\end{tabular}
\caption{The computational costs of evaluating a Gaussian process noise model on \textit{Kepler} short cadence data for star KIC 12365184.}
\end{table}

6 CONCLUSIONS

In this paper, we have presented a fast, accurate, and nearly optimal hierarchical direct linear algebraic algorithms for computing determinants, inverses, and matrix-vector products involving covariances matrices encountered when using Gaussian processes. Similar matrices appear in problems of classification and prediction; our method carries over and applies equally well to these problems. Previous attempts at accelerating these calculations (inversion and determinant calculation) relied on either sacrificing fidelity in the covariance kernel (e.g., thresholding) or paying the computational penalty of dealing with dense, full-rank covariance matrices. Our HODLR-based algorithm obviates the need for this compromise.

The source code for the algorithm has been made available on GitHub. The HODLR package for solving linear systems and computing determinants is available at \url{https://github.com/sivaramambikasaran/HODLR} \cite{3} and the Python Gaussian process package \cite{18} \textit{george}, has been made available at \url{https://github.com/dfm/george}. See the appendix for information regarding these software packages.

In its present form, our method degrades in performance when the $n$-dimensional data has a covariance function based on points in $\mathbb{R}^d$ with $d > 3$, as well as when the covariance function is oscillatory. Extensions of our approach to these cases is a subject of current research. We are also investigating high-dimensional anisotropic quadratures for marginalization and moment computation.

APPENDIX

This publication also serves to formally announce the release of an HODLR-based fast Gaussian processes package, \textit{george}, written in Python, available on GitHub, and supported by D. Foreman-Mackey. This package supplies a Python wrapper and interface to the C++ HODLR software \cite{3}. Both packages are open source, the HODLR package is released under the MPL2.0 license and \textit{george} \cite{18} is released under the MIT license. Details on using these packages are available at their respective online repositories.
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