FairFuse: Interactive Visual Support for Fair Consensus Ranking
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ABSTRACT

Fair consensus building combines the preferences of multiple rankers into a single consensus ranking, while ensuring any group defined by a protected attribute (such as race or gender) is not disadvantaged compared to other groups. Manually generating a fair consensus ranking is time-consuming and impractical—even for a fairly small number of candidates. While algorithmic approaches for auditing and generating fair consensus rankings have been developed, these have not been operationalized in interactive systems. To bridge this gap, we introduce FairFuse, a visualization system for generating, analyzing, and auditing fair consensus rankings. We construct a data model which includes base rankings entered by rankers, augmented with measures of group fairness, and algorithms for generating consensus rankings with varying degrees of fairness. We design novel visualizations that encode these measures in a parallel-coordinates style rank visualization, with interactions for generating and exploring fair consensus rankings. We describe use cases in which FairFuse supports a decision-maker in ranking scenarios in which fairness is important, and discuss emerging challenges for future efforts supporting fairness-oriented rank analysis. Code and demo videos available at https://osf.io/hd639/.
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1 INTRODUCTION

The ubiquitous task of combining preferences by multiple stakeholders into a consensus is challenging for decision-makers that steer this process. Decision-makers often grapple with diverging preferences provided by different stakeholders, and must reach a single decision that all stakeholders accept and agree with. A frequent approach to such decision-making is to employ rankings, where each stakeholder provides their ranking over the candidates. Candidates might include lists of people, organizations, or other entities. Decision-makers combine these base rankings from individual stakeholders into a single consensus ranking as part of the process.

However, when ranking candidates, stakeholders may provide biased or unfair rankings [13]. Bias can be implicit (unintended), for example, when favoring candidates from a particular university who happen to be overwhelmingly white. Bias can also be explicit, for example, weighing women candidates lower due to a perceived lack of ability for the target role. One way to mitigate such unfair outcomes is by promoting measures from the algorithmic fairness community, such as group fairness or statistical parity [38]. Statistical parity, for example, is a requirement that all groups receive an equal proportion of the positive outcome; in our case, favorable positions in the consensus ranking. Without intervention in the ranking process, there is substantial risk of perpetuating unfair practices, and thus harming marginalized groups.

Unfortunately, constructing a consensus ranking is challenging [6, 16] and ensuring that this consensus ranking is fair is even more difficult [11, 28]. Numerous visualization tools have explored the design space of rankings [18] and rank-based decision making [22, 34]. But existing approaches have not dealt with the complications of incorporating fairness into visual encodings, nor with interactive workflows related to consensus rank generation. Similarly, while research in fair algorithms has developed rank-focused auditing metrics and fair rank aggregation methods [11, 28], they have been confined to (non-visual) algorithmic solutions requiring substantial
technical expertise to use.

To address this gap, we contribute the design and development of FairFuse, an interactive visualization system for generating, analyzing, and auditing fair consensus rankings. We develop a model capturing rankings and candidate attributes for identifying candidate groups, group-based fairness metrics, and algorithms to generate fair consensus rankings. We propose a parallel-coordinates style visualization design for rankings with a focus on the group membership of candidate attributes. We develop novel visual encodings for group-based fairness metrics. FairFuse enables an iterative ranking- and fairness-oriented workflow, allowing decision-makers to visually inspect and edit consensus rankings as part of their decision-making process. Our use cases demonstrate how a decision-maker can use FairFuse in fairness-oriented ranking scenarios. We conclude by discussing emerging challenges in supporting fairness in ranking-based decision-making through interactive visualization systems.

2 RELATED WORK

Visualization systems have been designed to aid decision-makers in inspecting stakeholder preferences for decision-making tasks [4, 12, 15, 19, 20, 24, 32, 35, 41, 43, 44]. Some consider settings, like ours, in which preferences from multiple stakeholders are modelled as rankings [19, 20, 22, 32]. Most recently, Hindalong et al. [23] developed visual abstractions for inspecting and comparing two or more preferences. However, these works neither apply algorithms to automatically construct one integrated fair ranking nor does their integration of multiple rankings address the critical real-world challenge that preferences tend to contain biases about socio-demographic groups (e.g., different gender or racial identities).

While interactive and visual systems [1–3, 5, 9, 25, 40, 45, 47] highlight and mitigate socio-demographic biases, they are not targeted towards rank-oriented workflows and fair consensus rankings. Instead, they target predictive machine learning tasks like classification [1, 2, 5, 9, 40, 45] or restrict themselves to single ranks [3, 47].

In the algorithmic fairness community, the predominant mitigation to bias and discrimination is the notion of “group fairness” [38]. Group fairness is conceptualized as treating groups similarly [38]. The state-of-the-art includes both metrics [7, 17, 29, 36, 42, 46] to quantify bias in rankings and algorithms [28] to generate such fair consensus rankings. Specifically, Kuhlman et al. [28] address fair-consensus ranking generation for two socio-demographic groups, while Cachel et al. [11] extend this scope to the multi-group setting. FairFuse takes initial steps towards leveraging these algorithmic solutions and their metrics to aid decision-makers in combining multiple stakeholder rankings into fair consensus rankings.

3 BASICS OF FAIR CONSENSUS RANKING

We characterize the data model and tasks for decision-makers analyzing multiple stakeholder preferences and ultimately combining them to generate a fair consensus ranking.

3.1 Abstraction of Data Model

We are given a set of candidates, described by attributes, to be ranked. One of the attributes, typically a categorical attribute referred to as the protected attribute (such as gender, race, or income level), is associated with bias measurement and mitigation. We refer to candidates sharing the same value of the protected attribute as groups, such as Man, Woman, or Non-binary groups in the Gender attribute. Stakeholders in the committee (called rankers) each order (rank) the set of candidates to create a list of base rankings provided to the decision-maker. A decision-maker (head of the committee) using our system generates consensus rankings with the aim to order the candidates such that the base rankings, and thereby rankers, mostly agree with the consensus ranking.

The consensus ranking also must be fair. For auditing the fairness of rankings, we employ two metrics: a group-specific pairwise fairness metric FPR (Favored Pair Representation) [11] to measure the fair treatment of each group in the ranking, and an aggregate fairness metric ARP (Attribute Rank Parity) [11] to quantify if the overall ranking across all groups satisfies the statistical parity fairness criteria [38]. In generating a fair consensus ranking, the decision-maker sets the fairness threshold value which controls the level of ARP represented in the consensus ranking. The later is then generated by a function utilizing the Fair-Copeland Algorithm [11]. A function Kendall Tau distance [26] computes the similarity/agreement between any two rankings.

3.2 Task Analysis

We define nine abstract tasks to guide the development of FairFuse, following procedures from task abstraction methodologies such as Lam et al. [31], and recent work on group decision making from Hindalong et al. [22]. These tasks support comparing rankings, investigating bias in rankings, and iteratively generating fair consensus rankings.

T1: Identify candidate positions across base rankings to assess high and low performing candidates according to the rankers.

T2: Identify protected attribute values (i.e. group membership) and additional attributes of ranked candidates.

T3: Analyze the (dis)similarity across rankings, both between base rankings and between base and consensus rankings.

T4: Explore the distribution of the placement of groups, in each ranking, to compare advantages across groups.

T5: Understand the fair treatment or lack thereof of each group per ranking, as captured by the FPR metric.

T6: Intuit fairness of each ranking as a whole with respect to the statistical parity fairness criteria for the specified protected attribute, as captured by the ARP metric.

T7: Compare group fair treatment and fairness across rankings, both base and consensus alike.

T8: Generate consensus rankings by initiating the generation algorithm, while controlling their level of fairness.

T9: Iterate on and adjust generated consensus rankings to satisfy the desired trade-off between base rankings and degree of fairness.

3.3 Data Sets for Use Case Scenarios

For the demonstration of this fair ranking problem, we use a dataset of 60 students with scores in 3 subjects: Math, Reading and Writing [27], and convert them into base rankings. We use the provided race attribute composed of 5 abstract groups (Group A, Group B, ...) as a protected attribute and map it to concrete race categories: White, Black, Asian, etcetera. Since names are not provided, we generate random names for each candidate. While this dataset is used to demonstrate the visual encodings and features, FairFuse supports other datasets—an example use case with employee bonus distributions data is included in the supplement.

4 FAIRFUSE OVERVIEW

FairFuse is designed to support the process of both analyzing and combining preferences from multiple rankers into a fair consensus ranking. In designing FairFuse, we develop core views based on parallel coordinates, augmented with custom visual encodings for fairness metrics, and interactive components for generating fair consensus rankings.

4.1 Ranking Exploration View

The Ranking Exploration View (Figure 1E) contains all candidates ordered into two or more base rankings (T1). Columns on the left correspond to input base rankings; while fair consensus rankings generated by the decision maker are appended to the right upon their creation. Drawing on designs from Nobre et al. [37] and Maguire et
al. [33], candidate attributes are displayed as glyphs in a Candidate Card (Figure 2) (T2).

This view uses parallel coordinates to compare candidates across different rankings (T3), drawing on features from similar rank-oriented systems such as LineUp [18] and Hindalong et al. [22]. The order of candidates in a given column is based on candidate rank in the case of a base ranking columns, or the Fair-Copeland Algorithm in generated rankings. Each candidate appears across all rankings, with lines connecting them to illustrate change in position across rankings. Lines connecting the candidate across the rankings are colored based on the degree of change in the candidate’s position between adjacent rankers. Candidates ranked higher in the subsequent ranking are colored in a gradient scale of blue, while those ranked lower are colored in a gradient scale of red.

To reduce parallel coordinates clutter (e.g. [21]) while maintaining task effectiveness, we hide lines for which both candidates on adjacent rankers are not visible within the screen. Clutter can also result from orderings of parallel coordinate columns [10]. Users can drag to re-arrange columns, and FairFuse can be readily extended with automatic ordering techniques. We also design a Compressed Ranking View mode (Figure 4) which represents a scaled-down version of the rankings. In this mode, the candidate cards (Figure 2) are initially hidden, but appear when hovering over a particular candidate. The protected attribute glyph is displayed with full saturation so that the decision-maker can explore how groups are distributed in each ranking (T4), while other attributes are desaturated so as to be visible while interfering less with the protected attribute color.

4.2 Group Fairness View

To support auditing rankings in terms of fairness, the Group Fairness View (Figure 1D) compactly captures fairness of a ranking at multiple levels of granularity: both at the level of individual groups, and holistically across groups for assessing fairness across rankings. The FPR metric [11] captures if a specific group is fairly treated throughout the ranking (T5). Specifically, FPR score = 0.5 denotes totally fair group treatment, while < 0.5 represents under-advantage and > 0.5 over-advantage. The ARP metric [11] captures if statistical parity fairness is satisfied by the ranking overall (T6), i.e., all groups are comparably treated to each other. Here, ARP = 0 is absolute fairness, anything higher is further and further from total fairness. This novel fairness view is critical to capture the notion of fairness that should be reflected in the generated consensus ranking. Algorithmically, this is accomplished by passing the base rankings and the fairness target value to the recently innovated Fair-Copeland algorithm [11], which then computes and returns a new consensus ranking. Because a set of base rankings are unlikely to be completely unfair from the outset, the slider includes a gradient overlay to indicate that the fairness threshold will only produce fairer results if changed in a particular region. Similarly, on the other extreme, if the slider is set to 0, it will generate a consensus ranking solely based on the input base rankings.

As the decision maker initiates the generation of a consensus ranking, they can assess the overall agreement between the base versus this new consensus rankings (T3) via the similarity matrix view (Figure 1B). For example, if they generate rankings with a high level of fairness, the resulting ranking may deviate more from some base rankings than others. Similarity is calculated using a common measure for rank dissimilarity called Kendall-Tau distance [26], with darker squares representing more similarity between two rankings. This similarity component also aids the decision-maker in iterating over alternate consensus rankings (T9) to finalize the consensus decision. In designing this view, we considered alternatives such as arc diagrams embedded into the ranking exploration view (which were too cluttered), dissimilarity as the metric was traditionally defined (with inversion considered more interpretable), and variations of the matrix orientation.

4.4 Additional Interactions and Workflow

FairFuse provides additional interactions to support the decision-maker in a fairness-oriented rank analysis and generation workflow.
To support iteration and adjustment of consensus rankings (T9), FairFuse provides the decision-maker with editing features on consensus rankings. FairFuse supports manual editing of fair consensus rankings (T7), as the decision-maker may have additional context and information that they need to preserve in the resulting ranking. Decision-makers may adjust the fairness threshold of a consensus ranking to obtain another result, create or "pin" rankings, and manually adjust the position of candidates. Importantly, repositioning candidates immediately triggers the recalculation of fairness metrics, showing the decision-maker how fairness is lost or gained through their manual editing.

5 Use Case Scenarios Using the FairFuse System

A scholarship administrator, Jo, is responsible for determining the merit scholarship package of prospective students. Jo needs to combine the recommendations of three rankers, teachers in Math, Reading, and Writing, and form a single ranking to allocate the merit scholarships. Cognizant that systemic and societal biases can affect how students of differing races perform in academic subject exams, which in turn can affect how students are perceived by subject-specific rankers, Jo seeks to detect and mitigate excess bias in the consensus ranking to ensure all groups are comparably treated.

Jo loads the data of base rankings given by the teachers along with candidate attribute information into the FairFuse. Jo uses the Similarity View to assess to what degree each base ranking agrees with others, along with visually inspecting the lines between adjacent rankings in the Rank Exploration View. At this point Jo uncovers that across all rankings, students from the white group are clustered at the top, while students from the black group are clustered more towards the bottom. This is then reflected in the ARP scores (gray area) of the rankings, indicating the base rankings in general are far from fair as defined by statistical parity.

After exploring and comparing the similarities and fairness of the base rankings (Figure 1B,D), Jo initiates the auto-generation of a consensus ranking, using the Consensus Generation View. Immediately, Jo notices that the consensus ranking reflects the biases found in base rankings. Jo then progressively adjusts the Fairness Threshold (Figure 1A) to generate a fairer consensus ranking. Throughout this process, Jo references the Similarity View matrix and base rankings themselves to evaluate the extent to which base rankings are represented in the fair consensus. Honing in on a consensus ranking that balances the desired trade-off between the fairness and preference representation, Jo makes manual swaps between candidates to refine the target consensus ranking. With each edit, Jo’s changes are audited visually by changes in the Group Fairness View (Figure 1D), helping ensure this manual manipulation does not drastically change the desired fairness measure. The resulting consensus ranking is both fair with respect to mitigating the over-advantage of white students and their disproportionately large merit awards, while ensuring the teacher recommendations expressed by base rankings are adequately combined and represented.

6 Discussion & Future Work

In designing FairFuse, we learn about the challenges and opportunities for integrating fairness-oriented algorithms into visualization-driven workflows. State-of-the-art algorithms only consider a single protected attribute per candidate and do not solve the algorithmic and visualization challenges surrounding multiple protected attributes and intersectionality. The current similarity view shows the agreement between any two rankings, but matrix views can be confusing. Future designs might explore how particular aspects of the workflow can be used to inform new encodings that better represent agreement between base rankings and generated consensus rankings. For the current implementation, we use the FairCopeland algorithm. Future work could also explore how to support multiple algorithms in a single tool, and comparisons between them.

User studies might explore ethical issues surrounding algorithmic fairness, such as the potential to “fair wash” results by deceptively using metrics to promote unfair outcomes.

7 Conclusion

Fusing preferences of multiple stakeholders into a fair consensus decision expressed by a result ranking is ubiquitous yet an incredibly challenging process. To support fair consensus-building workflows, we introduce FairFuse, a visualization system for auditing, analyzing, and generating consensus rankings. FairFuse interactively aids the decision-maker in generating and refining fair consensus rankings given a set of base rankings. With custom visualizations encoding fairness metrics from fair-algorithms research, FairFuse enables decision-makers to visually and interactively explore and audit base- and generated-rankings. We demonstrate how FairFuse supports fairness-oriented ranking workflows through use cases, yielding a foundation for future studies at the intersection of fairness, ranking, and visualization.
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