Toward a more economical cluster state quantum computation
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We assess the effects of an intrinsic model for imperfections in cluster states by introducing noisy cluster states and characterizing their role in the one-way model for quantum computation. The action of individual dephasing channels on cluster qubits is also studied. We show that the effect of non-idealities is limited by using small clusters, which requires compact schemes for computation. In light of this, we address an experimentally realizable four-qubit linear cluster which simulates a controlled-NOT (CNOT).
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The one-way quantum computer is a model for quantum computation (QC) exploiting multipartite entangled resources, the cluster states, and adaptive single-qubit measurements \cite{1}. Quantum information processing (QIP) is performed in this model using a large enough cluster state and appropriate measurements \cite{2}. The basic features of one-way QC have very recently been experimentally demonstrated in \cite{2}. Despite the stimulating possibilities offered by this model, cluster state QC is still an open field of research from both a theoretical and practical viewpoint. On one hand, we have witnessed the first attempts of combining cluster state and linear optics in order to increase the efficiency of existing all-optical QC schemes \cite{2}. On the other hand, it is important to develop the model by studying the effects of imperfections on the performances of one-way QC. This is the central aim of this work. So far, it is not clear if the cluster state model, exposed to sources of noise, would perform better than the standard quantum circuit model. Very recently, there have been some intriguing investigations in this sense \cite{2}. We introduce a realistic model for imperfect cluster state generation and study how this affects both the intrinsic properties of cluster states and the basic ingredients in computation. We also address the effect of environmental decoherence due to dephasing channels individually affecting the qubits in one- and two-dimensional configurations. In this context, an informative initial step is the study of the state fidelity of cluster states \cite{3}. We show that in order to limit the spoiling effects of non-idealities, one must deal with small clusters of just a few qubits. This imposes severe contraints on the use of this model and paves the way toward research of more compact protocols for gate simulation and QIP. We find such a possibility, addressing a CNOT simulated through a simple four-qubit linear cluster and outline an all-optical setup where it can be implemented. Our study contributes to the analysis of more realistic one-way QIP and highlights the existence of economical schemes for cluster based QC. Our proposal overcomes the expensive schemes for gate simulation proposed so far \cite{2} and significantly reduces the requirements for experimental implementations.

The model- Given a set of qubits occupying the sites of a square lattice \(\mathcal{C}\), a cluster state \(|\phi_{\mathcal{C}}\rangle\rangle\) is a pure entangled state characterized by the eigenvalue equations \(K^{(a)}|\phi_{\mathcal{C}}\rangle\rangle = (-1)^{\kappa_a}|\phi_{\mathcal{C}}\rangle\rangle\). Here \(K^{(a)} = \sigma^{(a)}_x \otimes \sigma^{(b)}_z\) are correlation operators forming a complete set of \(\mathcal{C}\) commuting observables for the qubits in \(\mathcal{C}\) \cite{2}. The set \(\{\kappa\}\), which completely specifies the cluster state \(|\phi_{\mathcal{C}}\rangle\rangle\), contains the values \(\kappa_a \in \{0,1\}\) \(\forall a \in \mathcal{C}\), while \(\sigma_{x,z}\) are the \(x\) and \(z\)-Pauli matrices respectively. Cluster states \(|\phi\rangle\rangle\) with \(\kappa_a = 0\) \(\forall a \in \mathcal{C}\) are generated by preparing a register of qubits within \(\mathcal{C}\) in the state \(\otimes_{a \in \mathcal{C}}|0\rangle_a\), where \(|\pm\rangle_a = (1/\sqrt{2})(|0\rangle \pm |1\rangle)\), and applying the transformation \(S^{(\mathcal{C})} = \prod_{a,b \in \mathcal{C} , |b-a| = \gamma} S^{ab}\) with \(\gamma_1 = \{1\}, \gamma_2 = \{(0,1)^T, (1,0)^T\}\) and \(\gamma_3 = \{(0,0,0)^T, (0,1,0)^T, (0,0,1)^T\}\) for the respective dimension of the cluster. Each \(S^{ab}\) is a controlled-\(\pi\)-phase gate \(S^{ab} = |0\rangle_a \langle 0| \otimes 1^{(b)} + |1\rangle_a \langle 1| \otimes \sigma_{x}^{(b)}\).

However the realization of the \(S^{ab}\) gates can be inherently imperfect. For example, an optical-lattice loaded by a bunch of neutral atoms, where the two-qubit interactions are via controlled collisions, has been suggested to embody a one-way QC \cite{4}. The efficiency of the gates depends on the control over the strength of the interactions (which can fluctuate over the sites of the lattice, generating inhomogeneities) and the interaction time. These parameters fix the amount of the controlled phase imposed by each interaction. In addition, the initial filling-fraction per site in the lattice influences the performances of the gates \cite{4}. If the degree of control is not optimal (which may be the case when a large number of qubits is considered), imperfect (inhomogeneous) interactions throughout the physical lattice are settled. This can be addressed by considering the imperfect operations

\(S^{ab}_D = |0\rangle_a \langle 0| \otimes 1^{(b)} + |1\rangle_a \langle 1| \otimes (|0\rangle_a \langle 0| - e^{i\theta_a} |1\rangle_a \langle 1|)\), (1)

which add unwanted phases \(\theta_a\) to the desired value \(\pi\).
Applied to the initial state of a $N$-qubit register (prepared via the idealized protocol), they generate a noisy cluster state $|\psi\rangle_{\text{NC}}$. The use of this set of operations profoundly modifies the structure and properties of a $N$-qubit cluster with respect to the ideal $|\psi\rangle_{\text{NC}}$. Explicitly, a noisy linear cluster state becomes $|\psi\rangle_{\text{NC}} = 2^{-N/2} \sum_{\mathbf{z}} \prod_{j=1}^{N-1} (-e^{i\theta_j} z_j z_{j+1}) |\mathbf{z}|$, where $z_j$ is the value of the $j$-th binary digit of the integer $\mathbf{z}_i$ ($i \in [0, 2^N - 1]$).

In order to characterize the effect of this kind of non-ideality, an immediate benchmark is provided by the fidelity between ideal and noisy cluster states. The overlap $f_N = C_N \langle \psi | \psi \rangle_{\text{NC}}$ leads to $f_N = 2^{-N} \sum_{\mathbf{z}} \prod_{j=1}^{N-1} e^{i\theta_j z_j z_{j+1}}$. There are $2^N$ terms in this expression, with the fidelity $F_N = |f_N|^2$. However, our assumption is that the control on the phases introduced by the qubit-qubit interaction is only limited. Thus, there is a lack of knowledge about the values of $\theta_j$’s in a noisy cluster state, which means each of them must be averaged over an appropriate probability distribution. We set a range $\mathbf{r}_j$ within which each phase can take values and introduce the probability distribution $p(\theta_j)$. The average overlap $\bar{f}_N$ for the noisy linear cluster state becomes $\bar{f}_N = 2^{-N} \sum_{\mathbf{z}} \prod_{j=1}^{N-1} \int_{\mathbf{r}_j} p(\theta_j) e^{i\theta_j z_j z_{j+1}}$, where $|r_j|$ is the width of the range of variation of $\theta_j$ and $p(\theta_j)$ depends on the specific physical model used in the cluster state generation. However, the nature of the fluctuations of the phases is characterized by the way in which the interactions among the elements of a lattice are realized and no universal model can be found. In Fig. 1(a) we provide an example of $F_N$ for a flat $p(\theta_j)$ distribution, for the case of linear clusters. A large deviation from the ideal state is found and we have checked that this qualitative behavior holds irrespective of the model for the unwanted phase distribution $\mathbf{r}_j$. This analysis can be extended to two-dimensional cluster states where analogous qualitative results can be found.

The structure of the quantum correlations has been found to be profoundly different from what is found in $|\psi\rangle_{\text{NC}}$. Genuine multipartite entanglement is shared between the subparts of ideal cluster states, where the entanglement is encoded in the state as a whole. Any reduced bipartite state, obtained by tracing all the qubits but an arbitrary pair, is separable as it does not violate the necessary and sufficient Peres-Horodecki criterion for separability of a mixed qubit state. However, $\varphi_{\text{NC}}$’s alter this result. For example, take a linear cluster of $N = 3$, the ideal state is locally equivalent to a GHZ state. However, two unwanted phases are embedded in the corresponding noisy state $|\psi\rangle_{\text{NC}}$. The partial trace of $|\psi\rangle_{\text{NC}}$ over the third qubit gives a bipartite state which violates the Peres-Horodecki criterion for $\theta_2 \neq k\pi$ ($k = 0, 1, ...)$. This is a characteristic shared by all the two-qubit states obtained by tracing qubits $3$ to $N$ in $|\psi\rangle_{\text{NC}}$. In order to quantify the entanglement of the reduced density matrices $\rho_{ij}$ ($i,j \in [1,N]$), we use the concurrence, $C_{ij} = \max\{0, 2\alpha^{ij}_1 - \text{Tr}(\rho_{ij})\}$, where $\alpha^{ij} > \alpha^{ij}_2 \geq \alpha^{ij}_0$ are the eigenvalues of $\rho_{ij} = \sqrt{\rho_{ij}(\sigma^i_+ \otimes \sigma^j_+)} \rho_{ij}(\sigma^i_- \otimes \sigma^j_-)$. $\rho^i_+$ is the complex conjugate of $\rho_{ij}$ in the computational basis $|\psi\rangle$. We find that only nearest-neighbor bipartite entanglement is settled in a symmetric way along an arbitrarily long noisy cluster (e.g. $C_{12} = C_{(N-1)N}$, irrespective of $N$), while any non-nearest neighbor entanglement is absent due to randomness, more pronounced in pairs of non-nearest neighbor qubits. Indeed the corresponding density matrices depend, in general, on more unwanted phases than those of nearest neighbor ones. At $\theta_j = \pi (\forall j)$ no entanglement is found, as in this case $S^{ij}_\pi \equiv 1^{ij}$. We have explicitly considered the average concurrence obtained by assuming Gaussian fluctuations of each $\theta_j$, around $\theta_j = 0$ and with a standard deviation $\sigma$. We find that as $\sigma$ increases (up to $\sigma = 1$), the fragile quantum correlations of the bridging pairs $(i,i+1)$ with $i \in [2, N - 2]$ disappear, breaking the quantum channel connecting qubit 1 to qubit $N$. This is due to the fact that the qubits in these pairs are exposed to more randomness than those in the pairs $(1,2)$ and $(N-1, N)$. We are left with the entangled mixed states of these extremal pairs which can mutually share only classical correlations. By increasing the randomness, even this entanglement will disappear, eventually.

In addition to studying imperfect generation of cluster states, it is also necessary to understand effects of environmental decoherence. This is important for physical realizations, as the accuracy of a gate simulated on a cluster state interacting with an environment may be spoiled. We consider decoherence due to individ-
ual dephasing channels affecting each qubit in the cluster, a model which is relevant in practical situations of qubits exposed to locally fluctuating potentials. Here, the off-diagonal elements of a single-qubit density matrix $\rho^t$ decay as $e^{-\Gamma t}$, with $\Gamma$ the rescaled dephasing time. For a single qubit prepared in $|+\rangle$, the fidelity is $F = \langle + | \rho^t | + \rangle = \frac{1}{1 + e^{-\Gamma t}}$. For larger registers, it is relevant to compare the behavior of cluster states under dephasing with other multiqubit states such as GHZ and W states. For $N$-qubit GHZ and W states ($N \geq 3$), the state fidelities are $F_{G, W}^N = (1 + e^{-\Delta N})/2$ and $F_N^W = (1 + (N - 1)e^{-2\Gamma})/N$, while for $N$-qubit ($N \geq 2$) linear cluster states $F_N^{C_{lin}} = 2^{-N} \sum_{h=0}^N B(N, h)e^{-\Gamma h}$, with the binomial coefficient $B(N, h)$.

In general, the new cluster state will satisfy eigenvalue equations with a new set $\{\kappa_i\}$. For example, a five-qubit linear cluster (qubits labelled from 1 to 5) associated with the set $\{\kappa_i\} = \{0\}$ can be reduced to a three-qubit one, simply by measuring 3 and 4 in the $\sigma_z$ eigenbasis. This gives a cluster state $\phi(\kappa_i^t)_{c_3}$ with $\{\kappa_i^t\} = \{0, s_2^t, s_3^t\}$. Here, $s_2^t = 0$ ($s_3^t = 1$) corresponds to qubits $i = 3, 4$ being in $|+\rangle$ ($|-\rangle$). On the other hand, measurements in the $\sigma_z$ eigenbasis remove a qubit from a cluster too, but also break any intra-cluster connection bridged by the qubit. While this strategy does not affect gate performances in the ideal one-way QC, when the model in Eq. (11) is contemplated, the removal of every redundant qubit determines the spread of the noise (in terms of random phases) from the removed qubits to the remainder of the cluster. We refer to this effect as the inheritance of noise by the survivor qubits. In turn, this results in additional spoiling mechanisms reducing the fidelity of the gate being simulated. The conclusions of our study do not qualitatively depend on the specific gate we consider. Thus, to give evidence of these effects, we go directly to the case of a CNOT.

In order to perform a CNOT between a control qubit $|c_{in}\rangle = a|0\rangle + b|1\rangle$ and a target qubit $|t_{in}\rangle = c|0\rangle + d|1\rangle$, the scheme in 2 uses 15 qubits, where $\mathcal{M}_{\text{CNOT}}$ consists of measurements in the $\sigma_x, g$ eigenbases as shown in Fig. 2(a). After the measurements, decoding operators $\hat{U}_{\Sigma_0}^{c, ti}(\{s_i\}) = \sigma_i^{x e} \otimes \sigma_i^{z e}$ are applied to qubits 7 and 15 (which embody the logical control and target), where $\sigma_i^{x e}$ depend on the outcomes $s_i$ of the individual measurements. A $|\phi\rangle_{C_{15}}^D$ state is needed in the noisy gate simulation and to construct it, we take small subclusters which are then mutually entangled. For instance, the subclusters $|\phi\rangle_{1, 2, 3, 4}^D$ and $|\phi\rangle_{5, 6, 7}^D$ are entangled as $S_D^4|\phi\rangle_{1, 2, 3, 4}^D|\phi\rangle_{5, 6, 7}^D = |\phi\rangle_{1, 2, 3, 4}^D|\phi\rangle_{5, 6, 7}^D + |\phi\rangle_{1, 2, 3, 4}^D|\mu\rangle_{5, 6, 7}^D - e^{\theta a}|\phi\rangle_{1, 2, 3, 4}^D|\mu\rangle_{5, 6, 7}^D$. Here, $|\phi\rangle^D = |\eta\rangle^D$ is the part of the subcluster state with the last (first) qubit in $|0\rangle$, while $|\phi\rangle^D = |\mu\rangle^D$ is the part with the last (first) qubit in $|1\rangle$ and the labels of the qubits are explicitly indicated. By applying the pattern shown in Fig. 2(a), the gate fidelity can be evaluated. To illustrate the effect of imperfections, we address the case where qubits measured in the $\sigma_z$ ($\sigma_y$) eigenbasis are all found in $|+\rangle$ ($|+\rangle \propto |0\rangle + i|1\rangle$) and the required decoding operator is $\hat{U}_{\Sigma_0}^1(\{0\}) = \sigma_1^{z e} \otimes 1^{(15)}$. To take into account the phase randomness, we have averaged the gate fidelity over Gaussian distributions centered on $\theta = 0$ and with a standard deviation $\sigma$ for each phase in $|\phi\rangle_{c_{15}}^D$. The results for $\sigma \in [0.1, 1]$ are shown in Fig. 2(c) (solid curve) where the decay of the fidelity against the increasing randomness is evident. The input states are normalized and we take $a = c = 0.5$. Similar behaviors are observed for other choices of $a$ and $c$. To see noise inheritance effects, we modify the configuration of Fig. 2(a) by adding a bridging qubit between 8 and 12, thus considering a state $|\phi\rangle_{c_{15}}^D$. This qubit is redundant and is removed via a $\sigma_x$-measurement. The 15-qubit cluster state is retrieved via local operations on qubit 12 (the removal is equivalent to a Hadamard gate between
When of qubits involved corresponds to the number of paramet-ers in the input state. In fact, single-qubit gates can be done via a two-qubit cluster and one measurement along an appropriate direction [10]. This circumstantial evidence suggests that our scheme uses the smallest qubit register needed for a two-qubit gate and is thus optimal.

The four-qubit CNOT can be realized in an optical setup, requiring two pure entangled states (encoded in photonic polarizations) and an entangling gate. A pure state of arbitrary entanglement can be produced using the entanglement between two field modes generated by concatenating Type-I parametric-down-conversion (PDC) processes. In this scheme, the polarization of the pump field sets the entanglement at the output of the PDC process and encodes arbitrary target and control input states in pairs of output modes (i.e. pairs 1 + 2 and 3 + 4) without postselection. By adapting the scheme, modes 2 and 3 can be entangled through an effective controlled π-phase gate. This protocol results in the four-qubit cluster state we have addressed 10.

Remarks- We have shown that realistic imperfections in the generation and processing of cluster states affects the model for one-way QC. To counteract these effects, the dimension of a cluster has to be minimized. In this context, we have demonstrated an experimentally realizable four-qubit CNOT which uses the minimum number of qubits for a cluster state based CNOT. Our proposal demonstrates the possibility of designing more compact schemes for cluster state QIP. This theoretically challenges the way in which cluster state-QC has been thought about so far and allows for more controllable experimental implementations.
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