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Abstract—In multi-access edge computing (MEC) systems, there are multiple local cache servers caching contents to satisfy the users’ requests, instead of letting the users download via the remote cloud server. In this paper, a multi-cell content scheduling problem (MCSP) in MEC systems is considered. Taking into account jointly the freshness of the cached contents and the traffic data costs, we study how to schedule content updates along time in a multi-cell setting. Different from single-cell scenarios, a user may have multiple candidate local cache servers, and thus the caching decisions in all cells must be jointly optimized. We first prove that MCSP is NP-hard, then we formulate MCSP using integer linear programming, by which the optimal scheduling can be obtained for small-scale instances. For problem solving of large scenarios, via a mathematical reformulation, we derive a scalable optimization algorithm based on repeated column generation. Our performance evaluation shows the effectiveness of the proposed algorithm in comparison to an off-the-shelf commercial solver and a popularity-based caching.

Index Terms—Age of information, caching, multi-cell.

1 INTRODUCTION

For streaming media applications in emerging scenarios, the existing communication systems face significant challenges in delivering ultra-high bandwidth, ultra-large storage, and ultra-low latency. Multi-access edge computing (MEC) is widely accepted as a key technology in this context [2], as it can provide computation-intensive and caching-intensive infrastructure.

This paper focuses on content caching in multi-cell MEC systems. In each cell, the local cache server downloads contents from the remote cloud server via a backhaul link to provide services for users. Moreover, there are overlapping areas among the cells, thus some users potentially can obtain cached contents from more than one cell. For user experience in terms of the freshness of contents, cache servers need to update cached contents frequently. We use the notion of age of information (AoI), introduced in [3], as the metric of information freshness. We address optimal scheduling of cache updates with respect to the trade-off between the freshness of contents and the cost due to downloading contents.

We consider a finite and time-slotted scheduling horizon. There are two types of limits in cache servers. Downloading and caching in a time slot are subject to backhaul and cache capacities, respectively. A request can be satisfied by a cache if the demanded content is cached, otherwise the content will be downloaded from the cloud to the user, resulting in a higher cost. We use a cost function addressing the trade-off between freshness and download cost. To minimize the overall cost, the updating and caching decisions of cells are coupled such that we need to coordinate the cells instead of optimizing them in isolation.

Our work consists of the following contributions for the outlined multi-cell content scheduling problem (MCSP).

- We provide a complexity analysis for MCSP. Specifically, even for the special case of uniform content size and single time slot, the problem is NP-hard, based on a polynomial reduction from Monotone 3-Satisfiability (M3SAT).
- We provide an integer linear programming (ILP) formulation for MCSP. Using commercial off-the-shelf optimization solvers, the global optimum can be found within an acceptable amount of time for small-scale instances.
- We derive a mathematical reformulation that enables a scalable solution approach. Specifically, in the reformulation, sequences are introduced to represent updating and caching decisions of contents in cache servers over the time slots.
- We propose a column generation algorithm that can efficiently solve the linear programming (LP) version of the reformulation. The algorithm keeps augmenting a small subset of sequences until the optimality condition is satisfied. To recover integrality, we provide a rounding strategy based on disjunctions. The column generation and the rounding strategy are alternately applied to deliver a problem solution.
- Performance evaluation demonstrates the superiority of our proposed algorithm in comparison to a...
popularity-based caching and a commercial solver. Moreover, the algorithm provides an optimality bound, so the performance can be gauged even if the global optimum is out of reach. Using the bound, our results show the algorithm consistently yields near-to-optimal solutions that are at most 2.4% from the global optimum for 3-cell and 7-cell instances.

2 Related Work

Edge content caching has been for example addressed in [4–7]. Leveraging social networks and device-to-device communications, the authors of [4] propose a proactive caching paradigm that can improve the spectral efficiency of backhaul as well as the ratio of satisfied users. In [5], caching is applied to software-defined mobile networks. The work in [6] proposes a distributed delay optimization algorithm for scenarios where multiple unmanned aerial vehicles are equipped with cache to serve users. The authors of [7] investigate multi-layer caching where both base station and users can cache the contents.

The works in [8]–[15] have studied cache content placement strategies based on popularity. In [8], the authors provide an optimal content placement strategy for large-scale peer-to-peer systems to maximize the utilization of the uplink bandwidth resources. The authors of [9] consider the impact of user mobility in device-to-device networks, and propose a mobility-aware multi-user algorithm to minimize the expected average cost per user. The work in [10] proposes a strategy for the popular random-heterogeneous-cellular-network model based on Poisson point processes to maximize the hit probability over content placement probabilities. By utilizing network coding, content files are partitioned into multiple coded segments, and the contents can then be stored with distributed caching. The work in [11] provides a strategy for the distribution of the coded segments among multiple cache servers to reduce the content downloading time. The content placement strategies in [8]–[11] primarily focus on pushing popular content to the network edge. The strategy proposed in [12] jointly optimizes the caches in edge and core networks to maximize the hit ratio. The work in [13] studies the joint optimization of cache placement and request routing in a multi-cell MEC system. In [14] and [15], reinforcement learning approaches are applied to design cache content placement strategies.

The AoI concept as a metric for information freshness is introduced in [3]. The work in [16] reveals that AoI is significantly different from delay, and the aspect of AoI in many application scenarios has been addressed in [17–21]. In [17], the authors propose an algorithm for optimal link activation to minimize energy consumption subject to AoI constraints in wireless networks with interference. The work in [18] studies the AoI of status updates in a general multi-source multi-hop wireless network with the presence of interference, and the emphasis is on performance bounds. The work in [19] considers the joint optimization of node assignment and camera transmission scheduling to minimize AoI in wireless camera networks with fog computing.

In [20], the authors study AoI with respect to orthogonal multiple access (OMA) and non-orthogonal multiple access (NOMA), and show that NOMA is not always better than OMA in terms of average AoI. The work in [21] investigates the bandwidth minimization problem under AoI constraints in bandwidth-limited Internet of things.

Some works have provided caching strategies accounted for AoI. The authors of [22] and [23] provide strategies based on both the popularity and the freshness of contents. In [24], a freshness-aware update scheme is proposed for the trade-off between the service delay and the freshness of contents. In [25], the authors optimize content scheduling to address AoI and information absence. In [26], the authors provide a model-free reinforcement learning algorithm to minimize the long-term average cost subject to both AoI and energy consumption constraints.

The scenarios in [23–26] are different from ours as our work considers multi-cell caching. To the best of our knowledge, the work in [27] is closest to ours as it considers a heterogeneous network where multiple cache servers are placed in cells to serve users. However, there are significant differences. Our system model has overlapping areas among the cells, and the cells are coupled due to such a topology. However, in [27], the cells are disjoint but coupled due to the shared update frequency. In addition, the authors of [27] consider minimizing the average AoI of delivered contents while we jointly minimize the AoI and cost.

3 System Scenario and Problem Formulation

3.1 System Scenario

The MEC scenario consists of a cloud server and $H$ cells as illustrated in Fig. 1. There is a cache server in each cell. To model realistic network topologies, there are overlapping areas among the cells. In this paper, the terms cell and cache server are used interchangeably. Denote by $\mathcal{H} = \{1, 2, \ldots, H\}$ the set of cache servers, and $C_h$ and $G_h$ the cache capacity and the backhaul capacity of cache server $h$, respectively. The cache servers download contents from the cloud server via backhaul links. The contents subject to caching form a set $I = \{1, 2, \ldots, I\}$, and $s_i$ is the size of content $i$. The caching system targets satisfying content requests by cached contents, to reduce the load of core network and the response latency.

A scheduling horizon consisting of a set of time slots $\mathcal{T} = \{1, 2, \ldots, T\}$ is considered in this paper. Denote by $\mathcal{R} = \{1, 2, \ldots, R\}$ the set of the requests. The requests can be divided into two types:

1) Multiple-choice requests (MCRs): The requests are from the users located in the overlapping areas, thus there are multiple candidate cache servers.

2) The requests can be known via for example a prediction model from the work in [28].

1. The time slot duration in our case is at the magnitude of minutes or even an hour [28].
2. The requests can be known via for example a prediction model from the work in [29].
2) Single-choice requests (SCRs): These are simply the rest of requests that can be satisfied by only one cache server.

We use $\mathcal{R}^m$ and $\mathcal{R}^s$ to represent the sets of MCRs and SCRs, respectively. Obviously, $\mathcal{R} = \mathcal{R}^m \cup \mathcal{R}^s$. Each request $r$ consists of a tuple $(i_r, o_r, d_r, H_r)$ where:

- $i_r$ is the content of requested by $r$.
- $o_r$ is the time slot of request $r$.
- $d_r$ is the time slot that is the deadline of satisfying request $r$.
- $H_r$ is the set of candidate cache server(s) for request $r$.

Our problem consists in making scheduling decisions of content caching and updating over the time slots. We use Aol to model the freshness of contents. A content that is just downloaded from the cloud to a cache server has Aol zero, and the Aol increases by one for every time slot as long as the content is still cached but not updated. Moreover, for a request, if the requested content is absent from the candidate cache server(s) by the deadline, the content will be downloaded from the cloud, and the Aol is zero in this case.

### 3.2 Optimization Variables

Denote by $x_{hit_a}$ a binary variable that is one if and only if content $i$ is cached with Aol $a$ in cache server $h$ in time slot $t$. Based on the definition of Aol, the $x$-variables are constrained by the following, that states how Aol evolves over time.

$$x_{hit_{(t-1)(a-1)}} \geq x_{hit_a}, \quad \forall h \in H, i \in I, t \in T \setminus \{1\}, a \in \{1, 2, \ldots, t-1\}. \tag{1}$$

We use binary variable $z_{hit}$ that equals one if cache server $h$ caches content $i$ in time slot $t$. Then

$$\sum_{a=0}^{t-1} x_{hit_a} = z_{hit}, \quad \forall h \in H, i \in I, t \in T. \tag{2}$$

Binary variable $y_{rha}$ is one if request $r$ is satisfied with Aol $a$ by cache server $h$. A request needs to be responded to at most once by the cache servers, hence we have

$$\sum_{h \in H_r} \sum_{a=0}^{d_r-1} y_{rha} \leq 1, \forall r \in \mathcal{R}. \tag{3}$$

Furthermore, request $r$ can be satisfied with Aol $a$ by cache server $h$ only if there exists content $i_r$ whose Aol is $a$ in time slots $t \in \{o_r, \ldots, d_r\}$ of cache server $h$, i.e.,

$$y_{rha} \leq \sum_{t=o_r}^{d_r} x_{hit_{ta}}, \forall r \in \mathcal{R}, h \in H_r, a \in \{0, 1, \ldots, d_r - 1\}. \tag{4}$$

### 3.3 Cost Model

From a pure Aol standpoint, a naive and extreme setting is that all the requests are met by the cloud server. However, the costs due to downloading would be very large. We consider the trade-off between the costs due to downloading from the cloud (to cache servers and directly by users for uncached contents) and the performance in Aol. In this paper, we use a joint cost function to address the trade-off, and our cost function consists of three components as follows.

#### 3.3.1 Aol Cost

Denote by $f_i(a)$ ($a \in \mathbb{N}$) a monotonically increasing function to quantify the impact of Aol of content $i$. A specific candidate function $f_i(a) = e^a$ that is the reciprocal of a utility function with respect to Aol in [30]. The total Aol cost for all the requests is expressed as

$$A(y) = \sum_{r \in \mathcal{R}} \left[ \sum_{h \in H_r} \sum_{a=0}^{d_r-1} f_i(a) y_{rha} + f_i(0) \left( 1 - \sum_{h \in H_r} \sum_{a=0}^{d_r-1} y_{rha} \right) \right]. \tag{5}$$

The first term in the square brackets is the Aol cost if a request is satisfied by a cache server, and the second term is for the case where the content with Aol zero is directly downloaded from the cloud server. Exactly one of the two cases will occur due to [3].

#### 3.3.2 Download Cost

Denote by $\alpha$ the unit download cost when users download from the cloud server. The total download cost is thus

$$D(y) = \alpha \sum_{r \in \mathcal{R}} s_{i_r} \left( 1 - \sum_{h \in H_r} \sum_{a=0}^{d_r-1} y_{rha} \right), \tag{6}$$

where $s_{i_r}$ is the size of content $i_r$. Obviously, for request $r$, a download cost of $\alpha s_{i_r}$ occurs if all the $y$-variables of request $r$ are zero, i.e., the download cost will occur only if the request is not satisfied by cache servers.
3.3.3 Update Cost

We use $\beta$ ($\beta < \alpha$) to represent the unit cost when cache servers download contents via the backhaul from the cloud server. Because $x_{hit}$ represents that cache server $h$ downloads content $i$ in time slot $t$, the update cost can be expressed by

$$U(x) = \beta \sum_{h \in \mathcal{H}} \sum_{i \in \mathcal{I}} \sum_{t \in \mathcal{T}} x_{hit} s_i. \quad (7)$$

3.4 Problem Complexity

Consider MCSP, subject to the cache capacity and backhaul capacity. We analyze its complexity in Theorem 1, which implies that no low-complexity and exact algorithm can be expected for MCSP, unless $P = NP$.

**Theorem 1.** MCSP is NP-hard even if the contents are of uniform size.

**Proof.** The proof is established by a reduction from M3SAT that is NP-complete [31]. Consider a formula of clauses $F = \land_{k=1}^N C_k$, where each clause $C_k$ has at most three negated or non-negated boolean variables. The M3SAT problem is to determine whether or not there exists an assignment of true/false values to the variables, such that formula $F$ is true.

Consider an instance of M3SAT with $N$ clauses and $M$ variables, we construct a corresponding MCSP instance with $M$ cache servers, $N$ primary requests, and $2M$ auxiliary requests. We first set some parameters of the network:

1) There are only two contents A and B of equal size.
   Denote the size by $s$.

2) There is only one time slot, therefore, the AoI is always zero. Also, the AoI costs are equal for the two contents, i.e., $f_A(0) = f_B(0) = f$.

3) Each cache server has two auxiliary requests that are SCRs for content A and B, respectively.

4) A primary request might be SCR or MCR. If a primary is MCR, it has at most three candidate cache servers.

We define the primary requests according to the clauses in $F$. For any clause, there is a primary request for content $A$ if all the variables are negated in the clause. Conversely, there is a primary request for content $B$ if all the variables are non-negated. For any primary request, its candidate cache server(s) will be set to correspond to the variable(s) in the clause.

By the construction, because $\alpha$ and $\beta$ are both positive, and $\alpha > \beta$, with the two auxiliary requests, each cache server must store content $A$ or $B$, so the update cost is a constant of $M \beta s$. Moreover, exactly half of the auxiliary requests are satisfied by cached contents, and the other half must use the cloud, and, therefore, the sum of AoI and download costs with respect to auxiliary requests equals $2Mf + Mas$. For the primary requests, the AoI cost is $Nf$, and zero download cost can be achieved if and only if all the primary requests are satisfied by the cache servers. Now, the question is then if the lower bound of $M \beta s + 2Mf + Mas + Nf$ on the overall cost can be achieved. This question can be answered by solving the defined MCSP instance, and the solution gives the correct answer of M3SAT. Therefore, MCSP is strongly NP-hard. \QED

3.5 Problem Formulation

MCSP can be formulated by integer linear programming (ILP) as follows.

$$\min_{x,y,z \in \{0,1\}} A(y) + D(y) + U(x) \quad (8a)$$

s.t. $\{1\}-\{4\}$.

$$\sum_{i \in \mathcal{I}} s_i z_{hit} \leq C_h, \forall t \in \mathcal{T}, h \in \mathcal{H} \quad (8b)$$

$$\sum_{i \in \mathcal{I}} s_i x_{hit} \leq G_h, \forall t \in \mathcal{T}, h \in \mathcal{H} \quad (8c)$$

The objective function $8a$ is the overall cost. Constraints $\{1\}-\{4\}$ state the relationship among $x$, $y$, and $z$. Constraints $8b$ and $8c$ state the cache and backhaul capacity, respectively. The ILP model can be solved by solvers e.g., Gurobi [32], though they need significant computational time. For efficient solution of MCSP, we next provide an algorithm based on repeated column generation.

4 Algorithm Design

4.1 Reformulation of MCSP

We first give a reformulation of MCSP. Let us consider any of the cache servers, and the caching and updating solution for a particular content on the server. This can be viewed along the time slots, namely that for a time slot, the content is either cached or not, represented by one or zero, respectively. In the former case, it is also significant to know if the content gets updated. Subsequently, we will use the term update to refer to downloading a content that is either added to the cache or refreshed with respect to AoI. A sequence that represents the solutions of one content, mathematically, is called a column.

In other words, a column for any content in a cache server is a vector representing the caching and updating decisions of the content over all time slots. We denote by $L$ the index set of all possible such vectors. Each column $\ell \in L$ consists of $T$ tuples $(q_{it}, p_{it})$ over all the time slots, i.e., $\ell = [(q_{1t}, p_{1t}), (q_{2t}, p_{2t}), \ldots, (q_{Tt}, p_{Tt})]^T$, where $q_{it}$ and $p_{it}$ are one if and only if the status is cached and updated in time slot $t$, respectively. An example of the columns is given in Fig. 2. Because updating a content implies it is cached, a tuple $(q_{it}, p_{it})$ has three possible patterns: $(1,1)$, $(1,0)$, and $(0,0)$. Therefore, the cardinality of set $L$ is bounded by $3^T$.

We use a binary variable $\chi_{hit}$ for column $\ell$, content $i$, and cache server $h$. This variable is one if and only if column $\ell$ is selected for content $i$ and cache server $h$. Because a column $\ell$ fully contains the caching and updating decisions, the associated AoI values are known for any given column.

Hence, for any given column $\ell$ for content $i$ and cache server $h$, part of the overall cost of MCSP is determined. This includes:

1) The update cost of cache server $h$ for content $i$. 

...
Using the notion of column, we do not need the \( x \)-variables and the \( z \)-variables any more, thus constraints (1) and (2) are dropped. Constraint (3) is derived from constraint (4), where \( B_{rha}^\ell \) is one if and only if column \( \ell \) for content \( i \) and cache server \( h \) can satisfy request \( r \) with AoI \( a \). As the columns include all the scheduling information, the values of \( B_{rha}^\ell \) are known. Cache and backhaul capacity constraints are imposed by (9c) and (9d). Constraint (9e) indicate that exactly one of the columns with respect to content \( i \) and cache server \( h \) is selected.

### 4.2 Column Generation

There are exponentially many candidate columns. However, the structure of (9) can be exploited by using column generation. In column generation, the problem is decomposed into a restricted master problem (RMP) and a subproblem (SP), and RMP and SP are solved alternately. A new column that has the potential of improving the objective function is generated in each iteration by solving the SP. Note that most of the variables \( \chi_{hit} \) are zeros at optimum due to (9e), and consequently only a small number of columns will be generated.

#### 4.2.1 Restricted Master Problem

RMP is a linear programming (LP) problem that differs from (9) in the following:

1) The binary variables \( y \) and \( \chi \) are relaxed using the continuous domain \([0, 1]\).

2) For each content \( i \) and server \( h \), only a subset of the \( \chi \)-variables is present. This is represented by defining \( \mathcal{L}_h^{\ell} \), containing the columns generated so far for \( i \) and \( h \). Initially, \( \mathcal{L}_h^{\ell} \) only contains the columns representing that content \( i \) is not cached by cache server \( h \).

3) As the subset of columns in RMP are differed by \( i \) and \( h \), we use \( B_{rha}^\ell \) and \( p_{hit} \) to replace \( B_{rha}^\ell \) and \( p_{hit} \) for any column \( \ell \) in individual subset \( \mathcal{L}_h^{\ell} \).

#### 4.2.2 Subproblem

At the optimum of RMP, denote by \( \pi_{rha}^*, \mu_{hit}^*, \varphi_{hit}^*, \) and \( \lambda_{hit}^* \) the corresponding optimal dual variables of the counterparts of (9b), (9c), (9d), and (9e), respectively. For any content \( i \) and cache server \( h \), the LP reduced cost of column \( \ell \) is

\[
S_{hit} + \sum_{r \in \mathcal{R}} \sum_{a = 0}^{t - 1} B_{rha}^\ell \pi_{rha}^* - s_i \sum_{t \in \mathcal{T}} (q_{hit}^* \mu_{hit}^* + p_{hit}^* \varphi_{hit}^*) - \lambda_{hit}^*. \tag{10}
\]

By LP theory, only a column with negative reduced cost may improve the objective function value. To this end, we would like to find the column outside \( \mathcal{L}_h^{\ell} \) of minimum reduced cost. Obviously, this SP is decomposed by cache server as well as content. Finding the minimum reduced cost can be equivalently expressed using variables \( x \) and \( z \) in the SP, formulated below for content \( i \) and server \( h \).

\[
[\text{SP}_{hi}] \quad \min_{x, z \in \{0, 1\}} S_{hi}(x, z) + \sum_{r \in \mathcal{R}} \sum_{a = 0}^{t - 1} \pi_{rha}^* x_{hit, a} - s_i \sum_{t \in \mathcal{T}} (\mu_{hit}^* z_{hit} + \varphi_{hit}^* x_{hit0}) - \lambda_{hi}^* \tag{11a}
\]

s.t. (1) - (4),

where we use \( S_{hi}(x, z) \) to represent that the \( S \)-value of content \( i \) for cache server \( h \) is a function of \( x \) and \( z \).

### 4.3 SP as a Shortest Path Problem

We show that SP can be solved as a shortest path problem in polynomial time [33], even though it is stated as an ILP. Consider content \( i \) and cache server \( h \). We construct an acyclic directed graph in Fig. 3 in which finding the shortest path from node \( \Lambda \) to node \( \Pi \) is equivalent to solving SP.

For brevity, we define an auxiliary function

\[
g_{hi}(o, d, a) = \sum_{r \in \mathcal{R}} \pi_{rha}^*, \tag{12}
\]
where \( R_c = \{ r \in \mathcal{R}^m | (h \in \mathcal{H}_r) \land (i_r = i) \land (o_r = o) \land (d_r \geq d) \} \). A request in set \( R_c \) has the following properties:

1) The request is made for content \( i \) in time slot \( a \).
2) The request is MCR, and it can be satisfied by cache server \( h \).
3) The deadline of the request is greater than or equal to \( d \).

In the figure, the nodes can be divided into upper and lower parts except for \( \Lambda \) and \( \Pi \):

- The upper nodes (\( \theta \)-nodes) represent that the content is not cached. One can see that we construct multiple nodes instead of only one node to represent the uncached status in a time slot. The subscripts are used to distinguish between the nodes in the same time slot. There are \( \frac{t^2-t+2}{2} \theta \)-nodes in time slot \( t \), and for these \( \theta \)-nodes, the predecessors of the last \( (t-1) \theta \)-nodes are \( \kappa \)-nodes, for example, in time slot \( 3 \), \( \kappa_0^2 \rightarrow \theta_0^3 \) and \( \kappa_2^3 \rightarrow \theta_0^3 \). The predecessors of other \( \theta \)-nodes are \( \theta \)-nodes in the previous time slot, for example, \( \theta_1^3 \rightarrow \theta_0^3 \) and \( \theta_2^3 \rightarrow \theta_0^3 \).
- The lower nodes (\( \kappa \)-nodes) represent that the content is cached. Similarly, the superscripts of \( \kappa \)-nodes indicate their associated time slots. The subscripts are the AoI values of the content (therefore, the subscripts start with zero).

We have the following types of arcs:

1) The gray dashed arcs all terminate at \( \theta \)-nodes, and they represent that the content is not cached in the next time slot. For example, arcs \( (\theta_2^3, \theta_2^3) \) and \( (\kappa_0^3, \kappa_2^3) \) both mean that the content is not cached in time slot \( 3 \). The weights of these arcs are zero as the corresponding the \( x \)-variables and the \( z \)-variables are both zero in (11a).
2) The orange arcs all terminate at node \( \Pi \) and emanate from the nodes that are in the last time slot. These arcs are relevant to calculating the corresponding \( S_{hi}(x, z) \) and constant term \( \lambda_{hi}^* \) in (11a). The weight of any of these arcs is

\[
|R_{hi}^*| [f_i(0) + \alpha s_i] - \lambda_{hi}.
\]

The first term of (13) is for all the SCRs in \( R_{hi}^* \). If some of these requests are met by the cache, the costs in (13) will be subtracted, see further details below.

3) A blue arc connects two adjacent \( \kappa \)-nodes, both with AoI zero. Such an arc corresponds to that the content is updated in the two adjacent time slots. In this case, the corresponding \( x \)-variables and \( z \)-variables are both one in (11a). For arc \( (\kappa_0^{t-1}, \kappa_0^0) \), the weight is

\[
-|R_{\Xi}| \alpha s_i + g_{hi}(t, t, 0) - s_i(\mu_{hi}^* + \varphi_{hi}^*),
\]

where \( R_{\Xi} = \{ r \in \mathcal{R}_{hi}^* | (d_r = t) \} \). A request in \( R_{\Xi} \) is made for content \( i \), and it can be satisfied by cache server \( h \) before time slot \( t \). Clearly, if we select blue arc \( (\kappa_0^{t-1}, \kappa_0^0) \), the SCRs in \( R_{\Xi} \) can be satisfied in time slot \( t \) by cache server instead of the cloud server with AoI zero. Therefore, the first term of (13) has the effect of subtracting the download costs present in (13).

In addition, term \( g_{hi}(t, t, 0) \) is because the MCRs in \( \{ r \in \mathcal{R}_{hi}^* | (h \in \mathcal{H}_r) \land (i_r = i) \land (a_r = t) \land (d_r \geq t) \} \) can be satisfied with AoI zero.

4) A black arc emanates from a \( \kappa \)-node with nonzero AoI value, and terminates at a \( \kappa \)-node with zero AoI value. If such a black arc \( (\kappa_0^{t-1}, \kappa_0^0) \) is selected, it means that the content has not been updated for a time slots, and it is updated in time slot \( t \). In this case, the MCRs in \( \{ r \in \mathcal{R}_{hi}^* | (h \in \mathcal{H}_r) \land (i_r = i) \land (a_r = t) \land (d_r \geq t) \} \) can be satisfied in time slot \( t \) with AoI zero, so the weight of arc \( (\kappa_0^{t-1}, \kappa_0^0) \) is given by

\[
-|R_{\Xi}| \alpha s_i + \sum_{\tau=t-a}^{t} g_{hi}(\tau, t, 0) - s_i(\mu_{hi}^* + \varphi_{hi}^*).
\]

5) A red arc emanates from a \( \theta \)-node, and terminates at
a $\kappa$-node with zero AoI. If such a red arc $(\theta_{n-1}^i, \kappa_n^0)$ is selected, it means that the content is updated in time slot $t$, and also it has not been updated for some consecutive time slots. We give the following recursive function denoted by $\xi(\theta_{n-1}^i)$ that calculates how many consecutive time slots the content has not been updated at node $\theta_{n-1}^i$:

$$\xi(\theta_{n-1}^i) = \begin{cases} 1 & \text{if } \text{pre}(\theta_{n-1}^i) = \Lambda \\
\xi(\theta_{n-2}^i) + 1 & \text{if } \text{pre}(\theta_{n-1}^i) = \theta_{n-2}^i \\
\xi(\theta_{n-1}^i) & \text{if } \text{pre}(\theta_{n-1}^i) = \kappa_{n-2}^i \\
\end{cases}$$

(16)

where $\text{pre}(\cdot)$ is the predecessor of some node. For example, $\xi(\theta_2^4)$ is a recursive function calculated by $\xi(\theta_2^4) = \xi(\theta_2^1) + 1$. The value of $\xi(\theta_{n-1}^i)$ gives the weight of arc $(\theta_{n-1}^i, \kappa_n^0)$, similar to (15), is given by

$$\frac{|\mathcal{R}_\Psi|}{|\mathcal{Y}|} + \sum_{\tau = t}^{t-1} g_{hi}(\tau, t) \leq s_i(\mu_{hi} + \varphi_{hi}^*) - s_i(\mu_{hi} + \varphi_{hi}^*).$$

(17)

6) The purple arcs represent Aol evolution over time slots when the content is cached but not updated. For these arcs, the corresponding $x$-variables are zero, but the corresponding $z$-variables are one. The weight of arc $(\kappa_{a-1}^i, \kappa_n^0)$ is given by

$$\frac{|\mathcal{R}_\Psi|}{|\mathcal{Y}|} + \sum_{\tau = t}^{t-1} \sum_{\tau = t}^{t-1} [-f_i(0) - a s_i + f_i(\max\{0, a - \tau\}) + g_{hi}(t, t, a) - s_i \mu_{hi}].$$

(18)

Theorem 2. For content $i$ and cache server $h$, $\text{SP}_{hi}$ can be solved in polynomial time as a shortest path problem.

Proof. We show that the optimal solution of $\text{SP}_{hi}$ can be obtained as the shortest path in the graph constructed. Suppose the optimal solution of $\text{SP}_{hi}$, i.e., $x^*$ and $z^*$, is given. A corresponding path is constructed as follows.

1) Starting with time slot one:

- If $z_{h1}^* = 0$ and $x_{h110}^* = 0$, arc $(\Lambda, \theta_1)$ is selected.
- If $z_{h1}^* = 1$ and $x_{h110}^* = 1$, arc $(\Lambda, \kappa_0^1)$ is selected.

2) For time slot $t (t > 1)$:

- If $z_{h1t}^* = 0$ and $x_{h110}^* = 0$ for all $a \in \{0, 1, \ldots, t-1\}$, arc $(\theta_{n-1}^i, \theta_n^0)$ or $(\kappa_{a-1}^i, \theta_n^0)$ is selected according to which one applies in the previous time slot.

### Algorithm 1: Column generation algorithm

**Input:** $\mathcal{H}, \mathcal{I}, \mathcal{T}, \mathcal{C}_h, \mathcal{G}_h, \forall h \in \mathcal{H}, s_i, f_i(a), \forall i \in \mathcal{I}$

**Output:** $\chi^*, y^*, L'$

1. Initialize $L'$
2. repeat
   3. Solve RMP to obtain the optimum $(\chi^*, y^*)$ and dual optimum $(\pi^*, \mu^*, \varphi^*, \lambda^*)$
   4. for $h \in \mathcal{H}, i \in \mathcal{I}$ do
      5. Solve $\text{SP}_{hi}(11)$ by a shortest path algorithm
      6. if the optimum of (11a) < 0 then
         7. Add the corresponding column to $L'$
   until The optimum of (11a) $\geq 0, \forall h \in \mathcal{H}, i \in \mathcal{I}$
9. return $\chi^*, y^*, L'$

- If $z_{h1t}^* = 1$ and $x_{h1t0}^* = 1$, arc $(\theta_{n-1}^i, \kappa_0^0)$ or $(\kappa_{a-1}^i, \theta_n^0)$ is selected.
- If $z_{h1t}^* = 1$ and $x_{h1ta}^* = 1 (a \neq 0)$, arc $(\kappa_{a-1}^i, \theta_n^0)$ is selected.

3) Finally, one of the orange arcs $(\theta_n^0, \Pi)$ and $(\kappa_n^0, \Pi)$ is selected to reach node $\Pi$.

Clearly, a path from node $\Lambda$ to $\Pi$ is constructed in this way. According to (13)-(18), the cost of the derived path equals the object function value of $\text{SP}_{hi}$ for $x^*$ and $z^*$.

Conversely, consider the shortest path. For time slot $t$:

- If the path contains any $\theta$-node in time slot $t$, we set $z_{h1t} = 0$ and $x_{h1ta} = 0 (\forall a \in \{0, 1, \ldots, t-1\})$.
- If the path contains node $\kappa_n^0$ in time slot $t$, we set $z_{h1t} = 1$, $x_{h1ta} = 1$, and $x_{h1ta} = 0 (a \neq \bar{a})$.

With this variable value setting, the objective function has the same value as the path length (i.e., total arc weights). One can observe that the solution constructed in this way satisfies the constraints of the SP because any path from node $\Lambda$ to $\Pi$ adheres to constraints (1) and (2).

In addition, the shortest path problem in directed acyclic graph can be solved in polynomial time no matter if the arc costs are negative or not [33]. There are $O(|T|^3)$ nodes and arcs in the corresponding graph, therefore, the complexity of solving the shortest path problem is $O(|T|^3)$. Hence the conclusion.

The column generation algorithm (CGA) is summarized in Algorithm 1. The algorithm first initializes $L_{hi}'$ for all-zero column. Then CGA solves RMP and obtains the optimal values of its dual variables. For each content $i$ for cache server $h$, CGA will find the column with minimal reduced cost via solving the corresponding shortest path problem, and add it to $L_{hi}'$ if the reduced cost is negative. The algorithm will terminate if all reduced costs are non-negative.

### 4.4 Rounding Algorithm

We remark that Algorithm 1 ends with a solution (i.e., $\chi^*$) that is not necessarily integer. At this stage, the objective
function value is a lower bound (LB) of the global optimum. To obtain an integer solution, a naive rounding strategy is to fix some fractional $\chi$-variable to be one or zero. However, this choice is quite aggressive because the decisions over all time slots for the corresponding content become all fixed when one $\chi$-variable is fixed, and thus we have no chance to alter the solution of this content at all.

We first define two following indicators that can be viewed as the likelihood of caching and updating content $i$ for cache server $h$ in time slot $t$, respectively:

\begin{align}
\Gamma_{hit} &= \sum_{t' \in L'} q_{hit'} \chi_{hit'}^*, \\
\Omega_{hit} &= \sum_{t' \in L'} p_{hit'} \chi_{hit'}^*.
\end{align}

In the light of the use of disjunction in branch-and-bound in solving integer programs [54], we consider rounding the $\Gamma$-variables and the $\Omega$-variables instead of the $\chi$-variables. In the following, we prove a relationship among $\chi^*$, $\Gamma$, and $\Omega$, and then propose a rounding algorithm based on this result.

**Theorem 3.** $\chi^*$ is integer if and only if $\Gamma$ and $\Omega$ are integers.

**Proof.** The necessity is obvious by the definition of $\Gamma$ and $\Omega$. For sufficiency, assume $\Gamma$ and $\Omega$ are integer. Suppose $\chi^*$ is fractional, i.e., for some $\chi_{hit}^*$, we have $0 < \chi_{hit}^* < 1$. By the counterpart of (9) in RMP, we know that at least one more fractional $\chi$-variable for content $i$ and cache server $h$ must exist. Suppose we have two columns $\ell_1, \ell_2 \in L_{hit}'$, and their corresponding $\chi_{hit1}$ and $\chi_{hit2}$ are such that

- $\chi_{hit1}$ and $\chi_{hit2}$ are both fractional,
- $\chi_{hit1} + \chi_{hit2} = 1$.

Then we can infer that

\begin{equation}
\Gamma_{hit} = \sum_{t' \in L'} q_{hit'} \chi_{hit'}^* = q_{hit1} \chi_{hit1}^* + q_{hit2} \chi_{hit2}^*.
\end{equation}

Because every column is unique in $L_{hit}'$, we can always find some time slot $t$ in which $q_{hit1} = 1$, $q_{hit2} = 0$ or $q_{hit1} = 0$, $q_{hit2} = 1$. In this time slot, $\Gamma_{hit}$ equals $q_{hit1} \chi_{hit1}^*$ or $q_{hit2} \chi_{hit2}^*$, respectively, and thus $\Gamma_{hit}$ must be fractional, which contradicts the assumption. The argument is easily generalized to more than two columns. Moreover, the same argument applies to $\Omega$. Hence the conclusion. \hfill $\square$

By Theorem 3 we can perform rounding on $\Gamma$ and $\Omega$ after column generation, instead of $\chi^*$. That is, we fix some $\Gamma$-variables and $\Omega$-variables to be zero or one, then the columns violating these fixed values will be removed from $L_{hit}'$. This is much less aggressive in rounding than fixing $\chi$-variables because the decision of only one time slot is made, instead of over all time slots. The rounding algorithm is summarized in Algorithm 2. More specifically, Algorithm 2 has four stages:

1) **Steps 119** We first fix the entities that are integer. Namely, if $\Omega_{hit} = 1$, we fix $\Omega_{hit}$ and $\Gamma_{hit}$ to be both one. Similarly, if we fix both $\Omega_{hit}$ and $\Gamma_{hit}$ to be both zero if $\Gamma_{hit} = 0$.

2) **Steps 119** For rounding, we first consider fractional $\Omega$ as it impacts both cache and backhaul capacities. We find the $\Omega_{hit}$ ($i \in I$, $t \in T$) that is closest to zero or one (Step 13) for each cache server $h$ ($h \in H$). In the former case, we fix $\Omega_{hit}$ to be zero. In the latter case, if the remaining capacities admit content size $\sigma_i$, we fix both $\Omega_{hit}$ and $\Gamma_{hit}$ to be one.

3) **Steps 2033** If $\Omega$ is integer, we subsequently consider fractional $\Gamma$, if any. Similarly, we first fix the integer entities (Steps 2124), i.e., fix $\Gamma_{hit}$ to be one if $\Gamma_{hit} = 1$. Then we find the $\Gamma_{hit}$ ($i \in I$, $t \in T$) that is closest to being an integer for each cache server $h$ ($h \in H$), and perform rounding as above.

4) **Steps 3436** Finally, we recalculate the remaining backhaul and cache capacities, and remove all the incompatible columns from $L_{hit}'$. The incompatible columns include the two following types:

- The columns violating the rounding decisions, e.g., we need to remove all $\ell$ in which $p_{123\ell} = 0$ if we have fixed $\Omega_{123} = 0$.
- The columns corresponding to updating or caching a content in some time slot but this would exceed the backhaul or cache capacity.

4.5 **Repeated Column Generation Algorithm**

After a rounding operation, there may exist additional columns that will improve the RMP. Therefore we perform our column generation algorithm and rounding algorithm alternately to obtain an integer solution. After the alternative process terminates, all the $\Omega$ and $\Gamma$-variables are integers, and we can obtain an integer solution $\chi^*$ by Theorem 3. Once integer $\chi^*$ is found, the corresponding optimal values of binary $y$-variables are determined in constant time $O(|R^m|)$.

We name the overall algorithm repeated column generation algorithm (RCGA), summarized in Algorithm 3. Note that Steps 3181920124 of Algorithm 2 are in fact for RCGA. These steps remove some nodes and their arcs in the graph of SPs such that the columns generated by subsequent SPs comply to the rounding decisions. As there are $H$ cache servers, $I$ contents, and $T$ time slots, and at least $H$ elements of the $\Omega$-variables or the $\Gamma$-variables become integer in each iteration, the process is executed in at most $I \times T$ iterations.

5 **Performance Evaluation**

5.1 **Preliminaries**

In this section, we show performance results of RCGA. We consider MCSP instances of both three and sevel cells. The requests for contents follow a binomial distribution $B(I, 0.5)$. Let $\rho^n \in (0, 1)$ be the percentage of MCRs. In our simulation, the MCRs have either two or three candidate cache servers. Denote the ratio between the number of MCRs with three candidate servers to that of two candidate servers by $\rho^3$. We will present the numerical results for
Algorithm 2: Rounding algorithm

Input: $\chi^*, C_h, G_h, s_i, L_{hit}^v \forall h \in H, i \in I$
Output: $L_{hit}^v \forall h \in H, i \in I$
1 Compute $\Gamma$ and $\Omega$ by (19) and (20)
2 for $h \in H, i \in I, t \in T$ do
3   if $\Omega_{hit} = 1$ then // $\Gamma_{hit}$ must be one
4       Fix both $\Omega_{hit}$ and $\Gamma_{hit}$ to be one
5       Remove all the nodes in time slot $t$ except
6       node $k'_0$ and their arcs from the graph of
7       $SP_{hi}$
8   if $\Gamma_{hit} = 0$ then // $\Omega_{hit}$ must be zero
9       Fix both $\Omega_{hit}$ and $\Gamma_{hit}$ to be zero
10      Remove all the $\kappa$-nodes in time slot $t$ and
11      their arcs from the graph of $SP_{hi}$
12 for $h \in H, i \in I$ do
13   if $\exists \Omega_{hit} \notin \mathbb{Z}$ ($i \in I, t \in T$) then
14       $(\hat{h}, \hat{i}, \hat{t}) \leftarrow \arg\min\{\Delta_{hit}(h_i) \mid \Delta_{hit} = \min\{\Omega_{hit}, 1 - \Omega_{hit}\}\} \land (\Omega_{hit} \notin \mathbb{Z}) \land (i \in I, t \in T)$
15   if $(\Omega_{hit} < 0.5) \lor (s_i > G_{hit})$ then
16       Fix $\Omega_{hit}$ to be zero
17       Remove node $k'_0$ and its arcs from the graph of $SP_{hi}$
18   else
19       Fix both $\Omega_{hit}$ and $\Gamma_{hit}$ to be one
20       Remove all the nodes in time slot $\hat{t}$ except
21       node $k'_0$ and their arcs from the graph of $SP_{hi}$
22 for $i \in I, t \in T$ do
23   if $\Gamma_{hit} = 1$ then
24       Fix $\Gamma_{hit}$ to be one
25       Remove all the $\theta$-nodes in time slot $t$
26       and their arcs from the graph of $SP_{hi}$
27   for $t \in T$ do
28       Compute $C_{hit}$
29       $(\hat{h}, \hat{i}, \hat{t}) \leftarrow \arg\min\{\Delta_{hit}(h_i) \mid \Delta_{hit} = \min\{\Gamma_{hit}, 1 - \Gamma_{hit}\}\} \land (\hat{h} \notin \mathbb{Z}) \land (i \in I, t \in T)$
30   if $(\Gamma_{hit} < 0.5) \lor (s_i > \hat{C}_{hit})$ then
31       Fix $\Gamma_{hit}$ to be zero
32       Remove all the $\kappa$-nodes in time slot $\hat{t}$ and
33       their arcs from the graph of $SP_{hi}$
34   else
35       Fix $\Gamma_{hit}$ to be one
36       Remove all the $\theta$-nodes in time slot $\hat{t}$ and
37       their arcs from the graph of $SP_{hi}$
38 for $h \in H, t \in T$ do
39       Compute $G_{hit}$ and $\hat{C}_{hit}$
40       Remove all incompatible columns from
41       $L_{hit}^v \forall i \in I$ and the corresponding $\chi$-variables
42 return $L_{hit}^v \forall h \in H, i \in I$

Algorithm 3: The framework of RCGA

Input: $H, I, T, C_h, G_h, \forall h \in H, s_i, f_i(a), \forall i \in I$
Output: $\chi^*, y^*, L_{hit}^v \forall h \in H, i \in I$
1 Apply Algorithm 1 to obtain $\chi^*$
2 while $\chi^* \notin \mathbb{Z}$ do
3   Apply Algorithm 2 // rounding operation
4   Apply Algorithm 3 to obtain $\chi^*$
5 Obtain $y^*$ when $\chi^*$ is given // easy to solve
6 return $\chi^*, y^*, L_{hit}^v$

Various values of $\rho^m$ and $\rho^t$. The cache capacity is set to be $C_h = \sum s_i \forall h \in H$. We are more interested in the impact of backhaul capacity as it is a bottleneck for AoI, so we set it to be $G_h = G = \rho^h \sum s_i \forall h \in H$, and vary $\rho^h$ in the interval $[0.1, 0.5]$. We take $f_i(a) = e^a$ as our AoI cost function, and the function is in fact the reciprocal of an Aol utility function in [30]. In addition, we set $a = 11$ and $\beta = 1$. The size of contents is uniformly generated within $[1, 10]$.

5.2 Benchmarks

In our simulation, we use three benchmark schemes.

5.2.1 PBA

We take the cost obtained by a heuristic algorithm named Popularity-based Algorithm (PBA) [35] as a baseline scheme. In PBA, a content with many requests has higher priority of being cached and updated, and the cached contents will be subject to update when its AoI cost has reached half of its download cost. If the cache or backhaul capacity does not allow a content to be cached or updated, PBA will consider the next content by the prioritization.

5.2.2 OPT

This baseline scheme is the optimum of ILP [9] obtained by Gurobi optimizer [32]. With this benchmark, we can accurately measure the deviation of RCGA and PBA from the optimum. However, it is computationally difficult to obtain global optimum for the 7-cell instances, so we use it for evaluation only for 3-cell instances.

5.2.3 LB

We also take the LB obtained by performing column generation without rounding as a reference value. It is a valid comparison because the deviation with respect to the global optimum will never exceed the deviation from the LB. We will see that, numerically, using the LB remains accurate in gauging the gap from the optimum.

5.3 Rounding Strategy Performance

In Section 4.3, we claimed that a naive strategy that directly performs rounding on the $\chi$-variables might not be satisfactory. Table 1 shows a comparison of the solutions obtained by the naive rounding strategy (NRS) and RCGA for 3-cell and 7-cell scenarios with 100 instances each. Success
rate represents the percentage instances for which rounding leads to feasible solutions. It can be seen that NRS has a much lower success rate than RCGA. Column Gap in the table is the average gap of the feasible solutions from the optimum/LB. Obviously, RCGA is superior to NRS.

**TABLE 1: Comparison between NRS and RCGA**

| Method   | Scale | Success rate | Gap  |
|----------|-------|--------------|------|
| NRS      | 3-cell| 61%          | 2.6% |
|          | 7-cell| 48%          | 5.2% |
| RCGA     | 3-cell| 100%         | 0.8% |
|          | 7-cell| 100%         | 1.2% |

**5.4 Overall Performance and Analysis**

Figs. 4 and 5 show the performance results for various numbers of contents and requests, respectively. Overall, the numerical results demonstrate that RCGA can provide very good solutions with at most 2.4% deviation from the optimum/LB, and outperforms PBA significantly.

The results in Fig. 4 present that the cost obtained by RCGA changes only slightly when increasing the number of contents, whereas there is a significant increase for PBA. When the number of contents increases, more relatively unpopular contents will be requested due to the binomial distribution, and these requests for result in a higher download cost for PBA. The solutions offered by RCGA are based on specific requests, so the increasing number of contents hardly impacts on RCGA when the number of requests is fixed.

Fig. 5 shows the impact of the number of requests on cost. We can see that the costs obtained by RCGA and PBA both increase almost linearly with the number of requests. Thus the relative gap of the solutions offered by both PBA and RCGA from the optimum/LB actually decreases. The reason is that with larger number of requests, the cached contents are also requested more often.

**5.5 Impact of MCRs**

We are curious about the impact of the proportion of MCRs on RCGA in the aspects of the solution time and the optimality gap from the LB, thus we examine RCGA for the 7-cell instances with different values of $\rho^m$ and $\rho^t$. The results are shown in Table 2. We can see that RCGA can efficiently provide good solutions that are at most 1.59% from the LB.

Also, the results in Table 2 demonstrate that the solution time of RCGA is hardly impacted by the number of MCRs. This is because the proportion of MCRs affects the scale of RMP but not the SP, and the time of solving SPs dominates the overall solution time in RCGA.

**5.6 Impact of Backhaul Capacity**

In some cases, backhaul capacity will be the bottleneck resulting in a higher download cost. We evaluate a 7-cell instance under varying backhaul capacity levels. Fig. 6 shows both the cost and the proportions of three types of cost within the overall cost. Apparently, the cost decreases by increasing the backhaul capacity. Moreover, the proportion of download cost also decreases because more requests can be satisfied with the cached and low-AoI contents, instead of using the cloud server. There is a saturation effect on PBA when $\rho^b \geq 0.2$, however. We can see that, for PBA, the
Fig. 6: For various backhaul capacity levels in a 7-cell instance, the line shows the cost (labeled on the left y-axis), and the bars show the proportions of three types of content cost (labeled on the right y-axis) within the overall cost. The parameters of the instance are $I = 200$, $R = 5000$, $T = 12$, $\rho^m = 40\%$, and $\rho^t = 1 : 1$.

download cost always exists no matter how large the backhaul capacity is. This is because those requests for relatively unpopular contents have to be satisfied by the cloud server. For RCGA, the download cost can be decreased to zero when $\rho^b \geq 0.25$, as RCGA is request-tailored. In addition, with larger backhaul capacity, intuitively the proportion of update cost will grow at optimum, whereas in addition to the download cost, the AoI cost proportion shall go down due to higher information freshness. This is indeed the case for RCGA.

6 Conclusion

We have considered a content scheduling problem for multicell caching where the multiple cells are coupled with each other due to overlapping coverage areas. We have proved the NP-hardness of the problem. We formulated the problem as an integer linear program (ILP). The ILP provides optimal solutions, but it is not practical to large-scale instances in terms of running time. Making the use of the structure of this optimization problem, we have proposed an algorithm based on column generation. The algorithm can efficiently obtain close-optimal solutions that are within a few percent from global optimality. These observations together represent a step closer toward deploying large-scale MEC systems.
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