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We discuss a possible dependence of the chiral magnetic effect (CME) on the elliptic flow coefficient \( v_2 \). We first study this in a hydrodynamic model for a static anisotropic plasma with multiple anomalous \( U(1) \) currents. In the case of two charges, one axial and one vector, the CME formally appears as a first-order transport coefficient in the vector current. We compute this transport coefficient and show its dependence on \( v_2 \). We also determine the CME coefficient from first-order corrections to the dual anti-de Sitter background using the fluid-gravity duality. For small anisotropies, we find numerical agreement with the hydrodynamic result.
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I. INTRODUCTION

In the last couple of years the chiral magnetic effect (CME) has attracted much attention as a candidate for the explanation of an experimentally observed charge asymmetry in heavy-ion collisions, as seen by the STAR \(^1\), PHENIX \(^2\) and ALICE \(^3\) collaborations. The CME is a hypothetical phenomenon which states that, in the presence of a magnetic field \( \vec{B} \), an electric current is generated along \( \vec{B} \) in the background of topologically nontrivial gluon fields \(^4\,^5\). Analogous effects were found earlier in neutrino \(^6\), electroweak \(^7\) and condensed matter physics \(^8\). Lattice QCD results \(^9\,^{10}\) suggest the existence of the effect, although the magnitude of the CME-induced charge asymmetry may be too small to explain the observed charge asymmetry \(^11\).

In a recent experiment, the charge separation is measured as a function of the elliptic flow coefficient \( v_2 \). The data is taken from (rare) Au+Au collisions with 20–40% centrality but different \( v_2 \). In this way \( v_2 \) is varied while at the same time the number of participating nucleons (and therefore the magnetic field) is kept almost constant. The plots in \(^11\) suggest that the charge separation is proportional to \( v_2 \). If this holds true, the charge separation will depend on the event anisotropy.

In this paper we address the question of whether and how the CME depends on the elliptic flow \( v_2 \). We study this both in hydrodynamics and in terms of a holographic gravity dual. The hydrodynamical approach to the CME and CME-related phenomena was proposed in \(^12\,^{20}\). There, the CME appears in form of a nonvanishing transport coefficient in the electric current, \( j = \kappa_B \vec{B} \), which measures the response of the system to an external magnetic field \(^12\,^{21}\). In \(^20\), the chiral magnetic conductivity in an isotropic fluid was determined as

\[
\kappa_B = C \mu_5 \left( 1 - \frac{\mu_P}{e + P} \right),
\]

where the constant term is the standard term for the CME and depends only on the axial anomaly coefficient \( C \) and the axial chemical potential \( \mu_5 \). The second term proportional to the factor \( \frac{\mu_P}{e + P} \) reflects the dynamics of the fluid and has a chance to depend on \( v_2 \) in the anisotropic case.

In the first part of the paper we study this in a hydrodynamic model for an anisotropic fluid with multiple anomalous \( U(1) \) charges (This model extends those in \(^22\,^{23}\)). We compute the CME coefficient \( \kappa_B \) and express the result in terms of the momentum anisotropy \( \varepsilon_p \) defined as

\[
\varepsilon_p = \frac{\langle P_T - P_L \rangle}{\langle P_T + P_L \rangle},
\]

where \( P_T \) and \( P_L \) are the pressures in the plane transverse to the beam line (In our conventions the indices \( L \) and \( T \) refer to the longitudinal and transverse direction with respect to an anisotropy vector \( v_\mu \) normal to the reaction plane, see Fig.\(^1\)). A sketch of \( \varepsilon_p \) as a function of the proper time \( \tau \) is shown in Fig.\(^1\) \( \varepsilon_p \) describes the build-up of the elliptic flow in off-central collisions. Our model describes a state after thermalization with unequal pressures \( P_T \neq P_L \). At freeze-out \( \varepsilon_p \) roughly equals \( v_2 \), and we find that for small anisotropies the CME-coefficient \( \kappa_B \) increases linearly with \( v_2 \).
In the second part of the paper we perform a holographic computation of $\kappa_B$ in the dual gravity model. A similar computation was previously done in [20] for the STU model [21], a string-theory-inspired prototype of an (isotropic) anti-de Sitter (AdS) black hole solution with three $U(1)$ charges. Other holographic approaches to the CME can be found in [28–38].

In the anisotropic case, we first need to construct an appropriate gravity background. As an ansatz, we choose a multiply charged AdS black hole solution with some additional functions $w_L$ and $w_T$ inserted which will make the background anisotropic and $\varepsilon_{\mu \nu \lambda}$-dependent. Since analytical solutions for charged anisotropic backgrounds are notoriously difficult to find, we will use shooting techniques to find a numerical solution. Other AdS backgrounds dual to anisotropic fluids are constructed in [39–41].

As the AdS solution in [32], the background is static and does not describe the process of isotropization. Even though such models have some limitations [33], they are nevertheless useful for the computation of transport coefficients. We show this, following [20], by determining $\kappa_B$ from the first-order corrections to this background using the fluid-gravity duality [42]. Small anisotropies, we find numerical agreement with the hydrodynamic result for $\kappa_B$. Other (dissipative) transport coefficients in strongly-coupled anisotropic plasmas are discussed in [43–45].

The paper is organized as follows. In Sec. II we review the hydrodynamics of an anisotropic relativistic fluid with several $U(1)$ charges and triangle anomalies. We then compute the vortical and magnetic conductivities of such a fluid by extending the method of Son and Surowka [14] to the anisotropic case. In Sec. III we construct the dual gravity background and present a numerical solution for its gauge field and metric functions. In Sec. IV we use this background to perform a holographic computation of the vortical and magnetic conductivities.

II. HYDRODYNAMICS OF ANISOTROPIC FLUIDS WITH TRIANGLE ANOMALIES

The hydrodynamic regime of isotropic relativistic fluids with triangle anomalies has been studied in [14–19], and much can be taken over to the anisotropic case. Such fluids typically contain $n$ anomalous $U(1)$ charges which commute with each other. The anomaly coefficients are given by a totally symmetric rank-3 tensor $C^{abc}$. The hydrodynamic equations are given by

$$\partial_\mu T^{\mu \nu} = F^{\mu \alpha} j_\alpha = C^{abc} E^b \cdot B^c, \quad (3)$$

where $E^{\mu \alpha} = F^{\mu \alpha \nu} u_\nu$, $B^{\mu \alpha} = \frac{1}{4} e^{\mu \alpha \beta \gamma} u_\gamma F^{\alpha \beta}$ ($a = 1, \ldots, n$) are electric and magnetic fields, and $F^{\mu \nu} = \partial_\mu A^{\nu} - \partial_\nu A^{\mu}$ denotes the gauge field strengths. As in [14], we expand the constitutive equations for $T^{\mu \nu}$ and $j^\mu$ up to first order, taking $A^{\mu}_a \sim O(p^0)$ and $F^{\mu \nu}_a \sim O(p)$. The gauge fields $A^{\mu}_a$ are nondynamical. In anisotropic relativistic fluids, the hydrodynamic equations are again given by (3) but the stress-energy tensor $T^{\mu \nu}$ and $U(1)$ currents $j^{\mu \nu}$ now have the more general form

$$T^{\mu \nu} = (\epsilon + P_T) u^{\mu} u^{\nu} + P_T g^{\mu \nu} - \Delta u^{\mu} v^{\nu} + \tau^{\mu \nu}, \quad (4)$$

$$j^{\mu \nu} = \rho^a u^{\mu} + v^{\mu \nu}, \quad (5)$$

where $\epsilon$ is the energy density, $\rho^a$ are the $U(1)$ charge densities, $\Delta = P_T - P_L$, and $P_T$ and $P_L$ denote the transverse and longitudinal pressures, respectively [23–25]. $g^{\mu \nu}$ is the metric with signature $(-, +, +, +)$. $\tau^{\mu \nu}$ and $v^{\mu \nu}$ denote higher-gradient corrections, for which we require $u^{\mu} \tau^{\mu \nu} = 0$ and $u^{\mu} v^{\mu \nu} = 0$.

The four-vectors $u^{\mu}$ and $v^{\mu}$ describe the flow of the fluid and the direction of the longitudinal axis, respectively. The vector $v^{\mu}$ is spacelike and orthogonal to $u^{\mu}$,

$$u^{\mu} v^{\mu} = -1, \quad v^{\mu} u^{\mu} = 1, \quad u^{\mu} v^{\mu} = 0. \quad (6)$$

It is convenient to define the proper time $\tau = \partial^\mu \ln \tau = v^{\mu} \partial^{\mu} v^{\nu}$. In the rest frame of the fluid, $u^{\mu} = (1, 0, 0, 0)$ and $v^{\mu} = (0, 0, 0, 1)$, the stress-energy tensor becomes diagonal,

$$T^{\mu \nu} = \begin{pmatrix} \epsilon & 0 & 0 & 0 \\ 0 & P_T & 0 & 0 \\ 0 & 0 & 0 & P_L \\ 0 & 0 & 0 & P_L \end{pmatrix}. \quad (7)$$

In conformal fluids, the stress-energy tensor is traceless, $T^{\mu \nu} = 0$, and $\epsilon = 2P_T + P_L$. Clearly, the isotropic case corresponds to equal pressures $P_T = P_L$.

For simplicity, we restrict to the case of a single charge in Secs. II A and II B $n = 1$. In Secs. II C and II D we generalize our findings to arbitrary $n$ and discuss the case $n = 2$, which is relevant for the CME.

A. Thermodynamics of an anisotropic fluid with chemical potential ($n = 1$)

Hydrodynamic models for an anisotropic fluid (without chemical potential) have been studied in [23–25]. Following these works, we derive some thermodynamic identities, now for the case of a fluid with a chemical potential $\mu$.

These identities can be found by computing the quantity

$$I_0 = u_\nu \partial_\mu T^{\mu \nu} + \mu \partial_\mu j^{\mu}$$

at zeroth order. Since the right-hand side of (4) can be dropped at order $O(p^0)$, we have $I_0 = 0$. Using $\partial_\mu (su^{\mu}) = 0$, we get

$$u_\nu \partial_\mu T^{\mu \nu} = -u^{\mu} \partial_\mu \epsilon - (\epsilon + P_T - \Delta u^{\mu} \partial^{\mu} \ln \tau) = -u^{\mu} \partial_\mu \epsilon - \frac{\Delta}{\tau} u^{\mu} \partial_\mu \tau, \quad (8)$$

$$\mu \partial_\mu j^{\mu} = \mu (\partial_\mu \mu) u^{\mu} - \frac{\mu}{s} u^{\mu} \partial_\mu s. \quad (9)$$

The symmetries allow in principle for more general currents $j^{\mu \nu} = \rho^a u^{\mu} + c^a v^{\mu \nu} + \omega^{\mu \nu}$ with some coefficients $c^a$. Here we switch off all the ‘electric’ background currents, $c^a = 0$. 

$$1$$
As in [24], we consider a generalized energy density $\epsilon = \epsilon(s, \rho, \tau)$, which depends not only on the entropy density $s$ and particle density $\rho$ but also on the new variable $\tau$. Its differential is
\[
d\epsilon = \left( \frac{\partial \epsilon}{\partial s} \right)_{\rho, \tau} ds + \left( \frac{\partial \epsilon}{\partial \rho} \right)_{s, \tau} d\rho + \left( \frac{\partial \epsilon}{\partial \tau} \right)_{s, \rho} d\tau,
\]
with
\[
\left( \frac{\partial \epsilon}{\partial s} \right)_{\rho, \tau} = T, \quad \left( \frac{\partial \epsilon}{\partial \rho} \right)_{s, \tau} = \mu, \quad \left( \frac{\partial \epsilon}{\partial \tau} \right)_{s, \rho} = -\frac{\Delta}{\tau}.
\]
The temperature and the chemical potential are defined in the usual way. If we also impose $\left( \partial \epsilon / \partial \tau \right)_{s, \rho} = -\Delta / \tau$ and substitute [31] into [6], then $I_0 = 0$ implies the following thermodynamical identities for an anisotropic fluid:
\[
\epsilon + P_T = Ts + \mu \rho, \quad dP_T = \frac{\Delta}{\tau} d\tau + s dT + \rho d\mu, \quad d\epsilon = T ds + \mu d\rho - \frac{\Delta}{\tau} d\tau,
\]
in agreement with [23] for $\mu = 0$.

### B. Vortical and magnetic coefficients ($n = 1$)

We now discuss corrections to the $U(1)$ current $j^\mu \equiv j^{1 \mu}$ ($n = 1$). In anisotropic fluids the transport coefficients are usually promoted to tensors such that one should consider first-derivative corrections of the type
\[
\nu^\mu = (\xi_\omega)^{\nu} \omega^\nu + (\xi_B)^{\mu \nu} B^\nu,
\]
where $\omega^\mu = \frac{1}{2} \epsilon^{\nu \rho \sigma} u_\nu \partial_\rho u_\sigma$ is the vorticity, and $B^\mu$ is an external magnetic field. In Landau frame $u_\nu \omega^\nu = 0$ and therefore $u_\nu (\xi_\omega)^{\nu} \omega^\nu = 0$ (and similar for $(\xi_B)^{\mu \nu}$). This is satisfied e.g. for $(\xi_\omega)^{\nu} \nu = \xi_\omega \delta^\nu_\nu$, since $u_\nu \omega^\nu = 0$ (We do not consider other components of $\xi_\omega$ here). We therefore restrict to consider corrections of the type
\[
\nu^\mu = \xi_\omega \omega^\mu + \xi_B B^\mu,
\]
as in the isotropic case [14]. Our goal is to compute the vortical and magnetic conductivities $\xi_\omega$ and $\xi_B$. These transport coefficients can be found by assuming the existence of an entropy current $s^\mu$ with a non-negative derivative $\partial_\mu s^\mu \geq 0$. The computation closely follows that of [14].

The hydrodynamic Eqs. [3] imply that the quantity
\[
I_1 = u_\nu \partial_\mu T^{\nu \mu} + \mu \partial_\mu j^\mu + E^\mu \nu_\mu - \mu C E^\mu B^\mu
\]
vanishes at first order, $I_1 = 0$. Substituting the explicit expressions for the stress-energy tensor and $U(1)$ currents into $I_1$ and using the thermodynamical identities [12] and [14], we find
\[
\partial_\mu \left( su^\mu - \frac{\mu}{T} v^\mu \right) = -\frac{1}{T} \partial_\mu u^\nu T^{\nu \mu} - v^\mu \left( \partial_\mu \frac{\mu}{T} - \frac{E^\mu}{T} \right),
\]
which is exactly the same equation for the entropy production as in the isotropic case [14].

In the following, we will need the identities
\[
\partial_\mu \omega^\mu = -\frac{2}{\epsilon + P_T} \omega^\mu \left( \partial_\mu P_T - \Delta \partial_\mu \ln \tau - \rho E^\mu \right),
\]
\[
\partial_\mu B^\mu = -2 \omega^\mu E^\mu - \frac{B^\mu}{\epsilon + P_T} \left( \partial_\mu P_T - \Delta \partial_\mu \ln \tau - \rho E^\mu \right),
\]
which we derived from ideal hydrodynamics in Appendix A. In deriving these identities we assumed that the fluid satisfies
\[
\partial_\mu v^\mu = 0, \quad v^\mu \partial_\mu \Delta = 0.
\]
The first equation is basically a “continuity equation” for the vector $v^\mu$. There are no sources for the generation of anisotropy. The second equation imposes an orthogonality relation between the gradient of the pressure difference $\Delta = P_T - P_L$ and $v^\mu$.

As in [14], we assume a generalized entropy current of the form
\[
s^\mu = su^\mu - \frac{\mu}{T} v^\mu + D \omega^\mu + D_B B^\mu,
\]
where $\xi_\omega$, $\xi_B$, $D$, and $D_B$ are functions of $T$, $\mu$ and $\tau$. We now compute $\partial_\mu s^\mu$, using [15] and [19] and impose $\partial_\mu s^\mu \geq 0$. Since the coefficients in front of $\omega^\mu$, $B^\mu$, $\omega_\mu E^\mu$ and $E^\mu B^\mu$ inside $\partial_\mu s^\mu$ can have either sign, we require them to vanish and obtain the following four differential equations:
\[
\partial_\mu D - \frac{2D}{\epsilon + P_T} \left( \partial_\mu P_T - \Delta \partial_\mu \ln \tau \right) - \xi_\omega \partial_\mu \frac{\mu}{T} = 0, \quad \partial_\mu D_B - \frac{D_B}{\epsilon + P_T} \left( \partial_\mu P_T - \Delta \partial_\mu \ln \tau \right) - \xi_B \partial_\mu \frac{\mu}{T} = 0,
\]
\[
\frac{2\rho D}{\epsilon + P_T} - 2D_B + \frac{\xi_\omega}{T} = 0, \quad \frac{\rho D_B}{\epsilon + P_T} + \frac{\xi_B}{T} - C \frac{\mu}{T} = 0.
\]
For $\Delta = 0$, these equations reduce to those in the isotropic case [14].

In Appendix 13 we solve [22] for $D$, $D_B$, $\xi_\omega$ and $\xi_B$. As a result, we find the vortical and magnetic conductivities
\[
\xi_\omega = C \left( \mu^2 - \frac{2}{3} \frac{\rho \mu^2}{\epsilon + P_T} \right) + O(T^2), \quad \xi_B = C \left( \mu - \frac{1}{2} \frac{\rho \mu^2}{\epsilon + P_T} \right) + O(T^2),
\]
where $O(T^2)$ denotes terms proportional to $T^2$, see \[13\] in Appendix \[13\]. These terms are related to gravitational triangle anomalies \[13, 43\] and may, in the anisotropic case, depend on the proper time $\tau$. In the absence of gravitational anomalies, which we do not discuss in this paper, the conductivities do not depend on $\tau$. Apart from these changes in $O(T^2)$, the relations have the same form as in the isotropic case but with $P$ replaced by the transverse pressure $P_T$.

\section{Multiple charge case ($n$ arbitrary)}

The generalization of the previous computation to a fluid with multiple anomalous $U(1)$ charges is straightforward, and we only state the result here. The corrections $\nu^\mu$ of the currents $j^\mu$ in \[9\] are

$$\nu^\mu = \xi_0^\mu \omega^\mu + \xi_B^b B^{b\mu}, \quad (27)$$

with [terms of order $O(T^2)$ ignored]

$$\xi_0^\mu = C^{abc} \mu^b \mu^c - \frac{2}{3} \rho^b C^{bcd} \mu^c \mu^d \frac{1}{\epsilon + P_T}, \quad (28)$$

$$\xi_B^b = C^{abc} \mu^c - \frac{1}{2} \rho^b C^{cde} \mu^c \mu^d \frac{1}{\epsilon + P_T} \quad (29)$$

These are simple generalizations of the corresponding conductivities in the isotropic case \[14, 18\].

\section{Chiral magnetic and vortical effect ($n = 2$)}

Physically, the most interesting case is that involving two charges ($n = 2$) \[16, 17, 20\]. The chiral magnetic effect \[4\] can be described by one axial and one vector current $U(1)$, denoted by $U(1)_A \times U(1)_V$. A convenient notation for the gauge fields is $a, b, \ldots = 1, 2$

$$A^A_\mu = A^1_\mu, \quad A^V_\mu = A^2_\mu, \quad j^A_\mu = j^1_\mu, \quad j^V_\mu = j^2_\mu. \quad \quad (30)$$

Let us now derive the chiral magnetic and vortical effects from \[28\] and \[29\]. $C$–parity allows for two anomalous triangle diagrams, (AAA) and (AVV), shown in Fig. 2 while diagrams of the type (VVV) and (VAA) vanish. Accordingly, the anomaly coefficients are

$$C^{121} = C^{211} = C^{112} = 0, \quad (VAA)$$

$$C^{222} = 0, \quad (VVV)$$

$$C^{111} \neq 0, \quad (AAA)$$

$$C^{122} = C^{221} = C^{212} \neq 0. \quad (AVV) \quad (31)$$

The hydrodynamic Eqs. \[9\] then imply nonconserved vector and axial currents

$$\partial_\mu j^A_\mu = -\frac{1}{4}(C^{211} F^A_{\mu\nu} F^{A\mu\nu} + C^{221} F^V_{\mu\nu} F^{V\mu\nu}), \quad (32)$$

$$\partial_\mu j^V_\mu = -\frac{1}{4}(C^{111} F^A_{\mu\nu} F^{A\mu\nu} + C^{122} F^V_{\mu\nu} F^{V\mu\nu}), \quad (32)$$

where we rewrote $E^b \cdot B^c = -\frac{1}{4} F^b_{\mu\nu} F^{c\mu\nu}$ (with $F_{\alpha\beta} = \frac{1}{2} \xi_{\alpha\beta} F_{\rho\sigma}$).

To restore conservation of the vector current, we add the (topological) Bardeen term to the boundary theory,

$$S_B = c_B \int d^4 x \epsilon^{\rho\mu\lambda\nu} A^A_\mu A^V_\nu F^{V\rho\Lambda}, \quad (33)$$

Combining the corresponding Bardeen currents

$$j^A_B = c_B \epsilon^{\rho\mu\lambda\nu} (A^V_\nu F^{A\rho}_{\lambda\nu} - 2 A^A_\nu F^{V\rho}_{\lambda\nu}), \quad (34)$$

with the vector and axial currents,

$$j^A = j^A + j^A_B, \quad j^V_S = j^V + j^V_B, \quad (35)$$

we obtain the anomaly equations

$$\partial_\mu j^A_\mu = - \left( \frac{C^{122}}{2} + c_B \right) F^{V\rho\lambda} [F^{A\rho}_{\lambda\nu} F^{A\nu}_{\lambda\rho}], \quad (36)$$

$$\partial_\mu j^V_\mu = - \frac{C^{111}}{4} F^{A\rho}_{\lambda\nu} F^{A\rho}_{\lambda\nu} - \left( \frac{C^{122}}{4} - c_B \right) F^{V\rho\lambda} F^{V\rho}_{\lambda\rho}. \quad \quad (36)$$

The electric current $j^V_\mu$ is conserved if $c_B = -C^{122}/2$. Setting $C^{111} = C^{122} = C/3$, the hydrodynamic Eqs. \[9\] become

$$\partial_\mu T_{\mu\nu} = F^{V\nu\lambda} j^A_\lambda + F^{A\nu\lambda} j^V_\lambda, \quad \quad \partial_\mu j^A_\mu = 0, \quad \partial_\mu j^V_\mu = CE \cdot B + (C/3) E_5 \cdot B_5. \quad (37)$$

Using the derivative expansion

$$j^A_\mu = \rho \mu^\mu + \kappa_\omega \omega^\mu + \kappa_B B^\mu + \kappa_{5, B} B_5^\mu, \quad (38)$$

where $\kappa_\omega \equiv \xi_0^2, \kappa_B \equiv \xi_2^2$ and $\kappa_{5, B} \equiv \xi_2^3$, we obtain from \[28\] and \[29\] the conductivities ($\mu_5 \equiv \mu^1, \mu \equiv \mu^2$)

$$\kappa_\omega = 2 C \mu_5 \left( \mu - \frac{\rho}{\epsilon + P_T} \right) \left[ \frac{2}{3} \mu_5^2 \right], \quad \kappa_B = C \mu_5 \left( 1 - \frac{\rho}{\epsilon + P_T} \right), \quad \kappa_{5, B} = C \mu \left( 1 - \frac{1}{2} \frac{\mu_5^2}{\epsilon + P_T} \right) \left[ 1 + \frac{\mu_5^2}{3 \mu^2} \right]. \quad (39)
There are analogous transport coefficients in the axial current $j_5^a$ \[20\]. The axial fields $E_{5\mu}$ and $B_{5\mu}$ are not needed and can now be switched off. The first term in $\kappa_B$ and $\kappa_\omega$, $\kappa_B = C_M $ and $\kappa_\omega = 2C_M$, is the leading term in the chiral magnetic (CME) \[1,2\] and chiral vortical effect \[17\], respectively. They are in agreement with those found in the isotropic case \[16,17,20\]. The second term proportional to $\rho/\epsilon + P_T$ actually depends on the dynamics of the fluid \[16\] and therefore on $\varepsilon_p$.

The dependence of $\kappa_B$ on $\varepsilon_p$ can be made more visible by introducing an average pressure $\bar{P} = (2P_T + P_L)/3$ such that $\epsilon = 3\bar{P}$. Assuming $\varepsilon_p$ to be small (see Fig. \[1\]), we expand the CME-coefficient $\kappa_B$ to linear order in $\varepsilon_p$,

$$ \kappa_B \approx C_M \left( 1 - \frac{\mu_\rho}{\epsilon + P_T} \left[ 1 - \frac{\varepsilon_p}{6} \right] \right). \quad (40) $$

At freeze-out the elliptic flow coefficient $v_2 \approx \varepsilon_p/2$ \[20\]. For small momentum anisotropies, the CME thus increases linearly in $v_2$.

### III. FLUID-GRAVITY MODEL

In this section we construct the gravity dual of a static anisotropic fluid with diagonal stress-energy momentum $T_{\mu\nu} = \text{diag}(\epsilon, P_T, P_T, P_L)$ and charge densities $\rho^a$.

We start from a five-dimensional $U(1)^n$ Einstein-Maxwell theory in an asymptotic AdS space. The action is

$$ S = \frac{1}{16\pi G_5} \int d^5x \sqrt{-g} \left[ R - 2\Lambda - F_{MN}^a F^{aMN} \right] + \frac{1}{6\sqrt{-g}} S_{abc} F_{aKL} F^{bKL} F^{c}_{MN}, \quad (41) $$

where $\Lambda = -6$ is the cosmological constant. As usual, the $U(1)$ field strengths are defined by

$$ F_{MN}^a = \partial_M A_N^a - \partial_N A_M^a, \quad (42) $$

where $M, N, \ldots = 0, \ldots, 4$ and $a = 1, \ldots, n$. The Chern-Simons term $A \wedge F \wedge F$ encodes the information of the triangle anomalies in the field theory \[14\]. In fact, the Chern-Simons coefficients $S_{abc}$ are related to the anomaly coefficients $C_{abc}$ by

$$ C_{abc} = S_{abc}/(4\pi G_5). \quad (43) $$

The corresponding equations of motion are given by the combined system of Einstein-Maxwell and Maxwell
equations,

$$ G_{MN} - 6g_{MN} = T_{MN}, \quad (44) $$

$$ \nabla_M F^{aMP} = -\frac{S_{abc}}{8\sqrt{-g}} \epsilon^{PMNKL} F^b_{MN} F^c_{KL}, \quad (45) $$

where the energy-momentum tensor $T_{MN}$ is

$$ T_{MN} = -2 \left( F_{MR}^a F^{aR}_N + \frac{1}{4} g_{MN} F_{SR}^a F^{aSR} \right). \quad (46) $$

#### A. AdS black hole with multiple U(1) charges

A gravity dual to an isotropic fluid ($\epsilon = 3\bar{P}$) with multiple chemical potentials $\mu_a (a = 1, \ldots, n)$ at finite temperature $T$ is given by an AdS black hole solution with mass $m$ and multiple $U(1)$ charges $q^a$. In Eddington-Finkelstein coordinates, the metric and $U(1)$ gauge fields of this solution are

$$ ds^2 = -f(r)dt^2 + 2drdt + r^2dx^2, \quad A^a = -A^a_0(r)dt, \quad (47) $$

where

$$ f(r) = r^2 - \frac{m}{r^2} + \sum_a \frac{(q^a)^2}{r^4}, \quad (48) $$

The constants $\mu_\infty^a$ can be fixed such that the gauge fields vanish at the horizon. In case of a single charge ($n = 1$), the background reduces to an ordinary Reissner-Nordström black hole solution in AdS$_5$ \[48\].

The temperature $T$ and chemical potentials $\mu^a$ of the fluid are defined by

$$ T = \frac{\kappa}{2\pi} = \frac{f'(r_+)}{4\pi} = \frac{2r_+^6 - \sum_a (q_a)^2}{2\pi r_+^4}, \quad (49) $$

$$ \mu^a = A_0^a (r_+) - A_0^a (r_\infty), \quad (50) $$

where $r_+$ is the outer horizon defined by the maximal solution of $f(r) = 0$, and $r_\infty$ indicates the location of the boundary. The temperature of the fluid is the Hawking temperature of the black hole and is computed from the surface gravity $\kappa = \sqrt{|\partial_M|\partial_N|\partial_M|\partial_N|_{r_+}}$, where $|\chi| = (-\chi^M \chi_M)^{(1/2)}$ is the norm of the timelike Killing vector $\chi^M = \delta^M_0$ [here $|\chi| = \sqrt{f(r)}$].

#### B. Anisotropic AdS geometry with multiple U(1) charges

We now construct a solution for an anisotropic fluid ($\epsilon = 2P_T + P_L$). An ansatz for an anisotropic AdS black

\[\kappa_{5,6}\] represents another effect, which we added for completeness, but it seems not to be realized in heavy-ion collisions.

\[\kappa_{5,6}\] term was considered as a one-loop correction in an effective theory and $(\epsilon + P_T)/\rho$ was interpreted as the corresponding infrared cutoff in the energy/momentum integration.
hole solution is given by
\[ ds^2 = -f(r)dt^2 + 2drdt + r^2(w_T(r)dx^2 + w_T(r)dy^2 + w_L(r)dz^2), \]
\[ A^a = -A^a_0(r)dt. \]  
(51)
The anisotropies are realized via \( w_T(r) \) and \( w_L(r) \), which are functions of the momentum anisotropy \( \varepsilon_p \) as defined in [2],

\[ \varepsilon_p = \frac{\langle P_T - P_L \rangle}{\langle P_T + P_L \rangle}. \]  
(52)
In the isotropic case (\( \varepsilon_p = 0 \)), these functions are required to be one, \( w_T(r) = w_L(r) = 1 \), and the background reduces to the AdS black hole geometry [17].

An analytical solution of the type (51) is difficult to find, and we resort to numerics in the next subsection. For this, we need to know the solution close to the boundary. An asymptotic solution (\( r \to \infty \)) is given by the four functions

\[ A^a_0(r) = \mu^a_\infty + \frac{\sqrt{3}q^a}{2r^2} + O(r^{-8}), \]
\[ f(r)/r^2 = 1 - \frac{m}{r^4} + \sum_a \frac{(q^a)^2}{r^6} + O(r^{-8}), \]
\[ w_T(r) = 1 + \frac{w_T^{(4)}}{r^4} + O(r^{-8}), \]
\[ w_L(r) = 1 + \frac{w_L^{(4)}}{r^4} + O(r^{-8}), \]  
(53)
where \( w_T^{(4)} = -2w_L^{(4)} = -m\zeta/2, \mu^a_\infty = \text{const.} \) and \( \zeta \) is related to the momentum anisotropy \( \varepsilon_p \) by

\[ \zeta = \frac{2\varepsilon_p}{\varepsilon_p + 3}. \]  
(54)
The functions \( w_T(r) \) and \( w_L(r) \) have been introduced in view of the structure of the anisotropic fluid stress-energy tensor. More precisely, in [63] we fixed the \( r^{-4} \) coefficients \( w_T^{(4)} \) and \( w_L^{(4)} \) such that the fluid stress-energy tensor is of the diagonal form [4], \( T^{\mu\nu} = \text{diag}(\epsilon, P_T, P_T, P_L) \) with \( \epsilon = 2P_T + P_L \). Computing the stress-energy tensor in the standard way from the asymptotic solution [63] via the extrinsic curvature, see e.g. [49], we find the transverse and longitudinal pressures

\[ P_T = \frac{m - 4w_T^{(4)} - 4w_L^{(4)}}{16\pi G_5} = \frac{m(1 + \zeta)}{16\pi G_5}, \]  
(55)
\[ P_L = \frac{m - 8w_T^{(4)}}{16\pi G_5} = \frac{m(1 - 2\zeta)}{16\pi G_5}. \]  
(56)
Note that if [51] holds true, the pressures \( P_T \) and \( P_L \) satisfy [52]. Likewise, the charge densities are

\[ \rho^a = \frac{\sqrt{3}q^a}{16\pi G_5}. \]  
(57)
From these relations, we find the useful identity

\[ \frac{\rho^a}{\epsilon + P_T} = \frac{\sqrt{3}q^a}{4m(1 + \frac{1}{3}\zeta)}. \]  
(58)
which we will need later.

### Numerical solution

We now use shooting techniques to solve the system of ordinary differential equations (ODE) which follows from the equations of motion (44) and (45) upon substituting the ansatz (51). The idea is to vary the metric and gauge fields at some minimal value \( r_+ \) in the radial direction, integrate outwards and find solutions with the correct asymptotic behavior [60]. A similar method was previously applied in [41].

We first need to study the asymptotic solution near \( r_+ \) and near the boundary at \( r_\infty \gg r_+ \) (we choose \( r_\infty = 50 \) in our numerics). We define \( r_+ \) by the maximal solution of

\[ f(r_+) = 0 \]  
(59)
and use scale invariance to set \( r_+ = 1 \). We then expand the functions in the metric and gauge fields near \( r_+ \) in powers of the parameter \( \varepsilon = \frac{r_+}{r_\infty} - 1 \ll 1 \) and substitute them into the equations of motion. In this way, we find that the only independent variables are \( \{ f(r_+), w_T(r_+), w_L(r_+), w'_L(r_+) \} \) since the gauge field parameters \( A^a_0(r_+) \) can be set to zero using gauge invariance, \( A^a_0(r_+) = 0 \). The other parameters at \( r_+ \) can be expressed in terms of these four parameters, e.g. \( w_T(r_+) = w_T(r_+)w'_L(r_+)/w_L(r_+) \).

The near-boundary solution is given by [51] with [53] and is parameterized by the values \( (\zeta, m, q^a, \mu^a_\infty) \). The final set of data is summarized in the following table:

| \( r = r_+ = 1 \) | \( r = r_\infty \gg r_+ \) |
|---|---|
| \( A^a_0(r_+) = 0 \) | \( \mu^a_\infty \) |
| \( f(r_+) = 0 \) | \( f(r_\infty) \) |
| \( f'(r_+) = \text{fixed} \) | \( A^a_0(r_\infty) \) |
| \( w_L(r_+) = \text{var} \) | \( w_L(r_\infty) \) |
| \( w_T(r_+) = \text{var} \) | \( w_T(r_\infty) \) |
| \( w'_L(r_+) = \text{var} \) | \( w'_L(r_\infty) \) |

Parameters not listed are related to those in the table by the equations of motion.

To integrate the equations we proceed as follows. We fix \( \zeta \) and vary three parameters at \( r_+ \), namely \( w_T(r_+), w_L(r_+) \) and \( w'_L(r_+) \), by choosing a grid with suitable number of sites (in our case \( 20^3 - 40^3 \)). The value \( f'(r_+) \) can be thought of as the temperature of the system and will simply be fixed to some value. It turns out that the form of the functions \( w_L, T(r) \) does not depend on this parameter. For each site in the grid we numerically solve the system of ODEs and determine the pair \( (m, q^a) \) from
the known asymptotics of $A_0^a(r = r_\infty)$ and $f(r = r_\infty)$. This ensures that the analytical and numerical values for these quantities coincide.

We then calculate the combined residual

$$\text{res}_{\infty}[w_T(r_+), w_L(r_+), w'_T(r_+)]$$

$$= (w_T^r(r_\infty) - w_L^r(r_\infty))^2 + (w_T^\#(r_\infty) - w_T^r(r_\infty))^2,$$

where $w_{T,L}(r_\infty)$ are the numerical values, and $w_{T,L}^\#(r_\infty)$ are the analytical values given by (58). We interpolate the residual by a piecewise linear function and find its global minimum by the simulated annealing method $^{50}$. The result of the minimization is shown in Fig. 3, which depicts numerical plots of $f(r)$, $A_0(r)$, $w_T(r)$ and $w_L(r)$ for $n = 1$.

![FIG. 3. Numerical plots of $f(r)$, $A_0(r)$, $w_T(r)$ and $w_L(r)$ for $\zeta = 10$ ($r_+ = 1$). We get $w_L(r_+) = 12.42$.](image)

We conclude this section with a comment on $r_+$. In the isotropic case, $r_+$ is simply the size of the horizon of the AdS black hole geometry. For nonvanishing anisotropies and vanishing $U(1)$ charges, a naked singularity was found at $r_+$ $^{39}$, implying that the static background does not exist indefinitely. The singularity is mild in the sense that there is a notion of ingoing boundary conditions and possible instabilities are absent at the linear level in the anisotropy parameter $^{38}$. This behavior may persist even for nonvanishing $U(1)$ charges, even though it was difficult to see the singularity in our numerics, cf. Figure 3. Despite this subtlety, we show in the next section that, at least for small anisotropies where the bulk geometry approximates a black hole solution, the singular geometry may be used to compute some transport coefficients of the fluid.

![FIG. 4. Numerical plots of $(R_{MNPQ})^2$ for $\zeta = 10$, $q \neq 0$ (red), $\zeta = 10$, $q = 0$ (orange), and $\zeta = 0$, $q = 0$ (blue).](image)

**IV. HOLOGRAPHIC VORTICAL AND MAGNETIC CONDUCTIVITIES**

We will now compute the chiral vortical and magnetic conductivities $\xi_{\omega a}^\#$ and $\xi_{B a}^\#$ from first-order corrections to the numerical AdS geometry $^{51}$ using the fluid-gravity correspondence $^{42}$.

**A. First-order corrected background**

In order to become a dual to a multiply charged fluid, the AdS geometry $^{51}$ must be boosted along the four-velocity of the fluid $u_\mu$ ($\mu = 0, ..., 3$). The boosted version of $^{51}$ is

$$ds^2 = (r^2 w_T(r) P_{\mu\nu} - f(r) u_\mu u_\nu) dx^\mu dx^\nu - 2 u_\mu dx^\mu dr - r^2 (w_T(r) - w_L(r)) v_\mu v_\nu dx^\mu dx^\nu,$$

$$A^a = (A^a_0(r) u_\mu + A^a_\mu) dx^\mu,$$

where $P^{\mu\nu} = g^{\mu\nu} + w_\mu w_\nu$, and $f(r)$, $A^a_0(r)$, $w_T(r)$ and $w_L(r)$ are numerically known functions. As in hydrodynamics, the four-vector $v^\mu$ determines the direction of the longitudinal axis, cf. Sec. 2. Following $^{14}$ $^{20}$, we have formally introduced constant background gauge fields $A^a_\mu$ to model external electromagnetic fields, such as the magnetic fields $B^{\mu\nu}$ needed for the chiral magnetic effect.

The transport coefficients $\xi_{\omega a}^\#$ and $\xi_{B a}^\#$ can now be computed using standard fluid-gravity techniques $^{42}$. We closely follow $^{14}$ $^{20}$ $^{51}$, in which these transport coefficients were determined for an isotropic fluid with one
and three charges \((n = 1, 3)\). We work in the static frame \(u_{\mu} = (-1, 0, 0, 0)\), \(v_{\mu} = (0, 0, 0, 1)\), and consider vanishing background fields \(A_\mu^a\) at \(x^\mu = 0\). The transport coefficients \(\xi_a^a\) and \(\xi_B^a\) measure the response of the system to rotation and the perturbation by an external magnetic field. We therefore slowly vary the velocity \(u_\mu\) and the background fields \(A_\mu^a\) up to first order as

\[
u_\mu = (-1, x^\nu \partial_\nu u_i), \quad A_\mu^a = (0, x^\nu \partial_\nu A_i^a). \tag{62}\]

We may also vary \(m\) and \(q\) in this way, but it turns out that varying these parameters has no influence on the transport coefficients \(\xi_a^a\) and \(\xi_B^a\).

Because of the dependence on \(x^\mu\), the background \(\xi_a^a\) is no longer an exact solution of the equations of motion. Instead with varying parameters the solution \(\xi_a^a\) receives higher-order corrections, which are in this case of first order in the derivatives.

An ansatz for the first-order corrected metric and gauge fields is given by

\[
d s^2 = (-f(r) + \tilde{g}_{tt}) \, dt^2 + 2(1 + \tilde{g}_{\nu\tau}) \, dt \, d\tau + r^2(w_T(r) \, dx^2 + w_T(r) \, dy^2 + w_L(r) \, dz^2) + \tilde{g}_{ij} \, dx^i \, dx^j - 2x^\nu \partial_\nu u_i \, dx^i + 2 \left( (f(r) - r^2) x^\nu \partial_\nu u_i + \tilde{g}_{ii} \right) \, dt \, dx^i, \]

\[
A^a = \left( -A_0^a(r) + A_1^a \right) \, dt + \left( \tilde{A}_0^a(r) x^\nu \partial_\nu u_i + x^\nu \partial_\nu A_i^a + \tilde{A}_1^a \right) \, dx^i, \tag{63}\]

where the first-order corrections are denoted by

\[
\tilde{g}_{MN} = \tilde{g}_{MN}(r), \quad \tilde{A}_M^a = \tilde{A}_M^a(r). \tag{64}\]

As in \([61]\), we work in the gauge

\[
\tilde{g}_{rr} = 0, \quad \tilde{g}_{r\tau} \sim u_\tau, \quad \tilde{A}_r^a = 0, \quad \sum_{i=1}^3 \tilde{g}_{ii} = 0. \tag{65}\]

The first-order corrections can be obtained by substituting the ansatz \([53]\) into the equations of motion \([44]\) and \([45]\). The computation is straightforward but lengthy and has been shifted to Appendix \([C]\) [we set \(\mu_\infty^a = A_0^a(r_\infty) = 0\) there, see Sec. [1] \([C]\) for a discussion]. As a result, we find the following corrections:

\[
\tilde{g}_{tt} = \tilde{g}_{tt}, \quad \tilde{g}_{\nu\tau} = f(r) \int_0^r \frac{dr'}{w_L(r')} \, [f(r')]^{-2} \, (f(r'))^2, \tag{66}\]

\[
\tilde{A}_0^a(r) = \int_0^r \frac{dr'}{r' f(r') w_L(r')} \, [(Q^a_0(r') - Q_1^a(r')) - C_i r_+ A_0^i(r_+ w_L(r_+)^{1/2}) + r' \tilde{g}_{tt}(r') A_0^a(r')], \tag{67}\]

with

\[
I(r) = \sum_{a=1}^n 4 A_0^a(r) \left( Q^a_0(r) - Q^a_1(r_+) \right) - C_i r_+ w_L(r_+)^{1/2} A_0^a(r_+),
\]

\[
Q^a_0 = \frac{1}{2} S_{abc} A_0^b A_0^c \epsilon^{ijk} (\partial_j u_k) + S_{abc} A_0^b \epsilon^{ijk} (\partial_j A_k^a),
\]

\[
C_i = \frac{4c(r_+)}{w_L(r_+)^{1/2}} \times \left( \frac{1}{3} S_{abc} A_0^b(r_+) A_0^c(r_+) \epsilon^{ijk} (\partial_j u_k) + \frac{1}{2} S_{abc} A_0^b(r_+) \epsilon^{ijk} (\partial_j A_k^a) \right),
\]

and \(r_+\) as defined around \([59]\) [\(\tilde{g}_{tt}\) can be obtained by solving \([22]\) in Appendix \([C]\) but will not be needed here].

**B. Holographic conductivities**

On the boundary of the asymptotic AdS space \([53]\), the metric and gauge fields couple to the fluid stress-energy tensor and \(U(1)\) currents, respectively. Holographic renormalization \([52]\) provides relations between these currents and the near-boundary behavior of their dual bulk fields. For the magnetic and vortical effects, we need the \(U(1)\) currents \(j^{a\mu}\), which are related to the bulk gauge fields \(A^{a\mu}\) by \([52, 53]\)

\[
j^{a\mu} = \lim_{r \to \infty} \frac{r^2}{8 \pi G_5} \eta^{\mu
u} A^{a}_\nu (r). \tag{67}\]

Expanding the solution in \(1/r\) and substituting only the corrections \(\tilde{A}_0^a\), we get the currents

\[
j^{a\mu} = \lim_{r \to \infty} \frac{r^2}{8 \pi G_5} \eta^{\mu\nu} \tilde{A}_\nu^a (r) = \frac{1}{16 \pi G_5} \eta^{\mu\nu} (Q^a_\nu (r_+) + r_+ A_0^a (r_+) C_\nu). \tag{68}\]

Note that, in the isotropic case \((w_L = 1, P_T = P_L = P)\), the prefactor of the second term of \((68)\) is simply

\[
r_+ A_0^a (r_+) C_\nu = \frac{\sqrt{3}}{4m} q^a, \tag{69}\]

as can be seen by substituting the Reissner-Nordstrøm solution \([48]\) into the left-hand-side of this equation. In the anisotropic case, we need to show that

\[
r_+ A_0^a (r_+) C_\nu \cdot w_L (r_+) \left[ 1 \right]^{-1/2} = \frac{\sqrt{3} q^a}{4m} \cdot \frac{1}{1 + \frac{r_+}{4}}, \tag{70}\]
we finally obtain the coefficients
\[
\xi_\omega^a = \frac{4}{16 \pi G_5} \left( S_{a b c} \rho^b \mu^c \xi_\omega^a - \frac{2}{3} \frac{\rho^a}{\varepsilon + \kappa} S_{b c d} \mu^b \mu^c \mu^d \right),
\]
(72)

\[
\xi_B^{ab} = \frac{4}{16 \pi G_5} \left( S_{a b c} \mu^c \xi_B^{ab} - \frac{1}{2} \frac{\rho^a}{\varepsilon + \kappa} S_{b c d} \mu^b \mu^c \mu^d \right),
\]
(73)

with \( \mu^a \equiv A_5^a (r_+) \) [since \( A_5^a (\infty) = 0 \)]. Using the relation (13), we find that the holographically computed transport coefficients (72) and (73) coincide exactly with those found in hydrodynamics. (28) and (29).

C. Subtleties in holographic descriptions of the CME

The conservation of the electromagnetic current requires the introduction of the Bardeen counterterm into the action. In AdS/QCD models of the CME, this typically leads to a vanishing result for the electromagnetic current [30, 31]. The problem is related to the difficulty of introducing a chemical potential conjugated to a non-conserved chiral charge [30, 31]. It is possible to modify the action to obtain a conserved chiral charge [30]. This charge is however only gauge-invariant when integrated over all space in homogeneous configurations.

In AdS black hole models of the CME, one usually introduces a chiral chemical potential dual to a gauge-invariant current, despite it being anomalous [20, 31]. The prize to pay is the appearance of a singular bulk gauge field at the horizon, a phenomenon which seems to be generic in AdS black hole models of the CME.

Careful holographic renormalization shows that, in the presence of Chern-Simons terms, there is an additional term on the right-hand side of (67) [53]. This term is of the form
\[
\tilde{j}_a^\mu = - \frac{S_{a b c}}{8 \pi G_5} \varepsilon^{\mu \nu \rho \sigma} A_\nu^{(0)} (x) \partial_\rho A_\sigma^{(0)} (x),
\]
(74)

where \( A_\nu^{(0)} (x) \) are the 0th-order coefficients in a \( 1 \) expansion of the bulk gauge fields \( A_\nu (r, x) \). In (62) we expanded the background gauge fields \( A_\mu^a \) around zero and set \( A_\nu^{(0)} = \mu_5^\infty u_\nu = 0 \). This allows us to ignore terms in (67) coming from (74) (at least to first order in the derivatives).

Problems arise if \( \mu_5^\infty \neq 0 \). To see this, let us restrict again to two charges \( (n = 2) \) as in Sec. II C and define axial and vector gauge fields by \( A_\mu^A = A_\mu^A \) and \( A_\mu^V = A_\mu^V \). Then \( \tilde{j}_a^\mu = \tilde{j}_2^\mu \) gives rise to additional contributions of the type
\[
\tilde{j}_a^\mu \supset \varepsilon^{\nu \rho \sigma} A_\nu^{(0)} (x) F_\rho^{(0)} (x),
\]
(75)

which are forbidden by electromagnetic gauge invariance [31], unless \( A_\nu^{(0)} (x) = 0 \). However, in general \( A_\nu^{(0)} (x) = \mu_5^\infty u_\nu \) (at \( x = 0 \)) with some constant \( \mu_5^\infty \). We should thus set \( \mu_5^\infty = 0 \) [Note that this does not imply \( \mu_5 = A_5^a (r_\infty) = 0 \)] which corresponds to a nonvanishing gauge field at the horizon, as noticed also in [20, 31].

V. CONCLUSIONS

Our main result is (40), which gives the chiral magnetic conductivity \( \kappa_B \) for an anisotropic plasma. It explicitly shows the dependence on the momentum anisotropy \( \varepsilon \). We also computed the CME coefficient in the holographic dual model and found numerical agreement with the hydrodynamic result for small anisotropies.
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APPENDIX

Appendix A: Computation of $\partial_\mu \omega^\mu$ and $\partial_\mu B^\mu$

In the following we will use the identities

$$w^\mu w^\lambda \partial_\lambda \omega_\mu = \frac{1}{2} \partial_\mu \omega^\mu, \tag{A1}$$

$$w^\mu w^\lambda \partial_\lambda B_\mu = \partial_\mu B^\mu + 2 \omega^\rho E_\rho. \tag{A2}$$

To find an explicit expression for $\partial_\mu \omega^\mu$, we compute the term $\omega_\nu \partial_\mu T^{\mu \nu}$ in two ways. First, using the hydrodynamic equations, we get

$$\omega_\nu \partial_\mu T^{\mu \nu} = \omega_\nu F^{\mu \nu} j_\mu = \rho \omega_\nu F^{\mu \nu} u_\mu = \rho \omega_\nu \omega^\nu. \tag{A3}$$

Next, substituting the stress-energy tensor in this expression, we find

$$\omega_\nu \partial_\mu T^{\mu \nu} = (\epsilon + P_T) u^\nu \omega_\nu \partial_\mu \rho + \omega^\mu \partial_\mu \rho_T - \Delta \omega^\nu \omega^\mu \partial_\mu \omega^\nu - v^\nu \omega^\mu \partial_\mu \Delta - \Delta v^\nu \omega^\mu \partial_\mu \omega^\nu = - (\epsilon + P_T) u^\mu u^\nu \partial_\mu \omega_\nu + \omega^\mu \partial_\mu \rho_T - \Delta \omega^\nu \partial_\mu \tau \ln \tau - v^\nu \omega^\mu \partial_\mu \Delta - \Delta v^\nu \omega^\mu \partial_\mu \omega^\nu. \tag{A4}$$

Using the identity \(\text{(A1)}\), we find

$$\partial_\mu \omega^\mu = - \frac{2}{\epsilon + P_T} \omega^\mu (\partial_\mu \rho_T - \Delta \partial_\mu \ln \tau - \rho E_\mu \partial_\mu E_\mu - v^\nu \omega^\mu \partial_\mu \Delta - \Delta v^\nu \omega^\mu \partial_\mu \omega^\nu). \tag{A5}$$

Similar manipulations of the term $B_\nu \partial_\mu T^{\mu \nu}$ lead to

$$B_\nu \partial_\mu T^{\mu \nu} = B_\nu F^{\mu \nu} j_\mu = \rho B_\nu E_\nu, \tag{A6}$$

$$B_\nu \partial_\mu T^{\mu \nu} = - (\epsilon + P_T) u^\mu u^\nu \partial_\mu B_\nu + B^\mu B_\mu \partial_\mu \rho_T - \Delta B_\nu \partial_\mu \omega^\mu - B_\nu \partial_\mu v^\nu \partial_\mu \Delta - \Delta v^\nu \partial_\mu \omega^\nu = - (\epsilon + P_T) (\partial_\mu B^\mu - 2 \omega^\nu \partial_\mu E_\nu) - \Delta B_\nu \partial_\mu \ln \tau - B_\nu \partial_\mu v^\nu \partial_\mu \Delta - \Delta B_\nu \partial_\mu \omega^\nu, \tag{A7}$$

where we used \(\text{A2}\). From \(\text{A6}\) and \(\text{A7}\) we obtain the following expression:

$$\partial_\mu B^\mu = - 2 \omega^\mu E_\mu - \frac{B^\mu}{\epsilon + P_T} (\partial_\mu \rho_T - \Delta \partial_\mu \ln \tau - \rho E_\mu \partial_\mu E_\mu - v^\nu \omega^\mu \partial_\mu \Delta - \Delta v^\nu \omega^\mu \partial_\mu \omega^\nu). \tag{A8}$$

The last two terms in \(\text{A5}\) and \(\text{A8}\) vanish provided the fluid satisfies

$$\partial_\mu v^\mu = 0, \quad v^\mu \partial_\mu \Delta = 0. \tag{A9}$$

Then \(\text{A5}\) and \(\text{A8}\) become identical to the expressions in \(\text{A1}\).

Appendix B: Computation of the transport coefficients $\xi_\omega$ and $\xi_B$

In this appendix we compute the conductivities $\xi_\omega$ and $\xi_B$ by solving the system of Eqs. \(\text{22}\)–\(\text{25}\). Following \(\text{14}\), we change variables from $\ln \tau$, $\mu$, $T$ to $\ln \tau$, $\mu/T$ and $P_T$. From \(\text{12}\) and \(\text{13}\), we derive the thermodynamic expressions

$$\left( \frac{\partial \bar{\mu}}{\partial T} \right)_{P_T, \ln \tau} = - \frac{\epsilon + P_T}{\rho T^2}, \tag{B1}$$

$$\left( \frac{\partial P_T}{\partial T} \right)_{\bar{\mu}, \ln \tau} = \frac{\epsilon + P_T}{T}, \tag{B2}$$

$$\left( \frac{\partial \ln \tau}{\partial T} \right)_{\bar{\mu}, P_T} = - \frac{1}{\epsilon + P_T} \frac{\Delta}{T}. \tag{B3}$$

Using

$$\partial_\mu D = \frac{\partial D}{\partial \bar{\mu}} \partial_\mu \bar{\mu} + \frac{\partial D}{\partial \ln \tau} \partial_\mu \ln \tau, \tag{B4}$$

$$\partial_\mu D_B = \frac{\partial D_B}{\partial \bar{\mu}} \partial_\mu \bar{\mu} + \frac{\partial D_B}{\partial \ln \tau} \partial_\mu \ln \tau, \tag{B5}$$

the first two equations, \(\text{22}\) and \(\text{23}\), can be rewritten as

$$- \xi_\omega + \frac{\partial D}{\partial \bar{\mu}} = 0, \quad - \xi_B + \frac{\partial D_B}{\partial \bar{\mu}} = 0, \tag{B6}$$

$$\frac{\partial D}{\partial \ln \tau} - \frac{2 D}{\epsilon + P_T} = 0, \quad \frac{\partial D_B}{\partial \ln \tau} - \frac{D_B}{\epsilon + P_T} = 0, \tag{B7}$$

$$\frac{\partial D}{\partial \ln \tau} - \frac{2 \Delta D}{\epsilon + P_T} = 0. \tag{B8}$$

Note that \(\text{B7}\) and \(\text{B8}\) are related by the thermodynamic identities \(\text{B2}\) and \(\text{B3}\). Using the ansatz

$$D = T^2 d(\bar{\mu}, \ln \tau), \quad D_B = T d(\bar{\mu}, \ln \tau), \tag{B9}$$

and \(\text{B11}\), we obtain two differential equations from \(\text{24}\) and \(\text{25}\),

$$0 = \frac{2 \rho D}{\epsilon + P_T} - \frac{2 D_B}{\xi_\omega}, \quad T (\partial_\mu d(\bar{\mu}, \ln \tau) - 2 d_B(\bar{\mu}, \ln \tau)) = 0, \tag{B10}$$

$$0 = \frac{\rho d_B}{\epsilon + P_T} + \frac{\xi_B}{T} - C \bar{\mu} \quad \partial_\mu d_B(\bar{\mu}, \ln \tau) \quad C \bar{\mu}. \tag{B11}$$

These equations can be integrated to give

$$d_B(\bar{\mu}, \ln \tau) = \frac{1}{2} C \bar{\mu}^2 + \beta(\ln \tau), \tag{B12}$$

$$d(\bar{\mu}, \ln \tau) = \frac{1}{3} C \bar{\mu}^3 + 2 \bar{\mu} \beta(\ln \tau) + \gamma(\ln \tau), \tag{B13}$$

where $\beta(\ln \tau)$ and $\gamma(\ln \tau)$ are arbitrary functions of $\ln \tau$. Substituting this back into \(\text{24}\), \(\text{25}\), we get the conductivities

$$\xi_\omega = C \left( \frac{\mu^2}{3} - \frac{2 \rho \beta}{3 \epsilon} \right) + 2 T^2 \beta(\ln \tau) \tag{B14}$$

$$- \frac{2 \rho T^3}{\epsilon + P_T} (2 \bar{\mu} \beta(\ln \tau) + \gamma(\ln \tau)), \quad \xi_B = C \left( \mu - \frac{1}{2} \frac{\rho \mu^2}{\epsilon + P_T} \right) - T^2 \beta(\ln \tau). \tag{B14}$$

The function $\gamma(\ln \tau)$ is forbidden by CPT invariance \(\text{37}\).
Appendix C: First-order corrected background geometry

In this appendix we compute the first-order corrections to the background \([11]\) using the ansatz \([3]\). The computation follows that for the three-charge STU model \([27]\) presented in \([11]\) and \([20]\).

We begin by substituting the ansatz \([3]\) into the equations of motion \([11]\) and \([15]\). We denote the resulting Maxwell equations, Eqs. \([11]\) by \(M^a_N \ (a = 1, \ldots, n)\) and the components of the Einstein equation, Eqn. \([11]\) by \(E_{MN} \ (M, N = 0, \ldots, 4 \ [x^M = (t, x^1, x^2, x^3, r)]\). Then, from \(g'^*E_{ii} + g'^*E_{ri} = 0\), we find \(\partial_i u_i = 0\), and \(E_{tt}, E_{tr}, E_{rr}, E_{tt}, M^a_t, M^a_r\) are solved by

\[
\partial_i u_i = \tilde{g}_{ir} = \tilde{g}_{tt} = \tilde{A}_t^a = 0 . \tag{C1}
\]

The remaining equations are \(E_{ij}, E_{ti}, M^a_t\).

From \(E_{ij}\) we get

\[
-\partial_r \left( r^2 f(r) \partial_r \left( \frac{\tilde{g}_{ij}(r)}{r^2} \right) \right) = 3\nu^2 (\partial_i u_j + \partial_j u_i) . \tag{C2}
\]

From \(E_{ti}\) we get

\[
\left[ \frac{f'(r)}{f(r)} \left( \frac{2}{r} + \frac{w'_r(r)}{w_r(r)} \right) + \frac{4}{3f(r)} \left( \sum_{a=1}^n A^a_0(r)^2 - 6 \right) \right] \tilde{g}_{ti}(r) + \left( \frac{1}{r} + \frac{w'_r(r)}{2w_L(r)} \right) \tilde{g}'_{ti}(r) + \tilde{g}''_{ti}(r) = 4 \sum_{a=1}^n A^a_0(r) \tilde{A}^a_t(r) , \tag{C3}
\]

where a prime denotes the partial derivative \(\partial_r\) with respect to \(r\).

From \(M^a_t\) we get

\[
\partial_r \left[ w_L(r)^{1/2} \left( rf(r) \tilde{A}^a_t - \tilde{g}_{ti}(r) A^a_0 \right) \right] = \partial_r \left( \frac{1}{2} S_{abc} A^b_0 A^c_0 e^{ijk} (\partial_i u_k + S^{abc} A^b_0 e^{ijk} (\partial_j A^c_0) \right) = \partial_r Q^a_t(r) . \tag{C4}
\]

Equation \([C2]\) depends only on \(\tilde{g}_{ti}(r)\) and can easily be solved. The integration of \([C3]\) leads to

\[
w_L(r)^{1/2} \left( rf(r) \tilde{A}^a_t(r) - r \tilde{g}_{ti}(r) A^a_0(r) \right) = Q^a_t(r) + C^a_t . \tag{C5}
\]

Here \(C^a_t\) are some integration constants, which can be fixed as

\[
C^a_t = -Q^a_t(r_+) - C_i w_L(r_+) A^a_0(r_+) , \tag{C6}
\]

with \(r_+\) as in \([59]\) and \(C_i = \tilde{g}_{ti}(r_+)\). This can be solved for \(\tilde{A}^a_t(r)\),

\[
\tilde{A}^a_t(r) = \int r \frac{1}{r^2 f'(r') w_L(r')}^{1/2} \left[ Q^a_t(r') - Q^a_t(r_+) \right] - C_i r + A^a_0(r_+) w_L(r_+) A^a_0(r_+) + r' \tilde{g}_{ti}(r') A^a_0(r') . \tag{C7}
\]

We still need to determine the constants \(C_i\). Using \([C5]\), we replace \(A^a_t\) in \([C3]\) and obtain

\[
\begin{align*}
\left[ \frac{f'(r)}{f(r)} \left( \frac{2}{r} + \frac{w'_r(r)}{w_r(r)} \right) - \frac{8}{3f(r)} \left( \sum_{a=1}^n A^a_0(r)^2 + 3 \right) \right] \tilde{g}_{ti}(r) + \left( \frac{1}{r} + \frac{w'_r(r)}{2w_L(r)} \right) \tilde{g}'_{ti}(r) + \tilde{g}''_{ti}(r) &= \frac{1}{w_L(r)^{1/2} f(r)} I(r) , \tag{C8}
\end{align*}
\]

where

\[
I(r) = \sum_{a=1}^n 4 A^a_0(r) \left( Q^a_t(r) - Q^a_t(r_+) \right)
- C_i r w_L(r_+)^{1/2} A^a_0(r_+) . \tag{C9}
\]

A homogeneous solution of this equation \(\tilde{g}_{ti}(r) = \tilde{g}_{ti}(0)(r) = f(r)\) can be generated by the infinitesimal coordinate transformation

\[
dt \to dt - \epsilon (dx + dy + dz), \quad dz \to dz + \epsilon \frac{dr}{r^2 w_L} ,
\]

\[
dx \to dx + \epsilon \frac{dr}{r^2 w_T}, \quad dy \to dy + \epsilon \frac{dr}{r^2 w_T} . \tag{C10}
\]

Then, using this homogeneous solution and Appendix \([P] = f(r) + E(r) = r w_L(r^{1/2})\) there, we bring \([C8]\) to the integrable form

\[
\partial_r \left( w_L(r)^{1/2} f^2(r) \partial_r \left( \frac{\tilde{g}_{ti}(r)}{f(r)} \right) \right) = I(r) . \tag{C11}
\]

Solving this equation for \(\tilde{g}_{ti}(r)\) and fixing the integration constants at \(r_+\), we get

\[
\tilde{g}_{ti}(r) = f(r) \int_{r_+}^r dr' \frac{1}{w_L(r')^{1/2} f(r')^{1/2}} \left( \int_{r_+}^{r'} dr'' I(r'') \right)
- w_L(r_+)^{1/2} r' f'(r_+) C_i . \tag{C12}
\]

In the Landau frame we require \(u_u r^u v_u = 0\), which in particular implies the absence of corrections to \(T^{tt}\). Holographic renormalization \([52]\) translates this into a constraint for the \(r^{-2}\) coefficient of \(\tilde{g}_{ti}(r)\) which is proportional to the first correction of \(T^{tt}\),

\[
\lim_{r \to \infty} r^2 \tilde{g}_{ti}(r) = 0 . \tag{C13}
\]

In the limit \(r \to \infty\), we have the asymptotics

\[
f(r) = O(r^2), \quad w_L(r) = O(1) , \quad \int_{r_+}^r dr' I(r') = O(1) , \tag{C14}
\]

and, from the vanishing of the \(r^{-2}\)-coefficient of \(\tilde{g}_{ti}(r)\), we obtain the following equation for \(C_i\):

\[
w_L(r_+)^{1/2} r_+ f'(r_+) C_i = \int_{r_+}^\infty dr' I(r') \equiv \mathcal{I}_1 + \mathcal{I}_2 . \tag{C15}
\]
where we defined the integrals

\[ I_1 = 4 \int_{r_+}^{\infty} dr' \sum_{a=1}^{n} A_0^a(r') (Q_0^a(r') - Q_i^a(r_+)) \]
\[ = \frac{4}{3} S_{abc} A_0^a(r_+) A_0^b(r_+) A_0^c(r_+) \epsilon^{ijk} (\partial_j u_k) \]
\[ + 2 S_{abc} A_0^a(r_+) A_0^b(r_+) \epsilon^{ijk} (\partial_j A_k) \]  \hspace{1cm} (C16)

and

\[ I_2 = 4 \int_{r_+}^{\infty} dr' \sum_{a=1}^{n} A_0^a(r') \left( -w_L(r_+) \frac{1}{2} A_0^a(r_+) \right) \]
\[ = 4 w_L(r_+) \frac{1}{2} \sum_{a=1}^{n} A_0^a(r_+) A_0^a(r_+) \]  \hspace{1cm} (C17)

Solving this for \( C_i \), we eventually get

\[ C^i = \frac{4}{r_+ (f'(r_+) - 4 \sum_a A_0^a(r_+) A_0^a(r_+))} \frac{1}{w_L(r_+)^{1/2}} \]
\[ \times \left\{ \frac{1}{3} S_{abc} A_0^a(r_+) A_0^b(r_+) A_0^c(r_+) \epsilon^{ijk} (\partial_j u_k) \right\} + \frac{1}{2} S_{abc} A_0^a(r_+) A_0^b(r_+) \epsilon^{ijk} (\partial_j A_k) \]  \hspace{1cm} (C18)

Appendix D: Integrable form of a linear ordinary differential equation

In this appendix we present a method to bring an arbitrary linear ODE of second order to an integrable form. Let us consider a general form of this equation

\[ G(g'', g', g, r) \equiv g''(r) + a(r) g'(r) + b(r) g(r) = c(r). \]  \hspace{1cm} (D1)

If we know a homogeneous solution \( P(r) \) of this equation, i.e.

\[ G(P'', P', P, r) = 0, \]  \hspace{1cm} (D2)

then we can make the substitution

\[ g(r) \rightarrow P(r)Q(r), \quad Q'(r) \rightarrow u(r) \]  \hspace{1cm} (D3)

and lower the order of the differential operator \( \text{D1} \)

\[ G = P(r) \left( u'(r) + \left[ a(r) + 2 \frac{P''(r)}{P(r)} \right] u(r) \right) \equiv P(r)(u'(r) + F(r)u(r)). \]  \hspace{1cm} (D4)

The term in the brackets can be represented as

\[ u'(r) + F(r)u(r) = \frac{1}{A(r)} \partial_r (A(r)u(r)), \]  \hspace{1cm} (D5)

where

\[ A(r) = \exp \left\{ \int F(r) dr \right\} = P(r)^2 \exp \left\{ \int a(r) dr \right\}. \]  \hspace{1cm} (D6)

Taking into account \( \text{D3} \), we finally bring \( \text{D1} \) to the following integrable form

\[ \frac{1}{P(r)E(r)} \partial_r \left( P(r)^2 E(r) \partial_r \left( \frac{g(r)}{P(r)} \right) \right) = c(r). \]  \hspace{1cm} (D7)

where we defined

\[ E(r) \equiv \exp \left\{ \int a(r) dr \right\}. \]  \hspace{1cm} (D8)
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