GRASSMANNIAN TWISTS, DERIVED EQUIVALENCES AND BRANE TRANSPORT

WILL DONOVAN

Abstract. This note is based on a talk given at String-Math 2012 in Bonn, on a joint paper with Ed Segal [DS12]. We exhibit derived equivalences corresponding to certain Grassmannian flops. The construction of these equivalences is inspired by work of Herbst–Hori–Page on brane transport for gauged linear \(\sigma\)-models: in particular, we define ‘windows’ corresponding to their grade restriction rules. We then show how composing our equivalences produces interesting autoequivalences, which we describe as twists and cotwists about certain spherical functors.

Our proofs use natural long exact sequences of bundles on Grassmannians known as twisted Lascoux complexes, or staircase complexes. We give a compact description of these. We also touch on some related developments, and work through some extended examples.

1. Introduction

It is conjectured [Kaw02, Conjecture 5.1] that for flops between smooth projective complex varieties there exist corresponding derived equivalences. In this note we discuss a particular set of examples: local models for Grassmannian flops. These are obtained from geometric invariant theory (GIT) quotients of vector spaces by general linear group actions: the original variety corresponds to a certain stability condition, and the flopped variety to another.

The varieties occurring in our examples may be viewed as large-radius limits of particular gauged linear \(\sigma\)-models. Herbst, Hori and Page [HHP08] studied brane transport between phases of such models, and produced a description in terms of grade-restriction rules. Inspired by this, we describe brane transport in our examples using ‘windows’ corresponding to grade-restriction rules. More precisely, we construct equivalences between the bounded derived categories of coherent sheaves on the respective GIT quotients: see Theorem A. By definition, these equivalences are functorial, and so may be interpreted as describing transport of branes, and also of the strings between them. We then describe monodromy for the brane transport, which turns out to be given by twists and cotwists about spherical functors: see Theorem B.

This note is intended to give a concise summary of the results in [DS12], concentrating on examples, and referring to the original paper for proofs and technical details.

1.1. Results. We now describe our examples, and give precise statements of our findings. We fix throughout a dimension \(d\). Then we have:

**Definition 1.1.** Taking \(V\) and \(S^{(r)}\) to be complex vector spaces of dimension \(d\) and \(r\) respectively, we define a global quotient stack

\[
\mathfrak{X}^{(r)} := \left[ \frac{\text{Hom}(S^{(r)}, V) \oplus \text{Hom}(V, S^{(r)})}{\text{GL}(S^{(r)})} \right].
\]

(Here the GL\((S^{(r)})\)-action is the natural one, given by composition of linear maps.)
We now consider two different GIT quotients, viewed as substacks of $\mathcal{X}^{(r)}$:

**Definition 1.2.** We define substacks $X^{(r)}_{\pm}$ of $\mathcal{X}^{(r)}$ by requiring that the first map be injective, or the second surjective, as shown below:

\[
X^{(r)}_{+} := \left[ \text{Hom}(S^{(r)}, V) \oplus \text{Hom}(V, S^{(r)}) \right] / \text{GL}(S^{(r)})
\]

\[
X^{(r)}_{-} := \left[ \text{Hom}(S^{(r)}, V) \oplus \text{Hom}(V, S^{(r)}) \right] / \text{GL}(S^{(r)})
\]

**Remark 1.3.** The geometric interpretation of these spaces $X^{(r)}_{\pm}$ is as follows:

1. The GIT quotient $X^{(0)}_{+}$ is simply a point.
2. The quotient $X^{(1)}_{+}$ is the total space of the bundle $l \oplus d$ on $\mathbb{P}V$, where we take $l$ to be tautological subspace bundle on $\mathbb{P}V$ (which is often denoted by $\mathcal{O}(-1)$).
3. In general, the quotient $X^{(r)}_{+}$ is the total space of the bundle $\text{Hom}(V, S^{(r)})$ on the Grassmannian $\mathcal{G}_r(V)$, where we reuse the notation $S^{(r)}$ for the tautological subspace bundle on the Grassmannian. After choosing a basis for $V$, this is of course just the bundle $S^{(r)} \oplus d$. A dual construction gives $X^{(r)}_{-}$: see [DS12, Section 3.1].

**Remark 1.4.** The quotients $X^{(r)}_{\pm}$ should be thought of as corresponding to certain large-radius limits of a gauged linear $\sigma$-model determined by $\mathcal{X}^{(r)}$. See Section 2.3 for some further remarks on this viewpoint.

We then have:

**Theorem A** ([DS12, Theorem 3.7]). For each $k \in \mathbb{Z}$, there exists an equivalence of bounded derived categories

\[
\psi_k : \mathcal{D}(X^{(r)}_{+}) \xrightarrow{\sim} \mathcal{D}(X^{(r)}_{-}).
\]

We consider now autoequivalences produced by composing the equivalences $\psi_k$ and their inverses:

**Notation.** We write $\omega_{k,l} := \psi_k^{-1} \psi_l \in \text{Aut}\left(\mathcal{D}(X^{(r)}_{+})\right)$, and refer to these $\omega_{k,l}$ as window-shift autoequivalences.

There is a well-developed theory associating twist autoequivalences of derived categories to spherical objects [ST01] or, more generally, to spherical functors (for definitions, see Section 2.1). These twists may be thought of as mirror to symplectic monodromies [ST01, Tho10]. The window-shift autoequivalences defined above can, at least heuristically, be seen as realising monodromy in the Stringy Kähler Moduli Space (SKMS) of our theory. Accordingly, the following result relates certain window-shift autoequivalences to twists of spherical functors. Other window-shifts are related to a dual notion of cotwists:

**Theorem B** ([DS12, Theorems 3.12, 3.13]). We have that

\[
\omega_{0,+1} = T_{F(r)},
\]

\[
\omega_{0,-1} = C_{F(r+1)}[2(d-r) - 1],
\]

where the twist $T_{\bullet}$ and the cotwist $C_{\bullet}$ are defined in Section 2.4 and each $F(r)$ is a certain spherical functor

\[
F(r) : \mathcal{D}(X^{(r-1)}_{+}) \rightarrow \mathcal{D}(X^{(r)}_{+})
\]

defined in Section 5.2.
$X^{(0)}$ $F(1)$ $T_{F(1)}$ $X^{(1)}$ $F(2)$ $T_{F(2)}$ $C_{F(2)}$ $X^{(2)}$ $F(3)$ $T_{F(2)}$ $C_{F(3)}$ $X^{(3)}$ $\ldots$

Figure 1: Schematic of the functors involved in Theorem $B$ with arrows denoting functors between the derived categories of the respective spaces $X^{(r)}$. Autoequivalences of the $\mathcal{D}(X^{(r)}_\pm)$ which coincide (up to a shift) are connected by dotted lines.

Remark 1.5.  

1. When $r = 1$, the functor $F(1)$ has domain $\mathcal{D}(\text{pt})$ and we have $F(1)(-) = - \otimes \mathcal{O}_{PV}$. Here $\mathcal{O}_{PV}$ is the skyscraper sheaf on the zero section of the bundle $X^{(1)}_\pm$, where we use the description of $X^{(1)}_+$ given in Remark 1.3. We then have that $T_{F(1)} = T_{\mathcal{O}_{PV}}$, the spherical twist about the spherical object $\mathcal{O}_{PV}$ [Don11b, Lemma 2.2].

2. For $r \geq 2$, the twist $T_{F(r)}$ has a more complicated geometric description. Generically, it acts as a family spherical twist [Hor05], but the behaviour on a certain closed locus is more elaborate. In the case $r = 2$, this interesting locus is the zero section $\mathbb{G}_r(2,V)$ of $X^{(2)}_+$. See [Don11a] for discussion.

Finally note that we obtain a description of all window-shift equivalences $\omega_{k,l}$ in our examples as a corollary of Theorem $B$ see Section 3.4 for details.
1.2. Outline.

- In Section 2, we explain some background, and give a brief discussion of the physical interpretation of our results.
- We construct our windows in Section 3 and indicate how they yield derived equivalences between GIT quotients (Theorem A).
- In Section 4, we give a compact guide to the twisted Lascoux resolutions which are used in our proofs to produce long exact sequences of bundles on Grassmannians: these may also be of independent interest.
- In Section 5, we explain the links between window-shift autoequivalences and twists (Theorem B).
- In Appendix A, we give explicit examples of the actions of window-shift autoequivalences.
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Notation. We write:

- \( \mathbb{P}V \) for the projective space of lines in a vector space \( V \), and \( \mathbb{P}^\vee V \) for the dual space of 1-dimensional quotients;
- \( \text{Gr}(r, V) \) for the Grassmannian of \( r \)-dimensional subspaces of \( V \), and \( \text{Gr}(V, r) \) for the dual Grassmannian of \( r \)-dimensional quotients;
- \( \mathcal{D}(X) \) for the bounded derived category of coherent sheaves on a variety \( X \);
- \( \delta \) for a Young diagram, or the corresponding sequence of integers (Definition 3.1);
- \( U^\delta \) for a Schur power of the vector space, or vector bundle, \( U \) (Definition 3.3);
- \( \text{Hom} \hookrightarrow \) and \( \text{Hom} \twoheadrightarrow \) for injective and surjective maps respectively.

2. Background

2.1. Spherical functors. Following [Am07, AL10] we have:

**Definition 2.1.** Taking an integral functor \( F : \mathcal{D}(Z) \to \mathcal{D}(X) \) with right adjoint \( R \) we have:

1. a **twist** functor \( T_F : \mathcal{D}(X) \to \mathcal{D}(X) \) defined so that
   \[
   T_F(\mathcal{E}) := \text{Cone}(FR(\mathcal{E}) \to \mathcal{E}) ;
   \]

2. a **cotwist** functor \( C_F : \mathcal{D}(Z) \to \mathcal{D}(Z) \) such that
   \[
   C_F(\mathcal{E}) := \text{Cone}(\mathcal{E} \to RF(\mathcal{E})) .
   \]

(The morphisms here are provided by the (co)unit of the adjunction.)

In all our examples, \( X \) and \( Z \) are Calabi-Yau (see [Don11b, Section 3.2]). Under this assumption, \( T_F \) is an equivalence precisely when \( C_F \) is an equivalence. In this latter circumstance, we refer to \( F \) as *spherical*. Note that there exists a more general definition which relaxes the Calabi-Yau assumptions: see [AL10].
2.2. Related work concerning GIT. Halpern-Leistner \cite{HL12} and Ballard, Favero, and Katzarkov \cite{BFK12}, also employing ideas from \cite{HHP08} and \cite{Seg11}, have developed a general theory of derived equivalences corresponding to certain variations of GIT: our equivalences $\psi_k$ fit in this framework. An upcoming paper \cite{HLS13} relates window-shift autoequivalences for general variations of GIT involving a single Hesselink stratum to twists of spherical functors. Our results for $r = 1$ follow from this general theory, so it is natural to ask whether the theory can be extended to cover the cases $r > 1$. We hope that this will be the subject of future work.

2.3. Links with gauged linear $\sigma$-models. As has been noted, the quotients $X_\pm^{(r)}$ should be thought of as corresponding to certain large-radius limits of a gauged linear $\sigma$-model determined by $X^{(r)}$, defined from the data of the underlying vector space of $\mathfrak{X}^{(r)}$ with its $\text{GL}(r)$-action: see \cite{DS12} for a more detailed account.

In physical language, our model has a $U(r)$ gauge group coupled to $d$ chiral multiplets $\Phi_i$ transforming in the fundamental representation $r$, with another $d$ fields transforming in the anti-fundamental representation $\bar{r}$ (cf. \cite[Section 2.1]{HT06}): these latter fields ensure that the model is Calabi-Yau. Setting $d = 2$ and $r = 1$, we recover the brane transport analysis of \cite[Section 8.4.1]{HHP08}. Note that each of our spherical functors $F^{(r)}$ relates the categories of B-branes associated to a pair of GLSMs, with gauge groups $U(r)$ and $U(r + 1)$ respectively.

There has been some discussion \cite{AHK05, HW12, HLS13} of how certain SKMS monodromies give rise to family spherical twists, or ‘EZ twists’ \cite{Hor05}. These twists may be described in the framework of Section 2.1: the associated cotwist is given by a composition of a shift, and tensoring by a line bundle. In our examples, by contrast, the cotwist is no longer of this form: for $r = 2$, it is itself a twist about a spherical object, whereas for $r > 2$ it is even more complicated \cite{DST12}. It would be interesting to investigate how these exotic twists arise from monodromy. Furthermore, Theorem \ref{thm:equivariant} suggests that, in our examples, SKMS monodromies yield both a twist and a cotwist: we do not know how this should be interpreted physically.

3. Windows

3.1. Schur powers.

Notation. We write $S^{(r)}$ for the tautological rank $r$ bundle on the stack $\mathfrak{X}^{(r)}$, or simply $S$ when the $r$ is clear from context.

We describe how to obtain various other natural bundles on $\mathfrak{X}^{(r)}$ by the Schur power construction. These bundles will be used as generators for our windows. They are indexed by arrangements of boxes known as Young diagrams.

Definition 3.1 (Young diagrams). Given a finite non-decreasing sequence $\delta = (\delta_1, \delta_2, \ldots, \delta_h)$ of non-negative integers $\delta_i$, there is a corresponding Young diagram. This is given by a stacked arrangement of boxes, with the sequence $\delta$ indicating the number of boxes contained in each successive layer (see Example 3.2 below).

Notation. We write $\text{row}_i(\delta)$ and $\text{col}_i(\delta)$ for the length of the $i^{\text{th}}$ row and $i^{\text{th}}$ column of the diagram $\delta$, respectively.
Example 3.2. The sequence $\delta = (3, 1)$ corresponds to the Young diagram in Figure 2 above. By definition, we have $\text{row}_i(\delta) = \delta_i$. Observe also that 

$$\text{col}_i(\delta) = \begin{cases} 
2 & i = 1, \\
1 & i = 2, 3, \\
0 & i \geq 4.
\end{cases}$$

Definition 3.3 (Schur powers). Given a vector space $U$, we write $U^\delta$ for the irreducible $\text{GL}(U)$-representation with highest weight $\delta$. 

Example 3.4. We have that 

$$U^{(1, \ldots, 1)} \simeq \wedge^h U,$$

$$U^{(w)} \simeq \text{Sym}^w U.$$ 

More general Schur powers have a more complicated description.

Remark 3.5. Applying the same Schur power construction relative to a base, we may take Schur powers of vector bundles also. In particular, we obtain natural bundles $S^\vee \delta$ on the stacks $\mathfrak{X}^{(r)}$, which we use in the following Section 3.2.

3.2. Equivalences. We may now construct our windows:

Definition 3.6 (windows). We define the window $W_k$ for $k \in \mathbb{Z}$ to be the full subcategory of $\mathcal{D}(\mathfrak{X}^{(r)})$ split-generated by the following set of vector bundles:

$$W_k = \left\{ S^\vee \otimes \det(S^\vee)^\otimes k \mid \text{row}_\bullet(\delta) \leq d - r, \ \text{col}_\bullet(\delta) \leq r \right\}.$$ 

Remark 3.7. We choose the same representations as in Kapranov’s exceptional collection for the Grassmannian [Kap88]. As a consequence we find [Don11b, Appendix C] that the restrictions of the bundles $W_k$, to either $X_+$ or $X_-$, sum to give a tilting bundle. This is the crucial point in the proof of the following lemma, which we omit:

Lemma 3.8 ([DS12 Proposition 3.6]). Writing $i_\pm$ for the inclusions $X_\pm \hookrightarrow \mathfrak{X}$, the (derived) restriction functors $Li_\pm^*$ give equivalences

$$Li_\pm^* : W_k \simto \mathcal{D}(X_\pm).$$

Using this lemma we have a commutative diagram as follows, which defines the required equivalences $\psi_k$:

$$\begin{array}{ccc}
\mathcal{D}(\mathfrak{X}) & \sim & \mathcal{D}(X_-) \\
\cup & & \\
\mathcal{D}(X_+) & \sim & W_k \\
\psi_k & & \sim
\end{array}$$
Remark 3.9. The equivalences $\psi_k$ are obtained in [BLVdB11, Section 5] using a different method, which is characteristic-free.

3.3. Examples. It is an exercise [FH96] that if we take $\delta$ of length $r$ then in fact

$$S^{\vee\delta} \otimes \det(S^{\vee}) \simeq S^{\vee\delta'}$$

where $\delta'$ is obtained by incrementing each element of the integer sequence $\delta$. We deduce that windows $W_k$ with consecutive $k$ have a substantial overlap. Examples are as follows:

Example 3.10. We illustrate the windows $W_{+1}$ and $W_0$ for $r = 1$:

$$W_{+1} \quad S^{\vee(d)} \quad S^{\vee(d-1)} \quad \ldots \quad S^{\vee(1)} \quad S^{\vee(0)} \quad W_0$$

Figure 3: Windows for $r = 1$.

Note that in this case $S = l$, say, a line bundle. We hence have simply that $S^{\vee(d)} = l^{\vee d}$, and so we recover the Beilinson tilting bundles on $X^{(1)}_{\pm}$.

Example 3.11. We give windows $W_{+1}$ and $W_0$ for the Grassmannian example $d = 4, r = 2$:

$$W_{+1} \quad S^{\vee(3,1)} \quad S^{\vee(2,0)} \quad W_0$$

$$S^{\vee(3,3)} \quad S^{\vee(2,2)} \quad S^{\vee(1,1)} \quad S^{\vee(0,0)}$$

Figure 4: Windows for $d = 4, r = 2$.

3.4. Relations between window shifts. The following lemma, which follows immediately from the definitions, may be used to express a general window-shift autoequivalence $\omega_{k,l}$ in terms of those described in Theorem B

Lemma 3.12.

$$\omega_{m,k} \circ \omega_{k,l} = \omega_{m,l}$$

$$\omega_{k+m,l+m} = (- \otimes \det(S^{\vee}) \otimes^m) \circ \omega_{k,l} \circ (- \otimes \det(S) \otimes^m)$$

4. Twisted Lascoux complexes

We explain a case of a certain generalised Koszul resolution known as the twisted Lascoux resolution [Wey03, Section 6.1]. Weyman gives this resolution implicitly in loc. cit.: we perform a Borel–Weil–Bott calculation which makes it explicit in [DS12, Theorem A.7]. We summarise the results here, and give examples.

Remark 4.1. A very closely-related construction appears in [Fon11] under the name of staircase complexes.
We begin by defining a stack
\[ \mathcal{T} := \left[ \frac{\text{Hom}(V, S^{(r)})}{\text{GL}(S^{(r)})} \right]. \]

Note that the dual Grassmannian \( \text{Gr}(V, r) \) arises as a substack of \( \mathcal{T} \) by restricting to the locus of surjective Homs. The following Theorem 4.2 resolves certain natural torsion sheaves \( (2) \), supported on the complement of this locus. Corollary 4.3 then produces associated exact sequences on the Grassmannian.

We consider then the composition morphism \( j \) given as follows
\[ j : \left[ \frac{\text{Hom}(V, S^{(r-1)}) \oplus \text{Hom}_{\text{sur}}(S^{(r-1)}, S^{(r)})}{\text{GL}(S^{(r-1)}) \times \text{GL}(S^{(r)})} \right] \rightarrow \mathcal{T}, \]

and the direct images of certain Schur powers \( (S^{(r-1)})^\vee \delta \) under \( j \). We have:

**Theorem 4.2** ( \cite[Theorem A.7]{DST2} ). Let \( \delta \) be a Young diagram with
\[ \text{row}_\bullet(\delta) \leq d - r + 1, \quad \text{col}_\bullet(\delta) < r. \quad (1) \]

Then
\[ j_*( (S^{(r-1)})^\vee \delta ) \]

may be resolved by a complex \( E_\bullet \) of bundles where
\[ E_0 := (S^{(r)})^\vee \delta, \]
\[ E_k := (S^{(r)})^\vee \delta_k \otimes \wedge^{s_k} V. \]

The Young diagrams \( \delta_k \) are defined, for \( 1 \leq k \leq d - r + 1 \), such that
\[ \text{row}_i(\delta_k) = \begin{cases} \text{row}_i(\delta) & 1 \leq i < \text{col}_k(\delta) + 1 \\ k & i = \text{col}_k(\delta) + 1 \\ \text{row}_{i-1}(\delta) + 1 & \text{col}_k(\delta) + 1 < i \leq r \end{cases} \quad (3) \]

and \( s_k := r + k - (\text{col}_k(\delta) + 1) \).

The following corollary then yields exact sequences on \( \text{Gr}(V, r) \):

**Corollary 4.3.** Take \( \delta \) a Young diagram with shape as above in \( (1) \). Then we have an exact sequence on \( \text{Gr}(V, r) \), as follows:
\[ 0 \rightarrow S^{\vee \delta_k} \otimes \wedge^{s_k} V \rightarrow \ldots \rightarrow S^{\vee \delta_1} \otimes \wedge^{s_1} V \rightarrow S^{\vee \delta} \rightarrow 0, \]

where
- the \( \delta_k \) are defined as previously by \( (3) \),
- \( s_k := r + k - (\text{col}_k(\delta) + 1) \) as above,
- \( K := d - r + 1, \) and
- \( S \) denotes the tautological quotient bundle on \( \text{Gr}(V, r) \).

**Proof.** This follows immediately, as the support of any object in \( \text{Im}(j_*) \), and in particular the sheaf \( (2) \), lies entirely in the locus which is removed from \( \mathcal{T} \) to give the Grassmannian \( \text{Gr}(V, r) \). \( \square \)

**Example 4.4.** We illustrate in Figure 5 below the Young diagrams \( \delta_k \) appearing in Theorem 4.2 and Corollary 4.3 above, as defined by \( (3) \), taking \( \delta = (3, 1) \), and \( d = 7, r = 3 \).
Figure 5: Young diagrams $\delta_k$ for $\delta = (3,1)$, with $d = 7$, $r = 3$. The dashed line, in the diagram for $\delta$, indicates where boxes are added to produce each $\delta_k$.

**Example 4.5.** Taking $\delta = (0)$ with $r = 1$ we immediately see that $\delta_k = (k)$. Corollary 4.3 then recovers the following well-known exact sequences on the projective space of quotients $P^V$, where $l$ denotes the tautological quotient bundle:

$$0 \rightarrow l^d \otimes \wedge^d V \rightarrow \ldots \rightarrow l^V \otimes V \rightarrow O \rightarrow 0$$

**Example 4.6.** (cf. [DS12, Examples A.8, A.9]) Taking $d = 4$ and $r = 2$, Corollary 4.3 gives exact sequences

$$0 \rightarrow S^{(3,1)} \otimes \wedge^4 V \rightarrow S^{(2,1)} \otimes \wedge^3 V \rightarrow S^{(1,1)} \otimes \wedge^2 V \rightarrow S^{(0,0)} \rightarrow 0$$

$$0 \rightarrow S^{(3,2)} \otimes \wedge^4 V \rightarrow S^{(2,2)} \otimes \wedge^3 V \rightarrow S^{(1,1)} \otimes V \rightarrow S^{(1,0)} \rightarrow 0$$

$$0 \rightarrow S^{(3,3)} \otimes \wedge^4 V \rightarrow S^{(2,2)} \otimes \wedge^3 V \rightarrow S^{(2,1)} \otimes V \rightarrow S^{(2,0)} \rightarrow 0$$

with $\delta = (0,0)$, $(1,0)$ and $(2,0)$ respectively.

**Remark 4.7.** Notice that each of these sequences lies in two consecutive windows: all but the last term lie in $\mathcal{W}_{+1}$, and all but the first lie in $\mathcal{W}_0$. This observation will be key in what follows.

5. Windows and twists

5.1. Transfer functors.

**Definition 5.1** (transfer functor). A functor $\Phi \in \text{End}(\mathcal{D}(X))$ which

1. restricts to a functor $\mathcal{W}_k \rightarrow \mathcal{W}_i$, and
2. such that the following diagram commutes

$$\begin{array}{ccc}
\mathcal{D}(X^+) & \xleftarrow{L_i^*} & \mathcal{W}_k \\
\phi \downarrow & & \downarrow \phi \\
\mathcal{D}(X^-) & \xrightarrow{L_i} & \mathcal{D}(X^-)
\end{array}$$

(4)

for some endofunctor $\phi \in \text{End}(\mathcal{D}(X^+))$, is referred to as a transfer functor for $\phi$. 

We think of $\Phi$ as transferring from window $W_k$ to $W_l$ in a manner compatible with the endomorphism $\phi$ on $D(X^+)$. The following proposition then allows us to prove Theorem $\Box$ by constructing suitable transfer functors in our examples:

**Proposition 5.2.** Given a transfer functor $\Phi$ for $\phi$ as in Definition 5.1 above, we have

$$\omega_{l,k} = \phi.$$

**Proof.** This follows formally. See [DS12, Proposition 2.2]. $\square$

5.2. **Hecke correspondences.** We now introduce natural correspondences which may be used to construct transfer functors in our examples. We put:

$$Z := \left[ \frac{\text{Hom}(S(r), V) \oplus \text{Hom}(V, S(r-1)) \oplus \text{Hom}_{\text{act}}(S(r-1), S(r))}{\text{GL}(S(r-1)) \times \text{GL}(S(r))} \right].$$

Observe that $Z$ is equipped with natural morphisms to $X(r-1)$ and $X(r)$, given by composition of linear maps, which we denote as follows:

$$X(r-1) \xrightarrow{Z} Z \xrightarrow{j} X(r).$$

By passing through the correspondence $Z$, we then obtain a functor

$$F(r) : D(X(r-1)) \longrightarrow D(X(r)),$$

defined by $F(r) := \mathbb{R}j_* \circ L\pi^*$. If we replace $\text{Hom}(S(r), V)$ in the definition of $Z$ with $\text{Hom}_{\text{act}}(S(r), V)$, then we obtain a space, say $Z_+$, now with natural morphisms to $X(r-1)$ and $X(r)$. By passing through the correspondence $Z_+$, we obtain a functor

$$F(r) : D(X(r-1)) \longrightarrow D(X(r)_+).$$

Fixing now a particular $r$, and dropping this from the notation for simplicity, we have:

**Proposition 5.3 (DS12 Section 3.2.2).** $T_F$ is a transfer functor for $T_F$ mapping window $W_{r+1}$ to $W_0$.

We say a few words about the proof of Proposition 5.3 here:

1. The proof that $T_F$ maps window $W_{r+1}$ to $W_0$ is given in DS12 Lemma 3.16. The core of the proof is that for a generator $\mathcal{E} \in W_{r+1}$ (as in Example 3.14) we have

$$\mathcal{F}\mathcal{R}(\mathcal{E}) = \begin{cases} 0 & \mathcal{E} \in W_0, \\ \{\mathcal{E} \longrightarrow \ldots\} & \mathcal{E} \notin W_0, \end{cases}$$

where the omitted part of the complex is given by elements of $W_0$ (tensored by certain fixed vector spaces), and the generator $\mathcal{E}$ appears in homological degree 0. This all follows using the Lascoux resolutions of Section 4. We hence deduce that $T_F(\mathcal{E}) \in W_0$ as required.

2. The commutativity of the left-hand square in diagram 14 is DS12 Lemma 3.17: it follows from the formal similarity between $T_F$ and $T_F$, and certain vanishing results. The commutativity of the right-hand square follows immediately from considering the support of objects in $\text{Im}(F)$: by construction, they lie entirely in the locus which we remove to yield $X_-$.

**Remark 5.4.** The cotwist proof is similar, though somewhat more delicate: see DS12 Section 3.2.3.
Finally, we give some examples of the action of window-shift autoequivalences, consistent with the twist action described in the previous Section 5. Complexes surrounded by braces denote objects of the derived category, with the left-most term in homological degree 0.

**Example A.1** \((r = 1)\). Example 3.10 gives that the window \(W_{+1}\) has generators \(E = l^{\wedge k}\) for \(1 \leq k \leq d\). From the definitions we have that \(\psi_{+1}(l^{\wedge k}) \simeq l^{\wedge k}\) and thence we obtain:

\[
\omega_{0, +1}(l^{\wedge k}) = \begin{cases} 
  l^{\wedge k} & k = 1, \ldots, d - 1, \\
  l^{\wedge d-1} \otimes \wedge^{d-1} V \to \cdots \to l^{\wedge} V \to O & k = d.
\end{cases}
\]

The only non-trivial part of this calculation is to use the exact sequence of Example 4.5 on \(X^-\) (we have to pull it up from \(P^{\wedge} V\), and choose an isomorphism \(\text{det} V \simeq \mathbb{C}\)) to express \(l^{\wedge d}\) as a complex of vector bundles in the window \(W_0\). See [DS12, Section 2.1.1] for the case \(d = 2\).

**Example A.2** \((d = 4, r = 2)\). Example 3.11 gives generators \(E = S^{\wedge \delta}\) for the window \(W_{+1}\) with certain \(\delta\). For these \(\delta\) we have:

\[
\omega_{0, +1}(S^{\wedge \delta}) = \begin{cases} 
  S^{\wedge \delta} & \delta = (1, 1), (2, 2), (2, 1), \\
  S^{\wedge (2, 2)} \otimes \wedge^2 V \to S^{\wedge (2, 1)} \otimes V \to S^{\wedge (2, 0)} & \delta = (3, 3), \\
  S^{\wedge (2, 2)} \otimes \wedge^3 V \to S^{\wedge (1, 1)} \otimes V \to S^{\wedge (1, 0)} & \delta = (3, 2), \\
  S^{\wedge (2, 1)} \otimes \wedge^3 V \to S^{\wedge (1, 1)} \otimes \wedge^2 V \to S^{\wedge (0, 0)} & \delta = (3, 1).
\end{cases}
\]

The calculation proceeds as above, this time using the exact sequences in Example 4.6. Similar calculations (with a twist) may be found in [DS12, Section 2.1.2].
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