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Abstract
We consider uniform spanning tree (UST) in topological polygons with 2N marked points on the boundary with alternating boundary conditions. In [LPW21], the authors derive the scaling limit of the Peano curve in the UST. They are variants of SLE8. In this article, we derive the scaling limit of the loop-erased random walk branch (LERW) in the UST. They are variants of SLE2. The conclusion is a generalization of [HLW20, Theorem 1.6] where the authors derive the scaling limit of the LERW branch of UST when N = 2. When N = 2, the limiting law is SLE2(−1, −1; −1, −1). However, the limiting law is no longer in the family of SLE2(ρ) process as long as N ≥ 3.
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1 Introduction
We derive the scaling limit of loop-erased random walk branch (LERW) of uniform spanning tree (UST) in topological polygons. A (topological) polygon (Ω; x1, . . . , x2N) is a bounded simply connected domain Ω ⊂ C with distinct boundary points x1, . . . , x2N in counterclockwise order. We always assume ∂Ω is C1 and simple. We denote by (xixi+1) the boundary arc between xi and xi+1 in counterclockwise order. In this article, we focus on polygons with even number of marked points on the boundary (Ω; x1, . . . , x2N) with N ≥ 1. Suppose (Ωδ; xδ1, . . . , xδ2N) is an approximation of (Ω; x1, . . . , x2N) on δZ2. We consider uniform spanning tree (UST) on Ωδ with alternating boundary conditions: the edges in the boundary arcs (xδ2i−1xδ2i) are forced to be contained in the tree for i ∈ {1, . . . , N}. There are finitely many such trees, we consider uniform distribution on these trees. Let Tδ be a uniformly chosen tree on Ωδ with such alternating boundary conditions. There exists a branch γδ in Tδ connecting the arc (xδ1xδ2) to the arc (xδ2N−1xδ2N). The goal is to derive the limiting law of γδ. In order to properly state the conclusion, we first introduce the following notions.

We first introduce the convergence of polygons. A curve is defined by a continuous map from [0, 1] to C. Let C be the space of unparameterized curves in C. Define the metric on C as follows:

\[ d(γ1, γ2) := \inf_{\hat{γ}} \sup_{t \in [0, 1]} |\hat{γ}_1(t) - \hat{γ}_2(t)|, \]

where the infimum is taken over all the choices of parameterizations \( \hat{γ}_1 \) and \( \hat{γ}_2 \) of \( γ_1 \) and \( γ_2 \). Fix a polygon (Ω; x1, . . . , x2N). We consider a sequence of discrete polygons (Ωδ; xδ1, . . . , xδ2N) on δZ2 converge to (Ω; x1, . . . , x2N) in the following sense:

\[ (xδi, xδi+1) \text{ converges to } (xi, xi+1) \text{ in the metric (1.1), as } \delta \to 0, \text{ for } 1 \leq i \leq 2N. \]

Next, we introduce a particular conformal map \( φ \) on Ω which plays an essential role in this article.

∗liumc_prob@163.com
†hao.wu.proba@gmail.com. Funded by Beijing Natural Science Foundation (JQ20001, Z180003).
Lemma 1.1. \cite{LPW21} Lemma 4.8] For a polygon \((\Omega; x_1, \ldots, x_{2N})\), there exists a unique conformal map \(\phi\) from \(\Omega\) onto a rectangle of unit width with horizontal slits such that it maps the four points \((x_1, x_2, x_{2N-1}, x_{2N})\) to the four corners of the rectangle with \(\phi(x_1) = 0\) and it maps \((x_{2i-1}, x_{2i})\) to horizontal slits for \(i \in \{2, \ldots, N - 1\}\). We denote by \(K := \text{Im}\phi(x_{2N})\) the height of the rectangle. See Figure 1.1.

Figure 1.1: For a polygon \((\Omega; x_1, \ldots, x_{2N})\), there exists a unique conformal map \(\phi\) from \(\Omega\) onto a rectangle of unit width with horizontal slits as in Lemma 1.1. If \(\Omega = \mathbb{H}\) with marked points \(y_1 < \cdots < y_{2N}\), we denote the corresponding conformal map by \(f(\cdot; y_1, \ldots, y_{2N})\).

When \(\Omega = \mathbb{H}\) with marked points \(y_1 < \cdots < y_{2N}\), we denote by \(f(\cdot; y_1, \ldots, y_{2N})\) the conformal map in Lemma 1.1. We define partition function \(\mathcal{Z}\) as follows: for \(y_1 < w < y_2 < \cdots < y_{2N}\),

\[
\mathcal{Z}(w; y_1, \ldots, y_{2N}) := \partial_z f(z; y_1, \ldots, y_{2N})|_{z=w}. \tag{1.3}
\]

Now, we are ready to state our conclusion.

Theorem 1.2. Fix a polygon \((\Omega; x_1, \ldots, x_{2N})\) such that \(\partial \Omega\) is \(C^1\) and simple. Suppose that a sequence of polygons \((\Omega^i; x_1^i, \ldots, x_{2N}^i)\) converges to \((\Omega; x_1, \ldots, x_{2N})\) as \(1.2\). Consider the UST \(T_\delta\) in \((\Omega^i; x_1^i, \ldots, x_{2N}^i)\) with alternating boundary conditions and denote by \(\gamma_\delta\) the branch in \(T_\delta\) connecting \((x_1^i, x_2^i)\) to \((x_{2N-1}^i, x_{2N}^i)\) and we stop it when it hits \(\bigcup_{i=2}^{N}(x_2^i, x_{2i})\). Then the law of \(\gamma_\delta\) converges weakly to a continuous curve \(\gamma\) in \((\Omega; x_1, \ldots, x_{2N})\) whose law is characterized by the following properties. Denote by \(\mathcal{X} = \gamma \cap (x_1, x_2)\).

1. Denote by \(\phi\) the conformal map in Lemma 1.1. The law of \(\phi(\mathcal{X})\) is uniform in \((0, 1)\).
2. Let \(\varphi\) be any conformal map from \(\Omega\) onto \(\mathbb{H}\) such that \(\varphi(x_1) < \cdots < \varphi(x_{2N})\). Given \(\mathcal{X}\), the conditional law of \(\gamma\) is the image under \(\varphi^{-1}\) of Loewner chain with the following driving function up to the first time that \(\varphi(x_1)\) or \(\varphi(x_2)\) is swallowed:

\[
\begin{align*}
\text{d}W_t &= \sqrt{2\text{d}B_t} + 2(\partial_w \log \mathcal{Z})(W_t; V_1^1, \ldots, V_{2N}^1)\text{d}t, \quad W_0 = \varphi(\mathcal{X}); \\
\text{d}V_j^i &= \frac{2\text{d}t}{V_j^i - W_t}, \quad V_j^0 = \varphi(x_j), \quad j \in \{1, \ldots, 2N\}, \tag{1.4}
\end{align*}
\]

where \(\mathcal{Z}\) is the partition function defined in (1.3) and \((B_t, t \geq 0)\) is standard one-dimensional Brownian motion.

Let us briefly explain our strategy.

- We derive the limiting law of the starting point of the branch \(\gamma_\delta\) in Section 2. From Wilson’s algorithm \cite{W06}, the law of \(\gamma_\delta\) can be described by loop-erased random walk (LERW). Certain hitting probability of LERW is discrete harmonic function. We identify the limit of such discrete harmonic function and relate it to the holomorphic function \(\phi\).
• We derive the conditional law of $\gamma$ given $\mathcal{X}$ in Section 3. To this end, we still consider certain hitting probability of LERW. We identify the limit of such discrete harmonic function as the imaginary part of a particular holomorphic function. The limit of the hitting probability provides a martingale observable for $\gamma$ from where we are able to solve the driving function of the Loewner chain. However, the corresponding hitting probability is a discrete harmonic function with complicated boundary conditions. The bulk part of the analysis in Section 3 is devoted to the analysis on the corresponding holomorphic function. The martingale observable in Section 3 is not the only reasonable one. It is possible that there are other observables which solve the question using a simpler analysis and provide distinct partition function $\tilde{Z}$ such that $\partial_u \log \tilde{Z} = \partial_u \log Z$.

Theorem 1.2 is a generalization of [HLW20] Theorem 1.6 where the authors derive the limiting law of $\gamma_\delta$ when $N = 2$. When $N = 2$, the conditional law of $\gamma$ given $\mathcal{X}$ is $\text{SLE}_2(-1,-1,-1,-1)$ in $\Omega$ from $\mathcal{X}$ to $(x_3 x_4)$ with force points $(x_4, x_1; x_2, x_3)$ stopped when it hits $(x_3 x_4)$. However, the conditional law of $\gamma$ given $\mathcal{X}$ is no longer in the family of $\text{SLE}_2(\rho)$ process when $N \geq 3$, see discussion at the end of Section 3.4.

We end the introduction with a summary on previous conclusions about scaling limit of LERW in 2-dimension (as far as we know). They treat LERW in different setup from ours.

• In [LSW04] Theorem 1.1], Lawler, Schramm and Werner consider LERW in simply connected domain starting from an interior point and stopped at the exit time. They prove that the scaling limit of such path is radial $\text{SLE}_2$.

• In [Zha08], Zhan derives the scaling limit of LERW in finitely connected domains. Our setup is related to, but distinct from, examples described in [Zha08] Section 4.2]. We use the important idea from that paper about the Poisson kernel and we give a more concrete answer in our setup. There are two main differences between [Zha08] and our results: First, [Zha08] does not address the limiting law of the starting point of $\gamma_\delta$ as we do in Theorem 1.2 (1). Second, our key analysis on the smoothness of the Poisson kernel in Section 3 has not been addressed in [Zha08].

• In [KW11] and [KKP20], Kenyon and Wilson, and later Karrila, Kytölä and Peltola, derive connectivity probabilities of boundary branches in UST with fully wired boundary conditions. Based on these works, Karrila [Kar20] considers the scaling limit of LERW branches in UST with fully wired boundary conditions. Fix $2N$ marked points on the boundary and consider the event that there exist $N$ LERW branches in the UST connecting among these $2N$ points. He shows that, conditioning on this rare event, the scaling limit of the $N$ LERW branches is multiple $\text{SLE}_2$.

• In [CW21], the authors show that the scaling limit of “massive loop-erased random walk” is the “massive version” of $\text{SLE}_2$. Although this result is not directly related to our setup, we do use their tool to analyze discrete harmonic functions.
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2 Loop-erased random walk branch: the starting point

We assume the same setup as in Theorem 1.2. Recall that $\gamma_\delta$ is the branch in the UST in $(\Omega^\delta; x_1^\delta, \ldots, x_{2N}^\delta)$ connecting $(x_1^\delta x_2^\delta)$ to $(x_{2N}^\delta x_{2N-1}^\delta)$ stopped when it hits $\bigcup_{i=2}^{2N}(x_{2i-1}^\delta x_{2i}^\delta)$. Recall that $\phi$ is the conformal map in Lemma 1.1. The goal of this section is to show the first conclusion in Theorem 1.2.

Proposition 2.1. Define $\mathcal{X}_\delta := \gamma_\delta \cap (x_1^\delta x_2^\delta)$. Fix $a, b \in (x_1 x_2)$ and $a^\delta, b^\delta \in (x_1^\delta x_2^\delta)$ such that the polygon $(\Omega^\delta; x_1^\delta, a^\delta, b^\delta, x_2^\delta, \ldots, x_{2N}^\delta)$ converges to $(\Omega; x_1, a, b, x_2, \ldots, x_{2N})$ as $[\delta \to 0]$. Then, we have

$$\lim_{\delta \to 0} \mathbb{P}\left[ \mathcal{X}_\delta \in (a^\delta b^\delta) \right] = \phi(b) - \phi(a).$$

Before the proof of Proposition 2.1, let us explain how it gives Theorem 1.2 (1)
Lemma 2.2. The family of curves \( \{ \gamma_\delta \}_{\delta > 0} \) is tight. Moreover, suppose \( \gamma \) is any subsequential limit of \( \{ \gamma_\delta \}_{\delta > 0} \), then \( \gamma \) intersects \( \partial \Omega \) only at its two ends almost surely.

Proof. The proof is the same as the proof of [LSW04, Theorem 1.1]. See also [HLW20, Lemma 4.11]. □

Corollary 2.3. Suppose \( \gamma \) is any subsequential limit of \( \{ \gamma_\delta \}_{\delta > 0} \). Define \( \mathcal{X} := \gamma \cap (x_1 x_2) \). The law of \( \phi(\mathcal{X}) \) is uniform in \((0, 1)\).

Proof. From Lemma 2.2, the law of \( \mathcal{X}_\delta \) converges to the law of \( \mathcal{X} \). Combining with Proposition 2.1, the law of \( \phi(\mathcal{X}) \) is uniform. □

The rest of this section is devoted to the proof of Proposition 2.1. To this end, we first introduce the Poisson kernel in \( \phi(\Omega) \) with mixed boundary conditions as follows.

Then, we have

\[ \theta_n \phi_x(z,w) = 0 \quad \text{if} \quad z,w \in \mathcal{R} \quad \text{and} \quad \kappa=M \sqrt{1 - \frac{\phi_x(x_1,w)}{\phi_x(x_2,w)}} \]

\[ \phi_x(z,w) = \sum_{n=0}^{\infty} \phi_x(z,w,n) \quad \text{and} \quad \phi_x(z,w,n) = \sum_{m=-\infty}^{\infty} P_n \phi_x(z,m,w) \]

2.1 Poisson kernel with mixed boundary conditions

Recall from Lemma 1.1 that \( \phi(\Omega) \) is a rectangle with horizontal slits and \( K = \text{Im} \phi(x_2 N) \) is the height of the rectangle. We denote by \( n \) the inner normal along \( \partial \phi(\Omega) \). We define the Poisson kernel \( P_{\phi(\Omega)} \) in \( \phi(\Omega) \) with mixed boundary conditions as follows.

Lemma 2.4. For any fixed \( w \in (0,1) \cup (iK,1+iK) \), there exists a unique function \( P_{\phi(\Omega)}(\cdot, w) : \phi(\Omega) \to \mathbb{R} \) which is positive and harmonic in \( \phi(\Omega) \) and satisfies the following boundary conditions.

1. \( P_{\phi(\Omega)}(\cdot, w) \) is continuous in \( \phi(\Omega) \setminus \{ w \} \);
2. \( P_{\phi(\Omega)}(\cdot, w) = 0 \) on \( \cup_{i=1}^{N} (\phi(x_{2i-1}) \phi(x_{2i})) \setminus \{ w \} \) and \( \partial_n P_{\phi(\Omega)}(\cdot, w) = 0 \) on \( \cup_{i=1}^{N} (\phi(x_{2i}) \phi(x_{2i+1})) \);
3. \( P_{\phi(\Omega)}(z,w) - \frac{1}{\pi} \text{Im} \frac{1}{z-w} \) is bounded in a neighborhood of \( w \).

Proof. We prove the existence first. Define \( R \) to be the union of \( \phi(\Omega) \cup (0,iK) \cup (1+iK) \) and its reflection with respect to \((0,iK)\). Define \( R := \cup_{m=-\infty}^{\infty}(R + 2m) \). In this proof, we will always assume \( z,u \in R \) and \( w \in (-\infty, \infty) \times \{0,iK\} \). Denote by \( G_R \) the Green function in \( R \) with Dirichlet boundary condition that \( G_R(z,u) + \frac{1}{\pi} \log |z-u| \) is bounded when \( z \to u \). The Poisson kernel in \( R \) is defined as \( P_R(z,u) := \partial_n G_R(z,u) \big|_{u=w} \). Define \( S := (-\infty, \infty) \times (0,iK) \), define the Green function \( G_S \) and the Poisson kernel \( P_S \) similarly. Note that for any fixed \( u \), the function \( G_S(\cdot, u) - G_R(\cdot, u) \) is a positive harmonic function in \( R \). This implies that

\[ P_R(z,w) \leq P_S(z,w). \quad (2.1) \]

Moreover, \( P_R(z,w) \) has the same asymptotic property as \( P_S(z,w) \) when \( z \to w \). Note that \( P_S(z,w) = \frac{1}{K} \text{Im} \frac{1}{\exp(\frac{1}{2}(z-w))} \) when \( w \in (0,1) \) and \( P_S(z,w) = \frac{1}{K} \text{Im} \frac{1}{\exp(\frac{1}{2}(z-w))} \) when \( w \in (iK,iK+1) \). This implies

\[ P_R(z,w) - \frac{1}{\pi} \text{Im} \frac{1}{z-w} \] is bounded in a neighborhood of \( w \). \quad (2.2)

By (2.1) and the explicit form of \( P_S \), we have \( \sum_{m=-\infty}^{\infty} P_R(z + 2m, w) \) converges uniformly outside a neighborhood of \( w \). Define

\[ A(z,w) := \sum_{m=-\infty}^{\infty} P_R(z + 2m, w) + \sum_{m=-\infty}^{\infty} P_R(2m - \tau, w) \quad \text{and} \quad P_{\phi(\Omega)}(\cdot, w) = A(\cdot, w) \big|_{\phi(\Omega)}. \quad (2.3) \]

Then, we have \( A(\cdot, w) \) is harmonic in \( R \). By definition, we have \( A(z,w) = A(-\tau, w) = A(2 - \tau, w) \). This implies

\[ \partial_n A(z,w) = 0 \quad (2.4) \]
for all \( z \in \bigcup_{i=1}^{N} (\phi(x_{2i})\phi(x_{2i+1})) \). Combining the uniform convergence and (2.4), \( P_{\phi(\Omega)} \) satisfies the first two boundary conditions. Note that \( P_{\phi(\Omega)}(z, w) \) has the same asymptotic property as \( P_{R}(z, w) \) as \( z \to w \). By (2.2), we have that \( P_{\phi(\Omega)}(\cdot, w) \) satisfies the third boundary condition.

Next, we prove the uniqueness. Suppose \( \check{P}_{\phi(\Omega)}(\cdot, \cdot) \) is another positive harmonic function which satisfies the same boundary conditions as \( P_{\phi(\Omega)} \). Define \( L = \check{P}_{\phi(\Omega)} - P_{\phi(\Omega)} \). Recall that \( \varphi \) is any fixed conformal map from \( \Omega \) onto \( \mathbb{H} \). We extend \( L \circ \varphi^{-1} \) to \( \mathbb{C} \) by reflecting \( L \circ \varphi^{-1} \) with respect to \( \mathbb{R} \) and we still denote the extension by \( L \circ \varphi^{-1} \). Then, \( L \circ \varphi^{-1} \) is bounded on \( \mathbb{C} \) and is harmonic on \( \mathbb{C} \setminus \bigcup_{i=1}^{N} (\varphi(x_{2i-1})\varphi(x_{2i})) \) and \( L \circ \varphi^{-1} \mid_{\bigcup_{i=1}^{N} (\varphi(x_{2i-1})\varphi(x_{2i}))} = 0 \). Maximum principle implies \( L \circ \varphi^{-1} \) is identically zero. Thus, we have \( P_{\phi(\Omega)} = \check{P}_{\phi(\Omega)} \). This completes the proof.

The following properties of the Poisson kernel will be used later.

**Lemma 2.5.** For any \( u, w \in (0, 1) \cup (iK, iK + 1) \), we have the followings.

\[
\partial_n P_{\phi(\Omega)}(z, w)\big|_{z=u} = \partial_n P_{\phi(\Omega)}(z, u)\big|_{z=w}; \tag{2.5}
\]

\[
\partial_n P_{\phi(\Omega)}(z, w)\big|_{z=u} > 0. \tag{2.6}
\]

**Proof.** Eq. (2.5) follows from the construction of Poisson kernel and the symmetry of Green’s function.

For (2.6), we consider the standard Poisson kernel in \((0, 1) \times (0, iK)\) and denote it by \( P_{(0,1) \times (0,iK)} \). It has the same asymptotic property as \( P_{\phi(\Omega)} \). Then, by the maximum principle, we have

\[
P_{\phi(\Omega)} \geq P_{(0,1) \times (0,iK)}.
\]

This implies that

\[
\partial_n P_{\phi(\Omega)}(z, w)\big|_{z=u} \geq \partial_n P_{(0,1) \times (0,iK)}(z, w)\big|_{z=u} > 0.
\]

This completes the proof.

\[\Box\]

### 2.2 Proof of Proposition 2.1

From Wilson’s algorithm, we give an equivalent description of the branch \( \gamma_{\delta} \). Define \( \tilde{\Omega}^{\delta} \) to be the graph obtained from \( \Omega \) by viewing each boundary arc \((x_{2i-1}^{\delta}x_{2i}^{\delta})\) as a vertex for \( 1 \leq i \leq N \) and viewing different boundary arcs as different vertices. We sample a simple random walk \( \Gamma_{\delta} \) on \( \tilde{\Omega}^{\delta} \), which starts from \((x_{1}^{\delta}x_{2}^{\delta})\) and ends at \((x_{2N-1}^{\delta}x_{2N}^{\delta})\). The loop-erased random walk \( \tilde{\gamma}_{\delta} \) is defined as follows by induction. Define \( \gamma_{\delta}(0) := (x_{1}^{\delta}x_{2}^{\delta}) \). Suppose for \( 1 \leq j \leq k \), the step \( \gamma_{\delta}(j) \) has been defined. Define \( n_{k} := \max\{m : \Gamma_{\delta}(m) = \gamma_{\delta}(k)\} \). Then, we define \( \gamma_{\delta}(k+1) := \Gamma_{\delta}(n_{k} + 1) \). We end the induction when \( \tilde{\gamma}_{\delta} \) arrives at \((x_{2N-1}^{\delta}x_{2N}^{\delta})\).

Note that \( \tilde{\gamma}_{\delta} \) stopped at the first hitting time of \( \bigcup_{i=2}^{N} (x_{2i-1}^{\delta}x_{2i}^{\delta}) \) has the same law as \( \gamma_{\delta} \) stopped at the same hitting time.

In the following lemma, we connect the simple random walk on \( \tilde{\Omega}^{\delta} \) to the conformal map \( \phi \) in Lemma 1.1. Recall that \( K := \text{Im} \phi(x_{2N}) \) is the height of the rectangle \( \phi(\Omega) \).

**Lemma 2.6.** For every \( v^{\delta} \in \Omega^{\delta} \), we define \( \lambda^{\delta}(v^{\delta}) \) to be the probability that a simple random walk on \( \tilde{\Omega}^{\delta} \) starting from \( v^{\delta} \) hits \((x_{2N-1}^{\delta}x_{2N}^{\delta}) \) before \((x_{1}^{\delta}x_{2}^{\delta})\) and regard \( \lambda^{\delta} \) as a function on \( \Omega^{\delta} \). The discrete harmonic function \( \lambda^{\delta} \) converges to \( \frac{1}{K} \text{Im} \phi \) locally uniformly as \( \delta \to 0 \).

**Proof.** Note that \( \lambda^{\delta} \) is discrete harmonic on \( \Omega^{\delta} \setminus \bigcup_{i=1}^{N} (x_{2i-1}^{\delta}x_{2i}^{\delta}) \) and it is constant on each \((x_{2i-1}^{\delta}x_{2i}^{\delta})\) for \( 1 \leq i \leq N \). Moreover, \( \lambda^{\delta} = 0 \) on \((x_{1}^{\delta}x_{2}^{\delta})\) and \( \lambda^{\delta} = 1 \) on \((x_{2N-1}^{\delta}x_{2N}^{\delta})\). Denote by \( r^{\delta} \) the discrete harmonic conjugate of \( \lambda^{\delta} \) defined on the dual graph of \( \Omega^{\delta} \), which equals 0 on \((x_{2N}^{\delta})\) and 1 on \((x_{1}^{\delta}x_{2}^{\delta})\). By the definition of \( \lambda^{\delta} \), it is clear that \( r^{\delta} \) equals the same positive constant on \((x_{2i}^{\delta}x_{2i+1}^{\delta})\) for \( 1 \leq i \leq N - 1 \). We denote this constant by \( M^{\delta} \).
Define \( \tilde{\phi}^\delta = r^\delta + i\lambda^\delta \). If \( \{M^\delta\}_{\delta > 0} \) is uniformly bounded, for any subsequence \( \delta_n \to 0 \), there exists a subsequence, still denoted by \( \delta_n \), such that \( \tilde{\phi}^\delta_n \) converges to an holomorphic function \( \tilde{\phi} \) locally uniformly and \( M^\delta_n \) converges to a positive constant \( M \). By discrete Beurling estimate, we have

\[
\text{Re} \tilde{\phi} \bigg|_{i=1}^{N-1}(x_2, x_{2i+1}) = M, \quad \text{and} \quad \text{Im} \tilde{\phi} \bigg|_{(x_2N-1, x_{2N})} = 1.
\]

Thus, we have \( \tilde{\phi} = M\phi \) and \( M = \frac{1}{K} \) as desired.

It remains to prove that \( \{M^\delta\}_{\delta > 0} \) is uniformly bounded. If this is not the case, suppose \( M^\delta_n \to \infty \) as \( n \to \infty \) for a subsequence \( \{\delta_n\}_{n \geq 1} \) and consider \( \{\tilde{\phi}^\delta_n\}_{n \geq 1} \). Then any subsequential limit \( \tilde{\phi} \) is identically zero. But by discrete Beurling estimate, we have \( \text{Re} \tilde{\phi} \bigg|_{i=1}^{N-1}(x_2, x_{2i+1}) = 1 \), which is a contradiction. This completes the proof.

**Proof of Proposition 2.1** It suffices to prove for every \( \tilde{a}, \tilde{b} \in (x_1, x_2) \) such that \( [\tilde{a}] \cap [\tilde{b}] = \emptyset \), choose \( \tilde{a}^\delta, \tilde{b}^\delta \in \partial \Omega^\delta \) such that \( (\tilde{a}^\delta \tilde{b}^\delta) \) converges to \( (\tilde{a} \tilde{b}) \) in metric \((11)\), we have

\[
\lim_{\delta \to 0} \frac{\mathbb{P}[X_\delta \in (a^\delta b^\delta)]}{\mathbb{P}[X_\delta \in (\tilde{a} b^\delta)]} = \frac{\phi(b) - \phi(a)}{\phi(b) - \phi(\tilde{a})}. \tag{2.7}
\]

We may assume \( \tilde{a}, \tilde{b}, a, b \) are in counterclockwise order. For any \( w^\delta \in \Omega^\delta \), denote by \( \mathbb{P}[w^\delta] \) the law of simple random walk in \( \tilde{\Omega}^\delta \) starting from \( w^\delta \). Then, for every \( a^\delta, b^\delta \in (x_1^\delta, x_2^\delta) \), we have

\[
\frac{\mathbb{P}[X_\delta = a^\delta]}{\mathbb{P}[X_\delta = b^\delta]} = \frac{\sum_{v^\delta \sim a^\delta} \mathbb{P}[\text{SRW hits } (x_{2N-1}^\delta x_{2N}^\delta) \text{ before } (x_1^\delta x_2^\delta)]}{\sum_{v^\delta \sim b^\delta} \mathbb{P}[\text{SRW hits } (x_{2N-1}^\delta x_{2N}^\delta) \text{ before } (x_1^\delta x_2^\delta)]}.
\]

Recall that \( \lambda^\delta \) is defined in Lemma 2.6. Then, we have

\[
\frac{\mathbb{P}[X_\delta \in (a^\delta b^\delta)]}{\mathbb{P}[X_\delta \in (\tilde{a} b^\delta)]} = \frac{\sum_{v^\delta \sim (a^\delta b^\delta)^\lambda^\delta(v^\delta)}{v^\delta \in \partial \Omega^\delta}}{\sum_{v^\delta \sim (\tilde{a} b^\delta)}{v^\delta \in \partial \Omega^\delta}} \tag{2.8}
\]

where the sum is taken over the endpoints of all edges connecting to \( (a^\delta b^\delta) \) or \( (\tilde{a}^\delta \tilde{b}^\delta) \).

Now, we consider the division \( \{w_0 = \tilde{a}, w_1, \ldots, w_m = \tilde{b}\} \) of \( (\tilde{a} \tilde{b}) \) and the division \( \{v_0 = a, v_1, \ldots, v_n = b\} \) of \( (ab) \) such that \( d(w_j, w_{j+1}) < s \) and \( d(v_k, v_{k+1}) < s \) for \( 0 \leq j \leq m - 1 \) and \( 0 \leq k \leq n - 1 \), where \( s \) is a small constant which will be determined later. Suppose they are in counterclockwise order. Choose the corresponding divisions \( \{w_0^\delta = \tilde{a}^\delta, w_1^\delta, \ldots, w_m^\delta = \tilde{b}^\delta\} \) of \( (\tilde{a}^\delta \tilde{b}^\delta) \) and the division \( \{v_0^\delta = a^\delta, v_1^\delta, \ldots, v_n^\delta = b^\delta\} \) of \( (a^\delta b^\delta) \) on \( \partial \Omega^\delta \). In this proof, we define \( \partial \Omega^\delta := \cup_{i=1}^{N}(x_{2i-1}^\delta x_{2i}^\delta) \) and \( \partial \Omega := \cup_{i=1}^{N}(x_{2i-1} x_{2i}) \). Define

\[
\tilde{h}_j^\delta(z^\delta) := \mathbb{P}[\text{SRW hits } \partial \Omega^\delta \text{ at } (w_{j+1}^\delta w_{j}^\delta)]
\]

and

\[
\tilde{h}_k^\delta(z^\delta) := \mathbb{P}[\text{SRW hits } \partial \Omega^\delta \text{ at } (v_{k+1}^\delta v_k^\delta)]
\]

for \( 0 \leq j \leq m-1 \) and \( 0 \leq k \leq n-1 \). Define \( \tilde{h}_j \) to be the harmonic function in \( \Omega \) with the following boundary condition: \( \tilde{h}_j = 1 \) on \( (w_j, w_{j+1}) \) and \( \tilde{h}_j = 0 \) on \( \partial \Omega \setminus (w_j, w_{j+1}) \) and \( \tilde{h}_j \lambda \phi - \phi = 0 \) on \( \cup_{i=1}^{N}(\phi(x_{2i})\phi(x_{2i+1})) \). Define \( h_k \) to be the harmonic function in \( \Omega \) with the following boundary condition: \( h_k = 1 \) on \( (v_{k+1}, v_k) \) and \( h_k = 0 \) on \( \partial \Omega \setminus (v_{k+1}, v_k) \) and \( h_k \lambda \phi - \phi = 0 \) on \( \cup_{i=1}^{N}(\phi(x_{2i})\phi(x_{2i+1})) \). By the same proof of Lemma 2.6, we can prove that \( \tilde{h}_j^\delta \) converges to \( \tilde{h}_j \) and \( h_k^\delta \) converges to \( h_k \) locally uniformly. By [CW21, Corollary 3.8], for every \( \epsilon > 0 \), there exists \( \delta_\epsilon > 0 \) such that for every \( v \in \Omega \) such that \( d(v, (v_{k+1} v_k)) < \epsilon \) and \( \phi \in \Omega \setminus \partial \Omega^\delta \) such that \( d(v^\delta, v) < \epsilon \), we have

\[
(1 - \epsilon) \frac{1}{\tilde{h}_j(v)} \phi(v) \leq \frac{\lambda^\delta(v^\delta)}{\tilde{h}_j^\delta(v^\delta)} \leq (1 + \epsilon) \frac{1}{\tilde{h}_j(v)} \phi(v). \tag{2.9}
\]
By letting $v \to v_k$ with $\text{Re}(\phi) = \text{Re}(\phi(v_k))$, we have

$$
\frac{\phi(v)}{\hat{h}_j(v)} \to \frac{1}{\partial_n \left( \hat{h}_j \circ \phi^{-1} \right) (\phi(v_k))}.
$$

(2.10)

Note that

$$
\hat{h}_j \circ \phi^{-1}(\cdot) = \int_{\phi(w_j)}^{\phi(w_{j+1})} P_{\phi(\Omega)}(\cdot, w) dw.
$$

By (2.6), we have

$$
\partial_n P_{\phi(\Omega)}(u, \phi(w_j))|_{u=\phi(v_k)} > 0.
$$

Thus, for every $\epsilon > 0$, there exists $s'_\epsilon$, such that if $d(w_j, w_{j+1}) < s'_\epsilon$, we have

$$
1 - \epsilon \leq \frac{\partial_n \left( \hat{h}_j \circ \phi^{-1} \right) (\phi(v_k))}{(\phi(w_{j+1}) - \phi(w_j))} \partial_n P_{\phi(\Omega)}(u, \phi(w_j))|_{u=\phi(v_k)} \leq 1 + \epsilon.
$$

(2.11)

Now we choose $s < s'_\epsilon \land s'_\epsilon$. Combining (2.8), (2.9) and (2.10), for every $v^\delta \sim (v_k^j v_{k+1}^j)$ and $v^\delta \notin \partial \Omega^\delta$, we have

$$
(1 - \epsilon)^2 \leq K \frac{\lambda^\delta(v^\delta)(\phi(w_{j+1}) - \phi(w_j))}{v^\delta \notin \partial \Omega^\delta} \sum_{v^\delta \sim (v_k^j v_{k+1}^j)} \hat{h}_j^\delta(v^\delta) \leq (1 + \epsilon)^2.
$$

(2.12)

This implies

$$
\sum_{v^\delta \sim (v_k^j v_{k+1}^j)} \lambda^\delta(v^\delta)(\phi(w_{j+1}) - \phi(w_j)) P_{\phi(\Omega)}(u, \phi(w_j))|_{u=\phi(v_k)} = (1 + \epsilon)^2.
$$

(2.13)

Similarly, we have

$$
\sum_{w^\delta \sim (w_k^j w_{k+1}^j)} \lambda^\delta(w^\delta)(\phi(v_{k+1}) - \phi(v_k)) P_{\phi(\Omega)}(u, \phi(v_k))|_{u=\phi(w_j)} = (1 + \epsilon)^2.
$$

(2.14)

By definition of $\hat{h}_j^\delta$ and $h_k^\delta$ and the reversibility of random walk, we have

$$
\sum_{v^\delta \sim (v_k^j v_{k+1}^j)} \hat{h}_j^\delta(v^\delta) = \sum_{w^\delta \sim (w_k^j w_{k+1}^j)} h_k^\delta(w^\delta).
$$

(2.15)

Combining (2.5) and (2.15), we have

$$
(1 - \epsilon)^4 \frac{\phi(v_{k+1}) - \phi(v_k)}{\phi(w_{j+1}) - \phi(w_j)} \leq \frac{\sum_{v^\delta \sim (v_k^j v_{k+1}^j)} \lambda^\delta(v^\delta)}{v^\delta \notin \partial \Omega^\delta} \leq (1 + \epsilon)^4 \frac{\phi(v_{k+1}) - \phi(v_k)}{\phi(w_{j+1}) - \phi(w_j)}.
$$

(2.16)

Thus, we have

$$
(1 - \epsilon)^4 \frac{\phi(b) - \phi(a)}{\phi(b) - \phi(\hat{a})} \leq \frac{\sum_{v^\delta \sim (a^\delta \hat{b})} \lambda^\delta(v^\delta)}{v^\delta \notin \partial \Omega^\delta} \leq (1 + \epsilon)^4 \frac{\phi(b) - \phi(a)}{\phi(\hat{b}) - \phi(\hat{a})}.
$$

(2.17)

By letting $\delta \to 0$ and $\epsilon \to 0$, we get (2.7). This completes the proof.
3 Loop-erased random walk branch: the Loewner chain

We assume the same setup as in Theorem 1.2. Recall that $\gamma_0$ is the branch in the UST in $(\Omega^\delta; x_1^\delta, \ldots, x_N^\delta)$ connecting $(x_1^\delta, x_2^\delta)$ to $(x_{2N-1}^\delta, x_{2N}^\delta)$ stopped when it hits $\cup_{i=2}^N (x_{2i-1}^\delta, x_{2i}^\delta)$. From Lemma 2.2 the family $\{\gamma_0\}_{\delta > 0}$ is tight. Suppose $\gamma$ is any subsequential limit and denote by $\mathcal{X} = \gamma \cap (x_1, x_2)$. Recall that $\phi$ is the conformal map in Lemma 1.1. From Corollary 2.3, the law of $\phi(\mathcal{X})$ is uniform in $(0, 1)$. The goal of this section is to derive the law of $\gamma$ given $\mathcal{X}$, i.e. to show Theorem 1.2.

Proposition 3.1. Let $\varphi$ be any conformal map from $\Omega$ onto $\mathbb{H}$ such that $\varphi(x_1) < \cdots < \varphi(x_{2N})$. Given $\mathcal{X}$, the conditional law of $\gamma$ is the image under $\varphi^{-1}$ of Loewner chain with driving function given by (3.2) up to the first time that $\varphi(x_1)$ or $\varphi(x_2)$ is swallowed.

This section is organized as follows. We first give preliminaries on Loewner chain and on the uniformizing conformal map $f$ in Section 3.1. Then we introduce and analyze an holomorphic observable in Sections 3.2 and 3.3. Finally, we derive the law of $\gamma$ using the observable and complete the proof of Proposition 3.1 in Section 3.4.

3.1 Preliminaries

We first collect basic notions on the Loewner chain. We call a compact subset $K$ of $\mathbb{H}$ an $\mathbb{H}$-hull if $\mathbb{H} \setminus K$ is simply connected. Riemann’s Mapping Theorem asserts that there exists a unique conformal map $g_K$ from $\mathbb{H} \setminus K$ onto $\mathbb{H}$ such that $\lim_{z \to \infty} |g_K(z) - z| = 0$. We call such $g_K$ the conformal map from $\mathbb{H} \setminus K$ onto $\mathbb{H}$ normalized at $\infty$.

Loewner chain is a collection of $\mathbb{H}$-hulls $(K_t, t \geq 0)$ associated with the family of conformal maps $(g_t, t \geq 0)$ obtained by solving the Loewner equation: for each $z \in \mathbb{H}$,

$$\partial_t g_t(z) = \frac{2}{g_t(z) - W_t}, \quad g_0(z) = z,$$

where $(W_t, t \geq 0)$ is a one-dimensional continuous function which we call the driving function. Let $T$ be the swallowing time of $z$ defined as $\sup\{t \geq 0 : \min_{s \in [0, t]} |g_s(z) - W_s| > 0\}$. Let $K_t := \{z \in \mathbb{H} : T_z \leq t\}$. Then $g_t$ is the unique conformal map from $H_t := \mathbb{H} \setminus K_t$ onto $\mathbb{H}$ normalized at $\infty$. We say that $(K_t, t \geq 0)$ can be generated by a continuous curve $(\eta(t), t \geq 0)$ if for any $t$, the unbounded connected component of $\mathbb{H} \setminus \eta[0, t]$ coincides with $H_t = \mathbb{H} \setminus K_t$.

Schramm Loewner Evolution SLE$_\kappa$ is the random Loewner chain $(K_t, t \geq 0)$ driven by $W_t = \sqrt{\kappa} B_t$ where $(B_t, t \geq 0)$ is a standard one-dimensional Brownian motion. In this case, the Loewner chain is generated by continuous curve. In this article, we focus on $\kappa = 2$.

Next, we give preliminaries on the conform map $f$ in Figure 1.1. Recall that for $\mathbb{H}$ with marked points $y_1 < \cdots < y_{2N}$, we denote by $f(\cdot) = f(\cdot ; y_1, \ldots, y_{2N})$ the conformal map from $\mathbb{H}$ onto a rectangle of unit width with horizontal slits such that it maps $(y_1, y_2, y_{2N-1}, y_{2N})$ to the four corners of the rectangle with $f(y_1) = 0$ and it maps $(y_{2i-1}y_{2i})$ to horizontal slit for $i \in \{2, \ldots, N - 1\}$. From Schwarz-Christoffel formula, the conformal map $f$ has the following form:

$$f(z) = f(z; y_1, \ldots, y_{2N}) := \int_{y_1}^z \prod_{\ell = 1}^{N-2} \left(1 - \frac{u - \mu^{(\ell)}(t)}{u - y_{2\ell-1}}\right)^{-1} du, \quad z \in \mathbb{H}, \quad \text{(3.1)}$$

where $\mu^{(1)}, \ldots, \mu^{(N-2)}$ are well-chosen parameters which will be specified below.

Define

$$\omega_r := \frac{u^r du}{\prod_{j=1}^{2N} (u - y_j)^{1/2}}, \quad \text{for } 0 \leq r \leq N - 2. \quad \text{(3.2)}$$

We choose a branch for each $\omega_r$ simultaneously positive on

$$\{u \in \mathbb{C} \setminus \{y_1, \ldots, y_{2N}\} : u \in \mathbb{R} \text{ and } y_{2N} < u\}. \quad \text{(3.3)}$$
Let $R = \{R(i, j) : 1 \leq i, j \leq N - 2\}$ be the matrix given by

$$R(i, j) = \int_{y_{2i+1}}^{y_{2i+2}} \omega_{j-1}, \quad \text{for } 1 \leq i, j \leq N - 2. \quad (3.4)$$

**Lemma 3.2.** [LPW21, Lemma 4.9] The matrix $R$ in (3.4) is invertible. Define

$$(\nu_{N-2}, \ldots, \nu_1)^t := -R^{-1} \left(\int_{y_3}^{y_4} \omega_{N-2}, \ldots, \int_{y_{2N-2}}^{y_{2N-1}} \omega_{N-2}\right)^t.$$  

Define the polynomial

$$Q(w) := w^{N-2} + \sum_{n=0}^{N-3} \nu_{N-2-n} w^n.$$  

Then the parameters $\mu^{(1)}, \ldots, \mu^{(N-2)}$ in (3.1) are the $N - 2$ roots of $Q$.

In this section, we denote by $y = (y_1, \ldots, y_{2N})$ to simplify notations. Consequently, $f(z; y_1, \ldots, y_{2N})$ will be denoted by $f(z; y)$. Recall from (1.3) that, for $y_1 < w < y_2 < \cdots < y_{2N}$, we denote

$$Z(w; y) = \partial_z f(z; y)|_{z=w}.$$  

### 3.2 Observable

Let $\phi$ be any conformal map from $\Omega$ onto $\mathbb{H}$ such that $y_1 := \phi(x_1) < \cdots < y_{2N} := \phi(x_{2N})$. Fix $(ab) \subset (x_1x_2)$ and $(cd) \subset (x_{2N-1}x_{2N})$. Suppose $(a^\delta b^\delta) \subset (x_1^\delta x_2^\delta)$ and $(c^\delta d^\delta) \subset (x_{2N-1}^\delta x_{2N}^\delta)$ such that $(\Omega^\delta ; x_1^\delta, a^\delta, b^\delta, x_2^\delta, \ldots, x_{2N-1}^\delta, c^\delta, d^\delta, x_{2N}^\delta)$ converges to $(\Omega; x_1, a, b, x_2, \ldots, x_{2N-1}, c, d, x_{2N})$ as (1.2).

Recall that we have given an equivalent description of the branch $\gamma_\delta$ by simple random on $\Omega^\delta$ at the beginning of Section 2.2. Define $\lambda_{\delta, \epsilon, d^\delta}^\delta(\omega^\delta)$ to be the probability that a simple random walk on $\Omega^\delta$ starting from $\omega^\delta$ hits $(x_1^\delta x_2^\delta) \cup (x_{2N-1}^\delta x_{2N}^\delta)$ at $(c^\delta d^\delta)$ and regard $\lambda^\delta$ as a function on $\Omega^\delta$. The first goal is to derive the limit of the harmonic function $\lambda_{\epsilon, d^\delta}^\delta$. From the boundary conditions of $\lambda_{\epsilon, d^\delta}^\delta$, its limit should be related to the following holomorphic function.

**Lemma 3.3.** There exists a unique holomorphic function $h$ on $\mathbb{H}$, which satisfies the following boundary conditions:

1. $\text{Re} h = 0$ on $(y_{2N}, +\infty) \cup (-\infty, y_1)$;
2. $\text{Re} h$ equals the same constant on $\bigcup_{i=1}^{N-1} (y_{2i}, y_{2i+1})$;
3. $\text{Im} h$ is constant on $(y_{2i-1}, y_{2i})$ for $1 \leq i \leq N - 1$;
4. $\text{Im} h = 0$ on $(y_1, y_2) \cup (y_{2N-1}, \phi(c)) \cup (\phi(d), y_{2N})$ and $\text{Im} h = 1$ on $(\phi(c), \phi(d))$;
5. $\text{Im} h$ is bounded on $\overline{\mathbb{H}}$ and continuous on $\overline{\mathbb{H}} \setminus \{\phi(c), \phi(d)\}$.

Assuming this is true, we obtain the limit of $\lambda_{\epsilon, d^\delta}^\delta$.

**Lemma 3.4.** Let $h$ be the holomorphic function in Lemma 3.3. The sequence of discrete harmonic functions $\lambda_{\epsilon, d^\delta}^\delta$ converges to $\text{Im} h$ locally uniformly as $\delta \to 0$.

**Proof.** This can be proved by the same argument as in the proof of Lemma 2.6 where we need to replace Lemma 1.1 by Lemma 3.3. \(\Box\)
Consider the random walk on $\tilde{\Omega}^\delta$ which starts from $(x_1^\delta,x_2^\delta)$ and ends at $(x_{2N-1}^\delta,x_{2N}^\delta)$. Denote by $\tilde{\gamma}^\delta$ the loop-erased path obtained from this random walk, as described at the beginning of Section 2.2. Define

\[
X^\delta := \tilde{\gamma}^\delta \cap (x_1^\delta,x_2^\delta), \quad \mathcal{Y}^\delta := \tilde{\gamma}^\delta \cap (x_{2N-1}^\delta,x_{2N}^\delta).
\]

We will derive the joint distribution of $(X^\delta, \mathcal{Y}^\delta)$. Recall that $K(y)$ is the height of the rectangle $f(1)$. Let $h$ be the holomorphic function in Lemma 3.3. For $x \in (y_{2N-1}, y_{2N})$, the following limit exists:

\[
P_{\mathbb{H}}(z,x; y) := K(y) \lim_{s,t \rightarrow x} \Im h(z,t; s;y). \tag{3.6}
\]

The limiting joint distribution of $(X^\delta, \mathcal{Y}^\delta)$ is given by $P_{\mathbb{H}}$.

**Proposition 3.5.** We have

\[
\lim_{\delta \rightarrow 0} \mathbb{P}[X^\delta \in (a^\delta d^\delta), \mathcal{Y}^\delta \in (c^\delta d^\delta)] = \int_{\varphi(a)}^{\varphi(b)} \int_{\varphi(c)}^{\varphi(d)} \partial_n K_{\mathbb{H}}(x; y)|_{z=w},
\]

where $P_{\mathbb{H}}$ is defined in (3.6).

This joint distribution will give a martingale observable which will be used to complete the proof of Proposition 3.1 in Section 3.4.

**Proof.** Recall that $\lambda^\delta$ is the discrete harmonic function defined in Lemma 2.6. Note that

\[
\mathbb{P}[\mathcal{Y}^\delta \in (c^\delta d^\delta) | X^\delta] = \frac{\lambda^\delta_{c^\delta,d^\delta}(X^\delta)}{\lambda^\delta(X^\delta)}.
\]

By [CW21] Corollary 3.8, for every $\epsilon > 0$, there exists $s(\epsilon) > 0$, such that for every $v^\delta \in \Omega^\delta$ wuch that $d(v^\delta, X^\delta) < s(\epsilon)$, we have

\[
(1-\epsilon) \frac{\lambda^\delta_{c^\delta,d^\delta}(v^\delta)}{\lambda^\delta(v^\delta)} \leq \frac{\lambda^\delta_{c^\delta,d^\delta}(X^\delta)}{\lambda^\delta(X^\delta)} \leq (1+\epsilon) \frac{\lambda^\delta_{c^\delta,d^\delta}(v^\delta)}{\lambda^\delta(v^\delta)}.
\]

Choose $v \in \Omega$ such that $d(v, X^\delta) < s(\epsilon)$ and choose $v^\delta \in \Omega^\delta$ such that $v^\delta \rightarrow v$. Combining Lemma 2.6 and Lemma 3.4 by letting $\delta \rightarrow 0$ and then letting $v \rightarrow X$, we have

\[
\lim_{\delta \rightarrow 0} \frac{\lambda^\delta_{c^\delta,d^\delta}(X^\delta)}{\lambda^\delta(X^\delta)} = \frac{\partial_n \Im f(z; y)|_{z=\varphi(X)}}{K(y) \partial_n \Im f(z; y)|_{z=\varphi(X)}}.
\]

Combining (3.6), we have

\[
\lim_{\delta \rightarrow 0} \mathbb{E}[\mathcal{Y}^\delta \in (c^\delta d^\delta) | X^\delta] = \frac{K(y) \partial_n \Im f(z; y)|_{z=\varphi(X)}}{\partial_n \Im f(z; y)|_{z=\varphi(X)}}
= \int_{\varphi(c)}^{\varphi(d)} \partial_n K_{\mathbb{H}}(z; x; y)|_{z=\varphi(X)} \frac{dx}{Z(\varphi(X); y)}. \tag{3.7}
\]

Combining with Proposition 2.1 we complete the proof.
3.3 Proof of Lemma 3.3

Lemma 3.3 looks innocent, but its proof involves complicated analysis. We will complete its proof in this section. Moreover, we will derive a symmetry property of \( P_1 \) which will be used in Section 3.3.

Fix \( N \geq 3 \) and \( y_1 < \cdots < y_{2N-1} < y_{2N} \) and \( x \in (y_1, y_2) \cup (y_{2N-1}, y_{2N}) \). Consider the differentials

\[
\tilde{\omega}_r := \frac{u^r du}{\prod_{j=1}^{2N}(u - y_j)^{1/2}(u - x)^2}, \quad \text{for } 0 \leq r \leq N - 2. \tag{3.8}
\]

We choose a branch for each \( \tilde{\omega}_r \) simultaneously positive on \( (3.3) \). Let \( \{\tilde{R}(i, j) : 1 \leq i, j \leq N - 2\} \) be the matrix given by

\[
\tilde{R}(i, j) = \int_{y_{2i+1}}^{y_{2i+2}} \tilde{\omega}_{j-1}, \quad \text{for } 1 \leq i, j \leq N - 2. \tag{3.9}
\]

Using Vandermonde determinant, we have

\[
\det \tilde{R} = \int_{y_3}^{y_4} \cdots \int_{y_{2N-3}}^{y_{2N-2}} \prod_{1 \leq i < j \leq N-2} (u_j - u_i) \prod_{i=1}^{N-2} \frac{du_i}{\prod_{j=1}^{2N}(u_i - y_j)^{1/2}(u_i - x)^2} \neq 0.
\]

In particular, the matrix \( \tilde{R} \) in (3.9) is invertible. Define

\[
(\tilde{\nu}_{N-2}, \ldots, \tilde{\nu}_1)^t := -\tilde{R}^{-1}\left( \int_{y_3}^{y_4} \tilde{\omega}_{N-2}, \cdots, \int_{y_{2N-3}}^{y_{2N-2}} \tilde{\omega}_{N-2} \right)^t. \tag{3.10}
\]

Define the polynomial

\[
\tilde{Q}(w) := w^{N-2} + \sum_{n=0}^{N-3} \tilde{\nu}_{N-2-n} w^n. \tag{3.11}
\]

Let \( \tilde{\mu}^{(1)}, \ldots, \tilde{\mu}^{(N-2)} \) be the \( N - 2 \) roots of \( \tilde{Q} \). For \( u \in \mathbb{H} \) and \( x \in (y_1, y_2) \cup (y_{2N-1}, y_{2N}) \), define

\[
g(u, x; y) := \frac{\prod_{\ell=1}^{N-2}(u - \tilde{\mu}^{(\ell)})}{\prod_{j=1}^{2N}(u - y_j)^{1/2}} \quad \text{and} \quad L(x; y) := \frac{\partial_u g(u, x; y)|_{u = x}}{g(x, x; y)}. \tag{3.12}
\]

We choose a branch for \( g(\cdot, x; y) \) so that it is real and positive on \( (3.3) \).

**Lemma 3.6.** Fix \( N \geq 3 \) and \( y_1 < \cdots < y_{2N} \). Define, for \( z \in \mathbb{H} \) and \( x \in (y_{2N-1}, y_{2N}) \),

\[
V(z, x; y) := \int_{y_1}^{z} \frac{g(u, x; y) du}{\pi g(x, x; y)(u - x)^2}. \tag{3.13}
\]

Then, the function \( V(\cdot, x; y) \) satisfies the following boundary conditions:

1. \( \text{Im} V(\cdot, x; y) \) is positive and constant on \( (y_{2i-1}, y_2) \) for \( 1 \leq i \leq N - 1 \);
2. \( \text{Re} V(\cdot, x; y) = 0 \) on \( (y_{2N}, +\infty) \cup (-\infty, y_1) \) and \( \text{Re} V(\cdot, x; y) \) equals the same constant on \( \cup_{i=1}^{N-1}(y_{2i}, y_{2i+1}) \);
3. \( \text{Im} \left( V(z, x; y) + \frac{1}{\pi z - x} \right) \) is bounded when \( z \to x \).
4. \( \text{Im} \left( V(z, x; y) + \frac{1}{\pi z - x} \right) \) is constant on \( (y_{2N-1}, x) \) and is constant on \( (x, y_{2N}) \). Denote these two constants by \( K_{N,1}(x; y) \) and \( K_{N,2}(x; y) \) respectively. Then, we have

\[
K_{N,1}(x; y) = K_{N,2}(x; y) + L(x; y). \tag{3.14}
\]
Proof. The boundary conditions \([1]\) and \([2]\) are clear from the definition and we only need to show \([3]\) and \([4]\). It is clear that \(\text{Im} \left( V(z, x; y) + \frac{1}{\pi z - x} \right) \) is constant on \((y_{2N-1}, x)\) and is constant on \((x, y_{2N})\) since \(g(\cdot, x; y)\) is pure imaginary on \((y_{2N-1}, y_{2N})\). By Taylor expansion, we have
\[
\text{Im} \left( V(z, x; y) + \frac{1}{\pi z - x} \right) = K_{N,1}(x; y) + \frac{L(x; y)}{\pi} \text{Im} \log \left( \frac{z - x}{y_{2N-1} - x} \right) + O(|z - x|).
\] (3.15)
This implies the boundary condition \([3]\). By the same computation as \((3.15)\), we have
\[
\text{Im} \left( V(z, x; y) + \frac{1}{\pi z - x} \right) = K_{N,2}(x; y) + \frac{L(x; y)}{\pi} \text{Im} \log \left( \frac{z - x}{y_{2N} - x} \right) + O(|z - x|).
\]
Combining with \((3.15)\), we obtain \((3.14)\). This implies the boundary condition \([4]\) and completes the proof.

**Lemma 3.7.** For \(y_1 < \cdots < y_{2N-1} < x < y_{2N}\) and \(z \in \mathbb{H}\), recall that \(K(y)\) denotes the height of the rectangle \(f(\mathbb{H})\) and \(L(x; y)\) is defined in \((3.12)\) and \(V(z, r; y)\) is defined in \((3.13)\). Define
\[
U(z, x; y) := \int_x^{y_{2N}} dr \left( V(z, r; y) - \frac{K_{N,1}(r; y)}{K(y)} f(z; y) \right) \exp \left( \int_x^r L(s; y) ds \right).
\] (3.16)
Then, the function \(U(z, x; y)\) satisfies the following boundary conditions:
1. \(\text{Re} U = 0\) on \((y_{2N}, +\infty) \cup (-\infty, y_1)\);
2. \(\text{Re} U\) equals the same constant on \(\bigcup_{i=1}^{N-1} (y_{2i}, y_{2i+1})\);
3. \(\text{Im} U\) is constant on \((y_{2i-1}, y_{2i})\) for \(1 \leq i \leq N - 1\) and \(\text{Im} U = 0\) on \((y_{2N-1}, x)\);
4. \(\text{Im} U = 1\) on \((x, y_{2N})\);
5. \(\text{Im} U\) is bounded on \(\mathbb{H}\) and continuous on \(\mathbb{H} \setminus \{x\}\).

**Proof.** From the boundary conditions of \(V\) and \(f\), we see that the boundary conditions \([1]\), \([2]\) and \([3]\) hold. It remains to show \([4]\) and \([5]\).

For \([4]\), for every \(w \in (x, y_{2N})\), we have
\[
\lim_{z \to w} \text{Im} U(z, x; y) = \lim_{\epsilon \to 0} \lim_{z \to w} \int_{w-\epsilon}^{w+\epsilon} \text{drIm} \left( V(z, r; y) + \frac{1}{\pi z - r} - \frac{K_{N,1}(r; y)}{K(y)} f(z; y) \right) \exp \left( \int_x^r L(s; y) ds \right)
\]
\[
+ \lim_{\epsilon \to 0} \lim_{z \to w} \int_{(x, w-\epsilon) \cup (w+\epsilon, y_{2N})} \text{drIm} \left( V(z, r; y) + \frac{1}{\pi z - r} - \frac{K_{N,1}(r; y)}{K(y)} f(z; y) \right) \exp \left( \int_x^r L(s; y) ds \right)
\]
\[
- \frac{1}{\pi} \lim_{z \to w} \int_x^{y_{2N}} \text{drIm} \frac{1}{z - r} \exp \left( \int_x^r L(s; y) ds \right).
\]
Combining with the boundary conditions \([3]\) and \([4]\) in Lemma 3.6, we have
\[
\lim_{z \to w} \text{Im} U(z, x; y) = -\int_x^w \text{d}r L(r; y) \exp \left( \int_x^r L(s; y) ds \right) + \exp \left( \int_x^w L(s; y) ds \right) = 1.
\]
This completes the proof of \([4]\).

For \([5]\), from the boundary conditions of \(V\) and \(f\), we have that \(\text{Im} U\) is bounded on \(\mathbb{H} \setminus \{y_{2N}\}\) and continuous on \(\mathbb{H} \setminus \{x, y_{2N}\}\). It remains to show that \(\text{Im} U\) is continuous near \(y_{2N}\). By the explicit form of \(V(z, x; y)\) in \((3.13)\), we have
\[
\text{Im} U(z, x; y) = 1 + \int_{y_{2N}}^{y_{2N}} \text{d}u \left( \frac{g(u, r; y)}{\pi g(r, r; y)} - \frac{K_{N,1}(r; y)}{K(y)} (f(z; y) - f(y_{2N}; y)) \right) \exp \left( \int_x^r L(s; y) ds \right).
\]
By dominated convergence theorem, we have
\[
\lim_{z \to y_{2N}} \text{Im} U(z, x; y) = 1.
\]
This proves the continuity of \( \text{Im} U \) and completes the proof.

**Proof of Lemma 3.3.** Let \( U(z, x; y) \) be defined in (3.16). Consider \( y_1 < \cdots < y_{2N-1} < t := \phi(d) < s := \phi(c) < y_{2N} \). Note that
\[
h(z, t, s; y) := U(z, s; y) - U(z, t; y)
\]
satisfies all the required boundary conditions. This finishes proof of the existence part.

We still need to prove the uniqueness. Suppose \( k \) is another holomorphic function satisfies these boundary conditions. Define \( v := \text{Im}(h - k) \). It suffices to show that \( v = 0 \). Note that
- \( v \) is constant on \((y_{2i-1}, y_{2i})\) for \( 1 \leq i \leq N \);
- \( v = 0 \) on \((y_1, y_2) \cup (y_{2N-1}, y_{2N})\);
- \( \partial_n v = 0 \) on \( \cup_{i=1}^{N} (y_{2i-1}, y_{2i+1}) \) for \( 1 \leq i \leq N \);
- \( \int_{y_{2i-1}}^{y_{2i}} \partial_n v(z) dz = 0 \) for \( 2 \leq i \leq N - 1 \).

By reflection with respect to \( \mathbb{R} \), we can extend \( v \) to a continuous function on \( \mathbb{C} \) and we still denote this extension by \( v \). By the third boundary condition, \( v \) is harmonic on \( \mathbb{C} \setminus \cup_{i=1}^{N} (y_{2i-1}, y_{2i}) \). It suffices to show that \( v \) only gets its maximum and minimum on \((y_1, y_2) \cup (y_{2N-1}, y_{2N})\). By maximum principle, \( v \) gets its maximum only on \( \cup_{i=1}^{N} (y_{2i-1}, y_{2i}) \). For \( 2 \leq i \leq N - 1 \), if there exists \( z \in (y_{2i-1}, y_{2i}) \) such that \( \partial_n v(z) > 0 \), then \( v \) cannot get its maximum on \((y_{2i-1}, y_{2i})\). If \( \partial_n v(z) \leq 0 \) for every \( z \in (y_{2i-1}, y_{2i}) \), by the fourth boundary condition, we have \( \partial_n v = 0 \) on \((y_{2i-1}, y_{2i})\). This implies that \( v \) is harmonic on \((y_{2i-1}, y_{2i})\). Therefore \( v \) only gets its maximum on \((y_1, y_2) \cup (y_{2N-1}, y_{2N})\). By the same argument, \( v \) only gets its minimum on \((y_1, y_2) \cup (y_{2N-1}, y_{2N})\). This implies \( v = 0 \) and completes the proof of uniqueness.

In the following, we will derive a symmetry property of \( P_{\mathbb{H}} \). Recall from (3.6) that we have defined \( P_{\mathbb{H}}(z, x; y) \) with \( x \in (y_{2N-1}, y_{2N}) \). To state the symmetry property, we first generalize this definition to \( x \in (y_1, y_2) \). The following lemma is the analogue of Lemma 3.3.

**Lemma 3.8.** For any \((t, s) \subset (y_1, y_2)\), there exists a unique holomorphic function \( \tilde{h} \) on \( \mathbb{H} \), which satisfies the following boundary conditions:

1. \( \text{Re} \tilde{h} = 0 \) on \((y_{2N}, +\infty) \cup (-\infty, y_1)\);
2. \( \text{Re} \tilde{h} \) equals the same constant on \( \cup_{i=1}^{N-1} (y_{2i}, y_{2i+1}) \);
3. \( \text{Im} \tilde{h} \) is constant on \((y_{2i-1}, y_{2i})\) for \( 2 \leq i \leq N \);
4. \( \text{Im} \tilde{h} = 0 \) on \((y_{2N-1}, y_{2N}) \cup (y_1, t) \cup (s, y_2) \) and \( \text{Im} \tilde{h} = 1 \) on \((t, s)\);
5. \( \text{Im} \tilde{h} \) is bounded on \( \overline{\mathbb{H}} \) and continuous on \( \overline{\mathbb{H}} \setminus \{t, s\} \).

**Proof.** Recall that \( g, L \) are defined in (3.12). For \( w \in (y_1, y_2) \), define
\[
\tilde{V}(z, w; y) := \int_{y_{2N}}^{z} \frac{g(u, w; y) du}{\pi g(w, w; y)(u - w)^2}.
\]
Using the same argument as in the proof of Lemma 3.6, we have that \( \text{Im} \left( \tilde{V}(z, w; y) + \frac{1}{z-w} \right) \) is constant on \((y_1, w)\). We denote this constant by \( \tilde{K}_{N,1}(w; y) \). Recall that \( K(y) \) denotes the height of the rectangle \( f(\mathbb{H}) \). Define
\[
\tilde{U}(z, w; y) := \int_{w}^{y_2} dr \left( V(z, r; y) - \frac{\tilde{K}_{N,1}(r; y)}{K(y)} f(z; y) \right) \exp \left( \int_{w}^{r} L(s; y) ds \right).
\]
By the same argument in the proof of Lemma 3.3, the following holomorphic function
\[ h(z, t, s; y) := \tilde{U}(z, s; y) - \tilde{U}(z, t; y) \]
satisfies all the required boundary conditions. The uniqueness can be proved by the same argument as in the proof of Lemma 3.3. □

Let \( \tilde{h} \) be the holomorphic function in Lemma 3.8. For \( w \in (y_1, y_2) \), the following limit exists:
\[ P_{\tilde{h}}(z, w; y) := K(y) \lim_{t, s \to w} \frac{\text{Im} \tilde{h}(z, t, s; y)}{s - t}. \] (3.18)

Now, we are ready to state the symmetry property of \( P_{\tilde{h}} \).

**Lemma 3.9.** Let \( P_{\tilde{h}} \) be the function defined in (3.6) and (3.18). For any \( y_1 < w < y_2 < \ldots < y_{2N-1} < x < y_{2N} \), we have
\[ \partial_n P_{\tilde{h}}(z, x; y)|_{z=w} = \partial_n P_{\tilde{h}}(z, w; y)|_{z=x}. \]

**Proof.** This is from the reversibility of loop-erased random walk and Proposition 3.5. □

### 3.4 Proof of Proposition 3.1

Let \( P_{\tilde{h}} \) be the function defined in (3.6) and (3.18). For \( y_1 < w < y_2 < \ldots < y_{2N-1} < x < y_{2N} \), define
\[ F(w, x; y) := \frac{\partial_n P_{\tilde{h}}(z, x; y)|_{z=w}}{Z(w; y)}. \] (3.19)

By Lemma 3.9, we also have
\[ F(w, x; y) = \frac{\partial_n P_{\tilde{h}}(z, x; y)|_{z=w}}{Z(w; y)}. \] (3.20)

Recall that \( \varphi \) is a fixed conformal map from \( \Omega \) onto \( \mathbb{H} \) and we denote \( y_j = \varphi(x_j) \) for \( 1 \leq j \leq 2N \). We also fix conformal maps \( \varphi_\delta : \Omega^\delta \to \mathbb{H} \) such that \( \varphi_\delta^{-1} \) converges to \( \varphi^{-1} \) locally uniformly and that \( \varphi_\delta(x_j) \to \varphi(x_j) \) for \( 1 \leq j \leq 2N \). From Lemma 2.2, the family \( \{\gamma_\delta\}_{\delta>0} \) is tight. Let \( \gamma \) be any subsequential limit. To simplify the notation, we still denote the convergent subsequence by \( \{\gamma_\delta\}_{\delta>0} \). We couple \( \{\gamma_\delta\}_{\delta>0} \) and \( \gamma \) together so that \( \gamma_\delta \to \gamma \) almost surely. The proof of Proposition 3.1 follows the strategy in [HLW20].

We first show that the function \( F \) in (3.19) gives a martingale observable for \( \gamma \), see Lemma 3.10; then we show that \( F \) satisfies a certain PDE, see Lemma 3.11. With these two lemmas at hand, we solve the driving function of \( \gamma \) from the martingale observable and complete the proof of Proposition 3.1. In the proof of Proposition 3.1, we still need a technical lemma: Lemma 3.12.

We parameterize \( \gamma \) such that \( \varphi(\gamma) \) is parameterized by its half-plane capacity and we parameterize \( \gamma_\delta \) similarly. For the continuous curve \( \varphi(\gamma) \), we denote by \( (W_t, t \geq 0) \) its driving function and by \( (g_t, t \geq 0) \) the corresponding conformal maps.

**Lemma 3.10.** For any \( x \in (y_{2N-1}, y_{2N}) \), the process
\[ (g_t(x)F(W_t, g_t(x); g_t(y_1), \ldots, g_t(y_{2N})), t \geq 0) \]
is a martingale up to the first time that \( \gamma \) hits \( \cup_{i=2}^N (x_{2i-1} x_{2i}) \).

**Proof.** Recall that \( \gamma_\delta \) and \( \mathcal{Y}_\delta \) are defined in (3.5). Recall that \( \gamma_\delta \) equals \( \tilde{\gamma}_\delta \) before the first time they hit \( \cup_{i=2}^N (x_{2i-1}^\delta x_{2i}^\delta) \). For \( (cd) \subset (x_{2N-1}^\delta x_{2N}^\delta) \), choose the discrete approximation \( (c^\delta d^\delta) \subset (x_{2N-1}^\delta x_{2N}^\delta) \) such that \( (c^\delta d^\delta) \) converges to \( (cd) \) in metric (1.1). Define
\[ M^{\delta}_t := \mathbb{E} \left[ \mathcal{Y}_\delta \in (c^\delta d^\delta) \mid \gamma_\delta(0, t) \right]. \]
By (3.7), we have
\[ M^\delta_0 \rightarrow M_0 := \int_{\varphi(c)} \varphi(d) \int_{x} \frac{\partial_n P_{\mathbb{H}}(z, x; y)}{Z(\varphi(X); y)} \, dx. \]

Since \( \gamma^\delta \) converges to \( \gamma \) in metric (1.1), by the Markov property of \( \gamma^\delta \), we have
\[ M^\delta_t \rightarrow M_t := \int_{g(\varphi(c))} \frac{g(\varphi(d))}{\partial_n P_{\mathbb{H}}(z, x; g_t(y_1), \ldots, g_t(y_{2N}))} \, dz. \]

Since \( M^\delta_t \) is a discrete martingale up to the first time that \( \gamma^\delta \) hits \( \cup_{i=2}^{N}(x_{2i-1}, x_{2i}) \), the process \((M_t, t \geq 0)\) is a continuous martingale up to the first time that \( \gamma \) hits \( \cup_{i=2}^{N}(x_{2i-1}, x_{2i}) \). See more details in [HLW20, Lemma 5.10]. This implies that the process
\[ \frac{g_t(x)\partial_n P_{\mathbb{H}}(z; g_t(y_1), \ldots, g_t(y_{2N}))}{Z(W_t; g_t(y_1), \ldots, g_t(y_{2N}))} \]

is a continuous martingale for all \( x \in (y_{2N-1}, y_{2N}) \) up to the hitting time. Combining with (3.20), the process \( F(W_t, g_t(x); g_t(y_1), \ldots, g_t(y_{2N})) \) is a continuous martingale for all \( x \in (y_{2N-1}, y_{2N}) \) up to the hitting time as desired.

**Lemma 3.11.** For \( y_1 < w < y_2 < \ldots < y_{2N-1} < x < y_{2N} \), we have
\[ \left( \sum_{i=1}^{2N} \frac{2}{y_i - w} \partial_{y_i} + \frac{2}{Z(w; y)} \partial_w + \frac{2}{(x - w)^2} \right) F = 0. \] (3.21)

**Proof.** The proof is similar to the proof of [HLW20, Corollary 5.9]. We summarize it below briefly. Define
\[ D := \sum_{i=1}^{2N} \frac{2}{y_i - w} \partial_{y_i} + \frac{2}{Z(w; y)} \partial_w + \frac{2}{(x - w)^2} \partial_x + \text{Re} \left( \frac{2}{z - w} \right) \partial_z + \text{Im} \left( \frac{2}{z - w} \right) \partial_y. \]

Define
\[ P(z) := \frac{P_{\mathbb{H}}(z; w; y)}{Z(w; y)}, \quad \text{for } z \in \mathbb{H}. \]

It suffices to show that \( V := DP = 0 \). By direct computation, \( V \) is continuous on \( \mathbb{H} \setminus \{w\} \) and there exist two holomorphic functions \( G_1 \) and \( G_2 \) such that
\[ V(z) = \text{Im} \left( G_1(z) + \frac{G_2(z)}{z - w} \right). \]

Moreover, \( V \) satisfies the following boundary conditions:
- \( \partial_n V = 0 \) on \( \mathbb{R} \setminus \bigcup_{i=1}^{N}(y_{2i-1}, y_{2i}) \) and \( \int_{y_{2i-1}}^{y_{2i}} \partial_n V \, dz = 0 \) for \( 2 \leq i \leq N - 1 \);
- \( V = 0 \) on \( (y_{2N-1}, y_{2N}) \);
- \( V(z) + G_2(w)\text{Im} \frac{1}{z-w} = 0 \) on \( (y_1, y_2) \).

From the definition, \( P \) also satisfies the first boundary condition and \( P(z) + \frac{K(y)}{\pi Z(w; y)} \text{Im} \frac{1}{z-w} \) is bounded when \( z \to w \). By the similar argument in the proof of Lemma 3.3 we have
\[ V(z) + \frac{\pi G_2(w)Z(w; y)}{K(y)} P(z) = 0. \]

But by direct computation, we have
\[ \int_{y_{2N-1}}^{y_{2N}} dx \partial_n P(z) \big|_{z=x} = 1, \quad \int_{y_{2N-1}}^{y_{2N}} dx \partial_n V(z) \big|_{z=x} = 0. \]

This implies that \( G_2(w) = 0 \). Thus, \( V \) is bounded on \( \mathbb{H} \). By the same argument in the proof of Lemma 3.3 we have \( V = 0 \) and this completes the proof. 

\[ \square \]
Lemma 3.12. Recall that $L$ is defined in \[3.12\]. Suppose $J(\cdot)$ is smooth on $(y_{2N-1}, y_{2N})$ and is not identically zero. Then, for fixed $y_1 < w < y_2 < \ldots < y_{2N-1} < y_{2N}$, the function

$$v(x) := J(x) + L(x; y) \int_x^{y_{2N}} drJ(r) \exp \left( \int_x^r L(s; y)ds \right)$$

is not identically zero on $(y_{2N-1}, y_{2N})$.

Proof. Note that $L(\cdot; y)$ has finitely many roots on $(y_{2N-1}, y_{2N})$. We denote all the roots by $z_1 < \ldots < z_n$. Define $z_0 := y_{2N-1}$ and define $z_{n+1} := y_{2N}$. Suppose the function $v$ is identically zero. Then, for $0 \leq i \leq n$ and for all $x \in (z_i, z_{i+1})$, we have

$$- \frac{J(x)}{L(x; y)} = \int_x^{y_{2N}} drJ(r) \exp \left( \int_x^r L(s; y)ds \right).$$

This implies

$$\partial_x \left( - \frac{J(x)}{L(x; y)} \right) = -J(x) - L(x; y) \int_x^{y_{2N}} drJ(r) \exp \left( \int_x^r L(s; y)ds \right) = 0.$$

Thus, there exists a constant $C_i$ such that

$$J(x) = C_i L(x; y), \quad \text{for } x \in (z_i, z_{i+1}).$$

By the continuity, we have $C_i = C$ for all $0 \leq i \leq n$. Plugging into (3.22), we have

$$-C = C \int_x^{y_{2N}} drL(r; y) \exp \left( \int_x^r L(s; y)ds \right) = C \left( 1 - \exp \left( \int_x^{y_{2N}} L(s; y)ds \right) \right),$$

which is a contradiction. \hfill \qed

Proof of Proposition 3.1. Recall that $g$ is defined in \[3.12\] and $K(y)$ denotes the height of the rectangle $f(\hat{w})$. For any $y_1 < w < y_2 < \ldots < y_{2N-1} < x < y_{2N}$, define

$$J(w, x; y) := \partial_w \left( \frac{K(y)g(w, x; y)}{\pi g(x, x; y)Z(w; y)(w-x)^2} \right).$$

Note that $J(w, \cdot; y)$ is not identically zero. By the explicit form of $F$, we have

$$\partial_w F(w, y_1, \ldots, y_{2N}) = -J(w, x; y) - L(x; y) \int_x^{y_{2N}} drJ(r, w; y) \exp \left( \int_x^r L(s; y)ds \right).$$

By Lemma 3.12, there exists $x \in (y_{2N-1}, y_{2N})$ such that $\partial_w F(w, x; y) \neq 0$. By implicit function theorem, $w$ is locally a smooth function of $(F, x, y)$. Thus, we can choose deterministic $x$, such that $W_t$ is locally a smooth function of $(M_t, g_1(x), g_1(y_1), \ldots, g_{2N}(y_{2N}))$. By Itô’s formula, $(W_t, t \geq 0)$ is a semimartingale. See more details in [HLW20, Proof of Theorem 1.6]. Denote by $R_t$ the drift term of $W_t$. Combining Itô’s formula and (3.21), we have

$$\partial_w F \left( dR_t - 2 \frac{\partial_w Z(W_t; g_1(y_1), \ldots, g_{2N}(y_{2N}))}{Z(W_t; g_1(y_1), \ldots, g_{2N}(y_{2N}))} dt \right) + \frac{1}{2} \partial_w^2 F \left( d\langle W \rangle_t - 2dt \right) = 0. \quad (3.23)$$

It suffices to show that for any $\tilde{y}_1 < m < \tilde{y}_2 < \ldots < \tilde{y}_{2N}$, there exist $\tilde{x}_1, \tilde{x}_2 \in (\tilde{y}_{2N-1}, \tilde{y}_{2N})$, such that

$$\partial_m F(m, \tilde{x}_1; \tilde{y} \partial_m F(m, \tilde{x}_2; \tilde{y}) \neq \partial_m F(m, \tilde{x}_2; \tilde{y}) \partial_m^2 F(m, \tilde{x}_1; \tilde{y}), \quad \text{where } \tilde{y} = (\tilde{y}_1, \ldots, \tilde{y}_{2N}). \quad (3.24)$$
Assuming this is true. Then, by setting \( \tilde{y}_i = g_t(y_i) \) for \( 1 \leq i \leq N \) and \( m = W_t \) and \( \tilde{x}_i = g_t^{-1}(x_i) \) for \( i = 1, 2 \) and plugging into (3.23), we have

\[
\frac{dR_t}{Z(W_t; g_t(y_1), \ldots, g_t(y_{2N}))} = 2\frac{\partial_w Z(W_t; g_t(y_1), \ldots, g_t(y_{2N}))}{Z(W_t; g_t(y_1), \ldots, g_t(y_{2N}))} \frac{dt}{dW_t} = 2dt
\]

as desired.

It remains to show (3.24). If this is not the case, there exists a continuous function \( C(m; \tilde{y}) \) such that

\[
\frac{\partial^2 F(m, \tilde{x}; \tilde{y})}{\partial m} = C(m; \tilde{y})\frac{\partial m F(m, \tilde{x}; \tilde{y})}{\partial m}, \quad \text{for all } \tilde{x} \in (\tilde{y}_{2N-1}, \tilde{y}_{2N}).
\]

This implies that, for all \( m \in (\tilde{y}_{2N-1}, \tilde{y}_{2N}) \),

\[
(C(m; \tilde{y})J(m, \tilde{x}; \tilde{y}) - \partial_m J(m, \tilde{x}; \tilde{y})) \\
+ L(\tilde{x}; \tilde{y}) \int_{\tilde{x}}^{\tilde{y}_{2N}} dr (C(m; \tilde{y})J(m, \tilde{x}; \tilde{y}) - \partial_m J(m, \tilde{x}; \tilde{y})) \exp \left( \int_{\tilde{x}}^{r} L(s; \tilde{y}) ds \right) = 0.
\]

By Lemma 3.12, we have

\[
C(m; \tilde{y})J(m, \tilde{x}; \tilde{y}) - \partial_m J(m, \tilde{x}; \tilde{y}) = 0, \quad \text{for all } m \in (\tilde{y}_{2N-1}, \tilde{y}_{2N}).
\]

Define

\[
S(m, \tilde{x}; \tilde{y}) := \partial_m \left( \frac{g(m, \tilde{x}; \tilde{y})}{Z(m; \tilde{y})(m - \tilde{x})^2} \right).
\]

This implies that

\[
C(m; \tilde{y})S(m, \tilde{x}; \tilde{y}) - \partial_m S(m, \tilde{x}; \tilde{y}) = 0, \quad \text{for all } m \in (\tilde{y}_{2N-1}, \tilde{y}_{2N}). \tag{3.25}
\]

From the construction in (3.12), \( g(m, :: \tilde{y}) \) can be holomorphically extended to

\[
O := \mathbb{C} \setminus (\{\tilde{y}_2, \tilde{y}_{2N-1}\} \cup_{i=1,2N} \{\tilde{y}_i + it : t \in [0, +\infty)\}).
\]

Thus, the following function is holomorphic on \( O \):

\[
k(\cdot, m; \tilde{y}) := C(m; \tilde{y})S(m, :: \tilde{y}) - \partial_m S(m, :: \tilde{y}).
\]

Thus, by (3.25), the function \( k(\cdot, m; \tilde{y}) \) is identically zero. This implies that (3.25) holds for \( z \in O \). By letting \( z \to +\infty \), we have \( C(m; \tilde{y}) = 0 \). But, by letting \( z \to m \), we have \( \partial_m S(m, z; \tilde{y}) \to +\infty \). This is a contradiction. This completes the proof.

**Proof of Theorem 1.2.** Corollary 2.3 implies the first statement and Proposition 3.1 implies the second statement.

We end this section by a discussion on the connection between (1.4) and SLE\( _\kappa(\rho) \) process. From (3.1), we have

\[
\frac{f''(z)}{f'(z)} = \sum_{\ell=1}^{N-2} \frac{1}{z - \mu^{(\ell)}} - \frac{1}{2} \sum_{i,j=1}^{2N} \frac{1}{z - \tilde{y}_j} - \frac{2}{W_t - g_t \tilde{y}_j}.
\]

Plugging into (1.4), we see that the conditional law of \( \varphi(\gamma) \) given \( \mathcal{X} \) is the Loewner chain with the following driving function

\[
dW_t = \sqrt{2} dB_t + \left( \sum_{\ell=1}^{N-2} \frac{2}{W_t - \mu^{(\ell)}} - \sum_{j=1}^{2N} \frac{1}{W_t - g_t \tilde{y}_j} \right) dt, \quad \text{for } t \leq T.
\]

(3.26)
where $\mu^{(\ell)} = \mu^{(\ell)}(y_1, \ldots, y_{2N})$ are parameters in (3.1) and Lemma 3.2 and

$$
\mu_1^{(\ell)} = \mu^{(\ell)}(g_t(y_1), \ldots, g_t(y_{2N})).
$$

When $N = 2$, Eq. (3.26) becomes

$$
dW_t = \sqrt{2}dB_t + \sum_{j=1}^{4} \frac{-1}{W_t - g_t(y_j)} dt.
$$

This is the same as SLE$_2(-1, -1; -1, -1)$ as proved in [HLW20]. When $N \geq 3$, the term $\mu_1^{(\ell)}$ plays an essential role in (3.26) and the law of $(W_t, t \geq 0)$ does not belong to the family of SLE$_2(\rho)$ process.
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