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Many inference problems undergo phase transitions as a function of the signal-to-noise ratio, a prominent example of this phenomenon being found in the stochastic block model (SBM) that generates a random graph with a hidden community structure. Some of these phase transitions affect the information theoretically optimal (but possibly computationally expensive) estimation procedure, others concern the behavior of efficient iterative algorithms. A computational gap opens when the phase transitions for these two aspects do not coincide, leading to a hard phase in which optimal inference is computationally challenging. In this paper we refine this description in two ways. In a qualitative perspective we emphasize the existence of more generic phase diagrams with a hybrid-hard phase in which it is computationally easy to reach a non-trivial inference accuracy, but computationally hard to match the information theoretically optimal one. We support this discussion by quantitative expansions of the functional cavity equations that describe inference problems on sparse graphs, around their trivial solution. These expansions shed light on the existence of hybrid-hard phases, for a large class of planted constraint satisfaction problems, and on the question of the tightness of the Kesten-Stigum (KS) bound for the associated tree reconstruction problem. Our results show that the instability of the trivial fixed point is not a generic evidence for the Bayes-optimality of the message passing algorithms. We clarify in particular the status of the symmetric SBM with 4 communities and of the tree reconstruction of the associated Potts model: in the assortative (ferromagnetic) case the KS bound is always tight, whereas in the disassortative (antiferromagnetic) case we exhibit an explicit criterion involving the degree distribution that separates a large degree regime where the KS bound is tight and a low degree regime where it is not. We also investigate the SBM with 2 communities of different sizes, a.k.a. the asymmetric Ising model, and describe quantitatively its computational gap as a function of its asymmetry. We complement this study with numerical simulations of the Belief Propagation iterative algorithm, confirming that its behavior on large samples is well described by the cavity method.
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I. INTRODUCTION

Problems of statistical inference where a signal is observed via noisy measurements appear ubiquitously in situations involving data analysis. It is intuitive that as the signal-to-noise ratio decreases, the recovery of the signal becomes harder. Quantifying the optimal performance is one of the main theoretical tools to provide performance guarantees in practical situations. Numerous models of statistical inference bear formal analogies to models of disordered systems and thanks to this connection methods from statistical physics were applied to inference problems, for reviews see e.g. [1–4]. Sharp changes in behaviour, known as phase transitions, appear in many situations in physical systems. Due to the above connection it does not come as a surprise that various types of phase transitions were also identified in inference problems. The statistical and computational implications of the presence of phase transitions recently attracted attention in several fields.

A number of works, including the present one, focus on inference models defined on sparse graphs or hypergraphs where the signal is related to a (hidden) labeling of the nodes, and the graph is generated via a rule that depends on these labels. A paradigmatic example of this class is the stochastic block model (SBM) where nodes belong to “communities” and the probability of observing an edge between a pair of nodes depends on the communities of the two nodes. There is a long history of studies of this model, see e.g. [3, 5–6] and references therein, particularly because of its relevance in the context of complex networks [7]. In terms of phase transitions in the SBM, the work of [8, 9] was particularly influential as it identified three phases - undetectable, hard and easy - and located quantitatively transitions between them. In the undetectable phase inference better than random guessing is not possible, in the hard phase it is information-theoretically possible, but known algorithms are not able to perform better than random guesses (depending on parameters of the model, this phase is sometimes missing), in the easy phase known algorithms match the information-theoretically optimal performance that is in this case strictly better than random guesses. Another example of inference problems on sparse hyper-graphs are the planted constraint satisfaction problems with various types of constraints [10, 13]. Planted constraint satisfaction problems are instrumental in studies of average algorithmic complexity [14], hardness of finding a solution [15] and refutation of satisfiability formulas. The same three phases explained above in the SBM example have also been found in planted constraint satisfaction problems, as well as in many other “dense” inference problems in which the signal is observed through all pairs of variables, not only the edges of a sparse graph (see [3] for a review).

This paper provides a more detailed picture of these phase transitions. We emphasize indeed the existence of hybrid-hard phases, in which efficient inference better than random guessing is possible, however, matching the information-theoretically optimal performance is computationally hard. This type of phase was identified in dense inference problems, see e.g. [16], but was missed in some previous studies of sparse problems [11]. We revisit the latter by mean of the cavity method, that relates the analytic description (in particular the optimal errors, as defined below) of inference problems on sparse graphs and hyper-graphs to reconstruction problems on trees [17–22] (the local limit of the graphs in the large size limit). These tree problems are solved exactly by fixed point equations whose unknown (called order parameter) are functions (more precisely probability distributions), at variance with their dense counterparts where the order parameters are finite dimensional. We will focus on problems where the undetectable phase exists at small signal to noise ratio, which translates into the existence of a so-called non-informative (or trivial) fixed point of the corresponding cavity equations (in such cases there exists a close connection between the inference problems and the associated uniformly random models [23–25] through the notion of quiet planting). Our main technical contribution in this paper is a systematic perturbative expansion of the cavity equations around the trivial fixed point, in the neighborhood of the so-called Kesten-Stigum transition where it looses its stability. Similar expansions can be found in [20, 22, 25] but our results are either valid for more general models or pushed to an higher order in the perturbation series. This technical tool allows us to clarify several features of the phase diagrams of inference and tree reconstruction problems.

For the symmetric stochastic block model with $q$ groups (or the tree reconstruction of the $q$ state Potts model), it was known that the hard phase does not exist for 2 and 3 groups (in other words the Kesten-Stigum bound on reconstruction is tight), whereas it always exists for 5 and more groups [22]. In the intermediate case of $q = 4$, whose status remained unclear up to now, we provide an explicit condition on the degree distribution and the ferromagnetic (or assortative) character of the model to distinguish these two qualitatively different behaviors.

We also study the asymmetric SBM with two groups of different sizes (but equal average degree) and derive conditions on the asymmetry that induces the appearance of the hard phase. We recover the critical fraction $1/2 - 1/ \sqrt{12}$ for the size of the smaller group below which the hard phase exists, that appeared in related studies in the dense regime [16, 26] or in the limit of large degrees [27, 28]: quite strikingly this critical asymmetry does not depend on the degree distribution. This phenomenon was also studied in the tree reconstruction perspective under the name of asymmetric Ising model [17, 20].

Based on this expansion, we also conclude that the hybrid-hard phase always exists in a very generic class of sparse inference models where Boolean variables are observed through $k$-uplets, for any $k$, as long as they preserve a
global symmetry between the two possible values of the variables. This class encompasses a large part of the Boolean occupation problems of [11]. More precisely, in that class of models we rule out the existence of a hard phase that would not be accompanied by the hybrid-hard phase.

Our analytical findings are confirmed by running Belief Propagation (BP) on large instances of the corresponding problems, thus providing a strong evidence that the analytical solution obtained in the thermodynamical limit is also of practical relevance for problems of large but finite size.

The two papers [29, 30] that appeared while we were finishing the present work have some overlap with ours. The authors study indeed the reconstruction problem on regular d-ary trees and provide expansions around the Kesten-Stigum transition, for the asymmetric Ising model and a q-state Potts model whose symmetry is partially broken. While the results of [29, 30] are rigorous our expansions are more generic, pushed to an higher order, and put to use in connection with the inference problems on graphs.

The rest of the paper is organized as follows. In Sec. [I] we present in generic terms the structure describing the performance of optimal and efficient estimators in inference problems, review the well-known phase diagrams that have been deduced from it, and explain the more complicated possible scenarios that can be observed. In Sec. [III] we define a family of inference problems on sparse (hyper)graphs, introduce the cavity equations that describe them and explain their link to the tree reconstruction problem; for the convenience of the reader we then summarize our main results in Sec. [III D]. The latter have been obtained by systematic moment expansions of the functional cavity equations, that are presented in Sec. [IV] for arbitrary discrete variables with pairwise interactions, and in Sec. [V] for boolean variables with \( k \geq 2 \)-wise interactions; the more technical parts of these computations are deferred to a series of Appendices. Sec. [VI] is then devoted to numerical experiments with Belief Propagation on finite size samples, and finally we draw some conclusions and perspectives in Sec. [VII].

II. TYPOLOGY OF PHASE TRANSITIONS

This first Section is dedicated to the presentation of our qualitative results on the variety of possible phase diagrams in inference problems. We shall first briefly review the Bayesian perspective on inference and the way statistical mechanics handles it, staying at an abstract level of description (concrete examples will be introduced in Sec. [III]). The typology of phase transitions will then naturally follow from this discussion, as well as the quantitative computations that can be performed on concrete examples as first steps towards this classification (which will form the core of the rest of the paper).

A. Bayesian inference problems

In a statistical inference problem a ground-truth vector \( s^* \in \mathbb{R}^N \) is to be inferred from some observations (or data) denoted \( G \), that are correlated to \( s^* \). In the Bayesian setting \( s^* \) is a random variable whose distribution is called “prior”, and \( G \) is a random variable with a conditional law \( P(G|s^*) \), that correlates it to the ground-truth. An observer provided with a sample of \( G \) and with the knowledge of the model that generated it (i.e. of the prior distribution and of \( P(G|s^*) \)) must base her inference of \( s^* \) on the posterior distribution that follows from Bayes’ theorem

\[
P(s|G) = \frac{1}{Z(G)} P(G|s) \prod_{i=1}^{N} P_0(s_i) ,
\]

where we assumed for simplicity a prior distribution \( P_0 \) factorized on the components of the vector, and \( Z(G) \) is a normalizing constant. The observer uses an estimator \( \hat{s}(G) \) that should ideally be “close” to \( s^* \). Which estimator is optimal depends on the definition of “closeness” between \( \hat{s}(G) \) and the true value \( s^* \). To clarify this point let us denote the marginal probability distributions of the posterior as

\[
\mu_i(s_i) = \sum_{\{s_j\}_{j \neq i}} P(s|G) .
\]

If the distance between \( \hat{s}(G) \) and \( s^* \) is measured in terms of the mean squared error \( \text{MSE} = \sum_i (\hat{s}_i - s^*_i)^2 / N \), then the optimal estimator (that minimizes the MSE) is simply given by the means of the marginals

\[
\hat{s}_i = \sum_{s_i} s_i \mu_i(s_i) ,
\]
and the error achieved by this estimator is called the minimum mean-squared error (MMSE). When the variables \( s_i \) belong to a discrete set \( \chi \) (as will be the case in this paper) another meaningful definition of similarity between \( \mathbf{\hat{s}}(G) \) and \( \mathbf{s}^* \) is the mean overlap \( \text{MO} = \frac{1}{N} \sum_i \delta_{s_i, \mathbf{s}^*_i} / N \). The estimator that maximizes the mean overlap is given by the value of \( s_i \) for which the marginal is the largest, namely

\[
\hat{s}_i = \arg \max \mu_i(s_i). \tag{4}
\]

We are interested in this paper in phase transitions, i.e., qualitative changes of the behavior of such inference problems and non-analyticities in their optimal error. These can only occur in the so-called thermodynamic limit \( N \to \infty \); the dimensionality of \( G \) must be scaled appropriately for this limit to be non-trivial, in such a way that the signal-to-noise ratio (SNR) (whose precise definition depends on the specific problem considered) that measures the quantity of information on \( \mathbf{s}^* \) conveyed by \( G \) remains finite in the limit. We shall focus on a particularly interesting and challenging class of problems for which there exists a non-trivial low-SNR phase in which the inference problem cannot be solved more precisely than by using only the prior information; we shall call this phase undetectable, as the ground-truth \( \mathbf{s}^* \) has asymptotically no effect on the posterior distribution. We will call accuracy \( a \geq 0 \) of an estimation procedure a measure of the additional information it exploits in the posterior distribution with respect to the prior, in such a way that \( a = 0 \) in the undetectable phase. The precise definition of the accuracy is a model-dependent problem, on which we shall come back in Sec. IVK with rather subtle pitfalls (see for example \([3]\) for a discussion of this point): for instance when the problem admits an exact symmetry the marginals of the posterior can be strictly equal to the prior distribution for arbitrary large SNR. This is for instance the case of the symmetric SBM, which is invariant under the permutation of the labels, in such a case the definition of the distance between \( \mathbf{s}^* \) and \( \mathbf{\hat{s}}(G) \) must be adapted to break explicitly the symmetry, by considering for instance the overlap modulo an arbitrary global permutation of the labels of the vertices.

B. Statistical mechanics description

Several Bayesian inference problems have recently been studied via statistical mechanics methods, and a good part of the predictions thus obtained have been confirmed rigorously; our goal here is not to review these results (see for instance \([3, 32]\) but to emphasize their common formal structure that is at the origin of the few possible universality classes of phase diagrams.

Consider, in this abstract perspective, an inference problem parametrized by a signal-to-noise ratio \( c \). In the statistical mechanics approach the accuracy of the Bayes-optimal estimator is expressed as a variational problem: one derives (with the cavity or replica method) a so-called free-energy \( f \), function of \( c \) and of an order parameter \( a \) (an object whose nature depends on the problem under study). This free-energy has to be minimized with respect to the order parameter, and the optimal accuracy is then a function of the location of this global minimum (the minimal free-energy yields instead the mutual information between the signal and the observations). In "dense models" (those in which there are much more than \( N \) measurements, each giving a weak information on the signal), see e.g. \([10]\), the order parameter is a scalar (or a finite dimensional vector); in the sparse models studied later in this paper the order parameter is functional, yet the qualitative behavior is the same. To simplify this formal discussion let us stick to a scalar order parameter, and furthermore use the accuracy \( a \geq 0 \) as the order parameter itself, with the minimal value \( a = 0 \) corresponding to the trivial, uninformative estimator (exploiting only the prior and not the observations). We shall write the free-energy as

\[
f(a, c) = \Phi(a, c) - \frac{a^2}{2}, \tag{5}
\]

the motivation for the subtraction of the second term will be clarified below. The location of the global minimum of \( f \) with respect to \( a \), denoted \( a^*(c) \), is thus the prediction for the accuracy of the optimal estimator, irrespectively of its computational complexity.

The cavity method also enlightens the computational complexity of the inference problems: as a matter of fact the derivation of the free-energy is tightly linked to the analysis of an efficient iterative algorithm (called Approximate Message Passing \([31, 32]\) in the dense case, or Belief Propagation in the sparse regime \([33]\)), and provides a dynamical map that describes the discrete time evolution of the order parameter during the execution of the algorithm. In our abstract setting this yields an accuracy \( a^{(n)} \) after \( n \) steps of the algorithm, that evolves according to

\[
a^{(n)} = \varphi(a^{(n-1)}, c), \tag{6}
\]

with the initial condition \( a^{(0)} = \varepsilon \), where \( \varepsilon > 0 \) is an infinitesimal positive constant: initially the algorithm only knows the prior on the signal, and at each time step uses the observation to iteratively update and improve the accuracy
of its belief on the true value of the signal. We shall denote \( a_{\text{alg}}(c) = \lim a^{(n)} \) as \( n \to \infty \) the accuracy ultimately reached by this algorithm.

The fundamental connection between the information-theoretically optimal accuracy and the description of the iterative algorithm is expressed mathematically in our setting by the relation

\[
\varphi(a, c) = \Phi'(a, c),
\]

where here and in the following the primes denote derivatives with respect to the variable \( a \). This equation implies indeed a tight connection between the static description in terms of the free-energy \( f(a, c) \) and the dynamical one in terms of the iteration function \( \varphi(a, c) \): the stationary points of the former correspond to the fixed points of the latter.

As mentioned previously we focus in this paper on problems which admit an undetectable phase; this translates in the abstract formalism employed here into the assumption that \( a = 0 \) is, for all values of the SNR \( c \), a fixed point of the iteration \( \Phi_a(c) \), that we shall call the trivial or non-informative fixed point. Equivalently \( a = 0 \) is a stationary point of the free-energy \( f(a, c) \).

### C. Possible phase diagrams

It should be clear at this point that the description of the phase transitions and the classification of the possible phase diagrams is nothing else than a bifurcation analysis. As the SNR \( c \) is varied the functions \( f(a, c) \) (resp. \( \varphi(a, c) \)) evolve in a smooth way; their stationary (resp. fixed) points also do, except at bifurcations where their number and nature can change in a singular way. The qualitative aspects of such a bifurcation diagram do not depend on the details of the function \( f(a, c) \), but only on its behavior close to the bifurcations (essentially the order and sign of the first non-vanishing derivatives), which explains the high level of universality among inference problems which can have very different origins.

Let us now describe in this perspective the phase transitions in inference problems, interpreted as bifurcations for the stationary points of \( f(a, c) \); among the possibly many stationary points two (which can coincide) will play a particular role: \( a^*(c) \), the global minimum of \( f \), that gives the information-theoretically best possible accuracy, and \( a_{\text{alg}}(c) \), the fixed point reached by iterations starting infinitesimally close to the trivial one, as it corresponds to the accuracy reachable by an efficient algorithm.

As \( a = 0 \) is assumed here to be a fixed point for all values of \( c \), and as the algorithm starts infinitesimally close to it, the local stability of \( a = 0 \) under the iterations (6) yields a crucial information on the accuracy \( a_{\text{alg}}(c) \) reached by the algorithm: if \( a = 0 \) is stable the iterations will drive the algorithm to the trivial accuracy, then \( a_{\text{alg}}(c) = 0 \), if not the dynamical system flows away from this fixed point and one reaches \( a_{\text{alg}}(c) > 0 \). This stability can be determined very easily by expanding (6) at first order in \( a \),

\[
a^{(n)} \approx \varphi'(0, c) a^{(n-1)},
\]

which shows that \( a = 0 \) is stable if and only if \( \varphi'(0, c) < 1 \) (as \( a^{(n)} \geq 0 \) we can assume \( \varphi'(0, c) \geq 0 \)). As \( c \) represents here a signal-to-noise ratio increasing values of \( c \) tends to destabilize the trivial fixed point. We shall thus define the so-called KS threshold (the abbreviation stands for Kesten-Stigum [34] and is elucidated below) \( c_{\text{KS}} \) as the largest signal-to-noise ratio \( c \) for which \( a = 0 \) is a stable fixed point; as mentioned above for \( c < c_{\text{KS}} \) one has \( a_{\text{alg}}(c) = 0 \), the algorithm will not be able to infer the underlying signal better than a random guess from the prior. On the other hand for \( c > c_{\text{KS}} \) the iterative algorithm reaches a non-trivial accuracy \( a_{\text{alg}}(c) > 0 \) and provides a strictly positive correlation between the ground truth signal and its estimator (but not necessarily as good as the optimal estimator, see the discussion below).

A moment of thought reveals that this change of stability of the trivial fixed point at \( c_{\text{KS}} \) must be accompanied by a modification in the total number of fixed points, as the free-energy \( f(a, c) \) is smooth. Keeping in mind the restriction \( a \geq 0 \), the two simplest global bifurcation diagrams that can arise are depicted in the lower panels of Fig. 1, where all the fixed points are represented as a function of the SNR \( c \), with solid (resp. dashed) lines when they are stable (resp. unstable).

The bifurcation diagram presented in the left part of Fig. 1 corresponds to a so-called continuous (2nd order) phase transition. For all values of \( c \) there is a single stable fixed point, with a trivial accuracy when \( c < c_{\text{KS}} \) and a non-trivial one for \( c > c_{\text{KS}} \). The optimal accuracy \( a^*(c) \) and the algorithmic one \( a_{\text{alg}}(c) \), depicted with red and blue lines in the upper panels of Fig. 1 coincide for all values of the SNR \( c \). The transition at \( c_{\text{KS}} \) thus separates an undetectable phase (for \( c < c_{\text{KS}} \) no estimator can detect the signal as \( a^*(c) = 0 \)) from an easy phase (for \( c > c_{\text{KS}} \) the iterative efficient algorithm matches the optimal performance as \( a_{\text{alg}}(c) = a^*(c) > 0 \)).

The next possible bifurcation diagram, in the order of increasing complexity, is presented on the right of Fig. 1 and presents a discontinuous (1st order) phase transition. What happens by increasing \( c \) around the KS transition
is now the disappearance of an unstable non-trivial fixed point (instead of the appearance of a stable non-trivial fixed point for a continuous phase transition). There thus exists an interval of SNR, $c \in [c_{sp}, c_{KS}]$, where two stable fixed points coexist (the trivial one $a = 0$ and a non-trivial one). A bifurcation occurs at the spinodal transition $c_{sp}$, where the high-accuracy branch appears discontinuously. The consequences of this bifurcation diagram on the optimal and algorithmic accuracies $a^*(c)$ and $a_{alg}(c)$ are presented in the upper right panel of Fig. 1; the latter is only affected by the change of stability of the trivial fixed point at $c_{KS}$, above which it jumps to the only stable fixed point which must thus coincide with the optimal accuracy $a^*(c)$. In the interval $c \in [c_{sp}, c_{KS}]$ the two stable fixed points correspond to two local minima of the free-energy $f(a, c)$; their values cross each other at the information-theoretic phase transition $c_{IT} \in [c_{sp}, c_{KS}]$, the trivial (resp. non-trivial) fixed point being the global minimum for $c \in [c_{sp}, c_{IT}]$ (resp. for $c \in [c_{IT}, c_{KS}]$). One concludes in this case that the undetectable phase (for $c < c_{IT}$) and the easy phase (for $c > c_{KS}$) are separated by an hard phase (for $c \in [c_{IT}, c_{KS}]$) in which a non-trivial accuracy is information theoretically possible ($a^*(c) > 0$) yet the iterative algorithm does not provide any correlation with the signal ($a_{alg}(c) = 0$).

One can easily imagine more and more complicated bifurcation diagrams that will be exhibited by free-energies with more and more stationary points; we shall content ourselves with the next possibility, depicted in Fig. 2. As shown in its lower part the branch of the non-trivial stable fixed point that appears continuously for $c > c_{KS}$ undergoes a bifurcation at an algorithmic spinodal $c_{alg} > c_{KS}$, while the high accuracy branch disappears discontinuously at the spinodal $c_{sp} < c_{alg}$ (the spinodal $c_{sp}$ can occur after or before $c_{KS}$, as shown in the left and right part of Fig. 2). The algorithmic accuracy $a_{alg}(c)$ is in this case vanishing for $c < c_{KS}$, growing continuously on the interval $[c_{KS}, c_{alg}]$, and jumping discontinuously at $c_{alg}$. As we assumed here the existence of a single stable fixed point for $c > c_{alg}$ the algorithmic accuracy coincides then with $a^*(c)$ (i.e. the jump reaches the optimal value). To determine the information-theoretically optimal accuracy in the presence of two stable fixed points of the recursion one has to compare the values of the corresponding local minima of the free-energy $f(a, c)$. Let us call $c_{IT}$ the information-theoretic transition at which these two free-energies cross each other, inducing a discontinuity in the accuracy $a^*(c)$ of the global minimum of the free-energy. The left and right part of Fig. 2 distinguish further two different scenarios. On the left one has $c_{IT} > c_{KS}$, and the four regimes separated by the transitions $c_{KS} < c_{IT} < c_{alg}$ shall be called, for increasing values of $c$: undetectable, easy, hybrid-hard, easy; on the right $c_{IT} < c_{KS}$ and the four phases separated by $c_{IT} < c_{KS} < c_{alg}$ are: undetectable, hard, hybrid-hard, easy. In this terminology we define an undetectable phase by
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**FIG. 1:** Top: The “standard” scenarios in terms of the Bayes-optimal ($a^*$, in blue) and algorithmic ($a_{alg}$, in red) performance. Bottom: The “standard” scenarios in terms of the fixed points of eq. (6). Stable fixed points are in full line, unstable ones are dashed. In all panels the accuracy $a$ is plotted as a function of the signal-to-noise ratio $c$. The thresholds $c_{sp}$, $c_{IT}$, $c_{KS}$ and $c_{alg}$, as defined in the text, are marked on the horizontal axes.
FIG. 2: Top: The “new” scenarios in terms of the Bayes-optimal ($a^*$, in blue) and algorithmic ($a_{\text{alg}}$, in red) performance. Bottom: The “new” scenarios in terms of the fixed points of eq. (6). Stable fixed points are in full line, unstable one are dashed. In all panels the accuracy $a$ is plotted as a function of the signal-to-noise ratio $c$. The thresholds $c_{sp}$, $c_{IT}$, $c_{KS}$ and $c_{alg}$, as defined in the text, are marked on the x-axes. The KS threshold $c_{KS}$ here is strictly smaller than the algorithmic one $c_{alg}$. We note that the thresholds can also be ordered as $c_{sp} < c_{KS} < c_{IT} < c_{alg}$.

the condition $a^*(c) = a_{\text{alg}}(c) = 0$, an easy phase by $a^*(c) = a_{\text{alg}}(c) > 0$, a hard phase by $a^*(c) > a_{\text{alg}}(c) = 0$, and an hybrid-hard phase by $a^*(c) > a_{\text{alg}}(c) > 0$. The hybrid character of this phase arises from the simultaneous easiness to beat the trivial accuracy of the uninformative estimator ($a_{\text{alg}}(c) > 0$), and hardness of achieving the optimal accuracy ($a^*(c) > a_{\text{alg}}(c)$).

Let us make a few remarks on the classification of possible phase diagrams for inference problems we just presented:

- The scenarios described in this section and more generally in this paper are the simplest ones, and they do not by far cover all possibilities: one can always devise more complicated free-energies $f(a,c)$ with more distinct stationary points and/or more bifurcations, yielding for instance several hard phases separated by easy regimes; we shall not discuss these more complicated situations as they did not arise in any of the cases we analyzed (see [35] for such examples in the related context of error-correcting codes).

- We defined the computational easiness or hardness of inference with respect to one specific efficient algorithm (Approximate Message Passing or Belief Propagation), as to this day there are no better efficient (i.e. running in polynomial time) algorithms known for the problems that are NP-hard from the worst case computational complexity point of view. It remains of course a very challenging open question to prove or disprove (under some computational complexity hypothesis) the existence of more accurate efficient algorithms than these message passing ones.

- The two simplest scenarios presented in Fig. 1 are well known in the context of inference on sparse random graphs; for instance the study of the symmetric stochastic block model in [9] demonstrated a continuous (left panel) phase transition for $q \leq 3$ communities, and a discontinuous one (right panel) for $q \geq 5$. The more complicated phase diagrams of Fig. 2 were until now (as far as we know) only discussed in the context of dense inference problems (in particular for constrained low rank matrix estimation, see figure 3 and 6 in [16]). However, we shall see in the rest of the paper that they do also occur naturally in sparse problems, a fact that remained previously unobserved.

- It is known that for inference problems for which $a = 0$ is a fixed point of (6) there is a close relation between
the inference (planted) model and the model with random uncorrelated disorder (see for instance [24]). In random optimization and constraint satisfaction problems some of the equilibrium phase transitions described in the literature correspond to phase transitions defined above. Notably, the dynamical phase transition [23], sometimes referred to as the mode-coupling theory transition [36] in the literature on the mean-field theory of structural glasses, and referred to as the reconstruction threshold [19] in the theory of reconstruction on tree, corresponds to \( c_4 = \min(c_{KS}, c_{sp}) \). This is indeed the smallest SNR for which a non-trivial fixed point does exist. The condensation phase transition from random constraint satisfaction problems [23], sometimes referred to as the Kauzmann ideal glass transition in the mean-field theory of structural glasses [36], correspond to \( c_{cond} = \min(c_{KS}, c_{IT}) \). The KS phase transition would be referred to as the de Almeida-Thouless instability in the theory of spin glasses [37] and corresponds to the point starting from which iterative message passing algorithms such as belief propagation cease to converge on random instances of the corresponding problems. This correspondence between planted and random instances does not hold for all phase transitions: for instance the satisfiability [38] of random constraint satisfaction problems has no counterpart in the planted/inference setting, neither does the algorithmic spinodal \( c_{alg} > c_{KS} \) of inference problems in the random ensembles. This correspondence also breaks down for models where \( a = 0 \) is not a fixed point of \( \psi \), most notably satisfiability of random Boolean formulas.

D. Expansions around the trivial fixed point

The classification of the phase diagrams presented above relies on a global bifurcation analysis, which requires the identification of all fixed points of Eq. (6) and the study of their domain of existence as a function of the SNR parameter \( c \). This is relatively easy to do when the order parameter is a scalar, or a finite-dimensional object, and when the recursion function \( \psi \) can be studied explicitly. This global analysis becomes much more difficult for sparse inference models, because the order parameter is infinite-dimensional in this case. The main methodological contribution of the present paper is a generalization to the sparse case of a local bifurcation analysis of the trivial fixed point in the neighborhood of the Kesten-Stigum transition. For pedagogical reasons let us first explain here how this analysis is performed in the case of a scalar order parameter (as done for instance in section IV.C.3 of [16]), which will help to understand the strategy followed in the functional case.

The location of the Kesten-Stigum transition \( c_{KS} \), defined by the condition \( \psi'(0, c_{KS}) = 1 \), was obtained through the linearization of \( \psi \). In order to study the non-trivial fixed point in the neighborhood of this transition we shall expand the fixed-point equation \( a = \psi(a, c) \) at the next order in \( a \), to obtain

\[
a = \psi'(0, c) a + \frac{1}{2} \psi''(0, c) a^2 + O(a^3) .
\]

(9)

In the neighborhood of \( c_{KS} \) the derivative \( \psi'(0, c) \) is close to 1, we shall hence trade the SNR \( c \) for a parameter \( \epsilon \) defined by \( \psi'(0, c) = 1 + \epsilon \), such that \( \epsilon = 0 \) corresponds to the KS transition, \( \epsilon > 0 \) (resp. \( \epsilon < 0 \)) to the high SNR (resp. low SNR) regime. If the second order derivative of \( \psi \) does not vanish exactly at \( c_{KS} \) we can rewrite this equation at lowest order as

\[
a = a + \epsilon a + v a^2 ,
\]

(10)

where we defined \( v = \psi''(0, c_{KS})/2 \neq 0 \). The non-trivial solution of this equation is obviously \( a = -\epsilon/v \); at this point it is crucial to remember the positivity condition \( a \geq 0 \) (without it the bifurcation diagrams would be qualitatively different). Indeed this requirement implies that if \( v < 0 \) the non-trivial perturbative fixed point exists for \( \epsilon > 0 \), in the high SNR regime; this case corresponds both to the continuous transition (left panel of Fig. 1), and to the more complicated phase diagrams of Fig. 2. On the contrary if \( v > 0 \) it is in the low SNR regime (\( \epsilon < 0 \)) that it exists, as in the first order transition case depicted in the right panel of Fig. 1.

Let us emphasize the limitations of such a local study: by definition it can only provide perturbative information on the phase diagram, in the neighborhood of the KS transition and for the branch of fixed point that coalesces with the trivial one; if this is enough to distinguish the first order transition scenario (Fig. 1 right) and exclude the three other ones when \( v > 0 \), in the opposite case one cannot decide between the second order transition (Fig. 1 right) and the scenarios of Fig. 2 solely from the condition \( v < 0 \), as non-perturbative (finite \( \epsilon \)) features further differentiate these cases.

We shall develop in the sparse case an expansion that goes one order further, corresponding to an equation of the form

\[
a = a + \epsilon a + v a^2 + w a^3 .
\]

(11)
The motivations for continuing the expansion to this order are twofold. On the one hand, there are important inference problems for which \( v = 0 \) exactly (most notably the symmetric stochastic block model for \( q = 4 \) groups, both in the sparse \([22]\) and in the dense regime \([16]\)). In that case the non-trivial solution is \( a = \sqrt{-\epsilon/w} \) and it is the sign of \( w \) (if \( w \neq 0 \)) that allows to determine whether the perturbative non-trivial fixed point exist in the low or high SNR phase (the argument of the square root must be positive). On the other hand, some problems have, in addition to the SNR, another continuously varying parameter; this is in particular the case of the asymmetric 2 group stochastic block model (or asymmetric Ising model in the tree reconstruction language), where the asymmetry between the sizes of the two groups can be tuned independently of the SNR. Depending on this asymmetry parameter, that we shall denote \( \overline{m} \) in the following, the type of transition changes from second to first order, which comes from a change of sign of \( v \) when \( \overline{m} \) crosses a critical value \( \overline{m}_c \). Having pushed the expansion to the third order will thus allow us to study the neighborhood of the “tri-critical” point \((\epsilon,\overline{m}) = (0, \overline{m}_c)\) in parameter space, where the nature of the Kesten-Stigum transition changes. Taking simultaneously the limits \( \epsilon \to 0 \) and \( \overline{m} \to \overline{m}_c \) with well-chosen scalings the last three terms of \([11]\) will indeed be of the same order (this will be further discussed in Sec. [IV]).

III. CAVITY EQUATIONS AND MAIN RESULTS

In the previous Section we have discussed the classification of phase transitions and phase diagrams of Bayesian inference problems, relying on the bifurcation analysis for a scalar order parameter; dense inference problems can indeed be reduced to such a scalar (or more generically finite-dimensional) representation in the large-size limit. In the rest of the paper we shall turn instead to inference problems defined on sparse graphs, for which the corresponding order parameter becomes functional. In this Section we shall introduce two exemplary cases of these sparse inference problems, that cover the main applications of this paper, state in a rather generic way the cavity formalism that can be used to handle them, briefly explain its interpretation and finally present our main results, as obtained in the later Sections via an expansion of the cavity equations around their trivial solution.

A. Definitions of two exemplary inference problems on sparse (hyper)graphs

1. Stochastic Block Model

The Stochastic Block Model (SBM) is a random graph ensemble which generates networks with a community structure \([39,41]\). It is specified by the following parameters: \( N \), the number of vertices (or nodes) of the graph \( G = (V,E) \), \( q \) the number of communities, \( \eta = (\eta_1, \ldots, \eta_q) \) a prior probability distribution on the communities, and \( c = \{c_{ij}\} \) a \( q \times q \) symmetric matrix (not to be confused with the SNR we also denoted \( c \) in Sec. [IV]). A graph of this ensemble is generated by drawing for each vertex \( i \in V \) a label \( \sigma_i \in [1, \ldots, q] \), independently at random with probability \( \eta_i \); this label represents the community of the vertex. Once the labels \( \sigma = (\sigma_1, \ldots, \sigma_N) \) are chosen, each of the \( N(N-1)/2 \) possible edges \((i,j)\) between pairs of distinct vertices is included in the set of edges \( E \) of the graph with probability \( c_{\sigma_i,\sigma_j}/N \). The inference problem we shall consider is the determination of the labels \( \sigma \) (up to a potential symmetry between communities) from the mere observation of the graph \( G \) and from the knowledge of the parameters \( \eta \) and \( c \).

We are in particular interested in the large-size limit \( N \to \infty \), taken for a fixed value of the affinity matrix \( c \). In this limit the degree of a vertex labelled \( \sigma \) becomes a Poisson random variable with average \( d_\sigma = \sum_\tau c_{\sigma\tau} \eta_\tau \); the finiteness of these degrees justifies the name “sparse” given to this type of inference problems. The phase transitions in the Bayes-optimal inference in the sparse stochastic block model were studied in detail in \([5,6]\). Large part of these results were confirmed rigorously in subsequent works, see e.g. \([6,22,45]\).

We shall assume in the following that \( d_\sigma = d \) independently of \( \sigma \), in such a way that the degree of a vertex is uninformative of its label. This is the condition for the existence of an undetectable phase at small \( d \), in which case the SBM is asymptotically contiguous to a purely random Erdős-Rényi graph of the same average degree and the optimal estimation of the labels can only rely on the prior distribution \( \eta \).

2. Planted occupation models

We consider now the family of Constraint Satisfaction Problems (CSP) in which \( N \) Boolean variables, denoted \( \sigma = (\sigma_1, \ldots, \sigma_N) \in \{0,1\}^N \), are required to satisfy simultaneously \( M \) constraints of the following form: the \( a \)-th constraint bears on a subset of \( k \) variables, denoted \( \partial_a \subset \{1, \ldots, N\} \), and is satisfied by \( \sigma \) if and only if \( \sum_{i \in \partial_a} \sigma_i = 1 \), where \( S \subset \{0,1,2, \ldots, k\} \) defines the type of problem. The interpretation of \( \sigma_i = 1 \) (resp. 0) as a site occupied by
a particle (resp. empty) justifies the name of occupation model, each constraint restricting the number of particles adjacent to it (in the bipartite graph on \(N + M\) vertices with an edge put between \(i\) and \(a\) if \(i \in \partial a\) to belong to \(S\). This family of CSPs contains as special cases the bicoloring of hypergraphs (when \(S = \{1, \ldots, k - 1\}\) and XORSAT problems (also known as parity checks, when \(S = \{0, 2, 4, \ldots\}\) or \(S = \{1, 3, 5, \ldots\}\)). Random ensembles of occupation problems, in which the neighborhoods \(\partial a\) are drawn uniformly at random among the \(\binom{n}{k}\) possible ones, have been studied e.g. in [30].

An inference problem can be associated to these occupation models if instead of this random ensemble of CSPs one considers its planted version, in which one first chooses a configuration \(\sigma\), drawing independently each \(\sigma_i\) with a prior probability distribution \(\eta_{\sigma_i}\) (with \(\eta_{\sigma_0} + \eta_{\sigma_1} = 1\)), then draws the \(M\) neighborhoods \(\partial a\) uniformly among those that are satisfied by \(\sigma\) (i.e. such that \(\sum_{i \in \partial a} \sigma_i \in S\)). The inference problem is then to reconstruct the planted configuration \(\sigma\) solely from the observation of the bipartite graph linking variables to constraints and the knowledge of the subset \(S\).

Special cases of planted occupation problems and their corresponding phase transition have been studied previously in [11, 47].

In this paper we shall focus on “symmetric” planted occupation models, in the sense that \(\eta_{\sigma_0} = \eta_{\sigma_1} = 1/2\) and the set \(S\) of the number of allowed particles is invariant under the exchange of occupied and empty sites (i.e. we assume that \(n \in S\) if and only if \(k - n \in S\)); this condition ensures the existence of an undetectable phase if the density of constraints \(\alpha = M/N\) is small enough.

### B. Cavity equations and free-entropy functional

We shall now present a formalism, known as the cavity method [2, 48], that allows to deal with inference problems on sparse random (hyper-)graphs. We will first state the approach in a formal way, with a level of generality that

\[
P_{\pi}^{(n)}(\eta) = \sum_{\tau_1, \ldots, \tau_{k-1}} p_{\pi}(\tau_1, \ldots, \tau_{k-1}|\pi) \int dP_{\pi}^{(n)}(\eta^1) \cdots dP_{\pi}^{(n)}(\eta^{k-1}) \delta(\nu - \tilde{f}(\eta^1, \ldots, \eta^{k-1})),
\]

where \(\tilde{f}(\eta)\) is the average degree; we assume to be invariant under all the permutations of its arguments, and to have \(\eta\) as marginal laws for a single argument:

\[
p_{\pi}(\sigma_1, \ldots, \sigma_{k-1}|\pi) = \sum_{\sigma_k} p_{\pi}(\sigma_1, \ldots, \sigma_k) = \eta_{\sigma_k}.
\]

We shall also need the conditional version of this probability law, to be denoted \(p_{\pi}(\sigma_1, \ldots, \sigma_{k-1}|\pi) = p_{\pi}(\sigma_1, \ldots, \sigma_{k-1}, \sigma)\eta_{\sigma_k}^\pi\). As a consequence of the hypothesis made on \(p_{\pi}\) this conditional law is invariant under the permutations of its \(k - 1\) first arguments, and fulfills the reversibility property:

\[
p_{\pi}(\sigma_1, \ldots, \sigma_{k-1}|\pi) \eta_{\sigma_k} = p_{\pi}(\sigma_2, \ldots, \sigma_{k-1}, \sigma_1) \eta_{\sigma_k}.
\]

We denote by \(\eta\) and \(\nu\) probability distributions on \(\chi\) (i.e. \(q\)-dimensional vectors of positive reals that sum to one). We shall call conditional version of the cavity equations associated to the parameters \((q, \eta, p_{\pi}, k, p_{\pi})\) the following recursive relations on the \(2q\) distributions \(\{P_{\pi}^{(n)}(\eta), \tilde{P}_{\pi}^{(n)}(\nu)\}\) for \(\tau \in \chi\):

\[
P^{(n+1)}_{\pi}(\eta) = \sum_{\ell=0}^{\infty} \tilde{\eta}^{\ell} \int d\tilde{P}^{(n)}_{\pi}(\nu^1) \cdots d\tilde{P}^{(n)}_{\pi}(\nu^\ell) \delta(\nu - f(\nu^1, \ldots, \nu^\ell)),
\]

\[
\tilde{P}^{(n)}_{\pi}(\nu) = \sum_{\tau_1, \ldots, \tau_{k-1}} p_{\pi}(\tau_1, \ldots, \tau_{k-1}|\tau) \int dP^{(n)}_{\pi}(\eta^1) \cdots dP^{(n)}_{\pi}(\eta^{k-1}) \delta(\nu - \tilde{f}(\eta^1, \ldots, \eta^{k-1})),
\]

where \(\tilde{\eta} = (1 + \eta) / \eta^{\pi}\) and \(\eta^{\pi}\) is the average degree; we assume to be invariant under all the permutations of its arguments, and fulfills the reversibility property:

\[
p_{\pi}(\sigma_1, \ldots, \sigma_{k-1}|\pi) \eta_{\sigma_k} = p_{\pi}(\sigma_2, \ldots, \sigma_{k-1}, \sigma_1) \eta_{\sigma_k}.
\]
The functions \( f_n \) should be thought of as a time index along the recursion (the initial condition for \( \delta_n \) for all \( \nu \)), and similarly for \( \hat{\nu} \). The other recursion function \( \nu = \hat{f}(\eta^1, \ldots, \eta^{k-1}) \) is spelled out as

\[
\nu_{\sigma} = \frac{1}{z(\eta^1, \ldots, \eta^{k-1})} \sum_{i=1}^{k-1} p_i(\sigma, \sigma_1, \ldots, \sigma_{k-1}) \prod_{i=1}^{k-1} \eta_{\sigma_i},
\]

with again \( \hat{z} \) a normalizing factor. One can check easily that the hypotheses made on the joint probability law \( p_i \) implies that \( f(\nu, \sigma) = \eta \) and \( \hat{f}(\eta, \sigma) = \nu \), hence that \( P^{(n)}(\eta) = \delta(\eta - \sigma) \), \( \hat{P}^{(n)}(\nu) = \delta(\nu - \sigma) \) is a stationary solution of the cavity equations \((15, 16)\), that will be called trivial fixed point in the following.

Let us also define what we shall call the unconditional version of the cavity equations associated to the parameters \((q, \eta, p_\ell, k, p_j)\), that bear on the 2 sequences of distributions \( P^{(n)}(\eta) \) and \( \hat{P}^{(n)}(\nu) \):

\[
P^{(n+1)}(\eta) = \sum_{\ell=0}^{\infty} \hat{p}_\ell \int d\hat{P}^{(n)}(\nu^1) \ldots d\hat{P}^{(n)}(\nu^{\ell}) \delta(\eta - f(\nu^1, \ldots, \nu^{\ell})) z(\nu^1, \ldots, \nu^\ell),
\]

\[
\hat{P}^{(n)}(\nu) = \int dP^{(n)}(\eta^1) \ldots dP^{(n)}(\eta^{k-1}) \delta(\nu - \hat{f}(\eta^1, \ldots, \eta^{k-1})) \hat{z}(\eta^1, \ldots, \eta^{k-1})
\]

where the functions \( f, z, \hat{f} \) and \( \hat{z} \) have been defined in \((17, 18)\), and the distributions \( P^{(n)}(\eta) \), \( \hat{P}^{(n)}(\nu) \) are required to have mean \( \eta \) and \( \nu \) respectively:

\[
\int dP^{(n)}(\eta) \eta = \eta, \quad \int d\hat{P}^{(n)}(\nu) \nu = \nu.
\]

With the choice of normalization made in \((17, 18)\) one has \( z(\nu, \ldots, \nu) = \hat{z}(\nu, \ldots, \nu) = 1 \), hence the normalization of the distributions \( P^{(n)} \) and \( \hat{P}^{(n)} \), as well as the conditions on their averages, are preserved by the recursions of Eqs. \((19, 20)\). Note that the conditional and unconditional versions of the cavity equations are actually equivalent: one can go from one form to the other according to the relations

\[
P^{(n)}(\eta) = \sum_{\tau} \eta_\tau P^{(n)}_{\tau}(\eta), \quad P^{(n)}_{\tau}(\eta) = \frac{\eta_\tau}{\eta_\tau} P^{(n)}(\eta),
\]

for all \( n \), and similarly for \( \hat{P}^{(n)} \),

\[
\hat{P}^{(n)}(\nu) = \sum_{\tau} \nu_\tau \hat{P}^{(n)}_{\tau}(\nu), \quad \hat{P}^{(n)}_{\tau}(\nu) = \frac{\nu_\tau}{\nu_\tau} \hat{P}^{(n)}(\nu).
\]

In particular the trivial fixed point, in the unconditional version of the cavity equations, corresponds to \( P^{(n)}(\eta) = \delta(\eta - \sigma) \), \( \hat{P}^{(n)}(\nu) = \delta(\nu - \sigma) \).

Let us conclude this formal statement of the cavity formalism by the introduction of a functional, called free-entropy, that associates in its unconditional form a real value to a pair \((P, \hat{P})\) of distributions that satisfy \((21)\) according to

\[
\phi(P, \hat{P}) = - E[\ell] \int dP(\eta)d\hat{P}(\nu) z_c(\eta, \nu) \ln z_c(\eta, \nu) + \frac{E[\ell]}{k} \int dP(\eta) \ldots dP(\eta^k) z_c(\eta^1, \ldots, \eta^k) \ln z_c(\eta^1, \ldots, \eta^k) + \sum_{\ell=1}^{\infty} p_\ell \int d\hat{P}(\nu^1) \ldots d\hat{P}(\nu^\ell) z_c(\nu^1, \ldots, \nu^\ell) \ln z_c(\nu^1, \ldots, \nu^\ell),
\]
where
\[
z_c(\eta, \nu) = \sum_{\sigma} \eta_{\sigma} \frac{\nu_{\sigma}}{p_{\sigma}},
\]
\[
z_c(\eta^1, \ldots, \eta^k) = \sum_{\sigma_1, \ldots, \sigma_k} p_j(\sigma_1, \ldots, \sigma_k) \prod_{i=1}^{k} \frac{\eta_{\sigma_i}}{p_{\sigma_i}},
\]
\[
z_c(\nu^1, \ldots, \nu^\ell) = \sum_{\sigma} \tau_{\sigma} \prod_{i=1}^{\ell} \frac{\nu_{\sigma_i}}{p_{\sigma_i}}.
\]

An equivalent form in the conditional formalism reads
\[
\phi(\{P_\sigma, \hat{P}_\sigma\}_{\sigma \in \chi}) = - E[\ell] \sum_{\sigma} \tau_{\sigma} \int dP_\sigma(\eta) d\hat{P}_\sigma(\nu) \ln z_c(\eta, \nu)
\]
\[
+ \frac{E[\ell]}{k} \sum_{\sigma_1, \ldots, \sigma_k} p_j(\sigma_1, \ldots, \sigma_k) \int dP_{\sigma_1}(\eta^1) \ldots dP_{\sigma_k}(\eta^k) \ln z_c(\eta^1, \ldots, \eta^k)
\]
\[
+ \sum_{\ell=1}^{\infty} \tau_{\sigma} \int d\hat{P}_\sigma(\nu^1) \ldots d\hat{P}_\sigma(\nu^\ell) \ln z_c(\nu^1, \ldots, \nu^\ell).
\]

Note that these expressions of \(\phi\) are variational, in the sense that their derivatives with respect to their arguments vanish when the latter are fixed point solutions of the cavity recursions (i.e. (15, 16) in the conditional version, (19, 20) in the unconditional one). They are, however, well-defined even if their arguments are not solutions of the cavity equations (as long as the condition (21) is satisfied); this property has been recently exploited in [24, 25], we shall come back on this point in Sec. IV E. Let us also mention that our choices of normalization leads to \(\phi = 0\) on the trivial fixed point of the cavity equations.

C. Interpretation of the cavity equations

The cavity equations written above arise in the context of several slightly different and delicately intertwined problems, in particular in the study of graphical models on random structures, tree reconstruction problems, and inference on sparse graphs. We shall not attempt here an exhaustive discussion of these various interpretations and refer the reader to the literature [3, 12, 19, 23, 24] for more details on these various perspectives and the connections between them, and instead give a brief description of two interpretations in order to clarify the meaning of our main results to be discussed below.

1. Reconstruction on trees

The first interpretation of the cavity equations we shall discuss concerns the tree reconstruction problem [17, 22]. Consider a rooted bipartite tree, with two types of vertices, called variable nodes and interaction nodes, the latter being all of degree \(k\), the root and the leaves being variable nodes. This tree is used as an information channel, in the following way: each variable node \(i\) bears a spin \(\sigma_i \in \chi\), and an information is sent from the root to the leaves, by first drawing the spin of the root vertex with a prior probability \(\bar{\eta}\) on \(\chi\), and then recursively assigning the values of the spins at distance \(n = 1, 2, \ldots\) from the root. This last step is done independently for each interaction node \(a\): denoting \(\sigma_1, \ldots, \sigma_{k-1}\) the \(k-1\) variables adjacent to \(a\) that are at distance \(n + 1\) from the root, and \(\sigma\) the variable at distance \(n\) (that has been assigned in the previous step of the induction), one draws the former conditional to the latter, with a law denoted \(p_a(\sigma_1, \ldots, \sigma_{k-1} | \sigma)\). The tree reconstruction question is now: given the observation of the spins at distance \(n\), is it possible to infer the value of the spin at the root that started this broadcast process? Thanks to the tree structure of the channel it is possible to compute easily the posterior probability \(\eta\) of the root given this observation; when the distance \(n\) becomes very large two possibilities can arise, depending on the level of noise in the channel: either \(\eta\) becomes very close to \(\bar{\eta}\), then all information on the root value is lost, or \(\eta\) keeps a trace of the correlation with the root, and an inference of its value with a better chance of success than the one allowed by the prior probability \(\bar{\eta}\) is possible.

It is not too difficult to convince oneself that the distribution \(\hat{P}^{(n)}(\eta)\) that solves the cavity equations (15, 16) is precisely the one described above in this tree reconstruction problem (see e.g. [19] for a detailed derivation with similar
notations), conditional to the root variable being $\tau$ in the broadcast process, and when the tree used as a channel is a random Galton-Watson tree with offspring degree probability $\tilde{p}_c$. In this light the unconditional version of the cavity equations \cite{2013arXiv1305.6934B} is seen to describe the distribution of the marginal probability law of the root $\eta$, conditional to the observation of the leaves, when the law of the latter is not conditioned on the value of the root in the broadcast, and the relations \cite{2013arXiv1305.6934B} are mere traductions of the Bayes theorem.

Following this interpretation the initial condition of the induction on $n$ should be

$$P_{\tau}^{(n=0)}(\eta) = \delta(\eta - \delta_{\tau}),$$

with $\delta_{\tau}$, the probability law on $\chi$ supported solely on $\tau$, which expresses the perfect knowledge of the variables observed at the leaves of the tree. As mentioned above the distribution $\delta(\eta - \tilde{\eta})$ is a fixed point of the cavity recursions \cite{2013arXiv1305.6934B}; the tree reconstruction problem can thus be rephrased, in this setting, as determining whether the recursion brings, for $n \to \infty$, the distributions $P_{\tau}^{(n)}$ towards this trivial fixed point, in which case all information on the root is lost, or towards a non-trivial fixed point that contains more information on the root than the prior probability $\tilde{\eta}$.

It is actually useful to consider a more generic initial condition, namely

$$P_{\tau}^{(n=0)}(\eta) = \varepsilon \delta(\eta - \delta_{\tau}) + (1 - \varepsilon) \delta(\eta - \tilde{\eta}),$$

with $\varepsilon \in [0,1]$. The iterations of \cite{2013arXiv1305.6934B}, starting from this initial condition, describe now the inference problem of the tree where the spin value of each leaf is observed with probability $\varepsilon$, and kept hidden otherwise. The usual tree reconstruction problem is recovered for $\varepsilon = 1$; the variant known as the robust reconstruction problem \cite{2013arXiv1305.6934B} corresponds to the limit $\varepsilon \to 0$, taken after the $n \to \infty$ limit, and again asks whether the iterations of the cavity equation bring back the distributions $P_{\tau}^{(n)}$ to the trivial fixed point (corresponding to $\varepsilon = 0$) or lead it to a non-trivial one. Robust reconstruction is thus possible if an infinitesimal amount of information on a far away boundary is amplified in the reconstruction process and yields a non-vanishing information on the root. It was shown in \cite{2013arXiv1305.6934B} that the threshold for robust reconstruction corresponds to the Kesten-Stigum condition \cite{Kesten1966}, in other words the robust reconstruction problem is solvable if and only if the trivial fixed point is locally unstable. This provides a bound on the original reconstruction problem, which is certainly solvable whenever the robust variant is; the converse is not true in general, the tightness or not of the Kesten-Stigum bound depending on the channel will be a point that our main results will enlighten.

2. Link with inference problems on graphs

Let us now turn to the second interpretation of the cavity formalism, that corresponds to the inference problems on random graphs described in Sec. III.A. For concreteness we concentrate on the Stochastic Block Model example, parametrized by the probability law $\tilde{\eta}$ and the affinity matrix $c$, that verify the condition $d_{\sigma} = \sum_{\sigma'} c_{\sigma\sigma'} \tilde{\eta}_{\sigma'} = d$ independently of the label $\sigma$. Consider a graph $G$ drawn from the SBM ensemble, along with its labels $\sigma$, and choose uniformly at random one of its vertices. One can then show (see for instance proposition 2 in \cite{2013arXiv1305.6934B} for a formal statement) that its local neighborhood of fixed radius $n$ converges in distribution, in the large size limit, to a Galton-Watson tree with an offspring distribution $\tilde{p}_c$ that is a Poisson law of average $d$, decorated by labels $\sigma$, that have the law described above in the tree reconstruction perspective: the label of the root is drawn with probability $\tilde{\eta}$, and broadcasted along the edges of the tree with the conditional law

$$p_c(\sigma'|\sigma) = \frac{1}{d} c_{\sigma\sigma'} \tilde{\eta}_{\sigma'},$$

that verifies the reversibility property \cite{2013arXiv1305.6934B}. This simple observation unveils a link between the inference problem on a graph and its tree counterpart; of course from a rigorous point of view the interplay between these two problems is subtler, in particular because there is no explicit observation of any label in the graph problem, contrary to the tree case. Another difference is the (weak) interaction between vertices that are not linked by an edge in the posterior case. Another difference is the (weak) interaction between vertices that are not linked by an edge in the posterior inference problem, which is not explicitly present in the cavity formalism but can be traced to the condition \cite{2013arXiv1305.6934B}. The cavity method approach leads to the following conjectures:

(i) When the robust reconstruction tree problem is solvable, then the labels of the graph inference problem can be inferred with a better accuracy than using only the prior information $\tilde{\eta}$, via a polynomial time message-passing algorithm known as Belief-Propagation, whose accuracy is described in the large size limit by the fixed point of the cavity equations reached through the robust reconstruction initial condition (i.e. with $\varepsilon \to 0$ after $n \to \infty$ in (30)).
(ii) The accuracy of the optimal estimator of the labels (that may require an exponential time to be computed) is described by the fixed point of the cavity equations (15, 16) that yields the largest possible value of the free-entropy (28), the latter being related to the mutual information between $\mathbf{G}$ and $\mathbf{G}$. In particular, if (15, 16) only admit the trivial fixed point, then the hidden labels cannot be inferred better than with their prior distributions.

(iii) No polynomial time algorithm is able to beat the estimation accuracy of the Belief Propagation algorithm, hence the existence of the “hard” phase, where according to (ii) it is information-theoretically possible to infer the labels with a non-trivial accuracy, but this is not possible with Belief Propagation. We stress here that in problems where the hybrid-hard phase (with BP giving better estimate than random, but still being largely suboptimal) exists, the non-optimality of BP occurs for SNR above the Kesten-Stigum threshold.

Parts of points (i) and (ii) have been established rigorously, in particular for the stochastic block model as reviewed in [6]. The most detailed results have been obtained for the symmetric 2 groups SBM [42, 43]. Point (ii) is established in [23, 25, 50], for a large set of models; roughly speaking these works shows that the existence of probability distributions $(P, \hat{P})$ with $\phi(P, \hat{P}) > 0$ implies the possibility of non-trivial inference of the labels in the graph problem (a similar variational principle for the tree reconstruction problem can be found in [19]). The optimality of Belief Propagation for large signal-to-noise ratio (above an unspecified constant multiplying the KS threshold) was established in [44], but remains an open problem in the low signal-to-noise ratio regime. Point (i) is very much related to theorem 2.12 in [44], where an auxiliary algorithm provides the initial condition of BP on a finite graph that emulates the observation of a few labels in the tree robust reconstruction problem.

D. Main results

The main technical results of this paper, to be presented in the subsequent Sections, are expansions of the functional cavity equations (15, 16) and free-entropy (28) around their trivial fixed point (that exists because we consider models having an undetectable phase). These computations allow us to generalize the local bifurcation analysis sketched in Sec. [11D] for a finite-dimensional order parameter, to the functional infinite-dimensional case. When the parameters $(\eta, p_1, \sigma)$ of the models are varied in the neighborhood of the Kesten-Stigum transition, at which the trivial fixed point changes stability, a non-trivial fixed point bifurcates from it continuously. The local bifurcation analysis allows us to determine whether it bifurcates as an unstable fixed point in the direction of lower SNR, in which case the Kesten-Stigum threshold and the algorithmic threshold coincide (right panel of Fig. 1) and the hard phase must exist, or if the solution bifurcates as a stable fixed point in the direction of higher SNR (left panel of Fig. 1 or Fig. 2). To be able to further distinguish between the 3 scenarios in the latter case, we have also solved the fixed point cavity equations numerically using the population dynamics technique (a presentation of this numerical algorithm and of the subtleties in its implementation can be found in Appendix A). For the convenience of the reader we summarize here our main findings for the stochastic block model and the planted occupation models, and defer the detailed technical explanations to Sec. [4] and [5] respectively.

We also show the numerical confirmation that BP run on large single instances of the inference problem indeed follows the behaviour derived from the distributional cavity equations.

1. Symmetric SBM, the marginal case of 4 groups

The symmetric SBM is a special case of the model introduced in Sec. [11A], where every community has the same size, i.e. $\eta_\sigma = 1/q$, and the probability of an edge between two vertices of labels $\sigma$ and $\sigma'$ only depends on whether $\sigma = \sigma'$ or not: $c_{\sigma\sigma} = a$, and $c_{\sigma\sigma'} = b$ for $\sigma \neq \sigma'$. The average degree is then $d = [a + (q - 1)b]/q$, and it is convenient to parametrize the difference between the intra-community and inter-communities connectivity by defining $\theta = (a - b)/(a + (q - 1)b)$. This parameter is positive in the assortative case ($a > b$), negative in the disassortative case ($a < b$). As explained in Sec. [11C] the study of this problem by the cavity method is tightly linked to the tree reconstruction problem for the symmetric Potts model [19, 22, 51, 52], with an offspring distribution of the Galton-Watson tree $\tilde{P}_t$ Poissonian of average $d$; in this context $\theta > 0$ (resp. $\theta < 0$) is called the ferromagnetic (resp. antiferromagnetic) case. The Kesten-Stigum transition is easily seen in the tree reconstruction perspective to occur when $d\theta^2 = 1$, where $d$ is the average of $\tilde{P}_t$, this combination of parameters can thus be regarded as a relevant signal-to-noise ratio (keeping in mind the sign of $\theta$ that disappears from this definition).

The results of our local bifurcation analysis, performed for an arbitrary distribution $\tilde{P}_t$, can be summarized as follows (the details can be found in Sec. [5H]:
• for $q \leq 3$, for both ferromagnetic and antiferromagnetic models and for any $\tilde{\mu}$, the Kesten-Stigum transition is continuous (2nd order, as in the left panel of Fig. [1]).

• for $q \geq 5$, for both ferromagnetic and antiferromagnetic models and for any $\tilde{\mu}$, the transition is discontinuous (1st order, cf. the right panel of Fig. [1]).

• for $q = 4$ the order of the phase transition depends explicitly on the degree distribution and on the ferromagnetic/antiferromagnetic character of the model, through the sign of the following quantity

$$w = -\frac{7}{3} \frac{\mathbb{E}[\ell(\ell - 1)(\ell - 2)]}{\mathbb{E}[\ell]^3} + \left( \frac{\mathbb{E}[\ell(\ell - 1)]}{\mathbb{E}[\ell]^2} \right)^2 \left( \frac{5}{\mathbb{E}[\ell] - 1} - \frac{12}{\text{sign}(\theta) \sqrt{\mathbb{E}[\ell] - 1}} \right),$$

where $\mathbb{E}$ denotes the average with respect to the offspring degree distribution $\tilde{\mu}$. A 1st order phase transition is predicted to arise if $w > 0$, while the transition is continuous (2nd order) for $w < 0$. In the ferromagnetic/assortative case (sign($\theta$) = 1), one can check easily that $w < 0$ for all degree distributions, which yields a continuous transition (one has necessarily $d = \mathbb{E}[\ell] > 1$ for the problem to make sense). On the contrary in the antiferromagnetic/disassortative case the sign of $w$ changes according to the degree distribution. For instance when $\tilde{\mu}$ is a Poisson law with average $d$, as in the application to the graph SBM problem, there is a critical degree $d_c \approx 22.2694$ such that $w > 0$ for small degrees $d < d_c$, leading to a 1st order phase transition, while for large degrees $d > d_c$ the coefficient $w$ becomes negative and hence the transition is of 2nd order type.

This problem was extensively studied in the literature from various perspectives, notably tree reconstruction [19,22,51,52], stochastic block model [8,9], Potts model on random graphs [53], and part of this characterization was already known (in particular the tightness of the KS transition for $q \geq 5$ for all degrees, and its tightness for $q = 3$ and large enough degrees). However, the situation of the $q = 4$ case remained rather obscure up to now (for instance Fig. 2 of [53] missed the crossover towards a continuous transition at large degrees), even if it could have been anticipated that the ferromagnetic and antiferromagnetic models behave in the same way in the large degree limit (see for instance [22,54] and the discussion in Sec. [IV F]). The explicit condition (32) that characterizes sharply the degree distributions for which the antiferromagnetic 4 groups Potts model (or disassortative symmetric SBM) has a gap between the information-theoretical performance and the best known algorithmic one is thus one of our main original results.

In order to test this prediction we performed a numerical resolution of the cavity equations (see Appendix A for more details) for the $q = 4$ antiferromagnet on Poissonian Galton-Watson trees. In the left panel of Fig. 3 one sees clearly that for low average degrees the spinodal and information theoretic transition are below the Kesten-Stigum bound, and that they get closer to it as $d$ grows. A simple scaling argument, to be explained in Sec. [IV H], predicts that the signal-to-noise ratio $d\theta^2$ of the spinodal and IT transitions reaches the Kesten-Stigum value 1 with a correction scaling as $(d_c - d)^3$ as $d \rightarrow d_c^-$. In the right panel of Fig. 3 we thus plotted the same phase diagram in these reduced units. It is fair to say that our numerical data are compatible with our analytical prediction of $d_c$, without bringing an independent confirmation of it. As a matter of fact, the largest degrees for which we could estimate reliably the location of the spinodal and IT transitions are still rather far from our prediction of $d_c$; it is indeed very difficult to distinguish numerically a continuous transition from a very weakly discontinuous one.

2. Asymmetric balanced two groups SBM

We have also dedicated a specific attention, detailed in section [V I] to the case of the $q = 2$ communities SBM with different communities sizes ($\pi_1 \neq \pi_2$), yet with an affinity matrix such that the average degree of the vertices in the two communities is the same (hence the degree of a vertex is uninformative of its label, and the model exhibits an undetectable phase at low degrees). We will parametrize this model by a “magnetization” parameter $\overline{\mu} \in [0,1]$ such that the size of the smaller group is $\pi_1 = 1 - \frac{\overline{\mu}}{2}$, the symmetric case being recovered for $\overline{\mu} = 0$. With the condition of both groups having average degree $d$ we are left with one more free parameter, we will call it $\theta$ and define it as $\theta = 1 - \frac{\pi_2}{2}$, where $c_{12} = c_{21}$ is $N$ times the probability that two nodes in different groups are connected by an edge.

The cavity method relates this model to a tree reconstruction problem known as the asymmetric Ising model [17,20,29], for which the KS transition occurs at $d\theta^2 = 1$, with $d = \mathbb{E}[\ell]$ the average offspring degree. Our expansions of the cavity equations around this point reveals a striking universality phenomenon: for all degree distributions, and for both ferromagnetic and antiferromagnetic models, the qualitative nature of the transition changes when the parameter $\overline{\mu}$ that quantifies the asymmetry of the model crosses the same value $\overline{\mu}_c = 1/\sqrt{5}$. The transition is indeed second order (left panel of Fig. [1]) for $\overline{\mu} < \overline{\mu}_c$, and first order (right panel of Fig. [1]) for $\overline{\mu} > \overline{\mu}_c$. Until very recently it
was only known from [20] that the Kesten-Stigum bound was tight (i.e. the transition second order) for small enough asymmetries, and that it was not tight for large enough asymmetries [17], but these papers did not estimate the critical asymmetry separating these two regimes. The value $\bar{m}_c = 1/\sqrt{3}$ was deduced independently in [29] which provide a rigorous proof of the non-tightness of the Kesten-Stigum bound for $\bar{m} > \bar{m}_c$ on regular trees, via moment expansions similar to ours. Our (non-rigorous) computations presented in Sec. IV are more generic, as they encompass arbitrary offspring distributions $p_\ell$, but more importantly have been pushed to a higher order in the expansion. This allows us to predict not only the critical asymmetry $\bar{m}_c$ above which the Kesten-Stigum bound is not tight, but also the leading order behavior of the spinodal (reconstruction) and IT transition lines in the regime $\bar{m} \to \bar{m}_c^+$ (which is not universal and depends on the degree distribution and on the ferromagnetic/antiferromagnetic character of the model). As an illustration we present in Fig. 3 the phase diagram for the ferromagnetic Ising model on a regular tree, obtained by a numerical resolution of the cavity equations. One sees indeed on the left panel that the spinodal and information theoretic transition occur before the KS threshold for asymmetries larger than $\bar{m}_c$. In the right panel we present the same data in rescaled units, chosen such that the approach to $\bar{m}_c$ is linear; the two straight lines of the plot are the results of our analytical predictions to be explained in Sec. VI and are in agreement with the numerical results within the accuracy we could reach.

Note that the dependence of $\bar{m}_c$ on the degree distribution explains why the same phenomenology, and the same critical asymmetry, was already obtained in the corresponding dense inference problems [16, 29], or in the large degree limit [27, 28]. The community detection problem in networks with unequal groups was also recently investigated in [55, 56], but these works treat the case where the degree of a vertex is correlated to its label; on the contrary in all the problems we treated in this paper the degree of a vertex is not informative of its label.

3. $q_1 + q_2$ SBM

As we have seen in the two cases above the qualitative properties of the phase diagram of the SBM strongly depends on the structure of the prior distribution $\bar{\eta}$ and of the affinity matrix $c$, in particular on their symmetry properties. It is of course impossible to investigate explicitly all the possible ways to break the full permutation symmetry between the $q$ labels, for arbitrary $q$, and to determine the typology of the phase transitions of the associated models. We have studied a class of SBM that generalizes and encompasses both the symmetric SBM model for $q$ arbitrary and the asymmetric $q = 2$ case, by dividing the $q$ possible labels in two “super-groups” $G_1$ and $G_2$ of cardinality $q_1$ and $q_2$ (with $q = q_1 + q_2$) and keeping the permutation symmetry inside each of these two sets. This leads to a prior $\tilde{\pi}_\ell$ that is constant inside $G_1$ and $G_2$, and an affinity matrix $c_{\sigma \tau}$ which depends only on the super-groups $\sigma$ and $\tau$ belong to, and on the fact that $\sigma = \tau$ or not (see Fig. 5 for an illustration). One can view the graph generated in this way as a superposition of two symmetric SBMs on the vertices in the groups $G_1$ and $G_2$, and an asymmetric Ising model that coarse-grain all the labels in a group $G_i$ as a single symbol. Once $q_1$ and $q_2$ is chosen the model is defined by 5 parameters: the average degree of a vertex (assumed to be independent of its label), the fraction of
FIG. 4: The phase diagram of the ferromagnetic ($\theta > 0$) asymmetric Ising model on a regular tree with offspring degree distribution $\tilde{p}_\ell = \delta_{\ell,d}$, $d = 3$. The magnetization parameter $m$ encodes the size of the smaller community, in the SBM interpretation, as $(1 - m)/2$. On the left panel the spinodal and IT transitions are plotted in terms of the signal-to-noise parameter $d\theta^2$, which equals 1 at the Kesten-Stigum transition (horizontal dashed line). Within our numerical accuracy we cannot distinguish the spinodal and IT points for $m$ smaller than 0.8, we used a single symbol in this case. The two lines corresponds to the large degree limit, as computed for the dense models in [16, 26, 27]. On the right panel the same data is drawn in rescaled units to better appreciate the crossover from 1st to 2nd order transition as $m$ reaches its critical value $m_c = 1/\sqrt{3} \approx 0.577$, marked as a vertical line. The two straight lines are the analytical predictions of Eqs. (131,134) for the leading order behavior of the spinodal and IT transitions as $m \to m_c^+$. 

FIG. 5: The shape of the connectivity matrix in the $q_1 + q_2$ Potts model, matrix elements filled with the same pattern are equal.

vertices in the two super-groups, and the three SNR’s quantifying the information provided by the edges of each SBM in the decomposition explained above. Depending on the choice of parameters the Kesten-Stigum transition can arise from any of these three subgraphs; in Section IV J we present a classification of the typology of the corresponding bifurcation. Moreover we will argue there that for well-chosen parameters the more complicated bifurcation depicted in Fig. 2 must occur in this model.

Note that a special case of this problem (with an additional symmetry between the two sub-groups) was recently studied in [30].

4. The hybrid-hard phase in the planted occupation models

In Sec. V we shall study in detail the cavity equations for Ising spin ($q = 2$) variables, denoting the spin alphabet $\chi = \{-1,+1\}$, with $k$-wise interactions, for $k \geq 2$ arbitrary. We concentrate on models that have a global spin-flip symmetry, i.e. such that $\eta_+ = \eta_- = 1/2$ and $p_j(\sigma_1,\ldots,\sigma_k) = p_j(-\sigma_1,\ldots,-\sigma_k)$ in the notations of Sec. III B. Quite strikingly we shall prove that all the problems fulfilling this symmetry property have, around their Kesten-Stigum threshold, a bifurcating non-trivial solution on the large signal-to-noise ratio side of the KS transition. In other words none of these models can exhibit a first order transition as in the right panel of Fig. 1; depending on the model the phase diagram is either of the second order type (cf. left panel of Fig. 1), or exhibits an hybrid-hard phase as in
Fig. 6: Stable fixed points of the cavity equations in terms of their accuracies for the planted bicoloring of \(k\)-uniform hypergraphs, with \(k = 3, 4, 5\) from left to right. The accuracy is defined here as the difference between the probability that a sample from the posterior marginal outputs the correct label and the same probability when only the prior is used, see Sec. IV K for more details. The vertical line marks the KS threshold. These curves have been obtained by a numerical resolution of the cavity equations (15, 16), \(a_{\text{inf}}\) corresponds to the fixed point reached from an informative initialization (corresponding to the reconstruction problem, \(\varepsilon = 1\) in Eq. (30)), \(a_{\text{alg}}\) was obtained from an uninformative initialization (corresponding to the robust reconstruction problem, \(\varepsilon \to 0\) in Eq. (30)). The parameter \(\alpha\) controls the offspring degree distribution \(\tilde{p}_\ell\), which is a Poisson law of average \(\alpha k\). The optimal accuracy \(a^*\) coincides with \(a_{\text{inf}}\) above the IT transition, whose location can be found in Table I.

| \(k\) | \(\alpha_{\text{KS}}\) | \(\alpha_{\text{sp}}\) | \(\alpha_{\text{IT}}\) | \(\alpha_{\text{alg}}\) |
|-------|----------------|----------------|----------------|----------------|
| 3     | 1.5            | –             | –              | –              |
| 4     | 4.083          | 4.64          | 4.673          | 4.71           |
| 5     | 11.25          | 9.46          | 10.296         | 12.44          |
| 6     | 32.03          | 18.08         | 21.425         | 34.5           |

TABLE I: Thresholds for the bicoloring on Poissonian random hyper-graphs, see the text and Fig. 2 for their definitions.

As an illustrating example we present in Fig. 6 the bifurcation diagrams for the planted \(k\)-uniform hypergraph bicoloring, as defined in Sec. III A 2, in which each hyperedge forbids the \(k\) variables around it to be all in the same state. The random version of this Constraint Satisfaction Problem has been studied in some details (see for instance [57] and references therein), but we are not aware of previous studies of its planted version for small values of \(k\). The plots of Fig. 6 show that for \(k = 3\) the transition is second order, while \(k = 4\) and \(k = 5\) realizes the two scenarios sketched in the left and right panel of Fig. 2 respectively, and whose interpretation was discussed in general terms in Sec. II C. In these latter two cases the hybrid-hard phase occupies a sizeable part of the phase diagram and can be easily identified numerically; we expect all \(k \geq 5\) to behave qualitatively in the same way, and checked this for \(k = 6\). We report in Table I the corresponding values of the thresholds \(\alpha_{\text{KS}}\) for the Kesten-Stigum transition, \(\alpha_{\text{sp}}\) and \(\alpha_{\text{alg}}\) for the spinodals of the high and low accuracy branches, respectively, and \(\alpha_{\text{IT}}\), corresponding to the crossings of the free-entropies of these two fixed-points (the corresponding numerical data will be shown in Sec. V).

As far as we know the hybrid-hard phase in which Belief Propagation is able to reach a non-trivial accuracy, yet cannot reach the optimal one, was never identified previously in sparse inference problems that have an undetectable phase. This can sound surprising in view of our statement above: hybrid-hard phases do appear as soon as the phase diagram is not a purely second order transition. The resolution of this apparent paradox is that the hybrid-hard phase is often very narrow: for instance the so-called 2-in-4 planted SAT problem was reported, wrongly, to have a first order transition in [11, 47]. As we show in Sec. V the hybrid-hard phase does exist in this model, but its width is so tiny that it was easily missed in previous numerical studies.

5. Numerical experiments with Belief Propagation

Our main technical results are based on numerical resolutions and analytic expansion of the distributional cavity equations (19-20). These equations describe directly the tree reconstruction problem, but their interpretations in terms of the inference problems on graphs and hypergraphs relies on conjectured connections summarized in Sec. III C 2. We shall therefore devote Section VI to a numerical test of this connection, and show that the behavior of the BP algorithm on large but finite size samples is well described by the (infinite size) tree reconstruction problems. As a striking example let us anticipate that the curves of Fig. 6 shall be reproduced in Fig. 10 from the output of single
where we introduced the notation $\mathbf{E}$ where

where the Belief Propagation recursion function $f$ is obtained by concatenating (17) and (18). In an explicit form, $\eta = f(\eta^1, \ldots, \eta^f)$ means that for all labels $\sigma \in \{1, \ldots, q\}$,

$$\eta^\sigma = \frac{z^\sigma(\eta^1, \ldots, \eta^f)}{z(\eta^1, \ldots, \eta^f)}, \quad z(\eta^1, \ldots, \eta^f) = \sum_\gamma z_\gamma(\eta^1, \ldots, \eta^f), \quad z_\sigma(\eta^1, \ldots, \eta^f) = \eta^\sigma \prod_i M_{\sigma^i} \eta^i_{\sigma^i},$$

where we introduced the notation

$$\hat{M}_{\sigma^\sigma'} = M_{\sigma^\sigma'} \frac{1}{\eta^\sigma'}. \quad (35)$$

An equivalent and more compact form of (33) can be written as an equality in distribution of random variables,

$$\eta^{(n+1, \tau)} \overset{\text{d}}{=} f(\eta^{(n, \tau_1)}, \ldots, \eta^{(n, \tau_k)}), \quad (36)$$

where all random variables are independent, $\ell$ has the distribution $\hat{p}_\ell$, $\eta^{(n, \tau)}$ stands for a random draw from $P_T^{(n)}$, and the $\tau_i$'s of the r.h.s. are generated with probability $M_{\tau_1}$. From the equations (19,20) one obtains the following recursion for the unconditional distribution,

$$P^{(n+1)}(\eta) = \sum_{\ell=0}^{\infty} \hat{p}_\ell \int dP^{(n)}(\eta^1) \ldots dP^{(n)}(\eta^f) \delta(\eta - f(\eta^1, \ldots, \eta^f)) z(\eta^1, \ldots, \eta^f), \quad (37)$$

where $z$ is the quantity defined in (34).

We gave in Sec. [III] an expression of the free-entropy for generic random factor graph models. Specializing it to the case of pairwise interactions one obtains:

$$\phi(P_T) = \sum_{\ell=1}^{\infty} p_\ell \sum_{\tau_1, \ldots, \tau_\ell} \hat{\eta}_{\tau_1} \ldots \hat{\eta}_{\tau_\ell} \int dP_{\tau_1}(\eta^1) \ldots dP_{\tau_\ell}(\eta^f) \ln z_v(\eta^1, \ldots, \eta^f)$$

$$- \frac{1}{2} \mathbb{E}[\ell] \sum_{\tau_1, \tau_2} \hat{\eta}_{\tau_1} \hat{\eta}_{\tau_2} \int dP_{\tau_1}(\eta^1) dP_{\tau_2}(\eta^2) \ln z_e(\eta^1, \eta^2), \quad (38)$$

where $\mathbb{E}[\ell] = \sum_\ell p_\ell \ell$ is the average degree. The variable contribution $z_v$ reads exactly as $z$ in (34), while the edge contribution is

$$z_e(\eta^1, \eta^2) = \sum_{\sigma_1, \sigma_2} \eta^1_{\sigma_1} \hat{M}_{\sigma_1 \sigma_2} \eta^2_{\sigma_2}. \quad (39)$$
An equivalent form in terms of the unconditional distribution is
\[
\phi(P) = \sum_{\ell=1}^{\infty} p_{\ell} \int dP(\eta^1) \ldots dP(\eta^\ell) \ln z_v(\eta^1, \ldots, \eta^\ell) - \frac{1}{2} E[\ell] \int dP(\eta^1) dP(\eta^2) \ln z_c(\eta^1, \eta^2). \tag{40}
\]

**B. Properties of the Markov matrix \(M\)**

Let us review the properties of the transition matrix \(M_{\sigma\sigma'} = \rho_c(\sigma'|\sigma)\) that follows from the hypothesis on \(p_c\) made in Sec. [III](#).

- The normalization of \(p_c\), that ensures the conservation of probabilities in the broadcast process, implies that \(M\) is a stochastic matrix, \(\sum_{\sigma'} M_{\sigma\sigma'} = 1\) for all \(\sigma\).
- The assumption \(\Pi_\sigma M_{\sigma\sigma'} = \Pi_{\sigma'} M_{\sigma\sigma'}\) yields the reversibility of \(M\) with respect to \(\Pi\) (the detailed balance condition in physics jargon), \(\Pi_\sigma M_{\sigma\sigma'} = \Pi_{\sigma'} M_{\sigma\sigma'}\).
- This reversibility is a sufficient condition for \(\Pi\) to be stationary for the Markov chain with transition probability matrix \(M\), i.e. \(\sum_{\sigma'} \Pi_\sigma M_{\sigma\sigma'} = \Pi_{\sigma'}\) for all \(\sigma'\). Hence \(M\) has an eigenvalue \(\theta_1 = 1\), with right eigenvector \((1, \ldots, 1)\) and left eigenvector \(\Pi\).

Assuming that \(M\) is irreducible and aperiodic the Perron-Frobenius theorem ensures that all its other eigenvalues are strictly smaller in absolute value, we will order them as \(1 > |\theta_2| \geq \cdots \geq |\theta_q|\). The reversibility assumption simplifies the study of the eigen-decomposition of \(M\): consider indeed the matrix \(W_{\sigma\sigma'} = \Pi_\sigma^{1/2} M_{\sigma\sigma'} \Pi_{\sigma'}^{-1/2}\). It is easily seen that \(W\) is real and symmetric, hence diagonalizable in an orthonormal basis, and that \(M\) has the same eigenvalues as \(W\). Let us write the eigen-decomposition of \(W\) as
\[
W_{\sigma\sigma'} = \sum_{j=1}^{q} \theta_j v^{(j)}_\sigma v^{(j)}_{\sigma'}, \tag{41}
\]
where the vectors \(v\) of the orthonormal basis verify
\[
\sum_{\sigma} v^{(j)}_\sigma v^{(k)}_\sigma = \delta_{j,k} , \quad \sum_{\sigma} v^{(j)}_\sigma v^{(j)}_{\sigma'} = \delta_{\sigma,\sigma'} , \tag{42}
\]
with here and in the following \(\delta_{j,k}\) the Kronecker symbol, equal to 1 if the two arguments are equal, 0 otherwise. The Perron eigenvector of \(W\) reads in this basis:
\[
\theta_1 = 1 , \quad v^{(1)}_\sigma = \Pi_{\sigma}^{1/2} . \tag{43}
\]
Transforming back from \(W\) to \(M\) we introduce the basis of the left and right eigenvectors of \(M\),
\[
r^{(j)}_\sigma = \Pi_{\sigma}^{-1/2} v^{(j)}_\sigma , \quad l^{(j)}_\sigma = \Pi_{\sigma'}^{1/2} v^{(j)}_{\sigma'} , \tag{44}
\]
which obey the following relations:
\[
\sum_j l^{(j)}_\sigma r^{(k)}_\sigma = \delta_{j,k} , \quad \sum_j l^{(j)}_\sigma l^{(j)}_{\sigma'} = \delta_{\sigma,\sigma'} , \quad r^{(j)}_\sigma = \frac{1}{\Pi_{\sigma}} l^{(j)}_\sigma , \quad l^{(1)}_\sigma = \Pi_{\sigma} , \quad r^{(1)}_\sigma = 1 . \tag{45}
\]
The matrix \(M\) can thus be expressed as:
\[
M_{\sigma\sigma'} = \sum_{j=1}^{q} \theta_j r^{(j)}_\sigma l^{(j)}_{\sigma'} = \Pi_{\sigma} + \sum_{j=2}^{q} \theta_j r^{(j)}_\sigma l^{(j)}_{\sigma'} . \tag{46}
\]

The matrix \(\tilde{M}\) introduced in (35) is symmetric thanks to the reversibility condition, and it can be expressed in terms of the eigenvector decomposition as
\[
\tilde{M}_{\sigma\sigma'} = \sum_{j=1}^{q} \theta_j r^{(j)}_\sigma r^{(j)}_{\sigma'} + 1 + \sum_{j=2}^{q} \theta_j r^{(j)}_\sigma r^{(j)}_{\sigma'} . \tag{47}
\]
C. Symmetry properties

Let us recall that we stated in Ref. [22] some consequences of the Bayes theorem that bridge the conditional and unconditional distributions. These will play an important role in the following, hence we first spell out some consequences of these symmetry relations. We will denote $\mathbb{E}([\eta])$ and $\mathbb{E}((\eta))$ the averages with respect to $P_\tau^{(n)}$ and $P^{(n)}$. One has $\mathbb{E}([\eta]) = \bar{\eta}$ for all $n$. For any function $g$, the relationship between the densities of $P_\tau^{(n)}$ and $P^{(n)}$ given in [22] yields:

$$\mathbb{E}_\tau[\eta; \mathbb{E}^{(n)}[g] = \mathbb{E}^{(n)}[\eta; g(\eta)]].$$

Applying this identity with $g(\eta) = 1$ gives back the already mentioned property $\mathbb{E}([\eta]) = \bar{\eta}$. If one uses instead $g(\eta) = \eta$, this yields

$$\mathbb{E}_\tau[\eta; \mathbb{E}^{(n)}[\eta, \eta, \eta]] = \mathbb{E}^{(n)}[\eta, \eta, \eta].$$

Let us define a $q$-dimensional vector $\delta$ as the difference $\delta = \eta - \bar{\eta}$ between a message and the stationary value. One has in this way $\mathbb{E}^{(n)}[\delta] = 0$, and from [49] one obtains

$$\mathbb{E}_\tau[\eta; \mathbb{E}^{(n)}[\delta]] = \mathbb{E}^{(n)}[\eta, \eta, \eta] - \mathbb{E}_\tau[\eta, \eta, \eta] = \mathbb{E}^{(n)}[\delta; \delta].$$

D. Stability analysis of the trivial fixed-point via moment expansions

By construction the probability distribution $\bar{\eta}$ is a fixed point of the BP equation (34), i.e. $f(\bar{\eta}, \ldots, \bar{\eta}) = \bar{\eta}$, reflecting the stationarity of $\bar{\eta}$ under the Markov chain generated by $M$. This implies that $P_\tau(\eta) = \delta(\eta - \bar{\eta})$ is a fixed point of the cavity recursion (33) (and similarly $P(\eta) = \delta(\eta - \bar{\eta})$ is invariant under the recursion (37) for the unconditional distributions). We shall now study the stability of this trivial fixed point and determine perturbatively the non-trivial fixed points that arise in the neighborhood of the limit of stability. This bifurcation analysis will follow the steps explained in Sec. IID for scalar recursions. The additional complication due to the functional character of the recursions (33,37) will be dealt with by concentrating on the low order moments of the distributions $P_\tau$, thereby reducing the infinite-dimensional bifurcation analysis to a finite-dimensional one.

1. Linear analysis

We denote $\delta = \eta - \bar{\eta}$ the ($q$-dimensional vector) difference between the BP message and the trivial fixed point. As both $\eta$ and $\bar{\eta}$ are normalized one has $\sum_\sigma \delta_\sigma = 0$. The BP equation (34) can be expressed as

$$\delta_\sigma = \frac{\eta_\sigma \prod_{i=1}^\ell (1 + \hat{\delta}_\sigma)}{\sum_\tau \eta_\tau \prod_{i=1}^\ell (1 + \hat{\delta}_\tau)} - \bar{\eta}_\sigma,$$  \hspace{1cm} (51)

where we defined

$$\hat{\delta}_\sigma \equiv \sum_{\sigma'} M_{\sigma, \sigma'} \delta_{\sigma'},$$ \hspace{1cm} (52)

as a linearly transformed version of $\delta$. The normalization condition becomes, under this transformation, $\sum_\sigma \bar{\eta}_\sigma \hat{\delta}_\sigma = 0$. For this reason the denominator of (51) is equal to 1 up to quadratic corrections in $\delta$, hence the linearization of the BP equation gives

$$\delta_\sigma \approx \bar{\eta}_\sigma \sum_{i=1}^\ell \hat{\delta}_{\sigma_i}.$$ \hspace{1cm} (53)

Taking averages according to Eq. (33) we thus obtain the evolution of the first moments of the distributions $P_\tau^{(n)}$, within this linearized approximation, as

$$\mathbb{E}_\tau^{(n+1)}[\delta_\sigma] = \mathbb{E}[\ell] \bar{\eta}_\sigma \sum_{\tau', \sigma'} M_{\tau', \sigma'} \mathbb{E}_{\tau'}^{(n)}[\hat{\delta}_{\sigma'}].$$ \hspace{1cm} (54)
where \( \hat{E}[\ell] = \sum \hat{p}_\ell \ell \) is the average offspring degree. To put this evolution equation under a more convenient form let us first exploit the moment identities to write
\[
\sum_{\tau'} M_{\tau\tau'} E^{(n)}_{\tau'}[\hat{\delta}_\sigma] = \sum_{\tau'} \hat{M}_{\tau\tau'} \eta_{\tau'} E^{(n)}_\tau[\hat{\delta}_\sigma] = \sum_{\tau'} \hat{M}_{\tau\tau'} E^{(n)}[\hat{\delta}_\sigma \eta_{\tau'}] ,
\]
where in the first step we used the definition (47) of \( \hat{M} \) and in the second one we exploited the relation (48) between conditional and unconditional averages. Noting that \( \sum_{\tau'} \hat{M}_{\tau\tau'} \eta_{\tau'} = 1 \) and that \( \mathbb{E}^{(n)}[\hat{\delta}_\sigma] = 0 \) we obtain the identity:
\[
\sum_{\tau'} M_{\tau\tau'} E^{(n)}[\hat{\delta}_\sigma] = \mathbb{E}^{(n)}[\hat{\delta}_\sigma \hat{\delta}_\tau] ,
\]
(56)
Multiplying the linearized evolution equation (54) by \( \eta_{\tau'} \) and using (50) to transform the left hand side and (55) to treat the right hand side we obtain, without making further approximations,
\[
\mathbb{E}^{(n+1)}[\delta_\sigma \delta_\tau] = \hat{E}[\ell] \eta_{\tau'} E^{(n)}[\hat{\delta}_\sigma \hat{\delta}_\tau] .
\]
(57)
We shall call \( A^{(n)}_{\tau\tau'} = \mathbb{E}^{(n)}[\delta_\sigma \delta_\tau] \); it can be viewed as a matrix \( A^{(n)} \) of size \( q \times q \), which is symmetric positive semi-definite with vanishing row sums. We also denote
\[
\hat{A}^{(n)}_{\tau\tau'} = \mathbb{E}^{(n)}[\hat{\delta}_\sigma \hat{\delta}_\tau] = \sum_{\sigma',\tau'} \hat{M}_{\sigma \sigma'} \hat{M}_{\tau \tau'} A^{(n)}_{\sigma' \tau'} ,
\]
(58)
which defines a matrix \( \hat{A} \), symmetric positive semi-definite with \( \sum_{\sigma} \eta_{\sigma} \hat{A}^{(n)}_{\sigma \tau} = 0 \). With these notations the linearized recursion (54) becomes
\[
A^{(n+1)}_{\tau\tau'} = \hat{E}[\ell] \eta_{\tau'} \hat{A}^{(n)}_{\tau \tau'} ,
\]
(59)
which, considering now \( A \) as a \( q^2 \)-dimensional vector, can be viewed as a matrix multiplication:
\[
A^{(n+1)} = NA^{(n)} , \quad N_{\sigma \tau,\sigma' \tau'} = \hat{E}[\ell] \eta_{\sigma} \eta_{\tau'} \hat{M}_{\sigma \sigma'} \hat{M}_{\tau \tau'} = \hat{E}[\ell] \eta_{\sigma} M_{\sigma \sigma'} \frac{1}{\eta_{\sigma'}} \eta_{\tau'} M_{\tau \tau'} ,
\]
(60)
In this equation \( N \) is a \( q^2 \times q^2 \) symmetric matrix; its eigenvalues are easily computed, exploiting its tensor product form, and seen to be \( \{ \hat{E}[\ell] \theta_{\sigma} \} \), where the \( \theta_{\sigma} \)’s are the eigenvalues of \( M \) (see Sec. [IV B]). As \( A^{(n)} \) must obey the normalization condition \( \sum_{\sigma} A^{(n)}_{\sigma \tau} = 0 \) the relevant eigenvalues of \( N \) are only those with \( i, j \geq 2 \). The stability of \( A = 0 \) under its multiplication by \( N \) is equivalent to the largest absolute value among the (relevant) eigenvalues of \( N \) being smaller than 1: we have thus recovered, as expected, the well-known Kesten-Stigum [34] condition \( \hat{E}[\ell] \theta^2 < 1 \) for the trivial fixed point \( P(\eta) = \delta(\eta - \bar{\eta}) \) to be stable under small perturbations.

2. Second order expansion

Our goal now is to characterize the non-trivial fixed points of the functional recursions (33)(37) that bifurcate continuously from the trivial one at the Kesten-Stigum transition; we shall hence drop the iteration index \( n \) in the following, and denote \( \mathbb{E}_\tau[\bullet] \) and \( \mathbb{E}[\bullet] \) as the averages with respect to \( P_\tau \) and \( P \) fixed-point solutions of (33) and (37) respectively. It is rather intuitive, and can be easily seen in the scalar case treated in Sec. [II D], that this task will rely on an expansion of \( (51) \) beyond the linear order. However, the functional character of the fixed point equation complicates the determination of the relevant non-linear terms in this expansion. In other words one has to specify in which precise sense the sought-for fixed point is “close” to the trivial one. Let us consider the unconditional distribution \( P(\eta) \) and discuss the relative scaling of its centered moments. By definition the first one \( \mathbb{E}[\delta_\sigma] \) must vanish; the second one, \( \sigma_\tau = \mathbb{E}[\delta_\sigma \delta_\tau] \) must be non-zero for the distribution to be non-trivial, and we assume that it is small, of order of some parameter \( \kappa \ll 1 \). We shall make the following ansatz for the higher-order moments,
\[
B_{\sigma \tau \gamma} = \mathbb{E}[\delta_\sigma \delta_\tau \delta_\gamma] = O(\kappa^2) , \quad C_{\sigma \tau \gamma \delta} = \mathbb{E}[\delta_\sigma \delta_\tau \delta_\gamma \delta_\delta] = O(\kappa^2) , \quad \ldots \quad \mathbb{E}[\delta_\sigma_1 \ldots \delta_\sigma_p] = O(\kappa^{p/2}) .
\]
(61)
This ansatz was inspired by the numerical resolution of the functional equations, and we refer the reader to the Appendix B for a proof of its self-consistency.
We shall now proceed with these assumptions, and compute the leading behavior of $A_{\sigma\tau}$ by considering the following truncated expansion of (51):

$$
\delta_\sigma = \eta_\sigma \sum_{\gamma=1}^\ell \hat{\delta}_\gamma - \frac{1}{2} \hat{\delta}_\sigma^2
+ \eta_\sigma \sum_{1 \leq i < j \leq \ell} \left[ \hat{\delta}_i \hat{\delta}_j - \sum_\gamma \eta_\gamma (\hat{\delta}_i^2 + \hat{\delta}_j^2) \delta_\gamma - \sum_\gamma \eta_\gamma \hat{\delta}_i \hat{\delta}_j \delta_\gamma + \sum_{\gamma,\beta} \eta_\gamma \eta_\beta \hat{\delta}_i \hat{\delta}_j \delta_\gamma \right] ;
$$

we have included non-linear terms that are of order 2, 3, and 4 in terms of $\delta$, but that will all be of order $\kappa^2$ once averaged, according to the ansatz (61). Taking averages with respect to the fixed point conditional distributions yields, without further approximations,

$$
\mathbb{E}_\tau[\delta_\sigma] = \tilde{\mathbb{E}}(\ell) \eta_\sigma \sum_{\tau',\tau''} M_{\tau\tau'} \mathbb{E}_{\tau''}[\hat{\delta}_\sigma]
+ \frac{1}{2} \tilde{\mathbb{E}}(\ell-1) \eta_\sigma \sum_{\tau',\tau''} M_{\tau\tau'} M_{\tau''\tau'''} \left[ \mathbb{E}_{\tau''}[\hat{\delta}_\sigma] \mathbb{E}_{\tau'''}[\hat{\delta}_\sigma] - \sum_\gamma \eta_\gamma \mathbb{E}_{\tau''}[\hat{\delta}_\gamma] \mathbb{E}_{\tau'''}[\hat{\delta}_\gamma] - 2 \sum_\gamma \eta_\gamma \mathbb{E}_{\tau''}[\hat{\delta}_\sigma \hat{\delta}_\gamma] \mathbb{E}_{\tau'''}[\hat{\delta}_\gamma] \right]
+ \sum_\gamma \eta_\gamma \mathbb{E}_{\tau''}[\hat{\delta}_\sigma \hat{\delta}_\gamma] \mathbb{E}_{\tau'''}[\hat{\delta}_\gamma] - \sum_{\gamma,\beta} \eta_\gamma \eta_\beta \mathbb{E}_{\tau''}[\hat{\delta}_\sigma \hat{\delta}_\beta] \mathbb{E}_{\tau'''}[\hat{\delta}_\beta] \right] .
$$

In order to simplify this equation we first state an identity similar to (56):

$$
\sum_{\tau'} M_{\tau\tau'} \mathbb{E}_{\tau'}[\hat{\delta}_\sigma \hat{\delta}_\gamma] = \sum_{\tau'} \tilde{M}_{\tau\tau'} \mathbb{E}[\hat{\delta}_\sigma \hat{\delta}_\gamma \eta_{\tau'}] = \mathbb{E}[\hat{\delta}_\sigma \hat{\delta}_\gamma] + \mathbb{E}[\hat{\delta}_\sigma \hat{\delta}_\gamma] ;
$$

note that according to our ansatz the second term is negligible with respect to the first one (it is of order $\kappa^2 \ll \kappa$).

We shall now multiply (63) by $\eta_\sigma$, in such a way that its left hand side becomes $A_{\sigma\tau}$; the right hand side can be simplified by using the identities (56,64). Keeping only the terms of order $\kappa$ and $\kappa^2$ yields

$$
A_{\sigma\tau} = \tilde{\mathbb{E}}(\ell) \eta_\sigma \tilde{A}_{\sigma\tau} + \frac{1}{2} \tilde{\mathbb{E}}(\ell-1) \eta_\sigma \eta_{\tau} \left[ (\tilde{A}_{\sigma\tau})^2 - \sum_\gamma \eta_\gamma (\tilde{A}_{\sigma\gamma} + \tilde{A}_{\gamma\sigma})^2 + \sum_{\gamma,\beta} \eta_\gamma \eta_\beta (\tilde{A}_{\gamma\beta})^2 \right] ,
$$

where we recalled the equation linking $A$ and $\tilde{A}$ in the second line.

An equivalent form of these equations, which will turn out to be more convenient in some cases, can be given in the basis that diagonalizes the matrix $M$ defined in Sec. 11. Using the eigenvectors defined in (44) we can trade the matrix $A$ for a matrix $A'$, now indexed by these basis vectors, in an invertible way:

$$
A_{\sigma\tau} = \sum_{j,k} f_{j}^{(j')} r_{\tau}^{(k')} A'_{jk} \quad \leftrightarrow \quad A'_{jk} = \sum_{\sigma,\tau} r_{\tau}^{(k')} r_{\sigma}^{(j')} A_{\sigma\tau} .
$$

The normalization condition that implied the vanishing of the row and column sums of $A$ shows up now as $A'_{jk} = 0$ whenever $j = 1$ or $k = 1$. The transformation from $A$ to $\tilde{A}$, i.e. the matrix multiplication by $\tilde{M}$ for each of the two indices, becomes for $A'$ a simple multiplication by the eigenvalues $\theta_j$ of the matrix $M$. The equation (65) thus becomes in this basis:

$$
A'_{jk} = \tilde{\mathbb{E}}(\ell) \eta_\sigma \eta_{\tau} A'_{jk} + \frac{1}{2} \tilde{\mathbb{E}}(\ell-1) \left[ \sum_{j_1,j_2,k_1,k_2} f_{j_1,j_2,k_1,k_2} \theta_{j_1} \theta_{j_2} \theta_{k_1} \theta_{k_2} A'_{j_1,k_1} A'_{j_2,k_2} - 2 \eta_\tau \theta_{k_1} \sum_{l} A'_{j_1,l} A'_{l,k_2} \right] ,
$$

where we defined

$$
f_{j_1,j_2,j_3} = \sum_{\sigma} \eta_{\tau} r_{\tau}^{(j_2)} r_{\sigma}^{(j_3)} .
$$
We have achieved our first technical goal: this quadratic equation \[^{[65]}\] on the matrix \(A\) (or equivalently \[^{[68]}\] on the matrix \(A'\)) constitutes the equivalent of \[^{[10]}\] for the scalar bifurcation analysis, but now for a generic model with pairwise interaction between Potts variables in the sparse regime. In particular imposing the positive definiteness of \(A\) will allow us to discriminate between different bifurcation scenarios, as explained in Sec. [ID] in the simpler scalar case. We shall see in the following various applications of this formula, for different choices of the matrix \(M\) and stationary distribution \(\eta\).

3. Third order expansion

Before turning to these applications let us first state the results of this moment expansion at the next order (which in some cases will be crucial to discriminate between different bifurcation scenarios). According to our ansatz \[^{[61]}\] we have now to determine the centered moments of \(P(\eta)\) up to the fourth moment, we thus define

\[
A_{\sigma\tau} = E[\delta_\sigma \delta_\tau] , \quad B_{\sigma\tau\gamma} = E[\delta_\sigma \delta_\tau \delta_\gamma] , \quad C_{\sigma\tau\gamma\beta} = E[\delta_\sigma \delta_\tau \delta_\gamma \delta_\beta] .
\]

Generalizing the derivation of \[^{[65]}\] above by including higher order terms we have obtained the following set of equations on \(A, B\) and \(C\) (see Appendix [B] for a justification through a formal expansion at all orders):

\[
A_{\sigma\tau} = \bar{E}[\ell] \eta_{\sigma} \eta_{\tau} \hat{A}_{\sigma\tau} + \frac{1}{2} \bar{E}[\ell(\ell - 1)] \eta_{\sigma} \eta_{\tau} \left[ (\hat{A}_{\sigma\tau})^2 - \sum_\gamma \eta_{\gamma} (\hat{A}_{\sigma\gamma} + \hat{A}_{\gamma\tau})^2 + \sum_{\gamma\beta} \eta_{\gamma} \eta_{\beta} (\hat{A}_{\gamma\beta})^2 \right]
\]

\[
+ \bar{E}[\ell(\ell - 1)] \eta_{\tau} \left[ -\sum_\gamma \eta_{\gamma} \hat{B}_{\sigma\tau\gamma} (\hat{A}_{\sigma\gamma} + \hat{A}_{\gamma\tau}) + \sum_{\gamma\beta} \eta_{\gamma} \eta_{\beta} (\hat{B}_{\sigma\tau\beta} + \hat{B}_{\sigma\beta\tau}) (\hat{A}_{\gamma\beta} + \sum_{\gamma\beta} \eta_{\gamma} \eta_{\beta} \hat{C}_{\sigma\tau\gamma\beta} \hat{A}_{\tau\beta}) \right]
\]

\[
B_{\sigma\tau\gamma} = \bar{E}[\ell] \eta_{\sigma} \eta_{\gamma} \eta_{\tau} \hat{B}_{\sigma\tau\gamma} + \bar{E}[\ell(\ell - 1)] \eta_{\sigma} \eta_{\gamma} \eta_{\tau} \eta_{\beta} \hat{A}_{\sigma\beta} \hat{A}_{\beta\gamma} \hat{A}_{\tau\gamma} - \sum_\beta \eta_{\beta} (\hat{A}_{\sigma\beta} \hat{A}_{\beta\gamma} + \hat{A}_{\sigma\gamma} \hat{A}_{\beta\tau} + \hat{A}_{\sigma\tau} \hat{A}_{\beta\gamma})
\]

\[
C_{\sigma\tau\gamma\beta} = \bar{E}[\ell] \eta_{\sigma} \eta_{\tau} \eta_{\gamma} \eta_{\beta} \hat{C}_{\sigma\tau\gamma\beta} + \bar{E}[\ell(\ell - 1)] \eta_{\sigma} \eta_{\tau} \eta_{\gamma} \eta_{\beta} (\hat{A}_{\sigma\beta} \hat{A}_{\beta\gamma} + \hat{A}_{\sigma\gamma} \hat{A}_{\beta\tau} + \hat{A}_{\sigma\tau} \hat{A}_{\beta\gamma})
\]

\[
\hat{A}_{\sigma\tau} = \sum_{\sigma'\tau'} M_{\sigma\sigma'} M_{\tau\tau'} A_{\sigma'\tau'},
\]

\[
\hat{B}_{\sigma\tau\gamma} = \sum_{\sigma'\tau'\gamma'} M_{\sigma\sigma'} M_{\tau\tau'} M_{\gamma\gamma'} B_{\sigma'\tau'\gamma'},
\]

\[
\hat{C}_{\sigma\tau\gamma\beta} = \sum_{\sigma'\tau'\gamma'\beta'} M_{\sigma\sigma'} M_{\tau\tau'} M_{\gamma\gamma'} M_{\beta\beta'} C_{\sigma'\tau'\gamma'\beta'}.
\]

E. Expansion of the free-entropy

Let us now focus on the second fundamental object introduced besides the cavity equation recursions, namely the free-entropy functional, in particular the expressions \[^{[38]}[40]\] for the case of pairwise interacting Potts variables. With the conventions we used the value of \(\phi\) for the trivial fixed point \(P_{triv}(\eta) = \delta(\eta - \bar{\eta})\) is \(\phi(P_{triv}) = 0\). We have computed an expansion of \(\phi(P)\) when \(P\) is close to \(P_{triv}\), i.e. when the centered moments of \(P\) are small (imposing the condition \(\int dP(\eta) \eta = \bar{\eta}\)). Denoting again \(A, B\) and \(C\) the tensors encoding these centered moments of \(P\) of order 2, 3 and 4
(as defined in [70]), and \( \hat{A}, \hat{B} \) and \( \hat{C} \) their transformed versions according to [74][76], we have found (see Appendix C for the details of the derivation):

\[
\frac{1}{E[\ell]} \phi(P) = -\frac{1}{4} \sum_{\sigma \tau} A_{\sigma \tau} \hat{A}_{\sigma \tau} + \frac{1}{12} \sum_{\sigma \tau \gamma} B_{\sigma \tau \gamma} \hat{B}_{\sigma \tau \gamma} - \frac{1}{24} \sum_{\sigma \tau \gamma \beta} C_{\sigma \tau \gamma \beta} \hat{C}_{\sigma \tau \gamma \beta} + \frac{1}{4} \sum_{\sigma \tau} \eta_{\sigma} \eta_{\tau} (\hat{A}_{\sigma \tau})^2 + \frac{1}{12} \sum_{\sigma \tau \gamma} \eta_{\sigma} \eta_{\tau} \eta_{\gamma} (\hat{B}_{\sigma \tau \gamma})^2 + \frac{1}{24} \sum_{\sigma \tau \gamma \beta} \eta_{\sigma} \eta_{\tau} \eta_{\gamma} \eta_{\beta} (\hat{C}_{\sigma \tau \gamma \beta})^2
\]

(77)

\[
\frac{1}{E[\ell]} \left[ \sum_{\sigma \tau} \eta_{\sigma} \eta_{\tau} (\hat{A}_{\sigma \tau})^3 - 2 \sum_{\sigma \tau \gamma} \eta_{\sigma} \eta_{\tau} \eta_{\gamma} \hat{A}_{\sigma \tau} \hat{A}_{\tau \gamma} \hat{A}_{\sigma \gamma} + \frac{1}{4} \sum_{\sigma \tau \gamma \beta} \eta_{\sigma} \eta_{\tau} \eta_{\gamma} \eta_{\beta} \hat{C}_{\sigma \tau \gamma \beta} \hat{A}_{\sigma \tau} \hat{A}_{\tau \gamma} \hat{A}_{\sigma \gamma} \right]
\]

\[
\frac{1}{48} \sum_{\sigma \tau \gamma \beta} \eta_{\sigma} \eta_{\tau} \eta_{\gamma} \eta_{\beta} (\hat{A}_{\sigma \tau})^4 - 6 \sum_{\sigma \tau \gamma} \eta_{\sigma} \eta_{\tau} \eta_{\gamma} (\hat{A}_{\sigma \tau})^2 (\hat{A}_{\tau \gamma})^2 - 12 \sum_{\sigma \tau \gamma} \eta_{\sigma} \eta_{\tau} \eta_{\gamma} (\hat{A}_{\sigma \tau})^2 \hat{A}_{\sigma \gamma} \hat{A}_{\tau \gamma}
\]

\[
+ 3 \left( \sum_{\sigma \tau} \eta_{\sigma} \eta_{\tau} (\hat{A}_{\sigma \tau})^2 \right)^2 + 12 \sum_{\sigma \tau \gamma \beta} \eta_{\sigma} \eta_{\tau} \eta_{\gamma} \eta_{\beta} \hat{A}_{\sigma \tau} \hat{A}_{\tau \gamma} \hat{A}_{\sigma \gamma} \hat{A}_{\beta \sigma}
\]

where of course this expression is a truncation of an infinite series involving moments of all orders. Let us make a few comments on this result:

- One can rewrite this expansion in the eigenbasis of \( M \) (i.e. in terms of the quantities \( A'_{jk} \) instead of \( A_{\sigma \tau} \), as defined in [67]), the corresponding expression is given in Appendix C.

- The expression [40] of the free-entropy \( \phi(P) \) is variational, in the sense that its variation with respect to \( P \) vanishes when \( P \) is a fixed point solution of the recursion equation [57]. Accordingly, the derivatives of the truncated expansion [77] with respect to \( A, B \) and \( C \) vanish when the latter are solutions of the moment equations [71][76].

- If the centered moments of \( P \) verify the scaling ansatz [61] that we argued was the correct one for fixed points of the cavity recursion, then the expansion [77] contains all the terms of order \( \kappa^2, \kappa^3 \) and \( \kappa^4 \).

- However, the free-entropy functional \( \phi(P) \) of equation [40] is well-defined even if \( P \) is not a fixed point of the recursion equation [57] (as long as it satisfies \( \int dP(\eta) \eta = \bar{\eta} \)), and accordingly the expansion [77] can be used even if \( A, B \) and \( C \) do not satisfy [71][76]. As a matter of fact, such an expansion was performed in [25]. Let us briefly mention the similarities and differences with respect to ours. In the context of the models studied in this Section, one of the results of [25] (i.e. their theorem 2.3) can be rephrased as: above the Kesten-Stigum transition, i.e. whenever \( \bar{\eta} \theta_2^2 > 1 \) in such a way that the trivial fixed point is unstable under the cavity recursions, there exists a distribution \( P \) with \( \phi(P) > 0 \), hence the Kesten-Stigum transition is an upper-bound for the information-theoretic transition (or condensation transition in the associated non-planted random ensemble). Let us recover this statement from our computations, defining the probability distributions \( P_\lambda \) by

\[
P_\lambda(\eta) = \frac{1}{2} \delta(\eta - (\bar{\eta} + \lambda l(2))) + \frac{1}{2} \delta(\eta - (\bar{\eta} - \lambda l(2)))
\]

(78)

where \( l(2) \) is the left eigenvector of \( M \) associated to the eigenvalue \( \theta_2 \), and \( \lambda > 0 \) should be sufficiently small for \( \bar{\eta} \pm \lambda l(2) \) to remain inside the polytope of probability distributions. The average of \( P_\lambda \) is \( \bar{\eta} \) for all \( \lambda \), and the first centered moments of \( P_\lambda \) are easily seen to be

\[
A_{\sigma \tau} = \lambda^2 l(2)_\tau l(2)_\sigma, \quad B_{\sigma \tau \gamma} = 0, \quad C_{\sigma \tau \gamma \beta} = \lambda^4 l(2)_\sigma l(2)_\tau l(2)_\gamma l(2)_\beta.
\]

(79)

More generally the odd centered moments vanish and the 2p-th one is \( \lambda^{2p} \) times the \( 2p \)-th tensor power of \( l(2) \). Computing the corresponding value of \( \hat{A}_{\sigma \tau} \) and inserting in [77] one obtains

\[
\frac{1}{E[\ell]} \phi(P_\lambda) = \frac{1}{4} \theta_2^2 (\bar{\eta} \theta_2^2 - 1) \lambda^4 + O(\lambda^6)
\]

(80)
which can indeed be made strictly positive as soon as $\mathbb{E}[\ell] \theta_2^2 > 1$ by taking a sufficiently small $\lambda$. Note that the centered moments of $P_\lambda$ do not satisfy our ansatz (57), which is not contradictory as $P_\lambda$ has no reason to be a fixed point of the cavity recursion (incidentally, there might be no perturbative non-trivial fixed point in such a situation, see the right panel of Fig. 1). Only two terms of (77) contribute to $\Phi(\lambda)$ at order $\lambda^4$ (the first ones in the first and second line), hence our expansion is more detailed than the one in [25], which on the other hand deals with a much more general and complicated setting ($k$-wise interaction of Potts variables with quenched disorder) and is performed in a mathematically rigorous way.

F. Large degree limit

We have underlined in the introduction of this paper the existence of two families of inference problems, the dense ones which can be described by a finite-dimensional order parameter, and the sparse ones that require the use of a distributional, infinite-dimensional, description. The focus of this paper is on the latter family, but it is important to realize that the two types of problems are not completely disjoint: as a matter of fact the sparse models reduce effectively to the simpler dense ones if one takes the limit of large degrees, after the thermodynamic limit. This is a well-known fact that has been derived rigorously in several papers (see for instance [22, 27, 28]), for the sake of self-containment and to be able to contrast the behavior of the sparse and dense models we reproduce here this derivation.

We shall consider the recursion for the unconditional distribution (37) and simplify it in the large degree limit $\mathbb{E}[\ell] \to \infty$. We will show that in this limit the evolution of the distribution $P^{(n)}$ can be tracked exactly by following a finite-dimensional object, namely the covariance matrix $A^{(n)} = \mathbb{E}^{(n)}[\delta_{\sigma} \delta_{\tau}]$, that obeys a recursion equation of the form $A^{(n+1)} = F(A^{(n)})$.

The main idea of the derivation is to exploit a central limit theorem, we shall thus rewrite (37) in a way that makes apparent a sum of a large number of random variables. To reach this goal we will define two functions $\tilde{\psi}$ and $\tilde{z}(L)$ whose arguments are $q$-dimensional real vectors $L = (L_1, \ldots, L_q)$, that are mapped by $\psi$ and $\tilde{z}$ to normalized probability distributions and positive reals, respectively, according to

$$\psi(L) = \frac{e^{L\eta}}{\tilde{z}(L)}, \quad \tilde{z}(L) = \sum_{\gamma=1}^q e^{L\gamma}. \quad (81)$$

One can translate the unconditional recursion relation (37) as

$$\mathbb{E}^{(n+1)}[g(\eta)] = \mathbb{E}^{(n)}[g(\psi(L))\tilde{z}(L)], \quad (82)$$

for an arbitrary function $g$, where in the right hand side the vector $L$ has the distribution:

$$(L)_{\sigma=1,\ldots,q} \overset{d}{=} (\ln z_\sigma(\eta_1^\dagger, \ldots, \eta_q^\dagger))_{\sigma=1,\ldots,q}, \quad (83)$$

with $\ell$ drawn from $\tilde{\psi}_\ell$ and the $\eta_j^\dagger$’s drawn from $P^{(n)}$. From the expression of $z_\sigma$ given in (34) one realizes that

$$L_{\sigma} = \ln \eta_\sigma + \sum_{i=1}^{\ell} \ln \left( \sum_{\sigma'} \tilde{M}_{\sigma\sigma'} \eta_{\sigma'} \right). \quad (84)$$

We now recall that if $Y \overset{d}{=} \sum_{i=1}^n X_i$ is a sum of i.i.d. random vectors, the number of summands $n$ being also random, the two first moments of the sum are given by

$$\mathbb{E}[Y]_{\sigma} = \mathbb{E}[n] \mathbb{E}[X_{\sigma}], \quad (85)$$

$$\text{Cov}(Y)_{\sigma\tau} = \mathbb{E}[n] \mathbb{E}[X_{\sigma} X_{\tau}] + (\text{Var}[n] - \mathbb{E}[n]) \mathbb{E}[X_{\sigma}] \mathbb{E}[X_{\tau}]. \quad (86)$$

Moreover, the large degree limit $\mathbb{E}[\ell] \to \infty$ yields a non-trivial result only if the non-trivial eigenvalues of $M$, $\theta_2, \ldots, \theta_q$ vanish in the limit. More precisely, they have to be of the form $\theta_j = \hat{\theta}_j/\mathbb{E}[\ell]$ with $\hat{\theta}_j$ finite. We thus have

$$X_{\sigma} = \ln \left( \sum_{\sigma'} \tilde{M}_{\sigma\sigma'} \eta_{\sigma'} \right) = \ln \left( 1 + \frac{1}{\mathbb{E}[\ell]} \sum_{j=2}^q \tilde{\theta}_j \rho_j^\dagger \sum_{\sigma'} \rho_{\sigma'}^{(j)} \delta_{\sigma'} \right) \quad \text{(87)}$$

$$= \frac{1}{\mathbb{E}[\ell]} \sum_{j=2}^q \tilde{\theta}_j \rho_j^\dagger \sum_{\sigma'} \rho_{\sigma'}^{(j)} \delta_{\sigma'} - \frac{1}{2} \mathbb{E}[\ell] \left( \sum_{j=2}^q \tilde{\theta}_j \rho_j^\dagger \sum_{\sigma'} \rho_{\sigma'}^{(j)} \delta_{\sigma'} \right)^2 + o \left( \frac{1}{\mathbb{E}[\ell]} \right). \quad (88)$$
Combining these various observations, and assuming that the offspring degree distribution is sufficiently well-behaved for the second term in (86) to be negligible (it vanishes exactly for a Poisson distribution), we find that in the large degree limit the promised recursion \( A^{(n+1)} = F(A^{(n)}) \) can be decomposed in two steps:

- from \( A^{(n)} \) compute \( \tilde{A}^{(n)} \) with
  \[
  \tilde{A}^{(n)}_{\sigma\tau} = \lim \left( E[\ell] \sum_{\sigma'\tau'} \bar{M}_{\sigma\sigma'} \bar{M}_{\tau\tau'} A^{(n)}_{\sigma'\tau'} \right) = \sum_{j,k=2}^q \tilde{\theta}_{j} \tilde{\theta}_{k} r^{(j)}_{\tau} r^{(k)}_{\tau} A^{(n)}_{\sigma\tau} .
  \]  

- then compute the new covariance matrix \( A^{(n+1)} \) from
  \[
  A^{(n+1)}_{\sigma\tau} = E \left[ (\psi(L)_{\sigma} - \bar{\eta}_{\sigma})(\psi(L)_{\tau} - \bar{\eta}_{\tau}) \bar{z}(L) \right] = E \left[ \frac{(e^{L_{\sigma}} - \eta_{\sigma}) \bar{z}(L))(e^{L_{\tau}} - \eta_{\tau}) \bar{z}(L))}{\bar{z}(L)} \right] ,
  \]  

with \( L \) a Gaussian vector characterized by its first two moments

\[
(E[L]_{\sigma}) = \ln \bar{\eta}_{\sigma} - \frac{1}{2} \tilde{A}^{(n)}_{\sigma\sigma} ,
\]

\[
(Cov[L])_{\sigma\tau} = \tilde{A}^{(n)}_{\sigma\tau} .
\]

As emphasized before this finite-dimensional recursion \( A^{(n+1)} = F(A^{(n)}) \) is an exact description of the functional recursion on \( P^{(n)} \) in the large degree limit. The trivial covariance \( A = 0 \) is a fixed point of \( F \), that reproduces the stationarity of \( P^{(\eta)} = \delta(\eta - \bar{\eta}) \) under the functional recursion. It is instructive to expand the equation \( A = F(A) \) around \( A = 0 \), in order to compare this expansion with the one we performed previously on the full functional equation. Exploiting the properties of Gaussian random variables it is relatively easy to obtain from (90):

\[
A_{\sigma\tau} = \eta_{\sigma} \eta_{\tau} \tilde{A}_{\sigma\tau} + \frac{1}{2} \eta_{\sigma} \eta_{\tau} \left[ (\tilde{A}_{\sigma\tau})^2 - \sum_{\gamma} \eta_{\gamma} (\tilde{A}_{\sigma\gamma} + \tilde{A}_{\gamma\tau})^2 + \sum_{\gamma\beta} \eta_{\gamma} \eta_{\beta} (\tilde{A}_{\gamma\beta})^2 \right] + \frac{1}{6} \sum_{\gamma} \eta_{\gamma} (\tilde{A}_{\gamma\gamma})^3 - \frac{1}{6} \sum_{\gamma} \eta_{\gamma} (\tilde{A}_{\sigma\gamma} + \tilde{A}_{\gamma\tau})^3 - \frac{1}{2} \tilde{A}_{\sigma\tau} \sum_{\gamma} \eta_{\gamma} (\tilde{A}_{\sigma\gamma} + \tilde{A}_{\gamma\tau})^2 + \frac{1}{6} \sum_{\gamma\beta} \eta_{\gamma} \eta_{\beta} (\tilde{A}_{\gamma\beta})^3
\]

\[
+ \frac{1}{2} \sum_{\gamma\beta} \eta_{\gamma} \eta_{\beta} (\tilde{A}_{\gamma\beta})^2 (\tilde{A}_{\sigma\tau} + \tilde{A}_{\sigma\gamma} + \tilde{A}_{\gamma\tau} + \tilde{A}_{\sigma\beta} + \tilde{A}_{\tau\beta} + \tilde{A}_{\sigma\gamma} + \tilde{A}_{\gamma\tau} + \tilde{A}_{\sigma\beta} + \tilde{A}_{\tau\beta})
\]

\[
- \sum_{\gamma\beta\alpha} \eta_{\gamma} \eta_{\beta} \eta_{\alpha} \tilde{A}_{\gamma\beta\alpha} \tilde{A}_{\alpha\gamma} + O(A^4) .
\]

This is, at it should, consistent with the expansion performed in the sparse case and presented in Eq. (71). Of course the equations in the sparse regime are richer, the effects of the third and fourth order moments \( B \) and \( C \) being washed out in the large degree limit by the Gaussian character of the distribution.

For completeness let us also state the large degree limit for the free-entropy, that becomes a function of a covariance matrix \( A \),

\[
\phi(A) = E[\bar{z}(L) \ln \bar{z}(L)] - \frac{1}{4} \sum_{\sigma\tau} A_{\sigma\tau} \tilde{A}_{\sigma\tau} ,
\]

where \( \tilde{A} \) is obtained from \( A \) according to (89), and in the first term \( L \) is a Gaussian vector with the two first moments indicated in (91).

In the remaining of this Section we shall investigate the consequences of our expansions, that were performed for an arbitrary choice of \( q \), \( \bar{\eta} \) and \( \bar{M} \), in several specific cases. In particular we have to analyze the bifurcation of the quadratic equation (65) on the covariance matrix \( A \) in the neighborhood of the Kesten-Stigum transition, and use it to discriminate between the possible scenarios depicted in Fig. 1 and 2 by imposing the positive definiteness of \( A \).
G. Application 1: the non-degenerate case

Let us first consider the case of a simple second eigenvalue of $M$ at the Kesten-Stigum transition. More explicitly, we consider that the various parameters of the model (degree distribution, $\eta, M$) are functions of a single control parameter $\epsilon$, defined in such a way that $\tilde{E}[\ell | \theta^2_j = 1 + \epsilon$, with $\epsilon = 0$ at the Kesten-Stigum transition, and we assume that $\tilde{E}[\ell | \theta^2_j$ are bounded away from 1 for $j = 3, \ldots, q$ in a neighborhood of $\epsilon = 0$.

Consider now the set of quadratic equations (68) on $A'$, the covariance matrix expressed in the basis of eigenvectors of $M$. With the assumption of simplicity of $\theta_2$, the only coefficient of the linear terms in the right hand side that crosses 1 at the Kesten-Stigum transition corresponds to $j = k = 2$; the bifurcating solution will thus have $|A'_{22}| \gg |A'_{jk}|$ for $(j, k) \neq (2, 2)$ in the neighborhood of $\epsilon = 0$. We can thus close the equation on this leading term as
\[
A'_{22} = \tilde{E}[\ell | \theta^2_j A'_{22} + \frac{1}{2} \tilde{E}[\ell(\ell - 1)] \theta^4_j (A'_{22})^2 ((f_{222})^2 - 2),
\]
where the expression of $f_{222}$ is given in (69). At the leading order in $\epsilon$ we have
\[
0 = \epsilon + \frac{1}{2} \tilde{E}[\ell(\ell - 1)] \theta^4_j ((f_{222})^2 - 2) A'_{22},
\]
hence $A'_{22}$ varies linearly with $\epsilon$ around $\epsilon = 0$, the other matrix elements of $A'$ being at least of order $\epsilon^2$. The crucial point is now to remember that $A'$, as a covariance matrix, must be positive definite, and as a consequence $A'_{22}$ must be a positive real. Depending on the sign of $(f_{222})^2 - 2$ this happens for $\epsilon > 0$ (resp. $\epsilon < 0$), corresponding for instance to the scenario sketched on the left (resp. right) of Fig. 1. Spelling out the definition of $f_{222}$ in terms of the eigenvectors of $M$, we have obtained that the first case occurs when
\[
\left( \sum_{\sigma} \pi_{\sigma} (r_{\sigma}^{(2)})^3 \right)^2 < 2.
\]

Let us underline the striking similarity between this criterion and the one obtained in [15] in the context of matrix factorization. This is a dense inference problem with continuous variables, for which the condition of existence of a bifurcating solution above the Kesten-Stigum transition was found to be $|x_0^3| < 2|x_0|_g^3$, the average being here on the prior distribution of a real valued variable $x_0$ (see equation (205) in [15]). Using the properties of the eigenvalue decomposition of $M$ explained in Sec. IV B one can rewrite (97) as
\[
\left( \sum_{\sigma} \pi_{\sigma} (r_{\sigma}^{(2)})^3 \right)^2 < 2 \left( \sum_{\sigma} \pi_{\sigma} (r_{\sigma}^{(2)})^2 \right)^{\frac{3}{2}},
\]
a formally equivalent expression with $\pi_{\sigma}$ replacing the prior distribution and the eigenvector $r_{\sigma}^{(2)}$ the continuous variable $x_0$.

H. Application 2: the symmetric $q$ state case

We turn now to a case which can be viewed as the opposite of the previous one, with a maximal degeneracy of the second eigenvalue of $M$. Consider indeed the symmetric $q$ state Potts model, with a stationary distribution $\pi_{\sigma} = \frac{1}{q}$ for all $\sigma$, and a matrix $M$ which is invariant under all permutations of its rows and columns. As $M$ is stochastic it must be of the form
\[
M_{\sigma} = \frac{1}{q} + \theta K_{\sigma}, \quad \text{with} \quad K_{\sigma} = \delta_{\sigma,0} - \frac{1}{q}.
\]
$\theta$ is the non-trivial eigenvalue of $M$, with a degeneracy $q - 1$. The matrix elements of $M$ must be non-negative, the authorized range of $\theta$ is thus $[-\frac{1}{q}, 1]$. The model is said assortative (or ferromagnetic) if $\theta > 0$ and disassortative (or antiferromagnetic) if $\theta < 0$. The matrix elements of $\tilde{M}$ are $\tilde{M}_{\sigma} = 1 + q \theta K_{\sigma}$.

The recursion equation (57), for this choice of $\eta$ and $M$, will respect the permutation symmetry between the $q$ values of $\sigma$. If the initial condition is symmetric this will also be the case for $P^{(n)}$, for all $n$. In particular the covariance matrix $A^{(n)}$ will be invariant under all row and column permutations; as its row sums must also vanish it
is necessarily of the form $A^{(n)} = a^{(n)}K$, with $a^{(n)}$ a real number and $K$ the matrix defined in (99). The eigenvalues of $K$ being 0 and 1, the positivity constraint on $A^{(n)}$ thus translates into $a^{(n)} \geq 0$. One finds easily that with this form of $A$ and $M$ that $\tilde{A}^{(n+1)} = (q\theta)^2 a^{(n)} K$. Plugging these forms of $A$ and $\tilde{A}$ in the linearized evolution equation (59) yields $\tilde{A}^{(n+1)} = \tilde{E}[\ell] \theta^2 a^{(n)}$, hence the Kesten-Stigum condition $\tilde{E}[\ell] \theta^2 = 1$ for the limit of stability of the trivial solution $a = 0$, as expected.

Looking for a fixed point solution of the form $A_{\sigma \tau} = a K_{\sigma \tau}$ in the neighborhood of the Kesten-Stigum transition, we obtain from (65) after a brief computation:

$$a = \tilde{E}[\ell] \theta^2 a + \tilde{E}[\ell(\ell - 1)] \theta^4 \frac{1}{2} q(q - 4) a^2.$$  \hspace{1cm} (100)

Denoting $\tilde{E}[\ell] \theta^2 = 1 + \epsilon$, and keeping in mind the crucial positivity condition $a \geq 0$, one realizes that for $q < 4$ the non-trivial perturbative fixed point exists for $\epsilon > 0$, whereas if $q > 4$ it exists for $\epsilon < 0$, which implies that the Kesten-Stigum bound is not tight for the tree reconstruction problem in the latter case. This fact was proven rigorously in (22), the above equation corresponding to (1.1) in (22) (with a linear change of variable between our $a^{(n)}$ and $x_n$ of (22)). Let us emphasize the necessity of imposing the permutation symmetry of $A$ in order to reach this conclusion; the bifurcation equations (65) admit indeed, besides the symmetric solution studied above, non-symmetric spurious solutions $A$ even when $\theta$ and $M$ are invariant under permutations.

We have thus justified the statements made in Sec. [IIID1] in the cases $q \leq 3$ and $q \geq 5$. When $q = 4$ the coefficient of $a^2$ in the bifurcation equation vanishes exactly and one cannot conclude from this lowest-order expansion on the type of transition encountered at the Kesten-Stigum threshold. Thanks to the next order expansion presented in Sec. [IVD3] we shall now be able to elucidate this case, and justify the efforts put in this generalization of the expansion. In order to solve the equations (71,76) on $A$, $B$, and $C$, we first note that $B$ and $C$ vanish when summed over any of their indices; from the expression of $\tilde{M}$ in the case under study we can thus conclude that $\tilde{B}_{\sigma \gamma \tau} = (q\theta)^3 B_{\sigma \gamma \tau}$, and $\tilde{G}_{\sigma \gamma \beta} = (q\theta)^4 C_{\sigma \gamma \beta}$. Inserting these expressions in (72,73) yields an explicit solution for $B$ and $C$ in terms of $\tilde{A}$,

$$B_{\sigma \gamma} = \tilde{E}[\ell(\ell - 1)] \frac{1}{1 - \tilde{E}[\ell] \theta^4 q^2} \left[ \tilde{A}_{\sigma \gamma} \tilde{A}_{\tau \gamma} + \tilde{A}_{\gamma \sigma} \tilde{A}_{\tau \gamma} + \tilde{A}_{\tau \sigma} \tilde{A}_{\gamma \tau} - \frac{1}{q} \sum_{\beta} (\tilde{A}_{\sigma \beta} \tilde{A}_{\beta \gamma} + \tilde{A}_{\gamma \beta} \tilde{A}_{\beta \sigma} + \tilde{A}_{\tau \beta} \tilde{A}_{\beta \gamma}) \right],$$

$$C_{\sigma \gamma \beta} = \tilde{E}[\ell(\ell - 1)] \frac{1}{1 - \tilde{E}[\ell] \theta^4 q^2} (\tilde{A}_{\sigma \tau} \tilde{A}_{\tau \gamma} + \tilde{A}_{\gamma \tau} \tilde{A}_{\tau \beta} + \tilde{A}_{\beta \tau} \tilde{A}_{\tau \gamma}).$$

Furthermore we have argued above by symmetry arguments that $A = a K$ and $\tilde{A} = a(q\theta)^2 K$, we can thus determine completely $B$ and $C$ modulo the still unknown real $a$. Plugging these expressions in (71) gives, after some combinatorial evaluations, the following equation on $a$ that generalizes (100):

$$a = \tilde{E}[\ell] \theta^2 a + \tilde{E}[\ell(\ell - 1)] \theta^4 \frac{1}{2} q(q - 4) a^2 + w a^3,$$

$$w = \frac{1}{6} a^2 (q^2 - 18q + 42) \tilde{E}[\ell(\ell - 1)(\ell - 2)] \theta^6 - \frac{6q^2(q - 2) \tilde{E}[\ell(\ell - 1)] \theta^6}{1 - \tilde{E}[\ell] \theta^4} + \frac{q^2(q + 1) \tilde{E}[\ell(\ell - 1)]^2 \theta^{10}}{1 - \tilde{E}[\ell] \theta^4}.$$  \hspace{1cm} (104)

In the most interesting case $q = 4$ where the coefficient of $a^2$ vanishes, one finds for $w$ (substituting $\theta = \text{sign}(\theta)/\sqrt{\tilde{E}[\ell]}$ at lowest order around the Kesten-Stigum transition):

$$w = 16 \left( - \frac{7}{3} \frac{\tilde{E}[\ell(\ell - 1)(\ell - 2)]}{\tilde{E}[\ell]^3} + \left( \frac{\tilde{E}[\ell(\ell - 1)]}{\tilde{E}[\ell]^2} \right)^2 \frac{5}{\tilde{E}[\ell] - 1} - \frac{12}{\text{sign}(\theta) \sqrt{\tilde{E}[\ell] - 1}} \right),$$

$$w = 16 \left( - \frac{7}{3} \frac{\tilde{E}[\ell(\ell - 1)(\ell - 2)]}{\tilde{E}[\ell]^3} + \left( \frac{\tilde{E}[\ell(\ell - 1)]}{\tilde{E}[\ell]^2} \right)^2 \frac{5}{\tilde{E}[\ell] - 1} - \frac{12}{\text{sign}(\theta) \sqrt{\tilde{E}[\ell] - 1}} \right),$$

which justifies the expression (32) announced in Sec. [IIID1] (the factor $16$ between (32) and (105) is irrelevant for the study of the sign of $w$). Depending on the degree distribution $\tilde{p}_d$ and on the sign of $\theta$ this coefficient can be positive or negative; as the equation on $a$ reduces here to $0 = \epsilon + wa^2$, with $\epsilon = \tilde{E}[\ell] \theta^2 - 1$, the sign of $w$ controls the sign of $\epsilon$ for which a non-trivial solution of the cavity equations exists in a neighborhood of the trivial one, hence the type of bifurcation scenario as sketched in Fig. 1. As mentioned in Sec. [IIID1] one has $w < 0$ in the ferromagnetic case for all degree distributions, which yields a second order transition; it is indeed easy to check numerically that

$$\frac{5}{d - 1} - \frac{12}{\sqrt{d - 1}} < 0$$  \hspace{1cm} (106)
for all average offspring degrees \( d = \langle \ell \rangle > 1 \).

In the antiferromagnetic case the sign of \( w \) depends on the degree distribution. For instance when \( \tilde{p}_\ell \) is a Poisson law of parameter \( d \) the expression of \( w \) above can be simplified to

\[
w = 16 \left( -\frac{7}{3} + \frac{5}{d-1} + \frac{12}{\sqrt{d}+1} \right).
\]

(107)

A numerical study of this function reveals the existence of a critical degree \( d_c \approx 22.2694 \) such that \( w > 0 \) for \( d \in (1, d_c) \), hence a discontinuous bifurcation scenario similar to the case \( q > 4 \), while for \( d > d_c \) one has \( w < 0 \), yielding the scenario of \( q < 4 \). We have also evaluated the sign of \( w \) in the regular case, i.e., for an offspring degree distribution \( \tilde{p}_\ell = \delta_{\ell,d} \). Similarly to the Poisson case one finds (for the antiferromagnetic model) that \( w < 0 \) for \( d \leq 24 \) and \( w > 0 \) for \( d \geq 25 \).

Note that for large enough degrees ferromagnetic and antiferromagnetic models behave in the same way; this could be anticipated from the study of the large degree limit recalled in Sec. IV.F as in this limit the degree distribution \( \tilde{E}[\ell] \theta^2 \), which is clearly independent of the sign of \( \theta \). Actually an expansion to the same order than in (105) can be found in equation (4.9) of [22], but in the large degree limit and not in the sparse regime, which did not allow to deduce the modification of the type of phase transition according to the degree distribution.

Let us finally justify the scaling exponent we used in the plot presented in the right panel of Fig. 3. If we had included in the expansion of the cavity equations around the trivial fixed point one more term, one would have found, for \( q = 4 \), an equation on \( a \) of the form

\[
0 = \epsilon + w(\tilde{p}_a) a^2 + x a^3,
\]

(108)

where a priori \( x \neq 0 \), and we emphasized the dependency of \( w \) on the degree distribution. Let us consider for concreteness \( \tilde{p}_a \) to be Poissonian with average \( d \), in such a way that \( w(d) \) is given explicitly by (107). In the neighborhood of the critical degree \( d_c \) where \( w \) changes sign we have \( w(d) \approx w'(d-d_c) \), with \( w' \) some constant. Inserting this form in the equation above gives

\[
0 = \epsilon + w'(d-d_c) a^2 + x a^3;
\]

(109)

the scaling of \( \theta \), which corresponds to the limit of existence of a solution of this equation, must be such that the three terms in (109) are of the same order. This is easily seen to imply that \( \epsilon \) is of the order of \( (d-d_c)^3 \), which is the reason of our choice of exponent in the right panel of Fig. 3, the spinodal and IT curves should, in this rescaled units, behave linearly in the neighborhood of \( d_c \).

I. Application 3: the asymmetric Ising (q = 2) case

We consider now the case of binary variables \((q = 2)\), that for convenience we denote as Ising spins or sign variables, \( \sigma \in \{-1, 1\} = \{-\, +\} \). We parametrize the stationary probability distribution \( \eta \) as \( \eta = \frac{1 + \sigma \eta_+}{2} \), with \( \eta \in [-1, 1] \). This bias parameter can be interpreted as a magnetization in the perspective of a physical Ising model [20], or in the context of the SBM as controlling the relative size of the two communities of vertices which are \( \eta_+ = \frac{1 + \eta}{2} \) and \( \eta_- = \frac{1 - \eta}{2} \). The symmetric case, as studied in Sec. IV.H is recovered for \( \eta = 0 \). We write the matrix \( M \) as

\[
M = \begin{pmatrix}
M_{++} & M_{+-} \\
M_{-+} & M_{--}
\end{pmatrix} = \frac{1}{2} \begin{pmatrix}
1 + \eta & 1 - \eta \\
1 + \eta & 1 - \eta
\end{pmatrix} + \theta \frac{1}{2} \begin{pmatrix}
1 - \eta & -1 + \eta \\
-1 - \eta & 1 + \eta
\end{pmatrix}, \quad \text{i.e.,} \quad M_{++} = 1 + \frac{\tau \eta}{2} + \sigma \theta \frac{1 - \sigma \eta}{2}.
\]

(110)

This is indeed the only Markov matrix reversible with respect to \( \eta \) with second eigenvalue \( \theta \). To connect with the definition of the SBM in section III.A, the parameter \( \theta \) is defined as \( \theta = 1 - c_{--}/d \) where \( c_{--} = c_{++} \) is \( N \) times the probability that nodes in different groups are connected, and \( d \) is the average degree. Given the group sizes \( \tilde{\eta}_+ \), the condition of equal average degree in the two groups then implies uniquely the parameters \( c_{--} \) and \( c_{++} \). In the context of the SBM the degree distributions \( p_\ell \) and \( \tilde{p}_\ell \) are Poissonian with average \( d \), we shall, however, consider generic degree distributions, as they are relevant in the tree reconstruction perspective.

The range of allowed values of the parameters \((m, \theta)\) is a subset of \([-1, 1]^2\): imposing the non-negativity of the matrix elements of \( M \) implies indeed that

\[
\theta \geq -\frac{1 - |\eta|}{\Gamma + |\eta|},
\]

(111)
which is always fulfilled for \( \theta \geq 0 \) but restrict the range of allowed biases \( m \) when \( \theta < 0 \).

The transformed version \( \tilde{M} \) of \( M \) defined in (17) reads thus:

\[
\tilde{M}_{\sigma\tau} = M_{\sigma\tau} \frac{1}{\eta_\sigma} = 1 + \theta \sigma \tau \frac{1 - \sigma m}{1 + \tau m}.
\]  (112)

Thanks to the binary nature of the variables the probability laws \( \eta \) can be parametrized by a single real, and the recursion equation (53) can be rewritten in a simpler form with this parametrization. This expression, along with some more technical details on the numerical resolution of the cavity equations, can be found in Appendix A.

1. The critical asymmetry

Let us now apply the generic results of the moment expansions presented in Sec. [V.D] to this specific case. Because of the normalization condition \( \delta_+ + \delta_- = 0 \) the deviation \( \delta_\sigma = \eta_\sigma - \eta_\tau \) is equal to \( \sigma \) multiplied by a scalar random variable. We can thus write the matrix \( A^{(n)}_{\sigma\tau} = \mathbb{E}(n)[\delta_\sigma \delta_\tau] \) as \( A^{(n)}_{\sigma\tau} = a^{(n)} \frac{1}{2} \sigma \tau \), where \( a^{(n)} \) is a scalar; the factor \( 1/2 \) is chosen in such a way that \( \frac{1}{2} \sigma \tau \) coincides with the matrix \( K_{\sigma\tau} \) of (99), in the case \( q = 2 \). Once again we have a positivity requirement on this covariance, \( a^{(n)} \geq 0 \). From the expression of \( \tilde{M} \) given in (112) one sees that

\[
\sum_{\sigma\sigma'} \tilde{M}_{\sigma\sigma'\sigma'} = \theta \frac{1}{\eta_\sigma} \sigma ,
\]  (113)

hence with the relation (58) one obtains

\[
\tilde{A}^{(n)}_{\sigma\tau} = \theta^2 a^{(n)} \frac{1}{\eta_\sigma \eta_\tau} \frac{1}{2} \sigma \tau .
\]  (114)

The linear evolution of (59) thus becomes

\[
a^{(n+1)} = \mathbb{E}[\ell] \theta^2 a^{(n)} \frac{1}{2} \sigma \tau , \quad \text{i.e.} \quad a^{(n+1)} = \mathbb{E}[\ell] \theta^2 a^{(n)} ,
\]  (115)

which reproduces the expected Kesten-Stigum threshold at \( \mathbb{E}[\ell] \theta^2 = 1 \).

We now look for a fixed-point solution in the neighborhood of the Kesten-Stigum transition, by injecting the above forms of \( A \) and \( \tilde{A} \) in equation (65). This yields after a short computation

\[
a = \mathbb{E}[\ell] \theta^2 a + \mathbb{E}[\ell(\ell-1)] \theta^4 \frac{2(3m^2 - 1)}{(1 - m^2)^2} a^2 .
\]  (116)

A simple consistency check is provided by the coincidence of (100) and (116) when \( q = 2 \) and \( m = 0 \). Moreover when \( q = 2 \) the non-trivial eigenvalue of \( M \) is unique, hence certainly non-degenerate; one can check that (116) is also a consequence of the equation (95) derived in Sec. [IV.G] under this non-degeneracy assumption, for all \( m \).

The crucial property of (116) we would like to emphasize is the change of sign of the coefficient of \( a^2 \) depending on whether \( |m| \) is larger or smaller than \( m_c = 1/\sqrt{3} \). Because of the condition \( a \geq 0 \) this implies that the non-trivial perturbative solution exists when \( \mathbb{E}[\ell] \theta^2 > 1 \) at small asymmetry \( (|m| < m_c) \), and when \( \mathbb{E}[\ell] \theta^2 < 1 \) at large asymmetry \( (|m| > m_c) \). In the latter case one has, in the tree reconstruction language, a reconstructible phase below the Kesten-Stigum threshold, which is not tight in this case. Quite strikingly the critical asymmetry \( m_c \) does not depend on the degree distribution; this explains why this value \( 1/\sqrt{3} \) was also obtained previously in the large degree limit \( m > m_c \) and in related dense inference problems \( \ell \). Very recently this critical asymmetry was also discovered for the reconstruction of the Ising model on regular trees \( \mathbb{E}[\ell] \theta^2 \) and its tightness for \( m < m_c \) at large enough degrees.

As an illustration of this phenomenon we present in Fig. 7 the results of a numerical resolution of the cavity equations, for two asymmetries below and above \( m_c \). One clearly sees that in the latter case reconstruction is possible below the Kesten-Stigum threshold, and that in the former case our analytical prediction (116) is in agreement with the numerical results.
value of the Kesten-Stigum bound at small non-zero asymmetry was proven in [20], but this paper did not estimate the situation there are only two phases, the tree reconstruction being possible if and only \( \theta > 0 \). We consider here the case \( \theta > 0 \).

The large asymmetry \((|\theta| > \theta_c)\) part of the phase diagram is richer. In terms of the tree reconstruction problem there will be two lines of transition \( \theta_{sp,\pm}(\theta_c) \) such that reconstruction is possible for \( \theta < \theta_{sp,-}(\theta_c) < 0 \) and \( \theta > \theta_{sp,+}(\theta_c) > 0 \), with \( \mathbb{E}[\theta_{sp,\pm}(\theta_c)]^2 < 1 \); the subscript \( \pm \) indicates the ferromagnetic \((\theta > 0)\) or antiferromagnetic \((\theta < 0)\) part of the phase diagram. Note that the average offspring degree \( \mathbb{E}[\theta]\) has to be larger than \((2 + \sqrt{3})/(2 - \sqrt{3}) \approx 13.928\) for the large asymmetry antiferromagnetic part of the phase diagram to be non-empty, because of the condition \((111)\). This discontinuous transition of the tree reconstruction problem, depicted in the bottom right part of Fig. 1, is not directly relevant for the SBM graph inference problem. The latter has an easy phase for \( \mathbb{E}[\theta]\) close to 1, an hard phase for \( \theta < \theta_{IT,-}(\theta_c) < 0 \) and \( \theta > \theta_{IT,+}(\theta_c) > 0 \), with \( \mathbb{E}[\theta_{IT,\pm}(\theta_c)^2] > 1 \), while the inference is information theoretically \( (IT)\) impossible for \( \theta \in [\theta_{IT,-}(\theta_c), \theta_{IT,+}(\theta_c)] \). This “IT” line is defined by the vanishing of the free-entropy computed in the non-trivial solution of the cavity equations.

In the remaining of this Section we shall describe more precisely the neighborhood of the (ferromagnetic and antiferromagnetic when it exists) points \( (\theta, \theta_c) = (\theta_{IT}, \theta_c) \) of the phase diagram, and in particular present an analytic description of the lines \( \theta_{sp,\pm}(\theta_c) \) and \( \theta_{IT,\pm}(\theta_c) \) when \( \theta_c \) is close to \( \theta_{IT} \). To reach this goal we shall exploit the next order in our generic moment expansions, as summarized in (71-76). We first note that for symmetry reasons the tensors \( B \) and \( C \) depends on their spin indices as \( B_{\sigma \tau \gamma} = b_{\sigma \tau \gamma} \) and \( C_{\sigma \tau \gamma \beta} = c_{\sigma \tau \gamma \beta} \), with \( b \) and \( c \) two reals. The form of the matrix \( \hat{M} \) given in (112) leads to

\[
\hat{B}_{\sigma \tau \gamma} = \theta^4 b \frac{1}{\eta_\sigma \eta_\tau \eta_\gamma} \sigma \tau \gamma \quad \hat{C}_{\sigma \tau \gamma \beta} = \theta^4 c \frac{1}{\eta_\sigma \eta_\tau \eta_\gamma \eta_\beta} \sigma \tau \gamma \beta .
\] (117)
Plugging these expressions into \((71-73)\) leads after a short computation to a set of equations on \(a\), \(b\) and \(c\), namely:

\[
a = \tilde{E}[\ell]e^2 a + \tilde{E}[\ell](\ell - 1)\frac{2(3m^2 - 1)}{(1 - m^2)^2} e^4 a^2 + \tilde{E}[\ell](\ell - 1)\frac{32m}{(1 - m^2)^2} e^3 ab + \tilde{E}[\ell](\ell - 1)\frac{16}{(1 - m^2)^2} e^6 ac + \tilde{E}[\ell](\ell - 1)(\ell - 2)\frac{45 - 42m^2 + 45m^4}{3(1 - m^2)^4} e^0 a^3,
\]

\[
b = \tilde{E}[\ell]e^3 b - \tilde{E}[\ell](\ell - 1)\frac{3m}{1 - m^2} e^0 a^2,
\]

\[
c = \tilde{E}[\ell]e^4 c + \tilde{E}[\ell](\ell - 1)\frac{3}{4} e^4 a^2.
\]

Alternatively these equations can be obtained via the computation of the free-entropy \((77)\), which is found to be

\[
\frac{1}{\tilde{E}[\ell]} \phi(a, b, c) = \frac{\tilde{E}[\ell]e^2 - 1}{(1 - m^2)^2} e^2 a^2 - \frac{16}{3} \tilde{E}[\ell](\ell - 1)\frac{1}{(1 - m^2)^3} e^4 b^2 + \frac{32}{3} \tilde{E}[\ell] e^4 - \frac{1}{3} e^4 c^2 + \tilde{E}[\ell](\ell - 1)\frac{4}{3} \frac{3m^2 - 1}{(1 - m^2)^4} e^0 a^3 + \tilde{E}[\ell](\ell - 1)\frac{32m}{(1 - m^2)^4} e^3 ab + \tilde{E}[\ell](\ell - 1)\frac{16}{(1 - m^2)^4} e^6 ac + \tilde{E}[\ell](\ell - 1)(\ell - 2)\frac{25 - 42m^2 + 45m^4}{3(1 - m^2)^6} e^0 a^4;
\]

its derivatives with respect to \(a\), \(b\) and \(c\) do indeed vanish when the equations \((118-120)\) are fulfilled.

The equations \((119)\) and \((120)\) can be immediately solved to obtain \(b\) and \(c\) as a function of \(a\); re-injecting these results in \((118)\) one obtains a quadratic equation on \(a\):

\[
0 = u + va + wa^2,
\]

with

\[
u(\theta) = \frac{\tilde{E}[\ell]e^2 - 1}{(1 - m^2)^2},
\]

\[
v(\theta, m) = \frac{\tilde{E}[\ell](\ell - 1)\frac{2(3m^2 - 1)}{(1 - m^2)^2} e^4}{(1 - m^2)^3},
\]

\[
v(\theta, m) = \frac{\tilde{E}[\ell](\ell - 1)(\ell - 2)\frac{45 - 42m^2 + 45m^4}{3(1 - m^2)^4} e^0}{(1 - m^2)^4} + \tilde{E}[\ell](\ell - 1)^2\frac{12m^2}{(1 - m^2)^2} - \frac{1}{1 - m^2} \frac{1}{\tilde{E}[\ell]e^3} + \frac{1}{1 - \tilde{E}[\ell]e^3} \cdot \theta e^0
\]

We want to study this equation in the neighborhood of the point \((\theta_{KS}, m_c)\), taking simultaneously the limits \(\theta \to \theta_{KS}\) and \(m \to m_c\); we denote as before \(c = \tilde{E}[\ell]e^2 - 1\). The coefficients \(u = \epsilon\) and \(v\) will thus be both small in this regime, while \(w = \tilde{E}[\ell](\ell - 1)\frac{2(3m^2 - 1)}{(1 - m^2)^2} e^4\).

In order to have the three terms in \((122)\) of the same order, one realizes that the two simultaneous limits must be taken with \(\epsilon = t(m - m_c)^2\), where \(t\) is finite and constitutes the relevant control parameter in this scaling regime. Then, denoting \(v(\theta_{KS}, m) = \tilde{v}(m - m_c) + O((m - m_c)^2)\), we reduce \((122)\) at lowest order to

\[
0 = t(m - m_c)^2 + \tilde{v}(m - m_c) a + \tilde{w}(m - m_c) a^2.
\]

Defining a reduced unknown \(\tilde{a} = \frac{a}{(m - m_c)}\), which will be finite in the limit, we obtain finally

\[
0 = t + \tilde{v}\tilde{a} + \tilde{w}\tilde{a}^2\quad \text{hence} \quad \tilde{a} = -\frac{\tilde{v}}{2\tilde{w}} = \frac{1}{2\tilde{w}} \sqrt{\tilde{v}^2 - 4\tilde{w}t}.
\]

The coefficients \(\tilde{v}\) and \(\tilde{w}\) only depend on the degree distribution; to determine them at dominating order one replaces \(\theta\) by its value at the Kesten-Stigurm transition, i.e. \(\text{sign}(\theta)/\sqrt{\tilde{E}[\ell]}\), and obtain:

\[
\tilde{v} = 9\sqrt{3}\frac{\tilde{E}[\ell](\ell - 1)}{\tilde{E}[\ell]^2},
\]

\[
\tilde{w} = -27\frac{\tilde{E}[\ell](\ell - 1)(\ell - 2)}{\tilde{E}[\ell]^4} - 27\left(\frac{\tilde{E}[\ell](\ell - 1)}{\tilde{E}[\ell]^2}\right)^2 \left(\frac{4}{\text{sign}(\theta)\sqrt{\tilde{E}[\ell]} - 1} - \frac{1}{\tilde{E}[\ell] - 1}\right).
\]
It is rather easy to check that \( \tilde{w} < 0 \) in the ferromagnetic case (sign(\( \theta \)) > 0) for all degree distributions with \( \tilde{E}(t) > 1 \) (a necessary condition for the Galton-Watson tree to be infinite with positive probability, and for the Kesten-Stigum transition to exists); we believe that \( \tilde{w} < 0 \) also in the antiferromagnetic case whenever the point \((-1/\sqrt{\tilde{E}(t)}, \tilde{m}_c)\) belongs to the authorized domain of parameters according to the condition \( (111) \) for all offspring degree distributions, but could only check it explicitly in the regular and Poisson cases. Note that in the large degree limit both coefficients \( \tilde{v} \) and \( \tilde{w} \) remains finite, namely \( \tilde{v} \to 9\sqrt{3} \) and \( \tilde{w} \to -27 \).

As a consequence of \( \tilde{w} < 0 \) the real solutions of \( (128) \) exist for \( t \geq t_{sp} = \tilde{v}^2/(4\tilde{w}) \). This is precisely the condition that defines the line \( \theta_{sp} \); translating back from rescaled units yields the lowest order expansion of \( \theta_{sp}(\tilde{m}) \) in the limit \( \tilde{m} \to \tilde{m}_c^\pm \):

\[
\theta_{sp}(\tilde{m}) = \theta_{KS} \left( 1 - \frac{\tilde{v}^2}{8|\tilde{w}|} (\tilde{m} - \tilde{m}_c)^2 + o((\tilde{m} - \tilde{m}_c)^2) \right); \quad (131)
\]

note that \( \tilde{w} \) depends on sign(\( \theta \)), giving two distinct expansions for the ferromagnetic and antiferromagnetic lines \( \theta_{sp, +} \) and \( \theta_{sp, -} \).

Using the expression \( (121) \) of \( \phi \) one can also expand the IT line \( \theta_{IT} \) around \( (\tilde{m}, \tilde{m}_c) = (\theta_{KS}, \tilde{m}_c) \). Indeed in the scaling regime described above one finds that

\[
\phi = \frac{9}{2} \frac{\tilde{E}[w]}{\tilde{E}[t]} (\tilde{m} - \tilde{m}_c)^4 \left( \frac{1}{2} t \tilde{a}^2 + \frac{1}{3} \tilde{v} \tilde{a}^3 + \frac{1}{4} \tilde{w} \tilde{a}^4 \right). \quad (132)
\]

The IT line corresponds to \( \phi = 0 \) (this is the value on the trivial fixed point), hence the IT threshold corresponds to the solution of

\[
\begin{align*}
0 &= t + \tilde{v} \tilde{a} + \tilde{w} \tilde{a}^2 \\
0 &= \frac{1}{3} t + \frac{1}{3} \tilde{v} \tilde{a} + \frac{1}{4} \tilde{w} \tilde{a}^2 \quad \Rightarrow \quad \tilde{a} = -\frac{2\tilde{v}}{3\tilde{w}}, \quad t = \frac{2\tilde{v}^2}{9\tilde{w}} \quad (133)
\end{align*}
\]

The IT threshold \( t_{IT} = \frac{2\tilde{v}^2}{9\tilde{w}} \) is thus distinct at this order from the spinodal one \( t_{sp} = \frac{\tilde{v}^2}{4\tilde{w}} \) (even though the difference in the coefficient is small). Translating back in terms of the parameters (\( \theta, \tilde{m} \)) gives

\[
\theta_{IT}(\tilde{m}) = \theta_{KS} \left( 1 - \frac{\tilde{v}^2}{9|\tilde{w}|} (\tilde{m} - \tilde{m}_c)^2 + o((\tilde{m} - \tilde{m}_c)^2) \right), \quad (134)
\]

with again two different expressions for the ferromagnetic and antiferromagnetic transitions.

These two expansions \( (131), (134) \) on the behavior the spinodal and IT lines in the neighborhood of the critical asymmetry where the transition crosses over from second to first order constitute our main new results for the asymmetric Ising model. We have shown in the right panel of Fig. 4 that they are in agreement with our numerical data, within the accuracy we could reach. As a further illustration we show in Fig. 8 the numerical determination of \( a \) and \( \phi \) in the scaling regime and compare it to our analytical formulae.

**J. Application 4: the \( q_1 + q_2 \) case**

We shall now turn our attention to the model introduced in Sec. \( \text{III D 3} \) that breaks the symmetry between \( q \) labels in a minimal way, generalizing the two previous cases (i.e. \( q \) symbols with maximal symmetry studied in Sec. \( \text{V H} \) and \( q = 2 \) without any symmetry in Sec. \( \text{IV I} \)).

Let us consider indeed an alphabet of \( q \) labels, \( \chi = \{1, \ldots, q\} \), divided into two “super-groups” (or “super-communities”) \( G_1 \) and \( G_2 \) containing respectively \( q_1 \) and \( q_2 \) symbols (in such a way that \( q = q_1 + q_2 \)), namely \( G_1 = \{1, \ldots, q_1\} \) and \( G_2 = \{q_1 + 1, \ldots, q\} \). We break the symmetry among the \( q \) labels in a minimal way, according to this sub-division in two groups, by taking \( \eta_\sigma \) constant in \( G_1 \) and \( G_2 \): \( \eta_\sigma = \eta_1 \) if \( \sigma \in G_1 \) and \( \eta_\sigma = \eta_2 \) if \( \sigma \in G_2 \), with the normalization condition \( q_1 \eta_1 + q_2 \eta_2 = 1 \). We parametrize the fraction of vertices in \( G_1 \) and \( G_2 \) by \( \tilde{m} \in [-1,1] \), according to

\[
\eta_\sigma = \begin{cases} 
\frac{1}{q_1} & \text{if } \sigma \in G_1 \\
\frac{1}{q_2} & \text{if } \sigma \in G_2
\end{cases} \quad (135)
\]

this notation is reminiscent of the asymmetric Ising case, which would be obtained by coarse-graining the labels \( \sigma \in G_1 \) (resp. \( \sigma \in G_2 \)) as \( \sigma = + \) (resp. \( \sigma = - \)). We also perform this minimal symmetry breaking on the matrix \( M \),
assuming that its matrix elements $M_{\sigma\tau}$ only depend on the group of appertaince of $\sigma$ and $\tau$, and on whether $\sigma = \tau$ or not (the shape of the associated connectivity matrix in the SBM interpretation is sketched in Fig. 5).

Imposing in addition the reversibility of the stochastic matrix $M$ with respect to $\mathbf{\tau}$ (this condition corresponds to the equality of the average degrees in $G_1$ and $G_2$ in the SBM interpretation) one realizes that such a matrix $M$ is necessarily of the form:

$$M_{\sigma\tau} = \frac{1 + \mathbf{m}}{2q_1} \mathbb{I}(\tau \in G_1) + \frac{1 - \mathbf{m}}{2q_2} \mathbb{I}(\tau \in G_2) + \mu_1 \mathbb{I}(\sigma, \tau \in G_1) \left( \delta_{\sigma,\tau} - \frac{1}{q_1} \right) + \mu_2 \mathbb{I}(\sigma, \tau \in G_2) \left( \delta_{\sigma,\tau} - \frac{1}{q_2} \right) + \mu_0 \left( \frac{1 - \mathbf{m}}{2} \mathbb{I}(\sigma \in G_1) - \frac{1 + \mathbf{m}}{2} \mathbb{I}(\sigma \in G_2) \right) \left( \frac{1}{q_1} \mathbb{I}(\tau \in G_1) - \frac{1}{q_2} \mathbb{I}(\tau \in G_2) \right).$$

(136)

One can check that $M$ admits 1 as an eigenvale, with eigenvectors $\mathbf{\tau}$ on the left and constant vector on the right; the parameters $\mu_0$, $\mu_1$ and $\mu_2$ introduced in (136) correspond to the non-trivial eigenvaleus of $M$. There are $q_1 - 1$ (resp. $q_2 - 1$) degenerate eigenvales $\mu_1$ (resp. $\mu_2$) with eigenvectors supported on $G_1$ (resp. $G_2$) and a simple eigenvale $\mu_0$ whose eigenvector is constant inside each of the two groups. For a given choice of $\mathbf{m} \in [-1,1]$ the requirement of positivity of the matrix elements of $M$ restricts the allowed domain of the parameters $(\mu_0, \mu_1, \mu_2)$ to the subset of

$$\left[ -\frac{1 - |\mathbf{m}|}{1 + |\mathbf{m}|}, 1 \right] \times \left[ -\frac{1}{q_1 - 1}, 1 \right] \times \left[ -\frac{1}{q_2 - 1}, 1 \right]$$

that fultills the condition

$$\mu_0 \geq \max \left( \frac{2\mu_1 - 1 - \mathbf{m}}{1 - \mathbf{m}}, -\frac{2(q_1 - 1)\mu_1 - 1 - \mathbf{m}^2}{1 - \mathbf{m}^2}, \frac{2\mu_2 - 1 + \mathbf{m}}{1 + \mathbf{m}}, -\frac{2(q_2 - 1)\mu_2 - 1 + \mathbf{m}^2}{1 + \mathbf{m}^2} \right).$$

(137)

One sees that the relevant eigenvale for the Kesten-Stigum transition, i.e. the maximal one in absolute value, can be either $\mu_1, \mu_2$ or $\mu_0$ depending on the choice of the parameters. In other words the signal on the labels transmitted through the edges of the SBM can be stronger inside $G_1$, inside $G_2$ or in the difference of behavior between $G_1$ and $G_2$.

We shall now specialize the equations of Sec. [V D] to this particular case. We have first to describe the matrices $A_{\sigma\tau} = \mathbb{E}[\delta_{\sigma,\tau}]$. Because of the permutation invariance inside each of the two groups of labels the matrix element $A_{\sigma\tau}$ should only depend on whether $\sigma = \tau$ or not and on the group of the two communities $\sigma$ and $\tau$. In addition the matrix $A$ has to be symmetric and the sum of every row or column has to vanish. A moment of thought reveals that the vector space of such matrices is 3 dimensional, and is spanned by the three matrices $K_1, K_2$ and $K_0$ defined as

$$(K_1)_{\sigma\tau} = \mathbb{I}(\sigma, \tau \in G_1) \left( \delta_{\sigma,\tau} - \frac{1}{q_1} \right), \quad (K_2)_{\sigma\tau} = \mathbb{I}(\sigma, \tau \in G_2) \left( \delta_{\sigma,\tau} - \frac{1}{q_2} \right), \quad (K_0)_{\sigma\tau} = \frac{1}{qq_1q_2} (q_2\mathbb{I}(\sigma \in G_1) - q_1\mathbb{I}(\sigma \in G_2)) (q_2\mathbb{I}(\tau \in G_1) - q_1\mathbb{I}(\tau \in G_2)).$$

(138)

(139)
These matrices, which are defined similarly to the matrix $K$ of the symmetric Potts model introduced in (99), are linearly independent and obey in addition the simple algebra

$$K_1^2 = K_1, \quad K_2^2 = K_2, \quad K_0^2 = K_0, \quad K_i K_j = 0 \text{ if } i \neq j.$$  

(140)

We can thus parametrize $A^{(n)}$ as $a_1^{(n)} K_1 + a_2^{(n)} K_2 + a_0^{(n)} K_0$; the non-zero eigenvalues of $A^{(n)}$ are then found to be $a_1^{(n)}$, $a_2^{(n)}$ and $a_0^{(n)}$. These three reals must thus be non-negative for $A^{(n)}$ to be semi-positive definite.

The matrix $\hat{M}$ defined in [47] can then be expressed as

$$\hat{M}_{\sigma \tau} = 1 + \mu_1 \frac{1}{\eta_1} (K_1)_{\sigma \tau} + \mu_2 \frac{1}{\eta_2} (K_2)_{\sigma \tau} + \mu_0 q \eta_1 \eta_2 \frac{1}{\eta_\sigma} (K_0)_{\sigma \tau} \frac{1}{\eta_\tau},$$  

(141)

and a simple computation based on the algebraic properties stated above reveals that

$$\eta_\sigma \eta_\tau \hat{A}_{\sigma \tau}^{(n)} = (\mu_1^2 a_1^{(n)} K_1 + \mu_2^2 a_2^{(n)} K_2 + \mu_0^2 a_0^{(n)} K_0)_{\sigma \tau}.$$  

(142)

Hence the linearized evolution equation (50) yields

$$a_i^{(n+1)} = E[\ell] \mu_i^2 a_i^{(n)} \quad \text{for} \quad i = 0, 1, 2.$$  

(143)

The trivial fixed point $a_1 = a_2 = a_0 = 0$ becomes unstable as soon as one of the three coefficients $a_i$ grows under these iterations, hence we recover the Kesten-Stigum criterion $E[\ell] \max(\mu_1^2, \mu_2^2, \mu_0^2) = 1$ at the limit of stability of the trivial fixed point, the parameters $\mu_i$ being the non-trivial eigenvalues of $M$.

Following our usual program we incorporate the next order correction and look for a perturbative non-trivial fixed point around the Kesten-Stigum transition. Inserting the form given above for the matrices $A$ and $\hat{A}$ into the generic equation (65) yields, after some computations, the following system of quadratic equations for $a_0$, $a_1$ and $a_2$:

$$a_1 = E[\ell] \mu_1^2 a_1 + E[\ell(\ell - 1)] \frac{2q_1}{(1 + m)^2} \left( (q_1 - 3 - m) \mu_1^2 a_1^2 + \frac{2q_2}{q} \mu_0^2 \mu_1^2 a_0 a_1 \right),$$  

$$a_2 = E[\ell] \mu_2^2 a_2 + E[\ell(\ell - 1)] \frac{2q_2}{(1 + m)^2} \left( (q_2 - 3 - m) \mu_2^2 a_2^2 + \frac{2q_1}{q} \mu_0^2 \mu_2^2 a_0 a_2 \right),$$  

$$a_0 = E[\ell] \mu_0^2 a_0 + E[\ell(\ell - 1)] \left( \frac{4q_1 q_2}{q} \frac{3m^2 - 1}{(1 - m)^2} \mu_0^4 a_0^2 + \frac{qq_1 (q_1 - 1) (1 - m)^2}{2q_2} \mu_1^4 a_1^2 + \frac{qq_2 (q_2 - 1) (1 + m)^2}{2q_1} \mu_2^4 a_2^2 \right)$$  

(144)

(145)

(146)

From this system of equations one can recover, as a consistency check, the equations (100) of the symmetric $q$-state model and (116) of the asymmetric Ising case. The latter is indeed obtained with $q_1 = q_2 = 1$, in which case $K_1 = K_2 = 0$, the only parameter is $a_0$ which obeys indeed (116) with the identification $\mu_0 = \theta$. To recover the former case one takes $\mu_1 = \mu_2 = \mu_0 = \theta$, $a_1 = a_2 = a_0$ and $m = (q_1 - q_2)/2$; then the three equations (144-146) reduces to (100). Note also that these equations coincide, in the special case $q_1 = q_2$, $\mu_1 = \mu_2$, $m = 0$, for which $a_1 = a_2$, to the moment recursions derived in [30].

Let us now come back to an arbitrary choice of parameters in (144-146), and discuss the bifurcation of the non-trivial solution of this system of equations at the Kesten-Stigum transition. This discussion must be divided according to which eigenvalue $\mu_i$ causes the transition by fulfilling the condition $E[\ell] \mu_i^2 = 1$ (we shall assume for simplicity that only one among $\mu_1$, $\mu_2$ and $\mu_0$ becomes critical).

1. Bifurcation driven by $\mu_0$

Let us first consider the case where the bifurcation is driven by $\mu_0$, i.e. where $E[\ell] \mu_0^2 = 1 + \epsilon$ with $\epsilon$ small, while $E[\ell] \mu_1^2 < 1$ and $E[\ell] \mu_2^2 < 1$. The dominant direction of the bifurcation being $a_0$ one can simplify the system (144-146) at lowest order into a single equation on $a_0$:

$$0 = \epsilon + \frac{E[\ell(\ell - 1)]}{4q_1 q_2} \frac{3m^2 - 1}{(1 - m)^2 \mu_0^2 a_0}.$$  

(147)

Remembering the positivity condition $a_0 \geq 0$, one realizes that the bifurcating solution exists above the Kesten-Stigum transition (i.e. for $\epsilon > 0$) if and only if the asymmetry between the two groups of labels is small enough, namely if $m < m_c = 1/\sqrt{3}$, as in the asymmetric Ising case. As in the right hand sides of (144-145) there are no terms proportional to a power of $a_0$ (without further multiplication by $a_1$ or $a_2$), the non-bifurcating unknowns $a_1$ and $a_2$ remain strictly equal to 0 in this solution.
2. Bifurcation driven by $\mu_1$

Suppose now that $\mu_1$ is the critical eigenvalue (the case where $\mu_2$ becomes critical can be deduced from this one by exchanging the two groups), i.e. that $\tilde{E}[\ell] \mu_1^2 = 1 + \epsilon$ with $\epsilon$ small, while $\tilde{E}[\ell] \mu_2^2 < 1$ and $\tilde{E}[\ell] \mu_3^2 < 1$. The lowest order equation on the bifurcating direction $a_1$ thus becomes

$$0 = \epsilon + \tilde{E}[\ell(\ell - 1)] \frac{2q_1}{(1 + m)^2} (q_1 - 3 - m) \mu_1^4 a_1,$$  \hspace{1cm} (148)

with the sub-dominant coefficient $a_0$ being of order $O(a_1^2) = O(\epsilon^2)$, while $a_2$ remains strictly zero (within the system (144-146)). The sign of $\epsilon$ for which the non-trivial solution satisfies the constraint $a_1 \geq 0$ is thus the one of $-(1 - 3m)$.

To analyze the sign of this quantity we can exclude the cases where $\tilde{m} = \pm 1$, as these reduce to purely symmetric models with either $q_1$ or $q_2$ labels. The type of bifurcation thus depends on the (integer) value of $q_1$ as follows:

- if $q_1 \geq 4$, for any value of $\tilde{m}$, the bifurcating solution exists for $\epsilon < 0$, leading to the non-tightness of the Kesten-Stigum bound for the reconstruction. This is the conclusion reached in [39], in the special case $q_1 = q_2$ and $\tilde{m} = 0$.
- if $q_1 \in \{1, 2\}$, for any value of $\tilde{m}$, the continuous solution is present above the Kesten-Stigum transition (for $\epsilon > 0$).
- if $q_1 = 3$ the scenario depends on the asymmetry parameter $\tilde{m}$: for $\tilde{m} < 0$ the bifurcation solution exists for $\epsilon < 0$, yielding a 1st order transition with the non-tightness of the Kesten-Stigum bound. On the other hand if $\tilde{m} > 0$ the non-trivial solution appears continuously in the large SNR regime, above the Kesten-Stigum transition.

Note that this classification is independent of the number $q_2$ of labels in the group which does not become critical at the Kesten-Stigum transition.

3. Higher-order terms and the existence of algorithmic spinodals

We have computed the next order in the expansion of (144-146), computing the coefficients of the terms that are cubic in the $a_i$’s, by specializing the generic equations (117-120) to the symmetry pattern of the $q_1 + q_2$ model. This requires in particular the determination of the most generic symmetric tensors with 3 and 4 indices, $B_{\sigma \tau \gamma}$ and $C_{\sigma \tau \gamma \beta}$, that are invariant under permutations of the labels inside $G_1$ and $G_2$; the resulting equations are rather long, we shall hence not write them completely but concentrate on the additional predictions they led us to.

As long as the coefficient of the quadratic term in the equation for the bifurcating $a_1$ is non-zero in the right hand side of (144-146), these higher order terms can only affect the solution quantitatively, but not qualitatively. Suppose first that the bifurcation is driven by $\mu_0$, and that $\tilde{m} = \tilde{m}_c = 1/\sqrt{3}$, in such a way that the first non-linear term in $a_0$ vanishes. In this case $a_0$ is solution of a quadratic equation of the form $0 = \epsilon + w a_1^2$; our computation yields explicitly the value of this coefficient $w$, which turns out to be proportional (with a positive constant depending only on $q_1$ and $q_2$) to the corresponding expression found in the asymmetric Ising case and written in (130), with $\mu_1$ playing the role of $\theta$. We argued this coefficient to be always negative for all degree distributions and sign of $\mu_1$, this case thus brings no novelty with respect to the situations investigated previously.

Suppose now that the bifurcation is driven by $\mu_1$, and that $q_1 = 3$, and $\tilde{m} = 0$, in such a way that the coefficient of $a_1^2$ in (144) vanishes. In this much more interesting case the leading order bifurcation equation becomes $0 = \epsilon + w a_1^2$,

with the following expression for the coefficient $w$ (with $\tilde{E}[\ell] \mu_1^2 = 1$ at lowest order):

$$w = 36 \left[ -3 \tilde{E}[\ell(\ell - 1)(\ell - 2)] \tilde{E}[\ell]^2 + \left( \frac{\tilde{E}[\ell(\ell - 1)]}{\tilde{E}[\ell]^2} \right)^2 \left( \frac{4}{\tilde{E}[\ell] - 1} - \frac{12}{\text{sign}(\mu_1) \sqrt{\tilde{E}[\ell]} - 1} - \frac{2\mu_0}{1 - \mu_0} + \frac{\tilde{E}[\ell] \mu_1^2}{1 - \tilde{E}[\ell] \mu_1^2} \right) \right] \hspace{1cm} (149)$$

The crucial point we want to emphasize is that $w$ can be made positive for well-chosen values of the parameters of the model, in particular when $|\mu_0|$ is close to $|\mu_1|$ (but still strictly smaller for the bifurcation to be driven by $\mu_1$). In such a case the non-trivial solution $a_1$ of the equation exists for $\epsilon < 0$, hence the Kesten-Stigum bound is not tight. Let us now argue that the situation depicted in Fig. 2 must occur in some part of the phase diagram of the $q_1 + q_2$ model; for simplicity let us consider that the degree distribution is Poissonian with average $c$, that we take as the SNR. Suppose that $q_1 = 3$ and fix the values of the $\mu_i$’s in such a way that $w > 0$ in the expression of (149). For $\tilde{m} = 0$ the analysis
above shows the existence of reconstruction down to \( c_{\text{sp}}(m = 0) < c_{KS} \), while \( c_{\text{alg}}(m = 0) = c_{KS} \) as the bifurcating solution exists only for \( c < 0 \). Suppose now that \( m \) is slightly increased to a small positive value; from (148) we conclude that a non-trivial perturbative solution exists for some range of \( c > c_{KS} \), but by continuity with the situation for \( m = 0 \) must undergo a bifurcation at some \( c_{\text{alg}}(m) > c_{KS} \). Also by continuity the spinodal of the high-accuracy branch \( c_{\text{sp}}(m) \) must persist for small enough \( m > 0 \), hence the existence of a bifurcation diagram as in Fig. 2. When \( m \) is further increased the two spinodals \( c_{\text{sp}}(m) \) and \( c_{\text{alg}}(m) \) collides and for even larger values of \( m \) the bifurcation diagram becomes the one of the left panel of Fig. 4. Indeed when \( m \to 1 \) the model reduces to a symmetric SBM with \( q_1 = 3 \) communities. Preliminary numerical results obtained by a resolution of the cavity equations via the population dynamics algorithm suggest a rather narrow domain of parameters for which this phenomenon of coexistence of two non-trivial stable solutions is observable, for this reason we do not present numerical data to illustrate this model.

K. On the definition of accuracy and the maximal overlap estimator

The covariance matrix \( A_{\tau} = \mathbb{E}[\delta_{\tau} \delta_{\tau}'] \) appeared naturally in our expansions as a measure of the deviation between the fixed point distribution \( P(\eta) \) solution of the cavity equations and the trivial fixed point \( \delta(\eta - \tilde{\eta}) \). Let us now briefly comment on its interpretation as the accuracy of an estimation procedure, and its connection with the maximal overlap estimator.

Consider the tree reconstruction problem explained in Sec. III C 1 and assume that the root had value \( \tau \) in the broadcast process; an observer, which has no direct knowledge of \( \tau \), computes its posterior probability distribution \( \eta \) given the values of spins on far away vertices of the tree. If the observer proposes as an estimator of \( \tau \) a random spin value chosen with probability \( \eta \), the probability of success of the reconstruction is, on average with respect to the broadcast, the estimation and the tree, \( \mathbb{E}_\tau[\eta_\tau] \). The probability of success if one had discarded all the observations, i.e. if one draws the estimator with the prior probability \( \eta \), is \( \eta_{\tau} \); the accuracy, defined as the difference of these two probabilities, is thus \( \mathbb{E}_\tau[\delta_\tau] \). Averaging finally over the value \( \tau \) of the unknown spin, we obtain the accuracy

\[
a = \sum_\tau \eta_\tau \mathbb{E}_\tau[\delta_\tau] = \sum_\tau A_{\tau \tau} = \text{Tr} \ A ,
\]

(150)

where we used the identity \([50]\) between conditional and unconditional distributions. For binary spins \( \sigma = \pm 1 \) there is an affine mapping between the MMSE and the accuracy.

Consider now the maximal overlap estimator defined in Sec. III A for which the observer estimates the value of the root as \( \text{argmax}_\sigma \eta_\sigma \). The probability of correct estimation can be expressed in different forms involving the conditional or unconditional distributions of \( \eta \), namely

\[
P_{\text{corr}} = \sum_\tau \eta_\tau \mathbb{E}_\tau[\mathbb{I}(\text{argmax}_\sigma \eta_\sigma = \tau)] = \mathbb{E} \left[ \sum_\tau \eta_\tau \mathbb{I}(\text{argmax}_\sigma \eta_\sigma = \tau) \right] = \mathbb{E}[\text{max}_\sigma \eta_\sigma] ,
\]

(151)

the first step resulting from the general change of density between condition and unconditional distributions expressed in (48). This quantity can easily be evaluated numerically from the resolution of the cavity equations by the population dynamics algorithm, it is however much more difficult to characterize it analytically than the accuracy \([150]\). If we could indeed determine systematically \( A_{\tau \tau} \) as a perturbative expansion in the small parameter \( \kappa \) in the neighborhood of the Kesten-Stigum transition, a similar determination is not possible for \( P_{\text{corr}} \). The scaling ansatz \([61]\) means that around the KS transition, the dominant behavior of \( \delta \) under \( P \) is described by \( \delta / \sqrt{\kappa} \xrightarrow{d} X \) (where \( X \) has a symmetric distribution). We can thus conclude that \( P_{\text{corr}} \) should behave as \( \text{max}_\sigma \eta_\sigma + C / \sqrt{\kappa} \), but with a prefactor \( C \) that involves the whole distribution of the rescaled random vector \( X \), and thus cannot be computed from a finite number of moments. An explicit determination of \( P_{\text{corr}} \) can be achieved in the large degree limit, thanks to the Gaussian simplifications explained in Sec. IV F. One finds indeed in this limit

\[
P_{\text{corr}} = \mathbb{E} \left[ e^{\text{max}_\sigma L_\sigma} \right] ,
\]

(152)

where the expectation is over a Gaussian vector \( L \) defined by its moments in Eq. (11). For instance in the symmetric Ising case \( (q = 2, m = 0) \), denoting \( \lambda = \lim(\mathbb{E}[|\ell|^2]) \) the SNR, a short computation yields

\[
P_{\text{corr}} = \frac{1}{2} + \int_0^{\sqrt{2 \lambda \kappa}} \frac{dt}{\sqrt{2 \pi}} e^{-\frac{t^2}{2}} ,
\]

(153)
where $a = a(\lambda)$ is the solution of

$$a = e^{-\lambda a} \left[ \frac{e^{2\sqrt{2\lambda a}Z}}{e^{2\sqrt{2\lambda a}Z} + e^{-2\sqrt{2\lambda a}Z}} \right] - \frac{1}{2},$$

(154)

with $Z$ a standard Gaussian random variable (of zero mean and unit variance). Expanding now these expressions around the Kesten-Stigum transition, i.e. setting $\lambda = 1 + \epsilon$ with $\epsilon \to 0^+$, one obtains the leading behavior $a \sim \epsilon/2$, while $P_{\text{corr}} \sim (1/2) + \sqrt{\epsilon/2\pi}$.

V. MOMENT EXPANSIONS FOR $k$-WISE INTERACTING ISING VARIABLES

We turn now to the second specialization of the formalism of Sec. III we will consider generic $k$-wise interactions, but we restrict now to binary variables ($q = 2$), that for convenience we will represent as Ising spins, $\chi = \{-1, 1\}$. As most of the reasonings are similar to the ones presented in Sec. IV we shall give less details on the computations and underline the main differences with the case of pairwise interacting Potts variables.

A. Fourier transforms of Boolean functions

The main ingredient defining the models under study here is a joint probability $p(\sigma_1, \ldots, \sigma_k)$ over $\{-1,+1\}^k$, invariant under all permutations of its arguments. This symmetry implies that $p(\sigma_1, \ldots, \sigma_k)$ only, and can thus be specified by $k$ real numbers (taking into account the normalization condition). The occupation models of [69], whose definition was recalled in Sec. III, correspond to the special case of a $p_j$ vanishing for some values of $(\sigma_1 + \cdots + \sigma_k)$, and constant otherwise. A convenient way to specify a generic permutation invariant $p_j$ is via the following representation,

$$p_j(\sigma_1, \ldots, \sigma_k) = \frac{1}{2^k} \left[ 1 + \gamma_1 \sum_{i=1}^{k} \sigma_i + \gamma_2 \sum_{i<j} \sigma_i \sigma_j + \cdots + \gamma_k \sigma_1 \cdots \sigma_k \right],$$

(155)

where the $\gamma_n$ are the Fourier coefficients of $p_j$. They can be expressed as

$$\gamma_n = \mathbb{E}[\tau_1 \cdots \tau_n]$$

(156)

where the average is over a configuration $(\tau_1, \ldots, \tau_k)$ drawn with probability $p_j(\tau_1, \ldots, \tau_k)$. Let us describe in these terms the conditional distribution $p_j(\tau_1, \ldots, \tau_{k-1} | \tau)$ obtained from $p_j$. Because of its invariance under the permutations of its $k-1$ first arguments, it is fully described by the averages of products of $n$ spins. These values are easily expressed in terms of the Fourier coefficients of $p_j$, as

$$\mathbb{E}[\tau_1 \cdots \tau_n | \tau] = \frac{\gamma_n + \tau \gamma_{n+1}}{1 + \tau \gamma_1} \quad \text{for} \quad n = 1, \ldots, k-1.$$

(157)

In what follows we will assume that the stationary probability distribution $\pi$ is unbiased, i.e. $\pi_+ = \pi_- = 1/2$. For the reversibility assumption of Sec. III to hold in this case one needs the marginal probability of a single variable drawn from $p_j$ to be also unbiased. In terms of the Fourier coefficient representation this is equivalent to $\gamma_1 = 0$ (see Eq. (156)). We will actually make a stronger hypothesis on $p_j$, namely that it is invariant under a global spin reversal: $p_j(\sigma_1, \ldots, \sigma_k) = p_j(-\sigma_1, \ldots, -\sigma_k)$. This implies that not only $\gamma_1$ but all the Fourier coefficients $\gamma_p$ with $p$ odd vanish. With this assumption (157) can be simplified into:

$$\mathbb{E}[\tau_1 \cdots \tau_{2p-1} | \tau] = \tau \gamma_{2p}, \quad \mathbb{E}[\tau_1 \cdots \tau_{2p} | \tau] = \gamma_{2p}.$$

(158)

B. Cavity equations and free-entropy functional

We have stated in Sec. III recursive equations obeyed by the distributions $P^{(\sigma)}(\eta)$, $\hat{P}^{(\sigma)}(\nu)$, and their unconditional versions $P^{(\sigma)}(\eta)$, $\hat{P}^{(\sigma)}(\nu)$; see (15-19). As we are dealing now with Ising variables we can use a more succinct notation,
a probability distribution over a Boolean variable being parametrized by a single real. We shall use the following notations,

\[
\eta = \frac{1 + m \sigma}{2}, \quad \nu = \frac{1 + u \sigma}{2},
\]

with \(m\) and \(u\) in \([-1, 1]\), and hence denote \(P_+^{(n)}(m), P_-^{(n)}(m), P_{\text{av}}^{(n)}(m)\) and \(\hat{P}^{(n)}(u)\) for the above distributions expressed with this parametrization. The Belief Propagation equation \([17]\) can then be reformulated as

\[
m = f(u^1, \ldots, u^\ell) = \frac{\prod_{i=1}^{\ell} (1 + u^i) - \prod_{i=1}^{\ell} (1 - u^i)}{\prod_{i=1}^{\ell} (1 + u^i) + \prod_{i=1}^{\ell} (1 - u^i)} = \tanh \left( \sum_{i=1}^{\ell} \text{atanh} (u^i) \right),
\]

with the normalization factor

\[
z(u^1, \ldots, u^\ell) = \frac{1}{2} \prod_{i=1}^{\ell} (1 + u^i) + \frac{1}{2} \prod_{i=1}^{\ell} (1 - u^i).
\]

The other BP equation \([18]\) reads in this notation:

\[
u = \tilde{f}(m^1, \ldots, m^{k-1}) = \frac{\gamma_1 + \gamma_2 \sum_{i=1}^{k-1} m^i + \gamma_3 \sum_{i<j} m^i m^j + \cdots + \gamma_k m^{1} \cdots m^{k-1}}{1 + \gamma_1 \sum_{i=1}^{k-1} m^i + \gamma_2 \sum_{i<j} m^i m^j + \cdots + \gamma_{k-1} m^{1} \cdots m^{k-1}}.
\]

With the assumption of invariance of \(p_j\) under global spin reversal the odd Fourier coefficients vanish and one can simplify this equation into

\[
u = \tilde{f}(m^1, \ldots, m^{k-1}) = \frac{1}{z(m^1, \ldots, m^{k-1})} \left( \gamma_2 \sum_{i=1}^{k-1} m^i + \gamma_4 \sum_{i_1 < i_2 < i_3} m^{i_1} m^{i_2} m^{i_3} + \cdots \right),
\]

\[
z(m^1, \ldots, m^{k-1}) = 1 + \gamma_2 \sum_{i<j} m^i m^j + \gamma_4 \sum_{i_1 < i_2 < i_3 < i_4} m^{i_1} m^{i_2} m^{i_3} m^{i_4} + \cdots.
\]

Let us now discuss the symmetry properties of the distributions \(P_+^{(n)}(m)\) and \(P_-^{(n)}(m)\), and the relationships between them. The consequences of the Bayes theorem stated in \([22]\) become, for an unbiased stationary distribution \(\bar{\eta}\),

\[
P^{(n)}(m) = \frac{1}{2} P_+^{(n)}(m) + \frac{1}{2} P_-^{(n)}(m), \quad P_+^{(n)}(m) = (1 + \tau m) P_-^{(n)}(m), \quad \int \text{d} P^{(n)}(m) m = 0.
\]

Actually the assumption of invariance under global spin reversal has further consequences: not only \(P^{(n)}\) has zero average, but it is also symmetric. Hence one has

\[
P^{(n)}(m) = P^{(n)}(-m), \quad P_+^{(n)}(m) = P_-^{(n)}(-m).
\]

Combining these two set of properties yields particularly simple identities between moments of these distributions. The change of densities between \(P_+^{(n)}\) and \(P_-^{(n)}\) means indeed that \(E_+^{(n)}[f(m)] = E_-^{(n)}[(1 + m)f(m)]\) for any function \(f(m)\). Applying this identity with \(f(m) = m^{2p}\) and \(f(m) = m^{2p-1}\) yields

\[
E_+^{(n)}[m^{2p}] = E_-^{(n)}[m^{2p}] + E_-^{(n)}[m^{2p+1}] = E_-^{(n)}[m^{2p}], \quad E_+^{(n)}[m^{2p-1}] = E_-^{(n)}[m^{2p-1}] + E_-^{(n)}[m^{2p}] = E_-^{(n)}[m^{2p}],
\]

where we exploited the symmetry of \(P^{(n)}\) that makes its odd moments vanish. These identities are well-known in the context of Low Density Parity Check Codes, see for instance lemma 3 in \([58]\). Spelling out these identities for the lowest order moments we obtain

\[
E_+^{(n)}[m] = E_-^{(n)}[m^2] = E_-^{(n)}[m^2], \quad E_+^{(n)}[m^3] = E_-^{(n)}[m^4] = E_-^{(n)}[m^4].
\]
The distributions \( \hat{P}_+^{(n)} \) and \( \hat{P}_+^{(n)} \) have exactly the same symmetry properties as \( P_+^{(n)} \) and \( P^{(n)} \), hence the random variables \( u \) enjoy the same identities as the \( m \)'s.

The identity \( P_+^{(n)}(m) = P_+^{(n)}(-m) \) that follows from the invariance under global spin-flip allows to close the equations (15, 16) on the two distributions \( P_+^{(n)}(m) \) and \( \hat{P}_+^{(n)}(u) \), that are found to evolve with \( n \) according to

\[
P_+^{(n+1)}(m) = \sum_{\ell=0}^{\infty} p_{\ell} \int d\hat{P}_+(u^1) \ldots d\hat{P}_+(u^{\ell}) \delta(m - f(u^1, \ldots, u^{\ell})) ,
\]

\[
\hat{P}_+^{(n)}(u) = \sum_{\tau_1, \ldots, \tau_{k-1}} p_c(\tau_1, \ldots, \tau_{k-1} | +) \int dP_+^{(n)}(m^1) \ldots dP_+^{(n)}(m^{k-1}) \delta(u - \hat{f}(m^1, \ldots, m^{k-1})) ,
\]

where the function \( f \) and \( \hat{f} \) are given in (160) and (163) respectively. This form is very convenient for a numerical resolution by the population dynamics algorithm (see Appendix A for more details on this point).

Equivalently the unconditional version of the cavity equations read

\[
P^{(n+1)}(m) = \sum_{\ell=0}^{\infty} p_{\ell} \int d\hat{P}(u^1) \ldots d\hat{P}(u^{\ell}) \delta(m - f(u^1, \ldots, u^{\ell})) z(u^1, \ldots, u^{\ell}) ,
\]

\[
\hat{P}^{(n)}(u) = \int dP(u^1) \ldots dP(m^{k-1}) \delta(u - \hat{f}(m^1, \ldots, m^{k-1})) z(m^1, \ldots, m^{k-1}) .
\]

The free-entropy functional can be expressed in these two versions of the cavity formalism from 24 to 28 as

\[
\phi(P, \hat{P}) = - \mathbb{E}[\ell] \int dP(m) d\hat{P}(u) z_c(m, u) \ln z_c(m, u)
\]

\[+ \frac{\mathbb{E}[\ell]}{k} \int dP(m^1) \ldots dP(m^k) z_c(m^1, \ldots, m^k) \ln z_c(m^1, \ldots, m^k)
\]

\[+ \sum_{\ell=1}^{\infty} p_{\ell} \int d\hat{P}(u^1) \ldots d\hat{P}(u^{\ell}) z_c(u^1, \ldots, u^{\ell}) \ln z_c(u^1, \ldots, u^{\ell}) ,
\]

\[
\phi(P_+, \hat{P}_+) = - \mathbb{E}[\ell] \int dP_+(m) d\hat{P}_+(u) \ln z_c(m, u)
\]

\[+ \frac{\mathbb{E}[\ell]}{k} \sum_{\sigma_1, \ldots, \sigma_k} p_c(\sigma_1, \ldots, \sigma_k) \int dP_+(m^1) \ldots dP_+(m^k) \ln z_c(\sigma_1 m^1, \ldots, \sigma_k m^k)
\]

\[+ \sum_{\ell=1}^{\infty} p_{\ell} \int d\hat{P}_+(u^1) \ldots d\hat{P}_+(u^{\ell}) \ln z_c(u^1, \ldots, u^{\ell}) ,
\]

where

\[
z_c(m, u) = 1 + m u ,
\]

\[
z_c(m^1, \ldots, m^k) = 1 + \gamma_2 \sum_{i<j} m^i m^j + \gamma_4 \sum_{i_1 < i_2 < i_3 < i_4} m^{i_1} m^{i_2} m^{i_3} m^{i_4} + \ldots ,
\]

\[
z_c(u^1, \ldots, u^{\ell}) = \frac{1}{2} \prod_{i=1}^{\ell} (1 + u^i) + \frac{1}{2} \prod_{i=1}^{\ell} (1 - u^i) .
\]

C. Stability analysis of the trivial fixed-point via moment expansions

The functions \( f(\{u^i\}) \) and \( \hat{f}(\{m^i\}) \) defined in the equations (160, 163) vanish when all their arguments are equal to 0, which traduces the stationarity of the unbiased distribution \( \eta \). As a consequence the distributions \( P^{(n)}(m) = \delta(m) \), \( \hat{P}^{(n)}(u) = \delta(u) \) form a fixed point of the cavity equations. Following the same strategy as in Sec. IV D we shall now investigate its stability, by first locating the Kesten-Stigum transition where the trivial fixed point go from stable to unstable, and then looking for a bifurcating non-trivial fixed point in a neighborhood of the transition.
1. Linear analysis

Linearizing for small arguments the functions \( f(\{u^i\}) \) and \( \tilde{f}(\{m^i\}) \) defined in Eqs. 160 and 163 and inserting this expansion in the conditional distribution recursions (168 and 169) yields very easily

\[
E_+^{(n+1)}[m] = \tilde{E}[f]E_+^{(n)}[m] , \quad E_+^{(n)}[u] = (k - 1)\gamma_2 E[r_1 | +]E_+^{(n)}[m] ,
\]

(177)
with \( E[r_1 | +] = \gamma_2 \) as proven before in 158. Putting these two equations together, and expressing the conditional first moments in terms of the unconditional second moments according to 167 gives

\[
E^{(n+1)}[m^2] = \tilde{E}[\ell](k - 1)\gamma_2^2 E^{(n)}[m^2] .
\]

(178)
This implies that the Kesten-Stigum transition occurs when

\[
\tilde{E}[\ell](k - 1)\gamma_2^2 = 1 ;
\]

(179)
in the following we shall assume that the second Fourier coefficient does not vanish, \( \gamma_2 \neq 0 \), for this bifurcation to occur at a finite value of \( \tilde{E}[\ell] \) (this excludes notably the case of a XORSAT constraint for \( p_1 \) whenever \( k \geq 3 \)).

2. Second order expansion: the continuity of the Kesten-Stigum transition

We look now for a fixed point distribution \( P(m) \) in the neighborhood of the Kesten-Stigum transition; we need to make an ansatz on the behavior of its moments in order to reduce the functional bifurcation problem to a finite-dimensional one, as already explained for the case of Potts variables in Sec. 1VD. Thanks to the spin reversal symmetry we known that for all odd moments \( E[m^{2p+1}] = E[u^{2p+1}] = 0 \); we assume the existence of a small parameter \( \kappa \) such that the even moments scale as \( E[m^{2p}] = O(\kappa^p) \), \( E[u^{2p}] = O(\kappa^p) \). Pushing the expansion of \( f(\{u^i\}) \) and \( \tilde{f}(\{m^i\}) \) to the order needed to obtain the first correction to the variances of \( u \) and \( m \) yields after a short computation:

\[
E[m^2] = \tilde{E}[\ell]E[u^2] - \tilde{E}[\ell(\ell - 1)](E[u^2])^2 + O(\kappa^3) ,
\]

(180)
\[
E[u^2] = (k - 1)\gamma_2^2 E[m^2] - (k - 1)(k - 2)\gamma_2^2 E[m^2]^2 + O(\kappa^3) .
\]

(181)
Eliminating the variance of \( u \) gives us a single equation on \( E[m^2] \); we shall denote \( a = E[m^2]/2 \) in such a way that this quantity corresponds to the one of Sec. 1VD which obeys

\[
a = \tilde{E}[\ell](k - 1)\gamma_2^2 a - 2\tilde{E}[\ell](k - 1)(k - 2)\gamma_2^2 a^2 - 2\tilde{E}[\ell(\ell - 1)]((k - 1)\gamma_2^2 a)^2 + O(\kappa^3)
\]

(182)
Denoting \( \tilde{E}[\ell](k - 1)\gamma_2^2 = 1 + \epsilon \), with \( \epsilon \) parametrizing the distance to the Kesten-Stigum transition, dividing the equation by \( a \), and taking \( \epsilon = 0 \) in the correction term gives

\[
0 = \epsilon - 2 \left( (k - 2)\gamma_2 + \frac{\tilde{E}[\ell(\ell - 1)]}{E[\ell]^2} \right) a .
\]

(183)
We shall show now that the expression in the square bracket is non-negative for all the models encompassed by the study of this Section, hence that the bifurcating solution (which must certainly obey the positivity condition \( a = E[m^2] > 0 \) always exists for \( \epsilon > 0 \), i.e. in the regime of parameters where the trivial fixed point is unstable. To prove our claim we first notice that the Fourier coefficient \( \gamma_2 \) lies necessarily in the interval \( [\frac{1}{k - 1}, 1] \). Indeed, from the interpretation of these coefficients as spin averages given in 166 we obtain

\[
E[(r_1 + \cdots + r_k)^2] = \tilde{E}[k r_1^2 + k(k - 1)r_1 r_2] = k(1 + (k - 1)\gamma_2) \geq 0 \Rightarrow \gamma_2 \geq -\frac{1}{k - 1} ,
\]

(184)
where we have merely exploited the permutation invariance and the fact that Ising spins square to 1. Moreover the upper-bound \( \gamma_2 = E[r_1 r_2] \leq 1 \) is obvious. Then we rewrite the square bracket of 183 as

\[
\frac{\tilde{E}[\ell^2] - E[\ell]^2}{E[\ell]^2} + 1 - \frac{1}{E[\ell]} + (k - 2)\gamma_2 = \frac{\tilde{E}[\ell^2] - E[\ell]^2}{E[\ell]^2} + (1 - (k - 1)\gamma_2^2 + (k - 2)\gamma_2) ,
\]

(185)
where we used the Kesten-Stigum condition \( \tilde{E}[\ell](k - 1)\gamma_2^2 = 1 \). The first term above is proportional to the variance of the offspring distribution, hence non-negative; as \( 1 - (k - 1)x^2 + (k - 2)x \geq 0 \) for \( x \in [-1/(k - 1), 1] \), the authorized interval of variation of \( \gamma_2 \), the second term in 185 is also non-negative.
3. Third order expansion

We have also pushed the expansion in moments to the next order; compared to the Potts case the computations are much easier, thanks on the one hand to the binary nature of the variable (hence the moments to be determined are scalar quantities that do not bear any spin index), and on the other hand to the spin-flip symmetry (which cancels the moments of odd order). Let us introduce for convenience some more compact notations, that are reminiscent of the ones used in Sec. IV:

\[ a = \frac{1}{2} \mathbb{E}[m^2], \quad b = \mathbb{E}[m^4], \quad \hat{a} = \frac{1}{2} \mathbb{E}[u^2], \quad \hat{b} = \mathbb{E}[u^4]. \]  

(186)

These quantities obey the following set of equations:

\[
\begin{align*}
a &= \hat{\mathbb{E}}[\ell] \hat{a} - 2 \hat{\mathbb{E}}[\ell(\ell - 1)] \hat{\alpha}^2 + \hat{\mathbb{E}}[\ell(\ell - 1)] \hat{\alpha} \hat{b} + \frac{20}{3} \hat{\mathbb{E}}[\ell(\ell - 1)(\ell - 2)] \hat{\alpha}^3, \\
b &= \hat{\mathbb{E}}[\ell] \hat{b} + 12 \hat{\mathbb{E}}[\ell(\ell - 1)] \hat{\alpha}^2, \\
\hat{a} &= (k - 1)\gamma_2^a a - 2(k - 1)(k - 2)\gamma_2^a a^2 + (k - 1)(k - 2)\gamma_2^a b + 4(k - 1)(k - 2)(k - 3) \left( \frac{\gamma_2^2}{6} - \gamma_2^a \gamma_4 + \frac{5\gamma_2^4}{2} \right) a^3, \\
\hat{b} &= (k - 1)\gamma_2^b b + 12(k - 1)(k - 2)\gamma_2^a a^2,
\end{align*}
\]

(187)

where in \( a \) and \( \hat{a} \) (resp. in \( b \) and \( \hat{b} \)) we neglected terms of order \( \kappa^4 \) (resp. \( \kappa^3 \)).

The expansion of the free-entropy to the corresponding order yields

\[
\phi(a, b, \hat{a}, \hat{b}) = (k - 1)\gamma_2^a a^2 - \frac{4}{3}(k - 1)(k - 2)\gamma_2^a a^3 + \frac{1}{24}(k - 1)(k - 2)\gamma_2^a b^2 + (k - 1)(k - 2)\gamma_2^a a^2 b \\
+ 2(k - 1)(k - 2)(k - 3) \left( \frac{\gamma_2^2}{6} - \gamma_2^a \gamma_4 + \frac{5\gamma_2^4}{2} \right) a^4 \\
+ \hat{\mathbb{E}}[\ell] \hat{\alpha} - \frac{4}{3} \hat{\mathbb{E}}[\ell(\ell - 1)] \hat{\alpha}^2 + \frac{1}{24} \hat{\mathbb{E}}[\ell] \hat{\alpha}^2 + \hat{\mathbb{E}}[\ell(\ell - 1)] \hat{\alpha}^2 \hat{b} + \frac{10}{3} \hat{\mathbb{E}}[\ell(\ell - 1)(\ell - 2)] \hat{\alpha}^4 \\
- 2 a \hat{a} - \frac{1}{12} b \hat{b};
\]

one can check that the derivatives of this expression vanish when the cavity equations \([187]\) are fulfilled, a property which arises from the variational character of the free-entropy. Another short computation also reveals that the free-entropy, computed on the non-trivial perturbative fixed-point which here always exists for \( \epsilon > 0 \), behaves as \( \epsilon^3 \) (with a positive prefactor) when \( \epsilon \to 0^+ \).

D. Numerical results for two examples

In order to confirm our analytical expansions, and to complement them with a global bifurcation analysis, we have solved numerically the cavity equations for two cases of occupation models, as we shall now detail.

1. Bicoloring

We considered first the bicoloring problem, for which the joint probability \( p_i(\sigma_1, \ldots, \sigma_k) = 0 \) if \( \sigma_1 = \cdots = \sigma_k = \pm 1 \), \( 1/(2^k - 2) \) otherwise. This constraint forbids monochromatic hyperedges, and give an equal weight to all configurations with at least one positive and at least one negative variable around it. One easily finds the corresponding value of the Fourier coefficients,

\[
\gamma_n = \frac{1}{2^{k-1} - 1} \quad (189)
\]

for all even \( n \) between 2 and \( k \) (the odd coefficients vanish due to the up-down symmetry). We used for the degree distributions \( p_\ell \equiv \tilde{p}_\ell \) Poisson laws of average \( \alpha k \), that corresponds to a random hypergraph with \( M = \alpha N \) constraints. The criterion \([179]\) shows then that the Kesten-Stigum transition happens at

\[
\alpha_{KS} = \frac{(2^k - 1)^2}{k(k - 1)}.
\]

(190)
The figure discusses the variance \( \alpha = \mathbb{E}[m^2] \) of the fixed-point solutions of the cavity equations reached from the reconstruction (informative) and robust reconstruction (uninformative) initial condition. As discussed there our analytical prediction on the existence of a bifurcating solution above the Kesten-Stigum transition is confirmed by this numerical results, and for \( k = 3, 4, 5 \) we find explicit realizations of the bifurcation diagrams presented in the left panel of Fig. 4 and in both panels of Fig. 2. On Fig. 9 we plot the complexity (i.e. minus the free-entropy) of these fixed-points; the location of the discontinuity in the derivative of the solution that minimizes the complexity defines the threshold \( \alpha_{\text{IT}} \) reported in Table I. We chose here to plot the opposite of the free-entropy as it is a more familiar quantity in the context of random, instead of planted, constraint satisfaction problems. The interpretation of this coexistence of solutions in this context has been discussed, also on the example of the bicoloring, in \cite{47}.

2. 2-in-4 satisfiability

We have also considered the so-called 2-in-4 satisfiability model in the nomenclature of \cite{46}, defined by \( k = 4 \) and \( p_j(\sigma_1, \sigma_2, \sigma_3, \sigma_4) = \mathbb{I}(\sigma_1 + \sigma_2 + \sigma_3 + \sigma_4 = 0)/6 \); the constraint imposes that among the four variables exactly two are positive and two negative. The corresponding Fourier coefficients are

\[
\gamma_1 = \gamma_3 = 0, \quad \gamma_2 = -\frac{1}{3}, \quad \gamma_4 = 1;
\]

note that this case saturates the lower-bound on \( \gamma_2 \).

In our numerical investigation we have used truncated Poisson distributions for \( p_\ell \) and \( \tilde{p}_\ell \), namely

\[
p_\ell = \frac{1}{e^\ell - 1 - c \ell!} \mathbb{I}(\ell \geq 2), \quad \tilde{p}_\ell = \frac{1}{e^\ell - 1 / \ell!} \mathbb{I}(\ell \geq 1).
\]

The averages of these distribution are

\[
\mathbb{E}[\ell] = \frac{c}{1 - e^{-c}}, \quad \bar{\mathbb{E}}[\ell] = \frac{c}{1 - e^{-c}}.
\]

In terms of this parameter \( c \) the Kesten-Stigum transition is thus found to happen at \( c_{\text{KS}} \approx 2.82144 \).

Note that this is a locked model in the sense of \cite{46}, as the minimal degree of a variable is 2 and no pair of configurations allowed by \( p_\ell \) differ from one single spin flip: the typical solutions of such a Constraint Satisfaction Problem on a locally tree-like factor graph are separated by an Hamming distance that diverges with the graph size. Nevertheless this property does not have any effect on the existence of a continuously bifurcating solution above the Kesten-Stigum transition. In some sense the locked property is a “high-frequency condition” on \( p_\ell \), whereas we have shown that the criterion \cite{45} only depends on the low frequency Fourier coefficient \( \gamma_2 \).

Indeed our numerical resolution of the cavity equations showed that a continuously growing solution exists right above the Kesten-Stigum transition, and disappears at \( c_{\text{alg}} \approx 2.84 \). Note that the interval \([c_{\text{KS}}, c_{\text{alg}}]\) is very small, which explains why it remained unnoticed in \cite{11}. This model thus falls in the scenario sketched on the right panel of Fig. 2 with the other thresholds \( c_{\text{sp}} \approx 1.256 \) and \( c_{\text{IT}} \approx 1.853 \) correctly determined in \cite{11}. Actually for locked models the high-accuracy fixed point is perfectly informative, as it corresponds to \( P_\ell(m) = \delta(m - \tau) \); the transition at \( c_{\text{sp}} \) corresponds to a change of stability of this perfectly informative fixed point, that can be tested by taking \( \varepsilon \to 1 \) after \( n \to \infty \) in \cite{30}, a procedure termed small noise reconstruction in \cite{46}.
VI. NUMERICAL EXPERIMENTS ON SINGLE SAMPLES

This Section is devoted to a study of the behaviour of the Belief Propagation (BP) algorithm run on given instances of two inference problems defined and studied analytically in the previous Sections, namely the planted hypergraph bicoloring and the asymmetric SBM with two groups. As a matter of fact, most of the analytical results presented in the rest of the paper directly apply to (infinite) tree reconstruction problems, their interpretation in terms of inference on (large but) finite size graphs relying on delicate conjectures of the cavity method, as briefly discussed in Sec. III C 2. The experiments reported in this Section will allow us to test this connection, and to confront quantitatively the predictions of the tree reconstruction problem, studied numerically via the population dynamics algorithm, and the results of BP on single large instances. Because of the local convergence of the graph problems towards trees it is quite simple to see that a finite number of iterations of BP can be described analytically, in the thermodynamic limit, by a finite number of the tree distributional iterations (15,16). There are, however, two aspects that make the graph-tree connection much less trivial and justify these numerical tests: (i) on finite graphs BP can be run until convergence to a fixed point (FP), i.e. for a number of iterations much larger than the girth of the graph, this regime cannot a priori be described in terms of tree-like local properties and could be sensitive to the long cycles of the graph; (ii) in the graph problems there is initially no observation of the labels on the vertices, the infinitesimal information of the tree robust reconstruction problem must thus arise from the amplification of noise in the initial condition of BP.

A. Generation of planted problems, BP equations and observables

The models that we study numerically, namely random hypergraph bicoloring and asymmetric SBM with 2 groups, have been already defined in detail in Sec. III A. Here we just give additional informations about the generation of the instances with a planted solution, and about the BP equations and the way we solve them, for the convenience of the reader who would like to repeat our numerical tests. Both models have Ising (i.e. binary) variables \( \sigma_i \in \{−1, 1\} \), and thus the marginals can be written in terms of a single scalar variable.

1. Random hypergraph bicoloring

The random ensemble of hypergraph bicoloring problems has three parameters: the number of variables \( N \), the number of constraints \( M = \alpha N \), and the degree of the factor nodes \( k \) (i.e. the number of variables per constraint). The \( N \) variables are divided in 2 groups of equal size and the planted configuration is defined as \( \sigma_i^* = 1 \) in the first group and \( \sigma_i^* = −1 \) in the second one. For each of the \( M \) constraints we extract \( k \) variables uniformly at random, conditional on the \( k \) variables not belonging all to the same group (we implemented this condition by a rejection method). The random graph thus obtained can be described by the set \( E \) of edges \((ia)\) connecting variables nodes and factor nodes \((1 \leq i \leq N, 1 \leq a \leq M \text{ and } |E| = KM)\).

One can write the posterior distribution of \( \sigma \) given the observation of the graph and treat this probability measure with the BP algorithm, that can be put after some simplifications under the form of messages \( \eta_{i\to a} \) and \( \hat{\eta}_{a\to i} \), passed between variables and interactions obeying the following equations:

\[
\eta_{i\to a}^{(t)} = \frac{\prod_{b \in \partial a \setminus \{a\}} \eta_{b\to i}^{(t−1)} \eta_{b\to i}^{(t−1)}}{\prod_{b \in \partial a \setminus \{a\}} \eta_{b\to i}^{(t−1)} + \prod_{b \in \partial a \setminus \{a\}} (1 − \eta_{b\to i}^{(t−1)})},
\]

\[
\hat{\eta}_{a\to i}^{(t)} = \gamma \hat{\eta}_{a\to i}^{(t−1)} + (1 − \gamma) \frac{1 − \prod_{j \in \partial a \setminus \{a\}} \hat{\eta}_{j\to a}^{(t−1)}}{2 − \prod_{j \in \partial a \setminus \{a\}} \hat{\eta}_{j\to a}^{(t−1)} − \prod_{j \in \partial a \setminus \{a\}} (1 − \hat{\eta}_{j\to a}^{(t−1)})},
\]

where \( \partial i = \{a : (ia) \in E\} \) and \( \partial a = \{i : (ia) \in E\} \) are the local neighborhoods of variable and factor nodes respectively, and \( \gamma \) is a damping factor set to 0.5 in most of our numerical simulations. The BP messages \( \eta_{i\to a} \) and \( \hat{\eta}_{a\to i} \) represent the probability that variable \( i \) belongs to a given group (say the first group) in a modified graph where some of the edges have been removed: in particular \( \eta_{i\to a} \) considers the graph where constraint \( a \) has been removed, while \( \hat{\eta}_{a\to i} \) considers the graph where constraints in \( \partial \setminus \{a\} \) have been removed.

BP messages are initialized in the following way: with probability \( q_0 \) we set \( \eta_{i\to a}^{(0)} = \hat{\eta}_{a\to i}^{(0)} = \mathbb{1}[\sigma_i^* = 1] \) and with probability \( 1 − q_0 \) we set \( \eta_{i\to a}^{(0)} = 0.5 \) and \( \hat{\eta}_{a\to i}^{(0)} \in [0.45, 0.55] \) uniformly at random. The parameter \( q_0 \) (the \( q_0 \) and \( q \) of this Section should not be confused with the number of states of the Potts model of the rest of the paper) thus controls the amount of direct information on the planted configuration we use in this initial condition. Of course only...
$q_0 = 0$ should be considered if we want to study BP as an inference algorithm that does not use any information on the hidden labels. It is, however, useful to allow arbitrary values of $q_0$ as a tool to investigate the connections between the tree and graph problems. The choice of distributing the messages in the interval $[0.45, 0.55]$ for the non-informed vertices is made to avoid the trivial fixed point with all messages $\eta = \hat{\eta} = 0.5$.

BP messages are not updated all in parallel, as the time indices in Eqs. (194,195) may suggest. In each step of BP we visit all the variables once in a random order: for each variable $i$ we compute all the outgoing messages $\eta_{i\to a}$ according to Eq. (194) and immediately we update all the BP messages leaving neighbouring factor nodes according to Eq. (195). By these tricks (and the use of damping) we avoid any undesirable oscillation and improve convergence to fixed points. Convergence is declared achieved if, in a given step of BP, all messages change by less than a pre-fixed threshold, i.e. $|\eta_{i\to a}^{(t)} - \eta_{i\to a}^{(t-1)}| < 10^{-8}$.

At a fixed point $\{\eta_{i\to a}^{*}, \hat{\eta}_{i\to a}^{*}\}$ of the BP equations, the local magnetizations are given by

$$m_i^* = \frac{\prod_{a \in \partial i} \hat{\eta}_{a\to i}^* - \prod_{a \in \partial i} (1 - \hat{\eta}_{a\to i}^*)}{\prod_{a \in \partial i} \hat{\eta}_{a\to i}^* + \prod_{a \in \partial i} (1 - \hat{\eta}_{a\to i}^*)}.$$  \hspace{1cm} (196)

Because of the global spin-flip symmetry of the model the mean magnetization $m = \sum_i m_i^*/N$ is zero, while detection of the planted solution is signalled by the following order parameters: the staggered magnetization $m_s$ (i.e. the absolute value of the mean overlap with the planted configuration), the magnetization variance $m_2$ (recall that $\overline{m} = 0$ here), that equals the mean overlap between two real replicas, and the maximum overlap $q$ with the planted configuration, defined as

$$m_s = \frac{1}{N} \left| \sum_i m_i^* s_i^* \right|, \quad m_2 = \frac{1}{N} \sum_i (m_i^*)^2, \quad q = \frac{1}{N} \sum_i \text{sign}(m_i^*) s_i^*.$$  \hspace{1cm} (197)

The Bethe (replica symmetric) entropy is given by the following expression

$$S = \frac{1}{N} \sum_i \log \left[ \prod_{a \in \partial i} \hat{\eta}_{a\to i}^* + \prod_{a \in \partial i} (1 - \hat{\eta}_{a\to i}^*) \right] + \frac{1}{N} \sum_a \log \left[ 1 - \prod_{i \in \partial a} \eta_{i\to a}^* - \prod_{i \in \partial a} (1 - \eta_{i\to a}^*) \right]$$
$$- \frac{1}{N} \sum_{\{ia\}} \log \left[ \hat{\eta}_{a\to i}^* \hat{\eta}_{i\to a}^* + (1 - \hat{\eta}_{a\to i}^*)(1 - \eta_{i\to a}^*) \right].$$  \hspace{1cm} (198)

that reduces to $S_{\text{para}} = \left[ \log(2) + \alpha \log(1 - 2^{1 - s}) \right]$ on the paramagnetic (trivial) BP fixed point, where all messages are non-informative $\hat{\eta}_{a\to i} = \eta_{i\to a} = 1/2$.

2. Asymmetric two groups SBM

An instance of the asymmetric SBM with 2 groups is generated using the following 4 parameters: the number of variables $N$, the mean degree $d$, the asymmetry $\overline{m}$ and the parameter $\theta$ related to the SNR. The $N$ variables are divided in 2 groups of sizes $N_1 = \frac{1 + \overline{m}}{2} N$ and $N_2 = \frac{1 - \overline{m}}{2} N$, such that the planted configuration is $\sigma^*_1 = 1$ in the first group and $\sigma^*_2 = -1$ in the second group. Then the edge set $E$ of the interaction graph between the variable nodes is generated by selecting uniformly at random $M_{11} = N_1^2 c_{\sigma\tau}$ edges among variables in the first group, $M_{22} = N_2^2 c_{\sigma\tau}$ edges among variables in the second group and $M_{12} = N_1 N_2 c_{\sigma\tau}$ edges joining variables in different groups, where $c_{\sigma\tau} = d(1 + \theta (\frac{\sigma - \overline{m}}{2\sqrt{\overline{m}}})^2)$. It is easy to check that $\frac{M_{11}}{N_1^2} + \frac{M_{12}}{2N_1^2} = \frac{M_{22}}{N_2^2} + \frac{M_{12}}{2N_2^2} = \frac{d}{2}$, i.e. the mean degree in each group is the same. It is worth noticing that these rules define a “microcanonical” ensemble of random graphs having a fixed number of edges. In the “canonical” ensemble of random graphs, each possible edge is chosen independently with a given probability and thus the number of edges is a random variable. The difference between the two ensemble vanishes in the large $N$ limit, and produces fluctuations of order $O(1/\sqrt{N})$ in intensive observables measured in finite graphs. The BP equations for the posterior measure of the SBM were written in the general case in [8, 9], we reproduce here this derivation for the asymmetric two group model.

We shall rewrite the posterior probability as the Gibbs measure of an Ising model

$$P(\sigma) \propto \exp \left[ \sum_i H_i \sigma_i + \sum_{i<j} J_{ij} \sigma_i \sigma_j \right],$$  \hspace{1cm} (199)
where here and in the following $\propto$ denotes proportionality up to a constant independent of the spin variables. Indeed the prior is given by
\[
\prod_i \frac{1 + m \sigma_i}{2} \propto e^{H \sum_i \sigma_i} \quad \text{with} \quad \tanh(H) = m, \tag{200}
\]
while the likelihood is proportional to
\[
\prod_{(ij) \in E} \frac{1}{N} c_{ij} \prod_{(ij) \notin E} \left(1 - \frac{1}{N} c_{ij}\right) \simeq \prod_{(ij) \in E} \frac{1}{N} c_{ij} \exp \left(- \frac{1}{N} \sum_{i<j} c_{ij}\right), \tag{201}
\]
where $c$ is the affinity matrix with which the edges have been generated. We have approximated the product over the non-edges (i.e., pairs of vertices not connected by an edge) with a sum over all pairs of variables, the difference being a correction of order $O(1/N)$ in the large $N$ limit. The following algebraic relation that holds for $\sigma, \tau \in \{-1, 1\}$
\[
c_{\sigma \tau} = d \left(1 + \theta \frac{(\sigma - m)(\tau - m)}{1 - m^2}\right) \propto e^{d \sigma \tau/2 - K(\sigma \tau)} \quad \text{with} \quad J = \frac{1}{4} \log \left[\frac{(1 + \theta)^2 - m^2(1 - \theta)^2}{(1 - \theta)^2(1 - m^2)}\right], \tag{202}
\]
\[
J_{ij} = \begin{cases} J - \frac{d \theta}{(1 - m^2)N} & \text{if } (ij) \in E, \\ -\frac{d \theta}{(1 - m^2)N} & \text{if } (ij) \notin E. \end{cases} \tag{203}
\]
allows to rewrite the first term of the likelihood in exponential form
\[
\exp \left[J \sum_{(ij) \in E} \sigma_i \sigma_j - K \sum_i d_i \sigma_i\right]. \tag{205}
\]
The second term of the likelihood (the one given by all the edges, including those absent from the graph) provides a term proportional to
\[
\exp \left[- \frac{d \theta}{2(1 - m^2)N} \left(\sum_i \sigma_i - Nm\right)^2\right]. \tag{206}
\]
So the posterior distribution that we have to study is given by the following expression
\[
\mathbb{P}[\sigma] \propto \exp \left[\sum_i \left(H - d_i K + \frac{d \theta m}{1 - m^2}\right) \sigma_i + J \sum_{(ij) \in E} \sigma_i \sigma_j - \frac{d \theta}{1 - m^2} N \sum_{i<j} \sigma_i \sigma_j\right], \tag{207}
\]
that corresponds to an Ising model with local fields and couplings given by
\[
H_i = H - d_i K + \frac{d \theta m}{1 - m^2}, \tag{208}
\]
\[
J_{ij} = \begin{cases} J - \frac{d \theta}{(1 - m^2)N} & \text{if } (ij) \in E, \\ -\frac{d \theta}{(1 - m^2)N} & \text{if } (ij) \notin E. \end{cases} \tag{209}
\]
The corresponding BP equations are very well known
\[
u_{i \rightarrow j} = \text{atanh} \left[\tanh(J_{ij}) \tanh(H_i + \sum_{k \neq j} u_{k \rightarrow i})\right]. \tag{210}
\]
Unfortunately these BP equations involve $N(N-1)$ messages $u_{i \rightarrow j}$ with $i \neq j$ (we assume $u_{i \rightarrow i} = 0$) and we need to simplify the if we want BP to run in a time linear in the system size. The main observation to achieve such a simplification is that BP messages running along the non-edges, i.e., sent between vertices not connected in $E$, are $O(1/N)$ and thus very small. The following equations hold up to terms of order $O(1/N)$ if $(ij) \notin E$:
\[
u_{i \rightarrow j} = J_{ij} \tanh \left(H_i + \sum_{k \neq j} u_{k \rightarrow i}\right) = J_{ij} m_i, \tag{211}
\]
where the first equality comes from $J_{ij}$ being $O(1/N)$, while the second one from ignoring $u_{j \rightarrow i} \sim O(1/N)$ in the definition of local magnetization

$$m_i \equiv \tanh \left( H_i + \sum_k u_{k \rightarrow i} \right). \tag{212}$$

Eliminating BP messages on non-edges via the substitution $u_{i \rightarrow j} = -d\theta m_i/(1 - \overline{m}^2)N$ we end up working only with the $O(N)$ BP messages running on the edges in $E$. These are updated according to the following iterative equations

$$u_{i \rightarrow j}^{(t+1)} = \gamma u_{i \rightarrow j}^{(t)} + (1 - \gamma) \tanh(J) \tanh \left( \frac{H_i^{(t)} + \sum_{k \in \partial \setminus j} u_{k \rightarrow i}^{(t)}}{2} \right), \tag{213}$$

where $\partial i = \{j : (ij) \in E\}$ and we have redefined the local fields including also the effect of the non-edges

$$\tilde{H}_i^{(t)} = H - d_i K + \frac{d\theta}{1 - \overline{m}^2} \left( \overline{m} - \frac{1}{N} \sum_{i} m_i^{(t)} \right). \tag{214}$$

The local magnetizations are defined via

$$m_i^{(t)} = \tanh \left( \tilde{H}_i^{(t)} + \sum_{k \in \partial i} u_{k \rightarrow i}^{(t)} \right). \tag{215}$$

We solve equations \[213\] starting from a set of BP messages strongly biased towards a configuration $\overline{z}^0$, that is $u_{i \rightarrow j}^{(0)} = L_{ij}^{0}$, where $L$ is a large number (we fix $L = 100$ in our simulations, but the results are independent on $L$). Again we call $q_0$ the similarity between the starting configuration and the planted one, that is the components of $\overline{z}^0$ are independent random variables distributed according to

$$P[r_i^0 = s] = q_0 \delta_{s,\sigma_i^*} + (1 - q_0) \frac{1 + \overline{m}s}{2}. \tag{216}$$

BP messages are updated in a random order and convergence is determined by the condition

$$\left| m_i^{(t+1)} - m_i^{(t)} \right| < 10^{-8} \quad \forall i. \tag{217}$$

At the BP fixed point, the local magnetizations are given by

$$m_i^* = \tanh \left( \tilde{H}_i^* + \sum_{j \in \partial i} u_{j \rightarrow i}^* \right). \tag{218}$$

The parameters $m_s$, $m_2$ and $q$ defined in Eq. \[197\] signal again the detection of the planted configuration (for $\overline{m} \neq 0$ the absolute value in the definition of $m_i$ is not strictly required, but keeping it is not an error). It is worth noticing that in this case the non-informative fixed point is characterized by the BP messages $u_{i \rightarrow j}^* = K$ and by the order parameters $m_s = m_2 = \overline{m}^2$ and $m_2 = \overline{m}$, due to the asymmetry in the model.

With a little bit of algebra, the Bethe RS free-entropy can be simplified to the following form,

$$\log(Z) = N(1 - d) \log(2) - \sum_i \frac{1 - d_i}{2} \log \left( 1 - (m_i^*)^2 \right) + \frac{d\theta}{2(1 - \overline{m}^2)N} \left( \sum_i m_i^* \right)^2 + \sum_{(ij) \in E} \log \sum_{\sigma_i,\sigma_j} \exp \left[ \left( \tilde{H}_i^* + \sum_{k \in \partial i} u_{k \rightarrow i}^* \right) \sigma_i + \left( \tilde{H}_j^* + \sum_{k \in \partial j} u_{k \rightarrow j}^* \right) \sigma_j + J \sigma_i \sigma_j \right]. \tag{219}$$

### B. Results for random hypergraph bicoloring

We present results for $k = 3, 4, 5$ and system size $N = 10^6$ (some samples of size $N = 10^5$ are shown just for the scaling of the convergence time). Every time we present three plots in a row, the left one refers to $k = 3$, the central one to $k = 4$ and the right one to $k = 5$. 
In Figure 10 we show the order parameter $m_s$ that detects the planted configuration. Red filled points correspond to the BP fixed point reached starting with the $q_0 = 0$ initial condition (i.e. with no direct information on the planted configuration), while blue open points correspond to the BP fixed point reached from the $q_0 = 1$ initial condition (complete information on the planted configuration). For comparison we also draw with lines the results obtained solving via population dynamics the cavity equations: red (resp. blue) line corresponds to results obtained with an initial condition (30) having $\varepsilon = 10^{-3}$ (resp. $\varepsilon = 1$), while green line is the result that is obtained with both initial condition (i.e. it is independent on the initial condition). These cavity equations results were already plotted in Fig. 6 in slightly different units, namely $a$.

For each $\alpha$ value we run BP on three different samples and we report in the plots only the data corresponding to cases where the convergence criterion was met within $10^4$ BP steps (Fig. 11 shows that this happens most of the time). Zooming in the plots one should be able to see three data points very nearby; if one fails to see three different points it is because the data from different samples perfectly coincide or because BP on some samples did not reach convergence (the last case happen especially at $\alpha_{KS}$ and very close to it).

We notice that for all the cases where BP reaches a fixed point, the latter is very well described by the cavity equations derived in the thermodynamic limit for the tree reconstruction problem. When different initial conditions of BP lead to different fixed points one observes, as expected, that the one reached with $q_0 = 0$ is associated to the robust reconstruction version of the tree problem ($\varepsilon \to 0$), while $q_0 = 1$ reproduces the reconstruction one ($\varepsilon = 1$). Sample-to-sample fluctuations can be appreciated only slightly on the right of $\alpha_{KS}$ and very close to it).

We observe that for $\alpha > \alpha_{KS}$ BP with $q_0 = 0$, i.e. the version of the algorithm that does not use any direct information on the planted configuration, can actually detect it in all the samples we have studied, although for $\alpha < \alpha_{alg}$ the detection is sub-optimal (hybrid-hard phase). For $\alpha < \alpha_{alg}$ BP can achieve the optimal detection only if initialized with a $q_0$ value large enough (we shall discuss this point later, when searching for the unstable fixed point, separating the two stable fixed points already found).

In Figure 11 we show the convergence times of BP for $k = 3$ (left) and $k = 5$ (right). For each system size ($N = 10^5, 10^6$) and initial condition ($q_0 = 0, 1$) we study 3 samples.

For $k = 3$ we observe that convergence times strongly increase around the KS threshold, where also strong sample-to-sample fluctuations arise and the size dependence can be appreciated (consider that at $\alpha_{KS}$ BP did not reach a fixed point for any of the $N = 10^6$ samples). Away from $\alpha_{KS}$ convergence times are size-independent, and only weakly dependent on the initial condition for $\alpha < \alpha_{KS}$.

In Figure 10 we show the order parameter $m_s$ that detects the planted configuration. Red filled points correspond to the BP fixed point reached starting with the $q_0 = 0$ initial condition (i.e. with no direct information on the planted configuration), while blue open points correspond to the BP fixed point reached from the $q_0 = 1$ initial condition (complete information on the planted configuration). For comparison we also draw with lines the results obtained solving via population dynamics the cavity equations: red (resp. blue) line corresponds to results obtained with an initial condition (30) having $\varepsilon = 10^{-3}$ (resp. $\varepsilon = 1$), while green line is the result that is obtained with both initial condition (i.e. it is independent on the initial condition). These cavity equations results were already plotted in Fig. 6 in slightly different units, namely $a = m_s/2$. Let us explain the reasoning behind this conversion. A technical statement of the tree-graph connection hypothesis of the cavity method is that the empirical distribution of the magnetizations $m^*_s$ computed at a BP fixed point of a large finite graph, conditional on $\sigma^*_i = \tau$, should be well approximated by the distribution $P_s(m)$ (on the infinite tree), in formula

$$
\sum_i g(m^*_i)\delta_{\sigma^*_i, \tau} \approx E[g(m)] ,
$$

for any function $g$. Applying this identity with $g(m) = m$, and recalling that for models with a global spin-flip symmetry $E_+ [m] = -E_- [m] = E[m^2] = 2a$ yields the identification $m_s = 2a$.

For each $\alpha$ value we run BP on three different samples and we report in the plots only the data corresponding to cases where the convergence criterion was met within $10^4$ BP steps (Fig. 11 shows that this happens most of the time). Zooming in the plots one should be able to see three data points very nearby; if one fails to see three different points it is because the data from different samples perfectly coincide or because BP on some samples did not reach convergence (the last case happen especially at $\alpha_{KS}$ and very close to it).

We notice that for all the cases where BP reaches a fixed point, the latter is very well described by the cavity equations derived in the thermodynamic limit for the tree reconstruction problem. When different initial conditions of BP lead to different fixed points one observes, as expected, that the one reached with $q_0 = 0$ is associated to the robust reconstruction version of the tree problem ($\varepsilon \to 0$), while $q_0 = 1$ reproduces the reconstruction one ($\varepsilon = 1$). Sample-to-sample fluctuations can be appreciated only slightly on the right of $\alpha_{KS}$ and close to the spinodal points at $\alpha_{sp}$ and $\alpha_{alg}$.

We observe that for $\alpha > \alpha_{KS}$ BP with $q_0 = 0$, i.e. the version of the algorithm that does not use any direct information on the planted configuration, can actually detect it in all the samples we have studied, although for $\alpha < \alpha_{alg}$ the detection is sub-optimal (hybrid-hard phase). For $\alpha < \alpha_{alg}$ BP can achieve the optimal detection only if initialized with a $q_0$ value large enough (we shall discuss this point later, when searching for the unstable fixed point, separating the two stable fixed points already found).

In Figure 11 we show the convergence times of BP for $k = 3$ (left) and $k = 5$ (right). For each system size ($N = 10^5, 10^6$) and initial condition ($q_0 = 0, 1$) we study 3 samples.

For $k = 3$ we observe that convergence times strongly increase around the KS threshold, where also strong sample-to-sample fluctuations arise and the size dependence can be appreciated (consider that at $\alpha_{KS}$ BP did not reach a fixed point for any of the $N = 10^6$ samples). Away from $\alpha_{KS}$ convergence times are size-independent, and only weakly dependent on the initial condition for $\alpha < \alpha_{KS}$.
For $k=5$ convergence times increase not only at $\alpha_{KS}$ but also at the spinodal points $\alpha_{sp}$ and $\alpha_{alg}$. The behavior of BP strongly depends on the initial condition (recall that in the region $\alpha_{sp} < \alpha < \alpha_{alg}$ BP reaches two different fixed points depending on the value of $q_0$, see right panel in Figure 11). The dependence on the system size between $N=10^5$ and $N=10^6$ is not evident and sample-to-sample fluctuations for $N=10^5$ are definitely larger.

FIG. 11: Times to meet the BP convergence criterion (i.e. any marginal must change by less than $10^{-5}$) for $k=3$ (left) and $k=5$ (right), 2 system sizes ($N=10^5, 10^6$) and 2 different initial conditions ($q_0=0, 1$). A data point with a time $10^4$ means BP did not reach convergence.

In Figure 12 we show several order parameters that can detect the planted configuration: $m_s$, $m_2$ and $q$. In order to make the plot cleaner we have averaged over the samples where BP reached a fixed point.

We notice that the Nishimori equality $m_s=m_2$ is very well satisfied in all the BP fixed points we reached. This is expected from the fact that the planted configuration is a typical configuration of the posterior distribution, the mean overlap with the planted configuration $m_s$ should be equal to the mean overlap between two replicas $m_2$. One can also derive this property from the correspondence (220) with the tree computation, and the consequence of the Bayes theorem stated as moment identities in Sec. V.

As expected, the maximum overlap $q$ is the largest order parameter (larger than $m_s$). According to Sec. V K $q$ should have a square root singularity at $\alpha_{KS}$; this is not visible from the data of because of strong fluctuations in the neighborhood of $\alpha_{KS}$.

We investigated further the properties of the BP fixed points, by computing their Bethe entropy given in Eq. (198), the results being displayed in Figure 13. In the top panels we also show the paramagnetic entropy (the one of the trivial fixed point) with a green straight line. The comparison with the results of the cavity equations is made with the correspondence $S=S_{para}+\phi$, with $\phi$ the free-entropy of Eq. (173), to compensate for a different choice of normalization. The dominating fixed point, that is the fixed point providing the right entropy of the posterior probability distribution, is the one with with the largest entropy at each value of $\alpha$. The case $k=5$ clearly shows that, while on some branches the entropy can be negative, the dominating one is always positive (as it should be by definition of the entropy of a probability measure over a discrete set).
The lower panels in Figure 13 serve to highlight the way the entropy departs from the paramagnetic curve at $\alpha_{KS}$. In particular for $k = 4$ it is possible to appreciate the crossing of the entropies obtained with the two different initial conditions ($q_0 = 0$ and $q_0 = 1$) taking place at $\alpha_{IT}$, that is hardly visible in the corresponding upper panel. Note that for $k = 5$ the difference $S - S_{\text{para}}$ is extremely small, hence we did not manage to estimate it from the population dynamics algorithm. Nonetheless the entropy computed on the BP fixed point clearly shows a stable increase with respect to the paramagnetic value, with quite strong sample-to-sample fluctuations (given by the spread of the three points in the figure).

We have shown evidence that for $k \geq 4$, in the range $\alpha_{sp} \leq \alpha \leq \alpha_{alg}$ there exist at least two different fixed points of BP (along with their symmetric partners under the global spin-flip symmetry). At $\alpha_{IT}$ the entropies of these two BP fixed point cross and this corresponds, in the thermodynamic limit, to a first order transition between two different thermodynamic states. Running BP without information on the planted configuration ($q_0 = 0$), the drastic change in the posterior distribution taking place at $\alpha_{IT}$ is not visible: the algorithm remains confined to the low-informative branch until $\alpha_{alg}$. By analogy with the bifurcation theory of fixed-point systems of equations (even if $\alpha$ is not here a parameter modifying smoothly a set of equations of constant dimension) we expect a branch of unstable fixed points of BP to exist in the range of parameters $\alpha_{sp} \leq \alpha \leq \alpha_{alg}$, and to connect these two branches as in the scalar toy model sketched in Fig. 2. However, getting evidence of the existence of this unstable fixed point is very difficult, because it is repulsive by its very nature.

We report in Figure 14 the evidence we have gathered in favour of this hypothesis. On its left panel we show the evolution of the order parameter $m$, as a function of the number of iterations of the BP updates, for different values of the initialization parameter $q_0$. During the evolution all variables are updated; in other words $q_0$ is not the fraction of variables pinned to the value of the planted configuration. So any fixed point we find is a fixed point of the standard BP algorithm. The initial condition is just used to aim the algorithm to different fixed points, but then the BP algorithm is unconstrained. The evolution of BP at $\alpha = 4.68$ with different values of $q_0$ reported in the left panel of Figure 14 clearly shows that for $q_0$ large enough BP converges to the same high-information fixed point reached for $q_0 = 1$, while for $q_0$ small enough only the low-information fixed point can be reached. Note that it is very hard to precisely define a separatrix value $q_0^*$ that separates the two regimes, because BP is a stochastic algorithm, so its behaviour is not deterministically fixed by the initial condition, but also by the random numbers used during the evolution to choose the order of update of the BP messages. This means that, for the same $q_0 \approx q_0^*$, it may
FIG. 14: Search for the unstable fixed point of BP in the range \([\alpha_{sp}, \alpha_{alg}]\). In the left panel, lowermost (resp. uppermost) curves have been obtained with \(q_0 = 0\) (resp. \(q_0 = 1\)); the rest of the curves for \(\alpha = 4.68\) have been obtained varying \(q_0\) by \(\Delta q_0 = 0.01\) in the range \([0.2, 0.29]\) and by \(\Delta q_0 = 0.002\) in the range \([0.26, 0.27]\).

happen that two evolutions converge to different fixed points. Nevertheless the left panel of Figure 14 show evidence that some evolutions of BP (those with \(q_0 = 0.266\) and \(q_0 = 0.268\) in the present figure) remain for a long time on a stationary regime which is neither of the two stable fixed points already found: we define this regime as the unstable fixed point of BP. Although the precise value of \(q_0\) is not significant for the argument we just made, the value of \(m_s\) on the unstable fixed point can be measured with a reasonable uncertainty. We repeated the above procedure for several \(\alpha\) values in the range \([\alpha_{sp}, \alpha_{alg}]\) and we report in the right panel of Figure 14 the summary of the results for \(k = 4\), with open blue symbols showing the unstable branch in addition to the results already presented in Fig. 10.

C. Results for the asymmetric stochastic block model with two groups

As discussed in Sec. IV the asymmetric SBM with two groups undergoes different kinds of phase transitions depending on the level of the asymmetry: for \(|m| < m_c = 1/\sqrt{3}\) the transition is continuous, while for \(|m| > m_c\) the transition is discontinuous. We focused our analysis on 2 values of \(m\), namely \(m = 0.4\) belonging to the former case and \(m = 0.8\) belonging to the latter case. We shall present results for a rather small average degree \(d = 4\), for which the Kesten-Stigum transition occurs at \(\theta_{KS} = 0.5\), but we have checked that the same conclusions apply to the case \(d = 8\). We run BP only on problems of a very large size \((N = 10^7)\) in order to reduce as much as possible the finite size effects.

FIG. 15: Comparison between BP and population dynamics in detecting the planted configuration in the asymmetric SBM with \(d = 4\). For each \(\theta\) value we have simulated 3 samples of size \(N = 10^7\). The asymmetry is \(m = 0.4 < m_c\) in the left panel and \(m = 0.8 > m_c\) in the right panel. In both cases the planted configuration can be detected purely from the graph \((q_0 = 0)\) for \(\theta > \theta_{KS}\). Despite visible sample-to-sample fluctuations the prediction by population dynamics is always very faithful.
We show in Figure 15 a comparison of the properties of the fixed-point reached by BP on single samples with the results of the population dynamics study of the tree problem, concentrating on values of $\theta$ close to the Kesten-Stigum transition, where fluctuations become more significant. In the left panel we show data for $\overline{m} = 0.4$ where the transition is continuous: we report both the values of $m_s$ and $m_2$ at the fixed point in order to show how well the Nishimori condition is satisfied on a given sample. For each sample (we run BP on 3 different samples for each $\theta$ value) both the runs with $q_0 = 0$ and $q_0 = 1$ converge to exactly the same fixed point or did not converge within the maximum number of iterations $t_{\text{max}} = 10^4$ (the latter happened for all the 3 samples at $\theta = 0.5$ and for one sample at $\theta = 0.502$). We conclude that the main effects of being close to the critical point are the lack of convergence and some visible sample-to-sample fluctuations (remember we run BP on samples of size $N = 10^4$). Nevertheless the prediction coming from population dynamics is accurate even in the vicinity of $\theta_{\text{KS}}$.

In the right panel of Figure 15 we show data for the overlap with the planted configuration $m_s$ measured in 3 samples of size $N = 10^4$ and asymmetry $\overline{m} = 0.8 > \overline{m}_c$. Starting from an non-informative initial condition ($q_0 = 0$) the planted configuration can be detected only for $\theta \geq \theta_{\text{sp}}$. The Nishimori condition $m_2 = m_1$ is verified with such a good accuracy that we do not plot the data for $m_2$, the points being almost perfectly superimposed. The prediction of the population dynamics is faithful, although sample-to-sample fluctuations are still clearly visible, even for such large sizes. The quantity that mostly changes from sample to sample is the location of the spinodal point $\theta_{\text{sp}}$, where the informative fixed point first appears: given $\theta_{\text{sp}}$, the rest of the curve is pretty well conserved and sample-independent.

One may wonder how we can ‘follow’ a sample varying $\theta$ (see right panel in Figure 15) given that at different $\theta$ values the graph has a different number of links within and between the communities. The construction of the graph for each value of $\theta$ is a random process and we identify the sample with the random seed used by the algorithm. The stochastic algorithm that builds the graph is such that when it is run with the same seed (and so with the same sequence of pseudo-random numbers) and two not too different $\theta$ values most of the links are in common between the two graphs. This is the reason why we can ‘follow’ a sample in $\theta$.

![Graph](image)

**FIG. 16:** Different fixed points reached by BP run with a non-informative initial condition on samples of the asymmetric SBM ($d = 4$, $\overline{m} = 0.4$, $N = 10^4$). Red full points refer to the dominating fixed point having the largest $\log(Z)$, while blue empty points refer to the sub-dominating fixed point.

The very good agreement between the BP results and the population dynamics shown in Fig. 15 actually hides a subtle point that we shall now explain in the case $\overline{m} = 0.4$, for which the transition at $\theta_{\text{KS}}$ is continuous. We have indeed observed that, with the non-informative initial condition ($q_0 = 0$), different runs of BP on the same sample converge to two different fixed points when $\theta > \theta_{\text{KS}}$, with comparable probability (as soon as $q_0 > 0$ this
issue disappears, but as an inference algorithm BP should not use any information on the planted configuration. The properties of these two fixed points are displayed in Fig. 16 (for \( \theta \leq \theta_{KS} \) the trivial fixed point is unique and has \( m_s = m_2 = m^2 \) and \( m = q = m \)). We report with red full points the data corresponding to the dominating fixed point, i.e. the one having the largest value of \( \log(Z) \), and with blue empty points the data corresponding to the sub-dominant fixed point. Comparing the first two panels in Figure 16 we see that the dominating FP satisfies the Nishimori condition \( m_s = m_2 \), while the sub-dominant one does not. Also the condition \( m = m \) is satisfied by the dominant FP (within finite size fluctuations), while the sub-dominant FP typically violates such a condition. For all these reasons we consider the dominant fixed-point as the correct one, that is why we reported in Fig. 15 only the data corresponding to this one.

The existence of 2 FPs beyond the KS threshold can be justified by the following reasoning. Consider first the symmetric case \( m = 0 \), which enjoys an exact global spin-flip symmetry (corresponding to the exchange of the two communities in the SBM interpretation). As a consequence of this symmetry there must be (at least) two non-trivial FP that arise at the Kesten-Stigum transition from the bifurcation of the trivial one, these two FPs having opposite values of the local magnetizations. Consider now a slight increase of \( m \); by continuity one expects the two FPs to persist, even if they are not anymore symmetric one of the other, and in particular they do not have the same value for their free-entropy \( \log(Z) \). What is somehow unexpected is the observation that BP reaches both FPs with similar probabilities. The only difference is in the time BP takes to reach these 2 FPs: this is shown in the sixth panel in Figure 16 where it is evident that reaching the dominating FP requires a smaller number of iterations (the interpolating power law fit has an exponent \( \approx -2/3 \)). It seems that the small difference in \( \log(Z) \) between the 2 FPs does not influence enough the BP evolution at the very beginning, when the choice of the basin of attraction is made; the only effect is to speed up the evolution in case the basin of attraction of the dominating FP is eventually chosen.

From the data shown in Figure 16 it is clear the dominating FP is the one we would like BP to reach, since it is the one better correlated with the planted configuration satisfying the right conditions. However, when running BP from a non-informative initial condition we may likely end up in the sub-dominating FP. The simplest solution is to run BP several times, until both FPs are found and the one with largest \( Z \) is then chosen. Actually this procedure may be slow, and so we have found a more efficient way to reach both FPs in just one run of BP.

At \( \theta_{KS} \) the bifurcation of the trivial FP produces 2 FPs which are on opposite sides, that is the unstable FP stays more or less on the midpoint of the line joining the 2 stable FPs. This property remains approximately true also for \( \theta > \theta_{KS} \) and we can exploit it in order to ‘jump’ from one FP to the other one. Once BP reaches a FP with messages \( \{u^*_i\} \) we can produce an initial condition for a second BP run with the transformation

\[
u^0_{i \rightarrow j} = 2K - u^*_i - u^*_j
\]

(221)

(remember the non-informative FP has all messages equal to \( K \)). We have checked this initial condition always brings BP to the other FP. And so we can find both FPs with just 2 runs (the second being very fast, thanks to the initial condition which is pretty close to the FP).

The BP initial condition for the first run, \( u^0_{i \rightarrow j} = L \tau^0_i \) with \( L = 100 \) and \( \tau^0_i \) distributed according to Eq. (216), is quite ‘drastic’ (i.e. has very strong messages) in order to be far from the non-informative FP. For \( \theta > \theta_{KS} \) this is actually not necessary, given that the non-informative FP is locally unstable. So, in order to check that all what we have described above does not depend on such a drastic first initial condition, we have repeated the numerical experiments in the regime \( \theta > \theta_{KS} \) by using a different initial condition, which is much closer to the non-informative FP

\[
u^0_{i \rightarrow j} = K(1 + \varepsilon \tau^0_i)
\]

(222)

with \( \varepsilon = 10^{-3} \) and \( \tau^0_i \) again distributed according to Eq. (216). The results are identical to those with the drastic first initial condition.

For the sake of completeness let us also mention that for \( \theta > \theta_{KS} \) and \( m \) large enough (e.g. at \( \theta = 0.6 \) in the range \( m \geq 0.46 \)) we observed a divergence of the BP convergence time to the subdominant FP. Increasing further \( m \) some runs of BP converge to the dominant FP, others keep on wandering in a region of the message space that is far from the dominant FP, but that does not contain anymore a strict FP. This phenomenon could be interpreted as a spontaneous replica symmetry breaking of the sub-dominant FP. To fix the algorithm in such a way that it always converges to the dominant FP we adopted the following rule: stop BP after \( t_{\max} \) iterations and apply the transformation in (221) to the current BP messages. Even if the BP messages did not corresponds to a true FP their transformation is actually close enough to the other FP to make the second BP run converge to the dominant FP with high probability (this trick worked for all the hundreds of samples we tried).

Finally we present in Fig. 17 a study of the unstable branch of fixed points of BP for the discontinuous case, \( m > m_c \), in the range \( \theta_{sp} < \theta < \theta_{KS} \). Similarly to what we did for the hypergraph bicoloring (cf. Fig. 14), well
FIG. 17: The left panel illustrates the way we estimate the value of $m_s$ for the unstable fixed point of BP (here $\theta = 0.492$), that plays the role of separatrix for the BP dynamics. The right panel reports these values obtained in the coexistence region $\theta_{sp} < \theta < \theta_{KS}$ (here $m = 0.8$).

VII. CONCLUSIONS

We have discussed in this paper the typology of phase transitions in inference problems, emphasizing in particular the possible existence of hybrid-hard phases; our main technical contribution is a rather generic expansion of the functional cavity equations for sparse models around their trivial fixed point. Let us briefly sketch some possible directions for future work.

Some of our results could probably be proven rigorously without too much effort, in particular the techniques of [22] combined with the higher order expansions we obtained should yield the non-tightness of the Kesten-Stigum bound for the reconstruction of the $q = 4$ anti-ferromagnetic Potts model on a tree with low enough degree (more directly than using the bound on the information theoretic threshold of [45]).

We performed our expansions assuming either pairwise interactions between arbitrary discrete spins, or $k$-wise interactions between binary valued variables; one could relax this assumption and consider $k$-wise interactions between $q$-valued variables, as was done in [25] (but truncating the expansion to a low order).

We believe the $q_1 + q_2$ SBM we introduced would deserve a further investigation; we argued that its phase diagram must contain some hybrid-hard phases, but probably in a narrow range of parameters. As a first step the large degree limit of this model could be studied, the corresponding dense model also exhibits this hybrid-hard phenomenon while being much easier to study, with evolution equations bearing on covariance matrices of Gaussian random variables instead of probability distributions.
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Appendix A: Numerical resolution of the cavity equations

1. Population dynamics algorithm

We shall give in this appendix some details on the numerical procedure we used to solve the cavity equations and produce the curves presented in the main part of the text. It has become customary to solve recursive distributional equations like (33) by a population dynamics method \[48, 59\]. The main idea of this method is to approximate a given distribution by empirical averages over the population: for an arbitrary function \( f \) of the random variables at iteration \( n \), for all \( \tau \) we will be more explicit below for the asymmetric Ising case.

\[
P^{(n)}(\eta) = \frac{1}{N} \sum_{i=1}^{N} \delta(\eta - \eta^{(n,\tau,i)}) ,
\]

(A1)

where the \( \eta^{(n,\tau,i)} \) are i.i.d. samples from \( P^{(n)}_\tau \). The iterative equation (A1) is then translated into a rule to generate the deterministic field \( \eta^{(n+1,\tau,i)} \) from the one at iteration \( n \), as follows. For each of the \( \tau \) and independently for \( i = 1, \ldots, N \):

- draw \( \ell \) from \( \tilde{p}_\ell \)
- draw \( \tau_1, \ldots, \tau_\ell \) with probability \( M_{\tau \tau_1} \ldots M_{\tau \tau_\ell} \)
- draw \( i_1, \ldots, i_\ell \) independently, uniformly in \( \{1, \ldots, N\} \)
- set \( \eta^{(n+1,\tau,i)} = f(\eta^{(n,\tau_1,i_1)}, \ldots, \eta^{(n,\tau_\ell,i_\ell)}) \)

Average values over the conditional distributions \( P^{(n)}_\tau \) or over the unconditional distribution \( P^{(n)} \) are then evaluated as empirical averages over the population: for an arbitrary function \( f \) one computes

\[
\mathbb{E}^{(n)}_\tau[f(\eta)] = \frac{1}{N} \sum_{i=1}^{N} f(\eta^{(n,\tau,i)}) , \quad \mathbb{E}^{(n)}[f(\eta)] = \frac{1}{N} \sum_{\tau} \eta_\tau \frac{1}{N} \sum_{i=1}^{N} f(\eta^{(n,\tau,i)}) .
\]

(A2)

This approach is very natural, simple to implement, and becomes exact in the limit \( N \to \infty \). Unfortunately it suffers in many cases from an instability problem at finite \( N \) that requires additional care. In order to explain the origin of this difficulty we recall that the unconditional distribution must obey, for all iterations \( n \), the condition \( \mathbb{E}^{(n)}[\eta] = \bar{\eta} \). A consequence of this identity and of the Bayes theorem as stated in (22) is that, for all \( \tau \), the conditional distributions should obey

\[
\mathbb{E}^{(n)}_\tau \left[ \frac{\bar{\eta}_\tau}{\eta^{(n+1,\tau,i)}} \right] = 1 .
\]

(A3)

The elements of the population at iteration \( n+1 \) should thus be such that

\[
\frac{1}{N} \sum_{i=1}^{N} \frac{\bar{\eta}_\tau}{\eta^{(n+1,\tau,i)}} = 1 .
\]

(A4)

If the condition \( \mathbb{E}^{(n)}[\eta] = \bar{\eta} \) is verified exactly then it will also be the case at iteration \( n+1 \); however, when \( N \) is finite there are necessarily some small fluctuations around this value, that turn out to be amplified under the iteration whenever \( \mathbb{E}[\ell][\theta_\ell] > 1 \) (as in the expression of the KS transition, but without the square on the eigenvalue). In that case the implementation presented above is bound to fail because of this instability.

Depending on the model there are different ways to treat this problem. If the problem has an explicit symmetry, like the permutation invariance for the symmetric \( q \)-state Potts model, or the up-down symmetry for the Ising models studied in Sec. \( \dagger \) this can be exploited to tame the instability (see below for more details on the practical implementation).

The most difficult cases arise when there is no explicit symmetry to use, for instance for the asymmetric Ising model studied in Sec. \( \ddagger \) with \( m \neq 0 \). In such a case one needs to compute, at each iteration, the left hand side of (A2) from the newly generated elements, and if this average is not equal to 1 apply some transformation rules on the population samples in order to bring it closer to this target value. There are still many ways to implement this idea, we will be more explicit below for the asymmetric Ising case.
2. Symmetric problems

As mentioned above the population dynamics algorithm can be simplified and stabilized when the problem to solve exhibit some additional symmetries. Consider for instance the symmetric Potts model with q states, as defined in Sec. [IV.H]. The invariance under any permutation \( \pi \) of the q states imply that \( P^{(n)}(\eta) = P^{(n)}(\eta \circ \pi) \), where \( (\eta \circ \pi)_\sigma = \eta_{\pi(\sigma)} \) is the probability measure on \( \chi \) obtained from \( \eta \) by the reshuffling \( \pi \) of the q states. This observation allows to express all conditional distributions \( P_\tau \) in terms of a single one, for instance \( \tau = 1 \), and close the iteration equation on \( P_1 \) as

\[
P_1^{(n+1)}(\eta) = \sum_{\ell=0}^{\infty} \widetilde{w}_\ell \sum_{\pi_1,\ldots,\pi_\ell} \rho(\pi_1) \ldots \rho(\pi_\ell) \int dP_1^{(n)}(\eta^{(1)}) \ldots dP_1^{(n)}(\eta^{(\ell)}) \delta(\eta - f(\eta^{(1)} \circ \pi_1, \ldots, \eta^{(\ell)} \circ \pi_\ell)),
\]

where the \( \pi \)'s are permutations on q colors, \( \rho \) is a probability distribution on them, such that with probability \( \frac{1}{q} + \theta \left(1 - \frac{1}{q}\right) \) the permutation \( \pi \) is uniform under the condition \( \pi(1) = 1 \), otherwise it is uniform under the condition \( \pi(1) \neq 1 \). This equation is much simpler than the generic one, as it involves only one population instead of \( q \), and also much more stable numerically.

Even simpler is the treatment of Ising spin models \( (q = 2) \) which are symmetric under the spin reversal operation, as for instance those studied in Sec. [V]. In that case the probability laws on \( \chi \) are encoded by a single real \( m \), the magnetization, and the conditional and unconditional distributions verify the identities \( P^{(n)}(m) = P^{(n)}(-m) \), \( P^{(n)}_-(m) = P^{(n)}_+(m) \). This allows to close the cavity equation on a single population \( P^{(n)}_+(m) \), see in particular equations [168,169].

3. The asymmetric Ising model

Let us finally turn to the case of the asymmetric Ising model, defined in Sec. [IV.A]. The general BP equation of Eq. [44] for \( \eta_\sigma \) can be written as a scalar recursion by parametrizing \( \eta_\sigma = \frac{1 + \rho m}{2} \). The BP equation reads in this parametrization \( m = f(m^1, \ldots, m^\ell) \), with

\[
m = \frac{z_+(m^1, \ldots, m^\ell) - z_-(m^1, \ldots, m^\ell)}{z(m^1, \ldots, m^\ell)}, \quad z(m^1, \ldots, m^\ell) = z_+(m^1, \ldots, m^\ell) + z_-(m^1, \ldots, m^\ell),
\]

and

\[
z_+(m^1, \ldots, m^\ell) = \frac{1+m}{2} \prod_{i=1}^\ell \left(1 + \theta \frac{m_i^+ - m_i^-}{1+m} \right), \quad z_-(m^1, \ldots, m^\ell) = \frac{1-m}{2} \prod_{i=1}^\ell \left(1 - \theta \frac{m_i^+ - m_i^-}{1-m} \right).
\]

One sees immediately that \( z_\sigma(\overline{m}, \ldots, \overline{m}) = \frac{1+\sigma m}{2} \), hence \( z(\overline{m}, \ldots, \overline{m}) = 1 \) and \( \overline{m} = f(\overline{m}, \ldots, \overline{m}) \) is a fixed point, as it should.

The “naive” implementation of the population dynamics algorithm explained above corresponds to a representation of \( P^{(n)}_+(m) \) (resp. \( P^{(n)}_-(m) \)) by \( \mathcal{N} \) Gaussians \( m^{(\sigma,i)} \) (resp. \( m^{(\sigma,-i)} \)). In order to cure the instability and to enforce the condition (A4) at each iteration we have proceeded as follows: once the \( 2\mathcal{N} \) magnetizations \( m^{(\sigma,i)} \) have been generated according to the standard procedure (we remove the iteration index to lighten the notation) we compute

\[
\beta^+ = \frac{2}{1-\overline{m}} \left( \frac{1}{\mathcal{N}} \sum_{i=1}^\mathcal{N} \frac{1+\overline{m}}{1+m^{(\sigma,i)}} - \frac{1+\overline{m}}{2} \right), \quad \beta^- = \frac{2}{1+\overline{m}} \left( \frac{1}{\mathcal{N}} \sum_{i=1}^\mathcal{N} \frac{1-\overline{m}}{1-m^{(\sigma,i)}} - \frac{1-\overline{m}}{2} \right),
\]

and replace the elements of the population by

\[
n^{(\sigma,i)} = \frac{\beta^+ (1 + m^{(\sigma,i)}) - (1 - m^{(\sigma,i)})}{\beta^+ (1 + m^{(\sigma,i)}) + (1 - m^{(\sigma,i)})}, \quad n^{(\sigma,-i)} = \frac{(1 + m^{(-i)}) - \beta^- (1 - m^{(-i)})}{(1 + m^{(-i)}) + \beta^- (1 - m^{(-i)})}.
\]

One can check that this procedure strictly enforces the identity (A4), the coefficients \( \beta \) measuring the deviation of the naively generated population elements from the symmetry respecting probability distributions.

Appendix B: Moment expansion for pairwise interacting Potts variables

The goal of this appendix is to justify some of the statements made in Sec. [IV.D] in particular the ansatz [61] for the scaling of the centered moments of the perturbative non-trivial fixed point, and the third order expansion given in [71,73].
Let us consider a fixed point solution $P(\eta)$ of the recursion equation \[37\], and look for a hierarchy of equations between its centered moments. As in the main text we denote $\delta_\sigma = \eta_\sigma - \bar{\eta}_\sigma$ the centered random variable with distribution $P$, and $\hat{\delta}_\sigma = \sum \hat{M}_\sigma \delta_\sigma$, a linearly transformed version of $\delta$. Denoting $E[\bullet]$ the average with respect to $P$ we have by definition $E[\delta_\sigma] = 0$, and we assume $E[\delta_\sigma \delta_\tau]$ to be non-zero but small, of an order denoted $\kappa$. From the self-consistent equation \[37\] on $P$ and the expression \[51\] of the function $f$ we can write the $p$-th centered moment of $P$ ($p \geq 2$ is understood below) as:

$$E[\delta_\sigma \ldots \delta_\tau] = E \left[ \frac{\bar{\eta}_{\delta_1}}{z} \ldots \frac{\bar{\eta}_{\delta_p}}{z} \right],$$

(B1)

where on the right hand side $z_\sigma = \bar{\eta}_\sigma \prod_{i=1}^\sigma (1 + \hat{\delta}_\sigma)$, $z$ is drawn from $\bar{\mu}_\tau$ and for $i = 1, \ldots, \ell$ the $\hat{\delta}_i$ are linearly transformed (according to (52)) versions of $\eta_i$’s i.i.d. samples drawn from $P(\eta)$. To simplify this expression we introduce the notation $\varepsilon_\sigma = \prod_{i=1}^\sigma (1 + \hat{\delta}_\sigma) - 1$, in such a way that $z_\sigma = \bar{\eta}_\sigma (1 + \varepsilon_\sigma)$ and $z = 1 + \sum \bar{\eta}_\sigma \varepsilon_\sigma$. The previous equation thus becomes

$$E[\delta_\sigma \ldots \delta_\tau] = \eta_{\sigma_1} \ldots \eta_{\sigma_p} E[(\varepsilon_{\sigma_1} - \bar{\eta}_{\varepsilon_{\sigma_1}} \ldots (\varepsilon_{\sigma_p} - \sum_{\gamma \tau} \eta_{\varepsilon_{\gamma_{\tau}}} (1 + \sum \eta_{\varepsilon_{\gamma}})^{1-p}]

= \eta_{\sigma_1} \ldots \eta_{\sigma_p} \sum_{m=0}^\infty \frac{(1 - p)}{m} \sum_{\gamma_1, \ldots, \gamma_{p+m}} \delta_\sigma_1 \ldots \eta_{\varepsilon_{\bar{\gamma}_{p+m}}},$$

(B2)

where the binomial coefficient with negative argument takes its conventional value $(1 - \frac{p}{m}) = (-1)^m \frac{p - 2m}{m}$. In order to close these equations we should now express the average of products of $\varepsilon$’s in terms of centered moments of $P$. As an intermediate step let us further define $\mu_\sigma = \varepsilon_\sigma + 1 = \prod_{i=1}^\sigma (1 + \hat{\delta}_i)$; exploiting the independence of the random variables $\eta'$ for distinct $i$ one can easily compute the average of products of $\mu$’s,

$$E[\mu_1 \ldots \mu_\tau] = \sum_{\ell=0}^\infty \bar{\mu}_\ell \left[ 1 + \sum \frac{1}{S} E \left[ \prod_{j \in S} \hat{\delta}_\tau \right] \right]^{\ell},$$

(B3)

where $S$ is summed over subsets of $\{1, \ldots, \tau\}$ of cardinality $|S| \geq 2$ (because of the property $E[\hat{\delta}_\tau] = 0$). Expanding the last power we rewrite this as

$$E[\mu_1 \ldots \mu_\tau] = 1 + \sum_{r=1}^\infty E \left[ \left( \sum_{S_1, \ldots, S_r} \frac{(r)}{S} \prod_{j \in S_j} \hat{\delta}_\tau \right) \ldots E \prod_{j \in S} \hat{\delta}_{s_j} \right],$$

(B4)

where the subsets $S$ satisfy the same properties as above, and the average denoted $\bar{E}$ is over $\ell$ drawn with probability $\bar{\mu}_\ell$, the requirement $\ell \geq r$ being kept understood. We can now come back to the computation of the average of products of $\varepsilon$’s, noting that

$$E[\varepsilon_{\sigma_1} \ldots \varepsilon_{\sigma_p}] = E[(\mu_{\sigma_1} - 1) \ldots (\mu_{\sigma_p} - 1)] = \sum_T (-1)^{|T|-|T|} E \left[ \prod_{j \in T} \mu_{s_j} \right],$$

(B5)

where $T$ runs over all subsets of $\{1, \ldots, \tau\}$. Before proceeding let us recall the following version of the inclusion-exclusion principle: if $E$ is an arbitrary finite set, $T$ runs over all the subsets of $E$, and $F$ is a subset of $E$, then

$$\sum_{T \subset E} (-1)^{|E|-|T|} |(F \subset T) = (1 - 1)^{|E|-|F|} = 1|F = E|,$$

(B6)

which can be easily proven by enumerating the number of subsets $T$ that contains $F$ and that are contained in $E$. Consider now an arbitrary function $g(S)$ of the subsets of $E$, and an integer $r$; as a consequence of the above identity we have

$$\sum_{T \subset E} (-1)^{|E|-|T|} \sum_{S_1 \subset T, \ldots, S_r \subset T} g(S_1) \ldots g(S_r) = \sum_{S_1 \subset E, \ldots, S_r \subset E} g(S_1) \ldots g(S_r) \sum_{T \subset E} (-1)^{|E|-|T|} I(S_1 \subset T) \ldots I(S_r \subset T) = \sum_{S_1 \subset E, \ldots, S_r \subset E} g(S_1) \ldots g(S_r) I(S_1 \cup \ldots \cup S_r = E).$$

(B7)
Inserting (B4) in (B5) and using this last form of the inclusion-exclusion principle yields finally

$$
E[x_{\sigma_1} \ldots x_{\sigma_p}] = E[\ell] E[\delta_{\sigma_1} \ldots \delta_{\sigma_p}] + \sum_{r=2}^{\infty} E \left[ \binom{\ell}{r} \sum_{S_1, \ldots, S_r} E \left[ \prod_{i \in S_1} \delta_{\sigma_i} \right] \cdots E \left[ \prod_{j \in S_r} \delta_{\sigma_j} \right] \right],
$$

(B8)

where we treated the term \( r = 1 \) separately as it is simpler than the general terms for \( r \geq 2 \). In the latter the summation is over \( S_1, \ldots, S_r \) subsets of \( \{1, \ldots, p\} \) of cardinality \( |S_i| \geq 2 \) whose union must cover \( \{1, \ldots, p\} \) (but they do not need to be disjoint). Each term in this sum can be associated to a diagram, i.e. an hypergraph on \( p \) vertices with \( r \) hyperedges that connect at least 2 vertices, in such a way that no vertex remains isolated. Furthermore, in (B3) some of the \( e_{\sigma} \) appears multiplied by \( \eta_{\sigma} \) and summed over \( \sigma \); in that case the only diagrams that contribute are those in which the corresponding vertex has degree at least 2, because of the property \( \sum_{\sigma} \eta_{\sigma} \delta_{\sigma} = 0 \).

The two expressions (B2) and (B8) form an infinite hierarchy of equations that, formally, determine all the centered moments of the possible distributions \( P(\eta) \) fixed point solutions of (37); as \( \eta \) is bounded these moments are enough to characterize \( P \) itself. The results presented in Sec. IV D have been obtained by truncating this hierarchy under the hypothesis that

$$
E[\delta_{\sigma_1} \ldots \delta_{\sigma_p}] = O(\kappa^{|p|/2}), \quad E[x_{\sigma_1} \ldots x_{\sigma_p}] = O(\kappa^{|p/2|}),
$$

(B9)

where \( \kappa \) is a small parameter controlling the distance between the studied fixed point \( P(\eta) \) and the trivial one \( \delta(\eta - \bar{\eta}) \).

The self-consistency of this ansatz can be checked on (B2,B8); using the hypothesis on \( E[x_{\sigma_1} \ldots x_{\sigma_p}] \) in the right hand side of (B2) leads to a compatible scaling for \( \delta(\eta - \bar{\eta}) \); from (B2) and (B8) it is relatively easy to obtain the third order expansion stated in the main text in Eqs. (71-73), exploiting the ansatz to truncate the hierarchy of equations at the desired order in \( \kappa \), and the diagrammatic representation of the terms in (B8) to organize their bookkeeping.

**Appendix C: Expansion of the free-entropy for pairwise interacting Potts variables**

We provide in this Appendix some details on the derivation of the expansion (77) for the free-entropy of pairwise interacting models. Let us start from the expression (40) that we rewrite in a more compact notation,

$$
\phi(P) = E[x_v \ln x_v] - \frac{1}{2} E[\ell] E[x_v \ln x_v],
$$

(C1)

where the expressions of \( x_v \) and \( z_v \) are given in (34) and (39) respectively.

To deal with the second term of \( \phi \) we write \( z_v = 1 + \sum \delta^1_{\sigma} \delta^2_{\sigma} \), where \( \delta^1_{\sigma} = \eta_{\sigma} - \bar{\eta}_{\sigma} \) and \( \delta^2_{\sigma} = \sum_{\sigma'} M_{\sigma \sigma'} (\eta_{\sigma'} - \bar{\eta}_{\sigma'}) \) with \( \eta^1 \) and \( \eta^2 \) two independent samples from \( P(\eta) \). Using the power series expansion of \( (1 + x) \ln(1 + x) \) around \( x = 0 \) gives

$$
E[z_v \ln z_v] = \sum_{p=2}^{\infty} \sum_{\sigma_1, \ldots, \sigma_p} \frac{(-1)^p}{p(p-1)} \cdots E[\delta_{\sigma_1} \ldots \delta_{\sigma_p}] E[\hat{\delta}_{\sigma_1} \ldots \hat{\delta}_{\sigma_p}].
$$

(C2)

Neglecting the terms with \( p \geq 5 \) yields the first line in (77).

In the first term we write \( z_v = 1 + \sum \eta_{\sigma} \epsilon_{\sigma} \), where the notation \( \epsilon_{\sigma} = \prod_{i=1}^{\ell} (1 + \delta^1_{\sigma} \hat{\delta}^1_{\sigma} - 1) \) is the same as in Appendix B the only difference being that \( \ell \) is now drawn from the distribution \( p \ell \) instead of \( \bar{p} \ell \). This yields

$$
E[z_v \ln z_v] = \sum_{p=2}^{\infty} \sum_{\sigma_1, \ldots, \sigma_p} \frac{(-1)^p}{p(p-1)} \cdots \eta_{\sigma_1} \cdots \eta_{\sigma_p} E[\epsilon_{\sigma_1} \ldots \epsilon_{\sigma_p}],
$$

(C3)
where the expression of $\mathbb{E}[\epsilon_1 \ldots \epsilon_\sigma]$ can be read off from (B8) with the modification $\tilde{p}_\ell \to p_\ell$. Enumerating the various terms that contribute up to order $\kappa^4$ using the diagrammatic representation explained in Appendix [B] yields the remaining terms of (77). We factored out in these terms a common factor $\mathbb{E}[\ell]$, using the identity

$$\mathbb{E}[\ell(\ell - 1) \ldots (\ell - r + 1)] = \mathbb{E}[\ell] \mathbb{E}[\ell(\ell - 1) \ldots (\ell - r + 2)]$$

(C4)

that follows from the size bias between $p_\ell$ and $\tilde{p}_\ell$ expressed in (12).

Finally let us write down an expression that is equivalent to the expansion (77) but where the centered moments are expressed in the basis of eigenvectors of $M$:

$$\frac{1}{4} \mathbb{E}[\ell] \phi(P) = \frac{1}{4} \sum_{jk} (A_{jk}^')^2 \theta_j \theta_k (\mathbb{E}[\ell] \delta_{j,k} - 1) - \frac{1}{12} \sum_{jkl} (B_{jkl}^')^2 \theta_j \theta_k \theta_l (\mathbb{E}[\ell] \delta_{j,k} \delta_{j,l} - 1)$$

$$+ \frac{1}{24} \sum_{jklm} (C_{jklm}^')^2 \theta_j \theta_k \theta_l \theta_m (\mathbb{E}[\ell] \delta_{j,k} \delta_{l,m} - 1)$$

$$+ \frac{1}{12} \mathbb{E}[\ell(\ell - 1)] \sum_{jkl} A_{jk}^' A_{jkl}^' A_{jkl}^' A_{jkl}^' \theta_j \theta_k \theta_l \theta_m f_{jkl} f_{jkl} - 2 \sum_{jkl} A_{jk}^' A_{jkl}^' A_{jkl}^' A_{jkl}^' \theta_j^2 \theta_k^2 \theta_l^2$$

$$+ \frac{1}{48} \mathbb{E}[\ell(\ell - 1)(\ell - 2)] \sum_{jklm} A_{jk}^' A_{jkl}^' A_{jkl}^' A_{jkl}^' \theta_j \theta_k \theta_l \theta_m h_{jklm}$$

with the definitions of the tensors that encode the structure of the eigenvectors of $M$:

$$f_{jkl} = \sum_{\sigma} \eta_{\sigma} \phi_{\sigma}^f (j_1) \phi_{\sigma}^f (j_2) \phi_{\sigma}^f (j_3)$$

(C6)

$$g_{jkl} = \sum_{\sigma} \eta_{\sigma} \phi_{\sigma}^f (j_1) \phi_{\sigma}^f (j_2) \phi_{\sigma}^f (j_3)$$

(C7)

$$h_{jklm} = g_{jklm} - 6 g_{jklm} \delta_{k,l} \delta_{j,k} - 12 f_{jklm} f_{jklm} \delta_{j,k} + 3 \delta_{j,k} \delta_{j,k} \delta_{j,k} + 12 \delta_{j,k} \delta_{j,k} \delta_{j,k}$$

(78)
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