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Abstract
All organisms must be able to adapt to changes in the environment. To this end, they have developed sophisticated regulatory mechanisms to ensure homeostasis. Control engineers, who must design similar regulatory systems, have developed a number of general principles that govern feedback regulation. These lead to constraints which impose trade-offs that arise when developing controllers to minimize the effect of external disturbances on systems. Here, we review some of these trade-offs, particularly Bode’s integral formula. We also highlight its connection to information theory, by showing that the constraints in sensitivity minimization can be cast as limitations on the information transmission through a system, and these have their root in causality. Finally, we look at how these constraints arise in two biological systems: glycolytic oscillations and the energy cost of perfect adaptation in a bacterial chemotactic pathway.
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1 Introduction
Crucial to the survival of all organisms is the ability to sense external stimuli and respond. To ensure homeostasis, cells have developed sophisticated regulatory mechanisms whose operation often mirrors those designed by engineers. The connection between these biological and engineering dynamical systems was one of the motivations for Norbert Wiener’s development of cybernetics and has been one of the underpinnings of the systems biology revolution of the past two decades.

It is now widely appreciated that biological systems face the same constraints and trade-offs that are confronted by engineers designing control and communications systems. It has been known for nearly a century that a principal requisite of any system that achieves robust regulation is the ability to employ negative feedback (Black 1934; Cannon 1932). This requires that the level of any signal that is to be controlled be sensed. Crucial to the performance of this system is an accurate sensor. Feedback sensors only provide imperfect information about the signal that is to be controlled. The measured signal will be affected by stochastic noise, lack of responsiveness, as well as nonlinearities. As any control action is carried out based on this imperfect signal, a well-functioning regulator must take into account these limitations.

Almost as important, however, is the requirement that the sensed information be relayed with high fidelity to the controller and that the control system output be conveyed to the system that is to be controlled. Though the requirement that information be transmitted with high fidelity mirrors the problems that communication engineering has long dealt with, it is only recently that control engineers have begun to consider the role that information theory plays in control systems. Here, we review some of this literature, while emphasizing the connections with biological regulation.
2 Results

2.1 Disturbance rejection: the internal model principle

In biological regulatory problems, considerable attention has been placed on perfect adaptation and its connection with the internal model principle of control engineering (Francis and Wonham 1976; Yi et al. 2000; Sontag 2003; Andrews et al. 2008). Briefly, the idea is to have a system that detects a persistent, environmental disturbance and then sets in motion a cascade of reactions that, over time, eliminates the effect of this disturbance. The best studied such system is the chemotactic pathway of \( E. coli \). In this context, the environmental disturbance represents changes in the chemoattractant concentration of the surrounding media. Alon et al. (1999) showed that this system displayed perfect adaptation in spite of genetic mutations that greatly changed the expression levels of various components of the signaling pathway. Yi et al. (2000) analyzed the equations that govern adaptation in bacteria (Barkai and Leibler 1997) and demonstrated that this robustness could be attributed to the presence of an integral control feedback element in the loop. It is important to note that perfect adaptation characterizes a specific response to a specific disturbance. In this case, the stimulus changes from one constant value to another constant value, and the response is measured as the steady-state value. Whereas cells adapt to this step change in chemoattractant concentration, they do not necessarily adapt to other stimuli. For example, \( E. coli \) chemotactic activity does not adapt when stimulated by ramps or sinusoidally changing signals (Block et al. 1983; Shimizu et al. 2010). In general, perturbations can be imposed upon the cell, such as in the chemotactic signaling system of \( E. coli \) but may also be internal. For example, deviations away from a steady state caused by the stochastic nature of chemical reactions can be considered as unmeasurable perturbations on the system.

Going forward, it is useful to consider a specific signaling system, shown in Fig. 1a. As in Ma et al. (2009), we use a three-node network in which an external stimulus \( (U) \) gives rise to a response \( (Y) \). The nodes in the network represent signaling elements that toggle between active and inactive states, according to Michaelis–Menten kinetics. Whereas positive interactions increase the rate of the enzymatic reaction activating the product, negative interactions increase the rate of inactivation. The network includes a negative feedback loop achieved through node \( Z \), whose strength can be changed by varying the parameter \( k_{ZY} \). The following set of differential equations describes the system, where \( x, y, z \) and \( u \) denote suitably normalized concentrations of the active states of the \( X, Y \) and \( Z \) components, and the fraction of inactive states is therefore \( 1 - x, 1 - y \) and \( 1 - z \), respectively

\[
\begin{align*}
\frac{dx(t)}{dt} &= u(t)k_{UX} \frac{1 - x(t)}{1 - x(t) + k_X} - k_{-X} \frac{x(t)}{x(t) + k_X}(1 + z(t)k_{ZX}), \\
\frac{dy(t)}{dt} &= x(t)k_{XY} \frac{1 - y(t)}{1 - y(t) + k_Y} - k_{-Y} \frac{y(t)}{y(t) + k_Y}, \\
\frac{dz(t)}{dt} &= y(t)k_{YX} \frac{1 - z(t)}{1 - z(t) + k_Z} - k_{-Z} \frac{z(t)}{z(t) + k_Z}. 
\end{align*}
\]

All coefficients in these equations are assumed to be positive, but their specific values will not be needed.

We can define the sensitivity of the system as the fractional change in the system output relative to the fractional change in a parameter of interest. For example, if we wish to determine how sensitive the system is to a change in the constant level of the stimulus \( u(t) \) from \( \bar{u} \) to \( \bar{u} + \Delta u \) with a resultant change in the output from \( \bar{y} \) to \( \bar{y} + \Delta y \), we define:

\[
S_u^y = \left( \frac{\Delta y}{\Delta u} \right) \left( \frac{\bar{y}}{\bar{u}} \right). \tag{1}
\]

In the case where the changes are infinitesimal, this is equivalent to

\[
\frac{d \log y}{d \log u}.
\]

This steady-state sensitivity has been used by a number of researchers in the analysis of biological systems. In the context of adaptation to constant signals, Ma et al. (2009) called this steady-state sensitivity precision. Shibata and Fujimoto (2005) used it to analyze ultrasensitive signal transduction pathways and referred to it as the system gain. Finally, Hornung and Barkai (2008) called it susceptibility and used it to study the effect of feedback attenuation in noise in biological circuits.

It has been customary to assume that the system is at rest, \( u(t) = \bar{u} = 0 \) leading to \( \bar{x} = \bar{y} = \bar{z} = 0 \). In this case, the definition of Eq. 1 is not suitable. Instead, we consider \( \Delta y/\Delta u \). In either case, if the system returns to its prestimulus level, it is completely insensitive to the external stimulus and is said to achieve perfect adaptation. When the recovery is incomplete, we have partial adaptation. In Fig. 1b, c, we see that the sensitivity of the system can be lowered by increasing the strength of the negative feedback path; with stronger feedback, the steady-state value of node \( y \) decreases. This figure shows that, for sufficiently high negative feedback, the system starts displaying damped oscillations.

It is clear that lowering of the steady-state gain further requires additional increase in the feedback gain strength. In fact, perfect adaptation entails an infinite magnitude feedback.
Fig. 1  Sensitivity minimization through negative feedback. a Simple three-node network in which an external signal (U) cascades through two nodes (X and Y). Negative feedback is provided through node Z. Each node exists in two states, active and inactive, and is stimulated through Michaelis–Menten-like activation and deactivation terms. Equations for the system are provided in the text. b Simulations of a constant change in the signal U, in which the negative feedback loop. However, while the steady-state level decreases with extremely high feedback gains, this also leads to a decrease in the initial response (Fig. 1b). This could be desirable in some cases, for example, if the cell is to completely ignore the external disturbance. However, in many cases it is important to detect the external disturbance, act accordingly and then adapt so as to be able to detect further signals. This requires the cell to be initially highly sensitive to the disturbance but become insensitive over longer time periods. The key to understand the trade-off lies in noting that two different feedback strengths are needed to achieve the diverse levels of sensitivity. For short-time scales following the initial detection of the signal, a small gain is desirable. However, for longer time scales, the gain needs to be larger. In fact, for perfect adaptation, which is a steady-state (t → ∞) consideration, it should approach infinity. Of course, this is precisely the nature of an integral control feedback. Specifically, we replace the feedback input \(-k_{ZX} z(t)\) that appears at the end of the equation for \(\frac{dz}{dt}\) with an integrator

\[
\frac{dz}{dt} = k_{ZX} \int_0^t y(\tau) d\tau
\]

that can be described in the frequency domain (see, for example, Iglesias and Ingalls (2010)) by

\[
-\frac{k_{ZX}}{i\omega} Y(i\omega).
\] (2)

This expression shows the time-scale decomposition of the gain. For short-time scales (equivalent to \(\omega = \infty\) in Eq. 2), the gain is infinitesimally small. On the other hand, for longer time scales (equivalent to \(\omega = 0\), the gain is infinite. To achieve integral feedback within this model structure, we first assume that the forward reaction for Z is at saturation:

\[
1 - z(t) \gg k_z = \epsilon, \text{ with } \epsilon \ll 1, \text{ and the reverse equation is in the linear range: } z(t) \ll k_Z'. \]

In this case, the equation for Z,

\[
\frac{dz}{dt} \approx y(t) k_{YZ} - \frac{k_z}{k_Z'} z(t)
\]

describes a first-order linear system, with transfer function

\[
H_{ZY}(i\omega) = \frac{k_{YZ}}{i\omega + k_z/k_Z'}.
\] (3)

The magnitude of this function shows the time-scale dependency of the gain:

\[
|H_{ZY}(i\omega)| = \frac{k_{YZ}}{\sqrt{\omega^2 + (k_z/k_Z')^2}}.
\] (4)

Now, if \(k_z' = \epsilon, \text{ with } \epsilon \ll 1\) the feedback gain \(|H_{ZY}(i\omega)|\) approaches infinity at \(\omega = 0\), which represents the steady-state case. On the other hand, at high frequencies, which correspond to the initial times after the stimulus, the feedback gain is zero. We see from this how integral control achieves the control gains that we seek.

That a control system must have integral control to reject constant disturbances robustly with zero steady-state error is well known and is a special case of the much broader internal model principle (Francis and Wonham 1976). It is important to note that integral control only ensures that constant signals are rejected. Other persistent signals, such as sinusoidal signals, require other components in the control loop.
Motifs achieving perfect adaptation

In the previous section, we have considered a specific means of achieving perfect adaptation, based on an explicit negative feedback mechanism that implements integral control. This is not the only means of achieving this perfect regulation. Koshland (1977) suggested a means for explaining the chemoattractant-mediated regulation of bacterial tumbling frequencies based on the complementary activation of a response regulator. In the scheme, positive and delayed negative receptor-mediated signals act on a common signal. This scheme, which can also achieve perfect adaptation, is now typically referred to as an incoherent feedforward regulator (IFF) (Milo et al. 2002) and has been used to describe the adaptation properties of various systems (Levchenko and Iglesias 2002; Mangan et al. 2006; Silva-Rocha and de Lorenzo 2011; Takeda et al. 2012; Chen et al. 2013). Though not explicitly expressed as a negative feedback controller, the IFF motif can also be represented as such (Krishnan and Iglesias 2003; Shoval et al. 2010). Ma et al. (2009), by using an extensive simulation of all possible three node enzymatic networks, showed that the only two motifs achieving perfect adaptation to step changes in stimulus are the negative feedback loop of Fig. 1 and the IFF. However, though the two schemes show adaptive behavior to step changes in stimulus, their response to other signals can vary (Iglesias and Shi 2014). For example, whereas the IFF scheme also adapts perfectly to other signals such as ramps, the NFB scheme does not (Iglesias and Shi 2014). Moreover, when considering stochastic signals, neither adapts perfectly when looking at the variance, rather than the mean (Bostani et al. 2012; Iglesias and Shi 2014; Shankar et al. 2015; Buzi and Khammash 2016). Recently, Briat et al. (2016) proposed the antithetic integral feedback mechanism that reduces the sensitivity of the variance to changes in the stimulus.

2.2 Limits on sensitivity minimization

Under the assumptions made at the end of the previous section, the feedback loop is a linear system, which allows us to use a frequency domain analysis based on the Fourier and Laplace transforms. We can also use these transforms to describe the rest of the system if we linearize it so that we consider only small deviations from the steady state. The system can be separated in the traditional plant controller form as shown in Fig. 2a, where the open-loop system (ignoring the role of the feedback Z) is

\[ b H_Y(i\omega) = \frac{a_{21}}{(i\omega - a_{11})(i\omega - a_{22})} \]

\[ S(i\omega) = \frac{1}{1 + H_Y(i\omega)H_Z(i\omega)} \]

and the feedback transfer function is

\[ H_Z(i\omega) = \frac{a_{13}a_{32}}{(i\omega - a_{33})} \]

where

\[ a_{11} = -\frac{k_{UX}k_{X}\bar{u}}{(1 - \bar{x} + k_{X})^2} - \frac{k_{-X}k'_{X}}{(\bar{x} + k'_{X})^2}(1 + k\bar{z}), \]

\[ a_{13} = -\frac{k_{-X}\bar{x}}{\bar{x} + k'_{X}}, \]

\[ a_{22} = -\frac{\bar{x}k_{XY}k_y}{(1 - \bar{y} + k_{Y})^2} - \frac{k_{-Y}k'_{Y}}{(\bar{y} + k'_{Y})^2}, \]

\[ a_{21} = k_{XY} \frac{1 - \bar{y}}{1 - \bar{y} + k_{Y}}, \]

\[ a_{33} = -\frac{\bar{y}k_{YZ}k_{Z}}{(1 - \bar{z} + k_{Z})^2} - \frac{k_{-Z}k'_{Z}}{\bar{z} + k'_{Z}}, \]

\[ a_{32} = k_{YZ} \frac{1 - \bar{z}}{1 - \bar{z} + k_{Z}}, \]

\[ b = k_{UX} \frac{1 - \bar{x}}{1 - \bar{x} + k_{X}}, \]

\[ k = k_{ZX}. \]

Note that the subscripts in the coefficients of Eq. 5 are used to denote their respective location in the Jacobian matrix, and that the values \( \bar{x}, \bar{y}, \bar{z} \) and \( \bar{u} \) are the steady-state concentrations at which the linearization takes place (Iglesias and Ingalls 2010). After closing the feedback loop, the closed-loop system, from disturbance \( u(t) \) to output \( y(t) \), is

\[ \tilde{H}_Y(i\omega) = b \frac{H_Y(i\omega)}{1 + H_Y(i\omega)H_Z(i\omega)}. \]

We write the closed-loop transfer function as the product of two components: \( \tilde{H}_Y(i\omega) = bh_Y(i\omega)S(i\omega) \) where

\[ S(i\omega) = \frac{1}{1 + H_Y(i\omega)H_Z(i\omega)}. \]

The function \( S(i\omega) \) is known as the sensitivity function; it describes how feedback affects the transfer function of the closed-loop system. In the frequency domain, this transfer function exhibits a biphasic response (Fig. 2b). The (infinitely) small gains at low frequency arise because of the presence of integral control. However, at mid-frequencies, the gain increases, signifying that there are periodic stimuli whose response is actually enhanced. In the time domain, this is manifested as the oscillatory response shown in Fig. 1b. If the disturbance represents perturbations with a constant frequency spectrum, as would be expected in the case of stochastic fluctuations seen in chemical reactions, particularly at low copy numbers, the output will amplify the
Fig. 2 Sensitivity function. a The linearized closed-loop system can be described by these transfer functions. The three systems are equivalent and show how the sensitivity function acts to modify the open-loop system. b Bode plot of the sensitivity function for the various feedback strengths considered in Fig. 1. Note how increasing the feedback strength leads to greater low frequency attenuation, but an increased peak at the higher frequencies. c This waterbed effect is characterized by Bode’s integral, which states that the area of sensitivity attenuation (gain below 0 dB; in light gray) must be matched by areas of increased sensitivity (gain above 0 dB; in dark gray).

mid-range of these frequencies; thus, negative feedback can shift the observed frequencies of the disturbances (Simpson et al. 2003; Cox et al. 2006; Hansen et al. 2018). While negative feedback is chosen to lessen the sensitivity of the closed-loop system relative to the open-loop one, this corresponds to a gain less than one: $|S(i\omega)| < 1$. However, this is not always achievable. More precisely, for any feedback system, if the sensitivity is reduced at certain frequency values $\omega$, then there will be other regions in frequency space in which the sensitivity will actually increase. The precise relationship was first given by Bode (1945):

$$\int_0^\infty \log |S(i\omega)| \, d\omega \geq 0. \quad (6)$$

and is now known as Bode’s Integral Formula (Fig. 2). More familiarly, it has come to be known as the “conservation of dirt,” following a celebrated Bode lecture by Gunter Stein (2003), or the waterbed effect. Bode derived this formula for a specific type of system: linear, time-invariant systems that were open-loop stable and had a relative degree (the difference between the degrees of the open-loop numerator and denominator polynomials) two or greater.

In the 75 years, since Bode’s result was published, there have been numerous extensions. Freudenberg and Looze (1985) published one of the most significant extensions, by including the effect of open-loop unstable poles; in particular, they showed that

$$\frac{1}{\pi} \int_0^\infty \ln |S(i\omega)| \, d\omega = \sum_k \text{Re}(p_k) - \frac{1}{2} \lim_{s \to \infty} sL(s), \quad (7)$$

where $\text{Re}(p_k)$ are the real parts of any unstable poles of the open-loop system and $L(s)$ is the open-loop transfer function of the system. This indicates that the frequency ranges over which sensitivity reduction can be achieved were actually smaller than that over which sensitivity was amplified.

The effect of time delays was considered in Freudenberg and Looze (1987). For systems described by difference equations, there is a corresponding discrete-time sensitivity integral, which mirrors that of Bode (Sung and Hara 1988).

The results given above deal only with the systems that can be described by transfer functions; namely, those that are linear and time-invariant. However, there was much interest in studying whether these restrictions applied to other more general classes of systems. A series of papers considered some of the relevant concepts, including the notion of zeros and poles of linear time-varying systems (O’Brien and Iglesias 2001; Padoan and Astolfi 2020) and how these could be used to generalize Bode’s integral (Iglesias 2001b, 2002), as well as other related concepts including Jensen’s formula (Jensen 1899; Iglesias 2001a) and Szegö’s first limit theorem (Szegö 1915; Iglesias 2002).

2.3 Connections with information theory

The logarithm that appears in Bode’s integral is related to one that is found in information theory. To express this, we recall a few definitions from information theory (Cover and Thomas 2006). For a random variable with probability density function $f(x)$, the differential entropy is given by the function
$h(x) = - \int f(\xi) \ln f(\xi) d\xi$.

If $x = \{x_n\}_{n=1}^{\infty}$ is a sequence, with discrete-time index $n$, then the entropy rate is given by

$$H_\infty(x) = \lim_{n \to \infty} \frac{1}{n} h(x_1, \ldots, x_n).$$

For a system with asymptotic stationary input $u = \{u_n\}_{n=1}^{\infty}$ and output $z = \{z_n\}_{n=1}^{\infty}$ that are related through the discrete-time transfer function $F(e^{i\omega})$, the entropy rates of the input and output satisfy (Kolmogorov 1956):

$$H_\infty(y) = H_\infty(u) + \frac{1}{2\pi} \int_{-\pi}^{\pi} \ln |F(e^{i\omega})| d\omega.$$  \hspace{1cm} (8)

Moreover, if $F(z)$ has no zeros outside the unit circle, and $\lim_{z \to \infty} F(z) = 1$, then $H_\infty(y) = H_\infty(u)$. If we apply this result to the sensitivity function, this integral is the same as in the discrete-time version of Bode’s integral (Sung and Hara 1988). In particular, the difference in entropy rates between the error, which is measured by the sensitivity function, and the input is bounded.

Based on this interpretation of the integral, Iglesias and Zang (2001) showed that the trade-offs in sensitivity minimization amount to limits in the ability to process information in the feedback loop. The advantage of this interpretation is that as it involves only time-domain terms, it is well defined even for systems that do not admit a transfer function, and this includes nonlinear systems such as those arise in biological systems. Such an interpretation was first used by Iglesias and Zang (2001) to show that if the open-loop nonlinear system has a globally exponentially stable equilibrium, then the difference in entropy rates is zero, thus matching the original result of Bode. This was followed up by showing that if there are unstable dynamics, the difference in entropy rates is strictly positive (Zang and Iglesias 2003).

This information-theoretic approach to Bode’s integral constraint has received considerable support and led to new Bode-like generalizations. Martins et al. (2007) extended the sensitivity integral results to consider a case where the information available to the controller is provided through a finite capacity communication channel. Under asymptotic stationarity assumptions, they show that these new fundamental limitations amount to an additive constant term that quantifies the information rate through this communication system. Ishii et al. (2011) considered feedback control systems in which the feedback system includes nonlinear elements. Extensions to continuous-time systems have also been made where, instead of using the entropy rate, the results are based on the difference in the mutual information rates (Li and Hovakimyan 2013; Wan et al. 2020).

A further connection between sensitivity and information theory can be made through the Fisher information matrix (FIM) (Cover and Thomas 2006)

$$\text{FIM}(x) = \mathcal{E}_\theta \left[ \frac{\partial \ln f(x, y)}{\partial x_i} \frac{\partial \ln f(x, y)}{\partial y_j} \right]$$  \hspace{1cm} (9)

The FIM is used to quantify the information that an observable random variable $y$ carries about an unobservable parameter $x$, assuming that $f(x, y)$ is the likelihood function of $x$. In analyzing biological signaling, Jetka et al. (2018) viewed $x$ as the unobservable input of system with observable output $y$ and supposed that $\hat{x}(y)$ is an estimator for $x$. As the number of measurements $N$ increases, the variance $\Sigma(\hat{y}_N)$ of the estimate is given by the FIM according to

$$\lim_{N \to \infty} \Sigma(\hat{y}_N) = \frac{1}{N \cdot \text{FIM}(x)}.$$

This approach was used to discriminate between signaling of type I and type III interferons (Jetka et al. 2018) and NF-κB signaling responses to TNF-α (Jetka et al. 2019). Recently, Anders et al. (2020) used the FIM to demonstrate how the MAPK signaling cascade balances energetic costs against the accuracy of information transmission in budding yeast. Relations between the FIM and Bode’s integral are presented in Liu and Elia (2014).

### 2.4 Causality constraints

It is interesting to consider why the limitations described by Bode’s integral arise. Through the derivations of the information-theoretic description, it can be appreciated that the limitations have their root in causality (Martins and Dahleh 2008; Li and Hovakimyan 2013). The explanation for this, however, sometimes gets lost in the intricate mathematical derivations. Here, we provide a heuristic explanation which, though less rigorous, may be easier to understand. We restrict ourselves to the discrete-time case, as it is somewhat easier.

By looking at the closed-loop system of Fig. 3, we see that rejecting a disturbance $u(t)$ amounts to providing a negative feedback input which precisely cancels that disturbance. How could one achieve this if the actual disturbance $u$ is not available, but one has a perfect measurement of the output $y$? Naively, one way would be to place the inverse of the system in the feedback path. This inverse system would take the output $y_n$ and generate the signal $\hat{u}_n$ that led to it. This does not work exactly as planned because the feedback loop alters the signal going into the system and hence changes $y_n$. However, if we apply this approach, we find that the sensitivity
function becomes:

\[ S(i\omega) = \frac{1}{1 + H_\text{YU}(e^{i\omega})H_\text{YU}^{-1}(e^{i\omega})} = \frac{1}{2}. \]

While this does not eliminate the signal, we see that it is independent of frequency, and hence, the sensitivity is reduced for all frequencies, circumventing the limitations described by Bode’s integral. The inclusion of an additional gain \( k > 0 \) in the feedback path makes \( S(i\omega) = 1/(1 + k) \). Sufficiently high \( k \) guarantees adaptation to any desired level. So, what prevents us from doing this? The premise is based on being able to obtain the inverse of the open-loop transfer function which, for realistic systems, leads to causality being violated. As a simple example, suppose that the open-loop system represents a simple exponential decay, given by

\[ y_{n+1} = \frac{1}{2}y_n + u_n. \]

The transfer function of this system is

\[ H_{\text{YU}}(e^{i\omega}) = \frac{1}{e^{i\omega} - \frac{1}{2}}. \]

If we set the feedback controller to be the inverse:

\[ H_{\text{ZY}}(e^{i\omega}) = H_{\text{YU}}^{-1}(e^{i\omega}) = e^{i\omega} - \frac{1}{2}, \]

we end up with an acausal system, in which the control input \( z_n \) is

\[ z_n = y_{n+1} - \frac{1}{2}y_n. \]

That is, the control input at time \( n \) depends on system outputs at time \( n + 1 \).

Clearly, this is not physically realizable. How then can the system reduce sensitivity? The internal model principle provides one answer. By having a model of the disturbance in the loop, it is able to generate a signal that cancels out the disturbance. However, this only happens for specific disturbances that have models inside the loop; it is not possible for arbitrary unknown disturbances. What then in this case? The best that can be done, under a causality constraint on the feedback, is to apply a control signal \( u_n \) at time \( k \) that depends on past observations of the signal \( y_n \), which cannot cancel arbitrary signals. It is interesting to note that, for open-loop stable systems, the inverse of the sensitivity function is stable, and hence, by measuring \( y_n \), the input \( u_n \) could be estimated. If the system includes open-loop unstable systems, the inverse of the sensitivity function is no longer stable—unstable open-loop poles of the plant appear as unstable closed-loop poles of the sensitivity function. In computing the inverse, these would reappear as unstable poles of the inverse of the sensitivity function. This induces even greater error in any estimate of \( u_n \) and exacerbates the information loss between input and output.

### 2.5 Biological examples

Here, we will illustrate how the concepts discussed so far can be used to understand various trade-offs in specific biological systems and how they affect system dynamics. Our first example comes from a minimal two-state model of glycolysis (Fig. 4a) from Chandra et al. (2011):

\[
\frac{dx(t)}{dt} = \frac{2y(t)^a}{1 + y(t)^{2h}} - \frac{2kx(t)}{1 + y^{2g}} - q \left( \frac{2y(t)^a}{1 + y(t)^{2h}} + (q + 1) \frac{2kx(t)}{1 + y(t)^{2g}} - (1 + u(t)) \right)
\]

where the system state \( x(t) \) represents the concentration of intermediate metabolites, and the output \( y(t) \) is the concentration of ATP. The input to the system, \( u(t) \), represents changes in the demanded ATP. The system parameters are the autocatalysis stoichiometry \( (q) \), forward reaction rate \( (k) \), ATP feedback constants for Phosphofructokinase (PFK) \( (g) \) and Pyruvate kinase (PK) \( (h) \) and the Hill coefficient for ATP-PFK binding \( (a) \). PFK and PK are the regulatory enzymes in glycolysis. Nonlinear systems are often studied using linearized models. Linearization around the steady-state \((1/k, 1)\) leads us to the following model:

\[
\frac{d}{dt} \begin{bmatrix} \Delta x \\ \Delta y \end{bmatrix} = \begin{bmatrix} -k/(q + 1)k & a \\ -qa & 0 \end{bmatrix} \begin{bmatrix} 0 & -1 \\ \end{bmatrix} + \begin{bmatrix} g & \end{bmatrix} \begin{bmatrix} 0 & 1 \\ 0 & -(q + 1) \end{bmatrix} \begin{bmatrix} \Delta x \\ \Delta y \end{bmatrix} + \begin{bmatrix} 0 \\ -1 \end{bmatrix} u(t)
\]

![Diagram](https://via.placeholder.com/150)
Fig. 4 Theoretical study of glycolysis. **a** Minimal model. **b** Transfer function model of the linearized system and simplified representation using sensitivity function. **c** Plots of log sensitivity function versus feedback strength, \( h \) for varying number of positive and negative feedbacks. Values with \( q > 0 \) and \( g > 0 \) represent the presence of a positive feedback and the double negative feedbacks, respectively. The other parameters values are: \( a = 1, k = 3 \). Increased \( h \) results lower steady-state error (\( \ln |S_h(0)| \)) but increases the peak amplitude inducing ringing. The feedback gain, \( g > 0 \), suppresses the ringing effect. In the third panel, \( h = 4 \) corresponds to the critical value \( h_c = a + (k + g(1 + q))/q \) resulting in the high peak, which is substantially suppressed with \( g = 1 \) in the fourth panel. For \( q = 0 \), the Bode integral value is independent of \( h \) and equal to the real part of the unstable pole of \( HYU \). **d** Respective temporal profiles of output, \( y(t) \). The colors match those of c. Note that in the third plot \((q = 1, g = 0)\), the system is unstable for \( h = 5 \), and hence, the plot was omitted.

Stability requires that the eigenvalues of \((A + F_1 + F_2)\) have negative real parts. On the other hand, robustness requires that the steady-state ratio, \( \Delta y_{ss}/u_{ss} \rightarrow 0 \). Together, these requirements result in contradictory constraints:

\[
0 < h - a < \frac{k + (q + 1)g}{q} \quad \text{and} \quad h \to \infty. \tag{10}
\]

This indicates the existence of a trade-off: The improved robust performance imposes an energy inefficient highly complex enzymatic reaction dynamics, whereas for preserving stability, the complexity must be bounded by an upper bound \((h_c = a + (k + g(1 + q))/q)\), which sets the system output, \( y \), to oscillate. (Eigenvalues of \((A + F_1 + F_2)\) become purely imaginary.) This also indicates that the oscillations can be avoided at the expense of extra energy consumption. The criticality of this trade-off can be further explained through the transfer function model. The closed-loop transfer function, \( \tilde{HYU}(i\omega) \), of the system can be written as:

\[
\tilde{HYU}(i\omega) = \frac{i\omega + k}{(i\omega)^2 + (k + g + q(a - h + g))i\omega - k(a - h)} = \frac{i\omega + k}{(i\omega)^2 + (k + qa)i\omega - ka - \frac{(i\omega)^2 + (k + qa)i\omega - ka}{(i\omega)^2 + (k + qa)i\omega - ka + g(1 + q)i\omega + h(-qio + k)}}
\]

where

\[
\tilde{HYU}(i\omega) = \frac{i\omega + k}{(i\omega)^2 + (k + qa)i\omega - ka}
\]
is the transfer function of the open-loop plant, and
\[ G(i\omega) = \frac{g(1 + q)i\omega}{i\omega + k} \]
and
\[ H(i\omega) = \frac{h(-qi\omega + k)}{i\omega + k} \]

are two parallel feedback elements (Fig. 4b). As the steady-state error does not depend directly on \( q \), we can consider \( G(i\omega) \) to be the part of the internal feedback loop and \( H(i\omega) \) as a tunable external feedback element. This enables us to write the closed-loop transfer function as the product of the modified plant model, \( H Y U g(i\omega) \) and the sensitivity function, \( S_h(i\omega) \). Now, \( H Y U g(i\omega) \) has an unstable zero, \( z = k/q \) and an unstable pole, \( p \). Using Eq. 7, the Bode integral can be written as:
\[
\frac{1}{\pi} \int_0^\infty \ln |S_h(i\omega)| d\omega = \begin{cases} 
  p, & \text{for } q = 0, \\
  p + \frac{1}{2}hq, & \text{for } q > 0.
\end{cases}
\]

Thus, in the presence of the positive feedback (\( q > 0 \)), the peak response of log sensitivity increases resulting in oscillatory responses which can be subdued by the choice of \( g > 0 \) (Fig. 4c).

**Energy consumption and perfect adaptation**

In the previous example, we saw how the energy expenditure plays a critical role in the trade-off. A similar scenario is observed during adaptation of bacterial chemotaxis in *E. coli*. Lan et al. (2012) developed the following stochastic description of the system, involving external input, \( u(t) \), controller state \( x(t) \) (slow) and output state \( y(t) \) (fast):
\[
\begin{align*}
\frac{dx(t)}{dt} &= -\varepsilon_x (y - \bar{y}) \left( \alpha - (1 - \alpha)\beta \frac{\partial F(u, x)}{\partial x} \right) + w_x \\
\frac{dy(t)}{dt} &= -\varepsilon_y (y - F(u, x)) + w_y
\end{align*}
\]

where \( \alpha \in [0, 1] \) and \( \beta \in \mathbb{R}_+ \) are constants and \( \bar{y} \) is the desired steady-state value of the output. The signals \( w_x \) and \( w_y \) represent white noise processes affecting the respective states. The function \( F(u, x) = (1 + u/e^{2x})^{-1} \) is the mean activity and has opposite dependency on input and the controller, i.e., \( \frac{\partial F(u, x)}{\partial x} > 0 \), \( \frac{\partial F(u, x)}{\partial u} < 0 \). Finally, \( \varepsilon_x \) and \( \varepsilon_y \) are the time scales associated with the \( x \) and \( y \) dynamics, respectively. In this system, \( \varepsilon_x \) dictates the adaptation speed and satisfies \( \varepsilon_x \ll \varepsilon_y \).

Through linear stability analysis, Lan et al. (2012) showed that the steady state is only stable for sufficiently high values of \( \beta \). Furthermore, they developed a relationship between the rate of the energy dissipation (\( W \)) associated with adaptation and the relative adaptation error, \( \Delta y = (y - \bar{y})/\bar{y} \):
\[
\frac{d}{dt} W \approx -\varepsilon_x \ln (\Delta y).
\]

This indicates that adaptation is an energy expensive process; the cost increases with adaptation speed and accuracy. If the accuracy is to remain unaltered, then for limited supply of energy, the adaptation speed needs to decrease. In fact, experiments in which *E. coli* cells are starved (in nutrient-free tethering buffer) show that the adaptation time increases while keeping the accuracy unaltered (Lan et al. 2012).

This extra energy requirement has some connection with the trade-offs seen in Bode’s integral. As we are rejecting a constant external disturbance, integral control is required, and this forces the magnitude of the sensitivity function toward zero (\(-\infty\), when expressed in dB) as the frequency approaches zero. However, different controllers can achieve perfect adaptation at different speeds. Faster adaptation times are achieved when the graph of the magnitude is lower, essentially achieving a greater bandwidth (Fig. 2b). According to Bode’s integral, this comes at a higher price, in terms of sensitivity magnification at higher frequencies. In terms of energy consumption, Lan et al. (2012) show that there is also a penalty.

**Discussion**

The well-known Indian parable of the blind men and the elephant teaches us that when we come across an object that is new to us, we tend to rely on what is familiar to us to describe and understand it. While the concepts of feedback control, information theory and thermodynamics arose separately to describe problems in widely varying fields, it is perhaps not surprising that they are so intimately connected.

During the last twenty years, there has been great interest in using theories from control systems to understand biological processes. This was likely prompted by the work of S. Leibler and coworkers describing robustness of biological regulation (Barkai and Leibler 1997; Alon et al. 1999). The interpretation of the origin of this robustness, which could be done on well-known results of control theory, led to increased interaction between biologists and control theorists. This continues to date, likely having its greatest impact in the field of synthetic biology, which aims to design de novo regulatory systems that can achieve this desired regulation (Del Vecchio et al. 2016; Olsman et al. 2019).

Though more recently, an information-theoretic view of biological signaling constraints has attracted considerable attention (Rhee et al. 2014; Iglesias 2016). Particularly, these studies have led to an appreciation that information—
acquiring it, transmitting it, and possibly storing it—is an important part of an organism’s physiology. Of course, information transmission, like regulation, requires energy. The seminal work of Edwin Jaynes established a firm connection between information theory and thermodynamics (Jaynes 1957).

It should be noted that many of the analyses used here are based on linearizations of the system dynamics. The advantage of this is that it opens up a wealth of engineering tools, many which rely on the linear, time-invariant assumptions. These work well, but clearly have their limitations, as there are interesting behaviors that cannot be represented by such systems. While we have suggested that there are extensions to nonlinear systems, this is still very much an open field.

This paper was to be presented at a workshop Mathematical Models in Biology: from Information Theory to Thermodynamics. Our goal has been to demonstrate how control theory, together with information theory and statistical thermodynamics, forms the legs of a sturdy tripod on which a mathematical understanding of biology can have a firm foundation.
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