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Abstract
Machine-learning approaches have become greatly applicable in disease diagnosis and prediction process. This is because of the accuracy and better precision of the machine learning models in disease prediction. However, different machine learning models have different accuracy and precision on disease prediction. Selecting the better model that would result in better disease prediction accuracy and precision is an open research problem. In this study, we have proposed machine learning model for liver disease prediction using Support Vector Machine (SVM) and K-Nearest Neighbors (KNN) learning algorithms and we have evaluated the accuracy and precision of the models on liver disease prediction using the Indian liver disease data repository. The analysis of result showed 82.90% accuracy for SVM and 72.64% accuracy for the KNN algorithm. Based on the accuracy score of SVM and KNN on experimental test results, the SVM is better in performance on the liver disease prediction than the KNN algorithm.

I. INTRODUCTION
Liver disease is one of the life threatening diseases in the world. In some cases, the disease can be threatened but, if left untreated [1-6] and when the treatment is not in early stages of the disease event the liver disease causes death. This disease is a cause of deaths in most of the developing countries. The reason behind is lack of proper treatment and diagnosis and the severity of the disease. In some cases, the disease can be threatened if detected early.

The detection or identification of the disease requires specialist who have a thorough understanding or experience on threatening the disease and at the same time the patient’s capacity in paying the amount that is required for getting treatment. In most of the cases, the physician faces complexity in identifying the disease precisely due to the overlapping symptoms with other diseases. The decision making process during the identification of the disease can be aided with machine learning models. The use of machine learning algorithms such as SVM and KNN in prediction of the liver disease is prevalent in reducing the consequence of the disease. Machine learning is gaining greater importance in object recognition, recommendation systems, handwritten digits recognition [1, 2, 3, 5, 6] and disease prediction and diagnosis due to the improved accuracy and precision results. Now days, machines are playing greater role in assisting physicians to make the right decision in identification and diagnosis of diseases.

Different machine learning algorithms namely, Artificial Neural Network (ANN), Support Vector Machine (SVM), Naïve Bayes (NB) Convolutional neural Network (CNN), Decision Tree algorithms and K-Nearest Neighbor (KNN) [2-12] are used in building the models that are being used in prediction of liver disease. The most important concern of the prediction models is to minimize the death rate due to the liver disease hereby, providing better result in disease prediction. The machine learning models assist in the early identification of the disease. The problems in liver disease diagnosis are the following: Difficulty in identifying the liver disease patient accurately due to the over-lapping symptoms of the liver disease with other diseases. 2) The severity of the disease increases if not identified early and leads to complications and even deaths. 3) The time taken to identify the liver disease using laboratory test manually
is more and the patient may suffer in the meantime. To solve the problems stated in 1), 2) and 3) this paper proposes a machine-learning model to simplify the liver disease identification and treatment process. Hence, this study explores the answer to the following questions: 1. To develop a liver disease prediction model based on SVM and KNN learning algorithms for early detection of a liver disease and moreover, assist the physicians in the decision making process. 2. To evaluate and validate the performance and the accuracy of the proposed liver disease prediction model. 3. To compare the performance of SVM and KNN using accuracy, precision and confusion matrix as performance metrics? 4. To explore the behavior of cross validation and training score for varying samples of training set.

II. LITERATURE REVIEW

This section will focus on the literature related to machine learning algorithms for liver disease prediction. In [3] the authors proposed a machine-learning model for predicting liver disease by using SVM classification. In their study, the authors considered texture attribute as the primary attribute contributing to the occurrence of the liver disease. The SVM classification algorithm has provided better accuracy for prediction of the liver disease with 68.75% accuracy. In another study [4], artificial neural network (ANN) is applied to build a machine-learning model for diagnosis of liver disease. The SVM classification algorithm provided an accuracy of 71% in the prediction of the liver disease. In [5] a liver diagnosis model is proposed using the decision tree classification algorithm. The authors used the random forest algorithm to build the proposed liver disease prediction or classification model. The UCI machine learning data repository is used in building the model. Liver disease attributes like the age, gender, total bilirubin, direct bilirubin and total bilirubin of the liver disease patients is used in training and testing. The proposed liver disease prediction model based on the decision tree classification-learning algorithm provided an accuracy of 69.30% in predicting the liver disease.

A comparative study conducted on various classification algorithms used to build liver disease prediction model in [6] showcased that, SVM provided better accuracy in classification of liver disease when compared to Naïve Bayes (NB), K-Nearest Neighbor (KNN) and the Artificial Neural Network (ANN) algorithms. Based on the literature review we have selected the SVM for building our proposed liver disease prediction model.

In [7] a Multi-layer perception (MLP) based liver disease prediction model is proposed. The MLP algorithm is applied to the 239 sample manually collected form clinical data repositories. The experimental result of this study showed that the MLP provided better performance compared to NB algorithm. In [7] a Multi-layer perception (MLP) based liver disease prediction model is proposed. The MLP algorithm is applied to the 239 sample manually collected form clinical data repositories. The experimental result of this study showed that the MLP provided better performance compared to NB algorithm. In another study on liver disease prediction using machine-learning algorithms, logistic regression, the KNN and SVM is used to build the proposed liver disease prediction model. And the performance of the three classification algorithms namely, logistic regression, KNN and SVM on liver disease prediction is compared [9]. The accuracy score and confusion matrix is used to analyze the performance of each classification algorithm and the result of comparative analysis showed that three of the algorithms provided a good prediction result with an accuracy falling in range 71%-73%.

In [10] SVM and back propagation algorithms are applied to develop a learning model for prediction of liver disease. The comparative analysis result on the accuracy score of the prediction models showed that back propagation model provided better performance than SVM with an accuracy score of 73.2% and SVM scored an accuracy of 71%. The accuracy shows there is still wider scope for improvement for better performance using SVM for liver disease classification.

The literature reveals that many different attributes contribute to the occurrence of liver disease. Among the contributing factors to the liver disease some are personal habits, such as smoking, consumption of alcohol and family history. To reduce the mortality rate caused by liver disease, SVM and NB based model for prediction of liver disease is proposed in [11-18] for assisting physicians’ in the diagnosis of the liver disease. Various metrics such as accuracy score, precision and f-score measures is used to compare the performance of SVM and NB and the experimental analysis result showed that SVM provided better result in prediction of liver disease. In [12] SVM algorithm is used to develop machine-learning model for liver disease diagnosis. In the study, the performance of the algorithm is shown to be 73 %. The authors used the Indian liver disease data repository. The performance of the model varies for different number of features applied in training the SVM learning algorithm. The support vector machine algorithm is also proved to be a powerful machine-learning model for building liver disease prediction model as the model has a reasonable accuracy.

An artificial neural network based liver disease prediction model is proposed in [13-14]. The authors have also compared the proposed ANN based model with the existing models developed using learning algorithms such as SVM and NB. The result of comparative analysis showed that ANN provided an accuracy score of 70%. In [20], the authors proposed a classification model for liver disease prediction with Naïve Bayes and support vector machine. The authors evaluated the performance of the Naïve Bayes and support vector machine with prediction accuracy. An experimental test reveals that the support vector machine performed better compared to the Naïve Bayes for liver disease classification. However, the support vector machine has slower execution time compared to the Naïve Bayes. In [21], the authors compared the performance of three classification algorithms, namely logistic regression, support vector machine and K-nearest neighbor. The experimental result of the study revealed that logistic regression has better performance in terms of accuracy. However, the study used only accuracy as performance metrics in the evaluation and other metrics such as receiver operating characteristics curve, (ROC curve) confusion matrix is not used. In [22], logistic
regression-based liver disease classification model is proposed. The authors evaluated the performance of the model on liver disease test set and result shows that the model has 74% accuracy on liver disease classification. In their study, the authors also compared the logistic regression accuracy with other machine learning algorithms, namely the support vector machine and artificial neural network. Comparative analysis of the performance of these models reveals that the logistic regression has better accuracy on classification of liver disease as compared to the support vector machine and the artificial neural network. The artificial neural network has accuracy of 71% and the support vector machine has 58.26% as showcased by the authors. In [23], the authors compared support vector machine and K-nearest neighbor-based model on liver disease dataset classification. The authors suggested that support vector machine and K-nearest neighbor has acceptable performance for liver disease classification. Based on the literature survey [1-26], we chose the support vector machine and K-nearest neighbor for liver disease prediction in this study. In [27-31], the authors compared six machine learning algorithms namely, Naïve Bayes, KNN, SVM, decision tree, random forest and logistic regression for liver disease prediction. The experimental analysis of the result of the accuracy shows that the highest accuracy achieved by these algorithms is 75% with logistic regression.

III. MATERIALS AND METHODS

In this section, the data repository being used in training and testing a liver disease prediction model and the machine learning algorithm as well as the programming language used in experimental tests and training the model is discussed. The data repository used in training and testing the proposed liver disease prediction model is the Indian liver disease data repository available online. The machine learning methodology used in building the proposed model for solving the liver disease classification problem is the SVM and KNN. To implement the proposed machine-learning model for prediction of liver disease and perform experimental analysis of performance of the SVM and KNN algorithms, a python programming language is used. The logical steps for liver disease prediction using support vector machine and KNN is shown in Fig. 1.
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**Fig. 1. SVM and KNN model for liver disease prediction**

A. Dataset description

The detail of liver disease data repository used in building the liver disease prediction model is described in this section. The actual Indian liver disease data repository available online and the description of this data repository is summarized in Table I. The data repository consists of 583 data instances with 11 attributes and have two classes or labels, the liver disease positive (liver disease patients represented by 1) and liver disease negative (represented by 2). The attributes of liver disease are age (in years), sex (Male/Female), Albumin and so on described in table 2. In the data repository, 416 samples are liver disease patient instances and 167 liver disease positive or liver disease patient records. Form the total 583 samples in the data repository, the 20% (roughly 117 samples) are used in testing and the 80% (466 samples) of the samples are used in training the model in the data repository. The dataset features are demonstrated in table 1.

| Table I. Sample Liver Dataset Feature Used in Classification. |
|------------------|------------------|------------------|------------------|------------------|------------------|
| age | gender | TB | DB | alkphos | sgpt | sgot | TP |
| 65 | 0 | 0.7 | 0.1 | 187 | 16 | 18 | 6.8 |
| 62 | 1 | 10.9 | 5.5 | 699 | 64 | 100 | 7.5 |
| 62 | 1 | 7.3 | 4.1 | 490 | 60 | 68 | 7 |
| 58 | 1 | 1 | 0.4 | 182 | 14 | 20 | 6.8 |
| 72 | 1 | 3.9 | 2 | 195 | 27 | 59 | 7.3 |
| 46 | 1 | 1.8 | 0.7 | 208 | 19 | 14 | 7.6 |
| 26 | 0 | 0.9 | 0.2 | 154 | 16 | 12 | 7 |
| 29 | 0 | 0.9 | 0.3 | 202 | 14 | 11 | 6.7 |
| 17 | 1 | 0.9 | 0.3 | 202 | 22 | 19 | 7.4 |
| 55 | 1 | 0.7 | 0.2 | 290 | 53 | 58 | 6.8 |

| Table II. Liver Dataset Feature Description. |
|------------------|------------------|------------------|------------------|------------------|------------------|
| Observation No | Feature | Description |
| 1 | Age | The age of patient in years |
| 2 | Gender | Patients gender (male or female) |
| 3 | TB | Total Bilirubin |
| 4 | DB | Direct Bilirubin |
| 5 | alkphos | Alkaline Phosphatase |
| 7 | sgpt | Alamine Amino trans phosphate |
| 8 | TP | total Proteins |
| 9 | ALB | Albumin |
| 10 | A_G | Ratio of Albumin and Globulin |
| 11 | Class | Predictor Class: 1 if patient has Liver Disease and 2 if they do not |
IV. RESULTS AND DISCUSSIONS

In the experimental analysis, we have considered three performance metrics to compare the support vector machine and the K-nearest neighbor and the trained model is tested on the liver disease test set. The performance metrics used in the experimental test include accuracy score, confusion matrix and receiver operating characteristic curve (ROC) curve. Overall, the result shows that the support vector machine performed well as compared to the K-nearest neighbor.

1. Accuracy of the model

Accuracy score is the most important metric to evaluate the performance of learning models. This metric is a measure of how a model fits unknown class label based on the known class labels given to the model in the training set. The performance of the SVM and KNN learning algorithms based liver disease prediction model was evaluated using accuracy metric. The model is tested randomly on unknown samples and the analysis result showed an average accuracy of 74.52% on five random tests performed on the model using SVM and an average accuracy of 70.93% for KNN algorithm. The accuracy plot of the two models on random test is illustrated in figure 3. As shown in figure 3 the Support Vector Machine (SVM) has better performance than the K-nearest Neighbor (KNN) algorithm on the random tests on the models. The accuracy for the SVM falls in the range 70% to 82% whereas that of the KNN falls in the range 68% to 74%.

2. Receiver operating characteristics curve (ROC)

The receiver operating characteristic curve is used to compare the KNN and SVM model on specific class namely the true positive (TP) or the liver disease patient class. The ROC metric is important to compare how the SVM and KNN models perform on predicting the true positive class or liver disease patient as this the important class which we require the model to perform well.

The receiver operating characteristics or ROC curve for the support vector machine is demonstrated in figure 4. The ROC curve metric is used to evaluate the output quality or the performance of support vector machine with cross validation. This metrics validates the performance of the support vector machine using true positive rate (TPR) and false positive rate (FPR). As demonstrated in Fig.4, the TPR is y-axis and the FPR is the x-axis, which means the more the ROC, curve area the better the performance of the model. The area under curve is 0.66 for liver disease patient and non-patient classes. This value is higher than the ROC curve area for the K-Nearest Neighbor model demonstrated in Fig.4. Hence, we can conclude that the support vector machine better in predicting liver disease TP cases meaning the observations where the class is liver disease patient as compared to the K-Nearest Neighbor model.

In Fig.4, the receiver operating characteristics curve (ROC) curve of K-Nearest Neighbor (KNN) is illustrated. As illustrated in figure 6, the ROC curve is steep as compared to the support vector machine (ROC curve) which is vertical as compared to the KNN ROC curve. Moreover, the area under curve for the KNN model is less compared to the SVM. Hence, the KNN model performs less on predicting the True Positive (TP) or liver disease patient class compared to the SVM model.

Fig. 2. Accuracy of SVM and KNN for liver disease predication

Fig. 3. ROC Curve of SVM model

Fig. 4. ROC curve of KNN for liver disease predication
3. Confusion matrix for KNN and SVM on liver disease classification

The confusion matrix shows the real and predictive heart disease dataset observations by the KNN and SVM model as demonstrated in figure 5 and 6 respectively. The confusion matrix of KNN and SVM demonstrated in figure 5 and 6 respectively shows that the SVM model has better classification accuracy with total of 86 observations and 31 mis-classifications. However, the KNN model has 84 truly classified observations and 34 mis-classification or classification errors. Hence, the performance of SVM is better as compared to the KNN model which produced more number of mis-classification or classification errors than SVM model for liver disease classification.

![Confusion matrix for KNN model on liver disease classification](image)

![Confusion matrix for SVM model on liver disease classification](image)

5. CONCLUSION

This study compared two machine learning algorithms namely, support vector machine (SVM) and K-nearest Neighbor (KNN) for liver disease prediction. We have compared them with accuracy and confusion matrix and ROC curve on test dataset. Result shows that the accuracy of the models on prediction of liver disease is 75.21% for SVM and 70.93% for KNN. Overall, SVM algorithm is better for predicting liver disease compared to KNN. The comparative result between SVM and KNN with confusion matrix shows that the number of true labels is greater for SVM than the number of true label for KNN. An experimental result analysis with ROC curve reveals that SVM is better in predicting the liver patient class as compared to the KNN. Overall, SVM is better algorithm for heart disease classification as compared to the KNN algorithm.

VI. RECOMMENDATIONS AND FUTURE WORK

In this study, we have proposed a model for liver disease classification with support vector machine and k-nearest neighbor algorithm. Moreover, the study compared the performance of support vector machine on Indian liver dataset collected from online data repository. The dataset consists of 11 features and 583 observations, which is limited for machine learning algorithm to perform effectively on liver disease classification. Overall, we recommend the design and implementation of a more accurate liver disease classification model with more dataset and features.
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