Remarks on Thermodynamic Properties of a Double Ring-Shaped Quantum Dot at Low and High Temperatures
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Abstract In a recent paper published in this Journal, Khordad and collaborators [J Low Temp Phys (2018) 190:200] have studied the thermodynamics properties of a GaAs double ring-shaped quantum dot under external magnetic and electric fields. In that meritorious research the energy of system was obtained by solving the Schrödinger equation. The radial equation was mapped into a confluent hypergeometric differential equation and the differential equation associated to $z$ coordinate was mapped into a biconfluent Heun differential equation. In this paper, it is pointed out a misleading treatment on the solution of the biconfluent Heun equation. It is shown that the energy $E_z$ can not be labeled with $n_z$ and this fact jeopardizes the results of this system. We calculate the partition function with the correct energy spectrum and recalculate the specific heat and entropy as a function of low and high temperatures.
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1 Introduction

In the past thirty years, semiconductor quantum dots were the subject of great experimental [1,2,3] and theoretical [4,5,6,7,8,9,10,11] interest, mainly because they offer significantly improved electronic and optical properties associated with the quantum confinement in all three spatial dimensions of a few electrons at the semiconductor interface to form quasi-zero-dimensional
systems (10 – 1000 Å length scale). As the electrons wavelength is of the same length scale as the confinement, the quantum effects become relevant being the most notable the emergence of a quantized energy spectrum with spacing of a few meV. This, along with other remarkable properties, increased the potential applications of quantum dots, for instance, in micro-electronic devices such as quantum dot lasers [12,13], solar cells [14,15], single electron transistors [16,17] and quantum computers [18,19]. For more details, the interested reader will find more information in [20,21,22].

From a theoretical point of view, to study quantum dots it is essential to know the profile of the confining potential which often is represented like a symmetrical paraboloidal potential [4], a Gaussian confinement [5], a spherical harmonic oscillator [6], a pyramidal potential [7], a ring-shaped oscillator [8], or a double ring-shaped oscillator [9,10]. This last case was addressed in a recent paper published in this Journal by Khordad et al. [9]. Particularly, the authors studied the thermodynamic properties of GaAs double ring-shaped quantum dot under external magnetic and electric fields by means of a theoretical model and analytical solutions. To achieve their goal, the authors need to calculate the energy spectrum, which has been obtained by solving the Schrödinger equation with a confining potential, constant magnetic and electric fields [11]. Considering cylindrical coordinates, the radial differential equation was mapped into a confluent hypergeometric differential equation. On the other hand, the differential equation related to z axis was mapped into a biconfluent Heun differential equation.

The purpose of this paper is point out a misleading treatment on the solution of the biconfluent Heun equation, this fact jeopardizes the results obtained in [9], because the thermodynamic properties of the system depend mainly on the energy spectrum. With the energy spectrum, the partition function is properly built and two thermodynamic properties: the specific heat and entropy are recalculated as a function of temperature. Finally, our results are compared with those found in the literature and, in special, with Ref. [9].

2 Theory and model

The Hamiltonian of an electron confined in a double ring-shaped quantum dot under magnetic and electric fields is given by [9]

\[
H = \frac{\left(\vec{p} + e\vec{A}\right)^2}{2m^*} + V(r, \theta) - e\vec{F} \cdot \vec{r},
\]

(1)

where

\[
V(r, \theta) = \frac{1}{2} m^* \omega_0^2 r^2 + \frac{\hbar^2}{2m^*} \left( \frac{B}{r^2 \sin^2 \theta} + \frac{C}{r^2 \cos^2 \theta} \right),
\]

(2)

\(m^*\) is the effective mass of the electron, \(\vec{A} = \frac{B}{2} (-y, x, 0)\) and \(\vec{F}\) is the electric field. Here \(B\) and \(C\) are two potential parameters.
In cylindrical coordinates, the resulting stationary Schrödinger equation (1) is
\[
-\frac{\hbar^2}{2m^*} \nabla^2 + \frac{1}{8} m^* \omega_c^2 \rho^2 + \frac{1}{2} m_c L_z + \frac{1}{2} m^* \omega_0^2 (\rho^2 + z^2) + \frac{\hbar^2}{2m^*} \left( \frac{B}{\rho^2} + \frac{C}{z^2} - eFz \right) \psi(\rho, \phi, z) = E \psi(\rho, \phi, z).
\] (3)

At this stage, let us consider the variable separation method and using the solution of (3) in the form of \( \psi(\rho, \phi, z) = R(\rho) F(z) e^{im\phi} \), one finds the following equations
\[
\frac{d^2 R(\rho)}{d\rho^2} + \frac{1}{\rho} \frac{dR(\rho)}{d\rho} - \frac{m^2 + B}{\rho^2} R(\rho) - \frac{(m^*)^2 \Omega^2}{\hbar^2} \rho^2 R(\rho) + \left( \frac{2m^* E_{\rho}}{\hbar} - \frac{m^* m_c \omega_c}{\hbar} \right) R(\rho) = 0,
\] (4)
and
\[
\frac{d^2 F(z)}{dz^2} - \left( \frac{(m^*)^2 \omega_0^2}{\hbar^2} z^2 + \frac{C}{z^2} - \frac{2m^* E_z}{\hbar^2} - \frac{2m^* \omega_c}{\hbar} eFz \right) F(z) = 0,
\] (5)
where \( \omega_c = eB/m^* \) is the cyclotron frequency and \( \Omega = \sqrt{\omega_0^2 + \frac{\omega_c^2}{4}} \).

2.1 Radial equation

Making use of the new variable \( \eta = \kappa \rho^2 \) with \( \kappa = \frac{m^* \Omega}{\hbar} \), the Eq. (4) becomes
\[
\left( \frac{d^2}{d\eta^2} + \frac{1}{\eta} \frac{d}{d\eta} - \frac{m^2 + B}{4\eta^2} + \frac{\lambda}{4\kappa \eta} - \frac{1}{4} \right) R(\eta) = 0,
\] (6)
where \( \lambda = \frac{2m^* E_{\rho}}{\hbar} - \frac{m^* m_c \omega_c}{\hbar} \). The solution for all \( \eta \) can be expressed as
\[
R(\eta) = \eta^{\frac{\sqrt{m^2 + B}}{2}} e^{-\frac{\eta}{2}} f(\eta),
\] (7)
subsequently, by introducing the following parameters
\[
a = \frac{1}{2} \left( \frac{\sqrt{m^2 + B}}{2} + 1 - \frac{\lambda}{2\kappa} \right),
\]
\[
b = \left( \frac{\sqrt{m^2 + B}}{2} + 1 \right),
\]
one finds that \( f(\eta) \) can be expressed as a regular solution of the confluent hypergeometric equation (Kummer’s function) \[23\]
\[
\eta \frac{d^2 f}{d\eta^2} + (b - \eta) \frac{df}{d\eta} - af = 0.
\] (10)
The solution of Eq. (10), regular at \( \eta = 0 \), can be obtained considering the Kummer’s function denoted by \( f(\eta) = M(a, b; \eta) \). An important feature of the Kummer’s function related to its asymptotic behavior demands that the parameter \( a \) to be a non-negative integer. This is a well known condition that permit us obtain the energy spectrum of this system. The quantization condition \((a = -n_{\rho})\) implies into

\[
E_{\rho} = \hbar \Omega \left( 2n_{\rho} + 1 + \sqrt{m^2 + B} \right) + \frac{m\hbar \omega_c}{2}.
\]

(11)

The energy \( E_{\rho} \) is in agreement with Ref. [9].

2.2 \( z \)-axis equation

Considering the solution of (5) as

\[
F(z) = z^{1+\sqrt{1+4C}} \exp \left( -\frac{m^*\omega_0}{2\hbar} z^2 \right) \exp \left( \frac{eF_z}{\hbar \omega_0} z \right) g(z),
\]

(12)

and defining the new variable \( z \to \sqrt{\frac{m^*\omega_0}{\hbar}} z \), one finds that \( g(z) \) can be expressed as a solution of the biconfluent Heun differential equation [24,25,26,27,28,29,30,31]

\[
\frac{d^2g(z)}{dz^2} + \left( \frac{\alpha + 1}{z} - \beta - 2z \right) \frac{dg(z)}{dz} + \left( \gamma - \alpha - 2 - \frac{\Theta}{z} \right) g(z) = 0,
\]

(13)

where

\[
\alpha = \sqrt{1 + 4C},
\]

(14)

\[
\beta = -\frac{2eF_z}{\hbar \omega_0} \sqrt{m^*\omega_0},
\]

(15)

\[
\gamma = \frac{2E_z}{\hbar \omega_0} + \frac{e^2F_z^2}{m^*\hbar \omega_0^2},
\]

(16)

\[
\Theta = \frac{1}{2} \left[ \delta + \beta(1 + \alpha) \right],
\]

(17)

with \( \delta = 0 \). Note that the expressions for \( \beta \) and \( \gamma \) obtained in Ref. [9] are different to our results, probably due to erroneous calculations in the manipulation of the equation (5). In this ways, the regular solution of (13) is given by

\[
H_\delta(\alpha, \beta, \gamma, 0; z) = \sum_{j=0}^{\infty} \frac{\Gamma(1 + \alpha)}{\Gamma(1 + \alpha + j)} \frac{a_j z^j}{j!},
\]

(18)

where \( \Gamma(x) \) is the gamma function, \( a_0 = 1 \) and \( a_1 = \Theta \). The remaining coefficients for \( \beta \neq 0 \) satisfy the recurrence relation,

\[
a_{j+2} = (j + 1)\beta + \Theta \right)a_j + (j + 1)(j + 1 + \alpha)(\Delta - 2j) a_j, \quad j \geq 0,
\]

(19)
where $\Delta = \gamma - \alpha - 2$. Using (19) for $j = 0$, we can obtain $a_2 = (\beta + \Theta)\Theta - (\alpha + 1)\Delta$ and so on, gets the others coefficients for $j > 0$. From recurrence relation (19), $H_b$ becomes a polynomial of degree $n$ if only if two conditions are satisfied [25]

\begin{align}
\Delta &= 2n_z, \quad (n_z = 0, 1, \ldots) \\
\Delta &= 2n_z, \quad (n_z = 0, 1, \ldots)
\end{align}

At this stage, it is worthwhile to mention that the energy of the system is obtained using both conditions (20) and (21).

From the condition (20), one obtains

$$E_{z, n_z} = \left( n_z + 1 + \frac{\alpha}{2} - \frac{e^2 F_z^2}{2m^* \hbar \omega^3} \right) \hbar \omega_0.$$  \hfill (22)

The problem does not end here; it is necessary to analyze the second condition of quantization. Now we focus attention on the condition (21), this condition provides a constraint on the values of potential parameters. For instance, $n_z = 0 \quad (\Delta = 0)$ implies that $a_1 = \Theta = 0$. This condition furnishes the following equation

$$\beta(1 + \alpha) = 0.$$ \hfill (23)

One finds that is not possible to extract a physically acceptable expression for $F_z$ or $\omega_0$ from (23). Thus, $n_z = 0$ is not an allowed value.

Now, let us consider the case $n_z = 1 \quad (\Delta = 2)$, which implies that $a_2 = (\beta + \Theta)\Theta - 2(1 + \alpha) = 0$. This condition for $\beta < 0$ and $F_z > 0$ or $\beta > 0$ and $F_z < 0$ provides the following constrain

$$\frac{e^2 F_z^2}{2m^* \hbar \omega_0^3} = \frac{1}{\alpha + 3}.$$ \hfill (24)

Substituting (24) into (22) for $n_z = 1$, we find

$$E_{z, 1} = \left( \sqrt{1 + 4\bar{C}^2} + 2 - \frac{1}{\sqrt{1 + 4\bar{C}^2} + 3} \right) \hbar \omega_0.$$ \hfill (25)

The last expression represents the energy of the system for $n_z = 1$.

Following the same procedure, we can obtain the energy of the system for $n = 2 \quad (\Delta = 4)$, considering the constrain on the values of potential parameters from the condition $a_3 = 0$. Explicitly, for $\beta < 0$ and $F_z > 0$ or $\beta > 0$ and $F_z < 0$ we obtain

$$\frac{e^2 F_z^2}{2m^* \hbar \omega_0^3} = \frac{2(2\alpha + 7)}{\alpha^2 + 8\alpha + 15}.$$ \hfill (26)

One more time, substituting (26) into (22) for $n_z = 2$, we find

$$E_{z, 2} = \left( \sqrt{1 + 4\bar{C}^2} + 3 - \frac{2\sqrt{1 + 4\bar{C}^2} + 7}{4\sqrt{1 + 4\bar{C}^2} + 2\bar{C} + 8} \right) \hbar \omega_0.$$ \hfill (27)
The last expression represents the energy of the system for \( n_z = 2 \). For \( n_z \geq 3 \), the form of the constraint becomes increasingly cumbersome. With this result, we conclude that the energy \( E_z \) can not be labeled with \( n_z \), because both constrain and energy are different for each value of \( n_z \). This is a peculiar behavior of the biconfluent Heun equation.

### 3 Thermodynamic properties

In order to calculate thermodynamic properties of the system, we need to build the partition function. As it is known, the partition function can be calculated by direct summation over all possible states available to the system. The total energy of the system is given by

\[
E_{n,\rho,m,1} = \hbar \Omega \left( 2n_\rho + 1 + \sqrt{m^2 + B} \right) + \frac{m \hbar \omega_c}{2} + \frac{m}{\sqrt{1 + 4C + 3}} \hbar \omega_0,
\]

for \( n_z = 1 \) and satisfying the constraint \( [24] \). Note that each value of \( n_z \) is associated to a different physical scenario, for this reason we have to fix the value of \( n_z \).

The partition function is given by (considering \( n_z = 1 \))

\[
Q = \sum_{n_\rho} \sum_m \exp \left( -\beta E_{n_\rho,m,1} \right), \tag{29}
\]

where \( \beta = \frac{1}{k_B T} \) is the Boltzmann constant and \( T \) is the temperature. To show our results and compare with Ref. [9], let’s recalculate two thermodynamic properties of this system using the following relations

**Specific heat** : 
\[ C_v = \frac{\partial U}{\partial T}, \tag{30} \]

**Entropy** : 
\[ S = k_B \ln Q - k_B \beta \frac{\partial \ln Q}{\partial \beta}. \tag{31} \]

### 4 Results and discussions

Figure 1 illustrates the behavior of the specific heat of a GaAs QD as a function of the temperature (\( T \)) for different magnetic fields: 5.0, 1.0 and 0.5 teslas. Note that at low temperatures (Fig. 1b) the magnetic field has no effect on the specific heat (\( T < 2 \) K). For \( T > 2 \) K, the specific heat changes abruptly, increasing with enhancing the temperature and at a fixed temperature, it decreases with enhancing the magnetic field. It is worthwhile to mention that this behavior of the specific heat at a comparatively small temperature range (\( T < 10 \) K) agrees with Ref. [9]. On the other hand, from Fig. 1a, it is observed
that the specific heat increases until a peak structure (resonance), which becomes more pronounced as magnetic fields gets weaker, while it shifts towards left to lower temperature values. This is the well-known Schottky anomaly \[32\], which is often observed in magnetic systems and is closely related to the energy required for a thermal transition between the ground state and the first excited state of the system. For our GaAs QD model, such energy spacing is approximately $\Delta E \approx 40 \text{ meV}$ which correspond to radio frequencies of $\nu \sim 10^{11} \text{ Hz}$, and whose wavelengths are in the infrared region for GaAs. Based
Fig. 2: Entropy as a function of temperature for different magnetic fields. The curves in (a) and (b) correspond to high and low temperatures, respectively.

on this, we believe our results, together with the observation of the Schottky anomaly, would find experimental realization in the so-called quantum dots photodetectors [33,34] and photodiodes [35,36]. Additionally, we also found a progressive disappearance of the Schottky anomaly as the magnetic field and/or temperature increases and transforming the peak into a shoulder, as shown in Fig. 1a. Note that at high temperatures ($T \sim 80$ K) the specific heat continues to increase with enhancing the temperature, until approaching to some finite value $\sim 2k_B$ (though not shown in the figure) as would be expected from a Dulong-Petit-like behavior. These latest results show a behavior
contrary to Ref. [9] but they agree with Refs. [37,38], in which the expected behavior for GaAs QD model is shown.

In Figure 2, we plot the entropy as a function of the temperature \((T)\), for \(B = 0.5, 1.0\) and \(5.0\) teslas. As expected, clearly it is shown that the entropy increases with enhancing the temperature at a fixed value of the magnetic field. However, the behavior is qualitatively different at distinct temperature regimes. For example, at low temperatures (Fig. 2a) the magnetic field has no effect on the entropy \((T < 2\, \text{K})\). For \(T > 2\, \text{K}\), the entropy is found to be sensitive to magnetic field, in such a way that it increases quite rapidly as the magnetic field decreases. On the other hand, at higher temperatures (Fig. 2b), entropy increases monotonically until attains a saturation value independent of magnetic field \(\sim 7k_B\), i.e., at room temperature, the thermal energy dominates over magnetic energy. This behavior is consistent with the results shown in Ref. [5].

5 Final Remarks

We have solved the Schrödinger equation with a confining potential, constant magnetic and electric fields in cylindrical coordinates. The radial differential equation has been mapped into a confluent hypergeometric differential equation. The energy \(E_\rho\) was obtained in agreement with Ref. [9]. On the other hand, the differential equation related to \(z\) coordinate has been mapped into a biconfluent Heun differential equation. Using (20) and (21) (and not only (20) as done in Ref. [9]), we have shown that \(E_z\) can not be labeled with \(n_z\). From this fact, we can conclude that each value of \(n_z\) can be associated to a different physical scenario. Fixing \(n_z = 1\) we have built the correct partition function and the thermodynamic properties as specific heat and entropy have been recalculated. It is shown that our results are in agreement with those found in the literature. Finally, it can be conclude that the effects of correction on the energy spectrum are strong for the specific heat (high temperatures), when compared with the results of the Ref. [9].
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