Explainable machine learning for knee osteoarthritis diagnosis based on a novel fuzzy feature selection methodology
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Abstract
Knee Osteoarthritis (KOA) is a degenerative joint disease of the knee that results from the progressive loss of cartilage. Due to KOA’s multifactorial nature and the poor understanding of its pathophysiology, there is a need for reliable tools that will reduce diagnostic errors made by clinicians. The existence of public databases has facilitated the advent of advanced analytics in KOA research however the heterogeneity of the available data along with the observed high feature dimensionality make this diagnosis task difficult. The objective of the present study is to provide a robust Feature Selection (FS) methodology that could: (i) handle the multidimensional nature of the available datasets and (ii) alleviate the defectiveness of existing feature selection techniques towards the identification of important risk factors which contribute to KOA diagnosis. For this aim, we used multidimensional data obtained from the Osteoarthritis Initiative database for individuals without or with KOA. The proposed fuzzy ensemble feature selection methodology aggregates the results of several FS algorithms (filter, wrapper and embedded ones) based on fuzzy logic. The effectiveness of the proposed methodology was evaluated using an extensive experimental setup that involved multiple competing FS algorithms and several well-known ML models. A 73.55% classification accuracy was achieved by the best performing model (Random Forest classifier) on a group of twenty-one selected risk factors. Explainability analysis was finally performed to quantify the impact of the selected features on the model’s output thus enhancing our understanding of the rationale behind the decision-making mechanism of the best model.
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Introduction
Knee Osteoarthritis (KOA) is one of the most common types of osteoarthritis and musculoskeletal disorder. Being the 11th highest cause of disability globally, KOA is a multifactorial disease that results from mechanical and constitutional factors [1]. Obesity, age, gender, knee injuries and lifestyle are likely risk factors of KOA as they have been highlighted in the relevant recent literature [2]. In addition, swelling, pain and stiffness have been characterized as typical symptoms of the disease with irreversible cartilage damage being KOA’s main consequence [3–5]. KOA is closely associated with a huge economic burden for the healthcare system and an unbearable health burden of the patients and their families [6, 7]. Significant consequences of KOA are the social isolation and low quality of life of the individual [8, 9]. Furthermore, the quantification of KOA is performed with the Kellgren–Lawrence (KL) severity grading scale, which is the most commonly grading system (current gold standard) and consists of five severity grades, from 0 to 4 [10].

Despite the fact that the scientific community has put a lot of effort into KOA research, a major challenge remains with respect to early diagnosis, long-term diagnosis and treatment of KOA. The parallel increase in computing power along with the collection of big datasets combined with the need to address the above challenges has led many research teams to use artificial intelligence (AI) techniques in the field of
KOA [11]. In light of the above, several AI enabled studies have been proposed in the recent literature with the objective to diagnose or predict KOA. Yoo et al. used data from the Fifth Korea National Health and Nutrition Examination Surveys (KNHANES V-1) and the Osteoarthritis Initiative (OAI) to build an artificial neural network (ANN)-based scoring system for the identification of KOA severity [12].

The proposed ANN model achieved an area under the curve (AUC) of 76% for the symptomatic KOA in an external validation with OAI data. In another study, Lim et al. proposed a method for early diagnosis of KOA based on clinical data from Korean National Health and Nutrition Examination Survey (KNHANES) [13]. They achieved a 76.8% AUC by using a deep neural network with scaled principal component analysis. In 2019, Christodoulou et al. investigated the deep learning capabilities in KOA diagnosis [14]. They used clinical data from OAI database and they achieved an 86.95% accuracy working on an aged subgroup (70+).

In another study, Moustakidis et al. proposed a deep learning methodology for the recognition of participants being at high risk of developing KOA in at least one knee and participants with symptomatic KOA [15]. They employed self-reported data about disability, joint symptoms, general health and function from all individuals without or with KOA from the baseline visit (OAI) and they achieved accuracies up to 86.95%. Furthermore, Kwon et al. proposed an automatic classification of KOA severity that made use of gait analysis data and radiographic imaging (from Seoul National University Hospital) [16]). They employed Inception-ResNet-v2 for feature extraction from X-rays and a support vector machine for KOA diagnosis achieving AUC scores of 93%, 82%, 83%, 88% and 97% for the KL grades 0–4, respectively. In addition, Moustakidis et al. proposed a KOA classification approach with a focus on both accuracy and fairness [17]. They worked on different subgroups of participants from self-reported clinical data (OAI) and the dense neural networks methodology improved the accuracy up to 79.6% with fairness measured by balanced equalized odds (~92%) and demographic parity (98.5%) in the KOA case study.

Given that medical data and features can be subjective or difficult to interpret, medical decision making has a great potential to benefit from the use of fuzzy logic (FL). FL has been used to diagnose or facilitate decision making systems tackling many diseases, including OA. Hardi et al. proposed an expert system based on the fuzzy Tsukamoto method for OA diagnosis [18]. They treated symptoms of OA as fuzzy values that were further converted into firm value by using a weighted average demonstrating a 90% accuracy in the task of diagnosis of osteoarthritis disease. In general, various feature selection methods have integrated fuzzy logic in their internal mechanisms in order to handle the observed fuzziness and therefore improve the way that features are treated and combined. For instance, with emphasis to medical applications, the mutual information method combined with FL was used: (i) to select miRNAs in cancer [19]; (ii) to classify tumors [20]; and to select features for multilabel learning [21]. Similar studies include fuzzy entropy by using thresholds [22] for feature selection in various medical datasets and fuzzy rough sets [23, 24] for dimensionality reduction of feature space to prevent samples from misclassification.

In the aforementioned literature, various feature selection methods have been proposed for addressing the dimensionality reduction problem in the case of large medical datasets. Conventional approaches, such as filters, wrappers, and embedded methods, can be considered effective depending on the nature of the dataset. Therefore, the optimal feature selection method in each case can be decided after a thorough and comparative evaluation among various feature selection techniques and prediction models [25, 26]. This leads to excessive computational effort and time [27, 28]. To this end, it is of high importance to develop novel FS techniques that will be effective in large datasets and decrease significantly the dimensionality of feature space. Motivated by: (i) the ability of fuzzy logic to enhance the effectiveness of feature selection techniques, as it is shown in the related literature, and (ii) the effectiveness of the state-of-the-art feature selection technique [25, 26] that is based on a voting scheme, a fuzzy ensemble FS methodology is proposed in this paper that aggregates the results of several FS algorithms (filter, wrapper and embedded). To handle the multidimensional nature of the OAI dataset and to avoid bias and alleviate the defectiveness of single feature selection results, fuzzy logic is employed to combine multiple feature importance scores thus leading to a more robust selection of informative features. The proposed method contributes to the significant reduction of the initial OAI feature dimensionality and to a decrease in the computational complexity of the classification models employed. To prove the effectiveness of the proposed methodology, an extensive experimental setup was designed involving multiple competing FS algorithms and several well-known ML models. As a post-hoc explainability, SHapley Additive exPlanations (SHAP) model was finally employed to identify the contribution of the selected features and the rationale behind the decision-making mechanism of best performing model.

Methods

Dataset description

For the purpose of this study, data were obtained from the osteoarthritis initiative (OAI) database (available on https://nda.nih.gov/oai/). OAI is a prospective observational, multicenter and longitudinal study of KOA, which is sponsored.
by the National Institutes of Health (part of the Department of Health and Human Services). The goals of the OAI are to provide resources to enable a better understanding of prevention and treatment of knee osteoarthritis. OAI has enrolled 4796 women and men, aged 45–79 years. The present study used clinical evaluation tabular data (643 features in total either numeric or categorical) from the baseline visit from all participants with or without KOA. The features of clinical dataset were divided into seven categories as shown in Table 1. Furthermore, in the present study, Kellgren and Lawrence (KL) grades were used as the outcome for the classification task.

Methodology

The proposed AI methodology for KOA diagnosis consists of five processing steps: (i) data pre-processing, (ii) application of FS techniques, (iii) learning process, (iv) evaluation of the classification results and (v) explainability analysis, as illustrated in Fig. 1. An extensive explanation of the steps of the proposed methodology is given in the following subsections. The code was implemented in Python 3.6 by using scikit-learn 0.24.2.

Problem definition

In this study, we defined the KL-grade prediction task as a binary class classification problem. Furthermore, 3872 subjects in total were employed. From the 4976 subjects in the OAI database we dropped out the participants who had not KL ≥ 2 at baseline and the participants who had knee Osteoarthritis in any of their knees (participants who had not KL0 or KL1 grade at baseline). Furthermore, we excluded participants with missing values. Specifically, the subjects of the study were divided into two equal groups:

(i) KOA—participants who have KL ≥ 2 at baseline. Participants in the group who had KL grades equal (early diagnosis) or higher than 2 in at least one of the two knees or in both at baseline;
(ii) Non-KOA—participants who had KL0 or KL1 grade at baseline. Especially, this group of participants do not have KOA in any of their knees.

Data pre-processing

Mode imputation was employed to handle categorical and continuous missing values [29]. In our study, data were normalised to (0, 1) to build a common basis for the FS algorithms and learning techniques that follow [30]. Furthermore, to cope with the imbalance data problem a stratified strategy for data resampling was applied. In particular, the number of the subjects in the majority class was reduced in order to become equal to the number of samples on the minority class [31]. The stratified sampling was selected due to a number of benefits such as the smaller estimation error, effectiveness in measurements and better representation of all subgroups of the classes.

Proposed FS

The proposed Fuzzy logic-enhanced Feature Selection method (FLFS) combines the outputs of six well-known feature selection methods from three feature selection

Table 1 Main categories of the clinical evaluation data considered in this study

| Category                  | Description                                                                 |
|---------------------------|-----------------------------------------------------------------------------|
| Medical history           | Medications and health histories based on questionnaire results (not including medical imaging outcomes) |
| Symptoms                  | Arthritis symptoms or health-related disability and function based on questionnaire data |
| Subject characteristics   | Includes variables which describe anthropometric parameters and personal information |
| Nutrition                 | Questionnaire based on block food frequency                                  |
| Physical exam             | Includes performance measures and knee and hand exams                        |
| Physical activity         | Questionnaire results regarding living and leisure activities                 |
| Behavioral                | Consists of variables which quantify the social behavior and the quality level of daily routine |
categories (Filter, Wrapper and Embedded). Specifically, from the filter category, the mutual information [32] and the f-ANOVA [33] techniques were applied. From the wrapper category, we employed a recursive feature elimination (RFE) based on logistic regression [34] and an RFE based on support vector machine [35] techniques, respectively. Furthermore, from the embedded category, a LightGBM [36] and a random forest technique [37] were applied. To calculate the importance of a feature for each category, the scores of the associated FS techniques were used as input to the Fuzzy Inference System (FIS) 1 that was implemented with Mamdani inference methodology [38]. The output of the FIS 1 was the defuzzification value that represents the feature importance score for the specific feature selection category. Then, the defuzzification score of each category was used as input to the FIS 2 where the output defuzzification value represents the overall feature importance. Figure 2 illustrates the FSFL flowchart with the defined fuzzy rules for each FIS and the selected feature selection methods for this study. Figure 3 shows the fuzzy sets used in the presented methodology for the input variables for FIS 1 and FIS 2, while Fig. 4 shows the fuzzy sets of output variable for FIS 1 and 2.

Learning

In order to handle the demanding task of KOA classification, we investigated various ML models for their suitability and behavior in this problem, which are commonly used for medical applications. Specifically, random forest (RF) [39], multilayer perceptron (MLP) [40], logistic regression (LR) [41], support-vector machines (SVMs) [42], and k-nearest neighbors (KNN) [43] classifiers were tested. Furthermore, to avoid overfitting, and to optimize the performance of our models hyperparameter selection was applied individually per model.

Validation

For the experimental evaluation, a repeated stratified five-fold cross validation was used [44]. The performance of the classifiers was also evaluated in terms of the recall, f1-score
and precision as additional evaluation criteria [45]. A brief description of these metrics is given below. Initially, the accuracy is the ratio of correctly predicted observations to the total observations and can be characterized as the most intuitive performance measure. Recall (or Sensitivity) is the ratio of correctly predicted positive observations to all observations in the actual class. Moreover, the ratio of correctly predicted positive observations to the total predicted positive observations is called precision or positive predictive value. F1-score is the weighted average of Precision and Recall.

**Explainability**

In the present work, we also examine how the risk factors have contributed to the final decision of KOA diagnosis. In order to achieve this, we used SHapley Additive exPlanations (SHAP), which is an approach to explain individual predictions based on Shapley Values of game theory and local explanations [46, 47]. In particular, we employed SHAP to rank features in terms of their impact on the final ML (Random Forest) outputs and to build a mini explainer model, which contributes to understanding the behavioral and the contribution of the risk factors in KOA diagnosis.

**Results**

In this section, we demonstrate the overall predictive performance of the models in relation to the first 100 selected features, and the highest metrics of the best models are also presented. Then, reference is made in the most important risk factors as they have been selected by the proposed Fuzzy FS methodology. Moreover, a comparative analysis is presented to prove the superiority of the proposed FS methodology compared to a number of well-known FS techniques. For the interpretation of the best model, an explainability analysis is employed to enhance our understanding of the reasoning behind its decision-making mechanism.

**Predictive performance**

This subsection presents the results of a comparative analysis over a number of well-known ML models on the diagnosis classification task by using the first 100 selected risk factors. Figure 5 shows the testing accuracy performance (%) of the competing ML models with respect to the number of selected features. Specifically, KNN failed in diagnosis task, recording low testing accuracy performances. The rest of the ML models had an upward trend in the range of the first 15 risk factors. Overall, the best overall performance was achieved by RF with a maximum of 73.55% at 21 features.

![Fig. 5](image)

Furthermore, the classification performance of the best performing ML models was further evaluated with respect to various validation metrics including class precision, recall, and F1-score. Table 2 demonstrates the best performance metrics of RF, MLP, LR, SVMs, and KNN models on the diagnosis task. In particular, RF achieved the best overall performance (73.55% accuracy) on the group of the twenty-one (21) risk factors. SVMs achieved the second-highest accuracy (73.36%). The rest of the ML models achieved lower accuracies.

**Features selected**

Figure 6 reveals more information about the origin of the 21 risk factors as selected by the chosen Fuzzy FS approach (refer to Appendix A for a detailed description of the selected features). As observed in Fig. 6, six features describing subject characteristics were among the selected risk factors e.g., the age of the participants, the body mass index (BMI), and the diastolic blood pressure. Moreover, five out of the 21 selected risk factors come from the symptom’s category, representing clinical parameters related to stiffness, knee difficulty, swelling, and pain, demonstrating the indication of the existence of KOA. Four of the risk factors are related to physical exams, whereas another two medical history and two physical activity parameters were selected as relevant to KOA occurrence. A behavioural risk...
factor and a nutrition risk factor were also selected by the proposed Fuzzy FS approach.

Comparative analysis

The performance of the proposed FLFS methodology was compared with each one of the six FS techniques that were also implemented independently. Finally, another recently published FS technique was also selected as comparative in which the final feature ranking, is decided on the basis of a majority vote scheme [25, 26].

Table 3 shows the maximum achieved accuracy in the first selected 100 features of OAI dataset and the number of features where the maximum accuracy was reached for each feature selection method used in the experimental evaluation with the best performed model (RF). The last row in Table 3 shows the dimensionality reduction achieved with the proposed FS method compared to other competitive methods. Specifically, the metric DR was defined to quantify the difference (%) in dimensionality reduction compared to FSFL:

$$DR = 1 - \frac{\text{Max number of features (FSFL)}}{\text{Max number of features (Compared method)}}$$ (1)

The proposed FSFL method achieved the best trade-off between performance and dimensionality reduction being capable of reducing significantly the feature set dimensionality while achieving slightly higher or comparable prediction performance with the rest of the competing algorithms. Specifically, the proposed FSFL technique reaches the highest accuracy (73.55%) at 21 selected features while the second-best accuracy (73.51%) was achieved by LBGM Emb at 87 features. This shows that the proposed FSFL technique results to a 76% smaller set of selected features compared to the second-best performing technique. On the other hand, the second-best performer with respect to dimensionality reduction was RF Emb with 73.36% accuracy achieved on a considerably larger feature subset with more than double features (43) compared to FSFL (21).

Explainability results

Figure 7a depicts how the features’ impact shapes the output of the final model (RF) on the testing dataset. The features are sorted by the sum of SHAP value magnitudes over all testing subjects. Furthermore, the SHAP values are used to demonstrate the contribution of each risk factor (negative or positive) on the model’s output. Specifically, blue color represents low feature values, whereas red color represents high values, respectively. In particular, a high value of PO2ELGRISK (knee symptoms, risk factors, or both status) increases the probability of the subjects to be assigned to class KOA. Similarly to PO2ELGRISK, the higher the values of risk factors V00AGE, P02KSRG, P01BMI, V00KRFHDEG, P01WEIGHT, V00KRFHDEG, V00WT-MACKG, V00BRDIAS, V00KPLKN1, and P02PA1, the more probable for subjects to belong to class KOA. The rest of the selected risk factors in Fig. 7a have the opposite effect pushing the prediction output of the model to the class of healthy subjects. Figure 7b presents the SHAP global feature importance. The risk factors are sorted by the mean [|SHAP value|], which is the average impact on model output magnitude.

Figure 8 interprets locally the behavior of the model for the prediction output in a subject that suffers by KOA. PO2ELGRISK (with a value of 2) and P01BMI (with a value of 29.8) push the predictions towards the class of KOA patients. Therefore, a high value of the aforementioned risk factors results to the increase of the output probability of the subject to be classified as KOA patient. On the contrary,
increase of the risk factors P02KSURG, V00RKFHDHEG, V00KOOSQQL, and V00KOOSKPR lowers the probability of a subject to be classified as KOA. Since, our prediction score = 0.51 > base value = 0.49, this subject has been positively classified, i.e., class KOA status.

**Discussion**

Handling the multidimensional nature of the OAI dataset, a novel fuzzy ensemble FS methodology was designed, implemented and tested in this paper. Its main novelty lies on the combination of several well-known FS algorithms based on a properly designed fuzzy inference mechanism that effectively aggregates their outputs. The superiority of the proposed FS technique was demonstrated through a thorough comparative investigation that included several state-of-the-art algorithms coming from different FS families (filter, wrapper, embedded and hybrid). Specifically, the proposed FS technique reached 73.55% accuracy at 21 features leading to the enhancement of the effectiveness of the initial voting scheme, while it contributes to the dimensionality reduction of OAI dataset compared to the competitive FS techniques.

Indeed, the proposed fuzzy FS methodology outperformed the aforementioned FS techniques achieving the best trade-off between dimensionality reduction and prediction accuracy. Working on a high-dimensional dataset of 643 features, twenty-one risk factors were selected for the objective of KOA diagnosis. Observing the nature of the selected risk factors, it was found that subject characteristics, symptoms, and physical exams are the most important risk factors contributing considerably to the KOA diagnosis. Overall, it was concluded that a combination of heterogeneous risk factors coming from different feature categories is needed for the effective diagnosis of KOA.

Some of the already published papers in the field of ML-based KOA diagnosis have reported higher classification accuracies (> 90% in some cases). This can be attributed to the fact that they have either utilized imaging data (e.g. X-ray) [16] or have focused on subgroups of patients (e.g.
elderly or overweight populations) [14, 48]. This study focuses on the application of an explainable ML pipeline for KOA diagnosis on non-imaging data making use of a novel Fuzzy FS algorithm followed by SoA ML classifiers and post-hoc SHAP analysis.

To sanity check the AI models beyond mere performance and further quantify the relevance of the selected risk factors, a post hoc explainability analysis was also conducted using SHAP. As observed by SHAP, P02ELGRISK, P02KSURG, age (V00AGE), BMI (P01BMI) and V00KOOSQOL are five risk factors that have a major impact to the prediction output, which are in line with the existing literature. Specifically, P02ELGRISK, that represents knee symptoms, is an important risk factor in the diagnosis of KOA, as it has been identified by Lespasio et al. [49]. The history of knee surgery (P02KSURG) has been recognised as an important risk factor of KOA by Katz et al. [50], whereas the age of the subjects was also characterized as crucial in the occurrence of KOA and therefore was considered in the development of a predictive model for KOA diagnosis [15]. The knee injury and osteoarthritis outcome (KOOS) is a well-known knee-specific instrument that has been widely employed to evaluate quality of life in patients with knee injuries and identify patients who are at risk of developing OA [51]. Moreover, high BMI is suggested to be a high-risk factor in the development of KOA. High BMI values lead to the increment of knee joint mechanical loading [52].

Although the proposed FSFL technique selects a subset of risk factors with a significant dimensionality reduction compared to popular FS techniques, the application of a post-hoc explainability is still important in order to identify the contribution of the selected features to prediction output of the model. The use of explainability analysis algorithms for the interpretation of the ML models increases the understanding of the principle of operation of each ML model and reveal the interactions that shape the diagnosis outcome. The proposed methodology can be considered as computationally intensive; however, FS is considered here as an offline process and therefore the execution time does not play a crucial role. Future work will focus on the identification and interpretation of the risk factors that contribute to the diagnosis of KOA. The proposed methodology is based on a novel fuzzy logic-based feature selection followed by learning algorithms and subsequently a post-hoc explainability analysis. The proposed technique aggregates the results of several FS algorithms (filter, wrapper and embedded ones), whereas fuzzy logic was employed to combine multiple feature importance scores thus leading to a more robust selection of informative features. The results showed that the presented methodology was capable to select a subset of risk factors that increase the performance accuracy of various ML models, compared to popular FS techniques. This was achieved with a significant decrease on the feature dimensionality (up to 78%). SHAP was finally applied to enhance our understanding of the rationale behind the decision-making mechanism of the selected ML model and the impact of the used risk factors on the prediction output.

Appendix A

See Table 4.

Table 4 The 21 most informative selected risk factors as described in OAI database

| Selected features | Description | Category               |
|-------------------|-------------|------------------------|
| P02ELGRISK        | Knee symptoms, risk factors, or both, status at IEI/SV | Symptoms               |
| P01BMI            | Body mass index | Subject characteristics |
| V00AGE            | Age          | Subject characteristics |
| P01WEIGHT         | Average current scale weight (kg) | Subject characteristics |
| Selected features | Description | Category |
|-------------------|-------------|----------|
| V00LFHDEG         | Left knee exam: flexion contracture/hyperextension, degrees (contraction positive) | Physical exam |
| V00KOOSKPR        | Right knee: KOOS Pain Score | Symptoms |
| P01MOMHRCV        | Mother had hip replacement surgery | Medical history |
| P02PA1            | Climb up total of 10 or more flights of stairs on most days | Physical activity |
| P01KSX            | Frequent knee pain status by person | Symptoms |
| V00RKFHDEG        | Right knee exam: flexion contracture/hyperextension, degrees (contraction positive) | Physical exam |
| V00WTMAXKG        | Maximum adult weight, self-reported (kg) | Subject characteristics |
| P02KSURG          | Either knee, history of knee surgery | Medical history |
| V00ITHRL          | Left Flexion MAX force high relaxation limit | Physical exam |
| V00BAPFAT         | Block Brief 2000: daily % of calories from fat, alcoholic beverages excluded from denominator (kcal) | Nutrition |
| V00RPAVG          | Radial pulse: average beats per minute | Subject characteristics |
| V00PASE           | Physical Activity Scale for the Elderly (PASE) score | Physical activity |
| V00KOOSQOL        | KOOS quality of life score | Symptoms |
| V00LFXCOMP        | Isometric strength: left knee flexion, able to complete (3) measurements | Physical exam |
| V00BPDIAS         | Blood pressure: diastolic (mm Hg) | Subject characteristics |
| V00PA430CV        | How often lift or move objects weighing 25 pounds or more by hand during a typical week, past 30 days | Behavioral |
| V00KPLKNI         | Left knee pain: twisting/pivoting on knee, last 7 days | Symptoms |
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