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Abstract

In this paper we consider the problem of classifying fine-grained, multi-step activities (e.g., cooking different recipes, making disparate home improvements, creating various forms of arts and crafts) from long videos spanning up to several minutes. Accurately categorizing these activities requires not only recognizing the individual steps that compose the task but also capturing their temporal dependencies. This problem is dramatically different from traditional action classification, where models are typically optimized on videos that span only a few seconds and that are manually trimmed to contain simple atomic actions. While step annotations could enable the training of models to recognize the individual steps of procedural activities, existing large-scale datasets in this area do not include such segment labels due to the prohibitive cost of manually annotating temporal boundaries in long videos. To address this issue, we propose to automatically identify steps in instructional videos by leveraging the distant supervision of a textual knowledge base (wikiHow) that includes detailed descriptions of the steps needed for the execution of a wide variety of complex activities. Our method uses a language model to match noisy, automatically-transcribed speech from the video to step descriptions in the knowledge base. We demonstrate that video models trained to recognize these automatically-labeled steps (without manual supervision) yield a representation that achieves superior generalization performance on four downstream tasks: recognition of procedural activities, step classification, step forecasting and egocentric video classification.

1. Introduction

Imagine being in your kitchen, engaged in the preparation of a sophisticated dish that involves a sequence of complex steps. Fortunately, your J.A.R.V.I.S.1 comes to your rescue. It actively recognizes the task that you are trying to accomplish and guides you step-by-step in the successful execution of the recipe. The dramatic progress witnessed in activity recognition [9, 11, 51, 53] over the last few years has certainly made these fictional scenarios a bit closer to reality. Yet, it is clear that in order to attain these goals we must extend existing systems beyond atomic-action classification in trimmed clips to tackle the more challenging problem of understanding procedural activities in long videos spanning several minutes. Furthermore, in order to classify the procedural activity, the system must not only recognize the individual semantic steps in the long video but also model their temporal relations, since many complex activities share several steps but may differ in the order in which these steps appear or are interleaved. For example, “beating eggs” is a common step in many recipes which, however, are likely to differ in the preceding and subsequent steps.

In recent years, the research community has engaged in the creation of several manually-annotated video datasets for the recognition of procedural, multi-step activities. However, in order to make detailed manual annotations possible at the level of both segments (step labels) and videos (task labels), these datasets have been constrained to have a narrow scope or a relatively small scale. Examples include video benchmarks that focus on specific domains, such as recipe preparation or kitchen activities [11, 27, 40, 62], as well as collections of instructional videos manually-labeled for step and task recognition [50, 63]. Due to the large cost of manually annotating temporal boundaries, these datasets have been limited to a small size both in terms of number of tasks (about a few hundreds activities at most) as well as amount of video examples (about 10K samples, for roughly 400 hours of video). While these benchmarks have driven early progress in this field, their limited size and narrow scope prevent the training of modern large-capacity video models for recognition of general procedural activities.

On the other end of the scale/scope spectrum, the HowTo100M dataset [34] stands out as an exceptional resource. It is over 3 orders of magnitude bigger than prior benchmarks in this area along several dimensions: it includes over 100M clips showing humans performing and narrating more than 23,000 complex tasks for a total duration of 134K hours of video. The downside of this massive
amount of data is that its scale effectively prevents manual annotation. In fact, all videos in HowTo100M are unverified by human annotators. While this benchmark clearly fulfills the size and scope requirements needed to train large-capacity video models, its lack of segment annotations and the unvalidated nature of the videos impedes the training of accurate step or task classifiers.

In this paper we present a novel approach for training models to recognize procedural steps in instructional video without any form of manual annotation, thus enabling optimization on large-scale unlabeled datasets, such as HowTo100M. We propose a distant supervision framework that leverages a textual knowledge base as a guidance to automatically identify segments corresponding to different procedural steps in video. Distant supervision has been used in Natural Language Processing \cite{35,39,42} to mine relational examples from noisy text corpora using a knowledge base. In our setting, we are also aiming at relation extraction, albeit in the specific setting of identifying video segments relating to semantic steps. The knowledge base that we use is wikiHow \cite{2}—a crowdsourced multimedia repository containing over 230,000 “how-to” articles describing and illustrating steps, tips, warnings and requirements to accomplish a wide variety of tasks. Our system uses language models to compare segments of narration automatically transcribed from the videos to the textual descriptions of steps in wikiHow. The matched step descriptions serve as distant supervision to train a video understanding model to learn step-level representations. Thus, our system uses the knowledge base to mine step examples from the noisy, large-scale unlabeled video dataset. To the best of our knowledge, this is the first attempt at learning a step video representation with distant supervision.

We demonstrate that video models trained to recognize these pseudo-labeled steps in a massive corpus of instructional videos, provide a general video representation transferring effectively to four different downstream tasks on new datasets. Specifically, we show that we can apply our model to represent a long video as a sequence of step embeddings extracted from the individual segments. Then, a shallow sequence model (a single Transformer layer \cite{52}) is trained on top of this sequence of embeddings to perform temporal reasoning over the step embeddings. Our experiments show that such an approach yields state-of-the-art results for classification of procedural tasks on the labeled COIN dataset, outperforming the best reported numbers in the literature by more than 16%. Furthermore, we use this testbed to make additional insightful observations:

1. Step labels assigned with our distant supervision framework yield better downstream results than those obtained by using the unverified task labels of HowTo100M.
2. Our distantly-supervised video representation outperforms fully-supervised video features trained with action labels on the large-scale Kinetics-400 dataset \cite{9}.
3. Our step assignment procedure produces better downstream results than a representation learned by directly matching video to the ASR narration \cite{33}, thus showing the value of the distant supervision framework.

We also evaluate the performance of our system for classification of procedural activities on the Breakfast dataset \cite{27}. Furthermore, we present transfer learning results on three additional downstream tasks on datasets different from that used to learn our representation (HowTo100M): step classification and step forecasting on COIN, as well as categorization of egocentric videos on EPIC-KITCHENS-100 \cite{10}. On all of these tasks, our distantly-supervised representation achieves higher accuracy than previous works, as well as additional baselines that we implement based on training with full supervision. These results provide further evidence of the generality and effectiveness of our unsupervised representation for understanding complex procedural activities in videos. We will release the code and the automatic annotations provided by our distant supervision\footnote{Please check https://arxiv.org/abs/2201.10990 for updates}.

2. Related Work

During the past decade, we have witnessed dramatic progress in action recognition. However, the benchmarks in this field consist of brief videos (usually, a few seconds long) trimmed to contain the individual atomic action to recognize \cite{19,24,28,44}. In this work, we consider the more realistic setting where videos are untrimmed, last several minutes, and contain sequences of steps defining the complex procedural activities to recognize (e.g., a specific recipe, or a particular home improvement task).

Understanding Procedural Videos. Procedural knowledge is an important part of human knowledge \cite{4,37,48} essentially answering “how-to” questions. Such knowledge is displayed in long procedural videos \cite{11,27,34,41,50,62,63}, which have attracted active research in recognition of multi-step activities \cite{21,23,61}. Early benchmarks in this field contained manual annotations of steps within the videos \cite{50,62,63} but were relatively small in scope and size. The HowTo100M dataset \cite{34}, on the other hand, does not contain any manual annotations but it is several orders of magnitude bigger and the scope of its “how-to” videos is very broad. An instructional or how-to video contains a human subject demonstrating and narrating how to accomplish a certain task. Early works on HowTo100M have focused on leveraging this large collection for learning models that can be transferred to other tasks, such as action recognition \cite{3,33,34}, video captioning \cite{20,32,62}, or text-video retrieval \cite{6,33,56}. The problem of recognizing the task.
Learning Video Representations with Limited Supervision. Learning semantic video representations is a fundamental problem in video understanding research. The representations pretrained from labeled datasets are limited by the pretraining domain and the predefined ontology. Therefore, many attempts have been made to obtain video representations with less human supervision. In the unsupervised setting, supervision signal is usually constructed by augmenting videos [16, 45, 55]. For example, Wei et al. [55] proposed to predict the order of videos as the supervision to learn order-aware video representations. In the weakly supervised setting, the supervision signals are usually obtained from hashtags [18], ASR transcriptions [34], or meta-information extracted from the Web [17]. Miech et al. [34] show that ASR sentences extracted from audio can serve as a valuable information source to learn video representations. Previous works [13, 14] have also studied learning to localize keyframes using task labels as supervision. This is different from the focus of this paper, which addresses the problem of learning step-level representations from unlabeled instructional videos. Distant Supervision. Distant supervision [35, 59] has been studied in natural language processing and generally refers to a training scheme where supervision is obtained by automatically mining examples from a large noisy corpus utilizing a clean and informative knowledge base. It has been shown to be very successful on the problem of relation extraction. For example, Mintz et al. [35] leverage knowledge from Freebase [8] to obtain supervision for relation extraction. However, the concept of distant supervision has not been exploited in video understanding. Huang et al. [20] have proposed to use wikiHow as a textual dataset to pretrain a video captioning model but the knowledge base is not used to supervise video understanding models.

3. Technical Approach

Our goal is to learn a segment-level representation to express a long procedural video as a sequence of step embeddings. The application of a sequence model, such as a Transformer, on this video representation can then be used to perform temporal reasoning over the individual steps. Most importantly, we want to learn the step-level representation without manual annotations, so as to enable training on large-scale unlabeled data. The key insight leveraged by our framework is that knowledge bases, such as wikiHow, provide detailed textual descriptions of the steps for a wide range of tasks. In this section, we will first describe how to obtain distant supervision from wikiHow, then discuss how the distant supervision can be used for step-level representation learning, and finally, we will introduce how our step-level representation is leveraged to solve several downstream problems.

3.1. Extracting Distant Supervision from wikiHow

The wikiHow repository contains high-quality articles describing the sequence of individual steps needed for the completion of a wide variety of practical tasks. For-
mally, we refer to wikiHow as a knowledge base $\mathbb{B}$ containing textual step descriptions for $T$ tasks: $\mathbb{B} = \{y_1^{(1)}, ..., y_{S_1}^{(1)}, ..., y_1^{(T)}, ..., y_{S_T}^{(T)}\}$, where $y_s^{(t)}$ represents the language-based description of step $s$ for task $t$, and $S_t$ is the number of steps involved for the execution of task $t$.

We view an instructional video $x$ as a sequence of $L$ segments $\{x_1, ..., x_{L}\}$, with each segment $x_i$ consisting of $F$ RGB frames having spatial resolution $H \times W$, i.e., $x_i \in \mathbb{R}^{H \times W \times 3 \times F}$. Each video is accompanied by a paired sequence of text sentences $\{a_1, ..., a_l, ..., a_L\}$ obtained by applying ASR to the audio narration. We note that the narration $a_l$ can be quite noisy due to ASR errors. Furthermore, it may describe the step being executed only implicitly, e.g., by referring to secondary aspects. An example is given in Fig. 1, where the ASR in the second segment describes the type of screws rather than the action of tightening the screws, while the last segment refers to the tone confirmation of the air conditioner being activated rather than the plugging of the cord into the outlet. The idea of our approach is to leverage the knowledge base $\mathbb{B}$ to de-noise the narration $a_l$ and to convert it into a supervisory signal that is more directly related to the steps represented in segments of the video. We achieve this goal through the framework of distant supervision, which we apply to approximate the unknown conditional distribution $P(y_s^{(t)}|x_l)$ over the steps executed in the video, without any form of manual labeling. To approximate this distribution we employ a textual similarity measure $S$ between $y_s^{(t)}$ and $a_l$:

$$P(y_s^{(t)}|x_l) \approx \frac{\exp(S(a_l, y_s^{(t)}))}{\sum_{t,s} \exp(S(a_l, y_s^{(t)}))}. \quad (1)$$

The textual similarity $S$ is computed as a dot product between language embeddings

$$S(a_l, y_s^{(t)}) = c(a_l)^\top c(y_s^{(t)}) \quad (2)$$

where $c(a_l), c(y_s^{(t)}) \in \mathbb{R}^d$ and $d$ is the dimension of the language embedding space. The underlying intuition of our approach is that, compared to the noisy and unstructured narration $a_l$, the distribution $P(y_s^{(t)}|x_l)$ provides a more salient supervisory signal for training models to recognize individual steps of procedural activities in video. The last row of Fig. 1 shows the steps in the knowledge base having highest conditional probability given the ASR text. We can see that, compared to the ASR narrations, the step sentences provide a more fitting description of the step executed in each segment.

Our key insight is that we can leverage modern language models to reassign noisy and imprecise speech transcriptions into the clean and informative step descriptions of our knowledge base. Beyond this qualitative illustration (plus additional ones available in the supplementary material), our experiments provide quantitative evidence of the benefits of training video models by using $P(y_s^{(t)}|x_l)$ as supervision as opposed to the raw narration.

### 3.2. Learning Step Embeddings from Unlabeled Video

We use the approximated distribution $P(y_s^{(t)}|x_l)$ as the supervision to learn a video representation $f(x_l) \in \mathbb{R}^d$. We consider three different training objectives for learning the video representation $f$: (1) step classification, (2) distribution matching, and (3) step regression.

**Step Classification.** Under this learning objective, we first train a step classification model $F_C : \mathbb{R}^{H \times W \times 3 \times F} \rightarrow [0, 1]^S$ to classify each video segment into one of the $S$ possible steps in the knowledge base $\mathbb{B}$, where $S = \sum_{t,s}$. Specifically, let $t^*, s^*$ be the indices of the step in $\mathbb{B}$ that best describes segment $x_l$ according to our target distribution, i.e.,

$$t^*, s^* = \arg \max_{t,s} P(y_s^{(t)}|x_l). \quad (3)$$

Then, we use the standard cross-entropy loss to train $F_C$ to classify video segment $x_l$ into class $(t^*, s^*)$:

$$\min_{\theta} - \log \left( [F_C(x_l; \theta)]_{(t^*, s^*)} \right) \quad (4)$$

where $\theta$ denotes the learning parameters of the video model. The model uses a softmax activation function in the last layer to define a proper distribution over the steps, such that $\sum_{t,s} [F_C(x_l;\theta)]_{(t,s)} = 1$. Although here we show the loss for one segment $x_l$ only, in practice we optimize the objective by averaging over a mini-batch of video segments sampled from the entire collection in each iteration. After learning, we use $F_C(x_l)$ as a feature extractor to capture step-level information from new video segments. Specifically, we use the second-to-last layer of $F_C(x_l)$ (before the softmax function) as the step embedding representation $f(x_l)$ for classification of procedural activities in long videos.

**Distribution Matching.** Under the objective of Distribution Matching, we train the step classification model $F_C$ to minimize the KL-Divergence between the predicted distribution $F_C(x_l)$ and the target distribution $P(y_s^{(t)}|x_l)$:

$$\min_{\theta} \sum_{t,s} P(y_s^{(t)}|x_l) \log \frac{P(y_s^{(t)}|x_l)}{[F_C(x_l;\theta)]_{(t,s)}}. \quad (5)$$

Due to the large step space ($S = 10,588$), in order to effectively optimize this objective we empirically found it beneficial to use only the top-$K$ steps in $P(y_s^{(t)}|x_l)$, with the probabilities of the other steps set to zero.

**Step Regression.** Under Step Regression, we train the video model to predict the language embedding $c(y_s^{(t)}) \in \mathbb{R}^d$ associated to the pseudo ground-truth step $(t^*, s^*)$. Thus, in this case the model is a regression function to the
language embedding space, i.e., \( \mathcal{F}_R : \mathbb{R}^{H \times W \times 3 \times F} \rightarrow \mathbb{R}^d \). We follow [33] and use the NCE loss as the objective:

\[
\min_{\theta} \log \frac{\exp\left(\langle y_e^{(t')} \rangle^\top \mathcal{F}_R(x_i; \theta)\right)}{\sum_{(t',s') \neq (t^*,s^*)} \exp\left(\langle y_e^{(t')} \rangle^\top \mathcal{F}_R(x_i; \theta)\right)}
\]

Because \( \mathcal{F}_R(x_i) \) is trained to predict the language representation of the step, we can directly use its output as step embedding representation for new video segments, i.e., \( f(x_i) = \mathcal{F}_R(x_i) \).

### 3.3. Classification of Procedural Activities

In this subsection we discuss how we can leverage our learned step representation to recognize fine-grained procedural activities in long videos spanning up to several minutes. Let \( x' \) be a new input video consisting of a sequence of \( L' \) segments \( x'_l \in \mathbb{R}^{H \times W \times 3 \times F} \) for \( l = 1, \ldots, L' \). The intuition is that we can leverage our pretrained step representation to describe the video as a sequence of step embeddings. Because our step embeddings are trained to reveal semantic information about the individual steps executed in the segments, we use a transformer [52] \( \mathcal{T} \) to model dependencies over the steps and to classify the procedural activity: \( \mathcal{T}(f(x'_1), \ldots, f(x'_{L'})) \). Since our objective is to demonstrate the effectiveness of our step representation \( f \), we choose \( \mathcal{T} \) to include a single transformer layer, which is sufficient to model sequential dependencies among the steps and avoids making the classification model overly complex. We refer to this model as the “Basic Transformer.”

We also demonstrate that our step embeddings enable further beneficial information transfer from the knowledge base \( \mathbb{B} \) to improve the classification of procedural activities during inference. The idea is to adopt a retrieval approach to find for each segment \( x'_l \) the step \( y'_s \in \mathbb{B} \) that best explains the segment according to the pretrained video model \( \mathcal{F}(x'_l; \theta) \). For the case of Step Classification and Distribution Matching, where we learn a classification model \( \mathcal{F}_C(x'_l; \theta) \in [0, 1]^S \), we simply select the step class yielding the maximum classification score:

\[
t', s' = \arg \max_{(t,s)} \mathcal{F}_C(x'_t; \theta) | (t,s).
\]

In the case of Step Regression, since \( \mathcal{F}_R(x'_l; \theta) \) generates an output in the language space, we can choose the step that has maximum language embedding similarity:

\[
t', s' = \arg \max_{(t,s)} e(\langle y_s^{(t)} \rangle^\top \mathcal{F}_R(x'_l; \theta)).
\]

Let \( \hat{y}(x'_l) \) denote the step description assigned through this procedure, i.e., \( \hat{y}(x'_l) = y'_s \).

Then, we can incorporate the knowledge retrieved from \( \mathbb{B} \) for each segment in the input provided to the transformer, together with the step embeddings extracted from the video:

\[
\mathcal{T}(f(x'_1), e(\hat{y}(x'_1)), f(x'_2), e(\hat{y}(x'_2)), \ldots, f(x'_{L'}), e(\hat{y}(x'_{L'}))).
\]

This formulation effectively trains the transformer to fuse a representation consisting of video features and step embeddings from the knowledge base to predict the class of the procedural activity. We refer to this variant as “Transformer w/ KB Transfer”.

### 3.4. Step Forecasting

We note that we can easily modify our proposed classification model to address forecasting tasks that require long-term analysis over a sequence of steps to predict future activity. One such problem is the task of “next-step anticipation” which we consider in our experiments. Given as input a video spanning \( M \) segments, \( \{x_1, \ldots, x_M\} \), the objective is to predict the step executed in the \( (M+1) \)-th segment. To address this task we train the transformer on the sequence step embeddings extracted from the \( M \) observed segments. In the case of Transformer w/ KB Transfer, for each input segment \( x'_l \), we include \( f(x'_l) \) but also \( e(y'_s_{l+1}) \), i.e., the embedding of the step immediately after the step matched in the knowledge base. This effectively provides the transformer with information about the likely future steps according to the knowledge base.

### 3.5. Model Design

We use MPNet [43] as the language model to extract 768-dimensional language embeddings for both the ASR sentences and the step descriptions in wikiHow articles. MPNet (paraphrase-mpnet-base-v2) is at the time of writing (August, 2021) ranked first by Sentence Transformers [1], based on performance across 14 language retrieval tasks [38]. The similarity between two embedding vectors is chosen to be the dot product between the two vectors.

We choose as video model the TimeSformer architecture [7]. Starting from a configuration of ViT initialized with ImageNet-21K ViT pretraining [12], we train TimeSformer on HowTo100M using clips of 8 frames uniformly sampled from time-spans of 8 seconds. The evaluations in our experiments are carried out by learning the step representation on HowTo100M (without manual labels) and by assessing the performance of our embeddings on smaller-scale downstream datasets where task and/or step manual annotations are available. To perform classification of multi-step activities on these downstream datasets we use a single transformer layer [52] trained on top of our fixed embeddings. We use this shallow long-term model without finetuning in order to directly measure the value of the representation learned via distant supervision from the unlabeled instructional videos. We refer the reader to the supplementary material for additional implementation details.
4. Experiments

4.1. Datasets and Evaluation Metrics

Pretraining. HowTo100M (HT100M) [34] includes over 1M long instructional videos split into about 120M video clips in total. We use the complete HowTo100M dataset only in the final comparison with the state-of-the-art (sec. 4.3). In the ablations, in order to reduce the computational cost, we use a smaller subset corresponding to the collection of 80K long videos defined by Bertasius et al. [7].

Classification of Procedural Activities. Performance on this task is evaluated using two labeled datasets: COIN [49, 50] and Breakfast [27]. COIN contains about 11K instructional videos representing 180 tasks (i.e., classes of procedural activities). Breakfast [27] contains 1,712 videos for 10 complex cooking tasks. In both datasets, each video is manually annotated with a label denoting the task class. We use the standard splits [21, 50] for these two datasets and measure performance as task classification accuracy.

Step Classification. It requires classifying the step observed in a single video segment (without history), which is a good testbed to evaluate the effectiveness of our step embeddings. To evaluate methods on this problem, we use the step annotations from COIN, corresponding to a total of 778 step classes representing parts of tasks. The steps are manually annotated within each video with temporal boundaries and step class labels. Classification accuracy [50] of a linear classifier (Linear Acc) is used as the metric.

Step Forecasting. We also use step annotations available in COIN. The objective is to predict the class of the step in the next segment given as input the sequence of observed video segments up to that step (excluded). Note that there is a substantial temporal gap (21 seconds on average) between the end of the last observed segment and the start of the step to be predicted. This makes the problem quite challenging and representative of real-world conditions. We set the history to contain at least one step. We use classification accuracy of the predicted step as the evaluation metric.

Egocentric Activity Recognition. EPIC-KITCHENS-100 [10] is a large-scale egocentric video dataset. It consists of 100 hours of first-person videos, showing humans performing a wide range of procedural activities in the kitchen. The dataset includes manual annotations of 97 verbs and 300 nouns in manually-labeled video segments. We follow the standard protocol [10] to train and evaluate our models.

4.2. Ablation Studies

We begin by studying how different design choices in our framework affect the accuracy of task classification on COIN using the basic Transformer as our long-term model.

4.2.1 Different Training Objectives

Fig. 2 shows the accuracy of COIN task classification using the three distant supervision objectives presented in Sec. 3.2. Distribution Matching and Step Classification achieve similar performance, while Embedding Regression produces substantially lower accuracy. Based on these results we choose Distribution Matching (Top-3) as our learning objective for all subsequent experiments.

4.2.2 Comparing Different Forms of Supervision

In Fig. 3, we compare the results of different pretrained video representations for the problem of classifying procedural activities on the COIN dataset. We include as baselines several representations learned on the same subset of HowTo100M as our step embeddings, using the same TimeSformer as video model. MIL-NCE [33] performs contrastive learning between the video and the narration obtained from ASR. The baseline (HT100M, Task Classification) is a representation learned by training TimeSformer as a classifier using as classes the task ids available in HowTo100M. The task ids are defined by the keywords used to find the video on YouTube. The baseline (HT100M, Task Labels + Distant Superv.) uses the task ids to narrow down the potential steps considered by distant supervision (only wikiHow steps corresponding to the task id of the video are considered). We also include a representation obtained by training TimeSformer on the fully-supervised Kinetics-400 dataset [9]. Finally, to show the benefits of distant supervision, we run $k$-means clustering on the language embeddings of ASR sentences using the same number of clusters as the steps in wikiHow (i.e., $k = S = 10,588$), and then train the video model using the cluster ids as supervision.

We observe several important results in Fig. 3. First, our distant supervision achieves an accuracy gain of 3.3% over MIL-NCE with ASR. This suggests that our distant supervision framework provides more explicit supervision to
learn step-level representations compared to using directly the ASR text. This is further confirmed by the performance of ASR Clustering, which is 1.7% lower than that obtained by leveraging the wikiHow knowledge base.

Moreover, our step-level representation outperforms by 3% the weakly-supervised task embeddings (Task Classification) and does even better (by 2.4%) than the video representation learned with full supervision from the large-scale Kinetics dataset. This is due to the fact that steps typically involve multiple atomic actions. For example, about 85% of the steps consist of at least two verbs. Thus, our step embeddings capture a higher-level representation than those based on traditional atomic action labels.

Finally, using the task ids to restrict the space of step labels considered by distant supervision produces the worst results. This indicates that the task ids are quite noisy and that our approach leveraging relevant steps from other tasks can provide more informative supervision. These results further confirm the superior performance of distantly supervised step annotations over existing task or action labels to train representations for classifying procedural activities.

4.3. Comparisons to the State-of-the-Art

4.3.1 Step Classification

We study the problem of step classification as it directly measures whether the proposed distant supervision framework provides a useful training signal for recognizing steps in video. For this purpose, we use our distantly supervised model as a frozen feature extractor to extract step-level embeddings for each video segment and then train a linear classifier to recognize the step class in the input segment.

Table 1 shows that our distantly supervised representation achieves the best performance and yields a large gain over several strong baselines. Even on this task, our distant supervision produces better results compared to a video representation trained with fully-supervised action labels on Kinetics. The significant gain (7.6%) over ASR clustering again demonstrates the importance of using wikiHow knowledge. Finally, our model achieves strong gains over previously reported results on this benchmark based on different backbones, including results obtained by finetuning and using optical flow as an additional modality.

4.3.2 Classification of Procedural Activities

Table 2 and Table 3 show accuracy of classifying procedural activities in long videos on the COIN and Breakfast dataset, respectively. Our model outperforms all previous works on these two benchmarks. For this problem, the accuracy gain on COIN over the representations learned with Kinetics action labels has become even larger (6.5%) compared to the improvement achieved for step classification (5.8%). This indicates that the distantly supervised representation is indeed highly suitable for recognizing long procedural activities. We also observe a substantial gain (8.8%) over the Kinetics baseline for the problem of recognizing complex cooking activities in the Breakfast dataset. As GHRM provided also the result obtained by finetuning the feature extractor on the Breakfast benchmark (89.0%), we measured the accuracy achieved by finetuning our model and observed a large gain: 91.6%. We also tried replacing the basic transformer with Timeception as the long-term model. Timeception trained on features learned with action...
labels from Kinetics gives an accuracy of 79.4%. This same model trained on our step embeddings achieves an accuracy of 83.9%. The large gain confirms the superiority of our representation for this task and suggests that our features can be effectively plugged in different long-term models.

### 4.3.3 Step Forecasting

Table 4 shows that our learned representation and a shallow transformer can be used to forecast the next step very effectively. Our representation outperforms the features learned with Kinetics action labels by 3.5%. When the step order knowledge is leveraged by stacking the embeddings of the possible next steps, the gain is further improved to 4.7%. This shows once more the benefits of incorporating information from the wikiHow knowledge base.

### 4.3.4 Egocentric Video Understanding

Recognition of activities in EPIC-KITCHENS-100 [10] is a relevant testbed for our model since first-person videos in this dataset capture diverse procedural activities from daily human life. To demonstrate the generality of our distantly supervised approach, we finetune our pretrained model for the task of noun, verb, and action recognition in egocentric videos. For comparison purposes, we also include the results of finetuning the same model pretrained on Kinetics-400 with manually annotated action labels. Table 5 shows that the finetuning of our distantly supervised model outperforms all prior works, with the only exception of MoViNet [26] which achieves higher accuracies for Action and Verb but not for Noun. This provides further evidence about the transferability of our models to other tasks.

### 5. Conclusion

In this paper, we introduce a distant supervision framework that leverages a textual knowledge base (wikiHow) to effectively learn step-level video representations from instructional videos. We demonstrate the value of the representation on step classification, long procedural video classification, and step forecasting. We further show that our distantly supervised model generalizes well to egocentric video understanding.
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