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Abstract: Last-mile operations in forward and reverse logistics are responsible for a large part of the costs, emissions, and times in supply chains. These operations have increased due to the growth of electronic commerce and direct-to-consumer strategies. We propose a novel data- and model-driven framework to support decision making for urban distribution. The methodology is composed of diverse, hybrid, and complementary techniques integrated by a decision support system. This approach focuses on key elements of megacities such as socio-demographic diversity, portfolio mix, logistics fragmentation, high congestion factors, and dense commercial areas. The methodological framework will allow decision makers to create early warning systems and, with the implementation of optimization, machine learning, and simulation models together, make the best utilization of resources. The advantages of the system include flexibility in decision making, social welfare, increased productivity, and reductions in cost and environmental impacts. A real-world illustrative example is presented under conditions in one of the most congested cities: the megacity of Bogota, Colombia. Data come from a retail organization operating in the city. A network of stakeholders is analyzed to understand the complex urban distribution. The execution of the methodology was capable of solving a complex problem reducing the number of vehicles utilized, increasing the resource capacity utilization, and reducing the cost of operations of the fleet, meeting all constraints. These constraints included the window of operations and accomplishing the total number of deliveries. Furthermore, the methodology could accomplish the learning function using deep reinforcement learning in reasonable computational times. This preliminary analysis shows the potential benefits, especially in understudied metropolitan areas from emerging markets, supporting a more effective delivery process, and encouraging proactive, dynamic decision making during the execution stage.
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1. Introduction

With the COVID-19 pandemic, the demand for delivery services has substantially increased, particularly in urban areas. The number of delivery vehicles in the world’s 100 largest cities is estimated to grow by 36% over the next decade [1]. More than ever, end consumers are adopting electronic commerce (e-commerce) and want to receive their goods without going out from where they are located (e.g., home, office). This trend creates greater pressure on cities in terms of traffic and to ensure high-performance business models through the efficient management of planning deliveries and the smooth implementation of vehicle routing. Unfortunately, this growing need for last-mile deliveries in the business to consumer (B2C) transactions is also affecting the environment. The transport sector is...
reported to account for approximately 25% of CO₂ emissions, globally. Land transport accounts for three-quarters of total emissions. An estimate of 30% comes from vehicles transporting goods [2].

Consequently, any form of commerce and trade (e.g., retail, restaurants) faces more challenges to meet customers’ expectations [3]. Given rising digital marketing and the accessibility to (and affordability of) internet connectivity, all types of commerce are expanding, bringing a significant increase in the flow of products to metropolitan areas. These products, after being used, are generally transported again to be repaired, reconditioned, remanufactured, recycled, transformed, or disposed of in supply chains. Last-mile operations (i.e., distribution, handling) for forwarding or reverse logistics are responsible for a large part of greenhouse gas (GHG) emissions in cities, and of course, are a significant contributor to climate change worldwide [4–6]. Therefore, there is an urgent need to build long-term sustainable operations, emphasize social goals to deliver orders accurately and on time, and reduce the environmental impact [7].

Understanding evolving patterns and needs of supply chain stakeholders and their interactions is essential to build competitive advantages and to find logistics efficiencies while bringing environmental and socioeconomic benefits. Urban distribution is a complex challenge that depends on multiple factors that affect delivery services across stakeholders (e.g., manufacturers and distributors), increases demand (on end consumers) and, varies depending on environmental, socioeconomic shifts and traffic regulations (public sector) [8–10]. There is a huge opportunity to boost the role that data-driven and model-driven decision-making processes can play for urban logistics. Consequently, these processes support the formulation of policies (e.g., parking spaces and roads), the need for special infrastructure (e.g., bike lanes), and the use of emerging technologies to collect, process, and analyze the data (e.g., sensors).

The growing size of e-commerce [11,12], representing an industry of around USD 97 billion [13], is re-scaling and changing supply chain operations. Actually, last-mile operations account for 53% of shipment costs due to a higher frequency of small, personalized orders [14,15]. These orders require courier- and parcel delivery services that have grown by more than 25% per year over the last decade [16,17]. Furthermore, urban distribution is responsible for 13% of undesired congestion [18]. Consequently, highly effective decision support systems are becoming more critical for all stakeholders to reckon with future challenges [19]. These systems must be able to address strategic and operational decisions for multiple stakeholders [20–22] through a set of integral techniques such as simulation, optimization, agent-based modeling, predictive tools, etc. These systems must also monitor and control operations by measuring their performance through multiple key performance indicators (e.g., costs, time, efficiency).

Regulations, novel business models, technologies, as well as the evolution of urban logistics ecosystems, promote long-lasting strategies to respond effectively to urban distribution issues, resulting in more efficient operations that translate into time and money savings due to the optimal use of logistics assets (e.g., fleets, logistics facilities). However, building a generic system or perspective that integrates metrics, various levels of decision making, multiple stakeholders, and supplementary techniques is a challenge [8,21]. Furthermore, current proposals have not addressed the challenges of developing contexts and emerging market economies [23]. In developed and developing countries, the evolution is more dependent on a set of features related to urbanization, socioeconomic changes, accessibility and shifts of the retailing footprint, and not just technology-driven trends [24].

There are just a handful of studies in developing countries that characterize urban logistics operations, but they do not address dynamic decision making. Also, there are no discussions regarding a methodology composed of supplementary techniques to tailor effective urban distribution for emerging economies while looking at the customer evolution [25,26]. Most urban logistics studies discuss mathematical models related to vehicle routing (VRP), location problems, and inventory models. These studies present
an in-depth review of dynamic and stochastic VRPs without analyzing the differences of logistics systems in emerging economies.

Predictive, prescriptive, and hybrid techniques must address dynamic behavior in stakeholders, incomplete and fragmented data, and non-steady conditions from logistics operations in developing countries. The techniques would support delivery processes and adjust plans according to changes in key factors related to multiple potential scenarios. Data analytics might be the first step in understanding critical issues, followed by building proper measurement systems, predicting evolving patterns, and leading stakeholders to reinvent their strategies and policies, allowing for the embrace of technology and data-driven culture [27,28]. With a comprehensive methodology, these techniques can improve logistics operations through optimization, agent-based modeling, among other techniques, for urban freight transport in megacities of emerging markets [29,30].

Recently, authors in [31,32] highlighted the need to integrate techniques like simulation, optimization, and machine learning to achieve long-term sustainable transportation systems. They identified how these techniques have been applied for sustainability dimensions (i.e., economy, society, or environment) but as independent silos, without relating dimensions with each other. They conclude that given the distinct goals of sustainability dimensions, it is unlikely that it can be improved with a single method. Therefore, it is necessary to use hybrid and complementary models [33]. In addition, methodologies linked to stakeholder’s behaviors would allow policy makers and transportation planners to define potential measures to alleviate traffic congestion and develop effective transportation systems [34]. We also invite readers to consult the works from Dekker et al. in [35] and Lin et al. in [36], where the contribution that analytical methods can make to green logistics is highlighted.

There is a growing need in both industry and governments for analytical instruments to improve the efficiency of last-mile deliveries in cities [37]. This research aims to propose an actionable framework to close the existing gap in the design and implementation of decision systems to support long-lasting and efficient logistics operations. This is supported in solid theory to plan and execute high-performance urban logistics with positive social, environmental, and economic impacts. With this methodological architecture, public transportation policy makers and transportation managers can benefit from previously acquired knowledge to make decisions. Both industry and academic works have taken advantage of previous knowledge to guide the execution of operations with the support of analytical simulation models, also called digital twins [38–40]. Urban environments are dynamic and complex due to a broad set of interactions stakeholders. The framework is one of the few works that considers critical factors from emerging markets such as fragmentation, high congestion factors, developing infrastructure, dynamic socioeconomic patterns, and dense commercial areas. Simulation has proven to be a valuable tool to evaluate the impacts of logistics solutions and interactions, before their actual implementation in the field; however, when combined with optimization, statistical, and machine learning models, the results are reinforced and improved substantially [41,42].

With those considerations, we design a methodology that allows for iteratively testing and adjusting gaps between the expected and actual performance of distribution operations. The methodology comprises predictive models, machine learning, optimization, simulation, and stochastic techniques in a support system. This system takes advantage of learning procedures that self-adjust themselves to meet the stakeholders’ goals in mutually beneficial situations. We apply our methodology to a case study from the retail industry in Bogota, Colombia, the most densely populated area in Latin America and the Caribbean. This city resembles conditions, features, and parameters of last-mile operations in a city from an emerging economy. We were able to reduce the number of vehicles utilized by 35%, increment the capacity utilization of vehicles, reduce costs, and obtain better accuracy in the estimated time of arrival to each customer.

In terms of transportation, there are three main areas of action that the government and private sector can interact with and improve: smart infrastructure, innovative mobility
solutions, and city logistics. This work focuses on city logistics in terms of the sustainability and efficiency of last-mile operations and digitalization of the decision-making process throughout a holistic platform. Our proposal also contributes to the research community by modeling and building knowledge about the role of evolution on defining urban logistics strategies and optimizing observed and future trends and behaviors. Further, our research focuses on tackling the changing features of metropolitan areas in emerging market economies to design, plan and deploy long-term sustainable logistics operations. Different analytical tools help reduce logistical costs, environmental impacts, and negative social externalities.

The rest of the paper is structured as follows. Section 2 introduces the performance measurement system for last-mile operations. Section 3 presents the conceptual methodology of a decision support system and describes the interactions between learning and decision-making models. In Section 4, we test the proposed methodology using the conditions and data from Bogota, Colombia. Section 5 discusses the results, future research opportunities, and interpretations of the case study from the perspective of the methodology in the broadest context of last-mile logistics and finally, Section 6 states conclusions.

2. Stakeholders and Metrics for Last-Mile Delivery Operations

Transportation managers seek to find more efficient and sustainable ways for planning and executing delivery operations in a city [43]. Urbanization and congestion in large cities, and more specifically in emerging economies, have created significant challenges regarding the use and planning of infrastructure, strategies to keep the same level of service and on-time deliveries, and optimization of available resources (e.g., parking spaces). The increase in home deliveries generated concern about the use of resources and the impact on economic, environmental, and social dimensions [44]. The design of advanced technologies of ICT (Information and Communication Technology) and ITS (Intelligent Transport Systems) are closing the mismatch between the sustainable goals through a better understanding of city logistics policies and the daily interaction of stakeholders [20]. For instance, sensors and radio frequency identification (RFID) facilitate data collection; machine learning and advanced statistical analysis allow for processing and analyzing data patterns and trends; the use of urban freight observatories and control towers enables the monitoring of multiple variables and looking at the evolution of variables to visualize information and facilitate decision-making processes; finally, emerging technologies such as droid and drone deliveries, tri-dimensional printing, novel vehicle design, and multi-tier urban distribution look at optimizing logistics costs, reaching economies of scale, automating some processes and providing a different experience (e.g., level of service) to customers.

Data accessibility eases monitoring processes, interactions, and attempting to devise an effective decision-making system. Nevertheless, choosing the most suitable performance indicators is significant because they differ among stakeholders, processes, circumstances, and even decision stages. Therefore, their configuration becomes essential to evaluate progress comparing a baseline case (i.e., reference level) with pre-defined targets for diverse criteria and alternative scenarios. This also helps tracking improvements on logistics operations and taking quick actions under uncertain conditions to guarantee better performance [45]. In the following subsection, we describe key performance indicators (KPIs) for each stakeholder and process.

One of the primary growth drivers for last-mile operations is customer behavior. Customer profiles have become more diverse and dependent on a large quantity of physical and electronic retail channels. Furthermore, end consumers prefer to have a larger variety of delivery, payment, and merchandising options to acquire their services and products. This increases the need for fragmented deliveries to meet just-in-time shipments and avoid having stockout events. On the other hand, cash and information flows must be synchronized to avoid wrong shipping orders from shippers (e.g., supplier, retailer) and small retailers (e.g., minimarkets, nanostores) and end consumers returning them. These
customers are located in fast-growing metropolitan areas where companies seek to deploy effective logistics strategies to perform millions of deliveries [46–48]. Nanostores i.e., small, family-owned retailers that have less than five employees, no backroom space, limited budget, and scarce technological support) account for over 50% of the market share globally and of the fragmented retail landscape, and they are expected to prevail in the following decades [26]. For example, there are around one million in Brazil, more than 800,000 in Mexico, and 400,000 in Colombia [49].

Vehicle operator decisions and expertise impact efficiency in last-mile operations and we consider them a second important driver. Vehicle operator behaviors influence logistics performance and explain the gap between planned and actual distribution operations (e.g., routes, schedules). Thus, including the operators’ knowledge into decision-making models and data-driven analytics will allow for synchronizing information technologies with human experience to achieve better delivery times, increase service level to customers, improve profit, etc. [50,51].

The widely studied geographic location and its impacts on distribution performance is the third driver. Methods that find the best routes to visit multiple customers subject to distinct constraints such as capacity, fixed schedules, density, and city topology have been widely documented in the vehicle routing problem (VRP) [52,53] and city logistics models [9,20]. Dynamic fleet and vehicle routing management is a promising venue that has studied changing traffic and demand variants [52]. However, these models need supplementary interfaces to guarantee their proper implementation and interpretation by practitioners. Other variants consider location and routing problems (LRP) that have been documented extensively [54,55]. Two-step LRP models have been proposed to deal with densely populated and commercial areas [56,57]. Recently, agent-based modeling has integrated methodologies for various stakeholders (i.e., suppliers, logistics operators, retailers, and city planners) in urban logistics [58], land use, and transportation [58].

Finally, congestion factors and traffic comprise the fourth driver. These components depend on the weather, time windows, city regulations, among other issues closely related to the first and third drivers. Furthermore, they shape reactions and increase learning for vehicle operators, and more recently, for data-driven algorithms as well [59,60]. Thus, traffic is a consequence of other vehicle operators and highly depends on the available infrastructure, such as parking locations [16,61,62].

Based on these relevant drivers, real-time data-driven approaches and interactive decision support systems (DSS) have emerged to reduce logistics costs and improve current performance [63]. Literature reports how advanced optimization and stochastic models have been applied to provide solutions from various stakeholders’ perspectives. From the private sector perspective, the articles by Yang et al. (2004) [60] optimized travel distances of empty trucks, deliveries with delayed completion times, and returns under multiple scenarios. From a private–public dyad perspective, Tounsi [64] analyzed consumer behavior under the influence of tariff regulations depending on congestion. Users react depending on the price and time of the delivery service. Lastly, a perspective from a distributor–consumer viewpoint is presented by Reyes et al. (2016) [65], who suggested innovative last-mile operations such as trunk deliveries.

2.1. Stakeholders in Last-Mile Delivery Operations

Traditionally, the literature mentions four stakeholders for city logistics: shippers, freight forwarders or carriers, administrators or city governments, and inhabitants or end customers [66,67]. These stakeholders follow distinct behaviors to pursue different objectives. For instance, cost reduction is a common interest of profit maximizers like shippers, carriers, and money savers like customers. In contrast, administrators are interested in dealing with traffic congestion, accidents, and environmental problems. However, uncertainty in decisions and interactions among diverse factors represent a challenge for planning logistics operations. Table 1 presents a short description of each stakeholder in urban logistics and an important reference for each KPI.
Table 1. Stakeholders of last-mile delivery operations.

| Stakeholder       | Description                                                                 | Objective                                                                 | Data Analysis | Certainty | Variability |
|-------------------|-----------------------------------------------------------------------------|---------------------------------------------------------------------------|---------------|-----------|-------------|
|                   |                                                                             |                                                                           | Metric        | Det.      | Prb.        | Sta. | Dyn. | Reference |
| City Governments  | Local, state and city governments, Decision Makers                         | Better traffic Control environment Infrastructure investment Land use Road safety | Traffic regulations. | x         |   | x            |   |   | [51,61,68] |
|                   |                                                                             |                                                                           | CO₂ emissions. | x         |   | x            |   |   |           |
|                   |                                                                             |                                                                           | Low/High emission areas. |   |   |           |   |   |           |
|                   |                                                                             |                                                                           | Traffic congestion–flow. | x         |   | x            |   |   |           |
|                   |                                                                             |                                                                           | Type of use (residential, business). | x         | x       |   |   |           |
|                   |                                                                             |                                                                           | Truck weight limits per zone. | x         | x       |   |   |           |
| Inhabitants       | Workers, kids (School), elderly population, regular pedestrians             | Minimize traffic congestion and accidents Some externalities like pollution or noise | Additional travel time. |   |   |           |   |   | [58]   |
|                   |                                                                             |                                                                           | * of accidents. |   |   |           |   |   |           |
|                   |                                                                             |                                                                           | Pollution.     |           |   |           |   |   |           |
|                   |                                                                             |                                                                           | Transportation cost. | x         |   | x            |   |   |           |
|                   |                                                                             |                                                                           | Fuel consumption. | x         |   | x            |   |   |           |
|                   |                                                                             |                                                                           | Driver infractions. |   |   |           |   |   |           |
|                   |                                                                             |                                                                           | % Rejections. | x         |   | x            |   |   |           |
|                   |                                                                             |                                                                           | Capacity utilization. | x         |   | x            |   |   |           |
|                   |                                                                             |                                                                           | Travel times. | x         |   | x            |   |   |           |
|                   |                                                                             |                                                                           | Number and % fleet use. | x         | x       |   |   |           |
| Carriers          | Transporters, warehouse companies, 3PLs                                    | Customer service Meet time windows Reduce costs                           | Capacity utilization. | x         |   | x            |   |   |           |
|                   |                                                                             |                                                                           | Driver infractions. | x         |   | x            |   |   |           |
|                   |                                                                             |                                                                           | % Fleet use. | x         |   | x            |   |   |           |
|                   |                                                                             |                                                                           | Service cost. |           |   |           |   |   |           |
|                   |                                                                             |                                                                           | % OTIF (On time-In full). | x         |   | x            |   |   |           |
|                   |                                                                             |                                                                           | % Rejections. | x         |   | x            |   |   |           |
| Shippers          | Manufacturers, wholesalers, retailers                                      | Customer service Reliability of transport No damage in products No delays Increase safety | Frequency. | x         |   | x            |   |   | [20]   |
|                   |                                                                             |                                                                           | Locations. |   |   |           |   |   |           |
|                   |                                                                             |                                                                           | Time windows. | x         |   | x            |   |   |           |
|                   |                                                                             |                                                                           | Number of returns. | x         |   | x            |   |   |           |
|                   |                                                                             |                                                                           | Meet the demand. | x         |   | x            |   |   |           |
| End Clients       | Customer buys products from businesses. Consumer uses the products (she may be a customer) | Obtain what they look for Time, quality, and price time windows |                                                                         |           |   |           |   |   | [21]   |

* Det: Deterministic. Prb.: Probabilistic. Sta.: Static. Dyn.: Dynamic.
For the sake of scope, we focus our analysis on quantitative metrics that can be financial and non-financial, such as time, quantity, throughput, and rates. Once the performance system is created and the cause–effect interactions are understood, the metrics are used to make decisions for multiple stakeholders under diverse circumstances and decision levels. The methodology is continuously improved and aligned with updated stakeholder needs and goals. Consequently, the system can assess performance and compare solutions in near real-time to adjust strategies to meet the goals and requirements. The latter depends on the most likely scenarios to reduce delays, lost sales, costs, risks, and poorly planned resource allocation. Thus, real-time decision making using predictive tools under uncertain situations becomes a state-of-the-art tool to link forecasted performance with real operations. The following sub-section describes the metrics for distribution operations.

2.2. Data-Driven Metrics for Distribution Operations

Each stakeholder may have different goals and, therefore, need diverse performance indicators depending on cooperation or competition among them. Given that last-mile operations comprise a wide variety of logistics processes, they rely on multiple key performance indicators (KPIs). Still, they are mainly linked to four big drivers: congestion conditions or traffic, geographical issues or location of customers, vehicle operators, and customer behavior. Metrics such as estimated time of arrival (ETA), cost to serve, service level, among others are closely related to distribution procedures.

Figure 1 highlights the main factors that affect these KPIs. There are two main groups: (I) travel–time complications that are affected by traffic conditions, location characteristics, vehicle operator performance (i.e., geographic and non-controllable, external elements), and (II) service level issues that are mainly influenced by customer and vehicle operator behaviors (i.e., human elements). For instance, in the second group customers directly affect the delivery task due to demand patterns (e.g., seasonality, preferences, frequency, volume of purchases), time windows, and delivery instructions; while inexperienced vehicle operators affect the delivery time due to poor routing and wrong preparation for delivery [69].

![Figure 1. KPIs for distribution drivers.](image)

Our conceptual methodology aims to support decision making in uncertain, dynamic environments for fragmented shipments. The methodology adapts the most appropriate set of KPIs to measure the system. This implies that data mining and statistical techniques might be used to build complementary, hybrid performance systems that guarantee robustness in measuring last-mile operations. Therefore, getting insights from patterns, trends, and outliers might help understand data and build knowledge about the system’s behav-
ior [70,71]. Table 2 defines indicators for various features considering critical attributes for each KPI dimension.

Table 2. KPIs Characteristics in last-mile delivery decisions.

| Feature         | Certainty | Variability | Literature Source |
|-----------------|-----------|-------------|-------------------|
|                 | Deterministic | Probabilistic | Static | Dynamic |                   |
| Traffic         |           |             |       |         |                   |
| Day/Hour        | x         |             |       |         |                   |
| Weather         |           |             |       |         | [51]              |
| Infrastructure  |           |             | x     |         |                   |
| Density         | x         |             |       |         | [30,61]           |
| Parking Zone    |           |             |       |         |                   |
| Topology        | x         |             |       |         |                   |
| Geography       |           |             |       |         |                   |
| Location        |           |             |       |         |                   |
| Time Windows    | x         |             |       |         | [21]              |
| Locations       |           |             |       |         |                   |
| Building Specs. | x         |             |       |         |                   |
| Security        |           |             |       |         |                   |
| Delivery inst.  |           |             |       |         |                   |

Certainty refers to the confidence in the knowledge of parameters used for the decision models. On the other hand, variability stands for changes over time (static or dynamic). Modeling techniques are associated with these characteristics. The quality of the data directly affects the effectiveness of the models to make decisions. Simultaneously, the correct identification of variability in the data through probability distributions and aligned with time changes (e.g., peak or valley traffic times) determine a simple approximation of the model to the reality. The table below highlights some of the findings in the literature regarding these features.

3. Smart Data-Driven Decision-Making Methodology

The proposed methodology aims to predict uncertain events, changes, and dynamic behaviors for the system to keep high-performance operations and support routing and scheduling. To address potential uncertain and dynamic elements, integrating urban traffic signals, human behaviors and performance, predictive modeling, and decision support systems acquires higher relevance. The methodology relies on various techniques (e.g., predictive and decision-making methodologies), software (e.g., ERP, TMS, WMS, GIS), and hardware (e.g., sensors, GPS).

This methodology is composed of six main steps or activities. Figure 2 shows every step and how they are linked to each other. In general, the first step (P1: Data Collection) is performed to gather data from the main drivers of distribution: traffic data, customer behavior, deliveries by customer location, and vehicle operator performance. In the second step, all data are analyzed using data mining techniques to identify patterns, significant variables and define clustered profiles per product, customer, zone, and driver. In this step (P2), feature engineering is necessary to detect which features are the most relevant to predict the behavior. The third step (P3) is used to forecast future operations and set up potential actionable scenarios to respond immediately to changes (short term) and create a set of strategies to react under diverse circumstances (medium term). All predictive models are based on elements from vehicle operators such as delivery locations, traffic conditions, possible routes, and behaviors/preferences.
Figure 2. Conceptual framework for distribution decision making.

The fourth step (P4) helps optimize key elements for distribution like location and scheduling based on calibrated, collected parameters. This optimization is based on distribution drivers to tailor strategies based on specific combinations of features and observed values on the KPIs. The fifth step is the execution phase (P5), which supports the dynamic, stochastic decision making by considering how distribution strategies are performing versus pre-defined targets. Feedback loops help adjust strategies to respond to deviations and gaps based on available resources and feeding data from self-learning algorithms. Finally, step 6 (P6) summarizes a day report that helps adjust step 5 and generates historical data supporting future decision-making processes. In the following sub-sections, we will delve into how the data are analyzed and used in each step. The description will give a complete vision of how our methodology works.

Now we will give a detailed description of the techniques used in each step. Steps 1 to 4 are the combination of descriptive statistics, machine learning techniques (i.e., descriptive, and predictive approaches), and optimization methods (i.e., prescriptive approach) to reduce gaps in the execution phase. Modeling simulation software is used together with optimization and machine learning models to model customers’ and drivers’ behavior and total delivery time. This is then split into two main components: uncertain service time at customer locations and uncertainty of travel time on roads. Simulations have the potential to be used with the associated variables.

The city also has different characteristics, depending on the zone. Travel times to go from one customer to another depends on routes, speed (i.e., velocity), and delivery orders per vehicle [9,73]. The fifth step represents the near real-time data collection task, which constantly checks the operation status, performs assessments with specific KPIs, and analyzes potential changes in the external variables that affect overall distribution via simulation and optimization. Figure 3 shows the flow of data and technique through each step.
3.1. Steps 1–2: Historical Data Collection, Data Mining, and Clustering (P1–P2)

Last-mile operations are experiencing a transformation from a system that follows traditional rules to a complex and dynamic network. This network is starting to connect real-time data from traffic, weather, parking availability, environmental and socioeconomic issues, and customer/supplier essentials [20,68]. The first steps of the proposed framework include data collection, data mining, and data analysis. The methodology determines how to gather, process, clean, and analyze the data. In general, databases to plan last-mile delivery operations are designed with the following fields: (i) customer information such as order dates, shipment mode, type of product, weight, volume, sales, etc.; (ii) customer socioeconomic characteristics, such as age, household size, and income level; (iii) location characteristics, namely the level of urbanization and commercial density by zone, as well as distance or time to logistics facilities or parking lots; and (iv) vehicle operator performance based on indicators; and (v) traffic data per zone, day, and hour slots.

Once the data are collected, they have to be processed, merged, integrated (e.g., clustering and classification) to be examined through data mining techniques. The identification of significant factors is made via statistical analyses and machine learning techniques. For the feature selection, the data set is broken down into two subsets to perform modeling: the training and experimental setting. Aside from formulating a single model for the data set and observing its performance, the methodology tests a group of different models and parameter options. The first task is to train the model with a specific amount of data. Then, its performance is tested based on an error metric from a validation set, in which the KPIs are the benchmarking targets. The following step is to find the model(s) that has the minimum error rate on the validation set, and then, it will retrain the chosen model, including both the training and the validation set. Finally, the system will see how that model performs in the experimental setting and will provide the evaluation metric.

Consequently, the validation set calibrates the best parameters and evaluates the model’s performance. The system follows a walk-forward metric. In this case, it assumes that over time, logistics operations may evolve using different kinds of error measurements (e.g., MAPE) to improve performance. This approach also allows simulation to map how this model would work in a real setting. Finally, it is expected that the data support the decision making and allow for scalability at different levels of analysis.
steps deal with a high volume and variety of data to handle inaccuracies and provide robust solutions for prediction-based events.

3.2. Steps 3–4: Predictive and Prescriptive Models (P3–P4)

Companies that need to make deliveries of their products generally work with a fleet of heterogeneous vehicles (i.e., capacity, size, type—dry, chilled cargo), which are utilized to satisfy customer demands in locations where geographical and topological conditions prohibit vehicles to operate in various sizes and forms. For example, in emerging economies, deliveries must be done with motorcycles and/or bicycles, due to poor street conditions (i.e., infrastructure). Deliveries may be performed to nanostores, medium-large retail stores or end consumers. Once the clusters are identified, the next step of the methodology follows the delivery operation. In this phase (P4), the use of a prescriptive model is proposed.

The optimal number of heterogeneous vehicles and their routing are a key decision point for logistics operations. There exist efficient mathematical models and algorithms like mixed-integer linear programming formulations and metaheuristics available for practitioners and researchers that represent and solve this problem, taking into account general constraints regarding volume, weight capacity and demand [74–76]. These models seek to choose the proper type of vehicle and the numbers that will satisfy demand efficiently. Also, they will specify the routes that the vehicles will take, particularly the order in which customers are served on time and favoring locally available resources. Most industries use heuristics, metaheuristics, and simulation-optimization approaches to find fast and efficient solutions.

Each customer may have a specific set of restrictions that are relevant to this model. For example, a specific nanostore can be in a place where it may only allow two of the five possible vehicles enter its location. This could be due to vehicle size restrictions or incompatibility with the unloading conditions per neighborhood or per store. In addition to this, not every vehicle can enter some city zones when it is above a certain threshold depending on weight and size. Also, sometimes customers must be visited more than once to fulfill demand, and vehicles can visit multiple stores per trip (sometimes, per stop). The main assumptions for this model include:

1. All products are aggregated into a single category based on the weight.
2. The distribution is outsourced. Therefore, all vehicles are leased from a third-party logistics provider. Therefore, an indirect model is used. This is true for around 60% of the cases in emerging markets to serve the highly fragmented retail landscape [48].

This model allows a decision maker to define vehicle routing to serve a set of nodes N that represent customers, in this case, nanostores from a depot (0). Each link between a pair of nodes (i, j) represents an arc A. Based on these features, the vehicle routing problem (VRP) might be summarized in a graph G=(N, A) with the traditional formulation of a VRP proposed by numerous authors (see [38,53,77,78] for further information).

3.3. Steps 5–6: Execution and Learning (P5–P6)

In this phase, the system already has predicted traffic and customer patterns using the location data collected from the sensors and the GPS tracking. However, given that the schedule of a customer and/or the traffic pattern can change for unpredicted reasons, there is a possibility to observe differences between the planned delivery routes and executed routes. Thus, in step 5, the methodology generates a set of recommendations to end consumers and nanostore owners about the day, location, and time to receive their deliveries. A set of distinct patterns for estimating and determining scenarios should be used as an initial solution. This process supports predicting the last-mile routing and their corresponding KPIs, given near real-time information from sensors and customer service. The information is given to select supplementary scenarios that support decision making under diverse circumstances to improve diverse KPIs.

Steps 5 and 6 consider the feedback loops in the system. Step 5 uses sensor technology and GPS tools to position the vehicle, analyze delivery status, and feed updated data
into the systems. It shows results through dashboards that compare the system’s state at periods for specific locations, products, operators, clients, etc. It can compare the current performance with the minimum requirement and predict failures to meet the execution goals. Furthermore, the methodology raises alerts in case some potential disruptions or perturbations are computed with a high likelihood or require intervention from the planners. Once the system builds initial solutions (P1–P4), the execution starts. When the execution is complete, feedback is performed and feeds the historical data (step 6).

Learning happens due to the accumulation of knowledge over the time, and it is based on proactive and reactive strategies, observed issues, etc. Therefore, learning is not a set of rules. We propose a learning process based on the KPIs. The system can “learn” from the best practices and follow continuous learning. Based on past deliveries and logistics operations, the system captures rewards and acquires those that improve the system (i.e., supervised learning). The system should also identify new versions of indicators and insights (i.e., unsupervised learning), which can be a combination of KPIs or behaviors that were not specified in the previous steps.

The following section discusses a case study that represents the main challenges faced by last-mile operations in emerging market economies. The proposed methodology is applied to create a digital twin for last-mile operations in a megacity to support the delivery of goods and to solve potential misfires and adjust last-mile operations depending on the circumstances.

4. Case Study

The proposed methodology is applied to support the decision making for the delivery of goods within a megacity and support the near real-time decisions for dispatchers and transportation managers. These decisions are taken under conditions and behavior patterns from operators and customers, as well as data from locations and traffic. The digital twin aims to predict future scenarios and plan strategies for the most likely situations for the dispatchers of vehicles in businesses (e.g., retail, logistics companies, restaurants). This will help to determine and support the accurate calculation of performance indicators in a logistics company. Scenarios with heterogeneous fleets are discussed.

The methodology is applied for the last-mile operations in one of the most congested cities globally: Bogota, Colombia. With a total area of 613 square miles, Bogota is one of the largest cities in South America; with around 12 million inhabitants, it is the most densely populated city in Latin America. It is characterized by diversity in population segments, regular road infrastructure, and diversity in population economic conditions. Data are based on the operation of a retail organization that operates in the city.

For this research, the following three main “simulation agents” are defined:

Vehicle Operators: This agent represents the vehicle’s behavior in the city regarding velocity and parking features (i.e., the time of day and the city zones). The velocity affects the travel time directly. Uncertain travel times are modeled as random variables [79]. Usually, the information is modeled as stochastic travel times per path between the nodes and represented by a probability distribution. For example, Burr, Weibull, gamma and lognormal, are classic distributions used in this case [80]. These distributions show a positive skewness, i.e., values indicate the significant amount of the density being below the mean value and the tail with low probability. The vehicle operator assumes other responsibilities as well. For example, they must also walk to deliver the products from door to door. This set of activities can be called “service activities” and has a related service time. In the literature, it is common to find service times modeled with triangular or normal probability distributions [81]. It is also essential to point out the customer’s influence regarding this service time [82].

Customers/end consumer: The customer’s shopping behavior can change depending on the season. Usually, companies detect two main seasons: valley and peak season demands. The modeling of this is generally made through the analysis of historical data [83]. During the season, the normal or uniform probability distribution is typically
used to set up the number of orders per day [84]. The geographical location where the demand occurs is modeled often using uniform distributions per zones and time of the year. Examples of the types of customers in a city are small businesses, nanostores, supermarkets, residents (townhouses, housing complexes or buildings), etc.

City: Uncertainty in a city environment due to changes in travel times for road infrastructure or weather conditions, along with parking availability, are some of the factors that incorporate challenging decisions or policies to meet customer demands and time windows [85]. This directly affects the service levels and operational costs when adopting traffic, transport, or environmental regulations.

This case discusses the key focus points and provides guidelines and implications for the last-mile delivery problem. Optimization models are coded in algebraic modeling software (e.g., Pyomo, Gurobi, GAMS) to identify the fleet and type of vehicles. Also, it assesses the dynamic and learning process of the solution using agent-based simulation. Table 3 depicts the justification for each of the steps.

| Description Methodology Steps for Urban Logistics |
|--------------------------------------------------|
| **Step 1: Historical and Data Collection**       |
| Why: Data about customers’ demands, location, and type (i.e., nanostore, townhouse, or building). General features of customers. Industry patterns and trends. |
| How: This directly affects the service levels and operational costs when adopting traffic, transport or environmental regulations. |
| Data for the following step: Vehicle’s speeds for different city districts. Data about vehicle’s capacities in volume and weight, including fixed and variable costs. Service and unloading times. Characterization of customer demands. Research directions. |
| **Step 2: Data Analysis**                       |
| Why: Identify promising insights/parameters for the decision-making tools: optimization, simulation, and machine learning methods. |
| How: Forecasting techniques, clustering, data mining, probability distributions. |
| Data for the following step: Clusters, tendencies, forecasting, customer profiles, vehicle operator behavior, parking, service time in city (districts), and probability distributions for speed, parking, and service time. |
| **Step 3: Quantitative Modeling**               |
| Why: Identify the best allocation of resources to meet the pre-defined targets of cost and high service levels. |
| How: Linear programming. Mixed-integer linear programming. Heuristics. |
| Data for the following step: Quantity of cars, routing, optimal amount of resources. |
| **Step 4: Simulation and Experiments**          |
| Why: Run experiments (parameter variation in vehicle’s velocities, service times, and different zones in the city) and analyze the outputs to make better decisions about the real-world operation. |
| How: Agent-based simulation. The capabilities of linking maps and simulation were very useful for this case. The model builds a transportation model with GIS maps. With this technique, the model focuses on the system’s active components and their interrelations (i.e., vehicles, customers and city). |
| Data for the following step: Calibrated speeds in different city districts, number of customers served per vehicle, distances and time between zones and customers, calibrated speeds, parking, and service time per type of customer. Time of arrival and departure per customer. Schedule per vehicle. |
| **Step 5–6: Learning**                         |
| Why: Learn the best routes in the city to provide an excellent service level. |
| How: Deep reinforcement learning. |
| Output: Best routing sequence to complete the delivery task to customers. |
4.1. Steps 1–2: Historical Data, Data Collection Description and Data Analysis

To have a sense of a retail operation for home delivery in Bogota, Table 4 shows daily customers’ demand in average numbers. Transactional data from a period of three weeks were analyzed for each demand type (peak and valley seasons). Table 5 shows the typical configuration of vehicles for the distribution to end consumers. Potential clients can place an order one or more days before the delivery date. Moreover, the order can be associated with or without a time window.

Table 4. Average customer demand (i.e., order) per day for this illustrative example.

| Demand | Customers |
|--------|-----------|
| Peak   | 327       |
| Valley | 200       |

Table 5. Vehicle types for home delivery in one retail store.

| Criteria          | Quantity (#) | Capacity (m³) | Type of Vehicle | Load Capacity (Kg) |
|-------------------|--------------|---------------|-----------------|--------------------|
| Type of Vehicles  | 3            | 4             | Carry           | 700                |
|                   | 3            | 20            | Turbo           | 3500               |
|                   | 14           | 14            | Turbo           | 2000               |

Megacities such as Bogota are characterized by heavy traffic congestion, extended trip times and high pollution. The lack of a proper urban growth plan, along with the growth in urban housing areas, retail stores, and regular roads, poses big challenges for urban logistics. The differences in density population between different city districts is a typical characteristic. Bogota is divided into 20 districts (see Figure 4). Each of these districts has its own rules and government budget for infrastructure, laws that influence road construction, and parking conditions, to name a few. A shared trait among the districts is that they can have different road infrastructure characteristics. The latter affects vehicles’ speed [86].

Figure 4. Districts in Bogota.
Table 6 shows the classification of districts and important features like the surface size, population size, population density, and average speed. Travel times were retrieved using Google Maps, considering actual traffic conditions. Each district has a varying density of inhabitants per square kilometer, which we used to order Table 6.

| Locality Name     | Surface km² | Population  | Density hab/km² | Average Velocity (km/h) |
|-------------------|-------------|-------------|-----------------|------------------------|
| Kennedy           | 39          | 1,088,443   | 28,205          | 20                     |
| Bosa              | 24          | 673,077     | 28,126          | 23                     |
| Rafael Uribe      | 14          | 374,246     | 27,060          | 24                     |
| Engativa          | 36          | 887,080     | 24,723          | 18                     |
| Antonio Nariño    | 5           | 109,176     | 22,372          | 25                     |
| Barrios Unidos    | 12          | 243,465     | 20,459          | 22                     |
| Tunjuelito        | 10          | 199,430     | 20,124          | 20                     |
| Los Martires      | 7           | 99,119      | 15,225          | 24                     |
| Puente Aranda     | 17          | 258,287     | 14,921          | 25                     |
| Suba              | 101         | 1,218,513   | 12,117          | 27                     |
| Fontibon          | 33          | 394,648     | 11,858          | 18                     |
| La Candelaria     | 2           | 24,088      | 11,693          | 21                     |
| Teusaquillo       | 14          | 153,025     | 10,784          | 21                     |
| San Cristóbal     | 49          | 404,697     | 8243            | 29                     |
| Usaquén           | 65          | 501,999     | 7686            | 21                     |
| Ciudad Bolivar    | 130         | 707,569     | 5442            | 26                     |
| Chapinero         | 38          | 139,701     | 3661            | 22                     |
| Santa Fe          | 45          | 110,048     | 2436            | 29                     |
| Usme              | 215         | 457,302     | 2126            | 26                     |
| Sumapaz           | 781         | 6531        | 9               | 29                     |

4.2. Steps 3–4: Modeling Simulation and Experiments

Clustering techniques [87,88] are used to assign vehicles to customers. In Bogota, there are some suburbs around the city where customers also make orders for goods. Thus, it is necessary to plan the number of resources to serve the demand of the whole city. An optimization model was applied to define the number of heterogeneous vehicles and the routes to fulfill the customers’ needs. This process is divided into three phases. Phase 1: We used a mixed-integer programming model to identify the number of vehicles. Phase 2: We allocated customers to vehicles. Once we knew the type and quantity of vehicles, an assignation model served to allocate customers to each vehicle. This step followed the K-means clustering, which allowed for determining the cluster centers for the number of vehicles. The clustering uses the Euclidean distance. Figure 5 shows the location of the customer in a cartesian plane. The color represents the assignation of the cluster.

Figure 6 shows the “centroids” of each district in order to perform the assignment to each corresponding customer. This allows for the configuring of a two-tier distribution strategy.

Most of the companies prefer to own/lease smaller vehicles due to traffic conditions and transport regulations. When analyzing the vehicle utilization for the available vehicles of the company under study, we can observe that there is a high rate of unutilized capacity for volume and weight (see Table 7). Time windows to complete the operation are entirely used in almost all cases.
Figure 5. Longitude and latitude customers in Bogota.

Figure 6. Customer allocation in vehicles.
Table 7. Vehicle utilization and time window features per vehicle type.

| Vehicle Type | % Volume | % Weight | % Time Window (600 min) |
|--------------|----------|----------|-------------------------|
| Turbo 2 (Ton) 1 | 37%      | 40%      | 100%                    |
| Turbo 2 (Ton) 10 | 42%      | 65%      | 100%                    |
| Turbo 2 (Ton) 11 | 28%      | 36%      | 100%                    |
| Turbo 2 (Ton) 12 | 43%      | 79%      | 100%                    |
| Turbo 2 (Ton) 13 | 34%      | 41%      | 100%                    |
| Turbo 2 (Ton) 14 | 37%      | 35%      | 100%                    |
| Turbo 2 (Ton) 2 | 58%      | 53%      | 100%                    |
| Turbo 2 (Ton) 3 | 49%      | 45%      | 100%                    |
| Turbo 2 (Ton) 4 | 59%      | 56%      | 100%                    |
| Turbo 2 (Ton) 5 | 53%      | 46%      | 100%                    |
| Turbo 2 (Ton) 6 | 49%      | 55%      | 100%                    |
| Turbo 2 (Ton) 7 | 40%      | 40%      | 100%                    |
| Turbo 2 (Ton) 8 | 37%      | 66%      | 95%                     |
| Turbo 2 (Ton) 9 | 42%      | 35%      | 100%                    |
| Turbo 3,5 (Ton) 1 | 30%      | 35%      | 95%                     |
| Turbo 3,5 (Ton) 2 | 35%      | 46%      | 90%                     |
| Turbo 3,5 (Ton) 3 | 53%      | 76%      | 100%                    |

To find the routing schedule, we used the formulation for the travel salesman problem for each of the vehicles. An additional process was undertaken to verify the model assumptions and that the route met the constraints in service and travel time. Table 8 shows the routes in Google Maps used to verify speeds, time, and routing directions for clusters of customers.

Table 8. Average velocity per district.

| Vehicle | The Route in Google Maps. Link | Average Velocity (km/h) | Main Locality |
|---------|--------------------------------|-------------------------|---------------|
| K04     | https://bit.ly/2VnGe2e         | 19.29                   | Engativa      |
| K05     | https://bit.ly/2VELunf         | 19.84                   | Engativa/Teusaquillo |
| K06     | https://bit.ly/2W4KGHk         | 23.83                   | Usaquén       |
| K07     | https://bit.ly/2LGE5iB         | 17.17                   | Bosa          |
| K08     | https://bit.ly/2VXGe5v         | 17.88                   | Chapinero/Usaquén |
| K09     | https://bit.ly/2W3eC6N         | 15.21                   | Chapinero/Barrios Unidos |
| K10     | https://bit.ly/2Ynewob         | 21.1                    | Facatativa    |
| K11     | https://bit.ly/2Q4rpQX         | 18.2                    | Suba/Usaquén |
| K12     | https://bit.ly/30kC6Uv         | 19.89                   | Teusaquillo   |
| K13     | https://bit.ly/2VxsGKQ1        | 16.31                   | Suba/Engativa |
| K14     | https://bit.ly/2Q0Hl6U         | 26.79                   | Chía/Canelon/La Naveta |
| K15     | https://bit.ly/2JgUSH1         | 17.45                   | Suba          |
| K16     | https://bit.ly/2YqltDS         | 17.17                   | Tunjuelito/Ciudad Bolivar |
| K17     | https://bit.ly/2YtnNep         | 20.18                   | Usme/San Cristobal |
| K18     | https://bit.ly/2Hh8wHC         | 18.29                   | Fontibon      |
| K19     | https://bit.ly/2PYlNrb         | 19.81                   | P. Aranda/Antonio Nariño |
| K20     | https://bit.ly/2YcfdDz         | 19.29                   | Kennedy/Fontibon |

Once the vehicles were assigned to customers, Google Maps was used to locate the customers based on their geographical position (i.e., longitude and latitude). Capacity utilization in the categories of volume, weight, and time were met. Time windows and capacity were respected and optimized. One of the significant advantages of the simulation process is being able to verify the assumptions of the optimization model. We observed that some transportation managers leave time gaps to prevent delays due to unexpected events (e.g., accidents) in the execution. This is expected to be improved due to the experience of the operator in the field.

- The parameters can be calibrated to the extent that the actual operation is compared with the results of the optimization and simulation models. Simulation assumptions
and parameters to recreate the routes execution and the scheduling for each of the vehicles are:

- Total service time depends on parking and delivery time. It varies depending on the type of customer (i.e., nanostore, townhouse, or building).
- Time window per day (i.e., working journey) for deliveries: 600min
- Vehicle velocity varies mainly depending on the city district (e.g., 30km/h for the valley hour in Engativa)

The vehicles already have an “optimal” route, which is set up with better knowledge of customers, vehicle operators, and is based on the city grid. However, due to the variability in speed and service times, it is necessary to simulate a set of potential outputs. Districts were defined with “urban metrics” [57], such as density, land use, complexity, road network, and cluster procedure.

An agent-based simulation model for last-mile delivery was built, where each stakeholder is an agent, to understand how the distribution is executed under particular city conditions. Since uncertainties in operator behavior, traffic, and parking time follow a stochastic behavior, the agent-based model is a valuable tool to simulate.

First, we created a population of customers with their parameters (see Table 9). For this simulation, we considered three types of customers: town houses, buildings, and nanostores (i.e., small, family-owned retailers). Data are given per customer: latitude and longitude, vehicle assigned, demand in weight, volume, and type of customer.

Table 9. Customers’ parameters.

| Name | Latitude | Longitude | Vehicle | Sum of Weight | Sum of Volume | Type     |
|------|----------|-----------|---------|---------------|--------------|----------|
| N01  | 4.709352 | −74.19812 | K18     | 92.40         | 0.314        | townhouse|
| N02  | 4.703184 | −74.215988| K20     | 6.50          | 0.162        | nanostore|
| N03  | 4.710766 | −74.232552| K10     | 76.20         | 0.285        | townhouse|
| N04  | 4.710766 | −74.232552| K10     | 42.50         | 1.191        | townhouse|
| N05  | 4.728393 | −74.220398| K10     | 54.03         | 0.221        | townhouse|
| N06  | 4.696234 | −74.166496| K18     | 732.00        | 0.480        | building |
| N07  | 4.725585 | −74.218353| K10     | 70.60         | 0.361        | townhouse|
| N08  | 4.738458 | −74.253876| K10     | 106.20        | 0.343        | building |
| N09  | 4.713043 | −74.066406| K04     | 32.20         | 0.088        | townhouse|
| N10  | 4.82469  | −74.35247 | K10     | 46.50         | 0.195        | building |
| N11  | 4.704219 | −74.041473| K06     | 1312.67       | 0.708        | townhouse|

Table 10 depicts an example of the service and parking time (i.e., average and variability), depending on the kind of customer. These estimates are based on data collected by the company.

Table 10. Time for a select of customers.

| Cust. Type | Service Time Mean | Service Time Std Dev | Parking Time Mean | Parking Time Std Dev |
|------------|-------------------|----------------------|------------------|----------------------|
| Building   | 10                | 3                    | 5                | 3                    |
| Townhouse  | 8                 | 3                    | 3                | 1                    |
| Nanostore  | 11                | 3                    | 4                | 1                    |
| Default    | 10                | 3                    | 4                | 2                    |

The agent “vehicle operator” is represented through a vehicle entity and is modeled as shown by Figure 7.
The agent “vehicle operator” is represented through a vehicle entity and is modeled as shown by Figure 7.

Simulation model schedules were generated to represent the change in velocity in the city due to the peak and valley hours. For example, for peak hours (from 6:00 h to 10:00 h and 15:00 h to 18:00 h), the average velocity oscillates between 14 km/h and 18 km/h, and from 10:00 h to 15:00 h the average speed is 22 km/h. Table 11 shows the velocity for each district. Customers and routes from optimization models and districts were placed on a map. Figure 8 shows two shaded areas (Engativa and Fontibón), each with their respective characteristics (i.e., traffic velocity, parking time).

Table 11. Regular and peak-hour speed (in km/h) in each borough of Bogota, Colombia.

| ID | Name               | Normal Speed | Peak-Hour Speed |
|----|--------------------|--------------|-----------------|
| 1  | Usaquén            | 20.00        | 14.00           |
| 2  | Chapinero          | 17.00        | 11.90           |
| 3  | Santa Fe           | 19.89        | 13.92           |
| 4  | San Cristóbal      | 25.00        | 17.50           |
| 5  | Usme               | 25.00        | 17.50           |
| 6  | Tunjuelito         | 25.00        | 17.50           |
| 7  | Bosa               | 23.00        | 16.10           |
| 8  | Kennedy            | 25.00        | 17.50           |
| 9  | Fontibón           | 20.00        | 14.00           |
| 10 | Engativá           | 25.00        | 17.50           |
| 11 | Suba               | 25.00        | 17.50           |
| 12 | Barrios Unidos     | 20.00        | 14.00           |
| 13 | Teusaquillo        | 25.00        | 17.50           |
| 14 | Los Mártires       | 19.81        | 13.87           |
| 15 | Antonio Nariño     | 20.00        | 14.00           |
| 16 | Puente Aranda      | 25.00        | 17.50           |
| 17 | La Candelaria      | 19.89        | 13.92           |
| 18 | Rafael Uribe       | 17.17        | 12.02           |
| 19 | Ciudad Bolivar     | 17.17        | 12.02           |
| 20 | Sumapaz            | 19.81        | 13.87           |
The agent “vehicle operator” is represented through a vehicle entity and is modeled as shown by Figure 7.

Figure 7. Vehicle state chart.

Simulation model schedules were generated to represent the change in velocity in the city due to the peak and valley hours. For example, for peak hours (from 6:00 h to 10:00 h and 15:00 h to 18:00 h), the average velocity oscillates between 14 km/h and 18 km/h, and from 10:00 h to 15:00 h the average speed is 22 km/h. Table 11 shows the velocity for each district. Customers and routes from optimization models and districts were placed on a map. Figure 8 shows two shaded areas (Engativa and Fontibon), each with their respective characteristics (i.e., traffic velocity, parking time).

Figure 8. Home delivery simulation.

Table 11. Regular and peak-hour speed (in km/h) in each borough of Bogota, Colombia.

| ID | Name   | Normal Speed | Peak-Hour Speed |
|----|--------|--------------|-----------------|
| 1  | Usaquén| 20.00        | 14.00           |
| 2  | Chapinero | 17.00     | 11.90           |
| 3  | Santa Fe | 19.89       | 13.92           |
| 4  | San Cristóbal | 25.00    | 17.50           |
| 5  | Usme   | 25.00        | 17.50           |
| 6  | Tunjuelito | 25.00     | 17.50           |
| 7  | Bosa   | 23.00        | 16.10           |
| 8  | Kennedy| 25.00        | 17.50           |
| 9  | Fontibón| 20.00       | 14.00           |
| 10 | Engativá| 25.00       | 17.50           |
| 11 | Suba   | 25.00        | 17.50           |
| 12 | Barrios Unidos | 20.00 | 14.00           |
| 13 | Teusaquillo| 25.00   | 17.50           |
| 14 | Los Mártires | 19.81 | 13.87           |
| 15 | Antonio Nariño | 20.00 | 14.00           |
| 16 | Puente Aranda | 25.00  | 17.50           |
| 17 | La Candelaria | 19.89  | 13.92           |
| 18 | Rafael Uribe | 17.17   | 12.02           |
| 19 | Ciudad Bolívar | 17.17  | 12.02           |
| 20 | Sumapaz | 19.81       | 13.87           |

Once all the steps are processed, it is possible to simulate an operation to solve the problem of efficient delivery of products in the city. Figure 8 depicts the animation of the daily delivery process. Each color represents a different vehicle. Red dash lines are the paths that are followed by each of the cars. With these paths, it is possible to know each vehicle’s directions to do the deliveries. Figure 9 depicts the average velocity of vehicles in the city.

Figure 9. Average speed of all vehicles in the city over the day.

The simulation allows for clarity to be gained of each vehicle’s schedule under the parameters and conditions fed into the model (e.g., traffic, service times). Table 12 depicts the time for vehicles in the district of Usaquén, showing the arrival and departure time and the service time (parking and delivery). The daily time window goes from 8:00 h to 18:00 h.
One of the advantages of the proposed methodology is the possibility to learn from daily operations. In Step 5, machine learning algorithms are presented and facilitate the system to accumulate experience from real distribution observed in the field. These results feed into the database from which predictions of future operations are made to support the decisions when data cannot be collected, or not available. Capitalizing on the simulation models created from Steps 3 and 4, behaviors of different stakeholders may be predicted [46]. Probability distributions included in the simulation models replicate the behaviors of stakeholders allowing predictions about how they will act in the deployment phase. Furthermore, data analytics and its applications will allow for an understanding of patterns, trends, and the prediction of demand [89].

4.3. Steps 5–6: Execution and Learning

The technique described by Nazari et al. [90] proposes a playground where the agents learn in a simulation setting. As it was shown in Figure 10, external conditions may affect the time of the delivery. Different circumstances were simulated to undertake trial and error tests and to learn from the assumptions and results. Once the decision maker has acknowledged different “emerging behaviors,” the same simulation setting may be used to test the outputs of the learning algorithms and explore their capability to be used by transportation managers. This part of the methodology may be extended to use deep reinforcement learning and numerical instances to test it [90,91]. The theoretical background can be found in [92,93].

![Figure 10. The learning process for delays in routes.](image-url)
A grid structure was proposed to allow the agent to adjust the path to the road conditions (e.g., traffic density, velocity, and flow) and learn by positive and negative rewards what the best path is. Next, an artificial neural network was trained to control the decisions to find routes in the city. As explained, once the assignment of resources is made, the problem becomes finding more efficient customer visiting sequences. It does this by learning a policy (i.e., actions) that decides the best route between one point to another or the sequence of visiting “nodes” in a geographical space based on the environment’s status. Deep reinforcement learning algorithms and their respective architecture can learn from simulations to support exploration and optimization.

Deliveries to nanostores are a common task in many cities. The transportation of goods is made from consumer-packaged goods (CPG), soft drinks, or brewery manufacturers and is an everyday logistics task. Customer demands are related to events or market seasons in the year and those are frequently delivered to the same locations.

The purpose of this example is to demonstrate how these companies, retailers, restaurants, and/or supermarkets can make use of learning procedures to improve their planning for the use of their delivery fleet and satisfy customer demands. In a city like Bogota, light trucks can deliver to approximately 50 to 100 nanostores per day [48]. Due to the proximity of them, it is estimated that 1500–2000 deliveries can be made to nanostores from CPG manufacturers or distributors.

We use deep reinforcement learning to handle problems where it is necessary to have quick and near-optimal solutions for the vehicle routing problem based on the external conditions. These algorithms are very convenient, especially when handling a large volume of customers. As it was discussed, the algorithm learns from the environment. For our purpose, geographical information was used to feed the network and demand distribution as dynamic information.

Once the algorithm is trained for the problem, the information is normalized to follow the network structure. Values between [0,1] allow for representing locations (i.e., cardinal coordinates). The normalization algorithm starts by creating a square grid by calculating the maximum and minimum values for latitude and longitude. The difference between these two values gives the domain and range. The algorithm used for training the vehicles to find the shortest delivery path follows a deep reinforcement learning trained policy. This approach does not need to calculate the distance matrix each time the routes need to be set. It is calculated based on the positive and negative rewards signals and the feasibility constraints in vehicles’ capacity. Also, it is not required to retrain for every new situation. The points can be migrated from a map into a chart (see Figure 11).

Figure 11. Abstracting map reality into cardinal coordinate charts.
In this example, the VRP has two dynamic elements: vehicle capacity and customer demand. It is assumed that the vehicle operator can visit any customer to fully satisfy the requirement; however, this can be modified for split deliveries. The experiments were conducted on a PC Intel® Core™ i7-7700K CPU @ 4.20GHz CPU 4 cores eight threads with a GeForce GTX 1060 6GB/PCIe/SSE2 graphics card and 16 GB RAM. Operating System Ubuntu 18.04.2 LTS.

The test output provides a tour of the nodes to visit and features of the trip. Different snapshots were taken at various parts of the training to provide better visualization of the learning process. The training method for this experiment makes use of two neural networks. The first is the actor-network, used to predict the probability distribution over the following action at any given step, which reduces the problem of choosing a customer from a particular area. The second is the critic-network, which provides an estimated reward for any problem instance, which helps to make the best decision from the actor network’s distribution pool. Figure 12 depicts the average rewards for every 100 runs over ten epochs. The X axis represents the number of periods and Y axis the potential reward. One may observe that, after period 70, there are no big rewards that motivate swaps or exchanges in the model.

![Figure 12. Rewards in the training phase for 20 nodes.](image)

Figure 13 illustrates ten generations of training for a sample of 50 nodes. Several realizations were performed to serve all customers while minimizing costs and meeting all constraints. An acquisitive policy was used to produce the routes, producing non-optimal solutions. Of course, each of the solutions satisfies demands and proposes the use of fewer vehicles.

Figure 14 displays the best solution for each instance that was able to save up to 35% in assigning vehicles to serve all customers. Therefore, the combination of techniques from this framework provides promising results that should be fully investigated in other industries, geographies and circumstances.
5. Discussion and Future Research

The design and application of algorithms has become relevant in order to find alternatives to guide and support decision- and policymaking processes to solve the heavy traffic problem in large and mid-sized cities and to increase the life quality of citizens [94]. This work designs a methodology that identifies the interactions, behaviors, and importance of stakeholders. Likewise, it reinforces the legitimacy and transparency of the decision-making processes and shows how each analytical technique supports another to formulate long-term sustainable models to address the growing urban distribution. Some organizations are already considering carrying out this logistics planning for the delivery and collection of goods or materials, simultaneously. This system can support operations to bring products to customers and retrieve materials from them for reuse or disposal [95,96].
The United Nations agenda for sustainable development calls for the shared efforts of governments, private sector, academia and society to promote the principles of sustainability [97]. This work presents a precise methodology to use analytical techniques jointly and, from a business and city perspective, long-lasting competitive advantages and benefits are found for supply chain stakeholders and society. Our proposal presents a holistic integration of analytical techniques with the principles of sustainability in the strategic decision making of organizations that need undertake last-mile operations.

Our work presents an innovative architecture (see Figures 15 and 16) for analytical decision making that can help transportation and logistics managers better plan and execute deliveries. The methodology considers characteristics of digitization, decentralization, and automation. The framework is application-driven and is built considering the challenges of retail fragmentation, poor infrastructure, and dynamic consumption patterns of megacities in emerging market economies. The framework is based on a combination of quantitative methods that allow for the gaining of knowledge on descriptive, predictive, and prescriptive approaches. The combination of techniques allows for the gaining of insights into current and future operations between the stakeholders and physical flow in the distribution process. With the learning procedures, we expect to adjust routes by responding to possible anomalies, changes in customer schedules, or traffic flow. Optimization modeling, combined with simulation and visualization technology, bring effective goods delivery and better decision making.

Figure 15. Last-Mile Methodology: methods and interrelations map.

Our approach contributes to the scientific and practitioners’ community by considering learning processes to create effective, proactive distribution systems to achieve short- and long-term goals [93]. Making decisions regarding route selection with minimal destination times under a dynamic traffic environment is a daily challenge for delivery. The goal is to complete customer orders under traffic conditions and environment status. The data-driven methodology is designed to set up efficient routes and information about road traffic, city zones, and customer wait times, among other indicators [9].
The case study for urban logistics was able to bring an efficient solution to set up routes to deliver orders in the city. The methodology proves to be effective despite being data demanding, because it aims to help transportation managers support peak and valley delivery orders by initiating a way to define the correct combination of vehicle types together with the number of orders that each vehicle can carry. Most importantly, it brings a simulation learning methodology to improve the processes.

The proposed framework is actionable and provides a set of steps that are modular (see Figure 16). Most importantly, it combines the best of different approaches to gain a holistic perspective on tackling growing last-mile delivery operations, when customers and drivers continuously change their behavior and in environments where external data like traffic and weather are changing all the time. Last but not least, in the emerging world, the location of customers is a changing variable due to the continuous entry and exit of nano, micro and small businesses and due to the growing base of end consumers using electronic commerce (e-commerce). Therefore, e-commerce business to customer (B2C) and business to business (B2B) will become the next trend in most developing countries, as has already happened in China and India.

Citizens and city administrations struggle against traffic congestion, air pollution, and noise, due to the increasing number of delivery vehicles, as well as the emissions they generate and the space they occupy in parking when there is no adequate infrastructure. All these factors generate even more urban challenges. Several studies have revealed that, if public interventions are not carried out, traffic in city centers, for example, will be seriously disturbed in the coming years. New technologies are emerging, such as droids and drones and the trend in research is focusing on how to make their use efficient [98–100]. Simulation tools along with congestion prediction, using IoT and machine learning [101,102], that take these technologies into account, create the basis for generating player strategy discussions through a solid fact base, in order to foster public–private partnerships and accelerate the
development and implementation of effective interventions in a city’s logistics [103]. So, it is important to create roadmaps for last-mile ecosystems [100,104].

One of the main barriers to implementing closed-loop supply chains and circular economy practices is the big opportunities that still prevail in reverse logistics. Finding best practices for collecting recyclable materials is imperative for industries that want to benefit from reusing materials in their own processes or to generate profits [95,105]. Thus, research is being carried out on how to optimize the collection of materials, for example, with e-commerce takeback models. Research have been conducted where logistics for first-mile operations, such as collecting material, is joined with the logistics of the last-mile operation where products should be delivered. Also known as pick-up and delivery problems [106] but, in this case, with emphasis on the pickup of materials to be reused and delivery of any products (see Figure 17).

It is expected that future research will continue to delve into the demonstration of how these practices can reduce urban traffic and have an impact on reducing emissions by completing the two operations simultaneously [107]. Likewise, as demonstrated in this research, the use of assets is increased and the operating costs of the fleet of vehicles available in organizations can be reduced. Therefore, a potential extension of this research might include a careful incorporation of a circular economy as a module in our proposed framework.

Lastly, the methodology makes use of stakeholder behavior patterns. Allowing a better decision-making process and modifying routes ahead of time increases the possibility of meeting the demand within the customer time window. Additionally, these patterns are combined with the knowledge of traffic conditions that may be extended and further investigated in different cities across the world. Furthermore, it was possible to
propose suboptimal policies for the Dynamic Vehicle Routing Problem (DVRP), which many industries face worldwide.

6. Conclusions

This research proposes a generic system that integrates metrics, various decision levels, multiple stakeholders, and supplementary techniques for last-mile operations. Complex interactions and dynamic behaviors among various stakeholders are presented. The evolution of purchasing patterns is more dependent on a set of features related to urbanization, socioeconomic changes, accessibility, and retailing footprint and not just technology. These characteristics may affect the performance of planning and execution of urban distribution strategies.

Improving operational efficiency is an opportunity for companies facing commercial business to business (B2B) and business to customer (B2C) delivery to compete against large logistics multinationals and improve customer service levels, especially in emerging market economies. The area of last-mile delivery planning has gained traction because of customer expectations to receive fast and reliable service. Typical problems in vehicle routing are random customer requests and demands and the presence of a high uncertainty due to diverse factors such as traffic jams or as simple as the availability of the budget of the nanostore owner when delivering an order. High-quality solutions can be found by accounting for these random occurrences when operational planning is being carried out or by incorporating changes to the plans while vehicles are on their route to minimize unsuccessful visits, returns and many other undesired consequences. Changing plans while operating can yield a significant amount of information, but it may not reach optimum efficiency. The use of simulations can help successfully anticipate unexpected problems in vehicle routing to tackle them early on. Offline simulations can assist in optimizing vehicle routing operations.

The last-mile delivery research community has been working on better algorithms to solve operational issues using different kinds of techniques, from mathematical programming to simple heuristics. However, there is a lack of a unified methodology to build a software architecture, where different approaches can be used in a synchronized form and help to build a holistic understanding and adaptative strategies according to observed circumstances.

Our main goal is to present the architecture of a system that allows us to achieve its execution in a sustainable, environmental, and operational manner, addressing the three dimensions of sustainability. This allows us to gain knowledge from environmental and non-environmental externalities, generating better logistics practices and designing public policies. Our methodology allows to generate an analysis of the performance and delivery practices in last-mile logistics, quantifying the impacts that the different stakeholders have.

Our solution is a fundamental tool focused on the market of those organizations that are committed to creating integral logistics systems, i.e., including reverse logistics as a circular economy strategy [108,109]. Those companies focus on the process of returning consumer goods for replacement, renewal, recycling, redistribution, or clean disposal. Organizations will benefit from a platform that allows logistics operations to be carried out more efficiently and less costly. The implementation of an affordable solution for those companies that want to improve their sustainability practices can be found in our methodology: a decision support system for all their logistics operations along with sustainability practices to create efficient, closed-loop supply chains.

The data-driven methodology is made up of analytical tools that perform tasks in different steps for logistics operations [110]. Those tasks are broken down in descriptive, predictive, and prescriptive methods. Sustainable practices can be achieved when the continuous improvement is put in place in a rigoristic manner. The digital twin of the entire operation allows for the simulation of how the logistics operations (forward or reverse) will be executed to plan and follow up on possible disturbances [111]. Likewise, our system allows us to learn about the experience with machine learning algorithms. All
this is supported with visualization tools or dashboards for each of the actors that use the tool. Thus, we use advanced analytical technology together with the best logistics practices to provide a solid and sustainable solution.

This methodology aims to support decisions, detect problems via an early warning system, and adjust last-mile operations depending on the circumstances. These decisions are fed with conditions and behavior patterns from vehicle operators, customers, location, traffic, and weather. However, the proposal to feed real-time data or high-quality data does not only come from emerging technology but also from model-driven decision making. Also, the possibility to predict future scenarios and plan strategies for the most likely situations is introduced. This will help determine and support the accurate calculation of the performance indicators.

Additionally, the methodology is designed to consider current and future system performance to improve the use of algorithms and be able, through a feedback learning process, to learn from past behaviors to deliver last-mile insights and an intelligent warning and execution tool for managers, analysts, and customers. This feedback step works as a “learning from experience” method. During and after the operation, current KPIs are compared with the desired KPIs, and the system should be able to adopt the best practices for future executions. The proposed architecture aims to support real-time data to respond to unforeseen events in the delivery steps. The system’s main outputs should be an intelligent early warning mechanism for managers and customers, when given a set of the leading causes for the delay on the delivery.

The outcomes support vehicles’ management, and it is possible to make adjustments such as re-routing and delivery re-scheduling. Furthermore, due to the schedule of a customer and/or the fact that the traffic can change for unpredicted reasons, there is the possibility of a difference between the planned delivery routes and the execution, which is why the use of technology is being proposed to dynamically adjust the routes to respond efficiently to these possible events. This methodology can help to alleviate traffic problems in cities due to better efficiency in the operations. It is also possible to predict financial, social, environmental, and economic impacts in a city’s logistics providing information related to the trade-offs between stakeholders’ behaviors.

Despite this conceptual framework still needing to be applied in several circumstances, adapted, and extended, its modular design allows researchers, policymakers, and practitioners to find a common ground to feed data and get value. Given the new tendency to synchronize digital technologies’ penetration without compromising the network reliability and effectiveness, the necessity of a data interrelation between private and public stakeholders enables it to integrate operations and planning systems in a modular, flexible, and scalable fashion. This conceptual design aims to integrate analytics and semantic models, to overcome information siloes, and enable interaction and understanding between them.
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