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Abstract

In this study, the complexity of a steady-state flow through porous media is revealed using confocal laser scanning microscopy (CLSM). Micro-particle image velocimetry (micro-PIV) is applied to construct movies of colloidal particles. The calculated velocity vector fields from images are further utilized to obtain laminar flow streamlines. Fluid flow through a single straight channel is used to confirm that quantitative CLSM measurements can be conducted. Next, the coupling between the flow in a channel and the movement within an intersecting dead-end region is studied. Quantitative CLSM measurements confirm the numerically determined coupling parameter from earlier work of the authors. The fluid flow complexity is demonstrated using a porous medium consisting of a regular grid of pores in contact with a flowing fluid channel. The porous media structure was further used as the simulation domain for numerical modeling. Both the simulation, based on solving Stokes equations, and the experimental data show presence of non-trivial streamline trajectories across the pore structures. In view of the results, we argue that the hydrodynamic mixing is a combination of non-trivial streamline routing and Brownian motion by pore-scale diffusion. The results provide insight into challenges in upscaling hydrodynamic dispersion from pore scale to representative elementary volume (REV) scale. Furthermore, the successful quantitative validation of CLSM-based data from a microfluidic model fed by an electrical syringe pump provided a valuable benchmark for qualitative validation of computer simulation results.
1 Introduction

Fluid flow through porous media is a multi-scale process that brings together fundamental laws of physics at the molecular level and empirical relations at macro scale level. We study an intermediate length scale (micrometer–millimeter) to explore difficulties associated with upscaling solute transport, i.e., hydrodynamic dispersion and mixing (Lowe and Frenkel 1996; Hunt et al. 2011; Boon et al. 2017; Svidrytski et al. 2019; Batany et al. 2019). The presented work is based on measurements and simulations of a sub-REV (Representative Elementary Volume) porous medium consisting of hundreds of pores.

We used microfluidic models to study laminar flow in porous media at the micrometer–millimeter length scale. A microfluidic model is a sheet of material containing a simple or complex network of small channels (see the review paper by Karadimitriou and Hassanizadeh 2012, for definitions of micromodels). A range of available manufacturing methods enable microfluidic technology to be used in a wide spectrum of applications. For example, there are a variety of sensors and analysis techniques, commonly with biomedical functionality, as reviewed by Sackmann et al. (2014), Ma et al. (2018) and Soitu et al. (2019). In addition, microfluidic techniques are emerging in heterogeneous catalysis (Xu et al. 2013; Zhang et al. 2019; Yue 2018) and advanced sensing technology (e.g., Hogan et al. 2017), among others. Microfluidic technology is part of the field of so-called lab-on-chip or microreactor devices. Crucial for the success of microfluidic technology is understanding the behavior of fluids in their channels (Squires and Quake 2005), for instance
during mixing processes (Suh and Kang 2010). Fortunately, microscopical observations can be employed to investigate fluid mechanics in great detail due to the small dimensions of typical microfluidic channels. Matching experimental and computational efforts (see, e.g., Weishaupt et al. 2020, for single-phase flow, Kunz et al. 2016, for two-phase flow, and Zhang et al. 2013a, 2013b, for colloid transport during two-phase flow) deepens our understanding of fluid mechanics.

The challenge lies in extrapolating the results from microfluidic model studies to fluid mechanics at macro scale. Examples are the Beavers–Joseph interface condition for coupling free flow and porous media flow (Terzis et al. 2019), the motion of fluid–fluid interfaces of two immiscible fluids (Karadimitriou et al. 2014), transport of colloids during two-phase flow (Zhang et al. 2013a, b), and the movement of ganglia in porous media (Zarikos et al. 2018).

A variety of light microscopy techniques can be used to study fluid flow, in which one can employ various combinations of hardware (e.g., epi-fluorescence microscopy, spinning disk microscopy, confocal microscopy, super resolution microscopy, custom-made open microscopes), their corresponding acquisition strategies (volumetric imaging, optical slicing, deconvolution, astigmatism imaging, continuous/pulse imaging or scanning), and related digital post-processing steps (variety of track and trace algorithms). A full discussion on available techniques is beyond the scope of this work (Santiago et al. 1998; Park et al. 2004; Park and Kihm 2006; Cierpka and Kähler 2012; Klein et al. 2012; Kim et al. 2013; Kinoshita et al. 2006; Karadimitriou et al. 2012; Ichikawa et al. 2018, Guo et al. 2019).

In the present work, the microfluidic models were made from PDMS (polydimethylsiloxane) using soft lithography techniques (see, e.g., Karadimitriou et al. 2013). Typical cross-sectional dimensions of the channels are $100 \times 100 \, \mu m^2$ or $200 \times 100 \, \mu m^2$, while the length of the channels can be up to some tens of millimeters. The channels are fully saturated with demineralized water containing fluorescent colloidal particles. The density of these polystyrene colloids ($1.05 \, gcm^{-3}$) is very similar to the density of water ($0.997 \, gcm^{-3}$), and Brownian motion is negligible because of their diameter of 750 nm, which allows the colloids to act as an indicator for the movement of water.

A confocal laser scanning microscope (CLSM) is used to measure the velocity of the flow throughout the volume of the microfluidic channels (Park et al. 2004; Kinoshita et al. 2006; Silva et al. 2008). Truly 3D flow velocity measurements require observing fluid flow in all three directions, which is done by, for example, astigmatism imaging (Ichikawa et al. 2018). 3D flow velocity measurements are also known as 3D3C, which stands for three dimensions, three velocity components. Our CLSM work produces stacks of 2D vector fields, effectively being a 3D2C measurement. The velocity component in the third direction can be neglected when assuming that the surfaces of the microfluidic model are smooth, and the flow is in a laminar flow regime. In addition, the system must be stationary (i.e., steady-state flow). The stationary condition requirement allows sequential recording of multiple planes which, when stacked together, form the complete 3D2C measurement of a particular area in the microfluidic model. Moreover, multiple 3D2C measurement stacks of neighboring areas can be combined into a large volume of interest when stationary condition exists.

The fluorescence dye in the colloids is excited by the laser light from the confocal microscope and captured by the microscope lens system. The laser generates fluorescence throughout the entire thickness (z-axis) of the microfluidic model at a given lateral position $(x, y)$. A pinhole in the optical path ensures that excited fluorescence only from a well-defined plane perpendicular to the $z$-axis reaches the detector. Effectively
blocking the so-called “out-of-plane” light allows to record optical slices from a volume. As a result, observations can be made from a single point in 3D space with sub-micron resolutions in lateral directions and down to about a micron along the optical axis in our setup. A sample is typically imaged in 3D by using a motorized stage for the z-movement and moving mirrors to scan the laser laterally across the sample. The motorized stage also enables additional lateral movements.

Following the acquisition, a dedicated MATLAB-based software package PIVlab (Thielicke and Stamhuis 2014, Thielicke 2018) is used to analyze the collected data. PIVlab compares sets of consecutive images and determines the displacements of all particles visible in the images. The analysis results in 2D vector fields. Stacking of the vector fields results in the 3D2C measurement, the flow velocity throughout the volume of the microfluidic channels.

We compare the 3D2C observations with computer simulation results for practical reasons. Details of 3D2C measurements from specific geometries can be readily analyzed. However, too large structures become impractical from both an acquisition point of view and data post-processing.

What follows in this paper is a description of two different microfluidic models and for what purpose these microfluidic models have been used. Thereafter, the terms “streamline routing” and “hydrodynamic dispersion” are explained in the context of this work, as both terms are used throughout the rest of the paper.

### 1.1 Microfluidic Model Designs

Two different microfluidic models have been designed. The first model consists of a horizontal channel, intersected by two narrower secondary channels perpendicular to it (see Fig. 1a). The depth of all channels is 0.15 mm. The two side channels have two different widths (I = 0.25 mm; II = 0.14 mm). This first microfluidic model is referred to as the T-junction model. The second microfluidic model consists of a large horizontal channel called the “free flow channel” which is bordering a network of channels called the porous region. The latter is created by square pillars positioned equidistantly (see Fig. 1b). The second model is referred to as the porous media coupling model (Terzis et al. 2019), as the design is used to study the coupling between the free flow channel and flow in the porous region.

The T-junction model is used to study the coupling between free flow and an intersecting side channel, while the porous media coupling model is used for a benchmark test and to examine complex flow patterns. In the next section, we describe three different experiments that we have performed with our microfluidic setups.

#### 1.1.1 Benchmark Test

In this study, we first quantitatively test the applicability of our CLSM setup for 3D2C measurements in complex porous media. As a benchmark test, we determine the flow through a single channel and compare the mean flow rate with the rate provided by the syringe pump. The example is also used to demonstrate a filtering technique that is developed in this study.
1.1.2 The Slip Velocity Across a T-Junction

In a second experiment, a full 3D2C measurement is performed for a free flow channel with intersecting side channels. Both the free flow channel and the intersecting side channels are fully saturated with water. The side channels are closed at the end, representing a dead-end region. Of interest is the coupling between the flow in the free flow channel and the movement within the dead-end region. Laminar flow through a straight tube exhibits a no-slip boundary (zero velocity of fluid) at the channel wall. The no-slip boundary is no longer valid when the side channel meets the porous structure, as the slip velocity becomes greater than zero along the plane between the free flow channel and porous media region. As a result, a momentum transfer occurs across the interface.

The ability to measure the velocity along the interface region is particularly important for computer simulations, where the slip length serves as an input parameter. Earlier work by the authors has shown that a coupling can be made between a Navier–Stokes-type simulation of the free flow channel and a pore-network model-type simulation of intersecting side channels (Weishaupt et al. 2020). The pore-network-type modeling enables simulating large complex pore structures at very little computational cost. An accurate coupling of momentum transfer between the free flow channel and the porous media is crucial. It is shown that the coupling can be made through a slip coefficient \( \beta_{\text{throat}} \), corresponding to the inverse value of the well-established concept of the Navier slip length applied to a single pore cavity. Previously, we determined the slip coefficient from simulations. In the current work, we compare the simulation data quantitatively with CLSM-based 3D2C measurements.
1.1.3 Complex Flow Patterns

The third experiment is set up to study complex flow patterns. The porous media coupling model is fully saturated with water before the auxiliary port is closed. A steady-state flow is established through the free flow channel. As a result, a flow is induced across the porous media which has been described by the Beavers–Joseph law (Terzis et al. 2019). CLSM-based 3D2C measurements are performed across parts of the porous region and compared to computer simulation.

1.2 Streamline Routing

Both confocal-based 3D2C measurements and computer simulations produce velocity vector maps. Therefore, it becomes possible to calculate streamlines by tracing the lines tangent to the velocity vectors. Streamlines do not cross under laminar flow conditions and represent a deterministic approach toward predicting solute pathways across porous media. Streamlines coming close together from different pores remain separated as if they are kept apart by an 'imaginary boundary' or barrier (Mehmani et al. 2014). A prerequisite for predicting solute transport is the ability to predict the routing of the pathways across complex pore systems, also known as streamline routing. Despite numerous attempts, streamline routing has not been resolved analytically for complex pore structures (Hull and Koslow 1986; Bruderer and Bernabé 2001; Mehmani and Tchelepi 2017), and it remains to be seen whether or not an analytical prediction is feasible. We reiterate the challenge by demonstrating the complexity of streamline routing through a very regular structure. In the next paragraph, we use the concept of streamlines to define hydrodynamic dispersion.

1.3 Hydrodynamic Dispersion

The pathway and the velocities along the pathway of a small packet of fluid in a stationary flow field can be fully described by a streamline. Under high Peclet number regime (where diffusion is negligible), the time of arrival of a solute following a streamline can be calculated for a given position along the streamline. The pressure-driven laminar flow of an incompressible Newtonian fluid in a straight pore (described by Hagen–Poiseuille flow) has a parabolic flow velocity profile (De Anna et al. 2017). Understandably, solutes travelling along streamlines in the center of the pore will arrive earlier at the end of the pore in comparison with solutes travelling along streamlines closer to the pore walls. Such difference in time of arrival is called longitudinal dispersion. Longitudinal dispersion in combination with diffusion (Brownian motion) in a straight tube has been solved analytically and is referred to as Taylor-Aris dispersion (Aris 1956; Raoof and Hassanizadeh 2010).

After discussing a single pore, we consider a porous medium with a large number of pores with varying pore throats. All pores have a mean and maximum velocity, which correspond to the specific pore throat geometry and the surrounding pores (e.g., De Anna et al. 2017). Again, a solute released simultaneously from one side of a porous media will not arrive simultaneously on the other side. The variation in time-of-arrival is a combination of longitudinal and so-called transversal dispersion, often lumped into “mechanical dispersion,” (e.g., Raoof and Hassanizadeh 2013; Svidrytski et al. 2019).

Mechanical dispersion directly follows from streamline routing at the pore-scale level. As discussed previously, streamline routing in complex pore structures has not been analytically resolved. Consequently, mechanical dispersion is likely to be equally difficult to be
analytically resolved. Moreover, the Brownian motion of solutes must be considered at low flow velocities (i.e., small Peclet numbers). Consequently, a streamline with a high concentration of solute will show considerable diffusion of solute into neighboring streamlines with lower concentrations. Varying concentrations between neighboring streamlines originate from the variations in velocities of neighboring streamlines. The combined mechanical dispersion and diffusion is referred to as hydrodynamical dispersion. Visualizations of hydrodynamic dispersion with an increasing ratio between convection and diffusion can be found in, e.g., Martys (1994) and Icardi et al. (2014). Although hydrodynamical dispersion can be clearly defined qualitatively, there is no clear consensus regarding its implementation in mathematical frameworks (e.g., Lowe and Frenkel 1996; Hunt et al. 2011; Peters et al. 2019). Diffusion also invalidates the deterministic approach toward a description of individual particles or solutes being solely associated to streamlines, as neither particles nor solutes “stick” to their pathways. At the end of this paper, we will reflect on hydrodynamic dispersion, based on our observations.

2 Materials and Methods

2.1 Manufacturing a Microfluidic Model

The microfluidic models are made from PDMS (polydimethylsiloxane). The manufacturing process of PDMS microfluidic models by soft lithography techniques is described extensively elsewhere (Terzis et al. 2019 and references therein). A mask with the design of the microfluidic model is placed in between an UV source and a silicon wafer covered with a photoresist (SU-8) layer. Areas of the photoresist that are exposed to UV light harden. Subsequently, the remaining photoresist is washed off, leaving the silicon wafer with hardened photoresist features standing out, forming an inverted microfluidic model. The wafer is placed in a petri dish and covered with a layer of approximately 3–5-mm-thick PDMS (a ratio of 1:10 is used for the curing agent and polymer respectively) (Sylgard 184 Silicone Elastomer Kit). A second petri dish is filled with another layer of 3–5 mm of PDMS in order to make a flat slab for covering the main slab with the features. Subsequently, the petri dishes are placed in a vacuum chamber for several hours to ensure that all air bubbles leave the PDMS. Finally, both petri dishes are placed in an oven (60 °C) for at least 2 hours to cure and harden the PDMS.

Once the PDMS is cured, the wafer covered by the PDMS is taken out of the petri dish. The wafer is removed with great caution in order to not damage any PDMS micro features. Small holes are punched into the flat slab with the features, serving as inlet/outlets. A piece of PDMS with similar dimensions is cut from the flat PDMS slab. The two pieces of PDMS are fused together after creating dangling bonds at the surface by means of electrostatic discharging (BD-20A High Frequency Generator, ETP, Chicago, USA). The combined PDMS slabs are placed in the oven for at least 2 h before performing the experiments.

2.2 SEM Imaging of the Microfluidic Model

The exact dimensions of the channels in the microfluidic model have been determined by scanning electron microscopy (SEM) (Helios Nanolab UC-G3, Thermo Fisher Scientific, Eindhoven, the Netherlands). Prior to SEM imaging, a platinum sputter coating (Cressington HQ280, Cressington Scientific Instruments, Watford, UK) of ~6 nm is applied to the
entire surface of the PDMS slab with the features. Such a thin metal layer ensures sufficient electrical conductivity at the surface of the PDMS to dissipate the charge from the electron beam. Images are recorded at 2 kV, 50 pA, using the Everhart–Thornley detector (ETD) in secondary electron (SE) mode.

Two samples are investigated: (1) The PDMS slab that came directly from the wafer and (2) two slabs of PDMS fused together. The latter is mounted on a pre-tilted holder to ensure a parallel view along the surface of the microfluidic model. All length measurements are corrected for stage tilt angles when applicable.

2.3 Microfluidic Setup

Fluorescent colloidal particles (Fluoresbrites YG Microspheres, Polysciences, Warrington (PA), USA) are added to the deionized water to be able to visualize the fluid motion. The polystyrene particles with a diameter of 750 nm and a density of 1.05 g/cm³ are assumed to move along streamlines. Steady-state fluid flows are generated using an electrical syringe pump (Pump 11, Pico Plus Elite, Harvard Apparatus, Holliston (MA), USA).

Full saturation of the microfluidic models must be ensured prior to an experiment. In the case of the T-junction model, slow infusion proves to be sufficient. Once full saturation is achieved, including the side channels, a plug is used to close the auxiliary ports of the side channel and a steady-state flow is established.

Achieving the full saturation of the coupling model is more challenging because of the hydrophobic nature of the PDMS. Therefore, a water–ethanol mixture is used to fully saturate the model through its auxiliary port. A home-made manual syringe pump is made by holding a syringe in place using a clamp and then operating the syringe by a pin with a fine screw thread that pushes against the syringe. Turning the pin manually, forcing the fluid out of the syringe, is found to be much easier controllable than pushing against the syringe by hand directly.

When the model is fully saturated, the auxiliary port (see Fig. 1b) is closed with a plug. Next, a constant flow of deionized water with fluorescent particles is initiated through the open channel via the inlet port. Care must be taken not to introduce air bubbles back into the microfluidic system. The entire model is flushed for at least 30 min at the rate of 1 ml/h to flush out the ethanol (Terzis et al. 2019).

2.4 Confocal Acquisition

Fluid flow is observed with a confocal microscope (Nikon A1R, Nikon Instruments, Amsterdam, the Netherlands) with the 488 nm laser. The utilized objective lens (CFI S Plan Fluor ELWD 20XC, magnification 20x, N.A. 0.45) results in 512x512 pixel images with a lateral (XY) scan resolution of 1.27 µm/pixel (covering a horizontal field of view of ~0.65 mm). A pinhole diameter is selected for different experiments in the range of 0.8–2 Airy Units. Resonant scanning combined with a serpentine scanning strategy results in a frame rate of 30 frames per second. One fluorescent channel and the camera image are recorded. The microscope is equipped with a piezo-driven stage to control the movements in all three directions.

Most observations require a larger field of view than the single 0.65×0.65 mm² frame. In addition, each frame position consists of multiple image series, recorded at different z-positions. Therefore, Nikon’s JOBS software is used to program the microscope. JOBS allows for setting up an area, either a part of the microfluidic model or the entire
microfluidic model. The total area is divided over \( n \times m \) position matrix. A z-stack is defined per position and a short movie is recorded for every z-plane.

A typical movie consists of 50 to 75 frames. The step size along the z-axis is 100 \( \mu m \) and the number of steps is varied between 10 and 25 steps, depending on the depth of the channel. The range along the z-axis usually exceeds the thickness of the channel to ensure the entire channel is captured. As will be discussed below, the data can be digitally cropped at a later stage to exclude redundant volumes. Depending on the number of positions, the number of z-planes, and the length of each movie, total measurement times vary between 20 min and 8 h.

Prior to the acquisition, the focus distance is determined manually across the microfluidic model, as a part of the JOBS routine. The stage moves to a number of predetermined positions. Thereafter, the focus distance is manually selected and saved to that position. The focus distance in between the manually determined positions is based on interpolation.

### 2.5 Particle Image Velocimetry

The Nikon confocal microscope produces a large number of ND2 type files (one file per movie). An in-house developed MATLAB code is used to extract all fluorescent images and a single-camera image from a specific ND2-file into a target directory. The code utilizes software provided by Bio-Formats (Linkert et al. 2010). Subsequently, a binary image (mask) is created to distinguish the pore space from the solid phase.

A second MATLAB code is used to perform time-resolved digital particle image velocimetry analysis. An in-house developed MATLAB code loads the data into the PIVlab code (Thielicke and Stamhuis 2014; Thielicke 2018). Each movie is analyzed individually, which allows for parallel computing of multiple movies simultaneously.

PIVlab analyzes the movement of all particles between two consecutive frames and repeats this analysis for all sets of two frames of an entire movie. In the end, it produces two series of vector maps: one with horizontal velocity components \((u)\) and one with vertical velocity components \((v)\). The original confocal images are \(512 \times 512\) pixels. The vector maps are \(63 \times 63\) pixels with a spatial resolution of \(\sim 10\ \mu m\). For example, a movie consisting of 50 frames (25 image pairs) results in 25 horizontal and 25 vertical vector maps of \(63 \times 63\) pixels. A median filter (kernel of \(3 \times 3\)) is applied to all individual vector maps to take out outliers. Thereafter, the 25 maps are combined by computing the median value for each \((x, y)\)-coordinate, reducing the final result into two \(63 \times 63\) pixel maps, one with the horizontal velocity component and one with the vertical velocity component. Note that longer movies also result in these single maps.

### 2.6 Stitching, Post-Processing, and 3D Analysis

An in-house MATLAB code is developed for the final processing step in the PIV analysis. First, all data \((u-\text{ and } v-\text{vector maps, the camera images, and the masks})\) is sorted per z-plane. Second, the data is stitched together for each z-plane. All images have an overlap of approximately 10–15\%. Therefore, alignment of camera images is based on minimizing the intensity (gray level) difference between overlapping areas. The camera image alignment coordinates are subsequently used to align and stitch the velocity matrices from the PIV analysis as well. As a final result, two large 3D matrices are filled with the \(u\)- and \(v\)-vector maps containing all raw data obtained from the experimental observations.
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The measured flow velocities from PIVlab in pixels per frame need to be compared to the flow rate in ml/h provided by the electrical syringe pump. With a pixel size of 1.27 µm and a time per frame of 1/30 s, the conversion factor from pixel per frame to mm/s unit is 1.27 × 30/1000 = 0.0381. The free flow channel of the porous media coupling model has dimensions of 2.0 × 0.2 mm. Hence, a flow rate of 0.2 ml/h results in an average flow velocity v_{av} = 200 \, mm^3/(3600 \, s \times (2.0 \, mm \times 0.2 \, mm)) = 0.138 \, mm/s. In that case, the maximum velocity v_{max} in the center of the free flow channel would be around 0.2 mm/s (v_{max} = 3/2 \, v_{av}) for a rectangular channel.

The converted data can be directly imported into ParaView (version 5.5.2) (Ahrens et al. 2005; Ayachit, 2015) for visualization and analysis. Alternatively, some advanced filtering and alignment can be applied. With the z-stack oftentimes recorded over a greater range than the depth of the microfluidic model, some z-planes only contain noise. These false results must be filtered out of the data prior to computing, for example, a mean velocity. In addition, it is quite challenging to align the microfluidic model perfectly flat with respect to the microscope for several reasons. After curing, the PDMS remains flexible. As a consequence, large PDMS models suspended over the objective lens may be bending a small amount. Such curvature will become immediately visible in the final volumetric result. Even if the PDMS model is supported sufficiently to avoid bending, its manufacturing process has several stages where a small tilt could be introduced into the model. That may happen when the microfluidic PDMS model in the petri dish is placed into the oven. In what follows, a filtering and alignment routine will be explained to overcome these issues.

All pore walls defining a rectangular channel are considered as no-slip boundaries (i.e., with zero velocity of the fluid). The high aspect ratio of the channel (ratio of width to its depth) produces a parabolic flow profile along the z-axis (depth) (Flekkøy et al. 1995). Although the parabolic flow profile can be recognized in the raw data, fitting is hampered because measurements from z-planes below and above the microfluidic channel produce some nonzero values (i.e., noises) and zero-velocities. A simple parabolic fit through all the values along the z-axis should exclude these contributions. Therefore, first a Gaussian curve is fitted to the absolute values of the measured data. We take advantage of the Gaussian curve property of not descending to negative values for the velocities. As a result, zeros and negative values (from noise) are fitted by the tails of the Gaussian curve. Once fitted, the Gaussian curve is used to identify the position and width of the parabolic flow profile. The pore walls (velocity is zero) are determined from evaluating the Gaussian curve and thresholding the cumulative distribution function at 0.05 and 0.95. The data points within the range of the Gaussian curve are used to fit the parabolic flow profile. As a result, a parabolic fit is determined for every x, y positions.

An advantage of fitting the full data set with parabolic fitting parameters is the ability to compute the data with a smaller step size along the z-axis, which effectively is an advanced interpolation method. In addition, the fits can all be shifted to start at z = 0, effectively aligning the entire data set. Once filtered and aligned, the data is exported to ParaView. All procedures described above are carried out by an in-house developed MATLAB code.

### 2.7 Comparison with Simulation Results

The experimental measurements are compared to simulation results. The Stokes equations for incompressible steady-state laminar flow are solved using a finite volume approach, as described in Weishaupt et al. 2020. In short: The entire microfluidic model, comprising the free flow channel, the porous region, and the triangular domain are meshed in 3D
using uniform hexahedral, axis-aligned cells such that 20 cells per throat width in all directions are assigned. Grid convergence is assured and the open-source CFD tool OpenFOAM (Jasak 2009) is used to obtain the stationary flow field. A fixed gauge pressure of 1e-3 Pa is set at inlet of the free flow channel while a pressure of zero Pascal is set at the outlet. Since only creeping flow conditions (Re < 1 in the free flow channel) are considered in this work, the exact value of the boundary conditions is of secondary importance since the flow field can be scaled linearly for comparison with the experimental data.

2.8 New Image Filter for Para View

Most of the visualization in ParaView is performed with standard methods available within the software. Additionally, we have developed a custom Python plug-in. This specific filter allows visualization of the surface of the ‘imaginary boundary’ (Sect. 1.3) between sets of streamlines in 3D with a stream surface (Helman and Hesselink 1990). The surface is constructed in two steps: First, streamlines are seeded on a line orthogonal to the flow direction of the streamline sets. A triangular mesh is generated by computing a triangulation between points along adjacent streamlines to represent the surface. The streamline computation utilizes the “Stream Tracer” filter, available in the Visualization Toolkit (VTK) (Schroeder et al. 2006). Seed points are placed equidistantly along a source line with a parametrizable resolution. A streamline is generated at each position by integrating the flow field in forward and backward directions until a maximum streamline length is reached. The integration is computed using fourth-order Runge–Kutta and a fixed step size. In the second step, the stream surface is generated by inserting triangles between adjacent streamlines. To this end, the points corresponding to the individual streamline integration steps are connected by a triangular strip. A number of properties of the stream surface can be adjusted: The resolution, the maximum streamline length, the start and end points of the seed line and the step size of the seed line.

3 Results

3.1 The Microfluidic Model

Results from the SEM investigation are shown in Fig. 2. The soft lithography technique delivers PDMS microfluidic models with pore dimensions deviating only a few micrometers from the original design. Noticeable is the slight tapering of the vertical walls of both the pillars and the side wall of the free flow channel. Another feature is a small undercut of the pillars (see Fig. 2a). Finally, all vertical walls exhibit strong striations (i.e., roughness with an appearance of curtains). The amplitude of the roughness is of the order of a few micrometers. The sealing of the flat slab of PDMS on top of the pillars appears to be very tight (Fig. 2b), ruling out fluid movement in between the pillar surface and the PDMS surface.

3.2 The 3D2C Analysis Procedure

The workflow of the 3D2C measurement is summarized in Figs. 3, 4 and 5 for a single z-stack. Figure 3a shows a typical image from a movie. Individual particles are traced in time (i.e., from one image to another) (Fig. 3b), ultimately producing a vector map
Fig. 2 SEM images of the microfluidic models. a A bird’s eye view of the microfluidic model without the PDMS top-layer cover, showing the regular pattern of pillars. b The cross-sectional view of a fully developed microfluidic model shows the tight fixation of the flat layer of PDMS on top of the pillars and the undercut of the pillars at their base.

Fig. 3 PIV analysis. a a single frame of a movie. b a small spatial selection of consecutive frames from the movie. Vertical dotted lines are added as guide to visualize the movement of the individual colloidal particles. c the analysis of the entire movie by PIVlab results in a separate horizontal (u) and vertical (v) vector fields, which can be combined into a 2D vector filed.

Fig. 4 The 3D velocity profile. The bounding box indicates the volume of the data set (i.e., 0.65×0.65×0.25 mm). A single z-plane is shown, with both the velocity magnitude as well as velocity vectors. An xy-plane depicts the 3D2C velocity profile which corresponds to the shape of a rectangular channel.
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(Fig. 3c). A single z-stack consists of a stack of movies, which are separately processed into corresponding vector maps. Figure 4 shows a full z-stack. The horizontal plane (xy) shows both the velocity magnitude and the direction. A vertical cross section visualizes the 3D2C. Despite the limited number of z-planes, a clear parabolic flow profile is recognized in both the horizontal and vertical direction, as expected for the rectangular pore shape in between the pillars.

An example of the filtering and alignment procedure is shown in Fig. 5. Fitting a parabolic equation to the raw data would overestimate the width of the profile, because of the first point to the left. The Gaussian fit is much less susceptible to one or multiple data points away from the actual flow profile. The exclusion of data points based on the Gaussian fit results in an accurate parabolic fit.

3.3 Quantitative Comparison of Input and Output Flow

As a benchmark test, the inflow and outflow rates of flow through the porous media coupling model (Fig. 1b) have been determined by CLSM observations and compared quantitatively to the flow rate from the electrical syringe pump. Sections of the free flow channel in between the in/out ports and the porous media region are analyzed for three different flow rates: 0.1 ml/h, 0.2 ml/h, and 0.4 ml/h.

The width of the free flow channel exceeds the field of view of a single frame. Therefore, z-stacks (30 slices, 10-µm step size) at four consecutive positions were recorded and subsequently stitched together (Fig. 6a). The PIVlab analysis conditions were: 75 frames per movie, 30 frames per second, 512 × 512 pixels @1.27 µm per pixels, vector map is 63 × 63 pixels @ 10.32 µm per pixel. The resulting flow profiles are shown in Fig. 6b for a number of cross sections of the yz-plane. The yz-plane is perpendicular to the original acquisition plane (xy-plane). A single cross section is shown in Fig. 6c, clearly showing noise and local shifts along the z-axis. The shifts are likely to be caused by a shift in focus distance between different z-stacks and a non-horizontal positioning of the microfluidic model in the microscope. Filtering and aligning the 3D2C data by the Gaussian and parabolic fitting routine significantly improved the outcome, as shown in Fig. 6d. The noise is largely gone, and the parabolic profiles are all aligned at z = 0. Finally, the 3D2C data sets for three different flow rates are shown (Fig. 6e).
A quantitative comparison is shown in Table 1. The mean flow velocity (mm/s) was computed from all horizontal (u-component) vectors with a value larger than zero. Note that in this particular case, a mean value can be computed from the entire volume, as a straight channel is measured with flow in a single direction. In case of more complicated pore structures, this is no longer valid.

It was found that the raw 3D2C measurements deviate from the expected values. This is largely attributed to the noise in the data. The result from the filtered data (‘parabolic fitting’) matches the expected values very accurately. As an indication of quantitative reproducibility, the comparison between the input- and output channels is reported as well, demonstrating the consistency of the method.

| Syringe pump | Inflow | Outflow |
|--------------|--------|---------|
| Ml/h         | Mm/s   | Measured | Measured |
|              |        | Parabolic | Parabolic |
| 0.1          | 0.07   | 0.06     | 0.07      |
| 0.2          | 0.14   | 0.17     | 0.14      |
| 0.3          | 0.28   | 0.22     | 0.28      |

Fig. 6 3D2C measurement. a the camera images from four z-stacks are stitched. The arrow indicates the position of flow direction and the scale bar represents 0.125 mm. b the raw PIV data is stacked together into a 3D reconstruction. Multiple cross sections (yz-plane) along the x-axis are shown, perpendicular to the flow direction. c an individual cross section (yz-plane) of the raw PIV data shows both misalignment and the generated noise. d the same cross-sectional areas as in c) after filtering and alignment, resulting in a shift toward y = 0. Finally, the aligned and filtered 3D2C results of the three different flow rates can be observed in e bird’s eye view and f side view (xz-plane)
3.4 The Slip Coefficient $\beta_{\text{slip}}$

A camera image of the microfluidic model containing the T-junctions (Fig. 1a) is shown in Fig. 7a and the corresponding velocity magnitude map is shown in Fig. 7b. The data set is obtained from two consecutive z-stacks of 25 steps (10 µm step size, 1.27 µm/pixel, 30 frames per second, 100 frames per movie, PIV analysis resolution: 10.32 µm/pixel). The dashed line I indicates the position of the cross-sectional plane (yz) shown in Fig. 7c. It is observed that the free flow channel is not positioned perfectly horizontal, as indicated in the figure. A clear advantage of utilizing the 3D capability of the CLSM is that it allows analyzing the central plane of the microfluidic model irrespective of the accuracy of the positioning in the CLSM.

The coupling (i.e., momentum transfer) between a free flow channel and an intersecting dead-end pore can be parametrized by a slip coefficient $\beta_{\text{slip}}$ (Weishaupt et al. 2020) which is the inverse of the Navier slip length for a single cavity:

$$
\beta_{\text{slip}} \approx \frac{\langle \frac{\partial v_x}{\partial y} + \frac{\partial v_y}{\partial x} \rangle}{\langle v_x \rangle}
$$

here $\langle \rangle$ is a surface average along a line across the center of the side channel in plane II (Fig. 7b), along which the velocity gradients $\partial v_x/\partial y$ and $\partial v_y/\partial x$, and the mean slip velocity $(v_x)$ are determined, delineating the opening of the side channel. The analysis is performed in Paraview: The gradients are determined (Paraview module GradientOfUnstructuredDataSet), followed by the calculator set up to compute the sum of $\partial v_x/\partial y$ (Gradient 1) and

![Fig. 7 The T-junction experiment.](image)
\[ \partial v_y / \partial x \] (Gradient 3). The input values (numerator, denominator) for Eq. (1) come from the module \textit{DescriptiveStatistics} applied to the previously defined line (module \textit{PlotOverLine}).

The slip coefficient \( \beta_{\text{slip}} \) has been determined for both auxiliary ports of the T-junction microfluidic model (Fig. 1a). The results are listed in Table 2. The same geometry has been simulated. The initial simulation result (not shown) was 16–20% off in comparison with the 3D2C measurement. A closer inspection of the geometry showed that the PDMS microfluidic model has rounded corners whereas the simulated model had sharp corners. Including the rounded corners in the simulated geometry resulted in an acceptable quantitative agreement between simulations and measurements (Table 2). The remaining deviation is attributed to the roughness of the PDMS.

With this, the quantitative comparison between experimental input, 3D2C measurement results, and simulations is demonstrated. Next, we observe the complexity of fluid flow through a porous structure.

### 3.5 Streamline Routing Through Porous Structures

During fluid flow across the entire microfluidic model, streamline routing is investigated in a small part of the porous structure of the porous media coupling model (Fig. 1b). The data set consists of 2 × 2 z-stacks with 25 steps of 12.5 \( \mu \text{m} \) each. Each movie consist of 75 frames with the following conditions: 512 × 512 pixels, 1.27 \( \mu \text{m/pixel} \), 30 frames per second. The experimental data is displayed in Fig. 8. The area of interest is located away from the center of the porous media (i.e., Figure 9II), resulting in a somewhat diagonal flow across the regular pore structure. Streamlines are drawn in the center plane (z-axis) of the analyzed volume with the red color depicting a high flow velocity. It is obvious that solutes or particles travelling along a single streamline will experience both accelerations and decelerations. The 3D2C flow profiles indicate that a parabolic profile is developed very quickly in between the solid blocks before splitting up into the next intersection.

A comparison is made with simulation results (Figs. 9 and 10). The same diagonal pattern for the streamlines is observed in the inserts (Fig. 9). Immediately clear is the complexity of routes from the streamlines around the solid blocks, despite the regular geometry. The position of individual streamlines strongly alternates between the center of the pore and in the vicinity of a pore wall, with a corresponding high and low velocity, respectively.

Figure 9 is based on a 3D simulation. The behavior of streamlines in 3D is investigated in Fig. 10. Instead of the streamlines themselves, the ‘imaginary barriers’ (Mehmani et al. 2014) between streamlines are shown, based on the principles that streamlines in stationary laminar flow cannot cross. The imaginary barriers are mostly perpendicular to the xy-plane because the flow is laminar and the top and bottom of the simulated microfluidic model is perfectly smooth. Some curvature is observed in the planes (Fig. 10c).

In effect, streamline routing is established in 3D based on the simulation data which is qualitatively supported by the experimental data. The next step is determining the travel time along individual streamlines. The color coding in Fig. 9 indicates the travel time from the start of the porous media.

| Diameter (mm) | 3D2C measurement (1/mm) | Simulation (1/mm) |
|---------------|------------------------|-------------------|
| 0.14          | 47                     | 50                |
| 0.25          | 26                     | 30                |
The Complexity of Porous Media Flow Characterized in a…

of a streamline to the point of interest on the streamline. The continuously varying distance between a streamline and a pore wall inevitably creates a delay or fast forward with respect to neighboring streamlines. The shift in arrival times is clearly visible in Fig. 9 as blue and red colored lines are fully mixed. The two cross sections shown in Fig. 8 (labeled I and II) show the same mechanism in 3D from the 3D2C data set.

Finally, Fig. 11 captures both the velocity distribution (2D plane) and the time-of-arrival (cross sections in third dimension) in a single image. The velocity distribution maintains a parabolic profile in the pores connecting two consecutive junctions. The time-of-arrival forms a progressively more complicated pattern. Similar to the ‘imaginary barriers’, the pattern observed in Fig. 9 is extended into the third dimension, resulting in parallel planes with a relative shift in time-of-arrival. The no-slip boundary condition slows down the streamline close to the top and bottom of the network, regardless of streamline routing.

4 Discussion

4.1 PDMS Micromodels

The use of PDMS is advantageous because of its ease of use. A number of PDMS properties must be taken into account in order to prevent unreliable results:
PDMS is known to swell when in contact with some solvents (Lg Nee et al. 2003; Dangla et al. 2010). The presented work utilized demineralized water which is not expected to cause any swelling.

Fig. 9 Simulation-based streamlines represented using ParaView. The entire geometry (Fig. 1b) has been simulated, but streamlines are initiated from the middle vertical plane to the right, as indicated by the arrows. The color coding indicates the time integral, i.e., the required time to travel along a specific streamline up until a particular position.

Fig. 10 a The imaginary boundaries between streamlines based on a 3D numerical simulation of the microfluidic model (Fig. 9). a Bird’s eye view perspective. b Top view. c Front view of the plane indicated in a)
Pressure-induced deformation of PDMS is known to occur, but it is unlikely to occur for the pressure conditions and pore dimensions of our study (Gervais et al. 2006, Raj et al. 2018).

The manufacturing process and the mounting of the PDMS microfluidic models in the microscope are likely causing misalignment to some degree, as pointed out in Fig. 7c. Sources for misalignments range from uneven plastic petri dishes, uneven placement of the petri dish in the oven during curing and applying uneven pressure across the microfluidic model during bonding. Even though the channel geometry remains unaffected by a small inclination during the manufacturing process, the ability to place the microfluidic model perfectly flat in the CLSM is reduced.

The most significant source for misalignments is likely to be the mounting of the microfluidic model in the CLSM in combination with the flexibility of the PDMS slabs. Large PDMS slabs (> 2 cm) in particular will bent toward the center. As a result, moving the stage along the microfluidic model requires a continuous adjustment of the focus distance. To prevent bending, a dedicated holder is used to support the PDMS slabs. As a last resort, a strong advantage for using a CLSM is the opportunity to make corrections on the digitally reconstructed volume, as shown in Fig. 7.

4.2 3D2C Data Handling

A practical consideration is data handling of the 3D2C measurement. Automation of the acquisition and post-processing is crucial, as both require several hours up to several days, depending on the number of z-stacks, the number of steps per z-stack and the number of frames per step. Data shown in the present work is obtained from data sets which are each typically 3–10 GB. Post-processing is performed on a 32-core workstation with 64 GB RAM enabling much larger data sets (300 GB) to be processed in semi-automated
overnight and weekend runs. Larger datasets impose increasing demands on visualization capabilities as well.

### 4.3 Comparison of 3D2C Measurements and Simulations

We have presented both a quantitative and qualitative comparison between 3D2C measurements in microfluidic devices and computer simulations of the same geometry. A comparison between 3D2C measurements and simulated data that is very helpful, complimentary and non-trivial. Care must be taken to ensure that the simulated geometry actually corresponds to the microfluidic device. A design with sharp 90 degrees corners will in reality contain rounded corners. Not considering rounded corners led to a deviation up to 20% when measuring the slip coefficient $\beta_{\text{slip}}$.

The extensive sequence of events during acquisition and post-processing of the experimental data makes it plausible that structural measurement errors are introduced. Hence, a quantitative validation is performed. Table 1 provides clear evidence of the reliability of the data acquisition and post-processing. Next, a quantitative comparison is made with computer simulations by measuring the slip coefficient $\beta_{\text{slip}}$ (Sect. 3.5). The flow conditions in the 3D2C measurements and the simulations are laminar. Consequently, velocities are linearly scalable, as inertia can be neglected. Hence, simulations do not need to simulate conditions exactly matching the experimental conditions. The scalability is also reflected in the agreement of the slip coefficient $\beta_{\text{slip}}$ between simulations and 3D2C measurements.

The ability to match the 3D2C measurements and the simulation results is also important in the next discussion about dispersion in porous media, as particular observations (e.g., complexity of streamline routing) can be found in experimental data and further investigated by simulations.

### 4.4 Dispersion in Porous Media

Quantifying hydrodynamic dispersion in porous media remains a scientific challenge. Only a limited number of analytical solutions are available (e.g., Aris 1956; Kreft and Zuber 1978), based on the advection diffusion equation (also known as the convection diffusion equation). However, the advection diffusion equation itself is considered doubtful regarding its applicability toward deriving a hydrodynamic dispersion coefficient (Hunt et al. 2011; Peters et al. 2019). Potential issues are the scale dependency of the hydrodynamic dispersion coefficient and the inability to fully describe breakthrough curves, for the latter in particular the lengthy tailing encountered in experimental and simulated data. Hydrodynamic dispersion is most often considered to be a Fickian diffusion process. Hence, any deviation from experimental or simulation data is called pre-asymptotic non-Fickian dispersion (Dentz et al. 2018; Puyguiraud et al. 2019 and references therein), or anomalous dispersion. The ‘pre-asymptotic’ term refers to the assumption that hydrodynamic dispersion can in fact be described by the advection diffusion equation at longer length- or time scales. That assumption is challenged when considering the hydrodynamic dispersion coefficient being scale dependent or not converging upon increasing the Peclet number (Lowe and Frenkel 1996). Experimental data also points toward nonlinear contributions to a hydrodynamic dispersion coefficient (Hunt et al. 2011; Boon et al. 2017; Svidrytski et al. 2019; Batany et al. 2019).

Hydrodynamic dispersion of solute in porous media is essentially the combined effect of streamline routing and Brownian motion. Even though the velocity profile in a single
pore is parabolic (Figs. 8 and 11), the time-of-arrival profile within a single pore is much more complex (Figs. 8, 9, 10, and 11). It comes back to the earlier statement that streamline routing can only be derived from experimental observations (e.g., Morales et al. 2017; this work) or from numerical simulations. Notice that the work by Morales et al. utilized 68 µm diameter spheres, a size which effectively rules out diffusion. It does nicely fit in a very elegant line of work that studies Lagrangian (i.e., particle trajectories, so effectively streamlines) stochastics (Bijeljic et al. 2004; Dentz et al. 2016, 2018; Puyguiraud et al. 2019), and even including absorption/desorption (Miele et al. 2019). The work by Bijeljic stands out because of the use of pore-network models. A general feature of many pore-network models is the implicit assumption of full mixing at the nodes which is only valid at low flow rates (Mehmani et al. 2014; Sadeghi et al. 2020). Bijeljic accounts for mixing at the nodes by placing particles in pores through either an area-weighted distribution or pressure-weighted distribution. However, such strategy does not retain the history of individual streamlines. As such, it is not possible to obtain a time-of-arrival figure as in Figs. 8, 9, 10, and 11. The work by Dentz and co-workers is based on a continuous time random walk (CTRW) approach. It must be noted that again streamline routing is not explicitly accounted for. A strictly Lagrangian approach (Dentz et al. 2016) does include streamline routing, when the stochastic Lagrangian velocity distribution is recovered from actual measurements or simulations. Streamline routing is no longer included when the stochastic Lagrangian velocity distribution is derived from a stochastic description of the pore space (Dentz et al. 2018). Nevertheless, the CTRW approach appears to work well for colloidal particles (Mora et al. 2017; Miele et al. 2019). Proving the current form of CTRW to be suitable for molecular solutes would be the next step. Small concentrations of colloidal particles can diffuse freely across streamlines. In case of molecular solutions, concentration differences between neighboring streamlines dictate the net exchange of solute (Fickian diffusion) and thus strongly rely on the history of the interacting streamlines up to that point of interest. Figures 8, 9, 10, and 11 indicate that keeping track of the history of neighboring streamlines is not trivial. We must stress that our microfluidic models behave as two-dimensional models at low flow rates. A real three-dimensional pore structure would quite literally impose an extra dimension to the complexity. Therefore, we propose that future work will need to concentrate on establishing a predictive description of streamline routing. We foresee that it is likely to be a stochastic description, given the complexity of the pore space of porous media.

5 Conclusions

Confocal laser scanning microscopy allows for imaging fluid movement in microfluidic models. The presented method for reconstructing the volumetric flow profile (3D2C) is sufficiently accurate for quantitative analysis. Quantitative accuracy has been validated by comparing the flow velocity from a 3D2C measurement to the flow velocity provided by a syringe pump. Additional evidence of experimental accuracy is provided by measuring a slip coefficient $\beta_{\text{slip}}$ in a T-junction with a dead-end pore. It is noticed that the exact details of the geometry of the microfluidic model are crucial when it comes to using computer models. Our T-junction microfluidic models exhibit rounded corners at the junction. The comparison between experiments and computer simulations showed the necessity of including rounded corners in computer simulations.
The complexity of fluid movement in porous media is fully captured by CLSM, as shown in both the T-junction and the porous media coupling model. The latter clearly shows the ‘streamline routing’ effect in laminar flow. Suppose a high flow rate is combined with a relatively low diffusion coefficient (i.e., under high Peclet number). Such combination results in non-mixing behavior in pore bodies. Not only does it complicate any mathematical treatment of porous media flow, it also challenges the validity of pore-network models at large Peclet numbers because of unpredictable streamline routing. Most pore-network models implicitly assume full mixing in the pore bodies (i.e., nodes).

Another complexity is found in dispersion mechanisms, as the time for a solute or particle to travel along a specific streamline is highly dependent on the routing of that streamline. Consequently, diffusion between neighboring streamlines may occur back and forth at different points in time and space. Being able to properly take these complexities into account, will most likely result in an improved ability to predict solute transport across porous media.
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