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Abstract

Clouds inherit CPU scheduling policies of operating systems. These policies enforce fairness while leveraging best-effort mechanisms to enhance responsiveness of all schedulable entities, irrespective of their service level objectives (SLOs). This leads to unpredictable performance that forces cloud providers to enforce strict reservation and isolation policies to prevent high-criticality services (e.g., Memcached) from being impacted by low-criticality ones (e.g., logging), which results in low utilization.

In this paper, we present Akita, a hypervisor CPU scheduler that delivers predictable performance at high utilization. Akita allows virtual machines (VMs) to be categorized into high- and low-criticality VMs. Akita provides strong guarantees on the ability of cloud providers to meet SLOs of high-criticality VMs, by temporarily slowing down low-criticality VMs if necessary. Akita, therefore, allows the co-existence of high and low-criticality VMs on the same physical machine, leading to higher utilization. The effectiveness of Akita is demonstrated by a prototype implementation in the Xen hypervisor. We present experimental results that show the many advantages of adopting Akita as the hypervisor CPU scheduler. In particular, we show that high-criticality Memcached VMs are able to deliver predictable performance despite being co-located with low-criticality CPU-bound VMs.

1 Introduction

To be able to harness the economies of scale, data centers tend to consolidate diverse workloads ranging from critical (e.g., in-memory key-value stores) to non-critical services (e.g., logging, batch or video processing) onto as few physical machines (PMs) as possible, to raise utilization, mitigate operational costs, and/or reduce energy consumption [10] [23] [16] [25] [27]. In virtualized clouds, however, many research studies show that under policies currently adopted for processor sharing, co-located workloads introduce a level of unpredictability regarding the performance of critical applications [10] [19] [22] [29] [17] [3]. Therefore, to deliver the expected Quality of Service (QoS), cloud providers resort to strict isolation and reservation policies, leading to significant inefficiencies resulting from wasted/unused processor capacities [15] [36] [25] [16].

Existing CPU scheduling policies currently adopted in clouds (e.g., Xen’s Credit schedulers and Linux’s CFS scheduler) are inherited from operating systems. The main goal of these policies is to enforce fair allocation of CPU shares which are determined by virtual CPU (vCPU) budgets [36]. For I/O, however, they rely on best-effort approaches to raise responsiveness of all I/O-bound vCPUs by reducing their CPU Access Latencies (CALs) as much as possible. For example, Xen’s credit scheduler employs a load balancer to exploit all existing cores in order to reduce CALs of I/O-bound vCPUs [4] [3].

Although best-effort policies improve responsiveness, we argue that they impose several challenges to virtualized clouds: Best-effort mechanisms try to raise responsiveness of all vCPUs/VMs irrespective of their Service Level Objectives (SLOs). This contradicts the cloud pay-as-you-go business model since these policies might utilize all processor resources (through load-balancing) to deliver the IO performance that is neither expected nor paid for. More importantly, these policies lead to unpredictability, where delivered IO performance of a virtual machine (VM) depends on the behavior/existence of other VMs, making it very difficult to predict VMs’ delivered QoS in advance. This forces cloud providers to resort to costly middleware in order to monitor QoS of VMs to prevent SLO violations (e.g., by migrating VMs [10]), or to seek predictability through over-provisioning (e.g., by pining each vCPU to a distinct CPU core), resulting in lower utilization, more power consumption and higher operational costs [15] [19] [35].

We present Akita, a CPU scheduler for virtualized clouds. Akita offers several advantages to cloud providers. First, it offers a predictable IO performance even at high utilization of processor resources. Second, it characterizes VMs/vCPUs with not only a CPU budget but also an IO Quality (IOQ). Adopting this information, Akita scheduler offers differentiated service qualities regarding both execution time and IO performance of VMs determined by VMs’ budgets and IOQs, respectively. Third, unlike existing schedulers, Akita operates
the lowest possible number of CPU cores while delivering the expected QoS. Finally, Akita offers a schedulability test that lets cloud providers know if a PM can accommodate a VM’s IO and CPU requirements in advance, mitigating the need for costly monitoring services in cloud data centers.

To achieve these goals, in Akita, we characterize VMs/vCPUs with four attributes, a pessimistic budget, an optimistic budget, an IO quality metric and a critically level. A VM’s optimistic budget indicates its average required CPU time, the pessimistic budget shows its worst case required CPU time. IO quality indicates the average response time tolerated by the VM, and the critically level which is either high or low indicates if the VM is running a critical (e.g., a user facing) application or a non-critical (e.g., background or free service) application.

In each CPU core, Akita scheduler alternates between two modes: normal and critical modes. When mode is normal, Akita allocates all vCPUs the CPU shares determined by their optimistic budgets with CPU access latencies that are not higher than their IO qualities. Meanwhile, Akita monitors high-criticality vCPUs. If a high-criticality vCPU requires its pessimistic CPU budget, Akita changes its mode to the high critical mode. In the the high critical mode, Akita ignores low-criticality vCPUs to accommodate required CPU shares of high-criticality vCPUs. When high-criticality vCPUs no longer need their pessimistic budgets, Akita resets its mode to normal mode again. Therefore, (1) Akita increases utilization of processor resources by consolidating high and low-criticality vCPUs on the same pCPU (2) enforces fairness by allocating VMs CPU shares corresponding to VMs’ budgets (3) offers different service qualities for IO, by keeping the CALs of vCPUs less than their defined IOQs, and (4) finally offers a predictable performance for high-criticality VMs by temporarily slowing down/ignore low-criticality ones if needed.

Further, Akita distributes vCPUs based on a first-fit approach. When a new vCPU is created, Akita finds the first pCPU that can accommodate the vCPUs requirements in terms of both CPU share and IO quality. Therefore, Akita operates as few CPU cores as possible while delivering the expected performance as apposed to existing schedulers that utilize all CPU cores. In summary, our contributions are as follows:

- We show that existing CPU schedulers adopted in virtualized clouds lead to unpredictability and consequently low utilization.
- We present Akita, a hypervisor CPU scheduler that raises utilization while offering a predictable IO performance.
- We have built a prototype of Akita in the Xen hypervisor. We present experimental results that show the many advantages of Akita as the hypervisor CPU scheduler. In particular, we show that HI-crit Memcached/RPC VMs are able to deliver predictable performance despite being co-located with LO-crit CPU-bound VMs.

2 Motivation and Background

In this section, we study the essential properties of a hypervisor CPU scheduler that improves performance predictability and utilization of virtualized clouds. We then discuss why existing CPU scheduling policies are not able to address the hard problem of predictable IO at high utilization.

2.1 The key properties

Fairness. The scheduler must enforce fairness where CPU shares are allocated corresponding to VMs budgets. These budgets are determined by the cloud provider based on SLOs and VM prices, offering different execution time to CPU bound workloads.

Differentiated IO qualities. Similar to CPU shares, we argue that the scheduler must also offer different IO qualities, ranging from best effort to guaranteed and predictable IO.

High utilization. Predictability is easily achievable through over-provisioning. Therefore, we argue that predictable IO should be offered at high utilization of processor resources, which in turn cuts operational and power costs.

Schedulability test. The scheduler must let the cloud providers know if a PM can accommodate a VM’s requirements (CPU share and IO quality) in advance. This mitigates the need for costly monitoring services.

2.2 Existing schedulers

The Credit scheduler of Xen uses a proportional weighting policy to share processor resources among executable entities (vCPUs). It assigns each vCPU a relative weight that determines the amount of CPU time that can be allocated to a vCPU relative to other vCPUs. The scheduler serves vCPUs in round-robin fashion with the time slice of 30ms. Its main goal is to share processor resources fairly augmented by a best-effort approach (boosting) to increase the performance of IO-bound vCPUs by giving the highest priority to the newly awakened vCPUs which are very likely to be IO-bound vCPUs. The IO performance is further improved by a load balancer that reduces the waiting time of vCPUs by migrating vCPUs from the queues of busier CPUs to idle CPUs. Therefore, by adjusting the weight, different CPU shares can be allocated
to VMs, enforcing fairness. When it comes to IO performance, although Xen’s best-effort mechanisms (boosting and load balancing) improve the performance of IO-bound workloads, it results in an unpredictable IO performance reported in several research works conducted on Xen-based virtualized clouds, making it very difficult to predict VMs’ IO performance in advance. This is because the Xen scheduler treats all VMs/vCPUs as if they were equally important, trying to improve all VMs IO without any discrimination. (They all compete for better IO). Therefore, LO-crit vCPUs can adversely impact the IO performance of HI-crit vCPUs if they are co-located. Figure 14 shows the response times of a Memcached VM when it’s alone compared to when it runs alongside CPU-bound VMs. In this experiment, all VMs have enough CPU budgets. As shown, response times are significantly impacted by neighbour VMs, forcing cloud providers to resort to over-provisioning to deliver a predictable IO. This is because neighbor CPU-bound VMs lengthen CALs of the Memcached vCPU and consequently the response times of the Memcached VM. We define CAL as the latency between the time when an I/O request arrives and the time when its corresponding vCPU is executed on a pCPU.

**Linux CPU scheduler.** The Completely Fair Scheduler (CFS), leveraged by KVM, is another dominant CPU scheduler in clouds whose main goal is to share processor resources fairly. It treats vCPUs the same as Linux processes, referring to them as tasks. The scheduler assigns each task an attribute called vRuntime to track the execution times of tasks. A task’s vRuntime inflates as the task runs on a CPU. The speed of inflation depends on the task priority. The higher the priority, the slower the inflations. The scheduler enforces fairness by keeping the vRuntime of tasks equal. To do so, CFS uses a red-black tree to sort tasks based on their vRuntime. At each scheduling decision, it chooses the task with the lowest vRuntime (the leftmost task on the tree) to execute next. Since IO bound tasks tend to consume less CPU time relative to CPU-bound ones, their vRuntime grows slower and therefore they are typically located on the left-most of the red-black tree, being the first to be executed, delivering a good performance for IO-bound workloads. This scheduler does not offer different service qualities for IO-bound tasks given its best-effort nature to enhance IO performance. However, one can assign different priorities to CPU bound workloads. This scheduler does not offer any schedulability test regarding IO-bound workloads. EDF also features a schedulability test that determines if a vCPU set is schedulable or not ($\sum_{i=1}^{n} \frac{C_i}{T_i} \leq n \times (\sqrt{2} - 1)$), where $n$ is the number of vCPUs). EDF treats all vCPUs equally important, implying that a vCPU will possibly face lengthened CALS if another vCPU fails to be bounded by its own budget. Therefore, in order to deliver a predictable IO performance, system designers have to reserve exaggerated large amounts of CPU time (budgets) for all vCPUs including non-critical vCPUs, which highly exceed the actual worst case execution times to ensure every vCPU performs correctly even under harsh circumstances, ultimately leading to low utilization. [31] [7] [8].

**Earliest deadline first (EDF)** is a dynamic priority CPU scheduling policy that dynamically assigns highest priority to the tasks with the earliest deadline. Similar to RM, if EDF is used as hypervisor CPU scheduler, it assigns each vCPU an execution time (C) and a period (T) that can be leveraged to offer different QoS to both IO- and CPU-bound workloads. EDF also features a schedulability test $\sum_{i=1}^{n} \frac{C_i}{T_i} \leq 1$, where $n$ is the number of vCPUs. However, similar to RM, EDF does not consider vCPU criticalities. Therefore, the cloud administrators have to reserve budgets required for peak loads for all vCPUs to avoid the impacts of vCPUs on HI-crit vCPUs, severe wasting of processor resources that classic scheduling policies such as EDF and RM are not able to mitigate. [31] [8].

### 3 Akita

Using RM and EDF for vCPU scheduling and strict budget enforcement, a misbehaving VM cannot impact other VMs. However, if a VM does not have enough budget to handle a temporary overload. It ends up lagging behind
in all future activations. Solving this problem by employing classic periodic budgeting requires always assigning enough budgets to handle overloads, which is overly pessimistic and leads to resource under-utilization, the main motivation behind designing Akita.

In Akita, we categorize VMs into high-criticality and low-criticality VMs. High-criticality VMs and consequently their vCPUs are characterized by three parameters: an optimistic budget ($C_{opt}$), a pessimistic budget ($C_{pes}$), and a period ($T$). Low-criticality VMs/vCPUs, on the other hand, are characterized by an optimistic budget and a period. The optimistic budget of a VM indicates the average CPU time the VM needs, which is less than pessimistic budget that shows the highest CPU time the high-criticality VM would require under harsh circumstances (peak load).

Having our schedulable entities (vCPUs) characterized, Akita’s scheduling policy is as follows:

for each vCPU $v$ with period $T$, Akita allocates $v$ its optimistic budget over $T$. Meanwhile, Akita monitors high-criticality vCPUs. If $v$ is a high-criticality vCPU and has consumed its optimistic budget and requires its pessimistic budget, Akita switches to the mode that discards all low-criticality vCPUs to merely schedule high-criticality ones to allocate them their pessimistic budgets. When high-criticality vCPUs no longer need their pessimistic budgets, Akita resets to the mode where all vCPUs are scheduled and allocated their optimistic budgets regardless of their criticalities.

We will discuss the intuition behind Akita’s scheduling policy and its schedulability test in Section 2.3. Akita addresses the requirements outlined in Section 2.3 as follows:

**Fairness.** The fraction of CPU time allocated to each high-criticality vCPU is $[C_{opt}/T, C_{pes}/T]$, depending on the demand of the high-criticality vCPU. The fraction of CPU time allocated to low-criticality vCPUs is $[0, C_{opt}/T]$, depending on the behavior and existence of high-criticality vCPUs. Note that the CPU shares of high-criticality vCPUs are not impacted by low-criticality vCPUs while the CPU share of low-criticality vCPUs are impacted by high-criticality vCPUs. By adjusting $C$ and $T$ and the criticality level, cloud providers offer different CPU shares to different VMs.

**Different IO qualities.** In Akita, each high-criticality vCPU is guaranteed to get access to a CPU over its period, and low criticality vCPUs typically get access to a CPU over their periods, depending on the behavior of high-critically vCPUs. Therefore, by adjusting the period and the criticality level, cloud providers offer different IO qualities ranging from predictable to best-effort performance.

**High utilization.** In Akita, both high and low-criticality vCPUs are consolidated on the same CPU and the performance of high-criticality workloads are not impacted by low-criticality vCPUs. This translates to higher utilization while delivering a predictable performance for high-criticality vCPUs, as opposed to existing schedulers that force the cloud providers to isolate high-criticality VMs through over-provisioning in order to achieve predictability.

### 3.1 Akita’s Design

Figure 3 depicts where Akita stands in a virtualized cloud. Cloud providers translate VMs’ SLOs to Akita’s language, namely pessimistic and optimistic budget, criticality level and period.

Figure 3 illustrates the architecture of Akita. Akita offers an API to cloud providers to specify VMs using four parameters: optimistic budget, pessimistic budget, period and criticality level. vCPUs inherit these parameters from their corresponding VMs. When a VM is created, the CPU picker assigns each vCPU to a CPU core that can ac-
commodate the vCPU requirements according to Akita’s scheduling policy. The design of the CPU picker is described in Section 3.6. Akita vCPUs periodically ask for CPU shares. In Section 3.2, we will explain how we inject periodic behaviour in our vCPUs. Akita’s CPUs switch between two modes: normal and high-criticality. In normal mode, Akita schedules all vCPUs irrespective of their criticalities. In the high-criticality mode, it merely schedules high-criticality vCPUs. In section 3.3 we will describe our policy and its corresponding mechanism for CPU mode switching. Finally, we will describe our scheduling algorithm and its schedulability test in section 3.4.

3.2 Periodic Virtual CPUs

Unlike sporadic/periodic tasks, vCPU do not have a periodic behavior. Their activations are bursty without a clear minimum inter-arrival time. To inject periodic behavior, we transform over vCPUs to periodic servers that are given a budget and a period. These budgets are strictly enforced by the scheduler; therefore, the problem of overrun cannot occur. vCPUs, at the beginning of each period, ask for a CPU share that should be received before the beginning of the next period. Therefore, Akita imitates the implicit-deadline sporadic tasks systems in which tasks’ deadlines are equal to their periods.

To enable periodic behavior, Akita’s vCPUs feature an internal timer that fires periodically at the beginning of each period. When a vCPU’s timer tick, the vCPU’s budget is set to the optimistic budget if the vCPU is a LO-crit vCPU; otherwise, the vCPU is a HI-crit vCPU whose budget is set to its pessimistic budget.

As a vCPU runs on a pCPU, its budget is decreased proportionally. If a vCPU’s budget runs out. The vCPU is deactivated, meaning that the scheduler ignores the vCPU if there exist other vCPUs with positive budgets. At the next tick of the vCPU’s timer, the vCPU is activated again and its budget is set to its optimistic or pessimistic budget, depending on its criticality level.

Akita’s scheduler is work conserving. When there is no active vCPU, it schedules inactive vCPUs, suggesting that Akita will not remain idle if there exist runnable vCPUs.

3.3 Mode Switching

Each pCPU starts in the LO-crit mode. As a consequence, the scheduler at first treats all vCPUs as equally important and allocates each vCPU its desired optimistic CPU budget. Meanwhile, using our accounting mechanism, we monitor the CPU consumption of the currently running vCPU. If the currently running vCPU is a HI-crit vCPU that has been executed for its optimistic budget and is still runnable (there are running & ready processes inside its corresponding VM), it indicates the HI-crit vCPU requires its pessimistic CPU share. If so, a mode switch is immediately triggered and the scheduler switches to the HI-crit mode. Henceforth, the pCPU behaves as if there were only HI-crit vCPUs; It merely schedules them to allocate them their pessimistic budgets and LO-crit vCPUs will not receive any further execution.

In the HI-crit mode, an early mode switch to the LO-crit mode may impact the performance of HI-crit vCPUs. Therefore, before switching back to the LO-crit mode, we need to make sure that HI-crit vCPUs no longer need their pessimistic budgets. To this end, we assign each HI-crit vCPU a temperature. When a HI-crit vCPU needs its pessimistic budget (has received its optimistic budget and does not signal completion), its temperature is set to a positive number. On the other hand, if a HI-crit vCPU whose temperature is greater than zero has not asked for its pessimistic budget in the last period, we decrease the vCPU’s temperature by one degree, cooling down the vCPU. The temperature of a HI-crit vCPU, in fact, indicates how recently the vCPU has asked for its HI-crit CPU share. The hotter a vCPU, the more recent it caused a mode switch to the HI-crit mode.

Having known vCPU temperatures, our approach for switching back to the LO-crit mode is straightforward. If there exists no vCPU with positive temperature, it indicates that recently no vCPU has requested for its pessimistic CPU share and therefore the pCPU’s mode can be switched back to the LO-crit mode. The initial value of the temperature determines how fast a pCPU gets reset to LO-crit mode. The higher the temperature, the slower switching back to the LO-crit mode. Therefore, in Akita, switching to the HI-crit mode is instant while switching back to the LO-crit mode is conservative, prioritizing the predictability and performance of HI-crit vCPUs and VMs.

3.4 Scheduling

The main objective of the scheduling unit is to choose the next vCPU from a pCPU’s run queue to execute for a pre-defined amount of time known as the time slice. In fact, the scheduling function determines the order of scheduling of vCPUs located on the run queue. In Akita, the scheduling function is invoked for the following reasons:

1. When a vCPU’s timer ticks, the vCPU becomes activated; since it is likely that the newly activated vCPU is more important/urgent than the currently running vCPU, the scheduler is invoked
2. The currently running vCPU relinquishes the pCPU voluntarily for a reason (e.g., the vCPU is idle), the scheduler is invoked to choose the next runnable vCPU
3. The currently running vCPU relinquishes the pCPU forcibly because it has used its budget
4. And finally when a HI-crit vCPU has received its op-
At each scheduling decision Akita takes several steps. First, it determines the pCPU’s mode. Second, it updates the budget of the currently running vCPU based on its CPU consumption. Third, it updates the state (active when the vCPU’s budget exhausts; otherwise inactive) and the temperature of the currently running vCPU. Finally, it inserts the currently running vCPU into the run queue. If mode is HI-crit, Akita chooses an active HI-crit vCPU with the earliest deadline, if mode is LO-crit, it chooses the vCPU with earliest deadline regardless of its criticality. The time slice is set to the budget of the chosen vCPU. vCPUs deadlines are set to their periods when their timer tick. Therefore, at each mode, Akita imitates EDF scheduling of implicit deadline sporadic task systems.

vCPUs are sorted based on their deadlines, and active vCPUs are always located before inactive ones. The time complexity of vCPU insertion is $O(n)$. At each scheduling decision, the scheduler picks the vCPU at the head of runqueue to execute next with time complexity of $O(1)$. Therefore, similar to Xen’s Credit schedulers Akita is an $O(n)$ scheduler.

### 3.5 Akita’s schedulability test

Low utilization caused by traditional real-time policies such as EDF and RM scheduling led researchers to design a novel scheduling policy, namely mixed-criticality scheduling (MCS) which is the main intuition behind Akita’s design. MCS discriminates between important and non-important tasks by assigning a new dimension to tasks, referred to as criticality. MC scheduler goal is to allocate each task its optimistic budget over each period until a HI-crit task asks for its pessimistic budget. If So, the scheduler will move to HI-crit mode where all LO-crit tasks are immediately discarded. An MC scheduler not only must favor urgent jobs (e.g., jobs with lower periods in RM) but also prioritize high-critical jobs to prepare them for potentially long executions. The compromise between urgency and importance results in exponential choices, leading to the fact that mixed-criticality scheduling is NP-hard in a strong sense [6][11]. Therefore, several approximation algorithms have been proposed for scheduling of MC tasks including but not limited to EDF-VD [8] and OCBP [21].

EDF-VD leverages EDF to schedule tasks. However, it shrinks the deadlines of HI-crit tasks by a certain factor so that HI-crit tasks will be promoted by the EDF scheduler. In fact, it reduces the actual deadlines (D) of HI-crit task jobs to modified deadlines that are called virtual deadlines (VD) which are lower than actual deadlines. EDF-VD calculates virtual deadlines using Equations (1)-(5), wherein $C_{opt}$ and $C_{pes}$ indicate optimistic and pessimistic budgets, respectively, $U_{1}(1)$ is the utilisations of the LO-crit tasks, $U_{2}(1)$ is the utilisations of the HI-crit tasks considering their optimistic budgets, $U_{2}(2)$ is the utilisations of the HI-crit tasks considering their pessimistic budgets, and $VD$ indicates the virtual deadline calculated by shrinking the actual deadline by a factor of $x$. Condition (6) is the EDF-VD’s schedulability test. If condition (6) holds for a task set, the task set is MC-schedulable. The key property of real-time scheduling strategies is that they guarantee that the deadlines of all the tasks are met. This requirement is too strong for the virtualized clouds, where infrequent violations of temporal guarantees would not lead to catastrophic consequences. Although the current version of Akita uses EDF-VD to determine the deadline of our vCPUs as well as our schedulability test, a cloud provider can take a less conservative schedulability test (e.g., EDF schedulability test). Unlike MC systems, Akita do not discard LO-crit vCPUs when a mode switch happens. Our vCPUs alternate between low and high criticality modes.

$$U_{1}(1) = \sum \frac{C_{opt}(i)}{T_{i}}$$ (1)

$$U_{2}(1) = \sum \frac{C_{opt}(i)}{T_{i}}$$ (2)

$$U_{2}(2) = \sum \frac{C_{pes}(i)}{T_{i}}$$ (3)

$$x = U_{2}(1)/(1 - U_{1}(1))$$ (4)

$$VD = \begin{cases} \text{now + } x \times T_{i} & \text{if } Xi = 2 \\ \text{now + } T_{i} & \text{if } Xi = 1 \end{cases}$$ (5)

$$x \times U_{1}(1) + U_{2}(2) \leq 1$$ (6)

### 3.6 vCPU Assigning

When a VM is initially consolidated in a PM, Akita invokes the pCPU picker function to find appropriate pCPUs that can accommodate vCPUs of the new VM. The pCPU picker uses our schedulability test to determine if a pCPU can accommodate a vCPU. For each vCPU, our CPU picker assigns the vCPU to the first CPU core that can accommodate the vCPU. If the pCPU picker fails to find an appropriate pCPU for a vCPU, Akita simply notifies the cloud provider, implying that hosting this VM would lead to SLO violations. Akita, therefore, offers cloud providers a schedulability test that enables a wiser VM placement, and thus mitigating the need for costly monitoring services. More importantly, Akita’s first-fit mechanism for vCPU assigning keeps the number of operating cores as low as possible. The remaining idle cores
leverage C-state mechanism to turn off their internal components to save power. Akita’s counterparts, on the other hand, operate all existing CPU cores in a blind effort to increase IO performance. Therefore, adopting Akita will lead to lower power and thus operational costs of virtualized clouds.

4 Evaluation

We evaluate the Akita’s performance by answering the following questions quantitatively: (1) Is Akita able to offer different service qualities to both IO- and CPU-bound workloads? (§ 4.1) (2) Do IO-bound HI-crit VMs (e.g., Memcached server VMs) deliver a predictable performance even when they are collocated with other CPU- or latency-bound VMs? (§ 4.2) (3) How does Akita perform when multiple HI-crit VMs are collocated on the same pCPU? (§ 4.2) (4) Does Akita keep the CPU shares of HI-crit VMs intact when they are collocated with LO-crit VMs? (§ 4.4) (5) How does Akita’s first-fit mechanism for vCPU assigning perform compared to Linux and Xen process load-balancers? (§ 4.3) (6) Does RQS mechanism raise QoS of LO-crit VMs? (§ 4.3)

To answer these questions, we use an experimental testbed that consists of a physical client machine and a physical server machine. The server and client machines both have 12-core 3.2 GHz Intel Xeon CPU and 32 GB of memory. The physical server machine hosts guest VMs, and the physical client machine generates workloads for IO-bound VMs. We always monitor the load-generator machine and the network bandwidth to make sure they are not performance bottlenecks. Physical and virtual machines run Linux kernel 3.6. We dedicate two CPU cores to Xen’s driver domain (Dom0) in all experiments. For Akita’s experiments, all VMs are configured by four parameters: criticality level, period, optimistic and pessimistic budgets. Note that the LO-crit VMs do not have pessimistic budgets. In these experiments, we use Sysbench as a CPU-bound benchmark that computes prime numbers. For IO-bound workloads, we interchangeably use Memcached that follows the event-driven concurrency model and Thrift RPC with the thread-driven concurrency model. Unless otherwise stated, Table 1 presents the configurations of all VM types used to evaluate Akita.

### Table 1: The configurations of VMs

| VM Type | $C_{opt}$ | $C_{pes}$ | Period | CL |
|---------|-----------|-----------|--------|----|
| Type1   | 5ms       | 25ms      | 100ms  | High |
| Type2   | 25ms      | -         | 100ms  | Low |
| Type3   | 50ms      | -         | 100ms  | Low |
| Type4   | 5ms       | -         | 50ms   | Low |
| Type5   | 10ms      | -         | 100ms  | Low |
| Type6   | 10ms      | 50        | 100ms  | High |

Figure 4: Differentiated service qualities offered by Akita

4.1 Differentiated Service Qualities

Akita offers different levels of QoS to both IO- and CPU-bound workloads by enforcing different CPU shares adjusted by periods and budgets, and different CALs adjusted by periods. In this experiment, the physical server machine hosts a bunch of CPU-bound (1x Type2 VM and 1x Type3 VM) and IO-bound VMs (1x Type4 VM and 1x Type5 VM). CPU bound VMs run Sysbench, and IO-bound VMs run an RPC benchmark. Each IO-bound VM is stressed with multiple concurrent client threads hosted in the client physical machine, each generating 500 calls/second forming a Poisson process. Figure 4a shows the execution times of Sysbench benchmarks, and Figure 4b shows the average latency of RPC requests sent to each IO-bound VM. Sysbench benchmark hosted in VMs with higher budget/period have a lower execution time, and RPC workloads hosted in VMs with lower periods (CALs) are more responsive, suggesting that Akita is able to offer different levels of QoS to both IO- and CPU-bound workloads.

4.2 HI-crit IO-bound VMs

To assess the delivered QoS of HI-crit IO-bound VMs under Akita, we use a Memcached server VM (Type1). This VM is stressed for two minutes by 50 concurrent connections, each sending 700 requests per second with exponential inter-arrivals. Figure 5a shows the RTTs of the Memcached server VM when it is running alone on a pCPU under Akita, Credit, and CFS (for Credit and CFS experiments, we use a VM with the default configuration). As expected, RTTs are predictable and rarely higher than 5ms under all schedulers. This is because the Memcached vCPU runs alone on a pCPU, meaning that its CALs remain intact which results in predictable and fast response times. In this experiment, the Memcached VM utilizes around 25% of the CPU time to accommodate the incoming key-value workload.

Next, we host three CPU-bound VMs (3x Type2 VMs)
running Lookbusy- a synthetic CPU-intensive workload alongside the Memcached VM. Each of these VMs utilizes around 25% of the pCPU time during the experiment, 75% combined. For the Akita experiment, we configure the Memcached VM as a HI-crit VM and the CPU-bound VMs as LO-crit VMs. For CFS and Credit experiments, we use the default configuration for all VMs. Given the configuration of these VMs (see Table 1), Akita packs all of these VMs on the same CPU core based on its first-fit assigning mechanism. To allow for a fair comparison, we pin all VMs on the same CPU core under Credit and CFS. We then stress the Memcached server VM as before, and record RTTs of Memcached requests under all schedulers.

Figure 5b shows the RTTs of the Memcached server VM. Under Akita, the Memcached server VM still delivers predictable performance (response time) even though it is collocated with three other LO-crit VMs, suggesting that under Akita, the expected QoS of HI-crit latency-bound VMs is not influenced by collocated LO-crit VMs whereas the RTTs of Memcached requests are deteriorated by collocated VMs under both Xen and KVM. Figure 5c and 5d show the last latency percentiles of Memcached server VM when it is alone on a pCPU compared to when it runs alongside CPU-bound VMs. Under Akita, the tail latency at 99.9 percentile remains intact as if the Memcached server VM ran alone on the pCPU while the tail latency is increased by 96% and 93% under Xen and KVM, respectively. This is because Akita keeps the CALs of Memcached vCPU as a HI-crit vCPU under the expected value (period), as it switches the pCPU’s mode to HI-crit mode where LO-crit vCPUs are ignored to make sure the HI-crit vCPU gets its desired CPU share, as well as getting access to the pCPU before the deadline specified by its period. Under best-effort scheduling policies of Xen and KVM, on the other hand, collocated CPU-bound vCPUs impose lengthened CALs, resulting in variable performance of the Memcached VM.

We next examine the effectiveness of Akita when multiple HI-crit IO-bound VMs run on a pCPU. At first, a Memcached server VM (Type2) which is tagged as a LO-crit VM is stressed by four concurrent connections, each sending 600 requests per second. We then host another Memcached server VM (Type1) that is tagged as a HI-crit VM and stress both of the Memcached VMs using 8 concurrent threads. Figure 6b shows the RTTs of Memcached VMs. The RTTs of the LO-crit VM slightly fluctuate, while the HI-crit Memcached VM delivers a predictable (expected) performance. We increase the number of HI-crit Memcached VMs from 1 VM up to 3 VMs (3x Type1 VMs) and repeat the experiment. As the number of HI-crit VMs grows, the RTTs of the LO-crit VMs swing more...
noticeably. However, in our experiment, no VM misses deadlines because the RTTs of IO-bounds VMs mainly depend on CALs of their corresponding vCPUs. When all vCPUs are latency-sensitive, they remain on a pCPU for a very short time (~46 µs) and then voluntarily relinquish the pCPU. They, therefore, cannot result in long CALs for one another, the reason why no VM misses deadlines in this experiment, as depicted in Figure 8.

4.3 Akita’s Mechanism for vCPU Assigning

Linux’s CFS and Xen’s Credit schedulers both leverage a load-balancing mechanism to exploit multicores for raising performance. Under these mechanisms, idle cores steal executable entities from ready queues of busier cores for immediate execution, raising responsiveness of IO-bound vCPUs by mitigating their CALs, and reducing execution times of CPU-bound vCPUs by utilizing more cores. In contrast, Akita assigns vCPUs to CPU cores using a first-fit mechanism based on the Akita’s schedulability test, does not migrate HI-crit vCPUs, and occasionally migrates LO-crit ones forced by RQS mechanism. To compare best-effort load-balancing policies of Xen and KVM to Akita’s approach, we host an RPC server in a VM (Type1) running alongside 5 other CPU-bound VMs (5x Type2 VMs) that consume 25% of CPU time and record the average response times of requests sent from the client physical machine, each generating 700 calls/second. Note that the RPC VM is a HI-crit VM under Akita. We then increase the number of CPU-bound VMs from 5 VMs up to 24 VMs to utilize more CPU cores. In Figure 8 we see that at low loads, Akita, Xen, and KVM deliver the same performance because load balancers of Xen and KVM steal vCPUs from relatively busier cores to idle cores, shortening CALs of the RPC vCPU and hence mitigating RPC RTTs. This performance, however, diminishes as the number of VMs increases. When all cores are utilized (when there are no idle cores), Xen and KVM are not able to hide the negative impacts of collocated VMs on the RPC VM. When 24 VMs run on the physical machine, Xen and KVM lengthen the tail latency at 99th percentile by 10x and 5x, respectively. Akita, on the other hand, delivers a predictable performance by keeping the CALs of the RPC vCPU under the expected value regardless of the number VMs hosted on the physical machine.

We report the number of idle CPU cores in Akita, Xen, and Linux during this experiment in Figure 9. As shown, Akita’s first-fit mechanism for assigning vCPUs to cores keeps the number of idle cores and their idleness periods as high as possible. When a CPU core does not find any runnable task/vCPU to execute, the operating systems triggers a mechanism known as idle-state mechanism to turn off processor components in order to reduce power consumption [26] [18]. Increased number of idle cores in Akita results in more frequent triggering of CPU idle-states, causing more power savings while still delivering the expected performance. In contrast, Akita’s counterparts using their load balancers, spread vCPUs as much as possible to raise performance, no matter if this level of performance is expected or not, lowering the number of idle cores and periods of their idleness, increasing the energy consumption of CPUs and thus operational costs of cloud data centers [14] [28].

4.4 CPU-bound VMs

In this experiment, we aim to study if Akita keeps the CPU share of HI-crit VMs intact. The physical server machine hosts VM2, VM3, and VM4 (Type2) that run Lookbusy and each utilizing 25% of a pCPU. We also host VM1 (Type6) as a HI-crit VM. We vary CPU utilization of the HI-crit VM to mimic an unpredictable CPU-bound workload. Figure 7 demonstrates how Akita multiplexes the CPU time among these VMs. At first, the LO-crit VMs utilizes 75% of CPU time, 25% each. When the load offered to the HI-crit VM gets intense, the HI-crit VM gets its desired CPU share while the remaining CPU time is available to be equally allocated to LO-crit VMs, suggesting that the desired CPU share of the HI-crit VM is not impacted by LO-crit VMs which may come at the expense of unpredictable utilization of LO-crit VMs. As shown in Figure 7 when load offered to the HI-crit VM utilizes 50% of the CPU time, each LO-crit VM can only utilize 13% of the CPU time despite the fact that each one of them needs to utilize 25% of the CPU time.

5 Related Work

CPU scheduling in clouds is a matter of great concern. Many research works have reported unpredictable and variable performance of VMs in clouds [33] [34] [13] [24] [20] [12] [2] that stems from traditional policies of CPU scheduling whose main goal is to raise performance or fairness using best-effort approaches. Xen’s round-robin policy [1] [5], for example, results in variable CPU access
latencies for vCPUs that are responsible for handling IO, hampering responsiveness. vSlicer [34] has tacked this challenge by executing latency-sensitive vCPUs more frequently, mitigating CPU access latency (CALs) and thus higher responsiveness. vTurbo [33] is another effort that dedicates specific cores to IRQ processing and modifies the guest VMs kernels to schedule IO-bound threads on vCPUs that run on dedicated cores. TerrierTail [3] reduces the tail latency of VMs running network-intensive workloads by recognizing vCPUs that are receiving network packets and schedules them more frequently, reducing their CPU access latencies and therefore raising responsiveness.

Although these approaches enhance responsiveness, the delivered QoS is still not predictable because they try to raise performance of all VMs regardless of VMs SLOs. Consequently, some approaches suggest avoiding the coexistence of latency- and CPU-intensive VMs on the same physical machine (isolation) to mitigate interference, enhancing predictability at the expense of low utilization. RT-Xen [32] is another approach that aims at delivering real-time performance in virtualized environments by adopting real-time scheduling in guest OSes and scheduling vCPUs as virtual servers for tasks hosted in guest OSes. Akita, however, is a cloud CPU scheduler with the aim of delivering predictable IO at high utilization. Although Akita does not require any assumption on guest OS schedulers, by adopting real-time guest OS schedulers, Akita can be used to deliver soft real-time performance in virtualized clouds. Further, Akita offers different level of QoS through enforcing different CALs and CPU shares for both CPU and IO bound workloads. Most importantly, Akita augments VMs/vCPUs with a criticality-level and discriminate critical VMs from non-critical ones using, allowing the coexistence of HI-crit and LO-crit VMs on the same machine and thus raising utilization.

**Mixed-criticality scheduling** is a relatively new endeavor that differentiates tasks based on their criticalities for efficient utilization of computing resources while guaranteeing all critical tasks meet their deadlines [6] [7] [11]. Vestal initiated MC scheduling by proposing a formalism for a multi-criticality task model and conducting fixed-priority response time analysis for priority assignment [31] [9] . AMC [11] is an implementation scheme for uniprocessor scheduling of MC systems. Under AMC, when the system’s mode is switched to the HI-crit mode all LO-crit tasks are abandoned forever. Akita is an SMP scheduler for virtualized clouds. Akita CPUs alternate between HI-crit and LO-crit modes. Akita uses a mode switching mechanism to return back to the LO-crit mode when the conditions are appropriate.

EDF-VD [8] is an MC scheduling algorithm for implicit-deadline sporadic task systems that modifies standard EDF algorithm for the MC priority assignment. EDF-VD shrinks the deadlines of HI-crit tasks proportionally so that the HI-crit tasks will be prompted by the EDF scheduler. Akita leverages EDF-VD to determine the order of the execution of vCPUs. In Akita, unlike EDF-VD, pCPUs in HI-crit mode are reset to LO-crit mode if HI-crit vCPUs no longer need their pessimistic CPU shares. Further, Akita reduces power consumption of cloud data centers by using a first mechanism for allocating CPU core while delivering the expected QoS.

6 Conclusion

Akita is a CPU scheduler for virtualized clouds. Akita’s main goal is to offer predictable IO even at high utilization...
of processor resources. To this end, it first characterizes VMs based on their CPU and IO requirements. It then categorizes running VMs into HI-crit and LO-crit VMs. Akita ensures a predictable performance for HI-crit VMs even when HI-crit VMs are consolidated with other VMs, which may come at the cost of slowing down the LO-crit VMs temporarily. This allows the coexistence of HI-crit and LO-crit VMs on the same machine, which notably enhances the utilization of cloud data centers. Experiments with a prototype implementation of Akita demonstrate that a Memcached server VM, as a HI-crit VM, delivers an intact and predictable performance while running alongside several LO-crit CPU-bound VMs.
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