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Abstract

Truesdell’s empirical inequalities are considered essential in various fields of nonlinear elasticity. However, they are often used merely as a sufficient criterion for semi-invertibility of the isotropic stress strain-relation, even though weaker and much less restricting constitutive requirements like the strict Baker-Ericksen inequalities are available for this purpose. We elaborate the relations between such constitutive conditions, including a weakened version of the empirical inequalities, and their connection to bi-coaxiality and related matrix properties. In particular, we discuss a number of issues arising from the seemingly ubiquitous use of the phrase “$X, Y$ have the same eigenvectors” when referring to commuting symmetric tensors $X, Y$.
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1 Introduction

A basic principle in linear algebra states that two symmetric matrices $X, Y \in \text{Sym}(n)$ commute if and only if they have a common basis of eigenvectors, i.e. if and only if there exists a basis $b_1, \ldots, b_n \in \mathbb{R}^n$ such that for each $i \in \{1, \ldots, n\}$, $b_i$ is an eigenvector of both $X$ and $Y$. This property is used quite often in nonlinear elasticity theory, where certain pairs of stress and stretch or strain always commute in the isotropic case.

However, it is also quite common to encounter the claim that $X$ and $Y$ "have the same eigenvectors" if they commute [39, 48, 25]. While a charitable reading of this phrase (or similar statements [9, 56, 5, 37]) allows for an interpretation in the above (correct) sense, one must be careful not to infer from it additional properties of the pair $X, Y$ which might not hold in general. For example, it is not true that for all commuting $X, Y \in \text{Sym}(n)$, every eigenvector of $X$ is an eigenvector of $Y$ (or vice versa). In isotropic nonlinear elasticity, it is therefore important to carefully distinguish between the general case of commuting matrices and the properties of coaxiality and bi-coaxiality, the latter of which is closely connected to the notion of semi-invertibility [41, 49], which was shown by Truesdell [51] to follow from the so-called empirical inequalities.

1.1 Truesdell’s empirical inequalities

After the second world war had ravaged Europe, it was Clifford Truesdell who started a great campaign [49, 53, 52] to revive the science of nonlinear solid mechanics and to put it on firm mathematical grounds. In the course of this endeavor, Truesdell was faced with what he called the “Hauptproblem der endlichen Elastizitätstheorie” [50], that is to find reasonable constitutive restrictions on the stress response for the nonlinear modeling of rubber.

In isotropic nonlinear hyperelasticity, every energy potential $W: F \mapsto W(F)$ can be expressed as a function of the three principal invariants

$$I_1 = \text{tr}(B) = \|F\|^2, \quad I_2 = \frac{1}{2}[(\text{tr} B)^2 - \text{tr}(B^2)] = \text{tr}(\text{Cof} B) = \|\text{Cof} F\|^2, \quad I_3 = \text{det}(B) = (\det F)^2$$

of the left Cauchy-Green tensor $B = FF^T$ corresponding to the deformation gradient $F$. In the incompressible case $I_3 = 1 = \det F$, this representation can be further simplified to $W(F) = \tilde{W}(I_1, I_2)$. In a 1952 article [49], Truesdell postulated the conditions

$$\frac{\partial \tilde{W}}{\partial I_1}(I_1, I_2) > 0, \quad \frac{\partial \tilde{W}}{\partial I_2}(I_1, I_2) \geq 0,$$

which are reasonable in that they require the energy to increase monotonically with increasing difference of average lengths and areas to those in the reference state, respectively. Experimental evidence for rubber did not seem to contradict these conditions.

Later, Truesdell became rather passionate about abandoning the hyperelastic framework, instead focusing on the more general representation [42, 43]

$$\tilde{\sigma}(B) = \beta_0 \mathbb{1} + \beta_1 B + \beta_{-1} B^{-1}$$

for the stress response $FF^T = B \mapsto \tilde{\sigma}(B) = \sigma$ in isotropic nonlinear Cauchy elasticity; here, $\beta_i$ are scalar-valued functions depending on the matrix invariants of $B$ and $\sigma$ is the Cauchy stress tensor. In the hyperelastic case, the coefficients functions $\beta_i$ are given by

$$\beta_0 = \frac{2}{\sqrt{I_3}} \left( I_2 \frac{\partial W}{\partial I_2} + I_3 \frac{\partial W}{\partial I_3} \right), \quad \beta_1 = \frac{2}{\sqrt{I_3}} \frac{\partial W}{\partial I_1}, \quad \beta_{-1} = -2 \sqrt{I_3} \frac{\partial W}{\partial I_2},$$

\[1\] For a more detailed interpretation, see Remark 4.2 and consider eq. (4.6) for the special case $d = 1.$
while under the constraint of incompressibility, the hydrostatic pressure (given by $\beta_0$) remains undetermined and requirement (1.1) reduces to

$$\beta_1 > 0, \quad \beta_{-1} \leq 0. \quad (1.4)$$

These are the so-called (incompressible) empirical inequalities \[52, 54, 8, 1\]. For the general compressible case, Truesdell strengthened the empirical inequalities to

$$\beta_{-1} \leq 0, \quad \beta_0 \leq 0, \quad \beta_1 > 0, \quad (1.5)$$

from which he deduced the (nowadays obsolete \[44\]) ordered-force inequality \[52\] as well as the Baker-Ericksen inequalities \[2\].

Truesdell’s Hauptproblem remains unsolved to this day, although major advances have been made in the hyperelastic framework, especially with the seminal introduction of the notion of polyconvexity by Sir John Ball in 1977 \[3, 4\] and the weaker requirement of rank-one convexity \[3\].

In various papers \[13, 6, 26\], Truesdell’s empirical inequalities are used to ensure the semi-invertibility of the isotropic stress-strain relation $B \mapsto \hat{\sigma}(B)$, i.e. the representability $B = \psi_0(B) \mathbb{1} + \psi_1(B) \hat{\sigma} + \psi_2(B) \hat{\sigma}^2$ (see Definition \[51\]). For example, Destrade et al. \[13\] utilize the semi-invertibility to show that the deformation corresponding to a simple Cauchy shear stress is not a simple shear. Similarly, Batra \[6, p. 110\] shows that for a law of elasticity that satisfies the empirical inequalities, the deformation corresponding to a simple tensile load $\sigma$ must be a simple extension.

However, the empirical inequalities, also named empirical true stress stretch (E-TSS), are by no means necessary to obtain these results; in fact, they are too strict to include commonly employed hyperelastic energy functions and even lead to physically unreasonable material behavior \[14, 45\]. On the other hand, semi-invertibility is equivalent to the bi-coaxiality of the mapping $B \mapsto \hat{\sigma}(B)$ \[12, 11\], which is, for example, implied by the (considerably weaker) strict Baker-Ericksen inequalities \[2\].

### 1.2 Overview

In the following, we will discuss the connection between commuting matrices, coaxiality, bi-coaxiality and semi-invertibility as well as sufficient criteria for these properties in isotropic nonlinear elasticity, including the strict Baker-Ericksen inequalities and the empirical inequalities. Similar considerations can be found in an earlier article by Dunn \[14\].

In order to provide a more accessible sufficient criterion for semi-invertibility, we also introduce the weak empirical inequalities (WE-TSS) which are stricter than (BE\+) but not as restrictive as (E-TSS) and are, in fact, satisfied by a large number of classical elastic energy functions. As an example, we show that (WE-TSS) are fulfilled by the classical quadratic Hencky energy, which does not satisfy the (full) empirical inequalities.

In order for novel results in nonlinear elasticity to be applicable to the largest possible number of material models, one should make the least restricting assumptions which are still sufficient for the result to hold. Our aim is to provide a variety of conditions which are strong enough to allow for common deductions from the stress tensor to the form of the stretch tensor (which is often required), but weak enough to be satisfied by a large variety of interesting constitutive models.

### 2 Isotropy and Coaxiality

In the following, we will reiterate some very basic, well-known results from linear algebra in order to highlight the exact differences between the notions of simultaneous diagonalizability, coaxiality and bi-coaxiality. The interconnections between these properties are visualized in Figure \[1\].

\[2\] Other uses of the empirical inequalities can be found, for example, in \[21\] or \[49\], cf. \[58\].
Proposition 2.1. Let $A, B \in \text{Sym}(n)$. Then the following are equivalent:

- $A$ and $B$ commute, i.e. $AB = BA$.
- $A$ and $B$ are simultaneously (orthogonally) diagonalizable, i.e. there exists $Q \in \text{O}(n)$ with 
  $$A = Q^T \text{diag}(a_1, \cdots, a_n)Q \quad \text{and} \quad B = Q^T \text{diag}(b_1, \cdots, b_n)Q.$$  

Proof. See, for example, [18, Theorem 1.3.12].

Definition 2.2. Let $A, B \in \text{Sym}(n)$. Then $A$ is called coaxial to $B$ if each eigenvector of $A$ is an eigenvector of $B$.

Note carefully that coaxiality is not a symmetric relation; for example, let $A = \mathbb{1} = \text{diag}(1,1)$ and $B = \text{diag}(1,0)$. Then every eigenvector of $B$ is an eigenvector of $A$, while $(1,1)^T$ is an eigenvector of $A$ but not of $B$, which implies that although $A$ is coaxial to $B$, $B$ is not coaxial to $A$.

Definition 2.3. Let $A, B \in \text{Sym}(n)$. Then $A$ and $B$ are called bi-coaxial if $A$ is coaxial to $B$ and $B$ is coaxial to $A$.

Note also that two symmetric matrices $A, B \in \text{Sym}(n)$ can commute even if neither $A$ is coaxial to $B$ nor $B$ is coaxial to $A$; for example, consider the case $A = \text{diag}(1,1,0)$ and $B = \text{diag}(0,1,1)$.

Lemma 2.4. Let $A, B \in \text{Sym}(n)$ such that $A$ is coaxial to $B$. Then $A$ and $B$ commute.

Proof. $A$ is coaxial to $B$ if and only if every orthogonal eigenvector basis $Q \in \text{O}(n)$ of $A$ is an eigenvector basis of $B$, i.e. 
  $$A = Q^T \text{diag}(a_1, \cdots, a_n)Q \quad \implies \quad B = Q^T \text{diag}(b_1, \cdots, b_n)Q.$$  

The exact distinction between coaxiality and simultaneous diagonalizability (cf. Proposition 2.1) is given by the following lemma.

Lemma 2.5. Let $A, B \in \text{Sym}(n)$ be commuting matrices with 
  $$A = Q^T \text{diag}(a_1, \cdots, a_n)Q \quad \text{and} \quad B = Q^T \text{diag}(b_1, \cdots, b_n)Q.$$  

for $Q \in \text{O}(n)$. Then $A$ is coaxial to $B$ if and only if 
  $$a_i = a_j \quad \implies \quad b_i = b_j \quad \text{for all} \quad i, j \in \{1, \cdots, n\}. \quad (2.1)$$  

Proof. Let $A$ be coaxial to $B$. Since the implication (2.1) is trivial for $i = j$, consider the sum $v = e_i + e_j$ of two canonical basis vectors with $i \neq j$ and $a := a_i = a_j$. We compute 
  $$Q^T \text{diag}(a_1, \cdots, a_n)Q^T v = Q^T \text{diag}(a_1, \cdots, a_n) v = Q^T (av) = aQ^T v,$$
thus $Q^T v$ is an eigenvector of $A$ to the eigenvalue $a$. Due to the assumed coaxiality, $Q^T v$ is an eigenvector of $B$, i.e. there exists $b \in \mathbb{R}$ with 
  $$bQ^T v = BbQ^T v = Q^T \text{diag}(b_1, \cdots, b_n)Q^T v = Q^T \text{diag}(b_1, \cdots, b_n)v,$$
i.e. $\text{diag}(b_1, \cdots, b_n)v = bv$. Since $v = e_i + e_j$, this equality immediately yields $b_i = b_j = b$.

Now, let implication (2.1) hold for all $i, j \in \{1, \cdots, n\}$. Consider the orthogonal basis $Q \in \text{O}(n)$ of eigenvectors of $A$ and an arbitrary eigenvector $v \in \mathbb{R}^n$ of $A$ to the eigenvalue $a$, i.e. $Av = av$. Then 
  $$\text{diag}(a_1, \cdots, a_n)Qv = QA v = aQv,$$  
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thus $v' := Qv$ is an eigenvector of $\text{diag}(a_1, \cdots, a_n)$ to the eigenvalue $a$. In order to show that $v'$ is an eigenvector of $\text{diag}(b_1, \cdots, b_n)$, we only need to establish that $b_i = b_j$ if $v'_i \neq 0$ and $v'_j \neq 0$. The latter implies that $a_i v'_i = a v'_i$ and $a_j v'_j = a v'_j$, since $v'$ is an eigenvector of $\text{diag}(a_1, \cdots, a_n)$ to the eigenvalue $a$, hence $a_i = a = a_j$ and thus $b_i = b_j$ due to condition (2.1). Therefore, $v' = Qv$ is an eigenvector of $\text{diag}(b_1, \cdots, b_n)$ to some eigenvalue $b$ and thus

$$Bv = Q^T \text{diag}(b_1, \cdots, b_n)Qv = Q^T (bQv) = bv. \quad \blacksquare$$

**Corollary 2.6.** If $A \in \text{Sym}(n)$ has $n$ distinct (i.e. only simple) eigenvalues, then $A$ is coaxial to every $B \in \text{Sym}(n)$ which commutes with $A$. In particular, if both $A, B \in \text{Sym}(n)$ have only simple eigenvalues and $AB = BA$, then $A$ and $B$ are bi-coaxial.

**Corollary 2.7.** Let $a_1, \ldots, a_n \in \mathbb{R}$ denote the eigenvalues (with multiplicity) of $A \in \text{Sym}(n)$. If $A$ is coaxial to $B \in \text{Sym}(n)$, then there exist uniquely determined $b_1, \ldots, b_n \in \mathbb{R}$ such that each eigenvector of $A$ to $a_i$ is an eigenvector of $B$ to $b_i$. We call $b_1, \ldots, b_n$ the corresponding eigenvalues to $a_1, \ldots, a_n$.

Since the values $a_i$ are uniquely determined by $A$ up to ordering, the “correspondence” of the eigenvalues $b_i$ of $B$ can simply be interpreted as a compatibility requirement on the ordering of the values $b_i$. Note that if $A$ and $B$ are simultaneously diagonalized, then the ordering of the diagonal entries are consistent with this correspondence.

### 2.1 Isotropic tensor functions

In nonlinear elasticity theory, the stress-strain relation is often assumed to be an isotropic mapping from a stretch or strain tensor to a (work conjugate) stress tensor. In the following, we will discuss the relation between isotropic mappings and (bi-)coaxiality.

**Definition 2.8.** Let $\Phi: M \to \text{Sym}(n)$ be a tensor function on an isotropic set $M \subset \text{Sym}(n)$. Then

i) $\Phi$ is called isotropic if $\Phi(Q^T X Q) = Q^T \Phi(X) Q$ for all $X \in M$ and $Q \in \text{O}(n)$,

ii) $\Phi$ is called coaxial if $X$ is coaxial to $\Phi(X)$ for all $X \in M$,

iii) $\Phi$ is called bi-coaxial if $X$ and $\Phi(X)$ are bi-coaxial for all $X \in M$.

**Lemma 2.9 (38 Theorem 4.2.4).** Every isotropic tensor function $\Phi: M \to \text{Sym}(n)$ is coaxial.

**Proof.** Let $v$ be an eigenvector of $X$ and $Q \in \text{O}(n)$ be the reflection at the hyperplane orthogonal to $v$, i.e.

$$Qv = -v \quad \text{and} \quad Qx = x \quad \text{for all} \quad x \in \mathbb{R}^n \quad \text{with} \quad \langle v, x \rangle = 0.$$

Then $QXQ^T = X$, and due to the isotropy of $\Phi$,

$$Q\Phi(X)Q^T = \Phi(QXQ^T) = \Phi(X) \quad \implies \quad Q\Phi(X) = \Phi(X)Q$$

and thus

$$Q\Phi(X)v = \Phi(X)Qv = -\Phi(X)v.$$

Therefore, due to the definition of $Q$, there exists $\lambda \in \mathbb{R}$ with $\Phi(X)v = \lambda v$, i.e. $v$ is eigenvector of $\Phi(X)$. $\quad \blacksquare$

---

3 A set $M \subset \text{Sym}(n)$ is called isotropic if $Q^T XQ \in M$ for all $X \in M$ and $Q \in \text{O}(n)$.
On the other hand, not every coaxial tensor function is isotropic. For example, consider the mapping
\[ \Phi: \text{Sym}(2) \rightarrow \text{Sym}(2) \] with \( \Phi(X) = X_{11} \). Then for every \( X \in \text{Sym}(n)(2) \), each \( v \in \mathbb{R}^{n \times n} \) is an eigenvector of the identity \( \Phi(X) \), which implies that \( \Phi \) is coaxial. However, \( \Phi \) is not isotropic, since
\[
\Phi \left( \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \right) = \Phi \left( \begin{pmatrix} 2 & 0 \\ 0 & 2 \end{pmatrix} \right) = \left( \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \right) \Phi \left( \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \right) \neq \left( \begin{pmatrix} 2 & 0 \\ 0 & 2 \end{pmatrix} \right) \Phi \left( \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \right).
\]

The following Lemma characterizes the crucial difference between coaxiality and bi-coaxiality of an isotropic tensor function.

**Lemma 2.10.** Let \( \Phi : M \rightarrow \text{Sym}(n) \) be an isotropic tensor function. Then \( \Phi \) is bi-coaxial if and only if for every \( X \in M \),
\[
a_i \neq a_j \implies b_i \neq b_j \quad \text{for all} \quad i, j \in \{1, \ldots, n\},
\]
where \( a_i \) are the eigenvalues of \( X \) and \( b_i \) the corresponding eigenvalues (cf. Corollary 2.7) of \( \Phi(X) \).

**Proof.** Due to Lemma 2.9 the argument \( X \) is coaxial to \( \Phi(X) \), thus according to Lemma 2.4, \( X \) and \( \Phi(X) \) commute. Then Lemma 2.5 states that \( \Phi(X) \) is coaxial to \( X \) if and only if
\[
b_i = b_j \implies a_i = a_j, \quad \text{i.e.} \quad a_i \neq a_j \implies b_i \neq b_j \quad \text{for all} \quad i, j \in \{1, \ldots, n\}. \]

\[ \Box \]

**Figure 1:** Relational properties of two matrices \( A, B \in \text{Sym}(n) \) with corresponding eigenvalues \( a_i, b_i \).

### 2.2 Representation of isotropic tensor functions

The classical representation of isotropic functions using coefficient functions of the matrix invariants is well known and widely utilized in continuum mechanics. Here, we discuss the exact conditions of this representability in detail, highlighting again the exact role played by coaxiality and isotropy in order to emphasize the additional information provided by the bi-coaxial case later on.

**Lemma 2.11.** Let \( A, B \in \text{Sym}(n) \) such that \( A \) is coaxial to \( B \). Then there exist \( \gamma_0, \ldots, \gamma_{n-1} \in \mathbb{R} \) with \( B = \sum_{k=0}^{n-1} \gamma_k A^k \).

**Proof.** Since \( A \) is coaxial to \( B \), due to Lemma 2.4 there exists \( Q \in O(n) \) with
\[
A = Q^T \text{diag}(a_1, \ldots, a_n)Q \quad \text{and} \quad B = Q^T \text{diag}(b_1, \ldots, b_n)Q.
\]
We only consider the distinct eigenvalues \(a_1, \ldots, a_m\) with \(m \leq n\) and define the Vandermonde matrix

\[
V(a_1, \ldots, a_m) := \begin{pmatrix}
1 & a_1 & a_1^2 & \cdots & a_1^{m-1} \\
1 & a_2 & a_2^2 & \cdots & a_2^{m-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & a_m & a_m^2 & \cdots & a_m^{m-1}
\end{pmatrix}, \quad \det V(a_1, \ldots, a_m) = \prod_{j<k} (a_j - a_k) \neq 0.
\]

Here, the distinctness of the eigenvalues \(a_1, \ldots, a_m\) ensures that the determinant of the Vandermonde matrix is not equal to zero and thus that the system of equations

\[
b_k = \gamma_0 + \gamma_1 a_{i_k} + \gamma_2 a_{i_k}^2 + \cdots + \gamma_{m-1} a_{i_k}^{m-1} \quad \text{for all } k \in \{1, \ldots, m\}
\]

has a single unique solution \((\gamma_0, \ldots, \gamma_{m-1})\). According to Lemma 2.5, \(a_i = a_{i_k}\) implies \(b_i = b_{i_k}\), thus the system of equations

\[
b_i = \gamma_0 + \gamma_1 a_i + \gamma_2 a_i^2 + \cdots + \gamma_{m-1} a_i^{m-1} \quad \text{for all } i \in \{1, \ldots, n\}
\]

has a solution \((\gamma_0, \ldots, \gamma_{n-1})\). By simply expressing these equations in terms of diagonal matrices, we find

\[
\text{diag}(b_1, \ldots, b_n) = \sum_{k=0}^{n-1} \gamma_k \text{diag}(a_1, \ldots, a_n)^k \iff B = \sum_{k=0}^{n-1} \gamma_k A^k.
\]

**Proposition 2.12.** Let \(M \subset \text{Sym}(n)\) be an isotropic set.

i) A tensor function \(\Phi: M \to \text{Sym}(n)\) is coaxial if and only if there exists a representation

\[
\Phi(X) = \sum_{i=0}^{n-1} \gamma_i X^i = \gamma_0 I + \gamma_1 X + \cdots + \gamma_{n-1} X^{n-1} \quad \text{for all } X \in M \tag{2.2}
\]

where \(\gamma_i\) are scalar-valued functions depending on \(X\).

ii) A tensor function \(\Phi: M \to \text{Sym}(n)\) is isotropic if and only if there exists a representation

\[
\Phi(X) = \sum_{i=0}^{n-1} \alpha_i X^i = \alpha_0 I + \alpha_1 X + \cdots + \alpha_{n-1} X^{n-1} \quad \text{for all } X \in M \tag{2.3}
\]

where \(\alpha_i\) are scalar-valued functions depending on the matrix invariants of \(X\).

iii) If \(M \subset \text{Sym}^+(n)\), then a tensor function \(\Phi: M \to \text{Sym}(n)\) is isotropic if and only if there exists a representation

\[
\Phi(X) = \sum_{i=1}^{n-2} \beta_i X^i = \beta_{-1} X^{-1} + \beta_0 I + \cdots + \beta_{n-2} X^{n-2} \quad \text{for all } X \in M \tag{2.4}
\]

where \(\beta_i\) are scalar-valued functions depending on the matrix invariants of \(X\).

**Proof.** It is easy to verify that the given expressions are coaxial and isotropic, respectively. The representability of a coaxial mapping in the form (2.2) follows directly from Lemma 2.11.

Now let \(\Phi\) be isotropic. For given matrix invariants \(I_1, \ldots, I_n\), define \(\alpha_i(I_1, \ldots, I_n) = \gamma_i(\bar{X})\) as the coefficients corresponding to the diagonal matrix \(\bar{X} = \text{diag}(a_1, \ldots, a_n)\) with eigenvalues \(a_1, \ldots, a_n\) such that \(I_k(\bar{X}) = I_k\).
Then for all $X \in \text{Sym}(n)$ with invariants $I_1, \ldots, I_n$, there exists $Q \in O(n)$ such that $X = Q^T \bar{X} Q$ and thus, due to the isotropy of $\Phi$,

\[
\Phi(X) = \Phi(Q^T \bar{X} Q) = Q^T \Phi(\bar{X}) Q = Q^T \left[ \gamma_0(\bar{X}) \mathbb{1} + \ldots + \gamma_{n-1}(\bar{X})(\bar{X})^{n-1} \right] Q = \gamma_0(\bar{X}) \mathbb{1} + \ldots + \gamma_{n-1}(\bar{X})(Q^T \bar{X} Q)^{n-1} = \gamma_0(\bar{X}) \mathbb{1} + \ldots + \gamma_{n-1}(\bar{X}) X^{n-1} = \alpha_0(I_1, \ldots, I_n) \mathbb{1} + \ldots + \alpha_{n-1}(I_1, \ldots, I_n) X^{n-1}.
\]

Furthermore, for any $X \in \text{Sym}^+(n)$, due to the Cayley-Hamilton Theorem there exist (invariant) coefficients $\beta_1, \beta_0, \ldots, \beta_{n-2}$ with

\[
0 = -X^n + \beta_{n-2} X^{n-1} + \ldots + \beta_0 X + \beta_1 \mathbb{1} \iff X^{n-1} = \beta_{n-2} X^{n-2} + \ldots + \beta_0 \mathbb{1} + \beta_1 X^{-1}.
\]

Combining this with equation (2.3), we find

\[
\Phi(X) = (\underbrace{\alpha_0 + \alpha_{n-1} \beta_0}_{:= \beta_0}) \mathbb{1} + (\underbrace{\alpha_1 + \alpha_{n-1} \beta_1}_{:= \beta_1}) X + \ldots + (\underbrace{\alpha_{n-2} + \alpha_{n-1} \beta_{n-1}}_{:= \beta_{n-2}}) X^{n-2} + \ldots + (\underbrace{\alpha_{n-1} \beta_{n-1}}_{:= \beta_{n-1}}) X^{-1},
\]

which shows iii).

\section{Cauchy stress and stretch}

One of the main areas of application for the above results is the theory of isotropic nonlinear elasticity, where the Cauchy stress response function $\tilde{\sigma}: \text{Sym}^+(3) \rightarrow \text{Sym}(3)$, $B \mapsto \tilde{\sigma}(B) = \sigma$, mapping the left Cauchy-Green stretch tensor $B = F F^T$ corresponding to a deformation gradient $F \in GL^+(n)$ to the Cauchy stress tensor $\sigma$, is isotropic and thus coaxial. Accordingly, the stress response can be represented in the form

\[
\tilde{\sigma}(B) = \beta_0 \mathbb{1} + \beta_1 B + \beta_{-1} B^{-1}.
\]

In the following, we elaborate the connection between bi-coaxility and different constitutive requirements, including Truesdell’s empirical inequalities. Although we will focus on the three-dimensional case, our results can easily be adapted to the general $n$-dimensional case, see \cite[p. 38]{46}. \hfill \blacksquare

\begin{definition}
A mapping $\tilde{\sigma}: \text{Sym}^+(3) \rightarrow \text{Sym}(3)$ is called \textit{semi-invertible} if there exists a representation

\[
B = \psi_0 \mathbb{1} + \psi_1 \tilde{\sigma} + \psi_2 \tilde{\sigma}^2
\]

with real valued functions $\psi_0$, $\psi_1$, $\psi_2$ depending on the principal invariants of $B$ (and not of $\sigma$).

\end{definition}

The semi-invertibility of the Cauchy stress response function is often used in isotropic nonlinear elasticity to infer particular properties of $B = F F^T$ from the form of a given Cauchy stress $\sigma = \tilde{\sigma}(B)$, cf. Section 3.3. For example, Marzano \cite{24} used the representation formula (3.2) to show that any Cauchy stress tensor of the form $\sigma = \text{diag}(s, 0, 0)$ with $s > 0$, i.e. uniaxial tension, is caused by a simple stretch $V - \mathbb{1} = \sqrt{FF^T} - \mathbb{1} = \text{diag}(\alpha, 0, 0)$ with $\alpha > 0$ for any isotropic law of elasticity which satisfies the Baker-Ericksen inequalities\footnote{Marzano seems to claim that the reverse implication holds as well, i.e. that an elastic law for which a Cauchy stress of the form $\text{diag}(s, 0, 0)$ with $s > 0$ is only caused by a stretch $V$ with $V - \mathbb{1} = \sqrt{FF^T} - \mathbb{1} = \text{diag}(\alpha, 0, 0)$, $\alpha > 0$, always satisfies the Baker-Ericksen inequalities. However, this is not true in general, cf. Appendix A.} cf. Definition 3.4 and Lemma 3.5.
functions

Proposition 3.3. The following proposition shows the underlying connection between the concepts discussed in Section 2 and the notion of semi-invertibility.

Proof. Johnson and Hoger [19] have shown that if a mapping of the form (3.1) is semi-invertible, then the functions $\psi_i$ are given by

$$
\psi_0 = \frac{1}{A} \left( \beta_0^2 - 2 \beta_1 \beta_1 + I_2 \beta_2^2 + I_3 \beta_3^2 + I_1 \beta_1^2 + \frac{I_2}{I_3} \beta_0 \beta_1 \right),
$$

$$
\psi_2 = -\frac{1}{A} \left( 2 \beta_0 + I_1 \beta_1^2 + \frac{I_2}{I_3} \beta_1 \beta_1 \right),
$$

$$
\psi_3 = \frac{1}{A}, \quad A = I_1 \beta_1^2 - I_3 \beta_3^2 + \frac{1}{I_3} \beta_2^2 - \frac{I_2}{I_3} \beta_1 \beta_1.
$$

Note again that (by virtue of the functions $\beta_i$), the coefficient functions $\psi_i$ depend on the invariants of $B$, not on $\hat{\sigma}(B)$. Therefore, equation (3.3) does not imply the invertibility of $\hat{\sigma}(B)$ (i.e. the bijectivity) or even the injectivity of the mapping $B \mapsto \hat{\sigma}(B)$. For example, consider the mapping $\hat{\sigma} : \text{Sym}^+(3) \to \text{Sym}(3)$ with $\hat{\sigma}(B) = \text{dev}_3 B = B - \frac{1}{3} \text{tr}(B) \mathbb{I}$, which is semi-invertible due to the equality $B = \frac{1}{3} \text{tr}(B) \mathbb{I} + \hat{\sigma}(B)$, but not invertible since $\hat{\sigma}(\mathbb{I}) = 0 = \hat{\sigma}(0)$. On the other hand, invertibility directly implies semi-invertibility.

Lemma 3.2. Every invertible isotropic function $\hat{\sigma} : \text{Sym}^+(3) \to \text{Sym}(3)$ is semi-invertible.

Proof. The isotropy of $\hat{\sigma}$ implies

$$
\hat{\sigma}^{-1}(Q^T Y Q) = \hat{\sigma}^{-1}(Q^T \hat{\sigma}(B) Q) = \hat{\sigma}^{-1}(\hat{\sigma}(Q^T B Q)) = Q^T B Q = Q^T \hat{\sigma}^{-1}(B) Q = Q^T \hat{\sigma}^{-1}(Y) Q
$$

for all $Q \in \text{O}(3)$ and all $Y = \hat{\sigma}(B) \in \text{Sym}(3)$, i.e. the isotropy of the inverse $\hat{\sigma}^{-1}$. Then due to Proposition 2.12 $\hat{\sigma}^{-1}$ can be written as

$$
\hat{\sigma}^{-1}(Y) = a_0 \mathbb{I} + a_1 Y + a_2 Y^2 \quad \iff \quad B = a_0 \mathbb{I} + a_1 \hat{\sigma}(B) + a_2 \hat{\sigma}(B)^2
$$

for all $Y = \hat{\sigma}(B) \in \text{Sym}(3)$ with coefficients $a_i(I_1(\hat{\sigma}(B)), I_2(\hat{\sigma}(B)), I_3(\hat{\sigma}(B)))$ depending on the matrix invariants of $Y = \hat{\sigma}(B)$. The mappings $B \mapsto a_i$ are isotropic, therefore there exists the representation $a_i = \psi_i(I_1(B), I_2(B), I_3(B))$, yielding a representation of the form (3.2).

The following proposition shows the underlying connection between the concepts discussed in Section 2 and the notion of semi-invertibility.

Proposition 3.3. An isotropic function $\hat{\sigma} : \text{Sym}^+(3) \to \text{Sym}(3)$ is semi-invertible if and only if it is bi-coaxial.

Proof. Let $\hat{\sigma}$ be semi-invertible. Due to the isotropy, $B$ is coaxial to $\hat{\sigma}(B)$ for all $B \in \text{Sym}^+(3)$ according to Lemma 2.9, thus it remains to show that $\hat{\sigma}(B)$ is coaxial to $B$. Let $v \in \mathbb{R}^3$ be an eigenvector of $\hat{\sigma}(B)$ to the eigenvalue $\lambda \in \mathbb{R}$. Then the semi-invertibility of $\hat{\sigma}$ implies

$$
B v = \psi_0 \mathbb{I} v + \psi_1 \hat{\sigma}(B) v + \psi_2 \hat{\sigma}(B)^2 v = \psi_0 v + \psi_1 \lambda v + \psi_2 \lambda^2 v = (\psi_0 + \psi_1 \lambda + \psi_2 \lambda^2) v,
$$

thus $v$ is an eigenvector of $B$ for each eigenvector $v$ of $\hat{\sigma}(B)$, which implies that $\hat{\sigma}$ is bi-coaxial.

Now let $\hat{\sigma}$ be a bi-coaxial mapping. Then in particular, $\hat{\sigma}(B)$ is coaxial to $B$ for every $B \in \text{Sym}^+(3)$. According to Lemma 2.11 there exists a representation

$$
B = a_0 \mathbb{I} + a_1 \hat{\sigma}(B) + a_2 \hat{\sigma}(B)^2 \quad (3.4)
$$

\footnote{Lurie has noted that "The inversion of $B \mapsto \sigma(B)$ can only be solved completely for some especially "fortunate" prescriptions of the dependence of the function $W$ on the invariants" [22, p.224].}

\footnote{If, however, the functions $\psi_i$ are constant, then the mapping $\hat{\sigma}$ is indeed invertible. In particular, this is the case if the functions $\beta_i$ are constant (which is, for example, satisfied for the Cauchy stress response function induced by the Mooney-Rivlin energy function $W = c_1 (I_1 - 3) + c_2 (I_2 - 3)$ in the incompressible framework). For additional remarks on the injectivity of the Cauchy stress response, see [34, 28, 29].}
with \( \alpha_i \in \mathbb{R} \) depending on \( B \). Due to the isotropy of \( \tilde{\sigma} \),
\[
Q^T B Q = Q^T \left[ \alpha_0 \mathbb{1} + \alpha_1 \tilde{\sigma}(B) + \alpha_2 \tilde{\sigma}(B)^2 \right] Q = \alpha_0 \mathbb{1} + \alpha_1 \tilde{\sigma}(Q^T B Q) + \alpha_2 \tilde{\sigma}(Q^T B Q)^2 ,
\]
i.e. the coefficients \( \alpha_i \) are invariant under the transformation \( B \mapsto Q^T B Q \). Thus there exists a representation \( \alpha_i = \psi_i(I_1(B), I_2(B), I_3(B)) \) which, combined with \([34]\), yields the semi-invertibility of \( \tilde{\sigma} \).

### 3.1 Constitutive requirements in nonlinear elasticity

In nonlinear elasticity theory, additional assumptions on the stress-strain relation are commonly known as "constitutive requirements". A number of these requirements are directly connected to the semi-invertibility, i.e. the bi-coaxiality of the Cauchy stress response function.

Corollary 2.7 allows us to employ the following notation here and throughout: For an isotropic function i.e. the bi-coaxiality of the Cauchy stress response function.
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"constitutive requirements". A number of these requirements are directly connected to the semi-invertibility, i.e. the bi-coaxiality of the Cauchy stress response function.

Corollary 2.7 allows us to employ the following notation here and throughout: For an isotropic function \( \tilde{\sigma}: \text{Sym}^+(3) \to \text{Sym}(3) \) and given \( B \in \text{Sym}^+(3) \), the eigenvalues of \( B \) will be denoted by \( \lambda_1^2, \ldots, \lambda_n^2 \), and the corresponding eigenvalues of \( \tilde{\sigma}(B) \) will be denoted by \( \sigma_1, \ldots, \sigma_n \). For a Cauchy stress response function \( \tilde{\sigma} \) depending on the left Cauchy-Green stretch tensor \( B \), the value \( \sigma_i \) represents the principal stress corresponding to the principal stretch \( \lambda_i \).

**Definition 3.4.** An isotropic function \( \tilde{\sigma}: \text{Sym}^+(3) \to \text{Sym}(3) \) satisfies the so-called **Baker-Ericksen inequalities** (BE) \([2]\) if
\[
\lambda_i \geq \lambda_j \quad \Rightarrow \quad \sigma_i \geq \sigma_j \quad \text{for all} \quad i, j \in \{1, \ldots, n\} \quad \text{(BE)}
\]
for all \( B \in \text{Sym}^+(3) \). Furthermore, \( \tilde{\sigma}(B) \) satisfies the so-called **strict Baker-Ericksen inequalities** (BE\(^+\)) if
\[
\lambda_i > \lambda_j \quad \Rightarrow \quad \sigma_i > \sigma_j \quad \text{for all} \quad i, j \in \{1, \ldots, n\} \quad \text{(BE\(^+\))}
\]
for all \( B \in \text{Sym}^+(3) \).

Note that \( \lambda_i = \lambda_j \) implies \( \sigma_i = \sigma_j \) due to Lemma 2.10, thus (BE\(^+\)) implies (BE). Furthermore, the strict Baker-Ericksen inequalities ensure that \( \lambda_i \neq \lambda_j \) implies \( \sigma_i \neq \sigma_j \) and therefore, with Lemma 2.10, condition (BE\(^+\)) implies bi-coaxiality and thus semi-invertibility of the stress-strain relation.

**Proposition 3.5.** Let \( \tilde{\sigma}: \text{Sym}^+(3) \to \text{Sym}(3) \) be an isotropic tensor function which satisfies (BE\(^+\)). Then \( \tilde{\sigma} \) is semi-invertible.

While invertibility and (BE\(^+\)) both ensure the semi-invertibility, they are not immediately related: The function \( \tilde{\sigma}(B) = \mathbb{1} - B \), for example, is invertible but does not satisfy the Baker-Ericksen inequalities, while \( \tilde{\sigma}(B) = \text{dev}_3 B \) is not invertible but satisfies (BE\(^+\)), since
\[
\sigma_i > \sigma_j \quad \iff \quad \lambda_i - \frac{1}{3} (\lambda_1 + \lambda_2 + \lambda_3) > \lambda_j - \frac{1}{3} (\lambda_1 + \lambda_2 + \lambda_3) \quad \iff \quad \lambda_i > \lambda_j
\]
for all \( i, j \in \{1, \ldots, n\} \). An even more restricting requirement ensuring the semi-invertibility is given by Truesdell’s empirical inequalities \([51, 53]\).

**Definition 3.6.** An isotropic function \( \tilde{\sigma}: \text{Sym}^+(3) \to \text{Sym}(3) \) with
\[
\tilde{\sigma}(B) = \beta_0 \mathbb{1} + \beta_1 B + \beta_{-1} B^{-1}
\]
satisfies the **empirical inequalities** or **empirical true stress stretch** (E-TSS) inequalities\(^7\) if
\[
\beta_{-1} \leq 0, \quad \beta_0 \leq 0, \quad \beta_1 > 0 \quad \text{for all} \quad B \in \text{Sym}^+(3).\]

\(^7\)Also called an adscititious inequality by Truesdell \([50]\).
3.2 The weak empirical inequalities

Due to (3.3), the empirical inequalities ensure $\psi_i > 0$ for all $i \in \{1, 2, 3\}$. We will show that the condition $\beta_0 \leq 0$ is not necessary for the bi-coaxiality of the elasticity law and is too strict for most hyperelastic energy functions. Therefore, we introduce in the following the weaker inequalities.

**Definition 3.7.** An isotropic function $\tilde{\sigma} : \text{Sym}^+(3) \to \text{Sym}(3)$ with

$$\tilde{\sigma}(B) = \beta_0 \mathbb{1} + \beta_1 B + \beta_1^{-1}$$

satisfies the **weak empirical true stress stretch** (WE-TSS) or **weak empirical inequalities** if for all $B \in \text{Sym}^+(3) \setminus \mathbb{R}^+ \cdot \mathbb{1}$,

$$\beta_{-1} \leq 0 \quad \text{and} \quad \beta_1 \geq 0 \quad \text{(3.5)}$$

with one of the two inequalities being strict.

Note carefully that the inequalities (3.5) are not required to hold if $B = F F^T$ is a multiple of the identity tensor $\mathbb{1}$, which corresponds to the case $F \in \mathbb{R}^+ \cdot \text{SO}(3)$ of a conformal deformation tensor or, equivalently, three equal principal stretches $\lambda_1 = \lambda_2 = \lambda_3$. Of course, if $\beta_1$ and $\beta_{-1}$ are continuous, than the (non-strict) inequalities are still satisfied in this case.

However, there are multiple reasons to exclude these purely volumetric stretch tensors from the above definition. First, the geometric interpretation given in Remark 3.2 is no longer directly applicable to purely volumetric stretches, thus there is no direct physical motivation in this case. Second, the case of non-simple eigenvalues is often notoriously difficult from a computational point of view (cf. the example of the Hencky energy discussed in Section 4.1), thus by omitting the case $F = \lambda \mathbb{1}$ we can assume one of the inequalities in (3.5) is strict can be stated more formally as “for each $B \in \text{Sym}^+(3) \setminus \mathbb{R}^+ \cdot \mathbb{1}$, there exists $\beta_i \neq 0^\circ$, which is a weaker requirement than “there exists $\beta_i \in \{-1, 1\}$ such that for all $B \in \text{Sym}^+(3) \setminus \mathbb{R}^+ \cdot \mathbb{1}$, $\beta_i \neq 0^\circ$.

Finally, our main motivation for introducing an alternative to the classical empirical inequalities is to provide a weaker condition which is still sufficient to ensure the semi-invertibility of the stress response. The following lemma states that for this purpose, the requirements given in Definition 3.7 are still adequate.

**Lemma 3.8.** Any isotropic function $\tilde{\sigma} : \text{Sym}^+(3) \to \text{Sym}(3)$ which satisfies the weak empirical inequalities (WE-TSS) satisfies the strict Baker-Ericksen inequalities.

**Proof.** Due to the isotropy of $\tilde{\sigma}$, we can assume $B$ (and thus $\tilde{\sigma}(B)$) to be in diagonal form without loss of generality. Then the representation $\tilde{\sigma}(B) = \beta_0 \mathbb{1} + \beta_1 B + \beta_{-1} B^{-1}$ yields

$$\text{diag}(\sigma_1, \sigma_2, \sigma_3) = \beta_0 \mathbb{1} + \beta_1 \text{diag}(\lambda_1^2, \lambda_2^2, \lambda_3^2) + \beta_{-1} \text{diag}(\lambda_1^{-2}, \lambda_2^{-2}, \lambda_3^{-2})^{-1}$$

$$\iff \sigma_k = \beta_0 + \beta_1 \lambda_k + \beta_{-1} \lambda_k^{-1} \quad \text{for all } k \in \{1, 2, 3\}.$$  

Now for arbitrary $i, j \in \{1, 2, 3\}$, if $\lambda_i > \lambda_j$, then the weak empirical inequalities $\beta_{-1} \leq 0$ and $\beta_1 \geq 0$ ensure that $\beta_{-1} \lambda_i^{-2} \geq \beta_{-1} \lambda_j^{-2}$ and $\beta_1 \lambda_i^2 \geq \beta_1 \lambda_j^2$ with one inequality being strict. Thus

$$\sigma_i = \beta_0 + \beta_1 \lambda_i^2 + \beta_{-1} \lambda_i^{-2} > \beta_0 + \beta_1 \lambda_j^2 + \beta_{-1} \lambda_j^{-2} = \sigma_j \quad \text{for all } i, j \in \{1, \cdots, n\}. \quad \blacksquare$$
3.3 Summary

The above results can be summarized as follows (cf. [14, 15]).

**Theorem 3.9.** Let $\hat{\sigma}: \operatorname{Sym}^+(3) \to \operatorname{Sym}(3)$ be an isotropic Cauchy stress response function with

$$\hat{\sigma}(B) = \beta_0 \mathbf{1} + \beta_1 B + \beta_{-1} B^{-1} \quad \text{for all } B \in \operatorname{Sym}^+(3),$$

(3.6)

where $\beta_{-1}$, $\beta_0$, $\beta_1$ are scalar-valued functions depending on the left Cauchy-Green tensor $B$. Let $\lambda_1^2$, $\lambda_2^2$, $\lambda_3^2$ and $\sigma_1$, $\sigma_2$, $\sigma_3$ denote the eigenvalues of $B$ and the corresponding eigenvalues of $\hat{\sigma}(B)$, respectively.

Then the following implications hold:

| Implication | Description |
|-------------|-------------|
| (E-TSS)     | $\hat{\sigma}$ satisfies the empirical inequalities, i.e. $\beta_{-1} \leq 0, \beta_0 \leq 0, \beta_1 > 0$ for all $B$. |
| (WE-TSS)    | $\hat{\sigma}$ satisfies the weak empirical inequalities, i.e. $\beta_{-1} \leq 0, \beta_1 \geq 0$ for all $B \notin \mathbb{R}^+ \cdot \mathbf{1}$, and for each $B$ one of the two inequalities is strict. |
| (BE$^+$)    | $\hat{\sigma}$ satisfies the strict Baker-Ericksen inequalities, i.e. $\lambda_i > \lambda_j \implies \sigma_i > \sigma_j$ for all $i,j \in \{1,2,3\}$. |
| (bi-coax)   | $\hat{\sigma}$ is bi-coaxial, i.e. every eigenvector of $B$ is an eigenvector of $\hat{\sigma}(B)$ and vice versa. |
| (semi)      | $\hat{\sigma}$ is semi-invertible, i.e. there exist real-valued functions $\psi_0, \psi_1, \psi_2$ depending on the matrix invariants of $B$ such that $B = \psi_0 \mathbf{1} + \psi_1 \hat{\sigma}(B) + \psi_2 \hat{\sigma}(B)^2$ for all $B \in \operatorname{Sym}^+(3)$. |
| (invert)    | $\hat{\sigma}$ is invertible, i.e. there exists an inverse function $\hat{\sigma}^{-1}: \operatorname{Sym}(3) \to \operatorname{Sym}^+(3)$ with $B = \hat{\sigma}^{-1}(\hat{\sigma}(B))$ for all $X \in \operatorname{Sym}^+(3)$ and $Y = \hat{\sigma}((\hat{\sigma}^{-1}(Y))$ for all $Y \in \operatorname{Sym}(3)$. |

For typical material models considered in isotropic nonlinear Cauchy elasticity, the particularly important Cauchy stress response function $B = FF^T \mapsto \hat{\sigma}(B)$ is usually not an invertible mapping. However, it is often required to find the stretch or strain induced by a given Cauchy stress $\sigma$ or, if not uniquely determined, to deduce the general form of all $B \in \operatorname{Sym}^+(3)$ with $\hat{\sigma}(B) = \sigma$. This can be considered one of the main purposes behind the notion of semi-invertibility: although it is often difficult to find an explicit representation of the coefficient functions $\beta_i$ (and thus of the functions $\psi_i$) for a given constitutive law of elasticity, the representation given by eq. (3.2) still provides a certain amount of information about $B$ if $\sigma = \hat{\sigma}(B)$ is known [13, 16, 20].

In terms of isotropic nonlinear elasticity, the observation (cf. Corollary 2.6) that $\hat{\sigma}(B)$ and $B$ are bi-coaxial if $\hat{\sigma}(B)$ has only simple eigenvalues (but not in general) can be stated as follows: although each principal axis of (Eulerian) strain must be a principal axis of (Cauchy) stress, the reverse must not hold in general unless the principal stresses are pairwise distinct or additional constraints on the constitutive law are assumed.
to hold. Among the constitutive requirements which ensure this bi-coaxiality of stress and strain, i.e. the semi-invertibility of $\hat{\sigma}$, are the (weak) empirical inequalities, although the (weaker) strict Baker-Ericksen inequalities are sufficient as well.

Unfortunately, the condition of semi-invertibility is difficult to verify directly for a given isotropic function. Therefore, if this property is required to obtain particular results, it is common to assume a (stronger) requirement for the constitutive law to hold which implies semi-invertibility. This has led many authors to restrict their considerations to constitutive laws which satisfy Truesdell’s empirical inequalities, thereby excluding a large number of elastic models which are widely used in applications throughout different fields of research. However, in many cases encountered in the literature [13, 6, 26], the proof of a result relies only on the semi-invertibility (i.e. the bi-coaxiality) of the Cauchy stress response, not on any further properties obtained from the empirical inequalities, and could therefore be formulated in a much more general way (for example, under the condition of the bi-coaxiality of the Cauchy stress response, the strict Baker-Ericksen inequalities or the weak empirical inequalities introduced here).

### 4 Hyperelasticity

The basic assumption of the hyperelastic framework is that the elastic stress response is induced by an energy potential $W$, i.e. that there exists a function $W : \text{GL}^+(3) \rightarrow \mathbb{R}$ such that the Cauchy stress $\sigma(F)$ corresponding to a deformation gradient $F \in \text{GL}^+(3)$ is given by $\sigma(F) = \frac{1}{\det F} DW(F) F^T$.

In the isotropic case (i.e. in the case that $B$ is coaxial to $\hat{\sigma}(B)$, see [57]), the energy potential can be expressed as $W(F) = W(I_1, I_2, I_3)$ in terms of the principal invariants of $B = FF^T$. This representation allows for a direct computation of the coefficients $\beta_i$ [27]:

$$
\beta_0 = \frac{2}{\sqrt{I_3}} \left( I_2 \frac{\partial W}{\partial I_2} + I_3 \frac{\partial W}{\partial I_3} \right), \quad \beta_1 = \frac{2}{\sqrt{I_3}} \frac{\partial W}{\partial I_3}, \quad \beta_{-1} = -2\sqrt{I_3} \frac{\partial W}{\partial I_2}.
$$

(4.1)

Since the invariants $I_1, I_2, I_3$ are positive for any $B \in \text{Sym}^+(3)$, the weak empirical inequalities take a particularly simple form in this case.

**Proposition 4.1.** Let the Cauchy stress response function $\hat{\sigma}$ be induced by the isotropic energy potential $W : \text{GL}^+(3) \rightarrow \mathbb{R}$. Then the weak empirical inequalities (WE-TSS) are satisfied if and only if for every $B \in \text{Sym}^+(3) \setminus \mathbb{R}^+ \cdot 1$,

$$
\frac{\partial W}{\partial I_1}(I_1, I_2, I_3) \geq 0 \quad \text{and} \quad \frac{\partial W}{\partial I_2}(I_1, I_2, I_3) \geq 0
$$

(4.2)

with one inequality being strict.

The additional condition $\beta_0 \leq 0$ of the empirical inequalities (E-TSS) is equivalent to

$$
0 \geq \frac{2}{\sqrt{I_3}} \left( I_2 \frac{\partial W}{\partial I_2} + I_3 \frac{\partial W}{\partial I_3} \right) \iff \frac{\partial W}{\partial I_2} \geq_0 \frac{I_3}{I_2} \frac{\partial W}{\partial I_3}.
$$

(4.3)

Therefore, (E-TSS) implies $\frac{\partial W}{\partial I_3} < 0$ or $\frac{\partial W}{\partial I_3} = 0$, the latter being satisfied if the energy function is independent of $I_3$.

---

9In a recent contribution [45], this consequence of the distinctness of principal stresses is further discussed and utilized to verify and generalize a statement by Destrade et al. [13] on the deformations corresponding to simple shear Cauchy stresses. Similar work can be found in an early paper by Moon and Truesdell [30] as well as in a more recent article by Mihai and Goriely [25].
Remark 4.2. Unlike (4.3), the inequalities (4.2) are accessible to an intuitive geometric interpretation (see Figure 2): For a deformation gradient $F \in \text{GL}^+(3)$, let

$$l(F) = \sqrt{\frac{1}{|S^2|} \int_{\xi \in S^2} \| F\xi \|^2 \, dS^2}$$

(4.4)

denote the (Euclidean) average length of unit vectors deformed by $F$, where $S^2 \subset \mathbb{R}^3$ is the unit sphere. Then

$$l(F)^2 = \frac{1}{|S^2|} \int_{\xi \in S^2} (B\xi, \xi) \, dS^2 = \frac{1}{3} \text{tr}(B) = \frac{1}{3} I_1.$$  

(4.5)

Observe that

$$l(F)^2 = \frac{1}{3} \text{tr}(B) = \frac{1}{3} (\lambda_1^2 + \lambda_2^2 + \lambda_3^2) \geq (\lambda_1^2 \lambda_2^2 \lambda_3^2)^{\frac{1}{3}} = \text{det}(F)^{2/3}$$

due to the inequality of arithmetic and geometric means, where $\lambda_1, \lambda_2, \lambda_3$ are the singular values of $F$, and that equality holds if and only if $\lambda_1 = \lambda_2 = \lambda_3$ or, equivalently, $B = \text{det}(F)^{2/3} \cdot \mathbb{1}$. Thus, for all $d > 0$,

$$\min_{F \in \text{GL}^+(3)} \text{det } F = d \quad l(F) = l(d^{1/3} \cdot Q)$$

(4.6)

for any proper rotation $Q \in \text{SO}(3)$.

Under the constraint of a fixed determinant $\text{det } F = d$, it is physically reasonable to assume that a purely volumetric deformation (i.e. a conformal mapping of the form $d^{1/3} \cdot Q$ with $Q \in \text{SO}(3)$) is energetically optimal since it involves no isochoric deformation (pure shape change) of the body in addition to the prescribed change of volume.

If the average deformed length $l(F)$ is considered to be a characteristic quantity of a deformation $F$, it is therefore plausible to assume that it is energetically preferable for $l(F)$ to remain close to $l(d^{1/3} \cdot Q)$ under the constraint $\text{det } F = d$.

According to (4.6), this implies that a smaller value of $l(F)$ should correspond to a lower elastic energy. Since, due to (4.5), the average length $l(F)$ increases monotonically with $I_1$, these considerations can be expressed by the requirement $\frac{\partial W}{\partial I_1} \geq 0$; note that taking the partial derivative only with respect to the first invariant presupposes that the determinant $\text{det } F$ remains fixed.

Similarly, the inequality $\frac{\partial W}{\partial I_2} \geq 0$ can be motivated by observing that

$$\frac{1}{3} I_2 = \frac{1}{3} \text{tr}(\text{Cof } B) = \frac{1}{|S^2|} \int_{\xi \in S^2} \| (\text{Cof } F)\xi \|^2 \, dS$$

measures the average area of unit area plane sections deformed by $F$.

Note carefully that this interpretation cannot be strictly applied to the special case $B \in \mathbb{R}^+ \cdot \mathbb{1}$ representing the “energetically ideal” boundary case, which corresponds to a purely volumetric (conformal) deformation $F \in \mathbb{R}^+ \cdot \text{SO}(3)$ and is excluded from the requirements in Definition 3.7 since $l$ reaches its minimum (for fixed determinant) at these deformations.

The condition (4.3) which distinguishes the weak empirical inequalities from the classical ones, in addition to being redundant for many applications, also cannot be satisfied for certain (physically reasonable) classes of energy potentials. Consider the purely volumetric homogeneous deformation $\varphi(x) = \sqrt[3]{\lambda} x$ with $\lambda \geq 1$. Of course, it is a reasonable assumption that the energy function $W(F)$ should be monotone with respect to $\lambda$, i.e. $\frac{dW}{d\lambda} > 0$. For $F = \nabla \varphi = \sqrt[3]{\lambda} 1$, the principal invariants of $B = FF^T$ are given by

$$I_1 = \text{tr}(B) = 3\lambda, \quad I_2 = \text{tr}(\text{Cof } B) = 3\lambda^2, \quad I_3 = \text{det}(B) = \lambda^3.$$  

(4.7)
Figure 2: The change in length and area induced by the deformation gradient $F$ are given by $\|Fa\|$ and $\|(\text{Cof } F)n\|$, respectively, where $n$ is a unit normal to the deformed plane.

Expressing the energy $W$ by

$$W(I_1, I_2, I_3) = \tilde{W}(J_1, J_2, J_3) = \tilde{W}(I_1 I_3^{-\frac{1}{3}}, I_2 I_3^{-\frac{2}{3}}, I_3),$$

the condition $\frac{dW}{d\lambda} > 0$ can be stated as

$$0 < \frac{dW}{d\lambda} W(3, 3 \lambda^2, \lambda^3) = \frac{dW}{d\lambda} \tilde{W}(3, 3, \lambda^3) = \frac{\partial \tilde{W}}{\partial J_3} 3 \lambda^2 > 0 \quad \text{for all } \lambda > 1.$$

Truesdell’s condition (4.3) on $\beta_0$ implies

$$0 \geq \frac{\partial W}{\partial J_3} \tilde{W}(I_1 I_3^{-\frac{1}{3}}, I_2 I_3^{-\frac{2}{3}}, I_3) = -\frac{1}{3} \frac{\partial \tilde{W}}{\partial J_1} I_3^{-\frac{4}{3}} - \frac{2}{3} \frac{\partial \tilde{W}}{\partial J_2} I_3^{-\frac{5}{3}} + \frac{\partial \tilde{W}}{\partial J_3}.$$

For the above volumetric deformation, in particular, (4.3) implies

$$J_3 \frac{\partial \tilde{W}}{\partial J_3} \leq \frac{\partial \tilde{W}}{\partial J_1} \tilde{W}(3, 3) + 2 \frac{\partial \tilde{W}}{\partial J_2} \tilde{W}(3, 3) \quad \text{for all } \lambda > 1 \quad \text{with } J_1 = J_2 = 3, \quad J_3 = \lambda^3. \quad (4.8)$$

However, most elastic energy functions commonly considered in applications do not satisfy this condition. For example, consider the class of energy functions with an additive isochoric-volumetric split, i.e. an energy $W$ the form

$$W(I_1, I_2, I_3) = W_{\text{iso}}(I_1 I_3^{-\frac{1}{3}}, I_2 I_3^{-\frac{2}{3}}, I_3) + f(I_3)$$

with a scalar-valued function $f : \mathbb{R}^+ \to \mathbb{R}$ that satisfies $f'(1) = 0$ to ensure a stress-free reference configuration. Then (4.8) would imply

$$\lambda^3 f'(\lambda^3) \leq \frac{\partial}{\partial J_1} W_{\text{iso}}(3, 3) + 2 \frac{\partial}{\partial J_2} W_{\text{iso}}(3, 3) = \text{const.} \quad \text{for all } \lambda > 1,$$

which, in turn, implies that $f'$ and hence the hydrostatic pressure $\text{tr } \sigma$ is bounded above for large volumetric strains. Condition (4.3) thereby excludes isochoric-volumetrically split energy functions which exhibit physically plausible behavior.
4.1 The quadratic Hencky energy

As an example for the advantages offered by the weak empirical inequalities compared to Truesdell’s (full) empirical inequalities, we consider the classical quadratic-logarithmic Hencky energy \( W_H : \text{GL}^+(3) \to \mathbb{R} \) with \[ W_H(F) = \mu \| \text{dev}_3 \log U \|^2 + \frac{\kappa}{2} (\text{tr}(\log U))^2 = \mu \| \log U \|^2 + \frac{\Lambda}{2} (\text{tr}(\log U))^2, \] where \( U = \sqrt{F^T F} \) denotes the right Biot stretch tensor, \( \text{dev}_3 X = X - \frac{1}{3} \text{tr}(X) I \) is the deviatoric part of \( X \in \mathbb{R}^{3 \times 3} \), \( \mu > 0 \) is the shear modulus, \( \kappa > 0 \) is the bulk modulus and \( \Lambda \) is the first Lamé parameter with \( 3\Lambda + 2\mu \geq 0 \). While it is well known that the Cauchy stress response induced by \( W_H \) does not satisfy (E-TSS), we will show here that it does fulfill (WE-TSS). Our proof is based on the so-called sum of squared logarithms inequality (SSLI) \[10, 20\].

**Proposition 4.3.** Let \( a_1, a_2, a_3, b_1, b_2, b_3 \in \mathbb{R}^+ \) such that

\[
a_1 + a_2 + a_3 \leq b_1 + b_2 + b_3, \quad a_1 a_2 + a_1 a_3 + a_2 a_3 \leq b_1 b_2 + b_1 b_3 + b_2 b_3, \quad a_1 a_2 a_3 = b_1 b_2 b_3. \tag{4.10}
\]

Then

\[
(\log a_1)^2 + (\log a_2)^2 + (\log a_3)^2 \leq (\log b_1)^2 + (\log b_2)^2 + (\log b_3)^2,
\]

and strict inequality holds if \((a_1, a_2, a_3) \neq (b_1, b_2, b_3)\).

With \( a_i \) and \( b_i \) as the eigenvalues of two symmetric matrices \( X, \tilde{X} \in \text{Sym}^+(3) \), the SSLI can be stated in terms of the matrix invariants as

\[
\begin{align*}
I_1(X) &\leq I_1(\tilde{X}), \\
I_2(X) &\leq I_2(\tilde{X}), \\
I_3(X) &\leq I_3(\tilde{X})
\end{align*}
\]

\( \implies \| \log X \|^2 \leq \| \log \tilde{X} \|^2. \tag{4.12}
\]

The SSLI thereby can be interpreted as the monotonicity of the logarithmic strain measure \( X \mapsto \| \log X \|^2 \) with respect to the first two matrix invariants, which in turn is directly related to the weak empirical inequalities.

**Theorem 4.4.** The Cauchy stress response induced by the energy function \( W : \text{GL}^+(3) \to \mathbb{R} \) with

\[
W(F) = \| \log U \|^2 \quad \text{for all } F \in \text{GL}^+(3), \tag{4.13}
\]

where \( U = \sqrt{F^T F} \text{Sym}^+(3) \) denotes the right Biot stretch tensor, satisfies the weak empirical inequalities.

**Proof.** Let \( \lambda_1, \lambda_2, \lambda_3 \in \mathbb{R}^+ \) denote the singular values of the deformation gradient \( F \).

The SSLI ensures the monotonicity of \( \| \log B \|^2 \) with respect to the matrix invariants \( I_1(B) \) and \( I_2(B) \) or, equivalently, the monotonicity of \( \| \log U \|^2 \) due to the equality

\[
\| \log B \|^2 = \sum_{i=1}^3 \left[ \log (\lambda_i^2) \right]^2 = \sum_{i=1}^3 \left[ 2 \log(\lambda_i) \right]^2 = 4 \sum_{i=1}^3 \left[ \log(\lambda_i) \right]^2 = 4 \| \log U \|^2.
\]

Therefore\[10\]

\[
\frac{\partial W}{\partial I_1}(I_1, I_2, I_3) \geq 0 \quad \text{and} \quad \frac{\partial W}{\partial I_2}(I_1, I_2, I_3) \geq 0. \tag{4.14}
\]

Note that, since the invariant representation of the quadratic Hencky energy is not easily accessible, it would be difficult to obtain the same result based on a direct calculation of the derivatives.
It remains to show that one of the above inequalities (4.14) is strict. The SSLI implies strictness of both inequalities in the case of distinct eigenvalues, so without loss of generality, let \( \lambda_1 = \lambda_2 := a \) and \( \lambda_3 := b \) with \( a \neq b \) and assume that
\[
\frac{\partial W}{\partial I_1}(I_1, I_2, I_3) = \frac{\partial W}{\partial I_2}(I_1, I_2, I_3) = 0.
\]
Then for
\[
B: \mathbb{R} \to \text{Sym}^+(3), \quad B(t) = \text{diag} \left( a(1 + t), a, \frac{b}{1 + t} \right)
\]
and \( U(t) = \sqrt{B(t)} \), we find
\[
I_1(B(t)) = a(1 + t) + a + \frac{b}{1 + t}, \quad I_2(B(t)) = a^2(1 + t) + ab \frac{2 + t}{1 + t}, \quad I_3(B(t)) = a^2b
\]
as well as
\[
W(U(t)) = \frac{1}{4} \log B(t) = \frac{1}{4} \left( \log(a(1 + t))^2 + (\log a)^2 + \log \left( \frac{b}{1 + t} \right)^2 \right)
\]
\[
= \frac{1}{4} \left( (\log a + \log(1 + t))^2 + (\log a)^2 + (\log b - \log(1 + t))^2 \right)
\]
\[
= \frac{1}{2} (\log a)^2 + \frac{1}{4} (\log b)^2 + \frac{1}{2} (\log a - \log b) \log(1 + t) + \frac{1}{2} (\log(1 + t))^2,
\]
\[
\frac{d}{dt} W(B(t)) = \frac{1}{2} (\log a - \log b) \frac{1}{1 + t} + \log(1 + t) - \frac{1}{1 + t}.
\]
But then, since \( \frac{d}{dt} I_3(B(t)) = 0 \),
\[
0 \neq \frac{1}{2} (\log a - \log b) = \frac{d}{dt} W(U(t)) \bigg|_{t=0} = \frac{\partial W}{\partial I_1}(B(0)) \cdot (a - b) + \frac{\partial W}{\partial I_2}(B(0)) \cdot (a^2 - ab),
\]
contradicting (4.15).

The results of Theorem 4.4 can be extended to more general classes of hyperelastic stress responses. First, we consider energy functions in terms of the classical logarithmic strain \( \frac{\|\log U\|}{1} \), which exhibit a number of interesting properties \[34\].

**Corollary 4.5.** Let \( f: \mathbb{R}_+ \to \mathbb{R} \) be differentiable with \( f' > 0 \). Then the Cauchy stress response induced by the energy function
\[
W: \text{GL}^+(3) \to \mathbb{R}, \quad W(U) = f(\|\log U\|),
\]
where \( U = \sqrt{FF^T} \in \text{Sym}^+(3) \) denotes the right Biot stretch tensor, satisfies the weak empirical inequalities.

**Proof.** For \( k \in \{1, 2\} \) and \( U \in \text{Sym}^+(3) \setminus \mathbb{R} \cdot 1 \),
\[
\frac{d}{dI_k} f(\|U\|) = \frac{d}{dI_k} f \left( \frac{1}{4} \|B\| \right) = \frac{1}{4} f' \left( \frac{1}{4} \|B\| \right) \cdot \frac{d}{dI_k} \|B\| \geq 0,
\]
where equality cannot hold for both \( k = 1 \) and \( k = 2 \) as shown in the proof of Theorem 4.4.

Theorem 4.4 can be further generalized to so-called Hencky-type energy functions of the form
\[
W(F) = W(\|\text{dev}_3 \log U\|, \|\text{tr} \log U\|).
\]
Theorem 4.6. Let \( W : \text{GL}^+(3) \rightarrow \mathbb{R} \) be an elastic energy function of the form \([4.17]\) with positive partial derivative with respect to \( \|\text{dev}_3 \log U\|^2 \), i.e.

\[
\frac{\partial W}{\partial x_1}(\|\text{dev}_3 \log U\|^2, |\text{tr} \log U|^2) > 0 \quad \text{for all } U \in \text{Sym}^+(3) \tag{4.18}
\]

Then the Cauchy stress response induced by \( W \) satisfies the weak empirical inequalities.

Proof. Recall that \( \|\log U\| = \frac{1}{2} \|\log B\| \) and \( \|\log B\|^2 = \|\text{dev}_n \log B\|^2 + \frac{1}{n} |\text{tr} \log B|^2 \). We compute

\[
\frac{dW}{dI_k}(\|\text{dev}_3 \log U\|^2, |\text{tr} \log U|^2) = \frac{\partial W}{\partial x_1}(\|\text{dev}_3 \log U\|^2, |\text{tr} \log U|^2) \cdot \frac{d}{dI_k} \|\text{dev}_3 \log U\|^2
\]

\[
+ \frac{\partial W}{\partial x_2}(\|\text{dev}_3 \log U\|^2, |\text{tr} \log U|^2) \cdot \frac{d}{dI_k} |\text{tr} \log U|^2
\]

\[
= \frac{1}{4} \frac{\partial W}{\partial x_1}(\|\text{dev}_3 \log U\|^2, |\text{tr} \log U|^2) \cdot \frac{d}{dI_k} (\|\log B\|^2 - \frac{1}{3} |\text{tr} \log B|^2)
\]

\[
+ \frac{1}{4} \frac{\partial W}{\partial x_2}(\|\text{dev}_3 \log U\|^2, |\text{tr} \log U|^2) \cdot \frac{d}{dI_k} |\text{tr} \log B|^2
\]

\[
= \frac{1}{4} \cdot \frac{\partial W}{\partial x_1}(\|\text{dev}_3 \log U\|^2, |\text{tr} \log U|^2) \cdot \frac{d}{dI_k} |\text{tr} \log B|^2
\]

\[
+ \frac{1}{4} \left( -\frac{1}{3} \frac{\partial W}{\partial x_1} + \frac{\partial W}{\partial x_2} \right) (\|\text{dev}_3 \log U\|^2, |\text{tr} \log U|^2) \cdot \frac{d}{dI_k} |\text{tr} \log B|^2.
\]

For \( k \in \{1, 2\} \), we find \( \frac{d}{dI_k} |\text{tr} \log B|^2 = \frac{d}{dI_k} |\log I_3|^2 = 0 \). Therefore,

\[
\frac{dW}{dI_k}(U) = \underbrace{\frac{\partial W}{\partial x_1}(\|\text{dev}_3 \log U\|^2, |\text{tr} \log U|^2) \cdot \frac{d}{dI_k} |\log B|^2}_{> 0} \geq 0 \quad \text{for } k \in \{1, 2\};
\]

as in the proof of Theorem 4.4, the SSLI shows that \( \frac{d}{dI_k} |\log B|^2 \geq 0 \) for \( k \in \{1, 2\} \) with at least one of the two inequalities being strict, which concludes the proof.

The most well-known example of Hencky-type energy functions is the classical quadratic Hencky energy \([16, 17, 33, 32]\) \( W_H : \text{GL}^+(3) \rightarrow \mathbb{R} \) with

\[
W_H(F) = \mu \|\text{dev}_3 \log U\|^2 + \frac{\kappa}{2} (\text{tr} \log U)^2 = \mu \|\log U\|^2 + \frac{\Lambda}{2} (\text{tr} \log U)^2, \tag{4.19}
\]

where \( U = \sqrt{F^T F} \). However, a number of alternative energy potentials based on logarithmic strain measures have been suggested as a model for large elastic deformations, including the recently introduced exponential Hencky energy \([34, 35, 31]\) \( W_H : \text{GL}^+(3) \rightarrow \mathbb{R} \) with

\[
W_{\text{eH}}(F) = \frac{\mu}{k} e^k \|\text{dev}_3 \log U\|^2 + \frac{\kappa}{2k} e^{\hat{k} |\text{tr} \log U|^2}, \quad \mu, k, \kappa, \hat{k} \in \mathbb{R}_+.
\tag{4.20}
\]

Due to Theorem 4.6, the elastic laws induced by both \( W_H \) and \( W_{\text{eH}} \) satisfy the weak empirical inequalities and are therefore semi-invertible. Unlike \( W_H \), however, it can be shown that \( W_{\text{eH}} \) even induces an invertible (in the classical sense) Cauchy stress response \([34]\).

For additional examples of hyperelastic energy functions which satisfy (WE-TSS) but not (E-TSS), see \([46, p.138]\).
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However, this statement, interpreted literally, is not true in general: While Marzano indeed shows that the implication $\lambda_1 > \lambda_j \implies \sigma_1 > \sigma_j$ holds if $\lambda_1 = 1 + \alpha$ and $\lambda_2 = \lambda_3 = 0$, he does not establish the Baker-Ericksen inequalities “globally”, i.e. for all $\lambda_1, \lambda_2, \lambda_3 \in \mathbb{R}^+$. As a counterexample, consider the mapping

$$V \mapsto \sigma(V) = (1 - h(\lambda_1, \lambda_2, \lambda_3))V - 1$$

with the symmetric function $h: \mathbb{R}^3_+ \to \mathbb{R}$ depending on the eigenvalues of $V$ with

$$h(\lambda_1, \lambda_2, \lambda_3) = (\lambda_1 - \lambda_2)^2(\lambda_1 - \lambda_3)^2(\lambda_2 - \lambda_3)^2,$$

which is zero if and only if two eigenvalues are equal. Then

$$\sigma(V) = \begin{pmatrix} s & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \iff \begin{cases} (1 - h(\lambda_1, \lambda_2, \lambda_3)) \lambda_1 - 1 = s, \\ (1 - h(\lambda_1, \lambda_2, \lambda_3)) \lambda_2 - 1 = 0, \\ (1 - h(\lambda_1, \lambda_2, \lambda_3)) \lambda_3 - 1 = 0, \end{cases}$$

which implies that $\lambda_2 = \lambda_3$ and thus $h(\lambda_1, \lambda_2, \lambda_3) = 0$, i.e. $\lambda_1 = 1 + s$, $\lambda_2 = \lambda_3 = 1$ and hence $V = \text{diag}(1 + s, 1, 1)$. Therefore, uniaxial tension can only be induced by a simple stretch. However, $\sigma$ does not satisfy the Baker-Ericksen inequalities; for example, if $V = \text{diag}(3, 2, 1)$, then $h(3, 2, 1) = 2$ and thus $\sigma(\text{diag}(3, 2, 1)) = -\text{diag}(3, 2, 1) - 1 = \text{diag}(-4, -3, -2)$. In this case, $\lambda_1 = 3 > \lambda_2 = 2$ and $\sigma_1 = -4 < \sigma_2 = -3$, contradicting (BE).