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Abstract

In this paper, we research the new topic of object effects recommendation in micro-video platforms, which is a challenging but important task for many practical applications such as advertisement insertion. To avoid the problem of introducing background bias caused by directly learning video content from image frames, we propose to utilize the meaningful body language hidden in 3D human pose for recommendation. To this end, in this work, a novel human pose driven object effects recommendation network termed PoseRec is introduced. PoseRec leverages the advantages of 3D human pose detection and learns information from multi-frame 3D human pose for video-item registration, resulting in high quality object effects recommendation performance. Moreover, to solve the inherent ambiguity and sparsity issues that exist in object effects recommendation, we further propose a novel item-aware implicit prototype learning module and a novel pose-aware transductive hard-negative mining module to better learn pose-item relationships. What’s more, to benchmark methods for the new research topic, we build a new dataset for object effects recommendation named Pose-OBE. Extensive experiments on Pose-OBE demonstrate that our method can achieve superior performance than strong baselines.

Instruction

Personalized recommendation, an important solution to information overload, has attracted numerous attention in both academia and industry. Given both user information and item information, personalized recommendation tends to mine user preferences by examining the relationship between users and items, hence providing persuasive recommendation results. In the past decades, personalized recommendation has been leveraged to benefiting many practical applications, e.g., news spreading (Wu et al. 2021, 2022), goods selling (Zheng, Li, and Liao 2021, 2022), etc., producing great economical values. Most of the above applications are products of the traditional business model. Recently, with the increasing popularity of micro-video platforms, such as Tiktok and Kwai, applying personalized recommendation to micro-videos and live streaming becomes popular, bringing new business models and recommendation paradigms.

In the field of micro-video platforms, most of existing micro-videos and live streaming recommendation methods focus on recommending micro-videos/live streaming to users (Cai et al. 2022, Cao et al. 2020, Zhang et al. 2022, Lin et al. 2021, Liu et al. 2020) according to their preferences. For example, methods like Liu et al. (Liu et al. 2019) propose a user-video co-attention network for the micro-video recommendation, which utilizes the attention mechanism to mine the relationship between users’ preferences and videos. Wei et al. (Wei et al. 2019) propose a multi-modal graph convolution to better leverage the multi-modal content information hidden images, audio, and text respectively. Yi et al. (Yi et al. 2021) propose a cross-modal variational auto-encoder for content-based micro-video background music recommendation. This kind of recommendation has achieved excellent performance and has significantly benefited the research community and many industrial companies. Nevertheless, we find another kind of recommendation, termed object effects recommendation, though equally important, attracts little research interest.

In this paper, we research the very important but new topic of object effects recommendation for micro-videos. Given a video and a dataset of corresponding items, the topic aims at scoring and ranking these items so that the system can recommend items that are most relevant to the video content to the user. The items would be regarded as object effects and then be intelligently added into the micro-video to improve its quality, with the help of video edition technologies. This setting is very useful and widely applicable. For example, on the one hand, we can use the recommendation algorithm to add advertisements according to the video content. On the other hand, one can use the recommendation result to post-processing a micro-video.

To achieve the object effects recommendation goal, a very important aspect is how to extract video content. A straight-forward idea is to use a deep learning model to learn image/video-level features to represent the expected scene content. However, we find that since most micro-videos are human-centered, directly learning deep features from videos would introduce bias. More specifically, on the one hand, we hope to extract features that can best describe human behavior and action in the micro-video; on the other hand, the deep network tends to learn information about the background scenes. This would degrade the recommendation
performance. Compared to learning video content directly, we observe that body languages hidden in human poses are very useful information that has long been neglected in recommendation. To this end, we propose a novel Human Pose Driven object Effects Recommendation Network named PoseRec, which greatly leverages human poses for object effects recommendation in micro-videos. In our work, 3D human pose trajectories are extracted from videos and used to learn high level video contents. These contents represent the user preference well for recommendation by abstracting sequential body language. For example, as shown in Fig 1 (a), once we extract a pose that a human was waving, the recommendation system would guess that the human in the video is playing tennis and the video is highly related to tennis, hence it would rank tennis balls and tennis shoes with higher scores for recommendation.

Though utilizing 3D human pose for object effects recommendation is interesting and superior to directly use video features. The topic arises new challenges. Specifically, there are two serious issues: inherent ambiguity and sparsity exist in pose-item registration. The former issue means that there is a multiplicity of solutions between a pose and a large number of fine-grained items. The latter issue means that since there are too many items, it is very hard to distinguish positive items and negative items, especially when hard negative samples are needed during network training. To solve the two issues, we further propose two novel modules named item-aware implicit prototype learning module and pose-aware transductive hard-negative mining module, respectively. The first module solves the ambiguity problem by implicitly clustering different items into prototypes, while the second module solves the sparsity problem by utilizing the pose-to-pose mapping to transductively sampling hard-negative samples during network training.

To the best of our knowledge, we are the first to research object effects recommendation in the micro-video platform. To benchmark object effects recommendation methods, we build a novel dataset named Pose-OBE, consisting of 212 micro-videos. Each video is annotated with object effects that are most suitable for the scenario, by a micro-video operation specialist. Each item (object effect) is tagged with a 9-dimensional description including name, usage, shape, color, et al. We conduct extensive experiments on Pose-OBE and compare our method with several strong baselines. Experimental results show that our method significantly outperforms baseline methods and can produce convincing recommendation results.

Our contribution can be summarized as: 1) We are the first to research object effects recommendation in micro-video platforms. A novel method named PoseRec is proposed to leverage body language hidden in 3D human poses for recommendation. 2) Two novel modules named item-aware implicit prototype learning module and pose-aware transductive hard-negative mining module are proposed to solve the inherent ambiguity and sparsity issues in human pose driven object effects recommendation. 3) A new object effects recommendation benchmark dataset named Pose-OBE is presented, along with extensive experiments on this dataset to demonstrate the superiority of PoseRec.

**Related work**

**Human pose estimation** Human pose estimation has attracted a lot of research interests in recent years (Yi, Zhou, and Xu [2021], Benzine et al. [2021], Xu and Takano [2021], Li et al. [2021], Gong, Zhang, and Feng [2021], Yuan et al. [2021]).

In general, existing human pose estimation methods can be divided into two categories: bottom-up methods (Cao et al. [2017], Kocabas, Karagoz, and Akbas [2018], Kreiss, Bertoni, and Alahi [2019], Li et al. [2019a], Liu et al. [2021a], and top-down methods (Fang et al. [2017], Xiao, Wu, and Wei [2018], Wei et al. [2016], Sun et al. [2019], Moon, Chang, and Lee [2019], Benzine et al. [2021]).

Human pose estimation works have been deployed into many applications such as digital human driven. However, to the best of our knowledge, few works attempt to utilize the 3D human pose estimated from images/videos for recommendation. In this paper, we research the topic of leveraging 3D human pose for object effects recommendation in micro-videos, benefiting from the fact that body languages are representative of describing a micro-video’s core content.

**Micro-video recommendation & video product recommendation** With the wide spread of micro-videos and their increasing popularity, micro-video recommendation and video product recommendation have attracted numerous attention (Wei et al. [2019], Liu et al. [2021], Cao et al. [2020], Jiang et al. [2020], Bouchacourt, Tomioka, and Nowozin [2018], Liu et al. [2020], Lu et al. [2021], Zhu et al. [2019], Jin, Xu, and He [2019], Li et al. [2019b], Chen et al. [2019]).
Given a micro-video and a dataset of items (candidates of object effects), our goal is to score and rank these items according to the content of the micro-video, hence recommending the most suitable items that should be added to the micro-video referring to the ranking result. During training, suppose we have a set of videos and items, denoted by \( V \) and \( I \), respectively, where \( v \in V \) denotes a video and \( i \in I \) denotes an item. The numbers of videos and items are denoted as \( |V| \) and \( |I| \), respectively. An item has \( F \) factors, denoted by \( i = [f_{i,1}, f_{i,2}, \cdots, f_{i,F}] \). Factor \( f_{i,F} \) is described by natural language, embedded by pre-trained model BERT (Devlin et al. 2019), denoted by \( f_{i,F} \in \mathbb{R}^{768} \). A deep network should be trained to learn how to extract features from micro-videos and items respectively and map these features into a shared feature space. Then, during inference, given a video and candidate items, an algorithm should be designed to utilize the output of the trained network to rank items, and finally output a list of recommended items \( \{i_1, i_2, \cdots, i_n\} \), where \( i_n \in I \). Note the task only requires us to consider the situation when the video is human-centered.

**Overview**

To achieve our object effects recommendation goal, we propose PoseRec, a novel human pose driven object effects recommendation network. A straight-forward idea to solve the problem is to learn high-level video-level feature vectors and item-level feature vectors from videos and item factors directly. Then, the recommendation ranking can be obtained by computing the similarities between the video vector and different item vectors. However, we find that directly learning from videos introduces bias, which would significantly limit the recommendation performance. For instance, suppose a girl is dancing and we hope to recommend some effects according to the dance style. If we use an auto-encoder to directly encode the video into a feature vector, it is more likely that the vector would store more information about the backgrounds scene rather than the dance style or body language. Nevertheless, one can dance with the same style in different places with different background. To this end, contradictions arise. To solve the issue, we propose to learn the video content from 3D human poses instead of from the whole video. The intuition behind this design choice is that we believe the body language expressed by the 3D human poses is the core content of the human-centered video, which

**Method**

**Problem statement**

Given a micro-video and a dataset of items (candidates of object effects), our goal is to score and rank these items according to the content of the micro-video, hence recommending the most suitable items that should be added to the micro-video referring to the ranking result. During training,

**Disentangled representation learning in recommendation systems**

In our work, the very important item-aware implicit prototype learning module is inspired from disentangled representation learning (Higgins et al. 2017; Bouchacourt, Tomioka, and Nowozin 2018; Yang et al. 2021), which is recently popular in recommendation systems and has been widely used from different perspectives. Specifically, there are three main types of disentangled representation learning in recommendation systems: user intention disentanglement (Ma et al. 2019, 2020), information intersection disentanglement (Zhang et al. 2020), and specific task disentanglement (Zheng et al. 2021; Wang et al. 2022). Our method is most similar to the user intention disentanglement methods. However, in contrast to previous methods that rely on unsupervised decoupling (Locatello et al. 2019), we introduce supervised signals for better disentanglement in our work. To our knowledge, we are the first to adopt disentangled representation learning for object effects recommendation in micro-videos.
can provide strong cues of user preference. Fig. 2 illustrates the holistic design of PoseRec. Our proposed framework is composed of a video side and an item side.

On the video side, we first estimate the human poses of the actor from the micro-video. Suppose the video has \( T \) frames. We extract the \( T \) frame poses of the actor, denoted by \( v = \{ p_{v,1}, p_{v,2}, \ldots, p_{v,T} \} \). Each frame of pose is described by 33 landmarks, and each landmark consists of the 3D joint coordinates \((x, y, z)\) and the visibility, denoted by \( p_{v,T} \in \mathbb{R}^{33 \times 4} \). We adopt BlazePose (Bazarevsky et al. 2020) to extract the poses. Then, inspired by STGCN (Yan, Xiong, and Lin 2018; Yu, Yin, and Zhu 2018), we regard the 3D human poses as a spatio-temporal graph. Then, the high-level core content of the video can be learned by a graph convolutional network. In particular, for video \( v \) with estimated human poses \( P_{v,i} \in \mathbb{R}^{4 \times T \times 33} \), we denote the input of the \( l \)-th graph convolution layer as \( g_{v}^{l-1} \in \mathbb{R}^{C_l \times T' \times 33} \), and the output as \( g_{v}^{l} \in \mathbb{R}^{C_l-1 \times T' \times 33} \). \( C_l \) is the number of channels after \( l \)-th graph convolution, and \( T' \) is the length of time dimension after \( l \)-th graph convolution. The convolutional process can be represented as:

\[
    g_{v}^{l} = A g_{v}^{l-1} W_{l}
\]

where \( W_{l} \) is the learned parameter of \( l \)-th graph convolution layer. \( A \) is the normalized graph adjacency matrix. And then, to get the global graph-level feature instead of only learning node-level local features, we conduct average pooling to obtain \( g_{v} \in \mathbb{R}^{C_{L}} \), where \( C_{L} \) is the number of channels after the last graph convolution operation. Then, we use a linear transformation operation to map \( g_{v} \) into a more discriminative representation \( e_{v} \in \mathbb{R}^{d} \):

\[
    e_{v} = W_{1} g_{v} + b_{1}
\]

where \( W_{1} \) and \( b_{1} \) are learned weights and bias respectively.

On the item side, given the factors of each item, e.g., the name, color, shape of the object, etc., we first use a pre-trained BERT (Devlin et al. 2019) to embed each factor into a factor vector \( f_{l} \in \mathbb{R}^{768} \). Then, to integrate all factor vectors of an item into a global item description, we adopt a weighted feature merging strategy. The weight of each factor is a learned parameter. Then, the initial item description \( s_{i} \in \mathbb{R}^{768} \) is the weighted sum of all factor vectors:

\[
    s_{i} = \sum_{j=1}^{F} w_{j} f_{i,j}
\]

where \( w_{j} \) is learned parameters. \( F \) is the number of factors. Finally, we further use a linear transformation operation to map the initial representation to a more discriminative representation \( e_{i} \):

\[
    e_{i} = W_{2} s_{i} + b_{2}
\]

where \( W_{2} \) and \( b_{2} \) are learned weights and bias respectively. After that, for each video, the corresponding recommendation scores of each item can be obtained by calculating the similarity between \( e_{i} \) and \( e_{v} \):

\[
    y_{i,v} = \text{sim}(e_{i}, e_{v}) = \frac{e_{i} \cdot e_{v}}{|e_{i}| |e_{v}|}
\]

At inference time, for efficiency, we use the item side to calculate the representation matrix \( M \) of all items in advance in an offline manner. Item \( i \)'s representation \( e_{i} \) is stored in the \( i \)-th line of \( M \). Then, given a video \( v \), we can predict the video representation \( e_{v} \) on-the-fly. Finally, the scoring and ranking results can be obtained by: \( y_{i,v} = e_{v} \cdot M^{T} \).

As mentioned before, the human pose driven object effects recommendation task faces two inherent challenges, i.e., issues caused by pose-item registration ambiguity and sparsity. To this end, we propose the item-aware implicit prototype learning module and pose-aware transductive hard-negative mining module to solve the issues. Next, we will introduce the two modules and the loss function we use in detail.

**Item-aware implicit prototype learning module**

The first issue we hope to solve is the problem caused by ambiguity, which is essentially caused by the diversity and fine-grainness of items. For instance, suppose in a video an actor is playing tennis, and the network should be encouraged to recommend tennis related items such as tennis balls, rackets, sports shoes, sports drinks, etc. However, as far as we know, though they are all highly-related to playing tennis, semantic meanings of objects like drinks and objects like tennis balls are significantly different. Therefore, in the features space, the risk of these objects located far away from each other is very high, which may consequently suffer the recommendation process, especially when we hope to recommend multiple items with diversity. Inspired by user intention disentanglement (Ma et al. 2019), to solve the issue, we propose the item-aware implicit prototype learning module.

The idea behind this module is that we assume there exist some prototypes that can present some shared characteristics of different items. And we hope each item can be mapped into the prototype space. Our expectation is that these prototypes can implicitly cluster different items into different groups according to the special characteristics of each prototype holds. And this kind of clustering is irrelevant to the item’s category (name) but relevant to the attributes and the role of the item. So, the prototype can link different items and poses together according to their relationship with these characteristics in the prototype space. For instance, suppose we have two prototypes, one represents the sports-related characteristics, and the other represents edible-related characteristics. Taking playing tennis as an example again, though semantic meanings of drinks and tennis balls are significantly different and they should distribute far away from each other in the normal features space, their distribution in the prototype space could be close due to their special characteristics w.r.t the two prototypes and the video. The only issue is that we should know the rule of mapping items into prototype space. Besides, the rule should be constrained by a specific video.

To achieve so, we first use \( K \times d \) learnable parameters to learn \( K \) prototypes \( r_{1}, r_{2}, \ldots, r_{K} \in \mathbb{R}^{d} \) during training to consist of the prototype space. To map an item \( i \) into the prototype space, we divided the item’s representation \( e_{i} \) into \( K \) chunks, denoted by \( e_{i} = [e_{i}^{(1)} : e_{i}^{(2)} : \ldots : e_{i}^{(K)}] \). Each chunk is defined to be related to a prototype. Similarly, given a specific video, the representation of the video can be also divided into \( K \) differ-
ent chunks, denoted by $e_v = \{e_v^{(1)} : e_v^{(2)} : \cdots : e_v^{(K)}\}$. $e_v \in \mathbb{R}^{K \times d}$, $e_v^{(k)} \in \mathbb{R}^{d}$. Each chunk is also related to a prototype.

The goal is to link $e_v$ and $e_i$ in the prototype space and calculate the recommendation score. To achieve the goal, we first calculate the contribution of each prototype. Specifically, similar as learning $e_i$, for item $i$, we first learn a new item representation $e_{i,c} \in \mathbb{R}^d$. Let $\omega_{i,k}$ be the contribution of prototype $r_k$ when mapping item $i$ into the features space. We then compute $\omega_{i,k}$ as:

$$\omega_{i,k} = \text{sim}(e_{i,c}, r_k), \text{softmax}(\omega_{i,:})$$  \hspace{1cm} (6)

From another respective, $\omega'_{i,k}$ reflects what characteristics item $i$ is mostly relevant to. Using $\omega'_{i,k}$ and the mapping rule, we could map item $i$ into the prototype space. However, as mentioned before, the mapping rule is dynamically constrained by different videos and it is hard to explicitly describe the constraints. So does the mapping rule. Therefore, to ease the task, we regard the rule as a black box and propose to implicitly conduct the mapping by directly calculating the recommendation score using $\omega'_{i,k}$ and chunked $e_v$ and $e_i$. The calculation process can be represented as:

$$y_{i,v} = \sum_{k=1}^{K} \omega'_{i,k} \cdot \text{sim}(e_{i,k}, e_v^{(k)})$$  \hspace{1cm} (7)

Pose-aware transductive hard-negative mining

To train the network, we use a triplet loss (detailed later) and adopt the hard-negative mining strategy to help the network learn more discriminative features. Specifically, for each iteration, we sample a batch of videos and their corresponding labeled items for training. For each video, its corresponding labeled items are regarded as positive items, while that of other videos are regarded as negative items. When calculating the loss, for each video, only negative items that have a loss value larger than a threshold are adopted for updating the network parameter. This selection process is called hard-negative mining. In this way, it would be easier for the network to learn better features since the network would be encouraged to focus on pushing away the most dissimilar items in the feature space. In our object effect recommendation task, it is easy to sample positive items, however, it is challenging to obtain hard negative items. This is caused by the fact that different videos can share the same positive items. We can not simply regard all the attached items of other videos in the batch as negative samples. For example, suppose we have two videos, in one an actor is playing tennis while in the other one an actor is running. In this case, sneakers would be a positive sample of both videos. If the two videos are sampled into a batch, ambiguity would happen, i.e., sneakers will be regarded as both positive items and negative items of a video simultaneously. We call the phenomenon sparsity of targeting items. To solve the issue, we propose the pose-aware transductive hard-negative mining.

In particular, we take advantage of the 3D human poses to solve the problem. Our design is based on the following observation and assumption: if the content of two videos is dissimilar, their corresponding items will also be dissimilar. For example, sneaker would be corresponded to playing tennis but they will never corresponded to cooking. Inspired by this, we propose to first calculate similarities between different video vectors in a batch. If the similarity between two videos is higher than a threshold $p$, we regard them as similar videos, otherwise, they are dissimilar videos. For each video, we randomly select negative items only from the corresponding items of its dissimilar videos for hard negative mining. In another word, we mine negative items through transductive pose information interaction. The video vectors learned from human poses act as a proxy for mining hard-negative samples. There are two advantages to the proposed module. First, selecting negative samples from dissimilar videos avoid the risk of adding false negative samples into mining. Second, random sampling ensures the efficiency of the mining process. Note our proposed method is much more efficient than traditional hard negative mining. Complexity analysis can be found in supplementary materials.

Loss

The loss of PoseRec consists of three parts:

$$L = L_{\text{triple}} + L_{\text{pcr}} + L_{\text{label}}$$  \hspace{1cm} (8)

$L_{\text{label}}$ is used to encourage the recommendation score (similarity) between positive video item pairs to be close to 1, otherwise close to 0. We implement the $L_{\text{label}}$ as a simple binary cross entropy loss:

$$L_{\text{label}} = \sum_{v \in B} \sum_{i \in \mathcal{I}_v} [y_{i,v}\text{log}(\text{sigmoid}(y_{i,v})) + (1 - y_{i,v})\text{log}(1 - \text{sigmoid}(y_{i,v}))]$$  \hspace{1cm} (9)

where $B$ is the batch of videos, $y_{i,v}$ is the recommendation score between item $i$ and video $v$, $y'_{i,v}$ is the ground-truth label between item $i$ and video $v$. $\mathcal{I}_v$ is all the items interacted with $v$.

$L_{\text{pro}}$ is designed to encourage different prototypes to distribute as far away with each other as possible in the feature space.

$$L_{\text{pro}} = \sum_{k_1=1}^{K-1} \sum_{k_2=k_1+1}^{K} \text{sim}(r_{k_1}, r_{k_2})$$  \hspace{1cm} (10)

where $r_{k_1}$ and $r_{k_2}$ represent different prototypes.

$L_{\text{triple}}$ acts as encouraging the negative samples to distribute far away from the anchor video while encouraging positive samples to distribute close to the anchor. The pose-aware transductive hard-negative mining is adopted to sample negative items.

$$L_{\text{triple}} = \sum_{v \in B} \{\max_{i \in \mathcal{I}_v} \text{sim}(e_v, e_i) - \min_{i \in \mathcal{I}_v} \text{sim}(e_v, e_i)\}$$  \hspace{1cm} (11)

where $B$ is the batch of videos, $\mathcal{I}_v^+$ is the positive items interacted with $v$, and $\mathcal{I}_v^-$ is the mining space of hard-negative mining.

Experiment

We experimentally answer the following questions to evaluate the effectiveness of our method: RQ1: How does our proposed PoseRec framework perform compared with baseline methods on Pose-OBE? Particularly, for the object effects recommendation task, is utilizing 3D human pose better than directly extracting features from video? RQ2: What does the item-aware implicit prototype learning module actually learn? RQ3: What is the role of item-aware implicit prototype learning module and pose-aware transductive hard-negative mining in the proposed method?
Datasets: To benchmark object effects recommendation methods, we build a novel dataset named Pose-OBE, which consists of 212 micro-videos and 1,087 items (object effects). Each video is annotated with object effects that are most suitable for the scenario, by an operation expert.

We collect micro-videos from 3 categories (i.e. daily action, sports, art) and 14 subcategories (i.e. eating, football, riding, dancing) human behaviour on TikTok, which have more than 1.4 hours in total. To fit our task, only human-centered videos are considered and others are discarded. For each downloaded micro-video, we manually check it to make sure the whole body of the person in video can be observed and edit each video to delete meaningless frames.

And we define 1,087 items in advance, including foreground items (i.e. clothes, instruments, sports) and background items (i.e. court, bedroom). These items are always products sold online or visual effects added into videos in post processing. Each item is tagged with a 9-dimensional natural language description including name, usage, shape, color, material, style, color, pattern, and other descriptions. Each description is a short sentence of several words.

Then, the experts are asked to choose items that are most suitable for video and give each selected item a correlation score ranging from -1 to 1. Higher scores mean higher correlation between the item and human behavior. Each video is annotated by at least 3 experts. The final score is the average of scores annotated by each expert. Finally, each micro-video corresponds with 3 to 10 items. We randomly divide the dataset into the training set, validation set, and test set in a ratio of 6:2:2. For more details about Pose-OBE, please refer to the supplementary materials.

Implementation details: We adopt recall at top-k (R@k) and NDCG at top-k (N@k) for evaluating personalized ranking following (Ma et al. 2019). The R@k measures the proportion of positive items in the top-K list to all positive items across all videos. The N@k takes the position of correctly recommended items into account by assigning higher scores to the top hits. For other implementation details, please refer to the supplementary materials.

Performance comparison (RQ1) We perform two kinds of experiments on Pose-OBE, instance-Recommendation (Ins Rec) and Category Recommendation (Cat Rec). Ins Rec treats items with the same item name but different other factors as different items, and calculates metrics at the item level. While Cat Rec regards the items with the same item name as the one category, and the feature vector of one category is calculated as the mean of all item vectors of this category. The metrics are calculated at the category-level. Since we are the first to design algorithms for object effects recommendation in micro-videos. There is no existing work for us to compare with. Therefore, we modify some existing recommendation methods to act as strong baselines. Specifically, there are two categories of baselines we compare with. The first category is recommendation methods, including Random, Pop, FM (Rendle 2010), DeepFM (Guo et al. 2017), NCF (He et al. 2017), AFN (Cheng, Shen, and Huang 2020), and FRNET (Wang et al. 2021). The second category is methods that directly learn features from videos, including C3D (Tran et al. 2014), P3D (Qiu, Yao, and Mei 2017), and CSN (Tran et al. 2019) (a ResNet (Verma, Qassim, and Feinzimer 2017) like network). The comparison result is shown in Table 1. We get the following conclusion from the result:

First, our proposed PoseRec framework significantly outperforms all strong baselines w.r.t all metrics and all settings: For example, PoseRec outperforms the next-best baseline C3D with respect to N@5 on Ins Rec by 13%, and outperforms it with respect to R@5 on Cat Rec also by 13%. Compared to the "directly feature learning" methods, the superiority of PoseRec demonstrates that learning video content from 3D human poses is a better choice than learning features from the whole image/video. The reason is that body language hidden in human poses is more powerful in representing a human-centered video than extracting features from background scenes.

Second, complex models do not mean better performance: On the one hand, it is habitual thinking that information contained in an image is richer than the information contained in human poses (33 3D coordinates). However, our work proves that simper data can bring better performance. This may be because that learning information from images is harder than learning information from poses. Besides, in human-centered videos, background scenes in images should be regarded as noise for object effects recom-

| Datasets: To benchmark object effects recommendation methods, we build a novel dataset named Pose-OBE, which consists of 212 micro-videos and 1,087 items (object effects). Each video is annotated with object effects that are most suitable for the scenario, by an operation expert. We collect micro-videos from 3 categories (i.e., daily action, sports, art) and 14 subcategories (i.e., eating, football, riding, dancing) human behaviour on TikTok, which have more than 1.4 hours in total. To fit our task, only human-centered videos are considered and others are discarded. For each downloaded micro-video, we manually check it to make sure the whole body of the person in video can be observed and edit each video to delete meaningless frames. And we define 1,087 items in advance, including foreground items (i.e., clothes, instruments, sports) and background items (i.e., court, bedroom). These items are always products sold online or visual effects added into videos in post processing. Each item is tagged with a 9-dimensional natural language description including name, usage, shape, color, material, style, color, pattern, and other descriptions. Each description is a short sentence of several words. Then, the experts are asked to choose items that are most suitable for video and give each selected item a correlation score ranging from -1 to 1. Higher scores mean higher correlation between the item and human behavior. Each video is annotated by at least 3 experts. The final score is the average of scores annotated by each expert. Finally, each micro-video corresponds with 3 to 10 items. We randomly divide the dataset into the training set, validation set, and test set in a ratio of 6:2:2. For more details about Pose-OBE, please refer to the supplementary materials. Implementation details: We adopt recall at top-k (R@k) and NDCG at top-k (N@k) for evaluating personalized ranking following (Ma et al. 2019). The R@k measures the proportion of positive items in the top-K list to all positive items across all videos. The N@k takes the position of correctly recommended items into account by assigning higher scores to the top hits. For other implementation details, please refer to the supplementary materials. Performance comparison (RQ1) We perform two kinds of experiments on Pose-OBE, instance-Recommendation (Ins Rec) and Category Recommendation (Cat Rec). Ins Rec treats items with the same item name but different other factors as different items, and calculates metrics at the item level. While Cat Rec regards the items with the same item name as the one category, and the feature vector of one category is calculated as the mean of all item vectors of this category. The metrics are calculated at the category-level. Since we are the first to design algorithms for object effects recommendation in micro-videos. There is no existing work for us to compare with. Therefore, we modify some existing recommendation methods to act as strong baselines. Specifically, there are two categories of baselines we compare with. The first category is recommendation methods, including Random, Pop, FM (Rendle 2010), DeepFM (Guo et al. 2017), NCF (He et al. 2017), AFN (Cheng, Shen, and Huang 2020), and FRNET (Wang et al. 2021). The second category is methods that directly learn features from videos, including C3D (Tran et al. 2014), P3D (Qiu, Yao, and Mei 2017), and CSN (Tran et al. 2019) (a ResNet (Verma, Qassim, and Feinzimer 2017) like network). The comparison result is shown in Table 1. We get the following conclusion from the result: First, our proposed PoseRec framework significantly outperforms all strong baselines w.r.t all metrics and all settings: For example, PoseRec outperforms the next-best baseline C3D with respect to N@5 on Ins Rec by 13%, and outperforms it with respect to R@5 on Cat Rec also by 13%. Compared to the "directly feature learning" methods, the superiority of PoseRec demonstrates that learning video content from 3D human poses is a better choice than learning features from the whole image/video. The reason is that body language hidden in human poses is more powerful in representing a human-centered video than extracting features from background scenes. Second, complex models do not mean better performance: On the one hand, it is habitual thinking that information contained in an image is richer than the information contained in human poses (33 3D coordinates). However, our work proves that simper data can bring better performance. This may be because that learning information from images is harder than learning information from poses. Besides, in human-centered videos, background scenes in images should be regarded as noise for object effects recom- |
Ablation study (RQ3)

In this section, we conduct ablation study to investigate the impact of the proposed item-aware implicit prototype learning module and pose-aware transductive hard-negative mining module. For more ablation studies, please refer to the supplementary materials.

Impact of item-aware implicit prototype learning

In this section, we conduct ablation study to investigate the impact of the proposed item-aware implicit prototype learning module. We find: first, using $L_{\text{pro}}$ helps the model improve the recommendation performance in all cases except when $K = 1$, demonstrating that $L_{\text{pro}}$ plays an important role. When $K$ is set to 1, adding $L_{\text{pro}}$ makes no sense. Second, with the increase of $K$, the model’s performance is increased too, which demonstrates that implicitly learning prototypes helps the model achieve better performance. That is because though this way, the problem caused by ambiguity is solved, so the model can learn better item vectors and video vectors. Third, $K$ shouldn’t be too large, otherwise, it would be suffered from over-fitting. Forth, combined with RQ2, $K$ is related to the category of items and more diverse items require a larger $K$. The category information can be used to set $K$.

Impact of pose-aware transductive hard-negative mining

To verify the effectiveness of the pose-aware transductive hard-negative mining, we remove $L_{\text{triple}}$ from the loss function and retrain the network. The result is shown in Table 2. It can be seen that without $L_{\text{triple}}$, the performance of the model significantly drops. This demonstrates that the pose-aware transductive hard-negative mining plays a role in helping the model learn a better shared feature space, hence increasing the recommendation performance. In summary, the proposed pose-aware transductive hard-negative mining is useful and novel.

Conclusion

In this paper, we research the new topic of object effects recommendation in micro-video platforms. To avoid the problem of introducing background bias caused by directly learning video content from image frames, we propose a network named PoseRec. To overcome problems caused by ambiguity and sparsity, an item-aware implicit prototype learning module and a pose-aware transductive hard-negative mining module are proposed. Besides, a new dataset, Pose-OBE, is tailored for benchmarking object effects recommendation methods is constructed. Extensive experiments on Pose-OBE have demonstrated the superiority of our method. The limitation is that the current algorithm can not process real...
time video streams, and we leave it as our future work.
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Task and Dataset

Definition of object effects recommendation

We propose a new topic named object effects recommendation. Here we give the detailed definition of this topic:

In the object effects recommendation task, the input is a micro-video and many pre-defined items. The items are digital objects that can be added into the videos, as special effects. The goal of the task is to learn information from the video to score and rank these items. Then, we can recommend the most suitable items to users or even automatically add the most suitable items to the video via video edit technologies. The object effects recommendation task is widely applicable.

On the one hand, object effects recommendation can help the platform and the video creator to add suitable advertisement according to the video content. The income from advertisement is one of the primary incomes of a creator. Therefore, how to help the creator to provide better advertisement is very important for the platform. The income from advertisement is highly-related to the click-through. To encourage audience to click the advertisement, we should make sure that the advertisement we add is what they really interested in. Therefore, we can assume that the more the advertisement is relevant to the video content, the higher the rate the users click the advertisement. Hence, the object effects recommendation would be very helpful.

On the other hand, object effects recommendation helps creators add visual effects, such as virtual backgrounds, object stickers, and so on, to improve the video quality. Proper effects would significantly increase the quality the micro-video, hence attracting more audience. While impertinent and random effects may lead to a negative impression. For example, we prefer to watch a ballet performance shown at the theatre instead of at the gym. Similarly, when post-processing a ballet show, creators prefer to add a virtual background of theatre instead of the gym.

Pose-OBE

To benchmark object effects recommendation methods, we build a novel dataset named Pose-OBE, which consists of 212 micro-videos and 1,087 items (object effects). Each video is annotated with object effects that are most suitable for the scenario, by a micro-video operation expert. Each item is tagged with a 9-dimensional description including name, usage, shape, color, et al.

To obtain videos, we ask our micro-video operation experts download micro-videos from Tiktok. To fit our task, only human-centered videos are considered and others are discarded. This ensures that the main subject of the video is a person, so it can be easier to encourage the deep model
learn human behaviors for recommendation. For each downloaded micro-video, we manually check it carefully to make sure the whole body of the person in video can be observed. Unqualified videos are drooped. Besides, we also manually edit each video to delete meaningless frames. Then, we divide all left micro-videos into three categories: daily action, sports, and art. The daily action category consists of videos that contain daily life actions, such as eating, drinking, driving, etc. The sports category consists of drastic forceful activities, such as basketball, football, tennis, etc. The art category focuses more on artistry, such as dancing, instrument performance, etc.

For each downloaded video, we also ask micro-video operation experts to annotate it with its corresponding items (object effects). Specifically, we first define 1,087 items in advance. These items are always products sold online or visual effects added into micro-videos in post processing. Each item is tagged with a 9-dimensional natural language description including name, usage, shape, color, material, style, color, pattern, and other descriptions. Each other description is a short sentence of several words. For example, for a chair in a video where a man is playing guitar, the description can be: a chair is used to be a seat, with 1m*0.5m*0.5m in size, with a cylindrical shape, with iron material, with black color, with contract style. Then, the experts are asked to choose items that are most suitable for video and give each selected item a correlation score ranging from -1 to 1. Higher scores mean higher correlation between the item and human behavior. Each video is annotated by at least 3 experts. We choose the intersection of their selected items as our final results. The final score is the average of scores annotated by each expert. Finally, each micro-video corresponds with 3 to 10 items.

There are two main categories of items, foreground items, and background items. The foreground items are used or dressed by the actor. They can be subdivided into sports (such as basketball, and football), instruments (such as guitar, and violin), clothes (such as sneakers, and gowns), and other items (such as tableware, and smartphones). The background items do not directly interact with the actor but they are the essential objects for human behavior, such as the football field for football, and the stage for performance. We sorted the items by the above rules and the distribution of items is shown in the Table 3.

### Complexity analysis of pose-aware transductive hard-negative mining

Note our proposed method is much more efficient than traditional hard negative mining. We provide the complexity analysis theoretically. Assuming that the batch size is \( b \), and the average numbers of both positive and negative items in each video are both \( c \). So a batch consists of \( 2bc \) items. The mining space of traditional hard-negative mining is \((2bc-c)^2\), and the complexity of items similarity calculation is \(2bc^2\). While the mining space of pose-aware transductive hard-negative mining is \(2c\), and the complexity of items similarity calculation is \(0.5b^2+2bc=2bc(0.25b+1)\), which is significantly lower than that of traditional hard negative mining.

### Additional experimental results

#### Implementation details

We use BlazePose (Bazarevsky et al. 2020) to predict 3D human poses from videos. A sliding time window with a length of 10 and a step of 5 is adopted to divide the micro-videos into 14,281 video samples for training. Each factor of item is embedded with pre-trained BERT (Devlin et al. 2019) with a hidden size of 768. For all models, we fix the total embedding size \( K \times d = 256 \), and \( K = 4 \) to guarantee fair comparison. The number of graph convolutional layers is 3 on the video side and other settings are following (Yan, Xiong, and Lin 2018). The learning rate is 1e-4. The network is implemented using Pytorch and optimized using the Adam optimizer (Kingma and Ba 2015). L2 regularization is added to the loss function to avoid over-fitting. All experiments are conducted on a single NVIDIA 3090 GPU.

#### Study on the information source

**3D human pose or 2D human pose**  
In our paper, we have demonstrated that using 3D human poses for object effects recommendation is superior than directly learning features from videos, thanks to the powerful body languages hidden in human poses. Yet, another question arises: should we use 3D human poses? Can we use 2D human poses instead? To answer the question, we conduct experiments and the results are shown in Table 4. We find that using 3D human poses significantly outperforms using 2D poses. One possible reason is that 3D human poses contains more information about the body language. Besides, 2D human poses may suffer from problems such as self-occlusion.

#### Impact of frames for video embedding

To find how frames for video embedding impact the performance, we vary the input frames for video embedding and the results are shown in Table 5. More frames may provide more information. But meanwhile, it takes more time and needs a...
Figure 4: Effect of different factor on Ins Rec (Left: R@5. Right: N@5). “-” indicates that remove the corresponding factor. The red line indicates that no factor has been removed.

Figure 5: Effect of the numbers of items on Ins Rec (Left: @5. Right: @20). The horizontal axis of each represents the percentage of the retained item to all. As the percentage increases, the number of items increases.
Table 6: The structure of different graph convolution layers

| l   | 1-Layer | 2-Layer | 3-Layer | 4-Layer |
|-----|---------|---------|---------|---------|
|     | C^l T^l | C^l T^l | C^l T^l | C^l T^l |
| l=0 | 4 10    | 4 10    | 4 10    | 4 10    |
| l=1 | 256 10  | 64 10   | 64 10   | 64 10   |
| l=2 | 256 5   | 128 5   | 128 5   | 128 5   |
| l=3 | 256 5   | 256 5   | 256 5   | 256 5   |
| l=4 |         |         |         |         |

more complicated network to deal with more frames. Thus we balance the two aspects and set the number of frames as 10.

**Impact of item factors** In this part, we study the effect of different factors for each item. In Fig. 4, we study the contribution of different factors by removing one factor each time. We find that the most important factor is *item name, size, and material*. There are also misleading factors, such as *shapes*. It may be caused by the difficulty of annotating deformable objects like cloth as well as the difficulty of describing the shape of an object.

**Impact of the number of items** To study how the number of items affects the performance, we randomly drop the items of the dataset with different probability and the results are shown in Fig. 5. The horizontal axis of each represents the percentage of the retained item. As the number of objects increases, the performance decreases. It indicates that the growing item space brings difficulty for recommendation.

**Study on the network structure**

**Impact of graph convolution layers** The number of graph convolution layers $L$ on the video side is also very important for the model’s performance. We implement networks with different $L$ and the structure has shown in Table 6. We compare their performance in Fig. 6. It can be seen that $L$ shouldn’t be too small nor too large. When it is too small, the network can not learn high level features; when it is too large, it is easy to cause over-fitting. Setting $L$ as 3 is the best choice.

**Visualization of recommendation results**

In in Fig. 7 we qualitatively show two examples of the recommendation results. The two videos are randomly selected from the test set, one is about a man playing basketball, while another is about a man riding horseback. We show the top 5 recommendation results. We can find from the figure that our methods can recommend objects that highly relevant to the 3D human poses, i.e., the human behavior. Note that we only use the 3D human poses for learning video content. Therefore, though some recommended objects appears in the video, their information is not fed into the network for learning features.
Figure 6: Performance comparison of the number of GCN layers. Left: Ins Rec. Right: Cat Rec

Figure 7: Recommendation visualization for horseback riding (a) and basketball (b)