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Abstract
Maintaining an appropriate level of trust in automated driving (AD) is critical to safe driving. However, few studies have explored factors affecting trust in AD in general, and no study, as far as is known, has directly investigated whether driver personality influences driver trust in an AD system. The current study investigates the relation between driver personality and driver trust in AD, focusing on Level 2 AD. Participants were required to perform a period of AD in a driving simulator, during which their gaze and driving behavior were recorded, as well as their subjective trust scores after driving. In three distinct measures, a significant correlation between Openness and driver trust in the AD system is found: participants with higher Openness traits tend to have less trust in the AD system. No significant correlations between driver trust in AD and other personality traits are found. The findings suggest that driver personality has an impact on driver trust in AD. Theoretical and practical implications of this finding are discussed.
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Abbreviations
ACC   Adaptive cruise control
AD   Automated driving
AOI   Areas of interest
DOF   Degree of freedom
HMI   Human–machine interface
L2    Level 2
NDRT  Non-driving-related task

1 Introduction
Automated driving (AD) in commercially available vehicles is growing rapidly and the advances of AD technology potentially lead to a safer and more efficient traffic environment. However, challenges remain in the area of human factors. One of the most important issues is driver trust in AD vehicle systems. The concept of trust originally addressed interpersonal trust, but it has been extended to the domain of automation and vehicles, where trust is defined as “the attitude that an agent will help achieve an individual’s goal in a situation characterized by uncertainty and vulnerability” [1]. Trust in automation has been the focus of substantial research in the past decade. Trust has been identified as a crucial factor influencing the acceptance and the use of automated technology in general [1–7], and it is now regarded as a prominent human–machine interface (HMI) issue in AD in particular. Building an appropriate level of trust in automation is critical to improving the productivity and ensuring the safety of human–automation pairs. Accidents could occur when drivers misuse AD due to under-trust or over-trust [6]. Indeed, excessive trust in the AD system was one key factor leading to a fatal AD traffic accident and two drunk driving cases involving AD in 2018 [8–10].

To date, several studies have been conducted to explore the factors influencing driver trust in AD. These studies...
largely fall into three categories according to the three-layered framework of trust proposed by Hoff and Bashir [11]. In this framework, trust is influenced by three distinct sources: the person who trusts, the system to be trusted and the situation. The source of person refers to an individual’s overall tendency to trust automation. It relates to individual factors such as gender, age, culture background and personality. Researchers examined the influence of gender and age on AD trust [12, 13] and found that older adults were more likely to trust AD, yet no difference was found between male and female operators. The source of system represents a person’s knowledge of a system drawn from past experience or interaction with the system. It relates to the automated system, including factors such as system reliability, transparency and performance. Currently two lines of AD research have examined this aspect. The first line addressed the effect of system transparency on AD trust, where transparency was enhanced by, for instance, visually displaying uncertainty information of the system [14], offering the status of adaptive cruise control (ACC) [15] and explaining the actions of the AD system to drivers [16]. Consistently, researchers found that enhancing AD system transparency considerably raised levels of driver trust. The second line examined the role of social cues and revealed that anthropomorphism (including human-like voice, appearance and gender) [17, 18] and sharing the goals between the AD system and the driver [15] were associated with the increasing trust in AD. The source of situation includes both the external environment (e.g., system complexity and workload) and internal context-dependent characteristics of the operator (e.g., mood, knowledge relevant to the automated system and attentional capacity of the operator). The existing AD studies have focused predominantly on internal characteristics of the operator. Researchers consistently demonstrated that take-over experience of an AD system allowed a driver to recognize the shortcomings of the system, resulting in better understanding of the system, hence increasing trust level [12, 13, 19]. Payre et al. [20] further showed that extensively training drivers (e.g., in overtaking a car or being overtaken by a car) could reduce the negative impact of over-trust. Meanwhile, Molnar et al. [13] noticed that a driver’s trust in the AD system was also correlated with his/her comfort with other drivers.

Although Szalma and Taylor [21] emphasized the importance of incorporating individual differences into automation design by identifying relevant personal characteristics, no study yet, as far as is known, has investigated how personality factors relate to driver trust in AD. Personality reflects an individual’s stable cognition, behavior and emotional patterns that evolve from biological and environmental factors. An individual’s personality is generally stable over time, and about half of the variance is rooted in one’s genes rather than in the external environment. Therefore, personality has served as one of the key factors in studies of individual differences. There is growing recognition that trust in automation may be influenced by operator personality [22, 23]. For instance, using the Big Five Inventory to measure personality, Chien et al. [24] found that the Agreeableness trait and Conscientiousness trait were positively correlated to an individual’s initial trust in automation in general. McBride et al. [25] explored the relation between personality and acceptance of automated decision aids by using the Myers–Briggs-type indicator (MBTI) to measure personality. They found that personality traits had a significant impact on the acceptance of automated decision aids. While the previous studies shed light on the relation between personality and trust in general automation, an AD system is special since it operates in a more complex and riskier environment, so direct evidence is required to further understand the relation. The current study attempts to close this gap by examining the relation between personality and AD trust.

There are different methods to measure an individual’s personality, and the five-factor model [26] is one of the most widely adopted approaches to personality description [27]. This model claims that five distinct traits constitute human personality: Extraversion, Agreeableness, Conscientiousness, Neuroticism and Openness. Extraversion mainly addresses preferences for social interaction, but it also includes characteristics of activity level, assertiveness, preference for excitement and stimulation as well as positive affect [26]. Individuals with high Extraversion are more likely to enjoy environments that offer opportunities for interaction and stimulation. Therefore, Extraversion might positively correlate with AD trust because a driver has more freedom to interact with other media or equipment in an AD context. Agreeableness is an interpersonal trait which is related to characteristics such as the propensity to trust others, helpfulness, kindness and sympathy [26]. Individuals high in Agreeableness usually adapt well to interpersonal settings involving cooperation and social interaction [28–30]. Because the AD system can be considered as a cooperative agent in achieving the goal of safe driving, it is predicted that drivers with high Agreeableness might trust the AD system more. This prediction is partially supported by the significant positive correlation between Agreeableness and initial trust in general automation, as found by Chien et al. [24]. Conscientiousness primarily addresses whether an individual is well organized or reliable in a task [26]. Notably, Chien et al. [24] also detected a significant positive correlation between Conscientiousness and people’s initial trust in general automation; thus, a similar relation between Conscientiousness and AD trust might exist. Neuroticism measures an individual’s typical level of emotional stability [26]. Individuals high in this trait are more easily anxious and irritable when facing tasks that include uncertainty regarding the occurrence of events and threat stimuli.
In level 2 and 3 AD, the driver is still required to take over vehicle control in the short term when an unexpected event happens, so a negative correlation between Neuroticism and AD trust is anticipated. Finally, Openness captures a preference for such traits as independent judgment, enjoyment of variety and novelty, being curious and seeking new experiences, active imagination and aesthetic sensitivity. Open individuals may enjoy intellectually challenging activities, because Ackerman and Heggestad found Openness positively correlated with an individual’s typical level of intellectual engagement in activities. If a task situation met this profile, higher Openness trait might correlate with better performance and higher trust. However, one goal of AD systems is to free drivers from the concentration and cognitive load of driving, essentially removing the “intellectually challenging activities” that are part of manual driving. Therefore, a negative correlation is expected between Openness trait and AD trust.

In the current study, the participants were required to first complete a personality questionnaire, then conduct a Level 2 (L2, also named Partial Driving Automation by SAE) AD for about 40 min in a simulator, and finally answer a trust questionnaire. To examine driver trust in the AD system and clarify the relation between personality and trust, drivers were required to engage in a non-driving-related task (NDRT) during the AD. Specifically, drivers conducted a mathematical addition task on a tablet when the car was in the automatic mode. Critically, the drivers were informed that accidents might occur (e.g., hitting a pedestrian) due to the limitation of the AD system, and they were instructed to take over the vehicle as soon as possible whenever they thought the system was no longer able to support safe driving. Correlations between the personality dimensions of the five-factor model and the measure of AD trust were examined.

2 Method

2.1 Participants

Thirty-two students from Zhejiang University were recruited to participate in the study. Two participants were excluded from analysis due to failure to understand the task; two participants were excluded from analysis because complete eye-tracking data could not be recorded with sufficient quality (i.e., with a detectable pupil in at least 80% of frames). Overall, there were 28 valid participants (14 males), with an average age of 23.3 years old (SD = 1.4). All participants had normal or corrected-to-normal vision acuity and no physical disabilities. They all had a driver’s license, for an average of 2.3 years (SD = 1.6). All the participants had no AD experience (including an AD simulator) prior to this study. The participants received 40–50 RMB after the experiment.

2.2 Apparatus

The study was conducted in a driving simulator. The simulator was mounted on a 6 degrees of freedom (DOF) hexapod motion platform, allowing a displacement of ± 23.5 cm and a rotation of ± 30°. Eye-tracking data were recorded using head mounted Tobii Pro Glasses 2 with a sampling rate of 50 Hz. The driving behavioral data were recorded using RealSense (Intel®), which was set at the left side of the simulator. A 12.3-inch Surface Pro 5 tablet was used to conduct the NDRT.

The driving environment was presented via three LED monitors (resolution: 1920 × 1080 pixels; refresh rate: 60 Hz), with an angle of 150° between them (see Fig. 1). The driving task was programmed using the Unity 3D engine to simulate a city driving environment. An aerial view of the driving route is shown in Fig. 2; all the corners were intersections. The total driving distance was 50 km. To simulate city driving, the average autonomous driving speed was maintained at 60–70 km/h.
To simulate real situations in L2 AD, three categories of emergent events were set where accidents could occur if the driver did not respond in time:

(a) Facing a traffic accident: while the AD ran smoothly in the middle lane, suddenly there was a car accident ahead. The AD system would change the lane at a distance of 60 m and go back to the middle lane after 20 m away from the accidents (see Fig. 3a). However, the AD system might also fail to change lanes and lead to an accident.

(b) Urgent braking: while the AD ran smoothly in the middle lane, a car in the left lane overtook the AD vehicle and changed to the middle lane, but then braked sharply ahead of the AD vehicle (see Fig. 3b). The AD system started to decelerate at a distance of 40 m away from the car ahead. However, it might be too late to decelerate, leading to an accident.

(c) Pedestrians crossing the road: while the AD ran smoothly in the middle lane, a group of pedestrians started crossing the road ahead (see Fig. 3c). The AD system started to decelerate at a distance of 40 m away from the zebra crossing, but it might be too late to stop safely, leading to an accident.

Fig. 3 Emergency scenarios: a Facing a traffic accident, b Urgent braking, c Pedestrians crossing road. The dashed red circles were used to indicate the key elements in the three emergent events.
from the pedestrian crossing and stopped before the crossing until all pedestrians had crossed the road. However, the AD system might fail to stop before the crossing and hit a pedestrian.

2.3 Measurements

Driver trust in the AD system was measured through both objective and subjective measurements. For the objective measurements, driving behavior and gaze behavior were adopted as the indices. Participants’ responses to the trust questionnaire were used for the subjective measurement.

2.3.1 Questionnaire

2.3.1.1 Personality Driver personality traits were measured by the Chinese Big Five Personality Inventory Brief (CBF-PI-B, [33–35]). There were 40 items in the scale, each measured on a 6-point Likert scale (1 = totally disagree, 6 = totally agree), with 8 items for each dimension. The total score of the 8 questions in each dimension was calculated as the score of the corresponding trait.

2.3.1.2 Trust Driver trust in the AD system was measured using a modified trust questionnaire [15] of Jian et al. [36]. It consists of 7 questions, each measured on a 7-point Likert scale (1 = totally disagree, 7 = totally agree), and it is well-accepted in automation trust studies. The average score indicates the trust level, with higher scores indicating higher levels of trust.

The data from both questionnaires are at an interval level [24, 37–39].

2.3.2 Gaze Behavior

Driver gaze attention to the driving related areas during driving reflects the trust level. Specifically, the higher the driver’s trust of the AD system, the less frequently the driver monitors the system [12, 19].

In the current study, the areas of interest (AOI) were defined as the windshield, mirrors, side windows and steering wheel. According to the default setting of Tobii Pro Glasses, two or more glances to the AOI separated by blinks less than 75 ms were combined, while glances shorter than 60 ms when passing through AOI were eliminated from analysis.

In line with Hergeth et al. [19], monitoring frequency and ratio of AOI served as the key indices. Monitoring frequency was calculated as the number of monitoring glances to the AOI during the NDRTs scaled to the duration of NDRTs: Monitoring frequency = AOI fixation count/duration of NDRTs. Monitoring ratio was calculated as the time a driver spent on monitoring the AOI scaled to the duration of NDRTs: Monitoring ratio = duration of AOI total fixation/duration of NDRTs.

2.3.3 Driving Behavior

It has been suggested that take-over behavior during AD is tightly related to trust. For instance, the more trust in the AD system, the longer a driver waits before taking over the system [13]. Take-over rate and take-over distance were taken as indices to measure trust. Take-over rate refers to the number of take-over times scaled to the number of emergency events. Take-over distance was defined as the distance from the take-over reaction of the driver to the location of the emergent event. The greater the take-over rate and take-over distance, the more participants chose to drive manually to avoid accidents, and the lower their trust.

2.4 Procedure

The experiment was conducted in a lighted room. Participants first completed the CBF-PI-B to measure their personality. After that, they practiced an NDRT, in which they performed an addition task on the hand-held tablet (see Fig. 4 for an illustration). Participants had to enter the result within 3 s. A countdown box was used to display the remaining time. After participants finished the response or did not give a response within 3 s, a new addition task would start. If participants entered a wrong answer, they could press the reset button then enter the right answer. Every 10 trials the program calculated the average accuracy. If a participant’s mean accuracy was below 60%, pop-up reminder would inform the participant. Once participants were familiar with the task, they put on the Tobii Pro Glasses 2 and completed the calibration procedure.

The driving started with a 2 km practice route, enabling participants to learn how to operate the simulator. The practice was the same as the formal experiment except that it was conducted in a different city environment. During practice,
participants were instructed to learn the operation of NDRT including switching control, braking, throttling and steering the wheel of the simulator, which covered all the operations needed for driving. Participants were also told that the AD system made turns automatically without any manual control in the intersections so they did not need to take over. The practice took about 5 min, and all participants reported that they were familiar and comfortable with the simulator after the practice. After the practice, the participants were informed that although the AD system was safe most of the time, limitations of the L2 AD system meant that it could fail to address emergent events (without informing them of the potential events used in the experiment), leading to accidents. Two accidents would occur if the vehicle was not controlled in time when facing 24 emergent events (i.e., the maximum failure rate was 2/24). The two accidents occurred randomly during the experiment. Therefore, when the system was in automated mode, participants had to pay attention to the potential emergent events and take over the system whenever they thought the system might fail to handle the emergent events. Once they considered the situation was safe, they were encouraged (but not mandated) to tune to the AD mode. To emphasize the importance of driving safety, payment was directly related to accidents, which could occur at most twice if not controlled at all, and each accident would lead to a reduction of 5 RMB (the maximum payment was 50 RMB). Next, participants watched a video of an accident recorded based on a simulated scene, one which was not used in the formal experiment, to further ensure they understood the possibility of danger.

After the aforementioned preparation session, the formal experiment began (see Fig. 5). The experiment started in AD mode, with a green “Auto” mark in the middle of the steering wheel. Participants were allowed to perform the NDRT when the car was in AD mode. However, the participants were told that they should first guarantee driving safety, and they did not have to perform the NDRT when a take-over was needed. During the experiment, an emergent event, randomly selected from three categories, would occur every 1400–2600 m (corresponding to an average of 110.7 s/event). Each category occurred 8 times, resulting in a total of 24 events in the whole process. If the participants noticed the emergent event and believed that the AD system could not handle the danger properly, they had to take over the vehicle by hitting the brake pedal to switch the vehicle to manual driving mode (recommended method) or pressing a green button on the simulator. Once the system received a switching signal, the green mark “Auto” switched to red. After passing the emergent event, the participants were encouraged to reset the vehicle to the AD mode by pressing the green button when they believed that the AD system could handle the danger.

The participants had 2–5 min rest after driving 25 km, when the eye-tracker stopped recording. Then the eye-tracker was recalibrated to eliminate any possible deviation caused by body movements during the rest. It took about 40 min to complete the formal experiment and 1 h to finish the whole experiment (including practice, rest and calibration procedure). After the experiment, the participants completed the trust questionnaire.

### 2.5 Analysis

All the measured variables were at an interval level. A one-sample Kolmogorov–Smirnov test was conducted for each measured variable to check whether it conformed to the normal distribution. The scatterplots (Figs. 6, 7, 8) demonstrated that there was a linear relationship between each pair of examined variables. Pearson correlation analyses were conducted between the scores of the CBF-PI-B and that of the AD Trust scale, gaze behavior and driving behavior. Additionally, to control the influence of driving experience on the current results, partial correlation analysis was performed between the scores of the CBF-PI-B and that of AD Trust scale, gaze behavior and driving behavior, with participants’ driving experience under control. A significance level of 0.05 was used for statistical tests.

### 3 Results

#### 3.1 Descriptive Data

One-sample Kolmogorov–Smirnov tests showed that all the measured variables conformed to normal distributions ($ps > 0.20$).

The descriptive results of the current measured indices are shown in Table 1. The personality scores show that, on average, participants scored highest on the Conscientiousness trait, and lowest on the Neuroticism trait. Participants had a medium level of trust after AD ($M = 3.92$). During the AD, participants fixated on the AOI 0.57 times per second on average, and the average time they spent monitoring the AOI scaled to the duration of NDRTs was 0.65. Additionally, participants took over the vehicle 9.6 times on average...
Fig. 6  Pearson correlation results between personality traits and AD trust score:  
\( a \) Openness trait,  
\( b \) Extroversion trait

Fig. 7  Pearson correlation results between Openness trait and gaze behavior:  
\( a \) Monitoring frequency,  
\( b \) Monitoring ratio

Fig. 8  Pearson correlation results between Openness trait and driving behavior:  
\( a \) Take-over rate and  
\( b \) Take-over distance
during the 24 emergent events (take-over rate = 0.40), with an average distance of 16.85 m from the driver’s take-over reaction to the location of the emergent event.

### 3.2 Correlation Analysis

The correlation results are summarized in Table 2.

#### 3.2.1 Correlation Between Personality Traits and AD Trust Score

The Pearson correlation analysis revealed a significant negative correlation between Openness and AD trust score \(r = -0.53, p = 0.003\), as well as a significant negative correlation between Extraversion and AD trust score \(r = -0.39, p = 0.040\), Fig. 6b. The other personality traits showed no significant correlations. Moreover, the partial correlation analysis revealed a similar result: monitoring frequency \(r = 0.49, p = 0.009\) and monitoring ratio \(r = 0.39, p = 0.046\) were positively correlated with Openness. Other personality traits failed to reach significance. These results suggest that only the Openness trait has correlation with gaze behavior: higher levels of Openness correspond to higher levels of monitoring frequency and ratio to AOI.

#### 3.2.2 Correlation Between Personality Traits and Gaze Behavior

The Pearson correlation analysis revealed a significant positive correlation between Openness and both monitoring frequency \(r = 0.49, p = 0.008\), Fig. 7a) and monitoring ratio \(r = 0.39, p = 0.042\), Fig. 7b). The other personality traits showed no significant correlations. Moreover, the partial correlation analysis revealed a similar result: monitoring frequency \(r = 0.49, p = 0.009\) and monitoring ratio \(r = 0.39, p = 0.046\) were positively correlated with Openness. Other personality traits failed to reach significance. These results suggest that only the Openness trait has correlation with gaze behavior: higher levels of Openness correspond to higher levels of monitoring frequency and ratio to AOI.

#### 3.2.3 Correlation Between Personality Traits and Driving Behavior

The Pearson correlation analysis revealed a significant positive correlation between Openness and take-over rate \(r = 0.45, p = 0.017\), Fig. 8a) and take-over distance \(r = 0.41, p = 0.032\), Fig. 8b). The other personality measures did not reach significance. Similarly, the partial correlation analysis revealed a significant positive correlation between Openness and take-over rate \(r = 0.46, p = 0.017\) and take-over distance \(r = 0.42, p = 0.031\). These results suggest that only Openness trait has correlation with take-over behavior: higher levels of Openness correspond to both more frequent and earlier take-over behavior.

### Table 1

Mean and standard deviations (SD) of the measurement indices

| Measure       | Mean  | SD   |
|---------------|-------|------|
| Personality   |       |      |
| Neuroticism   | 24.14 | 5.51 |
| Conscientiousness | 34.50 | 4.45 |
| Agreeableness | 33.00 | 4.85 |
| Openness      | 31.96 | 5.66 |
| Extroversion  | 26.61 | 6.34 |
| AD trust score | 3.92  | 1.20 |
| Gaze behavior |       |      |
| Monitoring frequency | 0.57  | 0.27 |
| Monitoring ratio   | 0.65  | 0.27 |
| Driving behavior  |       |      |
| Take-over rate   | 0.40  | 0.29 |
| Take-over distance | 16.85 m | 17.28 m |

### Table 2

Results of correlation between the personality traits and each trust indices

| Personality | Trust score | Take-over distance | Take-over rate | Monitoring frequency | Monitoring ratio |
|-------------|-------------|--------------------|----------------|----------------------|------------------|
| Neuroticism | 0.15        | 0.01               | -0.08          | -0.10                | -0.19            |
|             | (0.16)      | (0.01)             | (-0.09)        | (-0.10)              | (-0.19)          |
| Conscientiousness | -0.24 | 0.18             | 0.30            | 0.21                 | 0.34             |
|             | (-0.32)     | (0.26)             | (0.38)         | (0.23)               | (0.34)           |
| Agreeableness | -0.01       | 0.07               | 0.16            | 0.21                 | 0.17             |
|             | (-0.04)     | (0.10)             | (0.19)         | (0.21)               | (0.16)           |
| Openness    | -0.53**     | 0.41*              | 0.45*           | 0.49**               | 0.39*            |
|             | (-0.55**)   | (0.42*)            | (0.46*)        | (0.49***)            | (0.39*)          |
| Extroversion | -0.39*      | -0.01              | 0.09            | 0.27                 | 0.21             |
|             | (-0.35)     | (-0.07)            | (0.03)         | (0.26)               | (0.23)           |

The results in parentheses were results of partial correlation analysis

*p < 0.05, **p < 0.01
4 General Discussion

The current study directly investigated the relationship between driver personality and driver trust in the L2 AD system. Participants were required to experience a 50 km L2 AD driving route in a 6-DOF simulator, during which their gaze, driving behavior as well as their subjective AD trust scores after the AD experience were recorded. Three distinct measures consistently revealed a significant negative correlation between Openness and driver trust in the AD: Participants with higher Openness traits tended to have less trust in the AD system. However, no such relationships were found for the other four personality traits.

Due to the limitations of the correlational study, specific reasons explaining the observed negative correlation between Openness and AD trust cannot be provided. One reason might be rooted in the incompatibility between the current setting of the AD system and the inner personality requirements of drivers who score highly on Openness. Specifically, high-Openness individuals are inclined to seek “intellectually challenging activities” to meet their requirement for enjoyment of novelty and curiosity [26, 31]. However, the setting of the AD system (at least the current simulator) disabled drivers from performing intellectually challenging activities. In the experimental setting, the participants could only perform an NDRT and take over the system in certain emergent situations. The NDRT was a very simple digit addition task for the participants, who are all college students, because even fourth-grade primary school students can complete it easily. Moreover, although for most participants, this experiment was their first exposure to AD, the interface of the simulator was similar to a manual car, and all participants were given sufficient practice. Taking these facts into consideration, it is suggested that the current task setting was not intellectually challenging to the participants. In other words, there was no leeway for drivers to investigate the system or to experience novelty or curiosity. Future empirical studies may consider measuring driver preference for novelty and curiosity to verify this explanation.

The current study contributes new evidence supporting the view that user personality has a tight relation with trust in automation, by focusing on the L2 AD system. In contrast to [24], which found that both Agreeableness and Conscientiousness traits predict one’s initial trust in automation, a significant negative correlation with the trait of Openness was found. However, the two studies are not necessarily contradictory to each other. Chien et al. [24] examined propensity to trust automation in general (i.e., participants did not interact with a specific system). Instead, the current study examined trust in a specific system, both while participants interacted with the system (ongoing trust; measured by gaze behavior and driving behavior) and after their interactions with the AD system (post trust; measured by the Trust scale). Taking the study of Chien et al. [24] and the current study together, it seems that personality affects trust propensity and ongoing and post-trust in automation. This relationship has been largely neglected in previous individual difference studies but has important practical implications (see the following discussion). Meanwhile, as the first study of this type, the current study only examined ongoing/post-trust in an AD system. Future study should consider the relation between personality and trust propensity in an AD system.

In addition, within the same type of measure, significant correlations were found: take-over distance was positively correlated with take-over rate (Pearson $r=0.94$, $p<0.01$); monitoring frequency was positively correlated with monitoring rate (Pearson $r=0.58$, $p<0.01$). Between different measures, only a significant correlation between the score of trust scale and take-over rate was found (Pearson $r=-0.44$, $p<0.05$); the other relations were not significant. It is suggested that the lack of correlations between different measures is because they reflect different aspects/sources of trust. However, this remains to be verified.

Trust has been considered a key determinant of the willingness of humans to rely on automated systems [1, 11]. Exploring factors affecting AD trust has significant theoretical implications. Indeed, the current study shed light on trust calibration. To be specific, since an appropriate level of trust in the AD system is critical for safe driving, it is important to understand the potential factors affecting trust calibration, which means dynamically changing the level of trust in the automation in accordance with system performance. The current study, reveals a crucial psychological factor (i.e., Openness trait) that affects trust in the AD system. This finding implies that trust calibration needs to account for the personality trait of Openness, to avoid excessive trust of the AD system by low-Openness individuals or too little trust of the AD system by high-Openness individuals. An optimized HMI could be achieved, for instance, by modifying AD system’s reaction strategy to emergent events or offering different warning systems to different types of drivers.

Finally, several limitations should be acknowledged. First, since the current study was conducted with an AD simulator, the operational and working environment of the simulator is quite different from real AD systems which contains multiple state-of-the-art displays and control elements; hence, it might meet the novelty and curiosity requirements of users (at least at the very beginning). Moreover, participants might believe that accidents could cause no real harm, which would influence their take-over behavior. Although a penalty was introduced to minimize such false belief, a driver might take over the vehicle as soon as an emergent event occurred if he
or she cared a lot about remuneration. Therefore, additional studies are needed to verify the current findings on real AD systems. Second, participants were told to press the button or hit the brake pedal when they faced emergent events in the study. However, not everyone’s first reaction is to hit the brake pedal; some people are used to controlling the steering wheel first. The take-over methods could be optimized in further studies. Third, additional studies are needed to examine the potential factors leading to the current finding. For instance, it is possible that participants’ unmet need for intellectually challenging activities in the simulator result in annoyance or boredom, which then serves in a mediating role to affect trust. Additionally, because AD is a new technology, people could differ in how open they are to new technologies. It is also possible that a person’s attitude to new technology affects AD trust. Therefore, future study could test those factors by measuring participants’ annoyance or boredom during AD and their openness to new technology [40], following Rogers’ Innovation Diffusion Theory. Finally, the participants in the current study were all college students, creating a young distribution (23.3 years old ± 1.4). Moreover, driver license years can vary with real age. Therefore, the current finding may be limited to young college students with limited driving experience. Future study needs to examine whether the current findings generalize to all age groups and whether the current finding is moderated by driving experience.

5 Conclusions

In three distinct measures, a significant correlation between Openness and driver trust in the AD simulator is found: Participants with higher Openness trait tend to have less trust in the AD system. However, such correlation does not hold for the other four personality traits. The current study suggests that driver personality has an impact on the trust in AD.
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