COMMON REDUCING SUBSPACES AND DECOMPOSITIONS OF CONTRACTIONS
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ABSTRACT. A commuting triple of Hilbert space operators \((A, B, P)\), for which the closed tetrablock \(\mathcal{E}\) is a spectral set, is called a tetrablock-contraction or simply an \(\mathcal{E}\)-contraction, where
\[
\mathcal{E} = \{(x_1, x_2, x_3) \in \mathbb{C}^3 : 1 - x_1z - x_2w + x_3zw \neq 0 \quad \text{whenever} \quad |z| \leq 1, \ |w| \leq 1 \} \subset \mathbb{C}^3,
\]
is a polynomially convex domain which is naturally associated with the \(\mu\)-synthesis problem. By applications of the theory of \(\mathcal{E}\)-contractions, we obtain the following main results in this article.

1. It is well known that any number of doubly commuting isometries admit a Wold-type decomposition. Also, examples from the literature show that such decomposition does not hold in general for commuting isometries. We generalize this result to any number of doubly commuting contractions. Indeed, we present a canonical decomposition to any family of doubly commuting contractions \(\mathcal{U} = \{T_\lambda : \lambda \in \Lambda\}\) acting on a Hilbert space \(\mathcal{H}\) and show that \(\mathcal{H}\) continues to decompose orthogonally into joint reducing subspaces of \(\mathcal{U}\) until all members of \(\mathcal{U}\) split together into unitaries and completely non-unitary (c.n.u.) contractions. Naturally, as a special case we achieve an analogous Wold decomposition for any number of doubly commuting isometries.

2. Further, we show that a similar canonical decomposition is possible for any family of doubly commuting c.n.u. contractions, where all members jointly orthogonally decompose into pure isometries (i.e. unilateral shifts) and completely non-isometry (c.n.i.) contractions.

3. We give an alternative proof to the canonical decomposition of an \(\mathcal{E}\)-contraction and apply that to establish independently the following result due to Eschmeier: for any finitely many commuting contractions \(T_1, \ldots, T_n\) acting on a Hilbert space \(\mathcal{H}\), the space \(\mathcal{H}\) admits an orthogonal decomposition \(\mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}_2\), where \(\mathcal{H}_1\) is the maximal common reducing subspace for \(T_1, \ldots, T_n\) such that \(T_1|_{\mathcal{H}_1}, \ldots, T_n|_{\mathcal{H}_1}\) are unitaries.
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1. **INTRODUCTION**

Throughout the paper, all operators are bounded linear operators acting on complex Hilbert spaces. A contraction is an operator with norm not greater than 1. We denote by \( \mathbb{C}, \mathbb{D}, T \) the complex plane, the unit disk and the unit circle in the complex plane respectively with center at the origin.

1.1. **Motivation.** Finding a common invariant or reducing subspace for a family of commuting operators has always been of independent interest amongst the operator theorists and the first fundamental discovery in this direction was the von Neumann-Wold decomposition of an isometry.

**Theorem 1.1** ([33], von Neumann-Wold). Let \( V \) be an isometry on a Hilbert space \( \mathcal{H} \). Then \( \mathcal{H} \) decomposes into an orthogonal sum \( \mathcal{H} = \mathcal{H}_0 \oplus \mathcal{H}_1 \) such that \( \mathcal{H}_0 \) and \( \mathcal{H}_1 \) reduce \( V \) and that \( V|_{\mathcal{H}_0} \) is a unitary and \( V|_{\mathcal{H}_1} \) is a pure isometry, i.e., a unilateral shift. This decomposition is uniquely determined; indeed we have

\[
\mathcal{H}_0 = \bigcap_{n=0}^{\infty} V^n \mathcal{H} \quad \text{and} \quad \mathcal{H}_1 = M_+ (\mathcal{L}) \quad \text{where} \quad \mathcal{L} = \mathcal{H} \ominus V \mathcal{H} \quad \text{and} \quad M_+ (\mathcal{L}) = \bigoplus_{n=0}^{\infty} V^n \mathcal{L}.
\]

Later, the novel idea of determining the maximal unitary part was generalized for any contraction, which in the literature was named the canonical decomposition of a contraction.

**Theorem 1.2** ([29], Chapter-I, Theorem 3.2). To every contraction \( T \) on a Hilbert space \( \mathcal{H} \), there corresponds a decomposition of \( \mathcal{H} \) into an orthogonal sum of two subspaces reducing \( T \), say \( \mathcal{H} = \mathcal{H}_0 \oplus \mathcal{H}_1 \) such that \( T|_{\mathcal{H}_0} \) is unitary and \( T|_{\mathcal{H}_1} \) is a completely non-unitary (c.n.u.) contraction; \( \mathcal{H}_0 \) or \( \mathcal{H}_1 \) may coincide with the trivial subspace \( \{0\} \). This decomposition is uniquely determined. Indeed \( \mathcal{H}_0 \) consists of those elements \( h \in \mathcal{H} \) for which

\[
\|T^n h\| = \|h\| = \|T^{*n} h\| \quad (n = 1, 2, \ldots).
\]

It is merely mentioned that the orthogonal parts of a contraction are easier to investigate than the original operator. In [21], Levan found a refinement of Theorem 1.2 by splitting a c.n.u. contraction further into two orthogonal parts.

**Theorem 1.3** ([21], Theorem 1). With respect to a c.n.u. contraction \( T \) on \( \mathcal{H} \), \( \mathcal{H} \) admits the unique orthogonal decomposition \( \mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}_2 \), such that \( T|_{\mathcal{H}_1} \) is a pure isometry and \( T|_{\mathcal{H}_2} \) is a completely non-isometry (c.n.i.) contraction.

There are several analogues of Wold decomposition for commuting isometries and perhaps the most appealing among them is the one achieved by Berger, Coburn and Lebow in [7]: if \( V_1, \ldots, V_n \) are commuting isometries on a Hilbert space \( \mathcal{H} \) and if \( V = \prod_{i=1}^{n} V_i \), then the Wold decomposition...
of $V$ reduces each $V_i$, the tuple $(V_1|_{\mathcal{H}_1}, \ldots, V_n|_{\mathcal{H}_n})$ consists of unitaries and $(V_1|_{\mathcal{H}_2}, \ldots, V_n|_{\mathcal{H}_2})$ consists of isometries (whose product is the pure isometry $V|_{\mathcal{H}_2}$). Later Bercovici, Douglas and Foias generalized this result by introducing model $n$-isometries. In [28], Slocinski established an analogue of Theorem 1.1 for a pair of doubly commuting isometries via an independent approach. There the underlying Hilbert space orthogonally split into four parts and the two isometries simultaneously act on them as different combinations of unitaries and unilateral shifts. Slocinski’s decomposition was sharp in the sense that no further nontrivial decomposition was possible. It was also shown in [28] by examples that such decomposition was not possible in general for commuting isometries. Indeed, in Theorem 6.14, we show that with respect to any family of doubly commuting contractions under certain conditions, see [4, 11, 13, 20, 26, 31] and the references therein. Eschmeier’s work [16] contributes remarkably to this program. Indeed, for finitely many commuting contractions $T_1, \ldots, T_n$, he could extract the maximal common reducing subspace on which $T_1, \ldots, T_n$ act as unitaries.

1.2. Background material and a brief description of the main results. We establish the results of this article by using heavily the operator theory on the tetrablock. The tetrablock $\mathbb{E}$, where

$$\mathbb{E} = \{(x_1, x_2, x_3) \in \mathbb{C}^3 : 1 - x_1z - x_2w + x_3zw \neq 0 \text{ whenever } |z| \leq 1, |w| \leq 1\},$$

was introduced in [1] to study a special case of the famous $\mu$-synthesis problem (see e.g. [15] for a further reading on the $\mu$-synthesis problem). An interested reader is referred to the last section of [1], where there is a clear discussion on the origin of the tetrablock and how it is naturally associated with the interpolation in the $\mu$-unit ball of $\mathbb{M}_2(\mathbb{C})$ generated by the $2 \times 2$ diagonal matrices. Indeed, if $E$ is the space of all $2 \times 2$ diagonal complex matrices, then for any complex matrix $A = [a_{ij}]_{2 \times 2}$, $\mu_E(A) < 1$ if and only if $(a_{11}, a_{22}, \det A) \in \mathbb{E}$.

**Definition 1.4.** A triple of commuting Hilbert space operators $(A, B, P)$ is called a tetrablock-contraction or simply an $\mathbb{E}$-contraction if the closed tetrablock $\mathbb{E}$ is a spectral set for $(A, B, P)$, that is, the Taylor joint spectrum $\sigma_T(A, B, P) \subseteq \mathbb{E}$ and von Neumann inequality

$$\|f(A, B, P)\| \leq \sup_{z \in \mathbb{E}} |f(z)| = \|f\|_{\infty, \mathbb{E}}$$

holds for every complex-valued rational function $f = \frac{p}{q}$ with $p, q \in \mathbb{C}[z_1, z_2, z_3]$, such that $q$ does not have any zero inside $\mathbb{E}$. Here $f(A, B, P) = p(A, B, P)q(A, B, P)^{-1}$.

Our first main result is a fine canonical decomposition for any family of doubly commuting contractions. Indeed, in Theorem 6.14, we show that with respect to any family of doubly commuting contractions $\mathcal{U} = \{T_\lambda : \lambda \in \Lambda\}$ acting on a Hilbert space $\mathcal{H}$, $\mathcal{H}$ continues to decompose orthogonally into joint reducing subspaces of $\mathcal{U}$ until all members of $\mathcal{U}$ split together into unitaries and completely non-unitary (c.n.u.) contractions. Naturally, as a special case we obtain a von Neumann-Wold decomposition for any number of doubly commuting isometries in Section 6.

Second, we revisit canonical decomposition of an $\mathbb{E}$-contraction from [24] and provide an alternative proof to it in Theorem 3.6. We apply this decomposition to Theorem 3.7 and find a canonical decomposition for any finitely many commuting contractions, which is an analogue of Theorem 1.2. As a consequence, a Wold-type decomposition for finitely many commuting isometries is achieved in Theorem 3.8.
Along with a few preparatory results, the rest of the paper deals with an analogue of Levan’s theorem (Theorem 1.3) for any family of doubly commuting c.n.u. contractions. This is presented as Theorem 7.1.

In Section 2, we provide a few useful results about operator theory on the tetrablock and also a few definitions and terminologies which will be followed throughout the paper.

Note that we deal with two separate cases, the finite and the infinite ones, when we establish our results for doubly commuting operators. The reason is that some of the proofs in the infinite case use arguments from the finite case. Sincere thanks are due to Professor Hari Bercovici who has made several invaluable comments on this article.

2. Definitions, Terminologies and Preparatory Results

Recall that a contraction is an operator whose norm is not greater than 1. Here we recollect from the literature a few important classes of contractions and introduce some new terminologies for our purposes.

Definition 2.1. A contraction \( T \) acting on a Hilbert space \( \mathcal{H} \) is said to be

(i) a completely non-unitary contraction or simply a c.n.u. contraction if there is no closed linear subspace of \( \mathcal{H} \) that reduces \( T \) and on which \( T \) is a unitary ;

(ii) a completely non-isometry contraction or simply a c.n.i. contraction if there is no closed linear subspace of \( \mathcal{H} \) that reduces \( T \) and on which \( T \) is an isometry ;

(iii) a pure contraction or a \( C_{0} \) contraction if \( T^{*}n h \to 0 \) as \( n \to \infty \) for every \( h \in \mathcal{H} \);

(iv) a pure isometry or a unilateral shift if \( T \) is an isometry which is also a pure contraction.

Definition 2.2. Let \( \mathcal{S} = \{ T_\lambda : \lambda \in J \} \) be a tuple of commutative Hilbert space contractions. Then \( \mathcal{S} \) is said to be

(i) doubly commuting if \( T_\lambda T_\mu^* = T_\mu^* T_\lambda \) for each \( \lambda, \mu \in J \) with \( \lambda \neq \mu \);

(ii) a totally unitary tuple if each \( T_\lambda \) is a unitary; a totally isometric tuple if each \( T_\lambda \) is an isometry; a totally c.n.u. tuple if each \( T_\lambda \) is a c.n.u. contraction and a totally c.n.i. tuple if each \( T_\lambda \) is a c.n.i. contraction;

(iii) a completely non-unitary tuple or simply a c.n.u. tuple if at least one \( T_\lambda \) is a c.n.u. contraction;

(iv) a completely non-isometry tuple or simply a c.n.i. tuple if at least one \( T_\lambda \) is a c.n.i. contraction;

(v) a pure isometry tuple if all \( T_\lambda \)’s are isometries and at least one of them is a pure isometry, that is, a unilateral shift.

2.1. Operator theory on the tetrablock. We establish the results of this article by using heavily the operator theory on the tetrablock. The tetrablock \( \mathbb{E} \), where

\[
\mathbb{E} = \{(x_1, x_2, x_3) \in \mathbb{C}^3 : 1 - x_1z - x_2w + x_3zw \neq 0 \text{ whenever } |z| \leq 1, \ |w| \leq 1\},
\]

was introduced in [1] to study a special case of the famous \( \mu \)-synthesis problem (see e.g. [15] for a further reading on the \( \mu \)-synthesis problem). An interested reader is referred to the last section of [1], where there is a clear discussion on the origin of the tetrablock and how it is naturally associated with the interpolation in the \( \mu \)-unit ball of \( \mathcal{M}_2(\mathbb{C}) \) generated by the \( 2 \times 2 \) diagonal matrices. Indeed, if \( E \) is the space of all \( 2 \times 2 \) diagonal complex matrices, then for any complex matrix \( A = [a_{ij}]_{2 \times 2}, \mu_E(A) < 1 \) if and only if \( (a_{11}, a_{22}, \det A) \in \mathbb{E} \). The domain \( \mathbb{E} \) is polynomially
convex but non-convex (see [1]) and has been extensively studied in past two decades both from complex analytic and operator theoretic perspectives (see [1, 8, 22] and references there in). In this section, we recollect from the literature a few operator theoretic results on the tetrablock which will be used in sequel. We begin with a theorem which provides a set of characterizations for the points in the tetrablock and its closure $\overline{E}$.

**Theorem 2.3** ([1], Theorems 2.2 & 2.4). Let $(x_1, x_2, x_3) \in \mathbb{C}^3$. Then the following are equivalent.

1. $(x_1, x_2, x_3) \in E$ (respectively, $\in \overline{E}$);
2. $|x_1 - \bar{x}_2 x_3| + |x_1 x_2 - x_3| < 1 - |x_2|^2$ (respectively, $\leq 1 - |x_2|^2$ and if $x_1 x_2 = x_3$ then, in addition $|x_1| \leq 1$);
3. $|x_2 - \bar{x}_1 x_3| + |x_1 x_2 - x_3| < 1 - |x_1|^2$ (respectively, $\leq 1 - |x_1|^2$ and if $x_1 x_2 = x_3$ then, in addition $|x_2| \leq 1$).

The distinguished boundary of the tetrablock was determined in [1] to be the following set:

$$b\overline{E} = \{ (x_1, x_2, x_3) \in \overline{E} : |x_3| = 1 \}.$$ 

Operator theory on the tetrablock was introduced in [8] and was further developed in [9, 23, 24] and in a few more articles. Following Arveson's terminology, we consider the commuting operator triples for which $\overline{E}$ is a spectral set.

**Definition 2.4.** A triple of commuting Hilbert space operators $(A, B, P)$ is called a *tetrablock-contraction* or simply an $E$-contraction if the closed tetrablock $E$ is a spectral set for $(A, B, P)$, that is, the Taylor joint spectrum $\sigma_T(A, B, P) \subseteq \overline{E}$ and von Neumann inequality

$$\|f(A, B, P)\| \leq \sup_{z \in \overline{E}} |f(z)| = \|f\|_{\infty, \overline{E}}$$

holds for every complex-valued rational function $f = \frac{p}{q}$ with $p, q \in \mathbb{C}[z_1, z_2, z_3]$, such that $q$ does not have any zero inside $\overline{E}$. Here $f(A, B, P) = p(A, B, P)q(A, B, P)^{-1}$.

Unitaries, isometries, co-isometries etc. are special classes of contractions. There are natural analogues of these classes for $E$-contractions in the literature (see [8]) which are given below.

**Definition 2.5.** Let $A, B, P$ be commuting operators on $\mathcal{H}$. Then $(A, B, P)$ is called

(i) an $E$-unitary if $A, B, P$ are normal operators and the Taylor joint spectrum $\sigma_T(A, B, P)$ is a subset of $b\overline{E}$;
(ii) an $E$-isometry if there exists a Hilbert space $\mathcal{H} \supseteq \mathcal{H}$ and an $E$-unitary $(Q_1, Q_2, V)$ on $\mathcal{H}$ such that $\mathcal{H}$ is a joint invariant subspace of $A, B, P$ and that $(Q_1|_{\mathcal{H}}, Q_2|_{\mathcal{H}}, V|_{\mathcal{H}}) = (A, B, P)$;
(iii) an $E$-co-isometry if the adjoint $(A^*, B^*, P^*)$ is an $E$-isometry.

The following theorem provides a set of independent descriptions of the $E$-unitaries.

**Theorem 2.6** ([8], Theorem 5.4). Let $\mathcal{N} = (N_1, N_2, N_3)$ be a commuting triple of bounded operators. Then the following are equivalent.

1. $\mathcal{N}$ is an $E$-unitary,
2. $N_3$ is a unitary and $\mathcal{N}$ is an $E$-contraction,
3. $N_3$ is a unitary, $N_2$ is a contraction and $N_1 = N_2^* N_3$.

In the following result, we have a set of characterizations for the $E$-isometries.
Theorem 2.7 ([8], Theorem 5.7). Let \( V = (V_1, V_2, V_3) \) be a commuting triple of bounded operators. Then the following are equivalent.

1. \( V \) is an \( \mathbb{E} \)-isometry.
2. \( V_2 \) is an isometry and \( V_3 \) is an \( \mathbb{E} \)-contraction.
3. \( V_3 \) is an isometry, \( V_2 \) is a contraction and \( V_1 = V_2^* V_3 \).
4. (Wold decomposition) There is a decomposition of \( \mathcal{H} \) into orthogonal direct sum \( \mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}_2 \) such that \( \mathcal{H}_1, \mathcal{H}_2 \) are common reducing subspaces for \( V_1, V_2, V_3 \) and that \( (V_1|_{\mathcal{H}_1}, V_2|_{\mathcal{H}_1}, V_3|_{\mathcal{H}_1}) \) is an \( \mathbb{E} \)-unitary and \( (V_1|_{\mathcal{H}_2}, V_2|_{\mathcal{H}_2}, V_3|_{\mathcal{H}_2}) \) is a pure \( \mathbb{E} \)-isometry.

It is evident from the theorems above that an \( \mathbb{E} \)-contraction \( (A, B, P) \) is an \( \mathbb{E} \)-unitary or \( \mathbb{E} \)-isometry if and only if \( P \) is a unitary or isometry respectively. Also canonical decomposition of an \( \mathbb{E} \)-contraction \( (A, B, P) \) acting on a Hilbert space \( \mathcal{H} \) (see Theorem 3.6) splits \( \mathcal{H} \) into two orthogonal parts \( \mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}_2 \) such that \( (A|_{\mathcal{H}_1}, B|_{\mathcal{H}_1}, P|_{\mathcal{H}_1}) \) is an \( \mathbb{E} \)-unitary and \( (A|_{\mathcal{H}_2}, B|_{\mathcal{H}_2}, P|_{\mathcal{H}_2}) \) is an \( \mathbb{E} \)-contraction with \( P|_{\mathcal{H}_2} \) being a c.n.u. contraction. These facts lead to defining the following natural classes of \( \mathbb{E} \)-contractions.

Definition 2.8. Let \( (A, B, P) \) be an \( \mathbb{E} \)-contraction on a Hilbert space \( \mathcal{H} \). We say that \( (A, B, P) \) is

1. a completely non-unitary \( \mathbb{E} \)-contraction, or simply a c.n.u. \( \mathbb{E} \)-contraction if \( P \) is a c.n.u. contraction;
2. a completely non-isometry \( \mathbb{E} \)-contraction, or simply a c.n.i. \( \mathbb{E} \)-contraction if \( P \) is a c.n.i. contraction;
3. a pure \( \mathbb{E} \)-contraction if \( P \) is a pure contraction;
4. a pure \( \mathbb{E} \)-isometry if \( P \) is a pure isometry.

The next theorem plays central role in the operator theory of the tetrablock. An interested reader is referred to [8, 9, 22, 23, 24] etc. to witness how this result plays pivotal role in deciphering the structure of an \( \mathbb{E} \)-contraction and in all kind of Nagy-Foias type operator theory for \( \mathbb{E} \)-contractions.

Theorem 2.9 ([8], Theorem 1.3). To every \( \mathbb{E} \)-contraction \( (A, B, P) \) there were two unique operators \( F_1 \) and \( F_2 \) on \( \mathcal{D}_P = \text{Ran}(I - P^* P) \) that satisfied the fundamental equations, i.e,

\[
A - B^* P = D_P F_1 D_P, \quad B - A^* P = D_P F_2 D_P.
\]

The operators \( F_1, F_2 \) are called the fundamental operators of \( (A, B, P) \). Taking the fundamental operators as the key ingredient, the following \( \mathbb{E} \)-isometric dilation was constructed in [8] for a certain class of \( \mathbb{E} \)-contractions.

Theorem 2.10 ([8], Theorem 6.1). Let \( (A, B, P) \) be a tetrablock contraction on \( \mathcal{H} \) with fundamental operators \( F_1 \) and \( F_2 \). Let \( \mathcal{D}_P \) be the closure of the range of \( D_P \). Let \( \mathcal{H} = \mathcal{H} \oplus \mathcal{D}_P \oplus \mathcal{D}_P \oplus \cdots = \mathcal{H} \oplus l^2(\mathcal{D}_P) \). Consider the operators \( V_1, V_2, V_3 \) defined on \( \mathcal{H} \) by

\[
V_1(h_0, h_1, h_2, \ldots) = (Ah_0, F_1^* D_P h_0 + F_1 h_1, F_2^* h_1 + F_1 h_2, F_2^* h_2 + F_1 h_3, \ldots),
\]

\[
V_2(h_0, h_1, h_2, \ldots) = (Bh_0, F_1^* D_P h_0 + F_2 h_1, F_1^* h_1 + F_2 h_2, F_1^* h_2 + F_2 h_3, \ldots),
\]

\[
V_3(h_0, h_1, h_2, \ldots) = (Ph_0, D_P h_0, h_1, h_2, \ldots).
\]

Then

1. \( V = (V_1, V_2, V_3) \) is a minimal tetrablock isometric dilation of \( (A, B, P) \) if \([F_1, F_2] = 0 \) and \([F_1, F_1^*] = [F_2, F_2^*] \).
2. If there is a tetrablock isometric dilation \( W = (W_1, W_2, W_3) \) of \( (A, B, P) \) such that \( W_3 \) is the minimal isometric dilation of \( P \), then \( \overline{W} \) is unitarily equivalent to \( V \). Moreover, \([F_1, F_2] = 0 \) and \([F_1, F_1^*] = [F_2, F_2^*] \).
3. Canonical decomposition of commuting contractions

In this Section, we present a canonical decomposition for any finite number of commuting contractions by an application of the canonical decomposition of an $E$-contraction, which is given below. We present a few preparatory results before going to the main result, viz. Theorem 3.7. We begin with a lemma whose proof is a routine exercise.

**Lemma 3.1.** If $X \subseteq \mathbb{C}^n$ is a polynomially convex set, then $X$ is a spectral set for a commuting tuple $(T_1, \ldots, T_n)$ if and only if

$$\|f(T_1, \ldots, T_n)\| \leq \|f\|_{\infty, X}$$

for all holomorphic polynomials $f$ in $n$-variables.

**Lemma 3.2.** If $P, Q$ are commuting contractions, then $(P, Q, PQ)$ is an $E$-contraction.

**Proof.** It follows from part-(2) or part-(3) of Theorem 2.3 that for any points $x_1, x_2 \in \overline{E}$, the point $(x_1, x_2, x_1 x_2) \in \overline{E}$. So the map $\phi(x_1, x_2) = (x_1, x_2, x_1 x_2)$ embeds $\overline{E}^2$ analytically into $\overline{E}$. We have by Ando’s inequality that $\overline{E}^2$ is a spectral set for $(P, Q)$, that is,

$$\|f(P, Q)\| \leq \|f\|_{\infty, \overline{E}^2}, \quad \text{for any } f \in \mathbb{C}[z_1, z_2].$$

Thus, for any polynomial $g \in \mathbb{C}[z_1, z_2, z_3]$, we have that

$$\|g(P, Q, PQ)\| = \|g \circ \phi(P, Q)\| \leq \|g \circ \phi\|_{\infty, \overline{E}^2} = \|g\|_{\infty, \phi(\overline{E}^2)} \leq \|g\|_{\infty, \overline{E}}.$$

Since $\overline{E}$ is polynomially convex it follows from Lemma 3.1 that $(P, Q, PQ)$ is an $E$-contraction.

**Lemma 3.3.** Let $A, B$ be commuting contractions on a Hilbert space $\mathcal{H}$. Then $AB$ is unitary if and only if $A$ and $B$ are unitaries.

**Proof.** If $A, B$ are unitaries, then evidently $AB$ is a unitary. For the converse suppose $AB$ is a unitary. By Spectral Mapping Theorem

$$\sigma(AB) = \{\lambda_1 \lambda_2 : (\lambda_1, \lambda_2) \in \sigma_T(A, B)\}.$$ 

Therefore, for any $(a, b) \in \sigma_T(A, B)$, we have that $ab \in \sigma(AB)$ and thus $|ab| = 1$. Again since $(A, B)$ is a pair of commuting contractions, it follows that $|a|, |b| \leq 1$. Thus, $|a| = |b| = 1$, that is, $(a, b) \in \mathbb{T}^2$. Again $(A, B, AB)$ is an $E$-contraction by Lemma 3.2 and $AB$ is unitary. Therefore, by Theorem 2.6 $(A, B, AB)$ is an $E$-unitary. Thus, by definition $(A, B, P)$ is a triple of commuting normal operators. So, $(A, B)$ is a pair of commuting normal operators whose Taylor joint spectrum lies in $\mathbb{T}^2$. Therefore, $A, B$ are unitaries and the proof is complete.

**Corollary 3.4.** For commuting contractions $P_1, \ldots, P_n$, $\prod_{i=1}^n P_i$ is unitary if and only if $P_1, \ldots, P_n$ are unitaries.

**Corollary 3.5.** For an $E$-unitary $(A, B, P)$, if $P = AB$ then $A, B$ are unitaries.
3.1. **Canonical decomposition of an E-contraction.** It was proved in [24] by the author of this article that every E-contraction admits a canonical decomposition which is analogous to the canonical decomposition of a contraction (Theorem 1.2). Indeed, in Theorem 3.1 of [24] it was shown by using the positivity of certain operator pencils that an E-contraction can be orthogonally decomposed into two parts of which one is an E-unitary and the other is a c.n.u E-contraction. Applying similar techniques as in the proof of Theorem 5.1 of [9], we present below an independent and shorter proof of the same result using the existence of the fundamental operators of an E-contraction.

**Theorem 3.6.** Let \((A, B, P)\) be an E-contraction acting on a Hilbert space \(H\). Let \(H_1\) be the maximal subspace of \(H\) which reduces \(P\) and on which \(P\) is unitary. Let \(H_2 = H \ominus H_1\). Then

1. \(H_1, H_2\) reduce \(A, B\),
2. \((A|_{H_1}, B|_{H_1}, P|_{H_1})\) is an E-unitary,
3. \((A|_{H_2}, B|_{H_2}, P|_{H_2})\) is a completely non-unitary E-contraction.

The subspace \(H_1\) or \(H_2\) may be the trivial subspace \(\{0\}\).

**Proof.** If \(P\) is a c.n.u contraction then \(H_1 = \{0\}\) and if \(P\) is a unitary then \(H_2 = \{0\}\). In such cases the theorem is trivial. Suppose \(P\) is neither a unitary nor a c.n.u contraction. With respect to the decomposition \(H = H_1 \oplus H_2\), let

\[
A = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}, \quad B = \begin{bmatrix} B_{11} & B_{12} \\ B_{21} & B_{22} \end{bmatrix} \quad \text{and} \quad P = \begin{bmatrix} P_1 & 0 \\ 0 & P_2 \end{bmatrix}
\]

so that \(P_1\) is a unitary and \(P_2\) is completely non-unitary. Since \(P_2\) is completely non-unitary it follows that if \(x \in H\) and

\[
||P_2^n x|| = ||x|| = ||P_2^{n+1} x||, \quad n = 1, 2, \ldots
\]

then \(x = 0\). Since \((A, B, P)\) is an E-contraction, by Theorem 2.9 there are two unique operators \(F_1\) and \(F_2\) on \(D_p\) such that,

\[
A - B^* P = D_p F_1 D_p, \quad B - A^* P = D_p F_2 D_p.
\]

With respect to the decomposition \(D_p = D_{P_1} \oplus D_{P_2} = \{0\} \oplus D_{P_2}\), let

\[
F_i = \begin{bmatrix} 0 & 0 \\ 0 & F_{i22} \end{bmatrix} \quad \text{for} \quad i = 1, 2.
\]

Then from \(A - B^* P = D_p F_1 D_p\), we have

\[
A_{11} = B_{11}^* P_1, \quad A_{12} = B_{21}^* P_2, \quad (3.2)
\]

\[
A_{21} = B_{12}^* P_1, \quad A_{22} = B_{22}^* P_2 = D_{P_2} F_{122} D_{P_2}. \quad (3.3)
\]

Similarly from \(B - A^* P = D_p F_2 D_p\), we have

\[
B_{11} = A_{11}^* P_1, \quad B_{12} = A_{21}^* P_2, \quad (3.4)
\]

\[
B_{21} = A_{12}^* P_1, \quad B_{22} = A_{22}^* P_2 = D_{P_2} F_{222} D_{P_2}. \quad (3.5)
\]

Since \(AP = PA\), so we have

\[
A_{11} P_1 = P_1 A_{11}, \quad A_{12} P_2 = P_1 A_{12}, \quad (3.6)
\]

\[
A_{21} P_1 = P_2 A_{21}, \quad A_{22} P_2 = P_2 A_{22}. \quad (3.7)
\]
Also by commutativity of $B$ and $P$ we have

\begin{align}
B_{11}P_1 &= P_1B_{11} & B_{12}P_2 &= P_1B_{12},
B_{21}P_1 &= P_2B_{21} & B_{22}P_2 &= P_2B_{22}.
\end{align}

(3.8) (3.9)

Now from the first equation in (3.3) we have

\begin{equation*}
B_{12}^*P_1^2 = A_2P_1 = P_2A_{21} = P_2B_{12}^*P_1.
\end{equation*}

Since $P_1$ is a unitary, so $B_{12}^*P_1 = P_2B_{12}^*$. Now

\begin{equation*}
P_2P_2^*A_{21} = P_2B_{12} = B_{12}^*P_1 = A_{21}
\end{equation*}

and

\begin{equation*}
P_2^*P_2A_{21} = P_2^*A_{21}P_1 = B_{12}^*P_1 = A_{21}.
\end{equation*}

From the first equation in (3.7) we have range of $A_{21}$ is invariant under $P_2$. Again from $A_{21}P_1 = P_2A_{21}$ we have

\begin{equation*}
P_2^*A_{21}P_1 = P_2^*P_2A_{21} = A_{21}.
\end{equation*}

Since $P_1$ is unitary, the range of $A_{21}$ is invariant under $P_2^*$. Thus the range of $A_{21}$ is a reducing subspace of $P_2$. Again by (3.10) and (3.11) we have that $P_2$ is unitary on the range of $A_{21}$. Since $P_2$ is a c.n.u contraction, we must have $A_{21} = 0$. Similarly we can prove that $B_{21} = 0$. Now from (3.2), $A_{12} = 0$. Thus with respect to the decomposition $\mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}_2$

\begin{equation*}
A = \begin{bmatrix}
A_{11} & 0 \\
0 & A_{22}
\end{bmatrix},
B = \begin{bmatrix}
B_{11} & 0 \\
0 & B_{22}
\end{bmatrix}.
\end{equation*}

So, $\mathcal{H}_1$ and $\mathcal{H}_2$ reduce $A$ and $B$. Now $(A_{22}, B_{22}, P_2)$ is the restriction of the $\mathbb{E}$-contraction $(A, B, P)$ to the reducing subspace $\mathcal{H}_2$. Therefore, $(A_{22}, B_{22}, P_2)$ is an $\mathbb{E}$-contraction. Since $P_2$ is c.n.u contraction, $(A_{22}, B_{22}, P_2)$ is a c.n.u $\mathbb{E}$-contraction. Also $(A_{11}, B_{11}, P_1)$ is an $\mathbb{E}$-contraction with $P_1$ being a unitary. Therefore, by Theorem 2.6 $(A_{11}, B_{11}, P_1)$ is an $\mathbb{E}$-unitary and the proof is complete.

\[\blacksquare\]

Being armed with all these machineries we are now in a position to present the main theorem of this section and this is a generalization of Theorem 1.2 for finitely many commuting contractions. Note that this result is a variant of Lemma 2.2 of [16], which we prove here in an alternative way.

**Theorem 3.7.** Let $T_1, \ldots, T_n$ be commuting contractions acting on a Hilbert space $\mathcal{H}$. Then there corresponds a decomposition of $\mathcal{H}$ into an orthogonal sum of two subspace $\mathcal{H}_1, \mathcal{H}_2$ of $\mathcal{H}$ such that

1. $\mathcal{H}_i$ is a joint reducing subspace of $T_1, \ldots, T_n$, for $i = 1, 2$;
2. $\mathcal{H}_1$ is the maximal joint reducing subspace of $T_1, \ldots, T_n$ such that $T_j|_{\mathcal{H}_1}$ is a unitary for $j = 1, \ldots, n$, that is, $\left(T_j|_{\mathcal{H}_1}, \ldots, T_n|_{\mathcal{H}_1}\right)$ is a totally unitary tuple;
3. $\left(T_1|_{\mathcal{H}_2}, \ldots, T_n|_{\mathcal{H}_2}\right)$ is a completely non-unitary tuple;
4. if $T = \prod_{i=1}^{n} T_i$, then $\mathcal{H}_1$ is the maximal reducing subspace of $T$ such that $T|_{\mathcal{H}_1}$ is unitary;
5. $\mathcal{H}_1$ consists of those elements $h \in \mathcal{H}$ for which

\[\|T^nh\| = \|h\| = \|T^{n}h\|, \quad (n = 1, 2, \ldots)\]

This decomposition is uniquely determined and anyone of $\mathcal{H}_1, \mathcal{H}_2$ may coincide with the trivial subspace $\{0\}$. 


Proof. Let $T_i' = \prod T_j$, where $j$ runs over the set $\{1, \ldots, i-1, i+1, \ldots, n\}$ and also let $T = \prod_{i=1}^n T_j$. By Lemma 3.2, $(T_i, T_i', T)$ is an $E$-contraction for every $i = 1, \ldots, n$. By Theorem 3.6 every $E$-contraction admits a canonical decomposition. So, if $\mathcal{H}_1$ is the maximal subspace of $\mathcal{H}$ that reduces $T$ and on which $T$ is unitary and if $\mathcal{H}_2 = \mathcal{H} \ominus \mathcal{H}_1$, then for the $E$-contraction $(T_i, T_i', T)$ we have by Theorem 3.6 that

1. $\mathcal{H}_1, \mathcal{H}_2$ reduce $T_i, T_i'$,
2. $(T_i|_{\mathcal{H}_1}, T_i'|_{\mathcal{H}_1}, T|_{\mathcal{H}_1})$ is an $E$-unitary,
3. $(T_i|_{\mathcal{H}_2}, T_i'|_{\mathcal{H}_2}, T|_{\mathcal{H}_2})$ is a completely non-unitary $E$-contraction.

The subspace $\mathcal{H}_1$ or $\mathcal{H}_2$ may coincide with the trivial subspace $\{0\}$. Since $(T_i|_{\mathcal{H}_1})(T_i'|_{\mathcal{H}_1}) = T|_{\mathcal{H}_1}$ and since $T|_{\mathcal{H}_1}$ is unitary, it follows from Lemma 3.3 that $T_i|_{\mathcal{H}_1}$ is unitary for $i = 1, \ldots, n$. If $\{0\} \neq \mathcal{H}_3 \subseteq \mathcal{H}_2$ reduces $T_1, \ldots, T_n$ and if $T_i|_{\mathcal{H}_3}$ is unitary for $i = 1, \ldots, n$, then $\mathcal{H}_3$ reduces $T = \prod_{i=1}^n T_i$ and $T|_{\mathcal{H}_3}$ is unitary which contradicts the fact that $\mathcal{H}_1$ is the maximal reducing subspace of $T$ such that $T|_{\mathcal{H}_1}$ is unitary. Hence $\mathcal{H}_1$ is the maximal subspace of $\mathcal{H}$ which reduces all of $T_1, \ldots, T_n$ and on which each $T_i$ is unitary. Therefore, at least one of $T_1|_{\mathcal{H}_2}, \ldots, T_n|_{\mathcal{H}_2}$ is a c.n.u. contraction. Consequently we have that $(T_1|_{\mathcal{H}_2}, \ldots, T_n|_{\mathcal{H}_2})$ is a totally unitary tuple and that $(T_1|_{\mathcal{H}_2}, \ldots, T_n|_{\mathcal{H}_2})$ is a c.n.u. tuple. Parts (4) & (5) of the theorem follow from the canonical decomposition of the contraction $T$ (see Theorem 1.2). Hence the proof is complete.

3.2. Wold decomposition of commuting isometries. As a special case of Theorem 3.7 we obtain the following Wold decomposition of a finite number of commuting isometries.

Theorem 3.8. Let $V_1, \ldots, V_n$ be commuting isometries acting on a Hilbert space $\mathcal{H}$. Then there corresponds a decomposition of $\mathcal{H}$ into an orthogonal sum of two subspace $\mathcal{H}_1, \mathcal{H}_2$ of $\mathcal{H}$ such that

1. $\mathcal{H}_1$ is a joint reducing subspace of $V_1, \ldots, V_n$, for $i = 1, 2$;
2. $\mathcal{H}_1$ is the maximal joint reducing subspace of $V_1, \ldots, V_n$ such that $V_j|_{\mathcal{H}_1}$ is a unitary for $j = 1, \ldots, n$, that is, $(V_1|_{\mathcal{H}_1}, \ldots, V_n|_{\mathcal{H}_1})$ is a unitary tuple;
3. $(V_1|_{\mathcal{H}_2}, \ldots, V_n|_{\mathcal{H}_2})$ is a pure isometric tuple;
4. if $V = \prod_{i=1}^n V_i$, then

\[ \mathcal{H}_1 = \cap_{n=0}^\infty V^n \mathcal{H} \text{ and } \mathcal{H}_2 = M_+(\mathcal{L}), \text{ where } \mathcal{L} = \mathcal{H} \ominus V \mathcal{H} \text{ and } M_+(\mathcal{L}) = \oplus_{n=0}^\infty V^n \mathcal{L}. \]

This decomposition is uniquely determined and anyone of $\mathcal{H}_1, \mathcal{H}_2$ may be equal to the trivial subspace $\{0\}$.

Proof. We follow the same method as of Theorem 3.7 where the canonical decomposition of the isometry $V = \prod_{i=1}^n V_i$ is same as the Wold decomposition of $V$. Clearly $(V_i, V_i', V)$ is an $E$-isometry by part-(2) of Theorem 2.7. In Theorem 3.7, we reached the desired conclusion by applying the canonical decomposition of an $E$-contraction (see Theorem 3.6). Here, we shall apply the special case, i.e., the Wold decomposition of an $E$-isometry (see part-(4) of Theorem 2.7). Part-(4) of the theorem follows from the Wold decomposition of the isometry $V$.

4. Canonical decomposition of finitely many doubly commuting contractions

In this Section, we shall make a refinement of the canonical decomposition described in Theorem 3.7 for any finite number of doubly commuting contractions. Also, as we have mentioned before that examples exist in the literature (viz. [28, 12]) which guarantee that this refined decomposition
is not valid in general for commuting contractions, in fact it is not valid for commuting isometries. Once again by an application of the canonical decomposition of a couple of certain $\mathcal{E}$-isometries, we achieve our result. As a consequence, we obtain as a special case a refined Wold decomposition for a finite family of doubly commuting isometries. We begin with a few preparatory results.

**Theorem 4.1.** Let $(A, B, P)$ be a commuting triple of contractions acting on a Hilbert space $\mathcal{H}$. Suppose there exist operators $F_1, F_2 \in \mathcal{B}(\mathcal{D}_P)$ that satisfy the following:

1. $\Omega(F_1 + zF_2) \leq 1$ for all $z \in \mathbb{D}$;
2. $A - B^*P = D_P F_1 D_P$ and $B - A^*P = D_P F_2 D_P$;
3. $[F_1, F_2] = 0$ and $[F_1^*, F_1] = [F_2^*, F_2]$.

Then $(A, B, P)$ is an $\mathcal{E}$-contraction that dilates to an $\mathcal{E}$-isometry.

**Proof.** If $A, B, P$ and $F_1, F_2$ satisfy the hypotheses, then we can construct $(V_1, V_2, V_3)$ as in Theorem 2.10 which by the proof of of Theorem 2.10 is an $\mathcal{E}$-isometry. Indeed, $(V_1, V_2, V_3)$ satisfies condition-(3) of Theorem 2.7 then. Thus $(V_1, V_2, V_3)$ is an $\mathcal{E}$-isometric dilation of $(A, B, P)$. Since every $\mathcal{E}$-isometry, by definition, extends to an $\mathcal{E}$-unitary, it follows that $(A, B, P)$ has an $\mathcal{E}$-unitary dilation. Therefore, according to Arveson’s terminology, $\mathcal{E}$ is a complete spectral set for $(A, B, P)$ which implies that $\mathcal{E}$ is a spectral set for $(A, B, P)$. Hence $(A, B, P)$ is an $\mathcal{E}$-contraction. Again Theorem 2.7 clearly shows that $(A, B, P)$ dilates to the $\mathcal{E}$-isometry $(V_1, V_2, V_3)$.

The following theorem plays the central role in the rest of the paper. A similar result is there in the literature (e.g. see Theorem I.3.2 in [30]). Our proof here is independent and is based on operator theory on the tetrablock.

**Theorem 4.2.** For a pair of doubly commuting contractions $P, Q$ acting on a Hilbert space $\mathcal{H}$, if $Q = Q_1 \oplus Q_2$ is the canonical decomposition of $Q$ with respect to the orthogonal decomposition $\mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}_2$, then $\mathcal{H}_1, \mathcal{H}_2$ are reducing subspaces for $P$.

**Proof.** Consider the operator triples
\[
\left( \frac{P + P^*Q}{2}, \frac{P + P^*Q}{2}, Q \right), \quad \left( \frac{P - P^*Q}{2}, \frac{P - P^*Q}{2}, -Q \right)
\]
acting on $\mathcal{H}$. We first show that they are $\mathcal{E}$-contractions. They are commuting triples of contractions as $P, Q$ are doubly commuting contractions. We shall apply Theorem 4.1 to show that they are $\mathcal{E}$-contractions. By the double commutativity of $P, Q$ we have that
\[
PD_Q^2 = P(I - Q^*Q) = (I - Q^*Q)P = D_Q^2 P
\]
and hence it follows by iteration that
\[
P(D_Q^2)^n = (D_Q^2)^nP \quad \text{for } n = 0, 1, 2, \ldots
\] (4.1)
Consequently $P f(D_Q^2) = f(D_Q^2)P$, for any polynomial $f \in \mathbb{C}[z]$. Choose a sequence of polynomials $\{f_m\}$ in $\mathbb{C}[z]$ that converges to the function $z^{1/2}$ uniformly on the interval $[0, 1]$ as $m \to \infty$. The sequence of operators $\{f_m(T)\}$ then converges in norm to $T^{1/2}$ for any positive operator $T$, where $T^{1/2}$ denotes the unique positive square root of $T$. For this sequence of polynomials, we obtain from (4.1) by taking limit as $m \to \infty$ that $PD_Q = D_Q P$. Now
\[
\frac{P + P^*Q}{2} - \left( \frac{P + P^*Q}{2} \right)^* Q = \frac{1}{2} PD_Q^2 = \frac{1}{2} D_Q^2 P = \frac{1}{2} D_Q PD_Q \quad \text{[since } PD_Q = D_Q P].
\]
This shows that the space $\mathcal{D}_Q$ is invariant under $P$ and that $\frac{1}{2}P|_{\mathcal{D}_Q}, \frac{1}{2}P|_{\mathcal{D}_Q}$ satisfy the fundamental equations (as in Theorem 4.9) for the triple $\left(\frac{P+P^*Q}{2}, \frac{P+P^*Q}{2}, Q\right)$. Also since $P$ is a contraction, it follows that the numerical radius $\omega\left(\frac{1}{2}P|_{\mathcal{D}_Q} + \frac{1}{2}P|_{\mathcal{D}_Q}\right) \leq 1$ and the condition-(3) of Theorem 4.1 follows trivially for $F_1 = F_2 = \frac{1}{2}P|_{\mathcal{D}_Q}$. Hence by Theorem 4.1 $\left(\frac{P+P^*Q}{2}, \frac{P+P^*Q}{2}, Q\right)$ is an $\mathcal{E}$-contraction. Applying the same argument to the doubly commuting contractions $P, -Q$ we have that $\left(\frac{P-P^*Q}{2}, \frac{P-P^*Q}{2}, -Q\right)$ is also an $\mathcal{E}$-contraction.

Now if $Q = Q_1 \oplus Q_2$ is the canonical decomposition of $Q$ with respect to $\mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}_2$, then the canonical decomposition of $-Q$ is $-Q = -Q_1 \oplus -Q_2$ with respect to the same orthogonal decomposition of $\mathcal{H}$, that is, $\mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}_2$. We now consider the canonical decomposition of the $\mathcal{E}$-contraction $\left(\frac{P+P^*Q}{2}, \frac{P+P^*Q}{2}, Q\right)$ as in Theorem 3.6 and have that $\mathcal{H}_1, \mathcal{H}_2$ are reducing subspaces for $\frac{P+P^*Q}{2}$. Similarly, considering the canonical decomposition of $\left(\frac{P-P^*Q}{2}, \frac{P-P^*Q}{2}, -Q\right)$, we have that $\mathcal{H}_1, \mathcal{H}_2$ are reducing subspaces for $\frac{P-P^*Q}{2}$. Hence $\mathcal{H}_1, \mathcal{H}_2$ are reducing subspaces for $\frac{P+P^*Q}{2} + \frac{P-P^*Q}{2} = P$ and the proof is complete.

We shall use the following terminologies from here onward.

**Definition 4.3.** A contraction $T$ acting on a Hilbert space $\mathcal{H}$ is said to be

(i) an atom if $T$ is either a unitary or a c.n.u. contraction;

(ii) an atom of type A1 if $T$ is a unitary; an atom of type A2 if $T$ is a c.n.u. contraction;

(iii) a non-atom if $T$ is neither a unitary nor a c.n.u. contraction.

Now we present a refinement of Theorem 3.7 for any finite number of doubly commuting contractions which is one of the main results of this paper. We do not know if this result exists in the literature.

**Theorem 4.4.** Let $T_1, \ldots, T_n$ be doubly commuting contractions acting on a Hilbert space $\mathcal{H}$. Then there corresponds a decomposition of $\mathcal{H}$ into an orthogonal sum of $2^n$ subspaces $\mathcal{H}_1, \ldots, \mathcal{H}_{2^n}$ of $\mathcal{H}$ such that

1. each $\mathcal{H}_j, 1 \leq j \leq 2^n$, is a joint reducing subspace for $T_1, \ldots, T_n$;
2. $T_i|_{\mathcal{H}_j}$ is either a unitary or a c.n.u. contraction for all $i = 1, \ldots, n$ and for $j = 1, \ldots, 2^n$;
3. if $\mathcal{F}_n = \{ (\mathcal{A}_j, \mathcal{H}_j) : 1 \leq j \leq 2^n \}$, where $\mathcal{A}_j = (T_1|_{\mathcal{H}_j}, \ldots, T_n|_{\mathcal{H}_j})$ for each $j$ and if $\mathcal{M}_n$ is the set of all functions $f : \{1, \ldots, n\} \rightarrow \{A1, A2\}$, then corresponding to every $g \in \mathcal{M}_n$ there exists a unique element $(\mathcal{A}_g, \mathcal{H}_g) \in \mathcal{F}_n$ such that the $k^{th}$ component of $\mathcal{A}_g$ is of the type $g(k)$, for $1 \leq k \leq n$;
4. $\mathcal{H}_1$ is the maximal joint reducing subspace for $T_1, \ldots, T_n$ such that $T_1|_{\mathcal{H}_1}, \ldots, T_n|_{\mathcal{H}_1}$ are unitaries;
5. $\mathcal{H}_{2^n}$ is the maximal joint reducing subspace for $T_1, \ldots, T_n$ such that $T_1|_{\mathcal{H}_{2^n}}, \ldots, T_n|_{\mathcal{H}_{2^n}}$ are c.n.u. contractions.
One or more members of \( \{ \mathcal{H}_j : j = 1, \ldots, 2^n \} \) may coincide with the trivial subspace \( \{0\} \).

**Proof.** We prove by mathematical induction on \( n \), the number of doubly commuting contractions. For \( n = 1 \) it is just the canonical decomposition of a contraction and the theorem holds trivially. We shall show here a proof for the \( n = 2 \) case to make our algorithm transparent to the readers. Let \( T_1, T_2 \) be doubly commuting contractions on \( \mathcal{H} \) and let \( T_1 = T_{11} \oplus T_{12} \) be the canonical decomposition of \( T_1 \) with respect to \( \mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}_2 \), where \( T_{11} = T_1|_{\mathcal{H}_1} \) is a unitary and \( T_{12} = T_1|_{\mathcal{H}_2} \) is a c.n.u. contraction. By Theorem 4.2, \( \mathcal{H}_1, \mathcal{H}_2 \) are reducing subspaces for \( T_2 \) and suppose \( T_2 = T_{21} \oplus T_{22} \) with respect to \( \mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}_2 \). We now consider the doubly commuting operator pairs \( (T_{11}, T_{21}) \) acting on \( \mathcal{H}_1 \) and \( (T_{12}, T_{22}) \) acting on \( \mathcal{H}_2 \). Note that \( T_{11} \) and \( T_{12} \) are atoms and thus we shall consider the canonical decomposition of the second components, i.e. \( T_{21} \) and \( T_{22} \). Let \( T_{21} = T_{211} \oplus T_{212} \) be the canonical decomposition of \( T_{21} \) with respect to \( \mathcal{H}_1 = \mathcal{H}_{11} \oplus \mathcal{H}_{12} \), where \( T_{211} = T_{21}|_{\mathcal{H}_{11}} \) is a unitary and \( T_{212} = T_{21}|_{\mathcal{H}_{12}} \) is a c.n.u. contraction. Then once again by Theorem 4.2, \( \mathcal{H}_{11}, \mathcal{H}_{12} \) are reducing subspaces for \( T_{11} \) as it doubly commutes with \( T_{21} \). Let \( T_{11} = T_{111} \oplus T_{112} \) with respect to \( \mathcal{H}_1 = \mathcal{H}_{11} \oplus \mathcal{H}_{12} \). Thus, we obtain two new doubly commuting pairs from the pair \( (T_{11}, T_{21}) \) namely \( (T_{111}, T_{211}) \) acting on \( \mathcal{H}_{11} \) and \( (T_{112}, T_{212}) \) acting on \( \mathcal{H}_{12} \). Note that the pair \( (T_{111}, T_{112}) \) acting on \( \mathcal{H}_{11} \) consists of unitaries only whereas in the pair \( (T_{112}, T_{212}) \) acting on \( \mathcal{H}_{12} \), \( T_{112} \) is a unitary and \( T_{212} \) is a c.n.u. contraction. Similarly, if \( T_{22} = T_{221} \oplus T_{222} \) is the canonical decomposition of \( T_{22} \) with respect to \( \mathcal{H}_2 = \mathcal{H}_{21} \oplus \mathcal{H}_{22} \), where \( T_{221} = T_{22}|_{\mathcal{H}_{21}} \) is a unitary and \( T_{222} = T_{22}|_{\mathcal{H}_{22}} \) is a c.n.u contraction, then by Theorem 4.2, \( \mathcal{H}_{21}, \mathcal{H}_{22} \) reduce \( T_{12} \). Let \( T_{12} = T_{121} \oplus T_{122} \) with respect to \( \mathcal{H}_2 = \mathcal{H}_{21} \oplus \mathcal{H}_{22} \). Then in the pair \( (T_{121}, T_{221}) \) acting on \( \mathcal{H}_{21} \), we have that \( T_{121} \) is a c.n.u. contraction and \( T_{221} \) is an unitary. Also, in the pair \( (T_{122}, T_{222}) \) acting on \( \mathcal{H}_{22} \), we have that both \( T_{122} \) and \( T_{222} \) are c.n.u. contractions. Thus, if we denote by \( \mathcal{H}_1, \mathcal{H}_2, \mathcal{H}_3, \mathcal{H}_4 \) the spaces \( \mathcal{H}_{11}, \mathcal{H}_{12}, \mathcal{H}_{21}, \mathcal{H}_{22} \) respectively, then we have the following:

1. each \( \mathcal{H}_j, 1 \leq j \leq 4 \), is a joint reducing subspace for \( T_1, T_2 \);
2. \( T_i|_{\mathcal{H}_j} \) is either a unitary or a c.n.u. contraction for all \( i = 1, 2 \) and for \( j = 1, \ldots, 4 \);
3. if \( \mathcal{S}_2 = \{(A_j, \mathcal{H}_j) : j = 1, \ldots, 4\} \), where \( A_j = (T_i|_{\mathcal{H}_j}, T_j|_{\mathcal{H}_i}) \) for each \( j \) and corresponding to every \( g \in \mathcal{S}_2 \) there exists a unique element \( (A_k, \mathcal{H}_k) \) in \( \mathcal{S}_2 \) such that the \( k \)th component of \( A_k \) is of the type \( g(k) \), for \( k = 1, 2 \);
4. \( \mathcal{H}_1 \) is the maximal joint reducing subspace for \( T_1, T_2 \) such that \( T_1|_{\mathcal{H}_1}, T_2|_{\mathcal{H}_1} \) are unitary;
5. \( \mathcal{H}_4 \) is the maximal joint reducing subspace for \( T_1, T_2 \) such that \( T_1|_{\mathcal{H}_4}, T_2|_{\mathcal{H}_4} \) are c.n.u. contractions.

Thus, the theorem holds for \( n = 2 \). Suppose that the theorem holds for \( n = s \) and let \( T_1, \ldots, T_s \) be doubly commuting contractions acting on \( \mathcal{H} \). Let \( T \) be a contraction that doubly commutes with \( T_1, \ldots, T_s \). Then by Theorem 4.2, each of \( \mathcal{H}_1, \ldots, \mathcal{H}_2 \) reduces \( T \). Consider the set of operator tuples

\[ \{(T_1|_{\mathcal{H}_k}, \ldots, T_s|_{\mathcal{H}_k}, T|_{\mathcal{H}_k}) : 1 \leq k \leq 2^n\} \]

and choose an arbitrary member from it, say \( (T_1|_{\mathcal{H}_1}, \ldots, T_s|_{\mathcal{H}_1}, T|_{\mathcal{H}_1}) \). Note that \( T_1|_{\mathcal{H}_1}, \ldots, T_s|_{\mathcal{H}_1} \) are all atoms by the induction hypothesis. We perform the canonical decomposition of \( T_1|_{\mathcal{H}_1} \) and thus \( \mathcal{H}_1 \) is orthogonally decomposed into two parts say \( \mathcal{H}_{11}, \mathcal{H}_{12} \) such that \( T_1|_{\mathcal{H}_{11}} \) is a unitary and \( T_1|_{\mathcal{H}_{12}} \) is a c.n.u. contraction. Once again by Theorem 4.2, \( \mathcal{H}_{11}, \mathcal{H}_{12} \) reduce each of \( T_1|_{\mathcal{H}_{11}}, \ldots, T_s|_{\mathcal{H}_{11}}, T|_{\mathcal{H}_{11}} \). Thus, the tuple \( (T_1|_{\mathcal{H}_{11}}, \ldots, T_s|_{\mathcal{H}_{11}}, T|_{\mathcal{H}_{11}}) \) orthogonally splits into two parts namely the tuples \( A_i = (T_1|_{\mathcal{H}_{11}}, \ldots, T_s|_{\mathcal{H}_{11}}, T|_{\mathcal{H}_{11}}) \) and \( B_i = (T_1|_{\mathcal{H}_{12}}, \ldots, T_s|_{\mathcal{H}_{12}}, T|_{\mathcal{H}_{12}}) \) with respect to \( \mathcal{H}_{11} = \mathcal{H}_{111} \oplus \mathcal{H}_{112} \).
H_{11} \oplus H_{12}, \text{ where } A_i, B_i \text{ consist of atoms only. Needless to mention that this algorithm holds for each } i = 1, \ldots, 2^s. \text{ Thus, the original Hilbert space } \mathcal{H} \text{ orthogonally decomposes into the following } 2^{s+1} \text{ parts:}

\mathcal{H} = (H_{11} \oplus H_{12}) \oplus (H_{21} \oplus H_{22}) \oplus \cdots \oplus (H_{2^s 1} \oplus H_{2^s 2}),

\text{ each of which is a joint reducing subspace for } T_1, \ldots, T_3, T. \text{ Consequently we have a set of } 2^{s+1} \text{ tuples } \{(T_1|_{\mathcal{H}_j}, \ldots, T_3|_{\mathcal{H}_j}, T|_{\mathcal{H}_j}) : 1 \leq j \leq 2^s \text{ and } k = 1, 2\} \text{ and each of these tuples consists of atoms only. The other parts of the theorem follow naturally from the induction hypothesis, Theorem 4.2 and the above canonical decomposition of } T. \text{ Hence the proof is complete.}

4.1. Wold decomposition of doubly commuting isometries. As a special case of Theorem 4.4, we obtain the following Wold decomposition of doubly commuting isometries which is a refinement of Theorem 3.8 for doubly commuting isometries. Recall that we obtain the following Wold decomposition of doubly commuting isometries which is a refinement of Theorem 3.8 for doubly commuting isometries. We begin with an analogue of Theorem 1.3 for a particular class of c.n.u. contractions on \mathcal{H}.

Theorem 4.5. Let V_1, \ldots, V_n be doubly commuting isometries acting on a Hilbert space \mathcal{H}. Then there corresponds an orthogonal decomposition of \mathcal{H} into 2^n subspaces \mathcal{H}_1, \ldots, \mathcal{H}_{2^n} such that

1. \text{ each } \mathcal{H}_j, 1 \leq j \leq 2^n, \text{ is a joint reducing subspace for } V_1, \ldots, V_n;
2. \text{ each } V_i|_{\mathcal{H}_j} \text{ is either a unitary or a pure isometry for all } i = 1, \ldots, n \text{ and for } j = 1, \ldots, 2^n;
3. \text{ if } F_n = \{ (\mathcal{A}_j, \mathcal{H}_j) : 1 \leq j \leq 2^n \}, \text{ where } \mathcal{A}_j = (V_1|_{\mathcal{H}_j}, \ldots, V_n|_{\mathcal{H}_j}) \text{ for each } j \text{ and if } \mathcal{M}_n \text{ is the set of all functions } f : \{1, \ldots, n\} \rightarrow \{A_1, B_1\}, \text{ then corresponding to every } g \in \mathcal{M}_n \text{ there exists a unique element } (\mathcal{A}_g, \mathcal{H}_g) \in F_n \text{ such that the } k^{th} \text{ component of } \mathcal{A}_g \text{ is of the type } g(k), \text{ for } 1 \leq k \leq n;
4. \text{ } \mathcal{H}_1 \text{ is the maximal joint reducing subspace for } V_1, \ldots, V_n \text{ such that } V_1|_{\mathcal{H}_1}, \ldots, V_n|_{\mathcal{H}_1} \text{ are unitaries;
5. } \mathcal{H}_{2^n} \text{ is the maximal joint reducing subspace for } V_1, \ldots, V_n \text{ such that } V_1|_{\mathcal{H}_{2^n}}, \ldots, V_n|_{\mathcal{H}_{2^n}} \text{ are pure isometries.}

One or more members of \{ \mathcal{H}_j : j = 1, \ldots, 2^n \} \text{ may coincide with the trivial subspace } \{0\}.

We skip the proof. Indeed, a proof to this theorem uses similar arguments as in the proof of Theorem 4.4. Needless to mention that the canonical decomposition of a contraction P is nothing but the Wold decomposition of P when P is an isometry. Also, the completely non-unitary part of P becomes the shift operator when P is an isometry.

5. Canonical decomposition of a finite family of doubly commuting c.n.u. contractions

We have witnessed an explicit canonical decomposition of doubly commuting contractions in the previous section. In this section, we show that the totally c.n.u. tuple \(T_1|_{\mathcal{H}_{2^n}}, \ldots, T_n|_{\mathcal{H}_{2^n}}\) as in Theorem 4.4 can be further decomposed into \(2^n\) orthogonal parts by applying an argument similar to that in the proof of Theorem 4.4. This is an analogue of Theorem 1.3 due to Levan. We begin with an analogue of Theorem 1.3 for a particular class of c.n.u. \mathcal{E}-contractions. We achieve our desired result by an application of this theorem.

Theorem 5.1 ([19], Theorem 5.1). Let \((A, B, P)\) be a c.n.u \mathcal{E}-contraction on a Hilbert space \(\mathcal{H}\). Let \(\mathcal{H}_1, \mathcal{H}_2\) be as in Theorem 1.3. If either \(P^*\) commutes with \(A, B\) or \(H_1\) is the maximal invariant subspace for \(P\) on which \(P\) is isometry, then
(1) \(\mathcal{H}_1, \mathcal{H}_2\) reduce \(A, B\);
(2) \((A|\mathcal{H}_1, B|\mathcal{H}_1, P|\mathcal{H}_1)\) is a pure \(\mathbb{E}\)-isometry;
(3) \((A|\mathcal{H}_2, B|\mathcal{H}_2, P|\mathcal{H}_2)\) is a c.n.i. \(\mathbb{E}\)-contraction.

Anyone of \(\mathcal{H}_1, \mathcal{H}_2\) can be equal to the trivial subspace \(\{0\}\).

It is merely mentioned that Theorem 4.2 plays the central role in determining the refined canonical decomposition of doubly commuting contractions as in Theorem 1.3. For our purpose of having further decomposition of doubly commuting c.n.u. contractions into doubly commuting pure isometries and c.n.i. contractions, we shall need an analogue of Theorem 4.2 in this setting having further decomposition of doubly commuting contractions as in Theorem 4.4. For our purpose of this section which provides an explicit orthogonal decomposition of a finitely many doubly commuting c.n.u. contractions. We shall use the following terminologies.

**Definition 5.3.** A contraction \(T\) acting on a Hilbert space \(\mathcal{H}\) is said to be

(i) a fundamental c.n.u. contraction if either \(T\) is a pure isometry or a c.n.i. contraction;
(ii) a fundamental c.n.u. contraction of type \(B1\) if \(T\) is a pure isometry; a fundamental c.n.u. contraction of type \(B2\) if \(T\) is a c.n.i. contraction;
(iii) a non-fundamental c.n.u. contraction, if \(T\) is a c.n.u. contraction which is neither a unilateral shift nor a c.n.i. contraction.

**Theorem 5.2.** Let \(P, Q\) be doubly commuting contractions acting on a Hilbert space \(\mathcal{H}\) and let \(Q\) be a c.n.u. contraction. If \(Q = Q_1 \oplus Q_2\) is the orthogonal decomposition of \(Q\) as in Theorem 1.3 with respect to the orthogonal decomposition \(\mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}_2\), then \(\mathcal{H}_1, \mathcal{H}_2\) are reducing subspaces for \(P\).

**Proof.** We apply the same argument as in the proof of Theorem 4.2 to the doubly commuting contractions \(P, Q\) and have that \(\left(\frac{P + P^*Q}{2}, \frac{P + P^*Q}{2}, Q\right)\) and \(\left(\frac{P - P^*Q}{2}, \frac{P - P^*Q}{2}, -Q\right)\) are c.n.u. \(\mathbb{E}\)-contractions. Since \(P, Q\) doubly commute, it follows that \(\frac{P + P^*Q}{2}\) commutes with \(Q^*\) and similarly \(\frac{P - P^*Q}{2}\) commutes with \(-Q^*\). Now if \(Q = Q_1 \oplus Q_2\) with respect to \(\mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}_2\) is the decomposition of \(Q\) into a pure isometry \(Q_1\) and a c.n.i. contraction \(Q_2\) as in Theorem 1.3, then by Theorem 5.1 we have that \(\mathcal{H}_1, \mathcal{H}_2\) are reducing subspaces for \(\frac{P + P^*Q}{2}\) and \(\frac{P - P^*Q}{2}\) which leads to the conclusion that \(\mathcal{H}_1, \mathcal{H}_2\) are reducing subspaces for \(\frac{P + P^*Q}{2} + \frac{P - P^*Q}{2} = P\). Hence the proof is complete.

Now we present the main result of this section which provides an explicit orthogonal decomposition of a finitely many doubly commuting c.n.u. contractions. We shall use the following terminologies.

**Theorem 5.4.** Let \(T_1, \ldots, T_n\) be doubly commuting c.n.u. contractions acting on a Hilbert space \(\mathcal{H}\). Then there corresponds a decomposition of \(\mathcal{H}\) into an orthogonal sum of \(2^n\) subspaces \(\mathcal{H}_1, \ldots, \mathcal{H}_{2^n}\) of \(\mathcal{H}\) such that

1. each \(\mathcal{H}_j, 1 \leq j \leq 2^n\), is a joint reducing subspace for \(T_1, \ldots, T_n\);
2. \(T_i|\mathcal{H}_j\) is either a pure isometry or a c.n.i. contraction for all \(i = 1, \ldots, n\) and \(j = 1, \ldots, 2^n\);
3. if \(\mathcal{M}_n = \{(\mathcal{H}_j) : 1 \leq j \leq 2^n\}\), where \(\mathcal{H}_j = (T_1|\mathcal{H}_j, \ldots, T_n|\mathcal{H}_j)\) for each \(j\) and if \(\mathcal{M}_n\) is the set of all functions \(f : \{1, \ldots, n\} \rightarrow \{B1, B2\}\), then corresponding to every \(g \in \mathcal{M}_n\).
there exists a unique element \((\mathcal{A}_g, \mathcal{H}_g) \in \mathcal{P}_n\) such that the \(k\)-th component of \(\mathcal{A}_g\) is of the type \(g(k)\), for \(1 \leq k \leq n\); 

(4) \(\mathcal{H}_1\) is the maximal joint reducing subspace for \(T_1, \ldots, T_n\) such that \(T_1|_{\mathcal{H}_1}, \ldots, T_n|_{\mathcal{H}_1}\) are pure isometries; 

(5) \(\mathcal{H}_{2^n}\) is the maximal joint reducing subspace for \(T_1, \ldots, T_n\) such that \(T_1|_{\mathcal{H}_{2^n}}, \ldots, T_n|_{\mathcal{H}_{2^n}}\) are c.n.i. contractions.

One or more members of \(\{\mathcal{H}_j : j = 1, \ldots, 2^n\}\) may coincide with the trivial subspace \(\{0\}\).

Proof. We follow the same algorithm as in the proof of Theorem 4.4 and apply Theorem 5.2 repeatedly to reach the desired conclusion.

6. Canonical decomposition of an infinite family of doubly commuting contractions

In this Section, we generalize the ideas of the previous sections and extend the same algorithm to decompose infinitely many doubly commuting contractions. Before presenting the general results for an arbitrary infinite set of doubly commuting contractions, we obtain the results for a countably infinite family so that a reader can understand clearly and intuitively how the same idea is being generalized from the finite to infinite case. It is evident from Theorem 4.2 that if we have a system of doubly commuting contractions \(\mathcal{S} = (T_\alpha)_{\alpha \in \Lambda}\) acting on a Hilbert space \(\mathcal{H}\) and if \(T_{\beta_1} \oplus T_{\beta_2}\) is the canonical decomposition of some \(T_\beta \in \mathcal{S}\) with respect to \(\mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}_2\), then \(\mathcal{H}_1, \mathcal{H}_2\) are reducing subspaces for all members of \(\mathcal{S}\). Consequently the entire system \(\mathcal{S}\) is orthogonally decomposed according to the canonical decomposition of \(T_\beta\). The contraction \(T_\beta\), with respect to whose canonical decomposition the whole system \(\mathcal{S}\) is orthogonally decomposed, will be called the “center” for the decomposition. Note that for an operator tuple \(\mathcal{S} = (T_\alpha)_{\alpha \in \Lambda}\) acting on \(\mathcal{H}\), if \(\mathcal{H}_1 \subseteq \mathcal{H}\) is a joint invariant subspace for \(\mathcal{S}\), then by \(\mathcal{S}|_{\mathcal{H}_1}\) we shall always mean the tuple \((T_\alpha|_{\mathcal{H}_1})_{\alpha \in \Lambda}\). Also, if \(\mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}_2\) and if \(\mathcal{H}_1, \mathcal{H}_2\) are joint reducing subspaces for \(\mathcal{S}\), then \(\mathcal{S}|_{\mathcal{H}_1} \oplus \mathcal{S}|_{\mathcal{H}_2}\) denotes the tuple \((T_\alpha|_{\mathcal{H}_1} \oplus T_\alpha|_{\mathcal{H}_2})_{\alpha \in \Lambda}\). Thus, if \(\mathcal{H} = \oplus_{\beta \in J} \mathcal{H}_\beta\) and if \(\mathcal{H}_\beta\) is a joint reducing subspace for \(\mathcal{S}\) for each \(\beta \in J\), then \(\oplus_{\beta \in J} \mathcal{S}|_{\mathcal{H}_\beta}\) denotes the tuple \((\oplus_{\beta \in J} T_\alpha|_{\mathcal{H}_\beta})_{\alpha \in \Lambda}\).

6.1. The countably infinite case. Let us consider a countably infinite tuple of doubly commuting contractions \(\mathcal{T} = \{T_n : n \in \mathbb{N}\}\), where each \(T_n\) acts on a Hilbert space \(\mathcal{H}\). For our convenience we shall denote this set by the sequence \(\mathcal{T} = (T_n)_{n=1}^\infty\), whose terms are all distinct. If there are only finitely many non-atoms in \(\mathcal{T}\), then the orthogonal decomposition performed by holding the non-atoms as centers will terminate after a finitely many steps which is similar to the finite case described in the previous sections. Also, the canonical decomposition of an atom is trivial and consequently holding it as the center the orthogonal decomposition of the concerned tuple is also trivial. Thus, without loss of generality we assume that there are infinitely many non-atoms in the tuple \(\mathcal{T}\). We shall decompose \(\mathcal{T}\) step by step starting with \(T_1\) being the center. Suppose \(T_{11} \oplus T_{12}\) is the canonical decomposition of \(T_1\) with respect to \(\mathcal{H} = \mathcal{H}_1 \oplus \mathcal{H}_2\), where \(T_{11} = T_1|_{\mathcal{H}_1}\) is a unitary and \(T_{12} = T_1|_{\mathcal{H}_2}\) is a c.n.u. contraction. Then by Theorem 4.2, \(\mathcal{H}_1, \mathcal{H}_2\) are joint reducing subspaces for \(\mathcal{T}\) and consequently \(\mathcal{T}\) orthogonally decomposes into two sequences, say \(\mathcal{T}_1 = \{T_{11}, T_{21}, T_{31}, \ldots\} = (T_n)_{n=1}^\infty\) and \(\mathcal{T}_2 = \{T_{12}, T_{22}, T_{32}, \ldots\} = (T_n)_{n=1}^\infty\), where \(T_{n1} = T_n|_{\mathcal{H}_1}\) and \(T_{n2} = T_n|_{\mathcal{H}_2}\) for all \(n \in \mathbb{N}\). Note that \(T_{11}\) in \(\mathcal{T}_1\) and \(T_{12}\) in \(\mathcal{T}_2\), which are the first components of
Definition 6.3. Two maximal totally ordered subsets $\mathcal{F}_1$ and $\mathcal{F}_2$ respectively, are atoms. Let

$$\mathcal{F}_0 = \{(\mathcal{T}, \mathcal{H})\} \text{ and } \mathcal{F}_1 = \{(\mathcal{T}_1, \mathcal{H}_1), (\mathcal{T}_2, \mathcal{H}_2)\}.$$ 

Next, we move to consider the 2nd components as centers for the 2 newly obtained operator tuples in $\mathcal{F}_1$. So, we shall decompose $\mathcal{F}_1$ and $\mathcal{F}_2$ holding $T_{21}$ and $T_{22}$ respectively as the centers and obtain $2^2 = 4$ new tuples acting on 4 orthogonal parts of $\mathcal{H}$, say $\mathcal{H}_1, \mathcal{H}_2, \mathcal{H}_3, \mathcal{H}_4$ respectively, where $\mathcal{H}_1 = \mathcal{H}_1 \oplus \mathcal{H}_2$ and $\mathcal{H}_2 = \mathcal{H}_2 \oplus \mathcal{H}_3$. Let us denote them by

$$\mathcal{F}_1 = \{(T_{111}, T_{211}, T_{311}, \ldots) = (T_{n11})_{n=1}^\infty \}$$

$$\mathcal{F}_2 = \{(T_{112}, T_{212}, T_{312}, \ldots) = (T_{n12})_{n=1}^\infty \}$$

$$\mathcal{F}_2 = \{(T_{121}, T_{221}, T_{321}, \ldots) = (T_{n21})_{n=1}^\infty \}$$

$$\mathcal{F}_2 = \{(T_{122}, T_{222}, T_{322}, \ldots) = (T_{n22})_{n=1}^\infty \}$$

respectively. Let

$$\mathcal{F}_0 = \{((\mathcal{T}_1, \mathcal{H}_1), (\mathcal{T}_2, \mathcal{H}_2), (\mathcal{T}_3, \mathcal{H}_3), (\mathcal{T}_4, \mathcal{H}_4)) \}. \text{ and obtain } 2^2 = 4 \text{ new tuples acting on } 4 \text{ orthogonal parts of } \mathcal{H}, \text{ say } \mathcal{H}_1, \mathcal{H}_2, \mathcal{H}_3, \mathcal{H}_4 \text{ respectively, where } \mathcal{H}_1 = \mathcal{H}_1 \oplus \mathcal{H}_2 \text{ and } \mathcal{H}_2 = \mathcal{H}_2 \oplus \mathcal{H}_3. \text{ Let us denote them by}$$

We define a relation ‘≤’ on $\mathcal{F}_n$ in the following way: for any two members $(\mathcal{A}, \mathcal{H}), (\mathcal{B}, \mathcal{H}_B)$ in $\mathcal{F}_n$, $(\mathcal{A}, \mathcal{H}_A) \leq (\mathcal{B}, \mathcal{H}_B)$ if and only if $\mathcal{H}_B \subseteq \mathcal{H}_A$ and $\mathcal{H}_B$ is a joint reducing subspace for $\mathcal{A}$ and $\mathcal{B} = \mathcal{A} \mid \mathcal{H}_B$. Evidently $(\mathcal{F}_n, \leq)$ is a partially ordered set and that $(\mathcal{T}, \mathcal{H}) \leq (\mathcal{A}, \mathcal{H}_A)$ for any $(\mathcal{A}, \mathcal{H}_A) \in \mathcal{F}_n$.

Definition 6.1. A proper subset $\mathcal{G}$ of $\mathcal{F}_n$ is called a maximal totally ordered set if $(\mathcal{G}, \leq)$ is a totally ordered subset of $(\mathcal{F}_n, \leq)$ and for any $(\mathcal{A}, \mathcal{H}_A) \in \mathcal{F}_n \setminus \mathcal{G}$, $\mathcal{G} \cup \{(\mathcal{A}, \mathcal{H}_A)\}$ is not a totally ordered subset of $\mathcal{F}_n$.

Note that every maximal totally ordered set contains the initial pair $(\mathcal{T}, \mathcal{H})$. Also, in a maximal totally ordered set, we can arrange and express the elements as an increasing chain. For examples, the following two subsets of $\mathcal{F}_n$ are maximal totally ordered sets (with respect to the notations described above) where the elements are arranged in increasing order:

$$\{(T_0)_{n=1}^\infty, \mathcal{H}, (T_{n1})_{n=1}^\infty, \mathcal{H}_1, (T_{n11})_{n=1}^\infty, \mathcal{H}_11, (T_{n111})_{n=1}^\infty, \mathcal{H}_111, \ldots\}$$

$$\{(T_0)_{n=1}^\infty, \mathcal{H}_1, (T_{n2})_{n=1}^\infty, \mathcal{H}_2, (T_{n21})_{n=1}^\infty, \mathcal{H}_21, (T_{n211})_{n=1}^\infty, \mathcal{H}_211, \ldots\}$$

Remark 6.2. Note that a maximal totally ordered set in $\mathcal{F}_n$ contains exactly one element from each $\mathcal{F}_n$, $(n = 0, 1, 2, \ldots)$.

Definition 6.3. Two maximal totally ordered subsets $\mathcal{G}_1$ and $\mathcal{G}_2$ in $\mathcal{F}_n$, whose elements are arranged in increasing order in the following way

$$\mathcal{G}_1 = \{(T_0)_{n=1}^\infty, \mathcal{H}, (T_{n1})_{n=1}^\infty, \mathcal{H}_1, (T_{n11})_{n=1}^\infty, \mathcal{H}_11, (T_{n111})_{n=1}^\infty, \mathcal{H}_111, \ldots\}$$

$$\mathcal{G}_2 = \{(T_0)_{n=1}^\infty, \mathcal{H}_1, (T_{n2})_{n=1}^\infty, \mathcal{H}_2, (T_{n21})_{n=1}^\infty, \mathcal{H}_21, (T_{n211})_{n=1}^\infty, \mathcal{H}_211, \ldots\}$$

are called different if there is $k \in \mathbb{N}$ such that $(T_{n1k})_{n=1}^\infty, \mathcal{H}_1 \neq (T_{n2k})_{n=1}^\infty, \mathcal{H}_2$.
Note that if $\mathcal{G}_1$ and $\mathcal{G}_2$ differ at $k^{th}$ position, then \((T_{a_0}^\alpha)_{n=1}^\infty, \tilde{\mathcal{H}}_\alpha) \neq (T_{b_0}^\beta)_{n=1}^\infty, \tilde{\mathcal{H}}_\beta)\) for any $s \geq k$.

**Definition 6.4.** Let $\mathcal{G} = \{(\mathcal{A}_n, \tilde{\mathcal{H}}_n) : n \in \mathbb{N} \cup \{0\}\}$ be a maximal totally ordered set such that $(\mathcal{A}_n, \tilde{\mathcal{H}}_n) \leq (\mathcal{A}_{n+1}, \tilde{\mathcal{H}}_{n+1})$ for all $n \in \mathbb{N} \cup \{0\}$. If $\mathcal{H}_g = \cap_{n=0}^\infty \tilde{\mathcal{H}}_n$ and $\mathcal{A}_g = \mathcal{A}_0|\mathcal{H}_g = \mathcal{T}|\mathcal{H}_g$, then the pair $(\mathcal{A}_g, \mathcal{H}_g)$ is called the *maximal element* for $\mathcal{G}$ or the *limit* of the increasing sequence $(\mathcal{A}_n, \tilde{\mathcal{H}}_n)_{n=1}^\infty$.

**Lemma 6.5.** *The operator tuple in a maximal element consists of atoms only.*

**Proof.** Let $\mathcal{J} = \{(\mathcal{A}_n, \tilde{\mathcal{H}}_n) : n \in \mathbb{N} \cup \{0\}\}$ be a maximal totally ordered set whose elements are arranged in increasing order, i.e. $(\mathcal{A}_n, \tilde{\mathcal{H}}_n) \leq (\mathcal{A}_{n+1}, \tilde{\mathcal{H}}_{n+1})$ for all $n \in \mathbb{N} \cup \{0\}$ and let $(\mathcal{A}, \mathcal{H})$ be the maximal element for $\mathcal{J}$. Then $\mathcal{H} = \cap_{n=1}^\infty \tilde{\mathcal{H}}_n$ and $\mathcal{A} = \mathcal{T}|\mathcal{H}_1$. Note that $(\mathcal{A}_0, \mathcal{H}_0) = (\mathcal{T}, \mathcal{H}) \in \mathcal{F}_0$ and $(\mathcal{A}_n, \mathcal{H}_n) \in \mathcal{F}_n$ for all $n \in \mathbb{N}$. The first component of the tuple $\mathcal{A}_1$ is an atom because it is either equal to $T_{11} = T_1|\mathcal{H}_1$ or equal to $T_{12} = T_1|\mathcal{H}_2$. Similarly, the first $n$ components of $\mathcal{A}_n$ are all atoms as $(\mathcal{A}_n, \tilde{\mathcal{H}}_n) \in \mathcal{F}_n$. Since $\mathcal{H} \subseteq \tilde{\mathcal{H}}_n$ for all $n \in \mathbb{N} \cup \{0\}$ and $\mathcal{A} = \mathcal{T}|\mathcal{H}$, it follows that the first $n$ components of $\mathcal{A}$ are all atoms and this holds for any $n \in \mathbb{N}$. Thus the components of $\mathcal{A}$ are all atoms.

**Lemma 6.6.** *The maximal elements of two different maximal totally ordered sets are different.*

**Proof.** If two maximal totally ordered sets $\mathcal{G}_1$ and $\mathcal{G}_2$ differ at $k^{th}$ position, then we already know that \((T_{a_0}^\alpha)_{n=1}^\infty, \tilde{\mathcal{H}}_\alpha) \neq (T_{b_0}^\beta)_{n=1}^\infty, \tilde{\mathcal{H}}_\beta)\) for any $s \geq k$. So, the rest of the proof follows trivially from the definition of maximal element.

Since the maximal elements for different maximal totally ordered sets are different, we can call the collection of all such maximal elements a set. We denote by $\mathcal{F}_\infty$ the set of all maximal elements for the maximal totally ordered sets in $\mathcal{F}_\mathbb{N}$. Let $\mathcal{F} = \mathcal{F}_\mathbb{N} \cup \mathcal{F}_\infty$. Then we can define $\leq$ on $\mathcal{F}$ and maximal totally ordered sets in $\mathcal{F}$ in a similar fashion as we have done for $\mathcal{F}_\mathbb{N}$. Note that if $\mathcal{J}$ is a maximal totally ordered set in $\mathcal{F}$, then for any $(\mathcal{A}_\alpha, \tilde{\mathcal{H}}_\alpha) \in \mathcal{J}$ we have that $(\mathcal{T}, \mathcal{H}) \leq (\mathcal{B}_\alpha, \tilde{\mathcal{H}}_\alpha) \leq (\mathcal{B}, \mathcal{H})$, where $(\mathcal{B}, \mathcal{H})$ is the maximal element for $\mathcal{J}$.

Recall from Section 2, the atoms of types $A_1$ and $A_2$. An atom is said to be of type $A_1$ if it is a unitary and is of type $A_2$ if is a c.n.u. contraction.

**Lemma 6.7.** *For every sequence $f : \mathbb{N} \rightarrow \{A_1, A_2\}$, there is a unique (maximal) element $(\mathcal{A}_f, \mathcal{H}_f)$ in $\mathcal{F}_\infty$ such that for every $n \in \mathbb{N}$, the $n^{th}$ component of $\mathcal{A}_f$ is of type $f(n)$.*

**Proof.** For such a given sequence $f$, it suffices if we determine the maximal totally ordered set $\mathcal{G}_f$ whose maximal element is $\mathcal{A}_f$. Obviously the first entity in $\mathcal{G}_f$ is $(\mathcal{T}, \mathcal{H})$. As we have mentioned before that a maximal totally ordered set contains exactly one element from each $\mathcal{F}_n$, we shall choose them step by step and arrange them in increasing order to construct the set $\mathcal{G}_f$. If $f(1) = A_1$, then we choose $(\mathcal{T}_1, \tilde{\mathcal{H}}_1)$ or else if $f(1) = A_2$ then we choose $(\mathcal{T}_2, \tilde{\mathcal{H}}_2)$ from $\mathcal{T}_1$. Now we move to choose an element from $\mathcal{F}_2$. If $f(1) = A_1$, i.e. $(\mathcal{T}_1, \tilde{\mathcal{H}}_1) \in \mathcal{G}_f$, then we choose $(\mathcal{T}_{11}, \tilde{\mathcal{H}}_{11})$ if $f(2) = A_1$ or else we choose $(\mathcal{T}_{12}, \tilde{\mathcal{H}}_{12})$ if $f(2) = A_2$. On the other hand if $f(1) = A_2$, i.e. if
(\mathcal{T}_2, \mathcal{H}_2) \in \mathcal{G}_f$, then we choose \((\mathcal{T}_{21}, \mathcal{H}_{21})\) provided that \(f(2) = A1\) or else we choose \((\mathcal{T}_{22}, \mathcal{H}_{22})\) if \(f(2) = A2\). In a similar fashion we choose one element from \(\mathcal{F}_3\) depending on what elements are already chosen from \(\mathcal{F}_1\) and \(\mathcal{F}_2\). We continue the process to choose exactly one element from each \(\mathcal{F}_n\) and arrange them in increasing order to obtain \(\mathcal{G}_f\). Evidently the set \(\mathcal{G}_f\) is unique and hence its maximal element \((A_f, \mathcal{H}_f)\) is unique. This completes the proof.

\[\text{Note 6.8.} \quad \text{Let } \mathcal{M}_N \text{ be the set of all sequences } f : \mathbb{N} \to \{A1, A2\}. \text{ Then the cardinality of the set } \mathcal{M}_N \text{ is equal to } 2^{\aleph_0}, \text{ where } \aleph_0 \text{ is the cardinality of the set } \mathbb{N}.\]

**Lemma 6.9.** The cardinality of the set \(\mathcal{F}_\infty\) is \(2^{\aleph_0}\).

**Proof.** By Lemma 6.5, an element in \(\mathcal{F}_\infty\) consists of atoms only. Also, by Lemma 6.7, each sequence \(f : \mathbb{N} \to \{A1, A2\}\) determines a unique element in \(\mathcal{F}_\infty\). Since the set of such sequences, i.e., \(\mathcal{M}_N\) has cardinality \(2^{\aleph_0}\), it follows that the cardinality of \(\mathcal{F}_\infty\) is \(2^{\aleph_0}\).

\[\text{Notation.} \quad \text{We express the set } \mathcal{F}_\infty \text{ as } \mathcal{F}_\infty = \{(A_\alpha, \mathcal{H}_\alpha) : \alpha \in \mathcal{M}_N\}.\]

**Lemma 6.10.** Let \(\mathcal{G}_1, \mathcal{G}_2\) be different maximal totally ordered sets in \(\mathcal{F}_N\) and let \((A_q_1, \mathcal{H}_{q_1})\) and \((A_q_2, \mathcal{H}_{q_2})\) in \(\mathcal{F}_\infty\) be their maximal elements respectively. Then the type of atoms in \(A_q_1\) and \(A_q_2\) differ by at least one component, i.e., there exists \(k \in \mathbb{N}\) such that the atoms at the \(k^{th}\) components of \(A_q_1\) and \(A_q_2\) are of different types.

**Proof.** Since \(\mathcal{G}_1, \mathcal{G}_2\) are different, they are determined by two different sequences, say \(f_1, f_2 : \mathbb{N} \to \{A1, A2\}\). Consequently, the type of atoms in \(\mathcal{A}_{q_1}\) and \(\mathcal{A}_{q_2}\) differ by at least one component.

**Lemma 6.11.** For the operator tuple \(\mathcal{T}\) on \(\mathcal{H}, \mathcal{H} = \bigoplus_{\alpha \in \mathcal{M}} \mathcal{H}_\alpha\), and \(\mathcal{T} = \bigoplus_{\alpha \in \mathcal{M}} \mathcal{A}_\alpha\).

**Proof.** Suppose \(\mathcal{H} = \bigoplus_{\alpha \in \mathcal{M}} \mathcal{H}_\alpha \subseteq \mathcal{H}\) and \(\mathcal{H}_\perp = \mathcal{H} \ominus \mathcal{H}\). Let \(0 \neq h \in \mathcal{H}_\perp\). Evidently \(P_{\mathcal{H}_\perp}(h) = 0\), where \(P_{\mathcal{H}_\perp}\) is the orthogonal projection of \(\mathcal{H}\) onto \(\mathcal{H}\). We have that \(\mathcal{H} = \bigoplus_{i=1}^{2^n} \mathcal{H}_i^n\) for any \(n \in \mathbb{N}\) and thus \(h = \bigoplus_{i=1}^{2^n} P_{\mathcal{H}_i^n}(h)\) for any \(n \in \mathbb{N}\). Let \(\mathcal{G} = \{(A_n, \mathcal{H}_n^n) : n \in \mathbb{N} \cup \{0\}\}\) be a maximal totally ordered set and let \((A_g, \mathcal{H}_g)\) be its maximal element. Since \(P_{\mathcal{H}_g}(h) = 0\), it follows that the sequence \(\{P_{\mathcal{H}_g^n}(h)\}_{n=0}^\infty\) converges to 0. Since this holds for any maximal totally ordered set, we have that the sequence

\[
\{h, P_{\mathcal{H}_1}(h) \oplus P_{\mathcal{H}_2}(h), P_{\mathcal{H}_3}(h) \oplus P_{\mathcal{H}_4}(h) \oplus P_{\mathcal{H}_5}(h) \oplus P_{\mathcal{H}_6}(h), \ldots\},
\]

whose \((n+1)^{th}\) term is \(\bigoplus_{i=1}^{2^n} P_{\mathcal{H}_i^n}(h)\), converges to 0. This is a contradiction to the fact that each term of the sequence \(\Sigma\) is equal to \(h\) and \(h \neq 0\). Thus, \(\mathcal{H} = \bigoplus_{\alpha \in \mathcal{M}} \mathcal{H}_\alpha\) and \(\mathcal{T} = \bigoplus_{\alpha \in \mathcal{M}} \mathcal{A}_\alpha\).

**Lemma 6.12.** For every natural number \(n\) and for every element \((A_\beta, \mathcal{H}_\beta)\) in \(\mathcal{G}_n\), there exist infinitely many maximal totally ordered sets \(\mathcal{G}_\beta\) in \(\mathcal{F}_n\) such that \((A_\beta, \mathcal{H}_\beta) \in \mathcal{G}_\beta\).

**Proof.** It is evident that every maximal totally ordered set is an increasing countably infinite chain which has a limit (the maximal element for the chain) in \(\mathcal{F}_\infty\). By Lemma 6.9, we have that the cardinality of set of maximal totally ordered sets with \((\mathcal{T}, \mathcal{H})\) as the initial tuple is \(2^{\aleph_0}\). Thus, in a similar fashion we can have infinitely many such chains (maximal totally ordered sets) if we consider \((A_\beta, \mathcal{H}_\beta)\) as its initial element. Needless to mention that any maximal totally ordered set with \((A_\beta, \mathcal{H}_\beta)\) as its initial element is a subset of a maximaly totally ordered set with \((\mathcal{T}, \mathcal{H})\) as its initial element. Hence, there are infinitely many such \(\mathcal{G}_\beta\) in \(\mathcal{F}_\infty\) such that \((A_\beta, \mathcal{H}_\beta) \in \mathcal{G}_\beta\).
Thus, combining all the results and observations of this section and following the notations defined above, we reach the following generalization of Theorem 6.4 in the countably infinite setting.

**Theorem 6.13.** Let $\mathcal{T} = (T_n)_{n=1}^\infty$ be a family of doubly commuting contractions acting on a Hilbert space $\mathcal{H}$ which consists of infinitely many non-atoms. If $\mathcal{M}_x$ is the set of all sequences $f : \mathbb{N} \rightarrow \{A1, A2\}$, then we have the following.

1. $\mathcal{H}$ admits an orthogonal decomposition $\mathcal{H} = \bigoplus_{\alpha \in \mathcal{M}_x} \mathcal{H}_\alpha$ such that each $\mathcal{H}_\alpha$ is a joint reducing subspace for $\mathcal{T} = (T_n)_{n=1}^\infty$.

2. For each $\alpha \in \mathcal{M}_x$, the components of operator tuple $(T_n|_{\mathcal{H}_\alpha})_{n=1}^\infty$ are all atoms.

3. There is exactly one element say $(\mathcal{A}_1, \mathcal{H}_1)$ in $\mathcal{F}_\infty$ such that the components of $\mathcal{A}_1$ are all atoms of type $A1$ and this is determined by the constant sequence $f_1 : \mathbb{N} \rightarrow \{A1, A2\}$, defined by $f_1(n) = A1$ for all $n \in \mathbb{N}$.

4. There is exactly one element say $(\mathcal{A}_2, \mathcal{H}_2)$ in $\mathcal{F}_\infty$ such that the components of $\mathcal{A}_2$ are all atoms of type $A2$ and this is determined by the constant sequence $f_2 : \mathbb{N} \rightarrow \{A1, A2\}$ defined by $f_2(n) = A2$ for all $n \in \mathbb{N}$.

5. The cardinality of the set $\mathcal{F}_\infty$ is $\{\mathcal{A}_\alpha, \mathcal{H}_\alpha : \alpha \in \mathcal{M}_x\}$ is $2^{\aleph_0}$, where $\mathcal{F}_\alpha = (T_n|_{\mathcal{H}_\alpha})_{n=1}^\infty$ for each $\alpha \in \mathcal{M}_x$ and $\aleph_0$ is the cardinality of the set $\mathbb{N}$.

One or more members of $\{\mathcal{H}_\alpha : \alpha \in \mathcal{M}_x\}$ may coincide with the trivial subspace $\{0\}$.

It is obvious that if we follow the same algorithm (as described above), we can easily obtain an analogue of Theorem 5.4 for any countable family of doubly commuting c.n.u. contractions which by repeated application of Theorem 5.2 must orthogonally split into unilateral shifts and c.n.i. contractions. We do not state this result here. Rather, we would like to present in Section 7 a more general version of this result which holds for any infinite family of doubly commuting c.n.u. contractions. Before that let us proceed to the next subsection where we shall establish a general version of Theorem 6.13 and this will be one of the main results of this article.

**6.2. The general case.** In the canonical decomposition of $\mathcal{T} = (T_n)_{n=1}^\infty$ described above, we chose the positions of the centers in an increasing order. In the first stage, we considered the first component $T_1$ as the center to perform the decomposition and obtained the tuples $\mathcal{T}_1$ and $\mathcal{T}_2$. In the second stage, we chose the second components of the tuples $\mathcal{T}_1, \mathcal{T}_2$ to be the centers and obtained $\mathcal{T}_{11}, \mathcal{T}_{12}, \mathcal{T}_{21}$ and $\mathcal{T}_{22}$ respectively. In the third stage, we fixed the third components of $\mathcal{T}_{11}, \mathcal{T}_{12}, \mathcal{T}_{21}, \mathcal{T}_{22}$ as centers. Thus, we followed the natural order $1 \rightarrow 2 \rightarrow 3 \rightarrow \cdots$ and finally achieve the limiting set $\mathcal{F}_\infty$. If we follow a different order, then also we reach the same set $\mathcal{F}_\infty$. We have a clear picture if we deal with a finite tuple $\{T_1, \ldots, T_n\}$, because, then the limiting set will be equal to $\mathcal{F}_n$ irrespective of the orders $1 \rightarrow 2 \rightarrow 3 \rightarrow \cdots \rightarrow n$ or $\tau(1) \rightarrow \tau(2) \rightarrow \tau(3) \rightarrow \cdots \rightarrow \tau(n)$ for any bijection $\tau : \{1, \ldots, n\} \rightarrow \{1, \ldots, n\}$. Now, if $\sigma : \mathbb{N} \rightarrow \mathbb{N}$ is a bijection and if we choose the order $\sigma(1) \rightarrow \sigma(2) \rightarrow \sigma(3) \rightarrow \cdots$ in stead of $1 \rightarrow 2 \rightarrow 3 \rightarrow \cdots$, we see that at the first stage we split $T_{\sigma(1)}$ instead of splitting $T_1$ and the whole tuple $\mathcal{T}$ splits accordingly into two parts. In this case if $\sigma(k) = 1$, then $T_1$ will split into atoms at the $k$th stage of decomposition but the splits of $T_1$ will remain same after $k$th stage of decomposition if we follow the order $1 \rightarrow 2 \rightarrow 3 \rightarrow \cdots$ too. It is merely said that the same holds for every $T_i$. Thus, rearranging the terms of $\mathcal{T}$ (according to the bijection $\sigma$) we obtain the ordered tuple $(T_{\sigma(n)})_{n=1}^\infty$ but the limiting set $\mathcal{F}_\infty$ remains unchanged. We capitalize this fundamental clue when we deal with the general case.
Let us consider a set of doubly commuting contractions $\mathcal{U} = \{ T_\lambda : \lambda \in \Lambda \}$, where $\Lambda$ is any infinite set and each $T_\lambda$ acts on a Hilbert space $\mathcal{H}$. In a similar fashion as in the previous subsection, we assume that there are infinitely many non-atoms in $\mathcal{U}$ to avoid the triviality. We choose a $\lambda \in \Lambda$ and consider $T_\lambda$ as the center. If $T_{\lambda 1\Lambda} \oplus T_{\lambda 2\Lambda}$ is the canonical decomposition of $T_\lambda$ with respect to $\mathcal{H} = \mathcal{H}_{1\lambda} \oplus \mathcal{H}_{2\lambda}$, then $\mathcal{H}_{1\lambda}, \mathcal{H}_{2\lambda}$ are joint-reducing subspaces for $\mathcal{U}$ and thus $\mathcal{U}$ is orthogonally decomposed into 2 tuples say $\mathcal{U}_{\lambda 1} = \{ T_{\lambda 1\eta} : \eta \in \Lambda \}$, $\mathcal{U}_{\lambda 2} = \{ T_{\lambda 2\eta} : \eta \in \Lambda \}$, whose $\lambda^{th}$ entities ($T_{\lambda 1\lambda}$ and $T_{\lambda 2\lambda}$ respectively) are atoms. Next we apply the axiom of choice to have some $\beta \in \Lambda \setminus \{ \lambda \}$ and consider the $\beta^{th}$ components of the tuples $\mathcal{U}_{\lambda 1}, \mathcal{U}_{\lambda 2}$, i.e. $T_{\lambda 1\beta}$ and $T_{\lambda 2\beta}$ as the centers to perform the canonical decomposition of $\mathcal{U}_{\lambda 1}, \mathcal{U}_{\lambda 2}$ respectively. We continue the process and the limiting set $\mathcal{F}_\infty$ must have cardinality $2^{|\Lambda|}$, where $|\Lambda|$ is the cardinality of the set $\Lambda$. This is because here we consider the set of all functions $f : \Lambda \to \{ A1, A2 \}$ and its cardinality is $2^{|\Lambda|}$. If we define $\prec$ in a similar fashion (as in the previous subsection), we can establish analogues of all lemmas proved in the previous subsection in an analogous manner.

Thus we reach the following analogue of the decomposition Theorems 4.4 & 6.13 in an arbitrary infinite setting, which are two main results of this paper.

**Theorem 6.14.** Let $\mathcal{U} = \{ T_\lambda : \lambda \in \Lambda \}$ be an infinite set of doubly commuting contractions acting on a Hilbert space $\mathcal{H}$ and let there be infinitely many non-atoms in $\mathcal{U}$. If $\mathcal{F}_\infty = \{ (\mathcal{A}_\alpha, \mathcal{H}_\alpha) : \alpha \in \mathcal{M}_\Lambda \}$, where $\mathcal{A}_\alpha = \{ T_\lambda |_{\mathcal{H}_\alpha} : \lambda \in \Lambda \}$ for each $\alpha \in \mathcal{M}_\Lambda$ and $\mathcal{M}_\Lambda$ is the set of all functions $f : \Lambda \to \{ A1, A2 \}$, then we have the following.

1. $\mathcal{H}$ admits an orthogonal decomposition $\mathcal{H} = \bigoplus_{\alpha \in \mathcal{M}_\Lambda} \mathcal{H}_\alpha$ such that each $\mathcal{H}_\alpha$ is a joint reducing subspace for $\mathcal{U}$.
2. For each $\alpha \in \mathcal{M}_\Lambda$, the components of operator tuple $\{ T_\lambda |_{\mathcal{H}_\alpha} : \lambda \in \Lambda \}$ are all atoms.
3. There is exactly one element say $(\mathcal{A}_1, \mathcal{H}_1)$ in $\mathcal{F}_\infty$ such that the components of $\mathcal{A}_1$ are all atoms of type $A1$ and this is determined by the constant function $f_1 : \Lambda \to \{ A1, A2 \}$, defined by $f_1(\lambda) = A1$ for all $\lambda \in \Lambda$.
4. There is exactly one element say $(\mathcal{A}_2, \mathcal{H}_2)$ in $\mathcal{F}_\infty$ such that the components of $\mathcal{A}_2$ are all atoms of type $A2$ and this is determined by the constant function $f_2 : \Lambda \to \{ A1, A2 \}$, defined by $f_2(\lambda) = A2$ for all $\lambda \in \Lambda$.
5. The cardinality of the set $\mathcal{F}_\infty = \{ (\mathcal{A}_\alpha, \mathcal{H}_\alpha) : \alpha \in \mathcal{M}_\Lambda \}$ is $2^{|\Lambda|}$, where $|\Lambda|$ is the cardinality of the set $\Lambda$.

One or more members of $\{ \mathcal{H}_\alpha : \alpha \in \mathcal{M}_\Lambda \}$ may coincide with the trivial subspace $\{ 0 \}$.

As a special case of Theorem 6.14 we have the following analogue of Theorem 4.5 an Wold decomposition for an arbitrary infinite set of doubly commuting isometries.

**Theorem 6.15.** Let $\mathcal{V} = \{ V_\eta : \eta \in I \}$ be an infinite set of doubly commuting isometries acting on a Hilbert space $\mathcal{H}$ and let there be infinitely many isometries in $\mathcal{V}$ which are neither unitaries nor pure isometries. If $\mathcal{F}_\infty = \{ (\mathcal{A}_\gamma, \mathcal{H}_\gamma) : \gamma \in \mathcal{M}_I \}$, where $\mathcal{A}_\gamma = \{ T_\eta |_{\mathcal{H}_\gamma} : \eta \in I \}$ for each $\gamma \in \mathcal{M}_I$ and $\mathcal{M}_I$ is the set of all functions $h : I \to \{ A1, B1 \}$, then we have the following.

1. $\mathcal{H}$ admits an orthogonal decomposition $\mathcal{H} = \bigoplus_{\gamma \in \mathcal{M}_I} \mathcal{H}_\gamma$ such that each $\mathcal{H}_\gamma$ is a joint reducing subspace for $\mathcal{V}$.
2. For each $\gamma \in \mathcal{M}_I$, the operator tuple $\{ T_\eta |_{\mathcal{H}_\gamma} : \eta \in I \}$ consist of unitaries and pure isometries.
(3) There is exactly one element say \((A_1, \mathcal{H}_1)\) in \(\mathcal{F}_\infty\) such that the components of \(A_1\) are all unitaries and this is determined by the constant function \(f_1: I \to \{A_1, B_1\}\) defined by \(f_1(\eta) = A_1\) for all \(\eta \in I\).

(4) There is exactly one element say \((A_{2|I|}, \mathcal{H}_{2|I|})\) in \(\mathcal{F}_\infty\) such that the components of \(A_{2|I|}\) are all pure isometries and this is determined by the constant function \(f_{2|I|}: I \to \{A_1, B_1\}\) defined by \(f_{2|I|}(\eta) = B_1\) for all \(\eta \in I\).

(5) The cardinality of the set \(\mathcal{F}_\infty = \{(A_\gamma, \mathcal{H}_\gamma) : \gamma \in \mathcal{M}_1\}\) is \(2^{|J|}\), where \(|J|\) is the cardinality of the set \(J\).

One or more members of \(\{\mathcal{H}_\gamma : \gamma \in \mathcal{M}_1\}\) may coincide with the trivial subspace \(\{0\}\).

7. Decomposition of infinitely many doubly commuting c.n.u. contractions

If we follow the same algorithm as described above, we can easily obtain a canonical decomposition of an infinite family of doubly commuting c.n.u. contractions, whence every member will orthogonally decomposed into pure isometries and c.n.i. contractions. Needless to say that this is an extended version of the Theorem 5.4 and an analogue of Theorem 6.13 for any infinite set of doubly commuting c.n.u. contractions \(\mathcal{W} = \{T_\mu : \mu \in J\}\). Once again we shall assume without loss of generality that there are infinitely many non-fundamental c.n.u. contractions (i.e. pure isometries or c.n.i. contractions) in \(\mathcal{W}\). It is merely mentioned that each split of \(\mathcal{W}\) will consist of fundamental c.n.u. contractions only. Here we shall denote the limiting set by \(\mathcal{G}_\infty\) (which we had denoted by \(\mathcal{F}_\infty\) in case of doubly commuting contractions).

**Theorem 7.1.** Let \(\mathcal{W} = \{T_\mu : \mu \in J\}\) be an infinite set of doubly commuting c.n.u. contractions acting on a Hilbert space \(\mathcal{H}\) and let there be infinitely many non-fundamental c.n.u. contractions in \(\mathcal{W}\). If \(\mathcal{G}_\infty = \{(A_\beta, \mathcal{H}_\beta) : \beta \in \mathcal{M}_J\}\), where \(A_\beta = \mathcal{W}|_{\mathcal{H}_\beta}\) and \(\mathcal{M}_J\) is the set of all functions \(g: J \to \{B_1, B_2\}\), then we have the following.

1. \(\mathcal{H}\) admits an orthogonal decomposition \(\mathcal{H} = \oplus_{\beta \in \mathcal{M}_J} \mathcal{H}_\beta\) such that each \(\mathcal{H}_\beta\) is a joint reducing subspace for \(\mathcal{W}\).
2. For each \(\beta \in \mathcal{M}_J\), the components of \(\{T_\mu|_{\mathcal{H}_\beta} : \mu \in J\}\) are all fundamental c.n.u. contractions.
3. There is exactly one element say \((A_1, \mathcal{H}_1)\) in \(\mathcal{G}_\infty\) such that the components of \(A_1\) are all fundamental c.n.u. contractions of type \(B_1\) and this is determined by the constant function \(g_1: J \to \{B_1, B_2\}\), defined by \(g_1(\mu) = B_1\) for all \(\mu \in J\).
4. There is exactly one element say \((A_{2|J|}, \mathcal{H}_{2|J|})\) in \(\mathcal{G}_\infty\) such that the components of \(A_{2|J|}\) are all fundamental c.n.u. contractions of type \(B_2\) and this is determined by the constant function \(g_{2|J|}: \mathbb{N} \to \{B_1, B_2\}\), defined by \(g_{2|J|}(\mu) = B_2\) for all \(\mu \in J\).
5. The cardinality of the set \(\mathcal{G}_\infty\) is \(2^{|J|}\), where \(|J|\) is the cardinality of the set \(J\).

One or more members of \(\{\mathcal{H}_\beta : \beta \in \mathcal{M}_J\}\) may coincide with the trivial subspace \(\{0\}\).
REFERENCES

[1] A.A. Abouhajar, M.C. White and N.J. Young, A Schwarz lemma for a domain related to $\mu$-synthesis, J. Geom. Anal. 17 (2007) 717 – 750.

[2] J. Agler, G. Knese and J.E. McCarthy, Algebraic pairs of isometries, J. Operator Theory, 67 (2012), 215 – 236.

[3] J. Agler and J.E. McCarthy, Distinguished varieties, Acta Math., 194 (2005), 133 – 15.

[4] E. Albrecht and M. Ptak, Invariant subspaces for doubly commuting contractions with rich Taylor spectrum, J. Operator Theory, 40 (1998), 373 – 384.

[5] T. Ando, On a pair of commutative contractions, Acta Sci. Math. (Szeged) 24 (1963), 88 – 90.

[6] H. Bercovici, R. Douglas and C. Foias, On the classification of multi-isometries, Acta. Sci. Math. (Szeged), 72 (2006), 639 – 661.

[7] C. A. Berger, L. A. Coburn and A. Lebow, Representation and index theory for $C^*$-algebra generated by commuting isometries, J. Funct. Anal., 27 (1978), 51 – 99.

[8] T. Bhattacharyya, The tetrablock as a spectral set, Indiana Univ. Math J., 63 (2014), 1601 – 1629.

[9] B. Bisai and S. Pal, Structure theorems for operators associated with two domains related to $\mu$-synthesis, Bull. Sci. Math., 159 (2020), 102822.

[10] B. Bisai and S. Pal, A model theory for operators associated with a domain related to $\mu$-synthesis, Collect. Math., To appear.

[11] Z. Burdak, On decomposition of pairs of commuting isometries, Ann. Polon. Math., 84 (2004), 121 – 135.

[12] Z. Burdak, M. Kosiek, and M. Slocinski, The canonical Wold decomposition of commuting isometries with finite dimensional wandering spaces, Bull. Sci. Math., 137 (2013), 653 – 658.

[13] X. Catepilln, M. Ptak, and W. Szymaski, Multiple canonical decompositions of families of operators and a model of quasinormal families, Proc. Amer. Math. Soc., 121 (1994), 1165 – 1172.

[14] B. Krishna Das, J. Sarkar and S. Sarkar, Factorization of contractions, Adv. Math., 322 (2017), 186 – 200.

[15] J. Doyle, Analysis of feedback systems with structured uncertainties, IEE Proc. Control Theory Appl., 129 (1982), 242 – 250.

[16] J. Eschmeier, Invariant subspaces for commuting contractions, J. Operator Theory, 45 (2001), 413 – 443.

[17] T. Gamelin, Uniform Algebras, Prentice Hall, New Jersey, 1969.

[18] D. Gapar and N. Suciu, Wold decompositions for commutative families of isometries, An. Univ. Timisoara Ser. Tih. Mat. 27 (1989), 31 – 38.

[19] M. Kosiek and A. Octavio, On common invariant subspaces for commuting contractions with rich spectrum. Indiana Univ. Math. J. 53 (2004), 823 – 844.
[20] C. S. Kubrusly, P. C. M. Vieira and D. O. Pinto, A decomposition for a class of contractions, *Adv. Math. Sci. Appl.* 6 (1996), 523 – 530.

[21] N. Levan, Canonical decomposition of completely non-unitary contractions. *J. Math. Anal. Appl.* 101, 514 – 526 (1984).

[22] S. Pal, The failure of rational dilation on the tetrablock, *J. Funct. Anal.*, 269 (2015), 1903 – 1924.

[23] S. Pal, Subvarieties of the tetrablock and von Neumann’s inequality, *Indiana Univ. Math. J.*, 65 (2016), 2051 – 2079.

[24] S. Pal, Canonical decomposition of a tetrablock contraction and operator model, *J. Math. Anal. Appl.*, 438 (2016), 274 – 284.

[25] G. Popescu, Invariant subspaces and operator model theory on noncommutative varieties, *Math. Ann.*, 372 (2018), 611 – 650.

[26] D. Popovici, A Wold-type decomposition for commuting isometric pairs, *Proc. Amer. Math. Soc.*, 132 (2004), 2303 – 2314.

[27] A. Skalski, and J. Zacharias, Wold decomposition for representations of product systems of C-correspondences, *Internat. J. Math.*, 19 (2008), 455 – 479.

[28] M. Slocinski, On the Wold-type decomposition of a pair of commuting isometrics, *Ann. Polon. Math.*, 37 (1980), 255 – 262.

[29] B. Sz.-Nagy, C. Foias, L. Kerchy and H. Bercovici, Harmonic analysis of operators on Hilbert space. *Universitext, Springer*, New York, 2010.

[30] B. Sz.-Nagy and C. Foias, Analyse harmonique des operateurs de lespace de Hilbert, *Masson et Cie, Academiai Kiado*, 1967.

[31] W. Szymanski, Decompositions of operator-valued functions in Hilbert spaces, *Studia Math.*, 50 (1974), 265 – 280.

[32] F. H. Vasilescu, Analytic Functional Calculus and Spectral Decompositions, *Editura Academiei: Bucuresti, Romania and D. Reidel Publishing Company*, 1982.

[33] H. Wold, A study in analysis of stationary time series, *Almqvist and Wiksells*, Uppsala, 1983, 2nd ed., 1954.

(Sourav Pal) **MATHEMATICS DEPARTMENT, INDIAN INSTITUTE OF TECHNOLOGY BOMBAY, POWAI, MUMBAI - 400076, INDIA.**

*Email address: souravmaths@gmail.com , sourav@math.iitb.ac.in*