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Abstract—Space-air-ground integrated network (SAGIN) is a new type of wireless network mode. The effective management of SAGIN resources is a prerequisite for high-reliability communication. However, the storage capacity of space-air network segment is extremely limited. The air servers also do not have sufficient storage resources to centrally accommodate the information uploaded by each edge server. So the problem of how to coordinate the storage resources of SAGIN has arisen. This paper proposes a SAGIN storage resource management algorithm based on distributed deep reinforcement learning (DRL). The resource management process is modeled as a Markov decision model. In each edge physical domain, we extract the network attributes represented by storage resources for the agent to build a training environment, so as to realize the distributed training. In addition, we propose a SAGIN resource management framework based on distributed DRL. Simulation results show that the agent has an ideal training effect. Compared with other algorithms, the resource allocation revenue and user request acceptance rate of the proposed algorithm are increased by about 18.15% and 8.35% respectively. Besides, the proposed algorithm has good flexibility in dealing with the changes of resource conditions.

I. INTRODUCTION

Artificial intelligence (AI) and wireless communication technology have rapidly spread in recent years. People all over the world have enjoyed the convenience brought by network services [1]. Especially in order to achieve the global coverage of wireless networks, a new type of space-air-ground integrated network (SAGIN) has been proposed to provide three-dimensional comprehensive connection services [2]. SAGIN needs to realize the seamless integration of space-based network, air-based network and ground-based network. Achieving ultra-reliable, low-latency wireless communication is an important goal of SAGIN. Satellites and unmanned aerial vehicles (UAVs) participate in network construction and provide services as air users or base stations (BSs) [3]. As an emerging wireless network architecture and new service paradigm, SAGIN can provide a reliable, stable and robust service supply for end users worldwide. A typical SAGIN scenario is shown in Fig. 1. The performance of SAGIN is largely dependent on 6G. SAGIN supported by 6G can bring benefits such as global coverage, ultra-low latency and high connection density, but 6G technology is not yet mature [4]. Especially for network operators, how to coordinate, manage and schedule the network resources of SAGIN is a severe challenge [5]. Radio network resource management faces severe challenges, including storage, spectrum, computing resource allocation, and joint allocation of multiple resources [6], [7]. With the rapid development of communication networks, the integrated space-ground network has also become a key research objective [8].

Space-based network and air-based network are two special network segments in SAGIN. Satellites and UAVs can act as air servers and air terminal users [9], [10]. They are connected to each other, forming a complex space-based network system and space-based network system. Satellites and UAVs are always in motion, so the topological structure of space-based network and air-based network is dynamically changing. In order to ensure the flight speed and reduce the launch cost, the volume of satellites and UAVs are strictly designed, which leads to a problem that the storage performance of air nodes is limited [11]. SAGIN requires different network segments...
to have certain computing, storage and communication capabilities, so how to efficiently manage the storage resources of space-based network and air-based network requires in-depth research.

Traditional Internet architecture usually adopts centralized resource management. Centralized system refers to the central server composed of one or more computers. All business units are deployed to the server, and all data storage, management and calculation are carried out on the central server [12]. Since all services need to be aggregated to a central server for centralized processing, it greatly increases the congestion probability of the network channel. Especially for the SAGIN, long-distance channel transmission may produce higher latency. In recent years, distributed system has become a more popular way of network management [13]. Distributed system deploys servers on different network computers. The edge server can serve end users in the region, and the system tasks can be completed through message passing coordination between edge servers. Taking into account the characteristics of the extensive deployment of SAGIN, it will be extremely necessary to adopt a distributed management solution for SAGIN [14].

Dynamic and intelligent physical network resource management is one of the core businesses of SAGIN [15], [16]. Physical network resource management methods based on heuristic or offline algorithms, such as particle swarm algorithm [17], simulated annealing algorithm [18], genetic algorithm, etc., have all played an active role in physical network resource allocation [19], [20]. It cannot be ignored that the above algorithms have many limitations in practical applications. On the one hand, heuristic algorithms are not suitable for large-scale networks, and the final results often fall into local optimal solutions. On the other hand, the above algorithms ignore the time limit of real-world applications. In the case of large-scale network or complex structure, the time cost of algorithm execution increases, which is unacceptable for some real-time applications. Deep reinforcement learning (DRL) is a promising means of network resource management [21]. SAGIN is a typical high-dimensional space architecture. Because DRL has good perception and decision-making capabilities, it can obtain the best resource management plan through the interaction of intelligent agent with the environment, so it is suitable for high-dimensional space decision issues [22], [23].

The management of SAGIN resources based on distributed architecture still faces many practical problems [24], [25]. First of all, how to highlight the storage performance characteristics of space-based network and air-based network, and then achieve effective management of storage performance is a problem worthy of consideration. Secondly, SAGIN resource management is a dynamic process, and the network resources of different network segments are heterogeneous. It is necessary to manage the resources in real time while considering the practical requirements such as low cost and high revenue. In order to deal with the above problems, the main work of this paper is summarized as follows.

1) We model the SAGIN resource allocation problem as a Markov decision process (MDP) and propose a resource management algorithm based on distributed DRL. We use a custom neural network as the intelligent agent. In order to allocate storage resources reasonably, the training environment of agent is constructed by the feature matrix represented by storage resources.

2) We propose a distributed SAGIN resource management architecture. Space-based network, air-based network and ground-based network all adopt distributed management solutions. A DRL model is deployed on each edge server to manage the network resources in the region in real time.

3) We simulate the algorithm from two aspects of training and testing. Compared with other resource management algorithms, it shows that the proposed algorithm has good resource allocation performance. In addition, we verify the flexibility of the algorithm by changing the storage resource requirements requested by end users.

This paper is organized as follows. Section II introduces the related research progress of network resource management. Section III gives the system model and formulates the related problems. Section IV introduces the realization of SAGIN storage resources management algorithm based on distributed DRL, and then we give a distributed-based SAGIN resource management architecture. We conduct simulation experiments and analyze the results in section V. Finally, we summarize the full paper.
II. RELATED WORK

This section mainly discusses the research progress of network resource management from three aspects: SAGIN resource management, machine learning (ML)-based network resource management and distributed network resource management.

A. Resource Management in Space-Air-Ground Integrated Network

The ultimate goal of building SAGIN is to serve end users, so the resource management of SAGIN is carried out under specific application scenarios. Li et al. [26] studied the problem of network resource management of SAGIN service for Internet of Vehicles (IoV) users. Heterogeneous network resource management was defined as the dynamic service function chain (SFC) mapping and scheduling problem. Firstly, the authors established a mathematical model for the migration cost and migration delay of SFC, and then used mixed integer linear programming (MILP) to solve the dynamic virtual network function (VNF) mapping and scheduling process. Finally, the authors solved the MILP problem through two heuristic algorithms based on tabu search. Cao et al. [27] also studied the issue of SAGIN service for IoV. Different from the reference [26], Cao et al. combined IoV with cloud computing. Based on this, they proposed a SAGIN-IoV optimization model architecture that took into account energy consumption, delay and resource utilization. In order to realize the autonomous decision-making of the edge network, the authors proposed an improved optimization algorithm, which effectively realized the resource scheduling of SAGIN. Since the power of smart devices in the remote Internet of Things (IoT) was limited, reference [28] used UAVs as repeaters to connect the communication between network satellites and ground devices. Specifically, the authors jointly optimized the device connection, UAV trajectory and energy control, and solved the convex optimization problem through an iterative algorithm. The results showed that this method can effectively improve the revenue of resource allocation. In addition, references [29] and [30] also proposed management schemes for SAGIN resources from different perspectives.

B. Network Resource Management Based on Machine Learning

Network resource management based on ML has become a research hotspot in recent years [31]–[33], including network resource allocation algorithms based on deep learning (DL), reinforcement learning (RL) and DRL. Rahman et al. [34] studied the resource allocation problem in fog radio access network (FRAN). The current FRAN is only suitable for static communication mode and is not sensitive to network delay. The authors proposed a joint optimization algorithm based on DRL mode selection, resource and power allocation. The DRL controller can autonomously decide whether to execute the computing task locally or offload it to the cloud server, so as to rationally schedule network resources and reduce latency. Xu et al. [35] paid attention to the problem of resource allocation in software defined network (SDN). However, SDN controllers cannot identify applications autonomously, and manual sampling and identification consume a lot of network resources. Therefore, the authors proposed a method based on DL for applications to perceive VNFs. The specific operation was to map the user function request type and requirement to a specific route, which effectively improved the quality of service of the network. Jiang et al. [36] transformed the joint resource optimization problem in the cellular network into a MILP problem. The authors proposed a resource allocation and power control algorithm based on Q-learning to reduce the high computational complexity of the MILP problem. Experimental results showed that the algorithm can effectively improve throughput and energy efficiency.

C. Distributed Network Resource Management

Compared with centralized management, distributed resource management has a broader application market, especially in the intelligent scenarios such as cloud computing and edge computing. Allybokus et al. [40] studied the problem of resource allocation in distributed SDN systems and proposed a resource allocation algorithm based on the alternating direction multiplier method. Based on this algorithm, a series of fair resource allocation schemes can be generated. Also in SDN network, Pan et al. [41] proposed a distributed resource allocation algorithm for 5G cellular network. The algorithm used the method of maximizing the weighted utility to realize the simultaneous access of licensed and unlicensed frequency bands, which can alleviate the shortage of spectrum resources and ensure the optimization of resources. Based on the concepts of network function virtualization (NFV) and network slicing in virtual network architecture, reference [42] proposed a resource allocation model in a 5G heterogeneous cloud framework. First, the authors modeled the resource allocation as a convex optimization problem, and maximized the system utility function by constructing an auction relationship between slice and data center. After that, the authors formulated a new distributed resource allocation scheme based on the principle of resource fairness, and the results proved that the scheme has good convergence.

The above-mentioned research results only focus on certain application scenarios of network resource management, and do not effectively integrate SAGIN background, ML technology
and distributed management solutions. Therefore, they lack comprehensiveness. This paper adopts DRL method to conduct a comprehensive research on SAGIN resource management based on distributed architecture.

### III. SYSTEM MODEL

We consider the general application scenario of SAGIN as shown in Fig. 1: its main body includes space-based networks (satellite nodes and inter-satellite links), air-based networks (UAV nodes and air links) and ground-based networks (ground nodes and ground links). Different network segments can communicate through inter-domain links. Therefore, SAGIN can be regarded as a multi-domain physical network. The end user sends resource requests to the SAGIN. The request may require physical resources in different network segments. Therefore, the user request needs to be mapped to physical nodes in different network segments. Our goal is to rationally arrange physical network resources, increase the revenue of resource allocation on the basis of increasing the acceptance rate of end users’ requests, and reduce the cost of resource consumption. To this end, we establish mathematical models for SAGIN, resource allocation constraints, and evaluation indicators. TABLE I summarizes the main symbols used in this section.

**A. Space-Air-Ground Integrated Network Model**

SAGIN is regarded as a large underlying physical network, which is modeled as a weighted undirected graph $G^P = \{N^P, L^P, R^P\}$. $G^P$ represents the entire SAGIN. $N^P$ represents the set of all physical nodes in SAGIN, and $N^P = \{N^{PS}, N^{PA}, N^{PG}\}$, where $N^{PS}$ represents the set of space nodes, i.e. satellite nodes, $N^{PA}$ represents the set of air nodes, i.e. UAV nodes, and $N^{PG}$ represents the set of ground physical nodes. $N^p$, $N^{pa}$ and $N^{pg}$ are used to refer to a specific satellite node, UAV node and ground node respectively. $L^P$ is the set of all physical links in SAGIN, $l(n^p_i, n^p_j)$ is the physical link between $n^p_i$ and $n^p_j$. $R^P$ represents the resource attribute set of SAGIN, and $R^P = \{CPU^P, STO^P, BW^P\}$, where $CPU^P$ represents the computing resource attribute of physical nodes, $STO^P$ represents the storage resource attribute of physical nodes, and $BW^P$ represents the bandwidth resource attribute of physical links. When a user function request is successfully mapped, part of the physical resources needs to be occupied. When the request leaves, part of the resources occupied by it will be released.

In order to intuitively reflect the network resource allocation, a mathematical model is established for the end user function request, which is also modeled as an undirected weighted graph $G^R = \{N^R, L^R, R^R\}$, $G^R$ represents the $k$-th user function request, $N^R$ represents the request node set in the user function request, $L^R$ represents the request link set, $R^R$ represents the resource requirement attribute set of the user function request, and $R^R = \{CPU^R, STO^R, BW^R\}$, where $CPU^R$ represents the computing resource requirement of request nodes, $STO^R$ represents the storage resource requirement of request nodes, and $BW^R$ represents the bandwidth resource requirement of request links. Specifically, $n^r$ is used to represent a specific request node, and $l(n^r_i, n^r_j)$ represents the request link between the request node $n^r_i$ and $n^r_j$.

#### B. Formulation of Network Resource Allocation Problem

1) **Constraint Conditions:** End user function requests often require specific physical network resources. The request node may need to be mapped to different network segments of SAGIN, so the candidate network domain attributes need to be set for the request node, which is defined as follows,

$$\text{candi}_{n^r} = \{0, 1, 2|0 - N^{PS}, 1 - N^{PA}, 2 - N^{PG}\},$$

indicates that the candidate network domain of the request node $n^r$ is one of space-based network, air-based network or ground-based network. This formula can also express the location constraint of request node mapping, i.e., for a specific request node, it can only be mapped to only one physical domain. Because different request nodes may undertake different sub-functions, connecting multiple request nodes in series can meet the complete functional requirements of users.

For the same end user request, a request node can only be mapped to a single physical node. In order to connect the corresponding request node, the request link may be mapped to one or more physical links. They are defined as follows,

$$\sum_{k=1}^{N_R} \lambda_{n^r_k}^p = 1, \quad N^R \in G^R,$$

$$\sum_{k=1}^{L_R} \mu_{l^r_k}^p \geq 1, \quad L^R \in G^R,$$
where $\lambda_{nk}^p$ and $\mu_{nk}^p$ are binary variables. If $\lambda_{nk}^p = 1$, it means that the request node $n_k$ is mapped to the physical node $n_p$. If the request node $n_k$ is not mapped to the physical node $n_p$, $\lambda_{nk}^p = 0$. Similarly, if $\mu_{nk}^p = 1$, it means that the request link $l_k$ is mapped to the physical link $l_p$, and if $\mu_{nk}^p = 0$, it means that the request link $l_k$ is not mapped to the physical link $l_p$. $|N^R|$ represents the number of request nodes in the end user function request $G^R_t$, and $|L^R|$ represents the number of request links.

In addition to location constraints, end user function requests also need to follow resource constraints rules. On the premise of determining the candidate network domain, the user function request node can only be mapped to the physical node that meets its resource requirements. Specifically, the CPU resource capacity of the target physical node should be no less than the CPU resource demand of the request node. The storage resource capacity of the target physical node should be no less than the storage resource demand of the request node. The calculation is as follows,

$$CPU(n_p) \geq CPU(n_k), \text{ if } \lambda_{nk}^p = 1, k = 1, 2, ..., |N^R|, \quad (4)$$

$$STO(n_p) \geq STO(n_k), \text{ if } \lambda_{nk}^p = 1, k = 1, 2, ..., |N^R|. \quad (5)$$

The user function request link can only be mapped to the physical link that meets its resource requirements, which is defined as,

$$BW(l_p) \geq BW(l_k), \text{ if } \mu_{nk}^p = 1, k = 1, 2, ..., |L^R|. \quad (6)$$

2) Performance Indexes: The ultimate goal of the network resource allocation algorithm is to improve the revenue of network operators. The revenue is determined by the consumption of different types of network resources, and the calculation method is,

$$Revenue(G^R_t) = \sum_{i=1}^{|N^R|} [CPU(n_i^r) + STO(n_i^r)] + \sum_{j=1}^{|L^R|} BW(l_j^r). \quad (7)$$

The above formula calculates the revenue brought by the user function request $G^R_t$ to be successfully mapped.

In addition to the revenue of resource allocation, network operators also care about the cost of resource allocation, which is calculated as follows,

$$Cost(G^R_t) = \sum_{i=1}^{|N^R|} [CPU(n_i^r) + STO(n_i^r)] + \sum_{j=1}^{|L^R|} BW(l_j^r) \cdot hops(l_j^r), \quad (8)$$

where $hops(l_j^r)$ is the number of path hops of the request link $l_j^r$ due to link splitting. Link splitting means that a function request link is mapped to multiple physical links, and each physical link needs to provide the required link resources for the function request link. Thus, the more times the request link is divided, the more bandwidth resources it consumes. Therefore, when allocating bandwidth resources for the request link, path splitting should be avoided as far as possible.

The above two formulas define the revenue and cost of a single end user request for successful mapping. It is necessary to realize that user function requests and network resource allocation are a long-term continuous process, so it is more reasonable to use the long-term average revenue of network resource allocation to measure algorithm performance, defined as,

$$AR = \lim_{T \to \infty} \frac{\sum_{t=0}^{T} Revenue(G^R_t, t)}{T}. \quad (9)$$

The ratio between revenue and cost generated by the allocation of network resources is called the long-term rate of revenue, which is defined as,

$$R/C = \lim_{T \to \infty} \frac{\sum_{t=0}^{T} Revenue(G^R_t)}{\sum_{t=0}^{T} Cost(G^R_t)}. \quad (10)$$

Network operators receive as many end user function requests as possible, which means that the revenue of resource allocation may be improved. This performance is measured by the acceptance rate of user function requests. The calculation method is,

$$ACR = \lim_{T \to \infty} \frac{\sum_{t=0}^{T} acc_{num}(G^R_t)}{\sum_{t=0}^{T} arr_{num}(G^R_t)}. \quad (11)$$

where $acc_{num}(G^R_t)$ represents the number of user function requests successfully mapped to SAGIN, and $arr_{num}(G^R_t)$ represents the total number of resource requests sent by users in the resource allocation phase.

3) Optimization Objective: The long-term average revenue of network resource allocation, long-term revenue rate and user function request acceptance rate are jointly optimized. The purpose is to maximize the value after joint optimization, which is defined as,

$$\text{maximize } O = O_1 + O_2 + O_3. \quad (12)$$

where

$$O_1 = AR, \quad O_2 = R/C, \quad O_3 = ACR.$$

C. Markov Decision Model

We use MDP to build a model for the resource allocation process of SAGIN. In the SAGIN resource allocation scenario, we use a custom neural network as the agent, and deploy it on each edge server of different network segments, so that it can obtain the optimal resource allocation strategy through interactive training with the local physical network environment. The detailed composition of the agent will be introduced below. The MDP is represented by a quadruple $< S, A, P, R >$, where $S = \{S_1, S_2, ..., S_l\}$ is the state of each edge physical domain, and $U$ is the total number of edge physical domains in SAGIN. $A$ represents the joint action set of agents in each physical domain. $P$ is the probability of state transition. $R$ represents the reward set of all edge physical domain agents.
1) State: The state of the edge physical domain observed by each agent is represented by $s_i(t) \in S$. In SAGIN, the environment state that the agent needs to observe mainly includes the available capacity of various network resources and the connection relationship of physical nodes. Therefore, at time $t$, the environmental state observed by the agent in edge physical domain of number $i$ is expressed as,

$$s_i(t) = \{CPU(N_i^P), STO(N_i^P), BW(L_i^P), C_i(n^P)\}, \tag{13}$$

where $C_i(n^P)$ represents the set of physical nodes directly connected to the node $n^P$ in the edge physical domain.

After performing an action to the current state, the environment will shift to a new action $s_i(t+1)$ according to the agent’s action. It should be noted that the transition from current state $s_i(t)$ to next state $s_i(t+1)$ is jointly determined by all $U$ agents.

2) Action: The action performed by the agent in edge physical domain of number $i$ is denoted as $a_i(t) \in A_i$. In SAGIN, it represents the specific network resource allocation strategy adopted by the agent, i.e., which physical node is the end user function request node mapped to, and which physical link is the request link mapped to.

3) Reward: The instant reward obtained by the action $a_i(t)$ performed by the agent in edge physical domain of number $i$ is denoted as $r_i(t) \in R_i$. Applying it to SAGIN, the reward represents the joint optimization result of the long-term average revenue of network resource allocation, the long-term revenue rate and the acceptance rate of user function requests, specifically expressed as,

$$r_i(t) = O = O_1 + O_2 + O_3 = AR + R/C + ACR$$

$$= \lim_{T \to \infty} \frac{T}{T} \sum_{t=0}^{T} \text{Revenue}(G^R, t) + \sum_{t=0}^{T} \text{Cost}(G^R, t) + \sum_{t=0}^{T} \text{acc_num}(G^R, t) - \sum_{t=0}^{T} \text{arr_num}(G^R, t). \tag{14}$$

Strategy $\pi_i(s_i, a_i)$ is defined as mapping action $a_i$ to probability $P(a_i = a|s_i = s)$ under state $s_i$. In distributed SAGIN, the resource allocation strategy adopted by $U$ agents is defined as a joint strategy vector $\pi = (\pi_1(s_1), \pi_2(s_2), \ldots, \pi_U(s_U))$. Based on the probability strategy, the joint optimization objective defined by formula (14) can be transformed into the following form,

$$V_i(s_i, \pi) = E\sum_{\tau=0}^{+\infty} \gamma^\tau r_i(t+\tau)|s_i(t) = s_i, \pi], \tag{15}$$

where $E$ is the expected operation. $\gamma \in [0,1]$ is a discount factor. $\tau$ is the time slot index starting from the time slot $t$.

At each time $t$, the agent independently selects the resource allocation strategy in the state $s_i(t)$ to maximize its optimization goal $V_i(s_i, \pi)$, and then obtains the individual agent reward $\pi_i$ based on the joint optimization result. The ultimate goal of the agent in each edge physical domain is to learn the optimal strategy from state $s_i(t)$, which is obtained by continuous iterative training.

IV. DISTRIBUTED DRL NETWORK RESOURCE MANAGEMENT ALGORITHM

A. DRL Algorithm Framework

The DRL algorithm framework used in this paper is shown in Fig. 2. Each edge physical domain runs DRL algorithm independently. At time $t$, for the $i$-th edge physical domain in state $s_i(t)$, the action taken by the intelligent agent is $a_i(t) \in \pi_i(s_i)$. At the current time, the joint state of all edge physical domains is $S(t) = \{s_1(t), s_2(t), \ldots, s_U(t)\}$, and the joint action of all agents in SAGIN is $A(t) = \{a_1(t), a_2(t), \ldots, a_U(t)\}$. Then the joint state of the edge physical domain is transferred to a new joint state $S(t+1) = \{s_1(t+1), s_2(t+1), \ldots, s_U(t+1)\}$. At this time, the agent in each edge physical domain gets a reward $r_i(t)$. Since the transition between the new state $S(t+1)$ and the starting state $S(t)$ only depends on the action $A(t)$, this is a typical MDP.
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Fig. 2: Deep reinforcement learning framework based on distributed architecture. Intelligent agents are deployed in each edge physical domain, and each intelligent agent cooperates and interacts with the environment.

B. Feature Extraction and Intelligent Agent

Taking an edge physical domain as an example, other edge physical domains adopt the same physical network feature extraction method. The purpose of extracting physical network features is to build a training environment for intelligent agents. As mentioned in section III A, we set three main network attributes for SAGIN: computing resource, storage resource and bandwidth resource, so these three main resource attributes are to be extracted. It should be noted that the above three network attributes can only reflect the local attribute characteristics of a physical node or a physical link independently, which is not comprehensive. Therefore, we consider extracting another attribute that can reflect the characteristics
of the global network, which is called the average distance to other physical nodes in the physical domain, which is defined as,

$$AD(n^p) = \frac{\sum_{k=1}^{[N^p]-1} dst(n^p, n^p_k)}{[N^p]},$$  \hspace{1cm} (16)

where $dst(n^p, n^p_k)$ represents the distance from the physical node $n^p$ to other physical nodes, which is measured by the number of hops between physical nodes. $[N^p]$ represents the number of physical nodes in the edge physical domain.

CPU resource is the main resource in network environment and any host cannot perform core computing tasks without CPU resource. In SAGIN, especially for the air nodes such as satellites or UAVs, their storage resources are often limited due to their size. Therefore, it is particularly important to arrange the storage resources reasonably for SAGIN. Bandwidth resource is the main network resource used in link communication. Long distance communication such as space-air and air-ground requires sufficient bandwidth resource. The optimal link can be selected by calculating the average distance to other physical nodes to map the request link, so as to save bandwidth resources and reduce resource allocation cost to a certain extent. Therefore, it is reasonable and practical to extract the above four network resources for intelligent agent.

Taking the $k$-th physical node $n^p_k$ as an example, the extracted feature vector is,

$$v(n^p_k) = \{CPU(n^p_k), STO(n^p_k), BW(n^p_k), AD(n^p_k)\},$$  \hspace{1cm} (17)

where $BW(n^p_k)$ represents the sum of bandwidth connected to the physical node $n^p_k$.

The feature vectors of all physical nodes in the edge physical domain form a feature matrix, which is expressed as,

$$FM = \begin{bmatrix} 
CPU(n^p_1) & STO(n^p_1) & BW(n^p_1) & AD(n^p_1) \\
\vdots & \vdots & \vdots & \vdots \\
CPU(n^p_u) & STO(n^p_u) & BW(n^p_u) & AD(n^p_u) \\
\end{bmatrix},$$  \hspace{1cm} (18)

where $u$ is the number of physical nodes in the edge physical domain. When the intelligent agent arrives at the physical domain, the intelligent agent will extract a feature matrix from the physical network as its input, which not only ensures the dynamic of physical resources, but also guarantees that the intelligent agent can train in the environment close to the real network.

The essence of the intelligent agent is a four-layer neural network. The number of neurons in the input layer is determined by the number of physical nodes in each edge physical domain. Perform convolution operations on each feature vector in the convolution layer to calculate the available resources of each feature vector. The calculation method is,

$$v'_k = \omega \cdot v_k + d,$$  \hspace{1cm} (19)

where $\omega$ represents the weight vector of the convolution kernel, and $d$ represents the deviation.

In the fully connected layer, the softmax operation is performed on each feature vector after the convolution operation to obtain the probability distribution of each physical node. The sum of the mapped probabilities of all physical nodes in each edge physical domain is 1. The result represents the probability of being selected by the requested node. The calculation method is,

$$p_k = e^{v'_k} \cdot \frac{1}{\sum_{i=1}^u e^{v'_i}}.$$  \hspace{1cm} (20)

Finally, through the output layer, a group of candidate physical nodes with mapping probability in each edge physical domain is obtained.

C. A General SAGIN Resource Management Framework based on distributed DRL

We design a distributed DRL framework as shown in Fig. 3. Different network segments of SAGIN may be divided into one or more edge physical domains, and an edge server is deployed in each edge physical domain, which is the main place for the implementation of DRL algorithm. In order to collect resource information in the physical domain, each edge server is also equipped with a strategy table. The content of the strategy table is consistent with the content of the feature matrix. Whenever a user function request arrives, the agent will extract a feature matrix from the physical domain, and at the same time record the corresponding resource attribute information in the strategy table of the physical domain. Therefore, the content of the strategy table also changes dynamically.

In addition to the edge servers in each edge physical domain, each network segment also deploys a central server to summarize the resource information and network model of each edge server in the network segment. It should be noted that in order to avoid channel congestion caused by uploading too much information, only the model parameters and strategy tables of each edge physical domain need to be uploaded. The central servers of different network segments can communicate with each other for collaborative management and share the latest resource management information.

D. Training and Testing

We use a four-layer neural network as a DRL agent to participate in the training. The training environment is the feature matrix extracted from the physical network. The action performed by the agent is to allocate network resources for the end user function request based on the physical node mapping probability and the Floyd algorithm. We use the joint optimization result calculated by formula (14) as the agent’s reward. Then we use the gradient descent method to train the neural network, the gradient calculation method is,

$$g = \alpha \cdot O \cdot g',$$  \hspace{1cm} (21)

where $\alpha$ is the training rate of the agent, which can control the training speed and the size of the training gradient. $O$ is the result of joint optimization, i.e., the immediate reward of the agent. $g'$ is the stacking gradient. We use a batch update
strategy for stacked gradients. The reason for this is to speed up the entire training process on the one hand, and to obtain a more stable gradient on the other hand.

The training process of SAGIN storage resources management algorithm based on distributed DRL is shown in Algorithm 1. Line 4 and line 5 calculate the mapping probability of each physical node and training gradient respectively. Line 6 represents the allocation of node resources, and line 7 represents the allocation of link resources. In the link resource allocation stage, we use the breadth-first search (BFS) strategy to explore the optimal link. The purpose of training is to improve the usability of the network model, so the final training output is a set of high-quality neural network parameters.

The testing process of SAGIN storage resources management algorithm based on distributed DRL is shown in Algorithm 2. We use the trained neural network to obtain the mapping probability, and then use the greedy strategy to complete the entire resource allocation process according to the probability. Line 2 represents the allocation of node resources, and line 3 indicates that the BFS strategy is directly used to complete the allocation of link resources.

The training process of the algorithm is performed offline, and the testing process is performed online. Assume that

**Algorithm 1** Training process of SAGIN resource management algorithm based on distributed DRL

**Input:** $G^P$, $G^R$ from training set, number of iterations;  
**Output:** neural network parameters;

1. while iteration < num do
   2. for $n^r \in N^R$ do
      3. get FM;
      4. calculate probability by (20);
      5. calculate gradient by (21);
      6. if node resource allocation completed then
         7. use BFS complete link resource allocation;
      8. end if
   9. if node and link resource allocation completed then
      10. calculate reward by (14);
      11. end if
   12. apply gradient update parameters;
   13. iteration + +;
14. end for
15. end while

Fig. 3: A general SAGIN resource management architecture based on distributed DRL. The strategy table records the resource information in each physical domain. When a user function request arrives at the SAGIN, the intelligent agent will extract a feature matrix from the underlying network as input.
the total number of nodes in SAGIN is \( N \) and the total number of links is \( E \). In the node resource allocation stage, network resource allocation is performed according to the physical node mapping probability, and the time complexity of this process is \( O(\overline{N}) \). In the link resource allocation stage, the BFS strategy is adopted, and the time complexity is \( O(E) \). Therefore, the total time complexity of the algorithm is \( O(\overline{N} + E) \).

### V. Performance Evaluation

#### A. Simulation Environment and Parameter Setting

The simulation experiment is carried out in Pycharm2018.2 + anaconda3-5.2.0. We use CodeBlocks16.01 programming to generate text documents to save relevant network information. The topology dynamics of SAGIN will increase the difficulty of research. Since the topology of SAGIN is relatively fixed in some time period, we carry out research on the fixed topological structure in a certain time period. We generate a medium-sized physical network through programming to simulate SAGIN, and divide it into three network segments: space-based network, air-based network and ground-based network. All information of the physical network is stored in a text file. The difference between different network segments is mainly reflected in the number of physical nodes and resource capacity. In addition, we have also generated 2,000 text files through programming to save the relevant information of end user function requests, including the number of requested nodes, link connection relationships, and resource requirements. Among them, 1,000 simulate the end user function requests in the training stage, and another 1,000 simulate the end user function requests in the test stage.

TABLE [II](#) summarizes the main parameters of the simulation experiment.

#### B. Comparison Algorithms

We compare the distributed DRL based network resource allocation (DDRL-NRA) algorithm with the other two general network resource algorithms. In order to ensure the fairness of the contrast, we set up the same experimental environment as the algorithm in this paper.

The first algorithm is the RLVNE algorithm proposed in [43], which is a virtual network embedding algorithm based on RL. Since the essence of virtual network embedding is the process of network resource allocation, it is also a general network resource allocation algorithm. The main idea is to use a RL agent called a policy network to derive node mapping probabilities, and use historical data requested by user functions to train the RL agent. Finally, based on BFS strategy, bandwidth resources are allocated for the user request link.

The second algorithm is NRMVNE algorithm proposed in reference [19], which is also a heuristic based general network resource allocation algorithm. The algorithm divides the resource allocation process into two stages. The first stage is to allocate network resources for user function request nodes, and the second stage is to allocate network resources for user function request links. In the first stage, the resource metrics of each physical node and request node are calculated, and the physical nodes and request nodes are arranged according to the value. After that, the request nodes are mapped to the physical nodes in turn. In the second stage, the request links are sorted according to the bandwidth requirement, and then the shortest path algorithm is used to allocate bandwidth resources for the request links.

#### C. Results and Analysis

1) Training Performance Verification: The training of DRL is more difficult, especially when the underlying physical network is more complex. In order to obtain the best performance of the DRL agent, we first explore the convergence of the intelligent agent under different learning rates, and then we train the intelligent agent for a sufficient number of times to ensure that it can reach a stable level. Specifically, we respectively set the learning rate of the DRL agent to

```
Algorithm 2 Testing process of SAGIN resource management algorithm based on distributed DRL

Input: \( G^p, G^r \) from test set;
Output: revenue, revenue ratio, and acceptance rate;
1: for \( n^* \in N^R \) do
2: node resource allocation based on probability;
3: link resource allocation based on BFS;
4: if node and link resource allocation completed then
5: return (SUCCESS);
6: end if
7: end for
```

### TABLE II: Simulation Parameter Setting

| Parameter                  | Value                      |
|----------------------------|----------------------------|
| IDs of different network segments | \{0,1,2\}            |
| number of ground nodes     | 60                         |
| number of air nodes        | 30                         |
| number of space nodes      | 10                         |
| CPU resource capacity of ground node | U[50,100]Mbps |
| storage resource capacity of ground node | U[50,100]MB |
| CPU resource capacity of air node | U[50,80]Mbps |
| storage resource capacity of air node | U[50,80]MB |
| CPU resource capacity of space node | U[50,80]Mbps |
| storage resource capacity of space node | U[50,80]MB |
| ground link bandwidth resource capacity | U[50,100]MB/s |
| air link bandwidth resource capacity | U[50,80]MB/s |
| space link bandwidth resource capacity | U[50,80]MB/s |
| number of end user function request node | U[2,10] |
| CPU requirement of end user function request node | U[1,50]Mbps |
| storage requirement of user function request node | U[1,50]MB |
| bandwidth requirement of user function request link | U[1,50]MB/s |
| request link connection probability | 50%            |
| initial learning rate      | 0.005                      |
0.0005, 0.005, 0.01, and 0.05, and then observe the training results of the agent from the three aspects of network resource distribution revenue, user function request acceptance rate and long-term revenue rate. As shown in Fig.4.

Different learning rates of intelligent agent will lead to significant differences in training performance. When the learning rate is 0.005 and 0.01, there is little difference in training performance. But when the learning rate is too large or too small, the performance of the algorithm is poor. In order to obtain the best training performance, we fix the training learning rate of DDRL-NRA to 0.005.

At the beginning of training, the performance of agent is the most unstable. This is because the agent has just entered into a completely unfamiliar SAGIN environment, and the network parameters are random. So at this time, from the three training indicators, the agent’s performance has not reached the ideal effect. In the middle of training, the agent performance begins to show a stable trend. Because after a period of learning, the agent begins to be familiar with the surrounding environment. By continuously extracting the attributes of the network resources of SAGIN, the agent may perform an action that makes it more profitable, so the training performance at this time is better than that at the early stage of training. At the end of the training, the training performance has reached a stable level. On the one hand, the agent has been fully familiar with the network environment, and the action can make it get a larger reward signal. On the other hand, because the performance of neural network model reaches the limit, the training effect cannot be further improved at this time.

2) Test Results and Analysis: We test the algorithm with the remaining 1,000 end user function request files as the test set. Fig.5 reflects the test results of the DDRL-NRA algorithm in terms of the long-term average revenue of resource allocation. Judging from the overall trend of the three algorithms, the performance indicators have risen. In the later stage of the experiment, the agent performance has not reached the best experimental effect can be obtained. This is because the long-term average revenue of resource allocation is determined by the remaining capacity of physical network resources. In the early stage of the arrival of user function requests, SAGIN resources are relatively abundant. At this time, more end user function requests can be received, so network operators can obtain higher revenue. However, with the development of resource allocation, the number of available resources in each edge physical domain is decreasing. At this time, the resource capacity cannot meet most end user function requests. Therefore, the number of end user function requests for successful network resources is reduced, and the revenue of network operators are also beginning to decrease. This also illustrates the reason why the acceptance rate of end user function requests shown in Fig.6 is reduced.

Compared with other two algorithms, the DDRL-NRA algorithm has obvious advantages in terms of revenue and acceptance rate. For large-scale SAGIN scenario, the use of a distributed management solution is more effective than a centralized management solution. We have deployed DRL on each edge server, and intelligent agent can execute resource allocation algorithms in each edge physical domain without having to concentrate detailed resource allocation information on the central server. RLVNE is a centralized network resource allocation algorithm. It uses historical data to train RL agent. It does not consider network resources as a dynamic process and ignores the real-time changes of the underlying network. NRMVNE is a heuristic algorithm. All resource allocation decision rules are made manually. The experimental results show that the network resource allocation algorithm based on ML is better than the heuristic-based network resource allocation algorithm.

Fig.7 shows the test results of the algorithm in terms of revenue rate. From the results, the overall effect of the DDRL-NRA algorithm is the best. The revenue rate of network resource allocation is determined by the revenue and cost of resource distribution. It does not only depend on the number of network resources. From the perspective of the revenue of network resource allocation, the DDRL-NRA algorithm can obtain higher network revenue. At the beginning, the NRMVNE algorithm achieved a higher revenue rate. This is because the algorithm prioritizes the allocation of nodes and links with sufficient resources without considering the rationality of the coordinated allocation of multiple resources. Although the algorithm can achieve higher revenue in the early stage, with the rapid consumption of resources, the revenue rate of the algorithm in the later stage also decreases rapidly. Therefore, when the three algorithms are compared in terms of revenue rate, the DDRL-NRA algorithm has a slight advantage.

In addition to verifying the effectiveness of the DDRL-NRA algorithm, we verify the feasibility of the algorithm by changing the resource requirements of end user function requests. Specifically, we adjust the storage resource requirements of the initial end user function requests to [1,20], [1,10], and then conduct experiments from three aspects: resource allocation revenue, end user request acceptance rate and revenue rate. Finally, we also show the comparison of the joint optimization results under three different storage resource requirements. The experimental results are shown in Fig.8.

From the experimental results, the three performance indicators of the algorithm show similar trend under three different resource requirements, which shows that the change of resource demand will not affect the effectiveness of the algorithm. One obvious feature is that when the storage resource demand of user function request is between [1,10], the best experimental effect can be obtained. This is because after reducing the storage resource demand, SAGIN can receive more end user function requests, so the above three performance indicators have risen. In the later stage of the experiment, the joint optimization result under the three storage resource requirements have little difference. This is because the underlying network resources are not much remaining after a period of time consumption, and only a small number of user function requests can be allocated network resources. The experimental results further illustrate that the algorithm decision can be flexibly changed as the network environment changes, which intuitively reflects the effectiveness of the algorithm for storage resource management. Therefore, the DDRL-NRA algorithm has good flexibility. The joint optimization results are determined by the revenue of network resource allocation, the acceptance rate of end user function request and the
Fig. 4: Training results. From left to right are the long-term average revenue of network resource allocation, the acceptance rate of end user function request and the revenue rate.

Fig. 5: Test result of long term average revenue of network resource allocation.

Fig. 6: Test result of the acceptance rate of end user requests.

Fig. 7: Test result of revenue rate.

Fig. 8: Proposed algorithm flexibility test. Under different storage resource requirements: (A) the long-term average revenue of network resource allocation, (B) the acceptance rate of end-user function requests, (C) the revenue rate, (D) the result of joint optimization.

According to the test results of Fig. 5 to Fig. 7, the joint optimization results of the algorithm are declining with time, which further illustrates the effectiveness of the DDRL-NRA algorithm in network resource allocation.
VI. CONCLUSIONS AND FUTURE WORK

Due to the heterogeneous, time-varying and self-organizing characteristics of SAGIN, the centralized resource management scheme is extremely difficult to implement. In addition, SAGIN’s air nodes are easily limited by storage capacity, and how to reasonably schedule limited storage resources is the key to task execution. We model the resource allocation of SAGIN as a MDP, and then propose a SAGIN storage resource allocation algorithm based on distributed DRL. We deploy an intelligent server with DRL capabilities in each edge physical domain. The intelligent agent is composed of the basic elements of the neural network, and it is trained in an environment built by SAGIN resource attributes. Through training, the optimal resource allocation decision can be made for each end user function request. In the experimental simulation stage, we verify the performance of the proposed algorithm from two perspectives of training and testing. In addition, the algorithm can also flexibly allocate network resources according to changes in end user function requests. In general, the algorithm we proposed has achieved an ideal resource allocation effect.

As part of our future work, we will consider the impact of other resource elements on SAGIN, such as battery, energy and spectrum resources. In addition, we will try to adjust the neural network model or adopt other AI technologies to carry out more comprehensive and effective resource management of SAGIN. At the same time, it needs to be considered that SAGIN is a large-scale complex network, so it is necessary to design a more complex and deeper neural network model to improve its ability to deal with complex problems. SAGIN is a time-varying network, and the underlying network topology and resource conditions are constantly changing. It will be more practical to study the problem of network resource allocation under dynamic topology. Finally, we will explore the scalability of the algorithm and its theoretical effects in other distributed application scenarios.
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