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Abstract—We propose a framework for deformable linear object prediction. Prediction of deformable objects (e.g., rope) is challenging due to their non-linear dynamics and infinite-dimensional configuration spaces. By mapping the dynamics from a non-linear space to a linear space, we can use the good properties of linear dynamics for easier learning and more efficient prediction. We learn a locally linear, action-conditioned dynamics model that can be used to predict future latent states. Then, we decode the predicted latent state into the predicted state. We also apply a sampling-based optimization algorithm to select the optimal control action. We empirically demonstrate that our approach can predict the rope state accurately up to ten steps into the future and that our algorithm can find the optimal action given an initial state and a goal state.

I. INTRODUCTION

Robotic manipulation can be applied to a variety of scenarios, such as surgery, housekeeping, manufacturing, and agriculture [1][2]. Deformable object manipulation is one of the important robotic manipulation problems. We face deformable objects frequently in our everyday lives, such as when folding the clothes [3], knot-typing [4][5], and moving a cable [6]. However, deformable object manipulation is still a challenging task due to the following reasons. (i) High model uncertainty. It is hard to simulate an accurate deformable object model because of environmental noises. (ii) Infinite-dimensional configuration spaces. We need to get lots of parameters for modeling a good deformable object. (iii) High cost of simulation. It is expensive to get all the simulation model parameters for deformable objects, and sometimes it is infeasible to have all the parameters. (iv) Hyper-underactuated systems. The robotic manipulator cannot fully control deformable objects with arbitrary trajectories. (v) Non-linear dynamics. Non-linearity makes it hard to predict future states when executing actions on deformable objects. Our paper explicitly addresses the problems caused by non-linear dynamics and infinite-dimensional configuration spaces through mapping dynamics from a non-linear space to a linear space and shrinking the state to a lower-dimensional latent state.

In this paper, we consider the problems on how to predict the future state of deformable linear objects (i.e., rope) given an initial state and a sequence of actions, and on how to find optimal control actions to move the rope from the initial state to a goal state given a prediction model.

To solve the prediction problem, we propose a prediction framework that consists of a state autoencoder model, an action autoencoder model, and a dynamics model. The state autoencoder model is based on convolutional neural networks. Rope dynamics are non-linear and are very complicated to learn directly. Unlike non-linear dynamics, linear dynamics are easier to learn and more efficient for state predictions. Thus, we consider mapping the non-linear space into a linear space, predicting future states in the linear space, and decoding back to the non-linear space from the linear space. To do so, we first use learned encoders to encode both the state and the action into the latent state and the latent action. Then, we run the dynamics model to get the state matrix and control matrix for the linear dynamics in the latent space. After that, we get a predicted next latent state by using locally linear latent dynamics based on the current latent state, latent action, state matrix, and control matrix. Finally, we decode the predicted next latent state into a predicted next state. Our experiments show that the prediction framework can accurately predict states up to ten timesteps in the future.

We also want to find the optimal control actions to manipulate the rope from an initial position to a goal position. To solve this control problem, we use a sampling-based optimization algorithm to select the optimal action sequence based on an initial state, a goal state, and the trained prediction framework. This algorithm is an extension of the cross-entropy method. The algorithm works by repeating the processes of (i) sampling action sequences from a probability distribution, (ii) predicting the goal state, (iii) calculating and sorting the loss between predicted state and ground truth, and (iv) fitting a new distribution to selected action sequences. We stop this process when the distribution converges and select the optimal action sequence with the lowest loss.

Contributions. Our key contributions are: (i) a novel prediction framework for predicting future states of deformable linear objects under a sequence of actions (Section [III]), (ii) a sampling-based optimization algorithm for selecting optimal control actions to move the deformable linear objects (Section [III]), (iii) experiments showing multi-step prediction results and comparing our method with a baseline qualitatively and quantitatively (Section [IV]), and (iv) ablation studies regarding locally and globally latent dynamics, model training methods, and how small latent size we can use to achieve good performance (Section [IV]).
II. RELATED WORK

Learning Models for Non-linear Systems. There are active studies about learning a model for non-linear dynamical systems. Kingma et al. [7] introduce the variational autoencoder (VAE) using approximate Bayesian inference. Based on VAE, Watter et al. [8] propose an Embed to Control (E2C) method to learn a non-linear dynamical system model. They use the VAE to learn latent parameters and set locally linear constraints on dynamics using an optimal control concept. We are inspired by this method. We do experiments using locally linear latent dynamics and compare it with globally linear latent dynamics. However, instead of applying the optimal control formulation, we train an action-conditioned dynamics model to enable system identification in the latent space. Our dynamics model can generate the state matrix and the control matrix at each time step. Li et al. [9] apply the Koopman operator theory to provide nonlinear-to-linear transformation. Based on this approach, the infinite-dimensional state space changes to finite-dimensional state space. We learn from this method to encode high-dimensional state space into a smaller latent state in the linear space. There are also many researchers [10][11][12] working on learning high-dimensional non-linear state space and system identification.

State Estimation and Prediction. For state estimation, Yan et al. [13] apply self-supervised learning for state estimation. Schulman et al. [14] incorporate the point cloud in the probabilistic generative model for tracking deformable objects. Petit et al. [15] track objects with point cloud data from an RGB-D camera. Unlike those approaches to getting the object’s points for state estimation, we use the binary mask of rope image as an input state to a state autoencoder. Then, the encoder can output a latent state. For the prediction of state, Finn et al. [16][17] present deep action-conditioned video prediction models. Unlike [16][17], we predict the future states in the latent space based on the estimation of the latent states. Besides, we predict the next state using the current state information without including previous states’.

Planning and Control. The work [13] uses Model Predictive Path Integral (MPPI) controller for choosing the best grasping point with the least moving length to the goal. Wang et al. [18] apply the data-driven approach to generate a sequence of planned images and then use an inverse dynamics model to execute the plan. Sundaresan et al. [19] use dense depth object descriptors to learn a policy for manipulating a rope into different configuration settings. Pathak et al. [20] learn a goal-conditioned control policy for the rope manipulation based on a sequence of images. Moll et al. [21] compute the minimal-energy curves for path planning in a wire manipulation task. Bayazit et al. [22] introduce a Probabilistic Roadmap (PRM) method. There are also some other sampling-based methods which have been introduced in [4][17][23][24][25]. Similar to [17], we have a similar control setup and we also use a sampling-based optimization algorithm to select the optimal control action. Besides, researchers apply imitation learning to learn control policies. Nair et al. [26] use human demonstrations to teach the robot how to move a rope. The robot will learn the policy from the video sequence and apply this policy for execution. Huang et al. [27] approach the problem by trajectory transfer through non-rigid registration.

Deformable Objects Manipulation. There are mainly two types of deformable objects. One is about linear objects [25] (e.g., rope, cable) and the other is about non-linear objects [3][28] (e.g., fabric, cloth, bed sheet, garment). This paper is focusing on a simpler scenario on deformable linear objects, such as the ropes. Besides, our attentions are more on how to predict the future states and how to sample actions to reach a goal state, and less on how to manipulate the deformable objects using robots.

III. METHOD

Deformable objects modeling [15][28][29][30] is a good way to model the objects in a simulation. However, existing methods are not practical for real-time robotic tasks due to slow speed, high simulation expense, high-dimensional state space, high model uncertainty, and non-linear dynamics. These reasons result in a challenging task of predicting deformable objects in future states under specific actions. Thus, we want to simplify the non-linear dynamics and reduce high-dimensional state space for deformable linear objects.

Instead of using a physics-based simulation to model the objects, we design an encoding network to extract the latent states from rope images. Then we learn the dynamical system in the latent space. Using the dynamics in the latent space, we can predict the future latent states. After that, the model decodes the future latent states into rope images. We elaborate on each step as following.

A. Preliminary

First, we introduce some fundamental concepts.

Rope Dynamics. We consider nonlinear rope dynamics

\[ x(t+1) = f(x(t), u(t)), \]

where \( t \in \{0, 1, ..., T\} \) is the time step, \( x(t) \in X \subseteq \mathbb{R}^m \) is the state, \( u(t) \in U \subseteq \mathbb{R}^n \) is the control input. Since we cannot get the rope state easily, we denote the rope image as the state \( x(t) \). In our case, \( u = (x, y, l, \theta) \), where \( x \) and \( y \) are positions in the image space, moving length \( l \) and moving angle \( \theta \) are in the world space.

Latent Dynamics. The rope dynamics are non-linear, very complicated to learn, and hard to generalize, while linear dynamics are generally simpler to learn and can help make state predictions more easily. Thus, we consider a linear dynamics model

\[ g(t+1) = K(t)g(t) + L(t)a(t) \]  

(1)

in the latent space. Here, \( g(t) \in G \subseteq \mathbb{R}^p \) is the latent state, \( a(t) \in A \subseteq \mathbb{R}^q \) is the latent action, \( K(t) \in K \subseteq \mathbb{R}^{p \times p} \) is the state matrix, and \( L(t) \in L \subseteq \mathbb{R}^{p \times q} \) is the control matrix. The state matrix \( K(t) \) is a transition matrix from the current latent state \( g(t) \) to the next latent state \( g(t+1) \). The control
matrix $L(t)$ learns the impact of the latent action $a(t)$ on the state transition.

For globally linear latent dynamics, $K(t) = K$ and $L(t) = L$ for all $t \in \{0, 1, ..., T\}$, where $K$ and $L$ are fixed matrices. For locally linear latent dynamics, $K(t)$ depends on the state $x(t)$ and $L(t)$ depends on both state $x(t)$ and action $u(t)$.

**Encoder Models.** The state encoder model is a map $\phi_e: X \to G$, the action encoder model is a map $\phi_e: U \to A$. We then have

$$g(t) = \phi_e(x(t)), \quad a(t) = \phi_e(u(t)).$$

Encoder models encode the state $x$ into the latent state $g$ and the action $u$ into the latent action $a$. For the state $x$ (i.e., raw image), it is high-dimensional and redundant, so we want to reduce the state size and use the smaller latent state as a representation. For the action $u$ (i.e., grasping positions, gripper moving length, and gripper moving angle), the raw action usually has a very non-linear effect on the state, so we lift the actions to a higher dimension and make them easier to linearize in the latent space.

**Decoder Model.** The state decoder model is a map $\phi_d: G \to X$, the action decoder model is a map $\phi_d: A \to A$. We then have

$$\hat{x}(t) = \phi_d(g(t)), \quad \hat{u}(t) = \phi_d(a(t)).$$

Paired with encoder models, decoder models decode the latent state $g$ into the reconstructed state $\hat{x}$ and the latent action $a$ into the reconstructed action $\hat{u}$.

**Dynamics Model.** The dynamics model contains one map $\psi_s: X \to K$ for the state matrix and the other map $\psi_c: X, U \to L$ for the control matrix. We then have

$$K(t) = \psi_s(x(t)), \quad L(t) = \psi_c(x(t), u(t)).$$

**B. Prediction Framework**

We consider the prediction framework in Figure 1. It consists of the state autoencoder model, action autoencoder model, and dynamics model.

When predicting, given a new state $x(t)$ and a new action $u(t)$, we can get latent state $g(t)$, latent action $a(t)$, state matrix $K(t)$, control matrix $L(t)$. Using locally linear latent dynamics, we can have predicted next latent state $g^{pred}(t + 1) = K(t)g(t) + L(t)a(t)$. By decoding the predicted next latent state $g^{pred}(t + 1)$, we will have the predicted next state $x^{pred}(t + 1)$.

**Loss Function.** We consider minimizing the losses for state autoencoder model, action autoencoder model, and dynamics model. The loss of state autoencoder model is

$$\mathcal{L}_{state} = \sum_{t=0}^{T} ||\phi_d(\phi_e(x(t))) - x(t)||_2^2.$$  
(2)

The state loss $\mathcal{L}_{state}$ makes sure the reconstructed state $\hat{x}$ is similar to ground truth state $x$. The loss of action autoencoder model is

$$\mathcal{L}_{action} = \sum_{t=0}^{T} ||\phi_d(\phi_e(u(t))) - u(t)||_2^2.$$  
(3)

The action loss $\mathcal{L}_{action}$ makes sure the reconstructed action $\hat{u}$ is similar to ground truth action $u$. The loss of dynamics model is

$$\mathcal{L}_{dyn} = \sum_{t=0}^{T} ||K(t)g(t) + L(t)a(t) - g(t + 1)||_2^2.$$  
(4)

The dynamics loss $\mathcal{L}_{dyn}$ sets a locally linear constraint on latent dynamics. The loss of prediction model is

$$\mathcal{L}_{pred} = \sum_{t=0}^{T-1} ||x^{pred}(t + 1) - x(t + 1)||_2^2.$$  
(5)

The prediction loss $\mathcal{L}_{pred}$ makes sure the predicted state $x^{pred}$ is similar to ground truth state $x$. The expansions of Equation (4) and Equation (5) are in Appendix V-C. The overall training loss is

$$\mathcal{L} = \mathcal{L}_{state} + \lambda_1 * \mathcal{L}_{action} + \lambda_2 * \mathcal{L}_{dyn} + \lambda_3 * \mathcal{L}_{pred},$$

where $\lambda_1$, $\lambda_2$, and $\lambda_3$ are coefficients.

**Training Prediction Framework.** Figure 2 shows 4 steps on how to train the prediction framework $M$.

**Training Autoencoders.** In Figure 2 Step 1, we use Equation (2) and Equation (3) to train the autoencoders to get both latent states $g$ and latent actions $a$. When state loss $\mathcal{L}_{state} < \epsilon_{state}$ and action loss $\mathcal{L}_{action} < \epsilon_{action}$, we save latent state $g$ and latent action $a$ in each time step. Here, $\epsilon_{state}$ and $\epsilon_{action}$ are very small values. We make sure state $x$ and action $u$ are similar to reconstructed state $\hat{x}$ and reconstructed action $\hat{u}$, respectively. We also do early...
Step 4
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Fig. 2: Prediction framework in four steps. (i) Step 1: we do color space segmentation to get a binary mask from the raw rope image. We use this mask as the input $x(t)$ for the state encoder and the output is the latent state $g(t)$ (orange vector). We also use action encoder to encode the action $u(t)$ into the latent action $a(t)$ (blur vector). (ii) Step 2: we train the dynamics model using the binary mask $g(t)$ and the action $u(t)$. The output is state matrix $K(t)$ (yellow matrix) and control matrix $L(t)$ (green matrix). (iii) Step 3: by using locally linear latent dynamics, we have predicted next latent state $g^{\text{pred}}(t + 1) = K(t)g(t) + L(t)a(t)$. (iv) Step 4: we use the state decoder to decode the latent state $g(t)$ into the reconstructed state $\hat{x}(t)$, run the action decoder to decode the latent action $a(t)$ into reconstructed action $\hat{u}(t)$, and apply the same state decoder to decode the predicted next latent state $g^{\text{pred}}(t + 1)$ into predicted next state $x^{\text{pred}}(t + 1)$.

stopping to prevent the autoencoders from overfitting to the training set.

**Training Dynamics Model.** The state matrix $K$ depends on state $x$ and the control matrix $L$ depends on both state $x$ and action $u$. In Figure 2 Step 2, we train dynamics model to minimize the dynamics loss $L_{\text{dyn}}$ in Equation (4) and prediction loss $L_{\text{pred}}$ in Equation (5).

There are two methods for model training: (i) training autoencoder models first and then training dynamics model, and (ii) training autoencoder models and dynamics model together. We discuss the model training order and our preference in Section IV ablation study.

To wrap up, after training the autoencoders and the dynamics model using the training set, we start to make predictions for new states and actions in the test set. The detailed architectures and the hyperparameters for the autoencoders and the dynamics model are in the Appendix V-A.

C. Sampling-based Model Predictive Control

We consider using cross-entropy method (CEM) [31] to select optimal action given trained prediction framework $\mathcal{M}$. CEM is an optimization algorithm. It works by repeating two phases: (i) providing a probability distribution and sampling from this distribution and (ii) minimizing the cross-entropy between the current distribution and a target distribution for better sampling in the next iteration. Our Algorithm 1 is an extension of CEM. For each time step, given trained prediction framework $\mathcal{M}$, initial image $x_{\text{init}}$, and goal image $x_{\text{goal}}$, we first initialize a uniform distribution $Q_{\text{pre}}$. Then, we sample $m$ action sequences from distribution $Q_{\text{pre}}$. Each action sequence has length $h$, meaning that there are $h$ actions in this sequence. We use the prediction framework $\mathcal{M}$ to predict the future states $x^{\text{pred}}$ given initial image $x_{\text{init}}$ and each action sequence. Assuming we can get a predicted goal image $x^{\text{pred}}_{\text{goal}}$ after taking $h$ actions, we then calculate the Binary Cross Entropy (BCE) loss between the predicted goal images $x^{\text{pred}}_{\text{goal}}$ and goal image $x_{\text{goal}}$. We want. By sorting $m$ BCE losses, we choose $n$ ($n < m$) action sequences that have lowest losses. We apply multivariate normal distribution $Q_{\text{post}}$ to fit $n$ samples. If the KL divergence between $Q_{\text{pre}}$ and $Q_{\text{post}}$ is not less than a specified small value, we will repeat the same process until the distribution $Q$ converges. After distribution convergence, we execute the optimal action with the lowest loss.

**Algorithm 1 Sampling-based optimization algorithm**

**Input** prediction framework $\mathcal{M}$, initial image $x_{\text{init}}$, goal image $x_{\text{goal}}$.

for $t = 1,...,T$ do

Initialize $Q$ with uniform distribution

while $Q$ does not converge do

Sample $m$ action sequences with length $h$ from $Q$

Use prediction framework $\mathcal{M}$ to predict goal images $x^{\text{pred}}_{\text{goal}}$ using $m$ action sequences

Calculate loss between predicted goal image $x^{\text{pred}}_{\text{goal}}$ and goal image $x_{\text{goal}}$

Select $n$ action sequences with lowest sorted losses

Fit multi-variate normal distribution $Q$ to $n$ samples

end while

Execute action with lowest loss

Observe new next state
end for

IV. EXPERIMENTS AND RESULTS

We demonstrate that our prediction framework can predict well, and our model can be used for control. We also show that training methods and locally linear latent dynamics are critical for good performance.

A. Experimental Setup

We use Rope Manipulation Dataset from paper [26]. This dataset is challenging because (i) the rope is deformable and we do not know the rope dynamics beforehand, (ii) the images are not taken straight down and there is a less-than-ninety-degree angle between the camera and the table, and (iii) the consecutive actions are not applied on the same grasping position. These challenges combine to make it difficult to predict the rope state accurately at each time step.

**State.** Different from [26] which uses the whole image as an input, we merely want to get the rope-related information
in the state. Thus, we do color space segmentation and add a black mask (Figure 2 Step 1) to replace the noisy background. We resize the image from 240 × 240 to 50 × 50 and apply data augmentation consisting of translation, vertical flips, and horizontal flips.

**Action.** The original action \( u = (x, y, l, \theta, \mathbb{1}) \) includes \( x \) and \( y \) positions in the image space, moving length \( l \) and moving angle \( \theta \) in the world space, and an indicator \( \mathbb{1} \) that decides whether this action validly moves the rope or not. Situations for the invalid actions include the robotic gripper not contacting the rope and not moving the rope according to the command. We re-calculate the action \( x \) and \( y \) positions according to the change of image size and filter the invalid actions when training and testing.

**B. Multi-step Prediction Results And Comparison**

**One-step Prediction.** In Figure 2 Step 3, we use Equation (1) to get predicted next latent state \( g_{\text{pred}} \) based on the current state matrix \( K \), the current latent state \( g \), the current control matrix \( L \), and the current latent action \( a \). In Figure 2 Step 4, we use the same decoder in the state autoencoder and decode the predicted next latent state \( g_{\text{pred}} \) into predicted next state \( x_{\text{pred}} \).

**Multi-step Prediction.** In order to test our framework’s prediction horizon, we use the trained prediction model for multi-step prediction. Given state \( x(0) \), action \( u(0) \), and trained model \( \mathcal{M} \), we can predict next state \( x_{\text{pred}}(1) \). Then using predicted state \( x_{\text{pred}}(1) \) and ground truth action \( u(1) \), we predict the next state \( x_{\text{pred}}(2) \). By iterating the same process, we get ten predicted states shown in Figure 3.

**Comparison.** We compare our results with Ground Truth and results using Embedded to Control (E2C) [8]. E2C is a method for learning and control of non-linear dynamics from images. Unlike E2C using optimal control formulation in the latent space, we use the dynamics model to get the state matrix and the control matrix for state prediction in the latent space. To make a fair comparison, we use the same neural network architecture for autoencoders and the same latent size for the state. When running the E2C on the Rope Manipulation Dataset, we find the reconstruction and prediction results are blurry, and we cannot observe a clear rope shape from the image. Thus, we add a prediction loss \( L_{\text{pred}} \) and a state loss \( L_{\text{state}} \) on the original loss of variational bound and KL divergence. We name this new approach E2C++. Figure 3(a) and (b) show that our method can predict the future states well in ten steps, and the rope shape is similar to the ground truth. For Figure 3(c), there is a clear distinction between GT and our method at time step 8 because the previous states (time step 1 to 7) gradually accumulate the state prediction error. E2C++ can only predict a blurry rope shape within two-time steps. The remaining state predictions using E2C++ do not make sense.

**C. Action Planning and Control Results**

**Qualitative Results.** We use the sampling-based optimization method, shown in Algorithm 1, to plan rope manipulation. The objective is to generate an optimal action sequence. Similar to the standard cross-entropy method (CEM), our algorithm stops repeating in the inner loop when the probability distribution \( Q \) converges. However, unlike repeating two phases for the standard CEM, our algorithm needs to do more steps of sampling action sequences, predicting the goal state, calculating and sorting the loss, and fitting a new distribution. In the experiments, we first sample the optimal action by applying CEM. Then we use the trained prediction framework to predict the next state \( x_{\text{pred}}(t + 1) \) given the current state \( x(t) \) and the sampled optimal action.

Figure 4 shows the experimental results. We overlay sampled action on the rope and compare it with the ground truth action. By comparing the Ground Truth (GT) action with sampled action using CEM, we can find sampled action is close to GT action concerning grasping positions, moving length, and moving angle. However, sometimes there are many possible actions to move the rope from one state to the next state. For example, Figure 4(c) shows the different grasping positions for sampled action, but the rope ends up with a similar predicted next state as the GT state.

**Quantitative Results.** We calculate the Mean Square Error (MSE) between sampled actions and ground truth actions. We also apply MSE between the predicted next state and ground truth next state. After running 100 sampled one-step actions using our method and E2C++, we get the mean and standard deviation in Table I. By comparing Action Score, we can observe that our score is lower. It means the sampled action is closer to the ground truth action when using our prediction model. From State Score, we can find...
Fig. 4: Comparison between Ground Truth (GT) actions and sampled actions using the Cross-Entropy Method (CEM). (a), (b) and (c) are three cases with different initial rope positions. In each case, the first row shows GT action (blue arrow) at state $x(t)$ (left) and the GT next state $x(t+1)$ (right). The second row shows sampled action (red arrow) at state $x(t)$ (left) and the predicted next state $x^{pred}(t+1)$ (right). We can conclude that the sampled actions using CEM are close to GT actions concerning the grasping positions, the moving length, and the moving angle. For case (c), sometimes there are multiple options to move the rope. Besides, our prediction model can accurately predict the next state. The predicted state $x^{pred}(t+1)$ is similar to GT state $x(t+1)$.

TABLE I: Action score and state score comparison between our method and E2C++

| Method   | Action Score (MSE) | State Score (MSE) |
|----------|--------------------|-------------------|
| Our      | $18.30 \pm 9.46$   | $0.59 \pm 0.27$   |
| E2C++    | $29.35 \pm 5.86$   | $1.12 \pm 0.18$   |

V. CONCLUSIONS

This paper presents a prediction framework for rope prediction. Our method first maps a non-linear space into a locally linear space using the encoders. Then, we get the state matrix and control matrix for linear dynamics by running the dynamics model. In the next step, we make a prediction based on the locally linear space. Finally, we decode the predicted state to the predicted state in the non-linear space. We also propose a sampling-based optimization algorithm to select the optimal control action to move the rope from an initial state to a goal state. The experimental results demonstrate that our method can accurately predict the rope images to ten steps in the future. The experiments also show that our sampling-based optimization algorithm can find the optimal actions to relocate the rope. By comparing sampled actions using our method and actions using the baseline, we demonstrate that our method achieves better performance.

Our approach has not demonstrated success on more complex rope configurations for linear rope prediction, such as loops or knots. Future work includes predicting more complex rope configurations, generalizing the rope prediction framework across different rope materials, and deploying our framework on a robotic manipulator.
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APPENDIX

A. Hyperparameters

Our experimental results are based on the hyperparameters in Table II.

**TABLE II: Hyperparameters for our experimental results**

| hyperparameters                        | value |
|----------------------------------------|-------|
| epochs (overall)                        | 1000  |
| epochs (state and action encoder-decoder) | 500  |
| epochs (dynamics model)                 | 500   |
| learning rate                          | $1 \times 10^{-3}$ |
| batch size                             | 32    |
| latent state size                       | 80    |
| latent action size                      | 80    |
| $\lambda_1$ (action coefficient in the loss function) | 450   |
| $\lambda_2$ (dynamics coefficient in the loss function) | 900   |
| $\lambda_3$ (prediction coefficient in the loss function) | 10    |

B. Action Score And State Score

We calculate the Mean Square Error (MSE) between the sampled actions and the ground truth actions.

$$\text{MSE}_{\text{action}} = \frac{1}{n} \sum_{i=1}^{n} (u_{\text{sample}} - u_{\text{GT}})^2,$$

where $u_{\text{sample}}$ is the sampled action and $u_{\text{GT}}$ is the ground truth action. $n = 4$ since there are four elements $(x, y, l, \theta)$ in the action $u$.

We also apply MSE between predicted next state and ground truth next state.

$$\text{MSE}_{\text{state}} = \frac{1}{n} \sum_{i=1}^{n} (x^\text{pred}_{i} - x^\text{GT}_{i})^2,$$

where $x^\text{pred}$ is the predicted next state and $x^\text{GT}$ is the ground truth state. $n = 2500$ since the state is a $50 \times 50$ image. To get the MSE for the state, we first do pixel-wise subtraction between $x^\text{sample}$ and $x^\text{GT}$. Then we square each pixel value in the image matrix. After that, we sum up all the pixel values and divide it by the image size $n$.

After applying different sampled one-step actions on different states and running it 100 times based on our method and E2C++, we get the mean and standard deviation for the State Score and the Action Score.

C. Loss Function Expansion

The expansion of the dynamic loss is

$$\mathcal{L}_{\text{dyn}} = \sum_{t=0}^{T-1} ||K(t)g(t) + L(t)a(t) - g(t+1)||_2^2,$$

$$= \sum_{t=0}^{T} ||\phi_d(K(t)\phi_e(x(t)) + L(t)\varphi_e(u(t))) - \phi_e(x(t+1))||_2^2.$$
D. Neural Network Architecture

Our experimental results are based on the following neural networks. Figure 5 includes the input, output, and details of each layer for both the state encoder and the state decoder. Figure 6 introduces the action encoder and the action decoder. In the action decoder, the Multiplication and Addition layers make sure that each element (position $x$, position $y$, moving length $l$, moving angle $\theta$) in the action are within certain range. We multiply tensor $[50, 50, 0.14, 2\pi]$ to the output from the Sigmoid layer and then add another tensor $[0, 0, 0.01, 0]$. The position $x \in [0, 50]$, the position $y \in [0, 50]$, the moving length $l \in [0.01, 0.15]$, and the moving angle $\theta \in [0, 2\pi]$. Figure 7 includes two mappings. One mapping is from the state $x$ to the state matrix $K$. The other mapping is from the state $x$ and the action $u$ to the control matrix $L$.

### State Encoder

- **Input**: state, 50x50 binary mask
- **3x3 conv, s=1, p=1, in=1, out=32**
- **ReLU**
- **3x3 maxpool, s=2, p=0**
- **3x3 conv, s=1, p=1, in=32, out=64**
- **ReLU**
- **3x3 maxpool, s=2, p=0**
- **3x3 conv, s=1, p=1, in=64, out=128**
- **ReLU**
- **3x3 maxpool, s=2, p=0**
- **3x3 conv, s=1, p=1, in=128, out=128**
- **ReLU**
- **3x3 maxpool, s=2, p=1**
- **FC, in=1152, out=80**
- **ReLU**
- **FC, in=80, out=1152**
- **ReLU**
- **3x3 maxpool, s=2, p=0**
- **3x3 conv, s=1, p=1, in=128, out=128**
- **ReLU**
- **3x3 maxpool, s=2, p=2**
- **3x3 conv, s=1, p=1, in=64, out=32**
- **ReLU**
- **3x3 maxpool, s=2, p=2**
- **3x3 conv, s=1, p=2**
- **2x2 transConv, s=2, p=2, in=32, out=1**
- **Sigmoid**
- **Output**: latent state, 80x1 vector

### State Decoder

- **Input**: latent state, 80x1 vector
- **reshape**
- **3x3 transConv, s=2, p=1, in=128, out=128**
- **ReLU**
- **3x3 transConv, s=2, p=1, in=128, out=128**
- **ReLU**
- **3x3 transConv, s=2, p=2, in=128, out=64**
- **ReLU**
- **3x3 transConv, s=2, p=2, in=64, out=32**
- **ReLU**
- **2x2 transConv, s=2, p=2, in=32, out=1**
- **Sigmoid**
- **Output**: reconstructed state, 50x50

### Action Encoder

- **Input**: action, 4x1 vector
- **FC, in=4, out=80**
- **ReLU**
- **FC, in=80, out=80**
- **ReLU**
- **FC, in=80, out=80**
- **ReLU**
- **Output**: latent action, 80x1 vector

### Action Decoder

- **Input**: latent action, 80x1 vector
- **Multiplication**
- **Input**: action, 4x1 vector
- **Addition**
- **Output**: latent action, 80x1 vector
- **Multiplication**
- **Input**: action, 4x1 vector
- **Addition**
- **Output**: reconstructed action, 80x1 vector

Fig. 5: Neural network architectures for the state encoder and the state decoder. For the state encoder, the input state $x$ is a 50 x 50 binary mask and the output is an 80 x 1 vector for the latent state $g$. For the state decoder, the input is an 80 x 1 vector for the latent state $g$ and the output is a 50 x 50 matrix for the reconstructed state $\hat{x}$. $3 \times 3$ conv means the convolutional layer with the kernel size $3 \times 3$. The transConv means the transposed convolutional layer. In some layers, s is for the stride, p is for the padding, in means the number of input channels, out means the number of output channels, and FC means the fully connected layer.

Fig. 6: Neural network architectures for the action encoder and the action decoder. For the action encoder, the input action $u = (x, y, l, \theta)$ is a 4 x 1 vector, where $x$ and $y$ are the grasping positions in the image space, $l$ is the moving length, and $\theta$ is the moving angle. The output is an 80 x 1 vector for the latent action. In some layers, FC means the fully connected layer, in means the number of input features, and out means the number of output features. ReLU and Sigmoid are the activation functions. For the Multiplication layer, we do element-wise multiplication between the input and the tensor $[50, 50, 0.14, 2\pi]$. For the Addition layer, we do element-wise addition between the input and the tensor $[0, 0, 0.01, 0]$.
Fig. 7: Neural network architecture for the dynamics model. The inputs are the $50 \times 50$ binary mask for the state $x$ and the $4 \times 1$ vector for the action $u$. In the dynamics model, there are two mappings. In the blue layers, we apply the convolutional (conv) layer followed by the activation function ReLU and max pooling for several times. After flattening the output from the blue layers, we use the flattened vector as the input for the orange layers. In the orange layers, we apply fully connected (FC) layers and activation function ReLU. After that, we reshape the vector into an $80 \times 80$ state matrix $K$. For the input action $u$, we first use FC and activation function ReLU to lift the action into an $80 \times 1$ vector in the high-dimensional space. Then we concatenate this vector with the flattened vector from the blue layers. Finally, we use the concatenated vector as an input to the green layers and reshape the output into an $80 \times 80$ control matrix. In the convolutional layers, $s$ is for the stride, $p$ is for the padding, $in$ is for the number of input channels, and $out$ is for the number of output channels. In the FC layers, $in$ is for the number of input features and $out$ is for the number of output features.