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Abstract

We consider algebras in a modular tensor category $\mathcal{C}$. If the trace pairing of an algebra $A$ in $\mathcal{C}$ is non-degenerate we associate to $A$ a commutative algebra $Z(A)$, called the full centre, in a doubled version of the category $\mathcal{C}$. We prove that two simple algebras with non-degenerate trace pairing are Morita-equivalent if and only if their full centres are isomorphic as algebras. This result has an interesting interpretation in two-dimensional rational conformal field theory; it implies that there cannot be several incompatible sets of boundary conditions for a given bulk theory.
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1 Introduction and summary

It is well-known that two Morita equivalent rings have isomorphic centres (see e.g. [AF, § 21]). The converse is in general not true, a counter example is provided by the real numbers and the quaternions. On the other hand, for simple algebras over \( \mathbb{C} \) (or any algebraically closed field) the converse holds trivially, since all such algebras are of the form \( \text{Mat}_n(\mathbb{C}) \) and all have centre \( \mathbb{C} \).

The situation becomes much richer if instead of considering algebras only in the category of finite-dimensional \( \mathbb{C} \)-vector spaces one allows for more general tensor categories. For example, for the categories of integrable highest weight representations of the affine Lie algebras \( \hat{\mathfrak{sl}}(2)_k \), \( k = 1, 2, \ldots \), one finds an ADE-pattern for the Morita-classes, see e.g. [O]. These representation categories are in fact examples of so-called modular tensor categories, which are the class of categories we are considering in this paper.

We call an algebra non-degenerate if the trace pairing (or rather the appropriate categorical formulation thereof) is non-degenerate. We prove in this paper that two simple non-degenerate algebras in a modular tensor category are Morita equivalent if and only if they have isomorphic ‘full centres’. The latter is a commutative algebra which is a generalisation of the centre of an algebra over \( \mathbb{C} \), but which typically lives in a different category than the algebra itself.

Our motivation to study the relation between Morita classes of algebras and their centres comes from two-dimensional conformal field theory. It has recently become clear that there is a close relationship between rational CFT and non-degenerate algebras in modular tensor categories, both in the Euclidean and the Minkowski formulation of CFT, see e.g. [KLM, Fu1, LR, H2, Kg3, Fj3]. In the Euclidean setting, the modular tensor category arises as the category of representations of a vertex operator algebra with certain additional properties [H1, H2], which we will refer to as ‘rational’. The non-degenerate algebra \( A \) then is an algebra of boundary fields [Fu1], i.e. an open-string vertex operator algebra [HK1]. It turns out that \( A \) and the rational vertex operator algebra together uniquely determine a CFT [Fu1, Fj1, Fj3]; however, to ensure its existence, some complex analytic and convergence issues remain to be settled. As a consequence of the uniqueness, one can obtain from \( A \) the algebra of bulk fields [Fj3], i.e. a full field algebra [HK2]. An important question then is if two non-Morita equivalent open-string vertex operator algebras can give rise to the same full field algebra, or – in more physical terms – if there may exist several incompatible sets of boundary conditions for a given bulk CFT. Our result implies that for a CFT which is rational (in the sense that its underlying vertex operator algebra is rational), this cannot happen.

Recall that an algebra in a tensor category \( \mathcal{C} \) with associator \( \alpha_{U,V,W} \) and unit constraints \( l_U, r_U \) is a triple \( A = (A, m, \eta) \) where \( A \) is an object of \( \mathcal{C} \), \( m \) (the multiplication) is a morphism \( A \otimes A \to A \) such that \( m \circ (m \otimes \text{id}_A) \circ \alpha_{A,A,A} = m \circ (\text{id}_A \otimes m) \), and \( \eta \) (the unit) is a morphism \( 1 \to A \) such that \( m \circ (\text{id}_A \otimes \eta) = \text{id}_A \circ r_A \) and \( m \circ (\eta \otimes \text{id}_A) = \text{id}_A \circ l_A \). We will only consider unital algebras. In the following we will also assume that all tensor categories are strict to avoid spelling out associators and unit constraints.

In the same way one defines left–, right–, and bimodules. For example, given two algebras
A and \( B \), an \( A\)-\( B \)-bimodule is a triple \( X = (X, \rho_l, \rho_r) \) where \( \rho_l : A \otimes X \to X \) and \( \rho_r : X \otimes B \to X \) are the representation morphisms; \( \rho_l \) obeys \( \rho_l \circ (m_A \otimes \text{id}_X) = \rho_l \circ (\text{id}_A \otimes \rho_l) \) and \( \rho_r \circ (\eta_A \otimes \text{id}_X) = \text{id}_X \), and similar for \( \rho_r \). Furthermore the left and right action commute, i.e. \( \rho_r \circ (\rho_l \otimes \text{id}_B) = \rho_l \circ (\text{id}_A \otimes \rho_r) \).

With the help of bimodules we can now define when an algebra is simple, namely when it is simple as a bimodule over itself, and when two algebras \( A, B \) are Morita equivalent, namely when there exist an \( A\)-\( B \)-bimodule \( X \) and a \( B\)-\( A \)-bimodule \( Y \) such that \( X \otimes_B Y \cong A \) and \( Y \otimes_A X \cong B \) as bimodules.

Let now \( \mathcal{C} \) be a modular tensor category (see \([T]\) and e.g. \([BK]\)), i.e. a semisimple \( \mathbb{C} \)-linear abelian ribbon category with \( \text{End}(1) = \mathbb{C} \text{id}_1 \), having a finite number of isomorphism classes of simple objects and whose braiding obeys a certain nondegeneracy condition. (This definition is slightly more restrictive than the original one in \([T]\).) We will express morphisms in ribbon categories with the help of the usual graphical notation \([JS]\); our conventions are summarised in \([Fj1, \text{app. A.1}]\). Given an algebra \( A \) we can define the morphism \( \Phi_A : A \to A^\vee \) as

\[
\Phi_A = \begin{array}{ccc}
A & \overset{m}{\longrightarrow} & \overset{A}{\longrightarrow} \\
& & \downarrow \quad \downarrow \\
A & & \overset{\text{id}}{\longrightarrow} \\
\end{array}
\]

As in \([Fu3]\) we call an algebra \( A \) \textit{non-degenerate} iff \( \Phi_A \) is invertible (the definition still makes sense in a tensor category with dualities). This generalises the condition that the trace pairing \( a, b \mapsto \text{tr}(a \cdot b) \) of a finite-dimensional algebra over a field is non-degenerate. We will list some properties of non-degenerate algebras in section 2.1 below.

Given an algebra \( A \) in \( \mathcal{C} \), the non-trivial braiding leads to two notions of centre, namely the left centre \( C_l(A) \) and the right centre \( C_r(A) \) of \( A \) \([VZ, O, Fr1]\). Denoting the braiding of \( \mathcal{C} \) by \( c_{U, V} : U \otimes V \to V \otimes U \), the left centre is the largest subobject \( C_l(A) \hookrightarrow A \) such that \( m \circ c_{A, A} \circ (\tau_l \otimes \text{id}_A) = m \circ (\tau_l \otimes \text{id}_A) \) and the right centre the largest subobject \( C_r(A) \twoheadrightarrow A \) such that \( m \circ c_{A, A} \circ (\text{id}_A \otimes \tau_r) = m \circ (\text{id}_A \otimes \tau_r) \). We will give a formulation of the left centre of a non-degenerate algebra as the image of an idempotent in section 2.3 below.

The final ingredient we need to state our main result is a doubled version of \( \mathcal{C} \), namely \( \mathcal{C} \boxtimes \mathcal{C} \). Here the category \( \mathcal{C} \) is obtained from \( \mathcal{C} \) by replacing braiding and twist with their inverses, and the product \( \mathcal{C} \boxtimes \mathcal{C} \) is the completion with respect to direct sums of \( \mathcal{C} \times \mathcal{C} \) (where the objects are pairs of objects in \( \mathcal{C} \) and the Hom-spaces are tensor products of the two corresponding Hom-spaces in \( \mathcal{C} \)\)). \( \mathcal{C} \boxtimes \mathcal{C} \) is again a modular tensor category. In fact, there is a notion of a ‘centre’ \( \mathcal{Z} \) of a tensor category, and for a modular tensor category \( \mathcal{C} \) one finds \( \mathcal{Z}(\mathcal{C}) \cong \mathcal{C} \boxtimes \mathcal{C} \) \([Mü1]\).

Apart from the tensor unit, the category \( \mathcal{C} \boxtimes \mathcal{C} \) contains another canonically given commutative non-degenerate algebra, defined on the object \( R = \oplus_{i \in \mathcal{I}} U_i \times U_i^\vee \) \([Mü1, Fr1, Kg1]\). Here the (finite) set \( \mathcal{I} \) indexes a choice of representatives \( U_i \) of the isomorphism classes of simple objects in \( \mathcal{C} \). The multiplication and further properties of \( R \) are given in section 2.2.
For a non-degenerate algebra $A$ in $\mathcal{C}$ we can now define the full centre $Z(A)$ as the left centre of the algebra $(A \times 1) \otimes R$ in $\mathcal{C} \boxtimes \mathcal{C}$; our convention for the tensor product of algebras and some properties of the full centre will be discussed in section 2.3. As opposed to the left and right centres, the full centre is not a subobject of $A$, in fact it is not even an object of the same category. On the other hand, one can recover $C_l(A)$ and $C_r(A)$ from $Z(A)$ by applying suitable projections. Furthermore, if $\mathcal{C}$ is the category $\text{Vect}_f(\mathbb{C})$ of finite-dimensional complex vector spaces then also $\mathcal{C} \otimes \mathcal{C} \cong \text{Vect}_f(\mathbb{C})$, and the notions of left, right and full centre coincide and agree with the usual definition of the centre of an algebra over a field.

The full centre turns out to be a Morita-invariant notion and our main result is that it can be used to distinguish Morita-classes of non-degenerate algebras.

**Theorem 1.1** Let $\mathcal{C}$ be a modular tensor category and let $A$, $B$ be simple non-degenerate algebras in $\mathcal{C}$. Then the following two statements are equivalent.

(i) $A$ and $B$ are Morita equivalent.

(ii) $Z(A)$ and $Z(B)$ are isomorphic as algebras.

**Remark 1.2**

(i) In the special case $\mathcal{C} = \text{Vect}_f(\mathbb{C})$ a simple non-degenerate algebra is isomorphic to the full matrix algebra $\text{Mat}_n(\mathbb{C})$ for some $n$, and the full centre $Z$ is just the usual centre, which in the case of $\text{Mat}_n(\mathbb{C})$ is $\mathbb{C}$. The above theorem then just states that any two full matrix algebras over $\mathbb{C}$ are Morita equivalent.

(ii) An algebra is called haploid iff $\dim\text{Hom}(1, A) = 1$. Denote by $C_{\text{max}}(\mathcal{C} \boxtimes \mathcal{C})$ the set of isomorphism classes $[B]$ of haploid commutative non-degenerate algebras $B$ in $\mathcal{C} \boxtimes \mathcal{C}$ which obey in addition $\dim(B) = \dim(\mathcal{C})$, where $\dim(\mathcal{C}) = \sum_{i \in I} \dim(U_i)^2$. (It follows from [KO, thm. 4.5] that this is the maximal dimension such an algebra can have.) Note that $[R] \in C_{\text{max}}(\mathcal{C} \boxtimes \mathcal{C})$, with $R$ defined as above. Let further $M_{\text{simp}}(\mathcal{C})$ be the set of Morita classes $\{A\}$ of simple non-degenerate algebras $A$ in $\mathcal{C}$. We will see in remark 3.4(ii) that the assignment $z : \{A\} \mapsto [Z(A)]$ is a well-defined map from $M_{\text{simp}}(\mathcal{C})$ to $C_{\text{max}}(\mathcal{C} \boxtimes \mathcal{C})$. For example, $z(\{1\}) = [R]$. Theorem 1.1 shows that $z$ is injective. A result recently announced by M"uger [Mi2] shows that $z$ is also surjective. (An independent proof of surjectivity has subsequently appeared in [KR sect. 3.3].)

(iii) A closed two-dimensional topological field theory is the same as a commutative Frobenius algebra $B$ over $\mathbb{C}$, see e.g. [KK]. In the case that $B$ is semi-simple, the possible boundary conditions for the theory defined by $B$ can be classified by $K_0(B\text{-mod})$ [Mo, MS]. For a (rational) two-dimensional conformal field theory the boundary conditions can be classified by $K_0(A\text{-mod})$ where $A$ is a non-degenerate algebra in $\mathcal{C}$, and $\mathcal{C}$ in turn is the representation category of a rational vertex algebra $\mathcal{V}$ [Fu1]. The algebra $A$ comes from the boundary fields -- i.e. from an open-string vertex algebra over $\mathcal{V}$ -- for one of the possible boundary conditions [Fu1, HK1, Kg2]. For the topological theory, the category $\mathcal{C}$ is given by $\mathcal{C} = \text{Vect}_f(\mathbb{C})$ and for $B$ one can choose the centre of $A$. (If $A$ is not simple this choice is not unique, see [LP] and [Fj3, rem. 4.27].) For $\text{Vect}_f(\mathbb{C})$, $A$ and $B = Z(A)$ are Morita-equivalent, and so $K_0$ of $A\text{-mod}$ and $B\text{-mod}$ agree. In general one finds that, for $A$ a simple non-degenerate algebra
in a modular tensor category $\mathcal{C}$ and $B = Z(A)$ the full centre,

$$\#(\text{isocl. of simple } B\text{-left modules in } \mathcal{C} \boxtimes \tilde{\mathcal{C}}) = \#(\text{isocl. of simple } A\text{-A-bimodules } \mathcal{C}).$$

This can be computed from [Fu1, thm. 5.18] together with the fact that $Z(A)$ has a unique (up to isomorphism) simple local left module, namely $Z(A)$ itself. Thus in general, $K_0(B\text{-mod})$ – the Grothendieck group of the category of $B$-left modules in $\mathcal{C} \boxtimes \tilde{\mathcal{C}}$ – is related to defect lines (see [Fu1, rem. 5.19] and [Fr2]), and its relevance for the classification of boundary conditions is special to the topological case. Nonetheless, there is a connection between $B$ and boundary conditions: We will see in section 4 that via the tensor functor $T : \mathcal{C} \boxtimes \tilde{\mathcal{C}} \to \mathcal{C}$ one obtains an algebra $T(B)$ in $\mathcal{C}$ which is a direct sum of simple non-degenerate algebras, all of which are Morita-equivalent to $A$. In fact (cf. prop. 4.3 below) one has that $K_0(T(B)\text{-mod}) \cong K_0(A\text{-mod})^\times n$, where $n$ is the number of isomorphism classes of simple $A$-left modules in $\mathcal{C}$.

The rest of the paper is organised as follows. In section 2 we collect some results on non-degenerate algebras and the full centre. Section 3 we prove that statement (i) in theorem 1.1 implies (ii) and in section 4 we prove the converse.

## 2 Preliminaries

### 2.1 Properties of non-degenerate algebras

Not all the properties discussed in this section require us to work with the full structure of a modular tensor category and we therefore state them in the appropriate context. However, all these properties do in particular hold for modular tensor categories.

Let $\mathcal{C}$ be a (strict) tensor category. In the same way that one defines an algebra in $\mathcal{C}$ one can define a coalgebra $A = (A, \Delta, \varepsilon)$ where $\Delta : A \to A \otimes A$ and $\varepsilon : A \to 1$ obey co-associativity and the counit condition.

**Definition 2.1** A Frobenius algebra $A = (A, m, \eta, \Delta, \varepsilon)$ is an algebra and a coalgebra such that the coproduct is an intertwiner of $A$-bimodules, i.e. $(\text{id}_A \otimes m) \circ (\Delta \otimes \text{id}_A) = \Delta \otimes m = (m \otimes \text{id}_A) \circ (\text{id}_A \otimes \Delta)$.

We will use the following graphical representation for the morphisms of a Frobenius algebra:

$$m = \begin{array}{c}
\begin{array}{c}
A
\end{array}
\end{array}, \quad \eta = \begin{array}{c}
\begin{array}{c}
A
\end{array}
\end{array}, \quad \Delta = \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
A
\end{array}
\end{array}
\end{array}, \quad \varepsilon = \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
A
\end{array}
\end{array}
\end{array}.
\tag{2.1}
$$

A Frobenius algebra $A$ in a $k$-linear tensor category, for a field $k$, is called *special* iff $m \circ \Delta = \zeta \text{id}_A$ and $\varepsilon \circ \eta = \xi \text{id}_A$ for nonzero constants $\zeta, \xi \in k$. If $\zeta = 1$ we call $A$ *normalised-special*.

A (strictly) sovereign tensor category is a tensor category equipped with a left and a right duality which agrees on objects and morphisms (see e.g. [B, FS] for more details). We
will write the dualities as
\[
\begin{align*}
\left< U^\vee, U \right> &= d_U : U^\vee \otimes U \to 1, \\
\left< U, U^\vee \right> &= b_U : 1 \to U \otimes U^\vee,
\end{align*}
\]
\begin{align*}
\left< U, U^\vee \right> &= \tilde{d}_U : U \otimes U^\vee \to 1, \\
\left< U^\vee, U \right> &= \tilde{b}_U : 1 \to U^\vee \otimes U,
\end{align*}
\]
(2.2)
\hspace{1cm}
(n.b., ‘b’ stands for birth and ‘d’ for death). Given these dualities one can define the left
and right traces of a morphism \( f : U \to U \) as \( \text{tr}_l(f) = d_U \circ (\text{id}_{U^\vee} \otimes f) \circ b_U \) and \( \text{tr}_r(f) = \tilde{d}_U \circ (f \otimes \text{id}_{U^\vee}) \circ \tilde{b}_U \), as well as the left and right dimension of \( U \), \( \text{dim}_{l/r}(U) = \text{tr}_{l/r}(\text{id}_U) \). If \( U \cong U^\vee \), then \( \text{dim}_{l}(U) = \text{dim}_{r}(U) \) \[\text{FS, rem. 3.6.3}\]. In a modular tensor category (and more
generally in a spherical category) the left and right traces and dimensions always coincide.

Let now \( \mathcal{C} \) be a sovereign tensor category. A Frobenius algebra in \( \mathcal{C} \) is symmetric iff
\[
\begin{align*}
A^\vee &= A, \\
\varepsilon \circ \eta &= \text{dim}(A) \text{id}_1
\end{align*}
\]
(2.3)
\hspace{1cm}
For a Frobenius algebra (symmetric or not) one has \( \text{dim}_{l}(A) = \text{dim}_{r}(A) \) since the two
morphisms in (2.3) are in fact isomorphisms (see e.g. the proof of lemma 3.7 in \[\text{Fu1}\]), and
so \( A \cong A^\vee \). We will write \( \text{dim}(A) \equiv \text{dim}_{l/r}(A) \).

In a \( \mathbb{k}\)-linear sovereign category with \( \text{End}(1) = \mathbb{k} \text{id}_1 \) we will identify \( \text{dim}_{l/r}(U) \) with the
corresponding element of \( \mathbb{k} \) via \( \text{tr}_{l/r}(\text{id}_U) = \text{dim}_{l/r}(U) \text{id}_1 \). In this case one finds that for a
normalised-special symmetric Frobenius algebra one has \( \varepsilon \circ \eta = \text{dim}(A) \text{id}_1 \) \[\text{FS, sect. 3}\]; in
particular, \( \text{dim}(A) \neq 0 \).

**Definition 2.2** An algebra \( A \) in \( \mathcal{C} \) is non-degenerate if the morphism \( \Phi_A \) in \( \text{[1.1]} \) is invertible.

The relation between non-degenerate algebras and Frobenius algebras is summarised in
the following lemma.

**Lemma 2.3** Let \( \mathcal{C} \) be a sovereign tensor category.
\[(i)\] Let \( A \) be a non-degenerate algebra in \( \mathcal{C} \). Taking \( \Delta = (\Phi_A^{-1} \otimes m) \circ (b_A \otimes \text{id}_A) \) and \( \varepsilon = \eta^\vee \circ \Phi_A \) turns \( A \) into a symmetric Frobenius algebra which obeys \( m \circ \Delta = \text{id}_A \) and \( \varepsilon \circ \eta = \text{dim}(A) \).

\[(ii)\] Let \( A \) be a symmetric Frobenius algebra in \( \mathcal{C} \) such that \( m \circ \Delta = \text{id}_A \). Then \( A \) is a
non-degenerate algebra.

\[(iii)\] Two non-degenerate algebras \( A \) and \( B \) are isomorphic as algebras if and only if they are
isomorphic as Frobenius algebras (with counit and coproduct as given in (i)).

\[(iv)\] If \( \mathcal{C} \) is in addition \( \mathbb{k}\)-linear with \( \text{End}(1) = \mathbb{k} \text{id}_1 \) and \( A \) is a non-degenerate algebra in \( \mathcal{C} \)
with \( \text{dim}(A) \neq 0 \), then \( A \) is special.
This lemma can be proved by combining and adapting lemmas 3.7, 3.11 and 3.12 of [Fu1]. Part of the proof of (i) involves showing that $\Phi_A$ in (1.1) is also equal to the morphism obtained by ‘reflecting’ the graph along a vertical axis (cf. [Fu1 eqn. (3.33)]), and that equally $\Delta = (m \otimes \Phi_A^{-1}) \circ (b_A \otimes \text{id}_A)$. In this sense, the Frobenius algebra structure on a non-degenerate algebra does not involve any arbitrary choices.

Whenever we will consider a non-degenerate algebra as a Frobenius algebra we mean the coproduct and counit given in part (i) of the above lemma.

In the setting we will work with below, $\mathcal{C}$ is a modular tensor category and one can convince oneself that a simple non-degenerate algebra in $\mathcal{C}$ necessarily has $\dim(A) \neq 0$, cf. [Fr2, lem. 2.6]. In particular, a simple non-degenerate algebra is then always also normalised-special symmetric Frobenius.

Let now $\mathcal{C}$ be an abelian sovereign tensor category. Let $A$ be a non-degenerate algebra in $\mathcal{C}$ and let $M$ be a right $A$-module and $N$ be a left $A$-module. The tensor product $M \otimes_A N$ can be written as the image of the idempotent

$$
P_{\otimes A} = \rho_M \circ \rho_N$$

That is, there exist morphisms $e_A : M \otimes_A N \to M \otimes N$ and $r_A : M \otimes N \to M \otimes_A N$ such that $r_A \circ e_A = \text{id}_{M \otimes_A N}$ and $e_A \circ r_A = P_{\otimes A}$. One can convince oneself that $r_A : M \otimes N \to M \otimes_A N$ fulfils the universal property of the coequaliser of $\rho_M \otimes \text{id}_N$ and $\text{id}_M \otimes \rho_N$.

### 2.2 Modular tensor categories

Let $\mathcal{C}$ be a modular tensor category. Recall from section I that we chose representatives $\{ U_i \, | \, i \in I \}$ for the isomorphism classes of simple objects. We also fix $U_0 = 1$ and for an index $k \in I$ we define the index $\bar{k}$ by $U_{\bar{k}} \cong U_k'$. The numbers $s_{i,j} \in \mathbb{C}$ are defined via

$$
s_{i,j} \text{id}_1 = \text{tr}(c_{U_i,U_j} \circ c_{U_j,U_i}) .$$

They obey $s_{i,j} = s_{j,i}$ and $s_{0,i} = \dim(U_i)$, see e.g. [BK, sect. 3.1]. The non-degeneracy condition on the braiding of a modular tensor category is that the $|I| \times |I|$-matrix $s$ should be invertible. In fact,

$$
\sum_{k \in I} s_{ik} s_{kj} = \text{Dim}(\mathcal{C}) \delta_{i,j}
$$

(cf. [BK thm. 3.1.7]), where as above $\text{Dim}(\mathcal{C}) = \sum_{i \in I} \dim(U_i)^2$. In particular, $\text{Dim}(\mathcal{C}) \neq 0$. One can show (even in the weaker context of fusion categories over $\mathbb{C}$) that $\text{Dim}(\mathcal{C}) \geq 1$ [ENO thm. 2.3].

Let us fix a basis $\{ \lambda_{(i,j)k}^\alpha \}_{\alpha=1}^{N_{ij}^k}$ in $\text{Hom}(U_i \otimes U_j, U_k)$ and the dual basis $\{ \gamma_{(i,j)k}^\alpha \}_{\alpha=1}^{N_{ij}^k}$ in $\text{Hom}(U_k, U_i \otimes U_j)$. The duality of the bases means that $\lambda_{(i,j)k}^\alpha \circ \gamma_{(i,j)k}^\beta = \delta_{\alpha,\beta} \text{id}_{U_k}$. We also
fix $\lambda_{(0,i)} = \lambda_{(i,0)} = \text{id}_{U_i}$. We denote the basis vectors graphically as follows:

$$
\lambda^\alpha_{(i,j)} = \begin{array}{c}
U_k \\
\alpha \\
u_i \nu_j
\end{array}, \quad \Upsilon^{(i,j)\alpha}_{(k)} = \begin{array}{c}
U_k \\
U_i \ U_j \ U_k
\end{array}.
$$

As in section 4 let $R$ be the object in $\mathcal{C} \boxtimes \tilde{\mathcal{C}}$ given by $R = \bigoplus_{i \in I} U_i \times U_i^\vee$. We define a unit morphism $\eta_R : 1 \times 1 \to R$ to be the natural embedding and a multiplication morphism $m_R : R \otimes R \to R$ as

$$
m_R = \bigoplus_{i,j,k \in I} \sum_{\alpha = 1}^{N_{ij}} U_k \alpha \times U_i \ U_j \ U_k \ U_i \ U_j \ U_k.
$$

The basis elements $\lambda^\alpha_{(i,j)\alpha}$ and their duals enter the above expression in such a way that $m_R$ is independent of the choice of bases. Using (2.8), one can compute $\Phi_R$ (defined in (1.1)) explicitly, resulting in $\Phi_R = \text{Dim}(\mathcal{C}) \bigoplus_{i \in I} f_i \times g_i$ where $f_i : U_i \to U_i^\vee$ and $g_i : U_i^\vee \to U_i^{\vee\vee}$ are given by

$$
f_i = (\lambda^{1,0}_{(i)} \otimes \text{id}_{U_i^\vee}) \circ (\text{id}_{U_i} \otimes b_{U_i}), \quad g_i = (\delta_{U_i} \otimes \tilde{d}_{U_i}) \circ ((c_{U_i, U_i} \circ \Upsilon^{(i,0)}_{1}) \otimes \text{id}_{U_i^\vee}),
$$

and $\delta_U : U \to U^{\vee\vee}$ is the isomorphism $(\tilde{d}_U \otimes \text{id}_{U^{\vee\vee}}) \circ (\text{id}_U \otimes b_{U^{\vee\vee}}$. It follows from [Mü1 prop. 4.1] (see also [Fr1 lem. 6.19] and [Kg1 thm. 5.2]) that the three morphisms $\eta_R$, $m_R$ and $\Phi_R$ give $R$ the structure of haploid commutative non-degenerate algebra. Thus it is also normalised-special symmetric Frobenius. (The algebra $R$ can also be defined in more general categories, see [Mü1, Fr1].)

### 2.3 Properties of the full centre

From hereon we will always take $\mathcal{C}$ to be a modular tensor category. Most of the constructions in this section can be carried out in greater generality, see e.g. [Fr1], but for the purpose of the proof of theorem 1.1 this will not be necessary.

An algebra $A$ in a braided tensor category has a left centre and a right centre [VZ, O], both of which are sub-algebras of $A$. We will only need the left centre. The following definition is the one used in [Fr1], which in our setting is equivalent to that of [VZ, O].

**Definition 2.4** The left centre $C_l(A)$ of a non-degenerate algebra $A$ in $\mathcal{C}$ is the image of the idempotent $P_l(A) : A \to A$, where

$$
P_l(A) = \begin{array}{c}
A \\
m \\
A
\end{array}.
$$
That is, there are morphisms \( G_l(A) \xrightarrow{\iota_l} A \) and \( A \xrightarrow{\eta_l} G_l(A) \) such that \( r_l \circ \iota_l = \text{id}_{G_l(A)} \) and \( \iota_l \circ r_l = P_l(A) \). This follows from definition 2.31 and remark 2.34 of [FrI]. (In [FrI] the algebra \( A \) is assumed to be special, but the relevant proofs only use \( m \circ \Delta = \text{id}_A \), which is satisfied by a non-degenerate algebra according to lemma \( 2.3(i) \).) The proof of the following lemma can be found in [FrI] prop. 2.37.

**Lemma 2.5** Let \( A \) be a non-degenerate algebra in a modular tensor category \( C \).

(i) \( C_l(A) \) is a commutative symmetric Frobenius algebra.

(ii) If \( C_l(A) \) is simple and \( \dim(C_l(A)) \neq 0 \), then \( C_l(A) \) is in addition special.

Given two algebras \( A \) and \( B \) we define a multiplication on the tensor product \( A \otimes B \) as \( m_{A \otimes B} = (m_A \otimes m_B) \circ (\text{id}_A \otimes c_{A,B}^{-1} \otimes \text{id}_B) \) and a unit morphism as \( \eta_{A \otimes B} = \eta_A \otimes \eta_B \). This turns \( A \otimes B \) into an algebra. Note that one can also define a different multiplication \( m'_{A \otimes B} \) by using \( c_{B,A} \) instead of \( c_{A,B}^{-1} \). The resulting algebra is isomorphic to \( (A_{\text{op}} \otimes B_{\text{op}})_{\text{op}} \), where ‘op’ stands for the opposed algebra, see [FuI] rem. 3.23. We will always use \( m_{A \otimes B} \).

For two coalgebras we similarly set \( \Delta_{A \otimes B} = (\text{id}_A \otimes c_{A,B} \otimes \text{id}_B) \circ (\Delta_A \otimes \Delta_B) \) and \( \varepsilon_{A \otimes B} = \varepsilon_A \otimes \varepsilon_B \). This turns \( A \otimes B \) into a coalgebra. One easily checks that if \( A \) and \( B \) share any of the properties non-degenerate, Frobenius, symmetric, special, then the property is inherited by \( A \otimes B \). On the other hand, even if \( A \) and \( B \) are commutative, \( A \otimes B \) is generally not.

For an object \( U \) of \( C \) denote by \( R(U) \) the object in \( C \otimes \hat{C} \) given by \( R(U) = (U \times 1) \otimes R \). \( R(\cdot) \) can be understood as the adjoint of the functor \( T \) mentioned in remark 1.2(iii); more details can be found in [KR] sect. 2.4].) If \( A \) is a non-degenerate algebra in \( C \) then \( A \times 1 \) is a non-degenerate algebra in \( C \otimes \hat{C} \) and the above discussion gives a non-degenerate algebra structure on \( R(A) \).

**Definition 2.6** [Fj3 def. 4.9] The full centre \( Z(A) \) of \( A \) is defined to be \( C_l(R(A)) \).

**Proposition 2.7** Let \( A \) be a non-degenerate algebra in a modular tensor category \( C \).

(i) \( Z(A) \) is a commutative symmetric Frobenius algebra with \( \dim(Z(A)) = d \cdot \dim(C) \) for some integer \( d \geq 1 \).

(ii) If \( A \) is simple then \( Z(A) \) is a haploid commutative non-degenerate algebra with \( \dim(Z(A)) = \dim(C) \). Furthermore, \( Z(A) \) is normalised-special.

**Proof.** The first statement in part (i) follows from lemma 2.5(i) together with the above observation that \( R(A) \) is a non-degenerate algebra in \( C \otimes \hat{C} \). For the statement about the dimension, let \( Z_{ij} = \dim \text{Hom}(Z(A), U_i \times U_j) \). By combining [Fj2 eqn. (A.3)] (note that in [Fj2] \( Z(A) \) has a different meaning, namely the object given in eqn. (3.9) there) with eqn. (5.65) and theorem 5.1 of [FuI] it follows that \( \sum_{k \in \mathcal{I}} Z_{ik} s_{kj} = \sum_{i \in \mathcal{I}} s_{il} Z_{lj} \). Using this we can compute

\[
\dim(Z(A)) = \sum_{i,j} Z_{ij} \dim(U_i) \dim(U_j) = \sum_{i,j} s_{0i} Z_{ij} s_{j0} = \sum_{j,k} Z_{0k} s_{kj} s_{j0} = \sum_k Z_{0k} \delta_{k,0} \dim(C) = Z_{00} \dim(C).
\] (2.11)
It follows from the equalities (A.2) in [Fj2] that $Z_{00} = \dim \text{Hom}_{A|A}(A, A)$, where $\text{Hom}_{A|A}(\cdot, \cdot)$ denotes the space of bimodule intertwiners. Since $\text{id}_A$ is a bimodule intertwiner we have $Z_{00} \geq 1$.

For (ii) note that in the present setting, $A$ is simple iff it is absolutely simple, i.e. iff $\text{Hom}_{A|A}(A, A) = C \text{id}_A$, which is equivalent to $Z_{00} = 1$. Therefore, $A$ is simple iff $Z(A)$ is haploid. Since by assumption in (ii), $A$ is simple, (2.11) holds with $Z_{00} = 1$. Recall from above that $\text{Dim}(C) \geq 1$, so that altogether we see that $Z(A)$ is simple (since it is haploid) and has nonzero dimension. By lemma 2.5(ii), $Z(A)$ is then also special. We can rescale the coproduct (and the counit) to make $Z(A)$ normalised-special and it then follows from lemma 2.3(ii) that $Z(A)$ is non-degenerate.

3 Morita equivalence implies isomorphic full centre

Let $A, B$ be two non-degenerate algebras in a modular tensor category $C$. Given an $A$-$B$-bimodule $X$ define the morphism $Q_X : R(B) \to R(A)$ as

\[
Q_X = \begin{array}{cc}
\text{A} & \times 1 & R \\
\text{B} & \times 1 \\
\text{X} & \times 1 \\
\text{R}
\end{array}
\] (3.1)

The morphism $Q_X$ is closely related to the linear map $D_X^{UV}$ defined in [Fu3], but is slightly more general as here we work with $A$-$B$-bimodules instead of $A$-$A$-bimodules.

**Lemma 3.1** Let $A, B, C$ be non-degenerate algebras in $C$, let $X, X'$ be $A$-$B$-bimodules and $Y$ a $B$-$C$-bimodule.

(i) If $X \cong X'$ then $Q_X = Q_{X'}$.

(ii) $Q_A = P_l(R(A))$, with $P_l$ as defined in (2.10).

(iii) $Q_X \circ Q_Y = Q_{X \otimes BY}$.

(iv) $Q_X \circ P_l(R(B)) = Q_X = P_l(R(A)) \circ Q_X$.

**Proof.** Part (i) is proved in the same way as the corresponding statement for $D_X^{UV}$, see [Fu3 eqn. (22)]. Namely, if $f : X \to X'$ is an isomorphism of bimodules, one inserts the identity $\text{id}_X = f^{-1} \circ f$ anywhere on the $X$-loop in the pictorial representation (3.1) of $Q_X$. One then drags $f$ around the loop until it combines with $f^{-1}$ to $f \circ f^{-1} = \text{id}_{X'}$. This results in the morphism $Q_{X'}$.

The equality in (ii) can be seen by comparing the pictorial representations and using that $R$ is (in particular) commutative and normalised-special; it also follows from the proof of [ET1 prop. 3.14(i)].

Claim (iii) can be proved in the same way as [Fu3 lem. 2]. Part (iv) is then a consequence of applying (i)–(iii) to $X \otimes_B B \cong X \cong A \otimes_A X$.  


Using $Q_X$ we define a morphism $D_X : Z(B) = C_l((B \times 1) \otimes R) \to Z(A) = C_l((A \times 1) \otimes R)$ by composing with the corresponding embedding and restriction morphisms,

$$D_X = r_l \circ Q_X \circ \iota_l .$$  \hfill (3.2)

As a direct consequence of lemma 3.1 we have $D_X = D_{X'}$ for two isomorphic bimodules $X$ and $X'$, as well as, for $X, Y$ as in lemma 3.1,

$$D_A = \text{id}_{Z(A)} , \quad D_X \circ D_Y = D_{X \otimes_B Y} .$$ \hfill (3.3)

**Lemma 3.2** Let $A, B$ be non-degenerate algebras (not necessarily simple) and $X$ an $A$-$B$-bimodule, such that $\dim(A), \dim(B)$ and $\dim(X)$ are non-zero and the identities

$$= \frac{\dim(X)}{\dim(A)} \text{id}_A , \quad = \frac{\dim(X)}{\dim(B)} \text{id}_B ,$$ \hfill (3.4)

and

$$= \frac{\dim(A)}{\dim(X)} \quad = \frac{\dim(A)}{\dim(X)}$$ \hfill (3.5)

hold. Then $\phi_X := \frac{\dim(X)}{\dim(B)} D_X : Z(B) \to Z(A)$ is an isomorphism of Frobenius algebras.

The precise form of the dimension-factors appearing in conditions (3.4) and (3.5) is not an extra condition, but is in fact uniquely fixed. For example composing the first equation in (3.4) with $\varepsilon_A$ from the left and $\eta_A$ from the right gives the first constant. Also note that $X^\vee$ is naturally a $B$-$A$-bimodule, see e.g. [Fr2, sect. 2.1].

**Proof of lemma 3.2**

a) $A \cong X \otimes_B X^\vee$ as $A$-$A$-bimodules: We define two morphisms $f_1 : A \to X \otimes_B X^\vee$ and $f_2 : X \otimes_B X^\vee \to A$ by

$$f_1 = \frac{\dim(A)}{\dim(X)} r_B \circ (\rho_A \otimes \text{id}_{X^\vee}) \circ (\text{id}_A \otimes b_X) ,$$ \hfill (3.6)

$$f_2 = (\text{id}_A \otimes d_X) \circ (\text{id}_A \otimes \rho_A \otimes \text{id}_{X^\vee}) \circ ((\Delta_A \otimes \eta_A) \otimes e_B) .$$

Notice first that both $f_1$ and $f_2$ are $A$-$A$-bimodule maps. It is easy to see that the condition (3.4) implies $f_2 \circ f_1 = \text{id}_A$ and the condition (3.5) implies $f_1 \circ f_2 = \text{id}_{X \otimes_B X^\vee}$. Therefore, $A \cong X \otimes_B X^\vee$ as bimodules and an isomorphism is given by $f_1$.

b) $B \cong X^\vee \otimes_A X$ as $B$-$B$-bimodules: This can be seen by a similar argument as used in a).
c) \( \phi_X \) is an isomorphism: First note that taking the trace of \((3.5)\) and using \((3.4)\) results in the identity
\[
\dim(X)^2 = \dim(A) \dim(B).
\]
Using this, as well as \((3.3)\) and part b) we obtain
\[
\phi_X \circ \phi_X = \frac{\dim(X)}{\dim(A)} \frac{\dim(X)}{\dim(B)} D_{X^\vee} \circ D_X = D_{X^\vee} \otimes_A X = D = \text{id}_{Z(B)},
\]
In the same way one checks that \( \phi_X \circ \phi_X = \text{id}_{Z(A)} \). Thus \( \phi_X \) is an isomorphism.

d) \( \phi_X \) is an algebra map: The unit property \( \phi_X \circ \eta_{Z(B)} = \eta_{Z(A)} \) can be seen as follows,

\[
\text{(3.9)}
\]

The compatibility with the multiplication, \( m_{Z(A)} \circ (\phi_X \otimes \phi_X) = \phi_X \circ m_{Z(B)} \), amounts to the identities

\[
\left( \frac{\dim(X)}{\dim(B)} \right)^2 \text{ (1)} \equiv \left( \frac{\dim(X)}{\dim(B)} \right)^2
\]
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The left hand side is obtained by writing out the definitions of the various morphisms in $m_{Z(A)} \circ (\phi_X \otimes \phi_X)$. In step (1) the two projectors $\iota_l \circ \iota_l = P_l(R(A))$ have been omitted using lemma 3.1(ii,iv), and the uppermost multiplication morphism of $A$ has been replaced by a representation morphism of the bimodule $X$. In step (2) we used property (3.5). For step (3) note that the $B \times 1$-ribbon connecting $X \times 1$ to itself can be rearranged (using that $B$ is symmetric Frobenius, as well as the representation property) to the projector $P_l(R(B))$ which can be omitted against $\iota_l$. Using the representation property on the remaining two $B \times 1$-ribbons, as well as (3.7), gives the right hand side of (3.10). Replacing $Q_X = Q_X \circ P_l(R(B)) = Q_X \circ \iota_l \circ r_l$ finally shows that the right hand side is equal to $\phi_X \circ m_{Z(B)}$.

e) $\phi_X$ is a coalgebra map: For this part of the statement, the coproduct and counit of $Z(A)$ and $Z(B)$ have to be normalised as in the proof of [Fr1, prop. 2.37]. That is, while the multiplication and unit on $Z(A)$ are given by $m_{Z(A)} = \iota_l \circ m_{R(A)} \circ (\iota_l \otimes \iota_l)$ and $\eta_{Z(A)} = \iota_l \circ \eta_{R(A)}$, for the coproduct and counit we choose

$$\Delta_{Z(A)} = \zeta^{-1}(\iota_l \otimes \iota_l) \circ \Delta_{R(A)} \circ \iota_l , \quad \varepsilon_{Z(A)} = \zeta \varepsilon_{R(A)} \circ \iota_l , \quad \zeta = \frac{\dim(Z(A))}{\dim(C) \dim(A)} .$$

(That $\dim(Z(A)) \neq 0$ follows from proposition 2.7(i).) In this normalisation one has $\varepsilon_{Z(A)} \circ \varepsilon_{Z(A)} = \dim(Z(A))$. That $\phi_X$ is a coalgebra map can now be verified similarly as in part d) except that at one point one needs the equality between the first and last morphism in the following chain of equalities,

$$\frac{\dim(A)}{\dim(X)} ,$$

where in the second step (3.5) is substituted. One also needs to use that $\dim(Z(A)) = \dim(Z(B))$, which follows from part c).
This completes the proof of the lemma.

**Lemma 3.3** Let $A$, $B$ be simple non-degenerate algebras and $X$ an $A$-$B$-bimodule, $Y$ a $B$-$A$-bimodule such that $A \cong X \otimes_B Y$ and $B \cong Y \otimes_A X$ as bimodules. Then

(i) $Y \cong X^\vee$ as bimodules,
(ii) $X$ is simple,
(iii) the assumptions in lemma 3.2 hold.

**Proof.** That $Y \cong X^\vee$ and that $X$ is simple is proved in lemma 3.4 of [Fr2]. Since $A$, $B$, $X$, and $Y$ are all simple as bimodules, by [Fr2, lem. 2.6] their dimensions are non-zero. We also have $A \cong X \otimes_B X^\vee$ and $B \cong X^\vee \otimes_A X$ as bimodules. Using this, property (3.5) follows as a special case from [Fr2, eqn. (4.8)]. Property (3.4) is proved in lemma 4.1 of [Fr2].

Proof of $(i) \Rightarrow (ii)$ in theorem 1.1:

By assumption the simple non-degenerate algebras $A$ and $B$ are Morita-equivalent. Therefore there exists an $A$-$B$-bimodule $X$ and a $B$-$A$-bimodule $Y$ such that $A \cong X \otimes_B Y$ and $B \cong Y \otimes_A X$ as bimodules. Lemma 3.3 ensures that the conditions of lemma 3.2 are met. Thus the morphism $\phi_X : Z(B) \to Z(A)$ is an isomorphism of algebras.

**Remark 3.4**

(i) If condition (i) in theorem 1.1 is met then by proposition 2.7, $Z(A)$ and $Z(B)$ are non-degenerate algebras. The coalgebra structure on $Z(A)$ and $Z(B)$ defined in lemma 2.3 is the same as the one used in (3.11). Lemma 2.3 also implies that $Z(A)$ and $Z(B)$ are even isomorphic as Frobenius algebras.

(ii) Recall the definitions of $M_{\text{simp}}(C)$ and $C_{\text{max}}(C \boxtimes \check{C})$ from remark 1.2(ii). The above proof shows that the algebra-isomorphism class $[Z(A)]$ is constant on Morita classes of simple non-degenerate algebras $A$. From proposition 2.7(ii) we know that $Z(A)$ is a haploid commutative non-degenerate algebra of dimension $\dim(Z(A)) = \dim(C)$. Thus $[Z(A)] \in C_{\text{max}}$. Denoting the Morita class of $A$ by $\{A\}$ it follows that we get a well-defined map $z : M_{\text{simp}}(C) \to C_{\text{max}}(C \boxtimes \check{C})$ by setting $z(\{A\}) = [Z(A)]$, as announced in remark 1.2(ii).

### 4 Isomorphic full centre implies Morita equivalence

#### 4.1 The functor $T$

In this section we define a tensor functor $T : C \boxtimes \check{C} \to C$ for a braided tensor category $C$. For concreteness, we will spell out associators and unit constraints explicitly. The monoidal structure on $C$ consists of the unit object 1 and the tensor-product bifunctor $\otimes : C \times C \to C$, together with a left unit isomorphism $l_U : 1 \otimes U \to U$, a right unit isomorphism $r_U : U \otimes 1 \to U$ for each $U \in C$, and an associator $\alpha_{U,V,W} : U \otimes (V \otimes W) \to (U \otimes V) \otimes W$ for any triple objects $U,V,W \in C$.

The bifunctor $\otimes$ can be naturally extended to a functor $T : C \boxtimes \check{C} \to C$. Namely, $T(\oplus_{i=1}^N U_i \times V_i) = \oplus_{i=1}^N U_i \otimes V_i$ for all $U_i, V_i \in C$ and $N \in \mathbb{N}$. Let $\varphi_0 : 1 \to T(1 \times 1)$ be
For $U, V, W, X \in \mathcal{C}$, notice that
\[
T(U \times V) \otimes T(W \times X) = (U \otimes V) \otimes (W \otimes X),
\]
(4.1)
We define $\varphi_2 : T(U \times V) \otimes T(W \times X) \rightarrow T((U \times V) \otimes (W \times X))$ by
\[
\varphi_2 := \alpha_{U,W,V\otimes X} \circ (id_U \otimes \alpha_{W,V,X}^{-1}) \circ (id_U \otimes (c_{V,W} \otimes id_X)) \circ (id_U \otimes \alpha_{V,W,X}) \circ \alpha_{U,V,W\otimes X}^{-1}.
\]
(4.2)
The above definition of $\varphi_2$ can be naturally extended to a morphism $T(M_1) \otimes T(M_2) \rightarrow T(M_1 \otimes M_2)$ for any pair of objects $M_1, M_2$ in $\mathcal{C} \boxtimes \mathcal{C}$. We still denote the extended morphism as $\varphi_2$. (We hide the dependence of $\varphi_2$ on $M_1, M_2$ in our notation for simplicity.) We have

**Lemma 4.1** The functor $T$ together with $\varphi_0$ and $\varphi_2$ is a tensor functor.

Note that $T$ takes algebras to algebras (see for example [Kg2, prop. 3.7]) but in general does not preserve commutativity. Explicitly, if $(B, m_B, \eta_B)$ is an algebra in $\mathcal{C} \boxtimes \mathcal{C}$, then the triple $(T(B), m_{T(B)}, \eta_{T(B)})$, where
\[
m_{T(B)} := T(m_B) \circ \varphi_2, \quad \eta_{T(B)} := T(\eta_B) \circ \varphi_0,
\]
(4.3)
is an algebra in $\mathcal{C}$.

### 4.2 The full centre transported to $\mathcal{C}$ and simple modules

Let now $\mathcal{C}$ again be a (strict) modular tensor category, and let $A$ be a simple non-degenerate algebra in $\mathcal{C}$. As observed in section 4.1, this implies in particular that $\dim(A) \neq 0$. The category of left $A$-modules is again semisimple and abelian [FS, props. 5.1 and 5.24] with a finite number of isomorphism classes of simple objects (this follows e.g. by combining the fact that $\mathcal{C}$ itself only has a finite number of isomorphism classes of simple objects with [FS, lem. 4.15]). Let $\{ M_\kappa | \kappa \in J \}$ be a set of representatives of the isomorphism classes of simple left $A$-modules.

**Lemma 4.2** Let $A$ be a non-degenerate algebra in $\mathcal{C}$ and let $M$ be a left $A$-module.

(i) $M^\vee \otimes_A M$ is an algebra with unit $e_A \circ \tilde{b}_M$ and multiplication $r_A \circ (id_{M^\vee} \otimes \tilde{d}_M \otimes id_M) \circ (e_A \otimes e_A)$.

(ii) $M$ is simple if and only if $M^\vee \otimes_A M$ is haploid.

**Proof.** Part (i) is a straightforward calculation, see e.g. [Fu2, eqn. (2.48)]. Claim (ii) follows since $\Hom_A(M, M) \cong \Hom(M^\vee \otimes_A M, 1)$. The first space is one-dimensional iff $M$ is simple, and the second space is one-dimensional iff $M^\vee \otimes_A M$ is haploid.

We define two algebras $C_A$ and $T_A$ in $\mathcal{C}$ as follows,
\[
C_A = T(Z(A)) \quad \text{,} \quad T_A = \bigoplus_{\kappa \in J} M^\vee_\kappa \otimes_A M_\kappa.
\]
(4.4)
From the discussion in section 4.1, we see that $C_A$ is naturally an algebra in $\mathcal{C}$, and by lemma 4.2 the same holds for $T_A$. Note that $C_A$ is not necessarily commutative, even though $Z(A)$ is.
Proposition 4.3 $C_A \cong T_A$ as algebras.

As an isomorphism between objects, rather than algebras, this statement can already be found in the conformal field theory literature, see [SS] eqn. (4.2).

The proof of proposition 4.3 needs a bit of preparation and will be given at the end of this section. We start by recalling the definition of local morphisms in $\text{Hom}(A \otimes U, V)$ from [Fu1 sect. 5.3]. Define the morphism $P^l_A(U) : A \otimes U \to A \otimes U$ as

$$P^l_A(U) = A \Delta U.$$  \hspace{1cm} (4.5)

One verifies that $P^l_A(U)$ is an idempotent, cf. [Fu1 lem. 5.2]. Note that the idempotent defining the left centre can be written as $P^l_A(1)$. We set

$$\text{Hom}_{loc}(A \otimes U, V) = \{ f : A \otimes U \to V \ | \ f \circ P^l_A(U) = f \}.$$  \hspace{1cm} (4.6)

The morphisms in $\text{Hom}_{loc}(A \otimes U, V)$ are called local. Let $\{ \mu^i_\alpha \}$ be a basis of $\text{Hom}(A \otimes U_i, U_i)$ such that $\mu^i_\alpha$ is local for $\alpha = 1, \ldots, N^\text{loc}_i$ and $\mu^i_\alpha \circ P^l_A(U_i) = 0$ for $\alpha > N^\text{loc}_i$. Let $\{ \bar{\mu}^i_\beta \}$ be the basis of $\text{Hom}(U_i, A \otimes U_i)$ that is dual to $\mu^i_\alpha$ in the sense that $\mu^i_\alpha \circ \bar{\mu}^i_\beta = \delta_{\alpha, \beta} \text{id}_{U_i}$.

One can prove that $N^\text{loc}_i = \dim \text{Hom}(Z(A), U_i \times U_i^\vee)$, see [Fu1 lem. 5.6]. By proposition 2.7 (ii), $Z(A)$ is haploid and so $N^\text{loc}_0 = 1$. Let us agree to choose the basis vector in $\text{Hom}_{loc}(A, 1)$ to be $\mu^0_1 = \dim(A) - 1 \epsilon_A$, and consequently also $\bar{\mu}^0_1 = \eta_A$.

Using these bases of local morphisms we can define numbers $s^A_{\kappa, i\alpha}$ and $\tilde{s}^A_{i\alpha, \kappa}$ as in [Fu1 sect. 5.7],

$$s^A_{\kappa, i\alpha} = \mu^i_\alpha M_\kappa U_i, \quad \tilde{s}^A_{i\alpha, \kappa} = \bar{\mu}^i_\beta M_\kappa U_i.$$  \hspace{1cm} (4.7)

where $\kappa \in \mathcal{J}$, $i \in \mathcal{I}$ and $\alpha = 1, \ldots, N^\text{loc}_i$. We have

$$\sum_{i \in \mathcal{I}} \sum_{\alpha = 1}^{N^\text{loc}_i} s^A_{\kappa, i\alpha} \tilde{s}^A_{i\alpha, \lambda} = \dim(C) \delta_{\kappa, \lambda}, \quad \sum_{\kappa \in \mathcal{J}} \tilde{s}^A_{i\alpha, \kappa} s^A_{\kappa, j\beta} = \dim(C) \delta_{i, j} \delta_{\alpha, \beta}.$$  \hspace{1cm} (4.8)

where in the first equality $\kappa, \lambda \in \mathcal{J}$ and in the second equality $i, j \in \mathcal{I}$ have to be chosen such that $N^\text{loc}_i > 0$ and $N^\text{loc}_j > 0$. These equalities are proved in [Fu1 prop. 5.16 and 5.17]. They imply in particular that $s^A$ and $\tilde{s}^A$ are square matrices, $\sum_{i \in \mathcal{I}} N^\text{loc}_i = |\mathcal{J}|$. We are now in a position to prove the following lemma.
Lemma 4.4

\[ \sum_{\alpha \in \mathcal{J}} \frac{\dim(M_\alpha)}{\dim(C)} = \delta_{i,0} \varepsilon_A . \quad (4.9) \]

Proof. Denote the left hand side of (4.9) by \( f \) and the morphism represented pictorially by \( f_\kappa \), s.t. \( f = \dim(C)^{-1} \sum_\kappa \dim(M_\kappa) f_\kappa \). A calculation similar to the one needed to show that \( P_A^l(U_i) \) is an idempotent shows that \( f_\kappa \circ P_A^l(U_i) = f_\kappa \). Thus also \( f \circ P_A^l(U_i) = f \) and hence \( f \in \text{Hom}_{\text{loc}}(A \otimes U_i, U_i) \). We can therefore expand \( f \) in the basis \( \mu_\alpha \) as \( f = \sum_{\beta=1}^{N_{\text{loc}}} c_\beta \mu_\beta^i \). To determine the constants \( c_\beta \) we compose both sides with the dual basis element \( \bar{\mu}_\alpha \) from the right. This results in \( \dim(C)^{-1} \sum_\kappa \dim(M_\kappa) f_\kappa \circ \bar{\mu}_\alpha^i = c_\alpha \text{id}_{U_i} \). The constant \( c_\alpha \) can then be extracted by taking the trace on both sides,

\[ c_\alpha = \frac{1}{\dim(U_i) \dim(C)} \sum_{\kappa \in \mathcal{J}} \dim(M_\kappa) \text{tr}_{U_i}(f_\kappa \circ \bar{\mu}_\alpha^i) \]

\[ = \frac{\dim(A)}{\dim(U_i) \dim(C)} \sum_{\kappa \in \mathcal{J}} s_{\kappa,01}^A s_{\alpha,\kappa}^A = \dim(A) \delta_{i,0} \delta_{\alpha,1} , \quad (4.10) \]

where in the second step we used that \( s_{\kappa,01}^A = \dim(M_\kappa) / \dim(A) \) (recall the choice \( \mu_1^0 = \dim(A)^{-1} \varepsilon_A \)) and \( \text{tr}_{U_i}(f_\kappa \circ \bar{\mu}_\alpha^i) = \bar{s}_{\alpha,\kappa}^A \) which follows by comparing the pictorial representations of the morphisms on either side. The third step is a consequence of the second equality in (4.8). Substituting this result for \( c_\alpha \) back into \( f = \sum_{\beta=1}^{N_{\text{loc}}} c_\beta \mu_\beta^i \) then yields (4.9).

We will also need the following identity.

Lemma 4.5

\[ \sum_{i \in \mathcal{I}} \dim(U_i) = \delta_{\alpha,\beta} \frac{\dim(C)}{\dim(M_\alpha)} . \quad (4.11) \]

Proof. Let \( \{ x_\mu^k \} \) be a basis of \( \text{Hom}_A(M_\alpha \otimes U_k, M_\beta) \) and let \( \{ \bar{x}_\mu^k \} \) be the basis of \( \text{Hom}_A(M_\beta, M_\alpha \otimes U_k) \) dual to \( x_\mu^k \) in the sense that \( x_\mu^k \circ \bar{x}_\mu^k = \delta_{\mu,\kappa} \text{id}_{M_\alpha} \). For \( k = 0 \) and \( \alpha = \beta \) there is only one basis vector in each space, and we choose \( x_1^0 = \bar{x}_1^0 = \text{id}_{M_\alpha} \).  
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Using the identity [Fr2, eqn (4.8)] (actually we need the ‘vertically reflected’ version) in the special case of \( A \)-1-bimodules, we obtain

\[
\sum_{i \in I} \dim(U_i) = \sum_{i, k, \nu} \dim(U_i) \frac{\dim(U_k)}{\dim(M_\beta)} M_\alpha \vee M_\beta \alpha \vee M_\beta \beta A U_i U_k \ . \tag{4.12}
\]

Using further (4.9) in the special case \( A = 1 \) (or directly eqn. (3.1.19) in [BK]) one finds that the right hand side of (4.12) is equal to

\[
\sum_{k} \dim(U_k) \frac{\dim(M_\beta)}{\text{Dim}(C)} \delta_{k,0} \delta_{\alpha,\beta} \tilde{b}_M M_\alpha \circ d_M \ , \tag{4.13}
\]

which in turn is equal to the right hand side of (4.11).

For \( \iota_l : Z(A) \to R(A) \) and \( r_l : R(A) \to Z(A) \) the embedding and restriction morphisms of the full centre as in section 2.3, let

\[
e_C = T(\iota_l) : C_A \to T(R(A)) \quad \text{and} \quad r_C = T(r_l) : T(R(A)) \to C_A . \tag{4.14}
\]

Note that \( T(R(A)) = \bigoplus_{i \in I} A \otimes U_i \otimes U_i^\vee \). Let further \( e_i : C_A \to A \otimes U_i \otimes U_i^\vee \) and \( r_i : A \otimes U_i \otimes U_i^\vee \to C_A \) be given by the compositions

\[
e_i = C_A e_C T(R(A)) \to A \otimes U_i \otimes U_i^\vee \quad \text{and} \quad r_i = A \otimes U_i \otimes U_i^\vee \hookrightarrow T(R(A)) \xrightarrow{r_C} C_A . \tag{4.15}
\]

For \( T_A = \bigoplus_{\kappa \in J} M_\kappa^\vee \otimes_A M_\kappa \) we define in the same way \( e_\kappa : T_A \to M_\kappa^\vee \otimes M_\kappa \) and \( r_\kappa : M_\kappa^\vee \otimes M_\kappa \to T_A \) to be the compositions

\[
e_\kappa = T_A \to M_\kappa^\vee \otimes_A M_\kappa e_A M_\kappa^\vee \otimes M_\kappa \quad \text{and} \quad r_\kappa = M_\kappa^\vee \otimes M_\kappa \xrightarrow{r_A} M_\kappa^\vee \otimes_A M_\kappa \hookleftarrow T_A . \tag{4.16}
\]

Using these ingredients we define two morphisms \( \varphi : C_A \to T_A \) and \( \bar{\varphi} : T_A \to C_A \) by

\[
\varphi = \sum_{i \in I} \sum_{\kappa \in J} \frac{\dim(U_i) \dim(M_\kappa)}{\text{Dim}(C)} A M_\kappa \cdot \quad \text{and} \quad \bar{\varphi} = \sum_{i \in I} \sum_{\kappa \in J} \sum_{\nu} \frac{\dim(U_i) \dim(M_\kappa)}{\text{Dim}(C)} A M_\kappa \ . \tag{4.17}
\]

Lemma 4.6 \( \varphi \circ \bar{\varphi} = \text{id}_{T_A} \).
Proof. Let $c_{i\lambda} := \dim(U_i) \dim(M_\lambda)/\text{Dim}(\mathcal{C})$. Consider the equalities

\[ \varphi \circ \bar{\varphi} = \sum_{i,\kappa,\lambda} c_{i\lambda} T_A T_A e_\lambda r_\kappa M_\kappa M_\lambda U_i A A (1) \]

\[ = \sum_{i,\kappa,\lambda} c_{i\lambda} T_A T_A e_\lambda r_\kappa M_\kappa M_\lambda U_i A A (2) \]

\[ = \sum_{i,\kappa,\lambda} c_{i\lambda} T_A T_A e_\lambda r_\kappa M_\kappa M_\lambda U_i A A (3) \]

\[ = \sum_{i,\kappa,\lambda} c_{i\lambda} T_A T_A e_\lambda r_\kappa M_\kappa M_\lambda U_i A A (4) \]

\[ = \sum_{\kappa,\lambda} \delta_{\kappa,\lambda} T_A T_A e_\lambda r_\kappa M_\kappa M_\lambda M_\kappa (4.18) \]

Step (1) amounts to the definition of $\varphi$ and $\bar{\varphi}$ and to the identity $e_i \circ r_i = P_A(U_i) \otimes \text{id}_{U_i^\vee}$. Step (2) and (3) show that the idempotent $P_A(U_i)$ can be cancelled against $r_\kappa$. To this end $r_\kappa$ is replaced by $r_\kappa \circ P \otimes A$ and the multiplication morphism is moved to the $M_\kappa$-ribbon, as indicated. In doing so one uses that $A$ is symmetric Frobenius and that $M_\kappa$ is a left $A$-module. In step (3) one uses the representation property once more, as well as the fact that $A$ is normalised-special. Step (4) is just a deformation of the ribbon graph so that one can apply lemma 4.5. This is done in step (5), and after ‘straightening’ the $M_\kappa$-ribbons and using $\sum_{\kappa \in J} r_\kappa \circ e_\kappa = \text{id}_{T_A}$, one finally obtains that the right hand side of (4.18) is equal to $\text{id}_{T_A}$.

Lemma 4.7 $\bar{\varphi} \circ \varphi = \text{id}_{C_A}$
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**Proof.** As in the proof of the previous lemma we set \( c_{i\kappa} := \dim(U_i) \dim(M_\kappa) \)/\( \text{Dim}(\mathcal{C}) \). Consider the equalities

\[
\varphi \circ \varphi \overset{(1)}{=} \sum_{i,j,\kappa} c_{i\kappa} C_A C_A C_A C_A \quad \overset{(2)}{=} \sum_{i,j,\kappa} c_{i\kappa} C_A C_A C_A C_A \quad \overset{(3)}{=} \sum_{i,j,\kappa} c_{i\kappa} C_A C_A C_A C_A \quad \overset{(4)}{=} \sum_{i,j,l,\kappa,\nu} \dim(U_i) \dim(M_\kappa) \dim(U_l) \text{Dim}(\mathcal{C}) \dim(U_j) C_A C_A C_A C_A.
\]

Equality (1) follows by substituting the definitions of \( \varphi \) and \( \bar{\varphi} \), and using \( e_\kappa \circ r_\lambda = \delta_{\kappa,\lambda} P \otimes A \). The \( A \)-ribbon in the idempotent \( P \otimes_A \) can be rearranged to form the idempotent \( P^l_i(U_i) \) using the representation property of \( M_\kappa \) and that \( A \) is symmetric Frobenius. This is done in step (2). In step (3) one uses that \( r_i \circ (P^l_i(U_i) \otimes \text{id}_{U_\nu}) = r_i, \) as well as the representation property of \( A \) so that there is now only one \( A \)-ribbon attached to the \( M_\kappa \)-ribbon. In step (4) the \( U_i \) and \( U_j \)-ribbons are replaced by a sum over \( U_l \) which amounts to the decomposition of the tensor product \( U_\nu \otimes U_j \); the precise identity employed is \([72\text{ eqn. (4.8)}]\) (or rather a vertically reflected version thereof) for \( 1 \text{-1-bimodules.} \) On the right hand side of (4.19) one can now apply lemma \([4.4]\) and after cancelling all the factors and using that \( \sum_{i \in I} r_i \circ e_i = \text{id}_{C_A} \) one arrives at the statement of the lemma.

**Proof of proposition 4.3:**

Lemmas \([4.6\text{ and 4.7}]\) imply that \( \varphi \) is an isomorphism. It remains to check that it is an algebra map.
a) $e_C$ is an algebra map: Recall the definition of $e_C$ and $r_C$ in (4.14). By definition, $\eta_{CA} = T(r_l \circ \eta_{R(A)})$. We have

\[
e_C \circ \eta_{CA} = T(u_l \circ r_l \circ \eta_{R(A)}) = T(\eta_{R(A)}) = \eta_{T(R(A))},
\]

where in the first step we used that $T$ is a functor, in the second step we used [Fr1 lem. 3.10] to omit the idempotent $u_l \circ r_l$, and the third step is just the definition of the unit of $T(R(A))$. For the multiplication we have, again by definition, $m_{CA} := r_C \circ m_{T(R(A))} \circ (e_C \otimes e_C)$. Along the same lines as in (4.20) one computes

\[
e_C \circ m_{CA} \overset{(1)}{=} T(u_l) \circ T(r_l) \circ T(m_{R(A)}) \circ \varphi_2 \circ (T(u_l) \otimes T(u_l))
\]

\[
\overset{(2)}{=} T(u_l) \circ T(r_l) \circ T(m_{R(A)}) \circ T(u_l \otimes u_l) \circ \varphi_2 \overset{(3)}{=} T(R(A)) \circ m_{R(A)} \circ (u_l \otimes u_l) \circ \varphi_2
\]

\[
\overset{(4)}{=} T(R(A)) \circ (u_l \otimes u_l) \circ \varphi_2 \overset{(5)}{=} m_{T(R(A))} \circ (e_C \otimes e_C),
\]

where in the first step the definitions in (4.3) and (4.14) have been substituted, and in step (2) we used that $\varphi_2$ is a natural transformation, see section 4.1. Step (4) is a consequence of [Fr1 lem. 3.10]. In step (5) one reverses step (2) and substitutes the definition of $e_C$.

b) $\varphi \circ m_{CA} = m_{TA} \circ (\varphi \otimes \varphi)$: For $\varphi \circ m_{CA}$ consider the equalities

\[
\varphi \circ m_{CA} \overset{(1)}{=} \sum_{k,\kappa} e_k \circ m_{CA} \overset{(2)}{=} \sum_{i,j,k,\kappa,\alpha} e_i \circ e_j \circ m_{CA} \overset{(3)}{=} \sum_{i,j,\kappa,\alpha} e_i \circ e_j \circ m_{CA}.
\]
Here step (1) is the definition of $\varphi$. In step (2) we use part a) of the proof showing that $e_C$ is an algebra map, allowing us to replace the multiplication of $C_A$ by that of $T(R(A))$. In step (3) the sum over $k$ and $\alpha$ is carried out, joining the two $U_i$-ribbons and the two $U_j$-ribbons, see e.g. [Fu1, eqn. (2.31)]. For $m_{T_A} \circ (\varphi \otimes \varphi)$ consider the equalities

\[
m_{T_A} \circ (\varphi \otimes \varphi) = \sum_{\mu, \sigma, \kappa, i, j} C_{T_A} C_{T_A} T_{A} A A e_i e_j r_{\kappa} = \sum_{\kappa, i, j} C_{T_A} C_{T_A} T_{A} A A e_i e_j r_{\kappa} = \sum_{\kappa, i, j} C_{T_A} C_{T_A} T_{A} A A e_i e_j r_{\kappa} = \sum_{\kappa, i, j} C_{T_A} C_{T_A} T_{A} A A e_i e_j r_{\kappa} \quad (4.23)
\]

The first equality follows again by substituting the definitions and step (2) follows from $e_{\mu} \circ r_{\kappa} = \delta_{\mu, \kappa} P_{\otimes A}$. In step (3) we have first removed the idempotent marked ‘1’ by rearranging it to become the idempotent $P_A(U_i)$ sitting on top of the $e_i$ morphism, where it can be omitted. Then the representation morphism marked ‘2’ is dragged to the right, and the representation property as well as that $A$ is symmetric Frobenius is used to move the $A$-ribbon along the projector. In step (4), one now removes the remaining $P_{\otimes A}$ idempotent as before by rearranging it to be the idempotent $P_A(U_j)$ and omitting it against the $e_j$ morphism. One also uses once more the representation property of $M_{\kappa}$. The result is easily seen to agree with the right hand side of (4.22).

c) $\varphi \circ \eta_{C_A} = \eta_{T_A}$: This is an immediate consequence of combining $e_i \circ \eta_{C_A} = \delta_{i,0} \eta_A \otimes \text{id}_1 \otimes \text{id}_1$ with the definition of $\varphi$ and using that $\eta_{T_A} = \sum_{\kappa} r_{\kappa} \circ \tilde{b}_{M_{\kappa}}$.

Altogether we established that $\varphi$ (and hence also $\tilde{\varphi}$) is an isomorphism of unital algebras.

In the special case that $A = 1$, the fact that $\varphi$ is an algebra map already follows from the proof of theorem 5.19 in [Kg3].
4.3 A surjection from $T(Z(A))$ to $A$

Let now $A$ be a haploid non-degenerate algebra in $C$. (Thus $A$ is in particular simple.) Recall the definitions of $C_A$ in (4.4) and $e_i$, $r_i$ in (4.15). Define the morphisms $\iota : C_A \to A$ and $\bar{\iota} : A \to C_A$ as

$$\iota = \sum_{i \in I} (\text{id}_A \otimes \hat{d}_{U_i}) \circ e_i \quad \text{and} \quad \bar{\iota} = \sum_{i \in I} \frac{\dim(A) \dim(U_i)}{\text{Dim}(C)} r_i \circ (\text{id}_A \otimes b_{U_i}) .$$

(4.24)

As mentioned in section 2.1, for simple non-degenerate $A$ we automatically have $\dim(A) \neq 0$.

Lemma 4.8 $\iota \circ \bar{\iota} = \text{id}_A$.

Proof. Let $\{ x^i_\alpha \}$ be a basis of $\text{Hom}(U_i, A)$ and let $\{ \bar{x}^i_\alpha \}$ be the basis of $\text{Hom}(A, U_i)$ dual to $x^i_\alpha$ in the sense that $\bar{x}^i_\alpha \circ x^i_\beta = \delta_{\alpha,\beta} \text{id}_{U_i}$. Since $A$ is haploid, for $i = 0$ there is only one basis vector in each space, and we choose $x^0_0 = \eta_A$ and $\bar{x}^0_0 = \dim(A)^{-1} \varepsilon_A$. We have

$$\iota \circ \bar{\iota} = \sum_i \frac{\dim(A) \dim(U_i)}{\text{Dim}(C)}$$

$$= \frac{\dim(A)}{\text{Dim}(C)} \sum_{i,k,\alpha} \dim(U_i) = \dim(A) \sum_{k,\alpha} \delta_{k,0} x^0_k \bar{x}^0_\alpha .$$

(4.25)

Since $A$ is haploid, the last sum over $\alpha$ only contains one term, and by our convention on $x^0_1$ and $\bar{x}^0_1$ the right hand side is then just equal to $\text{id}_A$.

Lemma 4.9 $\iota$ is an algebra map.

Proof. We have

$$\iota \circ m_{C_A}^{(1)} = \sum_{i,j,k,\alpha} \sum_{\text{a}} A$$

$$\iota \circ m_{C_A}^{(2)} = \sum_{i,j} \sum_{\text{a}} A$$

$$\equiv m_A \circ (\iota \otimes \iota) .$$

(4.26)
In the first step, as in the second step of (4.22) we use that \( e_C \) is an algebra map to replace the multiplication of \( C_A \) by that of \( T(R(A)) \). In step (2) we carry out the sum over \( k, \alpha \) (as in step (3) of (4.22)), and equality (3) is then immediate by deforming the ribbons. For the unit we get, using also (4.20),

\[
\iota \circ \eta_C = \sum_{i \in I} (\text{id}_A \otimes \tilde{d}_{U_i}) \circ \eta_{T(R(A))} = \eta_A.
\] (4.27)

### 4.4 Haploid representatives of Morita classes

The following proposition establishes that the Morita class of a simple non-degenerate algebra always contains a haploid representative. This fact will be used in the proof of theorem 1.1.

**Proposition 4.10** Let \( A \) be a simple non-degenerate algebra in a modular tensor category.

(i) Given a left \( A \)-module \( M \) with \( \dim(M) \neq 0 \), the algebra \( M^\vee \otimes_A M \) is simple, non-degenerate, and Morita-equivalent to \( A \).

(ii) \( A \) is Morita-equivalent to a haploid non-degenerate algebra.

**Proof.** (i) The algebra structure on \( B := M^\vee \otimes_A M \) was given in lemma 4.2(i). As mentioned in section 2.1 for simple non-degenerate \( A \) we automatically have \( \dim(A) \neq 0 \). Thus by lemma 2.3(i,iv) \( A \) is simple normalised-special symmetric Frobenius, and we can apply [Fu2, prop. 2.13] to conclude that also \( B \) is simple normalised-special symmetric Frobenius (this uses \( \dim(M) \neq 0 \)). By lemma 2.3(ii) \( B \) is then in particular simple and non-degenerate. That \( A \) and \( B \) are Morita equivalent follows from [Fu2, thm. 2.14].

(ii) Let \( M \) be a simple left \( A \)-module. Applying [Fr2, lem. 2.6] in the special case of \( A \)-1-bimodules shows that \( \dim(M) \neq 0 \). By part (i), \( M^\vee \otimes_A M \) is Morita-equivalent to \( A \) and by lemma 4.2(ii), \( M^\vee \otimes_A M \) is haploid.

The proposition essentially also follows from [O, sect. 3.3], which however works in a slightly different setting. Note also that the above proof does not make use of the modularity (or even the braiding) of \( C \). We restrict our attention to the modular case because we want to avoid changing the categorial framework repeatedly.

We have now gathered all the ingredients to complete the proof of theorem 1.1.

**Proof of (ii) ⇒ (i) in theorem 1.1**

We are given two simple non-degenerate algebras \( A, B \) in \( C \) such that \( Z(A) \cong Z(B) \) as algebras. By proposition 4.10(ii) we can find a haploid non-degenerate algebra \( B' \) that is Morita equivalent to \( B \). To prove that \( A \) and \( B \) are Morita-equivalent it is enough to show that \( A \) and \( B' \) are Morita-equivalent. In section 3 we have established that (i)⇒(ii) in theorem 1.1 and so \( Z(B) \cong Z(B') \) as algebras. Without loss of generality we can thus assume that \( B \) is haploid.
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a) A surjective algebra map from $T_A$ to $B$: Let $f : Z(A) \to Z(B)$ be an algebra isomorphism. We define a map $h : T_A \to B$ by the following composition of maps

$$h = T_A \xrightarrow{\varphi} T(Z(A)) \xrightarrow{T(f)} T(Z(B)) \xrightarrow{\iota} B,$$  

(4.28)

where $\varphi$ was defined in (4.17) and $\iota$ in (4.24). By (the proof of) proposition 4.3, $\varphi$ is an algebra map, $T(f)$ is an algebra map since $T$ is a tensor functor, and $\iota$ is an algebra map according to lemma 4.9. Thus $h$ is an algebra map. Let $\bar{h} := \varphi \circ T(f^{-1}) \circ \iota$. Then by lemmas 4.8 and 4.7 we obtain $h \circ \bar{h} = \text{id}_B$. Thus $h$ is also surjective.

Let $j_\kappa : M_\kappa^\vee \otimes_A M_\kappa \to T_A$ and $\pi_\kappa : T_A \to M_\kappa^\vee \otimes_A M_\kappa$ the embedding and projection for the subobject $M_\kappa^\vee \otimes_A M_\kappa$ of $T_A$. Define $S \subset J$ to consist of all $\kappa$ such that $h \circ j_\kappa \neq 0$, and set $T_A' = \bigoplus_{\kappa \in S} M_\kappa^\vee \otimes_A M_\kappa$. Let $j' = \bigoplus_{\kappa \in S} j_\kappa : T_A \to T_A'$ be the embedding of the subobject $T_A'$ into $T_A$ and $\pi' : T_A \to T_A'$ the projection onto $T_A'$. Let $h' = h \circ j'$, i.e. $h'$ is the restriction of $h$ to $T_A'$.

b) $h'$ is an algebra map: Note that $j'$ obeys $j' \circ m_{T_A} = m_{T_A} \circ (j' \otimes j')$. (However, for $S \neq J$ $j'$ does not preserve the unit.) Since $h$ is an algebra map it follows that also $h' \circ m_{T_A} = m_B \circ (h' \otimes h')$. It remains to verify that $h'$ preserves the unit. Note that $\eta_{T_A} = \pi' \circ \eta_{T_A}$ and hence

$$h' \circ \eta_{T_A} = h \circ j' \circ \pi' \circ \eta_{T_A} = \sum_{\kappa \in S} h \circ j_\kappa \circ \pi_\kappa \circ \eta_{T_A} = \sum_{\kappa \in J} h \circ j_\kappa \circ \pi_\kappa \circ \eta_{T_A}$$

$$= h \circ \eta_{T_A} = \eta_B.$$  

(4.29)

c) $h'$ is surjective: Suppose that $f \circ h' = 0$ for some morphism $f : B \to U$ and some object $U$. Then

$$f \circ h = \sum_{\kappa \in J} f \circ h \circ j_\kappa \circ \pi_\kappa = \sum_{\kappa \in S} f \circ h \circ j_\kappa \circ \pi_\kappa = f \circ h \circ j' \circ \pi' = f \circ h' \circ \pi' = 0.$$  

(4.30)

Since $h$ is surjective, this implies that $f = 0$. Altogether we see that $f \circ h' = 0 \Rightarrow f = 0$ and thus also $h'$ is surjective.

d) $h'$ is injective: Denote by $m_\kappa$ and $\eta_\kappa$ the multiplication and unit of $M_\kappa^\vee \otimes_A M_\kappa$. Just as was the case for $j'$, the morphism $j_\kappa$ obeys $j_\kappa \circ m_\kappa = m_{T_A} \circ (j_\kappa \otimes j_\kappa)$. This implies that the kernel of $j_\kappa$ will be a sub-bimodule of $M_\kappa^\vee \otimes_A M_\kappa$, seen as a bimodule over itself. The same holds for the combination $h' \circ j_\kappa$. But $M_\kappa^\vee \otimes_A M_\kappa$ is simple, and hence $h' \circ j_\kappa$ is either injective or zero. In particular, for $\kappa \in S$, $h' \circ j_\kappa$ is injective.

By assumption, $B$ is haploid and there exist constants $\lambda_\kappa \in \mathbb{C}$ such that $h' \circ j_\kappa \circ \eta_\kappa = \lambda_\kappa \eta_B$. Let $U$ be an object in $\mathcal{C}$ and $f : U \to T_A'$ a morphism. Suppose that $h' \circ f = 0$. Then

$$h' \circ f = 0 \quad \Rightarrow \quad m_B \circ ((h' \circ j_\kappa \circ \eta_\kappa) \otimes h') \circ f = 0 \quad \Rightarrow \quad m_B \circ (h' \circ j_\kappa \circ \eta_\kappa) \circ f = 0$$

$$\Rightarrow \quad h' \circ m_{T_A} \circ ((j_\kappa \circ \eta_\kappa) \otimes \text{id}_{T_A'}) \circ f = 0 \quad \Rightarrow \quad h' \circ j_\kappa \circ m_\kappa \circ (\eta_\kappa \otimes \pi_\kappa) \circ f = 0,$$

(4.31)

$$\Rightarrow \quad h' \circ j_\kappa \circ \pi_\kappa \circ f = 0 \quad \Rightarrow \quad \pi_\kappa \circ f = 0 \quad \text{for all } \kappa \in S \quad \Rightarrow \quad \sum_{\kappa \in S} j_\kappa \circ \pi_\kappa \circ f = 0$$

$$\Rightarrow \quad \text{id}_{T_A'} \circ f = 0.$$  
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Step (1) follows from the unit property of $B$, in step (2) the above observation on the relation between $\eta_B$ and $\eta_\kappa$ is substituted, and step (3) follows since $h'$ is an algebra map. To see implication (4) one observes that $m_{T_A} \circ (j_\kappa \otimes \text{id}_{T_A}) = j_\kappa \circ m_\kappa \circ (\text{id} \otimes \pi_\kappa)$, step (5) is the unit property of $M_\kappa^\vee \otimes_A M_\kappa$, and step (6) is implied by injectivity of $h' \circ j_\kappa$. Steps (7) and (8) are clear. Altogether, $h' \circ f = 0$ implies $f = 0$, and hence $h'$ is injective.

e) $A$ and $B$ are Morita-equivalent: Combining parts b), c) and d) we see that $h' : T'_A \rightarrow B$ is a bijection of algebras. Since $B$ is haploid, $T'_A$ can only consist of one summand, i.e. $|S| = 1$. Let $\kappa$ be the unique element of $S$. Then $h'$ is a bijection of algebras between $M_\kappa^\vee \otimes_A M_\kappa$ and $B$. By proposition 4.10(i), the algebra $M_\kappa^\vee \otimes_A M_\kappa$ is Morita equivalent to $A$ and thus also $B$ is Morita equivalent to $A$.
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