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Abstract

We study the influence of Gribov copies on gluon and ghost propagators, evaluated numerically in pure SU(2) lattice gauge theory in the minimal Landau gauge. Simulations are done at four different values of β (namely β = 0, 0.8, 1.6 and 2.7) and for volumes up to 16^4 (up to 24^4 at β = 1.6). For the gluon propagator, Gribov noise seems to be of the order of magnitude of the numerical accuracy, even at very small values of the coupling β. On the contrary, for the ghost propagator, Gribov noise is clearly observable for the three values of β in the strong-coupling regime. In particular, data corresponding to the minimal Landau gauge are always smaller than those obtained in a generic Landau gauge. This result can be qualitatively explained.

Gauge theories, being invariant under local gauge transformations, are systems with redundant dynamical variables, which do not represent true dynamical degrees of freedom. The objects of interest are not the gauge fields themselves, but rather the classes (orbits) of gauge-related fields. The elimination of such redundant gauge degrees of freedom is essential for understanding and extracting physical information from these theories. This is usually done by a method called gauge fixing, which is based on the assumption that a gauge-fixing condition can be found which uniquely determines a representative gauge field on each orbit. It was pointed out by Gribov [1] that the standard gauge-fixing conditions used for perturbative calculations do not in fact fix the gauge fields uniquely: for a non-abelian gauge theory, in the Coulomb or in the Landau gauge, there are many gauge equivalent configurations satisfying the Coulomb or Landau transversality condition. The existence of these Gribov copies does not affect the results from perturbation theory, but their elimination could play a crucial role for non-perturbative features of these theories.

One of the celebrated advantages of lattice gauge theories is that the lattice provides a regularization which makes the gauge group compact, so that the Gibbs average of any gauge-invariant quantity is well-defined and therefore gauge fixing is, in principle, not required. However, because
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of asymptotic freedom, the continuum limit is the weak-coupling limit, and a weak-coupling expansion requires gauge fixing. Moreover, gauge fixing is used in smearing techniques, and is required in order to evaluate quark/gluon matrix elements which can be used to extract non-perturbative results from Monte Carlo simulations. Thus, one is led to consider gauge-dependent quantities on the lattice as well. Unfortunately gauge fixing on the lattice is afflicted by the same problem of Gribov copies encountered in the continuum case. From a numerical point of view the existence of Gribov copies in the lattice Landau gauge is not surprising. In fact, this gauge condition is imposed by finding a gauge transformation \( \{ g(x) \} \) which brings the functional

\[
\mathcal{E}_U[g] = \frac{1}{8V} \sum_{\mu, x} \text{Tr} \left[ \mathbb{1} - g(x) U_\mu(x) g^\dagger(x + e_\mu) \right]
\]  

(1)

to a minimum. This functional can be seen as the action of a spin glass model, namely a multi-dimensional system characterized by a strong disorder, and therefore it is plausible that one finds a large number of local minima for its energy \( \mathcal{E}_U \).

Given the appearance of Gribov copies in numerical studies, we need to understand their influence on the evaluation of gauge-dependent quantities. In fact, since usually it is not clear how an algorithm selects among different Gribov copies and we do not know which kind of bias they introduce on the considered quantities (Gribov noise), numerical results using gauge fixing could depend on the gauge-fixing algorithm, making their interpretation conceptually difficult.

Relatively few studies have been done in order to analyze the influence of Gribov copies on lattice quantities. In most cases, it was found that Gribov noise is of the same order as the numerical accuracy of the simulations, and that it scales down as a pure statistical error. However, in the so-called maximally abelian gauge, Gribov noise seems to be quite large and to introduce a clear bias on the number of monopoles, and on the value of the abelian string tension. Finally, in the case of \( U(1) \) lattice gauge theories, it has been shown numerically that the photon propagator is strongly affected by Gribov noise and that only averages taken on absolute minima of the minimizing functional — the \( U(1) \)-analogue of \( \mathcal{E}_U[g] \) defined in eq. (1) — reproduce the theoretical predictions. This suggests that the same could happen for the gluon and the ghost propagators.

In this work we present an extensive study of Gribov noise for gluon and ghost propagators at four different values of \( \beta \), i.e. \( \beta = 0, 0.8, 1.6 \) and \( 2.7 \). Although these propagators are non-gauge-invariant quantities, the study of their infra-red behavior provides a powerful tool for increasing our understanding of QCD and, in particular, for gaining insight into the physics of confinement in non-abelian gauge theories. Notice that the first three values of \( \beta \) are in the strong-coupling regime, where the number of Gribov copies is higher and Gribov noise, if present, is probably larger and more easily detectable.

Gluon propagators in Landau gauge have been the subject of several numerical studies. However, in these works Gribov copies were not taken into account. In reference \( 11 \) Gribov noise has been estimated for the electric and the magnetic screening masses — obtained from the behavior of the gluon propagator in the deconfined phase — and found to be of the order of magnitude of the numerical accuracy. Finally, only one numerical study is available for the ghost propagator.

---

1 For a review see [2].

2 This definition applies to \( SU(2) \) lattice gauge theory in 4 dimensions. Here \( \{ U_\mu(x) \} \) is a given (i.e. fixed) thermalized lattice configuration. See Section 2 for notation and definitions.

3 The string tension, as usually defined, is a gauge-invariant quantity. However, in the maximally abelian gauge, the gauge field is projected onto an abelian lattice gauge field, and the string tension constructed in terms of this abelian field is not gauge-invariant. For details see [12, 13].
Also in this case Gribov noise was not directly analyzed. However, since the fluctuations of the
data appear to be very small, the authors concluded that, if present, Gribov noise should be a small
effect.

1 Minimal Landau Gauge

In order to get rid of the problem of spurious gauge copies, Gribov proposed \[1\] the use of additional
gauge conditions. In particular he restricted the physical configuration space to the region
\[
\Omega \equiv \{ A : \partial \cdot A = 0, \mathcal{M}[A] \geq 0 \},
\]
where \( \mathcal{M}[A] \equiv -\nabla \cdot D[A] \) is the Faddeev-Popov operator. This region is clearly included in the
hyperplane \( \Gamma \) of transverse configurations (\( \text{i.e.} \partial \cdot A = 0 \)) and is delimited by the so-called \textit{first}
Gribov horizon, where the smallest eigenvalue\[4\] of the Faddeev-Popov operator is zero.

Nowadays we know that the region \( \Omega \) is \textit{not} free of Gribov copies and that conditions stronger
than those in \((2)\) should be imposed. In particular the physical configuration space has to be
identified with the so-called \textit{fundamental modular region} \( \Lambda \), which is defined (in the continuum) as
the set of \textit{absolute} minima of the functional
\[
E_A[g] \equiv \| A^{(g)} \|^2 \equiv \frac{1}{2} \sum_{\mu, a} \int d^4x \left\{ \left[ A^{(g)}_\mu^a(x) \right] \right\}^2.
\]
This corresponds to selecting, on a given orbit, the configuration closest to the origin. Of course one
has to show that this functional possesses a unique absolute minimum on each orbit. This has been
proven in \([19]\). From these works we also know that \( \Omega \) is simply the region of \textit{local} minima of the
functional \( E_A[g] \), namely it includes \( \Lambda \), and is \textit{not} free of Gribov copies. It has also been shown \([20]\)
that in the \textit{interior} of the fundamental modular region \( \Lambda \) the absolute minima are non-degenerate.
However, on the boundary of \( \Lambda \) there are degenerate absolute minima, and they have to be identified
in order to obtain a region truly free of Gribov copies.\[5\]

To eliminate Gribov copies on the lattice we can define a fundamental modular region also in
this case. To this end we can look for the absolute minimum of the minimizing functional \( \mathcal{E}_U[g] \)
(\textit{minimal Landau gauge}), defined in \((1)\), instead of looking for a generic relative minimum. This
definition is the lattice analogue of the one used in the continuum \([\text{see eq. (3)}]\). In fact, it is clear
that, by choosing the absolute minimum, we select on each gauge orbit the configuration closest
to the \textit{vacuum} \( V_\mu(x) = 1 \). It can also be shown \([22, 23]\) that the set of all minima — local
and absolute ones — of the functional \( \mathcal{E}_U[g] \) is the lattice analogue of the region \( \Omega \) introduced
by Gribov, namely it is the set of transverse configurations for which the lattice Faddeev-Popov
operator \( \mathcal{M}[U] \equiv -\nabla \cdot D[U] \) is non-negative.\[6\]

Of course, on a finite lattice, the existence of an absolute minimum for \( \mathcal{E}_U[g] \) is manifest. In fact
the gauge orbit is compact and this functional is bounded. However, from a numerical point of view,
the search for this absolute minimum is a difficult task. The reason is that eq. \((1)\) represents the
energy of a nonlinear sigma-model with variables \( g(x) \) taking values on a group [in our case \( SU(2) \)]
and, due to this non-linearity, the search for the absolute minimum is highly non-trivial. Moreover,

\[4\] The Faddeev-Popov operator has a trivial null eigenvalue, corresponding to a constant eigenvector.

\[5\] This result does not contradict Singer’s no-go theorem \([21]\), since the hypothesis of continuity of the gauge-fixing
condition is dropped in this approach.

\[6\] Here \( \nabla \) is the lattice four-divergence operator and \( D[U] \) is the lattice gauge-covariant derivative.
there are no theoretical predictions that allow us to distinguish a generic relative minimum from the absolute one, except for looking at all minima of the minimizing functional and checking that the (supposed) absolute minimum effectively corresponds to the smallest value of this functional.\footnote{Recently a method to make an extrapolation in the Gribov noise, namely to extrapolate the data in the limit of an infinite number of gauge-fixed gauge copies, has been introduced \cite{13}. An extension of the present work implementing this extrapolation method will be discussed in a future paper.} The search is therefore a statistical one: enough gauge-fixed gauge copies \( C_j \) — for each thermalized configuration \( C \) — have to be produced so that the probability to get, with a new copy, a value of the functional \( \mathcal{E}_V[g] \) smaller than all the previous ones is negligible. In particular, we need a statistical criterion in order to decide when to stop this search. Of course, this criterion must balance the necessity of producing enough Gribov copies and the need to keep the computational work limited to a reasonable amount of CPU time. We have decided to proceed in the following way. Given a thermalized configuration \( C \), we start by producing five gauge-fixed gauge copies \( C_j \). The copy characterized by the smallest value for the minimizing functional is chosen as a candidate for the absolute minimum \( C_{\text{min}} \). Then we keep doubling the number of gauge-fixed gauge copies \( C_j \). After each doubling we check if, in one of the new copies, the minimizing functional gets a value smaller than that of the supposed absolute minimum \( C_{\text{min}} \). In the case of a negative result for this check, the search for the absolute minimum is stopped and \( C_{\text{min}} \) is used as a chosen candidate for it. In the opposite case, the new gauge-fixed configuration, characterized by the smallest value for the minimizing functional, is chosen as a new candidate for the absolute minimum \( C_{\text{min}} \), and we double again the number of Gribov copies. When 320 copies have been produced the search stops anyhow, and the configuration which is the present candidate for \( C_{\text{min}} \) is considered as the real absolute minimum. So, for any configuration \( C \), a minimum of 10 and a maximum of 320 Gribov copies are produced.

Finally, we consider two different averages: the average considering only the supposed absolute minima (denoted by “am”), which should give us the result in the minimal Landau gauge; and the average considering only the first gauge-fixed gauge copy generated for each configuration (denoted by “fc”). The latter average is the result that we would obtain if Gribov noise were not considered.

\section{Propagators on the Lattice}

We consider a standard Wilson action for \( SU(2) \) lattice gauge theory in 4 dimensions with periodic boundary conditions. The symbol \( U_\mu(x) \in SU(2) \) is used for link variables, \( g(x) \in SU(2) \) for site variables, \( e_\mu \) represents a unit vector in the positive \( \mu \) direction, and \( V \equiv N^4 \) is the lattice volume. (Here we always consider lattices with equal sizes in the four directions.) The gauge field is defined as

\[ A_\mu(x) \equiv \frac{1}{2} \left[ U_\mu(x) - U_\mu^\dagger(x) \right]. \tag{4} \]

We also define \( A_\mu^a(x) \equiv (1/2i) \text{Tr}[A_\mu(x) \sigma^a] \), where \( \sigma^a \) is a Pauli matrix. Note that \( A_\mu^a(x) \) approaches \((1/2)[A_{(\text{cont.})}]_\mu^a(x) \) in the continuum limit, where \( [A_{(\text{cont.})}]_\mu^a(x) \) is the conventional vector potential.

If the configuration \( \{U_\mu(x)\} \) is a stationary point of the functional \( \mathcal{E}_V[g] \), defined in eq. (1), then \( \{U_\mu(x)\} \) the lattice divergence of \( A_\mu^a(x) \) is null, namely

\[ (\nabla \cdot A)^a(x) \equiv \sum_\mu A_\mu^a(x) - A_\mu^a(x - e_\mu) = 0 \quad \forall \ x, \ a. \tag{5} \]

This is the lattice formulation of the usual Landau gauge-fixing condition in the continuum. By summing equation (3) over the components \( x_\mu \) of \( x \) with \( \mu \neq \nu \), for fixed \( \nu \), and using the periodicity
of the lattice, it is easy to check \[8\] that if the Landau gauge-fixing condition is satisfied then the quantities

\[ Q_\nu(x_\nu) \equiv \sum_{\mu \neq \nu} \sum_{x_\mu} A_\nu(x) \]

are constant, \textit{i.e.} independent of \( x_\nu \).

With this notation the lattice space-time gluon propagator is given by

\[ D_{\mu \nu}^{ab}(x - y) \equiv \langle A_\mu^a(x) A_\nu^b(y) \rangle . \tag{7} \]

To go to momentum space we can use formula (3.1a) in reference \[22\] and obtain

\[ D(0) \equiv \frac{1}{12V} \sum_{\mu, a} \langle \left( \sum_x A_\mu^a(x) \right)^2 \rangle \]

\[ D(k) \equiv \frac{1}{9V} \sum_{\mu, a} \langle \left( \sum_x A_\mu^a(x) \cos (2\pi k \cdot x) \right)^2 + \left( \sum_x A_\mu^a(x) \sin (2\pi k \cdot x) \right)^2 \rangle \] \tag{9}

(Here \( \mu \) goes from 1 to 4, and \( k \) has components \( k_\mu \) given by \( k_\mu N \equiv 0, 1, 2, \ldots, N - 1 \), where \( N \) is the lattice size.) Notice that \( D(0) \) is not given by \( D(k) \) at \( k = 0 \). The difference is due to the Landau gauge condition — the continuum-like condition as in equation (5) — which in momentum space reads

\[ \sum_\mu p(k_\mu) \tilde{A}_\mu^a(k) \equiv 2 \sum_\mu \sin (\pi k_\mu) \tilde{A}_\mu^a(k) = 0 . \tag{10} \]

If \( k \neq 0 \) we obtain that only three of the four Lorentz components of \( \tilde{A}_\mu^a(k) \) — and therefore of \( A_\mu^a(x) \) — are independent: this explains the factor 9 (instead of 12) in equation (3).

The zero three-momentum-space gluon propagator is defined as \[8, 16\]

\[ D(0, d) \equiv \frac{N}{9V} \sum_{i, i', a} \langle A_i^a(t) A_{i'}^a(t + d) \rangle , \tag{11} \]

where invariance under space-time translations is used in order to improve statistics.\[8\] Here \( i \) goes from 1 to 3 (the three directions orthogonal to the time direction, \textit{i.e.} \( i = 4 \)) and

\[ A_i^a(t) \equiv \sum_{\vec{x}} A_i^a(\vec{x}, t) . \tag{12} \]

Notice that, if we denote by \( \phi_i^a \) the zero-momentum component of the gluon field \( A_i^a(x) \), namely

\[ \phi_i^a \equiv \frac{1}{V} \sum_x A_i^a(x) \] \tag{13}

(where \( i = 1, 2, 3, 4 \)), then we can write

\[ A_i^a(t) \equiv \frac{V}{N} \phi_i^a + [A^{(0)}]_{i i'}^a(t) \] \tag{14}

and the relation

\[ \sum_i [A^{(0)}]_{i i'}^a(t) = 0 \] \tag{15}
holds for any \( i \) and \( a \). Thus we obtain, for the zero three-momentum-space gluon propagator, the expression

\[
D(0, d) = \frac{V}{9} \sum_{i, a} \langle (\phi_i^a)^2 \rangle + \frac{N}{9V} \sum_{t, i, a} \langle [A^{(0)}]_i^a(t) [A^{(0)}]_i^a(t + d) \rangle
\]

\[
\equiv \Phi^2 + D^{(0)}(0, d) .
\]

Clearly, the contribution of the constants \( \phi_i^a \) to the propagator is considerably enhanced by the volume factor in the first term. The effect of the positive constant \( \Phi^2 \) in eq. (17) on masses obtained in numerical lattice simulations has been recently pointed out in reference [24]. Here we evaluate both the total zero three-momentum gluon propagator, as defined in (11), and the propagator \( D^{(0)}(0, d) \) defined in (16) and (17).

Let us observe that a nonzero value for the constants \( \phi_i^a \) is related to the use of periodic boundary conditions and to the finiteness of the volume. In fact, with free boundary conditions, these constants are identically null, even on a finite lattice, after the Landau gauge condition is imposed [25]. Moreover, in the periodic case, it has been proven [22, 26] that these constants must go to zero as the volume increases; more exactly, one obtains \( \phi_i^a \approx 1/N \) as the lattice size \( N \) goes to infinity. This bound is a consequence only of the positivity of the Faddeev-Popov matrix in the lattice Landau gauge. Thus, a finite nonzero value of \( \phi_i^a \) is a lattice artifact due to finite volume and translational invariance. Note that this does not imply that \( \Phi^2 \) should be zero in the infinite volume. However, Zwanziger proved [22, 23, 26] that, in the infinite-volume limit, the zero four-momentum gluon propagator \( D(0) \), which can be written as:

\[
D(0) = \frac{V}{12} \sum_{\mu, a} \langle (\phi_{\mu}^a)^2 \rangle ,
\]

and is clearly related to \( \Phi^2 \), is less singular at momentum \( k = 0 \) than \( k^{-2} \) and that, very likely, it does vanish as rapidly as \( k^2 \). Thus, the infinite-volume limit of \( \Phi^2 \) is related to the infra-red behavior of the gluon propagator, a problem still not settled.

Finally, following [18, 23], we define the space-time ghost propagator as

\[
G(x - y) \delta^{ab} \equiv \langle \left( \mathcal{M}^{-1} \right)_{xy}^{ab} [U] \rangle .
\]

Going to momentum space and taking the trace in color space, we obtain

\[
G(k) = \frac{1}{3V} \sum_{x, y} e^{-2\pi i k \cdot (x-y)} \sum_a \langle \left( \mathcal{M}^{-1} \right)_{xy}^{aa} [U] \rangle .
\]

When the lattice Landau gauge is fixed, the Faddeev-Popov matrix is symmetric and semi-positive-definite [23], and we can write

\[
\mathcal{M}[U] = - (\nabla \cdot D[U]) = - (D[U] \cdot \nabla) .
\]

(For an explicit definition of the matrix \( \mathcal{M}_{xy}^{ab} [U] \) see eq. (B.18) in reference [23].) In particular, this matrix is positive-definite in the subspace orthogonal to constant vectors. Therefore, it can be inverted by using a standard conjugate-gradient method (CG), provided that we work in this subspace. Moreover, since we use this method in order to evaluate the Faddeev-Popov propagator,

\footnote{Notice that here \( \mu \) goes from 1 to 4, while in eq. (16) the index \( i \) goes from 1 to 3.}
we need to impose this restriction in a way that preserves translational invariance for the lattice. This is not a problem if the source \( \psi^a(x) \) and the initial guess of the solution for the CG-method have zero constant mode \([18, 27]\). As a source we have used

\[
\psi^a(x) = \delta^{ac} e^{-2\pi i k \cdot x},
\]

where \( c \) has a fixed value (1, 2 or 3) and \( k \neq 0 \). In this way, the condition \( \sum_x \psi^a(x) = 0 \) is automatically imposed, and at the same time we save computer time by evaluating “half” of the Fourier transform in eq. (20).

3 Numerical Simulations and Results

To thermalize the gauge configuration \( \{ U_{\mu}(x) \} \) at a fixed value of the coupling \( \beta \) we use a hybrid overrelaxed (HOR) algorithm \([28]\). This algorithm is able to speed up numerical simulations in the case of pure lattice gauge theory: in fact, an overall efficiency gain of up to a factor 10 has been observed \([28]\) [for the SU(2) case] with respect to the heat-bath algorithm, and its dynamic critical exponent \([29]\) has been found \([31]\) to be equal to 1.0(1) [again in the SU(2) case]. The HOR algorithm is also easy to be implemented: \( m \) microcanonical (or energy-conserving) update sweeps are done, followed by one standard local ergodic update (heat-bath sweep) of the lattice. In order to optimize the efficiency of the heat-bath code, we implement two different SU(2) generators (methods 1 and 2 described in Appendix A of \([32]\), with \( h_{cutoff} = 2 \)). In our case we did not tune the value of \( m \); following \([3]\) we fixed \( m = N/2 \). However, for all the pairs \( (\beta, N) \), we evaluated the integrated autocorrelation time \([3]\) for the Wilson loops \( W(l, l) \) with \( l = 1, 2, 4, \ldots, N/2 \), and for the Polyakov loop \( P \) (denoted respectively by \( \tau_{int,W} \) and \( \tau_{int,P} \)). For all pairs and observables, except for \( P \) at \( \beta = 2.7 \), we obtained \( \tau_{int} \lesssim 1 \). Note that \( \tau_{int} = 0.5 \) indicates that two successive configurations generated in the Monte Carlo simulation are independent. The situation is different at \( \beta = 2.7 \), where there is clearly a slow mode associated with the Polyakov loop \( P \), a result in agreement with the analysis in reference \([34]\). At any rate, also in this case we obtained \( \tau_{int,P} \lesssim 20 \) for all lattice sizes. Since, for all pairs \( (\beta, N) \) and for all quantities, the integrated autocorrelation time is much smaller than the number of sweeps between two consecutive configurations used for evaluating the propagators (see Table 1), we can conclude that these configurations are essentially statistically independent.

For the lattice \( 8^4 \) at \( \beta = 2.7 \) we also made a comparison between the heat-bath and the HOR algorithm. We obtained \( \tau_{int,P} = 225 \pm 68 \) in the first case and \( \tau_{int,P} = 12.5 \pm 1.2 \) in the second one (see \([27]\) for details). Since, in our case, the deterministic update of a link is almost five times faster than the heat-bath one, and “one sweep” of the lattice for the HOR algorithm means \( m = 4 \) microcanonical sweeps followed by one heat-bath sweep, we gain a real (i.e. CPU-time) factor of order 10, in agreement with \([29]\).

For the numerical gauge fixing we use the so-called stochastic overrelaxation algorithm \([35]\), which has dynamic critical exponent \( z \) equal to 1 (see \([36]\)). In all our simulations we stop the gauge fixing when the condition

\[
\frac{1}{V} \sum_{x,a} \left[ (\nabla \cdot A)^a(x) \right]^2 \leq 10^{-12}
\]

\[(23)\]

\footnote{For a definition of dynamic critical exponent see for example \([30]\).}

\footnote{For a definition see \([34]\) . To evaluate the integrated autocorrelation time we use an automatic windowing procedure \([36]\) with two different window factors (6 and 15). We also employ a method \([33]\) based on a comparison between the naive statistical error with a jack-knife binning error \([7]\). In all cases we checked that these three estimates are in agreement.}
is satisfied. This is equivalent\cite{36} to fixing the minimizing functional up to about one part in $10^{12}$, and it is sufficient in order to distinguish two different lattice Gribov copies\cite{3,4,5,6}. In the final gauge-fixed configuration we also evaluate

$$Q \equiv \frac{1}{12N} \sum_{\nu} \sum_{x_\nu,\alpha} [Q^a_\nu(x_\nu) - \hat{Q}^a_\nu]^2 \left[ \hat{Q}^a_\nu \right]^{-2}, \quad (24)$$

where $\hat{Q}_\nu \equiv (1/N) \sum_{x_\nu} Q_\nu(x_\nu)$, and $Q_\nu(x_\nu)$ has been defined in eq. (11). This quantity should be zero when the configuration is gauge-fixed, and it is a good estimator of the quality of the gauge fixing. As in reference\cite{36}, we found that the stochastic overrelaxation algorithm is very efficient in fighting critical slowing-down\cite{30}, and in making the quantities $Q_\nu(x_\nu)$ constant.

In Table 1 we report, for each pair ($\beta$, $N$), the parameters used for the simulations. Overall, we have considered about 2000 configurations (gauge orbits) and 40,000 Gribov copies. In all our runs we have started from a randomly chosen lattice gauge configuration.

From tests conducted at lattice sizes up to $8^4$, we noticed a strong violation of rotational invariance, as is expected for small lattices and non-improved actions. Therefore, we decided to evaluate the four-momentum-space gluon and ghost propagators by considering only values of $k$ with three of the four components equal to zero, namely $k = (0,0,0,k_4)$.

Finally, for the ghost propagator at $\beta = 1.6$, data have been collected only up to the volume $16^4$, due to limitations on the memory of the available computers.

Computations were performed on several IBM RS-6000/250–340 workstations at New York University.

### 3.1 Gluon Propagator

In Table 2 we show the results (averages “am” and “fc”) for the four-momentum-space gluon propagator $D(k)$ as a function of $Nk_4$. The data corresponding to the minimal Landau gauge (absolute minima) are in complete agreement, within statistical errors, with those obtained in a generic Landau gauge. This happens even at $\beta = 0$, where the number of Gribov copies is very large (see Table 1). Clearly for the zero three-momentum-space gluon propagator the result is the same: Gribov noise, if present, seems to be irrelevant compared to the statistical fluctuations. This is the case for both propagators, namely $D(0,d)$ defined in eq. (11) and $D^{(0)}(0,d)$ defined in eq. (16) and (17).

However, a few interesting observations can be made about these data.

First of all, from Table 2 we can see that, in the strong-coupling regime, the infra-red behavior of the gluon propagator is completely different from that at $\beta = 2.7$, where it grows very fast as the momentum goes to zero. In particular, at $\beta = 0$, this propagator is clearly decreasing as $k_4$ goes to zero. At $\beta = 0.8$ we see an almost constant propagator. Finally, at $\beta = 1.6$ the propagator is increasing as $k_4$ goes to zero for the lattice size $N = 8$, while it is constant or slightly decreasing with $k_4$ for $N = 16$ and $N = 24$. Also the behavior of zero-momentum gluon propagator $D(0)$ as a function of the lattice size $N$ is very $\beta$-dependent. In fact, at $\beta = 0$, it decreases as $N$ increases, and from our data it is not clear if its value would be zero, or a finite nonzero constant, in the limit of $N$ going to infinity. On the contrary, at $\beta = 2.7$, this quantity is increasing with the lattice size. Finally, at the two intermediate values of $\beta$ we see a very small volume dependence.

Related to these observations is the fact that, in the strong-coupling regime, the gluon propagator $D(0,d)$ is not always positive (see Figure 1). This is a manifest violation of reflection positivity\cite{22,37}.
Finally, looking at Figure 2, it is clear that the positiveness of \( D(0, d) \) at \( \beta = 2.7 \) is only due to the large value of the positive constant in eq. (17), as predicted in reference [24, Fig. 1].

### 3.2 Ghost Propagator

Results for the ghost propagator are reported in Table 3. In this case it can be noticed that the data obtained in the minimal Landau gauge (average “am”) are constantly smaller than or equal to the corresponding “fc”-data. Moreover, when the statistics are good, this difference is larger than the numerical uncertainties, especially at small values of \( Nk_4 \). The only case in which this does not happen is \( \beta = 2.7 \). However, in this case, even for \( N = 16 \), almost no Gribov copies were produced, and therefore we cannot expect a difference between the two sets of data (see Table 1). At any rate, Gribov noise can clearly be observed for the three strong-coupling values of \( \beta \).

This result can be qualitatively explained. In fact, as we said in Section 1, the smallest non-trivial eigenvalue \( \lambda_{\text{min}} \) of the Faddeev-Popov operator \( \mathcal{M}[U] \) goes to zero as the first Gribov horizon (i.e. the boundary of the region \( \Omega \)) is approached. So, \( \lambda_{\text{min}} \) can be interpreted as a sort of distance between the configuration and \( \partial \Omega \). Since the fundamental modular region \( \Lambda \) is included in \( \Omega \), the absolute minimum, which belongs to \( \Lambda \), should be “farther” from the boundary of \( \Omega \) than a generic relative minimum. Thus, the absolute minimum configuration should correspond to a value of \( \lambda_{\text{min}} \) larger — in average — than the value obtained in a generic relative minimum. This would imply [see eq. (20)] a ghost propagator smaller (in average) at the absolute minimum, as observed in Table 3.

Recently, Zwanziger proposed [23] a modification of the \( SU(N) \)-Yang-Mills action which effectively constrains the functional integral to the fundamental modular region \( \Lambda \) in minimal Landau gauge. The lattice partition function of this model can be directly evaluated, by the saddle-point method, in the thermodynamic limit. From this theory, it is possible to conclude [23] that, in four Euclidean dimensions, the lattice ghost propagator has a dipole singularity at zero momentum. In order to check the infra-red behavior of the ghost propagator we divided \( G(k) \) (data in Table 3, average “am”) by the corresponding free propagator

\[
G^{\text{free}}(k) \equiv \left[ 4 \sum_{\mu} \sin^2(\pi k_\mu) \right]^{-1} \equiv 1/p^2(k).
\]  

In Figure 3 we plot the results for the four different values of \( \beta \) and lattice size \( N = 16 \). (Similar results can be obtained for different lattice sizes). From these data it is clear that \( G(k) \) diverges faster than \( 1/p^2(k) \) as \( k \) goes to zero. In order to analyze this singularity we have tried a fit of the data in Table 3 (average “am”) using the Ansatz

\[
G(k) = a p^{-2}(k) + b p^{-4}(k) + \ldots ,
\]  

as in reference [13]. In all cases we have found that the fit with \( b \) set to zero is very poor. When the dipole singularity is included, the fit improves and we have \( a > b \). However, for large lattice sizes and small momenta, the fit always overestimates the numerical values of the data. This is in agreement with results in reference [18], and suggests a singularity at zero momentum smaller than \( p^{-4}(k) \). As a second attempt we tried a fit to the Ansatz

\[
G(k) = a [p^{-2}(k)]^s .
\]  

\[12\] This is not the case only for \( \beta = 1.6, N = 16 \) and \( Nk_4 = 1 \).

\[13\] A numerical study of this eigenvalue and its dependence on Gribov copies has been done in reference [27] and will be reported in a future paper [38]. Results seem to confirm the scenario described here.

\[14\] In both cases the fit has been done using a mathematica program implementing the singular-value-decomposition method (see for example [39]).
In this case the fit is in general quite good. Finally, in order to probe the small-momentum limit, we evaluate the exponent \( s \) in eq. (27) using only data corresponding to the two smallest momenta available for each lattice size. From the results, reported in Table 4, it can be noticed that \( s \) decreases as the lattice size increases, while it increases as \( \beta \) increases. The last result is also clear in Figure 3.

4 Conclusions

Our data show absence of Gribov noise for the gluon propagator and a nonzero Gribov noise for the ghost propagator. In the latter case, the effect is small but clearly detectable for the values of \( \beta \) in the strong-coupling region. The fact that this noise is not observable at \( \beta = 2.7 \) seems to us to be related only to the small volumes considered here. Of course this hypothesis should be checked numerically. This is, at the moment, beyond the limits of our computational resources. We stress that this is the first case of evidence of Gribov noise in a “truly” non-abelian simulation. To date, in fact, Gribov noise was observed only in simulations for the \( U(1) \) case \([5, 14]\), or using maximally abelian gauge \([1, 12, 13]\).

As for the infra-red behavior of these two propagators, the data for the ghost propagator show a pole “between” the zeroth-order perturbative behavior \( p^{-2}(k) \) — valid at large momenta — and the \( p^{-4}(k) \) singularity predicted in \([23]\). However, in this case, the volumes used do not really allow an analysis of the small-momentum limit, and this analysis is complicated by the fact that the ghost propagator cannot be evaluated at zero momentum. For the gluon propagator, at least in the strong-coupling regime, the data are quite interesting, showing a propagator decreasing as the momentum goes to zero. This anomalous behavior, predicted in \([1, 22, 23]\), is still observable at \( \beta = 1.6 \), if large volumes are considered. Related to this behavior is the violation of reflection positivity observable in Figure 1. Finally, our data show that the behavior of the zero three-momentum-space gluon propagator is strongly affected by the zero-momentum modes of the gluon field \([24]\). We think that these results deserve a more accurate numerical analysis which will be presented in a separate paper \([40]\).
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Table 1: The pairs $(\beta, N)$ used for the simulations, the number of configurations (in brackets, the number of configurations for which Gribov copies have been found), the number of sweeps used for thermalization, the number of sweeps between two consecutive configurations used for collecting our data, the parameter $p$ used by the stochastic overrelaxation algorithm, the total number of Gribov copies produced (in brackets, the total number of different Gribov copies), and the number of times the first copy produced was not the absolute minimum copy.
Table 2: The four-momentum-space gluon propagator $D(k)$ [see eq. (8) and (9)] as a function of $Nk_4$. In all our runs we set $k = (0, 0, 0, k_4)$. Clearly the same value of $Nk_4$ for different lattice sizes $N$ does not correspond to the same lattice momentum $p_4$ [see eq. (10)]. Since we use periodic boundary conditions, only data for $Nk_4 \leq N/2$ are reported here. Two different types of statistics are considered: “am” and “fc”. (For a definition see the last paragraph in Section II.) Error bars (in brackets) are one standard deviation. To make the table more readable, data for $N = 24$, $\beta = 1.6$ and $k_4 > 8$ are not reported.
Figure 1: The zero three-momentum-space gluon propagator $D(0,d)$ [see eq. (11)] as a function of the time separation $d$. Since we use periodic boundary conditions, only data for $d \leq N/2$ are reported here. Data correspond to $V = 14^4$ at $\beta = 0$ (□), and $V = 12^4$ at $\beta = 0.8$ (◇). Here we consider the “fc” statistics (for a definition see the last paragraph in Section 4). Error bars are one standard deviation.
Figure 2: Comparison between the zero three-momentum-space gluon propagators $D(0, d)$ ($\square$) and $D^{(0)}(0, d)$ ($\bigodot$) [see eqs. (11) and (16)] as a function of the time separation $d$. Since we use periodic boundary conditions, only data for $d \leq N/2$ are reported here. The data, normalized to one at the zero time-separation, correspond to $V = 16^4$ and $\beta = 2.7$. Here we consider the “fc” statistics (for a definition see the last paragraph in Section [4]). Error bars are one standard deviation.
Table 3: The four-momentum-space ghost propagator $G(k)$ [see eq. (20)] as a function of $N k_4$. In all our runs we set $k = (0, 0, 0, k_4)$. Clearly the same value of $N k_4$ for different lattice sizes $N$ does not correspond to the same lattice momentum $p_4$ [see eq. (1)]. Since we use periodic boundary conditions, only data for $N k_4 \leq N/2$ are reported here. Two different types of statistics are considered: “am” and “fc”. (For a definition see the last paragraph in Section 4.) Error bars (in brackets) are one standard deviation.
Figure 3: Plot of the four-momentum-space ghost propagator $G(k)$ [see eq. (20)] divided by the corresponding free propagator $G_{\text{free}}(k)$ [see eq. (25)] as a function of $p^2(k)$ [see eq. (10)]. In all our runs we set $k = (0, 0, 0, k_4)$. Since we use periodic boundary conditions, only data for $k_4 \leq 1/2$ are reported here. The data, normalized to one at the smallest nonzero momentum $k_4 = 1$, correspond to $V = 16^4$ at $\beta = 0$ (□), $\beta = 0.8$ (◇), $\beta = 1.6$ (⋆), $\beta = 2.7$ (×). Here we consider the “am” statistics (for a definition see the last paragraph in Section I.) Error bars are one standard deviation.
Table 4: Estimate of the pole of the ghost propagator $G(k)$ [see eq. (21)] as the momentum goes to zero. The values of the exponent $s$ [see eq. (27)] are obtained from the data corresponding to the two smallest momenta available for each lattice size (Table 3, average “am”). Errors bars (in brackets) come from propagation of the statistical error on ghost propagator.

| $\beta$ | $N$ | $s$         |
|---------|-----|-------------|
| 0.0     | 4   | 1.35(0.03)  |
| 0.0     | 6   | 1.27(0.01)  |
| 0.0     | 8   | 1.23(0.01)  |
| 0.0     | 10  | 1.187(0.009)|
| 0.0     | 12  | 1.166(0.009)|
| 0.0     | 14  | 1.135(0.001)|
| 0.0     | 16  | 1.11(0.02)  |
| 0.8     | 8   | 1.27(0.01)  |
| 0.8     | 12  | 1.18(0.01)  |
| 0.8     | 16  | 1.13(0.02)  |
| 1.6     | 8   | 1.30(0.01)  |
| 1.6     | 16  | 1.17(0.02)  |
| 2.7     | 8   | 1.36(0.03)  |
| 2.7     | 12  | 1.27(0.03)  |
| 2.7     | 16  | 1.27(0.03)  |