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Abstract

During recent decades, there has been a substantial development in optimal mass transport theory and methods. In this work, we consider multi-marginal problems wherein only partial information of each marginal is available, which is a setup common in many inverse problems in, e.g., imaging and spectral estimation. By considering an entropy regularized approximation of the original transport problem, we propose an algorithm corresponding to a block-coordinate ascent of the dual problem, where Newton's algorithm is used to solve the sub-problems. In order to make this computationally tractable for large-scale settings, we utilize the tensor structure that arises in practical problems, allowing for computing projections of the multi-marginal transport plan using only matrix-vector operations of relatively small matrices. As illustrating examples, we apply the resulting method to tracking and barycenter problems in spatial spectral estimation. In particular, we show that the optimal mass transport framework allows for fusing information from different time steps, as well as from different sensor arrays, also when the sensor arrays are not jointly calibrated. Furthermore, we show that by incorporating knowledge of underlying dynamics in tracking scenarios, one may arrive at accurate spectral estimates, as well as faithful reconstructions of spectra corresponding to unobserved time points.
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1. Introduction

The use of mass, or power, distributions for modeling and describing properties of signals and stochastic processes is ubiquitous in the field of signal processing, being fundamental to areas such as spectral estimation, classification, and localization [61]. Spectral representations, detailing the distribution of power over frequency, serve as compact signal descriptions and constitute the foundation for many applications, such as speech enhancement [32], non-invasive estimation [3], spectroscopy [45], as well as radar and sonar [64]. In such applications, one requires a means of comparing and quantifying distances between spectra. Popular choices include the Kullback-Leibler [38] and Itakura-Saito divergences [29], the Rényi entropy [52], and \( L_p \)-norms, where the latter is often implicitly utilized through the use of matrix norms applied to the signal covariance matrix [60, 63]. As an alternative to these measures, it has also been proposed to define distances between spectra based on the concept of optimal mass transport [28]. Optimal mass transport (OMT) is concerned with the task of moving one distribution of mass into another, with the description of the movement of mass being referred to as a transport plan. The minimal total cost of rearrangement, i.e., the one associated with the optimal plan, may then be used as a measure of distance between the two distributions [66]. Historically, OMT has been widely used in economics, e.g., for option pricing [7], color and texture...
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interpolating and tracking speech/sound signals [33, 46] and (structured) covariance matrices [47, 24, 67].

An important generalization, not least for applications in signals and systems, is the introduction of
dynamics to the OMT formulation, thereby allowing for modeling, e.g., inertia. Such a model was proposed
and developed in [13], wherein the mass distributions were modeled as ensembles of mass particles endowed
with linear time-varying dynamics specified by a state space model. Building on the fluid dynamics for-
mulation in [8], this may also be viewed as an optimal control problem of an ensemble of particles that is
required to reach a given final distribution [15]. The cost of transport then corresponds to the control energy
required for deviating from the expected trajectory as to reach the specified state. This theory has also
been used for tracking and estimation of ensembles where only access to certain output states are available
[16]. However, the increased flexibility of the dynamical setup comes at the price of higher computational
complexity of the resulting OMT problem, as the domain is multi-dimensional. Furthermore, the OMT
formulation has recently been extended as to consider transport between several distributions, referred to
as the multi-marginal OMT problem [48]. Several problems such as tracking, barycenter, and flow problems
can be seen as special cases of multi-marginal OMT by selecting the cost function in a suitable manner [51].
However, also here the complexity increases with the number of marginals.

The optimal mass transport problem has many useful properties but it also has drawbacks. The original
formulation of Gaspard Monge is a non-convex optimization problem, and even though the formulation
by Leonid Kantorovich is convex, it results in very large optimization problems that are intractable with
standard methods, even for medium-sized transportation problems. Recently, this computational issues
have been addressed by regularizing the problem using an entropic barrier term. The resulting optimization
problem may be solved using the so called Sinkhorn iterations [18, 59], allowing for finding approximate
solutions to large transportation problems in a computationally efficient manner, which has proved useful for
many cases where no computationally feasible method previously existed. However, both multi-dimensional
and multi-marginal problems suffer from the curse of dimensionality, and the computational complexity
remains a challenge even for the Sinkhorn iteration scheme, although it has been shown that for the problem
of computing the Euler flow, computationally efficient solutions may be found by utilizing the structure of
the cost function [9]. As we will see in this paper, several other cases of multi-marginal OMT problems can
also be addressed in a computationally efficient manner by exploiting cost function structures.

In this work, we consider multi-marginal OMT problems where the distributions themselves are not
directly observed, but manifested through linear measurement equations. We refer to this problem as multi-
marginal OMT with partial information. Several problems of interest may be expressed within such a
framework, e.g., CT imaging (cf. [9, 36]), ensemble estimation [16], image deblurring [39], spectral analysis
[48], and radar imaging problems [28]. As motivating examples, we consider problems from radar imaging,
being spatial spectral estimation problem, wherein the mass distributions, i.e., power spectra, are observable
from covariance matrices corresponding to a set of sensor arrays. For such problems, typically only the
co-located sensors, i.e., sensors in an array, can be processed coherently due to calibration errors between
the sensor arrays. Herein, we propose an OMT framework for fusing the information provided by the array
covariances in a non-coherent manner. For such scenarios, we demonstrate that multi-marginal OMT
constitutes a flexible and robust tool for performing information fusion, illustrating the inherent robustness
to spectral perturbations, as caused by, e.g., calibration errors, provided by the use of transport models.
In addition to this, we show that the proposed OMT framework may be used to fuse information corresponding to different time points, allowing for modeling the time evolution of spatial spectra. In this case, we demonstrate how the framework allows for incorporating prior knowledge of underlying dynamics of the signal generating mechanism, providing a means of forming accurate reconstructions of target trajectories in spatial estimation problems.

In addition to the modeling framework, one of the main contributions of this work is deriving a computationally efficient method for solving multi-marginal OMT problems with partial information. As the original OMT formulation is posed in an infinite-dimensional function space, we formulate discrete approximations of this problem, allowing for practical implementations. Specifically, one of the main contributions of this work is proposing a generalization of the Sinkhorn iterations, which may be applied to OMT problems with partial information. In particular, we consider the corresponding dual problem and propose to solve this with a block-coordinate ascent method, wherein each block update is computed using Newton’s method. Furthermore, for certain multi-marginal OMT problems, such as the tracking and barycenter problems, we show that the structure of the cost function may be exploited, allowing for solving high-dimensional problems with a large number of marginals. It should be stressed that even though spatial spectral estimation is here used as a motivating and illustrating example, the proposed framework applies to a large class of multi-marginal OMT problem where only partial information of the marginal distributions is available.

This work is based on several of our previous work on tracking and information fusion. In particular, the original tracking formulation is from [16]. This was further developed for radar problems [22] as well as computationally efficient computation using pairwise entropy regularization [23]. In this paper, by extending this work to the multi-marginal setting, we obtain a more flexible framework, as well as more numerically stable methods.

This paper is structured as follows. In Section 3, we present the motivating example of spatial spectral estimation, describing the relation between spectra and covariance matrices. Section 4 then provides a background to the problem of optimal mass transport. In Section 5, we present the multi-marginal OMT problem with partial information, and describe the use of this formulation in spectral estimation. Section 6 presents computational tools necessary for formulating an efficient solution algorithm for the multi-dimensional OMT problem, which is then extended to problems with partial information in Section 7. In Section 8, we provide numerical examples, illustrating the properties of the proposed framework, whereas Section 9 concludes upon the work.

2. Notation

Let $\mathbb{M}^p$ denote the space of Hermitian matrices of size $p \times p$, and let $(\cdot)^\dagger$, $(\cdot)^T$ and $(\cdot)^H$ denote complex conjugation, transpose, and conjugate transpose, respectively. For vectors $x \in \mathbb{C}^n$, let $\|x\|_p$ denote the standard $\ell_p$-norm, i.e., $\|x\|_p^p = \sum_{k=1}^n |x_k|^p$ for $p \geq 1$. Furthermore, for a space $\mathcal{X} \subset \mathbb{R}^d$, let $\mathcal{M}(\mathcal{X})$ be the set of generalized integrable functions on $\mathcal{X}$ (i.e., signed measures on $\mathcal{X}$), with $\mathcal{M}_+(\mathcal{X})$ denoting the subset of these that are non-negative (i.e., non-negative measures on $\mathcal{X}$).

Unless stated otherwise, vectors, matrices, and uni- and bivariate functions are denoted by italic letters, whereas boldface letters are reserved for multivariate functions and tensors. The notation $\cdot /$, $\odot$, $\exp$, and $\log$ denote element-wise division, multiplication, exponential function, and logarithm, respectively. Finally, for a square matrix $A$, the matrix exponential is denoted $\expm(A)$.

3. Motivating examples

The modeling tools proposed in this work may be applied to several different classes of reconstruction and estimation problems, such as, e.g., inverse problems encountered in imaging, radar, tomography, and signal processing. However, in order to give a concise description, we will herein focus on a few motivating applications in spectral estimation and radar imaging. In a typical reconstruction problem, one seeks to recover a spectrum based on a number of measurements, e.g., estimates of the covariance function of a time series, or estimates of the covariance matrices corresponding to a set of sensor arrays. However, in practice, the time series may not be perfectly stationary, and the set of sensors may not be perfectly calibrated. Such modeling errors may, when combining all available measurements in forming an estimate of the spectrum, result in artifacts and/or lack of feasible solutions. In addition, spectral reconstruction problems are typically
ill-posed, meaning that solutions, if they exist, are not unique, or that small measurement or calibration errors may result in large errors in the reconstruction of the spectrum. A main goal of this work is to develop a robust modeling framework for addressing such reconstruction problems, allowing for fusing the available measurements in an informed and dependable manner. A key tool for this will be the use of OMT.

In this section, we describe the basic mathematical model relating the covariance estimates to the power spectra and the problem of localization. In the subsequent sections, we will develop theory and formulate OMT problems which may be used to fuse covariance measurements obtained from different sensors or from different time points.

3.1. Spectral estimation

Generally, the power spectrum of a time series represents the distribution of power over frequency. More precisely, consider a complex-valued discrete-time stochastic process, $y(t)$, for $t \in \mathbb{Z}$, which we will assume to be zero mean and wide sense stationary (WSS), i.e., $\mathbb{E}(y(t)) = 0$ for all $t \in \mathbb{Z}$, and with covariance

$$r_k \triangleq \mathbb{E}(y(t)y(t-k))$$

being independent of $t$. Here, $\mathbb{E}(\cdot)$ denotes the expectation operator. The frequency content of the process $y(t)$ is described by the power spectrum, $\Phi \in \mathcal{M}_+(\mathbb{T})$, which is the non-negative measure on $\mathbb{T} = (-\pi, \pi]$ whose Fourier coefficients coincide with the covariances (see, e.g., [34, Chapter 2])

$$r_k = \frac{1}{2\pi} \int_{-\pi}^{\pi} \Phi(\theta)e^{-ik\theta} d\theta$$

for $k \in \mathbb{Z}$, where $i = \sqrt{-1}$ is the imaginary unit. Commonly, one considers the inverse problem of reconstructing the power spectrum $\Phi$ from a set of given covariances, $r_k$, for $k \in \mathbb{Z}$, with $|k| \leq p-1$ for some $p \in \mathbb{N}$, i.e., one seeks a function $\Phi$ that is consistent with the covariance sequence $\{r_k\}_{|k| \leq p-1}$, such that (2) holds for $|k| \leq p-1$. The corresponding $p \times p$ covariance matrix is then given by

$$R = \begin{pmatrix}
    r_0 & r_{-1} & r_{-2} & \cdots & r_{-p+1} \\
    r_1 & r_0 & r_{-1} & \cdots & r_{-p+2} \\
    r_2 & r_1 & r_0 & \cdots & r_{-p+3} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    r_{p-1} & r_{p-2} & r_{p-3} & \cdots & r_0
\end{pmatrix}$$

which is a Hermitian Toeplitz matrix, since $y(t)$ is WSS. Thus, expressed using matrices, a spectrum is consistent with a partial covariance sequence, or, equivalently, a finite covariance matrix, if $\Gamma(\Phi) = R$, where $\Gamma : \mathcal{M}(\mathbb{T}) \rightarrow \mathcal{M}^p$ is the linear operator

$$\Gamma(\Phi) \triangleq \frac{1}{2\pi} \int_{\mathbb{T}} a(\theta)\Phi(\theta)a(\theta)^H d\theta$$

where

$$a(\theta) \triangleq [1 \quad e^{i\theta} \quad \ldots \quad e^{i(p-1)\theta}]^T$$

denotes the Fourier vector. Note that since $\Phi$ is non-negative, it follows from (3) that $R = \Gamma(\Phi)$ is positive semi-definite. Furthermore, if the Toeplitz matrix $R$ is positive semi-definite, then there exists at least one non-negative power spectrum $\Phi$ such that $R = \Gamma(\Phi)$. If $R$ is positive definite, there exists an infinite family of solutions $\Phi$ [30]. For parameterizations of specific families of such spectra, e.g., rational and exponential spectra, see [12, 27, 25].

In most practical cases, the stochastic process cannot be assumed to be stationary over a longer time interval. Thus, the covariances generally have to be estimated based on shorter intervals, resulting in possibly inaccurate and low resolution spectral estimates. In this work, we will see how OMT may be utilized for modeling slowly time-varying spectra, thereby allowing for improved spectral reconstructions from noisy covariance measurements.
3.2. Direction of arrival estimation and localization

The inverse problem of estimating a power spectrum from a finite set of temporal covariances, as described above, may be extended to DoA and localization problems by noting that the spatial covariance matrix corresponding to a sensor array may be parametrized analogously to equation (2). Specifically, consider a scenario in which point-like sources located in a space \( X \subset \mathbb{R}^d \) emit waves impinging on a set of \( p \in \mathbb{N} \) sensors located at \( x_k \in \mathbb{R}^d \), with \( d \leq 3 \). Letting the corresponding sensor signal vector be denoted \( y \in \mathbb{C}^p \), one may consider the sensor covariance matrix, often called the spatial covariance matrix,

\[
R = \mathbb{E}(yy^H).
\]

Then, just as in (3), the covariance \( R \) may be related to a positive measure on \( X \), denoted \( \Phi \in \mathcal{M}_+(X) \), i.e., \( R = \Gamma(\Phi) \), where \( \Gamma : \mathcal{M}(X) \to M^p \) is given by

\[
\Gamma(\Phi) = \int_X a(x)\Phi(x)a(x)^H dx, \tag{4}
\]

where \( dx \) denotes the Lebesgue measure on \( X \) \cite{27}. Here, \( a : X \to \mathbb{C}^p \) is, generally, no longer a Fourier vector, as in the temporal case, but instead constitutes an array steering vector, i.e., the manifold vector. The specific functional form of \( a \) depends on the sensor locations, the wavelength, as well as on the propagation properties of this space. For example, the array manifold vector corresponding to spherical wave fronts in \( X \subset \mathbb{R}^d \) may be defined as \cite{34}

\[
a(x) = \left( \frac{1}{\|x_k - x\|_2^{d-1} \xi} e^{-2\pi i \|x_k - x\|_2 \xi} \right)_{k=1}^p, \tag{5}
\]

where \( \|\cdot\|_2 \) denotes the Euclidean norm, and \( \xi \) is the source signal wavelength. Here, \( \Phi \) is referred to as a spatial spectrum, as it details the distribution of mass, or power, on \( X \), with locations of the signal sources on \( X \) corresponding to the support of \( \Phi \). In practice, signal sources are often identified with peaks of power, i.e., the modes of \( \Phi \), which is, for instance, utilized in detection methods such as MUSIC \cite{55} and ESPRIT \cite{24}. It may be noted that the identifiability of the spatial spectral estimation problem depends on the functional form of the array manifold vector \( a \). For example, the problem of localization requires non-zero curvature of the impinging wave fronts, as expressed in (5), modeling spherical waves. It may also be noted that the array geometry, i.e., the relative location of the sensors, determine the identifiability of source localization and DoA problems. For example, when using a uniform linear array (ULA), the geometry of the array gives rise to spatial aliasing such that source locations are only identifiable when confined to one of the half-spaces defined by the array. It should be stressed that even for array geometries that do not give rise to spatial aliasing\footnote{That is, the steering vector is such that \( \tilde{x} \neq x \) implies \( a(\tilde{x}) \neq a(x) \) for all \( x, \tilde{x} \in X \).}, the operator \( \Gamma \) in (4) is not injective and hence there are several distinct \( \Phi \in \mathcal{M}_+(X) \) satisfying \( \Gamma(\Phi) = R \) for any given \( R \) in the range of \( \Gamma \).

In this work, we will use the problem of localization, seen as a spectral estimation problem, as an illustrative example of how to utilize the proposed multi-marginal OMT framework for fusing information. Specifically, we will consider the problems of sensor fusion and spectral tracking. Sensor fusion corresponds to combining measurements obtained from separate sensor arrays in forming a single estimate of the spectral spectrum, whereas tracking refers to combining measurements collected at consecutive time points in order to reconstruct the time evolution of a spatial spectrum.

4. Background: Optimal mass transport

In this section, we provide a brief background on the problem of OMT, together with extensions to settings with underlying dynamics and incomplete information.

4.1. Monge’s problem and the Kantorovich relaxation

The problem of OMT, as formulated by Monge, is concerned with finding a mapping between two distributions of mass such that a measure of cost, interpreted as the cost of transportation, is minimized.
That is, given two mass distributions \( \Phi_0 \in \mathcal{M}_+(\mathcal{X}_0) \) and \( \Phi_1 \in \mathcal{M}_+(\mathcal{X}_1) \), defined on the spaces \( \mathcal{X}_0 \) and \( \mathcal{X}_1 \), respectively, one seeks a function \( g : \mathcal{X}_0 \to \mathcal{X}_1 \) minimizing the functional\[6\]

\[
\int_{\mathcal{X}_0} c(x_0, g(x_0)) \Phi_0(x_0)dx_0,
\]
subject to the constraint

\[
\int_{x_1 \in \mathcal{U}} \Phi_1(x_1)dx_1 = \int_{g(x_0) \in \mathcal{U}} \Phi(x_0)dx_0, \text{ for all } \mathcal{U} \subset \mathcal{X}_1.
\]

Here, \( c : \mathcal{X}_0 \times \mathcal{X}_1 \to \mathbb{R}_+ \) denotes the cost of transporting one unit of mass from points in \( \mathcal{X}_0 \) to points in \( \mathcal{X}_1 \), yielding that \( \int_{\mathcal{X}_0} c(x_0, g(x_0)) \Phi_0(x_0)dx_0 \) equals the total cost of transporting the distribution \( \Phi_0 \) to \( \Phi_1 \) for a given mapping \( g \). The constraint in \( \int_{x_1 \in \mathcal{U}} \Phi_1(x_1)dx_1 = \int_{g(x_0) \in \mathcal{U}} \Phi(x_0)dx_0 \) enforces that \( g \) transports \( \Phi_0 \) to \( \Phi_1 \), i.e., the mapping \( g \) moves the mass in \( \Phi_0 \) onto \( \Phi_1 \) without any loss or addition of mass in the transition. This may be expressed using the shorthand notation \( g \# \Phi_0 = \Phi_1 \), where \( g \# \Phi_0 \) denotes the so-called push-forward measure, i.e.,

\[
\int_{x_1 \in \mathcal{U}} (g \# \Phi_0)(x_1)dx_1 = \int_{g(x_0) \in \mathcal{U}} \Phi(x_0)dx_0,
\]

for all \( \mathcal{U} \subset \mathcal{X}_1 \). The notation thus implies that for any subset \( \mathcal{U} \) of \( \mathcal{X}_1 \), the mass of \( g \# \Phi_0 \) on \( \mathcal{U} \) is equal to the mass of \( \Phi_0 \) on the pre-image of \( \mathcal{U} \). It directly follows that the total mass of \( g \# \Phi_0 \) equals that of \( \Phi_0 \). Finding such a \( g \) that minimizes \( \int_{\mathcal{X}_0} c(x_0, g(x_0)) \Phi_0(x_0)dx_0 \) in general, constitutes a difficult problem. Also, the use of a mapping for modeling transport imposes some additional requirements on \( \Phi_0 \) and \( \Phi_1 \); for example, the problem in \( \int_{\mathcal{X}_0} c(x_0, g(x_0)) \Phi_0(x_0)dx_0 \) does not allow for splitting up Dirac delta functions in \( \Phi_0 \) \[6\], and the problem of minimizing \( \int_{\mathcal{X}_0} c(x_0, g(x_0)) \Phi_0(x_0)dx_0 \) subject to \( \Phi_1 = g \# \Phi_0 \) may lack an optimal solution. In contrast, the Kantorovich relaxation of \( \int_{\mathcal{X}_0} c(x_0, g(x_0)) \Phi_0(x_0)dx_0 \) circumvents these restrictions by instead of a mapping \( g \) seeking an optimal coupling between the distributions \( \Phi_0 \) and \( \Phi_1 \).

The set of valid couplings is the set of measures on the product space \( \mathcal{X}_0 \times \mathcal{X}_1 \) with marginals coinciding with \( \Phi_0 \) and \( \Phi_1 \), i.e.,

\[
\Omega(\Phi_0, \Phi_1) = \left\{ M \in \mathcal{M}_+(\mathcal{X}_0 \times \mathcal{X}_1) \mid \int_{\mathcal{X}_1} M(\cdot, x_1)dx_1 = \Phi_0, \int_{\mathcal{X}_0} M(x_0, \cdot)dx_0 = \Phi_1 \right\},
\]

Here, if \( M \in \Omega(\Phi_0, \Phi_1) \), then \( M \) is referred to as a transport plan, as the function value \( M(x_0, x_1) \) may be interpreted as the amount of mass that is transported between \( x_0 \) and \( x_1 \). Thus, the marginal constraint \( \int_{\mathcal{X}_1} M(\cdot, x_1)dx_1 = \Phi_0 \) replaces the condition \( g \# \Phi_0 = \Phi_1 \) used in the Monge formulation. It may be noted that \( \Omega(\Phi_0, \Phi_1) \) is always non-empty; the normalized outer product of \( \Phi_0(x_0) \) and \( \Phi_1(x_1) \) is an element of \( \Omega(\Phi_0, \Phi_1) \). It should also be noted that it is assumed that the mass of \( \Phi_0 \) and \( \Phi_1 \) are the same, i.e., \( \int_{\mathcal{X}_0} \Phi_0(x_0)dx_0 = \int_{\mathcal{X}_1} \Phi_1(x_1)dx_1 \).

The Monge-Kantorovich problem of optimal mass transport may then be stated as

\[
\min_{M \in \Omega(\Phi_0, \Phi_1)} \int_{\mathcal{X}_0 \times \mathcal{X}_1} M(x_0, x_1)c(x_0, x_1)dx_0dx_1,
\]

i.e., it seeks the transport plan \( M \) minimizing the cost of transportation between \( \Phi_0 \) and \( \Phi_1 \), where the point-wise cost of moving a unit mass from \( x_0 \in \mathcal{X}_0 \) to \( x_1 \in \mathcal{X}_1 \) is given by \( c(x_0, x_1) \). In contrast with \( \int_{\mathcal{X}_0} c(x_0, g(x_0)) \Phi_0(x_0)dx_0 \), the objective function in \( \int_{\mathcal{X}_0 \times \mathcal{X}_1} M(x_0, x_1)c(x_0, x_1)dx_0dx_1 \) is linear in \( M \) and the optimization problem always has an optimal solution. Further, for absolutely continuous \( \Phi_0 \) and \( \Phi_1 \), the problems \( \int_{\mathcal{X}_0} c(x_0, g(x_0)) \Phi_0(x_0)dx_0 \) and \( \int_{\mathcal{X}_0 \times \mathcal{X}_1} M(x_0, x_1)c(x_0, x_1)dx_0dx_1 \) are equivalent \[66\].

The resulting minimal objective value of \( \int_{\mathcal{X}_0 \times \mathcal{X}_1} M(x_0, x_1)c(x_0, x_1)dx_0dx_1 \) may be used in order to define a notion of distance \( S : \mathcal{M}_+(\mathcal{X}_0) \times \mathcal{M}_+(\mathcal{X}_1) \to \mathbb{R} \) according to

\[
S(\Phi_0, \Phi_1) = \min_{M \in \Omega(\Phi_0, \Phi_1)} \int_{\mathcal{X}_0 \times \mathcal{X}_1} M(x_0, x_1)c(x_0, x_1)dx_0dx_1.
\]

Recently, the idea of using an OMT-induced concept of proximity has attracted considerable interest in a plethora of modeling applications, such as serving as the learning criterion in machine learning scenarios \[2\] \[3\], for performing texture and color transfer \[21\], dictionary learning \[50\], as well as being used as an evaluation metric \[20\]. Also, it has been used for inducing metric structure on the space of power spectra \[25\], where it was shown that choosing \( c \) as a metric on \( \mathcal{X} = \mathcal{X}_0 = \mathcal{X}_1 \) in general results in \( S \) being metric on
\[\mathcal{M}_+(\mathcal{X})\]. Similar efforts have been directed towards defining distances for Toeplitz covariance matrices \[24\], allowing for formulating a spectral estimation framework with inherent robustness \[22, 23\]. One of the main motivations of using OMT-based distances such as \[11\] is its ability to reflect the geometric properties of the underlying space, \(\mathcal{X}\). As a consequence of this, using OMT distances in order to perform interpolation-like tasks, such as, e.g., morphing of images \[37\], or, recently, for describing the time evolution of a signal on a graph \[58\], typically yields meaningful and interpretable signal reconstructions. This should be contrasted with the standard Euclidean metric that, when used in the same applications, has been shown to give rise to fade-in fade-out effects, thereby failing to respect underlying assumptions for the signal generating mechanisms, such as, e.g., finite movement speed \[58, 24, 28\].

\textbf{4.2. Optimal mass transport with dynamics}

It may be noted that the specific choice of cost function \(c\) used in the OMT objective in \[10\] may greatly influence the structure of the solution, i.e., the transport plan \(M\). Preferably, \(c\) should be chosen as to reflect properties or limitations of the considered application, e.g., in order to ensure expected smooth trajectories of transported mass that may be dictated by physical considerations. In many applications, the \(\ell_p\) norms, i.e., \(c(x_0, x_1) = \|x_0 - x_1\|_p^p\) constitute a popular choice, giving rise to the Wasserstein\(−p\) distances, with the special case of \(p = 1\) often being referred to as the Earth Mover’s distance \[66\]. Among the appeals of this choice are the metric properties of the Wasserstein\(−p\) distances \[66\], the availability of closed form solutions in one-dimensional problems via the cumulative distribution function (see, e.g., \[31\]), and, more recently, computationally efficient approximations allowing for their use in high-dimensional machine learning applications \[10\]. However, inherent in this class of cost functions is the tacit assumption that the distribution of mass should remain stationary, i.e., it is expected not to change. Although reasonable, and even desirable, in, e.g., classification applications, we will herein consider a generalization of these distances in order to allow for incorporating knowledge of the dynamics of the process generating the signal observations \[14\].

To this end, let the underlying space be \(\mathcal{X} \subset \mathbb{R}^d\), and consider a mass particle with time-varying location, or state, \(x(t) \in \mathcal{X}\). Furthermore, assume that the dynamics of the particle may be well modeled by the (continuous time) linear differential equation

\[\dot{x}(t) = A(t)x(t) + B(t)u(t),\]

where \(x(t) \in \mathcal{X}\), \(A(t) \in \mathbb{R}^{d \times d}\), \(B(t) \in \mathbb{R}^{d \times f}\), and where \(u(t) \in \mathbb{R}^f\) denotes an input signal, steering the evolution of the state \(x(t)\). As in \[14\], we will herein consider this type of model in order to define a cost function \(c : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}_+\), describing the cost of transport for a unit mass between two points of \(\mathcal{X}\), corresponding to the time instances \(t = t_0\) and \(t = t_1\). For notational simplicity, and without loss of generality\(^2\) we here use \(t_0 = 0\) and \(t_1 = 1\). Specifically, we define the cost for transporting mass between \(x_0 = x(0)\) to \(x_1 = x(1)\) via a quadratic optimal control problem, according to

\[c(x_0, x_1) = \min_u \int_0^1 \|u(t)\|_2^2 dt\]

subject to \(\dot{x}(t) = A(t)x(t) + B(t)u(t)\)

\[x(0) = x_0, \quad x(1) = x_1,\]

i.e., the cost is equal to the minimal input signal energy required to steer the state from \(x_0\) at \(t = 0\) to \(x_1\) at \(t = 1\). For this case, the cost may be expressed in closed form as

\[c(x_0, x_1) = (x_1 - A(1, 0)x_0)^TW(1, 0)^{-1}(x_1 - A(1, 0)x_0),\]

where \(A(t, \tau)\) is the state transition matrix and

\[W(t, s) = \int_s^t A(t, \tau)B(\tau)B(\tau)^TA(t, \tau)^T d\tau\]

\(^2\)It may be noted that the here presented formulation may be modified in a straightforward manner to other time values \(t_0\) and \(t_1\).
is the controllability Gramian. It may be noted that for the case of a constant \( A(t) \equiv A \), the state transition matrix is given by the matrix exponential \( \mathcal{A}(t, \tau) = \expm(A(t - \tau)) \). It is further worth observing that the transportation cost is not necessarily zero when the initial and end states are the same, but instead when the end state coincides with the expected evolution of the initial state, in accordance with the state equation in [12] with \( u \equiv 0 \). Also, the cost function is not, in general, symmetric in its arguments. Thus, as the cost of transport is dictated by the system dynamics, the optimal transport plan is the coupling \( M \in \mathcal{M}_+(X \times X) \) that provides the mass association most in accordance with the trajectories implied by (12). It may be noted that the standard stationary case may be retrieved using \( \Phi_t(x, \cdot) = \Phi_t(\delta_0, \cdot) \delta_t(x) \) in which case the cost is equal to the squared Euclidean distance, i.e., \( c(x_0, x_1) = \|x_0 - x_1\|_2^2 \). Furthermore, having access to a transport plan, \( M \), that minimizes the OMT criterion with the dynamic cost in (13) directly allows for computing intermediate mass distributions interpolating the given marginals using the system dynamics in (12); this is termed a displacement interpolation [13]. Specifically, for a particle \( x(t) \) such that \( x(0) = x_0 \) and \( x(1) = x_1 \), the optimal input signal is given by [14, equation (24)]

\[
\hat{u}(t; x_0, x_1) = B(t)^T \mathcal{A}(1, t)^T W(1, 0)^{-1} (x_1 - \mathcal{A}(1, 0)x_0),
\]

implying that the corresponding trajectory is

\[
\dot{x}(t; x_0, x_1) = \mathcal{A}(t, 1) W(1, t) W(1, 0)^{-1} \mathcal{A}(1, 0)x_0 + W(t, 0) \mathcal{A}(1, t)^T W(1, 0)^{-1} x_1,
\]

obtained by solving (12) with the observation signal \( \hat{u}(t; x_0, x_1) \). Then, one may construct an interpolating mass distribution, or spectrum, \( \Phi^M_t \), corresponding to time \( \tau \in [0, 1] \) and parametrized by the transport plan \( M \), according to

\[
\Phi^M_t(x) = \int_{X \times X} M(x_0, x_1) \delta(x - x_0)(\dot{x}(\tau; x_0, x_1))dx_0 dx_1,
\]

where \( \delta \) denotes the Dirac delta function. That is, \( \Phi^M_t(x) \) details the mass located at \( x \) at time \( \tau \) by considering the mass of all pairs \( (x_0, x_1) \) such that their trajectories contains the point \( (x, \tau) \). Also, this framework directly allows for defining extrapolating spectra, i.e., distributions of mass for \( \tau > 1 \), e.g., by letting the input signal be identically zero for \( \tau > 1 \), implying that the unforced system dynamics are used to describe the trajectory of the state, and thus the spectrum. It may be noted that the interpolation for Toeplitz covariance matrices presented in [24] may be obtained as a special case of this formulation, using \( A(t) \equiv 0 \) and \( B(t) \equiv I \).

4.3. Partial information

As may be noted in the OMT formulations in Section 4.1, the input data, i.e., the measurements, used for computing distances and obtaining transport plans, are the mass distributions themselves, i.e., \( \Phi \in \mathcal{M}_+(X) \). However, in many problem formulations these distributions are not only unknown, but are in fact the quantities of interest to be estimated. In such applications, the measurements instead correspond to functions of the spectrum \( \Phi \in \mathcal{M}_+(X) \), making the task of inferring it an inverse problem. As noted earlier, a common example of this is the availability of covariance matrices, or estimates thereof, that are linear mappings of power spectra, as may be described using the operator \( \Gamma \) in (4). Thus, the measurements convey only partial information of the underlying distributions, or spectra. Recently, this connection was used in order to define a notion of distance on the space of Toeplitz covariance matrices based on OMT problems in the spectral domain [24]. Specifically, the distance between two covariance matrices \( R_0 \) and \( R_1 \) was defined as the minimal objective value of

\[
\begin{align*}
\text{minimize}_{M \in \mathcal{M}_+(X \times X)} & \int_{X \times X} M(x_0, x_1)c(x_0, x_1)dx_0 dx_1 \\
\text{subject to} & \quad \Gamma\left(\int_X M(\cdot, x_1)dx_1\right) = R_0 \\
& \quad \Gamma\left(\int_X M(x_0, \cdot)dx_0\right) = R_1.
\end{align*}
\]

(15)

Note that this is equal to the smallest possible OMT distance between any two spectra \((\Phi_0, \Phi_1)\) consistent with the observed covariance matrices, i.e., that satisfies \( \Gamma(\Phi_t) = R_t \), for \( t = 0, 1 \). As was shown in [24],
the distance notion in (15) is in general not a metric, but is rather a semi-metric on the space of covariance matrices for any semi-metric cost function c.

In this work, we will limit our attention to the typical case when one does not have direct access to the mass distributions, or spectra, but instead to (estimates of) covariance matrices. Also, in the context of using dynamical models such as (12), the partial information contained in the measurements may only be related to a state vector in a space of lower dimension than $X$. Specifically, the system description in (12) may be extended with an observation equation according to

$$
\begin{align*}
\dot{x}(t) &= A(t)x(t) + B(t)u(t) \\
y(t) &= F(t)x(t),
\end{align*}
$$

(16)

implying that covariances are related to spectra detailing mass distributions on a space $Y$, potentially different from $X$, where $y(t) \in Y$ is the observed state. Using the system in (16), one may thus incorporate prior knowledge of underlying dynamics, expressed through the state equation, even though one only has access to partial measurements of an observed state. For the corresponding spectra, it holds that if $\Phi \in M_+(X)$, then $F(t)_\# \Phi \in M_+(Y)$, where $F(t)_\#$ denotes the push-forward operation, as defined in (5), i.e.,

$$
\int_{x \in U} (F(t)_\# \Phi)(x) \, dx = \int_{F(t)x \in U} \Phi(x) \, dx,
$$

for any $U \subset Y$. Note that, using the system in (16), covariance measurements corresponding to observable quantities are related to spectra on the space $Y$, i.e., to elements of $M_+(Y)$, and only have an indirect link to spectra on the space $X$. However, the push-forward operation $F(t)_\#$ allows for expressing the connection between covariance matrices and elements of $M_+(X)$ by modifying the operators $\Gamma$ to incorporate $F(t)_\#$ according to

$$
\Gamma_t(\Phi) = \int_Y a(y) (F(t)_\# \Phi)(y)a(y)^H \, dy.
$$

(17)

It is worth noting that the domain of definition of the linear operator $\Gamma_t$ is still $M(X)$, whereas the domain of definition for the array steering vectors is $Y$, reflecting that the covariance measurements are related to elements of $M_+(Y)$. Correspondingly, one may formulate an OMT problem with partial information as

$$
\begin{align*}
\text{minimize} & \quad \int_{X \times X} M(x_0, x_1)c(x_0, x_1) \, dx_0 \, dx_1 \\
\text{subject to} & \quad \Gamma_0 \left( \int_X M(\cdot, x_1) \, dx_1 \right) = R_0 \\
& \quad \Gamma_1 \left( \int_X M(x_0, \cdot) \, dx_0 \right) = R_1.
\end{align*}
$$

(18)

It may here be noted that the transport plan $M$ is still an element of $M_+(X \times X)$, allowing for modeling dynamical structures on the space generating data, i.e., $X$, that are not present in the measurement space $Y$. Thus, in this context, the notion of partial information is twofold. Firstly, mass distributions are not observed directly, but only through linear measurements on a considerably smaller dimension, i.e., covariances in a finite-dimensional space as opposed to the infinite-dimensional space of measures for spectra. Secondly, these spectra are mappings of spectra that are elements of an even bigger space. We will in the next section see how these ideas, together with the concept of multi-marginal transport plans, can be used in order to arrive at compact formulations for spectral estimation.

5. Multi-marginal optimal mass transport

It is worth noting that the formulation in (10) seeks a transport plan connecting two mass distributions, or marginals, $\Phi_0$ and $\Phi_1$, which may be interpreted as a description of how to morph $\Phi_0$ into $\Phi_1$. A natural extension of this is to consider transport between a larger set of marginals, i.e., a set $\{\Phi_T\}_{t=0}^{T}$ for $T \geq 1$. 

To this end, let $M \in \mathcal{M}_+(\mathcal{X})$, where $\mathcal{X} = \mathcal{X}_0 \times \mathcal{X}_1 \times \cdots \times \mathcal{X}_T$, and define the set of projection operators $P_t : \mathcal{M}(\mathcal{X}) \to \mathcal{M}(\mathcal{X}_t)$, for $t = 0, \ldots, T$, as

$$P_t(M) = \int_{\mathcal{X}_0 \times \cdots \times \mathcal{X}_{t-1} \times \mathcal{X}_{t+1} \times \cdots \times \mathcal{X}_T} M(x_0, \ldots, x_t, \ldots, x_T) dx_0 \ldots dx_{t-1} dx_{t+1} \ldots dx_T. \quad (19)$$

It may be noted that one may express marginalization also for the standard two-marginal case using the operator $R$. Then, $M \in \mathcal{M}_+(\mathcal{X})$ is referred to as a multi-marginal transport plan for the set $\{\Phi_t\}_{t=0}^T$ if $P_t(M) = \Phi_t$, for $t = 0, \ldots, T$. Note here that $M$ provides a complete description of the association of mass for the set $\{\Phi_t\}_{t=0}^T$, i.e., $M(x_0, x_1, \ldots, x_T)$ denotes the amount of mass at $x_0$, corresponding to the marginal $\Phi_0$, that is transported to location $x_t$, corresponding to marginal $\Phi_t$, for $t = 1, 2, \ldots, T$. Correspondingly, one may define a cost function $C : \mathcal{X} \to \mathbb{R}_+$, yielding a generalization of the OMT problem as (see also [48])

$$\begin{align*}
\text{minimize} & \quad \int_{\mathcal{X}} M(x)C(x)dx \\
\text{subject to} & \quad P_t(M) = \Phi_t, \quad \text{for } t = 0, \ldots, T,
\end{align*} \quad (20)$$

where $x = (x_0, \ldots, x_T)$ and $dx = dx_0 dx_1 \ldots dx_T$. Thus, the minimizer of (20) is the transport plan associated with the minimal cost of transportation for the set $\{\Phi_t\}_{t=0}^T$. This type of formulation has previously found application in, e.g., tomography [11] and fluid dynamics [11], with actual numerical approximations and implementations being considered in [9]. In this work, we consider extending this problem to scenarios in which the marginals $\{\Phi_t\}_{t=0}^T$ are not directly observable. Instead, we assume that one has access to partial information in the form of linear mappings of the marginals. In the context of spectral estimation, this corresponds to the temporal or spatial covariance matrix, or estimates thereof, i.e., a sequence $\{R_{t+1}\}_{t=0}^T$, where $R_t \in \mathbb{M}^{p_t}$ is related to a marginal $\Phi_t \in \mathcal{M}_+(\mathcal{X}_t)$ through the measurement equation $R_t = \Gamma_t(\Phi_t)$. It should be noted that the operators $\Gamma_t : \mathcal{M}(\mathcal{X}_t) \to \mathbb{M}^{p_t}$ may, in general, be different for different indices $t$.

With this, the problem considered herein may be stated as

$$\begin{align*}
\text{minimize} & \quad \int_{\mathcal{X}} M(x)C(x)dx + \sum_{t=0}^T \gamma_t \|\Delta_t\|_F^2 \\
\text{subject to} & \quad \Gamma_t(P_t(M)) = R_t + \Delta_t, \quad \text{for } t = 0, \ldots, T,
\end{align*} \quad (21)$$

where $\|\cdot\|_F$ denotes the Frobenius norm and where $\gamma_t > 0$, for $t = 0, 1, \ldots, T$, are user-specified weights. Note that the measurement equations have been augmented by error terms $\Delta_t \in \mathbb{C}^{p_t \times p_t}$ in order to allow for noisy covariance matrix estimates $R_t$. The parameters $\gamma_t$ then allow for determining a trade-off between how much consideration should be taken to the transport cost and the measurement error, respectively. For simplicity, we here penalize $\Delta_t$ by the squared Frobenius norm. However, if prior knowledge of the structure of the measurement noise is available, this may be replaced by other norms or penalty functions. Also, in order to compute couplings between marginals corresponding to index pairs $(t, s)$, one requires the corresponding bi-marginal transport plan. Due to the structure of the multi-marginal transport plan $M$, this is directly computable by means of the bi-marginal projection operator $P_{t,s} : \mathcal{M}_+(\mathcal{X}) \to \mathcal{M}_+(\mathcal{X}_t \times \mathcal{X}_s)$ defined by

$$P_{t,s}(M) = \int_{\mathcal{X}_0 \times \cdots \times \mathcal{X}_{t-1} \times \mathcal{X}_{t+1} \times \cdots \times \mathcal{X}_s \times \mathcal{X}_T} M(x_0, \ldots, x_T) dx_0 \ldots dx_{t-1} dx_{t+1} \ldots dx_s \ldots dx_T. \quad (22)$$

This may then be used, e.g., for interpolation between adjacent marginals for which the cost describes a dynamic model as in Section 4.2. In Section 6.3, we present computationally efficient methods for computing discrete approximations of the projections in (19) and (22). In fact, computing the marginal projections in (19) will constitute an integral component in the algorithm for solving (21), which will be presented in Section 7.

Next, we will see that a number of spectral estimation problems may be cast in the form (21). The first, referred to as sensor fusion, is concerned with combining measurements, in the form of covariance matrices,
from several separate sensor arrays in order to, e.g., resolve ambiguities resulting from the geometry of
individual arrays. It is here assumed that only one covariance matrix is available for each sensor array, and
that there is no meaningful difference between the times at which these are collected. In contrast to this, in
the second scenario, referred to as tracking, a sequence of covariance matrices is observed, and the problem
of interest is to reconstruct a corresponding sequence of spatial spectra. In this setting, the dynamical OMT
formulation described in Section 4.2 serves as the building block for defining cost functions that represent a
certain dynamics model. The last problem, referred to as barycenter tracking, aims to combine the former
two approaches in order to form a robust reconstruction of a spectral trajectory. As will be clear in the
following, the only thing distinguishing these spectral estimation problem is the choice of cost function
C. That is, depending on the structure of C, the general problem in (21) may be interpreted as a sensor
fusion, tracking, or barycenter tracking problem. All estimation problems in this section are formulated as
infinite. For ease of notation, we will in this description often assume that the domains of the marginals are
the same, however, this generalizes straightforwardly to general domains. In Sections 6 and 7, we address the
problem of formulating practically implementable problems using discretized approximations, and present
computationally efficient solvers.

5.1. Sensor fusion

Consider a scenario in which waves impinge on a set of J ∈ ℕ sensor arrays, with corresponding array
manifold vectors aj : X → ℂpj and operators Γj : M(X) → ℂpj, for j = 1, . . . , J, where it may be noted that
the number of sensors, pj, may differ among the different arrays. Then, a spatial spectrum Φ ∈ M+(X)
gives rise to a set of covariance matrices Rj, for j = 1, . . . , J, where Rj = Γj(Φ). Thus, as all sensor array
measurements have been generated by the same signal, the problem of estimating the spatial spectrum Φ,
and thereby the location of the signal sources, corresponds to the inverse problem of finding Φ such that
Rj = Γj(Φ), for j = 1, . . . , J. However, in practice, calibration errors in the sensor arrays, i.e., errors in
the operators Γj, may result in there existing no single Φ ∈ M+(X) such that it is consistent with all array
measurements. For cases in which the joint covariance matrix for the full set of sensors, or the signal itself, is
available, this may be addressed using calibration methods such as [50, 57]. However, in some scenarios, this
information may not be available, due to, e.g., the covariance matrix for each separate array being estimated
locally and then transmitted to a fusion center [35, 40], with bandwidth limitations and/or synchronization
errors between the separate arrays preventing the estimation of the joint covariance matrix, as well as direct
processing of the signal itself [35]. Having only access to the separate covariance matrices, we herein propose
to address this issue using a spectral barycenter formulation. Specifically, we propose to solve

\[
\begin{align*}
\text{minimize} & \quad \sum_{j=1}^{J} S(\Phi_0, \Phi_j) + \gamma_j \| \Delta_j \|^2_F \\
\text{subject to} & \quad \Gamma_j(\Phi_j) = R_j + \Delta_j, \quad j = 1, \ldots, J,
\end{align*}
\]

(23)

and estimate the spatial spectrum as the minimizer Φ0. Here, S is the OMT distance defined in (11). Note here that Φj, for j = 1, . . . , J, are spectra consistent with the set of observations Rj, whereas Φ0 is the spectrum closest, in the OMT sense, to this set of spectra, i.e., Φ0 is the spectral barycenter. The motivation for using the OMT distance S, as opposed to, e.g., the standard Lp-norms, in forming the barycenter is that S explicitly takes the geometry of the underlying space, i.e., X, into account, meaning that small values of S correspond to spectra that are close, in the sense of the peaks being close3 as quantified by the cost function c. Choosing c to be an intrinsic distance measure on X, e.g., c(x0, x1) = \| x_0 - x_1 \|_2, thus results in low values of S implying actual proximity, and vice versa. This also induces robustness to the estimate Φ: small spatial perturbations imply small perturbations of the distance measure. In contrast, using Lp-norms as divergences on the space of spectra are inherently non-robust to such perturbations, as spatial perturbations are equivalent to changing the support of the corresponding spatial spectrum.

One may formulate the problem in (23) as a multi-marginal problem on the form (21) by specifying the

3In the localization example, this thus implies that the sources are physically close.
multi-marginal cost function $\mathcal{C}$ as

$$
\mathcal{C}(x) = \sum_{j=1}^{J} c(x_0, x_j),
$$

(24)

where $c : \mathcal{X} \times \mathcal{X} \to \mathbb{R}_+$ is the pair-wise cost function in the definition of $S$. With this, the barycenter problem may be stated as

$$
\begin{align*}
\text{minimize} & \quad \sum_{\mathcal{M} \in \mathcal{M}_{r}(\mathcal{X}), \Delta_j \in \mathbb{C}^{p \times p}} \int_{\mathcal{X}} \mathbb{M}(x) \left( \sum_{j=1}^{J} c(x_0, x_j) \right) \, dx + \sum_{j=1}^{J} \gamma_j \| \Delta_j \|_F^2 \\
\text{subject to} & \quad \Gamma_j(\mathcal{P}_j(\mathcal{M})) = R_j + \Delta_j \quad \text{for } j = 1, \ldots, J.
\end{align*}
$$

(25)

To see that (24) indeed induces a barycenter solution when used in (25), note that the cost function $\mathcal{C}$ is structured as to penalize transport between a central marginal, corresponding to the index $j = 0$, and all other marginals, corresponding to indices $j = 1, \ldots, J$. As only marginals with indices $j = 1, \ldots, J$ correspond to actual measurements, this implies that the marginal $t = 0$, which is not constrained to be related to any measurements, should be close, in the OMT sense, to the entire ensemble of marginals. Note here that the barycenter does not appear as an explicit variable, but is instead given by the projection of $\mathbb{M}$ on the zeroth marginal, i.e., $\Phi = \mathcal{P}_0(\mathcal{M})$. It may be noted that, in general, one may utilize different OMT distances $S_j$ for different arrays, e.g., one may replace the sums in (23) and (24) with a weighted sum to get a weighted barycenter.

5.2. Tracking

The previous section introduced a method for fusing information from different sensor arrays as to produce an estimate of a single spatial spectrum. Formulated in this way, the time of the measurements does not play any role, i.e., the spectrum may either be considered to be a stationary estimate, or to correspond to a snapshot in time. In contrast to this, one may also consider a scenario in which a single sensor array is used to observe the evolution of a signal over time. Specifically, assume that estimates of the array covariance matrix are obtained at $T + 1$ time instances corresponding to the nominal times $t = 0, 1, \ldots, T$, giving rise to the sequence $\{R_t\}_{t=0}^{T}$. Having access to an estimate of the sequence $\{R_t\}_{t=0}^{T}$, one may naturally proceed to estimate a corresponding sequence of spectra, $\{\Phi_t\}_{t=0}^{T}$, by considering each covariance matrix $R_t$ in isolation, thereby arriving at $T + 1$ separate estimation problems. However, this approach ignores the quite reasonable assumption that the signal sources move continuously and hence, spatial spectra spaced closely in time should be similar. Arguably, using OMT in order to quantify similarity is a reasonable choice, as this divergence is directly related to proximity on the underlying space, distinguishing it from $L_2$-norms that lack this property. It should also be stressed that the OMT formulation does not require any a priori knowledge of the number of signal sources, or the transmitted signal waveforms. Also, as was shown in [24], OMT formulations provide a powerful tool for finding smooth spectral trajectories interpolating noisy measurements. This tracking problem may be formulated as

$$
\begin{align*}
\text{minimize} & \quad \sum_{t=1}^{T} S_t(\Phi_{t-1}, \Phi_t) + \gamma_t \| \Delta_t \|_F^2 \\
\text{subject to} & \quad \Gamma_t(\Phi_t) = R_t + \Delta_t, \quad t = 0, \ldots, T,
\end{align*}
$$

(26)

i.e., the sequence $\{\Phi_t\}_{t=0}^{T}$ minimizes a sequential OMT distance, while interpolating the (de-noised) measurement sequence $\{R_t\}_{t=0}^{T}$. It may here be noted that the OMT distance, $S_t$, is indexed by $t$, as to express that the underlying cost of transport may be time-varying. Correspondingly, a multi-marginal formulation may be obtained by considering a cost function $\mathcal{C}$ such that

$$
\mathcal{C}(x) = \sum_{t=1}^{T} c_t(x_{t-1}, x_t),
$$

(27)

\footnote{We present a formulation for handling multi-array cases in the next section.}
with the index $t$ expressing time-dependence, yielding

$$\begin{align*}
\operatorname{minimize} & \quad \int_{\mathcal{X}} \mathbf{M}(x) \left( \sum_{t=1}^{T} c_t(x_{t-1}, x_t) \right) dx + \sum_{t=0}^{T} \gamma_t \| \Delta_t \|^2_F \\
\text{subject to} & \quad \Gamma_t(\mathcal{P}(\mathbf{M})) = R_t + \Delta_t \quad \text{for} \ t = 0, \ldots, T.
\end{align*}$$

(28)

Here, the estimated spectral sequence is given by the marginals of $\mathbf{M}$, i.e., $\Phi_t = \mathcal{P}_t(\mathbf{M})$, for $t = 0, 1, \ldots, T$. It is worth noting that the cost function $\mathcal{C}$ penalizes transport between consecutive marginals, i.e., between pairs corresponding to indices $(t-1, t)$, for $t = 1, \ldots, T$. When used in (28), this implies that the underlying spatial spectrum is not expected to change rapidly over time. Further, this formulation allows for exploiting assumptions of an underlying dynamic model, expressed in $c_t$ in (27), as detailed in Section 4.2. Specifically, let the space on which the spatial spectra are defined be denoted $\mathcal{Y}$, and let $\mathcal{X}$ correspond to a larger space, allowing for expressing the system's dynamics. For example, in physically realistic applications, it is reasonable to assume that not only the movement speed of signal sources is finite, but also the acceleration. In this setting, one may, e.g., let the space $\mathcal{X}$ detail all pairs of location and velocity, whereas the measurement space $\mathcal{Y}$ only details feasible locations (see also Example 1 below). In general, if the system description in (16) is used, with the observed state corresponding to the spatial spectrum, one may extend the operators $\Gamma_t$ to also include the push-forward operation, as detailed in (17). Here, the system dynamics are encoded into the tracking problem (28) by choosing $c_t$ as the quadratic cost in (14), as defined by the state space equation in (12). The sequence of spatial spectra may then be obtained as $\Phi_t = \Phi(t) \mathcal{P}_t(\mathbf{M})$. We will in Section 8 examine the implications of using a dynamical model as opposed to a static one when performing OMT-based spectral tracking.

Example 1. Consider a DoA estimation scenario in $\mathbb{R}^2$, in which a sequence of array covariance matrices is available, where one in addition to the direction of arrival, $\theta \in [-\pi, \pi]$ aims to model also the velocity of the targets, in order to enforce smooth trajectories. Letting $v(t) \in \mathbb{R}$ denote the angular speed, i.e., $\dot{\theta}(t) = v(t)$, one may thus select $\mathcal{Y} = [-\pi, \pi]$ and $\mathcal{X} = [-\pi, \pi] \times \mathbb{R}$. In order to impose the assumption of smooth trajectories, one may then enforce finite acceleration by, in the state space representation in (16), using the matrices

$$A = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 0 & 1 \end{bmatrix}^T, \quad F = \begin{bmatrix} 1 & 0 \end{bmatrix}.$$

It may be noted that the pair $(A, B)$ enforces that the angular position can only be influenced through its angular velocity, i.e., through acceleration, whereas the matrix $F$ expresses the fact that only the angular position is manifested in the array covariance matrix. The corresponding relation between spectra on $\mathcal{X}$ and $\mathcal{Y}$, denoted $\Phi^X_t$ and $\Phi^Y_t$, respectively, may then be expressed as

$$\Phi^Y_t(\theta) = (F \Phi^X_t)(\theta) = \int_{\mathbb{R}} \Phi^X_t(\theta, v) dv,$$

for $\theta \in [0, 2\pi)$. The cost function $c$ implied by the LQ control signal $u$ is then given by (see, e.g., (19))

$$c(x_0, x_1) = (x_1 - \expm(A)x_0)^T W(1, 0)^{-1} (x_1 - \expm(A)x_0)$$

with

$$\expm(A(t - \tau)) = \begin{bmatrix} 1 & t - \tau \\ 0 & 1 \end{bmatrix}, \quad W(1, 0) = \begin{bmatrix} 1/3 & 1/2 \\ 1/2 & 1 \end{bmatrix}.$$

\[ \square \]

5.3. Combining tracking and barycenters

In addition to the problems described in Sections 5.1 and 5.2, i.e., that of sensor fusion and spectral tracking, respectively, one may consider a combination of the two, i.e., the tracking of a spectral barycenter over time. This then allows for addressing issues of resolving spatial ambiguities, as well as promoting smooth spectral trajectories over time as to, e.g., induce robustness to noisy measurements. Therefore, consider $J$
sensor arrays observing a signal during $T + 1$ time instances, giving rise to a set of covariance matrices $R_t^{(j)}$, for $j = 1, \ldots, J$ and $t = 0, \ldots, T$, where the subscript indicates time, and the superscript corresponds to the array index. Thus, we seek to estimate a sequence of spectral barycenters, $\{\Phi_t\}_{t=0}^T$, given covariance matrix estimates $R_t^{(j)}$, for $t = 0, 1, \ldots, T$ and $j = 1, 2, \ldots, J$. In order to formulate the barycenter tracking problem, one may consider two separate types of transport costs: $S_t$ detailing the OMT distance between consecutive barycenters, and $\tilde{S}$ describing the distances between barycenters and spectra consistent with the array measurements. For example, the distance $S_t$ may reflect underlying dynamics, e.g., expected movement, thereby allowing for incorporating assumptions of the time evolution of the spectrum. In contrast, $\tilde{S}$ may correspond to a static OMT problem, corresponding to the assumption that the array covariance matrices are generated by the same spectrum. Practically, this may be implemented by using different costs of transport, $c$, for $S_t$ and $\tilde{S}$. Correspondingly, one may let the barycenter spectra be elements of $M_+(\mathcal{X})$, where the space $\mathcal{X}$ may detail the system dynamics, whereas the consistent spectra are elements of $M_+(\mathcal{Y})$, where $\mathcal{Y}$ is the measurement space. With this, the barycenter tracking problem may be formulated as

$$\begin{align*}
\text{minimize} & \quad \sum_{t=1}^T S_t(\Phi_{t-1}, \Phi_t) + \alpha \sum_{t=0}^T \sum_{j=1}^J \left( \tilde{S}\left(\Phi_t^{(j)}, F(t) \# \Phi_t \right) + \gamma_j \left\| \Delta_t^{(j)} \right\|^2_F \right) \\
\text{subject to} & \quad \Gamma^{(j)}(\Phi_t^{(j)}) = R_t^{(j)} + \Delta_t^{(j)}, \quad \text{for } t = 0, \ldots, T \text{ and } j = 1, \ldots, J,
\end{align*}$$

(29)

where $\alpha > 0$ is a user-specified constant allowing for deciding a trade-off between the smoothness of the tracking and the distance between a barycenter $\Phi_t$ and its corresponding consistent spectra $\Phi_t^{(j)}$, for $t = 0, 1, \ldots, T$ and $j = 1, 2, \ldots, J$. It may here be noted the latter distance is stated in terms of the push-forward of the barycenter spectrum, thereby allowing for some states to be measured (e.g., position) whereas others are not (e.g., velocity). Also, the operators $\Gamma^{(j)}$ are indexed by $j$, reflecting differences in geometry and location between the different arrays. In order to arrive at a multi-marginal formulation on the form (21), one may define the cost function $C$ as

$$C(x) = \sum_{t=1}^T c_t(x_{t-1,0}, x_{t,0}) + \alpha \sum_{t=0}^T \sum_{j=1}^J \hat{c}(x_{t0}, x_{tj})$$

(30)

where $x \in \mathcal{X}^J = \mathcal{X} \times \mathcal{X} \times \ldots \times \mathcal{X}$, which is the direct product of $T + 1$ instances of $\mathcal{X}$, each corresponding to a barycenter problem at one time point. That is, this space is a product of the form $\mathcal{X} = \mathcal{X} \times \mathcal{Y} \times \ldots \times \mathcal{Y}$, with one instance of $\mathcal{X}$ and $J$ instances of $\mathcal{Y}$. Here, $x = (x_{00}, x_{11}, \ldots, x_{TJ})$, where $x_t = (x_{t0}, x_{t1}, \ldots, x_{tJ})$.

With this setup, one may formulate the multi-marginal problem as

$$\begin{align*}
\text{minimize} & \quad \int_{\mathcal{X}^J} M(x)C(x)dx + \alpha \sum_{t=0}^T \sum_{j=1}^J \gamma_t \left\| \Delta_t^{(j)} \right\|^2_F \\
\text{subject to} & \quad \Gamma^{(j)}(\mathcal{P}_{tj}(M)) = R_t^{(j)} + \Delta_t^{(j)}, \quad \text{for } t = 0, \ldots, T \text{ and } j = 1, \ldots, J.
\end{align*}$$

(31)

Here, the operator $\mathcal{P}_{tj}$ projects onto the marginal $(t, j)$ of $M$ in direct analogy with (19), which for each time $t$ correspond to a spectrum consistent with the measurements of array $j$, for $j = 1, 2, \ldots, J$. The corresponding sequence of barycenters may then be constructed as $\Phi_t = \mathcal{P}_{t0}(M)$, for $t = 0, 1, \ldots, T$. It may be noted that the problem in (31), through the use of the cost function in (30), is a direct hybrid of the sensor fusion and the tracking problems from Sections 5.1 and 5.2.

Having shown that the multi-marginal OMT problem with partial information in (21) may be used to formulate these spectral estimators, we proceed to present the main results of this work, i.e., how to construct discrete approximations of (21) that allow for computationally efficient solvers. Illustrative numerical examples of the behavior of (21) in spatial spectral estimation scenarios are then provided in Section 8.
6. Entropy regularization for structured multimarginal OMT problems

The multi-marginal OMT problem with partial information in (21) is an infinite-dimensional problem, as the multi-marginal transport plan $M$ is an element of the function space $M_+(X)$. Fortunately, one may in practical implementations approximate (21) by a discrete counterpart. In this section, we present the necessary building blocks for deriving a computationally efficient solution algorithm for such a problem. Starting by describing discretization of OMT problems with full information, i.e., problems of the form (10), followed by multi-marginal generalizations, we show that the critical component of the resulting practical algorithm is the possibility to efficiently compute the projections in (19). Section 7 then presents an algorithm for solving the discrete counterpart of (21).

6.1. Sinkhorn iterations for the bi-marginal optimal mass transport problem

In order to discretize the OMT problem in (10), one may construct a grid consisting of $n$ grid points $X = \{x_1, x_2, \ldots, x_n\}$ on the support of the marginals. This allows for representing the cost function $c$ on $X$ by a matrix $C \in \mathbb{R}^{n \times n}$, where the element $c_{ij} = c(x_i, x_j)$ denotes the cost of transporting a unit mass from point $x_i$ to $x_j$. Correspondingly, the transport plan may be represented by a matrix $M \in \mathbb{R}^{n \times n}_+$, whose elements $m_{ij}$ denote the amount of mass that is transported from $x_i$ to $x_j$. The Kantorovich optimal mass transport problem in discretized form then reads

$$\begin{align*}
\minimize_{M \in \mathbb{R}^{n \times n}_+} & \, \text{tr}(C^T M) \\
\text{subject to} & \, \Phi_0 = M 1 \\
& \, \Phi_1 = M^T 1,
\end{align*}$$

(32)

where $\text{tr}(\cdot)$ denotes the trace operation, and where $1 \in \mathbb{R}^n$ is a vector of all ones. It may be noted that the two marginal distributions are represented by $\Phi_0, \Phi_1 \in \mathbb{R}_+^n$. Here, in direct correspondence with (10), the objective function $\text{tr}(C^T M) = \sum_{i,j} c_{ij} m_{ij}$ gives the total cost of transport as implied by $M$, whereas the marginal constraints translate to the requirement that the row and column sums of $M$ equal $\Phi_0$ and $\Phi_1$, respectively. Although (32) is a linear program, finding an optimal transport plan can be computationally cumbersome due to the large number of variables. In particular, a grid of size $n$ yields an OMT problem with $n^2$ variables. It may be noted that standard linear programming methods require $O(n^3 \log(n))$ operations to find the optimum for such a problem [49], proving infeasible even for moderate grid sizes.

One way to bypass the expensive computations inherent in finding the exact transport plan is to regularize the OMT problem, yielding an approximation of (32). To this end, it was first suggested in [18] to introduce an entropy term to the objective function. In this setting, the problem in (32) is modified to

$$\begin{align*}
\minimize_{M \in \mathbb{R}^{n \times n}_+} & \, \text{tr}(C^T M) + \epsilon D(M) \\
\text{subject to} & \, \Phi_0 = M 1 \\
& \, \Phi_1 = M^T 1,
\end{align*}$$

(33)

where

$$D(M) \doteq \sum_{i,j=1}^n (m_{ij} \log(m_{ij}) - m_{ij} + 1)$$

is an entropy term and $\epsilon > 0$ a small constant. The entropy regularized OMT problem is related to the Schrödinger bridge problem, which studies the most likely evolution of a particle cloud observed at two different time instances [48, 15]. Note that due to the entropy term, the optimal transport plan $M$ to problem (33) always has full support, whereas the solution to (32) may be sparse. However, in contrast to (32), the regularized problem (33) is strictly convex and thus always guarantees a unique solution. Further, it can be shown that, as $\epsilon \rightarrow 0$, the solution of (33) converges to the solution of (32) with maximal entropy [18]. More importantly, though, the formulation in (33) allows for deriving an efficient method to find the (approximate) optimal transport plan $M$, as it implies a low-dimensional representation requiring only $2n$ variables instead of the original $n^2$ variables. Specifically, the regularized problem allows for expressing the
solution $M$ through diagonal scaling of an $n \times n$ constant matrix. To see this, consider the Lagrange function of (33) with dual variables $\lambda_0, \lambda_1 \in \mathbb{R}^n$, i.e.,

$$L(M, \lambda_0, \lambda_1) = \text{tr} (C^T M) + \epsilon D(M) + \lambda_0^T (\Phi_0 - M) + \lambda_1^T (\Phi_1 - M^T 1).$$

For fixed dual variables, the minimum of $L$ with respect to $M$ is attained when the gradient with respect to the matrix entries $m_{ij}$ vanishes, i.e.,

$$0 = \frac{\partial L}{\partial m_{ij}} = c_{ij} + \epsilon \log(m_{ij}) - (\lambda_0)_i - (\lambda_1)_j,$$

implying that

$$m_{ij} = e^{(\lambda_0)_i/\epsilon} e^{-c_{ij}/\epsilon} e^{(\lambda_1)_j/\epsilon}.$$

Hence, the solution is of the form

$$M = \text{diag}(u_0)K\text{diag}(u_1),$$

where $K = \exp(-C/\epsilon)$, $u_0 = \exp(\lambda_0/\epsilon)$, $u_1 = \exp(\lambda_1/\epsilon)$, and where $\exp(\cdot)$ denotes element-wise application of the exponential function. Then, as the matrix $K$ has strictly positive elements, it follows from Sinkhorn’s theorem [59] that there is a unique matrix $M$ on the form (34) with prescribed strictly positive row and column sums $\Phi_0$ and $\Phi_1$. Moreover, the two positive vectors $u_0$ and $u_1$ are unique up to multiplication with a scalar and may be found via Sinkhorn iterations, i.e., by iteratively updating $u_0$ and $u_1$ as to satisfy the marginal constraints. Specifically, the Sinkhorn iterations (Algorithm 1) are given by [18]

$$u_0 = \Phi_0/\text{(Ku}_1)$$

$$u_1 = \Phi_1/\text{(K}^T\text{u}_0),$$

where ./ denotes element-wise division. These iterations converge linearly [41], with the computational bottleneck of the scheme being the two matrix-vector multiplications. The Sinkhorn iterations thus provide an efficient technique for finding approximate solutions to OMT problems. Parallels between the Sinkhorn iteration scheme and established algorithms for convex optimization problems have been explored in several works. For instance, it has been shown that Sinkhorn iterations correspond to iterative Bregman projections [9], and they have been derived as a block-coordinate ascent in the dual formulation of (33) [36]. In this work, we utilize the latter result in Section 7 in order to develop new Sinkhorn-type schemes for OMT problems with partial information of the marginals.

Algorithm 1 Sinkhorn method for the optimal mass transport problem [18].

Given: Initial guess $u_t$, for $t = 0, 1$

while Sinkhorn not converged do

$u_0 \leftarrow \Phi_0/(Ku_1)$

$u_1 \leftarrow \Phi_1/(K^T u_0)$

end while

return $M \leftarrow \text{diag}(u_0)K\text{diag}(u_1)$

6.2. Sinkhorn iterations for the multimarginal optimal mass transport problem

Consider a discretized and entropy regularized formulation of the multi-marginal OMT problem in (20), i.e., a direct multi-marginal generalization of (32). The discretized marginals are then represented by vectors $\Phi_t \in \mathbb{R}^n$ for $t = 0, \ldots, T$, with $T \geq 1$. In the multi-marginal setting, the mass transport plan and cost function are described by $(T + 1)$-dimensional tensors $M, C \in \mathbb{R}^{nT+1}$. For ease of notation, we will herein assume that all marginals are discretized using the same number of points. However, this, as well as all presented results, generalizes straightforwardly to the case when the number of discretization points differ among the marginals. As a discrete analog to the projection in [19], let $P_t : \mathbb{R}^{nT+1} \rightarrow \mathbb{R}^n$ be the projection
the result here: given an initial set of positive vectors $u$, scheme similar to (35), as presented in [9] for multi-marginal OMT problems. For completeness, we state

$$T \geq$$

where

$$(\text{Algorithm 2})$$

is to iteratively update according to

$$M_{i_0,\ldots,i_{t-1}} = M_{i_0,\ldots,i_{t-1}} + \epsilon \frac{1}{\epsilon} \log \left( \frac{M_{i_0,\ldots,i_{t-1}}}{M_{i_0,\ldots,i_{t-1}} + 1} \right).$$

With this, the discretized and entropy regularized multi-marginal OMT problem is given by

$$\minimize_{M \in \mathbb{R}^{n+1}} \langle C, M \rangle + \epsilon D(M)$$

subject to $P_t(M) = \Phi_t, \ t = 0,\ldots,T,$

where $(C, M) \triangleq \sum_{i_0,\ldots,i_T} M_{i_0,\ldots,i_T} C_{i_0,\ldots,i_T},$ and where $\epsilon > 0$ is a regularization parameter, with the definition of the entropy term being generalized to tensors as

$$D(M) \triangleq \sum_{i_0,\ldots,i_T} \left( M_{i_0,\ldots,i_T} \log (M_{i_0,\ldots,i_T}) - M_{i_0,\ldots,i_T} + 1 \right).$$

In direct analog to the bi-marginal case, by considering the Lagrangian relaxation (36), one finds that the transport tensor may be represented by "diagonal" scaling of a constant tensor. Specifically, one may write $M = K \odot U$ for the two tensors $K, U \in \mathbb{R}^{n+1}$, given by $K = \exp(-C/\epsilon)$ and

$$U = (u_0 \otimes u_1 \otimes \cdots \otimes u_T), \quad \iff U_{i_0,\ldots,i_T} = \prod_{t=0}^{T} (u_t)_{i_t},$$

for a set of vectors $u_0,\ldots,u_T \in \mathbb{R}^n$. It may be noted that this representation for the mass transfer tensor $M$ is a direct generalization of the representation in the standard OMT theory. That is, in the bi-marginal case we have that $M, K,$ and $U = u_0 \cdot u_T^T$ are matrices, and

$$M = K \odot U = K \odot (u_0 \cdot u_T^T) = \text{diag}(u_0)K\text{diag}(u_1),$$

as in (34). Thus, the problem in (36) may be reduced to finding $T+1$ scaling vectors in $\mathbb{R}^n$ instead of directly optimizing over the complete mass tensor $M \in \mathbb{R}^{n+1}$. Interestingly, the scaling vectors $u_0,\ldots,u_T$ are unique up to a scalar for any $T \geq 1$ [26]. Furthermore, they may be determined via a Sinkhorn iteration scheme similar to (35), as presented in [9] for multi-marginal OMT problems. For completeness, we state the result here: given an initial set of positive vectors $u_t \in \mathbb{R}^n$, for $t = 0,\ldots,T+1$, the Sinkhorn method (Algorithm 2) is to iteratively update according to

$$u_t \leftarrow u_t \odot \Phi_t / P_t(K \odot U), \quad t = 0,\ldots,T.$$  

(37)

It may be noted that also this scheme reduces to the standard Sinkhorn iterations (35) for the case $T = 1$, i.e., a bi-marginal problem. In [9], these iterations were derived based on projections using the Kullback-Leibler divergence as a distance measure. In contrast, we here derive them as a block-coordinate ascent in a Lagrange dual of (30), extending the results for the bi-marginal problem presented in [36]. These results are presented in Section 7 for the more general setting where only partial information of the marginals $\Phi_t$ is available for $t = 0,1,\ldots,T$, which the problem with full information in [36] is a special case of.

6.3. Efficient computation for decoupling cost functions

In many applications, the size of the mass transport tensor $M$, and thus of the auxiliary tensors $K$ and $U$, may be too large to manipulate directly. It is thus crucial to utilize additional structures in the
Algorithm 2 Sinkhorn method for the multimarginal optimal mass transport problem \[9\].

Given: Initial guess \( u_t > 0 \), for \( t = 0, \ldots, T \); starting point \( t \)

\[
\text{while Sinkhorn not converged do}
\]

\[ u_t \leftarrow u_t \circ \Phi_t / P_t(K \circ U), \]

\[ t \leftarrow t + 1 \pmod{T + 1} \]

\text{end while}

return \( M = K \circ U \)

The same holds for the multiplication of \( P \) that may be exploited in order to dramatically increase the efficiency of computing \( P \). However, in some cases, the choice of cost function, \( c \), induces structure in the tensor \( K \) that may be exploited in order to dramatically increase the efficiency of computing \( P_t(K \circ U) \). Here, we will consider cases relevant for the applications presented in Section 5. In fact, for these cases, the computation of \( P_t(K \circ U) \) may be performed by sequences of matrix-vector multiplications of the form \( Ku \), where \( K \) is a matrix and \( u \) is a vector, as detailed in the propositions in the following sections. The proofs of the propositions may be found in Appendix A.

6.3.1. Sequentially decoupling cost function

Consider problems on the form (20) where the cost function \( C : X \times X \rightarrow \mathbb{R} \) decouples sequentially according to (27), which as detailed in Section 5.2 may be utilized in order to model sequential tracking over time. The following proposition shows how this special case allows for efficient computations of the projections \( P_t(K \circ U) \) and \( P_{t_1,t_2}(K \circ U) \) in the discrete OMT problem.

**Proposition 1.** Let the elements of the cost tensor \( C \) in (36) be of the form

\[
C_{i_0, \ldots, i_T} = \sum_{t=1}^{T} C_{i_{t-1}, i_t},
\]

for a cost matrix \( C \in \mathbb{R}^{n \times n} \), and let \( K = \exp(-C/\epsilon) \), \( K = \exp(-C/\epsilon) \), and \( U = (u_0 \otimes u_1 \otimes \cdots \otimes u_T) \). Then, for \( 0 \leq t \leq T \),

\[
P_t(K \circ U) = \left( u_T^T K \text{diag}(u_1) K \cdots K \text{diag}(u_t) K \right)^T \otimes u_t \circ (K \text{diag}(u_{t+1}) K \cdots K \text{diag}(u_{T-1}) K u_T)
\]

and, for \( 0 \leq t_1 < t_2 \leq T \),

\[
P_{t_1,t_2}(K \circ U) = \text{diag} \left( u_T^T K \text{diag}(u_1) K \cdots K \text{diag}(u_{t_1-1}) K \right)
\]
\[
\quad \circ \text{diag}(u_{t_1}) K \text{diag}(u_{t_1+1}) K \cdots K \text{diag}(u_{t_2-1}) K \text{diag}(u_{t_2})
\]
\[
\quad \circ \text{diag}(K \text{diag}(u_{t_2+1}) K \cdots K \text{diag}(u_{T-1}) K u_T).
\]

**Proof.** See Appendix A.

It is worth noting that the computation of \( P_t(K \circ U) \) requires only \( T \) matrix-vector multiplications of the form \( Ku_t \), i.e., \( \mathcal{O}(Tn^2) \) operations, whereas the complexity for a brute-force approach is \( \mathcal{O}(n^{T+1}) \) operations. The same holds for the multiplication of \( P_{t_1,t_2}(K \circ U) \) with a vector. Furthermore, if the domains of the marginals have cost functions that decouple then the efficiency of the matrix vector computations can be improved even further, as described in the following remark.

**Remark 1.** In many multidimensional problems, the domain \( X \) can be represented as a direct product \( X = X_1 \times X_2 \times \cdots \times X_N \), with \( |X_i| = n_i \). If, in addition, the cost decouples in the same way, i.e., for two points \( x_0 = \left( x_0^{(1)}, x_0^{(2)}, \ldots, x_0^{(N)} \right) \in X \) and \( x_1 = \left( x_1^{(1)}, x_1^{(2)}, \ldots, x_1^{(N)} \right) \in X \),

\[
c(x_0, x_1) = \sum_{i=1}^{N} c_i \left( x_0^{(i)}, x_1^{(i)} \right)
\]
where \( c_i : X_i \times X_i \rightarrow \mathbb{R} \) is a cost function in the \( i \)-th dimension, for \( i = 1, \ldots, N \), then the matrix \( K = \exp(-C/\epsilon) \in \mathbb{R}^{n \times n} \), where \( n = \prod_{i=1}^{N} n_i \), can be decoupled as a tensor product \( K = K_1 \otimes K_2 \otimes \cdots \otimes K_N \). Multiplications with \( K \) can then be done one dimension at a time. Practically, this can be efficiently implemented using specialized tensor toolboxes, e.g., with the command `tmprod` of the Matlab toolbox Tensorlab [63]. Thus, the multiplication \( Ku \) requires only \( O(n \sum_i n_i) \) operations instead of \( O(n^2) \) which is required when using standard multiplication. From a memory perspective, this is also important since \( K \) does not need to be computed and stored. In particular, this holds for a regular rectangular grid in \( \mathbb{R}^N \) with cost function \( c(x, y) = \|x - y\|_p^p \), for some \( p \geq 1 \), which is the typical setup for the Wasserstein metric.

**Remark 2.** Note that with a sequential cost as in Proposition 1, the multi-marginal OMT problem (37) may be separated into optimization problems containing only two marginals each:

\[
T(\Phi_{t-1}, \Phi_t), \quad t = 1, \ldots, T.
\]

### 6.3.2. Centrally decoupling cost function

In order to model the barycenter formulation of OMT, Section 5.1 presented the use of centrally decoupling cost functions \( C \) according to [24], as to model transport between a common barycenter and several marginal distributions. The following proposition describes the projection computations for this case.

**Proposition 2.** Let the elements of the cost tensor \( C \) in (36) be of the form

\[
C_{i_0, \ldots, i_J} = \sum_{j=1}^{J} C_{i_0, i_j},
\]

for a cost matrix \( C \in \mathbb{R}^{n \times n} \), and let \( K = \exp(-C/\epsilon) \), \( K = \exp(-C/\epsilon) \), and \( U = (u_0 \otimes u_1 \otimes \cdots \otimes u_T) \). Then,

\[
P_0(K \odot U) = u_0 \odot \bigotimes_{\ell=1}^{J} (Ku_\ell), \tag{39}
\]

\[
P_j(K \odot U) = u_j \odot K^T \left( u_0 \odot \bigotimes_{\ell=1, \ell \neq j}^{J} (Ku_\ell) \right) \quad \text{for } j = 1, \ldots, J. \tag{40}
\]

For \( j, j_1, j_2 = 1, \ldots, J \), and \( j_1 \neq j_2 \), the pair-wise projections are given by

\[
P_{0,j_2}(K \odot U) = \text{diag} \left( u_0 \odot \bigotimes_{\ell=1, \ell \neq j_2}^{J} (Ku_\ell) \right) K \text{diag}(u_{j_2}), \tag{41}
\]

\[
P_{j_1,j_2}(K \odot U) = \text{diag}(u_{j_1})K^T \text{diag} \left( u_0 \odot \bigotimes_{\ell=1, \ell \neq j_1, j_2}^{J} (Ku_\ell) \right) K \text{diag}(u_{j_2}). \tag{42}
\]

**Proof.** See Appendix [A] \( \square \)

### 6.3.3. Sequential and central decoupling

Consider a cost function \( C \) being a combination of sequentially and centrally decoupling costs, according to (30), which in Section 5.3 was applied to modeling tracking of barycenters over time. For this case, the following proposition holds.

**Proposition 3.** Let the elements of the cost tensor \( C \) in (36) be of the form

\[
C_{(i(\ell), j(\ell)) \in \Lambda} = \sum_{t=1}^{T} C_{i(t-1,0), i(t,0)} + \sum_{t=1}^{T} \sum_{j=1}^{J} \tilde{C}_{i(t,0), i(t,0)},
\]
for cost matrices $C \in \mathbb{R}^{n \times n}$ and $\tilde{C} \in \mathbb{R}^{n \times n}$, and define $\Lambda = \{(t,j) \mid t \in \{0, 1, \ldots, T\}, j \in \{0, 1, \ldots, J\}\}$. Furthermore, let $K = \exp(-C/\epsilon)$, $\tilde{K} = \exp(-\tilde{C}/\epsilon)$, and let $U = \otimes_{(t,j) \in \Lambda} u_{(t,j)}$. Then, for the central marginals, corresponding to $(t,j)$ such that $j = 0$,

\[
P_{(t,0)}(K \otimes U) = \left( p_0^T K \text{diag}(p_1) K \ldots \text{diag}(p_{t-1}) K \right)^T \odot p_t \odot \left( K \text{diag}(p_{t+1}) \ldots K \text{diag}(p_{T-1}) K p_T \right),
\]

where $p_t = u_{(t,0)} \odot \bigotimes_{j=1}^J \tilde{K} u_{(t,j)}$. Furthermore, for the non-central marginals, i.e., $(t,j)$ with $j = 1, 2, \ldots, J$, it holds that

\[
P_{(t,j)}(K \otimes U) = \left( p_0^T K \text{diag}(p_1) K \ldots K \text{diag}(p_{t-1}) K \right)^T \odot \left( p_t / (K u_{(t,j)}) \right) \odot \left( K \text{diag}(p_{t+1}) \ldots K \text{diag}(p_{T-1}) K p_T \right).
\]

Proof. See Appendix A. \qed

**Remark 3.** The pairwise projections for index pairs $(t_1,0)$ and $(t_2,0)$, i.e., indices corresponding to the central marginals, may be computed analogously to Proposition 4. That is,

\[
P_{(t_1,0),(t_2,0)}(K \otimes U) = \text{diag} \left( p_0^T K \text{diag}(p_1) K \ldots K \text{diag}(p_{t_1-1}) K \right) \odot \left( p_{t_1} / (u_{(t_0,0)} \odot \tilde{K} u_{(t,j)}) \right) \odot \left( K \text{diag}(p_{t_1+1}) \ldots K \text{diag}(p_{T-1}) K p_T \right).
\]

In case the index pairs are $(t,j_1)$ and $(t,j_2)$, i.e., when the indices correspond to the same central marginal, the pairwise projections can be computed similarly to Proposition 4. Specifically, the bi-marginal projection for a central marginal and a non-central marginal corresponding to the same time $t$ is given by

\[
P_{(t,0),(t,j)} = \text{diag}(u_{(t,0)}) \text{diag} \left( \left( K \right)^T \left( p_0^T K \text{diag}(p_1) K \ldots K \text{diag}(p_{t-1}) K \right)^T \odot \left( p_t / (u_{(t,0)} \odot \tilde{K} u_{(t,j)}) \right) \odot \left( K \text{diag}(p_{t+1}) \ldots K \text{diag}(p_{T-1}) K p_T \right) \right) \tilde{K} \text{diag}(u_{(t,j)}).
\]

whereas the bi-marginal projection for two non-central marginals corresponding to the same time $t$ may be expressed as

\[
P_{(t,j_1),(t,j_2)} = \text{diag}(u_{(t,j_1)}) \tilde{K}^T \text{diag} \left( \left( p_0^T K \text{diag}(p_1) K \ldots K \text{diag}(p_{t-1}) K \right)^T \odot \left( p_t / (\tilde{K} u_{(t,j_1)} \odot \tilde{K} u_{(t,j_2)}) \right) \odot \left( K \text{diag}(p_{t+1}) \ldots K \text{diag}(p_{T-1}) K p_T \right) \right) \tilde{K} \text{diag}(u_{(t,j_2)}).
\]

For arbitrary index pairs $(t,j)$, expressions for the pairwise projections may be derived in a similar way.

### 7. Solving OMT problems with partial information of marginals

In this section, we derive an efficient algorithm for solving discrete OMT problems where only partial information of the marginals are available, i.e., formulating discrete approximations of the problem in [21]. In this setting, one does not have access to the marginal vectors $\Phi_t \in \mathbb{R}^n$ directly, but instead have measurements of the form $r = G \Phi$, where $r \in \mathbb{R}^m$, with $m < n$, is a vector of available information, and where $G \in \mathbb{R}^{m \times n}$ represents a mapping from the full state information to the partial information. For example, $G$ may represent a discretization of the push-forward operator $F_\#$ in the case of an OMT problem with dynamics detailed by [16], or of the operator $\Gamma$, mapping spectra to covariance matrices. Correspondingly, $r$ may be a discretization of the push-forward measure, or the (vectorized) covariance matrix, respectively. Note that all quantities in this section are assumed to be real-valued. As the considered covariance matrices $R$ are, in
general, complex-valued, we arrive at the equivalent real-valued problems by constructing the corresponding information vectors \( r \) as

\[
    r = \begin{bmatrix} \Re \left( \text{vec}(R) \right)^T \\ \Im \left( \text{vec}(R) \right)^T \end{bmatrix}^T,
\]

where \( \Re(\cdot) \) and \( \Im(\cdot) \) denote the real and imaginary parts, respectively. The discretizations of the operators \( \Gamma \), i.e., \( G \), are then structured as to be consistent with this construction. It should be noted that the solution algorithm presented in this section coincides with the multi-marginal Sinkhorn iterations in [37] for the special case of full information (corresponding to letting \( G \) be the identity operator) and noiseless observations of the distribution marginals (\( \gamma_t = \infty \)).

### 7.1. Entropy regularized multi-marginal OMT with partial information of marginals

Consider a multi-marginal OMT problem, in which only partial, as well as noisy, information of the marginals is available, as detailed in [21]. A direct discretization of this problem, with added entropy regularization, may be expressed as

\[
    \begin{align*}
    \text{minimize}_{M, \Delta_t} & \quad \langle C, M \rangle + \epsilon D(M) + \sum_t \gamma_t \| \Delta_t \|_2^2 \\
    \text{subject to} & \quad G_t P_t(M) = r_t + \Delta_t \quad \text{for } t = 0, \ldots, T,
    \end{align*}
\]

where \( G_t \in \mathbb{R}^{m_t \times n} \) is a mapping from the full state information to the partial information \( r_t \in \mathbb{R}^{m_t} \), as described above. Also, to allow for noisy measurements \( r_t \), the problem is augmented by perturbation vectors \( \Delta_t \in \mathbb{R}^{m_t} \) by direct analog to the matrix perturbations of [21], which are penalized by the squared \( \ell_2 \)-norm scaled by the penalty parameters \( \gamma_t > 0 \). It may be noted that due to the presence of the entropy term, \( D \), the problem in (46) is strictly convex. Also, for finite \( \gamma_t \), a solution always exists due to the introduction of the perturbation vectors \( \Delta_t \). Altogether, this implies that for any \( \epsilon > 0 \) and \( \gamma \), the optimization problem (46) has a unique solution. The following proposition characterizes the solution \( M \) in terms of the variables of the Lagrange dual problem, yielding the dual formulation.

**Proposition 4.** The optimal solution to (46) may be expressed as \( M = K \odot U \), for two tensors \( K, U \in \mathbb{R}^{n_T + 1} \), given by \( K = \exp(-C/\epsilon) \), and

\[
    U = u_0 \odot u_1 \odot \cdots \odot u_T, \quad \iff \quad U_{i_0, \ldots, i_T} = \prod_{t=0}^T (u_t)_{i_t},
\]

where the vectors \( u_t \) are given by \( u_t = \exp(G_t^T \lambda_t/\epsilon) \) for \( t = 0, \ldots, T \), with \( \lambda_t \in \mathbb{R}^{m_t} \) denoting the Lagrange dual variable corresponding to the constraint on the projection \( P_t(\cdot) \). The optimal perturbation vectors may be expressed as \( \Delta_t = -\frac{1}{\gamma_t} \lambda_t \), for \( t = 0, 1, \ldots, T \). Furthermore, a Lagrange dual of the multi-marginal OMT problem (46) is given by

\[
    \begin{align*}
    \text{maximize}_{\lambda_0, \ldots, \lambda_T} & \quad -\epsilon \langle K, U \rangle - \frac{1}{4\gamma} \sum_{t=0}^T \| \lambda_t \|_2^2 + \sum_{t=0}^T \lambda_t^T r_t, \\
    \text{subject to} & \quad \lambda_t \geq 0, \quad t = 0, \ldots, T.
    \end{align*}
\]

where \( U \) is given by (47) with \( u_t = \exp(G_t^T \lambda_t/\epsilon) \) for \( t = 0, \ldots, T \).

**Proof.** See Appendix A \( \Box \)

With the result from Proposition 4 we are now ready to state the method for solving (46).

**Theorem 1.** Given an initial set of vectors \( \lambda_0, \ldots, \lambda_T \), a block-coordinate ascent method for the dual of the multi-marginal OMT problem (46) is to iteratively, until convergence, iterate the following steps:

- Let

\[
    v_t = P_t(K \odot U)/u_t
\]

where \( U = u_0 \odot u_1 \odot \cdots \odot u_T \) for the vectors \( u_t = \exp(G_t^T \lambda_t/\epsilon) \), \( t = 0, \ldots, T \).
• Update the vector \( \lambda_t \) as the solution to

\[
G_t \left( v_t \odot \exp \left( \frac{G_t^T \lambda_t}{\epsilon} \right) \right) + \frac{\lambda_t}{2\gamma_t} - r_t = 0. \tag{50}
\]

Proof. See Appendix A.

**Remark 4.** It is worth noting that, given the dual optimal variables \( \lambda_t \) for \( t = 0, 1, \ldots, T \), obtained as the limit point of the iterations in Theorem 1, the primal optimal variables may be recovered using Proposition 4.

**Remark 5.** The number of constraints in (46) may be smaller than the number of modes in the mass transfer tensor \( M \). In cases where there are no constraints on the \( t \)-th projection of \( M \), the corresponding dual variable \( \lambda_t \) is set to zero. The method described in Theorem 1 may then be modified by setting \( u_t = 1 \) and only iterating over the smaller set of remaining vectors.

Recall that in the standard Sinkhorn iterations (45) and (47), the scaling factors \( u_t \) are iteratively updated as to satisfy the marginal constraints. The same property holds for the iterations in Theorem 1. Specifically, if \( \lambda_t \) is a solution to (50), then the implied transport plan in that iteration, i.e., \( M = K \odot U \), where \( U = u_0 \odot u_1 \odot \cdots \odot u_T \), with \( u_t = \exp(G_t^T \lambda_t/\epsilon) \), satisfies

\[
G_t P_t(M) = r_t + \Delta_t = r_t - \frac{1}{2\gamma_t} \lambda_t.
\]

In the case of full information and exact matching in a marginal (i.e., \( G_t = I \) and \( \gamma_t = \infty \)), the update (50) in Theorem 1 reduces to the Sinkhorn iterations (Algorithm 2) introduced in Section 6.2, i.e.,

\[
u_t \leftarrow r_t / v_t = u_t \odot r_t / P_t(K \odot U),
\]

whereas in the case with only full information (i.e., \( G_t = I \) and \( 0 < \gamma_t < \infty \)), the update reduces to solving

\[
v_t \odot \exp(\lambda_t/\epsilon) + \lambda_t/(2\gamma_t) - r_t = 0.
\]  

(51)

This equation may be solved element-wise using the Wright omega function (see appendix B in [36]). This allows for computing the proximal operator of the regularized optimal mass transport [36], which is often used in first-order methods for non-smooth optimization. Similar expressions may also be obtained for other penalization terms than the squared \( \ell_2 \)-error, which relates to the entropic proximal operator [17]. Herein, we propose to solve (50) using Newton’s method. Therefore, note that the corresponding Jacobian is given by

\[
\frac{1}{\epsilon} G_t \text{diag}(v_t \odot u_t) G_t^T + \frac{1}{2\gamma_t} I.
\]

The full method for solving (46) is summarized in Algorithm 3. It may be noted that the multi-marginal transport plan \( M \) may for some problems be too large to be stored in the memory. However, when used in modeling applications, one is primarily interested in being able to study projections of \( M \), which, due to the structure of the transport plan, do not require \( M \) to be constructed explicitly, as described in Section 6.3. Also, it may be noted that the marginals of \( M \) are given directly at convergence of Algorithm 3 as \( \Phi_t = u_t \odot v_t \), for \( t = 0, 1, \ldots, T \).

**Remark 6.** Sufficiently close to the optimal solution, the quadratic approximation of the dual objective underlying the Newton method becomes increasingly accurate. The inner Newton method for solving (49) then converges in the first iteration. In the authors’ experience, this is typically achieved within the first few outer Sinkhorn iterations.

The computational bottleneck of Algorithm 3 is the construction of the vectors \( v_t \) in (49), requiring the computation of \( P_t(K \odot U) \). However, the methods presented in Section 6.3 for exploiting structure in the cost tensor \( C \), and thereby \( K \), are directly applicable to solving the multi-marginal OMT problem with partial information. In particular, Theorem 1 provides an efficient scheme for implementing the spatial spectral estimators in Sections 5.1, 5.3, with Propositions 1, 2, and 3 detailing the computation of \( P_t(K \odot U) \) for the tracking, sensor fusion, and barycenter tracking problems, respectively.
Algorithm 3 Sinkhorn-Newton method for the multimarginal optimal mass transport with partial information of the marginals.

Given: Initial guess $\lambda_t$, for $t = 0, \ldots, T$; starting point $t$

$u_t \leftarrow \exp(G_t \lambda_t / \epsilon)$ for $t = 0, \ldots, T$

while Sinkhorn not converged do
    Construct $v_t$ according to (49), i.e.,
    $v_t \leftarrow P_t(K \odot U) / u_t$

    while Newton not converged do
        $f \leftarrow G_t \text{diag}(v_t) u_t - r_t + 1/(2 \gamma_t) \lambda_t$
        $df \leftarrow (1/\epsilon) G_t \text{diag}(v_t \odot u_t) G_t^T + 1/(2 \gamma_t) I$
        $\Delta \lambda \leftarrow -df \cdot f$
        $\lambda_t \leftarrow \lambda_t + \eta \Delta \lambda$, with $\eta$ determined by a linesearch
    $u_t \leftarrow \exp(G_t \lambda_t / \epsilon)$
end while

$t \leftarrow t + 1 \mod (T + 1)$
end while

return $M = K \odot U$

8. Numerical results

In this section, we demonstrate the behavior of the proposed multi-marginal OMT problem in (21) when applied to the discussed spatial spectral estimation problems. Throughout, the problem in (21) is approximated by the discrete counterpart in (46), and solved using Algorithm 3. For the implementation of the projection operators, $P_t$, we use the results from the propositions in Section 6.3. For the example in Section 8.4, we provide a dimensionality analysis of the corresponding OMT problem, illustrating the benefit of the presented computational tools.

8.1. Tracking with static and dynamical models

In order to illustrate the different properties of the static and dynamic OMT formulations, we consider a DoA tracking example with two moving signal sources. Specifically, we consider a ULA consisting of 5 sensors with half-wavelength spacing, measuring the superposition of the source signals, modeled as independent Gaussian processes, together with a spatially white complex Gaussian sensor noise. The signal to noise ratio (SNR), defined as

$$\text{SNR} = \log_{10}(\sigma_{\text{signal}}^2 / \sigma_{\text{noise}}^2),$$

where $\sigma_{\text{signal}}^2$ and $\sigma_{\text{noise}}^2$ are the signal and noise powers, respectively, is 10 dB. The trajectories of the two sources are displayed in the top panel of Figure 1 with the bottom panel showing the velocities. At six different time instances, evenly spaced in time throughout the trajectories, we collect 25 array signal snapshots, from which the array covariance is estimated using the sample covariance matrix. Using the resulting sequence of covariance matrices, we then attempt to reconstruct the target trajectories using the static and dynamic OMT problems. For the static OMT problem, we use the cost function $c(\theta, \varphi) = |\theta - \varphi|^2$, for $\theta, \varphi \in (-\pi, \pi]$. For the dynamical model, we introduce a latent velocity state, $v$, such that $\dot{\theta}(t) = v(t)$, and use the state space representation in (16), where

$$A = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 0 & 1 \end{bmatrix}^T, \quad F = \begin{bmatrix} 1 & 0 \end{bmatrix},$$

with the state vector being formed as $x(t) = [\theta(t) \ v(t)]^T$, i.e., the same model as in Example 1. Note here that the $F$ matrix reflects the fact that only the angle, $\theta$, is directly observable in the array covariance matrix. The choice of $B$ implies that the angle may only be influenced via the velocity, i.e., through acceleration. Thus, the resulting dynamic cost function, as defined in (13), penalizes transport requiring acceleration, whereas the cost function for the static problem in contrast penalizes transport requiring velocity. In the discrete implementations of the methods, we use 100 grid points to represent the angle, $\theta$, and the dynamical model uses 30 grid points for the velocity, $v$. Also, we use the regularization parameters
$\epsilon = 10^{-1}$, and common parameters $\gamma = 30$ and $\gamma = 5$ for all marginals for the static and dynamic OMT models, respectively. The results for the static and dynamical models are displayed in the top panels of Figures 2 and 3 respectively. Here, the trajectories in between the observation times, which are indicated by vertical dashed lines, are reconstructed using the interpolation procedure presented in Section 4.2, as defined by the obtained multi-marginal transport plan. As noted in Section 4.2, this requires bi-marginal transport plans describing the mass transfer between the respective margins. These plans are computed as the bi-marginal projections detailed in Proposition 1. To simplify comparison, the ground truth trajectories from Figure 1 at the observation times, are superimposed in the plots. Also, the bottom panel of Figure 2 displays the spectral estimates obtained by applying the Capon estimator \cite{13} to the individual covariance matrix estimates. As may be noted, the Capon estimate contains several spurious peaks, caused by the noisy measurements. In contrast, as seen in Figure 2, the static model is able to produce reasonable spectral estimates for the observation times. However, the reconstructed trajectories fails to model the crossing of the paths of the targets. This is not unexpected: as the static OMT model penalizes movement, i.e., velocity, the cost of transport is smaller if the targets instead change course (note the trajectory between $t = 2$ and $t = 3$). In contrast, the dynamical formulation, in which movement is expected, is able to produce considerably more accurate estimates, as may be seen in Figure 3, including the crossing of the paths of the targets. Note also that the dynamical formulation is able to reconstruct the spectrum also for the hidden velocity state.

8.2. Sensor fusion in 3-D - audio example

In order to illustrate the applicability of the multi-marginal OMT formulation in \cite{21}, in the form of (25), for performing sensor fusion, we consider a three-dimensional (3-D) localization problem, in which two sensor arrays observe two signal sources. The sources are modeled as localized speech sources, with the source signals being taken from babble noise excerpts from \cite{6}. The arrays consist of ten sensors each, arranged as a ULA for the first array, and as points on a circle, with two additional sensors perpendicular to the plane of the circle, for the second array. The sensor spacing for the ULA is 0.1 meters, and the radius for the circular array is 0.25 meters. The scenario is shown in Figures 4 and 5 with Figure 4 displaying the full scenario, and Figure 5 the scene as seen from above. The measured sensor signals are generated using acoustic impulse responses obtained from the randomized image method \cite{19}, using the room dimensions $4.3 \times 6.9 \times 2.6$ meters. As the sources are broadband, we consider processing in the short-time Fourier transform (STFT) domain, i.e., equivalent to narrow-band filtering of the signal. Specifically, the signal is sampled at 16 kHz, and the STFT representation consists of 256 frequency bins, where each frame is constructed using 16 ms of the signal, using a Hann window with 50% overlap. We then compute estimates of the covariance matrices for the respective arrays corresponding to the frequency 2437.5 Hz, i.e., for the wavelength 0.1395 meters, using the sample covariance estimate constructed from 100 signal snapshots. The proposed barycenter method in \cite{25} is then used to form a joint spatial spectral estimate using the two estimated covariance matrices,
with the cost function \( c(x_0, x_1) = \|x_0 - x_1\|_2^2 \), for \( x_0, x_1 \in \mathbb{R}^3 \). For the discrete implementation in (46), we use a uniform gridding of the cube \([1.5, 3.5]^3\), using \( n = 75 \) points in each dimension. The regularization parameters are \( \gamma = 1 \), common for all marginals, and \( \epsilon = 10^{-2} \). Also, in order to illustrate the geometrical properties of the proposed formulation, we assume that the geometry of the ULA is only approximately known. Specifically, the assumed array geometry corresponds to a rotation in the \( x - y \) plane of the true array, as shown in Figure 5. The obtained spectral estimate is superimposed in Figure 4. As can be seen, the obtained estimate implies a spatial translation of the actual sources. However, it may be noted that the obtained estimate clearly identifies two targets, i.e., the error in the array orientation only results in a spatial perturbation, but no artifacts in the form of, e.g., spurious sources. This is also illustrated in Figure 6, showing the projection of the three-dimensional spectrum onto the two dimensional subspaces. As can be seen from the second and third panel, the position in the \( z \)-coordinate is unbiased, as the rotation only takes place in the \( x - y \) plane.

8.3. Sensor fusion 2-D - simulation study

As illustrated above, the proposed multi-marginal formulation is able to produce easily interpretable spectral estimates when used in 3-D sensor fusion scenarios, despite having erroneous information of the array geometry. Elaborating on this, we here conduct a Monte Carlo simulation study as to investigate the behavior of the spectral barycenter as a function of the array alignment error, and compare to other spectral estimation methods applicable to scenarios in which only the covariance matrices of individual sensor arrays, but not the inter-array covariances, are available. Specifically, consider a 2-D localization scenario, in which two uncorrelated sources impinge on two sensor arrays; one ellipsoidal shaped array consisting of 8 sensors, and one linear array consisting of 7 sensors. The wavefronts are here modeled as being circular. The scenario is shown in Figure 7. As may be seen, similar to the three-dimensional example, an unknown rotation is introduced to the ellipsoidal array, here varying this rotation between 0 and 10 degrees. In the Monte Carlo simulation, 100 realizations are generated for each considered rotation angle. In each realization, the locations of the signal sources are randomized uniformly on the square \([-0.5, 0.5] \times [-0.5, 0.5]\). The sources are modeled as uncorrelated circularly symmetric Gaussian white noises with variance 100, and a spatially white noise with variance 1 is added to the sensor measurements. The wavelength of the impinging waves is twice that of the smallest sensor spacing in the linear array. We here consider spectral estimates obtained by the multi-marginal barycenter formulation in (25), as approximated by the discretization in (46). We also consider the formulation in (23) which is discretized and where the entropy regularization is employed separately for each pair-wise transport plan (see [23] for details on the implementation of this problem).
both methods, we utilize the cost function $c(x_k, x_ℓ) = \|x_k - x_ℓ\|_2^2$, for grid points $x_k, x_ℓ \in \mathbb{R}^2$. We grid the square $[-1, 1]^2$ uniformly using $n = 100$ points in each dimension, and the algorithm parameters are $\gamma = 0.01$, common for all marginals, and $\epsilon = 10^{-3}$ and $\epsilon = 5 \cdot 10^{-3}$ for the multi-marginal and pair-wise formulations, respectively. The array covariance matrices are estimated using as the sample covariance matrix from 500 signal snapshots.

As comparison, we also apply the non-coherent MUSIC and MVDR estimators, as described in [53], as well as the least-squares (LS) estimator from [42], and the non-coherent SPICE estimator from [62] to the estimated covariance matrices in order to obtain estimates of the spatial spectrum.

Figures 7, 8, and 9 provide illustrations of the behavior of the considered methods for the case of 6.7 degrees misalignment, for the multi-marginal formulation, the pair-wise regularized barycenter, and the MUSIC estimator, respectively. Comparing the two barycenter formulations, it may be noted that the estimate provided by the multi-marginal representation is considerably more concentrated, as compared to the formulation with pair-wise regularization. This is due to the optimization problem in (46) being more well-conditioned, allowing for smaller entropy regularization while still retaining numerical stability. It should however be noted that the values of the parameter $\epsilon$ does not have exactly the same meaning for the two formulations, i.e., the problems are not equivalent even for identical parameter values. It may also be noted that the spectral estimates obtained using both barycenter formulations only imply a spatial perturbation of the signal sources. In contrast, the pseudo-spectral estimates obtained using the MUSIC estimator contains spurious peaks, in addition to larger deviations from the true source locations.

The results from the full simulation study are shown in Figure 10 displaying the root mean squared error (RMSE) for the deviation of the spectral peaks to the true source locations. It may here be noted that for the case of no misalignment, the barycenter formulations produce estimates deviating slightly more from the ground truth than the comparison methods. However, as the misalignment increases, the RMSE for the barycenters estimators increase more slowly, indicating a greater robustness. This is not unexpected, as the formulations in (25) and (23) allows for perturbations on the underlying domain, whereas the optimization criteria for the LS and SPICE estimators are related to $L_2$-distances for the spectra.

8.4. Tracking of barycenters

As an illustration of the barycenter tracking formulation in Section 5.3, we consider a 2-D localization scenario in which two ULAs, each consisting of 15 sensors, measure signals generated by three moving sources. The scenario is illustrated in Figure 11. Here, the start location of each source is indicated by an asterisk. As can be seen, the trajectories of the targets all intersect at some point. Note that one of the ULAs has been
Figure 4: Scenario for localization in 3D using two sensor arrays and two signal sources. The true and assumed orientations of the first array are indicated by arrows. The three dimensional spectral estimate obtained using the formulation in (25) is superimposed.

rotated slightly, as indicated by the orientational arrows, motivating the use of a barycenter formulation in order to form an estimate of the spatial spectrum. At $T + 1$ time points $t$, $t = 0, 1, \ldots, T$, with $T = 7$, we collect 100 signal snapshots which are used to estimate the covariance matrices of the two arrays using the sample covariance matrix. The target signals are modeled as independent Gaussian sources, and spatially white Gaussian noise is added to the sensors, with an SNR of 20 dB. In order to model the tracking part, we use a two-dimensional extension of the state space description utilized in Section 8.1, where each of the two spatial components is endowed with a velocity state. With this description, the barycenter tracking problem considers transport on a four-dimensional space, i.e., over location and velocity for each spatial dimension. As the cost of transport between the barycenter at the observation times and the corresponding observation marginals, we use the Euclidean cost, i.e., $c(x_0, x_1) = \|x_0 - x_1\|^2_2$ for $x_0, x_1 \in \mathbb{R}^2$. In forming the spectral estimates, we use the discretized version of the problem in (31) using the parameters $\epsilon = 0.2$, $\gamma = 0.5$, common for all marginals, and $\alpha = 1$. The spatial domain is gridded uniformly with $n_x = 75$ points in each dimension, and the velocity domain is gridded uniformly with $n_v = 30$ points in each dimension.

The resulting estimated spatial spectra are shown in Figure 12. As can be seen, the modes of the estimate correspond well to the ground truth, taking into account that the array rotation prevents perfect estimates. Note here that the rotation only causes a slight shift in location of the sources, but no spurious estimates. The corresponding estimated velocity spectra are shown in Figure 13. As can be seen, the distribution over
velocity details three distinct modes that remain fairly constant over time, corresponding well to the ground truth constant velocity. As comparison, Figure 14 displays the results obtained using the non-coherent MVDR estimator from [53]. Note that this estimator does not take any time dependence into account, and instead forms estimates at each separate time point $t$ using the available pair of array covariance matrices. It may be noted that these estimates display less concentrated estimates, as well as big differences in spectral power.

Finally, in order to illustrate how mass is transported on the 2-D spatial domain, Figure 15 tracks the location of the spectral peak corresponding to the third target along the trajectory, identified by computing the bi-marginal projections corresponding to consecutive barycenters, as detailed in Proposition 4 and Remark 5. Note here that the distribution of mass remains fairly concentrated throughout the trajectory.

8.4.1. Dimensionality and complexity analysis

In this section, we provide a brief dimensionality analysis of the OMT problem used to model the barycenter tracking above, as well an analysis of the computational complexity of solving the dual problem in (48) using Algorithm 3. Recall that the state space consists of a location and velocity component for each of the two spatial dimensions. Thus, the size of the discrete state space $X$ is $N = (n_x n_v)^d$, where $n_x = 75$ and $n_v = 30$ are the number of grid points on the spatial and velocity domain, respectively, and $d = 2$ is the number of spatial dimensions. Accordingly, the size of the discrete measurement space $Y$ is $\tilde{N} = n_x^d$. As
covariance matrices are estimated for $J = 2$ sensor arrays at $T + 1$ time instances, with $T = 7$, this implies that the number of elements in the mass transport tensor $M$ in (46) is

$$N(T+1)N(T+1)J \approx 4.3 \cdot 10^{113}.$$ 

This number is larger than the number of particles in the observable universe; solving the primal OMT problem directly, or even constructing a tensor of this size, is thus infeasible. However, the dual problem in (48) is formulated in terms of the dual vectors $\lambda_{t,j} \in \mathbb{R}^m$, for $t = 0, \ldots, T$, and $j = 1, \ldots, J$. Here, $m = 225$ denotes the size of covariance vectors in (45), constructed by stacking the real and imaginary components of the corresponding covariance matrices, excluding the redundant parts resulting from the Hermitian structure. Thus, the number of real variables in the dual problem is given by

$$(T + 1)JM = 3600,$$

constituting a dramatic complexity reduction as compared to the primal problem.

To analyze the computational complexity for solving the dual problem, we consider the complexity of performing one iteration sweep of Algorithm 13, i.e., one sweep through all index pairs $(t, j)$, for $t = 0, \ldots, T$, and $j = 1, \ldots, J$, as to update the corresponding dual vectors $\lambda_{t,j}$, where we run through $j$ in the inner
cycle and $t$ in the outer cycle. It may be noted that for each index pair $(t, j)$, this requires computing the vector $v_{(t,j)}$ in (49), followed by solving (50), as detailed in Theorem 1. The computation of $v_{(t,j)}$ is detailed in the projection in (44) in Proposition 3, disregarding the vector $u_{(t,j)}$. It may be noted that when cycling through $j = 1, 2, \ldots, J$ for a given $t$, one does not have to re-compute $p_{\tau}$ for $\tau \neq t$, i.e., the multiplicative factors to the left and right of $p_{t} (Ku_{(t,j)})$ in (44) have to be updated only once for each $t$. Further, these factors may be stored so that updating them for a given $t$ requires only one multiplication with $K \in \mathbb{R}^{N \times N}$.

After updating the left and right factors in (44), computing the set of vectors $v_{(t,j)}$ for $j = 1, 2, \ldots, J$, including the intermittent updates of $p_{t}$, requires $J(J + 1)$ multiplications with $\tilde{K} \in \mathbb{R}^{N \times n_{s}^{2}}$. By exploiting the structures of $K$ and $\tilde{K}$, as described in Remark 1, i.e., the decoupling in the spatial dimensions, the total complexity for performing the update of the left and right factors and computing the set $\{v_{(t,j)}\}_{j=1}^{J}$, is $O(d(n_{s}n_{v})^{3} + J(J + 1)d n_{s}^{2} n_{v})$. Finding the roots of (50) by Newton’s method requires solving a system of linear equations of size $m \times m$ in each inner Newton iteration. However, as indicated in Remark 6, after a few outer Sinkhorn iterations, Newton’s method in general converges directly, i.e., it suffices to solve a single system of equations in each outer iteration. Thus, after these initial outer iterations, the complexity

---

**Figure 10:** Error in location of spectral peaks, as function of the misalignment angle.

**Figure 11:** Scenario for the barycenter tracking problem with three moving sources. The start of the trajectory for each source is indicated by an asterisk (*). Note here that one of the sensor arrays is slightly rotated, as indicated by the orientation arrows.
Figure 12: Estimated spatial spectra corresponding to the time points $t = 0, 1, \ldots, T$, with $T = 7$, for the barycenter tracking problem. Note that the ground truth locations have been superimposed, using the same legend as in Figure 11.

Figure 13: Estimated velocity spectra corresponding to the time points $t = 0, 1, \ldots, T$, with $T = 7$, for the barycenter tracking problem. Note that the ground truth locations have been superimposed, using the same legend as in Figure 11.

for updating all dual variables $\lambda_{(t,j)}$, for $t = 0, 1, \ldots, T$, and $j = 1, 2, \ldots, J$, is

$$O \left( T (n_x n_v)^3 + J (J + 1) d n_x^3 n_v + J m^3 \right).$$

9. Conclusions

In this work, we have proposed a framework for formulating multi-marginal OMT problems for scenarios in which the underlying mass distributions are only indirectly observable, referred to as partial information of the marginals. Motivated by examples from spatial spectral estimation in array processing, we have shown that the proposed formulations may be used for modeling information fusion, as well as for tracking the
evolution of mass distributions over time. By leveraging the geometrical properties of OMT, the proposed formulations have been shown to yield robust spectral estimates, as well as allowing for exploiting prior knowledge of underlying dynamics. Also, we have presented computational tools, leading to computationally efficient solution algorithms for the transport problem. Even though the original primal OMT formulation may be prohibitively large, we have shown that by considering dual formulations, as well as exploiting inherent structures in the problem, one may arrive at tractable solvers even in high-dimensional settings.
A. Proofs

In this section, we provide proofs of Propositions 1-4 as well as for Theorem 1. The proofs of Proposition 1-3 for exploiting tensor structures in order to compute the projections on the marginals, are based on the following two lemmas.

**Lemma 1.** Let \( U = u_0 \otimes u_1 \otimes \cdots \otimes u_T \) and suppose that

\[
\langle K, U \rangle = w_1^T \text{diag}(u_t) w_2,
\]

where \( w_1 \) and \( w_2 \) are vectors that may depend on \( u_\ell \), for \( \ell \neq t \). Then,

\[
P_t(K \circ U) = w_1 \circ u_t \circ w_2.
\]

**Proof.** Let \( e_i \) denote the unit vector whose element \( i \) is equal to one, and with all other elements equal to zero. Then, by replacing \( u_t \) with \( u_t \circ e_i \) in the expression for \( \langle K, U \rangle \), we get the element \( i \) of the projection on the \( t \)th marginal, i.e.,

\[
\langle K, u_0 \otimes \cdots \otimes u_{t-1} \otimes (u_t \circ e_i) \otimes u_{t+1} \otimes \cdots \otimes u_T \rangle
\]

\[
= \sum_{\ell_0, \ell_1, \ldots, \ell_T} K_{\ell_0, \ell_1, \ldots, \ell_T} \left( \prod_{s=0}^{T-1} (u_s)_{\ell_s} \right) (u_t \circ e_i)_{\ell_t} \left( \prod_{s=t+1}^{T} (u_s)_{\ell_s} \right)
\]

\[
= \sum_{\ell_0, \ell_1, \ldots, \ell_T} K_{\ell_0, \ell_1, \ldots, \ell_T} \left( \prod_{s=0}^{T-1} (u_s)_{\ell_s} \right) (u_t)_{i_1} \left( \prod_{s=t+1}^{T} (u_s)_{\ell_s} \right)
\]

\[
= (P_t(K \circ U))_{i_1}.
\]

It may be noted that in the second line, a term in the sum is only non-zero if \( i = \ell_t \), yielding the second equality. By the assumption in the lemma, we get

\[
(P_t(K \circ U))_{i_1} = w_1^T \text{diag}(u_t \circ e_i) w_2 = (w_1)_{i_1} (u_t)_{i_1} (w_2)_{i_1},
\]

from which the result follows.

**Lemma 2.** Let \( U = u_0 \otimes u_1 \otimes \cdots \otimes u_T \) and suppose that

\[
\langle K, U \rangle = w_1^T \text{diag}(u_{t_1}) W_2 \text{diag}(u_{t_2}) w_3,
\]

where \( w_1, w_3 \in \mathbb{R}^n \) and \( W_2 \in \mathbb{R}^{n \times n} \) may depend on \( u_\ell \), for \( \ell \notin \{t_1, t_2\} \). Then,

\[
P_{i_1, i_2}(K \circ U) = \text{diag}(w_1 \circ u_{t_1}) W_2 \text{diag}(u_{t_2} \circ w_3).
\]

**Proof.** Analogously to the proof in Lemma 1 we may express the bi-marginal projections as

\[
(P_{i_1, i_2}(K \circ U))_{i_1, i_2} = \langle K, u_0 \otimes \cdots \otimes u_{t_1-1} \otimes (u_{t_1} \circ e_{i_1}) \otimes u_{t_1+1} \otimes \cdots \otimes u_{t_2-1} \otimes (u_{t_2} \circ e_{i_2}) \otimes u_{t_2+1} \otimes \cdots \otimes u_T \rangle.
\]

Hence, by the assumption,

\[
(P_{i_1, i_2}(K \circ U))_{i_1, i_2} = w_1^T \text{diag}(u_{t_1} \circ e_{i_1}) W_2 \text{diag}(u_{t_2} \circ e_{i_2}) w_3
\]

\[
= (w_1)_{i_1} (u_{t_1})_{i_1} (W_2)_{i_1, i_2} (u_{t_2})_{i_2} (w_3)_{i_2},
\]

and thus the result follows.

\[\square\]
Proof of Proposition 1. First, note that due to the assumption of a sequential cost, we have

$$K_{i_0, \ldots, i_T} = \prod_{t=1}^T K_{i_{t-1}, i_t},$$

for the tensor $K = \exp(-C/\epsilon)$ and matrix $K = \exp(-C/\epsilon)$. Therefore,

$$\langle K, U \rangle = \sum_{i_0, i_1, \ldots, i_T} \left( \prod_{t=1}^T K_{i_{t-1}, i_t} \right) \prod_{t=0}^T (u_t)_{i_t}$$

$$= \sum_{i_0, i_1, \ldots, i_T} (u_0)_{i_0} \prod_{t=1}^T (K \text{diag}(u_t))_{i_{t-1}, i_t}$$

$$= u_0^T K\text{diag}(u_1)K \ldots K\text{diag}(u_{T-1})K u_T$$

$$= 1^T \text{diag}(u_0)K\text{diag}(u_1)K \ldots K\text{diag}(u_{T-1})K\text{diag}(u_T)1.$$ 

Thus, $\langle K, U \rangle$ may be written as in Lemma 1 with

$$w_1 = (1^T \text{diag}(u_0)K\text{diag}(u_1)K \ldots K\text{diag}(u_{T-1})K)^T,$$

$$w_2 = K\text{diag}(u_{T+1})K \ldots K\text{diag}(u_{T-1})K\text{diag}(u_T)1,$$

and hence,

$$P_t(K \odot U) = (u_0^T K\text{diag}(u_1)K \ldots K\text{diag}(u_{T-1})K)^T \odot u_t \odot (K\text{diag}(u_{T+1})K \ldots K\text{diag}(u_{T-1})K u_T).$$

Moreover, in order to derive an expression for $P_{t_1,t_2}(K \odot U)$, note that $\langle K, U \rangle$ can be written as in Lemma 2 with

$$w_1 = (1^T \text{diag}(u_0)K\text{diag}(u_1)K \ldots K\text{diag}(u_{T-1})K)^T$$

$$W_2 = K\text{diag}(u_{T+1})K \ldots K\text{diag}(u_{T-1})K$$

$$w_3 = K\text{diag}(u_{T+1})K \ldots K\text{diag}(u_{T-1})K\text{diag}(u_T)1,$$

and hence the expression (38) follows.

Proof of Proposition 2. Due to the structure of the cost tensor $C$, we have

$$K_{i_0, \ldots, i_j} = \prod_{j=1}^J K_{i_0, i_j},$$

for the tensor $K = \exp(-C/\epsilon)$ and the matrix $K = \exp(-C/\epsilon)$. Thus, one may write

$$\langle K, U \rangle = \sum_{i_0, i_1, \ldots, i_j} \left( \prod_{\ell=1}^J K_{i_0, i_{\ell}} \right) \prod_{\ell=0}^J (u_\ell)_{i_{\ell}}$$

$$= \sum_{i_0} (u_0)_{i_0} \prod_{i_1, \ldots, i_j, \ell=1}^J K_{i_0, i_{\ell}} (u_\ell)_{i_{\ell}}$$

$$= \sum_{i_0} (u_0)_{i_0} \prod_{\ell=1}^J (K u_\ell)_{i_0}$$

$$= u_0^T \left( \bigodot_{\ell=1}^J K u_\ell \right).$$
With Lemma 2, this leads to the expressions (41) and (42) for the couplings $P$

Applying Lemma 1 yields the expressions (39) and (40) for $K$

Proof of Proposition 3. Recall the definition of the set $\Lambda = \{(t, j) \mid t \in \{0, 1, \ldots, T\}, j \in \{0, 1, \ldots, J\}\}$. The structure of the cost tensor $C$ then implies that each element of the tensor $K = \exp(-C/\epsilon)$ may be expressed as

$$K_{(i(t,j),(t,j))} = \left(\prod_{t=1}^{T} K_{(t-1,0)}(i,0)\right) \prod_{t=0}^{T} \prod_{j=1}^{J} \tilde{K}_{i(t,0)j(t,j)},$$

with the matrices defined as $K = \exp(-C/\epsilon)$ and $\tilde{K} = \exp(-\tilde{C}/\epsilon)$. Furthermore, the elements of the tensor $U$ are given by

$$U_{(i(t,j),(t,j))} = \prod_{t=0}^{T} \prod_{j=0}^{J} (u(t,j))_{i(t,j)}.$$

Therefore,

$$\langle K, U \rangle = \sum_{i(t,j), \ell} \left(\prod_{t=1}^{T} K_{(t-1,0)}(i,0)\right) \prod_{t=0}^{T} \prod_{j=1}^{J} \tilde{K}_{i(t,0)j(t,j)} \prod_{t=0}^{T} \prod_{j=0}^{J} (u(t,j))_{i(t,j)}.$$

Note that the last sum is a projection of the type (39) in Proposition 2 and we denote it as

$$\sum_{i(t,j), \ell} \left(\prod_{t=1}^{T} \tilde{K}_{i(t,0)j(t,j)}\right) \prod_{j=0}^{J} (u(t,j))_{i(t,j)} = (u(t,0) \ominus \sum_{j=1}^{J} \tilde{K}(u(t,j))}_{i(t,0)} = (p_t)_{i(t,0)}.$$
Hence, using the proof of Proposition \[1\] one may write
\[
\langle K, U \rangle = p_0^T K \text{diag}(p_1) K \ldots K \text{diag}(p_{T-1}) K p_T
\]
\[
=p_0^T K \ldots K \text{diag}(p_{t-1}) K \text{diag}(u_{t,0}) \text{diag} \left( \bigodot_{j=1}^J \tilde{K} u_{(t,j)} \right) K \text{diag}(p_{t+1}) K \ldots K p_T
\]
Thus, the projections on the central marginals, corresponding to index \((t,0)\) for \(t = 0, 1, \ldots, T\), may be computed as in Proposition \[1\] yielding
\[
P_{(t,0)}(K \odot U) = (p_0^T K \text{diag}(p_1) K \ldots \text{diag}(p_{t-1}) K)^T \odot p_t \odot (K \text{diag}(p_{t+1}) \ldots K \text{diag}(p_{T-1}) K p_T).
\]
For the other marginals, i.e., for \((t,j)\) such that \(j > 0\), one may express \(\langle K, U \rangle\) similarly as in the proof of \[40\] of Proposition \[2\] i.e.,
\[
\langle K, U \rangle = 1^T \text{diag}(u_{t,j}) \tilde{K}^T \left( (p_0^T K \text{diag}(p_1) K \ldots \text{diag}(p_{t-1}) K)^T \odot (p_t/(K u_{t,j})) \odot (K \text{diag}(p_{t+1}) \ldots K \text{diag}(p_{T-1}) K p_T) \right),
\]
which, with Lemma \[1\] yields the expression \[44\].

\[\square\]

Proof of Proposition \[3\] As to simplify the exposition, let \(\lambda\) and \(\Delta\) denote the sets \(\lambda_0, \ldots, \lambda_T\) and \(\Delta_0, \ldots, \Delta_T\), respectively. The Lagrangian of \[46\], with dual variable \(\lambda\), is detailed as
\[
L(M, \Delta, \lambda) = \sum_{i_0, \ldots, i_T} C_{i_0, \ldots, i_T} M_{i_0, \ldots, i_T} + \epsilon D(M)
\]
\[
+ \sum_{t=0}^{T} \gamma_t \|\Delta_t\|^2_2 + \sum_{t=0}^{T} \lambda_t^T (r_t + \Delta_t - G_t P_t(M)).
\]
(52)
For fixed \(\lambda\), the Lagrangian is minimized when the gradients with respect to \(M\) and \(\Delta\) vanish. For \(M\), this requires
\[
C_{i_0, \ldots, i_T} + \epsilon \log M_{i_0, \ldots, i_T} - \sum_{t=0}^{T} (\lambda_t^T G_t)_{i_t} = 0
\]
\[
\Leftrightarrow M_{i_0, \ldots, i_T} = \exp(-C_{i_0, \ldots, i_T}/\epsilon) \prod_{t=0}^{T} \exp(G_t^T \lambda_t/\epsilon).
\]
Thus, one may express the mass transport tensor as \(M = K \odot U\) for two sensors \(K, U \in \mathbb{R}^{n^{T+1}}\), defined as \(K = \exp(-C/\epsilon)\) and
\[
U = u_0 \odot u_1 \odot \cdots \odot u_T, \quad \text{with} \quad u_t = \exp(G_t^T \lambda_t/\epsilon).
\]
This proves the first statement of the proposition. Further, the Lagrangian \[52\] is minimized with respect to \(\Delta\) when
\[
2\gamma_t \Delta_t + \lambda_t = 0 \quad \Rightarrow \quad \Delta_t = -\frac{1}{2\gamma_t} \lambda_t \quad \text{for} \quad t = 0, 1, \ldots, T.
\]
Thus, the Langrangian \[52\], when minimized with respect to \(M\) and \(\Delta\), becomes
\[
\min_{M, \Delta} L(M, \Delta, \lambda) = -\epsilon \sum_{i_0, \ldots, i_T} M_{i_0, \ldots, i_T} - \sum_{t=0}^{T} \left( \frac{1}{4\gamma_t} \|\lambda_t\|^2_2 + \lambda_t^T r_t \right),
\]
yielding the dual problem
\[
\maximize_{\lambda_0, \ldots, \lambda_T} -\epsilon \sum_{i_0, \ldots, i_T} K_{i_0, \ldots, i_T} U_{i_0, \ldots, i_T} - \sum_{t=0}^{T} \frac{1}{4\gamma_t} \|\lambda_t\|^2_2 + \sum_{t=0}^{T} \lambda_t^T r_t.
\]
\[\square\]
Proof of Theorem 1. A block-coordinate ascent method for the dual problem (48) is to iteratively update one of the dual variables \( \lambda_t \), for \( t = 0, \ldots, T \), as to maximize (48) while keeping the other dual variables fixed. The maximizing \( \lambda_t \) may be found as the root of the corresponding gradient. Therefore, note that substituting the explicit expression for the elements in \( U \), as detailed in Proposition 4, into the first term of the dual objective (48) yields

\[
\sum_{i_0, \ldots, i_T} K_{i_0, \ldots, i_T} U_{i_0, \ldots, i_T} = \sum_{i_0, \ldots, i_T} K_{i_0, \ldots, i_T} \prod_{t=0}^{T} \left( \exp(G_t^T \lambda_t / \epsilon) \right)_{i_t}.
\]

The gradient of this term with respect to \( \lambda_t \) can be written as

\[-G_t (v_t \odot u_t),\]

with \( u_t = \exp(G_t^T \lambda_t / \epsilon) \) and the vector \( v_t \) defined as

\[
(v_t)_i = \sum_{i_0, \ldots, i_{t-1}, i_{t+1}, \ldots, i_T} K_{i_0, \ldots, i_{t-1}, i_t, i_{t+1}, \ldots, i_T} \prod_{s=0}^{T} (u_s)_{i_s} / (u_t)_{i_t}.
\]

Hence, the gradient of the dual objective function (48) with respect to \( \lambda_t \) is

\[-G_t (v_t \odot u_t) - \lambda_t / (2 \gamma_t) + r_t.\]
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