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Abstract

Greedy-GQ with linear function approximation, originally proposed in [1], is a value-based off-policy algorithm for optimal control in reinforcement learning, and it has a non-linear two timescale structure with non-convex objective function. This paper develops its tightest finite-time error bounds. We show that the Greedy-GQ algorithm converges as fast as $O(1/\sqrt{T})$ under the i.i.d. setting and $O(\log T/\sqrt{T})$ under the Markovian setting. We further design a variant of the vanilla Greedy-GQ algorithm using the nested-loop approach, and show that its sample complexity is $O(\log(1/\epsilon)\epsilon^{-2})$, which matches with the one of the vanilla Greedy-GQ. Our finite-time error bounds match with the one of the stochastic gradient descent algorithm for general smooth non-convex optimization problems, despite of its additional challenge in the two time-scale updates. Our finite-sample analysis provides theoretical guidance on choosing step-sizes for faster convergence in practice, and suggests the trade-off between the convergence rate and the quality of the obtained policy. Our techniques provide a general approach for finite-sample analysis of non-convex two timescale value-based reinforcement learning algorithms.

I. Introduction

Recent success of reinforcement learning (RL) in benchmark tasks suggests a potential revolutionary advance in practical applications and has dramatically boosted the interest in RL. However, common algorithms are highly data-inefficient, making impressive results only on simulated systems, where an infinite amount of data can be simulated. Such data-inefficiency limits the application of RL algorithms in many practical applications without a large amount of data. Even though, theoretical understanding of various RL algorithms’ sample complexity is still very limited, resulting in an over-reliance on empirical experiments without sufficient principles to guide future development. This motivates the study of finite-time error bounds for RL algorithms in this paper.

In the problem of RL [2], an agent interacts with a stochastic environment by taking a sequence of actions according to a policy, and aims to maximize its expected accumulated reward. The environment is modeled as a Markov decision process (MDP), which consists of a state space, an action space, and an action dependent transition kernel. When the state and action spaces are small, the tabular approach is usually used, which stores the action-values using a table. In this case, the optimal policy can be found [2], [3], e.g., using Q-learning. However, in many applications, the state and action spaces can be very large or even continuous, and thus the tabular approach is not applicable anymore. Then, the approach of function approximation is usually used, where a parameterized family of functions, e.g., neural network, is used to approximate the action-value function and/or the policy. The problem is to estimate the parameter of the function,
e.g., weights of a neural network, which has a much lower dimension than the total number of state-action pairs.

Despite the broad application and success of RL algorithms with function approximation in practice, RL methods, e.g., temporal difference (TD), Q-learning and SARSA, when combined with function approximation approaches may not converge under off-policy training [4], [5]. To address the non-convergence issue in off-policy training, a class of gradient temporal difference (GTD) learning algorithms were developed in [1], [6], [7], [8], including GTD, GTD2, TD with correction term (TDC), and Greedy Gradient Q-learning (Greedy-GQ). The basic idea is to construct squared objective functions, e.g., mean squared projected Bellman error, and then to perform gradient descent. To address the double sampling problem in gradient estimation, a weight doubling trick was proposed in [7], which leads to a two timescale update rule and biased gradient estimate. One great advantage of this class of algorithms is that they can be implemented in an online and incremental fashion, which is memory and computationally efficient.

The asymptotic convergence of these two timescale algorithms has been well studied under both i.i.d. and non-i.i.d. settings, e.g., [7], [8], [1], [9], [10], [11], [12]. The finite-time error bounds of these algorithms are of great practical interest for algorithmic parameter tuning and design of new sample-efficient algorithms, which, however, remain unsolved until very recently [13], [14], [15], [16], [17]. Existing finite-sample analyses are only for the GTD, GTD2 and TDC algorithms, which are designed for policy evaluation. The finite-sample analysis for the Greedy-GQ algorithm, which is to directly learn an optimal control policy, is still not understood and will be the focus of this paper.

In this paper, we develop the finite-time error bound for the Greedy-GQ algorithm, and prove that it converges as fast as $O(1/\sqrt{T})$ under the i.i.d. setting and $O\left(\log T/\sqrt{T}\right)$ under the Markovian setting. We further propose one variant of the vanilla Greedy-GQ algorithm using the nested-loop approach that is commonly used in optimization and practical RL applications and show that its overall sample complexity is $O(\varepsilon^{-2})$ which is the same as the vanilla Greedy-GQ (up to a $O(\log(1/\varepsilon))$ factor).

A. Main Challenges and Contributions

The major challenge in the finite-time analysis of two timescale algorithms lies in developing a tight bound on the the tracking error, which measures how the fast timescale tracks its ideal limit (see [12]). Specifically, we develop a novel and more refined technique that bound the tracking error in terms of the gradient norm of the objective function. More importantly, our analysis is developed for the vanilla Greedy-GQ algorithm. The vanilla Greedy-GQ updates the parameters in an online and incremental fashion for each new sample, and is easier to implement and is more practical. Compared to the analysis for variants of the Greedy-GQ algorithm using the mini-batch approach ([18]), variance reduced approach ([19]), and the nested loop approach (designed in this paper), the analysis of the vanilla Greedy-GQ algorithm is more challenging since the tracking error and the variance cannot be simply controlled by choosing a large batch size or a large number of inner loop iterations, which is typically $O(1/\varepsilon)$. Also note that by setting the batch size equal to 1, the finite-time error bounds in [18], [19] reduce to a non-zero constant, which does not vanish with iterations.
Different from existing studies on two timescale stochastic approximation algorithms, e.g., [20], [21], [22], [16], where the objective function is convex, and the updates are linear in the parameters, the objective function of the Greedy-GQ algorithm is non-convex, and is not always differentiable, and the updates of Greedy-GQ are non-linear. Therefore, convergence to global optimum cannot be guaranteed in general. In this paper, we focus on the convergence to stationary points, i.e., the convergence of gradient norm to zero. The two timescale update nature of the algorithm introduces bias in the gradient estimate, which makes the analysis significantly different from standard non-convex optimization analysis [23] (one timescale with unbiased stochastic gradient). Since the updates are non-linear in the parameters, the approach in [20], [22] that decouples the fast and slow timescale updates via a linear mapping is not directly applicable here. Furthermore, the global convergence of non-linear two timescale stochastic approximation established in [24], [25] relies on the assumption that the algorithm converges to the global optimum, which however does not necessarily hold for the Greedy-GQ algorithm in this paper.

In this paper, we develop finite-time error bounds for both the i.i.d. setting and the Markovian setting. We develop novel analysis of the bias and the tracking error addressing the challenges from the Markovian noise and the two timescale structure. Our analysis implies the vanilla Greedy-GQ algorithm converges as fast as the existing invariant algorithms, without using a sample batch of size $O(\epsilon^{-1})$. Our approach further provides a general framework for analyzing RL algorithms with non-convex objective functions and two timescale updates.

We further propose a variant of the vanilla Greedy-GQ algorithm using the nested-loop approach, which is commonly used in practice to reduce the variance. We prove that the variance and the tracking error can be arbitrarily small by choosing a proper number of inner loop iterations. We derive the finite-time error bound for the nested-loop Greedy-GQ algorithm, and characterize its sample complexity $O(\log(1/\epsilon)\epsilon^{-2})$, which is the same as the vanilla Greedy-GQ algorithm (up to a factor of $O(\log(1/\epsilon))$. We note that another variant of the vanilla Greedy-GQ algorithm using the mini-batch approach was studied in [18], and its sample complexity is shown to be $O(\epsilon^{-2})$. The two variants share the same order of sample complexity as the vanilla Greedy-GQ algorithm, and are much easier to analyze than the vanilla Greedy-GQ algorithm since the variance and bias in the gradient estimate can be made arbitrarily small by choosing a large batch size or a large number of inner loops, however at the price of updating only after every big batch of data of size $O(1/\epsilon)$ and losing the simplicity of implementation in practice. Our analysis further illustrates that the sample batch based approaches can reduce the variance and stabilize the algorithm, but cannot not improve the convergence rate or the sample complexity.

**B. Related Work**

In this section, we discuss recent advances on the finite-time error bounds for various value-based RL algorithms with function approximation. There are also recent studies on actor-critic algorithms and policy gradient algorithms, which are not the focus of this paper, and thus are not discussed here.

**TD methods.** For policy evaluation problems, the finite-time error bound for TD learning was developed in [26], [27], [28], [29], [30]. For optimal control problems, the finite-time error bounds for SARSA with linear function approximation were developed in [31]. The finite-time error bounds for TD and Q-learning with neural function approximation were studied in [32],
These methods are only applicable to on-policy setting or require additional conditions to guarantee convergence. These algorithms are one timescale, and thus their analyses are fundamentally different from ours.

**Linear two timescale methods.** The asymptotic convergence rate of general linear two timescale SA algorithms was first developed in [20]. Recently, finite-time error bounds for various linear two timescale RL algorithms, e.g., GTD(0), GTD, and TDC, were studied, e.g., [17], [21], [16], [22], [19]. In these studies, the parameters are updated as linear functions of their previous values. Moreover, the objective function is convex, and thus the convergence to the global optimum can be established. For the Greedy-GQ algorithm, the updates are non-linear, and the objective function is non-convex. Thus, new techniques are needed to develop the finite-time error bounds.

**Non-linear two timescale methods.** The asymptotic convergence rate and finite-time error bounds for general nonlinear two-time scale SA were studied in [24], [25], [34], [18]. In [24], [25], it is assumed that the algorithm converges to the global optimum. However, for Greedy-GQ, the objective function is non-convex, and the convergence to the global optimum cannot be guaranteed. In [34], [18], the GTD method with non-linear function approximation was proposed and investigated, where the asymptotic convergence was established in [34], and the sample complexity of the mini-batch variant was established in [18]. Among the previous analyses of non-linear two-timescale algorithms, the most relevant works are [35], [18], where two variants of the vanilla Greedy-GQ algorithm are introduced: mini-batch Greedy-GQ and variance-reduced Greedy-GQ. Our results differ from theirs in two key aspects: the updating methodology of the algorithm and the technique employed for sample complexity analysis. Specifically, both algorithms generate a batch of samples of size $O(\epsilon^{-1})$ before updating parameters at each time step to control the tracking error and obtain their results, whereas we only generate a single sample, hugely reducing memory and computation costs. Moreover, we develop a novel technique for bounding the tracking error without using batch size but still obtain a matching sample complexity, except for a negligible $\log \epsilon^{-1}$ term. It is also worth mentioning that our results cannot be obtained by directly setting the sample batch size to 1 in the outcomes of [35], [18], which would result in a constant bound. Comparisons with these two works further highlight our contribution: a novel technique that enables us to attain the tightest bound for an online-updating algorithm without introducing a large-size sample batch.

## II. Preliminaries

### A. Markov Decision Process

A discounted Markov decision process (MDP) consists of a tuple $(S, A, P, r, \gamma)$, where $S$ and $A$ are the state and action spaces, $P$ is the transition kernel, $r$ is the reward function, and $\gamma \in [0, 1]$ is the discount factor. Specifically, at each time $t$, an agent takes an action $a_t \in A$ at state $s_t \in S$. The environment then transits to the next state $s_{t+1}$ with probability $P(s_{t+1}|s_t, a_t)$, and the agent receives reward given by $r(s_t, a_t, s_{t+1})$. A stationary policy $\pi$ maps a state $s \in S$ to a probability distribution $\pi(\cdot|s)$ over $A$, which does not depend on time $t$. For a given policy $\pi$, we define its value function for any initial state $s \in S$ as $V^\pi(s) = \mathbb{E} [\sum_{t=0}^\infty \gamma^t r(S_t, A_t, S_{t+1})|S_0 = s]$, and the state-action value function (i.e., the $Q$-function) for any $(s, a) \in S \times A$ as $Q^\pi(s, a) = \mathbb{E}_{S' \sim P(\cdot|s, a)} [r(s, a, S') + \gamma V^\pi(S')]$. 
B. Linear Function Approximation

In practice, the state and action spaces can be extremely large, which makes the tabular approach intractable due to high memory and computational cost. The approach of function approximation is widely used to address this issue, where the Q-function is approximated using a family of parameterized functions. In this paper, We focus on linear function approximation. Specifically, let \( \{\phi^{(i)}: S \times A \to \mathbb{R}, i = 1, \ldots, N\} \) be a set of \( N \) fixed base functions, where \( N \ll |S| \times |A| \). In particular, we approximate the Q-function using a linear combination of \( \phi^{(i)} \)'s:

\[
Q_\theta(s, a) = \sum_{i=1}^{N} \theta(i) \phi_{s,a}^{(i)} = \phi_{s,a}^\top \theta, \tag{1}
\]

where \( \theta \in \mathbb{R}^N \) is the weight vector. Denote by \( Q \) the family of linear combinations of \( \phi^{(i)} \)'s: \( Q = \{Q_\theta : \theta \in \mathbb{R}^N\} \). The goal is to find a \( Q_\theta \in Q \) with a compact representation in \( \theta \) to approximate the optimal action-value function \( Q^* \).

C. Greedy-GQ Algorithm

In this subsection, we review the design of the Greedy-GQ algorithm, which was originally proposed in [1] to solve the optimal control problem in RL under off-policy training.

Greedy-GQ algorithm is to minimize the mean squared projected Bellman error (MSPBE):

\[
J(\theta) \triangleq \| \mathbf{P} \mathbf{T}^{\pi_\theta} Q_\theta - Q_\theta \|_{\mu}^2, \tag{2}
\]

where \( \mu \) is the stationary distribution induced by the behavior policy \( \pi_b \), \( \pi_\theta \) is a policy derived from \( Q_\theta \), e.g., softmax w.r.t. \( Q_\theta \), and \( \| Q(\cdot, \cdot) \|_{\mu} \triangleq \int_{s \in S, a \in A} d\mu_{s,a} Q(s, a) \). \( \mathbf{P} \) is a projection operator \( \mathbf{P} \hat{Q} = \arg \min_{Q \in Q} \| Q - \hat{Q} \|_{\mu} \), and \( \mathbf{T}^{\pi_\theta} \) is the Bellman operator w.r.t. policy \( \pi_\theta \).

Two sampling settings, i.i.d. and Markovian, are considered, where under the i.i.d. setting, i.i.d. tuples \( (s_t, a_t, s'_t) \) generated from the stationary distribution \( \mu \) induced by the behavior policy \( \pi_b \) are obtained, and under the Markovian setting, a single sample trajectory \( (s_t, a_t, s_{t+1}) \) is obtained by following the behavior policy. In this paper, the proof and discussion will mainly focus on the Markovian setting. We will also present the results for the i.i.d. setting, whose proof will be omitted and can be easily obtained from proof for the Markovian setting.

Let \( \delta_{s,a,s'}(\theta) = r(s, a, s') + \gamma \hat{V}_{s'}(\theta) - \theta^\top \phi_{s,a} \) be the TD error, where \( \hat{V}_{s'}(\theta) = \sum_a \pi_\theta(a'|s')\theta^\top \phi_{s',a'} \). Then \( J(\theta) = \mathbb{E}_{\mu} [\delta_{s,A,s'}(\theta) \phi_{s,A}]^\top C^{-1} \mathbb{E}_{\mu} [\delta_{s,A,s'}(\theta) \phi_{s,A}] \), where \( C = \mathbb{E}_{\mu}[\phi_{s,A}^\top \phi_{s,A}] \). Let \( \hat{\omega}(\theta) = \nabla \hat{V}_{s'}(\theta) \), then the gradient of \( \frac{J(\theta)}{2} \) can be computed as follows:

\[
-\mathbb{E}_{\mu} [\delta_{s,A,s'}(\theta) \phi_{s,A}] + \gamma \mathbb{E}_{\mu} [\hat{\omega}(\theta) \phi_{s,A}^\top] \omega^*(\theta), \tag{3}
\]

where \( \omega^*(\theta) = C^{-1} \mathbb{E}_{\mu} [\delta_{s,A,s'}(\theta) \phi_{s,A}] \).

To solve the double-sampling issue when estimating the term \( \mathbb{E}_{\mu} [\hat{\omega}(\theta) \phi_{s,A}^\top] \omega^*(\theta) \), which involves the product of two expectations, the weight doubling trick proposed in [7] was used to construct the following two-time scale update of Greedy-GQ:

\[
\theta_{t+1} = \theta_t + \alpha(\delta_{t+1}(\theta_t) \phi_t - \gamma(\omega_t^\top \phi_t) \hat{Q}_{t+1}(\theta_t)), \tag{4}
\]
Algorithm 1 Greedy-GQ \[1\]
\begin{align*}
\text{Initialization: } & T, \theta_0, \omega_0, s_0, \phi^{(i)}, \text{ for } i = 1, 2, \ldots, N \\
& \text{Choose } W \sim \text{Uniform}(0, 1, \ldots, T - 1) \\
\text{for } t = 0, 1, 2, \ldots, W - 1 \text{ do} \\
& \text{Choose } a_t \text{ according to } \pi_{\theta_t}(\cdot|s_t) \\
& \text{Observe } s_{t+1} \text{ and } r_t \\
& \hspace{1cm} \hat{V}_{s_{t+1}}(\theta_t) \leftarrow \sum_{a' \in A} \pi_{\theta_t}(a'|s_{t+1}) \theta_t^\top \phi_{s_{t+1}} \\
& \hspace{1cm} \delta_{t+1}(\theta_t) \leftarrow r_t + \gamma \hat{V}_{s_{t+1}}(\theta_t) - \theta_t^\top \phi_t \\
& \hspace{1cm} \hat{\phi}_{t+1}(\theta_t) \leftarrow \nabla \hat{V}_{s_{t+1}}(\theta_t) \\
& \hspace{1cm} \theta_{t+1} \leftarrow \theta_t + \alpha (\delta_{t+1}(\theta_t) \phi_t - \gamma (\omega_t^\top \phi_t) \hat{\phi}_{t+1}(\theta_t)) \\
& \hspace{1cm} \omega_{t+1} \leftarrow \omega_t + \beta (\delta_{t+1}(\theta_t) - \phi_t^\top \omega_t) \phi_t \\
\text{end for} \\
\text{Output: } & \theta_W
\end{align*}
\begin{equation}
\omega_{t+1} = \omega_t + \beta (\delta_{t+1}(\theta_t) - \phi_t^\top \omega_t) \phi_t,
\end{equation}
where we denote \( \delta_{s,a,s_{t+1}}(\theta) \) by \( \delta_{t+1}(\theta_t) \), \( \hat{\phi}_{t+1}(\theta_t) \) by \( \hat{\phi}_{t+1}(\theta_t) \) and \( \phi_{s,a} \) by \( \phi_t \) for simplicity, and \( \alpha \) and \( \beta \) are the step-sizes. We also refer the readers to \[1\] for more details of the algorithm construction.

III. Finite-Time Error Bound for Greedy-GQ

In this section, we present our results of tight finite-time error bounds for the vanilla Greedy-GQ algorithm under both the i.i.d. and Markovian settings.

A. Technical Assumptions

We adopt the following standard technical assumptions.

Assumption 1 (Problem solvability). \( C \) is non-singular and its smallest eigenvalue is denoted by \( \lambda \).

Assumption 1 is a commonly used assumption in the literature, e.g., \[26\], \[17\], \[28\] to guarantee the problem is solvable.

Assumption 2 (Bounded feature). \( \|\phi_{s,a}\|_2 \leq 1, \forall (s, a) \in S \times A \).

Assumption 2 can be easily guaranteed by normalizing the features.

In this paper, we focus on policies that are smooth. Specifically, \( \pi_{\theta}(a|s) \) and \( \nabla \pi_{\theta}(a|s) \) are Lipschitz functions of \( \theta \), for any \( (s, a) \in S \times A \).

Assumption 3 (Smooth Policy). The policy \( \pi_{\theta}(a|s) \) is \( k_1 \)-Lipschitz and \( k_2 \)-smooth, i.e., for any \( (s, a) \in S \times A \), \( \|\nabla \pi_{\theta}(a|s)\| \leq k_1, \forall \theta \), and \( \|\nabla \pi_{\theta_1}(a|s) - \nabla \pi_{\theta_2}(a|s)\| \leq k_2 \|\theta_1 - \theta_2\|, \forall \theta_1, \theta_2 \).

To justify the feasibility of Assumption 3 in practice, in the following, we provide an example of the softmax policy, and show that it is Lipschitz and smooth in \( \theta \).
Consider the softmax operator, where for any \((a, s) \in \mathcal{A} \times \mathcal{S}\) and \(\theta \in \mathbb{R}^N\),
\[
\pi_\theta(a|s) = \frac{e^{\sigma \theta^\top \phi_{s,a}}}{\sum_{a' \in \mathcal{A}} e^{\sigma \theta^\top \phi_{s,a'}}},
\]
for some \(\sigma > 0\).

**Lemma 1.** The softmax policy \(\pi_\theta(a|s)\) is \(2\sigma\)-Lipschitz and \(8\sigma^2\)-smooth, i.e., for any \((s, a) \in \mathcal{S} \times \mathcal{A}\), and for any \(\theta_1, \theta_2 \in \mathbb{R}^N\),
\[
|\pi_{\theta_1}(a|s) - \pi_{\theta_2}(a|s)| \leq 2\sigma \|\theta_1 - \theta_2\|,
\]
\[
\|\nabla \pi_{\theta_1}(a|s) - \nabla \pi_{\theta_2}(a|s)\| \leq 8\sigma^2 \|\theta_1 - \theta_2\|.
\]

The following assumption is needed for the analysis under the Markovian setting, and is a widely adopted assumption for analysis with Markovian samples, e.g., [28], [31], [17], [26], [32].

**Assumption 4** (Geometric uniform ergodicity). There exist some constants \(m > 0\) and \(\rho \in (0, 1)\) such that
\[
\sup_{s \in \mathcal{S}} d_{TV}(\mathbb{P}(s_t|s_0 = s), \mu) \leq m\rho^t,
\]
for any \(t > 0\), where \(d_{TV}\) is the total-variation distance between the probability measures.

**B. Finite-time Error Bound and Sample Complexity**

The objective function of Greedy-GQ in [2] is non-convex, hence it is not guaranteed to converge to the global optimum. Instead, we consider the convergence to stationary points, namely, we study the rate of the gradient norm converging to zero [23]. Furthermore, motivated by the randomized stochastic gradient method in [23], which is designed to analyze non-convex optimization problems, in this paper, we also consider a randomized version of the Greedy-GQ algorithm in Algorithm 1. Specifically, let \(W\) be an independent random variable with a uniform distribution over \(\{0, 1, \ldots, T - 1\}\). We then run the Greedy-GQ algorithm for \(W\) steps. The final output is \(\theta_W\).

In the following theorem, we provide the finite-time error bound for \(\mathbb{E}[\|\nabla J(\theta_W)\|^2]\).

**Theorem 1.** Consider the following step-sizes: \(\beta = \mathcal{O}\left(\frac{1}{T^a}\right)\), and \(\alpha = \mathcal{O}\left(\frac{1}{T^b}\right)\), where \(\frac{1}{2} \leq a \leq 1\) and \(0 < b \leq a\). Then, (a) under the i.i.d. setting,
\[
\mathbb{E}[\|\nabla J(\theta_W)\|^2] \leq \mathcal{O}\left(\frac{1}{T^{1-a}} + \frac{1}{T^{1-b}} + \frac{1}{T^b}\right);
\]

(b) and under the Markovian setting,
\[
\mathbb{E}[\|\nabla J(\theta_W)\|^2] \leq \mathcal{O}\left(\frac{\log T}{T^{1-a}} + \frac{1}{T^{1-b}} + \frac{\log T}{T^b}\right).
\]

The proof for the Markovian setting can be found in Appendix A. The proof for the i.i.d. setting is can be obtained by letting \(m = 0\) in Assumption 4. Here we provide the order of the bounds in terms of \(T\) for simplicity. The explicit bounds can be found in [29] in the appendix.
Compared to the i.i.d. setting, the Markovian setting introduces significant challenges due to the highly dependent nature of the data. In this case, the bound is essentially scaled by a factor of the mixing time, $\log T$, relative to the i.i.d. case, due to the geometric mixing time in Assumption 4.

Theorem 1 characterizes the relationship between the convergence rate and the choice of the step-sizes $\alpha$ and $\beta$. We further optimize over the choice of the step-sizes and obtain the following corollary.

**Corollary 1.** If we choose $a = b = \frac{1}{2}$, then under the i.i.d. setting, we have that $E[\|\nabla J(\theta_W)\|^2] = O\left(\frac{1}{\sqrt{T}}\right)$; and under the Markovian setting, we have that $E[\|\nabla J(\theta_W)\|^2] = O\left(\frac{\log T}{\sqrt{T}}\right)$.

Note that our result matches with the result in [23] for solving general smooth non-convex optimization problems using stochastic gradient descent. Compared to the analysis in [23], our analysis is novel and challenging since the update rule of the Greedy-GQ algorithm is a two timescale one, for which the analysis of the tracking error is challenging, whereas the algorithm in [23] is one timescale; and the gradient estimate is biased due to the Markovian noise and the two timescale update, and the bias needs to be explicitly characterized, whereas the gradient estimate in [23] is unbiased.

### C. Discussion on Technical Challenges

In the following, we discuss the major challenges and highlight our major technical contributions in our analysis. For the complete proof, we refer the readers to the appendix.

For convenience, we define some notations. Let $O_t = (s_t, a_t, r_t, s_{t+1})$ be the observation at time $t$, define $\omega^*(\theta) = C^{-1}E[\delta_{S,A,S'}(\theta)\phi_{S,A}]$. Here $\omega^*(\theta)$ can be interpreted as the limit of the fast timescale in (5) if we do not update the slow timescale parameter $\theta$ at all, and use a fixed $\theta$ in (5). The tracking error is then defined to be $z_t = \omega_t - \omega^*(\theta_t)$. We further denote $G_{t+1}(\theta, \omega) = \delta_{t+1}(\theta)\phi_t - \gamma(\omega^\top \phi_t)\phi_{t+1}(\theta)$. Then, the update in the slow timescale in (4) is $\theta_{t+1} = \theta_t + \alpha G_{t+1}(\theta_t, \omega_t)$.

The major challenge in the analysis lies in analyzing the stochastic bias of the gradient estimate $G_{t+1}(\theta_t, \omega_t)$, which is introduced by: (1) the Markovian noise; and (2) the tracking error due to the two timescale update. Specifically, the bias in the gradient estimate can be decomposed as follows:

\[
E \left[ G_{t+1}(\theta_t, \omega_t) + \frac{\nabla J(\theta)}{2} \right] = E \left[ G_{t+1}(\theta_t, \omega^*(\theta_t)) + \frac{\nabla J(\theta)}{2} \right] + E \left[ G_{t+1}(\theta_t, \omega_t) - G_{t+1}(\theta_t, \omega^*(\theta_t)) \right].
\]

(12)

For the first bias term in (12), under the Markovian setting, $\theta_t$ is a function of $O_1, \ldots, O_{t-1}$, and thus is dependent on $O_t$, which makes the estimator biased. Our analysis employs a novel information theoretic technique [23] to bound the bias caused by this coupling.

The second term in (12) is due to the tracking error $z_t \triangleq \omega_t - \omega^*(\theta_t)$ in the two timescale update, which is the most challenging part in our analysis. As $\theta_t$ changes at every time step,
the limit of the fast timescale $\omega^*(\theta_t)$ also varies. Therefore, in the analysis of the tracking error, the change in $\theta_t$ also need to be taken into consideration. The previous analyses of the tracking error were conducted using two approaches. The first approach involved using the size of a sample batch, resulting in a batch of size $O(\epsilon^{-1})$. However, this approach yields a constant bound and is not applicable to our single-sample online fashion, where only a single sample is used at each step. The second approach, as seen in [36], treats the update of $z_t$ as a single time-scale, bounds the tracking error individually, and only considers its convergence in terms of $T$. However, the convergence of the tracking error should also depend on the convergence of the slow time scale, i.e., $\theta$. In our analysis, we develop a framework that enables us to characterize the relationship between the two time scales and bound the tracking error in terms of both $T$ and $\theta$ simultaneously. Namely, we show that

$$\sum_{t=0}^{T-1} E[\|z_t\|^2] T \leq O\left(\frac{1}{T^{1-\theta}} + \frac{\log T}{T^\theta} + \sum_{t=0}^{T-1} E[\|\nabla J(\theta_t)\|^2] \right),$$

where the convergence of $\nabla J(\theta)$ further introduces a tighter error bound on $z_t$, and results in an improved sample complexity.

D. Discussion on Theoretical Results

Our main theoretical results Theorem 1 and Corollary 1 show that the Greedy-GQ algorithm converges to a stationary solution, i.e., $\theta_t \to \{\theta : \nabla J(\theta) = 0\}$.

The stationary convergence result is not because of our analysis, instead, this is the nature of the Greedy-GQ algorithm. The objective function is a non-convex function. The Greedy-GQ algorithm can be viewed as a sub-gradient descent method with a two time-scale implementation, therefore we do not expect a global convergence result. To verify this, in Figure III-D, we implement the Greedy-GQ algorithm with two different initializations $\theta^1_0, \theta^2_0$ under the Garnet problem $G(10, 5, 10, 5)$, and plot the difference between $\|\theta^1_t - \theta^2_t\|^2$ during the training. As the result shows, with different initializations, $\theta^i_t$ converges to different stationary points. This implies that convergence to the global optimum cannot be achieved by the Greedy-GQ algorithm.

IV. NESTED-LOOP GREEDY-GQ

In this section, we design a novel nested-loop Greedy-GQ algorithm, and provide its finite-time error bound and sample complexity.

A. Algorithm

Instead of updating $\theta$ and $\omega$ simultaneously, the nested-loop Greedy-GQ algorithm consists of an inner loop and an outer loop. The slow timescale parameter $\theta$ is updated in the outer loop;
and within the inner loop, the slow timescale parameter $\theta$ is kept fixed, and the fast timescale parameter $\omega$ is updated. Let $H_{t+1}(\theta, \omega) = (\delta_{t+1}(\theta) - \phi_t^T \omega) \phi_t$. The algorithm is provided in Algorithm 2. Although batches of samples are used in the algorithm, the algorithm can still be implemented in an online and incremental fashion without having to store a batch of samples in the memory.

\begin{algorithm}
\caption{Nested-loop Greedy-GQ}
\begin{algorithmic}[1]
\Input $T$, $T_c$, $B$, $M$, $\alpha$, $\beta$, $\phi^{(i)}$ for $i = 1, \ldots, N$, $\pi_b$
\Initialization $\theta_0, w_0$
\hspace{1em}1: Choose $W \sim \text{Uniform}(0, 1, \ldots, T - 1)$
\hspace{1em}2: for $t = 0, 1, \ldots, W - 1$ do
\hspace{2em}3: $w_{t,0} \leftarrow w_t$
\hspace{2em}4: for $t_c = 0, 1, \ldots, T_c - 1$ do
\hspace{3em}5: Generate $B$ samples $O_j, j = (BT_c + M)t + Bt_c, \ldots, (BT_c + M)(t + 1) + Bt_c + B - 1$
\hspace{3em}6: $w_{t,t+1} \leftarrow w_{t,t_c} + \frac{\beta}{B} \sum_{i=1}^{B} H_{(BT_c + M)(t + 1) + Bt_c + i}(\theta_t, w_{t,t_c})$
\hspace{2em}7: end for
\hspace{1em}8: $w_{t+1} \leftarrow w_{t,T_c-1}$
\hspace{1em}9: Generate $M$ samples $O_j, j = BT_c(t + 1) + Mt, \ldots, BT_c(t + 1) + Mt + M - 1$
\hspace{1em}10: $\theta_{t+1} \leftarrow \theta_t + \frac{\alpha}{M} \sum_{i=1}^{M} G_{BT_c(t + 1) + Mt + i}(\theta_t, w_t)$
\hspace{1em}11: end for
\Output $\theta_W$
\end{algorithmic}
\end{algorithm}

\subsection*{B. Finite-time Error Bound and Sample Complexity}

In this section, we present the finite-time error bound for the nested-loop Greedy-GQ algorithm.

\textbf{Theorem 2.} Consider the nested-loop Greedy-GQ algorithm. Under both the Markovian and i.i.d. settings, if $\alpha < \frac{1}{K}$, $\beta < \frac{\lambda}{4}$, where $\lambda$ denotes the minimal eigenvalue of $C$, then $\mathbb{E}[\|\nabla J(\theta_W)\|^2] \leq O\left(e^{-T_c} + \frac{1}{T} + \frac{1}{B} + \frac{1}{M}\right)$.

For the detailed proof under the Markovian setting, we refer the readers to the Section B in the appendix. The proof for the i.i.d. setting is similar, and is thus omitted. Here, we provide the order of the bound for simplicity. The explicit bound under the Markovian setting can be found in (63) in the appendix. Theorem 2 shows that the nested-loop Greedy-GQ algorithm asymptotically converges to a neighborhood of a stationary point. In particular, the size of the neighborhood is $O(1/M + 1/B)$, which can be driven arbitrarily close to zero by choosing large batch sizes $M$ and $B$.

We then derive the sample complexity of converging to an $\epsilon$-stationary point in the following corollary.

\textbf{Corollary 2.} Set $T, M, B = O(1/\epsilon)$ and $T_c = O(\log(\epsilon^{-1}))$, then the sample complexity of an $\epsilon$-stationary solution: $\mathbb{E}[\|\nabla J(\theta_W)\|^2] \leq \epsilon$ is $O\left(\log(\epsilon^{-1})\epsilon^{-2}\right)$.

The sample complexity obtained in Corollary 2 matches with the result in Theorem 1.
Remark 1. In nested-loop Greedy-GQ, the fast timescale $w$ is updated in the inner loop using different samples from the samples for the update of $\theta$. Moreover, within the inner loop of $\omega$’s update, $\theta$ is kept fixed. This approach can simplify the analysis of the tracking error, compared to the vanilla Greedy-GQ algorithm which updates both $\theta$ and $\omega$ simultaneously. The sample complexity here also matches with that of the stochastic gradient descent algorithm for general non-convex problems in [23].

V. Experiments

In this section, we conduct experiments on two RL problems: Garnet problem and the frozen lake problem, and compare the vanilla Greedy-GQ algorithm and its variants: the nested-loop one in this paper and the mini-batch one in [18].

A. Garnet Problem

The first experiment is on the Garnet problem [37], which can be characterized by $G(|S|, |A|, b, N)$. Here $b$ is a branching factor specifying how many next states are possible for each state-action pair, and these $b$ states are chosen uniformly at random. The transition probabilities are generated by sampling uniformly and randomly between 0 and 1. The parameter $N$ is the number of features for linear function approximation. In our experiments, we generate a reward matrix uniformly and randomly between 0 and 1, and a feature matrix of dimension $N \times (|S||A|)$ randomly. In the nested-loop Greedy-GQ algorithm, we set $M = 30$, $T_c = 10$ and $B = 5$. In the mini-batch Greedy-GQ algorithm, we set $B = 30$. The step sizes are set as $\alpha = 0.1$ and $\beta = 0.5$, and the discount factor $\gamma = 0.95$ in all the three algorithms.

We consider two sets of parameters: $G(10, 5, 10, 5)$ and $G(8, 10, 5, 4)$. In Figures 1 and 2, we plot the minimum gradient norm v.s. the number of samples for all three algorithms using 40 Garnet MDP trajectories, i.e., at each time $t$, we plot $\min_{\theta_i} \| \nabla J(\theta_i) \|^2$. The upper and lower envelopes of the curves correspond to the 95 and 5 percentiles of the 40 curves, respectively. We also plot the estimated variance of the stochastic update for three algorithms along the iterations. Specifically, we query 100 Monte Carlo samples per iteration to estimate the squared error of $G_{t+1}(\theta_t, \omega_t)$, i.e., $\| G_{t+1}(\theta_t, \omega_t) - \nabla J(\theta_t) \|^2$. It can be seen that both the nested-loop and mini-batch approaches can reduced the variance. There is no significant difference among the convergence rate of the three algorithms. Different hyper-parameters, i.e., the batch size are also compared. We plot the norm of gradient v.s. the number of samples. The upper and lower envelop denotes the 95 and 5 percentiles of the 40 trajectories. The results show that the convergence rate is similar, and mini-batch Greedy-GQ has a smaller variance with a larger batch size.

B. Frozen Lake Problem

Our second experiment is on the frozen lake game [38]. We consider two sets of features with different number of features. Two random feature matrices $\Phi$ of dimension $4 \times (|S||A|)$ and $5 \times (|S||A|)$ are generated to linearly approximate the value function. In both problems, the agent follows the uniform behavior policy, i.e., it goes up, down, right or left with probability $\frac{1}{4}$. In the nested-loop Greedy-GQ algorithm, we set $M = 30$, $T_c = 10$ and $B = 5$, while in the
mini-batch Greedy-GQ algorithm, we set $B = 30$. In all the three algorithms, the step sizes are set as $\alpha = 0.1$ and $\beta = 0.5$, and the discount factor $\gamma = 0.95$. We plot the minimum norm of the gradient and the estimated gradient variance as a function of the number of samples in Figures 3 and 4. It can be seen that the nested-loop and mini-batch Greedy-GQ algorithms have smaller gradient variance, and the convergence rate of the three algorithms are similar. We also compare different batch sizes. The results also show that mini-batch can reduce the variance during the training.

VI. DISCUSSION

In this section, we discuss the vanilla Greedy-GQ algorithm and its variants: nested-loop Greedy-GQ, mini-batch Greedy-GQ \[18\], and variance reduction Greedy-GQ \[19\], based on our theoretical and numerical results. First of all, from our numerical experiments, there is no significant difference in the convergence rate of the three algorithms. The variance of the gradient
estimates of the mini-batch Greedy-GQ and nested-loop Greedy-GQ is smaller than the vanilla Greedy-GQ. Second, as can be seen from the theoretical bounds, there is a $O(\log 1/\epsilon)$ factor improvement of the mini-batch Greedy-GQ and variance reduction Greedy-GQ than the vanilla Greedy-GQ and the nested-loop Greedy-GQ in the sample complexity, which however does not really appear to be the case from the numerical results. Therefore, such a gap of $O(\log 1/\epsilon)$ is likely due to the analysis. Third, compared to the vanilla Greedy-GQ, where the update in $\theta$ is performed every time when a new sample comes in, the nested-loop and mini-batch methods update $\theta$ after a large batch of data (in Corollary 2 and Theorem 3 in [18], the batch sizes needed are $O(1/\epsilon)$ and $O(\log(1/\epsilon)/\epsilon)$, respectively). The vanilla Greedy-GQ has the advantage that it can be implemented in an online and incremental fashion, and can be stopped anytime to output the parameter $\theta$; however, to update the parameter $\theta$ once, the nested-loop and mini-batch Greedy-GQ methods need a big batch of data. Moreover, the vanilla Greedy-GQ has less number of hyper-parameter to tune in practice than the other two variants. Therefore, the vanilla Greedy-GQ is more convenient for practical online implementation.

VII. Conclusion

In this paper, we developed the finite-time error bounds for the two timescale Greedy-GQ algorithm with linear function approximation under both i.i.d. and Markovian settings. We also proposed the nested-loop Greedy-GQ algorithm, and characterized its finite-time error bound and sample complexity. Including the mini-batch Greedy-GQ algorithm studied in [18], all the three algorithms were shown to achieve the same sample complexity as the one of the stochastic gradient descent for a general non-convex optimization problem (up to a factor of $\log(1/\epsilon)$). The major technical contribution in this paper is a tight tracking error analysis which bound the tracking error in terms of the slow timescale parameter, and a novel analysis for non-convex optimization with two timescale updates and biased gradient. The tools and analysis developed in this paper can be used to improve the tracking error analysis and further the finite-time error bounds for a variety of two timescale RL algorithms. The theoretical understanding developed for the vanilla Greedy-GQ algorithm and its variants will provide useful insights for their application in practice.
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APPENDIX A
ANALYSIS FOR VANILLA GREEDY-GQ

In the following proof, \( \|a\| \) denotes the \( \ell_2 \) norm if \( a \) is a vector; and \( \|A\| \) denotes the operator norm if \( A \) is a matrix. For technical convenience, we impose a projection step on both the updates of \( \theta \) and \( \omega \) with radius \( R_1 \): for any \( t, \|\theta_t\| \leq R \) and \( \|\omega_t\| \leq R \). The projection step is necessary to guarantee the stability of the algorithm. The approach developed in [26] which bounds the parameter using its retrospective copy several time steps back, is not applicable here due to the nonlinear structure of Greedy-GQ.

We first show that the objective function \( J(\theta) \) is \( K \)-smooth for \( \theta \in \{\theta : \|\theta\| \leq R\} \).

**Lemma 2.** \( J(\theta) \) is \( K \)-smooth:

\[
\|\nabla J(\theta_1) - \nabla J(\theta_2)\| \leq K \|\theta_1 - \theta_2\|, \forall \|\theta_1\|, \|\theta_2\| \leq R,
\]

where \( K = 2\gamma \lambda^{-1}(k_1|A|R + 1)(1 + \gamma + \gamma R k_1|A|) + |A| (r_{\text{max}} + \gamma R_k(2k_1 + k_2 R)) \).

**Proof.** It follows that

\[
\nabla J(\theta_1) - \nabla J(\theta_2) \\
= 2\nabla (\mathbb{E}_{\mu} [\delta_{S,A,S'}(\theta_1) \phi_{S,A}]) C^{-1} \mathbb{E}_{\mu} [\delta_{S,A,S'}(\theta_1) \phi_{S,A}] \\
- 2\nabla (\mathbb{E}_{\mu} [\delta_{S,A,S'}(\theta_2) \phi_{S,A}]) C^{-1} \mathbb{E}_{\mu} [\delta_{S,A,S'}(\theta_2) \phi_{S,A}] \\
= 2\nabla (\mathbb{E}_{\mu} [\delta_{S,A,S'}(\theta_1) \phi_{S,A}]) C^{-1} \mathbb{E}_{\mu} [\delta_{S,A,S'}(\theta_1) \phi_{S,A}] \\
- 2\nabla (\mathbb{E}_{\mu} [\delta_{S,A,S'}(\theta_2) \phi_{S,A}]) C^{-1} \mathbb{E}_{\mu} [\delta_{S,A,S'}(\theta_2) \phi_{S,A}] \\
+ 2\nabla (\mathbb{E}_{\mu} [\delta_{S,A,S'}(\theta_1) \phi_{S,A}]) C^{-1} \mathbb{E}_{\mu} [\delta_{S,A,S'}(\theta_2) \phi_{S,A}] \\
- 2\nabla (\mathbb{E}_{\mu} [\delta_{S,A,S'}(\theta_2) \phi_{S,A}]) C^{-1} \mathbb{E}_{\mu} [\delta_{S,A,S'}(\theta_2) \phi_{S,A}].
\]

Since \( C^{-1} \) is positive definite, thus it suffices to show both \( \nabla (\mathbb{E}_{\mu} [\delta_{S,A,S'}(\theta) \phi_{S,A}]) \) and \( \mathbb{E}_{\mu} [\delta_{S,A,S'}(\theta) \phi_{S,A}] \) are Lipschitz in \( \theta \) and are bounded.

It is straightforward to see that

\[
\|\mathbb{E}_{\mu} [\delta_{S,A,S'}(\theta) \phi_{S,A}]\| \leq r_{\text{max}} + (1 + \gamma) R, \tag{13}
\]

and \( \|\nabla \mathbb{E}_{\mu} [\delta_{S,A,S'}(\theta) \phi_{S,A}]\| \leq 1 + \gamma (k_1|A|R + 1) \). We further have that

\[
\|\nabla (\mathbb{E}_{\mu} [\delta_{S,A,S'}(\theta_1) \phi_{S,A}]) - \nabla (\mathbb{E}_{\mu} [\delta_{S,A,S'}(\theta_2) \phi_{S,A}])\| \\
= \|\mathbb{E}_{\mu} \left[ \sum_{a \in \mathcal{A}} \left( \nabla \left( \pi_{\theta_1}(a|S') \right) \theta_1^T \phi_{S',a} - \nabla \left( \pi_{\theta_2}(a|S') \right) \theta_2^T \phi_{S',a} \right) \phi_{S,A}^T \right]\| \\
= \|\mathbb{E}_{\mu} \left[ \sum_{a \in \mathcal{A}} \left( \nabla \left( \pi_{\theta_1}(a|S') \right) - \nabla \left( \pi_{\theta_2}(a|S') \right) \right) \theta_1^T \phi_{S',a} + \nabla \left( \pi_{\theta_2}(a|S') \right) (\theta_1 - \theta_2)^T \phi_{S',a} \phi_{S,A}^T \right]\| \tag{14} \\
+ \gamma \|\mathbb{E}_{\mu} \left[ \sum_{a \in \mathcal{A}} \left( \pi_{\theta_1}(a|S') \phi_{S',a} - \pi_{\theta_2}(a|S') \phi_{S',a} \right) \phi_{S,A}^T \right]\| \\
\leq \gamma |A|(2k_1 + k_2 R) \|\theta_1 - \theta_2\|, \tag{15}
\]
which is from Assumption 3

Following similar steps, we can also show that \( \mathbb{E}_\mu [\delta_{S,A,S'} (\theta) \phi_S,A] \) is Lipschitz in \( \theta \):

\[
\| \mathbb{E}_\mu [\delta_{S,A,S'} (\theta_1) \phi_S,A] - \mathbb{E}_\mu [\delta_{S,A,S'} (\theta_2) \phi_S,A] \| \\
\leq (\gamma(|A|k_1 R + 1) + 1) \| \theta_1 - \theta_2 \|. \tag{16}
\]

Combining (14) and (16) concludes the proof.

Recall the definition of \( G_{t+1}(\theta, \omega) \) in Section III-C. The following Lemma shows that \( G_{t+1}(\theta, \omega) \) is Lipschitz in \( \omega \), and \( G_{t+1}(\theta, \omega*(\theta)) \) is Lipschitz in \( \theta \).

**Lemma 3.** For any \( w_1, w_2 \), \( \| G_{t+1}(\theta, \omega_1) - G_{t+1}(\theta, \omega_2) \| \leq \gamma(|A|Rk_1 + 1)\| \omega_1 - \omega_2 \|, \) and for any \( \theta_1, \theta_2 \in \{ \theta : \| \theta \| \leq R \}, \)

\[
\| G_{t+1}(\theta_1, \omega*(\theta_1)) - G_{t+1}(\theta_2, \omega*(\theta_2)) \| \leq k_3 \| \theta_1 - \theta_2 \|, \tag{17}
\]

where \( k_3 = (1 + \gamma + \gamma R|A|k_1 + \gamma \frac{1}{k} |A| (2k_1 + k_2 R)(r_{\text{max}} + \gamma R + R) + \gamma \frac{1}{k} (1 + |A|Rk_1)(1 + \gamma + \gamma R|A|k_1)) \).

**Proof.** Under Assumption 3, it can be easily shown that

\[
\| \hat{\phi}_{t+1}(\theta) \| \leq |A|Rk_1 + 1. \tag{18}
\]

It then follows that for any \( \omega_1 \) and \( \omega_2 \),

\[
\| G_{t+1}(\theta, \omega_1) - G_{t+1}(\theta, \omega_2) \| \leq \gamma(|A|Rk_1 + 1)\| \omega_1 - \omega_2 \|. \]

To show that \( G_{t+1}(\theta, \omega*(\theta)) \) is Lipschitz in \( \theta \), we first show that \( \hat{\phi}_{t+1}(\theta) \) is Lipschitz in \( \theta \) following similar steps as those in (14):

\[
\| \hat{\phi}_{t+1}(\theta_1) - \hat{\phi}_{t+1}(\theta_2) \| \leq |A|(2k_1 + k_2 R)\| \theta_1 - \theta_2 \|. \tag{19}
\]

We have that

\[
\| G_{t+1}(\theta_1, \omega*(\theta_1)) - G_{t+1}(\theta_2, \omega*(\theta_2)) \|
\leq \delta_{t+1}(\theta_1) - \delta_{t+1}(\theta_2) + \gamma\| (\omega*(\theta_2))^T \phi_t \hat{\phi}_{t+1}(\theta_2)
- (\omega*(\theta_1))^T \phi_t \hat{\phi}_{t+1}(\theta_1) \|
\leq \gamma \| (\omega*(\theta_2))^T \phi_t \hat{\phi}_{t+1}(\theta_2)
- (\omega*(\theta_1))^T \phi_t \hat{\phi}_{t+1}(\theta_1) \|
+ (1 + \gamma + \gamma R|A|k_1)\| \theta_1 - \theta_2 \|
\leq \gamma \| (1 + |A|Rk_1)\| \omega*(\theta_2) - \omega*(\theta_1) \|
+ \gamma \| \omega*(\theta_1) \| \| \hat{\phi}_{t+1}(\theta_1) - \hat{\phi}_{t+1}(\theta_2) \|
+ \gamma \| 1 + R|A|k_1 \| \| \theta_1 - \theta_2 \| + \| \theta_1 - \theta_2 \|
\leq \left( \frac{\gamma}{k} (1 + |A|Rk_1) (1 + \gamma + \gamma R|A|k_1)
+ \frac{\gamma}{k} |A|(2k_1 + k_2 R)(r_{\text{max}} + \gamma R + R) \right) \| \theta_1 - \theta_2 \|. \tag{20}
\]
where (a) can be shown following steps similar to those in (16), while (b) can be shown using

$$\|\omega^*(\theta_2) - \omega^*(\theta_1)\| \leq \frac{(1 + \gamma + \gamma R|A|k)}{\lambda} \|\theta_1 - \theta_2\|,$$

(21)

and \(\|\omega^*(\theta)\| \leq \frac{1}{\lambda}(r_{\text{max}} + \gamma R + R).\)

Since \(J(\theta)\) is \(K\)-smooth, by Taylor expansion we have that

$$J(\theta_{t+1}) \leq J(\theta_t) + \langle \nabla J(\theta_t), \theta_{t+1} - \theta_t \rangle + \frac{K}{2} \|\theta_{t+1} - \theta_t\|^2$$

= \(J(\theta_t) - \alpha \langle \nabla J(\theta_t), -G_{t+1}(\theta_t, \omega_t) + G_{t+1}(\theta_t, \omega^*(\theta_t)) \rangle + \frac{\alpha}{2} \langle \nabla J(\theta_t), \nabla J(\theta_t) + 2G_{t+1}(\theta_t, \omega^*(\theta_t)) \rangle - \frac{\alpha}{2} \|\nabla J(\theta_t)\|^2 + \frac{K}{2} \alpha^2 \|G_{t+1}(\theta_t, \omega_t)\|^2\)

\leq \(J(\theta_t) + \alpha \gamma \|\nabla J(\theta_t)\|(1 + |A|Rk_1)\|\omega^*(\theta_t) - \omega_t\| + \frac{\alpha}{2} \langle \nabla J(\theta_t), \nabla J(\theta_t) + 2G_{t+1}(\theta_t, \omega^*(\theta_t)) \rangle - \frac{\alpha}{2} \|\nabla J(\theta_t)\|^2 + \frac{K}{2} \alpha^2 \|G_{t+1}(\theta_t, \omega_t)\|^2\),

(22)

where the last inequality follows from Lemma 3.

Re-arranging the terms in (22), summing up w.r.t. \(t\) from 0 to \(T - 1\), taking the expectation and applying Cauchy’s inequality implies that

$$\sum_{t=0}^{T-1} \frac{\alpha}{2} \mathbb{E}[\|\nabla J(\theta_t)\|^2]$$

$$\leq J(\theta_0) - J(\theta_T) + \gamma \alpha (1 + |A|Rk_1) \sqrt{\sum_{t=0}^{T-1} \mathbb{E}[\|\nabla J(\theta_t)\|^2]}$$

$$\cdot \sqrt{\sum_{t=0}^{T-1} \mathbb{E}[\|\omega^*(\theta_t) - \omega_t\|^2] + \frac{K}{2} \sum_{t=0}^{T-1} \alpha^2 \mathbb{E}[\|G_{t+1}(\theta_t, \omega_t)\|^2]} - \frac{\alpha}{2} \sum_{t=0}^{T-1} \mathbb{E}[\langle \nabla J(\theta_t), \nabla J(\theta_t) + 2G_{t+1}(\theta_t, \omega^*(\theta_t)) \rangle].$$

(23)

We then provide the bounds on \(\mathbb{E}[\|\omega^*(\theta_t) - \omega_t\|^2]\) and \(\mathbb{E}[\langle \nabla J(\theta_t), \nabla J(\theta_t)/2 + G_{t+1}(\theta_t, \omega^*(\theta_t)) \rangle]\), which we refer to as “tracking error” and “stochastic bias”. We define \(\zeta(\theta, O_t) \triangleq \langle \nabla J(\theta), \nabla J(\theta)/2 + G_{t+1}(\theta, \omega^*(\theta)) \rangle\), then \(\mathbb{E}_\mu[\zeta(\theta, O_t)] = 0\) for any fixed \(\theta\) when \(O_t \sim \mu\) (which doesn’t hold under the Markovian setting). In the following lemma, we provide an upper bound on \(\mathbb{E}[\zeta(\theta, O_t)]\).

Lemma 4. Stochastic Bias. Let \(\tau_\alpha \triangleq \min \{ k : m \rho^k \leq \alpha \}\). If \(t \leq \tau_\alpha\), then \(\mathbb{E}[\zeta(\theta_t, O_t)] \leq k_\zeta\), and if \(t > \tau_\alpha\), then

$$\mathbb{E}[\zeta(\theta_t, O_t)] \leq k_\zeta \alpha + c_\zeta (c_{f_1} + c_{g_1}) \tau_\alpha \alpha,$$

(24)

where \(c_\zeta = 2\gamma (1 + k_1 |A|R) \frac{1}{\lambda}(r_{\text{max}} + R + \gamma R)(\frac{K}{2} + k_3) + K(r_{\text{max}} + R + R + \gamma R)(\frac{K}{\lambda}(1 + k_1 |A|R) + 1)\)

and \(k_\zeta = 4\gamma (1 + k_1 |A|R) \frac{1}{\lambda}(r_{\text{max}} + R + \gamma R)^2(2\gamma (1 + k_1 |A|R) \frac{1}{\lambda} + 1).\)
Proof. For any \(\theta_1\) and \(\theta_2\), it follows that
\[
|\zeta(\theta_1, O_t) - \zeta(\theta_2, O_t)| = \frac{1}{2} \left| \langle \nabla J(\theta_1), \nabla J(\theta_1) + 2G_{t+1}(\theta_1, \omega^*(\theta_1)) \rangle - \langle \nabla J(\theta_2), \nabla J(\theta_2) + 2G_{t+1}(\theta_2, \omega^*(\theta_2)) \rangle \right|.
\]
By Lemma 2, \(\zeta(\theta, O_t)\) is also Lipschitz in \(\theta\): \(|\zeta(\theta_1, O_t) - \zeta(\theta_2, O_t)| \leq c_\zeta \|\theta_1 - \theta_2\|\), where \(c_\zeta = 2\gamma(1 + k_1|A|R)\frac{1}{\lambda}(r_{\text{max}} + R + \gamma R)(\frac{K}{2} + k_3) + K(r_{\text{max}} + R + \gamma R)(\gamma\frac{1}{\lambda}(1 + k_1|A|R) + 1 + \gamma\frac{1}{\lambda}(1 + Rk_1|A|)))\). Thus from (25), it follows that for any \(\tau \geq 0\),
\[
|\zeta(\theta_t, O_t) - \zeta(\theta_{t-\tau}, O_t)| \leq c_\zeta \|\theta_t - \theta_{t-\tau}\|,
\]
where \(c_{f_1} = r_{\text{max}} + (1 + \gamma)R + \frac{2}{\lambda}(r_{\text{max}} + (1 + \gamma)R)(1 + R|A|k_1), \quad c_{g_1} = 2\gamma R(1 + R|A|k_1)\) and \(\|G_{k+1}(\theta_k, \omega_k)\| \leq c_{f_1} + c_{g_1}\).

We define an independent random variable \(\hat{O} = (\hat{\hat{S}}, \hat{\hat{A}}, \hat{\hat{R}})\), where \((\hat{\hat{S}}, \hat{\hat{A}}) \sim \mu, \hat{\hat{R}}\) is the subsequent state and \(\hat{\hat{R}}\) is the reward. Then \(\mathbb{E}[\zeta(\theta_{t-\tau}, \hat{\hat{O}})] = 0\) by the fact that \(\mathbb{E}_\mu[G_{t+1}(\theta, \omega^*(\theta))] = -\frac{1}{2} \nabla J(\theta)\). Thus for any \(\tau \leq t\),
\[
\mathbb{E}[\zeta(\theta_{t-\tau}, \hat{\hat{O}})] \leq |\mathbb{E}[\zeta(\theta_{t-\tau}, O_t)] - \mathbb{E}[\zeta(\theta_{t-\tau}, \hat{\hat{O}})]| \leq k_\zeta m\rho^\tau,
\]
which follows from Assumption 4 and \(k_\zeta = 4\gamma(1 + k_1|A|R)\frac{1}{\lambda}(r_{\text{max}} + R + \gamma R)^2(2\gamma(1 + k_1|A|R)\frac{1}{\lambda} + 1)\).

If \(t \leq \tau_\alpha\), the conclusion follows from the fact that \(|\zeta(\theta, O_t)| \leq k_\zeta\). If \(t > \tau_\alpha\), we choose \(\tau = \tau_\alpha\), and then \(\mathbb{E}[\zeta(\theta_t, O_t)] \leq \mathbb{E}[\zeta(\theta_{t-\tau_\alpha}, O_t)] + c_\zeta(c_{f_1} + c_{g_1}) \sum_{k=t-\tau_\alpha}^{t-1} \alpha \leq k_\zeta \alpha + c_\zeta(c_{f_1} + c_{g_1}) \tau_\alpha \alpha. \)

The tracking error can be bounded in the following lemma.

Lemma 5. Tracking error. (proof in Section A-A)
\[
\sum_{t=0}^{T-1} \mathbb{E}[\|z_t\|^2] \leq \frac{2Q_T}{T} + \frac{32}{1 - e^{-2\lambda\beta}} \frac{\|R_2\|^2}{\lambda\beta} + \frac{8\alpha^2}{\lambda^3\beta} \frac{(1 + \gamma + \gamma k_1|A|R)^2 \sum_{t=0}^{T-1} \mathbb{E}[\|\nabla J(\theta_t)\|^2]}{1 - e^{-2\lambda\beta}} + \frac{1}{T^{1-b}} \frac{T}{b} \frac{\sum_{t=0}^{T-1} \mathbb{E}[\|\nabla J(\theta_t)\|^2]}{T},
\]
where \(Q_T = \frac{\|z_0\|^2}{1 - e^{-2\lambda\beta}} + \frac{(4Rc_{f_2}\beta + 2b_2\beta + 4Rb_\eta \alpha + c_\zeta \beta^2)}{(1 - e^{-2\lambda\beta})^2} + \frac{\tau_\beta + 1}{1 - e^{-2\lambda\beta}} \frac{(4Rc_{f_2}\beta + 2b_2\beta + 4Rb_\eta \alpha + c_\zeta \beta^2)}{(1 - e^{-2\lambda\beta})^2} + \frac{c_\zeta \beta^2 + \frac{2b_2\beta + b_\eta \beta}{b_2 + b_\eta \beta} + \frac{2\beta \left(b_2 \beta + b_\eta \beta \beta\right)}{b_2 \beta + b_\eta \beta \beta} + 2\alpha \left(4Rb_\eta \beta + b_\eta \beta \beta\right)}{(1 - e^{-2\lambda\beta})^2}, \) and \(b_2, b_\eta, b_\eta, c_\zeta\) and \(c_\zeta\) are some constants defined in Lemmas 2 and 10.
Now we have the bounds on the stochastic bias and the tracking error. From (23), we first have that

\[
\frac{\sum_{t=0}^{T-1} \alpha \mathbb{E}[\| \nabla J(\theta_t) \|^2]}{2T} \leq \frac{1}{T^\alpha} \left( J(\theta_0) - J^* + \gamma \alpha (1 + |A|Rk_1) \right) \sqrt{\sum_{t=0}^{T-1} \mathbb{E}[\| \nabla J(\theta_t) \|^2]}
\]

\[
\cdot \sqrt{\sum_{t=0}^{T-1} \mathbb{E}[\| z_t \|^2] + \sum_{t=0}^{T-1} \alpha \mathbb{E}[\zeta(\theta_t, O_t)]}
\]

\[
+ \sum_{t=0}^{T-1} K^2 (r_{\max} + (R + \gamma R(2 + |A|Rk_1))^2)
\),
\] (27)

where \( J^* = \min_\theta J(\theta) \) is positive and finite, and the inequality is from \( \| G_{t+1}(\theta, \omega) \| \leq r_{\max} + \gamma R + R + \gamma R(1 + |A|Rk_1) \). From Lemma 4, it follows that \( \sum_{t=0}^{T-1} \alpha \mathbb{E}[\zeta(\theta_t, O_t)] \leq \sum_{t=0}^{T-1} \alpha k_\zeta + \sum_{t=\tau_0+1}^{T-1} (k_\zeta \alpha^2 + c_\zeta (c_{f_1} + c_{g_1}) \tau_0 \alpha^2) \). Hence, we have that

\[
\sum_{t=0}^{T-1} \mathbb{E}[\| \nabla J(\theta_t) \|^2] \leq \Omega + \gamma (1 + |A|Rk_1) \sqrt{\frac{\sum_{t=0}^{T-1} \mathbb{E}[\| \nabla J(\theta_t) \|^2]}{T} \sqrt{\sum_{t=0}^{T-1} \mathbb{E}[\| z_t \|^2]}}.
\]

where \( \Omega \triangleq k_\zeta \tau_0 + c_\zeta (c_{f_1} + c_{g_1}) \tau_0 + k_\zeta + J(\theta_t) - J^* + K \alpha (r_{\max} + \gamma R + R + \gamma R(1 + |A|Rk_1))^2 \). We then plug in the tracking error in Lemma 5

\[
\sum_{t=0}^{T-1} \mathbb{E}[\| \nabla J(\theta_t) \|^2] \leq \Omega + \gamma (1 + |A|Rk_1)
\]

\[
\cdot \sqrt{\frac{\sum_{t=0}^{T-1} \mathbb{E}[\| \nabla J(\theta_t) \|^2]}{T}} \left( \sqrt{\frac{2QT}{T} + \frac{32}{1 - e^{-2\lambda \beta}} \frac{\| R \|_2^2}{\lambda \beta}} + (8\alpha^2 \frac{1}{\beta \lambda^3} (1 + \gamma + \gamma k_1 |A|) \frac{1}{1 - e^{-2\lambda \beta}} \right)
\]

\[
\cdot \sum_{t=0}^{T-1} \mathbb{E}[\| \nabla J(\theta_t) \|^2] \right)^{0.5}
\]

\[
= \Omega + \gamma (1 + |A|Rk_1) \sqrt{\sum_{t=0}^{T-1} \mathbb{E}[\| \nabla J(\theta_t) \|^2]}
\]

\[
\cdot \sqrt{\frac{2QT}{T} + \frac{32}{1 - e^{-2\lambda \beta}} \frac{\| R \|_2^2}{\lambda \beta}}
\]

\[
+ \gamma (1 + |A|Rk_1) \sqrt{\frac{8\alpha^2 \frac{1}{\beta \lambda^3} (1 + \gamma + \gamma k_1 |A|) \frac{1}{1 - e^{-2\lambda \beta}}} \cdot \sum_{t=0}^{T-1} \mathbb{E}[\| \nabla J(\theta_t) \|^2]}
\],
\] (28)
where \((a)\) is from \(\sqrt{x+y} \leq \sqrt{x} + \sqrt{y}\) for any \(x, y \geq 0\). Rearranging the terms, and choosing \(\alpha\) and \(\beta\) such that \(\gamma(1 + |A|Rk_1)\sqrt{\frac{8\alpha^2}{3(1-e^{-2\lambda\beta})} \frac{1}{\lambda^3}}(1 + \gamma + \gamma |A|Rk_1)^2 < \frac{1}{4}\), then

\[
\sum_{t=0}^{T-1} \frac{\mathbb{E}[\|\nabla J(\theta_t)\|^2]}{T} \leq U + V \sqrt{\frac{\sum_{t=0}^{T-1} \mathbb{E}[\|\nabla J(\theta_t)\|^2]}{T}},
\]

where \(V = 4\gamma(1 + |A|Rk_1) \left(\sqrt{\frac{2Q_T}{T}} + \frac{32}{1-e^{-2\lambda\beta}} \frac{\|R_2\|^2}{\lambda\beta}\right)\) and \(U = 4\Omega\). Hence, we have that

\[
\sum_{t=0}^{T-1} \frac{\mathbb{E}[\|\nabla J(\theta_t)\|^2]}{T} \leq \left(\frac{V + \sqrt{V^2 + 4U}}{2}\right)^2 \leq V^2 + 2U \leq 16\gamma^2(1 + |A|Rk_1)^2 \left(\frac{2Q_T}{T} + \frac{32}{1-e^{-2\lambda\beta}} \frac{\|R_2\|^2}{\lambda\beta}\right) + 8\Omega
\]

\[
= O \left(\frac{1}{T^{1-a}} + \frac{\log T}{T^a} + \frac{1}{T^{1-b}} + \frac{\log T}{T^b}\right), \tag{29}
\]

where \((a)\) is from \((x+y)^2 \leq 2x^2 + 2y^2\) for any \(x, y \geq 0\), and the last step is due to the fact that \(\alpha = O(T^{-a}), \beta = O(T^{-b}), 1 - e^{-2\lambda\beta} = O(T^{-b}), \frac{Q_T}{T} = O\left(\frac{1}{T^{1-b}} + \frac{\log T}{T^b}\right), \frac{\|R_2\|^2}{\beta} = O\left(\frac{\alpha^2}{\beta}\right) = O(T^{-2a})\) which is from \(a \geq b \geq 0\). This completes the proof of Theorem 1.

### A. Proof of Lemma 5

Recall that \(z_t = \omega_t - \omega^*(\theta_t)\), then

\[
\begin{align*}
\theta_{t+1} &= \theta_t + \alpha (f_1(\theta_t, O_t) + g_1(\theta_t, z_t, O_t)), \\
z_{t+1} &= z_t + \beta (f_2(\theta_t, O_t) + g_2(\theta_t, O_t)) + \omega^*(\theta_t) - \omega^*(\theta_{t+1}),
\end{align*}
\]

where \(f_1(\theta_t, O_t) \triangleq \delta_{t+1}(\theta_t) \omega_t \phi_t - \gamma \phi_t^\top \omega^*(\theta_t) \phi_{t+1}(\theta_t), g_1(\theta_t, z_t, O_t) \triangleq -\gamma \phi_t^\top z_t \phi_{t+1}(\theta_t), f_2(\theta_t, O_t) \triangleq (\delta_{t+1}(\theta_t) - \phi_t^\top \omega^*(\theta_t)) \phi_t, \text{ and } g_2(z_t, O_t) \triangleq -\phi_t^\top z_t \phi_t\). We then develop upper bounds on functions \(f_1, g_1, f_2, g_2\) as follows.

**Lemma 6.** For \(\|\theta\| \leq R, \|z\| \leq 2R, \|f_1(\theta, O_t)\| \leq c_{f_1}, \|g_1(\theta, z, O_t)\| \leq c_{g_1}, \|f_2(\theta, O_t)\| \leq c_{f_2} \) and \(\|g_2(\theta, O_t)\| \leq c_{g_2}\), where \(c_{f_2} = r_{\max} + (1 + \gamma) R + \frac{1}{2} (r_{\max} + (1 + \gamma) R)\), and \(c_{g_2} = 2R\).

**Proof.** This lemma follows from \([13] [18] \) and \([21]\). \(\square\)

We then decompose the tracking error as follows

\[
\begin{align*}
\|z_{t+1}\|^2 &= \|z_t\|^2 + 2\beta \langle z_t, f_2(\theta_t, O_t) \rangle + 2\beta \langle z_t, g_2(z_t, O_t) \rangle + 2\langle z_t, \omega^*(\theta_t) - \omega^*(\theta_{t+1}) \rangle \\
&+ \|\omega f_2(\theta_t, O_t) + \beta g_2(z_t, O_t) + \omega^*(\theta_t) - \omega^*(\theta_{t+1})\|^2 \\
&\leq \|z_t\|^2 + 2\beta \langle z_t, f_2(\theta_t, O_t) \rangle + 2\beta \langle z_t, g_2(z_t) \rangle + 2\langle z_t, \omega^*(\theta_t) - \omega^*(\theta_{t+1}) \rangle + 2\beta \langle z_t, g_2(z_t, O_t) - \bar{g}_2(z_t) \rangle
\end{align*}
\]
where \( \bar{g}_2(z) \triangleq -Cz \), and the inequality follows from Lemma 6 and Lemma 3.

Define \( \zeta_{f_2}(\theta, z, O_t) \triangleq \langle z, f_2(\theta, O_t) \rangle \), and \( \zeta_{g_2}(z, O_t) \triangleq \langle z, g_2(z, O_t) - \bar{g}_2(z) \rangle \). We then characterize the bounds on and the Lipschitz smoothness of \( \zeta_{f_2} \) and \( \zeta_{g_2} \).

**Lemma 7.** For any \( \theta, \theta_1, \theta_2 \in \{ \theta : \| \theta \| \leq R \} \) and any \( z, z_1, z_2 \in \{ z : \| z \| \leq 2R \} \),
\[
|\zeta_{f_2}(\theta, z, O_t) - \zeta_{f_2}(\theta_2, z_2, O_t)| \\
\leq |\langle z_1, f_2(\theta_1, O_t) \rangle - \langle z_1, f_2(\theta_2, O_t) \rangle| \\
\quad + |\langle z_2, f_2(\theta_2, O_t) \rangle - \langle z_2, f_2(\theta_2, O_t) \rangle| \\
\leq 2R|\| f_2(\theta_1, O_t) \| - f_2(\theta_2, O_t) \| | + |\| f_2(\theta_2, O_t) \| | || z_1 - z_2 || \\
\leq 2R(|| \delta_{t+1}(\theta_1) - \delta_{t+1}(\theta_2) || + \| \omega^*(\theta_1) - \omega^*(\theta_2) ||) \\
\quad + c_{f_2}|| z_1 - z_2 || \\
\leq k_{f_2}|| \theta_1 - \theta_2 || + c_{f_2}|| z_1 - z_2 ||,
\]
(32)
where the last inequality is from the fact that both \( \delta(\theta) \) and \( \omega^*(\theta) \) are Lipschitz.

To prove 4), we have that
\[
|\zeta_{g_2}(z_1, O_t) - \zeta_{g_2}(z_2, O_t)| \\
= |\langle z_1, -\phi_1^T z_1 \phi_1 + E[\phi_1^T z_1 \phi_1] \rangle \\
\quad - \langle z_2, -\phi_1^T z_2 \phi_1 + E[\phi_1^T z_2 \phi_1] \rangle | \\
\quad + |\langle z_1, -\phi_1^T z_2 \phi_1 + E[\phi_1^T z_2 \phi_1] \rangle \\
\quad - \langle z_2, -\phi_1^T z_2 \phi_1 + E[\phi_1^T z_2 \phi_1] \rangle| \\
\leq 8R|| z_1 - z_2 ||.
\]
(33)

Now we are ready to bound the tracking error. Note that \( \langle z_t, \bar{g}_2(z_t) \rangle = -z_t^T C z_t \), then (31) can be bounded as follows
\[
|| z_{t+1} ||^2 \leq (1 - 2\beta \lambda) || z_t ||^2 + 2\beta \zeta_{f_2}(\theta_t, z_t, O_t) \\
\quad + 2\beta \zeta_{g_2}(z_t, O_t) + 2(z_t, \omega^*(\theta_t) - \omega^*(\theta_{t+1})) + 3\beta^2 c_{f_2}^2 \\
\quad + 3\beta^2 c_{g_2}^2 + \frac{6}{\lambda^2}(1 + \gamma + \gamma R|A|k_1)^2 \alpha^2 (c_{f_1}^2 + c_{g_1}^2).
\]
(34)

Taking expectation on both sides of (34), applying it recursively and using the fact that \( 1 - 2\beta \lambda \leq e^{-2\beta \lambda} \), we obtain
\[
E[|| z_{t+1} ||^2] \leq A_t || z_0 ||^2 + 2 \sum_{i=0}^{t} B_{it}
\]
\[+2 \sum_{i=0}^{t} C_{it} + 2 \sum_{i=0}^{t} D_{it} + c_z \sum_{i=0}^{t} E_{it}, \tag{35}\]

where
\[A_t = e^{-2\lambda \sum_{i=0}^{t} \beta},\]
\[B_{it} = e^{-2\lambda \sum_{k=i+1}^{t} \beta} E[\zeta_{f_2}(z_{i}, \theta_{t}, O_{t})],\]
\[C_{it} = e^{-2\lambda \sum_{k=i+1}^{t} \beta} E[\zeta_{g_2}(z_{i}, O_{t})],\]
\[D_{it} = e^{-2\lambda \sum_{k=i+1}^{t} \beta} E[\zeta_{g_2}(z_{i}, O_{t})],\]
\[E_{it} = e^{-2\lambda \sum_{k=i+1}^{t} \beta} \beta^2,\] (36)

and \(c_z = 3 (c_{f_2}^2 + c_{g_2}^2 + \frac{2}{\alpha})(1 + \gamma + \gamma R|A|k_1)^2(c_{f_1}^2 + c_{g_1}^2)\).

To bound (35), we provide the following lemmas.

**Lemma 8.** Define \(\tau_\beta = \min \{k : m \rho^k \leq \beta\}\). If \(t \leq \tau_\beta\), then \(E[\zeta_{f_2}(\theta_{t}, z_{t}, O_{t})] \leq 2Rc_{f_2}\); and if \(t > \tau_\beta\), then \(E[\zeta_{f_2}(\theta_{t}, z_{t}, O_{t})] \leq 4Rc_{f_2} \beta + b f_2 \tau_\beta \beta\), where \(b f_2 = (c_{f_2}(c_{f_2} + c_{g_2}) + (k_{f_2}(c_{f_1} + c_{g_1}) + c_{f_2} \frac{1}{\lambda}(1 + \gamma + \gamma R|A|k_1)(c_{f_1} + c_{g_1}))).\)

**Proof.** We first note that
\[
\|z_{t+1} - z_{t}\| = \|\beta(f_2(\theta_{t}, O_{t}) + g_2(z_{t}, O_{t})) + \omega^*(\theta_{t}) - \omega^*(\theta_{t+1})\| \\
\leq (c_{f_2} + c_{g_2})\beta + \frac{1}{\lambda}(1 + \gamma + \gamma R|A|k_1)(c_{f_1} + c_{g_1})\alpha, \\
\] where the last step is due to (21). Furthermore, due to part 2) in Lemma 7, \(\zeta_{f_2}\) is Lipschitz in both \(\theta\) and \(z\), then we have that for any \(\tau \leq t\)
\[
|\zeta_{f_2}(\theta_{t}, z_{t}, O_{t}) - \zeta_{f_2}(\theta_{t-\tau}, z_{t-\tau}, O_{t})| \\
\leq c_{f_2}(c_{f_2} + c_{g_2}) \sum_{i=t-\tau}^{t-1} \beta + (k_{f_2}(c_{f_1} + c_{g_1}) \\
+ c_{f_2} \frac{1}{\lambda}(1 + \gamma + \gamma R|A|k_1)(c_{f_1} + c_{g_1})) \sum_{i=t-\tau}^{t-1} \alpha, \tag{37}\]

where in (a), we apply (21) and Lemma 6.

Define an independent random variable \(\hat{O} = (\hat{S}, \hat{A}, \hat{R}, \hat{S}')\), where \((\hat{S}, \hat{A}) \sim \mu, \hat{S}' \sim P(\cdot|\hat{S}, \hat{A})\) is the subsequent state, and \(\hat{R}\) is the reward. Then it can be shown that
\[
E[\zeta_{f_2}(\theta_{t-\tau}, z_{t-\tau}, O_{t})] \\
\leq |E[\zeta_{f_2}(\theta_{t-\tau}, z_{t-\tau}, O_{t})] - E[\zeta_{f_2}(\theta_{t-\tau}, z_{t-\tau}, \hat{O})]| \\
\leq 4Rc_{f_2} m \rho^\tau, \tag{38}\]

where (a) is due to the fact that \(E[\zeta_{f_2}(\theta_{t-\tau}, z_{t-\tau}, \hat{O})] = 0\), and the last inequality follows from Assumption 4.
If \( t \leq \tau_\beta \), the result follows due to \( |\zeta_{f_2}(\theta, z_t, O_t)| \leq 2Rc_{f_2} \).

If \( t > \tau_\beta \), we choose \( \tau = \tau_\beta \) in (37). Then,

\[
\E[\zeta_{f_2}(\theta_t, z_t, O_t)] \leq \E[\zeta_{f_2}(\theta_{t-\tau_\beta}, z_{t-\tau_\beta}, O_t)] + \left( c_{f_2} \frac{1}{\lambda} (1 + \gamma + \gamma R|A| k_1)(c_{f_1} + c_{g_1}) + k_{f_2}(c_{f_1} + c_{g_1}) \right)
\times \sum_{i=t-\tau_\beta}^{t-1} \alpha + c_{f_2}(c_{f_2} + c_{g_2}) \sum_{i=t-\tau_\beta}^{t-1} \beta
\]

\[
\leq 4Rc_{f_2} + \left( c_{f_2}(c_{f_2} + c_{g_2}) + (k_{f_2}(c_{f_1} + c_{g_1}) + c_{f_2} \frac{1}{\lambda} (1 + \gamma + \gamma R|A| k_1)(c_{f_1} + c_{g_1}) \right) \tau_\beta \beta,
\]

where in the last step we upper bound \( \alpha \) using \( \beta \). Note that this will not change the order of the bound. \( \square \)

Define the following constants:

\[
b_n = (1 + \gamma + \gamma k_1 R|A|) \left( \frac{1 + \lambda + 2\gamma (1 + k_1 R|A|)}{\lambda^2} \right) (r_{\max} + 2R),
\]

\[
b'_n = k_n (c_{f_2} + c_{g_2}) + k_n \frac{\lambda}{\lambda} (1 + \gamma + \gamma R|A| k_1) (c_{f_1} + c_{g_1}),
\]

\[
k_n = 2R \left( \frac{1}{\lambda} (1 + \gamma + \gamma k_1 R|A|) \left( k_3 + \frac{K}{2} \right) + (r_{\max} + \gamma R + R) \right)
\times (1 + \lambda + 2\gamma (1 + k_1 R|A|)) \frac{2}{\lambda^2} (\gamma|A|(k_1 + k_2 R)),
\]

\[
k'_n = \left( \frac{1 + \lambda + 2\gamma (1 + k_1 R|A|)}{\lambda^2 (r_{\max} + \gamma R + R)^{-1}} \right) \left( 1 + \gamma + \gamma k_1 R|A| \right).
\]

**Lemma 9.** Let \( \eta(\theta, z, O_t) = (z, -\nabla \omega^*(\theta)^\top (G_{t+1}(\theta, \omega^*(\theta)) + \nabla J(\theta)/2) \), then if \( t \leq \tau_\beta \), \( \E[\eta(\theta_t, z_t, O_t)] \leq 2Rb_n \); and if \( t > \tau_\beta \), then \( \E[\eta(\theta_t, z_t, O_t)] \leq 4Rb_n + b'_n \tau_\beta \beta. \)

**Proof.** From the update of \( z_t \) in (30), we first have

\[
\|z_{t+1} - z_t\| = \|\beta(f_2(\theta_t, O_t) + g_2(z_t, O_t)) + \omega^*(\theta_t) - \omega^*(\theta_{t+1})\| 
\leq (c_{f_2} + c_{g_2}) \beta + \frac{1}{\lambda} (1 + \gamma + \gamma R|A| k_1)(c_{f_1} + c_{g_1}) \alpha, \quad (39)
\]

where the last step is due to the fact that \( \|f_2(\theta, O_t)\| \leq c_{f_2}, \|g_2(\theta, O_t)\| \leq c_{g_2} \) and \( \omega^*(\theta) \) is Lipschitz in \( \theta \) (Lemma 3).

Recall that both \( \nabla J(\theta)/2 \), and \( G_{t+1}(\theta, \omega^*(\theta)) \) are Lipschitz in \( \theta \) from (2) and (17). Also note that \( \nabla \omega^*(\theta) = C^{-1} \nabla \E[\delta_{S,A}(\theta) \phi_{S,A}] \), which implies that \( \|\nabla \omega^*(\theta)\|^2 \leq \frac{1}{\lambda^2} (1 + \gamma + \gamma k_1 R|A|)^2 \). Then \( \nabla \omega^*(\theta) \) is Lipschitz in \( \theta \):

\[
\|\nabla \omega^*(\theta_1) - \nabla \omega^*(\theta_2)\| \leq C \frac{1}{\lambda^2} (1 + \gamma + \gamma k_1 R|A|)^2.
\]
\[
\leq \|C^{-1}\| \|\nabla (E_\mu [\delta_{S,A,S'}(\theta_1) \phi_{S,A}]) - \nabla (E_\mu [\delta_{S,A,S'}(\theta_2) \phi_{S,A}])\| \\
\leq \frac{\gamma}{\lambda} \left\| E_\mu \left[ \left( \sum_{a' \in A} \left( \nabla \pi_{\theta_1} (a'|S') \theta_1^T \phi_{S',a'} - \nabla \pi_{\theta_2} (a'|S') \theta_2^T \phi_{S',a'} + \pi_{\theta_1} (a'|S') \phi_{S',a'} - \pi_{\theta_2} (a'|S') \phi_{S',a'} \right) \phi_{S,A}^T \right) \right] \right\| \\
\leq \frac{\gamma}{\lambda} \left\| E_\mu \left[ \left( \sum_{a' \in A} \left( \nabla \pi_{\theta_1} (a'|S') \theta_1^T \phi_{S',a'} - \nabla \pi_{\theta_2} (a'|S') \theta_2^T \phi_{S',a'} + \nabla \pi_{\theta_2} (a'|S') \theta_1^T \phi_{S',a'} - \nabla \pi_{\theta_2} (a'|S') \theta_1^T \phi_{S',a'} \right) \phi_{S,A}^T \right) \right] \right\| \\
\leq \frac{\gamma}{\lambda} \left\| E_\mu \left[ \left( \sum_{a' \in A} \left( \pi_{\theta_1} (a'|S') - \pi_{\theta_2} (a'|S') \phi_{S',a'} \right) \phi_{S,A}^T \right) \right] \right\| \\
\leq \frac{2\gamma}{\lambda} |A|(Rk_2 + k_1)\|\theta_1 - \theta_2\|. \\
\tag{40}
\]

Therefore,
\[
|\eta(\theta_1, z_1, O_t) - \eta(\theta_2, z_2, O_t)| \\
\leq 0.5 \left< z_1, \nabla \omega^*(\theta_1)^T (2G_{t+1}(\theta_1, \omega^*(\theta_1)) + \nabla J(\theta_1)) \right> \\
- \left< z_2, \nabla \omega^*(\theta_1)^T (2G_{t+1}(\theta_1, \omega^*(\theta_1)) + \nabla J(\theta_1)) \right> \\
+ 0.5 \left< z_2, \nabla \omega^*(\theta_2)^T (2G_{t+1}(\theta_2, \omega^*(\theta_2)) + \nabla J(\theta_2)) \right> \\
- \left< z_2, \nabla \omega^*(\theta_2)^T (2G_{t+1}(\theta_2, \omega^*(\theta_2)) + \nabla J(\theta_2)) \right> \\
\leq \frac{1}{\lambda} \left( \frac{1}{\lambda} + 2\frac{\gamma}{\lambda} + \frac{4\gamma}{\lambda}(1 + k_1 R|A|) \right) \|z_1 - z_2\| \\
- \frac{(r_{\text{max}} + \gamma R + R)(1 + \gamma + \gamma k_1 R|A|)}{\lambda} \|z_1 - z_2\| \\
+ R\|\nabla \omega^*(\theta_1)^T (2G_{t+1}(\theta_1, \omega^*(\theta_1)) + \nabla J(\theta_1)) \\
- \nabla \omega^*(\theta_2)^T (2G_{t+1}(\theta_2, \omega^*(\theta_2)) + \nabla J(\theta_2)) \|. \\
\tag{41}
\]

Consider the last term in (41). We know that \(\nabla \omega^*(\theta)\) and \(G_{t+1}(\theta, \omega^*(\theta)) + \frac{\nabla J(\theta)}{2}\) are both Lipschitz in \(\theta\) from (2), (17) and (40). It can then be shown that \(\nabla \omega^*(\theta) \left( G_{t+1}(\theta, \omega^*(\theta)) + \frac{\nabla J(\theta)}{2} \right)\) is also Lipschitz with constant \(\frac{1}{\lambda}(1 + \gamma + \gamma k_1 R|A|) \left( k_3 + \frac{k}{2} \right) + \left( 1 + \frac{2\gamma(1 + k_1 R|A|)}{\lambda} + \frac{1}{\lambda} \right)(r_{\text{max}} + \gamma R + R)\frac{2}{\lambda}(\gamma|A|(k_1 + k_2 R))\). Plugging this into (41), we obtain that
\[
|\eta(\theta_1, z_1, O_t) - \eta(\theta_2, z_2, O_t)| \leq k_\eta\|\theta_1 - \theta_2\| + k_\eta'\|z_1 - z_2\|. 
\]

Then for any \(\tau \geq 0\),
\[
|\eta(\theta_1, z_t, O_t) - \eta(\theta_{t-\tau}, z_{t-\tau}, O_t)| \\
\leq k_\eta' (c_{f_2} + c_{g_2}) \sum_{i=t-\tau}^{t-1} \beta + \left( k_\eta (c_{f_1} + c_{g_1}) \right) \sum_{i=t-\tau}^{t-1} \alpha \\
\tag{42}
\]
Define an independent random variable \( \hat{O} = (\hat{S}, \hat{A}, \hat{R}, \hat{S}') \), where \((\hat{S}, \hat{A}) \sim \mu\), \(\hat{S}' \sim P(\cdot | \hat{S}, \hat{A})\) is the subsequent state, and \(\hat{R}\) is the reward. Then it can be shown that

\[
E[\eta(\theta_{t-\tau}, z_{t-\tau}, O_t)] \leq \left( E[\eta(\theta_{t-\tau}, z_{t-\tau}, O_t)] - E[\eta(\theta_{t-\tau}, z_{t-\tau}, \hat{O})] \right) \leq 4Rb_\eta \beta \tau^\beta, \tag{43}
\]

where (a) is due to the fact that \(E[\eta(\theta_{t-\tau}, z_{t-\tau}, \hat{O})] = 0\), and

\[
b_\eta \triangleq \sup_{\|\theta\| \leq R} \left\| \nabla \omega^*(\theta)^\top (G_{t+1}(\theta, \omega^*(\theta)) + \nabla J(\theta)/2) \right\| = 1/\lambda(1 + \gamma + \gamma k_1 R|A|)(1 + 1/\lambda + 2\gamma(1 + k_1 R|A|)/\lambda)(r_{\max} + (1 + \gamma)R).
\]

If \(t \leq \tau_\beta\), the conclusion is straightforward by noting that \(|\eta(\theta, z, O_t)| \leq 2Rb_\eta\) for any \(\|\theta\| \leq R\) and \(\|z\| \leq 2R\). If \(t > \tau_\beta\), we choose \(\tau = \tau_\beta\) in (42) and (43). Then, it can be shown that

\[
E[\eta(\theta_t, z_t, O_t)] \leq E[\eta(\theta_{t-\tau_\beta}, z_{t-\tau_\beta}, O_t)] + k'_\eta (c_{f_2} + c_{g_2}) \sum_{i=t-\tau_\beta}^{t-1} \beta + \sum_{i=t-\tau_\beta}^{t-1} \alpha
\]

\[
\times \left(k_\eta (c_{f_1} + c_{g_1}) + k'_\eta \frac{1}{\lambda(1 + \gamma + \gamma R|A|k_1)}(c_{f_1} + c_{g_1})\right)
\]

\[
\leq 4Rb_\eta \beta + b'_g \tau_\beta. \tag{44}
\]

The next lemma provides a bound on \(E[\zeta_{g_2}(z_t, O_t)]\).

**Lemma 10.** If \(t \leq \tau_\beta\), then \(E[\zeta_{g_2}(z_t, O_t)] \leq b_{g_2}\); and if \(t > \tau_\beta\), then \(E[\zeta_{g_2}(z_t, O_t)] \leq b_{g_2} + b'_{g_2} \tau_\beta\), where \(b'_{g_2} = 8R(c_{f_2} + c_{g_2}) + \frac{1}{\lambda(1 + \gamma + \gamma R|A|k_1)}(c_{f_1} + c_{g_1})\) and \(b_{g_2} = 16R^2\).

**Proof.** The proof is similar to the one for Lemma 8. \(\square\)

Now we bound the terms in (35) as follows. If \(t \leq \tau_\beta\),

\[
\sum_{i=0}^{t} B_{it} \leq 2\beta R c_{f_2} \sum_{i=0}^{t} e^{-2\lambda(t-i)\beta} \leq \frac{2\beta R c_{f_2}}{1 - e^{-2\lambda\beta}}. \tag{45}
\]

If \(t > \tau_\beta\), we have that

\[
\sum_{i=0}^{t} B_{it} \leq \beta(2R c_{f_2}) \sum_{i=0}^{\tau_\beta} e^{-2\lambda \sum_{k=i+1}^{t} \beta}
\]

\[
+ \sum_{i=\tau_\beta+1}^{t} e^{-2\lambda(t-i)\beta} \beta(4R c_{f_2} + b_{f_2} \beta \tau_\beta)
\]

\[
\leq 2R c_{f_2} \beta \frac{e^{-2\lambda(t-\tau_\beta)\beta}}{1 - e^{-2\lambda\beta}} + \frac{\beta(4R c_{f_2} + b_{f_2} \beta \tau_\beta)}{1 - e^{-2\lambda\beta}}. \tag{46}
\]
Similarly, using Lemma 10, we can bound the third term in (35) as follows. If \( t \leq \tau_\beta \), we have that
\[
\sum_{i=0}^{t} C_{it} = \sum_{i=0}^{t} e^{-2\lambda \sum_{k=i+1}^{1} \beta b_{g2}} \leq \frac{\beta b_{g2}}{1 - e^{-2\lambda \beta}}.
\]
If \( t > \tau_\beta \), we have that
\[
\sum_{i=0}^{t} C_{it} \leq b_{g2} \beta e^{-2\lambda (t-\tau_\beta) \beta} \frac{\beta (b_{g2} \beta + b_{g2} \beta \tau_\beta)}{1 - e^{-2\lambda \beta}}.
\]

The last step to bound the tracking error is to bound \( \sum_{i=0}^{t} D_{it} \), which is shown in the following lemma.

**Lemma 11.** If \( t \leq \tau_\beta \), \( \sum_{i=0}^{t} D_{it} \leq P_{t} + \frac{2Rb_{g}\alpha}{1 - e^{-2\lambda \beta}} \); and if \( t > \tau_\beta \), \( \sum_{i=0}^{t} D_{it} \leq P_{t} + 2Rb_{\eta} \alpha e^{-2\lambda (t-\tau_\beta) \beta} + \alpha (4R \eta \beta + \beta_{\bar{\beta}} \beta_{\bar{\beta}}) \frac{1}{1 - e^{-2\lambda \beta}}, \) where
\[
P_{t} = \sum_{i=0}^{t} e^{-2\lambda (t-i) \beta} \left( \left( \frac{\lambda \beta}{8} + \frac{8\alpha^2}{\beta} \frac{1}{\lambda^3} \gamma^2 \right) (1 + k_{1} R|A|)^2 \right. \\
\left. \cdot (1 + \gamma + \gamma k_{1} R|A|)^2 \right) \sum_{i=0}^{t} \frac{8||R_{2}||^2}{\lambda \beta} \left\| \nabla J(\theta_{i}) \right\|^2 \right) + \frac{\gamma k_{1} R|A|}{\lambda \beta} \right).
\]

**Proof.** We first have that
\[
\mathbb{E} \left[ \left( z_{i}, w^{*}(\theta_{i}) - w^{*}(\theta_{i+1}) \right) \right] = a \mathbb{E} \left[ \left( z_{i}, \nabla w^{*}(\theta_{i})^{\top} (\theta_{i} - \theta_{i+1}) + R_{2} \right) \right] = \alpha \mathbb{E} [\eta(\theta_{i}, z_{i}, O_{i})] + \frac{1}{2} \mathbb{E} \left[ \left( z_{i}, -\alpha \nabla w^{*}(\theta_{i})^{\top} (2G_{i+1}(\theta_{i}, \omega_{i}) - 2G_{i+1}(\theta_{i}, \omega_{i}) - \nabla J(\theta_{i})) + 2R_{2} \right) \right],
\]
where \((*)\) follows from the Taylor expansion, and \( R_{2} \) denotes higher order terms with \( ||R_{2}|| = \mathcal{O}(\alpha^2) \).

The second expectation on the RHS of (50) can be bounded as follows
\[
\frac{1}{2} \mathbb{E} \left[ \left( z_{i}, -\alpha \nabla w^{*}(\theta_{i})^{\top} (2G_{i+1}(\theta_{i}, \omega_{i}) - 2G_{i+1}(\theta_{i}, \omega_{i}) - \nabla J(\theta_{i})) \right. \\
\left. + \nabla J(\theta_{i}) \right) + 2R_{2} \right] \leq a \mathbb{E} \left[ \frac{\lambda \beta}{8} ||z_{i}||^2 \right] + \mathbb{E} \left[ \frac{8\alpha^2}{\beta} \frac{1}{\lambda^3} \gamma^2 \right] \mathbb{E} \left[ \left( |A| R k_{1} + 1 \right)^2 \right] (1 + \gamma + \gamma |A| R k_{1})^2 \mathbb{E} \left[ ||z_{i}||^2 \right] + \frac{8||R_{2}||^2}{\lambda \beta} \]
\]
With Lemma 9, this concludes the proof.

\[
\begin{align*}
\mathbb{E}[\|z_t\|^2] & = \left(\frac{\lambda \beta}{\beta} + \frac{8\alpha^2}{\lambda^3} \gamma^2 (1 + k_1 R |A|)^2 (1 + \gamma + \gamma k_1 R |A|)^2\right) \cdot \mathbb{E}[\|z_t\|^2] + \frac{8\|R_t\|^2}{\lambda \beta} \\
& + \frac{2\alpha^2}{\beta} \mathbb{E}[\|\nabla J(\theta_t)\|^2],
\end{align*}
\]

(51)

where (a) follows from \(\langle x, y \rangle \leq \frac{\lambda \beta}{\beta} \|x\|^2 + \frac{2}{\alpha^3} \|y\|^2\) for any \(x, y \in \mathbb{R}^N\), \(\|x + y + z\|^2 \leq 4\|x\|^2 + 4\|y\|^2 + 4\|z\|^2\) for any \(x, y, z \in \mathbb{R}^N\), and Lemma 3.

Thus, we have that

\[
\sum_{i=0}^{t} D_{it} \leq P_t + \sum_{i=0}^{t} \alpha e^{-2\lambda (t-i)} \mathbb{E}[\eta(\theta_i, z_i, O_i)].
\]

(52)

With Lemma 9, this concludes the proof.

\[\square\]

We then consider the tracking error \(\mathbb{E}[\|z_t\|^2]\) in (35). Combining all the bounds in (45)–(46), (47)–(48) and Lemma 11 we have that if \(t \leq \tau_\beta\),

\[
\mathbb{E}[\|z_t\|^2] \leq \|z_0\|^2 e^{-2\lambda t} + \Omega_1 + 2P_t,
\]

(53)

where \(\Omega_1 \triangleq \frac{1}{1-e^{-2\lambda t}}(4Rc\beta + 2b\beta + 4Rb\alpha + \epsilon \beta^2)\); and if \(t > \tau_\beta\),

\[
\mathbb{E}[\|z_t\|^2] \leq \|z_0\|^2 e^{-2\lambda t} + 2P_t + \Omega_2 + \frac{e^{-2\lambda (t-\tau_\beta)}}{1-e^{-2\lambda \beta}} (4Rc\beta + 2b\beta + 4Rb\alpha),
\]

where \(\Omega_2 \triangleq \frac{1}{1-e^{-2\lambda \beta}} (2\beta(4Rc\beta + b\beta \tau_\beta) + 2\beta(bg \beta + bg \beta \tau_\beta) + 2\alpha (4Rb\beta + b' \beta \tau_\beta) + \epsilon \beta^2)\). We then bound \(\sum_{t=0}^{T-1} \mathbb{E}[\|z_t\|^2]\). The sum is divided into two parts \(\sum_{t=0}^{\tau_\beta} \mathbb{E}[\|z_t\|^2]\) and \(\sum_{t=\tau_\beta+1}^{T-1} \mathbb{E}[\|z_t\|^2]\) as follows

\[
\sum_{t=0}^{T-1} \mathbb{E}[\|z_t\|^2] = \sum_{t=0}^{\tau_\beta} \mathbb{E}[\|z_t\|^2] + \sum_{t=\tau_\beta+1}^{T-1} \mathbb{E}[\|z_t\|^2]
\]

\[
\leq \sum_{t=0}^{\tau_\beta} \left(\|z_0\|^2 e^{-2\lambda t} + \Omega_1 + 2P_t\right) + \sum_{t=\tau_\beta+1}^{T-1} \left(\|z_0\|^2 e^{-2\lambda t} + 2P_t + \frac{e^{-2\lambda (t-\tau_\beta)}}{1-e^{-2\lambda \beta}} (4Rc\beta + 2b\beta + 4Rb\alpha) + \Omega_2\right)
\]

\[
\leq \sum_{t=0}^{T-1} \left(\|z_0\|^2 e^{-2\lambda t} + 2P_t\right) + (1 + \tau_\beta) \Omega_1 + (T - \tau_\beta) \Omega_2
\]

\[
+ \sum_{t=\tau_\beta+1}^{T-1} \frac{e^{-2\lambda (t-\tau_\beta)}}{1-e^{-2\lambda \beta}} (4Rc\beta + 2b\beta + 4Rb\alpha)
\]

\[
\leq \frac{\|z_0\|^2}{1-e^{-2\lambda \beta}} + \sum_{t=0}^{T-1} 2P_t + (1 + \tau_\beta) \Omega_1 + (T - \tau_\beta) \Omega_2
\]
where the last step is from the double sum trick: for any $x_t \geq 0 \sum_{t=0}^{T-1} \sum_{i=0}^{t} e^{-2\lambda (t-i)\beta} x_i \leq \frac{1}{1 - e^{-2\lambda \beta}} \sum_{t=0}^{T-1} x_t$. Choose $\beta$ such that $\left( \frac{\lambda \beta}{8} + \frac{8\alpha^2}{\beta} \frac{1}{\lambda^3} \right)^2 \leq \frac{1}{1 - e^{-2\lambda \beta}} < \frac{1}{4}$. Then it follows that

$$\sum_{t=0}^{T-1} \mathbb{E} \left[ \| z_t \|^2 \right] \leq \frac{2Q_T}{T} + \frac{32}{1 - e^{-2\lambda \beta}} \frac{\| R_2 \|^2}{\lambda \beta} + \frac{8\alpha^2}{\beta} \frac{1}{\lambda^3} \frac{(1 + \gamma + \gamma k_i R_i |\mathcal{A}|)^2}{1 - e^{-2\lambda \beta}} \sum_{t=0}^{T-1} \mathbb{E} \left[ \| \nabla J(\theta_t) \| \right] \sum_{t=0}^{T-1} \mathbb{E} \left[ \| z_t \|^2 \right]$$

$$= \mathcal{O} \left( \log \frac{T}{T_b} + \frac{1}{T^{1-b} + \sum_{t=0}^{T-1} \mathbb{E} \left[ \| \nabla J(\theta_t) \| \right] / T^{1+2a-2b} \right),$$

where the last step is from $1 - e^{-2\lambda \beta} = \mathcal{O}(\beta)$ and $\| R_2 \|^2 = \mathcal{O}(\alpha^4)$. This hence completes the proof of Lemma 5.
A. Proof of Theorem 2

Define \( \hat{G}_t(\theta, w) = \frac{1}{M} \sum_{i=1}^{M} G_{(BT_c+M)t+BTc+i}(\theta, w) \). By the K-smoothness of \( J(\theta) \), and following steps similar to those in the proof of Theorem 1 we have that

\[
\alpha - \frac{K\alpha^2}{4} \left\| \nabla J(\theta_t) \right\|^2 \leq J(\theta_t) - J(\theta_{t+1}) \\
+ 2(\alpha + K\alpha^2) \left\| \hat{G}_t(\theta_t, \omega_t) - \hat{G}_t(\theta_t, \omega^*(\theta_t)) \right\|^2 \\
+ \frac{1}{2}(\alpha + K\alpha^2) \left\| 2\hat{G}_t(\theta_t, \omega^*(\theta_t)) + \nabla J(\theta_t) \right\|^2.
\]

(57)

By the definition, we have that

\[
\hat{G}_t(\theta_t, \omega_t) - \hat{G}_t(\theta_t, \omega^*(\theta_t)) \\
= \frac{1}{M} \sum_{i=1}^{M} \left( G_{(BT_c+M)t+BTc+i}(\theta_t, \omega_t) - G_{(BT_c+M)t+BTc+i}(\theta_t, \omega^*(\theta_t)) \right).
\]

(58)

For any \( \|\theta\| \leq R \) and any \( \omega_1, \omega_2, \|G_{(BT_c+M)t+BTc+i}(\theta, w_1) - G_{(BT_c+M)t+BTc+i}(\theta, w_2)\| \leq \gamma(1 + |A|Rk_1)\|w_1 - w_2\| \). Hence we have that

\[
\left\| \hat{G}_t(\theta_t, \omega_t) - \hat{G}_t(\theta_t, \omega^*(\theta_t)) \right\| \leq \gamma(1 + |A|Rk_1)\|z_t\|,
\]

(59)

Thus \( \|\hat{G}_t(\theta_t, \omega_t) - \hat{G}_t(\theta_t, \omega^*(\theta_t))\|^2 \leq \gamma^2(1 + |A|Rk_1)^2\|z_t\|^2 \). Plugging this in (57), we have that

\[
\alpha - \frac{K\alpha^2}{4} \left\| \nabla J(\theta_t) \right\|^2 \\
\leq J(\theta_t) - J(\theta_{t+1}) + 2(\alpha + K\alpha^2)\gamma^2(1 + |A|Rk_1)^2\|z_t\|^2 \\
+ \frac{1}{2}(\alpha + K\alpha^2) \left\| 2\hat{G}_t(\theta_t, \omega^*(\theta_t)) + \nabla J(\theta_t) \right\|^2.
\]

(60)

The following lemma provide the upper bounds on the two terms (proof in Section B-B).

Lemma 12. For any \( t \geq 1 \),

\[
\mathbb{E}[\|z_t\|^2] \leq 4R^2e^{(1+\beta)\left(Tc-1\right)} + \frac{4\beta\lambda + 2k_l + k_h}{\lambda - 4\beta} B,
\]

(61)

\[
\mathbb{E}\left[\left\|2\hat{G}_t(\theta_t, \omega^*(\theta_t)) + \nabla J(\theta_t)\right\|^2\right] \leq \frac{4k_G}{M},
\]

(62)

where \( k_h = \frac{32R^2(1+\rho(m-\rho))}{1-\rho} \), \( k_G = 8(r_{\max} + \gamma R + R)^2 \left( 1 + \frac{1}{\lambda} + \frac{2\gamma}{\lambda} \right)^2 \left( 1 + \rho(m-1) \right) \) and \( k_l = \frac{8(1+\lambda)^2r_{\max}R + (1+\rho(m-\rho))}{1-\rho} \). If we further let \( T_c = O\left( \log \frac{1}{\varepsilon} \right) \) and \( B = O\left( \frac{1}{\varepsilon} \right) \), then \( \mathbb{E}[\|z_{T_c}\|^2] \leq O\left( \varepsilon \right) \).
Now we have the bound above, we hence plug them in (60) and sum up w.r.t. $t$ from 0 to $T - 1$. Then

\[
\frac{\alpha - K\alpha^2}{4} \sum_{t=0}^{T-1} E[\|\nabla J(\theta_t)\|^2] \leq \frac{J(\theta_0) - J^*}{T} + 2(\alpha + K\alpha^2) L^2 \sum_{t=0}^{T-1} E[\|z_t\|^2] \\
+ 2(\alpha + K\alpha^2) \frac{K_G}{M} + 2(\alpha + K\alpha^2) \\
4R^2 L^2 \left(1 + \frac{1}{\chi} + 2\gamma(1 + k_h R|A|)\right)^2 (r_{\max} + \gamma R + R)^2
\]

which implies that

\[
\sum_{t=0}^{T-1} E[\|\nabla J(\theta_t)\|^2] \leq 4(\frac{J(\theta_0) - J^*)}{(\alpha - K\alpha^2) T} + \frac{8L^2 (\alpha + K\alpha^2) (4R^2 e(4\beta^2 - \beta \lambda) (T_c - 1) + (4\beta^2 + 2\beta^2) \left(\frac{1}{\beta \lambda - 4\beta^2}\right) k_l + k_h) + 8(\alpha + K\alpha^2) M + 8(\alpha + K\alpha^2) \frac{K_G}{M} + 4R^2 L^2 \left(1 + \frac{1}{\chi} + 2\gamma(1 + k_h R|A|)\right)^2 (r_{\max} + \gamma R + R)^2}{T} \\
= O\left(\frac{1}{T} + \frac{1}{M} + \frac{1}{B} + e^{-T_c}\right),
\]

where $L = \gamma(1 + |A|Rk_1)$. Now let $T, M, B = O\left(\frac{1}{\epsilon}\right)$ and $T_c = O(\log(\epsilon^{-1}))$, we have $E[\|\nabla J(\theta_t)\|^2] \leq \epsilon$, with the sample complexity $(M + T_c B) T = O(\epsilon^{-2} \log \epsilon^{-1})$.

B. Proof of Lemma 12

Define $z_{t,t_c} = \omega_{t,t_c} - \omega^*(\theta_t)$. Then by the update of $\omega_{t,t_c}$, we have that for any $t \geq 0$,

\[
z_{t,t_c+1} = z_{t,t_c} + \frac{\beta}{B} \sum_{i=1}^{B} \left(\delta_{(BT_c + M)t + Bt_c + i}(\theta_t) - \phi^T_{(BT_c + M)t + Bt_c + i - 1}\phi_{(BT_c + M)t + Bt_c + i - 1}\phi_{(BT_c + M)t + Bt_c + i - 1}\right) \leq z_{t,t_c} + \frac{\beta}{B} \sum_{i=1}^{B} l_{t,t_c,i}(z_{t,t_c}),
\]

where $l_{t,t_c,i}(\theta_t) = \delta_{(BT_c + M)t + Bt_c + i}(\theta_t) - \phi^T_{(BT_c + M)t + Bt_c + i - 1}\phi_{(BT_c + M)t + Bt_c + i - 1}$, and $h_{t,t_c,i}(z_{t,t_c}) = \phi^T_{(BT_c + M)t + Bt_c + i - 1} z_{t,t_c} \phi_{(BT_c + M)t + Bt_c + i - 1}$. We also define the expectation of the above two functions under the stationary distribution for any fixed $\theta$ and $z$: $\bar{I}(\theta) = E_{\mu}[l_{t,t_c,i}(\theta)] = 0$ and $\bar{h}(z) = E_{\mu}[h_{t,t_c,i}(z)] = C z$. We then have that

\[
\|z_{t,t_c+1}\|^2 \leq \|z_{t,t_c}\|^2 + 2\frac{\beta^2}{B^2} \sum_{i=1}^{B} l_{t,t_c,i}(\theta_t)^2
\]
Consider the Markovian setting, then

\[ E \left[ \left\| \frac{1}{B} \sum_{i=1}^{B} h_{t,t,c,i}(z_{t,t,c}) - \bar{h}(z_{t,t,c}) \right\|^{2} \bigg| \mathcal{F}_{t} \right] \leq \frac{32R^{2}(1 + \rho(m - 1))}{B(1 - \rho)}; \]

where \( a \) is from \( (z, \bar{h}(z)) = z^{\top}Cz \geq \lambda\|z\|^{2}, \|\bar{h}(z)\|^{2} = z^{\top}C^{\top}Cz \leq \|z\|^{2} \) for any \( z \in \mathbb{R}^{N} \), and \( \langle x, y \rangle \leq \frac{1}{2}\|x\|^{2} + \frac{1}{2}\|y\|^{2} \) for any \( x, y \in \mathbb{R}^{N} \). Recall that \( \mathcal{F}_{t} \) is the \( \sigma \)-field generated by the randomness until \( \theta_{t} \) and \( \omega_{t} \), hence taking expectation conditioned on \( \mathcal{F}_{t} \) on both sides implies that

\[
E[\|z_{t,t,c+1}\|^{2}|\mathcal{F}_{t}] \leq (1 + 4\beta^{2} - \beta\lambda)E[\|z_{t,t,c}\|^{2}|\mathcal{F}_{t}] + \left( 4\beta^{2} + \frac{2\beta}{\lambda} \right) k_{t} + k_{h}.
\]

Choose \( \beta < \frac{\lambda}{4} \) and recursively apply the inequality, it follows that

\[
E[\|z_{t+1}\|^{2}] = E[E[\|z_{t+1}\|^{2}|\mathcal{F}_{t}]] \leq 4R^{2}e^{(4\beta^{2} - \beta\lambda)(T_{c} - 1)} + \left( 4\beta^{2} + \frac{2\beta}{\lambda} \right) \frac{1}{\beta\lambda - 4\beta^{2}} \frac{k_{t} + k_{h}}{B},
\]

which is from \( 1 - x \leq e^{-x} \) for any \( x > 0 \) and \( \|z_{t,0}\|^{2} \leq 4R^{2} \). Thus, let \( T_{c} = O \left( \log \frac{1}{\epsilon} \right), B = O \left( \frac{1}{\epsilon} \right) \), then \( E[\|z_{t}\|^{2}] \leq O(\epsilon) \). This completes the proof of (61).

\textbf{C. Lemma 13 and Its Proof}

We now present bounds on the “variance terms” in (66).

\textbf{Lemma 13.} Consider the Markovian setting, then

\[
E \left[ \left\| \frac{1}{B} \sum_{i=1}^{B} l_{t,t,c,i}(\theta_{t}) \right\|^{2} \bigg| \mathcal{F}_{t} \right] \leq \frac{8(1 + \lambda)^{2}(1 + \rho(m - 1))}{B(t_{\text{max}} + R + \gamma R)^{-\frac{1}{2}}(1 - \rho)};
\]

\[
E \left[ \left\| \frac{1}{B} \sum_{i=1}^{B} h_{t,t,c,i}(z_{t,t,c}) - \bar{h}(z_{t,t,c}) \right\|^{2} \bigg| \mathcal{F}_{t} \right] \leq \frac{32R^{2}(1 + \rho(m - 1))}{B(1 - \rho)};
\]
\[
\begin{align*}
\mathbb{E} \left[ \left\| 2G_t(\theta_t, \omega^*(\theta_t)) + \nabla J(\theta_t) \right\|^2 \bigg| \mathcal{F}_t \right] \\
\leq 32 \left( 1 + \lambda + 2\gamma (1 + \rho(k_1 |A|))^2 (1 + \rho(m - 1)) \right) \frac{(r_{\max} + \gamma R + R)^{-2} M(1 - \rho)^2}{(r_{\max} + \gamma R + R)^{-2} M(1 - \rho)^2}.
\end{align*}
\]

**Proof.** Note that \( \bar{l}(\theta) = \mathbb{E}_\mu[l_{t_{t,c},i}(\theta)] = 0, \) thus

\[
\frac{1}{B^2} \mathbb{E} \left[ \left\| \sum_{i=1}^{B} l_{t_{t,c},i}(\theta_t) \right\|^2 \bigg| \mathcal{F}_t \right]
= \frac{1}{B^2} \mathbb{E} \left[ \left\| \sum_{i=1}^{B} l_{t_{t,c},i}(\theta_t) - \sum_{i=1}^{B} \bar{l}(\theta_t) \right\|^2 \bigg| \mathcal{F}_t \right]
= \frac{1}{B^2} \sum_{i=1}^{B} \mathbb{E} \left[ \left\| l_{t_{t,c},i}(\theta_t) - \bar{l}(\theta_t) \right\|^2 \right| \mathcal{F}_t \right]
+ \frac{1}{B^2} \sum_{i \neq j} \mathbb{E} \left[ \left| l_{t_{t,c},i}(\theta_t) - \bar{l}(\theta_t), l_{t_{t,c},j}(\theta_t) - \bar{l}(\theta_t) \right| \right| \mathcal{F}_t \right]
\leq \frac{4(1 + \lambda)^2(r_{\max} + R + \gamma R)^2}{B}
+ \frac{2}{B^2} \sum_{i > j} \mathbb{E} \left[ \left| l_{t_{t,c},i}(\theta_t) - \bar{l}(\theta_t), l_{t_{t,c},j}(\theta_t) - \bar{l}(\theta_t) \right| \right| \mathcal{F}_t \right],
\] (67)

which is due to the fact that \( |l_{s,a,s'}(\theta)| \leq (1 + \lambda)(r_{\max} + R + \gamma R) \) for any \((s, a, s')\) and \( \|\theta\| \leq R. \)

For the second part, we first consider the case \( i > j. \) Let \( X_j \) be the \((BT_c t + Mt + Bt_e + j)\)-th sample and \( X_i \) be the \((BT_c t + Mt + Bt_e + i)\)-th sample, and we denote the \( \sigma \)-field generated by all the randomness until \( X_j \) by \( \mathcal{F}_{t_{t,c},j} \), then

\[
\begin{align*}
\mathbb{E} \left[ \left| l_{t_{t,c},i}(\theta_t) - \bar{l}(\theta_t), l_{t_{t,c},j}(\theta_t) - \bar{l}(\theta_t) \right| \right| \mathcal{F}_t \right] \\
= \mathbb{E} \left[ \left| \mathbb{E} \left[ l_{t_{t,c},i}(\theta_t) \big| \mathcal{F}_{t_{t,c},j} \right] - \bar{l}(\theta_t) \right| \right| \mathcal{F}_t \right] \\
\leq \mathbb{E} \left[ \left| \mathbb{E} \left[ l_{t_{t,c},i}(\theta_t) \big| \mathcal{F}_{t_{t,c},j} \right] - \bar{l}(\theta_t) \right| \right| \mathcal{F}_t \right] \\
\leq 2(1 + \lambda)(r_{\max} + R + \gamma R) \mathbb{E} \left[ \left| \mathbb{E} \left[ l_{t_{t,c},i}(\theta_t) \big| \mathcal{F}_{t_{t,c},j} \right] - \bar{l}(\theta_t) \right| \right| \mathcal{F}_t \right] \\
\leq 2(1 + \lambda)(r_{\max} + R + \gamma R) \left| \int_{X_i} l_{X_i}(\theta_t)(dX_i|X_j) - \int_{X_i} l_{X_i}(\theta_t)\mu(dX_i) \right| \\
\leq 2(1 + \lambda)^2(r_{\max} + R + \gamma R)^2 \left| \int_{X_i} (dX_i|X_j) - \mu(dX_i) \right| \\
\leq 4e^2 m \rho^{i-j},
\end{align*}
\]

(68)

where the last inequality is from the geometric uniform ergodicity of the MDP. Thus we have that

\[
\frac{1}{B^2} \mathbb{E} \left[ \left\| \sum_{i=1}^{B} l_{t_{t,c},i}(\theta_t) \right\|^2 \bigg| \mathcal{F}_t \right] \leq \frac{8(1 + \lambda)^2(1 + \rho(m - 1))}{(r_{\max} + R + \gamma R)^{-2} B(1 - \rho)}.
\]

Similarly we can show the other two inequalities. \( \square \)