Direct Measurement of the Nickel Spectrum in Cosmic Rays in the Energy Range from 8.8 GeV/n to 240 GeV/n with CALET on the International Space Station
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The relative abundance of cosmic ray nickel nuclei with respect to iron is by far larger than for all other trans-iron elements, therefore it provides a favorable opportunity for a low background measurement of its spectrum. Since nickel, as well as iron, is one of the most stable nuclei, the nickel energy spectrum and its relative abundance with respect to iron provide important information to estimate the abundances at the cosmic ray source and to model the Galactic propagation of heavy nuclei. However, only a few direct measurements of cosmic-ray nickel at energy larger than $\sim 3\text{ GeV}/n$ are available at present in the literature and they are affected by strong limitations in both energy reach and statistics. In this paper we present a measurement of the differential energy spectrum of nickel in the energy range from 8.8 to 240 GeV/n, carried out with unprecedented precision by the Calorimetric Electron Telescope (CALET) in operation on the International Space Station since 2015. The CALET instrument can identify individual nuclear species via a measurement of their electric charge with a dynamic range extending far beyond iron (up to atomic number $Z = 40$). The particle’s energy is measured by a homogeneous calorimeter (1.2 proton interaction lengths, 27 radiation lengths) preceded by a thin imaging section (3 radiation lengths) providing tracking and energy sampling. This paper follows our previous measurement of the iron spectrum [O. Adriani et al. (CALET Collaboration), Phys. Rev. Lett. 126, 241101 (2021).], and it extends our investigation on the energy dependence of the spectral index of heavy elements. It reports the analysis of nickel data collected from November 2015 to May 2021 and a detailed assessment of the systematic uncertainties. In the region from 20 to 240 GeV/n our present data are compatible within the errors with a single power law with spectral index $-2.51 \pm 0.07$.

PACS numbers: 98.70.Sa, 96.50.sb, 95.55.Vj, 29.40.Vj, 07.05.Kf

INTRODUCTION

The energy spectra and relative abundances of cosmic rays (CR) are key observables for a theoretical understanding of the acceleration and propagation mechanisms of charged particles in our Galaxy [1–15]. Direct measurements by space-borne instruments have recently achieved a level of unprecedented precision, thanks to long term observations and their capability to identify individual chemical elements. Direct measurements from high-altitude balloons and indirect measurements from ground based arrays convey important complementary information, albeit with different systematic uncertainties. The extensions to higher energies of CR spectral data have shown unexpected deviations from a single power law, as in the case of the recently observed double broken spectral shape of the proton spectrum in the multi-TeV domain, reported by the DAMPE [16] and Calorimetric Electron Telescope (CALET) [17] experiment. A progressive spectral hardening (as a function of energy) has been established for light elements and heavier nuclei [18–22] with an onset at a few hundred GeV/n. Also, a spectral softening has been observed in the TeV domain for proton and helium as reported by the DAMPE [16, 23], CALET [17] and NUCLEON [24] experiments. The spectral study of heavy elements was recently extended to higher energies with the publication of the iron spectrum by the AMS-02 [25] and CALET [26] experiments.

In this paper, we pursue the study of elements sitting on the high side of the periodic table, where nickel – with much larger abundance than all other trans-iron elements – provides a favorable opportunity for a low background measurement of its spectrum.

Space-borne direct measurements of CR nickel nuclei include the spectrum measured from 0.6 to 35 GeV/n by the French-Danish C2 instrument HEAO3-C2 [27] onboard the NASA HEAO3 satellite (launched in 1979) and the recent measurement by the NUCLEON experiment (launched in 2014) [28] in the energy range $\sim 51–511\text{ GeV}/n$. Measurements in the lower energy range 50–
550 MeV/n were carried out, during the 2009–2010 solar minimum period, by the Cosmic Ray Isotope Spectrometer (CRIS) [29] onboard the Advanced Composition Explorer at the L1 Lagrange point. Data up to \( \sim 500 \text{ MeV/n} \) [30] were collected by the Voyager 1 spacecraft after the start of observations of the local interstellar energy spectra of Galactic cosmic-ray nuclei (August 2012).

Earlier measurements with balloon experiments have a limited statistics and energy reach. They include (i) the High Energy Nuclei (HEN) telescope [31] at nickel energies up to about 10.5 GeV/n (3 flights in 1971 and 1972 for a total of 7.6 m² sr hrs); (ii) the scintillation-Cherenkov telescope (hereafter cited as Balloon 1975) [32] from 1 to 10 GeV/n (2 flights in 1975 with a total exposure of 20 m² sr hrs); (iii) the multi-element Cherenkov telescope [33] from 0.3–50 GeV/n (3 flights in 1974 and one in 1976); (iv) the Cosmic Ray Isotope Instrument System (CRISIS) [34] from 600–900 MeV/n (∼ 57 hrs afloat in 1975); (v) the Large Isotopic Composition Experiment (ALICE) [35] at energies near 1 GeV/n (flown for 14.7 hrs in 1987).

In this paper we present a measurement of the different energy spectrum of CR nickel in the energy range from 8.8 to 240 GeV/n carried out, with unprecedented precision, with CALET onboard the International Space Station (ISS). Though optimized for the measurement of the all-electron spectrum [36, 37], CALET has an excellent charge identification capability to tag individual CR elements [38–41] from proton to nickel nuclei (and above). It can explore particle energies up to the PeV scale thanks to its large dynamic range, adequate calorimetric depth and accurate tracking. CALET published accurate spectral measurements of electrons [37], protons [38], carbon [22], oxygen [22], and iron [26]. Preliminary updates of proton, helium, boron and boron to carbon ratio analyses were presented at the ICRC-2021 conference [42].

**CALET INSTRUMENT**

Charge identification is carried out by the CHarge Detector (CHD), a two-layered hodoscope of plastic scintillator paddles. It can resolve individual elements from atomic number \( Z = 1 \) to \( Z = 40 \) with excellent charge resolution spanning from 0.15 charge units for C to 0.35 charge units for Fe [43]. The particle’s energy is measured with the Total Absorption Calorimeter (TASC), a lead-tungstate homogeneous calorimeter [27 radiation lengths (r.l.), 1.2 proton interaction lengths] preceded by a thin (3 r.l.) pre-shower IMaging Calorimeter (IMC). The latter is equipped with 16 layers of thin scintillating fibers (1 mm² square cross-section) read out individually and interleaved with tungsten absorbers. The IMC provides tracking capabilities as well as an independent charge measurement, via multiple samples of specific energy loss \( dE/dx \) in each fiber, up to the onset of saturation which occurs for ions above silicon. Therefore charge identification for nickel and neighboring elements relies on CHD only. More details on the instrument and on the trigger system can be found in the Supplemental Material (SM) of Ref. [36]. CALET was launched on August 19, 2015 and installed on the Japanese Experiment Module Exposed Facility of the ISS. The on-orbit commissioning phase was successfully completed in the first days of October 2015. Calibration and test of the instrument took place at the CERN-SPS during five campaigns between 2010 and 2015 with beams of electrons, protons and relativistic ions [44–46].

**DATA ANALYSIS**

The flight data (FD) used in the present analysis were collected over a period of 2038 days of CALET operation. The total observation live time for the high-energy (HE) shower trigger [47] is \( T \sim 4.1 \times 10^4 \) hours, corresponding to 86.0% of total observation time.

Individual on-orbit calibration of all channels is performed with a dedicated trigger mode [46, 47] allowing the selection of penetrating protons and He particles. First, raw data are corrected for gain differences among the channels, light output non-uniformity and any residual dependence on time and temperature. After calibration, a single “best track” is reconstructed for each event with an associated estimate of its charge and energy.

The particle’s direction and entrance point are reconstructed from the coordinates of the scintillating fibers in the IMC. The tracking algorithm, based on a combinatorial Kalman filter, identifies the incident track in the presence of background hits generated by backscattered radiation from the TASC [48]. The angular resolution and the spatial resolution for the impact point on the CHD are \( \sim 0.08^\circ \) and \( \sim 180 \mu\text{m} \) respectively.

Physics processes and interactions in the apparatus are simulated via Monte Carlo (MC) techniques, based on the EPICS package [49, 50] which implements the hadronic interaction model DPMJET-III [51]. The instrument configuration and detector response are detailed in the simulation code which provides digitized signals from all channels. An independent analysis based on GEANT4 [52] is also performed to assess the systematic uncertainties. In this analysis, only the \(^{60}\text{Ni}\) isotope was considered since its mass difference with respect to other isotopes (mainly \(^{60}\text{Ni}\)) is less than 3%.

**Charge measurement** The particle’s charge \( Z \) is reconstructed from the signals of the CHD paddles traversed by the incident particle and properly corrected for its path length. Either CHD layer provides an independent \( dE/dx \) measurement which has to be corrected for the quenching effect in the scintillator’s light yield. The
latter is parameterized by fitting selected FD samples of each nuclear species to a “halo” model [43] as a function of \( Z^2 \). The resulting curves are then used to reconstruct a charge value in either layer (\( Z_{\text{CHDX}} \), \( Z_{\text{CHDY}} \)) on an event-by-event basis [22]. The presence of an increasing amount of backscatters from the TASC at higher energy generates additional energy deposits in the CHD that add on to the primary particle ionization signal and may induce a wrong charge identification. This effect causes a systematic displacement of the CHDX/CHDY charge peaks to higher values (up to 0.8 charge units) with respect to the nominal charge position. Therefore it is necessary to restore the nickel peak position to its nominal value, \( Z = 28 \), by an energy dependent charge correction applied separately to the FD and the MC data. A similar correction is applied to iron and nearby elements. The CHD charge resolution \( \sigma_Z \), obtained by combining the average of \( Z_{\text{CHDX}} \) and \( Z_{\text{CHDY}} \) signal is 0.39 in charge units and it is shown in Fig. S1 of the SM [53]. Background contamination from neighbor elements misidentified as nickel is shown in Fig. S2 of the SM [53]. Between 100 GeV and 1 TeV it is mainly due to iron and secondly to cobalt. Above 1 TeV the iron contribution is the most important. Contamination from heavier nuclei is negligible.

with beams of accelerated ion fragments of 13, 19 and 150 GeV/c/n momentum per nucleon (as described in the SM of Ref. [22]). Correction factors are 6.7\% for \( E_{\text{TASC}} < 45 \) GeV and 3.5\% for \( E_{\text{TASC}} > 350 \) GeV, respectively. A linear interpolation is used to determine the correction factor for intermediate energies.

**Event selection** The onboard HE shower trigger, based on the coincidence of the summed dynode signals of the last four IMCayers and the top TASC layer (TASCX1) is fully efficient for elements heavier than oxygen. Therefore, an offline trigger confirmation, as required for the analysis of lower charge elements [22, 38], is not necessary for nickel, because the HE trigger threshold is far below the signal amplitude expected from a nickel ion at minimum ionization (MI) and the trigger efficiency is close to 100\%. However, in order to select interacting particles, a deposit larger than 2 standard deviation of the MI peak is required in at least one of the first four layers of the TASC.

Events with one well-fitted track crossing the whole detector from the top of the CHD to the TASC bottom layer (and clear from the edges of TASCX1 by at least 2 cm) are selected. The fiducial geometrical factor for this category of events is \( 510 \) cm\(^2\)sr, corresponding to about 50\% of the CALET total acceptance.

Particles undergoing a charge-changing nuclear interaction in the upper part of the instrument are removed by requiring that the difference between the charges from either layer of the CHD is less than 1.5 charge units. The cross plot of the \( Z_{\text{CHDY}} \) vs. \( Z_{\text{CHDX}} \) charge, in Fig. 1, shows the nickel events selection: candidates are contained within an ellipse centered at \( Z = 28 \) with 1.4 \( \sigma_x \) and 1.4 \( \sigma_y \) wide semi-major and minor axes (with both variances depending on the energy) for \( Z_{\text{CHDX}} \) and \( Z_{\text{CHDY}} \), respectively, and rotated clockwise by 45\°. Event selections are identical for the MC and the FD.

**Energy unfolding** As detailed in Ref. [26] for iron, the TASC crystals are subject to a light quenching phenomenon which is not reproduced by the MC simulations. Therefore a quenching correction is extracted from the FD and applied a posteriori to the MC energy deposits generated by non-interacting primary particles in the TASC logs. Distributions of \( E_{\text{TASC}} \) for Ni selected candidates are shown in Fig. S2 of the SM [53], with a sample of \( 5.2 \times 10^3 \) events.

In order to take into account the limited calorimetric energy resolution for hadrons (of the order of \( \sim 30\% \)) an energy unfolding algorithm is applied to correct for bin-to-bin migration effects. In this analysis, we used the Bayesian approach [54] implemented within the RooUnfold package [55] of the ROOT analysis framework [56]. Each element of the response matrix represents the probability that a primary nucleus in a given energy interval of the CR spectrum produces an energy deposit falling into a given bin of \( E_{\text{TASC}} \). The response matrix is derived using the MC simulation after applying the same

![Crossplot of \( Z_{\text{CHDY}} \) vs. \( Z_{\text{CHDX}} \) reconstructed charges in the elemental range between Mn (\( Z = 25 \)) and Zn (\( Z = 30 \)) before removing charge-changing nuclear interactions. Nickel candidates are selected inside an ellipse with semi-minor and major axes 1.4 \( \sigma_x \) and 1.4 \( \sigma_y \) wide, respectively, rotated clockwise by 45\°. The maximum and the minimum elliptical selection (depending on the energy) are indicated by the yellow and the orange ellipses in the figure.](image_url)
Differential energy spectrum  The energy spectrum is obtained from the unfolded energy distribution as follows:

\[
\Phi(E) = \frac{N(E)}{\Delta E \varepsilon(E) S \Omega / T} 
\]

where \( S \Omega \) and \( T \) are the geometrical factor and the live time respectively, \( \Delta E \) denotes the energy bin width, \( E \) is the geometric mean of the lower and upper bounds of the bin, \( N(E) \) the bin content in the unfolded distribution, \( \varepsilon(E) \) the total selection efficiency (Fig. S3 of the SM [53]), \( U() \) the unfolding procedure operator, \( N_{\text{obs}}(E_{\text{TASC}}) \) the bin content of observed energy distribution (including background), and \( N_{\text{bg}}(E_{\text{TASC}}) \) the bin content of background events in the observed energy distribution. In the energy range between \( 10^2 \) and \( 10^5 \) GeV of \( E_{\text{TASC}} \) the background fraction is \( N_{\text{bg}}/N_{\text{obs}} \sim 1\% \). Starting from \( 10^3 \) GeV it increases up to \( 10^4 \% \) at \( 10^4 \) GeV.

SYSTEMATIC UNCERTAINTIES

The most important sources of systematics uncertainties in the nickel analysis are due to the MC model and event selection at high energy. The systematic error related to charge identification was studied by varying the semi-minor and major axes of the elliptical selection up to \( \pm 15\% \) corresponding to a variation of charge selection efficiency of \( \pm 17\% \). The result was an (energy bin dependent) flux variation lower than \( 4\% \) below 100 GeV/n and increasing to \( \sim 8\% \) at 200 GeV/n. A comparison between different MC algorithms is in order as it is not possible to validate the MC simulations with beam test data at high energy. A comparative study of key distributions was carried out with EPICS and GEANT4 showing that the respective total selection efficiencies for Ni are in agreement within \( \sim 3\% \) over the whole energy range (Fig. S3 of the SM [53]). The difference between the two energy response matrices is contained between -5\% and +5\%. The resulting fluxes show a difference around \( \sim 5\% \) below 40 GeV/n and less than \( \sim 10\% \) in the 100–200 GeV/n region.

The uncertainty on the energy scale correction is \( \pm 2\% \) and depends on the accuracy of the beam test calibration. It causes a rigid shift of the flux (\( \pm 4\% \)) above 30 GeV/n, not affecting the spectral shape. As the beam test model was not identical to the instrument in flight [38], the difference in the spectrum (\( \pm 5\% \) up to 140 GeV/n) obtained with either configuration was modeled and included in the systematic error.

The uncertainties due to the unfolding procedure were evaluated with different response matrices computed by varying the spectral index (between -2.9 and -2.2) of the MC generation spectrum.

As the trigger threshold is much smaller than the energy of a non interacting nickel nucleus, the HE trigger efficiency is close to 100\% in the whole energy range with a negligible contribution to the systematic error. The fraction of interactions (Fig. S5 of the SM [53]) in the CHD, and above it, was checked by comparing the MC and the FD as explained in the SM. The contribution due to a shower event cut, rejecting non interacting particles (4\% around 10 GeV and 2\% above), was evaluated and included in the systematic uncertainties.

Possible inaccuracy of track reconstruction could affect the determination of the geometrical acceptance. The contamination due to off-acceptance events that are erroneously reconstructed inside the fiducial acceptance was estimated by MC to be \( \sim 1\% \) at 10 GeV/n while decreasing to less than 0.1\% above 60 GeV/n. The systematic uncertainty on the tracking efficiency is negligible [22]. A different tracking procedure, described in Ref. [58], was also used to study possible systematic uncertainties in tracking efficiency. The result is consistent with the Kalman filter algorithm. The systematic error related to background contamination is assessed by varying the contamination level by as much as \( \pm 50\% \). The result was a flux variation around 1\% below 100 GeV/n, increasing to 3\% at 200 GeV/n.

The systematic error related to the atomic mass of nickel isotopes composition reduces the normalization by 2.2\%. Additional energy-independent systematic uncertainties affecting the flux normalization include live time (3.4\%), long-term stability (\( < 2.7\% \)) and geometrical factor (\( \sim 1.6\% \)), as detailed in the SM of Ref. [36]. The energy dependence of all systematic errors for nickel analysis is shown in Fig. S8 of the SM [53]. The total systematic error is computed as the sum in quadrature of all the sources of systematics in each energy bin.

RESULTS

The nickel differential spectrum in kinetic energy per nucleon measured by CALET in the energy range from 8.8 to 240 GeV/n is shown in Fig. 2, where current uncertainties including statistical and systematic errors are bounded within a green band. The CALET spectrum is compared with the results from Balloon 1975 [32], CRISIS [34], HEAO3-C2 [27] and NUCLEON [28]. The nickel flux measurements with CALET are tabulated in Table I of the SM [53] where statistical and systematic errors are also shown. CALET and HEAO3-C2 nickel spectra have similar flux normalization in the common interval of energies. CALET and NUCLEON differ in the shape although the two measurements show a similar flux normalization at low energy.

Figure 3 shows a fit to the CALET nickel flux with a
single power law function (SPL)

\[ \Phi(E) = C \left( \frac{E}{\text{GeV}/\text{n}} \right)^\gamma \]

where \( \gamma \) is the spectral index and \( C \) is the normalization factor.

The fit is performed from 20 to 240 GeV/n and gives \( \gamma = -2.51 \pm 0.04 \text{(stat)} \pm 0.06 \text{(sys)} \) with a \( \chi^2/\text{d.o.f.} = 0.3/3 \). Below 20 GeV/n the observed Ni flux softening is similar to the one found for iron and lighter primaries. To better understand the nickel spectral behavior we report also the nickel to iron ratio as a function of kinetic energy per nucleon (see Fig. 4). Our measure extends the results of previous experiments (i.e. HEAO3-C2) up to 240 GeV/n. The fit, performed from 8.8 to 240 GeV/n, gives a constant value of 0.061 \( \pm 0.001 \) (stat) with the \( \chi^2/\text{d.o.f.} = 2.3/6 \).

The experimental limitations of the present measurement (i.e. low statistics as well as large systematic errors for the highest energy bins) do not yet allow one to test the hypothesis of a spectral shape different from a single power law in the region above 20 GeV/n. As a matter of fact, current expectations (e.g., [5, 8]) for a detectable spectral hardening of nickel are still under debate.

CONCLUSION

In this paper, based on 67 months of observations with CALET on the ISS, we report for the first time a measurement of the energy spectrum of nickel over an extended energy range up to 240 GeV/n and with a significantly better precision than most of the existing measurements. The nickel spectrum behavior below 20 GeV/n is similar to the one observed for iron and lighter primaries. Above 20 GeV/n, our present observations are consistent with the hypothesis of an SPL spectrum up to 240 GeV/n. Beyond this limit, the uncertainties given by our present statistics and large systematics do not allow us to draw a significant conclusion on a possible deviation from a single power law. An SPL fit in this region yields a spectral index value \( \gamma = -2.51 \pm 0.07 \). The flat behavior of the nickel to iron ratio suggests that the spectral shapes of Fe and Ni are the same within the experimental accuracy. This suggests a similar acceleration and propagation behavior as expected from the small difference in atomic number and weight between Fe and Ni nuclei. An extended data set, as expected beyond the 67 month period of continuous observations accomplished so far, will not only improve the most important statistical limitations of the present measurement, but also our understanding of the instrument response in view of a further reduction of systematic uncertainties.
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Direct Measurement of the Nickel Spectrum in Cosmic Rays in the Energy Range from $8.8 \text{ GeV}/n$ to $240 \text{ GeV}/n$ with CALET on the International Space Station

SUPPLEMENTAL MATERIAL

(CALET collaboration)

Supplemental material relative to “Direct Measurement of the Nickel Spectrum in Cosmic Rays in the Energy Range from $8.8 \text{ GeV}/n$ to $240 \text{ GeV}/n$ with CALET on the International Space Station with the Calorimetric Electron Telescope”.
**ADDITIONAL INFORMATION ON THE ANALYSIS**

**Charge measurement.** The particle’s charge $Z$ is reconstructed from the ionization deposits in the CHD paddles traversed by the incident particle. Either CHD layer provides an independent $dE/dx$ measurement which is corrected for the track path length and for the quenching effect in the scintillator’s light yield as a function of $Z^2$ (Refs. [S1, S2]). In Fig. S1 inclusive distributions of measured charges from flight data (FD) are compared, in two different energy bins, with Monte Carlo (MC) simulations from EPICS.

![Fig. S1.](image)

**FIG. S1.** Charge distributions from the combined charge measurement of the two CHD layers in the elemental region between Cr and Ga. Events are selected with $120.2 < E_{TASC}$ [GeV] < 197.2 in (a) and $1000 < E_{TASC}$ [GeV] < 1800 in (b). Flight data, represented by black dots, are compared with Monte Carlo samples including iron, cobalt and nickel. Chromium, manganese and nuclei with $Z \geq 29$ are not included in MC because their contamination to nickel data is negligible.

**Background contamination.** Background contamination of nickel from neighbor elements is relatively small between 100 GeV and 1 TeV mainly due to iron and secondly to cobalt. Above 1 TeV the iron contribution becomes important and exceeds 10% above 10 TeV. The distribution of nickel candidates and its contaminants is shown in Fig. S2 as a function of the TASC energy. The total contamination (estimated by fitting a constant up to 1.7 TeV and a first order logarithmic polynomial up to 20 TeV) was subtracted from the flux as explained in the main body of the paper.
To evaluate the systematic error related to the background, the constant parameter of the fit was varied by as much as twice its error. This resulted into a ±50% variation of the contamination with a negligible change of the flux (see main body).

Efficiencies. The total efficiency and relative efficiencies (i.e., the efficiency of a given cut normalized to the previous cut) were studied extensively over the whole energy range covered by the nickel flux measurement. The total selection efficiency from EPICS (red filled circles) and GEANT4 (blue filled circles) are shown in Fig. S3 as a function of total particle kinetic energy per nucleon. The above efficiencies were validated by comparing distributions relevant to the selection of events, and obtained from flight data, with the same distributions generated by EPICS or GEANT4.

TASC energy deposits. An example is given in Fig. S4 where the total energy observed in each layer of the TASC (black points) was plotted using the final sample of nickel candidates, marginally contaminated by a residual background due to elements with atomic number close to nickel. Compared with pure nickel samples simulated by EPICS (red) or GEANT4 (blue), the distributions from the two MC were found to be consistent with each other and in fair agreement with flight data.

Interactions in the instrument. The amount of instrument material above the CHD is very small and well known. The largest significant contribution is limited to a 2 mm thick Al cover placed on top of the CHD. This amounts to ∼2.2% radiation length and 5 × 10⁻³ proton interaction lengths (λ₁). The material description in the MC is very accurate and derived directly from the CAD model. As CALET is sitting on the JEM external platform of the ISS, no extra material external to CALET is normally present within the acceptance for the flux measurement. However, occasional obstructions caused by the ISS robotic arm operations may temporarily affect the field of view (FOV). It was checked that removing those rare periods from the flux results in a negligible difference in shape and normalization (<1%).

MC simulations were used to evaluate the nickel survival probability after traversing both layers of the CHD and the material above. In order to check its consistency with flight data, the ratio \( R = \text{CHDX} / \text{CHDAY} \) (i.e.
FIG. S3. Total selection efficiency for nickel events as estimated with EPICS (red filled circles) and GEANT4 (blue filled circles) simulations.

FIG. S4. Energy observed in each of the 12 layers of the TASC (black points) for the final sample of nickel candidates from flight data. It is compared with pure samples of nickel simulated by EPICS (red) or GEANT4 (blue).

the fraction of nickel candidates tagged by both CHD layers among those detected by the top charge detector alone) was plotted, as a function of the TASC energy, for selected nickel candidates with measured charge in the range 27.7 - 28.3 charge units. In the upper panel of Fig. S5, $R$ is shown in 8 bins of the TASC energy for both MC ($R_{MC}$) and FD ($R_{FD}$) with an average value around 90% and a flat energy dependence. The $R_{MC}/R_{FD}$ double ratio (lower plot) shows a good level of consistency between the MC and flight data, within the errors. The total loss ($\sim 10\%$) of nickel events interacting in the upper part of the instrument was taken into account in the total efficiency and its uncertainty included in the systematic error.
Calorimetric energy, bin size, and unfolding. The energy response of the TASC was studied with MC simulations and compared with the results of measurements of the total particle energy vs beam momentum carried out at CERN. During one of the beam test campaigns of CALET at the SPS with an extracted primary beam of $^{40}$Ar (150 GeV/c/n), beam fragments were generated from an internal target and guided toward the instrument along a magnetic beam spectrometer that provided an accurate selection of their rigidity and A/Z ratio. The relation between the observed TASC energy and the primary energy was measured for several nuclei up to the highest available energy (6 TeV total particle energy in the case of $^{40}$Ar). After an offline rejection of a very small amount of beam contaminants from the data, the shape of the TASC total energy was found to be consistent with a Gaussian distribution (Ref. [S3]).

The correlation matrix used for the unfolding was derived from the simulations, using two different MC codes EPICS and GEANT4, and applying the same selection cuts as in the FD analysis. The normalized unfolding matrices obtained from EPICS and GEANT4 are shown in Fig. S6 where the color scale indicates the probability that nickel candidates, with a given primary energy, of depositing energy in different intervals of $E_{\text{TASC}}$. 

FIG. S5. Top panel: nickel survival probability $R$ as a function of energy for events crossing both layers of the CHD with flight data (black filled squares) and EPICS (blue filled circles); Bottom panel: ratio of $R_{\text{MC}}/R_{\text{FD}}$ with the MC and flight data, respectively, fitted with a constant and consistent with unity within the error.

FIG. S6. Response matrix for nickel derived from the MC simulations of the CALET flight model by applying the same selection as for flight data. The array is normalized so that the color scale is associated with the probability that nickel candidates, in a given bin of particle kinetic energy, migrate to different intervals of $E_{\text{TASC}}$. Left: EPICS; Right: GEANT4.
A standard binning scheme, consisting of smoothly enlarged bins, was chosen in order to balance the statistical population at high energy without using too large consecutive bins. In order to investigate the effect of the binning choice, different binning configurations (3 bins per decade, 4 bins per decade and 5 bins per decade) were tested, obtaining similar smearing matrices and almost identical behavior in the final flux. As an example, the difference between the flux with the standard binning and with 4 bins per decade is shown in Fig. S7.

![Graph showing CALET nickel flux with standard binning and 4 bins per decade](image)

**FIG. S7.** CALET nickel flux with standard binning (red circles) and 4 bins/decade (blue circles). The vertical error bars are representative of purely statistical errors whereas the horizontal ones indicate the bin width.

**Energy dependent systematic errors.** A breakdown of energy dependent systematic errors stemming from several sources (as explained in the main body of the paper) and including selection cuts, charge identification, MC model, energy scale correction, energy unfolding, beam test configuration and shower event shape is shown in Fig. S8 as a function of kinetic energy per nucleon.

**Nickel flux normalization and spectral shape.** The CALET nickel flux and a compilation of available data are shown in Fig. S9, as an enlarged version of Fig. 2 in the main body of the paper.
FIG. S8. Energy dependence (in GeV/nucleon) of systematic uncertainties (relative errors) for nickel. In the upper panel, the band bounded by the red lines represents the statistical error. The yellow band shows the sum in quadrature of all the sources of systematics including energy independent ones. The green lines represent the sum in quadrature of statistical and total systematic uncertainties. In the bottom panel, a detailed breakdown of systematic energy dependent errors, stemming from charge identification, MC model, energy scale correction, energy unfolding, beam test configuration and shower event shape is shown.

FIG. S9. CALET nickel flux as a function of kinetic energy per nucleon in GeV (with multiplicative factor $E^{2.6}$). The error bars of the CALET data (red filled circles) represent the statistical uncertainty only. The yellow band indicates the quadrature sum of systematic errors, while the green band indicates the quadrature sum of statistical and systematic errors. Also plotted are the data points from Balloon 1975 [S4], CRISIS [S5], HEAO3-C2 [S6] and NUCLEON [S7].
TABLE I. Table of the CALET differential spectrum in kinetic energy per nucleon of cosmic-ray nickel. The first, second, and third error in the flux are representative of the statistical uncertainties, systematic uncertainties in normalization, and energy dependent systematic uncertainties, respectively.

| Energy Bin [GeV/n] | Flux [m$^{-2}$sr$^{-1}$s$^{-1}$(GeV/n)$^{-1}$] |
|--------------------|-----------------------------------------------|
| 8.8 – 13.2         | $(1.61 \pm 0.04 \pm 0.07 \pm 0.14) \times 10^{-4}$ |
| 13.2 – 20.2        | $(7.48 \pm 0.19 \pm 0.35 \pm 0.24) \times 10^{-5}$ |
| 20.2 – 31.6        | $(2.69 \pm 0.08 \pm 0.12 \pm 0.19) \times 10^{-5}$ |
| 31.6 – 50.7        | $(8.41 \pm 0.29 \pm 0.39 \pm 0.59) \times 10^{-6}$ |
| 50.7 – 83.2        | $(2.51 \pm 0.11 \pm 0.12 \pm 0.09) \times 10^{-6}$ |
| 83.2 – 139.6       | $(7.23 \pm 0.50 \pm 0.33 \pm 0.39) \times 10^{-7}$ |
| 139.6 – 239.9      | $(1.79 \pm 0.19 \pm 0.08 \pm 0.33) \times 10^{-7}$ |
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