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Abstract

This paper studies the problem of distributed weighted least-squares (WLS) estimation for an interconnected linear measurement network with additive noise. Two types of measurements are considered: self measurements for individual nodes, and edge measurements for the connecting nodes. Each node in the network carries out distributed estimation by using its own measurement and information transmitted from its neighbours. We study two distributed estimation algorithms: a recently proposed distributed WLS algorithm and the so-called Gaussian Belief Propagation (BP) algorithm. We first establish the equivalence of the two algorithms. We then prove a key result which shows that the information matrix is always generalised diagonally dominant, under some very mild condition. Using these two results and some known convergence properties of the Gaussian BP algorithm, we show that the aforementioned distributed WLS algorithm gives the globally optimal WLS estimate asymptotically. A bound on its convergence rate is also presented.
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1 Introduction

As the applications for large-scale networked systems increase rapidly, distributed estimation algorithms for such systems is essential, and they are widely applied to sensor networks [1, 2], networked linear systems [3], network-based state estimation [4], multi-agent systems [5, 6], multi-agent optimization [7], and so on.

In this paper, we are interested in a distributed algorithm recently proposed in [4] (Algorithm 4 in [4]) to solve weighted least-squares (WLS) estimation for large-scale networked systems. This algorithm is fully distributed and iterative. It was proved in [4] that this distributed algorithm produces the exact WLS solution (i.e., the globally optimal estimate) after a finite number of iterations, if the network graph is acyclic. For a general network graph, many simulations suggest that the distributed WLS algorithm in [4] is capable to generate the exact WLS solution asymptotically, although the theoretical verification is lacking. The purpose of this paper is to analyze the convergence property of this distributed WLS algorithm for a class of general network graphs.

Another pertinent distributed algorithm comes from seemingly unrelated field of stochastic learning, used to compute the conditional means and variances from a large-scale Gaussian random field. This algorithm is known as Gaussian Belief Propagation algorithm [8], a variant of the celebrated Belief Propagation (BP) algorithm originally proposed by Pearl [9] in 1988.

We consider the distributed WLS estimation problem for an interconnected linear measurement network with additive noise. Each node in the network has an unknown variable. The available measurements can be divided into two types: 1) self measurement for an individual node, which involves the node variable only, and 2) edge measurement for an edge, which involves the two joining nodes. The contributions of this paper are as follows:
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Firstly, we compare the distributed WLS algorithm (Algorithm 4 in [4]) with the Gaussian Belief Propagation (BP) algorithm which is expressed using the information matrix of the measurement system and we establish their equivalence.

We then prove a key result for the case of scalar variables to show that the information matrix is always generalised diagonally dominant, under some very mild condition.

Using these two results and some known convergence properties of the Gaussian BP algorithm, we present several convergence results for the distributed WLS algorithm. For an acyclic graph with vector variables, the algorithm gives the globally optimal WLS estimate in a finite number of iterations. For a cyclic graph with scalar variables, the algorithm gives the globally optimal estimate asymptotically. Moreover, a bound on its convergence rate is also provided.

## 2 PROBLEM FORMULATION

Consider a measurement network with $n$ nodes with an associated graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ with $\mathcal{V} = \{1, \cdots, n\}$ and $\mathcal{E} \subset \mathcal{V} \otimes \mathcal{V}$. We use $\mathcal{N}_i = \{j : (i, j) \in \mathcal{E}\}$ to denote the set of neighbours of node $i$. The distance between two nodes $i, j \in \mathcal{V}$ is the length of the shortest path between the two nodes. The diameter of $\mathcal{G}$ is the largest distance between any two nodes in $\mathcal{V}$. The graph $\mathcal{G}$ is known as the measurement graph and communication graph.

For each node $i \in \mathcal{V}$, $x_i \in \mathbb{R}^{n_i}$ denotes the state (or variable) of node $i$, and its measurements can be divided into two types: a self measurement $z_i$ involving $x_i$ only, and an edge measurement $z_e$ for each $e = (i, j)$ involving both $x_i$ and $x_j$. These measurements are described by

$$
\begin{align*}
  z_i &= A_ix_i + v_i, \quad (1) \\
  z_e &= B_{ij}x_i + B_{ji}x_j + v_e, \quad (2)
\end{align*}
$$

where $v_i$ is the self measurement noise with normal distribution $\mathcal{N}(0, R_i)$, $v_e$ is the edge measurement noise (for edge $e$) with normal distribution $\mathcal{N}(0, R_e)$, $R_i > 0$ and $R_e > 0$ are covariances, and $A_i, B_{ij}$ and $B_{ji}$ are matrices of appropriate dimensions. The noises $v_i$ and $v_e$ are statistically independent, whenever $i \neq j$. Similarly, $v_{e_1}$ and $v_{e_2}$ are statistically independent for $e_1 \neq e_2$. Each self measurement (1) is known to node $i$ only, and each edge measurement (2) is known to both nodes $i$ and $j$.

Let the order of the nodes in $\mathcal{V}$ be $1, 2, \cdots, n$ and the order of the edges in $\mathcal{E}$ be $e_1, e_2, \cdots, e_p$. Define

$$
\begin{align*}
x &= \text{col}\{x_1, \cdots, x_n\}, \\
z &= \text{col}\{z_1, \cdots, z_n, z_{e_1}, \cdots, z_{e_p}\}, \\
v &= \text{col}\{v_1, \cdots, v_n, v_{e_1}, \cdots, v_{e_p}\}, \\
R &= \text{diag}\{R_1, \cdots, R_n, R_{e_1}, \cdots, R_{e_p}\}, \\
H_i &= [0 \cdots 0 A_i 0 \cdots 0], \quad \forall i \in \mathcal{V}, \\
H_e &= [0 \cdots 0 B_{ij} 0 \cdots 0 B_{ji} 0 \cdots 0], \quad \forall e \in \mathcal{E}, \\
H &= \text{col}\{H_1, \cdots, H_n, H_{e_1}, \cdots, H_{e_p}\}.
\end{align*}
$$

We can rewrite the whole measurement model as

$$
z = Hx + v. \quad (4)
$$

### Remark 1
The above measurement models are widely used in practice. Self measurements are typically used to measure local variables such as temperature at a local nodal point in a power network. Edge measurements can be used to measure relative information such as relative position, angle or velocity between two drones, pressure drop between two taps, and more subtle examples like current through a power branch.

The WLS estimate $x^*$ of $x$ is defined to be

$$
x^* = \arg\min_x(z - Hx)^T R^{-1}(z - Hx). \quad (5)
$$

This can be rewritten as

$$
x^* = \arg\min_x(x^T \Psi x + 2\alpha^T x) \quad \text{with} \\
\Psi = H^T R^{-1}H, \quad \alpha = H^T R^{-1}z, \quad (6)
$$

and the solution can be given by

$$
x^* = \Psi^{-1}\alpha, \quad (7)
$$

which will be called the globally optimal solution. We stress that the WLS problem uses the measurement error covariances as the weighting matrices, which makes the solution optimal in the maximum likelihood sense. But this optimality relies on the accuracy of the covariances.

The goal for a distributed WLS solution is to derive a distributed algorithm in which node $i$ computes only the $i$-th component $x_i^*$ of $x^*$ in an iterative fashion using only the locally available measurements $z_{i,i}$ and $z_{i,j}$, $j \in \mathcal{N}_i$, and information exchange with its neighboring nodes.

### Assumption 1
The measurement graph $\mathcal{G}$ is connected.

### Assumption 2
The measurement system (4) has at least one self measurement for some nodes in the graph.

### Remark 2
Assumption 2 permits the estimation problem to have a unique solution.

### Definition 1
([12]) Denote $Z^{n \times n} = \{A = (a_{ij}) \in \mathbb{R}^{n \times n} : a_{ij} \leq 0, i \neq j\}$. A matrix $A \in Z^{n \times n}$ is an M-matrix if it can be expressed by $A = sI - B$, where $B = (b_{ij})$ with $b_{ij} \geq 0$ for all $1 \leq i, j \leq n$ and $s \geq \rho(B)$. The comparison matrix of $A \in \mathbb{R}^{n \times n}$, denoted by $A = (\alpha_{ij}) \in Z^{n \times n}$, is given by $\alpha_{ii} = |a_{ii}|$ and $\alpha_{ij} = -|a_{ij}|$ for all $i$ and $j \neq i$. 

Definition 2 A matrix \( A \in \mathbb{R}^{n \times n} \) is said to be generalized diagonally dominant if there exists a diagonal matrix \( D = \text{diag}\{d_i\} \) with all \( d_i > 0 \) such that \( AD \) is diagonally dominant, i.e., \( |a_{i,i}|d_i > \sum_{j \neq i} |a_{i,j}|d_j \) for all \( i \).

3 Main Results

In this section, we present two distributed algorithms, establish their equivalence and study the convergence properties of the distributed WLS algorithm.

Algorithm 1 Distributed WLS Algorithm [4] (using self and edge measurements directly)

- Initialization: For each \( i = 1, \ldots, n \), node \( i \) computes \( \Psi_{ii}, \alpha_i \) and \( \hat{x}_i(0) = \Psi_{ii}^{-1} \alpha_i \), and transmits to each \( j \in \mathcal{N}_i \) the initial messages:
  \[
  \Sigma_{i\rightarrow j}(0) = \Psi_{ii}^{-1}, \quad x_{i\rightarrow j}(0) = \Sigma_{i\rightarrow j}(0) \alpha_i.
  \] (8)

- Main loop: For \( t = 1, 2, \ldots \), each node \( i \) computes
  \[
  \Psi_i(t) = \Psi_{ii} - \sum_{v \in \mathcal{N}_i} \Psi_i^T \Sigma_{v\rightarrow i}(t-1) \Psi_{vi},
  \] (9)
  \[
  \hat{\alpha}_i(t) = \alpha_i - \sum_{v \in \mathcal{N}_i} \Psi_i^T x_{v\rightarrow i}(t-1),
  \] (10)
  \[
  \hat{x}_i(t) = \Psi_i^{-1}(t) \hat{\alpha}_i(t),
  \] (11)
  then, for each \( j \in \mathcal{N}_i \), computes the new messages
  \[
  \Sigma_{i\rightarrow j}(t) = \left( \Psi_i(t) + \Psi_j^T \Sigma_{j\rightarrow i}(t-1) \Psi_{ji} \right)^{-1},
  \] (12)
  \[
  x_{i\rightarrow j}(t) = \Sigma_{i\rightarrow j}(t) \left( \hat{\alpha}_i(t) + \Psi_j^T x_{j\rightarrow i}(t-1) \right),
  \] (13)
  and transmits them to node \( j \).

Distributed WLS Algorithm

Algorithm 1 is simplified from Algorithm 4 in [4] for the case with self and edge measurements only. Denote \( \alpha = \text{col}\{\alpha_i\} \) and \( \Psi = (\Psi_{ij}) \). For \( i \in \mathcal{V} \) and \( j \in \mathcal{N}_i \),

\[
\alpha_i = A_i^T R_i^{-1} \alpha_i + \sum_{j \in \mathcal{N}_i} B_{ij}^T R_{(i,j)}^{-1} z_{(i,j)}, \quad \text{(14)}
\]

\[
\Psi_{ii} = A_i^T R_i^{-1} A_i + \sum_{j \in \mathcal{N}_i} B_{ij}^T R_{(i,j)}^{-1} B_{ij}, \quad \Psi_{ij} = B_{ij}^T R_{(i,j)}^{-1} B_{ji}.
\]

The basic idea of the algorithm is as follows. In iteration \( t = 0 \), each \( i \in \mathcal{V} \) computes its \( \Psi_{ii} \) and \( \alpha_i \) locally. For each \( j \in \mathcal{N}_i \), messages passed from \( i \) to \( j \) \( \Psi_{i\rightarrow j}(0) \) and \( \alpha_{i\rightarrow j}(0) \). At iteration \( t > 0 \), \( \Psi_i(t), \hat{\alpha}_i(t) \) and \( \hat{x}_i(t) \) (the estimate of \( x_i^* \)) are calculated using \( \Psi_{ii} \) and \( \alpha_i \) and messages sent by \( j \in \mathcal{N}_i \) in the previous iteration. Node \( i \) uses all the messages sent from \( v \in \mathcal{N}_i \) except \( j \) to calculate \( \Sigma_{i\rightarrow j}(t) \) and \( \alpha_{i\rightarrow j}(t) \), and sends them to node \( j \).

Gaussian BP Algorithm

Algorithm 2 Gaussian BP Algorithm [8] (based on \( \Psi \))

- Initialization: For each \( i = 1, \ldots, n \), node \( i \) computes \( P_{ii} = A_i^T R_i^{-1} A_i \) and \( \mu_{ii} = P_{ii}^{-1} \alpha_i \) using (14), and transmits to each \( j \in \mathcal{N}_i \) the initial messages \( P_{i\rightarrow j}(0) = \Gamma_{ij} \) and \( \mu_{i\rightarrow j}(0) = 0 \).

- Main loop: For \( t = 1, 2, \ldots \), each node \( i \) computes
  \[
  \begin{align*}
  P_i(t) &= P_{ii} + \sum_{v \in \mathcal{N}_i} P_{v\rightarrow i}(t-1), \\
  \mu_i(t) &= P_i^{-1}(t)[P_{i\mu_{ii}} + \sum_{v \in \mathcal{N}_i} P_{v\rightarrow i}(t-1) \mu_{v\rightarrow i}(t-1)],
  \end{align*}
  \] (15)
  \[
  \begin{align*}
  \mu_{i\rightarrow j}(t) &= -P_{i\rightarrow j}^{-1}(t) \mu_{j\rightarrow i}(t) + P_{i\rightarrow j}(t-1) \mu_{j\rightarrow i}(t-1),
  \end{align*}
  \] (16)
  also, for each \( j \in \mathcal{N}_i \), computes the new messages:
  \[
  P_{i\rightarrow j}(t) = \Gamma_{ji} - \mu_{j\rightarrow i}(t) \mu_{i\rightarrow j}(t),
  \] (17)
  \[
  \mu_{i\rightarrow j}(t) = -P_{i\rightarrow j}^{-1}(t) \mu_{j\rightarrow i}(t) + P_{i\rightarrow j}(t-1) \mu_{j\rightarrow i}(t-1),
  \] (18)
  with
  \[
  P_0(t) = P_{ii} + \sum_{v \in \mathcal{N}_i \setminus j} P_{v\rightarrow i}(t-1),
  \] (19)
  \[
  \mu_0(t) = P_0^{-1}(t)[P_{i\mu_{ii}} + \sum_{v \in \mathcal{N}_i \setminus j} P_{v\rightarrow i}(t-1) \mu_{v\rightarrow i}(t-1)],
  \] (20)
  and transmits them to node \( j \).

The Gaussian BP algorithm in [8] is shown in Algorithm 2. In the algorithm, the estimate of \( x_i^* \) at iteration \( t \) will be given by \( \mu_i(t) \). The algorithm is developed based on the joint distribution model for \( x \). For the measurements (1)-(2), this is proportional to

\[
\prod_{i \in \mathcal{V}} \exp\left(-\frac{1}{2} \varepsilon_i^T R_i^{-1} \varepsilon_i \right) \prod_{(i,j) \in \mathcal{E}} \exp\left(-\frac{1}{2} \varepsilon_{(i,j)}^T R_{(i,j)}^{-1} \varepsilon_{(i,j)} \right),
\]

where \( \varepsilon_{(i,j)} = z_{(i,j)} - \beta_{ij} x_i - \beta_{ji} x_j, \varepsilon_i = z_i - A_i x_i \).

Rewriting the above gives

\[
\prod_{i \in \mathcal{V}} \exp\left(-\frac{1}{2} \varepsilon_i^T P_{ii} x_i - \alpha_i^T x_i \right) \prod_{(i,j) \in \mathcal{E}} \exp\left(-\frac{1}{2} \varepsilon_{(i,j)}^T V_{ij} \right),
\]

where \( P_{ii} = A_i^T R_i^{-1} A_i, \alpha_i \) is given in (14) and

\[
V_{ij} = \begin{bmatrix} B_{ij}^T \Psi_{ji} & B_{ij}^T \Gamma_{ji} \end{bmatrix} \begin{bmatrix} B_{ij} \Psi_{ji}^{-1} B_{ij} \end{bmatrix} = \begin{bmatrix} \Gamma_{ji} & \Psi_{ij} \end{bmatrix} \begin{bmatrix} \Psi_{ji} & \Gamma_{ji} \end{bmatrix},
\]

with \( \Gamma_{ij} = B_{ij}^T R_{(i,j)}^{-1} B_{ij} \) and \( \Gamma_{ji} = B_{ji}^T R_{(i,j)}^{-1} B_{ji} \).

Convergence Properties

Our first result below compares these two algorithms.
\textbf{Theorem 1} Algorithm 1 and Algorithm 2 are equivalent in the sense that

$$\hat{\Psi}_i(t) = P_i(t+1); \quad \hat{x}_i(t) = \mu_i(t+1), \quad \forall t \geq 0. \quad (21)$$

\textbf{Proof:} We first claim that the following two equations hold for any $t = 0, 1, 2, \ldots$:

$$\Sigma_{i \rightarrow j}(t) = (\Gamma_{ij} + P_0(t+1))^{-1}, \quad (22)$$

$$\Sigma_{i \rightarrow j}^{-1}(t) x_{i \rightarrow j}(t) = P_0(t+1) \mu_0(t+1). \quad (23)$$

Proceed by induction. For $t = 0$, from (19), we see that

$$P_0(1) = P_{ii} + \sum_{v \in N_i \setminus j} P_{v \rightarrow i}(0) = P_{ii} + \sum_{v \in N_i \setminus j} \Gamma_{iv}.$$ 

It follows from the above that

$$\Gamma_{ij} + P_0(1) = P_{ii} + \sum_{v \in N_i} \Gamma_{iv}$$

$$= A^T R_i^{-1} A_i + \sum_{v \in N_i} B^T v T_{(v,i)} B_{iv} = \Psi_{ii}.$$ 

Using (8), the above implies that (22) holds for $t = 0$. Similarly, using (20) and (8), we get

$$P_0(1) \mu_0(1) = P_{ii} \mu_{ii} + \sum_{v \in N_i \setminus j} P_{v \rightarrow i}(0) \mu_{v \rightarrow i}(0)$$

$$= P_{ii} \mu_{ii} = \alpha_i = \Sigma_{i \rightarrow j}^{-1}(0) x_{i \rightarrow j}(0),$$

which confirms (23) for $t = 0$. Now, suppose (22)-(23) holds for some $t = k, k \geq 0$. From (17) and (15), we get

$$P_0(k + 2) = P_{ii} + \sum_{v \in N_i \setminus j} P_{v \rightarrow i}(k+1)$$

$$= P_{ii} + \sum_{v \in N_i \setminus j} \Gamma_{iv} - \sum_{v \in N_i \setminus j} \Psi_{iv} \Sigma_{v \rightarrow i}(k) \Psi_{vi}.$$ 

It follows that

$$\Gamma_{ij} + P_0(k + 2) = P_{ii} + \sum_{v \in N_i} \Gamma_{iv} - \sum_{v \in N_i \setminus j} \Psi_{iv} T_{v i} \Sigma_{v \rightarrow i}(k) \Psi_{vi}$$

$$= \Psi_{ii} - \sum_{v \in N_i \setminus j} \Psi_{iv} T_{v i} \Sigma_{v \rightarrow i}(k) \Psi_{vi}$$

$$= \Sigma_{i \rightarrow j}^{-1}(k+1),$$

which verifies (22) for $t = k + 1$. Next, using (18), we get

$$P_{i \rightarrow j}(k + 1) \mu_{i \rightarrow j}(k + 1)$$

$$= -\Psi_{ji}(\Gamma_{ij} + P_0(k + 1))^{-1} P_0(k + 1) \mu_0(k + 1)$$

$$= -\Psi_{ji} \Sigma_{i \rightarrow j}(k) \Sigma_{i \rightarrow j}^{-1}(k) x_{i \rightarrow j}(k) = -\Psi_{ji} x_{i \rightarrow j}(k).$$

Using (20) and the above, we have

$$P_0(k + 2) \mu_0(k + 2)$$

$$= P_{ii} \mu_{ii} + \sum_{v \in N_i \setminus j} P_{v \rightarrow i}(k+1) \mu_{v \rightarrow i}(k + 1)$$

$$= \alpha_i - \sum_{v \in N_i \setminus j} \Psi_{iv} T_{v i} x_{v \rightarrow i}(k)$$

$$= \hat{\alpha}_i(k + 1) + \Psi_{ij} T_{j i} x_{j \rightarrow i}(k) = \Sigma_{i \rightarrow j}^{-1}(k + 1) x_{i \rightarrow j}(k + 1).$$

The last two steps used (10) and (13). This verifies (23) for $t = k + 1$. By the principle of induction, (22)-(23) are verified for all $t = 0, 1, 2, \ldots$.

Finally, we take any $t = 0, 1, \ldots$ and proceed to prove (21). Using (22)-(23) and (17), we obtain

$$P_{i \rightarrow j}(t) = \Gamma_{ji} - \Psi_{ji} (\Gamma_{ij} + P_0(t))^{-1} \Psi_{ij}$$

$$= \Gamma_{ji} - \Psi_{ji} \Sigma_{i \rightarrow j}(t - 1) \Psi_{ij},$$

which leads to

$$P_i(t + 1) = P_{ii} + \sum_{v \in N_i} P_{v \rightarrow i}(t)$$

$$= P_{ii} + \sum_{v \in N_i} \Gamma_{iv} - \sum_{v \in N_i} \Psi_{iv} \Sigma_{v \rightarrow i}(t - 1) \Psi_{vi}$$

$$= \Psi_{ii} - \sum_{v \in N_i} \Psi_{ivi} \Sigma_{v \rightarrow i}(t - 1) \Psi_{vi} = \hat{\Psi}_i(t),$$

which is the first part of (21). Similarly, using (22)-(23) and (18), we obtain

$$P_{i \rightarrow j}(t + 1) \mu_{i \rightarrow j}(t + 1)$$

$$= -\Psi_{ji}(\Gamma_{ij} + P_0(t + 1))^{-1} P_0(t + 1) \mu_0(t + 1)$$

$$= -\Psi_{ji} \Sigma_{i \rightarrow j}(t) \Sigma_{i \rightarrow j}^{-1}(t) x_{i \rightarrow j}(t) = -\Psi_{ji} x_{i \rightarrow j}(t),$$

which leads to the the second part of (21) as follows:

$$\mu_i(t + 1) = P_i^{-1}(t + 1) [P_{ii} \mu_{ii} + \sum_{v \in N_i} P_{v \rightarrow i}(t) \mu_{v \rightarrow i}(t)]$$

$$= P_i^{-1}(t + 1) [\alpha_i - \sum_{v \in N_i} \Psi_{iv} x_{v \rightarrow i}(t - 1)]$$

$$= \hat{\Psi}_i^{-1}(t) \hat{\alpha}_i(t) = \hat{x}_i(t).$$

\textbf{Remark 3} Despite their equivalence, Algorithms 1 and 2 have some significant differences: 1) Algorithm 1 uses the self and edge measurements directly, whereas Algorithm 2 starts with the computed $\Psi$. 2) Algorithm 1 applies to vector variables and its more general version in [4] can work for measurements involving more than two variables, whereas the Gaussian BP algorithm is for scalar variables with pairwise measurements only [8].

Next, we establish a crucial technical property about the
Lemma 1 Suppose Assumptions 1-2 hold and all \(x_i \in \mathbb{R}\). Then, the comparison matrix \(\tilde{\Psi}\) (as defined in Definition 1) is positive definite.

Proof: For any nonzero vector \(x \in \mathbb{R}^n\), we have
\[
x^T \tilde{\Psi} x = \sum_i (\Psi_{ii} x_i^2 + \sum_{j \in N_i} \Psi_{ij} x_i x_j) = \sum_i \left( A^2_i R_i^{-1} - \sum_{j \in N_i} (B_{ij}^2 R_{ij}^{-1} x_i^2 - |B_{ij}| |R_{ij}| x_i x_j) \right) = \sum_i A^2_i R_i^{-1} x_i^2 + \frac{1}{2} \sum_{i, j \in N_i} R_{ij}^{-1} (|B_{ij}| x_i - |B_{ji}| x_j)^2.
\]

It is obvious from the above that \(\tilde{\Psi}\) is positive semi-definite. Suppose there exists a nonzero vector \(x\) satisfies \(x^T \tilde{\Psi} x = 0\), then we have \(A^2_i R_i^{-1} x_i^2 = 0\) and \(R_{ij}^{-1} (|B_{ij}| x_i - |B_{ji}| x_j)^2 = 0\) for all \(i, j \in V\). Based on Assumption 2, there is at least one node \(i\) with \(A_i \neq 0\), so \(x_i = 0\). For \(j \in N_i\), \(x_j = 0\) holds (because \(B_{ji} \neq 0\)). Similarly, \(x_k = 0\) holds for all \(k \in N_j\). The rest components of \(x\) can be done in the same manner. Because the measurement graph is connected, as in Assumption 1, we have \(x_i = 0\) for all \(i \in V\). This contradicts the assumption that \(x \neq 0\). So \(\tilde{\Psi}\) is positive definite.

We now present our main result below.

Theorem 2 Based on Assumptions 1 and 2, we have the following properties for Algorithm 1.

- If \(G\) is acyclic with diameter \(d\), the estimate \(\hat{x}_i(k)\) obtained by running Algorithm 1 converges to the exact value \(x^*_i\) in \(d\) iterations for all \(i \in V\).
- If \(G\) is cyclic and \(x_i\) are all scalars, the estimate \(\hat{x}_i(k)\) obtained by running Algorithm 1 is asymptotically convergent to the exact value \(x^*_i\) as \(k \to \infty\), for all \(i \in V\).
- Moreover, the convergence rate of \(\hat{x}_i(k)\) for a cyclic graph \(G\) with scalar variables is bounded as follows:
\[
|\hat{x}_i(k) - x^*_i| \leq \rho(\bar{\Omega})^k C
\]
for each \(i \in V\), where \(\Omega = (\omega_{ij}) = I - D^{-1} \tilde{\Psi}, \bar{\Omega} = (|\omega_{ij}|), D = \text{diag}(\Psi_{ii}), \text{ and } C > 0\) is a constant.

Proof: Using Lemma 1, we know that \(\Psi = H^T R^{-1} H\) is positive definite. In particular, the matrix \(H\) has full column rank, and recall that \(R\) is invertible. It follows that Assumptions 2 and 11 in [4] hold, which in turn means that Theorem 11 of [4] holds. More specifically, \(\hat{x}_i(k) = x^*_i\) for all \(k \geq d_i\), where \(d_i\) is the radius of node \(i\) which is defined as the maximum distance between node \(i\) and any other node in the graph. It follows that \(\hat{x}_i(k) = x^*_i\) for all \(k \geq d\) because \(d \geq d_i\) for all \(i\).

Next, we show that \(\Psi\) is generalized diagonally dominant under Assumptions 1-2 and scalar variables. Indeed, from Lemma 1, we have \(\Psi_{ii} \leq 0\) for all \(i \in V\), \(\Psi_{ij} \leq 0\) for all \(i, j \in V\) with \(i \neq j\), and \(\Psi\) is positive definite. Then, \(\bar{\Psi}\) is M-matrix according to [12]. Thus, \(\bar{\Psi}\) is generalized diagonally dominant (see (M35), Th6.2.3 in [12]). It means that there exists a diagonal matrix \(\sum_{j \in N_i} |\Psi_{ij}|\) such that \(\bar{\Psi} D\) is strictly diagonally dominant. That is, for each \(i \in \{1, \ldots, n\}\), \(d_i |\Psi_{ii}| = \sum_{j \in N_i} |\Psi_{ij}| d_j\). Then, \(\bar{\Psi}\) is strictly diagonally dominant, i.e. \(\Psi\) is generalized diagonally dominant.

Finally, since \(\Psi\) is generalized diagonally dominant, the asymptotic convergence result for a general (loopy) graph with scalar variables follows from [10], and the convergence rate result follows from the work [11]. Indeed, the convergence rate for this algorithm in [11] is presented for \(Ax = b\) when \(A\) is symmetric. We can obtain the result by substituting \(\Psi\) for \(A\).

Remark 4 Note that for any node \(i\), the information from a far-away node \(j\) is gradually passed on to node \(i\) through neighbourhood communication. If we view the iterations as a dynamic process, the estimate \(\hat{x}_i(t)\) in (11) is an estimate of the global optimal solution \(x^*_i\) conditioned on the filtration generated by the measurements from all the nodes that are within \(t\) hops away from node \(i\). The asymptotic convergence result in Theorem 2 shows that, for edge measurements, this optimality holds asymptotically, i.e., \(\hat{x}_i(t)\) is indeed the optimal estimate of \(x^*_i\) conditioned on this filtration as \(t \to \infty\).

4 Example
Consider a loopy network with 13 nodes in Fig. 1. There are two nodes without self measurement, i.e., for \(i \in \{2, 5\}\), \(A_i = 0\). The other nonzero \(A_i\) and all the \(B_{ij}\) are chosen randomly. Fig. 2 shows the estimation error by Algorithm 1, where \(y_i\) denotes the error measure defined by \(y_i = \log_{10}(\sum_{k}(\hat{x}_i(k) - x^*_i)^2/n)\). Also shown is the convergence rate bound (24). We see that the convergence rate of Algorithm 1 is faster than the rate of \(\rho(\bar{\Omega})\).

Fig. 1. The network with 13 nodes

5 Conclusion
We have studied a fast distributed algorithm for the WLS estimation problem for a linear measurement network. We have provided an interpretation of this algorithm using the Gaussian BP algorithm, when only self measurements and edge measurements are involved. For scalar variables, we show that this algorithm computes
asymptotically the correct (globally optimal) WLS solution for a general network graph. We conjecture that similar properties hold for vector variables, but its analysis is challenging because couplings within a vector variables also need to be considered and that no results can be borrowed from Gaussian BP in this case.
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