Tricolor percolation and random paths in 3D

The MIT Faculty has made this article openly available. Please share how this access benefits you. Your story matters.

| Citation     | Sheffield, Scott, and Ariel Yadin. “Tricolor Percolation and Random Paths in 3D.” Electronic Journal of Probability 19, no. 0 (January 2, 2014). |
|--------------|---------------------------------------------------------------------------------------------------------------------------------|
| As Published | http://dx.doi.org/10.1214/EJP.v19-3073                                                                                                                                 |
| Publisher    | Institute of Mathematical Statistics                                                                                                                                                 |
| Version      | Final published version                                                                                                                                                              |
| Citable link | http://hdl.handle.net/1721.1/89532                                                                                                                                                   |
| Terms of Use | Creative Commons Attribution                                                                                                                                                           |
| Detailed Terms | http://creativecommons.org/licenses/by/3.0/                                                                                |
Tricolor percolation and random paths in 3D*

Scott Sheffield†  Ariel Yadin‡

Abstract

We study ”tricolor percolation” on the regular tessellation of \( \mathbb{R}^3 \) by truncated octahedra, which is the three-dimensional analog of the hexagonal tiling of the plane. We independently assign one of three colors to each cell according to a probability vector \( \mathbf{p} = (p_1, p_2, p_3) \) and define a “tricolor edge” to be an edge incident to one cell of each color. The tricolor edges form disjoint loops and/or infinite paths. These loops and paths have been studied in the physics literature, but little has been proved mathematically.

We show that each \( \mathbf{p} \) belongs to either the compact phase (in which the length of the tricolor loop passing through a fixed edge is a.s. finite, with exponentially decaying law) or the extended phase (in which the probability that an \( n \times n \times n \) box intersects a tricolor path of diameter at least \( n \) exceeds a positive constant, independent of \( n \)). We show that both phases are non-empty and the extended phase is a closed subset of the probability simplex.

We also survey the physics literature and discuss open questions, including the following: Does \( \mathbf{p} = (1/3, 1/3, 1/3) \) belong to the extended phase? Is there a.s. an infinite tricolor path for this \( \mathbf{p} \)? Are there infinitely many? Do they scale to Brownian motion? If \( \mathbf{p} \) lies on the boundary of the extended phase, do the long paths have a scaling limit analogous to SLE\(_6\) in two dimensions? What can be shown for the higher dimensional analogs of this problem?
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1 Introduction

1.1 Overview of the model

Critical percolation on the faces of the hexagonal lattice has been very thoroughly studied, for example in celebrated works by Smirnov and by Smirnov and Werner [18, 19]. As illustrated in Figure 1, if one colors each face one of two colors, the set of bicolor edges (i.e., edges that lie between two faces of distinct colors) forms a collection of paths and loops. Smirnov’s constructions can be used to show that as the mesh size tends to zero, the macroscopic loops converge in law to a random continuum collection of loops called a conformal loop ensemble [6] (see also [16, 20]). Each loop in the conformal loop ensemble looks locally like an instance of the Schramm-Loewner evolution with parameter $\kappa = 6$ (written SLE$_6$) which is a particular random fractal non-self-crossing planar curve, first introduced by Schramm in 1999 [15]. The existing theory of SLE curves relies heavily on conformal maps and the Riemann mapping theorem, and is very specific to two dimensions.

This paper will treat a three-dimensional analog of the percolation model mentioned above, in which the hexagon is replaced by the truncated octahedron, illustrated in Figure 2. Just as the hexagon tiles the plane, the truncated octahedron tessellates three-dimensional space, as illustrated in Figures 3 and 4.\footnote{This tessellation and the planar hexagonal tiling are the $d = 2$ and $d = 3$ cases of a more general tessellation of $\mathbb{R}^d$ by permutohedra (also spelled “permutahedra”). See [23], [17], Wikipedia or appendix for more information.}

Figure 1: The faces of the hexagonal lattice are each colored one of two colors; a bicolor edge is defined to be an edge incident to one face of each color. The union of these edges is a collection of disjoint finite loops and/or infinite paths.

This tessellation determines a complex of cells, faces, edges, and vertices. We say that two of these objects are incident to each other if one is entirely contained in the boundary of the other. The reader may observe by studying the figures that every face is incident to two cells, every edge is incident to three cells, and every vertex is incident
Figure 2: The truncated octahedron has six square and eight hexagonal faces. It can be placed in $\mathbb{R}^3$ in such a way that the center is a point in $\mathcal{L}$ and the centers of the six square faces are at the neighboring vertices \( v \pm (1, 0, 0), v \pm (0, 1, 0), v \pm (0, 0, 1) \), which belong to $\mathbb{Z}^3 \setminus \mathcal{L}$.

Figure 3: Shown are cells, as described in the caption of Figure 2, centered at vertices $v \in 2\mathbb{Z}^3$. They are colored red or yellow depending on whether the sum of the coordinates of $v$, modulo 4, is equal to 0 or 2.

Figure 4: Shown are the cells from Figure 3 together with cells centered at points in $v \in 2\mathbb{Z}^3 + (1, 1, 1)$. The latter are colored green or blue, depending on whether the sum of the coordinates of $v$, modulo 4, is equal to 1 or 3. This pattern extends to the full tessellation of $\mathbb{R}^3$. 
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to four cells. (This is analogous to the planar hexagonal tiling in which each edge is incident to two hexagons, and each vertex is incident to three hexagons.)

There is a one-to-one correspondence between faces and adjacent pairs of cells in $L$. For example, $\{(3,3,3),(3,3,5)\}$ describes a square face and $\{(3,3,3),(4,4,4)\}$ a hexagonal face. Similarly, there is a one-to-one correspondence between edges and triples of mutually adjacent cells (3-cliques). For example, $\{(3,3,3),(3,3,5),(4,4,4)\}$ describes an edge (the edge incident to all three of those cells). Finally, there is a one-to-one correspondence between vertices and quadruples of mutually adjacent cells (4-cliques). For example, $\{(3,3,3),(3,3,5),(4,4,4),(2,4,4)\}$ describes a vertex (the vertex incident to all four cells). When cells, faces, edges, and vertices are respectively represented by sets of 1, 2, 3, and 4 mutually adjacent elements of $L$, the incidence relation corresponds to the subset-or-superset relation.

In this paper, we fix a vector $p = (p_1, p_2, p_3)$ belonging to the simplex

$$\mathcal{T} := \{p \in [0,1]^3 : p_1 + p_2 + p_3 = 1\}$$

and then independently assign one of the three colors (red, yellow, and blue — i-th color chosen with probability $p_i$) to each of the cells in $L$. Let $\sigma : L \rightarrow \{\text{red}, \text{yellow}, \text{blue}\}$ denote the random color assignment. An instance of such a coloring with $p = (1/3,1/3,1/3)$ is illustrated in Figure 5. We then define a tricolor edge to be an edge that is incident to cells of all three colors, as illustrated in Figure 6. Such an edge is represented by a triple of mutually adjacent cells in $L$, each assigned a different color by $\sigma$. A tricolor vertex is a vertex incident to cells of all three colors — and represented by four cells in $L$: two of one color, and one of each other color. Since every tricolor vertex is incident to exactly two tricolor edges, and every tricolor edge is incident to exactly two tricolor vertices, the tricolor edges and vertices form loops and/or infinite paths (as the bicolor edges do in the planar hexagonal tiling). We are interested in studying the existence and behavior of long tricolor paths.

A recent survey of this and similar models was given by Nahum and Chalker [12]. (See also [13] .) According to [12] the tricolor percolation model was first introduced by Scherrer and Frieman [14] as an enhancement of work of Vachaspati and Vilenkin [22]. It was studied via Monte Carlo simulations in a series of papers by Bradley, Debierre, and Strenski in 1992 [2, 3, 4], and has since been used, e.g., in [9]. The Nahum and Chalker paper also considers what should be involved in a continuum field theory associated to this model (keywords include $CP^k$, supersymmetry, replica limit), but it is not clear how to translate these ideas into mathematical conjectures.

The various simulations surveyed in [12] suggest a phase transition: for certain values of $p$, including $(1/3,1/3,1/3)$, the origin cell has a positive probability of being incident to an edge of an infinite (as far as the simulation can detect) tricolor path, and this path appears to have (like Brownian motion) scaling dimension 2. These $p$ values are sometimes said to belong to the extended phase (though we will give a slightly different definition of the term “extended phase” below). On the other hand, it is not hard to see that for some values of $p$, the length of a tricolor path starting at the origin will be a.s. finite, with a law that decays exponentially. These $p$ are said to belong to the compact phase. This is in particular the case if one of the $p_i$ lies below the threshold for site percolation on the body centered cubic lattice. To see this, suppose $p_1$ is subcritical and note that the length of a tricolor path including an edge on the origin cell is bounded above by the number of edges incident to the largest cluster of red cells containing the origin (or an origin-adjacent cell); it is well known that the latter number has exponentially decaying law in the subcritical phase (see, e.g., the reference text [8]). The critical probability for site percolation on the body centered cubic lattice has been estimated by Monte Carlo approximations as $p_c(L) \approx 0.246$ [7,
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Figure 5: Random $p = (1/3, 1/3, 1/3)$ tricoloring.

Figure 6: The left figure shows the three cells incident to a tricolor edge $e_1$. The right figure shows these cells together with one additional blue cell, which is incident to one of the endpoints of $e$. This blue cell, together with the original red and yellow cells, is incident to a second tricolor edge $e_2$, which has a (tricolor) endpoint vertex in common with $e_1$. The set of all tricolor edges forms a collection of loops and/or infinite paths (like bicolor edges in two-color colorings of the hexagonal lattice).
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with the most recent estimate claiming significance to several decimal places:

\[ p_c(L) \approx 0.2459615(10) \] \[\text{[11]}\]. The fact that \( p_c(L) < \frac{1}{3} \) also follows rigorously from our arguments, see Corollary 2.7. The extended phase must be a proper subset of the triangle \( \{ p \in T : p_1 \geq p_c(L), p_2 \geq p_c(L), p_3 \geq p_c(L) \} \).

Although this has not been proved mathematically, it seems natural to guess that the extended phase is a convex subset of this triangle, centered at \( \left( \frac{1}{3}, \frac{1}{3}, \frac{1}{3} \right) \), whose boundary is a simple curve (something like the brown region shown in Figure 9) and that this curve divides the compact and extended phases from each other. Numerical explorations have attempted to identify a \( p \) on the boundary between these phases, and have found that for such a \( p \), the long path seems to have a scaling dimension of about \( 5/2 \) \[\text{[2, 3, 4]}\].

To conclude our overview of the model, and to encourage further participation in this subject, we remark that the figures in this paper are remarkably easy to produce using math packages with built-in polyhedron functionality. Such packages allow users to rotate the figures with a mouse and view them from different angles. In Mathematica 8.0, for example, the following code defines a function “PlaceCell” (which puts a cell of color \( D \) at a location \( (A, B, C) \in L \)) and then uses it to generate the grid of cells shown in Figure 3.

```mathematica
PlaceCell[{A_, B_, C_, D_}] = 
  Translate[Scale[Rotate[{Switch[D, 1, Red, 2, Yellow, 3, Blue, 4, Green], PolyhedronData["TruncatedOctahedron", "Faces"], 45 Degree, {0, 0, 1}], 1/(Sqrt[2])}], {A, B, C}];
```

Similarly, the following code uses the “PlaceCell” function to generate the chains in Figure 7. It first randomly colors vertices of a (sufficiently large) \( n \times n \times n \) subset of \( \mathbb{Z}^3 \) (which includes \( L \)), storing them in the array “ColorGrid”. A quadruple of cells (“Vert” and “InitVert”) is used to describe a tricolor vertex, but we also use the ordering of the cells in this quadruple to encode a directed tricolor edge terminating at that vertex: the first three cells are the red, blue, and yellow cells incident to the edge, and last is the cell the edge points to. The code includes a little piece of logic for replacing such a directed tricolor edge with the next directed tricolor edge along the tricolor path, and this logic is iterated a number of times (denoted “Steps”) or until a loop is formed. The code could presumably be made asymptotically more efficient by only assigning colors dynamically to the cells hit by the path (perhaps storing these cells and their colors in an efficient lookup table), instead of assigning them to an entire \( n \times n \times n \) grid.

```mathematica
n = 100; Steps = 500; Vert =
  InitVert = {(n/2, n/2, n/2), (n/2 + 1, n/2 + 1, n/2 + 1), (n/2 - 1, n/2 + 1, n/2 + 1), (n/2, n/2 + 2, n/2 + 2)};
  ColorGrid = Table[Random[Integer, {1, 3}], {i, 1, n}, {j, 1, n}, {k, 1, n}];
  ColorGrid[[n/2, n/2, n/2]] = 1; ColorGrid[[n/2 + 1, n/2 + 1, n/2 + 1]] = 2;
  ColorGrid[[n/2 - 1, n/2 + 1, n/2 + 1]] = 3;
  NewEnd[{A_, B_, C_, D_}] = D - 2 Sign[Mod[3 D - A - B - C, 3] (3 D - A - B - C)];
  Chain = Table[{Vert[[Mod[i - 1, 4] + 1]], {i, 1, Steps}}]; j = 4;
  loopmade = 0; While[j <= Steps && loopmade == 0, oldtarget = Vert[[4]];
  Vert[4] = Vert[[oldcolor =
```
Figure 7: Random tricolor chains of length 100, 1000, 10000, and 100000, found in the $p = (1/3, 1/3, 1/3)$ model, that have not (yet) formed loops.
1.2 New results

Write $A_n$ for the cubic $n$-annulus, which we define to be the subset of $L$ formed by starting with a radius $3n$ cube and removing a radius $n$ cube from its center:

$$A_n := (-3n,3n]^3 \setminus [-n,n]^3 \cap L.$$  

We now present our first formal definition of the compact and extended phases:

**Definition 1.1.** Let $E_n$ be the event that there is a tricolor path from a vertex on the interior boundary of $A_n$ to a vertex on the exterior boundary of $A_n$. A probability vector $p \in \mathcal{T}$ lies in the compact phase if $P_p(E_n)$ tends to zero exponentially fast as a function of $n$. It lies in the extended phase if $P_p(E_n)$ is bounded below by a positive constant independently of $n$.

Here and in the sequel $P_p$ denotes the probability measure on colorings of $L$ in which colors are assigned independently according to the probability vector $p \in \mathcal{T}$. Note that one could alternatively use the term “compact phase” to mean the set of $p$ for which there a.s. exists no infinite tricolor path, or (another alternative) the set of $p$ for which the expected length of the tricolor path through the origin is finite. As we discuss in Section 1.3, it is reasonable to conjecture that these definitions describe the same set, except possibly along a critical phase separation curve. This is analogous to the situation in classical percolation theory, where one can define the critical percolation threshold in various ways, and it takes some work to prove that different definitions are equivalent. We will use Definition 1.1 in this paper in part because it sets up a natural dichotomy that is relevant to the statements we are able to prove. To begin with, we are able to prove that each $p \in \mathcal{T}$ belongs to exactly one of these two phases:

**Theorem 1.2.** There exists a constant $\alpha \in (0,1)$ such that if $P_p(E_n) < \alpha$, for some $n > 1$, then $P_p(E_n)$ tends to zero exponentially fast as a function of $n$. Hence every $p \in \mathcal{T}$ belongs to either the compact phase or the extended phase.

As we will see, this can be proved with a type of finite-range-dependent-percolation Peierls argument. In fact, this argument also implies the following:
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Figure 9: This diagram represents the triangle of possible choices for \( p = (p_1, p_2, p_3) \), with the three vertices (colored red/yellow/blue) representing respectively the all red/yellow/blue extreme points: \((1, 0, 0), (0, 1, 0)\) and \((0, 0, 1)\). The red/yellow/blue lines represent, respectively, the thresholds for the existence of infinite red/yellow/blue clusters of cells (i.e., the lines \( p_i = p_{c_i}(\mathcal{L}) \) where numerics suggest \( p_{c_i}(\mathcal{L}) \approx .2459615(10) \) [11]). The orange/purple/green lines represent the threshold for existence of “large” clusters of the faces that lie between red-yellow/red-blue/blue-yellow cell pairs. (More precisely, each curve, together with the line segment between its endpoints, bounds the region in which the probability that the corresponding face cluster containing a given face has size greater than \( N \) does not decay exponentially with \( N \); we expect but do not prove that this cluster has a positive probability of being infinite when \( p \) is in the interior of this region.) The middle brown region represents the extended phase which is (roughly speaking) the region in which there are macroscopic tricolor paths at all scales. We expect (but do not prove) that when \( p \) lies in the interior of this region there are a.s. infinite tricolor paths. Simulations in [2, 3, 4] suggest a larger extended phase than the one sketched here: they find that the boundary of the extended phase intersects the line segment \( p_2 = p_3 \) (the vertical bisector of the probability triangle in the figure) at \( p_1 \approx .255 \) (just above the \( p_1 \approx .246 \) threshold for red percolation) and at \( p_1 \approx .417 \).
Theorem 1.3. If \( p \) belongs to the compact phase, then the probability that an edge at the origin belongs to a tricolor path of length \( L \) decays exponentially fast as a function of \( L \).

This theorem suggests a stark dichotomy between the two phases. In the compact phase, the tricolor loops are “microscopic”, much like the clusters in subcritical percolation. The length of a tricolor loop starting at the origin not only is a.s. finite, but also has exponentially decaying law. In the extended phase, one has a positive lower bound on the probability of seeing a tricolor loop crossing \( A_n \), independently of \( n \). Informally, this implies that one encounters macroscopic loops “at any scale”. Using what is probably the trickiest and least direct argument in the paper, we establish the following:

Theorem 1.4. The extended phase is a closed and non-empty subset of \( T \).

The tricky part is showing that there exists at least one \( p \) in the extended phase. A peculiar feature of the argument is that it does not allow us to prove that any particular \( p \) belongs to the extended phase. It does not even tell us whether \( p = (1/3, 1/3, 1/3) \) belongs to the extended phase.

Using the primary color rule for pigments (imagine each cell is coated in wet paint of its given color), we make the following definitions:

1. An orange face is a face incident to one red and one yellow cell.
2. A green face is a face incident to one yellow and one blue cell.
3. A purple face is a face incident to one blue and one red cell.

Two faces are said to be adjacent if they have a boundary edge in common. It is natural to consider percolation on the graph of faces. What kinds of phase transitions does one have for the large green clusters? For our purposes, it will turn out to be useful to consider when the size of the green cluster containing a given face is a.s. finite and has an exponentially decaying law. Clearly, if either the cluster of blue cells incident to a given face or the cluster of yellow cells incident to a given face has exponentially decaying law, then the cluster of green faces must have exponentially decaying law also. It is well known that the size of the origin-containing cluster decays exponentially in subcritical percolation (see, e.g., the reference text [8]) which implies that the size of the green cluster decays exponentially whenever either the blue or yellow probabilities are subcritical. We will show more than this:

Theorem 1.5. The green phase separation curve in Figure 9 is the graph of a Lipschitz function with Lipschitz norm at most \( \sqrt{3} \) (i.e., at most the slope of the upper two boundary lines of the triangle). This graph has no points in common with the critical percolation lines, except on the boundary of \( T \). In other words, the green curve in Figure 9 lies strictly below both the blue and yellow lines in Figure 9.

The first sentence of Theorem 1.5 will turn out to be a simple monotonicity observation, which follows from the fact that the probability that there exists a green cluster of size greater than \( N \) is an increasing function of the pair \((p_2, p_3)\) (the blue and yellow probabilities). The second statement requires a short argument, which will in fact give an explicit (but non-optimal) upper bound on the height of the green curve. Since the existence of a long tricolor path through a vertex implies the existence of comparably large (up to constant factor) clusters of green, orange, and purple faces through that vertex, the extended phase (brown region in Figure 9) is necessarily a subset of the region bounded between the green, orange and purple curves in Figure 9. This fact and Theorem 1.5 together imply the following:
Corollary 1.6. The boundary of the extended phase is of positive distance from each of the critical lines \( p_1 = p_c, p_2 = p_c, \) and \( p_3 = p_c \) (where \( p_c = p^*_{\text{site}}(L) \)). In other words, the (closed) brown set in Figure 9 is bounded away from the red, yellow, and blue lines in Figure 9.

Note that Corollary 1.6 in particular implies that there exists a \( p = (p_1, p_2, p_3) \) for which there exist infinite clusters of all three colors, but nonetheless \( p \) lies in the compact phase (and hence the length of the tricolor path through a given vertex has exponentially decaying law).

1.3 Open problems

As this section illustrates, our list of fundamental questions about tricolor paths is much longer than our list of fundamental results. There are several embarrassingly simple questions that have not been settled mathematically. To describe one of the most fundamental issues, note that one could consider the following subdivisions of what we call the extended phase:

1. **No-path extended phase:** \( P_p(E_n) \) is bounded below independently of \( n \) (i.e., \( p \) is in the extended phase), but there is a.s. no infinite tricolor path.

2. **Single-path extended phase:** There is a.s. exactly one infinite tricolor path.

3. **Many-path extended phase:** There are a.s. infinitely many infinite tricolor paths.

However, we are not able to determine whether any one of these phases is empty or not. One natural guess would be that the extended phase corresponds to a convex shape bounded by a simple boundary curve, such as the brown region in Figure 9, and that the many-path extended phase corresponds to interior of that region, while the no-path extended phase corresponds to the boundary. On the other hand, we have not yet even answered the following:

**Question 1.7.** Is it true that, for any \( p \), the number of infinite tricolor paths is a.s. 0, 1, or \( \infty \)?

Note that the arguments used to show that the number of percolation clusters a.s. belongs to \([0, 1]\), as in [5], do not work here, because if there are two infinite tricolor paths, it is not possible to “join” them to each other by changing the colors of finitely many cells. Assuming that the answer to Question 1.7 is nonetheless yes, one can ask the following:

**Question 1.8.** Which of the extended sub-phases mentioned above (no-path, single-path, and many-path) are non-empty?

**Question 1.9.** Which one (if any) does \( p = (1/3, 1/3, 1/3) \) belong to?

**Question 1.10.** Are there a.s. infinitely many infinite paths for all \( p \) in the interior of extended phase?

**Question 1.11.** Is there a.s. an infinite path when \( p \) is on the boundary of the extended phase? (This is analogous to the question of whether one has percolation at \( p_c \).)

**Question 1.12.** What can one say about the extended phase (or the sub-phases mentioned above) as a set? Is it connected? Is it convex?

Let \( \mathcal{A} \) be the set of \( p \) values for which one has percolation of all three bi-color face types (green, orange and purple). That is, \( \mathcal{A} \) is the set bounded between the green, orange, and purple curves in Figure 9. Then we ask the following:
Question 1.13. Is $A$ connected? Is it convex? Does the boundary of the extended phase intersect $\partial A$?

The following questions address the existence of scaling limits. One would expect any scaling limit to be rotationally invariant, but we cannot prove that this is necessary.

Question 1.14. Do the infinite paths scale to Brownian motion when $p$ is in the interior of the extended phase?

Question 1.15. What happens if $p$ is on the boundary of the extended phase? Is there a different kind of scaling limit (perhaps a higher dimensional analog of SLE$_6$) in this case? Does the scaling limit depend on which $p$ on the boundary of the extended phase is chosen? (Some physicists have speculated that different $p$ on the boundary of the extended phase should correspond to the same field theory [12], so it is reasonable to speculate that they might also correspond to the same type of random path.)

As mentioned earlier in a footnote, the tiling of $\mathbb{R}^2$ by hexagons and the tessellation of $\mathbb{R}^3$ by truncated octahedra are both special cases of the so-called permutohedron tessellation of $\mathbb{R}^d$, as we discuss in the appendix. This tessellation is classical and has appeared in many papers and contexts, e.g. [10, 17, 23, 21]. An important aspect of this tessellation in $d$ dimensions is that one has $d$ cells sharing each edge and $d+1$ cells sharing each vertex, and thus one can randomly assign each cell one of $d$ colors and consider the paths comprised of $d$-color edges (or “full-spectrum edges”), which we define to be edges incident to one cell of each color. There are other tessellations with this property, but this one is particularly simple and canonical. One might expect that when $d$ was large it would be easier to show that $d$-color paths have Brownian motion as a scaling limit (perhaps using lace expansions or related techniques).

Question 1.16. Can convergence to Brownian motion be established in sufficiently high dimension $d$ when $p_1 = p_2 = \ldots = p_d = 1/d$?

Question 1.17. Do the long tricolor paths have a scaling limit (and if so what kind) when $d$ is large and $p$ is on the boundary of the extended phase?

We remark that, although we will not do this here, we believe that the proofs of the main results of this paper (the results described in Section 1.2) could in principle be extended to any dimension $d \geq 3$.

1.4 Vortex line interpretation

In this section we briefly remark that there is a standard “vortex line” interpretation of the tricolor path model, in which each tricolor edge comes with an associated unit of “flow”, with a direction determined by the cyclic red-yellow-blue ordering, and no flow is assigned to other edges.

To construct this flow in slightly different way, recall that we have defined $\sigma$ as a random function on $L$. Using this, we obtain a function $\sigma'$ on ordered pairs $(v, w)$ of adjacent elements in $L$ by $\sigma'(v, w) = \eta(\sigma(v), \sigma(w))$ where

$$
\eta(\text{red, yellow}) = \eta(\text{yellow, blue}) = \eta(\text{blue, red}) = -1,
$$

$$
\eta(\text{red, blue}) = \eta(\text{blue, yellow}) = \eta(\text{yellow, red}) = 1,
$$

$$
\eta(\text{red, red}) = \eta(\text{yellow, yellow}) = \eta(\text{blue, blue}) = 0.
$$

If we consider a triangle with vertices labeled by the three colors (as in Figure 9), then $\sigma$ is a map from $L$ to the vertices of the triangle, and $\sigma'$ describes whether this function
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goes counterclockwise, goes clockwise, or stays constant as one moves from \(v\) to \(w\).
Alternatively, we may interpret \(\sigma\) a function to integers modulo 3, and \(\sigma'\) as a discrete gradient of \(\sigma\). If \((v, w, x)\) is a triple of mutually adjacent vertices in \(\mathcal{L}\), which describes a directed edge of the tessellation, then we can write \(\sigma''(v, w, x) = \frac{1}{3}(\sigma'(v, w) + \sigma'(w, x) + \sigma'(x, v))\). This quantity (which can be interpreted as a “discrete curl” of \(\sigma'\)) is zero unless the edge is tricolor, in which case it is 1 or \(-1\), depending on the orientation of the edge.

In a sense, a directed tricolor path (comprised of a sequence of directed edges on which \(\sigma''\) is equal to 1) is a “vortex line” of \(\sigma'\), and the existence of tricolor edges corresponds to the failure of the function \(\sigma''\) to be a discrete gradient of an integer-valued function on \(\mathcal{L}\). If one has a non-self-intersecting cyclic loop \(v_0, v_1, v_2, \ldots, v_k = v_0\) in \(\mathcal{L}\), then one can interpret \(\sigma'(v_0, v_1) + \sigma'(v_1, v_2) + \ldots + \sigma'(v_{k-1}, v_k)\) as (3 times) the total amount of \(\sigma''\) flow passing through a surface bounded by this loop. The following is easy to prove (e.g., by gradually retracting \(\partial S\) to a point in such a way that it passes through one edge at a time).

**Proposition 1.18.** Let \(S\) be a smooth surface with smooth boundary, homeomorphic to a closed disc, embedded in \(\mathbb{R}^3\) in such a way that it does not intersect any vertices of the truncated octahedron tessellation. Let \(v_0, v_1, \ldots, v_k\) be the ordered sequence of cells encountered by the loop \(\partial S\). Then the number of tricolor edges passing through the surface \(S\) (counted with sign) is

\[
\frac{1}{3}(\sigma'(v_0, v_1) + \sigma'(v_1, v_2) + \ldots + \sigma'(v_{k-1}, v_k)).
\]

Figure 10 is meant to provide some intuition about the flow interpretation. Once we condition on the cells along a long tricolor path, there is an “expected flow” in the opposite direction. When we continue the long tricolor path, this phenomenon in some sense “encourages” the path to retrace its past, instead of exploring new territory. If one of the \(p_i\) is very close to 1 (which in particular implies that \(p\) is in the compact phase) then this effect will be overwhelming (and the continuation of the tricolor path segment between the cells shown in the figure will indeed stay close to the path segment with high probability, until it forms a loop).

## 2 Proofs

In this section we prove our main results: Theorems 1.2, 1.3, 1.4, and 1.5

### 2.1 Proof of Theorems 1.2 and 1.3

The following is a fairly standard observation about dependent percolation. If a percolation model has only short range dependence, and each site separately has a small probability of being open, then the size of the origin-containing cluster has a law that decays exponentially.

**Proposition 2.1.** For any \(d, D\) there exist constants \(\alpha = \alpha(d, D) < 1\) and \(c_1 = c_1(d, D), c_2 = c_2(d, D) > 0\) such that the following holds. Consider a random site percolation \(\sigma : \mathbb{Z}^d \to \{0, 1\}\) with the property that for each \(v \in \mathbb{Z}^d\), the value of \(\sigma(v)\) is independent of the restriction of \(\sigma\) to \(\{w : \text{dist}_{\mathbb{Z}^d}(v, w) > D\}\), and \(P[\sigma(v) = 1] \leq \alpha\). Then the probability that the origin is in an open component of size at least \(R\) is at most \(c_1 \exp(-c_2 R)\). In particular, the probability that \(0\) is connected to distance \(R\) is at most \(c_1 \exp(-c_2 R)\).

**Proof.** Let \(S\) be a finite connected subset of \(\mathbb{Z}^d\) containing 0. By repeatedly removing cubes of radius \(D\), one can show that there exists a subset \(B \subset S\) such that

- \(|B| \geq |S| \cdot (2D + 1)^{-d}\).
Figure 10: Two rotated views of a path obtained by letting \( i \) range from 1 to 10 and coloring cells \((i, i, i)\) red, cells \((i, i, i+2)\) yellow, and cells \((i-1, i+1, i+1)\) blue. The result is a “straight” tri-color path in the \((1, 1, 1)\) direction. There are three bicolor paths on the boundary of the cluster of cells, running from one endpoint to the other. If we start with this configuration, and color the remaining cells according to \( p = (p_1, p_2, p_3) \), then there is an expected flow of \( p_1 \) along the blue-yellow path, \( p_2 \) on the blue-red path, and \( p_3 \) along the yellow-blue path. This expected flow runs in the opposite direction of the flow on the tricolor path. In a sense, once we are given the colors of the cells on the long tricolor path, the flow along the path is offset by an “expected flow” in the opposite direction.
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- For every two vertices \( a \neq b \in B \) we have that \( \text{dist}_{x^d}(a, b) > D \).

Thus, since vertices at distance greater than \( D \) are independent,

\[
P[\text{all vertices in } S \text{ are open}] \leq \alpha^{|B|} \leq \alpha^{|S| (2D+1)^{-d}}.
\]

It is well known that the number of possible choices for a finite connected subset \( S \) containing \( 0 \) of size \( |S| = n \) is at most \( C^n \) for some large enough constant \( C = C(d) \) (in fact, \( C = 7^d \) suffices, see e.g. [8, Chapter 4.2]). Thus, if \( \alpha < C^{-d(2D+1)^{-d}} \), then for any \( \alpha \) and any \( \alpha \geq \), the probability that \( 0 \) is in an open component of size at least \( R \) is at most the probability that there exists an open connected subset containing \( 0 \) of size at least \( R \), which is bounded by

\[
\sum_{k \geq R} \alpha^{k(2D+1)^{-d}} C^k \leq \left(C\alpha^{(2D+1)^{-d}}\right)^R \cdot \frac{1}{1 - C\alpha^{(2D+1)^{-d}}}.
\]

It will be convenient to consider colorings of \( \mathcal{L} \) with varying probabilities, although still independent. Given a function \( f : \mathcal{L} \to T \) we may color the cells in \( \mathcal{L} \) independently so that \( P[x(j) = j = f(x)_j] \) for all \( x \in \mathcal{L}, j \in \{1, 2, 3\} \) (for simplicity we have identified the colors red, yellow, blue with 1, 2, 3 respectively). We denote this probability measure \( P_f \).

Given \( A, B \subset \mathbb{R}^3 \) we use the notation \( A \leftrightarrow B \) to denote the event that some point in \( A \) is connected by a tricolor path to some point in \( B \). We write \( x \leftrightarrow A \) for \( \{x\} \leftrightarrow A \).

The following lemma is a generalization of Theorem 1.2. The proof of Theorem 1.2 follows by taking \( f \equiv p \in \mathcal{T} \) in the lemma.

**Lemma 2.2.** There exist constants \( \alpha < 1 \) and \( c_1, c_2 > 0 \) such that the following holds. Let \( C_r(x) = \{x \in \mathbb{R}^3 : ||x - z|| \leq r\} \). If there exists \( r > 0 \) such that \( \sup_{x \in \mathcal{L}} P_f[C_r(x) \leftrightarrow (C_{3r}(x))^c] \leq \alpha \), then for any \( x \in \mathcal{L} \) and \( R > 0 \),

\[
P_f[C_R(x) \leftrightarrow (C_{3R}(x))^c] \leq c_1 \exp \left(-c_2 R / r \right).
\]

**Proof.** Fix \( r > 2 \). Consider the following tessellation by \( r \)-cubes of \( \mathbb{R}^3 \): Let \( G_r = \{C_r(z) : z \in \mathbb{R}^3 \} \). Equip \( G_r \) with a graph structure by letting \( C_r(2rz) \sim C_r(2rz') \) if \( z \sim z' \) in \( \mathbb{Z}^3 \). This is just the Voronoi tessellation of \( 2r \mathbb{Z}^3 \) in \( \mathbb{R}^3 \). The graph \( G_r \) is of course isomorphic to \( \mathbb{Z}^3 \).

A key observation in what follows, is that if \( x, y \) are two vertices of a cell in \( \mathcal{L} \), then \( ||x - y||_\infty \leq 2 \). Thus, for any two subsets \( A, B \) of edges of cells in \( \mathcal{L} \) such that the \( L^\infty \)-distance between \( A \) and \( B \) greater than \( 2 \), the configuration of tricolor edges in \( A \) is independent of the configuration of tricolor edges in \( B \).

For each \( z \in \mathbb{Z}^3 \), declare \( z \) open if \( C_r(2rz) \leftrightarrow (C_{3r}(2rz))^c \). If \( \text{dist}_{Z^3}(z, z') \geq 5 \) then the \( L^\infty \)-distance between \( C_{3r}(2rz) \) and \( C_{3r}(2rz') \) is at least \( r > 2 \), so vertices in \( \mathbb{Z}^3 \) of distance at least 5 are independent.

Also, note that the event \( C_r(x) \leftrightarrow (C_{3r}(x))^c \) implies that there exist vertices \( z, z' \in \mathbb{Z}^3 \) with \( R - r \leq ||2rz - x||_\infty \leq 3r \) and \( 3R \leq ||2rz' - x||_\infty \leq 3R + r \) such that \( z \) and \( z' \) are connected by an open path in \( \mathbb{Z}^3 \). The number of possible choices for such \( z, z' \) is polynomial in \( R / r \), and \( \text{dist}_{Z^3}(z, z') \geq R / r \). By Proposition 2.1, the probability of this is at most \( c_1 \exp \left(-c_2 R / r \right) \), where \( c_1, c_2 \) are universal constants, provided that the probability that any vertex \( z \) is open is at most some fixed \( \alpha < 1 \).

Thus, for some \( \alpha < 1 \), if \( \sup_{x \in \mathcal{L}} P_f[C_r(x) \leftrightarrow (C_{3r}(x))^c] \leq \alpha \), then for all \( R \) and any \( x \),

\[
P_f[C_R(x) \leftrightarrow (C_{3R}(x))^c] \leq c_1 \exp \left(-c_2 R / r \right).
\]
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The proof of Theorem 1.3 is now straightforward.

Proof of Theorem 1.3. Since $p$ is in the compact phase, we may choose $r > 0$ large enough so that for any $z \in \mathbb{Z}^3$ we have that $P_p[C_z(2rz) \leftrightarrow (C_3r(2rz))^c] < \alpha$, with $\alpha$ as in Proposition 2.1.

If the origin is on a tricolor path of length $L$, then by subsequently removing annuli of the form $C_{3r}(2rz) \setminus C_r(2rz)$, we may find a connected subset $0 \in S \subset \mathbb{Z}^3$, so that $|S| \geq \frac{L}{37r^3}$ for some constant $K > 0$ and such that for every $z \in S$, $C_r(2rz) \leftrightarrow (C_3r(2rz))^c$ (the corresponding annulus is crossed by a tricolor path). That is, the event that the origin is on a tricolor path of length at least $L$ implies that in the induced dependent site percolation on $\mathbb{Z}^3$, 0 is in an open component of size at least $\frac{L}{37r^3}$. Since we chose $r$ so that any site is open with probability at most $\alpha$, by Proposition 2.1 we have that this probability is at most $c_1 \exp\left(-c_2 \frac{L}{37r^3}\right)$, which is exponentially decreasing in $L$.

2.2 Proof of Theorem 1.4

In this section, we will consider a prism obtained by starting with the triangular array of cells shown in Figure 11 and coloring randomly in the manner described in the caption to Figure 12. We then repeat for translations of the triangular array in the orthogonal direction, as shown in Figure 13.

To make this more formal, consider the sets

$$W_n := \{x \in L : x_1 + x_2 + x_3 = n, x_1 > 0, x_2 > 0, x_3 > 0\}.$$ 

Then $L_n := W_n \cup W_{n+1}$ is a triangular array of the sort shown in Figure 11. If we then define $L_{k,n} = L_n + (k,k,k)$, then the prism in Figure 13 is a union of $L_{k,n}$ layers over a range of $k$ values. Write $T_n = \bigcup_{k=-\infty}^{\infty} L_{k,n}$.

To every cell $v \in L_n$ we may associate a probability vector $p_{v,n} \in T$ by letting $p_{v,n} = (p_1, p_2, p_3)$ where $v = p_1v_1 + p_2v_2 + p_3v_3$ and $v_1, v_2, v_3$ are the corner vertices of $L_n$. Also, to every $v \in L_{k,n}$ we may associate $p_{v,n} = p_{u,n}$ where $v = u + (k,k,k)$.

Let $P_n$ be the law of the varying coloring of the cells in $T_n$, by coloring each cell $v$ independently using the probability vector $p_{v,n}$.

Proposition 2.3. For any $n$ consider the varying tricolor percolation on $T_n$ with law $P_n$. Then, $P_n$-a.s. there must exist an infinite tricolored path in $T_n$.

Proof. Apply Proposition 1.18 to a horizontal surface whose boundary passes through the boundary cells of the triangular array of Figure 12 in clockwise order, and such that the surface itself is contained within the array of cells in Figure 12. Proposition 1.18 implies that the net amount of flow through this surface must be 1. On the other hand, since there are no tricolor edges entering or exiting $T_n$, we deduce that if all tricolor loops in $T_n$ were finite, then the net amount of flow through any such surface would have to be zero.

Proof of Theorem 1.4. For any $p$ in the compact phase there exist $C, c > 0$ and $r = r(p)$ such that such that for any $x \in L$ and any $R > 0$,

$$P_p[C_R(x) \leftrightarrow (C_3R(x))^c] \leq Ce^{-rR/r}.$$ 

For every $p$ in the compact phase let $R_0 = R_0(p)$ be large enough so that for all $R > R_0$ and all $x \in L$, $P_p[C_R(x) \leftrightarrow (C_3R(x))^c] \leq \frac{\alpha}{4}$, where $\alpha$ is the constant from Lemma 2.2. By coupling with i.i.d. uniform random variables for each $x \in L$, we have that for all $q \in T$

$$P_q[C_R(x) \leftrightarrow (C_3R(x))^c] \leq P_p[C_R(x) \leftrightarrow (C_3R(x))^c] + 2||q - p||_1 \cdot KR^3,$$ 

The proof of Theorem 1.3 is now straightforward.
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for some universal constant $K > 0$. Thus for every $p$ in the compact phase there exist $R(p), \varepsilon(p) > 0$, such that for any $q \in \mathcal{T}$ with $||q - p||_1 < \varepsilon(p)$ and all $r \geq R(p)$,

$$
P_q[C_r(x) \leftrightarrow (C_{3r}(x))^c] \leq \frac{\alpha}{2}.
$$

This proves that the compact phase is open, and so the extended phase is closed.

Under the assumption that the extended phase is empty, the compact phase is the whole of $\mathcal{T}$, and specifically compact. Since $\{(q \in \mathcal{T} : ||q - p||_1 < \varepsilon(p))\}_{p \in \mathcal{T}}$ is an open cover of $\mathcal{T}$, we may extract a finite sub-cover, say $\{(q \in \mathcal{T} : ||q - p^{(j)}||_1 < \varepsilon(p^{(j)}))\}_{j=1}^m$. Taking $r := \max_{1 \leq j \leq m} R(p^{(j)})$, we get that for all $p \in \mathcal{T}$ and all $x \in \mathcal{L}$,

$$
P_p[C_r(x) \leftrightarrow (C_{3r}(x))^c] \leq \frac{\alpha}{2}.
$$

If $x \sim y$ then $||x - y||_1 \leq 2$ so $||p_{x,n} - p_{y,n}||_1 \leq \frac{2}{n}$. Using i.i.d. uniform random variables for each $x \in \mathcal{L}$, we may couple $P_n$ with $P_{p_{x,n}}$ so that the configuration on $B(x, r)$ is not identical with probability at most

$$
\sum_{y \in B(x, r)} \frac{1}{n} \cdot \text{dist}(y, x) \leq \frac{K r^4}{n},
$$

for some universal constant $K > 0$. Thus, for any $x \in \mathcal{L}$, if $K r^4 < \frac{2}{n}$ then

$$
P_n[C_r(x) \leftrightarrow (C_{3r}(x))^c] \leq P_{p_{x,n}}[C_r(x) \leftrightarrow C_{3r}(x)] + \frac{\alpha}{2} \leq \alpha.
$$

By Lemma 2.2, we conclude that there exist constants $C, c = c(r) > 0$ such that for all $n > \frac{2}{n} K r^4$, for any $R > 0$ and any $x \in T_n$,

$$
P_n[C_R(x) \leftrightarrow (C_{3R}(x))^c] \leq C e^{-cR}.
$$
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Figure 12: A depiction of the layer $L_{k,n}$ from Figure 11 together with a random coloring. Each cell is colored independently of all others, but the probability vector depends on the location of the cell. Consider one of the three levels from Figure 11, and label the corner vertices $v_1, v_2, v_3$. The each $v$ on that level is colored according to the probability vector $(p_1, p_2, p_3)$ for which $v = p_1v_1 + p_2v_2 + p_3v_3$. The same is done for the other two levels.
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Figure 13: This prism-shaped figure is produced by stacking independent copies of the randomly colored triangles described in Figure 12. Observe that on each of three vertical sides, only two color possibilities are allowed, and on each of three vertical edges, only one color is allowed. In particular, there are no tricolor edges entering or exiting the prism on any of these sides. On the other hand, Proposition 1.18 implies that there is a net flow of one unit through each layer of the prism, and hence there must be at least one tricolor path that passes through the inside of the prism, from the upper triangular face to the lower triangular face.

Finally, by Proposition 2.3 there a.s. exists an infinite tricolored path that goes through $L_{0,n}$. That is, for any $R > 0$ such that there a.s. exists $x \in L_{0,n}$ such that $x$ is connected by a tricolored path to distance $3R$ in $T_n$. This implies that for any $R > 0$, there a.s. exists $x \in L_{0,n}$ such that $C_R(x) \leftrightarrow (C_{3R}(x))^c$. Since $|L_{0,n}| \leq Kn^2$ for some constant $K > 0$,

$$1 \leq \sum_{x \in L_{0,n}} P_{n}[C_R(x) \leftrightarrow (C_{3R}(x))^c] \leq Kn^2 \cdot C e^{-cR}.$$ 

Taking $R \to \infty$ gives a contradiction. 

2.3 Proof of Theorem 1.5

Proposition 2.4. The green phase separation curve in Figure 9 is the graph of a Lipschitz function with Lipschitz norm at most $\sqrt{3}$.

Proof. As usual, we use 1, 2, 3 to indicate red, yellow and blue respectively. Let $\mathcal{G}$ be the set of $p = (p_1, p_2, p_3) \in T$ for which the probability that the green face cluster containing a given face has more than $N$ faces does not decay exponentially fast with $N$. We aim to show that there exists a Lipschitz curve, such as the one drawn in Figure 9, such that $\mathcal{G}$ is the region bounded below that curve.

We first claim that if $p \in \mathcal{G}$ and $q \in T$ with $q_2 \geq p_2$ and $q_3 \geq p_3$, then $q \in \mathcal{G}$. This follows from the fact that we can couple $P_p$ and $P_q$ in such a way that if $(\sigma_p, \sigma_q)$ is sampled from the coupling then every cell that is yellow (resp. blue) in $\sigma_p$ is also yellow (resp. blue) in $\sigma_q$. One explicit coupling is as follows. Let $(U_x)_{x \in \mathcal{L}}$ be i.i.d. uniform-[0, 1] random variables. Then for any probability vector $p$, let $\sigma_p(x)$ be yellow if $U_x < p_2$, blue if $1 - U_x < p_3$, and red otherwise.
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We next observe that the above claim can be restated as the fact that for every \( p \in \mathcal{G} \), the equilateral triangle under \( p \) (i.e., the unique equilateral triangle with one vertex given by \( p \) and an one edge given by a segment of the bottom edge in Figure 9) belongs to \( \mathcal{G} \) as well. In particular, this means that the interior of \( \mathcal{G} \) can be written as a union of interiors of equilateral triangles of this type (the triangles under \( p \), as \( p \) ranges over all of \( \mathcal{G} \)). The interior of each such triangle is described by the set of points below a Lipschitz function (ignoring the points on the bottom edge itself), and the union is the set of points below the supremum of these functions. The lemma then follows from the fact that the supremum of a family of Lipschitz functions (with given Lipschitz norm) is itself a Lipschitz function. (Note that this argument does not tell us whether the points on the boundary curve are themselves members of \( \mathcal{G} \).)

**Theorem 2.5.** If \( p \in \mathcal{G} \) then \( p_3 \geq p_c \cdot \left(1 + \left(\frac{\beta}{14}\right)^{14}\right) \), where \( p_c = p_c(\mathcal{L}) \) is the critical value for site percolation on \( \mathcal{L} \).

**Proof.** Fix \( \varepsilon > 0 \) small, fix some \( \beta \in [0, 1] \) and consider the following coloring. The faces in \( \mathcal{L} \) correspond to edges \( x \sim y \) for \( x, y \in \mathcal{L} \). Let us consider directed edges (or faces); so set \( E = \{(x, y) : x \sim y \in \mathcal{L}\} \). Let \((B(x, y))_{(x, y) \in E}\) be i.i.d. Bernoulli-\( \varepsilon \) random variables, and let \((C_x)_{x \in \mathcal{L}}\) be i.i.d. Bernoulli-\( \beta \) random variables, so that all random variables are independent. For every cell \( B_x = \sum_{y \sim x} B(x, y) \). Note that \( 0 \leq B_x \leq 14 \) because 14 is the degree in \( \mathcal{L} \).

For every cell \( x \in \mathcal{L} \) set

\[
\sigma(x) = \begin{cases} 
1 & \text{if } C_x = 0, B_x > 0 \\
2 & \text{if } C_x = 0, B_x = 0 \\
3 & \text{if } C_x = 1.
\end{cases}
\]

Note that \( \sigma \) has the law \( \mathbb{P}_p \) for \( p = ((1 - \beta)(1 - (1 - \varepsilon)^{14}), (1 - \beta)(1 - \varepsilon)^{14}, \beta) \).

Let \( G = \{ x : \sigma(x) = 3, \exists y \sim x : B(y, x) = 0 \} \); that is, \( G \) is the set of all cells colored 3 (blue) with at least one incoming face that has \( B(y, x) = 0 \). Note that if \( x \sim y \) such that \( \sigma(x) = 3, \sigma(y) = 2 \) then \( B(y, x) = 0 \) so \( x \in G \). So any component of faces colored 2, 3 (green) must be on the boundary of a component of cells in \( G \). That is, if there exists a green bi-colored component of size \( N \) passing near the origin, then \( G \) contains a component whose size is also of order \( N \) (up to a constant factor).

Now, note that \( x \in G \) if and only if \( C_x = 1 \) and \( \sum_{y \sim x} B(y, x) < 14 \). Since all these events are independent, we have that \( G \) is just site percolation on \( \mathcal{L} \) with parameter \( \beta(1 - \varepsilon^{14}) \). Thus, if \( \beta(1 - \varepsilon^{14}) < p_c(\mathcal{L}) \) then the size of the component of \( G \) incident to a given face has exponentially decaying law, and so \( p \notin \mathcal{G} \).

Thus, using \((1 - (1 - \varepsilon)^{14}) \leq 14\varepsilon \), if \((14\varepsilon, 1 - \beta - 14\varepsilon, \beta) \in \mathcal{G} \) then also \((1 - \beta)(1 - (1 - \varepsilon)^{14}), (1 - \beta)(1 - \varepsilon)^{14}, \beta) \in \mathcal{G} \). So \( \beta \geq p_c(1 - \varepsilon^{14})^{-1} \geq p_c \cdot (1 + \varepsilon^{14}) \).

**Proof of Theorem 1.5.** Theorem 1.5 now follows from Proposition 2.4 and Theorem 2.5.

There are some simple but interesting consequences of the above results.

**Corollary 2.6.** If \( p = (p_1, p_2, p_3) \) is in the extended phase then \( p_j \geq p_c(1 + \left(\frac{\beta}{14}\right)^{14}) \) for all \( j = 1, 2, 3 \), where \( p_c = p_c(\mathcal{L}) \). In particular, Corollary 1.6 holds.

**Corollary 2.7.** If \( p_c(\mathcal{L}) \) is the critical threshold for site percolation on \( \mathcal{L} \), then \( p_c(\mathcal{L}) < \frac{1}{3} \).

**Proof.** The extended phase is non-empty, so let \( p \in \mathcal{T} \) be a probability vector in the extended phase. There exists \( j \) such that \( p_j \leq \frac{1}{3} \). So \( p < p_c(1 + (p_c/14)^{14}) \leq p_j \leq \frac{1}{3} \).
The statement that \( p_c(1 + (p_c/14)^{14}) \leq 1/3 \) implies that \( p_c \leq x \) where \( x \) is the positive solution to \( x(1 + x/14)^{14} = 1/3 \). This bound is explicit, but the \( x \) described this way is only barely below 1/3. Numerically we find \( x \approx 0.333333333333333333333327 \).

A Permutohedral Lattice in dimension \( d \)

In this section we present a short practical overview the classical tessellation of finite dimensional space by permutohedra — sufficient to allow the reader to perform computer simulations of the type described in Section 1.1. A more thorough treatment may be found in e.g. [17, 23]. The permutohedron of order \( d \) can be defined as the convex hull of the points in \( \mathbb{R}^d \) defined by \( (\sigma(1), \sigma(2), \ldots, \sigma(d)) \), where \( \sigma \) ranges over the \( d! \) possible permutations of \( \{1, 2, \ldots, d\} \). These vertices all belong to the hyperplane \( \{v : v_1 + v_2 + \ldots + v_d = d(d+1)/2\} \). In fact, it is often convenient to center this construction at the origin, so we define the centered permutohedron \( P_d \) to be the convex hull of the vectors

\[
\left(\sigma(1) - \frac{d+1}{2}, \ldots, \sigma(d) - \frac{d+1}{2}\right),
\]

as in Figure 14. Then \( P_d \) lies in the subspace of \( \mathbb{R}^d \) orthogonal to the vector \((1, 1, \ldots, 1)\). We denote this vector by \( 1 \), and the orthogonal subspace by \( 1^\perp \).

Figure 14: The convex hull of the set of vectors obtained by permuting the coordinates of \((-1/2, 1/2)\) is a line segment embedded in \( \mathbb{R}^2 \). Translates of this line segment tile the line of points orthogonal to \((1, 1)\) in the obvious way. The convex hull of the set of vectors obtained by permuting the coordinates of \((-1, 0, 1)\) is a hexagon embedded in \( \mathbb{R}^3 \). Translates of this hexagon tile the plane orthogonal to \((1, 1, 1)\).

Let \( L_d \) be the image of the lattice \( d\mathbb{Z}^d \) under the orthogonal projection map sending \( \mathbb{R}^d \) to \( 1^\perp \). In other words, \( L_d \) is the subset of \( \mathbb{Z}^d \) consisting of vertices whose coordinates sum to zero and are all equal to each other modulo \( d \). For example, if \( d = 5 \), then \((2, 7, -3, -8, 2) \in L_d \). The permutohedron tessellation of \( 1^\perp \equiv \mathbb{R}^{d-1} \) is simply the Voronoi tessellation of \( L^d \).

Proposition A.1. In the space \( 1^\perp \), the permutohedron \( P_d \) is the Voronoi cell (or Dirichlet region) of \( 0 \) in the lattice \( L_d \). For any \( x \in L_d \), the Voronoi cell of \( x \) is \( P_d + x \). That is,

\[
P_d + x = \{z \in 1^\perp : \forall y \in L_d \|z - x\| \leq \|z - y\|\}.
\]

Thus, these cells tessellate the space \( 1^\perp \).

For a non-trivial subset \( \emptyset \neq F \subseteq \{1, \ldots, d\} \) let \( v_F \) be the vector

\[
v_F(j) = \begin{cases} |F| - d & j \in F \\ |F| & j \not\in F. \end{cases}
\]
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Note that, viewing $v_F$ as an ordered $d$-tuple, we have $v_F \in 1^d$ and all entries of $v_F$ are in the same class modulo $d$. In fact, the $v_F$ are precisely the non-zero elements of $\mathbb{L}_d$ whose coordinates all have absolute value less than $d$. One may then observe that $\mathbb{L}_d$ is the lattice generated by $\{v_F : \emptyset \neq F \subseteq \{1, \ldots, d\}\}$. It turns out that $v, w \in \mathbb{L}_d$ correspond to adjacent cells in the permutohedron tessellation if and only if $(v-w)$ belongs to this set. Equivalently, $v$ and $w$ are adjacent if all coordinates of $v-w$ have absolute value less than $d$.

By construction, the vertices of the permutohedron $\mathbb{P}_d$ are in one-to-one correspondence with permutations. Moreover, it is not hard to see that the vertices described by permutations $\sigma$ and $\tau$ lie on a common edge of $\mathbb{P}_d$ if and only if $\sigma = (j j+1) \tau$ for some $j \in \{1, \ldots, d-1\}$, where $(j j+1)$ is the transposition of $j$ and $j+1$. The graph with these edges is the Cayley graph of $S_d$ with respect to the generating set of all transpositions of the form $(j j+1)$ where $j \in \{1, \ldots, d-1\}$.

Define $\mathbb{L}_d^*$ as the graph whose vertices are the translates of $S_d-c$ by elements of $\mathbb{L}_d$, and for two translates $x^* = x + \sigma - c$ and $y^* = y + \tau - c$, declare $x^* \sim y^*$ if $x = y$ and $\sigma \sim \tau$ in $S_d$. Every vertex of $\mathbb{L}_d^*$ is at the intersection of a clique of $d$ cells in $\mathbb{L}_d$. Moreover, any edge in $\mathbb{L}_d^*$ is the intersection of a clique of $d-1$ cells of $\mathbb{L}_d$. Thus, there is a bijection between $d$-cliques in $\mathbb{L}_d$ and vertices of $\mathbb{L}_d^*$, and a bijection between $(d-1)$-cliques of $\mathbb{L}_d$ and edges of $\mathbb{L}_d^*$.

References

[1] R. M. Bradley, P. N. Strenski, and J.-M. Debierre, Surfaces of percolation clusters in three dimensions, Physical Review B 44 (1991), 76–84.
[2] R Mark Bradley, Jean-Marc Debierre, and PN Strenski, Anomalous scaling behavior in percolation with three colors, Physical review letters 68 (1992), no. 15, 2332–2335.
[3] R Mark Bradley, PN Strenski, and Jean-Marc Debierre, A growing self-avoiding walk in three dimensions and its relation to percolation, Physical Review A 45 (1992), no. 12, 8513.
[4] RM Bradley, JM Debierre, and PN Stenski, A novel growing self-avoiding walk in three dimensions, Journal of Physics A: Mathematical and General 25 (1992), no. 9, L541.
[5] Robert M Burton and Michael Keane, Density and uniqueness in percolation, Communications in mathematical physics 121 (1989), no. 3, 501–505. MR-0990777
[6] Federico Camia and Charles M Newman, Two-dimensional critical percolation: the full scaling limit, Communications in Mathematical Physics 268 (2006), no. 1, 1–38. MR-2249794
[7] D. S. Gaunt and M. F. Sykes, Series study of random percolation in three dimensions, Journal of Physics A: Mathematical and General 16 (1983), 783–799.
[8] Geoffrey Grimmett, Percolation, second ed., Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], vol. 321, Springer-Verlag, Berlin, 1999. MR-1707339 MR-1707339
[9] M Hindmarsh and K Strobl, Statistical properties of strings, Nuclear Physics B 437 (1995), no. 2, 471–488.
[10] Wei Z Kitto, Andrew Vince, and David C Wilson, An isomorphism between the $p$-adic integers and a ring associated with a tiling of $n$-space by permutohedra, Discrete Applied Mathematics 52 (1994), no. 1, 39–51. MR-1283243
[11] C. D. Lorenz and R. M. Ziff, Universality of the excess number of clusters and the crossing probability function in three-dimensional percolation, Journal of Physics A Mathematical General 31 (1998), 8147–8157.
[12] Adam Nahum and JT Chalker, Universal statistics of vortex lines, Physical Review E 85 (2012), no. 3, 031141.
[13] Adam Nahum, JT Chalker, P Serna, M Ortuno, and AM Somoza, 3d loop models and the cp $\{n-1\}$ sigma model, Physical Review Letters 107 (2011), no. 11, 110601.
Tricolor percolation

[14] Robert J Scherrer and Joshua A Frieman, *Cosmic strings as random walks*, Physical Review D 33 (1986), no. 12, 3556.

[15] Oded Schramm, *Scaling limits of loop-erased random walks and uniform spanning trees*, Israel Journal of Mathematics 118 (2000), no. 1, 221–288. MR-1776084

[16] Scott Sheffield, *Exploration trees and conformal loop ensembles*, Duke Mathematical Journal 147 (2009), no. 1, 79–129. MR-2494457

[17] Neil JA Sloane, John Conway, et al., *Sphere packings, lattices and groups*, vol. 290, Springer, 1999. MR-1662447

[18] Stanislav Smirnov, *Critical percolation in the plane: Conformal invariance, cardy’s formula, scaling limits*, Comptes Rendus de l’Académie des Sciences-Series I-Mathematics 333 (2001), no. 3, 239–244. MR-1851632

[19] Stanislav Smirnov and Wendelin Werner, *Critical exponents for two-dimensional percolation*, arXiv preprint arXiv:math/0109120 (2001). MR-1879816

[20] Nike Sun, *Conformally invariant scaling limits in planar critical percolation*, Probability Surveys 8 (2011). MR-2846901

[21] S. Tsarev, *The geometry of a deformation of the standard addition on the integral lattice*, ArXiv e-prints arXiv:1301.3400 (2013).

[22] Tammay Vachaspati and Alexander Vilenkin, *Formation and evolution of cosmic strings*, Physical Review D 30 (1984), no. 10, 2036. MR-0746316

[23] Günter M Ziegler, *Lecture on polytopes*, vol. 152, Springer Verlag, 1995.
Advantages of publishing in EJP-ECP

• Very high standards
• Free for authors, free for readers
• Quick publication (no backlog)

Economical model of EJP-ECP

• Low cost, based on free software (OJS\(^1\))
• Non profit, sponsored by IMS\(^2\), BS\(^3\), PKP\(^4\)
• Purely electronic and secure (LOCKSS\(^5\))

Help keep the journal free and vigorous

• Donate to the IMS open access fund\(^6\) (click here to donate!)
• Submit your best articles to EJP-ECP
• Choose EJP-ECP over for-profit journals

\(^1\)OJS: Open Journal Systems http://pkp.sfu.ca/ojs/
\(^2\)IMS: Institute of Mathematical Statistics http://www.imstat.org/
\(^3\)BS: Bernoulli Society http://www.bernoulli-society.org/
\(^4\)PK: Public Knowledge Project http://pkp.sfu.ca/
\(^5\)LOCKSS: Lots of Copies Keep Stuff Safe http://www.lockss.org/
\(^6\)IMS Open Access Fund: http://www.imstat.org/publications/open.htm