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Many-body localization (MBL) in a one-dimensional Fermi Hubbard model with random on-site interactions is studied. While for this model all single-particle states are trivially delocalized, it is shown that for sufficiently strong disordered interactions the model is many-body localized. It is therefore argued that MBL does not necessarily rely on localization of the single-particle spectrum. This model provides a convenient platform to study pure MBL phenomenology, since Anderson localization in this model does not exist. By examining various forms of the interaction term a dramatic effect of symmetries on charge transport is demonstrated. A possible realization in a cold atom experiment is proposed.

PACS numbers: 71.23.An, 72.15.Rn, 05.60.Gg

Introduction—It is one of the fundamental assumptions of statistical mechanics that generic interacting systems are ergodic. However, a decade ago a class of systems which defy this assumption was found. For these systems, non-ergodicity and interactions coexist, a phenomenon currently known as many-body localization (MBL). While the realization of MBL systems presents challenges in condensed matter systems due to inevitable presence of phonons, recent experiments in cold atoms have provided evidence of the existence of MBL in both one-dimensional and two-dimensional systems.

To establish the existence of MBL, the seminal work of Basko, Aleiner and Altshuler assumes the presence of quenched disorder and localization of all single-particle states in the noninteracting limit. It is currently under debate whether quenched disorder is necessary for the existence of MBL. A number of numerical studies of translationally invariant systems with no quenched disorder have been carried out. However, due to large finite size effects these studies are inconclusive with respect to localization. A related question, whether MBL can exist in a system where only some of the single-particle states are delocalized, such as systems with a mobility edge in the single-particle spectrum, or systems with coexisting localized and delocalized states, has been affirmatively answered. In our work, we go one step beyond, and completely abolish the assumption of localization of single-particle states in the limit of no interaction. We show that many-body localization is possible when the non-interacting limit is trivial, namely when all single-particle states are completely delocalized. A related result has been discussed from a different perspective in a recent study of the XXZ model (see Appendix of Ref. 25). While previously studied MBL systems could be viewed as continuous deformations of the Anderson insulator, much in the same vein as a Fermi liquid is a continuous deformation of a Fermi gas, our work suggests that there are distinct classes of systems exhibiting MBL that differ in their global symmetries.

Model—We study the dynamical properties of onedimensional Fermi Hubbard model with a random interaction term,

\[ \hat{H}_{\text{ns}} = -t_h \sum_{\sigma,j=1}^{L-1} \left( \hat{c}_{i\sigma}^\dagger \hat{c}_{i+1,\sigma} + \hat{c}_{i+1,\sigma}^\dagger \hat{c}_{i,\sigma} \right) + \sum_{i=1}^{L} U_i \hat{n}_{i\uparrow} \hat{n}_{i\downarrow}, \]

where \( L \) is the length of the lattice, \( \hat{c}_{i\sigma} \) (\( \hat{c}_{i\sigma}^\dagger \)) is the creation (annihilation) operator of site \( i \) and spin \( \sigma \) obeying the usual anti-commutation relations, \( \hat{n}_{i\sigma} = \hat{c}_{i\sigma}^\dagger \hat{c}_{i\sigma} \) is the number operator, \( t_h \) is the hopping strength, which we will set to one, the interaction terms \( U_i \) are random and uniformly distributed on the interval \( -\Delta U \leq U_i \leq 0 \). We use a definite (attractive) sign of the interaction, but for the infinite temperature limit considered here, we have verified that the sign of the interaction does not change the conclusions of our work. For \( \Delta U = 0 \) the single particle states of this model are simple plane waves and therefore without interactions this model is trivially delocalized and thus cannot be studied by the perturbation theory developed in Ref. 1. It also cannot be studied by the local unitary diagonalization technique of Ref. 27, since the starting diagonal Hamiltonian is highly degenerate. While it appears that the effective disorder potential

![Figure 1. A schematic of the model considered in this work. The lower portion of the figure shows a random configuration of particles. The red (dark) particles are doublons, and the orange (light) particles are singlons. The upper portion of the figure is a cartoon of the charge distribution, with localized doublons and delocalized singlons.](image-url)
generated in this model within the Hartree approximation will localize the system this is not the case. Nevertheless, some intuition can be acquired by considering the hopping term as a perturbation. At the lowest non-trivial order in the hopping, the model effectively contains two species (see Fig. 1): doubly charge excitations - doublons, and singly charge excitations - singlons. The singlons are light and hop at a rate, $\tau_n$, while the doublons are heavy and hop at the average rate $\sim 4\tau_n / \Delta U$. Since the interaction is random, the doublons are strongly localized, while, the singlons do not see an effective disordered potential, and thus are delocalized. Nevertheless, for any initial state with a finite doublon density, the doublons serve as “random barriers” to the singlons, which leads to their localization.

Results. To verify that over time the singlons do not delocalize the doublons we use numerically exact methods: exact diagonalization (ED) and time-dependent density matrix renormalization group (tDMRG)\textsuperscript{30}. We calculate the spread of a charge excitation at infinite temperature, by evaluating the correlation function,

$$C_i (t) = \frac{1}{\text{Tr} P} \text{Tr} \hat{P} (\hat{n}_i (t) - 1) (\hat{n}_0 - 1),$$

where $\hat{P}$ is a projector, which we define as $\hat{P}_s$ (no doublons), $\hat{P}_d$ (no singlons) and $I$ (infinite temperature), and $\hat{n}_i \equiv \hat{n}_{i\uparrow} + \hat{n}_{i\downarrow}$, measures the total charge (or total number of atoms, in the case of neutral ultracold atoms) at site $i$. Since we aim to demonstrate localization, we fix the disordered interaction to be large enough (see Ref.\textsuperscript{29}), $\Delta U = 30$, and leave the exploration of transport across the MBL transition for a subsequent work. To characterize the spread of the charge excitation we calculate its width as a function of time,

$$\sigma^2 (t) = \sum_i i^2 C_i (t),$$

and average it over random initial configurations of the particles as well as the disordered interaction. To eliminate finite size effects, we make sure that the excitation has not reached the boundaries of the system for the simulation times, which is achieved by correspondingly increasing the size of the system. Thus the dynamics we calculate correspond to the bulk limit up to all times observed. In Fig. 2 we present results of tDMRG simulations for a system of size $L = 20$ with an average of one particle per site. For this simulation we have used a discarded weight of $\chi = 10^{-9}$, a second order Trotter decomposition, and a step size of $\delta t = 0.05$. We have ensured that within statistical error the result is converged with respect to the time step and the discarded weight.

On the left side of Fig. 2 we compare the spread of charge excitation starting from two different initial conditions. On the bottom panel we exclude singlons ($\hat{P} = \hat{P}_d$) from the initial random configurations of charges, while on the top panel singlons are not excluded ($\hat{P} = I$). With singlons the excitation has initial ballistic jets which disappear on length scales longer than the mean free path of the singlons, which for infinite temperatures considered here, corresponds to the average distance between the blocking doublons ($l_s \approx 4$). As can be seen from the bottom left panel, the ballistic jets vanish after singlons are removed from the initial configurations. For both initial conditions, the width of the excitation of the charge initially grows ballistically, but then saturates to a finite plateau value, indicating localization (right top panel). The entanglement entropy grows logarithmically, which is typical for many-body localized systems\textsuperscript{31,32}. For random initial charge configurations without doublons the excitation appears delocalized for timescales on which bulk transport is accessible (data not shown). While the putative delocalization of this initial condition could be a result of a mobility edge, the strength of the disordered interaction was chosen such that all many-body states are localized, namely there is no mobility edge (see Supp. Matt.\textsuperscript{29}). After a short time (see next paragraph) a finite density of doublons of the order of $O (1/U)$ will be generated, which will result in eventual localization of the singlons. The expected localization length should be at

Figure 2. Charge excitation dynamics of the random interaction Fermi-Hubbard model (1) with and without singlons in the initial state. The left panels display contour plots of the correlation function, $C_i (t)$, as a function of space and time. The solid white line corresponds to the contour line, $C_i (t) = 7.5 \times 10^{-3}$, and the dashed white lines highlight ballistic jets of singlons. The top right panel presents the width of the excitation as a function of time on a log-log plot, and the bottom right panel the entanglement entropy $S$ as a function of time on a semi-log plot. The data has been obtained using tDMRG for $L = 20$ and $\Delta U = 30$, and averaged over a minimum of 300 realizations.
At least of the order of the distance between the doublons, \( \lambda_s \approx U = 30 \), and is beyond the system sizes and times available in our simulations. The dramatic difference in short time dynamics, highlights the importance of proper selection of initial conditions for cold atom experiments. While the system is localized for a typical initial condition (as we see from Fig. 2), the initial configurations without doublons can show putative delocalization for quite long times. Although these states are of measure zero in the thermodynamic limit, they are still realizable in cold atom experiments, where the density of doublons or singlons can be effectively controlled\(^7\).

There are three different simple time-scales in model (1): \( t_s = t_h^\sigma \), which corresponds to hopping of the singlons, \( t_d \sim U / (4 t_h^2) \), which corresponds to hopping of the doublons and for temperatures, \( T \ll U \) there is a time scale which corresponds to the decay (generation) of the doublons. This timescale can be formidably long, \( t_{\text{decay}} \sim \exp(cU) \) (where \( c \) is some constant)\(^{34,35} \). However, for infinite temperatures studied here, thermal fluctuations provide the necessary energy to break the doublon apart, such that doublons decay occurs at the timescale of \( t_s \). For large enough interaction the doublon density does not decay to zero\(^29\). Therefore the longest time-scale in our problem is \( t_d \). To verify that the observed localization exists also for times much larger than this timescale namely, \( t \gg t_d \approx 7 \), we utilize exact diagonalization. As is clear from Fig. 2, without the singlons the excitation is effectively contained in a region of less than 10 sites. We therefore limit our exact diagonalization simulations to system sizes \( L = 7 \) and \( L = 9 \). In Fig. 3 we show the width of the excitation as a function of time up to time \( t = 100 \), starting from an initial state without singlons. Clearly, localization persists up to this time, and finite size effects are negligible. This can be also inferred from the profile of the excitation at the final time of the simulation, which lies away from the boundaries (see left panel). We can also compare to the dynamics in the clean case, with same interaction strength, \( U_i = -30 \). In this case, the model can be effectively described by the Heisenberg model\(^{30} \). Over the same timescale for which localization persists in the disordered system, in the clean system the excitation rapidly spreads over the entire lattice (see left panel). The entanglement entropy spreads ballistically (not shown), and bulk charge transport (before the excitation has reached the boundaries) is super-diffusive, \( \sigma^2(t) \propto t^{1.63} \), consistent with previous studies\(^{37,38} \). We therefore conclude that the observed localization is not related to the slow drift of the doublons over timescale, \( t_d \), but is true many-body localization.

After establishing localization for the model (1) we consider the effect of symmetries on non-equilibrium dynamics. We add an additional \( SU(2) \) symmetry in the charge sector by changing the interaction term (see Supp. Matt.\(^{29} \)),

\[
\sum_i U_i \hat{n}_{\uparrow i} \hat{n}_{\downarrow i} \to \sum_i U_i \left( \hat{n}_{\uparrow i} - \frac{1}{2} \right) \left( \hat{n}_{\downarrow i} - \frac{1}{2} \right). \tag{4}
\]

For a spatially independent interaction, \( U_i = U \), this change corresponds to a shift in the chemical potential, which leaves the non-equilibrium dynamics unaffected. This is however not the case for a spatially dependent interaction, where the additional symmetry dramatically affects the dynamics. Naively, by expanding the RHS of (4) we obtain an effective disordered potential, \( \sum_i U_i \hat{n}_{\uparrow i} / 2 \), which might lead one to suspect that the system is localized (note that the single-particle spectrum is still trivial). This reasoning is however misleading, since the potential and the disordered interaction are perfectly correlated and therefore a more detailed analysis is in order. If the hopping term is set to zero, the eigenstates of the system including the ground state are highly degenerate, since moving a doublon to an empty site does not cost energy. Therefore the doublons do not “feel” the presence of an effective disordered potential. In the limit of zero hopping the system is trivially localized; for small, but non-zero hopping, \( \Delta U \gg t_h \), and for initial condition without singlons, the dynamics of the system is effectively described by the random Heisenberg model,

\[
\hat{H}_{\text{eff}} = \sum_{ij} \frac{2 U_h^2}{|U_{ij}|} \left( \hat{S}_i \cdot \hat{S}_j - \frac{1}{4} \right), \tag{5}
\]

where the \( \hat{S}_i \) are spin-1/2 operators, \( U_{ij} = (U_i + U_j) / 2 \), and the derivation was performed along the lines of the derivation of the Heisenberg model from the Hubbard model\(^{29,36} \). The random Heisenberg model was previously studied using strong disorder renormalization group. While the ground state is a localized random singlet state\(^{29} \), at finite temperatures the renormalization
Correspondingly, the entanglement entropy crosses-over from ballistic growth to a growth which is slightly faster than logarithmic (see Fig. 4). The mechanism behind the observed slow charge transport is currently not clear, and more detailed consideration of finite size effects in this regime is needed. It is however clear that the seemingly minor change in the form of the interaction (4) dramatically changes the system dynamics and leads to delocalization.

Experimental implementation.—The Fermi-Hubbard model has been extensively studied with ultracold atoms. Tight-binding is achieved by loading the atoms to the lowest band of an optical lattice and the strength of interaction is controlled by tuning the s-wave scattering length using a magnetic Fano-Feshbach resonance. We suggest here to implement spatially random interactions between particles by means of optical Feshbach resonance with a random optical control. With the recent advances in quantum gas microscopy, this will allow the scattering strength to be controlled on a sub-micron spatial resolution. Optical Feshbach resonances are known to incur excess heating due to spontaneous emission from the excited state, and that could be detrimental for realizing many-body localization. To mitigate this effect, we suggest to use a scheme in which the light couples the bound Feshbach molecular state to an excited molecular state off-resonantly. Using this scheme the heating time can be as long as 10ms, which is about 50$t_h^{-1}$. Since our numerical results show that localization occurs in less than 10$t_h^{-1}$ we conclude that losses incurred by the optical control technique should not prevent one from observing and detecting the MBL phase.

Discussion.— We have established many-body localization in the one-dimensional random Fermi-Hubbard model with a completely delocalized single-particle spectrum which is not amenable to the theoretical analysis of Refs.1,2. We proposed a realization of this model in cold atom experiments using spatially resolved optical Feshbach resonances. Our results are consistent with many-body localization which follows from fragmentation of particles into slow and fast species (doublons and singlons), which is a result of the strong interactions. One species is Anderson localized by the quenched disordered potential and localizes the other species by creating an effective chain of randomly distributed barriers. The mechanism for localization that we posit here follows from “symbiotic” localization of two species of particles, similarly to the mechanism discussed in Ref.47 and to proposals for MBL in clean systems, where two different species are introduced from the outset.12–15,17,19,48,49 The crucial difference with clean systems is that the effective disorder in our case is quenched and not annealed. This distinction is likely responsible for the fact that the observation of MBL is challenging in the clean case, unless one of the species is completely immobile.49,50 We demonstrated the importance of the initial conditions for observation of MBL in experimentally attainable timescales, and have shown that localization is ab-

Figure 4. Same as Fig. 2 but with interaction term of Eq. (4). The data has been obtained using ED for $L = 11$ and $\Delta U = 30$, and averaged over at least 300 realizations. Note that the simulation time was $t = 1000$ for initial conditions with singlons, and $t = 100$ for the initial conditions without singlons.
sent when the model has an additional SU (2) symmetry in the charge sector.
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