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Abstract

The Doubly Robust (DR) estimation of ATE can be carried out in 2 steps, where in the first step, the treatment and outcome are modeled, and in the second step the predictions are inserted into the DR estimator. The model misspecification in the first step has led researchers to utilize Machine Learning algorithms instead of parametric algorithms. However, existence of strong confounders and/or Instrumental Variables (IVs) can lead the complex ML algorithms to provide perfect predictions for the treatment model which can violate the positivity assumption and elevate the variance of DR estimators. Thus the ML algorithms must be controlled to avoid perfect predictions for the treatment model while still learn the relationship between the confounders and the treatment and outcome.

We use two Neural network architectures and investigate how their hyperparameters should be tuned in the presence of confounders and IVs to achieve a low bias-variance tradeoff for ATE estimators such as DR estimator. Through simulation results, we will provide recommendations as to how NNs can be employed for ATE estimation.

1 Introduction

There are generally two approaches to address causal inference in observational studies. The first one is to draw population-level causal inference which goes back at least to 1970s (Rubin, 1976). The second is to draw conditional causal inference which has received attention recently more (van der Laan and Petersen, 2007; Johansson et al., 2016). An example of a population-level causal parameter the average treatment effect (ATE),

$$\beta_{ATE} = \mathbb{E}[Y^1 - Y^0] = \mathbb{E}[\mathbb{E}[Y^1 - Y^0|W]].$$

(1)
The quantity $E[Y^1 - Y^0 | W]$ is referred to as the conditional average treatment effect (CATE) (Foster et al., 2011; Taddy et al., 2016; Athey and Imbens, 2016; Li et al., 2017; Wager and Athey, 2018; Lu et al., 2018; Imai et al., 2013). CATE is an individual-level causal parameter which is impossible to estimate accurately unless both potential outcomes are observed for each individual (under parallel worlds!), or $W$ contains all the varying factors that make the causal relationship deterministic. That said, under certain assumptions, the counterfactual loss, the loss due to absence of counterfactual outcome, can be upper bounded (Shalit et al., 2017). This article focuses on the estimation of ATE which does not require those assumptions.

To estimate ATE in observational studies, ignoring confounding variables or not taking them into account properly introduces (selection) bias in the estimated causal relationship (Angrist and Pischke, 2008). The strong ignorability assumption (Rosenbaum and Rubin, 1983) states that all the confounding variables are contained in the covariates (Rubin, 1976). This assumption cannot be verified in real world problems, but allows to draw approximate causal inference.

The Doubly Robust (DR) is one the most common estimators of ATE whose estimation can be carried out in two steps. In step 1, the treatment and outcome are predicted by a statistical or machine learning (ML) algorithm, and in the second step the predictions are inserted into the causal estimator. The ML algorithms in step 1 can capture the linear and nonlinear relationships between the confounders or IVs and the treatment and outcome.

Through a number of attempts (Van Der Laan and Rubin, 2006; Belloni et al., 2012, 2014; Alaa et al., 2017; Chernozhukov et al., 2018; Farrell et al., 2018), utilized ML models for the causal parameter estimation. While the ultimate goal of a ML algorithm is to predict the outcome of interest as accurate as possible, it does not optimally serve the main purpose of the causal parameter estimation. In fact, ML algorithms minimize some prediction loss containing the treatment or the observed outcome (and not counterfactual outcome) and without targeting any relevant predictor(s) such as confounding variables (Van der Laan and Rose, 2011). In fact, the ML algorithm can successfully learn the linear and non-linear relationships between the confounders and the treatment and outcome, but at the same time, might learn from IVs as well. If there are strong confounders and IVs among the covariates, the predictions of treatments (i.e. the propensity scores) can become extreme (near zero or one) which in turn can make the estimates unstable. This can reduce the bias on the observed data but elevates the variance at the same time. Less complex models, on the other hand, suffer from large bias (under-fitting) but can obtain more stable causal parameter estimation. This conflict between the complexity of model in step 1 and bias-variance tradeoff in step2 motivates to develop ML algorithms for step 1 that provide a compromise between learning from confounders and IVs to entail a balance between the bias and variance of the causal parameter in step 2.

Chernozhukov et al. (2018) investigated the asymptotic normality of orthogonal estimators of ATE (including DR)
when two separate ML algorithms (not necessarily NNs) model the treatment and outcome, then the name Double Machine Learning (DML). With the same objective, Farrell et al. (2018) utilized two separate neural networks (Friedman et al. (2001) Chapter 11) (we refer to as the double NN or dNN) but without the usage of any regularization other than using the Stochastic Gradient Descent (SGD) for model optimization. SGD does impose some regularization but is insufficient to control the complexity of NN algorithms in practice.

The objective of this research is to experimentally investigate how NN-type methods can be utilized for ATE estimation, and how the hyperparameters can be tuned to achieve the best bias-variance tradeoff for the ATE estimators such as the DR estimator.

The first NN-method is referred to as the joint Neural Network (jNN) algorithm, where we place the treatment and outcome on the output layer of a multi-layer perceptron (Friedman et al., 2001). This NN architecture is appealing as it models the treatment and outcome simultaneously which might target the relevant covariates that are predictive of both treatment and outcome (or confounder) and can mitigate or ignore the IVs’ effects on the predictions. We will investigate if this hypothesis is correct on the experimental data. The second NN-method is dNN utilized by Farrell et al. (2018), but we introduce and implement multiple hyperparameters.

The strategy of targeting specific type of features can be well designed in NN architectures along with the necessary optimization and regularization techniques. Flexible NN structures, optimizations and regularization techniques are easily programmed in the deep learning platforms such as pytorch.

To show the effectiveness of jNN and dNN, a thorough simulation study is performed and these methods are compared in terms of the number of confounders and IVs that are captured in each scenario, the prediction measures, and the bias and variance of causal estimators.

To investigate whether our network targets confounders rather than IVs and also dampen the impact of strong confounders on the propensity scores, we calculate the bias-variance tradeoff of causal estimators (i.e. minimal MSE) utilizing the NN predictions; Low bias means the model has mildly learned from confounders and other types of covariates for the outcome, and low variance means model has ignored IVs and has dampened strong confounders in the treatment model.

The organization of this paper is as follows. In section 1.2 we define the problem setting and the causal parameter to be estimated, and its estimator. In section 2 we introduce the NN-type methods, their loss functions, and hyperparameters. Section 3 provides a quick review of the ATE estimators. In section 4 our simulation scenarios are stated along with their results. We conclude the paper in section 5 with some discussion on the results and future work.
1.1 Notation

Let data \( O = (O_1, O_2, ..., O_n) \) be generated by a data generating process \( F \), where \( O_i \) is a finite dimensional vector \( O_i = (Y_i, A_i, W_i) \), with \( W = (X_c, X_y, X_{iv}, X_{irr}) \). Diagram 1 visualizes how the adjusting factors \( X_j \)'s are related to \( A \) and \( Y \) which assumes \( A = f_1(X_c, X_{iv}) + \epsilon_1 \), \( y = f_2(A, X_c, X_y) + \epsilon_2 \), for some random functions \( f_1, f_2 \). We denote the prediction function of observed outcome given covariates in the treated group \( Q(1, W) = \mathbb{E}[Y|A = 1, W] \), and that in the untreated group \( Q(0, W) = \mathbb{E}[Y|A = 0, W] \), and the propensity score as \( g(W) = \mathbb{E}[A|W] \). The symbol \( \hat{\cdot} \) on the population-level quantities indicates the corresponding finite sample estimator.

![Diagram 1](image.png)

Figure 1: The causal relationship between \( A \) and \( y \) in the presence of other factors in an observational setting.

1.2 Problem Setup and Assumptions

The fundamental problem of causal inference states that individual-level causality cannot be exactly determined since each person can experience only one value of \( A \). Thus, it is customary to only estimate a population-level causal parameter, in this research Average Treatment Effect (ATE) (1).

For identifiability of the parameter, the following assumptions must hold true. The first assumption is the Conditional Independence, or Unconfoundedness stating that, given the confounders, the potential outcomes are independent of the treatment assignments \( (Y^0, Y^1 \perp A|W) \). The second assumption is Positivity which entails that the assignment of treatment groups is not deterministic \( (0 < Pr(A = 1|W) < 1) \). The third assumption is Consistency which states that the observed outcomes equal their corresponding potential outcomes \( (Y^A = y) \). There are other modeling assumptions made such as time order (i.e. the covariates \( W \) are measured before the treatment), IID subjects, and a
linear causal effect.

2 Prediction Models

Neural Networks (NNs) are complex nonparametric models that estimate the underlying relationship between inputs and the outcome. The objective in causal inference, however, is not necessarily to leverage the maximum prediction strength of NNs and in fact, the NN architecture should be designed and tuned so that it pays more attention to the confounders.

The most important requirement of ML models such as NNs in causal inference is that although the outcome prediction model should minimize the corresponding loss (fit to get the best outcome prediction possible), given all of the covariates, the loss function associated with the propensity score model should not necessarily be minimized. Ideally, the instrumental variables or strong confounders which can give extreme probability values (near zero or one) should be controlled when minimizing the loss. This helps prevent the elevation of the variance of the causal estimator (i.e. prevent the violation/near violation of the positivity assumption Van der Laan and Rose, 2011). In summary, the prediction models should be strong enough to learn the linear and non-linear relationships between the confounders and treatment, but should not provide perfect predictions. We hypothesize that the employed NNs methods with the regularization techniques have the property of ignoring or damping strong confounders and/or instrumental variables.
The joint Neural Network (jNN) architecture is a combination of multiple ideas (see below 2.2 - 2.4) for causal parameter estimation purposes mentioned above.

The jNN models are:

\[
\begin{bmatrix}
E[Y|A,W] \\
E[A|W]
\end{bmatrix}
= \begin{bmatrix}
\alpha_0 + \beta A + W\alpha + H\Gamma_Y \\
g(\gamma_0 + W\gamma + H\Gamma_A)
\end{bmatrix}
\]

(2)

where \( H = f(f(...(f(W\Omega_1)\Omega_2)...)\Omega_L) \) is the last hidden layer matrix which is a non-linear representation of the inputs \( L \) is the number of hidden layers), \( g \) is the logistic link function, and \( \Gamma_A \) and \( \Gamma_Y \) are the parameters that regress \( H \) to the log-odds of the treatment assignment or to the outcome in the output layer. The large square brackets around the equations above is meant to emphasize that both treatment and outcome models are trained jointly.

Let \( P \) be the set of shared parameters of the non-linear part of the network. The jNN architecture minimizes a multi-task loss (2) to estimate the networks parameters:

\[
L(P, \beta, \alpha) = a \sum_{i=1}^{n} \left[ y_i - \alpha' - \beta A_i - W_i\alpha - H_i^T \Gamma_Y \right]^2 + \\
+ b \sum_{i=1}^{n} \left[ A_i \log \left( g(H_i^T \Gamma_A) \right) + (1 - A_i) \log \left( 1 - g(H_i^T \Gamma_A) \right) \right] + \\
C_{L_1} \sum_{\omega \in P} |\omega| + C_{L_1, TG} \left( \sum_{\omega \in \Gamma_A} |\omega| + \sum_{\omega \in \Omega} |\omega| \right)
\]

(3)

where \( a, b, C_{L_1}, C_{L_1, TG} \) are hyperparameters, that can be set before training or be determined by Cross-Validation, that can convey the training to pay more attention to one part of the output layer. The jNN can have an arbitrary number of hidden layers, or the width of the network \( (HL) \) is another hyperparameter. For a 3-layer network, \( HL = [l_1, l_2, ..., l_h] \), where \( l_j \) is the number neurons in layer \( j, j = 1, 2, ..., h \). \( P = \{\omega \in \Omega_1 \cup \Omega_2 \cup \Omega_3 \cup \Gamma_Y \cup \Gamma_A\} \), are the connection parameters in the nonlinear part of the network, with \( \Omega \)'s being shared for the two outcome and propensity models. Noted that the number of parameters with \( L_1 \) regularization (third term on (3)) is \( |P| = (p + 1) \times l_1 + (l_1 + 1) \times l_2 + ... + (l_{h-1} + 1) \times l_h + (l_h + 1) \times 2 \), including the intercepts in each layer.

The following subsections list the potential benefits and the rationale behind the proposed network (equations (2) and (3)).
2.2 Bivariate Prediction, Parameters Sharing, and Multi-task Learning

One of the main components of the jNN architecture is that both treatment and outcome are placed and modeled in the output layer simultaneously. The hypothesis here is that the network learns to get information from the inputs that predict both treatment and outcome, i.e., the confounders. This bivariate structure is intertwined with a multi-task learning or optimization. Ruder (2017) reviews the multi-tasking in machine learning and lists its benefits such as implicit data augmentation, regularization, attention focusing, Eavesdropping and Representation bias. Caruana (1995) showed that overfitting declines by adding more nodes to the output layer as compared to modeling each output separately (Baxter, 1997). The multi-task is used when more than one output is used. Multi-task learning is common in the field of Artificial Intelligence and Computer Vision, for example, for the object detection task where the neural network predicts the coordinates of the box around objects and also classifies the object(s) inside the box (see for example Redmon et al. (2016)). Multi-task learning is used in jNN in order to investigate if the model pays more attention to the confounder than other types of inputs.

2.3 Regularization

The jNN will be resistant to overfitting by adding regularization to the network. Preliminary simulations revealed that $L_2$, and the Dropout (Goodfellow et al., 2016) regularization techniques do not result in satisfactory causal effect estimation, and the inherent regularization in the Stochastic Gradient Descent (Goodfellow et al., 2016) is also insufficient, while $L_1$ regularization is effective.

The $L_1$ regularization, third summation in (3), shrinks the magnitude of the parameter estimates of the non-linear part of the architecture which, in effect, limits the influence of $X_{irr}$, $X_{iv}$, $X_y$, and $X_c$ on both treatment and the outcome. The motivation behind the $L_1$ regularization is to avoid overfitting for better generalization.

The ideal situation for causal parameter estimation is to damp the instrumental variables and learn from confounders and y-predictors only. Henceforth another version of the $L_1$ regularization is introduced here, referred to as the targeted $L_1$ regularization, or $L_1TG$, to potentially reduce the impact of instrumental variables on the outcome and more importantly on the propensity scores. The motivation is that by introducing shrinkage on the connections between the last hidden layer and the treatment, the neural network is trained to learn more about confounders than IVs in the last hidden layer as the outcome model is free to learn as much as possible from confounders. The caveat here might be that if the last hidden layer is large enough, some of the neurons can learn confounders while other learn from IVs, thus motivating to consider limiting the number of neurons in the last hidden layer. These hypotheses and ideas are considered in the simulation studies.
2.4 Linear Effects and Skip Connections

The terms $\beta A + W\alpha$ and $W\gamma$ in (2) are responsible for potential linear effects. Theoretically, the non-linear parts of the NNs can estimate linear effects, but it is preferable to use linear terms if the relationship between the some of the inputs and the outcome/treatment are linear for more accurate linear effect estimation. The benefit of including linear terms in the equations has been verified in our preliminary simulation studies.

These linear terms are referred to the skip-connections in ML literature (He et al., 2016) which connect some layers to two or more layers forward. In ML literature, they are primarily used in very deep neural networks to facilitate optimizations. But they are used in jNN to model the linear effects directly. More specifically, skip connections connect the covariates to both treatment and outcome in the output layers and connect the treatment in the input layer to the outcome in the output layer. The latter skip connection is shown in Figure 2. It should be noted that this skip connection in particular is independent of the treatment in the output layer to avoid perfect prediction of the propensity scores.

2.5 Double Neural Networks

In order to study the significance of the proposed method through simulations, we compare jNN with the double Neural Networks (dNN) (Chernozhukov et al., 2016) method. dNN is generally referred to the strategy of modeling the treatment and outcome separately utilizing two different models:

$$
E[Y|A, W] = \beta_0 + \beta A + W\alpha + H\Gamma_Y
$$
$$
E[A|W] = \beta_0' + W'\alpha' + H'\Gamma_A,
$$

(4)

where two separate neural nets model $y$ and $A$ (no parameter sharing). In this paper, the dNN algorithm refers to two neural networks to model the treatment and outcome separately. To make the two jNN and dNN models comparable, we let the NN architectures to be as similar as possible in terms of skip connections and regularization techniques. The loss functions in dNN to be optimized are:
\[ L_y(\mathcal{P}_y, \beta, \alpha) = \sum_{i=1}^{n} \left[ y_i - \alpha' - \beta A_i - W_i \alpha - H_i^T \Gamma Y \right]^2 + C_{L_i} \sum_{\omega \in \mathcal{P}} |\omega|, \]

\[ L_A(\mathcal{P}_A) = \sum_{i=1}^{n} \left[ A_i \log \left( g(\Gamma T_A) \right) + (1 - A_i) \log \left( 1 - g(\Gamma T_A) \right) \right] + C_{L_i} \sum_{\omega \in \mathcal{P}} |\omega| + \]

\[ C_{L_iTG} \left( \sum_{\omega \in \mathcal{P}} |\omega| + \sum_{\omega \in \Omega_i} |\omega| \right), \]

\section{ATE Estimation}

The Causal Parameter Estimation algorithm is a two stage process. The regression functions \( \mathbb{E}[A|W], \mathbb{E}[Y|A = 1, W], \mathbb{E}[Y|A = 0, W] \) are estimated using the ML algorithms such as jNN or dNN in step 1. And in step 2, the predictions are inserted into the causal estimators such as (6), below.

\subsection{ATE Estimators}

There is a wealth of literature on how to estimate the ATE and there are various versions of estimators including the naive Average Treatment Effect (nATE), Doubly Robust (DR), Normalized Doubly Robust (nDR), Robinson II:

\[ \hat{\beta}_{Rob1} = \left( \sum_{i=1}^{n} \hat{V}_i \right)^{-1} \sum_{i=1}^{n} \hat{V}_i \hat{e}_i, \]

\[ \hat{\beta}_{Rob2} = \left( \sum_{i=1}^{n} \hat{V}_i A_i \right)^{-1} \sum_{i=1}^{n} \hat{V}_i \hat{e}_i, \]

\[ \hat{\beta}_{DR} = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{A_i (y_i - \hat{Q}^1)}{\hat{g}_i} - \frac{(1 - A_i) (y_i - \hat{Q}^0)}{1 - \hat{g}_i} \right) + \frac{1}{n} \sum_{i=1}^{n} \hat{Q}^1 - \hat{Q}^0, \]

\[ \hat{\beta}_{nDR} = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{A_i (y_i - \hat{Q}^1 w^{(1)}_i)}{\sum_{j=1}^{n} A_j w^{(1)}_j} - \frac{(1 - A_i) (y_i - \hat{Q}^0 w^{(0)}_i)}{\sum_{j=1}^{n} (1 - A_j) w^{(0)}_j} \right) + \frac{1}{n} \sum_{i=1}^{n} \hat{Q}^1 - \hat{Q}^0, \]

where \( \hat{Q}^k = \hat{Q}(k, W_i) = \mathbb{E}[Y_i|A_i = k, W_i] \) and \( \hat{g}_i = \mathbb{E}[A_i|W_i], w^{(1)}_k = \frac{1}{\hat{g}_i}, w^{(0)}_k = \frac{1}{1 - \hat{g}_i}, \epsilon_i = y_i - \mathbb{E}[Y_i|W_i], V_i = A_i - \hat{g}_i, \) and \( A_1 \) is the treatment group with size \( n_1 \) and \( A_0 \) is the treatment group with size \( n_1 \).

In the second step of estimation procedure, the predictions of the treatment \( \hat{g}(W_i) \) (i.e. propensity score, PS) and/or the outcome \( \mathbb{E}[Y_i|A_i = k, W_i], k = 0, 1, \) can be inserted in these estimators (6). Generalized Linear Models (GLM), any relevant Machine Learning algorithm such as tree-based algorithms and their ensemble (Friedman et al.,
2001), SuperLearner (Van der Laan et al., 2007), or Neural Network-based models (such as ours) can be applied as prediction models for the first step prediction task. We will jNN and dNN in this article.

4 Simulations

A simulation study (with 100 iterations) was performed to compare the prediction methods jNN, and dNN by inserting their predictions in the NDR (causal) estimators (6). There are a total of 8 scenarios according to the size of the data (i.e. the number of subjects and number of covariates), and the confounding and instrumental variables strengths. We fixed the sample sizes to be $n = 750$ and $n = 7500$, with the number of covariates $p = 32$ and $p = 300$, respectively. The four sets of covariates had the same sizes $\#X_c = \#X_{iv} = \#X_y = \#X_{irr} = 10$, 50 and independent from each other were drawn from the Multivariate Normal (MVN) Distribution as $X \sim \mathcal{N}(0, \Sigma)$, with $\Sigma_{kj} = \rho_{j-k}$ and $\rho = 0.5$.

The models to generate the treatment assignment and outcome were specified as

$$A \sim Ber\left(\frac{1}{1 + e^{-\eta}}\right), \text{with } \eta = f_a(X_c)\gamma_c + g_a(X_{iv})\gamma_{iv},$$

$$y = 3 + A + f_y(X_c)\gamma'_c + g_y(X_y)\gamma_y + \epsilon,$$

and $\beta = 1$. The functions $f_a, g_a, f_y, g_y$ select 20\% of the columns and apply interactions and non-linear functions listed below (8). The strength of instrumental variable and confounding effects were chosen as $\gamma_c, \gamma'_c, \gamma_y \sim Unif(r_1, r_2)$ where $(r_1 = r_2 = 0.1)$ or $(r_1 = 0.1, r_2 = 1)$, and $\gamma_{iv} \sim Unif(r_3, r_4)$ where $(r_3 = r_4 = 0.1)$ or $(r_3 = 0.1, r_4 = 1)$.

The non-linearities are randomly selected among the following functions:

$$l(x_1, x_2) = e^{x_1x_2}$$
$$l(x_1, x_2) = \frac{x_1}{1 + e^{x_2}}$$
$$l(x_1, x_2) = \left(\frac{x_1x_2}{10} + 2\right)^3$$
$$l(x_1, x_2) = (x_1 + x_2 + 3)^2$$
$$l(x_1, x_2) = g(x_1) \times h(x_2)$$

where $g(x) = -2I(x \leq -1) - I(-1 \leq x \leq 0) + I(0 \leq x \leq 2) + 3I(x \geq 2)$, and $h(x) = -5I(x \leq 0) - 2I(0 \leq x \leq 1) + 3I(x \geq 1)$, or $g(x) = I(x \geq 0)$, and $h(x) = I(x \geq 1)$.

In order to find the best set of hyperparameter values for the NN architectures, we ran an initial series of simulations to find the best set of hyperparameters for all scenarios, presented here. The networks’ activation function is Rectified
Linear Unit (ReLU), with 3 hidden layers as large as the input size \( p \), with \( L_1 \) regularization and batch size equal to \( 3 \times p \) and 200 epochs. The Adaptive Moment Estimation (Adam) optimizer (Kingma and Ba, 2014) with learning rate 0.01 and momentum 0.95 were used to estimate the network’s parameters, including the causal parameter (ATE).

As in practice the RMSE and covariate types are unknown, prediction measures of the outcome and treatment should be used to choose the best model in a K-fold cross-validation. \( R^2 \) and \( AUC \) each provide insight about the outcome and treatment models, respectively, but in our framework, both models should be satisfactory. To measure the goodness of the prediction models (jNN and dNN) for causal inference purposes, we define and utilize a statistic which is a compromise (geometric average) between \( R^2 \) and \( AUC \), here referred to as \( geo \),

\[
geo = 3\sqrt{R^2 \times D \times (1 - D)},
\]

where \( D = 2(AUC - 0.5) \), the Somers’ D index. This measure was not utilized in the optimization process, and is rather introduced here to observe if the compromise between \( R^2 \) and \( AUC \) agrees with the models that capture more confounders than IVs.

### 4.1 Selected Covariate types

In order to identify which types of covariates (confounders, IVs, y-predictors, and irrelevant covariates) the prediction methods have learned from, we calculate the association between the inputs and the predicted values (\( \hat{E}[Y|A,W] \) and \( \hat{E}[A|W] \)), and after sorting the inputs (from large to small values) based on the association values, we count the number of different types of covariates within top 15 inputs.

The association between two variables here is estimated using the distance correlation statistic (Székely et al., 2007) whose zero values entail independence and non-zero values entail statistical dependence between the two variables.

Figures 3-6 present the overall comparison of different hyperparameter scenarios of jNN and dNN predictions in terms of five different measures, respectively: 1) The average number of captured confounders/IVs/y-predictors, 2) Average Root Mean Square Error (RMSE) of causal estimators, 3) Average \( R^2 \), \( AUC \) and their mixture measure \( geo \), 4) Bias, 5) MC standard deviation of nDR. The bootstrap confidence intervals for the bias, standard deviation and RMSE are calculated to capture significant differences between the simulation scenarios. The x-axis includes 16 hyperparameter settings, and as a general rule here, models in the left are most complex (less regularization and wider neural nets) and in the right are least complex. Noted that \( L_1 TG \) regularization is only targeted at the treatment model.

Overall, the trends favor the idea that more complex treatment models capture larger number of IVs, have larger...
RMSE and have larger $AUC$ (smaller $\text{geo}$.) That is, more complex models are less favorable.

The Figures 3 and 4 show how the complexity of both dNN and jNN (x-axis) impact the number of captured covariate types (i.e. confounders/IVs/y-predictors) (top graph), RMSE (middle graph) and prediction measures (bottom graph). In particular, it is seen that the outcome model remains unchanged throughout the scenarios. This is predictable for dNN model, but it turns out to be the same for the jNN model. That is, the targeted regularization in jNN does not impact the performance of the outcome model. The $AUC$, on the other hand, declines with higher values of $C_{L_1,TG}$, and is almost always smaller for jNN than for dNN.

The RMSE of jNN is larger than that of dNN for models with the least amount of regularization (the scenarios in the left). With decreasing the complexity of the model, the RMSE of both jNN and dNN decline. The jNN outperforms dNN in almost all of the hyperparameter settings in case of $n = 750$, but fluctuates in case of $n = 7500$. Further, the impact of width of architectures ($HL$) changes based on $C_{L_1}$ regularization: wider architectures ($HL = [p, p, p]$, $p$: number of covariates) with large $C_{L_1}$ outperforms other combinations of these two hyperparameters. This observation is more clear for smaller size data, and for dNN model. But overall, the less complex model, the higher RMSE. In the best scenarios, the MSE confidence intervals of IMV model are below those of dNN, illustrating a small preference of jNN over dNN in terms of MSE. Comparing the three hyperparameters, $C_{L_1,TG}$ is most effective, and zero values of this hyperparameter results in very large MSEs for both dNN and jNN.

The $\text{geo}$, (9), is a compromise measure of both $R^2$ and $AUC$, providing insight about both models at the same time. From Figures 3 and 4, it is observed that both jNN and dNN models have roughly the same values across hyperparameter settings and for both data sizes ($n = 7500$, and $n = 750$). The hyperparameter sets where the both $AUC$ and $\text{geo}$ coincide correspond to best RMSE.

Figures 5 and 6 illustrate the bias and standard deviation of the causal estimators. As expected and mentioned in the Section 1, the models that do not damp IVs suffer from large bias and standard deviation. The bias and standard deviation have opposite behaviour in different scenarios, such that scenarios that produce larger standard deviation, results in small bias, and vice versa. The fluctuations of the bias-variance across hyperparameter settings are larger for $n = 750$ case vs. $n = 7500$. For small sample $n = 750$, the best scenario for jNN is $HL = [32, 32, 32], C_{L_1} = 0.1, C_{L_1,TG} = 0.7$ where both bias and standard deviation of jNN are small in the same direction. For the large sample $n = 7500$, however, the best scenario for jNN is $HL = [30,300,30], C_{L_1} = 0.01, C_{L_1,TG} = 0.7$ with a similar behaviour. The best scenarios for dNN are slightly different. For small sample $HL = [32,32,32], C_{L_1} = 0.1, C_{L_1,TG} = 0.7$ and for the large sample $HL = [30,300,30], C_{L_1} = 0.01, C_{L_1,TG} = 0.7$ are most favorable.
5 Discussion

In this paper, we have studied how neural networks can be utilized in causal estimation. We have considered a general scenario that four types of covariates exist in the dataset, confounders, IVs, y-predictors and irrelevant covariates. We have observed that $L_1$ regularization especially the ones that targets the treatment model ($L_1 TG$) is an influential hyperparameter for achieving the best bias-variance trade-off for the normalized Doubly Robust (nDR) estimator, that is lower Root Mean Saure Error (RMSE). And, the number of neuron in the first and last layer of the network becomes irrelevant as long as the value of $L_1 TG$ is sufficient. Further, we have observed that in the hyperparameter scenarios that the IVs effects are controlled, the estimation is less biased and more stable. Thus the regularization techniques have been successful in damping the IVs and preventing perfect prediction in the treatment model. Figures 3-6 illustrate that jNN is overall more stable and has a smaller RMSE in the small sample dataset scenario as compared to dNN.

There are limitations due to the assumptions and simulation scenarios and some questions are left to future to be answered. The outcome here was assumed to be continuous, and the treatment to be binary. We also did not cover scenarios where the outcome is a heavy tail, or binary or the treatment is extremely rare. Also, the ratio of dimension to size of the data was considered to be fairly small ($p << n$), and we have not studied the case where $n < p$. Furthermore, we did not study the asymptotic behaviour of nDR when jNN or dNN predictions are used.

Further, we only utilized neural networks to learn the underlying relationships between the covariates and the outcome and treatment. Other Machine Learning algorithms such as tree-based models, and more specifically Gradient Boosting Machines (GBM) (Friedman, 2001) can be alternatively used to learn these non-linear relationships. We believe GBM can effectively be programmed in pytorch using its automatic differentiation capability. This is postponed to a future article.
Figure 3: The comparison of captured number of confounders, IVs and y-predictors, RMSE of nDR and its bootstrap 95% confidence interval, and prediction measures $R^2$, $AUC$ and $geo$ (geometric mean of $R^2$, $AUC$) for different hyperparameter settings and where the predictions come from jNN or dNN models. (n=750, p=32)
Figure 4: The comparison of captured number of confounders, IVs and y-predictors, RMSE of nDR and its bootstrap 95% confidence interval, and prediction measures $R^2$, $AUC$ and $geo$ (geometric mean of $R^2$, $AUC$) for different hyperparameter settings and where the predictions come from jNN or dNN models. (n=7500, p=300)
Figure 5: The bias and standard deviation of nDR and their bootstrap 95% confidence intervals for different hyperparameter settings where the predictions come from jNN or dNN models. (n=750, p=32)
Figure 6: The comparison of bias, Montne Carlo standard deviation and their bootstrap 95% confidence intervals of nDR, for different hyperparameter settings and the predictions come from jNN or dNN models. (n=7500, p=300)
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