BCSM: A BlockChain-based Security Manager for Big Data

Hanan E. Alhazmi¹, Fathy E. Eassa²
Department of Computer Science, Faculty of Computing and Information Technology
King Abdulaziz University (KAU), Jeddah, Saudi Arabia¹,²
Computer Science Department, Umm Al-Qura University, Makkah 21955, Saudi Arabia³

Abstract—The amount of data generated globally is increasing rapidly. This growth in big data poses security and privacy issues. Organizations that collect data from numerous sources could face legal or business consequences resulting from a security breach and the exposure of sensitive information. The traditional tools used for decades to handle, manage, and secure data are not suitable anymore in the case of big data. Furthermore, most of the current security tools rely on third-party services, which have numerous security problems. More research must investigate protecting user-sensitive information which can be abused and altered from several sides. Blockchain is a promising technology that provides decentralized backend infrastructure. Blockchain keeps track of transactions indefinitely and protects them from alteration. It provides a secure, tamper-proof database that may be used to track the past state of the system. In this paper, we present our big data security manager based on Hyperledger Fabric, which provides end-to-end big data security, including data storage, transmitting, and sharing as well as access control and auditing mechanisms. The manager components and modular architecture are illustrated. The metadata and permissions related to stored datasets are stored in the blockchain to be protected. Finally, we have tested the performance of our solution in terms of transaction throughput and average latency. The performance metrics are provided by Hyperledger Caliper, a benchmark tool for analyzing Hyperledger blockchain performance.
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I. INTRODUCTION

Since 2011, five Exabytes \((10^{18})\) of data have been generated every two days. Nowadays, this is done in less than ten minutes [1]. Social media data, videos, server logs, and sensor data are among the many types of data that have been generated. Compared to a traditional relational database management system, big data technologies are more equipped to deal with large volumes and diverse types of data. Large amounts of information can be gathered from various big data applications. For instance, these massive amounts of data always contain sensitive information that might disclose a person’s identity. Although all of the information required to identify a person may not be present in the same dataset, a combination of data sources may be able to reveal their identity. Because of this, these sensitive data must be protected. When it comes to storing large amounts of data, distributed storage like Hadoop Distributed File System (HDFS) [2] is commonly used. Multiple nodes must cooperate to complete a single task in distributed storage. Consequently, the reliability of computing results will be affected if an attack targets one or more nodes. Distributed data storage significantly raises the storage node’s obligation to protect the data. Key management becomes more difficult in the case of encrypted data storage. As a result, the traditional symmetric and asymmetric encryption techniques cannot be directly applied in big data schemes [3]. In the existing Hadoop implementation [4], the Portable Operating System Interface (POSIX) architecture is used to enable access to folders and files stored in HDFS where users may or may not be granted access to a whole dataset. However, this does not prevent authorized users from misusing or abusing the data. It also provides system security auditing [5]; however, there is no standard format for this auditing, making it difficult to read and analyze. Our previous work [6] presented the way for implementing a security framework in Hadoop. We proposed integrating blockchain technology with new fragmentation and encryption techniques to increase big data security. We have tested the performance of our techniques which imposed negligible computation overhead in contrast to the security and privacy improvements. Once the data are fragmented and stored, the next step is to test the performance when integrated with blockchain. This paper presents a new security solution for big data, called BCSM, that leverages the unique security by design and tamper-proof properties of blockchain technology in contemporary domains [7], [8]. Data is stored in HDFS, and the related metadata and permissions will be held as assets inside the blockchain. We used Hyperledger Fabric [9], a permissioned blockchain with a distributed ledger that allows smart contracts [10]. Unlike other public blockchains like Ethereum, Bitcoin, or Monero, the data in Fabric can only be accessed by those who have been authorized. Paper contributions are summarized below: 1) proposing a new architecture of integrating big data (Hadoop) with blockchain (Hyperledger fabric); 2) enforcing access control policies based on data permissions; 3) protecting metadata and permissions to be stored and accessed by blockchain. 4) evaluating the performance of the proposed solution in terms of throughput and latency for reading and writing operations. The remainder of the paper is structured as follows. Section 2 is a compilation of related work. The proposed BCSM manager is presented in depth in Section 3. Section 4 presents the findings of the BCSM manager’s testing and evaluation. The conclusion is addressed in Section 5.

II. STATE OF THE ART

A. Blockchain Technology

Blockchain is a decentralized system for exchanging digital currencies that were first introduced by bitcoin [11]. Blockchain is managed by a peer-to-peer network. It is a
distributed ledger that records and stores transactions in blocks that are linked using cryptography. An untrusted party submits a transaction block, which is then confirmed by the other participants in the chain of transactions without any central authority. The chain expands indefinitely from the first block, the genesis block, as each subsequent block ties to the previous one via its hash value. In other words, the hash value of the preceding block is considered when calculating the hash value of a new block. As a result, any attempt to alter the hashes of connected blocks will cause the shared ledger to be tampered with, making the blockchain tamper-resistant. All members of the blockchain will have access to a shared ledger. Each peer will have access to the latest version of the blockchain after being updated to its unique state.

Tractability is one of the important features of the blockchain. Transactions on the blockchain are tagged with a timestamp once they've been validated. Thus, allowing users to track the history of all transactions to facilitate auditing, which is essential in data management and applications that need access to a tamper-proof log history.

1) **Consensus Algorithms**: Consensus algorithms are used to obtain consensus on the new state of the blockchain. A consensus algorithm uses a group of participants who are directly participating in the system to make agreements instead of using third-party decision-making. Practical Byzantine Fault Tolerance (PBFT), PBOT, Proof of work (PoW), and proof of stake (PoS) are some of the most well-known examples of consensus algorithms on the blockchain. They differ in identity management mechanisms, adversary power, and energy savings [12].

2) **Smart Contract**: The smart contract is stored on a blockchain which is a piece of code executed when some conditions are fulfilled. Smart contracts are often used to automate the execution of business logic. All participants are instantly receiving the outcome without the engagement of an intermediary or the loss of time. On the other hand, smart contracts eliminate the need for a centralized authority. Aside from just exchanging digital currency, smart contracts can also be used to build applications in the supply chain, business process management (BPM), and healthcare, all of which are areas where blockchain technology has the potential to have a significant influence.

3) **Blockchain Types**: Bitcoin was the first public blockchain. That is, anyone with an anonymous identity can join and read the blockchain, submit transactions, and participate in the consensus process. Although public blockchains have the advantage of being accessible to anyone with unknown identities, the rise of private blockchains is more significant in areas where blockchain technology has the potential to have a significant influence.

Platforms, Hyperledger Fabric provides a modular design and contains a Membership component. It contains the "chain-code" which is used to implement the application logic, and transaction functionalities in several programming languages. The Fabric uses an execute-order-validate approach instead of an order-execute [14] to solve the drawbacks of permissioned blockchains, like the non-deterministic execution of concurrent transactions, inflexible trust model, execution on all nodes, and hard-coded consensus. The Transaction Log and the World State are parts of Fabric's ledger. All transactions are recorded in a transaction log. By utilizing the world state, a program may obtain the current value of a state without searching through the entire transaction log. Key-value pairs are the default representation for ledger states. When a transaction updates any value that was previously entered in the ledger or adds new data, this is a new state for the blockchain that will be preserved in everlasting; it is impossible to return the last state of the blockchain [13].

**B. Big Data Security and Privacy Issues**

1) **Access Control**: Access Control is a critical aspect of big data. Organizations and users working with Big Data must implement access control policies. An access control mechanism governs the connectivity of various nodes to the system. A weak access control method can enable attackers to get unauthorized access to data storage, bringing security and privacy concerns [15]. Access control lists (ACL) and policies help protect data by granting nodes and devices privacy and security permissions. Although numerous research studies have focused on access control mechanisms, specific difficulties still need to be solved. For example in cloud, data owners who outsource their data to the cloud may selectively seek to make it visible/accessible to other users. Such a feature necessitates access control in order to enforce the authorizations provided by the data owners properly [16], [17]. For instance, these authorizations cannot be implemented in a cloud either by the data owners or cloud service providers (CSPs). However, making the outsourced data self-enforce the access permissions is a promising solution to this problem. The automation provided by smart contract will make this feasible [18].

2) **Data Integrity**: Data integrity is another consideration in maintaining big data privacy and security. Data integrity entails ensuring the consistency and accuracy of data. In the big data era, data must ensure its integrity properties from origination to final destination in analysis reports to provide valuable outcomes for business and decision-making.

3) **Metadata and Policy Protection**: Metadata is a type of data that describes other data with information that makes it easier to find, use and manage. Policies are sets of rules that are used to regulate data access. One of the attack methods is when attackers access or alter metadata and policies to compromise or get unauthorized access to data. Most of the time, data owners are unaware of whether these metadata or policies are accessed and changed by attackers. As few prior research discuss metadata and policy protection, thus there is a critical need to focus on this issue.

4) **Data Privacy**: Data privacy guarantees that only those with authorization may access the data. Big data may contain person sensitive data. Thus these data must not be revealed
without the person permission. Obtaining approval from a person is also restricted to specific causes. Consequently, protecting people sensitive attributes such as social security numbers and addresses is necessary to guarantee data privacy.

5) Data Auditing: Data integrity is not always possible to be guaranteed. Data loss due to malicious activity or system failure poses a significant security risk. For instance, numerous cloud-based big data auditing approaches have been proposed to maintain the integrity of big data stored in cloud storage[19], [20]. A third-party auditor (TPA) is commonly used in these approaches to perform auditing tasks on behalf of data owners. Although TPA is considered a trustworthy entity that always acts honorably, it may not be as trustworthy as it appears. Cloud service providers (CSPs) may even hire a TPA to assist them in concealing data corruption incidents. Furthermore, because of centralization, the single point of failure might have disastrous impacts. TPA system disruptions can be caused by external attacks and internal abuses flaws. Decentralized schemes are more reliable and robust than TPA-based ones.

Our research proposes a decentralized big data security manager based on blockchain technology to address all the above issues.

C. Related Work

Several research studies have explored the use of blockchain technology in healthcare to allow patients to own and control their medical information. Blockchain technology has the potential to enable secure electronic health record (EHR) sharing in which patients are the real owners. The authors of [21] suggested that the blockchain simply stores metadata relevant to medical events to avoid overwhelming blockchain limited storage due to storing the entire health records.

In the work of [22] authors presented a privacy-preserving framework for EHR by using blockchain technology with a zero-knowledge proof cryptographic protocol named Identity Mixer. Their solution aims to protect private data and maintain anonymity.

L. Yue et al. [23] introduced a blockchain-based big data-sharing architecture and used smart contracts to facilitate big data sharing. The Access control mechanism is used for addressing big data’s privacy and security issues.

A supply chain is a network that transfers products from suppliers to customers, generating a huge amount of data in the process. Authors in [24] proposed integration of blockchain-based supply chain management with big data technology. However, their contribution is limited to protecting the consumers from the risk of food fraud, and they used big data to enhance the analysis process for business profits.

I. Makhdoom et al. [25] suggested a “privacy sharing” on a blockchain system for the secure and private preservation of IoT data in smart city environments. Data privacy is managed by blockchain, and some limited users have access to the blockchain data, which is encrypted and governed by an embedded access control mechanism.

To overcome blockchain synchronization time and storage space limitations, authors in [26] proposed a blockchain-based personnel management system that provides a new on-chain and off-chain data storage model to address the problem of insufficient storage space. However, they used a central database for out-of-chain storage, which has a risk of a single point of failure.

To improve Hadoop security, authors in [27] presented a big data access control approach that maintains metadata security by enhancing the heartbeat model.

Adopting blockchain technology by means of big data security and management necessitates more efforts. Previous research exploited blockchain for limited big data applications, for example, data sharing and access control. Furthermore, there is a lack in the state of the art to provide end-to-end big data security solutions based on blockchain technology which integrates data security at rest while transmitting and offering auditing and access control mechanisms. This research intends to solve the above constraints by presenting a comprehensive and general blockchain-based security manager for big data.

III. PROPOSED SECURITY MANAGER

In this section, the proposed security manager for big data is presented. First, we describe the architecture of the proposed solution, then the details of the components and processes of our manager are provided.

A. Manager Architecture

As shown in Fig. 1, the manager elements consist of the following:

- **Data Owner (DO)** is the entity that owns the data and wants to access or store it. DO has full control over his data. DO needs to define policy for his data access, including data access permissions for others.

- **User (U)** is the entity that grants access to request data.

- **BlockChain-based Security Manager (BCSM)** ensures the legitimacy of the system events. The events involve storing big data and metadata and accessing the ledger’s assets and logs. In addition, the BCSM is responsible for managing blockchain. BCSM will communicate with other entities via a secured SSL/TLS connection.

- **Big data Distributed Storage (BDS)** BDS is in charge of storing big data after fragmentation and encryption.

- **The BlockChain (BC)** is responsible for recording security events on the blockchain ledger. It includes the following:
  - **Smart Contract**: represents the following logic:
    1) creating MD and PL and inserting them as assets into ledger DB
    2) managing and accessing these assets according to user or data owner actions
    3) managing the ACL rules used for the authorization process. The smart contract is used to interact with the ledger to read or modify the assets (MD and PL).
BC Peers: There are two types of peers endorser which hold the smart contract and committer; both peers host a copy of blockchain ledger.

Orderers: are a collection of many nodes in charge of generating an ordered list of transactions and creating blocks. Orderer is responsible for transaction hashing and block creation. The separation of smart contract execution and ordering transactions derived from Fabric architecture provides better performance and solves scalability issues compared to other blockchain platforms.

Furthermore, BC is responsible for keeping track of the system auditing logs.

- **On-chain and Off-chain Storage** Recent studies advocate storing the highly critical transactions that must be approved via blockchain consensus in order to avoid overwhelming the blockchain ledger[28]. Due to the limitations in blockchain storage, it is recommended to store the necessary critical data which require tamper-proof. These blockchain difficulties can be improved by using additional mechanisms applied on off-chain data such as fragmentation, scrambling, and calculating the hash of the dataset to preserve it on blockchain for checksum purposes.

Specifically, there are the following components that make up the proposed Security Manager BCSM:

1. **Data Sensitivity Detector (DSD):** The approaches of sensitivity detection are classified as automated, semi-automated, or manual. Our sensitivity detection relies on the data owner’s (DO) policies and requirements. DO needs to specify the level of data sensitivity (high, low, or none) and indicate the sensitive attributes that must be protected.

2. **Data Splitter (DS):** We take advantage of fragmentation techniques to give an extra layer of data security. According to the user requirements, data is divided into sensitive and non-sensitive collections. By computing the SHA-256 for the original file and comparing the hashing result to the result of the file after the reconstruction process, the checksum is utilized to confirm data integrity. The security of sensitive data is handled by our manager based on the level of sensitivity. Scrambling is used to harden the fragmentation process for low-sensitive data, and this is complemented with distributed big data storage partitioning. Furthermore, to minimize the enormous cost of encrypting the entire data volume, our method performs encryption on the high-sensitive part of the
dataset. The details of our fragmentation algorithm is presented in [6].

3) **Data Distributor (DD):** DD assigns dataset-id for each uploaded dataset to be referred to in merged files. It creates MD and PL based on a specific structure and inserts the merged files into big data storage. Moreover, DD sends MD and PL to be kept on the blockchain ledger and managed by the smart contract.

4) **Data Retrieval (DR):** DR gets data-hash and metadata from the blockchain using dataset-id. After that, it requests merged files from the BDS. Finally, the DR decrypts the metadata and sends it to the Data Reconstructor.

5) **Data Reconstructor (DRE):** DRE returns the data to its original version according to the metadata stored in the blockchain. This component applies decryption and defragmentation techniques in order to reconstruct the original data. Furthermore, the data-hash is retrieved to perform the checksum needed to check data integrity.

6) **Access Control Enforcer (ACE):** ACE handles data owner and user authentication and authorization processes. Once the ACE has authenticated the client, the authorization process is started. To verify the identity of a user, ACE employs multi-factor authentication. Data can only be accessed with the privileges specified in PL using ACL rules defined in the blockchain smart contract. Under the PL, only a selected group of users have access to the required data.

7) **Usage Tracker (UT):** This component is responsible for responding to data owner/auditor requests of acquiring auditing information. Auditing information related to data access and usage is retrieved from the blockchain utilizing the traceability feature given by the blockchain.

Fig. 2 illustrates the communication flow during the write operation, highlighting the interactions between different components starting from the Data Owner’s request to upload the dataset to inserting in big data distributed storage. Fig. 3 illustrates the communication flow between several components throughout the reading process for sensitive data.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. **Performance Measurement Tool**

The process of performance evaluation means measuring the system performance, which is under test. This basically includes measuring what occurs when dependent variables are changed. Measuring blockchain network performance has been a significant concern among researchers and developers. The blockchain network consists of several peers that communicate with each other in order to collaborate to perform transactions.

We used Hyperledger Caliper v0.4.2 [29] to evaluate our solution performance. Hyperledger Caliper is a unified blockchain benchmark tool that integrates with different blockchain platforms. It allows us to test the performance of our manager components running under blockchain when interacting with client application requests for dataset read and write operations.

B. **Performance Metrics**

- **Transaction Throughput** is not measuring only at one node but across all nodes in the network. It is the rate at which the blockchain commits valid transactions in a specific time period, represented in transactions per second (tps).

- **Transaction Latency** is the time it takes for the whole network to validate a transaction, including broadcasting and allocation time used by the consensus algorithm.

- **Fail Rate** is described as the amount of failed transactions performed out of the total transactions

C. **Experiment Environment Setup**

Our blockchain platform is Hyperledger Fabric v2.3.3. The experiments were conducted on a host machine equipped with Intel Core i9 2.3 GHz, 16GB DDR6 memory, and a 1TB SSD hard disk. Table 1 discusses the default Fabric experiment setup. In this experiment, read or write operation is performed to virtual Hadoop cluster based on our previous study experiment [6]. The Hadoop cluster consists of one Name node and three Data nodes using the virtual machine manager VirtualBox 6.1.26.

D. **Experiments Profile**

To conduct our experiments, we have developed a Fabric Chaincode (smart contract), which is in charge to represent some functions of our manager components, including the authorization process of ACE, Data Distributor (DD), and Data Retrieval (DR). Moreover, the client application sending write and read requests is also implemented as part of the Caliper workload module to submit the transactions. Our previous experiment [6] started with preparing the dataset by fragmentation and encryption to ensure the efficiency of using the off-chain data storage security. Along with each operation, there is a call to blockchain to handle the management of that operation. In this paper, our concern is to test the performance of blockchain network during reading and writing operations.

| Components                        | Values                     |
|-----------------------------------|----------------------------|
| Number of Organizations           | 2                          |
| Number of Endorser Peers          | 2                          |
| Ordering Service                  | RAFT                       |
| Endorsement Policy                | "OR(‘Org1MSP.peer’), ‘Org2MSP.peer’" |
| Block Size                        | 10 transactions per block  |
| Programming Language for smart contract | Nodejs                  |
| Ledger Database                   | CouchDB                    |
| Number of clients                 | 2                          |
| Transaction duration              | 30s                        |
| Send Rates                        | 50-650 tps                 |
Fig. 2. Sequence Diagram for Writing Operation.

Fig. 3. Sequence Diagram for Reading Operation.

Fig. 4. Write Experiments Results.
E. Results and Analysis

Write Experiments: Fig. 4 plots the experimental results in terms of transaction throughput and latency for write operation. This operation involves two functions which are creating the metadata and permission lists to be stored in ledger CouchDB. The throughput increased linearly with the increase in send rate. The results show a remarkable drop in throughput when the send rate reaches 150 tps. However, the growth of transaction throughput had significant decreased approximately to half of the send rate value when the send rate was above 250 tps. Also, the figure plots the experimental results of transaction latency. When the send rate was above 150 tps, the latency had a significant increase.

Read Experiments: We evaluated the performance of our manager by varying transaction send rates (350 tps to 650 tps) to measure transaction throughput and latency. The Fabric has robust performance for reading and accessing assets stored in its ledger. In our read experiment scenarios, the results show no impact on throughput and average latency for send rates from 50 to 300 tps. The throughput reaches the same value as send rate with the same latency equals 0.01 seconds. Consequently, we started our performance evaluation for reading experiments from 350 tps when the performance showed a significant impact. We configured the test with a different number of transactions in each round of testing. Even though the average latency grows with the number of transactions, the rise is not sharp and growing very slowly. Fig. 5 plots the experimental results in terms of average transaction throughput. As shown in Fig. 5, the solution can process a throughput of around 350 to 628 transactions per second (authorization decisions) with an average latency of 0.07 to 4.25 seconds. Fig.5 shows the transaction throughput increased linearly with the increase in send rate. However, the transaction throughput increased until the send rate reached around 500 tps. The transaction throughput growth decreased when the send rate was above this point. Fig. 5 also shows the results of transaction latency. The transaction latency increases with the increase in the send rate. There is a small growth of latency for send rates from (350 tps to 400 tps). However, the growth of latency is increased from (450 tps to 650 tps).

Endorsement Policy in Write Experiments: Moreover, we evaluate our solution with different endorsement policies. Write experiments include the execution of two functions: (1) createMeta, which creates and inserts metadata into the ledger state (2) createPermission, which creates the permission list then inserts it into the ledger state. As depicted in Fig. 6, the experiment shows an impact on the number of failed transactions. In the case of "OR('Org1MSP.peer')", the peer from organization1 must sign. In the other case, "OR('Org1MSP.peer', 'Org2MSP.peer')", one of any two peers can sign. This experiment indicates that the choice of endorsement policy has a significant impact on the number of invalid transactions.

V. Conclusion

This study presents our proposed manager BCSM, which aims to enhance big data security and privacy. Our security manager is based on blockchain technology, and we have
developed a prototype manager using Hyperledger Fabric and Hadoop to test the feasibility of this solution. We have defined several big data security and privacy issues and proposed our manager to address these issues. Moreover, our solution takes into account the limitation of blockchain insufficient data storage. This solution can effectively solve problems such as big data leakage and tampering. Blockchain technology is still in its early stages. There is a limitation in state of the art to leverage blockchain for improving security for large-scale data application scenarios, particularly in the big data industry. The non-tamperable and traceability of blockchain are expected to have significant benefits in the field. Our manager provides a secure environment for big data sharing, storage, and transmission. The blockchain is in charge of ensuring the security of big data storage and retrieval procedures, as well as access control and auditing mechanisms. Previous studies have not sufficiently addressed big data security issues; for example, they mainly focused on access control, data sharing, and auditing for specific big data applications such as smart homes and healthcare. We believe that almost all big data fields can refer to our suggested solution, which better solves big data security problems and the potential of blockchain technology in the future.
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