MULTIRESOLUTION ANALYSIS FOR MARKOV INTERVAL MAPS

JANA BOHNSTENGEL AND MARC KESSEBÖHMER

Abstract. We set up a multiresolution analysis on fractal sets derived from
limit sets of Markov Interval Maps. For this we consider the $\mathbb{Z}$-convolution of
a non-atomic measure supported on the limit set of such systems and give a
thorough investigation of the space of square integrable functions with respect
to this measure. We define an abstract multiresolution analysis, prove the
existence of mother wavelets, and then apply these abstract results to Markov
Interval Maps. Even though, in our setting the corresponding scaling operators
are in general not unitary we are able to give a complete description of the
multiresolution analysis in terms of multiwavelets.
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1. INTRODUCTION AND MAIN RESULTS

The main aim of this paper is to construct a wavelet basis on limit sets of Markov
Interval Maps (MIM) in the unit interval translated by $\mathbb{Z}$. In this way we extend
the results in [DJ06, BK10], where wavelet bases with respect to singular measures
were provided. For this we first prove that a MIM gives rise to a multiresolution
analysis (MRA) and study the particular case where the underlying measure is
Markovian. This MRA is then reformulated in an abstract way allowing us to
prove the existence of a wavelet basis in this abstract setting.

In the case of a fractal given by an iterated function system (IFS) on $[0, 1]$ there
are several approaches to construct a wavelet basis on the $L^2$-space with respect
to a suitable singular measure which is supported on a so-called enlarged fractal.
The enlarged fractal is derived from the original fractal by first mapping scaled
copies of it to each gap interval and then by taking the union of translates by $\mathbb{Z}$.
defining a dense set in \( \mathbb{R} \). In [DJ06] the authors construct a wavelets basis for fractals on self-similar Cantor sets, i.e. sets that are given by affine IFS with the same scaling factor \( 1/N, N \geq 2 \), for all \( p \leq N \) branches. They consider the \( L^2 \)-space with respect to \( \mu \), the \( \delta \)-dimensional Hausdorff measure restricted to the enlarged fractal, where \( \delta \) denotes the dimension of the Cantor set. In this situation the analysis depends on the two unitary operators \( U \) and \( T \), where \( U \) denotes the scaling operator given by \( Uf := \sqrt{p} f(N \cdot) \) and \( T \) denotes the translation operator given by \( Tf := f(\cdot - 1) \) for \( f \in L^2(\mu) \). Furthermore, a natural choice for a father wavelet \( \varphi \) is the characteristic function on the original fractal. The authors show that for a family of closed subspaces \( (V_j)_{j \in \mathbb{Z}} \) of \( L^2(\mu) \) the following six conditions are satisfied.

\[
\begin{align*}
& \cdots \subset V_{-2} \subset V_{-1} \subset V_0 \subset V_1 \subset V_2 \subset \cdots, \\
& \cap \{j \in \mathbb{Z} \} V_j = \{0\}, \\
& \cap \{j \in \mathbb{Z} \} V_j = \{0\}, \\
& V_{j+1} = UV_j, j \in \mathbb{Z}, \\
& \{T^n \varphi : n \in \mathbb{Z} \} \text{ is an orthonormal basis in } V_0, \\
& U^{-1}TU = T^N. 
\end{align*}
\]

These observations allow the authors to construct a wavelets basis for \( L^2(\mu) \) explicitly in terms of certain filter functions.

In [BK10] we generalize this approach by allowing conformal IFS satisfying the open set condition on \([0,1]\). We choose the measure of maximal entropy supported on the fractal and this measure is extended to a measure \( \mu \) supported on the enlarged fractal in \( \mathbb{R} \). Then similarly as in [DJ06] we construct the wavelet basis via MRA in terms of the unitary scaling operator \( U \) and the unitary translation operator \( T \). Again via filter functions the mother wavelets \( \psi_i, i \in \{1, \ldots, N-1\} \) are defined such that \( \{U^n T^k \psi_i : n, k \in \mathbb{Z}, i \in \{1, \ldots, N-1\}\} \) provides an orthonormal basis of \( L^2(\mu) \).

Here, our aim is to extend the construction of wavelet bases with respect to fractal measures to the construction of wavelet bases on the by \( \mathbb{Z} \) translated limit set of a Markov Interval Map (MIM). A Markov Interval Map consists of a family \( (B_i)_{i=0}^{N-1} \) of closed subintervals in \([0,1]\) with disjoint interior, and a function \( F : \bigcup_{i \in \mathbb{N}} B_i \rightarrow [0,1] \), such that \( F_iB_i \) is expanding and \( C^1 \), \( i \in \mathbb{N} := \{0, \ldots, N-1\} \) and such that \( F(B_i) \cap F(B_j) \neq \emptyset \) implies \( B_j \subset F(B_i) \). Its (fractal) limit set is given by \( X := \bigcap_{i=0}^{\infty} F^{-n} I \), where \( I := \bigcup_{i \in \mathbb{N}} B_i \). By considering its inverse branches \( \pi_i := (F^{-1} B_i)^{-1}, i \in \mathbb{N} \), we obtain a Graph Directed Markov System (see [MU03]) with incidence matrix \( A = (A_{ij})_{i,j \in \mathbb{N}} \), where \( A_{ij} = 1 \) if \( F(B_i) \supset B_j \) and 0 otherwise. For the precise definition see Definition 2.1 and for an explicit example of an MIM see Example 2.2 where we consider the \( \beta \)-transformation. The limit set \( X \) is up to a countable set where it is finite-to-one – homeomorphic to the topological Markov chain \( \Sigma_A := \{\omega = (\omega_0, \omega_1, \ldots) \in \mathbb{N}^\mathbb{N} : A_{\omega_i \omega_{i+1}} = 1 \forall i \geq 0\} \). For the definition of the canonical coding map \( \pi \) from \( \Sigma_A \) to \( X \) see [2.1].

Given a Markov measure \( \hat{\nu} \) on the shift space \( \Sigma_A \) with a probability vector \( (p_i)_{i \in \mathbb{N}} \) and stochastic matrix \( (\pi_{ij})_{i,j \in \mathbb{N}} \), we consider the probability measure \( \nu := \hat{\nu} \circ \pi^{-1} \), to which we also refer as \( \nu \) a Markov measure. The \( \mathbb{Z} \)-convolution (by translations) of \( \nu \) is given by

\[
\nu_Z := \sum_{k \in \mathbb{Z}} \nu(\cdot - k).
\]

Similar to the construction in [BK10] we introduce the scaling operator

\[
Uf(x) := \sum_{k \in \mathbb{Z}} \sum_{j \in \mathbb{N}} \sum_{i \in \mathbb{N}} \sqrt{\frac{p_i}{p_j \pi_{ij}}} \cdot 1_{[j]}(x-k) : f(\tau_j^{-1}(x-k) + j + Nk)
\]
and the translation operator

\[ T f(x) := f(x - 1) \]

for \( f \in L^2(\nu_{\mathbb{Z}}) \) and \( x \in \mathbb{R} \), where \([ij] \subset \mathbb{R}, i, j \in \mathbb{N}\), denotes a cylinder set (see Section 2). It is important to note that in contrast to the construction of the scaling operator for IFS the operator \( U \) is in general not unitary. Nevertheless, we have the following properties.

**Proposition 1.1.** Let \((\varphi_i)_{i \in \mathbb{N}}\) denote a family of father wavelets given by \( \varphi_i := \sqrt{\nu([i])^{-1}} \mathbb{1}_{[i]}, i \in \mathbb{N} \). The translation operator \( T \) and the scaling operator \( U \) satisfy the following properties.

1. \( TU = UT^{N} \),
2. \( \varphi_i = U \sum_{j \in \mathbb{N}} \sqrt{\nu_{[j]}} T^i \varphi_j, i \in \mathbb{N} \),
3. \( \langle T^k \varphi_i | T^l \varphi_j \rangle = \delta_{(k,i),(l,j)}, k, l \in \mathbb{Z}, i, j \in \mathbb{N} \),
4. \( UU^* = id \),
5. \( U^* U = id \) if and only if \( A_{ij} = 1 \) for all \( i, j \in \mathbb{N} \).

For an explicit formula of \( U^* \) see (4.2). As an example for this setting we consider the \( \beta \)-transformation.

**Example 1.2 (\( \beta \)-transformation).** Let \( \beta := \frac{1 + \sqrt{5}}{2} \) denote the golden mean. Then the \( \beta \)-transformation is given by \( F : [0, 1] \to [0, 1], x \mapsto \beta x \mod 1 \) (see Figure 1.1 for the graph of \( F \)). This map can be considered as a MIM as follows. In this case we have \( X := [0, 1] \) and the inverse branches are \( \tau_0(x) := \frac{x}{\beta}, x \in [0, 1] \), and \( \tau_1(x) := \frac{x + 1}{\beta^2}, x \in [0, \beta - 1] \). We may choose the two intervals \( B_0 := [0, \beta - 1] \) and \( B_1 := [\beta - 1, 1] \) and the corresponding transition matrix is then given by

\[
A := \begin{pmatrix} 1 & 1 \\ 1 & 0 \end{pmatrix}.
\]

From [Rén57, Par60] we know that there exists an invariant measure \( \nu \) absolutely continuous to the Lebesgue measure restricted to \([0, 1]\) with density \( h \) given by

\[
h(x) := \begin{cases} 
\frac{5 + 3\sqrt{5}}{10} & \text{for } 0 \leq x < \frac{\sqrt{5} - 1}{2}, \\
\frac{5 + \sqrt{5}}{10} & \text{for } \frac{\sqrt{5} - 1}{2} \leq x < 1.
\end{cases}
\]
Figure 1.2. The graph of $U (\text{id}_{[0,1]}).$

The measure $\nu$ can be represented on $\Sigma_A$ by a stationary Markov measure with the stochastic matrix

$$ \Pi := \begin{pmatrix} \beta - 1 & 2 - \beta \\ 1 & 0 \end{pmatrix} $$

and probability vector $p := \left( \frac{\beta}{\sqrt{\beta}}, \frac{\beta - 1}{\sqrt{\beta}} \right)$. The scaling operator $U$ acting on $L^2(\nu_Z)$ is then given for $x \in \mathbb{R}$ by

$$ U f(x) = \sum_{k \in \mathbb{Z}} \left( \sqrt{\beta} \mathbb{1}_{[0,\beta-2]}(x - k) + \mathbb{1}_{[\beta-2,\beta-1]}(x - k) \right) \cdot f(\beta(x - k) + 2k). $$

For the father wavelets we may choose $\varphi_0 = \left( \sqrt{5}/\beta \right)^{1/2} \mathbb{1}_{[0,\beta-1]}$ and $\varphi_1 = \left( \sqrt{5}\beta \right)^{1/2} \mathbb{1}_{[\beta-1,1]}$. We illustrate the action of $U$ in Figure 1.2 where $U$ is applied to the identity map $\text{id}_{[0,1]} : x \mapsto x$, restricted to $[0,1]$; that is for $x \in [0,1]$ we have

$$ U (\text{id}_{[0,1]}) x = \left( \sqrt{\beta} \mathbb{1}_{[0,\beta-2]}(x) + \mathbb{1}_{[\beta-2,\beta-1]}(x) + \beta \cdot \mathbb{1}_{[\beta-1,1]}(x) \right) \beta x. $$

We further generalize our construction by considering non-atomic probability measures $\nu$ on $X$ which we do not assume to be Markovian. In this case it is natural to consider more than just one scaling operator $U$. More precisely, we consider a family of scaling operators $(U^{(n)})_{n \in \mathbb{Z}}$, which allow us to construct an orthonormal wavelet basis. For this we define $U^{(0)} := \text{id}$ and for $f \in L^2(\nu_Z)$ and $n \in \mathbb{N}$ we let

$$ (1.3) \quad U^{(n)} f(x) := \sum_{k \in \mathbb{Z}} \sum_{\omega \in \Sigma_A} \sum_{j \in \Delta} \sqrt{\frac{\nu_Z(j)}{\nu_Z(\omega j)}} \mathbb{1}_{\omega j}(x - k) \cdot f(\tau^{-1}_\omega(x - k) + \sum_{i=0}^{n-1} \omega_{n-1-i} N^i + N^nk) $$
and
\[ U^{(-n)} f(x) := \sum_{k \in \mathbb{Z}} \sum_{\omega \in \Sigma_{\mathbb{N}}^a} \sum_{j \in \mathbb{N}} \sum_{l \in \mathbb{N}} \sqrt{\nu_z([j])} \varphi_j \left( x - \sum_{i=0}^{n-1} \omega_{n-1-i} N^i - N^k \right) \]
(1.4)

It is straightforward to verify that if the measure \( \nu \) is Markovian, then we have \( U^{(n)} = U^n \) for \( n \in \mathbb{N}_0 \) and \( U^{(-n)} = (U^*)^n \), \( n \in \mathbb{N} \). More details are provided in Section 4.3. Furthermore, the operators \( (U^{(n)})_{n \in \mathbb{Z}} \) and \( T \) satisfy the following relations.

**Proposition 1.3.** Let \( (\varphi_j)_{j \in \mathbb{N}} \) denote the family of father wavelets given by \( \varphi_i = (\nu_z([i]))^{-1/2} \mathbb{1}_{[i]} \), \( i \in \mathbb{N} \). The translation operator \( T \) and the family of scaling operators \( (U^{(n)})_{n \in \mathbb{Z}} \) satisfy the following.

1. \( TU^{(n)} = U^{(n)} T^{N^n} \), \( n \in \mathbb{N} \).
2. \( U^{(-n)} T \varphi_j = T^{N^n} U^{(-n)} \varphi_j \), \( n \in \mathbb{N} \), \( j \in \mathbb{N} \).
3. \( \varphi_i = U^{(1)} T^i \sum_{j \in \mathbb{N}} \sqrt{\nu_z([j])} \varphi_j \), \( i \in \mathbb{N} \).
4. \( (U^{(n)} T^k \varphi_j (U^{(n)} T^{N^n}) \varphi_j) = \delta(k, i) \), \( n, k, l \in \mathbb{Z} \), \( i, j \in \mathbb{N} \).
5. \( U^{(n)} U^{(-n)} = \text{id} \), \( n \in \mathbb{N} \).
6. If \( U^{(n)} T^k \varphi_j \neq 0 \), then \( U^{(-n)} U^{(n)} T^k \varphi_j = T^k \varphi_j \), \( n \in \mathbb{N} \), \( k \in \mathbb{Z} \), \( j \in \mathbb{N} \).

The properties of \( (U^{(n)})_{n \in \mathbb{Z}} \) and \( T \) lead us to the following abstract definition of a multiresolution analysis which involves more than one father wavelet. In the literature these functions are sometimes called multiwavelets (cf. [Alp93]).

**Definition 1.4 (Abstract MRA).** Let \( \mu \) be a non-atomic measure on \((\mathbb{R}, \mathcal{B})\).

1. Let \( (U^{(n)})_{n \in \mathbb{Z}} \) and \( T \) be bounded, linear operators on \( L^2(\mu) \) such that \( T \) is unitary and \( U^{(0)} = \text{id} \). We say \( (\mu, (U^{(n)})_{n \in \mathbb{Z}}, T) \) allows a two-sided multiresolution analysis (two-sided MRA) if there exists a family \( \{V_j : j \in \mathbb{Z}\} \) of closed subspaces of \( L^2(\mu) \) and a family of functions (called father wavelets) \( \varphi_j \in L^2(\mu) \), \( j \in \mathbb{N} \), \( N \in \mathbb{N} \), with compact support, such that the following conditions are satisfied.
   a. \( \cdots \subset V_{-2} \subset V_{-1} \subset V_0 \subset V_1 \subset V_2 \subset \ldots \),
   b. \( cl \bigcup_{j \in \mathbb{Z}} V_j = L^2(\mu) \),
   c. \( \bigcap_{j \in \mathbb{Z}} V_j = \{0\} \),
   d. \( (U^{(n)} \{T^k \varphi_j : k \in \mathbb{Z}, j \in \mathbb{N}\}) \setminus \{0\} \), \( n \in \mathbb{Z} \), is an orthonormal basis of \( V_0 \),
   e. \( U^{(n)} \{T^k \varphi_i : k \in \mathbb{N}, i \in \mathbb{N}\} \subset \text{span} U^{(n+1)} \{T^k \varphi_i : k \in \mathbb{N}, i \in \mathbb{N}\} \), \( n \in \mathbb{N}_0 \) and \( U^{(-n)} \{\varphi_i : i \in \mathbb{N}\} \subset \text{span} U^{(-n+1)} \{T^k \varphi_i : i \in \mathbb{N}, k \in \mathbb{N}\} \), \( n \in \mathbb{N}_0 \),
   f. \( T U^{(n)} |_{V_0} = U^{(n)} T^{N^n} |_{V_0} \) and \( U^{(-n)} T |_{V_0} = T^{N^n} U^{(-n)} |_{V_0} \), \( n \in \mathbb{N}_0 \).

2. Let \( (U^{(n)})_{n \in \mathbb{N}_0} \) and \( T \) be linear operators on \( L^2(\mu) \), \( T \) unitary, and let \( U^{(0)} = \text{id} \). We say \( (\mu, (U^{(n)})_{n \in \mathbb{N}_0}, T) \) allows a one-sided multiresolution analysis (one-sided MRA) if there exists a family \( \{V_j : j \in \mathbb{N}_0\} \) of closed subspaces of \( L^2(\mu) \) and a family of functions (called father wavelets) \( \varphi_j \in L^2(\mu) \), \( j \in \mathbb{N}_0 \), \( N \in \mathbb{N}_0 \), \( N \in \mathbb{N} \), with compact support, such that the following conditions are satisfied.
   a. \( V_0 \subset V_1 \subset V_2 \subset \ldots \),
   b. \( cl \bigcup_{j \in \mathbb{Z}_0} V_j = L^2(\mu) \),
(c) $\{U^{(n)} \{ T^k \varphi_j : k \in \mathbb{Z}, j \in N \} \} \setminus \{0\}$, $n \in \mathbb{N}_0$, is an orthonormal basis of $V_n$.
(d) $U^{(n)} \{ T^k \varphi_i : k \in N^n, i \in N \} \subset \text{span}U^{(n+1)} \{ T^k \varphi_i : k \in N^{n+1}, i \in N \}$, $n \in \mathbb{N}$.
(e) $TU^{(n)}|_{V_0} = U^{(n)}T^{N^n}|_{V_0}$, $n \in \mathbb{N}$.

Our next theorem shows that the abstract MRA holds in particular for MIM as introduced above.

**Theorem 1.6.** Let $(U^{(n)})_{n \in \mathbb{N}_0}$ be given as in (1.3). Then $\left(U_{Z}, (U^{(n)})_{n \in \mathbb{N}_0}, T \right)$ allows a one-sided MRA, where the father wavelets are set to be $\varphi_i := (U_{Z}(i))^{-1/2} \mathbb{1}_i$, $i \in N$.

For the abstract MRA we show that there always exists an orthonormal wavelet basis.

**Theorem 1.6.** Let $\mu$ be a non-atomic measure on $\mathbb{R}$, $(U^{(n)})_{n \in \mathbb{Z}}$ be a family of bounded, linear operators on $L^2(\mu)$ and $T$ be a unitary operator on $L^2(\mu)$. If $(\mu, (U^{(n)})_{n \in \mathbb{Z}}, T)$ allows a two-sided MRA with father wavelets $\varphi_j$, $j \in N$, then there exist for every $n \in \mathbb{N}_0$ numbers $d_n \in N^{n+2}$, $q_n \in N^{n+1}$, $\nu_n \in N$, with $d_n \geq q_n$, $d_n \geq q_n$, and two families of mother wavelets $\psi_{n,l} : l \in d_n - q_n$, $\psi_{n,l} : l \in d_n - q_n$, $n \in \mathbb{N}_0$, such that the following set of functions defines an orthonormal basis for $L^2(\mu)$

\[
\{ T^k \psi_{n,l} : n \in \mathbb{N}_0, l \in d_n - q_n, k \in \mathbb{Z} \}
\]

\[
\cup \{ T^{N^n} \psi_{n,l} : n \in \mathbb{N}, l \in d_n - q_n, k \in \mathbb{Z} \}.
\]

**Remark 1.7.** We give a precise construction for the family of mother wavelets $\psi_{n,l}$ in Section 3. More precisely, for each $n \in \mathbb{Z}$ we consider the linear subspace $W_n := V_{n+1} \cap V_n$, where the closed subspaces $V_n$ of $L^2(\mu)$ are given in Definition 1.4 [13], and the finite family of functions $\{ \psi_{n,l} : l \in d_n - q_n \}$ and show that for $n \geq 0$ \{ $T^k \psi_{n,l} : k \in \mathbb{Z}, l \in d_n - q_n \}$, and respectively for $n < 0$ \{ $T^{N^n} \psi_{n,l} : k \in \mathbb{Z}, l \in d_n - q_n \}$, defines an orthonormal basis of $W_n$.

Note that for IFS the mother wavelets are typically constructed in terms of so-called filter functions. We will see in Section 5 that an analogous construction is possible if the measure $\nu$ is Markovian.

An immediate consequence of the proof of Theorem 1.6 is the following corresponding result for the one-sided MRA.

**Corollary 1.8.** Let $\mu$ be a non-atomic measure on $\mathbb{R}$, $(U^{(n)})_{n \in \mathbb{N}_0}$ a family of bounded, linear operators on $L^2(\mu)$ and $T$ a unitary operator on $L^2(\mu)$. If $(\mu, (U^{(n)})_{n \in \mathbb{N}_0}, T)$ allows a one-sided MRA with the father wavelets $\varphi_j$, $j \in N$, then there exist for every $n \in \mathbb{N}_0$ numbers $d_n \in N^{n+2}$, $q_n \in N^{n+1}$ with $d_n \geq q_n$ and a family of mother wavelets $\psi_{n,l} : l \in d_n - q_n$, $n \in \mathbb{N}_0$, such that the following set of functions defines an orthonormal basis for $L^2(\mu)$

\[
\{ T^k \psi_{n,l} : n \in \mathbb{N}_0, l \in d_n - q_n, k \in \mathbb{Z} \} \cup \{ T^k \varphi_i : k \in \mathbb{Z}, n \in N \}.
\]

The construction for a MIM with an underlying Markov measure $\nu$ belongs to a specific class. In this class the scaling operators $U^{(n)}$ can be represented multiplicatively. In our general framework we say that $(\mu, (U^{(n)})_{n \in \mathbb{N}_0}, T)$ is multiplicative if there exists a linear, bounded operator $U$ on $L^2(\mu)$ such that for $n \in \mathbb{N}_0 U^{(n)} = U^n$. 

and \( \mathcal{U}^{(-n)} = (\mathcal{U}^*)^n \). The results concerning the mother wavelets simplify in this case as a consequence of the following lemma.

**Lemma 1.9.** Let us assume that \( (\mu, (\mathcal{U}^{(n)})_{n \in \mathbb{N}_0}, \mathcal{T}) \) allows a two-sided MRA with the closed subspaces \( V_n \) of \( L^2(\mu) \) from Definition 1.4 \( [10] \) and set \( W_n := V_{n+1} \oplus V_n \), \( n \in \mathbb{Z} \).

- If \( \mathcal{U}^{(n)} = \mathcal{U}^n \) for \( n \in \mathbb{N} \) then \( W_n = \mathcal{U}^n W_0 \), \( n \in \mathbb{N} \).
- If \( \mathcal{U}^{(-n)} = (\mathcal{U}^*)^n \) for \( n \in \mathbb{N}_0 \) then \( W_{-n} = (\mathcal{U}^*)^{n-1} W_{-1} \).

Thus, we only have to find appropriate mother wavelets for \( W_0 \) and \( W_{-1} \) and obtain a wavelet basis then by applying repeatedly \( \mathcal{U} \). More precisely, this observation allows us to derive the following corollary from the Theorem 1.6.

**Corollary 1.10.** If \( (\mu, (\mathcal{U}^{(n)})_{n \in \mathbb{N}_0}, \mathcal{T}) \) is multiplicative, then there exists an orthonormal basis of \( L^2(\mu) \) of the form

\[
\left\{ \mathcal{U}^n T^k \psi_l : n \in \mathbb{N}_0, \omega \in \Sigma_A^n, k = \sum_{i=0}^{n-1} \omega_i N^i + N^m m, m \in \mathbb{Z}, l \in d_1 - N \right\}
\cup \left\{ (\mathcal{U}^*)^n T^k \psi_{-l} : n \in \mathbb{N}_0, k \in \mathbb{Z}, l \in d_{-1} - N \right\},
\]

where the functions \( \psi_l, l \in d_1 - N \), and \( \psi_{-l}, l \in d_{-1} - N \), are given explicitly in Remark 5.6.

The above corollary applied to Example 1.2 leads to the following construction.

**Example** (Example 1.2 (continued)). The mother wavelet is

\[
\psi = \left( \frac{\sqrt{5}(2 - \beta)}{2} \right)^{1/2} \mathbb{1}_{[0,(\beta-1)^2]} - \left( \frac{\sqrt{5}}{5} \right)^{1/2} \mathbb{1}_{[(\beta-1)^2,\beta-1)}
\]

and so a basis is given by

\[
\{ T^k \varphi_1 : k \in 2\mathbb{Z} + 1 \} \cup \{ U^n T^k \psi : k \in D_n, n \in \mathbb{N} \} \cup \{ (U^*)^n T^k \psi : k \in \mathbb{Z}, n \in \mathbb{N} \},
\]

where

\[
D_n := \left\{ \sum_{j=0}^{n-1} k_j 2^j + 2^n l : (k_j)_{j \in \mathbb{Z}} \in \{0,1\}^n, k_j \cdot k_{j-1} = 0, j \in n-1, l \in \mathbb{Z} \right\}.
\]

The proof that this indeed defines a orthonormal basis will be postponed to Section 4.3.

In the case of a MRA for a MIM with Markov measure \( \nu \) we have in particular that \( \mathcal{U}^{(n)} = \mathcal{U}^n \) and \( \mathcal{U}^{(-n)} = (\mathcal{U}^*)^n \) and we even obtain a stronger correspondence between Markov measures for MIM and a two-sided MRA.

**Theorem 1.11.** We have that \( (\nu_z, (\mathcal{U}^{(n)})_{n \in \mathbb{Z}}, \mathcal{T}) \) allows a two-sided MRA with the father wavelets \( \varphi_i := (\nu_z([i]))^{-1/2} \mathbb{1}_{[i]}, i \in \mathbb{N}, \) if and only if the measure \( \nu \) is Markovian.

In the case of \( \nu \) being a Markov measure we even have a stronger property apart from being multiplicative, that is we have \( \varphi_j \in \text{span} \mathcal{U} \{ T^j \varphi_i : i \in \mathbb{N} \} \) for each \( j \in \mathbb{N} \). We call a MRA with this property translation complete. We further investigate multiplicative MRA which are translation complete in Section 5.2. In this situation we derive a 0-1-valued transition matrix \( A \) given by \( A_{ij} = 0 \) if and only if \( \mathcal{U}^j \varphi_j = 0 \) and show that for MIM the matrix coincides with the incidence matrix. This observation is used to construct the mother wavelets in a simpler way by considering for each father wavelet a unitary matrix to obtain coefficients for the
corresponding mother wavelets. We will use this approach to construct the mother wavelets for MIM.

We would like to point out some interesting connections to \(C^*-\)algebras of Cuntz-Krieger type. We start by further considering the scaling operator \(U\) for the MRA in the setting of a MIM with the incidence matrix \(A\) and Markov measure \(\nu\). We can also write the operator \(U\) in a different way using the representation of a Cuntz-Krieger-algebra. For this we consider the partial isometries \(\nu\) given in \([\beta]\) and there is one approach for the specific case of a graph wavelet for MIM.

The spaces \(V_l\) for finite graphs with no sinks, which can be associated to Cuntz-Krieger-algebras. These graph wavelets are a useful tool for spatial network traffic analysis, compare \([\gamma]\).

The scaling operator \(U\) acting on \(L^2(\nu)\) can then alternatively be written in terms of the partial isometries as

\[
U = \sum_{k \in \mathbb{Z}} \sum_{j \in \mathbb{N}} \sum_{i \in \mathbb{N}} \sqrt{\frac{p_i}{\pi_{ji}}} T^k S_j \mathbb{1}_{[i]} T^{-j+Nk},
\]

where we notice that \(S_j \mathbb{1}_{[i]}, j, i \in \mathbb{N},\) acts on \(L^2(\nu)\). We can also write \(U^*\) in terms of the partial isometries \(S_i, i \in \mathbb{N}\). In this way we obtain

\[
U^* = \sum_{k \in \mathbb{Z}} \sum_{j \in \mathbb{N}} \sum_{i \in \mathbb{N}} \sqrt{\frac{\pi_{ji}}{p_i}} T^{j+Nk} \mathbb{1}_{[i]} S_j^* T^{-k}.
\]

The spaces \(V_n, n \in \mathbb{N}_0\), can also be written in terms of the isometries \(S_i, i \in \mathbb{N}\), that is for \(n \in \mathbb{N}\) a basis of \(V_n\) is given by

\[
\left\{ \sqrt{\frac{p_i}{\pi_{\omega_{n-1}i}}} T^l S_\omega \varphi_i : l \in \mathbb{Z}, \omega \in \Sigma^n, i \in \mathbb{N} \right\}.
\]

Let us finish this section by commenting on some known results in the literature connected to the results in here. Up to our knowledge there are at least two further approaches to construct a wavelet basis on the limit sets of MIM, namely \([\gamma]\) and there is one approach for the specific case of a \(\beta\)-transformation given in \([\beta]\). In \([\gamma]\) Marcolli and Paolucci consider the limit set \(X\) of a MIM inside the unit interval consisting of the inverse branches \(\tau_i(x) = \frac{x+i}{i+1}\) for \(i \in \mathbb{N}\) with some transition rule encoded in a matrix \(A\). This limit set can be associated with a Cantor set inside the unit interval. The Cantor set is then equipped with the Hausdorff measure of the appropriate dimension \(\delta\). If all transitions were allowed, the limit set would coincide with a usual Cantor set given by an affine iterated function system. They then use the representation of the Cuntz-Krieger-algebra \(O_A\), where \(A\) is the transition matrix, for the construction of the orthonormal system of wavelets on \(L^2(H^\delta \chi)\) and not a multiresolution analysis. Their proofs mainly rely on results in \([\beta]\). Finally, Marcolli and Paolucci give a possible application where they adapt the construction of a wavelet basis to graph wavelets for finite graphs with no sinks, which can be associated to Cuntz-Krieger-algebras. These graph wavelets are a useful tool for spatial network traffic analysis, compare \([\gamma]\) and \([\gamma]\).
In [KS10] the authors construct a Haar basis analogous to the wavelet basis construction in [DJ06] for the middle third Cantor set for a one-sided topologically exact subshift of finite type and with respect to a Gibbs measure $\mu_\phi$ for a Hölder continuous potential $\phi$. The construction is then used to obtain a spectral triple in the framework of non-commutative geometry.

The construction of wavelet basis in different spaces than $L^2(\lambda)$, where $\lambda$ is the Lebesgue measure on $\mathbb{R}$, may lead to a further understanding of non-commutative geometry in the sense that we can obtain a “Fourier” or wavelet basis for quasi lattices or quasi crystals.

As an essential non-linear example for the construction of a wavelet basis on limit sets of MIM one can take the limit set of a Kleinian group together with the measure of maximal entropy or the Patterson-Sullivan measure, compare Example 2.3.

As an example we apply the construction to a $\beta$-transformation, where $\beta$ denotes the golden mean, i.e. $\beta = \frac{1+\sqrt{5}}{2}$, compare Example 1.2. In this way we obtain a wavelet basis for $L^2(\nu\mathbb{Z})$, where $\nu$ is the invariant measure for this transformation, compare [Ren75, Par60]. This measure is absolutely continuous with respect to the Lebesgue measure. In [GP96], Gazeau and Patera construct a similar basis to ours for the $\beta$-transformation with respect to the Lebesgue measure on $\mathbb{R}$. They use instead of a translation by the group $\mathbb{Z}$ a translation by so called $\beta$-integers which consider the $\beta$-adic expansion and are obtained by a so-called greedy algorithm. There are some common features between our construction and the one in [GP96] like both give characteristic functions on intervals depending on powers of $\beta$. But since we consider different measures we have different coefficients.

The paper is organized as follows. In Section 2 we provide some basic definitions and introduce MIM. In Section 3 we elaborate the abstract MRA for families of operators $(U(n))_{n \in \mathbb{Z}}$ and give a proof of Theorem 1.6. In Section 3.2 we then consider the special case of multiplicative systems. In Section 3.3 we prove how the condition of translation completeness simplifies the construction of the mother wavelets. The rest of this paper is devoted to the special case of a MRA for MIM. In Section 4 we start with a family of operators $(U(n))_{n \in \mathbb{Z}}$ acting on $L^2(\nu\mathbb{Z})$ for an arbitrary non-atomic probability measure $\nu$ on the limit set of an MIM in the unit interval translated by $\mathbb{Z}$ and show that a one-sided MRA is always satisfied. If on the other hand a two-sided MRA holds, we then prove that the measure $\nu$ is necessarily Markovian. The construction of the mother wavelets will be given explicitly. In Section 4.3 we give an explicit construct of the wavelet basis if the measure $\nu$ is Markovian.

Finally, in Section 5 we show how low-pass filters and high-pass filters can be employed to construct mother wavelets for multiwavelets for MIM with an underlying Markov measure.

### 2. Markov Interval Maps

In this section we give some basic definitions and notations. We consider fractals given as limit sets of one-dimensional Markov Interval Maps.

**Definition 2.1.** Let $(B_i)_{i \in \mathbb{N}}$ be closed intervals in $[0, 1]$ with disjoint interior. Define $I := \bigcup_{i \in \mathbb{N}} B_i$ and $F : I \to [0, 1] \land C^1$ on each $B_i$, $i \in \mathbb{N}$, such that if $F(B_i) \cap B_j \neq \emptyset$ then $B_j \subset F(B_i)$ for $i, j \in \mathbb{N}$. We call the system $\left( (B_i)_{i \in \mathbb{N}}, F \right)$ a Markov Interval Map and its limit set is defined as $X := \bigcap_{n=0}^{\infty} F^{-n} I$.

**Remark 2.2.**
A fundamental domain of the action of \(\langle g, h \rangle\) on the Poincaré disc model.

The corresponding Bowen-Series map.

Figure 2.1. Example of a Fuchsian group.

(1) If \(F(B_i) = [0,1]\) for each \(i \in \mathbb{N}\), then \((X,F)\) corresponds to an iterated function system (IFS).

(2) We define the inverse branches \(\tau_i := (F|_{B_i})^{-1}, i \in \mathbb{N}\). The family \((\tau_i)_{i \in \mathbb{N}}\) is called a one-dimensional graph directed Markov system (GDMS) with the incidence matrix \(A = (A_{ij})_{i,j=0}^{N-1}\) which is obtained by

\[
A_{ij} := \begin{cases} 1, & \text{if } B_j \subset F(B_i) \\ 0, & \text{else} \end{cases}
\]

and it follows that \(F(B_i) = \bigcup_{j \in \mathbb{N}, A_{ij}=1} B_j\).

Example 2.3. An example is a convex, co-compact Kleinian group, as an example consider Figure 2.1a. The limit set can be considered as the limit set of the Bowen-Series map, which gives rise to a Markov Interval Map, compare Figure 2.1b. The limit set is the set that is obtained by successive application of these four maps, where the composition of \(g_i\) and \(g_i^{-1}\) are forbidden. A typical measure to be studied would be the measure of maximal entropy or the conformal measure (of maximal dimension).

Next we consider the corresponding shift space. Consider the alphabet \(\mathbb{N} = \{0, \ldots, N-1\}\). The limit set \(X\) is then homeomorphic (mod \(\nu\)) to the set of all admissible words

\[
\Sigma_A := \{\omega = (\omega_0, \omega_1, \ldots) \in \mathbb{N}^N : A_{\omega_i \omega_{i+1}} = 1 \forall i \geq 0\}\.
\]

The homeomorphism is given, for \(x \in X\), by

\[
\pi : \Sigma_A \to X \quad \omega \mapsto \lim_{n \to \infty} \tau_{\omega_0} \circ \cdots \circ \tau_{\omega_n}(x),
\]

which is independent of the particular choice of \(x \in X\).

Remark 2.4. Furthermore, we define the cylinder sets for \(\omega_0, \ldots, \omega_k \in \mathbb{N}, k \in \mathbb{N}_0\), as

\[
[\omega_0 \ldots \omega_k] := \{(\omega'_0, \omega'_1, \ldots) \in \Sigma_A : \omega_i = \omega'_i, i \in \{0, \ldots, k\}\}.
\]
If for some \( i \in \{0, \ldots, k-1\} \) \( A_{\omega_{i+1}|\omega_i} = 0 \) then \([\omega_0 \ldots \omega_k] = \emptyset\).

Then the sets \( B_i \) and \( F(B_i) \) for \( i \in \mathbb{N} \) are homeomorphic \((\text{mod } \nu)\) to the following sets in the shift space:

\[
\pi^{-1}(B_i) = [i]
\]

and

\[
\pi^{-1}(F(B_i)) = \{ \omega = (\omega_0, \omega_1, \ldots) \in \Sigma_A : A_{i\omega_0} = 1 \}.
\]

The dynamic of \( F \) is conjugated to the shift dynamic \( \sigma : \Sigma_A \rightarrow \Sigma_A, \sigma(\omega_0, \omega_1, \ldots) = (\omega_1, \omega_2, \ldots) \) and consequently, the functions \( \tau_i \) correspond to the inverse branches of the shift function, i.e. \( \tau_i \circ \pi(\omega_0, \omega_1, \ldots) = \pi(i, \omega_0, \omega_1, \ldots) \), for \( \omega \in \pi^{-1}(F(B_i)) \), \( i \in \mathbb{N} \).

Furthermore, let us fix the following notation.

- \( \Sigma_A^n := \{ \omega = (\omega_0, \ldots, \omega_{n-1}) \in \Sigma_A^n : A_{\omega_{i+1}|\omega_i} = 1 \text{ for all } i \in \{0, \ldots, n-1\} \} \)
  defines the set of admissible words of length \( n \in \mathbb{N} \).
- \( \Sigma_A^\infty \) stands for all finite words, i.e. \( \Sigma_A^\infty = \bigcup_{n \geq 1} \Sigma_A^n \).
- For \( \omega \in \Sigma_A^n \) we define \( \tau_0 := \tau_{\omega_0} \circ \tau_{\omega_1} \circ \cdots \circ \tau_{\omega_{n-1}} \).
- For \( \omega \in \Sigma_A^n \), \( \tau \in \Sigma_A^m \) we define their concatenation
  \( \omega \tau := (\omega_0, \ldots, \omega_{n-1}, \tau_0, \ldots, \tau_{m-1}) \)
  which is an element of \( \Sigma_{A}^{n+m} \) whenever \( A_{\omega_{n-1}\tau_0} = 1 \).

As a measure on \( X \) we could consider for instance the pull-back under \( \pi \) of Gibbs measures on \( \Sigma_A \) (for definitions see e.g. [KS10]).

Now we define the appropriate space for which we want to construct a wavelet basis.

**Definition 2.5.** Let \( \tilde{\nu} \) be a probability measure on \((\Sigma_A, B)\) and \( \nu = \tilde{\nu} \circ \pi^{-1} \). Define the *enlarged fractal* by

\[
R = \bigcup_{k \in \mathbb{Z}} X + k
\]

and define the \( \mathbb{Z} \)-convolution \( \nu_{\mathbb{Z}} \) of the measure \( \nu \) for a Borel set \( B \) by

\[
\nu_{\mathbb{Z}}(B) = \sum_{k \in \mathbb{Z}} \nu(B-k),
\]

which clearly is an invariant measure under \( \mathbb{Z} \)-translation.

**Remark 2.6.** One example is the space \( L^2(\Sigma_A, \mu_\phi) \), where \( \Sigma_A \) denotes a one-sided topologically exact subshift of finite type. An important class of measures on \( \Sigma_A \) are given by invariant Gibbs measure with respect to a Hölder continuous potential \( \phi \in C(\Sigma_A, \mathbb{R}) \), denoted by \( \mu_\phi \), compare [KS10]. \( \mu_\phi \) corresponds to the measure \( \tilde{\nu} \) in Definition 2.5.

In the following we use the convention \( 0^{-1} \cdot \mathbb{1}_{\emptyset} = 0 \). For simplicity we let \([\omega_0, \ldots, \omega_{n-1}]\) also denote the sets \( \tau_{\omega_0} \circ \cdots \circ \tau_{\omega_{n-1}}(X) \) using the identification by \( \pi \). Furthermore, in Section 3 the measure \( \nu \) supported on \([0, 1]\) always corresponds to a measure \( \nu \) on \( \Sigma_A \) by \( \nu = \nu \circ \pi^{-1} \) and \( \nu_{\mathbb{Z}} \) denotes the measure obtained from \( \nu \) by \( \mathbb{Z} \)-convolution.

3. **Abstract Multiresolution analysis**

In this section we give a proof of Theorem 1.6. To do so we first construct mother wavelets explicitly and in the next step we prove that these give indeed an orthonormal basis. In this section we fix \( \left( \mu, \left( U^{(n)} \right)_{n \in \mathbb{Z}}, \mathcal{T} \right) \) which allows a two-sided MRA. For the construction of an ONB we cannot define the mother wavelets in terms of filter functions due to the fact that we have more than one father wavelet.
Lemma 3.3. of Definition 1.4.

Remark 3.2

Let $\mathbb{T}$ be the unit circle and $\mathbb{R}$ the real line. Consider a measurable space $(X, \mathcal{A}, \mu)$ and a unitary operator $T: L^2(X) \to L^2(X)$ with spectral measure $\lambda_T$. For $f \in L^2(X)$, we define the high-pass filter $m_j(z) = \sum_{k \in \mathbb{Z}} b_j^k z^k$, where $b_j^k \in \mathbb{C}$, such that $\varphi = \varphi_0(T)$. For the construction of the mother wavelets, we look for $N - 1$ high-pass filters $m_j : \mathbb{T} \to \mathbb{T}$ of the form $m_j : z \mapsto \sum_{k \in \mathbb{Z}} b_j^k z^k$, $b_j^k \in \mathbb{C}$, $j \in \mathbb{N} \setminus \{0\}$, where $N \in \mathbb{N}$ is connected to the scaling since it indicates on which interval $[0, N]$ the unit interval is mapped when the operator $T$ is applied to $1_{[0,1]}$. The high-pass filters are chosen, such that the matrix $M(z) := \frac{1}{\sqrt{N}} (m_j(z))_{j,t \in \mathbb{N}}$, where $\rho = e^{2\pi i/N}$ is unitary for almost all $z \in \mathbb{T}$. In terms of these high-pass filters the mother wavelets are defined as $\psi_j = \varphi_j(T)\varphi$, $j \in \mathbb{N} \setminus \{0\}$.

We first notice that for $n \in \mathbb{N}$

\[(l, j) \in \mathbb{N}^n \times \mathbb{N} \Rightarrow \left\{ \begin{array}{ll}
(\lfloor k/N \rfloor, (k)_N) : k \in \mathbb{N}^{n+1} \end{array} \right\},
\]

where $(m)_N := m \mod N$ and $\lfloor x \rfloor = \max_{k \in \mathbb{Z}, k \leq x}(k)$ is the largest integer not exceeding $x$.

Clearly from the definition of the MRA, Definition 1.4, we have the following:

1. If for $n \in \mathbb{N}_0$, $k \in \mathbb{N}^{n+1}$, $U^{(n)} \mathcal{T}^{(n)} \varphi_{(k)_N} \neq 0$, there exists uniquely determined $(a_{m,k}^n)_{m \in \mathbb{N}^{n+2}} \in \mathbb{C}^{N^{n+2}}$ such that

\[
U^{(n)} \mathcal{T}^{(n)} \varphi_{(k)_N} = U^{(n+1)} \sum_{m \in \mathbb{N}^{n+2}} a_{m,k}^n \mathcal{T}^{(n+1)} \varphi_{(m)_N},
\]

and

\[
(a_{m,k}^n = 0, m \in \mathbb{N}^{n+2}, \text{ if } U^{(n+1)} \mathcal{T}^{(n+1)} \varphi_{(m)_N} = 0).
\]

2. If $U^{(-n)} \varphi_i \neq 0$, $n \in \mathbb{N}$, $i \in \mathbb{N}$, there exists uniquely determined coefficients $(b_{m,i}^n)_{m \in \mathbb{N}^2} \in \mathbb{C}^{N^2}$ such that

\[
U^{(-n)} \varphi_i = U^{(-n+1)} \sum_{m \in \mathbb{N}^2} b_{m,i}^n \mathcal{T}^{(n)} \varphi_{(m)_N},
\]

and

\[
(b_{m,i}^n = 0, m \in \mathbb{N}^2, \text{ if } U^{(-n+1)} \mathcal{T}^{(n+1)} \varphi_{(m)_N} = 0).
\]

Remark 3.2. We only consider $U^{(-n)} \varphi_i$, since $U^{(-n)} \mathcal{T}^{k} \varphi_i = T^{N^n k} U^{(-n)} \varphi_i$ by Definition 1.4.

Lemma 3.3. The following holds for the coefficients $(a_{m,k}^n)_{m \in \mathbb{N}^{n+2}}$, $k \in \mathbb{N}^{n+1}$, $n \in \mathbb{N}_0$, and $(b_{m,i}^n)_{m \in \mathbb{N}^2}$, $i \in \mathbb{N}$, $n \in \mathbb{N}$.

1. For fixed $n \in \mathbb{N}_0$, define

\[
Q_n := \left\{ m \in \mathbb{N}^{n+1} : U^{(n)} \mathcal{T}^{n} \varphi_{(m)_N} \neq 0 \right\}.
\]

Then the vectors $v_k = (a_{m,k}^n)_{m \in \mathbb{N}^{n+2}}$, $k \in Q_n$, are orthonormal.

2. For fixed $n \in \mathbb{N}$, define

\[
Q_{-n} := \left\{ m \in \mathbb{N} : U^{(-n)} \varphi_m \neq 0 \right\}.
\]

Then the vectors $w_i = (b_{m,i}^n)_{m \in \mathbb{N}^2}$, $i \in Q_{-n}$, are orthonormal.
Proof. ad (1): For fixed $n \in \mathbb{N}_0$, let $k, l \in Q_n$, then

$$
\delta_{(k,l)} = \langle U^{(n+1)}(\frac{\cdot}{n}), \phi_{(k,l)} \rangle = \sum_{m \in \mathbb{N}^{n+2}} a_{m}^{n,k} \langle U^{(n)}(\frac{\cdot}{n}), \phi_{m} \rangle \sum_{m \in \mathbb{N}^{n+2}} a_{m}^{n,l} \langle U^{(n)}(\frac{\cdot}{n}), \phi_{m} \rangle
$$

$$
= \sum_{m \in \mathbb{N}^{n+2}} a_{m}^{n,k} a_{m}^{n,l}.
$$

ad (2): Follows analogously to (1). \(\Box\)

3.1. Proof of Theorem 1.6. The aim is to prove the existence of a basis as given in Theorem 1.6. For this we divide the proof in two parts. First we construct coefficients such that the functions $\psi_{n,k}$ given in (3.6) and (3.7) give an orthonormal basis. In the second part we verify that these functions give indeed an orthonormal basis. We prove these parts first for $n \in \mathbb{N}_0$ and then for $n \in \mathbb{Z}, n < 0$. We define the mother wavelets for each scale $n \in \mathbb{Z}$ such that we obtain with their translates a basis for $W_n = V_{n+1} \oplus V_n$, where $V_n$ is given in Definition 1.4 [14]. Define for $n \in \mathbb{N}_0$

$$
D_n := \{m \in \mathbb{N}^{n+2} : a_{m}^{n,k} \neq 0 \text{ for some } k \in Q_n \},
$$

$$
D_{-n} := \{m \in \mathbb{N}_0 \setminus \mathbb{N}^{n+2} : a_{m}^{n,k} \neq 0 \text{ for some } k \in Q_{-n} \},
$$

and $d_n := \text{card } D_n$, $d_{-n} := \text{card } D_{-n}$.

- The mother wavelets for the subspaces $W_n$, $n \in \mathbb{N}_0$, of the MRA shall have the form for $k \in d_n - q_n$ with $q_n := \text{card } Q_n$

$$
\psi_{n,k} := U^{(n+1)}(\frac{\cdot}{n}) \sum_{m \in \mathbb{N}^{n+2}} c_{m}^{n,k} \langle \frac{\cdot}{n}, \phi_{m} \rangle,
$$

where the coefficients $c_{m}^{n,k} \in \mathbb{C}$ are given in (3.8).

- For the negative index subspaces $W_{-n}$, $n \in \mathbb{N}$, of $L^2(\mu)$ we define the mother wavelets in terms of the coefficients of the matrix in (3.9) for $n \in \mathbb{N}$ and $k \in d_{-n} - q_{-n}$, as

$$
\psi_{-n,k} := U^{(-n+1)}(\frac{\cdot}{n}) \sum_{m \in \mathbb{N}_0} c_{m}^{-n,k} \langle \frac{\cdot}{n}, \phi_{m} \rangle.
$$

The coefficients $c_{m}^{n,k} \in \mathbb{C}$, $c_{m}^{-n,k} \in \mathbb{C}$ are determined in the following via the Gram-Schmidt process.

For the definition of the basis we fix $n \in \mathbb{N}_0$ and we construct an orthonormal basis for $\mathbb{C}^{d_n}$ in the following way. Consider $(a_{m}^{n,k})_{k \in Q_n, m \in D_n}$. This is a $(q_n \times d_n)$-matrix.

Now we consider $d_n - q_n$ vectors $e_{i}, i \in d_n - q_n$, of length $d_n$ which are linearly independent of the vectors $(a_{m}^{n,k})_{m \in D_n, k \in Q_n}$. Via the Gram-Schmidt process we obtain $d_n - q_n$ orthonormal vectors $(c_{m}^{n,i})_{m \in D_n}, i \in d_n - q_n$, of length $d_n$ which are orthonormal to $(a_{m}^{n,k})_{m \in D_n, k \in Q_n}$. We extend the vectors $(c_{m}^{n,i})_{m \in D_n}$ to some of length $N^{n+2}$ by $c_{m}^{n,i} = 0$ if $m \in \mathbb{N}^{n+2} \setminus D_n$ and we define a matrix $C_n := (c_{m}^{n,k})_{k \in d_n - q_n, m \in \mathbb{N}^{n+2}}$ of size $(d_n - q_n) \times N^{n+2}$ and $A_n := (a_{m}^{n,k})_{k \in Q_n, m \in \mathbb{N}^{n+2}}$ of size $q_n \times N^{n+2}$. So we obtain a matrix of size $d_n \times N^{n+2}$ by

$$
\mathcal{M}_n := \left( \begin{array}{c}
A_n \\
C_n
\end{array} \right).
$$

Now we turn to the construction of the coefficients for $\psi_{-n,k}, n \in \mathbb{N}$, in (3.7). For each $-n, n \in \mathbb{N}$, we define an orthonormal basis of $\mathbb{C}^{d_{-n}}$ in the following way.
Consider \((b^n_{m,k})_{k \in \mathbb{Q}^{-n}, m \in \mathbb{D}^{-n}}\). This is a \((q_{-n} \times d_{-n})\)-matrix. Now we consider \(d_{-n} - q_{-n}\) vectors which are linearly independent of \((b^n_{m,k})_{m \in \mathbb{D}^{-n}}\). Via the Gram-Schmidt process we obtain \(d_{-n} - q_{-n}\) orthonormal vectors \((c^{n,i}_{m})_{m \in \mathbb{D}^{-n}}, i \in \{d_{-n} - q_{-n}\}\) of length \(d_{-n}\) which are orthonormal to \((b^n_{m,k})_{m \in \mathbb{D}^{-n}}\). In the last step we extend the vectors \((c^{n,i}_{m})_{m \in \mathbb{D}^{-n}}\) to some of length \(N^2\) by defining \(c^{n,i}_m = 0\) if \(m \notin N^2 \setminus \mathbb{D}^{-n}\). Now we define \(D_n := (c^{n,i}_m)_{i \in \{d_{-n} - q_{-n}\}, m \in N^2}\) and \(\mathcal{B}_n := (b^n_{m,k})_{k \in \mathbb{Q}^{-n}, m \in N^2}\) such that

\[
\mathcal{M}_n := \left( \begin{array}{c} \mathcal{B}_n \\ D_n \end{array} \right)
\]

is a matrix of size \(d_{-n} \times N^2\).

In the next step we show that we obtain indeed an orthonormal basis with these mother wavelets given in (3.6) and (3.7). First we prove this for \(n \in \mathbb{N}_0\). Recall that \(W_n = V_{n+1} \oplus V_n\) for \(n \in \mathbb{N}_0\). Consequently, \(\text{cl}(\bigcup_{n \in \mathbb{N}_0} W_n \cup V_0) = L^2(\mu)\) since for every \(n \in \mathbb{N}_0\) it follows iteratively that \(V_{n+1} = \bigoplus_{k=n}^\infty W_k \oplus V_0\). Now we show that for fixed \(n \in \mathbb{N}\) we have that \(\{T^r \psi_{n,k} : k \in d_{n-q_n}, l \in \mathbb{Z}\}\) is an orthonormal basis of \(W_n\). First we show the orthonormality.

To show the orthonormality of \(T^r \psi_{n,k}\) and \(T^s \psi_{n,l}\), \(r, s \in \mathbb{Z}, k, l \in d_{n-q_n}\), it is sufficient to consider \(T^r \psi_{n,k}\) and \(\psi_{n,l}\) since the operator \(T\) is unitary. The orthonormality follows then from

\[
\langle T^r \psi_{n,k} | \psi_{n,l} \rangle = \langle \sum_{m \in N^{n+2}} c_{m,n,k} T^{(n+1)} T^{[n+1]} \varphi_{(m)_N} | \sum_{m \in N^{n+2}} c_{m,n,l} T^{[n+1]} \varphi_{(m)_N} \rangle = \sum_{m \in N^{n+2}} \sum_{s \in N^{n+2}} c_{m,n,k,s} \langle T^{n+1} \varphi_{(m)_N} | T^{[n+1]} \varphi_{(s)_N} \rangle = \sum_{m \in N^{n+2}} \sum_{s \in N^{n+2}} \delta_{n^2, n} \cdot \delta_{k,l} \cdot \delta_{m,n} \cdot \delta_{s,n} = \delta_{r,0} \cdot \delta_{k,l}.
\]

In the next step we show that \(V_{n+1} = V_n \oplus W_n\). We consider a basis element of \(V_{n+1}\) of the form \(U^{(n+1)} T^{[n+1]} \varphi_{(k)_N}\), \(k \in N^{n+2}\), and show that it is a linear combination of functions \(U^{(n)} T^{[n]} \varphi_{(l)_N}\) and \(\psi_{n,m}\), \(l \in N^{n+1}\), \(m \in d_{n-q_n}\). It is sufficient to consider only \(k \in N^{n+2}\) by Definition 1.4(e). If \(U^{(n+1)} T^{[n+1]} \varphi_{(k)_N} = 0\) it is obvious satisfied. If \(U^{(n+1)} T^{[n+1]} \varphi_{(k)_N} \neq 0, k \in N^{n+2}\), it can be written as the
following linear combination:

\[ \mathcal{U}^{(n+1)} \mathcal{T}^{\frac{1}{2}} | \varphi(k)_N \]

\[ = \mathcal{U}^{(n+1)} \left( \sum_{m \in \mathbb{N}^{n+2}} \left( \sum_{l \in Q_n} \sum_{l \in d_n-q_n} a_{n,l}^m \mathcal{T}^{\frac{m}{2}} | \varphi(m)_N \right) \right) \]

\[ = \mathcal{U}^{(n+1)} \left( \sum_{l \in Q_n} \sum_{m \in \mathbb{N}^{n+2}} a_{n,l}^m \mathcal{T}^{\frac{m}{2}} | \varphi(m)_N \right) \]

\[ = \sum_{l \in Q_n} b_{n,l}^m \mathcal{T}^{\frac{1}{2}} | \varphi(l)_N \]

\[ = \sum_{l \in Q_n} b_{n,l}^m \mathcal{T}^{\frac{1}{2}} | \varphi(l)_N \]

\[ = \sum_{l \in Q_n} b_{n,l}^m \mathcal{T}^{\frac{1}{2}} | \varphi(l)_N \]

If we consider \( \mathcal{T} \psi_{n,k} \) and \( \mathcal{T} \psi_{m,s} \) for \( n, m \in \mathbb{N}, n \neq m, l, r \in \mathbb{Z}, k \in d_n-q_n, s \in d_m-q_m \), the orthonormality follows from \( \mathcal{T} \psi_{n,k} \in W_n, \mathcal{T} \psi_{m,s} \in W_m \) and by the definition of \( W_n, W_m \).

Now we consider the closed subspaces \( V_n \) of \( L^2(\mu) \) with \( n < 0 \) and show the analogous results. We show that for fixed \( n \in \mathbb{N} \) \( \{ \mathcal{T}^{n+1} \psi_{n,l} : l \in d_n-q_n, k \in \mathbb{Z} \} \)

is an orthonormal basis of \( W_{-n} = V_{-n+1} \ominus V_{-n} \). First we show that any function \( \mathcal{U}^{(-n+1)} \varphi_j \) can be written as a linear combination of functions \( \mathcal{U}^{(-n)} \varphi_i \) and \( \psi_{-n,l} \), \( i \in \mathbb{N}, l \in d_n-q_n \). This linear combination is precisely

\[ \mathcal{U}^{(-n+1)} \varphi_j \]

\[ = \mathcal{U}^{(-n+1)} \left( \sum_{m \in \mathbb{N}^2} \left( \sum_{l \in Q_n} \sum_{l \in d_n-q_n} b_{n,l}^m \mathcal{T}^{\frac{1}{2}} | \varphi(m)_N \right) \right) \]

\[ = \mathcal{U}^{(-n+1)} \left( \sum_{l \in Q_n} \sum_{m \in \mathbb{N}^2} b_{n,l}^m \mathcal{T}^{\frac{1}{2}} | \varphi(m)_N \right) \]

\[ = \sum_{l \in Q_n} \sum_{m \in \mathbb{N}^2} b_{n,l}^m \mathcal{T}^{\frac{1}{2}} | \varphi(m)_N \]

\[ = \sum_{l \in Q_n} \sum_{m \in \mathbb{N}^2} b_{n,l}^m \mathcal{T}^{\frac{1}{2}} | \varphi(m)_N \]

We have to show the orthonormality only for \( \psi_{-n,l} \) and \( \psi_{-n,k} \) since \( \mathcal{T} \) is a unitary operator and \( \mathcal{U}^{(-n+1)} \mathcal{T}^{\frac{1}{2}} \varphi_j \) are mapped to orthonormal functions. For \( \psi_{-n,l} \) and \( \psi_{-n,k} \), \( l, k \in d_n-q_n \), the orthonormality follows from

\[ \langle \psi_{-n,l} | \psi_{-n,k} \rangle = \left( \sum_{m \in \mathbb{N}^2} c_{m,l} \mathcal{U}^{(-n+1)} \mathcal{T}^{\frac{1}{2}} | \varphi(m)_N \right) \left( \sum_{m \in \mathbb{N}^2} c_{m,k} \mathcal{U}^{(-n+1)} \mathcal{T}^{\frac{1}{2}} | \varphi(m)_N \right) \]

\[ = \sum_{m \in \mathbb{N}^2} c_{m,l} c_{m,k} = \delta_{l,k}. \]
Furthermore, it follows that $L^2(\mu) = \bigoplus_{k \in \mathbb{Z}} W_k$, since we have shown before that $\text{cl} \left( \bigcup_{n \in \mathbb{N}_0} W_n \cup V_0 \right) = L^2(\mu)$. Consequently, we have that

$$\{ T^l \psi_{n,k} : n \in \mathbb{Z}, k \in d_n - q_n, l \in \mathbb{Z} \}$$

is an ONB of $L^2(\mu)$.

Remark 3.4. For the proof of Corollary 1.8 we have to consider the first part of the proof of Theorem 1.6 and show the orthonormality between $\psi_{n,k}$ and $\varphi_i$ in addition, which follows from the construction of the mother wavelets.

3.2. Abstract multiplicative Multiresolution analysis. In this section we want to consider how the general results simplify if we impose the extra condition of a multiplicative MRA.

Recall from the introduction that in the case of Definition 1.4, we say that we have a multiplicative MRA if there exists an operator $U$ such that $U^{(n)} = U^n$ for all $n \in \mathbb{N}$ and $U^{(-n)} = (U^*)^n$, $n \in \mathbb{N}$. We then say $(\mu, (U^n, (U^*)^m)_{n \in \mathbb{N}_0}, T)$ allows a two-sided multiplicative MRA.

The key observation is contained in Lemma 1.9 which we prove first.

Proof of Lemma 1.9. Recall that $\{ T^l \psi_{0,k} : k \in d_0 - N, l \in \mathbb{Z} \}$ is an orthonormal basis of $W_0$. We have $\psi_{0,k} = \sum_{m \in \mathbb{N}_2} a_{m,k} U^m \sum_{l \in \mathbb{Z}} c_{l,j}^0 U^j \varphi(l)_{N}$ and we show that for fixed $n \in \mathbb{N}$, $U^n W_0 = W_n$. First it follows that $U^n T^m \psi_{0,k} \in W_n \subset V_{n+1}$, $n \in \mathbb{N}$, $m \in \mathbb{Z}$, since

$$U^n T^m \psi_{0,k} = \sum_{l \in \mathbb{N}^2} c_{l,j}^0 U^n + 1 T^l + j + N^m \varphi(l)_{N}$$

and

$$\langle U^n T^m \psi_{0,k}, U^n T^r \varphi_i \rangle = \langle U^n T^m \sum_{l \in \mathbb{N}^2} c_{l,j}^0 U^l + j + N^m \varphi(l)_{N}, U^n T^r \sum_{l \in \mathbb{N}^2} a_{j,l}^0 U^l + j \varphi(l)_{N} \rangle = \langle U^n + 1 T^N m \sum_{l \in \mathbb{N}^2} c_{l,j}^0 U^l + j + N^m \varphi(l)_{N}, U^n + 1 T^N r \sum_{l \in \mathbb{N}^2} a_{j,l}^0 U^l + j \varphi(l)_{N} \rangle = \delta_{m,r}, \sum_{l \in \mathbb{N}^2} c_{l,j}^0 a_{l,i}^0 = 0.$$ Consequently, $U^n W_0 \subset W_n$. Now consider $U^{n + 1} T^m \varphi_j \in V_{n+1}$, $m \in \mathbb{N}$, $j \in \mathbb{N}$, and we show that this can be written as a linear combination of functions $U^n T^l \varphi_i$ and $U^n T^r \psi_{0,k}$, $l, r \in \mathbb{Z}$, $i \in \mathbb{N}$, $k \in d_0 - N$, by considering the scalar product. First we recall that $U^l + j \varphi(l)_{N} = \sum_{i \in \mathbb{N}} \frac{1}{2^N} \varphi_i + \sum_{l \in d_0 - N} c_{l,j}^0 \psi_{0,l}$ for $k \in \mathbb{N}^2$ from the proof of Theorem 1.6 and hence for $k \in \mathbb{N}^2$

$$1 = \langle U^l + j \varphi(l)_{N}, \sum_{i \in \mathbb{N}} a_{k}^0 \varphi_i + \sum_{l \in d_0 - N} c_{l,k}^0 \psi_{0,l} \rangle = \sum_{i \in \mathbb{N}} a_{k,i}^0 \sum_{l \in d_0 - N} c_{l,k}^0 \psi_{0,l}.$$
It follows that for $m \in \mathbb{N}^{n+2}$ with $m = k + N^2k_1$, $k \in \mathbb{N}^2$, $k_1 \in \mathbb{N}^n$, we have $\lfloor \frac{m}{N} \rfloor = \lfloor \frac{k}{N} \rfloor + Nk_1$ and $(m)_N = (k)_N$, and so
\[
\langle U^{n+1}T_{\frac{k}{N}} + Nk_1, \varphi(k) \rangle \langle U^nT_{k_1} \sum_{i \in \mathbb{N}} d_{k+i} \varphi_i + U^nT_{k_1} \sum_{l \in d_0-N} c_{k+l} \psi_{0,l} \rangle \\
= \langle U^{n+1}T_{\frac{k}{N}} + Nk_1, \varphi(k) \rangle \langle U^nT_{k_1} \sum_{i \in \mathbb{N}^2} a_{i,l} \sum_{l \in N^2} c_{i,l} \psi_{0,l} \rangle \\
+ \langle U^{n+1}T_{\frac{k}{N}} + Nk_1, \varphi(k) \rangle \langle U^nT_{k_1} \sum_{l \in d_0-N} c_{k+l} \sum_{i \in N^2} c_{i,l} \psi_{0,l} \rangle \\
= \langle T_{\frac{k}{N}} + Nk_1, \varphi(k) \rangle \langle T^{Nk_1} \sum_{i \in \mathbb{N}} d_{i,k} \sum_{l \in N^2} c_{i,l} \psi_{0,l} \rangle \\
+ \langle T_{\frac{k}{N}} + Nk_1, \varphi(k) \rangle \langle T^{Nk_1} \sum_{l \in d_0-N} c_{k+l} \sum_{i \in N^2} c_{i,l} \psi_{0,l} \rangle \\
= \sum_{i \in \mathbb{N}} d_{i,k} a_{i,l} + \sum_{l \in d_0-N} c_{k+l} c_{0,l} \\
= 1.
\]

Now we notice that we can write any element $k \in \mathbb{Z}$ as $k = k_0 + N^{n+2}l$ for some $k_0 \in \mathbb{N}^{n+2}$ and $l \in \mathbb{Z}$. Consequently, with $TU|_{V_0} = TU|_{V_0}$ we obtain the general result for $U^{n+1}T_{\frac{k}{N}} \varphi(j)$, $k \in \mathbb{Z}$, $j \in \mathbb{N}$.

To obtain $W_{-n} = (U^*)^n W_{-1}$, $V_{-1} = V_0 \cap W_{-1}$, $n \in \mathbb{N}$, we can proceed as above. First we have from the proof of Theorem 3.6 that $\psi_{-1,k} = \sum_{i \in N^2} c_{i,0} T_{\frac{k}{N}} \varphi(i)_N$ and that $\varphi(j), j \in \mathbb{N}$, can be represented as $\varphi_j = \sum_{i \in \mathbb{N}} b_{i,j} U^\ast \varphi_i + \sum_{l \in d_0-N} e_{l,j} \psi_{1,j,1}$. With these observations we obtain as above that
\[
\langle (U^*)^n T^m \varphi_j \rangle (U^*)^{n-1} T^l \psi_{-1,k} = 0
\]
and
\[
\langle (U^*)^{n-1} T^k \varphi_j \rangle (U^*)^n \sum_{i \in N} b_{i,j}^{1-i,1} \varphi_i + (U^*)^{n-1} \sum_{l \in d_0-N} e_{l,j}^{1-i,1} \psi_{-1,l} = 1.
\]

**Remark 3.5.** If we have $TU^\ast = id$, then $W_0 = U(W_{-1})$. Notice that $U$ is not necessarily injective on $W_{-1}$.

Now we turn to the mother wavelets.

**Remark 3.6.** If $U^{(n)} = U^n$, $U^{(-n)} = (U^*)^n$, then we only consider the mother wavelets for $k \in \frac{d_0-N}{d_0-N}$. So
\[
\psi_0,k = U \sum_{l \in N^2} c_{l}^{0,k} T_{\frac{1}{N}} \varphi(l)_N,
\]
where the coefficients are from (3.2) and we define $\psi_k := \psi_{0,k}$.

For the negative indexed part of the construction we write for $k \in d_0-N$
\[
\psi_{-k} = \sum_{l \in N^2} c_{l,0} T_{\frac{1}{N}} \varphi(l)_N.
\]
3.3. **Translation completeness.** In the following we assume a stronger condition than (1.3) of Definition 1.4, namely that the father wavelets are translation complete, i.e. for \( j \in \mathbb{N} \),

\[
\varphi_j \in \text{span} \{ T^j \varphi_i : i \in \mathbb{N} \}.
\]

This condition implies that there exist complex numbers \( a_i^{0,j} \), \( i \in \mathbb{N} \), such that

\[
\varphi_j = \sum_{i \in \mathbb{N}} a_i^{0,j} U T^j \varphi_i.
\]

We would like to point out that this condition is also satisfied for the particular case of MIM where the father wavelets \( \varphi_j \), \( j \in \mathbb{N} \), are chosen to be the scaled characteristic functions on the cylinder sets \( [j] \) (see Section 4).

We have that (3.2) takes the following form for \( k \in \mathbb{Z} \), \( j \in \mathbb{N} \), \( n \in \mathbb{N} \),

\[
U^n T^k \varphi_j = \sum_{i \in \mathbb{N}} a_i^{0,j} U^{n+1} T^{N k + \left\lfloor \frac{1}{q} \right\rfloor} \varphi_{(N)}
\]

and under condition (3.10) this simplifies to

\[
U^n T^k \varphi_j = \sum_{i \in \mathbb{N}} a_i^{0,j} U^{n+1} T^{N k + j} \varphi_i.
\]

To simplify the notation we set \( a_j^i := a_i^{0,j} \). We now show that condition (3.10) allows us to simplify the construction of the mother wavelets.

**Lemma 3.7.** Under condition (3.10) one possible choice of the matrix \( M_0 \) in (3.8) has a block structure consisting of \( \mathcal{N} \) blocks.

**Proof.** Define \( Q^k := \{ j \in \mathbb{N} : U T^k \varphi_j \neq 0 \} \) and \( q^k := \text{card} \ Q^k \) for each \( k \in \mathbb{N} \). Then \( (a_j^i)^{j \in Q^k} \) is a vector of length \( q^k \) and we choose \( q^k - 1 \) linearly independent vectors to \( (a_j^i)^{j \in Q^k} \) of length \( q^k \). Via the Gram-Schmidt process we obtain vectors \( (c_j^{l,i})^{j \in Q^k} \), \( l \in q^k \{0\} \), orthonormal to \( (a_j^i)^{j \in Q^k} \). By setting \( c_j^{k,l} = 0 \) if \( j \in \mathbb{N} \{Q^k \) we extend the vectors \( (c_j^{k,l})^{j \in Q^k} \) to \( (c_j^{k,l})^{j \in \mathbb{N}} \). Then \( M_k := \left( \begin{array}{c} (a_j^i)^{j \in \mathbb{N}} \\ (c_j^{k,l})^{j \in q^k \{0\}, i \in \mathbb{N}} \end{array} \right) \) is a matrix of size \( q^k \times \mathcal{N} \).

The matrix \( \tilde{M}_0 = (h_{ij})_{i \in q^0\mathbb{N}, j \in \mathbb{N}^2} \) given with the blocks \( M_k \), \( k \in \mathbb{N} \), by for \( k = 0 \)

\[
(h_{ij})_{i \in q^0\mathbb{N}, j \in \mathbb{N}^2} = M_0,
\]

for \( k \in \mathbb{N} \{0\} \)

\[
(h_{ij})_{i \in \sum_{l=0}^{k} q^0\sum_{j \in \{0\}, i \in \{k+1\}, j \in \mathbb{N}} = M_k
\]

and otherwise zero satisfies the conditions imposed on \( M_0 \) in (3.8), i.e. if we restrict the columns to those in \( D_1 \), it is unitary, and \( \tilde{M}_0 \) is of size \( q_1 \times \mathbb{N}^2 \) since \( \sum_{k \in \mathbb{N}} q^k = q_1 \). We notice that \( \tilde{M}_0 \) is ordered in a different way than \( M_0 \), since the rows \( (a_j^i)^{j \in Q^k} \) are not grouped in \( M_0 \).

**Remark 3.8.**

1. If \( \mathcal{U}^{(n)} = U^n \), \( \mathcal{U}^{(-n)} = (U^*)^n \) and (3.10), the mother wavelets take the simpler form for \( k = 0 \), \( l \in q^0 \{0\} \) and for \( k \in \mathbb{N} \{0\} \), \( l \in \sum_{i=0}^{k-1} q^i \), as

\[
\psi_l = \sum_{j \in \mathbb{N}} c_j^{k,l} U T^k \varphi_j,
\]
where the coefficients are as constructed in Lemma 3.7. For negative indexed part we define for \(k \in d_{-1} - N\)

\[
\psi_{-k} = \sum_{i \in N}^{N} c_{i}^{-1,k} T(i) \varphi_{(i)N}.
\]

(2) In the case of (3.10), or the slightly weaker statement

\[
U^{(n)} T^{(j)} \varphi_{(k)N} = \sum_{i \in N}^{N} a_{i}^{n,k} U^{(n+1)} T^{N(i)N} \varphi_{i}
\]

we can obtain the coefficients for the mother wavelets by constructing for each \(k \in N^n\) with \(U^{(n)} T^{k} \varphi_{j} \neq 0\) for at least one \(j \in N\) a matrix of size \(q^{n,k} \times q^{n,k}\), where \(q^{n,k} = \text{card}\{j \in N : U^{(n)} T^{k} \varphi_{j} \neq 0\}\) instead of one unitary matrix of size \(d_{n} \times d_{n}\). In this way we need at most \(N^n\) matrices on the scale \(n \in N\).

Now we turn to a correspondence to the construction of a wavelet basis for MIM. The next proposition shows how the incidence matrix of MIM plays a role in the MRA.

**Proposition 3.9.** In the case of \(U^{(n)} = (U^{(1)})^n, n \in N_0\), \((3.10)\) and if it further holds that \(a_{i,j}^{k,j} \neq 0\) if and only if \(U T^{j} \varphi_{i} \neq 0, i,j \in N\), then we have for \(n \in N, k \in Z, U T^{k} \varphi_{j} \neq 0\) if and only if for all \(i = 0, \ldots, n - 2, U T^{k+i} \varphi_{k_i} \neq 0\) and \(U T^{k} \varphi_{j} \neq 0\), where \(k = \sum_{i=0}^{n-1} k_{i} N^{i} + l N^{n}, k_{i} \in N, i \in n, l \in Z\).

**Proof.** We prove this for \(k = k_{0} + N k_{1}, k_{0}, k_{1} \in N\). The general result follows iteratively. Notice that \(U T^{k} \varphi_{j} = U T^{k_{1}} \varphi_{j} \neq 0\). Consequently, from \(U T^{k_{1}} \varphi_{j} \neq 0\) it follows that \(U T^{k_{0}} \varphi_{j} \neq 0\). Besides we have that

\[
U T^{k_{1}} \varphi_{k_{0}} = U T^{k_{1}} \sum_{i \in N}^{N} a_{i}^{k_{0}} U T^{k_{0}} \varphi_{i} = U^{2} T^{N_{k_{1}}+k_{0}} \sum_{i \in N}^{N} a_{i}^{k_{0}} \varphi_{i} \neq 0
\]

if \(U T^{k_{1}} \varphi_{k_{0}} \neq 0\) and \(U T^{k_{0}} \varphi_{j} \neq 0\) then

\[
U T^{N_{k_{1}}+k_{0}} \varphi_{j} = U T^{k_{1}} U T^{k_{0}} \varphi_{j}
\]

\[
= \left(a_{j}^{k_{0}}\right)^{-1} U T^{k_{1}} \left(\varphi_{k_{0}} - \sum_{i \in N \setminus \{j\}} a_{i}^{k_{0}} U T^{k_{0}} \varphi_{i}\right)
\]

\[
= \left(a_{j}^{k_{0}}\right)^{-1} \left(U T^{k_{1}} \varphi_{k_{0}} - \sum_{i \in N \setminus \{j\}} a_{i}^{k_{0}} U^{2} T^{N_{k_{1}}+k_{0}} \varphi_{i}\right)
\]

\[
\neq 0,
\]

since \(U T^{k_{1}} \varphi_{k_{0}} = \sum_{i \in N \setminus \{j\}} a_{i}^{k_{0}} U T^{N_{k_{1}}+k_{0}} \varphi_{i} = a_{j}^{k_{0}} U T^{N_{k_{1}}+k_{0}} \varphi_{j} \neq 0\). \(\square\)

**Remark 3.10.** We can show the same result if for some \(c \in R\), we have \(U^{(n)} T^{k} \varphi_{j} = c (U^{(1)})^{n} T^{k} \varphi_{j}\) for all \(n \in N, k \in N^n\) and \(j \in N\) and \((3.10)\), where \(c\) may depend on \(n,k,j\).

Under the conditions of Proposition 3.9 we can give a \(N \times N\) matrix \(A\), which coincides with the incidence matrix in the case of MIM given by \(A = (A_{ij})_{i,j \in N}\) with

\[
A_{ij} := \begin{cases} 0, & \text{if } U T^{n} \varphi_{j} = 0, \\ 1, & \text{else}. \end{cases}
\]
4. Applications to Markov Interval Maps

4.1. Multiresolution Analysis for MIM. Now we apply the results of Section 3 to Markov Interval Maps. More precisely, we construct a wavelet basis on the $L^2$-space of a limit set of a Markov Interval Map translated by $\mathbb{Z}$ with respect to a measure. First we consider the case where we do not have any relation between the measures of $\nu_Z([ij])$ and $\nu_Z([i])$, $\nu_Z([j])$. In this case we cannot define only one operator $U$, but on each scale $n \in \mathbb{Z}$ we consider a different operator $U^{(n)}$. Consequently, we obtain a family of operators $(U^{(n)})_{n \in \mathbb{Z}}$.

The operators $(U^{(n)})_{n \in \mathbb{Z}}$ and $T$ are defined in (1.3), (1.4) and (1.2) respectively.

Remark 4.1.

(1) Notice that in general we have $U^{(1)} U^{(1)} \neq U^{(2)}$ since the multiplicative constant $\sqrt{\frac{\nu_Z([j])}{\nu_Z([i])}}$ for $U^{(1)}$ and $\sqrt{\frac{\nu_Z([i])}{\nu_Z([k])}}$ for $U^{(2)}$ on the cylinder sets may differ.

(2) The operator $T$ is unitary.

(3) The operators $(U^{(n)})_{n \in \mathbb{Z}}$ are well defined, namely for $f \in L^2(\nu_Z)$ we have $U^{(n)} f \in L^2(\nu_Z)$.

Define the $N$ father wavelets as $\varphi_i := (\mu([i]))^{-1/2} 1_{[i]}$ for $i \in \mathbb{N}$.

Remark 4.2. Notice that for $\omega \in \Sigma^n_A$, $j \in \mathbb{N}$ and $k \in \mathbb{Z}$ with $k = \sum_{i=0}^{n-1} \omega_{n-1-i} N^i + N^n l$, $l \in \mathbb{Z}$, we have

\[ U^{(n)} T^k \varphi_j = \begin{cases} 0, & \text{if } A_{\omega l} = 0, \\ (\nu_Z([\omega j]))^{-1/2} T^l \varphi_{j}, & \text{else.} \end{cases} \]

Now we turn to the proof of the properties of $(U^{(n)})_{n \in \mathbb{Z}}$ and $T$ stated in Proposition 1.3.

Proof of Proposition 1.3. ad (1): Let $n \in \mathbb{N}$, $f \in L^2(\nu_Z)$, $x \in \mathbb{R}$, then

\[ T U^{(n)} f(x) = \sum_{l \in \mathbb{Z}} \sum_{\omega \in \Sigma^n_A} \sum_{j \in \mathbb{N}} \sqrt{\frac{\nu_Z([j])}{\nu_Z([\omega j])}} 1_{[\omega j]}(x-l) \cdot f \left( T^{\omega^{-1}} (x-l) + \sum_{i=0}^{n-1} \omega_{n-1-i} N^i + N^n l \right) \]

\[ = \sum_{l \in \mathbb{Z}} \sum_{\omega \in \Sigma^n_A} \sum_{j \in \mathbb{N}} \sqrt{\frac{\nu_Z([j])}{\nu_Z([\omega j])}} 1_{[\omega j]}(x-l) \cdot f \left( T^{\omega^{-1}} (x-l) + \sum_{i=0}^{n-1} \omega_{n-1-i} N^i + N^n l - N^n \right) \]

\[ = U^{(n)} T^{\omega^{-1}} f(x). \]

ad (3): Let $i \in \mathbb{N}$, $x \in \mathbb{R}$, then

\[ \varphi_i(x) = (\nu_Z([i]))^{-1/2} \sum_{j \in \mathbb{N}} 1_{[ij]}(x) \]

\[ = \sum_{j \in \mathbb{N}} \sqrt{\frac{\nu_Z([ij])}{\nu_Z([i])}} \cdot (\mu([ij]))^{-1/2} 1_{[ij]}(x) \]

\[ = \sum_{j \in \mathbb{N}} \sqrt{\frac{\nu_Z([ij])}{\nu_Z([i])}} \sum_{k \in \mathbb{N}} \sqrt{\frac{\nu_Z([k])}{\nu_Z([ik])}} 1_{[ik]}(x) \cdot \varphi_j \left( T^{\omega^{-1}} (x) \right) \]

\[ = U^{(1)} T^i \sum_{j \in \mathbb{N}} \sqrt{\frac{\nu_Z([ij])}{\nu_Z([i])}} \varphi_j(x). \]
ad (2): Notice that for \( n \in \mathbb{N}, l \in \mathbb{N}, k \in \mathbb{Z}, \)
\[
U^{(-n)} \varphi_l(x) = \sum_{\omega \in \Sigma_A} \sum_{i,j \in \mathbb{N}} \sqrt{\nu_{\omega}([\omega j]) \nu_{\omega}([\omega i])} \varphi_j \left( x - \sum_{i=0}^{n-1} \omega_{n-1-i} N^i \right)
\]
and
\[
U^{(-n)} T^k \varphi_l(x) = \sum_{\omega \in \Sigma_A} \sum_{i,j \in \mathbb{N}} \sqrt{\nu_{\omega}([\omega j]) \nu_{\omega}([\omega i])} \varphi_j \left( x - \sum_{i=0}^{n-1} \omega_{n-1-i} N^i - N^n k \right).
\]
Consequently, \( T^{N^k} U^{(-n)} \varphi_j = U^{(-n)} T^k \varphi_j \) for all \( k \in \mathbb{Z}, n \in \mathbb{N}, j \in \mathbb{N}. \)

ad (4): Notice that for \( \sum_{i=0}^{n-1} \omega_{n-1-i} N^i + N^n k_1, \omega \in \Sigma_A, k_1 \in \mathbb{Z} \) and \( l = \sum_{i=0}^{n-1} \tilde{\omega}_{n-1-i} N^i + N^n l_1, \tilde{\omega} \in \Sigma_A, l_1 \in \mathbb{Z} \) and \( A_{\omega_{n-1-i}} = 1 \) and \( A_{\omega_{n-1-j}} = 1 \) for \( i, j \in \mathbb{N} \) then
\[
(U^{(n)} T^k \varphi_l)(U^{(n)} T^i \varphi_j) = \langle (\nu_{\omega}([\omega i]))^{-1/2} T^{k_1} \hat{\mathbb{I}}_{[\omega i]} (\nu_{\omega}([\omega j]))^{-1/2} T^{i_1} \hat{\mathbb{I}}_{[\omega j]} \rangle = \delta_{k_1, i_1} \delta_{i_1, i_1}. \]
Otherwise, we have \( U^{(n)} T^k \varphi_l = 0 \) or \( U^{(n)} T^i \varphi_j = 0. \)
Furthermore for \( n \in \mathbb{N}, k, j \in \mathbb{Z}, i, m \in \mathbb{N}, \) we have
\[
(U^{(n)} T^k \varphi_l)(U^{(n)} T^i \varphi_m) = \langle \sum_{\omega \in \Sigma_A} \sum_{i,j \in \mathbb{N}} \sqrt{\nu_{\omega}([\omega j]) \nu_{\omega}([\omega i])} T^{\sum_{i=0}^{n-1} \omega_{n-1-i} N^i + N^n k} \varphi_j \mid \sum_{\omega \in \Sigma_A} \sum_{i,j \in \mathbb{N}} \sqrt{\nu_{\omega}([\omega j]) \nu_{\omega}([\omega i])} T^{\sum_{i=0}^{n-1} \omega_{n-1-i} N^i + N^n i} \varphi_j \rangle = \delta_{k, i_1} \delta_{i_1, i_1} \sum_{\omega \in \Sigma_A} \sum_{i,j \in \mathbb{N}} \nu_{\omega}([\omega j]) \nu_{\omega}([\omega i]) = \delta_{(k, i), (l, m)}, \]
where we used in the second equality that \( (T^k \varphi_l)(T^i \varphi_m) = \delta_{(k, i), (l, m)}. \)

ad (5): Let \( n \in \mathbb{N}, f \in L^2(\nu_{\omega}), x \in \mathbb{R}, \) then
\[
U^{(n)} U^{(-n)} f(x) = \sum_{k \in \mathbb{Z}} \sum_{\omega \in \Sigma_A} \sum_{i,j \in \mathbb{N}} \sqrt{\nu_{\omega}([\omega i]) \nu_{\omega}([\omega j])} \hat{\mathbb{I}}_{[\omega i]} (x - l) \sum_{k \in \mathbb{Z}} \sum_{\omega \in \Sigma_A} \sum_{j \in \mathbb{N}} \nu_{\omega}([\omega j]) \nu_{\omega}([\omega j]) \hat{\mathbb{I}}_{[\omega j]} \left( \tau_{\omega}^{-1} (x - l) + \sum_{i=0}^{n-1} \tilde{\omega}_{n-1-i} N^i + N^n l - \sum_{i=0}^{n-1} \omega_{n-1-i} N^i - N^n k \right) f \left( \tau_{\omega}^{-1} (x - l) + \sum_{i=0}^{n-1} \tilde{\omega}_{n-1-i} N^i + N^n l - \sum_{i=0}^{n-1} \omega_{n-1-i} N^i - N^n k \right) + k) \sum_{k \in \mathbb{Z}} \sum_{\omega \in \Sigma_A} \sum_{j \in \mathbb{N}} \hat{\mathbb{I}}_{[\omega j]} (x - k) \cdot f(x) = f(x),
\]
where we used in the third equality that \( i = r, \omega = \tilde{\omega} \) and \( k = l \) since otherwise it is zero.
\ad (1) For \( n \in \mathbb{N} \), \( k \in \mathbb{Z} \), \( j \in \mathbb{N} \), \( x \in \mathbb{R} \), with \( U^{(n)}T^k \varphi_j \neq 0 \), there is \( \omega \in \Sigma_0^n \), \( l \in \mathbb{Z} \), with \( k = \sum_{i=0}^{n-1} \omega_{n-1-i}N^i + N^n l \) and so
\[
U^{(-n)}U^{(n)}T^k \varphi_j(x) = U^{(-n)} \left( \left( \nu \left( [\omega j] \right) \right)^{-1/2} T^n \mathbb{I}_{[\omega j]}(x) \right) \\
= T^{N^n l} U^{(-n)} \left( \left( \nu \left( [\omega j] \right) \right)^{-1/2} \mathbb{I}_{[\omega j]}(x) \right) \\
= T^{N^n l} T^{\sum_{i=0}^{n-1} \omega_{n-1-i}N^i} \left( \nu \left( [\omega j] \right) \right)^{-1/2} \mathbb{I}_{[\omega j]}(x) \\
= T^k \varphi_j(x).
\]

\[ \square \]

**Remark 4.3.** We further notice that for \( n \in \mathbb{N} \), \( x \in \mathbb{R} \), we have \( f \in L^2(\nu \omega) \),
\[
U^{(-n)}U^{(n)} f(x) = \sum_{k \in \mathbb{Z}} \sum_{\omega j \in \Sigma_{n+1}^*} \mathbb{I}_{[\omega j]} \left( x - \sum_{i=0}^{n-1} \omega_{n-1-i}N^i - N^n k \right) \cdot f(x),
\]
and consequently, in general we do not have \( U^{(-n)}U^{(n)} = \text{id} \).

Now we can turn to the proof of Theorem 1.5

**Proof of Theorem 1.5** We show the properties (2a) to (2e) of Definition 1.4 with the father wavelets \( \varphi_i = \left( \nu \left( [i] \right) \right)^{-1/2} \mathbb{I}_{[i]} \), \( i \in \mathbb{N} \).

We define the closed subspaces of \( L^2(\nu \omega) \) for \( j \in \mathbb{N} \) as
\[
V_0 := \text{cl span} \left\{ T^k \varphi_i : k \in \mathbb{Z}, i \in \mathbb{N} \right\},
\]
\[
V_j := \text{cl span} \left\{ U^{(j)} T^k \varphi_i : k \in \mathbb{Z}, i \in \mathbb{N} \right\}.
\]

- \ad (2c): By the definition of \( V_j \) we obviously have that \( \left\{ U^{(j)} T^k \varphi_i : k \in \mathbb{Z}, i \in \mathbb{N} \right\} \) spans \( V_j \), \( j \in \mathbb{Z} \). The orthonormality follows from Proposition 1.3 (4).

- \ad (2d): We notice that for \( \omega \in \Sigma_{n+1}^* \), \( i \in \mathbb{N} \) and \( k \in \mathbb{Z} \) with \( k = \sum_{i=0}^{n-1} \omega_{n-1-i}N^i + N^n l \), \( l \in \mathbb{Z} \), we have
\[
U^{(n)} T^k \varphi_j = \sum_{i \in \mathbb{N}} \sqrt{\frac{\nu \left( [\omega ji] \right)}{\nu \left( [\omega j] \right)}} U^{(n+1)} T^{N^n l+1} \varphi_i.
\]

If there is not such an \( \omega \in \Sigma_{n+1}^* \) so that \( k = \sum_{i=0}^{n-1} \omega_{n-1-i}N^i + N^n l \), \( l \in \mathbb{Z} \), then \( U^{(n)} T^k \varphi_j = 0 \).

- \ad (2a): Notice that for \( n \in \mathbb{N} \), \( k \in \mathbb{Z} \) and \( i \in \mathbb{N} \) we obtain with Proposition 1.3 (2) and (3) that
\[
U^{(n)} T^k \varphi_i = U^{(n)} T^k U^{(1)} T^n \sum_{j \in \mathbb{N}} \sqrt{\frac{\nu \left( [i] \right)}{\nu \left( [ij] \right)}} \varphi_j \\
= U^{(n)} U^{(1)} T^{N^n l+1} \sum_{j \in \mathbb{N}} \sqrt{\frac{\nu \left( [i] \right)}{\nu \left( [ij] \right)}} \varphi_j.
\]

So it follows that \( V_n \subset V_{n+1} \) by Remark 4.1 (1).

- \ad (2b): First we notice that \( X \) is either totally disconnected or we can consider \( X \) as an interval in \([0, 1]\). Furthermore, every characteristic function on a cylinder \([\omega] \subset \Sigma_A^* \) can be obtained by \( U^{(n)} T^k \varphi_j \), \( n \in \mathbb{N}_0 \), \( k \in \mathbb{Z} \), \( j \in \mathbb{N} \). Thus, we are left to show that \( \{ T^k \mathbb{I}_[\omega] : k \in \mathbb{Z}, \omega \in \Sigma_A^* \} \) is dense in \( L^2(\nu \omega) \).

If \( X \) is totally disconnected, it follows by the Stone-Weierstrass Theorem that
\[
\{ T^k \mathbb{I}_[\omega] : k \in \mathbb{Z}, \omega \in \Sigma_A^* \}
\]
is dense in $C(R, C)$, see e.g. [KSS04]. Besides it is well known that $C(R, C)$ is dense in $L^2(\nu_\omega)$ and so $\text{cl span } \{ T^k \mathbb{1}_{\omega} : k \in \mathbb{Z}, \omega \in \Sigma_A^* \} = L^2(\nu_\omega)$.

If $X = [a, b]$, notice that every interval $I \subset [0, 1]$ can be approximated by $\tau_\omega(X)$, $\omega \in \Sigma_A$. Hence $\tau_\omega(X)$, $\omega \in \Sigma_A$, generates $B$, thus every element $A \in B$ can be approximated by elements of $\{ \tau_\omega(X) : \omega \in \Sigma_A \}$. Consequently, every elementary function can be approximated by functions $\mathbb{1}_{\tau_\omega(X)}$ and so all functions in $L^2(\nu_\omega)$ can be approximated by elements of

$$
\{ T^k \mathbb{1}_{\omega} : \omega \in \Sigma_A^*, k \in \mathbb{Z} \} = \left\{ U^{(n)} T^l \varphi_i : n \in \mathbb{N}_0, l \in \mathbb{Z}, i \in \mathcal{N} \right\}.
$$

Consequently, $\text{cl} \bigcup_{k \in \mathbb{N}} V_n = L^2(\nu_\omega)$.

ad (2d): This follows from Proposition 1.3 (1) and (2). □

Next we prove the forward direction of Theorem 1.11. The backward direction will be shown in Section 4.3.

Proof of Theorem 1.11 “$\Rightarrow$”. We assume that $(\nu_\omega, (U^{(n)})_{n \in \mathbb{Z}} : T)$ allows a two-sided MRA with the father wavelets $\varphi_i = (\nu_\omega([i]))^{-1/2} \mathbb{1}_{[i]}$. Then in particular, it holds by (2d) of Definition 1.4 that for $n \in \mathbb{N}$

$$
U^{(-n)} \{ \varphi_i : i \in \mathcal{N} \} \subset \text{span } U^{(-n+1)} \{ T^k \varphi_i : i \in \mathcal{N}, k \in \mathbb{N} \}.
$$

We further notice that for $n \in \mathbb{N}, k, i \in \mathcal{N}$,

$$
U^{(-n)} \varphi_k = \sum_{\omega \in \Sigma_A^{n-1}, \omega_0 = k} \sum_{j \in \mathbb{N}} \frac{\nu_\omega([\omega j])}{\nu_\omega([k])} T^{\sum_{l=0}^{n-1} \omega_{n-1-l} N^l} \varphi_j
$$

and

$$
U^{(-n+1)} T^k \varphi_i = \sum_{\omega \in \Sigma_A^{n-2}, \omega_0 = i, \omega_1 = j} \sum_{l \in \mathbb{N}} \frac{\nu_\omega([\omega j])}{\nu_\omega([i])} T^{\sum_{l=0}^{n-2} \omega_{n-2-l} N^l + N^{n-1} k} \varphi_j.
$$

From the precise from of $U^{(-n)} \varphi_k$ and $U^{(-n+1)} T^m \varphi_i$, $n \in \mathbb{N}, k, m, i \in \mathcal{N}$, it follows that $(U^{(-n)} \varphi_k | U^{(-n+1)} T^m \varphi_i) \neq 0$ only if $m = k$ since

$$
(U^{(-n)} \varphi_k | U^{(-n+1)} T^m \varphi_i) = \sum_{\omega \in \Sigma_A^{n-1}, \omega_0 = k} \sum_{j \in \mathbb{N}} \frac{\nu_\omega([\omega j])}{\nu_\omega([k])} T^{\sum_{l=0}^{n-1} \omega_{n-1-l} N^l} \varphi_j

= \sum_{\omega \in \Sigma_A^{n-2}, \omega_0 = i, \omega_1 = j} \sum_{l \in \mathbb{N}} \frac{\nu_\omega([\omega j])}{\nu_\omega([i])} T^{\sum_{l=0}^{n-2} \omega_{n-2-l} N^l + N^{n-1} m} \varphi_j

= \delta_{m,k} \sum_{j \in \mathbb{N}, \omega \in \Sigma_A^{n-1}, \omega_0 = i} \frac{\nu_\omega([k \omega j])}{\nu_\omega([k])} \frac{\nu_\omega([\omega j])}{\nu_\omega([i])}.
$$

where we used in the third equality the property of Proposition 1.3 (4), namely $(T^k \varphi_j | T^l \varphi_{j_2}) = \delta_{k,l,j_1,l,j_2}$ for any $k, l \in \mathbb{Z}$ and $j_1, j_2 \in \mathcal{N}$.
As a consequence of \[23\), \[24\] of Definition 1.4 and the observation above it follows that for every \( n \in \mathbb{N}, \ k \in \mathbb{N} \) there exist unique \( (\alpha_{n,k}^i)_{i \in \mathbb{N}} \in \mathbb{C}^N \) such that

\[
U^{(-n)} \varphi_k = \sum_{i \in \mathbb{N}} \alpha_{n,k}^i U^{(-n+1)} T^k \varphi_i
\]

\[
= \sum_{i \in \mathbb{N}} \alpha_{n,k}^i \sum_{\omega \in \Sigma_{k+1}} \sum_{j \in \mathbb{N}} \sqrt{\frac{\nu_{\omega}([\omega j])}{\nu_{\omega}([i])}} T^{\Sigma_{l=0}^{n-2} \omega_n - 2 - i \cdot N^l + N^{n-1} k} \varphi_j.
\]

On the other hand, from the precise form of \( U^{(-n)} \varphi_k \) it follows that

\[
U^{(-n)} \varphi_k = \sum_{\omega \in \Sigma_{k+1}} \sum_{j \in \mathbb{N}} \sqrt{\frac{\nu_{\omega}([\omega j])}{\nu_{\omega}([k])}} T^{\Sigma_{l=0}^{n-2} \omega_n - 2 - i \cdot N^l + N^{n-1} k} \varphi_j
\]

\[
= \sum_{\omega \in \Sigma_{k+1}} \sum_{j \in \mathbb{N}} \sqrt{\frac{\nu_{\omega}([\omega j])}{\nu_{\omega}([k])}} T^{\Sigma_{l=0}^{n-2} \omega_n - 2 - i \cdot N^l + N^{n-1} k} \varphi_j
\]

\[
= \sum_{i \in \mathbb{N}} \sum_{\omega \in \Sigma_k} \sum_{j \in \mathbb{N}} \sqrt{\frac{\nu_{\omega}([\omega j])}{\nu_{\omega}([k])}} T^{\Sigma_{l=0}^{n-2} \omega_n - 2 - i \cdot N^l + N^{n-1} k} \varphi_j.
\]

By comparing the coefficients it follows that for every \( \omega \in \Sigma_{k+1}, \ \omega_0 = i, \) we have

\[
\alpha_{n,k}^i \sqrt{\frac{\nu_{\omega}([\omega])}{\nu_{\omega}([i])}} = \sqrt{\frac{\nu_{\omega}([\omega])}{\nu_{\omega}([k])}}.
\]

Consequently, \( \alpha_{n,k}^i \in \mathbb{R}^+ \) and

\[
\nu_{\omega}([\omega j]) = \nu_{\omega}([\omega])\left(\alpha_{n,k}^i\right)^2 \frac{\nu_{\omega}([k])}{\nu_{\omega}([i])}.
\]

Now it remains to be shown that \( \alpha_{n,k}^i \) are independent of \( n \in \mathbb{N} \). For \( n \in \mathbb{N}, \ \omega \in \Sigma_k \) with \( \omega_0 = i \) and \( k \in \mathbb{N} \) it follows that

\[
\nu_{\omega}([\omega]) = \sum_{j \in \mathbb{N}} \nu_{\omega}([\omega j]) = \sum_{j \in \mathbb{N}} \nu_{\omega}([\omega])\left(\alpha_{n,k}^i\right)^2 \frac{\nu_{\omega}([k])}{\nu_{\omega}([i])}
\]

\[
= \nu_{\omega}([\omega])\left(\alpha_{n,k}^i\right)^2 \frac{\nu_{\omega}([k])}{\nu_{\omega}([i])}.
\]

On the other hand we can write \( \omega \in \Sigma_k \) with \( \omega_0 = i \) as \( \omega = \tilde{\omega} \omega_{n-1} \) for a suitable \( \tilde{\omega} \in \Sigma_{k+1}, \ \tilde{\omega}_0 = i, \) and so

\[
\nu_{\omega}([\omega]) = \nu_{\omega}([\tilde{\omega} \omega_{n-1}]) = \nu_{\omega}([\tilde{\omega}])\left(\alpha_{n,k}^i\right)^2 \frac{\nu_{\omega}([k])}{\nu_{\omega}([i])}
\]

\[
= \nu_{\omega}([\tilde{\omega}])\left(\alpha_{n,k}^i\right)^2 \frac{\nu_{\omega}([k])}{\nu_{\omega}([i])}.
\]

Thus, \( \alpha_{n,k}^i \) are independent of \( n \in \mathbb{N} \). In the following we write \( \alpha_k \) for \( \alpha_{n,k}^i \) and so \( \alpha_{n,k} = \alpha_{m,k} \) for all \( n, m \in \mathbb{N}, \ k, i \in \mathbb{N}. \) In the following we write \( \alpha_k \) for \( \alpha_{n,k} \).
and so
\[ \nu([ki]) = \frac{\nu([ik]) \kappa_{ki}}{\nu([k])}. \]

Define \( \pi_{ki} := \kappa_{ki} \nu([ik]) / \nu([k]) = (\alpha_k)^2 \), then \( \pi_{ki} \) is an incidence probability. Consequently, we have that if a two-sided MRA holds then the measure \( \nu \) is Markovian.

The reversed implication will be shown in Section 4.3.

4.2. Mother wavelets for MIM. In this section we are in the case of Remark 3.8 (2) and so we consider for each father wavelet \( \varphi_i \), \( i \in N \), a matrix of coefficients; more precisely on each scale we have to consider for each element of the alphabet \( N \) a matrix of coefficients. We slightly change the notation from \( c_{i,j}^{n,k,l} \) to \( \psi_{j}^{\omega} \) for \( \omega \in \Sigma_A \), since the information about \( n \) and \( k \) holds; \( n \) is given by the length of a word and \( k = \sum_{i=0}^{n-1} \omega_{n-1-i} N^{i} \).

For \( \omega \in \Sigma_A^{n+1} \) we need a matrix of size \( q^\omega \times q^\omega \), where \( q^\omega = \text{card}\{j \in N : A_{\omega,j} = 1\} \). First we determine \( \psi_{j}^{\omega} \) where the underlying measure \( Z \) is Markovian. For \( \omega \in \Sigma_A^{n+1} \), \( k = \sum_{i=0}^{n} \omega_{n-i} N^{i} \) the basis functions as: for \( l \in q^\omega \setminus \{0\} \)

\[ \psi_{j}^{\omega,l} = U^{(n)} T^{k} \sum_{j \in N} A_{\omega,j} c_{j}^{\omega,l} \varphi_j. \]

These functions can be written differently for \( \omega \in \Sigma_A^{n+1} \), \( k \in q^\omega \setminus \{0\} \), as

\[ \psi_{j}^{\omega,k} = \sum_{j \in N} A_{\omega,j} c_{j}^{\omega,k}. (\nu_{Z}([\omega j]))^{-1/2} \cdot \Pi_{[\omega j]}. \]

From Theorem 1.6 and Theorem 1.5 the following corollary follows.

Corollary 4.4. An orthonormal basis for \( L^2(\nu_{Z}) \) is given by

\[ \{ T^l \psi_{j}^{\omega,k} : l \in Z, \omega \in \Sigma_A^{n}, k \in \{1, \ldots, q^\omega, q^\omega - 1\} \} \cup \{ T^l \varphi_j : l \in Z, j \in N \}. \]

Remark 4.5. In fact, the proofs of Theorem 1.6 and Theorem 1.5 show that we have for \( n \in N \)

\[ \text{cl span} \{ T^l \psi_{j}^{\omega,k} : l \in Z, \omega \in \Sigma_A^{n}, k \in \{1, \ldots, q^\omega - 1\} \} = V_n \oplus V_{n-1}. \]

4.3. MRA for a Markov measures. In this section we construct a wavelet basis on the limit set translated by \( Z \) where the underlying measure \( \nu \) is Markovian. For this fix a probability vector \( p = (p_0, p_1, \ldots, p_{N-1}) \) and a \( (N \times N) \) stochastic matrix \( \Pi = (\pi_{j,k})_{j,k \in N} \) such that for \( \omega \in \Sigma_A \) we have

\[ \nu([\omega]) = p_{\omega_0} \prod_{i=0}^{n-2} \pi_{\omega_i, \omega_{i+1}}. \]

Furthermore, we have that \( \pi_{j,k} = 0 \) if \( A_{j,k} = 0 \).

This is a special case of the one in the last section. Therefore, we omit some proofs here and mainly state the results, so that the differences become clear.

In this construction we only have to define one operator \( U \) since we obtain \( U^{(n)} \) by \( U^n \), i.e. by iteration of \( U \). Another main difference is that we do not need one matrix for every \( \omega \in \Sigma_A \) to obtain the mother wavelets, but we only need matrices.
for \( \omega \in \Sigma_1^N = N \). So we need not more than \( N^2 \) matrices. This follows from Lemma 1.3.

The setting is as defined in Section 2. Set \( U := U^{(1)} \) and so it takes the form in (1.1). By the Markov property we have \( m_n([j]) = \frac{p_j}{p_i} \cdot \mathbb{P}^{(j)} \) and hence one easily verifies that \( U^{(n)} = U^n \). Also notice that \( U \) is not unitary unless we have that \( a_{i,j} = 1 \) for all \( i,j \in N \).

Now we turn to the form of \( U^* \).

**Lemma 4.6.** \( U^* \) has the form

\[
U^* f(x) = \sum_{k \in \mathbb{Z}} \sum_{j \in N} \sum_{i \in \mathbb{N}} \sqrt{\frac{p_i}{p_j \pi_j}} \cdot \mathbb{1}_{[i]}(x - j - Nk) \cdot f(\tau_j(x - j - Nk + k)).
\]

**Remark 4.7.** Notice that \( U^* = U^{(-1)} \) and \( (U^*)^n = U^{(-n)} \).

**Proof.** To prove that \( U^* \) has the form above we use the \( \mathbb{Z} \)-translation invariance of the measure \( \nu_\omega \) and the fact that \( \frac{d\nu_\omega}{d\nu} = \frac{p_j \pi_j}{p_i} \) on \([i]\). We obtain this Radon-Nikodym derivative since for a cylinder set \([\omega], \omega \in \Sigma_1^N \), we have

\[
\nu_\omega (\tau_j([\omega])) = \frac{p_j \pi_j \omega_0}{\mathbb{1}_{\omega_0} \prod_{i=0}^{n} \pi_{\omega_i} \omega_{i+1}}.
\]

and \( \nu_\omega ([\omega]) = p_{\omega_0} \prod_{i=0}^{n} \pi_{\omega_i} \omega_{i+1} \).

Consequently, we obtain that for \( f, g \in L^2(\nu_\omega) \)

\[
(Uf|g) = \int \sum_{k \in \mathbb{Z}} \sum_{j \in N} \sum_{i \in \mathbb{N}} \sqrt{\frac{p_i}{p_j \pi_j}} \cdot \mathbb{1}_{[i]}(x - k) \cdot f(\tau_j^{-1}(x - k) + j + Nk) \cdot g(x)d\nu_\omega(x)
\]

\[
= \int \sum_{k \in \mathbb{Z}} \sum_{j \in N} \sum_{i \in \mathbb{N}} \sqrt{\frac{p_i}{p_j \pi_j}} \cdot \mathbb{1}_{[i]}(x) \cdot f(\tau_j^{-1}(x) + j + Nk) \cdot g(x + k)d\nu_\omega(x)
\]

\[
= \int \sum_{k \in \mathbb{Z}} \sum_{j \in N} \sum_{i \in \mathbb{N}} \sqrt{\frac{p_i}{p_j \pi_j}} \cdot \mathbb{1}_{[i]}(\tau_j(x)) \cdot f((x + j + Nk) \cdot g(\tau_j(x) + k)d\nu_\omega(\tau_j(x))
\]

\[
= \int \sum_{k \in \mathbb{Z}} \sum_{j \in N} \sum_{i \in \mathbb{N}} \sqrt{\frac{p_i}{p_j \pi_j}} \cdot \mathbb{1}_{[i]}(\tau_j(x)) \cdot f((x + j + Nk) \cdot g(\tau_j(x) + k)d\nu_\omega(\tau_j(x))
\]

\[
= \int f(x) \sum_{k \in \mathbb{Z}} \sum_{j \in N} \sum_{i \in \mathbb{N}} \sqrt{\frac{p_i}{p_j \pi_j}} \cdot \mathbb{1}_{[i]}(x - j - Nk) \cdot g(\tau_j(x - j - Nk + k)d\nu_\omega(x)
\]

\[
= (f|U^* g),
\]

with \( U^* g \) as in (1.2).

Now we turn to the definition of the father wavelets which we use in the MRA. Define the \( N \) father wavelets as \( \varphi_i = (\nu_\omega([i]))^{-1/2} \cdot \mathbb{1}_{[i]} \) for \( i \in N \).

**Remark 4.8.** Notice that the family of father wavelets \( (\varphi_i)_{i \in N} \) is orthonormal by definition.

Now we turn to the properties of the operators \( U \) and \( T \) given in Proposition 1.3.

**Proof of Proposition 1.3.** We have that (1), (2), (3) and (4) follow directly from Proposition 1.3 since it is a special case of \( U^{(n)} \) in the section above.
The properties follow directly from the proof of Theorem 1.5. We obtain for $f \in L^2(\mathbb{R})$

$$U^* U f(x) = \sum_{k \in \mathbb{Z}} \sum_{j \in \mathbb{N}} A_{j+k} \| j \| (x - j - N k) \cdot f(x).$$

$$\sum_{k \in \mathbb{Z}} \sum_{j \in \mathbb{N}} A_{j+k} \| j \| (x - j - N k) = 1$$

for all $i, j \in \mathbb{N}$ if and only if $A_{j+k} = 1$ for all $i, j \in \mathbb{N}$. 

Now we turn to the proof of the backward direction of Theorem 1.11. Some of the properties follow directly from the proof of Theorem 1.5.

Proof of Theorem 1.11 “⇐”. We show the properties (1a) to (1f) of Definition 1.4. The property (1b) follows from Theorem 1.5.

ad (1c): For $n \in \mathbb{N}_0$, it follows directly from Theorem 1.5. For $n \in \mathbb{Z}$, $n < 0$, $x \in \mathbb{R}$, $k \in \mathbb{N}$, it follows by

$$\varphi_k(x) = \sum_{\omega \in \Sigma_{\mathbb{N}}^{n-1} : \omega_k = k} \sqrt{\prod_{l=1}^{n-2} \pi_{\omega_l} \pi_{\omega_{l+1}}} \prod_{l=1}^{n-3} \pi_{\omega_l \omega_{l+1}} \pi_{\omega_{l+2}} \varphi(x - \sum_{l=0}^{n-1} \omega|_{(l+1)} N^l - k N^{n-1})$$

$$= \sum_{j \in \mathbb{N}} \sqrt{\pi_{k,j}} \varphi_j(x - \sum_{l=0}^{n-1} \omega|_{(l+1)} N^l - k N^{n-1})$$

for $n \in \mathbb{N}_0$ it follows directly from Theorem 1.5. For $n \in \mathbb{Z}$, $n < 0$, $k \in \mathbb{N}$, it follows from

$$(U^*)^{[n]} \varphi_k = \sum_{j \in \mathbb{N}} \sqrt{\pi_{k,j}} (U^*)^{[n-1]} T^k \varphi_j.$$

ad (1d): We have that $\bigcap_{n \in \mathbb{Z}} V_n = \{ 0 \}$, because the support of $(U^*)^n \varphi_j$, $j \in \mathbb{N}$, grows in $n \in \mathbb{N}$. More precisely, for $j \in \mathbb{N}$

$$\nu_\mathbb{Z} (\text{supp}((U^*)^n \varphi_j)) = \sum_{i \in \mathbb{N}} \nu_\mathbb{Z} (\{ i \}) \left( \text{card} \left\{ \omega \in \Sigma_{\mathbb{N}}^{n+1} : \omega_0 = j, \omega_n = i \right\} \right).$$

Consequently, $\{ 0 \} = \bigcap_{j \in \mathbb{N}} V_j$ since any function $f \in \bigcap_{j \in \mathbb{N}} V_j$ must be constant for every $n \in \mathbb{N}$ on $\text{supp}((U^*)^n \varphi_j)$, for $j \in \mathbb{N}$.

ad (1e): This property follows directly from the definition of the spaces $V_j$ and Proposition 1.1.11 with the observation that $U^{(n)} = U^n$ and $U^{(-n)} = (U^*)^n$, $n \in \mathbb{N}_0$.

ad (1f): This property follows from Proposition 1.1.11 and [5].

Remark 4.9. Now we give some remarks concerning the father wavelets.

(1) The relation for the functions $\varphi_i$, $i \in \mathbb{N}$, can also be written as

$$(\varphi_i)_{j \in \mathbb{N}} = \sum_{t \in \mathbb{N}} M_t (U^t \varphi_i)_{j \in \mathbb{N}}.$$
where the $M_t$ are $(N \times N)$-matrices with $(M_t)_{n,k} = \begin{cases} \sqrt{\pi_{lk}}, & n = l, \\ 0, & \text{else}, \end{cases}$ for $n, k \in \mathbb{N}$.

(2) Notice that for $k \in \mathbb{Z}$ we can write $k = a_0 + Nl$, where $a_0 \in \mathbb{N}$ and some $l \in \mathbb{Z}$, i.e. $k$ is in the $N$-adic expansion. Then we obtain

$$UT^k \varphi_j = \begin{cases} 0, & \text{if } A_{a_0j} = 0, \\ (p_{a_0} \cdot \pi_{a_0j})^{-1/2} T^l \mathbb{I}_{[a_0j]}, & \text{else}. \end{cases}$$

(3) Notice that in $\{ U^n T^k \varphi_i : n \in \mathbb{N}, k \in \mathbb{Z}, i \in \mathbb{N} \}$ some functions are constantly zero. These functions are precisely those where for $k \in \mathbb{Z}$ written in the $N$-adic expansion, $k = \sum_{j=0}^{n-1} k_{n-1-j} N^j + l N^0$, $k_j \in \mathbb{N}$, $l \in \mathbb{Z}$, either $A_{k_j k_{j+1}} = 0$ for some $j \in \{0, \ldots, n-2\}$ or $A_{k_{n-1} l} = 0$.

4.3.1. Mother wavelets for Markov measures. The construction of the mother wavelets simplifies in this setting because we only have to consider mother wavelets for one scale and obtain the other by iterative application of the operators $U$ and $T$ by Lemma 4.9 and 3.7. The mother wavelets are constructed via $N$ matrices as given in Lemma 3.7 and so the mother wavelets are defined for $k \in \mathbb{N}$ and $l \in q^k \setminus \{0\}$, by

$$\psi^{k,l} = UT^k \sum_{j \in \mathbb{N}} A_{kj} c_j^{k,l} \varphi_j$$

for coefficients $c_j^{k,l} \in \mathbb{C}$ as in Lemma 3.7

Remark 4.10.

(1) The number of mother wavelets we obtain is $\sum_{k \in \mathbb{N}} q^k \leq N^2$. In the case of $N^2$ mother wavelets we are back in the case of fractals given by an IFS.

(2) Notice that $\sum_{j=1}^{q^k-1} A_{ki} A_{kj} c_i^{k,l} c_j^{k,l} + \sqrt{\pi_{ki}} \sqrt{\pi_{kj}} = \delta_{i,j}$.

(3) Alternatively we can define the mother wavelets as the elements of the vector

$$(\psi^{k,l})_{i \in \{1, \ldots, q^k-1\}} = \left( A_{kj} c_j^{k,l} \right)_{i \in q^k \setminus \{0\}, j \in \mathbb{N}} (UT^k \varphi_j)_{j \in \mathbb{N}}.$$

(4) Here we can see that we only need mother wavelets for $W_0$ since

$$\sum_{j \in \mathbb{N}} A_{kj} c_j^{k,l} (\nu_N(\lfloor w_j \rfloor))^{1/2} = \sqrt{\prod_{i=1}^{n-2} \pi_i} \prod_{i=1}^{n-2} \pi_i \sum_{j \in \mathbb{N}} A_{kj} c_j^{k,l} \sqrt{\pi_{n-1-l}} = 0,$$

which was the crucial condition in the case of the last section.

Corollary 4.11.

\[ \{ U^n T^m \psi^{k,l} : n \in \mathbb{N}_0, m \in D_{n,k}, k \in \mathbb{N}, l \in q^k \setminus \{0\} \} \]

\[ \cup \{ (U^*)^n T^m \psi^{k,l} : n \in \mathbb{N}, m \in \mathbb{Z}, k \in \mathbb{N}, l \in q^k \setminus \{0\} \} \]

\[ \cup \{ (U^*)^n T^k \varphi_j : n \in \mathbb{N}, k \in N \mathbb{Z} + l, j \in \mathbb{N}, A_{kj} l = 0 \} \]

gives an ONB for $L^2(\nu_N)$, where

$$D_{n,k} = \left\{ m \in \mathbb{Z} : m = \sum_{i=0}^{n-1} \omega_{n-1-i} N^i + N^m l, \omega_i \in \mathbb{N}, (\omega_0, \ldots, \omega_{n-1}) \in \Sigma^m_A \right\}$$

and $A_{\omega m} = 1$, $l \in \mathbb{Z}$.

Remark 4.12.
(1) Because of $\mathbb{U}^{-1} = \mathbb{W}_0$ we only have to add those functions $T^k \varphi_j$, $k \in \mathbb{Z}$, $j \in \mathbb{N}$, with $U^k \varphi_j = 0$ to the basis of $U^* (\mathbb{W}_0)$ to obtain a basis of $\mathbb{W}_-^{-1}$.

(2) Notice that

$$\psi_{k,l} = UT^k \sum_{i \in \mathbb{N}} A_{ki} c_{k,l} \cdot (p_k \cdot \pi_{ki})^{-1/2} \cdot \mathbb{1}_{[ki]}.$$

4.4. Examples. In the construction of [MP09] only Cantor sets with incidence matrix are considered, i.e. the IFS has the form $(\tau_i (x) = x + i \mathbb{N})_{i \in \mathbb{N}}$, and there exists a incidence matrix $A$. The limit set has then the Hausdorff dimension $\delta = \dim_H (\mathbb{X}) = \frac{\log r(A)}{\log \mathbb{N}}$, where $r(A)$ is the spectral radius of $A$. So we consider the $\delta$-dimensional Hausdorff measure $\mu$ restricted to the by $\mathbb{Z}$ translated set $\mathbb{X}$. It follows that $p_j = \mu ([j])$ and $\pi_{ij} = \frac{N^{-\delta} p_j}{p_i}$. Consequently, in this case we can rewrite our conditions for obtaining the coefficients of the mother wavelets in a simpler way. More precisely, for $k \in \mathbb{N}$ instead of

$$\sum_{j \in \mathbb{N}} A_{kj} c_{k,i} j \sqrt{\pi_{kj}} = 0,$$

we obtain the condition

$$\sum_{j \in \mathbb{N}} A_{kj} c_{k,i} j \sqrt{p_j} = 0.$$

Although the basis in [MP09] is only given in terms of the representation of a Cuntz-Krieger algebra we can now give a scaling operator $U$ in the sense of (1.1) for this case. More precisely, we obtain

$$U f(x) = N^\delta \sum_{k \in \mathbb{Z}} \sum_{j \in \mathbb{N}} \mathbb{1}_{[j]} (x - k) \cdot f (\tau_j^{-1} (x - k) + j + Nk).$$

Proof of Example 4.2: We clearly have that the $\beta$-transformation belongs to the class of Markov measures. Consequently, we have that $(\mu, U, T)$ allows a MRA. We can construct the mother wavelets along the lines of Section 4.3. Since we have that in this case $d_0 = 2$ and $d_1 = 1$ we only have to construct coefficients for $\varphi_0$ to obtain the mother wavelets. These coefficients are given in the following matrix which is unitary:

$$\left( \begin{array}{cc} \sqrt{\beta - 1} & \sqrt{2 - \beta} \\ \sqrt{2 - \beta} & -\sqrt{\beta - 1} \end{array} \right).$$

Thus, the mother wavelet is $\psi = U (\sqrt{2 - \beta} \varphi_0 - \sqrt{\beta - 1} \varphi_1)$. To obtain the basis we further notice that $U T \varphi_1 = 0$ and so we have to keep $T^k \varphi_1$, $k \in 2 \mathbb{Z} + 1$ in the basis.

5. Operator algebra

In the case of one father wavelet we obtain a so-called low-pass filter function and high-pass filter functions, in terms of which the mother wavelets are given. Via these filter functions we obtain a representation of the Cuntz algebra $O_N$, where $N$ is the number of filter functions. In the case of multiwavelets we can obtain weaker relations. Here we restrict to the case of MIM with underlying Markov measure as treated in Section 4.3. These results are in correspondence to results in [BFMP10].

The relations for the father and the mother wavelets can be written in the following way:

For the following we introduce for $z \in \mathbb{C} := \{ \omega \in \mathbb{C} : |\omega| = 1 \}$ the low-pass filter

$$H(z) = (\sqrt{\pi_{kl} z^k})_{l,k \in \mathbb{N}}.$$
and for each \( k \in \mathbb{N} \) and \( z \in \mathbb{T} \) the high-pass filter
\[
G_k(z) = \left( A_k t_i^{k-j} z^j \right)_{j \in \mathbb{Z}^+ \setminus \{0\}, i \in \mathbb{N}}.
\]

With these definitions we obtain the following immediate lemma.

**Lemma 5.1.** Let \( \phi = (\varphi_j)_{j \in \mathbb{N}} \), then \( \phi = UH(T)\phi \) and let \( \psi_k = (\psi_{k,j})_{j \in \mathbb{Z}^+ \setminus \{0\}} \) for \( k \in \mathbb{N} \), then \( \psi_k = UG_k(T)\phi \), where the operators \( U \) and \( T \) are applied to every entry in the vector.

**Remark 5.2.** It follows that for \( z \in \mathbb{T} \)
\[
\overline{\Pi}(z)H^i(z) = \left( \sum_{j \in \mathbb{N}} \sqrt{\pi_{k,j}} \pi_{l,j} z^{l-k} \right)_{k,l \in \mathbb{N}},
\]
and for \( k \in \mathbb{N} \), \( z \in \mathbb{T} \),
\[
\overline{G}_k(z)G_k^i(z) = I.
\]

These filter functions lead us to the definitions of certain “isometries”.

**Definition 5.3.** For \( z \in \mathbb{T} \) and \( f = (f_0, \ldots, f_{N-1}) \), \( f_j \in L^2(\mathbb{T}, \lambda) \), define
\[
S_H f(z) = \sqrt{N} H^i(z)f(z^N)
\]
and for \( k \in \mathbb{N} \), \( z \in \mathbb{T} \),
\[
S_{G_k} f(z) = G_k^i(z)f(z^N).
\]

For these “isometries” we have the following properties.

**Proposition 5.4.** The following relations hold:

1. \( S_H^i S_H = I \),
2. \( S_{G_k}^i S_{G_k} = I \), \( k \in \mathbb{N} \),
3. \( S_H^i S_{G_k} = 0 \) and \( S_{G_k}^i S_H = 0 \), \( k \in \mathbb{N} \).
4. \( S_{G_k}^i S_{G_j} = 0 \), \( i, j \in \mathbb{N} \), \( i \neq j \).

**Remark 5.5.** Realize that for \( z \in \mathbb{T} \), \( f = (f_0, \ldots, f_{N-1}) \), \( f_j \in L^2(\mathbb{T}, \lambda) \),
\[
S^i_H f(z) = \frac{1}{\sqrt{N}} \sum_{\omega = z^{N^i}} \Pi(\omega)f(\omega)
\]
and for \( k \in \mathbb{N} \), \( z \in \mathbb{T} \), \( f = (f_0, \ldots, f_{N-1}) \), \( f_j \in L^2(\mathbb{T}, \lambda) \),
\[
S^i_{G_k} f(z) = \frac{1}{N} \sum_{\omega = z^{N^i}} G_k(\omega)f(\omega).
\]

**Proof.** ad 1: Let \( z \in \mathbb{T} \), \( f = (f_0, \ldots, f_{N-1}) \), \( f_j \in L^2(\mathbb{T}) \), then
\[
S^i_H S_H f(z) = \sum_{\omega = z^{N^i}} \Pi(\omega)H^i(\omega)f(\omega^N)
\]
\[
= \sum_{\omega = z^{N^i}} \Pi(\omega)H^i(\omega)f(z) = f(z)
\]

ad 2: Let \( k \in \mathbb{N} \), \( z \in \mathbb{T} \), \( f = (f_0, \ldots, f_{N-1}) \), \( f_j \in L^2(\mathbb{T}) \), then
\[
S^i_{G_k} S_{G_k} f(z) = \frac{1}{N} \sum_{\omega = z^{N^i}} G_k(\omega)G_k^i(\omega)f(z) = f(z)
\]

ad 3: Let \( k \in \mathbb{N} \), \( z \in \mathbb{T} \), \( f = (f_0, \ldots, f_{N-1}) \), \( f_j \in L^2(\mathbb{T}) \), then
\[
S^i_H S_{G_k} f(z) = \frac{1}{N} \sum_{\omega = z^{N^i}} \Pi(\omega)G_k^i(\omega)f(z) = 0,
\]
since \( \sum_{\omega^{N} = z} \overline{H}(\omega)G_{k}^{i}(\omega) = 0 \) by summing up the roots of unity.

For \( S_{G_{k}}^{*}S_{H} \) we use that \( \overline{G_{k}}(\omega)H^{i}(\omega) = 0 \) by the choice of the coefficients \( c_{k,j}^{i,j} \).

\[ \text{ad } G_{k} \] Let \( i, j \in \mathbb{N}, i \neq j, z \in T, f = (f_{0}, \ldots, f_{N-1}), f_{j} \in L^{2}(T), \) then

\[ S_{G_{i}}^{*}S_{G_{j}}f(z) = \frac{1}{N} \sum_{\omega^{N} = z} \overline{G_{i}}(\omega)G_{j}^{i}(\omega)f(z) = 0, \]

by summing up the roots of unity. □

Here we have seen that in contrast to the filter functions for a usual MRA with one father wavelet and a unitary scaling operator \( U \), we do not obtain a representation of a Cuntz algebra since we do not necessarily have that

\[ S_{H}S_{H}^{*} + \sum_{k \in \mathbb{N} \setminus \{0\}} S_{G_{k}}^{*}S_{G_{k}} = I. \]

So we only obtain weaker relations between these filter functions.
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