The Neumann problem for one-dimensional parabolic equations with linear growth Lagrangian: evolution of singularities
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Abstract. In this paper, we obtain existence and uniqueness of strong solutions to the inhomogenous Neumann initial-boundary problem for a parabolic PDE which arises as a generalization of the time-dependent minimal surface equation. Existence and regularity in time of the solution are proved by means of a suitable pseudoparabolic relaxed approximation of the equation and the corresponding passage to the limit. Our main result is monotonicity in time of the positive and negative singular parts of the distributional space derivative for bounded variation initial data. Sufficient conditions for instantaneous $L^1$-$W^{1,1}_	ext{loc}$ or $BV$-$W^{1,1}_	ext{loc}$ regularizing effects are also discussed.

1. Introduction

In this paper we consider the following one-dimensional inhomogeneous Neumann initial-boundary problem

\[
\begin{cases}
    u_t = [a(u, u_x)]_x + F & \text{in } Q_{0,T} := (0, T) \times \Omega, \\
    a(u(0, t), u_x(0, t)) = \alpha, & \text{for } t \in (0, T), \\
    a(u(L, t), u_x(L, t)) = \beta, & \text{for } t \in (0, T), \\
    u(\cdot, 0) = u_0 & \text{in } \Omega,
\end{cases}
\]

where $\Omega = (0, L) \subset \mathbb{R}$, $T > 0$, $u_0 \in L^2(\Omega)$ and $F \in C^2(\overline{Q}_{0,T})$.

The following assumptions on the flux will be always made throughout the paper:

\begin{itemize}
    \item[(H1)] $a: \mathbb{R}^2 \to \mathbb{R}$ is Lipschitz continuous,
    \[
a(z, 0) = 0, \quad |a(z, \xi)| \leq 1 \quad \text{for all } (z, \xi),
\]
    \[
    \text{and there exists } f: \mathbb{R}^2 \to \mathbb{R}, \ f \in C^1(\mathbb{R}^2), \ \text{convex with respect to } \xi, \ \text{such that}
    \]
    \[
a(z, \xi) = \partial_\xi f(z, \xi), \quad |\partial_z f(z, \xi)| \leq \gamma \quad \text{for all } (z, \xi) \in \mathbb{R}^2, \quad \text{for some } \gamma > 0.
\]
\end{itemize}
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(H2) There exist \( C_0, D_0, C_1 > 0 \) such that

\[
\max\{|\alpha|, |\beta|\} \leq C_0 \leq 1, \quad C_0|\xi| - D_0 \leq f(z, \xi) \leq C_1(|\xi| + |z| + 1) \quad (1.3)
\]

for every \((z, \xi) \in \mathbb{R}^2\); moreover,

\[
f^0(z, \xi) := \lim_{t \to 0^+} t f \left( z, \frac{\xi}{t} \right) = |\xi| \quad (z, \xi \in \mathbb{R}). \quad (1.4)
\]

As a consequence of (H1), for every \( z \in \mathbb{R} \) the mapping \( \xi \to a(z, \xi) \) is nondecreasing in \( \mathbb{R} \) and the function \( h : \mathbb{R}^2 \to \mathbb{R} \),

\[
h(z, \xi) := a(z, \xi) \xi \quad (1.5)
\]

satisfies \( h(z, \xi) \geq 0 \) for all \((z, \xi) \in \mathbb{R}^2\). In addition, by (1.1), (1.3) and the convexity of \( f \), we also get

\[
a(z, \xi) \xi \geq a(z, \xi) \eta + f(z, \xi) - f(z, \eta), \quad (1.6)
\]

\[
C_0|\xi| - C_1(|z| + 1) - D_0 \leq f(z, \xi) - f(z, 0) \leq h(z, \xi) \leq |\xi|. \quad (1.7)
\]

In view of (1.1), (1.4) and (1.6), we have

\[
h^0(z, \xi) := \lim_{t \to 0^+} t h \left( z, \frac{\xi}{t} \right) = |\xi| \quad (z, \xi \in \mathbb{R}),
\]

\[
\lim_{\xi \to +\infty} a(z, \xi) = 1, \quad \lim_{\xi \to -\infty} a(z, \xi) = -1 \quad \text{for all} \ z \in \mathbb{R}. \quad (1.8)
\]

The parabolic PDE in \((P^{u_0}_{\alpha, \beta})\) includes the case of the time-dependent minimal surface equation for which \( a(z, \xi) = a(\xi) = \frac{\xi}{\sqrt{1 + |\xi|^2}} \). In this case, the Lagrangian corresponds to the nonparametric area integrand; i.e.

\[
f = f(\xi) = \sqrt{1 + |\xi|^2},
\]

which arises in several models of physical systems describing, for instance, the motion of capillary surfaces or the motion of grain boundaries (see [14]).

The time-dependent minimal surfaces equation has been widely studied since the pioneering paper by Lichnewski and Temam [21] in which the authors proved existence and uniqueness of “pseudo-solutions” for the corresponding Dirichlet problem (in a multidimensional domain).

Several generalizations are available in the literature, both for the inhomogenous Dirichlet problem and for the homogenous Neumann one. In [5,6], F. Andreu, V. Caselles and J. Mazón obtained existence and uniqueness of entropy solutions for general Lagrangians with linear growth with respect to the gradient with similar hypothesis to ours. In a previous work [22], we proved that the homogenous Neumann problem for \((P^{u_0}_{\alpha, \beta})\) (i.e., \( \alpha = \beta = 0 \)) has a unique strong solution for any \( u_0 \) in \( L^2(\Omega) \) in any dimension.
On the other hand, the inhomogeneous Neumann problem for this type of parabolic equations is much less studied. To the best of our knowledge, even for the case of linear growth functionals, as in the case of the time-dependent minimal surfaces problems, the available results are limited to the study of minimizers and their properties (see [8]) and not to the evolution in time. The only result in this direction in the parabolic case is the existence and uniqueness of entropy solutions to a mixed Neumann–Dirichlet problem for the relativistic heat equation, also in the one-dimensional case ([4]). We note that the entropy solutions constructed in [4] do not satisfy any reasonable type of time regularity. In fact, the distributional time derivative of the solutions might not be even a Radon measure.

Our purpose in this paper is twofold. First of all, to generalize the results in [22] to the nonhomogenous Neumann case; i.e. to obtain existence and uniqueness of strong solutions to 

\[ (P_{\alpha,\beta} \omega_0) \]

coupled with the corresponding Neumann boundary conditions. We show that they form a family of well-posed approximating problems \((P_{\alpha,\beta} \omega_0)_{\epsilon}\). Coupled with good a priori estimates, we are able to deduce the existence of strong solutions to problem \((P_{\alpha,\beta} \omega_0)\) for any \(u_0 \in L^2(\Omega)\). On the other hand, uniqueness will be proved thanks to the monotonicity of the diffusion, via a comparison theorem between sub- and supersolutions in \(L^1(\Omega)\).

Our main objective is, however, to show that, under suitable conditions on the Lagrangian, in the case that the initial datum is a bounded variation function, the singular part of the positive and negative part of the space distributional derivative of the solutions \(D^\pm u(t)\) is controlled by that of the initial datum, \(D^\pm u_0\). In more detail, besides \((H_1)-(H_2)\), we shall consider in Theorem 3.6 below the following assumption:

\[ (H_3) \quad a(z, \xi) \in C^1(\mathbb{R}^2) \text{ and the map } \xi \mapsto a(z, \xi) \text{ is strictly increasing for every } z \in \mathbb{R}; \text{ moreover, there exists } \sigma_0 > 1 \text{ such that for every } M > 0, \text{ there exists } D_M > 0 \text{ such that} \]

\[ |\partial_z a(z, \xi)| \leq \frac{D_M}{(1 + |\xi|)^{\sigma_0}} \text{ for all } (z, \xi) \in \mathbb{R}^2, |z| \leq M. \]  

(1.9)

There exist \(0 < \sigma_1, \sigma_2 \leq \sigma_0\) such that \(\sigma_i < 2\sigma_0 - 1\), for \(i = 1, 2\) and, for every \(M > 0\), there exist \(C_{i,M}^+ > 0\) and \(\varphi_{i,M} \in C^1(\mathbb{R}) \cap L^\infty(\mathbb{R}), (i = 1, 2)\) such that \(C_{i,M}^+ < \varphi_{i,M}(z) < C_{i,M}^-\) for \(|z| \leq M\) and

\[ -\frac{C_{1,M}^-}{\varphi_{1,M}(z) + |\xi|^{\sigma_1}} \leq a(z, \xi) - 1 \leq -\frac{C_{1,M}^+}{\varphi_{1,M}(z) + |\xi|^{\sigma_1}} \]

for all \(|z| \leq M, \xi > 0\),  

(1.10)
\[ \frac{C^+_{2,M}}{\varphi_{2,M}(z) + |\xi|^\sigma_2} \leq a(z, \xi) + 1 \leq \frac{C^-_{2,M}}{\varphi_{2,M}(z) + |\xi|^\sigma_2} \]

for all \( |z| \leq M, \xi < 0 \).

Let us explicitly observe that:

- \((H_3)\) is satisfied with \( \sigma_0 = \sigma_1 = \sigma_2 = \sigma \geq 2 \), for the following class of nonlinearities

\[ a(z, \xi) := \frac{|\xi|^\sigma - 1 \text{sgn}(\xi)}{(\varphi(z) + |\xi|^{\sigma})^{1-1/\sigma}} \quad \text{or} \quad (1.12) \]

\[ a(z, \xi) := \frac{\xi}{(\varphi(z) + |\xi|^{\sigma})^{1/\sigma}} \quad (1.13) \]

with \( \varphi \in C^1(\mathbb{R}) \cap W^{1,\infty}(\mathbb{R}) \), \( \varphi(z) \geq c > 0 \) for all \( z \in \mathbb{R} \) (see Remark 3.2 below).

- In the case \( F \equiv 0 \), the condition \( \sigma_i \leq \sigma_0 \) is not necessary for the results in Theorem 3.6 to hold. In addition, if the flux \( a(z, \xi) \equiv a(\xi) \) does not depend explicitly on \( z \), in assumption \((H_3)\) it suffices to require that \((1.10)\) and \((1.11)\) hold true for some choice of \( \sigma_1, \sigma_2 > 0 \). In the case \( \alpha = \beta = 0 \) and \( u_0 \in BV(\Omega) \), this is in agreement with the monotonicity-in-time properties in [24, Theorem 2.9] (see also [25, Theorem 3.7]) for the singular part of Radon measure-valued solutions to the Dirichlet initial-boundary value problem

\[
\begin{cases}
  v_t = [a(v)]_{xx} & \text{in } Q_{0,T}, \\
  a(v) = 0 & \text{on } \partial \Omega \times (0, T), \\
  v(0) = \mu & \text{in } \Omega,
\end{cases}
\]

with a finite Radon measure \( \mu \in \mathcal{M}(\Omega) \) as initial condition (notice that \((1.14)\) is formally obtained by differentiating with respect to \( x \) the equation in \((P_{\alpha,\beta}^{u_0})\), and setting \( v := u_x, \mu := Du_0 \)).

- In the general case where the nonlinearity \( a(z, \xi) \) depends explicitly on the first variable \( z \), the optimality of the technical conditions relating the coefficients \( \sigma_i \) \((i = 0, 1, 2)\) in assumption \((H_3)\) remains an open problem.

In particular, as a consequence of Theorem 3.6 below, for solutions of \((P_{\alpha,\beta}^{u_0})\) no new jumps are created through the evolution and we observe that the size of jumps cannot increase in time. Moreover, it also leads to a control on the Cantor part of the derivative. We point out that similar results have already been reported for the case of the total variation flow. In particular, in the one-dimensional case, the total variation of the solution can be controlled by that of the initial data in a completely local way (see [20]) while in the multidimensional case, this has only been shown for the jump part (see [17] for dimension less than or equal to 7 or [23] for a related result in any dimension).

The main assumptions on the Lagrangian in \((H_3)\) are regularity, monotonicity and a suitable convergence rate of the mapping \( \xi \rightarrow a(z, \xi) \) to the saturation values \( \pm 1 \).
as $\xi \to \pm \infty$. First of all, regularity allows to show that the sequence formed by space derivatives of the approximating solutions and the corresponding vector fields converge a.e., respectively, to the density of the absolutely continuous part of the derivative of the solutions $u$ and the corresponding vector field. On the other hand, finer a priori estimates in the case that $u_0 \in BV(\Omega)$ show that a subsequence of the positive (resp. the negative part) of the derivative of the solutions converge as measures to the positive part (resp. the negative part) of the distributional derivative of the solution. The final step will be to show that $D^+_u(t) \leq D^+_u(u_0)$ holds in the sense of Radon measures. This will be possible thanks to the hypothesis on the rate of convergence towards the saturation.

Finally, we show that whenever the convergence rate of the mappings $\xi \mapsto a(z, \xi)$ to the limiting values $\pm 1$ is not too fast, i.e. if

$$(H_4) \quad (i) \text{ there exist } \sigma \in (0, 1/2] \text{ and, for every } M > 0, C^+_{3,M} > 0 \text{ such that}$$

$$1 - a(z, \xi) \geq \frac{C^+_{3,M}}{(1 + |\xi|)^\sigma} \text{ for all } |z| \leq M, \ \xi > 0,$$

$$(ii) \text{ there exist } \sigma \in (0, 1/2] \text{ and, for every } M > 0, C^-_{3,M} > 0 \text{ such that}$$

$$1 + a(z, \xi) \geq \frac{C^-_{3,M}}{(1 + |\xi|)^\sigma} \text{ for all } |z| \leq M, \ \xi < 0,$$

solutions to $(P^{u_0}_{\alpha,\beta})$ exhibit an instantaneous $L^1(\Omega) - W^{1,1}_{loc}(\Omega)$ regularizing effect. Namely, the singular part of the distributional derivative $Du(t)$ vanishes for all $t > 0$ (see Theorem 3.7 below).

However, we observe that the condition $\sigma \in (0, 1/2]$ in assumption $(H_4)$ does not seem to be sharp. Indeed, in the case where the nonlinearity $a(z, \xi)$ satisfies assumption $(H_3)$ with $\sigma_1, \sigma_2 \in (0, 1]$, instantaneous $BV(\Omega) - W^{1,1}_{loc}(\Omega)$ regularizing effects continue to hold for strong solutions to $(P^{u_0}_{\alpha,\beta})$, for any initial data $u_0 \in BV(\Omega)$ (see Theorem 3.8 below).

For a nonlinearity $a(z, \xi) \equiv a(\xi)$ independent of $z$, this is in agreement with [10, Theorem 2.4], where instantaneous disappearance of jump-discontinuities has been proven for solutions to the Cauchy problem for the equation $u_t = [a(u_x)]_x$, with bounded and increasing initial data, and suitable assumptions on the flux, which are in particular fulfilled when hypothesis $(H_3)$ holds with $\sigma_1 \in (0, 1]$. Similar results concerning the regularity of the solutions to variational linear growth problems have been recently reported in the literature in this case that $a(z, \xi) = a(\xi)$ is independent of $z$. The Dirichlet problem has been widely studied since the work of Bildhauer and Fuchs [11] where a condition of $\mu-$ellipticity on the flux was introduced for Total Variation related minimization problems. We point out that the condition of $\mu$-ellipticity is similar to condition $(H_4)$ with $\sigma = \mu + 1$. This study has been then generalized to the vector valued case [12] or to Dirichlet problems for radially symmetric data [13]. Concerning the Dirichlet problem we also mention the results in [9] about global
Lipschitz minimizers or [15] about boundary regularity. Finally, we mention the regularity of solutions for related parabolic problems for Lipschitz initial data and periodic boundary conditions studied in [16].

We include in the equation a smooth forcing term, $F$. In a subsequent work, we will use the results in here to study some qualitative properties of the solutions. In particular, we will study finite time vanishing at some point (when $u_0 \geq C > 0$) or infinite time blow up to particular examples of equations satisfying hypothesis $(H_2) - (H_3)$ and a slightly weaker condition than $(H_1)$ (see hypothesis $(H_1)'$ in [22]).

We finish this introduction with the organization of the paper: Sect. 2 includes notations and preliminaries on bounded variation functions that we need in the paper. In Sect. 3 we collect the definitions of sub- and supersolutions and the main results of the paper. Section 4 is devoted to the well posedness of the approximating problems $(P_{\alpha,\beta})_\varepsilon$ and to show some inequalities needed for the a priori estimates that we use to pass to the limit. This a priori estimates (both for $L^2$ and for $BV$ initial data) are obtained in Sect. 5. In Sect. 6, we prove the existence and comparison theorems for solutions. Finally, in Sect. 7 we prove the monotonicity properties of the positive and negative singular parts of the derivative of the solutions in the case of $BV$ initial data under hypothesis $(H_3)$ and we also prove the instantaneous regularizing effect under hypothesis $(H_4)$.

2. Preliminaries

2.1. Radon measures and functions of bounded variation

Throughout the paper, $\Omega = (0, L) \subset \mathbb{R}$ will denote an open bounded interval. For any function $f : \Omega \to \mathbb{R}$, we let $f^+$, $f^-$ be its positive and negative part; i.e $f^+ := \max\{f, 0\}$, $f^- := \max\{-f, 0\}$. We denote by $\mathcal{M}(\Omega)$ the space of the finite (signed) Radon measures on $\Omega$, and by $\mathcal{M}^+(\Omega)$ the cone of its nonnegative elements. For every $\mu \in \mathcal{M}(\Omega)$ and for every Borel set $E \subseteq \Omega$, the restriction $\mu \upharpoonright E$ of $\mu$ to $E$ is defined by $(\mu \upharpoonright E)(A) := \mu(E \cap A)$ for every Borel set $A \subseteq \Omega$. Given two nonnegative measures $\mu$ and $\nu$, we write $\mu \ll \nu$ if $\mu$ is absolutely continuous with respect to $\nu$ (see e.g. [3, Definition 1.24]). Every $\mu \in \mathcal{M}(\Omega)$ has a unique decomposition $\mu = \mu_{ac} + \mu_s$, with $\mu_{ac} = \mu_r \mathcal{L}$ absolutely continuous (here $\mu_r \in L^1(\Omega)$ is the density of $\mu_{ac}$) and $\mu_s$ singular with respect to the Lebesgue measure $\mathcal{L}$.

We denote by $BV(\Omega)$ the Banach space of functions of bounded variation in $\Omega$:

$$BV(\Omega) := \left\{ u \in L^1(\Omega) \mid Du \in \mathcal{M}(\Omega) \right\}, \quad \|u\|_{BV(\Omega)} := \|u\|_{L^1(\Omega)} + \|Du\|_{\mathcal{M}(\Omega)},$$

where $Du$ is the first-order distributional derivative of $u$. We say that $u \in BV_{loc}(\Omega)$ if $u \in BV(\Omega')$ for every open subset $\Omega' \subset \subset \Omega$. We recall that given any $u \in BV(\Omega)$ the measure $Du$ can be decomposed into its absolutely continuous and singular parts,

$$Du = u_s \mathcal{L} + D^s u,$$
Let $u_x$ be the density of the absolutely continuous part of $Du$. We use standard notations and results for $BV$ functions as in [3] and we will always identify a $BV$ function with its precise representative. Finally, for a BV-function $u$, $D_\pm u$ will denote the positive (and negative, respectively) part of the measure $Du$.

The following lemma will be also used below:

**Lemma 2.1.** Let $u_0 \in BV(\Omega)$. Then, for any sequence $\epsilon_k \to 0^+$, there exists $\{u_{0k}\} \subseteq H^1(\Omega)$ such that

\[
\begin{aligned}
(i) & \quad u_{0k} \to u_0 \text{ strictly in } BV(\Omega), \\
(ii) & \quad \sqrt{\epsilon_k} \int_{\Omega} \left(\frac{u_{0k} - u_0}{\epsilon_k}\right)^2 \, dx \to 0, \\
(iii) & \quad (u_{0k})_x \to (u_0)_x \text{ a.e. in } \Omega, \quad \text{as } k \to \infty. \quad (2.1) \\
(iv) & \quad \lim_{k \to \infty} \int_{\Omega} \frac{(u_{0k})_x}{\epsilon_k} \, dx = \int_{\Omega} \rho \, dD_{\pm 0}. 
\end{aligned}
\]

**Proof.** This Lemma is essentially contained in [22, Lemma 2.1], where a sequence satisfying (i)–(iii) is constructed as follows. Let $\mathcal{T}: BV(\Omega) \to BV(\mathbb{R})$ an extension operator and let $\rho_k(x) := \frac{1}{\epsilon} \rho(\epsilon x/\epsilon)$ a standard mollifier. Then, $u_{0k} := (\mathcal{T}u_0) \ast \rho_{\epsilon_k^{1/4}}$ satisfies (i)–(iii). Moreover, we have that

\[
\sup \|u_{0k}\|_{L^1(\Omega)} < \infty, \quad u_{0k} \rightharpoonup_{weak} Du_0 \text{ in } \mathcal{M}(\Omega), \quad u_{0k} \to u_0 \text{ a.e. in } \Omega. \quad (2.2)
\]

Let $\{\nu_k\} \subseteq Y(\Omega; \mathbb{R})$ be the sequence of Young measures associated to $\{u_{0k}\}$. Then there exists a Young measure $\nu \in Y(\Omega; \mathbb{R})$ such that $\nu_k \rightharpoonup \nu$ narrowly, possibly up to a subsequence ([26]). By (2.2), for a.e. $x \in \Omega$ the disintegration of $\nu$ satisfies $\nu_{(x)} = \delta_{(u_{0k}, (x))}$, whence $[u_{0k}]^\pm = \int_{\mathbb{R}} \xi^\pm d\nu_{(x)}$ a.e. in $\Omega$. Then it can be easily checked that $[u_{0k}]^\pm \rightharpoonup [u_0]^\pm \mathcal{L} + \lambda_{(\pm)}$ in $\mathcal{M}(\Omega)$, where $\lambda_{(\pm)} \in \mathcal{M}^+(\Omega)$ and $\lambda_{(\pm)} \leq D_{\pm}^+ u_0$ in $\mathcal{M}(\Omega)$, since $[u_{0k}]^\pm \leq D_{\pm}^+ u_0 \ast \rho_{\epsilon_k^{1/4}}$ for all $k$. In particular, this implies that the measures $\lambda_{(\pm)}$ are singular with respect to the Lebesgue measure and mutually singular. Therefore, we get that $\lambda_{(\pm)} = D_{\pm}^+ u_0$, combining the convergences $u_{0k} \rightharpoonup_{weak} Du_0 = u_0$ in $\mathcal{L} + D^s u_0$ and $u_{0k} = [u_{0k}]^+ - [u_{0k}]^- \rightharpoonup u_0 \mathcal{L} + \lambda_{(+) - \lambda_{(-)}}$, and using the uniqueness of the Lebesgue and Jordan decomposition of the measure $Du_0$. Then (iv) follows at once. 

For every $u \in BV(\Omega)$ and $v \in H^1(\Omega)$, we shall denote by $(v, Du) \in \mathcal{M}(\Omega)$ the measure defined by

\[
(v, Du) := v \, Du \quad \text{in } \mathcal{M}(\Omega),
\]

(i.e., $\int_{\Omega} \rho \, d(v, Du) = \int_{\Omega} \rho \, v \, dDu$ for all $\rho \in C_c(\Omega)$).

Finally, by $L^1_0(0, T; BV(\Omega))$ (respectively, $L^\infty_0(0, T; BV(\Omega))$) we denote the space of all weakly measurable functions $v : [0, T] \to BV(\Omega)$ such that the mapping $t \mapsto \|v(t)\|_{BV(\Omega)}$ belongs to $L^1([0, T])$ (respectively, $L^\infty([0, T])$). Analogously, the
space \( L^1_{w*}(0, T; \mathcal{M}(\Omega)) \) (respectively, \( L^\infty_{w*}(0, T; \mathcal{M}(\Omega)) \)) consists of all weakly* measurable mappings \( \mu : [0, T] \to \mathcal{M}(\Omega) \) such that the function \( t \mapsto \|\mu(t)\|_{\mathcal{M}(\Omega)} \) belongs to \( L^1([0, T]) \) (respectively, \( L^\infty([0, T]) \)).

2.2. Functionals defined on BV

For every \( u \in BV(\Omega) \) we consider the following finite Radon measures

\[
\begin{align*}
    h(u, Du) &= h(u, u_x) \mathcal{L} + |D^s u|, \\
    f(u, Du) &= f(u, u_x) \mathcal{L} + |D^s u|
\end{align*}
\]

and, setting \( T_{a,b}(s) = \min\{a, \max\{s, b\}\} \) \((a < b)\),

\[
h(u, DT_{a,b}(u)) = h(u, [T_{a,b}(u)]_x) \mathcal{L} + |D^s T_{a,b}(u)|;
\]

here \( h \) and \( f \) are respectively the functions in (1.5) and in \((H_1)-(H_2)\), and we have denoted by \([T_{a,b}(u)]_x\) the density of the absolutely continuous part of the measure \( DT_{a,b}(u) \).

We will also use the following lower semicontinuity result:

**Lemma 2.2.** Let \( \{u_n\} \) be bounded in \( W^{1,1}(\Omega) \) and let \( u \in BV(\Omega) \) be such that \( u_n \to u \) in \( L^1(\Omega) \). Then, for every nonnegative \( \rho \in C(\overline{\Omega}) \) there holds

\[
\int_{\Omega} \rho \, df(u, Du) \leq \liminf_{n \to \infty} \int_{\Omega} \rho \, f(u_n, u_{nx}) \, dx.
\]

**Proof.** Setting \( \tilde{f}(z, \xi) := f(z, \xi) + D_0 \), where \( D_0 \) is the constant in (1.3), by the results in [18] (see also [1, Theorem 3.1]), we get

\[
\int_{\Omega} \rho \, d\tilde{f}(u, Du) \leq \liminf_{n \to \infty} \int_{\Omega} \rho \, \tilde{f}(u_n, u_{nx}) \, dx,
\]

where \( \tilde{f}(u, Du) = \tilde{f}(u, u_x) \mathcal{L} + |D^s u| \) in \( \mathcal{M}(\Omega) \). Therefore the conclusion follows from last inequality and the definition of \( \tilde{f}(z, \xi) \).

\[
\square
\]

3. Results

In this section we collect the definitions of sub- and supersolutions to Problem \((P^{\alpha,\beta}_n)\) and the main results of the paper. The proof of these results is the content of the rest of the paper.

3.1. Definitions and comparison

For every \( 0 \leq t_0 < \tau \leq T \) and any \( \Omega' \subset \subset \Omega \) we set

\[
Q_{t_0, \tau} := \Omega \times (t_0, \tau), \quad Q'_{t_0, \tau} := \Omega' \times (t_0, \tau).
\]

Let us introduce the notions of strong sub- and supersolution to problem \((P^{\alpha,\beta}_n)\).
Definition 3.1. For every \( u_0 \in L^1(\Omega) \), by a strong subsolution (resp. supersolution) to problem \((P_{\alpha,\beta}^{u_0})\) we mean any function \( u \in C([0, T]; L^1(\Omega)) \cap L^1_w(0, T; BV_{loc}(\Omega)) \), such that:

(i) \( T_{a,b}(u) \in L^1_w(\tau, \tau; BV(\Omega)) \) for all \( \tau \in (0, T) \) and for every \( a, b \in \mathbb{R}, a < b \);
(ii) for every \( \tau \in (0, T) \) the distributional derivative \( u_t \) belongs to \( L^2(Q_{\tau}, T) \) and \( a(u, u_\chi) \in L^2(\tau, T; H^1(\Omega)) \);
(iii) for a.e. \( t \in (0, T) \) there holds

\[
 u_t(t) \leq (\text{resp.} \geq) \partial_x \left( a(u(t), u_\chi(t)) \right) + F(t) \quad \text{a.e. in } \Omega ,
\]

\[
 a(u(t), u_\chi(t))(0) \geq (\text{resp.} \leq) \alpha , \quad a(u(t), u_\chi(t))(L) \leq (\text{resp.} \geq) \beta ;
\]

(iv) for a.e. \( t \in (0, T) \) and for every \( a, b \in \mathbb{R}, a < b \), there holds

\[
 (a(u(t), u_\chi(t)), DT_{a,b}(u(t))) = h(u(t), DT_{a,b}(u(t))) \quad \text{in } M(\Omega) .
\]

By a strong solution to \((P_{\alpha,\beta}^{u_0})\) we mean a strong subsolution which is also a supersolution.

The following feature of strong sub- and supersolutions to problem \((P_{\alpha,\beta}^{u_0})\) is a direct consequence of property (iv) combined with (1.5) and (2.5) (the proof is analogous to that in [22, Proposition 3.2]) and we omit it.

Proposition 3.1. Let \( u \) be a strong sub- or supersolution to \((P_{\alpha,\beta}^{u_0})\). Then, for every interval \( \Omega' \subset\subset \Omega \) there holds

\[
 D^s_{\pm} u(t) \subset \Omega' = D^s_{\pm} u(t) \subset \{ x \in \Omega' : a(u(t), u_\chi(t)) = \pm 1 \} \quad \text{for a.e. } t \in (0, T) ;
\]

here \( D^s_{\pm} u(t) \) and \( D^s u(t) \) are respectively the positive and negative parts of \( D^s u(t) \).

For every \( u_0 \in L^1(\Omega) \), uniqueness of strong solutions to problem \((P_{\alpha,\beta}^{u_0})\) is a direct consequence of the following comparison principle.

Theorem 3.2. Let \( u_0, \bar{u}_0 \in L^1(\Omega) \) and let \( u, \bar{u} \) be respectively a subsolution to problem \((P_{\alpha_1,\beta_1}^{u_0})\) and a supersolution to \((P_{\alpha_2,\beta_2}^{\bar{u}_0})\), with \( \alpha_1 \geq \alpha_2 \) and \( \beta_1 \leq \beta_2 \). Then, for all \( t \in (0, T) \),

\[
 \int_{\Omega} [u(t) - \bar{u}(t)]^+ dx \leq \int_{\Omega} [u_0(t) - \bar{u}_0]^+ dx .
\]

3.2. Existence and regularity

Existence of strong solutions to problem \((P_{\alpha,\beta}^{u_0})\) for every \( u_0 \in L^2(\Omega) \) is ensured by the following theorem.

Theorem 3.3. For every \( u_0 \in L^2(\Omega) \) problem \((P_{\alpha,\beta}^{u_0})\) admits a strong solution

\[
 u \in C([0, T]; L^2(\Omega)) \cap L^\infty_w(\tau; T; BV_{loc}(\Omega)) \quad \text{for every } \tau \in (0, T) .
\]

Moreover, in the case that assumption \((H_2)\) holds with \( \max(|\alpha|, |\beta|) < C_0 \leq 1 \), then \( u \in L^1_w(0, T; BV(\Omega)) \cap L^\infty_w(\tau, T; BV(\Omega)) \) for every \( \tau \in (0, T) \).
Strong solutions to problem \((P_{\alpha,0}^{u_0})\) exhibit more regularity in the case of \(BV\)-initial data.

**Theorem 3.4.** For every \(u_0 \in BV(\Omega)\), let \(u\) be the strong solution to \((P_{\alpha,0}^{u_0})\) with initial datum \(u_0\). Then:

(i) \(u \in L^\infty_w(0,T; BV_{loc}(\Omega))\), \(T_{a,b}(u) \in L^1_w(0,T; BV(\Omega))\) for all \(a < b\), \(u_t \in L^2(Q_{0,T})\) and \(a(u, u_x) \in L^2(0,T; H^1(\Omega))\).

(ii) If assumption \((H_2)\) holds with \(\max(|\alpha|, |\beta|) < C_0 \leq 1\), then \(u \in L^\infty_w(0,T; BV(\Omega))\).

(iii) For every \(\zeta \in C^1([0,T]; C^1_b(\Omega))\), \(\zeta(\cdot,T) = 0\) in \(\Omega\), there holds

\[
\int_0^T \left( \int_\Omega \zeta_t(t) \, dDu(t) \right) dt - \int_\Omega \{ [a(u, u_x)]_x \, \zeta_x - F_x \, \zeta \} \, dx \, dt = - \int_\Omega \zeta(\cdot,0) \, dDu_0.
\]

**Remark 3.1.** We explicitly observe that in the case \(|\alpha| = 1\) or \(|\beta| = 1\), in general we cannot expect strong solutions to \((P_{\alpha,0})\) to belong to the space \(L^\infty(0,T; BV(\Omega))\).

For instance, it is easy to see that this cannot occur for nonlinearities \(a(z, \xi)\) as in assumption \((H_4)\). Indeed, let \(\alpha = 1\) (to fix ideas) and, arguing by contradiction, let \(u\) be a strong solution to \((P_{\alpha,0})\) such that \(u(t) \in BV(\Omega)\) (hence \(u(t) \in L^\infty(\Omega)\)) for a.e. \(t \in (0,T)\).

Without loss of generality, for a.e. \(t\) as above we may also assume that \(a(u(t), u_x(t)) \in H^1(\Omega)\) (see Definition 3.1–(ii)), whence we get

\[
1 - [a(u(t), u_x(t))](x) = | [a(u(t), u_x(t))](x) - [a(u(t), u_x(t))](0) | \leq C(t) \sqrt{|x|}
\]

for all \(x \in \Omega\), with \(C(t) = \|a(u(t), u_x(t))\|_{H^1(\Omega)}\). On the other hand, by the continuity of the mapping \(x \mapsto [a(u(t), u_x(t))](x)\), and since \([a(u(t), u_x(t))](0) = 1 > 0\), for all \(x \in \Omega\) sufficiently close to \(x_0 = 0\) we have \(u_x(x,t) > 0\) (observe that, by assumption \((H_1)\), the condition \(a(z, \xi) > 0\) implies \(\xi > 0\)). Hence, by assumption \((H_4)\)-(i), for a.e. such \(x\) there holds

\[
\frac{C_{3,M}^3}{(1 + u_x(x,t))^{\sigma}} \leq 1 - [a(u(x,t), u_x(x,t))].
\]

Combining the above inequalities gives, in a neighborhood of \(x_0 = 0\), the condition

\[
1 + u_x(x,t) \geq \tilde{C}(t) |x|^{-1/(2\sigma)},
\]

for a suitable constant \(\tilde{C}(t) > 0\). Since \(\sigma \in (0, 1/2]\), this implies that \(u_x(x,t) \notin L^1(\Omega)\), a contradiction. Then the conclusion follows.

We finish this section with a stronger regularity result if further assumptions on the flux \(a(z, \xi)\) are assumed. We point out that this result is quite technical, and that Theorem 4.1-(ii) and Proposition 5.5 below are only used for proving it.

**Proposition 3.5.** Let \(a \in C^1(\mathbb{R}^2) \cap \text{Lip}(\mathbb{R}^2)\) satisfy, for all \((z, \xi) \in \mathbb{R}^2\),

\[
|\partial_z a(z, \xi)| \leq C \sqrt{\partial_\xi a(z, \xi)}, \quad \text{for some} \ C > 0.
\]
Then, for every strong solution $u$ of problem $(P_{\alpha_0}^{u_0})$, with initial datum $u_0 \in L^2(\Omega)$, the distributional derivative $[a(u, u_x)]_t$ belongs to $L^2(Q,T)$. Moreover, $a(u, u_x) \in L^\infty(\tau, T; H^1(\Omega))$ for all $\tau \in (0, T)$.

It is worth observing that the conditions $a(u, u_x) \in L^\infty(\tau, T; H^1(\Omega))$ and $[a(u, u_x)]_t \in L^2(Q,\tau,T)$ for every $\tau \in (0, T)$ imply that $a(u, u_x) \in C(\overline{\Omega} \times [\tau, T])$ (see [27, Lemma 7.19]).

3.3. Monotonicity properties and regularizing effects for $D^+_\perp u(t)$

Besides $(H_1)$–$(H_2)$, relying on hypothesis $(H_3)$, we shall prove that for any strong solution $u$ to $(P_{\alpha_0}^{u_0})$ with initial data $u_0 \in BV(\Omega)$:

– the singular measures $D^+_\perp u(t)$ are controlled by $D^+_\perp u_0$ for a.e. $t \in (0, T)$;

– the mappings $t \mapsto D^+_\perp u(t)$ are nonincreasing (in the sense of $\mathcal{M}(\Omega)$).

**Theorem 3.6.** Let assumption $(H_3)$ be satisfied. For every $u_0 \in BV(\Omega)$, let $u$ be the strong solution to $(P_{\alpha_0}^{u_0})$ with initial datum $u_0$. Then,

$$D^+_\perp u(t) \leq D^+_\perp u_0 \ 	ext{in} \ \mathcal{M}(\Omega) \ \text{for a.e.} \ t \in (0, T),$$

$$D^+_\perp u(t_2) \leq D^+_\perp u(t_1) \ 	ext{in} \ \mathcal{M}(\Omega) \ \text{for a.e.} \ 0 < t_1 < t_2 < T.$$  

**Remark 3.2.** For every $\sigma \geq 2$, assumption $(H_3)$ is satisfied with $\sigma_0 = \sigma_1 = \sigma_2 = \sigma$ whenever

$$a(z, \xi) := \frac{|\xi|^\sigma \text{sgn}(\xi)}{(\varphi(z) + |\xi|^{\sigma-1})^{\sigma-1}}, \ \text{or}$$

$$a(z, \xi) := \frac{\xi}{(\varphi(z) + |\xi|^{\sigma-1})^{\sigma}},$$

with $\varphi \in C^1(\mathbb{R}) \cap W^{1,\infty}(\mathbb{R})$, $\varphi(z) \geq c > 0$ for all $z \in \mathbb{R}$; notice that hypotheses $(H_1)$–$(H_2)$ hold true as well. We note that (1.9) is easy to prove. We proceed then with (1.10). Since the computations for the two different examples are very similar, we only give the proof for the former case. In this case, (1.10) reads as

$$C^+_{1,M} \leq \Psi(z, \xi) \leq C^-_{1,M},$$

with $\Psi(z, \xi) := \varphi(z) + \xi^\sigma - \xi^{\sigma-1}(\varphi(z) + \xi^\sigma)^{\frac{1}{\sigma}}$. Therefore, all we need to do is to optimize $\Psi$ in $[-M, M] \times [0, +\infty)$. We compute

$$\Psi_{\xi}(z, \xi) = \xi^{\sigma-2}(\sigma \xi - (\sigma - 1)(\varphi(z) + \xi^\sigma)^{\frac{1}{\sigma}} - \xi^\sigma(\varphi(z) + \xi^\sigma)^{\frac{1}{\sigma}-1}).$$

Then, $\Psi_{\xi} = 0$ in $(-M, M) \times (0, \infty)$ iff

$$\xi(\varphi(z) + \xi^\sigma)^{\frac{\sigma-1}{\sigma}} = \frac{\sigma - 1}{\sigma} \varphi(z) + \xi^\sigma,$$
a contradiction since \( \phi > 0 \). Therefore, no interior maxima or minima exist. On the other hand, by L'Hôpital's rule,

\[
\lim_{\xi \to +\infty} \Psi(z, \xi) = \lim_{\xi \to +\infty} \frac{(\varphi(z) + \xi^\sigma)^{\frac{\sigma-1}{\sigma}} - \xi^\sigma - 1}{(\varphi(z) + \xi^\sigma)^{\frac{1}{\sigma}}} = \frac{\sigma - 1}{\sigma} \varphi(z) \leq \varphi(z) = \Psi(z, 0).
\]

Thus, it is enough to consider

\[
C_1^+ := \frac{\sigma - 1}{\sigma} c < \varphi(z) \leq \|\varphi\|_{L^\infty((-M, M))} := C_{1,M}, \quad \text{for } |z| \leq M.
\]

Finally, (1.11) follows from (1.10), since \( a(z, \xi) = -a(z, -\xi) \). \(\square\)

Let us show that strong solutions of \((P_{u_0}^\alpha, \beta)\) exhibit a regularizing effect in time—namely, the singular measures \( D_s^\pm u(t) \) disappear instantaneously—if the convergence rate of the mapping \( \xi \mapsto a(z, \xi) \) to the saturation values \( \pm 1 \) (see (1.8)) is not too fast, i.e. if assumption \((H_4)\) is satisfied.

**Theorem 3.7.** Let \( u \) be a strong solution to \((P_{u_0}^\alpha, \beta)\) with initial data \( u_0 \in L^1(\Omega) \).

(i) if \((H_4)-(i)\) is satisfied, then for every open interval \( \Omega' \subset\subset \Omega \) there holds

\[
D_s^+ u(t) = 0 \quad \text{in } M(\Omega') \quad \text{for a.e. } t \in (0, T);
\]

(ii) if \((H_4)-(ii)\) is satisfied, then for every open interval \( \Omega' \subset\subset \Omega \) there holds

\[
D_s^- u(t) = 0 \quad \text{in } M(\Omega') \quad \text{for a.e. } t \in (0, T).
\]

Finally, the following theorem provides sufficient conditions for instantaneous \(BV(\Omega)-W^{1,1}_{loc}(\Omega)\) regularizing effects.

**Theorem 3.8.** Let assumption \((H_3)\) be satisfied with \( \sigma_1, \sigma_2 \in (0, 1) \). For any initial data \( u_0 \in BV(\Omega) \), let \( u \) be the strong solution to \((P_{u_0}^\alpha, \beta)\). Then, for every open interval \( \Omega' \subset\subset \Omega \) there holds

\[
D^s u(t) = 0 \quad \text{in } M(\Omega') \quad \text{for a.e. } t \in (0, T).
\]

4. Approximating problems

4.1. Well-posedness of the approximating problems

For any \( \varepsilon > 0 \) and \( u_0 \in C^1(\overline{\Omega}) \), let us consider the initial-boundary value problem

\[
\begin{aligned}
    u_t &= v_x + F \quad \text{in } Q_{0,T}, \\
    v(0, t) &= \alpha \quad \text{for } t \in [0, T], \\
    v(L, t) &= \beta \quad \text{for } t \in [0, T], \\
    u(0) &= u_0 \quad \text{in } \Omega,
\end{aligned}
\]

where \( \alpha, \beta \in [-1, 1] \) and

\[
v := a(u, u_x) + \sqrt{\varepsilon} u_x + \varepsilon u_{tx} \quad \text{in } Q_{0,T}.
\]
**Definition 4.1.** For every $u_0 \in C^1(\overline{\Omega})$, by a solution to problem (4.1)–(4.2) we mean any $u \in C^1([0, T]; C^1(\overline{\Omega}))$ such that $v \in C([0, T]; C^2(\overline{\Omega}))$ and the couple $(u, v)$ satisfies (4.1) in the strong sense.

By rephrasing (4.1) as an abstract differential equation in the Banach space $X = C^1(\overline{\Omega})$, we get the following well-posedness result.

**Theorem 4.1.**

(i) For every $u_0 \in C^1(\overline{\Omega})$, $\varepsilon > 0$ and $\alpha$, $\beta \in [-1, 1]$ there exists a unique solution $u$ to problem (4.1)–(4.2). Moreover,

$$-\varepsilon v_{xx} + v = a(u, u_x) + \sqrt{\varepsilon} u_x + \varepsilon F_x \quad \text{in} \quad Q_{0, T}.$$  

(ii) If, in addition, $a \in C^1(\mathbb{R}^2) \cap \text{Lip}(\mathbb{R}^2)$, we have $v \in C^1(\overline{\Omega})$, $v_t \in C([0, T]; C^2(\overline{\Omega}) \cap C_0(\overline{\Omega}))$, and

$$-\varepsilon (v_t)_{xx} + v_t = \partial_x^2 a(u, u_x) u_t + \partial_x a(u, u_x) u_{xt} + \sqrt{\varepsilon} u_{xt} + \varepsilon F_{xt} \quad \text{in} \quad Q_{0, T}.$$  

(4.3)

**Proof.** (i) Let us consider the following abstract ODE in the Banach space $X = C^1(\overline{\Omega})$:

$$\begin{cases}
  u_t = \mathcal{L}(u, t) \text{ in } (0, T), \\
  u(0) = u_0,
\end{cases}$$  

(4.4)

where $\mathcal{L} : C^1(\overline{\Omega}) \times [0, T] \rightarrow C^1(\overline{\Omega})$ is defined by

$$\mathcal{L}(u, t) = v_x + F(\cdot, t) \quad (u \in C^1(\overline{\Omega})).$$

$v \in C^2(\overline{\Omega})$ being the unique solution to the problem

$$\begin{cases}
  -\varepsilon v_{xx} + v = a(u, u_x) + \sqrt{\varepsilon} u_x + \varepsilon F_x(\cdot, t) \text{ in } \Omega, \\
  v(0) = \alpha, \quad v(L) = \beta.
\end{cases}$$  

(4.5)

Since $a \in \text{Lip}(\mathbb{R}^2)$, a routine proof shows that $\mathcal{L}$ is continuous in $C^1(\overline{\Omega}) \times [0, T]$ and globally Lipschitz continuous with respect to $u \in C^1(\overline{\Omega})$, uniformly in $t \in [0, T]$. Therefore, for every $u_0 \in C^1(\overline{\Omega})$ there exists a unique solution $u \in C^1([0, T]; C^1(\overline{\Omega}))$ to problem (4.4), satisfying $u_t = v_x + F$ where $v$ is the solution to (4.5). Deriving the equation $u_t = v_x + F$ with respect to $x$ and using (4.5), we get

$$\varepsilon u_{tx} = \varepsilon v_{xx} + \varepsilon F_x = v - a(u, u_x) - \sqrt{\varepsilon} u_x \Rightarrow v = a(u, u_x) + \sqrt{\varepsilon} u_x + \varepsilon u_{tx}.$$  

This proves that $u$ is a solution to problem (4.1)–(4.2) in the sense of Definition 4.1, whereas the uniqueness part follows by observing that every solution to (4.1)–(4.2) in the sense of Definition 4.1 is also a solution to problem (4.4), which is uniquely solvable.

(ii) In order to show that $v \in C^1(\overline{\Omega})$, it is enough to prove that for every $(x, t) \in \overline{Q}_T$ there exists the partial derivative $v_t(x, t)$ and $v_t \in C([0, T]; C^2(\overline{\Omega}) \cap C_0(\overline{\Omega}))$. Fix
any $t \in (0, T)$ (the cases $t = 0$ and $t = T$ can be dealt with similarly). Observe that the function
\[
wh(x) := \frac{v(x, t + h) - v(x, t)}{h} \quad (0 < t + h < T)
\]
belongs to $C^2(\overline{\Omega})$ and is the unique solution to the problem
\[
\begin{aligned}
-\varepsilon [wh]_{xx} + wh &= fh \quad \text{in } \Omega \\
nwh &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
\]
where, for every $x \in \overline{\Omega}$,
\[
f_h(x) = \frac{1}{h} \left[ a(u(x, t + h), u_x(x, t + h)) + \sqrt{\varepsilon} u_x(x, t + h) - a(u(x, t), u_x(x, t)) \right] \\
- \frac{\sqrt{\varepsilon}}{h} u_x(x, t) + \frac{\varepsilon}{h} [F_x(x, t + h) - F_x(x, t)].
\]
Since $u \in C^1([0, T]; C^1(\overline{\Omega}))$, $a \in C^1(\mathbb{R}^2) \cap \text{Lip}(\mathbb{R}^2)$ and $F \in C^2(\overline{Q}_{0, T})$, it can be easily checked that $\{f_h\}$ is uniformly bounded in $C(\overline{\Omega})$, thus $\{w_h\}$ is precompact in $C^1(\overline{\Omega})$. Therefore the conclusion easily follows letting $h \to 0$ in the elliptic problems \((4.6)\) (we omit the standard details). \hfill \square

**Remark 4.1.** Let us explicitly notice that under the assumptions of Theorem 4.1-(ii), by \((4.2)\) and the regularity of $v_t$, it follows that there exists the partial derivative $u_{xtt} \in C(\overline{Q}_{0, T})$ and there holds
\[
v_t = \partial_\zeta a(u, u_x) u_t + \partial_\xi a(u, u_x) u_{xt} + \sqrt{\varepsilon} u_{xt} + \varepsilon u_{xtt}.
\]
(4.7)
For every $a, b \in \mathbb{R}$, $a < b$, set
\[
J_{a,b}(z) := \int_0^z T_{a,b}(s) \, ds, \quad T_{a,b}(s) = \max\{a, \min\{b, s\}\}.
\]
We define $r_{a, b}$ to be the linear interpolation between $a$ and $b$ in $\Omega$; i.e.
\[
r_{a, b}(x) := \frac{b - a}{L} x + a \quad (x \in \overline{\Omega}).
\]
(4.8)
We are ready to prove the following equalities that will be used for obtaining the a priori estimates needed to pass to the limit.

**Lemma 4.2.** For every $u_0 \in C^1(\overline{\Omega})$, let $u$ be the solution to \((4.1)-(4.2)\). Then for every $\xi \in C^1(\overline{Q}_{0,T})$ and $\tau \in (0, T]$ there holds
\[
\begin{aligned}
\int_{Q_{0,\tau}} h(u, u_x) \xi \, dx \, dt + \frac{\varepsilon}{2} \int_{\Omega} (u_x(\tau))^2 \xi(\tau) \, dx - \frac{\varepsilon}{2} \int_{Q_{0,\tau}} (u_x(\tau))^2 \xi_t \, dx \, dt \\
+ \sqrt{\varepsilon} \int_{Q_{0,\tau}} (u_x)^2 \xi \, dx \, dt + \int_{Q_{0,\tau}} vu \xi_x \, dx \, dt - \int_{Q_{0,\tau}} \frac{u^2}{2} \xi_t \, dx \, dt
\end{aligned}
\]
\[
\int_0^\tau \left\{ \beta u(L, t)\xi(L, t) - \alpha u(0, t)\xi(0, t) \right\} \, dt + \int_\Omega \frac{u_0^2(x)}{2} \xi(x, 0) \, dx \\
+ \frac{\varepsilon}{2} \int_\Omega (u_0(x))^2 \xi(0) \, dx - \int_\Omega \frac{u^2(x, \tau)}{2} \xi(x, \tau) \, dx + \int_{Q_{0,\tau}} F u \, \xi \, dx \, dt ,
\]

where \( h \) is the function in (1.5).

**Proof.** It suffices to multiply the equation \( u_t = v_x + F \) by the test function \( \eta = u \xi \) and then to integrate by parts.

**Lemma 4.3.** For every \( u_0 \in C^1(\overline{\Omega}) \), let \( u \) be the solution to (4.1)–(4.2). Then, for all \( a, b \in \mathbb{R}, a < b, \) and \( \tau \in (0, T] \) there hold

\[
\int_{Q_{0,\tau}} h(u, [T_{a,b}(u)]_x) \, \xi \, dx \, dt + \varepsilon \int_{Q_{0,\tau}} u_{xt} [T_{a,b}(u)]_x \, \xi \, dx \, dt \\
+ \frac{\varepsilon}{2} \int_{Q_{0,\tau}} (T_{a,b}(u))_x^2 \, \xi \, dx \, dt + \int_{Q_{0,\tau}} v T_{a,b}(u) \, \xi_x \, dx \, dt - \int_{Q_{0,\tau}} J_{a,b}(u) \, \xi_t \, dx \\
= \int_0^\tau \left\{ \beta T_{a,b}(u(L, t))\xi(L, t) - \alpha T_{a,b}(u(0, t))\xi(0, t) \right\} \, dt \\
+ \int_\Omega J_{a,b}(u_0) \, \xi(x, 0) \, dx - \int_\Omega J_{a,b}(u(\tau)) \, \xi(x, \tau) \, dx + \int_{Q_{0,\tau}} F T_{a,b}(u) \, \xi \, dx \, dt 
\]

(4.9)

for every \( \xi \in C^1(\overline{Q}_{0,T}) \), and

\[
\int_{Q_{0,\tau}} t h(u, [T_{a,b}(u)]_x) \, dx \, dt + \varepsilon \int_{Q_{0,\tau}} t u_{xt} [T_{a,b}(u)]_x \, dx \, dt \\
+ \frac{\varepsilon}{2} \int_{Q_{0,\tau}} t ([T_{a,b}(u)]_x)^2 \, dx \, dt = \int_0^\tau t \left\{ \beta T_{a,b}(u(L, t)) - \alpha T_{a,b}(u(0, t)) \right\} \, dt \\
- \tau \int_\Omega J_{a,b}(u(x)) \, dx + \int_{Q_{0,\tau}} J_{a,b}(u) \, dx \, dt + \int_{Q_{0,\tau}} t F T_{a,b}(u) \, dx \, dt .
\]

(4.10)

**Proof.** Equalities (4.9) and (4.10) immediately follow multiplying the equation \( u_t = v_x + F \) by the test functions \( \eta = T_{a,b}(u) \xi \) and \( \eta = t T_{a,b}(u) \), respectively and integrating by parts.

For every solution \( u \) of problem (4.1)–(4.2), set

\[
\mathcal{R}(t) := \int_\Omega \left[ f(u(t), u_x(t)) - r_{a,\beta}(x) u_x(t) \right] \, dx \quad (t \in [0, T]) .
\]

(4.11)

Notice that, by the initial condition in (4.1),

\[
\mathcal{R}(0) = \int_\Omega \left[ f(u_0, u_{0x}) - r_{a,\beta}(x) u_{0x} \right] \, dx .
\]

(4.12)

Here \( f \) is the function in \((H_1)–(H_2)\) and \( r_{a,\beta}(x) \) is defined in (4.8).
Lemma 4.4. Let \((H_1)-(H_2)\) be satisfied. For every \(u_0 \in C^1(\overline{\Omega})\), let \(u\) be the solution to \((4.1)-(4.2)\). Then, for every \(\tau \in (0, T]\) there holds

\[
\mathcal{R}(\tau) + \int_{Q_{0,\tau}} \left[ (v - r_{\alpha,\beta})_x \right]^2 \, dx \, dt + \varepsilon \int_{Q_{0,\tau}} (u_{xt})^2 \, dx \, dt + \frac{\sqrt{\varepsilon}}{2} \int_{\Omega} (u_x(\tau))^2 \, dx \\
= \mathcal{R}(0) + \int_{Q_{0,\tau}} \partial_x f(u, u_x) \, dx \, dt + \frac{\sqrt{\varepsilon}}{2} \int_{\Omega} (u_0x)^2 \, dx \\
+ \int_{Q_{0,\tau}} (v - r_{\alpha,\beta}) F_x \, dx \, dt \tag{4.13}
\]

and

\[
\tau \mathcal{R}(\tau) + \int_{Q_{0,\tau}} t \left[ (v - r_{\alpha,\beta})_x \right]^2 \, dx \, dt + \varepsilon \int_{Q_{0,\tau}} t (u_{xt})^2 \, dx \, dt + \frac{\sqrt{\varepsilon}}{2} \int_{\Omega} \tau (u_x(\tau))^2 \, dx \\
= \int_0^{\tau} \mathcal{R}(t) \, dt + \int_{Q_{0,\tau}} t \partial_x f(u, u_x) \, dx \, dt + \frac{\sqrt{\varepsilon}}{2} \int_{Q_{0,\tau}} (u_x)^2 \, dx \, dt \\
+ \int_{Q_{0,\tau}} t (v - r_{\alpha,\beta}) F_x \, dx \, dt \tag{4.14}
\]

Proof. Let us firstly prove \((4.13)\). For every \(\tau \in (0, T]\) there holds

\[
\mathcal{R}(\tau) - \mathcal{R}(0) = \int_{Q_{0,\tau}} \partial_x f(u, u_x) \, dx \, dt + \int_{Q_{0,\tau}} \left[ \partial_x f(u, u_x) - r_{\alpha,\beta}(x) \right] u_{xt} \, dx \, dt,
\]

where, by \((1.2), (4.2)\) and the equality \(u_{xt} = v_{xx} + F_x\),

\[
\int_{Q_{0,\tau}} \left[ \partial_x f(u, u_x) - r_{\alpha,\beta}(x) \right] u_{xt} \, dx \, dt \\
= \int_{Q_{0,\tau}} \left[ \partial_x f(u, u_x) - v \right] u_{xt} \, dx \, dt + \int_{Q_{0,\tau}} (v - r_{\alpha,\beta}(x)) \left( v_{xx} + F_x \right) \, dx \, dt \\
= -\varepsilon \int_{Q_{0,\tau}} (u_{xt})^2 \, dx \, dt - \sqrt{\varepsilon} \int_{Q_{0,\tau}} u_x \, u_{xt} \, dx \, dt \\
+ \int_{Q_{0,\tau}} (v - r_{\alpha,\beta}(x)) \left( v - r_{\alpha,\beta}(x) \right)_{xx} \, dx \, dt \\
+ \int_{Q_{0,\tau}} (v - r_{\alpha,\beta}(x)) F_x \, dx \, dt.
\]

Since \(v - r_{\alpha,\beta} = 0\) on \(\partial \Omega \times (0, T)\), from the above inequality we get

\[
\int_{Q_{0,\tau}} \left[ \partial_x f(u, u_x) - r_{\alpha,\beta}(x) \right] u_{xt} \, dx \, dt \\
= -\varepsilon \int_{Q_{0,\tau}} (u_{xt})^2 \, dx \, dt - \sqrt{\varepsilon} \int_{Q_{0,\tau}} u_x \, u_{xt} \, dx \, dt \\
- \int_{Q_{0,\tau}} \left[ \left( v - r_{\alpha,\beta}(x) \right)_x \right]^2 \, dx \, dt \\
+ \int_{Q_{0,\tau}} (v - r_{\alpha,\beta}(x)) F_x \, dx \, dt,
\]

which combined with \((4.15)\) gives \((4.13)\).
Let us address (4.14). For every \( \tau \in (0, T] \) we have
\[
\tau \mathcal{R}(\tau) = \int_0^\tau \mathcal{R}(t) \, dt + \int_{Q_{0,\tau}} t \partial_z f(u, u_x) \, u_t \, dx \, dt
\]
\[
+ \int_{Q_{0,\tau}} t \left[ \partial_{\xi} f(u, u_x) - r_{\alpha,\beta}(x) \right] u_{xt} \, dx \, dt,
\]
and the conclusion follows since, as before,
\[
\int_{Q_{0,\tau}} t \left[ \partial_{\xi} f(u, u_x) - r_{\alpha,\beta}(x) \right] u_{xt} \, dx \, dt
\]
\[
= \int_{Q_{0,\tau}} t [a(u, u_x) - v] u_{xt} \, dx \, dt + \int_{Q_{0,\tau}} t (v - r_{\alpha,\beta}(x)) (v_{xx} + F_x) \, dx \, dt
\]
\[
= -\varepsilon \int_{Q_{0,\tau}} t (u_{xt})^2 \, dx \, dt - \sqrt{\varepsilon} \int_{Q_{0,\tau}} tu_x u_{xt} \, dx \, dt
\]
\[
+ \int_{Q_{0,\tau}} t (v - r_{\alpha,\beta}(x)) (v - r_{\alpha,\beta}(x))_{xx} \, dx \, dt + \int_{Q_{0,\tau}} t (v - r_{\alpha,\beta}(x)) F_x \, dx \, dt
\]
\[
= -\varepsilon \int_{Q_{0,\tau}} t (u_{xt})^2 \, dx \, dt - \sqrt{\varepsilon} \int_{Q_{0,\tau}} tu_x u_{xt} \, dx \, dt
\]
\[
- \int_{Q_{0,\tau}} t \left[ (v - r_{\alpha,\beta}(x)) \right]^2 \, dx \, dt + \int_{Q_{0,\tau}} t (v - r_{\alpha,\beta}(x)) F_x \, dx \, dt.
\]
\[\square\]

We finish this section with some useful inequalities satisfied by the approximating solutions.

For every \( g \in C^1(\mathbb{R}) \) and \((z, \xi) \in \mathbb{R}^2\), set
\[
G_{\varepsilon}(z, \xi) := \int_0^\xi g(a_{\varepsilon}(z, s)) \, ds, \quad \text{with} \quad a_{\varepsilon}(z, \xi) := a(z, \xi) + \sqrt{\varepsilon} \xi. \tag{4.16}
\]

**Proposition 4.5.** For every \( u_0 \in C^1(\overline{\Omega}) \), let \( u \) be the solution to (4.1)–(4.2). Then, for every \( g \in C^1(\mathbb{R}) \), \( g' \geq 0 \), and \( \zeta \in C^1([0, T]; C^1(\overline{\Omega})) \), \( \xi \geq 0 \), there holds
\[
\int_{Q_{0,\tau}} G_{\varepsilon}(u, u_x) \zeta \, dx \, dt - \int_{Q_{0,\tau}} \left\{ g(v) \zeta_x v_x + g'(v) (v_x)^2 \zeta - g(v) F_x \zeta \right\} \, dx \, dt
\]
\[
\geq \int_{\Omega} [G_{\varepsilon}(u, u_x)](x, \tau) \zeta(x, \tau) \, dx - \int_{\Omega} G_{\varepsilon}(u_0, u_{0x}) \zeta(x, 0) \, dx
\]
\[
- \int_{Q_{0,\tau}} H_{\varepsilon, g} \zeta \, dx \, dt \tag{4.17}
\]
for every \( \tau \in (0, T] \); here \( G_{\varepsilon} \) is the function in (4.16) and
\[
H_{\varepsilon, g}(x, t)
\]
\[
:= u_t(x, t) \int_0^{u_x(x, t)} \left[ g'(a_{\varepsilon}(u(x, t), s)) \partial_z a(u(x, t), s) \right] \, ds \quad ((x, t) \in Q_{0,T}). \tag{4.18}
\]
Proof. Since \( u_{x} = v_{x} + F_{x} \) and \( v - a_{e}(u, u_{x}) = \varepsilon u_{x} \) in \( Q_{0, T} \), for every \( \tau \in (0, T) \) and for every nonnegative \( \zeta \in C^{1}([0, T]; C^{1}_{0}(\Omega)) \), there holds

\[
\int_{Q_{0, \tau}} g(a_{e}(u, u_{x})) u_{x} \zeta \, dx \, dt = \int_{Q_{0, \tau}} \left[ g(a_{e}(u, u_{x})) - g(v) \right] \frac{v - a_{e}(u, u_{x})}{\varepsilon} \zeta \, dx \, dt + \int_{Q_{0, \tau}} g(v)(v_{x} + F_{x}) \zeta \, dx \, dt \\
\leq - \int_{Q_{0, \tau}} \left\{ g(v) v_{x} \zeta + g'(v)(v_{x})^{2} \zeta - g(v) F_{x} \zeta \right\} \, dx \, dt,
\]

as \( g \) is nondecreasing. Moreover, we have

\[
[G_{\varepsilon}(u, u_{x})]_{t} = g(a_{e}(u, u_{x})) u_{x} t + \int_{0}^{u_{x}} \frac{\partial}{\partial t} \left[ g(a_{e}(u(x, t), s)) \right] \, ds = g(a_{e}(u, u_{x})) u_{x} t + H_{\varepsilon, g},
\]

where \( H_{\varepsilon, g} \) is the function in (4.18). Combining the previous inequalities, the conclusion follows. \( \Box \)

5. A priori estimates

5.1. A priori estimates for \( L^{2} \)-initial data

Let us begin by following elementary technical lemma.

**Lemma 5.1.** Let \( r_{\alpha, \beta} \) be the function in (4.8). Then, for all \( z, \xi \in \mathbb{R} \) and \( x \in \Omega \) there holds

\[
\begin{align*}
\min\{\alpha, \beta\} < r_{\alpha, \beta}(x) &< \max\{\alpha, \beta\} \text{ for all } x \in \Omega, \quad (5.1) \\
C_{0} \pm r_{\alpha, \beta}(x) &> 0 \text{ in } \Omega, \quad C_{0} \pm r_{\alpha, \beta}(x) \geq 0 \text{ on } \partial \Omega, \quad (5.2) \\
D_{0} + f(z, \xi) - r_{\alpha, \beta}(x)\xi &\geq \left( C_{0} - r_{\alpha, \beta}(x) \right)\xi^{+} + \left( C_{0} + r_{\alpha, \beta}(x) \right)\xi^{-} \geq 0, \quad (5.3) \\
f(z, \xi) - r_{\alpha, \beta}(x)\xi &\leq h(z, \xi) - r_{\alpha, \beta}(x)\xi + C_{1}(z^{2} + 2), \quad (5.4)
\end{align*}
\]

where \( C_{0}, C_{1}, D_{0} \) are the constants in assumption \((H_{2})\).

**Proof.** Inequalities (5.1) and (5.2) immediately follow from the very definition of \( r_{\alpha, \beta} \) and \((H_{2})\), whereas (5.3)–(5.4) are direct consequences of (1.3) and (1.7) and the inequality \(|z| + 1 \leq z^{2} + 2\). \( \Box \)

**Remark 5.1.** By Lemma 5.1, for every solution \( u \) of (4.1)–(4.2) we get, for all \( t \in (0, T) \) (see (5.3) and (5.4)),
\[(D_0 + 2C_1)|\Omega| + C_1 \int_\Omega u^2(t)\,dx + \int_\Omega \left\{ h(u(t), u_x(t)) - r_{\alpha, \beta}(x) u_x(t) \right\} \,dx \geq 0, \quad (5.5)\]

\[\mathcal{R}(t) + D_0|\Omega| \geq \int_\Omega \left\{ (C_0 - r_{\alpha, \beta}(x))[u_x(t)]^+ + (C_0 + r_{\alpha, \beta}(x))[u_x(t)]^- \right\} \,dx \geq 0 \quad (5.6)\]

and

\[\mathcal{R}(t) \leq \int_\Omega \left\{ h(u(t), u_x(t)) - r_{\alpha, \beta}(x) u_x(t) \right\} \,dx + C_1 \int_\Omega u^2(t)\,dx + 2|\Omega|; \quad (5.7)\]

here \(\mathcal{R}\) is the function in (4.11) and \(C_0, C_1, D_0\) are the constants in assumption (H2).

**Proposition 5.2.** For every \(u_0 \in C^1(\overline{\Omega})\), \(\varepsilon > 0\) and \(\alpha, \beta\) as in (1.3), let \(u\) be the solution to (4.1)–(4.2). Then, for every \(\tau \in (0, T]\) there holds

\[\int_\Omega u^2(\tau)\,dx \leq D_{1,T} \left\{ 1 + \int_\Omega u_0^2\,dx + \varepsilon \int_\Omega (u_{0x})^2\,dx \right\}, \quad (5.8)\]

\[\int_\Omega u^2(\tau)\,dx \leq \tau D_{1,T} \left\{ 1 + \int_\Omega u_0^2\,dx + \varepsilon \int_\Omega (u_{0x})^2\,dx \right\} + \int_\Omega \left\{ u_0^2 + \varepsilon u_{0x}^2 \right\} \,dx, \quad (5.9)\]

\[\int_{Q_{0,\tau}} \left\{ (C_0 - r_{\alpha, \beta}(x))[u_x]^+ + (C_0 + r_{\alpha, \beta}(x))[u_x]^- \right\} \,dx\,dt \leq D_{1,T} \left\{ 1 + \int_\Omega u_0^2\,dx + \varepsilon \int_\Omega (u_{0x})^2\,dx \right\} \quad (5.10)\]

\[\varepsilon \int_\Omega (u_x(\tau))^2\,dx + \sqrt{\varepsilon} \int_{Q_{0,\tau}} (u_x)^2\,dx\,dt \leq D_{1,T} \left\{ 1 + \int_\Omega u_0^2\,dx + \varepsilon \int_\Omega (u_{0x})^2\,dx \right\}. \quad (5.11)\]

\[\tau \int_\Omega \left\{ (C_0 - r_{\alpha, \beta}(x))[u_x(\tau)]^+ + (C_0 + r_{\alpha, \beta}(x))[u_x(\tau)]^- \right\} \,dx \leq D_{1,T} \left\{ 1 + \int_\Omega u_0^2\,dx + \varepsilon \int_\Omega (u_{0x})^2\,dx \right\}, \quad (5.12)\]

\[\varepsilon \int_{Q_{0,\tau}} (u_{xt})^2\,dx\,dt + \sqrt{\varepsilon} \tau \int_\Omega (u_x(\tau))^2\,dx \quad (5.13)\]

\[+ \frac{1}{2} \int_{Q_{0,\tau}} t \left[ (r - r_{\alpha, \beta}(x))_x \right]^2\,dx\,dt \leq D_{1,T} \left\{ 1 + \int_\Omega u_0^2\,dx + \varepsilon \int_\Omega (u_{0x})^2\,dx \right\}, \quad (5.14)\]

for some \(D_{1,T} > 0\) independent of \(\varepsilon\) and only depending on \(\alpha, \beta, |\Omega|, T, F\) and the constants in (H1)–(H2).
Proof. Observe that the following equality holds:

\[
\int_0^\tau \{ \beta u(L, t) \xi(L, t) - \alpha u(0, t) \xi(0, t) \} \, dt
= \int_{Q_{0,\tau}} r_{\alpha,\beta}(x) \left( \xi u_x + u \xi_x \right) \, dx \, dt + \int_{Q_{0,\tau}} u \xi r_{\alpha,\beta}' \, dx \, dt,
\]

Therefore, from Lemma 4.2, taking \( \zeta = 1 \) we get

\[
\int_{Q_{0,\tau}} \left\{ h(u, u_x) - r_{\alpha,\beta}(x) u_x \right\} \, dx \, dt + \frac{\varepsilon}{2} \int_{Q_{0,\tau}} (u_x(\tau))^2 \, dx + \sqrt{\varepsilon} \int_{Q_{0,\tau}} (u_x)^2 \, dx
\]

\[
\quad + \int_{Q_{0,\tau}} \frac{u_x^2(\tau)}{2} \, dx = \int_{Q_{0,\tau}} (F + r_{\alpha,\beta}'(x)) u \, dx \, dt + \frac{\varepsilon}{2} \int_{Q_{0,\tau}} (u_x^2) \, dx,
\]

whence (see (5.5))

\[
\int_{Q_{0,\tau}} \left\{ (C_0 - r_{\alpha,\beta}(x)) [u_x]^+ + (C_0 + r_{\alpha,\beta}(x)) [u_x]^+ \right\} \, dx \, dt
\]

\[
\quad + \frac{\varepsilon}{2} \int_{Q_{0,\tau}} (u_x(\tau))^2 \, dx + \sqrt{\varepsilon} \int_{Q_{0,\tau}} (u_x)^2 \, dx + \int_{Q_{0,\tau}} u_x^2(\tau) \, dx \leq \int_{Q_{0,\tau}} u_0^2 \, dx + \| F + r_{\alpha,\beta}' \|^2_{L^\infty(0,T;L^2(\Omega))},
\]

(5.15)

by Young’s inequality. Here

\[ A_1 = (D_0 + 2C_1) |\Omega| + \frac{\| F + r_{\alpha,\beta}' \|^2_{L^\infty(0,T;L^2(\Omega))}}{2}, \quad A_2 = \frac{1}{2} + C_1. \]

Hence, (5.8) follows from (5.16) and Gronwall’s Lemma, whereas (5.9), (5.10) and (5.11) are a direct consequence of (5.16) and (5.8). Moreover, by (5.15) and (5.8) we also get

\[
\int_{Q_{0,\tau}} \left\{ h(u, u_x) - r_{\alpha,\beta}(x) u_x \right\} \, dx \, dt \leq \tilde{D}_{1,T} \left\{ 1 + \int_{Q_{0,\tau}} u_0^2 \, dx + \varepsilon \int_{Q_{0,\tau}} (u_0)^2 \, dx \right\}
\]

(5.17)

for some \( \tilde{D}_{1,T} > 0 \) independent of \( \varepsilon \) and only depending on \( \alpha, \beta, |\Omega|, T, F \) and the constants in \((H_1)-(H_2)\). Let us now address the remaining estimates (5.12)–(5.14). To this aim, let us first notice that by the equality \( u_t = v_x + F \) there holds

\[
u_t = (v - r_{\alpha,\beta})_x + r_{\alpha,\beta} + F,
\]

(5.18)
whereas by (4.14) and (5.6) it follows that, for all $\tau \in (0, T]$,
\[-\tau D_0 |\Omega| + \tau \int_{\Omega} \{(C_0 - r_{\alpha, \beta}(x))[u_x(\tau)]^+ + (C_0 + r_{\alpha, \beta}(x))[u_x(\tau)]^-\} \, dx\]
\[\quad + \int_{Q_{0, \tau}} t \left[(v - r_{\alpha, \beta})_x\right]^2 \, dx \, dt + \varepsilon \int_{Q_{0, \tau}} t (u_{xt})^2 \, dx \, dt + \frac{\sqrt{\varepsilon}}{2} \tau \int_{\Omega} (u_x(\tau))^2 \, dx\]
\[\leq \int_0^\tau \mathcal{R}(t) \, dt + \int_{Q_{0, \tau}} t \, \partial_z f(u, u_x) \, dx \, dt + \frac{\sqrt{\varepsilon}}{2} \int_{Q_{0, \tau}} (u_x(\tau))^2 \, dx + \int_{Q_{0, \tau}} (v - r_{\alpha, \beta}) \, F_x \, dx \, dt. \tag{5.19}\]

Concerning the right-hand side in the above inequality, we have
\[\int_0^\tau \mathcal{R}(t) \, dt \leq \tilde{D}_{1,T} \left\{1 + \int_{\Omega} t u_0^2 \, dx + \varepsilon \int_{\Omega} (u_0^2)^2 \, dx\right\} + C_1 \int_{Q_{0, \tau}} t^2 \, dx \, dt + 2|\Omega| |\tau| \tag{5.20}\]
(see (5.7) and (5.17)) and, by (5.18)
\[\int_{Q_{0, \tau}} t \, \partial_z f(u, u_x) \, dx \, dt + \int_{Q_{0, \tau}} t (v - r_{\alpha, \beta}) \, F_x \, dx \, dt\]
\[= \int_{Q_{0, \tau}} t \, \partial_z f(u, u_x) (r'_{\alpha, \beta} + F) \, dx \, dt + \int_{Q_{0, \tau}} t \left(\partial_z f(u, u_x) - F\right) (v - r_{\alpha, \beta})_x \, dx \, dt\]
\[\leq \frac{\tau^2}{2} \gamma \|r_{\alpha, \beta}' + F\|_{L^\infty(0, T; L^1(\Omega))} + \int_{Q_{0, \tau}} t \left(\partial_z f(u, u_x) - F\right)^2 \, dx \, dt\]
\[+ \frac{1}{2} \int_{Q_{0, \tau}} t \left[(v - r_{\alpha, \beta})_x\right]^2 \, dx \, dt \leq A_3 + \frac{1}{2} \int_{Q_{0, \tau}} t \left[(v - r_{\alpha, \beta})_x\right]^2 \, dx \, dt \tag{5.21}\]
(here we have also used (1.2)), for some $A_3 > 0$ independent of $\varepsilon$ and only depending on $\alpha, \beta, |\Omega|, T, F$ and the constants in $(H_1)$–$(H_2)$. Combining (5.19)–(5.21) gives
\[\tau \int_{\Omega} \{(C_0 - r_{\alpha, \beta}(x))[u_x(\tau)]^+ + (C_0 + r_{\alpha, \beta}(x))[u_x(\tau)]^-\} \, dx\]
\[\quad + \frac{1}{2} \int_{Q_{0, \tau}} t \left[(v - r_{\alpha, \beta})_x\right]^2 \, dx \, dt + \varepsilon \int_{Q_{0, \tau}} t (u_{xt})^2 \, dx \, dt + \frac{\sqrt{\varepsilon}}{2} \tau \int_{\Omega} (u_x(\tau))^2 \, dx\]
\[\leq \tilde{D}_{1,T} \left\{1 + \int_{\Omega} t u_0^2 \, dx + \varepsilon \int_{\Omega} (u_0^2)^2 \, dx\right\} + C_1 \int_{Q_{0, \tau}} t^2 \, dx \, dt + A_4, \tag{5.22}\]
for some $A_4 > 0$ independent of $\varepsilon$. Therefore (5.12) and (5.13) follow from (5.22), (5.8) and (5.11). The proof of (5.14) relies on (5.18) and the estimate of the term $\int_{Q_{0, \tau}} t \left[(v - r_{\alpha, \beta})_x\right]^2 \, dx \, dt$ in (5.13). \(\square\)

**Proposition 5.3.** For every $u_0 \in C^1(\overline{\Omega})$, $\varepsilon > 0$ and $\alpha, \beta$ as in (1.3), let $u$ be the solution to (4.1)–(4.2).
(i) For every interval $\Omega' \subset \subset \Omega$ there exists $D_{\Omega', T} > 0$, independent of $\varepsilon$, such that
\[
\int_{Q_{0, T}} |u_x| \, dx \, dt \leq D_{\Omega', T} \left( 1 + \int_{\Omega} u_0^2 \, dx + \varepsilon \int_{\Omega} (u_{0x})^2 \, dx \right), \tag{5.23}
\]
\[
\int_{\Omega'} |u_x(\tau)| \, dx \leq \frac{D_{\Omega', T}}{\tau} \left( 1 + \int_{\Omega} u_0^2 \, dx + \varepsilon \int_{\Omega} (u_{0x})^2 \, dx \right)
\text{for every } \tau \in (0, T]. \tag{5.24}
\]

(ii) If $(H_2)$ holds with $\max\{|\alpha|, |\beta|\} < C_0 \leq 1$, there exists $D_{\Omega, T} > 0$ independent of $\varepsilon$ such that
\[
\int_{Q_{0, T}} |u_x| \, dx \, dt \leq D_{\Omega, T} \left( 1 + \int_{\Omega} u_0^2 \, dx + \varepsilon \int_{\Omega} (u_{0x})^2 \, dx \right), \tag{5.25}
\]
\[
\int_{\Omega} |u_x(\tau)| \, dx \leq \frac{D_{\Omega, T}}{\tau} \left( 1 + \int_{\Omega} u_0^2 \, dx + \varepsilon \int_{\Omega} (u_{0x})^2 \, dx \right)
\text{for every } \tau \in (0, T]. \tag{5.26}
\]

Proof.

(i) Estimates (5.23) and (5.24) follow from (5.10) and (5.12), respectively, combined with the definition of $r_{a, \beta}$ and $(H_2)$.

(ii) The proof of (5.25) and (5.26) relies on (5.10) and (5.12), respectively, combined with the requirement $C_0 > \max\{|\alpha|, |\beta|\}$, which plainly gives $C_0 \pm r_{a, \beta} \geq c > 0$ in $\Omega$.

\[ \square \]

Proposition 5.4. For every $u_0 \in C^1(\overline{\Omega})$, $\varepsilon > 0$ and $\alpha, \beta$ as in (1.3), let $u$ be the solution to (4.1)–(4.2). Then, for all $a, b \in \mathbb{R}$ with $a < b$, there holds
\[
\int_{Q_T} t \left| [T_{a, b}(u)]_x \right| \, dx \, dt \leq D_{a, b, T} \left( 1 + \int_{\Omega} u_0^2 \, dx + \varepsilon \int_{\Omega} (u_{0x})^2 \, dx \right), \tag{5.27}
\]
for some $D_{a, b, T} > 0$ independent of $\varepsilon$ and only depending on $a$, $b$, $\alpha$, $\beta$, $|\Omega|$, $T$, $F$ and the constants in assumptions $(H_1)$–$(H_2)$.

Proof. By (4.10) we get
\[
\int_{Q_{0, T}} t \, h(u, [T_{a, b}(u)]_x) \, dx \, dt + \varepsilon \int_{Q_{0, T}} t \left( [T_{a, b}(u)]_x \right)^2 \, dx \, dt
\leq \varepsilon \int_{Q_{0, T}} t \, |u_x| \, [T_{a, b}(u)]_x \, dx \, dt + \int_0^T t \, |\beta T_{a, b}(u(L, t)) - \alpha T_{a, b}(u(0, t))| \, dt
\]
\[+ T \int_{\Omega} |J_{a, b}(u(T))| \, dx + \int_{Q_{0, T}} |J_{a, b}(u)| \, dx \, dt + \int_{Q_{0, T}} t \, |F| \, |T_{a, b}(u)| \, dx \, dt. \tag{5.28}\]
Concerning the right-hand side of (5.28) we observe that
\[
\int_0^T t \left| \beta T_{a,b}(u(L, t)) - \alpha T_{a,b}(u(0, t)) \right| dt + \int_{Q_{0,T}} t |F| |T_{a,b}(u)| dx dt \leq A_1,
\]
(5.29)
\[
T \int_{\Omega} |J_{a,b}(u(T))| dx + \int_{Q_{0,T}} |J_{a,b}(u)| dx dt
\leq A_1 \left( 1 + \int_{\Omega} u^2(T) dx + \int_{Q_{0,T}} u^2 dx dt \right),
\]
(5.30)
\[
\varepsilon \int_{Q_{0,T}} t |u_{xt} [T_{a,b}(u)]_x| dx dt
\leq \frac{\varepsilon^{3/2}}{2} \int_{Q_{0,T}} t (u_{xt})^2 dx dt + \frac{\varepsilon}{2} \int_{Q_{0,T}} t \left( [T_{a,b}(u)]_x \right)^2 dx dt,
\]
(5.31)
for some \( A_1 > 0 \) independent of \( \varepsilon \) and only depending on \( a, b, \alpha, \beta, |\Omega|, T, F \) and the constants in assumptions \((H_1)-(H_2)\). Using (5.29)–(5.31), inequality (5.28) reads as
\[
\int_{Q_{0,T}} t h(u, [T_{a,b}(u)]_x) dx dt + \frac{\varepsilon}{2} \int_{Q_{0,T}} t \left( [T_{a,b}(u)]_x \right)^2 dx dt
\leq \frac{\varepsilon^{3/2}}{2} \int_{Q_{0,T}} t (u_{xt})^2 dx dt + A_1 \left( 2 + \int_{\Omega} u^2(T) dx + \int_{Q_{0,T}} u^2 dx dt \right)
\leq A_2 \left( 1 + \int_{\Omega} u_0^2 dx + \varepsilon \int_{\Omega} (u_{0x})^2 dx \right)
\]
(5.32)
(here we have used (5.8) and (5.13)). Then we obtain (5.27) from (5.32) since, by (1.7), \( h(u, [T_{a,b}(u)]_x) \geq C_0 ||[T_{a,b}(u)]_x|| - D_0 - C_1 (|u| + 1) \) (see also (5.8)). \( \square \)

**Proposition 5.5.** Let \( a \in C^1(\mathbb{R}^2; \mathbb{R}) \cap \text{Lip}(\mathbb{R}^2; \mathbb{R}) \) satisfy (3.2). For every \( u_0 \in C^1(\overline{\Omega}) \), let \( u \) be the solution to (4.1)–(4.2). Then, for every \( \tau \in (0, T] \) there holds
\[
\frac{1}{2} \int_{Q_{0,T}} t^2 (u_{xt})^2 dx dt + \sqrt{\varepsilon} \int_{Q_{0,T}} t^2 (u_{xt})^2 dx dt + \frac{\varepsilon \tau^2}{4} \int_{\Omega} (u_{xt})^2 (\tau) dx
+ \frac{\tau^2}{4} \int_{\Omega} \left( (v - r_{a,\beta})_x \right)^2 (\tau) dx \leq D_{2,T} \left\{ 1 + \int_{\Omega} u_0^2 dx + \varepsilon \int_{\Omega} (u_{0x})^2 dx \right\},
\]
(5.33)
\[
\int_{Q_{0,T}} t^2 \left[ \partial_t (a(u, u_x)) \right]^2 dx dt \leq D_{2,T} \left\{ 1 + \int_{\Omega} u_0^2 dx + \varepsilon \int_{\Omega} (u_{0x})^2 dx \right\},
\]
(5.34)
for some \( D_{2,T} > 0 \) independent of \( \varepsilon \) only depending on \( \alpha, \beta, |\Omega|, T, F \) and the constants in assumptions \((H_1)-(H_2)\).
Proof. In view of Theorem 4.1-(ii) we can multiply the equation \( u_{xt} = v_{xx} + F_x = (v - r_{a,\beta})_{xx} + F_x \) by the test function \( \eta = t^2 v_t = t^2 (v - r_{a,\beta})_t \). Then, for every \( \tau \in (0, T] \) we get

\[
\int_{Q_{0,\tau}} t^2 u_{xt} v_t \, dx \, dt \\
= \int_{Q_{0,\tau}} t^2 (v - r_{a,\beta})_t (v - r_{a,\beta})_{xx} \, dx \, dt + \int_{Q_{0,\tau}} t^2 (v - r_{a,\beta})_t F_x \, dx \, dt \\
= - \int_{Q_{0,\tau}} t^2 (v - r_{a,\beta})_t (v - r_{a,\beta})_x \, dx \, dt + \int_{Q_{0,\tau}} \partial_t(t^2 (v - r_{a,\beta}) F_x) \, dx \, dt \\
- \int_{Q_{0,\tau}} 2t (v - r_{a,\beta}) F_x \, dx \, dt - \int_{Q_{0,\tau}} t^2 (v - r_{a,\beta}) F_{xt} \, dx \, dt \\
= - \frac{\tau^2}{2} \int_{\Omega} [(v - r_{a,\beta})_x]_2^2 (\tau) \, dx \\
+ \int_{Q_{0,\tau}} t [(v - r_{a,\beta})_x]^2 \, dx \, dt - \tau^2 \int_{\Omega} (v(\tau) - r_{a,\beta})_x F(x, \tau) \, dx \\
+ 2 \int_{Q_{0,\tau}} t (v - r_{a,\beta})_x F \, dx \, dt + \int_{Q_{0,\tau}} t^2 (v - r_{a,\beta})_x F_t \, dx \, dt ,
\]

(here we have used that \( v - r_{a,\beta} = 0 \) and \( v_t = 0 \) on \( \partial \Omega \times (0, \tau) \)). Concerning the left-hand side of (5.35), we have (see (4.7))

\[
\int_{Q_{0,\tau}} t^2 u_{xt} v_t \, dx \, dt \\
= \int_{Q_{0,\tau}} t^2 u_{xt} u_t \, \partial_x a(u, u_x) \, dx \, dt + \int_{Q_{0,\tau}} t^2 (u_{xt})^2 \partial_x a(u, u_x) \, dx \, dt \\
+ \sqrt{\varepsilon} \int_{Q_{0,\tau}} t^2 (u_{xt})^2 \, dx \, dt + \frac{\varepsilon \tau^2}{2} \int_{\Omega} (u_{xt})^2 (\tau) \, dx - \varepsilon \int_{Q_{0,\tau}} t (u_{xt})^2 \, dx \, dt .
\]

Combining (5.35) and (5.36), since

\[
\tau^2 \left| \int_{\Omega} (v(\tau) - r_{a,\beta})_x F(x, \tau) \, dx \right| \\
\leq \frac{\tau^2}{4} \int_{\Omega} [(v(\tau) - r_{a,\beta})_x]^2 \, dx + \tau^2 \int_{\Omega} F^2(x, \tau) \, dx ,
\]

we obtain

\[
\int_{Q_{0,\tau}} t^2 (u_{xt})^2 \partial_x a(u, u_x) \, dx \, dt + \sqrt{\varepsilon} \int_{Q_{0,\tau}} t^2 (u_{xt})^2 \, dx \, dt + \frac{\varepsilon \tau^2}{2} \int_{\Omega} (u_{xt})^2 (\tau) \, dx \\
+ \frac{\tau^2}{4} \int_{\Omega} [(v - r_{a,\beta})_x]^2 (\tau) \, dx \leq \int_{Q_{0,\tau}} t^2 |u_{xt}| |u_t| |\partial_x a(u, u_x)| \, dx \, dt
\]
the latter inequality in the above estimate following by \((5.13)\); here \(A_1 > 0\) is a suitable constant independent of \(\varepsilon\), only depending on \(\alpha, \beta, |\Omega|, T, F\) and the constants in assumptions \((H_1)–(H_2)\). By \((3.2)\) we get

\[
\begin{align*}
\int_{Q_0,T} t^2 |u_{xt}| |u_t| |\partial_{z} a(u, u_x)| \, dx \, dt \\
\leq C_a \int_{Q_0,T} t^2 |u_{xt}| |u_t| \sqrt{\partial_{z} a(u, u_x)} \, dx \, dt \\
\leq \frac{1}{2} \int_{Q_0,T} t^2 (u_{xt})^2 \partial_{z} a(u, u_x) \, dx \, dt + \frac{C_a^2}{2} \int_{Q_0,T} t^2 (u_t)^2 \, dx \, dt
\end{align*}
\]

and \((5.33)\) follows immediately from the above inequality, \((5.37)\) and \((5.14)\).

Finally, \((5.34)\) is a direct consequence of \((5.14), (5.33)\) and the inequality

\[
\begin{align*}
& t^2 \left[ \partial_t (a(u, u_x)) \right]^2 \\
\leq & 2 t^2 \left( \partial_z a(u, u_x) \right)^2 (u_t)^2 + 2 t^2 \left( \partial_z a(u, u_x) \right)^2 (u_{xt})^2 \\
\leq & 2 t^2 \left[ \sup_{z, \xi \in \mathbb{R}^2} |\partial_z a(z, \xi)| \right]^2 (u_t)^2 + 2 t^2 \left[ \sup_{z, \xi \in \mathbb{R}^2} \partial_{z} a(z, \xi) \right] \partial_z a(u, u_x) (u_{xt})^2
\end{align*}
\]

(recall that \(a \in \text{Lip}(\mathbb{R}^2)\)). \(\square\)

5.2. A priori estimates for \(BV\)-initial data

**Proposition 5.6.** For every \(u_0 \in C^1(\overline{\Omega})\), let \(u\) be the solution to \((4.1)–(4.2)\). Then, for every \(\tau \in (0, T]\) there holds

\[
\begin{align*}
\int_{\Omega} \left\{ \left( C_0 - r_{\alpha, \beta}(x) \right) [u_x(\tau)]^+ + \left( C_0 + r_{\alpha, \beta}(x) \right) [u_x(\tau)]^- \right\} \, dx & \\
\leq & D_{1,T} \left( 1 + \|u_0\|_{BV(\Omega)} + \sqrt{\varepsilon} \int_{\Omega} (u_{0x})^2 \, dx \right), \quad (5.38) \\
\varepsilon \int_{Q_0,T} (u_{xt})^2 \, dx \, dt & + \frac{\varepsilon}{2} \int_{\Omega} (u_{xt}(\tau))^2 \, dx + \frac{1}{2} \int_{Q_0,T} \left[ (v - r_{\alpha, \beta}(x))_x \right]^2 \, dx \, dt \\
\leq & D_{1,T} \left( 1 + \|u_0\|_{BV(\Omega)} + \sqrt{\varepsilon} \int_{\Omega} (u_{0x})^2 \, dx \right), \quad (5.39)
\end{align*}
\]
\[ \int_{Q_{0,T}} (u_t)^2 \, dx \, dt \leq \tilde{D}_{1,T} \left( 1 + \|u_0\|_{BV(\Omega)} + \sqrt{\varepsilon} \int_{\Omega} (u_{0x})^2 \, dx \right), \tag{5.40} \]

for some \( \tilde{D}_{1,T} > 0 \) independent of \( \varepsilon \) and only depending on \( \alpha, \beta, |\Omega|, T, F \) and the constants in assumptions \((H_1)-(H_2)\).

**Proof.** Combining \((4.13)\) and \((5.6)\) gives, for all \( \tau \in (0, T] \),

\[
\begin{align*}
-D_0 |\Omega| + & \int_{\Omega} \left\{ (C_0 - r_{\alpha,\beta}(x))[u_x(\tau)]^+ + (C_0 + r_{\alpha,\beta}(x))[u_x(\tau)]^- \right\} \, dx \\
+ & \int_{Q_{0,T}} \left[ (v - r_{\alpha,\beta})u_x \right] \, dx \, dt + \varepsilon \int_{Q_{0,T}} (u_{xt})^2 \, dx \, dt + \frac{\varepsilon}{2} \int_{\Omega} (u_x(\tau))^2 \, dx \\
\leq & \mathcal{R}(0) + \int_{Q_{0,T}} \partial_x f(u, u_x) u_t \, dx \, dt + \frac{\varepsilon}{2} \int_{\Omega} (u_{0x})^2 \, dx \\
+ & \int_{Q_{0,T}} (v - r_{\alpha,\beta}) F_x \, dx \, dt. \tag{5.41}
\end{align*}
\]

Concerning the right-hand side in the above inequality, there exists \( A_1 > 0 \) independent of \( \varepsilon \), such that

\[ \mathcal{R}(0) = \int_{\Omega} \left[ f(u_0, u_{0x}) - r_{\alpha,\beta}(x)u_{0x} \right] \, dx \leq A_1 \left( 1 + \|u_0\|_{BV(\Omega)} \right) \tag{5.42} \]

(see \((1.3)\) and \((4.12)\)) and, by \((5.18)\)

\[
\begin{align*}
\int_{Q_{0,T}} \partial_x f(u, u_x) u_t \, dx \, dt + & \int_{Q_{0,T}} (v - r_{\alpha,\beta}) F_x \, dx \, dt \\
= & \int_{Q_{0,T}} \partial_x f(u, u_x) (r_{\alpha,\beta} + F) \, dx \, dt + \int_{Q_{0,T}} (\partial_x f(u, u_x) - F)(v - r_{\alpha,\beta})_x \, dx \, dt \\
\leq & \tau \gamma \|r_{\alpha,\beta}' + F\|_{L^\infty(0,T;L^1(\Omega))} + \int_{Q_{0,T}} \left( \frac{\partial_x f(u, u_x) - F}{2} \right)^2 \, dx \, dt \\
+ & \frac{1}{2} \int_{Q_{0,T}} \left[ (v - r_{\alpha,\beta})_x \right]^2 \, dx \, dt \leq A_2 + \frac{1}{2} \int_{Q_{0,T}} \left[ (v - r_{\alpha,\beta})_x \right]^2 \, dx \, dt, \tag{5.43}
\end{align*}
\]

(see also \((1.2)\)), for some \( A_2 > 0 \) independent of \( \varepsilon \). Combining \((5.42)-(5.43)\), inequality \((5.41)\) can be rephrased as

\[
\begin{align*}
\int_{\Omega} \left\{ (C_0 - r_{\alpha,\beta}(x))[u_x(\tau)]^+ + (C_0 + r_{\alpha,\beta}(x))[u_x(\tau)]^- \right\} \, dx \\
+ & \frac{1}{2} \int_{Q_{0,T}} \left[ (v - r_{\alpha,\beta})_x \right]^2 \, dx \, dt + \varepsilon \int_{Q_{0,T}} (u_{xt})^2 \, dx \, dt + \frac{\varepsilon}{2} \int_{\Omega} (u_x(\tau))^2 \, dx \\
\leq & A_1 \left( 1 + \|u_0\|_{BV(\Omega)} \right) + A_2 + \frac{\varepsilon}{2} \int_{\Omega} (u_{0x})^2 \, dx,
\end{align*}
\]

whence \((5.38)\) and \((5.39)\) immediately follow. Finally, \((5.40)\) is a direct consequence of \((5.18)\) and the estimate of the term \( \int_{Q_{0,T}} \left[ (v - r_{\alpha,\beta})_x \right]^2 \, dx \, dt \) in \((5.39)\). \( \square \)
Proposition 5.7. For every \( u_0 \in C^1(\overline{\Omega}) \), let \( u \) be the solution to (4.1)–(4.2).

(i) For every interval \( \Omega' \subset \subset \Omega \) there exists \( \tilde{D}_{\Omega',T} > 0 \) independent of \( \varepsilon \) such that

\[
\int_{\Omega'} |u_x(\tau)| \, dx 
\leq \tilde{D}_{\Omega',T} \left( 1 + \|u_0\|_{BV(\Omega)} + \sqrt{\varepsilon} \int_{\Omega} (u_{0x})^2 \, dx \right), \quad \text{for every } \tau \in (0, T].
\]

(5.44)

(ii) If assumption (H2) holds with \( \max\{|\alpha|, |\beta|\} < C_0 \leq 1 \), then there exists \( \tilde{D}_{\Omega, T} > 0 \) independent of \( \varepsilon \) such that

\[
\int_{\Omega} |u_x(\tau)| \, dx 
\leq \tilde{D}_{\Omega, T} \left( 1 + \|u_0\|_{BV(\Omega)} + \sqrt{\varepsilon} \int_{\Omega} (u_{0x})^2 \, dx \right), \quad \text{for every } \tau \in (0, T].
\]

(5.45)

Proof. The proof is analogous to that of Proposition 5.3, by using (5.38) instead of (5.12) (we omit the details). \( \square \)

Proposition 5.8. For every \( u_0 \in C^1(\overline{\Omega}) \), let \( u \) be the solution to (4.1)–(4.2). Then, for all \( a, b \in \mathbb{R} \) with \( a < b \), there holds

\[
\int_{Q_{0,T}} |[T_{a,b}(u)]_x| \, dx \, dt \leq \tilde{D}_{a,b,T} \left( 1 + \|u_0\|_{BV(\Omega)} + \sqrt{\varepsilon} \int_{\Omega} (u_{0x})^2 \, dx \right).
\]

(5.46)

for some \( \tilde{D}_{a,b,T} > 0 \) independent of \( \varepsilon \).

Proof. The proof is completely analogous to that of Proposition 5.4, relying on (4.9) instead of (4.10) (we omit the details). \( \square \)

6. Proof of comparison and existence

6.1. Proof of comparison

Let us prove the comparison principle for sub- and supersolutions to \((P_{\alpha, \beta}^{u_0})\).

Proof of Theorem 3.2. Let \( u \) be a strong subsolution to problem \((P_{\alpha_1, \beta_1}^{u_0})\), and let \( \overline{u} \) be a strong supersolution to problem \((P_{\alpha_2, \beta_2}^{u_0})\), with data \( u_0 \in L^1(\Omega) \) and \( \overline{u}_0 \in L^1(\Omega) \). For simplicity set \( \underline{z} := a(u, u_x) \) and \( \overline{z} := a(\overline{u}, \overline{u}_x) \).

For every \( j \in \mathbb{N} \) large enough, let \( \rho_j \in W^{1, \infty}(\Omega) \cap C_c(\Omega) \) be defined by setting

\[
\rho_j(x) = j(x - 1/j) \chi_{\{1/j < x < \frac{2}{j}\}} + \chi_{\{\frac{2}{j} \leq x \leq \frac{L-2}{j}\}} - j(x - L + 1/j) \chi_{\{L-\frac{2}{j} < x < L-\frac{1}{j}\}}.
\]

Then Definition 3.1-(iii) and the condition \( u, \overline{u} \in L^1_w(0, T; BV_{\text{loc}}(\Omega)) \) ensure that, for every \( K > 0 \) and \( 0 < t_0 < \tau < T \) there holds
\[
\int_{Q_{\Omega_0,\tau}} (u - \bar{u}) T_{0,K}(u - \bar{u}) \rho_j(x) \, dx \, dt \\
\leq -\int_{\Omega_0}^{\tau} \left( \int_{\Omega_2} \rho_j(x) (z(t) - \bar{z}(t)) \, dT_{0,K}(u(t) - \bar{u})(t) \right) \, dt \\
- \int_{Q_{\Omega_0,\tau}} \rho_j'(x)(z - \bar{z}) T_{0,K}(u - \bar{u}) \, dx \, dt. \tag{6.1}
\]

On the other hand, since \(\alpha_1 \geq \alpha_2\) and \(\beta_1 \leq \beta_2\), we have

\[
\int_{Q_{\Omega_0,\tau}} \rho_j'(x)(z - \bar{z}) T_{0,K}(u - \bar{u}) \, dx \, dt \\
= j \int_{\Omega_0}^{\tau} \int_{j=1}^{L-1/j} ((z - \alpha_1) + (\alpha_1 - \alpha_2) + (\alpha_2 - \bar{z})) T_{0,K}(u - \bar{u}) \, dx \, dt \\
- j \int_{\Omega_0}^{\tau} \int_{j=1}^{L-2/j} ((z - \alpha_1) + (\alpha_1 - \alpha_2) + (\alpha_2 - \bar{z})) T_{0,K}(u - \bar{u}) \, dx \, dt \\
\leq j K \int_{\Omega_0}^{\tau} \int_{j=1}^{L-1/j} \left\{ |z - \beta_1| + |\bar{z} - \beta_2| \right\} \, dx \, dt \\
+ j K \int_{\Omega_0}^{\tau} \int_{j=1}^{L-2/j} \left\{ |z - \alpha_1| + |\bar{z} - \alpha_2| \right\} \, dx \, dt. \tag{6.2}
\]

Let us address the first term in the right-hand side of (6.1). To this aim, let \(\Omega_j \subset \subset \Omega\) be any open set such that \(\text{supp } \rho_j \subset \Omega_j\). Then \(u, \bar{u} \in L^1_w(0, T; BV(\Omega_j))\), and by [2, Corollary 3.1] there holds

\[
\left( T_{0,K}(u(t) - \bar{u}(t)) \right)_x = \chi_{\{0 < u(t) - \bar{u}(t) < K\}}(u(t) - \bar{u}(t))_x \quad \text{a.e. in } \Omega_j, \tag{6.3}
\]

\[
D_+^s T_{0,K}(u(t) - \bar{u}(t)) \leq D_+^s (u(t) - \bar{u}(t)) \quad \text{in } M(\Omega_j) \tag{6.4}
\]

for every \(K > 0\) and for a.e. \(t \in (0, T)\).

By (6.3) and the nondecreasing character of the map \(\xi \mapsto a(\xi, \xi)\), we get

\[
- \int_{Q_{\Omega_0,\tau}} (z - \bar{z}) \left( T_{0,K}(u - \bar{u}) \right)_x \rho_j(x) \, dx \, dt \\
= - \int_{Q_{\Omega_0,\tau} \cap \{0 < u - \bar{u} < K\}} (a(u, u_x) - a(u, \bar{u}_x))(u - \bar{u})_x \rho_j(x) \, dx \, dt \\
- \int_{Q_{\Omega_0,\tau} \cap \{0 < u - \bar{u} < K\}} (a(u, \bar{u}_x) - a(\bar{u}, \bar{u}_x))(u - \bar{u})_x \rho_j(x) \, dx \, dt \\
\leq \int_{Q_{\Omega_0,\tau} \cap \{0 < u - \bar{u} < K\}} |a(u, u_x) - a(\bar{u}, \bar{u}_x)| |(u - \bar{u})_x| \rho_j(x) \, dx \, dt \\
\leq L_0 K \int_{Q_{\Omega_0,\tau} \cap \{0 < u - \bar{u} < K\}} |(u - \bar{u})_x| \rho_j(x) \, dx \, dt \tag{6.5}
\]

(here \(L_0 > 0\) is the Lipschitz constant of \(a\)).
Next, observe that by Proposition 3.1, and since \(-1 \leq z(t), \bar{z}(t) \leq 1\) in \(\Omega\), for every nonnegative \(\zeta \in C^1_c(\Omega_j)\) there holds

\[
\int_{\Omega_j} (z(t) - \bar{z}(t)) \zeta(x) \, dD^s(u(t) - \bar{u}(t)) = \int_{\Omega_j} (z(t) - \bar{z}(t)) \zeta(x) \, dD^s u(t) + \int_{\Omega_j} (\bar{z}(t) - z(t)) \zeta(x) \, dD^s \bar{u}(t) = \int_{\Omega_j} (1 - \bar{z}(t)) \zeta(x) \, dD^s u(t) + \int_{\Omega_j} (1 + \bar{z}(t)) \zeta(x) \, dD^s \bar{u}(t) + \int_{\Omega_j} (1 - z(t)) \zeta(x) \, dD^s u(t) + \int_{\Omega_j} (1 + z(t)) \zeta(x) \, dD^s \bar{u}(t) \geq 0
\]

(for a.e. \(t \in (0, T)\)). In view of the arbitrariness of \(\zeta\), this implies that

\[
z(t) - \bar{z}(t) \geq 0 \quad D^s_+(u(t) - \bar{u}(t))-a.e. \text{ in } \Omega_j, \\
z(t) - \bar{z}(t) \leq 0 \quad D^s_-(u(t) - \bar{u}(t))-a.e. \text{ in } \Omega_j.
\]

Notice that, by (6.4), the above inequalities hold true \(D^s_+ T_{0,K} (u(t) - \bar{u}(t))-a.e.\) and \(D^s_- T_{0,K} (u(t) - \bar{u}(t))-a.e.\) in \(\Omega_j\), respectively. Thus, it follows that

\[
- \int_{\Omega} (z(t) - \bar{z}(t)) \rho_j(x) \, dD^s T_{0,K} (u(t) - \bar{u}(t)) \leq 0. \tag{6.6}
\]

Combining (6.2), (6.5) and (6.6) with (6.1) we get

\[
\int_{Q_{t_0,T}} (u - \bar{u})_+ T_{0,K}(u - \bar{u}) \rho_j(x) \, dx \, dt \\
\leq j K \int_{t_0}^T \int_{L^{-1/2}} [z - \beta_1]^+ + [\bar{z} - \beta_2]^+ \, dx \, dt \\
+ j K \int_{t_0}^T \int_{L^{2/2}} [z - \alpha_1]^+ + [\bar{z} - \alpha_2]^+ \, dx \, dt \\
+ L_0 K \int_{Q_{t_0,T}} [u - \bar{u}]_+ \rho_j(x) \, dx \, dt.
\]

Dividing both sides of the above inequality by \(K\) and letting \(K \to 0^+\), we obtain

\[
\int_{\Omega} [u(\tau) - \bar{u}(\tau)]^+ \rho_j(x) \, dx - \int_{\Omega} [u(t_0) - \bar{u}(t_0)]^+ \rho_j(x) \, dx \\
\leq j \int_{t_0}^T \int_{L^{-1/2}} [z - \beta_1]^+ + [\bar{z} - \beta_2]^+ \, dx \, dt \\
+ j \int_{t_0}^T \int_{L^{2/2}} [z - \alpha_1]^+ + [\bar{z} - \alpha_2]^+ \, dx \, dt. \tag{6.7}
\]

Since \(z, \bar{z} \in L^2(t_0, \tau; H^1(\Omega)), |z|, |\bar{z}| \leq 1\) and

\[
z(0, t) \geq \alpha_1 \geq \alpha_2 \geq z(0, t), \quad \bar{z}(L, t) \leq \beta_1 \leq \beta_2 \leq \bar{z}(L, t),
\]
letting \( j \to \infty \) in (6.7) plainly gives \( \int_{\Omega} [u(\tau) - \bar{u}(\tau)]^+ \, dx \leq \int_{\Omega} [u(t_0) - \bar{u}(t_0)]^+ \, dx \). Therefore the conclusion follows taking the limit as \( t_0 \to 0^+ \) in this inequality, as \( \bar{u}, \bar{u} \in C([0, T]; L^1(\Omega)) \) and \( u(0) \leq u_0, \bar{u}_0 \leq \bar{u}(0) \) a.e. in \( \Omega \). \( \square \)

6.2. Existence for \( L^2 \)-initial data

Let \( \{\varepsilon_k\} \) be any sequence such that \( \varepsilon_k \to 0^+ \) as \( k \to \infty \). For every \( u_0 \in L^2(\Omega) \) let \( \{u_{0k}\} \subseteq C^1(\overline{\Omega}) \) satisfy
\[
\begin{align*}
&u_{0k} \to u_0 \quad \text{in} \quad L^2(\Omega), \\
&\varepsilon_k \int_{\Omega} (|u_{0k}|_x)^2 \, dx \to 0
\end{align*}
\]
(such a sequence \( \{u_{0k}\} \) can be constructed by convolution). For every \( \varepsilon_k > 0 \), we denote by \( u_k \) the solution to (4.1)–(4.2) with \( \varepsilon = \varepsilon_k \) and initial datum \( u_{0k} \), and we set
\[
v_k = a(u_k, u_{kx}) + \sqrt{\varepsilon_k} u_{kxx} + \varepsilon_k u_{kxt} \, .
\]

The following propositions rely on the a priori estimates in Propositions 5.2, 5.3 and 5.4.

**Proposition 6.1.** There holds
\[
\int_{Q_{0,T}} (v_k - a(u_k, u_{kx})) \, \xi \, dx \, dt \to 0 \quad \text{for every} \quad \xi \in C^1([0, T]; C(\overline{\Omega}))
\]
and, for every \( \tau \in (0, T) \),
\[
\|v_k - a(u_k, u_{kx})\|_{L^2(Q_{\tau,T})} = \|\sqrt{\varepsilon_k} u_{kxx} + \varepsilon_k u_{kxt}\|_{L^2(Q_{\tau,T})} \to 0, \quad \int_{Q_{\tau,T}} \varepsilon_k |u_{kxt} u_{kxx}| \, dx \, dt \to 0.
\]

**Proof.** Multiplying the equation \( v_k - a(u_k, u_{kx}) = \sqrt{\varepsilon_k} u_{kxx} + \varepsilon_k u_{kxt} \) by the test function \( \xi \in C^1([0, T]; C(\overline{\Omega})) \) and integrating by parts gives
\[
\int_{Q_{0,T}} (v_k - a(u_k, u_{kx})) \, \xi \, dx \, dt = \sqrt{\varepsilon_k} \int_{Q_{0,T}} u_{kxx} \, \xi \, dx \, dt + \varepsilon_k \int_{\Omega} u_{kx}(T) \, \xi(T) \, dx \\
- \varepsilon_k \int_{\Omega} [u_{0k}]_x \, \xi(0) \, dx - \varepsilon_k \int_{Q_{0,T}} u_{kx} \, \xi_x \, dx \, dt,
\]
and the right-hand side of the above equality converges to zero as \( k \to \infty \) by (5.11) and (6.8).

By (5.13) and (6.8) there exists \( C > 0 \) independent of \( \varepsilon_k \) such that
\[
\varepsilon_k \int_{Q_{0,T}} t \, (u_{kxt})^2 \, dx \, dt \leq C \quad \text{and} \quad \sqrt{\varepsilon_k} \int_{Q_{0,T}} (u_{kx})^2 \, dx \leq \frac{C}{t} \quad \text{for all} \quad t \in (0, T) .
\]
Hence, for every \( \tau \in (0, T) \), we have
\[
\varepsilon_k \int_{Q_{\tau,T}} (u_{kxt})^2 \, dx \, dt \leq \frac{C}{\tau}, \quad \sqrt{\varepsilon_k} \int_{Q_{\tau,T}} (u_{kx})^2 \, dx \, dt \leq \frac{CT}{\tau}.
\]
which plainly gives (6.11). Finally, in order to prove (6.12), let us observe that for every \( \theta \in (0, 1) \) there holds
\[
e_k \int_{Q_{\tau,T}} |u_{kxt} u_{kx}| \, dx \, dt \leq \frac{\varepsilon_k^{(1+\theta)/2}}{2} \int_{Q_{\tau,T}} (u_{kx})^2 \, dx \, dt + \frac{\varepsilon_k^{(3-\theta)/2}}{2} \int_{Q_{\tau,T}} (u_{kxt})^2 \, dx \, dt \to 0,
\]
the latter convergence in the above inequality being a direct consequence of (6.13).

\[ \square \]

**Proposition 6.2.** There exists \( u \in C([0, T]; L^2(\Omega)) \cap L^1_w(0, T; BV_{loc}(\Omega)) \), \( u(0) = u_0 \) a.e. in \( \Omega \), such that for every \( \tau \in (0, T) \) and \( a, b \in \mathbb{R}, a < b \),
\[
u_t \in L^2(Q_{\tau,T}), \quad u \in L^1_w(\tau, T; BV(\Omega)), \quad T_{a,b}(u) \in L^1_w(\tau, T; BV(\Omega)).
\]
Moreover, possibly up to a subsequence (not relabeled), there holds
\[
u_{k}\rightharpoonup \nu_t \text{ in } L^2(Q_{\tau,T}) \text{ for all } \tau \in (0, T),
\]
\[
u_k(t) \to u(t) \text{ in } L^2(\Omega) \text{ for every } t \in (0, T],
\]
and for a.e. \( t \in (0, T) \)
\[
u_k(t) \to u(t) \text{ in } L^p(\Omega) \text{ for all } 1 \leq p < 2,
\]
\[
\int_{\Omega} \nu_{kx}(t) \rho \, dx \to \int_{\Omega} \rho \, Du(t) \text{ for all } \rho \in C_c(\Omega).
\]

**Remark 6.1.**

(i) By (5.8), (6.16) and the Dominated Convergence theorem
\[
u_k \to \nu \text{ in } L^p(Q_{0,T}) \text{ for all } 1 \leq p < 2.
\]
(ii) By (5.24), for every \( \Omega' \subset \subset \Omega \) and \( \tau \in (0, T) \), there exists \( C_{\Omega',\tau} > 0 \) independent of \( k \) such that
\[
\|u_{kx}\|_{L^\infty(\tau,T;L^1(\Omega'))} \leq C_{\Omega',\tau},
\]
\[
\|u_k\|_{L^\infty(Q_{\tau,T}')} \leq C_{\Omega',\tau}
\]
(recall that \( \Omega \) is one dimensional and see also (5.8)), whence
\[
u_k \to \nu \text{ in } L^p(Q_{\tau,T}') \text{ for all } 1 \leq p < \infty,
\]
since by (6.18), up to a subsequence (not relabeled), we may assume that \( u_k \to u \) a.e. in \( Q_{0,T} \).
(iii) By (6.19), (6.17) and the Dominated Convergence theorem, we get
\[
\int_{Q_{0,T}} \xi \, u_{kx} \, dx \to \int_0^T \left( \int_{\Omega} \xi(t) \, Du(t) \right) \, dt \text{ for all } \xi \in C_c(Q_{0,T}).
\]
Let us also explicitly observe that the limiting function \( u \) given in Proposition 6.2 belongs to \( L^\infty(Q'_{\tau,T}) \) for every \( \Omega' \) and \( \tau \) as above.

**Proof of Proposition 6.2.** In view of (5.8), (5.14) and (5.23), the sequence \( \{u_k\} \) is bounded in \( L^\infty(0,T; L^2(\Omega)) \), \( \{u_{k,t}\} \) is bounded in \( L^2(Q_{\tau,T}) \) for every \( \tau \in (0,T) \) and \( \{u_{k,x}\} \) is bounded in \( L^1(Q'_{0,T}) \) for every \( \Omega' \subset \subset \Omega \). Then there exists \( u \in L^\infty(0,T; L^2(\Omega)) \cap BV_{\text{loc}}(Q_{0,T}) \), with \( u_t \in L^2(Q_{\tau,T}) \) for every \( \tau \in (0,T) \) (whence \( u \in C((0,T]; L^2(\Omega)) \) by the arbitrariness of \( \tau \)) such that, possibly up to a subsequence not relabeled,

\[
u_k \rightharpoonup u \quad \text{in} \quad L^2(Q_{0,T}). \tag{6.23}\]

Moreover, for every \( \tau \in (0,T) \) and \( \Omega' \subset \subset \Omega \) there exists a subsequence (not relabeled), possibly depending on \( \Omega' \) and \( \tau \), such that \( u_k \rightharpoonup u \) a.e. in \( Q'_{\tau,T} \) and in \( L^1(Q'_{\tau,T}) \) (this follows as \( \{u_k\} \) is bounded in \( BV(Q'_{\tau,T}) \)), and the convergence in (6.14) is satisfied. Hence, choosing \( \Omega' = \Omega_p = (1/p, L - 1/p) \) and \( \tau = 1/p \) (\( p \in \mathbb{N} \)), by a diagonal argument there exists a subsequence of \( \{u_k\} \) (again not relabeled) along which, for every \( \tau \in (0,T) \) and \( \Omega' \subset \subset \Omega \),

\[
u_k \rightharpoonup u \quad \text{a.e. in} \quad Q_0,T, \quad u_k \rightharpoonup u \quad \text{in} \quad L^1(Q'_{\tau,T}) \tag{6.24}\]

and \( u_{kt} \rightharpoonup u_t \) in \( L^2(Q_{\tau,T}) \). In view of (6.24), there exists a subset \( N \subset (0,T) \) of zero Lebesgue measure such that, for every \( t \in (0,T) \setminus N \),

\[
u_k(t) \rightharpoonup u(t) \quad \text{a.e. in} \quad \Omega \quad \text{and in} \quad L^1(\Omega') \tag{6.25}\]

for all \( \Omega' \) as above. Then, the claims \( u \in L^\infty(\tau,T; BV_{\text{loc}}(\Omega)) \cap L^1_w(0,T; BV_{\text{loc}}(\Omega)) \) and \( T_{a,b}(u) \in L^1_w(\tau,T; BV(\Omega)) \) (for all \( \tau \in (0,T) \) and \( a < b \)) follow from the above convergences, combined with (5.23), (5.24) and (5.27), respectively (see also [6, Lemma 5]).

From (6.25) and the a priori estimate (5.8), we get (6.15) for every \( t \in (0,T) \setminus N \); actually, this convergence holds true for every \( t \in (0,T] \) since \( u \in C((0,T]; L^2(\Omega)) \) and the sequences \( \{u_k\}, \{u_{k,t}\} \) are bounded respectively in \( L^\infty(0,T; L^2(\Omega)) \) and \( L^2(Q_{\tau,T}) \) for every \( \tau \in (0,T) \). Therefore (6.16) follows from (6.15) and (6.25), for every \( t \in (0,T) \setminus N \) and \( 1 \leq p < 2 \). Analogously, to prove the convergence in (6.17) for every \( t \in (0,T) \setminus N \), it is enough to combine (6.16) and the a priori estimate (5.24).

It only remains to prove that

\[
u(t) \rightharpoonup u_0 \quad \text{in} \quad L^2(\Omega) \quad \text{as} \quad t \to 0^+. \tag{6.26}\]

To this aim, observe that since \( |a(u_k, u_{k,t})| \leq 1 \) (see (1.1)), there exists \( z \in L^\infty(Q_{0,T}) \) such that (possibly up to a subsequence not relabeled)

\[
a(u_k, u_{k,x}) \rightharpoonup z \quad \text{in} \quad L^\infty(Q_{0,T}), \tag{6.27}\]
whence (see (6.10))
\[
\int_{Q_{0,T}} u_k \zeta \, dx \, dt \to \int_{Q_{0,T}} z \zeta \, dx \, dt \quad \text{for every } \zeta \in C^1([0, T]; C(\overline{\Omega})).
\] (6.28)

For every \( \zeta \in C^\infty(\overline{Q_{0,T}}) \), \( \zeta(T) = 0 \) in \( \Omega \) and \( \zeta(t) \in C^\infty_c(\Omega) \) for every \( t \in [0, T] \), letting \( k \to \infty \) in the weak formulation of problems (4.1)–(4.2), namely
\[
\int_{Q_{0,T}} u_k \, \zeta_t \, dx \, dt - \int_{Q_{0,T}} v_k \zeta_x \, dx \, dt + \int_{Q_{0,T}} F \zeta \, dx \, dt = -\int_{\Omega} u_0 \zeta(x, 0) \, dx,
\]
gives
\[
\int_{Q_{0,T}} u \, \zeta_t \, dx \, dt - \int_{Q_{0,T}} z \zeta_x \, dx \, dt + \int_{Q_{0,T}} F \zeta \, dx \, dt = -\int_{\Omega} u_0 \zeta(x, 0) \, dx \quad (6.29)
\]
(here we have used (6.8), (6.23) and (6.28)). For every \( t_0 \in (0, T) \), by standard approximation arguments we can choose in (6.29) \( \zeta(x, t) = \rho \chi_{[t_0, t_0 + 1/j]}(t) \) with \( \rho \in C^1_c(\Omega) \) and
\[
h_j(t) = \chi_{[0, t_0]}(t) + j \left( t_0 + \frac{1}{j} - t \right) \chi_{(t_0, t_0 + 1/j]}(t) \quad (j \in \mathbb{N}).
\]
Hence, letting \( j \to \infty \) in (6.29) with this choice of \( \zeta \), we obtain (recall that \( u \in C((0, T]; L^2(\Omega)) \))
\[
\int_{\Omega} u(t_0) \rho \, dx - \int_{\Omega} u_0 \rho \, dx = -\int_{Q_{0,t_0}} z \rho' \, dx \, dt + \int_{Q_{0,t_0}} F \rho \, dx \, dt.
\]
Let \( t_n \to 0^+ \) be fixed arbitrarily. By last equality with \( t_0 = t_n \), it follows that \( u(t_n) \to u_0 \) in \( D'(\Omega) \), hence
\[
u(t_n) \to u_0 \quad \text{in } L^2(\Omega)
\] (6.30)
since \( u \in L^\infty(0, T; L^2(\Omega)) \). This plainly gives
\[
\int_{\Omega} u_0^2 \, dx \leq \lim \inf_{n \to \infty} \int_{\Omega} u_n^2 \, dx
\]
and, by the arbitrariness of \( t_n \to 0^+ \), (6.26) will follow from the above inequality and (6.30), if we prove that
\[
\lim \sup_{n \to \infty} \int_{\Omega} u_n^2 \, dx \leq \int_{\Omega} u_0^2 \, dx.
\] (6.31)
This inequality is obtained by taking the limit as \( k \to \infty \) in (5.9). This yields
\[
\frac{1}{2} \int_{\Omega} u^2(\tau) \, dx \leq \tau D_{1,T} \left[ 1 + \int_{\Omega} u_0^2 \, dx \right] + \frac{1}{2} \int_{\Omega} u_0^2 \, dx
\]
(see (6.8) and (6.15)). Choosing \( \tau = t_n \) in the above inequality and letting \( n \to \infty \), we obtain (6.31). \( \square \)
Proposition 6.3. Let $u$ be the limiting function as given by Proposition 6.2. Then, $a(u, u_x) \in L^2(\tau, T; H^1(\Omega))$ for every $\tau \in (0, T)$ and, possibly up to a subsequence of $\{u_k\}$ not relabeled,

$$a(u_k, u_{kx}) \rightharpoonup a(u, u_x) \quad \text{in} \quad L^\infty(Q_{0,T}), \tag{6.32}$$

$$v_k \rightharpoonup a(u, u_x) \quad \text{in} \quad L^2(\tau, T; H^1(\Omega)) \quad \text{for every} \quad \tau \in (0, T). \tag{6.33}$$

Moreover, for a.e. $t \in (0, T)$ there holds

$$u_t(t) = \partial_x(a(u(t), u_x(t))) + F(t) \quad \text{a.e. in} \quad \Omega, \tag{6.34}$$

$$[a(u(t), u_x(t))](0) = \alpha, \quad [a(u(t), u_x(t))](L) = \beta. \tag{6.35}$$

Proof. Let $z \in L^\infty(Q_{0,T})$ be the function given in (6.27). Combining (6.28) with the a priori estimate

$$\sup_k \|v_k - r_{a,\beta}\|^2_{L^2(\tau,T;H^1_0(\Omega))} \leq C/\tau \quad (\tau \in (0, T))$$

(see (5.13)) plainly gives $z \in L^2(\tau, T; H^1(\Omega))$ for every $\tau$ as above,

$$z(0, t) = \alpha, \quad z(L, t) = \beta \quad \text{for} \quad a.e. \quad t \in (0, T) \tag{6.36}$$

and, possibly up to a subsequence not relabeled,

$$v_k \rightharpoonup z \quad \text{in} \quad L^2(\tau, T; H^1(\Omega)). \tag{6.37}$$

In view of (6.14) and (6.37), letting $k \to \infty$ in the equality $u_{kt} = u_{kx} + F$, we get for every $\zeta \in C_c(Q_{0,T})$ the equality $\int_{Q_{0,T}} u_t \zeta \, dx \, dt = \int_{Q_{0,T}} z_x \zeta \, dx \, dt + \int_{Q_{0,T}} F \zeta \, dx \, dt$, whence

$$u_t(t) = z_x(t) + F(t) \quad \text{a.e. in} \quad \Omega \tag{6.38}$$

for a.e. $t \in (0, T)$ by the arbitrariness of $\zeta$. Therefore the conclusion follows from (6.27) and (6.36)–(6.38), since arguing as in [22, Propositions 6.3 and 6.4] it can be seen that $z = a(u, u_x)$ a.e. in $Q_{0,T}$. \hfill $\Box$

Proposition 6.4. Let $u$ be the limiting function given by Proposition 6.2.

(i) For every $a, b \in \mathbb{R}$, $a < b$, there exists a null set $N_{a,b} \subset (0, T)$ such that for all $t \in (0, T) \setminus N_{a,b}$ and for every $\rho \in C_c(\Omega)$ there holds

$$\int_{\Omega} \rho a(u(t), u_x(t)) \, dDT_{a,b}(u(t)) = \int_{\Omega} \rho \, dh(u(t), DT_{a,b}(u(t))). \tag{6.39}$$

(ii) For a.e. $t \in (0, T)$ and for every $\rho \in C_c(\Omega)$ there holds

$$\int_{\Omega} \rho \, a(u(t), u_x(t)) \, Du(t) = \int_{\Omega} \rho \, dh(u(t), Du(t)). \tag{6.40}$$
(iii) For every $\zeta \in C^1_c(\Omega)$ there holds
\begin{equation}
\lim_{k \to \infty} \int_{Q_{0,T}} a(u_k, u_{kx}) u_{kx} \zeta \, dx \, dt = \int_0^T \left( \int_\Omega \zeta(t) \, dh(u(t), Du(t)) \right) \, dt ,
\end{equation}
\begin{equation}
\lim_{k \to \infty} \sqrt{\varepsilon_k} \int_{Q_{0,T}} (u_{kx})^2 \zeta \, dx \, dt = 0 ,
\end{equation}
where $\{u_k\}$ is any sequence along which all the convergences in Propositions 6.2–6.3 are satisfied.

**Remark 6.2.** Since $u \in L^\infty_w(\tau, T; BV(\Omega))$ and $T_{a,b}(u) \in L^1_w(\tau, T; BV(\Omega))$, whence
\[ |Du| \in L^\infty_w(\tau, T; M_{loc}(\Omega)), \quad |DT_{a,b}(u)| \in L^1_w(\tau, T; M(\Omega)) \]
for every $\tau \in (0, T)$, by the definition of the measures $h(u, Du)$ and $h(u, DT_{a,b}(u))$ in (2.3), (2.5), it follows that
\[ h(u, Du) \in L^\infty_w(\tau, T; M_{loc}(\Omega)), \quad h(u, DT_{a,b}(u)) \in L^1_w(\tau, T; M(\Omega)) \]
for all $\tau \in (0, T)$ and $a, b \in \mathbb{R}, a < b$. Moreover we explicitly notice that (6.39) plainly implies item (iv) in Definition 3.1.

**Proof of Proposition 6.4.** Let us preliminary notice that it is enough to prove (6.39), (6.40) and (6.41) only for nonnegative $\rho \in C^1(\Omega)$ and nonnegative $\zeta \in C^1_c(\Omega, T)$, respectively.

(i) For every nonnegative $\eta \in C^1_c(0, T)$ and $\rho \in C^1_c(\Omega), \rho \geq 0$, by (4.9) we get
\begin{equation}
\int_{Q_{0,T}} h(u_k, [T_{a,b}(u_k)]_x) \eta(t) \rho(x) \, dx \, dt + \varepsilon_k \int_{Q_{0,T}} u_{kxt} [T_{a,b}(u_k)]_x \eta(t) \rho(x) \, dx \, dt \\
+ \sqrt{\varepsilon_k} \int_{Q_{0,T}} ([T_{a,b}(u_k)]_x)^2 \eta(t) \rho(x) \, dx \, dt + \int_{Q_{0,T}} v_k T_{a,b}(u_k) \rho'(x) \eta(t) \, dx \, dt \\
= \int_{Q_{0,T}} \left\{ J_{a,b}(u_k) \eta'(t) \rho(x) + F T_{a,b}(u_k) \eta(t) \rho(x) \right\} \, dx \, dt .
\end{equation}
In order to take the limit as $k \to \infty$ in the above equality, we firstly observe that by (6.12), (6.21) and (6.33) there holds
\begin{align*}
\lim_{k \to \infty} \varepsilon_k \int_{Q_{0,T}} u_{kxt} [T_{a,b}(u_k)]_x \eta(t) \rho(x) \, dx \, dt &= 0 , \\
\lim_{k \to \infty} \int_{Q_{0,T}} v_k T_{a,b}(u_k) \rho'(x) \eta(t) \, dx \, dt &= \int_{Q_{0,T}} a(u, u_x) T_{a,b}(u) \rho'(x) \eta(t) \, dx \, dt ,
\end{align*}
\[
\lim_{k \to \infty} \int_{Q_{0,T}} \{ J_{a,b}(u_k) \eta'(t) \rho(x) + F T_{a,b}(u_k) \eta(t) \rho(x) \} \, dx \, dt \\
= \int_{Q_{0,T}} \{ J_{a,b}(u) \eta'(t) \rho(x) + F T_{a,b}(u) \eta(t) \rho(x) \} \, dx \, dt,
\]
whence
\[
\liminf_{k \to \infty} \int_{Q_{0,T}} h(u_k, [T_{a,b}(u_k)]_x) \eta(t) \rho(x) \, dx \, dt \\
+ \liminf_{k \to \infty} \sqrt{\varepsilon_k} \int_{Q_{0,T}} \left( [T_{a,b}(u_k)]_x \right)^2 \eta(t) \rho(x) \, dx \, dt \\
\leq \int_{Q_{0,T}} \{ J_{a,b}(u) \eta'(t) \rho(x) + F T_{a,b}(u) \eta(t) \rho(x) \} \, dx \, dt \\
- \int_{Q_{0,T}} a(u, u_x) T_{a,b}(u) \rho'(x) \eta(t) \, dx \, dt \\
= - \int_{Q_{0,T}} \left\{ T_{a,b}(u) u_t - F T_{a,b}(u) - [a(u, u_x)]_x T_{a,b}(u) \right\} \eta(t) \rho(x) \, dx \, dt \\
+ \int_0^T \left( \int_{\Omega} a(u(t), u_x(t)) \rho \, dDT_{a,b}(u(t)) \right) \eta(t) \, dt \\
= \int_0^T \left( \int_{\Omega} a(u(t), u_x(t)) \rho \, dDT_{a,b}(u(t)) \right) \eta(t) \, dt \tag{6.44}
\]
(here we have used (6.34)). Moreover, relying on (1.5), (1.6) and the assumption \( a(z, 0) = 0 \) (see (H1)), for a.e. \( t \in (0, T) \) we obtain (below we omit the dependence on \( t \) for notational simplicity)
\[
\begin{align*}
&h(u_k, [T_{a,b}(u_k)]_x) \\
&= [T_{a,b}(u_k)]_x a(u_k, [T_{a,b}(u_k)]_x) \\
&= [T_{a,b}(u_k)]_x a(T_{a,b}(u_k), [T_{a,b}(u_k)]_x) \geq [T_{a,b}(u)]_x a(T_{a,b}(u_k), [T_{a,b}(u_k)]_x) \\
&\quad + f(T_{a,b}(u_k), [T_{a,b}(u_k)]_x) - f(T_{a,b}(u_k), [T_{a,b}(u)]_x) \\
&= [T_{a,b}(u_k)]_x a(u_k, u_{kk}) \chi_{|a<u_k<b)} \\
&\quad + f(T_{a,b}(u_k), [T_{a,b}(u_k)]_x) - f(T_{a,b}(u_k), [T_{a,b}(u)]_x)
\end{align*}
\]
Combining the above inequality with Lemma 2.2 (recall that \( \eta, \rho \geq 0 \), (6.16), (6.18) (see also (6.24)) and (6.32) plainly gives
\[
\begin{align*}
\liminf_{k \to \infty} \int_{Q_{0,T}} h(u_k, [T_{a,b}(u_k)]_x) \eta(t) \rho(x) \, dx \, dt \\
\quad \geq \int_{Q_{0,T}} [T_{a,b}(u)]_x a(u, u_x) \eta(t) \rho(x) \, dx \, dt \\
&\quad - \int_{Q_{0,T}} f(T_{a,b}(u), [T_{a,b}(u)]_x) \eta(t) \rho(x) \, dx \, dt
\end{align*}
\]
\[
+ \int_0^T \left( \int_\Omega \rho(x) \, df(T_{a,b}(u(t)), \, DT_{a,b}(u(t))) \right) \eta(t) \, dt
\]

\[
= \int_0^T \left( \int_\Omega \rho(x) \, dh(u(t), \, DT_{a,b}(u(t))) \right) \eta(t) \, dt
\]  
(6.45)

(see (2.3)--(2.5)). By (6.44), (6.45) and the arbitrariness of \( \eta \in C^1_c(0,T), \eta \geq 0, \)
for every \( a, b \in \mathbb{R}, \, a < b, \) there exists a null set \( N_{a,b} \subset (0,T) \) such that for all \( t \in (0,T) \setminus N_{a,b} \) and for every nonnegative \( \rho \in C_c(\Omega) \) there holds

\[
\int_\Omega \rho \, dh(u(t), \, DT_{a,b}(u(t))) \leq \int_\Omega \rho \, a(u(t), \, u_x(t)) \, dDT_{a,b}(u(t))
\]  
(6.46)

(the choice of the set \( N_{a,b} \) can be made independent of \( \rho \) by separability arguments).
Therefore claim \((i)\) follows from (6.46), as by (1.1) and (2.5) the reverse inequality is straightforward:

\[
\int_\Omega \rho \, a(u(t), \, u_x(t)) \, dDT_{a,b}(u(t))
\]

\[
\leq \int_\Omega \rho \, a(u(t), \, u_x(t)) \, [T_{a,b}(u(t))]_x \, dx + \int_\Omega \rho \, d|DT_{a,b}(u(t))|
\]

\[
= \int_\Omega \rho \, dh(u(t), \, DT_{a,b}(u(t))).
\]

\((ii)\) The proof is essentially the same as the one of item \((i)\). The only difference is that we have to take \( \Omega' \subset \subset \Omega \) and \( \tau \in (0,T) \) such that \( \text{supp} \rho \subset \subset \Omega' \) and \( \text{supp} \eta \subset (\tau,T). \)
Therefore, after repeating the same computations we obtain

\[
\lim_{k \to \infty} \int_0^T \left( \int_\Omega \rho(x) \, dh(u(t), \, Du(t)) \right) \eta(t) \, dt
\]

\[
\leq \lim_{k \to \infty} \inf \int_{Q_{0,T}} h(u_k, \, u_{kx}) \, \eta(t) \rho(x) \, dx \, dt
\]

\[
\leq \lim_{k \to \infty} \sup \int_{Q_{0,T}} h(u_k, \, u_{kx}) \, \eta(t) \rho(x) \, dx \, dt
\]

\[
\leq \lim_{k \to \infty} \left\{ \int_{Q_{0,T}} h(u_k, \, u_{kx}) \, \eta(t) \rho(x) \, dx \, dt + \sqrt{\varepsilon_k} \int_{Q_{0,T}} (u_{kx})^2 \eta(t) \rho(x) \, dx \, dt \right\}
\]

\[
\leq \int_0^T \left( \int_\Omega a(u(t), \, u_x(t)) \rho \, dDu(t) \right) \eta(t) \, dt
\]

\[
= \int_0^T \left( \int_\Omega \rho(x) \, dh(u(t), \, Du(t)) \right) \eta(t) \, dt,
\]  
(6.47)

for every nonnegative \( \eta \in C^1_c(0,T) \) and \( \rho \in C^1_c(\Omega), \rho \geq 0. \) From here, the proof finishes as in \((i)\).

\((iii)\) From (6.47), we get

\[
\lim_{k \to \infty} \int_{Q_{0,T}} h(u_k, \, u_{kx}) \, \eta(t) \rho(x) \, dx \, dt = \int_0^T \left( \int_\Omega \rho(x) \, dh(u(t), \, Du(t)) \right) \eta(t) \, dt
\]
and
\[ \limsup_{k \to \infty} \sqrt{\varepsilon_k} \int_{Q_{0,T}} (u_{kx})^2 \eta(t) \rho(x) \, dx \, dt = 0. \]

Therefore (6.41) and (6.42) follow from the above equalities, as every \( \zeta \in C^1(\mathbb{R}^2) \cap L^\infty(\mathbb{R}^2) \) can be uniformly approximated in bounded subsets of \( \mathbb{R}^2 \) by finite sums \( \sum_{i=1}^p f^{i,p}(x)g^{i,p}(t) \) with \( f^{i,p}, g^{i,p} \) bounded and \( C^1 \)-functions (\( 1 \leq i \leq p \); e.g., see [19, Théorème D.1.1]).

**Proof of Theorem 3.3.** For every \( u_0 \in L^2(\Omega) \), the existence of a strong solution \( u \) to problem \( (P_{\alpha,\beta})_i \; u \in C([0,T]; L^2(\Omega)) \cap L^\infty(\tau,T; BV_{\text{loc}}(\Omega)) \) for every \( \tau \in (0,T) \), is ensured by Propositions 6.2, 6.3 and 6.4. Moreover, if (H2) is satisfied with \( \max\{|\alpha|,|\beta|\} < C_0 \leq 1 \), from the a priori estimates in Proposition 5.5-\( (\text{ii}) \), it follows that \( u \in L^1_w(0,T;BV(\Omega)) \cap L^\infty(\tau,T;BV(\Omega)) \) for all \( \tau \in (0,T) \).

**Proof of Proposition 3.5.** Let \( \{u_k\} \) and \( \{v_k\} \) be sequences along which all the convergences in Sect. 6.2 are satisfied. From the a priori estimates in Proposition 5.5 we obtain
\[
\tau^2 \int_\Omega ((v_k(\tau) - r_{\alpha,\beta})_x)^2 \, dx + \int_{Q_{0,T}} t^2 \left[ \partial_t (a(u_k, u_{kx})) \right]^2 \, dx \, dt \\
\leq 5D_{2,T} \left\{ 1 + \int_\Omega (u_{0k}^2 + \varepsilon_k (u_{0kx})^2) \, dx \right\},
\]
whence the conclusion immediately follows (see also (6.8)).

6.3. Existence for \( BV \)-initial data

Let \( \{\varepsilon_k\} \) be any sequence such that \( \varepsilon_k \to 0^+ \) as \( k \to \infty \). Throughout this subsection we shall always assume that \( u_0 \in BV(\Omega) \) and \( \{u_{0k}\} \subseteq C^1(\overline{\Omega}) \) satisfies (2.1). Let \( u_k \) be the solution to (4.1)–(4.2) with \( \varepsilon = \varepsilon_k \) and initial datum \( u_{0k} \).

**Proposition 6.5.** There holds
\[
\|v_k - a(u_k, u_{kx})\|_{L^2(Q_{0,T})} = \left\| \sqrt{\varepsilon_k} u_{kx} + \varepsilon_k u_{kxt} \right\|_{L^2(Q_{0,T})} \to 0, \tag{6.48}
\]
\[
\int_{Q_{0,T}} \varepsilon_k |u_{kxt} u_{kx}| \, dx \, dt \to 0. \tag{6.49}
\]

**Proof.** The claims immediately follow from the a priori estimate (5.39).

**Proposition 6.6.** Let \( u \) and \( \{u_k\} \) be the limiting function and the sequence given by Propositions 6.2, 6.3, respectively. Then,
\[
u_t \in L^2(Q_{0,T}), \quad u \in L^\infty_w(0,T;BV_{\text{loc}}(\Omega)), \quad h(u,Du) \in L^{\infty}_w(0,T;\mathcal{M}_{\text{loc}}(\Omega)),
\tag{6.50}
\]
\[
a(u, u_x) \in L^2(0,T;H^1(\Omega)), \quad T_{a,b}(u) \in L^1_w(0,T;BV(\Omega)). \tag{6.51}
\]
for every \( a, b \in \mathbb{R}, a < b \). Moreover, 
\[
  u_{kt} \rightharpoonup u_t \quad \text{in} \quad L^2(Q_{0,T}), \tag{6.52}
\]
\[
  v_k \rightharpoonup a(u, u_x) \quad \text{in} \quad L^2(0, T; H^1(\Omega)), \tag{6.53}
\]
and, for every \( \zeta \in C^1([0, T]; C^1_c(\Omega)) \), there holds
\[
  \lim_{k \to \infty} \int_{Q_{0,T}} a(u_k, u_{kx}) u_{kx} \zeta \, dx \, dt = \int_0^T \left( \int_{\Omega} \zeta(t) \, dh(u(t), Du(t)) \right) \, dt , \tag{6.54}
\]
\[
  \lim_{k \to \infty} \sqrt{\varepsilon_k} \int_{Q_{0,T}} (u_{kx})^2 \zeta \, dx \, dt = 0 . \tag{6.55}
\]

**Remark 6.3.**
(i) From Proposition 6.6, it follows that \( |Du| \in L^\infty_{\text{loc}}(0, T; M_{\text{loc}}(\Omega)) \) and, by (5.44) (satisfied by every \( u_k \), (2.1), (6.17) and the Dominated Convergence theorem we get
\[
  \int_{Q_{0,T}} \zeta \, u_{kx} \, dx \, dt \to \int_0^T \left( \int_{\Omega} \zeta(t) \, dDu(t) \right) \, dt \quad \text{for all} \quad \zeta \in C([0, T]; C_c(\Omega)) . \tag{6.56}
\]
(ii) By (5.44), for every \( \Omega' \subset\subset \Omega \) there exists \( C_{\Omega'} > 0 \) independent of \( k \) such that
\[
  \|u_{kx}\|_{L^\infty(0,T;L^1(\Omega'))} \leq C_{\Omega'} , \tag{6.57}
\]
\[
  \|u_k\|_{L^\infty(Q'_{0,T})} \leq C_{\Omega'} \tag{6.58}
\]
(see also (5.8)) whence, arguing as in Remark 6.1,
\[
  u_k \rightharpoonup u \quad \text{in} \quad L^p(Q'_{0,T}) \quad \text{for all} \quad 1 \leq p < \infty \tag{6.59}
\]
and, for a.e. \( t \in (0, T) \),
\[
  u_k(t) \to u(t) \quad \text{in} \quad L^p(\Omega') \quad \text{for all} \quad 1 \leq p < \infty . \tag{6.60}
\]
(see also (6.25)). Let us also explicitly observe that the limiting function \( u \) belongs to \( L^\infty(Q'_{0,T}) \) for every \( \Omega' \) as above.

**Proof of Proposition 6.6.** Claims in (6.50)–(6.51), and (6.52)–(6.53) follow from (2.1), the a priori estimates (5.39), (5.40), (5.44), (5.46) and the very definition of the measure \( h(u, Du) \) in (2.3).

Let us address (6.54)–(6.55). For every nonnegative \( \eta \in C^1([0, T]) \) and \( \rho \in C^1_c(\Omega), \rho \geq 0 \), by (4.9) we get
\[
  \int_{Q_{0,T}} h(u_k, u_{kx}) \eta(t) \rho(x) \, dx \, dt + \varepsilon_k \int_{Q_{0,T}} u_{kx} u_{kxt} \eta(t) \rho(x) \, dx \, dt \\
  + \sqrt{\varepsilon_k} \int_{Q_{0,T}} (u_{kx})^2 \eta(t) \rho(x) \, dx \, dt + \int_{Q_{0,T}} v_k u_k \rho'(x) \eta(t) \, dx \, dt
\]
By (6.49), (6.53), (6.59) and (6.60) (with $\Omega' \subset \subset \Omega$ such that $\supp \rho \subset \subset \Omega'$), letting $k \to \infty$ in the previous equality gives

$$
\liminf_{k \to \infty} \int_{Q_{0,T}} h(u_k, u_{kx}) \eta(t) \rho(x) \, dx \, dt 
\leq \limsup_{k \to \infty} \int_{Q_{0,T}} h(u_k, u_{kx}) \eta(t) \rho(x) \, dx \, dt 
\leq \limsup_{k \to \infty} \left\{ \int_{Q_{0,T}} h(u_k, u_{kx}) \eta(t) \rho(x) \, dx \, dt + \sqrt{\varepsilon_k} \int_{Q_{0,T}} (u_{kx})^2 \eta(t) \rho(x) \, dx \, dt \right\}
\leq \int_{Q_{0,T}} \left\{ \frac{u^2}{2} \eta'(t) \rho(x) + F(u \eta(t)) \rho(x) \right\} \, dx \, dt
- \int_{Q_{0,T}} a(u, u_x) u \rho'(x) \eta(t) \, dx \, dt
- \int_{\Omega} \frac{u^2(T)}{2} \eta(T) \rho(x) \, dx + \int_{\Omega} \frac{u^2_0}{2} \eta(T) \rho(x) \, dx
= \int_0^T \left( \int_{\Omega} a(u(t), u_x(t)) \rho \, dDu(t) \right) \eta(t) \, dt
= \int_0^T \left( \int_{\Omega} \rho(x) \, d(h(u(t), Du(t))) \right) \eta(t) \, dt
$$
(see (6.34) and (6.40)). Since arguing as in Proposition 6.4 we have

$$
\liminf_{k \to \infty} \int_{Q_{0,T}} h(u_k, u_{kx}) \eta(t) \rho(x) \, dx \, dt \geq \int_0^T \left( \int_{\Omega} \rho(x) \, d(h(u(t), Du(t))) \right) \eta(t) \, dt,
$$
the conclusion follows from the above inequalities, as in the proof of Proposition 6.4-(iii).

**Proof of Theorem 3.4.** Claim (i) follows from Proposition 6.6, whereas claim (ii) is a direct consequence of the a priori estimate (5.45) and (2.1). The proof of equality (3.1) relies on (6.53) and (6.56), letting $k \to \infty$ in the weak formulation of the equality $u_{kxt} = v_{kxx} + F_x$, namely $\int_{Q_{0,T}} u_{kx} \xi_t \, dx \, dt - \int_{Q_{0,T}} u_{kxx} \xi_x \, dx \, dt + \int_{Q_{0,T}} F_x \xi \, dx \, dt = -\int_{\Omega} u_{0kx} \xi(0) \, dx$ for all $\xi \in C^1([0, T]; C^1_c(\Omega))$, $\xi(T) = 0$ in $\Omega$. \hfill \Box

7. Monotonicity properties of $D^s_{\pm} u(t)$: proofs

We begin by proving the convergence a.e. in $Q_{0,T}$ of the sequence $\{u_{kx}\}$ to the density $u_x$ of the absolutely continuous part of the measure $Du$. 

\hfill \Box
Proposition 7.1. Let \( u_0 \in L^2(\Omega) \) and \((H_3)\) be satisfied. Let \( u \) and \( \{u_k\} \) be the strong solution to \((P_{\alpha,\beta}^{u_0})\) and the sequence given by Propositions 6.2–6.3, respectively. Then, possibly up to a subsequence of \( \{u_k\} \) not relabeled, there holds
\[
 u_{kx} \to u_x \text{ a.e. in } Q_{0,T}.
\]

Remark 7.1. Under the assumptions of Proposition 7.1, by \((6.11), (6.13), (6.24)\) and \((7.1)\), possibly up to a subsequence (not relabeled) there also holds
\[
 a(u_k, u_{kx}) \to a(u, u_x) \text{ a.e. in } Q_{0,T},
\]
\[
 v_k \to a(u, u_x) \text{ a.e. in } Q_{0,T},
\]
where \( \{v_k\} \) is the sequence in \((6.9)\).

Proof of Proposition 7.1. The claim will follow by a diagonal argument if we prove that, for every \( \Omega' \subset \subset \Omega \) and \( \tau \in (0, T) \), possibly up to a subsequence (not relabeled), there holds
\[
 u_{kx} \to u_x \text{ a.e. in } Q'_{\tau,T}.
\]

To this purpose, let \( \Omega' \subset \subset \Omega \), \( \tau \in (0, T) \), \( \rho \in C_c^1(\Omega') \) and \( \eta \in C_c^1((\tau, T)) \) be fixed. Then
\[
 \int_{Q'_{\tau,T}} [a(u, u_{kx}) - a(u, u_x)] [u_{kx} - u_x] \rho(x) \eta(t) \, dx \, dt
\]
\[
 = \int_{Q'_{\tau,T}} [a(u, u_{kx}) - a(u_k, u_{kx})] [u_{kx} - u_x] \rho(x) \eta(t) \, dx \, dt
\]
\[
 + \int_{Q'_{\tau,T}} [a(u_k, u_{kx}) - a(u, u_x)] [u_{kx} - u_x] \rho(x) \eta(t) \, dx \, dt. \tag{7.4}
\]

Let us address the first term in the right-hand side of \((7.4)\). By \((6.20)\) there exists \( C_{\Omega', \tau} > 0 \) such that
\[
 ||u||_{L^\infty(Q'_{\tau,T})} \leq C_{\Omega', \tau} \text{ and } ||u_k||_{L^\infty(Q'_{\tau,T})} \leq C_{\Omega', \tau},
\]
whence by \((1.9)\) (with \( M = C_{\Omega', \tau} \)) and \((6.18)\) there holds
\[
 \int_{Q'_{\tau,T}} |a(u, u_{kx}) - a(u_k, u_{kx})| |u_{kx}| \, dx \, dt
\]
\[
 \leq D_M \int_{Q'_{\tau,T}} |u - u_k| \, dx \, dt \to 0 \text{ as } k \to \infty. \tag{7.5}
\]

Concerning the second term in the right-hand side of \((7.4)\), by \((6.41)\) we have
\[
 \lim_{k \to \infty} \int_{Q'_{\tau,T}} a(u_k, u_{kx}) u_{kx} \rho(x) \eta(t) \, dx \, dt = \int_0^T \eta(t) \left( \int_\Omega \rho \, dh(u(t), Du(t)) \right) \, dt, \tag{7.6}
\]
whereas from \((6.17), (6.19)\) and the Dominated Convergence theorem we get
\[
 \lim_{k \to \infty} \int_{Q'_{\tau,T}} a(u, u_x) u_{kx} \rho(x) \eta(t) \, dx \, dt
\]
the latter equality following by (6.40) (here we have also used that \( \rho \mathbf{a}(u(t), u_x(t)) \in C_c(\Omega) \) for a.e. \( t \in (\tau, T) \)). Combining the above equality and (7.6) gives

\[
\lim_{k \to \infty} \int_{Q'(\tau, T)} [\mathbf{a}(u_k, u_{kx}) - \mathbf{a}(u, u_x)] u_{kx} \rho(x) \eta(t) \, dx \, dt = 0. \tag{7.7}
\]

In view of (6.32), we also have

\[
\lim_{k \to \infty} \int_{Q'(\tau, T)} [\mathbf{a}(u_k, u_{kx}) - \mathbf{a}(u, u_x)] u_x \rho(x) \eta(t) \, dx \, dt = 0. \tag{7.8}
\]

To sum up, by (7.5), (7.7) and (7.8), letting \( k \to \infty \) in (7.4) we get

\[
\lim_{k \to \infty} \int_{Q'(\tau, T)} [\mathbf{a}(u, u_{kx}) - \mathbf{a}(u, u_x)] [u_{kx} - u_x] \rho(x) \eta(t) \, dx \, dt = 0
\]

for every \( \rho \in C^1_c(\Omega') \) and \( \eta \in C^1_c((\tau, T]) \). Since \( [\mathbf{a}(u, u_{kx}) - \mathbf{a}(u, u_x)] [u_{kx} - u_x] \geq 0 \) a.e. in \( Q_{0,T} \), this proves that possibly up to a subsequence (not relabeled)

\[
[\mathbf{a}(u(x,t), u_{kx}(x,t)) - \mathbf{a}(u(x,t), u_{x}(x,t))] [u_{kx}(x,t) - u_{x}(x,t)] \xrightarrow{k \to \infty} 0 \tag{7.9}
\]

for a.e. \( (x,t) \in Q'(\tau, T) \). Therefore the conclusion follows from this convergence, using the strictly increasing character of the map \( \xi \to \mathbf{a}(z, \xi) \) (see assumption (H3)). \( \square \)

**Proposition 7.2.** Let (H3) be satisfied. Let \( u \) and \( \{u_k\} \) be the strong solution to (\( \mathcal{P}^u_{\alpha, \beta} \)) with initial datum \( u_0 \in BV(\Omega) \) and the sequence given by Propositions 6.6 and 7.1, respectively. Then, for every \( \Omega' \subset \subset \Omega \) there exist \( \lambda_1, \lambda_2 \in L^\infty_{w^*}(0, T; \mathcal{M}^+(\Omega')) \) such that

\[
\lambda_1(t) - \lambda_2(t) = D^s u(t) \quad \text{in} \quad \mathcal{M}(\Omega') \quad \text{for a.e.} \ t \in (0, T) \tag{7.10}
\]

and, possibly up to a subsequence of \( \{u_k\} \) not relabeled, for all \( \psi \in C_c(\Omega'_{0,T}) \) there holds

\[
\lim_{k \to \infty} \int_{\Omega'_{0,T}} u_{kx}^+ \psi \, dx \, dt = \int_{\Omega'_{0,T}} \psi \, u_x^+ \, dx \, dt + \int_0^T \left( \int_{\Omega'} \psi(t) \, d\lambda_1(t) \right) \, dt, \tag{7.11}
\]

\[
\lim_{k \to \infty} \int_{\Omega'_{0,T}} u_{kx}^- \psi \, dx \, dt = \int_{\Omega'_{0,T}} \psi \, u_x^- \, dx \, dt + \int_0^T \left( \int_{\Omega'} \psi(t) \, d\lambda_2(t) \right) \, dt. \tag{7.12}
\]
Proof. Let $\Omega' \subset \Omega$ be fixed and let \( \{ \tau^\pm_k \} \subset \mathcal{Y}(Q_{0,T}'; \mathbb{R}) \) be the sequences of Young measures associated with \( \{ [u_k]^{\pm} \} \) ([26]). By (5.44) and the Prokhorov’s theorem, there exist \( \tau^\pm \in \mathcal{Y}(Q_{0,T}'; \mathbb{R}) \) and a subsequence of \( \{ u_k \} \) (not relabeled) such that

\[
\tau^\pm_k \to \tau^\pm \text{ narrowly in } Q_{0,T}' \times \mathbb{R}
\]

(see [7]). In view of (7.1), the disintegrations \( \tau^\pm_{(x,t)} \) of \( \tau^\pm \) satisfy

\[
\tau^+_{(x,t)} = \delta_{[u_x(x,t)]^+}, \quad \tau^-_{(x,t)} = \delta_{[u_x(x,t)]^-} \text{ for a.e. } (x,t) \in Q \tag{7.13}
\]

(e.g., see [26]). Let us only address (7.11), the proof of (7.12) being analogous. By the boundedness of \( \{ u_{k,x} \} \) in \( L^\infty(0,T; L^1(\Omega')) \) (see (5.44)) and the Biting lemma (e.g., see [26]), there exists a sequence of measurable sets \( A_j \subseteq Q'_{0,T}, A_j \subseteq A_{j+1} \) with Lebesgue measure \( |A_j| \to 0 \), such that, possibly up to a subsequence \( \{ [u_{k,j,x}]^+ \} \subseteq \{ [u_{k,x}]^+ \} \), there holds

\[
[u_{k,j,x}]^+ \chi_{Q'_{0,T}\setminus A_j} \rightharpoonup \int_\mathbb{R} \xi d\tau^+_{(\cdot,\cdot)} = [u_x]^+ \text{ in } L^1(Q_{0,T}') \tag{7.14}
\]

(see (7.13)). By (5.44) the sequence \( \{ [u_{k,j,x}]^+ \chi_{A_j} \} \) is bounded in \( L^\infty(0,T; L^1(\Omega')) \), hence there exists a Radon measure \( \lambda_1 \in L^\infty(0,T; \mathcal{M}^+(\Omega')) \) such that (possibly up to a subsequence)

\[
[u_{k,j,x}]^+ \chi_{A_j} \rightharpoonup^* \lambda_1 \text{ in } \mathcal{M}(Q_{0,T}') \tag{7.15}
\]

Thus, by (7.14) and (7.15) we obtain (7.11).

Finally, combining (7.11)–(7.12) with (6.56) plainly gives, for a.e. \( t \in (0,T) \),

\[
Du(t) = [u_x(t)]^+ \mathcal{L} - [u_x(t)]^- \mathcal{L} + \lambda_1(t) - \lambda_2(t) = u_x(t) \mathcal{L} + \lambda_1(t) - \lambda_2(t) \text{ in } \mathcal{M}(\Omega') ,
\]

whence equality (7.10) follows at once by the uniqueness of the Lebesgue decomposition of the measure \( Du(t) \).

For every \( g \in C^1(\mathbb{R}) \cap W^{1,\infty}(\mathbb{R}) \), \( g' \geq 0 \) in \( \mathbb{R} \), satisfying either

\[
g(y) = -1 \text{ for all } y \leq 0 \text{ and } \exists \, d \in (0,1) \text{ such that } g(y) = 0 \text{ for all } y \geq 1 - d, \tag{7.16}
\]

or

\[
g(y) = 1 \text{ for all } y \geq 0 \text{ and } \exists \, d \in (0,1) \text{ such that } g(y) = 0 \text{ for all } y \leq -1 + d, \tag{7.17}
\]

set, for every \( (z, \xi) \in \mathbb{R}^2 \),

\[
G(z, \xi) := \int_0^\xi g(a(z,s)) \, ds . \tag{7.18}
\]
Lemma 7.3. Let \((H_3)\) be satisfied and, for every \(u_0 \in BV(\Omega)\), let \(u\) be the strong solution to \((P_{\alpha, \beta}^{(0)})\). Then, for every \(\Omega' \subset \subset \Omega\) and \(\xi \in C^1([0, T]; C^1_c(\Omega'))\), \(\xi \geq 0\), \(\xi(t) = 0\) and \(\xi \in C_c(Q_{0, T})\), there holds:

(i) for all \(g \in C^1(\mathbb{R}) \cap W^{1, \infty}(\mathbb{R})\), \(g' \geq 0\) in \(\mathbb{R}\), satisfying (7.16),

\[
\int_{Q_{0, T}'} G(u, u_x) \, \xi \, dx \, dt + \int_0^T \left( \int_{\Omega'} \xi(t) d\lambda_2(t) \right) \, dt \\
+ \int_{Q_{0, T}'} H_{g} \xi \, dx \, dt + \int_{Q_{0, T}'} G(u_0, u_{0x}) \, \xi(x, 0) \, dx + \int_{Q_{0, T}'} \xi(x, 0) \, dD_{-} u_0 \\
- \int_{Q_{0, T}'} g(a(u, u_x)) \, \xi_x [a(u, u_x)] \, dx \, dt \\
\geq \int_{Q_{0, T}'} \left\{ g'(a(u, u_x)) ([a(u, u_x)]_x)^2 \xi - g(a(u, u_x)) F_x \xi \right\} \, dx \, dt ; \tag{7.19}
\]

(ii) for all \(g \in C^1(\mathbb{R}) \cap W^{1, \infty}(\mathbb{R})\), \(g' \geq 0\) in \(\mathbb{R}\), satisfying (7.17),

\[
\int_{Q_{0, T}'} G(u, u_x) \, \xi \, dx \, dt + \int_0^T \left( \int_{\Omega'} \xi(t) d\lambda_1(t) \right) \, dt \\
+ \int_{Q_{0, T}'} H_{g} \xi \, dx \, dt + \int_{Q_{0, T}'} G(u_0, u_{0x}) \, \xi(x, 0) \, dx + \int_{Q_{0, T}'} \xi(x, 0) \, dD_{+} u_0 \\
- \int_{Q_{0, T}'} g(a(u, u_x)) \, \xi_x [a(u, u_x)] \, dx \, dt \\
\geq \int_{Q_{0, T}'} \left\{ g'(a(u, u_x)) ([a(u, u_x)]_x)^2 \xi - g(a(u, u_x)) F_x \xi \right\} \, dx \, dt . \tag{7.20}
\]

Here, \(\lambda_1\) and \(\lambda_2\) are the measures given in Proposition 7.2 in correspondence with \(\Omega'\), \(G\) is the function in (7.18) and

\[
H_{g}(x, t) \\
:= u_t(x, t) \int_{0}^{u_x(x, t)} \left[ g'(a(u(x, t), s)) \, \partial_s a(u(x, t), s) \right] \, ds \quad (a.e. \ (x, t) \in Q_{0, T}) . \tag{7.21}
\]

In view of (7.16)–(7.17), it will be easily seen in the proof of Lemma 7.3 that \(H_{g} \in L^2(Q_{0, T}')\) for all \(\Omega' \subset \subset \Omega\) (see (7.30), (7.32) and (7.33) below).

Proof. We shall only address claim (i), the proof of (ii) being analogous.

For every \(u_0 \in BV(\Omega)\), let \(u_{0k}(\varepsilon_k \rightarrow 0^+ \text{ as } k \rightarrow \infty)\) satisfy (2.1). Fix any \(\Omega' \subset \subset \Omega\) and \(\xi \in C^1([0, T]; C^1_c(\Omega'))\), \(\xi \geq 0\), \(\xi(T) = 0\) and \(\xi \in C_c(Q_{0, T})\). Let \(u_k \equiv u_{0k}\) be the subsequence given in Proposition 7.2. For every such \(\xi\) and for every nondecreasing \(g \in C^1(\mathbb{R}) \cap W^{1, \infty}(\mathbb{R})\) as in (7.16), the conclusion will follow letting \(\varepsilon \equiv \varepsilon_k \rightarrow 0\) in inequalities (4.17). To this aim, we begin by observing that the sequence \(\{u_k\}\) is bounded in \(L^\infty(Q_{0, T}')\), namely

\[
\|u_k\|_{L^\infty(Q_{0, T}')} \leq M \tag{7.22}
\]
for some \( M > 0 \) depending on \( \Omega' \) (see (6.58)). In addition, since \( g \) and \( g' \) are continuous and bounded, by (7.3) and the Dominated Convergence theorem there holds

\[
g'(v_k) \to g'(a(u, u_x)), \quad g(v_k) \to g(a(u, u_x)) \quad \text{a.e. in } Q_{0,T} \text{ and in } L^p(Q_{0,T}),
\]

(7.23)

for any \( 1 \leq p < \infty \). Combining the above convergence and (6.53) plainly gives

\[
\int_{Q_{0,T}} g(a(u, u_x)) \xi_x [a(u, u_x)]_x \, dx \, dt + \int_{Q_{0,T}} \left\{ g'(a(u, u_x)) \left( [a(u, u_x)]_x \right)^2 \xi - g(a(u, u_x)) F_x \xi \right\} \, dx \, dt \\
\leq \liminf_{k \to \infty} \int_{Q_{0,T}} \left\{ g(v_k) \xi_x u_{kx} + g'(v_k) u_{kx}^2 \xi - g(v_k) F_x \xi \right\} \, dx \, dt.
\]

(7.24)

In order to address the remaining terms in inequalities (4.17), we observe that:

- for every \( z \in \mathbb{R} \) the map \( s \mapsto a(z, s) + \sqrt{\varepsilon_k} s \) is strictly increasing (see assumption (H3)) and \( a(z, 0) = 0 \), hence by (7.16) we get

\[
G_{\varepsilon_k}(z, \xi) = \int_0^\xi g(a(z, s) + \sqrt{\varepsilon_k} s) \, ds = -\xi \quad \text{for all } z \in \mathbb{R} \text{ and } \xi \leq 0
\]

(here \( G_{\varepsilon_k} \) is the function in (4.16));

- let \( z \in [-M, M] \), with \( M \) as in (7.22), \( k \in \mathbb{N} \) and \( d \in (0, 1) \) be arbitrarily fixed, and let \( s_{d,z,k} > 0 \) be the solution to the equation

\[
a(z, s) + \sqrt{\varepsilon_k} s = 1 - d.
\]

Then, by the strictly increasing character of the map \( s \mapsto a(z, s) \) it follows that \( a(z, s) + \sqrt{\varepsilon_k} s > 1 - d \) for all \( s > s_{d,z,k} \), whereas by assumption (H3) (in particular, see (1.10)) we have

\[
1 - \frac{C_{1,M}^{-}}{\varphi_{1,M}(z) + |s_{d,z,k}|^{\sigma_1}} \leq a(z, s_{d,z,k}) + \sqrt{\varepsilon_k} s_{d,z,k} \\
= 1 - d \Rightarrow s_{d,z,k} \leq \left( \frac{C_{1,M}^{-}}{d} \right)^{1/\sigma_1} =: \gamma_{d,M}
\]

(7.25)

(here we have also used that \( \varphi_{1,M}(z) > 0 \) for every \( z \); see assumption (H3)). Notice that the estimate in the right-hand side of (7.25) is independent of \( z \in [-M, M] \) and \( k \in \mathbb{N} \).

By the above considerations and (7.16), it follows that

\[
G_{\varepsilon_k}(u_k(x, t), u_{kx}(x, t)) = -u_{kx}(x, t) \quad \text{if } u_{kx}(x, t) \leq 0,
\]

\[
G_{\varepsilon_k}(u_k(x, t), u_{kx}(x, t)) = \int_0^{\gamma_{d,M}} g(a(u_k(x, t), s) + \sqrt{\varepsilon_k} s) \, ds \quad \text{if } u_{kx}(x, t) \geq \gamma_{d,M},
\]
whence

\[ G_{\varepsilon_k}(u_k(x, t), u_{kx}(x, t)) - [u_{kx}(x, t)]^- = \begin{cases} 0 & \text{if } u_{kx}(x, t) \leq 0, \\ \int_0^{\gamma_{d,M}} g(a(u_k(x, t), s) + \sqrt{\varepsilon_k} s) ds & \text{if } u_{kx}(x, t) \geq \gamma_{d,M}. \end{cases} \]

In view of the above equality, since the value \( \gamma_{d,M} \) is independent of \( k \in \mathbb{N} \) and \( g \in L^\infty(\mathbb{R}) \), the sequence \( \{G_{\varepsilon_k}(u_k, u_{kx}) - [u_{kx}]^-\} \) is bounded in \( L^\infty(Q'_0, \Omega) \), whence by the Dominated Convergence theorem

\[ G_{\varepsilon_k}(u_k, u_{kx}) - [u_{kx}]^- \to G(u, u_x) - [u_x]^- \quad \text{in } L^p(Q'_0, \Omega) \quad (7.26) \]

for every \( 1 \leq p < \infty \) (recall that \( u_k \to u \) and \( u_{kx} \to u_x \) \( a.e. \) in \( Q'_0, \Omega \); see (6.24) and (7.1)). Since \( \zeta_t \in C_c(Q'_0, \Omega) \), combining (7.26) and (7.12) plainly gives

\[ \lim_{k \to \infty} \int_{Q'_0, \Omega} G_{\varepsilon_k}(u_k, u_{kx}) \zeta_t dx \text{ } dt = \lim_{k \to \infty} \int_{Q'_0, \Omega} \left\{ G_{\varepsilon_k}(u_k, u_{kx}) - [u_{kx}]^- \right\} \zeta_t dx \text{ } dt + \lim_{k \to \infty} \int_{Q'_0, \Omega} [u_{kx}]^- \zeta_t dx \text{ } dt \]

\[ = \int_{Q'_0, \Omega} G(u, u_x) \zeta_t dx \text{ } dt + \int_0^T \left( \int_{\Omega} \zeta_t(t) d\lambda_2(t) \right) dt. \quad (7.27) \]

Analogously, it can be checked that the sequence \( \{G_{\varepsilon_k}(u_{0k}, u_{0kx}) - [u_{0kx}]^-\} \) is bounded in \( L^\infty(\Omega') \), hence by (2.1) we have

\[ G_{\varepsilon_k}(u_{0k}, u_{0kx}) - [u_{0kx}]^- \to G(u_0, u_{0x}) - [u_{0x}]^- \quad \text{in } L^p(\Omega') \quad (1 \leq p < \infty), \]

\[ \lim_{k \to \infty} \int_{\Omega'} G_{\varepsilon_k}(u_{0k}, u_{0kx}) \zeta(x, 0) dx = \lim_{k \to \infty} \int_{\Omega'} (G_{\varepsilon_k}(u_{0k}, u_{0kx}) - [u_{0kx}]^-) \zeta(x, 0) dx + \lim_{k \to \infty} \int_{\Omega'} [u_{0kx}]^- \zeta(x, 0) dx \]

\[ = \int_{\Omega'} G(u_0, u_{0x}) \zeta(x, 0) dx + \int_{\Omega'} \zeta(x, 0) dD^+ u_0. \quad (7.28) \]

Then, inequality (7.19) will follow from (7.24), (7.27) and (7.28) letting \( \varepsilon_k \to 0 \) in (4.17) if we prove that

\[ \lim_{k \to \infty} \int_{Q'_0, T} H_{\varepsilon_k, g} \zeta dx \text{ } dt = \int_{Q'_0, T} H_g \zeta dx \text{ } dt, \quad (7.29) \]

where \( H_g \) is the function in (7.21) and

\[ H_{\varepsilon_k, g}(x, t) = u_{kT}(x, t) \tilde{H}_{\varepsilon_k, g}(x, t) \quad ((x, t) \in Q_0, T), \quad (7.30) \]
\[ \tilde{H}_{\epsilon_k,g}(x, t) := \int_0^{u_{\epsilon_k}(x, t)} \left[ g'(a(u_k(x, t), s) + \sqrt{\epsilon_k s}) \partial_z a(u_k(x, t), s) \right] ds \quad ((x, t) \in Q_{0,T}) \]

(see (4.18)). Since \( a(z, \xi) \leq 0 \) for all \( z \in \mathbb{R} \) and \( \xi \leq 0 \), \( g' \geq 0 \) in \( \mathbb{R}_+ \) and \( g' = 0 \) in \( \mathbb{R}_- \) and in \([1 - d, \infty)\) (see (7.16)), we begin by observing that, for all \((x, t) \in Q_{0,T}'\), we have
\[ \tilde{H}_{\epsilon_k,g}(x, t) = 0 \quad \text{if} \quad u_{\epsilon_k}(x, t) \leq 0, \quad (7.31) \]
and (see (7.25))
\[ \left| \tilde{H}_{\epsilon_k,g}(x, t) \right| \leq \| \partial_z a \|_{L^\infty(\mathbb{R}^2)} \int_0^{[u_{\epsilon_k}(x, t)]^*} g'(a(u_k(x, t), s) + \sqrt{\epsilon_k s}) ds \]
\[ \leq \| \partial_z a \|_{L^\infty(\mathbb{R}^2)} \int_0^{Yd,M} g'(a(u_k(x, t), s) + \sqrt{\epsilon_k s}) ds \quad \text{if} \quad u_{\epsilon_k}(x, t) \geq 0 \quad (7.32) \]

(recall that \( a(\cdot, \cdot) \in \text{Lip}(\mathbb{R}^2) \)). From (7.31) and (7.32) we obtain that the sequence \( \{\tilde{H}_{\epsilon_k,g}\} \) is bounded in \( L^\infty(Q_{0,T}') \); moreover, as \( \partial_z a(\cdot, \cdot) \in C(\mathbb{R}^2) \cap L^\infty(\mathbb{R}^2) \) (see assumptions \((H_1)\) and \((H_3)\)) and \( g \in C^1(\mathbb{R}) \cap W^{1,\infty}(\mathbb{R}) \), the convergences in (6.24) and (7.1) give
\[ \tilde{H}_{\epsilon_k,g}(x, t) \rightarrow \int_0^{u_x(x, t)} \left[ g'(a(u(x, t), s)) \partial_z a(u(x, t), s) \right] ds \quad \text{for} \quad a.e. \quad (x, t) \in Q_{0,T}', \quad (7.33) \]
whence by the Dominated Convergence theorem it follows that
\[ \tilde{H}_{\epsilon_k,g} \rightarrow \int_0^{u_x} \left[ g'(a(u, s)) \partial_z a(u, s) \right] ds \quad \text{in} \quad L^p(Q_{0,T}') \quad \text{for all} \quad 1 \leq p < \infty. \]

From this convergence and (6.52) we get \( H_{\epsilon_k,g} \rightarrow H_g \) in \( L^1(Q_{0,T}') \), and the conclusion follows.

For every \( \delta \in (0, 1) \), let \( \overline{g}_\delta, \underline{g}_\delta : \mathbb{R} \rightarrow \mathbb{R} \) be defined by
\[ \overline{g}_\delta(y) = -1_{[1 - \infty, 1]} + \frac{1}{\delta}(y - 1 + \delta)1_{[-1, \infty]} \quad (7.34) \]
and
\[ \underline{g}_\delta(y) = 1_{[1, \infty]} + \frac{1}{\delta}(y + 1 - \delta)1_{[-1, -1 + \delta]}, \quad (7.35) \]
and set
\[ \overline{g}_\delta(z, \xi) := \int_0^\xi \overline{g}_\delta(a(z, s)) ds \quad ((z, \xi) \in \mathbb{R}^2). \quad (7.36) \]

**Lemma 7.4.** Let \((H_3)\) be satisfied and, for every \( u_0 \in BV(\Omega) \), let \( u \) be the strong solution to \((P^{u_0}_{\alpha, \beta})\). Then, for every \( \Omega' \subset \subset \Omega \) and \( \xi \in C^1([0, T]; C^1(\Omega')) \), \( \xi \geq 0 \), \( \xi(T) = 0 \) and \( \xi_t \in C_c(Q_{0,T}') \), there holds:
(i) for every $\delta \in (0, 1)$,

$$
\int_{Q_0^T} G_\delta(u, u_x) \xi \, dx \, dt + \int_0^T \left( \int_{\Omega'} \xi(t) d\lambda_2(t) \right) \, dt + \int_{Q_0^T} H_{g_\delta} \xi \, dx \, dt \\
+ \int_{\Omega'} G_\delta(u_0, u_{0x}) \xi(x, 0) \, dx + \int_{\Omega'} \xi(x, 0) \, dD_+ u_0 \\
- \int_{Q_0^T} g_\delta(a(u, u_x)) \xi_x [a(u, u_x)]_x \, dx \, dt \\
\geq \int_{Q_0^T} \left\{ \frac{1}{\delta} ([a(u, u_x)]_x)^2 \chi_{[a(u, u_x)>1-\delta]} \xi - g_\delta(a(u, u_x)) F_x \xi \right\} \, dx \, dt;
$$

(7.37)

(ii) for every $\delta \in (0, 1)$,

$$
\int_{Q_0^T} G_\delta(u, u_x) \xi \, dx \, dt + \int_0^T \left( \int_{\Omega'} \xi(t) d\lambda_1(t) \right) \, dt + \int_{Q_0^T} H_{g_\delta} \xi \, dx \, dt \\
+ \int_{\Omega'} \overline{G}_\delta(u_0, u_{0x}) \xi(x, 0) \, dx + \int_{\Omega'} \xi(x, 0) \, dD_- u_0 \\
- \int_{Q_0^T} \overline{g}_\delta(a(u, u_x)) \xi_x [a(u, u_x)]_x \, dx \, dt \\
\geq \int_{Q_0^T} \left\{ \frac{1}{\delta} ([a(u, u_x)]_x)^2 \chi_{[a(u, u_x)<1+\delta]} \xi - \overline{g}_\delta(a(u, u_x)) F_x \xi \right\} \, dx \, dt.
$$

(7.38)

Here $\lambda_1$ and $\lambda_2$ are the measures obtained in Proposition 7.2 in correspondence with $\Omega'$ and

$$
\begin{align*}
H_{g_\delta}(x, t) & := \chi_{[a(u, u_x)>1-\delta]} u_t(x, t) \int_0^{u_x(x,t)} g'_\delta(a(u(x, t), s)) \partial_s a(u(x, t), s) \, ds \\
H_{\overline{g}_\delta}(x, t) & := \chi_{[a(u, u_x)<1+\delta]} u_t(x, t) \int_0^{u_x(x,t)} \overline{g}'_\delta(a(u(x, t), s)) \partial_s a(u(x, t), s) \, ds,
\end{align*}
$$

(7.39)

for a.e. $(x, t) \in Q_{0,T}$.

It will be seen below (see (7.43) and (7.44)) that, in view of assumption $(H_3)$, for every $\Omega' \subset \subset \Omega$ the function $H_{g,\delta}$ in (7.39) belongs to the space $L^1(\Omega' \times (0, T))$.

**Proof.** We shall only prove (7.37), the proof of (7.38) being analogous. To this aim, for every $\delta \in (0, 1)$ and $j \in \mathbb{N}$ such that $0 < 1 - \delta - 3/j < 1 - \delta < 1 - 2/j$, let us set

$$
g_{\delta,j}(y) = -1\chi_{[-\infty,1]}(y) + \int_0^y g'_{\delta,j}(p) \, dp,
$$
where

\[
g_{\delta,j}'(y) = \frac{j}{3\delta} (y - 1 + \delta + 3/j) \chi_{[1-\delta-3/j < y < 1-\delta]} + \frac{1}{\delta} \chi_{[1-\delta \leq y \leq 1-2/j]} + \frac{j}{\delta} (1 - 1/j - y) \chi_{[1-2/j < y < 1-1/j]}.
\]

Notice that \(g_{\delta,j}'\) satisfies (7.16) with \(d = 1 - 1/j, 0 \leq g_{\delta,j}'(y) \leq 1/\delta\) for all \(y \in \mathbb{R}\) and, as \(j \to \infty\),

\[
g_{\delta,j}'(y) \to \begin{cases} 0 & \text{for } y < 1 - \delta \text{ and } y \geq 1 \\ 1/\delta & \text{for } 1 - \delta \leq y < 1, \end{cases} \quad (7.40)
\]

\[
g_{\delta,j}(y) \to g_{\delta}(y) \quad \text{for every } y \in \mathbb{R}. \quad (7.41)
\]

Then claim \((i)\) will follow if we take the limit as \(j \to \infty\) in inequality (7.19), written for \(g = g_{\delta,j}\) and

\[
G(z, \xi) = G_{\delta,j}(z, \xi) := \int_0^\xi g_{\delta,j}(a(z, s)) \, ds \quad ((z, \xi) \in \mathbb{R}^2).
\]

Let us fix any \(\Omega' \subset \subset \Omega\) and \(\xi \in C^1([0, T]; C^1_c(\Omega'))\), \(\xi \geq 0\), \(\xi(T) = 0\) and \(\xi_t \in C_c(Q'_{0,T})\). Since for \(a.e.\ (x, t) \in Q'_{0,T}\) there holds

\[
g_{\delta,j}(a(u(x, t), s)) \to g_{\delta}(a(u(x, t), s)) \quad \text{for all } s \in \mathbb{R},
\]

whence \(G_{\delta,j}(u(x, t), u_x(x, t)) \to G_{\delta}(u(x, t), u_x(x, t))\) as \(j \to \infty\), and

\[
|G_{\delta,j}(u(x, t), u_x(x, t))| \leq \|g_{\delta,j}\|_{L^\infty(\mathbb{R})} |u_x(x, t)| \leq |u_x(x, t)| \in L^1(Q'_{0,T}),
\]

by the Dominated Convergence theorem we get

\[
\lim_{j \to \infty} \int_{Q'_{0,T}} G_{\delta,j}(u, u_x) \, \xi_t \, dx \, dt = \int_{Q'_{0,T}} G_{\delta}(u, u_x) \xi_t \, dx \, dt.
\]

Analogously, relying on (7.41), it can be checked that

\[
\lim_{j \to \infty} \int_{\Omega'} G_{\delta,j}(u_0, u_{0x}) \, \xi(x, 0) \, dx = \int_{\Omega'} G_{\delta}(u_0, u_{0x}) \, \xi(x, 0) \, dx,
\]
For a.e. \((x, t) \in Q_{0,T}'\), we have

\[
\lim_{j \to \infty} \int_{Q_{0,T}'} g_{\delta, j}'(a(u, u_x)) ([a(u, u_x)]_x \xi_x) \, dx \, dt
= \int_{Q_{0,T}'} g_{\delta}(a(u, u_x)) ([F_x \xi - [a(u, u_x)]_x \xi_x]) \, dx \, dt.
\]

here we have used that \(a(u, u_x) < 1\) a.e. in \(Q_{0,T}'\), since \(u_x \in L^1(Q_{0,T}')\), the map \(\xi \mapsto a(z, \xi)\) is strictly increasing by assumption \((H_3)\), and \(a(z, \xi) \to 1\) as \(\xi \to \infty\), for all \(z \in \mathbb{R}\). Therefore, it only remains to prove that

\[
\lim_{j \to \infty} \int_{Q_{0,T}'} H_{g_{\delta, j}}(a(u, u_x)) ([a(u, u_x)]_x \xi_x) \, dx \, dt = \int_{Q_{0,T}'} H_{g_{\delta}}(a(u, u_x)) \, dx \, dt,
\]

where

\[
H_{g_{\delta, j}}(x, t) = u_t(x, t) \int_0^{u_x(x, t)} g_{\delta, j}'(a(u(x, t), s)) \partial_x a(u(x, t), s) \, ds \quad (a.e. \quad (x, t) \in Q_{0,T}').
\]

In this direction, by the strictly increasing character of the mapping \(\xi \mapsto a(z, \xi)\) and the definition of \(g_{\delta, j}'\), for a.e \((x, t) \in Q_{0,T}'\) we have

\[
H_{g_{\delta, j}}(x, t) = 0 \quad \text{if} \quad a(u(x, t), u_x(x, t)) < 1 - \delta - 3/j
\]

(hence if \(u_x(x, t) < 0\), since in this case \(a(u(x, t), u_x(x, t)) < a(u(x, t), 0) = 0\); see \((H_1)\) and \((H_3)\)) and
\[ |H_{ξ, j}(x, t)| ≤ \frac{|u_t(x, t)|}{δ} \int_0^{|u_x(x, t)|} |\partial_s a(u(x, t), s)| \, ds \]
\[ ≤ \frac{|u_t(x, t)|}{δ} \int_0^{|u_x(x, t)|} \frac{D_M}{(1 + |s|)^{σ_0}} \, ds \]
\[ ≤ \frac{|u_t(x, t)|}{δ} \int_0^{|u_x(x, t)|} \frac{D_M}{(1 + |s|)} \, ds \]
\[ ≤ \frac{D_M |u_t(x, t)|}{δ} \log(1 + |u_x(x, t)|) ∈ L^1(Q_{0,T}^δ) \quad (7.43) \]
(recall that \(0 ≤ g_{ξ, j} ≤ 1/δ\), where \(D_M\) is the constant in \((H_3)\) associated to some \(M ≥ \|u\|_{L^∞(Q_{0,T}^δ)}\) (see Remark 6.3). Moreover, in view of \((7.40)\) and since for every \(z ∈ \mathbb{R}\) and \(s ∈ \mathbb{R}\), \(a(z, s) < \lim_{s→+∞} a(z, s) = 1\), for a.e. \((x, t) ∈ Q_{0,T}^δ\) there holds
\[ g_{ξ, j}^i(a(u(x, t), s)) → \left\{ \begin{array}{ll}
0 & \text{if } a(u(x, t), s) < 1 - δ \\
\frac{1}{δ} & \text{if } a(u(x, t), s) ≥ 1 - δ
\end{array} \right. \quad \text{as } j → ∞, \]
whence \(g_{ξ, j}^i(a(u(x, t), s)) → g_{ξ, j}^i(a(u(x, t), s))\) for a.e. \(s ∈ \mathbb{R}\). Relying on this convergence it can be easily checked that for a.e. \((x, t) ∈ Q_{0,T}^δ\) there holds
\[ H_{ξ, j}(x, t) → H_{ξ, j}^i(x, t) \quad \text{as } j → ∞ \quad (7.44) \]
Hence \((7.42)\) follows by the Dominated Convergence theorem, combining \((7.43)–(7.44)\). \(\Box\)

Proof of Theorem 3.6. For every \(Ω' ⊂⊂ Ω\) let \(λ_1\) and \(λ_2\) be the measures given in Proposition 7.2. Then the conclusion will follow by the arbitrariness of \(Ω'\) if we prove that
\[ λ_1(t) = D_{+}^+ u(t) ≤ D_{+}^- u_0, \]
\[ λ_2(t) = D_{+}^- u(t) ≤ D_{+}^- u_0 \quad \text{in } \mathcal{M}(Ω') \quad \text{for a.e. } t ∈ (0, T), \quad (7.45) \]
\[ D_{+}^+ u(t_2) ≤ D_{+}^+ u(t_1), \]
\[ D_{+}^- u(t_2) ≤ D_{+}^- u(t_1) \quad \text{in } \mathcal{M}(Ω') \quad \text{for a.e. } 0 < t_1 < t_2 < T \quad (7.46) \]
For every \(Ω' ⊂⊂ Ω\), fix any \(ξ ∈ C^1([0, T]; C_c^1(Ω'))\), \(ξ ≥ 0\), \(ξ(T) = 0\) and \(ξ_t ∈ C_c(Q_{0,T}^δ)\). Let us address the characterization of \(λ_1(t)\) (see the first equality in \((7.45)\)).
For every \(δ ∈ (0, 1)\), let \(g_{ξ, δ}\) be the function in \((7.34)\) and let \(G_{ξ, δ}, H_{ξ, δ}\) be the associated functions in \((7.36)\) and \((7.39)\), respectively. Then, for all \(y ∈ [-∞, 1]\),
\[ -1 ≤ g_{ξ, δ}(y) ≤ 0, \quad g_{ξ, δ}(y) → -1 \quad \text{as } δ → 0^+, \]
whence, letting \(δ → 0^+\) we easily obtain
\[ G_{ξ, δ}(u, u_x) → -u_x \quad \text{in } L^1(Q_{0,T}'), \quad (7.47) \]
\[ G(u_0, u_{0x}) \to -u_{0x} \text{ in } L^1(\Omega'), \quad (7.48) \]
\[
\int_{Q_{0,T}} \left\{ -g_\alpha(a(u, u_x)) \xi_x [a(u, u_x)]_x + g_\alpha(a(u, u_x)) F_x \xi \right\} \, dx \, dt
\to \int_{Q_{0,T}'} \{ \xi_x [a(u, u_x)]_x - F_x \xi \} \, dx \, dt \quad (7.49)
\]

(here we have also used that \( a(u, u_x) < 1 \text{ a.e. in } Q_{0,T}' \). For every \( \delta \in (0, 1) \) and for a.e. \((x, t) \in Q_{0,T}' \) let \( s_\delta(x, t) > 0 \) be the solution to the equation \( a(u(x, t), s) = 1 - \delta \). Then,
\[
a(u(x, t), s) > 1 - \delta \iff s > s_\delta(x, t) \quad (7.50)
\]
(see assumption \( (H_3) \)), up to sets of zero Lebesgue measure there holds
\[
\left\{(x, t) \in Q_{0,T}' : a(u(x, t), u_x(x, t)) > 1 - \delta \right\} = \left\{(x, t) \in Q_{0,T}' : u_x(x, t) > s_\delta(x, t) \right\}, \quad (7.51)
\]
whereas by (1.10), for all \( \delta > 0 \) small enough, we get
\[
\left( \frac{C_{1,M}^+}{2\delta} \right)^{1/\sigma_1} \leq \left( \frac{C_{1,M}^+}{\delta} \max_{|z| \leq M} \varphi_{1,M}(z) \right)^{1/\sigma_1} \leq s_\delta(x, t) \leq \left( \frac{C_{1,M}^-}{\delta} \right)^{1/\sigma_1}; \quad (7.52)
\]
here \( M > 0 \) is chosen so that
\[
M \geq \|u\|_{L^\infty(Q_{0,T}')} \quad (7.53)
\]
(see Remark (6.3)). Since \( g_{\delta}'(y) = \frac{1}{\delta} \chi_{\{\frac{1}{\delta} y < 1\}} \), by the very definition of the function \( H_{g_\delta} \) and (7.50) it follows that, for a.e. \((x, t) \in Q_{0,T}' \),
\[
H_{g_\delta}(x, t)
\]
\[
= \chi_{\{a(u, u_x) \geq 1 - \delta\}} \frac{u_t(x, t)}{\delta} \int_0^{u_x(x, t)} \chi_{\{a(u(x, t), s) > 1 - \delta\}} \partial_x a(u(x, t), s) \, ds
\]
\[
= \chi_{\{a(u, u_x) > 1 - \delta\}} \frac{u_t(x, t)}{\delta} \int_{s_\delta(x, t)}^{u_x(x, t)} \partial_x a(u(x, t), s) \, ds
\]
\[
= \chi_{\{a(u, u_x) > 1 - \delta\}} \frac{[a(u(x, t), u_x(x, t))]_x}{\delta} \int_{s_\delta(x, t)}^{u_x(x, t)} \partial_x a(u(x, t), s) \, ds
\]
\[
+ \chi_{\{a(u, u_x) > 1 - \delta\}} \frac{F(x, t)}{\delta} \int_{s_\delta(x, t)}^{u_x(x, t)} \partial_x a(u(x, t), s) \, ds =: H_{g_\delta}^{(1)}(x, t) + H_{g_\delta}^{(2)}(x, t). \quad (7.54)
\]
In view of assumption (H3) (with $M$ as in (7.53) and $\sigma_0 > 1$) and (7.52), for a.e. $(x,t) \in Q'_{0,T}$ we have
\[
\left| H_{g_\delta}^{(1)}(x,t) \right| \leq \frac{D_M}{\delta} \chi_{\{u(x,t) > 1 - \delta\}} \|a(u(x,t), u_x(x,t))\|_x \int_{\left(\frac{C_{1,M}}{2\delta}\right)^{1/\sigma_1}}^{+\infty} \frac{1}{(1 + s)^{\sigma_0}} ds \\
\leq \frac{\tilde{D}_M}{\delta} \chi_{\{u(x,t) > 1 - \delta\}} \|a(u(x,t), u_x(x,t))\|_x \delta^{(\sigma_0 - 1)/\sigma_1} \\
\leq \chi_{\{u(x,t) > 1 - \delta\}} \frac{\left(\|a(u(x,t), u_x(x,t))\|_x\right)^2}{2\delta} \\
+ \chi_{\{u(x,t) > 1 - \delta\}} \frac{\tilde{D}_M^2}{2} \frac{2\sigma_0 - 2 - \sigma_1}{\sigma_1}
\tag{7.55}
\]
(here we have used Young’s inequality). Concerning the second term in the right-hand side of (7.54), there holds
\[
H_{g_\delta}^{(2)}(x,t) = 0 \quad \text{if } F \equiv 0 \text{ in } Q_{0,T};
\tag{7.56}
\]
otherwise, if $F \neq 0$, for a.e. $(x,t) \in Q'_{0,T}$ we have
\[
\left| H_{g_\delta}^{(2)}(x,t) \right| \leq \chi_{\{u(x,t) > 1 - \delta\}} \frac{\|F\|_\infty}{\delta} \int_{\left(\frac{C_{1,M}}{2\delta}\right)^{1/\sigma_1}}^{+\infty} \frac{1}{(1 + s)^{\sigma_0}} ds \\
\leq \tilde{D}_M \chi_{\{u_x(x,t) > \delta g_\delta(x,t)\}} \frac{\|F\|_\infty}{\delta} \delta^{\alpha_0 - 1 - \frac{1}{\sigma_1} \left(\frac{1}{\delta}\right)^{1/\sigma_1}} \\
= \tilde{D}_M \chi_{\{u_x(x,t) > \left(\frac{C_{1,M}}{2\delta}\right)^{1/\sigma_1}\}} \frac{\|F\|_\infty}{\delta} \delta^{\alpha_0 - 1 - \frac{1}{\sigma_1} \left(\frac{1}{\delta}\right)^{1/\sigma_1}} \\
\leq \tilde{D}_M \frac{\|F\|_\infty}{\delta} \chi_{\{u_x(x,t) > \left(\frac{C_{1,M}}{2\delta}\right)^{1/\sigma_1}\}} \\
\leq \chi_{\{u(x,t) > 1 - \delta\}} \frac{\|a(u(x,t), u_x(x,t))\|_x}{2\delta} \\
\leq \chi_{\{u(x,t) > 1 - \delta\}} \frac{\|a(u(x,t), u_x(x,t))\|_x}{2\delta}
\tag{7.57}
\]
(see also (7.51) and (7.52)). By the above inequality, since $\sigma_0 - \sigma_1 \geq 0$ (see (H3)) and $u_x \in L^1(Q'_{0,T})$, in the case $F \neq 0$ from the Dominated Convergence theorem it follows that
\[
\left| H_{g_\delta}^{(2)} \right| \leq \tilde{D}_M \frac{\|F\|_\infty}{\delta} \chi_{\{u(x,t) > 1 - \delta\}} \frac{\|a(u(x,t), u_x(x,t))\|_x}{2\delta} \\
\rightarrow 0 \text{ in } L^1(Q'_{0,T}) \text{ as } \delta \rightarrow 0^+.
\tag{7.57}
\]
Combining inequality (7.37) with (7.54)–(7.55) gives
\[
\frac{1}{2\delta} \int_{Q_{0,T}} \|a(u, u_x)\|_x \chi_{\{u(x,t) > 1 - \delta\}} \xi \, dx dt \\
\leq \int_{Q_{0,T}} G_\delta(u, u_x) \xi \, dx dt
\]
\[
+ \int_{\Omega} \left( \int_{\Omega'} \zeta_t(t) d\lambda_2(t) \right) dt + \frac{D_M^2}{2} \delta^{2\sigma_0-2-\sigma_1} \int_{Q_{0,T}} \chi_{\{u(a, u_x) > 1 - \delta\}} \zeta \, dx \, dt
\]
\[
+ \int_{Q_{0,T}} H^{(2)}_{\delta} \zeta \, dx \, dt + \int_{\Omega'} G_\delta(u_0, u_{0x}) \zeta(x, 0) \, dx + \int_{\Omega'} \zeta(x, 0) \, dD^\ast u_0
\]
\[
- \int_{Q_{0,T}} g_\delta(a(u, u_x)) \zeta_x [a(u, u_x)]_x \, dx \, dt + \int_{Q_{0,T}} g_\delta(a(u, u_x)) F_x \zeta \, dx \, dr, \tag{7.58}
\]
where (see (7.51) and (7.52))
\[
\delta^{2\sigma_0-2-\sigma_1} \int_{Q_{0,T}} \chi_{\{u(a, u_x) > 1 - \delta\}} \zeta \, dx \, dt \leq \|\zeta\|_{L^\infty(Q_{0,T})} \delta^{2\sigma_0-2-\sigma_1} \|\{u(a, u_x) > 1 - \delta\}\| \leq C_{\delta, M} \delta^{2\sigma_0-2-\sigma_1} \to 0 \quad \text{as} \quad \delta \to 0^+,
\tag{7.59}
\]
as \(2\sigma_0 - 1 - \sigma_1 > 0\) (see (H3)). By (7.47)–(7.49) and (7.56), (7.57), (7.59), letting \(\delta \to 0^+\) in (7.58) gives
\[
\int_{Q_{0,T}} \left\{-u_x \zeta_t + [a(u, u_x)]_x \zeta_x - F_x \zeta\right\} \, dx \, dt + \int_{\Omega'} \left( \int_{\Omega'} \zeta_t(t) d\lambda_2(t) \right) dt
\]
\[
- \int_{\Omega'} u_{0x} \zeta(x, 0) \, dx + \int_{\Omega'} \zeta(x, 0) \, dD^\ast u_0 \geq 0. \tag{7.60}
\]
Since \(\lambda_1(t) - \lambda_2(t) = D^\ast u(t)\) in \(\mathcal{M}(\Omega')\) for a.e. \(t \in (0, T)\) (see (7.10)), summing up (7.60) and (3.1) we obtain
\[
\int_{0}^{T} \left( \int_{\Omega'} \zeta_t(t) d\lambda_1(t) \right) dt \geq - \int_{\Omega'} \zeta(x, 0) \, dD^\ast u_0. \tag{7.61}
\]
Analogously, relying on (7.38) and arguing in a similar way, it can be checked that
\[
\int_{0}^{T} \left( \int_{\Omega'} \zeta_t(t) d\lambda_2(t) \right) dt \geq - \int_{\Omega'} \zeta(x, 0) \, dD^\ast u_0 \tag{7.62}
\]
for every \(\zeta \in C^1([0, T]; C^1_c(\Omega'))\), \(\zeta \geq 0, \zeta(T) = 0\) and \(\zeta_t \in C_c(Q_{0,T}')\).

Fix any \(\tau \in (0, T)\) and set
\[
\eta_j(t) = \chi_{[0 \leq t \leq \tau]} + j(\tau + 1/j - t) \chi_{[\tau < t < \tau + 1/j]} \quad (j \in \mathbb{N}).
\]
Notice that for every nonnegative \(\rho \in C^1_c(\Omega')\) and \(j\) large enough, by standard approximation arguments the test function \(\zeta_j(x, t) = \eta_j(t)\rho(x)\) is an admissible choice in (7.61)–(7.62). Then we have
\[
j \int_{\tau}^{\tau + 1/j} \left( \int_{\Omega'} \rho \, d\lambda_1(t) \right) dt \leq \int_{\Omega'} \rho \, dD^\ast u_0,
\[ j \int_{\tau}^{\tau+1/j} \left( \int_{\Omega'} \rho \, d\lambda_2(t) \right) \, dt \leq \int_{\Omega'} \rho \, dD^\tau u_0 . \]

Hence, letting \( j \to \infty \) in the above inequalities gives for a.e. \( \tau \in (0, T) \) and for every \( \rho \) as above

\[ \int_{\Omega'} \rho \, d\lambda_1(\tau) \leq \int_{\Omega'} \rho \, dD^\tau u_0 , \quad \int_{\Omega'} \rho \, d\lambda_2(\tau) \leq \int_{\Omega'} \rho \, dD^\tau u_0 . \]

Thus, the nonnegative measures \( \lambda_1(\tau) \) and \( \lambda_2(\tau) \) are absolutely continuous with respect to \( D^\tau u_0 \) and \( D^\tau u_0 \), respectively, therefore singular with respect to the Lebesgue measure over \( \Omega \) and, in addition, mutually singular. Since \( D^\tau u(\tau) = \lambda_1(\tau) - \lambda_2(\tau) \) for a.e. \( \tau \in (0, T) \) (see (7.10)), by the uniqueness of the Jordan decomposition of \( D^\tau u(t) \), we get both equalities in (7.45).

Finally, in order to prove, for a.e. \( 0 < \tau_1 < \tau_2 < T \), choosing (by standard approximation arguments) in (7.61)–(7.62) the test functions \( \eta_j(x, t) = \tilde{\eta}_j(t) \rho(x) \), with \( \rho \in C^1_c(\Omega) \), \( \rho \geq 0 \), and

\[ \tilde{\eta}_j(t) = j(t - \tau_1 + 1/j)\chi_{[\tau_1-1/j \leq t \leq \tau_1]} + \chi_{[\tau_1 < t < \tau_2]} + j(\tau_2 + 1/j - t)\chi_{[\tau_2 \leq t \leq \tau_2+1/j]} \]

(\( j \in \mathbb{N} \), large enough), we get

\[ j \int_{\tau_2}^{\tau_2+1/j} \left( \int_{\Omega'} \rho \, dD^\tau u(t) \right) \, dt \leq j \int_{\tau_1-1/j}^{\tau_1} \left( \int_{\Omega'} \rho \, dD^\tau u(t) \right) \, dt \]

(\( \tau_1 \) and \( \tau_2 \) as in (7.65)). Therefore the conclusion follows from the above inequalities, in the limit as \( j \to \infty \). \( \square \)

**Proof of Theorem 3.7.** We shall only address claim (i), the proof of (ii) being analogous. To this aim, let us preliminarily observe that the condition \( a(u, u_x) \in L^2(\tau, T; H^1(\Omega)) \) for all \( \tau \in (0, T) \) (see Definition 3.1–(ii)) ensures that

\[ a(u(t), u_x(t)) \in H^1(\Omega) \quad \text{for a.e.} \ t \in (0, T) . \]  

(7.63)

Next, fix any open interval \( \Omega' \subseteq \Omega \) and observe that

\[ u(t) \in BV(\Omega') \quad \text{for a.e.} \ t \in (0, T) , \]  

(7.64)

as \( u \in L^1_w(0, T; BV_{loc}(\Omega)) \) (see Definition 3.1). Let us fix any \( t \in (0, T) \) as in (7.63)–(7.64). By (7.64) there exists \( M \equiv M(\Omega', t) > 0 \) such that

\[ \|u(t)\|_{L^\infty(\Omega')} \leq M , \]

whereas from (7.63) there exists \( C \equiv C(t) > 0 \) such that

\[ |[a(u(t), u_x(t))](x_2) - [a(u(t), u_x(t))](x_1)| \leq C\sqrt{|x_2 - x_1|} \quad \text{for all} \ x_1, x_2 \in \Omega ; \]  

(7.65)
in the above inequality we have identified the function $a(u(t), u_x(t))$ with its continuous representative. Arguing by contradiction, assume that

$$D^s_+ u(t) \neq 0 \text{ in } \mathcal{M}(\Omega').$$

Then, in view of Proposition 3.1, there exists $x_0 \in \Omega'$ such that $[a(u(t), u_x(t))](x_0) = 1$, and choosing in (7.65) $x_2 = x_0$ gives

$$1 - [a(u(t), u_x(t))](x) = |1 - [a(u(t), u_x(t))](x)| \leq C\sqrt{|x_0 - x|} \text{ for all } x \in \Omega'. \quad (7.66)$$

Moreover, by the continuity of the function $x \mapsto a(u(t), u_x(t))$, there exists $\delta > 0$ such that $[a(u(t), u_x(t))](x) > 0$ for all $x \in I_{\delta}(x_0) := \Omega' \cap (x_0 - \delta, x_0 + \delta)$, whence $u_x(\cdot, t) > 0$ a.e. in $I_{\delta}(x_0)$ (recall that the map $\xi \mapsto a(z, \xi)$ is nondecreasing and $a(z, 0) = 0$ for all $z \in \mathbb{R}$). Combining (7.66) with assumption $(H_4)-(i)$, we get

$$\frac{C^+_{3,M}}{(1 + |u_x(x, t)|)^\sigma} \leq 1 - [a(u(x, t), u_x(x, t))] \leq C\sqrt{|x_0 - x|} \text{ for a.e. } x \in I_{\delta}(x_0),$$

whence

$$1 + |u_x(x, t)| \geq \frac{\tilde{C}}{|x - x_0|^{1/(2\sigma)}} \text{ for a.e. } x \in I_{\delta}(x_0)$$

where $\tilde{C} := \left(\frac{C^+_{3,M}}{C}\right)^{\frac{1}{\sigma}}$. Since $1/(2\sigma) \geq 1$ and $u_x(t) \in L^1(\Omega')$, we have reached a contradiction and the conclusion follows. \hfill \square

**Proof of Theorem 3.8.** In view of assumption $(H_3)$, for any initial data $u_0 \in BV(\Omega)$ by Theorem 3.6 strong solutions $u$ to $(P_{u_0}^{\alpha,\beta})$ satisfy the monotonicity properties

$$D^s_+ u(\tau) \leq D^s_+ u(t) \leq D^s_+ u_0 \text{ in } \mathcal{M}(\Omega) \quad (7.67)$$

for a.e. $0 < t < \tau < T$.

Fix any open interval $\Omega' \subset \subset \Omega$. Since $u \in L^\infty_{w}(0, T; BV_{loc}(\Omega))$ (see Theorem 3.4), there exists $M_1 \equiv M_1(\Omega') > 0$ such that

$$\|u\|_{L^\infty(\Omega' \times (0, T))} \leq M_1. \quad (7.68)$$

Next, for any $j \in \mathbb{N}$ large enough and $\tau \in (0, T)$, set

$$h_j(t) = \chi_{[0, \tau - j^{-1}]}(t) + j(\tau - t)\chi_{(\tau - j^{-1}, \tau]} \quad (t \in [0, T]).$$

For any $\rho \in C^1_c(\Omega')$, choosing $\zeta(x, t) = \rho(x)h_j(t)$ in equality (3.1) and letting $j \to \infty$, by a routine proof we get

$$\int_{\Omega'} \rho(x) \, dD^s_+ u(\tau) - \int_{\Omega'} \rho(x) \, dD^s_+ u_0$$

$$= -\int_{Q_{0,\tau}} [a(u, u_x)]_x \rho'(x) \, dxdt + \int_{Q_{0,\tau}} F_x(x, t) \rho(x) \, dxdt. \quad (7.69)$$
Let $\mathcal{N} \subset (0, T)$ be any null set up to which (7.67) and (7.69) are satisfied.

Arguing by contradiction, assume that there exist $\tau \in (0, T) \setminus N$ and $x_0 \in \Omega'$ such that $x_0 \in \text{supp} D_x^+ u(\tau)$ (the case where $x_0 \in \text{supp} D_x^+ (x_0)$ is completely analogous). By (7.67) it follows that $x_0 \in \text{supp} D_x^+ u(t)$ for all $t \in (0, \tau) \setminus \mathcal{N}$, whence (see Proposition 3.1)

$$[a(u(t), u_x(t))](x_0) = 1 \quad \text{for all } t \in (0, \tau) \setminus \mathcal{N} \tag{7.70}$$

(here we have identified the function $a(u(t), u_x(t))$ with its continuous representative). Let $V : \Omega' \to \mathbb{R}$ be the function defined by setting

$$V(x) := \int_0^\tau [a(u(x, t), u_x(x, t))] \, dt \quad (x \in \Omega').$$

By equality (7.69) it follows that

$$V_{xx} = Du(\tau) - Du(0) - \int_0^\tau F_x(\cdot, t) \, dt \quad \text{in } \mathcal{D}'(\Omega').$$

Since the right-hand side in the above equality is a finite Radon measure over $\Omega'$, it can be easily checked that $V_x \in BV(\Omega')$. In particular, this implies that there exists $M_2 = M_2(\Omega', \tau) > 0$ such that $\|V_x\|_{L^\infty(\Omega')} \leq M_2$. Therefore, for every $x \in \Omega'$ there holds

$$\tau - V(x) = |\tau - V(x)| = |V(x_0) - V(x)| \leq M_2|x - x_0| \tag{7.71}$$

(here we have used that $V(x_0) = \tau \geq V(x)$ for all $x \in \Omega'$; see (7.70) and recall that $a(z, \xi) \leq 1$). On the other hand, since $|u| \leq M_1$ a.e. in $\Omega' \times (0, T)$, by assumption $(H_3)$ we have

$$1 - a(u, u_x) \geq 1 - a(u, [u_x]^+) \geq \frac{C_{1, M_1}^+}{C_{M_1}^+ + ([u_x]^+)^{\sigma_1}} \geq \frac{C_{1, M_1}^+}{2(C_{M_1}^{1/\sigma_1} + [u_x]^+)^{\sigma_1}} \quad \text{a.e. in } \Omega' \times (0, T),$$

for some $C_{M_1} > \|\varphi_{1,M}\|_{L^\infty((-M_1, M_1))}$. In the first inequality of the above estimate we have also used that for every $z \in \mathbb{R}$ there holds $a(z, 0) = 0$, and $a(z, \xi) \leq 0$ for all $\xi \leq 0$. In the last one, we have used the concavity of the function $s \mapsto s^{\sigma_1}$.

Thus, for a.e. $x \in \Omega'$ there holds

$$\tau - V(x) = \int_0^\tau [1 - a(u(x, t), u_x(x, t))] \, dt \geq \frac{C_{1, M_1}^+}{2} \int_0^\tau \frac{1}{(C_{M_1}^{1/\sigma_1} + [u_x(x, t)]^+)^{\sigma_1}} \, dt \geq \frac{\tau}{2} \frac{C_{1, M_1}^+}{C_{M_1}^{1/\sigma_1} + \tau} \left( C_{M_1}^{1/\sigma_1} + \frac{1}{\tau} \int_0^\tau [u_x(x, t)]^+ \, dt \right)^{-\sigma_1}.$$
(here we have used the Jensen inequality, as the map $\xi \mapsto (C_{M_1}^{\sigma_1} + \xi)^{-\sigma_1}$ is convex on $[0, \infty)$). Combining the above inequality with (7.71), it follows that there exists $C = C(M_1, M_2) > 0$ such that, for $a.e. \ x \in \Omega'$, there holds

$$\frac{1}{\tau} \int_0^\tau [u^+_x(x, t)]^+ \, dt \geq \frac{C \tau^{\frac{1}{\sigma_1}}}{|x - x_0|^{\frac{1}{\sigma_1}}} - C_{M_1}^{1/\sigma_1}.$$ 

Since $\sigma_1 \in (0, 1]$, this proves that $u^+_x \notin L^1(\Omega' \times (0, \tau))$, a contradiction as $u \in L^\infty_w(0, T; BV(\Omega'))$. □

Acknowledgements

The first author acknowledges partial support by Spanish MCIU and FEDER project PGC2018-094775-B-I00 and by Conselleria d’Innovació, Universitats, Ciència i Societat Digital, project AICO/2021/223.

Funding Open Access funding provided thanks to the CRUE-CSIC agreement with Springer Nature.

Data availability Data sharing not applicable to this article as no datasets were generated or analysed during the current study.

Open Access. This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

REFERENCES

[1] M. Amar, V. De Cicco and N. Fusco, A relaxation result in BV for integral functionals with discontinuous integrands, ESAIM Control Optim. Calc. Var. 13(2) (2007), 396-441.
[2] L. Ambrosio and G. Dal Maso, A General Chain Rule for Distributional Derivatives, Proceedings of the American Mathematical Society Vol. 108, No. 3 (1990), 691-702.
[3] L. Ambrosio, N. Fusco and D. Pallara, Functions of Bounded Variation and Free Discontinuity Problems, Oxford Mathematical Monographs, 2000.
[4] F. Andreu, J. Calvo, J.M. Mazón and J. Soler, On a nonlinear flux-limited equation arising in the transport of morphogens. Journal of Differential Equations 252 (2012), 5763–5813.
[5] F. Andreu, V. Caselles and J.M. Mazón, A Strongly Degenerate Quasilinear Equation: the Elliptic Case, Annali della Scuola Normale di Pisa 3(3) (2004), 555–587.
[6] F. Andreu, V. Caselles and J.M. Mazón, A Strongly Degenerate Quasilinear Equation: the Parabolic Case, Arch. Rat. Mech. Anal, **176**(3), (2005), 415–453.

[7] J.M. Ball, A version of the fundamental theorem for Young measures, Partial Differential Equations and Continuum Models of Phase Transitions (Proceedings of an NSF-CNRS joint seminar; Springer, 1989).

[8] L. Beck, M. Bulíček and F. Gmeineder, On a Neumann problem for variational functionals of linear growth Annali della Scuola Normale Superiore di Pisa – Classe di Scienze, accepted.

[9] L. Beck, M. Bulíček and E. Maringová, Globally Lipschitz minimizers for variational problems with linear growth, ESAIM Control Optim. Calc. Var., **24**, (2018), 1395–1413.

[10] M. Bertsh and R. Dal Passo, Hyperbolic Phenomena in a Strongly Degenerate Parabolic Equation, Arch. Rational Mech. Anal. **117** (1992), 349–387.

[11] M. Bildhauer and M. Fuchs, A variational approach to the denoising of images based on different variants of the TV-regularization, Appl. Math. Optim., **66**, (2012), 331–361.

[12] M. Bildhauer and M. Fuchs, On a class of variational problems with linear growth and radial symmetry, Comment. Math. Univ. Carolin., **62**, (2021) 325–345.

[13] M. Bildhauer, M. Fuchs, J. Müller and C. Tietz, On the solvability in Sobolev spaces and related regularity results for a variant of the TV-image recovery model: the vector-valued case, J. Elliptic Parabol. Equ., **2**, (2016), 341–355.

[14] K. A. Brakke, The motion of a Surface by its Mean Curvature, Math. Note, Princeton Univ. Press, Princeton, N. J. 1978.

[15] M. Bulíček, E. Maringová, B. Stroffolini and A. Verde, A boundary regularity result for minimizers of variational integrals with nonstandard growth, Nonlinear Anal., **177**, (2018).

[16] M. Bildhauer, D. Hruška and J. Málek, On evolutionary problems with a-priori bounded gradients, preprint: arXiv:2102.13447

[17] V. Caselles, K. Jalalzai and M. Novaga, On the jump set of solutions of the total variation flow, Rendiconti del Seminario Matematico della Università di Padova, **130** (2013), 155–168.

[18] G. Dal Maso, Integral representation on BV(Ω) of the Γ-limits of variational integrals, Manuscripta Math **30** (1980), 387–416.

[19] J. Droniou, Intégration et Espaces de Sobolev à Valeurs Vectorielles, Lecture Notes, Université de Provence (Marseille, 2001).

[20] L. Giacomelli and M. Łasica, A local estimate for vectorial total variation minimization in one dimension, Nonlinear Analysis **181** (2019), 141–146.

[21] A. Lichnewski and R. Temam, Pseudosolutions of the time-dependent minimal surface problem, J. Differential Equations, **30** (1978), 340–364.

[22] S. Moll and F. Smarrazzo, Strong solutions to a parabolic equation with linear growth with respect to the gradient variable J. Differential Equations, **264** (11), (2018), 6710–6751.

[23] A. Porretta, On the regularity of the total variation minimizers, Communications in Contemporary Mathematics, **23**(1), (2021), 1950082, 17 pp.

[24] Porzio M.M., Smarrazzo F., Tesei A.: Radon measure-valued solutions for a class of quasilinear parabolic equations, Archive For Rational Mechanics and Analysis, Volume 210, Issue 3 (2013), 713–772.

[25] M. M. Porzio, F. Smarrazzo and A. Tesei, Noncoercive diffusion equations with Radon measures as initial data, J. London Math. Soc., Volume 105, Issue 3 (2022), 1823-1896.

[26] M. Valadier, A course on Young measures, Rend. Ist. Mat. Univ. Trieste, **26** (1994), suppl., 349–394 (1995).

[27] J. L. Vazquez, The Porous Medium Equation. Mathematical Theory Clarendon Press, 2007.
Salvador Moll
Departament d’Anàlisi Matemàtica
Universitat de València
C/Dr. Moliner 50
46100 Burjassot
Spain
E-mail: j.salvador.moll@uv.es

Flavia Smarrazzo
Università Campus Bio-Medico di Roma
Via Alvaro del Portillo, 33
00128 Rome
Italy
E-mail: f.smarrazzo@unicampus.it

Accepted: 10 August 2022