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Abstract

Here we extend the concept of blind client-server quantum computation, in which a client with limited quantum power controls the execution of a quantum computation on a powerful server, without revealing any details of the computation. Our extension is to introduce a three-node setting in which an oracular quantum computation can be executed blindly. In this Blind Oracular Quantum Computation (BOQC), the oracle (Oscar) is another node, with limited power, who acts in cooperation with the client (Alice) to supply quantum information to the server so that the oracle part of the quantum computation can also be executed blindly. We develop tests of this protocol using two- and three-qubit versions of the exact Grover algorithm (i.e., with database sizes $4 \leq N \leq 8$), obtaining optimal implementations of these algorithms within a gate array scheme and the blinded cluster-state scheme. We discuss the feasibility of executing these protocols in state-of-the-art three-node experiments using NV-diamond electronic and nuclear qubits.

1 Introduction

While the promise of distributed quantum information processing was already foreseen in theoretical work many decades ago [5, 44, 13], we have finally entered a time when some of these ideas can be implemented in the laboratory [23]. With these developments, it is timely to look at the theoretical situation in a new light, and to evaluate what can be done with the currently very limited resources that are available.

In this paper we lay out a concrete plan for putting several new concepts in distributed quantum computing into action. Blind quantum computation [9] is an example of a protocol in which quantum physics gives unique security properties in a distributed computing setting. It is a client-server scheme, in which a client with limited computing power wishes to make use of a powerful server, but in such a way as to assure that the server is “blind”, i.e., not able to determine what computation the client is running, and
not able to come into possession of any intelligible input or output data for this computation. It has been shown that an adaptation of the technique of cluster-state quantum computation \cite{38, 39, 36} can achieve client-server blind quantum computation, and one aspect of our work in this paper will be to lay out the possibilities for achieving this in a distributed quantum device involving diamond NV centers.

It has been standard for twenty years to use oracular algorithms as test cases for quantum computing implementations. We will adopt this approach here as well, but we propose, here and in a companion detailed paper \cite{22}, a new approach to integrating oracular computations into the client-server paradigm. In a distributed setting, it is meaningful to consider the oracle to be a distinct node of a network. In the case of the Grover quantum computation, this means a node in possession of an actual physical database. Thus we propose here, and explore for implementation, a three-party distributed computation setting: the client (Alice), who wants to know the answer to a database-lookup problem; the oracle (Oscar) who is in possession of this database, and is willing to reveal information about it to a server, but in a blinded fashion that will only be intelligible to Alice; and finally the server itself (Bob), in possession of a powerful quantum computer, with the capacity to receive remote qubits from Alice and Oscar, to perform entangling operations, and to broadcast the results of quantum measurements, under instructions from Alice and Oscar.

Of course, many experiments have achieved some implementation of the two-qubit Grover algorithm. For instance, \cite{12, 28, 2} used the NMR technique, \cite{8, 20} used trapped ions, \cite{17} used superconducting qubits, and \cite{46} used Abelian anyons (in a simulation). Moreover, \cite{43, 10} demonstrated the algorithm with the one-way quantum computer \cite{38, 39}, computation scheme \cite{9} was demonstrated in \cite{4} with just four photonic qubits. But we believe that current developments in the quantum technology of distributed processing using remote NV centers \cite{26, 23} make our three-party version of blind client-server quantum computation feasible for a full implementation study.

We can indicate precisely how this implementation can be achieved for the standard two-qubit Grover problem (and will do so in the final section), but we will primarily use the present study to analyse the implementation of scaled-up oracle problems. Thus, we will examine in detail the possible realizations of three-qubit Grover. It is already known that going from two to three qubits adds challenges for the implementation: two calls to the oracle are needed rather than one. In addition, the original Grover procedure does not give an error-free identification of the database state, except in the single case of the two-qubit case \cite{17}. This problem was solved by subsequent modifications of Grover’s procedure \cite{11, 25, 33, 30}, and we take account in the present work of these modifications needed to make the database search an “exact” algorithm.

Given the various inconvenient features of three-qubit Grover — two oracle calls, lack of exactness, necessity for two-qubit gates at all stages of the algorithm — it is not surprising that there has been only a limited set of attempts to implement in the laboratory, and never in a distributed or blind setting. But \cite{21} represented quantum circuits for different
number of queries, [45] illustrated implementation with cavity quantum electrodynamics, an experiment using NMR was performed in [41], and [21] demonstrated using trapped atomic ions [16]. However, to maintain the certainty in going from two-bit to three-qubit Grover, more complex gates are required. Only one experiment so far demonstrated the three-qubit exact Grover, which used a magnetic resonance system [31].

But as we show below, “three-qubit Grover” in fact encompasses a very large set of potential algorithms, and we explore these possibilities systematically here, with the objective of identifying the easiest implementations in the NV-center setting. The multiplicities of these Grover algorithms come in several forms. First, the number of database entries can be as many as $N = 2^3 = 8$, but it can be fewer. Each of the new cases $N = 5, 6, 7, \text{ and } 8$, is a separate problem, and we consider all of these here. While for $N = 8$ all of the three-qubit states are in use, for $N < 8$ only a subset are used; the exact choice of this subset is another variable that we have studied one by one.

There is a final variation of the algorithm that, to our knowledge, has not been exploited before. It is not necessary that the number of distinct entries in the database of Oscar be equal to the number of entries used in the quantum register. For example, suppose that Oscar has five database entries, A, B, C, D, and E. He and Alice may agree on an encoding in which A can correspond to marking either the three-qubit memory location 000 or 001, while the other four have a unique location, say $B \rightarrow 010$, $C \rightarrow 011$, $D \rightarrow 100$, and $E \rightarrow 101$. Then, if Alice’s final measurement reveals either 000 or 001, she infers that datum A is stored in Oscar’s database. The algorithm will also be successful even if Alice cannot reliably distinguish between the 000 and 001 outcomes, so long as they are reliably distinguished from the others. For this reason, we refer to this approach below as the “POVM strategy”:

We have also exhaustively optimized over possible POVM strategies. We find that the most economical three-qubit Grover algorithm to implement is in fact exactly the one that we have just given as an example! It is perhaps surprising that using $N = 6$ with only five data is preferable to simply using $N = 5$, but we find that the POVM freedom allows for reduction of the gate complexity of the implementation, and thus in the cluster state implementation.

An unfortunate message is that even this most economical case among all the three-qubit Grover algorithms is still much more resource intensive than the two-qubit Grover algorithm. This increase is modest in the number of physical qubits used (4 vs. 3), but very large in the number of gate operations and repeated re-use of physical qubits (approx. 10x more), and correspondingly large in its coherence demands. Thus, it appears that within the Grover family of algorithms, a large jump in the implementation is unavoidable. To make these jumps smaller, it will be necessary to look at other families of oracle algorithms.
2 Preliminaries

2.1 One-way quantum computer and universal blind quantum computation

In this section two measurement-based quantum computation schemes — some of our works are based on these schemes — are recalled: the one-way quantum computer (1WQC) [38] and the universal blind quantum computation (UBQC) [9]. In principle, UBQC allows a client with small quantum power to delegate her private computation to an untrustworthy server; the server is a one-way quantum computer, namely a cluster state computer.

By contrast to conventional quantum computation, viz. the gate model, a computation within the 1WQC scheme is performed by adaptively measuring a cluster state. Adaptive means that the measurement basis can be dependent on previous measurement outcomes. Therefore, in the 1WQC scheme, a \textit{cluster state} defines the quantum computer, and consecutive measurements define quantum operations. A cluster state is represented as an open graph $G$, together with a set of input nodes $I$ and a set of output nodes $O$, where $I$ and $O$ may intersect. The non-input nodes can be interpreted as qubits whose states are set in the \textit{xy}-plane of the Bloch sphere; the initialization of the input nodes are determined by the quantum algorithm. The edges of the graph $G$ correspond to CPHASE gates operated on the corresponding node qubits. The measurements are parameterized with angles $\vec{\phi}$; the measurement operators are in the form $\{|+\phi\rangle\langle+\phi|, |-\phi\rangle\langle-\phi|\}$, where $|\pm\phi\rangle := \frac{|0\rangle \pm e^{i\phi}|1\rangle}{\sqrt{2}}$, and $\phi \in [0, 2\pi)$. From this point on, we refer to “measure in angle $\phi$” as a projective measurement in basis $|\pm\phi\rangle$. Henceforth, to represent such a computation, we express it as a set $\{\langle G, I, O, \vec{\phi}\rangle\}$.

Since quantum measurements unavoidably introduce indeterminacy, adaptive measurements are performed to obtain deterministic quantum operations. A measurement angle $\phi_j$ can be $X$- or $Z$-dependent on outcome $i$, which means correcting $\phi_j$ to $(-1)^{s_i}\phi_j$ or $\phi_j + s_i\pi$ respectively. Here $s_i \in \{0, 1\}$ is the outcome of measurement $i$. This correcting scheme is nicely captured by the notion of \textit{flow} [15], that is a map $f : I^c \rightarrow O^c$ following certain criteria ($A^c$ means the complement of set $A$). Thus, measuring $j$, $f(j)$ determines $X$ correction and neighbors of $f(j)$ determine $Z$ corrections.

Now Alice as a client wants to run her private quantum computation on the untrusted server of Bob, thus they run the UBQC protocol as follows. First, Alice has her computation in mind $\{(G, I, O), \vec{\phi}\}$; she informs Bob only the graph’s form. She transmits her input qubits to Bob then transmits the rest of the qubits, which are the non-input nodes in $G$, in the state $\{|+\theta_j\rangle\}$, $j \in I^c$, where $\theta_j \in [0, 2\pi)$ is randomly generated from a discrete set. Second, Bob entangles the received qubits according to the edges of graph $G$ by applying CPHASE gates. Third, Bob measures every node in $G$ in angle $\delta_j$ that is publicly announced by Alice, where $\delta_j := \phi_j + \theta_j + r_j\pi$, where $r_j \in \{0, 1\}$ is randomly generated. Bob announces every outcome $b_j$ after measuring node $j$.
The key feature contributing to the blindness of UBQC is the randomness introduced into several of the variables: $\vec{\theta}$ which hides the measurement angles, and $\vec{r}$ which hides the measurement outcomes. Since $\vec{\theta}$ is a vector of parameters describing a set of non-orthogonal quantum states, inferring $\vec{\theta}$ is impossible without disturbing the quantum states. Since $\vec{r}$ is randomly generated and is independent of $\vec{\delta}$, knowing an actual measurement outcome $s_j := b_j \oplus r_j$ from $\vec{\delta}$ and $\vec{b}$ is impossible. Thus, no information is gained by Bob during the protocol run without disturbing the quantum states.

2.2 The exact Grover-Høyer search algorithm

The optimality of the Grover algorithm is well known [47]; high success probability is achieved with the fewest iterations. As the number of items in the database $N$ increases, the success probability approaches one, whereas for small $N$ the error is appreciable. For instance, success probabilities ($p_N$) running 3-qubit Grover are: $p_5 = 0.968$ with 1 iteration, $p_6 = 0.907$ with 1 iteration, $p_7 = 0.948$ with 2 iterations, and $p_8 = 0.907$ with 2 iterations. Because of this problem, many workers devised modifications or generalizations of the Grover algorithm to achieve probability one. For instance, Høyer [25] introduced arbitrary phase rotation in quantum amplitude amplification, Chi and Kim [11] introduced the single query search for the case when one quarter of the database is marked, Long [33] improved Chi and Kim’s algorithm using a phase matching condition that works for databases with size $2^n$, followed by Liu [30] who generalized it for an arbitrary size and combination of databases. This section provides details of the so-called Grover-Høyer algorithm, which combines previous Grover and Høyer procedures to achieve probability one — later we develop a new algorithm based on that, which also features oracle separation, blindness, and measurement freedom.

Suppose $n$ qubits are used to represent all indices $x = \{0, \ldots, 2^n-1\}$. One may arbitrarily choose $N$ elements of $x$ that represent indices of a database $w$, thus $w \subset x$, where $|w| = N$, and we will consider the case $2^{n-1} < N \leq 2^n$. Without loss of generality, we start from a product of zero states $|0\rangle^\otimes n$. We consider an operator $A$ that maps a product state into an equal superposition of $N$ states, thus $A |0\rangle^\otimes n = (1/\sqrt{N}) \sum_{j \in w} |j\rangle := |\Psi_{in}\rangle.$ Suppose we have marked items in the database $\tau \subset w$ — we are interested in a special case where $|\tau| = 1$, thus $\tau \in w$. Given an oracle that evaluates a function $f(j)$ that indicates if $j$ indexes a marked item of database, $f$ induces a partition in the Hilbert space into “solutions” ($\tau$) and “non-solutions” ($w \setminus \tau$) subspaces. Rewrite the state $|\Psi_{in}\rangle = \sqrt{a} |\Psi_1\rangle + \sqrt{1-a} |\Psi_0\rangle$, where $a = 1/N$, where $|\Psi_1\rangle$ and $|\Psi_0\rangle$ are the normalized states corresponding to $|\Psi_1\rangle := \sum_{j \in \tau} |j\rangle$ and $|\Psi_0\rangle := \sum_{j \in w \setminus \tau} |j\rangle$. Henceforth, we will work in the Hilbert space defined as the subspace spanned by basis $\{|\Psi_0\rangle, |\Psi_1\rangle\}.$

Using previously described variables, running Algorithm 1 within database $w$ will reveal the marked item $\tau$ with probability one. The main idea of the algorithm is to combine the Grover algorithm with Høyer’s arbitrary phase rotation (also known as Høyer amplitude amplification), which performs the necessary rotation to bring the state vec-
Algorithm 1 Grover-Høyer algorithm

Require: \(w, \tau\)

(1) Classical processing

1: \(N \leftarrow \) size of \(w\)

Ensure: \(2^{n-1} < N \leq 2^n\) and \(\tau \in w\)

2: \(\theta_0 \leftarrow \arcsin(1/\sqrt{N})\)

3: \(m \leftarrow \lfloor (\pi/2 - \theta_0)/2\theta_0 \rfloor\) number of Grover runs

4: \(\theta \leftarrow \pi/2 - 2m\theta_0\) the remaining rotation

5: \(\psi, \varphi, u \leftarrow \) Equation 4, Equation 5, Equation 6.

6: \(A \leftarrow |\Psi_{in}\rangle \langle 0|^{\otimes n}\)

7: \(\{D(\pi), D(\psi)\} \leftarrow \) Equation 2

8: \(\{O(\pi), O(\varphi + u)\} \leftarrow \) Equation 1

9: Obtain a set of necessary operators \(B\) (Equation 3), which are expressed within operations that can be done with the corresponding quantum computer.

(2) Quantum processing

10: \(|\Psi\rangle \leftarrow A |0\rangle^{\otimes n}\)

11: for \(j = 1\) to \(m\) do

12: \(|\Psi\rangle \leftarrow D(\pi)O(\pi)|\Psi\rangle\),

13: end for

14: \(|\Psi\rangle \leftarrow D(\psi)O(\varphi + u)|\Psi\rangle\)

15: Measure \(|\Psi\rangle\)

16: Exit

...tor exactly into the solution space. The modified iteration introduces new operators \(\{O(\varphi + u), D(\psi)\}\), where

\[
O(\varphi) = -I + (1 - e^{i\varphi}) |\tau\rangle \langle \tau|,
\]

\[
D(\psi) = -I + (1 - e^{i\psi}) |\Psi_{in}\rangle \langle \Psi_{in}|.
\]

The algorithm comprises two stages: classical processing, where compatible set of operations for every required unitary is obtained:

\[
\{A, O(\pi), D(\pi), O(\varphi + u), D(\psi)\} =: B,
\]

and quantum processing, where the quantum computation is performed on the quantum computer; every operator in \(B\) respectively correspond to unitary matrices in \(\{A, O(\pi), D(\pi), O(\varphi + u), D(\psi)\}\). When we say that we have a compatible set of operations \(A\) corresponding to the unitary operator \(A\) (and similarly for all elements of \(B\)), we mean that we specify an explicit implementation of \(A\) as a sequence of operations \(A\) that can be performed for some model of quantum computation, e.g., in the form of quantum gates or operations on a cluster state. For instance, our result in Figure 3 works on a quantum computer which performs CNOT and arbitrary 1-qubit gates.

The Høyer amplitude amplification is described by an operator \(Q(\varphi, \psi) = D(\psi)O(\varphi)\), which rotates a state closer to the solution space by as much as \(\theta\), where \(|\sin(\theta)| \leq \)
\[
\sin(2\theta_0), \theta_0 = \arcsin(1/\sqrt{N}).
\] Høyer found \( \varphi \) and \( \psi \) such that \( Q(\varphi, \psi) \) performs the desired rotation:

\[
\psi = \arccos \left( 1 - \frac{\sin^2(\theta)}{2a(1-a)} \right)
\]

(4)

\[
\varphi = 2 \arctan(\psi/2)(1 - 2a)
\]

(5)

\[
u = \arg \left( -a(1 - e^{i\psi}) - e^{i\psi} \right) - \arg \left( (1 - e^{i\psi}) \sqrt{a(1-a)} \right).
\]

(6)

Using those angles, \( Q(\varphi, \psi) \) rotates the state by angle \( \theta \) up to some phases \( \pm u \):

\[
Q(\varphi, \psi) = \begin{pmatrix} 1 & 0 \\ 0 & e^{iu} \end{pmatrix} \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & e^{-iu} \end{pmatrix}.
\]

(7)

The unwanted phases \( \pm u \) can be cancelled by performing the sequence \( \mathcal{P}(-u)Q(\varphi, \psi)\mathcal{P}(u) \), where \( \mathcal{P}(\alpha) = -I + (1 - e^{i\alpha}) |\tau\rangle\langle \tau| \). Since the form of operator \( \mathcal{P} \) is identical to that of \( O \), \( O(\varphi)\mathcal{P}(u) = O(\varphi + u) \) (see step 14 of Algorithm 1). When Høyer amplitude amplification is applied in the last iteration of the Grover algorithm, the state is entirely aligned to the solution space after the application of \( \mathcal{P}(-u)Q(\varphi, \psi) \). Thus, applying \( \mathcal{P}(u) \) afterward will change only the global phase of the state. This is the reason for omitting the last phase correction in Algorithm 1.

### 2.3 Exhaustive search for most economical Grover algorithm

The challenge in realizing the Grover-Høy algorithm — apart from running the quantum processing with arbitrarily small error — is the optimization of the circuit preparation indicated on line 9 of Algorithm 1, where the desired unitary map must be written out as a set of quantum gates that can be run in the quantum computer. We develop an approach based on DiVincenzo and Smolin [18] (DS94) to overcome this challenge — such a challenge will appear again later when we need to obtain a graph state. This section mainly reviews DS94.

DS94 is a systematic, exhaustive approach: given the desired unitary map \( M \), where \( M \in \text{SU}(8) \), a set of 2-qubit gates networks are optimized over, where every 2-qubit gate is in \( \text{SU}(4) \). We refer to “topology” of a 2-qubit gate network as a configuration of those 2-qubit gates. As we are concerned here with a 3-qubit operations, as was also the case in the study of DS94, the notations of DS94 are used: qubits are indicated with numbers 1, 2, and 3; a 2-qubit gate is indicated with the number of the untouched qubit. A topology is denoted by numbers within parenthesis, where each number represents the corresponding 2-qubit gate. So, for example, topology (321) indicates 2-qubit gates applied on qubits: \{1, 2\}, \{1, 3\}, and \{2, 3\}; note that the order of gates here is relevant, since these gates do not commute.

To efficiently obtain an exhaustive set of topologies, all possible topologies of 2-qubit gate networks are enumerated, then the equivalent ones are eliminated. Two different
topologies can be equivalent for the following reasons\cite{18}: time-reversal which means placing the gates in time-reversed order, e.g., \((1213) = (32121)\); bit-relabelling e.g., relabelling qubit 1 and 2, thus \((1213) = (21213)\); and conjugation by swapping which means swapping of the states of any pair of bits, e.g., \((1213) = (13123) = (13223) = (12313)\). For the systems with an unused subspace in the Hilbert space — thus for \(N < 8\), where \(N\) is the dimension of the Hilbert space — the reordering must preserve the state space. For instance, database \(w = \{0, 1, 2, 4, 7\}\) is conserved with permutation of every element in \(S_3\) — this is easiest seen by writing this set \(w\) in three-bit notation, \(w = \{000, 001, 010, 100, 111\}\). On the other hand, database \(w = \{0, 1, 2, 3, 4\}\) is conserved only with one permutation of \(S_3\): \((1 2 3) = (2 1 3)\).

The non-linear minimization Broyden-Fletcher-Goldfarb-Shanno (BFGS) \cite{37} is used for the optimization in DS94 with the objective function defined as

\[
f = \sum_i \sum_j |M_{ij} - S_{ij}|^2,
\]

where \(M\) is the desired SU(8) unitary, and \(S\) is the matrix resulting from composing the 2-qubit gate network. The minimization is over the parameters of the individual SU(4) matrices describing the two-qubit gates. It is successful if \(f = 0\) to a reasonable accuracy; thus a 2-qubit gate network that implements \(M\) is found.

3 Results

3.1 The blind oracular quantum computation scheme

Toward the realization of oracular computations within the client-server paradigm, while offering blindness as a security feature, we propose a quantum computation scheme called blind oracular quantum computation (BOQC). We give a sketch of the scheme here, with more mathematical details available in \cite{22}. The scheme offers a solution in a setting with the following requirements: Alice is a client who wants to run an oracular quantum algorithm. Oscar is another client who is in possession of oracles and is willing to cooperate with Alice to run her oracular algorithm. Bob is a server who owns a powerful quantum computer on which Alice and Oscar can run the algorithm. But Bob is curious, and he is to be prevented (“blinded”) from acquiring knowledge of the algorithm or its output. For example, as previously illustrated, in a situation when Alice wants to run a Grover algorithm, Oscar is in the possession of database and helps Alice to discover the marked datum in the database by implementing the Grover oracle (or its Høyer variant), without leaking this information to Bob or to any other parties.

Running a computation within the BOQC scheme comprises the following steps. First, Alice and Oscar independently plan out their quantum computations within the 1WQC scheme. Alice will run the non-oracle blocks and Oscar runs the oracle blocks. Let Alice’s computation be \(\{(\mathcal{F}, I, O), \tilde{\Phi}\}\) with input nodes \(I\) and output nodes \(O\), where \(\mathcal{F}\) comprises subgraphs \(\mathcal{F} \equiv (F_1, \ldots, F_p)\) together with the corresponding angles \(\tilde{\Phi} \equiv (\tilde{\Phi}_1, \ldots, \tilde{\Phi}_p)\). Let Oscar’s computation be \(\{\mathcal{G}, \phi\}\), where \(\mathcal{G}\) comprises subgraphs \(\mathcal{G} \equiv (G_1, \ldots, G_p)\) together with the corresponding angles \(\phi \equiv (\phi_1, \ldots, \phi_p)\).
Figure 1: The BOQC and the optimized BOQC protocols. The initials A, B, O denote Alice, Bob, and Oscar respectively. The double dashed arrow in part 1 represents an authenticated channel — Alice sends Oscar a random key $\xi$, which is then expanded to $\vec{r}$ using a pseudorandom number generator PRNG($\xi$). Double solid arrows represent classical channels, over which variables $\{\Delta_i, \delta_k, B_j, b_k\}$ are sent. Wavy arrows represent quantum channels, where quantum states $\{|+\theta_i\rangle, |+\theta_k\rangle\}$ are transmitted; vector $\{\Theta_j\}$ is generated and known only to Oscar. The vertical dashed lines separate subgraphs. The function ENT is an entangling operator performed by Bob applying CPHASE gates according to edges of the corresponding subgraph. The BOQC protocol is performed by following these steps: ① preparation, which comprises key sharing and qubit transmission, ② entanglement, which is the applications of entangling operations by Bob, and ③ measurement, where two-way classical interactions take place between clients and server; Bob measures each qubit in an angle instructed by Alice or Oscar, then he publicly announces the outcome. The optimized BOQC protocol comprises the same steps, however following the order that is notated by grey numbers.

$$(\mathcal{G}_1, \ldots, \mathcal{G}_q)$$ together with the corresponding angles $\vec{\phi} = (\phi_1, \ldots, \phi_q)$. The total computation is $\{(\mathcal{T}, I, O), \Sigma\}$, where $\mathcal{T} = (\mathcal{F}_1, \mathcal{G}_1, \mathcal{F}_2, \ldots)$ with the corresponding angles $\Sigma =: (\Phi_1, \phi_1, \Phi_2, \ldots)$. Alice sends Oscar a random seed $\xi$ via an authenticated channel to share a string $\vec{r}$, which is generated by both of them using a pre-agreed pseudorandom generator $\vec{r} = \text{PRNG}(\xi)$, where $|\vec{r}| \gg |\xi|$. Then, Alice sends Bob input qubits, followed by Alice and Oscar alternately sending Bob the remaining qubits that correspond to non-input nodes. The non-input nodes are prepared in a specific way: Alice prepares $\{|+\Theta_j\rangle\}$ and Oscar prepares $\{|+\theta_k\rangle\}$, where $\Theta_j, \theta_k \in [0, 2\pi)$; $\Theta$ are random angles known only to Alice and $\vec{\theta}$ are random angles known only to Oscar. Second, Bob entangles the received qubits by applying CPHASE gates that correspond to the edges of graph $\mathcal{T}$. Third, Bob measures all non-output nodes — if there is no quantum output for Alice, as in the Grover case, Bob measures all nodes. These measurements are performed one by one, where every angle is publicly announced: Alice announces $\Delta_j := \Theta_j + \Phi_j + \pi r_i$ if qubit $i$ corresponds to one of her nodes, Oscar announces $\delta_k := \theta_k + \phi_k + \pi r_i$ if qubit $i$ is one of his nodes; Bob publicly announces his measurement outcome. If Alice expects quantum output, Bob sends her the output qubits in the end. Those steps are pictorially shown in Figure 1.

Given that $\mathcal{T}$ has a flow, running a computation within the BOQC while implementing
the UBQC correction scheme (see Section 2.1), will result in the same computation as if it is run within UBQC scheme, which is deterministic for all measurement angles and measurement outcomes. The proof of this statement is provided in [22].

If the physical qubits employed, which should have long coherence times, can be rapidly re-initialized, the BOQC protocol can be optimized to use fewer resources; this optimization is similar to the scheme in [24]. Assuming that Bob’s qubits are reused after being measured, Alice and Oscar alternately perform a complete computation round; pictorially this means using the order denoted with gray numbers in Figure 1, where the last layer of $\mathcal{F}_j$ is left unmeasured, becoming the input of $\mathcal{G}_j$ — thus, the last unmeasured layer of $\mathcal{G}_j$ is the input of $\mathcal{F}_{j+1}$.

Further optimization can be done by partitioning $\mathcal{F}_j$ and $\mathcal{G}_j$ into smaller subgraphs, for instance, into subgraphs comprising the qubit about to be measured and its nearest neighbors. We demonstrate an algorithm computed within such an optimized BOQC scheme using NV centers (Section 3.4). The measurement corrections of such scheme is covered in [22].

We monitor the security of our protocol using the leaking function defined in [1]. We observe that the BOQC protocol is blind while leaking only the graph structure $T$. Recall Bob possesses information $\{\vec{\Theta}, \vec{\theta}\} =: X$ that are attributes of the quantum states and $\{\Delta, \delta\} =: Y$, where $\Delta_j = \Theta_j + \Phi_j + \pi r_i$ and $\delta_k = \theta_k + \phi_k + \pi r_i$. But the random quantities $\{\vec{\Theta}, \vec{\theta}, \vec{r}\}$ are independent of actual computation $\{\vec{\Phi}, \vec{\phi}\}$, thus $X$ is independent of $Y$. Since $X$ is encoded within quantum states, inferring $\vec{\Theta}$ or $\vec{\theta}$ without disturbing the quantum states is impossible. Thus, no information is gained by Bob during protocol run — the BOQC is blind.

The only catch in the security of BOQC is the establishment of the symmetric string $\vec{r}$ between Alice and Oscar. We assume that Bob cannot learn about $\vec{r}$ — Bob cannot learn the random seed $\vec{\xi}$ since we use an authenticated channel here. If Bob knows the function PRNG, guessing $\vec{r}$ compromises the security with probability $2^{-|\vec{\xi}|}$. Thus, $\vec{\xi}$ must be long enough that the probability of Bob correctly guess the seed is infinitely small.

### 3.2 Construct circuits for Grover-Høyer algorithm

In this section, we present a strategy to obtain quantum circuits that run the Grover-Høyer algorithm. We will specifically explore cases where the database is encoded within three qubits, where $N = 5, 6, 7$, and $8$. The strategy essentially is seeking every circuit in $B$ (Equation 3) using DS94 optimization. The main challenges are the abundance of database choices and 2-qubit gate networks to be tried out; note that $\binom{8}{N}$ database choices are possible for each $N$. A strategy to group those choices into a small number of equivalent sets will also be presented here.
Algorithm 2 Circuit search

Require: \( w, \tau \)
1: \( l \leftarrow 0 \)
2: \( \mathcal{N} \leftarrow \) all unique topologies of 2-qubit gates network with size \( l \)
3: for \( G \) in \( \mathcal{N} \) do
4: Optimize \( G \)
5: if the optimization succeeds then
6: return \( G \), the circuit is found and Exit
7: end if
8: end for
9: \( l \leftarrow l + 1 \) and go to line 2

We seek quantum circuits using Algorithm 2 — for \( \mathcal{N} \in \{5, 6, 7, 8\} \), for all unique database combinations \( w \), and all marked items \( \tau \in w \) — by finding all operations in \( \mathcal{B}_{w,\tau} \) (see Equation 3), that is the required operators to run the Grover-Høyer algorithm for a database \( w \) and a marked item \( \tau \). Note that this search of circuits is done separately — one may do it for the whole Grover-Høyer algorithm and obtain smaller circuits — in order to obtain a BOQC-compatible circuit.

We will see that many database choices are equivalent by considering the role of the Grover oracle. For convenience, rewrite a database set \( w = \{d_1, d_2, \ldots, d_N\} \equiv d_1 d_2 \ldots d_N \), where \( d_j \in \{0, 1, 2, 3, 4, 5, 6, 7\} \). Given three bits \( |ijk\rangle \) to encode \( w \), where \( i, j, k \in \{0, 1\} \), and a set of oracle operators where each of them “marks” one element by phase \( e^{i\phi} \). Two sets of database \( w_1, w_2 \), where \( |w_1| = |w_2| \), are equivalent if a set of oracles that can mark for all \( \tau_1 \in w_1 \) can also mark for all \( \tau_2 \in w_2 \) up to some global phases.

By this means, while considering their bit representations, \( w_1 \) is equivalent to \( w_2 \) if they are identical up to permutation and bit complementation. For instance, consider two equivalent databases with their bit representations (in little-endian format): \( 01234 = \{000, 001, 010, 011, 100\}, 10543 = \{001, 000, 101, 100, 011\} \). One can be obtained from another by complementing the third bit and permuting the first and the second bits.

In the gate model, it means their oracles are equivalent up to some operations:

$$ O_{01234} = \equiv \begin{array} {c} O_{10543} \end{array} \begin{array} {c} \otimes \end{array} \begin{array} {c} X \end{array} , $$

where \( O_{01234} \) and \( O_{10543} \) represents the oracle operators for databases \( 01234 \) and \( 10543 \) respectively. With these equivalences, all databases are covered by the following set:

\( \{01234, 01247, 01256, 012345, 012347, 012567, 0123456, 01234567\} =: \mathcal{D} \) \hspace{1cm} (9)

Note that this strategy works for an arbitrary number of bits, not only for three.

As one may freely define a set of quantum gates that compose gate networks (for instance DS94 considered the set of all \( U(4) \) matrices), we follow 1WQC and compose the gate
The distinct 2-qubit gate networks for \( l = 0 \) and \( l = 1 \). Operators \( U_j \equiv U_j(\alpha_j, \beta_j, \gamma_j) \) are 1-qubit gates as in Equation 10.

### Networks into the Operations \{CNOT, U\}

Where \( U \) is a unitary matrix in SU(2) having the form

\[
U(\alpha, \beta, \gamma) = \begin{pmatrix}
e^{i\beta} \cos(\alpha) & e^{i\gamma} \sin(\alpha) \\
es^{-i\gamma} \sin(\alpha) & e^{-i\beta} \cos(\alpha)
\end{pmatrix},
\]  

where \( \alpha, \beta, \gamma \in [0, 2\pi] \) are free parameters; these will be the optimization parameters below. We define \( l \) to be the number of CNOTs in our three-qubit network. For \( l = 0 \), the network is simply three 1-qubit gates; for every additional CNOT gate, four 1-qubit gates are added, two before and two after. Thus, \( 6l + 9 \) free parameters will be available for the optimization for a network with size \( l \). All networks for \( l = 0 \) and \( l = 1 \) are shown in Figure 2.

Again, not all networks are distinct; we obtain a minimal set of representative networks by enumerating all possible network topologies, followed by two eliminations: we eliminate ones that have more than three consecutive CNOT gates, and we eliminate the ones that are topologically equivalent [18] (also discussed in Section 2.3). The first elimination is based on the fact that an arbitrary SU(8) can be constructed using three CNOT gates and eight 1-qubit gates [42]. Thus, for example, topology \( (133331) \) is eliminated since \( (133331) = (13331) \).

We use DS94 optimization within Algorithm 2 to find the gate networks. A BFGS solver of the Python SciPy library [27] is employed in our program. To speed up optimizations, we define more relaxed objective functions than DS94:

\[
f_b = \sum_{i,j \in \omega, M_{ij} \neq 0} |M_{ij} - S_{ij}|^2 \\
f_p = \sum_{i \in \omega, M_{i0} \neq 0} |M_{i0} - S_{i0}|^2,
\]

where \( M \) is the desired unitary matrix and \( S \) is the resulting matrix from the tested network \( (G) \). \( f_p \) is used if \( M = A \), that is the preparation block in \( E_{w,\tau} \), and \( f_b \) is used for other blocks in \( E_{w,\tau} \setminus \{A\} \). While the \( M \)s are assumed to be unitary matrices here, it is sufficient to consider only the non-zero elements within the subspace that is induced by \( w \). Note that \( f_p \) is appropriate for \( M = A \) because we start from the all-zero state \( |0\rangle^\otimes n \).

Success in optimization is defined as \( f_p \leq \epsilon \) or \( f_b \leq \epsilon \), where \( \epsilon \) is a chosen numerical precision. We define \( \epsilon \) such that the success probability is approximately one: given \( \delta \), there exists an \( \epsilon \) such that \( p_s \geq 1 - \delta \), where \( p_s \) is the success probability of running Al-
Table 1: The number of CNOT gates for all distinct combinations of \((w, \tau, M)\) for all \(w \in D\), \(\tau \in w\), \(M \in B_w\), and \(N \in \{5, 6, 7, 8\}\). The angles \(\varphi, \psi\), and \(u\) refer to the Høyer exact-Grover technique, see Algorithm 1.

\[
\begin{array}{cccc}
N = 5, & \varphi + u = 0.1707, & \psi = 0.4510 \\
\begin{array}{cc}
01234 & O(\varphi + u) \\
CNOT & 2 \\
& 0 1 2 3 4 \\
& 1 1 1 1 1 \\
& 7 \\
& 2 2 2 2 0 \\
& 8 \\
01237 & O(\psi) \\
CNOT & 2 \\
& 0 1 2 4 7 \\
& 2 2 2 2 2 \\
& 8 \\
012356 & O(\tau) \\
CNOT & 3 \\
& 0 1 1 1 1 \\
& 8 \\
& 2 2 2 2 2 \\
& 9
\end{array}
\end{array}
\]

\[
\begin{array}{cccc}
N = 6, & \varphi + u = 1.861, & \psi = 0.841 \\
\begin{array}{cc}
012345 & O(\varphi + u) \\
CNOT & 1 \\
& 0 1 2 3 4 5 \\
& 2 2 1 1 1 \\
& 4 \\
& 2 2 2 2 2 \\
& 6 \\
012347 & O(\psi) \\
CNOT & 2 \\
& 0 1 2 3 4 7 \\
& 2 1 1 1 1 \\
& 6 \\
& 2 2 4 2 2 \\
& 7 \\
012356 & O(\tau) \\
CNOT & 3 \\
& 0 1 2 5 6 7 \\
& 1 1 1 2 1 1 \\
& 8 \\
& 2 2 2 2 2 \\
& 8
\end{array}
\end{array}
\]

\[
\begin{array}{cccc}
N = 7, & \varphi + u = 2.0277, & \psi = 1.2056 \\
\begin{array}{cc}
0123456 & O(\varphi + u) \\
CNOT & 3 \\
& 0 1 2 3 4 5 6 \\
& 1 2 2 2 2 2 2 \\
& 8 \\
& 6 6 6 6 6 6 6 \\
& 9 \\
01234567 & O(\psi) \\
CNOT & 4 \\
& 0 1 2 3 4 5 6 7 \\
& 1 1 1 2 1 1 1 1 \\
& 8 \\
& 2 2 2 2 2 2 2 2 \\
& 9 \\
& 6 6 6 6 6 6 6 6 \\
& 10
\end{array}
\end{array}
\]

\[
\begin{array}{cccc}
N = 8, & \varphi + u = 2.2143, & \psi = 1.5708 \\
\begin{array}{cc}
01234567 & O(\varphi + u) \\
CNOT & 0 \\
& 0 1 2 3 4 5 6 7 \\
& 6 6 6 6 6 6 6 6 \\
& 6 6 6 6 6 6 6 6 \\
& 6
\end{array}
\end{array}
\]

\[
\begin{array}{cccc}
\begin{array}{cc}
\begin{array}{cc}
01234567 & O(\tau) \\
CNOT & 0 \\
& 0 1 2 3 4 5 6 7 \\
& 6 6 6 6 6 6 6 6 \\
& 6 6 6 6 6 6 6 6 \\
& 6
\end{array}
\end{array}
\end{array}
\]

3.3 The exact quantum search algorithm with blind oracles

Here we introduce an algorithm called **blind exact quantum search algorithm (BEQS)**, given in Algorithm 3, which is an improvement of the Grover-Høyer algorithm: it is compatible with the BOQC scheme, and it involves a general scheme for storing information in the database. Achieving the first means obtaining identical oracles for all marked...
Algorithm 3 Blind exact quantum search

Require: $n, w, \tau, M_{POVM}$

(1.a) Classical processing done by Alice
1: Prepare $\{A, D(\pi), D(\psi)\}$ (Equation 3) using Algorithm 2, with objective functions $f_a$ or $f_b$ (Equation 11).

(1.b) Classical processing done by Oscar
2: Search for the blind oracles $\tilde{O}$ using Algorithm 2 with the objective function

$$\text{ObjPOVM}(G_j, M_{POVM}, \vec{\varphi}, n, m, w, A, D(\pi), D(\psi)),$$

defined in Subroutine 1, where $G_j$ is the tested network, $\vec{\varphi} \equiv (\varphi_1, \ldots, \varphi_N)$ is the optimization parameters — with random initialization — for all marked items $\tau \in w$, $M_{POVM}$ is the defined POVM, and the rest $(n, m, w, A, D(\pi), D(\psi))$ are defined as those in Algorithm 1. If the optimization succeeds, set $\tilde{O} \leftarrow G_j$ and $\vec{\varphi}$ is optimized.

All oracles now have the same networks, but different parameters, which are set according to the marked item.

3: Set $O(\pi) \leftarrow \tilde{O}$ and $O(\varphi + u) \leftarrow \tilde{O}$; the two oracle calls labelled $O(\pi)$ and $O(\varphi + u)$ in previous algorithms will be accomplished by the same oracle operation $\tilde{O}$.

(2) Quantum processing
4: Perform the quantum processing of Algorithm 1 within the respective scheme. If the scheme is BOQC, run it according to the scheme of Figure 1.

5: Exit

items, whose measurement angles are adjusted accordingly. The latter means permitting several marked items $\tau$ to stand for a single database entry; we do this by making the final measurement of the Grover algorithm an incomplete or POVM measurement. For

Subroutine 1 Objective function based on POVM

1: function $\text{ObjPOVM}(G_j, M_{POVM}, \vec{\varphi}, n, m, w, A, D(\pi), D(\psi))$
2: $ov \leftarrow 0$, the objective value
3: for $\tau$ in $w$ do
4: $S \leftarrow G_j(\vec{\varphi}_\tau)$
5: $|\Psi\rangle \leftarrow A |0\rangle^n$
6: for $i = 1$ to $m$ do
7: $|\Psi\rangle \leftarrow D(\pi)S |\Psi\rangle$
8: end for
9: $|\Psi\rangle \leftarrow D(\psi)S |\Psi\rangle$
10: $ov \leftarrow ov + 1 - |\langle \tau | M_{POVM}(\tau) |\Psi\rangle|$
11: $ov \leftarrow ov + |f_{obd}|$ (Equation 12)
12: end for
13: return $ov$
14: end function
instance, consider 2-bit Grover algorithm with database $w = 0123$, $N = 4$, and database entries $\{A,B\}$ ($\tilde{N} = 2$). Note that here we distinguish between the database size ($N$) and the number of database entries ($\tilde{N}$). Alice and Oscar agree ahead of time that either outcome 0 or 1 correspond to entry A, and outcome 2 or 3 correspond to entry B; this is attainable by defining measurement operators $\{|0\rangle\langle 0| + |1\rangle\langle 1|, |2\rangle\langle 2| + |3\rangle\langle 3|\}$. We will refer to such a scheme as “POVM measurement strategy”. Physically, it is possible to still do the full projective measurement, then classically associate the measurement outcomes with database entries.

While it is hard analytically to obtain an identical form — in our case using gate networks — of oracles for all marked items, the BEQS provides a numerical method to obtain all those oracles using a single numerical procedure. The key lies in the objective function $\text{ObjPOVM}$ in Subroutine 1, which includes two constraints: (C1) the success probability must be one, and (C2) the resulting operator must preserve the state space. Recall that database choice $w$ induces the state space.

The first constraint, C1, implemented at line 10 of Subroutine 1, imposes a successful computation within the defined POVM measurement for all permitted marked items — notice that the loop goes for all $\tau \in w$. Constraint C2, implemented at line 11 of Subroutine 1, assures a block diagonal matrix, which is critical when there is a free subspace in the full $2^n$-dimensional Hilbert space for an $n$-qubit system. This constraint is imposed by requiring that the sum of the absolute values of the elements outside diagonal block to be zero:

$$f_{\text{obs}} = \sum_{i \in x, j \notin w, i \neq j} |S_{ij}| + \sum_{i \notin x \wedge j \in w} |S_{ij}|,$$

where $w$ is the database index, $x$ are all possible indices that can be accommodated, and $S$ is the matrix from evaluating a network $G_j(\tilde{\varphi}_\tau)$. All constraints are quantified within the objective value $ov$. It is worth mentioning that the obtained operator $\hat{O}$ forms a block diagonal matrix that does necessarily resemble neither the Grover nor the Høyer oracles.

Unfortunately, $\text{ObjPOVM}$ requires more resources than $f_p$ and $f_b$ (Equation 11); therefore for reasons of economy, we set a fixed oracle in every query, which results in fewer optimization parameters. One possible improvement is restricting the legitimate marked items $q \subset w$ to cut the loop at line 3 of Subroutine 1. Returning to the previous example where $w=0123$, $M_{POVM} = \{|0\rangle\langle 0| + |1\rangle\langle 1|, |2\rangle\langle 2| + |3\rangle\langle 3|\}$, and the database entries are $\{A,B\}$, we simply set $q = \{0, 2\}$. Whereas previously Oscar would randomly mark item 0 or 1 to reveal A and would randomly mark 2 or 3 to reveal B, now Oscar marks only 0 to reveal A and marks 2 to reveal B. This amount of speedup resulting from this strategy depends on how small $q$ compared to $w$.

We test the BEQS for 3-qubit cases, obtaining quantum algorithms within the gate model and the 1WQC model (this takes care of the BOQC model also), where $w = 012345$ and $M_{POVM} = \{|0\rangle\langle 0| + |1\rangle\langle 1|, |2\rangle\langle 2|, |3\rangle\langle 3|, |4\rangle\langle 4|, |5\rangle\langle 5|\}$, thus $N = 6$ and $\tilde{N} = 5$. We choose
and $M_{POVM} = \{ 0|0] + |1|1], |2|2], |3|3], |4|4], |5|5])$. Outcomes 0 and 1 refer to the same data, thus $N = 6$ and $\tilde{N} = 5$. The circuit is composed with $\{ \text{CNOT}, U \}$, where $U$ is a $SU(2)$ matrix and has the form of Equation 6. The parameters for oracles shown in the tables below are different for each marked item $\tau$. The circuit has success probabilities $p_s \geq 1 - 10^{-4}$ for all marked items $\tau \in w$.

this configuration based on its potential to result in the smallest gate network based on the study of Table 1. We obtain Figure 3 for the gate model, that is, a circuit comprising $\{ \text{CNOT}, U \}$, where $U$ has a form of Equation 6. For the BOQC result, we obtain Figure 4. The cluster state is obtained by optimizing networks comprising $\{ \text{CHANCE}, R_z \}$, where $R_z(\alpha) \equiv e^{-i\alpha z}$, then transform the result into a graph state, whose measurement angles, along with the $\alpha$ parameters, are the optimization parameters. See Figure 5 for some examples of the correspondence between the gate model and the 1WQC model. In our optimization, we set $\delta = 10^{-4}$ for both models, resulting in precisions $\varepsilon < 2.1 \times 10^{-9}$ for the gate model and $\varepsilon < 1.2 \times 10^{-10}$ for the BOQC model.

We have demonstrated that BEQS obtains exact quantum search algorithms with blind oracles for two computation models. Moreover, BEQS has reduced the size of the Grover algorithm in the BOQC model. As a comparison, we obtain a cluster state for the 2-qubit Grover algorithm in Figure 6, where $\tilde{N} = 4$ and $w = 0123$. Going from a four-element database to a five-element database for an exact quantum search algorithm within the BOQC scheme, means going from a 10-node to a 97-node cluster state.
The 2-qubit Grover algorithm within the BOQC scheme, with
\( |\alpha\rangle = 0123 \), and \( M_{POVM} = \{ |0\rangle|0\rangle, |1\rangle|1\rangle, |2\rangle|2\rangle, |3\rangle|3\rangle \}; for notations, follow Figure 4.
3.4 BOQC on NV-centers: the implementation of BEQS algorithms

Here we introduce our proposal to implement a BOQC computation using NV-centers. We propose a direct realization of the results shown above: a physical implementation of 3 qubit BEQS (Figure 4), and of the 2-qubit Grover algorithm (Figure 6). The main challenges for physical implementation are the sizable physical resources — we need 97 qubits to run 3-qubit BEQS — and the high fidelity transmission of encrypted qubits from Alice or Oscar to Bob. We think that these challenges can be at least largely overcome: To deal with the large size, we note the possibility of “reusing” the qubits [24]. To accomplish reliable transmission, we propose using remote state preparation (RSP) [6] as a quantum channel. The re-use strategy drastically decreases the number of qubits: from 97 to 4 qubits for 3-qubit BEQS and from 10 to 3 qubits for 2-qubit Grover. Moreover, RSP is understood to be very efficient for the family of states to be transmitted [32]; for RSP in our setting no additional classical communication at all is needed, automatically maintaining the blindness of the scheme.

For the BOQC implementations that we propose, the total graphs together with measurement angles are shown in Figure 4 for 3-qubit BEQS and Figure 6 for the 2-qubit Grover algorithm. Given that Alice and Oscar have successfully shared the key \( \vec{\xi} \), and all parties agreed upon a total ordering and graphs, they thus run the protocol shown in Figure 7. In this implementation, the BOQC protocol (see Figure 1) is optimized to perform the computations per partition. Moreover, every partition is divided into smaller subgraphs with size four (three for 2-qubit Grover). This strategy assumes that measured qubits can reset and reused. Processing a computation of a subgraph is described as steps 1⃝–4⃝ in Figure 7. Compared to the UBQC scheme, an additional set of corrections \( \vec{s} \) appears as a result from the RSP.

Based on state-of-the-art technologies [26, 29, 14], we estimate the total computation time for 3-qubit BEQS to be 3 seconds, where the time for each step is \( t_1 \approx 25 \text{ ms}, t_2 \approx 1.5 \mu\text{s}, t_3 \approx 3.5 \text{ ms}, t_4 \approx 0.5 \text{ ms} \); assuming every two-bit operation requires 0.5 ms and all the operations on the nuclear spins are performed by coupling the electron spin. For instance, given nuclear spins \( \{n_1, n_2\} \) and electron spin \( e \), one applies the CPHASE gate between \( n_1 \) and \( n_2 \) as follows: \( \text{SWAP}(n_1, e)\text{-CPHASE}(e, n_2)\text{-SWAP}(n_1, e) \), where each SWAP gate is implemented with three CNOT gates. For the 2-qubit Grover algorithm, the total run time is estimated to be 305 ms.

Processing one subgraph, that is, executing steps 1⃝–4⃝, requires 1–2 heralded entanglements and 1–2 CPHASE operations, which, on average, is completed within 31 ms for both computations. After measuring a qubit, some qubits are idle until being measured. For the 3-qubit BEQS, the idling qubits need to maintain their coherence for around 91 ms, while around 3 RSPs and other operations are performed on the electron spin. The worst idle case happens at node 23, with idle time 370 ms while 11 RSPs are performed on the electron spin. For the 2-qubit Grover, the idle average is 54 ms, while around 2 RSPs and other operations are performed on the electron spin; the worst idle happens
To perform a heralded entanglement [3, 7] to share a singlet state, round of steps
nuclear spins. Alice and Oscar alternately control the computation, which comprises
purposes: 1) as an interface to create a quantum channel with the clients, 2) as a medium
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Figure 7: Optimized protocol using three NV-center nodes for the implementation of BOQC. The 97-node graph is the 3-qubit BEQS computation and the 10-node graph is the 2-qubit Grover algorithm. Within the diamonds, the black node represents an electron spin and other colors represent nuclear spins; the node in the graph state will be assigned to the nuclear spin that has the same color. Bob uses his electron spin for multiple purposes: 1) as an interface to create a quantum channel with the clients, 2) as a medium to perform CPHASE gates between nuclear spins, and 3) as an ancilla to measure his nuclear spins. Alice and Oscar alternately control the computation, which comprises $|FG|$ rounds of steps $\delta_j$–$\Delta_j$ with the ordering shown as node numbers, where $FG$ is the total graph. The following sequence describes a round of Alice’s moves. ($\delta_j$ RSP: Alice and Bob perform a heralded entanglement [3, 7] to share a singlet state $|\Psi^-\rangle = \frac{|01\rangle - |10\rangle}{\sqrt{2}}$ between their two electron spins. Alice has in mind that she wishes to deliver state $|+\Theta_j\rangle$ to Bob. She accomplishes this by measuring her electron spin (i.e., her half of the singlet state) in $\Theta_j$; depending on her measurement outcome $s_j$, Bob receives $\sqrt{2}^{-1}|0\rangle + e^{i(s_j\hat{\sigma}_z)}|1\rangle$, where he knows neither $\Theta_j$ nor $s_j$. ($\Omega_j$ Bob swaps the electron spin with the nuclear spin according to the color. Bob buffers all the required qubits by repeating steps $\delta_j$–$\Omega_j$, which can also be from Oscar. ($\Omega_j$ Bob applies CPHASE gates — connecting the nodes in the graph — according to the subgraph; he connects only the nearest neighbor of the node that he is going to measure. ($\Delta_j$ Bob measures qubit $j$ in $\Delta_j$ — as instructed by Alice — then announces measurement outcome $b_j$ using a public broadcast channel. The angle $\Delta_j$ is computed by Alice taking account all the corrections. The same procedure applies to Oscar for his computations. This process is repeated until all nodes are measured. It is worth mentioning that the grey numbers represent a partial ordering induced by flow, which was computed using an algorithm of [35]. Indeed, the total ordering may be selected arbitrarily as long as the partial ordering is respected.

at node 4, which is 170 ms while 5 RSPs are performed on the electron spin. We observe that the ordering we have shown here is not the optimum strategy from the point of view of the idling. It would be possible to insert some redundant nodes to reduce the idle time.

Nuclear spins on NV-centers have been reported to possess coherence time of more than
1 second, even at room temperature [34, 19]. Moreover, high-fidelity one- and two-bit gates operation on the nuclear spins have been demonstrated [40]. While the coherence time seems sufficient, the activities on the electron spins can decohere the idle nuclear spins, especially during the heralded entanglement attempts. Moreover, our time estimation uses the best rate known of heralded entanglement, with the nodes separated by 2 meters [26]. However, the obtained heralded-entanglement fidelity is still low, hence a distillation scheme would needed. We conclude that the current technology is still not yet ready to implement the algorithms in Figure 7, but foreseeable improvements would make it possible.
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A Appendix

A.1 The arbitrary step of search iteration

This section supplements Section 2.2, namely finding the angles $\psi, \varphi$ of the Høyer amplitude amplification within the operator $Q(\psi, \varphi)$ [25]. Whereas in the Grover algorithm one iteration is restricted to the rotation by $2\theta_0$, the Høyer amplitude amplification allows a rotation within the range $[-2\theta_0, 2\theta_0]$, where $\theta_0$ is the initial angle.
Suppose that we employ \( n \) qubits and start with an equal superposition of \( N \) basis states \( |\Psi_{\text{init}}\rangle \) where \( 2^{n-1} \leq N \leq 2^n \). Let \( x \) be the indices that can be realized by \( n \) qubits, \( x = \{0, \ldots, 2^n - 1\} \) and \( W \) be a set of all possible subsets of the \( N \)-element database, \( D = \{w \subseteq x : \|w\| = N\} \), and let \( w \in W \), then

\[
|\Psi_{\text{init}}\rangle = \frac{1}{\sqrt{N}} \sum_{j \in w} |j\rangle . 
\]

(13)

Assume that we have an oracle that implements some function \( f \) that can distinguish weather a state is the target. Let \( y \) be the set of targets, the action of \( f \) be

\[
f(j) = \begin{cases} 
1, & \text{if } j \in y \\
0, & \text{if } j \in x \setminus y.
\end{cases}
\]

(14)

The function \( f \) induces a subspace spanned by “good state” \( |\Psi_1\rangle = \frac{1}{\sqrt{N}} \sum_{j:f(j)=1} |j\rangle \) and “bad state” \( |\Psi_0\rangle = \frac{1}{\sqrt{N}} \sum_{j:f(j)=0} |j\rangle \). Thus, the initial state can be rewritten as \( |\Psi_{\text{init}}\rangle = |\Psi_1\rangle + |\Psi_0\rangle \). Let us search for \( M \) targets. In the normalized basis of good and bad states, we rewrite again the initial state

\[
|\Psi_{\text{init}}\rangle = \sqrt{a} |\tilde{\Psi}_1\rangle + \sqrt{1-a} |\tilde{\Psi}_0\rangle
\]

where \( |\tilde{\Psi}_1\rangle = \frac{1}{\sqrt{M}} |\Psi_1\rangle \), \( |\tilde{\Psi}_0\rangle = \frac{1}{\sqrt{N-M}} |\Psi_0\rangle \), and \( a = \frac{M}{N} \equiv \sin^2(\theta_0) \).

Let \( Q(\varphi, \psi) \) be the operator that performs search iteration with parameters \( \varphi, \psi \in [0, 2\pi) \)

\[
Q(\varphi, \psi) \equiv -AS_0(\psi)AS_y(\varphi).
\]

(16)

Where \( A \) is the preparation operator that transforms state \( |0\rangle^\otimes n \) into the equal superposition state \( A |0\rangle^\otimes n = |\Psi_{\text{init}}\rangle \). In the Grover algorithm of database size \( 2^n \), \( A \) basically consists of Hadamards. Note that we can prepare \( |\Psi_{\text{init}}\rangle \) from any convenient starting state. For simplicity, we start with zero state \( |0\rangle^\otimes n \).

Essentially, \( Q(\varphi, \psi) \) consists of one oracle call \( S_y(\varphi) \) and a diffusion operator \( D(\psi) \equiv AS_0(\psi)A \). The oracle call \( S_y(\varphi) \) “marks” the targets \( y \) by \( e^{i\varphi} \) and it can be defined as

\[
S_y(\varphi) := I - (1 - e^{i\varphi}) |\tilde{\Psi}_1\rangle \langle \tilde{\Psi}_1|.
\]

(17)

The operator \( S_0(\psi) \) marks the state before preparation (in our case was \( |0\rangle^\otimes n \)) with phase \( e^{i\psi} \). Thus, the diffusion operator follows

\[
D(\psi) = A \left[ I - (1 - e^{i\psi}) (|0\rangle \langle 0|)^\otimes n \right] A = I - (1 - e^{i\psi}) |\Psi_{\text{init}}\rangle \langle \Psi_{\text{init}}|.
\]

(18)

By using basis \( \{|\tilde{\Psi}_0\rangle, |\tilde{\Psi}_1\rangle\} \), we can represent \( Q \) in matrix form

\[
Q(\varphi, \psi) = \begin{bmatrix}
-a(1 - e^{i\psi}) - e^{i\psi} & (1 - e^{i\psi})e^{i\varphi}\sqrt{a(1-a)} \\
(1 - e^{i\psi})\sqrt{a(1-a)} & a(1 - e^{i\psi})e^{i\varphi} - e^{i\varphi}
\end{bmatrix}.
\]

(19)
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Now, the question is: how to implement an arbitrary rotation $\theta$ from $|\Psi_{init}\rangle$ by applying $Q(\phi, \psi)$? We need to find out what are $\phi$ and $\psi$ given $\theta$. By imposing some conditions on $\phi$ and $\psi$, we can find them by using some tricks.

Note that we are only working with two dimensional Hilbert space spanned by the complex vectors $\{|\tilde{\Psi}_0\rangle, |\tilde{\Psi}_1\rangle\}$. Therefore, we may associate $Q$ with some general form of two-dimensional unitary operator.

Given an arbitrary unitary operator $U$ with four parameters $\delta, \phi_1, \phi_2, \theta \in [0, 2\pi)$

$$U = e^{i\frac{\phi_1}{2}} \begin{pmatrix} e^{i\phi_2} \cos(\theta) & e^{i\phi_2} \sin(\theta) \\ -e^{i\phi_2} \sin(\theta) & e^{-i\phi_1} \cos(\theta) \end{pmatrix}. \quad (20)$$

Let us transform the parameters into the following. Let $\phi_1 = \mu + \nu$ and $\phi_2 = \mu - \nu + \pi$, thus

$$U = e^{i\frac{\phi_1}{2}} \begin{pmatrix} e^{i\mu + i\nu} \cos(\theta) & -e^{i\mu - i\nu} \sin(\theta) \\ e^{i\mu - i\nu} \sin(\theta) & e^{-i\mu - i\nu} \cos(\theta) \end{pmatrix}. \quad (21)$$

We impose the condition that the diagonal elements be equal; that is fulfilled if and only if $\phi_1 = -\phi_1$. This implies $\phi_1 = 0$ and thus $\nu = -\mu$. Let us call this matrix $\tilde{U}$. Latter, we re-parameterize $\tilde{U}$ by setting $\delta/2 = v$ and $2\mu = u$, thus

$$\tilde{U} = e^{i\frac{\phi_1}{2}} \begin{pmatrix} \cos(\theta) & -e^{i2\mu} \sin(\theta) \\ e^{-i2\mu} \sin(\theta) & \cos(\theta) \end{pmatrix} = e^{iv} \begin{pmatrix} \cos(\theta) & -e^{iu} \sin(\theta) \\ -e^{-iu} \sin(\theta) & \cos(\theta) \end{pmatrix}. \quad (22)$$

We factorize $\tilde{U}$ in the following way:

$$\tilde{U} = e^{iv} \begin{pmatrix} 1 & 0 \\ 0 & e^{-iu} \end{pmatrix} \begin{pmatrix} \cos(\theta) & -\sin(\theta) \\ \sin(\theta) & \cos(\theta) \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & e^{iu} \end{pmatrix}. \quad (23)$$

In this form, it is easy to see that $\tilde{U}$ performs a real rotation up to some conditional phases. The aim is to associate our search operator $Q$ with $\tilde{U}$.

We set $Q$ such that its diagonal elements are also equal, which means $-a(1 - e^{i\psi}) - e^{i\psi} = a(1 - e^{i\psi}) e^{i\psi} - e^{i\phi}$. From the Høyer’s result [25], suppose $\phi \neq \pi$, then this condition is fulfilled if and only if

$$\tan(\phi/2) = \tan(\psi/2)(1 - 2a). \quad (24)$$

Given $\tilde{Q}$, which is the matrix $Q$ with equal diagonal elements. At this point, it is straightforward to parameterize $Q$. We can find parameters $\psi$ and $\phi$ in the following manner

$$\left\| (1 - e^{i\psi}) \sqrt{a(1-a)} \right\| = \sin(\theta)$$

$$\psi = \arccos \left( 1 - \frac{\sin^2(\theta)}{2a(1-a)} \right) \quad (25)$$

$$\phi = 2 \arctan(\psi/2)(1 - 2a). \quad (26)$$
Now we are able to perform an arbitrary rotation $\theta$ on a state $|\Psi_{\text{init}}\rangle$ with initial angle $\theta_0 = \arcsin(\sqrt{a})$ using $\tilde{Q}(\varphi, \psi)$, up to some conditional phases. Thus, we may relate $Q$ and $\tilde{Q}$ by canceling its conditional phases

$$Q = e^{-iv} \begin{pmatrix} 1 & 0 \\ 0 & e^{iu} \end{pmatrix} \tilde{Q} \begin{pmatrix} 1 & 0 \\ 0 & e^{-iu} \end{pmatrix}. \quad (27)$$

Two additional parameters are necessary in order to have a correct rotation, thus $Q = Q(\varphi, \psi, u, v)$. By knowing $\psi$, the phases $u$ and $v$ can be obtained straightforwardly, for instance

$$v = \arg\left(-a(1 - e^{i\psi}) - e^{i\psi}\right) \quad (28)$$

$$u = v - \arg\left((1 - e^{i\psi})\sqrt{a(1 - a)}\right). \quad (29)$$

Since one rotation is limited to $\theta \in [-2\theta_0, 2\theta_0]$, we need to split it into several iterations if $||\theta|| > 2||\theta_0||$. Suppose we perform $m > 1$ iterations for which each iteration rotates $\tilde{\theta} = \theta/m$ with parameters $\tilde{u}, \tilde{v}$, thus

$$Q^m = e^{-im\tilde{\theta}} \begin{pmatrix} 1 & 0 \\ 0 & e^{i\tilde{\theta}} \end{pmatrix} \begin{pmatrix} \cos(\tilde{\theta}) & -\sin(\tilde{\theta}) \\ \sin(\tilde{\theta}) & \cos(\tilde{\theta}) \end{pmatrix}^m \begin{pmatrix} 1 & 0 \\ 0 & e^{-i\tilde{\theta}} \end{pmatrix}. \quad (30)$$

For the identical iterations, the phase corrections need only be performed once at the beginning and end, since they will be canceled out in the intermediate stages.
A.2 The exhaustive search circuit

| N  | Equivalent combinations of database                                                                 |
|----|------------------------------------------------------------------------------------------------------|
| 5  | 01234, 01235, 01236, 01237, 01245, 01246, 01345, 01357, 01456, 01457, 02346, 02367, 02456, 02467, 04567, 12357, 12367, 13457, 13567, 14567, 23467, 23567, 24567, 34567 |
| 6  | 01247, 01356, 02356, 03456, 03567, 12347, 12457, 12467                                                                 |
| 7  | 01256, 01257, 01267, 01346, 01347, 01367, 01467, 01567, 02345, 02347, 02357, 02457, 02567, 03457, 03467, 12345, 12346, 12356, 12456, 12567, 13456, 13467, 23456, 23457 |
| 8  | 01234567                                                                                             |

Table 2: The equivalent combination of database for each N. The equivalent combinations are listed within the same row.
### (a) $N = 5$, $\zeta + \varphi = 1.7076, \psi = 0.4510$, $w = 0.1234$

| $A$ | $O(x)$ | $O(y)$ | $O(x + \varphi)$ | $D(y)$ |
|-----|--------|--------|-------------------|--------|
| 0   | 0.7449 | 0.3833 | 0.4329 | 0.7230 | 0.9220 |
| 1   | 0.8753 | 1.0000 | 1.0000 | 1.0000 | 0.9230 |
| 2   | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.9520 |
| 3   | 0.7050 | 1.0000 | 1.0000 | 1.0000 | 0.9520 |
| 4   | 0.7150 | 1.0000 | 1.0000 | 1.0000 | 0.9520 |
| 5   | 0.7050 | 1.0000 | 1.0000 | 1.0000 | 0.9520 |
| 6   | 0.9750 | 1.0000 | 1.0000 | 1.0000 | 0.9520 |
| 7   | 0.9950 | 1.0000 | 1.0000 | 1.0000 | 0.9520 |
| 8   | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.9520 |

### (b) $N = 5$, $\zeta + \varphi = 1.7076, \psi = 0.4510$, $w = 0.1247$

| $A$ | $O(x)$ | $O(y)$ | $O(x + \varphi)$ | $D(y)$ |
|-----|--------|--------|-------------------|--------|
| 0   | 0.6300 | 1.0000 | 0.6906 | 0.9271 | 0.9358 | 0.9223 | 0.9560 | 0.9560 | 0.9560 | 0.9560 | 0.9560 | 0.9446 |
| 1   | 0.9347 | 1.0000 | 0.7872 | 1.0000 | 0.9347 | 1.0000 | 0.7268 | 1.0000 | 0.7568 | 1.0000 | 0.9315 |
| 2   | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.9530 |
| 3   | 0.4520 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.9530 |
| 4   | 0.6518 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.9530 |
| 5   | 0.7436 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.9530 |
| 6   | 0.9351 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.9530 |
| 7   | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.9530 |
| 8   | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.9530 |

### (c) $N = 5$, $\zeta + \varphi = 1.7076$, $\psi = 0.4510$, $w = 0.1256$

| $A$ | $O(x)$ | $O(y)$ | $O(x + \varphi)$ | $D(y)$ |
|-----|--------|--------|-------------------|--------|
| 0   | 0.6542 | 1.0000 | 0.5365 | 0.6390 | 0.3018 | 0.2424 | 0.3396 | 0.7812 | 0.8531 | 0.9419 | 0.5641 |
| 1   | 0.6757 | 1.0000 | 0.7236 | 1.0000 | 0.2538 | 0.1000 | 0.6852 | 1.0000 | 0.6750 | 1.0000 | 0.9279 |
| 2   | 0.9370 | 1.0000 | 1.0000 | 1.0000 | 0.3660 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.9717 |
| 3   | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.9717 |
| 4   | 0.6184 | 0.7715 | 0.4924 | 0.9279 | 0.9778 |
| 5   | 0.9326 | 0.8026 | 0.9279 | 0.9778 |
| 6   | 0.9492 | 0.9279 | 0.9778 |
| 7   | 1.0000 | 0.9956 | 0.9778 |
| 8   | 1.0000 | 0.9956 | 0.9778 |
| 9   | 1.0000 | 0.9956 | 0.9778 |

### (d) $N = 6$, $\zeta + \varphi = 1.8605$, $\psi = 0.8411$, $w = 0.12345$

| $A$ | $O(x)$ | $O(y)$ | $O(x + \varphi)$ | $D(y)$ |
|-----|--------|--------|-------------------|--------|
| 0   | 0.8024 | 0.9570 | 0.8597 | 0.6520 | 0.7905 | 0.7407 | 0.3604 | 0.6721 | 0.8966 | 0.8921 | 0.2424 | 0.8246 |
| 1   | 1.0000 | 0.9097 | 0.7504 | 0.8414 | 0.6414 | 1.0000 | 0.6653 | 1.0000 | 0.6032 | 1.0000 | 0.8756 |
| 2   | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.8756 |
| 3   | 0.7156 | 0.7156 | 0.8268 | 0.8481 |
| 4   | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.8481 |
| 5   | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.8481 |
| 6   | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.8481 |
(e) $N = 6, \zeta + \varphi = 1.8605, \psi = 0.8411, w = 012347$

| CNOT | $A$ | $O(\zeta)$ | $D(\zeta)$ | $O(\zeta + \varphi)$ | $D(\zeta + \varphi)$ |
|------|-----|-----------|------------|-----------------|-----------------|
| 0    | 0   | 0.7110    | 0.0305     | 0.7454           | 0.0305           |
| 1    | 0.6201 | 0.5910    | 0.6010     | 1.0000           | 0.6211           |
| 2    | 1.0000 | 1.0000    | 1.0000     | 1.0000           | 1.0000           |
| 3    | 0.7175 | 0.6224    | 0.7216     | 0.8293           | 0.9614           |
| 4    | 1.0000 | 0.7424    | 1.0000     | 0.9415           | 0.9041           |
| 5    | 0.8726 | 0.9641    | 1.0000     | 1.0000           | 1.0000           |
| 6    | 1.0000 | 0.9641    | 1.0000     | 1.0000           | 1.0000           |
| 7    | 1.0000 | 0.9641    | 1.0000     | 1.0000           | 1.0000           |

(f) $N = 6, \zeta + \varphi = 1.8605, \psi = 0.8411, w = 012567$

| CNOT | $A$ | $O(\zeta)$ | $D(\zeta)$ | $O(\zeta + \varphi)$ | $D(\zeta + \varphi)$ |
|------|-----|-----------|------------|-----------------|-----------------|
| 0    | 0.7690 | 0.7204    | 0.2481     | 0.7448           | 0.4075           |
| 1    | 0.7714 | 1.0000    | 0.7025     | 1.0000           | 0.7219           |
| 2    | 1.0000 | 1.0000    | 1.0000     | 1.0000           | 1.0000           |
| 3    | 1.0000 | 0.2181    | 0.9037     | 0.9167           | 0.9631           |
| 4    | 0.6229 | 0.9631    | 1.0000     | 1.0000           | 1.0000           |
| 5    | 0.8257 | 0.9641    | 1.0000     | 1.0000           | 1.0000           |
| 6    | 0.9596 | 0.9996    | 1.0000     | 1.0000           | 1.0000           |
| 7    | 1.0000 | 0.9996    | 1.0000     | 1.0000           | 1.0000           |

(g) $N = 7, \zeta + \varphi = 2.0277, \psi = 1.2065, w = 0123456$

| CNOT | $A$ | $O(\zeta)$ | $D(\zeta)$ | $O(\zeta + \varphi)$ | $D(\zeta + \varphi)$ |
|------|-----|-----------|------------|-----------------|-----------------|
| 0    | 0.8436 | 0.5239    | 0.5974     | 0.5940           | 0.6124           |
| 1    | 0.8480 | 0.4903    | 0.3747     | 0.4394           | 0.4378           |
| 2    | 0.9149 | 0.5503    | 0.4656     | 0.6099           | 0.7098           |
| 3    | 1.0000 | 1.0000    | 0.6879     | 0.7345           | 0.7156           |
| 4    | 1.0000 | 0.7056    | 0.7825     | 0.7056           | 1.0000           |
| 5    | 0.9111 | 0.7021    | 0.7021     | 0.7021           | 0.7021           |
| 6    | 1.0000 | 0.8225    | 0.8230     | 0.8230           | 0.8230           |
| 7    | 0.9759 | 0.9680    | 0.9680     | 0.9680           | 0.9680           |
| 8    | 1.0000 | 0.9372    | 0.9372     | 0.9372           | 0.9372           |
| 9    | 1.0000 | 0.9372    | 0.9372     | 0.9372           | 0.9372           |

(h) $N = 8, \zeta + \varphi = 2.2143, \psi = 1.5708, w = 0123456$

| CNOT | $A$ | $O(\zeta)$ | $D(\zeta)$ | $O(\zeta + \varphi)$ | $D(\zeta + \varphi)$ |
|------|-----|-----------|------------|-----------------|-----------------|
| 0    | 1.0000 | 0.6298    | 0.1596     | 0.6622           | 0.1718           |
| 1    | 0.6298 | 0.3895    | 0.1596     | 0.6622           | 0.1718           |
| 2    | 0.3895 | 0.6298    | 0.1596     | 0.6622           | 0.1718           |
| 3    | 0.6298 | 0.1596    | 0.6622     | 0.1718           | 0.6298           |
| 4    | 0.5385 | 0.6470    | 0.7831     | 0.5704           | 0.6847           |
| 5    | 0.7040 | 0.7861    | 0.6875     | 0.7333           | 0.8747           |
| 6    | 0.7508 | 0.7861    | 0.6875     | 0.7333           | 0.8747           |
| 7    | 0.8076 | 0.7861    | 0.6875     | 0.7333           | 0.8747           |
| 8    | 0.8643 | 0.7861    | 0.6875     | 0.7333           | 0.8747           |
| 9    | 0.9210 | 0.7861    | 0.6875     | 0.7333           | 0.8747           |

**Table 3:** The obtained success probabilities $p_s$ of 3-qubit BEQS; the corresponding column is approximated with an $l$-size gates network comprises $\{\text{CNOT}, U\}$, where $U$s are 1-qubit unitary gates and $l$ is the number of CNOT gates.