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ABSTRACT. We develop a model describing the behavior of two-phase ferrofluid flows using phase field-techniques and present an energy-stable numerical scheme for it. For a simplified, yet physically realistic, version of this model and the corresponding numerical scheme we prove, in addition to stability, convergence and as by-product existence of solutions. With a series of numerical experiments we illustrate the potential of these simple models and their ability to capture basic phenomenological features of ferrofluids such as the Rosensweig instability.

1. Introduction

A ferrofluid is a liquid which becomes strongly magnetized in the presence of applied magnetic fields. It is a colloid made of nanoscale monodomain ferromagnetic particles suspended in a carrier fluid (water, oil, or other organic solvent). These particles are suspended by Brownian motion and will not precipitate nor clump under normal conditions. Ferrofluids are dielectric (non conducting) and paramagnetic (they are attracted by magnetic fields, and do not retain magnetization in the absence of an applied field); see [16].

Ferrofluids can be controlled by means of external magnetic fields, which gives rise to a wealth of control-based applications. They were developed in the 1960’s to pump fuel in spacecrafts without mechanical action [91]. Recent interest in ferrofluids is related to technical applications such as instrumentation, vacuum technology, lubrication, vibration damping, radar absorbing materials, and acoustics [72, 79, 96]; they are used, for instance, as liquid seals for the drive shafts of hard disks, for vibration control and damping in vehicles and enhanced heat transfer of electronics. Other potential applications are in micro/nanoelectromechanical systems: magnetic manipulation of microchannel flows, particle separation, nanomotors, micro electrical generators, and nanopumps [88, 87, 99, 100, 102]. One of the most promising applications is in the field of medicine, where targeted (magnetically guided) chemotherapy and radiotherapy, hyperthermia treatments, and magnetic resonance imaging contrast enhancement are very active areas or research [59, 78, 85]. Yet another potential applications of ferrofluids under current research is the construction of adaptive deformable mirrors [57, 56, 21].

At the time of this writing there are two well established PDE models as a mathematical description for the behavior of ferrofluids which we will call by the name of their developers: the Rosensweig model and the Shliomis model (cf. [82, 89]). Rigorous mathematical work on the mathematical analysis (existence of global weak solutions and local existence of strong solutions) for the Rosensweig and the Shliomis models is very recent (cf. [5, 6, 7, 8]).

The applications mentioned above justify the development of tools for the simulation of ferrofluids, but they are not the only reasons. Mathematical models for ferrofluids and their scope of validity have been areas of active research (cf. [76, 77]). Most ferrofluid flows have so far been studied using exact and approximate analytical solutions of the Rosensweig model (see for instance [81]) contrasted with experimental data. However, these flows are analytically tractable in a very limited number of cases [81, 101], and as shown for instance in [23], satisfactory model calibration/validation is beyond the current capabilities of analytic (asymptotic and perturbation) methods. Clearly, there is significant room for interdisciplinary work at the interface between model development, numerical analysis, simulation and experimentation.

Both the Rosensweig and Shliomis models deal with one-phase flows, which is the case of many technological applications. However, some applications arise naturally in the form of a two-phase flow: one of the phases has magnetic properties and the other one does not (e.g. magnetic manipulation of microchannel flows, microvalves, magnetically guided transport, etc.). There has been a major effort in order to develop appropriate interfacial
conditions of two-phase flows in the sharp interface regime within the micropolar theory (see [84, 22]), yet we are far from having at our disposal a mathematically and physically sound PDE model for two-phase ferrofluid flows. There are not well established PDE models describing the behavior of two-phase ferrofluid flows. On the other hand, systematic derivation of a two-phase model from first principles, using energy-variational techniques in the spirit of Onsager’s principle as in [65, 92, 50, 1175], would be highly desirable, but most probably too premature, given the current state of the art.

In this context, numerical analysis and scientific computation have a lot to offer, since carefully crafted computational experiments can help understand much better the limits of the current models and assist the development of new ones. Ad-hoc development (trial and error) of new models and numerical evaluation does not replace a proper mathematical derivation, but it can clearly help to find a reasonable starting point. In this spirit, the main goal of this work is to present a simple two-phase PDE model for ferrofluids. The model is not derived, but rather assembled using components of already existing models and high-level (as opposite to deep) understanding of the physics of ferrofluids. The model attempts to retain only the essential features and mathematical difficulties that might appear in much more sophisticated models. To the best of our knowledge this contribution is the first modeling/numerical work in the direction of time-dependent behavior of two-phase ferrofluid flows together with energy-stable and/or convergent schemes.

Regarding pre-existing work, closely related to two-phase flows, it is worth mentioning the interdisciplinary (including physical experiments) work of Tobiska and collaborators [60, 12, 61] in the context of stationary configurations of free surfaces of ferrofluids using a sharp interface approach. Other models for two-phase ferrofluid flows, this time for non-stationary phenomena, are presented in [69, 3, 4], using either Level-Set or Volume of Fluid methods, but very little details are given about their actual numerical implementation, stability or convergence properties.

Our presentation is organized as follows: in Section 2 we select the components of our two-phase model and assemble it. In Section 3 we derive formal energy estimates which will serve as basis for the development of an energy-stable scheme in Section 4; in §4.3 we prove that the scheme always has a solution. In Section 5 we propose a simplification of the model with a more restrictive scope of physical validity. We present the corresponding numerical scheme, and prove its stability and convergence in §5.1 and §5.2 respectively. Finally, we show the potential of the model in Section 6 with a series of insightful numerical experiments. They include the Rosensweig instability with uniform and non-uniform applied magnetic fields, the latter leading to an open pattern of spikes.

2. HEURISTIC DERIVATION OF A TWO-PHASE MODEL

We want to develop a simplified model which captures the essence of immiscible, matching density (or almost matching density), two-phase flows, one of them a ferrofluid and the other one a non-magnetic fluid. We aim at a simple mixture like water and an oil based ferrofluid (with, for instance, densities 1000 kg/m$^3$ and 1050 kg/m$^3$, respectively), where the dominant body force is the Kelvin force, and the gravitational body force only plays a secondary role, so that we could use the Boussinesq approximation in order to capture gravitational effects.

We will not present a systematic derivation of the model, but rather review existing models and standard assumptions, discard all the non-essential components, and select the right ingredients which could capture the basic phenomenological features of ferrofluids. Our main guidelines are minimalism and symmetry. We want the simplest model, with the smallest number of constitutive parameters and coupled PDEs, that still retains the essential features, and has sufficient symmetries (i.e. cancellations) in order to make possible the development of an energy law.

We consider a two-fluid system (a ferrofluid and a non-ferromagnetic one), confined in a bounded convex polygon/polyhedron $\Omega \subset \mathbb{R}^d$ ($d = 2$ or $3$), and we denote by $\Gamma$ the boundary of $\Omega$. Since we implicitly track the position of each fluid with a phase field variable $\theta$, our model is of the so-called diffuse-interface type. The evolution of the system is described by its velocity $u$ and pressure $p$. As one of the fluid phases is susceptible to magnetic actuation, we need to keep track of the magnetization $m$, which is induced by a magnetic field $h$. To describe the evolution of these quantities we will consider:

- **Evolution of the phase-field variable $\theta$:** there are two well-known PDE models for this purpose, the Allen-Cahn and the Cahn-Hilliard models. In particular, we will consider the Cahn-Hilliard equation:

$$
\begin{align*}
\theta_t &= -\gamma \Delta \psi & \text{in } \Omega \\
\psi &= \varepsilon \Delta \theta - \frac{1}{\gamma} f(\theta) & \text{in } \Omega \\
\partial_n \theta &= \partial_n \psi = 0 & \text{on } \Gamma,
\end{align*}
$$

(1)
where $0 < \varepsilon \ll 1$ is related to the interface thickness, $\gamma > 0$ is the (constant) mobility, $\psi$ is the chemical potential, $f(\theta) = F'(\theta)$ and $F(\theta)$ is the truncated double well potential

$$F(\theta) = \begin{cases} (\theta + 1)^2 & \text{if } \theta \in (-\infty, -1] \\ \frac{1}{4}(\theta^2 - 1)^2 & \text{if } \theta \in [-1, 1] \\ (\theta - 1)^2 & \text{if } \theta \in [1, +\infty) \end{cases}.$$  

It is straightforward to check that

$$|f(\theta)| = |F'(\theta)| \leq 2|\theta| + 1 \quad \text{and} \quad |f'(\theta)| = |F''(\theta)| \leq 2 \quad \forall \theta \in \mathbb{R}.$$  

The reason to choose the Cahn-Hilliard equation is that it is mass conservative, an easy consequence of the divergence theorem:

$$\frac{d}{dt} \int_{\Omega} \theta \, dx = -\gamma \int_{\Omega} \Delta \psi \, dx = -\gamma \int_{\Gamma} \partial_n \psi \, dS = 0.$$  

- **Simplified ferrohydrodynamics**: the Shliomis model (see for instance \cite{5, 89}) is perhaps the simplest well-known PDE model describing the behavior of ferrofluids. It couples the Navier-Stokes equations of incompressible fluids for the velocity-pressure pair $(u, p)$ with an advection-reaction equation for the magnetization $m$:

$$u_t + (u \cdot \nabla) u - \nu \Delta u + \nabla p = \mu_0 (m \cdot \nabla) h + \frac{w}{\beta} \nabla |\nabla h|^2,$$

$$m_t + (u \cdot \nabla) m - \frac{1}{2} \text{curl} u \times m = -\frac{1}{\lambda} (m - \varkappa_0 h) - \beta m \times (m \times h),$$

where $\nu$, $\mu_0$, $\mathcal{F}$, $\beta$, and $\varkappa_0$ are positive constitutive constants. Expression (5b) can be partially understood as the $L^2(\Omega)$ gradient flow of the functional

$$\mathcal{J}(m) = \frac{1}{2\pi} \|m - \varkappa_0 h\|_{L^2}^2,$$

augmented with the corresponding kinematics. In other words

$$\langle m_t, z \rangle = -(\frac{\partial}{\partial m} \mathcal{F}, z) \quad \implies \quad m_t + \frac{1}{\mathcal{F}} m = \frac{\partial}{\partial m} \mathcal{F} h,$$

where the symbol $\delta$ denotes variational derivative in this context. We observe that if $\mathcal{F} \ll 1$ then the dynamics is fast towards equilibrium $m \approx \varkappa_0 h$. After that, we can replace the partial derivative $m_t$ in (7) with the co-rotational derivative $m_t + (u \cdot \nabla) m - \frac{1}{2} \text{curl} u \times m$ (see for instance \cite{90}) accounting for the appropriate kinematics.

On the other hand, the term $\beta m \times (m \times h)$ has phenomenological origins which in principle cannot be easily related to kinematic or energy principles (see \cite{83, 89}).

The Shliomis model can be considered to be a limiting case of the more sophisticated Rosensweig model (see for instance \cite{5, 89}) which takes into account the angular velocity. The core dynamics of the magnetization equation (5b) is dominated by the reaction terms for most flows of interest (see for instance \cite{80, 81} for the dimensional analysis of the Rosensweig model). Essentially, this is the case because the relaxation time $\mathcal{F}$ of commercial grade ferrofluids is in the range of $10^{-5}$ to $10^{-3}$ seconds (see for instance \cite{80, 89}), which makes $\frac{1}{\mathcal{F}}$ a very large constant. This somehow justifies the straightforward simplification of (5):

$$u_t + (u \cdot \nabla) u - \nu \Delta u + \nabla p = \mu_0 (m \cdot \nabla) h,$$

$$m_t + (u \cdot \nabla) m + \frac{1}{\mathcal{F}} m = \frac{\partial}{\partial m} \mathcal{F} h.$$  

In fact, in (5) we have dropped the terms $\frac{w}{\beta} \nabla |\nabla h|^2$ and $\beta m \times (m \times h)$ under the assumption that at every moment the behavior of $m$ is very close to equilibrium, meaning that $m \approx \varkappa_0 h$ and $m \times h \approx 0$, so that these terms are negligible. However, the convective term $(u \cdot \nabla) m$ is kept because of symmetry considerations and to be able to develop an energy stable model. On the other hand, the term $-\frac{1}{2} \text{curl} u \times m$ was dropped under the assumption that convection and reaction are the dominant terms. In a somewhat different context, similar ideas where used in order to simplify liquid-crystal models (see for instance \cite{52}).

- **Simplified capillary force**: the capillary force is given by $f_c = -\text{div} \, \sigma_c$, where $\sigma_c = \lambda \nabla \theta \otimes \nabla \theta$ is the so-called capillary stress tensor and $\lambda$ is the capillary coefficient (see for instance \cite{9, 70}). Manipulating $f_c$ we get:

$$f_c = -\text{div} \, \sigma_c = -\frac{1}{2} \nabla |\nabla \theta|^2 - \lambda \Delta \theta \nabla \theta = -\frac{1}{2} \nabla |\nabla \theta|^2 - \frac{1}{\lambda} f(\theta) \nabla \theta - \frac{1}{2} \psi \nabla \theta$$

$$= -\lambda \nabla \left( \frac{1}{2} |\nabla \theta|^2 + \frac{1}{\lambda} F(\theta) \right) - \frac{1}{\lambda} \psi \nabla \theta = -\lambda \nabla \left( \frac{1}{2} |\nabla \theta|^2 + \frac{1}{\lambda} F(\theta) + \frac{1}{2} \psi \theta \right) + \frac{1}{2} \theta \nabla \psi.$$
Therefore the term $-\lambda \nabla \left( \frac{1}{2} |\nabla \theta|^2 + \frac{1}{2} F(\theta) + \frac{1}{2} \psi \theta \right)$ only modifies the pressure in the Navier-Stokes system (see Remark 2.1), so that it can be eliminated at the expense of redefining the pressure. Our capillary force will finally be:

$$f_c := \frac{1}{2} \theta \nabla \psi.$$  

This definition of the capillary force traces back to [62, 66] and is not a cosmetic manipulation but rather an essential ingredient in order to have sufficient cancellations allowing the development of an energy law.

\textbf{Simplified electromagnetism:} the natural choice in this context are the magnetostatics equations:

$$\text{curl} \mathbf{h} = 0 \quad \text{div} \mathbf{b} = 0,$$

where

$$\mathbf{b} := \mu_0(\mathbf{h} + \mathbf{m}), \quad \mathbf{h} := \mathbf{h}_a + \mathbf{h}_d,$$

$\mathbf{h}_a$ is the (given) smooth harmonic (curl-free and div-free) applied magnetizing field, and $\mathbf{h}_d$ is the so-called demagnetizing field. We use that $\mathbf{m} = 0$ in $\mathbb{R}^d \setminus \Omega$ and assume that $\mathbf{h}_d \approx 0$ in $\mathbb{R}^d \setminus \Omega$ to derive the boundary condition $\mathbf{h} \cdot \mathbf{n} = (\mathbf{h}_a - \mathbf{m}) \cdot \mathbf{n}$. A simplified approach involves the scalar potential $\varphi$ [73], which satisfies

$$\varphi = \nabla \varphi,$$

along with

$$-\Delta \varphi = \text{div}(\mathbf{m} - \mathbf{h}_a) \text{ in } \Omega, \quad \partial_n \varphi = (\mathbf{h}_a - \mathbf{m}) \cdot \mathbf{n} \text{ on } \Gamma.$$

Collecting all these simplifications we end up with the following set of equations in strong form in $\Omega$

$$(14a) \quad \theta_t + \text{div}(\nu \theta \nabla \psi) + \gamma \Delta \psi = 0,$$

$$(14b) \quad \psi - \varepsilon \Delta \psi + \frac{1}{2} f(\theta) = 0,$$

$$(14c) \quad \mathbf{m}_t + (\mathbf{u} \cdot \nabla) \mathbf{m} = -\frac{1}{\varepsilon} \nabla \varphi - \kappa_0 \mathbf{h},$$

$$(14d) \quad \mathbf{u}_t + (\mathbf{u} \cdot \nabla) \mathbf{u} - \text{div}(\nu_0 \mathbf{T}(\mathbf{u})) + \nabla p = \mu_0(\mathbf{m} \cdot \nabla) \mathbf{h} + \frac{1}{2} \theta \nabla \psi,$$

$$(14f) \quad \text{div} \mathbf{u} = 0,$$

for every $t \in [0, t_F]$, where $\mathbf{T}(\mathbf{u}) = \frac{1}{2}(\nabla \mathbf{u} + \nabla \mathbf{u}^\top)$ denotes the symmetric gradient, and $\mathbf{h}$ is defined in [12]-[13].

We supplement this system with the following boundary conditions

$$(15) \quad \partial_n \theta = \partial_n \psi = 0, \quad \mathbf{u} = 0, \quad \text{and} \quad \partial_n \varphi = (\mathbf{h}_a - \mathbf{m}) \cdot \mathbf{n} \text{ on } \Gamma.$$

Here $\nu_0$ and $\kappa_0$ are viscosities and susceptibilities depending on the phase-field variable $\theta$. They are Lipschitz-continuous functions of $\theta$ satisfying

$$0 < \min\{\nu_w, \nu_f\} \leq \nu_0 \leq \max\{\nu_w, \nu_f\} \quad \text{and} \quad 0 \leq \kappa_0 \leq \kappa_0,$$

where $\nu_w$ is the viscosity of the non-magnetic phase (e.g. water) and $\nu_f$ is the viscosity of the ferrofluid (e.g. mineral oil). Here $\kappa_0 > 0$ is the magnetic susceptibility of the ferrofluid phase, and we set the non-magnetic phase to have zero magnetic susceptibility. For commercial grade ferrofluids we have that $\kappa_0$ ranges from 0.5 to 4.3 (see for instance [81]). The choice of functions $\nu_0$ and $\kappa_0$ is arbitrary, but essentially they involve a regularized approximation of the Heaviside step function, for instance

$$\nu_0 = \nu_w + (\nu_f - \nu_w) \mathcal{H}(\theta/\varepsilon) \quad \text{and} \quad \kappa_0 = \kappa_0 \mathcal{H}(\theta/\varepsilon),$$

where $\mathcal{H}(x)$ could be for instance the sigmoid function

$$\mathcal{H}(x) = \frac{1}{1 + e^{-x}}.$$  

Both in theory and practice, the choice of $\mathcal{H}(x)$ and the internal structure of $\nu_0$ and $\kappa_0$ are of very little importance, provided they are Lipschitz-continuous and satisfy inequalities [16]. Here (17) and (18) are just provided as a couple of simple choices, but they are not the only ones; other choices are used for instance in [74, 66].
Since this model is not a genuinely variable-density two-phase model, gravitational effects can only be included approximately. We will consider supplementing the right hand side of the conservation of linear momentum (14c) with a Boussinesq-like approximation $f_g$ in order to include such effects

$$f_g = (1 + r \mathcal{H}(\theta/\varepsilon))g,$$

where $r = \frac{|\rho_f - \rho_w|}{\min(\rho_f, \rho_w)}$.

The development of a complete existence theory for system (14) seems unlikely, as it has been the history of most systems of PDEs without sufficient regularization mechanisms (e.g. compressible Euler equations of gas dynamics). This is primarily because of the sub-system (14c)–(14d) and the term $\mu_0 (\mathbf{m} \cdot \nabla) \mathbf{h}$ on the right hand side of (14e). A first approach to solve this problem would be adding a regularization of the form $-\sigma \Delta \mathbf{m} = \text{curl} (\sigma \text{curl} \mathbf{m}) - \nabla (\sigma \text{div} \mathbf{m})$ in the equation (14c) (cf. [73, 8]), or any other second order operator in space. However, most forms of regularization that we could add to this system will introduce new problems, primarily (but not only) related to boundary conditions, and the overall system might not even be formally energy-stable (see for instance [73]).

These mathematical obstacles will not interfere with our exploration of the model (14), which is still a reasonable starting point to understand and develop PDE models for two-phase ferrofluid flows. It is actually possible to develop energy stable numerical methods for system (14) and prove local-solvability of the scheme for every time step. With the aid of our numerical scheme, we will explore the behavior of this coupled system. Finally, under special circumstances, and with some simplifications, we will obtain a system for which it is possible to prove convergence when the discretization parameters $h$ and $\tau$ go to zero and, as a by product, global existence of weak solutions.

**Remark 2.1 (redefinition of the pressure).** Given $\varpi \in \{0, 1\}$, let $(\mathbf{u}, p) \in H_0^1(\Omega) \times L_0^2(\Omega)$ solve

$$(\nabla \mathbf{u}, \nabla \mathbf{v}) - (p, \text{div} \mathbf{v}) = (\mathbf{f}, \mathbf{v}) + \varpi (g, \text{div} \mathbf{v}) \quad \forall \mathbf{v} \in H_0^1(\Omega),$$

$$(q, \text{div} \mathbf{u}) = 0 \quad \forall q \in L_0^2(\Omega).$$

Since the pressure can be redefined as $\hat{p} = p + \varpi g$ for all $\varpi \in \{0, 1\}$, we can conclude that the velocity is independent of $g$. This has been used to devise energy stable schemes for phase field models [60] and liquid crystals [63]. In this work, we have already used this property for the derivation of the capillary force when we eliminated the term $-\lambda \nabla \left( \frac{1}{2} \nabla \theta \right)^2 + \frac{1}{\varepsilon} F(\theta) + \frac{1}{\varepsilon} \psi \theta$ from (9) and defined the capillary force in (10). We will use this idea again in Section 4.4 for the discretization of the Kelvin force $\mu_0 (\mathbf{m} \cdot \nabla) \mathbf{h}$ to eliminate some terms which have no effect on the velocity field.

3. **Formal energy estimates**

We begin by defining the trilinear form $B(\cdot, \cdot, \cdot)$

$$B(\mathbf{m}, \mathbf{h}, \mathbf{u}) = \sum_{i,j=1}^{d} \int_{\Omega} m^i h_j^i \mathbf{u}^j \, dx,$$

and showing a crucial identity that makes the energy estimate possible.

**Lemma 3.1 (identities for the magnetization and magnetic field).** Let $\mathbf{m}$ and $\mathbf{h}$ denote the magnetization and effective magnetizing field, respectively, and let $\mathbf{u}$ be a solenoidal field such that $\mathbf{u} \cdot n = 0$ on $\Gamma$. Then the following identity holds true

$$B(\mathbf{u}, \mathbf{m}, \mathbf{h}) = - B(\mathbf{m}, \mathbf{h}, \mathbf{u}).$$
Proof. Since \( h \) is curl-free we have that \( \mathbf{h}^i_{x_j} = \mathbf{h}^n_{x_j} \). Integration by parts then yields
\[
\mathcal{B}(m, h, u) = \sum_{i,j=1}^d \int_{\Omega} \mathbf{m}^i_{x_j} u^j dx = \sum_{i,j=1}^d \int_{\Omega} \mathbf{m}^i_{x_j} u^j dx = \sum_{i,j=1}^d \int_{\Omega} (\mathbf{m}^h_{x_j} - \mathbf{m}^i_{x_j} h^i) u^j dx
\]
(22)
\[
= - \mathcal{B}(u, m, h) - \int_{\Omega} (m \cdot h) \text{div} u dx + \int_{\Gamma} (m \cdot h) u \cdot n ds.
\]
The fact that \( u \) is solenoidal and has vanishing normal trace on the boundary yields \([21]\). □

With this identity at hand we readily obtain a formal energy estimate. From now on we use the compact notation \( L^2 = L^2(\Omega) \) for scalar-valued functions and \( L^2 = L^2(\Omega) \) for vector-valued functions.

Proposition 3.1 (energy estimate). If \( \varkappa_0 \leq 4 \), then the following estimate holds for solutions of the system (14)
\[
\mathcal{E}(u, m, h, \theta; t_F) + \int_0^{t_F} \mathcal{D}(u, m, h, \theta; s) ds \leq \mathcal{E}(u, m, h, \theta; 0) + \int_0^{t_F} \mathcal{F}(h_a; s) ds,
\]
where
\[
\mathcal{E}(u, m, h, \theta; s) = \frac{1}{2} \| \theta(s) \|_{L^2}^2 + \frac{\mu_0}{2} \| m(s) \|^2_{L^2} + \frac{\mu_0}{2} \| h(s) \|^2_{L^2} + \frac{\kappa}{2} \| \nabla \theta(s) \|^2_{L^2} + \frac{\Lambda_\varkappa}{4} (F(\theta(s)), 1),
\]
\[
\mathcal{D}(u, m, h, \theta; s) = \frac{\mu_0}{2} (1 - \frac{\mu_0}{\mu_0}) \| m(s) \|^2_{L^2} + \frac{\mu_0}{2} \| h(s) \|^2_{L^2} + \| \sqrt{\varkappa_0} T(u)(s) \|^2_{L^2} + \frac{\Lambda_\varkappa}{4} \| \nabla \psi(s) \|^2_{L^2},
\]
\[
\mathcal{F}(h_a; s) = \mu_0 \mathcal{F}[\partial_h h_a(s)]_{L^2}^2 + \frac{\mu_0}{2} \| h_a(s) \|^2_{L^2},
\]
Proof. Multiply (14a) by \( \psi \) and (14b) by \( \theta_t \) respectively and integrate by parts. This yields
\[
- (\theta_t, \psi) + \gamma \| \nabla \psi \|^2_{L^2} = - (u \theta, \nabla \psi),
\]
whence, adding both lines and multiplying by \( \frac{1}{2} \), we get
\[
\frac{d}{dt} \left( \frac{1}{2} \| \nabla \theta \|^2_{L^2} + \frac{\kappa}{2} (F(\theta), 1) \right) + \frac{\Lambda_\varkappa}{4} \| \nabla \psi \|^2_{L^2} = - \frac{\mu_0}{2} (\theta \nabla \psi, u).
\]
Now we multiply (14b) by \( u \), integrate by parts and use \([21]\) for the Kelvin force
\[
\frac{1}{2} \frac{d}{dt} \| \nabla \theta \|^2_{L^2} + \| \sqrt{\varkappa_0} T(u) \|^2_{L^2} = - \mu_0 \mathcal{B}(u, m, h) + \frac{\Lambda_\varkappa}{4} (\theta \nabla \psi, u).
\]
Adding \([25]\) and \([26]\) we get
\[
\frac{d}{dt} \left( \frac{1}{2} \| u \|^2_{L^2} + \frac{\kappa}{2} \| \nabla \theta \|^2_{L^2} + \frac{\kappa}{2} (F(\theta), 1) \right) + \| \sqrt{\varkappa_0} T(u) \|^2_{L^2} + \frac{\Lambda_\varkappa}{4} \| \nabla \psi \|^2_{L^2} = - \mu_0 \mathcal{B}(u, m, h).
\]
Finally multiply (14c) by \( \mu_0 m \) and \( \mu_0 h \) and integrate to obtain
\[
\frac{\mu_0}{2} \frac{d}{dt} \| m \|^2_{L^2} + \frac{\mu_0}{2} \| m \|^2_{L^2} = \frac{\mu_0}{2} (\varkappa \theta, m),
\]
\[
\frac{\mu_0}{2} \| \sqrt{\varkappa_0} h \|^2_{L^2} = \mu_0 (m_a, h) + \mu_0 \mathcal{B}(u, m, h) + \frac{\mu_0}{2} (\varkappa h, h).
\]
Expression \([29]\) requires further manipulation. For this purpose we will use the following two identities
\[
\| \nabla \phi \|^2_{L^2} = (h_a - m, \nabla \phi),
\]
\[
\frac{1}{2} \frac{d}{dt} \| \nabla \phi \|^2_{L^2} = (\partial_t h_a - \partial_t m, \nabla \phi).
\]
Identity \([30]\) is obtained by multiplying \(14d\) by \( \phi \) and integrating by parts. In order to derive \([31]\) we first differentiate \(14d\) with respect to time, then multiply by \( \phi \) and integrate in space. Using \([30]\) and \([31]\) (along with \( \nabla \phi = h \)) we can rewrite \([29]\) as follows
\[
\frac{\mu_0}{2} \frac{d}{dt} \| h \|^2_{L^2} + \frac{\mu_0}{2} \| h \|^2_{L^2} + \frac{\mu_0}{2} \| \sqrt{\varkappa_0} h \|^2_{L^2}
\]
\[
= \mu_0 (\partial_t h_a, h) + \mu_0 \mathcal{B}(u, m, h) + \frac{\mu_0}{2} (\varkappa h, h).
\]
Adding \([27]\), \([28]\) and \([32]\), we get
\[
\frac{d}{dt} \mathcal{E}(u, m, h, \theta; t) + \mathcal{D}(u, m, h, \theta; s) + \frac{\mu_0}{2} \| m \|^2_{L^2} + \frac{\mu_0}{2} \| h \|^2_{L^2}
\]
\[
+ \frac{\mu_0}{2} \| \sqrt{\varkappa_0} h \|^2_{L^2} = \frac{\mu_0}{2} (\varkappa h, m) + \mu_0 (\partial_t h_a, h) + \frac{\mu_0}{2} (h_a, h),
\]
where the last two terms on the left hand side are artificially created to control the right hand side. In fact, using the bound \(16\), the term \(\frac{\mu_0}{2} (\kappa_0 \mathbf{h}, \mathbf{m})\) can be estimated as follows:

\[
\frac{\mu_0}{2} (\kappa_0 \mathbf{h}, \mathbf{m}) \leq \frac{\mu_0}{4} \| \sqrt{\kappa_0} \mathbf{h} \|_{L^2} \| \sqrt{\kappa_0} \mathbf{m} \|_{L^2} \leq \frac{\mu_0}{4} \| \sqrt{\kappa_0} \mathbf{h} \|_{L^2}^2 + \frac{\mu_0 \mu_0}{4} \| \mathbf{m} \|_{L^2}^2,
\]

so that using this estimate in \(33\) we finally get

\[
\frac{d}{dt} \mathcal{E}(\mathbf{u}, \mathbf{m}, \mathbf{h}, \theta; t) + \mathcal{D}(\mathbf{u}, \mathbf{m}, \mathbf{h}, \theta; s) + \frac{\mu_0}{2} \| \mathbf{h} \|_{L^2}^2 \leq \mu_0 (\partial_t \mathbf{h}, \mathbf{h}) + \frac{\mu_0}{2} (\mathbf{h}, \mathbf{h}).
\]

The rest is just a matter of applying Cauchy-Schwarz and Young’s inequalities to get the energy estimate \(23\). From the expression for \(\mathcal{D}(\mathbf{u}, \mathbf{m}, \mathbf{h}, \theta; s)\) we also get the restriction that we can only consider \(\kappa_0 \leq 4\).

**Remark 3.1** (range of susceptibility). The restriction \(\kappa_0 \leq 4\), necessary for Proposition 3.1 to hold, covers almost the complete range of commercial grade ferrofluids; see \([81, 76]\).

### 4. AN ENERGY STABLE SCHEME

In this section we present and analyze a discretization of system \(14\), its stability, and the existence of solutions. This scheme is our workhorse: the numerical simulations of Section 6 use this method, and the existence of solutions for our simplified model are based on a scheme very similar to this one.

#### 4.1. Notation and assumptions

We introduce \(K > 0\) to denote the number of time steps, define the uniform time step as \(\tau := T/K > 0\) and set \(t_k := k\tau\) for \(0 \leq k \leq K\). For \(\rho : [0, T] \to E\), with \(E\) a normed space, we set \(\rho^k := \rho(t_k)\), \(\rho^\tau := \{\rho^k\}_{k=0}^K\). We introduce the following discrete norms:

\[
\|\rho^\tau\|_{\ell^\infty(E)} := \max_{0 \leq k \leq K} \|\rho^k\|_E, \quad \|\rho^\tau\|_{\ell^2(E)} := \left( \sum_{k=0}^K \|\rho^k\|_E^2 \right)^{1/2}.
\]

We also define the backward difference operator \(\delta\):

\[
\delta \rho^k = \rho^k - \rho^{k-1}.
\]

The following identity will be used repeatedly

\[
2(a, a - b) = |a|^2 - |b|^2 + |a - b|^2.
\]

Space discretization will be based on Galerkin techniques. To this effect, we introduce families of finite dimensional subspaces \(G_h \subset H^1(\Omega), \forall h \subset H^1(\Omega), M_h \subset L^2(\Omega), X_h \subset H^1(\Omega), U_h \subset H^1_0(\Omega)\) and \(P_h \subset L^2(\Omega)\), where we will approximate the phase field, chemical potential, magnetization, magnetic potential, velocity and pressure respectively. These spaces are parametrized by the discretization parameter \(h > 0\), which in the context of finite element methods will later be the meshsize. Regarding the pair of spaces \((U_h, P_h)\), we assume that they satisfy a uniform inf-sup compatibility condition (also called LBB compatibility condition), i.e.

\[
\inf_{0 \neq Q \in P_h} \sup_{0 \neq V \in U_h} \frac{(\text{div} V, Q)}{|Q|_{L^2} \|V\|_{L^2}} \geq \beta^*,
\]

with \(\beta^*\) independent of the discretization parameter \(h\). Specific constructions and examples of finite element spaces satisfying this condition can be found in \([30, 32]\). To be able to focus on the fundamental difficulties in the design of an energy stable scheme we will first describe the scheme without being specific about the particular structure of these discrete spaces. As we will see, the choice of discrete spaces shall come naturally from this analysis.

We introduce a discretization of the trilinear form \(20\) for the convective term in the Navier-Stokes equation:

\[
\mathcal{B}_h(\cdot, \cdot, \cdot) : U_h \times U_h \times U_h \to \mathbb{R}.
\]

We assume that \(\mathcal{B}_h\) is skew symmetric with respect to its last two arguments (cf.\([94]\)), i.e.

\[
\mathcal{B}_h(U, V, W) = -\mathcal{B}_h(U, W, V), \quad \forall U, V, W \in U_h.
\]

Similarly, we also consider a discretization for the trilinear form associated to the convective term of \(14e\) and the Kelvin force in \(14e\):

\[
\mathcal{B}_h^n(\cdot, \cdot, \cdot) : U_h \times M_h \times M_h \to \mathbb{R},
\]

which we also assume to be skew symmetric with respect to its last two arguments

\[
\mathcal{B}_h^n(U, V, W) = -\mathcal{B}_h^n(U, W, V), \quad \forall U \in U_h, V, W \in M_h.
\]
Let $I_{G_h}$, $I_{Y_h}$, $I_{M_h}$ and $I_{U_h}$ denote mappings

\[
I_{G_h} : C^0(\Omega) \rightarrow G_h, \\
I_{Y_h} : C^0(\Omega) \rightarrow Y_h, \\
I_{M_h} : C^0(\Omega) \rightarrow M_h \cap C^0(\Omega), \\
I_{U_h} : C^0(\Omega) \rightarrow U_h,
\]

with optimal approximation properties

\[
\|I_{G_h} \lambda - \lambda\|_{L^2} + h \|\nabla (I_{G_h} \lambda - \lambda)\|_{L^2} \leq c h^{k+1}\|\lambda\|_{H^{k+1}(\Omega)}, \\
\|I_{M_h} \lambda - \lambda\|_{L^\infty} + h \|\nabla (I_{M_h} \lambda - \lambda)\|_{L^\infty} \leq c h^{k+1}\|\lambda\|_{W^{k+1}_0(\Omega)},
\]

where $A_h$ is either $G_h$, $Y_h$, $M_h$ or $U_h$, and $\ell$ a positive integer. More notation and details about the space discretization will be provided in \[41\]. Here we confine ourselves to mention that they can be easily constructed using finite elements (see for instance \[24, 32\]).

4.2. Description of the scheme and stability. For the Cahn-Hilliard equation we shall use the stabilization methodology proposed by Shen and Yang \[87\] in order to eliminate the constraint $\tau \leq \varepsilon^4$ from the time step. The price paid in this stabilization is the introduction of an error of order $O(\tau)$ which is consistent with the truncation order of the scheme.

To avoid unnecessary technicalities, we assume that the initial data is smooth and initialize the scheme as follows

\[
\Theta^0 = I_{G_u}[\theta(0)], \quad M^0 = I_{M_u}[m(0)], \quad U^0 = I_{U_u}[u(0)].
\]

Then, for every $k \in \{1, \ldots, K\}$ we compute $\{\Theta^k, \Psi^k, M^k, \Phi^k, U^k, P^k\} \in G_h \times Y_h \times M_h \times X_h \times U_h \times \mathbb{P}_h$ that solves

\[
\begin{align*}
(\tau \Theta^k, \Lambda) - (U^k \Theta^{k-1}, \nabla \Lambda) - \gamma (\nabla \Psi^k, \nabla \Lambda) &= 0, \\
(\Phi^k, \Psi^k) + \varepsilon (\nabla \Theta^k, \nabla \Psi^k) + \frac{1}{\nu} (f(\Theta^{k-1}), \Psi^k) + \frac{1}{\nu} (\delta \Theta^k, \Psi^k) &= 0, \\
(\delta \Psi^k, Z) - B_h^{\nu}(U^k, Z, M^k) + \frac{1}{\nu} (M^k, Z) &= \frac{1}{\nu} (\kappa_{\theta} H^k, Z), \\
(\delta \Phi^k, V) + B_h(U^{k-1}, U^k, V) + (\nu_{\theta} T(U^k), T(V)) - (P^k, \text{div} V) &= \mu_0 B_h^{\nu}(V, H^k, M^k) + \frac{1}{\nu} (\epsilon(k-1) \nabla \Psi^k, V), \\
(Q, \text{div} U^k) &= 0,
\end{align*}
\]

for all $\{u, \Psi, Z, X, V, Q\} \in G_h \times Y_h \times M_h \times X_h \times U_h \times \mathbb{P}_h$. Here the term $\frac{1}{\nu} (\delta \Theta^k, \Psi^k)$ in \[42b\] is a stabilization term with $\eta$ sufficiently small, we have defined $H = \nabla \Phi^k$ in analogy to \[12\] and, finally, we have set $\nu_{\theta} := \nu(\Theta^{k-1})$ and $\kappa_{\theta} := \kappa(\Theta^{k-1})$.

Remark 4.1 (initialization). The initialization proposed in \[41\] is the simplest choice. From the point of view of convergence to strong solutions (a priori error estimates) it is suboptimal (cf. \[24, 95, 32, 29\]). However, this choice has no effect on the stability of the scheme, it only affects the regularity assumed on the initial data.

Proposition 4.1 (discrete energy stability). Let $\{\Theta^k, \Psi^k, M^k, \Phi^k, U^k, P^k\} \in G_h \times Y_h \times M_h \times X_h \times U_h \times \mathbb{P}_h$ solve \[42\]. If $\nabla X_h \subset M_h$, $\eta \leq \varepsilon$ and $\kappa_{\theta} \leq 4$, then we have the following stability estimate

\[
\begin{align*}
s(\Theta^k, \Phi^k, \Theta^k; K) &= \sum_{k=1}^K \left( s(\delta U^k, \delta M^k, \delta \Phi^k, \delta \Theta^k; k) + \tau s(\Phi^k, \Theta^k, \Psi^k; k) \right) \leq s(\Theta^0, \Phi^0, \Theta^0; 0) + \sum_{k=1}^K \tau F(h_k; k),
\end{align*}
\]
where
\[ \delta(U^*, M^*, \Phi^*, \Theta^*; k) = \frac{1}{2} \|U^*\|^2_{L_2} + \frac{\mu_0}{2} \|M^*\|^2_{L_2} + \frac{\mu_0}{2} \|\nabla \Phi^*\|^2_{L_2} + \frac{1}{2} \|\nabla \Theta^*\|^2_{L_2} + \frac{1}{2} (F(\Theta^*), 1), \]
\[ \mathcal{D}_n(\delta U^*, \delta M^*, \delta \Phi^*, \delta \Theta^*; k) = \frac{1}{2} \|\delta U^*\|^2_{L_2} + \frac{\mu_0}{2} \|\delta M^*\|^2_{L_2} + \frac{\mu_0}{2} \|\delta \nabla \Phi^*\|^2_{L_2} + \frac{1}{2} \|\delta \nabla \Theta^*\|^2_{L_2}, \]
\[ \mathcal{D}_p(U^*, M^*, \Phi^*, \Theta^*, \Psi^*; k) = \frac{\mu_0}{2} (1 - \frac{\kappa_0}{\tau}) \|M^*\|^2_{L_2} + \frac{\mu_0}{2\tau} \|\nabla \Phi^*\|^2_{L_2} + \|\sqrt{\kappa_0} T(U^*)\|^2_{L_2} + \frac{\kappa_0}{4} \|\nabla \Psi^*\|^2_{L_2}, \]
\[ \mathcal{F}(h_n; k) = \frac{\mu_0}{\tau} \|h_n\|^2_{L_2} + \frac{\mu_0}{\tau} \int_{t_0}^{t} \|\partial_s h_n(s)\|^2_{L_2} \, ds. \]

Proof. We set \( \Lambda = \frac{2\lambda}{\varepsilon} \eta \), \( Y = \frac{2\lambda}{\varepsilon} \delta \Theta^* \), \( V = 2\tau U^* \), \( Z = 2\tau \mu_0 M^* \), \( Z = 2\tau \mu_0 H^* \), and \( X = \frac{2\mu_0}{\varepsilon} \Phi^* \) in \([42]\).

\[ \begin{align}
(44a) & \quad 2\lambda \varepsilon \|\nabla \Phi^*\|^2_{L_2} - \frac{1}{\varepsilon} (\delta \Theta^*, \nabla \Phi^*) = -\frac{2\lambda}{\varepsilon} (U^* \Theta^*, \nabla \Phi^*), \\
(44b) & \quad \frac{2\lambda}{\varepsilon} \frac{\mu_0}{\varepsilon} \|\nabla \Phi^*\|^2_{L_2} + \frac{1}{\varepsilon} \lambda (\delta \Theta^*, \nabla \Phi^*) + \frac{2\lambda}{\varepsilon} \frac{\mu_0}{\varepsilon} (\Theta^*, \nabla \Phi^*), \\
(44c) & \quad 2(\delta U^*, U^*) + 2\tau \|\sqrt{\kappa_0} T(U^*)\|^2_{L_2} = 2\mu_0 \tau B_m^0(U^*, H^*, M^*) + \frac{2\lambda}{\varepsilon} (\Theta^*, \nabla \Phi^*, U^*), \\
(44d) & \quad 2\mu_0 (\delta M^*, M^*) + \frac{2\mu_0}{\varepsilon} \|M^*\|^2_{L_2} = \frac{2\mu_0}{\varepsilon} (\Theta^*, H^*, M^*), \\
(44e) & \quad \frac{2\mu_0}{\varepsilon} \|\sqrt{\kappa_0} H^*\|^2_{L_2} = 2\mu_0 (\delta M^*, H^*) - 2\mu_0 \tau B_m^0(U^*, H^*, M^*) + \frac{2\mu_0}{\varepsilon} (M^*, H^*), \\
(44f) & \quad \frac{2\mu_0}{\varepsilon} \|\nabla \Phi^*\|^2_{L_2} = \frac{2\mu_0}{\varepsilon} (h_n^L - M^*, \nabla \Phi^*),
\end{align} \]

note that \( H^* = \nabla \Phi^* \in \mathcal{M}_h \) is an admissible test function. Furthermore, observe that the convective terms \( B_m^0(U^*, H^*, M^*) \) and \( B_m^0(U^*, M^*; M^*, M^*) \) vanish in view of [47] and [38] respectively. Adding all the lines of [44], and using (35) for the backward difference operator \( \delta \), we get

\[ \begin{align}
\delta(U^*, M^*, \Phi^*, \Theta^*; k) & = \frac{1}{2} \|U^*\|^2_{L_2} + \mu_0 \|M^*\|^2_{L_2} + \mu_0 \|\nabla \Phi^*\|^2_{L_2} + \lambda \|\nabla \Theta^*\|^2_{L_2} + \mu_0 \|\delta M^*\|^2_{L_2} + \lambda \|\delta \nabla \Theta^*\|^2_{L_2}, \\
(45) & = 2\tau \|\sqrt{\kappa_0} T(U^*)\|^2_{L_2} + \frac{2\mu_0}{\varepsilon} \|M^*\|^2_{L_2} + \frac{2\mu_0}{\varepsilon} \|\sqrt{\kappa_0} H^*\|^2_{L_2} + \frac{2\mu_0}{\varepsilon} \|\nabla \Phi^*\|^2_{L_2}
\end{align} \]

Applying the operator \( \delta \) to (42d) and setting \( X = \Phi^* \) yields

\[ (\delta \nabla \Phi^*, \nabla \Phi^*) = (\delta h_n^L - \delta M^*, \nabla \Phi^*), \]

whence (45) can be rewritten as

\[ \begin{align}
\delta(U^*, M^*, \Phi^*, \Theta^*; k) & = \frac{1}{2} \|U^*\|^2_{L_2} + \mu_0 \|M^*\|^2_{L_2} + \mu_0 \|\nabla \Phi^*\|^2_{L_2} + \lambda \|\nabla \Theta^*\|^2_{L_2} + \mu_0 \|\delta M^*\|^2_{L_2} + \lambda \|\delta \nabla \Theta^*\|^2_{L_2}, \\
(47) & = 2\tau \|\sqrt{\kappa_0} T(U^*)\|^2_{L_2} + \frac{2\mu_0}{\varepsilon} \|M^*\|^2_{L_2} + \frac{2\mu_0}{\varepsilon} \|\sqrt{\kappa_0} H^*\|^2_{L_2} + \frac{2\mu_0}{\varepsilon} \|\nabla \Phi^*\|^2_{L_2}
\end{align} \]

In order to remain only to control the terms \( \frac{2\lambda}{\varepsilon} (\Theta^*, \nabla \Phi^*) + \frac{2\lambda}{\varepsilon} \|\delta \Theta^*\|^2_{L_2} \). This is a standard argument [57], which for the sake of completeness we repeat. In view of Taylor’s formula for \( F(\Theta^*) \) around \( F(\Theta^* - 1) \)

\[ F(\Theta^*) = F(\Theta^* - 1) + \frac{F'(\Theta^*)}{2} (\delta \Theta^*)^2 \]

for some \( \xi \), we invoke the bound (3) to get

\[ \delta F(\Theta^*(k), 1) \leq \frac{1}{2} \|F'(\Theta^*)\|^2 \]

Therefore, if we choose \( \eta \leq \varepsilon \), we can finally estimate (47) as follows:

\[ \begin{align}
\delta(U^*, M^*, \Phi^*, \Theta^*; k) & = \delta(U^*, M^*, \Phi^*, \Theta^*; k) + \mathcal{D}_n(\delta U^*, \delta M^*, \delta \Phi^*, \delta \Theta^*; k) + \tau \mathcal{D}_p(U^*, M^*, \Phi^*, \Theta^*, \Psi^*; k) + \mathcal{F}(h_n; k), \\
(50) & \leq \frac{2\lambda}{\varepsilon} (\Theta^*, H^*, M^*) + \mu_0 (\delta h_n^L, \nabla \Phi^*) + \frac{2\mu_0}{\varepsilon} (h_n^L, \nabla \Phi^*).
\end{align} \]

The rest is a matter of bounding the right hand side using Cauchy-Schwarz and Young’s inequalities with appropriate constants. As in the continuous case, the term \( \frac{2\mu_0}{\varepsilon} (h_n^L, \nabla \Phi^*) \) gives rise to the restriction \( \varepsilon_0 \leq 4 \). Finally,
for the term \( \mu_0 (\partial h_n^k, \nabla \phi^k) \), we resort to the estimate
\[
\left\| \partial h_n^k \right\|_{L^2}^2 \leq \frac{1}{\tau} \int_{t_{k-1}}^{t_k} \left\| \partial_t h_n(s) \right\|_{L^2}^2 ds.
\]
This concludes the proof. \( \square \)

Note that (43) is consistent with (23), except for the term \( \mathcal{D}_n \) of time increments (jumps). The latter is a dissipative term characteristic of the implicit Euler scheme.

4.3. Existence of fixed points: local solvability. Let us establish the local solvability of the numerical scheme (42). To do so we will make use of the well-known Leray-Schauder fixed point theorem [37, p. 280]. As it is usual when invoking this result, the core of the proof is a local (in time) a priori estimate, which very much resembles the arguments of §4.2. Therefore, a few intermediate steps have been eliminated leaving the details to the reader.

**Theorem 4.1** (existence). Let \( h, \tau > 0 \), and let the parameters \( \kappa_0 \) and \( \eta \) satisfy \( \kappa_0 \leq 4 \) and \( \eta \leq \varepsilon \). If \( \nabla \nabla h \subset M_h \), then for all \( k = 1, \ldots, K \) there exists \( \{ \Theta^k, \Psi^k, M^k, \Phi^k, U^k, P^k \} \in G_h \times Y_h \times M_h \times X_h \times U_h \times P_h \) that solves (42). Moreover, any such sequence of solutions satisfies estimate (43).

**Proof.** We define the affine map \( \tilde{x} = \mathcal{L} x \),
\[
\{ \Theta^k, \Psi^k, M^k, \Phi^k, U^k, P^k \} \xrightarrow{\mathcal{L}} \{ \tilde{\Theta}^k, \tilde{\Psi}^k, \tilde{M}^k, \tilde{\Phi}^k, \tilde{U}^k, \tilde{P}^k \},
\]
where the quantities with hats solve of the following variational problem:

\begin{align}
(51a) \quad & \left( \tilde{\Theta}^k - \Theta^k, \Lambda \right) - \left( U^k \Theta^k, \nabla \Lambda \right) - \gamma (\nabla \tilde{\Psi}^k, \nabla \Lambda) = 0, \\
(51b) \quad & \left( \tilde{\Psi}^k, \Upsilon \right) + \frac{1}{\eta} \left( \tilde{\Theta}^k - \Theta^k, \Upsilon \right) + \varepsilon (\nabla \tilde{\Theta}^k, \nabla \Upsilon) + \frac{1}{\varepsilon} (\tilde{\Phi}^k, \Upsilon) = 0, \\
(51c) \quad & \left( \tilde{M}^k - M^k, Z \right) - B^m_h (U^k, Z, \tilde{M}^k) + \frac{1}{\eta} \left( \tilde{M}^k, Z \right) = \frac{1}{\eta} \left( \kappa_0 \tilde{H}^k, Z \right), \\
(51d) \quad & \left( \nabla \tilde{\Phi}^k, \nabla X \right) = \left( h_n^k - \tilde{M}^k, \nabla X \right), \\
(51e) \quad & \left( \tilde{U}^k - U^k, V \right) + \left( \nu_0 T(U^k), T(V) \right) + B_h (U^{k-1}, \tilde{U}^k, V) - \left( \tilde{P}^k, \text{div} V \right) = B^m_h (V, H^k, \tilde{M}^k) + \frac{1}{\varepsilon} \left( \tilde{\Phi}^k - \tilde{\Phi}^k \nabla \tilde{\Psi}^k, V \right), \\
(51f) \quad & \left( \text{div} \tilde{U}^k, Q \right) = 0,
\end{align}

for all \( \{ \Lambda, \Upsilon, Z, X, V, Q \} \in G_h \times Y_h \times M_h \times X_h \times U_h \times P_h \). As always, we set \( \hat{H}^\tau = \nabla \hat{\Phi}^\tau \). Notice that a fixed point of the map \( \mathcal{L} \) is a solution to (42). Let us then show that \( \mathcal{L} \) verifies the assumptions of the Leray-Schauder theorem, namely well-posedness, boundedness, and compactness:

• **Well-posedness.** The operator \( \mathcal{L} \) is clearly well defined. The information follows a top-down path. For a given velocity \( U^k \) the mixed Cahn-Hilliard system (51a)–(51f) is well-defined and widely-studied system which can be reduced to a single positive definite system in terms of the phase (see for instance [86] and references therein). System (51c)–(51d) can be rewritten as follows:

\[
\left( \tilde{M}^k, Z \right) - B^m_h (U^k, Z, \tilde{M}^k) + \frac{1}{\eta} \left( \tilde{M}^k, Z \right) - \frac{1}{\varepsilon} \left( \kappa_0 \hat{H}^k, Z \right) = \left( M^{k-1}, Z \right),
\]
\[
\left( \tilde{M}^k, \nabla X \right) + \left( \nabla \tilde{\Phi}^k, \nabla X \right) = \left( h_n^k, \nabla X \right).
\]

Multiply the second line by \( \frac{\varepsilon}{\nu_0} \) and add both lines. Taking \( Z = \tilde{M}^k \) and \( X = \tilde{\Phi}^k \), and using that \( \hat{H}^k = \nabla \hat{\Phi}^k \), one verifies that the associated bilinear form is coercive, provided \( \kappa_0 \leq 4 \). Once the magnetization problem is solved, we will have the functions \( \tilde{M}^k \) and \( \tilde{\Phi}^k \) which can be used as data for the Stokes problem (51c)–(51f), which is also well posed.

• **Boundedness.** Given \( \alpha \in [0, 1] \), we must verify that all \( \tilde{x} = \{ \tilde{\Theta}^k, \tilde{\Psi}^k, \tilde{M}^k, \tilde{\Phi}^k, \tilde{U}^k, \tilde{P}^k \} \) satisfying \( \frac{1}{\alpha} \tilde{x} = \mathcal{L} \tilde{x} \) can be bounded in terms of the local data \( \{ \Theta^{k-1}, M^{k-1}, \Phi^{k-1}, U^{k-1}, h_n^k \} \) uniformly with respect to \( \alpha \). In other
words, we want to analyze the local boundedness of solutions to the system

\[
\left( \frac{\bar{u}^k - \alpha \bar{u}^{k-1}}{\tau}, \Lambda \right) - (\bar{U}^k \alpha \Theta^{k-1}, \nabla \Lambda) - \gamma (\nabla \bar{\psi}^k, \nabla \Lambda) = 0,
\]

\[
(\bar{u}^k, \bar{Y}) + \frac{1}{\tau} (\bar{\Theta}^k, \bar{Y}) + \varepsilon (\nabla \bar{\Theta}^k, \nabla \bar{Y}) + \frac{\alpha}{\tau} (f(\Theta^{k-1}), \bar{Y}) = \frac{\alpha}{\tau} (\Theta^{k-1}, \bar{Y}),
\]

\[
\left( \frac{\bar{M}^k - \alpha \bar{M}^{k-1}}{\tau}, \bar{Z} \right) - \mathcal{B}_h^m (\bar{U}^k, \bar{Z}, \bar{M}^k) + \frac{1}{\tau} (\bar{M}^k, \bar{Z}) = \frac{1}{\tau} (x_{\Theta} \bar{H}^k, \bar{Z}),
\]

\[
(\nabla \bar{U}^k, \nabla X) = (\alpha \bar{h}_a^k - \bar{M}^k, \nabla X),
\]

\[
\left( \frac{\bar{U}^k - \alpha \bar{U}^{k-1}}{\tau}, \bar{V} \right) + (\mu_0 T(\bar{U}^k), T(\bar{V})) + \mathcal{B}_h (\bar{U}^{k-1}, \bar{U}^k, \bar{V}) - (\bar{p}^k, \nabla \bar{V}) = \mu_0 \mathcal{B}_h^m (\bar{V}, \bar{H}^k, \bar{M}^k)
\]

\[
+ \frac{1}{\varepsilon} (\Theta^{k-2} \nabla \bar{\psi}^k, \bar{V}),
\]

\[
(\nabla \bar{U}^k, Q) = 0.
\]

We now proceed exactly as in Proposition 4.1 (discrete energy stability). We set \( \Lambda = \frac{2\lambda}{\varepsilon} \bar{U}^k, \bar{Y} = \frac{2\lambda}{\varepsilon} \alpha \bar{\Theta}^k, \bar{V} = 2\tau \bar{U}^k, \bar{Z} = 2\tau \mu_0 \bar{M}^k, \bar{X} = 2\tau \mu_0 \bar{H}^k \), and \( \bar{X} = \frac{2\mu_0 \tau}{\varepsilon} \bar{h}_a^k \) in (53), where the operator \( \delta_\alpha \) is defined to be \( \delta_\alpha \bar{p}^k = \bar{p}^k - \alpha \bar{p}^{k-1} \).

Applying the identity (55), we obtain the following variant of (45).

\[
\delta_\alpha \|\bar{U}^k\|_{L^2}^2 + \mu_0 \delta_\alpha \|\bar{M}^k\|_{L^2}^2 + \lambda \delta_\alpha \|\nabla \bar{\psi}^k\|_{H^1}^2 + \|\delta_\alpha \bar{U}^k\|_{L^2}^2 + \mu_0 \|\delta_\alpha \bar{M}^k\|_{L^2}^2 + \lambda \|\delta_\alpha \nabla \bar{\psi}^k\|_{L^2}^2
\]

\[
+ \frac{2\alpha}{\tau} (f(\Theta^{k-1}), \delta_\alpha \bar{\Theta}^k) + \frac{23}{\varepsilon \tau} \|\delta_\alpha \bar{\Theta}^k\|_{L^2}^2 + \frac{2\lambda \mu_0}{\varepsilon \tau} \|\nabla \bar{\psi}^k\|_{L^2}^2
\]

\[
+ 2\tau \|\sqrt{\nu_0} T(\bar{U}^k)\|_{L^2}^2 + \frac{2\mu_0}{\tau} \|\bar{M}^k\|_{L^2}^2 + \frac{2\mu_0}{\tau} \|\sqrt{\nu_0} \bar{H}^k\|_{L^2}^2 + \frac{2\mu_0}{\tau} \|\nabla \bar{\psi}^k\|_{L^2}^2
\]

\[
= \frac{2\mu_0}{\tau} \left( x_{\Theta} \bar{H}^k, \bar{M}^k \right) + 2\mu_0 \left( \delta_\alpha \bar{M}^k, \nabla \bar{\psi}^k \right) + \frac{2\mu_0}{\tau} \left( h_a^k, \nabla \bar{\psi}^k \right).
\]

The argument now differs from that in Proposition 4.1 because we cannot apply \( \delta_\alpha \) to the fourth equation in (53). Instead, setting \( \bar{X} = \alpha \bar{\psi}^k \) yields

\[
\|\nabla \bar{\psi}^k\|_{L^2}^2 = (\alpha \bar{h}_a^k - \bar{M}^k, \nabla \bar{\psi}^k),
\]

whence we can rewrite (54) as follows:

\[
\delta_\alpha \|\bar{U}^k\|_{L^2}^2 + \mu_0 \delta_\alpha \|\bar{M}^k\|_{L^2}^2 + \lambda \delta_\alpha \|\nabla \bar{\psi}^k\|_{H^1}^2 + \|\delta_\alpha \bar{U}^k\|_{L^2}^2 + \mu_0 \|\delta_\alpha \bar{M}^k\|_{L^2}^2 + \lambda \|\delta_\alpha \nabla \bar{\psi}^k\|_{L^2}^2
\]

\[
+ \frac{2\alpha}{\tau} (f(\Theta^{k-1}), \delta_\alpha \bar{\Theta}^k) + \frac{23}{\varepsilon \tau} \|\delta_\alpha \bar{\Theta}^k\|_{L^2}^2 + \frac{2\lambda \mu_0}{\varepsilon \tau} \|\nabla \bar{\psi}^k\|_{L^2}^2
\]

\[
+ 2\tau \|\sqrt{\nu_0} T(\bar{U}^k)\|_{L^2}^2 + \frac{2\mu_0}{\tau} \|\bar{M}^k\|_{L^2}^2 + \frac{2\mu_0}{\tau} \|\sqrt{\nu_0} \bar{H}^k\|_{L^2}^2 + 2\mu_0 (1 + \frac{\tau}{\varepsilon}) \|\nabla \bar{\psi}^k\|_{L^2}^2
\]

\[
= \frac{2\mu_0}{\tau} \left( x_{\Theta} \bar{H}^k, \bar{M}^k \right) + 2\mu_0 \left( \delta_\alpha \bar{M}^k, \nabla \bar{\psi}^k \right) + 2\mu_0 (1 + \frac{\tau}{\varepsilon}) \left( h_a^k, \nabla \bar{\psi}^k \right).
\]

To conclude it remains to bound the right hand side using Cauchy-Schwarz and Young’s inequalities with appropriate constants, use that \( \alpha \leq 1 \), and the bound \( \nu_0 \geq \nu_w \) of (16).

\( \diamond \) Compactness: this is automatically satisfied since we are working with finite dimensional spaces.

Finally, we apply the Leray-Schauder’s theorem to prove the assertion. \( \square \)

4.4. Practical space discretization. Having understood what is required from a Galerkin technique to achieve stability of the scheme (42) we now specify our choices of discrete spaces using finite elements. We assume that \( \Omega \) is convex and \( \Gamma \) is polyhedral, and that we have at hand a quasi-uniform triangulation \( \mathcal{T}_h = \{ T \} \) of \( \Omega \) with meshsize \( h \). As Proposition 4.1 shows, to gain stability it is instrumental to have \( \nabla \mathcal{X}_h \subset \mathbb{M}_h \). Since the space \( \mathcal{X}_h \) is used to approximate the solution of an elliptic problem with Neumann boundary conditions, the simplest choice for \( \mathcal{X}_h \) is a space of continuous piecewise polynomials of degree \( \ell \geq 1 \)

\[
\mathcal{X}_h := \{ X \in \mathcal{C}^0(\Omega) \mid X|_T \in \mathcal{P}_\ell(T), \forall T \in \mathcal{T}_h \} \subset H^1(\Omega).
\]

Therefore, to achieve \( \nabla \mathcal{X}_h \subset \mathbb{M}_h \) we set

\[
\mathbb{M}_h := \{ M \in \mathcal{L}^2(\Omega) \mid M|_T \in [\mathcal{P}_{\ell-1}(T)]^d, \forall T \in \mathcal{T}_h \},
\]
that is $M_h$ must be a space of discontinuous piecewise polynomials of degree $\leq \ell - 1$. Consequently, the trilinear form $B_h^\ell(\cdot, \cdot, \cdot)$ must be defined accordingly, namely

$$
(57) \quad B_h^\ell(U, V, W) = \sum_{T \in T_h} \int_T (U \cdot \nabla)V \cdot W + \frac{1}{2} \text{div} U V \cdot W dx - \sum_{F \in F_h} \left( \frac{\|V\|}{\|W\|} \right) \left( U \cdot n_F \right) dS,
$$

where $F$ denotes an element face, $F^i$ is the set of all internal faces (faces which are not part of the boundary $\Gamma$), and $n_F$ is the normal of the face $F$ which can be chosen arbitrarily. The bulk integrals in (57) are the classical Temam modification of the convective term (20), whereas the face integrals are consistency terms. This discretization of convection for discontinuous finite elements dates back to [28, 29, 31, 58]. From these references it is also known that $B_h^\ell(\cdot, \cdot, \cdot)$ is skew symmetric, that is (38) holds, provided the first argument $U \in H(\text{div})$ and $U \cdot n = 0$ on $\Gamma$.

The choice of the remaining spaces is now straightforward: for $\ell \geq 2$ we set

$$
(58) \quad G_h := \{ \Lambda \in C^0(\Omega) \mid \Lambda \mid_T \in \mathcal{P}_\ell(T) \ \forall \ T \in T_h \},
$$

$$
Y_h := \{ \Upsilon \in C^0(\Omega) \mid \Upsilon \mid_T \in \mathcal{P}_{\ell - 1}(T) \ \forall \ T \in T_h \},
$$

$$
U_h := \{ V \in C^0(\Omega) \mid V \mid_T \in \mathcal{P}_\ell(T)^d \ \forall \ T \in T_h \} \cap H_0^2(\Omega),
$$

$$
\mathcal{P}_h := \{ Q \in L_0^2(\Omega) \mid Q \mid_T \in \mathcal{P}_{\ell - 1}(T) \ \forall \ T \in T_h \}.
$$

The finite element spaces $G_h$, $Y_h$, $M_h$, $X_h$, $U_h$, and $\mathcal{P}_h$ are defined using polynomial spaces $\mathcal{P}_\ell$, of total degree at most $\ell$, usually associated to simplicial elements. However, the fact that the scheme (42) is energy stable is independent of whether we choose simplices or quadrilaterals/hexahedrons. If we replace $\mathcal{P}_\ell$ by $\mathcal{Q}_\ell$ (polynomials of degree at most $\ell$ in each variable) in (55), (56) and (58), we would only need to do minor changes in the choice of polynomial degrees in order to guarantee that the inclusion $\nabla X_h \subset M_h$ holds true. To simplify our exposition we will always assume that our elements are simplicial and develop our theory under this assumption. We will provide remarks describing the required modifications if quadrilaterals are to be used.

We further assume that the pair $(G_h, Y_h)$ is inf-sup stable for a mixed discretization of the bilaplacian. It is well known that using equal-order polynomial spaces for the pair $(G_h, Y_h)$ (as in (58)) is enough to satisfy this condition (cf. [18]).

Some additional definitions follow:

- Let $V$ and $\mathcal{H}$ denote the classical function spaces of divergence-free functions

$$
(59) \quad V = \{ v \in H_0^2(\Omega) \mid \text{div} v = 0 \text{ in } \Omega \},
$$

$$
\mathcal{H} = \{ v \in L^2(\Omega) \mid \text{div} v = 0 \text{ in } \Omega \text{ and } v \cdot n = 0 \text{ on } \Gamma \}.
$$

- We denote by $V_h$ the space of discretely divergence-free functions:

$$
V_h = \{ V \in U_h \mid (Q, \text{div} V) = 0 \ \forall \ Q \in \mathcal{P}_h \}
$$

- Let $\Pi_{V_h} : L^2(\Omega) \rightarrow V_h$ denote the $L^2(\Omega)$ projection operator satisfying:

$$
(60) \quad (\Pi_{V_h} v, V) = (v, V) \ \forall \ V \in V_h
$$

- Similarly, we denote $\Pi_{G_h} : L^2(\Omega) \rightarrow G_h$ the $L^2(\Omega)$ projection operator onto the space $G_h$.

- We define the Stokes projection $(\Pi_s w, \pi_s r) \in U_h \times \mathcal{P}_h$ of $(w, r) \in H_0^1(\Omega) \times L^2(\Omega)$ as the pair that solves

$$
(61) \quad \left\{ \begin{array}{l}
(\nabla \Pi_s w, \nabla V) - (\pi_s r, \text{div} V) = (\nabla w, \nabla V) - (r, \text{div} V) \ \forall \ V \in U_h \\
(Q, \text{div} \Pi_s w) = (Q, \text{div} W) \ \forall \ Q \in \mathcal{P}_h.
\end{array} \right.
$$

which has the following well-known approximation properties (see for instance [40, 49])

$$
(62) \quad \|w - \Pi_s w\|_{L^2} + h\|w - \Pi_s w\|_{H_0^1} + \|r - \pi_s r\|_{L^2} \leq c h^{\ell + 1} \left( \|w\|_{H^{\ell + 1}} + \|r\|_{H^\ell} \right),
$$

for all $(w, r) \in H^{\ell + 1}(\Omega) \times H^\ell(\Omega)$, with $c$ independent of $h$, $w$ and $r$.  


5. Simplification of the model

We can simplify model (14) by eliminating the magnetostatics problem (14d) and setting the effective magnetizing field to be $h := h_a$. The purpose of this section is to explain, at least with an heuristic argument, under which circumstances this is a reasonable physical approximation. The variational formulation for the magnetostatics problem (13) is

\[ \int_\Omega \nabla \varphi \cdot \nabla \chi \, dx = \int_\Omega (h_a - m) \cdot \nabla \chi \, dx \quad \forall \chi \in H^1(\Omega)/\mathbb{R}, \]

and $h = \nabla \varphi$ according to (12). We realize that $h \approx h_a$ provided the magnetization $m$ is small relative to $h_a$. On the other hand, as explained in Section 2, the evolution of the magnetization $h$ is governed by (6) and (7), which imply

\[ \|m - \varkappa_0 h\|_{L^2} \approx 0 \implies m \approx \varkappa_0 h. \]

It thus becomes clear that if $\varkappa_0 \ll 1$ the magnetization $m$ is small, and we can neglect its contribution in (63).

Therefore, a simplification of the model (14) is to discard the Poisson problem (14d) and set $h := h_a$. This will only be physically realistic for ferrofluids with a small susceptibility $\varkappa_0$. Water based ferrofluids subject to slowly varying magnetic fields (and/or small characteristic times $T$) could be modeled under these assumptions, since they usually exhibit a small magnetic susceptibility in the low frequency regime [14] [24]. It is worth mentioning that the simplification $h = h_a$ is not particularly new: it has been used for analytic computations of the Rosensweig model and still retains a significant amount of valid quantitative information as shown for instance in [81, 101, 93]; it has also been suggested in the analysis of stationary configurations of free surfaces of ferrofluids [60].

We consider the following ultra-weak formulation for the model defined by equations (14a), (14b), (14c), (14e), (14f) upon integrating by parts the time derivatives and dealing with test functions that vanish at $t = t_f$: find $(\theta, \psi, m, u) \in L^2((0, t_f); H^1(\Omega)) \times L^2((0, t_f); H^1(\Omega)) \times L^2((0, t_f); L^2(\Omega)) \times L^2((0, t_f); V)$ that satisfy

\[
\begin{align*}
\int_0^{t_f} (\theta, \lambda t) + (\mu t, \nabla \lambda) + \gamma(\nabla \psi, \nabla \lambda) &= (\theta(0), \lambda(0)), \\
\int_0^{t_f} \varepsilon(\nabla \theta, \nabla v) + \frac{1}{\tau} (f(\theta)(v) + (\psi, v) &= 0, \\
\int_0^{t_f} (m, z) + B(u, z, m) - \frac{1}{\varkappa_0} (m, z) &= (m(0), z(0)) + \frac{1}{\varkappa_0} \int_0^{t_f} (\varkappa_0 h, z), \\
\int_0^{t_f} - (u, v) + B(u, u, v) + (\nu_0 T(u), T(v)) &= (u(0), v(0)) + \int_0^{t_f} \mu_0 B(m, h, v) + \frac{1}{\varkappa_0} (\theta \nabla \psi, v),
\end{align*}
\]

for all $\lambda, \nu \in C_0^\infty((0, t_f) \times \Omega)$, $z \in C_0^\infty((0, t_f) \times \Omega)$, $v \in \{w \in C_0^\infty((0, t_f) \times \Omega) \mid div w = 0 \}$ in $\{0 \}$, where now the magnetic field $h$ is not determined by the Poisson problem (14d), but rather $h = h_a$ is a given harmonic (curl-free and div-free) smooth vector field.

5.1. A convergent scheme. We first initialize the system (64) as in (41). We do not discretize (64) directly but rather we compute \{$\Theta^k, \Psi^k, M^k, U^k, P^k$\} $\in G_h \times \Psi_h \times M_h \times U_h \times P_h$ for every $k \in \{1, \ldots, K\}$ that solves

\[
\begin{align*}
\left( \frac{\delta \Theta^k}{\tau}, \Lambda \right) - \left( U^{k-1}, \nabla \lambda \right) - \gamma(\nabla \Psi^k, \nabla \lambda) &= 0, \\
(\Psi^k, \Upsilon) + \varepsilon(\nabla \Theta^k, \nabla \Upsilon) + \frac{1}{\tau} (f(\Theta^k)(\Upsilon) + \frac{1}{\varkappa_0}(\delta \Theta^k, \Upsilon) &= 0, \\
(\frac{\delta M^k}{\tau}, Z) - B_h(U^{k-1}, Z, M^k) + \frac{1}{\varkappa_0}(M^k, Z) &= \frac{1}{\varkappa_0}(\varkappa_0 H^k, Z), \\
(\frac{\delta U^k}{\tau}, V) + B_h(U^{k-1}, U^k, V) + (\nu_0 T(U^k), T(V)) - (P^k, div V) &= \mu_0 B_h(V, H^k, M^k) \\
&+ \frac{1}{\varkappa_0}(\Theta^k, \nabla \psi, V), \\
(\Phi, div U^k) &= 0,
\end{align*}
\]

for all \{$\Lambda, \Upsilon, Z, V, Q$\} $\in G_h \times \Psi_h \times M_h \times U_h \times P_h$. As before, we set $\nu_0 = \nu(\Theta^{k-1})$ and $\varkappa_0 = \varkappa(\Theta^{k-1})$. The magnetic field $H^k$ is given by

\[ H^k := I_{M_h}[h^k], \]

where $I_{M_h}$ was defined in (39). The latter implies that $H^k$ does not jump across interelement boundaries.
The choice of spaces $\mathcal{G}_h$, $\mathcal{Y}_h$, $\mathcal{M}_h$, $\mathcal{U}_h$ and $\mathcal{P}_h$ does need to be made precise now, we will provide a specific construction in Remark 5.5. Right now we only need to say that, in order for (65) to be convergent (in addition to the requirement that the spaces $\mathcal{G}_h$ and $\mathcal{Y}_h$ are stable for a mixed discretization of the bilaplacian, and the LBB compatibility condition (36) for the spaces $\{\mathcal{U}_h, \mathcal{P}_h\}$) we will also require that:

(A1). The pressure space $\mathcal{P}_h$ should be made of discontinuous elements, and it should contain a continuous subspace of degree 1 or higher, such that $\mathcal{P}_h \cap C^0(\Omega) \neq \emptyset$.

(A2). For all $\mathcal{Z} \in \mathcal{M}_h$, we want each space component $\mathcal{Z}^i$ ($i = 1, \cdots, d$) to belong to the same finite element space as the pressure, i.e. we require $\mathcal{M}_h = [\mathcal{P}_h]^d$.

(A3). The Stokes projector $\Pi_h$ (defined in (61)) should guarantee strong convergence in $W^1_\text{adm}$-norm for smooth functions. More precisely, we require that

$$\|\nabla (v - \Pi_h v)\|_{L^\infty} \xrightarrow{h \rightarrow 0} 0 \quad \forall v \in C^0(\Omega).$$

Property (67) cannot be taken for granted for any arbitrary construction (i.e. choice of finite element spaces $\{\mathcal{U}_h, \mathcal{P}_h\}$ and mesh $T_h$). For $d = 2$, a partial list of finite element pairs $\{\mathcal{U}_h, \mathcal{P}_h\}$ and the requirements on the triangulation $T_h$ such that (67) can be guaranteed can be found in [30]. For the case of $d = 3$ see Remark 5.1.

(A4). The $L^2$-projection operator $\Pi_{\mathcal{G}_h}$, is $H^1(\Omega)$-stable, namely

$$\|\nabla \Pi_{\mathcal{G}_h} \lambda\|_{L^2} \leq c \|\lambda\|_{H^1} \quad \forall \lambda \in H^1(\Omega)$$

with $c$ independent of $h$ and $\lambda$. In the context of quasi-uniform meshes the reader can check the classical references [23, 40], and for non quasi-uniform meshes and different norms [20, 26, 13].

(A5). The $L^2$-projection operator $\Pi_{\mathcal{V}_h}$, defined in (60), is $H^1(\Omega)$-stable meaning that

$$\|\nabla \Pi_{\mathcal{V}_h} v\|_{L^2} \leq c \|v\|_{H^1_0} \quad \forall v \in \mathcal{V}$$

with $c$ independent of $h$ and $v$. For the proof of this stability result we refer to [40, 49]. Property (69) can be easily established provided that the pair $\{\mathcal{U}_h, \mathcal{P}_h\}$ admits a Fortin projector with optimal approximation properties in $L^2(\Omega)$. In [45, p. 226] it was proved that such a Fortin operator exists for every LBB stable pair, provided that $\Omega$ is convex or of class $C^{1,1}$.

Using discontinuous pressures (requirement (A1)) allows us to localize the incompressibility constraint (65e) from the Stokes problem to each element, that is

$$\langle Q, \text{div} \mathbf{U}^k \rangle_T = 0 \quad \forall Q \in \mathcal{P}_h, \forall T \in T_h.$$

The constraint $\mathcal{M}_h = [\mathcal{P}_h]^d$ (requirement A2) together with (70) means that:

$$\langle \mathbf{Z}^i, \text{div} \mathbf{U}^k \rangle_T = 0 \quad \forall \mathbf{Z} \in \mathcal{M}_h \quad \forall i = 1, \cdots, d, \forall T \in T_h.$$

Note that (65e) utilizes the definition (57) for the Kelvin force $\mu_0 \mathcal{B}^{\text{adm}}(\mathbf{V}, H^k, M^k)$. However, not all the terms of the trilinear form $\mathcal{B}^{\text{adm}}(\cdot, \cdot, \cdot)$ are used. More precisely, all the jump terms disappear since $[H^k] = 0$ for all $F \in \mathcal{F}^i$, which is a consequence of definition (60). This is a very convenient feature which will greatly simplify the a priori estimates and consistency analysis.

The main difference between schemes (42) and (65), apart from the fact that the Poisson problem for $\Phi^k$ was eliminated, are the new requirements on the spaces $\mathcal{U}_h$, $\mathcal{P}_h$ and $\mathcal{M}_h$. Adapting the arguments of Proposition 4.1 we can show that the scheme (65) is stable, and proceeding as in Theorem 4.1 we can establish existence of solutions. We do this next.

Remark 5.1 (max-norm error estimates for the Stokes projector in three dimensions). The development of max-norm error estimates in three dimensions is rather recent (cf. [39, 44, 27, 40, 38]), and is limited to a handful of finite element pairs $\{\mathcal{U}_h, \mathcal{P}_h\}$, such as the second and third order Taylor-Hood element, and the lowest order Bernardi-Raugel element. All the max-norm estimates reported in [39, 44, 27, 40, 38] use finite element pairs $\{\mathcal{U}_h, \mathcal{P}_h\}$ with continuous velocities combined with continuous pressures, or discontinuous pressures of order zero (piecewise constants), which do not satisfy the assumption (A1) of our list above. We are not aware of max-norm error estimates for stable finite element pairs $\{\mathcal{U}_h, \mathcal{P}_h\}$ using continuous velocities $\mathcal{U}_h$ and higher-order (at least first-order) discontinuous pressures $\mathcal{P}_h$, thus, satisfying (A1).
The rest is just a matter of adding over $k$ from 1 to $K$, applying summation by parts

$$\sum_{k=1}^{K} a^k \delta b^k = a^K b^K - a^0 b^0 - \sum_{k=1}^{K-1} b^k \delta a^{k+1}$$

to $\sum_{k=1}^{K} (\delta M^k, H^k)$, and employing Cauchy-Schwarz and Young’s inequalities with appropriate constants. Estimate (72), in conjunction with arguments similar to those of Theorem 4.1, yield local existence of solutions via the Leray-Schauder’s theorem [37, p. 280].

The mass preserving property (73) can be easily verified by taking $\Lambda = 1$ in (65a). Notice that (73) also implies the following Poincaré-type inequality

$$\|\Theta^k\|_{L^2} \leq c \left( \|\nabla \Theta^k\|_{L^2} + \left| \int_{\Omega} \Theta^k \right| \right) = c \left( \|\nabla \Theta^k\|_{L^2} + \left| \int_{\Omega} \Theta^0 \right| \right).$$

Estimate (74) follows by taking $\Upsilon = 1$ in (65b)

$$\left| \int_{\Omega} \Psi^k \right| \leq \int_{\Omega} |\delta \Theta^k| + |f(\Theta^{k-1})|. $$

To control $\int_{\Omega} |f(\Theta^{k-1})|$ we use (3) together with the bound on $\|\nabla \Theta^k\|_{L^2}$ given in (72) and Poincaré inequality (76), from this we conclude that

$$\max_k \int_{\Omega} \Psi^k \leq c < \infty .$$

Finally, (74) follows by combining (78) with (72). This concludes the proof. □

Remark 5.2 (technical assumption). From now on we will assume that $\int_{\Omega} \Theta^0 = 0$ in order to simplify the presentation.

Remark 5.3 (range of susceptibility). Notice that, in contrast to Proposition 5.1, we do not require that the susceptibility satisfies $x_0 \leq 4$ in Proposition 5.1. This is due to the fact that the magnetic field $H^o$ is part of the problem data. However, as explained at the beginning of this Section, the simplification $h = h_o$ is physically meaningful only for small values of $x_0$. 

\[ \tag{71} \]
Lemma 5.1 (estimates for the discrete time derivatives). The following estimates for $\frac{\delta_\theta^k}{\tau}$ and $\frac{\delta U^k}{\tau}$ hold
\begin{equation}
\|\frac{\delta_\theta^k}{\tau}\|_{L^2(H^*)} + \|\frac{\delta U^k}{\tau}\|_{L^2(V^*)} \leq c < \infty
\end{equation}
with $c$ depending only on $h$ but not on $h$ and $\tau$. Here $H^*$ is the dual of $H^1(\Omega)$ and $V^*$ that of $V$ defined in (59).

Proof. Following (83) we first use definition (60) and stability estimate (69) to obtain
\begin{equation}
\|\delta U^k\|_{V^*} = \sup_{v \in V} \left( \frac{\delta U^k}{\tau}, v \right) = \sup_{v \in V} \left( \frac{\delta U^k}{\tau}, \Pi_{V_h}[v] \right) \lesssim \sup_{v \in V} \left\| \Pi_{V_h}[v] \right\|_{H_0^1(\Omega)}.
\end{equation}
We next utilize (65d) and definition (57) to get
\begin{align*}
\|\frac{\delta U^k}{\tau}\|_{V^*} \lesssim \|\nabla U^k\|_{L^2} + \|U^{k-1}\|_{L^2} \|U^k\|_{L^2} + \|\text{div} U^k\|_{L^2} \|U^k\|_{L^3} \\
+ \|\nabla H^k\|_{L^2} \|M^k\|_{L^2} + \|H^{k-1}\|_{L^2} \|H^k\|_{L^2} + \|\Theta^{k-1}\|_{L^2} \|\nabla \psi^k\|_{L^2}.
\end{align*}
We employ estimate (72) and the interpolation inequality
\begin{equation}
\|U^k\|_{L^3} \leq \|U^k\|_{L^2}^{1/3} \|U^k\|_{L^6}^{2/3} \lesssim \|U^k\|_{L^2}^{1/3} \lesssim \|\nabla U^k\|_{L^2},
\end{equation}
to deduce that
\begin{align*}
\|\frac{\delta U^k}{\tau}\|_{V^*} \lesssim \|\nabla U^k\|_{L^2} + \|\nabla U^{k-1}\|_{L^2}^{3/2} + \|\nabla U^{k-1}\|_{L^2}^{3/2} + \|M^k\|_{L^2} + \|\psi^k\|_{L^2} \\
\lesssim \left( \|\nabla U^k\|_{L^2}^4 + \|\nabla U^{k-1}\|_{L^2}^4 \right)^{1/2} + \|\nabla U^{k-1}\|_{L^2}^4 + \|M^k\|_{L^2}^4 + \|\psi^k\|_{L^2}^4 \right)^{1/2}.
\end{align*}
Raise (81) to the power 4/3, multiply by $\tau$, add in time, and resort to (72) to get the desired estimate on $\tau^{-1} \delta U^k$.

For the term $\|\frac{\delta_\theta^k}{\tau}\|_{L^2(H^*)}$ we proceed analogously, this time using (65a) and (68):
\begin{align*}
\|\frac{\delta_\theta^k}{\tau}\|_{H^*} = \sup_{\Lambda \in H^1(\Omega)} \left( \frac{\delta_\theta^k}{\tau}, \Lambda \right)_{H^*} \lesssim \sup_{\Lambda \in H^1(\Omega)} \left( \frac{\delta_\theta^k}{\tau}, \Pi_{Gh}[\Lambda] \right)_{H^*} \\
\lesssim \|U^k\|_{H^1} \|\Theta^{k-1}\|_{L^1} + \|\psi^k\|_{L^1} \lesssim \|\nabla U^k\|_{L^2} + \|\psi^k\|_{L^2},
\end{align*}
here we have used the Sobolev embedding inequality in three dimensions, the equivalence between $\|\Theta^k\|_{H^1}$ and $\|\nabla \Theta^k\|_{L^2}$ given by the Poincaré inequality (76), and the fact that $\|\nabla \Theta^k\|_{L^2}$ is bounded in view of estimate (72). We finally square (82) and add over $k$ to get the desired estimate for $\tau^{-1} \delta_\theta^k$.

5.2 Convergence. We want to show that solutions generated by the scheme (65) converge to the ultra-weak solutions of (64). The proof relies on classical compactness arguments. We first need the (already proved) basic energy estimates, and then the estimates on the time derivatives in dual norms. Applying Aubin’s lemma we can establish existence of strongly convergent subsequences in $L^2(L^2)$ norms, which is enough to pass to the limit in each term. The construction combines some elements from both (53) and (67).

The scheme (65) generates a sequence of functions $\{\Theta^k, \psi^k, M^k, U^k, P^k\}$ corresponding to the nodes $\{t_k\}_{k=0}^K$ rather than space-time functions. In addition, the scheme (65) does not have a variational structure in time. In order to reconcile these differences we rewrite scheme (65) as a space-time variational formulation. For this purpose, we start by defining the functions $\Theta_{h\tau}, \psi_{h\tau}, M_{h\tau}, U_{h\tau}, P_{h\tau}$ such that
\begin{equation}
\Theta_{h\tau} = \Theta^k, \psi_{h\tau} = \psi^k, M_{h\tau} = M^k, U_{h\tau} = U^k, P_{h\tau} = P^k \forall t \in (t_{k-1}, t_k), \quad k = 1, \ldots, K,
\end{equation}
which are piecewise constant in time. Note that these functions are discontinuous in time, but their point values are well defined, in particular they are left-continuous at the nodes $\{t_k\}_{k=0}^K$ for instance:
\begin{equation}
U^k = U_{h\tau}(t_k) = \lim_{t \downarrow t_k} U_{h\tau}(t) \quad \forall 0 \leq t \leq K.
\end{equation}
Given a finite element space $A_h$, say either $G_h, Y_h, M_h, U_h$ or $P_h$, we define the space-time finite element space $\mathcal{A}_{h\tau}$ as
\begin{equation}
\mathcal{A}_{h\tau} := \left\{ A_{h\tau} \in L^2(0, t_F; A_h) \mid A_{h\tau}|_{(t_{k-1}, t_k)} \in A_h \otimes P_0((t_{k-1}, t_k)), \quad 1 \leq k \leq K \right\},
\end{equation}
To interpret (65) variationally, we multiply each equation by $\tau$ and add over $k$ using (75). We end up with the following discrete version of (64): find $\{\Theta_{h\tau}, \Psi_{h\tau}, M_{h\tau}, U_{h\tau} \} \in G_{h\tau} \times Y_{h\tau} \times M_{h\tau} \times U_{h\tau} \times P_{h\tau}$ satisfying the system of equations

$$
(85a) \quad (\Theta_{h\tau}(t_F), \Lambda_{h\tau}(t_F)) - \int_0^{t_F-\tau} \left( \Theta_{h\tau}, \Lambda_{h\tau}(\cdot - \tau), \nabla \Lambda_{h\tau} \right) + \gamma(\nabla \Psi_{h\tau}, \nabla \Lambda_{h\tau}) = (\Theta_{h\tau}(0), \Lambda_{h\tau}(0)),
$$

$$
(85b) \quad \int_0^{t_F} \left( \Psi_{h\tau}, Y_{h\tau} \right) + \frac{1}{\eta} (\Theta_{h\tau} - \Theta_{h\tau}(\cdot - \tau), Y_{h\tau}) + \varepsilon(\nabla \Theta_{h\tau}, \nabla Y_{h\tau}) + \frac{1}{\varepsilon}(\Theta_{h\tau}(\cdot - \tau), Y_{h\tau}) = 0,
$$

$$
(85c) \quad (M_{h\tau}(t_F), Z_{h\tau}(t_F)) - \int_0^{t_F-\tau} \left( M_{h\tau}, Z_{h\tau}(\cdot - \tau) - Z_{h\tau}(0) \right) - \int_0^{t_F} B_h^m(U_{h\tau}, Z_{h\tau}, M_{h\tau})
\quad - \frac{1}{\varepsilon} (M_{h\tau}, Z_{h\tau}) = (M_{h\tau}(0), Z_{h\tau}(0)) + \frac{1}{\varepsilon} \int_0^{t_F} (\nu_0 H_{h\tau}, Z_{h\tau}),
$$

$$
(85d) \quad (U_{h\tau}(t_F), V_{h\tau}(t_F)) - \int_0^{t_F-\tau} \left( U_{h\tau}, V_{h\tau}(\cdot - \tau) - V_{h\tau}(0) \right)
\quad + \int_0^{t_F} (\nu_0 T(U_{h\tau}), T(V_{h\tau})) + B_h(U_{h\tau}, U_{h\tau}, V_{h\tau}) - (P_{h\tau}, \text{div} V_{h\tau})
\quad = (U_{h\tau}(0), V_{h\tau}(0)) + \mu_0 \int_0^{t_F} B_h^m(V_{h\tau}, H_{h\tau}, M_{h\tau}) + \frac{1}{\varepsilon} (\Theta_{h\tau}(\cdot - \tau) \nabla \Psi_{h\tau}, V_{h\tau}),
$$

$$
(85e) \quad \int_0^{t_F} (Q_{h\tau}, \text{div} U_{h\tau}) = 0,
$$

for every $\{Y_{h\tau}, \Lambda_{h\tau}, Z_{h\tau}, V_{h\tau}, Q_{h\tau} \} \in G_{h\tau} \times Y_{h\tau} \times M_{h\tau} \times U_{h\tau} \times P_{h\tau}$, where $\cdot + \tau$ and $\cdot - \tau$ denote positive and negative shifts in time of size $\tau$. Expressions (83)--(85) are the reinterpretation of the Backward-Euler method as a zero-order discontinuous Galerkin scheme (see for instance [32, 97, 68, 95]). The difference between (65) and (85) is merely cosmetic, since they are equivalent formulations of the same scheme, but clearly (85) has the right structure if we want to compare it with (64). Note also that the choice of half-open intervals $(t_{k-1}, t_k]$ in (83), leading to the left-continuity (84), is consistent with upwinding fluxes (i.e. we chose traces from the direction where information is coming from, which is also consistent with causality).

**Lemma 5.2 (weak convergence).** The family of functions $\{\Theta_{h\tau}, \Psi_{h\tau}, M_{h\tau}, U_{h\tau} \}_{h, \tau > 0}$ defined in (83) have the following convergence properties:

$$
\Theta_{h\tau} \overset{h, \tau \to 0}{\longrightarrow} \theta^*, \Psi_{h\tau} \overset{h, \tau \to 0}{\longrightarrow} \psi^*, M_{h\tau} \overset{h, \tau \to 0}{\longrightarrow} m^*, U_{h\tau} \overset{h, \tau \to 0}{\longrightarrow} u^* \in L^\infty(0, t_F; L^2(\Omega)),
$$

for some functions $\theta^*, \psi^*, m^*$ and $u^*$. Here $\overset{\longrightarrow}{\longrightarrow}$ denotes weak-star convergence.

**Proof.** The proof is a direct consequence of Proposition 5.1, definition (83), and the Banach-Alaoglu theorem. □

Note that these modes of convergence are not strong enough to pass to the limit in every term of (85), so that the weak limits $\theta^*, \psi^*, m^*$ and $u^*$ of the previous lemma might not necessarily be solutions of (64). In order to improve these estimates we will use the classical Aubin-Lions Lemma in the following form [64].

**Lemma 5.3 (Aubin-Lions).** Let $B_0, B$ and $B_1$ denote three Banach spaces such that

$$
B_0 \subset B \subset B_1,
$$

with $B_0$ and $B_1$ being reflexive, and $B_0 \subset \subset B$. We define the space $W$

$$
W = \{ w \mid w \in L^{p_0}(0, t_F; B_0), w_t \in L^{p_1}(0, t_F; B_1) \},
$$
with $1 < p_0, p_1 < \infty$, endowed with the following norm

$$
\| w \|_W = \| w \|_{L^{p_0}(0, t_F; B_0)} + \| w_t \|_{L^{p_1}(0, t_F; B_1)}.
$$

Then, the space $W$ is compactly embedded in $L^{p_0}(0, t_F; B)$.

**Lemma 5.4** (strong $L^2(0, t_F; L^2(\Omega))$ convergence). The family of functions $\{\Theta_{hT}, U_{hT}\}_{h, T > 0}$ defined in (83) has the following additional convergence properties:

$$
\Theta_{hT} \xrightarrow{h, T \to 0} \theta^* \text{ in } L^2(0, t_F; L^2(\Omega)),
$$

$$
U_{hT} \xrightarrow{h, T \to 0} u^* \text{ in } L^2(0, t_F; L^2(\Omega)),
$$

for some functions $\theta^*$ and $u^*$.

**Proof.** We would like to apply the estimates from Proposition 5.1 and Lemmas 5.1 and 5.3 directly to the family of functions $\{\Theta_{hT}, U_{hT}\}_{h, T > 0}$. However, this is not possible because they are discontinuous functions in time. Therefore, we define the auxiliary functions $\hat{\Theta}_{hT}$ and $\hat{U}_{hT}$ by:

$$
\hat{\Theta}_{hT} = \ell_{k-1}(t)\Theta^{k-1} + \ell_k(t)\Theta^k \quad \forall t \in (t_{k-1}, t_k],
$$

$$
\hat{U}_{hT} = \ell_{k-1}(t)U^{k-1} + \ell_k(t)U^k \quad \forall t \in (t_{k-1}, t_k],
$$

where $\ell_{k-1}(t) = (t_k - t)/\tau$ and $\ell_k(t) = (t - t_{k-1})/\tau$. Since $\hat{\Theta}_{hT}$ and $\hat{U}_{hT}$ are continuous functions in time, we have:

- The functions $\hat{U}_{hT}$ and $\hat{\Theta}_{hT}$ converge strongly to some $u^*$ and $\theta^*$ in the $L^2(L^2)$ norm, i.e.

$$
\| \hat{U}_{hT} - u^* \|_{L^2(0, t_F; L^2)} + \| \hat{\Theta}_{hT} - \theta^* \|_{L^2(0, t_F; L^2)} \xrightarrow{h, T \to 0} 0. \quad (86)
$$

This is a direct consequence of Proposition 5.1 and an application of Lemma 5.3.

- The previous bullet implies that $U_{hT}$ and $\Theta_{hT}$ also converge strongly to the same limits $u^*$ and $\theta^*$ in the $L^2(L^2)$ norm. For the velocity $U_{hT}$, this is easy to show using the triangle inequality

$$
\| U_{hT} - u^* \|_{L^2(0, t_F; L^2)} \leq \| U_{hT} - \hat{U}_{hT} \|_{L^2(0, t_F; L^2)} + \| \hat{U}_{hT} - u^* \|_{L^2(0, t_F; L^2)}.
$$

and the fact that both terms tend to zero, the second because of (86) and the first in view of the property

$$
\| U_{hT} - \hat{U}_{hT} \|_{L^2(0, t_F; L^2)}^2 = \sum_{k=1}^{K} \| \delta U^k \|_{L^2}^2.
$$

and estimate (72). The same argument applies to the phase field $\Theta_{hT}$.

This completes the proof. \qed

At this point we are in the position to show the main convergence result.

**Theorem 5.1** (convergence). The family of functions $\{\Theta_{hT}, \Psi_{hT}, M_{hT}, U_{hT}\}_{h, T > 0}$, defined in (83) has the following convergence properties

$$
\Theta_{hT} \xrightarrow{h, T \to 0} \theta^* \text{ in } L^2(0, t_F; L^2(\Omega)),
$$

$$
\Theta_{hT} \xrightarrow{h, T \to 0} \theta^* \text{ in } L^2(0, t_F; H^1(\Omega)),
$$

$$
\Psi_{hT} \xrightarrow{h, T \to 0} \psi^* \text{ in } L^2(0, t_F; H^1(\Omega)),
$$

$$
M_{hT} \xrightarrow{h, T \to 0} m^* \text{ in } L^2(0, t_F; L^2(\Omega)),
$$

$$
U_{hT} \xrightarrow{h, T \to 0} u^* \text{ in } L^2(0, t_F; L^2(\Omega)),
$$

$$
U_{hT} \xrightarrow{h, T \to 0} u^* \text{ in } L^2(0, t_F; H^1(\Omega)),
$$

where $\{\theta^*, \psi^*, m^*, u^*\} \in L^2(0, t_F; H^1(\Omega)) \times L^2(0, t_F; H^1(\Omega)) \times L^2(0, t_F; L^2(\Omega)) \times L^2(0, t_F; H^1(\Omega))$ is an ultra-weak solution, namely it satisfies (64).
Proof. The modes of convergence (weak or strong and their norm) in (87) are a consequence of Lemmas 5.2 and 5.4. It only remains to show that weak limits \( \theta^*, \psi^*, m^* \) and \( u^* \) are solutions of the variational problem (64).

For this purpose we set \( \{ \Lambda_{h^*}, \Psi_{h^*}, Z_{h^*}, V_{h^*} \} \) to be the space-time interpolants/projections of the smooth test functions \( \{ \lambda, \psi, z, v \} \) of the variational formulation (64):

\[
\Lambda_{h^*} := I_{G^*}[\lambda^k], \quad \Psi_{h^*} := I_{G^*}[\psi^k], \quad Z_{h^*} := I_{G^*}[z^k], \quad V_{h^*} := \Pi_s[\nu^k], \quad \forall t \in (t_{k-1}, t_k].
\]

Note that we employ the Stokes projector \( \Pi_s[\nu^k] \) as a discrete test function \( V_{h^*} \), which means that we test with discretely divergence-free functions. Inserting these discrete test functions into (85) we get:

\[
\begin{aligned}
(89a) & \quad - \int_0^{t_F} \left( \theta_{h^*}, \frac{\Lambda_{h^*}(t) - \Lambda_{h^*}(t_0)}{t} \right) \rightarrow \frac{h_{t_0}}{h_{t_F}} \left( \theta^*, \Lambda_t \right), \\
(89b) & \quad \int_0^{t_F} \left( \Psi_{h^*}, \Psi_{h^*} \right) + \frac{1}{q} \left( \theta_{h^*} - \theta_{h^*}(t - \tau), \Psi_{h^*} \right) + \varepsilon \left( \nabla \theta_{h^*}, \nabla \Psi_{h^*} \right) + \frac{1}{q} \left( f(\theta_{h^*}(t - \tau)), \Psi_{h^*} \right) = 0, \\
(89c) & \quad \int_0^{t_F} \left( M_{h^*}, Z_{h^*} \right) - \frac{h_{t_0}}{h_{t_F}} \left( M^*, Z_t \right) = \left( M_{h^*}(t_0), Z_{h^*}(t_0) \right) + \frac{1}{q} \int_0^{t_F} \left( \varepsilon \theta \mathbf{H}_{h^*}, Z_{h^*} \right), \\
(89d) & \quad \int_0^{t_F} \left( U_{h^*}, V_{h^*} \right) \rightarrow \frac{h_{t_0}}{h_{t_F}} \left( U^*, \nu_t \right) + \int_0^{t_F} \left( \nu \mathbf{T} \left( U_{h^*}, V_{h^*} \right) \right) + B_h \left( U_{h^*}, U_{h^*}, V_{h^*} \right) - \left( P_{h^*}, \nabla V_{h^*} \right) \\
& \quad = \left( U_{h^*}(t_0), V_{h^*}(t_0) \right) + \frac{h_{t_0}}{h_{t_F}} \left( B_h \left( V_{h^*}, H_{h^*}, M_{h^*} \right) \right) + \frac{1}{q} \left( \theta_{h^*}(t - \tau), \nabla \Psi_{h^*}, V_{h^*} \right), \\
(89e) & \quad \int_0^{t_F} \left( Q_{h^*}, \nabla U_{h^*} \right) = 0,
\end{aligned}
\]

where the terms evaluated at time \( t = t_F \) have disappeared because of the compact support of the test functions \( \{ \lambda, \psi, z, v \} \). Note also that the pressure term of the Navier Stokes equation has vanished as well, which is a consequence of the definition (88) of the discrete test function \( V_{h^*} := \Pi_s[\nu^k] \) for all \( t \in (t_{k-1}, t_k] \) involving the Stokes projector \( \Pi_s \) defined in (61). Now we will pass to the limit term by term in (89):

\( \diamond \) Time derivatives. The convergence of the following three terms is straightforward

\[
\begin{aligned}
&- \int_0^{t_F} \left( \theta_{h^*}, \frac{\Lambda_{h^*}(t) - \Lambda_{h^*}(t_0)}{t} \right) \rightarrow \frac{h_{t_0}}{h_{t_F}} \left( \theta^*, \Lambda_t \right), \\
&- \int_0^{t_F} \left( M_{h^*}, Z_{h^*} \right) \rightarrow \frac{h_{t_0}}{h_{t_F}} \left( M^*, Z_t \right), \\
&- \int_0^{t_F} \left( U_{h^*}, V_{h^*} \right) \rightarrow \frac{h_{t_0}}{h_{t_F}} \left( U^*, \nu_t \right),
\end{aligned}
\]

because of the weak \( L^2(L^2) \) convergence of \( \theta_{h^*}, M_{h^*} \) and \( U_{h^*} \), and the strong convergence of the finite differences \( \Lambda_{h^*}(t) - \Lambda_{h^*}(t_0), Z_{h^*}(t) - Z_{h^*}(t_0) \) and \( V_{h^*}(t) - V_{h^*}(t_0) \) guaranteed by the regularity of the test functions.

\( \diamond \) Convective terms. We start with the convective term of (89a)

\[
\int_0^{t_F} \left( U_{h^*} \theta_{h^*}(t - \tau), \nabla \Lambda_{h^*} \right) \rightarrow \frac{h_{t_0}}{h_{t_F}} \left( u^* \theta^*, \nabla \lambda \right)
\]

for which the convergence modes in (87) are more than enough: for \( U_{h^*} \) and \( \theta_{h^*} \) we just need one weak and one strong convergence in \( L^2(L^2) \), and the strong \( L^\infty \)-convergence of \( \nabla \Lambda_{h^*} \) guaranteed by (40) and the regularity of the test function \( \lambda \).

We continue with the convective term of (89c). Using definition (57) we get

\[
\int_0^{t_F} B^m_h \left( U_{h^*}, Z_{h^*}, M_{h^*} \right) = \int_0^{t_F} \sum_{T \in T_h} \int_T \left( \left( U_{h^*} \cdot \nabla \right) Z_{h^*} \cdot M_{h^*} + \frac{1}{2} \nabla U_{h^*} Z_{h^*} \cdot M_{h^*} \right)
\]
Note that the consistency terms with the jumps have disappeared since \(\|Z_{h}\|_{F} = 0\) for all \(F \in \mathcal{F}\), which is a consequence of definitions \(93\) and \(88\). Passage to the limit of the first part of \(90\), that is
\[
\int_{0}^{t_F} \sum_{T \in \mathcal{T}_h} \int_{T} (U_{h,T} \cdot \nabla)Z_{h,T} \cdot M_{h,T} \xrightarrow{h,\tau \to 0} \int_{0}^{t_F} \mathcal{B}(u^{*}, z, m^{*}),
\]
is carried out using the strong \(L^2(L^2)\) convergence of \(U_{h,T}\), the weak \(L^2(L^2)\) convergence of \(M_{h,T}\) and the strong \(L^\infty\)-convergence of \(\nabla Z_{h,T}\) guaranteed by \(40\). By consistency, we need the second part of \(90\) to vanish when \(h, \tau \to 0\). In view of the local orthogonality property \(71\), we obtain
\[
\int_{0}^{t_F} \sum_{T \in \mathcal{T}_h} \int_{T} \frac{1}{2} \text{div} U_{h,T} Z_{h,T} \cdot M_{h,T} = \int_{0}^{t_F} \sum_{T \in \mathcal{T}_h} \int_{T} \frac{1}{2} \text{div} U_{h,T} (Z_{h,T} - (Z_{h,T})_{T}) \cdot M_{h,T},
\]
where \((Z_{h,T})_{T} = \frac{1}{|T|} \int_{T} Z_{h,T}\). Invoking the uniform bounds on \(U_{h,T}\) and \(M_{h,T}\) already proved in Proposition 5.1 (properties of the scheme), and the regularity of the test function \(z\), we deduce
\[
\int_{0}^{t_F} \sum_{T \in \mathcal{T}_h} \int_{T} |\text{div} U_{h,T} Z_{h,T} \cdot M_{h,T}| \lesssim \|\nabla U_{h,T}\|_{L^{2}(0, t_F; L^{2})} h \|\nabla Z\|_{L^{\infty}(0, t_F; L^{\infty})} \|M_{h,T}\|_{L^{2}(0, t_F; L^{2})} \xrightarrow{h,\tau \to 0} 0.
\]

Passage to the limit of the convective term in \(89d\) follows standard procedures and its treatment can be found in other works such as \(94, 71\).

\(\diamond\) For the Kelvin force in \(89d\), using again definition \(57\), we get
\[
\int_{0}^{t_F} \mathcal{B}^m_h(V_{h,T}, H_{h,T}, M_{h,T}) = \int_{0}^{t_F} \sum_{T \in \mathcal{T}_h} \left( |(V_{h,T} \cdot \nabla)H_{h,T} \cdot M_{h,T} + \frac{1}{2} \text{div} V_{h,T} H_{h,T} \cdot M_{h,T}| \right).
\]

Arguments similar to those used in \(91\) show that the second term tends to zero, this time by adding a term of the form \((H_{h,T})_{T} \cdot M_{h,T}\). For the first term we exploit the weak \(L^2(L^2)\) convergence of \(M_{h,T}\), the strong \(L^2(H^1)\) convergence of \(H_{h,T}\), the strong \(L^\infty\) convergence the test function \(V_{h,T}\), and the fact that \(\nabla h = \nabla h^T\) (because \(\text{curl} h = 0\)). This is all what we need to pass to the limit
\[
\int_{0}^{t_F} \mathcal{B}^m_h(V_{h,T}, H_{h,T}, M_{h,T}) \xrightarrow{h,\tau \to 0} \int_{0}^{t_F} \int_{\Omega} (\nu \cdot \nabla)h m^{*} = \int_{0}^{t_F} \int_{\Omega} (m^{*} \cdot \nabla)h.
\]

\(\diamond\) Stabilization. To show that the stabilization term in \(89b\) vanishes in the limit
\[
\int_{0}^{t_F} \frac{1}{2} (\Theta_{h,T} - \Theta_{h,T}(\cdot - \tau), \mathcal{Y}_{h,T}) = \frac{1}{2} \sum_{k=1}^{K} \tau \langle \delta \Theta^k, \mathcal{Y}^k \rangle \lesssim \frac{1}{2} \sum_{k=1}^{K} \tau \|\delta \Theta^k\|_{L^2}^2 + \frac{1}{2} \sum_{k=1}^{K} \|\mathcal{Y}^k\|_{L^2}^2 \lesssim \tau^{1/2},
\]
we resort to the stability estimate \(72\) and Poincaré inequality \(71\).

\(\diamond\) Dissipation. The only critical term left in \(89d\) is \(\int_{0}^{t_F} (\nu_{\theta} T(U_{h,T}), T(V_{h,T}))\). Passage to the limit
\[
\int_{0}^{t_F} (\nu_{\theta} T(U_{h,T}), T(V_{h,T})) \xrightarrow{h,\tau \to 0} \int_{0}^{t_F} (\nu_{\theta} \cdot T(u^{*}), T(v))
\]
uses strong \(L^2(L^2)\) convergence of \(\theta^{*}\), the Lipschitz continuity property of \(\nu_{\theta}\), the weak \(L^2(L^2)\) convergence of \(\nabla U_{h,T}\), and the strong \(L^\infty\) convergence of \(\nabla V_{h,T}\) from assumption \(57\).

The remaining terms require little or no explanation, or the passage to the limit can be found in other works such as \(53, 65, 43\). This completes the proof. \(\square\)

**Remark 5.4** (stabilization). For the sake of simplicity, we have presented the numerical scheme \(65\) without any form of stabilization (upwinding). Unlike Continuous Galerkin methods, DG schemes do not need any form additional numerical stabilization in order to work. However without some form of linear stabilization they will deliver sub-optimal convergence rates to smooth solutions (see for instance \(29\)). Numerical stabilization can be considered by adding the term
\[
S_{h}^{\text{up}}(U^{k}, M^{k}, Z) = \frac{1}{2} \sum_{F \in \mathcal{F}} \int_{F} |U^{k} \cdot n_{F}| \|M^{k}\| \cdot |Z| dS
\]
to the left-hand side of \(65c\). With such a modification all the results presented above remain unchanged.
Remark 5.5 (choice of finite element spaces). Now we specify a set of finite element spaces which satisfy the key assumptions required in the proof of convergence of scheme (65). In space dimension two, the spaces $G_h$ and $Y_h$ can be the same as those defined in [58], while the pair $\{U_h, P_h\}$ can be chosen as
\[
U_h = \left\{ U \in C^0(\Omega) \mid U|_T \in [P_2(T) \oplus \text{Span } B(T)]^d \forall T \in T_h \right\} \cap H_0^1(\Omega),
\]
\[
P_h = \left\{ Q \in L^2(\Omega) \mid Q|_T \in P_1(T), \forall T \in T_h \right\},
\]
where $B(T) = \prod_{i=1}^{d+1} \lambda_i$ is the cubic bubble function and $\{\lambda_i\}_{i=1}^{d+1}$ are the barycentric coordinates. This finite element pair is known as enriched Taylor-Hood element and it is well known to be LBB stable (cf. [32]) in space dimension two. Approximation (convergence) properties of the Stokes projector in $L^\infty$-norm (guaranteeing that assumption (67) holds true) for this finite element pair were established in [30]. In space dimension three, the reader could consider using again the finite element spaces $G_h$ and $Y_h$ defined in [58] and the second-order Bernardi-Raugel element (see [10, p. 148]) which uses $P_1$ discontinuous elements for the pressure space, but the convergence assumption (67) is to be verified. In every case, the magnetization space $M_h$ should be set to be $M_h := [P_h]^d$.

6. Numerical Experiments

Let us now explore model (14) and scheme (42) with a series of examples. The main goal of these experiments is to assess the robustness of scheme (42) and to demonstrate the ability of the model to capture some well-known phenomena observed in real ferrofluids.

6.1. General considerations. In all the experiments we consider the gradient of the potential of a point dipole $\nabla \phi_s$ as a prototype for an applied magnetizing field where

\[
\phi_s(x) = \frac{d \cdot (x_s - x)}{|x_s - x|^3},
\]

$|d| = 1$ indicates the direction of the dipole, and $x_s = (x_s, y_s, z_s) \in \mathbb{R}^3$ is its location. It is clear that $\text{curl } \nabla \phi_s = 0$, and it is straightforward to verify that $\text{div } \nabla \phi_s = \Delta \phi_s = 0$ for every $x \neq x_s$, so that $\nabla \phi_s$ defines a harmonic vector field. This is a physical requirement in the context of non-conducting media: a magnetic field must satisfy the equations of magnetostatics, which boils down to $h_a$ being harmonic (both curl and div-free).

Formula (95), however, is intrinsically three dimensional [51]. For this reason, we consider an alternative definition which leads to a two-dimensional harmonic vector field in $\mathbb{R}^2$:

\[
\phi_s(x) = \frac{d \cdot (x_s - x)}{|x_s - x|^2},
\]

where now $d, x, x_s \in \mathbb{R}^2$. In all our numerical experiments we will use linear combinations of dipoles as applied magnetizing field $h_a$:

\[
h_a = \sum_s \alpha_s \nabla \phi_s.
\]

On the other hand, in order to carry out meaningful computations of phase-field models it is crucial to resolve the transition layer, otherwise artificial spurious oscillations may arise (cf. [17, 31, 19]). Even in the context of two-dimensional simulations, using for instance $\varepsilon = 0.01$, and resolving the transition layer of thickness $\varepsilon$ by means of uniform meshes (say for instance, using $h = 10^{-3}$) can turn out to be prohibitively expensive and slow. If we want to obtain results in a timely fashion, computations of phase-field models claiming to have any practical value do invariably need some form of adaptivity. Our work is no exception, and for that reason we use adaptivity in space. This entails using graded meshes and coarsening, the latter not being covered by the theory developed in this paper; we refer to [15, 55].

The implementation is carried out with the help of the deal.II library [11, 12]. In particular the parallel-adaptive framework discussed in [10, 48] has been extensively used in this work. Regarding error indicators we resort to the simplest element indicator $\eta_T$ [54]:

\[
\eta_T^2 = h_T \int_{\partial T_h} \left| \frac{\partial \phi_s}{\partial n} \right|^2 dS \forall T \in T_h.
\]

Computationally, it is well-known that (98) performs reasonably well for second order elliptic and parabolic problems. This error indicator is already implemented in the library deal.II, being that the main reason for its selection. From a mathematical point of view, using (98) is questionable, since residual a posteriori error indicators
for phase-field models (Allen-Cahn and Cahn-Hilliard) have been an area of major research; the interested reader can check [55] and references therein. The marking strategy follows the Dörfler (or bulk chasing) approach, which in this time dependent context requires both marking for refinement and coarsening (a judiciously small fraction). The mesh is refined-coarsened once every 5 time steps.

6.2. Parametric study of the Rosensweig instability. The purpose of this section is to run a series of parametric studies with respect to mesh size $h$ and time step size $\tau$ in order to assess the robustness of scheme (12) with respect to these two parameters. In order to run such studies, we selected the Rosensweig instability (also called normal-field instability) as an example. We start by explaining the setup of the parameters of the model. Then we explain what the Rosensweig instability is, provide some well-known analytic results, and point to some background references for the interested reader. Finally, we use these analytic results to tweak the numerical experiment, and run the parametric study.

Regarding inertial scalings, we work in a rectangular domain of 1 unit of width and 0.6 units of height, with vertices at (0,0), (0,0.6), (1,0.6) and (1,0), whence $\text{diam} \Omega \approx 1$. We choose the viscosities

$$\nu_w = 1.0 \text{ and } \nu_f = 2.0,$$

and the density $\rho$ implicitly taken (from the very beginning of the paper) to be unitary, so that the Reynolds number obeys the rule $Re = O(\|u\|_{L^\infty(\Omega \times (0,T_f))})$. On the other hand, we take the parameters

$$\mu_0 = 1, \ \zeta_0 = 0.5, \ \gamma = 0.0002, \ \lambda = 0.05, \ \tau = 0.1.$$ 

The main goal of such an arbitrary choice of parameters $(\nu_w, \nu_f, \rho, \mu_0, \zeta_0, \gamma$ and $\lambda)$ is to have a very stable PDE system. Note that in (23) and (43) all the natural estimates for the phase-field $\theta$ and chemical potential $\psi$ depend on $\lambda$, thus we should expect the stability of the interfaces (and the whole PDE system (14) in general) to deteriorate severely for small values of $\lambda$. With such a deliberate choice of parameters we have a very stable system of equations. Paradoxically, we now try to come up with a smart scaling of the forces in order to get an interesting (unstable) behavior as it will be detailed in the following paragraphs.

The Rosensweig instability is perhaps the simplest nontrivial phenomena observed in ferrofluids. Basically, if we have a pool of ferrofluid lying horizontally, subject to both the force of gravity and a uniform magnetic field $h_a$ pointing upwards, it is well known that a flat profile is not stable for all values of the magnetic field and a regular pattern of peaks and valleys forms. The formation of these patterns is the result of competing forces: both gravity and surface tension favor a flat surface, but above a critical magnetic field strength, the flat profile is no longer the most stable configuration. A sufficiently strong magnetic field triggers the instability and the pattern formation.

There are analytical expressions for the distance between peaks and for the critical magnetic field strength that triggers the instability. There is a vast literature on this topic and it is impossible to do justice to all possible references; here we will just comment on a few of them as background for the interested reader. The work of Cowley and Rosensweig [25] is most probably the first one to provide analytical results based on linear stability analysis (dependence of the most unstable modes on the constitutive parameters) valid only in the asymptotic limit of vanishing magnetic susceptibility $\zeta_0$: the quantities

$$\ell_c = 2\pi \left( \frac{\sigma}{g \Delta \rho} \right)^{1/2}, \ \ m_c^2 = \frac{2}{\mu_0} \left( \frac{2 + \zeta_0}{1 + \zeta_0} \right) (g \Delta \rho \sigma)^{1/2},$$

are the critical spacing between peaks and the critical magnitude of magnetization, whereas $\sigma$ is the surface tension coefficient in the sharp interface limit, $g = |g|$ is the magnitude of gravity, and $\Delta \rho$ is the jump of the density across the interface. The work of Gailitis [36], considered to be the first attempt to include nonlinear effects, uses an energetic approach (minimization of a functional), and is able to describe the shape of the patterns (hexagons, squares, etc.). However [36] suffers from the same limitations of [25] (small susceptibilities, finite depth, etc), which have been overcome to some degree in [35]. Validation of all these analytical results is far from complete, requiring carefully crafted experiments which mimic ideal conditions; some efforts in this direction can be found in [2,12] and references therein.

Most of these results possess intrinsic qualitative value, but they are far from quantitative for any realistic context which could include finite magnetic susceptibilities, finite depth of the ferrofluid pool, nonlinear effects (large displacements of the interface between both phases), and diffusive effects (partial mixture). In particular, to the best of our knowledge, there are not analytical results for highly paramagnetic ferrofluids ($\zeta_0 > 1$), and the treatment (or inclusion) of effects related to the demagnetizing field is quite poor.
For instance, we cannot expect the linear stability result (99) to accurately predict the behavior of system (14) in the context of bounded domains (with non-periodic boundary conditions), finite depth, finite magnetic susceptibility ($\kappa_0 = O(1)$), highly deformed transition layer (far from a straight line), and finite interaction length (layer thickness $\varepsilon$) involving additional diffusive effects. We also point out that our phase-field model is not a genuine variable density model, so that the term $\Delta p$ has very little meaning in the context of the model (14), and gravitational effects are only included approximately via (19). Yet, from (19) we can easily realize that
\[ r \approx \frac{\Delta \rho}{\rho}. \]
(100)

Finally, the relationship between the capillary coefficient $\lambda$ and the surface tension $\sigma$ (see for instance [70, 52]) is only known approximately
\[ \lambda \approx \sigma \varepsilon, \]
(101)
where the constant involved in this relationship is unknown but of $O(1)$. Nevertheless, it can be shown that the linear relationship (101) is particularly accurate for small mobilities $\gamma$ (see [67]), being that the reason why we choose $\gamma = 0.0002$.

**Figure 1. Rosensweig instability: evolution screenshots.** Sequence of screenshots from time $t = 0.1$ to $t = 2.0$ in regular time intervals of 0.1 showing the evolution of the phase-field variable $\Theta$ (read from left-to-right and top-to-bottom). As it can be appreciated, we obtained in the order of 4 peaks inside the box, showing us that the crude estimate (102) was a very good initial guess for the scaling between the capillary coefficient $\lambda$ and the gravity $g$. Note that diffusive effects are quite noticeable as we are using $\varepsilon = 0.01$. Most of the interesting transient behavior happens from time $t = 0.7$ to $t = 1.3$ (reading from left-to-right and top-to-bottom: boxes 7 to 13), so we will focus on this interval for a parametric study. This simulation was obtained using 6 refinement levels in space, and 4000 time steps for a total of $t_F = 2$ time units.

Taking a leap of faith, we can only expect (99) to be able to deliver the right order of magnitude for the relationship between the gravity $g$ and the surface tension coefficient $\sigma$ which could yield a predetermined number
of peaks. Consider that we want four peaks inside our unit length box, that is $\ell_c = 0.25$, combining (99), (100) and (101), and inserting our choice of parameters ($\varepsilon = 0.01$, $\lambda = 0.05$, $\Delta \rho \approx 0.1$, $\ell_c = 0.25$) we get
\begin{equation}
    g = \frac{4\pi^2 \sigma}{\ell_c^2 \Delta \rho} \approx \frac{4\pi^2 \lambda}{\ell_c^2 \Delta \rho \varepsilon} \approx 3 \cdot 10^4.
\end{equation}
Therefore, to obtain four peaks inside our unit-size box, the appropriate order of magnitude for the gravity is $10^4$. We use (102) as an educated guess and load $g = (0, -30000)^T$ in the computer code.

In order to generate an almost uniform magnetic field, we place 5 dipoles pointing upwards, that is $d = (0, 1)^T$ (see formula (96)), sufficiently far away from our rectangular box, so that for most practical purposes the magnetic field is uniform, having only a slight gradient (decay) in the $y$ direction. The coordinates $x_s$ of the dipoles are $(-0.5, -15)$, $(0, -15)$, $(0.5, -15)$, $(1, -15)$ and $(1.5, -15)$. The intensity $\alpha_s$ (see expression (97)) is the same for each dipole but evolves in time. More precisely, $\alpha_s$ is increased linearly in time, starting from $\alpha_s = 0$ at time $t = 0$ to its maximum value $\alpha_s = 6000$ at time $t = 1.6$, and from time $t = 1.6$ to $t = 2.0$ the intensity of the dipoles is kept constant in order to let the system rest and develop a stable configuration.

Regarding the space discretization, the initial mesh has 10 elements in the $x$ direction and 6 in the $y$ direction, and allow for a maximum refinement of 4, 5, 6 and 7 levels. On the other hand, regarding time discretization we use 1000, 2000, 4000, and 8000 time steps for a total of $t_F = 2$ units of simulation time.

We display numerical results in Figure 1 achieved with this non-trivial setup, involving a choice of coefficients, a specific configuration of the external magnetic field $h_a$, and space adaptivity. The simulation starts with a ferrofluid pool of 0.2 units of depth at rest at time $t = 0$, and at time $t = 2.0$ there are five peaks inside the box rather than the expected four. Clearly, (102) is able to deliver a very reasonable initial guess. In Figure 2 we show a sample finite element mesh corresponding to the simulation of Figure 1. We can see that most of the interesting dynamics in Figure 1 happens from times $t = 0.7$ to $t = 1.3$, therefore we focus on the interval of time $[0.7, 1.3]$ for a parametric study in order to show the robustness of this simulation with respect to the discretization parameters $h$ and $\tau$. Figures 3 and 4 depict the results of the parametric study with respect to space and time discretization respectively. The results from Figure 1 correspond to the third column of Figures 3 and 4 which, as it can be appreciated, is a meaningful (well-resolved) solution.

The Rosensweig instability considered in this section, in practice, can only be reproduced under carefully controlled laboratory conditions. That is, this instability is not the most common form of ferrofluid instability.
This figure shows the results obtained from time $t = 0.7$ (uppermost row) to time $t = 1.3$ (lowermost row) in time intervals $\tau = 0.1$ using 4000 time steps and four different levels of refinement in space: the coarsest mesh uses 4 levels of refinement (first column), 5 levels (second column), 6 levels (third column), and the finest mesh uses 7 levels (fourth column). The reader can appreciate that with the coarsest mesh (leftmost column) the numerical solution exhibits artificial features which do not survive additional refinement. One of them is an additional spike in the middle of the diffuse interface which is not present in the second, third and fourth columns. This simple example illustrates the importance of parametric studies in the context of phase-field methods.

observed in everyday experiments (such as commercial ferrofluid toys) since in practice most magnetic fields are by no means uniform nor have magnetic field lines very aligned. This is the reason why in §6.3 we consider a much more mundane form of the Rosensweig instability, involving non-uniform magnetic fields with relatively poor alignment of the magnetic field lines.

6.3. The ferrofluid hedgehog. In this section we carry out two numerical experiments in order to explore the effects of a non-uniform magnetic field, depth of the ferrofluid pool, and the effects of the demagnetizing field. For
Figure 4. **Parametric study: time discretization.** This figure shows the results obtained from time $t = 0.7$ (uppermost row) to time $t = 1.3$ (lowermost row) in intervals $\tau = 0.1$ using 6 levels of refinement in space and four different time discretizations: the coarsest time discretization uses 1000 times steps (first column), 2000 time steps (second column), 4000 time steps (third column), and the finest discretization 8000 time steps (fourth column). The reader can appreciate that even the coarsest time discretization does not generate artificial or spurious features in the numerical solution.

In these experiments we take the same constitutive constants as in §6.2 with the exception of

$$\kappa_0 = 0.9, \quad \varepsilon = 0.005 \quad \text{and} \quad \lambda = 0.025.$$  

We increase the magnetic susceptibility $\kappa_0$ to make the effects of the demagnetizing field $\mathbf{h}_d$ much more pronounced than those of §6.3, we reduce the layer thickness $\varepsilon$ to diminish diffusive effects and get sharper interfaces, and reduce $\lambda$ to get slightly more unstable (more sensitive to perturbations) interfaces. The depth of the ferrofluid pool is now of 0.11 units. We use 6 levels of refinement, but the initial mesh has 15 elements in the $x$ direction and 9 elements in the $y$ direction. Regarding temporal discretization we use a total of 24000 times steps for $t_F = 6$ units of simulation time.
It is clear that changing many parameters at the same time (magnetic susceptibility, pool depth, capillarity coefficient, and layer thickness) makes it hard to understand the separate influence of each of them on the behavior of the system. Doing a parametric/sensitivity study of each variable at a time would be highly desirable, but that would involve an ambitious separate analysis. Our objective is just to showcase other interesting phenomena (another instance of the Rosensweig instability) that can be captured with this simple PDE model. We call this instability the “ferrofluid hedgehog”, because of its natural resemblance with the spiny mammal.

The experiments are carried out in the same rectangular domain as in §6.2 (with vertices at (0, 0), (0, 0.6), (1, 0.6) and (1, 0)). The magnetic field \( \mathbf{h}_a = \sum s \alpha_s \nabla \phi_s \) is generated by a set of 42 dipoles. More precisely, we want to create a crude “discrete” approximation of what would be the magnetic field due to a bar magnet of 0.4 units of width and 0.5 units of height pointing upwards (i.e. \( \mathbf{d} = (0, 1)^T \) again). The dipoles are located in three rows, at \( y = -0.5, y = -0.75 \) and \( y = -1.0 \), and the 14 dipoles within of each row are equi-distributed in the \( x \) direction as shown in Figure 5. The main idea of this setup is to recreate a non-uniform magnetic field, with an open pattern of magnetic field lines (as sketched in Figure 5) rather than aligned magnetic field lines (as in §6.2).

The intensity \( \alpha_s \) is the same for each dipole, but it evolves in time. More precisely, \( \alpha_s \) is increased linearly in time from \( \alpha_s = 0 \) at time \( t = 0 \), to its maximum value \( \alpha_s = 4.3 \) at time \( t = 4.2 \), and from time \( t = 4.2 \) to \( t = 6.0 \) the intensity of the dipoles is kept constant in order to let the system rest and develop a stable configuration. The motivation behind a longer simulation time (\( t_F = 6 \) units) and the maximum intensity \( \alpha_s = 4.3 \) is to push the system to a barely stable configuration at the brink of a second transition, so that allowing more simulation time, the system could evolve further and capture a second bifurcation.

Numerical results using the complete (effective) magnetizing field \( \mathbf{h} = \mathbf{h}_a + \mathbf{h}_d \) defined in (12)–(13) are displayed in Figure 6. Numerical results using the reduced definition \( \mathbf{h} := \mathbf{h}_a \) can be found in Figure 7. These figures are strikingly different, thereby highlighting the importance of using a physically reasonable definition for effective magnetizing field \( \mathbf{h} \), and the critical influence of the demagnetizing field \( \mathbf{h}_d \) in the overall behavior of the system. Even though (12)–(13), used in Figures 1–6, is a questionable approach to compute an approximation of \( \mathbf{h} = \mathbf{h}_a + \mathbf{h}_d \), it retains the presence of \( \mathbf{h}_d \), and is able to reproduce the classical Rosensweig instability. It is even able to respect the scaling (102) reasonably well in the context of uniform magnetic fields (see Figure 1), and the more

Figure 5. The ferrofluid hedgehog: setup of the dipoles. Setup of the dipoles for the experiment of §6.3 showing our rectangular domain \( \Omega = (0, 1) \times (0, 0.6) \) with the ferrofluid (dark region) in the bottom of the box, and the arrangement of the dipoles below \( \Omega \). The 42 dipoles are located in three rows in the lower part of the picture, here represented like small bar magnets, delivering a coarse approximation of what would be the magnetic field due to a bar magnet. The idea of such a configuration is to obtain an open pattern of magnetic field lines and steeper gradients than those of §6.2.
Figure 6. The ferrofluid hedgehog: complete magnetizing field $h = h_a + h_d$. This figure shows another instance of the Rosensweig instability, this time with a non-uniform magnetic field (see Figure 5 for details regarding the source of magnetic field). This computation was carried out using the definition (12)–(13) for the effective magnetizing field $h$. Here the frames correspond to $t = 0$ for the first frame, to time $t = 6$ for the last frame, at regular intervals of time. In contrast to Figure 1 of experiment 6.2, the ferrofluid spikes exhibit an open pattern, just like the magnetic field $h_a$ driving the system. In addition, the interface starts flat, and develops four spikes in the middle region (where there is a narrow band of quasi-uniform magnetic field pointing upwards), a configuration that remains quite stable throughout most of the simulation time, but finally it has a second (much faster) transition from four to six spikes which can be seen in the last frames. This numerical experiment clearly exhibits noticeable resemblance with the physical experiment shown in Figure 8.

common version of the Rosensweig instability in the context of non-uniform magnetic fields, as shown for instance in Figure 6.

Many attempts to model and explain the Rosensweig instability (and ferrofluid behavior in general) found in the literature (cf. [2, 3, 5, 6, 9, 70]), pay special attention to the modeling of non-linear susceptibilities and saturation effects (usually carried out with the Langevin function). However, they rarely ever elaborate on the effective magnetizing field $h$, the demagnetizing field $h_d$ (also called stray field), and their approximation/computation. They are sometimes not even mentioned in the entire text.

Saturation is indeed an important component in the physical behavior of magnetic materials, specially if the material is past the saturation limit. However, it is our opinion that current emphasis on the modeling of saturation effects is somehow not commensurate with its actual impact in the physical behavior of ferrofluids. Preliminary computational experiments, carried out by us (not reported), seem to indicate that the modeling of saturation effects add almost imperceptible nuances to the overall behavior of the system, while proper computation of the effective field (using (12)–(13) or a better approximation if possible) has much more striking consequences.
Figure 7. The ferrofluid hedgehog (attempt): reduced magnetizing field $h = h_a$. This figure shows a computation carried out using the same setup as in Figure 6, but this time, we neglect the demagnetizing field $h_d$ and employ the reduced field $h = h_a$ for the effective magnetizing field (at discrete level we use (66)). The evolution of the interface is totally different to that one of Figure 6; the Rosensweig instability does not manifest. The final configuration adopted by the system does not even resemble what would happen in a real life experiment (see for instance Figure 8).

We show a series of numerical experiments which illustrate the potential of these models and their ability to capture basic phenomenological features of ferrofluids. One such feature is the classical Rosensweig instability in the global behavior of the system (particularly relevant for the study of the Rosensweig instability). Those consequences can be as noticeable as the difference between Figures 6 and 7.

7. Conclusions

In this work we propose a simple PDE model describing the behavior of two-phase ferrofluid flows. The model is assembled by choosing components from the one-phase Shliomis model of ferrofluids, magnetostatics, and well-known assumptions and simplifications from phase field techniques. The model satisfies a formal energy law and we are able to devise a numerical scheme that mimics it. The use of a discontinuous finite element space $M_h$ for the magnetization seems to be mandatory if we want to have a discrete energy law, hence, numerical stability. We are also able to prove that the scheme always has a solution.

We also present a simplified version of this model, which has a somehow more restrictive scope of physical validity, its use being primarily oriented to ferrofluids with small magnetic susceptibilities. For this simplified model we are able to develop a convergent numerical scheme. Convergence of the scheme relies on classical compactness arguments. On the other hand, the fact that the limits for $h, \tau \to 0$ are ultra-weak solutions of (64) demands a special construction; in particular, it requires the use of discontinuous pressures, which is an idea originally advanced by Walkington [97].

We show a series of numerical experiments which illustrate the potential of these models and their ability to capture basic phenomenological features of ferrofluids. One such feature is the classical Rosensweig instability.
Figure 8. Real experiment of a ferrofluid subject to a non-uniform magnetic field. Courtesy (reproduced with permission) of [53].

(uniform magnetic field from below; see Figures [11]), the more common case of the Rosensweig instability (non-uniform magnetic field; see Figures [5,6]) when the interface forms and open pattern of spikes, and a final experiment which neglects the contribution of the demagnetizing field \( h_d \) on the effective magnetizing field \( h \) (see Figure [7]). This last experiment reveals the critical importance of the demagnetizing field \( h_d \) in Rosensweig instability.

Finally, we must comment that many important issues are not discussed. Among them we have to mention that regularizing the model [14] is very much an open problem, as is actually solving the system posed by the numerical schemes proposed in this work, modeling of saturation effects, modeling of magneto-rheological effects, and deriving ferrofluid models via energy-variational techniques.
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