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Abstract—Data-driven functions for operation and management often require measurements collected through monitoring for model training and prediction. The number of data sources can be very large, which requires a significant communication and computing overhead to continuously extract and collect this data, as well as to train and update the machine-learning models. We present an online algorithm, called OSFS, that selects a small feature set from a large number of available data sources, which allows for rapid, low-overhead, and effective learning and prediction. OSFS is instantiated with a feature ranking algorithm and applies the concept of a stable feature set, which we introduce in the paper. We perform extensive, experimental evaluation of our method on data from an in-house testbed. We find that OSFS requires several hundred measurements to reduce the number of data sources by two orders of magnitude, from which models are trained with acceptable prediction accuracy. While our method is heuristic and can be improved in many ways, the results clearly suggest that many learning tasks do not require a lengthy monitoring phase and expensive offline training.

Index Terms—Data-driven engineering, Machine learning (ML), Dimensionality reduction

I. INTRODUCTION

Data-driven network and systems engineering is based upon applying AI/ML methods to data collected from an infrastructure in order to build novel functionality and management capabilities. This is achieved through learning tasks that use this data for training. Examples are KPI prediction and forecasting through regression and anomaly detection through clustering techniques.

Data sources that feed the learning tasks include system logs, telemetry data, and real-time measurements collected through monitoring. The number of available data sources can be very high, even in small systems. For example, on our testbed at KTH, which includes 10 compute servers, we can extract several thousand metrics from the operating system and orchestration layers. Since these metrics are dynamic, we monitor them periodically, e.g., once per second. It requires a significant overhead to extract and collect this data, as well as a significant computational overhead to train and update the machine-learning models that underlie the learning tasks.

Considering the fact that the monitoring and computational overhead increases at least linearly with the number of measurements and the dimensionality of the input, i.e., the number of (one-dimensional) data sources, it becomes vital to reduce the number of data sources to the extent possible.

The focus of this paper is on a novel online source-selection method that requires only a small number of measurements to significantly reduce the number of sources needed for training models that are effective for learning tasks. As a result, the communication overhead for monitoring and the computational overhead and time needed for the model training are significantly reduced.

Using the terminology of machine learning, we call a (one-dimensional, scalar) data source also a feature, and we refer to measurements taken from a set of data sources at a specific time as a sample.

Our approach consists of (1) ranking the available data sources using (unsupervised) feature selection algorithms and (2) identifying stable feature sets that include only the top $k$ features. We call a feature set stable, if it remains sufficiently similar when additional samples are considered.

We evaluate our approach using traces from an in-house testbed that runs two services under different load conditions. The results show that our method can reduce the number of data sources needed for learning tasks by two orders of magnitude, while still achieving acceptable errors for a prediction task. The reduction in input dimensionality is consistent with results from our earlier work, which studies non-linear methods for dimensionality reduction in an offline setting [1].

We find that a stable feature set can often be identified with only a few hundred samples. As a consequence, the monitoring effort required for collecting the data for a machine-learning task can be reduced quickly. We consider this capability key for increasing the acceptance of data-driven engineering solutions.

With this paper, we make the following contributions:

- We present an online algorithm, which we call OSFS, that selects a small feature set from a large number of available data sources using a small number of measurements, which allows for rapid, low-overhead, and effective learning. The algorithm is initialized with a feature ranking algorithm and applies the concept of a stable feature set, which we introduce in the paper.
- We perform an extensive, experimental evaluation of our method on an in-house testbed.
The significance of our findings lies in the prospect that many data-driven functions in networked systems can be trained rapidly and with low overhead and thus do not require a lengthy monitoring phase and expensive offline training.

This paper results from a master thesis project conducted at KTH [2].

The rest of the paper is organized as follows. Section II formulates the problem we address in the paper. Section III describes the feature selection methods we use to obtain ranked feature lists. Section IV details our testbed, the experiments we conduct, the measurements we collect during experiments, and the traces we generate from this data. Section V introduces the concept of the stable feature set. Section VI presents our online features selection method and evaluates the method using testbed traces. Section VII surveys related work. Finally, Section VIII presents the conclusions and future work.

II. Problem formulation and approach

We consider a monitoring infrastructure that collects readings from a set \( F \) of \( n \) distributed data sources (or features). Each feature has a one-dimensional, numerical value that changes over time. We collect readings at discrete times \( t \) and store them in sample vectors \( X_i \in \mathbb{R}^n \), \( t = 1, 2, 3, \ldots \). Our plan is to identify a subset \( F_k \subset F \) with \( k \ll n \) features using the samples \( X_1, X_2, \ldots X_t \).

Second, we consider a learning task, like KPI prediction or anomaly detection, whose model is trained using the samples \( X_t \in \mathbb{R}^k \) with \( k \) features from \( F_k \).

In order to keep low the monitoring overhead for collecting the samples and the computational overhead for training the model associated with the learning task, the numbers for \( k \) and \( t_k \) should be small. Note that \( k \) indicates the number of data sources that need to be monitored to train the model and that \( t_k \) refers to the number of measurements that are needed to compute \( F_k \). Assuming periodic measurements, \( t_k \) further indicates the time it takes until the feature set \( F_k \) is available.

Our objective thus is to select \( k \) and \( t_k \) as small as possible, while enabling the models trained using \( F_k \) to be equally (or similarly) effective for prediction as those trained using the complete feature set \( F \) and a large number of samples.

The task of selecting a subset of features from a larger set is called feature selection in machine learning and data mining and is a well-studied topic area. (See Section VII). We are specifically interested in unsupervised feature selection methods, whereby the values of the target are not known during the feature selection process, i.e., the process to compute \( F_k \). This allows us to keep the feature selection process independent from the the learning task and will enable different learning tasks in a system to share the same feature subset.

The problem we address in this paper is to find an online algorithm that reads a sequence of \( n \)-dimensional sample vectors \( X_1, X_2, \ldots \) one by one, computes \( k \) and the feature set \( F_k \), and terminates after step \( t_k \). The values for \( k \) and \( t_k \) should be small, while \( F_k \) must be effective in training models for learning tasks.

In our approach, we choose an unsupervised feature selection method that ranks the \( n \) features in every step \( t \) of the online algorithm and checks how the top \( i \) features (\( i = 1, \ldots, n \)) change with increasing \( t \). We introduce a similarity metric that captures this change (see Section V). If the similarity between the top \( k \) features in consecutive steps is high and not increasing anymore, the algorithm terminates and the values for \( F_k \), \( k \), and \( t_k \) are returned (see Section VI).

Note that we assume here that the feature set \( F \) is fixed. In a real system that runs over some time, changes to the physical configuration or the virtualization layer occur, which result in changes to the set of available measurement points, i.e., the feature set. In such a case, the online algorithm must be restarted. Note also that we do not investigate in this work how many samples are needed to train the model of the learning task. This will be done in future work.

III. Creating ranked feature lists

In this section, we describe two algorithms (ARR, LS) that produce a ranked feature list from a list of samples. They are based on unsupervised feature selection methods from the literature. In addition, we include a third ranking algorithm (TB), which is supervised and will serve as a baseline. We will evaluate the suitability of these algorithms for our online feature selection method OSFS in Section VI.

The first algorithm is Adapted Relevance Redundancy Feature Selection (ARR). It is based on the Relevance Redundancy Feature Selection (RRFS) method [3], which we adapted to compute a ranked feature list. ARR uses two criteria in assessing the rank of a feature: (a) relevance, which relates to the distance of a feature vector to the mean of all feature vectors, and (b) redundancy, which relates to the cosine similarity between a feature vector and the vectors of all other features. High relevance and low similarity result in a high score. The pseudo-code of ARR is given in Algorithm 1. First, the relevance of a feature is computed as the mean absolute difference of its feature vector from the mean (line 3). Then, the relevance of a feature is computed as the sum of the cosine similarity of each feature vector to all other feature vectors (line 4). Finally, the algorithm ranks the features based on their relevance scores (line 5).

The second algorithm is Linear Subspace (LS), which computes the principal components of the feature vectors and sorts them according to their contribution to the variance of the data set. The principal components with the highest variance are selected as the ranked feature list.

The third algorithm is Testbed-based (TB), which ranks the features based on their performance in a pre-defined set of experiments. The features are ranked according to their mean absolute difference from the mean of the feature vectors in the training set. The algorithm terminates after a fixed number of steps, \( t_k \), and returns the ranked feature list.

The performance of these algorithms is evaluated in Section VI using a set of experiments conducted on a real system that runs over some time. We will compare the effectiveness of these algorithms in terms of their ability to select relevant and non-redundant features for learning tasks.
similarity of its feature vector and each feature vector of the data set (lines 5-6). The score for ranking a feature is the relevance value divided by the redundancy value (line 7). The computational complexity of ARR is \(O(n^2m)\). Recall that the cosine similarity between two feature vectors \(X_{:,a}\) and \(X_{:,b}\) is calculated as:

\[
\cos(X_{:,a}, X_{:,b}) = \frac{\sum_{i=1}^{m} X_{:,a,i} X_{:,b,i}}{(\sqrt{\sum_{i=1}^{m} X_{:,a,i}^2})(\sqrt{\sum_{i=1}^{m} X_{:,b,i}^2})}
\]

(1)

Algorithm 1: Adapted Relevance Redundancy Feature Selection (ARR)

\begin{itemize}
  \item \textbf{Input:} Data matrix \(X \in \mathbb{R}^{m \times n}\)
  \item \textbf{Output:} Ranked feature list \(F\)
  \item \(F = []\);
  \item for \(i = 1; i \leq n; i + +\) do
  \item \hspace{1em} \textbf{relevance}_i = \sum_{j=1}^{m} |X_{:,i} - X_{:,j}|;
  \item \hspace{1em} \textbf{sim}_\text{sum}_i = 0;
  \item \hspace{1em} for \(j = 1; j \leq n; j + +\) do
  \item \hspace{2em} \textbf{sim}_\text{sum}_i += \cosim(X_{:,i}, X_{:,j});
  \item \hspace{1em} \textbf{score}_i = \frac{\textbf{relevance}_i}{\textbf{sim}_\text{sum}_i};
  \item Construct \(F\) as list of all features sorted by \(\textbf{score}_i\) in descending order;
  \item return \(F\);
\end{itemize}

The second algorithm is Laplacian Score (LS) \([4]\). It follows the so-called filter method which examines intrinsic properties of the data to evaluate the features. LS ranks those features high that preserve locality with respect to a neighborhood graph. Algorithm 2 shows the pseudocode of LS. Input parameters for this algorithm are the design matrix and the number of local neighbors \(K\). First, using the \(m\) sample vectors as the nodes of the graph, a neighborhood graph is constructed with the \(K\) nearest neighbors of each node as the links of the graph (line 1). Then, the graph connectivity and the distance between node pairs is used to compute the weight matrix (line 2). The graph Laplacian matrix is computed in line 4. The Laplacian score of all \(n\) features is obtained in the for loop (lines 5-7). A low score for a feature signifies high locality preservation (see \([4]\) for justification), and the features are ranked according to increasing score (line 8). The computational complexity of the LS algorithm is \(O(nm^2)\).

In the evaluations reported in Sections V and VI of this paper, we choose \(K\) in relation to the value of \(m\): \(K = 2\) for \(0 < m \leq 16; K = 5\) for \(16 < m \leq 128; K = 10\) for \(m > 128\).

The third algorithm for feature ranking is tree-based feature selection (TB). TB is a supervised algorithm in which the feature importance is computed using random forest prediction \([5] [6]\). We consider TB a baseline to better assess the performance of ARR and LS. In this work, scikit-learn library is used to compute the TB feature ranking \([7] [8]\). We set the number of trees to 100 and use default values for the remaining parameters. The computational complexity of TB is \(O(Tnm \log_2 m)\) where \(T\) is the number of trees, \(n\) is the number of features, and \(m\) is the number of samples \([9]\).

Algorithm 2: Laplacian Score (LS)

\begin{itemize}
  \item \textbf{Input:} Data matrix \(X \in \mathbb{R}^{m \times n}\), \(K \in \mathbb{N}\) nearest neighbors \(G\)
  \item \textbf{Output:} Ranked feature list \(F\)
  \item Construct graph \(G\) of \(K\) nearest neighbors from nodes \(X_{:,i}\), \(i = 1,..,m\);
  \item Compute weight matrix \(S \in \mathbb{R}^{m \times m}\) from \(G\)
  \item \(S_{ij} = \begin{cases} e^{-\|X_{:,i} - X_{:,j}\|^2} & \text{if nodes } i \text{ and } j \text{ are connected,} \\ 0 & \text{otherwise} \end{cases}\)
  \item \(D = \text{diag}(S)\) where \(I = [1, ..., 1]^T\), \(D \in \mathbb{R}^{m \times m}\);
  \item \(L = D - S\);
  \item for \(i = 1; i \leq n; i + +\) do
  \item \hspace{1em} \(V_i = X_{:,i} - \frac{X_i^T D V_i}{V_i^T D V_i}\) where \(V_i \in \mathbb{R}^{m \times 1}\);
  \item \hspace{1em} \(l\text{score}_i = V_i^T L V_i\);\n  \item Construct \(F\)’ as list of all features sorted by \(l\text{score}_i\) in ascending order;
  \item return \(F\);
\end{itemize}

IV. TESTBED AND TRACES FOR EVALUATION

A. Testbed and services

In this section, we describe the experimental infrastructure and the structure of the data traces that we create. Further, we describe the services that run on this infrastructure, namely, a Video-on-Demand (VoD) service and Key-Value (KV) store. Lastly, we explain the load patterns we use and the experiments we run to obtain the traces.

Figure 1 outlines our laboratory testbed at KTH. It includes a server cluster, an emulated OpenFlow network, and a set of clients. The server cluster is deployed on a rack with ten high-performance machines interconnected by a Gigabit Ethernet. Nine machines are Dell PowerEdge R715 2U servers, each with 64 GB RAM, two 12-core AMD Opteron processors, a 500 GB hard disk, and four 1 Gb network interfaces. The tenth machine is a Dell PowerEdge R630 2U with 256 GB RAM, two 12-core Intel Xeon E5-2680 processors, two 1.2 TB hard disks, and twelve 1 Gb network interfaces. All machines run Ubuntu Server 14.04 64 bits, and their clocks are synchronized through NTP \([10]\).

The VoD service uses VLC media player software \([12]\), which provides single-representation streaming with varying frame rate. It is deployed on six PowerEdge R715 machines—one HTTP load balancer, three web server and transcoding machines, and two network file storage machines. The load balancer runs HAProxy version 1.4.24 \([13]\). Each web server and transcoding machine runs Apache version 2.4.7 \([14]\) and ffmpeg version 0.8.16 \([15]\). The network file storage machines run GlusterFS version 3.5.2 \([16]\) and are populated with the
ten most-viewed YouTube videos in 2013, which have a length of between 33 seconds and 5 minutes. The VoD client is deployed in another PowerEdge R715 machine and runs VLC version 2.1.6 over HTTP.

The KV store service uses the Voldemort software. It executes on the same machines as the VoD service. Six of them act as KV store nodes in a peer-to-peer fashion, running Voldemort version 1.10.22. The OpenFlow network includes 14 switches, which interconnect the server cluster with clients and load generators. The load generators emulate client populations.

A more detailed description of the testbed setup is given in[11].

B. Collected data and traces

We describe the metrics we collect on the testbed, namely, the input feature sets $X_{cluster}$ and $X_{port}$ — the union of which we refer to as X — as well as the specific service-level metrics $Y_{VoD}$ and $X_{KV}$.

The $X_{cluster}$ feature set is extracted from the kernel of the Linux operating system that runs on the servers executing the applications. To access the kernel data structures, we use System Activity Report (SAR), a popular open-source Linux library. SAR in turn uses procfs and computes various system statistics over a configurable interval. Examples of such statistics are CPU core utilization, memory utilization, and disk I/O. $X_{cluster}$ includes only numeric features from SAR, about 1 700 statistics per server.

The $X_{port}$ feature set is extracted from the OpenFlow switches at per-port granularity. It includes statistics from all switches in the network, namely 1) Total number of Bytes Transmitted per port, 2) Total number of Bytes Received per port, 3) Total number of Packets Transmitted per port, and 4) Total number of Packets Received per port.

The $Y_{VoD}$ service-level metric is measured on the client device. During an experiment, we capture the Display Frame Rate (frames/sec), i.e., the number of displayed video frames per second. This metric is not directly measured, but computed from VLC events like the display of a video frame at the client’s display unit. We have instrumented the VLC software to capture these events and log the metric every second.

The $Y_{KV}$ service-level metric is measured on the client device. During an experiment, we capture Read Response Time as the average read latency for obtaining responses over a set of operations performed per second. This metric is computed using a benchmark tool of Voldemort, which we modified for our purposes. The read operation follows the request–reply paradigm, which allows for tracking the latency of individual operation. We instrumented the benchmark tool to log the metric every second.

Generating the traces: During experiments, $X$ and $Y$ statistics are collected every second on the testbed. For each application running on the testbed, the data collection framework produces a trace in form of a time series $(X_i, Y_i)$. We interpret this time series as a set of samples $\{(X_1, Y_1), ..., (X_m, Y_m)\}$.

C. Generating load on the testbed

We have built two load generators, one for the VoD application and another for the KV application. The VoD load generator dynamically controls the number of active VoD sessions, spawning and terminating VLC clients. The KV load generator controls the rate of KV operations issued per second. Both generators produce load according to two distinct load patterns.

1) Periodic-load pattern: the load generator produces requests following a Poisson process whose arrival rate is modulated by a sinusoidal function with starting load level $P_S$, amplitude $P_A$, and period of 60 minutes;

2) Flash-crowd load pattern: the load generator produces requests following a Poisson process whose arrival rate is modulated by the flash-crowd model described in[20]. The arrival rate starts at load level $F_S$ and peaks at flash events, which are randomly generated at rate $F_E$ events/hour. At each flash event, the arrival rate increases within a minute to a peak load $F_R$. It stays at this level for one minute and then decreases to the initial load within four minutes.

Table 2 shows the configurations of the load generators during the experiments reported in Section IV-A. We used a single load generator for the VoD experiments (see [21]) and three for the KV experiments (see[11]).

| Application | Load Generator | Periodic-load | Flash-crowd-load |
|-------------|----------------|---------------|-----------------|
| VoD         | $P_S$ | $P_A$ | $F_S$ | $F_E$ | $F_R$ |
| KV          | $1, 2, 3$ | $1000$ | $800$ | $200$ | $10$ | $1800$ | $120$ |

D. The scenarios chosen for this paper

The prediction method proposed in this paper has been evaluated using data from four experiments. Two of them involve running the VoD service and two the KV service.

1) VoD periodic: In this experiment, we run the VoD service and generate a periodic load pattern on the testbed. Load generator and client are directly connected to the server cluster, and the testbed does not include the network (see Figure 1). Data is collected every second over a period of 50 000 seconds. The $X$ feature
set contains 4,984 features. After cleaning the dataset, 50,000 samples and 1,296 features remain for processing. More details about the experiment are given in [21], and the trace is available at [22].

2) VoD flash-crowd: This experiment relies on the same setup as VoD periodic, except that the testbed is loaded using the flash-crowd pattern. We process the trace the same way as described above and the given references contain more information. In this data set, after cleaning the dataset, 50,000 samples and 1,255 features remain for processing.

3) KV periodic: In this experiment, we run the KV service to generate a periodic load pattern on the testbed. Unlike the VoD periodic experiment, we connect load generator and clients to the server cluster via an OpenFlow network (see Section IV-A). Measurements are collected every second over a period of 28,962 seconds. The X_{cluster} feature set contains 10,374 features and the X_{port} feature set contains 176 features. After cleaning the data set, 1,751 features remain for the processing. More details about the experiment are given in [21], and the trace is available at [22].

4) KV flash-crowd: This experiment relies on the same setup as KV periodic, except that the testbed is loaded using the flash-crowd pattern. We process the trace the same way as described above and the given references contain more information. In this data set, after cleaning the dataset, 19,444 samples and 1,723 features remain for processing.

In the evaluations reported in Sections V and VI, we perform two preprocessing steps on the trace data before they are read by OSFS. First, we use MinMaxScaler to scale the values of each feature vector to the range $[0, 1]$. Second, we remove the features with a variance below 0.0001.

V. COMPUTING STABLE FEATURE SETS

In Section III we discussed the algorithms ARR, LS, and TB, which produce ranked feature lists after reading $m$ samples. In an online setting, where samples become available one-by-one at discrete times $t = 1, 2, \ldots$, the value of $m$ can be interpreted as time. Let’s assume we run a feature ranking algorithm at time $t_1$ and compute the set with the top $k$ features, $F_{k,t_1}$. This set will generally be different from the set $F_{k,t_2}$ produced by the same algorithm at a later time $t_2$. Using the standard assumption from statistical learning that samples are drawn from static distributions [23], we can assume that the sets $F_{k,t}$ converge to a set $F_{k,t}^*$ with growing time $t$. Our objective for the remainder of the section is to find a heuristic criterion to determine at which time the feature sets $F_{k,t}$, $t = 1, 2, 3, \ldots$ have sufficiently converged or, as we also say, have become “stable”.

We first introduce a metric $\text{sim}(\cdot)$ that captures the similarity between two sets A and B, which both contain $k > 0$ elements:

$$\text{sim}(A, B) := |A \cap B|/k$$

The value of $\text{sim}$ is between 0 and 1. 0 means no similarity between A and B, 1 means maximum similarity, i.e. A and B are identical.

We study the evolution of $\text{sim}(F_{k,t}, F_{k,t}^*)$ over time using the data traces from our testbed. In this case, $F_{k,t}^*$ denotes a feature set that has been computed using an entire trace of samples (i.e. 20,000 - 50,000 samples, depending on the trace).

Figure 2 gives in the top row the value of $\text{sim}(F_{k,t}, F_{k,t}^*)$ in function of time, computed by the ranking algorithms ARR and LS on the KV flash-crowd trace. The curves show the values for $k = 4, 16, 64, 256$. Each point on the curves is the mean of 10 values from different start times, whereby one start time is $t=1$, and the other nine are chosen uniformly at random between $t=2$ and $t=10,000$. For each start time, $F_{k,t}$ is computed and compared with $F_{k,t}^*$. (This applies to the top and bottom row. The curves in the middle row are based on a single start point with $t = 1$ to better illustrate values encountered in an online scenario.)

As expected, the similarity values tend to increase over time, which means that the sets $F_{k,t}$ and $F_{k,t}^*$ share more and more features as time progresses. We observe further that the similarity increases with increasing $k$. Since in an online setting $F_{k,t}^*$ is not available for a very long time, we study the evolution of $\text{sim}(F_{k,t}, F_{k,2t})$ instead. The results are shown in the second row of Figure 2 We observe the same qualitative
behavior of the curves as in the top row: the prediction error tends to decrease with increasing values of \( k \) and \( t \).

The bottom row of the figure gives the prediction error of a random-forest regressor that has been trained using the feature set \( F_{k,t} \); it uses 100 trees. The prediction error is expressed as Normalized Mean Absolute Error (NMAE), which is computed as follows:

\[
NMAE = \frac{1}{\bar{y}} \left( \frac{1}{q} \sum_{i=1}^{q} |y_i - \hat{y}_i| \right)
\]  

(3)

\( \bar{y} \) is the mean value of targets in test set, \( q \) is the number of samples and \( \hat{y}_i \) is the predicted value.

From the evaluations presented in Figure 2 and additional ones we performed on other traces collected from our testbed, we decide on the following heuristic notion of a stable feature set:

\( F_{k,t} \) is stable, if \( sim(F_{k,t}, F_{k,2t}) > 0.5 \)

which means that \( F_{k,t} \) must share at least half of the features with \( F_{k,2t} \), which is computed with double the number of samples.

Finally, some numbers on the computing time required to obtain the features sets. Figure 3 gives the time to execute the feature ranking algorithms ARR, LS, and TB on a compute server of our testbed. \( t \) is the number of samples the algorithms take as input. The time corresponds to computing the feature sets \( F_{k,t} \) for all possible \( k = 1...n \). To give a specific example, the execution time for processing 256 samples is 32 ms for ARR, 311 ms for LS, and 8532 ms for TB. The measurements suggest that computing \( F_{k,t} \) with ARR or LS in real time is feasible, also on smaller machines, e.g. on edge nodes.

VI. ONLINE FEATURE SELECTION WITH LOW OVERHEAD

In this section, we introduce the Online Stable Feature Set algorithm (OSFS), which reads a stream of samples and returns the number of features \( k \), the number of samples \( t_k \) needed to determine \( k \), and the feature set \( F_k \). OSFS is instantiated with a feature ranking algorithm of choice. We evaluate the effectiveness of OSFS for several feature ranking algorithms using data traces from our testbed.

Recall that the purpose of OSFS is to select a subset of available data sources (i.e., features), in order to reduce the monitoring costs and the training overhead for learning. To keep costs and overhead low, we want \( k \) and \( t_k \) to be small while still allowing for effective learning and prediction.

The standard use case for OSFS plays out as follows. We start monitoring the values of \( n \) features at time \( t = 1 \) and collect a sequence of samples with index \( t = 1, 2, ... \). We use the collected samples to find small values for \( k \) \( (k << n) \) and \( t_k \) so that the first \( t_k \) samples allow us to compute a stable feature set \( F_{t_k} \). At time \( t_k + 1 \), we reduce the number of data sources from \( n \) to \( k \) and continue monitoring only sources from the set \( F_k \). Once we have collected \( l \) samples, we take them as input to train the model for a learning task. The model is then applied for prediction using the samples collected after \( t = l \).

(In this work, we do not automatically determine the value for \( l \) but set it to 1024 based on experience.)

Algorithm 3: Online Stable Feature Set (OSFS)

Input: Sample sequence \( X_1, X_2, X_3, ... \); feature ranking algorithm \( Rank \)

Output: Feature subset \( F_k, k, t_k \)

for \( k \) in \( 4, 16, 64, 256 \) do

if not read then

read and store \( X_k \), \( t = 1, ..., 16 \)

\( F_{k1} = subset(k, 8, Rank) \);
\( F_{k2} = subset(k, 16, Rank) \);
\( sim_{k12} = sim(F_{k1}, F_{k2}) \);
for \( t = 17, ..., 1024 \) do

if not read then

read and store \( X_k \)
if \( t \) in \( 32, 64, 128, 256, 512, 1024 \) then

\( F_{kt} = subset(k, t, Rank) \);
\( sim_{kt} = sim(F_{k2}, F_{kt}) \);
if \( sim_{kt} < sim_{k12} \) and \( sim_{kt} > \eta \) then

return \( F_{k1}, k, t/4 \);
else if \( sim_{kt} > \eta \) and \( t == 1024 \) then

return \( F_{k2}, k, t/2 \);
else

\( F_{k1} = F_{k2} \);
\( F_{k2} = F_{kt} \);
\( sim_{k12} = sim_{kt} \);
read = true

return \( F_{k2}, 256, 1024 \)

Algorithm 3 shows the pseudo-code of OSFS. The algorithm takes as input the sequence of arriving samples \( X_t \) and is initialized with a feature ranking algorithm, for instance ARR, LS, or TB. The ranking algorithm is used in the function \( subset() \), which takes as input \( k \) and the first \( t \) samples and returns a set with the top \( k \) features as ranked by the algorithm. OSFS has two main loops: an outer loop (lines 3-23) that
iterates over a subspace of \( k \) and an inner loop (lines 9-22) that iterates over a subspace of \( t \). The index values of \( k \) and \( t \) increase exponentially to enable exploration of a large space with a small number of evaluations. The algorithm performs a grid search in the space of tuples \((k, t)\) with the termination condition \( A: sim_{kt} < sim_{\text{opt}} \) and \( sim_{kt} > \eta \) (line 15) or \( B: sim_{kt} > \eta \) and \( t == 1024 \) (line 17). \( \eta \) is the threshold value for a stable feature set. In case the conditions \( A \) or \( B \) are never met, the algorithm terminates after the search on the grid sector \([4 - 256] \times [8 - 1024] \) has been completed. The key termination condition \( A \) expresses the case where (1) the similarity of two consecutive feature sets is above the threshold \( \eta \) and (2) the similarity declines when the subsequent feature set is considered.

OSFS reads at least 32 samples in order to ensure statistical viability and terminates after at most 1024 samples. Since the outer loop is indexed by increasing \( k \), OSFS favors a smaller \( k \) at the possible expense of a larger \( t \). This means that we prefer reducing the monitoring overhead over reducing the time to compute \( F_k \).

We evaluate OSFS for the feature ranking algorithms ARR, LS, and TB using the four data traces described in [24].

Table 3 summarizes the main results. The columns \( k \) and \( t_k \) give the figures for the feature selection algorithms we consider in this paper. The values for \( k \) and \( t_k \) show the means and standard deviations from 10 start times for OSFS, whereby one start time is \( t=1 \) and the other 9 are chosen uniformly at random between \( t=2 \) and \( t=10000 \).

The columns NMAE1 and NMAE2 indicate the effectiveness of the feature sets produced by OSFS. They measure the error of a random-forest predictor using the produced feature sets. The values for NMAE1 relate to the case where the predictor models are trained using the 1024 samples after the respective start times, and the error is computed using all samples of the trace following those used for model training. In contrast, the values for NMAE2 relate to the case where the predictor models are trained in an offline fashion; i.e. 70% of the samples of the trace is used for training and the rest for evaluation. “No FS” refers to the case where all features are considered for training. Therefore, the column NMAE2 shows the effectiveness of the feature sets produced by OSFS compared to a baseline that considers all features. The column NMAE1 gives insights about how OSFS performs in conjunction with different feature selection algorithms for a specific learning task in a realistic online setting.

The general conclusions we draw from Table 3 are as follows. Regarding the number of features \( k \) and samples \( t_k \):

- OSFS instantiated with ARR, LS, or TB achieves a massive reduction of features of 1-2 orders of magnitude. Most prominent is ARR, which produces feature sets with 10-20 features, down from 1255-1723 features.

- The number of samples needed to compute the feature sets averages around 100-400. For our testbed, where metrics are monitored once per second, this means that the computed feature sets are available after 2-6 minutes of monitoring.

Regarding the accuracy of a specific predictor using the computed feature set:

- Online OSFS with ARR, LS, or TB incurs a 50%-100% larger error than an offline-trained predictor with access to the entire feature set and the entire data trace. This is primarily due to the online computation of the feature sets. Further, comparing the columns NMAE1 and NMAE2 provides the cost of online prediction vs. offline prediction.

- Consistent with our earlier results (e.g., [25, 11]), we find that the type of service and the load pattern significantly affect the prediction error.

When focusing on unsupervised feature selection, the comparison of ARR versus LS shows that ARR and LS exhibit similar performance regarding online feature selection and prediction (NMAE1). Since ARR has a significantly lower computing overhead (Table 3 Figure 3), we conclude that ARR is the preferred algorithm in a resource-constrained environment (e.g. edge node or sensor node).

When feature selection is performed for a single predictor and target information is available, then TB should be considered for online feature selection. TB provides better prediction accuracy than ARR or LS, although at much higher computational costs (Table 3 Figure 3) and sometimes larger \( k \).

From analysis and experimentation we know that increasing \( t_k \), and to a lesser extent \( k \), will improve the prediction accuracy, and OSFS can be extended for that purpose in a straightforward way. The particular technological use case determines the range of acceptable errors. For the services on our testbed, we believe we achieved monitoring and rapid training with low overhead at the cost of acceptable prediction errors.

VII. RELATED WORK

Feature selection has been studied as an effective data preprocessing strategy in both the machine learning and data mining fields for several decades. Many survey papers cover and compare feature selection methods, e.g. [26, 27, 28, 29]. For instance, [28] provides a useful categorization of feature selection methods along several dimensions, such as supervised and unsupervised methods; wrapper, filter, and embedded methods; and static or streaming methods.

Most feature selection methods described in the literature assume a static feature space with a fixed number of instances (or samples), which makes them suitable for offline processing where all data fits into memory. In recent years however, online feature selection methods have received increasing attention. In this case, the input to the algorithm is either a stream of feature vectors (e.g. [30, 31, 32, 33]) or a stream of samples (e.g. [34, 35]), where data items are made available to the algorithm in a sequential fashion. Interestingly, most published online feature selection methods fall into the first category and a process a stream of feature vectors. Such methods are not suitable for the problem we study in this paper, since in the context of online monitoring the data becomes available...
TABLE 3
Evaluation of OSFS for feature selection algorithms ARR, LS, and TB for a the task of service metrics prediction on four data sets. The prediction method is random forest. No FS refers to the baseline where all features are used by the predictor. NMAE1 is prediction accuracy where the prediction model is built with the first 1024 samples. NMAE2 is prediction accuracy where the prediction model is built through offline analysis with knowledge of the complete data set.

| Dataset   | Method | \(k\) | \(t_k\) |
|-----------|--------|--------|--------|
| KV flash-crowd | ARR    | 25.6 ± 25.6 | 251.2 ± 224.0 | 0.0494 ± 0.0010 | 0.0280 ± 0.0056 |
|           | LS     | 10 ± 6  | 64 ± 12.5  | 0.0091 ± 0.00592 | 0.0232 ± 0.00314 |
|           | TB     | 97.6 ± 108.6 | 392.8 ± 153.6 | 0.0221 ± 0.00112 | 0.0191 ± 0.00808 |
|           | No FS  | 1723    | 0.0194     |          |          |
| KV periodic | ARR    | 10 ± 6  | 249.6 ± 194.4  | 0.0573 ± 0.0114 | 0.0352 ± 0.0071 |
|           | LS     | 12.4 ± 5.5 | 195.2 ± 177.3 | 0.0711 ± 0.0473 | 0.0268 ± 0.0016 |
|           | TB     | 156.4 ± 122.0 | 408.6 ± 159.9 | 0.0336 ± 0.0052 | 0.0232 ± 0.0028 |
|           | No FS  | 1751    | 0.0214     |          |          |
| VoD flash-crowd | ARR   | 12.4 ± 5.5 | 131.2 ± 124.7 | 0.1772 ± 0.0245 | 0.1659 ± 0.0139 |
|           | LS     | 17.2 ± 16.5 | 226.4 ± 198.2 | 0.1614 ± 0.0354 | 0.0960 ± 0.0408 |
|           | TB     | 54.4 ± 72.5 | 142.4 ± 198.2 | 0.1404 ± 0.0179 | 0.0999 ± 0.01806 |
|           | No FS  | 1255    | 0.0771     |          |          |
| VoD periodic | ARR   | 10 ± 6  | 363.2 ± 196.5 | 0.2172 ± 0.0473 | 0.2085 ± 0.0303 |
|           | LS     | 25.6 ± 25.6 | 108 ± 85.5  | 0.2145 ± 0.0527 | 0.1162 ± 0.0295 |
|           | TB     | 47.2 ± 74.6 | 216 ± 242.2  | 0.2214 ± 0.0430 | 0.1473 ± 0.0129 |
|           | No FS  | 1256    | 0.119      |          |          |

as time progresses and, therefore, our interest is in methods that process streams of samples. Examples of such work are [34] and [35]. The authors of [34] present a supervised feature selection method for a linear classifier based on sparse online learning. More closely related to our problem domain is [35], which presents an unsupervised online feature selection method based on Non-negative Matrix Factorization (NMF) clustering. The method uses a fixed-size data structure for feature selection. Note though that both of these works do not address the questions of how many features should be selected (the value for \(k\)) or when to stop the algorithm (the value for \(t_k\)), both of which are central to our investigation.

VIII. CONCLUSIONS AND FUTURE WORK

In this paper, we introduced an online algorithm, OSFS, that selects a small feature set from a large number of available data sources, which allows for rapid, low-overhead learning and prediction with acceptable errors. OSFS is instantiated with a feature ranking algorithm and performs a grid search that terminates when a stable feature set is identified and succeeding feature sets exhibit reduced similarity.

Regarding future work, there are many ways our method can be improved and extended. In addition to the three ranking algorithms considered in this work, many other candidates that can be evaluated, together with OSFS, with respect to their ability to produce small values for \(k\) and \(t_k\) and predictors with acceptable errors. Of particular interest are online ranking algorithms that require only a single processing pass over the samples and whose memory requirement does not increase with \(t\). Also, the tradeoffs between the three metrics \(t_k\), \(k\), and prediction error warrant further study. Finally, a formal analysis of the performance of OSFS with a specific ranking algorithm will be difficult due to dependencies on the particular data trace, but it should be attempted in order to fundamentally understand the conditions for efficient and effective online learning in networked systems.
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