ABSTRACT

Background: Worldwide propagation of minimally invasive surgeries (MIS) is hindered by their drawback of indirect observation and manipulation, while monitoring of surgical instruments moving in the operated body required by surgeons is a challenging problem. Tracking of surgical instruments by vision-based methods is quite lucrative, due to its flexible implementation via software-based control with no need to modify instruments or surgical workflow.

Methods: A MIS instrument is conventionally split into a shaft and end-effector portions, while a 2D/3D tracking-by-detection framework is proposed, which performs the shaft tracking followed by the end-effector one. The former portion is described by line features via the RANSAC scheme, while the latter is depicted by special image features based on deep learning through a well-trained convolutional neural network.

Results: The method verification in 2D and 3D formulation is performed through the experiments on ex-vivo video sequences, while qualitative validation on in-vivo video sequences is obtained.

Conclusion: The proposed method provides robust and accurate tracking, which is confirmed by the experimental results: its 3D performance in ex-vivo video sequences exceeds those of the available state-of-the-art methods. Moreover, the experiments on in-vivo sequences demonstrate that the proposed method can tackle the difficult condition of tracking with unknown camera parameters. Further refinements of the method will refer to the occlusion and multi-instrumental MIS applications.
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The pioneer vision-based methods [4,5] made use of color-maker segmentation [6] via low-level image processing (pixel thresholding and clustering [7]) to extract the shaft or the tip of instrument. These methods are accurate in tracking and efficient in computation, but suffer from unresolved issues of color and lighting variations. Some other vision-based methods exploit the geometric constraints [8] and the gradient-like features [9,10], in order to identify the shaft of instrument, but fail to provide more accurate 3D positions of the instrument tip. Machine learning techniques [11–19] introduced into the instrument detection and tracking provide training of their discriminative classifiers/models according to the input visual features of the foreground (instrument tip or shaft). Edge pixel features [11] and fast corner features [12] are utilized to train the appearance models of surgical instrument based on the likelihood map. To overcome the appearance changing of instrument, the online learning technique [13] was introduced into the tracking process. Some state-of-the-art image feature descriptors, e.g. region covariance (Covar) [14], scale invariant feature transform (SIFT) [15,16] and histogram of oriented gradients (HoG) [17], are used to establish the surgical instrument model in tracking and coupled with some traditional classifiers such as support vector machine (SVM), randomized tree (RT) and so on. The Bayesian sequential estimation was also applied to the surgical instrument tracking via the active testing model [18]. Some new metric measurements of image similarity, such as the sum of conditional variance (SCV) [19], have been advanced to improve the performance of instrument detection/tracking. Descriptions of image features and structure model of the surgical instrument are critical play for the MIS instrument tracking. Since a typical surgical instrument consists of two articulated parts: end-effector and shaft, the ideal tracker should detect the two parts jointly for recovering the instrument 2D/3D position. It is known that two different parts need to be described by two different image features. However, most scholars have explored only readily obtained image features to describe the instrument, treating it as a whole rigid model for tracking, while description of image features for the right parts remains quite problematic yet. Inspired by the structured part-based detection [20], we propose a framework of tracking-by-detection for the MIS instrument tracking, which performs the shaft portion tracking followed by the end-effector portion tracking.

Methods

In the proposed tracking method, the shaft portion is described by line features (2D) through the RANSAC scheme [21], and the end-effector one is depicted by some special image features based on deep learning through a well-trained Convolutional Neural Network (CNN) [22]. The proposed tracking method also allows one to estimate the 3D position and orientation of the instruments by using the 2D image data, with known camera parameters and insertion points.

The operation part of conventional MIS instruments can be subdivided into end-effector and shaft portions (Figure 1), each having a corresponding key point, which needs to be pre-determined or estimated. The shaft portion has one important constraint point named “insertion point” (denoted as I in Figure 1),
which is defined as the shaft axis and cavity wall intersection. The 2D/3D locations of insertion point can be pre-determined using the method described elsewhere [7,23]. Since the end-effector portion has a shape of pliers (Figure 1) with a tip moving during the surgical process, its tip cannot be set at the tip true location and, instead, is assigned as a point between the shaft and pliers (denoted as \( \overline{T} \) in Figure 1), whose 2D position or image position is to be estimated by the trained CNN of the proposed tracking-by-detection framework. We define the 2D tracking-by-detection problem as estimation of the parameters \((\overline{n}, \overline{T})\), and the 3D estimation problem as determination of the parameters \((n, T)\), where \( n \) is direction of the line segment \( Ti \), \( \overline{n} \) is its image, and \( T \) is the image of tip point \( \overline{T} \). For each new input video frame, we estimate the image direction \( \overline{n} \) via the newly proposed long-line segment extraction algorithm, and the imaged tip position \( \overline{T} \) via the well-trained CNN. Based on the 2D image parameters, the 3D ones \((n, T)\) are derived.

**RANSAC-based line feature extraction for shaft detection**

Due to self-evident availability of two long-line edges for the shaft portion of instrument in the image, the line feature is chosen to describe it. The general procedure of line detection [24] starts from detection of edge-points in the image with their further grouping into lines, which is mostly achieved within framework of the Hough transform approach by analysing the processed image and finding the lines, e.g., using the Probabilistic Hough Transform Hough-Lines-P software. Although the edge-point detection with processing of all pixels in the image is always heavy-computational and the voting process of Hough transform is time-consuming and unsuitable for the fast or real-time detection, the efficient detection of line features can be provided without processing each individual pixel of the image. In the proposed procedure, a line-detector is presented, which makes use of a spare sampling of the image data to find the candidate edge-points for lines, and then utilizes the RANSAC grouper to find line segments consistent with those edge-points. The RANSAC scheme finds an object pose from 3D-2D point correspondences: in order to fit lines passing through a set of edge-points, it randomly selects two edge-points, fits a line through them, and measures the number of inliers, i.e., edge-points that lie within a threshold distance to the line. The process is repeated for several samples, and the lines with the sufficient number of inliers are then chosen.

The proposed method of edge-point detection utilizes an efficient way of searching for edge-points in a rough grid of image pixels, which has widely spaced rows and columns (also named horizontal and vertical scanlines). Every two adjacent rows or columns are located 5 pixels apart from each other. Along each scanline, the Gaussian derivative is used to estimate each pixel gradient. If the gradient local maximum exceeds a certain preset threshold value (e.g., set as 0.12), the respective pixel is treated as the edge-point. The orientation of each edge-point is estimated by taking \( \arctan(g_v/g_u) \), where \( g_v \) and \( g_u \) are two components of the gradient.

Each input video frame is split into a number of small image regions \((40 \times 40 \text{ pixels})\), wherein two edge-points with orientations within a preset angle (e.g., \( \frac{\pi}{2} \)) are chosen randomly for the RANSAC grouper analysis. The number of edge-points supporting each putative line is calculated, while the edge-points located at a close distance \((0.1–0.3 \text{ pixels})\) to the line and having the inclination angle less than \( \frac{\pi}{2} \) with the line are considered as the inliers of the line. After several short line segments are detected in each small region, they are subjected to the merging process, wherein two individual short line segments are merged together, if their orientations are compatible (within \( \frac{\pi}{2} \)) and their distance is less than 3 pixels. Finally, two long lines are constructed with the maximum merging number of short line segments. These two long lines correspond to the instrument shaft portion. The intersection point of these two long lines can be denoted in homogeneous coordinates via the estimated parameter \( \overline{n} \).

In case the above procedure has already been applied to the previous frame \((i-1)\) and yielded the value \( \overline{n}^{(i-1)} \), the respective value \( \overline{n}^{(i)} \) of the next/current frame \((i)\) can be derived in a more efficient way, as follows. An image line scanner is constructed to rotate around the image point of \( I \). As shown in Figure 2, the scanning range is restricted to a sector area with the symmetry axis \( L^{(i-1)} \), which satisfies the condition \( L^{(i-1)} = I + s n^{(i-1)} \), where \( I \) is the image of \( I \), and \( s \) is an arbitrary scale. The scanning angle can be chosen in the range between \( \frac{\pi}{2} \) and \( \frac{3}{2} \pi \), and the scanning step size is taken as \( \frac{\pi}{20} \). At every step, the number of line scanner inliers is calculated. Along all the scanning steps, there are two steps where the line scanner has the maximum number of inliers. At each of the two steps, the supporting edge points are used to start a RANSAC grouper, and a long image line is fitted. The two long image lines correspond to the shaft two edge lines, whose intersection point is the estimated \( \overline{n}^{(i)} \).
End-effector detection based on CNN

The structure of end-effector portion of surgical instrument is quite complex, so it is difficult to find an existing image feature (even local invariant features, e.g. HoG and SIFT) for proper description of the end-effector portion in video sequences. Deep networks, such as convolutional neural networks (CNNs), which can directly learn features from raw video data without resorting to manual tweaking, are widely used in the state-of-the-art applications involving such intricate tasks as object recognition, detection and segmentation and demonstrate the outstanding performance in representing visual data. Therefore, in this study, the end-effector detection was performed using the CNN (Figure 3), which is actually a modified AlexNet [25] consisting of 5 convolutional (conv1~5) and 2 fully connected (fc6~7) layers. (denoted as fc6 and fc7). The batch normalization (denoted as Batch Norm) is added to all layers, except for fc7, to prevent the internal covariate shift. The layer conv1 has 96 feature maps, each of conv2 and conv5 layers have 256 feature maps, while each of conv3 and conv4 has 384 feature maps. The layer fc6 and fc7 are all 4096-dimentional. Three kinds of filters are used in the CNN with the size of 11×11, 5×5 and 3×3. All filters' weights are updated through a training process. These trained weights of filters are actually the feature descriptions of the end-effector portion in some scale spaces. For offline training, 700 positive (end-effector) and 700 negative (background) samples were collected from video sequences. The sample size is 101×101. For the positive samples, the image centre of every sample is set at the imaged tip position \( \mathbf{T} \). The network with batch size equal to 50 was trained for 20 epochs with learning rates of 10e-4.
for the convolutional layers and of 10e-3 for the fully connected layers.

The searching path of end-effector detection is 1D and is much simpler than the traditional 2D scanning strategy (left to right, top to bottom). For the current frame \((i)\), the bounding box \((\hat{p}, s)\) slides along the symmetry axis \(L^{(i)}\) obtained by shaft detection, from point \(\hat{n}^{(i)}\) to insertion point \(I\). The parameter \(p\) is the centre of bounding box, which is on the line \(L^{(0)}\). The parameter \(s\) is the scale factor of the bounding box. The image in the bounding box at every sliding step with scale \(s\) is resized to 101 × 101 and then used as an input for the trained CNN. The highest score of the CNN positive output corresponds to the bounding box \((p^{(i)}, s^{(i)})\), where \(p^{(i)}\) is treated as the imaged tip position \(T^{(i)}\) of the current frame \((i)\).

### Estimation of 3D parameters for the surgical instrument

Before the procedure of tracking-by-detection, the camera of endoscope should be calibrated using the Zhang method [26], so the internal matrix \(K\) of endoscope should be already derived. The camera model of endoscope is commonly reduced to the well-known pinhole model

\[
d \begin{bmatrix} \tilde{x} \\ 1 \end{bmatrix} = K \begin{bmatrix} R \vert t \end{bmatrix} \begin{bmatrix} X \\ 1 \end{bmatrix}
\]

where \(X\) is a 3D point in the world frame, \(\tilde{x}\) is the corresponding image point on the image plane, \(d\) is the depth factor, \([R \vert t]\) is the external matrix. Without loss of generality, we assume that the world frame coincides with the camera one, so Equation (1) takes the following form

\[
d \begin{bmatrix} \tilde{x} \\ 1 \end{bmatrix} = KX
\]

(2)

For the known image direction \(\tilde{n}^{(i)}\), we can estimate the 3D parameter \(n^{(i)}\) as

\[
n^{(i)} = K^{-1}d \begin{bmatrix} \tilde{n}^{(i)} \\ 1 \end{bmatrix}
\]

(3)

Then the relation \(L^{(i)} = I + sn^{(i)}\), where \(s\) is an arbitrary scale, will hold for the 3D symmetry axis \(L^{(0)}\). Since the 3D point \(T^{(0)}\) is located at the line \(L^{(0)}\), we can derive \(T^{(i)}\) as follows:

\[
T^{(i)} = \frac{\|I \times n^{(i)}\|}{\|K^{-1} \begin{bmatrix} T^{(0)} \\ 1 \end{bmatrix} \times n^{(i)}\|} K^{-1} \begin{bmatrix} T^{(0)} \\ 1 \end{bmatrix}.
\]

(4)

### Experimental results

To verify the proposed method feasibility, several test experiments similar to those in [17,27,28] were conducted on a controlled platform, where a printout of a surgical scene was taken as background, while the surgical instrument moved randomly in the view of endoscope. Under such conditions, the method was applied to track/detect the surgical instrument in 2D and 3D spaces. Furthermore, the results obtained were compared to those reported in a recent state-of-the-art study [7], and qualitative evaluation was also provided for \textit{in-vivo} video sequences. The method was implemented via the Matlab R2014a and the above computation program was successfully realized using a PC with a 2.9 GHz dual-core CPU and Windows 7 system.

### Ex-vivo test results

Using the above platform and experimental setup, the \textit{ex-vivo} sequences were collected via an Olympus endoscope. Since the true instrument trajectories in 2D and 3D spaces cannot be acquired without the support of optical tracking system and robotic encoder, the Zhao method [7], which is accurate, robust, and readily realized in the real-time scale, was selected to track the 2D and 3D locations of instrument in our sequences, with the tracking results considered as the benchmark. The CNN training was made using a set of image samples randomly selected from some reference sequences, the number of samples (positive and negative) being 720. Prior to tracking procedure, a single video of the instrument motion was recorded, based on which the insertion point 2D and 3D coordinates could be estimated using the method described in detail elsewhere [8]. Since floating of the insertion point is inevitable in real surgeries, the floating error compensation is provided by the random noise application random noise to the insertion point estimated position during tracking.

The evolutions of 2D and 3D positions of the end-effector tip were measured during the tracking process. In Figure 4, the trajectories of 2D end-effector tip obtained by the proposed and reference ([7]) methods are plotted in the \(u\)-v-frame space. Figure 5(a–c) show the 3D trajectories of end-effector tip for these two methods in the camera frame. The errors of the proposed method to the reference one in the X-Y-Z coordinates are depicted in Figure 6 and listed in Table 1, while selected frames from the tracking procedure of the proposed method are shown in Figure 7.
In-vivo test results

To verify the qualitative results of the proposed method, some experiments were conducted based on several in-vivo sequences captured in some training operations of the medical school provided by the TIMC-IMAG laboratory. Based on these in-vivo video data, the proposed tracking algorithm and the comparison method [7] were also implemented via the Matlab R2014a using a PC with a 2.9 GHz dual-core CPU and Windows 7 system.

Since the analysed in-vivo data were not captured via the platform and experimental setup used for ex-vivo ones, the camera parameters of endoscope remained unknown and the 3D position of insertion point could not be estimated, thus making impossible the implementation of method [7]. A failure to obtain

Figure 4. The 2D trajectories of end-effector tip obtained by the proposed method (solid lines) and that in [7] (dash-dotted lines).

Figure 5. The end-effector tip 3D trajectories in X-Y-Z coordinates.
the 3D tracking data did not prevent the 2D tracking by the proposed method, which yielded some tracking frames of our algorithm (Figure 8). The 2D measurement errors between our algorithm and the comparison method [7] are listed in Table 2.

Discussion

The experiments with ex-vivo video sequences strongly suggest the state-of-the-art tracking performance and improved tracking accuracy of the proposed method, as compared to available ones. As is seen in Figure 4 and Table 1, the 2D discrepancies errors between the two methods are small: the mean errors are less than 4 pixels. The comparison of 3D trajectories in Figure 5 and Table 1 proves their close fit: the mean errors in X-Y-Z directions are less than 3 mm, while their standard deviations imply the proposed method’s strong robustness to noise interference. As shown in Figure 6, the maximal 3D error of the proposed method is about 5 mm, which is even less than the mean error in [9]. The collinear hypothesis used in the Equation (4) accounts for the small errors in X-Y coordinates: insofar as the insertion point is included in the estimation of tracking position, the errors of Z coordinates are well-controlled (less than 1 mm).

Compared with those of ex-vivo test, the 2D measurement errors of in-vivo test are at least 2.5 pixels higher both in (u, v). Due to less strict requirements to illumination conditions in training operations, in contrast to the real ones, the in-vivo video sequences are little dimmer than the ex-vivo ones. When the respective 2D tracking by the proposed method was also

Table 1. The mean errors and standard deviations for 2D/3D numerical results obtained by the proposed method.

| 3D errors (mm) | 2D errors (pixel) |
|----------------|-------------------|
| X              | Y                 | Z | u   | v   |
| Mean           | 2.5697            | 1.9701| 0.3545| 3.1417| 2.7073|
| Std. Dev.      | 0.8172            | 0.8076| 0.1984| 3.7129| 3.0085|

Figure 6. The end-effector tip 3D errors in the X-Y-Z coordinates.
applied to each frame with the CNN-based detection of instrument, the insufficient illumination of the image part (end-effector) accounted for drifted tracking results in some frames (see Figure 8(a,d)), which is the main reason why the in-vivo test has higher 2D measurement errors. Since the CNN training data did not include any samples from in-vivo video sequences, the trained CNN failed to identify the real instrument image in the bounding box of some frames, invoking drifted tracking results, which issue can be resolved by adding samples of in-vivo sequences into the training database.

Actually, the MIS instrument’s translation, rotation, and more generic warping are not fully considered during the tracking process of our algorithm. The spatial transformation of MIS instrument in tracking can lead to less accuracy of classification, so the

Table 2. The 2D mean errors and standard deviations of in-vivo test.

| 2D errors (pixel) | u    | v    |
|-------------------|------|------|
| Mean              | 6.1695 | 5.2378 |
| Std. Dev.         | 5.9261 | 5.4736 |
2D tracking errors of our algorithm in both ex-vivo and in-vivo tests are higher than 2.7 pixels, which might be improved by applying some regression CNN based on transformation invariant constraints.

Conclusion

In this study, novel method of surgical instrument tracking-by-detection is proposed, which considers the surgical instrument as two parts: end-effector and shaft, each being provided a different feature description, whereas the edge-points and line features are used for the shaft detection of shaft, and the trained CNN (deep learning) features are proposed to track and detect the end-effector. Due to a seamless combination of the above two feature description procedures, the resulting tracking method exhibits a better performance than the available ones. Further refinement of the proposed method will focus on dealing with the conditions of occlusion and multi-instruments, which is planned to be achieved by constructing a more efficient and robust line feature detector and a more flexible CNN structure.
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