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Abstract—Wireless communication systems that rely on orthogonal frequency-division multiplexing (OFDM) suffer from a high peak-to-average (power) ratio (PAR), which necessitates power-inefficient radio-frequency (RF) chains to avoid an increase in error-vector magnitude (EVM) and out-of-band (OOB) emissions. To this end, a (EVM) caused by signal saturation and clipping in the radio-MIMO promises improved spectral efficiency compared to without causing an increase in EVM or OOB emissions.

I. INTRODUCTION

Massive multi-user (MU) multiple-input multiple-output (MIMO) promises improved spectral efficiency compared to that of conventional, small-scale MIMO [1]. Communication in channels with frequency-selective fading necessitates suitable baseband processing methods that remove inter-symbol-interference (ISI). While orthogonal frequency-division multiplexing (OFDM) [2] is highly effective and efficient in removing ISI, the transmitted time-domain signals exhibit, in general, a large dynamic range [3]. In order to avoid out-of-band (OOB) emissions or an increase in error-vector magnitude (EVM) caused by signal saturation and clipping in the radio-frequency (RF) chains, OFDM necessitates the use of linear (and, hence, power-inefficient) RF circuitry. To this end, a plethora of dynamic range-reduction methods, known as peak-to-average (power) ratio (PAR) reduction schemes, have been proposed in the literature that combat this issue [4].

As demonstrated in [5], the excess degrees-of-freedom offered by massive MU-MIMO systems provides the unique opportunity to jointly perform MU interference (MUI) removal, OFDM modulation, and PAR reduction. Unfortunately, the joint precoding and PAR reduction (JPP) algorithm proposed in [5] exhibits prohibitively high computational complexity, which prevents its deployment in practice. In recent years, a host of alternative JPP methods have been proposed in [6]–[14], which aim at reducing the computational complexity. However, these methods either increase EVM and OOB emissions, or aim at minimizing the transmit signal’s peaks (i.e., their \(\ell^\infty\)-norm), but not on minimizing the actual PAR.

A. Contributions

We propose a novel JPP method for massive MU-MIMO-OFDM systems based on a novel \(\ell^p - \ell^q\)-norm formulation. We provide a theoretical underpinning of the proposed approach, which shows that it is capable of finding solutions with lower PAR than the widely-used \(\ell^\infty\)-norm minimization approach [6]–[14], while also being computationally more efficient. We study the fundamental trade-off between the PAR and the power increase (PINC) compared to the least-squares (LS) solutions. Finally, we prove the efficacy of \(\ell^p - \ell^q\)-norm minimization for JPP in a massive MU-MIMO-OFDM system, which demonstrates that our new formulation achieves low PAR at moderate PINC, while perfectly removing MUI without causing an increase in EVM or OOB emissions.

B. Notation

Bold lowercase and uppercase letters represent column vectors and matrices, respectively. We use \(a_k\) for the \(k\)th entry of \(\mathbf{a}\), and \([\mathbf{A}]_{k} = a_k\) for the \(k\)th column of \(\mathbf{A}\). The superscripts \((\cdot)^*, (\cdot)^T\), and \((\cdot)^H\) stand for the matrix conjugate transpose, and Hermitian, respectively. The \(N \times M\) all-zeros matrix is \(\mathbf{0}_{N \times M}\), the \(N \times N\) identity matrix is \(\mathbf{I}_N\), and the \(N \times N\) unitary DFT matrix is \(\mathbf{F}_N\). We denote the element-wise multiplication, absolute value, and \(r\)th power by \(\cdot\cdot\cdot\), \(|\cdot|\), and \((\cdot)^{\circ r}\), respectively. The \(\ell^p\)-norm is given by \(\|\mathbf{a}\|_p = (\sum_{k} |a_k|^p)^{1/p}\), and the Frobenius norm by \(\|\mathbf{A}\|_F = (\sum_{i,k} |A_{i,k}|^2)^{1/2}\). All complex-valued gradients follow the definitions of [13].

II. PREREQUISITES

We now introduce the PAR minimization problem for the simple case of \(\mathbf{y} = \mathbf{A}\mathbf{x}\) and study the limits of existing algorithms that find solutions \(\mathbf{x}\) with low (or minimal) PAR.

A. Minimum PAR Solutions

We are interested in solving an underdetermined system of linear equations \(\mathbf{y} = \mathbf{A}\mathbf{x}\), where \(\mathbf{y} \in \mathbb{C}^M\) and \(\mathbf{A} \in \mathbb{C}^{M \times N}\) with \(M < N\). While the least-squares (LS) solution vector \(\hat{\mathbf{x}}_{\text{LS}} = \arg \min_{\mathbf{x}} \|\mathbf{x}\|_2\) subject to \(\mathbf{y} = \mathbf{A}\mathbf{x}\) \(\mathbf{x} \in \mathbb{C}^N\)
minimizes the power in terms of the $\ell^2$-norm, we are interested in solution vectors with low dynamic range. In communication scenarios, one is typically interested in solutions with low peak-to-average (power) ratio (PAR), which is defined as follows:

**Definition 1.** The peak-to-average-power ratio (PAR) of a non-zero vector $x \in \mathbb{C}^N$ is defined as

$$\text{PAR}(x) \triangleq \frac{N\|x\|_\infty^2}{\|x\|_2^2}. \quad (1)$$

The PAR satisfies $1 \leq \text{PAR}(x) \leq N$, where the upper bound is achieved for sparse vectors with only one nonzero entry (i.e., one-sparse vectors), and the lower bound is achieved for minimum-PAR vectors that satisfy the following definition:

**Definition 2.** A minimum PAR (min-PAR) vector $x \in \mathbb{C}^N$ satisfies $|x_i| = |x_j|$ for all $i, j \in \{1, \ldots, N\}$.

It would be natural to directly minimize the PAR in (1) of vectors $x \in \mathbb{C}^N$, subject to the consistency constraint $y = Ax$. Unfortunately, solving the minimum-PAR optimization problem (P-PAR) $\hat{x}^{\text{MP}} = \arg\min_{\tilde{x} \in \mathbb{C}^N} \text{PAR}(\tilde{x})$ subject to $y = Ax$ is challenging because the PAR in (1) is nonconvex and not differentiable. In order to efficiently solve such optimization problems, it would be beneficial to have (i) a convex problem and (ii) an objective function that is differentiable. While the former would enable one to find optimal solutions, the latter would allow for the design of computationally efficient algorithms, such as projected gradient descent [16]–[18].

**B. Low-PAR Solutions via $\ell^\infty$-Norm Minimization**

Instead of directly minimizing the PAR, the references [5], [8] proposed to minimize the vector’s $\ell^\infty$-norm, resulting in the following optimization problem:

(P-$\ell^\infty$) $\hat{x}^{\infty} = \arg\min_{\tilde{x} \in \mathbb{C}^N} \|\tilde{x}\|_\infty$ subject to $y = Ax$.

While this problem is convex, the objective function is not differentiable, which requires Douglas-Rachford splitting [19] (or related splitting methods) to solve it numerically. For example, convex reduction of amplitudes for Parseval frames (CRAMP) [8] is an efficient method for solving (P-$\ell^\infty$).

Minimizing the $\ell^\infty$-norm has shown to reduce the PAR, but the $\ell^\infty$-norm objective only focuses on reducing the signal’s peaks and not on actually delivering a min-PAR solution. In fact, as shown in [8, Lem. 1] for (P-$\ell^\infty$) with full-spark frame $A$, any solution to (P-$\ell^\infty$) is guaranteed to have $N-M+1$ entries with magnitude $\|\hat{x}^{\infty}\|_\infty$, whereas no guarantee can be given for the other $M-1$ entries. This implies that the PAR of the solutions to (P-$\ell^\infty$) are bounded by [8, Thm. 7]

$$\text{PAR}(\hat{x}^{\infty}) \leq \frac{N}{N-M+1}. \quad (2)$$

However, in order to find min-PAR solutions, other problem formulations are necessary. In Section [III] we will propose a novel approach that addresses this issue.

---

1A full spark frame $A \in \mathbb{C}^{N \times N}$ is an $M \leq N$ matrix for which every size-$M$ subcollection of column vectors is a spanning set (i.e., has full rank).

**C. Fundamental PAR vs. PINC Trade-off**

When computing solutions with low PAR, the power (or squared $\ell^2$-norm) of the solution vector typically increases compared to the LS solution (which is, per definition, power-minimal). This has the implication that, while we can shape the vector $x$ to be better suited for nonlinear RF circuitry, the resulting vector might have larger $\ell^2$-norm. Hence, for a given power constraint, one has to back-off compared to the power of the LS solution, which will lower the SNR at the UE sides resulting in a higher error-rate or lower spectral efficiency.

We now rigorously show that there exists a fundamental trade-off between the PAR of a solution vector $x$ for the system of linear equations $y = Ax$ and the power increase compared to the LS solution, which we define as follows:

**Definition 3.** Let $x$ be any vector to $\hat{x} = Ax$ and $\hat{x}^{\text{LS}}$ be the LS solution from (P-LS). Then, the power increase (PINC) is defined as follows:

$$\text{PINC}(x) \triangleq \frac{\|\hat{x}\|_2^2}{\|\hat{x}^{\text{LS}}\|_2^2}. \quad (3)$$

The PINC satisfies $1 \leq \text{PINC}(x)$ and the lower bound is, per definition, achieved for the LS solution $\hat{x}^{\text{LS}}$. The following result reveals the fundamental trade-off between PAR and PINC; a short proof is given in Appendix [A].

**Lemma 1.** Let $x$ be any solution to $y = Ax$ for a given $A$ and $y$ with $y \neq 0$. Then, there exists a constant $c \geq 1$ that depends on $y$ and $A$ for which the following inequality holds:

$$\text{PAR}(x) \leq c. \quad (4)$$

Furthermore, the solution $\hat{x}^{\infty}$ from (P-$\ell^\infty$) achieves the lower bound with equality, i.e., determines the constant $c$.

This result implies that, while the $\ell^\infty$-norm solution $\hat{x}^{\infty}$ is trade-off optimal, it does not necessarily minimize the PAR. It also follows that min-PAR solutions typically increase the PINC, which is made explicit by the following corollary:

**Corollary 2.** Let $y = Ax$ with a min-PAR solution $\hat{x}$. Then, its PINC is lower bounded by $c$, i.e., $\text{PINC}(\hat{x}) \geq c$.

Our prime goal is thus to design an optimization problem that (i) leads to min-PAR solutions which do not result in too high PINC and (ii) enables the design of computationally efficient algorithms—this is exactly what we will do next!

**III. $\ell^p - \ell^q$-Norm Minimization**

We now introduce a novel approach to efficiently compute min-PAR solutions. We show our idea for the basic case of $y = Ax$. An application to joint precoding and PAR reduction in the massive MU-MIMO case is given in Section [IV].

**A. $\ell^p - \ell^q$-Norm Minimization Problem**

We start by stating the following key equivalence property between $\ell^p$ and $\ell^q$ norms with $1 \leq q < p$ [20]:

$$\|x\|_q \leq N^\frac{1}{q} - \frac{1}{p} \|x\|_p. \quad (5)$$
Here, it is important to realize that the equality holds only for min-PAR vectors $\mathbf{x}$. This equivalence also implies that

$$0 \leq N^{\frac{q}{2} - \frac{p}{2}} \|\mathbf{x}\|_p^2 - \|\mathbf{x}\|_q^2,$$

(6)

where the last inequality holds, once again, only for min-PAR vectors $\mathbf{x}$. Our key idea is to minimize the right-hand-side, resulting in the following optimization problem for $1 \leq q < p$:

$$\hat{\mathbf{x}} = \arg \min \limits_{\mathbf{x} \in \mathbb{C}^N} N^{\frac{q}{2} - \frac{p}{2}} \|\mathbf{x}\|_p^2 - \|\mathbf{x}\|_q^2$$

subject to $\mathbf{y} = A\hat{\mathbf{x}}$. (P-$pq$)

This problem is nonconvex, but the differentiability of the objective function (assuming $p < \infty$) enables computationally efficient algorithms. Furthermore, the objective is minimal only for min-PAR solution vectors $\mathbf{x}$, which is our prime goal.

B. Why the $\ell^p - \ell^q$-Norm?

It is natural to ask, why the objective function of (P-$pq$), which we define as

$$f(\mathbf{x}) \triangleq N^{\frac{q}{2} - \frac{p}{2}} \|\mathbf{x}\|_p^2 - \|\mathbf{x}\|_q^2$$

(7)

is a sensible choice for minimizing the PAR. Our reasons are as follows. First, we can show that minimizing $f(\mathbf{x})$ is, under certain conditions, equivalent to minimizing the following, alternative $\ell^p - \ell^q$-norm-based PAR definition:

**Definition 4.** For $1 \leq q < p$, the $\ell^p - \ell^q$-norm-based PAR of a non-zero vector $\mathbf{x} \in \mathbb{C}^N$ is defined as

$$\text{PAR}_q^p(\mathbf{x}) \triangleq N^{\frac{q}{2} - \frac{p}{2}} \|\mathbf{x}\|_p^2 - \|\mathbf{x}\|_q^2.$$

(8)

This PAR definition satisfies $1 \leq \text{PAR}_q^p(\mathbf{x}) \leq N^{\frac{q}{2} - \frac{p}{2}}$, where the upper and lower bounds are achieved by one-sparse and min-PAR vectors, respectively, similarly to the standard PAR in [1]. In addition, we have the following inequality; a short proof is given in Appendix [B].

**Lemma 3.** For any nonzero vector $\mathbf{x} \in \mathbb{C}^N$, the $\text{PAR}_q^p$ satisfies

$$\text{PAR}_q^p(\mathbf{x}) \leq \text{PAR}(\mathbf{x}),$$

(9)

for (i) any $2 \leq q < p$, and for (ii) $q = 1$ and $p = 2$. This bound holds with equality for min-PAR solutions, and also trivially for $q = 2$ and $p = \infty$.

Now, consider the following optimization problem:

$$\hat{\mathbf{x}} = \arg \min \limits_{\mathbf{x} \in \mathbb{C}^N} \text{PAR}_q^p(\mathbf{x})$$

subject to $\mathbf{y} = A\hat{\mathbf{x}}$. (P-$pq$)

By following the arguments in [21], it can be shown that as long as a min-PAR solution exists, the solution to (10) is the same as the solution to (P-$pq$). These facts imply that minimizing the alternative definition of $\text{PAR}_q^p$ is a viable substitute to minimizing $\text{PAR}$ in (1).

C. $\ell^p - \ell^q$-Norm Minimization with Forward Backward Splitting

The remaining ingredient is a computationally efficient method to solve (P-$pq$). Unfortunately, the nonconvex nature of (P-$pq$) makes finding global minimizers difficult. Nonetheless, we next develop an algorithm that requires low complexity and is shown to find min-PAR solutions. Specifically, we will use forward backward splitting (FBS) [17], a numerical optimization procedure that solves problems of the form

$$\hat{\mathbf{x}} = \arg \min \limits_{\mathbf{x} \in \mathbb{C}^N} f(\mathbf{x}) + g(\mathbf{x}),$$

(11)

where the function $f$ is convex and differentiable and $g$ is convex, but not necessarily smooth or bounded. FBS solves (11), by performing the following iterative procedure for the iterates $k = 1, 2, \ldots$, until a convergence criterion is met:

$$\mathbf{x}^{(k+1)} = \text{prox}_g(\mathbf{x}^{(k)} - \tau^{(k)} \nabla f(\mathbf{x}^{(k)}), \tau^{(k)}).$$

(12)

Here, the proximal operator is defined as

$$\text{prox}_g(\mathbf{z}, \tau^{(k)}) = \arg \min \limits_{\mathbf{x} \in \mathbb{C}^N} \{\tau^{(k)} g(\mathbf{x}) + \frac{1}{2} \|\mathbf{x} - \mathbf{z}\|_2^2\}.$$

(13)

with the per-iteration step size $\tau^{(k)} > 0$ and $\nabla f$ is the gradient of the smooth function $f$. FBS is guaranteed to converge to a solution of (11) for carefully-chosen step sizes. It is important to note that FBS has been used in the past to efficiently approximate solutions to problems of the form (11) in which $f$ is no longer convex [22], [23], as it is the situation for (P-$pq$).

In our case of applying FBS to solving (P-$pq$), the function $f(x)$ is defined in (7) and its gradient is given by

$$\nabla f(x) = (N^{\frac{q}{2} - \frac{p}{2}} \|\mathbf{x}\|_p^2 - \|\mathbf{x}\|_q^2) \circ \mathbf{x}.$$  

(14)

The function $g(x)$ is used to represent the constraint of (P-$pq$), which can be accomplished by setting $g(x)$ to a characteristic function that is zero if $\mathbf{y} = A\mathbf{x}$ and infinity otherwise. For this case, the proximal operator is given by [18]

$$\text{prox}_g(\mathbf{z}) = \mathbf{z} - A^H(\mathbf{A}A^H)^{-1}(\mathbf{A}\mathbf{z} - \mathbf{y}),$$

(15)

which is independent of $\tau^{(k)}$ and requires $\mathbf{A}A^H$ to be invertible. In what follows, we pick a fixed step size $\tau = \tau^{(k)}$ that results in a monotonic decrease in the objective. We use FBS as in (12) for a fixed maximum number of iterations $K_{\text{max}}$.

D. Example of $\ell^p - \ell^q$-Norm Minimization

In Figure [1] we show an example of $\ell^p - \ell^q$-norm minimization, where we apply FBS to one instance of a circularly-symmetric complex standard normal $\mathbf{A} \in \mathbb{C}^{100 \times 200}$ and vector $\mathbf{y} \in \mathbb{C}^{100}$. We consider the cases where $p = 4, q = 2$ and $p = 2, q = 1$; moreover, as a baseline, we show the behavior of $\ell^\infty$-norm minimization solved via CRAMP [9]. For all algorithms, we start with $\mathbf{x}^{(1)} = \text{prox}_g(0_{100 \times 1}) = \mathbf{x}^{\text{LS}}$, i.e., all algorithms compute the LS solution in the first iteration, and run a maximum of $K_{\text{max}} = 10^6$ iterations.

Figure [1(a)] shows the PAR-PINC trade-off for all iterations together with the lower-bound given by Lemma [1].

$$\text{PAR}_{\text{aff}}(\mathbf{x}) + \text{PINC}_{\text{aff}}(\mathbf{x}) \geq 101 \log_{10}(c).$$

(16)
While the minimum \( \ell^{\infty} \)-solution indeed achieves the optimal trade-off, the \( \ell^{p} - \ell^{q} \)-norm variants actually compute min-PAR solutions—but, as expected, at higher PINC. We also note the non-monotone behavior of the PAR for the \( \ell^{p} - \ell^{q} \)-norm-based algorithms, as they only guarantee a monotonic decrease for their own objective in (7). Figure 1(b) shows the behavior of PAR and PINC for the first 20 iterations, which is more realistic in practical systems that are limited in complexity and latency. We observe that the per-iteration behavior is comparable. However, the proposed \( \ell^{p} - \ell^{q} \)-norm methods are more efficient since Douglas-Rachford splitting requires more intermediate variables (and, hence, more storage) and also a higher per-iteration complexity, mostly because evaluating the proximal operator for the \( \ell^{\infty} \)-norm is significantly more complex than evaluating the gradient in (14).

IV. THE MASSIVE MU-MIMO-OFDM CASE

We now apply \( \ell^{p} - \ell^{q} \)-norm minimization to joint precoding and PAR reduction in a massive MU-MIMO-OFDM system.

A. System Model

We consider a massive MU-MIMO-OFDM downlink system as depicted in Figure 2. A BS equipped with \( B \) antennas transmits data to \( U \leq B \) single-antenna UEs. We assume that the total number of OFDM tones is \( W \), and we designate the sets of used and unused OFDM tones with \( \Omega \) and \( \Omega^c \), respectively, where \( |\Omega| + |\Omega^c| = W \). For a given OFDM tone \( w \in \Omega \), the signal vector \( s_w \in \mathbb{C}^U \) to be transmitted contains the data symbols from the constellation \( \mathcal{S} \) for each UE; we set \( s_w = 0_{U \times 1} \) for the unused tones \( w \in \Omega^c \). In order to suppress MUI, the signal vectors \( s_w, w \in \Omega \) are passed through a precoder that generates \( W \) frequency-domain vectors \( x_w \in \mathbb{C}^B \) according to a given precoding scheme. We define the matrix \( X \in \mathbb{C}^{B \times W} \) so that the columns consist of the precoded vectors \( x_w, w = 1, \ldots, W \), i.e., \( X = [x_1, \ldots, x_W] \), where each column corresponds to a tone and each row to a BS antenna. Then, the transpose \( X^T \) provides the frequency domain outputs for each BS antenna, i.e., each column corresponds to a BS antenna and each row to a tone. Since precoding causes the total transmit power \( P = \|X\|_F^2 \) to depend on the transmit signals \( s_w, \forall w \), and the channel state, the precoded vectors will be normalized prior to transmission as \( x_w = x_w/\|X\|_F \) to ensure unit transmit power. This normalization is essential in practice (i.e., to meet regulatory power constraints), but we omit this normalization step in the description of the precoders to follow (but we will recall this aspect in Section V).

Let us denote the time-domain output samples of the \( B \) BS antennas by \( \{t_b\}_{b=1}^B \) and define the \( W \times B \) matrix \( T = [t_1, \ldots, t_B] \). In an OFDM system, the matrix \( T \) is given by the inverse DFT as \( T = F^H X^T \). To simplify notation, we define a linear mapping from \( \{t_b\}_{b=1}^B \) to \( \{x_w\}_{w=1}^W \) as

\[
\psi_w(t_1, \ldots, t_B) \triangleq [(FT)^T]_w = x_w, w \in \{1, \ldots, W\}. \tag{17}
\]

Prior to transmission over the wireless channel, a cyclic prefix (CP) is prepended to \( t_b, \forall b \in \{1, \ldots, B\} \) to avoid ISI.

For simplicity, we specify the input-output relation of the wireless channel in the frequency domain. We model the received vector at tone index \( w \) with \( y_w \in \mathbb{C}^W \) as

\[
y_w = H_w x_w + n_w, w \in \{1, \ldots, W\}. \tag{18}
\]

where \( H_w \in \mathbb{C}^{U \times B} \) represents the MIMO channel matrix associated with the \( w \)th OFDM tone and \( n_w \in \mathbb{C}^U \) models circularly-symmetric Gaussian noise. Finally, each of the \( U \) UEs perform OFDM demodulation to obtain \( [y_w]_w, w \in \Omega \), i.e., the data symbols for UE \( w \) at each used tone.

B. Least-Squares Precoding

In order to suppress MUI, precoding must be employed at the BS. To this end, we assume the channel matrices \( H_w, \forall w \) to be known perfectly at the BS-side.\(^2\) Linear precoders are among the simplest methods and compute \( x_w = G_w s_w \), with the precoding matrix \( G_w \in \mathbb{C}^{B \times U} \), on the used subcarriers \( w \in \Omega \) and \( x_w = 0_{B \times 1} \) on the unused subcarriers \( w \in \Omega^c \). LS precoding is a prominent method, which determines the vectors \( x_w, \forall w \), so that the following precoding constraints are satisfied while minimizing the transmit power: (i) \( s_w = \)}
which ensure zero OOB emissions. We propose the following which can be exploited to simultaneously satisfy the precoding constraints (which removes MUI), while shaping the transmitted time-domain signals to reduce the PAR. Consequently, our goal is to solve an optimization problem that simultaneously satisfies the following precoding constraints while minimizing the $\ell^p-\ell^q$-norm of the time-domain signals: (i) $\mathbf{s}_w = \mathbf{H}_w x_w$, $w \in \Omega$, which ensure zero EVM, and (ii) $\mathbf{x}_w = \mathbf{0}_{B \times 1}$, $w \in \Omega^c$, which ensure zero OOB emissions. We propose the following optimization problem that achieves all of these goals:

$$
\text{minimize } 4\sum_{b=1}^{B} \left( W^{-\frac{2}{p}} - \frac{2}{q} \right) \| \mathbf{t}_b \|_p^2 - \| \mathbf{t}_b \|_q^2 \\
\text{subject to } \mathbf{s}_w = \mathbf{H}_w \mathbf{w} \mathbf{x}_w(\mathbf{t}_1, \ldots, \mathbf{t}_B), \forall w \in \Omega \\
\mathbf{0}_{U \times 1} = \mathbf{w} \mathbf{x}_w(\mathbf{t}_1, \ldots, \mathbf{t}_B), \forall w \in \Omega^c.
$$

Here, we decided to separately minimize $\mathbf{w}^{\ell_q}$ at each transmit antenna and consider the sum of $\ell^p-\ell^q$-norm penalties.

The remaining piece of the puzzle is to show that a solution to (JPP-$pq$) can be computed efficiently (and approximately) via FBS. In fact, the procedure is just a slightly more complicated version of the algorithm proposed in Section III-C and the details are as follows. Following the definition of $f$ in (7), the objective function is given by $f(\mathbf{T}) \triangleq \sum_{b=1}^{B} f(\mathbf{t}_b)$. Here, the summation allows the computation of the gradient step in $f(\mathbf{T})$ separately for each column $\mathbf{t}_b$, $b \in \{1, \ldots, B\}$. Since there exists a one-to-one mapping between time and frequency domains via (7), we can apply the linear constraints in (JPP-$pq$) separately on the columns of the frequency domain matrix $\mathbf{X}$. Here, we apply (15) on $x_w$ for $w \in \Omega$, and set $x_w = \mathbf{0}_{U \times 1}$ for $w \in \Omega^c$. We then repeat the resulting FBS procedure for a fixed (and small) number of iterations $K_{max}$.

V. Simulation Results

We now demonstrate the efficacy of $\ell^p-\ell^q$-norm minimization for JPP in a massive MU-MIMO-OFDM system.

A. Simulation Setup

As in (24), we consider a MU-MIMO-OFDM system with $B = 128$ BS antennas and $U = 16$ UEs. The OFDM numerology is based on 20 MHz bandwidth with $W = 2048$ subcarriers; the used and unused tones are as defined in (A). Another approach would be to minimize $\mathbf{w}^{\ell_p}$ over all time-domain signals, i.e., $\mathbf{w}^{\ell_p}(\text{vec}(\mathbf{T}))$. A detailed investigation of this alternative objective function is part of future work.
efficient than $\ell^\infty$-norm minimization for the reasons discussed in Section III-D our proposed approach turns into a significant complexity advantage for a $B \times U \times W$-sized massive MU-MIMO-OFDM system.

VI. CONCLUSIONS

We have proposed a novel formulation for finding minimal-PAR solutions to underdetermined systems of linear equations using $\ell^q - \ell^\infty$-norm minimization. We have identified a fundamental trade-off between the PAR of the solution vectors and their power increase compared to the LS solution, and we have shown that $\ell^\infty$-norm-minimal solutions are optimal under this trade-off. We have developed an FBS-based algorithm that is able to efficiently produce minimal-PAR solutions, which are, in general, unattainable by $\ell^\infty$-norm minimization. In order to demonstrate the efficacy of our approach, we have applied it to joint precoding and PAR reduction (referred to as JPP) in a massive MU-MIMO-OFDM scenario, which has revealed that our new $\ell^q - \ell^\infty$-norm formulation is able to outperform CRAMP [8], which directly minimizes the $\ell^\infty$-norm.

APPENDIX A
PROOF OF LEMMA [1]

We have that

$$\text{PAR}(x) \text{ PINC}(x) = \frac{N\|\hat{x}\|_2^2 \|x\|_2^2}{\|\hat{x}\|_2^2 \|L_x\|_2^2} = \frac{N\|x\|_\infty^2}{\|L_x\|_2^2},$$

(19)

since $x \neq 0$ as $y \neq 0$. The numerator is minimized by the $\ell^\infty$-norm solution $\hat{x}$ given by ($P_{\infty}$), which leads to

$$\text{PAR}(x) \text{ PINC}(x) \geq \frac{N\|\hat{x}\|_\infty^2}{\|L_x\|_2^2} = c.$$  

(20)

This observation also implies that

$$\text{PAR}(\hat{x}) \text{ PINC}(\hat{x}) = c,$$

(21)

meaning that the $\ell^\infty$-norm solution is not only trade-off optimal but also determines the lower bound constant $c$.

APPENDIX B
PROOF OF LEMMA [3]

From [5], it follows that $\|x\|_p \leq N^{\frac{1}{2}} \|x\|_\infty$. If $2 \leq q$, then we also have $\|x\|_\frac{q}{2} \leq N^{\frac{1}{2}} \|x\|_\infty$, which leads to

$$\frac{N^{\frac{2}{2}} \|x\|_\frac{q}{2}}{\|x\|_\frac{q}{2}} \leq \frac{N^{\frac{1}{2}} \|x\|_\infty}{\|x\|_\frac{q}{2}} = \frac{N\|x\|_\infty^2}{\|x\|_\frac{q}{2}} = \text{PAR}(x).$$  

(22)

If $q = 1$, $p = 2$, then the inequality in Lemma 3 becomes

$$\frac{N\|x\|_1^2}{\|x\|_2^2} \leq \frac{N\|x\|_\infty^2}{\|x\|_2^2} \iff \|x\|_2^2 \leq \|x\|_1 \|x\|_\infty,$$

(23)

which holds by Hölder’s inequality.
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