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Recent cold atom experiments have observed bad and strange metal behaviors in strongly-interacting Fermi-Hubbard systems. Motivated by these results, we calculate the thermoelectric transport properties of a 2D Fermi-Hubbard system in the weak coupling limit using quantum kinetic theory. We find that many features attributed to strong correlations are also found at weak coupling. In particular, for temperatures $T \gtrsim t$ the electrical resistivity is nearly linear in temperature despite the fact that the quasiparticle scattering rate is non-linear and changes by nearly an order of magnitude. We argue that this asymptotic behavior is a general feature of systems with a finite spectral width, which implies that there is no MIR bound on the resistivity in single-band models. Due to nesting, the $T$-linear resistivity persists down to $T = 0$ at half filling. Our work sheds light on the transport regime in ultracold atom experiments, which can differ substantially from that of condensed matter systems. Disentangling these band-structure effects from the physics of strong correlations is a major challenge for future experiments.

Anomalous transport properties in the normal state of various strongly-correlated materials [1–6] have sparked considerable interest in recent years. The terms “strange metal” and “bad metal” have come to denote two significant deviations from standard Fermi liquid behavior: a DC resistivity which is $T$-linear down to low temperatures and an inferred mean-free path which becomes shorter than the lattice spacing at high temperatures, respectively. By contrast, the DC resistivity of a Fermi liquid is expected to vanish as $T^2$ at low temperatures and saturate at an upper bound, known as the Mott-Ioffe-Regel (MIR) limit [7–9]. The stark deviation of these behaviors from Fermi liquid theory has inspired a wealth of sophisticated theoretical and numerical approaches [10–17], many of which rethinking the notion of Fermi liquid theory altogether.

Recent developments in cold atoms [18, 19] have lead to exciting experiments that shed a unique light on this transport problem [20–22]. The neutral atoms are assigned a fictitious charge $e$, forces are interpreted as electric fields $E = F/e$, and the language of electronic systems is used in order to connect to solid-state problems. These cold atom experiments operate in a novel transport regime in which an “electronic” current can only dissipate via electron-electron interactions. Studying transport in this regime will help to disentangle the role of interactions, phonons, and impurities in real materials. Furthermore, cold atom experiments are poised to study fermionic systems with a wide variety of interaction strengths, particle densities, and temperatures. Already, the Bakr group has measured a $T$-linear DC resistivity in the 2D Fermi-Hubbard model that smoothly violates the MIR limit [20]. Their experiment further illuminates the problem by studying the Nernst-Einstein decomposition of the conductivity into the product of the diffusion constant and the charge compressibility, $\sigma = D\chi$. Interestingly, they find that the diffusion constant and the quasiparticle scattering rate saturate at a high-temperature asymptotic value. This saturation is consistent with the notion of an MIR bound, even though the electrical resistivity appears to be unbounded. Furthermore, they find that the diffusion constant and the charge compressibility exhibit non-trivial temperature dependences at intermediate temperatures which “conspire” in such a way that the DC resistivity, $\rho = 1/\sigma$, is $T$-linear with a constant slope.

In this Letter, we study transport in the 2D Fermi-Hubbard model in the weak-coupling regime where Fermi liquid theory is applicable. We find a number of striking similarities to the Bakr experiment including a high-temperature $T$-linear DC resistivity that persists to intermediate-to-low temperatures. We explain the high temperature behavior in terms of a diverging effective mass. Consistent with the MIR limit, however, the scattering rate remains finite. As observed in Ref. [20], the $T$-linear resistivity at intermediate temperatures coincides with non-trivial temperature dependence of the charge compressibility and diffusion constant. At half-filling, the $\rho \propto T$ behavior continues down to $T = 0$, where it can be attributed to the nested bandstructure. These features of the weakly-coupled system must be taken into account when looking for strong-correlation physics in cold atom experiments.

The Fermi-Hubbard model is described by the Hamiltonian

$$\mathcal{H} = -t \sum_{\langle ij \rangle, \sigma} (c_{i\sigma}^\dagger c_{j\sigma} + h.c.) + U \sum_i c_{i\uparrow}^\dagger c_{i\downarrow}^\dagger c_{i\downarrow} c_{i\uparrow}$$

where $c_{i\sigma}^\dagger$ is the fermionic creation operator on site $i$ with spin $\sigma$. It describes particles that hop between sites on a lattice with a tunneling matrix element $t$ and onsite repulsion $U$. This is a natural model for fermionic atoms in optical lattice, where $t$ is set by the lattice depth and $U$ can be tuned by a Feshbach resonance [18, 19]. It is also hypothesized to be a minimal model for understanding a variety of strongly-correlated condensed mat-
In the absence of interactions, the kinetic energy is diagonalized in momentum space with a dispersion $\epsilon_k = -2t \cos k_x - 2t \cos k_y$. Thus, the non-interacting bandwidth is $W = 8t$.

While this simple model has a rich phase diagram at strong coupling,
\cite{24,25}, it can be described in terms of Fermi liquid theory when $U/t \ll 1$. We model transport in this regime using quantum kinetic theory, following the methods of Refs. \cite{26,27} that are described in detail in a companion paper \cite{28}. We study the behavior of the steady-state distribution function $f_k(r)$, which corresponds to the particle number density in a differential volume of phase space $d^3k \cdot d^2r/(2\pi)^2$. The distribution function is related to the real-space number density via $n(r) = 2 \int \frac{d^3k}{(2\pi)^3} f_k(r)$ where the factor of 2 is for spin. It evolves in time according to a Boltzmann equation,

$$\partial_t f_k + \nabla_r f_k \cdot v_k + \bm{eE} \cdot \nabla_k f_k = I_k[f],$$

(2)

where the collision integral, $I_k[f]$, accounts for the effects of quasiparticle scattering. Although in cold atom experiments the particles are neutral, we use the language of electronic systems, formally assigning them a charge $e$. As already explained, the quantity $\bm{eE}$ is simply a force, for example from optical or magnetic fields.

We expand about the equilibrium distribution function $f_k^0 = (1 + e^{\beta(\epsilon_k - n)})^{-1}$, parameterizing the deviation in terms of a set of trial functions. The coefficients of these trial functions are then determined using Onsager’s condition that the steady-state distribution function maximizes entropy production \cite{28}. Knowledge of these coefficients allows us to determine the full thermoelectric matrix at a given temperature and particle density.

In the weak-coupling limit, the collision integral can be expanded to leading order in powers of the interaction strength, $U/t$. We use only the leading-order term in the expansion, which corresponds to the Born approximation \cite{7}. This results in a resistivity and scattering rate that both scale as $(U/t)^2$. In panel (a) of Figure 1, we plot the rescaled resistivity $\hat{\rho}(T) = (t/U)^2 \rho(T)$ in units of $\rho_0 = e^2/h$. Our emphasis is on the intermediate-to-high-temperature regime that is relevant for current cold atom experiments. In panel (b) we plot the quasiparticle scattering rate over the same temperature range. We normalize the scattering rate by its infinite-temperature asymptote, $\Gamma_\infty = 0.609 n_\sigma (1-n_\sigma) U^2/\hbar t$, which depends on the particle density.

The bounded nature of this scattering rate should be contrasted with particles in free space with density $n$ and scattering cross-section $\sigma$. There $\Gamma = n\sigma \bar{v}$ continually grows with temperature because the average velocity obeys $\bar{v} \propto \sqrt{T}$. By contrast, there is a maximum velocity in our single band lattice model which constrains the scattering rate.

We emphasize that this constraint is not related to the MIR limit. The MIR limit is defined by the mean free path approaching the lattice spacing, thereby signifying the breakdown of the quasiparticle picture. In Ref. \cite{25} we calculate the infinite-temperature mean free path, finding $l_{MFP} = 3.3a(t/U)^2 n_\sigma^{-1} (1-n_\sigma)^{-1} \gg a$.

The resistivity in Fig. 1(a) monotonically increases as a function of temperature, a hallmark of metallic behavior. At high temperatures, the resistivity approaches a density-independent $T$-linear asymptote, $\rho_\infty(T) = 0.076 (T/t)\rho_0$. This behavior can be understood in terms of the Drude formula $\rho = (m^*\Gamma)/(ne^2)$. As the high-temperature scattering rate is a constant, any temperature dependence must come from the effective mass. At finite temperature, the relevant weighting of the band curvature is

$$\left(\frac{n}{m^*}\right)_{\text{eff}} = \int \frac{d^2k}{2\pi^2} f_k(\nabla_k^2 \epsilon_k).$$

(3)

The bottom of the band has positive curvature and makes positive contributions to the inverse effective mass, while the top of the band makes negative contributions. As $T \to \infty$, the distribution function approaches a constant $f_k \to n_\sigma$ and the inverse effective mass vanishes. Leading-order corrections scale as $1/T$, which implies
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\caption{(color online) (a) Rescaled resistivity, $\hat{\rho} = (t/U)^2 \rho$, versus temperature, scaled by $\rho_0 = e^2/h$. Data is shown for a variety of densities: $n_\sigma = 0.5$ (green), 0.41 (blue), 0.35 (purple), 0.25 (red), and 0.1 (orange). The resistivity is a monotonic increasing function of temperature for all densities with a $T$-linear high temperature asymptote, $\rho_\infty/\rho_0 \approx 0.076 T/t$. In the vicinity of half filling, this asymptote describes the resistivity for all temperatures $T > \bar{t}$. (b) Scattering rate, $\Gamma$, versus temperature in units of the high-temperature asymptote, $\Gamma_\infty \approx 0.609 n_\sigma (1-n_\sigma) U^2/\hbar t$. At intermediate temperatures, $\Gamma$ changes by about an order of magnitude while the resistivity near half filling shows only small deviations from $T$-linearity. The low-temperature scattering rate has three regimes: $\Gamma \propto T^2$ for $0 < |\mu_F| < 2\bar{t}$; $\Gamma \propto T$ for $|\mu_F| = 0$; and $\Gamma \propto e^{-\Delta U/T}$ for $|\mu_F| > 2\bar{t}$.}
\end{figure}
that the effective mass diverges as \( m^* \propto T \). As with the upper bound on the scattering rate, this is a generic feature of the single-band Hamiltonian. In cold atom systems, which are well described by a single band model, these results imply that a \( T \)-linear resistivity does not signify a novel strongly-correlated regime in and of itself.

The high-temperature limiting behavior describes the resistivity down to surprisingly low temperatures, at least an order of magnitude below the bandwidth. This is shown in panel (a) of Fig. 1. For a wide range of fillings, the \( T \)-linearity continues with the same slope down to temperatures of order 0.1\( t \). Comparison with panel (b) shows that the approximate linearity cannot be explained by the high-temperature arguments – the scattering rate is not constant, changing by nearly an order of magnitude over the same region. The temperature dependence of the scattering rate, however, is compensated by the temperature dependence of the effective mass. We note that the scattering rate in a system with well-defined quasiparticles is related to the diffusion constant by \( D = \frac{1}{2} \langle \nu^2 \rangle / T \), so this compensation is precisely the same “conspiracy” observed in Ref. 20. Below we discuss a low temperature expansion that sheds light on this.

Resistivity is determined by scattering events that change the total (physical) momentum of the quasiparticles. At high temperatures, the non-linear relationship between the conserved quasimomentum, \( \vec{k} \), and the physical momentum, \( h\vec{p}/m = \nabla_\vec{k} \epsilon_\vec{k} \), means that almost all scattering events contribute to the resistivity. At low temperatures, however, the quasimomentum spectrum can be linearized about the Fermi surface, meaning that quasimomenta are directly proportional to physical momenta. In this case, the only way to change the total physical momentum is for the scattering event to not conserve quasimomentum. This can occur via umklapp processes, in which the total incoming and outgoing quasimomenta differ by a reciprocal lattice vector. In the limit \( T \to 0 \), umklapp processes can only occur when a reciprocal lattice vector is able to connect Fermi surfaces in the extended-zone scheme; for the 2D square lattice with nearest-neighbor hopping, this prohibits umklapp processes when \( |\mu_F| > 2t \).

An oft-quoted result of Fermi liquid theory is that the low-temperature DC resistivity vanishes as \( T^2 \). This result follows from a simple phase space argument: The collision integral involves a sum over the momenta of four particles, \( k_j \), that are each constrained to have energies \( |\epsilon_j - \mu_F| \lesssim k_B T \). For a given incoming momentum \( k_1 \) in this range, the number of available values for \( k_2 \) scale linearly with temperature. Energy and momentum constraints furthermore imply that three of the four degrees of freedom in \( k_3 \) and \( k_4 \) are fixed. Thus, the phase space for scattering scales as \( T^2 \).

This argument must be modified at half filling due to perfect nesting. The Fermi surface is a square and there are a continuum of umklapp scattering events for fixed \( k_1 \) and \( k_2 \), so long as \( k_3 \) and \( k_4 \) reside on the half-filled Fermi surface. This acts as an effective constraint at low temperatures, which means that all four degrees of freedom in \( k_3 \) and \( k_4 \) are “fixed” (in that they do not scale with temperature). Hence, the resistivity at half filling vanishes linearly with temperature.

To quantify these low temperature arguments, we expand the Fermi functions about the Fermi surface and integrate the Boltzmann equation 28 to obtain an expression for the resistivity:

\[
\rho = \frac{\beta}{j^2(\mu_F)} \int_{-\infty}^{\infty} dE \frac{(E/2 - \mu_F)^2}{\sinh^2(\beta(E/2 - \mu_F))} f_T(E)
\]

where \( j(\mu_F) \) is the zero-temperature particle number current and \( f_T(E) \) is related to the joint density of states for scattering. The current can be expressed in terms of elliptic integrals and does not contribute to the temperature dependence. At zero temperature the joint density of states is given by \( f_T = 0(E) = \frac{1}{16\pi} \sqrt{4t/E} \), which, due to nesting, has a non-integrable divergence at \( E = 0 \). Broadening of the Fermi functions at finite temperature introduces a cutoff which controls this divergence such that \( f_T(E = 0) \propto 1/T \). The low temperature behavior for \( \mu_F \neq 0 \) is seen by replacing the factor \( (E/2 - \mu_F)^2/\sinh^2(\beta(E/2 - \mu_F)) \) with a delta function.

In Figure 2 we plot the resistivity versus temperature on a log-log scale, showing the crossover from low-temperature to high-temperature behavior. Higher-
temperature data, shown as colored dots, are calculated using the full Boltzmann equation (cf. Fig. 1). The solid lines are results from the low-temperature expansion in Eq. (4). At low temperatures we see three distinct asymptotic behaviors: For $0 < |\mu_F| < 2\Delta$, we recover the expected $\rho \propto T^2$ behavior; for $|\mu_F| > 2\Delta$, the resistivity vanishes as $T \exp(-2|\mu_F|/\Delta_U)$, where $\Delta_U = 2(|\mu_F| - 2\Delta)$ is the "umklapp gap" [31]; and at half-filling, we find $\rho \propto T$.

Even away from half-filling, mere proximity to the perfectly-nested Fermi surface has a dramatic effect on the transport properties. In particular, the divergence of the zero-temperature joint-density of states at $E = 0$ leads to a non-perturbative subleading correction to the $T^2$ resistivity that scales as $T \exp(-2\beta|\mu_F|)$. By equating the leading and subleading terms, we find the scale where the $T^2$ low temperature resistivity crosses over to its $T$-linear high temperature behavior. This crossover scale is shown in Fig. 2 by black dots on each curve of fixed density. The crossover temperature vanishes as $|\mu_F| \to 2\Delta$ as the Fermi surface shrinks, but it also vanishes as $\mu_F \to 0$ due to thermal occupation of the nested Fermi surface. The combination of these two effects suppresses the region in which $T^2$ resistivity could be observed to $T/t \lesssim 0.1$, almost two orders of magnitude below the bandwidth. This scale is more than a factor of 2 below the lowest temperatures currently accessible in cold atom realizations of the Fermi-Hubbard model [20–22].

We conclude this Letter by emphasizing two points. The first concerns the nature of the MIR limit. The MIR bound on the mean free path only constrains the resistivity when the temperature dependence of the effective mass can be ignored. As we have shown, this is not the case at high temperatures in models with a finite number of bands: when the temperature is of order the full spectral width, the effective mass falls off as the inverse of the temperature. While unphysical in the condensed matter context, the regime of near-uniform band filling is common in cold atom experiments. In these cases, even for systems with a finite scattering rate and well-defined quasiparticles, the resistivity will be unbounded.

The second point concerns the relevance this study to ongoing experiments. Quite rightly, much of the current focus is on the strongly interacting regime, where one can explore the role of correlations. It is presumptuous, however, to attribute all cases of "anomalous" transport to strong correlations. Our results show that even in a weakly interacting gas one would observe $T$-linear resistivity down to temperatures that are a factor of 2 smaller than those achieved in Ref. [20]. This temperature dependence is simply a band-structure effect and does not give any information about the presence or absence of coherent quasiparticles.

In order to identify a genuine strongly-correlated regime, more direct probes are necessary. One example is the cold atom analog of angle-resolved photoemission spectroscopy, which has been implemented in a quantum gas microscope by the Bakr group [32]. This technique gives direct access to the dispersion and lifetime of quasiparticles and has been valuable in exploring the BCS-BEC crossover [32–38]. Alternatively, the Demarco group has developed a technique to directly access the transport scattering lifetime of the 3D Fermi-Hubbard model [21]. They use a Raman pulse to excite atoms into a finite momentum state and observe the subsequent relaxation. Their technique allows them to probe the MIR limit of the scattering lifetime directly, without reference to the conductivity. The Thywissen group has also studied transport in the 3D model, developing a technique to extract the frequency-dependent optical conductivity $\sigma(\omega)$ [22]. Knowledge of the frequency dependence allows one to explore deviations from Drude-like transport and could be used to distinguish between various theories of the bad metallic phase [10–12]. They have already studied the DC conductivity in the dilute limit, drawing attention to the umklapp gap.
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