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Abstract

Deep neural networks have been widely adopted in recent years, exhibiting impressive performances in several application domains. It has however been shown that they can be fooled by adversarial examples, i.e., images altered by a barely-perceivable adversarial noise, carefully crafted to mislead classification. In this work, we aim to evaluate the extent to which robot-vision systems embody deep-learning algorithms are vulnerable to adversarial examples, and propose a computationally efficient countermeasure to mitigate this threat, based on rejecting classification of anomalous inputs. We then provide a clearer understanding of the safety properties of deep networks through an intuitive empirical analysis, showing that the mapping learned by such networks essentially violates the smoothness assumption of learning algorithms. We finally discuss the main limitations of this work, including the creation of real-world adversarial examples, and sketch promising research directions.

1. Introduction

After decades of research spent in exploring different approaches, ranging from search algorithms, expert and rule-based systems to more modern machine-learning algorithms, several problems involving the use of an artificial intelligence have been finally tackled through the introduction of a novel paradigm shift based on data-driven artificial intelligence technologies. In fact, due to the increasing popularity and use of the modern Internet, along with the powerful computing resources available nowadays, it has been possible to extract meaningful knowledge from the huge amount of data collected online, from images to videos, text and speech data [7]. Deep learning algorithms have provided an important resource in this respect. Their flexibility to deal with different kinds of input data, along with their learning capacity, have made them a powerful instrument to successfully tackle challenging applications, reporting impressive performance on several tasks in computer vision, speech recognition and human-robot interactions [11, 21].

Despite their undisputed success in several real-world applications, several open problems remain to be addressed. Research work has been investigating how to interpret decisions taken by deep learning algorithms, unveiling the patterns learned by deep networks at each layer [30, 17]. Although a significant progress have been made in this direction, and it is now clear that such networks gradually learn more abstract concepts (e.g., from detecting elementary shapes in images to more abstract notions of objects or animals), a relevant effort is still required to gain deeper insights. This is also important to understand why such algorithms may be vulnerable to the presence of adversarial examples, i.e., input data that are slightly modified to mislead classification by the addition of an almost imperceptible adversarial noise [16, 19]. The presence of adversarial examples have been shown on a variety of tasks, including object recognition in images, handwritten digit recognition, and face recognition [24, 25, 10, 19, 20].

In this work, we are the first to show that robot-vision systems based on deep learning algorithms are also vulnerable to this potential threat. This is a crucial problem, as embodied agents have a more direct, physical interaction with humans than virtual agents, and the damage caused by adversarial examples in this context can thus be much
Figure 1: Architecture of the iCub robot-vision system [21]. After image acquisition, a region of interest containing the object is cropped and processed by the ImageNet deep network [13]. The deep features extracted from the penultimate layer of such network (fc7) are then used as input to the classification algorithm to perform the recognition task, in which the probabilities that the object belongs to each (known) class are reported. A human annotator can then validate or correct decisions, and the classification algorithm can be updated accordingly; for instance, to learn that an object belongs to a never-before-seen class.

more concerning. To demonstrate this vulnerability, we focus on a case study involving the iCub humanoid robot (Sect. 2) [18, 21]. A peculiarity of humanoid robots is that they have to be able to learn in an online fashion, from the stimuli received during their exploration of the surrounding environment. For this reason, a crucial requirement for them is to embody completely the acquired knowledge, and a reliable and efficient learning paradigm. As discussed in previous work [21], this is a conflicting goal with the current state of deep learning algorithms, which are too computationally and power demanding to be fully embodied by a humanoid robot. For this reason, the authors in [21] have proposed to use a pre-trained deep network for object recognition to perform feature extraction (essentially considering as the feature vector for the detected object one of the last convolutional layers in the deep network), and then train a multiclass classifier on such feature representation.

The first contribution of this work is to show the vulnerability of these kinds of robot-vision system to adversarial examples. To this end, we propose an alternative algorithm for the generation of adversarial examples (Sect. 3), which extends previous work on the evasion of binary to multiclass classifiers [4]. Conversely to previous work dealing with the generation of adversarial examples based on minimum-distance perturbations [25, 10, 19, 20], our algorithm enables creating adversarial examples misclassified with higher confidence, under a maximum input perturbation, for which devising proper countermeasures is also more difficult. This allows one to assess classifier security more thoroughly, by evaluating the probability of evading detection as a function of the maximum input perturbation. Notably, it also allows manipulating only a region of interest in the input image, such that creating real-world adversarial examples becomes easier; e.g., one may only modify some image pixels corresponding to a sticker that can be subsequently applied to the object of interest.

The second contribution of this work is the proposal of a computationally-efficient countermeasure, inspired from work on classification with the reject option and open-set recognition, to mitigate the threat posed by adversarial examples. Its underlying idea is to detect and reject the so-called blind-spot evasion points, i.e., samples which are sufficiently far from known training data. This countermeasure is particularly suited to our case study, as it requires modifying only the learning algorithm applied on top of the deep feature representation, i.e., only the output layer (Sect. 4).

We then report an empirical evaluation (Sect. 5) showing that the iCub humanoid is vulnerable to adversarial examples and to which extent our proposed countermeasure can improve its security. In particular, although it does not completely address the vulnerability of such system to adversarial examples, it requires one to significantly increase the amount of perturbation on the input images to reach a comparable probability of misleading a correct object recognition. To better understand the reason behind this phenomenon, we provide a further, simple and intuitive empirical analysis, showing that the mapping learned by the deep network used for deep feature extraction essentially violates the smoothness assumption of learning techniques in the input space. This means that, in practice, for a sufficiently high amount of perturbation, the proposed algorithm creates adversarial examples that are mapped onto a region of the deep feature space which is densely populated by training examples of a different class. Accordingly, only modifying the classification algorithm on top of the pre-trained deep features (without re-training the underlying deep network) may not be sufficient in this case.

We conclude this paper discussing related work (Sect. 6), and relevant future research directions (Sect. 7).
2. The iCub Humanoid

Our case study focuses on the iCub humanoid, as it provides a cognitive humanoid robotic platform well suited to our task [18, 21]. In particular, the visual recognition system of this humanoid relies on deep learning technologies to interact with the surrounding environment, enabling it to detect and to recognize known objects, i.e., objects that have been verbally annotated in a previous session by a human teacher. Furthermore, iCub is capable of performing online learning, i.e., after classification, it asks to the human teacher whether the corresponding decision is correct. If the decision is wrong (e.g., in the case of an object belonging to a never-before-seen class), the human teacher can provide feedback to the robot, which in turn updates its classification model through online or incremental learning techniques (e.g., by expanding the set of known object classes). This a clear example of how a robot can learn from experience to improve its capabilities, i.e., a key aspect of why embodying knowledge within robots is of crucial relevance for these tasks [21]. However, given the limited hardware and power resources of the humanoid, it is clear that retraining the whole deep learning infrastructure becomes too computationally demanding. For this reason, the visual system of iCub exploits the pre-trained ImageNet deep network [13] only for extracting a set of deep features (from one of the highest convolutional layers) and uses this feature vector to represent the object detected by iCub in the input image. As described in Fig. 1, this deep feature vector is then classified using a separate classifier, which can be retrained online in an efficient manner when feedback from the human annotator is received. In particular, in [21] this classifier is implemented using a one-versus-all scheme to combine a set of c linear classifiers, being c the number of known classes. Let us denote the pixel values of the input image (in raster-scan order) with \( x \in \mathcal{X} \subseteq \mathbb{R}^d \) (where \( d = 128 \times 128 \times 3 \)), and the discriminant functions of the aforementioned one-versus-all linear classifiers as \( f_1(x), \ldots, f_c(x) \). Accordingly, the predicted class \( c^* \) is determined as the class whose discriminant function for that sample is maximum:

\[
c^* = \arg \max_{k=1,\ldots,c} f_k(x). \tag{1}
\]

The linear classifiers used for this purpose include Support Vector Machines (SVMs) and Recursive Least Square (RLS) classifiers, as both can be efficiently updated online [21]. Notably, previous work has shown that replacing the softmax layer in deep networks with a multiclass SVM can be effective also in different applications [27].

3. Adversarial Security Evaluation

We discuss here our proposal to assess the security of robot-vision systems to adversarial examples. As in previous work addressing the issue of evaluating security of machine-learning algorithms [1, 12, 5, 4, 28], our underlying idea is to evaluate the maximum recognition accuracy degradation against an increasing maximum admissible level of perturbation of the input images. This is rather different than previous work in which adversarial examples correspond to minimally-perturbed samples that are wrongly classified [25, 10, 19, 20]. As we will see in our experiments, besides providing a more complete evaluation of system security against adversarial examples, our attack strategy also highlights additional interesting insights on system security, including the identification of vulnerabilities in the feature representation (rather than in the classification algorithm itself) through the creation of adversarial examples that are indistinguishable from training samples of a different class.

Our approach is based on extending the work in [4] for evasion of binary classifiers to the multiclass case. To this end, we define two possible evasion settings, i.e., ways of creating adversarial examples, which further differentiate our technique from previous work on the creation of minimally-perturbed adversarial examples [25, 10, 19, 20]. In particular, we consider an error-generic and an error-specific evasion setting. In the error-generic scenario, the attacker is interested in misleading classification, regardless of the output class predicted by the classifier for the adversarial examples; e.g., for a known terrorist the goal may be to evade detection by a video surveillance system, regardless of the identity that may be erroneously associated to his/her face. Conversely, in the error-specific setting, the attacker still aims to mislead classification, but requiring the adversarial examples to be misclassified as a specific, target class; e.g., imagine an attacker aiming to impersonate a specific user.\(^2\)

The two settings can be formalized in terms of two distinct optimization problems, though using the same formulation for the objective function \( \Omega(x) \):

\[
\Omega(x) = f_k(x) - \max_{i \neq k} f_i(x). \tag{2}
\]

This function essentially represents a difference between a preselected discriminant function (associated to class \( k \)) and the competing one, \( i.e., \) the one exhibiting the highest value at \( x \) among the remaining \( c - 1 \) classes (\( i.e., \) all classes \{1, \ldots, c\} except \( k \)). We discuss below how class \( k \) is chosen in the two considered settings.

**Error-generic Evasion.** In this case, the optimization prob-

\(^2\)In [20], the authors defined targeted and indiscriminate attacks depending on whether the attacker aims to cause specific or generic errors, similarly to our settings. Here we do not follow their naming convention, as it causes confusion with the interpretation of targeted and indiscriminate attacks introduced in previous work [1, 12, 5].
The problem of error-specific evasion is formulated as the error-generic evasion problem in

Algorithm 1 Computation of Adversarial Examples

\begin{algorithm}
\textbf{Input:} \( x_0 \): the input image; \( \eta \): the step size; \( r \in \{-1,+1\} \): variable set to \(-1\) (+1) for error-generic (error-specific) evasion; \( \epsilon > 0 \): a small number.
\textbf{Output:} \( x' \): the adversarial example.
\begin{enumerate}
    \item \( x' \leftarrow x_0 \)
    \item \textbf{repeat}
    \item \( x \leftarrow x' \), and \( x' \leftarrow \Pi (x + r\eta \nabla \Omega(x)) \)
    \item \textbf{until} \( |\Omega(x') - \Omega(x)| \leq \epsilon \)
    \item \textbf{return} \( x' \)
\end{enumerate}
\end{algorithm}

Eqs. (3)-(5), with the only differences that: (i) the objective function is maximized; and (ii) \( f_k \) denotes the discriminant function associated to the targeted class, \( i.e., \) the class which the adversarial example should be assigned to.

An example of the different behavior exhibited by the two attacks is given in Fig. 2. Both attacks are constructed using the simple gradient-based algorithm given as Algorithm 1. The basic idea is to update the adversarial example by following the steepest descent (or ascent) direction (depending on whether we are considering error-generic or error-specific evasion), and use a projection operator \( \Pi \) to keep the updated point within the feasible domain (given by the intersection of the box and the \( \ell_2 \) constraint).

Gradient computation. One key issue of the aforementioned algorithm is the computation of the gradient of \( \Omega(x) \), which involve the gradients of the discriminant function \( f_i(x) \) for \( i = 1, \ldots, c \). It is not difficult to see that this can be computed using the chain rule to decouple the gradient of the discriminant function of the classifier trained on the deep feature space and the gradient of the deep network used for feature extraction, as \( \nabla f_i(x) = \frac{\partial f_i(z)}{\partial z} \frac{\partial z}{\partial x} \), being \( z \in \mathbb{R}^m \) the set of deep features. In our case study, these are the \( m = 4,096 \) values extracted from layer fc7 (see Fig. 1). Notably, the gradient of the deep network \( \frac{\partial z}{\partial x} \) is readily available through automatic differentiation, as also highlighted in previous work [25, 10, 19, 20], whereas the availability of the gradient \( \frac{\partial f_i(z)}{\partial z} \) depends on whether the chosen classifier is differentiable or not. Several of the most used classifiers are differentiable, including, \( e.g., \) SVMs with differentiable kernels (we refer the reader to [4] for further details). Nevertheless, if the classifier is not differentiable (\( e.g., \) like in the case of decision trees), one may use a surrogate differentiable classifier to approximate it, as also suggested in [4, 8, 22].

4. Classifier Security to Adversarial Examples

If the evasion algorithm drives the adversarial examples deeply into regions populated by known training classes (as shown in Fig. 2), there is no much one can do to correctly identify them from the rest of the data by only re-training or modifying the classifier, \( i.e., \) modifying the shape of the de-
Figure 3: Conceptual representation of our idea behind improving iCub security to adversarial examples, using multiclass SVMs with RBF kernels (SVM-RBF), without reject option (no defense, left), with reject option (middle), and with modified thresholds to increase the rejection rate (right). Rejected samples are highlighted with black contours. The adversarial example (black star) is misclassified as a red sample by SVM-RBF (left plot), while SVM-RBF with reject option correctly identifies it as an adversarial example (middle plot). Rejection thresholds can be modified to increase classifier security (right plot), though at the expense of misclassifying more legitimate (i.e., non-manipulated) samples.

We propose here a more direct approach, based on the same idea underlying the notion of classification with a reject option, and leveraging some concepts from open-set recognition. In particular, we consider SVMs with RBF kernels to implement the multiclass classifier in our case study, as these SVMs belong to the so-called class of Compact Abating Probability (CAP) models [23] (i.e., classifiers whose discriminant function decreases while getting farther from the training data). Then, by applying a simple rejection mechanism on their discriminant function, we can identify samples which are far enough from the rest of the training data, i.e., blind-spot adversarial examples. Our idea is thus to modify the decision rule in Eq. (1) as:

$$c^* = \arg \max_{k=1,\ldots,c} f_k(x), \text{ only if } f_{c^*}(x) > 0,$$

otherwise classify $x$ as an adversarial example (i.e., a novel class). In practice this means that, if no classifier assigns the sample to an existing class (i.e., no value of $f$ is positive), then we simply categorize it as an adversarial example. In our specific case study, iCub may reject classification and ask the human annotator to label the example correctly. Notably, the threshold of each discriminant function (i.e., the biases of the one-versus-all SVMs) can be adjusted to tune the trade-off between the rejection rate of adversarial examples and the fraction of incorrectly-rejected samples (which are not adversarially manipulated), as shown in Fig. 3.

5. Experimental Analysis

In this section we report the results of the security evaluation performed on the iCub system (see Sect. 2) along with few adversarial examples to show how the proposed evasion algorithm can be exploited to create real-world attack samples. We then provide a conceptual representation and an empirical analysis to explain why neural networks...
are easily fooled and how our defense mechanism can improve their security in this context.

Experimental Setup. Our analysis has been performed using the iCubWorld28 dataset, consisting of 28 different classes which include 7 different objects (cup, plate, etc.) of 4 different kinds each (e.g., cup1, cup2, etc.), as shown in Fig. 4. Each object was shown to iCub which automatically detected it and cropped the corresponding object image. Four acquisition sessions were performed in four different days, ending up with approximately 20,000 images for training and test sets. As shown in [21], it is very difficult for iCub to be able to distinguish such slight category distinctions, like different kinds of cups. For this reason, we also consider here a reduced dataset, iCubWorld7, consisting only of 7 different objects, each of a different kind. The selected objects are highlighted in red in Fig. 4.

We implement the classification algorithm using three different multiclass SVM versions, all based on a one-versus-all scheme: a linear SVM (denoted with SVM in the following); an SVM with the RBF kernel (SVM-RBF); and an SVM with the RBF kernel implementing our defense mechanism based on rejection of adversarial examples (SVM-adv, Sect. 4). The regularization parameter $C \in \{10^{-3}, \ldots, 10^{3}\}$ and the RBF kernel parameter $\gamma \in \{10^{-6}, \ldots, 10^{-2}\}$ have been set equal for all one-versus-all SVMs in each multiclass classifier, by maximizing recognition accuracy through 3-fold cross validation.

Baseline Performance. In Fig. 5 we report a box plot showing the empirical probability distributions of the accuracy achieved by the SVM classifier on increasingly larger object identification tasks, as suggested in [21]. To this end, we randomly select 300 subsets of increasing size from the iCubWorld28 dataset (day4 acquisitions), and then train and test the classifier on each subset. The achieved accuracy is considered an observation for estimating the empirical distributions. The minimum accuracy value for which the fraction of observations in the estimated distribution was higher than a specific confidence threshold is indicated as a dotted line. Notably the reported performances for the linear SVM are almost identical to those reported in [21], where a different algorithm is used. Similar performances (omitted for brevity) are obtained using SVM-RBF.

Security Evaluation against Adversarial Examples. We now investigate the security of iCub in the presence of adversarial examples. In this experiment, we consider the first 100 examples per class for both the iCubWorld28 and iCubWorld7 datasets, ending up with training and test sets consisting of 2,800 and 700 samples, respectively. The recognition accuracy against an increasing maximum admissible $\ell_2$ perturbation (i.e., $d_{\text{max}}$ value) is reported in Fig. 6 for both error-specific (top row plots) and error-generic (bottom row plots) attack scenarios. For error-specific evasion, we average our results not only on different training-test set splits, but also by considering a different target class in each repetition. While SVM and SVM-RBF show a comparable decrease of accuracy at increasing $d_{\text{max}}$, SVM-adv is able to strongly improve the security in most of the cases (as the corresponding curve decreases more gracefully). Notably, the performance of SVM-adv even increases for low values of $d_{\text{max}}$. A plausible reason is that, even if all testing images are only slightly modified in input space, they immediately become blind-spot adversarial examples, ending up in a region which is far from the rest of the data. As the input perturbation increases, such samples are gradually drifted inside a different class, becoming indistinguishable from the samples of such class.

To further improve the security of iCub to adversarial examples, we set the rejection threshold of SVM-adv to a more conservative value, increasing the false negative rate
for each base classifier of 5% (estimated on a validation set). This results in a significant security improvement, as shown in the rightmost plots in Fig. 6. However, as expected, this comes at the expense of misclassifying more legitimate (i.e., non-manipulated) samples.

**Real-world Adversarial Examples.** In Fig. 7 we report few adversarial examples generated using an error-specific evasion attack on the iCubWorld28 data. Notably, the adversarial perturbation required to evade the system can be barely perceived by human eyes. As an important real-world application of the proposed attack algorithm, in the bottom right plots of Fig. 7, we report an adversarial example generated by manipulating only a subset of the image pixels, corresponding to the label of the detergent. To better understand the root causes of this phenomenon, we now provide an empirical analysis of the sensitivity of the feature mapping induced by the ImageNet deep network used by iCub, by comparing the $\ell_2$ distance corresponding to random and adversarial perturbations in the input space, with the one measured in the deep feature space. To this end, we randomly perturb each training image such that the $\ell_2$ distance between the initial and the perturbed image in the input space equals 10. We then measure the $\ell_2$ distance between the deep feature vectors corresponding to the same images. For randomly-perturbed images, the average distance in deep space (along with its standard deviation) is $0.022 \pm 0.002$, while for the adversarially-perturbed images, it is $2.386 \pm 0.386$. This means that random perturbations in the input space only result in a very small shift in the deep space, while even light alterations of an image along the adversarial direction cause a large shift in deep space, which in turn highlights a significant instability of the deep feature space mapping induced by the ImageNet network. In other words, this means that images in the input space are very close to the decision boundary along the adversarial (gradient) direction, as conceptually represented in Fig. 8. Note that this is a general issue for deep networks, not only specific to ImageNet [26, 9, 25, 10, 19, 20].

It should be thus clear that even a well-crafted modification of the last layers of the network, as in our proposed defense mechanism SVM-adv, can only mitigate this vulnerability. Indeed, it remains intimately related to the stability of the deep feature space mapping, which can be only addressed by imposing specific constraints while training the deep neural network; e.g., by imposing that small shifts in the input space correspond to small changes in the deep space, as recently proposed in [31]. Another possible countermeasure to improve stability of such mapping is to enforce classification of samples within a minimum margin, by modifying the neurons’ activation functions and, potentially, considering a different regularizer for the objective function optimized by the deep network. In this respect, it would be interesting to investigate more in detail the intimate connections between robustness to adversarial input noise and regularization, as highlighted in [29, 22].

**6. Related Work**

Previous work has investigated the problem of adversarial examples in deep networks [25, 10, 19, 20, 26, 9], focusing however on minimally-perturbed adversarial examples, i.e., examples that simply lie inside the decision region of a known class, even if they remain far from the corresponding training examples; on the contrary, our approach is based on creating maximally-perturbed (indistinguishable) adversarial examples (misclassified with high confidence). Different techniques aimed at improving the security of deep networks have also been proposed. Some of them attempt to reduce classifier vulnerability by directly detecting and rejecting adversarial examples [2, 15]. The technique of [2] is based on open-set recognition: it rejects samples whose distance from the centroids of all the classes exceeds a given threshold. However, it has not been evaluated using adversarial examples carefully generated to evade the classifier. In [15], adversarial examples are detected using the output of the first convolutional layers. A different approach has been proposed in [31]: it aims at improving the stability of the deep feature space mapping by retraining the network using an objective function that penalizes examples (images) that are close in input space but lie far in deep feature space. This approach has however been investigated only against small image distortions.

**7. Conclusions and Future Work**

Deep learning has shown groundbreaking performance in several real-world application domains, encompassing areas like computer vision, speech recognition and language processing, among others. Despite its impressive performances, recent work has shown how deep neural networks can be fooled by well-crafted adversarial examples affected by a barely-perceivable adversarial noise. In this work, we have developed a novel algorithm for the generation of adversarial examples which enables a more complete evaluation of the security of a learning algorithm, and apply it to investigate the security of the robot-vision system of the iCub humanoid. Even if we do not restrict ourselves to the manipulation of pixels belonging to the object of interest in
Figure 6: Recognition accuracy of iCub (using the three different classifiers SVM, SVM-RBF, and SVM-adv) against an increasing maximum admissible $\ell_2$ input perturbation $d_{\text{max}}$, for iCubWorld28 (left column) and iCubWorld7 (middle and right columns), using error-specific (top row), and error-generic (bottom row) adversarial examples. Baseline accuracies (in the absence of perturbation) are reported at $d_{\text{max}} = 0$.

Figure 7: Plots in the top row show an adversarial example from class laundry-detergent3, modified to be misclassified as cup3, using an error-specific evasion attack, for increasing levels of input perturbation (reported in the title of the plots). Plots in the bottom row show the minimally-perturbed adversarial example that evades detection (i.e., the sample that evades detection with minimum $d_{\text{max}}$), along with the corresponding noise applied to the initial image (amplified to make it clearly visible), for the case in which all pixels can be manipulated (first and second plot), and for the case in which modifications are constrained to the label of the detergent (i.e., simulating a sticker that can be applied to the real-world adversarial object).

the image (which could lead one to more easily generate the corresponding real-world adversarial object, e.g., by mean of the application of specific stickers to objects), we have shown how our algorithm enables this additional possibil-
Notably, even if we have not constructed any real-world adversarial object during our experiments, recent work has shown that the artifacts introduced by printing images and re-acquiring them through a camera are irrelevant, and do not eliminate the problem of the existence of adversarial examples [14]. Similarly, another work has shown how to evade face recognition systems based on deep learning by using adversarial glasses and other accessories [24]. These recent evidences clearly give a much higher practical relevance to the problem of adversarial examples.

We have demonstrated and quantified the vulnerability of iCub to the presence of adversarial manipulations of the input images, and suggested a simple countermeasure to mitigate the threat posed by such an issue. We have additionally shown that, while blind-spot adversarial examples can be detected using our defense mechanism, to further improve the security of iCub against indistinguishable adversarial examples, re-training the classification algorithm on top of a pre-trained deep neural network is not sufficient. To this end, different strategies to enforce the deep network to learn a more stable deep feature representation (in which small perturbations to the input data correspond to small perturbations in the deep feature space) should also be adopted, like the one proposed in [31].

Other interesting research directions for this work include evaluating security of robot-vision systems against other threats, including the threat of data poisoning [12, 6, 5], in which a malicious human annotator may provide few wrong labels to the humanoid to completely mislead its learning process and enforce it to misclassify as many objects as possible. In general, a comprehensive, standardized framework for evaluating the security of such systems while providing also more formal verification procedures is still lacking, and we believe that this constitutes a fundamental requirement for the complete transition of deep-learning-based systems in safety-critical applications, like robots performing life-critical tasks and self-driving cars.
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