Probabilistic surrogate modeling of offshore wind-turbine loads with chained Gaussian processes
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Abstract. Heteroscedastic Gaussian process regression, based on the concept of chained Gaussian processes, is used to build surrogates to predict site-specific loads on an offshore wind turbine. Stochasticity in the inflow turbulence and irregular waves results in load responses that are best represented as random variables rather than deterministic values. Moreover, the effect of these stochastic sources on the loads depends strongly on the mean environmental conditions – for instance, at low mean wind speeds, inflow turbulence produces much less variability in loads than at high wind speeds. Statistically, this is known as heteroscedasticity. Deterministic and most stochastic surrogates do not account for the heteroscedastic noise, giving an incomplete and potentially misleading picture of the structural response. In this paper, we draw on the recent advancements in statistical inference to train a heteroscedastic surrogate model on a noisy database to predict the conditional pdf of the response. The model is informed via 10-minute load statistics of the IEA-10MW-RWT subject to both aero- and hydrodynamic loads, simulated with OpenFAST. Its performance is assessed against the standard Gaussian process regression. The predicted mean is similar in both models, but the heteroscedastic surrogate approximates the large-scale variance of the responses significantly better.

1. Introduction

Prior to installing a wind turbine at a new site, one must thoroughly analyze its structural integrity over its lifetime. The site assessment phase typically involves many mid-to high-fidelity coupled aero-hydro-servo-elastic simulations with site-specific environmental inputs to calculate the fatigue and extreme loads on the wind turbine. However, the complex numerical models for evaluating offshore wind turbines can often be computationally expensive, and the simulations in the design load basis are prohibitively numerous. For instance, simulations made at every \(2 \text{ m s}^{-1}\) as dictated by the certification guidelines \([1]\) lead to 10 simulations in the wind speed dimension. With \(n\) such parameters significantly impacting fatigue loads, the total number of simulations can quickly scale up to \(10^n\) \([2]\). In such cases, we may use low-cost statistical models called surrogate models that map the mean environmental conditions (here denoted \(\mathbf{x}\)) to the loads \((\mathbf{y})\) to reduce the computational overhead.

In nature, offshore wind turbines are subject to randomly varying turbulence and waves, whose statistical properties depend on \(\mathbf{x}\). This source of stochasticity is mimicked in deterministic numerical simulators via pseudo-random number generators, initialized by random seeds. That is, with the same \(\mathbf{x}\) but different random seeds, the simulation code produces unique
turbulence and wave time-series, and thereby, unique load time-series. Whether the training is done on measured- or numerical data, the noise due to these random events is an irreducible quantity, i.e., an aleatoric uncertainty. Furthermore, the variance of this noise is a function of the wind speed, wave period, and turbulence intensity, among other environmental conditions. The statistical term for such input-dependent noise is heteroscedastic noise. As such, deterministic surrogates that fit functions of the form \( x \rightarrow y \) give an incomplete picture of the simulation response. Additionally, fitting a flexible, highly non-linear model on a large training dataset can lead to the model trying to fit the noise instead of the latent mean of the response. On the other hand, a too-small training dataset may result in a model that does not meaningfully learn to predict point estimates.

One way of dealing with the stochasticity in the loads is to average them over a very long time period or average over several repetitions of the 10-minute simulations with different random seeds before training the surrogate. The IEC61400-1 standard recommends a 60-minute long time signal or six 10-minute simulations. However, 60 minutes of data has also been shown to be insufficient to characterize the uncertainty in the fatigue loads fully [2; 3].

Alternative approaches model the distribution (e.g., via the probability density function (pdf)) from which the training samples are drawn directly. Broadly such methods can be based on either (i) replication, in which multiple random seeds are evaluated at each \( x \), or on (ii) models which rely on the smoothness of the response in order to estimate statistics which vary in \( x \). The latter - as the methods presented in this paper - approximate the conditional distribution of the response, given the data, i.e., \( y \mid x \). They can infer the underlying hyper-parameters of the pdf directly from a noisy data set within the bounds of assumptions specified by the user.

Wind turbine loads have been modeled using a vast range of data-driven methods, of which probabilistic models form a relatively small part. Zhu et al. [4] introduce joint polynomial chaos expansion-generalized \( \lambda \)-distribution (PCE-GLD) algorithm to model the pdf of the response. The parameters of the \( \lambda \)-distribution are calibrated from the data using the maximum likelihood estimate. The model accurately predicts the pdf for a simple test case of a fixed-bottom wind turbine with aerodynamic loading. The main advantage of this method is that it does not assume a Gaussian distribution for the responses and accounts for the heteroscedasticity in the noise. Abdallah et al. [5] use parametric hierarchical Kriging to predict blade-root-bending-moment extreme loads that are heteroscedastic on a 2 MW onshore wind turbine. Their approach combines low- and high-fidelity observations, where the low-fidelity model informs the high-fidelity Gaussian Process regression (GPR). They show that introducing hierarchy helps make the model selection process more robust than the manual tuning of Kriging parameters. Fatigue loads on the tower in the presence of wind and wave loads have been previously modeled using standard GPR by Texeira et al. [6]; however, they omit heteroscedasticity. GPR has been compared to other data-driven methods like linear regression, and artificial neural networks by Gasparis et al. [7] for modeling power and fatigue loads, showing a superior performance by the GPR. Similarly, Dimitrov et al. [8] evaluate importance sampling, nearest-neighbor interpolation, polynomial chaos expansion (PCE), GPR, and quadratic response surface (QRS), to conclude a better performance again by the GPR despite a computational penalty.

Evidently, wind turbine load emulation is an active area of research, and several data-driven approaches have been explored to tackle this issue. However, very few methods focus on uncertainty quantification and consider the heteroscedastic nature of the problem. Statistical inference, specifically, has not been used to model high-dimensional, multi-fidelity load surrogates for offshore wind turbines with aero-hydrodynamic loading. This paper aims to assess the performance of the heteroscedastic Gaussian process regression (H-GPR) based on the recently introduced chained Gaussian processes (CGPs) [9]. We test the model’s performance in a six-dimensional space of environmental parameters (\( x \)), with aleatoric uncertainty due
to random turbulence and wave sources, by comparing the conditional distribution of the surrogate with repetitive sampling from the full-order model and with standard Gaussian process regression. Overall, H-GPR shows a considerable improvement over GPR in predicting the conditional distribution of the average and maximum loads. The standard deviation of loads is more challenging to predict, especially at low wind speeds at the tower base, where it is driven by hydrodynamic conditions – nonetheless, H-GPR performs well considering the limited data.

The paper is structured in the following manner; section 2 briefly describes the probabilistic modeling approach with section 2.1 and section 2.2 talking about GPR and H-GPR, respectively. The setup of the full order model along with the machine learning framework is described in section 3. The results assessing the performance of the two models are presented in section 4.

2. Methodology
Probabilistic approaches directly account for the irreducible uncertainty in the system by modeling either the latent variables causing noise or the noise itself. The latent quantities are inferred based on the observed data using principles of probabilistic inference. Suppose we have a noisy data set with vectors of random variables to denote the inputs $X : \Omega \rightarrow \mathbb{R}^M$ (the mean environmental conditions), response $Y : \Omega \rightarrow \mathbb{R}$ (a single mean wind-turbine load channel) and the aleatoric uncertainty sources $\Theta : \Omega \rightarrow \mathbb{R}^P$. Throughout $\Omega$ is a suitable probability space. The observations $y_i \in \mathbb{R}$ at $x_i \in \mathbb{R}^M$, $\theta_i \in \mathbb{R}^P$ are samples of the joint random variable $(X, \Theta, Y)$ where we assume $X \perp \Theta$. We are interested in a surrogate model of the form $Y | x \sim f(x; \Theta)$ for some function $f$.

Typical deterministic surrogates $\hat{y}$, aim to approximate the mean of $Y | x$:

$$\hat{y}(x) \approx \mathbb{E}_\Theta(Y | x),$$

averaging the inherent variability of the loads at a given vector of mean environmental conditions, thereby potentially misrepresenting the frequency and intensity of extreme loads. In contrast, probabilistic models $\hat{Y}(x)$ aim to infer the conditional distribution directly:

$$\hat{Y}(x) \approx Y | x,$$

encompassing the statistical dependence on $\Theta$ and providing a complete picture of expected loads. Bayesian/probabilistic inference provides an elegant solution for identifying $\hat{Y}(x)$ from data. Probabilistic inference works on a basic principle of placing hypotheses on the model parameters (priors) and calibrating the hypotheses based on how close the model predictions are to the observations (likelihood). As a first step, we must choose a model form.

2.1. Gaussian Process Regression
Gaussian process (GP) models are non-parametric, flexible, Bayesian machine learning models widely used for regression problems. A brief overview of Gaussian process regression, based on [10] is given in this section. Assuming a system with an $M$ dimensional input vector $x \in \mathbb{R}^M$ and an additive noise element $\varepsilon$, the regression model can be defined as:

$$y = f(x) + \varepsilon, \quad \varepsilon \sim \mathcal{N}(0, \sigma^2).$$

The noise is modeled as an independent Gaussian distribution centered around 0 with a variance of $\sigma^2$ which we may also estimate from the data. We are interested in evaluating the predictive distribution $p(y^* | y, X, x^*)$, that estimates the function value $y^*$ given a unobserved parameter vector $x^*$ and $N$ observations $X \in \mathbb{R}^{N \times M}$ and $y \in \mathbb{R}^N$. A Gaussian process prior is assumed for
the latent function \( f(\mathbf{x}) \sim \mathcal{GP}(\mu(\mathbf{x}), k(\mathbf{x}, \mathbf{x}')) \). The covariance kernel \( k \) dictates the smoothness of the function – in this paper, we use the squared exponential kernel

\[
k(\mathbf{x}, \mathbf{x}') = \sigma_k^2 \exp \left( -\frac{1}{2} \| \mathbf{x} - \mathbf{x}' \|^2 \right), \quad \| \mathbf{x} - \mathbf{x}' \|^2 = \sum_{j=1}^{M} \frac{|x^{(j)} - x'^{(j)}|^2}{l^{(j)}},
\]

implying that the underlying function is smooth and infinitely differentiable, and where \( x^{(j)} \) is the \( j \)-th component of \( \mathbf{x} \). The characteristic length-scales \( l \in \mathbb{R}^M \) are defined per input parameter, and these and the variance \( \sigma_k^2 \) are hyperparameters that are tuned using the data.

The observations \( \mathbf{y} \) and prediction \( \mathbf{y}^* \) are jointly Gaussian

\[
\begin{bmatrix} \mathbf{y} \\ \mathbf{y}^* \end{bmatrix} \sim \mathcal{N} \left( \begin{bmatrix} \mu(X) \\ \mu(\mathbf{x}^*) \end{bmatrix}, \begin{bmatrix} K_{XX} + \sigma^2 I & K_{Xx^*} \\ K_{x^*X} & K_{x^*x^*} + \sigma^2 I \end{bmatrix} \right).
\]

The joint distribution is conditioned on the observed values to get the predictive distribution corresponding to a new input \( \mathbf{x}^* \) as,

\[
\begin{align*}
y^* | \mathbf{y}, X, \mathbf{x}^* & \sim \mathcal{N}(\hat{\mu}(\mathbf{x}^*), \hat{\Sigma}(\mathbf{x}^*)) \\
\hat{\mu}(\mathbf{x}^*) &= \mu(\mathbf{x}^*)K_{x^*X}(K_{XX} + \sigma^2 I)^{-1}(\mathbf{y} - \mu(X)) \\
\hat{\Sigma}(\mathbf{x}^*) &= K_{x^*x^*} - K_{x^*X}(K_{XX} + \sigma^2 I)^{-1}K_{x^*X} + \sigma^2
\end{align*}
\]

The only missing information to make predictions is the value of the hyperparameters \( \sigma_h, l \). The hyperparameters may be user-defined, but common practice is to infer them from the data using type-II maximum likelihood [10], wherein the negative log marginal likelihood is minimized with respect to the hyperparameters. The negative log marginal likelihood is defined as,

\[
-\log p(\mathbf{y}|X, \sigma_h, l_h) = \frac{1}{2}(\mathbf{y} - \mu(X))^\top(K_{XX} + \sigma^2 I)^{-1}(\mathbf{y} - \mu(X)) + \frac{1}{2} \log |K_{XX} + \sigma^2 I| + \frac{n}{2} \log 2\pi
\]

The optimization is performed using the L-BFGS-B algorithm.

**2.2. Chained Gaussian Processes**

We have seen that in the standard GPR model, the mean of the likelihood is an \( \mathbf{x} \)-dependent latent function while the additive noise element remains constant. Its scope of applicability is therefore limited to homoscedastic processes with noise independent of \( \mathbf{x} \). A logical generalization of (1) is to write \( \varepsilon \) as a function of the input variables [9],

\[
\begin{align*}
\mathbf{y} &= f(\mathbf{x}) + \varepsilon(\mathbf{x}), \\
\varepsilon &\sim \mathcal{N}(0, \sigma^2(\mathbf{x})),
\end{align*}
\]

and to introduce a new latent function \( g(\mathbf{x}) \) to describe the variance of the noise. Specifically, to guarantee positive values, the variance is assigned a log-GP prior,

\[
y \sim \mathcal{GP}(f(\mathbf{x}), e^{g(\mathbf{x})})
\]

where, \( f(\mathbf{x}) \sim \mathcal{GP}(\mu_f, k_f(\mathbf{x}, \mathbf{x}')) \) and \( g(\mathbf{x}) \sim \mathcal{GP}(\mu_g, k_g(\mathbf{x}, \mathbf{x}')) \) are independent latent processes with individual means and covariances. Contrary to the standard GPR, the posterior is no longer analytically tractable, and must be approximated. One of the emerging approximation methods in the field of statistical inference is variational inference (VI) [11]. In this paper, we use Chained Gaussian processes (CGPs) [9] that use VI to solve (6). CGPs build on the idea
of generalized linear models (GLMs), which use link functions to relate the mean function of a GP to the mean of any other distribution from the exponential family of distributions. A major drawback of GLMs is that the link function must be invertible and render the latent functions additive Gaussian. CGPs propose a generalized framework that allows for non-linear combination of any number of latent processes.

In Gaussian processes with N data points, the cost of inference is $O(N^3)$, which severely limits its scalability. The CGP implementation that we use also includes a sparse scheme that reduces the computational cost to $O(NI^2)$ for I inducing points. The inducing points are used for parametrizing the covariance matrix, and their locations are inferred variationally. The posterior distribution to be inferred is defined as,

$$p(f, g, u_f, u_g | y) = \frac{p(y | f, g, u_f, u_g)p(f, g, u_f, u_g)}{p(y)},$$

where the functions $f = f(x)$ and $g = g(x)$ are valued $u_f$ and $u_g$ at inducing point location $z$. The issue is that the marginal distribution $p(y)$ is intractable, therefore the exact posterior distribution cannot be determined. It is approximated by a variational distribution $q \in \mathcal{Q}$ such that,

$$p(f, g, u_f, u_g | y) \approx p(f | u_f)p(g | u_g)q(u_f)q(u_g).$$

The optimization problem reduces to finding the distributions $q(u_f)$ and $q(u_g)$ so that the KL divergence between the approximate and the true distribution can be minimized. The KL divergence cannot be minimized directly, but we can minimize a function that is equal to it up to a constant using a variational bound for the log marginal likelihood,

$$\log p(y) \geq \int q(f)q(g) \log p(y | f, g) - KL(q(u_f)||p(u_f)) - KL(q(u_g)||p(u_g)),$$

where $q(f) = \int p(f | u_f)q(u_f)du_f$ and $q(g) = \int p(g | u_g)q(u_g)du_g$. Saul et al. [9] parametrize $q(u_f)$ and $q(u_g)$ as Gaussian distributions with variational parameters $\mu_f, S_f$ and $\mu_g, S_g$, respectively. A Gaussian prior is placed over $f$ and $g$ allowing $q(f)$ and $q(g)$ to be computed analytically as a function of the variational parameters, which are learnt through optimization. The integral in (10) factorizes over the data points and solved analytically for a Gaussian likelihood.

For both GPR and H-GPR models, the GPFlow package [12] available in Python is used. GPFlow is based on TensorFlow, providing variational approximation as the primary tool for statistical inference.

3. Setup
3.1. Full Order Model
The surrogate is modeled on the responses of the aero-hydro-servo-elastic code, OpenFAST [13; 14]. It is a state-of-the-art, multi-physics numerical tool for modeling wind turbines. It can model environmental conditions like stochastic waves, currents, and a frozen turbulence field with randomized coherent turbulent structures superimposed on the random, homogeneous background turbulence. All simulations are performed on the IEA-10MW [15] offshore reference wind turbine. TurbSim simulations for turbulence generation are performed with a grid resolution of 40 points in a $1.16D \times 1.16D$ domain, D being the rotor diameter. The total simulation duration is 900 s, out of which the first 300 s is discarded to exclude the initial transient.
3.2. Test Cases

The input features, along with the variable bounds, are listed in Table 1. The variable bounds for the aerodynamic inputs are referenced from Dimitrov et al. [8]. Power-law exponent and turbulence intensity are functions of wind speed. \( R \) and \( z \) are the rotor radius and the hub height, respectively. The wave scatter diagram for wave height and period is based on data provided by the SIMAR point 4038006, from the Spanish Ports Authority, as reported by Vigara et al. [16]. The first-order waves are modeled using the JONSWAP Spectrum in HydroDyn. Sobol sequence is used where samples are uniformly distributed and pseudo-random sampling elsewhere. The random seeds are not included as training variables and are drawn using pseudo-random integer sampling in NumPy. Therefore, each sample is associated with a unique set of random seeds, and there are no repetitions. A total of 2491 samples are generated.

| Variable                             | Lower Bound | Upper Bound |
|--------------------------------------|-------------|-------------|
| Wind speed (\( u \)) [m s\(^{-1}\)]  | 4           | 25          |
| Turbulence intensity (\( TI \)) [%]   | 2.5         | \( \frac{18}{u} (6.8 + 0.75u + 3(\frac{10}{u})^2) \) |
| Power law exponent (\( \alpha \)) [-] | \(0.15 - 0.23(\frac{umax}{u}) (1 - (0.4 \log \frac{R}{z})^2)\) | \(0.22 + 0.4(\frac{R}{z})(\frac{umax}{u})\) |
| Turbulence random seed [-]            | \(-50000\)  | \(50000\)   |
| Wave significant height (\( H_s \)) [m] | 0           | 6           |
| Wave time period (\( T_p \)) [s]     | 1           | 21          |
| Wave direction (\( W_{dir} \)) [-]   | \(-180^\circ\) | \(180^\circ\) |
| Wave random seed 1 [-]               | \(-50000\)  | \(50000\)   |
| Wave random seed 2 [-]               | \(-50000\)  | \(50000\)   |

3.3. Machine Learning Framework

A schematic of the machine learning framework to train and test the model is shown in Fig. 1. The surrogate model is trained on pairs of environmental conditions and 10-minute load statistics that include the average, minimum, maximum, fatigue, and standard deviation of loads. We ensure that positive quantities like the standard deviation of the loads or the fatigue loads always return a positive prediction from the surrogate model by assuming them to be lognormally distributed. A Z-score filter with a threshold of \(3\sigma\) is used for outlier detection. Outliers could result from a nonphysical combination of the inputs or discrete controller actions like turbine shut down at high wind speeds. The values of \( x \) and \( y \) are scaled based on the standard deviation or the range.

We cannot compare point predictions from OpenFAST to point predictions from the surrogate because we would be comparing two random samples from the distributions. Instead, we compare the conditional distribution. To do that, a case-study is designed by repeating the OpenFAST simulations 100 times with the fixed inputs but unique random seeds at \( u = 6, 10, 14, 18, \) and \(22\text{m s}^{-1}\). It does not give a complete picture of the performance, but the validation of probabilistic approaches using a global accuracy metric is still an open question.

4. Results and Discussion

The methods introduced in section 2 are calibrated on the cases presented in section 3. The GPR model is trained on 2000 sample points, and the H-GPR model is trained on 2000 points
Environmental conditions ($X$) OpenFAST simulations 10-minute load statistics ($Y$)

Figure 1: Schematic of the machine learning framework.

with 1000 inducing points. The computational cost of GPR was negligible, whereas the H-GPR model takes somewhere in the order of 10 min on the same machine to train a single load channel.

The pdf for H-GPR is generated by sampling 5000 pairs of points ($f^\star, g^\star$) from each of the posterior latent functions $f(x^\star)$ and $g(x^\star)$, and using those to obtain a vector containing samples from $N(\mu = f^\star, \sigma = e^{g^\star})$. It, therefore, includes both data and model uncertainty. Similarly, the samples for GPR are drawn from the normal distribution with the modeled mean and marginal variance at $x^\star$.

In the paper we focus on the average, maximum and standard deviation (used as a proxy for fatigue loads) of the loads at the tower bottom (TwrBsMxt), blade root-flapwise (RootMyb1) and tower top (YawBrMyn). Figure 2 shows the predicted pdf at $x = (u, 12(0.75 \times u + 5.6)/u, 0.08, 1, 7, 0)^T$. The difference between the conditional probability distributions is quantified using the normalized 1-Wasserstein distance [17]. For two univariate distributions $P$ and $Q$, with distribution functions $F$ and $G$, the 1-Wasserstein distance is defined as,

$$W_1(P, Q) = \int_0^1 |F^{-1}(u) - G^{-1}(u)| du$$

and normalized by the standard deviation of the reference distribution,

$$d_{W_1}(P, Q) = \frac{W_1(P, Q)}{\sigma(P)}$$

Where, $F^{-1}$ and $G^{-1}$ are the quantile functions respectively. Figure 3 shows the values of $d_{W_1}$ corresponding to the distribution functions in fig. 2. A qualitative comparison of the emulated distributions and OpenFAST in fig. 2a shows excellent predictions by H-GPR. The difference in the variance across wind speeds is not significant as averaged loads are less susceptible to stochastic inflow, yet it is clear that the heteroscedasticity is well approximated in all three load channels. The predicted mean also, therefore, shows better agreement in the case of H-GPR, especially around 10 m s$^{-1}$. H-GPR is able to capture the trend correctly; however, the variances predicted by the model do not seem to change as rapidly as the reference. $d_{W_1}$ values indicate a good fit at mid-high wind speeds for all load channels, where the maximum loads are most critical from an engineering perspective.
The load standard deviations at low wind speeds at the tower bottom and blade root show the largest inconsistency between H-GPR predictions and the reference. There are many reasons this behavior can be expected. First, H-GPR works with a few assumptions, such as modeling a Gaussian likelihood and using a Gaussian distribution to parametrize the perspective. The maximum tower top fore-aft moment distributions are accurately predicted by H-GPR across all wind speeds, with $d_W \approx 0.15$.

The load standard deviations at low wind speeds at the tower bottom and blade root show the largest inconsistency between H-GPR predictions and the reference. There are many reasons this behavior can be expected. First, H-GPR works with a few assumptions, such as modeling a Gaussian likelihood and using a Gaussian distribution to parametrize the
The distances are plotted for the tower base fore-aft moment $T_{wrBsMyt}$ (left), blade root flapwise moment $\text{RootMyb1}$ (middle) and tower top fore-aft moment $\text{YawBrMyn}$ (right).

approximated posterior. These assumptions are rigid and may not be valid throughout the domain. Any skewness in the conditional distribution, for instance, would result in over-prediction of the variance of the normal or lognormal distribution where H-GPR is expected to fit the data. Second, the model is trained on a relatively small training dataset, for such a high-dimensional case, as the computational cost of training the model scales rapidly, despite the sparse implementation. Insufficient data could result in an under-fitted variance function that cannot capture the local gradients adequately. Third, the reference distribution is generated with 100 points that may not result in a converged reference pdf. Finally, we are only able to visualize the variation of the pdf with respect to $u$, while the loads are influenced by the other features as well.

5. Conclusion
This paper presented a Bayesian approach to modeling the probability distribution function of offshore wind turbine loads. On account of the heteroscedasticity observed in the 10-minute load statistics calculated using a stochastic simulator, the sparse heteroscedastic Gaussian process regression’s performance, modeled within the chained Gaussian process framework, is assessed for a specific test case. The results are compared against the standard Gaussian process regression for reference. Overall, within the limits of the number of training points and the assumptions in modeling, H-GPR can reproduce the conditional distributions at various inflow conditions with low error, quantified by the normalized Wasserstein distance. While the
expected value of the distribution is not affected by the heteroscedastic model, the prediction of the variance shows a significant improvement over GPR. The method suffers from the curse of dimensionality and is unable to model very high gradients in the variance, especially those driven by hydrodynamic loads (at low wind speeds) or controller actions. However, the excellent predictions at mid to high wind speeds provide the user with a useful tool should they be interested in uncertainty quantification of site-specific fatigue or extreme loads in offshore wind turbines. From an industrial point of view, future research includes determining the value of probabilistic surrogates in estimating extreme events using the statistical information from the predictions rather than using very conservative design safety factors. The extension of the model to a high-dimensional problem such as floating offshore wind turbines is also of particular interest.
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