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As the world grows more interconnected, event shocks tend to spread and cluster more easily and more forcefully. Prototypical examples include the contagious spread of diseases across populations, financial contagion across equity or credit markets, and cyber infections across technological networks. The amplification of event shocks over time and in space, that is, across populations, markets and networks, arguably constitutes one of the core challenges to modern risk measurement and risk management.

In principle, multivariate point processes can provide a probabilistic description of the occurrence of events, and their stochastic dependencies, in time and space. Among multivariate point processes, the class of Hawkes processes \([28]\), or mutually exciting processes, provides a natural contender for modeling contagious phenomena. Different from multivariate Poisson, or more generally Lévy, processes, they allow for clustering to occur not just in the spatial (i.e., cross-sectional) dimension, but also in the temporal (i.e., time-series) dimension. Originally introduced to stochastically describe epidemics and earthquake occurrences, Hawkes processes have seen increased interest over the past few years, in finance \([2, 3, 6, 21, 30]\), social interaction \([13, 40]\), neuroscience and genome analysis \([10, 39]\), and so on.

Analyzing distributional properties of general multivariate Hawkes processes is, however, challenging. The existing literature often focuses on the special case of exponential excitation functions under which the Hawkes process (more precisely, the vector consisting of the counting process and its intensity process jointly) can be shown to be Markovian \([2, 3, 16, 17, 18, 21, 28, 36]\), or on other specific cases or asymptotic regimes (discussed below in more detail).

In this paper, we establish exact and asymptotic results on distributional properties of general—in our context, not necessarily Markovian—multivariate Hawkes processes and related population processes, with widespread use across various applications. In a series of exact results, we obtain a full characterization of the joint transform of the multivariate population process and its underlying arrival intensity process, in terms of a fixed-point representation and corresponding convergence results. From these results, arbitrary joint moments, including auto- and cross-covariances, and other distributional properties such as joint event probabilities, can be readily obtained using standard transform differentiation and inversion techniques.

Our exact results exploit a cluster representation of the Hawkes process, for the univariate self-exciting process first described in \([29]\); see also \([15]\). The cross-excitation phenomenon that is present in multivariate Hawkes processes significantly complicates the situation compared to the univariate setting where only self-excitation is present. More specifically, cross-excitation leads to clusters with branches (i.e., offspring) in the time-series as well as in the cross-sectional dimensions, generating complex and highly intertwined clusters. Our analysis of a \(d\)-dimensional population process whose arrivals are described by a general multivariate Hawkes process, yields a fixed-point theorem that characterizes the joint transform
of the respective processes at, potentially multiple, future time points, involving suitably defined \( d \times d \)-dimensional objects to represent the full range of cross-sectional and time-series dependencies.

In a series of asymptotic results, we characterize the tail behavior of our population process and the underlying intensity process in a setting of heavy-tailed intensity jumps. These results pertain directly to the respective probability distributions and enable us to derive associated tail probabilities. We also establish several class properties, and irreducibility results, using the nomenclature of Markov chains.

Intuitively, when analyzing the asymptotic tail behavior in our general multivariate setting, one might expect that the heaviest tail among the tails of the distributions of intensity jumps that excite component \( i \) ‘dominates’, and therefore dictates the tail behavior of component \( i \). Our asymptotic results reveal that this intuition is not necessarily true as, due to the cross-excitation phenomenon, heavy tails originating in different components may propagate to component \( i \) indirectly, through other components in the system. From the full representation of the mutually exciting behavior within the system as provided by our fixed-point theorem, along with suitable Tauberian theorems (7), we derive a system of vector-valued renewal equations that jointly characterize the asymptotic tail behavior of our population process and the underlying intensity process. Both our exact and asymptotic results are directly amenable to numerical evaluation and we illustrate our results in a collection of numerical examples.

This paper relates to several branches in the existing literature, which we categorize along three dimensions. First, a starting point for our analysis is provided by the branching structure that underlies a Poissonian cluster representation of multivariate Hawkes processes. In the univariate self-exciting setting, this branching structure was first discussed in [29]; see also e.g., the formal and extensive treatment in [15, 6], and [35, Chapter 4]. We use a cluster representation for the complex intertwined spatial-temporal structure of general multivariate Hawkes processes to obtain suitable general and micro-level distributional equalities for our population process and its underlying intensity process, which we next exploit to characterize the joint transform.

Second, transform analysis and the derivation of transient and stationary moments for Hawkes processes has received considerable attention in the literature, especially under Markovian assumptions. In a univariate Markov setting, [16, 14] characterize the joint transform of the point process and the underlying intensity process by relying on the infinitesimal Markov generator, yielding systems of ODEs for the moments of both processes; see also [17, 18, 34]. In addition, [34] and [23] consider the case of non-exponential decay for the probability generating function of the univariate point process and its joint Laplace transform, respectively. In a multivariate Markov setting, and more generally in the context of (Markovian) affine point processes, [19] provide semi-analytic expressions of conditional characteristic functions, involving solutions to systems of ODEs; see also [3, 21]. Closed-form expressions of stationary moments as Taylor series approximations over short time intervals in a multivariate Markov setting are derived in [2] by exploiting operator methods. We characterize the joint transform for general, possibly non-Markovian, multivariate Hawkes processes and induced population processes, at possibly multiple time points, through a
fixed-point representation, allowing for general decay functions, general distributions of the intensity jump sizes, and general distributions of the sojourn times. We are not aware of other work on exact transform and moment characterizations for Hawkes processes that allows for a comparable degree of generality along all these dimensions.

Third, asymptotic results such as LLNs and FCLTs for multivariate Hawkes processes have been established in e.g., [5, 23]. Furthermore, the nearly unstable situation is analyzed in [31, 32] and the setting of a large initial intensity is considered in [26]. Large and precise deviation results are obtained in e.g., [8, 27] for large times and general univariate Hawkes processes and in [25] for a large initial intensity in the Markov case. These large and precise deviation results are obtained in a setting of light-tailed counting and intensity processes. We study the asymptotic tail behavior of the general population process and its underlying intensity process in the setting of heavy-tailed intensity jumps.

We finally note that the population process analyzed in this paper may be naturally interpreted and applied in the—now highly relevant—context of epidemiological modeling. It provides an appealing probabilistic description of the contagious amplification of viruses among populations across the globe. Recent work that uses Hawkes processes, potentially in conjunction with SIR-models, to stochastically describe pandemics such as COVID-19 includes [11, 12].

The remainder of this paper is organized as follows. In Section 2, we define the general multivariate Hawkes process, describe its cluster representation, and discuss some of its properties. In Section 3, we exploit the branching structure to obtain distributional equalities, which we use to characterize the joint transform of the process under consideration. In Section 4, we represent the joint transform as the fixed point of a certain mapping and establish corresponding convergence results. In Section 5, we derive the asymptotic tail behavior. Section 6 contains our numerical illustrations. Conclusions are in Section 7. The proofs of some auxiliary results are relegated to the Appendix.

2. Model and Underlying Branching Structure

In this section, we provide a formal definition and a cluster representation of general multivariate Hawkes processes, and discuss their properties and branching structure. Throughout, we adopt the notation \( \mathbf{x} = (x_1, \ldots, x_d) \top \), for a given value of \( d \in \mathbb{N} \).

2.1. Definition and properties. Hawkes processes constitute a general class of multivariate point processes. In full generality, we consider a \( d \)-dimensional càdlàg point process \( \mathbf{N}(\cdot) \equiv (\mathbf{N}(t))_{t \in \mathbb{R}} \), where each increment \( N_i(t) - N_i(s) \) records the number of points in component \( i \in [d] := \{1, \ldots, d\} \) in the time interval \( (s,t] \), with \( s < t \). The points will be referred to as events, where each event consists of a tuple \( (T_r, i) \) that specifies the time of occurrence \( T_r \in \mathbb{R} \) of the \( r \)-th event and the component \( i \in [d] \) in which it takes place. As is well-known, a point process \( \mathbf{N}(\cdot) \) can be characterized by its conditional intensity \( \lambda(\cdot) \). The \( i \)-th component of \( \lambda(t), i \in [d] \), is given by

\[
\lambda_i(t) = \lim_{h \downarrow 0} \frac{\mathbb{E} \left[ N_i(t + h) - N_i(t) \mid \mathcal{F}_{t-} \right]}{h},
\]
where \( \mathcal{F}_t = \sigma(\mathbf{N}(s) : s < t) \) is the sigma algebra of events up to, but not including, time \( t \); see e.g., [15, Chapter 7]. We refer to \( \lambda(\cdot) \) simply as the intensity, where it is noted that it may itself be a stochastic process. Clearly, \( \lambda(\cdot) \) is predictable.

**Definition 1.** A general multivariate Hawkes process \( (\mathbf{N}) \) is a point process \( \mathbf{N}(\cdot) \) whose components \( \mathbf{N}_{i}(\cdot), \) for \( i \in [d], \) satisfy

\[
\begin{aligned}
\mathbb{P}(N_i(t + \Delta) - N_i(t) = 0 | \mathcal{F}_t) &= 1 - \lambda_i(t) \Delta + o(\Delta), \\
\mathbb{P}(N_i(t + \Delta) - N_i(t) = 1 | \mathcal{F}_t) &= \lambda_i(t) \Delta + o(\Delta), \\
\mathbb{P}(N_i(t + \Delta) - N_i(t) > 1 | \mathcal{F}_t) &= o(\Delta),
\end{aligned}
\]

for \( \Delta \downarrow 0. \) Here, \( \mathcal{F}_t = \sigma(\mathbf{N}(s) : s \leq t) \) is the natural filtration generated by \( \mathbf{N}(\cdot) \). With \( \lambda_{i,\infty} > 0 \) and \( g_{ij}(\cdot) \) non-negative integrable functions, the intensity \( \lambda_i(\cdot) \) takes the form

\[
\lambda_i(t) = \lambda_{i,\infty} + \sum_{j=1}^{d} \int_{-\infty}^{t} B_{ij}(s) g_{ij}(t - s) \, d\mathbf{N}_j(s),
\]

where, for each \( i, j \in [d], \) the \( (B_{ij}(s))_s \) constitutes a sequence of cross-sectionally and serially independently distributed random variables that are distributed as the generic non-negative random variable \( B_{ij}. \)

Informally, the definition above is understood as follows. The constant \( \lambda_{i,\infty} \) represents the base rate corresponding to component \( i. \) An event generated by \( N_j(\cdot) \) in component \( j \) leads to a jump in the intensity \( \lambda_i(\cdot) \) of component \( i, \) with \( i, j \in [d]; \) its size is distributed as the random variable \( B_{ij}. \) After the occurrence of this event, the decay functions \( g_{ij}(\cdot) \) govern the path of the intensity \( \lambda_i(\cdot) \) back to the base rate \( \lambda_{i,\infty}. \)

The multivariate Hawkes process \( \mathbf{N}(\cdot) \) is also known as a mutually exciting point process. When an event in component \( i \) impacts the intensity of component \( i, \) we speak of self-excitation—a purely temporal effect. When an event in component \( j \) impacts the intensity of component \( i, \) with \( i \neq j, \) we speak of cross-excitation—a temporal as well as spatial effect. Mutually exciting point processes accommodate both effects.

One may introduce functions \( h_{ij}(\cdot) = B_{ij} g_{ij}(\cdot), \) where the \( B_{ij} \) is understood to be sampled at every event in \( N_j(\cdot) \) in the manner described in Definition [1]. These \( h_{ij}(\cdot), \) frequently called excitation or impact functions (see e.g., [28, 35]), couple the jump size and the decay function in a multiplicative manner. We can thus compactly rewrite (3) in vector notation by setting

\[
\lambda(t) = \lambda_{\infty} + \int_{-\infty}^{t} \mathbf{H}(t - s) \, d\mathbf{N}(s),
\]

where \( \mathbf{H}(\cdot) = (h_{ij}(\cdot))_{i,j \in [d]}. \) The matrix form \( \mathbf{H}(\cdot) \) in (4), where for each \( j \in [d] \) we define the random vector \( \mathbf{H}^j(\cdot) = (h_{ij}(\cdot), \ldots, h_{ij}(\cdot))^\top \), justifies the indexing convention of \( h_{ij}(\cdot): \) \( h_{ij}(\cdot) \) describes the impact of events in source component \( j \) on the intensity \( \lambda_i(t) \) of target component \( i. \) We note that the corresponding random vectors \( \mathbf{B}^j \) could be considered as mark random vectors associated to each event in component \( j, \) such that tuples of the form \((T_r, j, \mathbf{B}^j_r)\) constitute a multivariate marked Hawkes process; see [35] and [15, Chapter 6.4]. Note that in the special case that \( B_{ij} \equiv 0 \) for all \( i, j \in [d], \) \( \lambda_i(\cdot) \equiv \lambda_{i,\infty} \) such that \( \mathbf{N}(\cdot) \) reduces to a \( d \)-dimensional homogeneous Poisson process with rate \( \lambda_{\infty}. \)
With \((B_{ij,r})_r\) a sequence of i.i.d. random variables distributed as the generic \(B_{ij}\), observe that \(\lambda_i(t)\) can be completely expressed in terms of the aggregated impact of the \(B_{ij,r}\) due to all past events. Indeed, considering the tuples \(\{(T_r, k_r)\}_{r=1}^{R(t)}\), where \(k_r \in [d]\) is the component of the event and \(R(t) \in \mathbb{N}\) is the total number of events strictly prior time \(t\), we can rewrite (3) as

\[
\lambda_i(t) = \lambda_{i,\infty} + \sum_{r=1}^{R(t)} B_{ik_r,r}g_{ik_r}(t - T_r).
\]

Existence, uniqueness and positivity of the intensity \(\lambda_i(t)\) is guaranteed if \(g_{ij}(\cdot)\) satisfies the conditions given in Definition 1 and \(B_{ij} < \infty\) with probability one; see e.g., [13, Example 7.2(b)]. To guarantee stationarity of the Hawkes process, [28] shows that a stability condition must be imposed. In the current multivariate setting, this condition takes the form \(\rho(\|H\|) < 1\), where \(\|H\| = (\|h_{ij}\|)_{i,j \in [d]}\) with

\[
\|h_{ij}\| = \mathbb{E}[B_{ij}] \cdot \|g_{ij}\|_{L^1(\mathbb{R}_+)} = \mathbb{E}[B_{ij}] \int_0^\infty g_{ij}(t)dt,
\]

and \(\rho(\cdot)\) denotes the spectral radius; see also [9]. In this case, as shown in [28], the entries of the expected stationary intensity vector are the constants \(\lambda_i := \mathbb{E}[\lambda_i(t)] = \mathbb{E}[dN_i(t)]/dt\). In vector form these intensities can be expressed as \(\lambda = (I - \|H\|)^{-1}\lambda_\infty\). In the sequel, we assume the stability condition applies.

While the methodology developed in this work applies to general non-negative integrable functions \(g_{ij}(\cdot)\), a parametrization of special interest is that of exponential decay.

**Example 1 (Exponential).** Let the decay functions \(g_{ij}(\cdot)\) be of exponential form \(g_{ij}(t) = e^{-\alpha_{ij}t}\), for some \(\alpha_{ij} > 0\) known as the decay rate. Eqn. (3) is in this case given by

\[
\lambda_i(t) = \lambda_{i,\infty} + \sum_{j=1}^d \int_{-\infty}^t B_{ij}(s)e^{-\alpha_{ij}(t-s)}dN_j(s),
\]

and can, by Itô’s Lemma, alternatively be expressed in SDE notation as

\[
d\lambda_i(t) = \sum_{j=1}^d \alpha_{ij}(\lambda_{i,\infty} - \lambda_i(t))dt + \sum_{j=1}^d B_{ij}(t)\,dN_j(t).
\]

A distinctive property of exponential decay is that the joint process \((N(\cdot), \lambda(\cdot))\) constitutes a Markov process; see [35, 36].

The Markov property yields a number of useful tools to analyze distributional properties of the Hawkes process in the case that \(g_{ij}(\cdot)\) is of exponential form. The explicit treatment in [2] relies on operator methods applied to the Markov infinitesimal generator. In [13, 16], the Markov infinitesimal generator is used to characterize the conditional joint transform of \((N(\cdot), \lambda(\cdot))\) as the solution to a system of ODEs; see also [19]. A similar characterization is given in [31], which exploits the Markov property directly.

Departing from exponential decay renders the Hawkes process to be non-Markov in general. An important example, extensively used to model e.g., the temporal clustering of earthquake occurrences, is the power-law parametrization proposed in [38].
Example 2 (Power). Consider the decay functions $g_{ij}(\cdot)$ to be of power-law type by setting $g_{ij}(t) = \frac{1}{c_{ij} + t}^{p_{ij}}$ for some $c_{ij} \in \mathbb{R}_+$ and $p_{ij} > 1$. Note that $p_{ij} > 1$ ensures integrability. In this case, by Eqn. (3),

$$\lambda_i(t) = \lambda_i + \sum_{j=1}^{d} \int_{-\infty}^{t} \frac{B_{ij}(s)}{(c_{ij} + t - s)^{p_{ij}}} dN_j(s).$$

(8)

Analyzing distributional properties of the Hawkes process with power-law decay is considerably more complex than under exponential decay, due to the system being non-Markovian. From an applications point of view, the power-law type and related parametrizations are of significant interest, as they enable to model multivariate dynamic behavior that exhibits long-memory properties across time and space.

The Hawkes process can be used in conjunction with other models, such as (affine) jump-diffusion models [2, 21] or epidemiological models [11, 12]. In this paper, we consider a model that also allows for departures. Considering the events generated by $N(\cdot)$ as arrivals, we introduce the Hawkes population process $Q(\cdot)$ by setting for $t \in \mathbb{R}$

$$Q(t) := N(t) - D(t),$$

(9)

where $D(\cdot)$ is a point process such that $D_j(t)$ records the number of departures in component $j$ among the arrivals up to and including time $t$. In what follows, we assume that all events $(T_{r,j})$ have sojourn times (i.e., times spent in component $j$) that form a sequence of i.i.d. random variables distributed as the non-negative random variable $J_j$. Of course, if $J_j \equiv \infty$ for all $j \in [d]$, then $D(\cdot) \equiv 0$, and hence $Q(\cdot) = N(\cdot)$.

Two examples of population processes occur in demography and epidemiology. First, suppose $Q_i(\cdot)$ represents the number of (living or active) people in population $i \in [d]$ and $D_i(\cdot)$ the number of deaths. Assuming that the individual lifetimes $J_i$ are exponentially distributed with mean $\mu_i^{-1}$ for some $\mu_i \geq 0$, the process $D_i(\cdot)$ is an inhomogeneous Poisson process with rate $\mu_i Q_i(t)$; cf. [4]. Second, $Q_i(\cdot)$ may represent the number of infected people in geographic location $i \in [d]$ and $D_i(\cdot)$ the recovery process.

In Figure 1, we plot a sample path of our model when $d = 2$. One readily observes that each event, irrespective of which component serves as the source, leads to jumps in both intensities, depending upon the $B_{ij}$’s involved, as described by (4). Excited intensities increase the likelihood of future events and it is clearly visible that events in $N(\cdot)$ are clustered in both time and space. Note furthermore that the departures occurring in $Q(\cdot)$ do not impact the intensities.

2.2. Cluster representation and branching structure. An interesting approach to represent the Hawkes process, which will play a pivotal role in our analysis, is as a Poisson cluster process. This so-called cluster representation is first described in [29] in the setting of the conventional single-dimensional Hawkes process; see also [15, Example 6.3(c)] and [35, Ch. IV]. It essentially consists of immigrant processes that generate events from the base rates and cluster processes that generate events occurring due to self- and cross-excitation. In our multivariate setting, the cluster representation can be described as follows.
Definition 2 (Cluster representation). On the interval $[0, \tau]$ with $\tau \in \mathbb{R}_+ \cup \{\infty\}$, we define a point process $N(\cdot)$ through a sequence of events generated according to the following procedure:

1. For each $j \in [d]$, let $I_j(\cdot)$ be a homogeneous Poisson process with intensity $\lambda_{j,\infty}$ that generates immigrant events

$$\left\{(T_r^{(0)}, j) \right\}_{r=1}^{R_j^{(0)}(t)},$$

where $R_j^{(0)}(t)$ is the total number of immigrant events in component $j$ strictly prior to time $t \in [0, \tau]$. 

Figure 1. Bivariate model: Sample paths of $N(\cdot) = (N_1(\cdot), N_2(\cdot))$, $Q(\cdot) = (Q_1(\cdot), Q_2(\cdot))$ and $\lambda(\cdot) = (\lambda_1(\cdot), \lambda_2(\cdot))$ under exponential decay and exponentially distributed sojourn times. Parameters: $\lambda_{1,\infty} = \lambda_{2,\infty} = 0.5$, $\mu_1 = \mu_2 = 1$, $\alpha_{11} = \alpha_{12} = 2.3$, $\alpha_{21} = \alpha_{22} = 2$, $B_{11} = 1.3$, $B_{12} = 0.6$, $B_{21} = 0.8$, $B_{22} = 0.5$. 

Next, each immigrant event \((T_r^{(0)}, j)\) generates a \(d\)-dimensional cluster process consisting of generations of descendants:

(a) \((T_r^{(0)}, j)\) generates first-generation events

\[
\{(T_r^{(1)}, m)\}_{r=1}^{R^{(1)}_m(t)}
\]

in each target component \(m \in [d]\) according to \(K_{mj}(t - T_r^{(0)})\), where \(K_{mj}(\cdot)\) is an inhomogeneous Poisson process with intensity \(B_{mj,r}g_{mj}(\cdot)\), given the jump size \(B_{mj,r}\) associated to \((T_r^{(0)}, j)\).

(b) Upon iterating (a) above, given the \(r\)-th event of the \((n-1)\)-th generation in source component \(m \in [d]\), descendant \((T_r^{(n-1)}, m)\) generates \(n\)-th generation events

\[
\{(T_r^{(n)}, l)\}_{r=1}^{R^{(n)}_l(t)}
\]

in each target component \(l \in [d]\) according to \(K_{lm}(t - T_r^{(n-1)})\).

By taking the Cartesian product over all components and the union over all generations—immigrants and their descendants—, we have that

\[
N(t) = \bigcup_{n=0}^{\infty} \left( \{((T_r^{(n)}, 1))_{r=1}^{R^{(n)}_1(t)} \times \cdots \times \{((T_r^{(n)}, d))_{r=1}^{R^{(n)}_d(t)} \right) ,
\]

constitutes a general \(d\)-dimensional Hawkes process.

The cluster representation in Definition 2 agrees with Definition 1 provided the stability condition is satisfied, as shown in [29, 15]. The stability condition has a natural interpretation in the context of the cluster representation: it requires that each individual event generates a.s. finitely many descendants; see [15, Example 8.3(c)]. The proof in [29] amounts to comparing the cluster representation to an age-dependent birth-death process allowing for immigration, and where the death process is set to zero. Hence, we can naturally extend the cluster representation to our population process \(Q(\cdot)\), by including departures seen as a death process.

The richness, and complexity, of the cluster representation is apparent from the cluster processes that each immigrant event generates. For each immigrant \((T_r^{(0)}, j)\) in component \(j \in [d]\), we explicitly denote the \(d\)-dimensional cluster process it generates by \(S_{N}^{j}(\cdot)\), counting the events in each component of the cluster described in Part (2) of Definition 2. Henceforth, the time \(u = t - T_r^{(0)}\) is always understood as the remaining time after the arrival of the immigrant event. The cluster process \(S_{N}^{j}(u)\) at time \(u\) is then given by

\[
S_{N}^{j}(u) := \begin{bmatrix}
S_{1_{r-j}}^{N}(u) \\
\vdots \\
S_{d_{r-j}}^{N}(u)
\end{bmatrix},
\]

where each entry \(S_{i_{r-j}}^{N}(u)\) records the number of events generated in component \(i\), up to and including time \(u\), with as oldest ancestor the immigrant event in component \(j\) that generates the cluster \(S_{N}^{j}(\cdot)\); see also [6]. Each entry \(S_{i_{r-j}}^{N}(\cdot)\) therefore contains part of the entire cluster described in Part (2) of Definition 2 (Note that the immigrant event \((T^{(0)}, j)\) itself is included in the cluster when \(i = j\) to avoid double counts.) Due to our multivariate setting, events recorded in \(S_{i_{r-j}}^{N}(\cdot)\) may have propagated through other dimensions \(m \in [d]\) before
arriving in \( i \). Thus, we have to meticulously keep track of the event times and components of descendant events.

Three basic distributional properties, which we will later exploit to operationalize the cluster representation, are noteworthy. First, each immigrant event from source component \( j \in [d] \) generates a cluster according to the same distribution modulo a time shift to account for the arrival time; see also [15, Section 6.3]. Hence, we index the cluster process \( S^N_j(\cdot) \) by the source component it corresponds to, not by individual immigrant. Second, each event from the same source component generates offspring according to the same iterative procedure and, as such, there is a branching structure, and self-similarity, underlying each cluster. Third, the cluster processes are generated independently across source components: \( S^N_j(\cdot) \perp S^N_m(\cdot), \ j, m \in [d], \ j \neq m. \)

Our analysis will exploit the branching structure that underlies the cluster representation for all three processes \( N(\cdot), Q(\cdot) \) and \( \lambda(\cdot) \) to characterize distributional properties of the processes jointly. To explicitly describe their dynamics, we introduce the following two cluster processes, resembling the cluster process \( S^N_j(\cdot) \) in (11). Denote the \( N^d \)-valued cluster process \( S^Q_j(\cdot) \) and the \( R^d_+ \)-valued cluster process \( S^\lambda_j(\cdot) \), corresponding to \( Q(\cdot) \) and \( \lambda(\cdot) \) respectively, at time \( u \) by

\[
S^Q_j(u) := 
\begin{bmatrix}
S^Q_{1\leftarrow j}(u) \\
\vdots \\
S^Q_{d\leftarrow j}(u)
\end{bmatrix}, \quad S^\lambda_j(u) := 
\begin{bmatrix}
S^\lambda_{1\leftarrow j}(u) \\
\vdots \\
S^\lambda_{d\leftarrow j}(u)
\end{bmatrix}.
\] (12)

Here, \( S^Q_{i\leftarrow j}(u) \) equals \( S^N_{i\leftarrow j}(u) \) minus the departures in component \( i \) up to and including time \( u \). Furthermore, \( S^\lambda_{i\leftarrow j}(u) \) records the aggregated change in the intensity of component \( i \) caused by the jump sizes that are distributed as \( B_{ij} \) and the decays \( g_{ij}(\cdot) \) following events in the cluster \( S^N_j(u) \) strictly prior to time \( u \).

To fully appreciate these clusters and their entries, we explore in the next section the distributional properties that occur as a consequence of the branching structure that underlies the different cluster processes.

**Remark 1.** Most of the results in this paper pertain to the joint process \((Q(\cdot), \lambda(\cdot))\), which includes \((N(\cdot), \lambda(\cdot))\) as a special case when \( J_j \equiv \infty \) for all \( j \in [d] \). We remark that it is possible to extend our results to cover the joint process \((N(\cdot), Q(\cdot), \lambda(\cdot))\) at the cost of heavier notation.

### 3. Joint Transforms

In this section, by exploiting the branching structure underlying the cluster representation, we first derive a collection of distributional equalities that play a key role in next characterizing a general joint transform of the random object \((Q(t), \lambda(t))\), for any \( t \in \mathbb{R} \), in terms of a semi-closed-form expression. The generality of this characterization also allows us to obtain, as corollaries in specific cases, several additional new transform results that are of independent interest.
3.1. Analyzing distributional equalities. The cluster processes appearing in the cluster representation describe how the offspring events due to self- and cross-excitation are generated. To illustrate how these cluster processes behave, Figure 2 displays a realization of $\mathbf{N}(\cdot)$ and $\mathbf{\lambda}(\cdot)$ with corresponding clusters $\mathbf{S}_j^N(\cdot)$ and $\mathbf{S}_j^\lambda(\cdot)$ in the bivariate case $d = 2$. In the upper two subplots, the dotted arrows between events (crosses and diamonds) indicate how events are generated across time and components, revealing the branching structure of the cluster processes. In addition, we plot the cluster processes $S_{i\leftarrow j}^N(\cdot)$ and $S_{i\leftarrow j}^\lambda(\cdot)$, for $i,j = 1,2$, so as to make visible how they relate to the processes $N_i(\cdot)$ and $\lambda_i(\cdot)$.

As the visualization in Figure 2 suggests, the clusters defined in (11) and (12) are formally connected to the processes $N_i(\cdot)$, $Q_i(\cdot)$ and $\lambda_i(\cdot)$ via a set of distributional equalities. More precisely, the equivalence between the cluster representation in Definition 2 and the intensity-based Definition 1 allows us to probabilistically describe events, and their impact on $N_i(\cdot)$, $Q_i(\cdot)$ and $\lambda_i(\cdot)$, in terms of the clusters of immigrants and offspring. Indeed, for given $t \in \mathbb{R}$,

$$N_i(t) \overset{d}{=} \sum_{j=1}^{d} \sum_{k=0}^{I_j(t)} S_{i\leftarrow j}^N(t - T_k),$$

$$Q_i(t) \overset{d}{=} \sum_{j=1}^{d} \sum_{k=0}^{I_j(t)} S_{i\leftarrow j}^Q(t - T_k),$$

$$\lambda_i(t) \overset{d}{=} \lambda_i, + \sum_{j=1}^{d} \sum_{k=0}^{I_j(t)} S_{i\leftarrow j}^\lambda(t - T_k),$$

(13)

where $(T_k)_k$ are the immigrant event times and $I_j(\cdot)$ is as in Definition 2. The distributional equality concerning $\lambda_i(t)$ may be compared to Eqn. (5), where we expressed $\lambda_i(t)$ as the pathwise aggregated change in intensity due to all events strictly prior to time $t$. We also briefly remark that we can express the relation between the cluster entries of $\mathbf{S}_j^N(\cdot)$ and $\mathbf{S}_j^\lambda(\cdot)$, at each time $u$, by

$$S_{i\leftarrow j}^\lambda(u) = \sum_{k=1}^{d} \sum_{r=1}^{S_{i\leftarrow j}(u)} B_{ik,r} g_{ik}(u - T_r).$$

(14)

We now fix an immigrant event $(T^{(0)}, j)$ in source component $j \in [d]$ and analyze the generated clusters $\mathbf{S}_j^\ast(\cdot)$, where $\ast \in \{N, Q, \lambda\}$. To exploit the underlying branching structure, and the self-similarity, the idea consists in recognizing that this immigrant event generates first-generation events into all $m$ components, and these in turn generate their own sub-clusters $\mathbf{S}_{m^}\ast(\cdot)$. In order to formally capture this mechanism, we define the matrix processes $\mathbf{S}^N(\cdot)$, $\mathbf{S}^Q(\cdot)$ and $\mathbf{S}^\lambda(\cdot)$ by

$$\mathbf{S}^\ast(\cdot) := \left[ S_j^\ast(\cdot) | \cdots | S_d^\ast(\cdot) \right] = \begin{bmatrix} S_{1\leftarrow 1}(\cdot) & \cdots & S_{1\leftarrow m}(\cdot) \\ \vdots & \ddots & \vdots \\ S_{d\leftarrow 1}(\cdot) & \cdots & S_{d\leftarrow m}(\cdot) \end{bmatrix},$$

(15)

for $\ast \in \{N, Q, \lambda\}$. The columns $S_j^\ast(\cdot)$ correspond to the clusters defined in (11) and (12) and keep track of offspring events that originate from component $j$, while the rows, in the sequel denoted by $S_{(i)}^\ast(\cdot)$, record offspring events that arrive into component $i$. Observe that the right-hand side expressions in (13) contain precisely the entries of the rows.
Figure 2. Sample paths of: $N(\cdot) = (N_1(\cdot), N_2(\cdot)); \lambda(\cdot) = (\lambda_1(\cdot), \lambda_2(\cdot))$; the cluster processes originating in component 1 (diamonds), $S^{N}_1(\cdot) = (S^{N}_{1\leftarrow 1}(\cdot), S^{N}_{2\leftarrow 1}(\cdot))$ and $S^{\lambda}_1(\cdot) = (S^{\lambda}_{1\leftarrow 1}(\cdot), S^{\lambda}_{2\leftarrow 1}(\cdot))$; and the cluster processes originating in component 2 (crosses), $S^{N}_2(\cdot) = (S^{N}_{1\leftarrow 2}(\cdot), S^{N}_{2\leftarrow 2}(\cdot))$ and $S^{\lambda}_2(\cdot) = (S^{\lambda}_{1\leftarrow 2}(\cdot), S^{\lambda}_{2\leftarrow 2}(\cdot))$, under exponential decay. Parameters: $\lambda_{1,\infty} = \lambda_{2,\infty} = 0.5$, $\alpha_{11} = \alpha_{12} = 2.3$, $\alpha_{21} = \alpha_{22} = 2$, $B_{11} \equiv 1.3$, $B_{12} \equiv 0.6$, $B_{21} \equiv 0.8$, $B_{22} \equiv 0.5$.

From Section 2 we know that the underlying branching structure is similar for the clusters corresponding to $N(\cdot), Q(\cdot)$ and $\lambda(\cdot)$. This fact leads us to introduce unifying notation. To this end, we define the functional $A_j$, $j \in [d]$, that acts on $X(\cdot) = (X_1(\cdot), \ldots, X_d(\cdot))$, a
(row-)vector-valued process taking values in $\mathbb{R}_+^d$, and $P \geq 0$, for each time $u$ by

$$
A_j \{ P, X(\cdot) \} (u) = P + \sum_{m=1}^d \sum_{k=1}^{K_{mj}(u)} X_m(u - T_k),
$$

(16)

where $P$ accounts for the impact of the immigrant event and the terms in the summations account for the impact of offspring events, with $K_{mj}(\cdot)$ as in Definition 2. Note the time shift to account for the arrival time $T_k$ of the offspring event.

The functional $A_j$ allows us to compactly and coherently formulate distributional equalities for the respective cluster processes. Indeed, zooming in on specific components $S^*_i(\cdot)$, with $\star \in \{ N, Q, \lambda \}$, yields the micro-level distributional equalities at time $u$ given by

$$
\begin{align*}
S^N_{i-j}(u) &\overset{d}{=} A_j \{ 1_{\{i=j\}}, S^N_{(i)}(\cdot) \} (u), \\
S^Q_{i-j}(u) &\overset{d}{=} A_j \{ 1_{\{i=j\}}1_{\{j > u\}}, S^Q_{(i)}(\cdot) \} (u), \\
S^\lambda_{i-j}(u) &\overset{d}{=} A_j \{ B_{ij}g_{ij}(u), S^\lambda_{(i)}(\cdot) \} (u),
\end{align*}
$$

(17)

which will prove to play a crucial role in the analysis of the cluster processes that follows (in Section 3). Note the difference in the first arguments for the different processes, and note that the second argument $S^\star_{(i)}(\cdot) = (S^\star_{i-1}(\cdot), \ldots, S^\star_{i-d}(\cdot))$ is the $i$-th row of the matrix $S^\star(\cdot)$, which accounts for the offspring events. The $B_{ij}$’s in the expression for $S^\lambda_{i-j}(\cdot)$ are understood to be sampled for each event in the cluster. Intuitively, Eqn. (17) says that the total impact of a cluster process from source component $i$ to target component $j$ on target component $i$ is equal in distribution to the superposition of first-generation events and the impact of their offspring. The equality for $S^Q_{i-j}(\cdot)$ in (17) is the multivariate counterpart of [34, Eqn. (4.20)], in the sense that they coincide when setting $d = 1$ in our setup.

Remark 2. The distributional equalities in (17) can be extended to the vectors $S^\star_j(\cdot)$ for $\star \in \{ N, Q, \lambda \}$ using the mapping $A_j$, defined at time $u$ by

$$
A_j \{ P, X(\cdot) \} (u) = P + \sum_{m=1}^d \sum_{k=1}^{K_{mj}(u)} X_m(u - T_k).
$$

(18)

Here, $P \in \mathbb{R}_+^d$ accounts for the immigrant event, $X(\cdot)$ is an $\mathbb{R}_+^{d \times d}$ valued matrix process, and $X_m(\cdot)$ is its $m$-th column vector. For $\star \in \{ N, Q, \lambda \}$, one can substitute appropriate values $P^\star(u)$ for $P$ and use the matrix $S^\star(\cdot)$ defined in (15) to account for the offspring events, to obtain the vector-valued versions of Eqn. (17). Note that (18) describes the underlying branching structure of entire clusters $S^\star_j(\cdot)$, and that the entries of $A_j$ correspond to $A_1, \ldots, A_d$.

3.2. Transform characterization. The distributional equalities are key to characterize a general joint transform of $(Q(t), \lambda(t))$. We first make precise what we mean by joint transform.

Definition 3. Let $(X(\cdot), Y(\cdot))$ be a stochastic process taking values in $\mathbb{N}_+^d \times \mathbb{R}_+^d$. For any $t \in \mathbb{R}_+$, the joint transform of $(X(t), Y(t))$ is given by

$$
J_{X, Y}(t) \equiv J_{X, Y}(t, s, z) := \mathbb{E} \left[ z^{X(t)}e^{-s^\top Y(t)} \right] = \mathbb{E} \left[ \prod_{i=1}^d z_i^{X_{i}(t)}e^{-s_iY_i(t)} \right],
$$

(19)
where \( s \in \mathbb{R}^d_+ \) and \( z \in [-1, 1]^d \), and we denote the space of such transforms by \( \mathcal{J} \), such that \( \mathcal{J}_{X,Y}() \in \mathcal{J} \). Here, \( E[\cdot] \) is understood as \( E_0[\cdot] \), i.e., expectation conditional upon the respective filtration at \( t = 0 \).

Throughout the paper, \( s \) and \( z \in [-1, 1]^d \). Throughout the paper, \( s \in \mathbb{R}^d_+ \) and \( z \in [-1, 1]^d \) remain fixed, unless stated otherwise, and are therefore sometimes suppressed in the notation for readability. In our setting, we consider the joint transform of \((Q(t), \lambda(t))\), with \( Q(0) = 0 \) and \( \lambda(0) = \lambda_\infty \), given by

\[
\mathcal{J}_{Q,\lambda}(t) = E \left[ \prod_{i=1}^d z_i^{Q_i(t)} e^{-s_i\lambda_i(t)} \right]. \tag{20}
\]

We proceed to show that we can obtain a semi-closed-form expression for \( \mathcal{J}_{Q,\lambda}(t) \) using the distributional properties derived in Section 3.1. Specifically, we use Eqn. (13) to describe the entries \( Q_i(\cdot) \) and \( \lambda_i(\cdot) \) in terms of the respective cluster processes \( S_j^Q(\cdot) \) and \( S_j^\lambda(\cdot) \). To that end, we also need to consider the joint transform of \((S_j^Q(u), S_j^\lambda(u))\), with \( S_j^Q(0) = e_j \), the unit vector with \( j \)-th entry equal to 1, and \( S_j^\lambda(0) = B^j \), given by

\[
\mathcal{J}_{S_j^Q, S_j^\lambda}(u) = E \left[ \prod_{i=1}^d z_i^{S_{i,-j}^Q(u)} e^{-s_i S_{i,-j}^\lambda(u)} \right]. \tag{21}
\]

We can now state the first main result regarding the joint transform \( \mathcal{J}_{Q,\lambda}(t) \), expressed in terms of \( \mathcal{J}_{S_j^Q, S_j^\lambda}(u) \) for \( j \in [d] \) and \( u \in [0,t] \); later in this paper (in Section 4) it is shown how the \( \mathcal{J}_{S_j^Q, S_j^\lambda}(u) \) can be identified. By using the cluster representation, the independence of the cluster processes across components, and exploiting the derived distributional equalities, we establish the following identity.

**Theorem 1.** The joint transform \( \mathcal{J}_{Q,\lambda}(t) \) satisfies

\[
\mathcal{J}_{Q,\lambda}(t, s, z) = \prod_{j=1}^d \exp \left( -\lambda_{j,\infty}(t + s_j) + \lambda_{j,\infty} \int_0^t \mathcal{J}_{S_j^Q, S_j^\lambda}(u, s, z) \, du \right). \tag{22}
\]

**Proof.** We start by conditioning on the number of immigrants in each component, and use the fact that these arrive independently. For brevity, we introduce the vectors \( I(t) = (I_1(t), \ldots, I_d(t))^\top \) of immigrant processes and \( n = (n_1, \ldots, n_d)^\top \in \mathbb{N}^d \) (with \( \mathbb{N}_0 := \{0, 1, 2, \ldots\} \)). From the distributional equalities (13), we obtain

\[
\mathcal{J}_{Q,\lambda}(t, s, z) = \sum_{n \in \mathbb{N}_0^d} E \left[ e^{-s^\top \lambda(0) z^Q(t)} \left| I(t) = n \right. \right] P(I(t) = n)
\]

\[
= \sum_{n \in \mathbb{N}_0^d} E \left[ \prod_{j=1}^d \prod_{i=1}^{n_j} e^{-s_i \sum_{k=1}^{n_j} S_{i,-j}^\lambda(t-T_k) \sum_{k=1}^{n_j} S_{i,-j}^Q(t-T_k)} \right] P(I(t) = n)
\]

\[
= \sum_{n \in \mathbb{N}_0^d} \prod_{j=1}^d e^{-s_j \lambda_{j,\infty}} E \left[ \prod_{i=1}^{n_j} e^{-s_i \sum_{k=1}^{n_j} S_{i,-j}^\lambda(t-T_k) \sum_{k=1}^{n_j} S_{i,-j}^Q(t-T_k)} \right] P(I(t) = n),
\]
where we have used the independence between the clusters and immigrant processes in the second equality, the independence among clusters in the last equality, and write
\[
\mathbb{P}(I(t) = n) = \prod_{j=1}^{d} \mathbb{P}(I_j(t) = n_j),
\]
for brevity. Recalling that each \(I_j(t)\) is a Poisson process, we can use the property that conditional on the number of events at time \(t\), the event arrival times are i.i.d. according to a uniformly distributed random variable on the interval \([0, t]\). With \(T^{(j)}\) being uniformly distributed on \([0, t]\) (independent of anything else, that is), we thus have that, for each \(j \in [d]\), the sequence \((T_k)_{k \in [n_j]}\) are i.i.d. copies of \(T^{(j)}\). This allows us to write
\[
\mathbb{E}\left[ \prod_{i=1}^{d} e^{-s_i \sum_{k=1}^{n_j} S_{i,k}^{(t-T_k)} z_i S_{i,k}^{(t-T_k)}} \right] = \left( \mathbb{E}\left[ \prod_{i=1}^{d} e^{-s_i \sum_{k=1}^{n_j} S_{i,k}^{(t-T^{(j)})} z_i S_{i,k}^{(t-T^{(j)})}} \right] \right)^{n_j} = (J_{S_j, S_j}^{(u-T^{(j)})})^{n_j},
\]
by the definition of \(J_{S_j, S_j}^{(u)}\). Now using that \(T^{(j)}\) is uniformly distributed on \([0, t]\) and that \(I_j(\cdot)\) are Poisson processes with rate \(\lambda_{j, \infty}\), we obtain that
\[
J_{Q, \lambda}(t) = \sum_{n \in \mathbb{N}_0^d} \prod_{j=1}^{d} e^{-s_j \lambda_{j, \infty} \left( \frac{1}{t} \int_0^t J_{S_j, S_j}^{(t-u)} du \right)^{n_j} \left( \lambda_{j, \infty} t \right)^{n_j} / n_j! e^{-\lambda_{j, \infty} t}} 
\]
\[
= \sum_{n \in \mathbb{N}_0^d} \prod_{j=1}^{d} e^{-\lambda_{j, \infty} (t+s_j)} \left( \lambda_{j, \infty} \int_0^t J_{S_j, S_j}^{(u)} du \right)^{n_j} / n_j! 
\]
\[
= \prod_{j=1}^{d} \exp \left( -\lambda_{j, \infty} (t+s_j) + \lambda_{j, \infty} \int_0^t J_{S_j, S_j}^{(u)} du \right),
\]
where the second equality holds by an elementary change of variables. \(\square\)

We proceed by presenting a number of corollaries of Theorem 1 which are already new to the literature in their own right. The first one considers the univariate case.

**Corollary 1.** In case \(d = 1\), the joint transform \(J_{Q, \lambda}(t)\) of \((Q(t), \lambda(t))\) is given by
\[
\mathbb{E}\left[ z^{Q(t)} e^{-s \lambda(t)} \right] = \exp \left( -\lambda_{\infty} (t+s) + \lambda_{\infty} \int_0^t J_{S, S}^{(u, s, z)} du \right), \quad (23)
\]
with \(s \in \mathbb{R}_+\) and \(z \in [-1, 1]\) and where \(J_{S, S}^{(u, s, z)}(u, s, z)\) is defined in the obvious manner.

By taking \(s = 0\) in Corollary 1 one recovers the probability generating function of \(Q(t)\) that was established in [34]. The second corollary considers \(Q(t)\) and \(\lambda(t)\) separately.

**Corollary 2.** By taking \(s_i = 0\) for all \(i \in [d]\) in (22), we obtain the probability generating function of \(Q(t)\):
\[
\mathbb{E}\left[ z^{Q(t)} \right] = \prod_{j=1}^{d} \exp \left( -\lambda_{j, \infty} t + \lambda_{j, \infty} \int_0^t \mathbb{E}\left[ \prod_{i=1}^{d} z_i S_{i,k}^{(t-u)} \right] du \right). \quad (24)
\]
By taking $z_i = 1$ for all $i \in [d]$ in (22), we obtain the Laplace-Stieltjes transform of $\lambda(t)$:

$$
\mathbb{E}\left[e^{-s^T \lambda(t)}\right] = \prod_{j=1}^{d} \exp \left(-\lambda_{j,\infty}(t + s_j) + \lambda_{j,\infty} \int_{0}^{t} \mathbb{E}\left[\prod_{i=1}^{d} e^{-s_i S_{i-j}^\lambda(u)}\right] du\right).
$$

(25)

As noticed before, choosing $J_j \equiv \infty$ for all $j \in [d]$ implies that $Q(\cdot) = N(\cdot)$. The following corollary is based on that observation.

**Corollary 3.** The joint transform $\mathcal{J}_{N,\lambda}(t)$ of $(N(t), \lambda(t))$ is given by

$$
\mathcal{J}_{N,\lambda}(t) = \prod_{j=1}^{d} \exp \left(-\lambda_{j,\infty}(t + s_j) + \lambda_{j,\infty} \int_{0}^{t} \mathcal{J}_{S_j,\lambda}(u, s, z) du\right).
$$

(26)

In multivariate time-series analysis, where multivariate point processes play an important role, one often wants to compute auto- and cross-covariances, involving expressions of the form $\mathbb{E} [Q_i(t)Q_j(t + \tau)]$ for a combination of $i, j \in [d]$ and where $\tau > 0$, which in turn enable one to compute the respective auto- and cross-correlation functions. Indeed, these functions are central objects in the identification and statistical inference of multivariate Hawkes processes; see e.g., [2] in the Markovian case. In the next proposition, we provide a characterization of the probability generating function of $Q(\cdot)$ associated with different time points, by extending Theorem 1. We note that this characterization may be extended further to include $\lambda(\cdot)$ as well as to cover any finite number of time points.

**Proposition 1.** For $y, z \in [-1, 1]^d$ and $\tau > 0$, we have that

$$
\mathbb{E}\left[\prod_{i=1}^{d} y_i^{Q_i(t)} z_i^{Q_i(t+\tau)}\right] = \prod_{j=1}^{d} \exp \left(\lambda_{j,\infty} \int_{0}^{t} \left(\mathbb{E}\left[\prod_{i=1}^{d} y_i z_i S_{i-j}^{Q}(u)\right] - 1\right) du\right)
$$

$$
\times \exp \left(\lambda_{j,\infty} \int_{t}^{t+\tau} \left(\mathbb{E}\left[\prod_{i=1}^{d} z_i S_{i-j}^{Q}(u)\right] - 1\right) du\right).
$$

(27)

**Proof.** The proof is similar to the proof of Theorem 1. We therefore omit the details and only explain the general structure of the proof. Compared to Theorem 1, one now has to condition twice: first one conditions on the number of immigrant events up to time $t$, and next, given the information up to time $t$, one re-conditions on the number of immigrant events up to time $t + \tau$. By the independent increments property of the (immigrant) Poisson processes, the immigrant event arrival times for the respective conditioning events are uniformly distributed among the intervals $[0, t]$ and $[t, t + \tau]$. Properly using the independence among the clusters similar to Theorem 1 and collecting terms, then yields the stated result.

**Remark 3.** A related process, with ample applications in e.g., insurance and risk, is the multivariate compound Hawkes process, constructed as follows. For each $i \in [d]$, let $(U_i^{(n)})_{n \in \mathbb{N}}$ be a sequence of non-negative i.i.d. random variables independent of $\mathbf{N}(\cdot)$. Define the multivariate compound Hawkes process $\mathbf{Z}(\cdot) := (Z_1(\cdot), \ldots, Z_d(\cdot))^{\top}$ entry-wise for $t \in \mathbb{R}$ by

$$
Z_i(t) := \sum_{n=1}^{N_i(t)} U_i^{(n)}.
$$

(28)
For fixed $t \in \mathbb{R}$, the Laplace-Stieltjes transform $\mathcal{T}\{Z(t)\}(s)$ of $Z(t)$ satisfies
\[
\mathcal{T}\{Z(t)\}(s) = \mathbb{E}[e^{-s^\top Z(t)}] = \mathbb{E}\left[\prod_{i=1}^{d} (\mathcal{T}\{U_i\}(s_i))^{N_i(t)}\right],
\]
where $\mathcal{T}\{U_i\}(s) = \mathbb{E}[e^{-s^\top U_i}]$ is the Laplace-Stieltjes transform of $U_i$ evaluated in $s$. Also observe that $\mathcal{T}\{Z(t)\}(s)$ can be expressed in terms of quantities discussed earlier in this section, as the right-hand side of (29) can be interpreted as the probability generating function of $N(t)$ evaluated in $z = \mathcal{T}\{U\}(s) \equiv (\mathcal{T}\{U_1\}(s_1), \ldots, \mathcal{T}\{U_d\}(s_d))$. In other words,
\[
\mathcal{T}\{Z(t)\}(s) = J_{N,\lambda}(t, 0, \mathcal{T}\{U\}(s)).
\]

4. Fixed-Point Theorem

In the previous section, we expressed the joint transform $J_{Q,\lambda}(t)$ of $(Q(t), \lambda(t))$ in terms of
\[
G_j(u) := J_{S^\lambda, S^\lambda}(u) \equiv J_{S^\lambda, S^\lambda}(u, s, z);
\]
see in particular Eqn. (32) in the characterization of the joint transform $J_{Q,\lambda}(t)$ that is given in Theorem [1]. In this section, we focus our analysis on (31). More specifically, by employing the previously derived distributional equalities, we characterize the joint transform $J_{S}(u)$ in terms of the fixed point of a certain mapping. We also provide an explicit iteration scheme that, as we formally prove, converges to this fixed point.

4.1. Spaces of joint transforms. Recall from Definition [3] the space $\mathbb{J}$ of time-dependent joint transforms of $d$-dimensional vector-valued processes $(X(\cdot), Y(\cdot))$. To handle the matrices $S^\star(\cdot)$ for $\star \in \{N, Q, \lambda\}$, we extend the space $\mathbb{J}$ to include matrices, as follows.

**Definition 4.** Set $\mathbb{J}^d$ to be the $d$-dimensional analogue of $\mathbb{J}$, in the sense that an element $J_{X,Y}(\cdot) \in \mathbb{J}^d$ is given at time $u$ by
\[
J_{X,Y}(u) := \begin{bmatrix} J_{X_1,Y_1}(u) \\ \vdots \\ J_{X_d,Y_d}(u) \end{bmatrix},
\]
where for each $j \in [d]$, the entry $J_{X_j,Y_j}(\cdot) \in \mathbb{J}$ is the joint transform corresponding to $(X_j(u), Y_j(u)) = ((X_{ij}(u), Y_{ij}(u)), \ldots, (X_{ij}(u), Y_{ij}(u)))^\top$ as defined in Eqn. (19).

Note that an entry on the right-hand side of Eqn. (32) can be viewed as the joint transform of the columns of the matrix-valued random object $(X(u), Y(u)) = (X_{ij}(u), Y_{ij}(u))_{i,j \in [d]}$.

When considering the processes $(S^Q(\cdot), S^\lambda(\cdot))$, recall that for each $j \in [d]$ we have that the transform $G_j(\cdot)$ is an element of $\mathbb{J}$ by Eqn. (21). The space $\mathbb{J}^d$ plays an important role in the exploitation of the distributional equalities given in Eqn. (17). Since in our general multivariate Hawkes model a cluster originating in source component $j$ can in principle generate events in any of the components, characterizing $G_j(\cdot)$ requires us to simultaneously
consider $G_m(\cdot)$ for all $m \in [d]$. This explains why we work with the following vector of time-dependent joint transforms:

$$G(u) := J_{S^Q, S^\lambda}(u) = \begin{bmatrix} J_{S^Q_1, S^\lambda_1}(u) \\ \vdots \\ J_{S^Q_d, S^\lambda_d}(u) \end{bmatrix} = \begin{bmatrix} G_1(u) \\ \vdots \\ G_d(u) \end{bmatrix}. \quad (33)$$

Here, as for any $j \in [d]$ the entry $G_j(\cdot)$ is in $\mathbb{J}$ by Eqn. (21), we have that $G(\cdot) \in \mathbb{J}^d$. In words, $G(u)$ is the vector containing the time-dependent joint transforms corresponding to all pairs of cluster processes $(S^Q(u), S^\lambda(u))$ for $j \in [d]$, i.e., the columns of $(S^Q(u), S^\lambda(u))$. This informally entails that the object $G(u)$ contains a full probabilistic description of all underlying components.

Next, we state the following definition.

**Definition 5.** Consider the mapping $\phi : \mathbb{J}^d \to \mathbb{J}^d$ which maps an element $J \equiv J_{X,Y}(\cdot) \in \mathbb{J}^d$ to:

$$J(\cdot) = \begin{bmatrix} J_1(\cdot) \\ \vdots \\ J_d(\cdot) \end{bmatrix} \mapsto \begin{bmatrix} \phi_1(J_1, \ldots, J_d)(\cdot) \\ \vdots \\ \phi_d(J_1, \ldots, J_d)(\cdot) \end{bmatrix} = \begin{bmatrix} \phi_1(J)(\cdot) \\ \vdots \\ \phi_d(J)(\cdot) \end{bmatrix} = \phi(J)(\cdot), \quad (34)$$

where each entry $\phi_j(J)(\cdot) \in \mathbb{J}$ is defined at time $u$ by

$$\phi_j(J)(u) \equiv \phi_j(J_1, \ldots, J_d)(u, s, z) \equiv \mathbb{E}\left[ z_j^{1(\tau_j > u)} \prod_{i=1}^d \mathbb{E}\left[ \exp(-s_i B_{ij} g_{ij}(u)) \right] \right]$$

$$\leq \prod_{m=1}^d \mathbb{E}\left[ \exp(-B_{mj} \int_0^u g_{mj}(v)(1 - J_m(u - v)) \, dv) \right]. \quad (35)$$

Note that, in Definition 5, we suppressed the function notation $J \equiv J(\cdot)$ in the argument of $\phi$ for ease of readability, allowing us to denote the image of $J(\cdot)$ as $\phi(J)(\cdot)$. It is not immediately clear that the mapping $\phi$ is well-defined, i.e., that for any $J_{X,Y}(\cdot) \in \mathbb{J}^d$, we have $\phi(J_{X,Y})(\cdot) \in \mathbb{J}^d$ as well. We can show that $\phi(J_{X,Y})(\cdot) \in \mathbb{J}^d$, as desired, by suitably modifying the arguments used e.g., in the proof of [1, Theorem 1] to this more complex setting.

**Lemma 1.** The mapping $\phi$ in Eqn. (34) is well-defined.

**Proof.** See Section A in the Appendix.

### 4.2. Fixed point and convergence results.

In this subsection, we characterize $J_{S^Q, S^\lambda}(u)$ in terms of a fixed point involving the mapping $\phi$. We then show that iterating the mapping $\phi$ leads us to a unique limit (i.e., the value of $J_{S^Q, S^\lambda}(u)$ that we are after). To facilitate the analysis, we need to define an appropriate notion of distance for the space $\mathbb{J}^d$. We endow the space $\mathbb{J}^d$ with the topology induced by the norm $\|\cdot\|_{\mathbb{J}^d}$, defined by

$$\|J\|_{\mathbb{J}^d} := \sup_{\substack{u \in [0,t] \\ s \in \mathbb{R}^d_+ \\ z \in [-1,1]^d}} \|J(u, s, z)\|_{\mathbb{R}^d} \equiv \sup_{u,s,z} \|J(u, s, z)\|_{\mathbb{R}^d}. $$

The following result can be proven by suitably applying standard topological methods.

**Lemma 2.** The mapping $\phi$ in Eqn. (34) is continuous with respect to the norm $\|\cdot\|_M$.

**Proof.** See Section A in the Appendix. $\square$

Before we can state the main results of this section, we need an intermediate result. In Definition 2, we saw that every event in source component $j$ generates events into target component $m$ according to an inhomogeneous Poisson process $K_{mj}(\cdot)$, with intensity $B_{mj}g_{mj}(\cdot)$, with $B_{mj}$ understood to be sampled at every event in $N_j(\cdot)$. We need to specify when the offspring events arrive exactly, since these can generate further offspring only after they arrive. Given $u$ as the remaining time after the arrival of the source event, let $v \leq u$ and denote by $H_{ij}(v \mid u)$ the probability that an offspring event was already generated before $v$, conditional on it being generated before $u$. Also recall that each first-generation event generates a sub-cluster, as part of the original cluster.

**Lemma 3.** Consider the cluster process $S^*_m(\cdot)$ for $\star \in \{N, Q, \lambda\}$ generated by an immigrant event $(T^{(0)}, j)$ in component $j \in [d]$ and let $u = t - T^{(0)}$ be the time after this arrival. Then the following statements hold:

(i) Sub-clusters are i.i.d.; more precisely, for each $m \in [d]$, the sequence

$$\left( S^*_m(u - T_k) \right)_{k \in [n]}.$$

is an i.i.d. sequence, conditional on $\{K_{mj}(u) = n\}$ for some $n \in \mathbb{N}$ and with $(T_k)_k$ the arrival times of the first-generation events.

(ii) For $v \leq u$, the density $h_{ij}(v) = \frac{d}{dv}H_{ij}(v \mid u)$ is given by

$$h_{ij}(v \mid u) = \frac{g_{ij}(v)}{\int_0^u g_{ij}(w) \, dw}. \quad (36)$$

**Proof.** To prove part (i), fix $m \in [d]$. Then, conditional on $\{K_{mj}(u) = n\}$, the number of first-generation events, the sub-clusters $S^*_m(u - T_k)$ can be considered clusters generated by an immigrant in component $m \in [d]$, which are i.i.d. due to the construction in part (2) of Definition 2 modulo the time shift.

To prove (ii), we note that $K_{ij}(t)$ is distributed as a Poisson random variable with parameter $\int_0^t B_{ij}g_{ij}(s) \, ds$, conditional on the realisation of $B_{ij}$; see Definition 2. Using Bayes rule, we compute

$$H_{ij}(v \mid u) = \mathbb{P}(K_{ij}(v) = 1, K_{ij}(u) - K_{ij}(v) = 0 \mid K_{ij}(u) = 1)$$

$$\quad = \frac{\exp \left( - \int_0^v B_{ij}g_{ij}(w) \, dw \right) \int_0^v B_{ij}g_{ij}(w) \, dw \exp \left( - \int_0^u B_{ij}g_{ij}(w) \, dw \right) \int_0^u B_{ij}g_{ij}(w) \, dw}{\exp \left( - \int_0^u B_{ij}g_{ij}(w) \, dw \right) \int_0^u B_{ij}g_{ij}(w) \, dw}$$

$$\quad = \frac{\int_0^v g_{ij}(w) \, dw}{\int_0^u g_{ij}(w) \, dw},$$

which yields the stated result. $\square$

We proceed to our characterization of the transform $\mathcal{J}_{s\mathbf{a}, \mathbf{z}}(u)$, for given $\mathbf{s}, \mathbf{z}$, in terms of a fixed point of the mapping $\phi$. Here, by ‘fixed point’ we mean that there exists an
element in $\mathcal{J}^d$ such that applying the mapping $\phi$ to it returns the same element. (Uniqueness considerations will be dealt with later.)

**Theorem 2.** The vector of time-dependent joint transforms $\mathbf{G}(u) \equiv \mathbf{J}_{\mathbf{s}_0, \mathbf{s}_\lambda}(u)$ defined in (33) satisfies the fixed-point equation

$$\mathbf{G}(u) = \phi(\mathbf{G})(u).$$

**Proof.** The structure of the proof is as follows. We start with the law of total expectation, then use the i.i.d. nature of (sub)-clusters, write out the distribution of the first-generation events, and then collect terms.

We fix $j \in [d]$, and show that Eqn. (37) holds for the entry $\phi_j(\mathbf{G})$. We throughout keep $\mathbf{s}, \mathbf{z}$ fixed. We start the computation of $\mathbf{G}_j(u)$ by applying the tower property and conditioning on the number of first-generation events. For brevity, introduce the vector $\mathbf{K}_j(u) = (K_{1j}, \ldots, K_{dj}(u))^\top$, and note that $\mathbb{P}(\mathbf{K}_j(u) = \mathbf{n}) = \prod_{m=1}^n \mathbb{P}(K_{mj}(u) = n_m)$. Using the distributional equalities (17), in combination with the conditional independence between $S_{i_m}^Q(u), S_{i_m}^\lambda(u)$ and $K_{mj}(u)$, we have

$$\mathbf{G}_j(u) = \mathbf{E} \left[ \sum_{\mathbf{n} \in \mathbb{N}_0^d} \mathbf{E} \left[ \prod_{i=1}^d z_{j_i}^i S_{i_m}^Q(u) e^{-s_i S_{i_m}^\lambda(u)} \mathbf{K}_j(u) = \mathbf{n} \right] \mathbb{P}(\mathbf{K}_j(u) = \mathbf{n}) \right].$$

$$= c(u) \mathbf{E} \left[ \sum_{\mathbf{n} \in \mathbb{N}_0^d} \mathbf{E} \left[ \prod_{i=1}^d z_{j_i}^i \sum_{m=1}^n \sum_{k=1}^{n_m} S_{i_m}^Q(u-T_k) e^{-s_i \sum_{m=1}^n \sum_{k=1}^{n_m} S_{i_m}^\lambda(u-T_k)} \mathbf{K}_j(u) = \mathbf{n} \right] \mathbb{P}(\mathbf{K}_j(u) = \mathbf{n}) \right],$$

where, for brevity, we introduced the constant

$$c(u) := \mathbf{E} \left[ z_{j_1}^1 \prod_{i=1}^d e^{-s_i B_{ij}(u)} \right].$$

We now use the i.i.d. nature of the sub-clusters, as described by Lemma 3, to write the inner expectation in (38) as a product over the source components of the first-generation events. To that end, let $T^{(m)}$ be a random variable with probability density function $h_{m_j}(\cdot)$ as given in (ii) of Lemma 3, such that $T^{(m)}$ is distributed as $T_k$ if it was generated by $K_{mj}(\cdot)$. With these observations and the definition of $\mathbf{G}(\cdot)$, we can write

$$\mathbf{E} \left[ \prod_{i=1}^d z_{j_i}^i \sum_{m=1}^n \sum_{k=1}^{n_m} S_{i_m}^Q(u-T_k) e^{-s_i \sum_{m=1}^n \sum_{k=1}^{n_m} S_{i_m}^\lambda(u-T_k)} \right] = \prod_{m=1}^d \mathbf{E} \left[ \prod_{i=1}^d z_{j_i}^i S_{i_m}^Q(u-T^{(m)}) e^{-s_i S_{i_m}^\lambda(u-T^{(m)})} \right]^{n_m} = \prod_{m=1}^d \left( \mathbf{G}_m(u - T^{(m)}) \right)^{n_m}.$$
The proof of Lemma 2, we have the induction step, assume that (40) holds for some \( n \) gives
\[
\text{where the last equality holds due to independence between the random variables } B_{mj}. \text{ Note that this last expression equals } G_j(u) = \phi_j(\mathcal{J}_{\mathcal{S}_\mathcal{A}\mathcal{S}_\mathcal{A}})(u, s, z) \text{ as was introduced in (35), which finishes the proof.}
\]

The functional equation described in Eqn. (37) can be exploited to numerically approximate the joint transforms of the cluster processes. The convergence result of Theorem 3 below entails that iterating the map \( \phi \) leads to the desired fixed point, thus having found \( G(u) \) uniquely. Once \( G(u) \) has been obtained, numerical inversion can be applied to obtain the corresponding joint densities and distribution functions; likewise, arbitrary joint spatial-temporal moments can be evaluated by differentiation.

We now proceed to establish the convergence result. Consider a joint transform \( \mathcal{J}^{(0)}(\cdot) \in \mathbb{R}^d \). Define the sequence \( (\mathcal{J}^{(n)}(\cdot))_{n \in \mathbb{N}_0} \) by \( \mathcal{J}^{(n)}(\cdot) := \phi(\mathcal{J}^{(n-1)}(\cdot)) \) for \( n \in \mathbb{N} \), where \( \phi \) is the mapping in Eqn. (35). Note that \( \mathcal{J}^{(n)}(\cdot) \in \mathbb{R}^d \) for all \( n \in \mathbb{N}_0 \) by Lemma 1 and induction.

**Theorem 3.** For any \( \mathcal{J}^{(0)}(\cdot) \in \mathbb{R}^d \), the sequence \( (\mathcal{J}^{(n)}(\cdot))_{n \in \mathbb{N}_0}(u) \) converges pointwise to the fixed point \( G(u) = \mathcal{J}_{\mathcal{S}_\mathcal{A}\mathcal{S}_\mathcal{A}}(u) \), i.e., as \( n \to \infty \), for any \( u \leq t \),
\[
\mathcal{J}^{(n)}(u) \equiv \mathcal{J}^{(n)}(u, s, z) \to \mathcal{J}_{\mathcal{S}_\mathcal{A}\mathcal{S}_\mathcal{A}}(u, s, z) \equiv \mathcal{J}_{\mathcal{S}_\mathcal{A}\mathcal{S}_\mathcal{A}}(u).
\]

**Proof.** Consider, for \( \mathcal{J}_A^{(0)}(\cdot), \mathcal{J}_B^{(0)}(\cdot) \in \mathbb{R}^d \), the sequences \( \mathcal{J}_A^{(n)}(\cdot), \mathcal{J}_B^{(n)}(\cdot) \in \mathbb{R}^d \) by
\[
\mathcal{J}_A^{(n)}(\cdot) := \phi(\mathcal{J}_A^{(n-1)}(\cdot)), \quad \mathcal{J}_B^{(n)}(\cdot) := \phi(\mathcal{J}_B^{(n-1)}(\cdot)),
\]
where \( n \in \mathbb{N} \). We show that the sequences have a unique limit by first proving that there exists a constant \( M_j > 0 \) such that, uniformly in \( n \in \mathbb{N}_0 \) and \( u \leq t \),
\[
|\mathcal{J}_i^{(n)}(u) - \mathcal{J}_i^{(n)}(u)| \leq \frac{1}{n!(M_j u)^n}, \quad \text{for } i = A, B,
\]
(40)
where \( (\mathcal{J}_i^{(n)}(u))_j \) is the \( j \)-th entry of \( \mathcal{J}_i^{(n)}(u) \), for \( i \in \{A, B\} \). We prove (40) inductively. For \( n = 1 \), using the bounds appearing in the proof of Lemma 2 we have
\[
|\mathcal{J}_A^{(1)}(u) - \mathcal{J}_B^{(1)}(u)| \leq d \max_{i \in \{A, B\}} \mathbb{E}[B_{ij}] \|g_{ij}\|_{L^1(\mathbb{R}_+)} u = M_j u,
\]
where we choose \( M_j := d \max_{i \in \{A, B\}} \mathbb{E}[B_{ij}] \|g_{ij}\|_{L^1(\mathbb{R}_+)} \), which is finite by assumption. For the induction step, assume that (40) holds for some \( n \in \mathbb{N} \). Again by the bounds appearing in the proof of Lemma 2 we have
\[
|\mathcal{J}_A^{(n+1)}(u) - \mathcal{J}_B^{(n+1)}(u)|
\leq \sum_{m=1}^d \mathbb{E}[B_{mj}] \int_0^u g_{mj}(v) \, dv \int_0^u |(\mathcal{J}_A^{(n+1)}(v) - (\mathcal{J}_B^{(n+1)}(v))_m(v)| \, dv
\leq M_j \frac{1}{n!} \int_0^u (M_j v)^n \, dv = \frac{1}{(n+1)!}(M_j u)^{n+1}.
\]
Since this holds for all \( j \in [d] \), it is clear that (40) implies that
\[
\| \mathcal{J}_A^{(n)}(u) - \mathcal{J}_B^{(n)}(u) \|_{\mathbb{R}^d}^2 \leq \sum_{j=1}^d \frac{1}{n!} (M_j u)^{2n} \leq \frac{d}{n!} (Mu)^{2n},
\]
where \( M := \max_{j \in [d]} M_j \). Letting \( n \to \infty \), we note that both sequences have the same limit
\[
\lim_{n \to \infty} \mathcal{J}_A^{(n)}(u) = \lim_{n \to \infty} \mathcal{J}_B^{(n)}(u) = \mathcal{J}(u).
\]

We now show that \( \mathcal{J}(\cdot) \in \mathbb{J}^d \), which we argue to hold by applying Lévy’s continuity theorem. Note that \((\mathcal{J}^{(n)})_j(u)\) can be considered as a characteristic function; indeed, as a consequence of \( \mathcal{J}^{(n)}(\cdot) \in \mathbb{J}^d \), we can rewrite, for certain \( Y_m(u) \equiv Y_m^{(j,n)}(u) \), \( X_m(u) \equiv X_m^{(j,n)}(u) \), and \( Z^{(j,n)}(u) := Y^{(j,n)}(u) - X^{(j,n)}(u) \),
\[
(\mathcal{J}^{(n)})_j(u) = \mathbb{E} \left[ \prod_{m=1}^d z_m^{Y_m(u)} e^{-s_m X_m(u)} \right] = \mathbb{E} \left[ \prod_{m=1}^d e^{ir_m Y_m(u) - ir_m X_m(u)} \right] =: \mathbb{E} \left[ \exp (i \mathbf{r}^\top Z^{(j,n)}(u)) \right],
\]
where we set, for \( m \in [d] \), \( s_m = i r_m \) and \( z_m = e^{i r_m} \) with \( \mathbf{i} \) the imaginary unit and \( r_m \in \mathbb{R} \). As a result, \((\mathcal{J}^{(n)})_j(u)\) is the characteristic function of the random vector \( Z^{(j,n)}(u) \). Since we established above that the limit of \( \mathcal{J}^{(n)}(u) \), as \( n \to \infty \), exists, Lévy’s continuity theorem implies that there is a random variable \( Z^{(j)}(u) \) such that \( Z^{(j,n)}(u) \) converges weakly to \( Z^{(j)}(u) \) as \( n \to \infty \) with the transform of \( Z^{(j)}(u) \) being \( (\mathcal{J})_j(u) \). This implies \( (\mathcal{J})_j(\cdot) \in \mathbb{J} \), and hence also \( \mathcal{J}(\cdot) \in \mathbb{J}^d \).

Finally, by Lemma 2 we know that \( \phi \) is continuous, so
\[
\mathcal{J}(u) = \lim_{n \to \infty} \mathcal{J}^{(n+1)}(u) = \lim_{n \to \infty} \phi \left( \mathcal{J}^{(n)}(u) \right) = \phi \left( \lim_{n \to \infty} \mathcal{J}^{(n)}(u) \right) = \phi(\mathcal{J})(u),
\]
implying that the limit point is a fixed point of \( \phi \). By Theorem 2 we know that \( \mathcal{J}_{S^Q, \mathbf{s}^\lambda}(\cdot) \) is a fixed point of \( \phi \) and combined with (41), where we derived that every sequence has the same (unique) limit, we have that \( \mathcal{J}^{(n)}(u) \to \mathcal{J}_{S^Q, \mathbf{s}^\lambda}(u) \) as \( n \to \infty \), irrespective of \( \mathcal{J}^{(0)}(\cdot) \in \mathbb{J}^d \).

5. Tail Probabilities

In the previous sections, we have provided an exact analysis of the probabilistic behavior of (primarily) the random object \((Q(t), \lambda(t))\) for \( t > 0 \). We have characterized in particular the associated joint transform and established a corresponding fixed-point representation, allowing for general decay functions \( g_{ij}(\cdot) \), general distributions of the jump sizes \( B_{ij} \), and general distributions of the sojourn times \( J_i \). In the present section, we provide an asymptotic analysis pertaining directly to the probability distribution functions of \( Q(t) \) and \( \lambda(t) \), in the setting where the jump sizes’ tail distributions are essentially of a power-law nature.

5.1. Power-law tails and the Hawkes graph. We start our exposition by introducing the concept of asymptotically power-law tails.
Def. 6 (Asymptotically Power-Law Tail (APT)). We say that a scalar-valued non-negative random variable $X$ has an asymptotically power-law tail if there exist positive constants $C$ and $\gamma$ such that

$$\mathbb{P}(X > x)^{\gamma} \to C,$$

as $x \to \infty$. We write: $X \in \text{APT}(C, \gamma)$ and refer to $\gamma$ as the tail index.

In the sequel, we assume that, for each $i, j \in [d]$, either $B_{ij} \in \text{APT}(C_{ij}, \gamma_{ij})$ for constants $C_{ij} > 0$ and $\gamma_{ij} > 1$, or $B_{ij} \equiv 0$. Later in this section we discuss a few generalizations.

In the literature, a substantial amount of attention has been devoted to probabilistic systems in which some of the underlying random variables have a distribution function with a power-law tail. One often works with a class of distributions that is closely related to, but slightly wider than, APT, namely the class of regularly varying distributions: then, $\mathbb{P}(X > x)$ behaves as $\ell(x) x^{-\gamma}$ when $x \to \infty$, for some slowly-varying function $\ell(\cdot)$ (i.e., for all $a > 0$ we have that $\ell(ax)/\ell(x) \to 1$). A detailed exposition of regular variation in the context of insurance and finance can, for instance, be found in the monograph [20], and for examples of its use in queueing theory we refer to [22, 44]; a general treatment is in [7]. A powerful concept in this branch of the literature is the so-called ‘principle of a single big jump’: in many systems, rare events happen with ‘overwhelming’ probability due to a single extreme outcome of a random quantity that features in the model. In a simple single-dimensional counterpart of our model, it is shown in [34] that in the spirit of this principle $Q(t)$ essentially inherits the tail behavior of the jump size $B$.

An important result that we exploit in the general context of this section, is a closure property related to the sum of independent random variables in APT. If $X_i$ is in APT with tail index $\gamma_i$, for $i = 1, 2$, and $X_1$ and $X_2$ are independent, then $X_1 + X_2$ is also in APT with tail index equal to $\min\{\gamma_1, \gamma_2\}$, i.e., the heaviest tail dominates; cf. [20]. Based on this property, one could na"ively guess that in the present multivariate setting, the tail of $Q_i(t)$ will resemble the tail of the heaviest among $B_{i1}, \ldots, B_{id}$. This is however not necessarily the case: due to potential cross-excitation, heavy tails originating in another component may indirectly propagate to component $i$. This concept of propagation can be conveniently reasoned about relying on so-called Hawkes graphs, defined in the present setting as follows (see also, e.g., [6, 33] for related, different definitions).

Def. 7 (Hawkes Graph). Let $V = \{1, \ldots, d\}$ be a set of vertices. Let an edge $e_{ij}$ from $j$ to $i$ exist if $B_{ij} \in \text{APT}(C_{ij}, \gamma_{ij})$ for $C_{ij} > 0$, $\gamma_{ij} > 1$ (i.e., $B_{ij}$ is not identical to 0), and call the resulting set of directed edges $E$. Then, the directed graph $(V, E)$ is called the Hawkes graph.

Note that the vertices $V$ of the Hawkes graph are associated to the components of the Hawkes process $(Q(\cdot), \lambda(\cdot), N(\cdot))$, i.e., $i \in V$ corresponds to $Q_i(t)$ (or $\lambda_i(t), N_i(t)$). The states in the Hawkes graph $(V, E)$ can be classified similarly to how this is conducted for Markov chains. To this end, we set $P_{i\to j} = 1$ if a path from $j$ to $i$ in $(V, E)$ exists, and $P_{i\to j} = 0$ otherwise. (The order of the indices in $P_{i\to j}$ might look unnatural at first sight, but it should be borne in mind that $B_{ij} \in \text{APT}(C_{ij}, \gamma_{ij})$ implies that there is an edge from $j$ to $i$ in the Hawkes graph, with corresponding jump sizes generated according to the random variable $B_{ij}$.) We say that vertices $i$ and $j$ belong to the same class if $P_{i\to j} = P_{j\to i} = 1$. 
We shall call a class *recurrent* if there is no path to vertices outside the class, otherwise it is *transient*.

**Example 3** (Bivariate, Triangular). Let \( d = 2 \) and assume that \( B_{12} \) is identical to 0. The corresponding Hawkes graph can be visualized as in the figure below.

![Hawkes graph](attachment:fig1.png)

In this example, \( P_{1\leftarrow 1} = 1, P_{2\leftarrow 1} = 1, \) and \( P_{2\leftarrow 2} = 1, \) but \( P_{1\leftarrow 2} = 0 \). We conclude that there is one transient class \( \{1\} \) and one recurrent class \( \{2\} \).

**Example 4** (Trivariate). Let \( d = 3 \) and assume that \( B_{12}, B_{13}, B_{22}, \) and \( B_{31} \) are identical to 0. Then, the Hawkes graph takes the following form:

![Hawkes graph](attachment:fig2.png)

It is directly seen that there is one transient class \( \{1\} \) and one recurrent class \( \{2, 3\} \), since there is no path to 1 from the other vertices.

The following lemma relates the cluster processes to the Hawkes graph path indicators. The proof follows using standard techniques and is for completeness given in Section A in the Appendix.

**Lemma 4.** Consider \( u > 0 \). The following statements are equivalent:

(i) \( \mathbb{E}[\mathcal{Q}_{i\leftarrow j}(u)] > 0 \);

(ii) \( \mathbb{E}[\mathcal{\Lambda}_{i\leftarrow j}(u)] > 0 \); and

(iii) \( P_{i\leftarrow j} = 1 \).

**Proof.** See Section A in the Appendix. \( \square \)

### 5.2. Tails of the marginal distributions.

In this subsection, we establish the asymptotic behavior of \( \mathbb{P}(Q_i(t) > x) \) and \( \mathbb{P}(\lambda_i(t) > x) \) as \( x \to \infty \), for any \( i \in [d] \). We start by introducing a few objects that play a pivotal role in our analysis:

\[
\delta_{ij} := \min_{m \in [d]} \{\gamma_{mj} : P_{i\leftarrow m} = 1\}, \quad \tilde{\gamma}_i := \min_{j \in [d]} \delta_{ij}, \quad I_i := \arg \min_{j \in [d]} \delta_{ij}, \quad I_{ij} := \arg \min_{m \in [d]} \{\gamma_{mj} : j \in I_i\}.
\]

Given the existence of a path from \( m \) to \( i \), \( \delta_{ij} \) determines the smallest \( \gamma_{mj} \) associated to \( B_{mj} \) over all such \( m \) for a given \( j \). Here, it is noted that we do not assume that \( \min_{j \in [d]} \delta_{ij} \) is attained at a unique argument, i.e., \( I_i \) is a set that potentially consists of more than one element; the same applies to \( I_{ij} \).
In addition, we introduce two functionals, in the same spirit as Eqn. (46). First, with \( \mathbf{x}(\cdot) = (x_1(\cdot), \ldots, x_d(\cdot)) \) a (row-)vector-valued function and \( P \geq 0 \), for \( j \in [d] \),
\[
B_j\{ P, \mathbf{x}(\cdot) \}(u) = P + \sum_{m=1}^{d} \mathbb{E}[B_{mj}] \int_0^u g_{mj}(v) x_m(u - v) \, dv. \tag{42}
\]
Second, with \( \mathbf{y}(\cdot) = (y_1(\cdot), \ldots, y_d(\cdot)) \) denoting another (row-)vector-valued function and \( \delta \in (1, 2) \), for \( i, j \in [d] \),
\[
B_{ij}^\delta\{ P, \mathbf{x}(\cdot) | \mathbf{y}(\cdot) \}(u) = \omega_i P + \sum_{m \in I_i} \mathbb{E}[B_{mj}] \int_0^u g_{mj}(v) x_m(u - v) \, dv
+ \omega_i \sum_{m \in I_{ij}} C_{mj} \left( \int_0^u g_{mj}(v) y_m(u - v) \, dv \right)^\delta, \tag{43}
\]
where \( \omega_i = \Gamma(1 - \delta) \) with \( \Gamma(\cdot) \) the Gamma function.

In the sequel, we will intensively work with functions \( R_{ij}^*(\cdot) \) and \( R_{ij}^{\delta}\) (\( \ast \in \{Q, \lambda\} \)), defined using (42)–(43), and their row-vector-valued counterparts \( R_{ij}^{\ast}(\cdot) \) and \( R_{ij}^{\ast\delta}(\cdot) \), defined analogously to \( S_{ij}^{\ast}(\cdot) \). The functions \( R_{ij}^Q(\cdot) \) and \( R_{ij}^\lambda(\cdot) \) for \( i, j \in [d] \) satisfy the system of coupled functional equations
\[
R_{ij}^Q(u) = B_j\{1_{i=j}\} \mathbb{P}(J_i > u), \ R_{ij}^{\ast\ast}(\cdot) = B_j\{\mathbb{E}[B_{ij}] g_{ij}(u), R_{ij}^\lambda(\cdot) \}(u), \tag{44}
\]
whereas the functions \( R_{ij}^{\ast\delta}(\cdot) \) and \( R_{ij}^{\ast\delta\ast}(\cdot) \), with \( j \in I_i \) and \( \delta \in (1, 2) \), satisfy the system of coupled functional equations
\[
R_{ij}^{\ast\delta}(u) = B_j^\delta\{0, R_{ij}^{\ast\ast}(\cdot) | R_{ij}^\lambda(\cdot) \}(u), \ R_{ij}^{\ast\delta\ast}(u) = B_j^\delta\{\omega_i C_{ij}, R_{ij}^{\ast\ast}(\cdot) | R_{ij}^\lambda(\cdot) \}(u). \tag{45}
\]

The following theorem reveals how APT-behavior is inherited by \( Q_i(t) \) and \( \lambda_i(t) \), \( i \in [d] \). Henceforth, for positive functions \( f(\cdot) \) and \( g(\cdot) \), we write \( f(x) \sim g(x) \) as \( x \to x_0 \) to mean \( \lim_{x \to x_0} f(x)/g(x) = 1 \).

**Theorem 4.** Fix \( i \in [d] \) and \( t \in \mathbb{R}_+ \). Assume that \( \tilde{\gamma}_i \in (1, 2) \). Then, \( Q_i(t) \in \text{APT}(\overline{C}_i^Q, \tilde{\gamma}_i) \) and \( \lambda_i(t) \in \text{APT}(\overline{C}_i^\lambda, \tilde{\gamma}_i) \) for some \( \overline{C}_i^Q, \overline{C}_i^\lambda > 0 \). More precisely,
\[
\mathbb{E}\left[z Q_i(t)\right] - 1 + (1 - z) \mathbb{E}\left[Q_i(t)\right] \sim -(1 - z)^{\tilde{\gamma}_i} \sum_{j \in I_i} \lambda_{j, \infty} \int_0^t R_{ij}^{\ast\tilde{\gamma}_i}(u) \, du,
\]
\[
\mathbb{E}\left[e^{-s \lambda_i(t)}\right] - 1 + s \mathbb{E}\left[\lambda_i(t)\right] \sim -s^{\tilde{\gamma}_i} \sum_{j \in I_i} \lambda_{j, \infty} \int_0^t R_{ij}^{\ast\tilde{\gamma}_i}(u) \, du,
\]

as \( z \uparrow 1 \) and \( s \downarrow 0 \), respectively, and the first moments equal
\[
\mathbb{E}\left[Q_i(t)\right] = \sum_{j=1}^d \lambda_{j, \infty} \int_0^t R_{ij}^Q(u) \, du, \quad \mathbb{E}\left[\lambda_i(t)\right] = \sum_{j=1}^d \lambda_{j, \infty} \int_0^t R_{ij}^\lambda(u) \, du.
\]

Before we give the proof of Theorem 4 we discuss the systems of Eqns. (44)–(45). First, observe that they can be considered as vector-valued renewal equations, owing to the structure of (42)–(43). We point out how to solve these for (44); (45) can be dealt with analogously, hence we only provide its final result. In the sequel, we denote the Laplace-Stieltjes transform of \( f(\cdot) \) by
\[
\mathcal{L}\{f(\cdot)\}(r) = \int_0^\infty e^{-ru} f(u) \, du,
\]
for \( r \geq 0 \). Taking the Laplace-Stieltjes transform of \((44)\), recognizing the convolution structure, we readily obtain, with \( \bar{F}_i(\cdot) = \mathbb{P}(J_i > \cdot) \),

\[
\mathcal{L}\{ R_{ij}^Q(\cdot) \}(r) = 1_{i=j} \mathcal{L}\{ \bar{F}_i(\cdot) \}(r) + \sum_{m=1}^{d} \mathbb{E}[B_{mj}] \cdot \mathcal{L}\{ g_{mj}(\cdot) \}(r) \cdot \mathcal{L}\{ R_{im}^Q(\cdot) \}(r).
\]

(46)

For a given argument \( r \geq 0 \) and component \( i \in [d] \), Eqn. \((46)\) is a linear system from which the unknowns \( z_{ij}(r) = \mathcal{L}\{ R_{ij}^Q(\cdot) \}(r) \) can be solved. This is done by first solving for any recurrent class the corresponding linear subsystem, and then iteratively for any transient class leading to these recurrent classes. Having computed \( z_{ij}(\cdot) \), standard Laplace inversion can be invoked to identify the functions \( R_{ij}^Q(\cdot) \); see also Section 6.

A similar argumentation applies when taking the Laplace-Stieltjes transform of \((45)\), leading to,

\[
\mathcal{L}\{ R_{ij}^{Q,\delta}(\cdot) \}(r) = \sum_{m \in I_i} \mathbb{E}[B_{mj}] \cdot \mathcal{L}\{ g_{mj}(\cdot) \}(r) \cdot \mathcal{L}\{ R_{im}^{Q,\delta}(\cdot) \}(r)
+ \omega_i \sum_{m \in I_{ij}} C_{mj} \mathcal{L}\{ (g_{mj} \ast R_{im}^Q)^{\delta}(\cdot) \}(r),
\]

(47)

where, as usual, \( * \) denotes the convolution operator, i.e.,

\[
(g_{mj} \ast R_{im}^Q)^{\delta}(t) = \left( \int_0^t g_{mj}(v)R_{im}^Q(t-v)dv \right)^{\delta}.
\]

This is again a linear system, from which the \( \bar{z}_{ij}(r) = \mathcal{L}\{ R_{ij}^{Q,\delta}(\cdot) \}(r) \) can be solved for any given \( r \geq 0 \). Recall that at this stage the functions \( R_{im}^Q(\cdot) \) are available, thus allowing us to evaluate the last term in \((47)\). We can obtain similar equations for the transforms pertaining to \( \lambda_i(t) \); as these are fully analogous, we leave them out.

**Proof of Theorem 4.** We fix \( i \in [d] \) and prove the result for \( Q_i(t) \); the arguments for \( \lambda_i(t) \) are similar, *mutatis mutandis*. To that end, we set \( s_m = 0 \) for all \( m \in [d] \) and \( z_k = 1 \) for \( k \neq i \) and \( z_i \equiv z \in [-1,1] \) in the joint transform of \((Q(t), \lambda(t))\), \( J_{Q,\lambda}(t) \). We thus obtain the \( z \)-transform of \( Q_i(t) \) in terms of the cluster process entries \( S_{i\rightarrow j}^Q(u) \),

\[
\mathbb{E}\left[ z^{Q_i(t)} \right] = \prod_{j=1}^{d} \exp \left( \lambda_{j,\infty} \int_0^t \left( \mathbb{E}\left[ z^{S_{i\rightarrow j}^Q(u)} \right] - 1 \right) du \right),
\]

\[
\mathbb{E}\left[ z^{S_{i\rightarrow j}^Q(u)} \right] = \mathbb{E}\left[ z^{1_{(r=j)(\cdot, > u)}} \right] \prod_{m=1}^{d} \mathcal{T}\{ B_{mj} \} \left( \int_0^u g_{mj}(v) \left( 1 - \mathbb{E}\left[ z^{S_{i\rightarrow m}^Q(u-v)} \right] \right) dv \right),
\]

where the latter equation holds by our fixed-point theorem, i.e., Theorem 2 and \( \mathcal{T}\{ B_{mj} \}(s) = \mathbb{E}[e^{-sB_{mj}}] \) denotes the Laplace-Stieltjes transform of \( B_{mj} \). The idea is to analyze expansions of the \( z \)-transform appearing in \((48)\) by using Tauberian theorems, so as to establish the tail behavior of \( Q_i(t) \).

Under the assumption that \( B_{mj} \in \text{APT}(C_{mj}, \gamma_{mj}) \), the \( B_{mj} \) that have index \( \gamma_{mj} \in (1,2) \) satisfy

\[
\mathcal{T}\{ B_{mj} \}(r) \sim 1 - r\mathbb{E}[B_{mj}] - C_{mj}(1 - \gamma_{mj})r^{\gamma_{mj}},
\]

(49)
as \( r \downarrow 0 \), where \( \Gamma(\cdot) \) is the Gamma function, by virtue of a Tauberian theorem; see e.g., [7, Theorem 8.1.6]. Observe that

\[
\int_0^u g_{mj}(v)(1 - \mathbb{E}[z^{S_{ij-m}^{Q}(u-v)}])\, dv \downarrow 0
\]
as \( z \uparrow 1 \). Using this in (49), we obtain

\[
\mathcal{T}\{B_{mj}\} \left( \int_0^u g_{mj}(v)(1 - \mathbb{E}[z^{S_{ij-m}^{Q}(u-v)}])\, dv \right)
\]
\[
\sim 1 - \mathbb{E}[B_{mj}] \int_0^u g_{mj}(v)(1 - \mathbb{E}[z^{S_{ij-m}^{Q}(u-v)}])\, dv
\]
\[
- C_{mj} \Gamma(1 - \gamma_{mj}) \left( \int_0^u g_{mj}(v)(1 - \mathbb{E}[z^{S_{ij-m}^{Q}(u-v)}])\, dv \right)^{\gamma_{mj}}.
\]

We substitute (50) in the expression for \( \mathbb{E}[z^{S_{ij}^{Q}(w)}] \) in (48) in combination with the calculation \( \mathbb{E}[z^{1_{(i=j)}1_{(x>u)}(v)}] = \mathbb{P}(J_i \leq u) + z^{1_{(i=j)}}\mathbb{P}(J_j > u) = 1 - (1 - z^{1_{(i=j)}})\mathbb{P}(J_j > u) \). This allows us to write, up to \( O((1 - z)^2) \) terms,

\[
1 - \mathbb{E}[z^{S_{ij}^{Q}(w)}] \sim 1 - (1 - z^{1_{(i=j)}})\mathbb{P}(J_i > u)
\]
\[
\times \prod_{m=1}^d \left\{ 1 - \mathbb{E}[B_{mj}] \int_0^u g_{mj}(v)(1 - \mathbb{E}[z^{S_{ij-m}^{Q}(u-v)}])\, dv \right.
\]
\[
- C_{mj} \Gamma(1 - \gamma_{mj}) \left( \int_0^u g_{mj}(v)(1 - \mathbb{E}[z^{S_{ij-m}^{Q}(u-v)}])\, dv \right)^{\gamma_{mj}} \left. \right\}
\]
\[
= (1 - z^{1_{(i=j)}})\mathbb{P}(J_i > u) + \sum_{m=1}^d \mathbb{E}[B_{mj}] \int_0^u g_{mj}(v)(1 - \mathbb{E}[z^{S_{ij-m}^{Q}(u-v)}])\, dv
\]
\[
+ \sum_{m=1}^d C_{mj} \Gamma(1 - \gamma_{mj}) \left( \int_0^u g_{mj}(v)(1 - \mathbb{E}[z^{S_{ij-m}^{Q}(u-v)}])\, dv \right)^{\gamma_{mj}}.
\]

We now focus on the linear terms, and the next term of order strictly between 1 and 2, yet to be determined. As for the linear terms, consider the expansion

\[
1 - \mathbb{E}[z^{S_{ij-}^{Q}(w)}] = 1 - \left( 1 - (1 - z)\mathbb{E}[S_{ij-}^{Q}(u)] \right) + O((1 - z)^2)
\]
\[
= (1 - z)\mathbb{E}[S_{ij-}^{Q}(u)] + O((1 - z)^2) = (1 - z)R_{ij}^{Q}(u) + O((1 - z)^2),
\]

where the last equality follows from the observation \( R_{ij}^{Q}(u) = \mathbb{E}[S_{ij-}^{Q}(u)] \); applying the distributional equality [17] to \( \mathbb{E}[S_{ij-}^{Q}(u)] \) yields Eqn. (44).

For the next term (beyond the linear terms, that is), we expand \( 1 - \mathbb{E}[z^{S_{ij-}^{Q}(w)}] \) again, now including a term of fractional order \( \vartheta_{ij} \in (1, 2) \) (whose value will be determined below), yielding

\[
1 - \mathbb{E}[z^{S_{ij-}^{Q}(w)}] = (1 - z)R_{ij}^{Q}(u) + (1 - z)^{\vartheta_{ij}}R_{ij}^{Q,\vartheta}(u) + O((1 - z)^2),
\]

where \( R_{ij}^{Q,\vartheta}(u) \) is the solution to (45), which we argue next. By substituting this expansion in (51), equating the terms of order between 1 and 2, and ignoring higher-order terms, we obtain

\[
(1 - z)^{\vartheta_{ij}}R_{ij}^{Q,\vartheta}(u) = \sum_{m=1}^d (1 - z)^{\vartheta_{im}}\mathbb{E}[B_{mj}] \int_0^d g_{mj}(v)R_{im}^{Q,\vartheta}(u - v)\, dv
\]
$$+ \sum_{m=1}^{d} C_{mj} (1-z)^{\gamma_{mj}} \Gamma(1-\gamma_{mj}) \left( \int_{0}^{u} g_{mj}(v) R_{im}^{Q}(u-v) dv \right)^{\gamma_{mj}}.$$  

The problem of solving this system of equations comes down to determining $\vartheta_{ij}, \ldots, \vartheta_{id}$ and finding the term(s) of lowest order among the $\gamma_{mj}$. In other words, we need to equate $\vartheta_{ij}$ on the LHS with the minimal $\gamma_{mj}$ on the RHS among the non-zero terms. As $R_{im}^{Q}(u) = E[S_{i-m}^{Q}(u)]$, we have by Lemma 4 that $R_{im}^{Q}(u)$ is non-zero if there is a path from $m$ to $i$ in the Hawkes graph. We therefore obtain the condition $\vartheta_{ij} = \delta_{ij}$, with $\delta_{ij}$ introduced at the beginning of Section 5.2. Note that $\vartheta_{ij}$ does not necessarily equal $\gamma_{ij}$, but rather corresponds to the heaviest tail originating from $j$ with a potential path of propagation to $i$. Taking into account the source and target component of this heaviest tail, we obtain Eqn. (45). Finally, we substitute this back into the $z$-transform of $Q_{i}(t)$ in (48), yielding, up to $O((1-z)^{2})$ terms, as $z \uparrow 1$,

$$\mathbb{E}\left[z^{Q_{i}(t)}\right] \sim \prod_{j=1}^{d} \exp \left( -\lambda_{j,\infty} \int_{0}^{t} \left( (1-z) R_{ij}^{Q}(u) + (1-z)^{\delta_{ij}} R_{ij}^{Q_{i}}(u) \right) du \right)$$

$$\sim 1 - (1-z) \sum_{j=1}^{d} \lambda_{j,\infty} \int_{0}^{t} R_{ij}^{Q}(u) du - \sum_{j=1}^{d} (1-z)^{\vartheta_{ij}} \lambda_{j,\infty} \int_{0}^{t} R_{ij}^{Q_{i}}(u) du,$$

where in the last asymptotic equality we used the Taylor expansion of the exponential expression. To obtain the lowest order term among the $\vartheta_{ij}$, we set $\bar{\gamma}_{i} := \min_{j \in [d]} \{ \vartheta_{ij} \}$, and the components from where the heaviest tails originate are given by $I_{i} := \arg \min_{j \in [d]} \{ \vartheta_{ij} \} \subseteq [d]$. After rewriting this last expression and observing that the linear term equals $\mathbb{E}[Q_{i}(t)]$, we obtain

$$\mathbb{E}\left[z^{Q_{i}(t)}\right] - 1 + (1-z)\mathbb{E}[Q_{i}(t)] \sim -(1-z)^{\bar{\gamma}_{i}} \sum_{j \in I_{i}} \lambda_{j,\infty} \int_{0}^{t} R_{ij}^{Q_{i}}(u) du. \quad (52)$$

Note that (52) is now in the general form stated in [4, Theorem 8.1.6], as an expansion of the $z$-transform of $Q_{i}(t)$, which yields that $Q_{i}(t) \in \text{APT}(\bar{C}_{i}^{Q}, \bar{\gamma}_{i})$ for some $\bar{C}_{i}^{Q} > 0$. \hfill \Box

The result of Theorem 4 in combination with suitable Tauberian theorems allows us to describe the asymptotic tail behavior of $Q_{i}(t)$ and $\lambda_{i}(t)$. In order to properly take care of the constants that appear in the application of this theorem, we introduce, for $* \in \{ Q, \lambda \}$, the function $R_{ij}^{\ast, \delta}(\cdot)$ through

$$R_{ij}^{\ast, \delta}(u) = \Gamma(1-\delta) R_{ij}^{\ast}(u). \quad (53)$$

Note that $R_{ij}^{\ast, \delta}(u)$ satisfies Eqn. (45) without the $\omega_{i}$ term. We can then rewrite Eqn. (52) as

$$\mathbb{E}\left[z^{Q_{i}(t)}\right] - 1 + (1-z)\mathbb{E}[Q_{i}(t)] \sim -(1-z)^{\bar{\gamma}_{i}} \Gamma(1-\bar{\gamma}_{i}) \sum_{j \in I_{i}} \lambda_{j,\infty} \int_{0}^{t} \bar{R}_{ij}^{Q_{i}}(u) du.$$  

**Corollary 4.** Fix $i \in [d]$ and $t \in \mathbb{R}_{+}$. Assume that $\bar{\gamma}_{i} \in (1, 2)$. Then, as $x \to \infty$,

$$\mathbb{P}(Q_{i}(t) > x) \sim \left( \sum_{j \in I_{i}} \lambda_{j,\infty} \int_{0}^{t} \bar{R}_{ij}^{Q_{i}}(u) du \right) x^{-\bar{\gamma}_{i}},$$  

$$\mathbb{P}(\lambda_{i}(t) > x) \sim \left( \sum_{j \in I_{i}} \lambda_{j,\infty} \int_{0}^{t} \bar{R}_{ij}^{\lambda_{i}}(u) du \right) x^{-\bar{\gamma}_{i}}. \quad (54)$$
An interesting special case of Theorem 4 and Corollary 4 concerns the situation in which the Hawkes graph is irreducible, i.e., the case where there exists a directed path between every pair of vertices. Theorem 4 then implies that all components $Q_i(t)$ and $\lambda_i(t)$, $i \in [d]$, inherit the minimum $\gamma = \min_{i,j \in [d]} \{\gamma_{ij}\}$, i.e., all components $Q_i(t)$ and $\lambda_i(t)$ are APT with tail index $\gamma$.

Remark 4. In the setting of Theorem 4, we have assumed $\bar{\gamma}_i \in (1, 2)$. In case $\bar{\gamma}_i \in (m, m+1)$ for some $m \in \{2, 3, \ldots\}$, a similar analysis can be performed, but additional terms are to be included in the expansions of $\delta_{ij}$. The statement that $Q_i(t)$ and $\lambda_i(t)$ are APT with tail index $\bar{\gamma}_i$ carries over. While the proof is conceptually analogous to the case of $\bar{\gamma}_i \in (1, 2)$, various expressions that will appear in the corresponding proof are substantially more involved.

Remark 5. We conclude this subsection with a remark on extensions to cases in which some of the jump size distributions are not of APT type. Following Definition 6, we have assumed that the $B_{ij}$ are either of APT type or identical to 0, for a transparent exposition. At the expense of additional notation and administration in the proof, also the cases that some of the $B_{ij}$ are identical to a positive constant $b_{ij}$ can be covered. Likewise, using a similar but more cumbersome treatment, one can also handle the situation in which, besides the dominant jump sizes $B_{ij}$ of APT type, there are light-tailed jump sizes as well.

5.3. The tail index is a class property. To fully appreciate how the chain structure of the Hawkes graph is reflected in the tail indices of $Q_i(t)$ and $\lambda_i(t)$, $i \in [d]$, this subsection systematically studies this feature, starting by revisiting the two examples discussed earlier. We focus primarily on $Q_i(t)$; the analysis for $\lambda_i(t)$ is analogous.

In the setting of Example 3, the tail index of $Q_1(t)$ is $\gamma_{11}$ and the tail index of $Q_2(t)$ is $\bar{\gamma}_2 = \min\{\gamma_{21}, \gamma_{22}\}$. In Example 4, $Q_1(t)$ has tail index $\gamma_{11}$, whereas both $Q_2(t)$ and $Q_3(t)$ (which together form a recurrent class) have tail index $\bar{\gamma}_2 = \bar{\gamma}_3 = \min\{\gamma_{21}, \gamma_{32}, \gamma_{23}, \gamma_{33}\}$. The above suggests that the tail index is, like recurrence, transience and periodicity for Markov chains, a class property, i.e., the tail index is the same for all states belonging to a class. This claim is confirmed in the next result.

Proposition 2. For $i \in [d]$ in a given class of the Hawkes graph, all $P(Q_i(t) > x)$ have the same tail index, i.e., the tail index is a class property.

Proof. The proof follows from Theorem 4 in particular, from the role played by $\delta_{ij}$ in the proof of that theorem.

The following somewhat more elaborate example demonstrates how in general to iteratively compute the tail indices corresponding to the individual classes.

Example 5 (A more involved Hawkes graph). In this example, we consider a system of 6 states such that the vertex set $V = \{Q_1, \ldots, Q_6\}$ and the directed edges $E$ are drawn below.
The different colors (drawing styles) represent the class each vertex belongs to. Observe that there are three transient classes, viz. green (G, solid), cyan (C, dashed-dotted) and blue (B, dotted), and one recurrent class, viz. red (R, dashed). We start by determining the tail index of the transient class that is the ‘furthest away’ from the recurrent class, viz. C. This class has distance 2 to the recurrent class, as one has to go through another transient class to reach the recurrent class. In evident notation,

\[ \gamma_C = \bar{\gamma}_4 = \bar{\gamma}_5 = \min\{\gamma_{45}, \gamma_{54}\} \]

We proceed with the transient classes with distance 1 to the recurrent class, i.e., G and B, and find

\[ \gamma_G = \bar{\gamma}_1 = \min\{\gamma_C, \gamma_{14}, \gamma_{11}\} = \min\{\gamma_{54}, \gamma_{45}, \gamma_{14}, \gamma_{11}\} \]
\[ \gamma_B = \bar{\gamma}_6 = \gamma_{66} \]

We finally determine the tail indices of the recurrent classes. In this case, there is just one recurrent class, viz. R:

\[ \gamma_R = \bar{\gamma}_2 = \bar{\gamma}_3 = \min\{\gamma_G, \gamma_B, \gamma_{21}, \gamma_{36}, \gamma_{32}, \gamma_{23}, \gamma_{33}\} \]
\[ = \min\{\gamma_{45}, \gamma_{54}, \gamma_{14}, \gamma_{11}, \gamma_{66}, \gamma_{21}, \gamma_{36}, \gamma_{32}, \gamma_{23}, \gamma_{33}\} \]

5.4. The asymptotic behavior of linear combinations. In the above, we have focused on the asymptotic (marginal) tail behavior of the i-th components \(Q_i(t)\) and \(\lambda_i(t)\). To gain insight into the corresponding joint asymptotic behavior, we now consider the tail behavior of \(\langle c, Q(t) \rangle\) for some \(c \in \mathbb{R}_d^+\), where \(\langle x, y \rangle\) denotes the inner product. As before, the case \(\langle c, \lambda(t) \rangle\) can be dealt with analogously. For convenience, we do so for the case that the Hawkes graph is irreducible; the case that the Hawkes graph is not irreducible can be addressed as well, but its analysis is somewhat cumbersome and mechanical, as it requires distinguishing various cases.

As demonstrated above, in the irreducible case, \(\bar{\gamma}_i = \gamma\) for all \(i \in [d]\). Likewise, also the set \(I_i\) does not depend on \(i\), and is therefore denoted simply by \(I\).

**Proposition 3.** Fix \(t \in \mathbb{R}_+\) and \(c \in \mathbb{R}_d^+\). Let the Hawkes graph be irreducible. Assume \(\gamma \in (1, 2)\). Then, \(\langle c, Q(t) \rangle \in \text{APT}(\hat{C}, \gamma)\) for some \(\hat{C} > 0\). More precisely,

\[
\mathbb{E}\left[e^{\langle c, Q(t) \rangle}\right] - 1 + (1 - z)\mathbb{E}\left[\langle c, Q(t) \rangle\right] \sim -(1 - z)\gamma \sum_{i=1}^d c_i \sum_{j \in I} \lambda_j \int_0^t R_{ij}^{Q, \gamma}(u) \, du,
\]

(55)
as $z \uparrow 1$. The first moment equals

$$\mathbb{E}[⟨c, Q(t)⟩] = \sum_{j=1}^{d} \lambda_{j,\infty} \int_{0}^{t} \sum_{i=1}^{d} c_{i} R_{ij}^{Q}(u) du.$$ 

Proof. The proof follows the lines of the proof of Theorem 4; we therefore omit the details. One has to properly take care of the multivariate setting when taking expansions and equating linear and fractional order terms. Due to irreducibility, the term of order $\gamma$ effectively propagates throughout the system. \qed

Proposition 3 can be used to determine the asymptotic tail behavior of $⟨c, Q(t)⟩$ analogous to Corollary 4: under the assumptions of Proposition 3, as $x \to \infty$, we have that

$$\mathbb{P}(⟨c, Q(t)⟩ > x) \sim \left(\sum_{i=1}^{d} c_{i} \sum_{j \in I} \lambda_{j,\infty} \int_{0}^{t} \bar{R}_{ij}^{Q,\gamma}(u) du\right) x^{-\gamma}. \quad (56)$$

6. NUMERICAL EXAMPLES

This section provides a collection of numerical examples to illustrate the results derived in the previous sections. All the numerical computations in this section are conducted in Python and the computer code is available from the authors upon request. The first part of this section focuses on the exact analysis. The characterization of the joint transform in Theorem 1 and the fixed-point representation and convergence results in Theorems 2–3 enable us to numerically compute arbitrary joint moments of $N_{i}(t)$, $Q_{i}(t)$ and $\lambda_{i}(t)$, for any $i \in [d]$ and $t \in \mathbb{R}_{+}$, using standard numerical techniques. The second part of this section considers the asymptotic analysis. The characterization of the heavy-tailed asymptotic behavior of $Q_{i}(t)$ and $\lambda_{i}(t)$ in Theorem 4 allows us to numerically evaluate their tail probabilities. For both the exact and asymptotic analyses, we compare our numerically evaluated results to Monte Carlo simulated counterparts. Our simulation procedure is based on Ogata’s thinning algorithm (see also Algorithm 1.21) for details), which in our general multivariate setting essentially relies on the cluster representation in Definition 2. Once a sample path of $N(t)$ has been simulated for some $t \in \mathbb{R}_{+}$, one can easily obtain the corresponding $\lambda(t)$ and $Q(t)$. The simulation procedure is, in principle, elementary, but can be highly time consuming when $t \in \mathbb{R}_{+}$ is large, in the presence of heavy tails, or when a high level of precision is pursued. By contrast, the numerical evaluation of our exact and asymptotic results is nearly instantaneous.

Because our results allow for general decay functions $g_{ij} (\cdot)$, we illustrate two examples of parametrizations, namely exponential and power-law decay. Throughout this section, we consider the bivariate case $d = 2$. In the instances considered, we let the stability condition be satisfied, i.e., the spectral radius of the matrix $||H|| = (||h_{ij}||)_{i,j \in [2]}$ is smaller than 1, which results in the condition

$$(1 - ||h_{11}||)(1 - ||h_{22}||) > ||h_{12}|| ||h_{21}||. \quad (57)$$

The stability condition (57) implies that the processes $N_{i}(t)$, $Q_{i}(t)$ and $\lambda_{i}(t)$ converge to a steady state as $t$ grows.
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Figure 3. Plots of the expectations and variances of \( Q_1(t) \) and \( \lambda_1(t) \) and the joint moments \( \mathbb{E}[Q_1(t)\lambda_1(t)] \) and \( \mathbb{E}[Q_1(t)Q_2(t)] \) (solid lines), compared to Monte Carlo simulated averages (dashed lines), in the bivariate model \( (d = 2) \) under exponential decay, with \( t \in [0, 10] \). Parameters: \( \lambda_1, \infty = \lambda_2, \infty = 0.5, \mu_1 = \mu_2 = 2, \alpha_{11} = \alpha_{12} = 2.3, \alpha_{21} = \alpha_{22} = 2, B_{11} = 1.3, B_{12} = 0.6, B_{21} = 0.8, B_{22} = 0.5 \).

6.1. Exact analysis. We focus attention on the processes \( Q(t) = (Q_1(t), Q_2(t)) \) and \( \lambda(t) = (\lambda_1(t), \lambda_2(t)) \) and illustrate the joint transform characterization of \( (Q(t), \lambda(t)) \) under both exponential and power-law decay. More specifically, by means of a standard finite difference method, we approximate the derivatives of the joint transform \( J_{Q,\lambda}(t) \) obtained by relying on the fixed-point characterization of Theorems 1–2, so as to numerically evaluate arbitrary joint moments. We focus on moments corresponding to the first components, i.e.,

\[
\mathbb{E}[Q_1(t)] = \mathbb{E}[Q_1(t) | Q_1(0) = 0], \quad \mathbb{E}[\lambda_1(t)] = \mathbb{E}[\lambda_1(t) | \lambda_1(0) = \lambda_1, \infty],
\]

and the associated variances, as well as the joint moments \( \mathbb{E}[Q_1(t)Q_2(t)] \) and \( \mathbb{E}[Q_1(t)\lambda_1(t)] \).

Recall that the departures of events in \( Q_i(t) \) are governed by the non-negative random variable \( J_i \), which we assume to be exponentially distributed with parameter \( \mu_i > 0 \).

6.1.1. Exponential. We let the decay functions \( g_{ij}(\cdot) \), with \( i, j \in [2] \), be of exponential form. In our bivariate setting, we assume

\[
g_{11}(t) = g_{12}(t) = e^{-\alpha_1 t}, \quad g_{21}(t) = g_{22}(t) = e^{-\alpha_2 t},
\]

for \( \alpha_1, \alpha_2 > 0 \). Further, in this example we take the random variables \( B_{ij} \) to be positive constants, i.e., \( B_{ij} \equiv b_{ij} \in \mathbb{R}_+ \). This yields, for \( i, j \in [2] \), that \( ||h_{ij}|| = b_{ij}/\alpha_i \), and we will select parameters such that the bivariate stability condition in Eqn. (57) is satisfied.

In Figure 3, we plot the expectations \( \mathbb{E}[Q_1(t)] \) and \( \mathbb{E}[\lambda_1(t)] \), the variances \( \text{Var}[Q_1(t)] \) and \( \text{Var}[\lambda_1(t)] \), and the joint moments \( \mathbb{E}[Q_1(t)\lambda_1(t)] \) and \( \mathbb{E}[Q_1(t)Q_2(t)] \), obtained from the fixed-point characterization. These are plotted against their Monte Carlo simulated counterparts.
Figure 4. Plots of the expectations and variances of $Q_1(\cdot)$ and $\lambda_1(\cdot)$ and the joint moments $E[Q_1(t)\lambda_1(t)]$ and $E[Q_1(t)Q_2(t)]$ (solid lines), compared to Monte Carlo simulated averages (dashed lines), in the bivariate model ($d=2$) under power-law decay, with $t \in [0, 20]$. Parameters: $\lambda_{1,\infty} = \lambda_{2,\infty} = 1$, $\mu_1 = \mu_2 = 1.5$, $c_1 = 1.5$, $c_2 = 2$, $p_1 = 2.5$, $p_2 = 3$, $B_{11} = 1.5$, $B_{12} = 0.5$, $B_{21} = 1$, $B_{22} = 0.5$.

Based on $M = 10^5$ runs, for $t \in [0, 10]$. In all cases, the numerical evaluation of our exact results closely matches the Monte Carlo simulated counterparts. Around $t = 6$, the effect of the initial state has vanished, in that the processes enter the stationary regime. We note that the CPU time associated with the exact results is negligible compared to the CPU time required for the simulation results. Furthermore, for large $t$, the exact results remain smooth while the simulation results become a little rougher.

6.1.2. Power. We next let the decay functions $g_{ij}(\cdot)$, with $i, j \in [2]$, be of power-law type. In particular, we take

$$g_{11}(t) = g_{12}(t) = \frac{1}{(c_1 + t)^{p_1}}, \quad g_{21}(t) = g_{22}(t) = \frac{1}{(c_2 + t)^{p_2}},$$

(59)

where $c_1, c_2 > 0$ and $p_1, p_2 > 1$ to ensure integrability. Again taking $B_{ij} \equiv b_{ij} \in \mathbb{R}_+$, we now have $\|h_{ij}\| = b_{ij}c_i^{1-p_i}(p_i - 1)^{-1}$. As before, we choose the parameters such that the bivariate stability condition in Eqn. (57) is satisfied.

Figure 4 displays the expectations $E[Q_1(t)]$ and $E[\lambda_1(t)]$, the variances $\text{Var}[Q_1(t)]$ and $\text{Var}[\lambda_1(t)]$, as well as the joint moments $E[Q_1(t)\lambda_1(t)]$ and $E[Q_1(t)Q_2(t)]$, plotted against their Monte Carlo simulated counterparts. We observe again a highly accurate match. We note that, compared to the case of exponential decay, it now takes longer for the processes to reach the stationary regime. This is due to the fatter tails of power-law decay: heuristically, the processes now ‘have more memory’. 
6.2. Asymptotic analysis. We proceed by numerically illustrating our asymptotic results on the tail probabilities of $N_i(t)$, as established in Corollary 4. In particular, we compute the $R_{ij}^{N,\delta}(\cdot)$ function appearing in Corollary 4 and the corresponding tail probability approximations, and compare these to tail probabilities estimated using Monte Carlo simulation.

In our specific bivariate example, we consider only one direction of cross-excitation and one heavy-tailed random variable. More precisely, we set $B_{11} \equiv 0$, $B_{21} \equiv 0$, $B_{12} = 1$ and assume $B_{22} \in \text{APT}(1, \gamma)$ with $\gamma = 1.8$, such that this system can be represented by the following Hawkes graph:

![Hawkes Graph]

The index $\gamma$ of the heavy-tailed random variable $B_{22}$ is inherited by both $N_1(\cdot)$ and $N_2(\cdot)$. In this setting, we compute the functions $R_{ij}^N(\cdot)$ and $R_{ij}^{N,\gamma}(\cdot)$, with $i,j \in [2]$, using the system of equations of their Laplace-Stieltjes transforms given in Eqns. (46), (47) and (53). By solving this linear system and inverting back, we obtain $R_{ij}^N(\cdot)$ at time $u$ by

$$R_{12}^N(u) = \mathbb{E}[B_{12}] \mathcal{L}^{-1}\left\{ \frac{\mathcal{L}\{G_{12}\}(\cdot)}{1 - \mathbb{E}[B_{22}] \mathcal{L}\{g_{22}\}(\cdot)} \right\}(u),$$

$$R_{22}^N(u) = \mathcal{L}^{-1}\left\{ \frac{\mathcal{L}\{1\}(\cdot)}{1 - \mathbb{E}[B_{22}] \mathcal{L}\{g_{22}\}(\cdot)} \right\}(u),$$

(60)

where $G_{12}(u) = \int_0^u g_{12}(v)dv$. Note that $R_{11}^N(\cdot) \equiv 1$ by Eqn. (44) since $B_{11} \equiv 0$, and $R_{21}^N(\cdot) \equiv 0$ by Lemma 4 as $P_{2t-1} = 0$. In a similar manner, we obtain $R_{ij}^{N,\gamma}(\cdot)$ at time $u$ by

$$\bar{R}_{12}^{N,\gamma}(u) = \mathcal{L}^{-1}\left\{ \frac{\mathcal{L}\{(g_{22} \ast \bar{R}_{12}^N)^{\gamma}\}(\cdot)}{1 - \mathbb{E}[B_{22}] \mathcal{L}\{g_{22}\}(\cdot)} \right\}(u),$$

$$\bar{R}_{22}^{N,\gamma}(u) = \mathcal{L}^{-1}\left\{ \frac{\mathcal{L}\{(g_{22} \ast \bar{R}_{22}^N)^{\gamma}\}(\cdot)}{1 - \mathbb{E}[B_{22}] \mathcal{L}\{g_{22}\}(\cdot)} \right\}(u).$$

(61)

This allows us to compute the analytical expressions that appear in Corollary 4, which in our bivariate setting are $\int_0^t \bar{R}_{12}^{N,\gamma}(u)du$ and $\int_0^t \bar{R}_{22}^{N,\gamma}(u)du$ for components $N_1(t)$ and $N_2(t)$, respectively. We next discuss two parametrizations of the decay functions to compute these terms explicitly.

6.2.1. Exponential. We choose our decay functions as in Eqn. (58), and select the remaining parameters such that the stability condition is satisfied. In Figure 5, we plot the analytical expressions from Corollary 4 against the Monte Carlo simulation-based approximations of the tail probabilities $\mathbb{P}(N_i(t) > x)$ and $\mathbb{P}(N_2(t) > x)$ as $x$ grows, for fixed $t = 1$. The simulations are performed by sampling $M = 2 \cdot 10^6$ runs of $N(1) = (N_1(1), N_2(1))$ and counting the proportion of these runs that lead to values larger than any given threshold $x$. The number of simulation runs is chosen sufficiently large to obtain reasonable estimates of small tail probabilities. As expected, we see that as $x$ grows, the simulation approximations of the tail probabilities converge toward the analytical asymptotic expressions.
6.2.2. Power. We now choose our decay functions as in Eqn. (59), and the remaining parameters such that the stability condition (57) is satisfied. We substitute the decay functions into (60) and (61), and compute the analytical expressions appearing in Corollary 3. Figure 6 is the counterpart of Figure 5, but now for power-law decay. We observe again that both Monte Carlo simulated approximations converge to the analytical asymptotic expressions.
7. Conclusions

This paper has focused on multivariate Hawkes processes and associated population processes, establishing both exact and asymptotic results. Importantly, we allow our model to be non-Markovian, in that the processes’ decay functions can be chosen generally. We have characterized their joint transform via a fixed-point theorem, by exploiting suitable extensions of the existing results on cluster representations for Hawkes processes and associated distributional equalities induced by the underlying branching structure. For the case that the intensity jumps are heavy-tailed, we have also succeeded in determining the corresponding asymptotic tail behavior.

A (partially) more general setting than that analyzed in our paper is provided by the extensions of Hawkes processes introduced in [9], referred to as non-linear Hawkes processes, and versatilely analyzed further in [41, 42, 43]. Then, the form of the intensity process is governed by a general auxiliary function, rather than the additive structure (3). Importantly, the cluster representation applies to the additive case only. As a consequence, our results cannot be readily generalized to the non-linear case, which will require an intrinsically different approach.
Appendix A. Additional Proofs

Proof of Lemma 1. We start by considering a pair of matrix-valued processes \( (X(\cdot), Y(\cdot)) = (X_{ij}(\cdot), Y_{ij}(\cdot))_{i,j \in [d]} \) and denote by \( X(i)(\cdot) \) and \( Y(i)(\cdot) \) the \( i \)-th rows of the respective matrices. We define a mapping \( \Phi \) acting on the space of such pairs of processes at time \( u \) by

\[
\begin{align*}
(X_{ij}(u), Y_{ij}(u))_{i,j \in [d]} \mapsto \Phi((X_{ij}(\cdot), Y_{ij}(\cdot))_{i,j \in [d]})(u) = \Phi(X, Y)(u),
\end{align*}
\]

where \( \mathcal{A}_j \) is as defined in Eqn. (16). We note that the above mapping could be equivalently explicitly given by

\[
\mathcal{J}_{\Phi(X,Y)}(u) = \left[ \mathcal{J}_{\Phi_1(X,Y)}(u) \vline \cdots \vline \mathcal{J}_{\Phi_d(X,Y)}(u) \right],
\]

where each entry, for \( j \in [d] \) corresponding to the \( j \)-th column \( \Phi_j(X, Y)(\cdot) \), is given by

\[
\mathcal{J}_{\Phi_j(X,Y)}(u) \equiv \mathcal{J}_{\Phi_j(X,Y)}(u, s, z) = \mathbb{E} \left[ \prod_{i=1}^d z_i^{1_{\{i=j\}} 1_{\{J_i > u\}}} \cdot X_{i,j}(\cdot) \right] e^{-s_i} A_j \{ B_{ij} \} \{ Y_{ij}(\cdot) \} (u).
\]

Mimicking the steps of the proof of Theorem 2, we derive that the right-hand side of Eqn. (64) equals \( \phi_j(\mathcal{J}_{X,Y})(u) \). Therefore, the joint transform of \( \Phi_j(X, Y)(\cdot) \) satisfies \( \mathcal{J}_{\Phi_j(X,Y)}(\cdot) = \phi_j(\mathcal{J}_{X,Y})(\cdot) \in \mathbb{J} \). Since this holds for every entry \( j \in [d] \), we have that \( \phi(\mathcal{J}_{X,Y})(\cdot) \in \mathbb{J}^d \). □

Proof of Lemma 2. Let \( \mathcal{J}(\cdot), \tilde{\mathcal{J}}(\cdot) \in \mathbb{J}^d \) and \( \epsilon > 0 \). We will show that for a certain choice of \( \delta > 0 \), we have

\[
\| \mathcal{J} - \tilde{\mathcal{J}} \|_{\mathbb{J}^d} < \delta \implies \| \phi(\mathcal{J}) - \phi(\tilde{\mathcal{J}}) \|_{\mathbb{J}^d} < \epsilon.
\]

It suffices to prove continuity in each entry separately. Considering the \( j \)-th entry of \( \phi \), which is the mapping \( \phi_j \) defined in (35), observe that it can be rewritten as

\[
\phi_j(\mathcal{J}_1, \ldots, \mathcal{J}_d)(u, s, z) = \mathbb{E} \left[ z_j^{1_{\{J_j > u\}}} \right] \times \prod_{m=1}^d \mathbb{E} \left[ \exp \left( - B_{mj} (s_m g_{mj}(u) + \int_0^u g_{mj}(v) (1 - \mathcal{J}_m(u - v, s, z)) dv) \right) \right].
\]

We then have

\[
\| \phi_j(\mathcal{J}) - \phi_j(\tilde{\mathcal{J}}) \|_2^2 = \sup_{u,s,z} | \phi_j(\mathcal{J})(u, s, z) - \phi_j(\tilde{\mathcal{J}})(u, s, z) |^2
\]
\[
\begin{align*}
\leq \sup_{u,v,z} & \mathbb{E} \left[ \exp \left( - \sum_{m=1}^{d} B_{mj} (s_m g_{mj}(u) + \int_0^u g_{mj}(v)(J_m(u-v, s, z) - 1)dv) \right) \\
& - \exp \left( - \sum_{m=1}^{d} B_{mj} (s_m g_{mj}(u) + \int_0^u g_{mj}(v)(\tilde{J}_m(u-v, s, z) - 1)dv) \right) \right]^{2},
\end{align*}
\]

(66)

where we have used that \(|z| \leq 1\). We then apply the mean value theorem to the difference of the exponential terms; for an exponential function, it states that \(e^a - e^b = (a - b)e^c\) for some \(c \in [a, b]\). We have that

\[
- \sum_{m=1}^{d} B_{mj} (s_m g_{mj}(u) + \int_0^u g_{mj}(v)(J_m(u-v, s, z) - 1)dv) \leq 0,
\]

due to \(J_m(u-v, s, z) \leq 1\), \(B_{mj}\) being non-negative, \(s \in \mathbb{R}_+^d\) and \(g_{mj}(v) \geq 0\) by assumption.

The same holds for the terms involving \(\tilde{J}_m\). Hence, we can apply the mean value theorem with some \(c \leq 0\). We thus obtain the following upper bound on \(66\):

\[
\sup_{u,v,z} \left| \sum_{m=1}^{d} \mathbb{E} \left[ B_{mj} \int_0^u g_{mj}(v)(J_m(u-v, s, z) - \tilde{J}_m(u-v, s, z))dv \right] \right|^{2},
\]

(67)

since the \(B_{mj}s_m g_{mj}(u)\) terms and the constants cancel. By an application of the triangle inequality we can bound this expression further. Indeed, \(67\) is dominated by

\[
\begin{align*}
\sum_{m=1}^{d} & \sup_{u,v,z} \mathbb{E} \left[ B_{mj} \int_0^u g_{mj}(v)(J_m(u-v, s, z) - \tilde{J}_m(u-v, s, z))dv \right]^{2} \\
\leq & \sum_{m=1}^{d} \mathbb{E}[B_{mj}]^2 \sup_{u,v,z} \left| \int_0^u g_{mj}(v)(J_m(u-v, s, z) - \tilde{J}_m(u-v, s, z))dv \right|^{2},
\end{align*}
\]

(68)

where \(\mathbb{E}[B_{mj}]^2 < \infty\) by assumption. Finally, this term can be bounded by applying Young’s inequality for convolutions, which yields that \(68\) is dominated by

\[
\begin{align*}
\sum_{m=1}^{d} & \mathbb{E}[B_{mj}]^2 \sup_{u,v,z} \left| \int_0^u g_{mj}(v)dv \right|^{2} \left| \int_0^u (J_m(v, s, z) - \tilde{J}_m(v, s, z))dv \right|^{2} \\
\leq & \max_{m,j \in [d]} \mathbb{E}[B_{mj}]^2 \left| \int_0^u g_{mj}(v)dv \right|^{2} \sup_{u,v,z} \left| \int_0^u (J_m(v, s, z) - \tilde{J}_m(v, s, z))dv \right|^{2} \\
\leq & \max_{m,j \in [d]} \mathbb{E}[B_{mj}]^2 \|g_{mj}\|_{L^1(\mathbb{R}_+)}^2 \delta^2,
\end{align*}
\]

where \(\|g_{mj}\|_{L^1(\mathbb{R}_+)} = (\int_0^\infty g_{mj}(v)dv)^2 < \infty\) and \(|J_m(v, s, z) - \tilde{J}_m(v, s, z)| < \delta\) by assumption, in combination with the standard inequality \(\sum_{m=1}^{d} a_i \leq d \max_{i \in [d]} \{a_i\}\) for real numbers \(a_i\).

Hence, choosing \(\delta\) as

\[
\delta^2 = \frac{\epsilon}{td^2 \max_{m,j \in [d]} \mathbb{E}[B_{mj}]^2 \|g_{mj}\|_{L^1(\mathbb{R}_+)}^2},
\]

implies that \(65\) becomes \(\|\phi_j(J) - \phi_j(\tilde{J})\|_2^2 \leq \epsilon^2\). Doing this for all \(j \in [d]\) yields the result.

Of course, for the proof of Lemma \(\ref{lemma:main}\) to work, we need \(t > 0\), \(\mathbb{E}[B_{mj}] > 0\) and \(g_{mj} \neq 0\) for at least some combination of \(m, j \in [d]\). However, it is clear that choosing all of these to be \(0\) yields an irrelevant model. \(\square\)
Proof of Lemma 3 \( (i) \Rightarrow (iii) \). We have that \( E[S_{i\rightarrow j}(u)] > 0 \) implies that \( P(S_{i\rightarrow j}(u) > 0) \) is a positive probability, implying that a path must exist from component \( j \) to \( i \), which proves the result immediately.

\( (iii) \Rightarrow (i) \). Using the distributional equality of \( S_{i\rightarrow j}(u) \), as given in (17), we have

\[
E[S_{i\rightarrow j}(u)] = 1_{(i=j)}P(J_i > u) + \sum_{m=1}^{d} E[B_{mj}] \int_{0}^{u} g_{mj}(v)E[S_{i\rightarrow m}(u-v)]dv.
\] (69)

If \( P_{i\rightarrow j} = 1 \), then the path must start with an edge \( e_{kj} \), for some \( k \in [d] \) and so \( E[B_{ij}] > 0 \) by definition. If \( k = i \), then \( E[B_{ij}] > 0 \) and so this direct link implies \( E[S_{i\rightarrow j}(u)] > 0 \). If \( k \neq i \), then we apply Eqn. (69) to \( E[S_{i\rightarrow k}(u-v)] \) on the RHS to obtain the next edge along the path. Iterating this procedure for the non-zero terms on the RHS, we obtain a path from component \( j \) to \( i \), proving that \( E[S_{i\rightarrow j}(u)] > 0 \).

\( (i) \Leftrightarrow (ii) \). We can use the same argument, now for \( \lambda \). We have that \( E[S_{i\rightarrow j}(u)] \) satisfies

\[
E[S_{i\rightarrow j}(u)] = E[B_{ij}]g_{ij}(u) + \sum_{m=1}^{d} E[B_{mj}] \int_{0}^{u} g_{mj}(v)E[S_{i\rightarrow m}(u-v)]dv,
\] (70)

due to the distributional equality for \( S_{i\rightarrow j}(u) \) that is stated in (17). A similar reasoning as above yields the result. \( \square \)

References

[1] Abate, J. & Whitt, W. (1992). Solving probability transform functional equations for numerical inversion. *Operations Research Letters* 12, 275-281.

[2] Aït-Sahalia, Y., Cacho-Diaz, J. A. & Laeven, R. J. A. (2015). Modeling financial contagion using mutually exciting jump processes. *Journal of Financial Economics* 117, 585-606.

[3] Aït-Sahalia, Y., Laeven, R. J. A. & Pelizzon, L. (2014). Mutual excitation in Eurozone sovereign CDS. *Journal of Econometrics* 183, 151-167.

[4] Andersen, P. K., Borgan, Ø., Gill, R. D. & Keiding, N. (1993). *Statistical Models Based on Counting Processes*. Springer Series in Statistics. Springer-Verlag, New York.

[5] Bacry, E., Delattre, S., Hoffmann, M. & Muzy, J. F. (2013). Some limit theorems for Hawkes processes and application to financial statistics. *Stochastic Processes and their Applications* 123, 2475-2499.

[6] Bacry, E., Mastromatteo, I. & Muzy, J. (2015). Hawkes processes in finance. *Market Microstructure and Liquidity* 01.

[7] Bingham, N. H., Goldie, C. M. & Teugels, J. L. (1987). *Regular Variation*. Cambridge University Press, Cambridge.

[8] Bordenave, C., Torrisi, G. L. (2007). Large deviations of Poisson cluster processes. *Stochastic Models* 23, 593-625.

[9] Brémaud, P. & Massoulié, L. (1996). Stability of nonlinear Hawkes processes. *Annals of Probability* 24, 1562-1588.

[10] Brillinger, D. R. (1988). Some statistical methods for random process data from seismology and neurophysiology. *Annals of Statistics* 16, 1-54.

[11] Champin, P.-A., Gandon, F. & Médini, L. (2018). SIR-Hawkes: Linking epidemic models and Hawkes processes to model diffusions in finite populations. Preprint. Available at https://arxiv.org/abs/1711.01679.

[12] Chen, Z., Dassios, A., Kuan, V., Lim, J. W., Qu, Y., Surya, B. & Zhao, H. (2020). A two-phase dynamic contagion model for COVID-19. Preprint. Available at https://www.lse.ac.uk/Statistics/Assets/Documents/Paper-Covid-19-DCP.pdf.
[13] **Crane, R. & Sornette, D.** (2008). Robust dynamic classes revealed by measuring the response function of a social system. *Proceedings of the National Academy of Sciences* 105, 15649-15653.

[14] **Da Fonseca, J. & Zaatour, R.** (2014). Hawkes process: Fast calibration, application to trade clustering and diffusive limit. *Journal of Futures Markets* 34, 548-579.

[15] **Daley, D. J. & Vere-Jones, D.** (2003). *An Introduction to the Theory of Point Processes. Volume 1: Elementary Theory and Methods.* Second Edition. Springer Science and Business Media, New York.

[16] **Dassios, A. & Zhou, H.** (2011). A dynamic contagion process. *Advances in Applied Probability* 43, 814-846.

[17] **Daw, A. & Pender, J.** (2018). Queues driven by Hawkes processes. *Stochastic Systems* 8, 192-229.

[18] **Daw, A. & Pender, J.** (2020). An ephemeral self-exciting point process. Preprint. Available at https://arxiv.org/abs/1811.04282v3.

[19] **Duffie, D., Pan, J. & Singleton, K.** (2000). Transform analysis and asset pricing for affine jump-diffusions. *Econometrica* 68, 1343-1376.

[20] **Errais, E., Giesecke, K. & Goldberg, L. R.** (2010). Affine point processes and portfolio credit risk. *Journal of Financial Mathematics* 1, 642-665.

[21] **Foss, S., Konstantopoulos, T., & Zachary, S.** (2007). Discrete and continuous time modulated random walks with heavy-tailed increments. *Journal of Theoretical Probability* 20, 581-612.

[22] **Gao, X., Zhou, X. & Zhu, L.** (2018). Transform analysis for Hawkes processes with applications in dark pool trading. *Quantitative Finance* 18, 265-282.

[23] **Gao, X. & Zhu, L.** (2018). Large deviations and applications for Markovian Hawkes processes with a large initial intensity. *Bernoulli* 24, 2875-2905.

[24] **Hawkes, A. G.** (1971). Spectra of some self-exciting and mutually exciting point processes. *Biometrika* 58, 83-90.

[25] **Hawkes, A. G. & Oakes, D.** (1974). A cluster representation of a self-exciting process. *Journal of Applied Probability* 11, 493-503.

[26] **Hawkes, A. G.** (2017). Hawkes processes and their applications to finance: A review. *Quantitative Finance* 18, 193-198.

[27] **Jaisson, T. & Rosenbaum, M.** (2015). Limit theorems for nearly unstable Hawkes processes. *Annals of Applied Probability* 25, 600-631.

[28] **Jaisson, T. & Rosenbaum, M.** (2016). Rough fractional diffusions as scaling limits of nearly unstable heavy tailed Hawkes processes. *Annals of Applied Probability* 26, 2860-2882.

[29] **Kirchner, M.** (2017). *Perspectives on Hawkes Processes.* PhD Thesis, ETH Zürich.

[30] **Koops, D. T., Saxena, M., Boxma, O. J. & Mandjes, M.** (2018). Infinite-server queues with Hawkes input. *Journal of Applied Probability* 55, 920–943.

[31] **Liniger, T. J.** (2009). *Multivariate Hawkes Processes.* PhD Thesis, ETH Zürich.

[32] **Oakes, D.** (1975). The Markovian self-exciting process. *Journal of Applied Probability* 12, 69-77.

[33] **Ogata, Y.** (1981). On Lewis’ simulation method for point processes. *IEEE Transactions on Information Theory* 27, 23-31.

[34] **Ogata, Y.** (1988). Statistical models for earthquake occurrences and residual analysis for point processes. *Journal of the American Statistical Association* 83, 9-27.

[35] **Reynaud-Bouret, P. & Schbath, S.** (2010). Adaptive estimation for Hawkes processes; application to genome analysis. *Annals of Statistics* 38, 2781-2822.

[36] **Rizoiu, M., Lee, Y., Swapnil, M. & Xie, L.** (2017). A tutorial on Hawkes processes for events in social media. Preprint. Available at https://arxiv.org/abs/1708.06401.
[41] TORRISI, G. L. (2016). Gaussian approximation of nonlinear Hawkes processes. *Annals of Applied Probability* 26, 2106-2140.

[42] ZHU, L. (2013). Central limit theorem for nonlinear Hawkes processes. *Journal of Applied Probability* 50, 760-771.

[43] ZHU, L. (2015). Large deviations for Markovian nonlinear Hawkes processes. *Annals of Applied Probability* 25, 548-581.

[44] ZWART, B., BORST, S. & MANDJES, M. (2004). Exact asymptotics for fluid queues fed by multiple heavy-tailed on-off sources. *Annals of Applied Probability* 14, 903-957.