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Abstract

Deep neural networks (DNN) have been used to model nonlinear relations between physical quantities. Those DNNs are embedded in physical systems described by partial differential equations (PDE) and trained by minimizing a loss function that measures the discrepancy between predictions and observations in some chosen norm. This loss function often includes the PDE constraints as a penalty term when only sparse observations are available. As a result, the PDE is only satisfied approximately by the solution. However, the penalty term typically slows down the convergence of the optimizer for stiff problems. We present a new approach that trains the embedded DNNs while numerically satisfying the PDE constraints. We develop an algorithm that enables differentiating both explicit and implicit numerical solvers in reverse-mode automatic differentiation. This allows the gradients of the DNNs and the PDE solvers to be computed in a unified framework. We demonstrate that our approach enjoys faster convergence and better stability in relatively stiff problems compared to the penalty method. Our approach allows for the potential to solve and accelerate a wide range of data-driven inverse modeling, where the physical constraints are described by PDEs and need to be satisfied accurately.
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1. Introduction

Models involving partial differential equations (PDE) are usually used for describing physical phenomena in science and engineering. Inverse prob-
lems [1] aim at calibrating unknown parameters in the models based on observations associated with the output of the models. In real-world inverse problems, the observed data are usually “sparse” because only part of the model outputs are observable. Examples of inverse modeling from sparse observations include learning subsurface properties from seismic data on the earth’s surface [2] and learning constitutive relations from surface deformations of 3D solid materials [3]. The mapping from partial observations to unknown parameters is usually indirect and hard to compute, and in some cases, the inverse problems are ill-conditioned [4]. Recently, neural networks have been applied to learn unknown relations in inverse modeling [5, 6, 7], which is a more challenging task since training the neural network requires differentiating both neural network and PDEs for extracting gradients.

Mathematically, we can formulate the inverse problem as a PDE-constrained optimization problem

\[
\min_{\theta} L(u) = \sum_{i \in I_{\text{obs}}} (u(x_i) - u_i)^2
\]

\[
\text{s.t. } F(\theta, u) = 0
\]

where \( L \) is the \emph{loss function} that measures the discrepancy between estimated outputs \( u \) and observed outputs \( u_i \) at locations \( \{x_i\} \). \( I_{\text{obs}} \) is the set of indices of locations where observations are available. \( F \) is the physical constraint, usually described by a system of PDEs, and \( \theta \) is the finite or infinite dimensional unknown parameter. In the case that \( \theta \) is infinite dimensional, e.g., the unknown is a function, we can approximately represent the function with a functional form such as linear combination of basis functions or a neural network, in which case \( \theta \) can be interpreted as coefficients of the functional form because there is a one-to-one correspondence between the function and its coefficients. For example, the constraint may have the form

\[
F(\theta(u), u) = 0
\]

where \( \theta(u) \) is a function that maps \( u \) to a scalar or vector value. We use a neural network to approximate unknown functions, and we interpret \( \theta \) as weights and biases in the neural network.

The physical constraints \( F(\theta, u) = 0 \) is usually solved with numerical schemes. Let the discretization scheme be \( F_h(\theta, u_h) = 0 \) where \( u_h \) is the numerical solution. We assume that the gradients \( \frac{\partial F_h}{\partial \theta} \) and \( \frac{\partial F_h}{\partial u_h} \) exist and are continuous, which is usually the case for PDE systems. For example, in the finite difference method for numerically solving PDE constraints \( F(\theta, u) = 0 \), the gradients can be computed with adjoint state methods [8, 9, 10, 11, 12]. In the context of Eq. (1), the sparse observations \( \{u_i\}_{i \in I_{\text{obs}}} \) are usually
given as point values; therefore it is most appropriate to work with a strong form partial differential equation where we can read out function values $u(x_i)$ directly from numerical solutions to $F_h(\theta, u_h) = 0$ (in weak form, point-wise values are not defined). Additionally, to compute and store the Jacobian efficiently (used for solving the nonlinear PDEs), we assume that the basis functions in the numerical scheme are local, so that the Jacobian is sparse. Many standard numerical schemes, such as finite difference methods \cite{13,14} and iso-geometric analysis \cite{15,16}, deal with strong form of PDEs and the discretization scheme is local.

The notion of sparse observations is not only important in practice but also has implications for computational methods. For example, if given full solution $u_{\text{full}}$, we can estimate $\theta$ by minimizing the residual

$$\min_\theta \| F_h(\theta, u_{\text{full}}) \|_2^2$$

This is not possible for sparse observations; instead, we must solve for $u_h$ from $F_h(\theta, u_h) = 0$ and then compare $u_h$ with observations at locations $\{x_i\}_{i \in \mathcal{I}_{\text{obs}}}$. One popular approach for solving Eq. (1) is by \textit{weakly} enforcing the physical constraints by adding a penalty term to the discretized equations \cite{17}

$$\tilde{L}_h(\theta, u_h) = L_h(u_h) + \lambda \| F_h(\theta, u_h) \|_2^2$$

In this method, both $\theta$ and $u_h$ become independent variables in the unconstrained optimization. The gradients $\frac{\partial \tilde{L}_h(\theta, u_h)}{\partial \theta}$ and $\frac{\partial \tilde{L}_h(\theta, u_h)}{\partial u_h}$ can be computed using an adjoint approach, or automatic differentiation \cite{18,19,20,21,22,23}. The gradients are provided to a gradient-based optimization algorithm for minimizing Eq. (2). The physics-informed neural network (PINN) \cite{24,25,26,27} is an example where the penalty method can be applied. The penalty method is attractive since it avoids solving $F_h(\theta, u_h) = 0$ but the drawback is that the physical constraints are not satisfied exactly, and the number of optimization variables increases by including $u_h$ (either the discretized values or coefficients in the surrogate models). The number of extra degrees of freedom can be very large for dynamical problems, in which case $u_h$ is a collection of all solution vectors at each time step.

Another approach is to enforce the physical constraint by numerically solving the equation $F_h(\theta, u_h) = 0$ \cite{27,28,29}. The solution $u_h(x; \theta)$ depends on $\theta$ and the objective function becomes

$$\tilde{L}_h(\theta) = L_h(u_h(x; \theta))$$

The optimal $\theta$ can be found using the gradient function

$$\nabla_\theta L_h(u_h(x; \theta))$$

(3)
The challenge is solving the equation $F_h(\theta, u_h) = 0$ and computing Eq. (3). If $F_h(\theta, u_h)$ is nonlinear in $u_h$, we need the Jacobian $\frac{\partial F_h}{\partial u_h}$ in the Newton-Raphson method [30]. For computing Eq. (3), the finite difference method has been applied to this kind of problem but suffers from the curse of dimensionality and stability issues [31, 13]. Adjoint methods [8] can be used but can be time-consuming and error-prone to derive and implement.

We propose physics constrained learning (PCL) that enforces the physical constraint by solving $F_h(\theta, u_h) = 0$ numerically and uses reverse mode automatic differentiation and forward Jacobian propagation to extract the gradients and Jacobian matrices. The key is computing the gradient of the coupled system of neural networks and numerical schemes efficiently. It is worth mentioning that we optimize the storage and computational cost of Jacobian matrices calculation by leveraging their sparsity. However, if the solution representation is nonlocal, such as that in PINNs, the corresponding Jacobian matrices are dense, and thus enforcing physical constraints by solving the PDE system is challenging.

Our major finding is that compared to the penalty method, the convergence of PCL is potentially more robust and faster due to fewer iterations for stiff problems, despite each iteration being more expensive. Additionally, PCL does not require selecting a penalty parameter and therefore requires less effort to choose hyper-parameters. The PCL also simplifies the implementation by calculating gradients and Jacobians automatically using the reverse mode automatic differentiation and forward Jacobian propagation techniques. By formulating the observations and loss function $L(u)$ in terms of weak solutions (i.e., an integral of the product of the weak solution and a test function), the PCL can be generalized to numerical schemes that deal with weak form solutions such as finite element analysis. Therefore, the PCL promises to benefit a wide variety of inverse modeling problems.

We consider several applications of PCL for physics-based machine learning. We compare PCL with the penalty method, and we demonstrate that, in our benchmark problems,

1. PCL enjoys faster convergence with respect to the number of iterations to converge to a predetermined accuracy. Particularly, we observe a $10^4$ times speed-up compared with the penalty method in the Helmholtz problem. We also prove a convergence result, which shows that for the chosen model problem, the condition number in the penalty method is much worse than that of PCL.

2. PCL exhibits mesh independent convergence, while the penalty method does not scale with respect to the number of iterations as well as PCL when we refine the mesh.
3. PCL is more robust to noise and neural network architectures. The penalty method includes the solution \( u_h \) as independent variables to optimize, and the optimizer may converge to a nonphysical local minimum.

The outline of the paper is as follows: in Section 2 we formulate the discrete optimization problem and discuss two different approaches: penalty methods and constraint enforcement methods. In Section 3 we present numerical benchmarks and compare the penalty methods and PCL. Finally, in Section 4 we summarize our results and discuss the limitations of PCL.

2. Data-driven Inverse Modeling with Sparse Observations

2.1. Problem Formulation and Notation

When the inverse problem Eq. (1) is discretized, \( u \) and the output of \( F \) will be vectors. We use the notation \( u_h, L_h, F_h \) to denote \( u, L, F \) in the discretized problem. \( L_h : \mathbb{R}^n \rightarrow \mathbb{R}, F_h : \mathbb{R}^d \times \mathbb{R}^n \rightarrow \mathbb{R}^n \) are continuously differentiable functions. The discretized problem can be stated as

\[
\min_{\theta} L_h(u_h)
\]
\[
\text{s.t. } F_h(\theta, u_h) = 0
\]

For example, if we observe values of \( u(x), \{u_i\}_{i \in I_{\text{obs}}} \), at location \( \{x_i\} \), we can formulate the loss function with least squares

\[
L_h(u_h) = \sum_{i \in I_{\text{obs}}} (u_h(x_i) - u_i)^2
\]

\( F_h(\theta, u_h) \) is the residual in the discretized numerical scheme.

**Example 1.** In finite element analysis, if the system is linear, we have

\[
F_h(\theta, u_h) = A(\theta)u_h - b
\]

where \( b \) is the external load vector and \( A(\theta) \) is the stiffness matrix of finite element analysis, taking into account the boundary conditions.

2.2. Penalty Method

The penalty method (PM) incorporates the constraint \( F_h(\theta, u_h) = 0 \) into the system by penalizing the term with a suitable norm (e.g., 2-norm in this work). We consider the class of differentiable penalized loss function

\[
\tilde{L}_{h,\lambda}(\theta, u_h) := L_h(u_h) + \lambda \|F_h(\theta, u_h)\|_2^2
\]
where $\lambda \in (0, \infty)$. The term $\lambda$ is called the multiplier of the penalty method and is used to control to what extent the constraint is enforced. We will omit the subscript $\lambda$ when it is clear from the context.

In the penalty method, the constraint may not be satisfied exactly. However, if the value $\lambda$ is made suitably large, the penalty term $\lambda \|F_h(\theta, u_h)\|_2^2$ will impose a large cost for violating the constraint. Hence the minimization of the penalized loss function will yield a solution with small value in the residual term $F_h(\theta, u_h)$. However, a large $\lambda$ places less weight on the objective function $L_h(u_h)$. A proper choice of $\lambda$ for a desirable trade-off is nontrivial in many cases.

The penalty method can be visualized in Figure 1-left, where $\theta$ and $u_h$ both serve as trainable parameters. In the gradient-based optimization algorithm discussed in the next section, the gradients are back-propagated from the loss function to both $\theta$ and $u_h$ separately.

Figure 1: Schematic illustration of penalty method (left) and PCL (right).

The following theorem ensures that the penalty method converges to the optimal point under certain conditions

**Theorem 2.1.** Assume that $L_h$ and $F_h$ are continuously differentiable functions, $\lambda \in (0, \infty)$ and the feasible set

$$S = \{u_h \in \mathbb{R}^n : F_h(\theta, u_h) = 0\}$$

is not empty. Assume $u^k$ is the global minimum of $\tilde{L}_{h,\lambda_k}(\theta, u_h)$ at step $k$ of the algorithm, and $\lambda_k \to \infty$ as $k \to \infty$. Then the sequence $\{u^k\}$ converges to the solution of Eq. (4) as $k \to \infty$.

**Proof.** See [32].

In practice, Theorem 2.1 may be of limited use since it requires solving a sequence of hard-to-solve unconstrained minimization problems. Still, under certain assumptions, it can provide an approximate solution of Eq. (4).
2.3. Physics Constrained Learning

We present an algorithm to compute the gradients of the loss function with respect to $\theta$ while numerically satisfying the physical constraint during optimization (Figure 1-right). We denote the numerical solution to $F_h(\theta, u_h) = 0$ by $u_h$, i.e.,

$$F_h(\theta, G_h(\theta)) = 0$$

(5)

The new loss function becomes

$$\tilde{L}_h(\theta) = L_h(G_h(\theta))$$

To derive the gradient $\frac{\partial \tilde{L}_h(\theta)}{\partial \theta}$, we apply the implicit function theorem to Eq. (5) and obtain

$$\frac{\partial F_h(\theta, u_h)}{\partial \theta} + \frac{\partial F_h(\theta, u_h)}{\partial u_h} \frac{\partial G_h(\theta)}{\partial \theta} = 0 \quad \Rightarrow$$

$$\frac{\partial G_h(\theta)}{\partial \theta} = -\left(\frac{\partial F_h(\theta, u_h)}{\partial u_h}\right)^{-1} \frac{\partial F_h(\theta, u_h)}{\partial \theta}$$

Therefore we have

$$\frac{\partial \tilde{L}_h(\theta)}{\partial \theta} = \frac{\partial L_h(u_h)}{\partial u_h} \frac{\partial G_h(\theta)}{\partial \theta}$$

$$= -\frac{\partial L_h(u_h)}{\partial u_h} \left(\frac{\partial F_h(\theta, u_h)}{\partial u_h}\right)_{u_h=G_h(\theta)}^{-1} \left.\frac{\partial F_h(\theta, u_h)}{\partial \theta}\right|_{u_h=G_h(\theta)}$$

(6)

Now we discuss how to compute Eq. (6) efficiently. Assume that the number of parameters in $\theta$ is $p$, the degrees of freedom of $u_h$ is $N$, the complexity of solving a linear system with coefficient matrix $\frac{\partial F_h(\theta, u_h)}{\partial u_h}$ is $C$ (together with boundary conditions) and the complexity of evaluating $F_h(\theta, u_h)$ is $C'$. Additionally, in the following complexity estimation, we assume that we have already solved $F_h(\theta, u_h) = 0$ and obtain the solution vector $u_h$. There are in general two strategies to compute Eq. (6):

1. We compute Eq. (6) from right to left, i.e., compute

$$z = \left(\frac{\partial F_h}{\partial u_h}\right)_{u_h=G_h(\theta)}^{-1} \left.\frac{\partial F_h}{\partial \theta}\right|_{u_h=G_h(\theta)}$$

which has cost $O(pC)$ and then compute

$$\frac{\partial L_h(u_h)}{\partial u_h} z$$

$$= 1 \times N$$

$$1 \times N$$
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which has cost $\mathcal{O}(Np)$. The total cost is $\mathcal{O}(\max\{Np, pC\}) = \mathcal{O}(pC)$ (typically $C$ is at least $\mathcal{O}(N)$).

2. We first compute

$$w^T = \frac{\partial L_h(u_h)}{\partial u_h} \left( \left. \frac{\partial F_h}{\partial u_h} \right|_{u_h = G_h(\theta)} \right)^{-1}_{1 \times N}$$

which is equivalent to solving a linear system

$$\left( \left. \frac{\partial F_h}{\partial u_h} \right|_{u_h = G_h(\theta)} \right)^T w = \left( \left. \frac{\partial L_h(u_h)}{\partial u_h} \right|_{u_h = G_h(\theta)} \right)^T$$

with cost $\mathcal{O}(C)$, and then compute (in the following operation, we assume $w$ is independent of $\theta$)

$$w^T \frac{\partial F_h}{\partial \theta} \bigg|_{u_h = G_h(\theta)} = \frac{\partial (w^T F_h(\theta, u_h))}{\partial \theta} \bigg|_{u_h = G_h(\theta)}$$

If we apply reverse mode automatic differentiation, using fused-multiply adds, denoted by OPS, as a metric of computational complexity, we have [33, 34]

$$\text{OPS} \left( \frac{\partial (w^T F_h(\theta, u_h))}{\partial \theta} \right) \leq 4 \text{OPS}(F_h(\theta, u_h))$$

Therefore, the total computational cost will be $\mathcal{O}(\max\{C', C\})$.

In the case when $p$ is large, e.g., $p$ are the weights and biases of a neural network, the second approach is preferable. Hence, we adopt the second strategy in our implementation.

In many physical simulations, we need to solve a linear system, which can be expressed as

$$F_h(\theta_1, \theta_2, u_h) = \theta_1 - A(\theta_2)u_h = 0$$

(9)

Applying Eq. (6) to Eq. (9), we have

$$p := \frac{\partial \tilde{L}_h(\theta_1, \theta_2)}{\partial \theta_1} = \frac{\partial L_h(u_h)}{\partial u_h} A(\theta_2)^{-1}$$

$$q := \frac{\partial \tilde{L}_h(\theta_1, \theta_2)}{\partial \theta_2} = -\frac{\partial L_h(u_h)}{\partial u_h} A(\theta_2)^{-1} \frac{\partial A(\theta_2)}{\partial \theta_2}$$
which is equivalent to
\[ A^T p^T = \left( \frac{\partial L_h(u_h)}{\partial u_h} \right)^T \]

\[ q = -p \frac{\partial A(\theta_2)}{\partial \theta_2} \]

In the following, we consider a concrete example of Eq. (9).

**Example 2.** We consider the following example: solve an inverse modeling problem with the 1D Poisson equation, with \( F(\theta, u) = 0 \) expressed as

\[ \frac{\partial}{\partial x} \left( f(u(x); \theta) \frac{\partial u(x)}{\partial x} \right) = g(x) \quad x \in (0, 1) \]

\[ u(0) = u(1) = 0 \] (10)

where \( f(u(x); \theta) \) is a function of \( u(x) \) parametrized by an unknown parameter \( \theta \). For example, \( f(u(x); \theta) \) can be a neural network which maps \( u(x) \) to a scalar value and \( \theta \) are the weights and biases. The sparse observations are \( u_{i, \text{obs}} \), the true values of \( u(x) \) at location \( i \in I_{\text{obs}} \), and \( I_{\text{obs}} \subset \mathbb{N} \) is a set of location index.

We apply the finite difference method to Eq. (10). We discretize \( u \) on a uniform grid with interval length \( h \) and node \( x_i = \frac{i-1}{n}, \quad i = 1, 2, \ldots, n+1 \). \( u_i \) denotes the discretized values at \( x_i \), \( u_h = [u_1, u_2, \ldots, u_{n+1}] \) and \( g_i = g(x_i) \). The corresponding \( F_h(\theta, u_h) \) is

\[ F_h(\theta, u_h)_i = f \left( \frac{u_i + u_{i+1}}{2}; \theta \right) \frac{u_{i+1} - u_i}{h^2} - f \left( \frac{u_i + u_{i-1}}{2}; \theta \right) \frac{u_i - u_{i-1}}{h^2} - g_i \]

\[ i = 2, 3, \ldots, n \]

\[ u_1 = u_{n+1} = 0 \]

Assume that the observations are located exactly at some of the grid nodes, the loss function can be formulated as

\[ L_h(u_h) = \sum_{i \in I_{\text{obs}}} (u_i - u_{i, \text{obs}})^2 \]

and therefore, we have

\[ \frac{\partial L_h(u_h)}{\partial u_h} = \begin{cases} 2 (u_i - u_{i, \text{obs}}) & i \in I_{\text{obs}} \\ 0 & i \notin I_{\text{obs}} \end{cases} \] (11)
The Jacobian of $F_h(\theta, u_h)$ with respect to $u_h$ is

$$\frac{\partial F_h(\theta, u_h)_i}{\partial u_h,j} = \frac{\partial}{\partial u} f \left( \frac{u_i + u_{i+1}}{2}; \theta \right) \frac{\delta_{i,j} + \delta_{i+1,j}}{2} \frac{u_{i+1} - u_i}{h^2}$$

$$+ f \left( \frac{u_i + u_{i+1}}{2}; \theta \right) \frac{\delta_{i+1,j} - \delta_{i,j}}{h^2}$$

$$- \frac{\partial}{\partial u} f \left( \frac{u_i + u_{i-1}}{2}; \theta \right) \frac{\delta_{i,j} + \delta_{i-1,j}}{2} \frac{u_i - u_{i-1}}{h^2}$$

$$- f \left( \frac{u_i + u_{i-1}}{2}; \theta \right) \frac{\delta_{i,j} - \delta_{i-1,j}}{h^2}$$

where

$$\delta_{ij} = \begin{cases} 
1 & i = j \\
0 & i \neq j 
\end{cases}$$

Note that for fixed $i$, $\frac{\partial F_h(\theta, u_h)_i}{\partial u_j}$ can only be nonzero for $j = i - 1, i, i + 1$ and therefore the Jacobian matrix is sparse.

Additionally, we have

$$\frac{\partial F_h(\theta, G_h(\theta))}{\partial \theta} = \nabla_{\theta} f \left( \frac{u_i + u_{i+1}}{2}; \theta \right) \frac{u_{i+1} - u_i}{h^2}$$

$$- \nabla_{\theta} f \left( \frac{u_i + u_{i-1}}{2}; \theta \right) \frac{u_i - u_{i-1}}{h^2}$$

Using the results from Eqns. (11) to (13) and the formula Eq. (6) we obtain the gradient $\frac{\partial \tilde{L}_h(\theta)}{\partial \theta}$.

**Remark 1.** In practice, if the system of PDEs or the relation between $f(u; \theta)$ and $\theta$ is complex (e.g., a neural network), deriving and implementing Eqns. (12) and (13) are challenging. Fortunately, we can compute those terms using automatic differentiation techniques. We present the technical details in [Appendix E] and [Appendix F].

### 2.4. Analysis of PCL

In the penalty method, the constraint $F(\theta, u) = 0$ is imposed by including a penalty term $\|F_h(\theta, u_h)\|_2^2$ in the loss function, and the summation of the penalty term and the observation error is minimized simultaneously with gradient descent methods. Intuitively, if the problem $F_h(\theta, u_h) = 0$ is stiff, the penalty method suffers from slow convergence due to worse condition number of the least square loss $\|F_h(\theta, u_h)\|_2^2$ compared to the original problem $F_h(\theta, u_h) = 0$. 
In this section, we analyze the convergence by considering a model problem
\[
\min_{\theta} \| u - u_0 \|_2^2 \\
\text{s.t. } Au = \theta y
\]
where \( \theta \in \mathbb{R} \) is unknown and \( A \) is a nonsingular square coefficient matrix. For simplicity, assume that the true value for \( \theta \) is 1, and \( u_0 = A^{-1}y \).

In PCL, we have
\[
\bar{L}_h(\theta) = \| \theta A^{-1} y - u_0 \|_2^2 = (\theta - 1)^2 \| u_0 \|_2^2
\]
which is a quadratic function in \( \theta \) and can be minimized efficiently using gradient-based method. Nevertheless, we have to solve \( Au = y \), and the computational cost usually depends on the condition number \( \kappa(A) \).

In the penalty method, the new loss function is
\[
\min_{\theta, u_h} \bar{L}_h(\theta, u_h) = \| u_h - u_0 \|_2^2 + \lambda \| Au_h - \theta y \|_2^2 \tag{14}
\]
Eq. (14) is equivalent to a least square problem \( \min_{\theta} \| A\theta - y \|_2^2 \) with the coefficient matrix and the right hand side
\[
A_{\lambda} = \begin{bmatrix}
I & 0 \\
\sqrt{\lambda}A & -\sqrt{\lambda}y
\end{bmatrix}, \quad y = \begin{bmatrix}
u_0 \\
0
\end{bmatrix}
\]
The least-square problem has a condition number that is at least \( \kappa(A)^2 \) asymptotically, which is implied by the following theorem:

**Theorem 2.2.** The condition number of \( A_{\lambda} \) is
\[
\liminf_{\lambda \to \infty} \kappa(A_{\lambda}) \geq \kappa(A)^2
\]
and therefore, the condition number of the unconstrained optimization problem from the penalty method is the square of that from PCL asymptotically.

**Proof.** Assume that the singular value decomposition of \( A \) is
\[
A = U\Sigma V^T
\]
where
\[
\Sigma = \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_n)
\]
Without loss of generality, we assume \( \sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_n > 0 \). We have
\[
A_{\lambda} = \lambda \begin{bmatrix}
V & 0 \\
0 & 1
\end{bmatrix} \begin{bmatrix}
\lambda I + \Sigma^2 & \alpha \\
\alpha^T & s
\end{bmatrix} \begin{bmatrix}
V^T & 0 \\
0 & 1
\end{bmatrix}
\]
for
\[ s = y^T y, \quad \alpha = -\Sigma^T y \]

Note
\[ B = \begin{bmatrix} \frac{1}{\lambda} I + \Sigma^2 & \alpha \\ \alpha^T & s \end{bmatrix} \]
is an arrowhead matrix and its eigenvalues are expressed by the zeros of
\[ f(x) = s - x - \sum_{i=1}^{n} \frac{\alpha_i^2}{\sigma_i^2 + \frac{1}{\lambda}} - x \]

Note that
\[ \lim_{x \to (\sigma_i^2 + \frac{1}{\lambda})^+} f(x) \to +\infty, \quad \lim_{x \to (\sigma_i^2 + \frac{1}{\lambda})^-} f(x) \to -\infty \]
and
\[ \lim_{x \to +\infty} f(x) = -\infty, \quad \lim_{x \to -\infty} f(x) = +\infty \]

We infer that the \( n + 1 \) eigenvalues of \( B \) are located in \((0, \sigma_1^2 + \frac{1}{\lambda}), (\sigma_1^2 + \frac{1}{\lambda}, \sigma_2^2 + \frac{1}{\lambda}), \ldots, (\sigma_n^2 + \frac{1}{\lambda}, +\infty)\). The smallest eigenvalue of \( B \) is positive since \( A \) is positive definite and so is \( B \).

Therefore, we deduce that \( \kappa(A_\lambda) \geq \frac{\sigma_1^2 + \frac{1}{\lambda}}{\sigma_1^2 + \frac{1}{\lambda}}, \) thus
\[ \lim_{\lambda \to \infty} \inf \kappa(A_\lambda) \geq \frac{\sigma_n^2}{\sigma_1^2} = \kappa(A)^2 \]

\[ \square \]

3. Numerical Benchmarks

In this section, we perform four numerical benchmarks and compare physics constrained learning (PCL) and the penalty method (PM). Unless specified, we use L-BFGS-B\(^\text{[32, 36]}\) to minimize the loss function for both methods, and use the same tolerance \( \varepsilon = 10^{-12} \) for the gradient norm and the relative function change, i.e., we stop the iteration if
\[ \|\nabla l(z)\| < \varepsilon, \quad \left| \frac{l(z) - l(z')}{l(z')} \right| < \varepsilon \]

where \( z \) and \( z' \) represent the candidate parameter at the current and previous step and

**PCL:** \( z = \theta, \quad l(z) = \tilde{L}_h(\theta) \)

**PM:** \( z = (\theta, u_h), \quad l(z) = \tilde{L}_h(\theta, u_h) \)
To show that PCL is applicable for various numerical schemes and PDEs, we test various PDEs, numerical schemes and inverse problem types, which are listed in Table 1.

| Example | PDE            | Numerical Scheme | Unknown Type |
|---------|----------------|------------------|--------------|
| 1       | Linear Static  | IGA              | Parameter    |
| 2       | Nonlinear Static| FD               | Function     |
| 3       | Nonlinear Dynamic| FVM             | Function     |

Table 1: Numerical Benchmarks. IGA is short for the isogeometric analysis; FD is short for the finite difference method. FVM is short for the finite volume method. When the unknown type is a function, we use a deep neural network to approximate the unknown function and couple it with numerical schemes.

3.1. Parametric Inverse Problem: Helmholtz Equation

We consider the inverse problem for a Helmholtz equation [37, 38, 39]. Let \( \Omega \) be a bounded domain in 2D, and the Helmholtz equation is given by

\[
\Delta u + k^2 g(x) u = 0 \tag{15}
\]

with the Dirichlet boundary condition

\[
u(x) = u_0(x), \quad x \in \partial \Omega \tag{16}
\]

where \( u(x) \) denotes the electric field, the amplitude of a time-harmonic wave, or orbitals for an energy state depending on the models. The parameter \( k \) is the frequency and \( g(x) \) is a physical parameter. In the applications, we want to recover \( g(x) \) based on boundary measurements, i.e., the values of \( u(x) \) and \( h(x) = \frac{\partial u}{\partial n}(x) \). \( g(x) \) are given in a parametric form

\[
g(x) = ax^2 + bxy + cy^2 + dx + ey + f, \quad x = (x, y)
\]

where \( \theta = (a, b, c, d, e, f) \) are unknown parameters.

Assume we have observed \( h_i \), i.e., the values of \( \frac{\partial u}{\partial n}(x) \) on the boundary points \( \{x_i\}_{i \in \mathcal{I}_{\text{obs}}} \), the optimization problem can be formulated as

\[
\min_{\theta} L(u) = \frac{1}{n_{\text{obs}}} \sum_{i \in \mathcal{I}_{\text{obs}}} \left( \frac{\partial u}{\partial n}(x_i) - h_i \right)^2 \tag{17}
\]

s.t. \( F_h(\theta, u_h) = 0 \)

Here \( F_h(\theta, u_h) = 0 \) is the IGA discretization of Eq. (15) with the boundary condition Eq. (16).
Figure 2: Solution profiles of Eq. (15) for a square domain and a quarter of annulus domain. The three rows correspond to $k = 0.5$, $k = 0.75$ and $k = 1.0$. 
For verification, we use the parameters $\theta^* = (5, 0, 2, 0, 0, 0)$, i.e.,

$$g(x) = 5x^2 + 2y^2$$

The boundary condition is given by $u_0(x) \equiv 1$. We consider a square domain and a quarter of an annulus domain. The solution profiles are shown in Figure 2 for different $k$. The error of the inverse modeling problem is measured by

$$\text{error} = \|\theta - \theta^*\|_2$$

where $\theta$ is the estimated parameter by solving Eq. (17).

We apply both PM and PCL to this problem. The PCL method exhibits a dramatic acceleration of convergence in terms of the number of iterations. PCL can achieve the same accuracy, such as $10^{-3}$ with only a few iterations,
Figure 4: Convergence comparison of PM and PCL for the curved pipe domain.
compared with more than $10^4$ iterations for PM. Moreover, PCL can achieve better accuracy than PM, as demonstrated by the error in Figures 3 and 4.

PCL is also more scalable to mesh sizes. We apply $h$-refinement to the meshes in Figures 3 and 4. We see that the PM method requires more iterations to converge to the same accuracy. The number of iterations in the PCL method is less sensitive to the mesh sizes, although a larger sparse linear system is solved per iteration. Another observation is that PCL converges faster for smaller frequencies. However, PM does not exhibit such properties in our test cases.

3.2. Physics Based Machine Learning: Static Problem

In this example, we consider the equation

$$-\nabla \cdot (f(u) \nabla u) = h(x) \quad \text{in } \Omega$$
$$u = u_0(x) \quad \text{on } \partial \Omega$$

(18)

where $\Omega = [0, 1]^2$. We assume that $f(u) \in \mathbb{R}^{2 \times 2}$ and has the form

$$f(u) = \begin{bmatrix} f_1(u) & 0 \\ 0 & f_2(u) \end{bmatrix}$$

We test four sets of $f(u)$ (Figure 5)

1. Test Function Set 1

$$f_1(u) = 0.1 + u^{3.1}, \quad f_2(u) = 0.1 + u^{3.5}$$

2. Test Function Set 2

$$f_1(u) = 0.1 + 0.1 \cos(u), \quad f_2(u) = 0.1 + 0.1 \sin(u)$$

3. Test Function Set 3

$$f_1(u) = 0.1 + u^3, \quad f_2(u) = 0.1 + \frac{0.1}{1 + u^2}$$

4. Test Function Set 4

$$f_1(u) = 0.1 + u^2, \quad f_2(u) = 0.1 + \max(0, u - 0.3)$$

We use a deep neural network to approximate $f$, which takes $u$ as input and outputs $f_1(u; \theta)$ and $f_2(u; \theta)$ ($\theta$ is the weights and biases)

$$f_{\theta}(u) = \begin{bmatrix} f_1(u; \theta) & 0 \\ 0 & f_2(u; \theta) \end{bmatrix}$$
Figure 5: Test function sets. Note in test function set 4, \( f_2(u) \) does not have continuous derivatives at \( u = 0.3 \).
The neural network is a \( k \) hidden layer (we test multiple options: \( k = 1, \ldots, 5 \)) and has 20 neurons per layer and \texttt{tanh} activation functions since it is continuously differentiable and bounded so it does not create extreme values in the intermediate layers.

The full solution on the grid is solved numerically and used as an observation, but the codes developed for this problem also work for sparse solutions. For PCL, we discretize Eq. (18) with the finite difference method on a 31 \( \times \) 31 uniform grid. We demonstrate that even with this simple fully-connected architecture, the neural network can learn \( f(u) \) reasonably well. We compare PCL with PM; we vary the neural network architectures (different hidden layers) and penalty parameters \( \lambda \) for PM, which we denote PM-\( \lambda \). The error is reported by

\[
\sqrt{\sum_{i=1}^{N+1} (f_1(u_i) - f_1(u_i; \theta))^2 + \sum_{i=1}^{N+1} (f_2(u_i) - f_2(u_i; \theta))^2}
\]

where \( f_1(u; \theta) \) and \( f_2(u; \theta) \) are the first and second outputs of the neural network with parameter \( \theta \). \( u_i = 0.6 \frac{i-1}{N} \) for \( i = 1, 2, \ldots, N + 1 \) (\( N = 99 \) in our case); we choose 0.6 since \([0, 0.6]\) is the region where the solution \( u \) is. We run the experiments for sufficiently long time so that the parameters nearly converge to a local minimum.

Tables 2 to 5 show the error for the four test function sets. Additionally, we show the relative error for each \( u \) in Figure 6 for PCL and PM-0.01. We can see that PCL outperforms PM in almost all cases, regardless of the neural network architectures. PM performs better than PCL only in a few cases, such as in the test function set 1 with \( \lambda = 0.01 \) and \( \lambda = 1 \) and the test function set 3 with \( \lambda = 0.01 \); for other \( \lambda \) and neural network architectures, PM fails to converge to the true functions. The sensitivity to the neural network hyperparameters and penalty parameters can be a difficulty when applying the penalty method. PM introduces more dependent variables for optimization, and, therefore, it is likely that the optimizer converges to a local minimum that is nonphysical. Note that the accuracy does not necessarily improve as we increase the number of hidden layers because larger neural networks are harder to optimize.

3.3. Physics Based Machine Learning: Time-Dependent PDEs

Finally, we consider the inverse problem of time-dependent PDEs. We consider the two-phase flow problem [40], in which we derive the governing equations from the conservation of mass and momentum (Darcy’s law) for each phase

\[
\frac{\partial}{\partial t} (\phi S_i \rho_i) + \nabla \cdot (\rho_i \mathbf{v}_i) = \rho_i q_i, \quad i = 1, 2
\]
| Method\Hidden Layers | 1       | 2       | 3       | 4       | 5       |
|----------------------|---------|---------|---------|---------|---------|
| PCL                  | $1.6 \times 10^{-2}$ | $1.1 \times 10^{-2}$ | $2.7 \times 10^{-2}$ | $4.5 \times 10^{-2}$ | $3.5 \times 10^{-2}$ |
| PM-0.0               | 1.7     | $9.7 \times 10^{-1}$ | $7.8 \times 10^{-1}$ | $1.9 \times 10^{-3}$ | 2.8     |
| PM-0.1               | 7.2     | 5.3     | 3.7     | 8.8     | 2.1     |
| PM-1                 | 1.8     | 5.2     | 2.9     | $4.2 \times 10^{-3}$ | 1.7     |
| PM-10                | 7.4     | 2.8     | 1.9     | 4.7     | 1.8     |
| PM-100               | 2.1     | 2.6     | 3.0     | 3.9     | 2.6     |

Table 2: Error for test function set 1.

| Method\Hidden Layers | 1       | 2       | 3       | 4       | 5       |
|----------------------|---------|---------|---------|---------|---------|
| PCL                  | $4.1 \times 10^{-5}$ | $2.4 \times 10^{-4}$ | $6.8 \times 10^{-4}$ | $1.1 \times 10^{-3}$ | $3.8 \times 10^{-3}$ |
| PM-0.0               | $8.0 \times 10^{-1}$ | 1.5     | $9.3 \times 10^{-1}$ | $1.9 \times 10^{-3}$ | 4.9     |
| PM-0.1               | 3.8     | 1.9     | $1.1 \times 10^{1}$ | 6.7     | 1.6     |
| PM-1                 | 2.3     | $2.8 \times 10^{-3}$ | $2.4 \times 10^{1}$ | 2.7     | 2.7     |
| PM-10                | 3.2     | 2.7     | $1.6 \times 10^{-2}$ | 2.6     | 2.9     |
| PM-100               | 3.2     | 2.1     | 2.6     | 2.5     | 2.8     |

Table 3: Error for test function set 2.

| Method\Hidden Layers | 1       | 2       | 3       | 4       | 5       |
|----------------------|---------|---------|---------|---------|---------|
| PCL                  | $8.7 \times 10^{-3}$ | $3.0 \times 10^{-2}$ | $2.9 \times 10^{-2}$ | $3.4 \times 10^{-2}$ | $5.4 \times 10^{-2}$ |
| PM-0.0               | 8.0     | 5.6     | 4.5     | $1.1 \times 10^{-2}$ | 1.0     |
| PM-0.1               | 5.3     | $3.8 \times 10^{1}$ | 8.0     | 6.4     | 7.2     |
| PM-1                 | $1.9 \times 10^{1}$ | $3.0 \times 10^{-2}$ | 4.3     | $2.0 \times 10^{1}$ | 2.3     |
| PM-10                | 3.6     | 4.4     | $2.7 \times 10^{-2}$ | $1.1 \times 10^{1}$ | 4.6     |
| PM-100               | 1.6     | 5.3     | 4.2     | $8.9 \times 10^{-2}$ | 4.4     |

Table 4: Error for test function set 3.

| Method\Hidden Layers | 1       | 2       | 3       | 4       | 5       |
|----------------------|---------|---------|---------|---------|---------|
| PCL                  | $3.1 \times 10^{-1}$ | $8.4 \times 10^{-1}$ | $2.3 \times 10^{-1}$ | $1.2 \times 10^{-1}$ | $1.4 \times 10^{-1}$ |
| PM-0.0               | $2.1 \times 10^{-1}$ | 4.8     | $7.3 \times 10^{-1}$ | 2.5     | 4.1     |
| PM-0.1               | 3.7     | $2.0 \times 10^{1}$ | 7.2     | 4.8     | 5.4     |
| PM-1                 | 4.3     | $1.7 \times 10^{1}$ | 3.2     | 5.9     | 4.3     |
| PM-10                | 4.4     | 3.3     | 7.1     | 2.3     | 9.7     |
| PM-100               | 3.1     | $8.2 \times 10^{-1}$ | 3.1     | 3.8     | 3.1     |

Table 5: Error for test function set 4.
Figure 6: The relative error for PCL and PM-0.01 for different test function sets.
Here $\phi$ denotes porosity, $S_i$ denotes the saturation of the $i$-th phase, $\rho_i$ denotes fluid density, $v_i$ denotes the volumetric velocity, and $q_i$ stands for injection rates of the source. The saturation of two phases should add up to 1, that is,

$$S_1 + S_2 = 1 \tag{20}$$

Darcy’s law has the following form

$$v_i = -\frac{K k_{ri}}{\mu_i} (\nabla P_i - g \rho_i \nabla Z), \quad i = 1, 2 \tag{21}$$

where $K$ is the permeability tensor and for simplicity we assume that $K$ is a spatially varying scalar value (Figure 7). $\mu_i$ is the viscosity, $P_i$ is the fluid pressure, $g$ is the gravitational acceleration constant, and $Z$ is the vector in the downward vertical direction. The relative permeability is written as $k_{ri}$, a dimensionless measure of the effective permeability of that phase, and a function of $S_1$ (or $S_2$ equivalently since $S_1 + S_2 = 1$). The relative permeability depends on the saturation $S_i$ and many empirical relations are used for approximations. For example, the Corey correlation assumes that the relative permeability is a power law in saturation. Another commonly used model is the LET-type correlation, which has the following form (recall that $S_2 = 1 - S_1$ so that $k_{ri}$ can be viewed as a function of $S_1$ alone)

$$k_{r1}(S_1) = \frac{k_{r1}^0 S_1^{L_1}}{S_1^{L_1} + E_1 S_2^{T_1}} \tag{22}$$

Here $k_{r1}^0, L_i, E_i, T_i$ are degrees of freedoms that can be used to control the magnitude and shape of the measured relative permeability curves. In this problem, we assume the true model for relative permeability is Eq. (22) with parameter $k_{r1}^0 = 0.6, L_1 = L_2 = 1.8, E_1 = E_2 = 2.1, T_1 = T_2 = 2.3$. Finally, for numerical simulation of the system, we adopt the zero initial condition and no-flow boundary condition

$$v_i \cdot n = 0, \quad i = 1, 2 \tag{23}$$

We adopt a nonlinear implicit scheme for solving the PDE system since it is unconditionally stable. We refer readers to [43] for the numerical scheme and implementation details. The nonlinear implicit step involves solving

$$\phi(S_2^{n+1} - S_2^n) - \nabla \cdot (m_2(S_2^{n+1})K \nabla \Psi_2^n) \Delta t = \left( q_2^n + \frac{m_2(S_2^{n+1})}{m_1(S_2^{n+1})} \right) \Delta t \tag{24}$$
where $n$ stands for the time step $n$ and $\Delta t$ is the time step. $\Psi^2_n$ is the fluid potential and can be computed using $S^2_n$ (see [43] for details) and

$$m_i(s) = \frac{k_{ri}(s)}{\mu_i}$$

We apply the Newton-Raphson algorithm to solve the nonlinear equation Eq. (24). This means we need to compute $m'_i(s)$. We implement an efficient custom operator for solving Eq. (24) where the linear system is solved with algebraic multi-grid methods [44, 45].

We assume that we can measure the saturation $S_1$, denoted as $\hat{S}_1^n(x_i)$ ($n$ denotes the time step), at multiple locations $\{x_i\}_{i \in I_{obs}}$ (the magenta markers in Figure 8). The saturation model Eq. (22) is unknown to us. In this setting, we cannot measure or compute $K$ and $S_i$ directly at all locations, and, therefore, it is impossible to build the saturation model $K_{ri}$ by direct curve fitting. Instead, we use two neural networks to approximate the saturation models

$$f_1(S_1; \theta_1) \approx k_{r1}(S_1) \quad f_2(S_1; \theta_2) \approx k_{r2}(S_1)$$

where $\theta_1$ and $\theta_2$ are the weights and biases for two neural networks. The neural network is constrained to output values between $(0,1)$ by applying

$$x \mapsto \frac{\tanh(x) + 1}{2}$$

to the outputs of the neural networks in the last layer.
Figure 8: Source functions and locations where observations are collected. The triangular markers are point sources; to be more specific, the left source is an injection while the right source is an absorption (e.g., production wells). The four magenta markers are locations where observations are collected. The background scalar values show the saturation at the terminal time of the simulation.

Corresponding to Eq. (1), we have \((S^n_i\text{ and } P^n_i\text{ are solution vectors})\)

\[
\begin{align*}
\mathbf{u} &= [S^n_1 \quad S^n_2 \quad P^n_1 \quad P^n_2]_{n=1,2,\ldots} \\
\mathbf{\theta} &= [\theta_1 \quad \theta_2] \\
L(u) &= \sum_{i \in I_{\text{obs}}} \sum_n (S^n_i(x_i) - \hat{S}^n_i(x_i))^2
\end{align*}
\]

and \(F(u, \theta) = 0\) is given by the systems of Eqns. \((19)\) to \((21)\).

We list the parameters for carrying out the numerical simulation in Table 6. Table 7 compares the number of independent variables for PCL and the penalty method. We can see that the penalty method leads to a huge number of unknown variables, and the associated optimization problem is difficult to solve. However, the independent variables in PCL is limited to weights and biases of the neural network.

Therefore, we select PCL to solve the two-phase flow inverse modeling problem. As shown in Figure 9, PCL successfully learns the saturation model in the region of physical interest. The estimation is not accurate near the boundary since there are few data points in this region. Finally, we show the true and reconstructed saturation \(S_1\) in Figure 10 using the estimated
| Parameter | Value |
|-----------|-------|
| $g$       | 9.8   |
| $h$       | 30    |
| Time Steps | 50    |
| $\Delta t$ | 20    |
| Domain    | $[0,900] \times [0,450]$ |
| $\rho_1$  | 501.9 |
| $\rho_2$  | 1053  |
| $\tilde{\mu}_1$ | 0.1 |
| $\tilde{\mu}_2$ | 1 |

**Neural Network** Fully-connected 1-20-20-20-1

**Table 6:** Parameters used in the simulation.

| Method       | PCL | Penalty Method |
|--------------|-----|----------------|
| # Parameters | 1802| 24302          |

**Table 7:** Comparison of independent variables for penalty method and PCL.

neural network saturation model. We see the reconstructed saturation is nearly the same as true saturation.

4. Conclusion

We have compared two methods for data-driven modeling with sparse observations: the penalty method (PM) and the physics constrained learning method (PCL). The difference is that PM enforces the physical constraints by including a penalty term in the loss function, considering the solution vectors as independent variables, while PCL solves the system of PDEs directly. We proved that PM is more ill-conditioned than PCL in a model problem: the condition number of PM is the square of that of PCL asymptotically, which explains the slow convergence or divergence of PM during the optimization. The increase in the number of independent variables in PM can be very large for dynamical systems. Additionally, we proposed an approach for implementing PCL through automatic differentiation, and thus not only getting rid of the time-consuming and difficult process of deriving and implementing the gradients, but also leverages computational graph-based optimization for performance.

The proposed PCL method shows superior performance over the PM method in terms of iterations to converge. We see almost a $10^4$ speed-up in
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Additionally, when we approximate the unknown function with a neural network, PM is sensitive to the choice of penalty parameters and neural network architectures, and may converge to a bad local minimum. In contrast, PCL consistently converges to the true solution for different neural network architectures and test function sets.

However, PCL suffers from some limitations compared to PM. Firstly, the memory and computation costs per iteration for PCL are greater than the penalty method; for nonlinear problems, we may need an expensive iterative method such as the Newton-Raphson algorithm for solving the nonlinear system. Secondly, for time-dependent problems, PCL must solve the equation sequentially in time. This calculation can be computationally challenging for long time horizons. However, for PM long time horizon problems are also very challenging: it has a large number of independent variables. Thirdly, from the perspective of implementation, PM only requires first-order derivatives, while PCL requires extra Jacobian matrices. As a result, PCL requires more implementation work and is generally more expensive in computation and storage per iteration.

The idea of enforcing physical constraints by solving the PDEs numerically is very crucial for learning parameters or training deep neural network surrogate models in stiff problems. To this end, physics constraint learning puts forth an effective and efficient approach that can be integrated into an automatic differentiation framework and interacts between deep learning and computational engineering. PCL allows for the potential to supplement the best of available scientific computing tools with deep learning techniques for inverse modeling.
Figure 10: Saturation $S_1$ at Day 0, 5, 10, 15, 20, 25, 30, 35, 40 (from left to right, top to bottom). The top figure shows the true saturation computed with Eq. (22) and the bottom figure shows the saturation computed with the neural network saturation model. The distance ranges from 0 m to 900 m and the depth ranges from 0 m to 450 m.
Appendix A. NURBS Domain

The same geometry can be described in many ways using NURBS. We have implemented a module in IGACS.jl with many built-in meshes and utilities to generate NURBS mesh (e.g., from boundaries described by NURBS curves). See documentation or source codes for details. We present the NURBS data structure for the meshes we have used in this paper. The meshes are subjected to refinement or affine transformation for the numerical examples in Section 3.

Table A.8: Weights (w) and control points (x, y) for the square mesh. The knot vectors are \( u = (0, 0, 0, 1, 1, 1) \), \( v = (0, 0, 0, 1, 1, 1) \) and the degrees are \( p = q = 2 \).

\[
\begin{array}{ccc}
   w & x & y \\
   1 & -1 & 1 \\
   1 & -1 & 0 \\
   1 & -1 & -1 \\
   1 & 0 & 1 \\
   1 & 0 & 0 \\
   1 & 0 & -1 \\
   1 & 1 & 1 \\
   1 & 1 & 0 \\
   1 & 1 & -1 \\
\end{array}
\]

Table A.9: Weights (w) and control points (x, y) for the curved pipe mesh. The knot vectors are \( u = (0, 0, 1, 1) \), \( v = (0, 0, 0, 1, 1, 1) \) and the degrees are \( p = 1, q = 2 \).

\[
\begin{array}{ccc}
   w & x & y \\
   1 & 1 & 0 \\
   1 & 2 & 0 \\
   \frac{\sqrt{2}}{2} & 1 & 1 \\
   \frac{\sqrt{2}}{2} & 2 & 2 \\
   1 & 0 & 1 \\
   1 & 0 & 2 \\
\end{array}
\]
Appendix B. Isogeometric Analysis

Appendix B.1. Overview

Non-Uniform Rational B-Splines (NURBS) have been a standard tool for describing and modeling curves and surfaces in CAD programs. Isogeometric analysis uses NURBS as an analysis tool, proposed by Hughes et al [15]. In this section, we present a short description of the isogeometric collocation method (IGA-C). For details, we refer the readers to [16, 46, 47, 48, 49].

We emphasize that the isogeometric collocation method is not the only way to implement the physics constrained learning. We use IGA-C here since it has smooth basis functions and thus allows us to work with strong forms of the PDE directly. It has also been shown effective for applications in solid mechanics [15], fluid dynamics [50], etc. The physics constrained learning can also be applied to finite element analysis and other numerical discretization methods.

Appendix B.2. B-splines and NURBS

B-splines are piecewise polynomials curves, which are composed of linear combinations of B-spline basis functions. There are three components of B-splines:

1. **Control points.** Control points (denoted by \(B_i\)) are points in the plane. Control points affect the shape of B-spline curves but are not necessarily on the curve.

2. **Knot vector.** A knot vector is a set of non-decreasing real numbers representing coordinates in the parametric space

\[ \{ \xi_1 = 0, \ldots, \xi_{n+p+1} = 1 \} \]

where \(p\) is the degree of the B-spline and \(n\) is the number of basis functions, which is equal to the number of control points. A knot vector is uniform if the knots are uniformly-spaced and non-uniform otherwise.

3. **B-spline basis functions.** B-spline basis functions are defined recursively by the knot vector. For \(p = 0\)

\[
N_{i,0}(\xi) = \begin{cases} 
1 & \text{if } \xi_i \leq \xi < \xi_{i+1} \\
0 & \text{otherwise}
\end{cases}
\]

For \(p > 1\), we have

\[
N_{i,p} = \begin{cases} 
\frac{\xi - \xi_i}{\xi_{i+p} - \xi_i} N_{i,p-1}(\xi) + \frac{\xi_{i+p+1} - \xi}{\xi_{i+p+1} - \xi_{i+1}} N_{i+1,p-1}(\xi) & \text{if } \xi \in [\xi_i, \xi_{i+p+1}) \\
0 & \text{otherwise}
\end{cases}
\]
The basis functions of a 2D B-spline region \( \Omega \) can be constructed by tensor product of 1D B-spline basis functions. Let \( B_{i,j}, \quad i = 1, 2, \ldots, n + p + 1, \quad j = 1, 2, \ldots, m + q + 1 \) be the control points, where \( n, m \) are the number of basis functions per dimension, and \( p, q \) are degrees of the B-splines respectively, the region can be represented as a map from the parametric space \([0, 1]^2\) to the physical space \( \Omega \)

\[
S(\xi, \eta) = \sum_{i=1}^{n} \sum_{j=1}^{m} N_{i,p}(\xi, \eta)M_{j,q}(\xi, \eta)B_{i,j}
\]

where \( N \) and \( M \) to denote the basis functions for each dimension.

Analogously to B-splines, the basis functions for NURBS in a 2D domain are defined as

\[
R^{p,q}_{i,j}(\xi, \eta) = \frac{N_{i,p}(\xi)M_{j,q}(\eta)w_{i,j}}{\sum_{i=1}^{n} \sum_{j=1}^{m} N_{i,p}(\xi)M_{j,q}(\eta)w_{i,j}}
\]

where \( w_{i,j} \) are called weights of the NURBS surface. Hence the NURBS mapping is

\[
R(\xi, \eta) = \sum_{i=1}^{n} \sum_{j=1}^{m} R^{p,q}_{i,j}(\xi, \eta)B_{i,j}
\]

Appendix B.3. Isogeometric Collocation Method

In the isogeometric collocation method, the solution to the PDE is represented as a linear combination of NURBS basis functions

\[
\begin{align*}
  u_h(x) &= \sum_{i=1}^{n} \sum_{j=1}^{m} c_{i,j} R^{p,q}_{i,j}(\xi, \eta) \\
  x &= \sum_{i=1}^{n} \sum_{j=1}^{m} R^{p,q}_{i,j}(\xi, \eta)B_{i,j}
\end{align*}
\]

where \( c_{i,j} \in \mathbb{R} \) are the coefficients of the basis functions. The smoothness of \( u_h(x) \) depends on the continuity of the basis function \( R_{i,j} \), which, in turn, depends on the continuity of \( \{N_{i,p}\}, \{M_{j,p}\} \). \( N_{i,p} \) is smooth between knots in the knot vector and \( C^{p-k} \) where \( k \) is the multiplicity of \( u_t \) at the knot \( u_t \); the same is true for \( M_{j,p} \). Therefore, we can make \( u_h(x) \) arbitrarily smooth by selecting appropriate knot vectors and degrees.

Since \( u_h(x) \) can be made continuously differentiable up to any order, we can work directly with the strong form of PDEs. Consider a linear boundary-value problem (\( P \) and \( B \) are linear differential operators)

\[
\begin{align*}
P u &= f \quad \text{in } \Omega \\
B u &= g \quad \text{on } \Omega
\end{align*}
\]

(B.1)
The isogeometric collocation method solves the problem by finding the coefficients \( c_{i,j} \) that satisfies

\[
\sum_{i=1}^{n} \sum_{j=1}^{m} c_{i,j} \mathcal{P}\left(R_{i,j}^{p,q}\right)(\xi_l, \eta_l) = f(R(\xi_l, \eta_l)), \quad l \in \mathcal{I}_P
\]
\[
\sum_{i=1}^{n} \sum_{j=1}^{m} c_{i,j} \mathcal{B}\left(R_{i,j}^{p,q}\right)(\xi_l, \eta_l) = g(R(\xi_l, \eta_l)), \quad l \in \mathcal{I}_B
\]

(B.2)

where \( \{ (\xi_l, \eta_l) \} \) are tensor products of the Greville abscissae, and \( \mathcal{I}_P, \mathcal{I}_B \) refer to the indices corresponding to inner and boundary points. \( \mathcal{P}\left(R_{i,j}^{p,q}\right) \) and \( \mathcal{B}\left(R_{i,j}^{p,q}\right) \) can be precomputed with efficient De Boor’s algorithm. Eq. (B.2) leads to a sparse linear system

\[
Ac = f \quad c = \begin{bmatrix} c_{11} \\ c_{12} \\ \vdots \\ c_{1n} \\ c_{21} \\ \vdots \\ c_{mn} \end{bmatrix} \quad f = \begin{bmatrix} f(R(\xi_1, \eta_1)) \\ f(R(\xi_1, \eta_2)) \\ \vdots \\ f(R(\xi_1, \eta_n)) \\ f(R(\xi_2, \eta_1)) \\ \vdots \\ f(R(\xi_m, \eta_n)) \end{bmatrix}
\]

where \( A \) is a sparse matrix. When Eq. (B.1) is nonlinear, the Newton–Raphson algorithm is used to find the coefficients.

### Appendix C. Automatic Differentiation

We give a short introduction to automatic differentiation. We do not attempt to cover the details in automatic differentiation since there is extensive literature (see [31] for a comprehensive review) on this topic; instead, we only discuss the relevant techniques associated with physics constrained learning.

We describe the reverse mode automatic differentiation. Assume we are given inputs

\( \{x_1, x_2, \ldots, x_n\} \)

and the algorithm produces a single output \( x_N, N > n \). The gradients

\[
\frac{\partial x_N(x_1, x_2, \ldots, x_n)}{\partial x_i}
\]

\( i = 1, 2, \ldots, n \) are queried.
The idea is that this algorithm can be decomposed into a sequence of functions $f_i$ $(i = n+1, n+2, \ldots, N)$ that can be easily differentiated analytically, such as addition, multiplication, or basic functions like exponential, logarithm and trigonometric functions. Mathematically, we can formulate it as

$$x_{n+1} = f_{n+1}(x_{\pi(n+1)})$$
$$x_{n+2} = f_{n+2}(x_{\pi(n+2)})$$
$$\ldots$$
$$x_N = f_N(x_{\pi(N)})$$

where $x = \{x_i\}_{i=1}^N$ and $\pi(i)$ are the parents of $x_i$, s.t., $\pi(i) \in \{1, 2, \ldots, i-1\}$.

The idea to compute $\partial x_N / \partial x_i$ is to start from $i = N$, and establish recurrences to calculate derivatives with respect to $x_i$ in terms of derivatives with respect to $x_j$, $j > i$. To define these recurrences rigorously, we need to define different functions that differ by the choice of independent variables.

The starting point is to define $x_i$ considering all previous $x_j$, $j < i$, as independent variables. Then:

$$x_i(x_1, x_2, \ldots, x_{i-1}) = f_i(x_{\pi(i)})$$

Next, we observe that $x_{i-1}$ is a function of previous $x_j$, $j < i-1$, and so on; so that we can recursively define $x_i$ in terms of fewer independent variables, say in terms of $x_1, \ldots, x_k$, with $k < i - 1$. This is done recursively using the following definition:

$$x_i(x_1, x_2, \ldots, x_j) = x_i(x_1, x_2, \ldots, x_j, f_{j+1}(x_{\pi(j+1)})), \quad n < j + 1 < i$$

Observe that the function of the left-hand side has $j$ arguments, while the function on the right has $j+1$ arguments. This equation is used to “reduce” the number of arguments in $x_i$.

With these definitions, we can define recurrences for our partial derivatives which form the basis of the back-propagation algorithm. The partial derivatives for

$$x_N(x_1, x_2, \ldots, x_{N-1})$$

are readily available since we can differentiate

$$f_N(x_{\pi(N)})$$

directly. The problem is therefore to calculate partial derivatives for functions of the type $x_N(x_1, x_2, \ldots, x_i)$ with $i < N - 1$. This is done using the following recurrence:

$$\frac{\partial x_N(x_1, x_2, \ldots, x_i)}{\partial x_i} = \sum_{j: i \in \pi(j)} \frac{\partial x_N(x_1, x_2, \ldots, x_j)}{\partial x_j} \frac{\partial x_j(x_1, x_2, \ldots, x_{j-1})}{\partial x_i}$$
with \( n < i < N - 1 \). Since \( i \in \pi(j) \), we have \( i < j \). So we are defining derivatives with respect to \( x_i \) in terms of derivatives with respect to \( x_j \) with \( j > i \). The last term

\[
\frac{\partial x_j(x_1, x_2, \ldots, x_{j-1})}{\partial x_k}
\]

is readily available since:

\[
x_j(x_1, x_2, \ldots, x_{j-1}) = f_j(x_{\pi(j)})
\]

The computational cost of this recurrence is proportional to the number of edges in the computational graph (excluding the nodes 1 through \( n \)), assuming that the cost of differentiating \( f_k \) is \( O(1) \). The last step is defining

\[
\frac{\partial x_N(x_1, x_2, \ldots, x_n)}{\partial x_i} = \sum_{j: i \in \pi(j)} \frac{\partial x_N(x_1, x_2, \ldots, x_j)}{\partial x_j} \frac{\partial x_j(x_1, x_2, \ldots, x_{j-1})}{\partial x_i}
\]

with \( 1 \leq i \leq n \). Since \( n < j \), the first term

\[
\frac{\partial x_N(x_1, x_2, \ldots, x_j)}{\partial x_j}
\]

has already been computed in earlier steps of the algorithm. The computational cost is equal to the number of edges connected to one of the nodes in \( \{1, \ldots, n\} \).

We can see that the complexity of the back-propagation is bounded by that of the forward step, up to a constant factor. Reverse mode differentiation is very useful in the penalty method, where the loss function is a scalar, and no other constraints are present.

**Appendix D. Automatic Jacobian Calculation**

When the constraint \( F_h(\theta, u_h) = 0 \) is nonlinear, we need extra effort to compute the Jacobian

\[
\frac{\partial F_h(\theta, u_h)}{\partial u_h} \bigg|_{u_h = G_h(\theta)}
\]

for both the forward modeling (e.g., the Jacobian is used in Newton-Raphson iteration for solving nonlinear systems) and computing the gradient Eq. (6). This should not be confused with reverse mode automatic differentiation: the technique described in this section is only used for computing sparse Jacobians; when computing the gradient Eq. (6), on top of the Jacobians, the reverse mode automatic differentiation is applied to extract gradients.
For efficiency, it is desired that we can exploit the sparsity of the Jacobian term.

In this section, we describe a method for automatically computing the sparse Jacobian matrix. This method is not restricted to the numerical methods we use in our numerical examples (finite difference and isogeometric analysis) and can be extended to most commonly used numerical schemes such as finite element analysis and finite volume methods.

The technique used here is similar to forward mode automatic differentiation. The difference is that we pass the sparse Jacobian matrices in the computational graph instead of gradient vectors. The locality of differential operators is the key to preserving the sparsity of those Jacobian matrices. The major three steps of our method for computing Jacobians automatically are

1. Building the computational graph;
2. For each operator in the computational graph, implementing the differentiation rule with respect to its input;
3. Pushing the sparse Jacobians through the computational graph with chain rules in the same order as the operators of the forward modeling.

We consider a specific example to illustrate our algorithm. Assume that the numerical solution is represented by a linear combination of basis functions such as isogeometric analysis, \(u_c\), where \(c\) is the coefficients. Let the physical constraint and its discretization be (we omit parameters \(\theta\) here since it is irrelevant)

\[
F(u) = \nabla \cdot ((1 + u^2)\nabla u) \quad F_h(u_c) = \nabla \cdot ((1 + u_c^2)\nabla u_c)
\]

We want to compute the Jacobian matrix

\[
J(c) = \frac{\partial F_h(u_c)}{\partial c} \quad (D.1)
\]

Now we decompose the operator into several individual operators in the computational graph (Figure D.12)

\[
F_0(c) = u_c = Mc \\
F_1(c) = \nabla F_0(c) = [M_x F_0(c) \quad M_y F_0(c)] \\
F_2(c) = F_0(c)^2 \\
F_3(c) = 1 + F_2(c) \\
F_4(c) = F_3(c) F_1(c) \\
F_5(c) = \nabla \cdot F_4(c)
\]
here $M$ is the coefficient matrix for numerical representation of the solution $u$, $M_x$ and $M_y$ are coefficient matrices for the numerical representation of $\frac{\partial}{\partial x}$ and $\frac{\partial}{\partial y}$ associated with the selected basis functions (they can be obtained analytically by differentiating the basis functions) and all the operations denote component-wise operations, for example,

\[
[F_0(c)]_i^2 = F_0(c)_i^2 \\
[\nabla F_0(c)]_{ik} = \nabla [(F_0(c))_i]_k \\
[F_3(c)F_1(c)]_{ik} = F_3(c)_i F_1(c)_ik \quad k = 1, 2 \\
[\nabla \cdot F_4(c)]_i = \nabla \cdot [F_4(c)_i1 F_4(c)_i2]
\]

**Figure D.12:** Jacobian forward propagation in the computational graph. The Jacobian computation is automatic: the users only need to specify the forward operations.
The corresponding differentiation rule for each operator is

\[ J_0(c) = \frac{\partial}{\partial c} F_0(c) = M \]
\[ J_1(c) = \frac{\partial}{\partial c} F_1(c) = [M_x J_0(c) M_y J_0(c)] \]
\[ J_2(c) = \frac{\partial}{\partial c} F_2(c) = 2\text{diag}(F_0(c))J_0(c) \]
\[ J_3(c) = \frac{\partial}{\partial c} F_3(c) = J_2(c) \]
\[ J_4(c) = \frac{\partial}{\partial c} F_4(c) = 2\text{diag}(F_3(c))J_1(c) \]
\[ J_5(c) = \frac{\partial}{\partial c} F_5(c) = J_4(c) \begin{bmatrix} M_x \\ M_y \end{bmatrix} \]

Here \( \text{diag}(v) \) denotes the diagonal matrix whose diagonal entries are \( v \). By chaining together all the differentiation rules, \( J_5(c) = J(c) \) is the desired Jacobian. We can see the dependency of \( J_k(c) \), \( k = 1, \ldots, 5 \) is the same as the forward modeling, which also explains why the dashed red arrows (Jacobian Forward) in Figure D.12 parallel the forward computation. The order of the computation is different from reverse mode automatic differentiation in Eq. (6). Reverse mode automatic differentiation is most efficient when the final output is a scalar value. \( F(u, \theta) \) is a multiple input multiple output operator and therefore computing \( \frac{\partial F(u, \theta)}{\partial u} \) using reverse mode automatic differentiation is inefficient. Nevertheless, \( F(u, \theta) \) is composed of differential operators and our representation of the solution \( u \) consists of local basis functions. This locality enables us to obtain an efficient automatic Jacobian calculation algorithm that preserves the sparsity.

Appendix E. Automatic Jacobian Calculation Implementation in IGACS.jl

It is useful to have an understanding of how we implement automatic Jacobian calculation in IGACS.jl. The implementation can also be extended to other basis functions or weak formulations such as finite difference method, finite element method, and finite volume method. It is also possible to extend to global basis functions by back-propagating special structured matrices instead of sparse Jacobian matrices.

The automatic Jacobian calculation implementation is based on ADCME.jl [51], which leverages TensorFlow [20][21] for graph optimization.
and numerical acceleration (e.g., XLA, CUDA). The computational graph parsing and bookkeeping are done in Julia [52], which does not affect run-time performance. ADCME.jl also implements a sparse linear algebra custom operator library to augment the built-in tf.sparse in TensorFlow. In sum, we have made our best effort to attain high performance of IGACS.jl by leveraging TensorFlow and customizing performance critical computations.

One important concern for designing IGACS.jl is the accessibility to users. We hide the details of gradients back-propagation or Jacobian forward-propagation by abstraction via the structure Coefficient, which holds the data of the NURBS representation and tracing information in the computational graph. For example, to compute $J(c) = \nabla \cdot ((1 + c^2)\nabla c)$, users can simply write

\[ J = \text{div}((1 + c^2) \ast \text{grad}(c)) \]

This will build the computational graph automatically. For computing Jacobian, users only need to write

\[ \text{deriv}(J, c) \]

This will parse the dependency of the computational graph and return a sparse matrix (SparseTensor struct in ADCME) at the Greville abscissae (other collocation points can be specified by passing an augment).

As an example, let the loss function be

\[ L(\mu) = \int_{\Omega} \nabla \cdot ((1 + \mu c^2)\nabla c)dx, \quad \mu \in \mathbb{R} \]

To compute the gradient $\frac{\partial L}{\partial \mu}$, we need to write

\[ J = \text{div}((1 + \mu \ast c^2) \ast \text{grad}(c)) \]
\[ g = \text{gradients}(J, \mu) \]

Appendix F. Computing the Gradient with AD

Having introduced the technical tools AD and automatic Jacobian calculation, we can describe the numerical procedure for computing Eq. (6)

\[ \frac{\partial \tilde{L}_h(\theta)}{\partial \theta} = - \frac{\partial L_h(u_h)}{\partial u_h} \left. \frac{\partial F_h}{\partial u_h} \right|_{u_h=G_h(\theta)}^{-1} \frac{\partial F_h}{\partial \theta}(\theta, G_h(\theta)) \]

(F.1)
For efficiency, we do not compute
\[ \frac{\partial L_h(u_h)}{\partial u_h}, \quad \left( \frac{\partial F_h}{\partial u_h} \bigg|_{u_h=G_h(\theta)} \right)^{-1}, \quad \frac{\partial F_h}{\partial \theta}(\theta, G_h(\theta)) \]
separately. Instead, we take advantage of reverse mode automatic differentiation and sparse linear algebra.

First, we compute \( \frac{\partial L_h(u_h)}{\partial u_h} \). Since \( L_h: \mathbb{R}^n \to \mathbb{R} \), we can apply the reverse mode automatic differentiation to compute the gradients.

Next, computing
\[
x = \frac{\partial L_h(u_h)}{\partial u_h} \left( \frac{\partial F_h}{\partial u_h} \bigg|_{u_h=G_h(\theta)} \right)^{-1}
\]
is equivalent to solving a linear system
\[
x \frac{\partial F_h}{\partial u_h} \bigg|_{u_h=G_h(\theta)} = \frac{\partial L_h(u_h)}{\partial u_h} \tag{F.2}
\]
The term
\[
\frac{\partial F_h}{\partial u_h} \bigg|_{u_h=G_h(\theta)}
\]
is computed with automatic Jacobian calculation and is sparse. Therefore, we can solve the linear system Eq. (F.2) with a sparse linear solver.

Consequently, we have according to Eq. (F.1) (in principle, \( x \) depends on \( \theta \); but in the equation below, we treat \( x \) as independent of \( \theta \))
\[
\frac{\partial \tilde{L}_h(\theta)}{\partial \theta} = -x \frac{\partial F_h}{\partial \theta}(\theta, u_h) \bigg|_{u_h=G_h(\theta)} = \frac{\partial \left( -xF_h(\theta, u_h) \right)}{\partial \theta} \bigg|_{u_h=G_h(\theta)} \tag{F.3}
\]
Note that
\[ \theta \mapsto -x^T F_h(\theta, u_h) \]
is a mapping from \( \mathbb{R}^d \) to \( \mathbb{R} \), we can again apply the reverse mode automatic differentiation to compute the gradients Eq. (6).

The following code snippet shows a possible implementation of the discussion above
```
1 = L(u)
r = F(theta, u)
```
\[ g = \text{gradients}(l, u) \]
\[ x = \text{dF}' \backslash g \]
\[ x = \text{independent}(x) \]
\[ dL = -\text{gradients}(\text{sum}(r \times x), \theta) \]

Here \( \text{dF} \) is the sparse Jacobian computed with automatic Jacobian calculation. Here \texttt{independent} is the programmatic way of treating \( x \) as independent of \( \theta \).

\[
\nabla \cdot ((1 + \mu u^2) \nabla u) \quad \text{Forward Operator}
\]
\[
\text{div} \quad \text{Jacobian Forward}
\]
\[
(1 + \mu u^2) \nabla u \quad \text{Gradient Backprop}
\]

![Diagram showing Forward-Backward pattern](image)

**Figure F.13:** Forward-Backward pattern in constraint enforcement method. In each iteration, a forward simulation is performed first (black and red arrows). A gradient back-propagation (blue arrows) follows and updates the unknown parameter \( \mu \).

In the inverse modeling optimization process, for each iteration, we need a forward simulation where we populate each edge with intermediate data and Jacobian matrices. Then a gradient back-propagation follows and updates the unknown parameters (Figure F.13). This forward-backward pattern also exists in the penalty method, but no Jacobian information is required.
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