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ABSTRACT

Deep Feedforward Sequential Memory Network (DFSMN) has shown superior performance on speech recognition tasks. Based on this work, we propose a novel network architecture which introduces pyramidal memory structure to represent various context information in different layers. Additionally, res-CNN layers are added in the front to extract more sophisticated features as well. Together with lattice-free maximum mutual information (LF-MMI) and cross entropy (CE) joint training criteria, experimental results show that this approach achieves word error rates (WERs) of 3.62% and 10.89% respectively on Librispeech and LDC97S62 (Switchboard 300 hours) corpora. Furthermore, Recurrent neural network language model (RNNLM) rescoring is applied and a WER of 2.97% is obtained on Librispeech.

Index Terms— Automatic speech recognition, FSMN, lattice-free MMI, RNNLM

1. INTRODUCTION

Deep neural networks (DNN) have been applied as acoustic model (AM) on large vocabulary continuous speech recognition (LVCSR) system in recent years other than GMM-HMM models [1, 2]. Early works such as feedforward neural networks (FNN) [3] only takes current time steps as input. Recurrent neural network (RNN), especially long short-term memory network (LSTM), has demonstrated superior results in speech recognition tasks due to its cyclic connections [4] and utilization of sequential information. Convolutional neural network (CNN), in which local connectivity, weight sharing, and pooling techniques are applied, also outperforms previous works [8, 9].

However, the training of RNN relies on backpropagation through time (BPTT) [10], which may bring problems such as more time consuming, gradient vanishing and exploding [11] due to its complex computation. Teacher forcing or professor forcing [12] training can solve these problems in some degree, but reduces the robustness of RNN as well. Recently, a feedforward sequential memory network (FSMN) is proposed [13]. FSMN could model long-term relationship without any recurrent feedback. Moreover, to build very deep neural architecture, skip connection is applied to FSMN [14], which makes a large improvement to previous models. Meanwhile, time delay neural network (TDNN) and factorized TDNN (TDNN-F) [15] are also widely used feedforward networks.

Traditional DNN-HMM hybrid AM are trained on cross-entropy (CE) criterion. Since speech recognition is a sequential problem, several sequential discriminative training criteria are applied after CE training such as maximum mutual information (MMI) [16], minimum Bayes risk (MBR) [17] and minimum phone error (MPE) [18]. Inspired by the use of Connectionist Temporal Classification (CTC) in diverse recognition tasks [19, 20], a new method called lattice-free MMI [21] (LF-MMI/Chain model) is developed. This method could be used without any CE initialization; thus, less computation is allowed.

In this paper, we proposed a novel CNN Pyramidal-FSMN (pFSMN) architecture with LF-MMI and CE joint training. A pyramidal structure is applied in memory blocks. In this structure, bottom layers contain less context information while top layers contain more context information, which employs appropriate time dependency and reduces the number of parameters simultaneously. Besides, skip connections are added every several layer. Considering extracting more sophisticated features from original Mel-Frequency Cepstral Coefficients (MFCCs), CNN layers are deployed as the front-end.

In section 5, we evaluate the performance of this architecture on various speech recognition tasks. In the 300 hours Switchboard corpus, the proposed architecture achieves a current best word error rate (WER) of 10.89%. Further in the 1000 hours Librispeech corpus, the WER reaches 3.62%. In addition, RNN language model (RNNLM) has shown advances in decoding and rescoring in our experiments, in which above 1% absolute improvement is obtained compared with traditional N-gram language model.

2. FSMN

FSMN [13] is a feedforward fully connected neural network, appended with memory blocks in hidden layers as shown in Fig. 1(a). The memory block takes $t_1$ previous time steps and $t_2$ next time steps input into a fixed-length representation, then computes their block-sum as current output. Different
from the original FSMN architecture, DFSMN [14] removes the direct forward connection and take memory block as the only input. To overcome the gradient vanishing and exploding problems, skip connection and the memory strides are introduced. Fig. 1(b) shows this structure. The DFSMN component can be described as the following formulations:

\[ h_{t+1}^l = f(W^l m_t^l + b_t^l) \]  

\[ m_{t+1}^l = m_t^l + h_{t+1}^l + \sum_{i=0}^{N^l_{t+1}} a_i^l \odot h_{t-s1+i}^{l+1} \]

\[ + \sum_{j=0}^{N^l_{t+1}} c_i^l \odot h_{t-s2+j}^{l+1} \]  

\[ m_t^{l+1} \] denotes the output of the \((l+1)\)-th memory block, and \[ h_{t+1}^{l+1} \] denotes the output of ReLU and linear layer. \[ a_i^{l+1} \] and \[ c_i^{l+1} \] are the coefficients in memory blocks. \( s1 \) and \( s2 \) are the strides.

### 3. LATTICE-FREE MMI

MMI aims to maximize the probability of the target sequence while minimizing the probability of all possible sequences. For a training set \( \mathcal{S} = \{(a^m, w^m) \mid 0 \leq m \leq M \} \) where \( a^m \) and \( w^m \) denote the observed sequences and the correct sequence labels. The MMI criterion is:

\[ J_{\text{MMI}}(\theta; \mathcal{S}) = \sum_{m=1}^{M} \log \frac{p(a^m | w^m; \theta)^k}{P(w)} \]  

where \( p(w) \) represents the prior probability of word sequence \( w \) and \( p(w') \) represents a feasible sequence in the search space.

Theoretically, the denominator requires all the word sequences but the computation would be too slow. Therefore, the practical denominator graph is estimated using lattices [22] generated by frame-level CE pre-training. More recently, Povey et al. [21] use a lattice-free MMI in which an optimized hidden Markov model (HMM) topology motivated by CTC is adopted. In that method, 2-state left-to-right HMM is used which is similar to the phone-dependent blank labels of CTC. Then a forward-backward calculation on 4-gram phone language model is applied. Besides, AM in LF-MM directly output pseudo log-likelihood instead of softmax output.

### 4. OUR APPROACH

#### 4.1. Pyramidal structure

The memory block lengths are identical through all hidden layers both in FSMN and DFSMN. However, when bottom layers extract long context information at certain time step \( t \), the bottom layers contain this as well. Thus, the long-term relationship is duplicated and no longer needed in top layers. In our approach, a pyramidal structure memory block is demonstrated, in which memory block extracts more context information with the layers go deeper. Hence, the bottom layers extract features on the phone-level information while top layers extract features on semantic-level and syntax-level information. This structure improves accuracy and reduces the number of parameters simultaneously.

With the modification of the memory block, skip connections of every layers will not be beneficial. Therefore, we reduce the number of skip connections. Only when there is a difference in memory block length, the skip connection is added. By optimizing the shortcut's, the gradients flow to deeper layers more efficiently. This could be formulated as follow, where \( m \) is the variation coefficients in memory blocks:

\[ x_t^l = x_{t-m}^l + \sum_{i=0}^{N^l_1} a_i^l \odot h_{t-s1+i}^{l+1} + \sum_{j=0}^{N^l_2} b_i^l \odot h_{t-s2+j}^{l+1} \]  

#### 4.2. Residual CNN

Instead of directly using FSMN layers, a 6-layer CNN module is applied at the front end. The input data are reorganized into feature maps so that they could be fed into 2D-CNN. This is inspired by image-processing. In speech recognition tasks, the MFCC features and time steps correspond to pixel values of \( x \) and \( y \) respectively. With the network goes deeper, subsampling is applied to extract more robust features and reduce the features’ size. Illustrated in Fig. 2, for every other layer, subsampling is used. In addition, residual structure is added correspondingly to solve the gradient problems.

#### 4.3. LF-MMI and CE joint training

Sequential training usually tends to overfit. To avoid this problem, a CE loss output layer is deployed. The MMI and
CE criteria are combined with weighted sum, also known as CE regularization, seen in (5) and (6):

\[
L_{\text{final}}(x) = L_{\text{LFMMI}}(x) + \alpha L_{\text{CE}}(x) \tag{5}
\]

\[
L_{\text{CE}}(x) = -\sum_{i=1}^{K} t_{pi} \log(y_i(x_p)) \tag{6}
\]

where \( \alpha \) is the interpolation weight related with the CE regularization. \( L_{\text{LFMMI}}(x) \) is described in (3). During training, both LF-MMI and CE contribute to the parameters updating and loss computation. While decoding, only LF-MMI branch is used to generate accurate alignment for the network outputs.

### 4.4. RNNLM rescoring

During decoding, an N-gram LM is built for generating lattice and scoring. Even though N-gram LM is faster, it is still a statistic based LM and cannot utilize long context dependency. To achieve better results, we train a 5-layer TDNN-LSTM LM for rescoring. LSTM layers and TDNN layers appear alternately. And TDNN layers concatenate the current time step and several previous time steps. The initial decoding produces N-best word sequences; these sequences are then fed into LM network.

### 5. EXPERIMENTS

In this section, the performances of our approach are evaluated on different LVCSR English corpora including conversational and non-conversational speech. The results are compared with other popular models.

#### 5.1. Experiment setup

The training data are 300 hours Switchboard corpus (SWBD-300) and 1000 hours Librispeech corpus. Five test sets are evaluated: test-clean, test-other, dev-clean, dev-other and train-dev seen in Table 1. For decoding, we train a 4-gram word LM and an RNNLM with 14500 books texts for Librispeech task and with Fisher+Switchboard texts for SWBD-300 task.

For running experiments, Kaldi [23] is used. HMM-GMM models are trained to generate force-alignment for neural network training. The features fed to all the evaluated models are 40-dimensinal MFCC and 100-dimensional i-vectors for speaker adaption. The MFCC features are extracted from 25 ms Hamming window for every 10 ms. We also adopt 3-fold speed perturbation (0.9x/1.0x/1.1x) for data augmentation in order to build more robust model.

The network architecture is shown in Fig. 2. 3*3 and 5*5 conv layers are employed at the front, and shortcuts are added when kernel size varies. 10 pFSMN blocks contain a block sum layer, a linear layer and a ReLU layer with dimensions of 1536, 256 and 256 in each block. Both CNN and pFSMN layers are penalized with L2 regularization. The time orders and strides are from 4 to 20 and 1 to 2 respectively. RNNLM is a 5-layer TDNN-LSTM network with 1024 dimension.

#### 5.2. Results

Table 1 illustrates the WERs of various models. The results show that LF-MMI based method achieves obvious improvements than the previous CE based [14] method. Further, pFSMN with LF-MMI outperforms the previous models on both large, non-conversational (Librispeech) and small, conversational (SWBD-300) corpora. For example, in SWBD-300, WER of our approach drops from 11.15\% to 10.89\% compared with the BLSTM model. Moreover, by using RNNLM for n-best rescoring with n equals to 20, the WERs have achieved 2.97\% in test-clean and 10.03\% in train-dev respectively. This proves RNNLM has a superior performance than the conventional N-gram LM. However, it also slows down the decoding speed. Therefore, a trade-off needs to be considered when choosing between these two methods.

Various tricks are experimented as in Table 2. It presents that conv layers with shortcuts are beneficial to the model. And 5*5 kernel is relatively better among diverse kernel sizes. For memory block structure, the results show that big end pyramidal (top layers contain more context information) structure outperforms small end (bottom layers contain more
Table 1. Comparison of our approach and previous methods on Librispeech and SWBD-300 tasks.

| Models      | Librispeech | SWBD |
|-------------|-------------|------|
|             | test-clean  | dev-clean | test-other | dev-other | train-dev |
| TDNN [24]   | 4.17        | 3.87    | 10.62      | 10.22     | 13.91     |
| BLSTM [24]  | -           | -       | -          | -         | 11.75     |
| TDNN-F [24] | 3.8         | 3.29    | 8.76       | 8.71      | 11.15     |
| DS2 [20]    | 5.15        | -       | 12.73      | -         | -         |
| ESPnet [25] | 4.6         | 4.5     | 13.7       | 13.0      | 17.6      |
| DFSMN [14]  | 3.96        | 3.6     | 10.39      | 10.21     | -         |
| DFSMN-Chain | 3.84        | 3.45    | 9.01       | 8.9       | 11.99     |
| CNN-Chain   | 3.62        | 3.28    | 8.45       | 8.37      | 10.89     |
| +RNNLM rescor* | 2.97    | 2.56    | 7.5        | 7.47      | 10.03     |

* RNNLM rescoring is used on n-best sentences after decoding.
* train-dev set is the first 4000 utterances from SWBD-300 data, the training set is the rest part.

Table 2. WER gain of AM with various architectures on SWBD-300 task.

| Models      | Size | SWBD |
|-------------|------|------|
|             | train-dev | +RNNLM rescor | Gain | Gain |
| Baseline (DFSMN-chain) | 14M | 11.99 | - | 10.97 | - |
| 1a(c3s01*)  | 19M | 11.47 | +4.3% | 10.27 | +6.4% |
| 1b(c3s20*)  | 18M | 11.21 | +6.5% | 10.22 | +6.8% |
| 1c(c3s2)    | 18M | 11.06 | +7.8% | 10.13 | +7.7% |
| 1d(c3s2op*) | 18M | 10.95 | +8.7% | 10.07 | +8.2% |
| 1f(c3s3p)   | 18M | 11.33 | +5.5% | 10.23 | +6.7% |
| 1g(c5s2p)   | 18M | 10.89 | +9.2% | 10.03 | +8.6% |

<cn>: conv layers with n*n kernels;
<o>: semi-orthogonal constraints;
<sn>: different skip connection method;
<p>: pyramidal-FSMN structure;

context information) pyramid structure. We have also tried semi-orthogonal constraints on linear bottleneck layer in [15], but it does no benefit to the model according to Table 2 1b and 1c.

Fig. 3 (a) illustrates the training loss and accuracy of our final model. The model tends to converge after 300 iterations. Fig. 3 (b) is the WERs comparison of different decoding settings. The average improvement of RNNLM rescoring is more than 1%.

6. CONCLUSIONS

In summary, we proposed a novel CNN-pFSMN architecture trained with LF-MMI and rescored with RNNLM. By applying res-CNN, CE/LF-MMI joint training and pyramidal memory structure, this approach has constantly outperformed the previous models on both Librispeech and Switchboard tasks. Other tricks like L2 regularization and speed perturbation are also beneficial. The results on test-clean and train-dev test set are 2.97% and 10.03% with rescoring respectively.

The experimental results prove that the pyramidal structure could extract phone-level, semantic-level and syntax-level information at different layers. Inspired by [26], the combination of LF-MMI and end-to-end on our architecture will be further explored in recent future.
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