Stochastic Bifurcations in the Nonlinear Parallel Ising Model
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We investigate the phase transitions of a nonlinear, parallel version of the Ising model, characterized by an antiferromagnetic linear coupling and ferromagnetic nonlinear one. This model arises in problems of opinion formation. The mean-field approximation shows chaotic oscillations, by changing the couplings or the connectivity. The spatial model shows bifurcations in the average magnetization, similar to what seen in the mean-field approximation, induced by the change of the topology, after rewiring short-range to long-range connection, as predicted by the small-world effect. These coherent periodic and chaotic oscillations of the magnetization reflect a certain degree of synchronization of the spins, induced by long-range couplings. Similar bifurcations may be induced in the randomly connected model by changing the couplings or the connectivity and also the dilution (degree of asynchronism) of the updating. We also examined the effects of inhomogeneity, mixing ferromagnetic and antiferromagnetic coupling, which induces an unexpected bifurcation diagram with a “bubbling” behavior, as also happens for dilution.
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I. INTRODUCTION

There are quite a large number of studies about opinion formation in uniform societies [1–11]. Many such models adopt an approach similar to that of the Ising model. In such cases one has two opinions, say A and B or -1 and 1, and one is interested in the establishment of a majority (magnetic phase transitions) or in the effects of borders, or in the influence of some leader (social impact theory) [12]. This opinion space can be seen as the first ingredient of these models.

The second ingredient is how to model the response to an external influence. It is common to classify the attitude of people (agents) as either conformist or contrarian (also known as nonconformist). A conformist tends to agree with his neighbors and a contrarian to disagree.

It is also easy to map this attitude onto Ising terms: conformist agents correspond to ferromagnetic coupling and contrarians to antiferromagnetic ones [3]. The effects induced by the presence of contrarian agents in a society have been studied in models related to the voter model [13–25].

In general, agents that are under a strong social pressure tend to agree with the great majority even when they are certain that the majority’s opinion is wrong, as shown by Asch [26]. Under a strong social pressure a contrarian may agree with a large majority, an phenomenon that may be modelled using non-linear interactions.

The strategy of following an overwhelming majority may be ecological, since it is probable that this coherent behavior is due to some unknown piece of information, and in any case the competitive loss is minimal since it equally affects all other agents.

A binary opinion model where an agent tends to align with the largest neighboring cluster, similar to an Ising model with plaquette interactions, was studied in Ref. [27]. In this model, a single dissenting agent immersed in a cluster of different opinions cannot overcome the social pressure, and therefore the model exhibits absorbing homogeneous phases. The possibility of dissenting, distributed as a quenched disorder, was introduced in Ref [28].

The third ingredient is the connectivity, i.e., how the neighborhood of a given agent is composed. Traditionally, magnetic systems have been studied either on regular lattices, trees or with random connections, whose behavior is similar to that of the mean-field approach. In recent years, much attention has been devoted to other network topologies, like the small-world [29] to scale-free [30] etc.

The Ising model has been studied in different topologies [31–34], in particular, the topological details may affect the critical dynamics [35] and the zero-temperature quench [36].

In contrast with the Ising model, in the study of opinion formation there is no compulsory obligation to have symmetric interactions, each agent is influenced by those in his neighborhood, which are not necessarily influenced by the first agent.

Each individual may be a conformist or a contrarian and this character does not change in time. In these terms, the simple ferromagnetic Ising model represents a uniform society of conformists with local symmetric interactions.

The fourth ingredient is the update scheduling, that may be completely asynchronous, like in standard Monte
Carlo simulations, or completely parallel, like in Cellular Automata, or something in between [35–39]. It is not clear which scheme is the most representative of reality. Real human interactions are indeed continuous, but also clocked by days, elections, etc.

An effect that is favoured by parallelism is synchronization in the presence of complex dynamics. As happens in physics, a macroscopic irregular behavior (macroscopic chaos) implies a coherent, although irregular motion of many elements (the microscopic constituents).

One of most intriguing effects is the hipster’s one, in which a society of contrarians tends to behave in a uniform way [37]. Clearly, “conformist hipsters” always change their behavior, when they realize to be still in the mainstream, but since they do so all together, they remain synchronized: the parallelism is a crucial element of such a behavior.

Finally, the fifth ingredient is homogeneity. There are many possibilities of introducing mixtures of agents or spins with different coupling. We investigate what happens when one mixes ferromagnetic and antiferromagnetic interactions, and we shall show that this mixture promotes a “bubbling” behavior in the bifurcation, meaning that the bifurcation appears first for intermediate values of the parameters, similar to what happens with asynchronism.

In previous studies we presented “reasonable contrarian” agents whose response to the average opinion of their neighbors is nonlinear and discussed the collective behavior of societies composed of reasonable contrarians only and by mixtures of these agents and nonlinear conformists [24, 25]. The rationale was that in some cases, and in particular in the presence of frustrated situations like in minority games [41–44], it is not convenient to always follow the majority, since in this case one is always on the “losing side” of the market. This is one of the main reasons for the emergence of a contrarian attitude. On the other hand, if all or almost all agents in a market take the same decision, it is often wise to follow such a trend. We can denote such a situation with the word “social norm”.

A society composed by a strong majority of reasonable contrarians exhibits interesting behaviors when changing the topology of the connections. On a one-dimensional regular lattice, there is no long-range order, the evolution is disordered and the average opinion is always halfway between the extreme values [45]. However, adding long-range connections or rewiring existing ones, we observe the Watts-Strogatz “small-world” effect, with a transition towards a mean-field behavior. But since in this case the mean-field equation is, for a suitable choice of parameters, chaotic, we observe the emergence of coherent oscillations, with a bifurcation cascade eventually leading to a chaotic-like behavior of the average opinion.

The small-world transition is essentially a synchronization effect. Similar effects with a bifurcation diagram resembling that of the logistic map have been observed in a different model of “adapt if novel - drop if ubiquitous” behavior, upon changing the connectivity [46, 47].

The main goal of the present study is that of reformulating the opinion formation models mentioned above [24, 25], in terms of a parallel, nonlinear Ising model both on a regular lattice, where the spin at any site is influenced by its nearest neighbors, and on small-world networks.

In the first case the mean-field behavior of the magnetization is described by a nonlinear equation for which chaos can be evaluated by the Lyapunov exponent [53], which is a measure of the stability of trajectories. The Lyapunov exponent is the time average of the growth rate of an initial infinitesimal perturbation of a trajectory. Clearly, this quantity cannot be simply defined for stochastic systems, since in this case one would essentially measure the effects of the noise. However, in many cases and in particular the present one, we would like to compare the dynamical properties of a stochastic microscopic model and its mean-field approximation. We show here that the Boltzmann’s entropy of an aggregate variable like the magnetization is a quantity that can be defined for both deterministic and stochastic systems. In the first case, Boltzmann’s entropy can be used as a measure of chaos [48].

The scheme of the paper is the following. We discuss the “nonlinear” parallel Ising model in Section II. We can therefore introduce the mean-field approximation of the model in Section III showing the bifurcation phase diagrams as a function of the parameters. The definition of the entropy and the results of microscopic simulations are reported in Section IV. Finally, conclusions are drawn in the last Section. In this Section we discuss also the differences between the present and the original model of Refs. 24, 25.

II. PARALLEL NONLINEAR ISING MODEL

We consider a system with $N$ sites, each one in a state $s_i \in \{-1, 1\}, i = 1, \ldots, N$. The state of the system is $s = \}$
(s_1, \ldots, s_N). The topology of the system is defined by the adjacency matrix a with a_{ij} = 1 if site j belongs to site i’s neighborhood and is zero otherwise. The connectivity k_i, the local field \tilde{h}_i, and the rescaled local field h_i at site i are

\[ k_i = \sum_j a_{ij}, \quad \tilde{h}_i = \sum_j a_{ij}s_j, \quad h_i = \frac{\tilde{h}_i}{k_i} \]

with \( h_i \in [-1,1] \). In this paper we shall use a uniform connectivity \( k_i = K \forall i \). The magnetization \( m \) is defined as

\[ m = \frac{1}{N} \sum_i s_i, \]

with \( m \in [-1,1] \).

In the following we consider multi-spin (plaquette) interactions. We moreover consider only completely asymmetric interactions \([49, 50]\), arranged to give a preferred direction that corresponds to time in the standard cellular automata language \([24, 51]\).

Considering up to 4-spin interactions, the Hamiltonian is

\[ \mathcal{H}(s) = -\sum_i s^t_i \left( \tilde{H} + J \sum_j a_{ij}s_j + \tilde{Z} \sum_{jk} a_{ij}a_{ik}s_js_k + \tilde{W} \sum_{jkl} a_{ij}a_{ik}a_{kl}s_js_ks_ks_l \right), \]

where \( \tilde{H} \) is the external field, and \( J, \tilde{Z}, \tilde{W} \) the two-spin, three-spin and four-spin interaction constants respectively as shown in Fig. 1.

It is possible to recast the interaction constants in terms of the local field \( h_i \). The terms containing \( s^t_i \) at “time” \( t+1 \) are,

- 2-spin: \( s^t_i \sum_j a_{ij}s_j = s^t_i\tilde{h}_i \),
- 3-spin: \( s^t_i \sum_{jk} a_{ij}a_{jk}s_js_k = s^t_i Q_i^{(2)} \),
- 4-spin: \( s^t_i \sum_{jkl} a_{ij}a_{ik}a_{kl}s_js_ks_k = s^t_i Q_i^{(3)} \).

These expressions define \( Q_i^{(2)} \) and \( Q_i^{(3)} \). Since

\[ \tilde{h}_i^2 = K + 2Q_i^{(2)}, \]
\[ \tilde{h}_i^3 = (3K - 2)\tilde{h}_i + 6Q_i^{(3)}, \]

the Hamiltonian can be written as

\[ \mathcal{H}(s) = -\sum_i s^t_i (H + Jh_i + Zh_i^2 + Wh_i^3), \]

where the correspondences among coupling constants are

\[ H = \tilde{H} - \frac{1}{2}K\tilde{Z}, \]
\[ J = K \left( \tilde{J} - \frac{3K - 2}{6} \tilde{W} \right), \]
\[ Z = \frac{1}{2}K^2\tilde{Z}, \]
\[ W = \frac{1}{6}K^3\tilde{W}. \]

In the following, we shall consider pair (J) and four-spin (W) terms, i.e., \( H = Z = 0 \), in agreement with previous investigations \([24]\).

The coupling term \( J \) modulates the “linear” effects of neighbors, so \( J > 0 \) gives a conformist (ferromagnetic) behavior and \( J < 0 \) a contrarian (antiferromagnetic) one. The term \( W \) modulates the nonlinear effects of the crowd. In this way one can model the Asch effect by inserting \( J < 0 \) (contrarian attitude) and \( W > 0 \) (social norms).

The time evolution of the spins is given by the parallel application of the transition probabilities \( \tau(s'_i | h_i) \) that gives the probability that the spin at site \( i \) and time \( t+1 \) takes value \( s'_i \) given the local field \( h_i \) at time \( t \), see Fig. 1.

The local transition probability is defined by a heat bath probability

\[ \tau(s'_i | h_i) = \frac{1}{1 + \exp(-2s'_i(Jh_i + Wh_h^3))} = \frac{1}{2} \left[ 1 + s'_i \tanh(Jh_i + Wh_h^3) \right]. \]

The parallel version of the linear (\( W = 0 \)) Ising model does not show many differences with respect to the standard serial one \([38]\). The observables that depend only on single-site properties take the same values in parallel or sequential dynamics \([39]\), although differences arise for two-site correlations \([52]\). In general the resulting dynamics is no more reversible with respect to the Gibbs measure induced by any Hamiltonian \([40]\).

In the following, unless otherwise specified, we always use \( W = 15 \) and \( K = 20 \).
In order to compare microscopic and mean-field models within the same framework we use the Boltzmann's entropy \( \eta \) \[ \frac{24, 48} {53, 55} \] of the magnetization \( m \). The interval \([−1, 1]\) is partitioned in \( L \) disjoint intervals \( I_i \) of equal size and the probability \( q_i \) of \( I_i \) is the fraction of visits to \( I_i \) after \( T \) time steps with \( T \gg 1 \).

Once these probabilities are known, \( \eta \) is defined by

\[
\eta = -\frac{1}{\log L} \sum_{i=1}^{L} q_i \log q_i, \tag{5}
\]

so that \( 0 \leq \eta \leq 1 \), the lower bound corresponding to a fixed point, the upper one to the uniform distribution \( q_i = 1/L \).

For a periodic orbit of period \( 2^p \) and \( L = 2^b \), \( \eta = p/b \). For low-dimensional dynamical systems, like the mean-field equation, the mid-value threshold \( \eta = 0.5 \) effectively separates the contracting dynamics (cycles) from the chaotic ones. For spatially-extended systems, there is always a stochastic noise that increases the value of the entropy in the “fixed-point” part of the parameter space. This base-level value is related to the size of the sample, and slowly vanishes for large samples.

In order to use finite-size samples, we set the onset of the phase in the stochastic systems corresponding to the chaotic phase in the deterministic ones to the mid-value of the range of \( \eta \). Taking the limits \( T \to \infty \), \( L \to \infty \) leads to the Kolmogorov-Sinai entropy \[ \frac{24, 48} {53, 55} \].

Before presenting the different scenarios, let us illustrate the type of bifurcations that are present. In Figs. 3 (a) and (b) we show parts of the bifurcation diagram of the map of Eq. 4 as a function of \( J \) starting with different values of the initial magnetization \( m_0 \).

Referring to the values in the Figure, at \( J = J_0 \) there is a pitchfork bifurcation, i.e., a separation of basins, that reunite at \( J = J_1 \), which is another pitchfork bifurcation, in the reverse direction. Intermixed, there are period-doubling bifurcations. There are other pitchfork bifurcations for different intervals of \( J \).

In Fig. 3 (c) we show the return map of the mean-field map for \( J = −5.2 \). We can see that there are four basins of attraction. For small values of the initial magnetization \( m_0 \), the orbit is attracted to \( m = -1 \) and for large \( m_0 \) to \( m = 1 \). The regions where this occurs are marked by the vertical dotted lines in the Figure. For other values of \( m_0 \), \( m \) ends in one of two period-two orbits. This figure shows, in the lower part, the two basins of attraction that are symmetric in the sense that if \( m_0 \) belongs to one basin of attraction, \(-m_0 \) belongs to the other one.

In what follows we present the bifurcation diagrams of the mean-field map Eq. 4 by varying the coupling constants \( J \) and \( W \). Unless otherwise noticed, we computed the Lyapunov exponent \( \lambda \) by averaging over 10,000 time steps after a transient of another 10,000 steps. The entropy \( \eta \) was computed using 256 boxes and 25,000 time steps.

In Fig. 4 (a) we show the bifurcation diagram of the magnetization \( m \), Eq. 4, as a function of \( J \) with \( W \) and
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**III. MEAN-FIELD APPROXIMATION**

The mean-field approximation for the magnetization \( m \) of the fully parallel case with fixed connectivity \( K \), follows from the Markov equation assuming no spatial correlations. Then

\[
m' = f(m) = \frac{1}{2K} \sum_{k=0}^{K} \binom{K}{k} (1 + m)^k (1 - m)^{K-k} \times \tanh \left[ J \left( \frac{2k}{K} - 1 \right) + W \left( \frac{2k}{K} - 1 \right)^3 \right]. \tag{4}
\]

with \( m = m(t) \) and \( m' = m(t+1) \). We show in Fig. 2 (b) the graph of \( m' \) together with some iterates of the map.

The mean-field magnetization exhibits chaos that can be characterized by the Lyapunov exponent \( \lambda \) \[ \frac{52} {52} \]. However, on spatially extended networks \( m \) changes stochastically and cannot be characterized in the same way.
FIG. 4. (Color online.) (a) Bifurcation diagram of the mean-field map of the magnetization \(m\), Eq. (4), as a function of the linear coupling \(J\). In (b) the corresponding Lyapunov exponent \(\lambda\) and in (c) the entropy \(\eta\). The vertical dotted lines are drawn at the estimated values of \(J\) for which \(\lambda = 0\). The horizontal dotted lines in (c) correspond to period 2, \(\eta = 1/8\), and period 4, \(\eta = 1/4\), orbits. For every value of \(J\), two initial values of the magnetization were used, \(m_0 = -0.3\) and \(m_0 = 0.3\).

The diagram exhibits a period doubling cascade towards chaos with periodic windows and pitchfork bifurcations.

The bifurcation diagram of \(m\) as a function of \(W\) with \(J\) and \(K\) fixed is shown in Fig. 5(a). In this case, there is an inverse period doubling cascade to chaos with pitchfork bifurcations.

The next row of figures, Figs. 4(b) and Fig. 5(b), show the corresponding Lyapunov exponent \(\lambda\) and the last one, Figs. 4(c) and Fig. 5(c), the entropy \(\eta\). The dotted vertical lines are drawn at some of the values of \(J\) or \(W\) where \(\lambda\) passes from a negative to a positive value or vice versa. These values coincide to jumps of \(\eta\) from values smaller to 1/2 to larger ones or vice versa and mark the appearance of chaos or periodic windows in the bifurcation diagrams.

Therefore, \(\eta\) can be used as a measure of chaos. To stress this, we show in Figs. 6 the mean-field phase diagrams of \(\lambda\) (top) and \(\eta\) (bottom). These diagrams are similar. The horizontal lines at \(W = 15\) correspond to Figs. 4(b) and (c) and the vertical ones at \(J = -10\) to Figs. 5(b) and (c) respectively. We find a similar behavior of the mean-field map as \(K\) varies with fixed \(J\) and \(W\). The three quantities \(J\), \(W\) and \(K\) are related by scaling relations, as shown in the Appendix.

The dotted horizontal lines in Fig. 4(c) and Fig. 5(c) correspond to period 2, \(\eta = 1/8\), and period 4, \(\eta = 1/4\) orbits. Looking at the bifurcation diagram in Fig. 4(a), for small \(-J\), the map has a fixed point and as \(-J\) grows there is a first bifurcation to a period 2 orbit and another one to what looks like a period 4 orbit, but \(\eta = 1/8\) instead of \(\eta = 1/4\) for period 4 orbits. What appears like a bifurcation to period four orbits is actually a pitchfork bifurcation to two period-two orbits that depend on the initial magnetization \(m_0\) as mentioned before. There are
other pitchfork bifurcations for other values of $J$ with $W$ fixed and also for values of $W$ with $J$ fixed.

**IV. SMALL-WORLD STOCHASTIC BIFURCATIONS**

In the Watts-Strogatz small-world model [29], starting with a network where every site has $K$ nearest neighbors, at any site $i$, with probability $p$, known as the long-range connection probability, each one of its $K$ neighbors is replaced by a random one. Then the spin at each site is updated according to Eq. (3). As $p$ grows, coherent oscillations of a majority of spins begin to appear so that the magnetization $m$ shows noisy periodic or irregular oscillations. The noise is the manifestation of the stochasticity of the updating rule. Similar patterns can be seen in Ref. [45], where the effect of the size of neighborhood is studied.

As shown in the following, by changing several parameters, we can obtain stochastic bifurcation diagrams similar to the mean-field ones. The following microscopic simulations were carried using lattices of $N = 10,000$ sites, with a transient of 10,000 time steps. The entropy $\eta$ was computed with 256 boxes and 25,600 time steps.

In Fig. 7 we show the bifurcation map and the entropy $\eta$ as functions of $p$. There is always some disorder, even for small values of $p$ where $m \sim 0$, and as $p$ grows we find bifurcations and more disorder. Indeed, the entropy $\eta$ is a good measure of this behavior, small values of $\eta$ corresponding to noisy “periodic orbits” while larger ones to disorder (“chaos”).

In the mean-field case, we found $\eta = 1/2$ to be a good threshold to separate order from chaos. For the stochastic dynamics on small-world networks we choose as the threshold the approximate value of the entropy at the first bifurcation as shown in the figures. For values smaller than this threshold there are noisy periodic orbits. The bifurcation diagram of the figure is reminiscent of the mean-field one, Fig. 4.

Notice that pitchfork bifurcations (dependence on the initial magnetization) are present also in the microscopic simulations, as shown in Fig. 7.

In Fig. 8 we show the bifurcation diagrams and entropy of the magnetization $m$ for the small-world networks obtained for different values of $p$. As before, the entropy is a good indicator of disorder.

Clearly, by setting the rewiring probability $p$ large enough, one can also recover the mean-field bifurcation diagrams as function of $J$, $K$ and $W$, with a good correspondence of the critical values of parameters.
A. Partial asynchronism (dilution)

The dilution $d$ is the fraction of sites chosen at random that are not updated at every time step. We define the diluted rule as

$$s_i(t+1) = \begin{cases} 
1 & \text{with probability } (1-d)\tau(1|h_i), \\
-1 & \text{with probability } (1-d)\{1-\tau(1|h_i)\}, \\
s_i(t) & \text{otherwise, i.e., with probability } d,
\end{cases}$$

so that for $d = 0$ one has the standard parallel updating rule. One time step is defined when on the average every site of the lattice is updated once. For a system with $N$ sites, the smallest value of the dilution is $d = 1/N$ and then $t_d = 1/d$ updates are needed to complete one time step. If $d = 1/2$, $t_d = 2$, etc.

The mean-field equation corresponding to dilution is

$$m(t+1) = (1-d)m(t) + df(m(t)),$$

where $f$ is the the map of Eq. (1). The mean-field phase diagram is reported in Fig. 9. Notice that the border at $d = 0$ corresponds to the horizontal line in Fig. 6.

The bifurcation diagrams and the entropy $\eta$ of the magnetization as functions of of the dilution $d$ are shown in Fig. 10 for different value of the long-range connection probability $p$. It is interesting to note the “bubbling” transition: the oscillations are favored, for intermediate values of the rewiring $p$, by a non-complete parallelism.

As shown in the figure, for values of $p$ larger than 0.1, the dilution is able to trigger bifurcations also in the spatial model. In contrast with the linear Ising model [10], where even a small amount of asynchronism is able to destroy the “effective” antiferromagnetic coupling, here the behavior is smooth with respect to dilution. See Ref. [52] for a study about metastable effects in the linear model.

B. Heterogeneity

In order to measure the effects of heterogeneity, we let a fraction $\xi$ of spins interact ferromagnetically ($J > 0$) with their $K$ neighbors and a fraction $1-\xi$ interact antiferromagnetically ($J < 0$). We show in Fig. 11 the bifurcation diagrams of the magnetization $m$ together with the en-
In particular, we observed that a small percentage of asynchronism or of ferromagnetic nodes favours the first period-doubling bifurcation, which appears first for intermediate values of $d$ and $\xi$.

This model is a generalization of an opinion formation model presented in Refs. [24] and [25]. In contrast with those investigations, we developed here the whole model within the framework of the parallel Ising model, with transition probabilities that are continuous and smooth, derived from Hamiltonian couplings. We found the mean-field bifurcation and phase diagrams as functions of $J$ and $W$, and discussed the dynamics on small-world networks as functions of the long-range rewiring probability $p$ and the heterogeneity $\xi$. The results are qualitatively similar to those found before, showing a certain degree of universality regardless of the details of the model.

We obtained also new results, such as the mapping among the parameters (only possible within this continuous approach) and the stochastic bifurcation phase diagram as a function of the asynchronism (or dilution) $d$ of the updating rule.

The different diagrams show a striking similarity, implying that it should be possible to map one bifurcation onto the other, as we did withing the mean-field approach among $J$, $W$ and $K$.

The present model aims at incorporating the Asch effect [26] in mean-field and microscopic simulations, i.e., the influence of social pressure and its dominance over the “linear” contrarian predisposition. The resulting mean-field approach exhibits a chaotic behavior, which is our knowledge was rarely (if ever) observed before.

What is remarkable is the appearance of coherent oscillations of the whole population also for the microscopic model, in the presence of long-range connections (small-world). This may have important consequences for social scientists: the conflict between a liberal education (contrarian attitude) and the ever present social pressure may lead to unpredictable oscillation triggered by many quantities, in our widely connected world.

V. CONCLUSIONS

We investigated the phase transitions of a nonlinear, parallel version of the Ising model, characterized by a linear coupling $J < 0$ and a nonlinear one $W > 0$. The mean-field approximation shows chaotic oscillations, by changing the couplings $J$ and $W$ or the connectivity $K$. We showed in the Appendix that there is a scaling relation among these parameters.

The nonlinear Ising model was studied on small-world networks, where $p$ is the probability of long-range rewiring of links. Here, entropy of the magnetization becomes a measure of disorder which is adequate once a threshold between the presence and absence of noisy periodic orbits is established. The noisy periodic and disordered behavior of $m$ imply a certain degree of synchronization of the spins, induced by long-range couplings.

We have shown also that similar bifurcations may be induced in the randomly connected model by changing the parameters $J$, the dilution factor $d$ and the heterogeneity $\xi$, by mixing ferromagnetic and antiferromagnetic interactions.

VI. APPENDIX

A. Continuous approximation and parameter mapping

The similarities among bifurcation diagrams with different connectivity $K$ and coupling parameters $J$, $W$ can be explained by using a continuous approximation of the mean-field equation.

By using Stirling’s approximation for the binomial co-
coefficients in Eq. (4), for small values of $m$, we obtain

$$
\frac{1}{2K} \left( \frac{K}{k} \right)(1+m)^k(1-m)^{K-k} \simeq \\
\sqrt{\frac{2K}{\pi(1-m^2)}} \exp \left\{ -\frac{2K}{1-m^2} \left( \frac{k}{K} - \frac{1+m}{2} \right)^2 \right\}
$$

(7)

and therefore, substituting $2k/K - 1 = x,$

$$
m' = \sqrt{\frac{K}{2\pi(1-m^2)}} \\
\times \int_{-\infty}^{\infty} dx \exp \left( -\frac{K(x-m)^2}{2(1-m^2)} \right) \tanh(Jx + Wx^3),
$$

(8)

from which the convolution structure is evident.

By developing $\tanh(-Jx + Wx^3)$ at first order (i.e., large $K$ and small values of $m$), we can compute the convolution, obtaining after remapping the first terms in powers of $m$,

$$
m' = \tanh(\tilde{J}m + \tilde{W}m^3)
$$

(9)

with

$$
\tilde{J} = J + \frac{3W}{K},
$$

$$
\tilde{W} = W \left( 1 - \frac{3}{K} \right).
$$

(10)

Notice that in the limit $K \to \infty$, $\tilde{J} \to J$ and $\tilde{W} \to W$.

The relation between parameters $J, K$ and $J_1, K_1$ of two mean-field approximations with different connectivities $K$ and $K_1$ is

$$
J_1 = J + \frac{3W}{K} \left( 1 - \frac{K_1 - 3}{K_1 - 3} \right),
$$

$$
W_1 = W_j K_1 K - 3 \frac{K_1}{K K_1 - 3}.
$$

(11)

Since the approximation of the hyperbolic tangent is valid for small $x$, we expect that this scaling is better for large $K$, for which the convolution length is small. In Fig. 12 we report the scaling correspondence for some values of $K$.

Since $J < 0$ and $K > 0$, the effect of this scaling is that of lowering the absolute value of $\tilde{J}$ and $K$ for small $K$ (larger than 3), so, given that for a large value of $K$ and certain values of $J$ and $W$ the mean-field equation is chaotic, it may be reduced to a fixed point graph by lowering the connectivity $K$.
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