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Abstract

Streamlined qBOLD acquisitions enable experimentally straightforward observations of brain oxygen metabolism. $R_2^*$ maps are easily inferred; however, the Oxygen extraction fraction (OEF) and deoxygenated blood volume (DBV) are more ambiguously determined from the data. As such, existing inference methods tend to yield very noisy and underestimated OEF maps, while overestimating DBV.

This work describes a novel probabilistic machine learning approach that can infer plausible distributions of OEF and DBV. Initially, we create a model that produces informative voxelwise prior distribution based on synthetic training data. Contrary to prior work, we model the joint distribution of OEF and DBV through a scaled multivariate logit-Normal distribution, which enables the values to be constrained within a plausible range. The prior distribution model is used to train an efficient amortized variational Bayesian inference model. This model learns to infer OEF and DBV by predicting real image data, with few training data required, using the signal equations as a forward model.

We demonstrate that our approach enables the inference of smooth OEF and DBV maps, with a physiologically plausible distribution that can be adapted through specification of an informative prior distribution. Other benefits include model comparison (via the evidence lower bound) and uncertainty quantification for identifying image artefacts. Results are demonstrated on a small study comparing subjects undergoing hyperventilation and at rest. We illustrate that the proposed approach allows measurement of gray matter differences in OEF and $R_2^*$ during hyperventilation.

1 Introduction

Quantitative blood oxygen level dependent (qBOLD) magnetic resonance imaging (MRI) provides a mechanism for creating in-vivo maps of a parameter of brain oxygen metabolism, Oxygen extraction
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Fraction (OEF) [Yablonskiy and Haacke, 1994]. According to the Fick’s principle [Kety et al., 1948], OEF relates the rate of brain oxygen metabolism (CMRO2) to that of oxygen delivery (corresponding to cerebral blood flow). This relationship assumes that the primary function of blood flow is the delivery of oxygen to the brain, and that brain metabolism drives the extraction of oxygen from blood into tissues.

Measurement of OEF may find application in the study of healthy brain physiology, as well as in several clinical applications [Dunn and Isaacs, 2021] such as stroke [Stone et al., 2019, An et al., 2021], dementia [Correia and Moreira, 2021], MS [Trapp and Stys, 2009], Parkinson’s Disease [Henchcliffe and Beal, 2008], Bipolar Disorder [Andreazza et al., 2010] [Pinna and Colasanti, 2021] and Schizophrenia [Prabakaran et al., 2004], in which alterations in brain oxygen supply or utilization play a prominent pathophysiological role.

The qBOLD model describes the relationship between OEF and the deoxygenated blood volume (DBV) through the dependency of the transverse relaxation rate, $R'_2$ where $R'_2 = R'_2 - R_2$, on the level of oxygenation in the blood. Recent work by Stone and Blockley [Stone and Blockley, 2017] demonstrated the potential for a streamlined quantitative BOLD acquisition that makes use of an asymmetric spin echo sequence [Wismer et al., 1988].

Figure 1: Illustration of log probability of OEF/DBV given simulated data, where the true values are given at the intersection of the black lines. Note that the likelihood (left column) supports a wide range of similarly likely parameters, some of which are physiologically unlikely. The middle column shows the result of our adaptive prior, trained using synthetic data. The right column illustrates our inferred approximate posterior distribution.
Performing maximum likelihood (weighted least squares) inference on the streamlined qBOLD data provides smooth and robust maps of $R'_2$. However, the inferred maps of OEF tend to be extremely noisy. This noisiness arises from a broad joint distribution of probable values for these parameters, given the data [Sohlin and Schad, 2011, Christen et al., 2014, Cherukara et al., 2019]. This is illustrated in the left column of Figure 1. Accordingly, treating voxels as independent and taking a maximum likelihood approach to model fitting yields inconsistent results, even with high signal-to-noise ratio. Recently, a variational Bayes approach [Cherukara et al., 2019] was proposed for this form of data, which yields some improvements in terms of enabling smoother predictions and objective model comparison. However, there are several limitations with this approach including: systematic under/over-estimation of OEF and DBV respectively; an approximated form of the true forward model is used, where the accuracy of the approximation varies for different parameters values; the approach requires sequential updates from an initial posterior distribution, and may yield inconsistent results for different initialisations; finally, this previous work describes the joint distribution of DBV and $R'_2$, which does not allow prior knowledge to be directly expressed for OEF.

This paper contributes a flexible framework for efficient amortized variational Bayesian inference of voxelwise physiological parameters from neuroimaging data with the following properties:

1. Synthetic data is used to pre-train a convolutional encoder, from which informative voxelwise prior distributions are derived prior to observing any real data. These adaptive priors and our variational posteriors are illustrated in Figure 1. We demonstrate that our approach leads to interpretable inference results.

2. Capable of using any differentiable non-linear forward models, without linearised mathematical approximations. We demonstrate an improvement compared to asymptotic approximations of the signal equations.

3. Inference is performed using a feed-forward convolutional neural network, so has no initialisation dependence at inference time and is computationally efficient.

4. Allows for flexible distribution choices for the parameters of interest; in this case we use logit-Normal distribution for OEF and DBV to restrict to physically possible values.

5. Additional loss functions or regularisers can be trivially incorporated. In this work we experiment with a total-variation smoothness regulariser.

Furthermore, an open-source implementation and pre-trained models in TensorFlow are made available through GitHub [1]. We demonstrate our approach on streamlined asymmetric spin echo quantitative BOLD data, but it could be easily adapted for other qBOLD acquisitions or similar problems such as measuring cerebral blood flow using arterial spin labelling data.

2 Background

2.1 Forward Model

The theoretical qBOLD model of [Yablonskiy and Haacke, 1994] describes the expected transverse relaxation signal profile given some assumptions regarding the tissue [An and Lin, 2003]. The

[1]https://github.com/wearepal/qBOLD-VI
Symbols | Meaning | Constant/Inferred
--- | --- | ---
ζ | Deoxygenated blood volume (DBV) | Inferred
OEF | Oxygen extraction fraction (OEF) | Inferred
$R'_2$ | Reversible transverse relaxation rate | Indirectly inferred
Hct | Fractional haematocrit | 0.34 \[He and Yablonskiy, 2007\]
$\Delta\chi_0$ | Magnetic Susceptibility Difference | 2.64e-7 \[He and Yablonskiy, 2007\]
$\gamma$ | Gyromagnetic ratio of protons | 2.675e8
$R^t_2$ | $R_2$ decay of brain tissue | 11.5 \[He and Yablonskiy, 2007\]

Table 1: Key model parameters

The asymmetric spin echo (ASE) qBOLD sequence \[Stone and Blockley, 2017\] makes use of a refocusing pulse at time $(TE - \tau)/2$, leading to an effective echo time of $TE - \tau$. The signal is read-out at constant time $TE$ across all the echoes, and we can now write the signal as a function of $\tau$:

$$S_t(\tau) = \begin{cases} S_0 \cdot \exp(-R'_2 \cdot TE) \cdot \exp \left( -\zeta \cdot \int_0^1 \frac{(2 + u)\sqrt{1 - u}}{3 \cdot u^2} \left( 1 - J_0 \left( \frac{3}{2} \delta\omega \tau u \right) \right) \right) & |\tau| < t_c \\ S_0 \cdot \exp(-R'_2 \cdot TE) \cdot \exp(\zeta - R'_2 \cdot \tau) & |\tau| > t_c \end{cases} \quad (4)$$

The transition points between these regimes are imperfectly characterised. \[Stone and Blockley, 2017\] indicate that $t_c$ should be at $\frac{1.5}{\delta\omega}$, whereas \[Lee et al., 2018\] opt for $\frac{1.0}{\delta\omega}$. \[Cherukara et al., 2017\].
advocated a process of adapting $t_c$ to best match equation 3. Although these asymptotic forms provide for a straightforward numerical solution, the issues regarding the choice of regime demonstrate the benefits of using the full forward model where possible. This work can encapsulate either the asymptotic formulation or the full forward model.

2.3 Two Compartment Model

Several approaches have been proposed to model the signal contribution from venous blood. Similarly to [Cherukara et al., 2019], we adopt the intravascular compartment model of [Berman and Pike, 2018] to describe a venous blood compartment:

$$S_b(\tau) = \exp(-R_b^2 \cdot TE) \cdot \exp\left(\frac{-\gamma^2}{2} G_0 t_D^2 \cdot \left(\frac{TE}{t_D} + \sqrt{\frac{1}{4} + \frac{TE}{t_D} + \frac{3}{2}} - 2\sqrt{\frac{1}{2} + \frac{TE + \tau}{t_D}} - 2\sqrt{\frac{1}{4} + \frac{TE - \tau}{t_D}}\right)\right)$$ (5)

where the characteristic diffusion time, $t_D = r_b^2 / D_b$ with $r_b = 2.6 \mu m$ and $D_b = 2 \mu m^2 ms^{-1}$ corresponding to the size and diffusion rate of red blood cells, respectively [Berman and Pike, 2018, Cherukara et al., 2019]. $G_0$, the mean square field inhomogeneity is calculated using equation from [Berman and Pike, 2018]:

$$G_0 = \frac{4}{45} Hct(1 - Hct)(\Delta \chi_0 B_0)^2$$ (6)

The total signal is a combination of the signal from Eq. 3 and Eq. 5 weighted by the apparent deoxygenated blood volume, $\zeta'$.

$$S^{total} = (\zeta' S_b(\tau) + (1 - \zeta')S(\tau))$$ (7)

where $n_b$ is the relative spin density of blood (0.775) [Ernst et al., 1993], and $\zeta' = m_b \cdot n_b \cdot \zeta$. $m_b$ is the steady-state magnetisation of blood, which for this sequence is given by [Cherukara, 2019]:

$$m_b = 1 - \left(2 - \exp\left(-\frac{TR - TI}{T1_b}\right)\right) \exp\left(-\frac{TI}{T1_b}\right)$$ (8)

where $TR = 3s$, $TI = 1.21s$ is the inversion time for the FLAIR pulse [Stone and Blockley, 2017] and $T1_b = 1.58s$ is the blood T1 relaxation time [Cherukara, 2019].

2.4 Variational Inference

2.4.1 Theory

Bayesian inference provides a principled and coherent method for inferring the parameters of a model from data, given some prior knowledge. Bayes' theorem states:

$$p(\theta|x, M) = \frac{p(x|\theta, M)p(\theta)}{p(x|M)}$$ (9)

where $\theta$ are the parameters of model $M$ and $x$ is data. The model evidence, $p(x|M)$, is intractable for most problems. This complicates inference of the posterior over model parameters $p(\theta|x, M)$.
Variational Bayesian Inference (VI) provides a tractable approach to estimating approximate parameter distributions. The fundamental idea is to approximate the posterior of the model parameters, $p(\theta|x)$, using an analytic distribution, $q(\theta|x)$. Commonly $q(\theta|x)$ is chosen as a multivariate normal, $p(\theta|x) \approx q(\theta|x) = \mathcal{N}(\mu_\theta, \Sigma_\theta)$. The parameters of $q(\theta|x)$ are chosen by maximising the log evidence lower-bound (ELBO), $\mathcal{L}$:

$$
\log p(x|M) = \int p(x, \theta|M) d\theta \geq \mathbb{E}_{q(\theta|x)} \left[ \log \frac{p(x|\theta, M)p(\theta)}{q(\theta|x)} \right] \geq \mathbb{E}_{q(\theta|x)} \left[ \log \frac{p(x|\theta, M)}{q(\theta|x)} \right] - D_{KL}(q(\theta|x)||p(\theta)) = \mathcal{L}
$$

where $\mathbb{E}$ corresponds to the expectation of the bracketed quantity with respect to the subscript. Detailed derivations of variational inference are widely available and we refer readers to consult [Blei et al., 2017].

### 2.4.2 Model evidence

The model evidence, sometimes called the marginal likelihood, $p(x|M) = \int p(x|\theta, M)p(\theta)d\theta$, provides a summary of how well the model explains the data. As the ELBO lower-bounds the log model evidence, it has been used to objectively compare choices of models to explain data [Beal, 2003]. This has been shown to be particularly useful in cases such as neuroimaging, where the “true” parameters are unobservable and the evidence is computationally infeasible, e.g. [Chappell et al., 2008, Friston et al., 2007].

### 2.4.3 Inference

Traditional VI was performed through a variant of expectation-maximisation [Beal, 2003], making use of conjugacy to allow analytic updates without the need for sampling. [Chappell et al., 2008] demonstrated an approach for using VI with non-linear forward models using a 1st order Taylor series. However, these approaches require initial estimates of posterior distributions and are susceptible to local minima [Blei et al., 2017].

The Variational Auto Encoder (VAE) [Kingma and Welling, 2014, Rezende et al., 2014] demonstrated how neural networks can learn to perform variational inference, amortized over a training set $X$. This is achieved by creating a neural network to parameterise the approximate distribution, $q_\Theta(\theta|x)$, where $\Theta$ are the parameters of the neural network. This network can be trained through backpropagation by approximating the expectation $\mathbb{E}_{q(\theta|x)}[p(x|\theta)]$ using samples from $q_\Theta(\theta|x)$. Leading to a loss of:

$$
-L \approx \frac{1}{N} \sum_i \left[ D_{KL}(q_\Theta(\theta|x^i)||p(\theta)) - \frac{1}{N_s} \sum_j \log(p(x^i|\theta^j, M)) \right]
$$

where $N$ is the number of data samples and $N_s$ is the number of samples from the approximate posterior, $\theta^j \sim q_\Theta(\theta|x^i)$, used to evaluate the log-likelihood.
Figure 2: a) shows the overall encoder architecture, where the specifics of the convolutional blocks are described in more detail in Figure 9. Tensors are shown for 2D ($h \times w \times$ channels), rather than 3D images, for simplicity of presentation. Grey blocks correspond to observations, where $S^*$ is the normalised input data, orange blocks are model outputs and blue are intermediate representations. Note these diagrams illustrate independent, rather than correlated OEF and DBV distributions. A block diagram to illustrate the synthetic data likelihood is given in 2b, where the true values are known and are logit-Normal distributed (as described in section 3.3). The real data likelihood is illustrated in Figure 2c, where the reparameterisation trick followed by a scaled and shifted logit transformation, $f$, is used to generate samples of DBV and OEF from which a simulated signal is synthesised $\hat{S}$. The likelihood model is a Normal distribution, with heteroscedastic noise parameters given by $\Sigma_{im}$.

3 Methods

3.1 Overview

Our approach is summarised in Figure 2. The model consists of a convolutional neural network, referred to as an encoder. The encoder takes an image of dimensions $h \times w \times d \times N_t$, where $N_t$ is the size of $\tau$, and predicts a $h \times w \times d$ scaled set of logit-Normal distribution parameters for OEF and DBV. See section 3.3 for details on the form of the distribution. The encoder also outputs a map $\Sigma$ of size $h \times w \times d \times N_t$, which contains the expected voxelwise variance for the predicted signal.

The inference model is trained in a two stage process using both synthetic and real data. We firstly synthesise a number of independent voxelwise signals with varying levels of noise. These
synthetic data have known values for \textit{OEF} and \textit{DBV} and accordingly this network can be trained in a supervised fashion. The likelihood for pre-training on synthetic data is illustrated in Figure 2b. At this stage, due to the spatial independence of the simulated signals, the encoder only uses \(1 \times 1\) convolutions and so is effectively a voxelwise multi-layered perceptron (MLP). Subsequently, the encoder is fine-tuned on real MRI data. In this phase we optionally add additional larger sized convolutional components to the encoder, see section 3.7 for details. Samples from the predicted \textit{OEF} and \textit{DBV} distributions are fed into the forward model to reconstruct the data, as illustrated in Figure 2c. In this variational training procedure, the voxelwise distributions predicted by the synthetically pre-trained model are treated as prior information.

\section*{3.2 Synthetic Data Generation}

We consider a similar process to \cite{Domsch et al., 2018, Hubertus et al., 2019} of generating a set of synthetic data using known \textit{DBV} and \textit{OEF} across the range of plausible values. The clean signal data is generated using the integral of equation 3, which is solved numerically using Simpson’s rule, where the domain is broken into 64 equal-width trapezoids.

We henceforth refer to the signal generation function as \(S_{\tau}: \mathbb{R}^2 \mapsto \mathbb{R}^{N_t}\), which maps from \textit{DBV} and \textit{OEF} to a predicted set of \(N_t\) signals with timings given by \(\tau\).

To improve our robustness to noise, we simulate additive Gaussian noise applied to the clean signal. The SNR is known to vary given the value of \(\tau\) \cite{Stone and Blockley, 2017}, with peak SNR at the spin echo image \((\tau = 0)\). We calculate a spin-echo normalised noise level from our training data, which was found to be consistent across examples, even if the noise variance itself was not. These normalised noise statistics were used to create additive noise at a range of spin-echo SNRs (between 50 and 120).

\subsection*{3.2.1 Data Normalisation}

In order to make real and synthetic images comparable, they need to be normalised before being fed into the model. We normalise each voxel independently by dividing the observed signals by the spin-echo image, \(\tau = 0\). We subsequently log-transform the resulting values, mirroring previous works \cite{Stone and Blockley, 2017}. We refer to the normalised data as \(S^*\).

\section*{3.3 Parameter distributions}

We choose to model \textit{OEF} and \textit{DBV} using a scaled logit-Normal (\textit{LN}) distributions, as illustrated in \cite{Stone and Blockley, 2017}. We define the distribution such that a random variable \(\alpha \sim LN(\mu_l, \Sigma_l; s, o)\) is given by \(f(\beta) = sL(\beta) + o\), where \(L\) is the logistic function and \(\beta \sim N(\mu_l, \Sigma_l)\). Effectively this means the logits, inverse logistic values, of a shifted (by \(o\)) and scaled (by \(s\)) version of \(\alpha\) follow a multivariate Normal distribution. This has the benefit of constraining the probable domain of \(\alpha\) to being within a predefined range, while permitting correlations between dimensions. In our case, we constrain the random variables for \textit{OEF} and \textit{DBV} parameters within a realistic range, and allow correlations in the logits.

We define the probability density function for observed values \(y\) as:

\[
p(y; \mu_l, \Sigma_l) = \frac{1}{\sqrt{2\pi|\Sigma_l^T|}} \frac{1}{\sum_i \hat{y}_i(1-\hat{y}_i)} \exp \left(-0.5(\text{logit}(\hat{y}) - \mu_l)^T \Sigma_l^{-1}(\text{logit}(\hat{y}) - \mu_l)\right)
\]  

(13)
where $\hat{y} = (y - o)/s$, and logit is the inverse of the logistic function $\text{logit}(\hat{y}) = \log(\hat{y}/(1 - \hat{y})$.

For our model, we use the following parameterisation:

$$p(\Phi) = p(OEF, \zeta) = LN(\mu_l, \Sigma_l, s, o)$$

(14)

where the subscript $l$ is used to distinguish these parameters from the mean and covariance of a multivariate Normal distribution. We use $p(\Phi)$ to denote the joint distribution of $OEF$ and $DBV$, $\mu_l = [\mu_{OEF}, \mu_{\zeta}]^T$, $s = [0.8, 0.3]^T$, $o = [0.05, 0.001]^T$. $\Sigma_l$ is either a diagonal covariance matrix, or a lower-triangular Cholesky decomposition $\Sigma_l = L_l L_l^T$ accounting for correlations in the logits between parameters. Note that equation 13 is not the standard definition of a multivariate logit-Normal distribution, in which the dimensions of $x$ are considered exclusive observations (i.e. they sum to 1). Instead, we are modelling non-exclusive proportions where correlations are permitted.

In practice, when we use a non-diagonal $\Sigma$ we whiten the residual term by the inverse transposed Cholesky matrix, $[\text{logit}(y) - \mu]^T L_l^{-1}$ and take the sum of squares. Samples can be easily draw from this parameterisation by $f(\mu_l + L_l z)$, where $z \sim N(0, 1)$. As described in Figure 2 we infer these parameters for each voxel using a convolutional neural network, $\mu_l(S^*; \theta)$ and $\Sigma_l(S^*; \theta)$, where $S^*$ is the normalised input data and $\theta$ corresponds to the network parameters.

3.4 Distribution of synthetic parameters

We discovered that the distribution of synthetic values for $OEF$ and $DBV$ has a pronounced effect on the predictions from the model. Originally, we considered training using a uniform distribution in a valid range for each parameter. In such a scenario, we encountered the systematic underestimation of $OEF$ and $DBV$ that was reported in prior work using similar data [Stone and Blockley, 2017, Cherukara et al., 2019]. We investigate using more informative synthetic distributions to introduce our expected prior distributions for $OEF$ and $DBV$. Specifically, we find that distributions of $OEF = N(40\%, 20\%)$ and $DBV = N(2.5\%, 2\%)$ provide relatively wide, reliable synthetic samples that alleviate under-estimation of $OEF$. The choice of this distribution is explored in section 5.2.

3.5 Synthetic Training

During the synthetic training phase, the true OEF and DBV values, $OEF^*$ and $DBV^*$ respectively, are known. As such, we can simply maximise the probability (eq 13) of the true values given the synthetic signals.

3.6 Learning Amortized Variational Inference from Real Data

The previously described inference network is trained from synthetic data, where it learns to predict the relevant biophysical parameters using simulated signals. However, it is likely that real observed MRI data will contain unforeseen variations from the simulated signals, such as partial voluming and other sources of signal. As such, the synthetically trained model will not provide an optimal explanation for real data. Furthermore, as the synthetic data is simulated as independent voxels we cannot learn to make spatially smooth predictions.

We now consider our inference networks as parameterising a variational distribution, $q(\Phi)$:

$$p(\Phi|S^*) \approx q(\Phi|S^*) = LN(\mu_l(S^*; \psi), \Sigma_l(S^*; \psi), o, s)$$

(15)
where we extend our inference networks $\mu_l(S^*; \psi), \Sigma_l(S^*; \psi)$ and refer to this parameterisation by $\psi$. $\psi$ contains additional parameters compared to $\theta$, where these additional parameters are randomly initialised.

In this VI approach, we choose to use predictions from a synthetic pre-trained model as informative prior information on the parameter logit distribution: $p(\Phi) = LN(\mu_l(S^*; \theta), \Sigma_l(S^*; \theta))$. We consider this prior knowledge as it arises from learning purely on simulated data. These informative priors provide a strong grounding for inference.

As the true parameters $OEF$ and $DBV$ are unobservable for real data, we instead simulate our observations using the forward model of the signal given our estimated parameters. We use a multivariate Normal likelihood function, with a diagonal covariance matrix $\Sigma_{im}(x, \psi)$ predicted as part of the model. Accordingly, the expected likelihood of the ELBO can be rewritten as:

$$E_q(\Phi|S^*) \left[p(S^*|\Phi, M) \right] = \int N(S^*; S_\tau(\Phi), \Sigma_{im}(x, \psi), M) q(\Phi|S^*, \psi)$$

$$\approx \sum_{N_s} N(S^*; S_\tau(\Phi^j), \Sigma_{im}(x, \psi)))$$

where $\Phi^j \sim q(\Phi|S^*)$. We can now write our approximate ELBO as:

$$\mathcal{L} = -E_q(\Phi|S^*) \left[p(S^*|\Phi, M) \right] + D_{KL}(q(\Phi|S^*)||p(\Phi|S^*))$$

$$\approx - \sum_{N_s} N(S^*; S_\tau(\Phi^j), \Sigma_{im}(x, \psi)))$$

$$+ D_{KL}(LN(\mu_l(S^*; \psi), \Sigma_l(S^*; \psi))||LN(\mu_l(S^*; \theta), \Sigma_l(S^*; \theta))$$

where $D_{KL}$ is approximated using samples where a correlated logit-Normal distribution is used, and the implementation in TensorFlow probability [Dillon et al., 2017] is used for independent logit-Normal distributions for OEF and DBV.

### 3.6.1 Additional Regularisation

One expected property in biological systems is spatial smoothness, i.e. adjacent voxels take similar values. This prior knowledge can help to further reduce the effects of noise compared to independent priors. Although principled approaches exist to infer spatial regularisation [Groves et al., 2009], these have not been demonstrated for multivariate logit-Normal distribution, and in any case add a higher level of complication to $p(\Phi)$. In this work we introduce spatial regularisation in a more ad-hoc way by including an additional total-variation loss on the transformed predicted means:

$$TV(\hat{\mu}) = \frac{1}{(w-1)(h-1)d} \sum_{x=1}^{w-1} \sum_{y=1}^{h-1} \sum_{z=1}^{d} \left( |\hat{\mu}_{x,y,z} - \hat{\mu}_{x+1,y,z}| + |\hat{\mu}_{x,y,z} - \hat{\mu}_{x,y+1,z}| \right)$$

where $\hat{\mu} = f(\mu_l(S^*; \psi))$. Note that we only penalise spatial smoothness in the axial plane, due to the thick slices (and slice gap) in our data.

This gives us a total loss of:

$$\mathcal{L}_{tv} = \mathcal{L} + \lambda TV(\mu_l(S^*; \psi))$$

where $\lambda$ controls the magnitude of the smoothness regularisation.
3.7 Network Architecture

The network trained on synthetic data considers voxels independently and consequently is best modelled using a multilayer perceptron (MLP), which can equivalently be considered as a 3D convolutional neural network (CNN) with a kernel size of 1 voxel.

To incorporate both the pre-trained MLP, which considers voxels independently, and spatial information, we use a gated version of a residual blocks with larger (3x3x1) convolutional kernels [He et al., 2016]. Our convolutional block design is illustrated in the appendix in Figure 9. This residual block structure allow the network to encapsulate a wider receptive field, where the output is weighted by a learned gating value. For the gating function, we offset the logits by $-3$ such that the synthetically trained MLP is relied on initially when training the variational model.

3.7.1 Training

In our experiments, we opt for 2 MLP/gated-residual blocks, with 60 units throughout. During training, random $25 \times 25$ crops were taken of the data in x and y, and all the 8 slabs in z were used. The loss function was masked to only consider voxels in the brain region.

For training the model we used the AdamW optimiser [Loshchilov and Hutter, 2019], with learning rate $2e^{-3}$ and weight decay rate $2e^{-4}$ for the synthetic data, and a learning rate of $5e^{-3}$ and a weight decay rate of $2e^{-4}$ for real data. We used batch sizes of 512 for synthetic data and 38 for real data. We found the use of stochastic weight averaging [Izmailov et al., 2018] while training with synthetic data improved the robustness of the overall training procedure. We trained for 1400 iterations on synthetic data, at which point the model converges, and 4000 iterations on real data. To ensure convergence on the real data, we linearly decay the learning and AdamW weight decay by a factor of 100 over the training period.

These parameters were chosen through a combination of parameter sweeps and empirical experimentation while monitoring training stability and the ELBO on validation data.

4 Materials

4.1 Data

Two datasets were used in this paper. The first was used for training the model consisting of 22 subjects, some of which had repeated scans, covering the inferior, superior or central regions of the brain. 38 separate scans were used from this dataset. The second dataset was used for validation, and we henceforth refer to as the study dataset. The study dataset is concerned with measuring changes in metabolism while undergoing hyperventilation. Hyperventilation is expected to have no effect on the cerebral metabolic rate of oxygen. However, OEF to expected to increase to compensate for the increased oxygen supply through the vasculature. This dataset consisted of 6 subjects, where data was acquired at rest and during hyperventilation. In the latter condition, participants were instructed to increase their ventilatory rate and depth, aiming for an end-tidal partial pressure of carbon dioxide (PETCO$_2$) of less than 20mmHg, assessed via capnograph, during MRI. In our analysis we have excluded one of the subjects whose hyperventilation scan suffered from artefacts, this image was identified as problematic based on the ELBO and predictive uncertainty measures, and visual inspection of the data confirmed the issue. We provide details of this in section 5.4.
These data were acquired with the FLAIR-GESEPI-ASE sequence described in Stone and Blockley [2017], with an in-plane axial resolution of 96x96, with 8 slices. The voxel dimensions were 2.3mm × 2.3mm × 5mm with a 2.5mm slice gap. For each acquisition, 11 values of $\tau$ were used, from -16ms to 64ms, with a spacing of 8ms. Both magnitude and phase images were saved, but only the magnitude data were examined in this work.

All data was motion corrected using the “MCFLIRT” Jenkinson and Smith [2001] script from FSL Jenkinson et al. [2012], where the $\tau = 0$ image was chosen as the reference volume and sinc interpolation was used. Brain extraction was performed on the motion corrected ASE data using BET Smith [2002], where the average ASE volume was used to create the mask.

4.2 Ethics statement and data availability

Data acquisition was approved by the Brighton and Sussex Medical School Research and Governance Ethics Committee (REF 09/156/CER), and all participants provided written informed consent. The anonymised raw and preprocessed hyperventilation study dataset will be made freely available through Zeonodo.org on acceptance of this paper. All the code is freely available under an MIT license from https://github.com/wearepal/qBOLD-VI.

5 Experiments

The analysis of all of our results is performed on real data where we use the ELBO (eq. 18) of our validation dataset to compare model performance. ELBO increases with improved explanation of the original MR image data and closer accordance with the synthetically trained prior. We do not consider synthetic data useful for evaluation as it will not capture all sources of data variability and may prefer models that overfit to the synthetic data.

5.1 Effect of smoothness loss

![Figure 3: Demonstration of how the inferred OEF maps change as the smoothness regularisation weight increases.](image)

Figure 3: Demonstration of how the inferred OEF maps change as the smoothness regularisation weight increases.
We begin our analysis by investigating the effect of modifying the smoothness weight $\lambda$ on the resulting predictions. Results are illustrated in Figure 3. We find that increasing $\lambda$ leads to smoother and more interpretable OEF maps, with a small decrease in ELBO. This is expected as the ELBO, in this case, is a voxelwise measure describing how well the image data is explained and how closely the prior is accorded with. Given the ambiguities of inferring OEF from this data, spatial smoothness introduces a useful degree of regularity in our inference. The differences in $DBV$ and $R'_2$ maps is very small, hence these are not shown.

We select $\lambda = 5.0$ for all future experiments as it provides a good compromise between smooth parameter maps and preserving features.

5.2 Effect of prior distribution

As can be seen in Figure 4, the choice of synthetic sample distribution has a substantial impact on the model’s ability to predict the study image data as measured by the ELBO. Our choice of prior means for $OEF = 40\%$ and $DBV = 2.5\%$ was supported from previous literature that found an OEF of $41 \pm 9\%$ using Oxygen PET [Derdeyn et al., 2001] and $38.3 \pm 5.3$ using qBOLD [He and Yablonskiy, 2007]. DBV was estimated at $1.75 \pm 0.13\%$ using qBOLD [He and Yablonskiy, 2007], $2.18 \pm 0.41$ in [Blockley et al., 2013], and was estimated at $3.1 \pm 0.5\%$ using interleaved qBOLD [Lee et al., 2018]. We experimented with the standard deviations for these and found that $OEF \sim T(N(40\% , 20\%^2))$ and $DBV \sim T(N(2.5\% , 2\%^2))$, provides a good compromise in terms of ELBO and tightness of the distribution, where $T(N$ refers to a truncated Normal distribution to avoid values outside $[0\%, 100\%]$. Interestingly, we note that in all cases the hyperventilation study data was less well predicted than the baseline dataset. We consider this in more detail in section 5.4.

In Figure 4c we observe substantial differences in the distribution of $OEF$ and $DBV$ depending on the choice of synthetic sampling distribution. However, the distribution of $R'_2$ does not alter significantly depending on these choices.

These experiments serve to illustrate the intrinsic ambiguity in these data, i.e. there are a distribution of possible combinations of OEF and DBV that can explain any voxel reasonably well. Using a biologically motivated synthetic sampling distribution allows us to express our prior physiological knowledge, and prefer plausible values for OEF and DBV.

5.3 Effect of modelling covariance between OEF and DBV

As described in section 3.3, the approximate distribution of $OEF$ and $DBV$ are modelled by scaled logit-Normal distributions. We experimented with either predicting diagonal or full covariance matrices, $\Sigma_l(S'; \psi)$. Full covariance matrices describe the joint distribution of $OEF$ and $DBV$ at each voxel, whereas the diagonal matrix assumes independence. Figure 10 in the appendix shows that the full covariance matrix leads to improved predictions of the data as given by the ELBO, where we find a gray matter voxelwise mean of $26.1 \pm 0.52$ for correlated OEF and DBV and $24.2 \pm 0.64$ for independent distributions. We also note that the inferred mean OEF and DBV values are similar for both methods.

5.4 Predictive uncertainty and identifying outliers

We have two means of identifying problematic data, the predictive uncertainty and the ELBO values. Figure 5 illustrates maps of predictive uncertainty and ELBO on two subjects from the
Figure 4: The mean ELBO and std-deviation across subject-wise means for baseline, and hyperventilation conditions for grey matter voxels (a). Higher ELBO corresponds to better explanation of the original image data and closer accordance with the synthetically trained prior.

b) Illustrates the OEF and DBV distributions used. c) Shows the OEF and DBV distribution at baseline condition in the gray matter for different distributions of synthetic data. WLS refers to weighted least squares inference, as given in [Stone and Blockley, 2017]. N refers to synthetic data distributions from $OEF \sim T N(40\%, 20\%^2), DBV \sim T N(2.5\%, 2\%)$, $N_w$ corresponds to $OEF \sim T N(40\%, 30\%^2), DBV \sim N(2.5\%, 3\%)$, $N_n$ corresponds to $OEF \sim T N(40\%, 10\%^2), DBV \sim T N(2.5\%, 1\%)$, and $U$ corresponds to uniform distributions $OEF \sim U(5\%, 80\%), DBV \sim U(0.3\%, 25\%)$.

study dataset. For the subject with artefacts in their hyperventilation qBOLD scan, we can easily
identify the issues using either of these measures. We also observe lower ELBO in hyperventilation scans (GM mean 25.6 ± 0.65 compared to 26.1 ± 0.52) at baseline; this is particularly visible around the cortex and near regions of CSF, see Figure 5(b) bottom right for an example. We hypothesise that this is due to additional subject motion and changing partial volumes over the acquisition during hyperventilation.

5.5 Choice of forward model

We consider using a one, or two compartment model (including the contribution from venous blood described in Section 2.3) with either the asymptotic or full signal equations. We find that using the full signal model has a substantial impact in explaining the data, with an increase in gray matter voxelwise EBLO from 23.0 ± 0.65 to 25.7 ± 0.56 with one compartment and 22.5 ± 0.60 to 26.1 ± 0.52 with two compartments. The difference in ELBO between 1 and 2 compartment models is reasonably small, and the parameter distributions are very similar. See Figure 11 in the appendix for further details.

5.6 Comparing Inference Strategies

We compare four inference variants: weighted least squares (WLS) [Stone and Blockley 2017], our model trained only on synthetic data (Synth), and variational inference without and with spatial regularisation, VI and VI + TV respectively. The distribution of gray matter values for OEF, DBV and $R'$ for the 4 methods in Table 2.

Our learned approaches, given the choice of prior distributions, produce values for OEF and DBV that are in a more plausible range than WLS. The Synth results show closer adherence to the prior distribution in terms of OEF as this model is heavily regularised. VI leads to higher standard deviations, whereas the use of total variation regularisation (VI+TV) narrows the inferred OEF.
Table 2: Gray-matter parameter means and standard deviations for different methods at baseline and during hyperventilation.

| Method | OEF   | OEF-hyp | DBV   | DBV-hyp | $R'_2$ | $R'_2$-hyp |
|--------|-------|---------|-------|---------|--------|------------|
| WLS    | 23.2 ± 20.9 | 25.5 ± 21.7 | 7.65 ± 7.07 | 8.03 ± 6.88 | 6.2 ± 6.3 | 6.8 ± 5.3 |
| Synth  | 38.2 ± 13.4 | 41.9 ± 13.4 | 4.45 ± 2.55 | 4.80 ± 2.19 | 5.5 ± 5.1 | 6.2 ± 4.4 |
| VI     | 35.5 ± 15.8 | 39.6 ± 15.1 | 4.37 ± 2.78 | 4.77 ± 2.35 | 5.3 ± 5.5 | 6.0 ± 4.7 |
| VI + TV| 35.1 ± 13.0 | 39.1 ± 12.1 | 4.21 ± 2.60 | 4.60 ± 2.17 | 5.2 ± 5.4 | 5.9 ± 4.6 |

and DBV distributions considerably. $R'_2$ is reasonably stable across learned inference methods. See Figure [12] in the appendix for violin plots of the distributions at baseline.

Example parameters maps are provided in Figure [6] for WLS and VI+TV. WLS maps are particularly noisy for OEF and DBV, whereas VI+TV leads to smoother maps.

5.7 Hyperventilation Study

Finally, we compare the baseline and hyperventilation conditions in our study dataset. Examining the individual maps in Figure [6] and numbers in table [2], there is noticeable increase in OEF DBV and $R'_2$ during hyperventilation. Figure [7a] provides a more detailed inspection of the parameter distributions for VI+TV, we can see for our optimal approach that there are distinct differences in the grey matter between the two populations for all the parameters. In comparison in Figure [7b], WLS exhibits much heavier tailed distributions for OEF and DBV with less obvious differences.

5.8 Voxelwise Comparisons

Data was spatially normalised to the MNI152 template using the “fslnanat” tool in FSL. This performed linear and non-linear registration of our study subjects to a normalised atlas. To align the inferred parameter maps a combination of linear registration to the T1, and non-linear EPI distortion correction using the FieldMap toolkit in SPM [Andersson et al., 2001], where the field maps were derived from the qBOLD phase data acquired at different echo times. The spatially normalised maps were smoothed with a Gaussian kernel with a FWHM of 6mm. Two-way paired t-test were run between the two conditions. Figures [8a] and [8b] present uncorrected t-statistic maps for visual comparison. We find that our proposed method provide a substantial improvement in localising differences in OEF compared to WLS. We note that DBV does not identify any significant voxelwise changes in hyper-ventilation, despite the differences given across the population in Figure [7a].

5.9 Adaptability to new data

To demonstrate the ability of our model to be applied to alternative data with different parameters, we experimented with the 7 acquisitions collected in [Stone and Blockley, 2017]. These data were acquired with a coarser resolution, 3.75mm and a denser sampling in $\tau$ (every 4ms from -28 to 64). Despite the small set of samples, we found that the only change required for successful training was to increase the weight decay regularisation during the prior training phase ($5e^{-4}$). We hypothesise

---

Data available from: https://ora.ox.ac.uk/objects/uuid:177afade-8599-4d9c-959e-26e1426ec486
Figure 6: Example OEF maps (a), DBV maps (b) and $R'_2$ maps (c) for baseline and hyperventilation using WLS or our proposed method. We observe that VI+TV leads to substantially more interpretable maps than WLS, where the differences between baseline and hyperventilation are clearly visible.

this was required to avoid overfitting to the more detailed input data as there are 24 images rather than 11. We present predicted OEF and DBV maps in Figure 13 in the appendix, again noting
Figure 7: Grey matter OEF, DBV and $R_2'$ parameter distributions for baseline and hyperventilation conditions for either our VI+TV approach (a), or WLS (b). VI+TV demonstrates distinct differences between the two populations for all parameters. WLS infers heavy-tailed distributions for OEF and DBV.

that the derived $R_2'$ maps appear very similar to those inferred using WLS.

6 Discussion

This work has introduced adaptive and informative voxelwise prior information using regularised models trained on synthetic data. We found that the choice of OEF/DBV distribution chosen for generating the synthetic signals has a strong impact on the final inferred distribution. Accordingly, the choice of sampling distribution can be considered the population prior distribution for OEF and DBV. In this paper, the distributions were chosen based on literature review. However, the full influence on inferred parameters in the case of disease requires further investigation. We would expect that the implied bias of the prior may dampen any inferred deviations. As the presented
Figure 8: Uncorrected t-statistic maps of OEF (a) and $R'_2$ (b) calculated by a paired t-test. The $R'_2$ maps are similar for both methods, but only our approach identifies substantial clusters of voxels with increased OEF. These maps illustrate substantial voxelwise increases in OEF and $R'_2$ across the brain during hyperventilation. DBV showed no voxelwise significant differences despite the overall differences across the gray matter, as shown in Figure 7a.

Streamlined qBOLD quantification of OEF and DBV may be biased by differences due to susceptibility to the unknown iron content in neuroinflammation, or in the deep gray matter of the basal ganglia, where we observe strong signals. Nonetheless, even under such conditions streamlined qBOLD may provide useful assessment of within-region OEF differences, temporal changes, or between experimental conditions as demonstrated in this study. Reassuringly, the observed framework is fast to train, and requires minimal real data, external knowledge of the expected parameter distribution can be easily incorporated.

Although we do not present results here, we did also experiment with simpler global priors on OEF and DBV that follow a scaled logit-Normal, or mixture of scaled logit-Normal distributions that were jointly inferred based on the training dataset. However, all of these experiments led to poor model fitting. This was probably related to our data masking procedure, where only voxels that were definitely outside of the brain were excluded, and perhaps such a global approach might be more effective with tissue specific priors.
OEF signal increase during hyperventilation is perfectly in line with predictions [Diringer et al., 2000; Hutchinson et al., 2002].

Based on the close coupling between CBF and CMRO2, and their apparently similar regional distributions, OEF has been hypothesized to be uniform throughout the brain [Coles et al., 2006; Raichle et al., 2001]. Recently, however, more precise observations [Henriksen et al., 2021] revealed a variable pattern of distribution of OEF between brain areas, reflecting regional specific alterations in the relationships between delivery and consumption of brain energy substrates. This regional variability in OEF values, despite accounting for only a small proportion of the total OEF variability (which for the most part is driven by between-subject variations), is of great clinical relevance. Factors such as alterations in neurovascular uncoupling, use of alternate energy substrates and rate of aerobic glycolysis, could all contribute to alter the CMRO2/CBF relationship. The notion that some of these contributions might be regionally variable across the brain [Blazey et al., 2019], makes the non-invasive study of the precise distribution of OEF in the living human brain particularly compelling. This approach could potentially unveil pathophysiological mechanisms underlying the unique vulnerability of specific brain areas to energy dysregulation and pathology, with great relevance for the definition of novel treatment targets for neurological and neuropsychiatric conditions, ranging from Stroke and Multiple Sclerosis, to Bipolar Disorder and Schizophrenia.

Other sources of bias include the assumed constant value for \( Hct = 0.34 \). Although \( Hct \) can be measured directly from blood, it is expected that the \( Hct \) in small vessels may be lower than that of general circulation [Fahraeus and Lindqvist, 1931], which is why several prior works on qBOLD [He and Yablonskiy, 2007; Stone and Blockley, 2017] have used \( Hct = 0.34 \) rather than 0.4 as expected for general circulation used in [Cherukara et al., 2019; Berman and Pike, 2018]. As \( Hct \) is closely correlated with haemoglobin concentration, an alternative option is to exploit the dependency of T1 on the concentration of haemoglobin to use MRI-based methods to estimate inter-individual variations [Xu et al., 2018].

7 Conclusions

This paper has introduced an efficient new amortized inference framework for inferring quantitative model parameters from MRI data, applied to qBOLD MRI. We have illustrated how synthetic datasets can be used to create informative prior distributions, which can then be incorporated into a variational Bayesian inference model. Our formulation enables any differentiable forward model for the data to be used, and we found that the full qBOLD signal equation explains the data better than the asymptotic approximation. To constrain OEF and DBV to a realistic range, we described them jointly using a scaled multivariate logit-Normal distribution, which removes some of the impossible values inferred in previous works. The proposed method was shown to provide smoother and more realistic parameters maps for OEF and DBV, which enables plausible voxelwise comparison of changes in hyperventilation.

Future work will consider integrating this approach with cerebral blood flow estimation from arterial spin labelling data [Alsop et al., 2015], which will permit straightforward inference of the cerebral metabolic rate of Oxygen [An et al., 2001]. Other directions of further research include more principled ways to integrate spatial smoothness priors, and experimenting with different compartment models to explain the data.
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A Architecture

Figure 9: A graphical illustration of the convolutional blocks. The red line corresponds to the flow of information for the MLP block output, which is pre-trained using synthetic data. The light blue line corresponds to the gated residual convolutional block. The gating information is given by the yellow lines, and either produces a scalar (through global mean averaging) or a voxelwise weighting.
B Covariance modelling

Figure 10: Results of using a diagonal or full covariance matrix, $\Sigma$ for $OEF$ and $DBV$. a) Shows the mean and std-deviation across subject-wise ELBO means for baseline, and hyperventilation conditions in grey matter voxels. b) Show a violin plot of the grey matter distribution at at baseline condition in the gray matter.
C  Choice of forward model

(a)

Figure 11: a) ELBO, $\mathcal{L}$, for different forward models. A refers to asymptotic approximations, and F the full forward model. The number indicates the number of compartments. b) Difference in inferred parameter distribution at baseline for F1 and F2.
D Parameter distributions for different methods

Figure 12: Distribution of baseline gray matter voxels for difference inference approaches. We see that the synthetically trained model estimates higher $DBV$ and $R'_2$ than the other methods, and WLS has heavy tails.
E Adapatability to different data

Figure 13: Example OEF maps (a) and DBV maps (b) for one held-out subject using the data from [Stone and Blockley 2017]. We observe similar patterns of DBV, but with changes in scale. OEF exhibits larger scale differences, with evidence of ringing and susceptibility artifacts.