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ABSTRACT
Web services have become a standard way to provide functions of information systems. The number of web services grows rapidly with the increasing popularity of microservices architecture. In consequence, many business processes are executed entirely through web services. Therefore, optimizing the performance of business process execution may bring many benefits. There are many optimization methods in this area. Our systematic literature review aims to introduce available methods to researchers interested in the optimization of business process execution. We queried four databases: ACM, IEEE Xplore, Science Direct, and Springer. Out of 12150 initially found papers, we have selected 128 for the review. We have grouped methods presented in those papers into three stages of business process optimization: Resource Allocation, Service Composition, and Service Scheduling. Service Composition attracts the largest group of researchers with a vast majority of 119 articles in it. Moreover, the most popular are genetic algorithms. In general, researchers mainly propose heuristic methods that optimize business processes during run-time. We see the potential for further exploration at both Resource Allocation and Service Scheduling stages.
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I. INTRODUCTION
Service Oriented Architecture (SOA) is an approach that views systems as loosely coupled components. Each component may be implemented in different technology and running on a different server. Components are responsible for the realization of certain business functions of the organization. Components can support business processes that cross many business areas of the organization. Components communicate with each other through services. A service is a function of a system that gives value to an organization. A component that realizes a service is called the provider. On the other hand, the component that uses the service is called the consumer. Each service is a concise function that gives business value to the consumer. Granularity is a feature that describes the size of the scope for which a service is responsible. Services that have too much responsibility are not usable. Services with too little liability are reusable but costly to maintain. It is best practice to design services whose scope corresponds to the step in the business process of the organization. Autonomy is the ability to provide value without relying on external resources. In order to achieve that the component should have a well-defined, separate area of responsibility. Both, service providers and consumers are components that are independent and loosely coupled. It means that each component is software that can be developed separately and is technologically independent. Components cooperate with each other through a service broker which is usually Enterprise Service Bus (ESB). ESB is software that also mitigates technological differences among components. This approach allows on use of existing software in companies, adds a service interface layer, and integrates it with new software to give new business value. Service reusability is one of the essential paradigms of SOA. It is beneficial for the organization when the service can be used in different business processes. In a service architecture that supports the implementation of an organization’s
business processes, an element that manages these processes is indispensable. The solution is a Business Process Management (BPM) engine, that may control the sequence of services invocations. That process is called orchestration. It means that the BPM engine conducts SOA components, the members of the orchestra. Most suppliers of enterprise service bus software deliver their products with BPM functionality within. The service-oriented approach developed rapidly within the last years. Components have become smaller and lighter which transforms the approach into microservices. In the microservices approach, an enterprise bus is usually replaced with a light service broker, whose only purpose is to resend service invocations to correct providers. Regardless of how service architecture is implemented, a service should provide added business value and be usable in a business process. In the paper, we assume that the business process is a sequence of service invocations organized through orchestration or choreography. The growing complexity of architecture comes in pair with additional problems. One of such problems is the optimization of the performance of business processes realized in the service architecture approach. It is not enough for software components to work well separately. They should work effectively together as a system that supports the business processes of a company. Service-Oriented Architecture is a very popular approach, so it is not surprising that many publications are available in literature considering that subject.

Many literature reviews are concerned with business processes. Some of them relate to the modeling of business processes. For example, Amjad et al. [2] investigate the latest applications of Event-Driven Process Chain, a well-known business process modeling language, for the modeling and verification of business requirements. Some analyze deviations from the standard operating procedure of business processes. In that field, Omair and Alturki [3] conducted a systematic content analysis of the literature on fraud detection metrics in business processes. Recently, there is more and more work on blockchain technology and decentralized management of business processes. García-García et al. [4] reviewed literature to know what proposals exist to improve any stage of business process management using blockchain technology. The microservices architecture is more and more widely used and present in scientific works. Rasheed and Saradha [5] present a review of micro-services architecture papers and paid special attention to agility and scalability. There are also literature reviews that focus on one type of algorithm. In one of the recent works, Katuch et al. [8] describe current advances and future challenges for genetic algorithms.

Our literature review concentrates on the optimization of business processes implemented in services architecture. We have taken into account both the Service-Oriented Architecture and microservices approaches. Moreover, we are interested in the optimization of service requests in the context of business process realization. We have not considered single, isolated service requests. In addition, we have included, in the review, only those papers from the literature that showed solutions for assessing and ensuring the reliability of the information technology system built in the service architecture. However, we have excluded articles on the assessment of the reliability of a single component. What is important, we have not concentrated on the single approach but aimed to identify available approaches to solving the problems in the field of optimization of business process execution.

The paper is structured as follows. Section 2 presents our research method. In section 3 we introduce notions of elements in service-oriented architecture and business processes. That section outlines three optimization stages of business process execution. Section 4 describes the elements of the genetic algorithm and the standard procedure used in it. The following section contains a detailed description of our literature review results. In section 6 we have presented the taxonomy of heuristic algorithms applied to the optimization of business process execution and a detailed analysis of genetic algorithms found in works encompassed by the review. Section 7 presents the discussion and limitations. In that section, we have also answered research questions. The last section shows conclusions.

II. RESEARCH METHOD
The section presents steps that were undertaken according to the method presented by Kitchenham and Charters [1]. First, we formed research questions to be answered by our systematic review.

The paper reviews the literature on the subject of optimization of business processes supported by services. Therefore, we have proposed the following research questions:

- RQ1 - What methods of optimizing business processes in SOA have been published?
- RQ2 - What approaches to the fallibility of servers and components have been proposed?
- RQ3 - What kind of heuristic and deterministic algorithms have been implemented in those methods?
- RQ4 - What are the strengths and weaknesses of those methods?

We performed a systematic review of the literature which gave answers to the presented above research questions. Classification of literature has been proposed, which allowed performing statistical analysis of articles. In addition, every type of approach presented in an article or group of articles is presented. Secondly, inclusion and exclusion criteria were proposed to select papers of interest. Those criteria were subject to change during the process review. If the criteria were insufficient to decide whether to reject or accept an article, we added a new criterion to the list. Then data sources and search strategies were set and search questions to databases were proposed. Then, we performed a paper selection and quality assessment to double-check the results. Lastly, all selected articles were read and analyzed. The results of that analysis are the main content of the paper.
The scope of the study according to the PICO template is as follows:

- **Population**: SOA architecture, business processes in SOA, reliability of services,
- **Intervention**: Methods used to optimize the allocation of components to servers in SOA architecture that takes reliability into account,
- **Comparison**: Different methods of allocation optimization, especially in areas of used algorithms and information taken into account,
- **Outcome**: Complete spectrum of methods used to optimize the allocation of components to servers in SOA.

The main context of our study is the optimization of business processes that are supported by services architecture. Each service can be executed with different efficiency, according to the selected method of optimization of business processes.

### A. INCLUSION AND EXCLUSION CRITERIA

We proposed inclusion and exclusion criteria to ensure that the reasoning behind decisions of inclusion to the review is clear. Those criteria were subject to refinement during the selection of papers. We were not able to predict in advance, in inclusion or exclusion criteria, all aspects that appeared in articles. We have included publications that possess the following qualities (inclusion criteria):

- **IN1** - relate to the optimization of business processes implemented in service-oriented architecture,
- **IN2** - describe an environment that allows simulating business processes executed by services,
- **IN3** - demonstrate a way of reliability evaluation of service-oriented system (papers about the evaluation of single component reliability were not included),
- **IN4** - relate to the optimization of service requests in the context of business process realization (papers about single request optimization were excluded).

Papers that are not directly about optimization of business process realization but can optimize those processes (e.g.: composite services, service orchestration) have been also included.

We have excluded publications that possess the following qualities (exclusion criteria):

- **EX1** - focus on infrastructure network layer (HTTP protocols and routers and proxy servers topology),
- **EX2** - focus on problems of mobile environments in the context of service composition,
- **EX3** - relate to the optimization of the development process of SOA systems,
- **EX4** - concentrate on Business Process Model and Notation (BPMN) and its usage in SOA solutions,
- **EX5** - treat about the deployment process of components in SOA,
- **EX6** - propose optimization while reducing the quality of service (e.g. faster responses, but with less precision),
- **EX7** - describe simulators of SOA systems that assume that resources are infinite,
- **EX8** - describe business process optimization that changes the business process,
- **EX9** - show optimization of energy consumption,
- **EX10** - deal with service discovery optimization,
- **EX11** - describe the optimization of embedded systems services utilization.

In general, we have excluded papers about optimization, simulation, or reliability evaluation of a single component. We have focused on papers about the SOA system as a whole (set of components and ESB).

### B. DATA SOURCES AND SEARCH STRATEGY

The next step was a selection of databases to be searched. To select databases, we analyzed several systematic reviews that concern IT system architecture. As result, we selected the four most popular databases: ACM, IEEE Xplore, Science Direct, and Springer.

In order to find relevant papers, we have formulated a search clause. At first, the search condition was defined as follows:

\[
\text{((allocation AND (components OR modules OR resource)) OR (scheduling AND (task OR service OR “business process”))) AND (SOA OR ESB) AND (optimization OR optimization)}
\]

However, during the in-depth analysis of results, it evolved into a more elaborated clause that gave more relevant results. In the end, the search condition took the following form:

\[
\text{(SOA OR ESB OR “Service oriented architecture” OR “Enterprise Service Bus”) AND (optimisation OR optimization OR optimize OR allocate OR allocation OR scheduling OR schedule OR “business process” OR reliability OR dependability OR reliable OR dependable OR simulation OR simulate OR genetic)}
\]

IEEE Xplore and Science Direct have limitations of the number of words used in search condition, so we divided it into two parts:

- **SOA OR ESB OR “Service oriented architecture” OR “Enterprise Service Bus”) AND (optimisation OR optimization OR optimize OR allocate OR allocation OR scheduling OR schedule OR “business process”),**
- **SOA OR ESB OR “Service oriented architecture” OR “Enterprise Service Bus”) AND (dependability OR reliable OR dependable OR simulation OR simulate OR genetic).**

In 2021, Science Direct had limited to 8 the number of logical operators. So, the search condition for Science Direct was split into three parts:

- **(SOA OR ESB OR “Service oriented architecture” OR “Enterprise Service Bus”) AND (optimisation OR optimization OR optimize OR allocate OR allocation),**
- **(SOA OR ESB OR “Service oriented architecture” OR “Enterprise Service Bus”) AND (scheduling OR schedule OR “business process” OR reliability OR dependability),**
(SOA OR ESB OR “Service oriented architecture” OR “Enterprise Service Bus”) AND (reliable OR dependable OR simulation OR simulate OR genetic).

We have conducted a search across databases using the following attributes: Title, Keywords, and Abstract. We filtered the results to publications after 2006. In the Springer database, we have chosen the Computer Science discipline and the Information Systems and Applications sub-discipline. In IEEE Xplore option Command Search was selected to use the presented search clause.

The search we have conducted on each database gave the following results:
- ACM – 627 papers,
- IEEE Xplore – 5334 papers,
- Science Direct – 1308 papers,
- Springer – 4491 papers.

C. PAPERS SELECTION

The paper selection process started with all 11760 publications. During the first stage of paper selection, titles were read and improper papers were removed from further analysis. If the title did not provide enough information to decide about excluding or including the article (first stage) then the abstract was read. During the second stage, inclusion and exclusion criteria were refined to be precise enough to decide. The publication was being passed into the third stage in case of any doubt in meeting inclusion or exclusion criteria. During the third stage, papers were analyzed more deeply to decide whether to qualify the paper for review. At that stage, 443 articles were analyzed. The analysis consisted of reading the introduction and further chapters, if necessary. At that stage, 123 articles were qualified for the literature review.

The largest number of articles qualified for the review was found in the IEEE Xplore (99) and Springer (10) databases. Table 1 shows the number of articles found in selected databases at the subsequent stages of their qualification for the survey.

| Database       | 1st stage | 2nd stage | 3rd stage |
|----------------|-----------|-----------|-----------|
| ACM            | 627       | 45        | 7         |
| IEEE Xplore    | 5334      | 307       | 99        |
| Science Direct | 1308      | 46        | 7         |
| Springer       | 4491      | 45        | 10        |
| Total          | 11760     | 443       | 123       |

Because of the low amount of articles found in 2017-2019 (5 in 2017, 1 in 2018, and 1 in 2019), we have also applied snowballing technique. In this part of the search process, we have searched through references of previously found articles published in 2020. We have analyzed references to publications of 2017-2019. Out of 390 references, we selected 39 articles for the second stage, and lastly, we have included 5 additional articles in our review. Thus we have found another 2 papers published in 2017, 2 papers published in 2018, and 1 paper published in 2019.

Eventually, 128 articles were qualified for the genuine literature review. Fig. 1 shows the number of articles published in subsequent years covered by the literature review.

D. QUALITY ASSESSMENT

All works presented within the analysis have been checked by the corresponding author, the senior researcher. The search clause, as well as inclusion and exclusion, criteria have been refined several times during discussions among authors. The search clause during verification has been enriched substantially. Such a modest amount of articles in recent years, especially in 2018 and 2019 has raised our concern. We should bear in mind that optimizing business processes in service systems takes place in the context of classic SOA or microservices. As a result, we have done an additional search for publications in the Science Direct database within the Computer Science category with two sets of keywords, i.e.: SOA Service Oriented Architecture and Microservices. Fig. 2 shows results for years from 2006 to 2020.

As we can see, the subject is still relevant, but the peak of interest was from 2008 to 2014 years. However, in 2020 we may observe a new increase in the number of papers. The growth of microservices approach popularity is the main cause of that effect. Some articles mention microservices directly, while others point out the rapid increase in the number of services.
So, the effect we have observed is in line with the trend of changes in the popularity of service architecture types.

E. DATA EXTRACTION AND CLASSIFICATION

All papers at the beginning of the analysis had basic metrics, i.a.: Authors, Title, Abstract, Year of publication. We have gained those as a result of search exports from databases.

After selection, we have grouped papers into categories. The main category we have created is Stage of optimization. During analysis of the final set of research papers we have found various methods that relate to the following stages of optimization:

- Service Allocation – responsible for selecting components to be deployed on particular servers,
- Service Composition – responsible for selecting component instances that should realize particular steps of business processes,
- Service Scheduling – responsible for determining the order of service tasks execution in a component queue.

The second category we have identified is Degree of randomness. According to that category, optimization methods that we have found can be classified into two groups:

- Heuristic – when a heuristic optimization method was proposed in the article,
- Deterministic - when method presented in the article allowed to find an optimal solution.

The next category we have identified is Degree of reliability. According to that category, optimization methods that we have found can be classified into two groups:

- Reliability – which means that the method presented in an article considers reliability directly,
- QoS – when the method does not consider reliability directly but allows its user to define reliability within the definition of Quality of Service (QoS).

The last category we have identified is Time of optimization. According to that category, optimization methods that we have found can be classified into two groups:

- Online – when a method aims to optimize during run-time and allows to change system behavior every time a new business process is started,
- Offline – when a method is run offline before results are implemented into the production environment.

III. OPTIMIZATION STAGES

The main aspect considered in the paper is the optimization of the business process implementation in the service architecture. Hence, we focused on discussing the results of the review for individual optimization stages of business process execution.

In order to present those optimization stages, we introduce the required notions:

- A component is software that is capable of service execution. A component can provide one or several services. An example of a component could be a Docker container that has a Java program with Representational State Transfer (REST) services implemented.
- Component deployment is the process of installing a component on a virtual or physical server. After component deployment, its service is available through WWW.
- Service is a provided functionality that can be accessed remotely, usually through WWW. Services are usually implemented using Simple Object Access Protocol (SOAP) or REST. Service is also called web service.
- An abstract service is a web service definition that can be implemented by multiple components.
- A service provider is a deployed component capable of executing service requests.
- A service consumer is a component that uses web service realized by other components to fulfill its purpose.
- A service request is an invocation to execute a service made by the service consumer to the service provider.
- A service instance is the realization of a single service. Each service can have multiple instances in parallel.
- A complex service is a service whose implementation is consisted of multiple other services that should be executed in a specified order.
- A business process is an ordered set of tasks aimed at obtaining business value. Usually, business processes within SOA are implemented as complex services. Such business process is available through web service.
- A business process instance is a single realization of the business process. One business process can have multiple instances. They can be performed simultaneously.
- A business process invocation is a request to perform the business process instance.

Resource allocation is the process of choosing which components should run on which servers. The goal of resource allocation is to select resources for component instances and determine the number of component instances needed to meet performance and reliability requirements. Most often,
this process is carried out before the implementation of the system. But some methods introduce changes to the available online resources in response to the current system load. The quality of business process implementation depends not only on how many instances of components that perform services will be implemented. An important aspect is also the deployment of components. For example, components that interact frequently may be deployed at the same server to minimize communication delays. The quality and the costs of process implementation are influenced by the number of resources allocated to individual components. Finally, it is important to determine how many instances of a component will be deployed in parallel on different servers.

Fig. 3 shows UML Deployment diagram with an example of allocating components to servers, where component Component 2 was deployed on both servers. The component deployed on the server is the service provider. Thus, one provider for Service 2 (Fig. 3) is Component 2 deployed on Server 1 and the other one is Component 2 deployed on Server 2.

At the Service Composition stage, the best instances of services are selected for the implementation of business process steps. The stage occurs when all system components are already deployed, active and information about them is included in the service registry. Business processes are defined along with a set of services that can support them. In the case of many providers which can realize the same service, the selection of provider to run should be made. Each of the services can be performed by one or many providers, as shown in Fig. 2. Each of these providers is characterized by different characteristics, e.g.: execution time, the variance of completion time, probability of successful completion of the task, or accuracy of calculations. In addition, for the same provider, the quality of the different services provided may also be different. It is therefore important choosing the right providers to run particular steps to obtain the best possible result from the entire process point of view. A typical method of composing services requires the input of quality parameters (QoS) of services from different providers. It also requires the definition of business processes as a sequence of services to be invoked. Two more elements should be specified. These are optimization criteria and constraints that are assigned to specific processes (e.g. the process must be performed successfully 99.9% in the shortest possible time). Then, different algorithms are used to find the best combinations of service providers. The most commonly used for this purpose is the genetic algorithm.

Fig. 4 shows an example of a business process whose steps are supported by services implemented by different providers. Thus, the process Step 2 (Fig. 4) may be performed by two providers.

Service Scheduling takes place during run-time. It is useful when there are many instances of business processes. Steps in such processes invoke services. Services are realized by providers that use components. Requests for service realization are stored in the component’s queue. Service Scheduling is determining the order of service request execution in the component queue. Various scheduling policies can be used at queuing component. In practice, the default order is first-come, first-served (FCFS). Other scheduling policies may improve the efficiency of a business process. The articles
presented in the analysis show that changing the order in which requests are carried out can have a significant impact on improving the efficiency of business processes. For example, increasing the priority of steps on the critical path can reduce the average time to complete the process.

All three types of algorithms apply both in classic SOA and microservices. However, they are implemented in different technologies. In classic SOA at the service composition stage, ESB takes responsibility for dispatching service invocations across components. As far as the service scheduling is concerned, service buses often have their queues and can manage them freely. Resource allocation is usually managed in the deployment phase of the system implementation project. In a microservices architecture, the responsibilities of ESB are split into multiple technologies. Processes can be implemented in components as choreography or orchestrated by dedicated components, e.g.: Activiti, Camunda, or jBPM. Valderas et al. [6] show an example of service composition in a microservices architecture. They propose to add a dedicated component called Global Composition Manager that executes service composition strategy. They propose to use Eureka as a service registry and RabbitMQ as a message broker. However, it is possible to use alternative microservices technology such as Apache Kafka for the same effect. Both technologies allow managing service queues and change orders. So the same Global Composition Manager can execute service scheduling algorithms. Methods to solve the Resource Allocation problem are the same for classic SOA and microservices. However, usually microservices have more components with less functionality that require fewer resources.

IV. GENETIC ALGORITHMS

As we show later, the most proliferated in the context of business process execution optimization are genetic algorithms. A genetic algorithm is a kind of metaheuristic algorithm inspired by the biological evolution process. A genetic algorithm is a representation of the Darwinian theory of survival of the fittest and was proposed by Holland [7]. The primary elements of genetic algorithm are chromosome representation, fitness function, and biologically-inspired operators.

Table 2 presents the operators used in genetic algorithms grouped in four categories [8].

| Operator category | Operators |
|-------------------|-----------|
| Encoding          | Binary, Octal, Hexadecimal, Value, Permutation, Tree |
| Selection         | Roulette wheel, Rank, Tournament, Boltzmann, Stochastic universal sampling |
| Crossover         | Single point, K-Point, Uniform, Partially mapped, Order, Shuffle, Cycle, Reduced Surrogate, Precedence preserving |
| Mutation          | Displacement, Inversion, Scramble, Reversing, Bit flipping |

The fitness of each chromosome in C is computed. Two chromosomes \(c_1 \in C\) and \(c_2 \in C\) are selected from population \(C\) according to the fitness value. The crossover operator with crossover probability \(P_c\) is applied on \(c_1\) and \(c_2\) to produce offspring \(c'_1\). Next, a mutation operator is applied on produced offspring \(c'_2\) with mutation probability \(P_m\) to generate \(c'_1\). The new offspring \(c'_1\) is placed in the new population \(C'\). The selection, crossover, and mutation operations are repeated on the current population \(C\) until the new population \(C'\) is complete.

A genetic algorithm is widely used in methods at the Service Composition stage to optimize the selection of service instances. Within those methods, a chromosome (also called genotype) is a selected instance of service for each generic service in the business process. A typical service composition method that uses a genetic algorithm assigns QoS, reliability, or cost parameters to service providers for each service. The most common service parameters are average service execution time, the probability that execution time will exceed a given threshold, the probability of failure during execution (not giving response), and execution cost.

Each business process is modeled, usually as a graph. To use a genetic algorithm, a chromosome is proposed which shows the allocation of steps of business processes to service providers. Each of those genetic algorithm steps is implemented differently in various articles.

V. RESULTS

We have grouped the results of the literature review into three subsections in the order of optimization stages, i.e.: Resource Allocation, Service Composition, and Service Scheduling.

Table 3 presents the number of articles describing optimization methods broken down into identified optimization stages.

| Optimization stage       | Number of papers |
|--------------------------|------------------|
| Service Allocation       | 7                |
| Service Composition      | 119              |
| Service Scheduling       | 3                |

The procedure of a genetic algorithm is as follows. A population \(C\) of \(n\) chromosomes is initialized randomly.
The vast majority of articles are devoted to methods in the Service Composition optimization stage. Fig. 5 shows the percentage of the number of articles related to each optimization stage in the total number of papers.

![Figure 5. The percentage of papers devoted to particular stages of optimization.](image)

### A. RESOURCE ALLOCATION METHODS

The first area of optimization of business processes is concentrated around Resource Allocation. When services and processes are set but not yet deployed service allocation needs to be done, which is defining how many instances of each component to deploy and how large resources (e.g., CPU, RAM) need to be assigned. Every concurrent instance of the component increases reliability while adding resources increases performance. On the other hand, it increases costs. The goal is to achieve the best performance while satisfying QoS requirements for the best price or with limited resources. Such a method is presented by Zhang et al. in [9] where capacity planning for each service is done for optimal cost while satisfying Service Level Agreement (SLA) requirements. They formalize resource allocation as a capacity planning optimization problem and show the mathematical model and algorithm to solve it. Xie et al. in paper [10] focus on the availability of resources of SOA components that are used within the business process. They present Workflow Specification Module that analyzes processes and sets availability requirements for each step on three layers, i.e.: network, application, and database. They also propose Weak-Point Analysis Module and maps requirements with the costs of the increasing availability of each layer. Finally, they propose an algorithm to calculate the optimal allocation of money to elements on every layer for each service. Mennes et al. in [11] have used the genetic algorithm in the service allocation problem. They have adapted standard implementation of a genetic algorithm but with the usage of Biased-Random-key as chromosome which consists of three parts, i.e.: order of the applications, number of duplicates of applications, and allocation of duplicates to physical machines. Resource allocation can be also optimized online. Especially if component containers are virtualized and share the same physical resources. Method for such optimization is described by Schmid in [12] where service and workflow managers were proposed. Each component that is responsible for business process orchestration gets a workflow manager. Each instance of the component has a service manager. Workflow managers split the SLA of the business process into many local SLA’s for each service included in the process. Service managers monitor the fulfillment of local SLA requirements. If local SLA is violated, then the service manager is responsible to optimize service performance (e.g.: resizing, reallocation of resources, migration of virtual machines). Another optimization method during run-time is presented by Almeida et al. in [13] with two parts of optimization. The first part is focused on short-term optimization. With limited resources, service instance workload is predicted and then the allocation is made based on predicted workload. Prediction is based on the pay and penalties mechanism. Each QoS validation gets a penalty while each realization within QoS restriction gives pay. The authors present a mathematical model based on this mechanism and the Fixed Point of Iteration algorithm, which is to optimize global revenue. Such short-term optimization should be executed every 10–30 minutes. The second part is long-term optimization, which aims is to set an optimal amount of physical resources, however, it is not elaborated in the article. Abdullah et al. in paper [14] also present a method to optimize the allocation of resources but only for containers running on the same machine.

Both areas of Resource Allocation and Service Scheduling are the subject of the solution proposed by Huang et al. in [15]. Resource allocation starts with generating Service Relationship Graph based on business processes. Then it applies a minimum K-Cut algorithm based on a greedy strategy to find the lowest amount of servers needed to satisfy performance and reliability requirements. In the service scheduling area, the bottom amount rank algorithm is proposed. It calculates the weight of every step for every business process. Weight is higher for service invocations that have more steps after it. So the longer the business process and earlier step, the more weight it is going to have. Then two rules are applied. First requests with higher ranks will be processed first if they are within the same process. Second requests with lower ranks will be executed if they are from different processes.

### B. SERVICE COMPOSITION METHODS

The most popular in optimization of business processes in services architecture is Service Composition that takes into account QoS parameters. The typical Service Composition method requires at start information about service instances such as response time, and QoS (e.g. measured as the chance of not responding correctly in required time). In a standard Service Composition method, every business process or complex service (both concepts are used, but they mean the same thing in Service Composition) comprises multiple services that have to be realized in a specified order. Each service is
realized by a component, which is technologically independent software. There have to be many components or many deployments of the same component able to realize the same service for Service Composition to make sense. The purpose of Service Composition is to select components to realize services in such a way that business process will work optimally, e.g. will be realized fastest at a cost or will be realized cheapest while not exceeding a specified time. Service Composition methods can be divided into two groups in the category Time of optimization. The first group encompasses Online methods that are used during run-time. Those methods can give different results for every business process instance. That means that every instance of the business process may invoke different components to realize the same services. They react to changing parameters of the systems, e.g.: number of service instances, the performance of services, the density of business processes invocations. The second group consists of Offline methods that are intended to be used by developers before deployment. Those methods expect programmers to choose instances from a set of results (e.g. Pareto optimal results). Fig. 6 shows the most used algorithms at the Service Composition stage.

1) GENETIC ALGORITHMS

Most Service Composition methods use a genetic algorithm to optimize the selection of service instances. We have found the following papers that consider using an evolutionary algorithm to optimize service composition: [16]–[42], [44]–[47]. Some of them implement the previously presented standard scenario with little modifications, while others introduce some greater extensions. So further, we present methods that differ from that standard scenario. Method presented by Ludwig [20] proposes unique selection step (clonal selection). Ebrahim [21] enrich standard genetic algorithms with provider limits and they minimize costs. Seghir and Khababa [134] also show a method with a unique selection step of a genetic algorithm. This time authors want to increase the diversity of results. To achieve this, they improve selection probability to the next generation of those results that have more differences from the others. Simultaneously, they include the standard fitness function to determine the survival chance of genotype. They also split optimization into two steps where in the first step they use a genetic algorithm, and in the second fruit fly algorithm. Another example of evolution optimization is proposed by Wang et al. in [132]. They propose unique genotype solution notation based on trees. da Silva et al. [25] use directed acyclic graphs as genotypes to increase computational efficiency. Papers [26], [33], and [34] present methods which results are Pareto-optimal for developer to select. Radwan et al. in [28] presented a method that requires a listing of all risks and their impact and then they are optimized using the standard method. In [29] Klein et al. interpret QoS as time constraints and their method considers only time on network delay. Zhou et al. [30] show that genetic algorithm is most efficient in Service Composition problem and they extend algorithm with differential evolution. Their algorithm enriches the standard approach with functional correctness check which is input and output comparison between generic service and service instance. Klein et al. [35] present a standard Service Composition method for B2B purposes which is optimized to handle a greater number of process instances and higher reliability requirements. Both papers [36] and [37] show a method that is optimized to respond to changes of instances (new instances can show up while old ones can be stopped). Li and Li [39] use Nash Equilibrium theory and sets it as objective (Nash Equilibrium between service providers and consumers) which is achieved by standard means (Genetic algorithm). In paper [40] two dimensions are optimized: quantity (such as reaction times) and security (e.g. level of data protection). Two algorithms are proposed to optimize those dimensions: genetic and global optimization algorithms with local selection. Zhao et al. [41] show Service Composition that uses Chaos Genetic Algorithm where chaos element is the migration of population so local extremes will be easier to exit and convergence will be achieved faster. Method in paper [42] extends service composition problem with backup scenarios. Backup scenarios are cases in

FIGURE 6. Number of papers using selected algorithms at the service composition stage.

Because most of the papers are devoted to the use of genetic algorithms, we discussed these in the first subsection. Next, we have presented papers that apply other known algorithms. As we can see in Fig. 6 there is a significant number of new, authorial approaches to Service Composition (20). We have introduced them in the consecutive subsection. There is also a large number of papers that are indirectly related to Service Composition (18), e.g.: concentrate on architectural aspects of services. Those papers we have described in the last subsection.
business processes where a service instance fails to achieve its purpose, and some steps have to be performed to undo changes already made. A genetic algorithm is used, which presents Pareto-optimal solutions to a developer who has to pick one before implementation.

2) KNOWN ALGORITHMS
Many methods fit in the scheme presented before but use other widely known algorithms instead of genetic ones. A Particle swarm algorithm is also used to solve the Service Composition problem. It can be found that Zhong et al. in [53] merge some service providers into coalitions and then compare such coalitions and different combinations of them. Particle swarm algorithm is also used by Wang et al. in [54] where service search and practical implementation propositions are also presented. The same algorithm is also proposed in papers [55]– [60], [130].

Table 4 presents other known algorithms, used at the Service Composition stage, that have been found in the papers included in the review.

An example of another type of algorithm is presented, by Qiqing et al., in [48] where a directed graph is used to represent a business process. Each service has parameters such as price, execution time, reliability. They use an Ant colony optimization algorithm to find the optimal solution. Other methods that use same ant colony optimization algorithm are presented in: [49]– [51], [125], [129]. MinMax Ant colony algorithm combined with culture algorithm is used by Liu et al. in [52]. Another method that is based on nature observations is proposed by Gavvala et al. in [135]. This time two algorithms are used in sequence. First for wide exploration based on eagle search. Then whale optimization algorithm is used to find the optimal solution in a reduced area. Furthermore, as far as greedy-based algorithms are concerned, Parejo et al. [81] show a combination of Greedy randomized adaptive procedure with Path re-linking. Furthermore, Wu et al. [82] have also presented a greedy-based algorithm but that time combined with prediction methods. Fuzzy logic for Service Composition has been also presented by Bakhshi et al. in [86]. However, the authors do not specify the algorithm they use. Instead, they show how to model that problem.

3) NEW, ORIGINAL ALGORITHMS
There are also approaches where the classical service composition problem is solved with new original heuristic algorithms. Such methods can be found in the following papers [87]–[94]. Another algorithm based on Markov Chains is presented by Hwang et al. in paper [95], which minimizes the probability of failure. The approach to maximize reliability is proposed by Xi et al. [96] where a simple deterministic algorithm is proposed. Guidara et al. [97] group up service providers that have similar QoS attributes, and then they reject those that do not meet QoS requirements. Among those that were not rejected, they pick Pareto optimal solutions with their algorithm. Algorithms based on the grouping phase are presented by Deng and Xing [98] and Xia et al. [99]. Another two papers, written by Liu et al. [100] and by Li et al. [101], present two original heuristic algorithms, the first paper for local, and the latter for global optimization. Schuller et al. [102] present a method for complex workflows (compositions) where they aggregate QoS values to simplify the problem and then they formulate a linear optimization problem without proposition of the best algorithm to find a solution. Moreover, Živkovic et al. [103] present an approach with a simple algorithm where each validation of QoS is a cost, and every time QoS is met some earns are assigned. The method optimizes service selection by choosing services with the highest revenue. In the paper, [104] Wang et al. propose a method, where service

| Name of algorithm                          | Reference                  |
|--------------------------------------------|----------------------------|
| Particle swarm algorithm                   | Zhong et al. [53], Wang et al. [54], Yu et al. [55], Li et al. [56], Liao et al. [57], Xia and Li [58], Li and Li [59], Fan et al. [60], Zhao et al. [130] |
| Ant colony optimization                    | Qiqing et al. [48], Chen et al. [49], Zhang et al. [50], Wang et al. [51], Liu et al. [52], Alayed et al. [125], Alalih et al. [129] |
| Binary Search Tree                         | Oh et al. [73], Chan et al. [74], Li et al. [75] |
| Fuzzy Multi-objective optimization         | Tan et al. [85], Palii and Novogrodtska [126], Viriyasitavat and Bi [131] |
| Harmony Search                             | Mohammed et al. [61], Esfahani et al. [62] |
| Multi-Constrained Optimal Path             | Huang et al. [79], Luo et al. [80] |
| Greedy-based algorithm                      | Parejo et al. [81], Wu et al. [82] |
| Artificial bee colony                      | Liu et al. [63], Dahan et al. [133] |
| Backward Search                            | Mohr et al. [64] |
| Differential evolution                      | Pop et al. [65] |
| Fruit fly optimization                     | Zhang et al. [66] |
| Bat algorithm                              | Hashemi et al. [67] |
| Group leader algorithm                      | Xiang et al. [68] |
| Learning Depth First Search                | Nam et al. [69] |
| Negative selection                         | Zhao et al. [70] |
| Markov Decision Process                    | Bannazadeh et al. [71] |
| Blackboard system approach                 | ul Haq et al. [72] |
| Learning Automation                        | Zhang et al. [76] |
| Bayes theorem                              | Chen et al. [77] |
| Artificial neural network                  | Zhang et al. [78] |
| Jensen’s inequality                        | Menascé et al. [83], Menascé et al. [84] |
| Cuckoo search algorithm                     | Ghobaei-Arani et al. [136] |
composition is optimized during operation (online). Based on pre-defined QoS requirements for composite service and current server load. However, it does not show an algorithm for selecting services. The paper only presents how to parse requirements and split them between service components. Ahmed and Srivastava [105] show an algorithm to optimize service composition based on the physical model of friction. Whereas, Li et al. [106] present their method that was split into two phases. First is the local optimization algorithm that for each service type predicts the performance of component instance and then selects optimal component. The second phase is based on the first one and its goal is to compose processes by selecting instances. The major part of this method is the prediction of QoS parameters for each service. Finally, Jiang and Bai [107] describe another heuristic method. The method groups service instances on the basis of their historical QoS correlations and then selects the most trustworthy group.

4) RELATED ALGORITHMS
We have also found papers that relate to Service Composition but do not focus directly on optimizing the efficiency of algorithms. Those papers expand the view on the problem. As an example of such an algorithm, we can give that shown by Lee et al. [108] where the focus is on constructing alternative solutions in case of the main solution does not work. Depending on the business process attributes (like criticality) it proposes automatic mechanisms to handle situations of main service failure (e.g.: retry sending the request, ignore current step). Wu et al. [43] present a method that differs from those above in a way that extends the spectrum of acceptable solutions. In other articles, the business process was set, and it was unchangeable. In this method, the authors show that different generic services can be used to achieve business process goals. Some services can be aggregated or decomposed. For example, a complex service that comprises three steps: checking weather, translates it into the language of the user, and send it via SMS gateway can be realized by three service instances that perfectly match a sequence of steps. But it can be also realized by two service instances: one that gives weather in the selected language and the second one that sends SMS. The presented method analyzes inputs and outputs of service instances and extends accepted solutions which are then used in the genetic algorithm to select the near-optimal one. A similar approach is presented by Kalasapur et al. in [109] where authors propose to define business process with basic services (building blocks) and then algorithm searches thru service instances that realize one or several building blocks.

Another way to expand the spectrum of solutions is presented by Ukor and Carpenter in [110] where the extra dimension is added. For every abstract service, it searches through, many finer ones and checks if composite service can be constructed to realize abstract service in the process. Tao et al. [111] present a method that is specialized to optimize the service composition of services provided by hardware. They invent an algorithm that is based on two steps: search and decision making. To achieve both, there are several complex algorithms presented. The architecture proposal of a framework that is capable to implement service composition was described by Oppong and Khaddaj in [112]. From the architecture point of view, they showed how to organize elements such as QoS Processor, Service Composition, Resource and Service Library, and Service discovery. The architecture was also a major subject in [113] where Fdihla et al. presented a decentralized service composition approach. Usually, service composition is realized by Enterprise Service Bus or BPM Engine (e.g. Activiti) which are both centralized approaches. The way to decentralize service composition is presented by Peixoto et al. in [114] where a hierarchical model is proposed. Services are grouped and schedulers are used to organize service composition within the group. The method allows every scheduler to use a different Service Composition optimization algorithm. Another paper with an architecture proposal was published by Bian et al. [115]. It presents roles that components should execute within Workflow-SOA architecture and the algorithm for the execution of workflows within those components. Moreover, optimization of Service Composition but on the logical organization of code is presented by Kathiravelu et al. in [116]. In that paper, the authors proposed a manager of operations like Find, Invoke, and Return.

In [117] Andersson et al. present a framework for run-time service composition. In this framework, the original Service Composition optimization algorithm is presented together with a proposition on how to monitor service providers’ performance during and selection rules during the system’s life cycle to update selected service instances. The solution to a similar problem of monitoring and reacting to changes is presented by Guidara et al. in [118]. Ukor and Carpenter in [119] state that business processes can have many execution paths, e.g.: every XOR gateway splits the process into multiple such paths. Every execution path can have a distinct set of optimal service instances. Authors propose to perform service composition for each execution path and during the execution of the business process pick one path at the beginning based on some initial data. A similar approach of splitting the business process into execution paths is presented by Ramacher and Monch in [120] except that in this one reliability on QoS is optimized and changed every time information about service instance changes. In [121] Dong and Jiao present methods on how to achieve SLA level during Service Composition optimization. On the other hand, Wang et al. in [128] show a method how to plan reactions to failures during execution.

Another service composition method is presented by El Haddad et al. in [122], where the transactional aspect is most important. It analyzes transactional capabilities of services, like the ability, to undo or to forward recovery, and based on those capabilities it proposes the best solution that is transactional and optimal in the QoS sense. In the paper, Takahashi et al. describe a method for the selection of service composition algorithm. It proposes the best algorithm
based on user preferences. The preferences have been modeled as QoS requirements that fall into two groups: Essential QoS (must consider), Priority QoS (should consider). Then it compares the algorithm’s characteristics with QoS requirements and proposes the best service composition algorithm.

C. SERVICE SCHEDULING METHODS

Service Scheduling algorithms are used when there are many service requests waiting for realization in a queue of the service instance. Especially, when those requests are parts of many business processes then Service Scheduling can take place. It sets realization order in queues of service instances so overall business process performance is optimized. It may be a real advantage if business processes are of a different value for the company. Normally, without the Service Scheduling method service requests are realized in FCFS order. In some cases, a time-sharing strategy is used or a combination of FCFS and time-sharing.

A simple service scheduling method is presented by Dyachuk and Deters in [123]. The authors propose to select steps that are on a critical path, which has an effect on the overall process. Then give those selected requests higher priority than others and realize in the queue first.

A more complex approach is proposed by Dyachuk and Deters in [124] with two layers of scheduling: local for managing priority in queue and global for setting rules for local schedulers. The global scheduling step sets QoS requirements for each step of the workflow by splitting global QoS into every step. It is done with the Proportional Fraction policy, which is based on historical data about the average response time of each step. Then local scheduling takes place according to one of four presented policies: Highest Value First, Earliest Deadline First, Highest Ratio First, Lawler’s Scheduling Method. Highest Ratio First is a combination of two first policies. Authors assume that components have a queue of requests while realizing several in parallel.

VI. GENETIC ALGORITHMS ANALYSIS

In the optimization of business process execution, algorithms from three groups are used: heuristic, graph, mathematical/numerical. Heuristic algorithms are the most proliferated in that area of optimization. Fig. 7 shows a taxonomy that we have proposed for heuristic algorithms in the review.

In the review, as many as 32 articles use the genetic algorithm to optimize the business process execution. Therefore, in the remainder of this section, we compared the properties of the genetic algorithms proposed in those selected articles. We looked through those papers and extracted the distinguishing features of proposed genetic algorithms. Moreover, we have enclosed advantages of each approach. It is extremely hard to show disadvantages because the authors have not mentioned them in their papers. Besides, such a detailed analysis of each case is beyond the scope of that work. As a result, we presented the contribution and benefits of each work in the following figures. Fig. 8 shows the contribution and benefits of the first eight papers.

The authors of selected papers touch on various elements of genetic algorithms. They deal with initial population, fitness function, and crossover and mutation operators. Authors use graphs to decrease the complexity of service composition by
reducing the number of branches and nodes. Results reveal that the graph-based approaches execute significantly faster than the tree-based ones. The next figure (Fig. 9) shows the contribution and benefits of consecutive five papers.

| Ref. | The distinguishing feature | Advantages |
|------|---------------------------|------------|
| [27] | Using utility function to labeling the candidate services. According to the corresponding computing ability, the appropriate label types will be chosen. | GA chooses only the services with good labels and determines the best service composition. From computation time point of view, the approach is very efficient. |
| [33] | Utility score that aggregates QoS metrics after normalizing their values. Multi-choice, Multi-dimension GA for the optimal service selection. | Within a finite number of evolving generations, the algorithm can produce a set of non-dominated Pareto optimal solutions which satisfy QoS user requirements. |
| [36] | Combines blackboard and genetic algorithms in gaining solutions. Uses the similarity of deployments for the initial population generation. | The blackboard outperforms the GA for a small number of deployments, whereas the GA performs better for large systems. The approach proposes a hybrid approach combining the strengths of both algorithms in their respective range. |
| [39] | Adaptive GA with refinements in the areas: the initial population, the chromosome, and the crossover, encoding, and mutation operations. | Utility evaluation method for both Services Consumers and Service Providers that ensures the balance of benefits during services selection for both groups. |
| [45] | The method evaluates the total trust degree of the individual service. It uses cross-generation elitist selection, heterogeneous recombination, and cataclysmic mutation. | The method has several advantages: a higher service composition success rate and enhanced stability. |

**FIGURE 9. Contribution and benefits of genetic algorithms (9–13).**

Fig. 10 summarizes the next six papers.

We can see that still, the fitness function is in the area of interest of researchers. They strive for the optimal qualities of individuals. Works offer also refinements in the areas: the initial population, the chromosome, and the crossover, encoding, and mutation operators. Moreover, researchers concentrate on proposing scalable solutions that meet QoS requirements.

Fig. 11 shows the contribution and benefits of the following eight papers.

The authors concentrate on solving service composition optimization while fulfilling QoS requirements, in some cases contradictory. They strive for better adjustment of GA to solving the optimization problem. Some of them identified the preferable parameters for its mutation rate, number of generations, the penalty factor for constraint-missing individuals, and the implementation of the fitness function. It worth emphasizing that some authors developed algorithms that can reach a suboptimal solution within 8% of the time required for getting the optimal solution. It reduces the time needed to obtain an acceptable solution by an order of magnitude. It also shows that it is worth investing effort in the development of this type of algorithms.

Fig. 12 shows the contribution and benefits of the last five papers.

| Ref. | The distinguishing feature | Advantages |
|------|---------------------------|------------|
| [20] | The selection method evaluates the selected services based on their fitness and clones the ones with higher affinity values. | This leads to higher fitness values in the service selection problem. |
| [37] | Dynamic service composition based on the genetic algorithm and case-based reasoning. | Using a GA to support a service composition mechanism without a predefined workflow and the case-based reasoning to reuse the existing workflow structure and services. |
| [40] | The model deals with both quantitative and qualitative QoS requirements. | Approaches are highly efficient and the genetic algorithm can achieve a good tradeoff between quantitative and qualitative QoS requirements. |
| [44] | The algorithm calculates the end-to-end QoS of a workflow instance by applying aggregate functions to service instances. | The service composition model is well applicable to any computing environment that differentiates resource provision for services, e.g.: Amazon EC2, GoGrid, and Microsoft Azure. |
| [46] | Scheduling service requests from multiple business process workflows to web service providers while maximizing a business value metric across all workflows. | The algorithm scales well up to a thousand workflows and produces better mappings than traditional approaches. |
| [47] | Communication costs among nodes are incorporated in the fitness function of the service deployment step. | GA provides a scalable and self-organizing solution to service composition and deployment. The approach meets the requirements for services running on mobile systems. |

**FIGURE 10. Contribution and benefits of genetic algorithms (14–19).**

Authors try to consider various aspects of users’ requirements. Hence, the proposal of using different fitness functions to address important requirements types. Moreover, there is one application of a genetic algorithm to resource allocation optimization. As far as execution time is concerned the results are more than promising.

**VII. DISCUSSION AND LIMITATIONS**

In the section, we attempt to answer research questions, share our insight, and highlight the limitations of the study. To answer RQ1 and RQ4 research questions, we grouped articles into three categories: Resource Allocation, Service Composition, and Service Scheduling. The Service Composition category is the most elaborated one. There are 119 articles in this area which make up the majority of the articles reviewed. Most of them are very similar in foundations but differ in the algorithms used to search for solutions. We could find there both the reuse of known algorithms and proposals for new ones dedicated to the described problem. There is a large variety of algorithms used. Most popular is a genetic algorithm with 32 methods that use it. However, there were a lot of attempts to use other algorithms that achieved better results under specific conditions. The area of Service Composition is very well elaborated, and it is very hard to find weak spots. The only thing in our opinion is missing is a method that could combine all three areas which we will elaborate on further.

The second area is Service Scheduling in which we only found 3 articles. The most used scheduling strategies in articles about Service Composition are FCFS and time-sharing.
Both are used most commonly in practice. It is very hard to implement the Service Scheduling method because it requires monitoring of the status of all processes and component instances and algorithms that can provide results fast enough to give value. However, monitoring techniques are developing rapidly, especially in the microservice implementation of SOA. Therefore, there is great potential for further research. Service composition articles inspire aspects that could be optimized using service scheduling. Among others, we can name aspects: prioritization according to the business value of business process, prioritization according to QoS or reliability requirements. Such optimization could allow achieving the same QoS or business value with fewer resources.

The last of the analyzed stages of business process optimization is Resource Allocation. We have found only 7 articles about this subject. A common feature of those articles was a significant limitation of those methods’ application. For example, Zhang et al. [9] focused only on minimizing the probability of failure, Xie et al. [10] narrowed its optimization to availability, while Abdullah et al. [14] focus on allocation only within one machine which runs many containers. This means that these methods can only be used under specific circumstances. We argue that during the deployment phase of the SOA system usually many aspects should be considered simultaneously such as realization time and QoS. Therefore, we see potential in this area for further exploration.

There are much more articles that propose online methods (57) than offline ones (19). But, many can be used in both manners. Fig. 13 shows percentage breakdown of the number of articles published in groups of Online and Offline methods of Time of optimization category.

As far as the RQ2 research question is concerned, there are multiple different answers to the fallibility problem. Most of the articles include fallibility as one of the QoS or SLA aspects. Some consider it separately or even put it as a major topic of the publication. For example, Takahashi et al. [127] present a method to find an optimal composition in case of service failure.
Fig. 14 shows percentage breakdown of the number of papers published in groups of Reliability (17) and QoS (113) of Degree of reliability category.

As an answer to the RQ3 research question, we can conclude, based on the review, that heuristic algorithms are the dominant tool to optimize business processes in SOA. Multiple types of algorithms can be found to solve the problem. Most popular is the genetic algorithm, but there are other commonly used which are: Ant colony, Particle swarm, and Harmony search. Fig. 15 shows percentage breakdown of the number of papers published in groups of Heuristic (119 papers) and Deterministic (6 papers) methods of Degree of randomness category.

The problem of service composition is NP-hard with exponential complexity. Therefore, reviewing all possible solutions to select the optimal one is definitely not an efficient way. There are two approaches to deal with the complexity. Firstly, we can simplify the problem as it is done in the deterministic optimization methods. Secondly, we can use heuristic algorithms to solve the problem. In that manner, we reduce the number of examined solutions at the cost of finding a suboptimal one. The latter is the dominant way. Heuristic algorithms usually have polynomial complexity, e.g., genetic algorithm, Ant colony. Moreover, the detailed differences in complexity between the algorithms largely result from their implementation. Two main aspects of the complexity of an algorithm, according to Donald Knuth, are the frequency of executing each statement and memory usage that heavily depends on applied programming statements and data structures. It may have a tremendous impact on the effectiveness of a solution. However, it is hard to compare methods to find those differences. It would require the implementation of those methods and using multiple representative optimization examples to compare. Many of the cited papers showed some performance results but done with a limited number of compared methods. Usually, the conclusion was that the proposed method was more efficient than the others. Implementation and comparison of the effectiveness of the presented methods are out of the scope of this paper.

Our systematic review has limitations typical for that kind of study. We limited articles to those written in English. Papers with keywords beyond our query also could be omitted as well as those not registered in databases we searched through. But, we have done our best to find all relevant papers during the process. Overall, we expect that we have included most of the important studies on the subject.
VIII. CONCLUSION

The subject of business process execution optimization in services architecture with reliability taken into account is elaborated in many papers. Our review covers publications from 2006 to 2020. We qualified 128 relevant papers for the review. Such a wide scope of papers allows for a broader perspective on the area of application of services to support business processes. We have found papers that describe methods related to optimization stages: Resource Allocation, Service Composition, and Service Scheduling. The vast majority of articles, 119 out of 128 concern Service Composition methods. Only 3 papers were about Service Scheduling, which makes it the least elaborated stage of optimization. The most popular method is a genetic algorithm that is considered the most effective by many researchers. Our review also encompasses papers that describe new original heuristic algorithms relevant to solve problems at the Service Composition stage.

We see the potential for further exploration at both Resource Allocation and Service Scheduling stages. Service composition articles provide inspiration about aspects that could be optimized using service scheduling. Among others, we can name two areas: prioritization according to the business value of the business process, prioritization according to QoS or reliability requirements. The first one is based on the assumption that different business processes give different values to the organization. For example, the sales process may be more important than the warehouse inventory process.

In this case, putting more emphasis on the more important process during scheduling may result in their faster execution and higher business value. The second one assumes prioritization based on QoS. In such a model, tasks in the processes with the greatest risk of breaking QoS requirements are performed first. For example, the QoS requirement may mean a limited time to complete the process. For a process executed long enough that there is a risk of breaking the contract, tasks in it have a higher priority in the queue. Such optimization could allow achieving the same QoS requirements with fewer resources.

The problem of optimizing resource allocation is a complex one. We argue that during the deployment phase of the SOA system, usually there are many aspects that should be considered simultaneously. The goal is the optimal realization of business processes, but there are many factors influencing their performance. Typically, there are many servers considered in the allocation, as well as the components running on them. Each component is responsible for a part of the business process implementation. Thus, the size of the resources allocated to the servers is important. The choice of servers and their locations affects the time to transmit data over the network. Also, the deployment of multiple components on the same server has its meaning. More components on one server may reduce data transmission time, but also reduces the number of resources devoted to components deployed. Various processes of varying communication demands may strain network connections and components to a diverse extent.

Taking into account all or some of these factors may contribute to better business results. Therefore, we see potential in that area for further exploration.

To sum up, the most popular stage of business process execution optimization in services architecture is Service Composition that considers QoS parameters. Researchers mainly propose heuristic methods that optimize business processes during run-time.
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