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We propose indicators of the discriminant for systems with generalized inversion symmetry which are computed from data only at high-symmetry points in the Brillouin zone. Our approach captures the exceptional points and their symmetry-protected variants without ambiguity arising from the reference energy, which is advantage over the previously known indicators for non-Hermitian systems. As demonstrations, we systematically analyze $3 \times 3$-Hamiltonians where the proper choice of the reference energy is not obvious.

I. INTRODUCTION

Non-Hermitian topology is studied as one of current hot topics attracting broad attention$^{[1,2]}$. When the Hermiticity is violated, systems exhibit novel topological phenomena due to the point-gap topology for which the non-Hermiticity is essential$^{[3,4]}$. A representative example is the non-Hermitian skin effect which results in extreme sensitivity of eigenstates and eigenvectors to the presence/absence of boundaries$^{[5,6]}$. Another typical example is the emergence of exceptional points$^{[24,26]}$ on which energy bands touch for both of the real- and imaginary-parts. The topology of exceptional points is further enriched by symmetry$^{[27]}$, symmetry-protected exceptional rings (SPERs) and symmetry-protected exceptional surfaces (SPESs) emerge in two and three dimensions. Among studies of non-Hermitian systems, searching platforms of the above topological phenomena is considered to be an important issue in terms of applications and has been addressed extensively. So far, exceptional points and skin effects have been reported for open quantum systems$^{[28,29]}$, photonic systems$^{[30,31]}$, mechanical systems$^{[32,33]}$, electric circuits$^{[34,35]}$, quasiparticle spectrum$^{[56,59]}$, and so on.

For further search of the platforms, indicators are considered to be powerful tools; in Hermitian case, symmetry-indicators are employed as efficient filters$^{[50,51]}$ of trivial topology and allow systematic search of topological insulators and semimetals. Symmetry-indicators are also extended to non-Hermitian cases$^{[30,35]}$. In particular, Refs. $^{[28,29]}$ introduced indicators for exceptional points and the skin effects by analyzing the doubled Hermitian Hamiltonian which is composed of the non-Hermitian Hamiltonian and the reference energy. However, these previously introduced indicators possess ambiguity arising from the reference energy, which prevent us from systematically searching the non-Hermitian topological phenomena.

In this paper, we propose another type of the indicators by focusing on the discriminant which allows to characterize exceptional points without input of the reference energy$^{[55,56]}$. Our discriminant indicators allow systematic search of exceptional points and symmetry-protected variants (i.e., SPERs and SPESs) for systems with generalized inversion symmetry. The above advantage is demonstrated by analyzing non-Hermitian Hamiltonians where a proper choice of the reference energy is not obvious.

The rest of this paper is organized as follows. After a brief review of the discriminant in Sec. II, we introduce the discriminant indicator for systems with generalized inversion symmetry in Sec. III where a numerical simulation is also performed. In Sec. IV, we propose the discriminant indicator for SPERs and SPESs for generalized time-reversal and inversion symmetric systems. A short summary is given in Sec. V. Appendices are devoted to details of the discriminant (Appendix A), relations between symmetry indicators and discriminant indicators (Appendix B), and details of symmetry constraints (Appendix C).

II. BRIEF REVIEW OF THE DISCRIMINANT AND EXCEPTIONAL POINTS

Consider a two-dimensional system which is described by a $2 \times 2$-Hamiltonian $H(k)$. Exceptional points in this system is characterized by the following winding number$^{[23]}

$$
\nu_{2 \times 2} = \oint_{\gamma} \frac{dk}{2\pi i} \cdot \nabla_{k} \log[\epsilon_{1}(k) - \epsilon_{2}(k)],
$$

(1)

where $\epsilon_{n}(k)$ ($n = 1, 2$) denote eigenvalues of the Hamiltonian. The integral is taken along a closed path. The operator $\nabla_{k}$ is defined as $\nabla_{k} := (\partial_{k_{x}}, \partial_{k_{y}})$. Here, $\partial_{k_{x}}$ ($\partial_{k_{y}}$) denotes derivative respect to $k_{x}$ ($k_{y}$) where $k_{x}$ and $k_{y}$ are $x$- and $y$- components of the momentum respectively.

The discriminant number is introduced as an generalized version of $\nu_{2 \times 2}$ to an $N \times N$-Hamiltonian $H(k)^{[55,56]}

$$
\nu = \oint_{\gamma} \frac{dk}{2\pi i} \cdot \nabla_{k} \log \Delta(k).
$$

(2)

Here, $\Delta(k)$ denotes the discriminant of the polynomial

$$
\det[H(k) - E] = a_{N}(-E)^{N} + a_{N-1}(-E)^{N-1} + \cdots + a_{0} (a_{i} \in \mathbb{C})
$$

which is defined as

$$
\Delta(k) := (-1)^{N(N-1)/2} \prod_{n \neq n'}(\epsilon_{n} - \epsilon_{n'}),
$$

(3)
with \( \epsilon_n \) being roots of the polynomial [i.e., eigenvalues of \( H(k) \)]. We note that the discriminant is written in terms of \( a_i \)’s (for more details see Appendix A). If the discriminant number takes an non-trivial value for a closed path in the Brillouin zone (BZ), \( \Delta(k) \) vanishes at a point inside of the loop. Therefore, at least two bands touch at this point [see Eq. (3)].

Another generalization is the following winding number:

\[
W(E_{\text{ref}}) = \oint \frac{dk}{2\pi i} \cdot \nabla_k \log \det[H(k) - E_{\text{ref}} \mathbb{1}],
\]

(4)

where \( E_{\text{ref}} \) is chosen as the energy at which an exceptional point emerges. In other words, for the characterization by \( W(E_{\text{ref}}) \), one needs to know a proper choice of \( E_{\text{ref}} \) by diagonalizing the Hamiltonian. The advantage of the discriminant number is that one does not need to know energy at which two bands touch apriori.

III. INDICATORS FOR GENERALIZED INVERSION SYMMETRIC SYSTEMS

Consider a system with generalized inversion symmetry which is written as

\[
U_1 H(k) U_1^\dagger = H^\dagger(-k),
\]

(5)

where \( U_1 \) is a Hermitian and unitary matrix (i.e., \( U_1 U_1^\dagger = \mathbb{1} \) and \( U_1^\dagger = U_1 \)).

Equation (5) results in the following constraint on the discriminant:

\[
\Delta(k) = \Delta^*(-k),
\]

(6)

which is proven in Sec. IIIA [see Eq. (3)–Eq. (11)].

As we see below, the symmetry constraint on the discriminant allows to define the indicator [Eq. (7)] which captures exceptional points [exceptional loops] in two dimensions [three dimensions].

A. Two dimensions

Consider the discriminant number \( \nu \) computed along the closed path illustrated in Fig. 1(a). The generalized inversion symmetry imposes the following constraint on the parity of \( \nu \)

\[
(-1)^\nu = \mathcal{G}_{12D} := \prod_{\Gamma_j \in \text{TRIM}} \text{sgn}\Delta(\Gamma_j),
\]

(7)

where TRIM denotes time-reversal symmetric momenta

\[
\text{TRIM} = \{(0, 0), (\pi, 0), (0, \pi), (\pi, \pi)\}.
\]

(8)

We note that \( \Delta(\Gamma_j) \) (\( \Gamma_j \in \text{TRIM} \)) are real because of Eq. (6). Equation (7) means that \( \mathcal{G}_{12D} \) taking \(-1\) indicates the emergence of exceptional points.

Eigenvalues of the inversion operator do not explicitly appear in Eq. (7), while the indicator computed from the

![FIG. 1. (a) [(b)]: Sketch of the BZ of the square [cubic] lattice, \(-\pi < k_\mu \leq \pi \) with \( \mu = x, y, z \). Blue dots denote TRIM which are invariant under the transformation \( k \rightarrow -k \). Red lines in panel (a) denotes a closed path where the integral in Eq. (2) is computed.](image)

eigenvalues of symmetry operators in Hermitian case. We note, however, that the product of parity eigenvalues is computed in right hand side of Eq. (7), which is discussed in Appendix B.

Equation (7) can be proven by taking into account the symmetry constraint [Eq. (5)]. As a first step, we prove Eq. (6). Let \( |R_n(k)\rangle \) and \( |L_n(k)\rangle \) be right and left eigenvectors of \( H(k) \)

\[
H(k)|R_n(k)\rangle = \epsilon_n(k)|R_n(k)\rangle, \quad (9a)
\]

\[
H^\dagger(k)|L_n(k)\rangle = \epsilon_n^*(k)|L_n(k)\rangle. \quad (9b)
\]

Then, we have

\[
H(-k)U_1|L_n(k)\rangle = U_1 H^\dagger(k)|L_n(k)\rangle = \epsilon_n^*(k)U_1|L_n(k)\rangle, \quad (10)
\]

which results in

\[
\epsilon_n(-k) = \epsilon_n(k). \quad (11)
\]

Combining Eq. (3) and Eq. (11), we obtain Eq. (6).

Now, we evaluate the discriminant number along the path illustrated in Fig. 1(a). Firstly, we decompose the integral into two parts

\[
\nu = \nu_0 - \nu_\pi, \quad (12)
\]

with

\[
2\pi i \nu_0 = \int_{-\pi}^{\pi} dk_y \partial_{k_y} \log \Delta(k_0, k_y), \quad (13)
\]

\[
\Delta(k_x, k_y) := \Delta(k), \quad \text{and} \quad k_0 \text{ taking 0 or } \pi. \quad (14)
\]
by \( k_0 = 0, \pi \), the integral can be simplified as follows: \[ 2i\pi\nu_{k_0} = \int_0^\pi dk_y \partial_{k_y} \log \Delta(k_0, k_y) + \int_{-\pi}^0 dk_y \partial_{k_y} \log \Delta(k_0, k_y) \]

\[ = \int_0^\pi dk_y \partial_{k_y} \log \Delta(k_0, k_y) + \int_{-\pi}^0 dk_y \partial_{k_y} \log \Delta^*(k_0, -k_y) \]

\[ = \int_0^\pi dk_y \partial_{k_y} \log \Delta(k_0, k_y) - \int_0^\pi dp_y \partial_{p_y} \log \Delta^*(k_0, p_y) \]

\[ = 2\text{Im} \int_0^\pi dk_y \partial_{k_y} \log \Delta(k_0, k_y) \]

\[ = 2i [\text{Arg}\Delta(k_0, \pi) - \text{Arg}\Delta(k_0, 0) + 2\pi N_0], \quad (14) \]

with an integer \( N_0 \). Here, from the second to the third line, we have used Eq. (9). Taking a principal value \([-\pi < \text{Arg}\Delta(k) \leq \pi]\) results in \( N_0 \) ambiguity in the last line. The above results indicate the following relation

\[ e^{i\pi\nu_{k_0}} = e^{i[\text{Arg}\Delta(k_0, \pi) - \text{Arg}\Delta(k_0, 0)]} = \text{sgn}\Delta(k_0, \pi)\text{sgn}\Delta(k_0, 0). \quad (15) \]

Putting Eqs. (12) and (15) together, we end up with Eq. (7).

In the above, we have assumed that \( \Delta(k) \) is non-zero along the path denoted by red lines in Fig. 1(a). We note, however, that zeros of \( \Delta(k) \) on the path but away from TRIM does not change the conclusion. This is because we can take another path where the inversion is closed and \( \Delta(k) \) is finite. \(^7\)

**B. Three dimensions**

Generically, exceptional points form a loop in the three-dimensional BZ \([-\pi < k_u \leq \pi \ (\mu = x, y, z)]\). In this case, focusing on \( k_z = 0, \pi \), the problem is reduced to the case discussed in Sec. 11A [see green planes in Fig. 1(b)]. Thus, we can use the following indicator to detect the exceptional loop

\[ \zeta_{1,3D} := \prod_{\Gamma_j \in \text{TRIM}} \text{sgn}\Delta(\Gamma_j), \quad (16) \]

where TRIM denotes time-reversal symmetric momenta. \(^2\)

\[ \text{TRIM} = \{(0, 0, 0), (\pi, 0, 0), (0, \pi, 0), (\pi, \pi, 0), (0, 0, \pi), (\pi, 0, \pi), (0, \pi, \pi), (\pi, \pi, \pi)\}. \quad (17) \]

**C. Application to a toy model**

Now, we apply the above approach to a toy model in two dimensions where a proper value of the reference energy is not obvious. The Hamiltonian reads

\[ H(k) = \sum_{i} \left( \begin{array}{cc} 3 & 3 \\ 0 & 0 \end{array} \right) + (i\gamma + \sin k_x) \left( \begin{array}{cc} 0 & 0 \\ 0 & i \end{array} \right) + (i\gamma + \sin k_y) \left( \begin{array}{cc} 0 & 0 \\ 0 & -1 \end{array} \right) + \xi'(\Gamma) \left( \begin{array}{cc} 0 & -\frac{1}{2} \\ -\frac{1}{2} & 0 \end{array} \right), \quad (18) \]

with \( \xi(\Gamma) = -2i(\cos k_x + \cos k_y) - m \), \( \xi'(\Gamma) = 0.5(\cos k_x + \cos k_y) + 0.5\sin(k_x - k_y) \), and \( \xi''(\Gamma) = 0.5\sin(k_x - k_y) + 2\cos(k_x + k_y) \). Parameters \( m \), \( t \), and \( \gamma \) are real numbers. This Hamiltonian preserves the generalized inversion symmetry [see Eq. (5)] with

\[ U_1 = \left( \begin{array}{ccc} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{array} \right), \quad (19) \]

We note that the above Hamiltonian with generalized inversion symmetry can be obtained by

\[ H(k) = \frac{1}{2} \left[ H_0(k) + U_1 H_0^*(-k) U_1^\dagger \right], \quad (20) \]

with a general Hamiltonian \( H_0(k) \).

Figure 2(a) plots a phase diagram against \( m \) and \( \gamma \) for \( t = 0.5 \). It indicates that exceptional points emerge in the region colored with pink. For the sake of concreteness, let us focus on the case of \( (m, t, \gamma) = (-3, 0.5, 2) \) [see the black dot in Fig. 2(a)]. Figure 2(b) is a color plot of \( \text{Arg}\Delta(k)/\pi \) in the momentum space for \( (m, t, \gamma) = (-3, 0.5, 2) \). It indicates that the discriminant number computed along the path illustrated in Fig. 1(a) takes \(-3\), which is consistent with the discriminant indicator taking \(-1\). Exceptional points emerge at points denoted by orange and green dots in Fig. 2(b), which can be confirmed in Figs. 2(c) and 2(d). The above results indicate that the discriminant indicator successfully captures the exceptional points.

We finish this part with a remark on the indicator in previous works. \(^2\)

\[ (-1)^{W(E_{\text{ref}})} = \prod_{\Gamma_j \in \text{TRIM}} \text{sgn}\left( \det[H(\Gamma_j) - E_{\text{ref}}I] \right). \quad (21) \]

To compute this indicator, one needs to know a proper choice of \( E_{\text{ref}} \) by analyzing the band structure. In addition, changing a parameter (e.g., \( m \) or \( \gamma \)) shifts the energy where two bands touch. These behaviors prevent us from systematically searching the exceptional points based on Eq. (21). In contrast, one can carry out a systematic analysis by discriminant indicators [Eqs. (7) and (16)].
The above indicator also works for systems with another type of time-reversal and inversion symmetry
\[ U_T H^\dagger(k) U_T^\dagger = H(-k), \]
\[ U_I H(k) U_I^\dagger = H(-k), \]
with \( U_T U_T^\dagger = I \) because the above constraint results in Eq. (23) (see Appendix C).

### B. Proof of Eq. (23)

When the Hamiltonian satisfies Eq. (22), we obtain Eq. (23). Firstly, we note that energy eigenvalues satisfy
\[ \epsilon_n(-k) = \epsilon_n(k), \]
in the presence of the generalized time-reversal symmetry, which is proven as follows. Let \( |L_n(k)\rangle \) be left eigenvectors of \( H(k) \) with eigenvalues \( \epsilon_n(k) \) [see Eq. (3)]. Then, we have \( U_T |L_n(k)\rangle \) as right eigenvectors of \( H(-k) \) with eigenvalues \( \epsilon_n(k) \)
\[ H(-k)U_T |L_n(k)\rangle = U_T H^T(k)|L_n(k)\rangle \]
\[ = U_T |KH^T(k)|L_n(k)\rangle \]
\[ = \epsilon_n(k) U_T |K|L_n(k)\rangle, \]
where \( K \) is a complex conjugation operator. This relation prove that Eq. (26) holds. Equation (26) results in Eq. (23b), which can be seen by noting that \( \Delta(k) \) is computed from the energy eigenvalues \( \epsilon_n(k) \) [see Eq. (3)].

### C. Application to a toy model

We demonstrate that the indicator [Eq. (24)] captures the SPERs in two dimensions even when energy where two band touch depends on momentum. Let us analyze the following \( 3 \times 3 \)-Hamiltonian \( H(k) \) in two dimensions
\[ H(k) = i\xi(k) \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & -1 \\ -1 & 0 & 0 \end{pmatrix} + t \sin k_x \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & -1 & 0 \end{pmatrix} + t \sin k_y \begin{pmatrix} 0 & 1 & 1 \\ -1 & 0 & 0 \\ -1 & 0 & 0 \end{pmatrix} + \gamma \cos k_x \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} + \gamma \cos(k_x + k_y) \begin{pmatrix} 0 & 1 & 1 \\ 1 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \]
with \( \xi(k) = \cos k_x + \cos k_y - m \). This Hamiltonian satisfies Eqs. (22a) and (22b) with \( U_T = I \) and \( U_I \) defined in Eq. (15).

The phase diagram is shown in Fig. 3(a). In the region colored with pink, the indicator takes \(-1\) and predicts the

---

**FIG. 2.** (a): Discriminant indicator \([\zeta_{1,2D} = (-1)^\nu]\) for \( \nu = 0.5 \). (b): Argument of \( \Delta(k) \) normalized by \( \pi \) in the BZ. The orange (green) symbols denote exceptional points with \( \nu = 1 \) (\(-1\)). (c) [(d)]: The real- (imaginary-) part of the energy bands around \( k_{\text{EP}} = 1 \). These data are obtained for \((m,t,\gamma) = (-3,0.5,2)\) [see the black dot in panel (a)].

**IV. INDICATORS FOR GENERALIZED TIME-REVERSAL AND INVERSION SYMMETRIC SYSTEMS**

#### A. Two and three dimensions

Consider generalized time-reversal and inversion symmetric systems
\[ U_T H^T(k) U_T^\dagger = H(-k), \]  \label{22a}
\[ U_I H^\dagger(k) U_I^\dagger = H(-k), \]  \label{22b}
with unitary operators \( U_T \) and \( U_I \) satisfying \( U_T U_T^\dagger = I \) and \( U_I U_I^\dagger = I \), respectively. In Ref. 13, symmetry described by Eq. (22a) is denoted as TRS\(^T\). In two (three) dimensions, the systems host SPERs (SPESs) which are characterized by the sign of the discriminant\(68,74\).

In order to introduce an indicator for these symmetry-protected topological properties, let us start with the following constraints imposed by symmetry Eq. (22):
\[ \Delta(k) = \Delta^*(k), \]  \label{23a}
\[ \Delta(k) = \Delta(-k), \]  \label{23b}
which are proven in Sec. IV B. Because the real function \( \Delta(k) \) is continuous and inversion symmetric, we can introduce the following indicator for SPERs and SPESs,
\[ \zeta_{TI} = \prod_{\Gamma_j \in \text{THM}} \text{sgn}\Delta(\Gamma_j), \]  \label{24}
When \( \zeta_{TI} \) takes \(-1\), SPERs (SPESs) emerge in the two-(three-) dimensional BZ.
We finish this part with a remark on an indicator

\[ z_{\text{TI}} = \prod_{j\in \text{TRIM}} \text{sgn} (\det [H_j] - E_{\text{ref}} I), \quad (29) \]

with \( E_{\text{ref}} \in \mathbb{R} \). Detecting the above SPERs with this indicator is difficult because the energy where two bounds touch depends on the momentum [see Figs. 3(c) and 3(f)]. Figure 3 indicates that the indicator defined in Eq. (24) captures SPERs even in this case.

V. SUMMARY

In this paper, we have proposed the discriminant indicator for systems with generalized inversion symmetry. In contrast to the previously introduced indicators, our approach captures exceptional points without ambiguity arising from the choice of the reference energy. A similar indicator is also introduced for SPERs (SPERs) in two- (three-) dimensional systems with generalized inversion and time-reversal symmetry. Applying the discriminant indicators to 3 \( \times \) 3-Hamiltonians, we have demonstrated that our approach successfully captures exceptional points and SPERs even when a proper choice of the reference energy is not obvious.

We finish this paper with two remarks. Firstly, we note that the previously introduced indicators [39,41] are also applicable to skin effects, while our indicators focus only on exceptional points and their symmetry-protected variants. Secondly, we note that while indicators for the line-gap topology have been discussed for correlated systems [31], indicators for the point-gap topology have not been discussed so far. Introducing indicators for correlated systems is expected to accelerate search of the non-Hermitian topology of such systems which is left as a future work to be addressed.
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FIG. 3. (a): The indicator for \( t = 0.5 \). The black dot denotes a parameter set \((m, \gamma) = (-2, 1.5, 1)\). (b): Sign of the discriminant \( \Delta(k) \) in the BZ. (c) [(d)]: The real- (imaginary-) part of the energy bands for \( 0 \leq k_x \leq \pi \) and \( 0 \leq k_y \leq \pi \). (e) [(f)]: The real- (imaginary-) part of the energy bands for \(-\pi \leq k_x \leq \pi \) and \( k_y = 3\pi/4 \) [see also dashed line in panel (b)]. Panels (b)-(f) are obtained for \((m, t, \gamma) = (-2, 0.5, 1.5)\).

emergence of SPERs. Figure 3(b) displays \( \text{sgn} \Delta(k) \) for \((m, t, \gamma) = (-2, 0.5, 1.5)\) [see the black dot in Fig. 3(a)]. In this figure, we can see regions where \( \text{sgn} \Delta(k) \) takes 1 or \(-1\). On the boundaries, the discriminant \( \Delta(k) \) becomes zero. Correspondingly, the two bands touch as shown in Fig. 3(c) and 3(d), which indicates the emergence of SPERs.
Consider a polynomial

\[ f(x) = a_N x^N + a_{N-1} x^{N-1} + \ldots + a_1 x + a_0, \quad (A1) \]

with \( a \in \mathbb{C} \). The discriminant of \( f(x) \) (Disc\([f(x)]\)) is proportional to the resultant of \( f(x) \) and \( f'(x) \): \( \partial_x f(x) \)

\[ (-1)^{N(N-1)/2} a_N \text{Disc}[f(x)] = \text{Res}[f(x), f'(x)]. \quad (A2) \]

Here, \( \partial_x \) denotes derivative respect to \( x \). Because the resultant \( \text{Res}[f(x), f'(x)] \) is defined as the determinant of the Sylvester matrix,

\[
\text{Res}[f(x), f'(x)] = \det \begin{pmatrix}
  a_0 & 0 & \cdots & 0 & b_1 & 0 & \cdots & 0 \\
  a_1 & a_0 & \cdots & b_2 & b_1 & \cdots & \vdots \\
  a_2 & a_1 & \cdots & 0 & b_3 & b_2 & \cdots & 0 \\
  \vdots & \vdots & \cdots & \vdots & \vdots & \cdots & \cdots & 0 \\
  a_N & a_{N-1} & \cdots & a_1 & b_2 & b_N & \cdots & b_1 \\
  0 & a_N & \cdots & 0 & b_N & b_{N-1} & \cdots & b_1 \\
  \vdots & \vdots & \cdots & \vdots & \vdots & \cdots & \cdots & \vdots \\
  0 & 0 & \cdots & a_{N-1} & \cdots & 0 & \cdots & b_N \\
\end{pmatrix},
\]

\[ (A3) \]

with \( b_l = qa_l \), the discriminant can be written in terms of \( a_l \) (\( l = 0, \ldots, N \)).

Specifically, for \( N = 3 \), we have

\[
\text{Res}[f(x), f'(x)] = \det \begin{pmatrix}
  a_0 & 0 & b_1 & 0 & 0 \\
  a_1 & a_0 & b_2 & b_1 & 0 \\
  a_2 & a_1 & b_1 & b_2 & 0 \\
  a_3 & a_2 & b_1 & b_2 & a_1 \\
  0 & a_3 & 0 & b_1 & a_2 \\
\end{pmatrix} = \det \begin{pmatrix}
  a_0 & b_1 & 0 & 0 \\
  a_1 & b_2 & b_1 & 0 \\
  a_2 & b_1 & b_2 & a_1 \\
  a_3 & 0 & b_1 & a_2 \\
  0 & a_3 & 0 & b_1 \\
\end{pmatrix}.
\]

Thus, the discriminant is written as

\[
\text{Disc}[f(x)] = -4a_0^3 a_3 - 27a_0^2 a_2^3 + a_1^2 a_2^3 + 18a_0 a_1 a_2 a_3 - 4a_0 a_3^3.
\]

\[ (A5) \]

Appendix A: Details of the discriminant

Parity eigenvalues are implicitly involved with indicators defined in Eqs. [7] and [10]. In addition, exceptional points captured by these indicators correspond to the gapless nodes in Hermitian systems with chiral symmetry.

Firstly, let us consider the following Hamiltonian

\[
\tilde{h}(k) = \begin{pmatrix}
  0 & \Delta(k) \\
  \Delta^*(k) & 0 \\
\end{pmatrix}.
\]

The exceptional point emerge when \( \Delta(k) = 0 \) holds which is described by zero modes of Eq. (B1). We note that \( \tilde{h}(k) \) satisfies

\[
\sigma_y \tilde{h}(k) \sigma_y = \tilde{h}(-k), \quad (B2a)
\]

\[
\sigma_z \tilde{h}(k) \sigma_z = \tilde{h}(k), \quad (B2b)
\]

which means that \( \tilde{h}(k) \) preserves inversion and chiral symmetry. Equation \( (B2a) \) holds due to Eq. (6).

We note that \( \Delta(k) \) is real at TRIM. In addition, Eq. \( (B2a) \) indicates that the sign of \( \Delta(k) \) corresponds to the parity eigenvalue for the occupied state (i.e., the eigenstate of \( \tilde{h}(k) \) whose eigenvalue is negative). In this sense, Eqs. \( [7] \) and \( [10] \) implicitly compute parity eigenvalues of occupied states.

Correspondence between the exceptional points and gapless excitations for Hermitian systems can be seen in the following relation

\[
\zeta_{\text{L2D}} = (-1)^{z_{14}}, \quad (B3a)
\]

\[
\zeta_{\text{L3D}} = (-1)^{z_{18}}, \quad (B3b)
\]

where indicators \( z_{14} \) and \( z_{18} \) are defined below. Noting that the indicators \( z_{14/18} \) predicts gapless excitations in the two- (three-) dimensional Hamiltonian \( (B3) \), we can see that exceptional points correspond to these gapless excitations.

Indicators \( z_{14} \) and \( z_{18} \) are defined as follows. Consider a Hermitian system satisfying

\[
U \tilde{h}_0(k) U = \tilde{h}_0(-k), \quad (B4)
\]

\[
U_C \tilde{h}_0(k) U_C = -\tilde{h}_0(k), \quad (B5)
\]

with unitary matrices which satisfy \( U_1^2 = U_2^2 = 1 \) and \( U_1 U_C = -U_C U_1 \). Symmetry indicator of such a system is discussed in Refs. [58] and [60]. In two dimensions, the \( Z_4 \)-indicator is defined as

\[
z_{14} := \frac{1}{2} \sum_{k \in \text{TRIM}} (N^+_k - N^-_k) \quad (\text{mod} 4), \quad (B6)
\]

where \( N^+_k \) (\( N^-_k \)) denotes the number of occupied bands with the positive (negative) parity at \( k \in \text{TRIM} \). For \( z_{14} = 1, 3 \), the system is gapless due to the chiral symmetry. In three dimensions, the \( Z_8 \)-indicator is defined as

\[
z_{18} := \frac{1}{2} \sum_{k \in \text{TRIM}} (N^+_k - N^-_k) \quad (\text{mod} 8). \quad (B7)
\]

For odd \( z_{18} \), the system shows gapless lines due to the chiral symmetry.

Now, we prove Eq. \( (B3) \) by focusing on the two-dimensional case. Firstly, we note that \( N^+_k + N^-_k = N_{\text{occ}} \).
holds where \( N_{\text{occ}} \) denotes the number of occupied states. Thus, we have \( z_{1,4} = 2N_{\text{occ}} - \sum_{\Gamma_j} N_{\Gamma_j} \), which results in

\[
(-1)^{z_{1,4}} = \prod_{\Gamma_j \in \text{TRIM}} (-1)^{N_{\Gamma_j}}. 
\]  

(B8)

Applying the above relation to the Hamiltonian (B1), we have

\[
(-1)^{z_{1,4}} = \prod_{\Gamma_j \in \text{TRIM}} \text{sgn}\Delta(\Gamma_j),
\]

which is equivalent to Eq. (B3a). In a similar way we can prove Eq. (B3b).

The above results elucidate that exceptional points captured by the discriminant indicators correspond to gapless excitations of \( \tilde{h}(k) \) captured by indicators for Hermitian systems.

**Appendix C: Eq. (25) \( \Rightarrow \) Eq. (23)**

Supposing that Eq. (25) holds, we can prove Eq. (23) as follows. Firstly, we note that Eq. (25) connects the energy eigenvalues at \( k \) and at \(-k\)

\[
\epsilon_n(-k) = \epsilon_n^*(k), \quad (C1a)
\]

\[
\epsilon_n(k) = \epsilon_n(-k). \quad (C1b)
\]

As the discriminant is computed from the eigenvalues [see Eq. (3)], we obtain Eq. (23).

In the following, we prove Eq. (C1). The condition of the time-reversal symmetry results in Eq. (C1b), which can be seen as follows. Suppose that \( |R_n(k)\rangle \) are right eigenvectors with eigenvalue \( \epsilon_n(k) \). Then, we have

\[
\begin{align*}
H(-k)U_TK|R_n(k)\rangle &= U_TH^*(k)K|R_n(k)\rangle \\
&= U_TH(k)|R_n(k)\rangle \\
&= \epsilon_n^*(k)U_TK|R_n(k)\rangle. 
\end{align*}
\]

(C2)

Here, in the first line we have used Eq. (25a). Thus, we obtain Eq. (C1b).

In a similar way we can prove Eq. (C1b). Because the relation

\[
\begin{align*}
H(-k)U_1|R_n(k)\rangle &= U_1H(k)|R_n(k)\rangle \\
&= \epsilon_n(k)U_1|R_n(k)\rangle, 
\end{align*}
\]

(C3)

holds, we obtain Eq. (C1b). Here, in the first line, we have used Eq. (25b). The above facts prove that Eq. (23) holds when the Hamiltonian satisfies Eq. (25).