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Abstract

The basis of the modern marketing of a business entity is to know the behavior of its customers. Advanced artificial intelligence methods, such as data mining and machine learning methods, penetrate data analysis. The application of these methods is most appropriate in the case of online sales of any goods in large quantities and various industries. They are very often used in the sale of electronics, PCs or clothes. However, it is also possible to apply them to the agricultural industry, not only in B2C, but also in B2B in the sale of seeds, agricultural products, or agricultural machinery. Appropriate combinations of offers and knowledge of customers can bring the selling entity higher profits or competitive advantages. The main goal of our study is to design a CRISP-DM process model that will enable small businesses to analyze online customers' behavior. To reach the main goal we perform a data analysis of the online sales data by using machine learning methods as clustering, decision tree and association rules mining. After evaluating the proposed model, we discuss its use of the proposed model in the field of internet sales in the agricultural sector.

JEL Classification: C53, D11, D91, M21, M31

Keywords

Classification, association rules, data analysis, consumer behavior, online shopping.

Introduction

In today's rapidly changing world, the information and knowledge gained and used are very valuable. With a high degree of computerization in all areas of our lives, the amount of data generated is also increasing, which is further stored and monitored. Today, the automotive, energy, engineering or agricultural industries are more focused on digital data analysis than ever before. The goal is to extract data from the amount of data that can be effectively transformed into information that is very important for understanding the trend of a business or a company. The gathering of such information is often done to support an entity's decision to move forward in the business process.

We can find many different approaches to knowledge discovery in databases (KDD) by various authors (Brachman and Anand, 1996; Fayyad, Piatetsky-Shapiro and Smyth, 1996; Klösgen and Zytkow, 2002; Mannila, 1997; Simoudis, 1996), but they all follow certain principles. In 1996, as part of an EU project, the basic principles of data mining were formulated as the Enterprise Standard Data Mining Process (CRISP-DM) (Smart Vision Europe, 2015). Business Intelligence (BI) is such data mining (DM) in the KDD process, the results of which are used to support business decision-making in the form of reports.

One area that has tremendous potential and which enables efficient real-time data collection is the sale of products through a website. In the case of online sales, the main task is to ensure customer satisfaction, minimize costs, maximize profits, or streamline processes. Through the acquired data and the application of appropriate machine learning methods, it is possible to analyze customer purchasing behavior.

Our contribution aims to propose a process model of CRISP-DM to analyze business data to support business decision making in the area of business processes. We will apply the proposed process model of CRISP-DM to specific data obtained...
from the online sale of electronic components of the international company SOS electronic to increase the effectiveness of the marketing strategy by creating marketing letters, which is expected to increase sales of these components. The main objective is to investigate the relationship between significant association rules and customer size in terms of the volume and financial amount of payments for orders in the online purchasing process.

Clustering is often used to segmentation mainly due to its high success rate, which was evaluated by many authors (Safri, Arifudin, and Muslim 2018; Prashar, Vijay, and Parsad 2018; Suchacka, Skolimowska-Kulig, and Potempa 2015; Keller, Gray and Givens, 1985). The basic idea of clustering is to make elements within one cluster as similar as possible, while the differences between elements from different clusters should be as large as possible. The advantage is regular updating of the training set after each addition of other elements, unlike other forms of classification and prediction based on the original, regularly unchanged training set. As the most commonly used clustering method is considered the k-means method, first used by MacQueen (1967). Prashar, Vijay and Parsad (2018) compare neural network prognostic ability, linear discriminant analysis, and k-means methods to reduce online retailers’ vulnerability to market demand. At the end of this study, statistical evidence was provided on the accuracy of the predictions of the methods, with an accuracy of the k-nearest neighbor method of 79.1%. The problem of classifying two user sessions in an online store, a shopping session and a browsing session, was investigated in their work by Suchacka, Skolimowska-Kulig and Potempa (2015). By comparing the results of several methods, they evaluated the k-nearest neighbor method (using Euclidean distance) as the most effective in terms of shopping forecasts and overall forecasts.

Decision trees (Quinlan 1986) belong to the basic machine learning classification methods and make it possible to classify data based on decision-making in response to individual tests. This is the most popular form of classifier representation. Komprdová et al. (2012) describe the CART algorithm as one of the best-known algorithms for creating decision trees, which is also a basic representative of binary trees, while also focusing on criterion statistics in particular for regression and classification trees. It explains the basic principles of decision tree creation because other binary trees can be obtained by modifying the rules of the CART tree. The decision tree classification method is most often used to analyze online customer behavior based on past customer behavior data on the seller's website. Sun, Cárdenas and Harrill (2016) present decision trees and software Weka as a new technique and tool that identifies critical attributes that affect the quality level of customer experience when visiting a travel agency website. Raj and Singh (2016) investigate how the demographic situation affects the frequency of online purchases, categorizing customers into three groups - often shoppers, frequent customers, and less frequent customers - using decision tree methods.

Products purchased either in-store or via online sales may have a connection. If the existence of one product affects the existence of another product in the same purchase, this relation expressed in the form of an implication constitutes an association rule (AR). This concept was first introduced by Agrawal, Imielinski and Swami (1993). The process of analyzing customers' shopping carts to find ARs that must meet predetermined conditions determining the significance of ARs is called association rules mining (ARM). ARM is currently used in various fields of research and analysis, such as language studies (Adamov, 2018), electronic transaction security (Askari, Md and Hussain 2020), medicine (Buczak et al., 2015; Soni et al., 2011; Luo et al., 2013), but often also in customer analysis (Kaur and Kang, 2016; Guo, Wang and Li, 2017). One of the most commonly used methods for ARM is the Apriori method, first described by Agrawal et al. (1994). Since then, the Apriori method has been improved to speed up the ARM process, e.g., improving operational efficiency by reducing the number of databases scans needed (Yuan 2017) or reducing the amount of operation needed (Wu et al. 2009). Other modifications were aimed at adapting the Apriori algorithm to real-time online consumer behavior analysis for specific businesses (Kaur and Kang 2016; Guo, Wang, and Li., 2017). For example, Alfian et al. (2019) propose a real-time analysis of consumer behavior for online commerce using ARM. For analysis, they use the proposed system to track customers, product browsing history, and transaction data from digital tagging.

Although ARM has appeared in many publications that analyzed consumer behavior in the purchasing process, it is more often used to track the purchasing process in a brick and mortar store and for specific goods (Avcilar and Yakut 2014; Chen et al. 2015). It is not used so often
in the research of the online purchasing process and we have not found any publication on the research of the sale of agricultural goods by this method. This has become a fundamental motivation for our research.

Despite the widespread use of clustering (k-means), decision-tree (CART) and ARM (Apriori) methods, we did not encounter a combination of these and use them in the analysis of online consumer behavior. However, there have been authors who have proposed or used similar combinations to analyze consumer behavior. Kunjachan, Hareesh and Sreedevi (2018) use a combination of k-means, Apriori and Eclat methods to analyze large amounts of data in the form of online sales data. They recommend this methodology for easier analysis of consumer behavior and the mining of hidden data relationships. The methodology based on the combination of ARM and decision trees in Ma, Haiying and Dong Gang (2011) was to create a model for segmenting customers in an online environment. The benefit was to help managers understand customers, analyze the market and make business management decisions.

Our goal is to show a combination of machine learning methods for understanding the behavior of customers and a targeted offer of a combination of goods. We aim to show that the given method can also be used in agribusiness for the sale of various agricultural goods and products. When studying the current literature, we did not find much application of these methods in the agricultural industry. Their use can be monitored mostly in the field of sales of electronics, PCs and various clothing. Gandhi and Armstrong (2016) provide an overview of the data mining methods used in agriculture, mentioning techniques such as neural networks, bayesian networks and support vector machines. Santosh Kumar and Balakrishnan (2019) use the Apriori algorithm directly to recommend products to customers in the agricultural market. Clustering is also often used in the analysis of agricultural data (Shedthi et al. 2017; Zhao et al., 2009). However, none of these studies focuses on the use of these methods in real-time in the analysis of consumer behavior.

Materials and methods

Based on an analysis of current research in this area, we found that the most common method used to analyze an online purchasing process by customers is clustering. This method is natural because it allows you to create related customer groups and choose the appropriate marketing management for them. It is also possible to assume that there will be specific association rules for different customer clusters. Therefore, we naturally put forward a research hypothesis:

H1: There are specific association rules for each related customer group

In our research, we observed how often a customer who bought the items of interest also bought another in the same purchase. We were interested in the analyzed relationship only on the assumption that the occurrence of such (in our example) pairs was sufficient and would meet the predetermined conditions. When selecting a research site, it was a precondition that the company had the possibility of selling online, with the emphasis being on data being as robust as possible. The dataset represents data from one year of online purchases of the company that distributes electronic components. In total, we obtained data representing 185,706 purchases from 4,111 companies in one year. Each row of the dataset contains:

- the id of the company that made the purchase;
- id of purchased goods;
- purchase date;
- number of purchased items;
- price per unit of goods.

To keep data anonymous, customer and item names have been replaced by identification numbers. We carried out the whole process of work in the R software environment for its free availability and many such packages that allow performing all the steps of our analysis. From the dataset, we naturally chose the financial volume of payments and the number of orders made as the decision criteria. This selection best describes the customer in terms of creating a marketing strategy and at the same time is possible from the Dataset point of view.

As a first step, we calculated the total number of purchases for each customer and the total amount spent by online purchases in the selected store during the year. Subsequently, we removed the outliers from these values, which could distort the result, while these outliers may be subject to further study. To do this, we use the command boxplot(Data)$out (Chambers, 2017; Becker, 2018; Murrell, 2018), which outputs represent the outliers found in the table Data.

In the second step, prepare the data for clustering by standardizing the data using the robustHD package and the standardize() command. With the NbClust package we find the optimal number of clusters (Charrad and Ghazzali, 2014).
It compares the optimal number of clusters detected using twenty-four different methods, evaluates the results and recommends the optimal number of clusters. This is then used for cluster analysis of k-means using the kmeans() (Hartigan and Wong, 1979) command, and the matching results are written to the table including original, non-normalized total amount and purchase data.

The third step is to generate the decision tree and the corresponding classification rules using rpart (Breiman, 2017) package. The columns number of purchases and total amount will be the input attributes to be tested and the column representing the value of the burst to which the customer belongs – column cluster - will be the target attributes of the decision tree. The result of this step will be a model whereby an enterprise can split new customers into existing clusters.

In the final step, we will be mining the association rules for each cluster separately through the arulez and aruleviz packages. Hahsler and Gruen used the original (Agrawal, Imieliński and Swami, 1993) and more modern (Lepping, 2018; Borgelt and Kruse, 2002; Borgelt, 2003) designs of this method to program the Apriori function into the R environment. First, we divide the Customer Data table into as many tables as there will be the resulting number of clusters, and write down only the rows that belong to them in each table. We will then create a list of transactions (shopping carts) that will include, within each transaction, a set of goods that were purchased in that transaction. Subsequently, we will mine the ARs in the clusters, assuming that one purchase will consist of the goods purchased by one customer in one day. The resulting ARs will be evaluated using the items set, frequency, support, confidence and lift indicators.

Items set make up the goods offered to SOS electronic through online sales. Frequency (A) represents the absolute abundance of product A in an item set and Support (A) represents the relative abundance of occurrences of product A in an item set. Confidence (A=>B) expresses the ratio of both A and B products in one purchase to those in which there is only product B (see equation 1).

\[
\text{Confidence}(A \Rightarrow B) = \frac{\text{frequency}(A,B)}{\text{frequency}(A)} \quad (1)
\]

It, therefore, determines how likely product B can be expected to be in a purchase that contains product A. However, let's have an example where product B is in all purchases and product A is only in 5% of purchases. The confidence (A=>B) would be equal to 1, but the predictive value of this AR would be low, because the presence of Product A in the purchase does not affect the occurrence of Product B in the same purchase. For this reason, the strength of AR is analyzed through the Lift (A=>B) indicator by calculating how the presence of product A in the purchase affects the occurrence of product B in the same (see equation 2).

\[
\text{Lift}(A \Rightarrow B) = \frac{\text{Support}(A,B)}{\text{Support}(A) \times \text{Support}(B)} \quad (2)
\]

In our example, where Product B was in all purchases, Lift (A=>B) would be equal to 1 indicated that the presence of Product A in the purchase does not affect the occurrence of Product B in the same purchase. The higher Lift (A=>B), the more product A affects product B in the same buying and and the lower the Lift value is below one, the more product A is negatively affected by product B in the same purchase. The Apriori method searches for ARs that meet the conditions min_confidence and min_support (or absolute value min_frequency), which the user selects himself. In association rules mining we left the values of arulez package at the default settings of min_frequency = 7 and min_confidence = 1. The result will be a table that expresses the association rules and the associated support, confidence, lift and count (frequency) values.

Results and discussion

The analysis results consist of these parts:

- customer clusters based on the total amount they spent on product purchases and the total number of purchases made;
- decision tree as a model for assigning customers to clusters from the previous point;
- classification rules as a textual notation of individual branches of decision-making tree;
- association rules mined for every existing cluster separately.

The result of detecting the optimum number of bursts using the NbClust() command was that the best number of clusters is 3.

We then split the customers into three clusters with the kmeans() command.

Table 1 shows the absolute and relative (rounded...
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| Clusters | Cluster 1 | Cluster 2 | Cluster 3 |
|----------|-----------|-----------|-----------|
| Absolute abundance | 3237 | 547 | 327 |
| Relative abundance | 78.74% | 13.31% | 7.95% |

Source: prepared by authors

Table 1: Absolute and relative abundance of customers in clusters.

to 2 decimal places) abundance of customers in clusters.

A graphical representation of the assignment of customers to the clusters is shown in Figure 1. From the graphical evaluation that Cluster 1 consists of customers whose made a low number of purchases with a low total amount; Cluster 2 is made up of customers whose made more purchases with a low total amount; and there are customers with more purchases for a higher total amount in Cluster 1 in the whole range of the number of purchases. Cluster 1 has the highest absolute abundance because it includes customers who made small purchases at low prices. However, from Table 1 and Figure 1, We cannot determine how many purchases or the total amount constitute the boundaries between individual clusters. To identify these boundaries, we generate a CART decision tree for its simplicity resulting from its binary.

Using package rpart, we have generated a CART decision tree with an absolute abundance of customers in every step showed in Figure 2. The accuracy of classifying customers into individual clusters by using the generated decision tree is 99.37%. For comparison, we also generated C5.0 decision tree with higher accuracy (99.93%). On the other hand, C5.0 decision tree has 10 branches, which makes it more complicated for further use in comparison of 4 branches in CART decision tree and because of that we continued with CART decision tree.

Using the same package rpart we get classification rules according to generated decision tree shown in Table 2. Lines end with symbol * represents final assignments customers to clusters expressed by the following listing.

Example: 5) number_of_purchases>=16.5 72 13 3 (0.18 0 0.81) *

where:

- **step (5)** - decision tree branch number (in the example it is step no. 5);
- **test** (number_of_purchases>=16.5) - boolean test performed on the node;
- **total (72)** - total number of customers entering the test;
- **unfit (13)** - number of customers whose are differently assigned to cluster by model. In the - example, 13 customers were assigned to other cluster by k-means as it flows from the decision tree;
- **cluster (3)** - the number of the cluster to which the customer belongs if he passes the test;
- **relatives (0.18 0 0.81)** - relative abundance of unfit customers by clusters. In the example, 18% customers were assigned to cluster 1 by k-means, but to cluster 3 by a decision tree.

Table 3 represented mined association rules for cluster 1 and its values for each mined
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association rule. In the lhs (left hand side) column is the implication input; rhs (right hand side) is the implication output. In the first association rule of Table 3, we can interpret as: "If the customer bought the product 75125, he also bought the product 75127 with 100% probability (expressed by confidence = 1) and the rule has been applied in 13 cases”.

Number of association rules mined for each cluster by k-means with same settings are:
- Cluster 1 = 92 association rules;
- Cluster 2 = 16 association rules;
- Cluster 3 = 12 association rules.

To find out if there are intersections between ARs between we tried to find them and compare the values of the ARs in case of a match. The intersection of ARs between clusters having identical lhs and rhs in both clusters was only $C_2 \cap C_3 = 1$ AR. Despite the intersection, found AR have different values of indicators (support, confidence and lift) between clusters. Based on this, we conclude that there are specific association rules for each related customer group and because of that we do not reject the hypothesis.

The results enable business management to segment customers into clusters for a better understanding of their structure. Clusters can follow association rules that can be used to analyze consumer baskets or predict consumer behavior. First, the customer would be assigned to the cluster according to the decision tree or classification rules, and then it is possible to follow the association rules associated with the cluster. We used a CART decision tree for its simplicity to create a model to quickly assign new customers to the clusters. However, the user can choose different types of decision trees for analysis, depending on his preferences. The work can serve as a CRISP-DM process model that does not require additional application costs and is therefore also suitable for smaller businesses that have not yet analyzed consumer behavior in online sales.

Association rules can serve to predict consumer behavior in real-time. After logging into the site, the customer is immediately assigned to one of the clusters with assigned ARs. When a customer puts a product into his shopping cart, all significant ARs that have the product on the lhs side are searched. Those ARs that have as much confidence and support as possible can then be used to create targeted advertising to maximize the likelihood of success. It is confidence and support that talk about the extent to which the AR was valid and how often it occurred in the original data. Targeted advertising in this form can increase sales and business profits. KPIs can be used to monitor the success of the implementation of the proposed CRISP-DM process model, such as:
- KPI 1: Proportion of revenues and costs associated with the implementation of the proposed CRISP-DM process model;
- KPI 2: The number of recommended goods purchased by customers who put in their carts based on targeted advertising;
- KPI 3: Total revenue from recommended goods.
Generated by the ARs can be used for analysis of frequently occurring customer baskets. The essence is the analysis of relationships between individual products. An enterprise can analyze why the customer buys product B solely with product A, even though product B has several other alternatives. The results of such an analysis could be used in different ways, e.g. products A and B would be offered in a single package at a discount or the results would serve as an incentive to verify and improve the quality of alternative products B. Process changes based on these analyzes could either bring additional revenues to the business or lead to cost reductions - e.g. goods A and B would be packed together in a single package, thereby saving the company on additional packaging. In such an analysis, when selecting association rules, management should focus on the ARs with the highest Lift value, which evaluates the strength of the relation between the products in each AR. Verifying the success of the implementation of changes based on shopping cart analysis can be evaluated using KPIs similar to the prediction of consumer behavior described above.

Our results show that the right combination of offers to the right group of customers can increase a company's profits for sales. Our ambition is to apply this combination of methods in an area where it is less common, such as the agro-business sector.

**Conclusion**

Consumer Behavior Analysis makes it possible to provide business decision-making information that contributes to the achievement of business goals, with the primary benefit being profit. This can be achieved either by increasing revenues or by reducing costs within individual business processes. In our paper, we design and provide a low-cost process model CRISP-DM, that allows both when properly used and implemented. The proposed CRISP-DM process model is based on segmenting existing customers into individual groups using the k-means method; creating a model for segmenting new customers through the decision tree and analyzing the shopping cart using the Apriori method. In the discussion, we present the possible use of results and ways of measuring the success of the alternatives. The article can also serve as a brief overview of the knowledge of machine learning methods today and their use in current scientific analysis.

Although we did our research on the data of a company that sells electronic components, we think that the proposed CRISP-DM model can also be used in the field of agriculture, where it would allow the analysis of consumer behavior, for example in the sale of seeds, agricultural products, or tools usable in the agro-industry. Unlike the other studies mentioned (Gandhi and Armstrong, 2016; Kumar and Balakrishnan, 2019; Shedthi et al., 2017; Zhao et al., 2009), we propose a model that uses a combination of multiple data mining methods and allows real-time research of consumer behavior analysis of sales of agricultural products in the environment of online sales.

In our further research, we will focus on extreme values in the form of customers, from whom we have abstracted the CRISP-DM process model we proposed. We are going to evaluate customers through a modern machine learning method RFM (recency, frequency and monetary value), which assesses the importance of customers based on how often they make purchases when they made their last purchase, and at what value they made during the reporting period. We will test the model in this paper as well as its other planned modifications directly in the environment of agricultural online sales. Segmenting customers based on multiple criteria could ultimately increase the success of the association rules and thus achieve business goals.
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