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Abstract—3D point cloud segmentation is an important function that helps robots understand the layout of their surrounding environment and perform tasks such as grasping objects, avoiding obstacles, and finding landmarks. Current segmentation methods are mostly class-specific, many of which are tuned to work with specific object categories and may not be generalizable to different types of scenes. This research proposes a learnable region growing method for class-agnostic point cloud segmentation, specifically for the task of instance label prediction. The proposed method is able to segment any class of objects using a single deep neural network without any assumptions about their shapes and sizes. The deep neural network is trained to predict how to add or remove points from a point cloud region to morph it into incrementally more complete regions of an object instance. Segmentation results on the S3DIS and ScanNet datasets show that the proposed method outperforms competing methods by 1%-9% on 6 different evaluation metrics.

I. INTRODUCTION

A key step in parsing a 3D point cloud scene is point cloud segmentation. Segmentation is useful for many robotic applications such as obstacle detection [1], localization [2], and object recognition [3][4]. In this research, point cloud segmentation is defined as subdividing a point cloud scene into individual object segments where each point in the point cloud is assigned to a unique instance label (i.e. class-agnostic segmentation). One popular type of approach is to perform region growing to iteratively create different point cloud segments [5][6][7]. However, this approach is highly sensitive to specific threshold hyperparameters defined over the raw feature values. Another popular type of approach is to directly learn the segmentation labels using a deep neural network [8][9][10]. These approaches are data-driven and are usually more accurate and robust, but require discretizing the point cloud scene into 1m x 1m blocks [4][8] and need class annotations during training. We propose to extend these two types of approaches, combining the region growing approach with data-driven deep learning techniques in order to achieve the benefits of both types of approaches.

Thus, this research proposes a point cloud segmentation method where the region growing process itself is learned from data. Given a raw point cloud scene, the proposed method tries to form point cloud segments that each correspond to a complete object by making a series of incremental predictions. Specifically, a deep neural network is trained to predict at each decision point: (i) which points to add to grow the current region, (ii) which unnecessary points to remove from the current region, conditioned on the current set of points. The proposed method is evaluated on the S3DIS [11] and ScanNet [12] datasets with a focus on generalization performance across datasets. The proposed method has the following advantages:

• able to segment any class of objects using a single neural network
• able to segment objects without assumptions about their shapes and sizes
• can be trained without semantic labels
• does not require block division of the point cloud scene
• more accurate and generalizable compared to existing methods

In addition, the code and data have been made publicly available.¹

II. LITERATURE REVIEW

Point cloud segmentation can take the form of: (i) semantic label prediction - the task of predicting a class label (e.g. wall, window) for each point of a given point cloud scene, or (ii) instance label prediction, the task of assigning points to unique objects instances in a given point cloud scene. This research will specifically focus instance label prediction, which is especially challenging in real-world point cloud scenes because they are often cluttered and contain objects with a wide variety of shapes and sizes.

A. Class-agnostic segmentation

Class-agnostic methods generally perform segmentation without making any assumptions about the class of objects that are in the point cloud scene. Class-agnostic methods are generally instance-based segmentation methods. In the robotics domain, these methods are commonly implemented as region growing, where groups of points with similar features such as surface normal and color are incrementally merged together [2][6]. These methods face issues with oversegmentation or undersegmentation in cluttered scenes due to the reliance on fixed thresholds or heuristics to control the region growing process. Some works attempt to use reinforcement learning [13][14] or evolutionary methods [15] to more effectively tune the threshold hyperparameters, but do not directly optimize the region growing process itself. An alternative to region growing is to perform segmentation as a global operation by using clustering algorithms such as K-means [16] or DBSCAN [17]. The problem with these clustering algorithms is that the results are sensitive to the
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hyperparameters such as number of segments and the neighborhood range. Other ideas for class-agnostic segmentation include using a network to predict object seeds [18] or searching over the space of candidate segmentations and returning one which scores well according to an “objectness” model [19]. However, the former method was only evaluated for the tabletop setting where most objects are roughly the same size whereas the latter method was only applied in outdoor environments where objects do not physically overlap with one another.

B. Class-specific segmentation

Class-specific segmentation methods try to separate objects from the background based on prior information about the geometry of particular classes of objects. Class-specific methods are generally semantic segmentation methods. These methods are usually data-driven and make use of deep neural networks. A popular approach is to use 3D bounding box regression to predict the location and size of objects in the scene, used by methods such as MV3D [20], PointRCNN [10], PointPillars [21], and 3D-BoNet [22]. The downside of this approach is the need to define class-specific anchor boxes [20] or train multiple networks separately for each class [23], which is not scalable for a large number of classes. In addition, bounding boxes only provide a coarse outline and do not cleanly separate object segments. A different strategy is to directly predict labels for each point in the point cloud using neural networks based on PointNet [4] or PointNet++ [24]. These network are usually used to perform semantic segmentation or part segmentation and do not directly predict the instance labels. Later methods combine the semantic segmentation results with grouping matrix prediction [8][25], centroid prediction [26][27], or clustering on a learnt embedding [9][28] in order to obtain instance segmentation results. However, a common problem is that they require a pre-processing step of subdividing the point cloud into fixed-size blocks and a post-processing step of BlockMerging [8] to combine segments that span different blocks together, which leads to information loss. Another weakness is that they rely on having training data that is labeled with class information and ignore objects that are not within the predefined set of classes (usually designated as "clutter"). In contrast to the proposed method which is class-agnostic, these class-specific segmentation methods are difficult to generalize across datasets which have different classes.

III. METHODOLOGY

This section describes the proposed LRGNet method for class-agnostic point cloud segmentation including the formal definition, network architecture, training process, inference time algorithm, and local search optimization.

A. Formal definition

The point cloud segmentation problem is defined as follows. The input is a point cloud \( \mathbf{P} \), represented as a \( N \times F \) matrix of real numbers where the input point cloud contains \( N \) points with each point having \( F \) features (e.g. 3D position, color, etc.). The task is to output the instance labels \( \mathbf{L} \), represented as a \( N \)-dimensional vector of integers, which contains one integer label for each point indicating which object instance it should belong to.

The segmentation problem can be decomposed into several region-growing subproblems. The region-growing procedure takes in an input seed point \( p_{\text{seed}} \in \mathbf{P} \) and outputs a set of points \( P^* \subset \mathbf{P} \), that all belong to the same object instance as \( p_{\text{seed}} \). The instance label vector, \( \mathbf{L} \), is then updated such that all points in \( P^* \) have the same instance label. The idea is that this region-growing procedure can be carried out repeatedly from any remaining unlabeled seed points in the point cloud \( \mathbf{P} \) until all points have been assigned an instance label.

In this study, the region-growing subproblem is further decomposed into a series of steps, where each step takes in an input set of points \( Q_k \) and outputs a set of points \( Q_{k+1} \), where \( Q_k, Q_{k+1} \subset \mathbf{P} \). This can be represented as \( f(Q_k) = Q_{k+1} \), where \( f \) is a learnable function. The region-growing process starts with \( Q_0 = \{p_{\text{seed}}\} \) and computes \( Q_1, Q_2, Q_3, \ldots \) etc. until \( Q \rightarrow P^* \), the set of all points which belong to the same object instance as \( p_{\text{seed}} \). This study aims to learn the function \( f \) which dictates how a point cloud region grows from one set of points to another. The key novelty of this formulation is to decompose the region growing problem and use a learnable function to carry it out, thus achieving a "learnable" region growing method.

B. Network architecture

The learnable function \( f(Q_k) = Q_{k+1} \) takes the form of a deep neural network named LRGNet, as shown in Figure 1. The input to the network consists of two sets of points, the inlier set (represented as an \( I \times F \) matrix) and the neighbor set (represented as a \( J \times F \) matrix). The inlier set is constructed by taking \( I \) points from \( Q_k \) and selecting \( I \) points. Note that the full set of points in the current region, \( Q_k \), is maintained as a separate global variable. The neighbor set is constructed by taking all the unlabeled points that are within a predetermined \( \delta \) distance of any point in \( Q_k \) and selecting \( J \) points. When there are more or fewer than \( I \) or \( J \) points in the subsets, random resampling with replacement is used to obtain exactly \( I \) or \( J \) points.

The network uses an encoder-decoder structure. First, the input inlier set and neighbor set are separately processed by individual network branches each containing 5 point-wise feature convolution layers. The features across all the points are then aggregated using a max-pooling layer to obtain a global feature vector incorporating 512 features from the inlier set and 512 features from the neighbor set. This global feature vector is then separately concatenated back into two decoder branches, one processing the inlier set and one processing the neighbor set. These two branches are then further processed by point-wise feature convolution layers. This network design is largely based off of PointNet [4], but with two input branches and two output branches instead of a single input branch and a single output branch.
The upper branch finally outputs an $I$-dimensional vector which constitutes the *remove mask* probability prediction output. This is then used to determine the *remove mask*, a binary mask which determines which points in the inlier set should be removed from $Q_k$. On the other hand, the lower branch finally outputs a $J$-dimensional vector which constitutes the *add mask* probability prediction output. This is then used to determine the *add mask*, a binary mask which determines which points in the neighbor set should be added to $Q_k$. The reason for having two separate masks is because the *remove mask* prediction allows the network to correct for previous errors and makes it more robust to noise. Finally, the new set of points $Q_{k+1}$ is determined by applying the *remove mask* to the inlier set and removing the corresponding points from $Q_k$, then applying the *add mask* to the neighbor set and adding those points to $Q_k$.

This study uses a total of $F = 13$ input features for each point, which are the local XYZ-coordinates, room-normalized XYZ-coordinates, RGB-color, normal vector, and curvature. The room-normalized XYZ-coordinates are obtained by dividing the X,Y,Z coordinates by the length, width, height of the room respectively to obtain values ranging from 0 to 1. The local XYZ-coordinates describe a point in relation to its object center whereas the room-normalized XYZ-coordinates describe a point in relation to the global room scene. The normal vector and curvature are computed using the Principal Component Analysis method from [6] whereas the XYZ features are computed as in [4]. These point features (except the room-normalized XYZ-coordinates) are normalized column-by-column by subtracting the median over all the points in the inlier set. On the other hand, the parameters $\delta$ (neighbor threshold distance), $I$ (inlier set size), $J$ (neighbor set size) are set to 0.1m, 512, 512 respectively. These parameters are tuned based on an ablation study on the S3DIS dataset.

The network is trained on the binary cross entropy loss on both the add mask prediction and the remove mask prediction. This is shown in (1), where $\hat{x}_i$ denotes the predicted probability for removing point $i$ in the inlier set and $x_i$ is the corresponding ground truth label, whereas $\hat{y}_j$ denotes the predicted probability for adding point $j$ in the neighbor set and $y_j$ is the corresponding ground truth label.

$$
\mathcal{L} = -\frac{1}{I} \sum_{i} \left[ x_i \log(\hat{x}_i) + (1-x_i) \log(1-\hat{x}_i) \right] - \frac{1}{J} \sum_{j} \left[ y_j \log(\hat{y}_j) + (1-y_j) \log(1-\hat{y}_j) \right]
$$

C. Region growing simulation and training

In this research, training data is obtained by carrying out a series of region growing simulations from labeled point cloud datasets, S3DIS [11] and ScanNet [12]. The region growing process for each object instance in a point cloud scene is simulated in a series of steps, starting from a randomly selected seed point. At each step, the desired next point set, $Q_{k+1}$, is created from the current point set, $Q_k$, by adding all the points that are within $\delta$ distance of any point in $Q_k$ and also have the same ground truth instance label. To prevent the network from overfitting to only clean point cloud samples, noise is artificially introduced into the region growing process by randomly adding and removing points to $Q_{k+1}$ according to a mistake probability, $\alpha$. Within one region growing simulation, the mistake probability starts at a high value and is then gradually decreased by 0.01 each step for the current region to ensure that region growing process will eventually converge to a complete object instance.
**Algorithm 1: Region Growing**

Input: PointCloud, P
Output: InstanceLabels, L

\[ \phi \equiv \text{empty label} ; \]
\[ L = \{ \phi, \forall p \in P \} ; \]
\[ \text{obj\_id} = 1 ; \]

while \( \phi \notin L \) do

\[ p_{\text{seed}} = \text{unlabeled point with min curvature} ; \]
\[ k = 0 ; \]
\[ Q_k = \{ p_{\text{seed}} \} ; \]

while true do

\[ \text{inliers} = \text{sample}(Q_k, \text{count} = I) ; \]
\[ \text{neighbors} = \text{sample}\{ p : |p - q| < \delta, p \in P, q \in Q_k, L[p] = \phi \}, \text{count} = J) ; \]
\[ \text{add, remove} = \text{net}(\text{inliers}, \text{neighbors}) ; \]

if termination condition then

\[ L[Q_k] = \text{obj\_id} ; \]
\[ \text{obj\_id} = \text{obj\_id} + 1 ; \]
\[ \text{break} ; \]
else

\[ Q_{k+1} = \]
\[ Q_k - \text{inliers}[\text{remove}] + \text{neighbors}[\text{add}] ; \]
\[ k = k + 1 ; \]

end

Data augmentation is carried out in several ways. First, each point cloud scene is randomly flipped to swap the x and y axes. Next, the point cloud scene is randomly rotated in increments of 90°. Also, the mistake probability, \( \alpha \), for each object instance is randomly assigned an initial value between 0.2 and 0.4 to simulate different levels of noise in the region growing process. For example, after data augmentation on the S3DIS dataset, the training set consists of 1406516 point clouds originating from 63047 object instances.

The acquired training data is used to train LRGNet as described in Section IIIB, implemented in Tensorflow. Note that the training process only uses the ground truth instance labels and does not require semantic labels. The network is trained with the ADAM optimizer until convergence at around 40 epochs. The learning rate used is 0.001 and the batch size is 100.

**D. Region growing at inference time**

At inference time, segmentation of a point cloud scene is carried out by continuously performing region growing until each point in the scene is assigned an instance label. Starting from a seed point, the trained neural network is applied to predict the next region to grow to using the add mask and remove mask output. This process is repeated until one of the following termination conditions is met:

- No unassigned neighbor points remaining
- The set of points to be added is predicted to be empty
- Region does not expand for two consecutive steps

The last termination condition is necessary to avoid situations where different points are alternatingly added then removed on consecutive steps in an alternating manner, which could occur near edges. Upon reaching the termination condition, all the points in the current region are assigned the same instance label and the region growing process starts over again from a new seed point. Note that the region points may change over the course of region growing for a single object instance but the assigned instance label will be permanent once the region growing process switches to a new object.

Since the region growing result could be variable due to the choice of the seed point, this study uses the strategy of picking the remaining point with minimum curvature as the seed point. This strategy is also used in [29]. In addition, as the region growing progresses, certain groups of points may become isolated. This frequently occurs for edges in between two object instances. To overcome this, if the resulting point cloud segment is too small (e.g. less than 10 points), then a new instance is not created. Instead, the points in that isolated segment are assigned instance labels according to the nearest neighbor among points that have already been assigned instance labels. A similar strategy is used in [4][30].

Algorithm 1 shows a brief pseudocode summary of the region growing process for a given point cloud scene. To further illustrate the process, Figure 2 shows a visualization of region growing for a wall object. As shown in Figure 2 there tends to be a higher number of added and removed points.
points during the middle of the process and a lower number of added and removed points during the start and end of the process. On average, the percentage of added points and removed points per step are 70% and 59% respectively for a typical point cloud.

E. Local search to optimize region growing

Since the learned function $f(Q_k) = Q_{k+1}$ is not perfect and also depends on randomly sampling the inlier set and neighbor set, the region growing process may not converge on the perfect point cloud segment that contains all the points from one object instance. To overcome this, local search techniques can be applied to search through different sequences of applying the learned region growing function to find the best final region. This study considers 5 different methods of arriving at the final region from a given seed point: (i) greedy: the add and remove outputs are greedily applied as binary masks with a cutoff threshold of 0.5, (ii) random restart - Maximum Likelihood (ML): the region growing process is restarted from the same seed point multiple times, each time probabilistically sampling points to be added and removed and keeping track of the sum of the log-likelihoods from each step; the best final region is determined using maximum likelihood as the optimality criterion, (iii) random restart - Number of Points (NP): same as the previous method but with the number of points in the final region as the optimality criterion (based on the assumption that regions with more points are more complete), (iv) beam search - ML: multiple states for the current region are simultaneously tracked and expanded [31]; after each expansion step, the number of states is reduced to the $K$ best states using maximum likelihood as the optimality criterion, (v) beam search - NP: same as the previous method but with the number of points as the optimality criterion. A comparison of the segmentation performance between different local search methods will be given in the Results section.

IV. RESULTS

A. Segmentation in indoor scenes

The segmentation performance in indoor scenes was evaluated on the S3DIS dataset [11] and the ScanNet dataset [12] alternatingly with one dataset used as training data while the other dataset is held out as test data. The first three evaluation metrics used are from the clustering literature, namely normalized mutual information (NMI), adjusted mutual information (AMI), and adjusted rand index (ARI), as defined in [34]. The other three evaluation metrics used are from the object detection literature, namely precision (PRC), recall (RCL), and mean intersection-over-union (mIOU). For the purposes of calculating precision and recall, true positive detections are defined as cases where the IOU between a predicted point cloud segment and a ground truth point cloud segment is greater than 50% (as established in [11]). Each evaluation metric is calculated per room of the test dataset and averaged across all rooms (note that this setup means that they differ from the metrics used in [9][10] which are averaged across classes). The proposed region growing method is compared against several class-agnostic competing methods including (i) conventional region growing which uses the raw features directly with thresholding, (ii) Rabbani et al. which uses smoothness constraints [35], (iii) segmentation using the Fast Point Feature Histogram (FPFH) descriptor [33]. The class-specific competing methods are (iv) PointNet [4] (v) PointNet++ [24] (vi) JSIS3D [9] and (vii) 3D-BoNet [10]. The latter four methods are implemented based on publicly-available open-source code.

Table I shows a quantitative comparison of each evaluation metric between the different segmentation methods. Results show that the proposed LRGNet achieves the overall best results across all metrics whether tested on the S3DIS dataset or the ScanNet dataset. In addition, the results also show that applying a local search method (random restart with number of points as the optimality criterion) can further improve the results by optimizing the region growing process of LRGNet. Note that PointNet and PointNet++ do not directly compute the instance labels. Instead, instance labels are obtained by clustering neighboring points that have the same semantic label, as described in [4]. This process could cause inaccuracies which lead to worse performance in Table 1 when compared to other methods such as region growing or FPFH. Furthermore, this generalization study also demonstrates the importance of having a class-agnostic point cloud segmentation method. ScanNet is collected in mostly home environments whereas S3DIS is collected in mostly office environments which contain different classes of objects. As a result, most methods that are trained with class information on the S3DIS dataset do not perform as well on the ScanNet dataset. On the other hand, class-agnostic methods such as the proposed LRGNet are able to better generalize to the new point cloud scenes.

| Method | NMI | AMI | ARI | PRC | RCL | mIOU |
|--------|-----|-----|-----|-----|-----|------|
| Region growing | 0.71 | 0.70 | 0.59 | 0.19 | 0.34 | 0.38 |
| Rabbani et al. [32] | 0.72 | 0.71 | 0.62 | 0.17 | 0.31 | 0.36 |
| FPFH [33] | 0.62 | 0.60 | 0.39 | 0.14 | 0.25 | 0.32 |
| PointNet [4] | 0.58 | 0.48 | 0.38 | 0.18 | 0.17 | 0.25 |
| PointNet++ [24] | 0.62 | 0.56 | 0.40 | 0.15 | 0.22 | 0.31 |
| JSIS3D [9] | 0.74 | 0.73 | 0.63 | 0.28 | 0.29 | 0.36 |
| 3D-BoNet [10] | 0.75 | 0.72 | 0.68 | 0.20 | 0.29 | 0.35 |
| LRGNet | 0.75 | 0.74 | 0.67 | 0.25 | 0.41 | 0.43 |
| LRGNet + local search | 0.76 | 0.75 | 0.68 | 0.34 | 0.44 | 0.45 |

Table I: Comparison of segmentation performance on S3DIS and ScanNet by testing generalization across datasets.
Figures 3 and 4 show a qualitative comparison of the segmentation results from an overhead perspective, with the ceiling removed to improve visualization. Results show that competing methods have more cases of undersegmentation or oversegmentation, whereas the proposed method is able to perform better since it is directly trained on optimizing the region growing segmentation process.

B. Segmentation in outdoor scenes

The segmentation performance in outdoor scenes is evaluated on the Semantic KITTI dataset [36]. To be consistent with the experimental setup in indoor scenes, the original Semantic KITTI dataset is modified as follows: (i) RGB channels are projected from the left camera images to the LiDAR scans to get color-mapped point clouds, (ii) the semantic labels are discarded and only instance labels are used during training, (iii) points without a valid RGB color and instance label are filtered out, (iv) scan data from 20 consecutive LiDAR scans are merged to get a dense point cloud. 10 driving sequences are used as training data whereas 1 driving sequence is held out as test data. Figure 5 shows a qualitative comparison between the proposed method and other class-agnostic segmentation methods such as simple region growing and FPFH. Results show that the proposed method is able to separate out the road from sidewalk areas compared to other methods which tend to undersegment those areas. The proposed method is also able to generate more complete segments of building and vegetation compared to other methods which tend to oversegment those objects.

C. Ablation studies

Table II shows a series of ablation studies of the segmentation performance on the S3DIS dataset for different architecture design choices. In these ablation studies, Areas 1, 2, 3, 4, 6 of S3DIS are used as the training set whereas Area 5 of S3DIS is used as the validation set. These ablation studies include using the original method but (i) without using the remove mask prediction to remove outlier points from the current region, (ii) without using the minimum curvature criteria when selecting seed points, instead selecting them randomly, (iii) without normalizing the input point features, (iv) only using XYZ features, (v) only using XYZ+RGB features, (vi) using $I = 128$, $J = 128$, or (vii) using $I = 256$, $J = 256$. Results show that these variants lead to a 5-10% change in performance but the complete method has the best performance overall.

Table III shows the segmentation performance on the S3DIS dataset when comparing different local search methods based on the quality (NMI, AMI, ARS metrics) as well as efficiency (average number of inference steps needed to segment one object instance). The NMI, AMI, and ARS metrics are calculated as mean ± standard deviation across all rooms of the S3DIS dataset. Random restart is applied with a total of 10 restarts whereas beam search is applied with 3 candidates each expanded 3 times. This setting is so that random restart and beam search will have roughly the same number of computation steps. Note that the non-greedy methods use a noisier randomized selection criteria compared to the greedy method, so the number of computational steps is not exactly proportional to the number of restarts (or beam width). Overall, both random restart and beam search improved the segmentation performance compared to the greedy method, with random restart - NP having the best performance overall. However, this comes with the computational tradeoff of having many more passes through the prediction network for each object instance.

D. Computation time analysis

Table IV shows a comparison of the computation time involved to completely segment a point cloud scene, evaluated on a randomly selected subset of 50 scenes from the S3DIS dataset. The computation time is measured by the authors on an Intel Xeon E3-1200 CPU with a NVIDIA GTX1080 GPU. Compared to other methods, LRGNet lies on the higher end of the spectrum in terms of computation cost due to having to run a large number of region growing iterations to segment each scene. In future work, using parallel processing methods or an adaptive region growing step size could potentially improve the computational speed.

V. CONCLUSIONS

3D point cloud segmentation is important for robots to be able to understand the layout and geometry of objects in the surrounding environment. To achieve this, this paper proposes a learnable region growing method that can perform class-agnostic point cloud segmentation. The proposed method works by decomposing the segmentation problem into a series of region growing subproblems. A deep neural
network is trained to predict how to add or remove points from a point cloud region to morph it into incrementally more complete regions of an object instance. The advantages of the proposed method are that it can be used to segment objects of arbitrary shape, size, or class, and that it is more accurate and generalizable compared to existing methods.
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