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Abstract
Semantic search for candidate retrieval is an important yet neglected problem in retrieval-based Chatbots, which aims to select a bunch of candidate responses efficiently from a large pool. The existing bottleneck is to ensure the model architecture having two points: 1) rich interactions between a query and a response to produce query-relevant responses; 2) ability of separately projecting the query and the response into latent spaces to apply efficiently in semantic search during online inference. To tackle this problem, we propose a novel approach, called Multitask-based Semantic Search Neural Network (MSSNN) for candidate retrieval, which accomplishes query-response interactions through multi-tasks. The method employs a Seq2Seq modeling task to learn a good query encoder, and then performs a word prediction task to build response embeddings, finally conducts a simple matching model to form the dot-product scorer. Experimental studies have demonstrated the potential of the proposed approach.

Introduction
Recent years have witnessed a great development of non-task oriented chatbots. Existing approaches fall into generation-based methods (Shang, Lu, and Li 2015; Serban et al. 2016; Xing et al. 2018), and retrieval-based methods (Hu et al. 2014; Yan, Song, and Wu 2016; Wu et al. 2017). The retrieval-based approaches, which enjoys informative and fluent responses, have attracted more attention in industry, e.g., social chatbot XiaoIce (Zhou et al. 2018a) and E-commerce assistant AliMe (Li et al. 2017).

The pipeline of retrieval-based chatbots includes two modules: a retrieval module and a re-rank module. The retrieval module searches a number of candidates from a large permitted corpus efficiently, then these candidates are fed to the re-rank module for further selection. A common practice of the retrieval module is to build a keyword-based index for conversational query-response (QR) pairs. Given a user input, the index is able to find several candidates in a short time based on the keyword overlap between the input and indexed queries. This approach, however, suffers from two limitations: 1) for many specific domains, a large amount of high-quality responses are organized in unstructured documents, so it is intractable to collect such QR pairs, as such it is not suitable to consider matching features calculated by online query and local collected queries, like (Ji, Lu, and Li 2014). 2) keyword-based retrieval method performs poorly when computing the similarity between indexed responses and a user input, since a good response sometimes does not share the same words with the given user input, which is analyzed in Section Results and analysis.

Hence, we employ the semantic search technique for response retrieval. Specifically, a model that is capable of separately projecting queries and responses into the distributed representations, as shown in Fig. 1, should be trained at the first step. When a query comes at the online inference step, an index that stores all responses and their vectors retrieves similar responses efficiently according to the Euclidean distances between the corresponding vectors of the query and the responses.

Consequently, how to learn the project function plays a vital role in semantic search, which should find a trade-off between accuracy and latency. Previous QR matching models are roughly categorized into two types: matching function learning and representation learning. Matching function learning (Pang et al. 2016; Wan et al. 2016; Peng et al. 2020) carries out QR interaction at the beginning of the architecture which is unable for semantic searching as these methods have query and response interactions resulting in a huge latency in retrieval. Representation learning (Wang and Nyberg 2015; Tan, Xiang, and Zhou 2015; Palangi et al. 2016) does not have this problem. However, these methods learn the representations of the query and the response without rich interactions of each other; What’s worse, semantic matching generally uses negative sampling to construct training data hence yielding large training-inference bias because it should select a relevant response from a large number of corpus during online application, while it merely contains a certain number of negative samples during training.
As such these two problems lead to shallow representations of the query and the response. In the worst-case, the retrieval pipeline even returns totally irrelevant responses with these models. It is worth noting that Google’s e-mail reply with response suggestions is an attempt of using improved matching model (Henderson et al. 2017), and yet it merely has a small response candidates to select and our experiments also show that it could not be a good practice for daily conversational chatbots. Some recent works based on Bert try to apply semantic search in some tasks, like similar text matching (Reimers and Gurevych 2019) or open-domain question answering (Lee, Chang, and Toutanova 2019), but they also suffer the same problems with above works when being applied in this task.

To overcome the issues that call for both ensuring QR interaction and forming dot-product scoring at the end, we involve the multi-task learning framework (Collobert and Weston 2008), which enforces QR interactions in extra tasks in addition to the main dot-product scoring task. Thus we propose a novel model called Multitask-based Semantic Search Neural Network (MSSNN) for candidates retrieval. Our model contains three parts: 1) first is Seq2Seq which is utilized to learn a good encoder for query’s representation; 2) second is Word Predictor, it is designed for mapping query’s representation to response space as well as realizing response embeddings; 3) third is a simple Matching Model which is employed to form the final dot-product scoring.

Our contributions include: 1) we explore the possibility of using semantic search instead of Lucene index for candidate retrieval in chatbots; 2) we elaborate a multitask-based model to utilize the extra tasks to emphasize interactions between query-response pairs as well as to accomplish the semantic representations of them separately; 3) the experimental studies have verified the effectiveness of our proposed model. The implementation code will be published.

**Problem Definition**

Suppose we have a dataset \( D = \{ q_i, r_i \}^N \), where \( q = \{ q_1, \ldots, q_n \} \) is a conversational query and \( r_i = \{ r_1, \ldots, r_m \} \) is its corresponding response. Our goal is to learn two mapping functions \( \phi(\cdot) \) and \( \psi(\cdot) \), that are capable of projecting \( q \) and \( r \) into the same latent space \( \mathbb{R}^d \). Given a query \( q_i \), we hope the relevant response \( r_j \) is closer to it than other irrelevant responses in the latent space, which is formulated as \( \phi(q_i) \cdot \psi(r_j) > \phi(q_i) \cdot \psi(r_j), \forall i, j, j \neq i \).

By this means, in the online phase, we can project all responses \( R = \{ r_i \}^N \) into the latent space in advance \( \psi(R) \). Afterwards, given a user query \( q \), the system returns top-k relevant responses by calculating the dot-product between the response representations and \( \phi(q) \). In practice, the top-k nearest neighbors can be found by some approximate algorithms, such as kd-tree (Shen et al. 2015) and local sensitive hashing (Shrivastava and Li 2015), which could accelerate the retrieval speed significantly.

The problem of response retrieval is different from response selection, since the target of response retrieval is the

\[ \text{Some responses are extracted from plain text, which do not have an antecedent query.} \]
are obtained by hidden states of this RNN,
\[ s|s_1, \ldots, s_n = \text{RNN}(s^0) \]  
(2)

The decoder has two RNN layers with Bahdanau attention, and its decoding architecture and formula follow the work by [Bahdanau, Cho, and Bengio 2014].

The conditional probability at each decoding step in the joint probability \( P(r|q) = \prod_{i} P(r_i|r_{i-1}, \text{context}) \) is calculated as follows,
\[ P(r_i|r_{i-1}, \text{context}) = \text{Softmax}(t_i) \]  
(3)

where context stands for the q as well as the historical tokens in r, and \( t_i \) is the output logits from the Maxout as described in [Bahdanau, Cho, and Bengio 2014]. Finally, the Seq2Seq model is trained to maximize this conditional probability or to minimize the negative log-likelihood (NLL),
\[ L_{\text{NLL}} = -\sum_{i} \log P(r_i|r_{i-1}, \text{context}) \]  
(4)

We can see from the loss function in Eq. 4 that each token \( r_i \)'s prediction of the response should depend on the query, which conducts NLL loss in the Seq2Seq task is a strong interaction between the query and the response. In addition, the predicting process attempts to search the right token from the entire vocabulary at each decoding step, while the matching model only seeks the right response from a certain number of negative samples. As a result, Seq2Seq model is executed as an extra task for our semantic search.

**Word Predictor for Response Embedding**

In order to map query representations to response latent space as well as to acquire response embedding. Word Predictor is designed to use the outputs of query encoder, which is described in Section Seq2Seq for Query Encoder, to predict all the words in the corresponding response. This idea is inspired by using Skip-gram model to train word2vec, which uses the center word to predict all the context ([Mikolov, Le, and Sutskever 2013]) and yields word embeddings. Therefore, we use query words as center words to predict all the words in the corresponding response as such to yield response embedding that can map response words to query representation space.

For this, a new manner of data construction is introduced. For each distinct query, q, we collect all words in its related responses and represent them by bag-of-words, \( w_q \in \mathbb{R}^{|V|} \), where \(|V|\) is vocabulary size of responses. \( w_q \) is a discrete representation of all related words for each query, but we need to transform it into probability distribution. Thus we utilize the normalized TF-IDF, \( \pi(w_q) \in \mathbb{R}^{|V|} \), as targets of Word Predictor. The training data is finally organized into \((q, \pi(w_q))\), and the architecture is illustrated in Fig. 2.

It first utilizes the query encoder from the Seq2Seq framework, and concatenates the average embeddings and the average encoder's outputs,
\[ x = \frac{1}{n} \sum_{i<n} \text{Emb}(q_i) \oplus \frac{1}{n} \sum_{i<n} s_i \]  
(5)

where \( x \in \mathbb{R}^d \). The following is a dense layer with Maxout activation function,
\[ u = \text{Maxout}(Ux) \]  
(6)

where \( U \in \mathbb{R}^{d \times |V|} \). Word-predicting distributed probability, \( \tilde{w}_q \), is calculated as follow:
\[ \tilde{w}_q = \text{Softmax}(Wu) \]  
(7)

where \( W \in \mathbb{R}^{|V| \times d} \). And finally, loss function \( L_{\text{KL}} \) is set to minimize the KL distance between the prediction \( \tilde{w}_q \) and the targets \( \pi(w_q) \in \mathbb{R}^{|V|} \).
\[ L_{\text{KL}} = \text{KL}(\tilde{w}_q || \pi(w_q)) \]  
(8)

Above the encoder of Seq2Seq, Word Predictor focuses on optimizing U and W. Notice that the function of W is to project from query representation, \( u \in \mathbb{R}^d \), to response words vocabulary by minimizing KL distance. Thereby its transposition, \( W^T \), can be used as response embeddings to generate word-level representations of responses.

**Matching Model for Scorer**

Matching Model operates finally with the help of the above two parts, and its architecture is designed for forming the final dot-product scorer, which is shown in Fig. 2. It also accomplishes the formula of the two mapping functions \( \phi \) and \( \psi \). The training data is constructed as \((q, r^+, r^-)\), where \( r^- \) stands for randomly sampled negative samples.

It first constitutes the query-representative module, using the Seq2Seq’s encoder and the part of Word Predictor. Afterwards by inputting the query \( q \) and feeding it forward to the semantic representation through the formulas Eq. 5 and Eq. 6 and we can obtain its representation, \( v_q = u \).

Afterwards, to build the response-representative module, it mainly utilizes the response embedding \( W^T \in \mathbb{R}^{d \times |V|} \) in Eq. 7. Each token, \( r_i \in r \), looks up the \( W^T \) and gets its embedding \( W^T r_i \). Then, it employs a simple RNN (hidden size = d) to input these word embeddings, \( W^T r_1 \ldots W^T r_m \), and to output the last hidden state of RNN as the final representation of this response,
\[ u_1, \ldots, u_m = \text{RNN}(W^T r_1, \ldots, W^T r_m) \]  
\[ v_r = u_m \]  
(9)

Then we use ranking loss as loss function to further shorten the semantic distance between query representations and response representations,
\[ L_R = \max(0, 1 - \cos(v_q, v_{r^+}) + \cos(v_q, v_{r^-})) \]  
(10)

To build the two mapping for forming the dot-product scoring, we define, \( \phi(q) = \frac{v_q}{|v_q|} \) and \( \psi(r) = \frac{v_r}{|v_r|} \), thus, \( \phi(q) \cdot \psi(r) \) equals to the cosine similarity in the training phase. Finally, the two mapping functions \( \phi \) and \( \psi \) are formalized by Matching Model.

**Model training**

To learn the three tasks in MSSNN, the training data is re-organized into \((q, r^+, r^-, \pi(w_q))\) from the original \((q, r)\) pairs, where \( r^+ \) is ground-truth response to the query while
r⁻ is a random sampled negative response, and π(w_q) is normalized TF-IDF value. And total loss function for the MSSNN is the union of the three loss functions, Eq. 8

\[ L = \alpha L_{NLL} + \beta L_{KL} + \gamma L_R \]

where \( \alpha, \beta, \gamma \) are hyper-parameters and are all configured as 1 in our experiments. Meanwhile, we set representative feature dimension \( d = 512 \), and set respectively embedding and RNN hidden size as \( |E| = 512 \) and \( |H| = 1024 \), totally yielding 74 million parameters. In addition, in our implementation we use gated recurrent units (Cho et al. 2014) as RNN model and use Adam optimizer (Kingma and Ba 2014) with learning rate \( lr = 0.0002 \). And our implementation code will be published.

**Model Inference**

The entire architecture of MSSNN in Fig. 2 is used in training phase. At inference time, we first use \( \psi \) to project all the permitted corpus into vectors offline, and during online application we use \( \phi \) to project a query into a vector and calculate their similarity distance by dot-producting. This vector search procedure can be speed-up by algorithms of approximate nearest neighbor (Shen et al. 2015) using open-source tools.

**Experiments**

In this section, we conduct experimental studies to analyze the performance of our proposed model.

**Setup**

**Dataset** consists of query-response pairs in open-domain conversation from two sources. One is collected from Douban group\(^3\) After cleaning it lefts 10 million query-response pairs, and we randomly select 0.1 million pairs as testing data. Another is Ubuntu Corpus (Lowe et al. 2015), which is processed by the script\(^4\) whose vocabulary size is set as 30,000. Notice that Douban testing data and their vector representations will be published.

**Baselines** include 1) Lucene: build Lucene index on responses and use queries to retrieve. 2) Embedding: average word embeddings pre-trained by Word2Vec\(^5\) (Mikolov et al. 2013). 3) RNN: two RNNs encode respectively queries and responses to obtain their representative vectors. 4) SA-BiRNNs: bidirectional RNN with self attention (Rücklé and Gurevych 2017). 5) QA-BiRNNs: query attentive bidirectional RNN (Tan, Xiang, and Zhou 2015). In addition to SA-BiRNNs, it adds to utilize outputs of the query encoder as memory to annotate response’s encoding. 6) GRSM: Google’s response suggestion model for Smart Reply system (Henderson et al. 2017). 7) Bert (Devlin et al. 2018) has demonstrated to be a powerful language representations, and we fine-tune Bert in this semantic search task by using the architecture introduced in (Reimers and Gurevych 2019), and (Lee, Chang, and Toutanova 2019), where BERT-Base-Chinese is for Douban dataset and BERT-Base-Uncased is for Ubuntu dataset. To compare fairly, we set dimension of representation vector \( v_q \) and \( v_r \) as \( d = 512 \) of all the above methods except for Bert which is 768.

**Evaluation**

Conducted on large-scale responses selection. We use response set \( R \) in the testing data (0.1 million for Douban and 18920 for Ubuntu) as index, and use query \( q \in Q \) to retrieve. Recall of ground-truth response can demonstrate the model’s performance, so \( R@k \) and R-precision are calculated as metrics,

\[
R@k = \frac{1}{|Q|} \sum_{q \in Q} \frac{|\tilde{R}_q@k|}{|R_q|} \quad (12)
\]

\[
R\text{-precision} = \frac{1}{|Q|} \sum_{q \in Q} \frac{1}{|R_q|} \text{position of } r_q \quad (13)
\]

where \( |\tilde{R}_q@k| \) stands for count of recalled responses to query \( q \) in top \( k \), \( r_q \) denotes true response to \( q \), \( |R_q| \) is count of ground truth responses to \( q \), and \( |Q| \) means total query count. In addition, because the selected responses are used to support the re-ranking, we also evaluate the quality of top- \( k \) responses using embedding-based metrics (EmM): greedy matching (Greedy), embedding average (Average), and vector extrema (Extrema). And we use EmM@k to represent the average scores of top-k selected responses,

\[
\text{EmM@k} = \frac{1}{|Q|} \sum_{q \in Q} \frac{1}{k} \sum_{r \in \tilde{R}_q@k} \text{EmM}(r_q, r) \quad (14)
\]

where EmM is the alternate of the three metrics.

**Results and analysis**

To test the ability of retrieving true response from large-scale corpus, experiments are first conducted on Douban and Ubuntu dataset using metrics of R-precision and R@k. Notice that since testing set of Ubuntu is smaller than Douban, we test R@100/R@1000 for Douban and R@10/R@100 for Ubuntu. The results are reported in Table 1. Firstly, we find Lucene’s results are worse than Bert or MSSNN because we found that there is no overlap in more than 67% of QR pairs in Douban, and 65% in Ubuntu dataset. Afterwards, it shows except for Bert’s result on R-precision, our proposed method overcomes all other baseline methods. Bert also has a good results because of its pre-training by large corpus and large computation, but its architecture is still troubled with little interaction as well as selecting one truth response from a certain number of negative candidates, in which case it performs a little worse than MSSNN. And the left methods have bad results and fail in the QR semantic search task. Besides, we also evaluate the similarity between the true response and the top-k retrieval responses. Notice that in this experiment, we only use Douban dataset which is much larger than Ubuntu thereby calling for the more powerful semantic representations. The results are listed in Table 2. It illustrates that our method is the best from the corresponding metrics.

In our method, Seq2Seq makes the encoder robust and gets strong ability in semantic representation of queries. In
addition, Word Predictor is trained to predict all the words in corresponding responses, so that the weight $W$ in Eq. 7 bridges the gap of the semantic distance between the query and the response representations. Finally, benefiting from multi-task learning framework that combines them together with Matching Model, our model is proved to be the best within those baseline methods in QR semantic search regarding overall metrics. Besides, our model performs much better than Lucene index, and thereby it can improve the performance of retrieval-based chatbots.

Response scale analysis We randomly sample, from testing data of Douban, $(1, 3, 5, 7, 10)$ thousands query-response pairs to construct 5 testing sets, and we only compare MSSNN with GRSM and Bert because the other traditional methods fail in the semantic search task according to Table 1 and 2. With each testing set, we measure R-precision and R@100 to evaluate the influence of response scale on different methods. The results are reported in Fig. 3 that X-axis denotes the amount of query-response pairs and the Y-axis means metric values. Notice that the above three lines are for R@100 and the others are for R-precision.

First it illustrates that the two metrics both decline with the growth of response scale, and it gives an expression that the larger the candidate response set is, the harder the method selects a true response from it. Moreover, our method MSSNN outperforms the other two methods with any response scale on both two metrics.

Word Predictor’s performance analysis Further experiment is conducted to analyze the performance of Word Predictor to highlight its function to our method. We sample 10 thousands queries from testing data in Douban dataset, and feed query $q$ into MSSNN and yield the top-k predicted words by Word Predictor, $\tilde{V}_k^q$. Afterwards, we measure the coverage of predicted words in the ground truth response $r$, $\text{COV}_{@k}$. In addition, we also measure its coverage in the generated response $r_{gen}$ by the Seq2Seq framework in MSSNN, $\text{COV}_{@k}^{gen}$. The coverage is formalized as,

$$\text{COV}_{@k} = \frac{1}{|Q|} \sum_{q \in Q} \frac{|\tilde{V}_k^q \cap V_{R_q}|}{|V_{R_q}|}$$  \hspace{1cm} (15)$$

where $V_{R_q}$ is the word set of responses related to $q$. Results are listed in Table 3. It shows that the top-1000 predicted words from 30,000-words vocabulary can cover most words.
in generative or ground truth response. This result proves its capacity to predict the words in related responses solely based on a query. Section Word Predictor for Response Embedding tells us that Word Predictor utilizes simply a weight W in Eq. 7 to map the query’s semantic space \(v_q\) to the response’s vocabulary space. To this point, it demonstrates the appropriateness of using transposed W as word embedding to map response words to query’s semantic space, and it improves the performance of query-response semantic search.

Table 3: Word Predictor: Coverage of top-k predicted words in responses, vocabulary size equals to 30,000.

| top k   | 1,000  | 5,000  | 10,000 |
|---------|--------|--------|--------|
| COV@k  | 0.808  | 0.942  | 0.971  |
| COV@gen| 0.945  | 0.993  | 0.998  |

First-step prediction in Seq2Seq  Auxiliary experiment on first-step decoding in Seq2Seq is conducted to verify the effectiveness of involving the Seq2Seq task. We use the same Seq2Seq architecture with the Seq2Seq in MSSNN, and use the same Douban conversational dataset. After 10 iterations, the training/validation PPL is descending to 66.47/70.86. Afterwards, we test the first-step prediction on 10000 queries and calculate the coverage of predicting top-k words from corresponding responses, ground truth response \(\text{COV}_{@k}\) and generated response \(\text{COV}_{\text{gen}}\). Results listed in Table 4 have shown that the top-1000 predicted words from the vocabulary also can cover most words, which shares the similar results with previous research in (Wu et al. 2018). This result proves that the encoder in Seq2Seq achieves a good mapping from queries to the responses representations.

Table 4: First-step prediction in Seq2Seq: Coverage of top-k predicted words in responses

| top k   | 1,000  | 5,000  | 10,000 |
|---------|--------|--------|--------|
| COV@k  | 0.722  | 0.925  | 0.963  |
| COV@gen| 0.840  | 0.977  | 0.993  |

Latency analysis  In addition to fetching relevant responses for a candidate-retrieval module, another key point is the latency. Thus, we analyze the latency of the semantic search by comparing with Lucene. For semantic search, we apply the MSSNN/Bert to produce vectors of 100,000 sentences, and use Annoy to build a forest of 400 trees and to approximate dot-producting search, MSSNN-512-ann/Bert-768-ann. As a comparison, we build Lucene index on the same 100,000 sentences. The average latency of retrieving top-K candidates per question is listed in Table 5. Notice that we only list the results of GRSM, Bert, and MSSNN, because the other methods retrieve totally irrelevant responses. Results are listed in Table 5, where \(r_i\) is top i retrieval response by the respective models. It illustrates that most selected responses by GRSM have bad relevance with the queries, and Bert’s responses are more relevant to the queries but sentences which are similar to the query are more likely to be selected. In contrast, MSSNN can provide appropriate responses considering both the diversity and the relevance, which is valuable for the following re-ranking system and finally promotes the quality of the returned responses to users in chatbots.

Table 5: Latency analysis

| Top-K | Lucene | MSSNN-512-ann | Bert-768-ann |
|-------|--------|--------------|--------------|
| 10    | 2.66   | 1.35         | 1.78         |
| 30    | 3.09   | 2.40         | 2.67/2       |
| 50    | 3.38   | 3.29         | 3.38         |
| 70    | 3.54   | 4.12         | 4.17         |
| 90    | 3.67   | 4.91         | 5.02         |
| 110   | 3.78   | 5.63         | 5.76         |
| 130   | 3.91   | 6.32         | 6.39         |
| 150   | 4.02   | 6.95         | 7.01         |
| 170   | 4.09   | 7.63         | 7.64         |
| 190   | 4.15   | 8.21         | 8.23         |

Related Works  Retrieval based Chatbots can be divided into two parts, retrieve module and re-ranking module. Re-ranking module (Wan et al. 2016; Zhou et al. 2016, 2018b; Gu et al. 2020), which selects the most appropriate response from some candidates attracted more attention than retrieve module, which usually uses Lucene engine to retrieve candidates from large corpus. In addition to Lucene, semantic search is another solution, which firstly encodes queries and responses into vectors with same semantic space, and then employs nearest neighbor search (NNS) to do vector-search-vector in the same semantic space. Many approximative algorithms (Shen et al. 2015; Shrivastava and Li 2015; Auvolat and Vincent 2015) and existing tools can be referred, so our work focus on how to encode queries and responses into vectors with same semantic space.

Matching models for learning QR semantic relevance can be roughly divided into two categories: matching function learning and representation learning. 1) Methods of matching function learning first use handcrafted features or shallow models to represent respectively queries and responses, and then apply some deep models to discover the matching patterns, for example, ARC-II (Hu et al. 2014). Matching-
Multi-task Learning is widely used to improve generalization on the target task by leveraging information contained tasks (Caruana 1998), including nature language processing (Peng et al. 2017), speech recognition (Thanda and Venkatesan 2017), web search (Ahmad, Chang, and Wang 2018), and computer vision (Girshick 2015). We proposed to use multi-task learning to emphasize the interactions between queries and responses, and to construct query-response semantic search in chatbots.

Conclusions

This paper targets at finding out a solution of using query-response semantic search for candidate responses retrieval in chatbots. In this regard, we try to construct two mapping functions $\phi$ and $\psi$ with keeping in mind that the interaction between the query and response is important. Then inspired by multi-task learning framework, we proposed a novel approach MSSNN and final experimental studies have verified its effectiveness.
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