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We introduce Coarse-Grained Nonlinear Dynamics, an efficient and universal parameterization of nonlinear system dynamics based on the Volterra series expansion. These models require a number of parameters only quasilinear in the system’s memory regardless of the order at which the Volterra expansion is truncated; this is a superpolynomial reduction in the number of parameters as the order becomes large. This efficient parameterization is achieved by coarse-graining parts of the system dynamics that depend on the product of temporally distant input samples; this is conceptually similar to the coarse-graining that the fast multipole method uses to achieve \(O(n)\) simulation of n-body dynamics. Our efficient parameterization of nonlinear dynamics can be used for regularization, leading to Coarse-Grained Nonlinear System Identification, a technique which requires very little experimental data to identify accurate nonlinear dynamic models. We demonstrate the properties of this approach on a simple synthetic problem. We also demonstrate this approach experimentally, showing that it identifies an accurate model of the nonlinear voltage to luminosity dynamics of a tungsten filament with less than a second of experimental data.

1 Introduction

The Volterra series expansion is a foundational method for modeling nonlinear dynamics. Since its introduction in 1887 [28], it, along with its orthonormalized counterpart the Wiener series expansion [29], have seen widespread application. It has been applied extensively in biology [17, 16], for example to model the human pupillary light reflex [26], the retina’s receptive-field response [21], spike-train responses of neurons [12], and human skin mechanics [3]. It has been applied in medical and chemical instrumentation [19] such as CT and NMR [1], in electronics and electromechanical systems [32, 23, 13], in optical systems such as LED and laser physics [2, 14], and in energy storage and transfer [7, 11, 18].

Despite the success of the Volterra series expansion, the majority of these applications truncate the series at the first nonlinear term, that is, the second order Volterra kernel. This is primarily because of statistical difficulties in accurately estimating higher-order Volterra kernels. These difficulties arise due to the rapid exponential growth of the number of parameters in a Volterra series as the order of the series \(d\) and the system memory \(n\) increase; the number of parameters in a standard Volterra series scales as \(O(n^d)\) which lies in the multiparameter complexity class \(XP\) [5].

We achieve a superpolynomial reduction in this scaling to the strictly smaller multiparameter complexity class \(FPT\) [5] by employing coarse-graining inspired by the fast multipole method [25], famous for its ability to simulate n-body dynamics in only \(O(n)\) time.

Contributions. This paper presents a method of dramatically reducing the amount of data required to accurately estimate Volterra kernels without sacrificing useful representational power. Specifically, it presents the following contributions:

1. This paper introduces Coarse-Grained Nonlinear Dynamics, a Volterra series-based method of universally approximating nonlinear dynamics achieving a superpolynomial reduction in the number of model parameters from \(O(n^d)\) to \(O(2^{d} dn \log_2 n)\), which is a strict reduction from the complexity class \(XP\) to the complexity class \(FPT\).

2. This paper introduces Coarse-Grained Nonlinear System Identification, which uses this reduction in the number of model parameters as a statistical regularizer for extremely fast estimation of Volterra kernels.

3. This paper provides a synthetic example highlighting the statistical regularization properties of model parameter reduction in a simple setting.

4. This paper provides an experimental demonstration of Coarse-Grained Nonlinear System Identification, applying it to learn the nonlinear voltage to luminosity dynamics of a tungsten filament. Our method achieves 99.4% variance accounted for using only one second of training data, compared to the 97.5% variance accounted for attained by a traditionally regularized Volterra model.
2 Background

This section provides a brief introduction to the Volterra series expansion as well as to hierarchical matrices [9] and their generalization to higher rank tensors, which we use to implement temporal coarse-graining in our method.

2.1 Volterra series expansions

The Volterra series expansion is a universal approximator of nonlinear dynamics analogous to a multivariable Taylor series in a continuous range of variables, specifically the set of historical input values.

The coefficients of this series expansion for the terms of a given order \( d \) are collected into real-valued arity-\( d \) functions called Volterra kernels \( h_d \), leading to the definition of the Volterra series expansion, shown here to second order, where \( T \) is the memory of the system:

\[
y(t) = h_0 + \int_{-T}^{0} h_1(\tau_1)x(t - \tau_1)d\tau_1 + \int_{-T}^{0} \int_{-T}^{0} h_2(\tau_1, \tau_2)x(t - \tau_1)x(t - \tau_2)d\tau_1d\tau_2 + \ldots
\]

The Volterra series expansion is a direct generalization of linear system dynamics. The first order term in the Volterra series is the convolution which describes linear dynamics in the time domain; the first order Volterra kernel \( h_1 \) is identified with the impulse response.

In practice the system memory \([-T, 0]\) is discretized into \( n \) samples; the arity-\( d \) functions become rank-\( d \) tensors of size \( n \) in each dimension, hence the aforementioned \( O(n^d) \) scaling in the number of parameters.

Coarse-Grained Nonlinear Dynamics achieves a super-polynomial reduction in the scaling with \( n \) as \( d \) becomes large; it achieves this by representing Volterra kernels with hierarchical tensors, implementing a form of temporal coarse-graining. We now turn to an overview of hierarchical matrices and their generalization to higher-rank tensors.

2.2 Hierarchical matrices and tensors

Hierarchical matrices, introduced in 1999 [9], implement a form of coarse graining tightly related to the panel clustering algorithm [8] which is widely used to accelerate boundary element method simulations, and the fast multipole method [25] which is well known for its ability to simulate the n-body problem in \( O(n) \) time.

Hierarchical matrices can be specified with only \( O(n \log_2 n) \) parameters; we leverage this reduction in number of parameters for statistical regularization, structurally imposing a statistical prior that the parts of the system dynamics that depend on the product of temporally distant input samples can be coarse-grained using low-rank approximations.

The structure of a hierarchical matrix, illustrated in Fig. 1, can be described recursively. A \( 2^p \times 2^p \) hierarchical matrix is composed of four equally sized block submatrices; the off-diagonal quadrants are each specified by a \( k \)-low rank approximation, that is, the sum of \( k \) two vector outer products, where \( k \) can be adjusted to tune the representational power available in the off-diagonal blocks. The on-diagonal quadrants are each specified recursively by a \( 2^{p-1} \times 2^{p-1} \) hierarchical matrix. Observe that the number of parameters \( N(p) \) required to specify a \( 2^p \times 2^p \) hierarchical matrix is bounded above by the following recurrence relation:

\[
N(p) = 4k2^{p-1} + 2N(p-1)
\]

\[
N(0) = 1
\]

which has the solution

\[
N(p) = 2^p(2kp + 1) = n(2k \log_2 n + 1) \text{ for } n = 2^p,
\]

hence the aforementioned \( O(n \log_2 n) \) scaling.

Hierarchical matrices can be generalized to \( d \)-rank tensors following a similar recursive definition. A \( d \)-rank hierarchical tensor of size \( (2^p)^d \) is composed of \( 2^d \) equally sized subtensors; the \( 2^d - 2 \) off-diagonal subtensors are
each specified by a $k$-low rank approximation, that is, the sum of $k$ outer products of $d$ vectors each. The two on-diagonal subtensors are each specified recursively by a size $(2^{p-1})^d$ $d$-rank hierarchical tensor. The number of parameters $N_d(p)$ required to specify a $d$-rank hierarchical tensor of size $(2^p)^d$ is bounded above by the following recurrence relation:

\[
N_d(p) = k \cdot (2^d - 2)2^p + 2N_d(p-1)
\]

\[
N_d(0) = 1
\]

which has the solution

\[
N(p) = 2^p(2^{d-1}dkp - dkp + 1)
\]

\[
= n(2^{d-1}dk \log_2 n - dk \log_2 n + 1) \text{ for } n = 2^p,
\]

which scales as $O(2^d d n \log_2 n)$. This is a superpolynomial reduction of the scaling in $n$ as $d$ becomes large compared to that of a dense tensor $O(n^d)$. In fact, the scaling of the number of parameters in a hierarchical tensor lies in a strictly smaller multiparameter complexity class $\mathbf{FPT}$ than that of a dense tensor, which lies in $\mathbf{XP}$.

In Section 3 we use a simple synthetic example to highlight properties of the statistical regularization which arises from a reduction in the number of model parameters. Then in Section 4 we demonstrate Coarse-Grained Nonlinear System Identification experimentally, showing how this regularization enables us to accurately learn the nonlinear voltage to luminosity dynamics of a tungsten filament with only one second of training data.

### 3 Synthetic experiment

In this section we demonstrate properties of statistical regularization arising from model parameter reduction. We consider the task of learning a discretized integral operator from a small number of noisy random samples of the transform.

Specifically we attempt to learn a discretized form of the following operator:

\[
\tilde{f}(t) = \int_{a}^{b} \log |t - s| f(s) \, ds
\]

We discretize $f(s)$ on $[0,1]$ using piecewise constant basis functions

\[
f(s) = \sum_{j=1}^{N} f_j v_j(s)
\]

where $v_j$ is 1 on $\Gamma_j = \left[ \frac{j-1}{N}, \frac{j}{N} \right]$ and 0 elsewhere. Thus

\[
\tilde{f}(t) = \sum_{j=1}^{N} f_j \int_{\Gamma_j} \log |t - s| f(s) \, ds.
\]

### Discretized integral operator

![Figure 2: Matrix entries of the integral operator $\tilde{f}(t) = \int_{0}^{1} \log |t - s| f(s) \, ds$ discretized using 64 piecewise constant basis functions. We estimate the parameters of this operator from random noisy examples of this transform using various model classes and observe statistical regularization when using the model classes with the fewest parameters.](image)

This integral can be evaluated analytically:

\[
\int_{a}^{b} \log |t - s| f(s) \, ds
\]

\[
= -(b - a) - \frac{1}{2}[(t - b)\log(t - b)^2 - (t - a)\log(t - a)^2]
\]

which allows us to directly evaluate the entries in the matrix $A$ implementing the discretized form of the integral operator, as shown in Fig. 2.

\[
\tilde{f}_j = Af_j
\]

This matrix $A$ can be approximated arbitrarily well by symmetric Toeplitz matrices [6], hierarchical matrices, or dense matrices. For the sake of illustration, we choose to discretize the operator coarsely such that $A$ is a $16 \times 16$ matrix. With this level of discretization, a symmetric Toeplitz matrix takes 16 parameters to specify, a hierarchical matrix choosing $k = 1$ takes 128, and a dense matrix takes 256. This is a ratio of 1:8:16 parameters for the three matrix types.

A common heuristic when building statistical models is that the amount of experimental data required to achieve a given generalization accuracy is roughly proportional to the number of parameters in the model. This can be motivated by considering the logarithm of Bayes’ rule applied to the probability of a model given data, and interpreting it information theoretically. This argument is non-rigorous, but can be made
Figure 3: In order to estimate the integral operator sufficiently well to achieve a given level of accuracy in held-out data, we require a different amount of training data depending on both the structure of matrix used to represent the operator as well as the level of noise present in the training data. We observe that, regardless of the level of noise present in the training data, the amount of experimental data required to achieve a given accuracy is roughly proportional to the number of parameters in the model, here following a roughly 1:8:16 ratio.

rigorous under certain assumptions, for example in the case of parameter estimation for a multidimensional Gaussian distribution from random samples. We find that this heuristic holds surprisingly well in the case of identifying this discretized integral operator as can be seen in Fig. 3 and we will see that it continues to hold for a physical system identification problem in Sec. 4. This means that model parameter reduction directly translates to a proportional reduction in the amount of experimental data required to achieve the same level of accuracy.

We now turn to an experimental demonstration of this form of statistical regularization used to practical effect for system identification.

4 Physical experiment

In this section we perform Coarse-Grained Nonlinear System Identification on experimental data from a voltage $V$ controlled tungsten filament, measuring luminosity $L$ at a sampling rate of 750 Hz. Such a filament exhibits several nonlinearities. The resistance $R$ of the filament is temperature $T$ dependent, which affects the amount of voltage-driven heating. The filament cools primarily via convection and radiation which go as $T^2$ and $T^4$ respectively. This yields a state-space model in the single state variable $T$.

$$
\dot{T} = k_1 \frac{V^2}{R(T)} - k_2 T^2 - k_3 T^4 \\
L = k_4 T^4
$$

Other dynamics, for example driven by the inductance of the filament, are comparatively small at the timescale we consider.

4.1 Experimental apparatus

We developed a MICA workstation [4] to measure these dynamics, shown in Fig. 4. MICA is a framework for rapidly building precision experimental systems primarily for use in education.

This system consists of a light sensor underneath a small diameter coiled tungsten filament light bulb. The light bulb is mounted on a computer controlled micro-stepping motor linear stage which allows the distance
between the filament and the photosensor to be varied. In these experiments the filament to photosensor distance was set to 5 mm. A Digilent Discovery 2 was used to digitally record the output of the photosensor and was also used to output the signal sent to the tungsten filament from a digital-to-analog converter (14 bit DAC) via a linear power amplifier. The current (converted to a voltage) and voltage delivered through the tungsten filament together with the photosensor output current (converted to a voltage) were measured at 750 Hz for most of the experiments using simultaneous sampling analog-to-digital converters (variable gain, 14-bit ADCs). Both DAC and ADCs have very low inter-sample interval jitter (<5 ns).

4.2 Input signal

In order to excite the tungsten filament through the full range of its nonlinear dynamics, we chose an input voltage signal with a tuned power spectral density while satisfying constraints on the range of possible input values. This signal was generated using a novel combination of optimization and stochastic interchange described by Spanbauer and Hunter [27] in a companion paper. A characteristic portion of the input signal can be seen in Fig. 5.

4.3 Model details

We used a second order Volterra model with a system memory of 128 samples. At the sampling rate of 750 Hz this corresponds to a memory of about 0.17 s, which we found to be sufficient.

For the hierarchical matrix representation of the second order Volterra kernel, we chose the parameter controlling the number of vector outer products involved in the low-rank approximations, \( k \), to be 1. This leads to a model parameter reduction of about \( 8.5 \times \), from 16384 for the dense model to 1920 for the hierarchical matrix model.

In all experiments we tuned a single hyperparameter, the level of \( L_2 \) regularization, to achieve the best possible performance on a held-out test set. Very strong \( L_2 \) regularization was required to achieve reasonable performance when using a dense representation of the second order Volterra kernel even when relatively large amounts (30 s) of training data was available. When using Coarse-Grained Nonlinear System ID, mild \( L_2 \) regularization was helpful when only small amounts of training data (1 s) were available; when larger amounts of training data were available no \( L_2 \) regularization was required.

Models were trained to convergence in PyTorch [24] using an Adam optimizer [15], which typically took less than two minutes on an NVIDIA RTX 2080 Ti GPU.

4.4 Results

Coarse-Grained Nonlinear System Identification achieves a very strong regularization effect consistent with its reduction in the number of model parameters by almost an order of magnitude without loss in representational power.

We observe that our method learns the nonlinear volt-
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Model performance when trained on 1 s of experimental data

Figure 5: Performance of various model types on a held-out data set when trained on only 1 s of data at 750 Hz. The blue line is experimental data, the orange line is the model’s prediction, and the red regions highlight the error. The linear model cannot capture the nonlinearities in the system dynamics and achieves only 93.5% variance accounted for. The dense model would be badly overfit if not for extreme levels of $L_2$ regularization; at an optimally tuned level of $L_2$ regularization it achieves 97.5% variance accounted for. Coarse-Grained Nonlinear System ID is a much more effective form of regularization, achieving 99.4% variance accounted for.

5 Discussion

This paper has introduced *Coarse-Grained Nonlinear Dynamics*, a new method of parameterizing nonlinear dynamic models achieving a superpolynomial reduction in the number of parameters required to specify the model compared to the traditional dense representation of Volterra kernels. This represents a strict reduction in the scaling of the number of parameters from the multiparameter complexity class $XP$ to the class $FPT$.

This superpolynomial reduction in number of model parameters is leveraged as a statistical regularizer in *Coarse-Grained Nonlinear System Identification*, directly translating to a proportional decrease in the amount of experimental data required to achieve a certain level of model accuracy. This property has held up in the analysis of experimental data, allowing us to accurately learn the nonlinear voltage to luminosity dynamics of a tungsten filament with only one second of data.

These results create the potential for fast learning of third- and higher-order Volterra kernels, a largely unexplored space due to the rapid exponential scaling in experimental data required to estimate these kernels using past methods. Despite difficulties in estimation, higher order kernels have been used. For example Wong et al. [31, 30] showed that all even-order Volterra kernels are zero for a nuclear magnetic resonance (NMR) spin system and went on to analyze the NMR physics as it contributes to the third-order kernel. They determined first- through third-order Volterra kernels using first- and higher-order cross-correlation estimates from data collected using a stochastically excited probe coil.
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Regularization effect for varying amounts of training data

Figure 6: **Coarse-Grained Nonlinear System ID** outperforms $L_2$ regularization at all amounts of training data. In the limit of large amounts of training data, both methods converge to a variance accounted for of $99.8\%$; the remaining variance is either noise or higher-order nonlinear dynamics. We observe rough agreement with the heuristic described in Sec. 3: our hierarchical matrix model has roughly $10x$ fewer parameters than our dense model, and we observe that roughly $10x$ less data is required to achieve the same generalization accuracy.

Identified 2$^{nd}$ order Volterra Kernel

Figure 7: This linearly scaled heatmap depicts a second order Volterra kernel estimated via **Coarse-Grained System Identification** using 30 s of training data. There is no ground-truth second order Volterra kernel in the case of no $L_2$ regularization, since Volterra kernels do not form an orthogonal basis; this is an optimized kernel in the presence of mild $L_2$ regularization.

Another example of an application area is in the field of artificial muscle fiber actuators. A number of these actuators including fast contracting shape memory alloy actuators [10] and contractile conducting polymers [20, 22] display highly nonlinear dynamic behavior which has been a challenge to model (and then control) using traditional experimental data based modeling approaches.

Considering the success that Volterra kernels have had throughout the sciences, the authors are optimistic that **Coarse-Grained Nonlinear System Identification** will provide fast system identification for a wide-range of physical phenomena, including difficult-to-model phenomena exhibiting high-order nonlinearities.
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