A Comparative Study of Continuum and Structural Modelling Approaches to Simulate Bone Adaptation in the Pelvic Construct
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Abstract: This study presents the development of a number of finite element (FE) models of the pelvis using different continuum and structural modelling approaches. Four FE models were developed using different modelling approaches: continuum isotropic, continuum orthotropic, hybrid isotropic and hybrid orthotropic. The models were subjected to an iterative adaptation process based on the Mechanostat principle. Each model was adapted to a number of common daily living activities (walking, stair ascent, stair descent, sit-to-stand and stand-to-sit) by applying onto it joint and muscle loads derived using a musculoskeletal modelling framework. The resulting models, along with a structural model previously developed by the authors, were compared visually in terms of bone architecture, and their response to a single load case was compared to a continuum FE model derived from computed tomography (CT) imaging data. The main findings of this study were that the continuum orthotropic model was the closest to the CT derived model in terms of load response albeit having less total bone volume, suggesting that the role of material directionality in influencing the maximum orthotropic Young’s modulus should be included in continuum bone adaptation models. In addition, the hybrid models, where trabecular and cortical bone were distinguished, had similar outcomes, suggesting that the approach to modelling trabecular bone is less influential when the cortex is modelled separately.
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1. Introduction

The pelvic construct is the region of load transition between the upper body and lower limbs and plays a number of roles, such as protecting the organs and vessels in the lower abdomen. It also facilitates the transfer of forces between the lower limbs and the upper body during physical activities such as walking and stair climbing, withstanding loads at the hip joints of up to around six times body weight [1–3].

Continuous adaptation of bone tissue in response to the mechanical environment surrounding it provides an explanation for the different architecture of bones in the skeletal system [4]. Long bones, such as the femur and tibia, develop thick cortical shafts with trabecular bone concentrated at the joints to transfer contact forces [5,6], whereas the pelvis is viewed as a sandwich structure where a thin layer of cortical bone surrounds a structure of trabecular bone [7–9].

Finite element (FE) modelling is a very common approach to investigate the biomechanics of the pelvic ring due to its versatility and low cost compared to clinical investigations, with the added characteristic of enabling the design of bone scaffolds or implants. Computational modelling of bone adaptation to
the mechanical environment surrounding it has emerged into an important component in aiding the interpretation of experimental findings and exploring further issues [10,11]. Bone adaptation models have been previously developed using both continuum elements [12–15] or structural elements [6,16–18]. Early FE models either used simplified geometries [19–22], were axisymmetric [23,24] or reduced the three-dimensional pelvis to a two-dimensional slice [25–29].

The first FE model of the bony pelvis based on subject specific geometry and material properties from medical imaging data was developed by Dalstra et al. [30] using continuum solid elements, validating it against experimentally obtained data from a cadaveric pelvis loaded at the hip joint. Anderson et al. [9] developed an FE model of the pelvic innominate by distinguishing between cortical and trabecular bone using different element types. Cortical bone was modelled using structural shell elements with location dependent thickness derived from medical imaging data. Trabecular bone was modelled using continuum isotropic elements and the model was validated against experimental data by comparing cortical bone strains. The majority of recent FE models representing the pelvic construct were developed from CT imaging data with a tendency of using an isotropic material model to represent bone and distinguishing between trabecular and cortical bone by adding a layer of shell elements [9,31,32]. Notably, Anderson et al. [9] also developed a purely continuum model in which the surface nodes were assigned the highest Young's modulus they found for cancellous bone (approximately 3.8 GPa) which performed similarly to the model with a shell element layer. Although modelling bone using isotropic material properties has the benefit of reducing computational time, it is insufficient to provide information on directionality of the bone microstructure [33]. Orthotropy has been found to offer a good approximation of bone’s anisotropy at the continuum level [34].

The aim of this study was to develop a number of computational models of the pelvic construct using different continuum and structural FE bone adaptation modelling approaches with the purpose of investigating their effects on bone adaptation and predicted mechanical behaviour of the pelvis in comparison to a CT scan derived FE model. The modelling approaches were divided into isotropic and orthotropic material models, followed by a continuum or hybrid approach, where cortical and trabecular bone were distinguished. The motivation behind developing a number of different models was to assess their sensitivity to the approach used. Each model was subjected to an iterative adaptation algorithm based on the Mechanostat principle [4] and tailored for the type of elements used [6,14]. Bone adaptation was driven by the strains generated by a loading environment derived from five daily living activities (walking, stair ascent, stair descent, sit-to-stand and stand-to-sit).

2. Methods

2.1. Musculoskeletal Modelling

To obtain a physiologically relevant morphological representation of the pelvic construct, the base FE models were subjected to a loading environment derived from musculoskeletal simulations of the five most frequent daily living activities [35]: walking, stair ascent, stair descent, sit-to-stand and stand-to-sit. The simulations were performed using a bilateral musculoskeletal model of the lower limbs. The model was based on an ipsilateral model developed by Modenese et al. [36] based on an anatomical dataset published by Horsman et al. [37] and implemented in OpenSim [38]. The model was validated at the hip joint. The bilateral model had a total of 76 muscles and 326 actuators. Further details can be found in Zaharie and Phillips [39].

Gait data for the selected physical activities were collected from a male volunteer (age: 23 years, weight: 93 kg, height: 188 cm) at the Human Biodynamics Lab in the Imperial College Research Labs at Charing Cross Hospital and processed using Vicon Nexus and the Biomechanical ToolKit [40]. A total of 59 reflective markers were positioned on bony landmarks and tracked using a Vicon system (Oxford Metrics, Oxford, UK) equipped with 10 infrared cameras. Ground reaction forces (GRFs) were measured using three force plates (Type 9286BA, sampling rate 1000 Hz, Kistler Instruments Ltd, Hook,
UK). For walking, the force plates were placed to form a walkway (speed: 1.34 m/s, stride length: 0.64 m, cadence: 115.54 steps/min). A staircase was instrumented with the force plates to record stair ascent and stair descent GRFs (step height 15 cm and step depth 25 cm). Three force plates were set, one under each foot and another on a stool with a height of 52.5 cm from the floor to measure ground and seat reaction forces during sit-to-stand and stand-to-sit.

The body segments of the model were scaled to the anatomical dimensions of the volunteer by calculating the ratios between the lengths given by experimental and virtual markers. The inertial properties of each segment were updated using the regression equations of Dumas et al. [41]. The joint angles for each recorded activity were derived using an inverse kinematic approach [42]. Static optimization with a cost function minimising the sum of muscle activations squared was performed to estimate the muscle forces throughout each activity’s cycle. The muscle insertion points on the pelvis along with the direction and magnitude of each muscle force were extracted using the MuscleForceDirection (v1.0) plugin [6,43]. The hip joint contact forces were calculated using the JointReaction tool available in OpenSim [44]. The musculoskeletal modelling was performed using OpenSim (Version 3.3) [38]. The loads applied on the pelvis throughout the duration of each activity cycle (hip joint reaction forces, muscle forces and inertial forces) were determined and subsampled to maintain computational efficiency, resulting in a total of 39 load cases representing the five physical activities.

2.2. Finite Element Modelling

2.2.1. Base Model

The base FE model used in this study was generated from a tetrahedral mesh previously developed by the authors [39]. The volumetric mesh of the pelvis was generated in Mimics (Materialise, Leuven, Belgium) from a CT scan (399 × 3 mm thick slices, 512 × 512 pixels, 0.91 mm/pixel) of a cadaveric pelvis and lower limbs (Male, age: 55, weight: 94.3 kg, height: 188 cm) provided by the Royal British Legion Centre for Blast Injury Studies at Imperial College London, to which the volunteer was height and weight matched. The base FE model consisted of 377,362 tetrahedral elements with an average edge length of 3.76 mm [39]. In the present study, four predictive models of the pelvic construct were developed: two purely continuum models with orthotropic and isotropic material properties, and two hybrid models where trabecular and cortical bone were differentiated using continuum and shell elements respectively, while assigning orthotropic and isotropic material properties to elements representing trabecular bone (Table 1). In addition, a structural model previously developed by the authors [39] was included for comparison.

Table 1. Element type used to model cortical and trabecular bone for each model developed.

| Model          | Cortical Bone | Trabecular Bone |
|----------------|---------------|-----------------|
| Orthotropic    | Tetrahedral   |                |
| Isotropic      | Tetrahedral   |                |
| Hybrid orthotropic | Shell elements | Tetrahedral elements |
| Hybrid isotropic   | Shell elements | Tetrahedral elements |
| Structural      | Shell elements | Truss elements |

2.2.2. Ligaments

To realistically model the load transfer between the three pelvic bones, the ligaments associated with the pelvic ring (sacro-iliac, pubic, sacrospinous, sacrotuberous and inguinal) were included in the model. The anatomical attachment areas of each ligament were visually defined on the model based on descriptions in the literature [45–48].
Each ligament was modelled using truss elements between each pair of closest nodes from the two surfaces corresponding to the insertions areas. All truss elements representing ligaments were assigned linear elastic material properties and zero stiffness in compression. A set of truss elements with a low compressive Young’s modulus was overlaid with the initial truss elements for each ligament to ensure numerical stability. For the joints containing cartilage, truss elements were included to allow the transfer of compressive forces. The tensile and compressive material properties assigned to the ligaments and cartilage were taken from a previous study [39].

2.2.3. Loading and Boundary Conditions

The 39 load cases resulting from the musculoskeletal simulations were applied on the model in successive analysis steps. The muscle forces obtained from the musculoskeletal model were applied as point loads on the closest three nodes to each muscle insertion point [39,49]. The hip joint contact forces and the inertial loads were applied at the joint centres and the centre of mass of the pelvic segment, respectively. In addition, for sit to stand and stand to sit, the reaction load from the seat was applied at the inferior ischium for the duration of contact. To spread the hip joint contact forces over the corresponding bone surface, they were applied using ‘load applicators’ comprising of four layers of continuum wedge elements, each with a thickness of 2 mm, as they allow for a reduction in CPU time in comparison to modeling contact at each joint. The two first layers were assigned material properties akin to cartilage (E = 10 MPa, ν = 0.49), with the furthest two being assigned stiffnesses of 10 MPa (ν = 0.3) and 500 MPa (ν = 0.3), respectively [6,39]. In addition, an ‘inertial applicator’ was designed to spread the inertial load of the pelvis over the whole construct by linking its centre of mass to every node of the model with truss elements with a radius of 0.1 mm and low stiffness (E = 0.1 MPa, ν = 0.3) to avoid artificially stiffening the model. The L5S1 interface between the lumbar spine and the sacrum was constrained in the three translational degrees of freedom via four layers of wedge elements to avoid fixing nodes directly on the bone surface resulting in artificial stress concentrations. The layers were respectively assigned the same thickness and material properties as the load applicators.

The load cases obtained from the musculoskeletal model were applied in consecutive analysis steps to the FE model.

2.3. Bone Adaptation

The base FE models were subjected iteratively to the aforementioned load cases using an adaptation algorithm based on the Mechanostat principle [4] proposed by Geraldes and Phillips [14] for the continuum orthotropic and isotropic elements used in the continuum and hybrid models. After each iteration, the material properties of each orthotropic element were adjusted depending on the stresses and strains occurring due to the applied loading regime. A guiding step was selected for each element based on the absolute maximum principal strain value from all analysis steps. The stress tensor associated with that step was then used to extract the principal stresses and their orientation by performing an eigenanalysis.

The axes representing the orthotropic orientations of each element were aligned to the vectors defining the principal stress directions for the guiding frame (Figure 1).

![Figure 1](image_url). Orientation of element updated based on the principal stress directions of guiding frame.
Young’s moduli and shear moduli were updated proportional to the absolute maximum normal and shear strains for the orientation obtained from the guiding step across all analysis steps, compared to the normal strain target and shear strain target, respectively. Poisson’s ratios for each element were altered to satisfy the thermodynamic restrictions on the elastic constant of bone and maintain the compliance matrix as positive definite [15].

For the isotropic elements, the Young’s modulus of each element was updated proportionally to the absolute maximum principal strain taken across all loading frames, while Poisson’s ratio was kept constant. Concerning the hybrid models, shell elements representing cortical bone were adjusted in a similar fashion by modifying their thickness according to the in-plane absolute maximum strain as implemented in previous work from the research group [6, 39, 50].

To satisfy the Mechanostat principle [4], material and geometric properties of the elements were adjusted to bring the local normal strains towards a target strain, assigned a value of 1250 με. The lazy zone interval was defined between 1000 με and 1500 με. In the case of models with orthotropic elements, the shear target strain was assigned a value of 1443 με with a lazy zone of 1154 με and 1732 με, in concordance with previous studies from the research group [6, 14, 15]. In addition, normal strains lower than 250 με were associated with the dead zone.

The elements of the continuum models were assigned an initial Young’s modulus value of 3000 MPa and a Poisson’s ratio of 0.3. In addition, for the continuum orthotropic model, the initial values of shear modulus were set at 1500 MPa. The Young’s modulus values were limited between 10 and 18,000 MPa [30]. The limits of shear modulus values for continuum orthotropic model were set between 5 and 15000 MPa. Elements with strains in the dead zone were assigned the minimum allowable Young’s modulus and were not re-adjusted in subsequent iterations of the adaptation process. The convergence criterion was defined as when the average change in Young’s moduli of elements with absolute normal strain values above 250 με and Young’s moduli above the minimum was less than 2% between successive iterations [13].

In the case of the hybrid models, a distinction was made between cortical and trabecular bone. Continuum elements, representing trabecular bone, were assigned initial Young’s modulus values of 300 MPa, limited between 10 and 2000 MPa and Possion’s ratio values of 0.3 [30]. For the hybrid orthotropic model, elements were assigned initial shear modulus values of 150 MPa, limited between 5 and 1500 MPa. Each shell element, representative of cortical bone, was assigned a Young’s modulus of 18,000 MPa, a Poisson’s ratio of 0.3 and an initial thickness of 0.1 mm [6]. Cortical thickness was limited between 0.1 mm and 5 mm [39]. The thickness of cortical elements was updated proportional to the largest value of maximum principal strain across all load cases and the target normal strain. The convergence criterion for shell elements adaptation was defined as when less than 1% of shell elements changed their thickness between successive iterations [6]. Convergence of the hybrid models was achieved only when both structural and continuum convergence criteria were met simultaneously.

A structural model of the pelvis developed previously [39] was included in the comparison. Briefly, the structural model was developed using a network of truss elements to represent trabecular bone and shell elements to represent cortical bone. The thickness of shells and cross-sectional area of trusses were updated proportional to absolute maximum principal strains resulting from the same set of load cases used in this study and the same target normal strain. Similarly, convergence was achieved when less than 2% of elements changed their thickness or cross-sectional area between successive iterations.

2.4. Comparison with CT Scan Derived Model

The tetrahedral mesh of the right hemipelvis was assigned varying material properties derived from the CT scan data (Figure 2) using Bonemat [51]. Assuming a linear relationship between the Hounsfield units (HU) values in the scans and bone ash density [52], bone ash density distribution was derived from the medical images. Young’s moduli (GPa) for each element were derived from the ash density (g/cm³) using a power relationship [53]. This model was not used in the adaptation
and was developed to provide an independent comparison for the adaptive models. The response of the resulting CT derived FE model and the corresponding adapted models to a vertical load of 2 kN applied at the acetabulum representing a standing stance were compared. The hemipelvis was constrained at the pubic and sacroiliac joint surfaces.

Figure 2. Distribution of Young’s modulus (MPa) across the CT scan derived model - shown for (a) frontal, (b) lateral, and (c) medial views.

3. Results

3.1. Continuum Models

The continuum isotropic model converged to an adapted solution after 25 iterations. The Young’s modulus distribution of the converged isotropic model is shown in Figure 3a–c. Regions with high stiffness were found along the arcuate line, anterior superior sacrum, superior pubis ramus, acetabulum and near the greater sciatic notch. Conversely, large parts of the ilium, inferior pubis ramus and inferior sacrum were found to have a low stiffness.

The continuum orthotropic model of the pelvis was found to converge after 60 iterations. The distributions of the mean and dominant Young’s moduli across the model are shown in Figure 3d–i. The mean Young’s modulus for each element was calculated as the average of the three directional Young’s moduli, whereas the dominant Young’s modulus was selected as the maximum value of the three directional moduli. Regions with high mean stiffness were found around the sacroiliac joint, along the arcuate line, around the top of the sacrum, along the superior pubis ramus, in the acetabulum and between the posterior inferior iliac spine and greater sciatic notch. Low mean stiffnesses were found at the iliac fossa, ischial tuberosity and inferior sacrum. Both models produced trabecular distributions which were broadly consistent with previous findings [9].

Visually, the distributions of isotropic Young’s modulus and orthotropic dominant Young’s modulus share more similarities than with the distribution of mean orthotropic Young’s modulus. Although the CT scan derived model has generally a higher stiffness across the whole surface compared to the adaptive continuum models, an interesting aspect to note is a region at the top of the ilium medially where the dominant Young’s modulus values of the orthotropic model were similar to the same region in the CT scan derived model. In addition, the same region appeared to have a lower stiffness in the case of the isotropic model.

A frequency distribution of Young’s modulus values for the orthotropic model, isotropic model and CT scan derived model suggests that both predictive models have similar distributions of elastic moduli, with over 75% of elements having a stiffness lower than 2 GPa. On the other hand, the CT derived model had less than 50% of elements with a stiffness lower than 2 GPa (Table 2).
Figure 3. Distributions of Young’s modulus (MPa) for the isotropic model (a–c), dominant Young’s modulus (d–f) and mean Young’s modulus (g–i) for the orthotropic model.

Table 2. Cumulative distribution (%) of elastic moduli of the three continuum models: CT scan derived, isotropic and orthotropic.

| CT Scan Model | Isotropic Model | Orthotropic Model $E_1$ | Orthotropic Model $E_2$ | Orthotropic Model $E_3$ | Orthotropic Model $E_{dom}$ | Orthotropic Model $E_{mean}$ |
|---------------|----------------|------------------------|------------------------|------------------------|---------------------------|-----------------------------|
| 10–1000 MPa   | 26.32          | 86.33                  | 89.45                  | 91.58                  | 71.89                     | 81.79                       |
| 10–2000 MPa   | 47.37          | 89.64                  | 93.89                  | 92.27                  | 78.85                     | 87.56                       |
| 10–3000 MPa   | 59.48          | 91.01                  | 96.39                  | 95.38                  | 86.82                     | 93.57                       |
| 10–5000 MPa   | 73.74          | 93.53                  | 97.81                  | 97.14                  | 91.63                     | 99.42                       |
| 10–10,000 MPa | 90.43          | 95.93                  | 97.81                  | 97.14                  | 91.63                     | 99.42                       |
| 10–15,000 MPa | 94.51          | 97.14                  | 98.50                  | 98.01                  | 94.06                     | 99.97                       |
| 10–18,000 MPa | 99.91          | 100.00                 | 100.00                 | 100.00                 | 100.00                    | 100.00                      |

Mean (MPa) 3727.6 1688.7 1059.4 616.4 781.9 2161.3 819.2
Std. dev. (MPa) 3817.5 3076.9 3411.5 2559.7 2898.7 4646.9 1841.8

3.2. Hybrid Continuum Models

The hybrid isotropic model reached a state of convergence after 24 iterations. The cortical thickness distribution is shown in Figure 4a–c. Shell elements were the thickest at the superior sacrum, along the arcuate line, around the sacroiliac joint, along the superior pubic ramus and in the region of the greater sciatic notch. Areas with thin shell elements were found on the superior ilium, inferior pubis ramus, ischial tuberosity, pubic tubercle and supraacetabular region.

The Young’s modulus distribution of the continuum elements in the hybrid isotropic model are shown in Figure 5a–c. Regions with high stiffness were found along the arcuate line, anterior superior sacrum, superior pubis ramus, acetabulum and near the greater sciatic notch. Conversely, large parts of the ilium, inferior pubis ramus and inferior sacrum were found to have a low stiffness.
The hybrid orthotropic model of the pelvis was found to converge after 44 iterations. The cortical thickness distribution is illustrated in Figure 4d–f. Thick shell elements appeared at the superior sacrum, around the sacroiliac joint, along the superior pubic ramus and in the region of the greater sciatic notch. Areas with thin shell elements were found on the superior ilium, inferior pubic ramus, ischial tuberosity and supraacetabular region.

The distribution of mean and dominant Young’s moduli of the continuum elements of the hybrid orthotropic model is shown in Figure 5d–i. Regions with high Young’s moduli were found around the sacroiliac joint, on the arcuate line close to the sacrum, around the top of the sacrum, along the superior pubis ramus, around the superior acetabulum and between the posterior inferior iliac spine and greater sciatic notch. Low Young’s moduli were found at the iliac fossa, ischial tuberosity, inferior sacrum and superior ilium, similar to the hybrid isotropic model. Similar to the distributions of the continuum models, distributions of dominant Young’s moduli of the hybrid orthotropic model were visually more similar to the distributions of isotropic Young’s moduli than the distributions of orthotropic mean Young’s moduli.

A structural model previously developed by the authors [39] was included in this comparison. Cortical thickness was highest at the superior sacrum, along the gluteal surface, around the sacroiliac joint, superior pubic ramus, posterior iliac crest and greater sciatic notch. Cortical bone had a thickness between 0.1 mm and 0.5 mm at the ischium, acetabulum, pubic tubercle, iliac fossa and posterior superior iliac spine (Figure 4g–i). The main differences between the structural model and the hybrid continuum models in terms of cortical thickness distribution were found on the ilium superior to the acetabular region, where the structural model predicted an increase in cortical thickness with respect to the hybrid continuum models, and in the area of the sacroiliac joint, where both hybrid continuum models predicted cortical thickness close to the upper limit, whereas the structural model predicted lower thicknesses, with a few elements 5 mm thick.

Clusters of elements with large radii were found at the superior sacrum, supra acetabular region, pubic tubercle and greater sciatic notch. Regions with a small number of active elements were found at the iliac fossa, ischial tuberosity and inferior sacrum (Figure 6). The trabecular architecture predicted by the structural model was visually similar to the trabecular stiffness distributions predicted by the hybrid continuum models, particularly at the top of the sacrum, iliac crest, above the sciatic notch and in the acetabular region.

Frequency distributions of the trabecular Young’s moduli for the hybrid orthotropic and hybrid isotropic models are shown in Table 3. Over 80% of elements in the hybrid orthotropic model had at least one directional elastic modulus lower than 200 MPa, whereas the Young’s modulus values of the hybrid isotropic model were more distributed, with consistently more elements than the hybrid orthotropic model for values ranging from 200 MPa to 2000 MPa.

The frequency distribution of the cortical shell thickness across the hybrid models is shown in Table 4, along with the cortical thickness distribution of the structural model. The thickness distributions of the hybrid models were largely similar, whereas the structural model had a greater number of thicker shell elements. This difference can be attributed to the hybrid models having continuum elements in contact with the shell, taking a larger proportion of the surface loading as opposed to the truss elements of the structural model.
Figure 4. Distributions of cortical thickness (mm) for the hybrid isotropic model (a–c), hybrid orthotropic model (d–f) and structural model (g–i).

Figure 5. Distributions of trabecular Young’s modulus (MPa) for the hybrid isotropic model (a–c), dominant Young’s modulus (d–f) and mean Young’s modulus (g–i) for the hybrid orthotropic model.
Figure 6. Trabecular elements' radii distribution (mm) of the structural model - shown for (a) frontal, (b) lateral, and (c) medial views. Trabecular elements with a radius < 0.1 mm were excluded for clarity.

Table 3. Cumulative distribution (%) of trabecular elastic moduli for the hybrid isotropic and hybrid orthotropic models.

| Modulus Range (MPa) | Isotropic Model | Orthotropic Model $E_1$ | Orthotropic Model $E_2$ | Orthotropic Model $E_3$ | Orthotropic Model $E_{dom}$ | Orthotropic Model $E_{mean}$ |
|---------------------|----------------|------------------------|------------------------|------------------------|-----------------------------|-------------------------------|
| 10–100 MPa          | 33.87          | 80.06                  | 87.98                  | 83.05                  | 59.76                       | 69.44                         |
| 10–200 MPa          | 45.01          | 83.56                  | 90.62                  | 86.42                  | 66.88                       | 76.33                         |
| 10–300 MPa          | 52.78          | 85.56                  | 91.99                  | 88.24                  | 70.84                       | 80.16                         |
| 10–500 MPa          | 63.33          | 88.00                  | 93.58                  | 90.41                  | 75.71                       | 84.84                         |
| 10–1000 MPa         | 76.30          | 91.22                  | 95.45                  | 93.28                  | 82.13                       | 98.02                         |
| 10–1500 MPa         | 83.79          | 93.04                  | 96.42                  | 94.80                  | 85.75                       | 99.86                         |
| 10–2000 MPa         | 100.00         | 100.00                 | 100.00                 | 100.00                 | 100.00                      | 100.00                        |

Mean (MPa) 585.5 213.3 121.0 171.0 422.8 168.5
Std. dev. (MPa) 689.1 522.4 389.1 461.9 685.9 281.4

Table 4. Cumulative distribution of the cortical thickness for the hybrid isotropic, hybrid orthotropic and structural models.

| Thickness Range (mm) | Isotropic Model (%) | Orthotropic Model (%) | Structural Model (%) |
|----------------------|---------------------|-----------------------|----------------------|
| 0.1–0.3 mm           | 47.33               | 45.51                 | 37.46                |
| 0.1–0.5 mm           | 62.21               | 58.99                 | 56.30                |
| 0.1–1 mm             | 75.60               | 72.27                 | 76.61                |
| 0.1–2 mm             | 83.68               | 81.06                 | 88.72                |
| 0.1–3 mm             | 86.91               | 85.00                 | 93.38                |
| 0.1–4 mm             | 88.81               | 87.10                 | 95.66                |
| 0.1–5 mm             | 100.00              | 100.00                | 100.00               |

Mean (mm) 1.1 1.2 0.9
Std. dev. (mm) 1.5 1.6 1.1

3.3. Comparison to CT Scan Derived Model

The minimum and maximum principal strains on the surface of each model as a result of a loading scenario associated with upright standing (described in Zaharie and Phillips [39]) were compared to the homologous strains for the CT scan derived model subjected to the same loading scenario (Figures 7 and 8). The plots indicate that the continuum isotropic model had the worst match with the CT scan derived model, whereas the continuum orthotropic model had the best match. Both hybrid continuum models compared similarly to the CT scan derived model. Finally, the structural model was found to have the second best match in terms of fit, with a clustering of elements more similar to the hybrid models than the continuum models, indicating that the inclusion of a shell has a considerable effect on the overall stiffness of the models.

The determination coefficients and gradients of lines of best fit between each adaptive model and the CT scan derived model are shown in Table 5. Values of gradient below 1 indicate that the
adapted model is less stiff than the CT scan derived model. In addition, determination coefficients and gradients of lines of best fit between each pair of adaptive models are shown in Tables 6 and 7.

Bone volumes of each model were calculated and, where applicable, were divided into cortical and trabecular volumes (Table 8). For the continuum models, relative density and volume were calculated for each element, with their product giving a bone volume value. The relative density of each element was derived from the Young’s modulus using an approach developed by Geraldes et al. [15], described in the electronic supplementary material of that study. Total bone volume was obtained by summing bone volumes of all elements. The volumes of structural elements were calculated without having to take into account relative density. The CT scan derived model had a much higher volume of bone compared to any of the adapted models.

### Table 5. Coefficients of determination and slopes of the line of best fit for each adaptive model compared to the CT scan derived model. A slope value of 1 means a perfect match between models.

| Model         | $\epsilon_{\text{min}} (R^2)$ | $\epsilon_{\text{max}} (R^2)$ | $\epsilon_{\text{min}}$ (Slope) | $\epsilon_{\text{max}}$ (Slope) |
|---------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
| Isotropic     | 0.64                          | 0.63                          | 0.33                          | 0.33                          |
| Orthotropic   | 0.78                          | 0.79                          | 0.87                          | 0.84                          |
| Hybrid isotropic | 0.71                      | 0.72                          | 0.60                          | 0.59                          |
| Hybrid orthotropic | 0.70                  | 0.69                          | 0.60                          | 0.59                          |
| Structural    | 0.66                          | 0.65                          | 0.69                          | 0.70                          |

### Table 6. Coefficients of determination between each pair of adaptive models for maximum principal strains (above table diagonal) and minimum principal strains (below table diagonal).

| Model         | Isotropic | Orthotropic | Hybrid Isotropic | Hybrid Orthotropic | Structural |
|---------------|-----------|-------------|------------------|--------------------|------------|
| Isotropic     | N/A       | 0.35        | 0.81             | 0.63               | 0.62       |
| Orthotropic   | 0.49      | N/A         | 0.49             | 0.53               | 0.53       |
| Hybrid isotropic | 0.84      | 0.57        | N/A              | 0.83               | 0.85       |
| Hybrid orthotropic | 0.63    | 0.61        | 0.81             | N/A                | 0.99       |
| Structural    | 0.61      | 0.61        | 0.84             | 0.99               | N/A        |

### Table 7. Gradients of lines of best fit between each pair of adaptive models for maximum principal strains (above table diagonal) and minimum principal strains (below table diagonal).

| Model         | Isotropic | Orthotropic | Hybrid Isotropic | Hybrid Orthotropic | Structural |
|---------------|-----------|-------------|------------------|--------------------|------------|
| Isotropic     | N/A       | 1.49        | 0.59             | 0.36               | 0.36       |
| Orthotropic   | 1.85      | N/A         | 0.97             | 0.69               | 0.7        |
| Hybrid isotropic | 0.53     | 1.07        | N/A              | 1.06               | 0.71       |
| Hybrid orthotropic | 0.33    | 0.74        | 1.1              | N/A                | 0.98       |
| Structural    | 0.33      | 0.74        | 0.71             | 0.98               | N/A        |

### Table 8. Predicted bone volumes for the adapted models and the CT scan derived model.

| Model         | Cortical Bone Volume (mm$^3$) | Trabecular Bone Volume (mm$^3$) | $E < 2$ GPa (mm$^3$) | $E > 2$ GPa (mm$^3$) | Total Bone Volume (mm$^3$) |
|---------------|-------------------------------|-------------------------------|---------------------|---------------------|---------------------------|
| CT scan       | N/A                           | N/A                           | 23269.04            | 163487.15           | 186756.20                 |
| Isotropic     | N/A                           | N/A                           | 25041.63            | 30499.45            | 55541.09                  |
| Orthotropic   | N/A                           | N/A                           | 26810.03            | 34241.34            | 61051.37                  |
| Hybrid isotropic | 14941.68                   | 25750.14                      | N/A                 | N/A                 | 40691.82                  |
| Hybrid orthotropic | 16465.59                  | 17396.64                      | N/A                 | N/A                 | 33862.23                  |
| Structural    | 17969.76                      | 42321.05                      | N/A                 | N/A                 | 60290.81                  |
Figure 7. Comparison between the maximum \((a,c,e,g)\) and minimum \((b,d,f,h)\) principal strains across the surface of the continuum and hybrid models \((x\text{-axis})\) and CT derived model \((y\text{-axis})\). Lines of best fit are shown in red for each case, with the \(y = x\) line shown in dashed blue.
4. Discussion

The current study sought to compare different FE modelling approaches to simulate bone adaptation in the pelvic construct. A number of computational models were developed and subjected to an iterative adaptation in response to a loading environment associated with physical activities of daily life. The converged models were compared in terms of the predicted bone architecture and response to an upright standing load case along with a CT scan derived continuum model and a previously developed structural model [39]. The converged models and the CT scan derived model are freely available in the Supplementary Materials.

Both continuum models had a much greater number of low stiffness elements present compared to CT data (Table 2). Although the average stiffness of the orthotropic model (819.2 MPa) was lower than both the isotropic and CT derived models’ average stiffnesses (1689 MPa and 3728 MPa, respectively), its behaviour under loading was more similar to the CT derived model than the isotropic model (Table 5). This can be attributed to the directional material properties of the orthotropic model, which allows regions of bone to have different stiffnesses in different directions. This approach enables the use of less bone material while maintaining a higher overall directional stiffness, compared to an isotropic approach, similar to the findings of Geraldes and Phillips [14]. In addition, dominant Young’s modulus values in the elements of the orthotropic model increase their stiffness (average 2161 MPa) compared to the isotropic model, whereas the mean Young’s modulus values of the orthotropic model are lower than the corresponding values in the isotropic model. An important aspect to consider regarding the stiffness of the adaptive models is the target strain used to drive bone adaptation, as a lower target strain value would result in stiffer models.

The two hybrid models presented in this study were developed with the objective of differentiating between cortical and trabecular bone by using different element types. Interestingly, both hybrid models fared similarly when compared to the CT derived model (Table 5), meaning that the addition of a layer of shell elements to represent the cortex reduced the effect of considering the orthotropy of cancellous bone. An explanation can be provided by the change in the elastic modulus distributions for the continuum isotropic models, where more elements had a Young’s modulus closer to the upper limit for the hybrid isotropic model than the continuum isotropic model. Conversely, the distribution of Young’s moduli for the continuum and hybrid orthotropic models were largely similar. In addition, there were few discrepancies in the cortical thickness distributions of the two hybrid models (Table 4). The inclusion of shell elements to represent cortical bone seemed to reduce the importance of deciding between isotropic and orthotropic properties assigned to trabecular bone when comparing resulting bone architectures and overall stiffness of models.
A structural model previously developed by the authors [39] was included in this study to assess how a structural approach compared against continuum and hybrid approaches. The structural model compared well to the CT scan derived model, with only the continuum orthotropic model predicting a closer response (Table 5). Although the coefficients of determination for the structural model were lower than for both hybrid models, the gradient of the line of best fit was higher, indicating a better stiffness match with the CT scan derived model. Interestingly, the hybrid orthotropic model and structural model were found to be very similar (Tables 6 and 7), suggesting that both approaches result in similar directionality dependent behaviour and both can be used in the design of bone scaffold structures. In addition, a structural representation of the trabecular bone provides a clear image of bone architecture, suggesting that this approach is capable of picking up trabecular motifs present in bone.

The total bone volume of the CT scan derived model was much greater than any of the adapted models (Table 8). A reason for this discrepancy could be attributed to the adaptation algorithm being set up to generate the minimum amount of bone required to sustain the load cases tested. In addition, the selected load cases do not capture the full loading environment that a pelvis is subjected to and develops in throughout its lifetime, including strenuous activities such as running, which would result in higher muscle and joint contact forces. The disappearance of bone in the dead zone was modelled as instantaneous in the algorithm, whereas, in reality, this process is time dependent.

In addition, the grayscale values defining the material distribution of the CT scan model might overestimate the true stiffness of local regions. At the scale of clinical CT imaging, directional stiffnesses are not clearly defined which can lead to inaccuracies when quantifying the stiffness using a single isotropic value.

The modelling framework presented in this study has a number of limitations that must be acknowledged. In the musculoskeletal model used to derive the loading environment applied on the pelvis, muscle actuators did not take into account contraction dynamics and force-length-velocity relationships [49]. Furthermore, the muscle actuators were not spread over bone attachment areas and compressive forces of muscles applied on bone were not taken into account. This limitation was partially overcome by having a large number of muscle actuators in the musculoskeletal model. The FE model was developed to contain only bone, ligaments and cartilage. The lack of internal organs and soft tissue associated with the pelvic region could have an impact on the resulting bone architecture in some regions. A potential limitation of the FE models is the scale at which they were developed. The average edge length of the continuum elements was 3.76 mm, closer to the macroscale rather than the microscale, as discussed in the supplementary material in Zaharie and Phillips [39]. In addition, this scale would not allow for bone voids to be modelled. However, the adapted models could potentially allow for assessment of bone voids and bone microarchitecture using macro-to-micro conversion relationships [54].

The lack of separate cortical and trabecular bone representations in the continuum models can be a hindrance in the cases when bone architecture needs to be assessed locally. Similarly, the resolution of the clinical CT scan was not suitable to allow cortical bone to be distinguished from trabecular bone throughout the pelvis. Although the hybrid continuum models overcome this limitation, they do not provide sufficient information on bone architecture. The hybrid orthotropic model provides trabecular bone directionality in addition to the hybrid isotropic model, but it does not allow for an assessment of trabecular bone architecture locally. This capability is provided by the structural model. On the other hand, the high stiffness of the shell elements in the hybrid and structural models followed immediately by elements with lower stiffness can pose a limitation as moments that may be present in the cortex might not be transferred to the trabecular bone in its vicinity.

All models were found to have run times of approximately three minutes for a single loadcase on a workstation PC with one Intel Xeon E5-2630 v2 2.60 GHz (Dell Computer Corporation, Round Rock, TX, USA) and 64 GB of RAM. The overall run times for adapting the models to the full loading regime were approximately 24 h for the isotropic model, 40 h for the orthotropic model, 25 h for the hybrid
isotropic model and 38 h for the hybrid orthotropic model. The continuum and hybrid isotropic models reported similar runtimes to the structural model. The main factor in slowing down the adaptation of the orthotropic and hybrid orthotropic models was post-processing. Adapting a model with a much finer mesh to the same loading regime would result in a longer runtime. Thus, although the scale poses a limitation, the models are considered to present a reasonable balance between accuracy and computational efficiency.

The computational models presented in this study were developed with the purpose of simulating bone adaptation in the pelvic construct using different modelling approaches and material models and comparing the effect that different modelling approaches have on bone adaptation. A distinct advantage of using predictive modelling is the potential of gaining insight into the role of different activities and corresponding muscle loading patterns on driving bone adaptation without requiring information from CT data.

Considering that the CT derived model is isotropic, it is unexpected that those models which include directionality either through the use of structural elements or material directionality all compare more favourably with the CT derived model than the predicted isotropic continuum model. A potential explanation for this is that the conversion going from HU values in the CT images to the Young’s modulus values in the FE model picks up the dominant rather than the mean Young’s modulus. To assess this, a combined model was generated in which the material directionalities and ratios between the Young’s moduli found for the converged adapted orthotropic continuum model were imposed on the CT derived model, while setting the dominant Young’s modulus value to that given by the CT scan, resulting in an overall average stiffness of 2403 MPa. If the conversion process finds the dominant Young’s modulus value, then this combination of the predicted continuum orthotropic and CT derived model would be expected to have a similar response to the unaltered CT derived model for the single leg stance load case. The slopes of the lines of best fit for the hybrid model compared to the CT derived model are 0.96 and 0.99 for the maximum and minimum principal strains, respectively, indicating that the conversion from HU to Young’s modulus does find the dominant rather than the mean Young’s modulus.

5. Conclusions

The findings of this study suggest that material directionality plays an important factor in the balance between overall stiffness and total volume of material used in the case of the continuum and structural models. On the other hand, distinguishing between cortical and trabecular bone leads to a reduction in the effect of material directionality on overall stiffness, potentially due to the directionality imposed through the use of shell elements to represent cortical bone. In cases where distinguishing between trabecular and cortical bone is important, both hybrid approaches and the structural approach seem appropriate with the caveat that a structural approach could potentially have a further advantage of directly providing architecture that can be additively manufactured. In addition, despite using two different approaches, the orthotropic, hybrid and structural models predicted similar outcomes while the isotropic predictive model compared least favourably with the CT derived model, indicating that using an isotropic approach to model bone adaptation might not be a suitable solution.

In addition to providing information on the particularities of orthotropic and isotropic material modelling or the use of structural shell elements to model cortical bone, the adaptive models can be used to simulate the mechanical behaviour of bone seeded scaffolds designed to fill bone defects or to aid tissue regeneration. Furthermore, as the models are strain driven, they can be used with different materials to design scaffolds or implants that will be supporting the bone architecture surrounding them, as well as stimulating bone growth. The models can also be used in applications such as rehabilitation programs, informing the user on what type of physical activity is required to stimulate a specific region, or to predict the evolution of skeletal diseases, such as osteoporosis, by modifying the target strain, remodelling rate or set of activities within the adaptation process.
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