The role of histone tails in nucleosome stability: An electrostatic perspective
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A B S T R A C T

We propose a methodology for the study of protein-DNA electrostatic interactions and apply it to clarify the effect of histone tails in nucleosomes. This method can be used to correlate electrostatic interactions to structural and functional features of protein-DNA systems, and can be combined with coarse-grained representations. In particular, we focus on the electrostatic field and resulting forces acting on the DNA. We investigate the electrostatic origins of effects such as different stages in DNA unwrapping, nucleosome destabilization upon histone tail truncation, and the role of specific arginines and lysines undergoing Post-Translational Modifications. We find that the positioning of the histone tails can oppose the attractive pull of the histone core, locally deform the DNA, and tune DNA unwrapping. Small conformational variations in the often overlooked H2A C-terminal tails had significant electrostatic repercussions near the DNA entry and exit sites. The H2A N-terminal tail exerts attractive electrostatic forces towards the histone core in positions where Polymerase II halts its progress. We validate our results with comparisons to previous experimental and computational observations.

© 2020 The Authors. Published by Elsevier B.V. on behalf of Research Network of Computational and Structural Biotechnology. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

In the nuclei of eukaryotic cells, DNA is compacted by wrapping around histone proteins, forming nucleosomes, the building blocks of chromatin. Nucleosomes consist of 147 DNA base pairs (bp) and a histone octamer core, formed by H2A, H2B, H3, and H4 histone protein dimers, and they are connected to each other by strands of linker DNA of varying length. The core domains of the histones are formed by three α-helices connected by short loops, mainly composed of positively charged residues [1]. Each histone has an intrinsically disordered N-terminal, and H2A histones possess an additional C-terminal domain [2], resulting in a total of ten “histone tails” per nucleosome, which contain approximately 30% of total histone mass. These domains bear a high concentration of positive charge and, along with counterions, help neutralize the high negative charge of the DNA backbone. The N-terminal histone tails are rich in glycine residues, the backbone carbonyls of which can form specific contacts with DNA phosphates. The flexibility of glycines facilitates changes in the local curvature of nucleosomal DNA [3–5]. Arginine residues are of particular interest, as stabilize the DNA around the nucleosome at 14 contact points [6]. Nucleosomes are by no means static entities, they participate in phenomena such as nucleosome sliding, a process in which DNA gradually repositions itself around histones, while maintaining contact with the histone core. [7,8] They also undergo partial or total disassembly [9,10], in order to tune transcription, DNA damage response, and gene expression [11–13].

Protein-DNA interactions are dominated by three types of phenomena: electrostatic interactions, hydrogen bonds, and hydrophobic forces. Direct electrostatic interactions, ionic interactions, and solvation are of particular importance in nucleosomes, because of the elevated charge of the interacting entities. [14] Solution effects and electrostatic interactions are described by the Poisson–Boltzmann Equation (PBE), which uses a continuum mean-field description of the solvent, including dissociated salts, while solvated molecules are considered as continuous regions of lower dielectric value [15]. PBE theory has been used in both coarse-grained (CG) [16,17] and full atom approaches [18,19], using data acquired by solvers such as DelPhi [15] and APBS [20] or at a model-building level [21].

While Nucleosome Core Particles (NCPs) have been observed to be rather stable in dynamics, the histone tails present high
variability in their conformations, as expected of intrinsically disordered domains. Shaytan et al. [3] performed a 1 µs-long full atom Molecular Dynamics (MD) simulation, studying the dynamics of NCPs at varying ionic concentrations, observing, among else, that the majority of the contacts between the histones and the nucleosomal DNA are due to the histone tails, which rapidly adsorbed on the DNA surface during the simulation. The interactions and the number of contacts between histone tails and DNA strongly depend on their position with respect to the nucleosome dyad axis, and on the number of arginine, glycine and lysine residues. For example, the H3 N-terminal and H2A C-terminal tails form numerous contacts with the linker DNA and stabilize the DNA entry and exit regions of the NCP. Moreover, H3 tails have been observed in experiments [22] to form stable folded structures, possibly due to their high glycine residue content [23]. Histone tail interactions with nucleosomal DNA can locally alter the latter’s geometry; in a 100 ns-long full-atom MD simulation of NCPs, it was seen that the largest fluctuation of the DNA groove width was caused by an arginine residue of the H2A N-terminal tail probing the DNA backbone [1].

The histone tails and their structural role have been studied in experimental works using a variety of methods, such as X-ray crystallography [24], Small Angle X-ray Scattering (SAXS), [25,26] Förster Energy Transfer FRET, [27] and Fluorescence Correlation Spectroscopy (FCS). Their mobile and intrinsically disordered nature makes studies using X-ray crystallography particularly challenging. [22,28,29] even though this method provides higher resolution data than fluorescence and scattering techniques, which do not allow for atomic level resolution. SAXS is often used in conjunction to other techniques, such as FRET and FCS to correlate different kinds of data. [30–32] However, structures in which the histone tails are completely lacking or badly resolved are often used.

Becker and Everaers, in their study of DNA nanomechanics, have developed a methodology to infer external forces and torques applied to a protein-DNA complex, in cases where the static shape of a structure is provided. [5] Using a bp-level CG representation of the DNA, they infer the values of the forces and torques acting on each individual bp. The amount of deformation that the DNA is subject to when in complex with proteins is deduced from comparison with free DNA segments, and free energy landscapes with respect to different degrees of freedom. The starting points were mean CG conformations of full-atom structures found in the Protein Data Bank. Their analysis allowed for the discrimination between force transmitting and non-transmitting protein-DNA contacts. However, the analysis conducted by Becker and Everaers is indirect, inferring the forces from the deformation of the DNA. Protein-DNA interactions are not explicitly taken into account. This methodology was subsequently applied to the nucleosome [33], including studies of features such as the twist defect, or the torsion of linker DNA connecting two adjacent NCPs.

The aim of this work is to provide information on the effect of the histone tails by studying the electrostatic interactions occurring in the NCP, and to propose a methodology to connect electrostatic calculations to the structural and functional features of protein-DNA systems. To that end, we connect observations made through the analysis of electrostatic calculations to structural features of the nucleosome. We infer the electrostatic forces acting on the phosphate groups of the DNA backbone by calculation of the electric field on the former. We study the electric field, electrostatic potential, axial and radial forces acting on each bp by performing PBE calculations on full atom structures extracted from the trajectory provided by Shaytan et al. [34] We analyze and compare our results on three sets of structures: structures in which the histone tails are included in the NCP, structures in which the histone tails have been truncated, allowing us to observe the electrostatic effects exclusively due to interactions with the histone core, and structures in which all charges except those of the histone tail residues have been put to zero, in order for the pure histone tail contributions to the electric field to emerge. We discuss the effect of the histone tails on the electrostatic potential in correspondence of DNA, along with a more general structural characterization of the NCP in terms of electrostatic interactions and DNA-histone contacts. We study the radial and axial components of the electrostatic force acting on the phosphates and their implications for the NCP structure. We conclude that the presence of the histone tails leads to non-trivial electrostatic effects of great significance for NCP stability, DNA unwrapping, and transcription.

2. Methods

2.1. Input structure selection and generation

The original PDB files and MD trajectory were taken from publicly available data, [34] from the work of Shaytan et al. [3] The structure (the “FN model” in [34]) is composed of the PDBPDBcode1KXode1KX5 crystal structure [35] and two 20 bp-long B-DNA segments of linker DNA. In order to identify the most stable histone tail conformations visited during the MD trajectory, we customized a clustering protocol, a variant of the well-established k-means algorithm, using the BiKi Life Sciences software. [36] Consistent with the fact that a linear combination of the atomic coordinates of two conformations does not normally correspond to a viable conformation, in this clustering algorithm no underlying vector space is assumed, and only the pairwise distance, i.e. the RMSD of the heavy atoms of the tails, was used. This has the further advantages that no reference structure is needed for the calculation and that the representative structure of each cluster, the medoid, is by construction a conformation observed during the MD. It is worth noting that the reliability of these structures in terms of being representative of equilibrium states depends on the overall exhaustiveness of the sampling performed in the trajectory. Shaytan et al. specify that their simulation explored conformational ensemble starting from a local quasi-equilibrium state.

We selected four medoids representing the largest clusters, in order to have the most diverse and representative structures in terms of the conformations assumed by the histone tails. The medoids are named medoid13, medoid15, medoid16, and medoid17, indicating the cluster that they represent. Cluster labels do not reflect the cardinality of the clusters. The number of structures in each cluster (population) and the percentage with respect to the total number of structures are provided in the Appendix (Fig. S2-S3).

We generated PQR files, i.e. PDB format files where atomic charge and radius replace beta-factor and occupancy, from the medoid PDB files via the PDB2PQR web server. [37] PQR files were used as input files for the DelPhi PB solver, which requires atomic radii and charges. We used the CHARMM force field setting for the PDB2PQR conversion, as it was the one used by Shaytan et al. in the MD simulations. After file conversion with PDB2PQR, we had to perform some manual changes to the DNA charge parameters due to nomenclature issues causing only partial recognition of the DNA structure. While the linker DNA was present in the original trajectory, and therefore in the medoids, it was truncated in order to conduct electrostatic analysis only on the NCP.

2.2. Electrostatic field and potential calculations

We calculated the values of the electrostatic potential and the electrostatic field on the positions of the phosphorous atoms belonging to the DNA backbone taking into account only protein
charges in three cases: intact structures, in which both the charges of the histone core residues and of the histone tail residues are taken into account, structures in which the histone tails have been truncated, and therefore only the charges of the histone core are taken into account, and structures in which only the charges of the histone tails are present. The charges of the DNA were switched to zero in all our calculations, so as to study the electrostatic contributions exclusively due to histones. We denote with SHL the Superhelical Locations on the DNA. Electrostatic energies were computed using the DelPhi PBE solver, interfaced with NanoShaper. [15,38] The solute was assigned a dielectric value of 2, and the solvent a value of 80. Salt concentration was set at 145 mM. Atomic partial charges and radii were taken from the PQR files. Other parameters assumed default values. The results obtained in this way are semi-quantitative. Indeed, the high charge on the NCP requires the adoption of the full non-linear PBE formalism and this would not, in principle, allow to calculate the effect due to one part of a system by just switching off the charges of the remainder. In order to assess the significance of this approximation, we followed the conceptual partitioning described in [15] and used the ionic potential at phosphorous sites in DNA as an estimate of the intensity of the entire non-linear effect, which also includes osmotic pressure and electrostatic stress terms. Ionic potential was calculated by subtracting the grid potential at the phosphorous sites obtained with two PBE runs, one with physiological and the other with null ionic strength. According to the mentioned partitioning, in a fixed configuration the local electrostatic potential is the sum of the coulombic, reaction field (arising from the difference in polarizability between the protein and the solvent) and ionic contributions. As reported in the Supplementary Material, non-linear PBE calculations of the fully charged system show that the reaction field contribution is practically unaffected (absolute relative error < 0.1%) by the introduction of the non-linearity and that the ionic potential amounts to the 2% of the former term, which, in turn, is of the same order of magnitude of the coulombic contribution generated by the histones’ charges alone. This supports the correctness of the reported trends and patterns of electric field and potential and effects thereof.

2.3. DNA-Histone tail contact calculation

From the PDB files of each medoid we extracted the cartesian coordinates of all histone tail atoms and phosphorous atoms. The parsing of the PDB files was done using the class PDB of Biopython. [39] We generated DNA-Histone tail contact tables by selecting for each phosphorous atom the histone tail atoms within a cut-off distance in the range of 10 to 25Å. For each medoid we computed the total number of histone tail atoms that come into contact with each phosphorous atom as a function of the cut-off distance. Using the CHARMM36 force field parameters we computed the electrostatic field generated by a phosphorous atom and the neighboring histone tail atoms as function of the cut-off. In this work, we do not consider values of the cutoff higher than 25Å, because we observed that, after this threshold, the contribution of additional contacts with histone tail atoms to the electric field was not significant. The naming scheme of the chains present in the NCP and the residues belonging to each histone tail is summarized in Table 1. H-bond formation between each histone tail and the DNA in medoid13 were analyzed using the dedicated tool of VMD software.

2.4. Axial and radial electric field and force calculation

For each medoid we computed, the geometric center, and the covariance of the phosphorous cartesian coordinates. We then defined the axial direction as the eigenvector corresponding to the smallest eigenvalue of the covariance matrix, due to the shape of the system. The axial direction is computed once for the full medoid. First, we computed each phosphorous atom position with respect to the center and we projected the relative vectors on the axial direction. Finally, we converted the electric field [kT/Å] into the force acting on phosphates [kT/Å] by multiplying the DelPhi vector field by -e. In order to observe the trend of the spatial distribution in the electrostatic force, we considered the axial and radial components of the unitary vector corresponding to the electric field on each phosphate as reported by DelPhi. The resulting plots for the normalized and non-normalized radial and axial components of the electrostatic force are found in the Supplementary Material (Fig.S12-S23, Fig. S36-S71).

3. Results and discussion

3.1. Structural characterization of medoids

The structures we selected to conduct our analysis of electrostatic interactions between histone tails and DNA are the representatives of the four largest clusters we obtained after performing a k-medoids clustering on a full-atom MD trajectory of the NCP. The details of this process are found in Methods. To quantify the difference between the histone tail conformations in each medoid, we used VMD to calculate the Root Mean Square Deviation (RMSD) of the residues belonging to the histone tails in each chain for all medoids, taking medoid13 (Fig. 1), representing the most populated cluster, as a reference. The results of this comparison are seen in Table 2. The most diverse conformations are those assumed by the H3′, the H2B, and the H2B′ tails while the H2A′ C-terminal tail presents similar conformations in medoids 15, 16, and 17. Medoids 15, 16, and 17 are depicted in the Supplementary Material (Fig. S1).

| Table 1 |
| --- |
| Molecule | Chain ID | Residues | Histone Tails (res. #) |
| Histone H3 (H3′) | A (E) | 1–135 | N-terminal (1–44) |
| Histone H4 (H4′) | B (F) | 1–102 | N-terminal (1–24) |
| Histone H2A (H2A′) | C (G) | 1–128 | N-terminal (1–17) |
| Histone H2B (H2B′) | D (H) | 1–122 | C-terminal (99–128) |
| DNA | I | 73–73 |
| DNA | J | 73–73 |

Taking into account the electrostatic and mechanical effects that the plurality of interactions between the DNA and the histone tails produce, the use of structures obtained from the analysis of an MD trajectory emerges as almost a necessity. The use of the crystallographic structure in our analysis would overlook the adsorption of the histone tails on the DNA, their dynamics, and the changes they cause on the local curvature of the double helix. A variety of twist-defect nucleosome variants have been experimentally observed to exists in solution, [40] while only a few have been captured in crystal structures, such as 3AFA. [41]

In order to associate the conformational changes of the histone tails to electrostatic effects in NCPs, we calculated the number of histone tail atoms that come into contact with the phosphorous atoms in the DNA backbone, within a range of distances from 10 to 25Å. The resulting 2D plots are provided in the Supplementary Material (Fig. 8–11). We observed hot-spots of phosphate/histone tail interactions in the DNA entry and exit points, particularly at positive SHL. Numerous DNA-histone tail interactions in chain J between bp 27 and 57, in which DNA interacts with both copies of H2A.
and H2B histones, as well as H4'. This is a key area for transcription, where Polymerase II has been observed to pause its progress. [42]

We also observe marked differences in chain J between medoids 16 and 17: in the former, the histone tails are overall farther away, and are only closer to the DNA in the region of bp 33–35, where the DNA interacts with the H2B' tail. Overall, in medoid16 we have more localized tail-DNA interactions. Finally, in medoid17 we observe overall less contacts in negative SHL compared to other medoids.

The dynamics of the histone tails influence DNA geometry, causing, for example, DNA bulging in the entry/exit sites, and twist defects. In addition, histone tails form the majority of protein-DNA contacts in the NCP entry/exit sites. In terms of contacts, the histone tails make up 60% of all histone-DNA contacts. During the 1 μs simulation, up to 90% of histone tail amino acids formed direct or water-mediated contacts with the DNA, with no particular clustering of contacts toward the beginning or end of the tails. Arginine and lysine residues are found inserted in the DNA minor grooves, particularly the following residues: Arg8 and Arg26 of histone H3; Lys16 and Arg17 of histone H4; Arg11, Lys13 and Lys126 of histone H2A; and Arg29 and Arg30 of histone H2B. It is worth noting that, in the initial crystal structure, no interactions with the DNA were observed for the H3 and the H4 tails, and protein-DNA interactions through lysine residues were severely underestimated, indicating the pitfalls of only using a single structure in NCP analysis. In Shaya et al., the histone tails exhibited large fluctuations, with an RMSD of more than 6Å, and were rearranged in the minor grooves, rapidly adsorbing on the DNA. The dynamics of the histone tails also depend on whether they adsorb on linker DNA or NCP DNA, the latter being much less flexible. The rapid adsorption of the histone tails on the nucleosomal DNA is also shown by the creation of H-bonds along the MD trajectory. The relevant plots are provided in the Supplementary Material (Fig. S80–S.89). The tail forming the most H-bonds is H3 (chain A), from initial 7 bonds stabilizing to a mean of 20 bonds. The smallest number of bonds was found in the N-terminal tail of H2A (chain C) and H3', which mostly interacts with linker DNA (less than 6 bonds). Finally, the tail of H2B (chain D) was already forming H-bonds with the DNA in the original structure, and their number oscillated around this value.

3.2. Electrostatic interactions

As a first marker of electrostatic interactions, we calculate the electrostatic potential (plots found in the Supplementary Material Fig. S4–S7) and the electric field exerted by the protein system on the phosphates, shown in Fig. 2. In the structures where the histone tails have been truncated ("no tails") the coulombic potential follows the periodicity of the DNA double helix: it is higher in the regions where the DNA backbone faces towards the histone core, and lower when it is facing away, presenting qualitative similarities to the trend of the forces described by Becker and Everaers. [33] The variations we observe in the "no tails" potential across medoids are attributable to the slight variations in DNA bp positioning along the MD trajectory, and to differences in core-DNA distances. The electric field follows the same trend. There is an obvious correlation between the vicinity of histone tail and phosphorous atoms and an increase in magnitude in the electric field (Fig. 2 "only tails field"). For example, we observe four regions of the DNA in which the electric field contribution of the histone tails is zero, indicating a lack of interaction with the histone tails in all four medoids: from bp −70 to −53, from −40 to −32 bp (in medoid16 the interactions on chain J are shifted away from the dyad by a couple of bp), bp 10 to 20 and 50 to 63. Conducting a proximity analysis between the phosphates of each DNA chain and the atoms of the histone tails, we see that in these regions there are very few (less than 100) or no atoms in a range up to 25Å.

3.2.1. DNA – histone tail interactions at the DNA entry/exit site

An area in which the contribution to the electric field owing to the histone tails is particularly marked can be consistently found between SHL −1.5 and −0.5, due to interactions with the tails of H3 and the C-terminal tail of H2A'. These tails appear to have approximately the same positioning across medoids, with the exception of medoid17, in which the H2A' C-terminal tail is inserted in the minor groove (Fig. 3D), a conformational change that is strikingly reflected on a more localized and higher in
intensity peak in the electric field in SHL. \( \frac{1}{2} \). Medoids 15 and 16 present more similar interactions in this area, compared to medoids 13 and 17. The electrostatic field in the former is characterized by a more diffuse signal, but lower in intensity compared to the more pronounced and localized peaks in the latter. We attribute this to the conformations of the H3' histone tail near the DNA backbone in medoids 13 and 17. Specifically, residues 27–39 of the H3' tail in medoid13 form a hairpin (Fig. 3A). The central residues in this configuration are two glycines, a threonine, and an alanine. On the other hand, in medoid17 this part of the H3' tail is mostly straight, giving rise to only one instead of two points of close contact with the DNA backbone near the DNA exit site, and overall larger distance between the tail and the DNA in the area between the two gyres. In medoid17 the hairpin is closer to the beginning of the tail, farther from the DNA. Finally, in medoids 16 and 15 the “hairpin” involves less residues than in medoid13 (6–7 residues).

The C-terminal tail is fundamental to the changes in the electrostatic interactions, as the conformation of the H3' tail between the two gyres is mostly conserved, while the C-terminal tail’s conformation varies greatly. Since the H3' tail is known to interact more with linker DNA than with nucleosomal DNA \[3\], this behavior is consistent with expectations. There is a peak on the dyad in medoid13 and medoid15, which is lacking in medoid17. This is due to a shift of the last two residues of the C-terminal towards the dyad, in a position where the DNA double helix is at its closest to the core. In medoid16, this peak is shifted by a couple of bps but it can be ascribed to the same interaction.

Finally, interesting DNA-histone tail interactions occur at the DNA exit site (bp 63–73). These two superhelical turns are embraced between the short H2A' C-terminal tail from the interior and the long H3 tail, which protrudes between the two DNA gyres, from the exterior. The most diversity is seen in medoids 15 and 17, attributable to very different H3 tail conformations. The end of this
tail exercises repulsive forces on bps $-7$ to $-10$ on chain I, on the other DNA gyre. The shift in the force once again reflects the different conformations of the H3 tail. Observing the 3D structures, we notice that a portion of the H2A' tail forms a short α-helix composed by three residues: Ser113, Val114, and Leu115. The final residues of the H2A' C-terminal tail are essentially in the same position in both medoids. Chain I of the DNA mainly interacts with the H2A' C-terminal tail, while chain J with the H3 tail. The ability of electrostatics to capture slight structural variations is shown by a peak in bp 66 in chain I, present in medoids 16 and 17 but absent in medoids 13 and 15, correlated to a slightly different conformation of the C-terminal tail.

### 3.2.2. Histone tail effect at negative and positive SHL

We see that all medoids present a peak in the electrostatic field in bp $-30$ (chain I), because of interactions of the H2B' tail with both DNA gyres. In medoid16, this interaction is displaced with respect to the other medoids: the H2B' tail forms a double hairpin, and is positioned slightly farther from the DNA than, for example, in medoid17 (Fig. 3B). Variations of this double hairpin are also found in medoids 13 and 15. The first residues of the H2B' tail are closer to the DNA backbone than the loop of the hairpin. This region is also interesting because the H2B' tail protrudes from between the two DNA gyres, exerting axial and radial forces on the DNA. In conjunction with the presence of the H4 tail in the vicinity, and observing the atomistic structures, we see that the two DNA gyres are closer together. The same effect can be seen in other regions of the NCP where the histone tails protrude between the two gyres, especially in the DNA entry and exit sites and the region around bp 50 (chain I). Between SHL $-1.5$ and $-2.5$ we observe only minor electrostatic interactions in medoids 13 and 17. This is not the case for medoids 15 and 16, which present peaks of moderate intensity in those positions on chain J, a behavior which is once again reflected on the contacts in our proximity analysis by an increase in the number of histone tail atoms within the cutoff. There is a larger number of interactions with the H2B' tail at a 10Å threshold in the medoid17, while in the medoid13 they are shifted at distances of 14 and 18Å.

There are various interactions between the DNA and the N-terminal tails of histones H3 and H4. This part of the DNA is embraced between these two tails, as the H3 tail emerges between the two gyres. Indeed, the variations that we observe in the electrostatic field on the phosphates of the J chain are due to interactions with the H3 and H4 tails in SHL 0.5 (corresponding to $-0.5$ on chain I). The area between bp 20 to 32 presents a lot of electrostatic features in all medoids, owing to interactions of the DNA backbone with the tail of H4. Only medoid17 presents significant conformational variability with respect to the others: in this case, the tail appears to be shifted in parallel towards the external part of the DNA gyre, a conformational change reflected in a shift in the respective electric field peaks, and on variable axial forces acting on the DNA. In our proximity analysis, we see more diffuse interactions in the region between bp 20 and 40 in medoid17, compared to much more localized interactions in the same region of medoid16. This conformational change has repercussions on the forces acting on the DNA backbone.

The region that expresses the greatest heterogeneity across different medoids is from bp 20 to bp 53, where the N-terminal tails of histones H2A', H2B, and H4 interact in succession with the DNA. In the region from bps 47 to 53, the tail of H2B protrudes between the two DNA gyres. We still observe some similarities among medoids. The most striking example is that of bps 32 to 40, in which the electric field on the phosphates is almost null in medoids 13 and 16. This is caused by the increasing distance of the H2B tail from the DNA, after it emerges between the two gyres. Once again, we observe an overall lack of contacts between DNA and protein atoms, while in chain I of medoid17 there are at least 100 atoms of the histone tails in the range from 10 to 25Å. Medoids
and 17 are also characterized by an overly low electrostatic signal between bps 40 and 53, owing to the great conformational heterogeneity of the H2B tail. In medoid17 the first residues of this chain fit closely into the minor groove, between bps 49 and 53, in a completely different conformation compared to medoid16; a hairpin in the latter, a circular conformation in the former (Fig. 3C).

3.3. Radial and axial electrostatic forces on the DNA

It must be noted that the present force calculations are based on representative structures extracted from a MD trajectory where DNA unzipping has not been observed and therefore they could lack some characteristics that are precurors of this process. The plots of the radial and axial electrostatic forces we refer to in the text are provided in the Supplementary Material (Fig. S12-S71), for reasons of space. In the “no tails” structures, there is a periodicity in the trend of the force roughly corresponding to the double helix pattern, overwhelmingly attractive towards the core. The force is particularly attractive at 14 points, which correspond to the 14 contact points where the nucleosomal DNA is in proximity of arginines on the histone core. The histone core and histone tails cause contrasting effects on the DNA backbone, resulting in opposing forces. By examining the plots of the total radial force we see that the repulsive forces are mostly due to interactions with the histone tails, while the radial force is attractive in regions with a low or very low number of DNA/histone tail contacts. We observe sometimes opposed forces acting on the phosphates of pairing bases, which may have mechanical repercussions on the double helix. A characteristic example is the SHL 2.5 region on medoid13. The N-terminal tails of H3 and H2B protrude between the two DNA gyres, stabilizing the latter’s superhelical structure in the NCP. These interactions are particularly strong near the dyad axis, and in two more regions approximately ±50bp from the dyad, where the H2B tails interact with the DNA. [43] Indeed, by looking at the contributions of the histone tails to the radial and axial components of the electrostatic force we see that on the dyad, on ±50bp and around that position the forces are attractive.

In order to have an insight on the dominant effect of the axial component of the electrostatic force on the phosphates, we examined their distribution on the different structures (histograms shown in Supplementary Material Fig. S24-S35). In the absence of histone tails, the axial forces produce a stabilizing effect. In the “no tails” version of medoid16 the forces on the lower DNA gyre present a wider distribution. The effect of the histone tails is markedly attractive/repulsive, with the exception of medoid17, where it is evenly distributed along the lower gyre, but follows the same trend. For the total axial force on medoid17 there is no clear trend in the lower gyre, and the forces are uniformly distributed in the upper gyre as well. The lack of a dominating overall effect implies a less stable structure in which the two DNA gyres are not kept together as steadily as in other medoids. Similarly, in medoid13 the axial forces are evenly distributed, even though slightly attractive and slightly repulsive trends are observed on the upper and lower gyre respectively.

3.3.1. The effect of histone tails on DNA unwrapping

The forces that the histone tails exert on DNA can be studied in conjunction with the positions in which DNA is known to detach from the histone core, or attach more strongly to it. For example, the first barrier encountered during transcription by Polymerase II is at approximately 40 bp from the dyad. [42] There are strong attractive radial forces immediately after bp ±40 on both DNA chains, even in cases in which the forces were repulsive immediately before that position. This behavior could be attributed to the nearby arginine residues of the tails of both copies of H2A. The electrostatic interactions on neighboring phosphates are similar across medoids, with two exceptions: slightly lower intensity of the electric field in medoid13, owing to a larger distance between DNA and protein atoms, and a spike in medoid16, where Lys28 of the H2A tail is found closer to the DNA I chain near bp −47. The interactions with the J chain of the DNA present more heterogeneity, but there are similarities between medoids 13 and 17 and medoids 15 and 16: in the region from bp −40 to −45, the former present more intense the electric fields, while the latter present lower values. Once again, this is directly linked to the different positioning of the H2A’ N-terminal.

An important feature that transpires from the total radial components is that the histone tails are responsible for a repulsive radial force of varying intensity across medoids. This force is present when the histone tails protrude from between the two DNA gyres in the DNA entry and exit regions, favoring a possible unwrapping process. In Kono et al. it is stated that the outer turn of the DNA in NCPs unwraps following a three-step asymmetric procedure. [44] First, 5bps unwrap from one end of the DNA, followed by 5 more bps from the same end, without further increase in free energy. Then, unwrapping starts at the other end, where a total of 10bps is unwrapped in the same way. The process is completed by the unwrapping of 15 more bps at both ends. NCPs have also been experimentally shown to unwrap in stages [45], with the first half of the bps unwrapping at a low force, while the second half requires a higher force. The H3 tail remains in contact with the DNA near the entry and exit points of the NCP until the initial 10 bp are peeled off both sides. During the following stages, gradual changes are observed in the contacts between the DNA and the H2A/B tails. The positions on the NCP in which unwrapping is seen to be temporarily halted in Kono et al. are correlated with the positions of the histone tails. In particular, the first five bp on J chain on the entry sites of our medoids are in contact with histone tails H2A C-terminal and H3, while bps on chain I present contacts in the first 8 bps with these tails. Interestingly, in the SHL ±3.5 region, which corresponds to the end of the total 25 bp that unwrap from each side, there is a relative absence of DNA-histone tail interactions, indicated also by a lack of a significant electrostatic field influence due to the histone tails in that region. The total radial force is attractive here, due to the dominant effect of the histone core, but it is zero or even repulsive in the regions immediately before this. We conclude that the histone tails can tune DNA unwrapping, by increasing the tendency of the DNA to unwrap from the histone core.

3.3.2. Repercussions of histone tail truncation

The truncation of the H3 and H4 tails has been shown to produce opposite effects [25]: the removal of the arginine- and lysine-rich H3 N-terminal favors DNA dissociation from the histone core, while H4 truncation stabilizes the wrapped conformation. The radial forces exerted by the histone tails tell a different story: in this region the force is repulsive in all medoids except for chain J in medoid 17, highlighting the role of Lys36. The total axial components are mostly repulsive on both chains in the DNA exit site, indicating that it tends to move upwards from the dyad plane, but they are mostly attractive in the entry site. The end stretches of the DNA spontaneously unwrap 1–10% of the time (the propensity to unwrap is sequence dependent), and target sites located inside the NCP (at smaller SHL absolute value) are less accessible than sites located near the DNA entry-exit points [46]. In Iwasaki et al., four mutant nucleosome structures were studied, each of which lacked histone tails from a specific histone. [43] H2B and H3 deletion substantially decreased NCP stability, while H2A and H4 deletion caused opposite effects. H3 deletion was seen to enhance unwrapping at the DNA entry and exit sites of the NCP, very near the points where the H3 tail protrudes from the core (Fig. 4D), possibly enhancing nucleosome sliding. In our analysis,
we see repulsive axial forces with respect to the NCP core near bp 10 of chain I, a region of the DNA in close interaction with the glycine- and lysine-rich - therefore flexible and positively charged - H4’ histone tail.

In the structures where the histone tails were truncated, all medoids present a repulsive trend in the axial component in chain J from bp 0 to −19, with a minimum on bp −7. In the same area chain I presents the same jigsaw pattern we encountered in the electric field and electrostatic potential, while there is an absolute maximum in the force acting on bp 7. In the total axial force, we see a switch from an attractive trend in medoids 13 and 17, where less atoms are found near the DNA backbone around bp 35, to a repulsive trend in medoids 15 and 16, in which there are more atoms in that region. In chain I there are overall repulsive forces in all medoids from bp 1 to bp 17, with a peak on bp 7, which we attribute to the histone core, and particularly the loop connecting the α-helices of histone H4’. Furthermore, there is a region presenting variability across medoids from bp −40 to −55. As we mentioned in our analysis of the electric field, this region presents interactions with the H2A N-terminal tail, and the contribution is due to the histone tails, as we see from the non-normalized forces. We attribute to the action of the H2A N-terminal tail, that embraces the DNA gyre from above. Comparing the total axial components to the “only tails” structures there is a repulsive force in SHL −5.5 across medoids due to the core, while a contribution from the tails is absent. As in the case of radial forces, sometimes the core and tails cause contrasting effects. For example, in SHL 5.5 chain J the tails present a consistently repulsive trend, while the total contribution is attractive.

Brower-Toland et al. [45] observed that the removal of the H2A and H2B N-terminal tails induced a decrease in the histone-DNA interaction strength at a position ±36 bp from the dyad axis. In our medoids, the H2A and H2B N-terminal tails protrude from between the two DNA gyres in positions near bp ±30 (Fig. 4A). Comparing the total electric field on and near those DNA bps with the histones tails and the DNA, and the role of the histone tails in NCP functions: it stabilizes the NCP and mediates interactions with other proteins. Simultaneous deletion of histone tails from more than one histone has been observed to relate to compromised cell survival in yeast [48]. In our analysis, we see the important effects that the C-terminal tail has on nucleosome electrostatics, since even a shift of two residues can produce significant electrostatic effects.

Besides histone tail truncation, sometimes entire histones can be missing from the NCP, [49] forming Partially Assembled Nucleosome States (PANS). Nucleosomes have the ability to dissociate entirely in histones and DNA, and then reassemble [50], in a process driven by electrostatic interactions. Rychov et al. [9] analysed PANS with MD simulations. The nucleosome formation procedure was seen to occur as such: the two H3 and H4 dimers bind to the DNA, forming a tetrasome, followed by the sequential addition of H2A and H2B dimers. MD studies on PANS reveal that the nucleosomal DNA is drastically deformed when histones H2A or H2B are missing, but the loss of H3/H4 does not have the same impact on DNA conformations, because of the action of the H2A C-terminal tail, which fills the space left empty by missing histones. The method we propose in this work can be applied on structures representing intermediate states of association/dissociation MD trajectories, to investigate the fleeting contacts formed between the histone tails and the DNA, and the role of the histone tails in NCP assembly.

### 3.4. Arginines and Lysines: key histone tail residues

The particular importance of arginines and lysines is evident from several interactions in NCPs. Their positions in the nucleosome are illustrated in Fig. 5. For example, looking at bp −20 of chain J in medoids 16 and 17 we see a change in the trend of the force from attractive to repulsive, attributed to a variation in interactions with two particular arginine residues: Arg17 and Arg19 the H4’. In medoid 16 these arginines are found at a distance of 3Å and 12Å respectively from the phosphate of bp −20. However, in medoid 17 their respective distances from the same phosphate are 8Å and 6Å. In medoid 13, on chain J bp 54 there is a strong repulsive force, because of close interactions of the phosphate with Lys17 of chain D (H2B). In medoid 16 there is a repulsive force on bp −65 of chain I, found close to chain E Arg52, and on bp −54 on chain I, close to chain D Ser52/S3. Interestingly, there is no effect on the corresponding bps in chain J in either case. In medoid 15, on the other hand, there are strong repulsive forces on bps belonging to chain J, notably on bp ±65, because of a contact with chain E Lys56. In this case we notice no corresponding effect on chain I bps.

The conformations and dynamics of the histone tails are greatly altered by Post-Translational Modifications (PTMs), sometimes...
DNA-binding proteins, acting as a chemical signaling histone tail can result in enhanced DNA accessibility to bridging and inter-NCP interactions. Hyperacetylation of the H4 acidic patch of the same or neighboring NCPs, influencing tail- and drastically reduces the interactions of the H4 tail with the side chains of the affected residues, with steric implications, interactions. Furthermore, it increases the volume occupied by charge, reducing self-repulsion, and facilitates more hydrophobic interactions. Acetylation leads to a reduction of the overall positive triggering effects that can supersede native electrostatic interactions. Acetylation leads to a reduction of the overall positive charge, reducing self-repulsion, and facilitates more hydrophobic interactions. Furthermore, it increases the volume occupied by the side chains of the affected residues, with steric implications, and drastically reduces the interactions of the H4 tail with the acidic patch of the same or neighboring NCPs, influencing tail-bridging and inter-NCP interactions. Hyperacetylation of the H4 histone tail can result in enhanced DNA accessibility to DNA-binding proteins, acting as a chemical signaling method for transcription. Acetylation of H4 tails increases their propensity in forming α-helices, ultimately making them shorter, further hindering their interactions with acidic patches. The H4 tail forms the largest number of protein-DNA contacts at physiological salt concentration, particularly in the region between residues Lys16 to Arg23. These contacts are disrupted upon the presence of PTMs. Both H3 and H4 acetylation enhance DNA unwrapping in ionic concentrations higher than physiological. Moreover, H3 acetylation renders the NCP more sensitive to counterion-induced dissociation and histone dimer exchange between NCPs, while H4 acetylation has opposing consequences. H3 acetylation enhances DNA breathing at physiological ionic concentrations, while H4 acetylation has this effect at higher ionic concentrations. At low concentrations, acetylation was not observed to correlate with DNA binding propensity. Potoyan and Papoian observed that Lys16 acetylation disrupted H4 tail binding and folding landscapes, enhancing α-helix formation. The same PTM was seen in FRET experiments to result in a tightening of the linker DNA in the NCP entry and exit points, opposing the tail-bridging effect and weakening inter-NCP interactions, therefore disrupting NCP stacking in the chromatin fiber. Progressive acetylation of the H4 tail showed cumulative effects, caused by progressive charge reduction and increased hydrophobicity induced by the clustering of acetyl groups.

Tail truncation and lysine hyperacetylation produce similar results, from the electrostatic point of view, since the positive electric charge is reduced in both cases. For example, H3 and H4 tail truncation has also been observed to increase DNA accessibility, as is the case with hyperacetylation of these tails. The steric implications of these two processes are naturally different, and result in different configurations and interactions between residues in the NCP. PTMs are often hard to study because they are challenging to detect reliably in a sample containing many nucleosomes. However, by understanding the electrostatic implications of the changes present on the histone tails and by examining the electrostatic interactions that take place in their absence, we can improve our knowledge on the consequences of PTMs. Table 3.

3.5. Extension to CG models

Becker and Everaers, in their work on the CG base-pair level model of the nucleosomal DNA used X-ray structures to infer the forces acting on the DNA. They observed a periodic pattern of high force peaks, corresponding to the contact points of the nucleosomal DNA and the histone core. These correspond to peaks in the elastic energy of the DNA, and the pattern is similar to the trend we observe for the electric field and the axial component of the force in structures in which the histone tails are absent. Furthermore, Becker and Everaers analyzed the deformations of the nucleosomal DNA, and extrapolated the forces and torques that would be necessary to induce such deformations, interpreting them as interactions between the nucleosomal DNA and the histone tails. However, a single static structure was used, and therefore the large variety of different histone-tail we observed in our analysis was not taken into account. In our simulations, the electrostatic potential and electric field presented this periodicity in the structures that do not include the histone tails. In addition, we clearly observe peaks in the intensity of the radial component of the electrostatic force on the 14 contact points. Our results clearly indicate that the histone tails are of central importance to the electrostatics of NCPs, and that forces caused by these interactions have important repercussions in the stability of the NCP, in DNA unwrapping, and therefore in transcription. We observe a non-trivial dependence between the presence of histone tails, their distance from the DNA, and the magnitude of the electric field.

Studies elucidating the separate effects of histone core and histone tails, and the sensitivity to the conformational changes of the latter, can prove very useful to construct improved CG models and to help explain phenomena that might otherwise be puzzling. The forces acting on each phosphate group, which are mainly of

---

**Fig. 5.** Arginine (in blue) and lysine (in magenta) residues in the nucleosome. The presence and location of these residues strongly affects nucleosome electrostatics. The DNA is anchored to the histone core in 14 contact points with arginines, 7 on each side of the NCP, indicated by arrows. Lysines and their PTMs, especially acetylation, impact on inter- and intra-nucleosome interactions.
electrostatic origin and have been derived from DelPhi calculations, can be used in combination with the sequence–dependent cgDNA+ [55] model, which includes the mechanical forces acting on the DNA backbone and explicitly treats each base and each phosphate group. It is possible to minimize the CG energy predicted by cgDNA+ with external constraining forces applied to each phosphate group. This approach would allow the exploration of the CG energy landscape as a function of the DNA sequence with given fixed forces separating them in those caused by the histone core (“no tails” structure), and by the histone tails (“only tails” structure). We believe that the effects of the histone tails should be a central part of CG models regarding nucleosomes and chromatin. Furthermore, studies that infer the forces acting upon DNA by the histone tails and connect them to the structural features of the nucleosome can be particularly useful, since histone tails are notoriously hard to observe experimentally at atom-level, or even residue-level, resolution. Finally, electrostatic forces are a fundamental ingredient in CG models of such highly charged systems and can provide a mechanistic interpretation of chromatin dynamical processes and conformational equilibria.

### 4. Conclusions

In this work, we propose a methodology for the study of protein-DNA electrostatic interactions and we apply it to clarify the effect of the histone tails on the NCP. Our methodology correlates electrostatic interactions and spatial conformation at the residue level with mechanical effects and repercussions on their structure and function. Studying the NCP, a complex protein-DNA system, we were able to identify the possible electrostatic origins of many effects, such as spontaneous DNA unwrapping, NCP destabilization upon histone tail truncation, and the key role of specific arginine and lysine residues. We study four representative structures extracted from a 1 μs full-atom MD simulation in explicit solvent, to capture some relevant conformations of the histone tails, and we separate their electrostatic contributions from those of the histone core, to assess their individual importance. We construct contact maps of the histone tails with the DNA, to study the correlation between the number of histone tail atoms in proximity to the DNA, and the intensity of the electrostatic interaction. We stress the role of H2A C-terminal tail: small changes in the positioning of this short tail had a significant impact on the electric field, implying that this often overlooked feature of the NCP holds particular importance in the dynamics of the nucleosome. We consistently observed that, in the places where histone tails protrude from between the two DNA gyres, the latter appear “pinched” closer together (Fig. 4), and perceive a repulsive radial force, pushing them away from the histone core. Notably, the H2A N-terminal tail exerts attractive electrostatic forces towards the histone core in positions where Polymerase II is known to briefly halt its progress along the DNA. Even though the histone core is overwhelmingly attractive towards the DNA in the radial direction, the histone tails can cause opposing effects, such as H3 and H2A C-terminal.

Correlating our observations on the positions of histone tails with the estimates of electrostatic interactions with DNA, we confirm our hypothesis that they tune DNA unwrapping by the repulsive and attractive forces they exert on DNA, and their inherent conformational variability, in a non-trivial way. This “breaks the symmetry” presented in CG models that only consider the deformation of the DNA and interactions with the histone core, and points to more complex interactions taking place in nucleosomal DNA. We therefore propose the application of our methodology in conjunction with CG models that treat the mechanical properties of the DNA.
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Appendix A. Supplementary data

Molecular representations of medoids 15, 16, and 17, additional information on the k-medoids clustering analysis, DNA-histone tail proximity plots, and plots of the axial and radial electrostatic forces and the electrostatic potential are provided in the Supplementary Material.

Supplementary data associated with this article can be found, in the online version, at https://doi.org/10.1016/j.csbj.2020.09.034.
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