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Abstract. We consider the classical Cauchy problem for the linear heat equation and integrable initial data in the Euclidean space $\mathbb{R}^N$. We show that given a weighted $L^p$-space $L^p_w(\mathbb{R}^N)$ with $1 \leq p < \infty$ and a fast-growing weight $w$, there are Schauder bases $(e_n)_{n=1}^\infty$ in $L^p_w(\mathbb{R}^N)$ with the following property: given a positive integer $m$, there exists $n_m > 0$ such that, if the initial data $f$ belong to the closed linear space of $e_n$ with $n \geq n_m$, then the decay rate of the solution of the heat equation is at least $t^{-m}$. Such a basis can be constructed as a perturbation of any given Schauder basis. The proof is based on a construction of a basis of $L^p_w(\mathbb{R}^N)$, which annihilates an infinite sequence of bounded functionals.

1. Introduction

Given an integrable function $f \in L^1(\mathbb{R}^N)$ in the Euclidean space $\mathbb{R}^N$, $N \in \mathbb{N}$, the unique solution of the classical Cauchy problem for the linear heat (or diffusion) equation

$$\partial_t u(x, t) = \Delta u(x, t) \quad \text{for } x \in \mathbb{R}^N, \quad t > 0 \quad (1.1)$$
$$u(x, 0) = f(x) \quad \text{for } x \in \mathbb{R}^N, \quad (1.2)$$

has the decay rate $t^{-N/2}$ for large “times” $t$:

$$\|u(\cdot, t)\|_{\infty} := \sup_{x \in \mathbb{R}^N} |u(x, t)| \leq Ct^{-N/2}$$

(for simplicity, we will only consider the decay rates measured in the sup-norm of the $x$-space). This follows directly from the solution formula

$$u(x, t) = e^{t\Delta} f(x) := \frac{1}{(2\pi t)^{N/2}} \int_{\mathbb{R}^N} e^{-\frac{1}{4t}(x-y)^2} f(y)dy, \quad (1.3)$$

where we write $x^2 := |x|^2 = \sum_{j=1}^N x_j^2$ for vectors $x = (x_1, \ldots, x_N) \in \mathbb{R}^N$ and $\Delta = \sum_{j=1}^N \partial_j^2 = \sum_{j=1}^N (\partial/\partial x_j)^2$ for the Laplacian. For general initial data $f \in L^1(\mathbb{R}^N)$, which is not necessarily positive, cancellation phenomena may cause faster decay rates. For example, in the case $N = 1$, if $f$ is such that $\int_{-\infty}^\infty f(x)dx = 0$, then a simple argument shows that $e^{t\Delta} f$ decays at least with the speed $t^{-1}$.
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To describe our main result on decay rates, we fix a continuous weight function $w : \mathbb{R}^N \to \mathbb{R}^+$ with symmetry $w(x) := w(-x)$ for all $x \in \mathbb{R}^N$. We assume $w$ is fast growing which means that
\[
\sup_{x \in \mathbb{R}^N} \frac{1}{w(x)} (1 + |x|)^m < \infty \quad \forall m \in \mathbb{N}.
\] (1.4)

Given $p \in [1, \infty)$, we denote by $L^p_w(\mathbb{R}^N)$ the weighted $L^p$-space on $\mathbb{R}^N$ endowed with the norm
\[
\|f\|_{p,w} := \left( \int_{\mathbb{R}^N} |f(x)|^p w(x) dx \right)^{1/p}.
\] (1.5)

Our main result, in addition to Theorem 2.2 on Schauder bases which annihilate linear functionals, reads as follows (definitions related to Schauder bases are recalled below):

**Theorem 1.1.** Let $1 \leq p < \infty$ and let the weight $w$ satisfy the conditions above. There exists a Schauder basis $(e_n)_{n=1}^\infty$ of the Banach space $L^p_w(\mathbb{R}^N)$ with the following property: given $m \in \mathbb{N}$, there exists $n_m \in \mathbb{N}$ such that any initial data $f$
\[
f = \sum_{n=1}^\infty f_n e_n \in L^p_w(\mathbb{R}^N),
\]
with the property $f_n = 0$ for all $n = 1, \ldots, n_m$, has the fast decay property
\[
\|e^{t\Delta} f\|_{\infty} \leq \frac{C}{tm^{1/2}} \|f\|_{p,w}
\] (1.6)
for all $t \geq 1$.

Moreover, if $p > 1$, given any Schauder basis $(\tilde{e}_n)_{n=1}^\infty$ of the space $L^p_w(\mathbb{R}^N)$ and an arbitrary $0 < \varepsilon < 1$, one can find a basis $(e_n)_{n=1}^\infty$ with the above described property such that the linear map (change of basis operator) defined by $T \tilde{e}_n = e_n$ is an isomorphism from $L^p_w(\mathbb{R}^N)$ onto itself satisfying
\[
\|\text{id} - T\| < \varepsilon,
\]
where $\text{id}$ is the identity operator on $L^p_w(\mathbb{R}^N)$.

In other words, if initial data are included in the finite co-dimensional subspace $G_m = \text{sp}(e_n : n \geq n_m)$, then the corresponding solution decays at least at the speed $t^{-m}$, leaving out finitely many coordinates in the Banach space of initial data makes the solution decay fast. The subspace $G_m$ thus has an explicit description in terms of the Schauder basis.

The last statement means that such a basis can be obtained as a “perturbation” of any given basis.

**Remark 1.2.** (a) We emphasize the functional analytic aspect of our result, which, according to general experience, is also of importance when writing efficient, stable numerical algorithms for solutions of partial differential equations.
There is room for further research: for example, we have not tried to minimize the numbers $n_m$, although this question would probably be relevant from the numerical point of view. Also, we have not made an attempt to consider nonlinear perturbations of the heat equation, although such considerations would no doubt be well motivated in view of [11,21].

(b) By classical arguments, the heat kernel in (1.3) can be expanded as the series
\[
e^{\frac{1}{4t}(x-y)^2} = \sum_{n\in\mathbb{N}_0} \frac{1}{t^{n/2}} H_n(x)y^n
\]
where $H_n$ are suitably normalized Hermite functions. If $m \in \mathbb{N}$, one can write a given $f$, say, belonging to $L^2_w(\mathbb{R})$ with $w(x) = e^{-x^2/2}$, as
\[
f = \sum_{n=1}^m f_n H_n + g,
\]
where the coefficients $f_n$ are chosen such that $\int_{\mathbb{R}} y^ng(y)dy = 0$ for $n = 1, \ldots, m$. Then, the solution with initial data $g$ has the decay rate $t^{-(m+1)/2}$. This known observation yields information resembling our result. However, it does not give a general result on Schauder basis like Theorem 1.1, although it might be used as a starting point for an alternative proof for some special cases of weights, for which the Hermite functions are naturally related. We also mention [6], Appendix A, where analogous results in the form of spectral decompositions are derived for more general equations.

There is an extensive literature dealing with the decay rate of the solution to the Cauchy problem of the heat equation. For example, precise decay rates in the linear case have been considered in [2], although most of the recent research is concentrated on semilinear or other nonlinear generalizations of (1.1)–(1.2). As a slightly random sample, we mention the papers [3–5,8–10,13–15,17,18,23]; see also the monograph [19] for an exposition. We especially mention the papers [1,10–12,20,21], where the asymptotic large time behavior of the semilinear problem is considered by separating the faster decay of terms with vanishing integrals. The paper [11] contains the state of art in this direction and in fact has partially been a source of inspiration for the present work.

As for the contents of our paper, in Sect. 2 we study shrinking Schauder basis and introduce a generalization of the notion, which is necessary to deal with the non-reflexive case $p = 1$. The main result is Theorem 2.2 concerning the existence of Schauder basis annihilating given continuous linear functionals. In Sect. 3 we complete the proof of Theorem 1.1 by using the results of Sect. 2.

We will use the following general notation. By $C$, $C'$, etc., we denote generic positive constants, the exact value of which may change from place to place. The possible dependence, say, on a parameter $p$ is indicated as $C_p$. By supp $f$ we denote the support of a function $f$ and by sp $(A)$ the linear span of a subset $A$ of a vector space. Its closure is denoted by sp $(A)$. We write $\mathbb{N} = \{1, 2, \ldots\}$, $\mathbb{N}_0 = \{0\} \cup \mathbb{N}$, and $\mathbb{R}^\pm = \{x \in \mathbb{R} : \pm x \geq 0\}$. The characteristic or indicator function of a set $A$ is denoted by $1_A$. 
We use standard notation $L^p(\mathbb{R}^N)$, $L^p(0,1)$, etc., for unweighted Lebesgue spaces. Moreover, $X^*$ stands for the dual of a Banach space $X$, i.e., the space of bounded linear functionals on $X$. The norm of $X^*$ is denoted $\|\cdot\|_{X^*}$. The identity operator $X \to X$ is denoted by $\text{id}_X$. For a linear operator $T$ between Banach spaces, $\|T\|$ denotes the operator norm.

If $X$ denotes a separable Banach space over the scalar field $\mathbb{K}$ (either $\mathbb{R}$ or $\mathbb{C}$), we recall that a sequence $(e_n)_{n=1}^{\infty} \subset X$ is a Schauder basis, or briefly a basis, if every element $f \in X$ can be presented as a convergent sum $f = \sum_{n=1}^{\infty} f_n e_n$, where the numbers $f_n \in \mathbb{K}$ are unique for $f$. For example, in a separable Hilbert space, every orthonormal basis is a Schauder basis. There are many well-known constructions of Schauder bases in classical Banach spaces; among them, the wavelet bases are the most studied in the recent years. We refer to [16,22] for this topic.

2. On shrinking Schauder bases

Given a Schauder basis $(e_n)_{n=1}^{\infty}$ of a separable Banach space $X$, we denote for every $n \in \mathbb{N}$ by $P_n$ the basis projection

$$P_n f = P_n \left( \sum_{k=1}^{\infty} f_k e_k \right) = \sum_{k=1}^{n} f_k e_k \quad \text{where} \quad f = \sum_{k=1}^{\infty} f_k e_k \in X.$$ 

The number $K = \sup_n \|P_n\|$ is called the basis constant of $(e_n)_{n=1}^{\infty}$; the supremum defining $K$ is always finite, see [16].

**Definition 2.1.** Let $x^* \in X^*$. We say that a Schauder basis $(e_n)_{n=1}^{\infty}$ of $X$ is **shrinking** with respect to $x^*$ if

$$\lim_{n \to \infty} \|x^* \circ (\text{id}_X - P_n)\|_{X^*} = 0. \quad (2.1)$$

For a basis $(e_n)_{n=1}^{\infty}$ of $X$, consider the biorthogonal functionals $e^*_n \in X^*$, where $e^*_n(e_m) = \delta_{mn}$ (Kronecker delta); let $W = \text{sp}\{e^*_n : n \in \mathbb{N}\} \subset X^*$. It is easily seen that $(e^*_n)_{n=1}^{\infty}$ is a Schauder basis of $W$ with the basis projections $P^*_n$, where $P^*_n(x^*) = x^* \circ P_n$ for $x^* \in X^*$. However, we have $W \neq X^*$ in general. We obtain that $(e_n)_{n=1}^{\infty}$ is shrinking with respect to $x^* \in X^*$, if and only if $x^* \in W$.

Definition 2.1 extends slightly the classical notion of a shrinking basis, see [16]. A basis $(e_n)_{n=1}^{\infty}$ of $X$ is shrinking, if it is shrinking with respect to all elements in $X^*$ in the sense of the preceding definition, i.e., if $W = X^*$. In this case $X^*$ must be separable. It is well known that every basis of $X$ is shrinking, if $X$ is reflexive. Again, see [16] for more details.

The proof of Theorem 1.1 will be based on the following result.

**Theorem 2.2.** Let $x^*_m \in X^*$ for all $m \in \mathbb{N}$, and let $0 < \varepsilon < 1$. Assume that $(e_n)_{n=1}^{\infty}$ is a Schauder basis of $X$ which is shrinking with respect to all $x^*_m$. Then, there exists an increasing sequence $(n_m)_{m=1}^{\infty} \subset \mathbb{N}$ and a basis $(e_n)_{n=1}^{\infty}$ of $X$ such that

$$x^*_m(e_n) = 0 \quad \text{for all} \quad n \geq n_m. \quad (2.2)$$
If $T : X \to X$ is the linear change of basis operator with $T \tilde{e}_n = e_n$ for all $n$, then we have

$$\| \text{id}_X - T \| < \varepsilon.$$  \hfill (2.3)

Obviously, since $0 < \varepsilon < 1$, condition (2.3) means that $T$ is a bijection and the new basis $(e_n)_{n=1}^{\infty}$ can be considered as perturbation of the given basis $(\tilde{e}_n)_{n=1}^{\infty}$.

For the proof of Theorem 2.2, we need the following elementary and well-known observation.

**Lemma 2.3.** Let $(g_n)_{n=1}^{\infty}$ be a basis of the Banach space $Y$ with basis projections $Q_n$, $n \in \mathbb{N}$, and basis constant $K$. Moreover, let $T : Y \to Y$ be a linear operator with $c := \| \text{id}_Y - T \| < 1$. Then $(Tg_n)_{n=1}^{\infty}$ is a basis of $Y$ with basis constant at most $K(1 + c)/(1 - c)$.

**Proof.** By the assumption and the Neumann series, $T$ is an isomorphism (linear homeomorphism), and we have $T^{-1} = \sum_{k=0}^{\infty} (\text{id}_Y - T)^k$, hence $\|T^{-1}\| \leq (1 - c)^{-1}$. Moreover, $\|T\| \leq 1 + \|\text{id}_Y - T\| \leq 1 + c$. Hence, $(Tg_n)_{n=1}^{\infty}$ is a basis of $Y$ with basis projections $TP_nT^{-1}$ and basis constant at most $K \|T\| \|T^{-1}\| \leq K(1 + c)/(1 - c)$. \hfill $\square$

**Proposition 2.4.** Let $(\tilde{g}_n)_{n=1}^{\infty}$ be a basis of the Banach space $Y$ with basis projections $Q_n$, $n \in \mathbb{N}$, and basis constant $K$. Moreover, let $L, M \in \mathbb{N}$ and assume that $y_m^* \in Y^*$, $m \in \mathbb{N}$, satisfy

$$y_1^*(\text{id}_Y - Q_L)Y, \ldots, y_M^*(\text{id}_Y - Q_L)Y = 0$$

and

$$\lim_{n \to \infty} \|y_m^*(\text{id}_Y - Q_n)Y\| = 0 \text{ for all } m.$$ \hfill (2.4)

Then for any $\delta > 0$ there is a basis $(g_n)_{n=1}^{\infty}$ of $Y$ and an index $N > L$ with

$$g_n = \tilde{g}_n, \quad n = 1, \ldots, N,$$

$$y_{M+1}^*(g_n) = 0 \text{ if } n > N, \quad y_k^*(g_n) = 0 \text{ for } k = 1, \ldots, M \text{ and } n \geq L + 1,$$ \hfill (2.5)

and

$$\|\text{id}_Y - S\| \leq \delta$$ \hfill (2.6)

for the linear operator $S : Y \to Y$ with $S\tilde{g}_n = g_n$ for all $n \in \mathbb{N}$. The basis constant of $(g_n)_{n=1}^{\infty}$ is at most $K(1 + \delta)$.

**Proof.** If $y_{M+1}^*(\text{id}_Y - Q_L)Y = 0$ then we can take $g_n = \tilde{g}_n$ for all $n$. Otherwise let $N > L$ be large enough and put

$$\rho = \frac{\|y_{M+1}^*(\text{id}_Y - Q_N)Y\|}{\|y_{M+1}^*(Q_N - Q_L)Y\|}.$$
According to (2.4), we can choose $N$ so large that

$$(K + 1)\rho < \min(\delta, 1) \quad \text{and} \quad K \left(\frac{1 + (1 + K)\rho}{1 - (1 + K)\rho}\right) < K(1 + \delta). \quad (2.7)$$

In fact $\rho$ can be made arbitrarily small since the denominator in the definition of $\rho$ goes to $\|y^*_M + 1(\text{id}_Y - Q_L)Y\| > 0$ if $N$ tends to $\infty$, while the numerator tends to 0 in view of (2.4). We find $x \in (Q_N - Q_L)Y$ with $\|x\| = 1$ and $\|y^*_M + 1(x)\| = \|y^*_M + 1(Q_N - Q_L)Y\|$. (Take into account that $(Q_N - Q_L)Y$ is finite dimensional.)

Put $Sf = f$ if $f \in Q_N Y$ and

$$Sg = g - \frac{y^*_M + 1(g)}{\|y^*_M + 1(Q_N - Q_L)Y\|} x \quad \text{if} \ g \in (\text{id}_Y - Q_N)Y. \quad (2.8)$$

Then we have

$$\|f + g - S(f + g)\| = \|g - Sg\| \leq \rho \|g\| \leq \rho(K + 1)\|f + g\| \leq \delta\|f + g\|. \quad (2.9)$$

Let $g_n = S\tilde{g}_n$ for all $n$. According to Lemma 2.3 and in view of (2.7), $(g_n)_{n=1}^\infty$ is a basis of $Y$ with basis constant smaller than or equal to

$$K \left(\frac{1 + (K + 1)\rho}{1 - (1 + K)\rho}\right) \leq K(1 + \delta).$$

Formula (2.8) yields $y^*_M + 1(g_j) = 0$ if $j > N$. Moreover, since $x \in (\text{id}_Y - Q_L)Y$, we have $y^*_k(g_l) = 0$ for $k \leq M, l \geq L + 1$. Together with (2.9), this proves the proposition. \qed

Conclusion of the proof of Theorem 2.2. Consider $\delta_n > 0$ such that

$$\delta_1 + \sum_{m=2}^\infty \left(\prod_{k=1}^{m-1}(1 + \delta_k)\right) \delta_m \leq \varepsilon, \quad \text{and} \quad K \prod_{n=1}^\infty (1 + \delta_n) \text{ converges.}$$

Then, we use induction and apply Proposition 2.4 as follows.

We start with the basis $(\tilde{e}_n)_{n=1}^\infty =: (e_n^{(1)})_{n=1}^\infty$ and $n_1 := 0$. If we are in the step $m$, and we already have the indices $n_k, k \leq m$, and a basis $(e_n^{(m)})_{n=1}^\infty$ with basis constant at most

$$K \prod_{k=1}^{m-1}(1 + \delta_k),$$

such that $x^*_k(e_n^{(m)}) = 0$ for all $n \geq n_k$ and all $k \leq m$, then we apply Proposition 2.4 with $\tilde{g}_n = e_n^{(m)}, L = n_m, M = m$ and $\delta = \delta_m$. This yields an index $N > n_m$ and a basis $(e_n^{(m+1)})_{n=1}^\infty$ with basis constant not larger than

$$K \prod_{k=1}^m(1 + \delta_k).$$
such that, in view of (2.5), \( e_n^{(m+1)} = e_n^{(m)} \) for \( n \leq N \) and \( x^*(e_n^{(m+1)}) = 0 \) for all \( n > N \). We obtain
\[
||id_X - S_{m+1}|| \leq \delta_{m+1}
\]
for the linear operator \( S_{m+1} : X \to X \) with \( S_{m+1}e_n^{(m)} = e_n^{(m+1)} \) for all \( n \). Put \( n_{m+1} = N \) and continue the induction.

At the \( m \)th step of the process, the first \( n_m \) elements of the basis remain unchanged so that we end up with a basic sequence (a Schauder basis of its closed linear span) \( (e_n)_{n=1}^{\infty} \) with basis constant at most
\[
K \prod_{k=1}^{\infty} (1 + \delta_k)
\]
and such that (2.2) holds. In view of (2.6) the linear operator \( T : X \to X \) with \( T \tilde{e}_n = e_n \) for all \( n \) satisfies
\[
||id_X - T|| \leq ||id_X - S_1 + S_1 - S_2S_1 + S_2S_1 - S_3S_2S_1 + \cdots ||
\leq ||id_X - S_1|| + \sum_{m=2}^{\infty} ||id_X - S_m|| \prod_{k=1}^{m-1} ||S_k||
\leq \delta_1 + \sum_{m=2}^{\infty} \left( \prod_{k=1}^{m-1} (1 + \delta_k) \right) \delta_m \leq \varepsilon.
\]
If we choose \( \varepsilon < 1 \), then \( T \) is surjective and \( (e_n)_{n=1}^{\infty} \) is a basis of \( X \) with the required properties.

\[\square\]

3. Proof of Theorem 1.1

We start the proof of Theorem 1.1 by some preparations. Given a measurable function \( g \) on \( \mathbb{R}^N \), we denote by \( \Phi_g \) the functional
\[
\Phi_g(f) = \int_{\mathbb{R}^N} g(y) f(y) \, dy,
\]
which is defined for measurable functions \( f \) on \( \mathbb{R}^N \) such that the integral converges. Let us first show the following result.

THEOREM 3.1. Let \( 1 \leq p < \infty \) and let for all \( m \in \mathbb{N} \) the functions \( h_m : \mathbb{R}^N \to \mathbb{R} \) be measurable such that, if \( p > 1 \),
\[
\int_{\mathbb{R}^N} \left( \frac{|h_m(y)|^p}{w(y)} \right)^{1/(p-1)} \, dy < \infty,
\]
or, if \( p = 1 \),
\[
all \ h_m/ w \ are \ continuous \ and \ can \ be \ continuously \ extended \ to \ [\ -\infty, \ \infty\ ]^N.
\]
Then, every $\Phi_{h_m}$ defines a bounded linear functional on $L^p_w(\mathbb{R}^N)$, and there are a Schauder basis $(e_n)_{n=1}^{\infty}$ of $L^p_w(\mathbb{R}^N)$ and indices $n_1 < n_2 < \cdots$ such that

$$\Phi_{h_m}(e_n) := \int_{\mathbb{R}^N} h_m(y) e_n(y) dy = 0 \quad \text{for all} \quad n \geq n_m.$$  

Moreover, if $p > 1$, a basis $(\tilde{e}_n)_{n=1}^{\infty} \subset X$ is given and $\varepsilon > 0$ is arbitrary, then the above mentioned basis $(e_n)_{n=1}^{\infty}$ can be chosen such that

$$\|\text{id}_X - T\| < \varepsilon, \quad (3.3)$$

where $T : X \to X$ is the linear operator defined by with $T\tilde{e}_n = e_n$ for all $n$.

**Proof.** If $p > 1$, then $(3.1)$ implies, for every $f \in L^p_w(\mathbb{R}^N)$,

$$\left| \int_{\mathbb{R}^N} h_m(y) f(y) dy \right| \leq \int_{\mathbb{R}^N} \frac{|h_m(y)|}{w(y)^{1/p}} |f(y)| w(y)^{1/p} dy \leq \left( \int_{\mathbb{R}^N} \frac{|h_m(y)|^p}{w(y)} dy \right)^{1/p} \left( \int_{\mathbb{R}^N} |f(y)|^p w(y) dy \right)^{1/p} \quad (3.4)$$

in view of the Hölder inequality. This means that $\Phi_{h_m}$ is a bounded linear functional on $L^p_w(\mathbb{R}^N)$. Since $L^p_w(\mathbb{R}^N)$ is reflexive, the theorem follows from Theorem 2.2.

Let us deal with the case $p = 1$. We consider the Haar system $(e_n)_{n=1}^{\infty}$ in $L^1(0, 1)$, where $e_1 \equiv 1$ and

$$e_{2^k+j}(t) = \begin{cases} 
1, & \text{if } t \in [(2j-2)2^{-k-1}, (2j-1)2^{-k-1}], \\
-1, & \text{if } t \in [(2j-1)2^{-k-1}, (2j)2^{-k-1}], \\
0, & \text{otherwise},
\end{cases}$$

for $k = 0, 1, 2, \ldots$ and $j = 1, \ldots, 2^k$. It is well known that the Haar system is a Schauder basis for $L^1(0, 1)$ with basis constant 1. Put

$$A_{2^k+j-1} = \left[ \frac{j-1}{2^k}, \frac{j}{2^k} \right].$$

Then, we have $I_{A_1} = e_1$, $I_{A_2} = (e_1 + e_2)/2$ and $I_{A_3} = (e_1 - e_2)/2$. By induction we see that any element $I_{A_m}$ is a linear combination of the Haar functions $e_n$.

It is well known that there is a linear order on the indices $\alpha = (n_1, \ldots, n_N)$ such that the functions $\tilde{u}_{\alpha}$ with

$$\tilde{u}_{\alpha}(s_1, \ldots, s_N) = e_{n_1}(s_1) \cdots e_{n_N}(s_N), \quad (s_1, \ldots, s_N) \in [0, 1]^N$$

form a Schauder basis of $L^1([0, 1]^N)$ whose biorthogonal functionals are, up to constant factors, the functionals $\Psi_{\tilde{u}_{\alpha}}$ with

$$\Psi_{\tilde{u}_{\alpha}}(f) = \int_{[0,1]^N} \tilde{u}_{\alpha}(s) f(s) ds.$$
and \( \| \Psi_{\tilde{u}_\alpha} \| = \| \tilde{u}_\alpha \|_\infty \), see [7]. We obtain that all functions of the form \( 1_{A_{k_1} \times \cdots \times A_{k_N}} \) are elements of the linear span of the biorthogonal functionals of the norm closure of the linear span of the basis elements \( \tilde{u}_\alpha \).

Now define \( \gamma : 0, 1^N \to \mathbb{R}^N \) by
\[
\gamma(s) = \left( \tan \left( \pi (s_1 - 2^{-1}) \right), \ldots, \tan \left( \pi (s_N - 2^{-1}) \right) \right), \quad \text{for } s = (s_1, \ldots, s_N)
\]
and
\[
(Sf)(s) = f(\gamma(s))w(\gamma(s)) \prod_{k=1}^N \frac{\pi}{\cos^2(\pi (s_k - 2^{-1}))}, \quad \text{for } f \in L^1_{w}(\mathbb{R}^N).
\]
Then, \( S \) is an isometric isomorphism between \( L^1_{w}(\mathbb{R}^N) \) and \( L^1([0, 1]^N) \). Since
\[
\int_{\mathbb{R}^N} h_m(y) f(y) dy = \int_{[0, 1]^N} \frac{h_m(\gamma(s))}{w(\gamma(s))} (Sf)(s) ds,
\]
we obtain \( \Phi_{h_m}(f) = \Psi_{h_{m, \gamma}}(Sf) \). In view of the assumptions (3.2), the function \( h_m \circ \gamma / w \circ \gamma \) can be continuously extended from \([0, 1]^N \to [0, 1]^N \) and hence is uniformly continuous there. Therefore, we find, for every \( \varepsilon > 0 \), a linear combination \( g \) of the functions \( 1_{A_{k_1} \times \cdots \times A_{k_N}} \) with \( \| g - h_m \circ \gamma / w \circ \gamma \|_\infty \leq \varepsilon \). Hence \( \Psi_{h_{m, \gamma}} \) are elements of the norm closure of the linear span of the biorthogonal functionals of \( (\tilde{u}_\alpha) \). This means that the basis \( (\tilde{u}_\alpha) \) is shrinking for the functionals \( \Psi_{h_{m, \gamma}} \). Then, Theorem 2.2 yields a basis \( (u_n)_{n=1}^\infty \) of \( L^1([0, 1]^N) \) and indices \( n_1 < n_2 < \cdots \) such that \( \Psi_{h_{m, \gamma}}(u_n) = 0 \) if \( n \geq n_m \). Put \( e_n = S^{-1}u_n \). Hence, \( (e_n)_{n=1}^\infty \) is a basis of \( L^1_{w}(\mathbb{R}^N) \) which satisfies the assertion of the theorem in view of (3.5).

We now return to the proof of Theorem 1.1. Fix \( x \in \mathbb{R}^N, t > 0 \) and put
\[
g(y) = \exp(-y^2), \quad g_x(y) = g((x - y)/\sqrt{4t}), \quad y \in \mathbb{R}^N.
\]
For any \( \alpha \in \mathbb{N}_0^N \), we have
\[
D^\alpha g_x(y) = \frac{(-1)^{|\alpha|}}{(4t)^{|\alpha|/2}} (D^\alpha g)((x - y)/\sqrt{4t}).
\]
Let us denote by \( m(\alpha) \in \mathbb{N}_0 \) an ordering all multi-indices \( \alpha \) such that in particular \( m(\alpha) < m(\beta) \) for all \( \alpha, \beta \) with \( |\alpha| < |\beta| \). Then, we define for every \( m \in \mathbb{N}_0 \) the functions \( h_m \),
\[
h_m(y) = y^\alpha, \quad y \in \mathbb{R}^N,
\]
where \( \alpha \) is such that \( m = m(\alpha) \).

It follows easily from the choice of the weight in (1.4), that the functions \( h_m \) satisfy the assumptions of Theorem 3.1 so that \( \Phi_{h_m} \) are bounded functionals on \( L^p_{w}(\mathbb{R}^N) \) and we find a Schauder basis \( (e_n)_{n=1}^\infty \) of \( L^p_{w}(\mathbb{R}^N) \) and indices \( \nu_1 < \nu_2 < \cdots \) such that
\[
\Phi_{h_m}(e_n) = 0 \quad \text{for all } n \geq \nu_m.
\]
We define the numbers $n_m$ appearing in the theorem, as follows: if $m(\alpha)$ is the largest number under the condition $|\alpha| < m$, then we set

$$n_m := \nu_{m(\alpha)}$$

(3.10)

Thus, the choice of the numbers $m(\alpha)$ and (3.9) implies that

$$\Phi_{h_{m(\alpha)}}(e_n) = 0 \quad \text{for all } n \geq n_m, \text{ all } \alpha \text{ with } |\alpha| < m.$$  

(3.11)

The statement about the change of basis operator in Theorem 1.1 follows from (3.3).

There remains to show the fast decay property (1.6). Let us fix an arbitrary $\tilde{m} \in \mathbb{N}$. The multidimensional Taylor formula yields a function $\tilde{y}(\cdot)$ such that

$$g_x(y) = \sum_{|\alpha| < \tilde{m}} \frac{D^\alpha g_x(0)}{\alpha!} y^\alpha + \sum_{|\alpha| = \tilde{m}} \frac{D^\alpha g_x(\tilde{y}(\cdot))}{\alpha!} y^\alpha.$$  

(3.12)

For $\alpha$ with $|\alpha| = \tilde{m}$, we obtain constants $c_{\tilde{m}}$ (in particular independent of $t$), such that

$$\sup_{x, y} \left| \frac{D^\alpha g_x(\tilde{y}(\cdot))}{\alpha!} \right| \leq \frac{c_{\tilde{m}}}{t^{\tilde{m}/2}},$$  

(3.13)

since $g$ is the Gaussian function. Now let $f = \sum_{n \geq n_{\tilde{m}}} f_n e_n \in L^p_w(\mathbb{R}^N)$. We get by (3.12)

$$|e^{tA} f(x)| = \frac{1}{(2\pi t)^{N/2}} \left| \int_{\mathbb{R}^N} g_x(y) f(y) dy \right|$$

$$= \frac{1}{(2\pi t)^{N/2}} \left| \sum_{|\alpha| < \tilde{m}} \frac{D^\alpha g_x(0)}{\alpha!} \Phi_{h_{m(\alpha)}} \left( \sum_{n \geq n_{\tilde{m}}} f_n e_n \right) 
+ \sum_{|\alpha| = \tilde{m}} \int_{\mathbb{R}^N} \frac{D^\alpha g_x(\tilde{y}(\cdot))}{\alpha!} y^\alpha f(y) dy \right|$$  

(3.14)

Here, due to (3.11), only the last line is nonzero, and if $p > 1$, it can be bounded using (3.13) by

$$\sum_{|\alpha| = \tilde{m}} \frac{C}{t^{(N+\tilde{m})/2}} \int_{\mathbb{R}^N} \left| \frac{D^\alpha g_x(\tilde{y}(\cdot))}{\alpha!} y^\alpha f(y) \right| dy$$

$$\leq \sum_{|\alpha| = \tilde{m}} \frac{Cc_{\tilde{m}}}{t^{(N+\tilde{m})/2}} \int_{\mathbb{R}^N} |y^\alpha f(y)| dy$$

$$\leq \sum_{|\alpha| = \tilde{m}} \frac{Cc_{\tilde{m}}}{t^{(N+\tilde{m})/2}} \left( \int_{\mathbb{R}^N} |y^\alpha w(y)^{-q/p} dy \right)^{1/q} \left( \int_{\mathbb{R}^N} w(y) |f(y)|^p dy \right)^{1/p}$$

$$\leq \frac{C'_{\tilde{m}}}{t^{(N+\tilde{m})/2}} \|f\|_{p,w}$$

where $C'_{\tilde{m}}$ and $C$ are constants, $q$ is the dual exponent of $p$ and the last but one integral converges by (1.4). The modification for the case $p = 1, q = \infty$ is obvious. This yields (1.6) since $\tilde{m}$ can be chosen arbitrarily large.
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