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Abstract. The event camera is a bio-vision inspired camera with high dynamic range, high response speed, and low power consumption, recently attracting extensive attention for its use in vast vision tasks. Unlike the conventional cameras that output intensity frame at a fixed time interval, event camera records the pixel brightness change (a.k.a., event) asynchronously (in time) and sparsely (in space). Existing methods often aggregate events occurred in a predefined temporal duration for downstream tasks, which apparently overlook varying behaviors of fine-grained temporal events. This work proposes the Event Transformer to directly process the event sequence in its native vectorized tensor format. It cascades a Local Transformer (LXformer) for exploiting the local temporal correlation, a Sparse Conformer (SCformer) for embedding the local spatial similarity, and a Global Transformer (GXformer) for further aggregating the global information in a serial means to effectively characterize the time and space correlations from input raw events for the generation of effective spatiotemporal features used for tasks. Experimental studies have been extensively conducted in comparison to another fourteen existing algorithms upon five different datasets widely used for classification. Quantitative results report the state-of-the-arts classification accuracy and the least computational resource requirements, of the Event Transformer, making it practically attractive for event-based vision tasks.
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1 Introduction

In contrast to a conventional camera that outputs standard intensity frame at fixed time interval, an event camera mimics the biological behavior of the retina [3] to dynamically and asynchronously capture the brightness (intensity) change of a pixel whenever it is beyond a preset threshold. As extensively reviewed in [17], an event camera typically has a much higher response frequency (1µs vs 33ms), lower power consumption (10mW vs 300mW), and higher dynamic range (140dB vs 70dB). These advantages have led to the widespread use of event cameras in various computer vision tasks including object recognition [21, 43, 27, 39, 3], detection [35], and simultaneous localization and mapping (SLAM) [6, 81].
Fig. 1: Event data formulation. **Left:** Event camera records a sequence of events asynchronously when captures a shaking gesture. **Right:** At each pixel position \( \vec{u}_i = (x_i, y_i) \), event camera produce events \( e_i = (\vec{u}_i, t_i, p_i) \) with polarity \( p_i \) when the log brightness \( L \) changes above a threshold value at timestamp \( t_i \).

An event camera records a sequence of events asynchronously, which can be described as

\[
E = \{e_1, \ldots, e_n\}, \quad e_i = (\vec{u}_i, t_i, p_i).
\]  

(1)

Each event \( e_i \) is a tuple that has pixel position \( \vec{u}_i = (x_i, y_i) \), polarity \( p_i \in \{-1, 1\} \) at time \( t_i \). \( p_i \) indicates the increase or decrease of pixel brightness as depicted in Fig. 1. To facilitate the use of event camera in downstream tasks, we first need to represent the events appropriately. Fig. 2 depicts some common representation schemes that include frame-based [34,24,39,18,11,5,10], voxel-based [37,3,9,14,2], and spike-based [26,15] representations.

In this work, we propose to directly process the event sequence \( E \) in its native vectorized tensor format as a sequence of event words. We observe that each events \( e_i = (\vec{u}_i, t_i, p_i) \) can be viewed and represented as a word in an event sequence, akin to representation of a word in a sentence for natural language processing (NLP) applications. Different parameters for the event \( (\vec{u}_i, t_i, p_i) \) correspond to different words in a sentence. Note that a sentence in NLP tasks only presents word dynamics over time. In contrast, events occur sparsely over 2D space and asynchronously over time, which requires a representation that can preserve the joint spatiotemporal correlations.

This work proposes a novel Event Transformer to process the sequence of events \( E \) directly without event accumulation (e.g., averaging) to form a 2D frame, 3D voxel, or 2D spikes. To achieve this goal, we introduce a basic Event Transformer Block (ETB) that consists of three serial interconnected modules: local transformer (LXformer), sparse conformer (SCformer), and global transformer (GXformer). The LXformer module runs within a local 1D time duration to capture temporal correlations, the SCformer module takes the output from the LXformer and performs the spatial information embedding in a predefined 2D local spatial window, and the GXformer further aggregates the information of downscaled sequence from the SCformer in a global manner. We concatenate four ETBs to create the event transformer backbone to convert input event stream to a feature tensor. Our goal is to extensively exploit spatial and temporal...
Fig. 2: Our data representation forms and gain. (a) Different representation forms of event data. The frame-based loses the temporal information, the voxel-based lacks temporal fine-grained, the spike-based cannot be effectively optimized due to non-differentiable of impulse response function and our proposed representation treats events as a sequence of discrete tokens with image properties which can utilize the temporal information of event data and its image nature while ensuring the lossless time precision. (b) Our Event Transformer outperforms existing state of the arts while maintaining efficiency.

correlations of input event sequence by local and global information processing and generate effective spatiotemporal features for downstream tasks. Since we use common operators like multilayer perceptron (MLP) and sparse convolution, our method can be easily implemented on mainstream devices. Cascaded modules in each ETB also offer computational efficiency; for instance the GXformer runs on downscaled sequence of event features that can be achieved with local computations over segments of the event sequence.

We evaluate the proposed Event Transformer on high-level event-based classification tasks. We conducted extensive experimental studies to compare our proposed method with fourteen existing models that use frame-based, voxel-based, and spike-based representation. As shown in Fig. 2, we obtained the state-of-the-arts (SOTA) results for N-MNIST [21] (+0.4), N-Caltech101 [35] (+1.1), CIFAR10-DVS [27] (+1.5), N-CARS [39] (+0.1), and ASL-DVS [3] (+1.0) datasets respectively while reducing the amount of computational (-61%) significantly compare the previous SOTA. Our method also requires the least computational resources compared to the existing methods, which makes it a practical and useful candidate for event-based vision tasks.

The main contributions of this paper are summarized as follows.
We propose a novel representation form *vectorized tensor* that takes full advantage of the image properties of the event while maintaining the fine-grained timestamps of the event.

We propose the Event Transformer using *vectorized tensor* to fully extract the relationship between event and event.

We achieve the highest accuracy on multiple datasets while also significantly reducing model computation (only 0.51G FLOPs).

## 2 Related Work

### 2.1 Event Representation Methods

Given the popularity and prevalence of deep neural network (DNN) for 2D images, it is attractive to re-use them for event cameras. A straightforward approach is to convert event sequence into a 2D image by aggregating events in a preset time duration (e.g., 33 ms) into a gray-scale frame, as shown in Fig. 2a. A number of such frame-based event representation approaches have been proposed in [34,24,39,18,11,5,10], but they introduce motion blur by discarding the fine time granularity in event cameras. An alternative approach is to convert events into a 3D point cloud and apply 3D DNNs for different tasks. Voxel-based representation [37,3,9,14,2] converts events into a sequence of spatially-scattered 3D voxels by aggregating events in a relatively-short time duration. Some methods [26,15] represent events as impulses, as demonstrated in Fig 2a, which resemble spikes in human brain neurons and try to process them with the spiking neural network (SNN). Nevertheless, a spike in SNN is an impulse response function which is not differentiable. Thus, the inability of SNN to use gradient-based backpropagation and the need for specialized hardware implementation limit its applications.

### 2.2 Event-Based Vision

Event cameras were first used in SLAM because of their low latency and bandwidth savings compared to conventional video cameras. In SLAM, the most common vision task is the detection of calibration plates and feature points. Therefore, several methods proposed to detect corners, lines, and edges by manually designing feature extractors [7,30,41]. As event cameras are upgraded and popularized, they are increasingly used in tasks such as object recognition [21,33,27,39,3], detection [35], and segmentation [1]. Extracting semantic information from purely hand-designed features is extremely difficult; therefore, several methods have converted events into images to extract features with DNNs [29,15,14,24,18,11,11,10]. For instance, [29] stacks a period of events into a two-channel image based on their polarity, which causes a loss of temporal information and the event data converts into a long-exposure photograph. [15] adds two channels to record the timestamp of the last event. To take full advantage of the temporal information, [39] encodes the latest events into time-surfaces, but...
it loses the spatial features. [18,5] attempt to generate event frames by adaptive selection of events using learning approaches. It is worth noting that all frame-based methods require selection of a time window. A shorter window leads to insufficient accumulated data for downstream tasks, while a longer one causes motion blur and defeats the original purpose of high response rate from event cameras.

Several methods have been introduced to represent and exploit the spatio-temporal correlations in the event data by processing them as 3D points [2,14,3,9]. For instance, [2,14] try to capture the spatio-temporal connection by 3D convolution, which is widely used in 3D medical image processing. [3,9] use graph convolution network (GCN) to learn the relationship between events because event data are extremely sparse and 3D convolutions can be computationally intensive. The time required to build the graph structure can even exceed the time required for the recognition task itself. Furthermore, these methods preprocess data by voxelizing events, which reduces the temporal granularity of the event data. In particular, [14] processes the event data into voxels with a minimum resolution of 10ms for event super-resolution, which achieves high spatial resolution but loses the temporal resolution.

In addition to DNN and GNN, some methods [26,15] have used spiking neural networks (SNN) for event data classification. The design of SNNs simulating human neural response and event cameras simulating retinal activation appear to be a nice combination. Nevertheless, the challenges of training SNNs and the need for special hardware prevents SNN from being used in real-life applications [40].

In summary, the current methods for processing of events face problems in combining the spatial and temporal information and preserving the fine temporal granularity. In our method, we use the raw events data as input to ensure the lossless time precision. Inspired by recent NLP literature [12,44,8], we use a transformer to extract temporal features and fuse temporal features with spatial features by sparse convolutions.

2.3 Transformer

Transformer architecture was recently proposed in [42] and applied to machine translation, which contains self-attention layers without any recurrent or convolutional blocks. In recent years, transformer-based methods have achieved huge success in NLP [12,44,8] and vision tasks [13,28]. Transformer-based backbones achieve better performance compared to the convolution-based backbones because of their ability to model information over long duration. Recently, [32] has used video transformer to successfully process spatio-temporal information in videos. However, previous transformers [12,44,8,19,23,32] have not been able to handle event data well. The NLP transformers [42,12,44,8] cannot consider the spatial information of events data, the image transformers cannot handle the temporal relationships of events, and the video transformer [32] needs to voxelize events where the sparsity of events would result in a lot of redundant computations.
3 Approach

3.1 Backbone Architecture

Fig. 3a depicts the Event Transformer backbone that consists of four Event Transformer Blocks (ETB) to efficiently characterize the spatiotemporal correlations from input event sequence in a multistage means for output features. As shown in Fig. 3b, each ETB is formed by three serial interconnected modules: local transformer (LXformer), sparse conformer (SCformer), and global transformer (GXformer).

At the first stage, raw event sequence $E$ of size $N \times 4$ is fed into an MLP-based linear embedding layer to generate corresponding features of size $N \times C$. The original $E$ is passed all the way through the Backbone used for position encoding. As a result, both events and associated features at a size of $N \times (4 + C)$ are processed by the subsequent ETB. We intentionally remove the GXformer in ETB at this first stage to focus on the local information aggregation. The output of the first stage is then processed by subsequent stages.

Second to fourth stage implement the Event Sampling prior to the use of ETB. Each event sampling layer consists of a farthest point downsampling.
step and an MLP, which reduces the number of events uniformly by a factor of 4. The feature channel size is expanded by a factor of 4, 2, and 2 for 2nd, 3rd and 4th stage respectively. These steps eventually lead to a final output of size $\frac{N}{64} \times (16C + 4)$.

The second and third stage share the same ETB structure, while we remove the SCformer and GXformer from the ETB of the last stage. This is because the number of events are reduced significantly (i.e., from $N$ to $\frac{N}{64}$) by the aforementioned stage-wise event sampling, and a single LXformer is sufficient to capture necessary information for feature aggregation.

### 3.2 Local Transformer

Fig. 4: **Self attention in LXformer.** (a) The attention $s_{im}$ between $e_i$ and $e_m$ is calculated using query $q_i$ of $e_i$, key $k_m$ of $e_m$ and the distance $d_{im}$ between $e_i$ and $e_j$. (b) The self-attention $s_i$ is calculated using the set $G_i$ of events that are temporally close to event $e_i$.

In this section, we discuss details for the design of LXformer, SCformer, and GXformer. The input of each LXformer is an event sequence having $N$ events: $E = \{e_1, \ldots, e_N\} \in R^{N \times 4}$, each $e_i$ consists of the original 4-channel attributes. The aggregated $C$-channel features $F = \{f_1, \ldots, f_N\} \in R^{N \times C}$. Other settings of $N$ and $C$ can be easily extended. We feed $F$ into three different MLPs to derive the query, key, and value vectors of size $N \times C_h$, denoted as $Q$, $K$, and $V$, respectively. To retain the position relationships between events, we define $D = \{d_{i1}, \ldots, d_{ij}, d_{NN}\} \in R^{N \times N \times 4}$ as the relative position and compute $P E = MLP(D)$ to encode the relative position. As shown in Fig. 4 to exploit local correlation in 1D time dimension, we consider $M$ events that are temporally closest to $e_i$, and define them as $G_i \in E$. The attention between $e_i$ and its
adjacent event \( e_m \in G_i \) is computed as

\[
s_{im} = \text{MLP} \left( q_i - k_m + p e_{im} \right),
\]

where \( p e_{im} \in \text{PE} \). The self attention \( s_i \) of \( e_i \) can be written as

\[
s_i = \sum_{m \in G_i} \text{softmax}_m (s_{im}) \odot (v_m + p e_{im}).
\]

This finally leads to the output features \( Y_{local} = \{y_0, \ldots, y_N\} \in \mathbb{R}^{N \times C} \), where

\[
y_i = f_i + \text{MLP} \left( s_i \right).
\]

### 3.3 Sparse Conformer

Different from the language data that only possesses the 1D dynamics over time, events captured by the camera exhibit changes in both space and time. In addition to the local embedding using \( M \) temporally-closest events in LXformer to leverage the 1D time correlations, we suggest another local embedding in 2D space to exploit 2D spatial correlations.

To incorporate spatial correlations, we first stack features of all events that occur at the same spatial position with the same polarity for averaging, and then concatenate averaged features for respective polarity levels. The sequence of events \( \{(e_i, f_i)\}_{i=1}^N \) is converted to a 2D frame \( I \in \mathbb{R}^{H \times W \times (2+C)} \), where \( H \) and \( W \) are the height and width of the frame. Since there may be large differences after feature stacking, we then add a layer normalization \( L = \text{LN} (I) \) to prevent gradient explosion.

We extract the correlation between local 2D pixels in image \( L \) through a sparse convolution-based attention mechanism. The attention query, key, and value vectors are obtained by three different sparse convolutions \([19]\) as \( Q = \text{SPConv}_q(L) \), \( K = \text{SPConv}_k(L) \), \( V = \text{SPConv}_v(L) \). The use of sparse convolution is mainly due to the sparsely-scattered nature of events.

To reduce the computational complexity, for event \( e_i \), we compute attention only within its surrounding window \( W \) (e.g., 3×3 in this study). Specifically, for event \( e_i \) and event \( e_j \in W \), the correlation \( s_{ij} \) can be computed by their corresponding \( q_{y_i,x_i}, k_{y_j,x_j} = K(y_i, x_i) \):

\[
s_{ij} = \text{MLP} \left( q_{y_i,x_i} - k_{y_j,x_j} + p e_{ij} \right),
\]

with \( p e_{ij} = \text{MLP} \left( (y_i, x_i, p_i) - (y_j, x_j, p_j) \right) \). The self attention \( s_i \) of \( e_i \) can be written as

\[
s_i = \sum_{j \in W_i} \text{softmax}_j \left( s_{ij} \right) \odot (v_j + p e_{ij}).
\]

For the final output, we add an extra regression layer \( \phi \) consisting of MLP and GELU activation to fuse features extracted from both 2D frame and 1D sequence into \( Y_{sparse} = \{y_0, \ldots, y_N\} \in \mathbb{R}^{N \times C} \), where

\[
y_i = f_i + \phi \left( \text{concat} \left( f_i, \text{MLP} \left( s_i \right) \right) \right).
\]
3.4 Global Transformer

LXformer and SCformer aggregate local features in both space and time dimensions. Specifically, LXformer only allows the use of $M$ temporally-closest events, while the receptive field in SCformer is limited to the window $W_i$. However, for high-level vision tasks, the global relationship across all events is particularly important. If we directly enlarge the $M$ events in LXformer to all events, the computational complexity will increase from $N$ to $N^2$, which can become infeasible for large $N$.

To effectively process and embed global information without adding too much computation, we proposed to down-sample the number of events from $N$ to $M$ to obtain global $\hat{Q}, \hat{V}$ and then compute attention map with local $K$ from the original resolution. More specifically, we use the farthest point down-sampling with down-sample rate $r$ to select the most representative events $\hat{E}$. For each $e_j \in \hat{E}$, its corresponding feature $\hat{f}_j \in \hat{F}$ is calculated as

$$\hat{f}_j = \max_k (\text{MLP}(\text{concat}(e_k, f_k))), \tag{8}$$

where $e_k \in G_j$ and $G_j$ is the $\lfloor \frac{1}{r} \rfloor$ nearest events of $e_j$. Afterwards, MLP is used to map downsampled features $\hat{F} \in R^{M \times C}$ to global query $\hat{Q} \in R^{M \times C_h}$ and global value $\hat{V} \in R^{M \times C_h}$, respectively. To enable global influence of the local features, local key $K = \text{MLP}(F) \in R^{N \times C_h}$ is used to extract local information.

The output of global attention layer $s_i$ can be written as

$$s_i = \sum_{j \in \hat{E}} \text{softmax}_j (s_{ij}) \odot (\hat{v}_j + p e_{ij}), \tag{9}$$

where $s_{ij} = \text{MLP}(k_i - \hat{q}_j + p e_{ij})$ and $p e_{ij}$ is calculated the same as the position encoding in LXformer. Similar to the LXformer, we have the final output $Y_{\text{global}} = \{y_0, \ldots, y_N\} \in R^{N \times C}$ with

$$y_i = f_i + \text{MLP}(s_i). \tag{10}$$

4 Experiment

In this section, we present our experiments to evaluate the classification performance of our proposed event transformer and existing methods.

4.1 Event-Based Classification

Datasets and metrics. We test our model on five event-based classification datasets: N-MNIST [21], N-Caltech101 [33], CIFAR10-DVS [27], N-Cars [39] and ASL-DVS [3]. As shown in Table. 1, these datasets vary significantly in terms of captured camera, source of events, average duration of event stream, and dataset size. N-MNIST, N-Caltech101 and CIFAR10-DVS were shot with a laboratory version of event camera (Asynchronous Time-based Image Sensor Lab Sensor).
The data capture equipment consists of an e-link screen, a movable tripod head, and an event camera. Images from the existing MNIST [25], Caltech101 [16] and CIFAR-10 [22] are displayed on the monitor and the tripod head for the event camera is moved to generate events. Since the e-link screen does not refresh while the content remains unchanged, noisy events due to screen refresh are avoided. These events arise due to camera shake, which is different from events generated by motion in the real world. N-Cars used the event camera (Prophesee Gen1) to record 24,029 sequences of 100ms on the city roads, and split them into cars and background. ASL-DVS is a 24-class dataset of handshape recordings under realistic conditions using DAVIS240c. Compared to the previous datasets, ASL-DVS has ten times more event sequences. We train our model on the training set of each dataset separately and evaluate the Top-1 classification accuracy on the test set. For datasets (N-Caltech101, CIFAR10-DVS and ASL-DVS) without official division between training and test sets, we follow the setup introduced in [3,9,43] and randomly sample 80% of the data for training and the remaining 20% for testing.

| Dataset       | Camera          | Source †       | Avg ‡ | Data Size | Classes |
|---------------|-----------------|----------------|-------|-----------|---------|
| N-MNIST [21]  | ATIS lab sensor | shake cam      | 360ms | 60000     | 10      |
| N-Caltech101 [33] | ATIS lab sensor | shake cam      | 300ms | 8246      | 101     |
| CIFAR10-DVS [27] | ATIS lab sensor | shake cam      | 1280ms| 10000     | 10      |
| N-Cars [39]   | Prophesee Gen1  | real move      | 100ms | 24029     | 2       |
| ASL-DVS [3]   | DAVIS240c       | real move      | 100ms | 100800    | 24      |

† Source of generating events. ‡ Average duration of event stream.

**Implementation details.** For the classification task, we average the stage 4 output features of all events and feed them into a classification head consisting of MLPs and ReLU to get the final output category. The number of channels $C$ for stage 1 is set to 32. The interactive events $M$ in LXformer is set to 16. While number of the SCformer kernels is set to [64, 128, 256] for stage 1, 2, and 3, respectively. The size of window $W$ in SCformer is set to 3. And the farthest down-sampling rate $r$ in GXformer is set to 32. At training time, 1024 events are randomly sampled from the training set as input, and all events are input during inference. We train our model from scratch for 200 epochs by optimizing the cross-entropy loss using the SGD optimizer with momentum 0.9 and the batch size of 64. The learning rate starts from 0.01 and decays to 0.001 and 0.0001 at 150 and 180 epochs, respectively. The whole training process takes only a few hours (e.g., only three hours for N-Caltech101).
Table 2: Accuracy of Event-based Classification Using Various Datasets. N-M refers to N-MNIST, N-Cal to N-Caltech101, CIF10 to CIFAR10-DVS, N-C to N-Cars, and ASL to ASL-DVS.

| Method          | Type  | N-M  | N-Cal | CIF10 | N-C  | ASL |
|-----------------|-------|------|-------|-------|------|-----|
| H-First         | frame | 0.712| 0.054 | 0.077 | 0.561| -   |
| HOTS            | frame | 0.808| 0.210 | 0.271 | 0.624| -   |
| HATS            | frame | 0.991| 0.642 | 0.524 | 0.902| -   |
| EST             | frame | 0.990| 0.753 | 0.634 | 0.919| 0.979|
| AMAE            | frame | 0.983| 0.694 | 0.620 | 0.936| 0.984|
| M-LSTM          | frame | 0.986| 0.738 | 0.631 | 0.927| 0.980|
| MVF-Net         | frame | 0.981| 0.687 | 0.599 | 0.927| 0.971|
| ResNet-50       | frame | 0.984| 0.637 | 0.558 | 0.903| 0.886|
| EventNet        | voxel | 0.752| 0.425 | 0.171 | 0.750| 0.833|
| RG-CNNs         | voxel | 0.990| 0.657 | 0.540 | 0.914| 0.901|
| EV-VGCNN        | voxel | 0.994| 0.748 | 0.651 | 0.953| 0.983|
| VMV-GCN         | voxel | 0.995| 0.778 | 0.663 | 0.932| 0.989|
| Gabor-SNN       | spike | 0.837| 0.196 | 0.245 | 0.789| -   |
| PLIF            | spike | 0.996| -     | 0.697 | -    | -   |
| **Ours**        | tensor| **0.999**| **0.789**| **0.712**| **0.954**| **0.999**|

Experimental results. We compare Top-1 classification accuracy obtained from our model with frame-based methods (H-First [24], HOTS [24], HATS [39], EST [18], AMAE [11], M-LSTM [5], MVF-Net [10] and ResNet-50 [20]), voxel-based methods (EventNet [37], RG-CNNs [8], EV-VGCNN [9] and VMV-GCN [43]) and spike-based methods (Gabor-SNN [26] and PLIF [15]). The models in EST [18], M-LSTM [5] and MVF-Net [10] were pretrained using ImageNet [23]; for a fair comparison, we used the results from [43] that trains networks from scratch. For PLIF [15], the original paper divides the dataset into 9:1 for training and testing; therefore, we report the results by retraining their model with 80/20% train/test split using their official code. As shown in Table 2, our model achieves state-of-the-art results on all of the classification datasets which illustrates the effectiveness of our model and representation form.

4.2 Computational Requirements Analysis

We compare the number of parameters (Parameters), the floating point operations (FLOPs), and the final accuracy of different methods on the CIFAR10-DVS dataset in Table 3. We do not list the spike-based methods because they require special hardware devices for their inference. As shown in Table 3, we get the best performance using the least amount of computation (only 0.51G FLOPs). Our method requires a larger number of parameters compared to voxel-based methods because of a large number MLP modules. Thus, our proposed even
Table 3: Model Complexity of Different Methods

| Method     | Type    | Parameters | FLOPs    | Top-1 Accuracy |
|------------|---------|------------|---------|----------------|
| EST [15]   | frame   | 21.38M     | 4.28G   | 52.4           |
| M-LSTM [5] | frame   | 21.43M     | 4.82G   | 63.1           |
| MVF-Net [10]| frame    | 33.62M     | 5.62G   | 59.9           |
| ResNet-50 [20] | frame | 25.61M     | 3.87G   | 55.8           |
| EventNet [37] | voxel | 2.81M      | 0.91G   | 17.1           |
| RG-CNNs [3]  | voxel   | 19.46M     | 0.79G   | 54.0           |
| EV-VGCNN [9] | voxel   | 0.84M      | 0.70G   | 65.1           |
| VMV-GCN [43] | voxel   | 0.86M      | 1.30G   | 66.3           |
| Ours       | tensor  | 15.87M     | 0.51G   | 71.2           |

transformer is suitable for low-power devices in conjunction with event camera, where the computational cost is the primary concern.

4.3 Ablation Study

We conduct a number of experiments with various setting of our model as an ablation study on CIFAR10-DVS. First we analyze the efficiency of our LXformer, SCformer, and GXformer. Then we analyze the fusion process of LXformer and SCformer. Finally, we analyze the effect of the number of interactive events in LXformer, SCformer and GXformer.

**Network structure.** We demonstrate that each part of our network is essential through several sets of experiments. Table 4 shows different components of the network structure, where L, S, and G represent LXformer, SCformer and GXformer, respectively. For the comparision of Local and Local+Sparse, we found that the addition of SCformer significantly improved the model’s representation ability (+1.8). Local+Sparse+Global shows that the addition of GXformer can further aggregate global information and improve performance (+1.2). We also experimented with the placement of LXformer, SCformer, and GXformer (Global+Local+Sparse and Local+Sparse+Global), and the experimental results showed that premature aggregation of spatial and global information is not conducive to the model performance (-1.4 and -1.6). We believe that this is due to the fact that temporal relationship is the most fundamental property for event data.

**Fusion of LXformer and SCformer.** The LXformer extracts temporal features, while the SCformer extracts spatial features. We conducted a series of experiments to find the best way to fuse the two sets of features. Table 5 presents results when we try to fuse the features in three ways: Concatenate, Parallel, and Serial. In Concatenate setting, we try to connect two completely different features together by concatenating them, and then adding them to the input features after reducing their dimension using an MLP. As shown in the Table 5...
Table 4: Ablation Study of Network Structure

| Type               | Structure   | Top-1 Accuracy |
|--------------------|-------------|----------------|
| Local              | [L, L, L, L]| 68.2          |
| Local+Sparse       | [LS, LS, LS, L]| 70.0        |
| Sparse+Local+Global| [SL, SLG, SLG, L]| 69.8     |
| Global+Local+Sparse| [LS, GLS, GLS, L]| 69.6     |
| Local+Sparse+Global| [LS, LSG, LSG, L]| 71.2      |

Table 5: Ablation Study of Fusion of LXformer and SCformer

| Type               | Combination                          | Top-1 Accuracy |
|--------------------|--------------------------------------|----------------|
| Concatenate        | $Y = X + \text{MLP(Concat(L(X)+S(X)))}$ | 62.0          |
| Parallel           | $Y = X + L(X)+S(X)$                   | 70.0          |
| Serial             | $Y = X + S(X+L(X))$                   | 71.2          |

† Symbol definition: $X$ is the input features, $Y$ is the output, $L$ is the LXformer and $S$ is the SCformer.

this will have an adverse impact on the model performance (-9.2). We believe this is because of the lack of residual connection between input features and output features both in LXformer and SCformer, which is important for transformers. Then we compared the performance of connecting the two features in parallel and series. The experimental results show that the temporal information aggregated by LXformer can help SCformer to extract the spatial information when using serial fusion (+1.2). Therefore we chose to place the SCformer module after the LXformer module in our proposed model.

**Number of closest events in LXformer.** In LXformer, we interact each event with $M$ events that occur adjacent to it in the temporal sequence, and here we experiment with the number of closest events. Table 6 shows that when the number of closest events is small ($M = 4$ or $M = 8$), LXformer cannot extract enough content information (the performance drops -5.4 and -1.2, respectively). When the number is very large ($M = 32$ or $M = 64$), it introduces too many noisy events and causes a loss of attention (the performance drops -0.3 and -1.6, respectively).

**Size of interactive window in SCformer.** In SCformer, we compute self attention for each event in the frame plane for a window size of $W$. Therefore, we experimented with the size of the window $W$. The experimental results shown in Table 7 illustrate that if the window size is $1 \times 1$, the self attention degenerates to a general conv. The best results are achieved when the window size is $3 \times 3$. And when the window size is further increased, it does not bring better gain.
Table 6: Ablation Study of Closest Events in LXformer

| M Closest Events in LXformer | 4   | 8   | 16  | 32  | 64  |
|-----------------------------|-----|-----|-----|-----|-----|
| Top-1 Accuracy              | 65.8| 69.0| 71.2| 70.9| 69.6|

Table 7: Ablation Study of Window Size in SCformer

| Size of W in SCformer       | 1 x 1| 3 x 3| 5 x 5| 7 x 7| 9 x 9|
|-----------------------------|------|------|------|------|------|
| Top-1 Accuracy              | 69.9 | 71.2 | 71.1 | 71.0 | 70.6 |

**Down-sample rate in GXformer.** Finally, we evaluated the impact of down-sampling rate $r$ in GXformer on the model performance. As shown in Table 8 when the down-sampling rate $r$ is 1, which means no down-sampling, GXformer degenerates to LXformer. The experimental results show that when the $r$ is small (1 and 8), the global information extracted is not comprehensive (-1.4 and -0.9). And when the $r$ is too larger (64 and 128), it leads to excessive information loss (-0.6 and -1.1). Therefore we finally choose a downsampling rate of 32.

Table 8: Ablation Study of Down-sample Rate in GXformer

| Down-sample rate $r$ in GXformer | 1   | 8   | 32  | 64  | 128 |
|----------------------------------|-----|-----|-----|-----|-----|
| Top-1 Accuracy                   | 69.8| 70.3| 71.2| 70.6| 70.1|

5 Conclusion

Existing methods for processing event camera data lose the fine temporal granularity of events. In this paper, we consider event data as a sequence of event words, and process them sequentially while capturing and exploiting the spatial and temporal correlations in the data. Inspired by the transformer-based methods, which have had great success in natural language processing, we propose a novel Event Transformer that combines the time-domain sequence property of event data with the space-domain nature of the images. Our experiments demonstrate that our proposed model achieves the state-of-the-art results on classification. We hope our work can provides a new way of processing event data for a variety of vision tasks.
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