Modeling vibrational behavior of silicon nanowires using accelerated molecular dynamics simulations
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Abstract. The classical methods utilized for modeling nano-scale systems are not practical because of the enlarged surface effects that appear at small dimensions. Contrarily, implementing more accurate methods is followed by prolonged computations as these methods are highly dependent on quantum and atomistic models, and they can be employed for very small sizes in brief time periods. In order to speed up the Molecular Dynamics (MD) simulations of the silicon structures, Coarse-Graining (CG) models are put forward in this research. The procedure involves establishing a map between the main structure’s atoms and the beads comprising the CG model and modifying the parameters of the system so that the original and the CG models can reach identical physical parameters. The accuracy and speed of this model are investigated through various static and dynamic simulations and by assessing the effect of size. The simulations show that for a nanowire with thickness over 10 a, where parameter a is the lattice constant of diamond structure, Young’s modulus obtained by CG and MD models differs by less than 5 percent. The results also show that the corresponding CG model performs 190 times faster than the AA model.
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1. Introduction

With the recent developments in the leading field of nanotechnology, there has been a dramatic increase in the number of nano-products worldwide. Silicon materials are among the most significant constitutents of a wide range of nano-scale systems [1–5]. In this regard, the static and dynamic behavior of these materials should be studied in pertinently drafted experiments. However, the complexity and high costs of performing physical experiments make atomistic modeling an appropriate substitute for analyzing the nano-scale systems [6,7]. Accordingly, the designing task of a nano-scale system highly depends on the accuracy and simplicity of the utilized model [8].

The molecular dynamics method has been utilized for analyzing the characteristics of a wide range of silicon nano-scale systems in the past few decades [9–18]. Recently, every endeavor has been made with the aim of boosting the simulation speed corresponding to molecular dynamics, the most important of which include multiscale techniques [19,20] and Coarse-Graining (CG) techniques [21,22]. Linking nanometers to meters and femtoseconds to seconds for various spatial and time scales has been simplified in several multistage techniques [23]. The continuum multiscale rooted models are the basis for CG techniques that are employed to increase the simulation speeds of silicon structures. Among the various CG methods, shape-
based [24] and residue-based (Martini) [25] methods are extensively deployed in modeling biological systems.

Although shape-based [24] and Martini (residue based) [25] CG methods cannot be used for regular structures such as BCC, FCC, and diamond structures, there are some other techniques that have been developed for modeling metallic structures [26,27]. In this paper, the professed objective is to extend the technique proposed in [26,27] to silicon structures.

In the current research and in order to study silicon by molecular dynamics methods in the accelerated mode, a CG model is proposed, simulated, and modified. The atomic structure of the suggested CG model varies in the process of its development. In the first step, an appropriate mapping is constructed between beads that make up the CG model and the atoms that comprise the main structure. Afterwards, the beads’ masses and the corresponding potential parameters are adjusted such that the drafted CG model and the original framework attain the same physical parameters. The considered physical parameters include the cohesive energy, bulk modulus, and elastic constants. After carrying out the simulations and applying certain modifications, the obtained results represent a relatively accurate prediction in calculating the elastic constants and bulk modulus. In order to further investigate the drafted CG model and its speed and accuracy, the longitudinal and transversal vibrations of nanowires are examined. The acquired data depict an inverse relationship between the surface effect and model accuracy.

In the following sections, the proposed methodology is defined, a specific case is studied, and the results are represented and discussed. In Section 2, the detailed properties of the proposed technique, the mapping procedure, and the employed strategy for determining the mass of beads and potential parameters are presented. Moreover, the results of the AA and CG models are compared with those of evaluating the bulk material properties. Section 3 describes the estimation of Young’s modulus and oscillation frequencies of the nanowire and the accuracy of the CG model in determining them. The presented methodology and results are summarized in Section 4.

2. Methodology

As discussed earlier, a CG model for studying static and dynamic behavior of the silicon structures can yield an accurate, yet accelerated, simulation. The process of developing such a CG model is summarized in three main steps. In the first step, a mapping is constructed for linking the CG model with the atomistic system. In the next step, the beads of the proposed model are assigned mass values. Finally, the interatomic parameters of the corresponding model should be modified to enhance the model.

2.1. Mapping

According to the proposed technique, all atoms in a small given region behave the same under an external force exerted on the main material. This technique employs crystal unit cells of diamond to select the representative beads in the specified region to show the dynamics of the entire system. Hence, in order to map the beads of the CG model, a \(n^3\)-to-one map with a diamond crystal structure is utilized, where \(n\), as an integer number, is the mapping parameter. The lattice constant corresponding to this mapping is:

\[
a_{CG} = na_{AA},
\]

in which \(n\) represents assigned values of 2, 3, ··· and AA represents the all-atom model. In this mapping, the volume of the system remains constant before and after mapping. The AA model and three sample mappings of \(n\) values equal to 2, 3, and 6 are depicted in Figure 1.

2.2. Mass of beads

The mapping developed in Section 2.1 needs to be completed by assigning values to the mass of beads. Each bead as a representative of a region has a mass equal to the sum of the mass of all the atoms of that region. Since each bead of the CG model represents \(n^3\) atoms as the single interaction center, the value assigned to it is \(n^3\) times the value assigned to an

![Figure 1](image-url)
atom of the AA model. The computational efficiency of the proposed CG model rises with an increase in the value of \( n \), while the accuracy of the modeling declines. In this modeling, \( n \) represents the mapping parameter and the lattice constant of the CG structure is equal to \( a_{CG} = na_{AA} \). As discussed earlier, in this configuration, the mass of beads is derived as:

\[
m_{CG} = n^2 m_{AA}.
\]

### 2.3. Potential parameters

The final step in developing the CG model is to select a suitable potential model. Hence, the potential model should be properly modified to correctly model the energy interactions among beads. For this purpose, it is assumed that the cohesive energy of one bead must be equal to the sum of the cohesive energies of all the atoms of that region. This study uses the same form of potential for the CG system, and only some coefficients are scaled in the new potential function with respect to the all-atom system. Both the crystalline structure and volume of the material are the same as those of the all-atom model; consequently, the new potential is compatible with the new system.

Among the various available potential models, the Stillinger-Weber model is widely implemented for studying the interactions of silicon atoms [28]. As a result, this model is selected for the CG modeling, and the term corresponding to the total energy is represented as follows:

\[
E = \frac{1}{2} \sum_i \sum_{j \neq i} \varphi_2 (r_{ij}) + \sum_i \sum_{j \neq i} \sum_{k \neq j, k > j} \varphi_3 (r_{ij}, r_{ik}, \theta_{ijk}).
\]  

(1)

where for atoms \( i \) and \( j \) located at a distance \( r_{ij} \) of each other, the pair energy is denoted by \( \varphi_2 (r_{ij}) \), while the three-body energy of the \( i \)th atom surrounded by atoms \( j \) and \( k \) is denoted by \( \varphi_3 \). A detailed representation of the pair energy and the three-body energy terms is depicted mathematically as follows:

\[
\varphi_2 (r_{ij}) = A_{ij} \varepsilon_{ij} \left[ B_{ij} \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{p_{ij}} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{q_{ij}} \right] \exp \left( \frac{\sigma_{ij}}{r_{ij} - b_{ij} \sigma_{ij}} \right) \varphi_3 (r_{ij}, r_{ik}, \theta_{ijk})
\]

\[
= \lambda_{ijk} \varepsilon_{ijk} [\cos \theta_{ijk} - \cos \theta_0] \]

\[
\times \exp \left( \frac{\gamma_{ijk} \sigma_{ijk}}{r_{ij} - b_{ijk} \sigma_{ijk}} \right) \exp \left( \frac{\gamma_{ij} \sigma_{ij}}{r_{ik} - b_{ijk} \sigma_{ijk}} \right).
\]  

(2)

For the sake of simplicity of the corresponding CG model, an adjusted version of the Stillinger-Weber potential model is implemented in developing the model. The comparison between the CG model and the AA model indicates that each single bead of the former model represents \( n^3 \) atoms when compared to the latter. In this regard, the cohesive energy of each bead in the CG model is \( n^3 \) times its value in the AA model, resulting in a similar relation in the potential energy terms. A similar comparison shows that the lattice constant in the CG model is \( n \) times its value in the AA model, which indicates a necessary change in the potential functions. When employing the AA potential functions, we should apply this change by dividing the distance between atoms by \( n \) that affects the electron density and pair energy, too. Table 1 lists the parameters of the Stillinger-Weber potential [28] for both AA and CG models.

After taking the so-called steps in creating the CG model, the modeling should be verified. In this respect, a proper framework and criteria are defined such that the model is examined based on them. The simulations that examine the validity of the modeling cover three distinct parameters of comparison: the potential energy, the elastic properties, and the bulk modulus of the material. In this study, molecular dynamics simulations are conducted to study the accuracy of the proposed model.

Here, the properties of the simulation model are discussed in detail. All simulations are performed using LAMMPS solver [29]. The cell at the center is considered to be a cube of edge length \( 12a_{AA} \). In order not to confront the problems in the boundaries, periodic boundary conditions are applied to the system, which will also provide the means for simulating the bulk material. Because of the symmetry in the diamond structure, the number of different elastic constants is reduced to six. The simulation results demonstrate that the proposed model is successful in determining the bulk properties of silicon. Table 2 shows that elastic constants and bulk modulus obtained from the two models are the same. The same values of elastic constants and bulk modulus have been previously obtained by other researchers [30,31]. As can be

| \( \varepsilon \) | \( \sigma \) | \( b \) | \( \lambda \) | \( \gamma \) | \( \cos \theta_0 \) | \( A \) | \( B \) | \( p \) | \( q \) |
|---|---|---|---|---|---|---|---|---|---|
| AA [28] | 2.1683 | 2.0051 | 1.8 | 21 | 1.2 | \( -\frac{1}{3} \) | 7.049556277 | 0.6022445984 | 4 | 0 |
| CG | 2.1683n^3 | 2.0051n | 1.8 | 21 | 1.2 | \( -\frac{1}{3} \) | 7.049556277 | 0.6022445984 | 4 | 0 |
Table 2. Elastic constants of bulk silicon based on Stillinger-Weber potential for both AA and CG models.

|                | $C_{11}$ (GPa) | $C_{12}$ (GPa) | $C_{44}$ (GPa) | Bulk modulus (GPa) |
|----------------|----------------|----------------|----------------|-------------------|
| This work      | 151.425        | 76.422         | 56.449         | 101.423           |
| AA Ref. [30]   | 151.4          | 76.4           | 56.4           | 101.4             |
| Ref. [31]      | 151.4          | 76.4           | 56.4           | -                 |
| CG             | 151.425        | 76.422         | 56.449         | 101.4             |

seen, our results are completely in agreement with those of previous studies, confirming the validity of our simulation results.

In order to further study the developed CG model, specific configurations of nanowires and their vibrations are analyzed as a case study. The main goal is to investigate the effectiveness of the proposed model in envisioning the behavior of nano-scale systems. Hence, longitudinal and transverse vibrations and natural frequencies of various nanowires are studied and compared for CG and AA models.

3. Case study

In order to investigate the accuracy of the presented CG model in determining the behavior of small-sized nanowires, a sample nanowire and its vibration characteristics are studied. By applying these simulations, the natural frequency of the nanowire is investigated in different situations. In these simulations, both longitudinal and transverse vibrations of the nanowire are studied, and the results are recorded and analyzed to compare the CG and AA models. In the case of longitudinal vibration, Young’s modulus and the natural frequencies of the nanowire vibration are chosen as the comparison parameters, which are static and dynamic representatives of the behavior, respectively. In the transversal vibration study, the natural frequency of the vibration is selected as a single comparison parameter. Figure 2 represents the model under consideration. The stages of these simulations are as follows:

1. In the first step, through the conjugate gradient iterative algorithm, the total interatomic potential energy is minimized. The minimization step is finished when the ratio of energy difference between two consecutive steps to the energy of the preceding step gets lower than $10^{-8}$. Following this phase of simulation, the system is ready to be subjected to molecular dynamics simulations in the next steps.

2. In the second step, the end of the nanowire is fixed and the rest of the system is relaxed at 0.1 Kelvin in an NVT ensemble. The initial velocity of atoms is assigned based on the Maxwell-Boltzmann distribution. It is worth noting that, at higher temperatures, due to the thermal fluctuations of atoms, a repeatable and trustworthy calculation of the vibrational behavior is hard to perform.

3. Then, for calculating the longitudinal vibration frequency, the free end of the nanowire is displaced gradually to 1% of its length along $x$ direction. For studying the transversal vibration of the nanowire, the free end of the nanowire is displaced slowly to 1% of its length along $z$ direction. In both simulations, the system is studied in an NVT ensemble, where temperature is controlled at 0.1 Kelvin using Nose-hoover thermostat [32, 33].

4. At the last step, the free end of the nanowire is released, the system equations are integrated in an NVE ensemble, and the vibrations of the free end of the nanowire are monitored to obtain the natural frequency.

In all of the proposed simulations, the equations of motion are integrated using the velocity Verlet algorithm with a time step of 1 femtosecond. In Figure 2, three regions are recognized as follows:

1. **Boundary region**: This region has a length of $2a_{AA}$ (where $a_{AA}$ stands for the silicon lattice constant) and is shown in dark color in Figure 2.

2. **Moving region**: This region is shown in yellow color in Figure 2 and has a length of $l$.

3. **Excitation region**: This region is displayed in red color in Figure 2 and has a length of $a_{AA}$.

3.1. **Longitudinal excitation**

In this part, the nanowire response and behavior are investigated under the effect of longitudinal excitation.

![Figure 2. Representation of the silicon nanowire. Three zones are recognized in each setup: boundary zone with a length of 2a_{AA} (shown by black color), moving zone with a length of a_{AA} (shown in yellow color), and excitation zone displayed in red color.](image-url)
This analysis is composed of two main sections, in which the static and dynamic characteristics of vibration are studied. In the first section, static deformation is applied to the nanowire and the resulting stress is recorded, which gives the data needed for computing Young's modulus. In the second section, the nanowire is stretched by 1% of its length along its longitudinal direction and, then, it is released to vibrate in its natural frequency [16,34]. The applied displacement does not exceed the elastic limit of the nanowire. By applying this displacement and releasing the nanowire to vibrate freely, the model undergoes oscillation in its first longitudinal mode. To determine the natural frequency of vibration, a sinusoidal function is fitted to the vibrational motion of the nanowire free end. Moreover, the study covers the effect of size on the accuracy level of the proposed CG model.

3.1.1. Static deformation and measuring Young's modulus

In order to measure Young's modulus of the nanowire, the potential energy stored as a result of inducing strain, is recorded. Taking the second derivative of this term with respect to the strain term provides the value of Young's modulus. As a result, a quadratic curve is fitted on the potential energy for calculating Young's modulus.

In the first step, the CG mapping parameter, \( n \), varies, and its effect on the estimation of Young's modulus is analyzed. Values \( n = 2,3,4, \) and 6 are assigned to the mapping parameter, and Young’s modulus is calculated after carrying out the simulation. In these simulations, the nanowire thickness is set equal to \( t = 24a_{AA} \) and the length of nanowire to \( l = 120a_{AA} \). The results are summarized in Table 3. As can be observed, the error observed in estimating the modulus is contingent on the mapping parameter, \( n \). A gradual increase in the value of \( n \) leads to a decrease in accuracy, degrees of freedom, and simulation time. The last row indicates that setting the value of \( n = 6 \) on the CG mapping brings about less than 5 percent error in computing Young’s modulus while ensuring a 190-faster speed in the simulation process.

The other factor affecting the properties of the simulation is the size of the CG model. The length and thickness of the nanowire are the parameters that constitute the size of the nanowire. In this regard, these two parameters vary, and their effect on the simulation results is investigated. In these simulations, the mapping parameter is set equal to \( n = 2 \). To study the effect of thickness, the length of the nanowire is set to \( l = 5t \) and the thickness varies. The results indicate that a reduction in the error of estimating Young’s modulus results from an increase in the thickness value. In the next step and in order to probe into the effect of nanowire length, the nanowire thickness is set to \( t = 100a_{AA} \) while the length parameter is changed.

The simulations demonstrate that Young’s modulus can be computed with a 4-percent error regardless of the nanowire length. The independence of simulation error from the nanowire length can be described in terms of the surface effects. The surface effects do not undergo significant changes as the length of the nanowire varies. It is noteworthy to deduce that the error of the CG model increases as the surface effects become more significant.

3.1.2. Longitudinal vibration

In this section, the effect of nanowire’s size on the accuracy of the CG model under longitudinal excitations is analyzed. In this respect, the first frequency of vibration in the longitudinal direction is measured for various values of length, thickness, and scaling parameters.

In the first step of the analysis, the mapping parameter, \( n \), is changed and its effect on the natural frequency is observed. The nanowire under consideration is 120a_{AA} long and 24a_{AA} thick. The results of the simulations are displayed in Figure 3 and Table 4. In Figure 3, the position of the nanowire endpoint is represented as a function of time. The endpoint position is also representative of the nanowire when it is oscillating freely. In order to detect the natural frequency of vibration, a sinusoidal function is fitted on the plots corresponding to the longitudinal vibration.

As observed in this table, the higher the value of the mapping parameter, the higher the error of the CG model. However, it should be notified that the overall

| Method   | Young’s modulus (GPa) (relative error %) | Number of particles | Simulation time (min) |
|----------|----------------------------------------|---------------------|-----------------------|
| AA       | 101.8 (0)                              | 565801              | 548.85                |
| CG (n = 2)| 100.2 (1.57)                           | 72373               | 609.5                 |
| CG (n = 3)| 98.5 (3.24)                            | 21945               | 149                   |
| CG (n = 4)| 98.1 (3.63)                            | 9475                | 73.5                  |
| CG (n = 6)| 97.3 (4.46)                            | 2941                | 29                    |
Table 4. Fundamental natural frequency of the longitudinal vibration for different models.

| Method   | Natural frequency (GHz) | Number of beads | Simulation time (min) |
|----------|-------------------------|-----------------|-----------------------|
| AA       | 158.8                   | 565801          | 153                   |
| CG (n = 2) | 155.7 (1.95)           | 72373           | 17                    |
| CG (n = 3) | 151.9 (4.34)           | 21945           | 4                     |
| CG (n = 4) | 149.4 (5.92)           | 9475            | 2                     |
| CG (n = 6) | 142 (10.58)            | 2941            | 1                     |

![Graph showing the relationship between length (Å) and time (fs) for different models.](image)

**Figure 3.** Nanowire's length versus time. The nanowire has an initial length of 120$a_{AA}$ and thickness of 24$a_{AA}$. In this figure, the AA and 4 CG models with different mapping parameters (n = 2, 3, 4, 6) are compared.

The next step in analyzing the longitudinal excitations is to investigate the role of nanowire size. This step includes two parts: one dealing with the effect of length and the other correlating with the effect of thickness. The effect of length is studied by fixing the mapping parameter at n = 2 and the nanowire thickness at t = 18$a_{AA}$ while gradually changing the length of nanowire. The resulting data show that the accuracy of the proposed CG model in estimating the first natural frequency is approximately equal to and contingent on 2.6% error for nanowires with various lengths. The dependence of accuracy on the nanowire thickness is examined in two separate sets of simulations. Figure 4 represents the results of these simulations, in one instance of which the length is set to a constant value of l = 100$a_{AA}$ while, in another case, one length is dependent on the thickness l = 10t. These two cases are represented in Figure 4(a) and (b), respectively. As explained in the previous sections, the accuracy increases with a gradual increase in the nanowire thickness, resulting in lower values of error.

In the final step and in order to study the effect of size in a more detailed review, the accuracy of the CG mode is analyzed by applying a scale factor to the dimensions of the nanowire. In this regard, the thickness and length are set as: t = 8$a_{AA}$ and l = 40$a_{AA}$. Thereafter, these two-dimension parameters are scaled up using a single scaling parameter. The simulations report that the error of the CG model is inversely proportional to the defined scaling parameter. In other words, an increase in the scaling leads to an increase in the precision of the modeling. This effect can be described by point size out the surface to volume ratio of the nanowire, which decreases at higher values of nanowire size. Therefore, the scaling parameter increases the size effects, which reduces the surface effects and increases the accuracy.

### 3.2. Transverse vibration
Similar to the previous section, the accuracy of the CG model is investigated by examining the behavior of the nanowire under the effect of external excitations. However, in this section, the applied excitations are observed in the transversal direction. The procedure for distinguishing the natural frequency is identical to that for the case of longitudinal vibrations. The only difference is the direction of excitations perpendicular to the axis of the nanowire in the transverse case.

In the first set of simulations, the length and thickness are fixed at l = 120$a_{AA}$ and t = 24$a_{AA}$, and the mapping parameter is changed to detect the dependence of error on n. The results are displayed in Table 5. As observed, an increase in the number of atoms causes a reduction in the accuracy of the CG model in estimating the first natural frequency.

In the next phase of the analysis, the effect of
nanowire length on the error is analyzed. The mapping parameter is set equal to 2 and the nanowire thickness is fixed constant on the value of \( t = 20a_{AA} \). The simulations are carried out for the gradual change of length from \( l = 80a_{AA} \) to \( l = 200a_{AA} \). The achieved data shows that the proposed CG modeling is capable of predicting the first natural frequency of transversal vibration with an error of 3.5% for the tested values of length.

In the following efforts for analyzing the effect of size, the thickness of nanowire is changed and the resulting changes are observed. The mapping parameter is again set equal to 2 and the simulations are executed for two various cases of length that are equal to \( l = 100a_{AA} \) and \( l = 8t \). The results are depicted in Figure 5. It is noteworthy to point out that an increase in the value of thickness reduces the surface effects and, thereby, results in lower values of error approaching approximately zero at higher values of thickness.

In the last step, the simultaneous effect of the nanowire’s length and thickness on the error of CG model is studied. Similar to the previous parts, the length and thickness are fixed at specific values and a
scaling factor affects both of them. In the following simulations, \( l = 4a_{AA} \) and \( t = 8a_{AA} \). An increase in the scaling factor gives rise to a reduction in the error: from positive values to zero. This response can be explained by considering the properties of bulk material that arise at high values of size. The increased value of the scaling factor increases the size and makes the model more similar to a bulk material and, as a result, the CG modeling behaves like an AA modeling. Although the computational facilities set a boundary on the maximum value of 3.5 for the scaling factor, the mentioned notion is used to predict that the CG model’s error converges to zero at relatively high values of the scaling parameter.

4. Conclusions

In this study, a coarse-grain model for the analysis of silicon nanowires was proposed and investigated under the effect of various parameters. The similarity of the CG model and the AA model with respect to several physical properties highlights the effectiveness of the CG model in performing high-speed molecular dynamic simulations. These physical properties include the cohesive energy, bulk modulus, and elastic constants.

In order to investigate the effectiveness of the presented modeling and compare it with the AA modeling, several simulations and tests were carried out. The mapping parameter corresponding to the CG model was assigned various values of \( n = 2, 3, 4 \), and 6. The results of the simulation showed that the CG model and the AA model were in agreement regardless of the mapping parameter set to the model. In the next steps, external excitations in the longitudinal and transversal directions were applied to the endpoint of the nanowire. The static and dynamic behavior of the nanowire was analyzed so as to determine Young’s modulus and the first natural frequency of vibration. The implementation of the simulations for various values of mapping parameter, length, and thickness showed that the CG model was capable of estimating the results derived from the AA model, while the accuracy of the model in predicting the mechanical properties was contingent on the size attributes of the nanowire. On the other hand, the accuracy of the proposed CG model reduced when the ratio of surface atoms to volume atoms increased. However, since CG techniques are usually developed to accelerate simulations of relatively large-scale systems, the proposed CG model is a suitable method for studying the vibrational behavior of relatively thick nanowires. It was demonstrated that for modeling with \( n = 2 \) and the nanowire’s thickness greater than \( 2a_{AA} \), the percentage error of the CG model was less than 2 while this model performed 10 times faster than the AA model. It was also illustrated that increasing the size of the nanowire resulted in the reduction of error between AA and CG models, and this error converged to zero at relatively large sizes of the nanowire.
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