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Abstract—In the modern age of social media and networks, graph representations of real-world phenomena have become an incredibly useful source to mine insights. Often, we are interested in understanding how entities in a graph are interconnected. The Graph Neural Network (GNN) has proven to be a very useful tool in a variety of graph learning tasks including node classification, link prediction, and edge classification. However, in most of these tasks, the graph data we are working with may be noisy and may contain spurious edges. That is, there is a lot of uncertainty associated with the underlying graph structure. Recent approaches to modeling uncertainty have been to use a Bayesian framework and view the graph as a random variable with probabilities associated with model parameters. Introducing the Bayesian paradigm to graph-based models, specifically for semi-supervised node classification, has been shown to yield higher classification accuracies. However, the method of graph inference proposed in recent work does not take into account the structure of the graph. In this paper, we propose a novel algorithm called Bayesian Graph Convolutional Network using Neighborhood Random Walk Sampling (BGCN-NRWS), which uses a Markov Chain Monte Carlo (MCMC) based graph sampling algorithm utilizing graph structure, reduces overfitting by using a variational inference layer, and yields consistently competitive classification results compared to the state-of-the-art in semi-supervised node classification.

Index Terms—Semi-Supervised Learning, Graph Convolutional Neural Networks, Bayesian Inference, Node Classification, Markov Chain Monte Carlo

I. INTRODUCTION

Graph Neural Networks (GNNs), proposed by Gori et al., [1] have become a useful method for predicting certain behaviors in graphs. Examples include node classification, edge classification, and recommendation systems [2], among others. This paper focuses on the node classification task. This is a classic classification problem where we are given an observed graph with partially labeled nodes and our task is to train our model on this data so that given a node and its features, the model will be able to predict the correct label of an unlabeled node up to some degree of accuracy. This is an incredibly important task because, in the real world, true labels are expensive to obtain, so we rely on techniques such as random sampling to get these labels and use these labels to develop label prediction models.

To improve on classification accuracies from the GNN, many convolution-based approaches such as the spectral convolution [3], deep convolution [4], and [5] were proposed for the graph data structure. Defferrard et al. [6] proposed the Graph Convolutional Neural Network (GCN) and [7] proposed an efficient version of Graph Convolutional Networks for semi-supervised learning and will be the base model we use for model comparison. Due to the fact that convolution operations are spatial operations, meaning that they take into account contextual information, it helps a node in a graph to find its place in the graph with respect to its neighboring nodes. This method has proven to be among the best performing architectures for a variety of graph learning tasks. However, GCNs fail to account for the uncertainty in the underlying structure of a graph such as noisy data with spurious edges. Further, since the graph convolution in the GCN is a special case of Laplacian smoothing, it can cause model overfitting and oversmoothing so that nodes in the graph may be indistinguishable.

The majority of the existing approaches process the graph as the ground truth. However, in many practical settings, the graph is often constructed from noisy data or invalid modeling assumptions. As a result, there may be many spurious edges, or edges between very similar nodes might be omitted. This can lead to a decrease in the performance of learning algorithms. Various existing approaches such as the graph attention network [8], graph ensemble based approach [9], multiple adjacency matrices [10], dual graphs [11], and skip connections [12] address the performance issue partially. However, none of these methods have the flexibility to add edges that could be missing from the observed graph.

We can tackle this issue by simply viewing the observed graph as a sample from a parametric random variable and target joint inference of the graph and GCN weights using a Bayesian scheme called a Bayesian Graph Convolutional Neural Network (BGCN) [13]. The framework of a BGCN allows graphs to be sampled randomly, which helps to account for uncertainty in the graph thereby increasing accuracy in node classification.

Pal et al. [14] use a scheme called node copying, similar to [15], to sample graphs from the observed graph under some probability distribution with a fixed hyperparameter and non-parametric graph learning approaches [14]. However, we show that a more effective technique is to use the notion of rejection sampling and Markov Chain Monte Carlo methods
such as Metropolis-Hastings [16] to sample graphs based on graph structure. Further, we propose an addition to Dropout regularization [17] to decrease overfitting.

Our contributions are three-fold. Firstly, we propose a Markov Chain Monte Carlo (MCMC) random walk graph sampling algorithm [18] to utilize graph structure to perform sampling and increase distinguishability between nodes. Secondly, we use a variation inference linear model in addition to the base GCN as a regularizer for graph convolutions to reduce overfitting. This is performed by using Bayes by Backprop to regularize parameters between graph convolutions. Lastly, we evaluate BGCN-NRWS in semi-supervised node classification on three benchmark datasets: Cora, Citeseer, and Pubmed. Experimental results reveal that BGCN-NRWS achieves new state-of-the-art results with varying degrees of supervision.

The paper is organized as follows. We discuss some background pertaining to GNNs and Bayesian inference in Section II. We present the workings of the BGCN and introduce the Metropolis-Hastings neighborhood random walk graph sampling (NRWS) variant in Section III. Section IV describes the datasets used and outlines the experimentation procedure and summarizes the results. Finally, we conclude the paper and discuss potential future work in Section V.

II. BACKGROUND

A. Graph Convolutional Networks

The Graph Convolutional Neural Network, proposed by Defferrard et al [6] and Kipf et al [7], is a variant of the GNN. We define the observed graph as \( \mathbb{G}_{\text{obs}} = (\mathbb{V}, \mathbb{E}) \), where \( \mathbb{V} \) is the set of \( N \) nodes and \( \mathbb{E} \subseteq \mathbb{V} \times \mathbb{V} \) is the set of edges. Let \( \mathbf{X} = [\mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_N]^T \in \mathbb{R}^{d \times N} \) be the feature matrix, where \( \mathbf{x}_i \) denotes the \( i \)-th node’s \( d \)-dimensional feature vector and \( \mathbf{Y}_L = \{y_i | i \in \mathcal{L}\} \), where \( y_i \) denotes the \( i \)-th node’s label and \( L \subset V \) is the number of node labels known for the training set. The goal is to predict the labels of the remaining nodes in the observed graph.

The graph convolution operation takes the input graph, propagates through hidden layers, and flattens the representation by aggregating features and ultimately condensing it down to a layer with labels. Once this is done, a simple softmax can be taken to determine the probabilities of each label.

The Propagation Rule of the GCN is as follows:

\[
\mathbf{H}^{(1)} = \sigma(\mathbf{\hat{D}}^{-\frac{1}{2}} \mathbf{\hat{A}} \mathbf{\hat{D}}^{-\frac{1}{2}} \mathbf{XW}^{(0)}) \tag{1}
\]

\[
\mathbf{H}^{(l+1)} = \sigma(\mathbf{\hat{D}}^{-\frac{1}{2}} \mathbf{\hat{A}} \mathbf{\hat{D}}^{-\frac{1}{2}} \mathbf{H}^{(l)} \mathbf{W}^{(l)}) \tag{2}
\]

where \( \mathbf{H}^{(l+1)} \) represents the hidden features (activations) at the next hidden layer, \( \hat{A} \) is the adjacency matrix with self-loops accounted for so that each node includes its own features at its next representation, and \( \hat{D} \) is the Degree Matrix of \( A \) which is used to normalize nodes with large degrees because otherwise, nodes with a large number of neighbors can be computationally demanding. We have that \( (\mathbf{\hat{D}}^{-\frac{1}{2}} \mathbf{\hat{A}} \mathbf{\hat{D}}^{-\frac{1}{2}}) \in \mathbb{R}^{n \times n}, \mathbf{H}^{(l)} \in \mathbb{R}^{n \times d}, \) and \( \mathbf{W}^{(l)} \in \mathbb{R}^{d \times n} [7]. \) In a 2D image convolution, we have aggregation of pixels in a neighborhood to perform convolution and reduce the spatial dimension, whereas a graph convolution requires a similar aggregation, except it is the aggregation of the number of neighboring nodes that may vary.

B. Bayesian Neural Networks

A common definition of a Bayesian neural network is a stochastic artificial neural network that is trained using Bayes inference [19]. Generally, in regular neural networks, the network weights are not treated as random variables. Rather, they are assumed to have a true value that may not be known yet. Bayesian Neural Networks (BNNs) treat weights as a random variable and learn the model weights based on the information we have at hand. The goal is to learn a distribution of the weights (or any relevant parameters) conditional on what we observe in the data [20].

Now, we can apply this process to a supervised learning classification setting. Let \( \mathbf{X} = \{x_1, \ldots, x_n\} \) be the training inputs and \( \mathbf{Y} = \{y_1, \ldots, y_n\} \) be the corresponding outputs. The goal is to learn a function \( f(y) = f(x) \) using a neural network to find a relationship between \( x \) and \( y \). Using the Bayesian framework, we model the weights of our network \( W \) as a random variable with a prior distribution introduced over them. The weights are not deterministic parameters, so the outputs of the neural network will also be random variables. So, we compute the marginal likelihood of the outputs conditioned on the set of inputs and outputs as follows:

\[
p(y|x, \mathbf{X}, \mathbf{Y}) = \int p(y|x, \mathbf{W})p(\mathbf{W}|\mathbf{X}, \mathbf{Y})\,d\mathbf{W} \tag{3}
\]

where \( p(y|x, \mathbf{W}) \) is the likelihood that can be computed by applying a softmax function to the output of the network. This integral is intractable, so we can use Monte Carlo techniques, which are discussed later in Section 4.2, to approximate the integral. Namely, we can approximate the posterior as follows:

\[
p(y|x, \mathbf{X}, \mathbf{Y}) \approx \frac{1}{T} \sum_{i=1}^{S} p(y|x, \mathbf{W}_i) \tag{4}
\]

where \( T \) is the number of samples drawn, \( S \) is the number of weights \( \mathbf{W}_i \) obtained using Monte Carlo dropout [21].
Corollary 1: Any graph neural network with random walk sampling is an approximation of a Bayesian graph neural network as long as outputs are calculated using Monte Carlo sampling [23].

A previous method proposed in [14] utilizes a version of node copying for graph inference, which copies the neighbors of a node with the same label as the current node to the current node’s neighbors. The problem with this approach is that high node densities can lead to overfitting of the GCN when applied to the graph. Additionally, unlike our approach, the node copying approach uses a fixed hyperparameter $\epsilon$ to determine the acceptance probability, which does not use the structure of the graph in any form. The arbitrary nature of this proposal can prove to be problematic when generalizing to larger graph datasets.

A. Neighborhood Random Walk Sampling

Our approach shown in Algorithm 1 utilizes the Neighborhood Random Walk Sampling method to sample nodes from the observed graph and copy neighborhoods of nodes from the random walk. In order to sample graph $G$ from the proposed model, we utilize the Metropolis-Hastings random walk. Recall the Metropolis-Hastings algorithm from the previous section. We will reformulate this algorithm and apply it to graph sampling.

Suppose that we want to generate a random variable $V$ taking values $\{1, 2, \ldots, n\}$, representing nodes in our graph, according to some target distribution $\{\pi_i\}$ where $i \in V$. We have that $\pi_i = \frac{b_i}{\sum b_i}$ where $b_i > 0$ and the normalizing constant $\beta$ is difficult to estimate. We simulate a markov chain such that the stationary distribution of the chain will converge to the target distribution of the posterior that we have sought after. Let $\{X_t \mid t = 0, 1, \ldots\}$ be the state-space of the markov chain $M$ using a transition probability matrix $Q$, which we will assume is the proposal distribution for our method. Now, if $X_t = i$, then we generate a candidate sample $Y$ such that $P(Y = j) = q_{ij}$ for all $i, j \in V$. Then, we have the following acceptance function:

$$\alpha(j \mid i) = \min \left\{ 1, \frac{q(j \mid i)p_j}{q(i \mid j)p_i} \right\}$$  \hspace{1cm} (5)

Now, to accomplish graph sampling, we treat the nodes in the observed graph $G_{obs}$ as states in a Markov chain. We uniformly sample a neighbor of node $i$ from the proposal distribution $Q$, say $j$. Since we are going to perform a random walk, the transition probability of moving from state (or node) $i$ to state $j$ is simply $1/d_i$, the degree of the current node $i$. The transition matrix $Q$ is a stochastic symmetric positive semi-definite matrix and therefore is a symmetric distribution. For a uniform target, we have that $\pi_i = \pi_j$. Further, $q(j \mid i) = 1/d_j$ and $q(i \mid j) = 1/d_i$. So, our new acceptance function for sampling from graphs is

$$\alpha(j \mid i) = \min \left\{ 1, \frac{d_j}{d_i} \right\}$$  \hspace{1cm} (6)

Let $\xi \in \{1, 2, \ldots, n\}$ be a random vector where $n$ denotes the total number of nodes and the $j$th entry $\xi_j$ denotes the node whose edges are to be copied to the $j$th node in the observed graph $G_{obs}$ [14]. This random vector is similar to the random vector used for the node copying scheme in Pal et al.

Let $X \in \mathbb{R}^{n \times d}$ represent the node features and $Y_L \in \mathbb{R}^n$ represent the training labels. That is, each row of $X$ is the $d$-dimensional feature vector of the corresponding node. We want to predict one of $K$ class labels $c_m \in \{1, 2, \ldots, K\}$ for each node $m$ in the graph. Define the posterior distribution of the random vector $\xi$ as follows:

$$p(\xi \mid G_{obs}, X, Y_L) = \prod_{j=1}^{n} p(\xi_j \mid G_{obs}, X, Y_L)$$  \hspace{1cm} (7)

$$p(\xi_j = i \mid G_{obs}, X, Y_L) = \begin{cases} 1/d_i, & \text{if } i \in N(j) \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (8)

Sampling a node $\xi_j$ is done by selecting a node at random from a random walk generated by a Markov chain and copying the neighbors of that node. As stated before, the nodes in the observed graph can be viewed as states of the Markov chain. A random walk is generated from the current node and a random neighbor of the terminating node is chosen as the candidate to sample. This candidate is accepted based on an acceptance function calculated based on the ratio of the degree of the current node and the degree of the candidate node. The sampling is carried out by simply copying the $\xi_j$'th node of $G_{obs}$ in the place of the $j$th node of $G$ independently for all $1 \leq j \leq n$ with probability given by the acceptance function.

---

Algorithm 1: Neighborhood Random Walk Sampling

Input: $G_{obs}$, $X$, $Y_L$

Output: $p(Z \mid Y_L, X, G_{obs})$

Initialization: Execute a pre-training step for a classifier to obtain predicted labels

for $i = 1$ to $V$ do

Sample $\xi_i \sim p(\xi \mid G_{obs}, X, Y_L)$

for $k = 1$ to $N_G$ do

Sample $j \in N(i)$

Uniformly sample $u \sim U(0,1)$

if $u \leq \min\{1, d_i/d_j\}$ then

accept node $j$

else

reject $j$ and stay at node $i$

end

Copy neighborhood of accepted node to the neighbors of candidate node

end

end

Run BGCN regularized classifier with inferred graph
Now, assuming that the events (the states), namely $\xi$, are independently and identically distributed, our generative model is as follows:

$$p(G|G_{\text{obs}}, \xi) = \prod_{j=1}^{n} \gamma^{|G_{\text{obs}}|} \left(1 - \gamma\right)^{|G_{\text{obs}}|} 1_{\xi_{G_{\text{obs}}, j}}$$

(9)

where $1_{\xi_{G_{\text{obs}}, j}}$ is the indicator function of copying node $q$ in the observed graph $G_{\text{obs}}$ in place of node $j$ of sampled graph $G$ and $\gamma = \min \{1, \frac{d}{d_n}\}$. This model changes the neighbors of the $j$th node with the neighbors of the node reached by the random walk.

B. Variational Inference Layer

In addition to the random walk sampling mechanism used to approximate a Bayesian GNN, we develop a modified Bayes-by-Backprop layer that takes into account the feature matrix and adjacency matrix of the graph to act as a self regularization layer between graph convolutions [24]. Variational Inference is a deterministic approach that serves as a fix to a model suffering from overfitting. That is, weights in the network are probability distributions and we are trying to approximate the posterior distributions. As mentioned before, we use Monte Carlo dropout regularization to prevent overfitting, however variational inference automatically leads to regularization, thereby inducing a more accurate model for our data.

With Bayesian neural networks, we are trying to approximate the posterior quantity $P(W|X)$ by finding parameters $\Theta$ of a distribution on the weights $q(W|\Theta)$, which is the variational posterior, that minimize the KL-divergence with the true posterior quantity shown as follows:

$$\Theta^* = \min_{\Theta} KL[q(W|\Theta)||P(W)] - \mathbb{E}_{q(W|\Theta)}[\log P(X|W)]$$

We can approximate the parameter distribution using Monte Carlo sampling as follows:

$$\Theta^* = \frac{\log q(W^{(i)}|\Theta)}{i=1} - \log P(W^{(i)}) - \log P(X|W^{(i)})$$

(10)

As in [24], we introduce a Gaussian density as the prior $P(W)$ over the weights as follows:

$$P(W) = \prod_{i} N(W_i | 0, \sigma_p^2)$$

(11)

where $W_i$ is the $i$th weight of the network, the distribution is centered at mean 0, and $\sigma_p^2$ is the variance of the Gaussian density, which is set to 0.1 for our model. So, our variational posterior with a Gaussian distribution is defined as follows:

$$q(W|\Theta) = \prod_{i} N(W_i | \mu, \sigma^2)$$

(12)

So, the combined loss function for our model is defined by:

$$\mathcal{L}(X, \Theta) = (\log q(W|\Theta) - \log P(W)) - \log P(X|W)$$

(13)

The variational inference layer acts as a Bayesian regularization between graph convolutions to prevent overfitting and to effectively model uncertainty.

C. Bayesian Graph Convolutional Networks

Given that $Z$ is the final output collected from the last layer of the network (the prediction), we compute the posterior probability of the node labels by marginalizing with respect to the graph and the GCN weights [13].

$$p(Z|Y_L, X, G_{\text{obs}}) = \int p(Z|W, G_{\text{obs}}, X) p(W|Y_L, X, G)$$

$$p(G|G_{\text{obs}}, \xi)p(\xi|G_{\text{obs}}, Y_L, X) dW dG d\xi$$

where $W$ is the random weight matrix of the BGCN over the graph $G$ and $\xi$ is an $n$-dimensional random vector that represents the neighborhood random walk sampling model. Simply put, this continuous probability consists of the softmax probability, prior distribution on the weights, generative model for graph sampling, and our model for the posterior for the random variable $\xi$. Similar to Pal et al., our approach models the marginal posterior distribution of the graph $G$ as $p(G|G_{\text{obs}}, Y_L, X)$. This allows the features $X$ to play a role in the graph inference process. This posterior is intractable, so Monte Carlo techniques are required to approximate the value.

$$p(Z|Y_L, X, G_{\text{obs}}) \approx \frac{1}{V} \sum_{v=1}^{V} \frac{1}{N_G S} \sum_{s=1}^{S} p(Z|W_{s,i,v}, G_{\text{obs}}, X)$$

where $V$ samples $\xi_v$ are drawn from the $p(\xi|G_{\text{obs}}, Y_L, X)$ distribution. The $N_G$ sampled graphs are sampled from $p(G|G_{\text{obs}}, \xi_v)$ and $S$ weight matrices are sampled from $p(W|Y_L, X, G_{\text{obs}}, \xi_v)$ from the Bayesian GCN corresponding to the sampled graph. The complete algorithm is outlined in Algorithm 1.

The GCN weights for Bayesian inference can be obtained by performing a variety of techniques such as expectation propagation [25], variational inference [21] [26] [27], and Markov chain Monte Carlo methods [28]. We utilize the Bayes by Backprop variational inference introduced by Blundell et al. [24] as a regularizer linear layer between graph convolutions. We have found that our neighborhood random walk sampling is quite effective for a multitude of reasons. Firstly, a flaw of the node copying scheme proposed by Pal et al is that the sampling occurs under a fixed probability parameter $\epsilon$. Instead of fixing a parameter, our model uses the structure of the graph and an acceptance function to perform rejection sampling. Secondly, the node copying scheme copies the neighborhood of nodes that have the same label as the current node, which can lead to overfitting of the model. Nodes can be overly dense, which can cause the model classification accuracy to suffer. Rather, performing a Markov chain-based random walk throughout the graph over a number of iterations (set as a hyperparameter) can be beneficial for sampling efficiency. Many connections in a noisy graph can be loose connections. A random walk can help diversify connection to the current node thereby broadening information when
aggregated together from neighbors when being propagated through the graph neural network. Lastly, our proposed model has $O(N)$ complexity, which is much more efficient than the Mixed Membership Stochastic Block Model sampling method [13], which has complexity $O(N^2)$.

IV. EXPERIMENTS & RESULTS

We performed multiple experiments to validate our findings. Specifically, our model increases the node classification accuracy in a graph. We compare the performance of our BGCN-NRWS model with that of ChebyNet [6], GCN [7], GAT [8], BGCN [13], and BGCN using Node Copying (BGCN-NC) [14] for the node classification task. Experiments were carried out on an NVIDIA 2x Quadro RTX 8000 GPU.

A. Datasets

We evaluate the performance of the proposed Bayesian GCN on three well-known citation datasets: Cora, CiteSeer, and Pubmed [29]. In these datasets, each node represents a document and has a sparse bag-of-words feature vector associated with it. Edges are formed whenever one document cites another. The direction of the citation is ignored and an undirected graph with a symmetric adjacency matrix is constructed. Each node label represents the topic that is associated with the document. We assume that we have access to several labels per class and the goal is to predict the unknown document labels.

Cora: The Cora dataset consists of 2708 scientific publications classified into one of 7 classes. The citation network consists of 5429 links. Each publication in the dataset is described by a 0/1-valued word vector indicating the absence/presence of the corresponding word from the dictionary. The dictionary consists of 1433 unique words.

CiteSeer: The CiteSeer dataset consists of 3312 scientific publications classified into one of 6 classes. The citation network consists of 4732 links. Each publication in the dataset is described by a 0/1-valued word vector indicating the absence/presence of the corresponding word from the dictionary. The dictionary consists of 3703 unique words.

Pubmed: The Pubmed Diabetes dataset consists of 19717 scientific publications from the PubMed database pertaining to diabetes classified into one of 3 classes. The citation network consists of 44338 links. Each publication in the dataset is described by a TF/IDF weighted word vector from a dictionary that consists of 500 unique words.

| Random Split | 5 labels          | 10 labels         | 20 labels         |
|--------------|-------------------|-------------------|-------------------|
| ChebyNet     | 61.7 ± 6.8        | 72.5 ± 3.5        | 78.8 ± 1.6        |
| GCN          | 70.0 ± 3.7        | 76.0 ± 2.2        | 79.8 ± 1.8        |
| GAT          | 70.4 ± 3.7        | 76.6 ± 2.8        | 79.9 ± 1.8        |
| BGCN-NC      | 73.8 ± 2.7        | 77.6 ± 2.6        | 80.3 ± 1.6        |
| BGCN-NRWS    | 79.5 ± 2.8        | 82.2 ± 1.4        | 83.3 ± 1.3        |

TABLE I: Classification accuracy for Cora dataset

| Random Split | 5 labels       | 10 labels       | 20 labels       |
|--------------|----------------|----------------|----------------|
| ChebyNet     | 62.7 ± 6.9     | 68.6 ± 5.0     | 74.3 ± 3.0     |
| GCN          | 69.7 ± 4.5     | 73.9 ± 3.4     | 77.5 ± 2.5     |
| GAT          | 68.0 ± 4.8     | 72.6 ± 3.6     | 76.4 ± 3.0     |
| BGCN-NC      | 71.0 ± 4.2     | 74.6 ± 3.3     | 77.5 ± 2.4     |
| BGCN-NRWS    | 77.7 ± 2.8     | 85.7 ± 2.4     | 85.4 ± 1.1     |

TABLE II: Classification accuracy for CiteSeer dataset

| Random Split | 5 labels       | 10 labels       | 20 labels       |
|--------------|----------------|----------------|----------------|
| ChebyNet     | 65.5 ± 4.8     | 65.8 ± 2.8     | 67.5 ± 1.9     |
| GCN          | 58.5 ± 4.7     | 65.4 ± 2.6     | 67.8 ± 2.3     |
| GAT          | 56.7 ± 5.1     | 64.1 ± 3.3     | 67.6 ± 2.3     |
| BGCN-NC      | 63.9 ± 4.2     | 68.5 ± 2.3     | 70.2 ± 2.0     |
| BGCN-NRWS    | 66.8 ± 2.8     | 71.2 ± 2.8     | 72.5 ± 2.8     |

TABLE III: Classification accuracy for Pubmed dataset

B. Hyperparameters

The hyperparameters used in our experiments are the same as those used for the GCN. We ran the model for 300 epochs with 200 epochs used to pre-train a base GCN classifier. The rest of the 100 epochs use our MCMC graph sampling to minimize loss and increase accuracy. Our base GCN is a 2-layer network with input dimension of size the number of classes, $N$, in the dataset, a variational inference layer with input dimension 32 and output dimension 16, a hidden layer of dimension 16, and an output layer of size equal to the number of classes, $K$. We set the learning rate $\alpha$ to a standard 0.01. To prevent overfitting of our model, we employed dropout regularization with the keep probability set to 0.5.

C. Results

We ran a series of experiments with a random split. For the random partition, we randomly sample 5, 10, or 20 labels per class to severely limit the number of classes known for supervision. This is designed to test the limits of the approach under semi-supervision. The random split can give us a more robust measure of the performance of our model.

The results of each algorithm are based on an average of 50 trial runs with Xavier random weight initialization. We use the accuracy measure, which is simply the number of correctly labeled nodes over the total number of nodes, as our evaluation metric. All the average accuracies for the three datasets are shown in Table I, Table II, and Table III. We observe that our model (BGCN-NRWS) substantially improves node classification results consistently across all levels of supervision and all datasets.

V. CONCLUSION

In this paper, we propose a novel algorithm for Bayesian Graph Convolutional Neural Networks using a neighborhood random walk-based graph sampling method that utilizes graph structure, reduces model overfitting by adding variational
inference layers, and enhances the accuracy of the model in semi-supervised node classification. We put heavy constraints on the number of labels randomly sampled per training sample so that we can observe how the model performs under such constraints for semi-supervised learning and we find that our model significantly improves node classification accuracy. Future work includes performing statistical significance tests to determine the level of diversity our model provides. Additionally, more variational layers could be used to approximate posterior quantities effectively, especially as the size of the dataset increases and MCMC methods become computationally expensive.
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