Joint-training on Symbiosis Networks for Deep Neural Machine Translation models
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Abstract

Deep encoders have been proven to be effective in improving neural machine translation (NMT) systems, but it reaches the upper bound of translation quality when the number of encoder layers exceeds 18. Worse still, deeper networks consume a lot of memory, making it impossible to train efficiently. In this paper, we present Symbiosis Networks, which include a full network as the Symbiosis Main Network (M-Net) and another shared sub-network with the same structure but less layers as the Symbiotic Sub Network (S-Net). We adopt Symbiosis Networks on Transformer-deep \((m-n)\) architecture, and define a particular regularization loss \(L_\tau\) between the M-Net and S-Net in NMT. We apply joint-training on the Symbiosis Networks and aim to improve the M-Net performance. Our proposed training strategy improves Transformer-deep (12-6) by 0.61, 0.49 and 0.69 BLEU over the baselines under classic training on WMT'14 EN→DE, DE→EN and EN→FR tasks. Furthermore, our Transformer-deep (12-6) even outperforms classic Transformer-deep (18-6).

1 Introduction

In recent years, neural models have led to state-of-the-art results in machine translation (Sutskever et al., 2014; Bahdanau et al., 2015; Shaw et al., 2018; Yang et al., 2021; Wu et al., 2016). In particular, the Transformer model has become popular for its well-designed architecture and the ability to capture the dependency among positions over the entire sequence. There are two ways to improve the models performance, one is to use wider models and the other is to use deeper model.

Deep model has shown promising BLEU improvements by either easing the information flow through the network or constraining the gradient norm across layers. But it reaches the upper bound of Translation quality when the number of encoder layers exceeds 18. See in Figure 1. Worse still, deeper networks consume a lot of memory, making it impossible to train efficiently. So, how to improve the performance of deep model under limited layers is a meaningful question.

Figure 1: BLEU scores against the encoder depth under classic training and our proposed training on WMT’14 En→De.

2 Background

2.1 Machine Translation

A machine translation task can be formally defined as a sequence to sequence generation problem: given the source sentence \(X = \{x_1, x_2, ..., x_N\}\), to generate the target sentence \(Y = \{y_1, y_2, ..., y_T\}\) according to the conditional
probability $P(Y|X; \theta)$, where $\theta$ denotes the parameter set of a network. Different methods factorize the conditional probability differently.

The Transformer uses the auto-regressive factorization to minimize the following negative log-likelihood:

$$
L = -\log P(Y|X; \theta) = \sum_{t=1}^{T} -\log p(y_t|y_{<t}, X; \theta)
$$

(1), where $y_{<t} = \{[BOS], y_1, \ldots, y_{t-1}\}$.

### 2.2 Transformer

**Vanilla Transformer** Transformer-based model has achieved the state-of-the-art NMT system with the self-attention mechanism (Vaswani et al., 2017). The Transformer architecture is a standard encoder-decoder model. The encoder side of Transformer can be viewed as a stack of $N$ layers containing a self-attention sub-layer and a feed-forward (FFN) sub-layer. The decoder shares a similar architecture as the encoder but possesses an encoder-decoder attention sub-layer to capture the mapping between two languages.

The standard attention used in the Transformer is the scaled dot-product attention. The input consists of queries and keys of dimension $d_k$, and values of dimension $d_v$. The dot products of the query with all keys are computed, scaled by $\sqrt{d_k}$, and a softmax function is applied to obtain the weights on the values. In practice, the attention function on a set of queries is computed simultaneously, packed together into a matrix $Q$. Assuming the keys and values are also packed together into matrices $K$ and $V$, the matrix of outputs is defined as:

$$
Attention(Q, K, V) = \text{softmax}(\frac{QK^T}{\sqrt{d_k}})V
$$

(2)

**Deep Transformer** Deep Transformer (Wang et al., 2019), as the name implies, has the same architecture as Vanilla Transformer but stack more layers on the encoder side. For each sub-layer of Vanilla Transformer encoder, the computation pipeline is self-attention/FFN $\rightarrow$ dropout $\rightarrow$ residual-add $\rightarrow$ normalize. This work flow places the layer normalization unit after self-attention/FFN and the residual connection. It is not efficient for training because layer normalization somehow blocks the information flow of the residual connection.

A solution to the problem is to relocate layer normalization to remove the break between residual connections. Specifically, it is just to place the layer normalization unit before FNN/self-attention. The new computation pipeline is normalize $\rightarrow$ self-attention/FFN $\rightarrow$ dropout $\rightarrow$ residual-add. This model is defined as Pre-Norm Residual Network, and can establish a direct path from the bottom to the top of the network. Pre-norm residual network has been found to be more efficient for back-propagation over a large number of layers than the post-norm architecture. Deep Transformer is always a Pre-norm residual network.

### 3 Approach

The overall framework of our Joint-training on Symbiosis Networks for Deep Transformer is shown in Figure 2. We first present some necessary notations.
\begin{algorithm}[h]
\caption{Joint-training on Symbiosis Networks Algorithm}
\begin{algorithmic}[1]
\Procedure{JOINT\_TRAIN}{D = \{X, Y\}, \mathcal{L}}
\State Train randomly initialized \((M^M, M^S)\) on \(D\) optimized by \(\mathcal{L}\) until convergence
\State \Return \((M^M, M^S)\)
\EndProcedure

\Procedure{MARGIN\_TRAIN}{M^M, M^S, D = \{X, Y\}, \mathcal{L}}
\State Further train the pre-trained model \((M^M, M^S)\) on \(D\) optimized by \(\mathcal{L}\) until convergence
\State \Return \((M^M, M^S)\)
\EndProcedure

\Procedure{SYM\_TRAIN}{D = \{X, Y\}, \mathcal{L}_{joint}, \mathcal{L}_{sym}}
\State \((M^M, M^S)\) $\leftarrow$ JOINT\_TRAIN(D, \mathcal{L}_{joint})
\State \((M^M, M^S)\) $\leftarrow$ MARGIN\_TRAIN(M^M, M^S, D, \mathcal{L}_{sym})
\State \Return \(M^M\)
\EndProcedure
\end{algorithmic}
\end{algorithm}

\subsection{Symbiosis Networks}
Symbiosis networks are a group of networks, including the whole network as the Symbiosis Main Network (M-Net) and its sub networks as Symbiotic Sub Networks (S-Nets). However, the S-Net is strictly defined. It is not pruned by randomly deleting some network nodes or modules from the M-Net. The S-Net have the same network structure as the M-Net, but partly different on the width or depth. The S-Net shares parameters with the M-Net. The learning objectives of the S-Net and the M-Net are the same. The purpose of Symbiosis networks is to enhance the main network. In this work, we don’t study multiple sub networks. We consider a M-Net and one S-Net in Symbiosis networks. In order to better describe the problem, we define shared part of M-Net as M-s-Net (s: shared), and the left part as M-i-Net (i: individual).

For neural machine translation, let \(\mathcal{M}_{m-n}\) denotes the Deep Transformer model, where \(m\) presents the number of encoder layers and \(n\) presents the number of decoder layers. Then we can get Symbiosis networks on \(\mathcal{M}_{m-n}\). The M-Net is \(\mathcal{M}_{m-n}\), and the S-Net is \(\mathcal{M}_{o-n}\) where \(o < m\). \(\mathcal{M}_{m-n}\) and \(\mathcal{M}_{o-n}\) share parameters of word embedding layer, the whole \(n\) decoder layers, and the first \(o\) encoder layers. \(\mathcal{M}_{m-n}\) and \(\mathcal{M}_{o-n}\) have the same learning objective of minimize the negative log-likelihood Eq 1 in \S 2.1. When joint-training these two Symbiosis Transformer Networks, we aim to improve the performance of the M-Net \(\mathcal{M}_{m-n}\).

\subsection{Joint-training on Symbiosis Networks}
Given the training data \(D = \{X, Y\}\), the basic learning objective for a deep machine translation model is to minimize the negative log-likelihood loss function, which is as follow:

\begin{equation}
\mathcal{L}_{mt} = -\log \mathcal{P}(Y|X; \theta)
\end{equation}

Concretely, for Symbiotic networks, we can obtain two networks’ parameters \(\theta^M\) and \(\theta^S\). Therefore, we can obtain two distributions of the model predictions, denoted as \(\mathcal{P}(Y|X; \theta^M)\) and \(\mathcal{P}(Y|X; \theta^S)\).

\begin{equation}
\mathcal{L}_f = \max\{0, \tau - \left( \log \mathcal{P}(Y|X; \theta^M) - \log \mathcal{P}(Y|X; \theta^S) \right) \}
\end{equation}

where \(\log \mathcal{P}(Y|X; \theta^M) - \log \mathcal{P}(Y|X; \theta^S)\) is the margin between the scores of the perfecter predicts and the imperfect predicts. The hinge loss on the margin encourages the log-likelihood of the predictions generated by Symbiotic Main Network to be at least \(\tau\) larger than that of the imperfect predicts generated by Symbiotic Sub Network.

With the basic negative log-likelihood joint-learning objective \(\mathcal{L}_{joint}\) of the two Symbiotic Networks:

\begin{equation}
\mathcal{L}_{joint} = -\frac{1}{2} \left( \log \mathcal{P}(Y|X; \theta^M) + \log \mathcal{P}(Y|X; \theta^S) \right)
\end{equation}

the final training objective \(\mathcal{L}_{sym}\) is to minimize
where \( \alpha \) is a hyper-parameter denoting the weight of \( \mathcal{L}_s \) during the joint-training.

### 3.3 Training Algorithm

Let \( M^M, M^S \) denotes the Symbiotic networks, where \( M^M \) is the M-Net and \( M^S \) is the S-Net. Let \( \mathcal{D} \) presents the training dataset. Let \( \mathcal{L}_{\text{joint}} \) and \( \mathcal{L}_{\text{sym}} \) present the loss functions define in §3.2.

Our Joint-training on Symbiosis Networks strategy trains the models in two parts. In the first part, we train randomly initialized \((M^M, M^S)\) on \( \mathcal{D} \) optimized by \( \mathcal{L}_{\text{joint}} \) until convergence. In the second part, we further train the \((M^M, M^S)\) optimized by \( \mathcal{L}_{\text{sym}} \), which adds an regularization loss \( \mathcal{L}_r \).

For a clearer presentation, Algorithm 1 summarizes the process concretely. We also call this strategy **Symbiosis Joint Training**.

### 4 Experiments

We evaluate our proposed Symbiosis Joint Training strategy on three standard NMT benchmarks including WMT’14 En-\(\leftrightarrow\)De in both directions, and WMT’14 En-\(\rightarrow\)FR in single direction.

#### 4.1 Setting

**Datasets** The sizes of the datasets are (train=4.5M / valid=3k / test=3k / dict=42k) and (train=40.8M / valid=3k / test=3k / dict=45k) for WMT’14 En-\(\leftrightarrow\)De and WMT’14 En-\(\rightarrow\)FR respectively. We do the same pre-processing as previous work(Vaswani et al., 2017), including clean-corpus-n, normalize-punctuation and remove-non-printing-char with Moses toolkit(Koehn et al., 2007). We tokenize each sentence into words by Moses, and further encode it into subwords by using BPE(Sennrich et al., 2016).

**Model Configurations** We use Transformer(Vaswani et al., 2017) for all tasks. For Base/Deep model, the hidden size of attention layer is 512, and the size of FFN layer is 2,048.

Also, we use 8 heads for attention. For training, we set all dropout to 0.1, including residual dropout, attention dropout, relu dropout. Label smoothing \( \epsilon_{ls} = 0.1 \) is applied to enhance the generation ability of the model. For Big model, a larger hidden layer size (1,024), more attention heads (16), and a larger FFN layer dimensions (4,096) are required. The residual dropout was set to 0.3 for the EN-\(\leftrightarrow\)DE tasks and 0.1 for the EN-\(\rightarrow\)FR task.

**Training** Our models are trained on 8 Tesla V100 GPUs. Adam(Kingma and Ba, 2015) is used as the optimizer with \( \beta_1 = 0.9, \beta_2 = 0.997 \) and \( \epsilon = 10^{-8} \). We adopt the same learning rate schedule. The learning rate (lr) is first increased linearly for \( \text{warmup} = 8,000 \) steps from \( 1e^{-7} \) to \( 5e^{-4} \). After warmup, the learning rate decayed proportionally to the inverse square root of the current step. We batched sentence pairs by approximate length, and limited input/output tokens per batch to 4,096/GPU. All models are trained for 600k steps in total. For fair comparison, under our Symbiosis Joint Training, models are trained for 500k steps in the first stage and 100k steps in the second stage. The \( \tau \) of \( \mathcal{L}_r \) is set as 0.1 and the weighting parameter \( \alpha \) is set as 1. We use fairseq(Ott et al., 2019) to do our experiments and employ FP16 to accelerate training. And all results are the average of three times running with different random seeds.

**Evaluation** We use BLEU(Papineni et al., 2002) as the evaluation metric. We average the last 6 consecutive checkpoints which are saved per training epoch on all WMT models. For all datasets, the length penalty is set to 0.6 and the beam size is set to 4.

#### 4.2 Results

As shown in Table 1, our proposed Symbiosis Joint Training can stably improve the translation performance for Transformer-deep with multiple configurations comparing to the that of the same architecture under classic training.

For WMT’14 EN-\(\rightarrow\)DE task, our Transformer-deep (12-6) model under Symbiosis Joint Training achieves \textbf{28.18} BLEU score, which significantly outperforms the same model under classic training by \textbf{0.61} BLEU and even outperforms the deeper model (18-6) under classic training. Our deepest model (21-6) under Symbiosis Joint Training forms the Transformer-base also achieves \textbf{0.30} BLEU improvement.
### Baselines

| Arch                        | M-Net | S-Net | EN→DE BLEU | ∆ | DE→EN BLEU | ∆ | EN→FR BLEU | ∆ |
|-----------------------------|-------|-------|------------|---|------------|---|------------|---|
| **Post-Norm**               |       |       |            |   |            |   |            |   |
| Transformer-base(Vaswani et al., 2017) | 6-6   | -     | 27.3       | - | -          | - | -          | - |
| Transformer-big(Vaswani et al., 2017) | 6-6   | -     | 28.4       | - | -          | - | 41.8       | - |
| **Pre-Norm**                |       |       |            |   |            |   |            |   |
| Transformer-base(Our Implementation) | 6-6   | -     | 27.07      | - | 31.17      | - | 40.24      | - |
| Transformer-big(Our Implementation) | 6-6   | -     | 28.23      | - | 32.21      | - | 41.60      | - |
| **Classic Training**        |       |       |            |   |            |   |            |   |
| Transformer-deep            | 12-6  | 6-6   | 27.57      | - | 31.78      | - | 40.83      | - |
| Transformer-deep            | 18-6  | 6-6   | 28.12      | - | 32.23      | - | 41.54      | - |
| Transformer-deep            | 21-6  | 6-6   | 28.25      | - | 32.26      | - | 41.73      | - |
| Transformer-deep            | 30-6  | 6-6   | 28.01      | - | 31.97      | - | 41.21      | - |
| **Symbiosis Joint Training**|       |       |            |   |            |   |            |   |
| Transformer-deep            | 12-6  | 6-6   | 28.18      | +0.61† | 32.27      | +0.49† | 41.52      | +0.69† |
| Transformer-deep            | 18-6  | 6-6   | 28.49      | +0.37† | 32.46      | +0.23 | 41.88      | +0.34 |
| Transformer-deep            | 21-6  | 6-6   | 28.55      | +0.30† | 32.45      | +0.19 | 41.87      | +0.14 |
| Transformer-deep            | 21-6  | 9-6   | 28.51      | +0.26† | 32.47      | +0.21 | 41.88      | +0.15 |
| Transformer-deep            | 30-6  | 12-6  | 28.65      | +0.64† | 32.48      | +0.51† | 41.90      | +0.69† |

Table 1: Performance of BLEU (Papineni et al., 2002) score under Symbiosis Joint Training strategy on WMT’14 En→De and WMT’14 En→FR.

For WMT’14 DE→EN and EN→FR task, we get similar conclusions. Specifically, our Transformer-deep (12-6) gains 0.49 BLEU improvement on DE→EN task and 0.69 BLEU improvement on EN→FR. All results prove that, our proposed Symbiosis Joint Training strategy can improve the performance of the Symbiosis Main Network (M-Net).

### 5 Study

Beyond the superior experimental results, in this section, we conduct extensive studies on different perspectives to better understand our method. The analysis experiments are performed on the WMT14 En→De translation task.

#### 5.1 Effect of the Regularization Loss $L_\tau$

We study the effect of the regularization loss $L_\tau$. To make a fair comparison, we further train the models without loss $L_\tau$ for 100k steps. The results show that, without loss $L_\tau$ brings 0.15 BLEU drop on average. For detailed data, see Table 2.

| Strategy                            | 12-6 | 18-6 | 21-6 |
|-------------------------------------|------|------|------|
| Baseline                            | 27.57| 28.12| 28.25|
| w/ LSTM $\tau$                      | 28.18| 28.49| 28.55|
| w/o LSTM $\tau$                     | 27.96(-0.22)| 28.34(-0.15)| 28.46(-0.09)|

Table 2: BLEU scores of multiple models under w or w/o $L_\tau$ training strategies on WMT14 EN→DE task.

denotes $n$ S-Net encoder sub-layers, where $n < m$. Also $\mathcal{H}_i^S$ is the bottom sub-layer. The strategies, including the baseline strategy are shown in as following.

**Bottom Map:** The strategy of Bottom Map is to sequentially select the sub-layers starting from the bottom layer of M-Net to match the S-Net needs. **This is what we used in Symbiosis Joint Training.** $\mathcal{H}_i^S = \mathcal{H}_i^M$ where $i \in [0, n)$.

**Top Map:** Contrary to Bottom Map, the strategy of Top Map is to sequentially select the sub-layers starting from the top layer of M-Net. $\mathcal{H}_i^S = \mathcal{H}_{m-n+i}^M$ where $i \in [0, n)$.

**Top-Bottom Map:** Top-Bottom Map is the combination of Top Map and Bottom Map. For the top $n/2$ S-Net sub-layers order by Top Map, and the left sub-layers order by Bottom Map.

**Linear Map:** Linear Map is, as the name implies, making a linear map between $m$ and $n$. $\mathcal{H}_i^S =$

---

For WMT’14 DE→EN and EN→FR task, we get similar conclusions. Specifically, our Transformer-deep (12-6) gains 0.49 BLEU improvement on DE→EN task and 0.69 BLEU improvement on EN→FR. All results prove that, our proposed Symbiosis Joint Training strategy can improve the performance of the Symbiosis Main Network (M-Net).
| Strategy         | M-Net(12-6) | S-Net(6-6) |
|------------------|-------------|------------|
| Baseline         |             |            |
| Base (6-6)       | -           | 27.07      |
| Deep (12-6)      | 27.57       | -          |
| Bottom Map       | 28.18       | 26.94      |
| Top Map          | 27.09       | 26.89      |
| Top-Bottom Map   | 27.53       | 27.04      |
| Linear Map       | 27.67       | 27.09      |

Table 3: BLEU scores of multiple models under w or w/o \( L^x \) training strategies on WMT14 EN→DE task.

\[ H^{M}_{i \times m \div n} \] where \( i \in [0, n) \). Specifically, integer function may be applied to \( i \times m \div n \) carefully.

We study the performance of these four strategies. We also evaluate the performance of the S-Nets. As shown in Table 3, Bottom Map achieves the best performance. Additionally, our Symbiosis Joint Training has little impact on the performance of S-Nets. All S-Nets achieve almost similar performance comparing with the Transformer-base baseline.

6 Related Work

**LayerDrop**  LayerDrop proposed by (Fan et al., 2020), applies structured dropout over layers during training, to make the model robust to pruned layers (shallower networks). Pruned layers can be regarded as sub layers. Although we all pay attention to sub-layers, our goals are quite different. They focus on model pruning and expect to achieve a competitive pruned network. But we focus on the main network and aim to improve the main network performance.

**Shallow-to-Deep Training**  Shallow-to-Deep Training proposed by (Li et al., 2020), is a training method learns that deep models by stacking shallow models. In our Symbiosis Networks, the S-Net is similar to the shallow model. But we expect to study different questions. Their work aims to find an easy way to successfully train very deep models. But our purpose is to improve the deep model performance within limited stacks.

7 Conclusion

In this paper, we define Symbiosis Networks and present a new training strategy named Symbiosis Joint Training. The purpose of Symbiosis Networks is to enhance the main network. Furthermore, we adopt Symbiosis Networks on Transformer-deep model in NMT task. Apart from the basic learning objective for machine translation, another regularization loss can be designed to encourage the Symbiosis Main Network (M-Net) at least \( \tau \) better than the Symbiosis Sub Network (S-Net). Our proposed training method improves Transformer-deep (12-6) by 0.60 BLEU over the baseline on average of multiple WMT14 translation tasks and even outperforms classic Transformer-deep (18-6).
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