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ABSTRACT

Continuous-time signals are well known for not being perfectly localized in both time and frequency domains. Conversely, a signal defined over the vertices of a graph can be perfectly localized in both vertex and frequency domains. We derive the conditions ensuring the validity of this property and, then, building on this theory, we provide the conditions for perfect reconstruction of a graph signal from its samples. Next, we provide a finite step algorithm for the reconstruction of a band-limited signal from its samples and then we show the effect of sampling a non perfectly band-limited signal and show how to select the bandwidth that minimizes the mean square reconstruction error.

Index Terms— Graph Fourier Transform, sampling on graph, graph signal recovery

1. INTRODUCTION

In many applications, from sensor to social networks, transportation systems and gene regulatory networks, the signals of interest are defined over the vertices of a graph. In most cases the signal domain is not a metric space, as for example with biological networks, where the vertices may be genes, proteins, enzymes, etc. This marks a fundamental difference with respect to time signals where the time domain is inherently a metric space. The last years witnessed a significant advancement in the development of signal processing tools devoted to the analysis of signals on graph [1, 2]. Of particular interest is the application of this relatively new discipline to the analysis of big data, as proposed in [3]. As in conventional signal processing, a central role is played by the spectral analysis of signals on graph, which passes through the introduction of the so called Graph Fourier Transform (GFT) [1]. An equivalent uncertainty principle was recently derived for signals on graphs, essentially transposing Heisenberg’s methodology to signal defined over a graph [4]. However, although conceptually interesting, the transposition of the uncertainty principle from continuous time (and frequency) signals to signals on graphs presents a series of shortcomings, essentially related to the fact that while time and frequency are metric spaces, the vertex domain is not. This means that the distance between time instants cannot be transposed into the distance between vertices, evaluated for example through number of hops. To overcome these critical aspects, in this paper we resort to an alternative definition of time and frequency spread, as proposed in the seminal works of Slepian et al. [5], later extended by Pearl [6] and Donoho and Stark [7]. This alternative approach allows us to show that, differently from continuous-time signals, a signal on graph can indeed be perfectly localized in both vertex and frequency domains. Interestingly, the framework necessary to prove this perfect localization property paves the way to derive a sampling theorem for signals on graph. Building on this theory, we derive the necessary and sufficient condition and closed form expression for the perfect reconstruction of a band-limited graph signal from its samples. Finally, numerical results based on the real-world data, non necessarily band-limited, show how the developed framework may be applied for evaluating the bandwidth that minimizes the reconstruction error.

Notation: We consider an undirected graph $G = (V, E)$ consisting of a set of $N$ nodes $V = \{1, 2, \ldots, N\}$ along with a set of weighted edges $E = \{a_{ij}\}$, $i, j \in V$, such that $a_{ij} > 0$ if there is a link between nodes $i$ and $j$. The adjacency matrix $A$ of the graph is the collection of all the weights $a_{ij}, i, j = 1, \ldots, N$. The degree of node $i$ is $d_i := \sum_{j=1}^{N} a_{ij}$. The degree matrix is a diagonal matrix having the node degrees on its diagonal: $K = \text{diag}(d_1, d_2, \ldots, d_N)$. The combinatorial Laplacian matrix is defined as $L = K - A$. In the literature it is also common to use normalized graph Laplacian matrix $L' = K^{-1/2}LK^{-1/2}$. We will use the combinatorial Laplacian matrix in the further derivations, but the approach is not limited to this case and alternative definitions could be used depending on the applications.

Since the Laplacian matrix of an undirected graph is symmetric and positive semi-definite matrix, it may be diagonalized as

$$ L = \Lambda U U^T $$

where $\Lambda$ is a diagonal matrix with real non-negative eigenvalues on its diagonal and $\{u_i\}$ is the set of real-valued orthonormal eigenvectors. A signal $x$ over a graph $G$ is defined as a mapping $x : V \rightarrow \mathbb{R}^{|V|}$. Laplacian eigenvectors endow a
graph with a natural criterion of smoothness, as in the continuous time case, where the eigenfunctions of the Laplacian operator constitute the basis of conventional Fourier transform.

The Graph Fourier Transform is defined as a projection operator onto the space spanned by the Laplacian eigenvectors [1]:

\[
\hat{f} = U^T f
\]

with inverse

\[
f = U \hat{f}.
\]

Given a subset of vertices \( S \subseteq V \), we define a vertex-limiting operator as a diagonal matrix \( D \) whose generic diagonal entry \( D_{ii} \) is equal to one if \( i \in S \) or zero, otherwise. Similarly, given a subset of frequency indices \( F \subseteq V^* \), where \( V^* = \{1, \ldots, N\} \), we introduce a filtering operator

\[
B = U \Sigma U^T,
\]

where \( \Sigma \) is a diagonal matrix whose diagonal entry \( \Sigma_{ii} \) is equal to one if \( i \in F \) or zero, otherwise. It is immediate to check that both matrices \( D \) and \( B \) are symmetric and idempotent, and then orthogonal projectors. We introduce also the complement vertex-limiting operator \( D^c \), defined as \( D \) but operating over the complement set \( S^c = V \setminus S \), and the frequency-limiting complement operator \( B^c \) defined as \( B \), but operating over \( F^c = V \setminus F \).

2. LOCALIZATION PROPERTIES

The study of time and band-limited signals led Slepian, Pollak and Landau to the well-known prolate spheroidal wave functions, which in turn clarified a number of fundamental questions concerning degrees of freedom, uncertainty principle and signal approximation. In this work we follow a similar path, inspired by the seminal work of Slepian [8] and subsequent generalization by Donoho and Stark [7] to the case when time and bandwidth are not intervals.

Following Slepian [8], we start building an optimal set of GFT bandlimited vectors \( \psi_i \) that are maximally concentrated over some subset \( S \) in vertex domain. The vectors \( \psi_i \) can be found as the solution of the following iterative optimization problem

\[
\psi_i = \arg \max_{\psi_i} \| D \psi_i \|_2
\]

subject to

\[
\| \psi_i \|_2 = 1,
\]

\[B \psi_i = \psi_i,\]

if \( i > 1, \psi_i^T \psi_j = 0, j = 1, \ldots, i - 1.\)

\[\psi_i^T D \psi_j = \lambda_j \delta_{ij},\]

where \( \delta_{ij} \) is the Kronecker symbol. Equation (8) follows from bandlimitedness of \( \psi_i \) and from the self-adjointness of \( B \).

Let us consider now the question if a signal on graph can be perfectly localized over a vertex set \( S \) and a frequency set \( F \). The answer is given by the following

**Theorem 2.1** There is a vector \( x \), perfectly localized over both vertex set \( S \) and frequency set \( F \), if and only if the matrix \( BDB \) has an eigenvalue equal to one; in such a case, \( x \) is an eigenvector associated to the unit eigenvalue.

**Proof**: If a vector \( x \) is perfectly localized in both vertex and frequency domains, then the following equalities hold:

\[Bx = x, \quad Dx = x.\]

Now we prove that, if these conditions hold, then \( x \) must be an eigenvector of \( BDB \) associated to a unit eigenvalue. Indeed, in such a case, by repeated applications of (9), it follows

\[BDBx = BDx = Bx = x.\]

This proves the first part. Now, let us prove that, if \( x \) is an eigenvector of \( BDB \) associated to a unit eigenvalue, then it must respect (9). Indeed, starting from

\[BDBx = x\]

and multiplying from the left side by \( B \), taking into account that \( B^2 = B \), we get

\[BDBx = Bx\]
Equating (11) to (12), we get
\[ Bx = x, \]  
which implies that \( x \) is perfectly localized in the frequency domain. Now, using this property, we can also write
\[ 1 = \max_x \frac{x^TBDBx}{x^Tx} = \max_x \frac{x^TDx}{x^Tx} \]  
This shows that \( x \) is also an eigenvector of \( D \) associated to a unit eigenvalue, i.e., \( x \) is also perfectly localized in the vertex domain.

Equivalently, since \( \sigma_c(BD) = \sigma_c(DB) \), perfect localization onto the sets \( S \) and \( F \) is achieved if the following properties hold true:
\[ \|BD\|_2 = 1; \quad \|DB\|_2 = 1. \]  
(15)
If a vector \( x \) is perfectly localized over \( S \) and \( F \), then
\[ B^T Dx = 0. \]  
(16)
Hence, since \( U \) is a unitary matrix, perfect localization is feasible only if the following system of linear equations admits a non-trivial solution
\[ \Sigma^c U^T D \phi = 0. \]  
(17)
This equation can be rewritten in compact form by retaining only the nonzero rows corresponding to the indices \( i \) belonging to the complement set \( F^c \), and the columns corresponding to the indices in \( S \). More specifically, denoting by \( i_1, \ldots, i_{|F^c|} \) the indices in \( F^c \) and by \( j_1, \ldots, j_{|S|} \) the indices in \( S \), (17) can be rewritten as
\[ G \phi = 0, \]  
(18)
where \( G_{k\ell} = u_{i_k}(j_\ell) \), for \( k = 1, \ldots, N - |F| \) and \( \ell = 1, \ldots, |S| \), is the \( j_\ell \) entry of the \( i_k \)-th column of \( U \). Matrix \( G \) has the dimensionality \( (N - |F|) \times |S| \). Clearly, if
\[ |S| \geq N - |F| + 1 \]  
(19)
system (18) admits a nontrivial solution. The inequality (19) is then the condition for perfect localization in both vertex and frequency domains. This is indeed a remarkable property that marks a fundamental difference with respect to continuous-time signals. Conversely, if \( |S| \leq (N - |F|) \), system (18) can still admit a non-trivial solution, but only if the matrix \( G \) is not full column rank.

For any given pair of sets \( S \) and \( F \), the dimension of the signal subspace of signals perfectly localized over both vertex and GFT sets is given by the following theorem.

**Theorem 2.2 (Number of the degrees of freedom)** The number of singular values equal to 1 of the operator \( BD \) is equal to
\[ C := \text{rank } D - \text{rank } B^*D. \]  
(20)
**Proof** The proof follows the arguments just reported above.

In general, the number of singular values from the "transition region", i.e. \( 0 < \lambda_i < 1 \) is
\[ Q := \begin{cases} \text{rank } BD^c, & \text{if rank } D \geq \text{rank } B; \\ \text{rank } B^*D, & \text{if rank } D \leq \text{rank } B, \end{cases} \]  
(21)
and the number of singular values equal to zero must be equal to \( O := N - C - Q \).

### 3. Sampling Signals on Graphs

Graph signals may represent various phenomena and in many practical applications the acquisition of signals on a high number of vertices may be too expensive or too lengthy. This kind of problems pushes us to consider the reconstruction of bandlimited functions on graphs from a limited number of samples. Considerable amount of work has been done recently regarding the problem of GFT bandlimited signal reconstruction from incomplete sampled measurements. There are three major approaches. One is based on frame theory, mainly pursued by \[9], \[10], addressing the problem of finding conditions for the existence of dual frames for reconstruction from sampled data. A second approach, see e.g. \[10], \[11], looks for iterative reconstruction algorithms. A third approach applies the recently developed machinery of compressive sensing to the problem of graph sampling and it was followed by \[12]. In this work, we provide an algorithm which allows perfect reconstruction of a bandlimited signal with a finite number of steps.

To state the problem formally, we want to reconstruct a signal \( f \) defined on graph \( G \) by samples taken from a subset \( S \), i.e., from
\[ f_S := Df. \]  
(22)
The signal \( f \) is supposed to be bandlimited in the sense that its support in the GFT domain is limited to the set \( F \). Next we provide a theorem which gives us the necessary and sufficient condition for reconstruction.

**Theorem 3.1 (Sampling Theorem)** Let \( F \) be the set of frequencies and \( S \) be the sampling set of vertices. It is possible to reconstruct a signal, bandlimited to the set \( F \) in GFT domain, only from its values on the sampling set \( S \), if and only if
\[ \|BD^c\|_2 = \|D^cB\|_2 < 1, \]  
(23)
i.e. the operator \( BD^c \) does not have any perfectly localized eigenvector.

**Proof** The sampled signal \( f_S \) can be rewritten as \( f_S = Df = (I - D^c)f = (I - D^B)Bf \), where in the last equality we exploited the band-limiting property of \( f \). The recovery of \( f \) from \( f_S \) is possible if the matrix \( I - D^B \) is invertible.
This is of course possible if (23) holds true. On the other side, if \( ||\mathbf{BD}^c||_2 = 1 \), then from Theorem 2.2 it follows that there exists a bandlimited signal perfectly localized on \( S^c \). Therefore if we sample such signal on \( S^c \) we will get only zero values and it will be impossible to reconstruct non-zero values on \( S^c \).

Alternatively, taking into account Theorem 2.2, \( S^c \) does not contain any perfectly localized bandlimited signal if

\[
\text{rank} \mathbf{D}^c = \text{rank} \mathbf{B}^c \mathbf{D}^c.
\]

Next we provide theorem which provides a formula for reconstruction of a bandlimited signal from its samples.

**Theorem 3.2** If the condition of the sampling theorem holds true, i.e.

\[
||\mathbf{BD}^c||_2 < 1,
\]

then any signal bandlimited to the set of frequencies \( F \) can be reconstructed from its samples on the set \( S \) using the following reconstruction formula

\[
f = \sum_{i=1}^{[F]} \frac{1}{\sigma_i^2} \langle \mathbf{D}f, \psi_i \rangle \psi_i,
\]

where \( \{\psi_i\}_{i=1..N} \) and \( \{\sigma_i^2\}_{i=1..N} \) are the eigenvectors and eigenvalues of \( \mathbf{BDB} \).

**Proof** Since \( \{\psi_i\}_{i=1..N} \) constitute a basis for \( \mathbb{R}^N \), we can write, for any \( g \),

\[
g = \sum_{i=1}^{N} \langle g, \psi_i \rangle \psi_i,
\]

and for its bandlimited projection

\[
\mathbf{B}g = \sum_{i=1}^{K} \langle \mathbf{B}g, \psi_i \rangle \psi_i,
\]

where \( |F| \leq K \leq N \). By the condition of theorem there is no any perfectly localized bandlimited vector, therefore all the eigenvectors from \( \ker \mathbf{BDB} \) are out of band \( F \) and we conclude that \( K = |F| \). Let \( f = \mathbf{B}g \), then we can write

\[
f = \sum_{i=1}^{[F]} \langle f, \frac{1}{\sigma_i^2} \mathbf{BDB} \psi_i \rangle \psi_i = \sum_{i=1}^{[F]} \frac{1}{\sigma_i^2} \langle \mathbf{D}f, \psi_i \rangle \psi_i,
\]

where we have used the fact that operators \( \mathbf{D} \) and \( \mathbf{B} \) are self-adjoint and vectors from the set \( \{\psi_i\}_{i=1..|F|} \) are bandlimited.

The interesting new aspect is the role played by the graph topology. In particular, besides choosing the right number of samples, for any given GFT bandwidth, in order to fulfill the previous perfect reconstruction conditions, a particular relevant question is how to choose the sample vertices in the graph. Some hints can come from (23). One could choose the sample vertices so that the maximum singular value of \( \mathbf{BD}^c \) is minimum. Or, one could look at the set of sample vertices that maximize the conditioning of matrix \( \mathbf{G} \) in (13). These are, in general, combinatorial problems, and then NP-hard. However, the structure of the GFT basis vectors can provide useful hints. In particular, for bandlimited signals lying in the signal subspace spanned by a number of GFT basis vectors, looking at the amplitudes of the basis vectors entries is a good indication on which vertices to select. This is indeed an aspect worth of further investigation.

Real world signals usually are not exactly band-limited. In general, any signal can be decomposed in two parts

\[
f = \mathbf{B}f + \mathbf{B}^c f.
\]

We wish to assess now the impact of signal’s non bandlimit-edeness on the reconstruction of signal from its samples. Let \( f \) be the initial signal and \( f \) be its reconstruction given by (26), i.e.

\[
\tilde{f} = \mathbf{B}f + \sum_{i \in F} \frac{1}{\sigma_i^2} \langle \mathbf{DB}^c f, \psi_i \rangle \psi_i.
\]

The reconstruction error in this case is given by

\[
||f - \tilde{f}||_2 = \left\| \sum_{i \in F} \langle f, \psi_i \rangle \psi_i - \sum_{i \in F} \frac{1}{\sigma_i^2} \langle \mathbf{DB}^c f, \psi_i \rangle \psi_i \right\|_2 = \sum_{i \in F} \left| \langle f, \psi_i \rangle \right|^2 + \sum_{i \in F} \frac{1}{\sigma_i^2} \left| \langle \mathbf{DB}^c f, \psi_i \rangle \right|^2.
\]

In (32) the first term corresponds to the error given by the out of band energy of signal and the second term gives the aliasing error, i.e. an in-band error introduced by the out of band components.

Some numerical results, reported below, show that there is an optimal value in choosing the signal bandwidth with respect to the reconstruction from its samples.

**Example** As a numerical example, we consider the real temperature data given by 106 meteorological stations in Italy. In Fig. 1 the corresponding graph signal is illustrated. Each graph vertex corresponds to a station and is colored with respect to the temperature data given by 106 meteorological stations in Italy. In Fig. 1 we show the normalized mean squared error (NMSE) as a function of the bandwidth, in accordance with

\[ \text{NMSE} \]
or, in other words, on the cardinality of $F$ for different sizes of the sampling set $S$. For each curve, parameterized to the cardinality of $S$, the samples were chosen randomly and the results have been averaged over 500 independent selections of sampling sets. The simulations show that for this signal there exist optimal choices of the cardinality of $F$ that minimize the reconstruction error.

4. CONCLUSIONS

In this work, we derived the conditions for perfect localization of a signal in both vertex and GFT domains. These conditions are strictly related to the conditions ensuring perfect reconstruction of signal from sparse samples. Interesting new developments concern the connection of localization properties in the joint vertex-frequency domain with the reconstruction from sampled observations. The effect of out of band energy on sampling was considered and the tool for assessing an optimal bandwidth was given. The results were supported by an example running on real data.
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