Anode Effect Prediction in Hall-Héroult Cells Using Time Series Characteristics
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Abstract: In aluminium production, anode effects occur when the alumina content in the bath is so low that normal fused salt electrolysis cannot be maintained. This is followed by a rapid increase of pot voltage from about 4.3 V to values in the range from 10 to 80 V. As a result of a local depletion of oxide ions, the cryolite decomposes and forms climate-relevant perfluorocarbon (PFC) gases. The high pot voltage also causes a high energy input, which dissipates as heat. In order to ensure energy-efficient and climate-friendly operation, it is important to predict anode effects in advance so that they can be prevented by prophylactic actions like alumina feeding or beam downward movements. In this paper a classification model is trained with aggregated time series data from TRIMET Aluminium SE Essen (TAE) that is able to predict anode effects at least 1 min in advance. Due to a high imbalance in the class distribution of normal state and labeled anode effect state as well as possible model’s weaknesses the final F1 score of 32.4% is comparatively low. Nevertheless, the prediction provides an indication of possible anode effects and the process control system may react on it. Consequent practical implications will be discussed.
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1. Introduction

In the early days of aluminium electrolysis there was no automatic feed control. The operators had to wait until an anode effect (AE) occurred, which is always manifested by a rapid increase of pot voltage. Right at the time of occurrence they fed the pot with a batch of alumina and waited for the next AE to come. If it came too early the amount of alumina was increased and vice versa. The termination of the AE was established manually with iron rakes or green wood poles. Nowadays there is consensus that AEs are detrimental and must be avoided [1–3]. Because of the high voltage in the range from 10 to 80 V AEs reduce the energy and current efficiency, induce meltback of the side-ledge and can lead to localized sludging. But furthermore AEs cause emissions of harmful perfluorocarbon (PFC) greenhouse gases, CF4 and C2F6 which have extremely high global warming potentials [2–5]. Due to the availability of automatic feeders and computer controlled feeding but also automatic AE termination routines the aluminium industry was able to eminently reduce the frequency and duration of AEs [1].

In the last decades there was further improvement and research—Haupin and Seger [1] present different methods for predicting approaching AEs (hysteresis in volt-amp curve, rate of voltage rise, measuring high frequency electrical noise, measuring acoustic noise and pilot anodes) and reduce
AE frequency (good condition of pot’s lining and electrical connections, high quality alumina and properly maintained feeders, uniform anode current density and a proper ledge).

Thorhallsson [6] suggests an improved maintenance, more focus on pot tending to reduce AE frequency and a stepwise downward shift of the anode beam with specific delays between separate downward movements and an adjusted feeding strategy during termination to reduce the duration of AEs. Fardeau [7] et al. found that mainly a proper bath height control can reduce AE frequency. Mulder et al. [5] analysed the root causes of AEs and categorised them into three groups: Pot controllers feed strategy, maintenance practices and alumina quality. With the introduction of individual anode current measurement (ACM) new methods and models for predicting AEs were proposed [8–11]. Since this paper deals with data of pots where no ACM is implemented, thus it is based on classic process data, these papers are not discussed in detail. Regarding prediction models using classic process data, da Costa et al. [12] and Wilson et al. developed [13] univariate threshold-based models. The time difference between the timestamp of detection by the model and the timestamp of detection by the process control system, so called lead time was in the range of seconds. Y. Zhang [14] used wavelet packet transform to analyse the pot resistance for AE prediction. Majid [15] applied multivariate statistical techniques in order to predict AEs. Z. Zhang et al. [16] developed a machine learning model with a lead time of 30 min and an F1 score of 99.8%. Chen et al. [9] used a collaborative two-dimensional forecast model with a lead time of 20 min to 40 min and an accuracy of 95%.

In summary, it can be stated that some predictions methods were only proposed but never applied to a real test dataset of sufficient size or used in a live test scenario. Moreover many authors do not provide enough evaluation criteria like confusion matrix and F1 score. In this paper a classification model based on aggregated time series data is proposed. Preprocessing, training and testing steps including evaluation criteria are presented with high degree of transparency.

2. State of the Art at TAE

The TRIMET Aluminium SE Essen (TAE) plant consists of 360 pots in three production potrooms with EPT-14 PreBaked Point Feeder (PBPF) cells in the first two potrooms and EPT-17 PBPF cells in the third potroom. The prefix EPT stands for “elektronische Prozesssteuerung Tonerde” (computer controlled alumina feed). The number 14 indicates that the potlines originally operated at 140 kA [17]. Under normal process conditions a balanced feed strategy is applied, using a derived pseudo-resistance slope calculation to determine when the feed strategy should change from underfeed to overfeed [5]. During train and test time the first potroom was running at an amperage of 173 kA with a standard deviation of around 5 kA, while the second potroom was running at 165 kA with a standard deviation of around 2.5 kA and the third potroom was running at 171 kA with a standard deviation of only 1 kA.

In industry a commonly used definition for AE detection by the process control system is when pot voltage exceeds 8 V for more than three consecutive seconds [4]. At TAE these thresholds are 7.5 V for 3.96 s. An AE is terminated when pot voltage is below 6.6 V for more than 39.96 consecutive seconds. An example of the voltage behaviour during an AE with four restarts can be seen in Figure 1. The termination of AEs are achieved in a quenching procedure, where the anode beam is lowered and additionally a massive overfeed of alumina is generated.

If this does not attain any success AEs are terminated manually with wood poles. Wong et al. [4] state that beneath conventional AEs (typically start on a few anodes and propagate to all anodes within seconds) there are also so called low voltage propagating AEs (LVP-AE) that exhibit peak voltages that fall below the threshold voltage (<8 V). LVP-AEs have a very similar PFC emission characteristic but their propagation is limited to a section of the pot and after propagation they self terminate. Furthermore Wong et al. found so called non-propagating AEs (NP-AE) with no visible voltage signature. NP-AEs have a different PFC emission characteristic compared to conventional AEs and remain on several localised anodes. It is important to note that Zarouni et al. claim that there is some evidence [18] that LVP-AEs and NP-AEs are more prevalent for large-sized, high amperage
(>300 kA) pots. TAE’s pots with a number of 26 anodes and a pot size of 7.2 m × 3.4 m do not belong to the group of large-sized pots.

Currently there is no AE prediction model implemented. As Mulder et al. [5] reported, AEs have only been reduced from a maintenance perspective until now.

3. Anode Effect Prediction

Building a machine learning model consists of different steps that will be presented in the following subsections.

3.1. Data Selection and Preprocessing

Usually in machine learning the whole dataset is splitted into at least training and test data. In this paper the dataset consists of 63% training data (regarding frequency of AEs) and 37% test data both including all 360 pots from all potrooms. It was decided to differ from the well-known 80/20 splitting to have more data for testing, at least half a month. The splitting is shown in the timeline in Figure 2. It is confirmed that in both time intervals the process and the technical state was not altered.

It was decided to use a feature based approach to build the prediction model. Because measured data in aluminium electrolysis process is mainly time series data, it is standing to reason to use time series features. Time series features, also called time series characteristics and especially the usage for classification have gained more attention in the last years. Fulcher et al. [19] analysed over 9000 time series analysis algorithms across an interdisciplinary literature, while Lubba et al. [20] reduced this huge amount to a fixed set of only 22 canonical characteristics, called catch22 used for classification. Hyndman et al. [21] provide a set of 18 features, called tsfeatures. Over the years this set has been continuously extended. In this paper a python implementation of tsfeatures by Garza et al. [22] is used. In general time series characteristics can be seen as a toolbox to solve time series related problems for many domain applications. These characteristics provide a representation of the time series, covering measurements of basic statistics, linear correlations, stationarity, entropy, methods from the physical nonlinear time-series analysis literature, linear and nonlinear model parameters, fits, and predictive power [20]. Lubba et al. [20] show the usability for time series with a fixed length. In contrast in this paper the time series do not have a fixed length because the process is running 24 h per day. For this reason a rolling window approach is used, where the window length and the step
size are parameters. This rolling window approach applies to the feature generation using catch22 and tsfeatures but also to other features described in the following paragraphs.

In the first step of feature generation the pot resistance is chosen. Because of the current modulation in potroom 1, the voltage would strongly depend on a change in current, while the resistance is more independent. It is measured in steps of 3 s, or respectively 0.33 Hz measuring frequency. Fulcher et al. [19] state that a time series of less than 1000 samples is short, while Lubba et al. [20] consider a time series of 500 samples to be short. In the AE prediction context on condition of a low measuring frequency it is concluded, that there is a conflict between a sufficient time series length and an observation time that is still in the near of the AE. To cover both, a rolling window with a length of 10 min (200 samples) and a step size of 1 min is used to get information about the short-term behaviour. On this rolling window catch22 and tsfeatures time series characteristics are applied.

Since 200 samples should be considered as a very short time series, not every feature may yield useful results. To get information about the long-term behaviour a second rolling window with a length of 60 min (1200 samples) is used. The step size is limited to 5 min to reduce the calculation time. Some characteristics produced errors during computation, yielded too many special-valued outputs or needed a long calculation time in comparison to others and have therefore been removed. The full list of time series characteristics can be seen in Table 1. Furthermore in a resampling step of 1 min the mean and standard deviation were calculated. After these steps the result is a dataset in steps of 1 min. Using the previously mentioned resistance mean, the percentage change with respect to a rolling median with a length of 60 min was calculated. Additionally the linear trend of the resistance mean with a rolling window of 5 min was calculated.

Table 1. Time series characteristics used for feature generation with a rolling window.

| Tsfeatures       | Catch22                          |
|------------------|----------------------------------|
| acf_features_x_acf1 | DN_HistogramMode_5               |
| acf_features_x_acf10 | DN_HistogramMode_10              |
| acf_features_diff1_acf1 | CO_fleac                         |
| acf_features_diff1_acf10 | CO_FirstMin_ac                   |
| acf_features_diff2_acf1 | CO_HistogramAMI_even_2_5         |
| acf_features_diff2_acf10 | CO_trev_1_num                    |
| count_entropy     | MD_hrv_classic_pnn40             |
| crossing_points   | SB_BinaryStats_mean_longstretch1 |
| flat_spots        | SB_TransitionMatrix_3ac_sumdiagcov |
| lumpiness         | PD_PeriodicityWang_th0_01        |
| nonlinearity      | IN_AutoMutualInfoStats_40_gaussian_fmmi |
| sparsity          | FC_LocalSimple_mean1_tauersrat    |
| stability         | DN_OutlierInclude_p_001_mdrmd     |
| unitroot_kpss     | DN_OutlierInclude_n_001_mdrmd     |
| unitroot_pp       | SP_Summaries_welch_rect_area_5_1  |
|                   | SB_BinaryStats_diff_longstretch0  |
|                   | SB_MotifThree_quantile_hh        |
|                   | SC_FluctAnal_2_rsrangefit_50_1_2_logi_prop_r1 |
|                   | SC_FluctAnal_2_dfa_50_1_2_logi_prop_r1 |
|                   | SP_Summaries_welch_rect_centroid  |
|                   | FC_LocalSimple_mean3_stdderr      |

At TAE more process data (5 min steps) is available that has been included in the dataset: Because of the balanced feed strategy there is a process variable called alumina interval, which gives information in percentage about the current feed phase. Since the minimal feed cycle time is 95 min and the underfeed phases are not fixed, the short-term behaviour is covered with a rolling mean with a length of 60 min and the long-term behaviour is covered with a rolling mean with a length
of 8 h. On top of that, the difference between the actual resistance and the lower and upper band was calculated.

A root cause analysis of the train dataset has shown that about 30% of all AEs have a technical cause which is mostly either feeder- or breaker-related. Regarding breaker as a technical cause, this takes up around 9% of all AEs.

This analysis coincides with the findings by Mulder et al. [5] for the same potline but other timespan where breakers as a technical cause were in the range of 9 to 14%. For this reason new features were generated counting error messages by the two breakers each with a rolling window of 60 min and 8 h.

Beside the so called 5 min-data there are manual measurements. Regarding these, only the bath temperature is available on a daily basis. Other measurements are performed less frequently. The univariate distribution of the bath temperature in Figure 3 shows that AEs tend to occur more often at lower bath temperatures. This is because the alumina dissolution is attenuated at lower temperatures [3]. Except for liquidus temperature other manual measurements like for example, bath height, metal height and superheat have distributions of AE and normal state that overlap to a great extent. On this account and the difficulty to impute measurements that are only available every second day or even worse, bath temperature only was merged with the present dataset. An overview of all features that are used as input for the machine learning model can be seen in Figure 4. The bold font denotes list of features. The letter X can be replaced by 1 and 2, because there are two breakers in each pot. All features were merged by time.

Figure 3. Distribution of bath temperature in training dataset.
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3.2. Data Labeling and Dealing with Imbalance

After feature generation and the resultant determination of the smallest time step between two samples, it was possible to label the data. An example of the data labeling is shown in Figure 5. The timestamp of the AE start is available with a resolution of seconds. All samples where the timedelta until AE start is less than 1 min is labeled as 0. All samples where the timedelta until AE start is at least 1 min up to 2 min is labeled as 1. This procedure continues until the label 10 is generated. The timestamp of AE termination is also available with a resolution of seconds and is rounded up to the next full minute. All samples that are between the AE start and the modified AE end get the label AE. Finally all other samples are labeled as normal. To create the final dataset only samples with the label 1 (minority class) and normal (majority class) are kept. This ensures that the lead time is at least 1 min.

Figure 4. Features used as input for machine learning model.

Figure 5. Example of data labeling.
Regarding samples with the label 1 a prevalence of 0.0035% for train dataset (0.0034% test dataset) was calculated. This means that there is a severe imbalance between normal state and AE state. Another common term to describe an imbalance is the imbalance ratio (IR). It is defined as the number of negative class samples divided by the number of positive class samples [23]. For the train and test dataset IR is about 29,000. Fernandez et al. [23] state that the most well-known repository for imbalanced datasets is the knowledge extraction based on evolutionary learning (KEEL) repository. Looking at the IR value from these datasets one can observe that it is not typically larger than 100. Krawczyk [24] criticises that there is a lack of studies on the classification of extremely imbalanced datasets. He states in real-life applications such as fraud detection or cheminformatics the imbalance ratio would be ranging from 1000 to 5000. According to that, it is important to note that the dataset in this paper belongs to the group of extremely imbalanced datasets. In literature there are three main techniques to deal with imbalance in classification. First it is possible to upsample the minority class, second downsample the majority class or third using cost-sensitive machine learning algorithms [25]. In this paper a combination of the last two techniques is used. In the first step the majority class is downsampled. For this purpose the imbalanced-learn package (version 0.7.0) by Lemaitre et al. [26] is used. The aim is to resize the training dataset, which contains over 12 million samples, so that the following training step does not take time in the order of days. In contrast to cleaning undersampling techniques, controlled undersampling techniques allow to specify the class ratios. In this paper RandomUndersampler and NearMiss are used. While RandomUndersampler randomly selects a subset of data, NearMiss implements three different types of heuristic—NearMiss-1 selects majority class examples with minimum average distance to n closest minority class examples. NearMiss-2 selects majority class examples with minimum average distance to n furthest minority class examples. At the last NearMiss-3 selects majority class examples with minimum distance to each minority class example [25,26].

3.3. Machine Learning Model

After undersampling the reduced training dataset is used as input for a machine learning model. Because the reduced training dataset is still imbalanced, cost-sensitive machine learning algorithms are applied. Scikit-learn (version 0.23.2) [27] implementations of Logistic Regression, Random Forest Classifier and Linear Support Vector Classifier support class weights, which penalize the models more for errors made on samples from the minority class and are therefore used. Furthermore an implementation of gradient boosting, eXtreme Gradient Boosting (version 0.90) by Chen and Guestrin [28] is used, which also supports class weights. All models are classifiers with a binary output. The simplest models are Logistic Regression and Linear Support Vector Classifier, which are only able to create a linear decision boundary. In general linear models are good for large datasets and very high dimensional data. In particular Support Vector Classifiers are sensitive to hyperparameters. Random Forests are robust and more powerful than linear models but may suffer from high dimensional sparse data. Gradient boosting machines may be slightly more powerful than Random Forests, but need more hyperparameter tuning than Random Forests [29]. For models that are not tree-based and not able to do a feature selection (Logistic Regression and Support Vector Classifier) a recursive feature elimination is performed beforehand. In addition the models are also trained without any recursive feature elimination. To find appropriate hyperparameters a gridsearch is done. The hyperparameter space is shown in Table 2. As validation strategies a KFold and Stratified KFold with 10 splits are chosen. The scoring is evaluated with the help of the $F_1$ score.
| Table 2. Gridsearch hyperparameter space. |
|-------------------------------------------|
| Logistic Regression                       |
| penalty: \([l_1, l_2]\)                    |
| C: \([0.001, 0.01, 0.1, 1, 10, 100, 1000]\) |
| Random Forest Classifier                  |
| n_estimators: \([1000]\)                  |
| max_features: \([0.3, 0.5, 0.7]\)         |
| max_depth: \([10, 20, 30]\)               |
| min_samples_split: \([2, 3]\)             |
| min_samples_leaf: \([1, 2]\)              |
| eXtreme Gradient Boosting                 |
| n_estimators: \([10, 100, 500, 1000]\)    |
| learning_rate: \([0.001, 0.01, 0.1, 0.3]\) |
| max_depth: \([4, 6, 8, 10]\)              |
| Linear Support Vector Classifier          |
| penalty: \([l_1, l_2]\)                  |
| C: \([0.001, 0.1, 1, 5, 10, 50, 100]\)    |

4. Results

The training was performed with different feature combinations as input. Moreover the hyperparameters of the undersampling techniques were varied, resulting in different IR values.

These combinations are shown in Table 3. In general it can be observed that the Random Forest Classifier always turns out to be the best model. If no time series features are used (#1) the score is low. The same applies if the RandomUndersampler (#2, #12) or NearMiss-1 (#3, #13) is used. NearMiss-2 could not be tested due to excessive memory consumption. The best results are obtained by the use of time series features and NearMiss-3 with an IR of 9 (#6, #16). The confusion matrices of these two best models regarding $F_1$ score can be seen in Figure 6.

![Confusion Matrix](image)

**Figure 6.** Confusion matrices of the two best models (#6, #16), see Table 3.

| Table 3. Results on test dataset |
|----------------------------------|
| # Features                       |
|                                 |
| Sampling                        |
| Best Validation                 |
| Best Model                      |
| $F_1$ [%]                       |
| 1 all features except all time series features |
| NearMiss-3 IR = 7 KFold Random Forest | 0.8 |
| 2 all features except catch22 (60 min, 5 min) and tsfeatures (60 min, 5 min) |
| Random Undersampler IR = 7 KFold Random Forest | 0.5 |
| 3 all features except catch22 (60 min, 5 min) and tsfeatures (60 min, 5 min) |
| NearMiss-1 IR = 7 all all 0 |
| 4 all features except catch22 (60 min, 5 min) and tsfeatures (60 min, 5 min) |
| NearMiss-3 IR = 7 Stratified KFold Random Forest | 15.7 |
| 5 all features except catch22 (60 min, 5 min) and tsfeatures (60 min, 5 min) |
| NearMiss-3 IR = 8 Stratified KFold Random Forest | 16.8 |
| 6 all features except catch22 (60 min, 5 min) and tsfeatures (60 min, 5 min) |
| NearMiss-3 IR = 9 KFold Random Forest | 27.4 |
Table 3. Cont.

| #  | Features                                                                 | Sampling       | Best Validation | Best Model      | F₁ [%] |
|----|--------------------------------------------------------------------------|----------------|-----------------|-----------------|--------|
| 7  | all features except catch22 (60 min, 5 min) and tsfeatures (60 min, 5 min) | NearMiss-3 IR = 10 | KFold            | Random Forest   | 17.8   |
| 8  | all features except catch22 (60 min, 5 min) and tsfeatures (60 min, 5 min) | NearMiss-3 IR = 11 | KFold            | Random Forest   | 18.6   |
| 9  | all features except catch22 (60 min, 5 min) and tsfeatures (60 min, 5 min) | NearMiss-3 IR = 12 | KFold            | Random Forest   | 18.7   |
| 10 | all features except catch22 (60 min, 5 min) and tsfeatures (60 min, 5 min) | NearMiss-3 IR = 13 | KFold            | Random Forest   | 18.9   |
| 11 | all features except catch22 (10 min, 1 min) and tsfeatures (10 min, 1 min) | NearMiss-3 IR = 7 | Stratified KFold | Random Forest   | 3.9    |
| 12 | all features                                                              | Random Undersampler IR = 7 | Stratified KFold | Random Forest   | 0.7    |
| 13 | all features                                                              | NearMiss-1 IR = 7 | all             | all             | 0      |
| 14 | all features                                                              | NearMiss-3 IR = 7 | KFold            | Random Forest   | 15.2   |
| 15 | all features                                                              | NearMiss-3 IR = 8 | Stratified KFold | Random Forest   | 14.4   |
| 16 | all features                                                              | NearMiss-3 IR = 9 | KFold            | Random Forest   | 29.3   |
| 17 | all features                                                              | NearMiss-3 IR = 10 | KFold           | Random Forest   | 15.7   |
| 18 | all features                                                              | NearMiss-3 IR = 11 | KFold            | Random Forest   | 15.4   |
| 19 | all features                                                              | NearMiss-3 IR = 12 | KFold            | Random Forest   | 15.8   |
| 20 | all features                                                              | NearMiss-3 IR = 13 | KFold            | Random Forest   | 15.3   |

5. Post Analysis and Discussion

Because the number of false positives is higher than the true positives it was decided to do a post analysis. For the analysis the best model was chosen (#16, see Table 3). First of all the distribution of false positives dependent on the potnumber is investigated, shown in Figure 7. It can be observed that the false positives are not uniformly distributed. Some potnumbers exhibit considerably more false positives than others. One reason for this is the accumulation of false positives in groups of consecutive time steps. Among the potrooms the differences are small. A further analysis on a sample basis regarding the prediction over time shows that some false positives are related to events like anode change, metal tapping and current drop. Disabling the model for 3h after restart in consequence of a current drop and for 30 min after anode change can improve the score slightly. Disabling the model during other events does not increase the scoring. Removing false positives if the prediction is up to 30 min in advance also yields an improvement.
Finally the number of false positives decreases to 570 while the true positives reduce to 163 and therefore the $F_1$ score increases to 32.4%. Regarding the false positives again, the previously mentioned LVP-AEs need also to be taken into account. It was observed that some false positives occur in the presence of a rapid increase of voltage which did not cross the threshold voltage of 7.5 V.

Since the data was labeled up to 10 min in advance before AE, it was possible to apply the model to these samples and analyse the lead time, see Figure 8. About 50% of all true positives are predicted 3 min in advance, while 35% of all true positives have a lead time of 1 min.

6. Conclusions

In this paper a classification model was trained that is able to predict AEs at least 1 min in advance. It was shown that time series features/characteristics can improve the model's performance.
significantly. Since AEs occur rarely and a time base of 1 min was chosen, the dataset was extremely imbalanced. A combination of undersampling and cost-sensitive algorithms was proposed to solve this problem. The F1 score of the best model, namely a Random Forest Classifier is about 29.3%. A post analysis showed that disabling removing false positives if the prediction is up to 30 min in advance and disabling the model during events can increase the F1 score to 32.4%. Nevertheless in comparison to Reference [16] the F1 is low and needs to be improved. Including a low frequency and high frequency filtered noise signal, which will be available in future may improve the score. In future also live tests should be performed to prove if the lead time is sufficient and in general which actions like alumina feeding or beam downward movements are promising to prevent anode effects. In addition it needs to be examined if the amount of false positive are detrimental for the pot’s condition. For example a pot might be in an underfeed phase, right before turning into overfeed phase. An additional feeding to prevent the anode effect might not create any disadvantages, for example, due to sludge accumulation. But still there are open questions. Like Mulder et al. [5] said “a cell having AEs is synonymous to having a problem”, this would mean that preventing AEs only does not fix the root cause. However the symptoms of harmful PFC gases and reduced energy and current efficiency may be avoided for the most part.
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Abbreviations

The following abbreviations are used in this manuscript:

- **TAE**: TRIMET Aluminium SE Essen
- **AE**: anode effect
- **PFC**: perfluorocarbon
- **ACM**: anode current measurement
- **LVP-AE**: low voltage propagating anode effects
- **NP-AE**: non-propagating anode effects
- **IR**: imbalance ratio
- **KEEL**: knowledge extraction based on evolutionary learning
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