Measuring phonon dispersion at an interface

The breakdown of translational symmetry at heterointerfaces leads to the emergence of new phonon modes localized at the interface. These modes have an essential role in thermal and electrical transport properties in devices, especially in miniature ones wherein the interface may dominate the entire response of the device. Although related theoretical work began decades ago, experimental research is totally absent owing to challenges in achieving the combined spatial, momentum and spectral resolutions required to probe localized modes. Here, using the four-dimensional electron energy-loss spectroscopy technique, we directly measure both the local vibrational spectra and the interface phonon dispersion relation for an epitaxial cubic boron nitride/diamond heterointerface. In addition to bulk phonon modes, we observe modes localized at the interface and modes isolated from the interface. These features appear only within approximately one nanometre around the interface. The localized modes observed here are predicted to substantially affect the interface thermal conductance and electron mobility. Our findings provide insights into lattice dynamics at heterointerfaces, and the demonstrated experimental technique should be useful in thermal management, electrical engineering and topological phononics.

Understanding the vibrational properties of condensed-matter systems is important because phonons are involved in many physical phenomena ranging from thermal and electrical transport and superconductivity to mechanical strength and phase transition. At a heterointerface, the broken translational symmetry leads to localized phonon modes, which are essential in understanding interface thermal conductance (ITC), electrical transport, structural stability and even interface superconductivity. On the practical side, the development of various modern technologies, such as computing circuits, quantum cascade lasers and thermoelectrics, demands efficient thermal engineering of interfaces. For example, ITC has become increasingly significant and even the bottleneck in heat dissipation for microelectronic devices. In contrast to the extensively used assumption that ITC can be explained by bulk phonon modes in two constituting materials, recent theoretical works have demonstrated that a large contribution from localized interfacial modes must be considered. It is thus highly desirable to measure the dispersion relation and spatial distribution of the localized modes, which directly dictates the transport properties across the interface.

Despite their importance, related studies, especially experimental ones, are deficient. Interfacial modes have not been experimentally observed, not to mention measuring their dispersion relations. The major challenge is that they only appear in several atom layers near the interface, imposing stringent technical requirements, including nanometre spatial resolution, millielectronvolt spectral resolution, large momentum transfer and ultrahigh sensitivity. Inelastic neutron/X-ray scattering techniques are successful in bulk phonon dispersion measurements, but their beam size and sensitivity are insufficient for nanostructures. Tip-enhanced optical spectroscopy has recently achieved nanometre resolution, but the tiny momentum of photons cannot access the entire Brillouin zone (BZ). Atom-surface scattering spectroscopy and high-resolution reflection electron energy-loss spectroscopy (EELS) can determine surface phonon dispersion relations, but their non-penetrating geometry makes interface measurements impossible.

Recent advances in scanning transmission electron microscopy (STEM) have enabled nanoscale vibrational STEM-EELS measurements in the past decade. This technique offers electron probes with high spatial, momentum and energy resolutions in conjunction with a large momentum transfer range and high detection sensitivity. It has demonstrated its power in many nanoscale phonon measurements, particularly in measuring the local vibrational spectra of single...
defects$^{25,26}$, and the phonon dispersion of graphene$^{27}$ and boron nitride (BN) crystals$^{28}$. Despite the progress, owing to the intrinsic trade-off between the spatial and momentum resolutions, previous studies either achieved atomic spatial resolution upon losing momentum resolution$^{24,25,30}$ or achieved fine momentum resolution with a beam size larger than typical phonon localization scales$^{19,21,27,31}$. Requiring both resolutions at the same time, the measurement of interface phonon dispersion has remained elusive. Here we use the recently developed four-dimensional EELS (4D EELS) technique$^{21}$ to probe the interface phonon modes at the cubic BN (cBN)/diamond heterointerface with carefully balanced spatial and momentum resolutions.

**Experimental setup**

As a versatile technique, STEM-EELS can collect vibrational signals in various configurations. In general, a kiloelectronvolt electron beam is focused on the sample, launching lattice vibrations upon losing a tiny fraction of its kinetic energy. An EELS aperture on the diffraction plane selectively collects scattered electrons with desired momentum transfers. We first measure the local phonon spectra by choosing a large aperture to achieve an atomic-scale spatial resolution (Fig. 1a). A round aperture covers multiple BZs, producing spectra comparable to the local phonon density of states (DOS); although quantitatively they differ slightly$^{25,32}$. With the beam scanning in two spatial dimensions ($x$ and $y$), a three-dimensional EELS (3D EELS; $x-y-\omega$, where $\omega$ is the frequency) dataset can be recorded. This allows us to map the spatial distribution of interfacial modes precisely. To obtain the dispersion curve, we then use a medium convergence angle (Fig. 1b) to achieve the best balance between spatial and momentum resolutions. A reasonable momentum resolution (approximately one-quarter of the BZ lateral size) can be achieved when the spatial resolution is bounded by the diffraction limit but is still below 1.5 nm (Extended Data Fig. 1).

With a slot aperture, the dispersion diagram can be recorded in parallel, yielding a 4D EELS ($x-y-\omega-q$, where $q$ is the momentum transfer) placed parallel to the interface, producing dispersion diagrams along the high-symmetry line $\Gamma - \Sigma - \text{K} - \text{X}$. Figure 1c, d shows integrated differential phase contrast (iDPC)-STEM images of an atomically abrupt cBN/diamond interface viewed from two representative zone axes, and Fig. 1e, f are corresponding projections of the atomic model.

**Local phonon spectra near the interface**

Figure 2a shows the phonon dispersion curves of bulk cBN and diamond calculated by density functional perturbation theory (DFPT). Owing to similar crystal structures, their phonon dispersions are similar, except for the transverse optical (TO) branch. As a polar material, cBN has a finite longitudinal optical (LO)–TO splitting gap, which is absent in diamond. Thus, the DOS peak of the cBN TO phonon is lower than that of diamond, whereas their acoustic DOS peaks have a large overlap. Now we focus on the interface between them. It is well known that surface phonon modes lying below bulk bands appear at crystal surfaces$^{13,33,34}$. At interfaces, however, phonon modes are more complicated and related theories have yet to mature. Recent theoretical studies have classified modes near interfaces into four categories according to their vibration distribution$^{22,23}$, extended modes that involve vibrations on both sides, partially extended modes that vibrate predominately on one side, interfacial modes that are localized at the interface, and isolated modes that are isolated from the interface. The first two types originate from the bulk modes of two materials, which can hybridize to form extended modes if they are degenerate, or form partially extended modes when no degenerate mode exists on the opposite side. The last two types are new features associated with the broken symmetry, with enhanced or reduced vibration at the interface. To verify these predictions, we acquired 3D EELS datasets in an interface region with no nearby defects observed. Figure 2b shows an EELS line profile across the interface. The phonon signal changes abruptly near the interface within approximately 1 nm. Notably, the spectrum near the interface is not simply a linear combination of two bulk spectra. Even if we perform a least-squares fitting to find the...
The calculated phonon DOS projected onto atom layers. d. The calculated EELS scattering cross-section. e. The EEL spectra acquired in cBN (green), in diamond (blue) and at the interface (red). The black curve with gradient filling (where yellow and blue colours represent positive and negative residuals respectively) is the interface component that cannot be expressed as a linear combination of two bulk spectra. Shaded regions indicate the energy integration windows for Fig. 2. The corresponding calculation results. f. The energy-filtered EELS maps. Overlaid lines are averaged intensity profiles, the contrast of which has been adjusted for better visibility. The small inset bars at the top of each map are the calculated maps. The energy integration windows are indicated by numbers (in meV) in the top-left corner of each map, and are also shaded in e. In all the colour maps, the lower colour limit is fixed to zero.

For the overlapping region of two bulk acoustic DOS peaks, no remarkable new features were observed at the interface, so the intensity map (first panel in Fig. 2g) is homogenous just as the interface is transparent. This corresponds to extended modes delocalized in the entire system. The optical DOS peaks of the two materials have little overlap, so the intensity maps for the corresponding energy windows (second and third panels in Fig. 2g) show an abrupt intensity change at the interface, characteristic for partially extended modes. Interestingly, we identified three energy windows in which the interface spectrum is higher than both sides, revealing interfacial modes. In the fourth to sixth panels in Fig. 2g, the vibration signal shows a substantial enhancement at the interface. From these three maps, the root-mean-square width of the enhancement is found to be 1.4 nm, 1.0 nm and 0.8 nm, respectively. The first mode (60–74 meV) is less localized mainly owing to the existence of degenerate bulk modes, forming an interface resonance mode as a mixture of the localized mode and the bulk continuum. For the other two modes, the bulk DOS at the same energy is small, so their localization is within 1 nm. By collecting scattered electrons at high-order BZs (off-axis geometry\(^{26,30}\), Extended Data Fig. 4), one of them can be visualized with a higher contrast, but the main spectrum features are consistent. In addition, at around 160 meV, the interface spectrum is considerably weaker than both sides (bottom panel in Fig. 2g). This is an isolated mode that has significantly reduced vibration at the interface. These observations provide direct experimental evidence of interfacial modes, and also unequivocally reveal the existence of isolated modes that have not yet drawn much attention.

**Dispersion relation measurement**

Thus far we have measured local phonon spectra at the atomic scale, but the collected signal is averaged over the whole BZ. However, thermal
conductance, electron–phonon interaction and many other properties depend not only on the DOS but also on the group velocity or dispersion relation that cannot be obtained without momentum resolution. We next employ the 4D EELS technique to measure the phonon dispersion of the interfacial modes. At the interface, the phonon dispersion can only be defined in a two-dimensional interface BZ (a slice of the bulk BZ parallel to the interface plane) due to the broken translational symmetry along [111] (Extended Data Fig. 5). The slot aperture was placed along Γ–Σ–K–X line, the common high-symmetry line of the bulk BZ and the interface BZ (Inset in Fig. 3a). Although the dispersion can be measured nicely with smaller convergence angles (Extended Data Fig. 5), the required nanometre spatial resolution leads to a better balance at a medium angle (Methods). Figure 3a shows the measured dispersion with the beam located in cBN, at the interface and in diamond, and Fig. 3b is the corresponding DFT calculation results. For completeness, Supplementary Video 1 illustrates the acquired dispersion diagram as a function of the beam position. EELS line profiles at five momentum transfers are given in Extended Data Fig. 6, where spectral features of interfacial modes and isolated modes are directly visible. Although subtle, new features at the interface can be recognized by subtracting the averaged bulk spectra from the interface spectra, as shown in Fig. 3c, d. The experimental diagram in Fig. 3c is sensitive to noise after this subtraction, but decent agreement with the calculation is still achieved owing to our high detection sensitivity. Interfacial localized modes appear below 150 meV, where both acoustic and optical branches are recognizable. The acoustic branch has increasing energy from the BZ centre to the BZ boundary, which may aid thermal transport laterally along the interface owing to their large group velocity, whereas the optical branch is mostly dispersionless. In addition, there is a dispersion line with negative intensity at 150–160 meV, which corresponds to an isolated mode. The measured dispersion here can be validated not only by the calculation but also by its consistency with results shown in Fig. 2. The flat interfacial optical band gives rise to an enhanced phonon PDOS at approximately 140 meV, and the negative signal here sums up to a decreased signal at approximately 160 meV.

To better interpret these spectra, the calculated phonon dispersion of the interface model projected onto the (111) interface is shown in Fig. 3e, where three colour channels are used to represent vibration amplitudes at the interface (red), in cBN (green) and in diamond (blue). The green and blue regions originate from projected bulk phonon bands (Extended Data Fig. 7). In addition, we observe new dispersion lines (reddish lines) localized at the interface. For the three representative modes marked by arrows in Fig. 3d, Fig. 3f shows their calculated phonon eigenvectors. Both interfacial acoustic and optical modes (top and middle panels) have a large vibration amplitude at the interface, decaying to nearly zero within a few atom layers; the isolated mode (bottom panel) has considerable vibration amplitudes in both materials away from the interface, but has a vanishing amplitude at the interface. Thus, the measured positive signal in Fig. 3c directly reveals the dispersion relation of interfacial modes, and the negative line gives the dispersion relation of isolated modes.

**Discussion and outlook**

The new vibrational modes measured here are expected to substantially affect thermal transport across the interface. The traditional phonon gas model and the atomistic Green’s function methods describe the ITC by the transmittance of bulk phonon modes without considering detailed vibrational modes near the interface. However, such an extensively used simplification is challenged by recent molecular dynamics simulations. To see how interfacial modes contribute to thermal transport, we performed the interface conductance modal analysis, with the results shown in Extended Data Fig. 8 (Methods). Interfacial modes around 140 meV show strong correlations with almost all other modes, indicating that they scatter frequently with bulk modes on both sides and thus serve as an intermediate state of energy transfer. In contrast, isolated modes hardly correlate with any mode and give almost no contribution to the ITC. They have reduced amplitudes at the interface and separate bulk modes in space, making energy exchange between two materials much harder. Therefore, direct measurement...
of interfacial and isolated modes can provide useful information for the thermal transport properties for a given interface. Interfacial modes can also be important in electron transport owing to electron–phonon coupling. Two-dimensional electron gases can form at interfaces and are especially useful in transistor-like semiconductor structures. As an example, a two-dimensional electron gas is predicted to form at the cBN/diamond interface, which has an orders-of-magnitude stronger electron–phonon coupling with interfacial phonon modes than with bulk modes (Extended Data Fig. 9). In addition, the interface between two topologically inequivalent phononic materials can also be of particular interest, where topological interface phonon modes are predicted to form. Direct experimental verification of this also requires nanoscale dispersion measurements.

In summary, we have demonstrated a 4D EELS measurement of interface phonon dispersion, revealing vibrational properties at a heterointerface including interfacial modes and isolated modes. This information should be useful for a variety of topics in physics, materials science and chemistry, such as thermal conductance, electron transport and topological phononics. The demonstrated ability to measure interface phonon dispersion should also stimulate practical research towards thermal engineering of interfaces and related technologies.
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Methods

Sample preparation
In this study, we chose the epitaxial cBN/diamond heterojunction—the heterojunction between two thermal-conducting materials—as a model system. First-principles calculations predicted an extremely high ITC for their heterojunction, making them promising for thermal management in high-power devices. The cBN crystals were grown epitaxially on the diamond substrates by the temperature gradient method under high-temperature and high-pressure conditions. TEM samples were prepared by the focused ion beam (FIB) technique (Hitachi FB2200 FIB) with a gallium ion source. To clean the damaged layer of the TEM samples induced by the ion radiation of FIB, argon ion-milling with an accelerating voltage of 0.5 kV was performed using a precision ion polishing system (Model 691, Gatan). The film thickness in our region of interest is 50–60 nm. The lattice mismatch between cBN and diamond is only 1.4% and the strain is released by a periodic stacking fault network. In the region between two neighbouring stack faults, the interface is coherent and atomically flat, providing a clean platform for our study. At the interface, cBN is terminated with boron atoms that are directly bonded to carbon atoms on the diamond side. The same sample has also been carefully characterized elsewhere, confirming the atomic abruptness of the interface.

EELS data acquisition
The EELS data were acquired on a Nion U-HERMES200 microscope equipped with both a monochromator and aberration correctors. Three-dimensional EELS datasets were acquired with 60-kV beam energy, 35-mrad convergence semi-angle and 25-mrad collection semi-angle. For off-axis datasets, the central diffraction spot was fully displaced away from the EELS aperture; for other datasets, no such displacement was applied. The typical dwell time was 400–800 ms per pixel and approximately 30 min for each dataset in total. The sample drift was usually within 1 nm on this timescale and was corrected afterwards by aligning the interface. The typical energy resolution under these conditions was 10–12 meV. The typical spatial resolution was 0.2 nm.

Four-dimensional EELS datasets were acquired with 30-kV beam energy and 7.5-mrad convergence semi-angle. A slot aperture with aspect ratio 16:1 was placed along the Γ–Σ–K–X line. The use of the slot aperture enables parallel acquisition among different momentum transfers. Compared with the serial acquisition method, it greatly enhances data acquisition efficiency and gives a better momentum resolution along the aperture when the convergence angle is the same. It also makes the signal intensity among different momentum transfers consistent and makes it easy for them to be compared. To avoid the strong central diffraction spot and enhance the signal-to-background ratio, the slot aperture was displaced along the Γ–L direction by a reciprocal lattice vector (Extended Data Fig. 6a). The typical dwell time was 15–20 s per pixel and approximately 40 min for each dataset in total. The typical energy resolution was 10–12 meV. The typical spatial resolution was 1.3 ± 0.2 nm.

EELS data processing
All acquired spectra were processed by custom-written MATLAB (R2019b) code. For each dataset, EEL spectra were first registered by their normalized cross-correlation to correct beam energy drifts. A block-matching and 3D filtering algorithm was then applied to remove Gaussian noise. The data were individually denoised in two spatial dimensions for each energy and momentum channel, where the noise level was estimated based on high-frequency elements in the Fourier domain.

For 3D EELS datasets, the spectra were normalized by the zero-loss peak (ZLP) total intensity. The ZLP was removed by fitting the spectra to a Pearson function in two energy windows, one before and one after the energy loss region (approximately 20–45 meV and 180–220 meV, but slightly adjusted for each dataset to achieve the best fitting). Lucy–Richardson deconvolution was then employed to ameliorate the broadening effect caused by the finite energy resolution, taking the ZLP as the point spread function.

For 4D EELS datasets, a correction for the statistical factor was performed following literature. This process suppresses low-energy peaks because they have a higher occupation number. After the correction, the ZLP is automatically vanishingly small and can be neglected.

Spatial resolution estimation
In our settings, there are three main factors that affect the beam size: the diffraction limit, the beam source size and spherical aberrations. The first two terms are inversely proportional to the convergence semi-angle \( \alpha \), so when \( \alpha \) is small, the aberration term can be ignored (as verified by our results below). The diffraction limit as a function of \( \alpha \) is plotted as solid lines in Extended Data Fig. 1a, b, and the dashed lines are the calculated beam size considering both terms. To experimentally estimate the resolution, we quantitatively compare high-angle annular dark field (HAADF) images of gold nanoparticles taken with different \( \alpha \) (Extended Data Fig. 1d–k). First, a reference image was taken with a sufficiently large \( \alpha \), where atomic resolution can be achieved. Multiple images were then taken with various smaller \( \alpha \) in the same sample region. The reference image was convoluted with a Gaussian kernel, the width of which was determined by least-squares fitting the convoluted image to the image acquired with small \( \alpha \). The fitted full-width at half-maximum (FWHM) of the Gaussian kernel represents the spatial resolution in real experiments. We found our experimental beam size is readily very close to the diffraction-limited theoretical lower bound (Extended Data Fig. 1a, b). The beam size in our 4D EELS setting (7.5 mrad at 30 kV) was fitted to be 1.3 ± 0.2 nm, which is only about 15% larger than the ultimate diffraction limit.

Ab initio calculations
Density functional theory calculations were performed using Quantum ESPRESSO with the Perdew–Zunger exchange-correlation functional and the Vanderbilt ultrasoft pseudopotential. The kinetic energy cut-off was 80 Rydberg (Ry) for wavefunctions and 800 Ry for charge density and potential. The interface model contains 12 layers of carbon atoms connected to 12 layers of cBN (48 atoms in one hexagonal unit cell with cell parameters \( a = 2.518 \) Å and \( c = 4.9301 \) Å). The small lattice mismatch between cBN and diamond was ignored. The structure was optimized under the \( C_{6h} \) group symmetry constraint until the residual force was below 10^(-4) Ry per Bohr on every atom. The dynamical matrices and force constants were obtained using DFPT. The phonon dispersion and PDOS was calculated by interpolating the dynamical matrix on a \( 6 \times 6 \times 1 \) q-mesh. Compared with a smaller model with 36 atoms in one unit cell, no noticeable change in phonon PDOS was observed, indicating that our model is large enough to exclude couplings between interfaces owing to periodic boundary conditions. The calculated phonon dispersion contains tiny imaginary frequencies owing to common numerical instabilities, but the imaginary frequencies only appear in a small region around the \( \Gamma \) point occupying 0.003% of the total phonon DOS and can be safely neglected. Electron–phonon coupling calculation for the interface model was performed with a \( 48 \times 48 \times 4 \) dense mesh of \( k \)-points for the sum of electron–phonon coefficients at the Fermi energy, as implemented in Quantum ESPRESSO.

Scattering cross-section
For an infinite bulk crystal, the wavefunction of the electron beam can be treated as plane waves and then the differential scattering cross-section \( \frac{d^2 \sigma}{dd \Omega} \) can be calculated as:

\[
\frac{d^2 \sigma}{dd \Omega} \propto \sum_{\text{mode } \Lambda} |F_\Lambda(q)|^2 \left( \frac{n+1}{\omega_\Lambda(q)} \delta(\omega - \omega_\Lambda(q)) + \frac{n}{\omega_\Lambda(q)} \delta(\omega + \omega_\Lambda(q)) \right)
\]

where \( \omega_\Lambda(q) \) and \( n \) are the frequency and occupancy number of the \( \Lambda \)th phonon mode with wavevector \( q \), \( \delta(x) \) is the Dirac delta function. The coupling factor...
is determined by the mass \( M_k \), real-space position \( r_k \), effective charge \( Z_k(q) \), Debye–Waller factor \( e^{-Q_i^2/2} \) and phonon eigenvector \( \mathbf{e}_k(k, \mathbf{q}) \) of the \( k \)th atom in a unit cell. The effective charge \( Z_k(q) \) was calculated following literature \(^{39} \) with atomic form factors constructed from parameters in the literature \(^{67} \). When the collection range of the EELS aperture is large enough to include multiple BZs, the summation of the squared coupling factor approximately gives the phonon DOS.

For the interface, approximating the beam as plane waves is no longer valid. We model it as a Gaussian beam instead. Then the position-dependent coupling factor can be approximated as

\[
F_j(q, R) = \frac{1}{q^2} \sum_{\text{atom } k} \left| \frac{1}{\sqrt{M_k}} e^{-i\mathbf{q} \cdot \mathbf{r}_k} e^{-i\hbar\mathbf{q} \cdot \mathbf{Z}_k(q) / \mathbf{e}_k(k, \mathbf{q} \cdot \mathbf{q})} \right|^2
\]

where \( \mathbf{R} = (X, Y) \) stands for the 2D position of the electron beam, the overlap on \( \mathbf{r}_k \) means only taking its first two components and \( g \) is the Gaussian function with its width determined by the spatial resolution. The EEL spectra were simulated by summing in the momentum space in a region corresponding to the EELS aperture, convoluted by the angle distribution of the incident beam.

### Molecular dynamics simulations

The equilibrium molecular dynamics simulations were performed using the LAMMPS package \(^{58} \) with the Tersoff interatomic potential parametrized in ref. \(^{15} \). The modal contribution to the ITC was calculated within the framework of interface conductance modal analysis \(^{31,38,60} \), which combines the Green–Kubo method for thermal conductance and the modal decomposition of the heat flux. A detailed methodology is given in refs. \(^{31,38,60} \). In short, the ITC \( G \) is defined as the heat flux across the interface per unit temperature drop, which characterizes the ability of the interface to conduct heat between two sides. The ITC and the instantaneous heat flux across the interface \( Q(t) \) at time \( t \) are related by the Green–Kubo formula

\[
G = \frac{1}{\hbar k_B T^2} \int_0^\infty Q(t) Q(0) \, dt
\]

where \( A \) is the interface area, \( k_B \) denotes the Boltzmann constant, \( T \) is the temperature of the system, and angle brackets denote temporal correlation function averaged with different time origins. The instantaneous heat flux across the interface is defined as

\[
Q = -\frac{1}{2} \sum_{i,j \in \text{interface}} \sum_{n \in \text{diamond}} f_{ij} \cdot (\mathbf{x}_i - \mathbf{x}_j)
\]

where \( f_{ij} \) is the interatomic force between atom \( i \) and atom \( j \), and \( \mathbf{x} \) is the atomic velocity. Applying modal analysis, the atomic coordinates are transformed into modal coordinates, and hence the heat flux \( Q \) can be projected onto modal contributions \( Q = \sum_n Q_n \), where \( n \) labels the phonon mode. Thus, the ITC can be expressed as a double summation of mode–mode correlation between the \( n \)th and \( n' \)th modes

\[
G = \sum_n \sum_{n'} G_{nn'} = \sum_n \sum_{n'} \frac{1}{\hbar k_B T^2} \int_0^\infty Q_n(t) Q_{n'}(0) \, dt
\]

or, upon summation on \( n' \) first, expressed as a single summation of modal heat conductance \( G = \sum_n G_n \). In practice, the DFPT-calculated phonon eigenvectors were used as the basis vectors in the modal analysis. The force routine in LAMMPS was modified to calculate and dump \( Q_n \). Custom MATLAB code was then used to calculate the correlation function of the modal heat flux. The result was averaged from 50 independent simulations for 2,880 atoms. In each simulation, after an initial structure relaxation under temperature control at 300 K using velocity rescaling, the heat flux was calculated while running the simulation in the microcanonical ensemble for 1 ns with a time step of 1 fs. Extended Data Fig. 8a shows the calculated ITC decomposed into mode–mode correlations \( G_{nn'} \) (qualitatively it represents the interaction strength between two modes). The mode correlation map as a function of two phonon frequencies is shown in Extended Data Fig. 8a, in which interfacial modes at approximately 140 meV have strong correlations with almost all other modes. This can be understood in terms of an inelastic phonon scattering process. As the three-phonon scattering matrix element involves the product of three phonon eigenvectors \(^{44} \), partially extended modes on two sides cannot directly exchange energy inelastically owing to little amplitude overlapping. The interfacial modes, however, have significant amplitude overlapping with modes on both sides and thus interact strongly with them facilitating inelastic heat transfer. In contrast, isolated modes at approximately 160 meV have little correlation with any mode. The mode correlation map in Extended Data Fig. 8b is plotted as a function of interfacial amplitudes of two phonon modes. It is more evident that modes with higher amplitudes at the interface generally make larger contributions to the ITC.

### Data availability

The experimental 3D EELS and 4D EELS datasets are available in the Open Science Framework repository at https://osf.io/8mp4t. The other data that support the findings of this study are available from the corresponding author upon request.

### Code availability

A GUI version of the MATLAB code for the EELS data processing can be found on GitHub at https://github.com/ruishiqi/EELS.
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Extended Data Fig. 1 | Spatial resolution estimation for 4D EELS. a, b, Spatial resolution as a function of convergence semi-angle for 60 kV (a) and 30 kV (b) beam energy. Solid line, diffraction limit. Dashed line, theoretical beam size considering both the diffraction limit and the beam source size. Scatters with error bars are experimental fitted resolution as shown in the following panels, where vertical error bars represent the standard deviation of the fitted resolutions from multiple images and horizontal ones are estimated by the roundness of the central diffraction spot. See Methods for detail.

c, Momentum resolution as a function of convergence semi-angle. Inset with light-grey shadow schematically shows the diffraction spot size (yellow circles) relative to the BZ size in our 4D EELS measurements. Dashed horizontal lines mark the ratio to the distance between F and X. d, HAADF image of gold nanoparticles taken with 35 mrad (nominal value) convergence semi-angle with 60 kV beam energy, serving as a reference image. e–g, Above the yellow line are typical HAADF images taken with 5 mrad, 3 mrad and 2 mrad convergence semi-angles, respectively. Below the yellow line are the reference image convoluted with a Gaussian kernel with FWHM indicated in the title (fitting result), which agrees nicely with the acquired images above the yellow line. h–k, same as d–g, but taken with 30 kV beam energy. Convergence semi-angles are 40 mrad (reference image), 7.5 mrad, 3 mrad, and 2 mrad respectively.
Extended Data Fig. 2 | Interface component of the spectra extracted by finding the minimum difference between the measured spectrum and all possible linear combinations of two bulk spectra. The fitting was performed by minimizing $$|S(\omega) - a_1S_{\text{BN}}(\omega) - a_2S_{\text{Diamond}}(\omega)|$$, where $$S(\omega)$$ is the measured spectrum (Fig. 2b), $$S(\omega)$$ with subscripts means the bulk spectra, and $$a_1, a_2$$ are adjusted coefficients. **a**, Line profile of the fitting residual. Since the fitting gives the linear combination that is closest to the measured spectrum, the residual represents the interface component that cannot be obtained from bulk modes. Near the interface, three red peaks correspond to three interfacial modes in Fig. 2g. The blue region at 160 meV is due to the isolated mode with reduced vibration at the interface. **b**, Norm (root sum squared) of residuals as a function of position (left axis), and the fitting coefficients $$a_1$$ and $$a_2$$ (right axis). The residual is sharply peaked at the interface (FWHM = 1.8 nm), indicating new vibrational features are highly localized at the interface.
Extended Data Fig. 3 | 3D EELS data acquired in different regions.

a. A low-magnification annular dark field image showing where the datasets were acquired. Boxes with labels ‘3D’ and ‘4D’ correspond to the scanning regions of the 3D EELS and 4D EELS datasets discussed in the main text.

b–e. Four EELS line profiles acquired under the same experimental conditions except different pixel sizes and different scanning regions (marked in a). b, c and d, e were acquired in two experiments that were two weeks apart. All datasets give consistent results as the one shown in Fig. 2.
Extended Data Fig. 4 | Off-axis EELS measurements. a, A schematic of the diffraction plane and EELS aperture placement. The colormap illustrates the diffraction plane viewed from [112] zone axis, with 60 kV beam energy and 35 mrad convergence semi-angle. The diffraction spot size (35 mrad) is larger than the distance between adjacent spots, so they partially overlap. The green circle marks the position of the aperture, which is displaced away from the central spot. b, The EELS line profile acquired with off-axis geometry. Main spectral features are consistent with those acquired with on-axis geometry (Fig. 2b, Extended Data Fig. 3). c, Corresponding simulation result. d, EELS maps at selected energies. One of the interfacial modes has a better contrast than the on-axis result. e–h, same as a–d, but the beam is travelling along [110] direction.
Extended Data Fig. 5 | Phonon dispersion diagrams measured with 3 mrad convergence semi-angle. a, A schematic of the bulk BZ (truncated octahedron) and the interface two-dimensional BZ (yellow hexagon). Upper-case and lower-case letters mark the high-symmetry points of the bulk BZ and interface BZ, respectively. b, Measured dispersion diagrams along the $\Gamma$-\Sigma-K-X line with 3 mrad convergence semi-angle. Dashed curves are calculated bulk phonon dispersion. Although smaller convergence semi-angles give better momentum resolution and hence nicer dispersion diagrams, insufficient spatial resolution makes it hard to extract localized features at the interface.
Extended Data Fig. 6 | EELS line profiles at five momentum transfers. 

(a) A schematic of the diffraction plane and EELS aperture placement. The colormap illustrates the diffraction plane viewed from [112] zone axis, with 30 kV beam energy and 7.5 mrad convergence semi-angle. The diffraction spot size is drawn to scale, indicating our momentum resolution. The green rectangle marks the position of the slot aperture. (b–f) Line profiles with momentum transfers from Γ (b) through the Σ line (c, d) to K (e) and finally X (f). The intensity decrease of the highest-frequency optical phonon is observable in most panels (green arrows), which corresponds to the negative-intensity line at 150–160 meV in Fig. 3c, d. The interfacial mode is directly observable in some panels (white arrows).
Extended Data Fig. 7 | Projected bulk phonon bands. a, b. Bulk phonon band of cBN and diamond projected onto (111) surface.
Extended Data Fig. 8 | Modal contribution to ITC. a, ITC decomposed into the mode-mode correlation integrals (Methods), with modes binned by their frequency. 8640 eigen modes are divided into 100 frequency bins. Main panel, pseudo-colour map of ITC component $G_{nn'}$ from heat flux correlation between $n$th and $n'$th frequency bin. Colour scale is in units of GW m$^{-2}$ K$^{-1}$. Qualitatively it gives a measure of how strong two modes interact with each other. Right panel shows modal thermal conductance $G_n$ in the $n$th frequency bin, i.e., projecting the $G_{nn'}$ map along one dimension. Top panel is a scatter plot showing the frequency versus interface vibration amplitude for each eigen mode. Interfacial modes show strong correlation with almost all other modes (red arrows), while isolated modes have almost no correlation with any other modes (green arrow). b, ITC decomposed into the mode-mode correlation integrals, with modes sorted by their interfacial amplitudes. The same set of eigen modes are sorted by their amplitudes at the interface, aiming to visualize the relation between interfacial amplitudes and modal thermal conductance. For clarity, eigenvectors are normalized such that the squared norm of each eigenvector is the number of atoms (this is just an overall scaling of all eigenvectors), so an interfacial amplitude greater than one means an enhanced vibration at the interface and a value smaller than one means a reduced vibration at the interface. Main panel shows the per-mode (i.e., divided by the number of modes in each bin) contribution to ITC from the modal heat flux correlation between $n$th and $n'$th amplitude bin. Colour scale is in units of MW m$^{-2}$ K$^{-1}$. Modes with enhanced amplitudes at the interface show strong correlation with all other modes, while modes with reduced amplitudes at the interface show little correlation with other modes. Top panel gives the scatter plot of frequency versus interfacial amplitude again.
Extended Data Fig. 9 | Electron-phonon coupling at the interface calculated by DFPT. a, Phonon linewidth due to electron-phonon coupling mapped on the phonon dispersion. Compared with bulk modes, the interfacial optical modes couple strongly with electrons (note that the colour map is in log scale) because both the interfacial phonon modes and the two-dimensional electron gas are highly confined at the interface. b, Electronic band structure. Three RGB channels represent electron wavefunctions projected onto atomic orbitals in the interface region (red), in cBN (green) and in diamond (blue). Dashed horizontal line is the Fermi level, which crosses a band localized near the interface, meaning the system becomes metallic due to carriers at the interface.