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Abstract We present deep learning models for cross polar cap potential (CPCP) by applying multilayer perceptron (MLP) and long short-term memory (LSTM) networks to estimate CPCP based on Super Dual Auroral Radar Network (SuperDARN) measurements. Three statistical parameters are proposed, which are root-mean-square error (RMSE), mean absolute error and linear correlation coefficient (LC), to validate and test the models by measuring their performance on an independent data set that was withheld from the training data set. In addition, we compare the models with previous work. The results show that the deep learning models can successfully reproduce the CPCP values with much lower RMSE (8.41 kV for MLP and 7.20 kV for LSTM) and mean absolute error (7.22 kV for MLP and 6.28 kV for LSTM) and higher LC (0.84 for MLP and 0.90 for LSTM) than do the other models, which have RMSE larger than 10 kV and LC lower than 0.75. The deep learning models can also express the CPCP nonlinear properties (saturation effect) accurately. This study demonstrates that deep learning techniques can enhance the ability to predict CPCP.

1. Introduction

It is generally believed that there are two types of mechanisms whereby energy and momentum are input into the magnetosphere-ionosphere system from the solar wind. The primary one is the process of magnetic merging on the dayside of the magnetopause with the interplanetary magnetic field (IMF) (Dungey, 1961), and the secondary one is a viscous-like interaction, which is generally thought to couple energy from the solar wind into the magnetosphere at a rate smaller than that of reconnection (Axford & Hines, 1961; Cowley & Lockwood, 1992). The plasma convection in the magnetosphere arising from these two processes maps along almost equipotential geomagnetic field lines with little attenuation into the high-latitude ionosphere, resulting in ionospheric plasma convection and an associated polar electric potential variation. The total electrostatic potential variation across the polar region, referred to as the cross polar cap potential (CPCP), is thus a critical indicator of the energy flow into the coupled magnetosphere-ionosphere system (Adhikari et al., 2017).

Numerous studies have been undertaken to measure the CPCP and to determine the relationship of the CPCP to solar wind drivers and other geophysical parameters using a variety of observations and techniques, including measurements from satellites (Boyle et al., 1997; Doyle & Burke, 1983; Förster & Haaland, 2015; Hairston et al., 2005; Reiff et al., 1981; Russell et al., 2001; Weimer, 1996, 2005), ground-based magnetometers (Ridley, 2005; Ridley et al., 2000), and incoherent radars (Clauer et al., 2016; Zhang et al., 2007). A new era in ionospheric convection and CPCP studies began owing to the introduction of the Super Dual Auroral Radar Network (SuperDARN) coherent radar network from the end of the twentieth century for measurements of the CPCP directly (Gillies et al., 2011; Grocott et al., 2017; Kustov et al., 1997; Liu et al., 2019; Ruohoniemi & Baker, 1998; Ruohoniemi & Greenwald, 1996, 2005; Shepherd, 2007; Thomas & Shepherd, 2018; Wilder et al., 2011). In these previous studies, the interplanetary electric field (IEF), the Kan-Lee merging electric field (Ekl) proposed by Kan and Lee (1979), the Alfvén Mach number (Ma), the polar cap index (PCN in the Northern Hemisphere), and the AE and Kp indices have all been proposed to study the relationships between the solar wind, magnetosphere, and ionosphere. Shepherd et al. (2002) studied the relationships between the solar wind, IMF conditions, and the CPCP derived from 2-min SuperDARN high-frequency (HF) backscatter observations during 1998–2000 and showed a clear nonlinear response of the CPCP on the merging electric field. A more focused study of the CPCP dependence on IMF
and solar wind conditions was performed by Shepherd et al. (2003), who found a saturation effect in the CPCP starting from 2 to 5 mV/m in the Ekl and the dependence on the solar wind pressure is not clear. Saturation of the CPCP was also articulated in data by Hairston et al. (2003), who presented clear evidence of a nonlinear response of the CPCP consistent with model predictions by Bristow et al. (2004) and a later paper by Khachikjan et al. (2008), but contrasting with Boyle et al. (1997), who insisted that there was no evidence of saturation of the polar cap potential for large IMF. Many other studies have been implemented in empirical models to predict or model the CPCP and also demonstrated that the CPCP responds to the IEF linearly at low and moderate values but becomes saturated at large values (Shepherd, 2007). However, there is disagreement regarding the threshold IEF value from which nonlinearity begins. While some studies (Khachikjan et al., 2008; Koustov et al., 2009; Russell et al., 2001) identified it as ~3 mV/m, Liemohn and Ridley (2002) argued that it is actually as large as 10 mV/m.

The work presented in this paper concentrates on proposing new prediction models for the CPCP using deep learning techniques based on SuperDARN data. Deep learning techniques have been proven to be powerful tools for nonlinear prediction that accounts for the history of the input parameters (Lin et al., 2018; Wang, 2016). They have been applied to space weather for prediction and to modeling of solar and geomagnetic activities or relevant parameters, such as prediction of solar wind velocity (Wintoft & Lundstedt, 1999), prediction of energetic solar particle events (Hoff et al., 2003), prediction of solar flares (Borda et al., 2002), prediction of geomagnetic indices (Tan et al., 2018; Valach et al., 2009), and total electron content forecasting (Sun et al., 2017). In this study, deep learning techniques are exploited to build models of the CPCP. Several techniques are implemented to improve the accuracy of prediction using these models. Initially, to mitigate the low efficiency and overfitting of the deep learning algorithms on account of redundant and irrelevant features, we select parameters with the highest correlation coefficients to make the models as efficient as possible. This helps the models to determine input matrices that have high correlations for the prediction process. This technique could bring better performance for prediction models when dealing with multivariate data. Second, the historical values of parameters are used to further improve the prediction performance because the current CPCP value not only is associated with the current solar wind, magnetosphere, and geomagnetic conditions but also is constrained by their recent histories (Bristow et al., 2004). Finally, the multilayer perceptron (MLP) neural network and long short-term memory (LSTM) techniques are employed to predict the CPCP. In order to evaluate the effectiveness of the proposed models, we carry out testing with a different data set. The results demonstrate the feasibility of our approach for multivariate CPCP prediction with high efficiency.

2. Methods and Data Sets

2.1. MLP Neural Network and LSTM Algorithms

A MLP neural network functions like a biological neural network and is an interconnected assembly of simple processing elements, units, or neurons that is based on the neural configuration of the brain. MLP can handle large data sets and has the ability to capture nonlinear and complex underlying relationships of any physical process with plenty of data (Yang, Shen, et al., 2018). The architectural design of a neural network in this study consists of five layers: an input layer, three hidden layers, and an output layer. Each of these layers is made up of nodes or neurons that are information processing units.

LSTM developing from recurrent neural networks is able to store and access information over long periods of time (Graves, 2012; Yang, Zheng, et al., 2018). The ordinary node of the hidden layer is replaced with a memory cell. The LSTM network is governed by the following set of equations, and all of the elements of the memory cell are described below.

\[
i_t = \sigma \left( \sum_{k=1}^{30} w_{ihk} h(t-k) + w_{ix} x(t-1) + b_i \right)
\]

\[
f_t = \sigma \left( \sum_{k=1}^{30} w_{fhk} h(t-k) + w_{fx} x(t-1) + b_f \right)
\]

\[
o_t = \sigma \left( \sum_{k=1}^{30} w_{ohk} h(t-k) + w_{ox} x(t-1) + b_o \right)
\]
where \( i_t, f_t, o_t, \) and \( C(t) \) represent the outputs of the input gate, the forget gate, the output gate, and the cell state, respectively; \( h_t \) is the final cell output; and \( \sigma \) is a sigmoid function with a value between 0 and 1. \( w_{inh}, w_{ox}, w_{fha}, w_{fo}, \) and \( w_{ox} \) are the weight factor matrix for the input gate, the forget gate, the cell state, and the output gate, respectively. \( b_i, b_f, b_o, \) and \( b_c \) are the bias terms for these gates. \( \otimes \) represents the element-wise Hadamard product. Using all of these parameters, the LSTM algorithm can explain the relationship between current values and their history information, and considering that the CPCP may be affected by not only the simultaneous values of near-Earth space parameters but also their history, we proposed the LSTM algorithm to predict the CPCP in this study.

### 2.2. Data Sets and Data Preprocessing

#### 2.2.1. SuperDARN Data Set

SuperDARN is an international network consisting of chains of ground-based HF radars that monitor ionospheric plasma convection from the middle to high latitudes in both hemispheres (Chisham et al., 2007; Huang et al., 2018; Nishitani et al., 2019). The instantaneous ionospheric convection pattern can be derived from SuperDARN using the map potential fitting technique by combining line-of-sight velocity measurements (Ruohoniemi & Baker, 1998; Shepherd & Ruohoniemi, 2000). In the technique, the fitting is done by first representing the electrostatic potential on a shell by a series expansion in terms of spherical harmonic basis functions, and then the electric potential can be determined at any point in the mapping region if the SuperDARN radars are performing their measurements. In this procedure, the instantaneous line-of-sight vectors are supplemented with model data sampled from the appropriate statistical pattern of Ruohoniemi and Greenwald (1996) (hereafter referred to as RG96) determined as a function of IMF \( B_y \) and \( B_z \), in regions where instantaneous data are unavailable, preventing the solution from becoming unphysical. Then, the difference of potential between the minimum on the dusk side and maximum on the dawn side of the convection is defined as CPCP. Thomas and Shepherd (2018) derived a statistical model of ionospheric convection using velocity measurements from the complete SuperDARN network of midlatitude, high-latitude, and polar cap radars (hereafter referred to as the TS18 model), which can increase the measured CPCP by as much as 40% for strong solar wind driving. In this work, the CPCP values are from the ionospheric convection map based on the TS18 model, and the data from RG96 are also used for comparison. Two-minute data sets are considered in this study. Figure 1 shows the distribution of SuperDARN radars in the Northern Hemisphere and a typical ionospheric convection pattern obtained by the map potential technique for 1946–1948 UT on 16 April 2015.

The CPCP data sets are collected from 2015, one part of which is used for training and the other part of which is used for testing. In this study, we follow the selection criteria of Mori and Koustov (2013), who selected CPCP data obtained with radar coverage of >300 points. Maps with small numbers of echo points are poorly constrained and tend to mimic the statistical model. In this work, we choose the potential maps with echo numbers larger than 300. Accordingly, a total of 66,335 samples is selected, 39,801 of which are training data and 26,534 of which are testing data. Histograms of CPCP data used in this study are shown in Figure 2. The CPCP values mainly range from 15 to 110 kV, while the number of echo vectors for most patterns are larger than 350. The distributions for the training and testing data sets are quite similar, thus reducing the influence of data imbalance between the training and testing processes.

#### 2.2.2. Input Data Source

Deciding the parameters to use as inputs for the deep learning training is important in order to obtain an effective network. We initially chose the widely used parameters, which are IEF, Ekl, PCN, \( AE \), \( Ma \), and the standoff distance to the magnetopause (\( R_{m} \)). One-minute-resolution OMNI data are obtained from the National Aeronautics and Space Administration Goddard Space Flight Center/Space Physics Data Facility OMNI website and averaged over 2 min. The OMNI data set uses multispacecraft measurements of the interplanetary parameters that are lagged to the subsolar point on the Earth’s bow shock. The correlation coefficients of these potential parameters with CPCP are shown in Figure 3. The figure tells us that at the same lag moment, different parameters have different correlations with CPCP. IEF, Ekl, and the \( AE \) index
are highly correlated with CPCP among the parameters, with coefficients of 0.68, 0.74, and 0.65, respectively, at 0 lag. PCN, $R_{mx}$, and $Ma$ are moderately correlated with CPCP with smaller coefficients. The correlation drops with increasing lag time. We use three typical statistical parameters, the root-mean-square error (RMSE), mean absolute error (MAE), and linear correlation coefficients (LC), between observations and predictions to evaluate the prediction accuracy as follows:

**Figure 1.** (a) Distribution of SuperDARN radars in the Northern Hemisphere and (b) a typical SuperDARN convection map for 1946–1948 UT on 16 April 2015. The CPCP is the electric potential difference between the maximum (plus sign) and the minimum (minus sign). The CPCP in this pattern is 73 kV.

**Figure 2.** Histograms of CPCP and number of echo vectors for training and testing data sets. A total of 39,801 and 26,534 samples are selected for training and testing, respectively.
\[ \text{RMSE} = \sqrt{\frac{\sum_{i=1}^{N} (\text{cpcp}_{i}^{\text{SD}} - \text{cpcp}_{i}^{\text{model}})^2}{N}} \]

\[ \text{MAE} = \frac{\sum_{i=1}^{N} |\text{cpcp}_{i}^{\text{SD}} - \text{cpcp}_{i}^{\text{model}}|}{N} \]

\[ \text{LC} = \frac{\sum_{i=1}^{N} \left( \text{cpcp}_{i}^{\text{SD}} - \text{cpcp}_{i}^{\text{model}} \right) \left( \text{cpcp}_{i}^{\text{model}} - \text{cpcp}_{i}^{\text{model}} \right)}{\sqrt{\sum_{i=1}^{N} (\text{cpcp}_{i}^{\text{SD}} - \text{cpcp}_{i}^{\text{model}})^2} \sqrt{\sum_{i=1}^{N} (\text{cpcp}_{i}^{\text{model}} - \text{cpcp}_{i}^{\text{model}})^2}} \]

Since the potential may depend not only on the instantaneous value of the solar wind/IMF parameters but also on their history values, which may provide unique useful constraining information on CPCP prediction, we discuss the effect of different combinations of these parameters, which can be easily realized in MLP and LSTM. Overall, the combinations used here are the following ones, which are noted as D1 (IEF); D2 (Ekl); D3 (AE); D4 (IEF and Ekl); D5 (IEF and AE); D6 (Ekl and AE); D7 (IEF, Ekl, and AE); D8 (IEF, Ekl, AE, PCN, and Ma); D9 (IEF, Ekl, AE, PCN, Ma, and \( R_{\text{ms}} \)); D10 (IEF, Ekl, AE, and their 4-min historical values); D11 (IEF, Ekl, AE, and their 8-min historical values); D12 (IEF, Ekl, AE, and their 12-min historical values); D13 (IEF, Ekl, AE, and their 16-min historical values); and D14 (IEF, Ekl, AE, and their 20-min historical values). We test MLP and LSTM using these different input parameters and evaluate how their performances vary with change of inputs. The results are shown in Figure 4. The MLP and LSTM performances vary with different input combinations and improve with the addition of more parameters until D7, which is composed of IEF, Ekl and AE, but the performance might go down when still more parameters are

---

**Figure 3.** The correlation coefficient dependence on lags for CPCP and different parameters.

**Figure 4.** The performances of MLP and LSTM with different combinations of parameters as input based on the training data set.
included. Consequently, the addition of PCN, \( R_{\text{ms}} \), and \( Ma \) are not necessary to improve the performance. With D10, the different time span historical values of IEF, Ekl, and \( AE \) are included, and an obvious better performance is realized with D11, which includes 8-min historical values. After that, the performance no longer improves.

Considering the above conclusions and the possible influences of solar and geomagnetic activities on CPCP, we use IEF, Ekl, the \( AE \) index, and their 8-min historical values to compose the input vectors to the MLP and LSTM network, whose geometric architectures are presented in Figure 5. In Figure 5b, the \( X \) symbol is a matrix composed of IEF, Ekl, \( AE \), and their historical values.

3. Performance Comparison

In order to examine the extent to which the deep learning techniques can make predictions, we evaluate the MLP and LSTM models in three aspects. First, we compare the curves of predictions and observations to analyze their learning ability, then we give the error histograms for the training and testing data sets, and at last, we calculate RMSE, MAE, and LC between observation and prediction to present the model ability quantitatively.

Figure 6 displays the predicted (green line for MLP and blue line for LSTM) and measured (red line) values of CPCP for two selected time intervals. The lines show a fairly good match between the predicted and observed values at first glance of the figure. Further visual examination gives the impression that the trained MLP and LSTM networks predict the measured CPCP quite well, including sudden increases or decreases. For example, for the interval 0000–0600 UT on 11 January 2015, several remarkable fluctuations occur for CPCP, and MLP and LSTM capture these changes successfully. When we zoom into the figure and look at the curves more carefully, we still find the CPCP variations from the deep learning techniques matching well with the measurements.

The \( \Delta \text{CPCP} = \text{CPCP}_{\text{SD}} - \text{CPCP}_{\text{model}} \) histogram distributions are presented in Figure 7: Figures 7a and 7b are for the training data, while Figures 7c and 7d are for the testing data. The red solid curves are Gaussian best estimates with the mean (\( \mu \)) and variance (\( \sigma \)) values shown in the upper left corner. Visually, the error \( \Delta \text{CPCP} \) mostly obeys a normal distribution. For training data, the distribution for MLP has a mean value of \(-0.47\) with a variance of 7.279 kV, while the LSTM result has a mean value of \(-0.27\) and a little smaller variance of about 6.353 kV. For testing data, the mean values are \(-0.79\) and \(-0.357\), while the variances are 8.117 and 6.337 kV for MLP and LSTM, respectively. The results of the LSTM model are somewhat more concentrated with a narrow distribution centered on a value a little smaller than the MLP value. The number of the peak value from LSTM is slightly larger than that from the MLP model, which indicates that LSTM is a little better at CPCP forecasting than MLP.

Further specific testing of the predictions and measurements is summarized in Figure 8. The red dashed line represents the ideal case when the prediction is equal to the measured CPCP. Contours of data occurrence are plotted at the top. A quick view tells us that the results are quite similar between MLP and LSTM. The values of the correlation coefficients obtained between SuperDARN measurements and corresponding deep learning predictions are greater than 0.84 for all cases. This is an indication that the model predictions correlate well with the measurements. The RMSE values computed are, respectively, 7.26 and 6.35 kV for the MLP and LSTM models using training data, while they are 8.41 and 7.20 kV using testing data. The bigger LC and smaller RMSE for LSTM compared to those for the MLP model further indicates a slightly better prediction performance for the LSTM model. The MAE values from the two models are consistent with the
RMSE with lower values of 5.06 kV (training) and 6.28 kV (testing) for LSTM compared to 5.80 kV (training) and 7.22 kV (testing) for MLP. The LSTM model in forecasting the CPCP has the smallest RMSE and MAE and largest LC for both the training data set and the testing data set.

4. Discussion

We all know that it is not easy to estimate or predict the CPCP values with high accuracy whether from measurements provided by satellite-based or ground-based equipment or from analytical models. Even so, many important studies have been devoted to this task. Boyle et al. (1997) derived an empirical analytical model of the CPCP from Defense Meteorological Satellite Program satellite data, which has the functional form:

$$\text{CPCP} = 10^{-4}v^2 + 11.7B\sin^3(\vartheta/2)$$

where $v$ is the solar wind velocity in kilometers per second, $B$ is the magnitude of the IMF and $\vartheta = \cos^{-1}(B_z/B)_{GSM}$. This work was improved on by Ridley (2005), who better specified the CPCP by taking into account the size of the magnetosphere and the solar wind Mach number and obtained it as

$$\text{CPCP} = (10^{-4}v^2 + 11.7B\left(1 - e^{-Ma/3}\right)\sin^3(\vartheta/2)R_{ms}/9$$

where $Ma$ is the solar wind Mach number and $R_{ms}$ is the standoff distance of the magnetopause.

Weimer (2001) described an improved model of the ionospheric electric potentials, in which the IMF magnitude and solar wind velocity have been replaced by solar wind electric field and dynamic pressure. The solar wind electric field is multiplied by a factor of $B^{-1/3}$ to account for nonlinear changes in the effective width of the solar wind coupling region. Kivelson and Ridley (2008) derived the dependence of the CPCP on solar wind and ionospheric properties and proposed a CPCP formula that included the quasi-viscous term from Boyle et al. (1997), and their CPCP equation is

![Figure 6. UT variations of the CPCP for two example days in the (a) training data set and (b) testing data set.](image)
where $v_A$ is the upstream Alfven speed and $\sum p$ is the height-integrated Pederson conductance of the ionosphere. Another interesting work has been reported by Bristow et al. (2004), who examined the SuperDARN data statistically and obtained a best fit linear model for the potential as a function of the solar wind and IMF as follows:

$$\text{CPCP} = a + bv_B\sin^3(\theta/2)$$  \hspace{1cm} (4)\]

where $a$ and $b$ are the coefficients determined by a best fit to the selected data. The accuracy of the models can be checked and compared with other models by a Taylor diagram (Taylor, 2001). The Taylor diagram contains three performance parameters (RMSE, standard deviation [STD], and LC) in one figure and can present the results of different models simultaneously by showing them with different markers. Figure 9 is a Taylor diagram for comparison of the deep learning models developed here with previous models based on the testing data set in this study. The green, blue, and black axes stand for RMSE, LC, and STD, respectively. The red round dot is the location of measurements from SuperDARN based on TS18. The red arc represents the measured STD, which is about 18.51 kV. For direct comparison, we applied the equation of Boyle et al. (1997) (denoted as "Boy"), the expression of Bristow et al. (2004) (denoted as "Bri"), and the equation of Ridley (2005) (denoted as "Rid") to the solar wind conditions measured during the periods used in this study. In addition, a multivariate linear regression (MLR) analysis is performed for further comparison. The result from RG96 is also included in this Taylor diagram. It was revealed that the MLP and LSTM outcomes are better such that the correlation coefficients are approximately 0.84 and
0.90, respectively, considerably higher than 0.72 for Bri and 0.74 from MLR or 0.71 from Boy and 0.69 from Rid. It is also interesting to note that the RMSE values for the MLP and LSTM models are 8.41 and 7.20 kV, which are noticeably lower than for the other four models. The deep learning models have bigger correlation coefficients and smaller RMSE values than have the other models. In addition, the Bri and MLR models stand out as the better prediction methods for lower STD than do the Boy and Rid models, which can be expected because the latter equations are derived from satellite data, which generally estimate higher CPCP values than does SuperDARN (Koustov et al., 2019; Xu et al., 2008), thus partially leading to a larger STD and RMSE. Additionally, due to the mathematical nature of the multivariate regression method, the MLR and Bri models have smaller STDs of 9.92 and 12.15 kV compared to the measured 15.94 kV STD from RG96 and 18.51 kV STD from TS18. The STD values from the deep learning techniques are closer to the STD values of the measurements than are those from the other models, which means that the deep learning models do a better job of estimating the variability of the CPCP than do the other models. Also, a very interesting feature that is noteworthy here is that the models can be grouped into three types according to the STD in the Taylor diagram, namely, Bri and MLR models, deep learning models, and Boy and Rid models. This is because the Bri and MLR models are both based on MLR analysis, the deep learning models are based on nonlinear regression, and the Boy and Rid models are mainly from the same fixed formula. Figure 9 summarizes the finding that the proposed deep learning models provide a remarkable improvement in overall performance such that models may be ranked in order as LSTM, MLP, MLR, Bri, Rid, and Boy in terms of predictive quality for the data set under consideration. We also note here that the LSTM model gives the better prediction performance considering the 8-min history values of near-Earth parameters, which is a little smaller than the response time of the high-latitude ionospheric convection to IMF changes reported in some past literature (Nishitani et al., 2002). After that, the performance no longer improves clearly, which probably means that the 8-min history values may contribute the most important part of

Figure 8. Comparison between measured CPCP and predictions. (a and b) For training data and (c and d) for testing data. The red dashed line represents the ideal case when the prediction is equal to the measured CPCP. The contours of the data occurrence are also plotted.
the effect of the coupled energy on the ionospheric plasma convection. It is also clear from the above discussion that there are a number of factors that could be taken into account when developing CPCP models, that is, diurnal, seasonal, solar activity factors and the uncertainties from the algorithm itself when computing the best fit global solution of the electrostatic potential and limiting the low-latitude zero potential boundary of the convection zone. However, considering all these factors when applying deep learning would lead to many additional complications. A more suitable selection criterion for the deep learning input remains crucial in the future.

For the validation of a CPCP prediction model, error analysis alone is not enough. Therefore, we examine the prediction ability of our deep learning models by plotting the CPCP values versus IEF, Ekl, and the AE index in Figure 10. The red, blue, and green lines are for SuperDARN measurements, the MLP model, and the LSTM model, respectively. The CPCP values have been averaged by IEF and Ekl bins of 1 mV/m and AE bins of 100. The corresponding STD bars are also presented. The variations of CPCP from the MLP and LSTM models with IEF, Ekl, and the AE index agree very well with measurements from SuperDARN. In Figure 10a, the mean value curves become nonlinear starting from about 3 to 4 mV/m, which is reasonably consistent with studies of saturation effects reported by others, such as Koustov et al. (2009). The deep learning algorithms express the nonlinear trend quite well. Almost the same features can be found in Figures 10b and 10c. This further demonstrates the excellent prediction ability using deep learning methods.

Figure 9. Taylor diagram for comparison of several models, which are from SuperDARN measurements (red round dot, “TS18”), deep learning models (circle for “MLP” and multiplication sign for “LSTM”), Boyle et al. (1997) (diamond, “Boy”), Bristow et al. (2004) (star, “Bri”), Ridley (2005) (asterisk, “Rid”), multivariate linear regression model (plus sign, “MLR”), and RG96.

Figure 10. CPCP variations versus the (a) interplanetary electric field (IEF), (b) Kan-Lee merging electric field (Ekl), and (c) the AE index. The red, blue, and green lines are for SuperDARN measurement, the MLP model, and the LSTM model, respectively. The CPCP values have been averaged by IEF and Ekl bins of 1 mV/m and AE bins of 100. The corresponding standard deviation bars are also presented.
Although the SuperDARN CPCPs reported here are generally consistent with previous studies (Koustov et al., 2009; Shepherd et al., 2003), we acknowledge that the CPCP values estimated using satellite-based equipment or by some models (Hairston et al., 2003; Khachikian et al., 2008) are generally higher, a discrepancy that has not been entirely resolved. So further validation work on the SuperDARN CPCP is necessary. However, each technique or model has limitations on the degree and accuracy to which it can determine or predict CPCP. Comparing to other measurements, the advantages using SuperDARN are that the radars operate continuously and provide substantial spatial coverage from the midlatitude to the polar cap ionosphere. The SuperDARN potential measurements can also benefit from a wide spatial distribution of measurements and a fine temporal resolution, typically 1 or 2 min, which is very useful for exploring potential variations over short time periods. For the CPCP determination based on satellites, a convection pattern can only be obtained on time scales of 100 min or longer, and there is no guarantee that the satellite’s trajectory will cross through the exact location of the potential pattern’s minimum and maximum.

5. Conclusions

In this research, we first correlated the CPCP with candidate solar wind, magnetopause, and geomagnetic parameters, and three parameters, IEF, EK1, and the AE index, were selected to be the vectors. Next, two deep learning models for SuperDARN CPCP were proposed. We tested these two models with an independent data set, and the achieved results show that the RMSE, MAE, and LC are 8.41 kV, 7.22 kV, and 0.84 for MLP and 7.20 kV, 6.28 kV, and 0.90 for LSTM, respectively, which are much better than those from the other models. Using MLP and LSTM for deep learning to build the CPCP prediction model is an innovative approach. CPCP prediction has been improved owing to the correlation coefficients calculation and by taking advantage of historical values. The proposed models are effective in raising the prediction accuracy and reducing the prediction error of the CPCP. In addition, comparison with other models based on the same data set demonstrates that this approach is helpful for estimating the CPCP. We plan additional research on the construction of instantaneous ionospheric electric potential patterns based on deep learning in the near future.
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