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Abstract—Dimensionality reduction (DR) techniques help analysts to understand patterns in high-dimensional spaces. These techniques, often represented by scatter plots, are employed in diverse science domains and facilitate similarity analysis among clusters and data samples. For datasets containing many granularities or when analysis follows the information visualization mantra, hierarchical DR techniques are the most suitable approach since they present major structures beforehand and details on demand. This work presents HUMAP, a novel hierarchical dimensionality reduction technique designed to be flexible on preserving local and global structures and preserve the mental map throughout hierarchical exploration. We provide empirical evidence of our technique’s superiority compared with current hierarchical approaches and show a case study applying HUMAP for dataset labelling.

Index Terms—Dimensionality reduction, hierarchical exploration.

1 INTRODUCTION

The majority of knowledge domains now require high-dimensional data analysis as a fundamental task. Dimension reduction (DR) is one of the most notable examples of how visualization tools for analysis and navigation are becoming more and more crucial in these situations. DR techniques generally aim to decrease the dimensionality of a dataset while maintaining the structure present in the initial high-dimensional space [33]. The analysis of document collections [8], gene expression data [15,21,40,45,46], and features learned by deep learning models [4,37] are just a few tasks supported by DR results (or embeddings), which are represented as scatter plots. Practitioners typically search for DR techniques that can reveal complex structures (like manifolds), encode clusters and their relationship.

Traditionally, DR techniques operate at a single level of detail, resulting in layouts that emphasize general patterns that convey the overall distribution of points in the high-dimensional space. The layout generated by these techniques often hide important dissimilarity within clusters. To solve this problem, one could always create a new projection using a cluster of interest or a subset of data instances, but the resulting layout would not take into account the contribution of the other points, and context would not be preserved. Another solution is to employ hierarchical DR (HDR) techniques, which encourage the exploration of DR outcomes using the maxim of visual information-seeking mantra [43]: Overview first, zoom and filter, then details-on-demand.

Although groups inside clusters are better encoded in HDR, the detailed structures seen in conventional representations are summarized. By examining lower (and more detailed) hierarchy levels through expanding clusters in HDR representations, users can learn more about the relationships among the subclusters that are more visible on the top-level representation. This concept is well-illustrated for the class in purple on Fig. 1, highlighted by a red box. Traditional approaches do not allow for the top-level representations to show the separation of two dominant structures (the purple cluster highlighted by a red box in Fig. 1(B)).

The preservation of mental maps is another component of our strategy for preserving context during hierarchical exploration. This is crucial because the data undergoes numerous non-linear transformations following an embedding step, as shown for HSNE in Fig. 1(B) for the second and third embeddings. Notice how the positioning and structural relationships between clusters are lost during layout optimization, necessitating the maintenance of the mental map—particularly for

Fig. 1: Comparison of traditional dimensionality reduction (DR) (A) vs. hierarchical DR (HDR) techniques (B). Traditional techniques operate in a single level of detail and focus on delivering a big picture that depicts the dataset as a whole, ignoring fine-grained details of intra-cluster distributions. On the other hand, HDR approaches summarize important intra-cluster information on the top-level representations of the hierarchy imposed on the input data without affecting the layout’s overall organization. In a HUMAP projection, lower hierarchy levels resemble superior hierarchy levels, and users receive more information about the similarity among clusters when more detail (more data points) is required (B,C).
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unlabeled datasets.

The available methods for hierarchical dimensionality reduction present a few issues, mainly related to scale [22, 34], ability to uncover complex structures [22], and mental map preservation [36]. The preservation of the mental map across hierarchy levels and maintaining a good trade-off between the preservation of global and local structures in the low-dimensional representation of the dataset are two HDR design considerations that these techniques cannot fully address.

To meet these challenges, we present Hierarchical Uniform Manifold Approximation and Projection (HUMAP). Our HDR technique, which is based on UMAP [28], creates a hierarchy on the dataset by encoding both global and local similarity information between data points in a two-step similarity definition. HUMAP successfully reveals complex structures present in the numerous granularities of a dataset while maintaining the mental map as the user drills down the hierarchy by using projected data points from higher levels to influence the low-dimensional representation of lower hierarchy levels. We provide experimental evidence that HUMAP addresses the aforementioned design considerations through visual and quantitative evaluation. We also offer an in-depth case study of real-world data. In summary, the contribution of this paper is a novel HDR technique that improves the representation of both global and local relations while preserving the mental map across hierarchy levels. Our code is available on GitHub1.

The remainder of this paper is organized as follows. Section 2 presents the related works. We describe our technique in Section 3 and present a case study in Section 4. In Section 5 we quantitatively evaluate HUMAP and compare it against other HDR techniques. Discussions are presented in Section 6 and in Section 7 we draw our conclusions.

2 Related Work

By reducing the number of dimensions while maintaining structural and similarity relations in the low-dimensional representation, DR techniques aid in the analysis of high-dimensional datasets [33]. Users typically search for patterns in the data when using a DR technique, such as clusters, shapes, and outliers. To ensure a successful data exploration process, it is essential to understand the data and the available DR techniques. For instance, linear DR techniques are well known for quickly revealing variability [18, 19, 35]. While generally being more difficult and time-consuming, non-linear DR techniques [26, 28, 30, 36] can reveal more complex structures that are present in high-dimensional space.

The scatterplot metaphor is frequently employed represent DR results. Despite being widely used for exploratory data analysis [29], scatter plots lack effectiveness due to marker overlap [41, 42]. When exploring large datasets as a whole, traditional DR techniques may obscure crucial details within and between clusters. For instance, some datasets exhibit inherently multilevel structures [25], which call for a DR technique to be more adaptable. Knowledge discovery is facilitated in this way by strategies that make exploration simpler and direct users through the exploratory process. One such strategy is the use of hierarchical dimensionality reduction (HDR) techniques, which offer exploration mechanisms based on the mantra overview first & details-on-demand [43], concentrating on essential information as needed by the user.

There are many traditional DR strategies (see [9, 33] for helpful surveys), but very few hierarchical DR (HDR) methods [14, 33]. These HDR methods have the feature of first establishing the hierarchical structure before enabling multilevel exploration. The challenge is conveying different levels while preserving context and neighborhood structures [33]. Therefore, current studies concentrate on defining the hierarchical structure while using the projection engine of previous traditional DR approaches. For example, in order to solve the MDS computational complexity problem, MDSteer [48] incrementally computes a multidimensional scaling layout in response to user demand. Glimmer [16] also addresses MDS complexity by performing projection using a multilevel GPU scheme. Simply put, the authors interpolate high hierarchy levels to create a hierarchy. However, MDS-based approaches do not adequately capture the complex structures (such as manifolds) found in the majority of real-world and practical datasets (e.g., deep learning features, image collections, or biological data). Hierarchical PCA variants suffer from a lack of non-linear structure communication strategies [1, 17, 47].

Data organization in HiPP [34] involves landmarks and hierarchical clustering. In finer levels, the data points are represented and influenced by the landmarks of coarser levels. HiPP uses a force algorithm to deal with overlaps when positioning landmarks heuristically and takes into account the landmarks of LSP [35] for context preservation and to communicate hierarchy levels. One of the most reliable methods is HSNE [36]. The HSNE algorithm builds a hierarchy to preserve global and local relationships at high hierarchy levels using random walks on a transition matrix. The analysis is hampered when mental map preservation is crucial because the HSNE’s embeddings lose the structural relationships that were presented at higher levels during hierarchical exploration. To provide interactive analysis in a reasonable amount of time, HSNE also needs a GPU. Using diffusion condensation [5], a recent method known as Multiscale PHATE [22] computes a manifold-intrinsic diffusion space on the input data and condenses data points towards centroids to produce groups of multiple granularities. Massive datasets can be handled by multiscale PHATE, but only for a few dimensions. Additionally, it appears to have issues with its embedding engine when the input dataset does not contain continuous phenomena [31]. The hierarchy levels of these methods all share the inclusion of representative samples or landmarks. It is interesting to note that any single-level-of-detail dimensionality reduction method that projects data points onto landmarks is capable of having a hierarchical version [33].

Finally, users work with embeddings of increasing size during hierarchical exploration. Thus, it is essential to maintain the mental map between successive projections in order to prevent users from being tricked by geometrical transformations during exploratory analysis. This task, often referred as projection alignment, can be addressed in different ways. A time-varying dataset is projected using dynamic t-SNE [38] to reduce temporal variability that is unimportant to the final layout. This is accomplished by including a term in the cost equation for the t-SNE that regulates the trade-off between alignment and conventional t-SNE optimization. A trade-off parameter is also used in VFF [13] to regulate the alignment of projections in feature fusion tasks. VFF, however, is ineffective for preserving local structures [6]. Finally, Cantareira and Paulovich [6] proposed a general model for projection alignment that incorporates the original cost function of the DR technique and a penalty term applied for alignment. Another important problem that these techniques address is when dealing with streaming applications, where the use of DR techniques for conveying information has grown [7]. The preservation of mental maps is critical in such scenarios, as users would have to expend a significant amount of cognitive effort tracking the position of data points in the visual space. Our approach to maintaining the mental map entails directing the movement of data samples that have already been projected at high hierarchy levels and affecting the placement of new data samples. Fig. 1 illustrates this. The highest hierarchy level (top-level) of HUMAP resembles the lowest hierarchy level and maintains the structures of chosen subsets (B). In contrast to single-level techniques (A), it summarizes the data while providing information on the connections between and within clusters.

3 Hierarchical Uniform Manifold Approximation and Projection (HUMAP)

Two main components of our HDR technique are Hierarchy construction and Projection (Fig. 2). In the former, we use a similarity measure between landmarks to create a tree-like structure on the high-dimensional dataset. In the latter, we incorporate the hierarchy levels in response to the user’s demand for more specific data. All the steps (A–G) in this process are shown in Fig. 2.

The first step in building a hierarchy from bottom to top is to use a kernel function to determine the connection strengths (local affinities)
Fig. 2: The hierarchy is built from the bottom up. First, the connection strength between data points in the high-dimensional space is determined using a k-nearest neighbor graph and a kernel function (A). After several random walk steps, the graph’s structure and the strength of the connections are used to determine which nodes have been visited the most (B). The landmarks correspond to the points in the higher hierarchy level (C). To repeat the same procedure for high hierarchy levels, we calculate the intersection of representation neighborhoods (E), which were formed by joining local and global neighborhoods (D). With the exception of the first hierarchy level (whole dataset), we compute the k-nearest neighbors using a sorting algorithm (F). We employ a modified UMAP [28] optimization for projecting hierarchy levels (or subsets of them). Finally, the graph is symmetrized (H) and coordinates of projected points influence the positioning subsequent levels (I).

of a k-nearest neighbor graph of data points in the high-dimensional space $\mathbb{R}^m$ (step A). Then, similar to previous research [36], we employ the Finite Markov Chain (FMC) to identify the most visited nodes, which consist of the landmarks for the higher level (step C). Steps (D) and (E) of the FMC process are used to encode local and global neighborhood information for each landmark as well as to build a neighborhood structure for high hierarchy levels ($> 1$). In order to define a new hierarchy level, a new neighborhood graph is created in step (F) using the computed similarity (step G).

For projecting hierarchy levels, the neighborhood graph is first symmetrized (step H), so each edge’s strength helps in finding a suitable position in the low-dimensional representation. For the purpose of maintaining mental maps, the projection of lower levels, with the exception of the top hierarchy level, is influenced by the low-dimensional positions (I) of data points in higher levels, which we discuss in Section 3.3.2.

We use a few strategies from UMAP [28] to build our approach, including the kernel function to calculate the connection strengths among data samples and the embedding strategy and concepts from HSNE [36] for landmark selection. We concentrate on the HUMAP components for hierarchical dimensionality reduction in the following section.

### 3.1 Landmark selection

DR methods frequently use k-nearest neighbor graphs to capture manifolds in high-dimensional spaces. The path formed by the vertices in the k-nearest neighbor graph is used to represent the distance between two arbitrary points in the high-dimensional space in this process, which approximates global distances by adding up local relations [30]. Therefore, the first step in many DR techniques that can find manifolds in data is to fit a k-nearest neighbor graph [26, 28, 30].

After finding the k-nearest neighbor graph, a kernel function defines the strength (or probability) of every edge in the graph. Here, we adopted UMAP’s [28] kernel function for two data points $x_i, x_j \in X$ (the high-dimensional dataset):

$$p_{ij} = e^{-\frac{d(x_i, x_j)^2}{\sigma_j^2}}$$  \hspace{1cm} (1)

where $d(x_i, x_j)$ is the euclidean distance between the data points $x_i$ and $x_j$, $\sigma_j$ is the euclidean distance of $x_i$ to its closest neighbor, and $\sigma_j$ is a kernel value that depends on the number of neighbors $k$, according to the following equation [28],

$$k = \frac{\Sigma p_{ij}}{\rho_j}.$$  \hspace{1cm} (2)

Notice that $\sigma_j$ is unknown. However, by fixing a value for $k$, we can use Equation 2 to compute it using a binary search [28]. That is, for each data point $x_i$ (matrix row), Equation 1 is plugged into Equation 2 and a binary search is used to find the best $\sigma_j$ value given the number of nearest neighbors ($k$). Thus, the value for $\sigma_j$ that produces a $k'$ closest to the actual $k$ is selected. This procedure ensures a different kernel value ($\sigma_j$) for each data point and its neighborhood. For a fixed $k$, higher $\sigma_j$ values encode dense neighborhoods while lower $\sigma_j$ values encode sparse neighborhoods. In other words, $\sigma_j$ encodes how close the data points are in the neighborhood of $x_i$. Lastly, the parameter $\rho_j$ gives a locally adaptive kernel for each data point and ensures a good topological representation of high-dimensional data [28].

The connection strength between each neighbor is determined by computing $p_{ij}$ for each pair of data points in accordance with the neighborhood density (please, see Equation 1). The dataset is summarized at higher hierarchical levels using good representative data points (or landmarks) based on the strengths of these connections. For this task, we use random walks on a finite markov chain, as in Pezzotti et al.’s [36] work (FMC). The path from an initial state to the final state after $\mu$ steps (or hops) on the neighborhood graph is known as a random walk and is defined by a length. As a result, we compute the following equation to generate the transition probabilities for the FMC from $p_{ij}$:

$$T_{ij} = \frac{p_{ij}}{\sum_k p_{ij}} \quad (j, k \in NH(i)),$$  \hspace{1cm} (3)
where data points \( x_j \) and \( x_k \) are in the neighborhood of \( x_i \) \((NH(i))\). Then, the landmarks are sampled from \( T_j \) by a simple Markov Chain Monte Carlo technique [12]. For each data point \( i \), we start \( n \) random walks with length \( \mu \). We empirically evaluated that \( n = \mu = 10 \) results in embeddings that trustfully represent the underlying data structure. This whole process, from kernel smoothing to landmark selection, is represented by the steps from (A) to (C) in Fig. 2.

Unlike previous approaches [22, 36], users have control over the number of data points in each hierarchy level, making it easier to experiment with datasets with varying characteristics (e.g., cluster density)—though other threshold-based approaches can be used [36]. By specifying the number of landmarks on level \( i \) \(|H^i|\), users control the number of data points in a hierarchy level. We store the random walk endpoints and choose the \(|H^i|\) most frequented data points as landmarks during the Monte Carlo simulation.

### 3.2 Dissimilarity definition

When building the hierarchy, the hierarchical level \( H^i \) encodes information of the level below \( H^{i-1} \). This ensures that the information at the top-level accurately represents the information in the whole dataset. Therefore, for each subsequent hierarchy level, we transfer the manifold and structure relationships from bottom to top. For the first hierarchical level, the similarity between two data points \( x_i \) and \( x_j \) is computed using Equation 1 based on euclidean distance \((d(x_i, x_j))\), as in Fig. 2 (A). For higher levels, the similarities among landmarks in \( H^i \) follow the data organization of \( H^{i-1} \). Such similarities are computed based on the \( k \)-nearest neighbor graph of \( H^{i-1} \).

On level \( i \), for two landmarks, \( l_{iu}^j \) and \( l_{iv}^j \), we compute their similarity using two components: the intersection of the global and local neighborhoods. Fig. 2 (D-F) illustrates these two components for two landmarks in green. The local neighborhood (in pink) consists of the \( k \)-nearest neighbors as usual, while the global neighborhood (computed only for \( H^i \), \( i \leq 1 \)) is found through random walks (in blue). Two landmarks that share more local neighbors are very close in the high-dimensional space since there are single data points that connect them (for landmarks \( l_{iu}^j \) and \( l_{iv}^j \), there is a data point \( p_{iu} \) in the neighborhood of \( l_{iu}^j \) and \( l_{iv}^j \)). Landmarks sharing global neighbors have global relationships since there is a path among these landmarks. In Fig. 2, the landmarks in green only share a global relationship, highlighted in gray between steps (E) and (F).

We use random walks to compute the global neighborhood (the blue relationship in Fig. 2) similarly to the HSNE [36] approach. In this case, we start \( \phi \) random walks of length \( \nu \) from each non-landmark \((x_{k-1}^i)\) on the \( k \)-nearest neighbor graph of \( H^{i-1} \). Then, when a random walk reaches a landmark, \( l_{iu}^j \), we add the non-landmark \((x^-1_{k}^i)\) to the “representation neighborhood” of landmark \( l_{iu}^j \). Notice that such a representation neighborhood (RNH) is created only for similarity computation.

The local neighborhood component adapts our approach to preserve more of the local structures (see the pink relationship in Fig. 2). To this end, we use the \( k \)-nearest neighbors (NH) of each landmark \( l_{iu}^j \) to augment their representation neighborhoods with the \( \beta \times |NH(l_{iu}^j)| \) first nearest neighbors of \( l_{iu}^j \), where \( \beta \) is a threshold between 0 and 1. Thus, the greater \( \beta \), the more important the \( k \)-nearest neighbors, and the similarity measure will encode more local relations. HUMAP supports parameter tuning to perform better on neighborhood preservation. The similarity between two landmarks consists of the intersection between their global and local neighborhoods. The local neighborhood for a landmark is in the set of its \( k \)-nearest neighbors, so one can increase it by adjusting the parameter \( \beta \in [0, 1] \) that adds \( |NH(l_{iu}^j)| \) neighbors to the local neighborhood—by default, \( \beta \) is set to 0. We evaluated HUMAP with different values of \( \beta \) and found a clear relationship between local neighborhoods and neighborhood preservation.

Finding these two components results in the representation neighborhood (RNH) for each landmark \( l_{iu}^j \) on level \( H^i \). Such a neighborhood consists of a sparse matrix \( RNH \) of dimensions \(|H^i| \times |H^{i-1}| \) where \( RNH_{iu,v} = 1 \) if \( x^-1_{k}^i \in RNH_{iu,v} \) or 0, otherwise. The similarity among landmarks is computed based on the intersection of representation neighborhoods, that is, the shaded area of Fig. 2 (E-F). We compute the intersection with the RNH matrices as follows:

\[
d_{RNH}(i_u, j_v) = \frac{(RNH_{iu})^T RNH_{jv}}{M}
\]

\[
M = \max_{n=1}^{\left|H^m\right|} \left(\sum_{n} RNH_{n,m}\right)
\]

where \( M \) is a normalization factor that ensures similarity between 0 and 1—notice that since \( RNH \) is sparse, computing the above matrix multiplication is fast in practice. Note that the intersection between neighborhoods is also used in HSNE to compute the similarity between two landmarks. However, unlike in HSNE, we do not directly employ such a similarity measure to compute the embeddings. Instead, HUMAP extends the neighborhood to encode global information and uses UMAP’s kernel to maintain its properties throughout the hierarchy.

The output of the above operation is a similarity measure, meaning that a value equal to 1 corresponds to landmarks sharing the same representation neighborhood, as illustrated by the operation (F) in Fig. 2. Thus, we transform it into a dissimilarity measure by subtracting the similarity value from 1. To benefit from UMAP’s kernel function (Equation 1), this process of creating the neighborhood using Markov Chain also eliminates the necessity to perform another KNN step. Using the dissimilarity, we can simply apply the same kernel function on every hierarchical level.

### 3.3 Generating the embedding

Having the dissimilarity values \((1 - D_{RNH})\), where \( D_{RNH} \) is a matrix with \( d_{RNH} \) as rows, we are able to use them in Equation 1 to generate the matrix \( p_{ij} \) for each hierarchical level. Then, HUMAP, as in UMAP [28] technique, applies the following matrix symmetrization to produce an undirected weighted graph:

\[
p_{ij} = p_{ji} + p_{ij} - p_{ij} p_{ji}.
\]

The matrix \( p_{ij} \) is used to produce an embedding that converges to positions in a low-dimensional space. While we refer to McInnes et al. [28] for a detailed description of the UMAP algorithm, it is important to mention that an initial low-dimensional representation of the dataset is created using Spectral Embedding [32]. Then, \( p_{ij} \) is used to reposition the data points using a force-directed graph layout whose convergence is performed by decreasing attractive and repulsive forces (given by \( p_{ij} \)) using Stochastic Gradient Descent [39].

### 3.3.1 Subset projection

Each landmark represents a set of data points on the level below when hierarchical levels are defined. It is crucial to specify the functionality of interaction with hierarchical levels and request more detail (more data points) of a data subset in order to keep track of such representation.

Each non-landmark data point on level \( H^{i-1} \) is linked up with a landmark on level \( H^{i} \) in two steps. The first step entails going through the landmarks iteratively and designating which of their neighbors will be influenced by them. A landmark will eventually attempt to “represent” a data point that has already been represented. As a result, we designate the data point as being a part of the area surrounding the closest landmark. The majority of data points are assigned to a landmark by this process, but it is still necessary to look for instances where data points are not in any landmark’s neighborhood. In this case, we iterate over each data point on \( H^{i-1} \) to make sure that it is not associated with a landmark in case we want to search its neighborhood. This procedure is described in detail in Algorithm 1. We examine the neighborhood of each non-landmark (Lines 2 to 5). If a neighbor, \( v \), is a landmark (Line 6), we set \( \upsilon \) to represent the current data point (Lines 7 and 8). If \( v \) is not a landmark but is associated with one (Line 9), the landmark that represents \( v \) will also represent the current data point (Lines 10 and 11). Finally, we begin a depth-first search in the \( k \)-nearest neighbor graph and associate the first landmark found with the current data point if neither of these scenarios holds true for all neighborhoods.
This section aims to investigate the relationship of tweets about COVID-19 symptoms in the São Paulo state, Brazil [27]. We use HUMAP to explore it using two hierarchical levels, aiming at discovering dominant structures and detailed information about these dominant structures through interaction. The dataset was scraped from Twitter by querying COVID-19 symptoms (fever, high fever, cough, dry cough, difficulty breathing, and shortness of breath) in the territory of São Paulo state (Brazil) from March 2020 to August 2020. The authors classified the tweets according to their relevancy (relevant or not relevant) to COVID-19 infection. For this case study, we set HUMAP to freely find the embeddings as we drill-down the hierarchy by not projecting the low-levels bases on the higher levels.

To explore the dataset, we manually defined clusters in the visual space using lasso selection, as shown in Fig. 4(A-B). After associating each data point to a cluster using this procedure, we compute topics (F) and proceed to the second and lowest level of the hierarchy, choosing the desired cluster (e.g., cluster \( \square \)). Then, we also compute the topics for the manually defined cluster of the new hierarchical level.

Fig. 4(B) shows three clusters with different characteristics. First, cluster \( \square \) is very cohesive and dissimilar from the other two dominant structures. Second, due to visual proximity, cluster \( \square \) and \( \square \) share some information but contain various substructures that need further investigation. The topics for these three major clusters further explain their organization in the visual space (F). That is, cluster \( \square \) presents important terms related to respiratory problems, such as stuffy nose, sneeze, or splashing. Other important terms in this cluster can indicate tweets about individuals waiting (wait) for COVID-19 exams or are associated with desire to sneeze, which supports a hypothesis that this cluster corresponds to individuals worrying about symptoms. Cluster \( \square \) shows three terms in the topic associated with fever: fever, burning, and cold. Other terms such as think, woke, and night might be associated to phrases describing experiences with COVID-19 symptoms, such as: “I think I have fever”, “Today I woke-up in the middle of the night burning in fever”. Lastly, cluster \( \square \) is associated with dry cough and shortness of breath. The terms for this cluster in Fig. 4(F) show that the tweets talk about these symptoms while the term anxiety could be the cause of shortness of breath [44].

We proceed to cluster \( \square \) to investigate its substructures and retrieve more information about the tweets associated with it. Then, we define the clusters and compute the topics, as shown Fig. 4 (C) and (F). Here, there are a few interesting patterns. The first one is that the previous hierarchy level sufficiently gives an overview of the data organization since the topic for cluster \( \square \) encodes most of the information expressed in these sub-clusters. The second and most interesting aspect is the global relationship among these structures apparent in the embedding. The topics retrieved from each local structure explains this aspect. The leftmost cluster \( \square \) shows terms related to dry cough, throat pain, and a few other important terms. Cluster \( \square \) has a relationship with cluster \( \square \), which also adds difficult breathing, body pain, and headache (“pain in the head”, using a direct translation from Portuguese). In cluster \( \square \), shortness of breath, anxiety, crisis, and breast become more important. These symptoms might be easily confused with anxiety crisis, a common problem during COVID-19 pandemic [7]. The last cluster \( \square \) is the most related to COVID-19 symptoms, showing the majority of term: shortness of breath, fever, and cough.

Analyzing the substructures of cluster \( \square \), we define three clusters as shown in Fig. 4 (E). As well-defined by the higher-level cluster, all data points refer mainly to the COVID-19 symptom of fever. However, there are a few characteristics that might explain the differentiation of these clusters. For example, cluster \( \square \) present terms related to cough, shortness of breath, which do not appear in the other clusters. Lastly, cluster \( \square \) has an interesting characteristic since its topic suggest that individuals are commenting about the period in which they experience fever: fever, days, was, today, and home. The most cohesive cluster of top-level \( \square \) and its two subclusters \( \square \) and \( \square \) revealed by drilling-down the hierarchy show tweets that seem to talk more about daily aspects than truly COVID-19 symptoms.

Algorithm 1: Associate Landmarks.

1: procedure \textsc{AssociateLandmarks}(X)
2: \hspace{2em} for \( u \in X \) do
3: \hspace{4em} if not landmark\((u)\) then
4: \hspace{6em} found \( \leftarrow \) false.
5: \hspace{4em} for \( v \in NH(u) \) do
6: \hspace{6em} if landmark\((v)\) then
7: \hspace{8em} found \( \leftarrow \) true
8: \hspace{6em} associate\([u]\) \( \leftarrow v\)
9: \hspace{4em} else if associate\([v]\) \( \neq \) NULL then
10: \hspace{6em} found \( \leftarrow \) true
11: \hspace{4em} associate\([u]\) \( \leftarrow \) associate\([v]\)
12: \hspace{4em} if not found then
13: \hspace{6em} landmark \( \leftarrow \) depth-first search on graph \( X \) starting in \( u\)
14: \hspace{4em} associate\([u]\) \( \leftarrow \) landmark

With the data points assigned to each landmark, users can select a list of indices on level \( H' \) to embed the associated data points on \( H'^{-1}\). Thus, supposing the list of indices in \( H' \) is denoted by \( I \), we only have to create the matrix \( p_{mn}^{-1} = \{ p_{mn} \mid A[n] \in I \land A[m] \in I \} \), where \( A[n] \) returns the landmark that represents the data point \( x_n \).

3.3.2 Mental map preservation

When updates are made on the current dataset at time \( t \), the concept of mental map entails maintaining the same overall layout and point positioning [2, 11]—these updates may involve new data points or modifications to the features of existing data points. In the case of interacting with hierarchical dimensionality reduction results, the updates correspond to new data points from lower hierarchy levels being projected.

The subsets of data chosen for fine-grained exploration on level \( l-1 \) during hierarchical exploration must resemble the organization of level \( l \), especially for unlabeled datasets. Rauber et al. [38] and Fujiwara et al. [39] also present strategies to deal with mental map preservation in the context of dimensionality reduction, even though the majority of the work on mental map preservation is limited to dynamic graph drawing [24, 50]. In both situations, the goal is to ease the analysis burden during exploration and facilitate smoother embedding layout changes. Fig. 3 shows successive hierarchical projections using HUMAP, whether or not the mental map is preserved. Note that the embedding generated with no mental-map preservation (i.e., \( \theta = 1 \)) might deceive the user in thinking that the overall organization of the layout was preserved.

Fig. 3: Hierarchical exploration with HUMAP using mental map.

HUMAP uses the coordinates of higher—and already projected—data points on level \( l \) to guide the positioning of level \( l-1 \). When initializing the low-dimensional representation before Stochastic Gradient Descent (SGD) optimization, the coordinates for the projected data points in \( l \) are used as starting points together with the remaining data points initialized with Spectral Embedding—these coordinates only move a fraction during SGD optimization. Thus, we also provide this fraction hyperparameter \( \theta \) to be tuned according to one’s needs, although we empirically find that \( \theta = 0.01 \) yields embeddings that best preserve the mental map throughout the hierarchy expansion.
In this section, we numerically evaluate HUMAP\textsuperscript{2} and compare it against existing HDR techniques: Hierarchical Stochastic Neighbor Embedding (HSNE)\textsuperscript{3} [36], Multiscale PHATE\textsuperscript{2} [22], and UMAP\textsuperscript{2} [28]. We cannot control the number of data points in each hierarchy level in HSNE and Multiscale PHATE. Thus, we generated HSNE with three levels and fit a HUMAP hierarchy with three levels based on the number of data points in each HSNE level. Multiscale PHATE does not accept a parameter to specify the number of levels. After fitting the Multiscale PHATE hierarchy, we searched for a level with a size similar to the top-level produced by HUMAP and HSNE techniques. Finally, we evaluate UMAP to demonstrate its differences from HUMAP regarding mental map and structure preservation by projecting the same data points generated in the HUMAP hierarchy.

We use the following datasets for evaluation. MNIST [23] is a dataset composed of 70,000 28 × 28 pixel grayscale images of handwritten digits classified into ten classes (from 0 to 9), where each flattened image results in a 784 dimensional vector. Fashion MNIST [49] (FMNIST) is a dataset composed of 70,000 28 × 28 pixel grayscale images of fashion items (clothing, footwear, and bags) divided into ten classes; each flattened image results in a 784 dimensional vector. Mammals is a synthetic dataset designed to have four well-separated classes, and it consists of 20,000 data points described by 72 dimensions. Embryoid Body (EB) is a single-cell RNA sequencing dataset for embryoid body data generated over 27 days [31] divided into five periods. For this dataset, we aim to visualize the development of the 31,000 cells after preprocessing them and using the first 50 principal components to perform the projections. Note that, FMNIST, MNIST, and Mammals datasets are meant to produce cohesive clusters after embedding, while the ideal result for Embryoid Body is to provide an understanding of its continuous structures—this is an attempt to understand how HUMAP compares to different techniques regarding their most known characteristics, that is, to cluster data (HSNE, derived from SNE) and to emphasize continuity (Multiscale PHATE derived from PHATE).

The experiments were performed in a computer with the following configuration: Intel(R) Core(TM) i7-8700 CPU @ 3.20 GHz, 32 GB RAM.

\textsuperscript{2}https://github.com/wilsonjr/humap
\textsuperscript{3}https://github.com/biovault/nptsne
\textsuperscript{2}https://github.com/KrishnaswamyLab/Multiscale_PHATE
\textsuperscript{2}https://github.com/adcinnes/umap

5 Numerical evaluation

Now, to make readers more informed about differences between traditional and hierarchical approaches, we present an analysis of the same dataset using UMAP.

4.1 Comparison to UMAP

Fig. 5 shows and annotated UMAP projection of the same dataset in an intent to showcase the differences between analysis using hierarchical and one-level dimensionality reduction techniques.

The first thing to notice is that the layout generated by UMAP is somewhat similar to HUMAP’s highest level in Fig. 4. Second, the overall structure of topics shortness of breath, cough, and fever is also seen and dictates the relationship among clusters—from the top (blue cluster) to the bottom (gray cluster).

Hierarchical approaches allow to discover different relationship that would require more expertise and time to tune hyperparameters if traditional approaches were employed. Comparing the two types of analysis, hierarchical exploration enables identifying fine grained information containing in datasets.
Fig. 6: Visual analysis of the embeddings generated for top and lowest hierarchical levels using a three-level hierarchy. For each dataset, top-level embedding appears on the left, and the lowest level (whole dataset) appears on the right.

Fig. 7: Runtime execution in seconds using a log_{10} scale. The boxenplots show the runtime for 20 runs of each technique to fit the hierarchy (Hierarchy fit), to embed the top level (Level 2), and to embed the whole dataset (Level 0).

RAM, Ubuntu 64 bits, NVIDIA GeForce GTX 1660 Ti 22 GB.

| Dataset       | Size   | Dimensions |
|---------------|--------|------------|
| Mammals       | 20000  | 72         |
| Embryoid Body (EB) | 31000  | 50         |
| MNIST         | 70000  | 784        |
| FMNIST        | 70000  | 784        |

Table 1: Datasets used for experimentation.

Fig. 6 depicts the embeddings for the hierarchy levels. HSNE shows a good relationship between clusters in the top-level embedding, but fails to maintain that structure on consecutive embeddings (levels 1 and 0). The continuous nature of the biological data is not shown for the EB dataset. One significant problem, to sum up, is that the mental map cannot be maintained throughout the hierarchy.

Due to their high dimensionality, Multiscale PHATE was unable to produce embeddings for the FMNIST and MNIST datasets. Despite revealing the continuous nature of the EB dataset, it produced embeddings for the mammals dataset that made analysis challenging because the data points for each cluster were too close to one another. On the other hand, HUMAP maintains the mental map through all levels of the hierarchy by encoding the data from lower levels at higher levels. The main challenge for Multiscale PHATE is scaling with respect to number of dimensions.

Finally, UMAP only reveals the correct overview for the simpler datasets on level 2. (e.g., mammals and MNIST). UMAP is unable to uncover the structures displayed at the lowest level for the EB and FMNIST datasets. This outcome was anticipated because UMAP’s primary objective is not to transfer the relationship between data points to the projection sample. The ability to successfully encode datasets with less data is achieved by HUMAP, which projects higher levels based on relationships at lower levels.

For the numerical evaluation, we compare the techniques using well-known and traditional quality metrics for embedding evaluation (e.g., Trustworthiness and Continuity in Supplementary File) as well as the metrics that appear in the related works, such as DeMaP [30] and Neighborhood Preservation [35] that aim to evaluate how the low-dimensional embeddings represent the structures in higher dimensions.

5.1 Running-time and Scalability

Fig. 7 displays boxen-plots in log scale for runtime execution in seconds in order to fit the hierarchy and embed levels 2 and 0. HUMAP offers comparable runtime execution to HSNE in GPU, with the exception of level 0, making it a promising strategy for users with limited resources when reasonable runtime execution is required. When fitting the hierarchy, HUMAP takes slightly longer than HSNE to run on the CPU, but it is quicker when embedding the hierarchy levels. When many data points are embedded, Multiscale PHATE seems unreasonable for interactive applications (for example, level 0 of mammals and EB datasets). Finally, the difference between HUMAP and UMAP narrows as we approach to the size of the whole dataset.

5.2 Neighborhood Preservation

Fig. 8 depicts the neighborhood preservation (NP) for a variable number of neighbors, $k (k \in [1, 30])$. Such a metric calculates the mean ratio of neighbors preserved in the projection.

The mammals dataset is intended to have clearly defined classes, whereas the EB dataset is intended for continuity analysis. Because it does not just concentrate on local structures when projecting such datasets, HUMAP achieves a lower NP. The characteristics of SNE are inherited by HSNE, which exhibits a higher NP for cluster separation (see the EB projections, for example).

Fig. 8: Neighborhood Preservation after embedding on $\mathbb{R}^2$. HSNE outperforms HUMAP by a great margin only for EB dataset.

We evaluated HUMAP using various values of $\beta$ (which controls the local neighbors’ contribution to the similarity among landmarks), and the results demonstrated the link between local neighborhoods and
neighborhood preservation. In addition, for the MNIST dataset at the top hierarchy levels, HUMAP outperforms HSNE by a considerable margin with the addition of only 3% of the current neighborhood (100 neighbors). Similar data points are clustered by HUMAP as a result of the $\beta$ parameter; interested readers can visualize the analyses and projections for this scenario in the Suppl. File (Figs. 3 and 4).

5.3 DEMaP

We employ the DEMaP metric [30], which calculates the Spearman correlation between geodesic distances on high-dimensional and euclidean distances on low-dimensions, to assess how well the techniques convey manifolds, clusters, and other high-dimensional space structures. On level 2, HUMAP outperformed HSNE, UMAP, and GPU-based HSNE for the MNIST and FMNIST datasets, as shown in Fig. 9. The pair of distributions (HUMAP, UMAP) for the EB, FMNIST datasets on level 2 and for the EB dataset on level 0 are not statistically different after a t-test, but the others are with a p-value of at least $<0.00001$ (see Supplementary File - Table 2 for the details). When the entire dataset is embedded for the mammals dataset, HUMAP displays higher values, providing proof that our method is stable across hierarchical levels. While HSNE and Multiscale PHATE produce better results at the top of the hierarchy, they omit key details as one descends hierarchy—the relationship among clusters is lost on the HSNE side. Finally, HUMAP conveys the continuous structures present in the EB dataset even for the top-level embedding while M. PHATE and HSNE CPU show higher DEMaP values at level 0.

![Fig. 9: Evaluation of techniques' ability to represent complex structures such as clusters, manifolds, and other relationships.](image)

Fig. 9: Evaluation of techniques’ ability to represent complex structures such as clusters, manifolds, and other relationships.

5.4 Projecting subsets of data

In this section, the methods are compared according to how well they can project subsets of data points. Since there is no way to drill down a hierarchy based on classes of data points, we do not analyze Multi-scale PHATE. Fig. 10a illustrates the same pattern as Fig. 6, in which HUMAP conveys top-level structures and maintains the mental map throughout the hierarchy. In this case, we project a four-level hierarchy, adding complexity to the analysis. In Fig. 10a, the first level’s subset was lasso-selected, and the subsequent levels’ subsets were chosen according to specific classes.

In all scenarios, as shown in Fig. 10b, HUMAP has a higher DEMaP than HSNE, and it only falls short of UMAP on the fourth level for the MNIST dataset—notice that UMAP by itself does not take the relationship between higher levels into account for projection.

![Fig. 10: Using HUMAP, UMAP, and HSNE to project a subset of data.](image)

Fig. 10: Using HUMAP, UMAP, and HSNE to project a subset of data.

5.5 Other quantitative evaluations

After dimensionality reduction, additional quality metrics can be used to assess the final embedding. In order to broaden the analysis performed in this paper, another set of comparisons are presented in the Supplementary File. In the Runtime analysis, we carefully examine how each HUMAP step is impacted by the dataset size and dimensionality as well as how it compares against the alternatives. We demonstrate in the Reproducibility analysis that HUMAP can be just as effective as UMAP in terms of the reproducibility of subsequent runs. Finally, we also performed a parameter analysis to comprehend HUMAP’s behavior for various parameter configurations.

6 DISCUSSION

The experiments demonstrate that HUMAP is competitive with GPU-based methods in terms of running time execution while outperforming current approaches in their ability to represent structures found in high-dimensional spaces. It also preserves the relationships among clusters and other structures at various levels of the hierarchy. Since HUMAP preserves the overall structures of higher hierarchy levels at lower hierarchy levels, it is valuable ideal tool for progressive analysis [10].

Here, we go over a few of the features of our method.

Reproducibility. At the expense of a longer run-time execution, HUMAP allows for the generation of reproducible embeddings. In
other words, we need to disable a few parallel execution steps in the components for hierarchical definition and projection. When we measure the correlation of data points across successive projections [3], experiments demonstrate perfect reproducibility for HUMAP for various datasets.

**Embedding initialization and CPU/GPU implementations.** Recent research demonstrates that the initialization of the low-dimensional representation significantly affects the performance of these two algorithms, with PCA [19] being preferable to random initialization for t-SNE [20]. T-SNE with random initialization is used in HSNE. This fact may help to explain why the HSNE yielded lower results for DEMap metrics at the lowest level (the entire dataset). However, HSNE effectively encodes the global neighborhood at higher hierarchy levels, so we believe integrating this initialization step would still not impact the final results. The embedding cannot currently be started with PCA initialization using the official HSNE implementation. PCA initialization, however, does not address the issue of the mental map not being preserved across hierarchy levels.

The performance of HSNE on the CPU being consistently superior to HSNE on the GPU is another intriguing aspect of the numerical comparison. But why do we observe such a contrast? First, the embeddings are computed by HSNE on GPU using the GPGPU approximation. Although it produces acceptable embeddings, this approximation compromises accuracy for runtime. The Barnes-Hut implementation is used by HSNE on the CPU to compute the embeddings with \( \theta = 0 \), the speed/accuracy trade-off parameter, which ranges from \( 0 \) (exact t-SNE) to \( 1 \) (approximated t-SNE).

**Landmark selection.** We must choose representative data points (or landmarks) to be a subset of the dataset for a specific hierarchy level in order to define different hierarchy levels. For this task, we empirically assessed a number of strategies. Only evenly distributed datasets can benefit from choosing landmarks from denser neighborhoods; otherwise, hierarchy levels might only be able to encode some of the data (the dense regions). Finally, because of the computational complexity and difficulty in accurately capturing the data organization given outliers and other data structures, such as clusters of different shapes, clustering approaches also do not work well for our problem.

**HUMAP generalizability and scalability.** In order to show the efficacy of HUMAP for hierarchical exploration, we compared it with various hierarchical dimensionality reduction methods, as well as with UMAP, throughout the experiments. Despite the fact that we are aware that different hyperparameters might produce varying results, we use the techniques’ default parameters in this context to provide the analysis. We attempted to track various applications for a dimensionality reduction technique, from comprehending clusters for multidimensional datasets to visualizing single-cell sequencing data, although a more thorough study would be an interesting topic for future research activities. In the Supplemental File that is included, we also provide a comprehensive examination of HUMAP’s scalability and generalizability for different hyperparameters.

**Applications.** Another important aspect besides the technical differences among these techniques is related to where they can be employed. Obvious applications are in scenarios where one aims to understand hierarchical differences within structures of data, such as structural differences in research papers [7] and sub-cell types [46]. Finally, DR techniques have been extensively used to monitor the training of machine learning models, which makes hierarchical approaches suitable to summarize information.

### 7 Conclusion and Future Work

For the analysis of high-dimensional data, DR techniques are excellent tools. Traditional methods, however, are unable to reveal substructures while giving a dataset’s overview. Hierarchical DR approaches offer analysis that adheres to the mantra of visualization, in which analysts concentrate on crucial information and retain details as needed. However, the hierarchical approaches described in the literature either cannot be applied to a wide range of dataset types or do not preserve the mental map throughout the hierarchy levels.

We introduced HUMAP, a novel hierarchical DR technique that provides a viable alternative to high-dimensional data analysis and includes tunable parameters that make it simple to focus on global or local neighborhood preservation while also maintaining the mental map.

Future research will expand on our technique to examine distance distance metrics between landmarks and data points. Additionally, we intend to implement GPU versions to enable users to delve deeper into HUMAP’s capabilities. Finally, we intend to conduct user experiments on the significance of mental map preservation for hierarchical approaches and investigate novel strategies to evaluate hierarchical DR techniques.
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