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Abstract. Let \( j, n \) be even positive integers, and let \( p_j(n) \) denote the number of partitions with BG-rank \( j \), and \( \overline{p}_j(a, b; n) \) to be the number of partitions with BG-rank \( j \) and 2-quotient rank congruent to \( a \pmod{b} \). We give asymptotics for both statistics, and show that \( \overline{p}_j(a, b; n) \) is asymptotically equidistributed over the congruence classes modulo \( b \). We also show that each of \( p_j(n) \) and \( \overline{p}_j(a, b; n) \) asymptotically satisfy all higher-order Turán inequalities.

1. Introduction and Statement of Results

A partition \( \lambda = (\lambda_1, \ldots, \lambda_s) \) of a positive integer \( n \) is a list of non-increasing parts \( \lambda_j \) such that \( |\lambda| := \sum_{j=1}^s \lambda_j = n \). Letting \( p(n) \) denote the number of partitions of \( n \), Hardy and Ramanujan [15] proved their asymptotic formula

\[
p(n) \sim \frac{1}{4\sqrt{3}n} e^{\pi \sqrt{\frac{2n}{3}}},
\]

as \( n \to \infty \). This work marked the birth of the powerful Circle Method that has seen a wide range of applications in the last century, in particular in obtaining asymptotic and exact formulae for partitions and their statistics. For example, the exact formula for \( p(n) \) given by Rademacher [23], and formulae and inequalities for certain partition statistics [3, 5] among many others.

We use Wright’s variant of the Circle Method to obtain asymptotic formulae and distribution results for a certain family of partitions, first introduced
by Berkovich and Garvan in [1]. For this we need two partition statistics. Recall that a partition has a Ferrers–Young diagram given by

\[
\begin{array}{cccccccc}
\bullet & \bullet & \bullet & \cdots & \bullet & \leftarrow & \lambda_1 \text{ many nodes} \\
\bullet & \bullet & \cdots & \bullet & \leftarrow & \lambda_2 \text{ many nodes} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\bullet & \cdots & \bullet & \leftarrow & \lambda_s \text{ many nodes}
\end{array}
\]

and each node has a hook length. The node in row \(k\) and column \(j\) has hook length \(h(k, j) := (\lambda_k - k) + (\lambda'_j - j) + 1\), where \(\lambda'_j\) is the number of nodes in column \(j\). A \(t\)-core partition is a partition that has no hook lengths divisible by \(t\). Let \(P\) denote the set of all partitions, \(P_t\) the set of \(t\)-core partitions, and consider the well-known map of Littlewood [18] \(\phi_1 : P \rightarrow P_t \times P \times \cdots \times P\) defined via

\[
\phi_1(\lambda) = (\lambda_{t\text{-core}}, \hat{\lambda}_t), \quad \hat{\lambda}_t = (\hat{\lambda}_0, \hat{\lambda}_1, \ldots, \hat{\lambda}_{t-1})
\]

such that

\[
|\lambda| = |\lambda_{t\text{-core}}| + t \sum_{j=0}^{t-1} |\hat{\lambda}_j|.
\]

Then the 2-quotient rank of \(\lambda\) is defined by [1]

\[
2\text{-quotient rank}(\lambda) := \nu(\lambda_0) - \nu(\lambda_1),
\]

where \(\nu(\lambda)\) is the number of parts of \(\lambda\) and \(\phi_1(\lambda) = (\lambda_{2\text{-core}}, (\hat{\lambda}_0, \hat{\lambda}_1))\).

It was shown in [1, Theorem 3.1] that the 2-quotient rank naturally divides partitions of \(5n+4\) with so-called \(s\)-rank \(i = 0, 2\) into five equal classes, thereby proving an analogue of Ramanujan’s congruence \(p(5n+4) \equiv 0 \pmod{5}\) in these cases. The BG-rank was also defined in [1]

\[
\text{BG-rank}(\lambda) := \sum_{j=1}^{\nu} (-1)^{j+1} \text{par}(\lambda_j),
\]

where \(\text{par}\) denotes the parity of a positive integer. It was used to prove a further refinement of Ramanujan’s congruence modulo 5 as well as to prove new congruences modulo 5 of \(p(n)\).

Let \(\overline{p}_j(m, n)\) denote the number of partitions of a positive integer \(n\) with \(\text{BG-rank} \ j\) and 2-quotient rank \(m\). Then Berkovich and Garvan [1] proved that the generating function is

\[
H(\zeta; q) := \sum_{n \geq 0} \overline{p}_j(m, n)\zeta^m q^n = \frac{q^{(2j-1)n}}{(q^2\zeta, q^2\zeta^{-1}; q^2)_\infty},
\]

where \((a; q)_\infty := \prod_{n \geq 0} (1 - aq^n)\) is the usual \(q\)-Pochhammer symbol, and we define \((a, b; q)_\infty := (a; q)_\infty (b; q)_\infty\).

Let \(\overline{p}_j(n)\) count the number of partitions of \(n\) with \(\text{BG-rank} \ j\), and \(\overline{p}_j(a, b; n)\) denote the number of partitions with \(\text{BG-rank} \ j\) and 2-quotient rank
congruent to \( a \pmod{b} \). Then a standard computation using orthogonality of roots of unity gives

\[
H(a, b; q) := \sum_{n \geq 0} p_j(a, b; n)q^n = \frac{1}{b} \sum_{n \geq 0} p_j(n)q^n + \frac{1}{b} \sum_{k=1}^{b-1} \zeta_b^{-ak} H(\zeta_b^k; q). \tag{1.2}
\]

We follow the framework provided by [8], which builds on work of [6], and prove the following equidistribution result. Note that a similar result may be obtained for odd \( j \).

**Theorem 1.1.** Let \( 0 \leq a < b \) and \( b > 1 \). Assume that \( j \) and \( n \) are even. Then as \( n \to \infty \) we have

\[
p_j(a, b; n) = \frac{2}{3^\frac{j}{2}(2n)^\frac{j}{2}} e^{\pi \sqrt{\frac{2n}{b}}} \left( 1 + O \left( n^{-\frac{1}{2}} \right) \right).
\]

A direct corollary yields the asymptotic behaviour of \( p_j(n) \).

**Corollary 1.2.** Let \( j \) and \( n \) be even. As \( n \to \infty \) we have

\[
p_j(n) = \frac{2}{3^\frac{j}{2}(2n)^\frac{j}{2}} e^{\pi \sqrt{\frac{2n}{b}}} \left( 1 + O \left( n^{-\frac{1}{2}} \right) \right).
\]

**Remarks.** (i) We remark that neither Theorem 1.1 or Corollary 1.2 depend on \( j \), implying that asymptotically the BG-rank is also equidistributed over partitions. However, the dependence on \( j \) can be seen if one applies further terms arising from the application of Wright’s Circle Method in the proof of Theorem 1.1.

(ii) For \( b = 5 \) we recover an asymptotic form of [1, Theorem 7.1].

A direct application of [8, Corollary 3.2] to our results gives that both \( p_j(n) \) and \( p_j(a, b; n) \) asymptotically satisfy the following convexity results. Similar results for other partition-theoretic objects have been obtained by many authors, see e.g. [2,16,19].

**Corollary 1.3.** Let \( j \) be even. For large enough even \( n_1 \) and \( n_2 \), we have that

\[
p_j(a, b; n_1)p_j(a, b; n_2) > p_j(a, b; n_1 + n_2),
\]

and

\[
p_j(n_1)p_j(n_2) > p_j(n_1 + n_2).
\]

The Turán inequalities for functions in the real entire Laguerre–Pólya class are intricately linked to the Riemann hypothesis [13,25] and have seen renewed interest in recent years. In fact, the Riemann hypothesis is true if and only if the Riemann Xi function lies in the Laguerre–Pólya class, and a necessary condition is that the Maclaurin coefficients satisfy Turán inequalities of all orders [13,24].

The second order Turán inequality for a sequence \( \{a_n\}_{n \geq 0} \) is known as log-concavity, and is satisfied if

\[
a_n^2 \geq a_{n-1}a_{n+1}
\]
for all \( n \geq 1 \). Log-concavity for modular type objects is well-studied in the literature, for example \([7,8,10–12]\). For an explicit description of the higher order inequalities, we refer the reader to e.g. the introduction of \([10]\). The higher-order Turán inequalities are linked to the Jensen polynomial associated to a sequence \( \{\alpha(n)\} \), given by

\[
J_{\alpha}^{d,n}(X) := \sum_{k=0}^{d-1} \binom{d}{k} \alpha(n + k) X^k.
\]

In particular, all higher-order Turán inequalities are satisfied by the sequence \( \alpha(n) \) if the associated Jensen polynomial is hyperbolic. Similar situations to ours have been studied in e.g. \([14,17,22]\).

**Theorem 1.4.** Let \( j \) be even and let \( \tilde{J}_{\alpha}^{d,2n} \) be the renormalised Jensen polynomials defined in Theorem 2.3 and \( H_d(X) \) the Hermite polynomials. Then we have

\[
\lim_{n \to \infty} \tilde{J}_{\alpha}^{d,2n}(X) = H_d(X)
\]

uniformly for \( X \) on compact subsets of \( \mathbb{R} \). This implies that both \( \overline{p}_j(a,b;2n) \) and \( \overline{p}_j(2n) \) asymptotically satisfy all higher order Turán inequalities.

**Outline**

We begin in Sect. 2 by recalling preliminary results needed through the rest of the paper. Section 3 is dedicated to proving Theorem 1.1 and Corollary 1.2. In Sect. 4 we prove Theorem 1.4.

**2. Preliminaries**

**2.1. Asymptotics of Infinite \( q \)-Products**

Following \([6]\), we let

\[
F_1(\zeta; q) := \prod_{n=1}^{\infty} (1 - \zeta q^n),
\]

along with Lerch’s transcendent

\[
\Phi(z, s, a) := \sum_{n=0}^{\infty} \frac{z^n}{(n + a)^s},
\]

and for \( 0 \leq \theta < \frac{\pi}{2} \) define the domain \( D_\theta := \{ z = re^{i\alpha} : r \geq 0 \text{ and } |\alpha| \leq \theta \} \). Throughout, the Gamma function is defined as usual by \( \Gamma(x) := \int_0^{\infty} t^{x-1} e^{-t} dt \), for \( \text{Re}(x) > 0 \). Then \([6, \text{Theorem 2.1}]\) in our context reads as follows.

**Theorem 2.1.** For \( b \geq 2 \), let \( \zeta \) be a primitive \( b \)-th root of unity. Then as \( z \to 0 \) in \( D_\theta \), we have

\[
F_1(\zeta; e^{-z}) = \frac{1}{\sqrt{1 - \zeta}} e^{-\frac{\zeta \Phi(\zeta, 2, 1)}{\zeta}} (1 + O(|z|)).
\]

In particular, this allows us to obtain estimates of \( F_1 \) on the major arcs arising from Wright’s Circle Method.
2.2. Wright’s Circle Method

Our central tool is a variant of Wright’s Circle Method, which was proved by Bringmann, Craig, Ono, and one of the authors [6, Proposition 4.4], following work of Wright [27]—see also Ngo and Rhoades [20]. The essence of Wright’s Circle Method is that one uses Cauchy’s integral formula to recover the the Fourier coefficients as an integral of the generating function over a complex circle transversed exactly once in the counterclockwise direction. One then splits the circle into major (resp. minor) arcs, where the generating function has relatively large (resp. small) growth. In turn, this provides one with an asymptotic estimate for the coefficients. Often, the major arc is close to \(q = 1\).

In the present paper, we also have a major arc near \(q = -1\) owing to the factor of \((q^2; q^2)^{-2}\) in the first term of the right-hand side of (1.2).

In [6] the following result is proved when the dominant pole is near \(q = 1\).

We will follow the proof of this result, with very minor modifications to account for a second major arc near \(q = -1\). In essence, the major arc near \(q = -1\) will mean that we include an extra factor of 2 in the asymptotic form of the coefficients from the following Proposition.

**Proposition 2.2.** Suppose that \(F(q)\) is analytic for \(q = e^{-z}\) where \(z = x + iy \in \mathbb{C}\) satisfies \(x > 0\) and \(|y| < \pi\), and suppose that \(F(q)\) has an expansion \(F(q) = \sum_{n=0}^{\infty} c(n)q^n\) near 1. Let \(N, M > 0\) be fixed constants. Consider the following hypotheses:

1. As \(z \to 0\) in the bounded cone \(|y| \leq Mx\) (major arc), we have
   \[
   F(e^{-z}) = zB e^{\frac{A}{z}} \left( \sum_{j=0}^{N-1} \alpha_j z^j + O_M (|z|^N) \right),
   \]
   where \(\alpha_j \in \mathbb{C}\), \(A \in \mathbb{R}^+\), and \(B \in \mathbb{R}\).
2. As \(z \to 0\) in the bounded cone \(Mx \leq |y| < \pi\) (minor arc), we have
   \[
   |F(e^{-z})| \ll_M e^{\frac{1}{16\pi}(A - \kappa)},
   \]
   for some \(\kappa \in \mathbb{R}^+\).

If (1) and (2) hold, then as \(n \to \infty\) we have for any \(N \in \mathbb{R}^+\)

\[
\begin{align*}
   c(n) &= n^{\frac{3}{4}}(-2B-3) e^{2\sqrt{A}n} \left( \sum_{r=0}^{N-1} p_r n^{-r} + O \left( n^{-\frac{N}{2}} \right) \right), \\
   \text{where } p_r := \sum_{j=0}^{r} \alpha_j c_{j,r-j} \text{ and } c_{j,r} := \frac{(-1)^r \sqrt{A^{j+B+\frac{1}{2}}} \Gamma(j+B+\frac{3}{2}+r)}{2\sqrt{\pi} r! \Gamma(j+B+\frac{3}{2}-r)}. 
\end{align*}
\]

2.3. Hyperbolicity of Jensen Polynomials

We use a result of [14], where the authors showed that for certain classes of functions, the Jensen polynomials of the coefficients tend to the order \(d\) Hermite polynomials \(H_d(X)\), in turn implying the asymptotic hyperbolicity of the Jensen polynomials.
Theorem 2.3. (Theorem 3 of [14]) Let \( \{\alpha(n)\}, \{A(n)\}, \) and \( \{\delta(n)\} \) be three sequences of positive real numbers with \( \delta(n) \) tending to 0 and satisfying
\[
\log \left( \frac{\alpha(n + k)}{\alpha(n)} \right) = A(n)k - \delta(n)^2k^2 + \sum_{i=3}^d g_i(n)k^i + o(\delta(n)^d)
\]
as \( n \to \infty \), where each \( g_i(n) = o(\delta(n)^i) \) for each \( 3 \leq i \leq d \). Then the renormalized Jensen polynomials
\[
\tilde{J}^d_n(\alpha)(X) := \frac{\delta(n)^{-d}}{\alpha(n)} J^d_n(\delta(n)X - 1) \exp(A(n))
\]
satisfy
\[
\lim_{n \to \infty} \tilde{J}^d_n(\alpha)(X) = H_d(X),
\]
uniformly for \( X \) in any compact subset of \( \mathbb{R} \). Moreover, this implies that the Jensen polynomials \( J^d_n(\alpha) \) are each hyperbolic for all but finitely many \( n \).

3. Proofs of Theorem 1.1 and Corollary 1.2

In this section we prove the main results on the asymptotic behaviour of \( \overline{P}_j(a, b; n) \) and \( \overline{P}_j(n) \).

Proof of Theorem 1.1. We begin by rewriting
\[
H(\zeta; q) = \frac{q(2j-1)j}{F_1(\zeta; q^2)F_1(\zeta^{-1}; q^2)},
\]
noting that \( H(1; q) = \frac{q(2j-1)j}{(q^2; q^2)_\infty} \). Then by (1.2) we obtain
\[
H(a, b; q) = \frac{a(2j-1)j}{b(q^2; q^2)_\infty} + \frac{1}{b} \sum_{k=1}^{b-1} \zeta_b^{-ak} \frac{q(2j-1)j}{F_1(\zeta_b; q^2)F_1(\zeta_b^{-1}; q^2)}.
\]
We aim to prove that the first term on the right-hand side dominates on both the major and minor arcs, and that the resulting asymptotic expansion for \( q = e^{-z} \) as \( z \to 0 \) satisfies the analogue of Proposition 2.2 with a second major arc at \( q = -1 \) contributing as well.

First consider the major arc near \( q = 1 \), so \( |y| \leq Mx \) for arbitrary \( M > 0 \). Letting \( P(q) := \sum_{n \geq 0} p(n)q^n = (q; q)_{\infty}^{-1} \), we have the classical asymptotic (for \( |y| \leq Mx \), as \( z \to 0 \)) - see e.g. see 5.8.1 of [9],
\[
P(e^{-z}) = \sqrt{\frac{z}{2\pi}} e^{\frac{z^2}{2}} (1 + O(|z|))
\]
and so
\[
e^{-(2j-1)jz} (e^{-2z}; e^{-2z})_{\infty}^{-2} = \frac{z}{\pi} e^{\frac{z^2}{2}} (1 + O(|z|)).
\]
where we expanded the first exponential using its Taylor expansion. Note that for \( q = -e^{-z} \) near to \( q = -1 \) the same asymptotic holds, using that \( j \) is even.

By Theorem 2.1, for \( \zeta^j_b \neq 1 \) we have that

\[
F_1 \left( \zeta^j_b, e^{-2z} \right) = \frac{1}{\sqrt{1 - \zeta^j_b}} e^{-\frac{\zeta^j_b \Phi(\zeta^j_b, 2, 1)}{2z}} (1 + O(\|z\|)),
\]

\[
F_1 \left( \zeta^{-j}_b, e^{-2z} \right) = \frac{1}{\sqrt{1 - \zeta^{-j}_b}} e^{-\frac{\zeta^{-j}_b \Phi(\zeta^{-j}_b, 2, 1)}{2z}} (1 + O(\|z\|)).
\]

So the major arc bound follows if

\[
\frac{1}{\sqrt{(1 - \zeta^j_b)(1 - \zeta^{-j}_b)}} e^{-\frac{\zeta^j_b \Phi(\zeta^j_b, 2, 1) + \zeta^{-j}_b \Phi(\zeta^{-j}_b, 2, 1)}{2z}} (1 + O(\|z\|)) \ll \sqrt{\frac{z}{2\pi}} e^{\frac{\pi^2}{12z}} (1 + O(\|z\|)).
\]

Since \( \Phi(\zeta, 2, 1) = \text{Li}_2(\zeta) \) is the dilogarithm function, and \( \text{Li}_2(z) + \text{Li}_2(z^{-1}) = -\frac{\pi^2}{6} - \frac{1}{2} \log(-z)^2 \), the bound follows if

\[
\text{Re} \left( \frac{\pi^2}{12z} + \frac{\log(-\zeta^j_b)^2}{4z} \right) \ll \text{Re} \left( \frac{\pi^2}{6z} \right).
\]

Note that \( \log(-\zeta^j_b) = \log(1) + i \text{arg}(-\zeta^j_b) = i \text{arg}(-\zeta^j_b) \), so the condition becomes

\[
\pi^2 - 3 \text{arg}(-\zeta^j_b)^2 < 2\pi^2,
\]

which is clearly satisfied. Thus on the major arcs as \( z \to 0 \), we obtain that

\[
H(a, b; \pm e^{-z}) = \frac{z}{b\pi} e^{\frac{\pi^2}{6z}} (1 + O(\|z\|)).
\]

We now turn to the minor arcs, where \( y \geq Mx \). It is well-known that for some \( C > 0 \) (see e.g. [4, Lemma 3.5])

\[
|P(e^{-z})| \leq x^\frac{1}{2} e^{\frac{\pi^2}{6x} - \frac{C}{x}},
\]

and so

\[
|e^{-(2j-1)jz} (e^{-2z}; e^{-2z})_{\infty}^{-2}| \leq 2x e^{\frac{\pi^2}{6x} - \frac{C}{x}}.
\]

Next we turn to the function \( \frac{1}{F_1(\zeta; q)} \) for a root of unity \( \zeta \neq 1 \). We have

\[
\log \left( F_1(\zeta; q)^{-1} \right) = \sum_{n \geq 1} - \log (1 - \zeta q^n) = \sum_{n, m \geq 1} \frac{\zeta^m q^{mn}}{m} = \sum_{m \geq 1} \frac{\zeta^m q^m}{m(1 - q^m)}.
\]

We then bound

\[
\log \left( F_1(\zeta; q)^{-1} \right) \leq \left| \frac{\zeta q}{1 - q} \right| - \frac{|q|}{1 - |q|} + \log P(|q|)
\]
As in the proof of Theorem 1.4 of [6], we obtain that
\[ \left| \frac{\zeta q}{1-q} - \frac{|q|}{1-|q|} \right| = \frac{1}{x} + O(1). \]
Thus on the minor arc we have
\[ F_1(\zeta^j_q, e^{-2\pi z})^{-1} F_1(\zeta^{-j}_q, e^{-2\pi z})^{-1} \ll \left| e^{-(2j-1)iz}(e^{-2\pi z})^{-2} \right| \leq 2xe^{\pi - \frac{\pi}{2}}. \]
Finally, we follow the proof of Proposition 2.2 to obtain the result. For the major arc near $q = 1$, the contribution is precisely that stated in Proposition 2.2 with $B = 1$, $N = 1$, $A = \frac{\pi^2}{6}$ and $\alpha_0 = \frac{1}{b\pi}$. For the major arc near $q = -1$, the proof of [6] applies mutatis mutandis; if we label the arc by $C_{-1}$ and let
\[ A_0(n) := \frac{1}{2\pi i} \int_{C_{-1}} \frac{z^B e^{A z}}{q^{n+1}} dq, \]
then one may use the same estimates as in [6]. In particular, the $A_0$ term again dominates the asymptotic contribution on the arc $C_{-1}$. Writing $q = -e^{-z}$, since $n$ is even we see that this term will combine with the contributions from the major arc near $q = 1$, which we label $C_1$. Then letting $z \mapsto -z$ we have the integral (noting that $B = 1$)
\[ \frac{1}{2\pi i} \int_{C_1} ze^{-\frac{A}{2} - nz} dz. \] (3.1)
The proof of [6, Proposition 4.4] in turn relies on an estimate of an I-Bessel function in [20, Lemma 3.7]. One may estimate the integral in (3.1) in exactly the same way, using the asymptotic formula [21, 10.30.5]. We therefore obtain an extra factor of 2 for the two major arcs that contribute, and may use the asymptotic form of the coefficients stated in Proposition 2.2 with this factor of 2 included. \hfill \Box

We now prove Corollary 1.2, relying on the proof of Theorem 1.1.

**Proof of Corollary 1.2.** The result follows by noting that the generating function for $p_j(n)$ dominated on both the major and minor arc in the proof of Theorem 1.1. Thus, up to a factor of $b$, the asymptotic from Theorem 1.1 holds, giving the result. \hfill \Box

4. Turán Inequalities

This section is dedicated to proving Theorem 1.4. We directly apply Theorem 2.3 to the asymptotic formulae obtained in the previous section.

**Proof of Theorem 1.4.** We present the proof for $p_j(n)$, as the proof for $p_j(a, b; n)$ differs only by a factor of $b$. Applying Proposition 2.2 but adjusting to use the full asymptotic for the I-Bessel functions occurring in its proof, it is easy to show that there are constants $c_{\nu}$ such that as $n \to \infty$
\[
\overline{p}_j(n) = \frac{2}{3^j (2n)^{\frac{j}{2}}} \exp \left( \pi \sqrt{\frac{2n}{3}} \right) \exp \left( c_0 + \frac{c_1}{n^2} + \frac{c_2}{n} + \ldots \right)
\]
to all orders of \( n \).

It follows in a similar way to [14, Proof of Theorem 7] that

\[
\log \left( \frac{\overline{p}_j(n + k)}{\overline{p}_j(n)} \right) \sim \pi \sqrt{\frac{2}{3}} \sum_{i \geq 1} \left( \frac{1}{2} \right)^i \frac{k^i}{i n^{i - \frac{1}{2}}} - \frac{5}{4} \sum_{i \geq 1} \frac{(-1)^{i-1} k^i}{i n^i} + \sum_{s, t \geq 1} c_t \binom{-t}{s} \frac{k^s}{n^{\frac{s+t}{2}}}. \]

It is not difficult to see that one can then apply Theorem 2.3 with the sequences \( A(n), \delta(n) \) defined via

\[
A(n) = \pi \sqrt{\frac{1}{6n}} + O \left( \frac{1}{n} \right), \quad \delta(n)^2 = \pi \sqrt{\frac{2}{3} \left( \frac{1/2}{2} \right)} n^{-\frac{3}{2}} + O \left( n^{-2} \right).
\]
to obtain the result. \( \square \)

We remark that it is not difficult to see that any function satisfying Proposition 2.2 will have an associated Jensen polynomial that is asymptotically hyperbolic. We pose the following question for future research: can one prove lower bounds \( N_{A,B}(d) \) such that the Jensen polynomial associated to such a function is hyperbolic for all \( n > N_{A,B}(d) \)? A resolution would immediately yield effective results for large swathes of partition theoretic objects, coefficients of modular-type objects, and topological invariants.

Moreover, since the Jensen polynomial attached to the sequences \( \overline{p}_j(n) \) and \( \overline{p}_j(a, b; n) \) for even \( n \) are each eventually hyperbolic, the generating functions

\[
\sum_{n \geq 0} \frac{\overline{p}_j(a, b; 2n)}{n!} x^n, \quad \sum_{n \geq 0} \frac{\overline{p}_j(2n)}{n!} x^n
\]
can be considered as new examples of functions in the shifted Laguerre–Pólya class, as in recent work of Wagner [26]. Since the main asymptotic term in each case arises from a weakly holomorphic modular form with at most a pole at infinity, this follows from the fact that by [14] all such functions lie in the shifted Laguerre–Pólya class. However, the coefficients \( \overline{p}_j(a, b; 2n) \) themselves are not coefficients of a such a modular form, and so provide at least a slightly more general object lying in this new class of object.
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