Event-chain Monte Carlo algorithms for three- and many-particle interactions
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Abstract – We generalize the rejection-free event-chain Monte Carlo algorithm from many-particle systems with pairwise interactions to systems with arbitrary three- or many-particle interactions. We introduce generalized lifting probabilities between particles and obtain a general set of equations for lifting probabilities, the solution of which guarantees maximal global balance. We validate the resulting three-particle event-chain Monte Carlo algorithms on three different systems by comparison with conventional local Monte Carlo simulations: i) a test system of three particles with a three-particle interaction that depends on the enclosed triangle area; ii) a hard-needle system in two dimensions, where needle interactions constitute three-particle interactions of the needle end points; iii) a semiflexible polymer chain with a bending energy, which constitutes a three-particle interaction of neighboring chain beads. The examples demonstrate that the generalization to many-particle interactions broadens the applicability of event-chain algorithms considerably.

Introduction. – Monte Carlo (MC) simulations are (apart from Molecular Dynamics) the main simulation technique for many-particle systems with a diverse range of applications [1,2]. There has been considerable progress on developing fast alternatives to the standard local Markov-chain Monte Carlo (MCMC) technique, which is the detailed-balance Metropolis algorithm. Cluster MC algorithms are non-local MCMC algorithms, where whole clusters of particles are moved or updated within a single MC move. For lattice spin systems, the Swendsen-Wang [3] and Wolff [4] have provided the first cluster algorithms. For off-lattice interacting particle systems, the simplest of which are dense hard spheres, different cluster algorithms have been proposed. In ref. 5, a cluster algorithm based on pivot moves has been proposed [6–8]. In ref. 9, the event-chain (EC) algorithm has been proposed, which provides a rejection-free algorithm where a chain of hard particles is moved in each MC move [9–14].

The EC algorithm has been generalized [11,14] to arbitrary pairwise interactions [15] and continuous spin models [16,17]. In many applications, however, three-particle interactions occur. This happens, in particular, for extended objects, such as rods or polymers, which can be described by bead-spring models. One prominent example are semiflexible polymer chains with a bending energy. Because the local bending angle involves three neighboring beads in a discrete model, the bending energy is a three-particle intra-polymer interaction in terms of bead positions. Recently, the EC algorithm has been applied to bead-spring models of flexible polymer chains [18]. A completely rejection-free algorithm for semiflexible polymers with bending energy requires a rejection-free implementation of three-particle interactions.

This is what we provide in the present paper. We will discuss how the EC approach can be generalized to arbitrary soft or hard three- and many-particle interactions. This generalization requires special lifting moves, because an EC can transfer to two (or more) possible interaction partners. We provide a general solution of the set of lifting probabilities. We then validate and demonstrate the algorithm in three different applications. We start with a test problem involving only three particles with an inter-
action depending on the enclosed triangle area. Then we proceed with hard needles in two dimensions. The steric interaction between needles can be formulated in terms of a three-particle hard-core interaction of their end points. Finally, we address the problem of a semiflexible polymer with the bending energy as three-particle interaction.

**Lifting probabilities.** — A MCMC algorithm produces a Markov chain, whose stationary (unnormalized) distribution \( \pi \) is a Boltzmann distribution for a given system with energy \( E \); for a state \( \alpha \), \( \pi(\alpha) = \exp(−E(\alpha)) \), where we set \( k_BT = 1 \), measuring energies in units of \( k_BT \). In order to retrieve the correct stationary distribution, the algorithm has to fulfill the global balance condition

\[
\sum_{\beta} \phi(\beta \rightarrow \alpha) = \sum_{\gamma} \phi(\alpha \rightarrow \gamma) = \pi(\alpha), \tag{1}
\]

where \( \phi(\alpha \rightarrow \beta) = \pi(\alpha)p(\alpha \rightarrow \beta) \) is the probability flow from configuration \( \alpha \) to \( \beta \) and \( p(\alpha \rightarrow \beta) \) the corresponding transition rate. Instead of detailed balance \( \phi(\alpha \rightarrow \beta) = \phi(\beta \rightarrow \alpha) \) for all \( \alpha, \beta \) to fulfill (1), EC algorithms satisfy maximal global balance, which means it is rejection-free \( (\phi(\alpha \rightarrow \beta) = 0) \) and flows between two configurations are unidirectional \( (\phi(\alpha \rightarrow \beta) > 0 \Rightarrow \phi(\beta \rightarrow \alpha) = 0) \).

For a system with \( N \)-particle interactions, the total energy \( E = \sum_M E_M \) is the sum of all \( N \)-body interactions over all sets \( M = \{i, j, ...\} \) of \( N \) particles. A move \( \alpha \rightarrow \beta \) that involves displacements of one or several particles generates corresponding energy changes \( \Delta E_M \) in the interaction contributions, i.e., \( \Delta E(\alpha \rightarrow \beta) = \sum_M \Delta E_M \). Detailed balance is fulfilled by the standard Metropolis rule

\[
p^{\text{Met}}(\alpha \rightarrow \beta) = \min(1, \frac{\pi(\beta)}{\pi(\alpha)}) = \min(1, \exp(−\Delta E(\alpha \rightarrow \beta))) \text{ for acceptance of a move (offered with a symmetric trial probability \( p^\text{trial}(\alpha \rightarrow \beta) = p^\text{trial}(\beta \rightarrow \alpha) \)).}
\]

Factorizing the Boltzmann weight along the sum of \( N \)-particle interactions \( \pi = \prod_M \pi_M \), we use a factorized Metropolis rule [11],

\[
p^{\text{fact}}(\alpha \rightarrow \beta) = \prod_M \min\left(1, \frac{\pi_M(\beta)}{\pi_M(\alpha)}\right) = e^{−\sum_M [\Delta E_M]^+} \tag{2}
\]

where \([x]^+ \equiv \max(0, x)\).

For infinitesimal moves with corresponding infinitesimal interaction energy changes \( dE_M \), the probability of rejecting a move \( \alpha \rightarrow \beta \) simplifies further to

\[
1 - p^{\text{fact}}(\alpha \rightarrow \beta) = \sum_M \left[ \frac{−d\pi_M}{\pi(\alpha)} \right]^+ = \sum_M [dE_M]^+, \tag{3}
\]

which is simply the sum of all the positive contributions of the \( N \)-particle interactions [11], called factor. A move can then be rejected by a single factor \( M \) at a time.

Drawing on the lifting framework [19], maximal global balance is enforced by extending the physical configurations \( \alpha \) by a lifting variable \( i \), which sets the particle for the next move, to configurations \( \alpha_i \). Greek letters \( \alpha, \beta, ... \) describe the physical configuration, latin letters \( i, j, ... \) the moving particle along the direction \( e_\Delta \). We consider infinitesimal moves by vectors \( dr_i = d\vec{r}_i e_\Delta \), first along a fixed unit vector direction \( e_\Delta \). In the next move from the extended configuration \( \alpha_i \) particle \( i \) is moved by \( dr_i \), resulting in a new configuration \( \beta_i \). According to the factorized Metropolis rule (2), the physical move \( \alpha_i \rightarrow \beta_i \) is then either accepted by all factors \( M \) (the physical configuration \( \alpha \) is updated to \( \beta \) and the next proposed move is again an update of particle \( i \) along \( e_\Delta \)) or rejected by a single factor \( M \). In the latter case, a lifting move takes place, where the lifting variable \( i \) changes to another particle \( k \) of the set \( M \) resulting in a rejection-free algorithm. We denote this lifting flow caused by the factor \( M \) by \( \phi_M(\alpha_i \rightarrow \alpha_k) \).

To obey global balance (1), lifting and physical flows into a configuration \( \alpha_k \) must add up to its Boltzmann weight \( \pi(\alpha) \) as illustrated in fig. 1,

\[
\phi(\beta_k \rightarrow \alpha_k) + \sum_{M,k \in M} \sum_{i \in M, i \neq k} \phi_M(\alpha_i \rightarrow \alpha_k) = \pi(\alpha) \tag{4}
\]

(for moves with fixed vectors \( d\vec{r}_i e_\Delta \) only one configuration \( \beta_k \) contributes in the sum in (1)). Owing to detailed balance of the factorized Metropolis filter (2), the physical flow \( \phi(\beta_k \rightarrow \alpha_k) \) can be rewritten as

\[
\phi(\beta_k \rightarrow \alpha_k) = \pi(\beta) p^{\text{fact}}(\beta_k \rightarrow \alpha_k) = \pi(\alpha) p^{\text{fact}}(\alpha_k \rightarrow \beta_k)
\]

\[
= \pi(\alpha) \left(1 - \sum_{M,k \in M} [−dE_{k,M}]^+\right), \tag{5}
\]

where \( +dE_{k,M} \) is the energy change of the set \( M \) for a move of a particle \( k \in M \) along \( e_\Delta \) for a configurational change \( \beta \rightarrow \alpha \) and \( −dE_{k,M} \) the energy change for the reverse move of particle \( k \). The lifting flow \( \phi(\alpha_i \rightarrow \alpha_k) \) must compensate for the probability of rejection in (5) to fulfill global balance (4) without rejections. We define the lifting probability \( p^{\text{lift}}_M(\alpha_i \rightarrow \alpha_k) \) from particle \( i \) to \( k \) within a
factor $M$ by the decomposition
\[ \phi_M(\alpha_i \to \alpha_k) = \pi(\alpha)p^{\text{lin}}_M(\alpha_i \to \alpha_k). \]

For infinitesimal displacements only a single factor $M$ causes the rejection, i.e., only the term from the rejection causing factor $M$ contributes in the sum over lifting flows in the global balance (4) (for a more detailed discussion see ref. 16). Therefore, it suffices to consider this specific rejection causing factor $M$ for global balance in the following, so that global balance (4) is equivalent to
\[ \sum_{i \in M, i \neq k} p^{\text{lin}}_M(\alpha_i \to \alpha_k) = [-dE_{k,M}]^+. \]  

(6)

For pairwise interactions, see ref. [11], each rejection is caused by a single interacting particle and the factors $M$ in (6) are pairs. Due to translational invariance, the resulting lifting probabilities are
\[ p^{\text{lin}}_M(\alpha_i \to \alpha_k) = [-dE_{k,i}]^+ = [dE_{i,k}]^+ \]  

(7)

(with $dE_{k,i} \equiv dE_{i,M}$). They give rise to lifting flows, which exactly compensate for rejections in (5). Maximal global balance is fulfilled: There are no rejections on the extended configuration space and no backwards moves on the physical space. Between two lifting moves, the particle $i$ is moved by a finite displacement $\Delta w_i$, until a particle $k$ rejects the move and is moved in the same direction.

If the interaction is a many-body interaction, the lifting probability (7) is not correct anymore and has to be adapted. The translational invariance does not yield a symmetry between only two particles anymore but between all particles in an interacting set $M$. Moving all particles $i \in \mathcal{M}$ by the same $d\mathbf{r}_i$ = $d\mathbf{w}_i$ leaves the energy $E_M$ invariant, so that
\[ \sum_{i \in M} dE_{i,M} = 0. \]  

(8)

In the following, we will discuss how to implement a maximal global-balance scheme for many-body interactions, as illustrated in fig. 1. First, we decompose the overall lifting probability $p^{\text{lin}}_M(\alpha_i \to \alpha_k)$ into the trial probability to propose a lifting move from $i$ to any particle of a factor $M$ containing $i$ and $k$, $p^{\text{lin}}_M(\alpha_i \to \alpha_M)$, and into the conditional probability $\lambda_{ik}$ to actually lift from $i$ to $k$, so that $p^{\text{lin}}_M(\alpha_i \to \alpha_k) = p^{\text{lin}}_M(\alpha_i \to \alpha_M)\lambda_{ik}$. In order to make the algorithm rejection-free, the trial probability has to exactly compensate the rejection probability $[dE_{i,M}]^+$ for the rejection-causing factor $M$ containing $i$ from (3),
\[ p^{\text{lin}}_M(\alpha_i \to \alpha_M) = [dE_{i,M}]^+, \]

and the conditional probabilities have to be normalized: $\sum_{k \in \mathcal{M}} \lambda_{ik} = 1$.

The global balance conditions (6) become
\[ \sum_{i \in M} [dE_{i,M}]^+ \lambda_{ik} = [-dE_{k,M}]^+. \]  

(9)
As for the EC algorithm for pairwise interactions, ergodicity on all directions $e_\Delta$ is achieved by setting a finite total displacement $\ell$ [11, 14]. Once all the finite displacements $\Delta w$ between successive lifting events sum up to $\ell$, the lifting variable $i$ and the direction $e_\Delta$ are resampled. This sequence is called an event chain, EC, and $\ell$ the length of the EC.

In practice, implementing infinitesimal moves leads to an infinite number of physical moves per unit of time. An EC move starts with a randomly chosen particle $i$ and a random direction $e_\Delta$. An event-driven approach is used to compute directly the next lifting event. The maximal displacement length $w_M$ for all many-particle interactions between any set $M$ of $N$ particles containing $i$ are calculated by solving

$$
\int_0^{w_M} |dE_i,M(\bar{w})|^+ = -\ln w_M = \Delta E^*_u M, \tag{12}
$$

with $w_M$ being a random number uniformly distributed in $(0,1]$ and drawn for each set $M$ such that the positive increment of energy $\Delta E^*_u M$ is drawn from an exponential distribution [14]. The particle is moved by the smallest $w = \min_{M}[w_M]$ selecting out one particular set of $N$ interacting particles for the lifting. Afterwards, the conditional lifting probabilities $\lambda_{ij}$ for this set are calculated, and the EC is lifted to the next moving particle accordingly. The computation of $N-1$ lifting probabilities is not the performance-limiting step because the number of $N$-particle tuples $M$, for which $w_M$ has to be calculated, is typically much larger. Moving and lifting are repeated until the EC length $\ell$ is reached.

For applications, the determination of the displacement $w_M$ is often one of the main technical difficulties. As discussed in ref. [11], it is often advantageous to further decompose the interaction into several parts, e.g.,

$$
E_M = E_{a,M} + E_{b,M} + \ldots \text{ Then, we treat each part as an independent factor in (2) and determine for each part all maximal displacement lengths } w_{a,M}, w_{b,M}, \ldots \text{ The smallest } w = \min\{w_{a,M}\} \text{ gives the maximal displacement length and the conditional lifting probabilities } \lambda_{ij} \text{ are calculated for the set of particles } M \text{ and the part of the interaction } a \text{ minimizing } w.
$$

In the following sections, we validate our EC algorithm by applying it to three different systems with three-particle interactions.

**Triangle interaction.** – As a first validation we investigate a simple test system of three particles in two dimensions. The three particles form a triangle of area $A$, and we define a genuine three-particle interaction by $E = K(A - A_0)^2$, where $A_0$ is a preferred triangle area and $K$ is a coupling constant. The area can be written as $A = \frac{1}{2}|\mathbf{r}_{ij} \times \mathbf{r}_{ik}|$.

At $w_0$, the area is zero, i.e., all three particles are on a line, while $w_{02,03}$ are points where $A = A_0$. Solving (12) gives the maximal displacement length

$$
w = -w_{02,03} \pm \left( (w_{02,03})^2 + 8\Delta E/K|e_\Delta \times r_{jk}|^2 \right)^{1/2}, \tag{13}
$$

where we use $w_0$ if $|\mathbf{r}_{ij}(0) \times \mathbf{r}_{ik}(0)| < 0$ and $w_{03}$ else and pick the smallest positive $w$. The lifting ratios are calculated by using (10).

The probability distribution of the area, $p(A)$, is given by the Boltzmann distribution and should therefore be Gaussian, \(^1\)

$$
p(A) = \frac{1}{Z} e^{-E(A)} = \sqrt{\frac{K}{2\pi}} e^{-\frac{K}{2}(A - A_0)^2}, \tag{14}
$$

with mean $\langle A \rangle = A_0$ and a variance $\sigma_A^2 = K^{-1}$. In order to validate our algorithm we measure $p(A)$ and compare with the theoretical prediction (14), see fig. 2. The correct choice of conditional lifting probabilities $\lambda_{ij}$ agrees with the theoretical prediction, whereas other choices such as $\lambda_{ij} = 0.5$ give rise to clear deviations.

**Hard needles in two dimensions.** – We now consider a system of hard extensible needles in two dimensions (2D), which are described in terms of the coordinates of their end points; the end point ensemble thus constitutes a many-particle system that is treated with the EC algorithm. Each needle $ij$ is extensible with a pair energy

\(^1\)The number of triangles of area $A$, i.e., the accessible phase space of the three corner points of triangles of area $A$ is independent of $A$. 

\[ E_{el} = \frac{1}{2} K (|r_{ij}| - L)^2, \]
where \( K \) is an elastic constant and \( L \) the needle rest length; we will focus on large \( K \) to ensure almost fixed length \( L \). The repulsive hard core interaction of the lines connecting the end points is modeled as three-particle interaction between each end point \( i \) and the line \( jk \) connecting the two end points \( j \) and \( k \) of any second needle, see Fig. 3. In order to describe this interaction we introduce the parallel component \( r_{kj,i} = r_{ki} \cdot e_{jk} \) of \( r_{ki} \) from \( k \) to \( i \) (using the unit vector \( e_{jk} = \frac{|r_{jk}|}{|r_{jk}|} \) parallel to the needle \( jk \) and the perpendicular distance \( d_{i,jk} = |r_{ki} - e_{jk} r_{ki,j}| \) of point \( i \) to the needle \( jk \).

The Boltzmann weight of the hard needle interaction is zero if end point \( i \) touches the needle \( jk \) and one otherwise and can be written as

\[ \pi_{i,jk} = 1 - (1 - \Theta(d_{i,jk}) \Theta_L(r_{ki,i})). \quad (15) \]

with the Heaviside function \( \Theta(x) = 0 \) for \( x = 0 \) and \( = 1 \) for \( x > 0 \) and another indicator function \( \Theta_L(x) \) with \( \Theta_L(x) = 1 \) for \( 0 < x < L \) and \( \Theta_L(x) = 0 \) otherwise.

Lifting occurs whenever an end point hits another needle. This can happen either because the moving end point hits a fixed needle or the moving needle (belonging to the moving end point) hits an end point of a fixed needle. If an end point \( i \) hits the needle \( jk \) the EC algorithm needs to decide whether to lift to point \( j \) or \( k \), which gives the next end point to displace, see Fig. 3. For this decision we need to calculate the conditional lifting probabilities \( \lambda_{ij} \) and \( \lambda_{ik} \), given by (10). For the hard needle interaction, we use the derivative of the Boltzmann weights \( dE_{ij,k} = -d\pi_{i,jk}/\pi(\alpha) \) (see eq. (3)) with

\[ -\frac{d\pi_{i,jk}}{dw} = -\left( \nabla_{r_{ki}} d_{i,jk} \cdot e_\Delta \right) \delta(d_{i,jk}) \Theta_L(r_{ki,i}) \right) \]

\[ + \left( \nabla_{r_{ki}} r_{ki} \cdot e_\Delta \right) \delta(r_{ki,i}) - \delta(L - r_{ki,i}) \right)(1 - \Theta(d_{i,jk})). \]

The second term is non-zero only if the needle point \( i \) exactly hits one of the ends of the needle \( jk \) and can therefore be neglected for infinitely thin needles. Using this in eq. (10) we find

\[ \lambda_{ik} = \frac{\left[ \nabla_{r_{ki}} d_{i,jk} \cdot e_\Delta \right]^+}{\left[ -\nabla_{r_{ki}} d_{i,jk} \cdot e_\Delta \right]^+ + \left[ -\nabla_{r_{ki}} d_{i,jk} \cdot e_\Delta \right]^+} \quad (16) \]

with \( \nabla_{r_{ki}} d_{i,jk} \cdot e_\Delta = (r_{ik,\perp} \cdot e_\Delta) r_{ik,\perp} / |r_{jk}| \) and \( \nabla_{r_{ki}} d_{i,jk} \cdot e_\Delta = -(r_{ik,\perp} \cdot e_\Delta) \).

When the moving end point \( i \) hits the needle \( jk \), this simplifies to simple length ratios \( \lambda_{ij} = |r_{ik,i}||r_{jk}| \equiv q \) and \( \lambda_{ik} = |r_{ij}| |r_{jk}| = 1 - q \), where \( |r_{jk}| \approx L \). When, vice versa, point \( k \) is moving and an end point \( i \) is hit by the moving needle \( jk \), it gives \( \lambda_{ki} = 1 \) and \( \lambda_{ij} = 0 \), i.e., the EC then transfers to \( k \) with certainty. The elastic pair energy \( E_{el} \) is treated independently as an additional simple pairwise interaction using eq.(7).

In order to validate our algorithm we measure the nematic order parameter of the 2D hard needle system \( S = 2\cos^2 \theta - 1 \), with \( \theta \) being the angle between the needle orientation and the director as a function of needle density. In fig. 4, we compare local MC simulations with rejections and two versions of the EC algorithm. In one version we naively take \( \lambda_{ij} = \lambda_{ik} = 1/2 \), the other version is the proper algorithm using (16).

Measuring the autocorrelation time for the order parameter \( \langle S \rangle \) we find speed-up factors of \( 3 \sim 4 \) in CPU time for the EC algorithm in comparison to the local MC algorithm (measured at \( NL^2/A = 6 \)). This algorithm can also be used in polymer simulation where the polymers are modeled as chains of hard needles as alternative to existing polymer EC algorithms [18].
Semiflexible polymer. – As a third application we simulate a free semiflexible harmonic chain with bending rigidity $\kappa$ composed of $N$ beads and elastic bonds of mean length $b = 1$ [20], i.e. mean contour length $L = Nb$, in three dimensions.\footnote{The harmonic bond stretching energy is handled as in [18] as additional pair interaction in the EC algorithm.} The bending energy is

$$E_b = \kappa \sum_{i=1}^{N-2} \left( 1 - \frac{t_i \cdot t_{i+1}}{|t_i||t_{i+1}|} \right) = \kappa \sum_{i=1}^{N-2} (1 - \cos(\theta_{i+1})) \tag{17}$$

with tangential vectors $t_i = r_{i+1} - r_i$ and tangential angles $\theta_i$ at bead $i$. Moving bead $i$ changes three terms in (17) since $t_{i-1}, t_i$ and $t_{i+1}$ are functions of $r_i$ and three angles change (see fig. 5). Each angle is a function of three particle positions, making the bending energy a three-particle interaction. MC algorithms working on bead positions rather than angles are important for the simulation of many-polymer systems or polymers in external potentials, where interactions are position-dependent.

We first determine the maximal displacement length for a displacement $\Delta r_i = w e_\Delta$ of bead $i$. In the following, $x$ is the remaining total displacement length of the EC, i.e. $w \leq x$.

For an outer angle $\theta_{i-1}$ the energy change is

$$dE_{i,\theta_{i-1}}(w) = -\frac{\kappa}{|t_{i-2}| |t_{i-1} + w e_\Delta|} (a + wb) dw,$$

where $a \equiv (t_{i-2} \cdot e_\Delta) - (t_{i-1} \cdot t_{i-2}) (t_{i-1} \cdot e_\Delta)$

and $b \equiv (t_{i-1} \cdot e_\Delta) (t_{i-2} \cdot e_\Delta) - (t_{i-1} \cdot t_{i-2})$,

which gives an extremum of the energy $E_{i,\theta_{i-1}}(w)$ at $w_0 = -a/b$. For the calculation of the maximal displacement length we calculate $w_0$ and the sign of $dE_{i,\theta_{i-1}}(w = 0)$. If $dE_{i,\theta_{i-1}}(w = 0) < 0$, $E_{i,\theta_{i-1}}(w)$ is decreasing. If $w_0 < 0$ the bead can move until $w = x$ is reached (and the EC terminates). If $w_0 > 0$ there is an energy minimum at $w_0$, to which the bead can move at no energy cost. We calculate the energy $E_{\text{min}}$ and allow an energy increase of $\Delta E$ to $E_{\text{new}} = E_{\text{min}} + \Delta E$. The corresponding displacement length $w_+$ is calculated by solving

$$\cos \theta_+ \equiv 1 - \frac{E_{\text{new}}}{\kappa} = \frac{t_{i-2} \cdot (t_{i-1} + w_+ e_\Delta)}{|t_{i-2}| |t_{i-1} + w_+ e_\Delta|}.$$

which gives

$$w_+ = -B/A \pm \sqrt{(B/A)^2 - C/A}, \tag{18}$$

$A \equiv (t_{i-2})^2 \cos^2(\theta_+) - (t_{i-2} \cdot e_\Delta)^2$,

$B \equiv (t_{i-1} \cdot e_\Delta) (t_{i-2})^2 \cos^2(\theta_+) - (t_{i-2} \cdot t_{i-1}) (t_{i-2} \cdot e_\Delta)$,

$C \equiv (t_{i-1})^2 (t_{i-2})^2 \cos^2(\theta_+) - (t_{i-2} \cdot t_{i-1})^2$,

where we take the smallest positive solution in (18), and the maximal displacement length is $w = w_0 + w_+$. If $dE_{i,\theta_{i-1}}(w = 0) > 0$, $E_{i,\theta_{i-1}}(w)$ is increasing and there is an energy minimum at $w_0$. Then we calculate $w_+$ immediately using (18) with $E_{\text{new}} = E_{i,\theta_{i-1}}(0) + \Delta E$. If $w_+$ is smaller than the energy-maximizing $w_0$ or $w_0 < 0$, $w_+$ is the maximal displacement length. Otherwise, the move over the energy maximum at $w_0$ can be performed so the bead can move until $w = x$ is reached (and the EC terminates). Analogous calculations apply to $\theta_{i+1}$.

The calculation for the center angle $\theta_i$ is more complicated because $dE_{i,\theta_i}(w)$ has one or three zeros. Since the energy $E_{i,\theta_i}(w)$ gets maximized for $w \to \pm \infty$, $E_{i,\theta_i}(w)$ either has two minima and one maximum in between or only a single minimum. The algorithm now works as follows: First the zeros $z_i$ with $dE_{i,\theta_i}(z_i) \equiv 0$ are calculated. Since only zeros in the moving direction are important there can be up to three extrema on the way. These four cases are treated as follows:

0 zeros: $dE_{i,\theta_i} > 0$ so moving costs energy. The energy cost for moving the complete remaining $x$ can be calculated. If the cost is smaller than $\Delta E$ this move is performed. Otherwise, $w$ is calculated numerically by solving $E_{i,\theta_i}(w) = E_{i,\theta_i}(0) + \Delta E$.

1 zero: $z_1$ is a minimum. Set $x = x - z_1$ and go to case

![Fig. 6: Tangent correlation function and expected exponential decay (dashed) for different values of $\kappa$ and $N = 240$ beads. Right: Autocorrelation $C_R(\Delta \tau)$ of the end-to-end vector as a function of CPU time $t$ (on a 3.7GHz Intel Xeon CPU) for local MC and the new EC algorithm. Lines are exponential fits $\sim e^{-t/\tau}$.](image-url)
no zeros as explained above.

2 zeros: The first zero \( z_1 \) is a maximum, the second one \( z_2 \) a minimum. If the maximum can be reached with the energy \( \Delta E \), the available energy \( \Delta E \) is reduced by the energy cost \( \Delta E = \Delta E - (E_{i,a}(z_2) - E_{i,a}(z_1)) \). Set \( x = x - z_1 \) and continue at case 1 zero as above with \( z_1 = z_2 - z_1 \) if the maximum at \( z_1 \) cannot be reached, \( w \) is calculated numerically on the interval \([0, z_1]\).

3 zeros: Then, \( z_1 \) is a minimum, which means the particle can move to \( z_1 \). Set \( x = x - z_1 \) and continue at case 2 zeros as above with \( z_1 = z_2 - z_1 \) and \( z_2 = z_3 - z_1 \).

We validate the correctness of this algorithm by measuring the tangent correlation function \( \langle t(s); t(s + \Delta s) \rangle \), which is analytically known to decay as \( e^{-\Delta s/L_p} \) (for \( \Delta s \ll N \)) with the persistence length \( L_p = -1/(1/\tanh \kappa - 1/\kappa) \) [21]. As seen in fig. 6 the measured values match the analytical curve.

To measure the efficiency of the algorithm the autocorrelation of the end-to-end-vector \( R = r_N - r_0 \) is calculated as

\[
C_R(\Delta t) = \frac{\langle R(t) \cdot R(t + \Delta t) \rangle - \langle R \rangle^2}{\langle R^2 \rangle - \langle R \rangle^2} \sim e^{-\Delta t/\tau},
\]

where the time is measured in real time to allow a comparison of the EC algorithm with the local MC method. The results are shown in fig. 6. For \( \beta \kappa = 10 \) we get \( \tau_{MC} \approx 0.72h \) and \( \tau_{EC} = 0.06h \), which means the EC algorithm is approx. 11.3 times faster at equilibrating a semiflexible polymer than the standard local MC method. For \( \beta \kappa = 80 \) the EC performs even better: we get \( \tau_{MC} \approx 15h \) and \( \tau_{EC} = 1.1h \), which gives a speed-up of approx. 14.

Discussion and Conclusion. – We generalized the EC algorithm to three-particle and many-particle interactions thus broadening the range of applicability of rejection-free EC algorithms considerably. For \( N \)-particle interactions, there are \( N-1 \) interacting particles to which the EC can lift to avoid rejections. We calculate a set of \( N-1 \) conditional lifting probabilities \( \lambda_i \) which assure maximal global balance.

We applied the generalized EC algorithm successfully to three different systems – a small system with three particles with a triangle-area-dependent interaction, hard needles in 2Ds, and a single semiflexible polymer chain with bending energy – and demonstrate in all three cases the correctness of the algorithm. For hard needles or the semiflexible polymer we obtain considerable performance gains.

In the future, the EC algorithm can be used for efficient large scale simulations of the 2D hard needle system to answer the questions as to whether nematic long-range order exists in large systems (the increase of \( S \) to a large value in fig. 4 can be an artefact of finite size effects) and whether the system has a Kosterlitz-Thouless transition around \( \rho \approx 7/L^2 \) by discimination unbinding, as suggested by local MC results [22,23]. Future work should also evaluate systematically to what extent the EC algo-