Ab initio theory of free-carrier absorption in semiconductors
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The absorption of light by free carriers in semiconductors results in optical loss for all photon wavelengths. Since free-carrier absorption competes with optical transitions across the band gap, it also reduces the efficiency of optoelectronic devices such as solar cells because it does not generate electron-hole pairs. In this work, we develop a first-principles theory of free-carrier absorption taking into account both single-particle excitations and the collective Drude term, and we demonstrate its application to the case of doped Si. We determine the free-carrier absorption coefficient as a function of carrier concentration and we obtain excellent agreement with experimental data. We identify the dominant processes that contribute to free-carrier absorption at various photon wavelengths, and analyze the results to evaluate the impact of this loss mechanism on the efficiency of Si-based optoelectronic devices.

I. INTRODUCTION

Optical absorption across the band gap of indirect-gap semiconductors can only occur if accompanied by momentum transfer via, e.g., electron-phonon scattering. Phonon-assisted indirect absorption is especially important for silicon (Si), the most widely deployed semiconductor for electronic and solar-cell devices. Due to the need of considering second-order phonon-assisted processes, the computational cost of studying indirect absorption is much higher compared to direct absorption, and theoretical approaches that can address the problem have only emerged in recent years1–3. In particular, the combination of density functional perturbation theory (DFPT)4 with maximally localized Wannier functions (MLWF)5 allow the exploration of electron-phonon interactions and indirect optical absorption with ultra-fine sampling of the Brillouin zone (BZ)1.

Apart from the cross-gap absorption, it is also important to consider optical absorption introduced by free carriers in doped semiconductors, particularly for photon energies below the band gap. For example, Si photovoltaic devices always involve n-type and p-type doped regions to create a p-n junction and enable charge separation. The free carriers in these regions act as additional sources of optical absorption, especially in the infrared regime. Traditionally, free-carrier absorption (FCA) is accounted for with the semi-classical Drude model, which describes the energy absorption of the light field induced by electrical resistivity due to the collective oscillation of the carriers. However, at relatively short wavelengths including the visible, near-IR, short- and mid-wavelength IR regions, the semi-classical Drude model becomes unreliable to fully describe FCA. In these regions, quantum-mechanical first-principles methods are necessary as demonstrated previously for nitrides and transparent-conducting oxides6–8.

In this work, we demonstrate a general first-principles theory to study FCA in order to understand the optical properties in the infrared region for doped semiconductors. We explore the following four different FCA mechanisms: 1) direct absorption between the lowest conduction bands or highest valence bands; 2) phonon-assisted absorption;3) charged-impurity-assisted absorption, and 4) the semi-classical resistive Drude term. We demonstrate the application of the method on both n-type and p-type Si. By comparing the calculated absorption coefficient to experiments9,10, we find excellent agreement across a wide range of carrier densities for photon wavelengths from 1 µm to 10 µm. We also demonstrate that in the near to mid-IR region, the direct, phonon-assisted, and resistive terms all play an important role and none can be neglected. Importantly, we also demonstrate that FCA in heavily doped Si is comparable to cross-gap absorption for photon energies near its fundamental band gap, thus free carriers serve as a strong optical-loss mechanism. We demonstrate that free-carrier-induced optical loss can significantly affect applications of Si in the IR region such as thermal detectors and emitters11–13, night vision14,15, astronomy applications16, thermal energy storage systems17, etc.

II. THEORY AND COMPUTATIONAL APPROACHES

The various contributions to FCA in Si are illustrated on the quasiparticle band structure in Fig. 1. When a free electron at the bottom of the conduction band absorbs a photon, several possible transitions may occur: First, the electron can undergo a direct vertical transition to a higher conduction band via energy transfer from the photon. Second, the electron can undergo an indirect transition with the additional required momentum transfer supplied by a carrier-scattering process. The scattering mechanisms considered in this work are those mediated by phonons or by ionized impurities. The two possible paths of the indirect absorption are illustrated.
in Fig. 1 as $S_1$ (electron-photon followed by electron-phonon or electron-charged-impurity coupling) and $S_2$ (electron-phonon or electron-charged-impurity followed by electron-phonon coupling). In addition, the finite electrical resistivity of the material provides an additional intraband loss route, which is the semi-classical Drude contribution.

The imaginary part of the dielectric function resulting from direct and indirect (phonon- or charged-impurity-assisted) absorption are calculated via standard Fermi’s golden rule and second-order time-dependent perturbation theory, respectively. For direct absorption, the imaginary part of the dielectric function is obtained by:  

$$\text{Im} \varepsilon^{\text{dir}}(\omega) = \frac{8\pi^2 e^2}{V \omega^2} \frac{1}{N_k} \sum_{i,j,k} (f_{jk} - f_{ik}) |e \cdot v_{ij}(k)|^2 \times \delta(\epsilon_{jk} - \epsilon_{ik} - \hbar \omega). \quad (1)$$

In Eq. (1), an extra pre-factor of two is from considering electronic spin degeneracy. $V$ is the volume of the unit cell. $N_k$ is the number of $k$-points for the Brillouin zone (BZ) sampling. $v_{ij}(k) = (j|k)v|j)$ is the velocity matrix element. $e$ is the direction of the polarization of light, and $\hbar \omega$ is the photon energy. Indices $i$ and $j$ indicate the initial and final band indices. $k$ is the electron wave vector, and $\epsilon_{ik}$ and $f_{ik}$ are the energy and Fermi-Dirac occupation number of state $(i,k)$. For the phonon-assisted process, the imaginary part of the dielectric function is expressed as:  

$$\text{Im} \varepsilon^{\text{ph}}(\omega) = \frac{8\pi^2 e^2}{V \omega^2} \frac{1}{N_k N_q} \times \sum_{i,j,k,q} |e \cdot (S_{1,ij',}(k,q) + S_{2,ij',}(k,q))|^2 \times P_{ij',}(k,q) \delta(\epsilon_{jk+q} - \epsilon_{ik} - \hbar \omega \pm \hbar \omega_{eq}). \quad (2)$$

In Eq. (2), $q$ is the wave-vector of the phonons and $N_q$ is the number of $q$-points for the BZ-sampling of the phonons. $\omega_{eq}$ is the frequency of the phonon mode $\nu$ at $q$. The phonon-assisted absorption contains two possible paths illustrated by $S_1$ and $S_2$ in Fig. 1. The generalized matrix elements for the two paths of phonon assisted absorption are given by:  

$$S_{1,ij'}(k,q) = \sum_m v_{im}(k) g^{\text{el-ph}}_{m,j',}(k,q) \quad (3)$$

and  

$$S_{2,ij'}(k,q) = \sum_m g^{\text{el-ph}}_{m,k+q} v_{mj'}(k+q) \quad (4)$$

where $g^{\text{el-ph}}_{ij'}(k,q)$ are the electron-phonon coupling matrix elements between electron states $(i,k)$ and $(j,k+q)$ through phonon mode $(\nu q)$. $\eta$ is a numerical broadening parameter to avoid the divergence in the denominator. The factor $P_{ij}$ is given by considering detailed balance for the phonon-absorption $[P_a,ij,(k,q)]$ process:  

$$P_{a,ij'}(k,q) = n_{eq} \times f_{ik} \times (1 - f_{jk+q}) - (n_{eq} + 1) \times (1 - f_{ik}) \times f_{jk+q} \quad (5)$$

and the phonon-emission $[P_e,ij,(k,q)]$ process:  

$$P_{e,ij'}(k,q) = (n_{eq} + 1) \times f_{ik} \times (1 - f_{jk+q}) - n_{eq} \times (1 - f_{ik}) \times f_{jk+q} \quad (6)$$

where $n_{eq}$ is the phonon Bose-Einstein occupation number. The expressions for the charged-impurity-assisted terms are similar to that for the phonon-assisted absorption with the following difference: For charged-impurity scattering, the occupation factor is the same as in direct absorption. In addition, the sum over phonon modes and the phonon frequencies are not present, and the matrix elements replaced by the electron-charged-impurity matrix elements discussed below. The carrier-charged-impurity scattering process is modeled by considering the screened Coulomb interaction between the free carrier and the charged impurities. The matrix elements are given by:  

$$g^{\text{ch-imp}}(k,q) = \frac{4\pi e^2 Z}{V} \times \sum_{G \neq -q} \frac{e^{i(q+G) \cdot r}}{\varepsilon_0(|q + G|^2 + q^2_{eq})^{|i(k)|}} \quad (7)$$

$G$ is the first shell of reciprocal lattice vectors around $\Gamma$, and $q_{eq}$ is the screening wave vector given by the Debye model ($q_{eq}^2 = \frac{4\pi e^2 n}{\varepsilon_0 k_B T}$). In this work, we verified that the free-carrier screening is well-described by the non-degenerate approximation of the Debye model due to that the Fermi level is below the conduction band minimum for free electrons and above the valence band maximum.
for free holes. The dopants are assumed to be singly charged \((Z = 1)\), which holds true for Si doped with III/V elements\(^{9,18-20}\). In our work, the impurity is assumed to be a point charge, therefore the above formalism is most suitable to describe small-\(\mathbf{q}\) (i.e., long-range) scattering. FCA is the main absorption mechanism in the IR region below the indirect band gap, and is dominated by small \(\mathbf{q}\)-vectors due to the low photon energies. As a result, we do not consider the \(\mathbf{q}\)-dependent screening in our calculations. Instead, we use the dielectric constant of \(\varepsilon_0 = 13.3\) calculated from DFPT. The calculated value agrees well with Ref.\(^{21}\), and overestimates experimental measurements\(^{22}\) by about 10%. However, we show that the contribution from charged-impurity scattering is rather insignificant compared to the other contributions. In addition, Eq.\(^{7}\) requires the knowledge of the electronic wave function to calculate the matrix elements. To carry out the calculation on the fine electronic \(\mathbf{k}\)-grid, we approximate the overlap of the wave functions by the product of the rotation matrices in Wannier space in the small \(\mathbf{q} + \mathbf{G}\) limit:

\[
\langle \psi_{j,k+r}|e^{i(q+G)r}\psi_{i,k} \rangle \approx [U_{k+q}U^\dagger_{i}]^{5,23-25}. \]

Lastly, the contribution from the resistive Drude term is calculated using the semi-classical linearized Boltzmann Equation in the relaxation time approximation\(^{26}\):

\[
\text{Im } \varepsilon^{\text{rot}}(\omega) = \frac{4\pi \sigma}{\omega(1 + \omega^2 \tau^2)}, \tag{8}
\]

where \(\sigma\) is the DC-conductivity and \(\tau\) is the relaxation time of carriers obtained from first-principles calculations as described below.

We studied the electronic properties of Si using first-principles calculations (See detailed parameters in appendix Sec.V A) based on density functional and many-body perturbation theory. The ground state properties are calculated using the Quantum Espresso (QE) package\(^{27,28}\) with the SG15 Optimized Norm Conserving Vanderbilt (ONCV) pseudopotentials\(^{29,30}\). The quasiparticle band structure of Si was calculated using the one-shot GW method implemented in the BerkeleyGW code\(^{31,32}\). The phonon dispersion and electron-phonon coupling matrix elements were calculated with DFPT\(^4\) implemented in the QE package. Subsequently, we interpolated the quasiparticle energies and electron-phonon matrix elements with the maximally localized Wannier function method\(^5\) onto a fine sampling grid to ensure converged spectra. The Wannier interpolation onto the fine grid as well as the subsequent calculations of the optical properties on the fine grid are implemented in the EPW code\(^1,33,34\). We assumed fully ionized singly-charged donors and acceptors, thus the charged-impurity density is the same as the free-carrier density. The relaxation time in the resistive term is determined by calculating the mobility in the constant-relaxation-time approximation and fitting the value of the constant relaxation time to match the calculated mobility as a function of carrier concentration from the full iterative solution of the Boltzmann transport equation (See appendix Sec.V A for details of the calculation.). The absorption coefficient is subsequently evaluated with the calculated imaginary part of the dielectric function along with a constant refractive index approximation \((n_r = 3.4\), from experimental measurements\(^{35}\)).

### III. RESULTS AND DISCUSSIONS

We first analyze the four different contributions to FCA in n-type Si for a fixed electron concentration of \(n = 10^{19} \text{ cm}^{-3}\). (Fig.2(a)) For free electrons, the direct contribution shows a peak around a photon wavelength of 2 \(\mu\)m. This peak results from direct transitions from the conduction band minimum to the second lowest conduction band, whose energies differ by approximately 0.6 eV. The phonon-assisted contribution is dominated by cross-gap inter-band contribution at wavelengths shorter than the indirect band gap \((\lambda < 0.96 \mu\text{m})\), and by both intra- and inter-conduction-band contributions at wavelengths close to and longer than the indirect band gap. The charged-impurity contribution shows a similar but much lower shoulder as the direct contribution at \(\lambda = 2 \mu\text{m}\), and increases sharply at long wavelength due to the long-range Coulomb interaction. The resistive contribution is an intra-band contribution induced by the collective oscillation of free electrons at the conduction band minimum and increases with almost a constant power as a function of wavelength \((\alpha \propto \lambda^2)\). Comparing the different mechanisms, the contributions from charged-impurity scatterings are found to be smaller by at least one order of magnitude than the dominating contributions across the entire wavelength range. For \(\lambda \leq 1 \mu\text{m}\), the phonon-assisted contribution is the dominant term. This is mainly due to the calculated indirect band gap of 1.29 eV. In this region, direct transitions are forbidden and the resistive contribution becomes small due to the
than 6 μm. An important way FCA impacts practical applications is that by competing with cross-gap absorption while not having been reported before that the increase is due to lattice absorption, i.e., interaction between multiple phonons and photons, which is not considered in our theoretical calculations focusing on free-carrier absorptions. In addition, underestimations of the magnitude of the absorption at wavelengths longer than 7 μm for the highest two free-electron concentrations are due to the overestimation of the electron mobility by our calculations compared to experiment at these carrier concentrations (See appendix Sec. V B for a more detailed analysis). Despite of the above deviations, our theoretical calculations provide crucial explanation to the dominant contributions of free-carrier absorption at different wavelengths: For free electrons, the different ranges where different terms dominate can be clearly seen especially from the increase close to 1 μm as the wavelength decreases due to the phonon-assisted cross-gap contribution, the shoulder around 2 μm due to the direct contribution, and the constant slope above 5 μm due to the resistive contribution. Importantly, for free holes, although the slopes of the curves appear to be close to constant across the range shown, the absorption results from three comparable contributions (phonon-assisted, resistive, and direct). For both free electrons and free holes, while the resistive contribution dominates in the long-wavelength IR region (λ > 10 μm), the importance of including the direct absorption and phonon-assisted absorption can be clearly seen especially in the near/short-wavelength IR region.

An important way FCA impacts practical applications is that by competing with cross-gap absorption while not
generating electron-hole pairs, it can serve as a source of optical loss in optoelectronic devices. Our comparison to experiment focused on photon energies below the band gap of Si, as it is difficult to distinguish the contribution of FCA from the cross-gap absorption in experiment for photon energies close or larger than the band gap. However, it is important to predict its contribution at photon wavelengths shorter than the band gap and thus better understand its contribution to energy loss in practical applications. Fig. 4(a) compares the calculated FCA coefficients at various electron concentrations to that of the cross-gap absorption obtained with the same computational parameters (the cross-gap spectrum is rigidly redshifted by 0.17 eV to match the experimental band gap). We find that FCA is much weaker than cross-gap absorption at wavelengths in the UV and visible range, but at high doping concentrations it becomes comparable to or even larger than cross-gap absorption in the near IR region (1000-1200 nm), for which photon energies become comparable to the band gap of Si. On a practical level, however, the loss induced by free carriers is strongly dependent on the relevant spectral range of the radiation as well as the dimension of the device. We show next that utilizing our first-principles simulation results allows us to quantify free-carrier induced losses in practical applications.

In order to quantify the effects of free carriers on the losses in optoelectronic devices, we calculate the short-circuit current density induced by electron-hole pair generations for textured Si films of various thicknesses and electron concentrations. We used the model of Tiedje et al.\textsuperscript{39} to calculate the absorbance $A(h\omega, L)$ as a function of photon energy $(h\omega)$ and film thickness $(L)$ from the absorption coefficient. The absorbance of a textured film is given by:

$$A(h\omega, L) = \frac{\alpha_{\text{gap}}(h\omega)}{\alpha_{\text{gap}}(h\omega) + \alpha_{\text{ca}}(h\omega) + 1/(4n^2L)},$$  

where $\alpha_{\text{gap}}(h\omega)$ and $\alpha_{\text{ca}}(h\omega)$ being the absorption coefficient due to cross gap absorption and that due to FCA, respectively. The term of $(4n^2L)^{-1}$ results from considering increased mean-free path for the light ray with nonspecular textured surfaces\textsuperscript{39}. The current density per photon energy $dJ_{sc}/dh\omega$ is calculated via:

$$dJ_{sc}/dh\omega = eA(h\omega, L)n_{ph}(h\omega),$$  

Where $n_{ph}(h\omega)$ is the photon flux that can be obtained through the spectrum $S(h\omega)$ with $n_{ph}(h\omega) = S(h\omega)/h\omega$. The integral of $dJ_{sc}/dh\omega$ over energy gives the short-circuit current $J_{sc}(L)$ as a function of film thickness. In our study, the absorbance is integrated with the AM 1.5 solar radiation spectrum\textsuperscript{40}, or the 1000 K black-body radiation spectrum to obtain the short-circuit current density $J_{sc}(L)$ resulted from electron-hole pair generation of textured films under their radiation. We find that for solar radiation (See appendix Sec.V C for the analysis), free carriers play a minor role in the loss mechanisms mainly due to the very thin n-type emitter and low carrier density in the p-type base. Such a conclusion is consistent with previous analysis from experimental or empirical perspectives\textsuperscript{42-44}. On the other hand, our simulations identify that FCA is a significant source of loss for thermal applications such as photodectors and night-vision devices. In thermal-radiation-related applications, the spectra ranges that are important shift further into the infrared region, where FCA becomes much more important. Fig.4(b) shows a significant drop in the current density due to FCA for the ideal black-body radiation at 1000 K. For film thickness as thin as 10 µm, free carriers induce a drop of ~10% and ~50% in the short-circuit current density from electron-hole pair generation for electron densities of $n = 10^{18}$ cm$^{-3}$ and $n = 10^{19}$ cm$^{-3}$, respectively. As the film thickness increases, the loss induced by free carriers becomes progressively more severe. This observation can be understood from the fact that for thicker films, the absorption of photons in the infrared region, dominated by free carriers, becomes stronger due to the increased mean path length of light rays in the films. As a result, the integrated current density is more strongly affected by free carriers.

IV. CONCLUSIONS

In summary, we developed a method to investigate free-carrier absorption (FCA) in doped Si with predictive atomistic calculations. The calculated results are in good agreement with experiment over several orders of magnitude of carrier densities. We identify the dominant FCA processes at different wavelengths, and the various investigated processes explain the fine structures in experimental measurements accurately. Our results highlight the importance of considering both single-particle excitations including phonon-assisted and direct processes, as well as the semi-classical resistive contribution to obtain accurate FCA spectra. Our method provides a tool to accurately evaluate the optical properties of doped semiconductors in practical optoelectronic devices. Our method is general, and can be extended to other material systems to quantitatively study the impact of FCA on their infrared applications, thus enables new opportunities of the rational design of infrared optoelectronics.
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V. APPENDIX

A. Detailed computational parameters

In this section we provide detailed computational parameter for the calculations of Si optical properties in the main text. In our simulation, the wavefunctions are expanded into plane waves up to a cutoff energy of 60 Ryd. To calculate quasiparticle energies in BerkeleyGW, the static dielectric function was calculated with a 30 Ry plane-wave cutoff and extended to finite frequency using the generalized plasmon-pole model of Hybertsen and Louie. The quasiparticle energies were determined on an $6 \times 6 \times 6$ sampling grid of the first Brillouin zone (BZ). The quasiparticle energies are subsequently interpolated using maximally localized Wannier function technique to a fine sampling grid of $48 \times 48 \times 48$ for free electrons and $80 \times 80 \times 80$ for free holes to determine the direct absorption with Fermi’s golden rule. DFPT calculations are performed on a $6 \times 6 \times 6$ BZ sampling grid of phonon $q$ vectors in the first BZ. To calculate phonon-assisted, charged-impurity-assisted absorption, and resistive contribution, the quasiparticle energies, the electron-phonon matrix elements and the phonon frequencies are interpolated to a fine sampling grid of $48 \times 48 \times 48$. For the phonon-assisted contribution, the second-order perturbation theory fails at ranges where first-order transitions are possible, and nonphysical divergence due to zeros in the denominators would be observed. Here we follow the approach of Brown et al. to eliminate the divergence with a correction of $\varepsilon_2(\omega) = 2 \times \varepsilon_2(\omega) - 2\eta - \varepsilon_2(\omega)|\eta$, using $\eta = 0.01$ eV. In order to calculate the absorption coefficient $\alpha(\omega)$ using the complex dielectric function, a constant value of the refractive index is assumed ($n_r = 3.4$) thus $\alpha = \omega/cn_r\varepsilon(\omega)$, where $c$ is the speed of light. In the region below or close to the indirect band gap, this is a reasonable assumption due to the relatively negligible Im $\varepsilon(\omega)$ and the negligible effects of free carriers on Re $\varepsilon(\omega)$ and the refractive index $n_r$. In order to calculate the reference carrier mobilities for the resistive contribution, charged-impurity scatterings are taken into account using the point-charge model described in the main text. The fine sampling of the electronic $k$-grids and the phonon $q$-grids are $100 \times 100 \times 100$ for both free electrons and free holes. Spin-orbit coupling is considered to calculate hole mobilities to account for the splitting of the valence band maximum.

B. Reference mobility

In order to calculate the resistive contribution, a reference DC-conductivity is needed to obtain the relaxation time. In this work, the electron and hole mobilities of silicon were calculated at room temperature as a function of carrier concentration by iteratively solving the Boltzmann transport equation. The calculated electron mobilities agree well with experimental measurements from Ref. at low carrier concentrations. However, at the two highest carrier concentrations, theoretical calculations overestimate the electron mobilities compared to experimental measurements by a factor of 2.5. This overestimation is mainly due to the lack of considering electron-electron interactions. The hole mobilities are overall overestimated by a factor of 2-2.4 due to the effective masses of the heavy holes, which has been reported in previous studies. This overestimation of effective mass is consistent in calculating the mobility and the resistive contribution for the free-carrier absorption. We compared the absorption calculated from theoretical mobility values and from experimental mobility values from Ref. and we show the comparison in Fig. 5. We note that the choice of the mobility data does not affect the qualitative comparison and explanation of the shape of the absorption curve. Quantitatively, the absorption coefficient of free-electron absorption at high carrier concentrations, e.g., $10^{19}$ cm$^{-3}$ is underestimated by a factor of 2.5 at wavelengths longer than 10 µm using theoretical data due to the overestimation of the mobility. The absorption coefficient for free-hole absorption is in better agreement consistently (with a maximum difference of 25%) due to consistent effective masses when using theoretical data for the mobility.

![FIG. 5. Calculated total absorption coefficient for (a) free electrons and (b) free holes with the resistive contribution evaluated from calculated mobility data (solid) or from experimental mobility data from Ref.48 (dashed). The reference mobility values affect calculated absorption coefficient quantitatively within a factor of two, but does not affect the qualitative conclusion.](image-url)

C. Short-circuit current density

In this section, we show more detailed analysis of the calculated current density for both the AM1.5 solar spectrum and the theoretical black-body spectrum of 1000 K. In Fig.6(a) and (b), we show the calculated current den-
sity as a function of photon energy \((dJ_{sc}/d\omega)\) for a 10 \(\mu m\) thick film with various electron densities for both solar spectrum and the spectrum of ideal black body radiation at 1000 K, respectively. (c) and (d) show the corresponding integrated value \((J_{sc})\) as a function of film thickness for (c) the AM1.5 solar spectrum and (d) the ideal black-body radiation at 1000 K. The effects of FCA for electron densities of \(10^{17} \text{ cm}^{-3}\) and \(10^{16} \text{ cm}^{-3}\) are negligible in (a) and (b) thus not shown. FCA does not have a strong detrimental effect on the performance of solar cells for typical cell thicknesses and carrier concentrations, but can affect thermal applications significantly.

For carrier densities below \(10^{17} \text{ cm}^{-3}\), the effects are negligible for films as thick as 100 \(\mu m\). A typical solar cell based on Si has a very thin \(n\)-type emitter \((L \sim 1 \mu m)\) and very low carrier concentration in the \(p\)-type \((n < 10^{16} \text{ cm}^{-3})\) base. As illustrated in the figure, in these regions free-carrier absorption are negligible source of loss. Compared to the solar spectrum, the theoretical spectrum at 1000 K is significantly shifted towards the IR region. As a result, the strong effects of free carriers from 1 to 1.4 eV become more pronounced to the integrated current density.
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