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Abstract: We solve the recently proposed T- and Y-systems (Hirota equation) for the
exact spectrum of AdS/CFT in the strong coupling scaling limit for an arbitrary qua-
siclassical string state. The corresponding T-functions appear to be super-characters of
the SU(2, 2|4) group in unitary representations with a highest weight, with the classical
AdS$_5 \times$S$^5$ superstring monodromy matrix as the group element. We propose a concise first
Weyl-type formula for these characters and show that they correctly reproduce the results
of quasiclassical one-loop quantization in all sectors of the superstring, under some natural
assumptions. We also speculate about possible relation between the T-functions and the
quantum monodromy matrix.
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1. Introduction

Recently, two of the authors and P.Vieira proposed an infinite set of equations, the so-called Y-system for AdS/CFT for the exact spectrum of anomalous dimensions of all gauge invariant local operators in planar $\mathcal{N} = 4$ super-Yang-Mills theory (SYM) at arbitrary value of the ’t Hooft coupling $\lambda$ [1]. These equations were inspired by similar Y-systems in relativistic and lattice models [2, 3, 6, 7, 8], by the asymptotic Bethe ansatz (ABA) [3, 10, 11], by the idea of the mirror theory proposed in [12, 13] with a non-relativistic single impurity dispersion relation in $\mathcal{N} = 4$ SYM theory [14] and by the structure of the leading finite size correction [15]. In [16] these equations were written in a form convenient for numerical solution and the anomalous dimension of the lowest lying Konishi state [17] was found in a broad range of coupling constants $0 < \lambda < 700$ in [18]. For the first time, the energy of a non-protected by super-symmetry low lying state in a 4D gauge theory was found as a function of coupling in the planar limit. The Y-system has passed a few important checks. The correct 4-loop result of direct Feynman graph calculation of the Konishi anomalous dimension $\Delta_K(\lambda)$ [19, 20] was reproduced from the Y-system in [1]. A similar comparison for the length 3 operators at 5-loops also confirms the validity of the Y-system [24]. The extrapolation of numerical results of [18] to the strong coupling was found to be approximately $\Delta_K \simeq 2.0004\lambda^{1/4} + 1.99/\lambda^{1/4} + \ldots$ where the leading coefficient agrees with the string prediction $2\sqrt{n}\lambda^{1/4}$ for $n = 1$ [25]2. Also the general asymptotic solution of the Y-system for long operators was constructed [1] and its consistency with the asymptotic Bethe ansatz (ABA) of [14, 11] was shown. As we will see this asymptotic solution plays a fundamental role in the whole construction since it defines the analytic and asymptotic properties of the exact solution of the Y-system for a given physical state at a finite $L$. In particular it was used in [16] to write the integral equation for excited states. Another important test was done in [30, 16, 31] where the Y-system was obtained from the Al. Zamolodchikov thermodynamic Bethe ansatz (TBA) approach for the BMN ground state3.

---

1 Initially the 4-loop perturbative results were reproduced in [23] using the conjectured Lüscher-like formulas for the world sheet theory. A similar test was successfully performed in the ABJM model - the 3-dimensional integrable analogue of the $\mathcal{N} = 4$ SYM theory [23]. These formulas presumably capture the leading finite-size corrections and can be used up to 7-loops for the Konishi state. 5-loops where computed using this approach in [22]. Recently the result was shown to be consistent with the Y-system approach numerically [23].

2 The subleading terms are still a challenge for string theorists. Two different values for $1/\lambda^{1/4}$ coefficient were obtained on the string side [24, 27] on the basis of rather bold assumptions. The results [27] are obtained for a truncated model where quantum contribution of some string modes are ignored whereas in [24] the applicability of the quasi-classics in the small charge limit was assumed. It is also important to mention that the prediction of [13] for that coefficient was subject to the explicit assumption that the first expansion coefficients are of order of 1 and do not grow too rapidly so that the numerical results for $\lambda \lesssim 700$ allow for this prediction. In [23] a warning was raised that this assumption could be not correct. Hopefully the direct world sheet computation in the Metsaev-Tseytlin superstring sigma model [24] along the lines of other approaches mentioned in [23] will be done soon and will lift this uncertainty.

3 The ground state by itself is protected and has zero anomalous dimension. Nevertheless the TBA equations capture some important structural information about the Y-system.

---
Figure 1: (Left: Fig.1a; Right: Fig.1b) T-shaped “fat hook” (T-hook) uniting two SU(2|2) fat hooks, see [1] for this T-hook and its generalization [2].

Whereas the classical finite gap solutions of Metsaev-Tseytlin sigma model [33, 34] stemming from the world sheet integrability [35] and calculating the dimensions of long operators in a strong coupling regime follow from the ABA equations [11] in a direct and simple way, the quasiclassical one-loop corrections, also available for an arbitrary finite gap solution [36, 37], are already in a severe disagreement with the ABA even at infinite length in the scaling \( L \sim \sqrt{\lambda} \to \infty \) [38]. Recently it was shown [42] that the Y-system cures this one-loop disagreement generically for any classical states in \( AdS_3 \times S^1 \) and thus takes into account infinitely many finite size wrapping contributions. Similar results were also obtained for several subsectors of the ABJM theory [43, 44] where the Y-system was also conjectured [1, 45, 44]. These results deeply test the structure of the Y-systems since all wrapping contributions are crucially important in that case.

In this paper we construct the complete solution of the AdS/CFT Y-system in the strong coupling limit generalizing [42] and reproduce from this solution the equations arising for the quasiclassical one-loop corrections of [37]. In this limit, the finite difference operators w.r.t the spectral parameter disappear from the Y-system and it reduces to a simplified system of equations called in the mathematical literature the Q-system:

\[
T_{a,s}^2 = T_{a+1,s}T_{a-1,s} + T_{a,s+1}T_{a,s-1}.
\]

This equation is related to the Y-system in the considered limit by

\[
Y_{a,s} = \frac{T_{a,s+1}T_{a,s-1}}{T_{a+1,s}T_{a-1,s}}.
\]

The Q-systems are frequently used as the defining equations for the characters of representations of the underlying symmetry groups (see for example [46, 47, 48]). Here we constructed the general solution of such a Q-system with the T-hook boundary conditions with respect to the representational indices \( a, s \) (see Fig.4). We will argue that the solution is given in terms of characters of certain unitary representations of SU(2,2|4) group. It demonstrates in a nontrivial way that the full global symmetry of AdS/CFT is present in

---

4The ABA agrees with the one-loop corrections when \( L/\sqrt{\lambda} \gg 1 \) [39, 40, 41].

5By wrapping contributions we mean essentially all the finite size corrections to the ABA. Historically the term refers to specific Feynman graphs of SYM running around all the legs of a local operator under study.

6A terminological note: One should not confuse the Q-system with the Baxter Q-operators. Q-system is a simplified version of Hirota equation 2.6 on page 5. We often call the last one as T-system. Baxter equations can be called TQ-relations and the particle-hole duality relations among supersymmetric Baxter functions are called QQ-relations.
the Y-system in spite of the original SU(2|2) × SU(2|2) setting due to the choice of the light cone gauge. Then, using the asymptotic solution, we fix the parameters of the general solution. This leads to a very simple result

\[ T_{a,s} = \text{Str}_{a,s} \Omega(x) , \]  

where \( \Omega(x) \) is the classical monodromy matrix [35] and the trace is taken in some particular representations labeled by \( a, s \). We also speculate that a similar relation should hold at the quantum level. Let us also note that the quantum generalization of this character solution of the AdS/CFT Y-system would reduce the problem at any coupling to a finite set of non-linear integral equations similar to Destri-DeVega equations known for some relativistic sigma models. This should be possible due to the underlying integrable discrete Hirota dynamics of the Y-system [8] (see [49, 32] for the first steps). The general strong coupling solution we present here can be an important step on this way.

In Sec.2 we present the general character solution of the Q-system (or of the related Y-system), for the T-hook boundary conditions reflecting the global SU(2, 2|4) symmetry of AdS/CFT problem. At the end of Sec.2 these characters will be presented in a new, explicit and concise form in terms of determinants of \( 2 \times 2 \) and \( 4 \times 4 \) matrices reminding the 1-st Weyl formula; a detailed description of these representations is given in the Sec.3. In Sec.4 we compare this solution of Y-system and Q-system to the quasiclassical (one-loop) spectrum of the theory. The Sec.5 will summarize our results and propose some new possible directions in testing and simplifying the AdS/CFT Y-system.

2. Y-system of AdS/CFT and the characters of U(2, 2|4)

In this section we will remind the formulation of the AdS/CFT Y-system and construct the complete solution in an important particular case: when the dependence on the spectral parameter is slow and the finite shifts can be neglected. In this case, the Y-system, or the equivalent T-system (Hirota bilinear difference equation), does not contain the shifts in \( u \) and is usually called the Q-system. The Q-system, a finite difference equation with respect to a couple of discrete variables, can be interpreted as an equation for characters of particular irreducible representations (usually with \( a \times s \) rectangular Young diagrams, with \( a \) and \( s \) being its size in the antisymmetric and symmetric directions, respectively) for a given symmetry group. A specific group enters the Q-system only through the boundary conditions w.r.t. the discrete variables parameterizing the representation space. We will give in this section the full solution of such a Q-system with the T-hook boundary conditions (see Fig.1a), relevant to the AdS/CFT Y-system [1], in an explicit and concise form and interpret them as super-characters of some unitary representations of the U(2, 2|4) group.

2.1 Y-system for AdS/CFT: equations and definitions

Y-system encoding the spectrum of all local operators in planar AdS/CFT correspondence
is a set of functional equations\(^7\)

\[
\frac{Y_{a,s}^+ Y_{a,s}^-}{Y_{a+1,s}^+ Y_{a-1,s}^-} = \frac{(1 + Y_{a,s+1})(1 + Y_{a,s-1})}{(1 + Y_{a+1,s})(1 + Y_{a-1,s})}.
\] (2.1)

The functions \(Y_{a,s}(u)\) are defined only on the nodes marked by gray and white circles in Fig.\(\ref{fig:figb}\). Solutions of Y-system with appropriate analytic properties define the energy of a state (anomalous dimension of an operator in \(\mathcal{N} = 4\) SYM) through the formula

\[
E = \sum_j \epsilon_{1}^{\text{ph}}(u_{4,j}) + \sum_{a=1}^{\infty} \int_{-\infty}^{\infty} \frac{du}{2\pi i} \frac{\partial \epsilon_{a}}{\partial u} \log (1 + Y_{a,0}(u)),
\] (2.2)

where the physical dispersion relation between the energy \(\epsilon_{a}\) and the momentum \(p_{a}\) is parameterized in terms of the rapidity (spectral parameter) \(u\) as follows

\[
\epsilon_{a}(u) = a + \frac{2ig}{x^{[a]}} - \frac{2ig}{x^{-[a]}}.
\] (2.3)

They coincide above the real axis. \(x^{\text{ph}}(u)\) is defined to have a finite branch cut between \(\pm 2g\) whereas in \(x^{\text{mir}}(u)\) the cut is chosen to go through infinity along the real axes. If it is not stated otherwise we always define \(x(u) = x^{\text{mir}}(u)\). The rapidities \(u_{4,j}\) are fixed by the exact Bethe ansatz equations for any size \(L\) of the SYM operators

\[
Y_{1,0}^{\text{ph}}(u_{4,j}) = -1.
\] (2.5)

The Y-system for AdS/CFT can be rewritten as Hirota bilinear difference equation (T-system)\(^8\)

\[
T_{a,s}^+ T_{a,s}^- = T_{a+1,s}^+ T_{a-1,s}^- + T_{a,s+1} T_{a,s-1},
\] (2.6)

where

\[
Y_{a,s} = \frac{T_{a,s+1} T_{a,s-1}}{T_{a+1,s} T_{a-1,s}}.
\] (2.7)

The functions \(T_{a,s}(u)\) are non-zero only on the 2D lattice drawn on Fig.\(\ref{fig:figa}\).

\[
T_{a,s} = 0\text{ if } a < 0 \text{ or } a, |s| > 2.
\] (2.8)

\(^7\)We shall always denote \(f^\pm = f(u \pm i/2)\) or even more generally \(f^{[\pm a]} = f(u \pm a i/2)\). In this equation we choose the Y-functions to have branch cuts going to infinity. The analytic properties of the Y-functions could be seen from the asymptotic solution described below.

\(^8\)In a sense the T-system is more fundamental than the Y-system. Any explicit solution of Y-system looks simpler in terms of T’s. Moreover for the T-hook, two equations, for \((a, s) = (2, 2)\) and \((2, -2)\), are missing in the Y-system. One cannot write the equations for these nodes in terms of Y-functions in a “local” functional form. However, these equations are present in a local form in T-system. We will clearly see this while solving the T-system for strong coupling.
Figure 2: “Fat hook” where the representations of a $SU(M|N)$ symmetric super-spin chain live. See [47, 48] for the details on fat hooks and $T$-functions for spin chains related to superalgebras.

There is a “gauge” freedom in (2.6)

$$T_{a,s}(u) \rightarrow G_1 \left( u + \frac{a + s}{2} \right) G_2 \left( u + \frac{a - s}{2} \right) G_3 \left( u - \frac{a + s}{2} \right) G_4 \left( u - \frac{a - s}{2} \right) T_{a,s}(u)$$

(2.9)

which maps one solution of the T-system to another but leaves the $Y_{a,s}$ intact.

2.2 The Q-system limit and its $U(2, 2|4)$ “character” solution

In the strong coupling limit $\lambda \rightarrow \infty$ which we shall study in this paper, we notice that the $\lambda$-dependence can be scaled out from the formulas like (2.4) by simple rescaling $u \rightarrow 2gz$ with $g = \sqrt{\frac{\lambda}{4\pi}}$. Then the $u$-shifts in the Y-system (2.1) and T-system (2.6) become negligible and it can be now written as a Q-system\footnote{The shifts in the spectral parameter cannot be neglected close to the branch cuts of $T_{a,s}$ going along the real axis with $|u| > 2g$.}

$$T_{a,s}^2 = T_{a+1,s}T_{a-1,s} + T_{a,s+1}T_{a,s-1},$$

(2.10)

with the AdS/CFT T-hook boundary conditions (2.8). The gauge transformations for the the Q-system are reduced to

$$T_{a,s} \rightarrow g_1 \ g_2^a \ g_3^s \ g_4^{as} \ T_{a,s}.$$

(2.11)
“symmetric” representations $T_{1,s}$, or supersymmetric Schur polynomials, for the group $\text{GL}(M|N)$ are defined through the following generating function (see e.g. [50] which will be relevant to our discussion):

$$w_{M|N}(t; g) = \text{Sdet} \frac{1}{1 - g t} = \prod_{n=1}^{N} \frac{1 - y_{n} t}{1 - x_{m} t} = \sum_{s=1}^{\infty} t^{s} T_{1,s}^{(M|N)}[g], \quad (2.12)$$

where $(x_{1}, \ldots, x_{M}|y_{1}, \ldots, y_{N})$ are the eigenvalues of a group element $g \in \text{GL}(M|N)$\(^{10}\). The rest of the characters for “rectangular” representations (for which the Young diagram contains a columns and s-rows) can be calculated using the Jacobi-Trudi formula:

$$T_{a,s} = \det_{1 \leq i,j \leq a} T_{1,i-1,j}. \quad (2.13)$$

These characters are non-zero only in a “fat hook”, or $[M|N]$-hook presented on the Fig.2.

The generating function of $\text{GL}(4|4)$ characters can be represented as

$$w_{4|4}(t; g) = \frac{(1 - y_{1} t)(1 - y_{2} t)}{(1 - x_{1} t)(1 - x_{2} t)} \times \frac{(1 - y_{3} t)(1 - y_{4} t)}{(1 - x_{3} t)(1 - x_{4} t)} \quad (2.14)$$

i.e.,

$$T_{1,s}^{(4|4)}[g] = \int_{C_{0}} dt \frac{w_{4|4}(t; g)}{2\pi i} t^{-s-1}. \quad (2.15)$$

Notice that the integrand has also poles at $t = 1/x_{j}$ in addition to the pole at the origin. To get (2.12) one should encircle only the point $t = 0$ and leave outside all other poles. Using that $w_{4|4}(t; g^{L} \otimes g^{R}) = w_{2|2}(t; g^{L}) \times w_{2|2}(t; g^{R})$, where $g^{L}, g^{R} \in \text{GL}(2|2)$ we can represent $T_{1,s}^{(4|4)}$ in a specific form

$$T_{1,s}^{(4|4)}[g^{L} \otimes g^{R}] = \sum_{j=0}^{s} T_{1,s-j}^{(2|2)}[g^{L}] \times T_{1,j}^{(2|2)}[g^{R}]. \quad (2.16)$$

What would be the analog of these characters satisfying the Q-system (2.10) and the T-hook boundary conditions (2.8)? A natural definition appears to be the same eq.(2.15), after a simple change of the integration contour: we encircle this time $t = 0$ together with the poles $1/x_{3}, 1/x_{4}$ corresponding to the second subgroup $\text{GL}(2|2)$, leaving outside the poles $1/x_{1}, 1/x_{2}$ corresponding to the first subgroup $\text{GL}(2|2)$. This amounts to expanding the first factor in (2.14) in $t$ and the second one in $1/t$ and picking the power $t^{s}$:

$$T_{1,s}[g^{L} \otimes g^{R}] = \frac{y_{3} y_{4}}{x_{3} x_{4}} \sum_{j=\max(0,-s)}^{\infty} T_{1,s+j}^{(2|2)}[g^{L}] \times T_{1,j}^{(2|2)}[1/g^{R}]. \quad (2.17)$$

Note that unlike the finite-dimensional representations (2.15), the r.h.s of (2.17) contains infinite number of terms and thus such characters correspond to some infinite dimensional unitary representations of the group $U(2,2|4)$. Then one can see that the Jacobi-Trudi

\(^{10}\) We consider the generic diagonalized group element
formula (2.13) gives the full solution of the Q-system for the T-hook Fig.1a with the boundary conditions (2.8)!

Let us mention here that this method of construction of characters, or even quantum transfer matrices of infinite dimensional representations of $u(2, 2|4)$ was already mentioned in [59] where it was applied to the AdS/CFT one-loop Bethe ansatz. It was proposed there (see Appendix B) to expand some of the monomials of the generating functional (the analogue of our $w_{4|4}(t; g)$; proposed by Krichever et al. in [7] and generalized to the supersymmetric case in [17]) in positive powers, and some - in negative powers of the shift operator $D = e^{-i\theta a/2}$. Note that this method is enough to generate the general solution of the full quantum Hirota equation (2.6) within the (2, 2|4) T-hook by means of the Bazhanov-Reshetikhin type formula

$$T_{a,s} = \det_{1 \leq j,k \leq a} T_{1,s+j-k} \left( u - \frac{i}{2} (a - k - j + 1) \right), \quad (2.18)$$

where the T-functions $T_{1,s}(u)$ are generated by the following generating functional (the direct generalization of 2.14)

$$W = \left[ (1 - D Y_1 D) \frac{1}{1 - D X_1 D} - \frac{1}{1 - D Y_2 D} (1 - D Y_2 D) \right]_+$$

$$\times \left[ (1 - D Y_3 D) \frac{1}{1 - D X_3 D} - \frac{1}{1 - D Y_4 D} (1 - D Y_4 D) \right]_- = \sum_{s=-\infty}^{\infty} D^s T_{a,s} D^s.$$  

Here $\{Y_1(u) | X_1(u), Y_2(u), Y_3(u), Y_4(u) \}$ are 8 arbitrary functions of the spectral $u$ parameterizing the general solution. One expands here in positive powers of the operator $D$ inside the bracket $[\ldots]_+$ corresponding to the $u(2|2)_R$ subalgebra, and in negative powers of $D$ inside the bracket $[\ldots]_-$ corresponding to the $u(2|2)_L$ subalgebra. We hope to explore this general solution in the future for the construction of finite system of non-linear integral equations for the AdS/CFT spectrum.  

In the next section, we will write the above $T_{a,s}$ for any $a, s$ in a concise and explicit form, similar to the first Weyl formula for characters, through Wronskian-like determinant expressions of certain $2 \times 2$ and $4 \times 4$ matrices.

### 2.3 New determinant formulae

The sum in (2.17) can be calculated explicitly and the result can be presented in the following remarkable determinant form:

$$T_{a,s} = \begin{cases} 
(-1)^{(a+1)s} \frac{x_a x_s}{y_a y_{s+a}} & s \leq -a \\
\det_{s \leq |j| \leq a} \left( S^{\theta_{j+a+2}}_{j+a+2, y_i} y_{j+a+2}^{1-j-a} \right)_{1 \leq i,j \leq 4}, \quad a \geq |s| \\
\det_{s \leq |j| \leq 2} \left( Z^{\theta_{j+a}}_{j+a, y_i} y_{j+a}^{1-j-a} \right)_{1 \leq i,j \leq 4}, \quad s \geq a 
\end{cases} \quad (2.19)$$

----------

11 A solution in the T-hook was already constructed in [12] on the base of the Bäcklund transformations of [15].
where
\[ S_i = \frac{(y_i - x_3)(y_i - x_4)}{(y_i - x_1)(y_i - x_2)} \] (2.20)
\[ Z_i = \frac{(x_i - y_1)(x_i - y_2)(x_i - y_3)(x_i - y_4)}{(x_i - x_3)(x_i - x_4)} \] (2.21)

and
\[ \theta_{j,s} = \begin{cases} 1, & j > s \\ 0, & j \leq s \end{cases} \] (2.22)

The other \( T \)'s can be obtained using the wing-exchange symmetry which is related to an outer automorphism of the Dynkin diagram of \( \mathfrak{gl}(4|4) \)
\[ T_{a,s}(x_1, \ldots, x_4 | y_1, \ldots, y_4) = \left( \frac{y_1 y_2 y_3 y_4}{x_1 x_2 x_3 x_4} \right)^a T_{a,-s} \left( \frac{1}{x_4}, \ldots, \frac{1}{x_1}, \frac{1}{y_4}, \ldots, \frac{1}{y_1} \right). \] (2.23)

Note that for the \( \mathfrak{sl}(4|4) \) case the first factor in the r.h.s. is absent.

These formulae are summarized in the Appendix A in the Mathematica form. Note that the upper part of the T-hook is represented by a \( 4 \times 4 \) determinant reminding the 1-st Weyl formula for GL(4) characters (it would be them if all \( S_i \) were equal to 1). The left and right wings are presented by \( 2 \times 2 \) determinants similar to GL(2) characters. Hence, we can identify the variables \( y_1, y_2, y_3, y_4 \) as the eigenvalues from U(4) subgroup of SU(2,2|4), the variables \( x_1, x_2 \) as the eigenvalues of the \( U_R(2) \) subgroup and \( x_3, x_4 \) as the eigenvalues of the \( U_L(2) \) subgroup. Our solution of the Q-system is symmetric under any permutations of \( y_i \) and the permutations of \( x_1 \leftrightarrow x_2 \) and \( x_3 \leftrightarrow x_4 \). However the solution is not invariant under the full Weyl group of \( \mathfrak{gl}(4|4) \) which includes arbitrary permutations of \( x_i \). The origin of this “symmetry breaking” will go back to the fact that \( T_{a,s} \) is a super-character of an \textit{infinite} dimensional representation. Another important property, under the rescaling of eigenvalues, reads
\[ T_{a,s}(\alpha x_a, \alpha y_a) = \alpha^{as} T_{a,s}(x_a, y_a), \] (2.24)
which means that \( T_{a,s} \) is a homogeneous function of degree \( as \).

3. Description of representations of \( \text{U}(2, 2|4) \) for the AdS/CFT Y-system

In this section we describe in details the representations of \( \text{U}(2, 2|4) \) group corresponding to the super-characters from the previous section.

3.1 Description of the general construction

In (2.19) we presented a formal solution of Hirota (Q-system) equations with the T-hook boundary conditions. At the same time it is known that the Q-systems with various boundary conditions can be often solved by characters of representations with rectangular Young diagrams. In this Section, we describe a class of representations of the superalgebra \( \mathfrak{gl}(4|4) \) leading to the super-character solution (2.19).\(^{12}\) Provided the Y-system is indeed a

\(^{12}\)V.K. thanks N.Beisert for inspiring discussions on this subject.
set of equations encoding the exact AdS/CFT spectrum of the theory, these representations clearly have some physical importance. These representations live in the mirror space of the theory and reflect the SU(2, 2|4) symmetry properties of the mirror “particles.” In analogy to the spin chain terminology, we would call the mirror space as auxiliary space, in contradistinction to the physical space where the physical “particles” live.

Comparing our formula (2.19) with similar formulas for characters of the refs. [51, 52] we find that we deal with a class of representations called “unitarizable irreducible $\mathfrak{gl}(M_1|N|M_2)$-modules”[13]. We denote them as $W(M_1|N|M_2; \lambda)$. They are infinite dimensional irreducible highest weight representations of $\mathfrak{gl}(M|N)$ where $M = M_1 + M_2$ with respect to a (non-standard) Borel subalgebra corresponding to the $(M_1|N|M_2)$ grading described below. They are the unitary representations of $\mathfrak{u}(2, 2|4)$.

The algebra is generated by standard super-generators $E_{ab}$. In fundamental representation $(E_{ab})_{ij} = \delta_{ia} \delta_{jb}$ and they obey the following super-commutation relation

$$\{E_{ab}, E_{cd}\} = \delta_{bc} E_{ad} - (-1)^{(p_a + p_b)(p_c + p_d)} \delta_{da} E_{cb},$$

(3.1)

where the grading $p_i = 1$ for $i = M_1 + 1, M_1 + 2, \ldots, M_1 + N$ and is 0 otherwise.

We define the Cartan subalgebra $\mathfrak{h}$ and Borel subalgebra $\mathfrak{b}$ as follows

$$\mathfrak{h} = \sum_{a=1}^{N+M} \mathbb{C} E_{aa}, \quad \mathfrak{b} = \sum_{a \leq b} \mathbb{C} E_{ab}. \quad (3.2)$$

Note that for the definition of the Borel subalgebra the ordering of indexes is crucial and we chose $M_1$ bosonic components, followed by $N$ fermionic and then again by $M_2$ bosonic.

Then we introduce the space $\mathfrak{h}^*$ dual to the Cartan subalgebra $\mathfrak{h}$. Let $\varepsilon_i$ be a graded basis of the dual space $\mathfrak{h}^*$ of the Cartan subalgebra $\mathfrak{h}$ such that $\varepsilon_i(E_{jj}) = \delta_{ij}$. We define a bilinear form ($\cdot | \cdot$) in $\mathfrak{h}^*$:

$$(\varepsilon_i | \varepsilon_j) = (-1)^{p_i} \delta_{ij}. \quad (3.3)$$

The simple root system in this basis is given as follows:

$$\alpha_i = \varepsilon_i - \varepsilon_{i+1}, \quad i = 1, 2, \ldots, N + M - 1. \quad (3.4)$$
The class of representations we would like to describe is parameterized by a generalized partition \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_a) \) where \( \lambda_1, \lambda_2, \ldots, \lambda_a \in \mathbb{Z} \) (not necessarily positive) and ordered \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_a \) (see Fig. 4). Let \( \lambda \) be a generalized partition such that \( -N \leq \lambda_a - M_1, \lambda_{M_2+1} \leq 0 \). Then \( W(M_1|N|M_2; \lambda) \) is defined as the representation with the highest weight

\[
\Lambda = -\sum_{i=1}^{M_1} (\langle \lambda^-_{i+a-M_1} - N \rangle + a)\varepsilon_i - \sum_{i=M_1+1}^{M_1+N} ((\lambda^-)'_{N+M_1+1-i} - a)\varepsilon_i + \sum_{i=N+M_1+1}^{N+M} \lambda^+_{i-N-M_1}\varepsilon_i,
\]

where we introduced the symbols

\[
\langle x \rangle := \max(x, 0) , \quad \lambda^+ := (\langle \lambda_1 \rangle, \langle \lambda_2 \rangle, \ldots, \langle \lambda_a \rangle) , \quad \lambda^- := (\langle -\lambda_1 \rangle, \langle -\lambda_2 \rangle, \ldots, \langle -\lambda_a \rangle),
\]

and by \((\lambda^{\pm})'\) we denote a conjugate partition obtained from the usual partition \(\lambda^{\pm}\), with only positive entries, by the reflection of the associated Young diagram w.r.t. its main diagonal\(^{14}\).

The character formulae of these representations are given in [51]. In our case we have to take \( M_1 = M_2 = 2, \ N = 4 \) and the generalized partition is represented by a rectangular \( a \times (s - 2) \) Young diagram

\[
\lambda = (s - 2, \ldots, s - 2).
\]

On the level of representation, the Q-system for these representations follows from the decomposition of the tensor product of representations in the Theorem 6.1 in [51].

Now let us consider the case \( \mathfrak{gl}(2|4|2) \) which is of the prime importance for us.

---

\(^{13}\)or \( \mathfrak{gl}_{M_1+M_2|0+N} \) in the notations of [7].

\(^{14}\)formally defined as \((\lambda^{\pm})'_j = \text{Card}\{k|(\lambda^2)_k \geq j\} \).
For the rectangular diagram (3.6) the weight (3.5) is

\[
\Lambda = \begin{cases} 
  a(-\varepsilon_1 - \varepsilon_2) + (s + 2) \sum_{i=7}^{a+6} \varepsilon_i , & s < -2 , \quad 0 \leq a \leq 2 \\
  a(-\varepsilon_1 - \varepsilon_2 + \sum_{i=3}^{s+4} \varepsilon_i) , & -2 \leq s \leq 2 , \quad 0 \leq a \\
  a(-\varepsilon_1 - \varepsilon_2 + \sum_{i=3}^{s} \varepsilon_i) + (s - 2) \sum_{i=7}^{a+6} \varepsilon_i , & 2 < s , \quad 0 \leq a \leq 2 
\end{cases} \quad (3.7)
\]

The Kac-Dynkin labels\(^{15}\) can be easily calculated (see Fig.3). The parameters \((x_1, \ldots, x_4)\) and \((y_1, \ldots, y_4)\) entering (2.19) can be defined in our notations as formal exponentials

\[
x_3 = e^{\varepsilon_1} , \quad x_4 = e^{\varepsilon_2} \mid y_1 = e^{\varepsilon_3} , \quad y_2 = e^{\varepsilon_4} , \quad y_3 = e^{\varepsilon_5} , \quad y_4 = e^{\varepsilon_6} \mid x_1 = e^{\varepsilon_7} , \quad x_2 = e^{\varepsilon_8} . \quad (3.8)
\]

The way we identify \(x_i\) with \(\varepsilon_i\)’s is somewhat nontrivial. This notation means that for example \(x_3\) for a given element \(h\) of the Cartan subalgebra returns the first eigenvalue \(x_3(h)\) of the corresponding group element in the fundamental \(8\) dimensional representation\(^{16}\).

One may want to transform the Dynkin labels to different gradings. For that one can use the Weyl reflection with respect to the odd simple roots \([53]\) (see Fig.5).

![Figure 5: Transformation property of the Dynkin labels under the fermionic duality. The duality transform the diagram in one grading to another. The dotted lines correspond to the fermionic grading whereas the solid lines represent bosonic grading.](image)

Q-system is a set of functional relations among characters of representations of Yangians, or quantum affine algebras. Thus a solution of the Q-system is in general a linear combination of characters of the Lie algebra. But for the super Yangian \(Y(\mathfrak{gl}(M|N))\), it is just a super-character of \(\mathfrak{gl}(M|N)\) since the evaluation map from \(Y(\mathfrak{gl}(M|N))\) to \(\mathfrak{gl}(M|N)\) allows one to lift the representations of \(\mathfrak{gl}(M|N)\) to those of \(Y(\mathfrak{gl}(M|N))\). We find that this is also the case with our AdS/CFT Q-system.

3.2 Unitarity

As we mentioned, the class of representations described above is unitarizable, which means that for a particular choice of the real form the representation is unitary. One can show \(^{17}\)

\(^{15}\)Here we define the Kac-Dynkin labels as \(b_j = (\lambda|\alpha_j)\). In the mathematical literature it is usually normalized as \(b_j = 2(\lambda|\alpha_j)/(|\alpha_j|^2)\) for \((\alpha_j|\alpha_j) \neq 0\).

\(^{16}\)In \([51]\), the authors consider characters, while we are dealing with supercharacters. Thus one has to change the sign of \(y_i\) to compare our formulae with the character formulae in \([51]\).
(Sec.3.2) that for this type of representations the generators have the following Hermitian conjugation properties

$$\eta E_{ab}^\dagger \eta = E_{ba}$$  \hspace{1cm} (3.9)

where

$$\eta = \text{diag}(-1_{M_1}, +1_{N}, +1_{M_2})$$  \hspace{1cm} (3.10)

We see that the representations described above are indeed the representations of SU($M_1, M_2|N$)

We will examine this property below in Sec.3.4 for an explicit example.

3.3 Comparing highest weight with the equation for characters

We can easily check (3.7) by extracting the highest weight from our expression for characters (2.19). We want the descendants of the highest weight to be suppressed which implies $e^{-\alpha_i} \ll 1$. From (3.4) and (3.8) we see that this can be achieved in the limit $|x_3| \gg |x_4| \gg |y_1| \gg |y_2| \gg |y_3| \gg |y_4| \gg |x_1| \gg |x_2|$. In this limit, we find from (2.19)

$$T_{1,+s} \simeq \frac{x_1^{s-2} y_1 y_2 y_3 y_4}{x_3 x_4}, \quad T_{1,-s} \simeq \frac{1}{x_3^{-s-2} x_4^s}, \quad s \geq 2$$  \hspace{1cm} (3.11)

and

$$T_{a,+2} \simeq \frac{y_1^a y_2^a y_3^a y_4^a}{x_3^{a} x_4^{a}}, \quad T_{a,+1} \simeq \frac{y_1^a y_2^a y_3^a}{x_3^{a} x_4^{a}}, \quad T_{a,+0} \simeq \frac{y_1^a y_2^a}{x_3^{a} x_4^{a}}, \quad T_{a,-1} \simeq \frac{y_1^a}{x_3^{a} x_4^{a}}, \quad T_{a,-2} \simeq \frac{1}{x_3^{a} x_4^{a}}$$  \hspace{1cm} (3.12)

which is in complete agreement with the highest weight (3.7) after the identification (3.8).

3.4 Example: representations of $GL(2)$

Let us first study this type of representations on the simplest example of $\mathfrak{gl}(1|0|1)$, where the simple root is given as $\alpha = \varepsilon_1 - \varepsilon_2$. The corresponding characters can be calculated from (2.12), similarly to (2.17), as follows:

$$T_{1,s} \equiv T_{s}^{(1+1)}(1) = \sum_{j=0, s}^{\infty} T_{s+j}(1/x_1) T_{j}^{(1)}(1/x_2) = \sum_{j=0, s}^{\infty} x_1^{s+j} x_2^{-j-1}$$  \hspace{1cm} (3.13)

A simple calculation gives:

$$T_{1,s} \equiv T_{s}^{(1+1)}(x_1, x_2) = \begin{cases} \frac{x_1^s}{x_2^s s!}, & s > 0 \\ \frac{x_2^s}{x_1^s s!}, & s \leq 0 \end{cases} \hspace{1cm} .$$  \hspace{1cm} (3.14)

It is interesting to notice that if we want to satisfy the Q-system (2.10) with $T_{1,s} \equiv T_{s}^{(1+1)}$ we have to add, after fixing the gauge $T_{0,s} = 1$, $-\infty < s < \infty$, another set of representations

$$T_{a,0} = \frac{x_2^{1-a}}{x_2 - x_1} \hspace{1cm} .$$  \hspace{1cm} (3.15)

Curiously, although we are not dealing here with a supergroup, the characters as solutions of the Q-system live in a T-hook, though having zero width in the vertical strip (see Fig.3).
From (3.5) with $M_1 = M_2 = 1$ and $N = 0$ we have for these representations the highest weight

$$\Lambda = \begin{cases} 
-\varepsilon_1 + |s|\varepsilon_2, & s > 0, \quad a = 1 \\
-\varepsilon_1 - |s|\varepsilon_1, & s < 0, \quad a = 1 \\
-a\varepsilon_1, & s = 0, \quad a > 0
\end{cases}$$

(3.16)

The $s = 0, a > 0$ case is described by the same representation as $s < 0, a = 1$ under the identification $a = 1 - s$ which is consistent with (3.15) and (3.14). In what follows we consider only $a = 1$ case. Note that for both representations the Dynkin label is $-|s| - 1$.

For the unimodular case $x_1 = 1/x_2$ the characters (3.14) are indeed equal $T_{1,s} = T_{1,-s}$ because $\varepsilon_1 + \varepsilon_2 = 0$. To build the highest weight representation we follow the standard procedure. We introduce the following combinations of generators

$$h_3 \equiv E_{11} - E_{22}, \quad h_0 \equiv E_{11} + E_{22}$$

(3.17)

$$h_+ \equiv E_{12}, \quad h_- \equiv -E_{21}$$

(3.18)

where $h_0$ commutes with all generators and the other commutation relations are

$$[h_3, h_{\pm}] = \pm 2h_{\pm}, \quad [h_-, h_+] = h_3.$$ 

(3.19)

Since $\Lambda(h_0) = s - 1$ we have $h_0 = (s - 1)\text{id}$. Then $\Lambda(h_3) = -|s| - 1$ which implies the following infinite matrix representations of the generators

$$h_3 = \begin{pmatrix}
-|s| - 1 & 0 & 0 & \cdots \\
0 & -|s| - 3 & 0 & \cdots \\
0 & 0 & -|s| - 5 & \cdots \\
& \cdots & \cdots & \cdots \\
\end{pmatrix},$$

(3.20)

and

$$h_+ = \begin{pmatrix}
0 & a_0 & 0 & 0 & \cdots \\
0 & 0 & a_1 & 0 & \cdots \\
0 & 0 & 0 & a_2 & \cdots \\
& \cdots & \cdots & \cdots & \cdots \\
\end{pmatrix}, \quad h_- = \begin{pmatrix}
0 & 0 & 0 & 0 & \cdots \\
-a_0 & 0 & 0 & 0 & \cdots \\
0 & -a_1 & 0 & 0 & \cdots \\
& \cdots & \cdots & \cdots & \cdots \\
\end{pmatrix},$$

(3.21)

$$a_j = i\sqrt{(j + 1)(j + |s| + 1)}$$
One can see that the $\mathfrak{gl}(2)$ commutation relations (3.19) are satisfied. We notice that we are dialing with the unitary representations of $u(1,1)$ since we have\footnote{For $u(2)$ one should have $h^s_+ = -(h^-_s)\dagger$.} \begin{equation}
abla^s_+ = (\nabla^s)^\dagger.
\end{equation}

Now we can compute the character for these representations. Using the identification (3.8) we get
\begin{align}
\text{tr} \exp (\log x_2 E_{11} + \log x_1 E_{22}) &= \text{tr} \exp \left( \frac{h_0}{2} \log x_1 x_2 + \frac{h_3}{2} \log \frac{x_2}{x_1} \right) \\
&= \sum_{j=1}^{\infty} \exp \left( \frac{s-1}{2} \log x_1 x_2 - \frac{|s| + 2j - 1}{2} \log \frac{x_2}{x_1} \right) = \frac{x_2^{s-|s|} x_1^{-|s|}}{x_2 - x_1},
\end{align}
which perfectly agrees with (3.14) and with the character formula in [51]. More formally, one can write the character as
\begin{equation}
\sum_{n=0}^{\infty} e^{\Lambda - n\alpha} = \frac{e^{\Lambda}}{1 - e^{-\alpha}}
\end{equation}
and then put $x_1 = e^{\epsilon_2}$ and $x_2 = e^{\epsilon_1}$ similarly to (3.8) to get (3.23).

Now let us consider the case $\mathfrak{gl}(0|2|0)$ with $M_1 = M_2 = 0$ and $N = 2$. From (3.5) we have
\begin{equation}
\Lambda_s = \begin{cases} a\epsilon_1 + a\epsilon_2, & s = 0 \\ a\epsilon_1, & s = -1 \\ 0, & s = -2 \end{cases}
\end{equation}
and $\alpha = \epsilon_1 - \epsilon_2$. The normalized Dynkin label $2(\Lambda|\alpha)/(\alpha|\alpha)$ is $a$ for $s = -1$ and $0$ for $s = 0, -2$. This means that the $s = -1$ case is the $a+1$ dimensional unitary representation of $u(2)$.

### 3.4.1 Quantum $GL(1+1)$

We can easily generalize this character solution of the $GL(2)$ Hirota equation (2.6) with the T-hook boundary conditions Fig.3 to the full spectral parameter dependent solution of (2.10). Let us choose a gauge $T_{0,s} = 1$, \ $-\infty < s < \infty$, $T_{1,0} = 1$ and denote $\Xi_{1,s>0}(u) = \frac{\phi_R}{\Phi^+_L}$, $\Xi_{1,s<0}(u) = \frac{\phi_R}{\Phi^-_L}$, $T_{2,0} = \frac{\psi^+}{\psi^-}$. The only non-trivial Hirota equation expresses $\Psi$ through two independent functions parameterizing the solution:
\begin{equation}
\xi(u) := \frac{\psi^+}{\psi^-} = 1 - \frac{\phi_R^+}{\phi_R^-} \frac{\phi_L^+}{\phi_L^-}
\end{equation}
which can be solved as
\begin{equation}
\Psi(u + iK) = \Psi(u) \prod_{k=0}^{K-1} \xi(u + i(k + 1/2))
\end{equation}
The rest of the non-trivial T-functions are easily expressed from the Hirota equation (2.4)
which has in these cases only two terms and represents the discrete Laplace equation:

\[ T_{a>0,0}(u) = \frac{\Psi(u + i(a - 1)/2)}{\Psi(u - i(a - 1)/2)} \]  
(3.28)

\[ T_{1,s>0}(u) = \frac{\Phi_R(u + is/2)}{\Phi_R(u - is/2)} \]  
(3.29)

\[ T_{1,s<0}(u) = \frac{\Phi_L(u + is/2)}{\Phi_L(u - is/2)} \]  
(3.30)

Thus we parameterized the general solution in terms of two functions \( \Phi_{L,R}(u) \). It would be interesting to understand whether this system describes any integrable sigma model, with appropriate analyticity properties for these functions.

4. Solution of Y-system in the scaling limit and quasiclassical strings

In this section we recall the construction [1] of the general solution of the AdS/CFT Y-system for an arbitrary state, to the leading wrapping order \( \mathcal{O}(e^{-cL}) \). An important feature of this solution is that it is in one to one correspondence with the large \( L \) spectrum of the theory given by asymptotic Bethe ansatz of [11]. It can be used to establish a link between an exact solution of the Y-system, or Hirota equation, and the corresponding state of the theory. Then we use this asymptotic solution of the Y-system to identify our SU(2,2|4) character solution (2.19) with the full quasiclassical result of [11] containing the complete one-loop approximation of the Metsaev-Tseytlin sigma-model around any classical finite gap solution. In [2] it was proposed to read off the quantum numbers of a state by matching the behavior at large \( a \) and large \( s \) with its asymptotic large \( L \) solution. In this section we apply this procedure for a general classical state, using our new general character solution of the Y-system in the strong coupling limit. For each classical finite gap solution we find the corresponding solution of Y-system. Then we show that this general classical Y-system solution has the same structure as the one arising in the direct one-loop quasiclassical string analysis18.

4.1 Asymptotic solution in scaling limit

Let us remind the asymptotic large \( L \) solution of the Y-system [1] compatible with the ABA of [11, 10]. In the context of ABA the states are parameterized by 7 types of Bethe roots (one for each node of the \( \mathfrak{psu}(2,2|4) \) Dynkin diagram). We denote them \( u_{a,j} \) where the roots of each type \( a = 1, \ldots, 7 \) are labeled by the index \( j = 1, \ldots, K_a \). The auxiliary roots \( (u_{1,j}, u_{2,j}, u_{3,j}) \) and \( (u_{5,j}, u_{6,j}, u_{7,j}) \) describe the “magnons” of the left and right \( \mathfrak{su}(2|2) \)

\[ \text{ Though the structures stemming from these two very different approaches, the Y-system on the one hand and the quasiclassical quantization of the finite gap algebraic curve on the other hand (confirmed by the direct one-loop computations in the string functional integral) will be convincingly identical, for the complete comparison one should study the exact Bethe equations for auxiliary roots } u_{a,j} \text{ (see below). We postpone the detailed analysis for the future work. } \]
subalgebras. The middle node roots $u_{4,j}$ are momentum carrying and can be viewed as the rapidities of the inhomogeneities of an $\mathfrak{su}_r(2|2) \oplus \mathfrak{su}_r(2|2)$ spin chain. The corresponding $\mathfrak{su}_r(2|2)$ S-matrix, satisfying the Yang-Baxter equation, was obtained in \cite{54}. For a given $K_4$ one can construct the full $\mathfrak{psu}(2,2|4)$ transfer matrix from this S-matrix. Its eigenvalues are also parameterized by the auxiliary roots $(u_{1,j}, u_{2,j}, u_{3,j})$ for the left wing and $(u_{5,j}, u_{6,j}, u_{7,j})$ for the right wing. In the simplest fundamental $\mathfrak{su}_r(2|2)$ representation for the auxiliary transfer-matrix the eigenvalues are

$$
T_{1,1}^{R}(u) = -T_{1,1}^{R,1}(u) + T_{1,1}^{R,2}(u) + T_{1,1}^{R,3}(u) - T_{1,1}^{R,4}(u)
$$

where

$$
T_{1,1}^{R,1}(u) = \frac{Q_1^+}{Q_1^+} \prod_{j=1}^{K_4} \frac{1 - 1/(x^+ x_{4,j}^+)}{1 - 1/(x^+ x_{4,j}^-)} x^+ - x_{4,j}^-, \quad T_{1,1}^{R,2}(u) = \frac{Q_1^+ Q_2^+}{Q_1^+ Q_2} \prod_{j=1}^{K_4} \frac{x^- - x_{4,j}^-}{x^- - x_{4,j}^+},
$$

$$
T_{1,1}^{R,3}(u) = \frac{Q_2^-}{Q_2^+ Q_3} \prod_{j=1}^{K_4} \frac{x^- - x_{4,j}^-}{x^- - x_{4,j}^+}, \quad T_{1,1}^{R,4}(u) = \frac{Q_3^+}{Q_3}
$$

with the $Q$-functions and Zhukovsky $x(u)$ variables defined as follows

$$
Q_a = Q_a(u) = \prod_j (u - u_{a,j})
$$

$$
x = x(u) = \frac{1}{2} \left( u/g + i \sqrt{4 - u^2/g^2} \right)
$$

$$
x_{a,j} = \frac{1}{2} \left( u_{a,j}/g + \sqrt{u_{a,j}/g - 2 \sqrt{u_{a,j}/g + 2}} \right). \tag{4.2}
$$

Similar formulas are true for $\mathfrak{su}_r(2|2)$ transfer matrix $T_{1,-1}^{L}$ and we omitted the $R, L$ superscripts by $Q$-functions. For more general representations in auxiliary space with rectangular $a \times s$ Young diagrams one can use the following generating function \cite{17, 55, 18, 1}

$$
W_R = \left[ 1 - T_{1,1}^{R,1} D \right] \left[ 1 - T_{1,1}^{R,2} D \right]^{-1} \left[ 1 - T_{1,1}^{R,3} D \right]^{-1} \left[ 1 - T_{1,1}^{R,4} D \right], \quad D = e^{-i \partial_a} \tag{4.3}
$$

To generate the corresponding $T_{a,1}$ and $T_{1,s}$ one should expand the above functional in a formal series in $D$ and commute all $D$’s to the right

$$
W_R = \sum_{s=0}^{\infty} T_{a,s}^{R} (u + i \frac{1-s}{2}) D^s, \quad W_R^{-1} = \sum_{a=0}^{\infty} (-1)^a T_{a,1}^{R} (u + i \frac{1-a}{2}) D^a. \tag{4.4}
$$

In our gauge $T_{a,0}^{R} = T_{0,s}^{R} = 1$ and the boundary $T_{a,2}^{R}, T_{2,s}^{R}$ (corresponding to typical representations) can be easily found from the Hirota equation \cite{20}. One can also write similar equations for the left wing, replacing $(Q_1, Q_2, Q_3)$ by $(Q_7, Q_6, Q_5)$. In order to match the ABA equations (valid at large $L$) it was proposed in \cite{1} to relate these eigenvalues of transfer matrices to the Y-functions in the following way

$$
Y_{a} = \frac{T_{a,1}^{+} T_{a,1}^{-}}{T_{a+1,1} T_{a-1,1}} - 1, \quad 1/Y_{a} = \frac{T_{1,s}^{+} T_{1,s}^{-}}{T_{1,s+1} T_{1,s-1}} - 1, \tag{4.5}
$$
\[ Y_\bullet \simeq T_{a,1}^R T_{a,1}^L \prod_{n=-\frac{a-1}{2}}^{\frac{a+1}{2}} \Phi(u + in) \]  

(4.6)

where

\[ \Phi(u) = \left( \frac{x^-}{x^+} \right)^L K_i \prod_{j=1}^{4} \sigma^2(u,u_{4,j}) \frac{x_{4,j}^+ (1/x^+ - x_{4,j}^-)(x^- - x_{4,j}^+)}{x_{4,j}^- (1/x^- - x_{4,j}^+)(x^+ - x_{4,j}^-)} \times \]

\[ \prod_{j=1}^{K_i} \frac{1/x^+ - x_{1,j}}{1/x^- - x_{1,j}} \prod_{j=1}^{K_5} \frac{1/x^+ - x_{3,j}}{1/x^- - x_{3,j}} \prod_{j=1}^{K_8} \frac{1/x^+ - x_{5,j}}{1/x^- - x_{5,j}} \]  

(4.7)

Here \( \sigma(u,v) \) is the dressing factor of the Y-system. This asymptotic solution of the Y-system was constructed in such a way as to fit the ABA equations of the middle nodes the form

\[ Y_{\bullet}^{ph}(u_{4,j}) \simeq -1 \]  

(4.8)

### 4.2 Asymptotic T-functions for the entire T-hook

To do the comparison of our character solution (2.19) to the asymptotic solution of the AdS/CFT Y-system described in the previous section, we have to find the T-functions not only for the \( su_{L,R}(2|2) \) wings but also for the middle nodes. As was mentioned in the previous section it is possible to pack these two sets of \( T_{a,s}^R, T_{a,s}^L \) with \( a, s \) belonging to the \( su_{L,R}(2|2) \) fat hooks (Fig.2) into one \( psu(2,2|4) \) T-hook (Fig.3). This, however, necessarily involves a change of the gauge for T-functions so that at least one of the wings would be exponentially suppressed at large length \( L \), similarly to the example of SU(2) principal chiral field considered in the previous section. We define

\[ T_{a,+s} = T_{a,s}^R \prod_{m=-\frac{a-1}{2}}^{\frac{a+1}{2}} \prod_{n=-\frac{a-1}{2}}^{\frac{a+1}{2}} \Phi^R(u + in + im) \ , \ s > 0 \]

\[ T_{a,+0} = 1 \]  

(4.9)

\[ T_{a,-s} = T_{a,s}^L \prod_{m=-\frac{a-1}{2}}^{\frac{a+1}{2}} \prod_{n=-\frac{a-1}{2}}^{\frac{a+1}{2}} \Phi^L(u + in + im) \ , \ s > 0 \]

where we split the factor \( \Phi(u) \) into two

\[ \Phi^R(u) = \left( \frac{x^-}{x^+} \right)^L \prod_{j=1}^{K_i} \frac{x_{4,j}^+ (1/x^+ - x_{4,j}^-)(x^- - x_{4,j}^+)}{x_{4,j}^- (1/x^- - x_{4,j}^+)(x^+ - x_{4,j}^-)} K_i \prod_{j=1}^{K_5} \frac{1/x^+ - x_{3,j}}{1/x^- - x_{3,j}} K_8 \prod_{j=1}^{K_8} \frac{1/x^+ - x_{5,j}}{1/x^- - x_{5,j}} \]  

(4.10)

\[ \Phi^L(u) = \left( \frac{x^-}{x^+} \right)^L \prod_{j=1}^{K_i} \frac{x_{4,j}^+ (1/x^+ - x_{4,j}^-)(x^- - x_{4,j}^+)}{x_{4,j}^- (1/x^- - x_{4,j}^+)(x^+ - x_{4,j}^-)} K_5 \prod_{j=1}^{K_5} \frac{1/x^+ - x_{7,j}}{1/x^- - x_{7,j}} K_8 \prod_{j=1}^{K_8} \frac{1/x^+ - x_{5,j}}{1/x^- - x_{5,j}} \]

so that \( \Phi(u) = \Phi^R(u)\Phi^L(u) \). Notice that for large \( L \) both of these factors are exponentially small. For \( s > 0 \) and \( s < 0 \) the new \( T_{a,s} \) are equivalent up to a gauge transformation to
the old ones. This implies that Hirota equation is satisfied exactly for $s > 0$ and $s < 0$. Moreover, it is easy to check that now Hirota equation is approximately satisfied even for $s = 0$, though with an exponential precision in large $L$ (for a fixed coupling). Finally, now we can write the middle node $Y$-functions $Y_{a}$ in terms of these $T$'s in a standard way

$$Y_{a} = \frac{T_{a+1} T_{a-1}}{T_{a+1,0} T_{a-1,0}} \simeq T_{a+1} T_{a-1} .$$

(4.11)

4.3 Classical limit

Now we will take the classical limit in the asymptotic large $L$ solution of the AdS/CFT $Y$-system described above. We remind that the ABA equations were constructed in [34, 10] to reproduce the correct finite gap algebraic curve of [34] in the scaling limit $L \sim K_{a} \sim \sqrt{\lambda}$. In this limit the Bethe roots are densely distributed along some linear stretches in the complex $u$-plane. These stretches can be interpreted as branch cuts of some Riemann surface connecting in various ways 8 sheets of this surface. We denote the corresponding 8-valued function as $(\lambda_{a}, \mu_{a})$ where $a = 1, 2, 3, 4$. They are the eigenvalues of the monodromy matrix of the classical worldsheet theory. Using notations of [34] one can define

$$\lambda_{a} = e^{-i \bar{p}_{a}}, \quad \mu_{a} = e^{-i \bar{p}_{a}}$$

(4.12)

where

$$\bar{p}_{1} = \frac{Lx/(2g) + Q_{2x}}{x^{2} - 1} + H_{1} + \bar{H}_{3} - \bar{H}_{4},$$

$$\bar{p}_{1} = \frac{Lx/(2g) - Q_{2}}{x^{2} - 1} + H_{1} - H_{2} - \bar{H}_{2} + \bar{H}_{3},$$

$$\bar{p}_{2} = \frac{Lx/(2g) + Q_{2}}{x^{2} - 1} + H_{2} - H_{3} - \bar{H}_{1} + \bar{H}_{2},$$

$$\bar{p}_{2} = \frac{Lx/(2g) - Q_{2}}{x^{2} - 1} - H_{3} + H_{4} - \bar{H}_{1},$$

$$\bar{p}_{3} = \frac{Lx/(2g) + Q_{2}}{x^{2} - 1} + H_{5} - H_{4} + \bar{H}_{7},$$

$$\bar{p}_{3} = \frac{Lx/(2g) - Q_{2}}{x^{2} - 1} - H_{5} + H_{6} + \bar{H}_{7} - \bar{H}_{6},$$

$$\bar{p}_{4} = \frac{Lx/(2g) - Q_{2}}{x^{2} - 1} - H_{6} + H_{7} - \bar{H}_{5},$$

$$\bar{p}_{4} = \frac{Lx/(2g) + Q_{2}}{x^{2} - 1} - H_{7} - H_{5} + \bar{H}_{4} .$$

(4.13)

Here the Bethe root resolvents $H_{a}$ are

$$H_{a} = \sum_{j=1}^{K_{a}} \frac{x^{2}}{x^{2} - 1} \frac{1}{x - x_{a,j}} , \quad \bar{H}_{a}(x) = H_{1}(1/x) .$$

(4.14)

Expanding (4.3) in the scaling limit one gets\textsuperscript{19}

$$\mathcal{W}^{R} = \frac{(1 - d^{R} \lambda_{1})(1 - d^{R} \lambda_{2})}{(1 - d^{R} \mu_{1})(1 - d^{R} \mu_{2})} , \quad \mathcal{W}^{L} = \frac{(1 - d^{L} \lambda_{1})(1 - d^{L} \lambda_{3})}{(1 - d^{L} \mu_{1})(1 - d^{L} \mu_{3})}$$

(4.15)

where $d^{R,L}$ are new formal expansion parameters related to the old $D$ in the following way

$$d^{R} = D \exp \left[ -i \left( \frac{Lx/(2g) + Q_{2}}{x^{2} - 1} - H_{4} + \bar{H}_{1} - \bar{H}_{3} \right) \right] ,$$

(4.16)

$$d^{L} = D \exp \left[ -i \left( \frac{Lx/(2g) + Q_{2}}{x^{2} - 1} - H_{4} + \bar{H}_{7} - \bar{H}_{5} \right) \right] .$$

(4.17)

\textsuperscript{19}For this expansion we assume the spectral parameter to be in the upper half plane. For the other values an analytical continuation should be performed. See for example see [38] for more details of this procedure.
The transfer-matrix eigenvalues look in new notations in this limit as follows

\[
T_{1,s}^R = \frac{\mu_1 s^{-1}(\mu_1 - \lambda_1)(\mu_1 - \lambda_2) - \mu_2 s^{-1}(\mu_2 - \lambda_1)(\mu_2 - \lambda_2)}{\mu_1 - \mu_2} \left(\frac{dR}{D}\right)^s
\]

\[
T_{a,1}^R = (-1)^a \lambda_1 a^{-1}(\lambda_1 - \mu_1)(\lambda_1 - \mu_2) - \lambda_2 a^{-1}(\lambda_2 - \mu_1)(\lambda_2 - \mu_2) \frac{(dR)}{\lambda_1 - \lambda_2}
\]

(4.18)

and similarly for \(T^L\). Noticing that

\[
\Phi^R(u) \simeq \exp \left[-i \left(\frac{xL/(2g) + xQ_2}{x^2 - 1} + H_4 - H_1 + H_3\right)\right] = \frac{D}{dR},
\]

(4.19)

\[
\Phi^L(u) \simeq \exp \left[-i \left(\frac{xL/(2g) + xQ_2}{x^2 - 1} + H_4 - H_7 + H_5\right)\right] = \frac{D}{dL}
\]

(4.20)

we see that the global \(T\)'s defined in the previous section are functions of \(\lambda_a\) only!

\[
T_{2,+s} = (\lambda_1 - \mu_1)(\lambda_1 - \mu_2)(\lambda_2 - \mu_1)(\lambda_2 - \mu_2)\frac{\mu_1 s^{-2}\mu_2 s^{-2}}{\mu_1 - \mu_2}, \quad s > 1
\]

\[
T_{1,+s} = \frac{\mu_1 s^{-1}(\mu_1 - \lambda_1)(\mu_1 - \lambda_2) - \mu_2 s^{-1}(\mu_2 - \lambda_1)(\mu_2 - \lambda_2)}{\mu_1 - \mu_2}, \quad s > 0
\]

\[
T_{+,+s} = 1
\]

(4.21)

\[
T_{a,+0} = 1, \quad a > 0
\]

\[
T_{a,+1} = (-1)^a \frac{\lambda_1 a^{-1}(\lambda_1 - \mu_1)(\lambda_1 - \mu_2) - \lambda_2 a^{-1}(\lambda_2 - \mu_1)(\lambda_2 - \mu_2)}{\lambda_1 - \lambda_2}, \quad a > 0
\]

\[
T_{a,+2} = (\lambda_1 - \mu_1)(\lambda_1 - \mu_2)(\lambda_2 - \mu_1)(\lambda_2 - \mu_2)\frac{\lambda_1 a^{-2}\lambda_2 a^{-2}}{\lambda_1 - \lambda_2}, \quad a > 1
\]

and for \(T_{a,-s}, s > 0\) one should replace \(\lambda_a \to 1/\lambda_{5-a}\) and \(\mu_a \to 1/\mu_{5-a}\) in \(T_{a,+s}\). We recognize in these formulae the \(U(2|2)\) super-characters generated by the formula \((2.14)\) with \(x_1 = \lambda_1, x_2 = \lambda_2, y_1 = \mu_1, y_2 = \mu_2\). This also implies that all asymptotic \(Y\)-functions can be written solely in terms of \(\lambda_j, \mu_j\) in the scaling limit. Hirota equation is satisfied exactly for all nodes except the middle ones, for \(s = 0\). Notice that \(\lambda_1, \lambda_2, \mu_1, \mu_2 \sim \Delta = e^{-2g(x^2-1)}\) are exponentially small for large \(L/g\) whereas \(\lambda_3, \lambda_4, \mu_3, \mu_4 \sim 1/\Delta\) are exponentially large. One can see that at \(s = 0\) Hirota equation is satisfied only with \(\Delta^2a\) precision for the \(a\)-th middle node. Thus for large \(a\)'s this solution should share the same behaviors with the exact solution. Now we will compare the classical solution \((4.21)\) with our \(SU(2, 2|4)\) characters \((2.19)\).

### 4.4 Asymptotic solution as a limit of \(U(2, 2|4)\) super-characters

Before relating the above asymptotic solution to \((2.19)\), we first perform the following gauge transformation

\[
\tilde{T}_{a,s} = \left(\frac{x_3 x_4}{y_3 y_4}\right)^a T_{a,s}.
\]

(4.22)

In this gauge, the factor \(\frac{y_{34}}{x_{34}}\) in \((2.17)\) will disappear. Then under a natural identification which will be formally confirmed in the next section

\[
x_i = \mu_i, \quad y_i = \lambda_i, \quad i = 1, \ldots, 4
\]

(4.23)
we get for $L/g \gg 1$, when $\{\mu_1, \mu_2 | \lambda_1, \lambda_2\} \sim \Delta \ll 1$ and $\{\mu_3, \mu_4 | \lambda_3, \lambda_4\} \sim 1/\Delta \gg 1$,
\[
\tilde{T}_{a,s} \sim T_{a,s} + O(\Delta^{|s|+2}) \quad (4.24)
\]
and $T_{a,s} \sim \Delta^{|s|}$. Notice that the map (4.23) in particular implies that the $T_{a,s}$ have a very simple interpretation from the worldsheet theory point of view. We remind that $\{\mu_1, \ldots, \mu_4 | \lambda_1, \ldots, \lambda_4\}$ are the eigenvalues of the classical monodromy matrix
\[
\Omega = P \exp \oint L \, d\sigma \quad (4.25)
\]
where $L$ is the classical Lax connection constructed as a linear combination of the worldsheet spacial and temporal components of the classical $\text{SU}(2,2|4)$ current with the coefficients depending on a spectral parameter [35]. Thus $T_{a,s}$ are simply the characters of the monodromy matrix!
\[
T_{a,s} = \text{Str}_{a,s} \Omega \quad (4.26)
\]
$T_{a,s}$, as well as the monodromy matrix, is thus an explicit functional of the elementary fields of Metsaev-Tseytlin superstring. One can speculate that at the quantum level a similar relation exists. Namely, we expect
\[
T_{a,s} = \langle \text{state}| \text{Str}_{a,s} \hat{\Omega} | \text{state}\rangle \quad (4.27)
\]
Usually Hirota equation follows for this kind of objects automatically provided a Yang-Baxter relation is satisfied for the quantum analog of the Lax connection. Of course the details of this identification could be complicated [62].

### 4.5 Fixing the parameters of the general solution

In this section we derive the map (4.23) in a direct way, similarly to how it was done for the $\mathfrak{sl}(2)$ sector in [42]. The map (4.23) could be established by comparing the large $a$ and $s$ asymptotics of $T$-functions (4.21) and the characters (2.19). First of all we formally treat (2.19) as a general solution of Hirota equation in the T-hook Fig.1a. Indeed it has 7 independent gauge invariant parameters (due to (2.24) we can always set, say, $x_1 = 1$) and this is the maximal number of independent parameters for a solution in the T-hook up to the gauge transformations. Together with the gauge transformations we have 11 parameters

20This kind of relations is similar to the way the asymptotic solution is constructed as eigenvalues of transfer matrices of the asymptotic spin-chain. See also [39].

21It would be interesting to study this kind of relation at weak coupling where the spectrum is governed by a $\mathfrak{su}(2,2|4)$ generalization of the rational Heisenberg spin chain whose space of state is infinite dimensional. For that one may evaluate the universal $R$-matrix for evaluation representations of the super Yangian $Y(\mathfrak{gl}(4|4))$ based on infinite dimensional representations of $\mathfrak{u}(2,2|4)$ mentioned in Sec.3 and use supersymmetric extension [40, 41] of the Bazhanov-Lukyanov-Zamolodchikov construction of T and Q-operators [51]. This should lead to the weak coupling limit of $T_{a,s}$ in physical kinematics.

22For example, one can specify $T_{3,s}, T_{4,s}, s = -2, -1, 0, 1, 2$ and $T_{0,1}$ and reconstruct all the others $T_{a,s}$ from these $5 + 5 + 1$ functions by means of the Hirota equation. It follows from Hirota equation that $T_{2,s} = (T_{3,s}^+ T_{3,s}^- - T_{3,s-1} T_{3,s+1})/T_{4,s}$. Repeating this procedure it is easy to reconstruct all $T_{a,s}$ for any $s$ and $a \geq |s|$. Then, along with $T_{0,1}$, one finds in the same way $T_{a,\pm s}$ for any $a$ and $s > a$. One should extract then 4 gauge transformations $T_{a,s} \rightarrow g_1 g_2^a g_3^s T_{a,s}$ to get $11 - 4 = 7$ parameters.

\[\text{– 21 –}\]
to fix. We can always choose the gauge $T_{0,s} = 1$ which fixes $g_1 = g_3 = 1$ leaving us with only 9 parameters. We will fix these parameters by comparing the large $a$ and $s$ behavior of the exact $T_{a,s}$ with the asymptotic $T_{a,s}$ and get the map between $(x_1, \ldots, x_4, y_1, \ldots, y_4, g_2)$ and $(\lambda_1, \ldots, \lambda_4, \mu_1, \ldots, \mu_4)$. We have for that precisely 9 equations

$$
\lim_{a \to +\infty} \frac{1}{a} \log \frac{T_{a,s}^g}{T_{a,s}} = 0, \quad s = -2, -1, 0, 1, 2 \quad (4.28)
$$

$$
\lim_{s \to +\infty} \frac{1}{s} \log \frac{T_{a,s}^g}{T_{a,s}} = 0, \quad a = 1, 2 \quad (4.29)
$$

$$
\lim_{s \to -\infty} \frac{1}{s} \log \frac{T_{a,s}^g}{T_{a,s}} = 0, \quad a = 1, 2 \quad (4.30)
$$

where

$$
T_{a,s}^g = g_2^a T_{a,s}. \quad (4.31)
$$

Using the explicit expression (2.19) one finds

$$
\lim_{a \to +\infty} \frac{1}{a} \log \frac{T_{a+2}^g}{T_{a+2}} = \log \left( \frac{y_1 y_2 y_3 y_4}{x_3 x_4} \frac{g_2}{\lambda_1 \lambda_2} \right) \quad (4.32)
$$

as well as

$$
\lim_{a \to +\infty} \frac{1}{a} \log \frac{T_{a,0}^g}{T_{a,0}} = \log \left( \frac{y_3 y_4}{x_3 x_4} g_2 \right) \quad (4.33)
$$

We had to assume here that

$$
|y_3 y_4| > |y_2 y_4|, |y_1 y_4|, |y_2 y_3|, |y_1 y_3|, |y_1 y_2| \quad (4.34)
$$

which is the case asymptotically because $y_3, y_4 \sim 1/\Delta$, $y_1, y_2 \sim \Delta$, where $\Delta$ is exponentially small for large $L$. From (4.32) and (4.33) we obtain

$$
g_2 = \frac{x_3 x_4}{y_3 y_4}, \quad y_1 y_2 = \lambda_1 \lambda_2. \quad (4.35)
$$

Similarly

$$
\lim_{a \to +\infty} \frac{1}{a} \log \frac{T_{a+1}^g}{T_{a+1}} = \lim_{a \to +\infty} \frac{1}{a} \log \left( \frac{A_1 y_1^2 + A_2 y_2^2}{B_1 \lambda_1^2 + B_2 \lambda_2^2} \right) = 0 \quad (4.36)
$$

since generically we have $|\lambda_1| > |\lambda_2|$ or $|\lambda_2| > |\lambda_1|$ and the expression for $T_{a,s}^g$ is symmetric under exchange $y_1 \leftrightarrow y_2$. We can assume $|y_1| > |y_2|$ then from (4.36) and (4.32) we get $y_1 = \lambda_1$, $y_2 = \lambda_2$ or $y_1 = \lambda_2$, $y_2 = \lambda_1$. Again due to the symmetry we can always choose

$$
y_1 = \lambda_1, \quad y_2 = \lambda_2. \quad (4.37)
$$

In the same way, from the other equations one fixes uniquely (up to a trivial interchange symmetries) the rest of relations, to obtain finally

$$
y_i = \lambda_i, \quad x_i = \mu_i, \quad i = 1, \ldots, 4 \quad (4.38)
$$

which is the map we conjectured in the previous section on the basis of the asymptotic solution. Notice that in contrast to [42] we fixed the parameters of the general solution by
comparing the large $a,s$ limit of the T-functions rather than the Y-functions. It has an advantage because one does not need to rely on TBA equations at all in this consideration. From this point of view the TBA approach is only one of the numerous tests of the fundamental Hirota dynamics. The asymptotic solution and the T-hook boundary conditions for Hirota dynamics of [1] are the only two fundamental blocks needed to find the exact T-functions and thus to find the AdS/CFT spectrum. Moreover, in the framework of the integral TBA equations each state should be subjected to a case-by-case study since the “driving” terms could be very different for different states and could change when a singularity of the integrand crosses the integration contours at some values of parameters [3, 4, 18, 28] leaving unaffected the equations in the functional form. Technically, however, one should not ignore completely the TBA equations since they give a convenient framework for the study of the spectrum. In the next section we speculate about the possible extension of the TBA equations for excited states to the other sectors, using the known exact solution built above for strong coupling.

4.6 Magic products

$T_{a,s}$ are rather complicated functions. Moreover they contain a gauge ambiguity. It was shown in [42] that some particularly important gauge invariant combinations of them are relatively simple functions of $\lambda_i, \mu_i$. They are some infinite products of $Y_{a,s}$ called in [42] as “magic” products. Here we give their generalizations from the $\mathfrak{sl}(2)$ sector to the full theory. All of them can be verified simply using the Hirota equation (2.10). There exists a couple of relatively simple “magic” products

$e^{M_F^+} = \frac{1}{Y_{1,+,1}Y_{2,+2}} \prod_{a=1}^{\infty} (1 + Y_{a,0}) = \frac{\lambda_1 \lambda_2}{\mu_1 \mu_2}$, \hspace{1cm} (4.39)

and a bit more complicated ones

$e^{M_F^-} = \frac{1}{Y_{1,-1}Y_{2,-2}} \prod_{a=1}^{\infty} (1 + Y_{a,0}) = \frac{\mu_3 \mu_4}{\lambda_3 \lambda_4}$, \hspace{1cm} (4.40)

and

$e^{M_0} \equiv \prod_{a=1}^{\infty} (1 + Y_{a,0})^a = e^{N_*}, \hspace{0.5cm} N_* \equiv \sum \sum \log \frac{(1 - \mu_i/\lambda_j)(1 - \lambda_i/\mu_j)}{(1 - \mu_i/\mu_j)(1 - \lambda_i/\lambda_j)}$, \hspace{1cm} (4.41)

and

$e^{-M_0} \equiv e^{-M_0} \prod_{a=1}^{\infty} \left( \frac{1 + Y_{a,+1}}{1 + Y_{a,1}} \right)^a = e^{-N_*}, \hspace{0.5cm} |\lambda_1| < |\lambda_2|$, \hspace{1cm} (4.42)

$e^{-M_*^+} \equiv e^{-M_*} \prod_{a=1}^{\infty} \left( \frac{1 + Y_{a,-1}}{1 + Y_{a,-1}} \right)^a = e^{-N_*^+}, \hspace{0.5cm} |\lambda_3| < |\lambda_4|$, \hspace{1cm} (4.43)

23There are usually several equivalent forms integral equations. They could have a different structures of singularities which indicates their artificial, non-physical nature.
where

\[
N_{i*} \equiv \sum_{j=3,4} \log \left( \frac{1 - \lambda_i / \mu_j}{1 - \lambda_i / \lambda_j} \right), \quad N_{i*} \equiv \sum_{j=3,4} \log \left( \frac{1 - \mu_i / \lambda_j}{1 - \mu_i / \mu_j} \right),
\]

\[
N_{ij} \equiv \sum_{i=1,2} \log \left( \frac{1 - \mu_i / \lambda_j}{1 - \lambda_i / \lambda_j} \right), \quad N_{ij} \equiv \sum_{i=1,2} \log \left( \frac{1 - \lambda_i / \mu_j}{1 - \lambda_i / \mu_j} \right).
\]

For $|\lambda_1| > |\lambda_2|$ one can use the $\lambda_1 \leftrightarrow \lambda_2$ symmetry. And finally we define

\[
e^{-M_+} \equiv \frac{1 + 1/Y_{2,+2}}{1 + 1/Y_{2,+2}} \prod_{a=2}^{\infty} \left( \frac{1 + Y_{a,+1}}{1 + Y_{a,+1}} \right)^{a-2} = e^{-N_{i*}}, \quad |\lambda_1| < |\lambda_2|
\]

\[
e^{-M_-} \equiv \frac{1 + 1/Y_{2,-2}}{1 + 1/Y_{2,-2}} \prod_{a=2}^{\infty} \left( \frac{1 + Y_{a,-1}}{1 + Y_{a,-1}} \right)^{a-2} = e^{-N_{j*}}, \quad |\lambda_3| < |\lambda_4|
\]

In the next section we will see that these products appear in the equations for the spectrum at the one-loop level and also discuss them in the context of quasiclassical quantization.

4.7 One-loop energy and quasiclassical quantization

In this section we show that the leading classical solution of the Y-system allows to make a rather nontrivial comparison with the direct worldsheet quasiclassical one-loop quantization, technically entirely based on the algebraic curve of the classical finite gap solution of [34].

4.7.1 Quasiclassical quantization from the algebraic curve

In this section we briefly remind the idea of one-loop quantization from the algebraic curve. The algebraic curve allows one to classify the quasi-periodic classical solutions of the worldsheet sigma model in a transparent and covariant way. The algebraic curve is an 8-sheet Riemann surface constructed out of the eigenvalues $(\lambda_1, \ldots, \lambda_4|\mu_1, \ldots, \mu_4)$ of the monodromy matrix $\Omega(x)$. The BMN vacuum corresponds to the “empty” curve where the eigenvalues have only singularities at $x = \pm 1$. In general, there are some branch cuts connecting the sheets. The ABA is equivalent at the classical level to the algebraic curve and the cuts can be thought of as condensates of the Bethe roots. The precise map between the configuration of the Bethe roots and the curve is given by (4.13), where $\lambda_i$ and $\mu_i$ are related to 8 quasi-momenta $p_i = \{\hat{p}_i, \tilde{p}_i\}$ by (4.12) where $i$ can take the values $\hat{1}, \ldots, \hat{4}$ or $\tilde{1}, \ldots, \tilde{4}$.

As was proposed in [36] the one-loop corrections to the classical energies can be computed by studying the spectrum of quadratic fluctuations $\delta E_{ij}^n$ around a given classical state

\[
\delta E = \frac{1}{2} \sum_{(ij)} \sum_n (-1)^F \delta E_{ij}^n
\]
where $ij$ labels the polarization and can take the following values for bosonic fluctuations ($F_{ij} = 0$)

$$(ij) = (\tilde{1}, \tilde{3}), (\tilde{2}, \tilde{3}), (\tilde{1}, \tilde{4}), (\tilde{2}, \tilde{4}) , \quad (\tilde{1}, \tilde{3}), (\tilde{2}, \tilde{3}), (\tilde{1}, \tilde{4}), (\tilde{2}, \tilde{4}) , \quad (\tilde{1}, \tilde{3}), (\tilde{2}, \tilde{3}), (\tilde{1}, \tilde{4}), (\tilde{2}, \tilde{4}) . \quad (4.48)$$

and for fermionic fluctuations ($F_{ij} = 1$)

$$(ij) = (\tilde{1}, \tilde{3}), (\tilde{2}, \tilde{3}), (\tilde{1}, \tilde{4}), (\tilde{2}, \tilde{4}) , \quad (\tilde{1}, \tilde{3}), (\tilde{2}, \tilde{3}), (\tilde{1}, \tilde{4}), (\tilde{2}, \tilde{4}) . \quad (4.49)$$

The quadratic fluctuations have a natural interpretation in terms of some additional small cuts on the curve in the background of the macroscopic cuts corresponding to the initial classical finite gap solution. For example the fluctuation $(\tilde{1}, \tilde{3})$ correspond to additional small cuts connecting $\tilde{p}_1$ and $\tilde{p}_3$. The values of the spectral parameter $x$ where one can add small cuts are not arbitrary. At these points the sheets of the Riemann surface should touch each other which imposes

$$p_1(x_n^{ij}) - p_3(x_n^{ij}) = 2\pi n . \quad (4.50)$$

Addition of these extra cuts has two different effects: firstly, the small cuts by themselves carry an energy, secondly, the roots belonging to the big cuts are now slightly displaced which also affects the energy

$$\delta E = \frac{1}{2} \sum_{(ij)} \sum_n (-1)^{F_{ij}} \omega(x_n^{ij}) + \int_C \omega(x) \delta \rho(x) \, dx , \quad (4.51)$$

where $\omega(x) \equiv \frac{x^2+1}{x^2-1}$. Notice that we can convert the sum in (4.51) into an integral as follows

$$\frac{1}{2} \oint \frac{dx}{2\pi i} \omega(x) \partial_x \mathcal{N}^* . \quad (4.52)$$

Indeed $\partial_x \mathcal{N}^*$ defined in (4.41) has simple poles with residues $\pm 1$ when the condition (4.50) is satisfied and thus leads precisely to the sum in (4.51). Next we deform the contour in the integral above so that it goes around the unit circle $|x| = 1$. The integral around the unit circle in Zhukovski parameterization $2z = x + 1/x$ as follows

$$\delta E_{\text{direct}} = \int_{-1}^{1} \frac{dz}{2\pi} \frac{z}{\sqrt{1-z^2}} \partial_x \mathcal{N}^* . \quad (4.53)$$

It is easy to see that $\mathcal{N}^*$ is exponentially small when $L/\sqrt{\lambda} \gg 1$ and to match the ABA one should drop it. The sum in (4.51) is however not necessarily exponentially small in this limit. This is because while deforming the contour one should also take into account that the quasi-momenta in $\mathcal{N}^*$ could have various quadratic branch cuts. These branch cuts get also caught into the deformed contour and they give rise to generically non-vanishing in this limit contributions. However, these contributions could be absorbed into a redefinition of $\delta \rho$ [41] so that the one-loop correction becomes

$$\delta E = \delta E_{\text{direct}} + \int_C \omega(x) \delta \varrho(x) \, dx . \quad (4.54)$$

25For the $su(2)$ and $sl(2)$ subsectors the modification is trivial $\varrho = \rho$. 
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The modified density $\varrho(x)$ is precisely the density of the momentum carrying roots $u_{4,j}$ in the asymptotic limit $L/\sqrt{\lambda} \gg 1$ [11]. In our case $L/\sqrt{\lambda} \sim 1$ but we can show that $\varrho$ is also a density of the roots $u_{4,j}$ but for corrected ABA equations (see Appendix B for more details).

$$1 = -\left(\frac{x_{4,k}}{x_{4,k}}\right)^L K_4 \prod_{j=1}^{K_4} \sigma^2(u_{4,k}, u_{4,j}) \frac{x_{4,j}^+ (1/x_{4,k} - x_{4,j}^-)(x_{4,k}^- - x_{4,j}^+)}{x_{4,j}^- (1/x_{4,k} - x_{4,j}^+)(x_{4,k}^+ - x_{4,j}^-)} \times \prod_{j=1}^{K_4} 1/x_{4,k}^+ - x_{1,j}^- \prod_{j=1}^{K_3} x_{4,k}^+ - x_{3,j}^- \prod_{j=1}^{K_5} x_{4,k}^+ - x_{5,j}^- \prod_{j=1}^{K_7} 1/x_{4,k}^- - x_{7,j}^- \times \exp \left[-\int_{-1}^{+1} (r(x_{4,k}, z)(N_{2_*} + N_{3}) - r(1/x_{4,k}, z)(N_{1_*} + N_{4}) + 2u(x_{4,k}, z)N_s) \, dz\right]$$

(4.55)

where we use the following kernels

$$r(y, z) = \frac{y^2}{y^2 - 1} \frac{\partial_z}{\partial_z} \frac{1}{x(z)} \quad \text{,} \quad u(y, z) = \frac{y}{y^2 - 1} \frac{\partial_z}{\partial_z} \frac{1}{x(z)}$$

$$q(y, z) = \frac{1}{y^2 - 1} \frac{\partial_z}{\partial_z} \frac{1}{x(z)}$$

The last factor in (4.55) is exponentially small in this scaling limit and contains the information about all wrappings for $L \sim \sqrt{\lambda}$. Equations for the auxiliary roots should be modified as well. These modified equations are presented in the Appendix B.

Now we will see how naturally these structures appear in the expression for the energy of a state and for the exact finite volume Bethe equations.

### 4.7.2 One-loop energy from Y-system

In this subsection we will show how the energy can be computed from the Y-system with the one-loop accuracy. Expanding (2.2) at strong coupling we get

$$E = \sum_{j=1}^{K_4} x_{4,j}^2 + 1 \sum_{a=1}^{\infty} \int_{-\infty}^{\infty} \frac{dz}{2\pi} \frac{z}{1 - z^2} \log (1 + Y_{a,0})^a + O \left(1/\sqrt{\lambda}\right),$$

(4.56)

where we introduce a rescaled spectral parameter $z = u/(2g)$. In the scaling limit the number of Bethe roots $K_4$ should scale as $\sqrt{\lambda}$. We see that the first term is of the order $\sqrt{\lambda}$ and thus contains the classical part of the energy which scales as $\sqrt{\lambda}$ and also some part of the one loop correction which scales as $\lambda^0$. The second term is already of the order $\lambda^0$ and contributes only to the one-loop correction. To evaluate the second term one only needs to know the leading order $Y_{a,0}$ found in the previous sections. As it can be seen from the asymptotic expressions for $Y_{a,0}$ in the considered limit, they are supported on the interval $(-1, 1)$. We assume that the exact $Y_{a,0}$ are suppressed outside this interval and one can integrate only over this interval in (4.56). Using (4.41) we immediately recognize that the integral term is precisely $\delta E_{\text{direct}}$ of (4.53) from the algebraic curve computation (and hence related to ABA).
Now we have to define the positions of roots $x_{4,j}$ with a precision $O\left(\lambda^0\right)$. They can be expanded in $1/\sqrt{\lambda}$

\[ x_{4,j} = x_{4,j}^0 + x_{4,j}^1/\sqrt{\lambda} + \ldots \]  

(4.57)

The asymptotic values $x_{4,j}^0$ lead to the classical energy from the first term in (4.56) whereas the corrections $x_{4,j}^1$ contribute at one-loop. Below we show that the equation for $x_{4,j}$ coincides with the Bethe equation (4.55) corrected by virtual fluctuations. For that one can speculate about a possible form of TBA equations for excited states outside the $\mathfrak{sl}(2)$ sector\textsuperscript{26} and extend the considerations of [42] to the full theory.

For the $\mathfrak{sl}(2)$ sector the TBA equation for the $Y_{1,0}$ was proposed in [18] to be of the form

\[
\log Y_{1,0} = \sum_{m=1}^{\infty} T_{1,m} \ast \log(1 + Y_{m,0}) + \sum_{m=1}^{\infty} 2R^{(10)} \otimes K_{m-1} \ast \log(1 + Y_{m,1}) + i\Phi
\]

(4.58)

where $\ast$ and $\otimes$ denote some convolutions, $T_{1,m}$, $R^{(10)}$ are the kernels and $\Phi$ is a potential term, all defined in [18]. This equation is especially important for us since it allows to find the corrected Bethe equation for the middle node by doing analytic continuation to the physical sheet, like in [18]. For the $\mathfrak{sl}(2)$ sector one had $Y_{a,+s} = Y_{a,-s}$ and thus a natural generalization is

\[
\log Y_{1,0} = \sum_{m=1}^{\infty} T_{1,m} \ast \log(1 + Y_{m,0}) + \sum_{m=1}^{\infty} R^{(10)} \otimes K_{m-1} \ast \log(1 + Y_{m+1})(1 + Y_{m-1}) + i\tilde{\Phi}.
\]

In [16] the potential terms were inferred by recovering the ABA type contributions from the kernels of TBA equations for the vacuum [30, 16, 31]. As was shown in [42], technically it is very convenient (and should be also useful for numerics) to subtract the equation satisfied by the asymptotic solution from the above exact equation, to cancel the potential terms\textsuperscript{27}

\[
\log \frac{Y_{1,0}}{Y_{1,0}} = \sum_{m=1}^{\infty} T_{1,m} \ast \log(1 + Y_{m,0}) + \sum_{m=1}^{\infty} R^{(10)} \otimes K_{m-1} \ast \log\left(\frac{1 + Y_{m+1}}{1 + Y_{m+1}} \frac{1 + Y_{m-1}}{1 + Y_{m-1}}\right).
\]

(4.59)

Another advantage of this trick at strong coupling is that the $Y$’s outside the interval $[-1, 1]$ in the rescaled variable $z = u/(2g)$ where $g = \sqrt{\lambda}/\pi$ should coincide with the asymptotic $Y$’s since the middle nodes $Y_{a,0}$ are exponentially small for these values of the spectral parameter in the mirror kinematics. Thus in all convolutions we can restrict the integrations to the interval $[-1, 1]$ where our solution of Q-system is valid. Making the analytic continuation

\textsuperscript{26}We would like to thank P. Vieira for the discussion on some of the points raised in this section.

\textsuperscript{27}Strictly speaking the driving terms in the exact and asymptotic solution could be slightly different. We assume that this difference is suppressed.
to the physical sheet we get \[18\]

$$
\log \frac{Y_{1,0}^{ph}}{Y_{1,0}^{ph}m} = \sum_{m=1}^{\infty} T_{l,m}^{ph,\text{mir}} \ast \log (1 + Y_{m,0}) + \sum_{m=1}^{\infty} K_{m-1}^{-} \ast \log \left( \frac{1 + Y_{m+1} + Y_{m-1}}{1 + Y_{m+1} + Y_{m-1}} \right)
+ \sum_{m=2}^{\infty} \left( R^{(10),\text{mir}}(z_k, w) - B^{(10),\text{mir}}(z_k, w) \right) \ast K_{m-1}^{-} \ast \log \left( \frac{1 + Y_{m+1} + Y_{m-1}}{1 + Y_{m+1} + Y_{m-1}} \right)
+ R^{(10),\text{mir}} \ast \log \left( \frac{1 + Y_{1,+1} + Y_{1,-1}}{1 + Y_{1,+1} + Y_{1,-1}} \right)
B^{(10),\text{mir}} \ast \log \left( \frac{1 + 1/Y_{2,+2} + 1 + 1/Y_{2,-2}}{1 + 1/Y_{2,+2} + 1 + 1/Y_{2,-2}} \right)
$$

(4.60)

where the last two terms appeared from converting the convolution around the B-cycle $\otimes$ into two usual integrals $\ast$ over $[-1, 1]$. Now we simply use the strong coupling expansion of the kernels at large $g$ from \[28\]

$$
R^{(10),\text{mir}}(z_k, w) \simeq r(x_k, w),
B^{(10),\text{mir}}(z_k, w) \simeq r(1/x_k, w),
T_{l,m}^{ph,\text{mir}}(z_k, w) \simeq -m \left[ 2r(x_k, w) + 2u(x_k, w) \right],
K_{m}(z_k - w) \simeq \delta(w - z_k) + m \left[ r(x_k, w) + r(1/x_k, w) \right],
$$

(4.61)

which leads to

$$
\log \frac{Y_{1,0}^{ph}}{Y_{1,0}^{ph}m} = r(x_k, w) \log \prod_{m=1}^{\infty} \left( \frac{1 + Y_{m+1} + Y_{m-1}}{1 + Y_{m+1} + Y_{m-1}} \right)^{m}
+ r(1/x_k, w) \log \frac{1 + 1/Y_{2,+2} + 1 + 1/Y_{2,-2}}{1 + 1/Y_{2,+2} + 1 + 1/Y_{2,-2}} \prod_{m=1}^{\infty} \left( \frac{1 + Y_{m+1} + Y_{m-1}}{1 + Y_{m+1} + Y_{m-1}} \right)^{m-2}
- 2u(x_k, w) \log (1 + Y_{m,0})^{m}.
$$

(4.62)

Using the relations \[44\], \[44\], \[44\], \[44\] for this kind of products of $Y$-functions and assuming that the contours of integration are displaced so that $|\lambda_1| < |\lambda_2|$ and $|\lambda_3| < |\lambda_4|$ we get

$$
\log \frac{Y_{1,0}^{ph}}{Y_{1,0}^{ph}m} \simeq \int_{-1}^{1} \left( -r(x_k, z) \left( N_{2,+} + N_{2,-} \right) + r(1/x_k, z) \left( N_{1,+} + N_{1,-} \right) - 2u(x_k, z)N_{1,j} \right) dz.
$$

Since the exact Bethe equation for the momentum carrying node is $Y_{1,0}^{ph}(u_{4,k}) = -1$ we get the modified asymptotic Bethe equation \[44\] from the previous section.

We see that precisely the same equations for the spectrum appear in both the $Y$-system and the quasiclassical quantization of algebraic curve. This is a striking confirmation of the correctness of the AdS/CFT $Y$-system \[1\]. To complete the prove that both approaches

---

\[28\]Here we use the equivalent form of TBA equations for the massive nodes which differs by zero total momentum from the ones in \[44\]. This requires simultaneous redefinition of the kernel $T_{l,m}^{ph,\text{mir}}(z_k, w)$ and the free terms like in \[44\]. As a result the strong coupling expansion of $T_{l,m}^{ph,\text{mir}}(z_k, w)$ is a bit different from \[44\].
lead to the same result one should also study the auxiliary Bethe equations. Whereas it is easy to obtain the modified form of the auxiliary Bethe equations from the quasiclassical quantization, it is usually more complicated to see them directly from the Y-system (see e.g. [8]). It should follow from some analyticity conditions, which can be read off from the asymptotic solution of the Y-system. Indeed the asymptotic solution is constructed in terms of the transfer-matrices and the auxiliary Bethe equations are simply the conditions of pole cancellations. We postpone the detailed analysis of the auxiliary equations for the future work.

5. Conclusions

One of the main motivations for this work was to find a good test for the Y-system conjectured in [1], in the situation when the asymptotic Bethe ansatz is essentially inaccurate due to the presence of all multiple windings, but the Y-system is still treatable analytically. The strong coupling limit considered here, in the situation when \( L \sim \sqrt{\lambda} \to \infty \), gives such an opportunity.

On the one hand, the all-wrapping corrections originated from the discreteness of the sum over the fluctuation frequencies are present already in the one-loop energy; on the other hand, the dependence on the spectral parameter \( u \) becomes slow in this scaling limit and hence the finite difference operator could be neglected in Y-system and in the related Hirota equation. In this case, the Hirota equation simplifies to the form \( (2.10) \) and becomes similar to the one solved by the (super)-characters of irreducible representations with \((a \times s)\) rectangular Young diagrams. This simplified Hirota equation is often called as “Q-system” in the mathematical literature.

Another motivation of this work was to understand the nature of the PSU(2,2|4) representations which enter through the \( a, s \) variables into the Q-system. The full superconformal group was usually difficult to identify because of the light cone gauge in which this superstring theory is studied. On this way, we managed to find a general solution of such a Y-system with no shifts with respect to the spectral parameter, with the AdS/CFT type boundary conditions: Y-functions are defined within the T-hook Fig.1b in the representation space of \((a \times s)\) rectangular Young diagrams. The solution we found appears to define super-characters of certain unitary infinite-dimensional representations of SU(2,2|4). Comparing the \( a, s \to \infty \) asymptotics of these super-characters with those of the asymptotic solution we uniquely identified the parameters of these super-characters with the eigenvalues of the classical monodromy matrix or equivalently with 8 quasi-momenta of an arbitrary finite gap solution. Importantly, to build the classical solution of the Y-system we use only the data from [1] with no input from the TBA approach. This reduces drastically the number of assumptions we have to adopt.

Then we show that using this leading order strong coupling solution of the Y-system we reproduce the equations arising in the worldsheet quasiclassical quantization procedure.

\(^{29}\)this approximation is not valid in the vicinity of the real axis for \(|u| > 2g\) but should give the right result on the rest of the complex plane.
We observe that precisely the same structures involving different combinations of quasi-momenta follow from the Y-system in a very nontrivial way. At this stage we assume some natural generalization of the TBA equations for the excited states originally proposed for the \( \mathfrak{sl}(2) \) subsector [16].

 Probably one of the most interesting problems left is the derivation of the explicit “quantum” generalization of our solution (2.19), now for the full \( u \)-dependent T-system (2.6), in terms of certain Wronskian-type determinant expressions. Unlike the solution given in [2] using the Backlund techniques of [18], the one we mean here would not contain, similarly to (2.19), any infinite sums, in analogy to the solution of [49] for the super-spin chains. Then one should fix the parameters of this solution for each given state of the theory. As was demonstrated in this paper, such a solution should be more convenient for fixing explicitly the large \( a \) and \( s \) asymptotics. This would be an important step in construction of a finite system of non-linear integral equations of a Destri-DeVega type (in analogy with [3]) for the AdS/CFT spectrum problem, also exact for any operator and at any coupling \( \lambda \). Apart from its obvious advantages for a numeric analysis, such a finite set of equations, extending the observations of this paper to the quantum level, would allow us to better understand the full \( \text{PSU}(2,2|4) \) integrability structure of both sides of the AdS/CFT correspondence which is somewhat hidden due to the original light cone gauge and the related \( \text{SU}(2|2) \times \text{SU}(2|2) \) setup.
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**A. Mathematica expressions for general solution of Q-system**

\[ S[i_\_] = ((y[i] - x[3]) (y[i] - x[4]))/((y[i] - x[1]) (y[i] - x[2])); \]
\[ Z[i_\_] = ((x[i] - y[1]) (x[i] - y[2]) (x[i] - y[3]) (x[i] - y[4]))/((x[i] - x[3]) (x[i] - x[4])); \]
\[ t[j_\_, s_\_] = Boole[j > s]; \]
\[ M4[a_\_, s_\_] = Table[S[i_\_]^t[j_\_, s+2] y[i_\_]^((j-4)-(a+2) t[j_\_, s+2]),\{i,1,4\},\{j,4\}]; \]
\[ M2[a_\_, s_\_] = Table[Z[i_\_]^(1-t[j_\_, a]) x[i_\_]^((2-j+(s-2) (1-t[j_\_, a]))),\{i,2\},\{j,2\}]; \]
\[ M2n[a_\_, s_\_] = M2[a_\_, -s]/.{x[i_\_] -> 1/x[i_\_], y[i_\_] -> 1/y[i_\_]}; \]
\[ T[a_\_, s_\_] = 0/;(a > 2&&Abs[s] > 2)||a < 0; \]
One can see indeed that Hirota equation is satisfied (the code is quite time consuming)

\[ \text{Hir}[a, s] := T[a, s] - 2T[a+1, s]T[a-1, s] - T[a, s+1]T[a, s-1] \]

\[ \text{Table}[\text{Hir}[a, s] \times \text{Factor}, \{a, 0, 3\}, \{s, -4, 4\}] \]

For the completeness we add also the asymptotic solution from Sec. 4.3

\[ T[a, s] := \begin{cases} \frac{(y_1 y_2 y_3 y_4)}{(x_1 x_2 x_3 x_4)}^a \text{Det}[M2n[a, s]] / \text{Det}[M2n[0, s]] & ; s \leq -a \\ \frac{\text{Det}[M2[a, s]]}{\text{Det}[M2[0, s]]} & ; s > a \\ \frac{\text{Det}[M4[a, s]]}{\text{Det}[M4[0, 0]]} & ; a \geq \text{Abs}[s] \end{cases} \]

\[ T[a, s] := \begin{cases} \frac{(\text{lt}_1 - \text{lh}_1)(\text{lt}_2 - \text{lh}_1)(\text{lt}_1 - \text{lh}_2)(\text{lt}_2 - \text{lh}_2)}{\text{lt}_1^{s-2} \text{lt}_2^{s-2}} & ; s > 1 \\ \frac{(\text{lt}_1 - \text{lh}_1)(\text{lt}_1 - \text{lh}_2)(\text{lt}_2 - \text{lh}_1)(\text{lt}_2 - \text{lh}_2)}{(\text{lt}_1 - \text{lt}_2)} & ; s > 0 \\ T[a, s] & ; a > 0 \\ 1 & ; a < 0 \\ 0 & ; (\text{Abs}[a] > 2 \&\& a > 0) \| a < 0 \| (\text{Abs}[s] > 2 \&\& a > 2) \| (\text{Abs}[s] > 2 \&\& a < 0) \| (\text{Abs}[a] > 2 \&\& s > 0) \| (\text{Abs}[a] > 2 \&\& s < 0) \end{cases} \]

\[ T[a, s] := T[a, -s] / \{ \text{lh}[c_] -> 1/\text{lh}[5-c], \text{lt}[c_] -> 1/\text{lt}[5-c] \} & ; s < 0 \]

\[ B. \text{ Derivation of the modified Bethe equations} \]

In this section we show how the effect from virtual fluctuations, corresponding to the one-loop quantum corrections, can be absorbed into a certain modification of the asymptotic Bethe equations. The algebraic curve can be described by a set of integral equations for the “densities”, or discontinuities of the quasi-momenta \( p_i = \{ \hat{p}_i, \tilde{p}_i \} \) in the following way

\[ \hat{p}_i - \hat{p}_j = 2\pi k \quad , \quad x \in C_{ij}^k \quad (B.1) \]

where \( \hat{p}_i \equiv (p_i(x + i0) + p_i(x - i0))/2 \). The fluctuations modify the curve by extra poles at

\[ x = x_{ij}^n : \quad \hat{p}_i(x_{ij}^n) - \hat{p}_j(x_{ij}^n) = 2\pi n \quad (B.2) \]

with the residues

\[ \alpha(x) = \frac{4\pi}{\sqrt{\lambda} x^2 - 1} \quad . \quad (B.3) \]

There are some additional constraints on the asymptotics of the resulting quasi-momenta due to the \( x \rightarrow 1/x \) symmetry. As is explained in great detail in the paper [64] the equations (B.1) are modified by fluctuations \( x_{ij}^n \) induced by extra potentials in the following way

\[ \hat{p}_i - \hat{p}_j + V_{1ij}^{n,i} - V_{1ij}^{n,i} = 2\pi k \quad , \quad x \in C_{ip}^k \quad (B.4) \]
where indexes $i,j$ characterize the polarization of the fluctuation, $n$ is roughly a Fourier mode of the fluctuation. These potentials are given by

$$
\begin{pmatrix}
V_{ij,n}^1 \\
V_{ij,n}^2 \\
V_{ij,n}^3 \\
V_{ij,n}^4
\end{pmatrix} = \begin{pmatrix}
+1 \\
+1 \\
-1 \\
-1
\end{pmatrix}
\begin{pmatrix}
x - x_n^j \\
x - x_n^j \\
x - x_n^j \\
x - x_n^j
\end{pmatrix}
\begin{pmatrix}
\alpha(x_n^j) \\
\alpha(x_n^j) \\
\alpha(x_n^j) \\
\alpha(x_n^j)
\end{pmatrix} + \frac{\delta_{ij}}{x^2 - 1} \begin{pmatrix}
\alpha(1/x) \\
\alpha(1/x) \\
\alpha(1/x) \\
\alpha(1/x)
\end{pmatrix},
$$

(B.5)

and

$$
\begin{pmatrix}
V_{ij,n}^1 \\
V_{ij,n}^2 \\
V_{ij,n}^3 \\
V_{ij,n}^4
\end{pmatrix} = \begin{pmatrix}
-1 \\
-1 \\
+1 \\
+1
\end{pmatrix}
\begin{pmatrix}
x - x_n^j \\
x - x_n^j \\
x - x_n^j \\
x - x_n^j
\end{pmatrix}
\begin{pmatrix}
\alpha(x_n^j) \\
\alpha(x_n^j) \\
\alpha(x_n^j) \\
\alpha(x_n^j)
\end{pmatrix} + \frac{\delta_{ij}}{x^2 - 1} \begin{pmatrix}
\alpha(1/x) \\
\alpha(1/x) \\
\alpha(1/x) \\
\alpha(1/x)
\end{pmatrix}.
$$

(B.6)

For the one-loop shift one should introduce the fluctuations with all possible polarizations listed in (4.48) and (4.49) and sum over all Fourier modes with a factor $1/2$. As in (4.51) we rewrite the sum as a contour integral around all fluctuations $x_n^i$, $n = -\infty, \ldots, \infty$

$$
q_1 - q_p + \sum_{ij} \frac{1}{2} \oint_{C_{ip}} dy \log \sin \frac{p_i(y) - p_j(y)}{2} \left( V_{ij}^1(x, y) - V_{ij}^2(x, y) \right) = 2\pi k, \quad x \in \mathcal{C}_{ip},
$$

(B.7)

where $V_{ij}^p(x, y)$ is $V_{ij}^p$ with $x_n^i$ replaced by $y$. Next we deform the integration contour to pass around the unit circle $|y| = 1$. Since the quasi-momenta in general have branch points and the potentials have poles at $y = x$ we also have to add the contributions from all these singularities. Some of these contributions can be absorbed into redefinitions of the quasi-momenta $p_1 \rightarrow q_1$ so that $q_1$ has the same analytic properties as $p_1$. The contributions which cannot be absorbed into the redefinition of $p_1$ are called “Anomaly” (by historical reasons, see [63, 55, 57, 10]). Now let us use

$$
\partial_y \log \sin \frac{p_i - p_j}{2} = \frac{p'_i - p'_j}{2} + \partial_y \log \left( 1 - e^{-i p_i + i p_j} \right).
$$

(B.8)

As was shown in [63] the first term reflects the contribution of Hernandez-Lopez (HL) phase in ABA and we get

$$
q_1 - q_p + \text{Anomaly} + \text{HL} - 2\pi k = \sum_{ij} \oint_{\delta U} \frac{dy}{2\pi i} \partial_y \log \left( 1 - e^{-i p_i + i p_j} \right) \left( V_{ij}^1 - V_{ij}^2 \right),
$$

(B.9)

where the integration contour $\delta U$ goes along the upper part of the unit circle $|y| = 1$. The last equation is an integral equation for the “densities” $\varrho = \frac{g(x^{(0)}) - g(x^{(1)})}{2\pi i}$.

At the same time, it was shown in [10, 41] that the ABA can be written with a one-loop accuracy as the following equation for the density of the momentum-carrying roots $\varrho$

$$
q_1 - q_p + \text{Anomaly} + \text{HL} - 2\pi k = 0.
$$

(B.10)
Now we clearly see that the discrepancy between the exact one-loop energies and the prediction of the ABA is due to the integral in the r.h.s. of (B.9). This last term is responsible to all-wrapping contributions. We can easily modify the Bethe equations so that the two results agree again at the one-loop level. For example the equation for the middle node \( u_{4,k} \) in the scaling limit becomes

\[
ABA_{u_4} = \exp \left[ i \left( q_2 - q_3 + \text{Anomaly} + \text{HL} \right) \right] \tag{B.11}
\]

and to correct it we simply add an extra phase to the r.h.s.

\[
ABA_{u_4} = \exp \left[ \sum_{ij} \int_{J_{ij}^+} \frac{dy}{2\pi} \partial_y \log \left( 1 - e^{-iy_1 + iy_2} \right) \left( V_{ij}^1 - V_{ij}^\dagger \right) \right]. \tag{B.12}
\]

Using this kind of expression with the explicit form of the potentials (B.6) one gets

\[
\begin{align*}
&\prod_{j=1}^{K_2} \frac{u_{1,k} - u_{2,j} + \frac{i}{2}}{u_{1,k} - u_{2,j} - \frac{i}{2}} \prod_{j=1}^{K_4} \frac{1 - 1/(x_{1,k} x_{4,j}^+)}{1 - 1/(x_{1,k} x_{4,j}^-)} = \exp \left[ \int_{-1}^{+1} \left( r(1/x_{1,k}, z) (\mathcal{N}_{1*} + \mathcal{N}_{2*}) \right. \\
&\left. - r(x_{1,k}, z) (\mathcal{N}_{1*} + \mathcal{N}_{2*}) - u(x_{1,k}, z) \mathcal{N}_{*} - q(x_{1,k}, z) \mathcal{N}_{*} \right) dz \right], \tag{B.13}
\end{align*}
\]

\[
\begin{align*}
&\prod_{j=1}^{K_2} \frac{u_{2,k} - u_{2,j} - i}{u_{2,k} - u_{2,j} + i} \prod_{j=1}^{K_3} \frac{u_{2,k} - u_{1,j} + \frac{i}{2}}{u_{2,k} - u_{1,j} - \frac{i}{2}} \prod_{j=1}^{K_4} \frac{u_{1,k} - u_{3,j} + \frac{i}{2}}{u_{1,k} - u_{3,j} - \frac{i}{2}} = \exp \left[ \int_{-1}^{+1} \left( r(x_{2,k}, z) + r(1/x_{2,k}, z) (\mathcal{N}_{1*} - \mathcal{N}_{2*}) \right) dz \right], \tag{B.14}
\end{align*}
\]

\[
\begin{align*}
&\prod_{j=1}^{K_2} \frac{u_{3,k} - u_{2,j} + \frac{i}{2}}{u_{3,k} - u_{2,j} - \frac{i}{2}} \prod_{j=1}^{K_4} \frac{x_{3,k} - x_{4,j}^+}{x_{3,k} - x_{4,j}^-} = \exp \left[ \int_{-1}^{+1} \left( r(x_{3,k}, z) (\mathcal{N}_{1*} + \mathcal{N}_{2*}) \right. \\
&\left. - r(1/x_{3,k}, z) (\mathcal{N}_{1*} + \mathcal{N}_{2*}) + u(x_{3,k}, z) \mathcal{N}_{*} + q(x_{3,k}, z) \mathcal{N}_{*} \right) dz \right], \tag{B.15}
\end{align*}
\]

\[
\begin{align*}
&- \left( x_{4,k}^+ \right)^L \prod_{j=1}^{K_4} \sigma^{-2} \left( u_{4,k}, u_{4,j} \right) \frac{1 - 1/(x_{4,k}^- x_{4,j}^+)}{1 - 1/(x_{4,k}^- x_{4,j}^-)} \times \\
&\prod_{j=1}^{K_1} \frac{1 - 1/(x_{4,k}^- x_{1,j})}{1 - 1/(x_{4,k}^- x_{1,j})} \prod_{j=1}^{K_3} \frac{x_{4,k}^- - x_{3,j}}{x_{4,k}^- - x_{3,j}} \prod_{j=1}^{K_5} \frac{x_{4,k}^- - x_{5,j}}{x_{4,k}^- - x_{5,j}} \prod_{j=1}^{K_7} \frac{1 - 1/(x_{4,k}^- x_{7,j})}{1 - 1/(x_{4,k}^- x_{7,j})} = \\
&\exp \left[ \int_{-1}^{+1} \left( r(1/x_{4,k}, z) (\mathcal{N}_{1*} + \mathcal{N}_{4*}) - r(x_{4,k}, z) (\mathcal{N}_{2*} + \mathcal{N}_{6*}) - 2u(x_{4,k}, z) \mathcal{N}_{*} \right) dz \right] \tag{B.16}
\end{align*}
\]

where we use the following kernels

\[
\begin{align*}
&r(y, z) = \frac{y^2}{y^2 - 12\pi g} \frac{\partial_x}{x(z)}, \quad u(y, z) = \frac{y}{y^2 - 12\pi g} \frac{1}{x^2(z) - 1}, \\
&q(y, z) = \frac{1}{y^2 - 12\pi g} \frac{\partial_x}{x(z)}.
\end{align*}
\]

\[\text{---} 33 \text{---}\]
and \( \mathcal{N}'s \) are some combinations of the quasi-momenta defined in (4.44). The equations for \( u_{5,k}, u_{6,k}, u_{7,k} \) could be easily written down following the obvious pattern of modifying phases. Together with the corrected equation for the energy

\[
E = \sum_{j=1}^{K_4} \left( 1 + \frac{2ig}{x_{4,j}^+} - \frac{2ig}{x_{4,j}^-} \right) - \int_{-1}^{1} \frac{dz}{2\pi} \sqrt{1-z^2} \mathcal{N}_z \tag{B.17}
\]

these equations define the quasiclassical energy including one-loop contributions with all wrapping corrections included\(^{30}\).
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