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ABSTRACT

We constrain the linear and quadratic bias parameters from the configuration dependence of the three-point correlation function (3PCF) in both redshift and projected space, utilizing measurements of spectroscopic galaxies in the Sloan Digital Sky Survey Main Galaxy Sample. We show that bright galaxies (Mr = −21.5) are biased tracers of mass, measured at a significance of 4.5σ in redshift space and 2.5σ in projected space by using a thorough error analysis in the quasi-linear regime (9–27 h−1 Mpc). Measurements on a fainter galaxy sample are consistent with an unbiased model. We demonstrate that a linear bias model appears sufficient to explain the galaxy-mass bias of our samples, although a model using both linear and quadratic terms results in a better fit. In contrast, the bias values obtained from the linear model appear in better agreement with the data by inspection of the relative bias and yield implied values of σ8 that are more consistent with current constraints. We investigate the covariance of the 3PCF, which itself is a measurement of galaxy clustering. We assess the accuracy of our error estimates by comparing results from mock galaxy catalogs to jackknife re-sampling methods. We identify significant differences in the structure of the covariance. However, the impact of these discrepancies appears to be mitigated by an eigenmode analysis that can account for the noisy, unresolved modes. Our joint analysis of both redshift space and projected measurements allows us to identify systematic effects affecting constraints from the 3PCF.
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1. INTRODUCTION

Studying the statistical properties of the galaxy distribution allows one to probe the structure of overdense regions today, learning about galaxy formation and cosmology. We observe significant clumping in this large-scale structure (LSS), which is commonly characterized by a series of n-point correlation functions (reviewed in Peebles 1980). Observational evidence is in line with predictions of a dark-energy-dominated cold dark matter (ΛCDM) model (Komatsu et al. 2009; Sánchez et al. 2009; Reid et al. 2010). However, there is a large conceptual hurdle between following the evolution of mass densities in gravitational collapse (e.g., Bernardeau et al. 2002) and that realized by galaxy positions. A priori, there is little reason to believe that a one-to-one correspondence exists between mass overdensities and galaxy positions; complex galaxy formation processes such as merging and feedback should have significant contributions. For example recent results from the Sloan Digital Sky Survey (SDSS; York et al. 2000) in Zehavi et al. (2005, 2011) show clustering varies with galaxy luminosity and color. This discrepancy between the observed “light” in galaxies relative to the predicted “mass” clustering is often described as galaxy-mass bias.

The parameterization of galaxy-mass bias enables a two-pronged approach to probe both cosmology and galaxy formation. On one side, we map the clustering of galaxies to that of the underlying mass distribution allowing us to understand and constrain cosmology. Alternatively, the parameterization of the bias itself encodes useful information concerning galaxy formation processes. This approach distills observational data from hundreds of thousands of galaxies available in modern surveys, such as the two-degree field galaxy redshift survey (2dFGRS; Colless et al. 2001) and the SDSS, into a significantly smaller and more manageable form.

Most observational evidence exploits the two-point correlation function (2PCF), the first in the series of n-point functions (or equivalently, the power spectrum in Fourier space). However, the 2PCF represents only a portion of the available information. Measurements of higher order moments, such as the three-point correlation function (3PCF), allow a more complete picture of the galaxy distribution. The statistical strength of higher order information might rival that of two-point statistics (Sefusatti & Scoccimarro 2005) as well as break model degeneracies describing cosmology and galaxy bias (Zheng & Weinberg 2007; Kulkarni et al. 2007).

Previous analyses have estimated the 3PCF from modern galaxy redshift surveys, including work on the 2dFGRS (Jing & Börner 2004; Wang et al. 2004; Gaztañaga et al. 2005) and results from SDSS data (Kayo et al. 2004; Nichol et al. 2006; Kulkarni et al. 2007; Gaztañaga et al. 2009; Marin 2011). Related higher order statistics have also been measured for these data sets (Verde et al. 2002; Pan & Szapudi 2005; Hikage et al. 2005; Nishimichi et al. 2007).
This work is the second of two papers analyzing the reduced 3PCF on SDSS galaxy samples. The first paper (McBride et al. 2011) focused on the details of the measurements we analyze here as well as clustering differences due to galaxy luminosity and color. This paper utilizes the configuration dependence to constrain nonlinear galaxy-mass bias parameters in the local bias model (Fry & Gaztanaga 1993) and the properties of the errors necessary for quantitative analyses.

The local bias model is a simple approach to characterize galaxy-mass bias. Alternative descriptions exist based on the halo model (reviewed in Cooray & Sheth 2002), which form phenomenological models with a wider range of parameters. Two well-used formulations include the halo occupation distribution (HOD; Berlind & Weinberg 2002) and the conditional luminosity function (Yang et al. 2003; van den Bosch et al. 2003). There are formulations for the 3PCF; however, the accuracy of the model predictions is not as well determined as the 2PCF when compared with data (see Takada & Jain 2003; Wang et al. 2004; Fosalba et al. 2005). A significant advantage of an HOD modeling is the ability to use well-determined measurements of the small scales for constraints (the nonlinear regime in gravitational perturbation theory).

However, we focus our analysis on a simple prescription for galaxy-mass bias. This enables us to investigate the effects of binning and covariance resolution in a quantitative analysis where the implications for bias and cosmology are clearer and better studied for higher order moments. While we do constrain bias parameters, a significant goal is to understand the role of the 3PCF in these constraints and better understand the impact of various systematic effects in the measurements and errors. We jointly compare results from the redshift space 3PCF measurements to those from the projected 3PCF. A quantitative comparison of this detail has not been performed to date and remains a critical component to future use of higher order moments for even more detailed constraints.

This paper is organized as follows. We discuss the SDSS data, simulations, and mock galaxy catalogs in Section 2. We review the theory and methods of our analysis in Section 3. We constrain the nonlinear galaxy-mass bias parameters in Section 4. In Section 5, we investigate clustering properties contained in the eigenvectors (EVs) of the 3PCF covariance matrix. We perform a detailed examination of the quality of error estimation in Section 6. We discuss our results and compare to related analyses in Section 7. Finally, we review our main conclusions in Section 8. Unless otherwise specified, we assume a flat ΛCDM cosmology where Ω_m = 0.3, Ω_Λ = 0.7, and H_0 = 100 km s^{-1} Mpc^{-1}, used to convert redshift to physical distances.

### 2. DATA

#### 2.1. SDSS Galaxy Samples

The SDSS has revolutionized many fields in astronomy, obtaining images and spectra covering nearly a quarter of the sky by utilizing a dedicated 2.5 m telescope at Apache Point Observatory in New Mexico (Gunn et al. 1998, 2006; York et al. 2000; Stoughton et al. 2002).

Our galaxy samples and details of the measurements are fully described in a companion paper (McBride et al. 2011). Briefly, we use galaxy data with spectroscopically determined redshifts, defined as the Main Galaxy Sample (Strauss et al. 2002). We conduct our analysis of clustering measurements using galaxies from DR6 (Adelman-McCarthy et al. 2008) and define samples from a refined parent catalog: the New York University Value-Added Galaxy Catalog (NYU-VAGC; Blanton et al. 2005). We analyze two samples: a BRIGHT sample where M_r < −21.5 and LSTAR with −21.5 < M_r < −20.5. We do not analyze the FAINT sample presented in the companion paper (McBride et al. 2011), as the errors suffer from small volume effects. We tabulate properties, such as the redshift range, number of objects, volume, and completeness-corrected number density in Table 1.

Our absolute r-band magnitudes use the NYU-VAGC convention defined to represent values at z = 0.1 (see details in Blanton et al. 2005). We note these as M_r, which refer to M_{r, 0} − 5 log h. Radial distances and absolute magnitudes are calculated using a flat ΛCDM cosmology with Ω_m = 0.3 and Ω_Λ = 1 − Ω_m.

#### 2.2. Hubble Volume Simulation

To estimate the clustering of mass in the late-time ΛCDM cosmology, we analyze cosmological N-body simulations. We use the Hubble Volume (HV) simulations (Colberg et al. 2000; Evrard et al. 2002) that were completed by the Virgo Consortium. We utilize the light cone output with ΛCDM cosmology: Ω_m = 0.3, Ω_Λ = 0.7, h = 0.7, σ_8 = 0.9, where H_0 = 100 km s^{-1} Mpc^{-1}. The HV simulation consists of 1000^3 particles in a box of (3000 h^{-1} Mpc)^3 volume, resulting in a particle mass of m_{particle} = 2.2 × 10^{12} h^{-1} M☉. The particles start from an initial redshift of z_{init} = 35 and are evolved to the current time using a Plummer softened gravitational potential with a softening length of 0.1 h^{-1} Mpc.

We use the same simulation output as presented in our companion paper (McBride et al. 2011). Here, we briefly review our post-processing of the simulation data for completeness. We include redshift distortions in the mass field by distorting the position according to the peculiar velocity of the dark matter particle. We trim particles to match the identical volume of the

| Sample | Absolute Magnitude | Redshift | Volume (h^{-3} Gpc^3) | Number of Galaxies | Density (10^{-3} h^3 Mpc^{-3}) |
|--------|-------------------|----------|-----------------------|--------------------|-------------------------------|
| BRIGHT | M_r < −21.5       | 0.010–0.210 | 0.1390 | 37,875 | 0.272           |
| LSTAR  | −21.5 < M_r < −20.5 | 0.053–0.138 | 0.0391 | 106,823 | 2.732           |

Notes. We selected these samples by cuts in redshift and corrected (K-correction and passive evolution) absolute r-band magnitude to create volume-limited selections. See details in McBride et al. (2011).
corresponding SDSS samples, including the non-trivial angular geometry of SDSS data. Finally, we randomly downsample the number of dark matter particles to make the computational time of the analysis more manageable (discussed further in McBride et al. 2011).

2.3. Mock Galaxy Catalogs

We analyze mock galaxy catalogs created to match some of the SDSS galaxy data. These mock catalogs were constructed from 49 independent N-body simulations, initiated with different random phases and evolved from a single cosmology: $\Omega_m = 0.27$, $\Omega_L = 0.73$, $h = 0.72$, $\sigma_8 = 0.9$. While these differ slightly from our assumed cosmology for the data, we expect the differences to be minor, with no significant implications on our analysis. Each of the 49 realizations had randomized phases where the initial conditions were generated from second-order Lagrangian perturbation theory (Scoccimarro 1998; Crocce et al. 2006). These simulations each consist of $640^3$ particles that we evolved using Gadget2 (Springel 2005) from an initial redshift of $z_i = 49$ to the present epoch. The box side length of $1280 h^{-1}$ Mpc contained enough volume to exactly match the brightest galaxy sample after applying the SDSS geometry. These simulations have been used in various other studies (e.g., Tinker et al. 2008; Manera et al. 2010).

The galaxy mocks were created by populating dark matter halos with galaxies by applying the HOD model in Tinker et al. (2005) with parameter values defined to represent $M_r < -21.5$ and $\sigma_8 = 0.9$. The halos were identified using a friends-of-friends algorithm (Davis et al. 1985) applying a linking length of $b = 0.2$ in units of the mean interparticle separation. The least massive halos contained 33 particles, a minimum mass capable of hosting the faintest galaxies in the BRIGHT galaxy sample. Given the mass resolution of these simulations, less massive halos necessary to host galaxies in the LSTAR galaxy sample could not be identified. Therefore, we could only obtain reliable mock galaxy catalogs corresponding to the BRIGHT sample.

3. THEORY AND METHODS

The $n$-point correlation functions remain a standard description of the complexity seen in LSS (Peebles 1980). In terms of the fractional overdensity ($\delta$) about the mean density ($\bar{\rho}$),

$$\delta(x) = \frac{\rho(x)}{\bar{\rho}} - 1,$$

we characterize the 2PCF and 3PCF as

$$\xi(r_{12}) = \langle \delta(x_1)\delta(x_2) \rangle.$$

$$\xi(r_{12}, r_{23}, r_{31}) = \langle \delta(x_1)\delta(x_2)\delta(x_3) \rangle.$$

We make the standard assumption of a homogeneous and isotropic distribution, and report clustering amplitudes dependent on the magnitude of the separation vector, e.g., $r_{12} = |x_1 - x_2|$. Motivated by the hierarchical ansatz (Peebles 1980) and gravitational perturbation theory (Bernardeau et al. 2002) we use the reduced 3PCF:

$$Q(r_{12}, r_{23}, r_{31}) = \frac{\xi(r_{12}, r_{23}, r_{31})}{\xi_{12}\xi_{23} + \xi_{23}\xi_{31} + \xi_{31}\xi_{12}}.$$

This “ratio statistic” remains close to unity at all scales, and to leading order is insensitive to both time evolution and cosmology (reviewed in Bernardeau et al. 2002).

Redshift distortions impact measurements of clustering by altering the line-of-sight radial distant estimate, as we are unable to distinguish the galaxy’s peculiar velocity from the Hubble flow (reviewed in Hamilton 1998). We refer to the theoretical non-distorted distances as real space, commonly denoted with $r$. Distances that include the redshift distortion (e.g., observational distances) are in redshift space, denoted with $s$. We decompose the redshift space distance into line of sight ($\pi$) and projected separation ($r_p$) such that $s = (\pi^2 + r_p^2)^{1/2}$. With this separation, the anisotropic distortion is primarily contained in the $\pi$ coordinate.

We minimize the impact of redshift distortions by estimating the correlation function binned in both $r_p$ and $\pi$ and integrate along the line of sight, resulting in the projected correlation function (Davis & Peebles 1983):

$$w_p(r_p) = 2 \pi \int_0^{\pi_{\text{max}}} \xi(r_p, \pi) d\pi.$$

The projected 3PCF and its reduced form have analogous definitions:

$$\xi_{\text{proj}}(r_{12}, r_{23}, r_{31}) = \int \xi(r_{12}, r_{23}, r_{31}, \pi_{12}, \pi_{23}) d\pi_{12} d\pi_{23},$$

$$Q_{\text{proj}}(r_{12}, r_{23}, r_{31}) = \frac{\xi_{\text{proj}}(r_{12}, r_{23}, r_{31})}{w_{p12} w_{p23} + w_{p12} w_{p31} + w_{p23} w_{p31}}.$$

The measurements we analyze set $\pi_{\text{max}} = 20 h^{-1}$ Mpc. We find this sufficiently deep to recover correlated structure to minimize redshift distortions, but not overly expensive to calculate (see detailed discussion in the Appendix of McBride et al. 2011). The full 3PCF is a function of three variables that characterize both the size and shape of triplets. We parameterize the 3PCF by $(r_1, r_2, \theta)$, where $r_1$ and $r_2$ represent two sides of a triangle (simplified notation from $r_{12}$ and $r_{23}$), and $\theta$ defines the opening angle between these sides. However, our measurements are estimated in bins defined by $(r_{12}, r_{23}, r_3)$. We convert $r_3$ to $\theta$ using the cosine rule (as detailed in McBride et al. 2011). The 3PCF remains sensitive to the exact choice of binning scheme, which can mask or distort the expected signal (Gaztañaga & Scoccimarro 2005; Marin et al. 2008; McBride et al. 2011). We choose a bin width as a fraction, $f$, of the measured scale, $r$, such that $A_r = f \times r$ and a bin at $r$ represents $(r - \frac{A_r}{2}, r + \frac{A_r}{2})$.

We always use the reduced 3PCF as a function of three variables, $Q(r_1, r_2, \theta)$, but we simplify our notation by sometimes referring to it as $Q(\theta)$ or even $Q$. If the amplitude of $Q(\theta)$ varies significantly with $\theta$, we refer to this as strong configuration dependence, in contrast to little or no variation for a weak configuration dependence. We define the scale of triangles by $r_1$ and choose configurations such that $r_2 = 2r_1$. This results in $r_3$ varying in size from $r_3 = r_2 - r_1$ when $\theta = 0$ to $r_3 = r_2 + r_1$ when $\theta = \pi$.

3.1. Galaxy-mass Bias

We can consider galaxies to be a biased realization of the $\Lambda$CDM mass field. In the local bias model (Fry & Gaztanaga...
The galaxy overdensity, $\delta_g$, can be connected to the mass overdensity, $\delta_m$, by a nonlinear Taylor series expansion:

$$\delta_g = \sum_k \frac{b_k}{k!} \delta^k_m \approx b_1 \delta_m + \frac{b_2}{2} \delta^2_m.$$

(8)

This relation describes the mapping between galaxy and mass by simple scalar values, to second order: the linear ($b_1$) and quadratic ($b_2$) bias.

With measurements on galaxy $n$-point correlation functions, the clustering of galaxies is linked to mass clustering via the bias parameters. The 2PCF can be used to constrain the linear bias by equating the correlation function between galaxies, $\xi_g$, to that of dark matter, $\xi_m$, such that

$$\xi_g(r) = b_1^2 \xi_m(r).$$

(9)

The 3PCF is the lowest order correlation function that shows leading-order sensitivity to the quadratic bias term. The analog to Equation (9) for the connected 3PCF is written as

$$\xi_g(r_{12}, r_{23}, r_{31}) = b_1^2 \xi_m(r_{12}, r_{23}, r_{31})$$

$$+ b_2^2 \xi_m^2(r_{12} \xi_{23} + \xi_{12} \xi_{31} + \xi_{12} \xi_{23}).$$

(10)

where $\xi_{12} = \xi_m(r_{12})$, etc. This simplifies for the reduced 3PCF where we denote the bias parameters as $B = b_1$ and $C = b_2/b_1$:

$$\bar{Q}_g(r_{12}, r_{23}, \theta) = \frac{1}{B} \left[ \xi_m(r_{12}, r_{23}, \theta) + C \right].$$

(11)

We have changed notation slightly in Equation (11), replacing $r_{31}$ with $\theta$, the opening angle between the two sides $r_{12}$ and $r_{23}$, as we discussed above.

A multiplicative factor such as $B$ can dampen ($B > 1$) or enhance ($B < 1$) the configuration dependence of $Q_m$ as seen from the galaxy distribution, whereas the value of $C$ will produce an offset. We see that $B$ and $C$ are partially degenerate in this model. If $Q(\theta)$ shows no configuration dependence, two parameters are used to describe a shift in amplitude. However, this degeneracy can be removed when the 3PCF exhibits a shape dependence (Fry 1994). Even with the degeneracy broken, the values of $B$ and $C$ could show a strong correlation.

3.2. Estimating the Covariance Matrix

We measure the correlation between measurements by empirically calculating the covariance matrix. Given a number of realizations, $N$, a fractional error on $Q$ can be written as

$$\Delta_i^k = \frac{Q_i^k - \bar{Q}_i}{\sigma_i},$$

(12)

for each realization ($k$) and bin ($i$) given a mean value ($\bar{Q}_i$) and variance ($\sigma_i^2$) for each bin over all realizations. We use $Q$ as a general placeholder for any measured statistic (2PCF, 3PCF, etc).

We construct the normalized covariance matrix using the standard unbiased estimator:

$$C_{ij} = \frac{1}{N - 1} \sum_{k=1}^N \Delta_i^k \Delta_j^k.$$

(13)

Equation (13) assumes that each realization is independent. In practice, a number of mock galaxy catalogs can be used to make this a tractable approach. If mock catalogs appropriate to the galaxy sample are not available, a covariance matrix can be estimated from the data itself, such as the commonly employed jackknife re-sampling (Lupton et al. 2001). Since jackknife samples are not independent realizations, we compute the covariance by

$$C_{ij}^{(jack)} = \frac{(N - 1)}{N} C_{ij} = \frac{N - 1}{N} \sum_{k=1}^N \Delta_i^k \Delta_j^k.$$

(14)

where $C_{ij}$ denotes the typical unbiased estimator of the covariance when computed on $N$ jackknife samples.

3.3. Eigenmode Analysis

We constrain galaxy-mass bias parameters using the information in the full covariance matrix. We utilize an eigenmode analysis (Scoccimarro 2000), an equivalent method to a principal component analysis on the measurement covariance matrix. This method was tested in detail for the galaxy-mass bias of the 3PCF using simulated data in Gaztañaga & Scoccimarro (2005).

The basic idea is to isolate the primary contributing eigenmodes of the reduced 3PCF based on the structure of the normalized covariance matrix. This allows one to trim unresolved modes and perform a fit in a basis that minimizes the non-Gaussianity of the residuals. To summarize, the covariance matrix can be cast in terms of a singular value decomposition (SVD),

$$C = U \Sigma V^T; \quad \Sigma_{ij} = \lambda_i^2 \delta_{ij}. $$

(15)

where $\delta_{ij}$ is the Kronecker delta function making $\Sigma$ a diagonal matrix containing the singular values (SVs), $\lambda_i^2$. The matrices $U$ and $V$ are orthogonal rotations to diagonalize the covariance into $\Sigma$ where $V^T$ denotes the transpose of $V$.

Applying the SVD to the covariance matrix yields a rotation into a basis where the eigenmodes are uncorrelated (i.e., the covariance matrix becomes diagonal). The resulting rotation matrix can directly be applied to our signal forming the $Q$-eigenmodes:

$$\tilde{Q}_i = \sum_j U_{ij} \frac{Q_j}{\sigma_j}. $$

(16)

The SVs provide a weight on the importance of each eigenvector. Specifically, a multiplicative factor of $1/\lambda_i^2$ is applied when $C$ is inverted, with this feature in mind, we define the signal-to-noise ratio ($S/N$) as

$$\left( \frac{S}{N} \right)_i = \left| \frac{\tilde{Q}_i}{\lambda_i} \right|. $$

(17)

We note that this $S/N$ estimate is a lower bound on the true $S/N$ due to the SVD. To remove noise and avoid numerical instabilities, we trim eigenmodes corresponding to low SVs. Gaztañaga & Scoccimarro (2005) suggest keeping eigenmodes resolved better than the sampling error in the covariance matrix. Since our covariance matrices are normalized (i.e., the diagonal elements are set to one), the SVs are directly related to sampling error, and we require the so-called dominant modes (Gaztañaga & Scoccimarro 2005) to satisfy

$$\lambda_i^2 > \frac{2}{N},$$

(18)

where $N$ refers to the number of samples used to estimate the covariance matrix.
The advantage to using this eigenmode analysis for fitting is threefold. First, it correctly incorporates the correlation between measurement bins. Second, by performing the fit in the rotated basis of the eigenmodes, the residuals of the fit are more Gaussian and the degrees of freedom (df) are properly addressed (e.g., three eigenmodes really only fit over three numbers). Finally, using only dominant modes removes artifacts due to noise in the estimated covariance matrices. For example, when using the full covariance but not trimming any modes, noise can cause a fit to converge on incorrect values with artificially small errors (and falsely high S/N). This effect becomes worse as the covariance becomes less resolved. Conversely, fitting overdominant eigenmodes helps to eliminate any problems from unresolved parts of the error estimation (Gaztañaga & Scoccimarro 2005, Figure 13) and has the benefit of dealing with singular covariance matrices.

4. GALAXY-MASS BIAS

We want to constrain the galaxy-mass bias described by Equation (8) using the full configuration dependence of the reduced 3PCF in the quasi-linear regime. For the galaxy data, we use measurements in both redshift space, $Q_1(\theta)$, and projected space, $Q_{proj}(\theta)$ as presented in McBride et al. (2011). We estimate the bias parameters by comparing to mass estimates obtained from dark matter particles in the HV simulation (see Section 2.2). We expect redshift distortions to affect the bias relation, which we partially neglect (Scoccimarro et al. 1999). In particular, we account for the effects of redshift distortions by applying a distortion distance to the dark matter particles based on their velocities for our mass measurement. However, this is not completely sufficient as redshift distortions alter the degeneracy between measurement bins. We restrict our analysis to scales above $6 \ h^{-1}$ Mpc, as well as a joint fit using both scales. For the joint fit, we estimate the full combined covariance matrix to correctly account for overlap and correlation and use the same eigenvalue approach by calculating a simple $\chi^2$ statistic where the likelihood $\mathcal{L} \propto \exp(-\chi^2/2)$ and

$$\chi^2 = \Delta^T C^{-1} \Delta,$$

$$\Delta = \frac{Q_i - Q_i^{(0)}}{\sigma_i}.$$  

(19)

We determine the theoretical model, $Q^{(0)}$, by scaling the mass measurement from the HV simulation, $Q_{m}$, with bias parameters $B$ and $C$ as per Equation (11). We evaluate $\mathcal{L}$ on a grid using the ranges: $B = 0.1, \ldots, 3.0$ and $C = -1.5, \ldots, 1.5$ with a step size of $0.01$. We tested for discrepancies using a factor of 10 finer spacing between grid elements with no significant differences to the fitted results.

We first examine the BRIGHT sample ($M_r < -21.5$) with the likelihood space of the six two-parameter fits displayed in Figure 1. We include contours for Gaussian $1\sigma$, $2\sigma$, and $3\sigma$ levels, which identify regions of probabilities for 68.3%, 95.5%, and 99.7%, respectively. We calculate these from the $\Delta \chi^2$ distribution for a two-parameter fit (i.e., 2 df), with corresponding values of 2.3, 6.2, and 11.8 from the best-fit value. We include two reference points for comparison, the unbiased result where $B = 1.0$; $C = 0.0$, along with a potential negative quadratic bias term accounting for the entire galaxy bias $B = 1.0$; $C = 0.0$ (similar comparison to Figure 5 in Gaztañaga et al. 2005).

We can clearly see the degeneracy between $B$ and $C$ in Figure 1, visible as the elongated diagonal contour. Larger values of $B$ remain likely with larger values of $C$, consistent with our expectation of degeneracy by inspecting the bias relation in Equation (11). The size of the errors is notably larger for projected space measurements as well as lower values for the overall S/N. This results from the larger uncertainties in the projected measurements (McBride et al. 2011). Since the scale $r_p$ represents a projection that incorporates larger scales (determined by the line-of-sight integration $\sigma_{max}$), projected measurements are more sensitive to the dominant uncertainty from cosmic variance that increases with scale. In all cases, the unbiased ($B = 1$; $C = 0$) model is excluded at greater than a $2\sigma$ level. To see the success of the fit “by eye,” we plot the 3PCF for dark matter, galaxies, and best-fit scaled model for this sample in Figure 2. Both the “individual” fits and “combined” joint fit produce models that well match the data.

Next, we fit the galaxy-mass bias parameters using the LSTAR sample ($-21.5 < M_r < -20.5$). This sample spans a unit bin in magnitude and consists only of galaxies fainter than the previous bright sample. The results of the fit with likelihood contours are shown in Figure 3. The uncertainties appear reduced in size—a striking difference with respect to the BRIGHT sample in Figure 1. In addition, the slope of the “line of degeneracy” between $B$ and $C$ has shifted. We reason that this is in part due to the increased statistical significance of the larger sample, as both the measurements and covariance are better resolved. Due to the higher number density of galaxies, we re-measured the 3PCF using a finer binning scheme (fractional bin width of $f = 0.1$ as opposed to $f = 0.25$; see comparison in the Appendix). With the finer binning, we see a stronger configuration dependence, which will alter the degeneracy between $B$ and $C$. We note that many of the best-fit $B$ values appear smaller, which we expect for a fainter sample (Zehavi et al. 2005, 2011). The same line of reasoning suggests that the “unbiased” model ($B = 1$; $C = 0$) should be more likely to fit.

As before, we plot the respective best-fit model in comparison with the dark matter and galaxy 3PCF in Figure 4. There is
Figure 1. Constraints on the galaxy-mass bias parameters using the $M_r < -21.5$ galaxy sample and the HV simulation for mass estimates. The left column corresponds to fits using $Q_z(\theta)$ (redshift space) with the right column fit using $Q_{\text{proj}}(\theta)$ (projected space). The top and bottom panels represent individual fits with triangles of $r_1 = 6$ and $9\ h^{-1}\ Mpc$ as indicated. The middle panels are a joint fit using both triangles. There are two points of comparison marked: an unbiased result with $(B = 1.0; C = 0.0)$ and only nonlinear bias $(B = 1.0; C = -0.3)$. The contours denote the $1\sigma$, $2\sigma$, and $3\sigma$ levels from the $\Delta \chi^2$ distribution of two parameters. (A color version of this figure is available in the online journal.)

We summarize the results of our two-parameter constraints for the BRIGHT and LSTAR samples in Table 2. The BRIGHT sample ($M_r < -21.5$) represents galaxies with $r$-band magnitudes significantly brighter than $L_*$ where $M_r \sim -20.4$ (Blanton et al. 2003). We typically consider $L_*$ galaxies to have a linear bias equal to one ($B \sim 1$), so we can expect this brighter sample to have a larger $B$ value. The constraints from projected measurements appear to follow this logic; the best-fit values on $Q_{\text{proj}}$ in the fainter LSTAR sample ($-21.5 < M_r < -20.5$) are lower with $B \sim 1$. Redshift space measurements, $Q_z$, appear consistent with $B \sim 1$ for all fits, but at the same time a smaller difference between HV (mass) and galaxy measurements, as this sample is fainter. We note some noise of the HV measurement for $Q_{\text{proj}}$, making the model not quite as smooth. We note that by eye, $Q_z$ on larger scales indicates a slight bias for the combined fit, with the model undershooting the data and $1\sigma$ uncertainties. Significant off-diagonal structure in the covariance matrix can produce a fit where “chi-by-eye” suggests a poor fit. Since the $r_1 = 6\ h^{-1}\ Mpc$ measurements in $Q_z$ have much smaller errors, these scales drive the fit, making measurements with $r_1 = 9\ h^{-1}\ Mpc$ appear to be a poor match to the “best-fit” model.
Figure 2. Reduced 3PCF for the $M_r < -21.5$ sample showing the mass scaled to the “best-fit” galaxy-mass bias parameters. The top two panels correspond to redshift space, and the bottom two to projected space. From left to right, the scale of the triangle increases as noted. The red (dashed) line represents an individual fit only to that triangle scale, and the blue (dotted) line shows a joint fit between both scales.

(A color version of this figure is available in the online journal.)

values of $C$ are lower, reflecting the degeneracy of the $B$ and $C$ parameters. The reduced $\chi^2$ values show an acceptable fit in almost all cases; the exceptions are the two $Q_z$ fits using the $r_1 = 6 \, h^{-1} \text{Mpc}$ triangles for the LSTAR sample. Consequently, the joint fit appears to be the poorest match in Figure 4. The $\Delta \chi^2$ in Table 2 displays the likelihood an unbiased model is from the best-fit parameters. We find that an unbiased model is ruled out for the BRIGHT galaxy sample at greater than 4.8$\sigma$ in redshift space and 2.6$\sigma$ in projected space. We cannot conclude the same for the LSTAR sample, which is largely consistent with an unbiased model. We generally consider bright galaxies to be more biased (Zehavi et al. 2005, 2011). The LSTAR sample is a magnitude bin around $L_\star$ and fainter than the BRIGHT sample, and we expect a better consistency with the unbiased model.

4.2. Non-zero Quadratic Bias?

With our two-parameter likelihood space, we can investigate the statistical significance of a non-zero quadratic bias term ($b_2$, which is encapsulated in $C = b_2/b_1$). We use the same configuration dependence of the 3PCF, and the measured covariance, but restrict the two-parameter fit such that $C = 0$. We evaluate the best-fit $B$, the quality of the fit (via the reduced $\chi^2$), and the $\Delta \chi^2$ for the best two-parameter fit, which we present in Table 3. For the BRIGHT sample, we note that the $B$ values are equivalent across both $Q_{\text{proj}}$ and $Q_z$ for the same scales on the same sample. Since we removed the degeneracy (as $C$ is zero), this behavior makes sense and is in agreement with the measurements. We note that the typical $B$ values are larger for the BRIGHT sample and lower for the fainter LSTAR sample. For $Q_{\text{proj}}$ our constraints find little statistical significance for a non-zero quadratic bias term; the likelihood difference is small and a linear bias term is sufficient to quantify the bias for both the BRIGHT and LSTAR samples. Overall, measurements in redshift space ($Q_z$) more strongly suggest that $C \neq 0$, especially when using the smaller scale triangles ($r_1 = 6 \, h^{-1} \text{Mpc}$).

4.3. Relative Bias

The relative bias characterizes the relative clustering strength between different galaxy samples—an alternative to the “absolute” galaxy-mass bias constrained previously. Relative bias is insensitive to cosmology and does not require assumptions to determine mass clustering. We can use the relative bias to check consistency with linear and quadratic bias parameters.
obtained above in Section 4. For the 2PCF, the relative bias is simply

$$b^{(2)}_{\text{rel}} = \sqrt{\frac{\xi_{\text{BRIGHT}}}{\xi_{\text{LSTAR}}}},$$

(20)

where $\xi$ can refer to redshift or projected space measurements.

We show $b^{(2)}_{\text{rel}}$ from the 2PCF in Figure 5, using the linear bias parameters obtained from the best two-parameter fit (i.e., Table 2). Both redshift space and projected measurements agree and produce a flat relative bias, even at nonlinear scales below a few $h^{-1}$ Mpc. Two obvious discrepancies arise when comparing observational data to “best-fit” values. First, neither redshift nor projected space fits appear to match data. Earlier we noted a substantial degeneracy between the linear and quadratic bias terms. The quadratic bias term is accounting for more of the clustering bias when we constrain with $Q(\theta)$, which is not noticeable in the 2PCF. This suggests that we underpredict values of linear bias, either just for the BRIGHT sample or in unequal portions for both. Second, there is a significant difference between these two estimates given the same galaxy samples, although the projected measurement appears closer to agreement.

Let us consider the relative bias of the reduced 3PCF. Because $Q$ is proportional to $1/B$, we define the relation

$$b^{(3)}_{\text{rel}} = \frac{Q_{\text{LSTAR}}}{Q_{\text{BRIGHT}}},$$

(21)

Figure 3. Analogous to Figure 1, but for $-21.5 < M_r < -20.5$ galaxies. (A color version of this figure is available in the online journal.)
Figure 4. Like Figure 3 but for the $-21.5 < M_r < -20.5$ sample. The reduced 3PCF showing the mass scaled to the “best-fit” galaxy-mass bias parameters. The top two panels correspond to redshift space, and the bottom two to projected space. From left to right, the scale of the triangle increases as noted. The red (dashed) line represents an individual fit only to that triangle scale, and the blue (dotted) line shows a joint fit between both scales.

(A color version of this figure is available in the online journal.)

Figure 6 presents the relative bias of our DR6 galaxies for the equilateral 3PCF ($Q_{eq}$) (McBride et al. 2011). We note that $Q_{eq}$ is related but not identical to the configuration dependence measurements of $Q(\theta)$ used for constraining $B$ and $C$. Looking at Figure 6, we see an obvious difference with respect to the 2PCF: the much larger uncertainties. However, the predicted $b^{(3)}_{rel}$ from the galaxy-mass bias constraints appear much more consistent with the measurements, as opposed to the 2PCF. The 3PCF results agree with the observational data, and show a much smaller discrepancy between redshift and projected space. The quadratic bias term ($C$) can properly account for the clustering difference that was missing in the relative bias of the 2PCF.

4.4. Implications for Cosmology: $\sigma_8$

Better understanding galaxy-mass bias, or at the least accurately parameterizing it, allows one to “calibrate out” the effects of galaxies and infer properties of the underlying mass distribution to constrain cosmology. We can use our estimates of bias to probe the mass variance in spheres of $8 h^{-1} \text{Mpc}$ radius, a common normalization of the amplitude of the matter power spectrum, $P(k)$. The theoretical $\sigma_8$ is linearly extrapolated from a very early epoch until today,

$$\sigma_8^2 = 4\pi \int_0^{\infty} W^2(k, R = 8 h^{-1} \text{Mpc}) P_{\text{lin}}(k) \frac{k^2 dk}{(2\pi)^3},$$

where $W(k,R)$ is a top-hat window function in Fourier space for mode $k$ and smoothing radius $R$ and $P_{\text{lin}}(k)$ is the linear power spectrum.

In terms of our fitting formula on the 3PCF in Equation (11), we expand the bias relation for the 2PCF to highlight its dependence on $\sigma_8$:

$$\xi_g(r) = B^2 \left( \frac{\sigma_8}{0.9} \right)^2 \xi_m(r).$$

Formally, the mass 2PCF already encodes a value of $\sigma_8$. As $\xi_m$ scales linearly with a change in the square of $\sigma_8$, we include an explicit scaling factor to account for a difference in $\sigma_8$ between the underlying mass of the observed galaxy distribution and that assumed in our estimate of mass clustering from N-body results. In our case, we use dark matter from the HV simulation where $\sigma_8 = 0.9$, which explains the denominator on the right-hand side of Equation (23). We can see that an incorrect assumption of
The errors are marginalized (\(\sigma_{\chi^2}\)). The second column lists the range of scales used for the respective fit. Measurements in redshift space (denoted with “z”) as well as projected space (Table 2).

| Measurement  | Scales (\(h^{-1}\) Mpc) | \(B\) | \(\Delta\chi^2\) | dof | Unbiased \(\Delta\chi^2\) |
|--------------|------------------------|-------|------------------|-----|---------------------|
| BRIGHT-z     | 6–18                   | 1.03^{+0.13}_{-0.08} | -0.25^{+0.08}_{-0.06} | 1.48 | 6–2 | 118.86 (10.7\(\sigma\)) |
| BRIGHT-proj  | 6–18                   | 1.29^{+0.30}_{-0.21}  | -0.03^{+0.19}_{-0.14}  | 0.78 | 6–2 | 16.43 (3.6\(\sigma\)) |
| BRIGHT-z     | 6–27                   | 1.04^{+0.06}_{-0.06}  | -0.24^{+0.05}_{-0.05}  | 0.83 | 9–2 | 132.54 (11.3\(\sigma\)) |
| BRIGHT-proj  | 6–27                   | 1.20^{+0.21}_{-0.14}  | -0.06^{+0.15}_{-0.11}  | 0.45 | 10–2 | 18.70 (3.9\(\sigma\)) |
| BRIGHT-z     | 9–27                   | 1.01^{+0.10}_{-0.09}  | -0.25^{+0.09}_{-0.08}  | 0.60 | 4–2 | 26.90 (4.8\(\sigma\)) |
| BRIGHT-proj  | 9–27                   | 1.23^{+0.14}_{-0.22}  | -0.09^{+0.27}_{-0.18}  | 0.34 | 5–2 | 9.44 (2.6\(\sigma\)) |

| LSTAR-z      | 6–18                   | 1.03^{+0.09}_{-0.07}  | -0.25^{+0.10}_{-0.08}  | 13.47 | 3–2 | 28.07 (4.9\(\sigma\)) |
| LSTAR-proj   | 6–18                   | 1.10^{+0.13}_{-0.11}  | -0.01^{+0.16}_{-0.14}  | 0.85  | 4–2 | 3.00 (1.2\(\sigma\)) |
| LSTAR-z      | 6–27                   | 0.96^{+0.08}_{-0.07}  | -0.30^{+0.08}_{-0.08}  | 3.22  | 5–2 | 45.85 (6.5\(\sigma\)) |
| LSTAR-proj   | 6–27                   | 1.05^{+0.14}_{-0.11}  | -0.14^{+0.16}_{-0.12}  | 1.07  | 7–2 | 5.86 (1.9\(\sigma\)) |
| LSTAR-z      | 9–27                   | 1.04^{+0.10}_{-0.09}  | -0.07^{+0.16}_{-0.14}  | 0.07  | 3–2 | 2.37 (1.0\(\sigma\)) |
| LSTAR-proj   | 9–27                   | 1.03^{+0.19}_{-0.13}  | -0.09^{+0.19}_{-0.15}  | 1.75  | 4–2 | 1.93 (0.9\(\sigma\)) |

**Notes.** The fits are performed separately on two galaxy samples BRIGHT (\(M_r < -21.5\)) and LSTAR (\(-21.5 < M_r < -20.5\)) using measurements in redshift space (denoted with “z”) as well as projected space (“proj”). The last column lists the \(\Delta\chi^2\) value to quantify the likelihood of an “unbiased” model matching the data, i.e., \((B = 1; C = 0)\), with a likelihood expressed in the number of \(\sigma\) from the standard Gaussian assumption for the \(\Delta\chi^2\) distribution.

### Table 3

| Measurement | Scales (\(h^{-1}\) Mpc) | \(B\) | \(\chi^2\) | dof | \(\Delta\chi^2\) from Best Fit |
|-------------|------------------------|-------|-------------|-----|-------------------------------|
| BRIGHT-z    | 6–18                   | 1.34^{+0.04}_{-0.04}  | 2.42  | 6–1 | 6.16 (2.0\(\sigma\)) |
| BRIGHT-proj | 6–18                   | 1.31^{+0.11}_{-0.09}  | 0.63  | 6–1 | 0.04 (0.0\(\sigma\)) |
| BRIGHT-z    | 6–27                   | 1.30^{+0.03}_{-0.03}  | 2.23  | 9–1 | 12.01 (3.0\(\sigma\)) |
| BRIGHT-proj | 6–27                   | 1.27^{+0.09}_{-0.07}  | 0.42  | 10–1 | 0.16 (0.1\(\sigma\)) |
| BRIGHT-z    | 9–27                   | 1.24^{+0.06}_{-0.06}  | 1.85  | 4–1 | 4.35 (1.6\(\sigma\)) |
| BRIGHT-proj | 9–27                   | 1.25^{+0.11}_{-0.14}  | 0.26  | 5–1 | 0.01 (0.0\(\sigma\)) |
| LSTAR-z     | 6–18                   | 1.21^{+0.05}_{-0.04}  | 8.68  | 3–1 | 3.90 (1.5\(\sigma\)) |
| LSTAR-proj  | 6–18                   | 1.11^{+0.07}_{-0.06}  | 0.57  | 4–1 | 0.01 (0.0\(\sigma\)) |
| LSTAR-z     | 6–27                   | 1.23^{+0.04}_{-0.04}  | 4.59  | 5–1 | 8.70 (2.5\(\sigma\)) |
| LSTAR-proj  | 6–27                   | 1.15^{+0.07}_{-0.07}  | 1.02  | 7–1 | 0.76 (0.4\(\sigma\)) |
| LSTAR-z     | 9–27                   | 1.08^{+0.06}_{-0.05}  | 0.14  | 3–1 | 0.21 (0.1\(\sigma\)) |
| LSTAR-proj  | 9–27                   | 1.11^{+0.09}_{-0.08}  | 1.25  | 4–1 | 0.25 (0.1\(\sigma\)) |

**Notes.** We fit the configuration dependence of the reduced 3PCF from SDSS DR6 galaxy samples in comparison with dark matter clustering from the Hubble volume simulation. Fits are performed separately on two galaxy samples BRIGHT (\(M_r < -21.5\)) and LSTAR (\(-21.5 < M_r < -20.5\)) using measurements in redshift space (denoted with “z”) as well as projected space (“proj”). The second column lists the range of scales used for the respective fit. The errors are marginalized 1\(\sigma\) bounds calculated by the range within \(\Delta\chi^2 \leq 1\) from the best-fit value. The quality of the best-fit value is stated with the reduced chi-square \(\chi^2_{\nu} = \chi^2/\nu\). The degrees of freedom (\(\nu\)) correspond to the number of eigenmodes used minus the number of parameters (2 for all these fits). The last column lists the \(\Delta\chi^2\) value to quantify the likelihood of an “unbiased” model matching the data, i.e., \((B = 1; C = 0)\), with a likelihood expressed in the number of \(\sigma\) from the standard Gaussian assumption for the \(\Delta\chi^2\) distribution.

\(\sigma_r\) in the estimate of mass will directly translate into a different value of the best \(B\) describing galaxies. Even if we use the above relation, (23), \(B\) and \(\sigma_r\) are completely degenerate when solely considering the 2PCF.

By using the additional information available in the configuration dependence of the reduced 3PCF, we obtain a value of \(B\) that is independent of \(\sigma_r\) and breaks the degeneracy between the two parameters. Formally, this is only true to leading order,
as loop corrections in $Q(\theta)$ will add cosmological dependence, which we neglect in this analysis.

With an independent value of $B$ from Equation (11), we estimate $\sigma_8$ by utilizing the 2PCF in Equation (23). Ideally, we could construct a three-parameter fit to jointly constrain $B$, $C$, and $\sigma_8$ (e.g., Pan & Szapudi 2005, on 2dFGRS data). To improve constraining power, we could also jointly fit over several galaxy samples as they each have the same underlying $\sigma_8$. However, this additional complexity is beyond the scope of this analysis as our current uncertainties would yield poor constraints on $\sigma_8$. We simply estimate the value of $\sigma_8$ implied by best-fit bias parameters. We restrict this estimate to the largest scale triangles ($r_1 = 9 \, h^{-1} \, \text{Mpc}$) to ensure we approach the linear regime (i.e., the scales we are most confident with using the local bias model). Given our analysis of the relative bias, we use the larger $B$ values where we constrain $C = 0$. We present these estimates in Table 4.

5. EIGENVECTORS OF THE 3PCF COVARIANCE MATRIX

A point that is often overlooked is that the covariance matrix itself is a measurement of clustering rather than simply a means of quantifying uncertainty. It exhibits increased sensitivity to higher order terms (for a concise review see Szapudi 2009) with the covariance of the 2PCF being leading order sensitive up to fourth order and the 3PCF up to sixth order.

We investigate the structure of the normalized covariance matrices by examining the EVs, or principal components, obtained by an SVD. The EVs are contained in the $U$ and $V$ matrices from Equations (15) and (16). The first EV is associated with the largest SV and accounts for the largest variance in the normalized covariance matrix (i.e., most of the observed structure); the second EV is the next largest SV and so on. If the covariance matrix resolves predominately “true” signal, the first EVs should characterize this structure whereas the lower ranked EVs encapsulate noise. While the amplitudes of the EVs are not significant without the corresponding SV, they do represent the variation between bins in an orthogonal basis where the full covariance is a simple linear combination.

We show the top three EVs for the BRIGHT and LSTAR galaxy samples in Figures 7 and 8, respectively. In all cases there appear to be consistent features in the eigenmodes. The first EV represents weighting all bins equally. Typically, the second EV highlights the difference between “perpendicular” and “co-linear” configurations. Finally, the third EV tracks a roughly monotonic change from small to large $\theta$, possibly accounting for the scale difference of the continually increasing third side of the triangle. We point out that this structure evident in observational galaxy samples agrees well with theoretical predictions from simulations in Gaztañaga & Scoccimarro (2005). Remember, these EVs are obtained by deconstructing just the normalized covariance matrix.

We do not always see a clear separation between the second and third EVs. As the full structure is a linear combination of all modes, the configuration dependence and scale variation effects could be combined. The SVs of the two effects are essentially equivalent for our measurements, making their numerical distinction in the SVD somewhat arbitrary. This is not a concern, as it appears that the linear combination of these two EVs is consistent with our interpretation (even if they are mixed). Less significant EVs show less coherent structure, consistent with noisy modes in the covariance (as we would expect).

By examining the EVs of the covariance matrices, we note structure consistent with measurements of the reduced 3PCF (see Figures 3 and 4). Observing this structure provides supporting evidence that we have signal-dominated estimates of the covariance matrix. This justifies our approach of using a combination of the most significant eigenmodes in a quantitative comparison to galaxy-mass bias models, as we did in Section 4.

6. QUALITY OF ERROR ESTIMATION

We rely heavily on the structure of the error covariance matrix for constraints on galaxy-mass bias. Higher orders add complexity and increased sensitivity to systematics, even with a “ratio statistic” such as the reduced 3PCF where the error sensitivity is canceled to first order. When analyzing data, two empirical methods are commonly used to produce many

---

### Table 4

| Measurement | Scales ($h^{-1}$ Mpc) | $B$         | $\sigma_8$       |
|-------------|------------------------|-------------|------------------|
| BRIGHT-z    | 9–27                   | $1.24 \pm 0.06$ | 0.96–1.13        |
| BRIGHT-proj | 9–27                   | $1.25 \pm 0.11$ | 1.02–1.12        |
| LSTAR-z     | 9–27                   | $1.08 \pm 0.06$ | 0.88–0.97        |
| LSTAR-proj  | 9–27                   | $1.11 \pm 0.09$ | 0.83–0.97        |

Notes. We use the largest triangle configurations for our two samples, and the one-parameter constraints on $B$. The range of $\sigma_8$ does not represent formal uncertainties; we calculate values from the range of uncertainties stated in $B$, neglecting additional errors from the 2PCF. For reference, WMAP-5 (with SN and BAO) suggests $\sigma_8 = 0.82$ (Komatsu et al. 2009).
realizations and estimate the covariance matrix: (1) jackknife re-sampling of the data or (2) artificially generate multiple realizations of mock galaxy catalogs. The major concern with jackknife re-sampling is the validity of the method; the major concern with using mock catalogs is the realism with which they match the data.

Our data measurements use jackknife re-sampling to estimate errors and covariance (see McBride et al. 2011). We cannot assume that previous tests of jackknife re-sampling methods on the 2PCF are sufficient for 3PCF analyses, such as from angular correlation functions (Scranton et al. 2002) or redshift space SDSS measurements (Zehavi et al. 2002, 2005, 2011).

In this section, we want to address whether there are any discrepancies in the errors estimated between jackknife re-sampling of the data with that of realistic mock galaxy catalogs. We do not intend this to be a “pure” test of the jackknife re-sampling method, such as those performed by Norberg et al. (2009) or Marín (2011; on redshift space 3PCF). For a data analysis, our comparison is more stringent as it will include in the comparison any discrepancies due to the realism of the mock galaxy catalogs. The idea is to test two common approaches in analyzing observational galaxy samples and verify their consistency within our specific 3PCF measurements.

We analyze the errors and covariance on a single sample: the BRIGHT SDSS sample ($M_r < -21.5$). This galaxy sample has the lowest number density with the least number of galaxies over the largest volume. To help protect against undersampled measurements due to low bin counts (see discussion in McBride et al. 2011), we restrict the comparison to the configuration dependence of the larger triangles ($r_1 = 9 h^{-1}$ Mpc sides).

As discussed in Section 2.3, we created 49 independent galaxy mock catalogs based on independent $N$-body simulations that have appropriate resolution to model the BRIGHT SDSS sample and match observational limitations such as the volume and geometry of the SDSS sample.

We estimate the covariance matrix for the BRIGHT sample using different numbers of jackknife samples on the data, specifically using 15, 30, 49, and 105 jackknife regions. Again, these jackknife samples are created from the observational data and not from the mock galaxy catalogs, where each jackknife region is selected to maintain equal unmasked area (same method as detailed in McBride et al. 2011). Because we measure

Figure 7. Top three eigenvectors (EVs) chosen from the normalized covariance matrix in the $M_r < -21.5$ galaxy sample. The sign of the EV is arbitrary. The first EV (solid black) shows equal weights for all bins. The second (dashed red) and third (dotted blue) EVs display the configuration difference between perpendicular and co-linear triangles as well as the scale variation as the scale of the third side increases.

(A color version of this figure is available in the online journal.)
15 bins for $Q(\theta)$, we require at least 15 jackknife samples to prevent a singular covariance matrix. We use twice this number (30) and then use the same number as the number of mocks (49). The final value corresponds to the number of unique elements in the symmetric covariance matrix: $15(15 - 1)/2 = 105$. We caution that as we increase the number of jackknife samples, we decrease the respective volume of each jackknife region, which might subtly bias jackknife estimates (e.g., underestimate cosmic variance).

First, we investigate the magnitude of the absolute (diagonal) errors of the reduced 3PCF. Since we use normalized covariance matrices, differences in the absolute errors might not be noticeable in the covariance structure. The 1σ absolute errors are shown in Figure 9. We see little difference between any of the methods and the uncertainty typically ranges between 0.1 and 0.15.

For each of our methods, we estimate the normalized covariance in both redshift and projected space, as depicted in Figure 10. We also include the distribution of residuals as defined in Equation (13) of McBride et al. (2011) using the sample variance in each bin for the normalization. We note that jackknife re-sampling methods appear to underestimate the correlation in all cases, but the general structure looks comparable. More samples generally produce a smoother, and more correlated, covariance matrix. However, not even the 105 jackknife sample estimate reproduces the correlation in 49 mocks. We consider the distribution of residuals an important metric in evaluating the reliability of the resulting covariance, which we include in Figure 10. Ideally, the covariance matrix accounts for all “connections” between bins only if the residuals are reasonably Gaussian. We note a skew in several of the jackknife re-samplings, with a tail extending to lower values. As discussed in McBride et al. (2011), this is a consequence of cosmic variance within jackknife samples. A few rare structures affect the 3PCF; when they are excluded by a jackknife region the $Q(\theta)$ of the entire sample drops. The mock estimate shows a slight skew in the positive direction from the same effect. In mocks, when a rare structure exists in the probed volume then the 3PCF rises producing a rare high measurement.

The eigenmode analysis we utilize relies on signal being the dominant contribution to the structure of the covariance matrix (as opposed to noise). Noise is commonly expected to be an
The mocks in both redshift and projected space depict a slow decline in $S$ with well-behaved $S$ space. We see that the first half of the modes appear resolved, for redshift space, although it appears consistent in projected significance. This trend is not as clear in the jackknife estimates. The less significant EVs (which we do not show) appear random, and the figure shows a rapid decline of significance for each eigenmode. The first three EVs cumulatively account for over 99% of the variance in the normalized covariance matrix. Similar to Section 5, we examine the EVs of the covariance matrix to provide insight into the structure. By using the SVD, the EVs are ordered by largest to least amount of variance explained in the covariance matrix.

The first three EVs are shown in Figure 11 for both redshift and projected space. Similar structure appears in each of them, which we interpret as follows. The first EV represents the general measurement, with all eigenmodes equally weighted. The second EV shows the difference between “collapsed” and “perpendicular” configurations. Finally, the third EV represents a scale dependence as the third side of the triplet ranges between 9 $h^{-1}$ Mpc at $\theta \sim 0$ to 27 $h^{-1}$ Mpc at $\theta \sim \pi$. In some of the estimates, the shapes of the second and third EVs appear either combined or transposed. Since the full measurement is a linear combination of all EVs, this lack of separation makes sense. In these cases, the statistical significance the two EVs remain similar. This interpretation of the structure follows the analysis by Gaztañaga & Scoccimarro (2005) for N-body simulations. The less significant EVs (which we do not show) appear random, with the lowest being contributions from noise or numerical instabilities. We identify the significance of the eigenmodes by inspecting the SVs shown in Figure 12. The SV can be understood as an “importance weighting” of each eigenmode, and the figure shows a rapid decline of significance for each eigenmode. The first three EVs cumulatively account for over 99.9% of the variance in the normalized covariance matrix.

The $S/N$ of each eigenmode is shown in Figure 13, as calculated by Equation (17). The mocks in both redshift and projected space depict a slow decline in $S/N$ over the first few eigenmodes, supportive or our interpretation of relative significance. This trend is not as clear in the jackknife estimates for redshift space, although it appears consistent in projected space. We see that the first half of the modes appear resolved, with well-behaved $S/N$. For the least significant eigenmodes, the noisier error estimates using fewest jackknife samples show unrealistically high $S/N$s (especially in the case of 15 jackknife regions). The total $S/N$ would increase dramatically and artificially if we included these noise-dominated modes. In these cases, using the full covariance (i.e., including all modes) would be a mistake. To make the point clearer, we examine the cumulative $S/N$ in Figure 14 where we identify rapid upturns in the total $S/N$ as an artificial consequence of noise. Several curves in Figure 14 do not appear problematic with this test and show steady behavior across all modes. The amplitude of the $S/N$ between 49 mocks and the 105 jackknife samples shows consistency, but the $S/N$ does not appear to be a monotonic change with the number of jackknife samples which suggests a complex relationship between the best $S/N$ and an optimal number of jackknife regions.

We can compare the subspace that a set of EVs probe between two error estimates. The formalism is the same as discussed in Yip et al. (2004, see Section 4), which results in a fractional “compatibility” between a collection of EVs. Intuitively, this is the matrix equivalent of the vector dot product, where two orthogonal unit vectors would have a vector subspace of 0 (no compatibility) and two identical unit vectors would result in 1. We use the covariance of the 49 mocks as “truth” and test the fractional compatibility of the jackknife estimates for covariance in $Q_z(\theta)$ and $Q_{proj}(\theta)$ shown in Figure 15. When all the eigenmodes are considered, the subspace becomes the full space and the comparison yields unity by construction. We note the projected measurements never appear more discrepant than 75%. After the first few eigenmodes, redshift space shows a similar agreement. With the exception of the 15 jackknife sample estimate, the eigenmode 3 mark appears 90% compatible or better in all cases. This quantifies our argument of the top three EVs in Figure 11, where the second and third EVs appear different (predominantly in redshift space), but their linear combination remains consistent with each other. Remember, this comparison only considers the compatibility of the direction of each eigenvector and not their relative strengths (i.e., SVs).

We evaluate the subspace compatibility on the normalized covariance matrix between redshift and projected space estimates. For each method, we show the fractional comparison in Figure 16. The mocks estimates show the most compatibility across all eigenmodes by showing agreement at ~85% or better. Excepting the 15 jackknife sample estimate, all estimates show that the first three eigenmodes remain a compatible subspace (above 90% agreement).
Figure 10. We present the normalized covariance matrices and residuals of the error estimation for large triangles (9–27 $h^{-1}$ Mpc). The left and right columns pertain to redshift and projected space, respectively. We estimate errors using 15, 30, 49, and 105 jackknife regions and compare with results from 49 mocks from independent $N$-body simulations. The solid, dashed, and dotted contours in the normalized covariance correspond to values of 0.70, 0.85, and 0.99, respectively.

(A color version of this figure is available in the online journal.)
Figure 11. Top three eigenvectors (EVs) chosen from the normalized covariance matrix for the different error estimates for \( Q_z(\theta) \) and \( Q_{\text{proj}}(\theta) \). The sign of the EV is arbitrary. The first EV (left panels) shows equal weights between all bins. The second (middle) and third (right) EVs display the configuration difference between perpendicular and co-linear triangles, as well as the scale variation as the scale of the third side increases.

We caution that the resolution of errors and the choice of binning scheme relate in a non-trivial manner, which is discussed in additional detail by McBride et al. (2011). We chose “large” bins (fiducial scheme with \( f = 0.25 \)) to ensure a smooth, signal dominant structure in the covariance matrix. Overall, this error comparison supports our claim that accurate results can still be obtained even with less-than-optimal error estimation such as jackknife re-sampling.

7. DISCUSSION

We utilize the configuration dependence of the 3PCF in redshift and projected space to constrain galaxy-mass bias parameters in the local bias model. We find that galaxies are biased tracers of mass, with brighter galaxies corresponding to increased bias. These results are consistent with detailed analysis of SDSS galaxies from the 2PCF (Zehavi et al. 2005, 2011) which quantifies how bias increases clustering for brighter galaxy samples. Our results indicate that a linear bias model yields reasonable approximations to the observations, in agreement with Hikage et al. (2005). However, a nonlinear bias model produces slightly better agreement and yields lower reduced chi-square values (\( \chi^2_\nu \) in Tables 2 and 3). We note a strong correlation between linear and quadratic bias, as expected from inspection of Equation (11), and consistent
Figure 12. Singular values (SV), or eigenvalues, obtained from the singular value decomposition (SVD) of the normalized covariance matrix for each of our error estimates. Larger values of the SV correspond to more statistically significant eigenmodes in the structure of the covariance.

(A color version of this figure is available in the online journal.)

Figure 13. Signal-to-noise ratio for each eigenmode, ordered in terms of importance. The total signal-to-noise of a measurement is calculated by adding each individual eigenmode in quadrature.

(A color version of this figure is available in the online journal.)

with measurements of SDSS galaxies using the bispectrum (Nishimichi et al. 2007). We find that our redshift space measurements predict significantly negative quadratic bias with a linear bias near one. This effect was seen in a similar analysis conducted on 2dFGRS galaxies (Gaztañaga et al. 2005). Interestingly, we find projected measurements suggest a larger linear bias with near zero quadratic bias for the same samples, suggesting a possible systematic effect from redshift distortions in this simple bias model.

We examined the relative bias in Section 4.3. We find supporting evidence that the brighter galaxy sample is a more biased realization using both the 2PCF and 3PCF, consistent with other analyses of SDSS data (Zehavi et al. 2002, 2005, 2011). Relative bias provides a consistency check on the “absolute” galaxy-mass bias parameters we constrain, suggesting that a combination of linear and quadratic bias terms are consistent with observations. However, the relative bias of the 2PCF suggests that our two parameter bias model fits underpredict the value of linear bias necessary to explain the observations. Again, we see a hint that constraints from projected measurements appear to be less affected, although we caution that this trend has weak statistical significance given the larger uncertainties in projected space.

We obtain reasonable projections for $\sigma_8$ by using our linear bias values from fits on $Q(\theta)$ in conjunction with the 2PCF. We estimate the values of $\sigma_8$ to be between 0.83 and 1.13 based on the BRIGHT ($M_r < -21.5$) and LSTAR ($-21.5 < M_r < -20.5$) galaxy samples. The values we obtain are contingent on a specific model of mass clustering, where we have chosen to use N-body simulations (specifically the HV $\Lambda$CDM results) and redshift distortions (which we include through velocity information to distort particle positions in the HV simulation). For comparison, constraints of $\sigma_8$ from a joint analysis of the cosmic microwave background (CMB), supernova (SN) data, and baryon acoustic oscillations (BAO) find $\sigma_8 = 0.82$. 

\[ \text{Redshift } r_1, r_2 = 9.18 \text{ Mpc} \]

\[ \text{Projected } r_1, r_2 = 9.18 \text{ Mpc} \]
Figure 14. Cumulative signal-to-noise ratio for each eigenmode, ordered in terms of importance. The cumulative total is calculated by summing in quadrature the more significant modes.

(A color version of this figure is available in the online journal.)

Figure 15. We compute the compatibility of the subspace contained in a series of eigenvectors such that the y-axis can be interpreted as the fractional “match” between the spaces the eigenvectors probe. A value of 1.0 means no mismatch in the space they probe, and 0.0 means no overlap (i.e., orthogonal). The left panel uses the eigenvectors of the redshift space covariance matrix determined by the 49 mocks as the reference value. The right plot does the same as the left, but uses measurements in projected space. The comparison is cumulative (eigenmode 3 means the sum of the first three modes).

(A color version of this figure is available in the online journal.)

(Komatsu et al. 2009). Our lower values are in good agreement with these constraints. Our high end values appear too large, but our results are in reasonable agreement with an analysis of a related statistic, the monopole moment of the 3PCF, where they find best fit $\sigma_8$ values between 0.9 and 1.07 (see Table 3 in Pan & Szapudi 2005) using 2dFGRS galaxies (Colless et al. 2001). Although the value of $\sigma_8$ we obtain is comparable with results from 2dFGRS, the specific bias values will not be, as the 2dF targets a different galaxy selection than our SDSS samples. If we underestimate the value of linear bias, effectively $B$ here, Equation (23) shows that the implied value of $\sigma_8$ will be overestimated. This might explain the larger values of our estimates in comparison with Wilkinson Microwave Anisotropy Probe (WMAP) analyses. Our projections for $\sigma_8$ use clustering measurements between 9 and 27 $h^{-1}$ Mpc and exploit only the configuration dependence of $Q(\theta)$. This is a much smaller slice of data that is significantly different from either the monopole measurement (which utilizes a larger range of scales without configuration dependence) or WMAP results (from a combination of data from both CMB and LSS analyses). We do not intend this analysis to complete with these constraints, but rather to help illuminate the role of galaxy-mass bias in future constraints of $\sigma_8$ using the 3PCF.

Understanding the properties of measurement errors and the impact of empirical methods of estimating the covariance is a critical component necessary for quantitative constraints. Recent results have done comparisons on lower order statistics, such as the work by Norberg et al. (2009). We compared several properties of 3PCF covariance matrices estimated from jackknife re-sampling of the data to estimates from many realizations of independent galaxy mock catalogs. We chose to use jackknife re-sampling of the data for comparison of two
We use the subspace comparison of eigenvectors to estimate the difference in space probed between similar numbers of eigenmodes in redshift and projected covariance matrices for each of the error estimates. (A color version of this figure is available in the online journal.)

Figure 16. We use the subspace comparison of eigenvectors to estimate the difference in space probed between similar numbers of eigenmodes in redshift and projected covariance matrices for each of the error estimates. (A color version of this figure is available in the online journal.)

options often employed in data analyses. This is not intended to be a pure test of the jackknife re-sampling method. While we noted some concerning discrepancies between the covariance matrices, they appear to be a result of the least significant eigenmodes. We identified many similarities between the covariance estimates, including physical descriptions for the first three eigenmodes which account for an overwhelming majority of the variance. We confirmed previous results (Gaztañaga & Scoccimarro 2005) emphasizing the need to trim noisy, unresolved modes from the covariance. When trimmed, and the eigenmode analysis is properly utilized, we noted only a few significant differences which appeared mostly in the case of 15 jackknife samples. We conclude that our use of 30 jackknife samples does not significantly affect our analysis.

In a broader scope, this work evaluates the constraining power of the 3PCF and helps to identify the limiting systematics through a simple analysis of a local bias model. The 3PCF clearly contains more information than lower order measurements, but making use of the information can be hindered by many non-trivial complications such as measurement complexity, binning, larger uncertainties, and proper error resolution.

Using a fair treatment of the errors, we focus on the full configuration dependence of the 3PCF, which contains more complete information than alternative higher order measurements such as cumulants (e.g., Ross et al. 2006) or angle-averaged versions (e.g., the monopole moment in Pan & Szapudi 2005). The configuration dependence helps to break the degeneracy between the linear and quadratic bias terms, but becomes impractical to probe completely. This effectively reduces the information to a smaller subset of the available configuration space of the 3PCF. Even with this more limited information, our analysis effectively separates the linear and quadratic bias terms. However, a strong correlation remains between them (as seen in our error contours, see Section 4.1). This correlation can likely be improved by adding even more triangle configurations, which adds constraints from different linear combinations of B and C (Gaztañaga & Scoccimarro 2005; Marín et al. 2008; McBride et al. 2011). Our investigation of the relative bias (Section 4.3) suggests that the correlation between bias parameters might also be mitigated by jointly analyzing multiple galaxy samples in conjunction with more 2PCF measurements.

We investigate the impact of systematic effects on our bias constraints, which include (1) a joint analysis in redshift and projected space, (2) the scales of triangles to use, and (3) the resolution of the covariance matrix. Given the complex interplay between measurement specifics, piecewise investigation might be difficult as the individual tests cannot be isolated. We address this by a self-consistent analysis using the same data samples. In comparing redshift and projected measurements directly, we highlight a potential discrepancy due to redshift distortions when using scales below 9 h^{-1} Mpc, which were the most constraining scales in an analysis on the 2dFGRS (Gaztañaga et al. 2005). The increased errors of the projected 3PCF, naturally occurring due to the inclusion of larger scales in the projection, work to reduce the constraining power of large-scale triangles removing the theoretical advantages of projected space as discussed by Zheng (2004).

Overall, our analysis shows that configuration dependence of the reduced 3PCF contains information not found in lower order clustering measurements. We demonstrate that just using Q(\theta) on a few scales yields galaxy bias and cosmology constraints consistent with other analyses. To achieve more competitive constraints, Q(\theta) can be utilized in combination with other complementary measurements in a joint analysis or include the better resolved measurements at smaller scales (i.e., not limited to the large-scale bias limit). This work is an important step toward these future analyses.

8. SUMMARY

We analyze measurements of the configuration dependence of reduced 3PCF for two SDSS galaxy samples that were first presented in McBride et al. (2011). In both redshift and projected space, we characterize the galaxy clustering differences with those predicted by the nonlinear mass evolution in the ΛCDM HV simulation. Here, we summarize our main results.

1. We demonstrate that brighter galaxies remain a more biased tracer of the mass field by constraining the linear and quadratic galaxy-mass bias parameters using a maximum likelihood analysis on scales between 6 and 27 h^{-1} Mpc. Conservatively using scales above 9 h^{-1} Mpc, the BRIGHT sample is biased at greater than 2σ and the fainter LSTAR shows no significant bias, in generally agreement with expectations from previous analyses of SDSS galaxies (Zehavi et al. 2005, 2011). The bias parameters and their significance are summarized in Table 2.

2. We resolve the strong correlation between the linear and quadratic bias terms, which helps to explain the weak luminosity dependence observed in the reduced 3PCF.

3. We find that a linear bias model appears sufficient to explain the measurements of the 3PCF by re-fitting the linear bias while constraining the quadratic bias at zero (results reported in Table 3). However, we find the two-parameter fit is preferred in our analysis as it yields a lower chi-square in the best-fit value.

4. The relative bias between samples of different luminosities (which is independent of the mass predictions), as well as the cosmological implications for values of \sigma_8, show general consistency with previous analyses. Inspection of our results suggest that the linear bias values obtained without a quadratic bias term are preferred. This implies
that two-parameter bias constraints can predict a linear bias with a value lower than expected if used in isolation.

5. We decompose the structure of the normalized covariance matrix as an alternative view into clustering properties of our samples. The EVs of the first three dominant modes show coherent structure consistent with variations seen in the Q(θ) measurements, supporting our claim that the covariance is signal-dominated and sufficiently resolved.

6. We find that jackknife re-sampling methods cannot reproduce the correlation seen in the a 3PCF covariance matrix estimated from many realizations of mock galaxy catalogs. By performing a detailed comparison of the properties and structure of the errors, we determine that noisy, unresolved eigenmode analysis can mitigate the differences and conclude that our analysis should not be significantly affected by less-than-ideal methods of error estimation.

7. Comparing results between redshift space and projected measurements implies a potential systematic bias on values from the redshift space analysis when scales below 9 h⁻¹ Mpc are included, which have been utilized in other comparable analyses. Because the small-scale measurements contain more constraining power than larger scales, they drive the likelihood analysis even when larger scales are included.

8. On scales above 9 h⁻¹ Mpc, the statistical significance of constraints from redshift space analyses appear stronger than those found in analyses of projected measurements. We attribute this result to the increased uncertainties of the projected 3PCF, which mixes in larger scales (with larger errors) due to the line-of-sight projection. When considered with the results of McBride et al. (2011), which find that the projected 3PCF recovers configuration dependence at small scales lost in redshift space, a combination of redshift space analysis at large scales and projected measurements at small scales could form a nice complement for future analyses.
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APPENDIX

BINNING EFFECTS

As an example of the effects of bin size on galaxy-mass bias constraints, we re-analyze the LSTAR galaxy sample (−21.5 < Mr < −20.5) using the two fractional bin widths: f = 0.1 and f = 0.25. First, we ignore the structure of the covariance matrix and show constraints using all the bins assuming perfect independence shown in the left panel of Figure 17. While unphysical, this illustration allows one to probe the effect of shape differences in the 3PCF measurements without considering the resolution of the covariance matrix. Since larger bins smooth the configuration dependence, we expect a larger degeneracy between B and C, which is apparent. We see the best-fit values (symbols) stay within the respective 1σ contours, but just barely. Remember, this approach uses all modes and the exact same input data, suggesting that binning can result in a 1σ systematic bias.

For the right panel of Figure 17, we consider the full covariance as well as improvements obtained by using the eigenmode analysis in the galaxy-mass bias constraints. First, we note the error contours appear less stretched, in accord with our expectations of using a non-diagonal covariance matrix. In most cases (excepting Qr for r1 = 6 h⁻¹ Mpc), the area of the contours appears to be of equal size or even decreased for the larger f = 0.25 measurements in contrast to the diagonal case. This makes sense, as the lower variance measurements of f = 0.25 appear better resolved as long as there are enough remaining modes to constrain two parameters. The best-fit values appear discrepant, especially at the lower scales (6–18 h⁻¹ Mpc) where they disagree at more than a 1σ significance. While this causes some concern, it is not as drastic as the diagonal case. As the eigenmode analysis trims modes, it excludes information and the same input data produce a different statistical representation. In light of this effect, a 1σ difference becomes a statistical difference of analysis rather than a significant systematic effect.

In summary, we find lower galaxy-mass bias parameters with larger bin widths, a potential artificial bias on the galaxy-mass parameters due to oversmoothing. Since we gain very little additional constraining power with the f = 0.25 bin width, we argue that f = 0.10 bin width represents the more conservative choice. Although the f = 0.10 scheme represents smaller bins, they are still quite large and adequately resolve structure in the covariance.
Figure 17. Analogous to the Galaxy-mass bias constraints in Section 4, we show the constraints on $B$ and $C$ using the same data for our fiducial binning scheme with fractional bin-size of $f = 0.1$ (solid red contours) and larger $f = 0.25$ (block dotted). On the left, we neglect any overlap as well as the covariance and assume independent diagonal errors and use the full 15 bins. On the right, we utilize the full covariance and only fit the dominant modes in an eigenmode analysis. The contours correspond to the $1\sigma$ and $2\sigma$ confidence levels from the $\Delta \chi^2$ surface. We use the LSST galaxy sample.
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