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LOCAL BOUNDEDNESS OF WEAK SOLUTIONS TO THE DIFFUSIVE
WAVE APPROXIMATION OF THE SHALLOW WATER EQUATIONS

THOMAS SINGER AND MATIAS VESTBERG

Abstract. In this paper we prove that weak solutions to the Diffusive Wave Approximation of the Shallow Water equations
\[ \partial_t u - \nabla \cdot ((u - z)\alpha|\nabla u|^{\gamma-1}\nabla u) = f \]
are locally bounded. Here, \( u \) describes the height of the water, \( z \) is a given function that represents the land elevation and \( f \) is a source term accounting for evaporation, infiltration or rainfall.

1. Introduction

In this work we study regularity properties of weak solutions to the diffusive wave approximation of the shallow water equations (DSW). This parabolic PDE is given by

\[ \partial_t u - \nabla \cdot ((u - z)\alpha|\nabla u|^{\gamma-1}\nabla u) = f \quad \text{in } \Omega_T := \Omega \times (0,T), \]

where \( \alpha \) and \( \gamma \) are known parameters, \( z \) is a given function defined on an open bounded set \( \Omega \subset \mathbb{R}^n \), and we are looking for solutions \( u \) defined in a parabolic space-time cylinder \( \Omega_T \) for \( T > 0 \). In applications, \( n = 2 \), but we have investigated the equation for all \( n \geq 2 \). Physically, \( z \) represents the land elevation, and \( u \) describes the height of the water, measured with respect to some ground level. The right-hand side \( f \) is a source term accounting for evaporation, infiltration or rainfall. Since the water flows on top of the land, it is natural to consider only solutions satisfying \( u \geq z \), which also guarantees that the quantity \( (u - z) \alpha \) appearing in the elliptic term is always well-defined.

The DSW equation arises as an approximation of the two-dimensional shallow water equations when the inertial terms are neglected while retaining the gravitational terms, and the viscosity is modeled by introducing friction slopes in accordance with Manning’s formula. See for example [6] and [9]. A more empirical, concise derivation can be found in [1]. The DSW equation has been used to successfully model flow in wetlands and vegetated areas [11], and dam breaks [14, 25].

Regarding the purely mathematical investigation of the DSW equation, very little is known. In the special case \( z = 0 \), i.e. ignoring topographic effects, equation (1.1) was studied by Alonso, Santillana and Dawson in [1]. They show the existence of suitably defined weak solutions to the Dirichlet problem with zero values on the lateral boundary. In the same article it is shown that these solutions are bounded if the initial data and the source term are bounded, whereas a numerical investigation of the DSW equation in the general case was done by the two latter authors in [21]. The existence of weak solutions of doubly nonlinear parabolic equations was first proven in [15–17] for a bounded source term \( f \), and for a more general right-hand side in [22]. Let us note that these results also cover the flat case \( z = 0 \) for the DSW equation.
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In the case \( z \neq 0 \) no mathematical theory is developed. In this paper we start closing this gap by showing that every weak solution to the DSW equation (1.1) is locally bounded. It turns out that we have to assume that \( f \) and \( z \) are smooth enough, which was already conjectured in [1, Section 5]. For the exact assumptions on the functions \( f \) and \( z \) we refer to Section 2.

For the parameters \( \alpha \) and \( \gamma \) we always assume that \( \alpha > 0 \) and \( \gamma \in (0, 1) \). Furthermore, in this work we are only interested in the slow diffusion case

\[
\alpha + \gamma > 1.
\]

The nomenclature slow diffusion traces back to the simple case where \( z = 0 \). Here it is well known that perturbations of solutions only propagate with finite speed, see [5, 22]. Let us note that in applications typically the case \( \alpha \in (1, 2) \) is of interest, which is always included in our framework.

In the special case where \( \alpha = 0 \) the DSW equation (1.1) reduces to the \( p \)-Laplacian with \( p = \gamma + 1 \), whereas if \( \gamma = 1 \) and \( z = 0 \) we end up with the porous medium equation.

Let us now have a brief look at the history of establishing boundedness for weak solutions. We will use the celebrated method of De Giorgi, which was introduced in the context of linear elliptic equations, cf. [7]. The method is based on the idea to first prove suitable energy estimates on level sets and performing an iteration afterwards by also using Sobolev’s embedding. It turned out that this method is also applicable to nonlinear elliptic equations, see [19], and also to parabolic equations. In the latter setting, regularity results for linear equations are due to Ladyzhenskaya, Solonnikov & Ural’tseva, c.f. [20], whereas the nonlinear case was treated by DiBenedetto in [8].

Let us shortly explain the main difficulties appearing in our proof. We first observe that it is necessary to consider the function \( v := u - z \) instead of \( u \) itself. Also from a physical point of view it is most natural to focus on \( v \), since the values of \( u \) and \( z \) depend on some arbitrarily fixed ground level, whereas their difference is invariant. This however leads to the appearance of a new term involving the function \( z \) on the right-hand side of our energy estimate, c.f. Section 4. Nevertheless, our method is still applicable if \( z \) is smooth enough.

It is also worth mentioning that we assume that a power of \( v \) rather than \( v \) itself should have a spatial gradient. This phenomena appears already for the porous medium equation, c.f. [4,23] and also for doubly nonlinear equations, see [2,12,22,24]. This leads to a difficulty when using Sobolev’s embedding. The powers of the terms arising in the diffusion part are different from the one that are produced by the parabolic part of the equation. Therefore, it is not possible to directly apply the parabolic Sobolev inequality.

Let us finally mention a well known problem regarding parabolic equations. The main idea is to use the solution itself as testing function, even though it may not possess a weak time derivative. This issue can be solved by using a mollification in time, although a rigorous argument is quite delicate in our setting.

The paper is organized as follows. In Section 2 we will present a precise definition of weak solutions and our main result, whereas in Section 3 we will introduce some notation and auxiliary tools. Section 4 is devoted to proving that weak solutions satisfy certain energy estimates, which are finally utilized in Section 5 to prove local boundedness.
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2. Setting and main result

In this section we will state our main result and start by motivating the notion of weak solutions. Already in the easiest case \( z = 0 \) it is necessary to assume that \( u^\beta \) belongs to some Sobolev space for some \( \beta > 0 \) to be chosen later, compare with \([1, 22]\). However, in (1.1) such terms do not appear directly, which forces us to interpret terms in a different way.

We reformulate the problem in a way that the factor \((u-z)^\sigma\) which causes the degeneracy of the elliptic part is no longer present. We can rewrite the vector field as

\[
(u - z)^{\gamma} \frac{\partial}{\partial u} \gamma^{-1} \frac{\partial}{\partial u} = |(u - z)^{\frac{\gamma}{\sigma}} \frac{\partial}{\partial u} |^{-1} \frac{\partial}{\partial u},
\]

and note that at least formally,

\[
(u - z)^{\frac{\gamma}{\sigma}} \frac{\partial}{\partial u} = (u - z)^{\frac{\gamma}{\sigma}} (\frac{\partial}{\partial u} - \frac{\partial}{\partial v}) + (u - z)^{\frac{\gamma}{\sigma}} \frac{\partial}{\partial z} = \beta^{-1} (u - z)^{\beta} + (u - z)^{\frac{\gamma}{\sigma}} \frac{\partial}{\partial z},
\]

for the choice

\[
\beta := \frac{\alpha + \gamma}{\gamma}.
\]

Hence, on a formal level, the DSW equation is equivalent to

\[
\nabla \cdot (\beta^{-1} |\nabla v^{\beta} + \beta v^{\frac{\gamma}{\sigma}} \nabla z|^{-1} (\nabla v^{\beta} + \beta v^{\frac{\gamma}{\sigma}} \nabla z)) = -\partial_t v = -f,
\]

where we have denoted \( v = u - z \) to simplify the expression. Note also that \( \partial_t u = \partial_t v \), since \( z \) is independent of time. This formulation suggest that the natural requirement for solutions is that \( v^\beta \in L^p(0,T;W^{1,p}(\Omega)) \) for some suitable exponent \( p \). The existence results for the flat case in \([1, 22]\) suggest that the natural choice is \( p = \gamma + 1 \). In order not to overburden our notation we will introduce the vector field

\[
A(v, \nabla v^\beta) := \beta^{-1} |\nabla v^{\beta} + \beta v^{\frac{\gamma}{\sigma}} \nabla z|^{-1} (\nabla v^{\beta} + \beta v^{\frac{\gamma}{\sigma}} \nabla z).
\]

Furthermore, we have to assume some regularity for the functions \( z \) and \( f \) to ensure that the weak formulation is well defined. Here we propose that

\[
f \in L^{\frac{\gamma+1}{\gamma+1}}(\Omega_T) \quad \text{and} \quad z \in W^{1,\beta(\gamma+1)}(\Omega).
\]

Thus, we are led to the following definition.

**Definition 2.1.** Suppose that \( f \) and \( z \) satisfy (2.3). We say that \( u: \Omega_T \to \mathbb{R} \) is a weak solution to the DSW equation (1.1) if and only if \( v := u - z \) is nonnegative, \( v^\beta \in L^{\gamma+1}(0,T;W^{1,\gamma+1}(\Omega)) \) and

\[
\int_{\Omega_T} A(v, \nabla v^\beta) \cdot \nabla \varphi - v \partial_t \varphi \, dx \, dt = \int_{\Omega_T} f \varphi \, dx \, dt,
\]

for all \( \varphi \in C_0^\infty(\Omega_T) \). Moreover, if the above statement is true, we say that \( v: \Omega_T \to \mathbb{R} \) is a weak solution to (2.2).

In the proof of local boundedness, we require stronger assumptions for the given functions \( f \) and \( z \). This seems natural because such an assumption is already needed for the \( p \)-Laplacian, which can be seen as a special case of our equation, c.f. \([8]\). Here, we assume that there exists some \( \sigma > \frac{\gamma+1+n}{\gamma+1} \) such that

\[
f \in L^{\frac{\gamma+1+n}{\gamma+1}}(\Omega_T) \quad \text{and} \quad z \in W^{1,\beta(\gamma+1)\sigma}(\Omega)
\]

holds true. Note that \( \beta(\gamma+1)\sigma > n \), which implies that \( z \) is Hölder continuous, and in particular, that \( z \) is bounded. From the point of view of applications, our assumptions on
and \( z \) are not restrictive at all. In realistic models of shallow water flow, \( z \) is typically a Lipschitz function, and \( f \) is bounded.

Before stating our main result, we will introduce space time cylinders that fit in our setting. For \( z_o = (x_o, t_o) \in \Omega_T \) we define
\[
Q_\varrho(z_o) := B_\varrho(x_o) \times (t_o - \varrho^{\frac{\beta+1}{\beta+1}}, t_o + \varrho^{\frac{\beta+1}{\beta+1}}).
\]

Finally, we present the main result of our paper:

**Theorem 2.2.** Let \( u \) be a weak solution to the DSW equation (1.1) in the sense of Definition 2.1, and suppose that (2.5) holds true. Then \( u \) is locally bounded, and moreover if \( Q_\varrho(z_o) \in \Omega_T \) for some \( 0 < \varrho \leq 1 \) we have the quantitative estimate
\[
\sup_{Q_\varrho(z_o)} (u - z) \leq c \varrho^{-\frac{n+\gamma+1}{\beta+1}} \left[ 1 + \int_{Q_\varrho(z_o)} (u - z)^{\beta(\gamma+1)} \, dx \, dt \right]^{\frac{1}{\beta+1}}
\]
for a constant \( c \geq 1 \) that depends only on \( n, \alpha, \gamma, \|f\|_{L^\infty(\Omega_T)}, \|z\|_{W^{1,\beta(\gamma+1)}(\Omega)} \) and \( \sigma \).

We conclude this section by giving a remark on the assumptions for \( v, z \) and \( f \).

**Remark 2.3.** Since our boundedness result is local it would be sufficient to assume that \( v, z \) and \( f \) belong only to local Sobolev- and Lebesgue-spaces.

3. Preliminaries

Here we will introduce some notation and present auxiliary tools that will be helpful in the course of the paper.

3.1. Notation. With \( B_\varrho(x_o) \) we denote the open ball in \( \mathbb{R}^n \) with radius \( \varrho \) and center \( x_o \). Furthermore, for \( z_o := (x_o, t_o) \in \Omega_T \) we define a space-time cylinder
\[
Q_{\varrho, \theta}(z_o) := B_\varrho(x_o) \times (t_o - \theta, t_o + \theta).
\]

For \( v, w \geq 0 \) we define
\[
\beta[v, w] := \frac{\beta}{\beta+1} (w^{\beta+1} - v^{\beta+1}) + v^{\beta} - w^{\beta},
\]
where \( \beta \) is as in (2.1). For convenience we will sometimes use the short hand notation \( v(\cdot, t) = v(t) \) for \( t \in [0, T] \).

3.2. Auxiliary tools. We now recall some elementary lemmas that will be used later, and start by defining a mollification in time as it was done in [18], see also [3]. For \( T > 0, t \in [0, T], h \in (0, T) \) and \( w \in L^1(\Omega_T) \) we set
\[
w_h(x, t) := \frac{1}{h} \int_0^t e^{\frac{s-t}{h}} w(x, s) \, ds.
\]

Moreover, we define the reversed analogue by
\[
w_h(x, t) := \frac{1}{h} \int_t^T e^{\frac{s-t}{h}} w(x, s) \, ds.
\]

For details regarding the properties of the exponential mollification we refer to [18, Lemma 2.2], [3, Lemma 2.2], [22, Lemma 2.9]. The properties of the mollification that we will use have been collected for convenience into the following lemma:

**Lemma 3.1.** Suppose that \( w \in L^1(\Omega_T) \). Then the mollification \( w_h \) defined in (3.2) has the following properties:
Lemma 3.2. Let \( w \in L^p(\Omega_T) \) then \( w_h \in L^p(\Omega_T) \),
\[
\|w_h\|_{L^p(\Omega_T)} \leq \|w\|_{L^p(\Omega_T)},
\]
and \( w_h \to w \) in \( L^p(\Omega_T) \).

(ii) In the above situation, \( w_h \) has a weak time derivative \( \partial_t w_h \) on \( \Omega_T \) given by
\[
\partial_t w_h = \frac{1}{h}(w - w_h),
\]
whereas for \( w_T \) we have
\[
\partial_t w_T = \frac{1}{h}(w_T - w).
\]

(iii) If \( w \in L^p(0,T;W^{1,p}(\Omega)) \) then \( w_h \to w \) in \( L^p(0,T;W^{1,p}(\Omega)) \) as \( h \to 0 \).

(iv) If \( w \in L^p(0,T;L^p(\Omega)) \) then \( w_h \in C^0([0,T];L^p(\Omega)) \).

Note that (iv) follows from (i) and (ii) and [10, Ch. 5.9, Theorem 2].

The next Lemma provides us with some useful estimates for the quantity \( b[w,v] \) that was defined in (3.1). The proof can be found in [4, Lemma 2.3].

Lemma 3.3. Let \( Y_j \) be a positive sequence such that
\[
Y_{j+1} \leq Cb Y_j^{1+\delta},
\]
where \( C, b > 1 \) and \( \delta > 0 \). If
\[
Y_0 \leq C^{-\frac{1}{\delta}} b^{- \frac{1}{\delta}},
\]
then \( Y_j \) converges to zero as \( j \to \infty \).

3.3. Continuity in time. In this section we will show that for every weak solution \( u \) of the DSW equation we have that \( v = u - z \in C^0([0,T];L^{\frac{3}{2}+1}(\Omega)) \). This method is based on the proof of continuity in time of [22, Section 3.8]. We are only able to show a local version, which is not surprising since our weak formulation is only of local nature. We start by showing an auxiliary lemma.

Lemma 3.4. Assume that \( v \) is a weak solution to (2.2) and by
\[
\mathcal{V} := \left\{ w^\beta \in L^{\gamma+1}(0,T;W^{1,\gamma+1}(\Omega)) : \partial_t w^\beta \in L^{\frac{\gamma+1}{\gamma+1}}(\Omega_T) \right\},
\]
we denote the class of admissible test functions. Then, for every \( \zeta \in C^0_0(\Omega_T, \mathbb{R}_{\geq 0}) \) and \( w \in \mathcal{V} \) we have
\[
- \int_{\Omega_T} \partial_t \zeta [v,w] dx \, dt = \int_{\Omega_T} \zeta \partial_t w^\beta (w - v) - \zeta f(w^\beta - v^\beta) dx \, dt + \int_{\Omega_T} A(v, \nabla v^\beta) \cdot \nabla [\zeta (w^\beta - v^\beta)] dx \, dt.
\]

Proof. Let \( w \in \mathcal{V} \) and \( \zeta \in C^0_0(\Omega_T, \mathbb{R}_{\geq 0}) \) and choose
\[
\varphi = \zeta (w^\beta - [v^\beta]_h)
\]
as testing function in (2.4). Moreover, Lemma 3.1 (ii) implies
\[
([v^\beta]_h^\frac{1}{2} - v) \partial_t [v^\beta]_h \leq 0,
\]
and we can treat the parabolic part as follows
\[
\iint \Omega_T v \partial_t \varphi \, dx \, dt = \iint \Omega_T \zeta v \partial_t \varphi \, dx \, dt - \iint \Omega_T \zeta [v^\beta]_h \partial_t [v^\beta]_h \, dx \, dt \\
+ \iint \Omega_T \zeta (v^\beta_0 - v) \partial_t [v^\beta]_h \, dx \, dt + \iint \Omega_T \partial_t \zeta (v^\beta_0 - [v^\beta]_h) \, dx \, dt \\
\leq \iint \Omega_T \zeta v \partial_t \varphi \, dx \, dt + \iint \Omega_T \partial_t \zeta (v^\beta_0 - [v^\beta]_h) \, dx \, dt \\
+ \iint \Omega_T \partial_t \zeta (\frac{\beta}{\beta+1} v^\beta_0 + v (w^\gamma - v^\beta)) \, dx \, dt \\
= \iint \Omega_T \zeta \partial_t v^\beta (v - w) \, dx \, dt - \iint \Omega_T \partial_t \zeta [v, w] \, dx \, dt,
\]
in the limit \( h \downarrow 0 \). This shows \( \varphi \geq \eta \) in (3.3). The reverse inequality can be derived in the same way by taking
\[
\varphi = \zeta (w^\gamma - [v^\beta]_h)
\]
as testing function.

This brings us into position to show that \( v \) is continuous as map from \([0, T]\) to \( L^{\frac{\gamma+1}{\gamma}}(\Omega_T)\). To be more precise, we will show the following lemma:

**Lemma 3.5.** Assume that \( v \) is a weak solution to (2.2). Then \( v \in C^0([0, T]; L^{\frac{\gamma+1}{\gamma}}(\Omega)) \).

**Proof.** The strategy of the proof is to show that \( v \) is the uniform limit of continuous functions in \( C^0([0, T]; L^{\frac{\gamma+1}{\gamma}}(\Omega)) \). By Lemma 3.1 (iv) we have
\[
[v^\beta]_h \in C^0([0, T]; L^{\frac{\gamma+1}{\gamma}}(\Omega))
\]
and since \( \frac{1}{\beta} < \gamma \) this implies \( [v^\beta]_h \in C^0([0, T]; L^{\frac{\gamma+1}{\gamma}}(\Omega)) \) as well.

For \( z_0 = (x_0, t_0) \in \Omega_T \) take \( \theta, \varrho > 0 \) such that \( Q_{2\varrho \cdot 2\theta}(z_0) \Subset \Omega_T \) and consider cut-off functions \( \eta \in C^\infty_0(B_{2\varrho}(x_0); [0, 1]) \) with \( \eta \equiv 1 \) in \( B_\varrho(x_0) \) and \( |\nabla \eta| \leq \frac{\varrho}{\varrho^2} \), and \( \psi \in C^\infty([0, T]; [0, 1]) \) with \( \psi \equiv 1 \) on \( [t_0 - \theta, T] \), \( \psi \equiv 0 \) on \( [0, t_0 - 2\theta] \) and \( |\partial_t \psi| \leq \frac{\theta}{\theta^2} \) as well as the function
\[
\chi_\varepsilon(t) := \begin{cases} 
1 & \text{for } t \in [0, \tau - \varepsilon], \\
-\frac{1}{\varepsilon} (t - \tau) & \text{for } t \in [\tau - \varepsilon, \tau], \\
0 & \text{for } t \in [\tau, T],
\end{cases}
\]
where \( \tau \in (t_0 - \theta, t_0 + \theta) \) and \( \varepsilon \in (0, t_0 - \theta) \). We now exploit Lemma 3.4 and chose \( \zeta = \eta \psi \chi_\varepsilon \) as cutting-off function and take \( w \equiv w_h := [v^\beta]_h^\frac{\tau}{\varrho} \) as comparison map in (3.3), which shows for a.e. \( \tau \in (t_0 - \theta, t_0 + \theta) \) in the limit \( \varepsilon \downarrow 0 \)
\[
\int_{B_{2\varrho}(x_0) \times \{\tau\}} b[v, w_h] \, dx \leq \int_{\Omega_T} \eta \psi \partial_t w_h (w_h - v) \, dx \, dt + \int_{\Omega_T} \partial_t \psi b[v, w_h] \, dx \, dt \\
+ \int_{\Omega_T} A(v, \nabla v^\beta) \cdot \nabla [\eta \psi (w_h^\beta - v^\beta)] - \eta \psi f(w_h^\beta - v^\beta) \, dx \, dt \\
\leq \int_{Q_{2\varrho \cdot 2\theta}(z_0)} |\partial_t \psi [b[v, w_h]] + |f|[w_h^\beta - v^\beta] \, dx \, dt \\
+ \int_{Q_{2\varrho \cdot 2\theta}(z_0)} |A(v, \nabla v^\beta)| \left[ |\nabla w_h^\beta - \nabla v^\beta| + |\nabla \eta| |w_h^\beta - v^\beta| \right] \, dx \, dt.
\]
By taking first the supremum over \( \tau \in (t_0 - \theta, t_0 + \theta) \) and passing to the limit \( h \downarrow 0 \) afterwards we conclude
\[
\lim_{h \downarrow 0} \left( \sup_{\tau \in (t_0 - \theta, t_0 + \theta)} \int_{B_h(x_0)} b[v, w_h] \, dx \right) = 0.
\]
Note that this limiting process can be justified by using Hölder’s inequality and then Lemma 3.1 for the terms involving the vector field \( A \) and the source term \( f \), whereas for the term involving the quantity \( b \) we can make use of the fact that \( v \in L^{\beta + 1}(\Omega_T) \). Finally using Lemma 3.2 and the fact that \( \beta > 1 \) we end up with
\[
|v - w_h|^\beta + 1 \leq |v^{\frac{\beta + 1}{2}} - w_h^{\frac{\beta + 1}{2}}|^2 \leq c(\beta)b[v, w_h],
\]
which completes the proof of the lemma. \( \square \)

3.4. Mollified weak formulation. In this section we derive a mollified version of (2.4). The main purpose of this procedure is to justify the use of \( v^\beta \) as a testing function. Note that such a step is necessary since weak solutions do not possess a weak time derivative in general.

**Lemma 3.6.** Let \( v \) be a weak solution to the DSW equation (1.1) in the sense of Definition 2.1. Then we have
\[
\int_{\Omega_T} [A(v, \nabla v^\beta)]_h \cdot \nabla \phi + \partial_t v_h \phi \, dx \, dt - \int_{\Omega} v(0) \phi_h(0) \, dx = \int_{\Omega_T} f_h \phi \, dx \, dt,
\]
for all \( \phi \in C^\infty_0(\Omega_T) \).

**Proof.** Consider the cut-off function
\[
\eta_\varepsilon(t) := \begin{cases} 
\frac{t}{\varepsilon} & \text{for } t \in [0, \varepsilon], \\
1 & \text{for } t \in (\varepsilon, T].
\end{cases}
\]
For \( \phi \in C^\infty_0(\Omega_T) \) we choose \( \varphi = \phi_\varepsilon \eta_\varepsilon \) as testing function in (2.4). Letting \( \varepsilon \downarrow 0 \) is possible since Lemma 3.5 implies that zero is a Lebesgue point. Using a change of variables in connection with a Fubini argument, as was done for instance in [4, (3.1)] or [18, (2.12)], shows the claim. \( \square \)

### 4. Energy Estimates

We now proceed to prove the energy estimates, i.e. the Caccioppoli inequalities necessary for performing a De Giorgi iteration. In order to do so, we will make use of the mollified weak formulation, c.f. Lemma 3.6.

**Lemma 4.1** (Caccioppoli estimate). Let \( v \) be a weak solution to (2.2) in the sense of Definition 2.1. Then, for all \( k \geq 0 \) and \( \varphi \in C^\infty_0(\Omega_T; \mathbb{R}_{\geq 0}) \),
\[
\int_{\Omega_T} |\nabla (v^\beta - k^\beta)|^{\gamma + 1} \varphi^{\gamma + 1} \, dx \, dt + \sup_{\tau \in (0, T)} \int_{\Omega} (v^{\frac{\beta + 1}{2}} - k^{\frac{\beta + 1}{2}})^2 \varphi^{\gamma + 1} \, dx 
\leq c \int_{\Omega_T} |\nabla \varphi|^{\gamma + 1} (v^\beta - k^\beta) \, dx \, dt + c \int_{\Omega_T} (v^{\frac{\beta + 1}{2}} - k^{\frac{\beta + 1}{2}})^2 \varphi \, |\partial_z \varphi| \, dx \, dt 
+ c \int_{\Omega_T} |\nabla z|^{\gamma + 1} \varphi^{\gamma + 1} \chi_{\{v > k\}} \, dx \, dt + c \int_{\Omega_T} (v^\beta - k^\beta) \varphi^{\gamma + 1} |f| \, dx \, dt
\]
for a constant \( c \) that depends only on \( \alpha \) and \( \gamma \).
Proof. Let \( k \geq 0 \). We use the mollified weak formulation (3.4) with
\[
\phi = (v^\beta - k^\beta)_+ \eta,
\]
where \( \eta \in C_0^\infty(\Omega_T) \) is nonnegative and start investigating the parabolic part by adding and subtracting a suitable term
\[
\iint_{\Omega_T} \partial_t v_h \phi \, dx \, dt
= \iint_{\Omega_T} \partial_t v_h ((v_h)^\beta - k^\beta)_+ \eta \, dx \, dt + \iint_{\Omega_T} \partial_t v_h [(v^\beta - k^\beta)_+ - ((v_h)^\beta - k^\beta)_+] \eta \, dx \, dt
=: I_h + II_h,
\]
with the obvious meaning of the terms \( I_h \) and \( II_h \). We estimate the second term with the help of Lemma 3.1 (iii) by
\[
II_h = \iint_{\Omega_T} \frac{1}{h} (v - v_h) \left[ ((v^\beta - k^\beta)_+) - ((v_h)^\beta - k^\beta)_+ \right] \eta \, dx \, dt \geq 0,
\]
where we used that the map \( s \mapsto g(s) := (s^\beta - k^\beta)_+ \) is a monotone increasing function.

Now, we are going to treat the first term. Since \( v_h \in L^{\beta+1}(\Omega_T) \), we are able to use the chain rule as follows
\[
I_h = \iint_{\Omega_T} \eta \partial_t v_h g(v_h) \, dx \, dt
= \iint_{\Omega_T} \eta \partial_t \left[ \int_0^{v_h} g(s) \, ds \right] \, dx \, dt
= - \iint_{\Omega_T} \partial_t \eta \int_0^{v_h} g(s) \, ds \, dx \, dt.
\]
We are interested in passing to the limit \( h \downarrow 0 \) in the last calculation. Therefore, we estimate
\[
\left| \iint_{\Omega_T} \partial_t \eta \int_0^{v_h} g(s) \, ds \, dx \, dt - \iint_{\Omega_T} \partial_t \eta \int_0^{v} g(s) \, ds \, dx \, dt \right|
\leq \iint_{\Omega_T} |\partial_t \eta| \left| \int_0^{v_h} g(s) \, ds \right| \, dx \, dt
\leq \iint_{\Omega_T} |\partial_t \eta| \left| \int_0^{v_h} s^\beta \, ds \right| \, dx \, dt
\leq \iint_{\Omega_T} |\partial_t \eta| |(v^\beta + v_h^\beta)|v - v_h| \, dx \, dt \to 0,
\]
as \( h \downarrow 0 \). This can be seen by first using Hölder’s inequality and then Lemma 3.1 (i) implies that \( v_h \to v \) in \( L^{\beta+1}(\Omega_T) \). Noting that
\[
\int_0^{v} g(s) \, ds = b[v, k]\chi_{\{v \geq k\}},
\]
and using the estimate for \( II_h \) in (3.4) and passing to the limit \( h \downarrow 0 \), we obtain
\[
\iint_{\Omega_T \cap \{u > k\}} A(v, \nabla v^\beta) \cdot \nabla [(v^\beta - k^\beta)_+ \eta] - b[v, k] \partial_t \eta \, dx \, dt
\leq \iint_{\Omega_T} (v^\beta - k^\beta)_+ \eta f \, dx \, dt.
\]
We used the fact that \([A(v, \nabla v^\beta)]_h \to A(v, \nabla v^\beta)\) in \(L^{\frac{\gamma+1}{\gamma}}(\Omega_T, \mathbb{R}^n)\), \(f_h \to f\) in \(L^{\frac{\gamma+1}{\gamma}}(\Omega_T)\) and by dominated convergence we get
\[
\int_\Omega v(0)\phi^\gamma(0)\,dx = \int_0^T \int_\Omega \frac{1}{h}e^{-\frac{x}{h}}v(0)\phi(x, s)\,ds\,dx \to 0,
\]
as \(h \to 0\). We proceed by investigating the diffusion part of our equation
\[
\nabla [(v^\beta - k^\beta)_+ + \eta] = \eta \chi_{(v > k)} \nabla v^\beta + (v^\beta - k^\beta)_+ \nabla \eta.
\]
Using this and the definition of \(A(v, \nabla v^\beta)\), we can write our last estimate as
\[
\begin{aligned}
&\int_{\Omega_T \cap \{v > k\}} \beta^{-\gamma} \nabla v^\beta + \beta v^\frac{\gamma}{\gamma-1} \nabla z |^{\gamma-1} (\nabla v^\beta + \beta v^\frac{\gamma}{\gamma-1} \nabla z) \cdot (\nabla v^\beta) \eta - b[v, k] \partial_t \eta \,dx \,dt \\
&\leq -\int_{\Omega_T \cap \{v > k\}} \beta^{-\gamma} \nabla v^\beta + \beta v^\frac{\gamma}{\gamma-1} \nabla z |^{\gamma-1} (\nabla v^\beta + \beta v^\frac{\gamma}{\gamma-1} \nabla z) \cdot \nabla \eta (v^\beta - k^\beta)_+ \,dx \,dt \\
&\quad + \int_{\Omega_T} (v^\beta - k^\beta)_+ \eta f \,dx \,dt.
\end{aligned}
\]
We add the term \(\beta v^\frac{\gamma}{\gamma-1} \nabla z\) to the expression \((\nabla v^\beta)\) appearing in the first integral on the left-hand side. This simplifies the first integral but produces a term on the right-hand side as follows:
\[
\begin{aligned}
&\int_{\Omega_T \cap \{v > k\}} \beta^{-\gamma} \nabla v^\beta + \beta v^\frac{\gamma}{\gamma-1} \nabla z |^{\gamma-1} (\nabla v^\beta + \beta v^\frac{\gamma}{\gamma-1} \nabla z) \cdot (\nabla v^\beta) \eta - b[v, k] \partial_t \eta \,dx \,dt \\
&\leq -\int_{\Omega_T} \beta^{-\gamma} \nabla v^\beta + \beta v^\frac{\gamma}{\gamma-1} \nabla z |^{\gamma-1} (\nabla v^\beta + \beta v^\frac{\gamma}{\gamma-1} \nabla z) \cdot \nabla \eta (v^\beta - k^\beta)_+ \,dx \,dt \\
&\quad + \int_{\Omega_T} \beta^{-\gamma} \nabla v^\beta + \beta v^\frac{\gamma}{\gamma-1} \nabla z |^{\gamma-1} (\nabla v^\beta + \beta v^\frac{\gamma}{\gamma-1} \nabla z) \cdot \nabla \eta (v^\beta - k^\beta)_+ \,dx \,dt \\
&\quad + \int_{\Omega_T} (v^\beta - k^\beta)_+ \eta f \,dx \,dt.
\end{aligned}
\]
We estimate the second integral on the right-hand side upwards by taking the absolute value, applying Cauchy-Schwarz inequality on the inner product and using Young’s inequality with the dual exponents \(\frac{\gamma+1}{\gamma}\) and \(\gamma + 1\). In this way we obtain one term that we can absorb to the left-hand side to conclude
\[
\begin{aligned}
&\int_{\Omega_T \cap \{v > k\}} c^{-1} \nabla v^\beta + \beta v^\frac{\gamma}{\gamma-1} \nabla z |^{\gamma+1} \eta - b[v, k] \partial_t \eta \,dx \,dt \\
&\leq -\int_{\Omega_T} \beta^{-\gamma} \nabla v^\beta + \beta v^\frac{\gamma}{\gamma-1} \nabla z |^{\gamma-1} (\nabla v^\beta + \beta v^\frac{\gamma}{\gamma-1} \nabla z) \cdot \nabla \eta (v^\beta - k^\beta)_+ \,dx \,dt \\
&\quad + \int_{\Omega_T} c |\nabla z|^{\gamma+1} v^\frac{\gamma}{\gamma+1} \nabla \eta (v^\beta - k^\beta)_+ \,dx \,dt,
\end{aligned}
\]
for a constant \(c\) that depends only on \(\alpha\) and \(\gamma\). At this point we choose \(\eta = \varphi^{\gamma+1} \xi_{\tau, \varepsilon}\), where \(\varphi \in C^\infty_0(\Omega_T; \mathbb{R}_{\geq 0})\), \(\tau \in (0, T)\), \(\varepsilon \in (0, T - \tau)\) and
\[
\xi_{\tau, \varepsilon}(t) = \begin{cases} 
1, & t \in [0, \tau], \\
1 - \varepsilon^{-1}(t - \tau), & t \in (\tau, \tau + \varepsilon], \\
0, & t \in (\tau + \varepsilon, T].
\end{cases}
\]
Although \( \eta \) is not smooth, its use can be justified by an approximation argument. With this choice we obtain
\[
\iint_{\Omega_T \cap \{v > k\}} b[v, k] \partial_t \eta \, dx \, dt
= \iint_{\Omega_T \cap \{v > k\}} b[v, k] \xi \partial_t \varphi \gamma+1 \, dx \, dt - \varepsilon^{-1} \int_\tau^{T+\varepsilon} \int_\Omega \chi_{\{v > k\}} b[v, k] \varphi \gamma+1 \, dx \, dt.
\]
Our goal is to pass to the limit \( \varepsilon \downarrow 0 \). Since \( b[v, k] \) is integrable, the Lebesgue differentiation theorem implies that
\[
\lim_{\varepsilon \to 0} \varepsilon^{-1} \int_\tau^{T+\varepsilon} \int_\Omega \chi_{\{v > k\}} b[v, k] \varphi \gamma+1 \, dx \, dt = \int_{\Omega \cap \{v > k\}} (b[v, k] \varphi \gamma+1)(x, \tau) \, dx,
\]
for almost every \( \tau \in (0, T) \). In the other integrals taking \( \varepsilon \downarrow 0 \) poses no problem and we see that
\[
\iint_{\Omega_T} |\nabla v^\beta + \beta v \frac{\bar{z}}{2} \nabla z|^{\gamma+1} \varphi \gamma+1 \chi_{\{v > k\}} \, dx \, dt + \int_{\Omega \cap \{v > k\}} (b[v, k] \varphi \gamma+1)(\cdot, \tau) \, dx
\leq c \iint_{\Omega_T} |\nabla v^\beta + \beta v \frac{\bar{z}}{2} \nabla z|^{\gamma+1} \varphi \gamma+1 \chi_{\{v > k\}} \, dx \, dt + \int_{\Omega \cap \{v > k\}} (b[v, k] \varphi \gamma+1)(\cdot, \tau) \, dx
+ c \iint_{\Omega_T} |\nabla z|^{\gamma+1} v \frac{\bar{z}}{2} (\gamma+1) \varphi \gamma+1 \chi_{\{v > k\}} + (v^\beta - k^\beta) \varphi \gamma+1 |f| \, dx \, dt,
\]
for a.e. \( \tau \in (0, T) \) and a constant \( c = c(\alpha, \gamma) \). The first term on the right-hand side can now be treated using Young’s inequality. After this we estimate the right-hand side upwards by replacing \( \Omega_T \) with \( \Omega_T' \). Finally, using Lemma 3.2 to estimate the terms involving the function \( b[v, k] \) we obtain
\[
\iint_{\Omega_T} |\nabla v^\beta + \beta v \frac{\bar{z}}{2} \nabla z|^{\gamma+1} \varphi \gamma+1 \chi_{\{v > k\}} \, dx \, dt + \int_{\Omega \cap \{v > k\}} (b[v, k] \varphi \gamma+1)(\cdot, \tau) \, dx
\leq c \iint_{\Omega_T} |\nabla v^\beta + \beta v \frac{\bar{z}}{2} \nabla z|^{\gamma+1} \varphi \gamma+1 + (v^\beta - k^\beta) \varphi \gamma+1 |\partial_\tau \varphi| \, dx \, dt
+ c \iint_{\Omega_T} |\nabla z|^{\gamma+1} v \frac{\bar{z}}{2} (\gamma+1) \varphi \gamma+1 \chi_{\{v > k\}} + (v^\beta - k^\beta) \varphi \gamma+1 |f| \, dx \, dt
\]
for \( c = c(\gamma, \alpha) \). Analyzing each term on the left-hand side separately, we can let \( \tau \uparrow T \) in the first term and take the essential supremum in the second one. This leads to
\[
(4.2) \quad \iint_{\Omega_T} |\nabla v^\beta + \beta v \frac{\bar{z}}{2} \nabla z|^{\gamma+1} \varphi \gamma+1 \chi_{\{v > k\}} \, dx \, dt
+ \text{ess sup}_{\tau \in (0, T)} \int_{\Omega} \left( \left| \left( v^{\frac{\alpha+1}{2}} - k^{\frac{\alpha+1}{2}} \right) \right| \varphi \gamma+1 \right)(x) \, dx
\leq c \iint_{\Omega_T} |\nabla v^\beta + \beta v \frac{\bar{z}}{2} \nabla z|^{\gamma+1} \varphi \gamma+1 + (v^\beta - k^\beta) \varphi \gamma+1 |\partial_\tau \varphi| \, dx \, dt
+ c \iint_{\Omega_T} |\nabla z|^{\gamma+1} v \frac{\bar{z}}{2} (\gamma+1) \varphi \gamma+1 \chi_{\{v > k\}} + (v^\beta - k^\beta) \varphi \gamma+1 |f| \, dx \, dt,
\]
for a constant \( c \) depending only on \( \alpha \) and \( \gamma \). In order to modify the first term on the left-hand side we note that
\[
|\nabla (v^\beta - k^\beta)|^{\gamma+1} \chi_{\{v > k\}} \, dx \leq 2^\gamma \chi_{\{v > k\}} |\nabla v^\beta|^{\gamma+1} + 2^\gamma |\nabla z|^{\gamma+1} v \frac{\bar{z}}{2} (\gamma+1) \chi_{\{v > k\}}.
\]
Looking at this estimate, we see that the first term on the left-hand side of (4.2) can be replaced by
\[ \int_{\Omega_T} |\nabla (v^{\beta} - k^\beta)|^{\gamma+1} \varphi^{\gamma+1} \, dx \, dt. \]
This finishes the proof of the Lemma.

As an immediate consequence we have:

**Corollary 4.2.** Let \( v \) be a weak solution to (2.2) in the sense of Definition 2.1. Then for every \( Q_{R,\theta}(z_0) \subseteq \Omega_T \), \( 0 < s < \theta \), \( 0 < \rho < R \) and \( k \geq 0 \) we have
\[ \int_{Q_{s,\rho}(z_0)} |\nabla (v^{\beta} - k^\beta)|^{\gamma+1} \, dx \, dt + \text{ess sup}_{\tau \in [t_s, t_\rho]} \int_{B_\rho(z_0)} (v^{\frac{\beta+1}{\beta}}(\tau) - k^{\frac{\beta+1}{\beta}})^2 \, dx \leq c \int_{Q_{r,s}(z_0)} (v^{\beta} - k^\beta)^{\gamma+1} + \frac{(v^{\frac{\beta+1}{\beta}} - k^{\frac{\beta+1}{\beta}})^2}{\theta - s} \, dx \, dt \]
\[ + c \int_{Q_{R,\theta}(z_0)} v^{\beta(\gamma+1)} + (v^{\beta} - k^\beta)^{\gamma+1} + |f|^{\frac{\beta+1}{\beta}} + |\nabla v|^{\beta(\gamma+1)} \, dx \, dt \]
for a constant \( c \) that depends only on \( \alpha \) and \( \gamma \).

**Proof.** Taking \( \varphi \in C_0^\infty(Q_{R,\theta}(z_0); [0, 1]) \) with \( \varphi \equiv 1 \) on \( Q_{r,s}(z_0) \) and
\[ |\nabla \varphi| \leq \frac{2}{R - \rho} \quad \text{and} \quad |\partial_t \varphi| \leq \frac{2}{\theta - s} \]
as a testing function in (4.1) and using Young’s inequality implies the claimed estimate. \( \square \)

5. LOCAL BOUNDEDNESS OF WEAK SOLUTIONS

In this section we show that weak solutions the DSW equation (1.1) are locally bounded. This will be done by iterating an inequality, which we obtain by using the Caccioppoli estimate from Corollary 4.2 together with the Sobolev embedding.

**Proof of Theorem 2.2.** Set
\[ m := \frac{\beta + 1}{\beta} = 1 + \frac{1}{\beta} = 1 + \frac{\gamma}{\alpha + \gamma} < 1 + \gamma \]
and consider \( z_0 \in \Omega_T \) and \( 0 < \rho \leq 1 \) so small that \( Q_{\rho,\theta}(z_0) \subseteq \Omega_T \). For \( j \in \mathbb{N}_0 \) we define sequences of radii \( \varrho_j, \hat{\varrho}_j \) by
\[ \varrho_j = \frac{1}{2}(1 + 2^{-j}) \rho \quad \text{and} \quad \hat{\varrho}_j = \frac{1}{2}(\varrho_j + \varrho_{j+1}) \]
as well as times \( \tau_j, \hat{\tau}_j \) by
\[ \tau_j = \left( \frac{\rho}{2} \right)^m \left( 1 + \frac{2^m - 1}{2^{mj}} \right) \quad \text{and} \quad \hat{\tau}_j = \frac{1}{2}(\tau_j + \tau_{j+1}) \]
and also levels \( k_j \) by
\[ k_j = k \left( 1 - 2^{-j} \right)^{\frac{\alpha + \gamma}{\beta}} \]
where \( k \geq 1 \) is a parameter to be chosen later. Moreover, we introduce the cylinders
\[ Q_j := Q_{\varrho_j, \tau_j}(z_0) \quad \text{and} \quad \hat{Q}_j := Q_{\hat{\varrho}_j, \hat{\tau}_j}(z_0) \]
In the following we consider the sequence of integrals
\[ Y_j := \int_{Q_j} \left( v^{\frac{\beta+1}{\beta}} - k_j^{\frac{\beta+1}{\beta}} \right)^{\frac{2m(\gamma+1)}{\beta+1}} \, dx \, dt, \]
which are finite since \( v \in L^{\beta(\gamma+1)}(\Omega_T) \). The idea of the proof is to exploit Lemma 3.3. The first step is to show a suitable recursive estimate for \( Y_j \). It turns out that our free parameter \( k \) can be chosen large enough so that the quantity \( Y_0 \) is small enough and we obtain \( Y_j \to 0 \) as \( j \to \infty \). This implies

\[
\int_{Q_{\mathbb{R}^m}(z_0)} \left( \frac{\partial v}{\partial t} - k \frac{\partial k}{\partial t} \right)_+^2 \, dx \, dt = 0,
\]

and we obtain \( \text{ess sup}_{Q_{\mathbb{R}^m}(z_0)} v \leq k \). Another outcome of the proof is the fact that we can determine \( k \) in terms of the \( L^{\beta(\gamma+1)} \)-norm of \( v \).

By these observations it remains to show a suitable iterative estimate for \( Y_j \). Therefore, we consider a sequence of cut-off functions \( \zeta_j \in C_0^\infty(B_{\vartheta_j}(x_0); [0, 1]) \) with \( \zeta_j \equiv 1 \) in \( B_{\vartheta_j+1}(x_0) \) and \( |\nabla \zeta_j| \leq \frac{16 \, 2^j}{\vartheta} \). With this particular choice we obtain

\[
Y_{j+1} \leq \int_{Q_{\vartheta_j}} \left( \left( \frac{\partial v}{\partial t} - k_{j+1} \frac{\partial k}{\partial t} \right)_+^2 \right) \zeta_j^{\gamma+1} \, dx \, dt
\]

\[
\leq \left[ \int_{Q_{\vartheta_j}} \left( \left( \frac{\partial v}{\partial t} - k_{j+1} \frac{\partial k}{\partial t} \right)_+^2 \right) \zeta_j^{\gamma+1} \, dx \, dt \right]^\frac{\alpha}{\gamma+1} \cdot \left| Q_{\vartheta_j} \cap \{ v > k_{j+1} \} \right|^{1-\frac{\alpha}{\gamma+1}}.
\]

To simplify the notation, we write the function appearing in the first factor as

\[
\phi := \left( \frac{\partial v}{\partial t} - k_{j+1} \frac{\partial k}{\partial t} \right)_+^2 \zeta_j \leq (\partial v - k_{j+1}^\beta) + \zeta_j,
\]

where we are able to estimate \( v \) in this way since \( \beta > 1 \). We proceed by estimating the first term in (5.2) and note that \( \gamma + 1 < 2 \leq n \). This allows us to first use Hölder’s inequality and then Sobolev’s inequality slice-wise to conclude

\[
\int_{Q_{\vartheta_j}} \phi^{(\gamma+1)\frac{\alpha}{\gamma+1}} \, dx \, dt = \int_{t_0 - \tau_j} \int_{B_{\vartheta_j}(x_0)} \phi^{\gamma+1} \phi^{\frac{\alpha m}{\gamma+1}} \, dx \, dt
\]

\[
\leq \int_{t_0 - \tau_j} \int_{B_{\vartheta_j}(x_0)} \left( (\partial v - k_{j+1}^\beta) + \zeta_j \right)^{\frac{\alpha m}{\gamma+1}} \, dx \int_{B_{\vartheta_j}(x_0)} \phi^{\frac{\alpha m}{\gamma+1}} \, dx \, dt
\]

\[
\leq \left[ \int_{t_0 - \tau_j} \int_{B_{\vartheta_j}(x_0)} (\partial v - k_{j+1}^\beta)^{\frac{\alpha m}{\gamma+1}} \, dx \right]^\frac{\gamma+1}{\alpha m} \left[ \int_{B_{\vartheta_j}(x_0)} \phi^{\frac{\alpha m}{\gamma+1}} \, dx \right] \frac{\gamma+1}{\alpha m} \, dt
\]

\[
\leq c \left[ \text{ess sup}_{t \in (t_0 - \tau_j, t_0 + \tau_j)} \int_{B_{\vartheta_j}(x_0)} (\partial v - k_{j+1}^\beta)^{\frac{\alpha m}{\gamma+1}} \, dx \right]^\frac{\gamma+1}{\alpha m} \left[ \int_{t_0 - \tau_j} \int_{B_{\vartheta_j}(x_0)} |\nabla (\partial v - k_{j+1}^\beta) + \zeta_j|^{\gamma+1} \, dx \, dt \right]
\]

\[
\leq c \left[ \text{ess sup}_{t \in (t_0 - \tau_j, t_0 + \tau_j)} \int_{B_{\vartheta_j}(x_0)} (\partial v - k_{j+1}^\beta)^{\frac{\alpha m}{\gamma+1}} \, dx \right]^\frac{\gamma+1}{\alpha m} \left[ \int_{t_0 - \tau_j} \int_{B_{\vartheta_j}(x_0)} |\nabla (\partial v - k_{j+1}^\beta) + \zeta_j|^{\gamma+1} \, dx \, dt \right]
\]

\[
\cdot \int_{Q_{\vartheta_j}} |\nabla (\partial v - k_{j+1}^\beta) + \zeta_j|^{\gamma+1} \, dx \, dt + 2 j^{(\gamma+1)} \frac{(\partial v - k_{j+1}^\beta)^{\gamma+1}}{\vartheta^\gamma+1} \, dx \, dt,
\]
where $c$ depends only on $\alpha$, $\gamma$ and $n$. Next, we are going to estimate the right-hand side of the previous inequality with the help of the Caccioppoli inequality (4.3)

$$
\text{ess sup}_{t \in (t_0, t_0 + \tau_j)} \int_{B_{\rho_j}(x_0)} (v^{\frac{\alpha+1}{\gamma} - k^{\frac{\alpha+1}{\gamma}}_{j+1}})^2 dx + \int_{Q_j} |\nabla (v^{\beta} - k^{\beta}_{j+1})+|^{\gamma+1} dx \, dt
$$

\begin{align*}
&\leq c \int_{Q_j} (v^{\beta} - k^{\beta}_{j+1})^{\gamma+1} + (\frac{\alpha+1}{\gamma} - k^{\frac{\alpha+1}{\gamma}}_{j+1})^2 \, \tau_j \, dt + c \int_{Q_j \cap \{v > k_{j+1}\}} v^{2\beta(\gamma+1)} + \frac{v^{\alpha+1}}{\gamma^2} + (v^{\beta} - k^{\beta}_{j+1})^{\gamma+1} + |\nabla z|^2 \, dx \, dt \\
&\leq c \int_{Q_j \cap \{v > k_{j+1}\}} 2^{j(\gamma+1)} \left( v^{\frac{\alpha+1}{\gamma} - k^{\frac{\alpha+1}{\gamma}}_{j+1}} \right)^{\gamma+1} \, dx \, dt + c \int_{Q_j \cap \{v > k_{j+1}\}} \left( v^{\frac{\alpha+1}{\gamma} - k^{\frac{\alpha+1}{\gamma}}_{j+1}} \right)^{\gamma+1} \, dx \, dt \\
&\quad + c \int_{Q_j \cap \{v > k_{j+1}\}} \left| f^{\frac{\alpha+1}{\gamma}} \right| + |\nabla z|^2 \, dx \, dt
\end{align*}

for a constant $c$ depending only on $\alpha$, $\gamma$ and $n$. Note that in the last line we used Young’s inequality, the fact that $0 < \varrho \leq 1$ and the estimate

$$
(v^{\beta} - k^{\beta}_{j+1})^{\gamma+1} \leq v^{2\beta(\gamma+1)} \leq c(\beta, \gamma) \left( v^{\frac{\alpha+1}{\gamma} - k^{\frac{\alpha+1}{\gamma}}_{j+1}} \right)^{2\beta(\gamma+1)} + k^{\beta(\gamma+1)}_{j+1}.
$$

Using the abbreviation $G := |f^{\frac{\alpha+1}{\gamma}}| + |\nabla z|^2 \gamma^{\gamma+1} + 1$ and combining the last two estimates shows

$$
\int_{Q_j} \phi^{(\gamma+1)\frac{\alpha+1}{\gamma}} dx \, dt
$$

\begin{align*}
&\leq c \left[ \int_{Q_j \cap \{v > k_{j+1}\}} 2^{j(\gamma+1)} \left( v^{\frac{\alpha+1}{\gamma} - k^{\frac{\alpha+1}{\gamma}}_{j+1}} \right)^{\gamma+1} + k^{\beta(\gamma+1)}_{j+1} \right] + G dx \, dt
\end{align*}

Let us notice that

$$
|Q_j \cap \{v > k_{j+1}\}| \left| (k^{\frac{\alpha+1}{\gamma}}_{j+1} - k^{\frac{\alpha+1}{\gamma}}_{j}) \left( v^{\frac{\alpha+1}{\gamma} - k^{\frac{\alpha+1}{\gamma}}_{j+1}} \right)^{2\beta(\gamma+1)} \right| \leq \int_{Q_j \cap \{v > k_{j+1}\}} \left( v^{\frac{\alpha+1}{\gamma} - k^{\frac{\alpha+1}{\gamma}}_{j+1}} \right)^{2\beta(\gamma+1)} \, dx \, dt \leq Y_j
$$

and since $k \geq 1$ this implies

$$
|Q_j \cap \{v > k_{j+1}\}| \leq \frac{2^{(j+1)\frac{\alpha+1}{\gamma} + 1}}{k^{\beta(\gamma+1)}} Y_j \leq 2^{(j+1)\frac{2\beta(\gamma+1)}{\gamma+1}} Y_j.
$$

This finally allows us to estimate the function $\phi^{(\gamma+1)\frac{\alpha+1}{\gamma}}$ by

$$
\int_{Q_j} \phi^{(\gamma+1)\frac{\alpha+1}{\gamma}} dx \, dt
$$
Utilizing (5.2) and the last estimate shows
\[ V. \ Bo
glein, F. \ Duzaar, \ P. \ Marcellini \text{ and } C. \ Scheven. \]
\[ \text{Doubly Nonlinear Equations of Porous Medium} \]
\[ V. \ Bo
glein, F. \ Duzaar, R. \ Korte \text{ and } C. \ Scheven: \]
\[ \text{On the diffusive wave approximation of the shallow water} \]
\[ R. \ Alonso, M. \ Santillana \text{ and } C. \ Dawson: \]
\[ \square \]

for a constant \( c = c(\alpha, \gamma, n, \|G\|_{L^\sigma(\Omega_T)}) \) and where we also used that \( Y_j \leq \|v\|_{L^\sigma(\Omega_T)} \).

Utilizing (5.2) and the last estimate shows
\[ Y_{j+1} \leq c \left[ \frac{1}{\sigma+1} \right] (1 + \|v\|_{L^{\beta(\gamma+1)}(Q_{\sigma}(z_0))}) \frac{\beta(\gamma+1)}{\gamma} Y_j^{1-\frac{1}{\sigma}} \]
\[ \leq c \left( 1 + \|v\|_{L^{\beta(\gamma+1)}(Q_{\sigma}(z_0))} \right) \frac{\beta(\gamma+1)}{\gamma} Y_j^{1-\frac{1}{\sigma}} \frac{1}{\gamma+1} \frac{n+\gamma+1}{n+m} \]
\[ = C b^j Y_j^{1+\delta} \]

where we used the notation
\[ C = \frac{c}{k^{\beta(\gamma+1)} \gamma \gamma(\gamma+1) \frac{\beta(\gamma+1)}{\gamma} \frac{n+\gamma+1}{n+m}}, \]
\[ b = 2 \frac{\beta(\gamma+1)}{\gamma+1} \frac{n+\gamma+1}{n+m}, \]
\[ \delta = \frac{1}{\gamma+1} \left( 1 - \frac{1}{\sigma} (n + \gamma + 1) \right) \]
for some constant \( c \) depending only on \( n, \alpha, \gamma \) and \( \|G\|_{L^\sigma(\Omega_T)} \). Note that \( \delta > 0 \) holds true by the assumption \( \sigma > \frac{\gamma+1}{\gamma+1} \). In order to apply Lemma 3.3 we have to ensure that
\[ Y_0 = \int_{Q_{\sigma}^0(z_0)} v^{\beta(\gamma+1)} \, dx \, dt \leq C^{-\frac{1}{2}} b^{-\frac{1}{\sigma}} \]
is satisfied. This can be realized by choosing \( k \geq 1 \) large enough. For instance, if we take
\[ k = c_0^{-\frac{n+\gamma+1}{n+m}} \left[ 1 + \int_{Q_{\sigma}^0(z_0)} v^{\beta(\gamma+1)} \, dx \, dt \right] \]
with a suitable constant \( c \) depending only on \( \alpha, \gamma, n, \|G\|_{L^\sigma(\Omega_T)} \) and \( \sigma \), all requirements of Lemma 3.3 are satisfied and \( Y_j \to 0 \) as \( j \to \infty \) which implies
\[ \sup_{Q_{\sigma}^0(z_0)} v \leq k. \]
This finishes the proof of Theorem 2.2. \( \square \)
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