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Abstract
We consider the Gelfand problem
\[
\begin{aligned}
-\Delta u &= \rho^2 V(x) e^u \quad \text{in } \Omega \\
u &= 0 \quad \text{on } \partial \Omega
\end{aligned}
\]
where \( \Omega \) is a planar domain and \( \rho \) is a positive small parameter.
Under some conditions on the potential \( 0 < V \in C^\infty(\Omega) \), we provide the first examples of multiplicity for blowing-up solutions at a given point in \( \Omega \) as \( \rho \to 0 \). The argument is based on a refined Lyapunov-Schmidt reduction and the computation of the degree of a finite-dimensional map.

1 Introduction

We consider the following problem, known as Gelfand problem:
\[
\begin{aligned}
-\Delta u &= \rho^2 V(x) e^u \quad \text{in } \Omega \\
u &= 0 \quad \text{on } \partial \Omega
\end{aligned}
\]  
where \( \Omega \subset \mathbb{R}^2 \) is a smooth bounded domain, \( \rho > 0 \) is a positive parameter and \( V(x) \in C^\infty(\Omega) \) is a smooth positive function.
Such an equation has been intensively studied in the recent decades due to its many applications in different fields, such as Gaussian curvature prescription problem in conformal geometry (see for instance [25, 10, 11]), Chern-Simons theory in mathematical physics (see [31, 32]) and description of Euler flow in statistical mechanics (see [8, 9, 26]). In nonlinear analysis, it is considered a critical nonlinearity for planar elliptic problems, a counterpart of the higher-dimensional critical Sobolev equation.

Several results have been given concerning existence and multiplicity of solutions to (1.1), both using variational methods ([14, 16]) and computing the Leray-Schauder degree ([12]). A rather complete blow-up analysis has also been provided by different authors ([7, 27, 28, 12, 30]).
In case of a blowing-up family of solutions to (1.1) as \( \rho \) goes to 0 with finite mass, blow-up occurs at a finite number of distinct internal points \( \xi^1, \ldots, \xi^N \in \Omega \) with \( \xi^i \neq \xi^j \) for \( i \neq j \), with no residual mass; moreover, the \( N \)-tuple of concentration points is a critical point of the reduced functional
\[
F(\xi^1, \ldots, \xi^N) := \sum_{i=1}^{N} H(\xi^i, \xi^j) + \sum_{i,j=1, i \neq j}^{N} G(\xi^i, \xi^j) + \frac{1}{4\pi} \sum_{i=1}^{N} \log V(\xi^i),
\]  
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where \( G \) denotes Green’s function of \(-\Delta\) on \( \Omega \) and \( H \) its regular part, namely
\[
\begin{align*}
-\Delta G(x, y) &= \delta_y(x) & x \in \Omega \setminus \{ y \} \\
G(x, y) &= 0 & x \in \partial \Omega
\end{align*}
\] \( H(x, y) := G(x, y) - \frac{1}{2\pi} \log |x - y| \).

As a counterpart of this blow-up analysis, in [2, 15, 17] families of blowing-up solutions to (1.1) have been constructed, with the concentration points being any stable critical points to (1.2).

If \( N = 1 \) the function (1.2) reduces to
\[
\mathcal{F}(\xi) = H(\xi, \xi) + \frac{1}{4\pi} \log V(\xi), \quad \xi \in \Omega
\] (1.3)
which has always a critical point, i.e. a minimum point. If \( N \geq 2 \) critical points to \( \mathcal{F} \) always exist if \( \Omega \) is multiply connected (see [15]) or if it is a dumbbell-shaped domain (see [17]), whereas if \( \Omega \) is convex they do not exist at all (see [24]).

Uniqueness of blowing-up families has been addressed in [3, 4]. In these papers, the authors prove that a sequence of solutions to (1.1) blowing-up at given \( \xi^1, \ldots, \xi^N \) is unique provided the point \( (\xi^1, \ldots, \xi^N) \) is a non-degenerate critical point of \( \mathcal{F} \), namely \( D^2 \mathcal{F}(\xi^1, \ldots, \xi^N) \) is invertible. A similar result had already been proved in [20] for domains being symmetric and convex with respect to both axes. Their results can be summarize in the following

**Theorem 1.1. (\cite{3, 4, 20})**
Let \( V \in C^\infty(\overline{\Omega}) \) be a positive potential such that the energy functional \( \mathcal{F} \) defined by (1.3) has a non-degenerate critical point \( (\xi^1, \ldots, \xi^N) \), i.e.
\[
\det \left( D^2 \mathcal{F}(\xi^1, \ldots, \xi^N) \right) \neq 0.
\] (1.4)

Let \( u^1_\rho, u^2_\rho \) be two families of solutions blowing-up at the same \( \xi^1, \ldots, \xi^N \) as \( \rho \) goes to 0. Then, for small \( \rho \), one has \( u^1_\rho \equiv u^2_\rho \).

Let us point out that the non-degeneracy condition (1.4) is “almost always” satisfied. Indeed, it is clear that for generic potential \( V \) the function \( \mathcal{F} \) is a Morse function. On the other hand, if \( V \equiv 1 \) for generic domains \( \Omega \) the function \( \mathcal{F} \) is still a Morse function as proved in [29, 5]. Therefore, roughly speaking we could say that solutions blowing-up at a given critical point of \( \mathcal{F} \) are “almost always” unique. Hence it is quite natural to ask if the uniqueness does still hold when the blow-up point is a degenerate critical point of \( \mathcal{F} \). The aim of this paper is to build examples of degenerate critical points of \( \mathcal{F} \) for which the uniqueness does not hold anymore.

In order to state our main result, it is necessary to introduce some notations.
Without loss of generality, we assume that 0 a critical point to the function \( \mathcal{F} \) defined in (1.3). We believe that the same argument may work also for blow-up at multiple points, but we will consider only one point in order to simplify computations and notations. Precisely, we look for solutions to (1.1) blowing-up in the following sense:

**Definition 1.2.**
Let \( \{ u_\rho \} \) be a family of solution to (1.1) for some \( \rho \to 0 \). We say that \( u_\rho \) blows-up at 0 \( \in \Omega \) if the following occur:

- \( u_\rho \) is uniformly bounded from above in \( L^\infty_{\text{loc}}(\overline{\Omega} \setminus \{ 0 \}) \);
- There exists a sequence \( \xi_\rho \to 0 \) such that \( u_\rho(\xi_\rho) \to +\infty \).

We want to build two distinct solutions \( u^1_\rho \neq u^2_\rho \) to problem (1.1) such that \( u^1_\rho(\xi_\rho^1), u^2_\rho(\xi_\rho^2) \to +\infty \) for a suitable choice of distinct points \( \xi_\rho^1 \neq \xi_\rho^2 \), both approaching 0 as \( \rho \to 0 \).

Next let us describe the assumptions on \( \mathcal{F} \): we choose its second derivatives to be all vanishing at 0 and its third derivative to satisfy some non-degeneracy conditions at 0, in a sense described by the following definition.
Definition 1.3.
Let $V \in C^\infty(\Omega)$ be a positive potential. We say that $V$ is admissible if the functional $F$ defined by (1.3) satisfies the following properties:

- $\partial_{\xi_i} F(0) = \partial_{\xi_j}^2 F(0) = 0$ for all $i, j = 1, 2$;
- The homogeneous polynomial map $P : \mathbb{R}^2 \to \mathbb{R}$ defined as
  $\mathbf{P}(\xi) = \frac{4\pi^2}{3} (D^3 F(0), \xi, \xi, \xi) = \frac{4\pi^2}{3} \sum_{i, j, k=1}^2 (\partial_{\xi_i}^3 \xi_\ell \xi_k F(0)) \xi_i \xi_j \xi_k$
  has $\xi = 0$ as its only critical point.

The main result of this paper reads as follows.

Theorem 1.4.
Let $V \in C^\infty(\Omega)$ be a positive admissible potential (in the sense of Definition 1.3). Set

$\eta_0 := \left(64 \pi^3 \left(\partial_{x, y_1}^2 H(0, 0) + \partial_{x, y_2}^2 H(0, 0)\right) \nabla_x H(0, 0) - \pi \nabla(\Delta \log V)(0)\right) \frac{V(0)}{8} e^{8\pi H(0, 0)}.$

If the equation

$\nabla \mathbf{P}(\xi) = \eta_0$

has $K$ distinct stable solutions (in the sense of Definition 1.5), then there exist $\rho_0 > 0$ and $K$ families of solutions $\{u_\rho^i\}$, $i = 1, \ldots, K$, to (1.1) for $\rho \in (0, \rho_0)$, all blowing-up at 0 as $\rho$ goes to 0 (in the sense of Definition 1.2) and such that $u_\rho^i \neq u_\rho^j$ if $i \neq j$.

We will use the following definition of stable solution.

Definition 1.5.
Let $Z : \mathbb{R}^n \to \mathbb{R}^n$ be a continuous function. We say that $x_0$ is a stable solution to the equation $Z(x) = y$ if for any $\varepsilon > 0$ and $W : \mathbb{R}^n \to \mathbb{R}^n$ with $\|W - Z\|_{C^0(\mathbb{R}^n)} \leq \varepsilon$ there exists $x_\varepsilon \in \mathbb{R}^n$ such that $W(x_\varepsilon) = y$ and $x_\varepsilon \to x_0$ as $\varepsilon \to 0$.

In particular, if the Brouwer degree $\deg(Z, B_R(x_0), y)$ is different from zero, then $x_0$ is a stable solution to the equation $Z(x) = y$.

Example 1.6.
We point out that it is always possible to choose the potential $V$ so that all the assumptions of Theorem 1.4 hold true. Let $V$ be such that in a neighborhood of the origin the following Taylor expansion for the function $F$ holds true

$F(\xi) = H(\xi, \xi) + \frac{1}{4\pi} \log V(\xi) = \alpha \xi_1^3 - \xi_1 \xi_2^2, \quad \text{with } \alpha > 0.$

It is clear that 0 is a degenerate critical point of $F$. Moreover, a simple computation shows that

$\mathbf{P}(\xi) = \frac{4\pi^2}{3} \left(6\alpha \xi_1^3 - 2\xi_1 \xi_2^2\right)$.

We remark that $\mathbf{P}$ has only one critical point, namely the origin. Moreover, the vector $\eta_0$ defined in (1.6) depends on $\alpha$ and it vanishes for a unique choice of $\alpha = \alpha_0$. A direct computation shows that the equation $\nabla \mathbf{P}(\xi) = \eta_0(\alpha)$ has two stable solutions for generic $\alpha$'s.

Remark 1.7.
Theorem 1.4 deals with the case when the order of degeneracy of the function $F$ at the origin is 3 in the sense of Definition 1.3. If $F$ has a higher order of degeneracy (as in Definition 6.1) the situation becomes more delicate. Indeed, in this case the vector $\eta_0$ defined in (1.6) does not depend on the potential $V$ and, moreover, if the domain $\Omega$ is simply connected the vector $\eta_0$ is surprisingly equal to zero (see Lemma 6.2). On the other hand, if $\Omega$ is multiply connected, $\eta_0$ can be different from zero and multiplicity of solutions blowing-up at the same point can be proved (see Theorem 6.3). This case will be studied in detail in Section 6.
Actually, the number of solutions blowing-up at one point is strongly related with the number of solutions of the equation (1.7), namely if we want more than one solutions to (1.1) we need multiple solutions to the equation (1.7). We point out that if \( \eta_0 = 0 \) the equation \( \nabla P(\xi) = 0 \) has a unique solution because of Definition 1.3. Then, we need to assume \( \eta_0 \neq 0 \) and suitable conditions on \( P \) which guarantee the existence of multiple solutions.

A classical tool to compute the number of solutions of a finite-dimensional equation is the topological degree: if the degree in absolute value is greater or equal than 2, then multiplicity of solutions is ensured. In Proposition A.1 we will compute the degree of \( \nabla P \) via the number of nodal lines of \( P \), a result which we believe is also interesting in itself. In particular, if \( P \) has three distinct lines of zeros then equation (1.7) has two distinct solutions.

Clearly one may have multiplicity of solutions even if the degree is 0 or \( \pm 1 \), but in this case this may depend on the constant term \( \eta_0 \), and it can also be more difficult to be verified.

The computation of the degree of \( \nabla P \) gives the following corollary to Theorem 1.4.

**Corollary 1.8.**

Assume the polynomial map \( P \) (see Definition 1.3) has three different nodal lines and \( \eta_0 \neq 0 \). Then, there exist two families of solutions \( \{ u^1_\rho \}, \{ u^2_\rho \} \) to (1.1) for \( \rho \in (0, \rho_0) \), both blowing-up at 0 as \( \rho \) goes to 0 and such that \( u^1_\rho \neq u^2_\rho \).

The homogeneous polynomial map \( P \) associated to the third derivatives of \( F \) plays a crucial role, much like \( F \) itself did in the original construction in [15, 17], which uses similar techniques to the present paper. Indeed, in those papers blowing-up solutions to (1.1) have been constructed using a Lyapunov-Schmidt reduction: once the main order term \( PU \) of the solution is prescribed as the projection of the bubble centered at some \( \xi_0 \in \Omega \) having the profile of entire solutions to Liouville equations (see (2.1)), we find a suitable remainder \( \psi_\rho \) satisfying \( \| \psi_\rho \|_{H^2(\Omega)} \to 0 \) as \( \rho \to 0 \) in such a way that \( u = PU + \psi_\rho \) solves (1.1). To this purpose, the choice of the point \( \xi_0 \) is crucial. In particular, \( \xi_\rho \to 0 \) as \( \rho \to 0 \) and \( \nabla F(0) = 0 \).

In this paper, our goal is to find a second order condition to be satisfied by the point \( \xi_\rho \). More precisely, we show that \( \xi_\rho = \xi_0 \rho \sqrt{\log \rho} \) and \( \xi_0 \) solves the equation (1.7).

In order to find the second order condition (1.7), we need to improve the first order approximation term of the solution adding two higher order correction terms. More precisely, we will look for a solution like

\[
u(x) = PU(x) + \rho^2 \tau^2 \left( \rho^2 W \left( \frac{x - \xi_\rho}{\rho \tau} \right) + \hat{W}(x) \right) + \phi_\rho(x),\]

where the first order term \( PU \) is as usual the projection of the standard bubble (see definitions (2.1) and (2.10)). The refinement of our ansatz is given by the new functions \( \rho W \) (introduced in Subsection 2.1) and \( \hat{W} \) (introduced in Subsection 2.2) which give a local and a global correction, respectively. The remainder \( \phi_\rho \) is much smaller than the previous remainder term \( \psi_\rho \), hence it can be ignored in computing the equation for \( \xi_\rho \). On the other hand, the correction terms \( \rho W \) and \( \hat{W} \) are not negligible and they originate the vector \( \eta_0 \) in the equation, as we will see in the following sections.

We point out that our result is inspired by non-uniqueness results obtained in [22, 23] for the Schrödinger equation on the whole space and on bounded domains with Neumann conditions, where a second order expansion of the concentration point is performed. However, in those cases the situation is much simpler, because a refinement of the ansatz is not required, while in the present case is absolutely necessary.

The structure of the paper is as follows.

In Section 2 we define the leading term and the correction terms of the solution and we show some asymptotic expansions; in Section 3 we provide an estimate of the error term and in Section 4 we study the invertibility of the linearized operator. In Section 5 we solve the auxiliary finite-dimensional problem and conclude the proof of the main theorem, whereas in Section 6 we discuss how to relax the assumption given in Definition 1.3 on \( V \). Finally, in the Appendix we compute...
the degree of the map (1.5).

2 Ansatz of the approximate solution

In this section we will give an ansatz for our solutions, namely we precisely describe the profile of the solutions to (1.1) we are looking for.

First of all, let us introduce the standard bubbles for the Liouville equation, which are the main object in the study of the blow up analysis for (1.1). For \( \rho, \tau > 0 \) and \( x, \xi \in \mathbb{R}^2 \), define

\[
U(x) = \log \frac{8\rho^2\tau^2}{(\rho^2\tau^2 + |x - \xi|^2)^2};
\]

notice that they solve an equivalent problem to (1.1) on the whole plane, namely

\[
\begin{align*}
-\Delta U &= e^U \quad \text{in } \mathbb{R}^2 \\
\int_{\mathbb{R}^2} e^U &= 8\pi < +\infty.
\end{align*}
\]

Actually, these are the only solutions solutions of the previous equation with finite mass, as shown by [13].

The main order term in the ansatz will be the bubble \( U \), for a some \( \tau = \tau_\rho \) satisfying \( 1/C \leq \tau \leq C \) for some \( C > 0 \); it will be precisely defined later in the section. However, as we mentioned in the introduction, we also need some correction terms in order to have a sharper approximation. Our ansatz is the following,

\[
u(x) = W(x) + \phi(x) = PU(x) + \zeta_1(x) + \zeta_2(x) + \phi(x),\]

where \( \phi \) is a small order term and \( \zeta_1, \zeta_2 \) are suitable corrections which will be discussed in this section.

Correction terms will be related by the following two-variable functional, depending on \( x, \xi \in \Omega \):

\[
\mathcal{E}(x, \xi) = e^{8\pi(\mathcal{H}(x, \xi) - \mathcal{H}(\xi, \xi)) + \log \frac{V(x)}{V(\xi)}} - 1.
\]

We will need the behavior of \( \mathcal{E} \) as \( x \) goes to \( \xi \); we will assume \( \xi \) belongs to a compact set containing 0 and disjointed with respect to \( \partial \Omega \). The proof is based on elementary Taylor expansions and is therefore omitted.

**Lemma 2.1.**

Let \( \mathcal{E}, \mathcal{F} \) and \( \mathcal{P} \) be defined by (2.3), (1.3) and (1.5), respectively. Then, \( \mathcal{E}(x, \xi) \) verifies, as \( x \) goes to \( \xi \):

\[
\begin{align*}
\mathcal{E}(\xi, \xi) &= 0; \\
\partial_x \mathcal{E}(\xi, \xi) &= 4\pi \partial_\xi \mathcal{F}(\xi) = \frac{1}{2\pi} \partial_\xi \mathcal{P}(\xi) + O(|\xi|^3) = O(|\xi|^2); \\
\partial_{x,x}^2 \mathcal{E}(\xi, \xi) &= -8\pi \partial_{\xi,\xi}^2 \mathcal{H}(0, 0) + O(|\xi|); \\
\partial_{x,x,x}^3 \mathcal{E}(\xi, \xi) &= 8\pi \partial_{x,x,x}^3 \mathcal{H}(0, 0) + \partial_{\xi,\xi,\xi} \log V(0) + O(|\xi|).
\end{align*}
\]

In particular, \( \mathcal{E}(x, \xi) = O(|\xi|^2|x - \xi| + |x - \xi|^2) \).
2.1 The local correction

Here we introduce the first correction $\zeta_1$ which basically plays a role in a small neighborhood of $\xi$. For this reason we call it the local correction.

The second derivatives of $E$ appear in the first correction term, which solves an entire linear PDEs related to (2.2):

$$-\Delta \hat{w}(y) - \frac{8}{(1 + |y|^2)^2} \hat{w}(y) = \frac{4}{(1 + |y|^2)^2} \langle D^2_{xx} E(\xi, \xi), y, y \rangle.$$  

Of course this equation will have many solutions and we will need some “special” ones: we split it into three as

$$\hat{w} = \frac{\partial^2_{x_1 x_1} E(\xi, \xi) + \partial^2_{x_2 x_2} E(\xi, \xi)}{2} \hat{w}_1 + \frac{\partial^2_{x_1 x_1} E(\xi, \xi) - \partial^2_{x_2 x_2} E(\xi, \xi)}{2} \hat{w}_2 + (2\partial^2_{x_1 x_2} E(\xi, \xi)) \hat{w}_3,$$  

with each $\hat{w}_i$ solving an equation involving only the radial term or one of the non-radial terms:

$$-\Delta \hat{w}_1(y) - \frac{8}{(1 + |y|^2)^2} \hat{w}_1(y) = \frac{4|y|^2}{(1 + |y|^2)^2},$$  

$$-\Delta \hat{w}_2(y) - \frac{8}{(1 + |y|^2)^2} \hat{w}_2(y) = \frac{4(y_1^2 - y_2^2)}{(1 + |y|^2)^2},$$  

$$-\Delta \hat{w}_3(y) - \frac{8}{(1 + |y|^2)^2} \hat{w}_3(y) = \frac{4y_1y_2}{(1 + |y|^2)^2}.$$  

As for the latter two equations, we can choose two explicit bounded solutions given by:

$$\hat{w}_2(y) := \frac{y_1^2 - y_2^2}{1 + y_1^2 + y_2^2}; \quad \hat{w}_3(y) := \frac{y_1y_2}{1 + y_1^2 + y_2^2},$$  

On the other hand, solutions to (2.5) have no explicit form, but radial solutions can be found using a variation of constants method for ODEs; they are not bounded but they may have a logarithmic control at infinity, as the following lemma shows.

The choice of this correction is similar to [18] (Lemma 2.1), but in our case the forcing term is not in $L^1$. For this reason, the asymptotic behavior is different and some estimates are more delicate. As we will see later, $\hat{w}_1$ determines the main order term in the behavior of $\hat{w}$, which will be crucial.

**Lemma 2.2.**

The following O.D.E.

$$-\hat{w}''(r) - \frac{\hat{w}'(r)}{r} - \frac{8}{(1 + r^2)^2} \hat{w}(r) = \frac{4r^2}{(1 + r^2)^2} \hat{w}_1(r) \quad r \in (0, +\infty)$$  

has a unique solution being smooth as $r$ goes to 0 and additionally satisfying, as $r$ goes to $+\infty$,

$$\hat{w}_1(r) = -2 \log^2 r + 4 \log r + O\left(\frac{\log r}{r^2}\right).$$  

**Proof.**

Solutions to (2.7) can be found using a standard variation of constants: since $w_0(r) = \frac{1 - r^2}{1 + r^2}$ solves the homogeneous equation

$$-w''(r) - \frac{w'(r)}{r} - \frac{8}{(1 + r^2)^2} w_0(r) = 0,$$  

then all solutions are given by

$$w(r) = -w_0(r) \int_a^r \frac{1}{s w_0(s)^2} \, ds \int_b^s tw_0(t) \frac{4t^2}{(1 + t^2)^2} \, dt.$$  
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\[ \frac{1}{1 + r^2} \int_a^r \frac{(1 + s^2)^2}{s (1 - s^2)^2} ds \int_b^r \frac{t^3 (1 - t^2)}{(1 + t^2)^3} dt; \]

despite this expression may not be defined at \( r = 1 \), such a \( w \) can be smoothly extended to a solution for any \( r > 0 \) (see also [18], Lemma 2.1 and [21], Lemma 3.5).

From the previous formula, one sees that smoothness at \( r = 0 \) is equivalent to the last integral being \( O(s) \) as \( s \) goes to 0, namely \( b = 0 \). On the other hand, as \( s \) go \( \to \infty \), one has

\[ \int_0^r \frac{t^3 (1 - t^2)}{(1 + t^2)^3} dt = - \log s + 1 + O \left( \frac{1}{s^2} \right), \]

therefore

\[ \int_a^r \frac{(1 + s^2)^2}{s (1 - s^2)^2} ds \int_0^s \frac{t^3 (1 - t^2)}{(1 + t^2)^3} dt = \int_a^r \left( \frac{1}{s} + O \left( \frac{1}{s^3} \right) \right) \left( - \log s + 1 + O \left( \frac{1}{s^2} \right) \right) ds \]
\[ = \int_a^r \left( - \log s + 1 + O \left( \frac{\log s}{s^3} \right) \right) ds \]
\[ = - \frac{\log^2 r}{2} + \log r + C_a + O \left( \frac{\log r}{r^2} \right). \]

We are left with showing \( C_a = 0 \) for a unique \( a \). To see this we notice that, given one solution \( w^a \) of the previous type, any other solution and \( w \) will be obtained by adding some solution to the homogeneous equation (2.9) being smooth at \( r = 0 \), namely \( w = w^a + Cw_0 \) for some \( C > 0 \); since \( \lim_{r \to +\infty} u_0(r) = -1 \), then as \( r \) goes to \( +\infty \) one has

\[ w(r) = -2\log^2 r + 4 \log r + 4C_a - C + O \left( \frac{\log r}{r^2} \right). \]

Therefore, \( C = 4C_a \) is the unique value for which the asymptotic behavior is as we wanted, hence we get the unique solution \( \tilde{w}_1 = w \) with the desired properties.

We will consider the rescaling \( \tilde{w} \left( \frac{x - \xi}{\rho \tau} \right) \), which concentrates as \( x \) goes to \( \xi \); for this reason, we will refer to \( \tilde{w} \) as the local correction. Notice that \( \tilde{w} \left( \frac{x - \xi}{\rho \tau} \right) \) solves

\[ -\Delta \tilde{w} \left( \frac{x - \xi}{\rho \tau} \right) - e^{U(x)} \tilde{w} \left( \frac{x - \xi}{\rho \tau} \right) = e^{U(x)} \frac{1}{2\rho^2 \tau^2} \left( D^2_{xx} E(\xi, x - \xi, x - \xi) ; \right) \]

moreover, in view of the asymptotic behavior of \( \tilde{w}_1 \) and the boundedness of \( \tilde{w}_2, \tilde{w}_3 \), we also have \( \tilde{w} \left( \frac{x - \xi}{\rho \tau} \right) = O \left( \log^2 \frac{1}{\rho} \right) \).

Since we look for solutions to (1.1) vanishing on \( \partial \Omega \), we need to project also this correction on \( H^1_0(\Omega) \), via the map \( P : H^1(\Omega) \to H^1_0(\Omega) \) given by:

\[ \begin{cases} 
- \Delta (Pu) = - \Delta u & \text{in } \Omega \\
Pu = 0 & \text{on } \partial \Omega.
\end{cases} \]

(2.10)

Lemma 2.3.

Let \( \tilde{w}(y) \) be defined by (2.12), (2.6) and Lemma 2.2 and \( P \) be defined by (2.10).

Then, as \( x \) goes to \( \xi \), it satisfies

\[ P \tilde{w} \left( \frac{x - \xi}{\rho \tau} \right) = \tilde{w} \left( \frac{x - \xi}{\rho \tau} \right) - 32\pi^2 \log \frac{1}{\rho} \left( \partial^2_{x^2 y^2} H(0, 0) \right) \left( \nabla_x H(0, 0), x - \xi \right) \]
\[ + 8\pi \left( \partial^2_{x^2 y^1} H(0, 0) + \partial^2_{x^2 y^1} H(0, 0) \right) \left( 4\pi \left( 1 - \log \frac{1}{\rho \tau} \right) H(\xi, \xi) + \frac{2 - 2 \log \frac{1}{\rho \tau}}{\rho \tau} \right) \]
\[ - 8\pi \left( \partial^2_{x^2 y^2} H(0, 0) \right) L_1(\xi, \xi) - 4\pi \left( \partial^2_{x^1 y^1} H(0, 0) - \partial^2_{x^2 y^2} H(0, 0) \right) L_2(\xi, \xi) \]
therefore, from the maximum principle we get, for

\[ L_3(x, \xi) = \frac{1}{\rho^2} \log |x - \xi| + \left( \log \frac{1}{\rho} \right) |x - \xi|^2, \]

where \( L_1(x, \xi) \) is respectively the solution to

\[
\begin{aligned}
L_1(x, \xi) &= \log^2 |x - \xi| & x & \in \Omega \\
L_1(x, \xi) &= \log^2 |x - \xi| & x & \in \partial \Omega \\
L_2(x, \xi) &= \frac{(x_1 - \xi_1)^2 - (x_2 - \xi_2)^2}{|x - \xi|^2} & x & \in \Omega \\
L_3(x, \xi) &= \frac{(x_1 - \xi_1)(x_2 - \xi_2)}{|x - \xi|^2} & x & \in \partial \Omega \\
\end{aligned}
\]

Proof.

From the asymptotic behavior (2.8) we deduce that, for \( x \in \partial \Omega \),

\[
\hat{w}_1 \left( \frac{x - \xi}{\rho \tau} \right) = -2 \log^2 |x - \xi| - 4 \log |x - \xi| \log \frac{1}{\rho \tau} + 2 \log^2 \frac{1}{\rho \tau} + 4 \log |x - \xi| + 4 \log \frac{1}{\rho \tau} + O \left( \frac{\rho^2 \tau^2}{|x - \xi|} \log \frac{|x - \xi|}{\rho \tau} \right);
\]

therefore, from the maximum principle we get, for \( x \in \Omega \),

\[
P \hat{w}_1 \left( \frac{x - \xi}{\rho \tau} \right) = \hat{w}_1 \left( \frac{x - \xi}{\rho \tau} \right) - 2L_1(x, \xi) + 8\pi H(x, \xi) \log \frac{1}{\rho \tau} - 2 \log^2 \frac{1}{\rho \tau} + 8\pi H(x, \xi)
\]

\[
+ 4 \log \frac{1}{\rho \tau} + O \left( \rho^2 \log \frac{1}{\rho} \right)
\]

\[
= \hat{w}_1 \left( \frac{x - \xi}{\rho \tau} \right) - 2L_1(x, \xi) + 8\pi H(x, \xi) \log \frac{1}{\rho \tau} + 8\pi \log \frac{1}{\rho \tau} \langle \nabla_x H(0, 0), x - \xi \rangle
\]

\[
- 2 \log^2 \frac{1}{\rho \tau} - 8\pi H(x, \xi) + 4 \log \frac{1}{\rho \tau}
\]

\[
+ O \left( \rho^2 \log \frac{1}{\rho} |x - \xi| + \left( \log \frac{1}{\rho} \right) |\xi| |x - \xi| + \left( \log \frac{1}{\rho} \right) |x - \xi|^2 \right).
\]

Similarly, from (2.6) we get on \( x \in \partial \Omega \),

\[
\hat{w}_2 \left( \frac{x - \xi}{\rho \tau} \right) = \frac{(x_1 - \xi_1)^2 - (x_2 - \xi_2)^2}{|x - \xi|^2} + O \left( \frac{\rho^2 \tau^2}{|x - \xi|^2} \right)
\]

\[
\hat{w}_3 \left( \frac{x - \xi}{\rho \tau} \right) = \frac{(x_1 - \xi_1)(x_2 - \xi_2)}{|x - \xi|^2} + O \left( \frac{\rho^2 \tau^2}{|x - \xi|^2} \right),
\]

therefore on \( \Omega \)

\[
P \hat{w}_1 \left( \frac{x - \xi}{\rho \tau} \right) = \hat{w}_1 \left( \frac{x - \xi}{\rho \tau} \right) + L_1(x, \xi) + O \left( \rho^2 \right) = \hat{w}_1 \left( \frac{x - \xi}{\rho \tau} \right) + L_1(x, \xi) + O \left( \rho^2 + |x - \xi| \right).
\]

The conclusion follows by putting together the previous estimates and the asymptotic behavior of \( \partial^2_{x_x} E(\xi, \xi) \) from Lemma 2.1.

Finally we are in position to define our local correction term:

\[
\zeta_1(x) = \rho^2 \tau^2 P \hat{w}_1 \left( \frac{x - \xi}{\rho \tau} \right).
\]

2.2 The global correction

Let us now define the second correction term.

While \( \hat{w} \) was introduced to compensate the effect of the second derivatives of \( E, \xi \), \( \zeta_2 \) will deal with
On the whole $\Omega$, rather than a concentrating rescaling of an entire solution. We can write the right-hand side of \((2.11)\) as
\[
\begin{aligned}
-\Delta \tilde{W}(x) &= \frac{8}{|x - \xi|^4} \left( \mathcal{E}(x, \xi) - (\nabla_x \mathcal{E}(\xi, \xi), x - \xi) - \frac{1}{2} \left( D_{xx}^2 \mathcal{E}(\xi, \xi), x - \xi, x - \xi \right) \right) \\
\tilde{W}(x) &= 0
\end{aligned}
\]
$x \in \Omega$
$x \in \partial \Omega$

Notice that, from the Taylor expansion of $\mathcal{E}$, the right-hand side is bounded by constant times $\frac{1}{|x - \xi|}$, therefore it belongs to $L^p(\Omega)$ for any $p < 2$ and from standard regularity $\tilde{W}$ is Hölder continuous.

We point out that the presence of such a global term is a novelty in the construction of solutions to nonlinear problems, compared for instance to [22, 18, 19, 23]. The asymptotic profile of $\tilde{W}$ near $\xi$ is given by the following lemma.

**Lemma 2.4.**

Let $\tilde{W}(x)$ be defined by \((2.11)\).

Then, as $x$ goes to $\xi$, it satisfies
\[
\tilde{W}(x) = \frac{1}{2} (\nabla \Delta \log V(0), x - \xi) \log \frac{1}{|x - \xi|} + \tilde{W}(\xi) + O \left( |\xi| |x - \xi| \log \frac{1}{|x - \xi|} + |x - \xi| \right).
\]

**Proof.**

We can write the right-hand side of \((2.11)\) as $f_1 + f_2$, with $f_2 \in L^\infty(\Omega)$ and
\[
f_1(x) := \frac{c_{111}(x_1 - \xi_1)^3 + 3c_{112}(x_1 - \xi_1)^2(x_2 - \xi_2) + 3c_{122}(x_1 - \xi_1)(x_2 - \xi_2)^2 + c_{222}(x_2 - \xi_2)^3}{|x - \xi|^4}
\]
\[
= \frac{3}{4} (c_{111} + c_{122}) \frac{x_1 - \xi_1}{|x - \xi|^2} + \frac{3}{4} (c_{112} + c_{222}) \frac{x_2 - \xi_2}{|x - \xi|^2} + \frac{c_{111} - 3c_{122}}{4} \frac{(x_1 - \xi_1)^3 - 3(x_1 - \xi_1)(x_2 - \xi_2)^2}{|x - \xi|^4}
\]
\[
+ \frac{3c_{122} - c_{222}}{4} \frac{3(x_1 - \xi_1)^2(x_2 - \xi_2) - (x_2 - \xi_2)^3}{|x - \xi|^4},
\]

with $c_{ijk} := \frac{4}{3} \partial^3 \mathcal{E}(\xi, \xi)$.

Notice that a solution to $-\Delta \tilde{W}_1 = f_1$ is given by
\[
\tilde{W}_1(x) := \frac{3}{8} (c_{111} + c_{122})(x_1 - \xi_1) \log \frac{1}{|x - \xi|} + \frac{3}{8} (c_{112} + c_{222})(x_2 - \xi_2) \log \frac{1}{|x - \xi|}
\]
\[
+ \frac{c_{111} - 3c_{122}}{32} \frac{(x_1 - \xi_1)^3 - 3(x_1 - \xi_1)(x_2 - \xi_2)^2}{|x - \xi|^2}
\]
\[
+ \frac{3c_{122} - c_{222}}{32} \frac{3(x_1 - \xi_1)^2(x_2 - \xi_2) - (x_2 - \xi_2)^3}{|x - \xi|^2};
\]

since $\tilde{W}_1(\xi) = 0$, one has $\tilde{W} = \tilde{W}_1 + \tilde{W}_2$, with $\tilde{W}_2$ solving \[
\begin{cases}
-\Delta \tilde{W}_2 = f_2 & \text{in } \Omega \\
\tilde{W}_2 = -\tilde{W}_1 & \text{on } \partial \Omega
\end{cases},
\]

hence $\tilde{W}_2 \in C^4(\Omega)$ and $\tilde{W}_2(x) = \tilde{W}_2(\xi) + O(|x - \xi|) = \tilde{W}(\xi) + O(|x - \xi|)$. From this we get
\[
\tilde{W}(x) = \frac{3}{8} (c_{111} + c_{122})(x_1 - \xi_1) \log \frac{1}{|x - \xi|} + \frac{3}{8} (c_{112} + c_{222})(x_2 - \xi_2) \log \frac{1}{|x - \xi|} + \tilde{W}(\xi) + O(|x - \xi|).
\]
Finally, due to Lemma 2.1 and the harmonicity of \( \nabla_x H \), one gets
\[
c_{111} + c_{122} = \frac{4}{3} \partial_{\xi_1} \Delta \log V(0) + O(\|\xi\|),
\]
\[
c_{112} + c_{222} = \frac{4}{3} \partial_{\xi_1} \Delta \log V(0) + O(\|\xi\|),
\]
which concludes the proof.

### 2.3 The final ansatz

We can finally give the ansatz for our problems: we look for solutions in the form:
\[
u(x) = W(x) + \phi(x) = PU(x) + \rho^2 \tau^2 \left( \hat{\mathcal{P}} \hat{\omega} \left( \frac{x - \xi}{\rho \tau} \right) + \mathcal{W}(x) \right) + \phi(x),
\]
with \( U, \hat{\omega}, \mathcal{W}, P \) defined as before and \( \phi \) to be found.

We conclude by giving the value of \( \tau = \tau_0 \).
\( \tau \) is implicitly defined by the following equation, and it is easy to see that it is well-defined, continuously depends on \( \rho \) and satisfied \( \frac{1}{C} \leq \tau \leq C \).

\[
0 = - \log \left( 8 \tau^2 \right) + \log V(\xi) + 8 \pi H(\xi, \xi) + \rho^2 \tau^2 \left( - 2 I(\xi, \xi) \right)
\]
\[
+ 8 \pi \left( \partial_{x_1 y_1}^2 H(0, 0) + \partial_{x_2 y_2}^2 H(0, 0) \right) \left( 4 \pi \left( 1 - \log \frac{1}{\rho \tau} \right) H(\xi, \xi) + \left( 2 - \log \frac{1}{\rho \tau} \right) \log \frac{1}{\rho \tau} \right)
\]
\[
- 8 \pi \left( \partial_{x_1 y_1}^2 H(0, 0) + \partial_{x_2 y_2}^2 H(0, 0) \right) L_1(\xi, \xi) + 4 \pi \left( \partial_{x_1 y_1}^2 H(0, 0) - \partial_{x_2 y_2}^2 H(0, 0) \right) L_2(\xi, \xi)
\]
\[
- 16 \pi \left( \partial_{x_1 y_2}^2 H(0, 0) \right) L_3(\xi, \xi) + \mathcal{W}(\xi).
\]

Here, \( L_1, L_2, L_3 \) are defined as in Lemma 2.3 and \( I \) is similarly defined as the solution to
\[
\begin{align*}
- \Delta I(x, \xi) &= 0 & x \in \Omega \\
I(x, \xi) &= \frac{1}{|x - \xi|^2} & x \in \partial \Omega
\end{align*}
\]

We point out that \( \tau = \frac{V(0)}{8} e^{8 \pi H(0, 0)} \circ (1) \). Anyway, we cannot just define \( \tau := \tau_0 = \frac{V(0)}{8} e^{8 \pi H(0, 0)} \)
(which was done in [17]), since that more involved definition is essential to get sharper estimates in the following sections.

### 3 Estimate of the error

This section is devoted to estimating the error term \( \mathcal{R} \) defined by:
\[
\mathcal{R} := \Delta W + \rho^2 V e^W,
\]
where \( W \) is defined in (2.12).

Clearly, \( \mathcal{R} = 0 \) if and only if \( W \) solves (1.1); the smaller \( \mathcal{R} \) is, the better is the approximation.
We will estimate the \( L^p \) norm of \( \mathcal{R} \) for \( p > 1 \) sufficiently close to 1. \( L^p \) norms for \( p \) in similar ranges will be considered throughout the paper, hence one may suppose to fix some \( p_0 > 1 \) once and for all.

The following sharp estimate on \( \mathcal{R} \) also gives a clue on the optimal size of \( \xi \), which in Section 5 we will show to be \( |\xi| = O \left( \rho \sqrt{\frac{1}{\log \frac{1}{\rho}}} \right) \).
Proposition 3.1.
Let $R$ be defined by (3.1). Then, for $p > 1$ suitably close to 1,

$$||R||_p = O \left( \rho^{\frac{3}{2} - 1} \left( \rho^2 \log \frac{1}{\rho} + |\xi|^2 \right) \right)$$

Remark 3.2.
We point out that, if $|\xi| = o(1)$ is suitably small, the correction terms in (2.12) considerably improves the estimate in Proposition 3.1. In fact, the ansatz $W = PU$ only gives $||R||_p = O \left( \rho^{\frac{3}{2} - 1} \right)$ (see [17], Lemma B.1).

To prove Proposition 3.1 we will use an estimate on the difference between the prescribed term $W$ and the bubble $U$ x. We remark the presence of the term $\Theta(x - \xi) = \rho^2 \tau^2 \left( \frac{1}{2} \nabla \Delta \log V(0, x - \xi) \log \frac{1}{|x - \xi|} - 32\pi^2 \log \frac{1}{\rho} \left( \partial^2_{x_1 y_1} H(0, 0) + \partial^2_{x_2 y_2} H(0, 0) \right) \langle \nabla_x H(0, 0), x - \xi \rangle \right), \tag{3.2}$

which will give rise to the term $\eta_0$ defined by (1.6)

Lemma 3.3.
Let $W$ and $U$ be defined by (2.12) and (2.1) respectively

$$W(x) - U(x) = 8\pi (H(x, \xi) - H(\xi, \xi)) - 2 \log \rho - \log V(\xi) + \rho^2 \tau^2 \tilde{w} \left( \frac{x - \xi}{\rho \tau} \right) + \Theta(x - \xi) + O \left( \rho^4 \log \frac{1}{\rho} + \left( \rho^2 \log^2 \frac{1}{\rho} \right) |\xi| + \rho^2|x - \xi| \right).$$

Proof.
From Lemmas 2.3, 2.4 and the definition (2.13) of $\tau$ we get:

$$\rho^2 \tau^2 \left( \mathcal{P} \tilde{w} \left( \frac{x - \xi}{\rho \tau} \right) + \mathcal{W}(x) \right) = \rho^2 \tau^2 \left( 8\pi \left( \partial^2_{x_1 y_1} H(0, 0) + \partial^2_{x_2 y_2} H(0, 0) \right) \left( 4\pi \left( 1 - \log \frac{1}{\rho \tau} \right) H(\xi, \xi) + \left( 2 - \log \frac{1}{\rho \tau} \right) \log \frac{1}{\rho \tau} \right) \right)$$

$$- 8\pi \left( \partial^2_{x_1 y_1} H(0, 0) + \partial^2_{x_2 y_2} H(0, 0) \right) L_1(\xi, \xi) + 4\pi \left( \partial^2_{x_1 y_1} H(0, 0) - \partial^2_{x_2 y_2} H(0, 0) \right) L_2(\xi, \xi)$$

$$- 16\pi \left( \partial^2_{x_1 y_1} H(0, 0) \right) L_3(\xi, \xi) + \tilde{W}(\xi) \right) + \rho^2 \tau^2 \tilde{w} \left( \frac{x - \xi}{\rho \tau} \right) + \Theta(x - \xi) + O \left( \rho^4 \log \frac{1}{\rho} + \left( \rho^2 \log^2 \frac{1}{\rho} \right) |\xi| + \rho^2|x - \xi| \right)$$

$$= \log (8\tau^2) - \log V(\xi) - 8\pi H(\xi, \xi) + 2\rho^2 \tau^2 I(\xi, \xi) + \rho^2 \tau^2 \tilde{w} \left( \frac{x - \xi}{\rho \tau} \right) + \Theta(x - \xi) + O \left( \rho^4 \log \frac{1}{\rho} + \left( \rho^2 \log^2 \frac{1}{\rho} \right) |\xi| + \rho^2|x - \xi| \right).$$

Moreover, the maximum principle and the definition (2.14) of $I(x, \xi)$ give:

$$PU(x) - U(x) = - \log (8\rho^2 \tau^2) + 8\pi H(x, \xi) - 2\rho^2 \tau^2 I(x, \xi) + O \left( \rho^4 \right)$$

$$= - \log (8\rho^2 \tau^2) + 8\pi H(x, \xi) - 2\rho^2 \tau^2 I(\xi, \xi) + O \left( \rho^4 + \rho^2|x - \xi|^2 \right).$$

By summing these two estimates and the definition (2.12) of $W$ the claim follows.

We will also need, here and later in the paper, some estimates on integrals of elementary functions. Since they are rather easy to prove and widely used in the study of problem (1.1), we skip the proof.
Lemma 3.4.
For $p > 1$ suitably close to 1 the following estimates hold true:
\[
\|e^{U(x)}|x - \xi|^s\|_p = \begin{cases} O\left(\rho^{s + s_2} \right) & \text{if } s \leq 2 \\ O\left(\rho^2 \right) & \text{if } s > 2 \end{cases};
\]
\[
\|e^{U(x)}|x - \xi| \log \frac{1}{|x - \xi|}\|_p = O\left(\rho^{s - 1} \log \frac{1}{\rho} \right).
\]

Proof of Proposition 3.1.
Since $W$ solves (2.11), we can write:
\[
\rho^2 \tau^2 \Delta \tilde{W}(x) = -e^{U(x)}\left(1 + \frac{2\rho^2}{|x - \xi|^2} + \frac{\rho^4}{|x - \xi|^4}\right)\left(\mathcal{E}(x, \xi) - (\nabla_x \mathcal{E}(\xi, \xi), x - \xi) - \frac{1}{2} \langle D^2_{xx} \mathcal{E}(\xi, \xi), x - \xi, x - \xi \rangle \right)
\]
\[
= e^{U(x)}\left(-\mathcal{E}(x, \xi) + (\nabla_x \mathcal{E}(\xi, \xi), x - \xi) + \frac{1}{2} \langle D^2_{xx} \mathcal{E}(\xi, \xi), x - \xi, x - \xi \rangle \right) + O\left(\frac{\rho^4}{|x - \xi|} + \rho^2 |x - \xi| \right).
\]

On the other hand, in view of Lemmas 3.3 and 2.1, we have:
\[
\rho^2 V(x)e^{W(x) - U(x)} = (1 + \mathcal{E}(x, \xi))e^{\rho^2 \tau^2 \tilde{w}\left(\frac{x - \xi}{\rho \tau}\right)} + O(\rho^4 \log \frac{1}{\rho} + (\rho^2 \log^2 \frac{1}{\rho}) |x - \xi|)
\]
\[
= 1 + \mathcal{E}(x, \xi) + \rho^2 \tau^2 \tilde{w}\left(\frac{x - \xi}{\rho \tau}\right) + O\left(\mathcal{E}(x, \xi) \right) \theta(x - \xi) + O\left(\rho^4 \log \frac{1}{\rho} + (\rho^2 \log^2 \frac{1}{\rho}) |x - \xi| \right) + O\left(\rho^2 |x - \xi| \right).
\]

Therefore, using the previous estimates and the expansion of $\nabla_x \mathcal{E}(\xi, \xi)$ given by Lemma 2.1, we get:
\[
\mathcal{R}(x) = \Delta P U(x) + \rho^2 \tau^2 \Delta P \tilde{w}\left(\frac{x - \xi}{\rho \tau}\right) + \rho^2 \tau^2 \Delta \tilde{W}(x) + \rho^2 V(x)e^{W(x) - U(x)}
\]
\[
= e^{U(x)}\left(-1 - \rho^4 \tau^2 \tilde{w}\left(\frac{x - \xi}{\rho \tau}\right) - \frac{1}{2} \langle D^2_{xx} \mathcal{E}(\xi, \xi), x - \xi, x - \xi \rangle \right)
\]
\[
= e^{U(x)}\left(\frac{1}{2\pi} \nabla \mathcal{P}(\xi), x - \xi \right) + O\left(\rho^4 \log \frac{1}{\rho} + (\rho^2 \log^2 \frac{1}{\rho}) |x - \xi| \right).
\]

Since $|\nabla \mathcal{P}(\xi)| = O\left(|\xi|^2\right)$ and $|\theta(x - \xi)| = O\left(\rho^2 |x - \xi| \log \frac{1}{|x - \xi|} + (\rho^2 \log \frac{1}{\rho}) |x - \xi| \right)$, Lemma 3.4 gives the desired estimates.
4 Linear theory

In this section we will apply a fixed point theorem in some suitable spaces to find $\phi$. To this purpose, one sees that $u = W + \phi$ solves (1.1) if and only if $\phi$ solves

$$R + L\phi + N(\phi) = 0,$$

(4.1)

where $R$ is the error defined by (3.1), $L$ is the linearized operator at $\phi = 0$, given by

$$L\phi := \Delta \phi + \rho^2 V e^W \phi,$$

(4.2)

and $N$ is the nonlinear term:

$$N(\phi) := \rho^2 V e^W (e^\phi - 1 - \phi).$$

(4.3)

In order to try and solve (4.1) we investigate the invertibility of the linearized operator $L$.

The operator $L$ will not be invertible on the whole space $H^1_0(\Omega)$, but it will be on a finite-codimensional space. In particular, if we define $\psi_1, \psi_2 \in H^1_0(\Omega)$ as

$$\psi_i(x) := \frac{x_i - \xi_i}{\rho^2 \tau^2 + |x - \xi|^2},$$

(4.4)

we can invert $L$ on the orthogonal complement of $K = \text{span} \{P\psi_1, P\psi_2\}$, namely

$$K^\perp = \left\{ \phi \in H^1_0(\Omega) : \langle \phi, P\psi_1 \rangle_{H^1_0(\Omega)} = \langle \phi, P\psi_2 \rangle_{H^1_0(\Omega)} = 0 \right\}.$$  

(4.5)

Notice that the $\psi_i$’s solve the linear problem $-\Delta P\psi_i = -\Delta \psi_i = e^U \psi_i$, with $U$ being the standard bubble (2.1). The estimates on the inverse operator $L^{-1}$ are not uniform in $\rho$, as its norm diverges logarithmically as $\rho$ goes to 0. However, this is not an issue since most estimates throughout the paper, such as Proposition 3.1, converge polynomially in $\rho$.

The results in this section are obtained arguing very similarly to [17], since the main term $PU$ in the ansatz (2.12) is the same as in [17] and the correction terms are negligible. Therefore proofs will be sketchy or skipped.

The following Lemma, concerning invertibility of $L$, is analogous to Proposition 3.1 in [17].

**Lemma 4.1.**

Let $K^\perp$ and $L$ be defined respectively by (4.5) and (4.2) and $\xi \in \Omega$, $f \in L^p(\Omega)$ be given with $p > 1$. Then, there exists $\rho_0 > 0$ such that for any $\rho \in (0, \rho_0)$ there is a unique solution $(\phi, c_1, c_2) \in K^\perp \times \mathbb{R} \times \mathbb{R}$ to

$$L\phi = f + e^U (c_1 \psi_1 + c_2 \psi_2).$$

(4.6)

Moreover, there exists $C > 0$, not depending on $\rho$ nor on $\xi$ provided $\xi$ does not approach $\partial \Omega$, such that

$$\|\phi\| \leq C \log \frac{1}{\rho} \|f\|_p.$$

**Sketch of the proof.**

Following [17], we argue by contradiction, assuming there is a family of solutions $\phi \in K^\perp$ to (4.6) satisfying $\|\phi\| = 1$ and $\|f\|_p = o \left( \log \frac{1}{\rho} \right)$.

By multiplying each side of (4.6) with each $P\psi_i$ we deduce $|c_i| = O \left( \rho^2 \right)$. Then, by testing again suitable functions one gets $\langle \phi, P\psi_0 \rangle_{H^1_0(\Omega)} = o(1)$, where $\psi_0 = \frac{\rho^2 \tau^2 - |x - \xi|^2}{\rho^2 \tau^2 + |x - \xi|^2}$ is another solution to

$$-\Delta \psi_0 = e^U \psi_0.$$
Finally, one considers a rescaling $\tilde{\phi}(y) = \phi(\rho y + \xi)$, which is uniformly bounded with respect to the norm defined by

$$
\|\tilde{\phi}\|^2 := \int_{\mathbb{R}^2} \left( |\nabla \tilde{\phi}(y)|^2 + \frac{|\tilde{\phi}(y)|^2}{(1 + |y|^2)} \right) dy.
$$

The weak limit $\tilde{\phi}_0$ must solve $-\Delta \tilde{\phi}_0(y) = \frac{8}{(1 + |y|^2)^2} \tilde{\phi}_0(y)$; however, since $\phi$ is orthogonal to $P\psi_1, P\psi_2$ and almost orthogonal to $P\tilde{\phi}_0$, the limit is 0. This leads to a contradiction. $\square$

We have the following estimate on the nonlinear term $\mathcal{N}$, a sort of counterpart of Proposition 3.1 on $\mathcal{R}$ and Lemma 4.1 on $\mathcal{L}$. Such a result can be deduced by elementary inequalities and the estimates in Lemma 3.4. The proof is roughly the same as Lemma B.2 in [17], therefore it will be skipped.

**Lemma 4.2.**

Let $\mathcal{N}$ be defined by (4.3). Then, for $p, q > 1$, there exists $C > 0$, not depending on $\rho$ nor on $\xi$ provided $\xi$ does not approach $\partial \Omega$, such that for any $\phi, \phi' \in K^\perp$

$$
\|\mathcal{N}(\phi) - \mathcal{N}(\phi')\|_p \leq C \rho^{\frac{1}{p} - 2} \|\phi - \phi'\| \left( \|\phi\| + \|\phi'\| \right)^C (\|\phi\|^2 + \|\phi'\|^2).
$$

In particular, if $\phi' = 0$, one has

$$
\|\mathcal{N}(\phi)\|_p \leq C \rho^{\frac{1}{p} - 2} \|\phi\|^2 e^{C\|\phi\|}.
$$

We are now in position to apply a fixed point theory on a suitably small ball of $K^\perp$. As we are not on the whole space $H^1_0(\Omega)$, we will solve equation (4.1) only on the space $K^\perp$; in other words, on the right-hand side we will find a possibly non-zero element of $K$, depending on $\xi$. This issue will be addressed in the next section.

**Lemma 4.3.**

Let $\xi \in \Omega$ be given. Then, there exists $\rho_0 > 0$ such that, if $p$ is suitably close to 1, for any $\rho \in (0, \rho_0)$ there is a unique solution $(\phi_\xi, c_{1\xi}, c_{2\xi}) \in K^\perp \times \mathbb{R} \times \mathbb{R}$ to

$$
\mathcal{R} + \mathcal{L}\phi_\xi + \mathcal{N}(\phi_\xi) = e^{U(c_{1\xi}\psi_1 + c_{2\xi}\psi_2)}.
$$

Moreover, there exists $C > 0$, not depending on $\rho$ nor on $\xi$ provided $\xi$ does not approach $\partial \Omega$, such that

$$
\|\phi_\xi\| \leq C \rho^{\frac{1}{p} - 1} \log \frac{1}{\rho} \left( \rho^2 \log \frac{1}{\rho} + |\xi|^2 \right).
$$

**Sketch of the proof.**

From Lemma 4.1 we can define an invertible operator

$$
\tilde{\mathcal{L}} := \Pi \circ (-\Delta)^{-1} \circ \mathcal{L} : K^\perp \to K^\perp,
$$

where $\Pi : H^1_0(\Omega) \to K^\perp$ is the standard projection in Hilbert spaces and $(-\Delta)^{-1} : L^p(\Omega) \to H^1_0(\Omega)$ is the inverse of the Laplacian with Dirichlet conditions. From Lemma 4.1 and Sobolev embeddings we also deduce $\|\tilde{\mathcal{L}}^{-1}\phi\| \leq C \log \frac{1}{\rho} \|\phi\|$.

In view of this, any solution of (4.7) is a fixed point of the map $\mathcal{T} : K^\perp \to K^\perp$ defined by

$$
\mathcal{T} : \phi \mapsto \tilde{\mathcal{L}}^{-1} \circ \Pi \circ (-\Delta)^{-1} \left( -\mathcal{R} - \mathcal{N}(\phi) \right).
$$

Proposition 3.1 and Lemma 4.2 give the following estimates:

$$
\|\mathcal{T}(\phi)\| \leq C \log \frac{1}{\rho} \left( \|\mathcal{R}\|_p + \|\mathcal{N}(\phi)\|_p \right) \leq C \log \frac{1}{\rho} \left( \rho^{\frac{1}{p} - 1} \left( \rho^2 \log \frac{1}{\rho} + |\xi|^2 \right) + \rho^{\frac{1}{p} - 2} \|\phi\|^2 e^{C\|\phi\|^2} \right).
$$
\[ \|T(\phi) - T(\phi')\| \leq C \log \frac{1}{\rho} \|N(\phi) - N(\phi')\| \leq C \log \frac{1}{\rho} \rho^{\frac{2}{\rho-2}} \|\phi - \phi'\|(\|\phi\| + \|\phi'\|)e^{C(\|\phi\|^2 + \|\phi'\|^2)}. \]

If we take \( R \) large enough, \( \rho \) small enough and \( q < \frac{2}{3p - 2} \), then
\[ \|\phi\| \leq R\rho^{\frac{2}{p-1}} \log \frac{1}{\rho} \left( \rho^2 \log \frac{1}{\rho} + \|\xi\|^2 \right) \quad \Rightarrow \quad \|T(\phi)\| \leq R\rho^{\frac{2}{p-1}} \log \frac{1}{\rho} \left( \rho^2 \log \frac{1}{\rho} + \|\xi\|^2 \right) \]
and moreover \( \sup_{\phi \neq \phi'} \frac{\|T(\phi) - T(\phi')\|}{\|\phi - \phi'\|} < 1 \). Therefore \( T \) is a contraction on a suitable ball in \( K^\bot \) and has a fixed point \( \phi \) which verifies (4.7) and (4.8).

\section{Finite-dimensional problem and conclusion}

We will now discuss the proper choice of \( \xi = \xi_0 \) in order to conclude the proof of Theorem 1.4.

In the previous section we showed that, for any \( \xi \), one can find \( \phi \) so that \( R + L\phi + N(\phi) \) is a linear combination of \( e^U P\psi_1 \) and \( e^U P\psi_2 \). Therefore, to get a solution to (4.1), hence to (1.1), we are left to show that, for some \( \xi \), \( R + L\phi + N(\phi) \) is somehow orthogonal to each \( P\psi_i \). In particular, since we are interesting in multiplicity of solution, we want to find at least two \( \xi_1, \xi_2 \) satisfying such an orthogonality condition.

The following proposition gives the leading term of the integral with \( P\psi_i \).

\textbf{Proposition 5.1.}

Let \( \xi \) satisfy \( |\xi| = O \left( \rho^{\sqrt{\log \frac{1}{\rho}}} \right) \) and \( \phi = \phi_\xi \) be as in Lemma 4.3.

Then,
\[ \int_\Omega \left( R + L\phi + N(\phi) \right) P\psi_i = \partial_{\xi_i} |\psi_i| - \eta_i + O(\rho^2) \]  
(5.1)

where \( \eta = \rho^2 \log \frac{1}{\rho} \eta_0 \) and \( \eta_0 \in \mathbb{R}^2 \) is defined in (1.6).

We first prove that \( \phi \) plays no role in the orthogonality condition, nor the projection \( P \) does.

We stress that the choice of a refined ansatz is essential in order that \( \phi \) is negligible in these computations, which in turn is essential to get explicit conditions on \( \xi \).

\textbf{Lemma 5.2.}

Let \( \phi = \phi_\xi \) be as in Lemma 4.3.

Then,
\[ \int_\Omega \left( R + L\phi + N(\phi) \right) P\psi_i = \int_\Omega \partial_{\xi_i} P\psi_i = O \left( \rho^{\frac{3}{p-1}} \left( \rho^2 \log \frac{1}{\rho} + \|\xi\|^2 \right) \right). \]

\textbf{Proof.}

First we observe that by the maximum principle \( Pw_i - w_i \) is uniformly bounded in \( \overline{\Omega} \).

From this, we also get
\[ \|P\psi_i\|^2 = \int_\Omega P\psi_i (-\Delta P\psi_i) = \int_\Omega (\psi_i + O(1)) e^U \psi_i = \int_\Omega e^U \psi_i^2 + O(1) \int_\Omega e^U |\psi_i| = O \left( \frac{1}{\rho^2} \right). \]

Therefore, from the previous estimates and Proposition 3.1,
\[ \int_\Omega R P\psi_i - \int_\Omega \partial_{\xi_i} P\psi_i = O \left( \|R\|_{L^\infty} \|P\psi_i - \psi_i\|_{\frac{p}{p-1}} \right) = O \left( \rho^{\frac{3}{p-1}} \left( \rho^2 \log \frac{1}{\rho} + \|\xi\|^2 \right) \right). \]  
(5.2)
As for the linear term, we integrate by parts and write
\[
\int_{\Omega} (L\phi) P\psi_i = \int_{\Omega} (-\phi e^U \psi_i + \rho^2 V e^W \phi P\psi_i)
\]
\[
= \int_{\Omega} \phi (e^U (P\psi_i - \psi_i) + (\rho^2 V e^W - e^U) P\psi_i)
\]
\[
= O \left( \|\phi\| \left( \|e^U\|_p \|P\psi_i - \psi_i\|_\infty + \|\rho^2 V e^W - e^U\|_p \|P\psi_i\| \right) \right)
\]
\[
= O \left( \rho^{\frac{3}{2}} \log^2 \left( \rho^{\frac{1}{2}} + |\xi|^2 \right) \right),
\]
where we used the estimates \[ \|e^U\|_p = O \left( \rho^{\frac{1}{2}} \right) \]
\[
\|\rho^2 V e^W - e^U\|_p = \|e^U \left( e^{W-U+2 \log \rho + \log V - 1} \right) \|_p
\]
\[
= \|e^U \left( \mathcal{E}(x, \xi) + O \left( \rho^2 \log \frac{1}{\rho} \right) \right) \|_p
\]
\[
= \|e^U O \left( \rho^2 \log \frac{1}{\rho} + |x - \xi| \right) \|_p
\]
\[
= O \left( \rho^{\frac{1}{2}-1} \right)
\]
Finally, from Lemma 4.2 we get
\[
\int_{\Omega} \mathcal{N}(\phi) P\psi_i = O(\|\mathcal{N}\|_p \|P\psi\|) = O \left( \rho^{\frac{3}{2}} \log \left( \rho^{\frac{1}{2}} + |\xi|^2 \right)^2 \right).
\]
If \( q \) is chosen close enough to 1, then we conclude by summing the estimates (5.2), (5.3), (5.4). □

We will also need some integral computations involving \( \psi_i \), in a similar spirit to Lemma 3.4. The proof of the following Lemma is an easy computation and will be skipped.

**Lemma 5.3.**

*Let \( \psi_i \) be defined by (4.4). Then, for \( p > 1 \) suitably close to 1 the following estimates hold true:*

\[
\int_{\Omega} e^{U(x)} |x - \xi|^s |\psi_j(x)| dx = \begin{cases} 
O \left( \rho^{s-1} \right) & \text{if } s < 3 \\
O \left( \rho^2 \log \frac{1}{\rho} \right) & \text{if } s = 3 \\
O \left( \rho^2 \right) & \text{if } s > 3 
\end{cases};
\]
\[
\int_{\Omega} e^{U(x)} (x_i - \xi_j) \psi_j(x) dx = 2\pi \delta_{ij} + O(\rho^2);
\]
\[
\int_{\Omega} e^{U(x)} (x_i - \xi_j) \log \frac{1}{|x - \xi|} \psi_j(x) dx = 2\pi \delta_{ij} \log \frac{1}{\rho} + O(1);
\]

*Proof of Proposition 5.1.*

From the estimate (3.3) we get
\[
\int_{\Omega} \mathcal{R}\psi_i = \int_{\Omega} e^{U(x)} \left( \frac{1}{2\pi} (\nabla P(\xi), x - \xi) + \Theta(x - \xi) + O \left( \rho^2 \frac{|x - \xi|}{|x - \xi|^2} + \rho |x - \xi|^2 \right) \right) \psi_i(x) dx.
\]
By Lemma 5.3 and the definitions (3.2), (1.6) respectively of \( \Theta, \eta \) we deduce:
\[
\int_{\Omega} e^{U(x)} (\nabla P(\xi), x - \xi) \psi_i(x) dx = 2\pi \delta_{ij} \mathcal{P}(\xi) + O \left( \rho^2 \right);
\]
\[
\int_{\Omega} e^{U(x)} \Theta(x - \xi) \psi_i(x) dx = \eta_i + O(\rho^2);
\]
\[
\int_{\Omega} e^{U(x)} O \left( \frac{\rho^4}{|x - \xi|} + \rho^2 |x - \xi| \right) |\psi_i(x)| dx = O(\rho^2).
\]
By the assumption on |\xi|, then the error in Lemma 5.2 is also \( O(\rho^2) \), therefore:
\[
\int_{\Omega} (\mathcal{R} + \mathcal{L} \phi + \mathcal{N}(\phi)) \psi_i = \int_{\Omega} R \psi_i + O(\rho^2) = \partial_\xi \mathcal{P}(\xi) - \eta_i + O(\rho^2).
\]

We are finally in condition to prove the main result of the paper.

**Proof of Theorem 1.4.**
For sake of simplicity we only consider the case \( K = 2 \), namely the equation \( \nabla \mathcal{P}(\xi) - \eta = 0 \) has two distinct stable solutions. Therefore, since this is the leading term in (5.1), there will be two stable solutions \( \xi_1 \neq \xi_2 \) to the equation. Thanks to Lemma 4.3, \( \phi_{\xi_1}, \phi_{\xi_2} \) also solve (4.7), hence
\[
0 = \int_{\Omega} (\mathcal{R} + \mathcal{L} \phi_{\xi_1} + \mathcal{N}(\phi_{\xi_1})) (c_{1\xi_1} \psi_1 + c_{2\xi_1} \psi_2) = \int_{\Omega} e^U (c_{1\xi_1} \psi_1 + c_{2\xi_1} \psi_2) (c_{1\xi_2} \psi_1 + c_{2\xi_2} \psi_2) = \int_{\Omega} |\nabla (c_{1\xi_1} \psi_1 + c_{2\xi_1} \psi_2)|^2;
\]
therefore \( c_{1\xi_1} = c_{2\xi_1} = 0 \), namely the \( \phi_{\xi_i} \)'s solve (4.1) and \( u^1 = W + \phi_{\xi_1} \) are solutions to (1.1).
Let us now show that each \( u^i \) blows up at 0. To this purpose, we need some estimates in \( L^\infty \): being, for \( q > p > 1 \),
\[
\| - \Delta \phi \|_p = \| \rho^2 V e^W \phi + \mathcal{R} + \mathcal{N}(\phi) \|_p \\
\leq \left( \| \rho^2 V e^W - e^U \|_q + \| e^U \|_q \right) \| \phi \| + \| \mathcal{R} \|_p + \| \mathcal{N}(\phi) \|_p \\
\leq C \rho^{\frac{2}{q} + \frac{2}{p} - 1} \log \frac{1}{\rho}.
\]
then \( \| \phi \|_\infty \leq C \| - \Delta \phi \|_p = o(1) \). Similarly, by construction,
\[
\left\| \rho^2 \tau^2 \left( \mathcal{P} \hat{\psi} \left( \frac{x - \xi}{\rho \tau} \right) + \hat{W}(x) \right) \right\|_\infty = o(1),
\]
therefore all terms in \( W \) but the main one vanish in \( L^\infty \). Concerning the latter, we use the maximum principle to get
\[
u^i(x) = PU(x) - U(x) + o(1) = - \log \left( 8\rho^2 \tau^2 + 8\pi H(x, \xi) + o(1) \right) = \log \left( \frac{1}{\rho^2 + |x - \xi|^2} \right) + O(1), \quad (5.5)
\]
which implies blow up in the sense of Definition 1.2.
Finally, after rescaling \( \xi = \rho \sqrt{\frac{1}{\rho}} \xi_0 \), one has \( \nabla \mathcal{P}(\xi_0) = \eta_0 \) and \( \frac{1}{C} \leq |\xi_0 - \xi_0^2| \leq C \), therefore (5.5) gives
\[
|u^1(\xi_0^1) - u^2(\xi_0^2)| = \left| \log \frac{1}{\rho^4} - \log \left( \frac{1}{\rho^2 + |\xi_0^1 - \xi_0^2|^2} \right) \log \frac{1}{\rho} \right| + O(1)
\]
\[
\log \left( \log \frac{1}{\rho} \right) \rightarrow +\infty,
\]

which proves \( u^1 \not\equiv u^2 \).

### 6 Higher-order degeneracy

In the last section we discuss some extensions to Theorem 1.4 to some more general case.

Throughout all the paper we have assumed some degeneracy conditions on the first and second derivatives of \( F \) at 0 and non-degeneracy of its third derivatives, according to Definition 1.3. This can be generalized by assuming to be zero also the third derivatives and all other derivatives up to order \( N \), and then non-degeneracy on derivatives of order \( N + 1 \). As before, all these conditions on the derivatives of \( F \) in zero can be obtained by a proper choice of \( V \). Precisely, we will make the following assumption on \( V \).

**Definition 6.1.**

Let \( V \in C^\infty(\Omega) \) be a positive potential. We say that \( V \) is admissible of order \( N \) if there exists \( N \in \mathbb{N} \) such that the functional \( F \) defined by (1.3) satisfies the following properties:

- \( \partial_{\xi_1, \ldots, \xi_n}^n F(0) = 0 \) for all \( n = 1, \ldots, N, i_1, \ldots, i_n = 1, 2; \)
- The map \( \mathcal{P}(\xi) \) defined by
  \[
  \mathcal{P}(\xi) = \frac{4\pi^2}{N + 1} \langle D^{N+1} F(0), \xi, \ldots, \xi \rangle = \frac{4\pi^2}{N + 1} \sum_{i_1, \ldots, i_N = 1}^2 \left( \partial_{\xi_1, \ldots, \xi_{N+1}}^{N+1} F(0) \right) \xi_{i_1} \cdots \xi_{i_N} \tag{6.1}
  \]
  has \( \xi = 0 \) as its only critical point.

Most of the result obtained in the first part of this paper are still valid under assuming \( V \) to be admissible of order \( N \). In fact, in Sections 2,3,4 the non-degeneracy of third derivatives of \( F \) are never used; moreover, Proposition 5.1, the main result in Section 5, can be generalized so that the new condition on \( \xi \) is of the kind \( \nabla \mathcal{P}(\xi) = \eta \), with \( \mathcal{P} \) now being defined by (6.1).

The main difference between the two cases is that the vector \( \eta_0 \) defined in (1.6) may vanish. In fact, the new assumption on \( D^3 F(0) \) gives no more freedom in the choice of \( \eta_0 \), which only depends on the derivatives of \( H \) in 0.

In particular, if \( \Omega \) is simply connected, then due to the properties of \( H \) one always gets \( \eta_0 \equiv 0 \), therefore the only optimal \( \xi \) is 0 and multiplicity of blowing-up solutions fails. On the other hand, if \( \Omega \) is not simply connected, then \( \eta_0 \) is not zero, up to possibly translate the domain, hence construction of multiple solutions still works; furthermore, by suitably choosing \( N \) and \( \mathcal{P} \), one can get as many solutions as desired.

This different phenomena affecting simply connected and multiply connected domain is somehow surprising, although consistent with well-known obstructions in the existence of solutions to (1.1) in simply connected domains (see also [6]).

The picture is described by the following lemma:

**Lemma 6.2.**

Assume \( V \) is an admissible potential of order \( N \geq 3 \). Then, the vector \( \eta_0 \) defined by (1.6) has the form

\[
\eta_0 = (64\pi^3 \left( \partial_{x_1 y_1}^2 H(0, 0) + \partial_{x_2 y_2}^2 H(0, 0) \right) \nabla_x H(0, 0) + 16\pi^2 \nabla_x \left( \partial_{x_1 y_1}^2 H + \partial_{x_2 y_2}^2 H \right)(0, 0)) \frac{V(0)}{8} e^{8\pi H(0, 0)}.
\]

Moreover, if \( \Omega \) is simply connected then \( \eta_0 = 0 \).

If \( \Omega \) is multiply connected, then for some \( \xi \in \Omega \) one has \( \eta_0 \neq 0 \) in the domain \( \Omega + \xi \).
Proof. 
Under these assumptions, all the third order derivatives of $F$ vanish in $\xi = 0$, therefore due to the symmetry of $H$:

\[
0 = \partial_{\xi_1,\xi_1,\xi_1}^3 F(0) = 2\partial_{x_1,x_1,x_1}^3 H(0,0) + 6\partial_{x_1,x_1,y_1}^3 H(0,0) + \frac{1}{4\pi} \partial_{\xi_1,\xi_1}^3 \log V(0);
\]

\[
0 = \partial_{\xi_1,\xi_1,\xi_2}^3 F(0) = 2\partial_{x_1,x_1,x_2}^3 H(0,0) + 2\partial_{x_1,x_2,y_1}^3 H(0,0) + 4\partial_{x_2,x_2,y_1}^3 H(0,0) + \frac{1}{4\pi} \partial_{\xi_1,\xi_2}^3 \log V(0);
\]

\[
0 = \partial_{\xi_1,\xi_2,\xi_2}^3 F(0) = 2\partial_{x_1,x_2,x_2}^3 H(0,0) + 2\partial_{x_2,x_2,y_1}^3 H(0,0) + 4\partial_{x_1,x_1,y_2}^3 H(0,0) + \frac{1}{4\pi} \partial_{\xi_1,\xi_2}^3 \log V(0);
\]

\[
0 = \partial_{\xi_2,\xi_2,\xi_2}^3 F(0) = 2\partial_{x_2,x_2,x_2}^3 H(0,0) + 6\partial_{x_2,x_2,y_2}^3 H(0,0) + \frac{1}{4\pi} \partial_{\xi_1,\xi_2}^3 \log V(0).
\]

Now, due to the harmonicity of the derivatives of $H$, summing the first and third line, and then the third and fourth line, gives:

\[
\frac{1}{4\pi} \partial_{\xi_1} \Delta \log V(0) = -4\partial_{x_1} \left( \partial_{x_1,x_1}^2 H + \partial_{x_2,x_2}^2 H \right)(0,0),
\]

\[
\frac{1}{4\pi} \partial_{\xi_2} \Delta \log V(0) = -4\partial_{x_2} \left( \partial_{x_1,x_1}^2 H + \partial_{x_2,x_2}^2 H \right)(0,0);
\]

putting these equivalences in the definition (1.6) gives (6.2).

If $\Omega$ is simply connected, then it is well-known that the Robin function $R(\xi) = H(\xi,\xi)$ solves $-\Delta R = \frac{2}{\pi} e^{-4\pi R}$ (see for instance [1]), therefore for any $\xi \in \Omega$ one gets

\[
16\pi^3 \nabla_x \left( \partial_{x_1,x_1}^2 H + \partial_{x_2,x_2}^2 H \right)(\xi,\xi) = 8\pi^2 \nabla \Delta R(\xi) = -16\pi \nabla \left( e^{-4\pi R(\xi)} \right) = 64\pi^2 e^{-4\pi R(\xi)} \nabla R(\xi) = -32\pi^3 \Delta R(\xi) \nabla R(\xi) = -64\pi^3 \left( \partial_{x_1,x_1}^2 H(\xi,\xi) + \partial_{x_2,x_2}^2 H(\xi,\xi) \right) \nabla_x H(\xi,\xi),
\]

and in particular for $\xi = 0$ one gets $\eta_0 = 0$.

On the other hand, if $\Omega$ is not simply connected, then $R$ does not solve the previous Liouville-type equation but rather a different PDE involving Bergman kernel (for details see for instance [1], p. 211). Therefore, there exists $\xi \in \Omega$ such that

\[
64\pi^3 \left( \partial_{x_1,x_1}^2 H(\xi,\xi) + \partial_{x_2,x_2}^2 H(\xi,\xi) \right) \nabla_x H(\xi,\xi) + 16\pi^2 \nabla_x \left( \partial_{x_1,x_1}^2 H + \partial_{x_2,x_2}^2 H \right)(\xi,\xi) \neq 0,
\]

namely $\eta_0 \neq 0$. Now, we choose the potential $V$ so that such a point $\xi$ is a critical point of $F$ with the required order of degeneracy so that Definition 6.1 is verified. It is clear that the origin satisfies all the assumptions once we relabel $\Omega + \xi$ by $\Omega$. \qed

In view of the previous considerations, Theorem 1.4 can be extended only to multiply connected domains as follows.

**Theorem 6.3.**
Let $\Omega$ be a multiply connected domain and $V \in C^\infty(\overline{\Omega})$ be a positive admissible potential of order $N$ (in the sense of Definition 6.1). If the equation

\[
\nabla P(\xi) = \eta_0
\]

(6.3)

has $K$ distinct stable solutions, then, there exist $\rho_0 > 0$ and $K$ families of solutions $\{u_\rho^i\}$, $i = 1, \ldots, K$, to (1.1) for $\rho \in (0, \rho_0)$, all blowing up at $0$ as $\rho$ goes to $0$ (in the sense of Definition 1.2) and such that $u_\rho^i \not\equiv u_\rho^j$ if $i \neq j$.

In particular, this holds true if $F$ has exactly $K + 1$ nodal lines.
The only new tool in the proof of Theorem 6.3 is the following generalization of Proposition 5.1. Since we just need minor adaptations with respect to previous sections, proofs will be sketchy.

**Lemma 6.4.**
Let \( \xi \) satisfy \( |\xi| = O \left( \rho^{\frac{1}{2}} \log \frac{1}{\rho} \right) \), \( \phi_\xi \) be as in Lemma 4.3 and \( \mathcal{P} \) as in (6.1).

Then,
\[
\int_{\Omega} (R + \mathcal{L}\phi + N(\phi))P\psi_i = \partial_\xi \mathcal{P}(\xi) - \eta_i + O (\rho^2)
\]

(6.4)

**Sketch of the proof.**
Most of the results from Sections 2, 3, 4, 5 hold in the same form with the following differences. In Lemma 2.1, \( \mathcal{E}(x, \xi) \) verifies
\[
\partial_x \mathcal{E}(\xi, \xi) = \frac{1}{2\pi} \partial_\xi \mathcal{P}(\xi) + O (|\xi|^{N+1}) = O (|\xi|^N) \quad \mathcal{E}(x, \xi) = O (|\xi|^{N+1}|x - \xi| + |x - \xi|^2).
\]

Moreover, since now \( |\mathcal{P}(\xi)| = O (|\xi|^{N+1}) \), then Proposition 3.1 states
\[
\|R\|_p = O \left( \rho^{\frac{1}{2}-1} \left( \rho^2 \log \frac{1}{\rho} + |\xi|^N \right) \right),
\]
wheras in Lemma 4.1 one has
\[
\|\phi\| = O \left( \rho^{\frac{1}{2}-1} \log \frac{1}{\rho} \left( \rho^2 \log \frac{1}{\rho} + |\xi|^N \right) \right).
\]

In Section 5 an equivalent of Lemma 5.2 holds, still with \( |\xi|^N \) in place of \( |\xi|^2 \); therefore, for \( |\xi| = O \left( \rho^2 \log \frac{1}{\rho} \right) \) the error in the statement is negligible. Finally, since (3.3) still holds true with \( \mathcal{P} \) now being defined by (6.1), then (5.1) can be proved just like in Proposition 5.1 and the claim is proved.

Before proving Theorem 6.3 it is interesting to say a few words about the case \( N = 1 \).

**Remark 6.5.**
In the case \( N = 1 \), Lemma 6.4 would give the formula:
\[
\int_{\Omega} (R + \mathcal{L}\phi + N(\phi))P\psi_i = 2\pi^2 (D^2\mathcal{F}(0)\xi)_1 - \eta_i + O (\rho^2).
\]

If \( D^2\mathcal{F}(0) \) is invertible, the only zero to the leading order term is \( \xi = \frac{1}{2\pi^2} (D^2\mathcal{F}(0))^{-1} \eta \).

Therefore, we would not get any multiplicity of solution, consistently with the uniqueness result proved by [4].

**Sketch of the proof of Theorem 6.3.**
Since the equation (6.4) has \( K \) stable solutions, then due to Lemma 6.4 we get \( \xi^i \) satisfying (6.4), hence solutions \( u^i \) to (1.1) for \( i = 1, \ldots, K \).

As in the proof of Theorem 1.4, (5.5) shows that the sequence is blowing up; then, one can prove \( u^i \neq u^j \) for \( i \neq j \) by writing \( \xi^i = \left( \rho^{\frac{1}{2}} \log \frac{1}{\rho} \right) \xi^i_0 \) with \( \frac{1}{C} \leq |\xi^0 - \xi^i_0| \leq C \) and
\[
\left| u^1 (\xi^i_0) - u^2 (\xi^i_0) \right| = \left| \log \frac{1}{\rho^2} - \log \left( \frac{1}{\rho^2 + |\xi^0 - \xi^i_0|^2 \rho^{\frac{1}{2}} \log \frac{1}{\rho} \frac{1}{\rho} \right) \right| + O(1)
\]
\[
= 2 \log \left( \rho^{\frac{1}{2}} \log \frac{1}{\rho} \right) + O(1)
\]
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To prove the last part, we use Lemma 6.2, which ensures that \( \eta_0 \neq 0 \) for some \( \xi \in \Omega \); up to translating, it will not be restrictive to assume that this occurs in \( \xi = 0 \). Finally, thanks to Proposition A.1, we may also assume that (6.4) has \( K \) stable solutions.

A Appendix: Degree computations

In this appendix we compute the degree of a generic non-degenerate polynomial \( P \) like the ones in (1.5) and (6.1).

We believe that this result may be already known, as we consider rather well-studied objects, but we could not find any references.

Proposition A.1.

Let \( V \) be an admissible potential of order \( N \) (in the sense of Definition 6.1), let \( P \) be defined by (6.1) and let \( M \leq N + 1 \) be the number of nodal lines of \( P(\xi) \).

Then, for any \( \eta_0 \in \mathbb{R}^2 \) there exists \( R > 0 \) such that

\[
\deg(\nabla P, B_R(0), \eta_0) = 1 - M.
\]

Moreover, for a.e. \( \eta_0 \in \mathbb{R}^2 \) the equation \( \nabla P = \eta_0 \) has at least \( |1 - M| \) distinct stable solutions. If \( N = 2 \) this holds true for any \( \eta_0 \neq 0 \).

First of all, we show that it makes actually sense to compute the degree of any admissible \( P \).

Lemma A.2.

Assume \( V \) is admissible of order \( N \).

Then, for any \( \eta_0 \neq 0 \) there exists \( R > 0 \) such that any solution to \( \nabla P(\xi) = \eta_0 \) is contained in the open disk \( B_R(0) \).

Moreover, for a.e. \( \eta_0 \in \mathbb{R}^2 \) all the zeros \( \xi \) to \( \nabla P(\xi) - \eta_0 \) are non-degenerate.

Proof.

In polar coordinates \( (r, t) \) we can write \( \xi = re^{it}, \eta_0 = r_0e^{it_0} \) and

\[
P(\xi) - \eta_0 = P = r + 1 p(t) - r_0 \cos(t - t_0),
\]

for some trigonometric polynomial \( p \) of degree \( N + 1 \). Since \( P \) has \( \xi = 0 \) as its only critical point, there will be no values of \( t \) solving \( p(t) = p'(t) = 0 \).

Solutions to \( \nabla P = \eta_0 \) verify

\[
\begin{cases}
(N + 1)r^N p(t) - r_0 \cos(t - t_0) = 0 \\
N + 1 p'(t) + r_0 \sin(t - t_0) = 0
\end{cases},
\]

which yields

\[
(N + 1)^2 p(t)^2 + p'(t)^2 = \left( \frac{r_0 \cos(t - t_0)}{r^N} \right)^2 + \left( -\frac{r_0 \sin(t - t_0)}{r^N} \right)^2 = \frac{r_0^2}{r^{2N}}.
\]

Since the left-hand side is always positive on the unit circle, it will be bounded from below by some positive constant \( C > 0 \), hence we deduce \( r \leq \left( \frac{r_0^2}{C} \right)^{1/N} \) for any critical point.

To show the non-degeneracy, we see that the Hessian matrix is

\[
\begin{pmatrix}
N(N + 1)r^{N-1} p(t) & (N + 1)r^N p'(t) + r_0 \sin(t - t_0) \\
(N + 1)r^N p'(t) + r_0 \sin(t - t_0) & N + 1 p''(t) + r_0 \cos(t - t_0)
\end{pmatrix}.
\]
Evaluating in the critical points satisfying (A.2), the determinant equals
\[
N (N + 1)p(t) p''(t) - N p'(t)^2 + (N + 1)^2 p(t)^2 = N (N + 1)^2 r^{2N} p(t) \frac{2N+1}{N+1} \left( \left( p(t) \frac{2N+1}{N+1} \right)'' + (N + 1)^2 p(t) \frac{2N+1}{N+1} \right).
\]
(A.4)

This can identically vanish only if \( p(t) = C (\cos((N + 1) t + \theta))^{N+1} \) for some \( C, \theta \); however, if \( p(t) \) had this form, then \( \mathcal{P}(\xi) \) would have non-zero critical points, hence \( \mathcal{F} \) would not satisfy the assumptions from Definition 1.3. Therefore, \( p \) can have only a finite number of zeros.

On the other hand, by plugging (A.3) in the first equation of (A.2) we deduce that any critical point satisfies
\[
(N + 1)p(t) = \sqrt{(N + 1)^2 p(t)^2 + p'(t)^2 \cos(t - t_0)}.
\]
For each zero \( t \) to (A.4) the last equation equals zero for at most two values of \( t_0 \), so in total degenerate critical points may occur only for finitely many of \( t_0 \), that is only for \( \eta_0 \) in a negligible set of the plane. \( \square \)

To compute the degree of the polynomial \( \mathcal{P} \), we exploit a homotopical equivalence with some very well-known polynomials \( \mathcal{Q}_M \), given by the real part of complex powers.

**Lemma A.3.**
Let \( V \) be admissible of order \( N \) such that \( \mathcal{P}(\xi) \) has \( M \geq 1 \) distinct nodal lines and let \( \mathcal{Q}_M(\xi) \) be defined by
\[
\mathcal{Q}_M(\xi) = \Re \left( (\xi_1 + i \xi_2)^M \right) = \sum_{j=0}^{\left[ \frac{M}{2} \right]} (-1)^j \binom{M}{2j} \xi_1^{M-2j} \xi_2^{2j}.
\]
(A.5)

Then, for any \( R > 0 \) there exists a homotopical equivalence \( \mathcal{F} : [0, 1] \times \mathbb{R}^2 \to \mathbb{R}^2 \) such that \( \mathcal{F}(0, \xi) = \nabla \mathcal{P}(\xi) \), \( \mathcal{F}(1, \xi) = \nabla \mathcal{Q}_M(\xi) \) and any solution to \( \mathcal{F}(s, \xi) = 0 \) is contained in the open disk \( B_R(0) \) for \( s \in [0, 1] \).

In the case \( M = 0 \) when \( \mathcal{P}(\xi) \neq 0 \) for any \( \xi \neq 0 \), then the same holds true with
\[
\begin{cases}
\mathcal{Q}_+(\xi) = |\xi|^2 & \text{if } \mathcal{P}(\xi) > 0 \forall \xi \neq 0 \\
\mathcal{Q}_-(\xi) = -|\xi|^2 & \text{if } \mathcal{P}(\xi) < 0 \forall \xi \neq 0 .
\end{cases}
\]
(A.6)

**Proof.**

In polar coordinates we can write
\[
\mathcal{P}(\xi) = r^{N+1} \tilde{p}(t) \prod_{i=1}^{M} \sin(t - t_i)
\]
\[
\mathcal{Q}_M(\xi) = r^M \cos(Mt) = r^M (-1)^{M-1} \prod_{i=1}^{M} \sin \left( t - \frac{2i - 1}{2M} \pi \right),
\]
with \( \tilde{p} \) being a trigonometric polynomial of constantly-signed and \( 0 \leq t_1 < \cdots < t_M < \pi \). If \( \tilde{p} \) has the same sign of \( (-1)^{M-1} \) then a homotopical equivalence may be obtained by interpolating \( \mathcal{F}(s, \xi) = \nabla \mathcal{P}^s(\xi) \), with \( \mathcal{P}^s \) given by
\[
\mathcal{P}^s(\xi) = \left( (1 - s)r^{N+1} + sr^M \right) \prod_{i=1}^{M} \sin \left( t - t_{i,s} \right)
\]
\[
t_{i,s} := (1 - s)t_i + s \frac{2i - 1}{2M} \pi.
\]

We suffice to show that, for any \( s \in [0, 1] \), the only critical point to \( \mathcal{F}(s, \xi) \) is \( \xi = 0 \). By deriving in \( r, t \) we see that critical points must satisfy
\[
\begin{cases}
(1 - s)(N + 1)r^N + sMr^{M-1} - \left( (1 - s)\tilde{p}(t) + s \frac{(-1)^{M-1}}{2M} \right) \prod_{i=1}^{M} \sin (t - (1 - s)t_i + s \frac{2i - 1}{2M} \pi) = 0
\end{cases}
\]
\[
\begin{cases}
(1 - s)r^{N+1} + sr^M \left( (1 - s)\tilde{p}'(t) \prod_{i=1}^{M} \sin(t - t_{i,s}) + \left( (1 - s)\tilde{p}(t) + s \frac{(-1)^{M-1}}{2M} \right) \frac{M}{2} \prod_{i=1}^{M} \sin(t - t_{i,s}) \right) = 0
\end{cases}
\]
Let us look at the first equation: since the first two factors do not change sign, it equals zero when \( r = 0 \), corresponding to the solution \( \xi = 0 \), or when \( \sin(t - t_{i, s}) = 0 \) for some \( i_0 \). If the latter condition is satisfied and not the former, then the second equation gives \( \partial_i \prod_{s=1}^M \sin(t - t_{i, s}) = 0 \).

Since, from the first equation, one cannot have \( \cos(t - t_{i, s}) = 0 \), then it must be \( \sin(t - t_{i, s}) = 0 \) for \( i \neq i_0 \), but this is impossible because \( 0 \leq t_{1, s} < \cdots < t_{M, s} < \pi \). We therefore excluded the case of critical points \( \xi \neq 0 \). On the other hand, if \( \bar{p} \) and \( (-1)^{M-1} \) have opposite sign, the same map is an equivalence between \( \nabla P(\xi) = \nabla Q_M(\xi) \). To get a homotopical equivalence between the latter and \( \nabla Q_M \) just consider a rotation \( F(s, \xi) = \nabla Q_M(\xi) \). A similar homotopical equivalence can be made in the case \( M = 0 \), when one has \( P(\xi) = r^{N+1}\bar{p}(t) \) and \( Q_4(\xi) = r^2 \): it suffices to take

\[
F(s, \xi) = \nabla P^*(\xi) \quad \quad P^*(\xi) = ((1 - s)r^{N+1} + sr^2)(1 - s)\bar{p}(t).
\]

The last step to prove Proposition A.1 is the computation of the degree of \( Q_M \):

**Lemma A.4.**

Let \( M \geq 1 \) and \( \eta_0 \in \mathbb{R}^2 \) be given and let \( Q_M(\xi) \) be as in (A.5).

Then, for any \( R > \left( \frac{|\eta_0|}{M} \right) \) it holds

\[
\deg(\nabla Q_M, B_R(0), \eta_0) = 1 - M.
\]

**Proof.**

We suffice to consider the case \( \eta_0 \neq 0 \) and then argue by approximation.

We look for solutions to \( \nabla Q_M = \eta_0 \) using polar coordinates, as in the proof of Lemma A.2 with \( M \) in place of \( N \) and \( p(t) = \cos(Mt) \). Therefore (A.2) becomes

\[
\begin{cases}
M r^{M-1} \cos(Mt) - r_0 \cos(t - t_0) = 0 \\
-M r^M \sin(Mt) + rr_0 \sin(t - t_0) = 0
\end{cases}
\]

and, since \( p'(t) = -M \sin(Mt) \), then (A.3) becomes \( M^2 = \frac{r_0^2}{r^2M^2} \), namely \( r = \left( \frac{r_0}{M} \right)^{\frac{1}{M-1}} \). Substituting in the previous equations gets

\[
\begin{cases}
 r_0 (\cos(Mt) - \cos(t - t_0)) = 0 \\
- \left( \frac{r_0}{M} \right)^{\frac{1}{M-1}} (\sin(Mt) - \sin(t - t_0)) = 0
\end{cases}
\]

namely \( t = \frac{-t_0 + 2i\pi}{M-1} \) for \( i = 1, \ldots, M - 1 \).

At each of these points the Hessian determinant (A.4) equals \( -(M-1)^2M^2r^{2M-2} < 0 \). Therefore, since all such points are contained in \( B_R(0) \) with \( R > \left( \frac{r_0}{M} \right)^{\frac{1}{M-1}} = \left( \frac{|\eta_0|}{M} \right)^{\frac{1}{M-1}} \), one of the definition of degree gets \( \deg(Q_M, B_R(0), \eta_0) = \sum_{i=1}^{M-1} (-1) = 1 - M \).

**Proof of Proposition A.1.**

Thanks to Lemma A.2, \( \nabla P(\xi) \neq \eta_0 \) for any \( \xi \in \partial B_R(0) \) if \( R \) is large enough, therefore the computation of the degree of \( P \) makes sense.

Lemma A.3 and the homotopy invariance of the degree imply that, for any \( R > 0 \)

\[
\deg(\nabla P, B_R(0), 0) = \deg(\nabla Q_M, B_R(0), 0).
\]
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Again from Lemma A.2 and the properties of the degree, if \( R \) is large enough then
\[
\deg(\nabla P, B_R(0), 0) = \deg(\nabla P, B_R(0), \eta_0),
\]
whereas Lemma A.4 gives
\[
\deg(\nabla Q, B_R(0), 0) = 1 - M,
\]
which proves (A.1). In the case \( M = 0 \), one has the homotopical equivalence with either \( \nabla Q_+ \) or \( \nabla Q_- \), defined by (A.6); since \( \nabla Q_{\pm}(\xi) = \pm 2\xi \), then the degree of each map equals 1, therefore the formula still holds in this case. Moreover, from the last statement of Lemma A.2, \( P(\xi) - \langle \eta_0, \xi \rangle \) is a Morse function for a.e. \( \eta_0 \in \mathbb{R}^2 \), therefore for such values one gets at least \( |1 - M| \) different stable solutions. Finally, in the case \( N = 3 \) the number \( M \) of zeros can be either 1 or 3 and in the former case there is nothing to prove. In the case \( M = 3 \), since \( \deg(\nabla P, B_R(0), \eta_0) \neq 0 \), there exists \( \xi \) such that \( \nabla P(\xi) = \eta_0 \). Moreover, being \( \nabla P \) even, one also has \( \nabla P(-\xi) = \eta_0 \); since \( \nabla P(0) = 0 \), if \( \eta_0 \neq 0 \) one gets two different solutions \( \xi \neq 0 \neq -\xi \). 
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