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Abstract
Assessment of student learning outcomes needs to be done using tests that meet the criteria for quality tests. This study aims to determine the quality of teacher-made tests on financial accounting subjects in Vocational High Schools. This research is descriptive research with a quantitative approach. Data collected are questions made by 32 teachers, answer sheets from 689 Accounting students. The validity of objective and essay tests using product-moment correlation. Reliability of the objective test using the KR20 formula, while the essay test using Alpha formula. Difficulty level and distinguishing power of objective tests using Anates 4. Difficulty level and distinguishing power of essay tests used Microsoft Excel 2013. The research results obtained are as follows: (1) validity of teacher-made test items cannot accurately measure learning outcomes; (2) reliability of teacher-made tests cannot show stable results despite repeated testing of the same subject; (3) teacher-made tests do not have a proportion of degree of difficulty that is suitable for use as a Mid-Semester assessment tool; (4) distinguishing power of tests made by teachers cannot distinguish students who have mastered the test material (upper or superior group) from students who have not mastered the test material (lower group or user); (5) Multiple choice test distractors made by teachers are not evenly chosen, and the key options and deception options do not function effectively. Quality analysis of teacher-made tests through item analysis is intended to identify damaged test items and to show areas that are already mastered by students.
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INTRODUCTION

Based on a review of research results on teacher-made tests (Ashtiani & Babaii, 2007; Carroll & Moody, 2006; Marso & Pigge, 1991), several problems were found: (1) teachers view tests designed by the teacher as positively affecting teaching and learning; (2) most of the tests developed by teachers contained many errors; and (3) teachers usually do not use test improvement strategies such as test blueprints or item analysis. Teacher-made tests are usually tests that refer to the teacher's criteria to assess and evaluate student mastery of certain knowledge (Wiggins, 1989).

Research on teacher-made tests has been carried out by researchers in various countries, including Notar et al. (2004), DiDonato-Barnes et al. (2014), and Ing et al. (2015) who examined the use of specification tables to present the validity of teacher-made tests. Meanwhile, Kinyua and Okunya (2014) investigated not only the validity of teacher-made tests but also their reliability. In comparison, Quaigrain and Arhin (2017) evaluate tests developed by teachers using reliability and item analysis. These studies are basically conducted to assess the quality of teacher-made tests, as stated by Walker et al. (2004) that well-made and well-managed teacher-made tests can provide evidence of quality learning and teaching. Given the test's prevalence as a very common means of determining student learning, it is necessary to focus on the characteristics and basic principles to build a good test for the class (Grant & Gareis, 2015).

The assessment of students' success in mastering learning material carried out in class is done by the teacher using tests. Wiggins (1989) says that teacher-made tests usually refer to criteria designed by the teacher to assess and evaluate student mastery of certain knowledge. Before the test that has been made by the teacher is used to assess students, several criteria must be met so the test meets the criteria for quality tests. Validity is an attribute to deduce the validity of a test based on a score and requires the use of a test score. On the other hand, an instrument-based approach states that the test is either inherently valid or invalid (Kinyua & Okunya, 2014). Formative validity seeks to determine the extent to which a test's ability can provide information that can help improve the way to achieve the goals of a program. For example, in an assessment for learning, the aim is to gather the information that will improve teaching methods that benefit students (Clark, 2008).

Reliability is one of a series of test scores that shows the number of measurement errors associated with the score. Teachers should know about reliability so they can use test scores to make the right decisions about their students. Frisbie (1988) stated that the level of consistency of a set of scores can be predicted using internal analysis methods to calculate the reliability coefficient. Meanwhile, Meshkani and Abadie (2005) declared that test reliability refers to the conditions to which the instrument can produce the same results in repeated trials or the tendency towards consistency found in repeated measurements is called reliability.

However, Heyneman and Fägerlind (1988) explained that the requirements that must be met to make a quality test are not only limited to the validity and reliability of the questions, but other requirements that must be met are also difficulty level, distinguishing power, and effectiveness of distractors. The main purpose of item analysis in a teacher-made test is to identify deficiencies in the test or in learning. Teacher-made tests that have not been analyzed can reduce the quality of the tests themselves, because deficiencies in teacher-made tests have not been detected before use. The deficiencies in teacher-made tests can obscure information on the level of student learning progress. This information should not be used to make decisions related to learning. Thus, the impact of teacher-made tests that have not been analyzed should be eliminated. Nevertheless, studies of the quality of teacher-made tests still examine the scope of validity, reliability of the questions, and difficulty levels, such as the study of Notar et al. (2004), DiDonato-Barnes et al. (2014), Cooper et al. (2014), Kinyua and Okunya (2014), Khairani and Shamsuddin (2016), and Quaigrain and Arhin (2017). Thus, this study is to examine the quality of teacher-made tests by analyzing the five criteria: validity, reliability, difficulty level, distinguishing power, and effectiveness of distractors.

RESEARCH METHOD

This research was a descriptive study with a quantitative approach. This study's population was a test made by financial accounting teachers in 32 Vocational High Schools majoring in Ac-
counting. The sample in this study was the same as the population, so this study uses a census. The technique used in collecting research data was the documentation technique. The data were generated from 32 teachers' tests, answer sheets from 689 students in class XI Accounting, assessment guidelines, and answer keys for midterm assessment in financial accounting subjects for the academic year 2017/2018. There were 302 items analyzed, consisting of 129 items (42.72%) of multiple-choice tests made by teachers and 173 items (57.28%) essay tests with teachers' limited answers.

Testing the validity of items was done using the Anates 4 application. The formula used to test the validity of objective test items and essay test items is the product-moment correlation formula. The reliability test was carried out using Microsoft Excel 2013. The formula used to test the reliability of the objective test was the KR20 formula. The formula used to test the reliability of essay tests was the Alpha formula. Difficulty level testing on objective tests was done using Anates 4. Difficulty level testing on essay tests was done using Microsoft Excel 2013. The formula used was adjusted according to the form of the test.

Distinguishing power testing on objective tests was done using the Anates 4 application. Distinguishing power testing on essay tests was carried out using Microsoft Excel 2013. The formula used was adjusted according to the form of the test. The deception of quality testing is carried out using the Anates 4 application. To determine the deception quality used the deception index formula. To increase the accuracy of the test results, the effectiveness of the option function was tested. The effectiveness of the option function is analyzed using Microsoft Excel 2013.

The results and discussion

The description of the results of the analysis of the quality of tests made by accounting teachers are as follows.

Item Validity

The results of the analysis of the validity of multiple-choice test items show that 129 multiple choice test items made by teachers in financial accounting subjects, there were 40 items (31.01%) declared valid, while the remaining 89 items (68.99%) were declared invalid. The results of the analysis of the validity of essay test items with limited answers showed that 173 items essay test questions with limited answers made by teachers on financial accounting subjects, there were 124 items (71.68%) was declared valid, while the remaining 49 items (28.32%) were declared invalid.
Reliability

The results of the analysis of the reliability of multiple-choice tests show that among the 129 multiple choice test items made by teachers in financial accounting subjects, there were 21 items (16.28%) declared reliable while the remaining 108 items (83.72%) were declared unreliable. The results of the analysis of the reliability of essay tests with limited answers showed that 173 items essay test questions with limited answers made by teachers in financial accounting subjects, there were 108 items (62.43%) declared reliable, while the remaining 65 items (37.57%) were declared unreliable.

Difficulty Level

Difficulty level analysis should be done on teacher-made tests. If it is related to this research object, the mid-semester assessment should be built from items with a moderate degree of difficulty. Thus a quality teacher-made test for mid-semester assessment needs to be constructed from items with a moderate degree of difficulty or at least the proportion of items with a moderate degree of difficulty than the proportion of difficult and easy items. Based on the analysis of the level of difficulty, it can be seen that in general, the teacher-made tests on financial accounting subjects do not have a proportion of degree of difficulty that is feasible to be used as a mid-semester assessment. The results of the analysis of the difficulty level of multiple-choice tests show that 129 items of multiple-choice test questions made by teachers in financial accounting subjects, there are 28 items (21.71%) declared difficult, 39 items (30.23%) were stated to have a moderate level of difficulty, while the remaining 62 items (48.06%) were declared easy. Based on the results of the analysis, it can be seen that the proportion of items with a moderate degree of difficulty on teacher-made compound choice tests on financial accounting subjects is not greater than the proportion of difficult and easy items. The results of the analysis of the difficulty level of essay tests with limited answers showed that 173 items essay test questions with limited answers made by teachers in financial accounting subjects, there were 17 items (9.83%) declared difficult, 39 items (22.54%) were stated to have a moderate level of difficulty, while the remaining 117 items (67.63%) were declared easy. Based on the results of this analysis, it can be seen that the proportion of items with a moderate degree of difficulty on essay tests with limited answers made by teachers on financial accounting subjects is no greater than the proportion of difficult and easy items.

Distinguishing Power

Based on the results of the analysis of distinguishing power, it can be seen that in general, teacher-made tests on financial accounting subjects cannot distinguish students who have mastered the test material (upper or superior) and students who have not mastered the test material (lower group).

The results of the analysis of the differentiation power of multiple-choice tests showed that of 129 multiple choice test items made by teachers in financial accounting subjects, there were 54 items (41.86%) declared to have power an adequate differentiator, while the remaining 75 items (58.14%) were declared not to have adequate distinguishing power. The results of the analysis of distinguishing essay tests with limited answers showed that of the 173 items essay test questions with limited answers made by teachers in financial accounting subjects, 108 items (62.43 %) was stated to have adequate distinguishing power, while the remaining 65 items (37.57%) were stated not to have sufficient differentiating power.

Effectiveness of Distractor

When referring to the results of the analysis of deception quality, it can be seen that the proportion of distractors who have poor quality is 224 deception (43.41%), which is the largest proportion of deception quality. In addition, 52 outfit (10.08%) were also found of unknown quality. If all test takers choose a key option, and no one chooses the deception provided, the deception option's quality cannot be known. This is due to the ease of the questions so that test-takers can easily choose the key options and ignore the deception options provided.
Suppose the results of the analysis of the quality of the deception are related to the results of the analysis of the effectiveness of the deception options. In that case, it can be seen that the large proportion of the quality of the deceivers is bad. The presence of options of unknown quality has caused the proportion of distractors who are declared not to function as effectively as 342 deception options (66.28%) greater than the deception option declared effective, that is, 174 deception options (33.72%). In general, the deception options do not function effectively because the number of deception options voters in the lower group is not greater than the number of deception options voters in the upper group. This shows that the deception option cannot outwit students who have not yet mastered the test material (lower group). Besides, generally, the deceptive option sentences are not homogeneous.

When referring to the results of the analysis of the effectiveness of the function of the key options, it can be seen that the proportion of ineffective key options is 74 key options (57.36%) greater than the declared effective key options, which are 55 key options (42.64%). This shows that the key options provided are not able to direct test participants to the correct answers. In general, the key options for multiple-choice tests made by teachers of financial accounting subjects are not well organized. This is due to the ineffective preparation of key option sentences, which results in different interpretations among test takers. In addition, the large proportion of ineffective key options is also influenced by the existence of answer keys that are not relevant to the question matter. There are 17 key options that are not relevant to the question matter.

Discussion

Learning outcomes test is declared valid if the test can measure learning outcomes appropriately, as Kinyua and Okunya (2014) stated that referring to the simplest point of view, a test can be judged valid if it measures what is meant to be measured. Nordin (2002) stated that valid tests can lead to information or grades taken to help teachers and students make judgments, conclusions, and figures of speech about achievement quality. Analysis of the validity of items should be conducted on teacher-made tests. Learning outcome assessment data must be obtained in accordance with reality. Popham (2009) stated that good evaluation data in accordance with reality are called valid data, to obtain valid data, the instrument or tool to evaluate it must be valid. Thus all items made by teacher tests must be declared valid in order to become a quality test. Based on the results of the analysis of the validity of the items, it can be seen that in general, teacher-made tests on financial accounting subjects cannot measure learning outcomes accurately. Factors that influence teacher-made tests on financial accounting subjects are not all valid, namely the item validity index is not greater than and is influenced by factors related to questions and answer keys. Weaknesses of teacher-made tests that do not meet the item validity requirements can be avoided if the teacher has carried out an item validity analysis before the test is used. In addition, teachers need to optimize the factors that affect the validity of test results. Winter et al. (2006) explained that there are several factors that affect the validity of test results, including the evaluation instrument, evaluation and scoring administration factors, and student response factors. The teacher can use data items that are not valid as a reference to correct deficiencies in the evaluation instrument. In relation to the administrative factors of evaluation, the results of the analysis of the validity of the items can be used as a reference to study the allocation of time given. In relation to student answers, the teacher should provide answer sheets. Besides, Black et al. (2010) stated that teachers can respond to problems of validity by reflecting on their values and by engaging in the joint development of portfolio assessments.

Whereas, learning outcomes tests are declared to be reliable if the tests can show stable results even though they are repeatedly tested on the same subject. As Grant and Gareis (2015) explained, a good instrument is an instrument that can consistently provide data that is in accordance with reality. Thus, the teacher-made test must be declared reliable or consistent in order to become a quality test. Parkes (2013) stated that basically, the reliability measurement principles reveal the consistency of test-takers or assessors throughout the measurement opportunity. Based on the reliability analysis results, it can be seen that in general, teacher-made tests on financial accounting subjects cannot show stable results despite repeated testing of the same subject. The
factors that influence essay tests with limited answers made by teachers on financial accounting subjects are not reliable, namely, the test reliability coefficient \((r_{11})\) is not greater than \(r_{table}\). In addition, there are factors that influence the reliability of the test related to the test itself. This is relevant to the opinion of Levy and Goldstein (2014) that reliability can be influenced by matters relating to the test itself, namely the length of the test and the quality of the problem items. The length of the test relates to the number of test items. The more the number of items, the more steady a test becomes. Weaknesses of teacher-made tests that do not meet the test reliability requirements can be avoided if the teacher has conducted a test reliability analysis before the test is used. In addition, if the teacher wants to increase the number of test items in order to optimize the test reliability coefficient \((r_{11})\), then the addition of the number of items needs to pay attention to the quality of the items.

The factors that influence essay test with limited answers made by teachers on financial accounting subjects are not reliable, namely, the test reliability coefficient \((r_{11})\) is not greater than \(r_{table}\). In addition, some factors influence the reliability of the test related to the test itself. This is relevant to Arikunto (2012) opinion that reliability can be influenced by matters relating to the test itself, namely the length of the test and the quality of the problem items. The length of the test relates to the number of test items. The more the number of items, the more steady a test. Weaknesses of teacher-made tests that do not meet the test reliability requirements can be avoided if the teacher has conducted a test reliability analysis before the test is used (Kusaeri & Suprananto, 2012). In addition, if the teacher wants to increase the number of test items to optimize the test reliability coefficient \((r_{11})\), then the addition of the number of items needs to pay attention to the quality of the items. Linn and Gronlund (2000) suggested that the general definition of the reliability principle stated that reliability means the extent to which measurement tools can produce consistent readings.

Besides, the weaknesses of teacher-made tests that do not meet the difficulty level requirements can be avoided if the teacher has carried out an analysis of the difficulty level of items before the test is used. To obtain tests with a proportion of items with a moderate degree of difficulty greater than the proportion of difficult and easy items, the teacher can use the provisions of the proportion of difficulties that are normally distributed.

Wright (2007) clarified the optimal difficulty for each item depends on the teacher’s assessment and testing objectives, it is known that for the purpose of selection, items used that have a high degree of difficulty, and for diagnostic purposes are usually used items that have a low level of difficulty/easy. Therefore difficult and easy items can be reused as needed. Meanwhile, according to Nordin (2002), an item’s difficulty illustrates the percentage of students who can answer an item correctly.

Other than that, a distinguishing analysis should be done on teacher-made tests. Items of learning achievement test items must be able to provide test results that reflect differences in abilities found among the testees. If the item discrimination index is interpreted as being moderate, good, and very good, then it can be concluded that it has adequate differentiation of items. On the contrary, if the item discrimination index is interpreted poorly, then it can be concluded that it does not yet have the distinguishing power of items as expected. To be able to be concluded that it has sufficient differentiation of items, the total proportion of items that are stated to have moderate, good, and excellent differentiation must reach 100%. Thus quality teacher-made tests need to be built from items that have adequate differentiation.

Factors influencing items that cannot distinguish students’ abilities are (a) the key to the item answer is incorrect; (b) the item has two or more correct answer keys; and (c) the deception doesn’t work. Weaknesses of teacher-made tests that do not meet the distinguishing power requirements can be avoided if the teacher has carried out a distinguishing power analysis before the test is used. In addition, the teacher can determine the appropriate action on the results of the analysis of the power of differentiation. First, for items with sufficient differentiation (having moderate, good, and excellent differentiation), the teacher can put them in the question bank for reuse or development. Second, for items with poor differentiation, the teacher can choose to discard them or explore the factors that cause the differentiation of items to be bad. If the causative factor has been found, the
item can be fixed and used for the next test. Third, for items with very poor distinguishing features, it should be discarded. This is relevant to the follow-up that needs to be done by a tester of the analysis results of distinguishing power (Sudijono, 2015).

Qualified teacher-made tests for multiple-choice need to be built from items with evenly chosen deceivers, meaning that the deceivers have very good or good quality. In addition, to increase accuracy, key options, and deception options should be declared to function effectively (Reynolds et al., 2010). Based on the results of the analysis of the distractors' effectiveness, it can be seen that in general, the multiple-choice test distractors made by financial accounting teachers were not evenly selected, and not all key options and deception options were declared to be functioning effectively.

Weaknesses of teacher-made tests that do not meet the requirements of the distractor's effectiveness can be avoided if the teacher has carried out an analysis of the effectiveness of the distractor before the test is used. The teacher can also determine the right action on the results of the analysis of the effectiveness of the distractor. First, for items with evenly selected distractors and key options and deception options to function effectively, the teacher can put them in the question bank for reuse or development. Second, for items with distractors that are not evenly selected, and key options and deception options not functioning effectively, the teacher can choose to fix them or replace them with new distractors. Hamzah and Abdullah (2011) stated that a distracter is said to be effective if the candidate, who does not know the answer, chooses the distracter as the answer.

Therefore, Lee and Lee (2013) and Young and Kim (2010) explained that teacher-made tests that have not been analyzed can reduce the tests' quality because deficiencies in teacher-made tests have not been detected before use. The deficiencies in teacher-made tests can obscure information about the level of student learning progress. This information should not be used to make decisions related to learning. Thus the overall analysis of these items is a stage that must be done by the teacher as the opinion of Mitra et al. (2009), item analysis is the process of gathering, summarizing, and using information from student responses to assess the quality of test items. The resulting item statistics can be used to determine good items that need to be repaired or deleted from the question bank. Whereas according to Bichi (2015), the two objectives of the Item analysis are; firstly, to identify defective test items and secondly, to indicate subject matter that students have and have not mastered.

CONCLUSION

Based on the research findings, some conclusions are drawn as follows. (1) The validity of teacher-made test items on financial accounting subjects cannot measure learning outcomes accurately. In the multiple-choice test sample, the proportion of items that were declared valid was 31.01%, whereas, in the essay test sample with limited answers, the proportion of items that were declared valid was 71.68%. (2) The reliability of teacher-made tests on financial accounting subjects could not show stable results despite repeated testing of the same subject. In the multiple-choice test sample, the proportion of sample units that were declared reliable was 16.67%, whereas, in the essay test sample with limited answers, the proportion of sample units that were declared reliable was 62.50%. (3) Teacher-made tests on financial accounting subjects do not have a proportion of the degree of difficulty that is feasible to be used as a Mid-Semester Assessment Tool. In the multiple-choice test sample and essay test with limited answers, the proportion of items with moderate difficulty level is not greater than the proportion of difficult and easy items. (4) The distinguishing power of teacher-made tests in financial accounting subjects cannot distinguish students who have mastered the test material (upper or superior group) from students who have not mastered the test material (lower group). In the multiple-choice test sample, the proportion of items that were stated to have adequate distinguishing power was 41.86%, whereas, in the essay test sample with limited answers, the proportion of items that were stated to have adequate distinguishing power was 62.43%. (5) The multiple-choice test distractor made by teachers in financial accounting subjects was not evenly chosen, and the key options and deception options were declared ineffective. Thus, teachers need to optimize their competence in preparing
the test, taking into account the factors of quality teacher-made tests, namely item validity, reliability, difficulty level, distinguishing power, and distractor effectiveness.
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