Testing thermal conductivity models with equilibrium molecular dynamics simulations of the one component plasma
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Equilibrium molecular dynamics simulations are used to calculate the thermal conductivity of the one component plasma (OCP) via the Green-Kubo formalism over a broad range of Coulomb coupling strength, $0.1 \leq \Gamma \leq 180$. These simulations address previous discrepancies between computations using equilibrium versus nonequilibrium methods. Analysis of heat flux autocorrelation functions show that very long ($6 \times 10^7 \omega_\text{e}^{-1}$) time series are needed to reduce the noise level to allow $\lesssim 2\%$ accuracy. The new simulations provide the first accurate data for $\Gamma \lesssim 1$. This enables a test of the traditional Landau-Spitzter theory, which is found to agree with the simulations for $\Gamma \lesssim 0.3$. It also enables tests of theories to address moderate and strong Coulomb coupling. Two are found to provide accurate extensions to the moderate coupling regime of $\Gamma \lesssim 10$, but none are accurate in the $\Gamma \gtrsim 10$ regime where potential energy transport and coupling between mass flow and stress dominate thermal conduction.

I. INTRODUCTION

A commonly used reference system in the study of strongly coupled plasmas is the one component plasma (OCP) model [1]. The OCP consists of particles with charge $e$ and mass $m$ interacting via the Coulomb potential $e^2/r$ in a uniform, non-interacting background enforcing that the total system charge is zero. Properties of the OCP can be completely characterized by the Coulomb coupling parameter, $\Gamma = e^2/ak_BT$, which is the ratio of the Landau length, $r_L = e^2/k_BT$, to the ion sphere radius, $a = (3/4\pi n)^{1/3}$. Here, $n$ is the number density and $T$ is the temperature. When $\Gamma \ll 1$ the plasma is weakly coupled and transport properties can be calculated by using traditional methods[2, 3]. When $\Gamma \gtrsim 1$ the plasma is strongly coupled and transport properties are influenced by complicated many-body correlations that are difficult for analytic theory to describe[4].

In practice, strong coupling directly influences the value of transport coefficients such as diffusion[4, 5], shear viscosity[6, 7], and thermal conductivity[8–10]. The lack of accurate transport coefficients often presents a key uncertainty when modeling plasmas that can reach strong coupling regimes, such as hydrodynamic simulations of dense plasmas encounter in the implosion of inertial confinement fusion (ICF) targets. For example, differences in the value of these coefficients can alter the way that shocks propagate in the compressed shell and fuel [11], and can change the heat transport during the acceleration phase of the implosion (via direct-drive laser ablation) and heating of the compressing shell during the formation of a hot spot in the deuterium-tritium fuel [12]. Accurate values of transport coefficients are critical for the design of such experiments [13, 14]. Transport coefficients at strong coupling are also important in more basic physics scenarios where our knowledge of transport informs our understanding of the cooling of neutron stars [15], heat transfer in dusty plasmas [16], and the dynamics of ultra cold neutral plasmas [17, 18].

Transport properties of the strongly coupled OCP have previously been studied theoretically [8, 19–21] and using molecular dynamics (MD) simulations [4, 7–10]. Comparing these predictions is valuable because the OCP model isolates the influence of strong coupling in a simplified model. Strongly coupled plasmas found in nature and the laboratory are often influenced by other physical effects that present their own complications for theory, such as mixtures of multiple species and the degeneracy of electrons in dense plasmas. Theories for the more complex systems, such as dense plasmas, often employ assumptions regarding strong Coulomb coupling that can be tested using the OCP [22]. In this way, tests using the OCP model contribute to advancing the description of physical materials. This work provides such a comparison for thermal conductivity, though it should also be noted that comparisons between multicomponent models and quantum molecular dynamics simulations have also been made for specific materials [12].

Our results advance the previous simulation efforts by extending the data set to both weaker and stronger coupling, and by improving the accuracy. Previous MD simulations have used both equilibrium [23, 24] and non-equilibrium [9, 10] methods. The published results differ by up to 30% for $\Gamma \lesssim 10$, with data from non-equilibrium MD considered to be the most accurate to-date [10]; see Fig. 1. Additionally, due to limitations of the non-equilibrium MD method, no reliable data for thermal conductivity exists for $\Gamma \lesssim 1$ and are limited by the number of particles required in the simulation, possibly needing $10^8$ to access low values of $\Gamma$[9, 10, 25]. Although results of the non-equilibrium method are considered the most accurate to-date, results of the equilibrium method are in many ways preferable because they provide access to the separate kinetic, potential, and virial contributions to the thermal conductivity. The equilibrium method is based on the Green-Kubo relation[26]

\[
\lambda = \lim_{\tau \to \infty} \frac{1}{V k_B T^2} \int_0^\tau \langle \mathbf{j}(0) \cdot \mathbf{j}(t) \rangle dt, \tag{1}
\]
In this paper, we identify issues that lead to uncertainty in equilibrium MD simulations of thermal conductivity, and provide a new dataset over a broad range of coupling strength 0.1 $\leq \Gamma \leq 180$. The results are used to test the Landau-Spitzer model [31], as well as to test the treatment of strong coupling in the Effective Potential Theory (EPT) [21] and theories of Tanaka-Ichimaru [20] and Lee-More [32]. This comparison provides the first test of the widely used Landau-Spitzer (Spitzer-Härm) thermal conductivity against MD data. This comparison allows direct comparison with theory over a larger range of $\Gamma$ than what has been possible experimentally[33–36]. Comparisons against these models places constraints on their domain of validity and illustrates the inability of any of these models to capture the behavior of the thermal conductivity coefficient when $\Gamma \geq 10$.

This paper is organized as follows: The details of the equilibrium MD setup are given in Sec. IIA and a discussion of sources of error in calculations of thermal conductivity for the OCP are given in Sec. IIB. Section IIC presents the new MD data and discusses qualitative features of the ACF and conductivity components encountered at different values of $\Gamma$. Section III compares the MD results to values of thermal conductivity calculated using generalized Coulomb logarithms from each of the different theories. Section IV concludes the paper with a summary of the results.

### II. EQUILIBRIUM MOLECULAR DYNAMICS SIMULATIONS

#### A. Simulation setup

Equilibrium MD simulations were carried out using the code LAMMPS [37]. Two simulations were run for each of the selected values of $\Gamma$ in the range 0.1 $\leq \Gamma \leq 180$. Initialization at a chosen value of $\Gamma$ involved fixing the number of particles, which scales the size of the periodic cubic domain, followed by a 900-1000 $\omega_p^{-1}$ equilibration phase via a Nose-Hoover thermostat [38] to achieve the desired temperature. Here, $\omega_p^{-1} = (m/4\pi e^2 n_0)^{1/2}$ is the angular plasma period, which sets the dimensionless timescale for the simulations. The particles interacted via the Coulomb potential, which was solved using the particle-particle-particle-mesh method on a $50 \times 50 \times 50$ mesh with a short range force cutoff of 5$a$. Table I gives the values of the particle number, time step, and simulation run time used. For low $\Gamma$, a smaller time step and

| Number of Particles | $\Gamma \geq 0.5$ | $\Gamma < 0.5$ |
|---------------------|------------------|-----------------|
| 5000                | 20000            |
| Time Step           | $0.01\omega_p^{-1}$ | $0.001\omega_p^{-1}$ |
| Simulation Length   | $6 \times 10^5 \omega_p^{-1}$ | $1 \times 10^5 \omega_p^{-1}$ |

#### Table I. MD simulation parameters
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larger number of particles were used to ensure accurate energy conservation and collisionality. However, due to the greater computational difficulty and less of a need to capture long-time oscillations of the ACF for $t \gtrsim 30 \omega_p^{-1}$ (see discussion in Sec. IIC), the total number of plasma periods simulated was shorter at low $\Gamma$. The heat flux time series defined in Eq. (2), was calculated by summing over all particles in the simulation at a frequency of once every $0.1 \omega_p^{-1}$.

**B. Sources of error**

For $\Gamma \gtrsim 1$, the ACF oscillates for 100’s of plasma periods as it slowly decays in amplitude, as shown in Fig. 2a. Correspondingly, the cumulative integral, shown in Fig. 2b, also oscillates as it asymptotes to a final value when $t \gtrsim 100 \omega_p^{-1}$. These slowly decaying oscillations have been predicted to have an envelope amplitude that scales as $1/\sqrt{t}$ [19]. Due to the importance of the ACF at $t \gtrsim 100 \omega_p^{-1}$, the cumulative integral can encounter noise resulting from the finite length of the time series before convergence is obtained. This long time behavior in the ACF makes the thermal conductivity of the OCP more computationally demanding to calculate than other transport coefficients, such as diffusion [4] or shear viscosity [7]. It also is more demanding than computing the thermal conductivity in systems that interact through shorter-range potentials, such as the $\kappa = 2$ Yukawa OCP [28], in which the ACF decays more rapidly. In each of these cases, the corresponding ACF decays to near zero within 10’s of $\omega_p^{-1}$ [7, 28], minimizing the required integration over time intervals where the noise level is relatively large compared to the signal.

The primary difficulty encountered when computing the ACF is that only a finite time series for $j(t)$ can be computed in the simulation. The equilibrium ensemble average $(j(0) \cdot j(t))$ in Eq. (1)) is replaced with an average of finite time and spatial extent,

$$j(0) \cdot j(t) \approx C_r(t) \equiv \frac{1}{\tau} \int_0^\tau ds \ j(s) \cdot j(s+t), \quad (3)$$

where $t$ is the time lag in the ACF integral and $\tau$ is the length of the time series in the integrand. Typically, the time series is padded with zeros on each end to facilitate the calculation of the time lag $t$ while still integrating $s$ over the interval $[0, \tau]$. This means that the ACF at time lag $t$ is calculated using a time series with effective length $\tau-t$ and has an error associated with that effective length. For ACF time lags of interest in this work $t \ll \tau$.

Estimates of the error induced in the ACF by approximating an infinite time series by a finite one were first provided by Zwanzig and Ailawadi [39]. Assuming a Gaussian processes, they estimated that the second moment of the deviation from the exact value of the correlation is

$$\langle \Delta(t_1)\Delta(t_2) \rangle \approx \frac{2 \tau_e}{\tau} [C_\infty(0)]^2, \quad (4)$$

where

$$\Delta(t) \equiv C_r(t) - C_\infty, \quad (5)$$

$C_\infty$ is the exact correlation function for an infinite time series, $\langle \cdot \rangle$ is once again the ensemble average, and $\tau_e$ is an estimate of the $1/e$ decay time of the correlation function.

The noise level in the ACF computed from the simulations can be estimated for comparison with Eq. (4) by taking the cross correlation of different vector components of $j(t)$. Since the cross correlation should be zero in the thermodynamic limit, its value for a finite time series is a good estimator of the noise level [40]. Figures 3a and b show the value of the total ACF (for $\Gamma = 30$) alongside the value of the cross correlation $(j_x(0)j_y(t))_\tau = \frac{1}{\tau} \int_0^\tau j_x(s)j_y(s+t)ds$ for time series of length $\tau = 1 \times 10^5 \omega_p^{-1}$ and $6 \times 10^5 \omega_p^{-1}$, respectively. For $1 \times 10^5 \omega_p^{-1}$, the level of fluctuations of the cross correlation approaches the total value of the ACF itself by $t = 200 \omega_p^{-1}$, however, for $6 \times 10^5 \omega_p^{-1}$ the noise is significantly reduced. This level of improvement is in agreement with the analysis of Zwanzig and Ailawadi. Figure 3c shows the $1/\tau$ scaling of Eq. (4) plotted against the scaling of the variance of the cross correlation calculated using several time series of varying length. The figure shows that the decrease in noise with time series length is in agreement with the prediction for $\Gamma = 30$. This agreement is characteristic of that for the entire range of $\Gamma$ studied. This trend suggests that doubling the simulation length will result in a decrease of noise by a factor of two.
Previous equilibrium MD simulations by Bernu and Vieillefosse [8] and Salin and Caillol [24] ran for \( \sim 400 \omega_p^{-1} \) and \( \sim 8000 \omega_p^{-1} \), respectively. The estimates above indicate that significant errors associated with noise in the cumulative integral are likely with this short of a time series. This may be responsible for the observed discrepancies with non-equilibrium MD results; see Fig. 1.

### C. Simulation results

The value of the thermal conductivity was calculated from the simulations described in Sec. 2A taking consideration of the sources of error described in Sec. 2B. For each value of \( \Gamma \), the time interval of the cumulative integral that was taken as the asymptotic value was selected to avoid contamination by noise. For the case of \( \Gamma \geq 0.5 \), the cumulative integral of each time series was calculated out to \( t = 150\omega_p^{-1} \). At this time, oscillations in the cumulative integral were observed to have decreased significantly and the cumulative integral of the noise had yet to significantly alter the value. However, since oscillations are still present at the level of \( \sim 5\% \) at \( t = 100\omega_p^{-1} \) (see Fig. 2B), an averaging window of the cumulative integral over \([100\omega_p^{-1}, 150\omega_p^{-1}]\) was used to calculate the final value for each time series. The reported values did not change significantly when using alternate averaging windows of \([100\omega_p^{-1}, 200\omega_p^{-1}]\) or \([150\omega_p^{-1}, 200\omega_p^{-1}]\). To further improve statistics, data from all three spatial directions and both simulation runs were used to independently calculate the value of the thermal conductivity, resulting in six independent time series for each value of \( \Gamma \). These were averaged to determine the value and standard deviation reported in Fig. 4 and Table II.

In general, long time oscillations decrease with decreasing \( \Gamma \); for example, compare Fig. 5a and Fig 6a. Due to this observation, a different method was used to process data for \( \Gamma < 0.5 \). In these cases the cumulative integral saturated around \( 100 \sim 200\omega_p^{-1} \) providing the thermal conductivity coefficient for each of the six time series discussed in the previous paragraph. For these values of \( \Gamma \), only the value of thermal conductivity at saturation is used, omitting the averaging window of the cumulative integral. The six values of thermal conductivity were then averaged and are also reported in Fig. 4 and Table II with their standard deviation.

In addition to the total thermal conductivity, the Green-Kubo formalism allows the analysis of different contributions to the ACF and their cumulative integrals. The thermal conductivity can be split into components due to products of like and unlike parts of the heat flux in the autocorrelation of Eq. (1)

\[
\lambda = \lambda_{kk} + \lambda_{pp} + \lambda_{vv} + 2\lambda_{kp} + 2\lambda_{kv} + 2\lambda_{pv}
\]

where the subscripts \( k \) (kinetic), \( p \) (potential), and \( v \) (virial) indicate the heat flux terms used in the autocorrelation (e.g. for \( \lambda_{kp} \), the cross correlation \( \langle j_{\text{kinetic}}(0) \cdot j_{\text{viral}}(t) \rangle \) is used) [28]. Figures 5a and 6a show the different components of the ACF and their cumulative integral.
TABLE II. Values of thermal conductivity calculated using 6 independent heat flux time series along with the standard deviation shown to two significant digits.

| Γ   | λ∗       | Γ   | λ∗       | Γ   | λ∗       |
|-----|----------|-----|----------|-----|----------|
| 0.1 | 306±26   | 4.0 | 0.625±0.019 | 21.0 | 0.4197±0.0073 |
| 0.2 | 71.9±3.0  | 5.0 | 0.515±0.014  | 25.0 | 0.441±0.011  |
| 0.3 | 33.8±2.7  | 7.0 | 0.422±0.014  | 30.0 | 0.478±0.016  |
| 0.5 | 13.07±0.48| 9.0 | 0.363±0.011  | 35.0 | 0.509±0.015  |
| 0.7 | 7.35±0.16 | 10.0| 0.3672±0.0096| 45.0 | 0.544±0.019  |
| 1.0 | 3.96±0.14 | 12.0| 0.3818±0.0083| 55.0 | 0.569±0.011  |
| 1.3 | 2.728±0.089| 15.0| 0.393±0.012  | 60.0 | 0.602±0.014  |
| 1.5 | 2.20±0.12 | 17.0| 0.400±0.017  | 80.0 | 0.658±0.020  |
| 1.7 | 1.815±0.049| 18.0| 0.404±0.013  | 120.0| 0.715±0.018  |
| 2.0 | 1.492±0.059| 19.0| 0.398±0.015  | 160.0| 0.735±0.024  |
| 3.0 | 0.869±0.016| 20.0| 0.4196±0.0053| 180.0| 0.757±0.013  |

for Γ = 1 and 30, respectively. The kinetic (kk), potential (pp), and virial (vv) parts result from the products of like terms, while the cross term is the sum of all products of unlike terms, being primarily composed of the vp term. The values shown for Γ = 30 are qualitatively similar to those of other values of Γ ≥ 20 while in the cases where Γ < 1 only the kinetic part is important. The kinetic part λkk, shown in Fig. 4, is the dominant term from low Γ to about Γ = 5. This is the regime where the kinetic energy flow determines the transport coefficients [3]. As the coupling increases, the increased collisionality reduces the rate of mass flow and hence the value of λkk.

At Γ ≥ 10 plasma transport becomes more liquid-like as strong correlations become dominant. Here, the pp, vv, and pv terms in the ACF are the largest in magnitude. Inspection of the Γ = 30 ACF in Fig. 6a indicates that the potential, virial, and cross terms oscillate in phase. The potential and virial terms oscillate above zero, and the cross term oscillates primarily below zero. The sign of the respective terms indicates that an increase in heat flow due to potential energy flow is correlated with a decrease in heat flow due to coupling of the mass flow with the fluid stress (this has been described as the flow of stress related work [27]) and vice versa, suggesting a possible interplay between these features. The persistence of oscillations for 10s of ω−1 suggests that long range collective behavior plays an important role in the oscillations.

A comparison of Fig. 6a with Fig. 2 of Ref. [41] highlights the role of the long range potential in comparison with the shorter-range κ = 2 Yukawa OCP (hereafter YOCP) at values of Γ where liquid like behavior sets in (Γ = 30 – 300 in Fig. 2 of Ref. [41]). The most notable difference is the absence of persistent oscillations in the pp, vv, and pv terms (labeled pp, cc, and pc in Ref. [41]) of the YOCP. Compared to the YOCP, the magnitude of the pp and vv components of the ACF are closer in magnitude, possibly owing to the larger contribution to the...
The MD data for $\lambda / \lambda_{\text{mum}}$This term becomes unimportant for $\Gamma \approx 2$ comes more important as liquid-like behavior sets in. Also kinetic contribution becomes reduced due to increased $\lambda / \lambda_{\text{mum}}$. Around this value of $\Gamma$, gases \cite{27} of the heat flux is also known to occur in liquids and dense coupling. The dominance of the potential and virial parts is shown to be the dominant contribution at very strong the kinetic term is negligible. In Fig. 4, this component contributions dominates the total thermal conductivity, since Fig. 6b, and does not saturate before noise dominates the value of the ACF. This is a feature resulting from the long timescale needed for the complete decay of these oscillations. However, the sum of these oscillating components $\lambda_{pp} + \lambda_{vv} + 2\lambda_{vp}$ converges, reaching an asymptotic value by $150\sqrt{\kappa_p^{-1}}$. For this reason, only the combinations $\lambda_{kk}$, $\lambda_{pp} + \lambda_{vv} + 2\lambda_{vp}$ and $-2\lambda_{kv} - 2\lambda_{kp}$ were computed. Figure 6b shows that at $\Gamma = 30$ the second of these contributions dominates the total thermal conductivity, since the kinetic term is negligible. In Fig. 4, this component is shown to be the dominant contribution at very strong coupling. The dominance of the potential and virial parts of the heat flux is also known to occur in liquids and dense gases \cite{27}.

At $\Gamma \approx 9$, the thermal conductivity exhibits a minimum. Around this value of $\Gamma$, $\lambda_{kk}$ becomes smaller than $\lambda_{pp} + \lambda_{vv} + 2\lambda_{vp}$, which increases with increasing $\Gamma$. The kinetic contribution becomes reduced due to increased collisionality and the potential and virial components become more important as liquid-like behavior sets in. Also around this value of $\Gamma$, the value of the kinetic cross term $2\lambda_{kv} + 2\lambda_{kp}$ reaches its maximum negative value, decreasing the value of the overall transport coefficient and playing an important role in the location of the minimum. This term becomes unimportant for $\Gamma \gtrsim 11$ due to the near-zero kinetic contribution to the heat flux.

For ease of use we provide a fit for each of $\lambda_{kk}$, $\lambda_{pp} + \lambda_{vv} + 2\lambda_{vp}$, and $2\lambda_{kv} + 2\lambda_{kp}$. Following Ref. \cite{7}, the kinetic part is first fit to the form $C/[\Gamma^{5/2} \ln(1+\Gamma^{3/2})]$ so that it is proportional to $C/ \ln(\Gamma^{3/2})$ at low $\Gamma$. This is favorable since it is a trivial modification of the Landau-Spitzer form of the Coulomb logarithm (cf. Eq. \ref{eq:spitzer}) which is expected to be valid at weak coupling. Once the values for C and D are obtained, the remainder is fit with a Padé approximation, so that the total fit takes the form

$$\lambda^{\text{fit}}_{kk} = \frac{C}{\Gamma^{5/2} \ln(1+\Gamma^{3/2})} \frac{p_1 + p_2 \Gamma + p_3 \Gamma^2 + p_4 \Gamma^3}{q_1 + q_2 \Gamma + q_3 \Gamma^2 + q_4 \Gamma^3}. \tag{7}$$

The MD data for $\lambda_{pp, pv, vv} \equiv \lambda_{pp} + \lambda_{vv} + 2\lambda_{vp}$ and $\lambda_{kv, kp} \equiv 2\lambda_{kv} + 2\lambda_{kp}$ were fit with the Padé approximation, so that the total fit takes the form

$$\lambda_{pp, pv, vv}^{\text{fit}} = \frac{p_1 \Gamma^3 + p_2 \Gamma^2 + p_3 \Gamma + p_4}{\Gamma^3 + q_1 \Gamma^2 + q_2 \Gamma + q_3} \tag{8}$$

and biexponential function

$$\lambda_{kv, kp}^{\text{fit}} = -p_1 \left[ \exp(-p_2 \Gamma) - \exp(-p_3 \Gamma) \right], \tag{9}$$

respectively. The fit coefficients are given in Table \ref{tab:fits} and the individual fits are plotted with the MD data in Fig. 4. Each fit shows excellent agreement with the components of the thermal conductivity, with the fits passing through each of the markers of their respective components, with one exception for Eq. \ref{eq:kvkp}. The sum of the fits $\lambda^{\text{fit}} = \lambda_{kk}^{\text{fit}} + \lambda_{pp, pv, vv}^{\text{fit}} + \lambda_{kv, kp}^{\text{fit}}$ is also in good agreement with the total thermal conductivity, with no discernible deviation from the MD data. Since the fit asymptotes to the Landau-Spitzer result for $\Gamma < 1$, it is expected to extrapolate to the weakly coupled limit. Thus, it provides a convenient characterization of the thermal conductivity of the OCP spanning from weak coupling up to solidification, which occurs near $\Gamma = 170$\cite{42}.

### III. COMPARISON WITH THEORETICAL MODELS

In this section, the treatments of strong coupling in models of thermal conductivity are tested against the MD data presented in Sec. II C. While several models of thermal conductivity for dense plasmas exist in the literature, many of these are formulated for a two component electron-ion plasma and treat the electron degeneracy to some extent \cite{32, 43}. Nevertheless, the treatment of strong coupling in these models can be tested against the OCP by considering the classical one-component limit.

In each of the models considered, thermal conductivity can be cast in the form \cite{3}

$$\lambda^{*} = \frac{25}{4} \frac{\sqrt{\pi/3}}{\Gamma^{5/2} \Xi}, \tag{10}$$
where $\Xi$ is a generalized Coulomb logarithm. In this section, four models for the generalized Coulomb logarithm are considered: Landau-Spitzer [31], Lee-More [32], Tanaka-Ichimaru [20], and Baalrud-Daligualt (EPT) [21, 44]. A summary of the model predictions is shown in Fig. 7.

Of the models presented, none can reproduce the trend of the thermal conductivity for $\Gamma \gtrsim 10$ where the potential and virial parts of the thermal conductivity become dominant; compare Fig. 7 and Fig. 4. This is expected because all of these models only consider transport associated with the kinetic energy (mass flow) of particles. Since they do not include the physics processes relevant to the potential or virial components, they should, at best, be able to reproduce the kinetic contribution in comparison to the MD simulations.

A. Landau-Spitzer

Landau-Spitzer is the textbook weakly coupled plasma theory [45]. It can be derived from a Boltzmann-type kinetic equation by modeling interactions as occurring via a Coulomb potential with a range cutoff at the Debye length, $\lambda_D$, when computing the momentum transfer cross section and expanding in the weakly coupled limit $\Gamma \ll 1$ [46]. The well-known result for a single species plasma is [31]

$$\Xi_{LS} = 2 \ln \Lambda = 2 \ln(\sqrt{3}\Gamma^{-3/2}) \quad (11)$$

where $\Lambda$ is the plasma parameter. The thermal conductivity using Eq. (11) in Eq. (10) is shown in Fig. 7. Good agreement with the MD data is observed at the weakest coupling parameters simulated ($\Gamma \lesssim 0.3$), while its value diverges as $\Gamma$ approaches approximately 0.7. This comparison represents the first test of the Landau-Spitzer formalism by expressing the density-density response in thermal conductivity against MD data because it is the first time that MD simulations of thermal conductivity have been performed at weak enough coupling strength to reach this regime. It provides a high-accuracy test of the theory that would be difficult to achieve experimentally.

B. Lee-More Non-Degenerate Limit

The Lee-More model is one of the most commonly used models for electrical and thermal conductivity in radiation hydrodynamic simulations of high-energy density plasmas (see Ref. [47] or Ref. [48] for recent examples). The model attempts to include the effects of electron degeneracy as well as the increased collisionality at strong coupling while reproducing the classical Spitzer conductivity scaling in the non-degenerate $\lambda_D > a$ limit [32]. In the case where the Debye length is less than the interparticle spacing, the ion sphere radius is used in place of the Debye length. Additionally, the model limits the value of the Coulomb logarithm to be greater than 2. The form of the non-degenerate generalized Coulomb logarithm is

$$\Xi_{LM} = \max\left\{ \frac{1}{2} \ln \left[ 1 + \max\left\{ \sqrt{3} \Gamma^{-3/2}, 3/\sqrt{\Gamma} \right\} \right], 2 \right\} \quad (12)$$

The thermal conductivity using Eq. (12) in Eq. (10) is shown in Fig. 7. The value of $\lambda^*$ disagrees with the MD data for $\Gamma \gtrsim 1$, demonstrating that the replacement of the Debye length with the ion sphere radius is an insufficient model for accounting for the increased collision rate of strongly coupled plasmas. Realizing the under-prediction of thermal conductivity in simulations may play an important role in improving the agreement between high energy density experiments and simulations, particularly in simulations of solid density materials where strong coupling in electron-ion collisions is likely to occur.

C. Tanaka-Ichimaru

Tanaka and Ichimaru formulated a model for the thermal conductivity of a two component plasma composed of electrons and ions of charge $Ze$ based on linear response theory, which attempts to generalize the Lenard-Balescu equation to account for effects of electron degeneracy and strong Coulomb coupling [43]. Although their thermal conductivity model is formulated for a two component plasma, their treatment of strong coupling can be tested via an OCP Coulomb logarithm formulated in later work on shear viscosity. In their paper [20], Tanaka and Ichimaru derived a form of the collision operator for an OCP including the static local field correction (LFC) $G(k)$ from their earlier theory [49]. The LFC is defined within a density response formalism by expressing the density-density response in
terms of a screened response and LFCs. This relates the linear response potential surrounding particles to the density fluctuations \( \delta \rho \) via, \( \Phi(\mathbf{k}, \omega) = Z^2 \nu(\mathbf{k})[1 - G(\mathbf{k}, \omega)] \delta \rho \) and provides a modified linear dielectric response function \( \epsilon(\mathbf{k}, \omega) = 1 - \nu(\mathbf{k})[1 - G(\mathbf{k})] \chi^{(0)}(\mathbf{k}, \omega) \) where \( \nu(\mathbf{k}) = 4\pi \varepsilon^2 / k^2 \) is the bare Coulomb potential, \( \chi^{(0)}(\mathbf{k}, \omega) = -\int d^3p \mathbf{k} \cdot (\partial f / \partial \mathbf{p}) / (\omega - \mathbf{k} \cdot \mathbf{v}) \), and \( f \) is the distribution function as a function of the momentum \( \mathbf{p} \). With these modifications, their collision operator is

\[
C_{\text{T}I}(f, f) = m_\pi \int \frac{d^3k}{(2\pi)^3} \mathbf{k} \cdot \frac{\partial}{\partial \mathbf{p}} \int d^3p' \nu^2(k)[1 - G(k)] \frac{1}{|\mathbf{k} \cdot \mathbf{p}/m|^2} \times \delta[\mathbf{k} \cdot (\mathbf{p} - \mathbf{p}')] \left( \frac{\partial}{\partial \mathbf{p}} - \frac{\partial}{\partial \mathbf{p}'} \right) f(\mathbf{p}) f(\mathbf{p}') (13)
\]

and the corresponding generalized Coulomb logarithm relevant to thermal conductivity is

\[
\Xi_{\text{T}I} = \frac{2}{\sqrt{\pi}} \int_0^\infty dk \frac{1 - G(k)}{k} \int_0^\infty d\zeta e^{-\zeta^2} \frac{|\mathbf{k} \cdot \mathbf{p}/m |^2}{|\mathbf{k} |^2}. (14)
\]

Here, \( e \) and \( m \) are the particle charge and mass and \( v_T = \sqrt{2T/m} \) is the thermal speed. The theory requires calculation of the LFC. To do this, they solve the Ornstein-Zernike equation for the direct correlation function \( c(k) \) by using the hypernetted chain (HNC) closure which gives the system of equations \([50]\)

\[
g(\mathbf{r}) = \exp \left[ -\nu(\mathbf{r})/k_B T + h(\mathbf{r}) - c(\mathbf{r}) + b(\mathbf{r}) \right] (15)
\]

\[
h(\mathbf{k}) = c(\mathbf{k})[1 + n\tilde{h}(\mathbf{k})]. (16)
\]

Here, \( h(\mathbf{r}) = g(\mathbf{r}) - 1 \) is the pair correlation function, \( b(\mathbf{r}) \) is the bridge function that can be modeled based on a fit to MD data for the OCP\([20]\), and quantities \( \tilde{h} \) and \( \tilde{c} \) are Fourier transforms of \( h \) and \( c \). The solution for \( \tilde{c}(\mathbf{k}) \) gives the LFC as \( G(\mathbf{k}) = 1 + k_BTc(\mathbf{k})/v(\mathbf{k}) \).

The thermal conductivity for the Tanaka-Ichimaru model is compared with the MD data in Fig. 7. The prediction asymptotes to the LS theory at small gamma and follows the trend of the MD data for \( \Gamma < 7 \), although it overestimates the value of the MD data by \( \sim 50\% \) around \( \Gamma = 1 \). At \( \Gamma \sim 20 \) the Coulomb logarithm transitions from a positive to a negative value, so the predicted thermal conductivity diverges. This behavior is also observed when applying this model to shear viscosity\([7]\).

D. Effective Potential Theory

Like the Tanaka-Ichimaru theory, EPT attempts to extend traditional plasma theory into the strongly coupled regime \([21]\). The concept underlying the theory is that binary collisions do not occur in isolation. Rather, surrounding particles influence the effective force through which these collisions occur. By taking the two colliding particles at fixed positions, and canonically averaging over the rest of the plasma at equilibrium, the associated interaction potential is the potential of mean force \( w(\mathbf{r}) \), which is related to the radial distribution function via \( g(r) = \exp(-\nu(w)/k_B T) \)[51]. EPT is based on a Boltzmann-type kinetic theory, but where the interaction potential is taken to be the potential of mean force. Recently, this mean force proposition has been formalized by showing that the kinetic theory can be derived by expanding the BBGKY hierarchy in terms of an expansion parameter, associated with perturbations of the distribution function about equilibrium\([52]\). Here, the pair distribution function \( g(r) \) is calculated via the Ornstein-Zernike equation with HNC closure given in Eqs. (15) and (16).

Once the effective potential is obtained, collision cross sections are calculated for use in the calculation of transport coefficients via the Chapman-Enskog method\([2, 3]\). The 4th momentum scattering cross section is

\[
\sigma^{(4)} = 2\pi \int_0^\infty db b[1 - \cos(\pi - 2\Theta)], (17)
\]

where

\[
\Theta = b \int_{r_a}^\infty drr^{-2} \left[ 1 - \frac{b^2}{r^2} - 4\frac{u(\mathbf{r})}{mu^2} \right]^{-1/2} (18)
\]

is the scattering angle after a binary collision via the potential \( \phi \). Here, \( r_a \) is the distance of closest approach, which is determined from the largest root of the denominator in Eq. (18), \( u = |v - v'| \) is the magnitude of the difference of velocities of the colliding particles, and \( b \) is the impact parameter. In the Chapman-Enskog theory, transport coefficients can be written in terms of collision integrals \( \Omega^{(k)}[2, 3] \), which can be recast in terms of generalized Coulomb logarithms \( \Xi^{(l,k)} = \sqrt{\pi} \Omega^{(l,k)}/v_T \), where

\[
\Xi^{(l,k)} = \frac{1}{2} \int_0^\infty d\xi \xi^{2k+3} e^{-\xi^2} (\sigma^{(l)}/\sigma_o) (19)
\]

where \( \sigma_o = \pi e^2/mu_T^2 \) is a reference cross section. The thermal conductivity from the second order Chapman-Enskog solution is\([3]\)

\[
\lambda_{\text{EPT}}^* = \frac{25}{4} \frac{\sqrt{\pi/3}}{\Gamma^{6/2} \Xi^{(2,2)}} f^{(2)}_\lambda (20)
\]

where

\[
f^{(2)}_\lambda = 1 + 49(\Xi^{(2,2)})^2 - 28\Xi^{(2,2)}\Xi^{(2,3)} + 4(\Xi^{(2,3)})^2 \frac{28(\Xi^{(2,2)})^2 + 4\Xi^{(2,2)}\Xi^{(2,4)} - 4(\Xi^{(2,3)})^2}{28(\Xi^{(2,2)})^2 + 4\Xi^{(2,2)}\Xi^{(2,4)} - 4(\Xi^{(2,3)})^2} (21)
\]

is the second order correction. Although the second order correction (shown in Fig. 8) is included, it is small at strong coupling. This reflects the fact that highly collisional strongly coupled systems tend to have velocity distribution functions closer to equilibrium.

Figure 7 shows the result of EPT obtained by applying Eq. (20) in Eq. (10). Like the Tanaka-Ichimaru model, the EPT theory slightly overshoots the MD data between \( \Gamma \approx 0.5 - 7 \) but still captures the scaling with \( \Gamma \). The model fails to capture the scaling for \( \Gamma > 7 \) where the
FIG. 8. The second order Chapman Enskog correction for EPT.

potential and virial terms become important. Previous calculations of other transport coefficients required an accounting for the Coulomb hole in the pair distribution function at strong coupling to eliminate the overshoot of the MD data [44]. This work added additional physics to the model via a generalized Enskog kinetic theory that describes an increased collision frequency χ resulting from the reduced volume in which repulsively-interacting charged particles can occupy. Figure 7 shows that the thermal conductivity with this correction calculated via the method in Ref. 44,

$$\lambda^{*}_{\text{EPT-Enskog}} = \lambda^{*}_{\text{EPT}} \chi,$$

(22)

is in good agreement with the MD data over the range \(\Gamma \lesssim 7\).

The range of \(\Gamma\) over which there is agreement is similar to that of the shear viscosity, but lower than the self diffusion for which EPT is accurate for \(\Gamma \lesssim 40\) [44]. The difference in range of agreement for these three transport coefficients is due to the components which go into their calculation. For diffusion, the Green-Kubo relation only requires the velocity ACF. The diffusion coefficient only depends on the mass transport and does not have a component solely due to the potential. In contrast, the Green-Kubo relations for the shear viscosity and thermal conductivity both involve fluxes which have potential or potential and virial parts in addition to the parts related to kinetic energy transport. Agreement with MD data is only expected when the transport coefficient is determined by the kinetic component. Indeed, this can be seen in Fig. 7, where EPT is found to be in much better agreement with the kinetic component of the thermal conductivity to a much larger coupling strength than it is with the total thermal conductivity.

IV. SUMMARY

We have presented calculations of thermal conductivity of the OCP from equilibrium MD simulations and have addressed the numerical difficulty which has caused previous disagreement between equilibrium and non-equilibrium MD calculations. Analysis of ACFs reveal that noise due to the finite extent of the heat flux time series can dominate the value of the thermal conductivity before the cumulative integral has converged to its final value. To avoid this source of error which has plagued previous equilibrium MD simulations, the value of the cumulative integral for long 6 \(\times 10^5\omega_p^{-1}\) time series were averaged over the interval \([100\omega_p^{-1}, 150\omega_p^{-1}]\) and then averaged for 6 characteristic time series. The values obtained are in good agreement with previous non-equilibrium MD data for \(2 \leq \Gamma \leq 180\).

New MD data in the range \(0.1 \leq \Gamma \leq 2\) was also presented. This facilitates the comparison of the thermal conductivity calculated with generalized Coulomb logarithms from different theoretical models with MD data. The newly obtained low \(\Gamma\) data was found to be in good agreement with the Landau-Spitzer theory when \(\Gamma \lesssim 0.3\), providing the first computational test of this transport coefficient. At stronger coupling, a comparison of EPT and Tanaka-Ichimaru theories with MD data demonstrates that the effect of particle correlations needs to be accounted for to reproduce the trend of the simulated thermal conductivity for \(0.3 < \Gamma < 7\). The comparison also demonstrates that the treatment of strong coupling in the Lee-More model, which amounts to replacing the Debye length with the ion sphere radius, is inadequate. This realization may be important for simulations of high energy density experiments in which this model is commonly used. Finally, this study finds that none of the models can accurately predict the thermal conductivity for \(\Gamma \gtrsim 10\). This is an indication of the limit of the effective binary collision picture. At stronger coupling, simulations indicate that the virial, potential, and cross components dominate, indicating that multiparticle dynamics determines the transport. The comparison with MD data demonstrates the need for theories which can properly describe transport at stronger coupling.
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