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1. Introduction

Seven transmembrane (TM) proteins–G protein-coupled receptors (GPCRs)–are the most successful targets in the human genome, and account for the therapeutic targets of one-third of approved drugs [1–6]. Under normal physiological conditions, the endogenous ligands bind to the orthosteric sites of the receptor and activate the receptor by inducing conformational rearrangements. Upon activation, the intracellular transducers (such as G proteins) are recruited to the binding sites located at the intracellular region of the receptor for initiating the exchange of guanine nucleotide and then stimulating multiple intracellular signaling events [7–11].

The class A GPCRs adopt the quintessential activation mechanism, where endogenous ligands binding leads to outward movements of the intracellular end of TM6 and TM5 and inward movement of the intracellular end of TM7. These movements open the intracellular cavity of the receptors for accommodating G proteins. It is well-established that the agonist alone binding to the class A GPCRs induces the large magnitude of conformational changes, and shift the conformational ensemble towards a fully active state [12–15]. In comparison to the class A GPCRs, the activation mechanism of class B GPCRs is poorly understood, which hinders the drug discovery of class B GPCRs. Structural comparison between class A and class B GPCR highlights that class B GPCRs miss many conserved motifs that play key roles in the activation of class A GPCRs, such as the NPxxY motif of the TM7 [16–21]. These discrepancies imply that the activation mechanism of class B GPCRs...
differs from that of the class A GPCRs Thus, there is a pressing demand for exploring the underlying activation mechanism in the class B GPCRs, to better understand their biology, biophysics, and medicinal chemistry.

Class B GPCRs (the secretin peptide receptors) play a crucial role in maintaining hormonal homeostasis in the human body. The structure of class B GPCRs consists of an extracellular domain (ECD) and a seven-transmembrane domain (TMD) [22–27]. The human glucagon receptor (GCCR) is a prototypical class B GPCR. It mediates the glucose homeostasis in response to the endogenous ligand (peptide hormone glucagon), and is considered a crucial target for the treatment of obesity and type 2 diabetes [28–33].

Recently, multiple GCCR complexes have been reported. Compared with other class B GPCRs, both the inactive and active states of crystal or cryo-electron microscopy (cryo-EM) structures of GCCR are determined, including the inactive conformation of the full-length GCCR bound to the negative allosteric modulator (NAM) (NNC0640) and antibody-binding fragment (Fab) (PDB ID: 5XNZ) [34,35], the active conformation of GCCR bound to a partial agonist (a glucagon analog, NNC1702) (PDB ID: 5YQZ) [36] and the fully active conformation of GCCR bound to the full agonist (ZP3780, a soluble glucagon analog) and Gs protein (PDB ID: 6WPA) [16].

Based on the crystal or cryo-EM structures of GCCR, the conformational changes of a 12-residue segment (termed as salk) and the extracellular loop 1 (ECL1) during the peptide binding are observed, which deepen the molecular underpinning of peptide recognition by GCCR. However, crystal or cryo-EM structures usually represent one snapshot of the conformational ensemble. As a result, crystallographic information is not sufficient to elaborate the allosteric communication mechanism of the conformational transition from the endogenous ligand binding site to the intracellular transducer binding site.

Molecular dynamics (MD) simulations that stand on the static crystal structure can predict atomic-level motion and capture the dynamic information of conformational transitions [37–52]. As a result of computation and algorithmic promotion, MD simulations have become an important source of complementary information in crystallography and a primary tool for mechanism research [53–65]. Furthermore, MD simulations in combination with Markov state models (MSM) have widely applied to explore the thermodynamics and kinetics of biomolecules [66,67] and to investigate a slew of biological problems, such as protein folding [68], allosteric regulation [69], and molecular mechanism of conformational transition [70].

Gaussian accelerated molecular dynamics (GaMD) is an efficient approach to enable enhanced sampling of distinct biomolecular conformations. By adding a harmonic boost potential to smoothen the system potential energy surface, GaMD captures rare conformations that are inaccessible by conventional MD simulations. Compared with other enhanced sampling methods such as metadynamics, GaMD has the advantage of no need to set predefined reaction coordinates and reducing the energetic noise [71–74].

Here, we performed GaMD (a total of 15 μs) in the combination of MSM to investigate the activation mechanism and conformational landscape of GCCR. The GaMD simulations reveal that the conformational ensemble consists of three different states in the receptor activation. Furthermore, the present work uncovers the allosteric communication driven by different binding events. Gs binding not only stabilizes the intracellular–binding domain but also reduces the fluctuation of glucagon–binding domain, which keeps the GCCR in a fully active state. MSM verifies that Gs is absolutely required for the receptor to reach the fully active state, which is identical to previous structural and experimental studies. Furthermore, the simulations reveal the glucagon-dependent conformational change of H8 and indicate the significant role of H8 in receptor activation. We propose that H8 may initiate the engagement of Gs during the activation process. Together, our study may promote the structure-based design of allosteric modulators for class B GPCRs.

2. Materials and methods

2.1. Structure preparation

Three model systems were built for MD simulations, consisting of the GCCR–NAM complex, GCCR–glucagon complex, GCCR–glucagon–Gs complex. The GCCR–NAM complex (named as NAM–binding system) was built by crystal structure of GCCR (PDB ID: 5XNZ). The extra residues in antibody (mAb1) protein and ligands were removed from GCCR, and the missing residues in the ICL3 domain of GCCR structure were added into the receptor using the Discovery Studio. The GCCR–glucagon complex (named as glucagon–binding system) was built by crystal structure of GCCR (PDB ID: 5YQZ). The extra ligands were removed from GCCR, and the missing residues in the ICL3 domain of GCCR structure were added into the receptor, using the Discovery Studio. The GCCR–glucagon–Gs complex (named as glucagon–Gs–binding system) was built by crystal structure of GCCR (PDB ID: 6WPA). The extra ligands and residues in antibody (Nb35) protein were removed from GCCR, and the missing residues in the ICL3 domain of GCCR structure were added into the receptor. All the mutant and modified residues were mutated back to standard amino acids. Then, the obtained complexes were oriented in the Orientations of Proteins in membrane (OPM) server [75]. The structures were inserted to the DOPC membrane in the CHARMM-GUI server. Next, the systems were embedded in water molecules according to the number of 80 water molecules per one lipid molecule. A salt concentration of 0.15 mol/ L KCl was used to balance the charge. Finally, we obtained the coordinate and topology for Amber by the input generation of the CHARMM-GUI [76].

2.2. Simulation protocols

We used Amber-package to perform Gaussian Accelerated Molecular Dynamics (GaMD) simulation. The program of the Amber-tleap was used to generate the coordinate file and topology files for the stimulation [77]. The lipid 14 force filed parameters was used to model the molecule of the DOPC, the f145SB force field was employed for proteins and Peptide ligands, and the TIP3P model was applied to the water molecules. In addition, we generated the force field for NAM (NNC0640) by the Antechamber package of the Amber. Upon generating the correct input files, the simulations were performed with the four steps, following a protocol that employed in previous study [78–81]. First, the two rounds of energy minimizations were carried out for each system using the steepest descent algorithms with the restriction of 500 kcal mol \(^{-1}\AA^{-2}\). The first minimization with a restraint of 500 kcal mol \(^{-1}\AA^{-2}\) on receptor and ligand, while water and counterions were minimized in 50,000 cycles (25000 steepest descent cycles and 25,000 conjugate gradient cycles). Second, all atoms were subjected to 50,000 cycles of steepest descent and 50,000 cycles of conjugate gradient minimization without any restraint. After that, each system was gradually thermalized from 0 K to 310 K in 500 ps under isothermal — isovolumetric (NVT) conditions. Finally, system equilibration was achieved by a 11 ns in an isothermal — isobaric (NPT) ensemble.

Then, the GaMD simulations were divided into multiple jobs, following the published manual [73,75]. In the GaMD simulations, the system threshold energy was set as E = Vmax. To obtain the maximum, minimum, average, and standard deviation values (Vmax, Vmin, Vav, and σ) of the system potential, 100 ns conven-
tional MD (cMD) simulations with no boost potential were performed. The greatest $\sigma_0$ and $k_0$ were determined through cMD simulations. Second, 60 ns GaMD equilibration were carried out to boost collect potential. Last, the GaMD production simulations were performed with random velocities and the dual-boost potential, including five independent 1 $\mu$s simulations for each system using a time step of 2 fs. During the simulation, the cutoff of 10 Å was used for short-range electrostatic and van der Waals interactions. The particle mesh Ewald (PME) method was employed to evaluate the long-range electrostatic interactions. The SHAKE algorithm was employed for covalent bonds involving hydrogen. The temperature of the system was kept at 300 K using the Langevin dynamics with the coupling time constant of 1.0 ps. The coordinates of the snapshots were collected every 200 ps, for a total of 50,000 frames for each system.

2.3. Principal component analysis (PCA)

PCA is a normal method to analyze large-scale collective motions occurring in biological macromolecules along MD simulations. This statistical technique captures large-amplitude motions of the system by reducing the lot of degrees of freedom to a vital subspace set. To describe the system motions, we calculated and diagonalized the covariance matrix of the receptor Cα atoms to generate a new set of coordinates (named as eigenvectors). The eigenvectors also called Principal Component–PC, and the eigenvalue is associated with the mean square fluctuation contained in the trajectory projected along the eigenvector. Because the first PC (named as PC1) corresponds to the largest amplitude motion of system, the dynamics along PC1 usually represents the “essential dynamics” of system [82]. In the current work, the covariance matrix of the protein Cα atoms was mass-weighted to compute the principal motions of the protein. In detail, the sampled conformations corresponding to the trajectories were projected onto the collective coordinate space that defined by PC1, in terms of the initial structure of the receptor for each system. Then, the visualization of major motions for each system were presented as porcupine plots. To capture differences of the essential properties of structural-dynamic among three systems and keep the comparability, all systems had its trajectory superposed onto the inactive state of GCGR (PDB ID: 5XEZ) and projected along with the first PC (PC1).

2.4. Markov modeling and timescale validation

Markov state models (MSMs) were built for each system using the PyEMMA, following the protocols in the PyEMMA website (http://www.emma-project.org/latest/) [83,84]. According to the previous analysis of GCGR conformational ensemble, we defined and calculated the parameters that we used in the conformational landscape as the input files for the PyEMMA analysis. First, we validated the Markovian property of combined system using the implied timescale test. We clustered the two-dimensional trajectory of each system into 200 microstates with a maximum k-means iteration number of 200. And the multiple transition probability matrices (TPMs) were constructed with a specific lag time. TPMs reflect the possibility of transition among all microstates and determine the relaxation timescales (also termed as implied timescale) through Equation (1):

$$\tau_i = -\tau/\ln \lambda_i$$  

(1)

where $\tau_i$ represents the lag time for constructing TPMs, and $\lambda_i$ is the i-th eigenvalue of the TPM. The relaxation timescale $\tau_i$ for the transition of microstate relaxes in $i^{th}$ time is calculated using the Equation.

In practice, the implied timescale is generated from the eigen decomposition of TPMs under the situation that the sequence of eigenvalues corresponds to the sequence of transition. The first eigenvalue ($\lambda_1$) reflects the slowest transition. If the $\tau_i$ curve (especially for $\tau_1$) starts to be flattened from a specific lag time, we consider that the system is Markovian mode [85]. As shown in Fig. S5B, the $\tau_i$ curves start to be flattened from a lag time than 40 ns. Thus, for the more accurate MSM analysis, we specified the lag time of 40 ns for all systems.

2.5. PCCA+ analysis and capture the representative structures

Based on the results of timescale test, we used the Perron cluster (PCCA +) analysis to assign the microstates to several metastates. In order to validate our MSM estimation in metastates, we employed the method of Chapman-Kolmogorov (CK) test to check whether the transition probability estimated by MSM analysis is highly close to the practical transition process [86]. When we clustered 200 microstates into 5 metastates for the system, we can see a suitable agreement between models estimated and predictions of the model (Fig. S6). The CK test well validated the Markov model in a 5 metastates that we constructed for GCGR.

Then, using the mdtraj package, we extracted the structures close to the microstate cluster centers of each metastate into the trajectories for the corresponding metastates [87]. Next, using the obtained trajectories, the representative structure of each metastate was captured according to the similarity score $S_{ij}$ in the Equation [2], the structure with the highest $S_{ij}$ among the trajectories was considered as the most representative conformation of the metastate. The $d_{ij}$ is the RMSD between the conformations i and j, while dscale is the standard deviation of $d$.

$$S_{ij} = e^{-d_{ij}/\text{dscale}}$$  

(2)

Furthermore, we calculated the proportions and all representative structures, and mapped the structures onto the landscape generated from the cluster method.

2.6. Cross-correlation analysis

Here, we perform Correlation analysis to identify the coupled motions between Cα atoms (i and j) in the simulation systems. “Pearson-like” cross-correlation (CC$_{ij}$) analysis is a method to calculate the collinear correlations between the atoms i and j [88]. The CC$_{ij}$ matrix can be computed as a normalization of the covariance matrix:

$$CC_{ij} = \frac{\langle(r_i - \langle r_i \rangle)(r_j - \langle r_j \rangle)\rangle}{\langle(r_i^2 - \langle r_i \rangle^2)(r_j^2 - \langle r_j \rangle^2)\rangle}$$  

(3)

where $r_i$ and $r_j$ represent the position vectors of atoms i and j. Positive values of the CC$_{ij}$ coefficients represent lockstep motions between atoms i and j, and negative values of CC$_{ij}$ indicate relative motions. The magnitude of CC$_{ij}$ coefficients represent the strength of the correlation.

2.7. Generalized-correlation (GC$_{ij}$) analysis

The method of Generalized-Correlation (GC$_{ij}$) analysis was used to capture the dynamic correlations motions in the MD systems [89]. Comparing with the traditional Pearson coefficients, GC$_{ij}$ analysis has the advantage of capturing the non-linear correlations by calculating the correlations independently on the relative orientation of the atomic fluctuations. In this analysis, two variables of position vectors ($r_i$ and $r_j$) will be considered correlated when their joint probability distribution, $p(r_i | r_j)$, is smaller than the product of their marginal distributions, $p(r_i) \cdot p(r_j)$ . The mutual information
(MI) is a measure of the degree of correlation between \( r_i \) and \( r_j \) defined as function of \( p(r, r_i) \) and \( p(r_i) \cdot p(r_j) \) according to:

\[
MI[r_i, r_j] = \int p(r_i | r_j) \ln \frac{p(r_i, r_j)}{p(r_i) \cdot p(r_j)} \, dr_i \, dr_j
\]  

(4)

Notably, MI is closely related to the definition of the Shannon entropy, \( H[r] \). For the expectation value of a random variable \( r \), \( H[r] \) has a probability distribution described as function [5]:

\[
H[r] = \int p(x) \ln p(x) \, dx
\]  

(5)

Thus, the MI can be computed as:

\[
MI[r_i, r_j] = H[r_i] + H[r_j] - H[r_i, r_j]
\]  

(6)

where \( H[r_i] \) and \( H[r_j] \) are the marginal Shannon entropies, and \( H[r_i, r_j] \) is the joint entropy, providing a link between correlations of the motions and information content. The g_correlation tool, as implemented in GROMACS 3.3 [90], was employed to calculate the fluctuations of atomic positions from MD simulations. Since MI varies from 0 to \( +\infty \), normalized generalized correlation (GC) coefficients, ranging from 0 (independent variables) to 1 (fully correlated variables), are defined as:

\[
GC_q[r_i, r_j] = \left( 1 - e^{-2M_i[r_i]/d} \right)^{-1/2}
\]  

(7)

where \( d \) is the dimensionality of \( r_i \) and \( r_j (d = 3) \).

2.8. Community network analysis (CNA)

Using the NetworkView plugin in VMD [92], we computed the community organizations of different systems based on the correlation coefficient matrix. The protocols and cutoff followed the guideline of Dynamic Network Analysis. In this analysis, each Cα atom was recognized as a node. First, the coefficient \( X_{ij} \) was for Cα pairs were calculated by function [7] was calculated as:

\[
X_{ij} = \frac{\langle r_i - \langle r_i \rangle \cdot (r_j - \langle r_j \rangle) \rangle}{\sqrt{\langle (r_i - \langle r_i \rangle)^2 \rangle \cdot \langle (r_j - \langle r_j \rangle)^2 \rangle}}
\]  

(8)

Where \( r_i \) and \( r_j \) represents the positions of the \( i_{th} \) and \( j_{th} \) Cα atoms.

The edge connections (the inter-node distances) are defined using the \( X_{ij} \) coefficients according to function [9]:

\[
W_{ij} = -\log |X_{ij}|
\]  

(9)

where \( i \) and \( j \) represent the two nodes and \( X_{ij} \) was calculated using function [8]. Two nodes are considered connected if Cα atom of the two residues is within 4.5 Å for at least the 75 % of the simulation time. The resulting dynamical network weighted by \( W_{ij} \), with information on the critical nodes that are important for the communication within system. In the weighted network, a set of “communities” can be identified. These local substructures can be obtained with the Girvan-Newman algorithm, which is a divisive algorithm that uses the “edge betweenness” partitioning criterion [93]. These communities do not necessarily correspond to the domain definitions of the protein, and the members of the same community can be distant in sequence. Communities are groups of nodes in which the network connections are dense but between which they are sparse. The allosteric signal is assumed to travel from the communities with the various identity members. The width of an edge (edge betweenness), defined as the number of shortest paths that pass through the edge in the network, is used to measure the importance of the edge for communication within the network. The edges with the highest betweenness connect many pairs of nodes and form the link between different communities. High edge betweenness associates with pairs of residues that are important for the communication flow within the weighted network.

In the community network graph, different communities of are represented as spheres connected by bonds. The width of the bonds connecting the communities is proportional to the sum of edge betweenness, is a measure of the strength of the communication between different communities.

3. Results

3.1. Different binding events induce distinct conformational dynamics

To uncover the molecular mechanism of GCGR activation, a 1 μs GaMD simulation was performed for three systems, including the NAM-bound inactive state, the agonist glucagon-bound active state, and both glucagon- and Gs-bound fully active state in five replicates (totally 15 μs) to enhance sampling and cover broad conformational space (see Materials and methods). To assess the conformational ensemble of GCGR, we defined two order parameters, RMSD \(_{dif} \) and distance \(_{TM3-TM5} \), for characterizing the free-energy landscape. It is well-established that the outward of TM6 is a hallmark in the process of receptor activation and thus the RMSD differences of TM6 in the distinct binding events of GCGR can uncover conformational changes [16]. In our analysis, RMSD \(_{dif} \) was calculated as the \( Cx \) atoms of RMSD difference of TM6 between the fully active (Gs–glucagon binding) conformation (PDB ID: 6WPW) and the inactive (NAM binding) conformation (PDB ID: 5XZ). The smaller value of RMSD \(_{dif} \) represents the more approaching to the fully active state. The distance between the centers of mass of the intracellular ends of TM3 (G246 3.51, L247 3.52, Y248 3.53, L249 3.54, and H250 3.55, superscripts indicate the Ballesteros – Weinstein numbering for GPCR residues), and TM6 (Y343 6.34, K344 6.35, F345 6.36, R346 6.37, and L347 6.38) was calculated as the second collective variable (distance \(_{TM3-TM6} \)). The larger value of distance \(_{TM3-TM6} \) means the more outward movements of TM6.

Different binding events sample distinct conformational ensemble of GCGR as revealed by the analysis of two-dimensional landscapes (RMSD \(_{dif} \) and distance \(_{TM3-TM5} \)) (Fig. 1B and Fig. S1). NAM binding stabilized a major conformation located in regions with RMSD \(_{dif} \) of approximatively 3–4 Å and distance \(_{TM3-TM5} \) of approximatively 18 Å. Upon glucagon binding to the receptor, GCGR underwent larger fluctuations compared to the NAM-bound state, suggesting significantly conformational plasticity of the receptor in the presence of glucagon. Noticeably, glucagon stabilized two representative conformations of GCGR with different locations, one resembling the NAM-bound state, and the other with RMSD \(_{dif} \) of approximatively 2.5 Å and distance \(_{TM3-TM5} \) of approximatively 18 Å. However, in both Gs–glucagon-bound state, the receptor conformational space was restrained in regions with RMSD \(_{dif} \) of approximatively 3.5 Å and distance \(_{TM3-TM5} \) of approximatively 20 Å, which was opposite to the conformational ensemble of NAM-or glucagon-bound systems. Together, we identified the conformational ensemble of GCGR associated with the different binding event-driven activation (NAM, glucagon, and Gs–glucagon). We observed that the conformational ensemble of GCGR contained three distinct conformations. Glucagon binding stabilized two different conformations, one located at a similar position to the NAM binding system and the other at a different position from both NAM and Gs–glucagon binding systems. This observation indicated that the conformational ensemble of GCGR may consist of three conformational states in the activation process. Indeed, previous MD simulations also suggested that GPCRs adopt multiple inter-
mediate states in the progress of activation [40] and recent nuclear magnetic resonance (NMR) spectroscopy on the adenosine A2A receptor (A2AR) has revealed that the active ensemble of A2AR encompasses at least three distinct conformations [96], further supporting our MD simulation results.

3.2. Glucagon binding leads to the high dynamics of GCGR

The conformational landscapes suggest that GCGR is more dynamic in the presence of glucagon. To test this hypothesis, principal component analysis (PCA) was performed to capture the differential dynamics (Fig. 2A). We defined the orthosteric site of glucagon as the agonist binding domain (ABD) (Fig. S2), which consists of ECL1-2 and the extracellular ends of TM1–TM3 and TM5–TM7. The allosteric site of NNC0640 was named as the Gs binding domain and the Gs binding site was defined as the intracellular binding domain (IBD), which includes ICL2-3 and the intracellular ends of TM1–TM3, TM5–TM7, and H8 (Fig. S2). The visualization of principal component 1 (PC1) showed that glucagon binding induced more dynamic movement of IBD than the other two systems. For example, no obvious motion of the IBD was observed in both NAM- and Gs–glucagon-bound systems. The crystal structure of GCGR–NNC0640 has shown that the binding site of NAM locates at the intracellular end of the TM6, which restrains the conformational movement of the TM6. While the addition of Gs decreases the motions of both IBD and ABD (Fig. 2A). The root-mean-square-fluctuation (RMSF) analysis was further performed to measure protein flexibility (Fig. S3). In agreement with the PCA analysis, the IBD of GCGR in the presence of glucagon was highly flexible. Upon NAM or Gs binding, the flexibility of the IBD region was reduced.

Simultaneously, we extracted the representative conformations of three systems using Mdtraj package [87]. In agreement with the results of free-energy landscapes (Fig. 1B), structural alignment showed that GCGR presented three different conformations (inactive, active, and fully active), with the most distinguishing conformational differences of the TM6 and H8 (Fig. 3A). The representative conformation of the NAM-bound system resembles the crystal structure of NNC0640-bound GCGR (PDB ID: 5XEZ). The TM6 conformation presents no outward movement of the intracel-
lular end of TM6, with a lack of a sharp bend of the conserved PxxG motif (P356^G - LL - G359^G) in the TM6 (Fig. S4A). As a result, this conformation was named the “inactive” state. The representative conformation of the Gs–glucagon-bound system equals the crystal structure of full agonist–Gs bound GCGR (PDB ID: 6WPW). Compared with the inactive state, the intracellular end of TM6 of this conformation moves farther away from the transmembrane core (around 19.0 Å). Thus, this conformation of both Gs–glucagon-bound receptor was named as the fully active (Fig. 3B). However, glucagon binding stabilizes two different conformations. One presents a similar feature of the intracellular end of TM6 and H8 to the inactive state (Fig. S4). Nevertheless, a distinct conformation with the unique feature of TM6 and H8 from the inactive state and fully active state was found. The outward extent of the intracellular end of the MT6 is between the inactive and fully active states (around 4.2 Å), and the H8 moves towards the intracellular end of the receptor. Comparing the inactive state, the PxxG motif in the TM6 presents no sharp bend (Fig. S4B and C), but the conformational rearrangements located at NAM binding site were observed. For example, the N^8.47 moves towards TM1, leading to the rupture of the hydrogen bonding interactions between NAM and N^8.47. In addition, R^6.37 moves away from the TM7 accompanied by the outward movement of the intracellular end of the TM6, breaking the hydrophobic interactions between NAM and R^6.37 (Fig. 3C). These rearrangements indicated that this conformation represents an active–like conformation with the impaired NAM binding site. Thus, we defined the second representative conformation of glucagon-bound GCGR as the active state.

3.3. Gs binding rewires the orthosteric site and is required for activation of GCGR

The results of PCA and RMSF showed that the addition of Gs reduced the fluctuation of ABD (Fig. 2 and Fig. S3), suggesting that Gs plays an important role in the stabilization of the orthosteric site. To validate this hypothesis, two correlation analyses were carried out. The traditional Person cross-correlation (CC_ii) analysis is a
well-known method to measure the collinear correlations between two atoms. The negative coefficients represent the relative motions and the positive coefficients represent the lockstep motions) motions and the absolute value of coefficients are proportional to the correlation. The generalized correlation \( (GC_{ij}) \) is a power scheme to compute the non-linear correlations based on the mutual information between atoms. We employed the \( GC \) analysis to evaluate the coupled linear motion (Fig. 4A) and the \( GC \) analysis to monitor the non-linear correlation (Fig. 4B). The \( GC \) pattern showed that the NAM binding yielded more coupled motions between the residues at the ABD. For instance, the highly relative motions between the ECL2, the extracellular end of TM5, and the extracellular end of TM7 (Fig. 4A). The more coupled motions indicated the instability of ABD, which was in line with the result of PCA. Therefore, NAM binding exerted the inhibitory function on GCGR not only by restraining the movement of TM6 but also by decreasing the stability of the ABD to impair the affinity of glucagon. In contrast, the glucagon binding induced the non-linear correlated motions between the residues at both the ABD and IBD, such as the high correlation between the extracellular end of TM7, the H8, and the intracellular end of TM6 (Fig. 4B). This was consistent with the high dynamics of GCGR in the presence of glucagon. Strikingly, no significant coupled motions in the Gs–glucagon-bound system, which was identical to the PCA results. Furthermore, we computed the probability distributions of correlation coefficients of \( GC \). The \( GC \) coefficients of glucagon–Gs-bound system distributed with a peak of approximatively 0.5, while NAM-bound and glucagon-bound systems distributed with a peak of approximatively 0.6, which indicated that the \( GC \) correlation of the whole system was much weaker in the presence of glucagon and Gs (Fig. S5A). Thus, the coupled motions of ABD and IBD were dominantly decreased after the binding of Gs. Collectively, these results suggested that Gs plays a vital role in stabilizing the IBD and further rewiring the ABD, and is a positive regulator for glucagon binding affinity.

To shed light on the role of Gs in the activation of GCGR, we aligned the Gs onto three representative conformations of GCGR (inactive, active, and fully active states). All conformations except the fully active state had steric clashes with the helix s5 of Gs (Gs5), a major domain of Gs that interacts with the IBD of GCGR. Although the TM6 in the glucagon-bound GCGR adopted the open conformation, the intracellular cavity of this agonist-induced active state cannot accommodate the Gs5 binding (Fig. 4C). Thus, we concluded that GCGR can't reach the fully active state in the glucagon alone binding and the Gs is required for the receptor to achieve activation.

### 3.4. MSM reveals the transitions between different states

MSM is a precise method to summarize the equilibrium of the conformational ensemble, quantifying the thermodynamic properties (such as transitions timescale). According to the parameters used in the free-energy landscape, we combined all the trajectories to build an MSM for calculating the transition between different states using PyEMMA [94]. A 200-microstate MSM was constructed and then validated the Markovian of the properties by timescale validation. As shown in Fig. S5B, the ti curves of the system started to be flattened from a lag time of 40 ns. Thus, the lag time of 40 ns was used for the following analysis. Based on the results of the timescale test, the Perron cluster (PCA+) analysis was used to assign the microstates to 5 metastates, which were further confirmed by a Chapman–Kolmogorov test (Fig. S6). Then, using the Mtraj package, we extracted the representative structure of all metastates and calculated the proportion of each metastate. The metastates (whose proportion was occupied by the top-three) were mapped onto the free-energy landscapes (Fig. S7).

Based on the parameters of the cluster, three metastases were selected as the representative conformations corresponding to the inactive, active, and fully active states. The proportions of three representative conformations were 54.1%, 10.3%, and 32.3% for the inactive, active, and fully active states, respectively (Fig. S7). As shown in Fig. 5A, the transition path theory (TPT) was used to map the transition timescales among the inactive, active, and fully active states. The transition time from the inactive to active states (82.9 µs) was significantly longer than that from the active to the inactive state (9.11 µs). This observation was supported by the previous data that GCGR was normally stabilized in the inactive state in the presence of glucagon, and the active conformation also existed in its ensemble with a smaller proportion [16]. The transition from the active to the fully active states (4073.4 µs) was far longer than the timescale from the inactive to active states or the active to inactive states. This result indicated that the transition from the active to the fully active state was extremely slow when the agonist glucagon alone was bound. As such, it is an absolute requirement of the Gs to reach the fully active state of GCGR.

From the perspective of the conformational ensemble, the detailed transition mechanism of GCGR activation was highlighted (Fig. 5B and C). NAM binding selects and stabilizes the inactive conformation of GCGR, with the influence of the stability of ABD. Upon glucagon binding to the GCGR, the glucagon stabilizes two different conformations (inactive and active states). Glucagon plays a partial active function in receptor activation, with the stabilization of a metastable conformation that may be beneficial to the binding of Gs. Gs selects the active state of GCGR, and induces the receptor to further open the intracellular cavity to reach the fully active state. Meanwhile, Gs stabilizes the ABD and IBD of the receptor to keep the receptor in a fully active state. Thus, Gs plays a dual allosteric communication in the activation of GCGR.

### 3.5. Multiple allosteric pathways of information transfer

To investigate the pathway of allosteric communication driven by different binding events, we performed community network analysis for three systems. Analyzing the NAM-bound system, a strong communication path was found between the transmembrane helix. The TM7 of GCGR formed two communities (8 and 9), which indicated the increased stability of IBD. However, the communications linking to the ECL1 (community 5) were weaker than other linkages. For example, the communication between community 3 and community 5, which indicated the instability of ABD (Fig. 6A). These observations were in line with the results of PCA and MSM. Thus, NAM binding may regulate the ABD through the TM7 of GCGR through a pair of critical nodes (F7.44 and F7.48) connecting the TM7 related communities. The two hydrophobic residues are underneath the ABD (Fig. S8) and NAM binding may influence the stability of ABD by impacting the hydrophobic interactions in the ABD.

Upon the Gs binding, a new communication between the community “6” and “7” emerged, which was formed by residues from the intracellular ends of TM5 and TM6 and ICL3. The critical nodes are the H209 and D211 of ICL3 (Fig. S8), which could form salt bridges and enhance the stability of IBD. Compared with the NAM- or glucagon-bound systems, the communication between the ECL1 and TM3 (community 8° and 9°) was enhanced in the Gs–glucagon-bound system (Fig. 6C), which might explain the stabilizing effect of Gs for the ABD. In the glucagon-bound system, the residues of TM7 only formed one community (10), the communications between ECL1 and TM3 (community 3° and the community 5°) were weak, which was identical to the PCA and RMSF. Notably, a new community (11°) of H8 was formed and communicated with the community (10°) of TM7 related community (Fig. 6B). The critical nodes are C7.58 and N8.47. Several residues of TM7 (such as R7.35
and D7.42) locate in the glucagon binding pocket, and make polar interactions with glucagon. Mutation and structural experiments have confirmed the N8.47 is important to Gs activation and forms hydrogen bonding interactions with Gs (Fig. S8) [95]. The H8 consists of many polar residues (N8.47-KEVQSELRRR-W8.61), and the key residues of the Gα5 that account for binding are also polar (385–392: DIIQRMHLRQYE). Thus, we speculate that the activation of receptor by glucagon may depend on the H8 domain, and the polar residues at the H8 domain, especially the N8.47, may initiate the engagement of Gs to the receptor via attractions between the polar residues.

To further demonstrate the function of H8, we added the Gs into the glucagon-bound GCGR and performed additional MD simulations. As shown in Fig. 7, the Gs approached the H8 of the receptor along with the simulation. We calculated the distance between the N8.47 and the E392 of Gα5 and this distance decreased from 25.2 to 10.8 Å, which indicated that the polar residues (especially the N8.47) of H8 initiated the engagement of the Gs to the receptor (Fig. S9). This observation supported the receptor activation by glucagon through the H8 domain, and the polar residues of H8 especially N8.47 help the receptor to recruit the Gs.

Fig. 4. Gs binding decreases the correlated motions in the ABD and IBD and is required for the activation of GCGR. (A) Cross-correlation (CCij) map for NAM-bound (left), glucagon-bound (medium), and Gs–glucagon-bound systems. The CCij is colored in blue (for CCij ≤ 0, relative motions) to purple (for CCij ≥ 0, lockstep motions). (B) The generalized correlation (GCij) map for NAM-bound (left), glucagon-bound (medium), and Gs–glucagon-bound systems. GCij is colored green (uncorrelated) to violet (correlated). (C) The structural alignment between the Gα5 of Gs and IBD of GCGR. The Gα5 of Gs is colored in raspberry, and the IBD of GCGR is colored in terms of states (inactive, gray; active, light blue; fully active, dark blue). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

4. Discussion

Multi-microsecond GaMD simulations elaborate the changes in the conformational ensemble of GCGR. We performed five independent replicas for each simulation system and observed the analogous free-energy landscapes (Fig. S10). Combining with the correlation, MSM, and community analyses, we observed a distinct and allosteric coupling motion between the IBD and ABD driven by three different binding events, including the NAM, glucagon, and Gs–glucagon. NAM binding restrains the motion of TM6 and impairs the stability of the ABD, which represents negative cooperativity between the IBD and ABD. Upon glucagon binding, it initiates the movement of TM6 and H8 and leads to positive cooperativity between the IBD and ABD. Two major conformations are stabilized by glucagon, the inactive and active states. The active conformer presents a different conformation of TM6 and H8, which is distinct from the fully active state. In the glucagon-bound GCGR, the H8 plays a significant role in attracting Gs to the IBD. However, the active conformation cannot accommodate the binding of Gs, and it further needs the Gs to reach the fully active state. Gs plays an induced-fit role in the late process of activation, which triggers
the opening of the intracellular end of TM6 and stabilizes the IBD. Furthermore, Gs binding rewire the orthosteric site and stabilizes the ABD, which is beneficial to glucagon binding.

NMR researches have demonstrated that the conformational diversity of GPCR in the presence of agonists is revealed by the existence of the inactive state in the conformational ensemble of A2AR in presence of agonists [96]. We found that the conformational ensemble of GCGR also includes an inactive state in the presence of glucagon. Accumulating evidence suggests that GPCRs adopt multiple intermediate conformations in the proceeds of activation. For example, the crystal experiment has reported two different active conformers of neurotensin receptor 1 [97–99].In agreement with these works, our MD simulations revealed a new intermediate (active state) and obtained the conformational ensemble consisting of three different states of GCGR. Previously, researchers proposed that the intermediate and fully active state distributes with a higher activation energy barrier for GCGR than β2 adrenergic receptor (class A GPCR). Glucagon shifts the conformation population by increasing the frequency of the intermediate. Our analysis provides the evidence for this hypothesis. Indeed, we observe and validate the inactive and an intermediate (named active state in our study) of GCGR in the glucagon-bound system.

Previous fluorophore monobromobimane-labeling experiments revealed slight conformational changes of the intracellular end of TM6 and proposed that the effect of glucagon associated with receptor activation may act on other intracellular regions near the TM6 [16]. Encouragingly, our simulations provide the answer

**Fig. 5.** Gs binding induces the transition from the active to the fully active states. (A) The transition timescales among the inactive, active, and fully active states. The circle presents the inactive state (gray), the hexagon represents the active state (light blue), and the fully active state is shown in hexagon (dark blue). (B) The model of conformational transition between the inactive, active, and fully active states. (C) Model of the simplified free energy landscape for describing the effect of NAM, glucagon, and Gs on the equilibrium among the inactive, active, and fully active conformations of GCGR. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

**Fig. 6.** GCGR presents different allosteric communication in the presence of glucagon. The community networks for NAM-bound system (A), glucagon-bound system (B), and Gs–glucagon-bound system. The communities are shown as circles with different colors. The edges represent the connections among communities and the width is proportional to the cumulative betweenness of community edges. The receptors are shown as the cartoon and colored by community distribution.
and the N 8.47 is the key residue in the allosteric communication. The community of H8 is formed in response to glucagon binding, and the N 8.47 is the key residue in the allosteric communication of H8. It indicates that the activation of the receptor by glucagon may depend on the H8, especially the N 8.47. Further simulations supported the notion that the N 8.47 of H8 help the receptor recruit the Gs upon glucagon binding, with the approaching of Gs to the N 8.47 of H8 along the simulation.

Crystal and MD analysis highlighted the role of induced–fit of Gs on the activation of GCGR [101, 102]. Indeed, our MSM analysis revealed that Gs is required for triggering the intracellular end of TM6 to open the IBD of the receptor for Gs binding. The stabilizing effect of Gi protein has been reported on class A of GPCR–adrenosine A1 receptor (A1R) [101]. In line with class A of GPCR, the Gs protein has a stabilizing effect on the ABD and IBD of GCGR to keep the fully active state of the receptor. Previous single-molecule fluorescence spectroscopy (FRET) provided a detailed explanation for the increased agonist efficacy observed with a positive agonist modulator (PAM) [102]. We here revealed that NAM can allosterically influence the glucagon binding affinity. NAM induced the fluctuations of ABD and restricted TM6 movement, which was supported by the crystal structure of GCGR – NN06040 (PDB ID: 5XEZ).

The distinct allosteric regulation between the ABD and IBD may benefit the optimization of allosteric modulators of class B GPCRs. This study may provide an alternative way for the discovery of novel allosteric modulators of GCGR, which will promote the development of structure-based drug discovery and precision-tuned therapeutics. A possible limitation of this work is that we don’t observe a metastable conformation that resembles the fully active state in the glucagon alone bound-GCGR, which may be solved by longer timescale simulations. In addition, it will be interesting to check the conformational landscape of PAM/ago–PAM ligand binding systems. Yet, such structures have not been solved by the cryo-electron microscopy or X-ray crystallography so far. There are no accessible initial structures to run MD simulations. Based on the current study, we propose that the PAM binding system might display the conformational landscape with the active state representative conformation. In the ago-PAM binding system, the landscape may display two kinds of states. The large frequency is active state, and the smaller frequency is the fully active state. These predictions might be verified through MD simulations if these initial structures are solved.

5. Conclusion

Our work described the activation–associated free–energy landscapes of GCGR, with a newly discovered active state conformation. The structural and MSM analysis illuminate how the conformational ensemble shifts in the progress of the receptor activation, which stays in step with previous NMR and crystal results of GPCRs. We demonstrate the detailed effect of glucagon and Gs binding in the receptor activation and extend the allosteric mechanism of GCGR activation. Glucagon binding induces the conformational changes in the TM6 and H8 and plays the role of shifting conformational ensemble by increasing the population of the active state. Two different states (inactive and active) of GCGR are observed in the glucagon-bound system. The active state of GCGR facilitates the binding of Gs with the H8 resembling the fully active state. We propose that the active state of H8 attracts the Gs to the IBD by polar interactions, and then Gs binding induces the conformational changes of the intracellular end of TM6 to open the Gs binding cavity. Furthermore, Gs plays a role of dual stabilization for the binding of Gs and glucagon to stabilize the fully active state. Overall, this study may provide a promising guidance for the allosteric modulator design of class B GPCRs.
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