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Abstract

We introduce feature alignment\(^1\), a technique for obtaining approximate reversibility in artificial neural networks. By means of feature extraction, we can train a neural network to learn an estimated map for its reverse process from outputs to inputs. Combined with variational autoencoders, we can generate new samples from the same statistics as the training data. Improvements of the results are obtained by using concepts from generative adversarial networks. Finally, we show that the technique can be modified for training neural networks locally, saving computational memory resources. Applying these techniques, we report results for three vision generative tasks: MNIST, CIFAR-10, and celebA.
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1. Introduction

Feature extraction (Olah et al., 2017) is a set of techniques aiming to find inputs, known as features, that maximize the activation of one or more neurons. Usually, feature extraction is used as a method for model interpretability, where one seeks to understand a neural network by analyzing how much each neuron contributes for modelling the training data. The process of obtaining these features is, in a sense, an attempt towards reversing a neural network. Since a neural network is composed by functions which map inputs to outputs, a feature is the input we would have given a target activation for a group of posterior selected neurons.

Reversibility of neural networks relates to how well one can reverse the map from the activation of target neurons to the input neurons (Aidan N. Gomez and Grosse, 2017). Usually, neural networks are not reversible, due to a few reasons: non-reversible activation functions, for example ReLU (Agarap, 2019), non-orthogonal weights, and lack of one-to-one relationships. One advantage of reversible neural networks, besides the reversing mapping, is its memory efficiency: while non-invertible networks need to store all the activations for the backward pass during training, reversible networks allows the storage of fewer activations to update the trainable parameters.

Reversibility also constrains the number of possible models, as there are many possible parameters configurations which model the data. For example, if one considers an analytical function that one wishes to approximate by a sufficiently parameterized neural network, with the pair of data \(\{x, f(x)\}\), there are a number of local minima which estimates the function\(^1\).

\(^1\) Code available at https://github.com/tiago939/feature_alignment
\[ x \to f(x) \], each one obtained by a different random initialization of the neural network parameters (assuming optimal convergence). By imposing the restriction of reversibility \( f(x) \to x \), we can reduce the number of optimal points toward which a neural network can converge.

Memory is often a bottleneck for neural networks. The backpropagation algorithm (Linnaimmaa, 1976; Rumelhart et al., 1986), widely used in modern deep learning for training, requires the storage of the activation of all neurons of a network in order to update its parameters. Local training rules (Baldi and Sadowski, 2016) allow a more efficient memory optimization of neural networks. By constraining the trainable parameters, such as the weights, to be updated only by local variables (the information contained in the neurons that share the same parameter), we can reduce the memory requirements to load a model in hardware such as CPUs and GPUs. This constraint can save memory resources and has many potential applications, from low-memory devices (Velichko, 2020; Sohoni et al., 2019) to training large batch sizes (Gao and Zhong, 2020; You et al., 2017), and, even further, to train very large neural networks (Jing and Xu, 2019).

This paper makes use of feature extraction for inverse mapping, a technique for approximated reversibility of neural networks that can be implemented in several architectures. We show that feature alignment makes neural networks approximately reversible for a given training data. We also adapt the technique for local training, showing results for the reconstruction of images.

2. Related work

Several works have been done on the area of feature extraction, specially applied for model interpretability and explainability (Shahroudnejad, 2021; Fan et al., 2021; Gilpin et al., 2019). These techniques, used for extracting features, usually consist in activation maximization (Mahendran and Vedaldi, 2016), where a group of neurons, which can involve from a single neuron up to an entire layer (or channel for convolutions), is selected to extract the feature by maximising its activation.

Many techniques of feature extraction consist in studying features in already pretrained classifiers (Nguyen et al., 2016b). Other techniques consist in searching for features in the latent space (Yujun Shen and Zhou, 2020). Feature extraction can also be used for understanding which parts of an input contribute the most for the target activations (Selvaraju et al., 2020; Springenberg et al., 2015; Zintgraf et al., 2017).

In a generative process, we want to produce new examples with the same statistical distribution as the training data. There are different techniques to model the data for generation. Among these techniques, autoencoders, generative adversarial networks, and normalizing flows are very popular. Autoencoders (AE) have two networks: an encoder that projects the inputs into a vector, usually with smaller dimension, and a decoder that reconstructs the input from this vector. The compressed vector has a high level representation of the model, in which each neuron contributes to properties beyond the data level at the input layer (Lee et al., 2011). Autoencoders are commonly trained in a unsupervised fashion, nevertheless there are variants that include labeled information to further increase training for a specific objective. Variational autoencoders (VAE) (Kingma and Welling, 2014, 2019; Doersch, 2021) improve the sampling ability by projecting the data into a prob-
abilistic latent vector. Generative adversarial networks (GANs) (Goodfellow et al., 2014; Salehi et al., 2020; Gui et al., 2020) are another example of a generative method. By having two competing networks, a generative which takes a random low-dimensional input and outputs an image, and a discriminator network that compares the images from the training data set and the sampled ones from the generator. The competition arises by training the generator to fool the discriminator by generating images as closest to the training data set as possible. Normalizing flows (Papamakarios 2019; Kobyzev et al. 2020; Kingma and Dhariwal, 2018) generate images by transforming a simple distribution to a more complex one by a series of reversible transformations.

There have been works combining autoencoders with GANs (Larsen et al., 2016). The work done in Refs. Nguyen et al. (2016a); Dosovitskiy and Brox (2016) is related to ours. They synthesized new images with the same statistics as the training data by imputing features to a generator network. The main difference is that, in these previous articles, the features are obtained with a pretrained network.

Most works on reversibility consist in architectural changes of neural networks (Atapattu and Rekabdar, 2019. Schirrmeister et al., 2018; Grathwohl et al., 2018; Behrmann et al., 2019; Leemon Baird and Ingkiriwang, 2005). These changes guarantee a one-to-one relationship between inputs and outputs. BiGAN (Donahue et al., 2017) constructs a generative network and a reverse network that inputs images back to noise, which can be used to obtain a latent representation of a data set directly.

Local learning rules have been explored since Donald Hebb proposed a simple model for learning in the brain (Hebb, 1949). The main advantage of this kind of learning algorithm is requiring lower memory resources. Some works are biologically inspired (Krotov and Hopfield, 2019; Lindsey and Litwin-Kumar, 2020), while others focus solely on efficiency (Isomura and Toyoizumi, 2016, 2018). There is a growing body of work discussing whether the brain does backpropagation (Whittington and Bogacz, 2019; Song et al., 2020), with some approximations for training artificial neural networks (Millidge et al., 2020; Salvatori et al., 2021; Lillicrap et al., 2020).

3. Methods

Let $E(x; \theta)$ be a neural network with inputs $x$ and trainable parameters $\theta$. The output is a latent vector $z_x$ with an arbitrary number of neurons.

3.1 Feature alignment

The feature alignment encoder consists of a neural network with parameters $\theta$ and an arbitrary number of latent variables as the output. From a data set $x \in \mathbf{X}$, $z_x = E(x; \theta)$ is the output from an input $x$. With the same network, $z_r = E(r; \theta)$ is the output from a random input $r$ with the same dimension as the input data.

The feature $\hat{r}$ of $z(x)$ is obtained by minimizing a distance function $\mathcal{L}(z_x, z_r)$ with respect to the random inputs $r$. By minimizing this distance, the random input will evolve continually according to a gradient flow:

$$\frac{\partial r}{\partial t} = -\frac{\partial \mathcal{L}}{\partial r}.$$  \hspace{1cm} (1)
In feature alignment, we have two encoders that share the same parameters. Left: at training time, the network is trained to approximate $\hat{r} \approx x$. Right: during inference, we sample $z_x$ from either the data or a known distribution to obtain the features.

Since $z(x)$ is fixed, $r$ will evolve such as the function of the random variables will approximate $z(x)$ as much as possible (See appendix A.1). We want to solve equation (1) as efficiently as possible in time and memory. By discretizing the gradient flow, we obtain an approximation for the feature:

$$r^t = r^{t-1} - \tau \frac{\partial L}{\partial r},$$

with $\tau$ being a hyperparameter that weights the contribution of the gradient. Equation (2) is similar to activation maximization, except that we are minimizing for the neurons to have a target activation. These updates are done in $T$ time steps. Properly optimized, the solution to equation (2) converges to a feature by approximating the inverse of the weights (see Appendix 1). So then, optimizing the parameters of the network, the weight matrix between layers will have the orthogonal property $w^T w = I$, which implies in approximated reversibility (see Appendix 2).

After we extract the feature $\hat{r}$, we measure how similar it is to the inputs $x$ by a new loss function $L(x, \hat{r})$. This second loss function is used for training the encoder by optimizing its parameters. As the neural network is trained, the encoder learns, not only to map the inputs to the latent variables, but also the reconstruction of the inputs from the latent vector. Following training, we can reconstruct the inputs by knowing only the latent vector. Figure 1 and Algorithm 1 summarize the feature alignment technique. Notice that we initialize $r$ with the same shape as $x$.

### 3.2 Variational autoencoders with feature alignment (VFA)

One issue with the encoder, and autoencoders in general, is its inability to generate new samples with the same statistical distribution as the training data. The latent variables from the data are associated to a distribution of variables which might be too complicated for an effective sampling. To solve this problem, we use a variational autoencoder (VAE) formulation, except by removing the decoder network. In the VAE, the output of the encoder is coupled with two layers that return the mean value $\mu_x$ and variance $\sigma^2_x$ of the
data. We constrain the latent vector to have a distribution that is easy to sample (usually a Gaussian distribution), by comparing two probability distributions via a metric such as the Kullback-Leibler divergence. So, the cost function:

$$ \mathcal{L} = ||x - \hat{r}||^2_2 - \beta D_{KL}(q_\theta(z|x)||p(z)),$$

is used to train the feature encoder with a constraint to the output latent variables from a known random probability distribution $p(z)$, from which we can easily sample. The constant $\beta$ is a hyper-parameter that regularizes the latent vector for better disentanglement representation of the data (Higgins et al., 2016; Burgess et al., 2018; Sikka et al., 2019).

We choose the distribution $p(z)$ according to the principle of maximum entropy: since the latent variables are in the range $(-\infty, +\infty)$, the Gaussian distribution is best suited in this case. We then constrain each latent variable as to come from a Gaussian distribution with zero mean value and variance equal to one. Just as the VAE, we can not train the encoder by sampling directly from the mean and variance of the latent vector. Instead, we use the renormalization trick: we sample a random vector $\epsilon$ from a normal distribution, the latent vector is then: $z_x = \mu_x + \epsilon \odot \sigma^2_x$, with $\odot$ the element-wise product. Note that we do not have an random normal vector for $z_r$, since its purpose is solely to reconstruct $x$.

Figure 3 summarizes training a VAE with feature alignment.

### 3.3 Improving the quality of the features

As will be shown in the results section, the features extracted using the feature alignment trained with VAE are blurry, and this is due to the variational autoencoder nature (Rezende and Viola, 2018). To improve the quality of the generated images, we couple a generator network $G$ and a discriminator network $D$ to the features. In this way, the feature acts as a second latent vector, with a more complex distribution sampled from the simpler one. This generator network is similar to the refiner network presented in Ref. Atapattu and Rekabdar (2019), which take an image as input and outputs an improved version of it.

The generator takes the feature as input and produces a new output which is compared to the input $x$. The discriminator is trained as a generative adversarial network, evaluating the
probability that $G(\hat{r})$ is real or fake. The generator is updated by receiving gradients from the discriminator. For more stable training, we use the least square loss for the discriminator (Mao et al., 2017). Alternatively, we can use the Wasserstein GAN formulation (Arjovsky et al., 2017), which replaces the discriminator by a critic network that measures the score of the “realness” of an image.

To reduce possible effects due to the posterior collapse problem in VAEs (Takida et al., 2021; Havrylov and Titov, 2020; Lucas et al., 2019) and to balance with the reconstruction loss, we propose a random schedule for the $\beta$ variable. For each example during training, we sample $\beta$ from a uniform distribution $U(0, 1)$.

While the reconstruction of images is optimized usually with pixel level loss, we can also consider high level properties of the data. This kind of measure, called perceptual loss (Johnson et al., 2016), compares the output of the reconstruction with the original image at high level neurons (presented near the end of the network). Here we consider the perceptual loss using the mean and variance layers from the encoder network, enforcing the reconstruction to have the same statistical properties of the original input.

Figure 2: Variational autoencoder with feature alignment. Left: training the encoder to reconstruct the inputs $x$. Right: we sample a random normal vector $\epsilon$ to generate new data.

Figure 3: Training in the VFA setting, with the addition of generator and discriminator networks.
The final losses, for the encoder, generator, and discriminator are, respectively:

\[
\mathcal{L}_E = \|x - \hat{r}\|^2 + \beta \mathcal{D}_{KL}(q_{\theta}(z|x)\|p(z)), \tag{4}
\]

\[
\mathcal{L}_G = \|1 - D(G(\hat{r}))\|^2 + \lambda (\|\mu(x) - \mu(G(\hat{r}))\|^2 + \|\sigma^2(x) - \sigma^2(G(\hat{r}))\|^2), \tag{5}
\]

\[
\mathcal{L}_D = \|1 - D(x)\|^2 + \|1 - D(G(\hat{r}))\|^2. \tag{6}
\]

with \(\lambda\) a hyperparameter that weights the perceptual loss contribution.

If a training data has additional information, such as labels, we can train a neural network jointly with supervised training for specific related tasks such as conditional generation, where we want samples that correspond to a desired class. We can condition the latent variables to have different distributions from different classes. The output of the network is trained from the Gaussian distribution \(z \sim Q(z_i, c_i)\), with \(c_i\) being a one-hot vector containing the class information. Similar to the work done in Ref. Ardizzone et al. (2019), we couple a linear classification layer on top of the network, parallel to the mean and variance layers. Since the class layer is linear, at inference time we can choose a greater value for the one-hot vector, which puts emphasis on the chosen class.

### 3.4 Local feature alignment

The rules for feature alignment were presented as a global rule: the auxiliary loss is defined with the output layer and the loss is defined with the input layer, so we have full communication between all layers. However, we can reformulate this rule with local losses, similar to target propagation rules (Farias and Maziero, 2018; Bengio, 2014; Ororbia et al., 2018): the auxiliary loss and loss are defined as the interaction between two connected layers only (or even individual neurons), as follows: for each layer from the first to the last, we activate it from the its inputs and store a second activation from a random input with the same dimension, we then extract the feature by optimizing the random input with an auxiliary loss between activation of the random output and the true input. Finally, the parameters of the chosen layer is updated by optimizing the loss between the reconstruction and true input. This technique of local training is summarized in the Algorithm 2 and illustrated at FIG. 4.

The neural network becomes a predictive machine, where each layer trains its parameters by trying to predict the inputs by knowing the outputs. The constraint of the local learning has a more pronounced effect on the non-linearity of a neural network trained in this way. While backpropagation can adjust all the parameters of a network so that the feature reconstructs the input, local rules can only rely on very strict information content available. Non reversible functions, such as the ReLU function, propagate loss of information, which will lead to reconstructions with low fidelity. Thus, a non-linear function must be carefully chosen in order to preserve as much information as possible. The function inverse hyperbolic sine \((\text{arsinh}(x) = \ln(x + \sqrt{1 + x^2}))\), is similar to the hyperbolic tangent near zero and logarithmic at large (absolute) values. This function has the properties of being fully invertible, zero-centered mean, unbounded, continuously differentiable and its gradient does not vanish as fast as \(\tanh\). These properties make \(\text{arsinh}\) a good candidate function for local training.
Algorithm 2 Training with local feature alignment

1: for l=0, L do $\triangleright$ for each layer
2: $z^l_x = E(x; \theta_l)$
3: initialize $r = x.\text{shape}$
4: $t = 0$
5: while $t < T$ do
6: $z^l_r = E(r; \theta_l)$
7: $L_l = ||z^l_x - z^l_r||^2$
8: $r = r - \tau \frac{\partial L_l}{\partial r}$
9: $t = t + 1$
10: end while
11: $\hat{r} = r$
12: $C_l = ||x - \hat{r}||^2$
13: update $\theta_l$ by optimizing $C_l$
14: $x = z^l_x.\text{detach}$
15: end for

Figure 4: The local training rule.

At inference time, we need to propagate the information backwards from the output to the input layer by layer just as one would do normally with non-local feature extraction. However, the non-linear function will play a major role here, it being reversible will be required to approximate reversibility. This is done by, after inputting the latent vector, applying the inverse of the non-linear function after each layer that uses the function. This process is summarized in the Algorithm 3.

4. Implementation details

The encoder network consists of a series of convolutional layers, similar to the AlexNet architecture (Krizhevsky et al., 2012), but with stride one and two for down-scaling, instead of maxpool, with LeakyReLU activation. The generator network has three convolutional layers. The discriminator network has the same architecture as the encoder, except for
Algorithm 3: Reconstruction with local feature alignment

1: sample $z^{l_f}_x$
2: for $l=L, 0$ do
3: \hspace{1em} initialize $r = x$.shape with $x$ as $z^{l_f}_x = E(x; \theta_l)$
4: \hspace{1em} $t = 0$
5: \hspace{1em} while $t < T$ do
6: \hspace{2em} $z^{l_f}_r = E(r; \theta_l)$
7: \hspace{2em} $L_l = ||z^{l_f}_x - z^{l_f}_r||_2^2$
8: \hspace{2em} $r = r - \tau \frac{\partial L_l}{\partial r}$
9: \hspace{2em} $t = t + 1$
10: \hspace{1em} end while
11: \hspace{1em} $\hat{r} = r$
12: \hspace{1em} if layer = non-linear function $f$ then
13: \hspace{2em} $\hat{r} = f^{-1}(\hat{r})$
14: \hspace{1em} end if
15: \hspace{1em} $z^{l_f}_x = \hat{r}$
16: end for

the last layer that outputs a single value for each example. Only the generator uses batch normalization after each convolution. All convolutions have kernel size $k = 3$.

We use the Adam optimizer (Kingma and Ba, 2017) with learning rate $\eta = 0.00001$ and batch size 128. The parameters of the encoder and generator networks are initialized with orthogonal initialization (Saxe et al., 2014; Hu et al., 2020). We set the hyperparameter $\lambda = 0.01$ and sample $\beta$ from a uniform distribution, with a different random value for each training example.

From Appendix 2, the loss become unstable when the weights $w^2 > 2$, so we restrict the weights to the range $-\sqrt{2} \leq w \leq \sqrt{2}$ by clamping then, i.e.:

$$w = \begin{cases} -\sqrt{2} & \text{if } w < -\sqrt{2}, \\ \sqrt{2} & \text{if } w > \sqrt{2}, \\ w & \text{otherwise}. \end{cases} \quad (7)$$

For the image data sets, the generator is composed by a few convolutional layers, with same number of filters and kernel sizes.

We also report the results for the modified feature alignment for local training as a proof of concept by training a encoder for reconstruction from a latent vector.

For GAN, when used for reconstruction, we search the latent space that leads to most similar images by optimizing $\arg \min_z ||x - G(z)||_2^2$.

5. Results

We compare the results against traditional variational autoencoders and generative adversarial networks. The results show reconstruction of the inputs with feature and generator. We also show random samples from the generator network. We evaluate the Fréchet Inception Distance (FID) (Heusel et al., 2018; Seitzer, 2020) for each data set as a measure of
the quality of the samples. The FID score is calculated by extracting the activation of the global spatial pooling layer of a pre-trained Inception V3 model (Szegedy et al., 2016), for equally numbered images from the data set (here we choose 10k images) and sampled from a generator model:

\[
FID = \|\mu_1 - \mu_2\|^2_2 + tr(\Sigma_1 + \Sigma_2 - 2\sqrt{\Sigma_1 \Sigma_2}),
\]

with \(\mu\) the mean of activations, \(\Sigma\) the covariance matrix and \(tr\) the trace function. The results are shown in Table 1.

| Method | MNIST  | CelebA | CIFAR-10 |
|--------|--------|--------|----------|
| VAE    | 29.99  | 82.93  | 164.62   |
| GAN    | 18.72  | 31.40  | 63.36    |
| \(\hat{r}\) | 129.82 | 122.47 | 205.65   |
| \(G(\hat{r})\) | 38.53  | 128.35 | 69.89    |

Table 1: FID scores across three image data sets.

5.1 MNIST

The MNIST data set (Bengio and Haffner, 1998) is a set of 60000 grayscale images with size 28 × 28 pixels that contains hand drawings of digits from zero to nine. Figure 5 shows the reconstruction of images by the features and with the generator applied to them, compared with traditional AE, VAE and GAN. While the features tend to be noisy, the generator can sharpen the images to resemble better the original inputs. Figure 6 shows random samples from the generator with a class layer coupled to the encoder. The same image also shows the interpolation of the latent vector between four pairs of images to demonstrate the continuity of transitions on the latent space.

![Figure 5: Reconstruction of images of the MNIST data set from four different models.](image-url)
Figure 6: Left: random samples. Right: interpolation among four images reconstructed from the data set.

5.2 CelebA

The CelebA data set (Liu et al., 2015) is a set of 202600 images of celebrity faces. We resize the images to $64 \times 64$ pixels. Figures 7 and 8 show the reconstruction and sampling with interpolation between samples, respectively. Without the perceptual loss (with $\lambda = 1$), we noticed a failure on the convergence of the generator network.

Figure 7: Reconstruction of images of the CelebA data set from four different models.
5.3 CIFAR-10

The CIFAR-10 data set (Krizhevsky and Hinton, 2009) contains 70000 natural images with size $32 \times 32$ pixels across 10 different classes. Figure 9 shows the reconstruction of images from the data set. While the features do approximate the original inputs, the transformation of the generator tends to be more dissimilar due its loss being dependent only on the adversarial contribution ($\lambda = 0$). Just as before, Figure 10 shows random samples and interpolation, which show a diversity of images, albeit less perceptual similar to the original data set.

Figure 8: Two sets of interpolation among four random sampled images.

Figure 9: Reconstruction of images on CIFAR-10.
It is important to note that we do not expect feature alignment to exceed the reconstruction and sample qualities of VAEs and GANs. The condition of reversibility constrains the optimization of a neural network and thus has to balance the reversibility cost with other losses. Nevertheless we compare the reconstruction $L_2$ loss with other networks to analyse how different each network is compared to same metric. These results are shown in FIG. 11.

As expected, autoencoders have the lowest loss, given that it is optimized directly for reconstruction. The features should be compared to VAEs and the generator with GAN, since they are optimized with similar losses. Here we can see that absence of perceptual loss on the generator network decreases the reconstruction (without optimizing the latent vector) ability.
5.4 Local feature alignment

Here we show results from an encoder trained for reconstruction with the local feature alignment training. Figures 12, 13, and 14 show reconstruction pairs for the MNIST, CIFAR-10, and CelebA data sets respectively. We can see that local training can reconstruct images despite the layers not receiving information from the reconstruction loss of images, which can be explained with the same reason of non-local feature alignment: the weights form a orthogonal matrix which tries to reverse information between layers as much as possible, which is limited only by the network capacity, directly related to the number of neurons.

Figure 12: Local feature alignment on the MNIST data set. Each pair of images contains the reconstruction and original, respectively.

Figure 13: Local feature alignment on the CIFAR-10 data set. Each pair of images contains the reconstruction and original, respectively.

Figure 14: Local feature alignment on the CelebA data set. Each pair of images contains the reconstruction and original, respectively.
6. Conclusions

We presented feature alignment, a technique that can approximately reverse neural networks. We trained an encoder to predict its own input by optimizing the features to match the inputs. By coupling a probabilistic layer with the same formulation as the variational autoencoders, we have the ability to generate new samples with the same statistical distribution of the training data. To improve the quality of the generated samples, that suffer from noise effects, we combined the generative adversarial network method by coupling a generator and a discriminator network to the features. We also showed that the technique can be modified to a local training rule, as opposed to backpropagation, which offers the advantage of lowering memory resources for training and extracting gradients of neural networks.

Mathematical analysis on the convergence of the proposed technique shows that the weights converge to a pseudo-inverse matrix, which justifies the convergence of a network trained in this way to map its outputs back to its own inputs. The restriction is the network’s architecture itself, since the bottlenecks do not allow for a one-to-one relationship.

The results show that the features can approximately match the inputs. Despite not being able to improve on the sampling quality of other current generative techniques, reversibility can offer advantages when a mapping of the outputs back to its inputs is desired. The data set CIFAR-10 is notoriously difficult because of the small image size and high variance, which led to samples with high FID measure. By coupling a classification layer on the encoder network, we can use label information for conditional generation of samples. Additionally, the results of local training suggests that we can train neural networks without feedback of global loss functions.

The proposed technique can be seen as a compromise between VAEs and GANs. The full architecture has crisper samples than VAEs and a latent vector that can be exploited. Feature extraction can be implemented across many different neural network architectures. Thus, it can potentially be improved to further increase the quality of the results.

Appendix A. Mathematical analysis

This section studies the numerical analysis of the technique.

A.1 Convergence of the features

For two fully connected layers, we have $a_j^{(x)} = \hat{a}_j = \sum_i w_{ij} x_i$ and $a_j^{(r)} = \sum_i w_{ij} r_i$. The feature is obtained by optimizing the squared $L_2$ loss between the two activations:

$$\mathcal{L} = \frac{1}{2}(\hat{a}_j - a_j^{(r)})^2,$$

which follows that $r$ will evolve with the gradient flux:

$$\frac{\partial r_t}{\partial t} = -\frac{\partial \mathcal{L}}{\partial r_t} \implies r_t = r_{t-1} - \frac{\partial C}{\partial r_{t-1}}.$$
Then we can evaluate $r^t$ at each time step $t$:

\begin{align}
  r^1_i &= r^0_i - w_{ij} (\hat{a}_j - w_{ij} r^0_i) = r^0_i (1 - w^2_{ij}) + w_{ij} \hat{a}_j, \\
  r^2_i &= r^1_i (1 - w^2_{ij}) + w_{ij} \hat{a}_j = r^0_i (1 - w^2_{ij})^2 + [1 + (1 - w^2_{ij})] w_{ij} \hat{a}_j, \\
  r^3_i &= r^0_i (1 - w^2_{ij})^3 + [1 + (1 - w^2_{ij}) + (1 - w^2_{ij})^2] w_{ij} \hat{a}_j, \\
  r^4_i &= r^0_i (1 - w^2_{ij})^4 + [1 + (1 - w^2_{ij}) + (1 - w^2_{ij})^2 + (1 - w^2_{ij})^3] w_{ij} \hat{a}_j.
\end{align}

With the pattern above, we generalize $r^t$ for any time step:

\[ r^p_i = r^0_i (1 - w^2_{ij})^p + \sum_{q=0}^{p-1} (1 - w^2_{ij})^q w_{ij} \hat{a}_j. \]  

(15)

Under the restriction of $w^2_{ij} \leq 2$, we have at limit as $t$ grows:

\[ \lim_{p \to \infty} r^0_i (1 - w^2_{ij})^p = 0 \quad \therefore \quad \lim_{p \to \infty} \sum_{q=0}^{p-1} (1 - w^2_{ij})^q w_{ij} \hat{a}_j = \frac{\hat{a}_j}{w_{ij}}. \]  

(16)

So the loss $\mathcal{L} \to 0$ as $p \to \infty$.

A.2 Convergence of the weights

The $L_2$ loss that update the parameters is:

\[ \mathcal{L} = \frac{1}{2} (x_i - r^t_i)^2 = \frac{1}{2} \left[ x_i - r^0_i (1 - w^2_{ij})^t - \sum_{q=0}^{t-1} (1 - w^2_{ij})^q w_{ij} \hat{a}_j \right]^2. \]  

(17)

For one-shot, $T = 1$, training, we have:

\[ \mathcal{L} = \frac{1}{2} \left[ x_i - r^0_i (1 - w^2_{ij}) - w_{ij} \hat{a}_j \right]^2 = \frac{1}{2} \left[ x_i - r^0_i (1 - w^2_{ij}) - w_{ij} x_i \right]^2. \]  

(18)

We can rewrite the equation above in vector notation as follows:

\[ \mathcal{L} = \frac{1}{2} \left[ x - r^0 (I - w^T w) - w^T w x \right]^2. \]  

(19)

For any $r^0$, the equation above has roots for $w^2_{ii} = 0$. We can see then that the loss is minimal when the weight matrix product is orthogonal, i.e. $w^T w = I$, which has the consequence that the transposed weight matrix is also its generalized Moore–Penrose inverse or pseudo-inverse $w^T = w^{-1}$.
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