Abstract. We give an explicit description of the matrix associated to the $U_p$ operator acting on spaces of overconvergent Hilbert modular forms over totally real fields. Using this, we compute slopes for weights in the centre and near the boundary of weight space for certain real quadratic fields. Near the boundary of weight space we see that the slopes do not appear to be given by finite unions of arithmetic progressions but instead can be produced by a simple recipe from which we make a conjecture on the structure of slopes. We also prove a lower bound on the Newton polygon of the $U_p$. 
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Introduction

The idea of modular forms living in $p$-adic families began with Serre [Ser73] who considered $p$-adic limits of compatible families of $q$-expansions of modular forms. After this, Dwork [Dwo73] studied subspaces of $p$-adic modular forms defined by imposing certain growth conditions and showed that on these spaces the $U_p$ operator is compact, thus giving us a way to study these spaces in much more detail. Then Katz, in [Kat73], showed that the spaces studied by Serre and Dwork could be defined in more geometric context. With this reformulation, Katz defined the spaces of overconvergent modular forms as subspaces of $p$-adic modular forms with appropriate growth conditions. Moreover he showed that these spaces of overconvergent modular forms were preserved by the action of the $U_p$ operator.

Then Hida, in a series of papers in the 1980’s, defined and studied subspaces of $p$-adic modular forms, topologically generated by the $p$-ordinary eigenforms (which means that their $U_p$ eigenvalue is a $p$-adic unit). These forms are in fact overconvergent and have many remarkable properties, for example, Hida showed that for a weight $k \geq 3$, the space of $p$-ordinary forms has rank depending only on $k$ modulo $p-1$ (or 2 for $p=2$) and he used this to construct $p$-adic families of modular forms. This was then extended by Coleman–Mazur and Buzzard [CM98, Buz07] to finite slope eigenforms (which means the $U_p$ eigenvalue is not 0), by constructing geometric objects which they called eigencurves. These are rigid analytic varieties which parametrize all such modular forms of a fixed level and their points correspond to systems of eigenvalues for Hecke operators on finite slope overconvergent modular forms. More generally, Buzzard defined eigenvarieties and created a “machine”, which can be used to construct eigenvarieties by inputting a weight space and some suitable Banach modules together with an action of a Hecke algebra. More recently, Urban [Urb11] and Hansen [Han17] have used overconvergent cohomology groups to construct eigenvarieties associated to a large class of reductive groups.

Studying the geometry of these eigenvarieties is an active area of research and has many number theoretical applications, in particular, Pottharst and Xiao in [PX14] have recently reduced the parity conjecture of Selmer ranks for modular forms to a statement about the geometry of certain eigenvarieties. Now, in order to study the geometry of these eigenvarieties, one can instead study the behaviour of the $p$-adic valuation of the $U_p$ eigenvalues (called the slopes). Our goal is to compute slopes in many cases and make a precise conjecture on their structure and what it
indicates about the geometry of the Hilbert eigenvariety. Our method relies on working with modular forms defined on a totally definite quaternion algebra over a real quadratic field, which via the Jacquet-Langlands correspondence is enough to deduce results about the Hilbert eigenvariety (cf. Subsection 2.2).

In the case of modular forms over $\mathbb{Q}$ this question has received a lot of attention recently, with a focus on studying slopes of overconvergent modular forms as they move in $p$-adic families. To make this more precise, consider the Iwasawa algebra $\Lambda = \mathbb{Z}_p[[\mathbb{Z}_p^\times]]$ and let $W$ be the associated rigid analytic space, which is called weight space. Elements of $W(\mathbb{C}_p)$ are identified with continuous homomorphisms $\mathbb{Z}_p^\times \to \mathbb{C}_p^\times$, which are called weights. If we write $\mathbb{Z}_p \cong H \times (1 + q\mathbb{Z}_p)$ where $H$ is the torsion subgroup and where $q = p$ if $p$ is odd and $q = 4$ for $p = 2$, then taking a primitive Dirichlet character $\psi$ modulo $p^i$ and the character $z^k$ of $\mathbb{Z}_p^\times$ sending $z \mapsto z^k$ for $k \in \mathbb{Z}$, we get an element of weight space given by $z^k\psi$. The weights of the form $z^k$ are called algebraic and weights of the form $z^k\psi$ are called locally algebraic. If we now take $\gamma$ a fixed topological generator of $1 + q\mathbb{Z}_p$, and let $w(\kappa) = \kappa(\gamma) - 1$ for $\kappa$ a weight, then the algebraic weights $z^k$ are in the region of weight space such that $\val_p(w(\kappa)) \geq 1$ (for $p$ odd) called the centre, and the locally algebraic weights $z^k\psi$, with $\psi$ of conductor $p^i$ for $t \geq 2$ are in the region such that $\val_p(w(\kappa)) < 1^\ast$ (again for $p$ odd$^2$). Such locally algebraic weights are said to be near the boundary. The reason we make such a distinction is that the behaviour of the slopes of the $U_p$ operator acting on weight $\kappa$ modular forms depends on where in weight space $\kappa$ lives, as we shall see later. Lastly, we note that $W \cong \bigsqcup_{\chi} W_\chi$ where the $\chi$ run over characters of $H$ and $W_\chi$ is corresponding component of weight space.

Over $\mathbb{Q}$, the behaviour of the slopes of $U_p$ was first studied in [GM92] where they conjectured that if $k_1, k_2$ are large enough with $k_1 \equiv k_2 \mod p^n(p - 1)$ for $n \geq \alpha$ for some rational number $\alpha$, then the dimension of the space of modular forms of weight $k_1$ and slope $\alpha$ should be the same as that of weight $k_2$ and slope $\alpha$. Following this, Buzzard, Calegari, Jacobs, Kilford and Roe (among others) computed slopes of modular forms for weights both in the centre and boundary of weight space. In particular, in [Buz05] Buzzard computed slopes in many cases and was able to make precise conjectures about their behaviour. Very little is known about the slopes near in centre of weight space and the geometry of the eigenvariety is expected to be more complicated. Results about slopes in this case can be found in [BCC05, BP17]. In particular, Bergdall-Pollack have constructed a ‘ghost series’ which conjecturally explains much of the behaviour of the slopes both near in centre and near the boundary of weight space.

Near the boundary Buzzard–Kilford, Jacobs and Roe were among the first to give evidence that the sequence of slopes appears as a union of arithmetic sequences with some common difference. This then implies that over the boundary of weight space the eigencurve looks like a countable union of annuli. For $p = 2, 3$ and trivial tame level this was proven by Buzzard-Kilford and Roe in [BK05, Therem B], [Roe14, Theorem 1]. For more details on the precise conjectures and their implications, see [BG16]. More generally, the recent work of Liu-Wan-Xiao and Wan-Xiao-Zhang in [LWX17, Theorem 1.3, Theorem 1.5], [WXZ17, Theorem C] have proven similar results by working with quaternion algebras and using Chevèner’s results mentioned above. In particular, they have defined integral models for these spaces of modular forms, and then used these to show that over the boundary of weight space the eigenvariety associated to a totally definite quaternion algebra over $\mathbb{Q}$ is the disjoint union of countably many rigid analytic spaces which are finite and flat over an annulus. Furthermore, they show that the slopes are given by a union of arithmetic progressions with some common difference.

For overconvergent modular forms over $\mathbb{Q}$ we have the following conjecture (which can be found in [LWX17, Conjecture 1.2], [BP16, Conjecture 1.9]) for the behaviour of the Newton polygon and the slopes of $U_p$.

**Conjecture.** For $\kappa$ a weight, let $s_1(\kappa), s_2(\kappa), \ldots$ denote the slopes of the Newton polygon of $z U_p$ acting on the spaces of overconvergent modular forms of weight $\kappa$ and fixed level. Let $\NP_{\kappa}(U_p)$ be the Newton polygon of $\det(1 - XU_p)$. Then there exists an $r > 0$ depending only on the component $W_\chi$ of weight space containing $\kappa$, such that

(a) For $\kappa \in W_\chi$, such that $0 < \val_p(w(\kappa)) < r$, $\NP_{\kappa}(U_p)$ depends only on $\val_p(w(\kappa))$. Moreover, for weights in this component, the indices of the break points of the Newton polygon are independent of $\kappa$.

(b) The sequence $(s_1(\kappa)/\val_p(w(\kappa)))$ is a finite union of arithmetic progressions, which is independent of $\kappa$ for $0 < \val_p(w(\kappa)) < r$.

(c) Assuming (a) above, the sequence of slopes $s_i(\kappa)$ are given by

$$\left\{S_{seed} + i \cdot \frac{|H|}{2}\right\},$$

\footnote{In fact one can show that they lie in $\val_p(w(\kappa)) \leq \frac{1}{p + 1}$ cf. [BP16, Lemma 1.6].}

\footnote{For $p = 2$ the centre is where $\val_2(\cdot) \geq 3$ and the boundary where $\val_2(\cdot) < 3$.}
where $S_{\text{seed}}$ is a fixed finite set\footnote{Here the notation is such that if $S$ is a sequence of slopes and $i \in \mathbb{Z}$, then we let $S + i$ denote the set, where we add $i$ to each slope in $S$.}, which only depends on the number of cusps of $X_0(M)$ (with $M$ the tame level) and the classical slopes in weight 2 at different components of weight space.\footnote{This was shown to follow from (a) by Bergdall–Pollack in [BP16, Theorem B].}

Our goal here is to give computational evidence for a similar structure to the slopes of overconvergent Hilbert modular forms (in particular part (c) above) and prove a lower bound for the Newton polygon of $U_p$. We compute explicit examples of sequences of slopes of the $U_p$ operator by using the Jacquet-Langlands correspondence. Throughout, we work with locally algebraic weights both in the centre of weight space and near the boundary. The reason we only do this for locally algebraic weights is only for simplicity and these results can most certainly be extended to any weight.

Our computations show that, for $\kappa$ near the boundary of weight space (see Definition 2.1.9), the slopes of classical Hilbert modular forms in weight $\kappa$ are generated analogously to part (c) above. In particular, our computations show that in some cases the slopes do not appear to be given as a finite union of arithmetic progressions. Moreover, the structure of the $U_p$ operator matrix in this case, suggests that the reason the slopes for modular forms over $\mathbb{Q}$ are in arithmetic progression is due to the simpler nature of the $U_p$ operator in this case (specifically the rate at which the $p$-adic valuation of the entries increases as one goes down the rows (cf. 4.7.5)).

Our methods also allow us to compute finite approximations $U_p(R, \kappa)$ to the infinite matrix of $U_p$ acting on overconvergent Hilbert modular forms of weight $\kappa$. In this case, since the $U_p$ operator is compact, one can prove there exists a function $f : \mathbb{Z}_{\geq 0} \to \mathbb{Z}_{\geq 0}$ (see Warning 4.1.6 for an explicit lower bound of this function) such that if the size of our approximation matrix is $R \times R$, then the first $f(R)$ smallest slopes of $U_p(R, \kappa)$ coincide with the first $f(R)$ smallest slopes of overconvergent Hilbert modular forms of weight $\kappa$. Unfortunately, the best bounds on $f$ that we have grow very slowly as $R$ increases; this means that, in practice, to prove that all of the approximated slopes we have computed are in fact slopes of overconvergent Hilbert modular forms (which we expect is the case), our $R$ needs to be much larger than we can currently compute with.\footnote{For example, in some of our computations, we would need our approximation matrix to have $R \sim 10^6$, although computations suggest that, in this case, we only need $R \sim 480$, but we cannot at this time prove this much stronger bound.}

Our computations do however have much of the (conjectural) structure that one has over $\mathbb{Q}$; meaning there is evidence that the overconvergent slopes can be ‘generated’ by slopes appearing in the classical spaces of Hilbert modular forms of smallest classical weight (see Definition 4.7.7) analogous to what one sees over $\mathbb{Q}$ (e.g. part (c) of the conjecture above). Furthermore, if $F$ is the totally real field over which our Hilbert modular forms are defined and $p = \prod_{p \mid \mathfrak{p}} \mathfrak{p}$ in $\mathcal{O}_F$, then one not only has a $U_p$ operator, but also $U_p$ operators which satisfy $U_p = \prod_{p \mid \mathfrak{p}} U_p$.

Notation. For $V$ a compact operator we will let $S(V)$ denote the set of pairs $(s, m)$ where $s$ represents the slope of an eigenvalue of $V$ and $m$ denotes the multiplicity with which it appears; we call such a pair an $sm$-pair. More generally, we call any subset of $\mathbb{Q}_{\geq 0} \times \mathbb{Z}_{\geq 1}$ a set of $sm$-pairs. Lastly, for $V \in \{U_p, U_p\}$, we let $S_{\kappa, r}(V)$ denote $S(V)$ with $V$ acting in weight $(\kappa, r)$.

Note that if $V = U_p$ then this is not a compact operator on the full space of overconvergent Hilbert modular forms, but one can restrict it to a subspace where it is compact, where again $S_{\kappa, r}(V)$ makes sense. See 4.3.1 and 4.5.1 for more details.

Now for $U_p$ or $U_p$ our computations suggest the following conjecture:

Conjecture 1. Let $[F : \mathbb{Q}] = g$, $U$ be a sufficiently small level, $(\kappa, r)$ be a locally algebraic weight near the boundary. Then there exists a $T \in \mathbb{Z}_{\geq 0}$ and a finite set $B_{\kappa, r}(t, V)$ of $sm$-pairs for $t \in (\mathbb{Z}/T\mathbb{Z})^g$ which only depend on which component $(\kappa, r)$ lies in, such that (after scaling the slopes of $V$ by $\val_p(w(\kappa))$)

$$ S_{\kappa, r}(V) = \bigcup_{t \in \mathbb{Z}_{\geq 0}^g} \{ B_{\kappa, r}(\overline{t}, V) + l(t) \} $$

where:

1. $\overline{t}$ is the (component-wise) reduction of $t \mod T$.

2. For $t = (t_i) \in \mathbb{Z}_{\geq 0}^g$, $l(t) = \sum_{i=1}^g t_i$.

3. $\{ B_{\kappa, r}(\overline{t}, V) + l(t) \} = \{ (a + l(t), b) : (a, b) \in B_{\kappa, r}(\overline{t}, V) \}$. 


Moreover, on classical subspaces

\[ S_{\kappa,r}(V | S_{\kappa,r}(U)) = \bigcup_{t \in S_{\kappa}} \{ B_{\kappa,r}(\tilde{t}, V) + l(t) \} \]

where \( S_{\kappa} = \{ t = (t_i) \in \mathbb{Z}^n | t_i \in [0, k_i - 2] \} \) where \((k, r)\) is the algebraic part of \((\kappa, r)\) as defined in 2.1.6. (See Conjecture 4.7.2 for an explicit description of the \(T\) appearing above and 4.7.9 for a conjecture on what the \(B_{\kappa,r}(\tilde{t}, V)\) are expected to be.)

**Remark.** Our computations near the boundary, for a fixed field \(F\) and prime \(p\), are limited to only changing the algebraic part of the weight and not the finite part, which means \(\text{val}_p(w(\kappa))\) (which is defined in 2.1.9) is always fixed. The reason for this is that changing \(\text{val}_p(w(\kappa))\) requires working with more ramified characters and levels, which translates into much larger matrices than we can currently work with.

In Sections 4, 5, we collect some computations of slopes for locally algebraic weights near the boundary and in the centre of weight space (i.e. with trivial character). Near the boundary we compute slopes in the cases when our chosen prime \(p\) is split or inert in our totally real field. Furthermore, in the split case we also compute slopes for the \(U_p\) and observe similar behaviour to that of \(U_p\). In all cases, we observe that the sets \(B_{\kappa,r}(t, V)\) above appear to depend only on the multiset of slopes of \(U_p\) or \(U_p\), acting on Hilbert modular forms of smallest classical weight, with the \(g\)-tuple \(t\) controlling which component of weight space \(\kappa\) lies in. See Conjecture 4.7.9 for the precise formulation.

Lastly, we prove a generalization of [WXZ17, Theorem 4.8]. Specifically we prove a lower bound for the Newton polygon of \(U_p\) on overconvergent Hilbert modular forms over any totally real field of even degree \(g\) (see Proposition 3.1.21). In the case of real quadratic fields, the result is as follows: let \(S_D^U(U)\) denote the space of modular forms on \(D\) of weight \([2, 2]\) including the space of elements that factor through the reduced norm map (these correspond to reduced norm forms, see [DV13, Definition 3.7]).

**Proposition.** Let \(F\) be a real quadratic field and \(U = U_0(np)\) be a sufficiently small level (see 3.1.2), \(h = \dim(S_D^U(U))\) and let \((\kappa, r)\) be any locally algebraic weight. Then the Newton Polygon of the action of \(U_p\) (appropriately normalized) on overconvergent Hilbert modular forms (over \(F\)) of level \(U\) weight \((\kappa, r)\) lies above the polygon with vertices

\[(0,0), (h,0), (3h, 2h), \ldots, (\frac{i(i+1)h}{2}, \frac{(i-1)i(i+1)h}{3}), \ldots \]

**Remark.** Note this is simply the polygon with \(h\) slopes 0, 2h slopes 1, 3h slopes 2 and so on.
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### 1. Notation and setup

**Notation 1.0.1.**

(a) Let \(F\) be a totally real field with \([F: \mathbb{Q}] = g\) and let \(p\) be a rational prime which is unramified in \(F\).

(b) Let \(\mathcal{O}_F\) denote the ring of integers of \(F\). For each finite place \(v\) of \(F\) let \(\mathcal{O}_v\) denote the completion of \(F\) with respect to \(v\) and \(\mathcal{O}_v\) the ring of integers of \(F_v\). For an integral ideal \(n\), let \(F_n = \prod_{v | n} F_v\) and similarly let \(\mathcal{O}_n = \prod_{v | n} \mathcal{O}_v\). In particular, if we have \(p|\mathcal{O}_F\) then \(\mathcal{O}_p = \mathcal{O}_F \otimes \mathbb{Z}_p\).

(c) Let \(D\) be a totally definite quaternion algebra over \(F\) with the finite part of the discriminant (denoted \(\text{Disc}(D)\)) being trivial. Let \(D_f^\times := \text{Res}_{\mathbb{Q}/F}(\mathbb{A}_F^\times)(A_f)\) and \(\mathcal{O}_D\) denote a fixed maximal order. Lastly, we fix an isomorphism \(\mathcal{O}_D \otimes_{\mathcal{O}_F} \mathcal{O}_p \cong M_2(\mathcal{O}_p)\), which induces an isomorphism \(D_p := D \otimes_{\mathcal{O}_F} \mathcal{O}_p \cong M_2(\mathcal{O}_p)\).

(d) Let \(\Sigma\) be the set of all places of \(F\), \(\Sigma_p\) be the set of all finite places above \(p\) and \(\Sigma_\infty \subset \Sigma\) the set of all infinite places of \(F\). By abuse of notation we will often make no distinction between a finite place of \(F\) and the associated prime ideal of \(F\), but instead, when we want to think of the places as prime ideals we denote them by \(p\).

(e) Let \(\psi: \mathcal{O}_p^\times \rightarrow \mathcal{O}_p^\times\) denote a finite order character of conductor \(p^s\) for some \(s \in \mathbb{Z}_{\geq 1}\).
(f) Let $n$ be an ideal of $\mathcal{O}_F$ which is coprime to $p$ and fix a splitting of $\mathcal{O}_D$ at the primes dividing $n$. Let

$$U_0(n^p^s) := \left\{ \gamma \in (\mathcal{O}_D \otimes \hat{\mathbb{Z}})^\times \mid \gamma \equiv (a^*_s \ldots a^*_s) \mod n^p \right\}.$$  

(g) Let $\Delta_s$ denote the monoid of $\gamma = (\gamma_i)_{i\in \Sigma_p} = (a^*_i \ldots a^*_i)_{i\in \Sigma_p} \in M_2(\mathcal{O}_p)$ such that $\det(\gamma_i) \neq 0$, $\pi_{p_s^i} \mid c_i$ and $\pi_{p_s} \mid d_i$ where $\pi_{p_s}$ are fixed uniformisers at $p_s$. We denote $\Delta_s$ simply by $\Delta$.

(h) For each $v \in \Sigma_{\infty}$, we have a field embedding $\iota_v$ of $F$ into $\mathbb{C}$ given by $v$ and let $\overline{\mathbb{Q}}_v$ denote the algebraic closure of $\mathbb{Q}$ inside $\mathbb{C}$ and we fix an algebraic closure $\overline{\mathbb{Q}}_p$ of $\mathbb{Q}_p$. Let $\iota : \mathbb{C} \cong \overline{\mathbb{Q}}_p$ and define $\text{inc}_p := \iota \circ \text{id} : \mathbb{Q} \to \overline{\mathbb{Q}}_p$.

(i) Let $L$ be a complete extension of $\mathbb{Q}_p$ containing the image of $\psi$ and containing the compositum of the images of $F$ under $\iota \circ \iota_v$, for $v \in \Sigma_{\infty}$.

(j) For variables $X = (X_i)_{i=1}^g$ and $l = (l_i)_i \in \mathbb{Z}_{\geq 0}^g$, we let $X^\lambda = \prod_i X_i^{l_i}$.

(k) If $a, b \in \mathbb{Z}^g$ we will write $a + b$ (resp. $a - b$) for the $g$-tuple whose entries are given by $a_i + b_i$ (resp. $a_i - b_i$).

Similarly, if $a \in \mathbb{Z}^g$ and $n \in \mathbb{Z}$ then by $a > n$ we mean that $a_i > n$ for $i \in \{1, \ldots, g\}$. In what follows, we fix throughout a labelling of the places in $\Sigma_{\infty}$ by elements in $\{1, \ldots, g\}$. In particular, we identify $\mathbb{Z}^{\Sigma_{\infty}}$ with $\mathbb{Z}^g$.

Remark 1.0.2. For computational purposes we will work with $F = \mathbb{Q}(\sqrt{d})$ where $d = 5, 13, 17$ since these are real quadratic fields for which there exists a totally definite quaternion algebra $D/F$ with trivial discriminant and class number one.6

2. Overconvergent quaternionic modular forms

2.1. The weight space. In this subsection we define weights of Hilbert modular forms and the weight space. We will also define the boundary and centre of weight space. We begin with the classical definition of a weight of a Hilbert modular form over $F$.

Definition 2.1.1. Let $n \in \mathbb{Z}_{\geq 0}^g$ and $v \in \mathbb{Z}^g$ such that $n + 2v = (r, \ldots, r)$ for some $r \in \mathbb{Z}$. By abuse of notation we denote $(r, \ldots, r)$ by $r$ for $r \in \mathbb{Z}$. Set $k = n + 2$ and $w = v + n + 1$. It follows from the above that all the entries of $k$ have the same parity and $k = 2w - r$. We call the pair $(k, r) \in \mathbb{Z}_{\geq 2}^g \times \mathbb{Z}$ a classical algebraic weight. Note that given $k$ (with all entries paritious and $\geq 2$) and $r$ we can recover $n, v, w$. In what follows we will move between both descriptions when convenient. We will call $(k, r, n, v, w)$ satisfying the above the weight tuple associated to the weight $(k, r)$.

Notation 2.1.2. If we take $k > 2$ paritious, then we fix a choice of $w, n, v, r$ as follows: let $k_0 = \max_i \{k_i\}$ then set $v = (\frac{k_0 - k_i}{2})$, $n = k - 2$, $n_0 = k_0 - 2$, $r = n_0$ and $w = n + v + 1$. We will only use this convention when doing computations at the end.

Definition 2.1.3. Let $T = \text{Res}_{\mathcal{O}_F/\mathbb{Z}} \mathbb{G}_m$. We define $W^G$ to be the rigid analytic space over $L$ associated to the completed group algebra $\mathcal{O}_L[T(\mathbb{Z}) \times \mathbb{Z}_p^\times]$. We call $W^G$ the weight space for $G$.

One can show that, as rigid analytic spaces,

$$W^G \cong H^1 \times B(1, 1)^{g+1} \cong \bigcup_{\chi \in H^1} W^G_{\chi}$$

where $H$ is the torsion subgroup of $T(\mathbb{Z}_p) \times \mathbb{Z}_p^\times$, $H^1$ is the character group of $H$ and $B(1, 1)$ is the open ball of radius 1 around 1. The $W^G_{\chi}$ are called the components of $W$ and it is not hard to see that $W^G(\mathbb{C}_p) = \text{Hom}_{\text{cts}}(T(\mathbb{Z}_p) \times \mathbb{Z}_p^\times, \mathbb{C}_p^\times)$.

Notation 2.1.4. Elements of $W^G(\mathbb{C}_p)$ will be given by $v : T(\mathbb{Z}_p) \to \mathbb{C}_p^\times$ and $r : \mathbb{Z}_p^\times \to \mathbb{C}_p^\times$. Setting $n = -2v + r$ (where we are abusing notation and letting $r$ denote the map on $T(\mathbb{Z}_p)$ defined by $r \circ N_{F/G}$) and $\kappa = n + 2$, we will denote these weights as $(\kappa, r)$ and call $(\kappa, r, n, v, w)$ a weight tuple if $\kappa, r, n, v, w$ satisfy the same relations as in 2.1.1.

Notation 2.1.5. Let us fix an isomorphism $\alpha : T(\mathbb{Z}_p) \times \mathbb{Z}_p^\times \cong H \times \mathbb{Z}_p^{g+1}$ with $H$ the torsion subgroup of $T(\mathbb{Z}_p) \times \mathbb{Z}_p^\times$. Let $\tau$ denote the finite character of $T(\mathbb{Z}_p) \times \mathbb{Z}_p^\times$ sending elements to their image in $H$ under $\alpha$.

---

6In fact $d = 2, 5, 13, 17$ are the only such examples, see [KV10].
Definition 2.1.6. A weight is called locally algebraic if it is the product of an algebraic weight \((k, r) \in \mathbb{Z}^g \times \mathbb{Z}\) and a finite character \(\psi\), which we denote by \((\kappa, \psi, r)\) or simply \((\kappa, r)\). For \((\kappa, r)\) an locally algebraic weight we denote its algebraic part by \((k, r)\). Lastly, a locally algebraic \((\kappa, \psi, r)\) is called classical if its algebraic part is a classical algebraic weight, i.e., if the algebraic part is such that \(k_i \geq 2\) for all \(i\).

Notation 2.1.7. Later, when working with real quadratic fields, we will sometimes denote locally algebraic weights \((\kappa, \psi, r)\) simply by \([k_1, k_2] \psi\). We will usually let \(\psi\) be a character of \(\mathcal{O}_F\) of conductor \(p^s\), viewed as a character of \(\mathbb{T}(\mathbb{Z}_p)\) (via strong approximation).

Next we define what it means for a weight to be in the centre or near the boundary of weight space. To do this, we begin by thinking of weight space as an adic space. In this setting, one defines (following [AIP16a]) \(\mathcal{W}_{\text{adic}} = \text{Spa}(\Lambda_F, \Lambda_F)_{\text{an}}\), where \(\Lambda_F = \mathcal{O}_L[\mathbb{T}(\mathbb{Z}_p) \times \mathbb{Z}_p^g] \cong \Lambda_F^0[H]\) with \(\Lambda_F^0 \cong \mathcal{O}_L[T_1, \dots, T_{g+1}]\) and \(\alpha : \mathbb{T}(\mathbb{Z}_p) \cong H \times \mathbb{Z}_p^{g+1}\) the same fixed isomorphism as before.\(^7\) To see what the boundary should be, we can restrict to the trivial component of weight space, i.e., \(\mathcal{W}^0 = \text{Spa}(\Lambda_F^0, \Lambda_F^0)_{\text{an}}\), where \(\Lambda_F^0\) has the \((p, T_1, \dots, T_{g+1})\)-adic topology (here \(p\) is assumed unramified in \(F\)).

Definition 2.1.8. Now define a continuous map (cf. [Sch14, Proposition 3.3.5]) \(c : \mathcal{W}^0 \rightarrow [0, \infty)^{g+1}\) by

\[
x \mapsto \left( \frac{\log |T_1(\tilde{x})|}{\log |p(\tilde{x})|}, \ldots, \frac{\log |T_{g+1}(\tilde{x})|}{\log |p(\tilde{x})|} \right),
\]

where \(\tilde{x}\) is the maximal generalization of \(x\). Note that \(\log |T_i(\tilde{x})|\) and \(\log |p(\tilde{x})|\) take values in \([-\infty, 0)\) since \(T_i\) and \(p\) are topologically nilpotent. From this it follows that \(c(x) = (0, \ldots, 0)\) if and only if \(|p(\tilde{x})| = 0\).

Moreover, we note that we cannot have \(c(x) = (0, x_2, \ldots, x_g)\) with \(x_i \neq 0\). With this set-up, being near boundary of weight space (in this component) is the same as having a point \(x \in \mathcal{W}^0\) with \(c(x)\) close to zero.

As an example of weights that are near the boundary, we can take a classical weight \((\kappa, \psi, r)\) where \(\psi\) is a character sufficiently ramified at every prime above \(p\). Now a natural question is, what if we take \(\psi\) a character only ramified at some of the primes above \(p\)? It is not clear to the author if these points should morally be near the boundary of weight space or in the centre. For this reason we define a quasi-boundary (which contains the boundary) as follows:

Definition 2.1.9. Let \(\kappa = (\kappa_1, \kappa_2, \ldots, \kappa_g)\) be a weight on \(\mathbb{T}(\mathbb{Z}_p) \cong H \times \mathbb{Z}_p^g\). For a fixed choice of \(h \in H\), let \(\gamma_i\) be a topological generator of the \(i\)-th copy of \(\mathbb{Z}_p\) under the isomorphism above. Then, define \(w(\kappa) = (\kappa_i(\gamma_i) - 1) \in \mathbb{C}_p^g\). In this way we obtain a coordinate in weight space for each of our weights. We also set \(\text{val}_p(w(\kappa)) = \min\{\text{val}_p(\kappa_i(\gamma_i) - 1)\}\) and say that for an odd prime \(p\) (resp. \(p = 2\)), a weight \(\kappa\) is near the quasi-boundary if \(\text{val}_p(w(\kappa)) < 1\) (resp. \(\text{val}_2(w(\kappa)) < 3\)), otherwise we say it is in the centre. Note that this does not depend on the choice of isomorphism \(\mathbb{T}(\mathbb{Z}_p) \cong H \times \mathbb{Z}_p^g\).

Notation 2.1.10. In what follows we make use of the following standard notation (see [Buz07, Section 9]). We first note that there is a surjection \(\alpha : \Sigma_{\infty} \rightarrow \Sigma_p\). Then for \((\alpha_p)_{p \in \Sigma_p}\) we let \((a_v)_{v \in \Sigma_{\infty}}\) be the tuple where for \(v \in \Sigma_{\infty}\), we let \(a_v\) denote \(a_p\) for any \(v \in \alpha^{-1}(p)\). This will be particularly useful when working with elements in \(\Delta\) (see Notation 1.0.1) which are indexed by elements of \(\Sigma_p\).

In this setting, the spaces of overconvergent quaternionic modular forms are defined as follows:

Definition 2.1.11. Let \(L(X)\) denote the space of convergent power series in the variables \(X_i\) for \(i \in \{1, \ldots, g\}\). The space of overconvergent quaternionic modular forms of weight \((\kappa, \psi, r)\), level \(U_0(np^s)\) is defined as the vector space of functions

\[
f : D^X \setminus D^X_p \rightarrow L(X)
\]

such that \(f(dg) = f(g)\) for all \(d \in D^X\) and \(f(gu^{-1}) \cdot u_p = f(g)\) for all \(u \in U_0(np^s)\) and \(g \in D^X_p\). Here the action of \(\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix}\) \(\in \Delta\) on \(L(X)\) is given by

\[
\prod_i X_i^{a_i} \gamma = \psi(d) \prod_i H(\gamma_i, X_i, l_i)
\]

\(^7\)Note that here, for consistency, we are defining weight space over \(\mathcal{O}_L\), but with more care one can work over \(\mathbb{Z}_p\) which is more customary when discussing integral models, see [AIP16a, Section 2], but we do not need this here.
where
\[ H(\gamma, Z, t) = (a_i d_i - b_i c_i)^n (c_i Z + d_i)^n \left( \frac{a_i Z + b_i}{c_i Z + d_i} \right)^t, \]
\(\Delta\) and \((\kappa_\psi, r, n, v, w)\) is a weight tuple. We denote this space by \(S^D_{\kappa_\psi, r}(U_0(\mathfrak{p}^s))\).

**Remark 2.1.12.** To define the classical spaces of quaternionic modular forms one can take a classical locally algebraic weight \((\kappa_\psi, r)\) with associated weight tuple \((\kappa, r, n, v, w)\) and define \(V_n(X)\) to be the space of polynomials in \(X = (X_i)\) such that the degree of \(X_i\) is less than or equal to \(n_i\) for \(i \in \{1, \ldots, g\}\). Then space of classical forms is defined by replacing \(L(X)\) with \(V_n(X)\) in Definition 2.1.11 and using the same action of \(\Delta\). We denote the resulting spaces by \(S^D_{\kappa_\psi, r}(U_0(\mathfrak{p}^s))\) or simply \(S_{\kappa_\psi, r}(U_0(\mathfrak{p}^s))\).

**Remark 2.1.13.** We use a slightly different convention for weight \([2, 2]\) modular forms on \(D\). It is customary to define \(S_2(U)\) as a quotient \(S_2(U)/\text{Inv}(U)\), where \(\text{Inv}(U)\) is a subspace of forms that factor through the reduced norm map [see [Hid88, Section I]]. But for our purposes we do not quotient out by \(\text{Inv}(U)\), so in weight \([2, 2]\) are slightly different to what is usually defined.

**Remark 2.1.14.** In order for the space of modular forms of weight \((\kappa_\psi, r)\) to be non-trivial, one requires that \(\psi(x) = N_{F/Q}(x)^r\) for all \(x \in \mathcal{O}_F^\times\), which we view as embedded in \(\mathcal{O}_{\mathfrak{p}}^\times\) in the usual way.

**Remark 2.1.15.** The above definition corresponds to working with overconvergent modular forms with radius of overconvergence \(p^0 = 1\). Working with a fixed radius is not a problem, as one can show that the characteristic polynomial of \(U_p\) does not depend on this radius ([Buz07, Proposition II.1]).

### 2.2. Relation to overconvergent Hilbert modular forms

We now explain why it is enough to study slopes of overconvergent quaternionic modular forms. The key result for this is the overconvergent Jacquet-Langlands correspondence, which, in this setting says:

**Theorem 2.2.1.** Let \(D/F\) be a totally definite quaternion algebra of discriminant \(\mathfrak{d}\) defined over a totally real field \(F\). Let \(p\) be a rational (unramified) prime and \(n\) an integral ideal of \(F\) such that \(p \nmid \mathfrak{d}\) and \((n, \mathfrak{d}) = 1\). Let \(\mathcal{X}_{D}(\mathfrak{n}p)\) be the eigenvariety of level \(\mathfrak{n}p\) attached to quaternionic modular forms on \(D\). Similarly, let \(\mathcal{X}_{\text{GL}_2}(n\mathfrak{d}p)\) denote the eigenvariety associated to cuspidal Hilbert modular forms of level \(n\mathfrak{d}p\) (with the associated moduli problem for this level being representable) as constructed in [AlP16b]. Then there is a closed immersion \(\iota_D : \mathcal{X}_D(\mathfrak{n}p) \hookrightarrow \mathcal{X}_{\text{GL}_2}(n\mathfrak{d}p)\) which interpolates the classical Jacquet-Langlands correspondence. Moreover, when \([F : \mathbb{Q}]\) is even, one can choose \(D\) with \(\mathfrak{d} = 1\) so that the above is an isomorphism between the corresponding eigenvarieties.

**Proof.** See [Bir, Theorem 5.11].

Therefore, if we are interested in the geometry of \(\mathcal{X}_{\text{GL}_2}(n\mathfrak{d}p)\), for \(F\) of even degree, then it is enough to study the slopes of overconvergent quaternionic modular forms. In general for \([F : \mathbb{Q}]\) odd, one obtains a closed immersion from the quaternionic eigenvariety into the full Hilbert eigenvariety, so one can only study “parts” of the full Hilbert eigenvariety, similar to the situation over \(\mathbb{Q}\) (cf. [LWX17]).

### 3. The \(U_p\) operator

In this section we describe how to compute the \(U_p\) operator matrix and prove a lower bound on its Newton polygon. The algorithms used to compute \(U_p\) are very much inspired by [Dem05, Jac03]. We note here that the results in this section apply to any totally definite quaternion algebra \(D/F\) of class number one. The fact that we work with a quaternion algebra that has class number one is simply to ease the exposition and computations, and one can most certainly work over any number field of even degree (or maybe even any degree) by adapting the work of Dembèle–Voight [DV13], but at the cost of increasing the computational complexity.

#### 3.1. Explicit formulas for \(U_p\)

First note that, since \(D\) is totally definite, then \(D^\times / D^\times_f / U\) is simply a finite number of points, which we call the class number of \((D, U)\) for \(U \subset \mathcal{O}_D^\times\) an open compact subgroup. Moreover, since \(D\) has class number one, then \(D^\times_f = D^\times \mathcal{O}_D^\times\) and \(D^\times / D^\times_f = \mathcal{O}_D^\times / \mathcal{O}_D^\times_f\). Thus there is a bijection
\[ D^\times / D^\times_f / U \longrightarrow \mathcal{O}_D^\times / \mathcal{O}_D^\times_f / U \]
and we can write \(\mathcal{O}_D^\times = \prod_{i=1}^r \mathcal{O}_D^\times t_i U\) for \(t_i\) suitable representatives. In what follows we will use the above decomposition to write an element \(x \in D^\times_f\) as \(du\) where \(d \in D^\times, u \in \mathcal{O}_D^\times\). Setting \(U = U_0(\mathfrak{p}^s)\), we can use the
bijection to write $u = d't_i\gamma$ (for some $i$) where $d' \in \mathcal{O}_D^\times$ and $\gamma \in U_0(np^n)$. Now, following Dembélé [Dem05], we find the $t_i$ by observing that

$$\mathcal{O}_D^\times \backslash \hat{\mathcal{O}}_D^\times / U = \mathcal{O}_D^\times \backslash \mathbb{P}^1(\mathcal{O}_F / np^n)$$

where $\mathbb{P}^1(\mathcal{O}_F / np^n) = \{(a, b) \in (\mathcal{O}_F / np^n)^2 | \exists (\alpha, \beta) \in (\mathcal{O}_F / np^n)^2 \text{ such that } \alpha a - \beta b = 1 \}/(\mathcal{O}_F / np^n)^\times$. We note that

$$\mathbb{P}^1(\mathcal{O}_F / np^n) = \prod_{q | np^n} \mathbb{P}^1(\mathcal{O}_F / q^{e_q}).$$

From this we can find the $t_i$ by simply picking a representative $(a, b) = (a_q, b_q)_{q | np^n} \in \mathbb{P}^1(\mathcal{O}_F / np^n)$ for each $\mathcal{O}_D^\times$-orbit and then lifting this to the element of $\hat{\mathcal{O}}_D^\times$ which is 1 at all places not dividing $np$ and, at the places dividing the level, we take $(\alpha_q, \beta_q) \in (\mathcal{O}_F / q^{e_q})^2$ such that $a_q \alpha_q - b_q \beta_q = 1$. Finally, we set $(t_i)_q = \begin{pmatrix} a_q & b_q \\ \beta_q & \alpha_q \end{pmatrix}$.

**Notation 3.1.1.** Let $U \subset D_f^\times$ be an open compact subgroup and (by strong approximation) let $D_f^\times = \coprod_i D^\times t_i U$, where $t_i \in D_f^\times$. For each $i$ set

$$\Gamma^i(U) = D^\times \cap t_i U t_i^{-1},$$

and note that $\Gamma^i(U) = \Gamma^i(U)/(\mathcal{O}^\times \cap \Gamma^i(U))$ is finite by [Hid88, Lemma 7.1].

**Definition 3.1.2.** We say that $U$ sufficiently small if $\Gamma^i(U)$ is trivial for all $i$.

**Definition 3.1.3.** We say an open compact subgroup $U \subset D_f^\times$ has wild level $\geq \pi^s$ if the projection $U \to D_p^\times$ is contained in $\Delta_s$. See 1.0.1 for the definition of $\Delta_s$ and $D_p$.

**Lemma 3.1.4.** There is an isomorphism

$$S_{\kappa^i, r}(U) \sim \bigoplus_{i=1}^h L(\mathcal{X})^{\Gamma^i(U)}$$

given by sending $f$ to $(f(t_i))_i$.

**Proof.** Let $f \in S_{\kappa^i, r}(U)$. For $g \in D_f^\times$ we can decompose it as $g = d t_i \gamma$ for some $i$, $d \in D^\times$ and $u \in U$. Now the image of $g$ in (some) $L(\mathcal{X})$ under $f$ is given by $f(g) = f(d t_i \gamma) = f(t_i \gamma) = f(t_i) \cdot u_p$. Therefore it is enough to know where the $t_i$ are sent. But note that if $u \in \Gamma^i(U)$, then $\gamma = t_i^{-1} d t_i$ for some $d \in D^\times$ and thus $f(t_i) = f(t_i t_i^{-1} d t_i) = f(t_i) \cdot u_p$, from which we see that the image must be in $L(\mathcal{X})^{\Gamma^i(U)}$.

**Remark 3.1.5.** We note here that it is always possible to choose $n$ such that $U_0(np^n)$ is sufficiently small (cf. [Hid88, Lemma 7.1]). Alternatively, we can take $U'$ being sufficiently small and consider level $U' \cap U_0(p^n)$. From now on we assume our level is sufficiently small.

Let $e$ denote the fundamental unit in $\mathcal{O}_F^\times$ and let $(\kappa^i, r)$ be a locally algebraic weight sending $e$ to $N_{F/Q}(e)^r$, which implies that $\Gamma^i(U)$ acts trivially on $L(\mathcal{X})$ (by our sufficiently small assumption). Then from (1) we have the following commutative diagram

$$\begin{array}{ccc}
S_{\kappa^i, r}(U) & \sim & \bigoplus_{i=1}^h L(\mathcal{X}) \\
\downarrow U_p & & \downarrow \Upsilon_p \\
S_{\kappa^i, r}(U) & \sim & \bigoplus_{i=1}^h L(\mathcal{X}).
\end{array}$$

Therefore, in order to compute the action of $U_p$, it is enough to compute $\Upsilon_p$. 8
Definition 3.1.6. For $p|p$ let $\eta_p \in D_p^\times$ be the element which is the identity at all places different from $p$ and at $p$ it is the matrix $\begin{pmatrix} \pi_p & 0 \\ 0 & 1 \end{pmatrix}$, for $\pi_p$ a uniformiser of $F_p$. For each $p$ as above and $U = U_0(np^s)$, we define the Hecke operators $T_p$ as the double coset operators given by $[U \eta_p U]$ and let $U_p = \prod_{p \in \Sigma_p} U_p$ (recall that $p$ is unramified). Note that $T_p$ is independent of the choice of uniformiser.

Proposition 3.1.7. For $U = U_0(np^s)$, the double coset $[U \eta_p U]$ can be written as

$$
\prod_{\alpha \in \mathcal{O}_p/\pi_p} U \begin{pmatrix} \pi_p & 0 \\ \alpha \pi_p & 1 \end{pmatrix}.
$$

From this it follows that the action of $U_p$ is given by $(f|U_p)(g) = \sum_{\alpha \in \mathcal{O}_p/\pi_p} f|u_\alpha (g)$ for $g \in D^\times_f$, where $u_\alpha = \begin{pmatrix} \pi_p & 0 \\ \alpha \pi_p & 1 \end{pmatrix}$.

Definition 3.1.8. For each $t_i$ as above define

$$\Theta(i,j) := \{\alpha \in \mathcal{O}_p/\pi_p \mid t_i u_\alpha^{-1} = dt_j \gamma_\alpha, \text{ for some } d \in D^\times; \gamma_\alpha \in U\}$$

and let $T_{i,j} = \sum_{\beta \in \Theta(i,j)} (\gamma_\beta u_\beta)_p$. Here $u_\beta = \begin{pmatrix} \pi_{\beta} & 0 \\ \beta \pi_{\beta} & 1 \end{pmatrix}$.

Proposition 3.1.9. The matrices $(\gamma_\beta u_\beta)_p$ are in $\begin{pmatrix} \pi \mathcal{O}_p^\times & \mathcal{O}_p \\ \pi \mathcal{O}_p & \mathcal{O}_p^\times \end{pmatrix}$ where $U$ has wild level $\geq \pi^s$.

Proof. The proof follows mutatis mutandis from the proof of [LWX17, Proposition 3.1].

Definition 3.1.10. Let $n \in \mathbb{Z}_{>0}$ and let $A$ be a $m \times m$ matrix with $m \equiv 0 \mod n$ or $m = \infty$. Then, by choosing a partition of the $m$ basis elements into disjoint subsets of size $n$, we can (after permuting the basis elements) consider $A$ as a matrix partitioned into blocks of size $n \times n$. We call a matrix a $n \times n$-block matrix if we have made such a choice of partition of the basis elements.

Remark 3.1.11. In what follows, we will be looking at compact operators acting on $B = \oplus_{i=1}^h L(X_i)$. On this space we have a natural choice of basis given by the monomials $X_i$ in each summand. Using this basis one can define the matrix attached to a compact operator and from now on, we will implicitly identify a compact operator with the matrix it defines.

Moreover, by choosing an ordering of our monomials we can think of our compact operators as an $h \times h$ block matrix as follows: let $e^i_j$ denote the $i$-th basis elements in the $j$-th summand in $B$, then we partition be basis elements by $\{e^1_0, \ldots, e^1_0\} \cup \{e^1_1, \ldots, e^1_0\} \cup \ldots$, then using this we partition the matrix attached to a compact operator on $B$.

Now, recall that by Lemma 3.1.4 we have that the action of $U_p$ is given by

$$(f|U_p)(t_i) = \sum_{\alpha \in \mathcal{O}_p/\pi_p} f|u_\alpha (t_i) = \sum_{\alpha \in \mathcal{O}_p/\pi_p} f(t_i u_\alpha^{-1}) \cdot (u_\alpha)_p = \sum_{j=1}^h f(t_j) \cdot T_{i,j}$$

Similarly we can do all of the above for $U_p$. We now show how to explicitly write down the entries of matrix attached to $T_{i,j}$. For this we use the standard trick of using a generating function\footnote{See [Jac03, WXZ17, BC05] for other places where such functions are used.}. Specifically, we want to find a power series in some number of variables, such that the entries of the matrix can be described in terms of the coefficients of this power series.

Proposition 3.1.12. The generating function for the $|k_{\psi,r}$ action of $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \left( \begin{pmatrix} a_j & b_j \\ c_j & d_j \end{pmatrix} \right)$ is $\in \Delta$ with $(k_{\psi,r})$

$$\psi(d) \cdot \prod_{i=1}^g \frac{\det(\gamma_i)^{\nu_i}(c_i X_i + d_i)^{n_i+1}}{(c_i X_i + d_i - a_i X_i Z_i - b_i Z_i)}$$

where $(k_{\psi,r}, n, v, w)$ is a weight tuple.
Proof. From the above, the action of $|_{\kappa, r} \gamma$ on $L(X)$ is given by
\[
\prod_i X_i^{l_i} \gamma = \psi(d) \prod_i H(\gamma_i, X_i, l_i) = \sum \prod_i X_i^{m_i}
\]
Now consider the formal sum $G(X, Z, c) = \sum \prod_i Z_i^{l_i} \prod_i H(\gamma_i, X_i, l_i)$
\[
= \sum Z_i^{l_i} \psi(d) \prod_i H(\gamma_i, X_i, l_i)
= \psi(d) \prod_i \det(\gamma_i)^{-v_i} (c_i X_i + d_i)^{n_i} \sum_i Z_i^{l_i} \left( \frac{a_i X_i + b_i}{c_i X_i + d_i} \right)^{l_i}
\]
The result then follows by noting that
\[
\sum_i Z_i^{l_i} \left( \frac{a_i X_i + b_i}{c_i X_i + d_i} \right)^{l_i} = \frac{1}{1 - Z_i \left( \frac{a_i X_i + b_i}{c_i X_i + d_i} \right)}.
\]
\]
From this we get an expression for $a_{l,m}$. Then, after choosing a bijection from $\alpha : \mathbb{Z}^g \rightarrow \mathbb{Z}$ we define the matrix associated to the $|_{\kappa, r} \gamma$ action as $\left(a_{\alpha(l), \alpha(m)} l, m\right)$. Note that, from the definition of $\Delta$, it follows that $|_{\kappa, r} \gamma$ defined a compact operator on $L(X)$.

**Corollary 3.1.13.** The coefficient of $\prod_i X_i^{l_i} Z_i^{m_i}$ in $G(X, Z, c)$ is
\[
\psi(d) \prod_i \det(\gamma_i)^{-v_i} C_{n_i}(\gamma_i, m_i, l_i)
\]
where
\[
C_{n_i} \left( \left( \begin{array}{cc} a & b \\ c & d \end{array} \right), x, y \right) = \sum_{t=0}^{\infty} \left( \begin{array}{c} w - y \\ t \end{array} \right) \left( \begin{array}{c} y \\ x - t \end{array} \right) a^x t c^t d^{w - y - t} b^{y - x + t}.
\]

**Proof.** The proof of this expression is a simple matter of expanding the power series, which is an un-illuminating computation. Similar results can be found in [Jac03, Appendix A].

3.1.14. In order to write down a matrix for $U_p$ we need to choose a basis of $L(X)$. For computational purposes we will choose the one given by $X_i^l$ for $l \in \mathbb{Z}_{\geq 0}^g$. Now in order to compute the finite approximations to the infinite matrix of $U_p$, we will also need to choose an ordering of this basis (cf. 3.1.11), which is the same as choosing a bijection $B_i : \mathbb{Z}_{\geq 0}^g \rightarrow \mathbb{Z}_{\geq 0}$.  

**Notation 3.1.15.** From now on, until the end of the section we make a fixed choice of bijection $B_i$ and if $m \in \mathbb{Z}_{\geq 0}$ and $B_i^{-1}(m) = (m_i)_{i=1}^g$ then set $b(m) = \sum_i m_i$.

**Remark 3.1.16.** In what follows the choice of $B_i$ will only be for relevant for computational purposes. In particular, our theoretical results do not depend in an essential way in our choice of ordering.

It then follows from Corollary 3.1.13 that:

**Corollary 3.1.17.** Let $x, y \in \mathbb{Z}_{\geq 0}^g$ and $\gamma = \left( \left( \begin{array}{cc} \pi \alpha & \beta \\ c \pi & d \end{array} \right) \right) \in \Delta_s$. Let $x = B_i(x)$ (similarly for $y$) and let $(\kappa, r, n, v, w)$ be a weight tuple with $(\kappa, r)$ a locally algebraic weight. Then the $(x, y)$-th entry of the matrix representing the $|_{\kappa, r} \gamma$ action on $L(X)$ is given by
\[
\Omega_{\kappa, r}(\gamma, x, y) := \psi(d) \prod_i \pi_i^{x_i} \det(\gamma_i)^{v_i} d_i^{n_i} \frac{\alpha_i}{\beta_i} b_i^{y_i - x_i} C_{n_i}(\gamma_i, x_i, y_i)
\]

\[\text{Recall that we are using Notation 2.1.10.}\]
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where
\[ C_{n_i} (\gamma_i, x_i, y_i) = \sum_{t=0}^{n_i} \left( \begin{array}{c} n_i - y_i \\ t \end{array} \right) \left( \begin{array}{c} y_i \\ x_i - t \end{array} \right) \left( \frac{b_j c_i}{a_i d_i} \right)^t \pi_i^t(s-1). \]

**Corollary 3.1.18.** Let \( \gamma = \left( \left( \frac{\pi_j a_i d_j}{c_j \pi_i a_i} \right) \right) \in \Delta_s \) and \((\kappa_\psi, r, n, v, w)\) a locally algebraic weight. Then matrix for the weight \((\kappa_\psi, r)\) action of \( \gamma \) in \( L(\mathcal{X}) \) is such that the \((x, y)\)-th entry has \( p \)-adic valuation at least
\[ D + b(x) + \sum_{i=1}^{g} g(n_i, x_i, y_i)(s - 1) \]
where:
- \( D = \text{val}_p(\prod \det(\gamma_i)^v) \).
- \((x_i, y_i) \in \mathbb{Z}_{\geq 0} \), \( x = \text{Bi}(x_i) \), \( y = \text{Bi}(y_i) \).
- \( g(x, y, n) = \infty \) if \( x > n \geq y \), otherwise
\[ g(x, y, n) = \begin{cases} x & \text{if } y = 0, \\ 0 & \text{if } y \geq x, \\ x - y & \text{if } y < x. \end{cases} \]

*(Note that having infinite \( p \)-adic valuation means that the entry of the matrix is zero.)*

**Proof.** This follows at once from Proposition 3.1.9 together with Corollary 3.1.17 and noting that \( g(n_i, x_i, y_i) \) is either \( \infty \) or the first non-zero \( t \) for which \( \binom{n_i - y_i}{x_i - t} \neq 0 \).

Using the isomorphism
\[ S^{D,1}_{\kappa_\psi, r} (U) \xrightarrow{\sim} \bigoplus_{i=1}^{h} L(\mathcal{X}), \]
and by 3.1.11, shows that the matrix associated to \( \mathcal{U}_p \) can be thought of as an \( h \times h \)-block matrix. Moreover, since \( T_{i,j} = \sum_{\beta \in \Theta(i,j)} (\gamma_{\beta u_{\beta}}) \), the \((x, y)\)-block of \( \mathcal{U}_p \) is given by
\[ M_{\kappa_\psi, r}(x, y) := (F_{i,j}^{\kappa_\psi, r}(x, y))_{i,j} \]
where
\[ F_{i,j}^{\kappa_\psi, r}(x, y) := \sum_{\beta \in \Theta(i,j)} \Omega_{\kappa_\psi, r}( (\gamma_{\beta u_{\beta}})_{p}, x, y) \]
and \( i, j \in \{1, \ldots, h\} \).

We now want to generalize [WXZ17, Theorem 4.8] to give a lower bound for the Newton polygon for the action of \( U_p \). First we will normalize our Hecke operators.

**Definition 3.1.19.** For each prime ideal \( p \in \Sigma_p \) let \( \Sigma_p \) be the set of \( v \in \Sigma_\infty \) factoring through the projection \( F_p \rightarrow F_p \). Let \( \kappa \) be a locally algebraic weight with \((k, r, n, v, w)\) the associated weight tuple. Recall that \( v \in \mathbb{Z}_p \) and that by 1.0.1 we can think of this as \( v \in \mathbb{Z}_{\geq \infty} \). For each prime ideal \( p \in \Sigma_p \) we define \( v_p(\kappa) = \sum_{v \in \Sigma_p} v \).

Using this we normalize our operators as follows: Let \( y_p^0 = \prod_{\mathfrak{p} | p} \pi_p^{-v_p(\kappa)} U_p \) and \( y_p^0 = \pi_p^{-v_p(\kappa)} U_p \).

**Remark 3.1.20.** Note that this has the effect of removing the terms \( \det(\gamma_i)^v \) appearing in Corollary 3.1.17.

**Proposition 3.1.21.** Let \( U = U_0(\mathfrak{p}^n) \) be a sufficiently small level and let \((\kappa, r)\) be any locally algebraic weight. For \( n \in \mathbb{Z}_{\geq 0} \) we let \( s(n) \) denote the number of \( m \in \mathbb{Z}_{\geq 0} \) such that \( b(m) = n \). Then the Newton Polygon of the action of \( U_0^0 \) on
\[ S^{D,1}_{\kappa, r} (U) \cong \bigoplus_{i=1}^{h} L(\mathcal{X}) \]
lies above the polygon with slopes \( \{0, s(0)h, 1s(1)h, \ldots, is(i)h, \ldots\} \) where \( i_n \) means that \( i \) appears \( n \) times.

\(^{10}\)Here \( h \) is the class number of \((D, U)\).
Proof. We do this by giving a lower bound for the Hodge polygon (defined below) of $U_p^0$, which is always below the Newton polygon.

Now recall that the Hodge polygon is given by the lower convex hull of the vertices $(i, \min_n)$, where $\min_n$ is the minimal $p$-adic valuation of the determinants of all $n \times n$ minors. Note that it clearly lies below the Newton polygon. Now Corollary 3.1.18 gives that each $h \times h$ block $M_n(x, y)$ is divisible by $p^{b(x)}$ Using this we can bound the Hodge polygon from below as follows: let $S = \{s_i\} := \{0_{s(i)h}, 1_{s(i)h}, \ldots, i_{s(i)h}, \ldots\}$ and let $\Sigma_i = \sum_{j \leq 1} s_j$. Then from the above it is easy to see that the Hodge polygon is bounded from below by the convex hull of the points $(i, \Sigma_i)$. \hfill \Box

Corollary 3.1.22. In the case $g = 2$, the Newton polygon is bounded below by the polygon with vertices given by

$$(0, 0), (h, 0), (3h, 2h), \ldots, \left(\frac{i(i+1)h}{2}, \frac{(i-1)i(i+1)h}{3}\right), \ldots.$$

Proof. This follows at once from the proof of Proposition 3.1.21. \hfill \Box

4. Slopes near the boundary

From now on we restrict to the case of $F$ being a real quadratic field.

Notation 4.1.1. In this section we will use convention given in 2.1.2 for our weights. Using this we will denote arbitrary locally algebraic weights as $\kappa$ and if we want to specify the character we will denote them as $[k_1, k_2]\psi$ where $k_i \in \mathbb{Z}_{\geq 2}$ and paritious.

Notation 4.1.2. In what follows we will choose the ordering of our basis (cf. 3.1.14) given by

$$Bi(a, b) = \frac{(a+b+1)(a+b)}{2} + b$$

and $Bi^{-1}(m) = \left(\left(m - \frac{t(t+1)}{2}, \frac{t(t+3)}{2} - m \right)\right)$ where $t = \left[-\frac{1+\sqrt{1+8m}}{2}\right]$. Lastly, for $Bi^{-1}(m) = (m_1, m_2)$ we note that $b(m) = m_1 + m_2 = t$.

Remark 4.1.3. We choose this particular ordering since computationally it appears to be the one for which slopes stabilize quickest. This is most likely due to the appearance of the term $b(x)$ in Corollary 3.1.18 which controls how the valuations of the entries of $U_p$ increase as we move down the rows.

In this section we collect some computations of slopes of $U_p$, for $p$ a split or inert prime. The computations done below were done in Magma [BCP97] and Sage [Sag16].

Warning 4.1.4. From now on all our Hecke operators will normalized as in 3.1.19. For this reason we will denote them simply by $U_p$, $U_p$ instead of $U_p^0$, $U_p^0$.

Definition 4.1.5. If $K$ is a local field and $A \in \text{Mat}_{n,n}(K)$ is a matrix, then we define the Newton polygon of $A$ to be the Newton polygon of the characteristic polynomial of $A$ and denote it $\text{NP}(A)$. This naturally defines a set $\text{S}(A)$ of $sm$-pairs, given by the slopes and multiplicities.

Warning 4.1.6. When computing slopes of overconvergent Hilbert modular forms our strategy is to compute a finite matrix $U_p(R, \kappa)$ which is a $R \times R$ approximation to the infinite matrix of $U_p$ acting on weight $\kappa$ overconvergent Hilbert modular forms and then compute the slopes of $U_p(R, \kappa)$, which we call the approximated overconvergent slopes. The fact that $U_p$ is compact means that we can find a function $f$ such that, any vertex of $\text{NP}(U_p(f(R), \kappa))$ of valuation less than $R$, will also be a vertex of $\text{NP}(U_p(M, \kappa))$ for $M \geq f(R)$. So we can guarantee that the approximated overconvergent slopes are actually slopes of overconvergent Hilbert modular forms. Note that $f$ depends on the ordering of the basis of the matrix. If we use $Bi$ as in 3.1.14 to order the basis, then $\left[\frac{b(R)}{h}\right]$ bounds $f(R)$ from below, where $b(R) = \left[-\frac{1+\sqrt{1+8R}}{2}\right]$. Throughout this section, when we talk about overconvergent slopes, we mean approximated overconvergent slopes.

In the classical case we do not have this problem and all of the slopes we have computed are actually slopes of classical Hilbert modular forms.

\footnote{For more details on Hodge polygons see [WXZ17, Section 4.7] and [Ked10, Section 4.3].}

\footnote{This is most likely not the optimal bound.}
4.2. **Split case.** Let $F = \mathbb{Q}(\sqrt{13})$ and $p = 3$. We will compute the slopes of $U_3$ on the space of modular forms of $U_0(9)$ for weights near the boundary. We note here that $U_0(9)$ is sufficiently small, which we checked computationally. In this case we find that $h = 12$, where $h$ is the class number of $(D, U)$ with $D/F$ totally definite with $\text{Disc}(D) = 1$. We let $\psi_r$ be a continuous character of $\mathcal{O}_F^\times$ of conductor $9$ such that $\psi_r(\alpha) = N_{F/\mathbb{Q}}(\alpha)^r$ for $\alpha \in \mathcal{O}_F^\times$. In the following table we list the slopes of classical Hilbert modular forms as a $sm$-pair $(s, m)$ where $s$ is the slope and $m$ its multiplicity. Note that since $p$ splits, we have $U_p = U_{p_1} U_{p_2}$. We also record here the classical slopes of $U_{p_1}, U_{p_2}$.

| Operator | Weight | Classical Slopes |
|----------|--------|------------------|
| $U_p$    | 2, 2   | $\psi_2$ (0, 1), (1/2, 2), (1, 6), (3/2, 2), (2, 1) |
| $U_{p_1}$ | 2, 2 | $\psi_2$ (0, 3), (1/2, 6), (1, 3) |
| $U_{p_2}$ | 2, 2 | $\psi_2$ (0, 3), (1/2, 6), (1, 3) |
| $U_p$    | 2, 4 | $\psi_2$ (0, 1), (1/2, 2), (1, 7), (3/2, 4), (2, 8), (5/2, 4), (3, 7), (7/2, 2), (4, 1) |
| $U_{p_1}$ | 2, 4 | $\psi_2$ (0, 9), (1/2, 18), (1, 9) |
| $U_{p_2}$ | 2, 4 | $\psi_2$ (0, 3), (1/2, 6), (1, 6), (3/2, 6), (2, 6), (5/2, 6), (3, 3) |
| $U_p$    | 2, 6 | $\psi_2$ (0, 1), (1/2, 2), (1, 7), (3/2, 4), (2, 8), (5/2, 4), (3, 8), (7/2, 4), (4, 8), (9/2, 4), (5, 7), (11/2, 2), (6, 1) |
| $U_{p_1}$ | 2, 6 | $\psi_2$ (0, 15), (1/2, 30), (1, 15) |
| $U_{p_2}$ | 2, 6 | $\psi_2$ (0, 3), (1/2, 6), (1, 6), (3/2, 6), (2, 6), (5/2, 6), (3, 6), (7/2, 6), (4, 6), (9/2, 6), (5, 3) |
| $U_p$    | 2, 8 | $\psi_2$ (0, 1), (1/2, 2), (1, 7), (3/2, 4), (2, 8), (5/2, 4), (3, 8), (7/2, 4), (4, 8), (9/2, 4), (5, 8), (11/2, 4), (6, 8), (13/2, 4), (7, 7), (15/2, 2), (8, 1) |
| $U_{p_1}$ | 2, 8 | $\psi_2$ (0, 21), (1/2, 42), (1, 21) |
| $U_{p_2}$ | 2, 8 | $\psi_2$ (0, 3), (1/2, 6), (1, 6), (3/2, 6), (2, 6), (5/2, 6), (3, 6), (7/2, 6), (4, 6), (9/2, 6), (5, 6), (11/2, 6), (6, 6), (13/2, 6), (7, 3) |
| $U_p$    | 4, 4 | $\psi_2$ (0, 1), (1/2, 2), (1, 8), (3/2, 6), (2, 16), (5/2, 10), (3, 22), (7/2, 10), (4, 16), (9/2, 6), (5, 8), (11/2, 2), (6, 1) |
| $U_{p_1}$ | 4, 4 | $\psi_2$ (0, 9), (1/2, 18), (1, 18), (3/2, 18), (2, 18), (5/2, 18), (3, 9) |
| $U_{p_2}$ | 4, 4 | $\psi_2$ (0, 9), (1/2, 18), (1, 18), (3/2, 18), (2, 18), (5/2, 18), (3, 9) |
| $U_p$    | 3, 3 | $\psi_1$ (0, 1), (1/2, 2), (1, 8), (3/2, 6), (2, 14), (5/2, 6), (3, 8), (7/2, 2), (4, 1) |
| $U_{p_1}$ | 3, 3 | $\psi_1$ (0, 6), (1/2, 12), (1, 12), (3/2, 12), (2, 6) |
| $U_{p_2}$ | 3, 3 | $\psi_1$ (0, 6), (1/2, 12), (1, 12), (3/2, 12), (2, 6) |
| $U_p$    | 3, 5 | $\psi_1$ (0, 1), (1/2, 2), (1, 8), (3/2, 6), (2, 15), (5/2, 8), (3, 16), (7/2, 8), (4, 15), (9/2, 6), (5, 8), (11/2, 2), (6, 1) |
| $U_{p_1}$ | 3, 5 | $\psi_1$ (0, 12), (1/2, 24), (1, 24), (3/2, 24), (2, 12) |
| $U_{p_2}$ | 3, 5 | $\psi_1$ (0, 6), (1/2, 12), (1, 12), (3/2, 12), (2, 12), (5/2, 12), (3, 12), (7/2, 12), (4, 6) |

Table I: Split case, $p = 3$, classical slopes.

Since our level is sufficiently small it follows that, for $[k_1, k_2] \neq [2, 2]$ the dimension of the spaces of classical Hilbert modular forms of weight $[k_1, k_2] \psi_1$ and level $U_0(9)$ is $12 \cdot (k_1 - 1) \cdot (k_2 - 1)$ (this follows from translating 3.1.4 to the classical setting). For weight $[2, 2]$ the dimension of the classical space of cusp forms is $11$, but since in our notation we are including the reduced norm forms (which in this case contribute a 1-dimensional subspace), we get a 12 dimensional space. With this one can easily see that (as long as we order our basis correctly) in the table above, the classical slopes $U_p$ in weight $\kappa$ are given by the slopes of $U_\kappa(R, \kappa)$ for $R = (k_1 - 1)(k_2 - 1)12$ and $* \in \{p, p_1, p_2\}$.

We now compute the overconvergent slopes for the same set of weights as in the classical case but we only compute slopes of $U_p$ since the $U_{p_i}$ are not compact operators. Our computations suggest that for a fixed $R$, the

---

13This means we choose an ordering such that the first $\dim(S_n(U))$ basis elements form a basis of $S_n(U)$ (note that this ordering may differ from the one given by Bri as chosen in 4.1.2).
multiset of slopes of $U_p(R, \kappa)$ does not depend on the weight $\kappa$.\footnote{Specifically, we computed the slopes for many weights and they were always the same.} For this reason, in the table below we only record the size of the matrix and the slopes.

| Matrix          | Overconvergent Slopes          |
|-----------------|--------------------------------|
| $U_p(20 \cdot 12)$  | (0, 1), (1/2, 2), (1, 8), (3/2, 6), (2, 16), (5/2, 10), (3, 24), (7/2, 14), (4, 32), (9/2, 18), (5, 39), (11, 20), (6, 35), (13/2, 10), (7, 5) |
| $U_p(25 \cdot 12)$  | (0, 1), (1/2, 2), (1, 8), (3/2, 6), (2, 16), (5/2, 10), (3, 24), (7/2, 14), (4, 32), (9/2, 18), (5, 40), (11, 22), (6, 45), (13/2, 20), (7, 30), (15/2, 8), (8, 4) |
| $U_p(30 \cdot 12)$  | (0, 1), (1/2, 2), (1, 8), (3/2, 6), (2, 16), (5/2, 10), (3, 24), (7/2, 14), (4, 32), (9/2, 18), (5, 40), (11, 22), (6, 48), (13/2, 26), (7, 50), (15/2, 18), (8, 19), (17/2, 4), (9, 2) |

Table 2: Split case, $p = 3$, overconvergent slopes

**Observation 4.2.1.** (1) The slopes are appearing in arithmetic progression which is very similar to what we see over $\mathbb{Q}$.

(2) The multiplicities are not the same for each slope and are increasing, which is something that one does not see over $\mathbb{Q}$ (cf. [LWX17, Theorem 1.5]).

(3) In the table of classical slopes one can observe the effect of the Atkin-Lehner involution. We know from the basic theory of Hilbert modular forms, that we can define an involution $W_p$ (see [SW93]) and this will send a Hilbert modular form of slope $\alpha$ in $S_{k, \psi}(U_0(9))$ to a form of slope

$$\text{val}_p(N_{F/\mathbb{Q}}(p)^{k_0-1-v_p(k)}) - \alpha,$$

in $S_{k, \psi^{-1}}(U_0(9))$, where $k_0 = \max(k_1, k_2)$. Now in our example, $\psi$ and $\psi^{-1}$ are in the same Galois orbit, so the slopes in weight $k_\psi$ and $k_{\psi^{-1}}$ will be the same. From which one can deduce that in the classical slopes above one should be able to pair up the slopes appearing in weight $[k_1, k_2]$ so that the slopes add up to $\text{val}_p(N_{F/\mathbb{Q}}(p)^{k_0-1-v_p(k)})$, which is the case\footnote{The appearance of $v_p(k)$ is due to our normalization of $U_p$.}. Moreover, one can define Atkin-Lehner involutions $W_{p_i}$ for $i \in \{1, 2\}$ and make similar observations in these cases.

(4) In the classical case we have not only computed the slopes of $U_p$, but those of $U_{p_1}, U_{p_2}$. Here it appears that if we fix $k_1$ and let $k_2$ grow, then the slopes of $U_{p_1}$ only increase in multiplicity, but we do not gain any new slopes. On the other hand, for $U_{p_2}$ we see that as $k_2$ increases we gain new slopes. Moreover, if we instead fix $k_2$ and increase $k_1$ we see analogous behaviour.

We have also done a similar computation in the case when $F = \mathbb{Q}(\sqrt{17})$, $p = 2$ and level $U_0(8)$ (here $h = 24$). In this case the behaviour is similar to the above, so we only record the slopes for a few small weights. The characters $\psi_i$ appearing in table 3 are of conductor $8$.

| Operator | Weight | Classical slopes |
|----------|--------|------------------|
| $U_p$    | $2, 2 \psi_2$ | (0, 1), (1/2, 4), (1, 14), (3/2, 4), (2, 1) |
| $U_{p_1}$ | $2, 2 \psi_2$ | (0, 4), (1/2, 16), (1, 4) |
| $U_{p_2}$ | $2, 2 \psi_2$ | (0, 4), (1/2, 16), (1, 4) |
| $U_p$    | $4, 2 \psi_2$ | (0, 1), (1/2, 4), (1, 15), (3/2, 8), (2, 16), (5/2, 8), (3, 15), (7/2, 4), (4, 1) |
| $U_{p_1}$ | $4, 2 \psi_2$ | (0, 4), (1/2, 16), (1, 8), (3/2, 16), (2, 8), (5/2, 16), (3, 4) |
| $U_{p_2}$ | $4, 2 \psi_2$ | (0, 12), (1/2, 48), (1, 12) |
| $U_p$    | $3, 3 \psi_1$ | (0, 1), (1/2, 4), (1, 16), (3/2, 12), (2, 30), (5/2, 12), (3, 16), (7/2, 4), (4, 1) |
| $U_{p_1}$ | $3, 3 \psi_1$ | (0, 8), (1/2, 32), (1, 16), (3/2, 32), (2, 8) |
| $U_{p_2}$ | $3, 3 \psi_1$ | (0, 8), (1/2, 32), (1, 16), (3/2, 32), (2, 8) |

| Operator | Size | Overconvergent slopes |
|----------|------|------------------------|
| $U_p$    | $10 \cdot 24$ | (0, 1), (1/2, 4), (1, 16), (3/2, 12), (2, 32), (5/2, 20), (3, 48), (7/2, 28), (4, 59), (9/2, 16), (5, 4) |
4.3. Partial slopes. Since we are working in the split case, we have $U_p = U_{p1} U_{p2} = U_{p2} U_{p1}$. Therefore a $U_p$ slope $\lambda_p$ can decomposed as a pair $(\lambda_{p1}, \lambda_{p2})$ where $\lambda_{p1}$ is a slope of $U_{p1}$ and $\lambda_p = \lambda_{p1} + \lambda_{p2}$.

4.3.1. Classical partial slopes. For level $U_0(9)$ and weights $[4,4], [2,2], [2,4], [2,6], [2,8]$, we plot the pairs $(\lambda_{p1}, \lambda_{p2})$ together with the multiplicity with which they appear. For the figures in this section, the horizontal axis denotes the slopes of $U_{p1}$ and the vertical axis the slopes of $U_{p2}$. The numbers in the grid represent the multiplicity with which this pair appears.

![Diagram with weights and slopes]
We draw similar figures for $p = 2$ in level $U_0(8)$ which give:
Very recent work of Newton and Johansson sheds some light onto why, the slopes for $U_p$ have such behaviour as observed in 4.2.1(4).

4.3.1. Since we are in the classical case there is no problem in computing the slopes of $U_{p_1}, U_{p_2}$, from which we can construct the above figures as follows: thinking of the multiplicities as variables $(x_{i,j})$, the slopes of $U_{p_1}^a U_{p_2}^b$ for varying $a, b$ give us linear equations in $(x_{i,j})$ which one can try to solve. For example, knowing that in weight $[2,2]$ the operator $U_p$ has slopes $[(0, 3), (1/2, 6), (1, 3)]$ tells us that in the corresponding figure adding the multiplicities along each row should give $3, 6, 3$ respectively. Furthermore, the Atkin-Lehner involutions $W_{p_1}, W_{p_2}$ give extra symmetries in the multiplicities, e.g., $W_p$ sends the pair

$$(\lambda_{p_1}, \lambda_{p_2}) \mapsto (k_0 - 1 - \lambda_{p_1} - v_{p_1}(k), k_0 - 1 - \lambda_{p_2} - v_{p_2}(k))$$

which combined give us enough equations to uniquely determine the multiplicities (for the weights in the above figure).

Observation 4.3.2. We note that in both examples above, the pictures appear to built up from the weight $[2, 2]$ picture, by ‘glueing’ along the edges and adding up the multiplicities along the edges.

Question 4.4. For (arithmetic) weights near the boundary, are the above multiplicities all ways greater than 0? In other words, given eigenforms $f_i$ for $U_{p_i}$ with eigenvalues $\alpha_i$, does there exist an eigenform for $U_p$ with eigenvalue $\alpha_1 \alpha_2 \cdots \alpha_f$.

Question 4.5. Can we obtain the picture above for any weight near the boundary, by simply glueing the picture in weight $[2, 2]$?

4.5.1. Overconvergent partial slopes. Now, since we are in the overconvergent case one cannot directly compute the slopes of $U_{p_n}$ since these are not compact operators. Instead one can compute the successive slopes of $U_{p_n}^n$, (which are compact operators) for $n \geq 0$. From this one can obtain slopes of $U_{p_n}$ as follows: let $R \gg 0$, $P_n(R, \kappa) := (U_p U_{p_1}^n)(R, \kappa)$ (with the same notation as in 4.1.6). Let us for the moment consider $S(P_0(R, \kappa))$ as a
multiset of slopes in the obvious way. Now, for each \( s \in S(P_0(R, \kappa)) \), let
\[
T(s) = \bigcap_{n=1}^{J(s)} \left\{(t-s)/n \mid t \in S(P_n(R, \kappa)) \right\}
\]
where \( J(s) \gg 0 \) such that the intersection stabilizes (such a \( J(s) \) always exists). Then (for large enough \( R \))
\[
\bigcup_{s \in S(P_0(R, \kappa))} T(s) \subset S(U_p)
\]
which is what we want.

Alternatively, while \( U_{p_i} \) are not compact operators on the spaces of overconvergent Hilbert modular forms, one can restrict them to subspaces on which they act as compact operators. To see this, let \( L(n, m) \) denote the subspace of \( L(X, Y) \) generated by \( X^iY^j \) for \( i \in \{0, \ldots, n\} \) and \( j \in \{0, \ldots, m\} \) where \( n, m \in \mathbb{Z}_{\geq 0} \cup \{\infty\} \) (note that \( L(\infty, \infty) = L(X, Y) \)). Then for \( m \in \mathbb{Z}_{\geq 0}, \kappa = [\kappa_1, \kappa_2] \chi \) a weight with \( \kappa_2 = m + 2 \) and \( \kappa_1 \) arbitrary (with the same parity as \( \kappa_2 \)), the subspace
\[
\bigoplus_{i=1}^{h} \bigoplus_{m} L(\infty, m) \subset \bigoplus_{i=1}^{h} L(X, Y) \cong S^{D, 1}_{\kappa}(U)
\]
is for a fixed under the \( |\kappa| \) action of Hecke operators and \( U_{p_i} \) acts compactly (this can be seen from Corollary 3.1.17) on this subspace. Similarly \( U_{p_2} \) is compact on \( \bigoplus_{i=1}^{h} L(n, \infty) \) for a fixed \( n \in \mathbb{Z}_{\geq 0} \) and weights \( \kappa = [n + 2, \kappa_2] \chi \). From this one can compute subsets of \( S(U_{p_i}) \).

Using this we compute some overconvergent slopes of \( U_{p_i} \) in weight \([2, 2] \psi_2 \) and level \( U_0(9) \) acting on \( \bigoplus L(0, 8) \subset \bigoplus L(0, \infty) \) and \( \bigoplus L(8, 0) \subset \bigoplus L(\infty, 0) \). We only show this for \( U_{p_1} \) on \( \bigoplus L(8, 0) \) since the picture for \( U_{p_2} \) on \( \bigoplus L(8, 0) \) is the same but flipped vertically. Note that \( \bigoplus L(0, 0) \cong S_2(U) \).

In the above figures, the classical slopes are shown as a grid with solid lines and the overconvergent slopes are dashed.

### 4.6. Inert case

We now move to the inert case. For this we set \( F = \mathbb{Q}(\sqrt{5}) \) and \( p = 2 \). We will compute the slopes of \( U_2 \) acting on Hilbert modular forms of level \( U_0(2^3 p_{11}) \) where \( p_{11} \) is the prime lying above \( 11 \) generated by \((11, 3 + 2\sqrt{5})\) and weight \([k_1, k_2] \psi_r \) where \( \psi_r : \mathcal{O}_p^\times \to \{\pm 1\} \) is the primitive Hecke character of conductor \( 2^3 \).

In particular, it is such that \( \psi_r(e) = N_{F/\mathbb{Q}}(e) \) where \( e \in \mathcal{O}_p^\times \) is the fundamental unit (embedded in the usual way into \( \mathcal{O}_p^\times \)) is the fundamental unit. Lastly, let \( \tau \) be as in 2.1.5. Note that in this case \( h = 16 \) and therefore the space of classical Hilbert modular forms of weight \([k_1, k_2] \psi_r \) and level \( U_0(2^3 p_{11}) \) (which can be checked to be sufficiently
small] has dimension \((k_1 - 1) \cdot (k_2 - 1)16\) for \([k_1, k_2] \neq [2, 2]\). In weight \([2, 2]\psi_2\) the dimension is 15, but with our convention we include the reduced norm forms, so we get a 16-dimensional space.

4.6.1. Note that in this case \(L = \mathbb{Q}_2(\sqrt[5]{5})\) is the degree 2 unramified extension of \(\mathbb{Q}_2\). One then checks that the torsion subgroup of the units is cyclic of order 6 given by the 6-th roots of unity. Therefore, a locally algebraic weight \([k_1, k_2]\psi_r\) induces a map on the 6-th roots of unity, and this map determines in what component of weight space the weight lives. Now looking at the explicit description of the weight, we see that

\[ [k_1, k_2]\psi_r : \zeta_6 \mapsto \zeta_6^{k_1 k_2 - k_2}\psi_r(\zeta_6). \]

From which it follows that for a fixed character \(\psi_r\), the locally algebraic weights given by \([k_1, k_2]\psi_r\) and \([k'_1, k'_2]\psi_r\) will live on the same component of weight space if and only if \(k_1 - k_2 \equiv k'_1 - k'_2 \pmod{6}\). Moreover, we can switch between the different components of weight space by twisting by \(\tau\).

| Weight | Classical Slopes |
|--------|------------------|
| \([2, 2]\psi_2\) | \((2/3, 6), (1, 4), (4/3, 6)\) |
| \([2, 2]\psi_2 \tau^2\) | \((1/2, 4), (1, 8), (3/2, 4)\) |
| \([2, 4]\psi_2\) | \((1/2, 4), (1, 8), (3/2, 4), (5/3, 6), (2, 4), (7/3, 6), (5/2, 4), (3, 8), (7/2, 4)\) |
| \([2, 6]\psi_2\) | \((1/2, 4), (1, 8), (3/2, 8), (2, 8), (5/2, 4), (8/3, 6), (3, 4), (10/3, 6), (7/2, 4), (4, 8), (9/2, 8), (5, 8), (11/2, 4)\) |
| \([2, 8]\psi_2\) | \((2/3, 6), (1, 4), (4/3, 6), (3/2, 4), (2, 8), (5/2, 8), (3, 8), (7/2, 4), (11/3, 6), (4, 4), (13/3, 6), (9/2, 4), (5, 8), (11/2, 8), (6, 8), (13/2, 4), (20/3, 6), (7, 4), (22/3, 6)\) |
| \([4, 4]\psi_2\) | \((2/3, 6), (1, 4), (4/3, 6), (3/2, 8), (2, 16), (5/2, 16), (8/3, 6), (3, 20), (10/3, 6), (7/2, 16), (4, 16), (9/2, 8), (14/3, 6), (5, 4), (16/3, 6)\) |
| \([3, 3]\psi_1\) | \((2/3, 6), (1, 4), (4/3, 6), (3/2, 8), (2, 16), (5/2, 8), (3, 4), (10/3, 6)\) |
| \([3, 5]\psi_2\) | \((1/2, 4), (1, 8), (3/2, 8), (2, 12), (7/3, 6), (5/2, 12), (3, 16), (7/2, 12), (11/3, 6), (4, 12), (13/3, 6), (9/2, 8), (5, 8), (11/2, 4)\) |

Table 4: Inert case, \(p = 2\), classical slopes.

We now compute some overconvergent slopes, extending our previous computations. As in the split case, the computations suggest that as long as the weights are in the same component of weight space, they have the same multiset of slopes. In the table below we let component 1 consists of the weights \([k_1, k_2]\psi_r\) appearing in the table of classical slopes for which \(k_1 \equiv k_2 \pmod{6}\), and component 2 consist of the remaining weights.

| Component | Matrix | Overconvergent Slopes |
|-----------|--------|------------------------|
| 1 | \(U_p(20 \cdot 16)\) | \((2/3, 6), (1, 4), (4/3, 6), (3/2, 8), (2, 16), (5/2, 16), (8/3, 6), (3, 20), (10/3, 6), (7/2, 16), (11/3, 12), (4, 24), (13/3, 12), (9/2, 24), (14/3, 6), (5, 36), (16/3, 6), (11/2, 28), (17/3, 12), (6, 32), (19/3, 12), (13/2, 12)\) |
| 1 | \(U_p(30 \cdot 16)\) | \((2/3, 6), (1, 4), (4/3, 6), (3/2, 8), (2, 16), (5/2, 16), (8/3, 6), (3, 20), (10/3, 6), (7/2, 16), (11/3, 12), (4, 24), (13/3, 12), (9/2, 24), (14/3, 6), (5, 36), (16/3, 6), (11/2, 32), (17/3, 12), (6, 40), (19/3, 12), (13/2, 32), (20/3, 18), (7, 44), (22/3, 18), (15/2, 24), (8, 16), (17/2, 8)\) |
| 2 | \(U_p(20 \cdot 16)\) | \((1/2, 4), (1, 8), (3/2, 8), (5/3, 6), (2, 12), (7/3, 6), (5/2, 12), (8/3, 6), (3, 20), (10/3, 6), (7/2, 20), (11/3, 6), (4, 28), (13/3, 6), (9/2, 24), (14/3, 12), (5, 32), (16/3, 12), (11/2, 24), (17/3, 12), (6, 32), (19/3, 12), (13/2, 12)\) |
| 2 | \(U_p(30 \cdot 16)\) | \((1/2, 4), (1, 8), (3/2, 8), (5/3, 6), (2, 12), (7/3, 6), (5/2, 12), (8/3, 6), (3, 20), (10/3, 6), (7/2, 20), (11/3, 6), (4, 28), (13/3, 6), (9/2, 24), (14/3, 12), (5, 32), (16/3, 12), (11/2, 28), (17/3, 12), (6, 40), (19/3, 12), (13/2, 36), (20/3, 12), (7, 48), (22/3, 12), (15/2, 24), (23/3, 6), (8, 12), (25/3, 6), (17/2, 4)\) |

Table 5: Inert case, \(p = 2\), overconvergent slopes.
Observation 4.6.2. (1) Here we see that the slopes are not appearing as a finite union of arithmetic progressions, in contrast to what one sees over \( \mathbb{Q} \), but we will see later that the slopes have a similar overall structure. Also we have this phenomenon of increasing multiplicities as in the split case.

(2) In the above example, the different components of weight space are identified by the Galois orbits of the characters. Note that we can move between the components by twisting by the character \( \tau \) as we did in the weight \([2,2]\) case.

(3) Again one can see the symmetries in the slopes arising from the Atkin-Lehner involution.

4.7. Conjectural behaviour near the boundary. Over \( \mathbb{Q} \), [BP16] have given a conjectural recipe to generate all of the overconvergent slopes and if one looks at this recipe one sees that its only ‘ingredients’ are classical slopes appearing in weight 2 (with appropriate character) at each component of weight space and the number of cusps. The analogous behaviour is present in our computations and in general, our computations suggest the following:

**Remark 4.7.5.** Again one can see the symmetries in the slopes arising from the Atkin-Lehner involution.

**Remark 4.7.6.** We note that, as a consequence of our conjecture, the slopes of Hilbert modular forms need not be of the form \( \mathbb{Q} \) or \( \mathbb{Z} \). In particular, we note that the multiplicities of the slopes need not be equal.

**Remark 4.7.7.** Let us give a simple example to illustrate the idea behind this conjecture. Let

\[
1 \leq \sum b : (a, b) \in B, \quad \text{in other words, } \mathcal{S}(B) \text{ is the sum of the multiplicities of } B.
\]

Similarly, for a \( V \in \{ U_p, U_p^\prime \} \) we defined \( \mathcal{S}_\kappa(V) \) to be the set of \( sm \)-pairs \( (s, m) \) where \( s \) is the slope of an eigenvalue of \( V \) (acting in weight \( \kappa \)) and \( m \) is the multiplicity with which it appears. Lastly, let \( \mathcal{S}_\kappa(V^{sl}) \) where \( V^{sl} \) denotes the restriction of \( V \) to the classical subspace of Hilbert modular forms.

**Conjecture 4.7.2.** Let \( U \) be a sufficiently small level and let \( \kappa = [k_1, k_2]\) be a locally algebraic weight near the boundary. Let \( V \in \{ U_p, U_p^\prime \} \) and for each \( t \in (\mathbb{Z}/T\mathbb{Z})^2 \) (with \( T \) the order of \( O_{p,tors}^\kappa \)) there exists a set \( B_\kappa(t,V) \) of \( sm \)-pairs with \( \mathcal{S}(B_\kappa(t,V)) = \mathcal{S}(B_\kappa(V^{sl})) \) which only depends on which component \( \kappa \) lies in, such that (after scaling the slopes by \( \text{val}_p(w(\kappa)) \))

\[
\mathcal{S}_\kappa(V) = \bigcup_{t \in \mathbb{Z}_{\geq 0}^2} \{ B_\kappa(t,V) + l(t) \}
\]

where \( t \) is the image of \( t \) in \( (\mathbb{Z}/T\mathbb{Z})^2 \) and \( l(t) = t_1 + t_2 \) for \( t = (t_1, t_2) \). Moreover, on classical subspaces

\[
\mathcal{S}_\kappa^{cl}(V) = \bigcup_{t_1 \in \{0, \ldots, k_1-1\}, t_2 \in \{0, \ldots, k_2-1\}} \{ B_\kappa(t,\bar{V}) + l(t) \}.
\]

Conjecture 1 is just a simple generalization to any totally real field.

**Remark 4.7.3.** Let us give a simple example to illustrate the idea behind this conjecture. Let \( A \) be a non-zero \( n \times n \) matrix over a \( p \)-adic field \( K \) and let \( s_1, \ldots, s_n \) denote its slopes (counted with multiplicity). Now pick an increasing function from \( l : \mathbb{Z}_{\geq 0} \to \mathbb{Z}_{\geq 0} \). If we then construct the infinite block diagonal matrix \( U \), whose blocks are given by \( A, p^{l(1)} A, p^{l(2)} A, \ldots \) then not only is \( U \) compact, but its slopes will be given by \( s_1, \ldots, s_n, l(1), \ldots, l(n) \). The above conjecture is based on a generalization of this example to the case when we don’t have a single matrix \( A \) determining the slopes, but several and our function \( l \) is more complicated.

**Remark 4.7.4.** Note that, if we identify the classical space \( S_\kappa(U) \) with the subspace of \( L(X,Y) \) with basis \( X^{t_1} Y^{t_2} \) for \( t_i \in \{0, \ldots, k_i - 2\} \) then the above conjecture says that associated to each basis element \( X^{t_1} Y^{t_2} \), we have a finite set of \( sm \)-pairs \( B_\kappa(t,X) \), with \( t = (t_1, t_2) \) such that if we want to compute the slopes of \( U_p \) (or \( U_p^\prime \)) we need only the finite set \( B_\kappa(t,U_p) \) (or \( B_\kappa(t,U_p^\prime) \)) for all \( t_1, t_2 \) appearing in the basis of \( S_\kappa(U) \). This would then also give a stronger control theorem for weights near the boundary (cf. [TX16]). Moreover, the set \( B_\kappa(t,X) \) only depend on \( t_1, t_2 \mod T \) and on the component of weight space in which \( \kappa \) lies.

**Remark 4.7.5.** The conjecture above also explains the fact that the multiplicities of the slopes increasing, suggesting that this is due to the fact that for each \( x \in \mathbb{Z}_{\geq 0} \) there are \( x+1 \) pairs \( (x_1, x_2) \in \mathbb{Z}_{\geq 0}^2 \) such that \( Bx(x_1, x_2) = x \), which in practice means that we have several sets of \( sm \)-pairs which are equal resulting in the increase in multiplicities.

**Remark 4.7.6.** We note that, as a consequence of our conjecture, the slopes of Hilbert modular forms need not be given by a union of finite arithmetic progressions as we saw in 4.6.2. But, it still follows that the number of slopes less than or equal to a fixed constant \( \alpha \) is independent of the weight for weights near the boundary. From this one
can show easily that, in this case, the Hilbert eigenvariety over the boundary is given by a disjoint union of rigid spaces which are finite and flat the boundary of weight space (cf. [WXZ17, Theorem 6.22]).

4.7.1. **Split case.** The computations suggest that Conjecture 4.7.2 holds with the following data.

1. For $F = \mathbb{Q}(\sqrt{13})$, $U = U_0(9)$, $\kappa = [k_1, k_2]\psi_\tau$ (as before) and any $t \in \mathbb{Z}_{\geq 0}^2$
   \[ B_{\kappa}(\bar{t}, U_p) = \{(0, 1), (1/2, 2), (1, 6), (3/2, 2), (2, 1)\} \]
   \[ B_k(\bar{t}, U_p) = \{(0, 3), (1/2, 6), (1, 3)\} \]
2. For $F = \mathbb{Q}(\sqrt{17})$, $U = U_0(8)$, $\kappa = [k_1, k_2]\psi_\tau$ and any $t \in \mathbb{Z}_{\geq 0}^2$
   \[ B_{\kappa}(\bar{t}, U_p) = \{(0, 1), (1/2, 4), (1, 14), (3/2, 4), (2, 1)\} \]
   \[ B_k(\bar{t}, U_p) = \{(0, 4), (1/2, 16), (1, 4)\} \]

4.7.2. **Inert case.** Our computations suggest that Conjecture 4.7.2 holds in the case where $F = \mathbb{Q}(\sqrt{5})$ and $U = U_0(\mathfrak{S}p_{11})$. In this case we have

1. Let $\kappa_1$ be any locally algebraic weight (near the boundary with finite part $\psi_\tau$) in component 1 of weight space we have
   \[ B_{\kappa_1}(\bar{t}, U_p) = \begin{cases} \{(2/3, 6), (1, 4), (4/3, 6)\}, & \text{if } t_1 \equiv t_2 \pmod{2} \\
   \{(1/2, 4), (1, 8), (3/2, 4)\}, & \text{else} \end{cases} \]
2. Let $\kappa_2$ a locally algebraic weight near the boundary with finite part $\psi_\tau$ in component 2
   \[ B_{\kappa_2}(\bar{t}, U_p) = \begin{cases} \{(1/2, 4), (1, 8), (3/2, 4)\}, & \text{if } t_1 \equiv t_2 \pmod{2} \\
   \{(2/3, 6), (1, 4), (4/3, 6)\}, & \text{else} \end{cases} \]

What the above suggests is that in the examples computed above the matrices $B_{\kappa}(\bar{t}, V)$ in our conjecture should be the same as the matrices of $U_p, U_p$, acting on classical weight $[2, 2]\psi_2\tau_1 - \tau_2$ where $\tau$ is the character defined in 2.1.5. This is analogous to [BP16, Theorem 3.10]. Although we note that it is possible to have levels for which the space of classical Hilbert modular forms of $[2, 2]\psi_2\tau_1 - \tau_2$ is empty, for this reason we make the following definition:

**Definition 4.7.7.** Let $U \in D_f^\mathbb{Z}$ have wild level $\geq \pi^2$. We define $(k_{\min}, r_{\min})$ to be the smallest classical algebraic weight (where we order the weights lexicographically) for which there exists a finite character $\chi$ of conductor $p^2$ such that the (classical) space of Hilbert modular forms of level $U$, weight $(k_{\min}, r_{\min})$, and character $\chi$ is non-zero. Note that the conditions imply that the locally algebraic weight associated to $(k_{\min}, r_{\min})$ and $\chi$ is near the boundary. We call this locally algebraic weight the **smallest classical weight** and denote it by $k_{\min, \chi}$.

**Remark 4.7.8.** In all the cases we have computed above, the smallest classical weight has algebraic part $[2, 2]$.

From the observations above, we make the following conjecture.

**Conjecture 4.7.9.** Let $V \in \{U_p, U_p\}$. The set $B_{\kappa, \tau}(t, V) = S_{k_{\min, \chi}, \tau}(V)$ where $k_{\min, \chi}$ for $\chi$ is as in 4.7.7, $\tau$ the character as in 2.1.5 and $t \in (\mathbb{Z} / T\mathbb{Z})^3$, with $T$ as in 4.7.2.

In words, this conjecture says that the slopes of $V$ can be completely determined by knowing the multisets of slopes of $V$ acting on a space of classical forms of some small predetermined weight.

5. **Slopes in the centre**

To contrast with the computations of slopes near the boundary, we include some computations of slopes in the centre of weight space. Here we see much less structure than near the boundary.

We collect some computations of slopes for $F = \mathbb{Q}(\sqrt{5})$, $p = 3$ and for weights all in the same component of weight space, which in this case means $k_1 \equiv k_2 \mod 8$. Here again we normalize our slopes as in 3.1.19.

**Notation 5.0.1.** The $\dagger$ denotes overconvergent slopes. So $200^{\dagger}$ means that these are the 200 slopes appearing in $U_p(200, \kappa)$ with the notation as in 4.1.6. The other dimensions are the dimension of the corresponding space of classical forms.
In the table below we work in $\mathbb{Q}(\sqrt{5})$, with $p = 2$ and level $U_0(2p_{11})$, where $p_{11}|11$.

| Weight | Level | Dimension | Slopes |
|--------|-------|-----------|--------|
| [2, 2] | $U_0(p_{11})$ | 0 | (0, 1) |
| [2, 2] | $U_0(3p_{11})$ | 1 | (0, 1), (2, 1) |
| [2, 2] | $U_0(3p_{11})$ | 200† | (0, 1), (1, 2), (2, 6), (3, 6), (4, 4), (9/2, 4), (5, 8), (11/2, 4), (6, 30), (13/2, 4), (7, 4), (8, 6), (17/2, 4), (9, 6), (10, 22), (11, 10), (23/2, 4), (12, 19), (13, 8), (40/3, 3), (27/2, 6), (14, 30), (29/2, 4), (15, 3), (16, 2) |
| [4, 4] | $U_0(p_{11})$ | 1 | (0, 1) |
| [4, 4] | $U_0(3p_{11})$ | 18 | (0, 1), (2, 16), (6, 1) |
| [4, 4] | $U_0(3p_{11})$ | 200† | (0, 1), (1, 2), (2, 6), (3, 2), (4, 6), (5, 4), (6, 24), (19/3, 6), (7, 10), (8, 20), (9, 6), (10, 16), (11, 20), (12, 28), (13, 16), (14, 12), (15, 7), (16, 3), (53/3, 3) |
| [6, 6] | $U_0(p_{11})$ | 5 | (0, 1), (1, 2), (2, 2) |
| [6, 6] | $U_0(3p_{11})$ | 50 | (0, 1), (1, 2), (2, 2), (4, 40), (8, 2), (9, 2), (10, 1) |
| [6, 6] | $U_0(3p_{11})$ | 200† | (0, 1), (1, 2), (2, 2), (4, 40), (5, 2), (6, 2), (13/2, 4), (7, 20), (8, 6), (17/2, 4), (9, 10), (19/2, 4), (10, 12), (21/2, 4), (11, 30), (23/2, 4), (12, 17), (25/2, 2), (13, 15), (14, 8), (15, 7), (31/2, 2), (16, 2) |
| [14, 6] | $U_0(p_{11})$ | 13 | (0, 1), (1, 2), (2, 2), (3, 6), (4, 2) |
| [14, 6] | $U_0(3p_{11})$ | 130 | (0, 1), (1, 2), (2, 2), (3, 6), (4, 2), (8, 104), (14, 2), (15, 6), (16, 2), (17, 2), (18, 1) |
| [14, 6] | $U_0(3p_{11})$ | 200† | (0, 1), (1, 2), (2, 2), (3, 6), (4, 2), (5, 1), (6, 1), (13/2, 2), (7, 3), (15/2, 2), (8, 104), (9, 8), (10, 3), (21/2, 2), (11, 12), (23/2, 4), (47/4, 4), (12, 4), (25/2, 2), (13, 3), (14, 2), (15, 2), (16, 3), (33/2, 2), (17, 6), (18, 7) |

Table 6: Centre slopes for $p = 3$. 

**Observation 5.0.2.** The first observation is that in this case, the slopes are not appearing as unions of arithmetic progressions. Moreover, there are many non-integer slopes, which is in contrast to many examples over $\mathbb{Q}$. 


| $U_0(2q_{11})$ | [6, 2] | 200\[1\] | (1, 1), (2, 3), (3, 2), (10/3, 3), (4, 1), (9/2, 4), (5, 4), (17/3, 3), (6, 2), (7, 4), (15/2, 4), (8, 2), (17/2, 2), (9, 17), (19/2, 2), (10, 12), (21/2, 2), (11, 6), (12, 12), (13, 5), (14, 2), (15, 26), (31/2, 2), (16, 7), (33/2, 2), (17, 18), (35/2, 16), (53/3, 6), (18, 17), (19, 7), (39/2, 2), (20, 4) |

Table 7: Centre slopes for $p = 2$.

**Remark 5.0.3.** We can again see that in this case there is much less structure to the slopes. In particular, they do not appear to be unions of arithmetic progressions and their structure is not obviously different from the regular case. Moreover, if one make the naive extension of the definitions of $\Gamma_0$-regular and $\Gamma_0$-irregular as in [Buz05], then in the above examples $p = 3$ would be regular and $p = 2$ would be regular, but there does not appear to be any difference in the structure of the slopes in these cases.

**References**

[AIP16a] F. Andreatta, A. Iovita, and V. Pilloni. The adic, cuspidal, Hilbert eigenvarieties. *Res. Math. Soc.*, 3:Paper No. 34, 36, 2016.

[AIP16b] F. Andreatta, A. Iovita, and V. Pilloni. On overconvergent Hilbert modular cuspforms. *Astérisque*, (382):363–192, 2016. Arithmétique $p$-adique des formes de Hilbert.

[BC05] K. Buzzard and F. Calegari. Slopes of overconvergent 2-adic modular forms. *Compos. Math.*, 141(3):591–604, 2005.

[BCP97] The Sage Developers. *The Sage mathematics software system (version 9.0)*. http://www.sagemath.org.

[BK05] K. Buzzard and L. J. P. Kilford. The 2-adic eigencurve at the boundary of weight space. *Compos. Math.*, 141(3):605–619, 2005.

[BP16] J. Bergdall and R. Pollack. Arithmetic properties of Fredholm series for $p$-adic modular forms. *Proc. Lond. Math. Soc. (3)*, 113(4):419–444, 2016.

[BP17] J. Bergdall and R. Pollack. Slopes of modular forms and the ghost conjecture. *International Mathematics Research Notices*, page rnx141, 2017.

[Buz05] K. Buzzard. Questions about slopes of modular forms. *Astérisque*, (298):1–15, 2005. Automorphic forms. I.

[Buz07] K. Buzzard. Eigenvarieties. In *L-functions and Galois representations*, volume 320 of *London Math. Soc. Lecture Note Ser.*, pages 59–120. Cambridge Univ. Press, Cambridge, 2007.

[Bir] C. Birkbeck. The Jacquet-Langlands correspondence for overconvergent Hilbert modular forms. *International Journal of Number Theory*, 7.

[BK10] K. Buzzard and L. J. P. Kilford. The 2-adic eigencurve at the boundary of weight space. *Compos. Math.*, 141(3):605–619, 2005.

[BP16] J. Bergdall and R. Pollack. Arithmetic properties of Fredholm series for $p$-adic modular forms. *Proc. Lond. Math. Soc. (3)*, 113(4):419–444, 2016.

[BP17] J. Bergdall and R. Pollack. Slopes of modular forms and the ghost conjecture. *International Mathematics Research Notices*, page rnx141, 2017.

[Buz05] K. Buzzard. Questions about slopes of modular forms. *Astérisque*, (298):1–15, 2005. Automorphic forms. I.

[Buz07] K. Buzzard. Eigenvarieties. In *L-functions and Galois representations*, volume 320 of *London Math. Soc. Lecture Note Ser.*, pages 59–120. Cambridge Univ. Press, Cambridge, 2007.

[CM98] R. Coleman and B. Mazur. The eigencurve. In *The eigencurve*, volume 398 of *London Math. Soc. Lecture Note Ser.*, pages 1–113. Cambridge Univ. Press, Cambridge, 1998.

[Dem05] L. Dembélé. Explicit computations of Hilbert modular forms on $\mathbb{Q}(\sqrt{5})$. *Experiment. Math.*, 14(4):457–466, 2005.

[DV13] L. Dembélé and J. Voight. Explicit methods for Hilbert modular forms. In *Elliptic curves, Hilbert modular forms and Galois deformations*, Adv. Courses Math. CRM Barcelona, pages 135–198. Birkhäuser/Springer, Basel, 2013.

[Dwo73] B. Dwork. The $U_p$ operator of Atkin on modular functions of level 2 with growth conditions. pages 57–67. Lecture Notes in Math., Vol. 350, 1973.

[GM92] F. Gouvêa and B. Mazur. Families of modular eigenforms. *Math. Comp.*, 58(198):793–805, 1992.

[Hani7] D. Hansen. Universal eigenvarieties, trianguline Galois representations, and $p$-adic Langlands functoriality. *J. Reine Angew. Math.*, 730:1–67, 2017. With an appendix by James Newton.

[Hido8] H. Hida. On $p$-adic Hecke algebras for $GL_2$ over totally real fields. *Ann. of Math.* (2), 128(2):295–384, 1988.

[Jac03] D. Jacobs. Slopes of Compact Hecke Operators. University of London, 2003. Thesis.

[Kat73] N. M. Katz. $p$-adic properties of modular schemes and modular forms. In *Modular functions of one variable, III (Proc. Internat. Summer School, Univ. Antwerp, Antwerp, 1972)*, pages 69–190. Lecture Notes in Mathematics, Vol. 350. Springer, Berlin, 1973.

[Ked10] K. S. Kedlaya, $p$-adic differential equations, volume 125 of *Cambridge Studies in Advanced Mathematics*. Cambridge University Press, Cambridge, 2010.

[KV10] M. Kirschmer and J. Voight. Algorithmic enumeration of ideal classes for quaternion orders. *SIAM J. Comput.*, 39(5):1741–1747, 2010.

[LWX10] Z. Liu, D. Wan, and L. Xiao. The eigencurve over the boundary of weight space. *Duke Math. J.*, 166(9):1739–1787, 2013.

[PX14] J. Poisson and W. Xiao. On the parity conjecture in finite-slope families. ArXiv e-prints, October 2014.

[Roe14] D. Roe. The 3-adic eigencurve at the boundary of weight space. *Int. J. Number Theory*, 10(7):1791–1806, 2014.

[Sag16] The Sage Developers. *SageMath, the Sage Mathematics Software System (Version 7.2)*, 2016. http://www.sagemath.org.

[Schl4] P. Schlote. $p$-adic geometry, UC Berkeley course notes. 2014.

[Ser73] J.-P. Serre. Formes modulaires et fonctions zêta $p$-adiques. In *Modular functions of one variable, III (Proc. Internat. Summer School, Univ. Antwerp, Antwerp, 1972)*, pages 191–268. Lecture Notes in Math., Vol. 350. Springer, Berlin, 1973.

[SW93] T. R. Shemanske and L. H. Walling. Twists of Hilbert modular forms. *Transactions of the American Mathematical Society*, 338(1):375–403, 1993.

[TX16] Y. Tian and L. Xiao. $p$-adic Cohomology and classicality of overconvergent Hilbert modular forms. *Astérisque*, (382):73–159, 2016.

[Urb11] E. Urban. Eigenvarieties for reductive groups. *Ann. of Math. (2)*, 174(3):1685–1784, 2011.
[WXZ17] D. Wan, L. Xiao, and J. Zhang. Slopes of eigencurves over boundary disks. *Math. Ann.*, 369(1-2):487-537, 2017. 2, 4, 9, 11, 12, 21