SYMMETRIC CONES, THE HILBERT AND THOMPSON METRICS

BOSCHÉ AURÉLIEN

Abstract. Symmetric cones can be endowed with at least two interesting non Riemannian metrics: the Hilbert and the Thompson metrics. It is trivial that the linear maps preserving the cone are isometries for those two metrics. Oddly enough those are not the only isometries in general. We give here a full description of the isometry groups for both the Hilbert and the Thompson metrics using essentially the theory of euclidean Jordan algebras. Those results were already proved for the symmetric cone of complex positive hermitian matrices by L. Molnár in [7]. In this paper however we do not make any assumption on the symmetric cone under scrutiny (it could be reducible and contain exceptional factors).

1. Preliminaries

A cone is a subset $C$ of some euclidean space $\mathbb{R}^n$ that is invariant by positive scalar exterior multiplication. A convex cone is a cone that is also a convex subset of $\mathbb{R}^n$. A cone $C$ is proper (resp. open) if its closure contains no complete line (resp. if its interior is not empty). In this paper we deal exclusively with open proper cones and $C$ will always be such a set. The product of two cones is just the usual product of sets. A cone $C \subset \mathbb{R}^n$ is reducible if $\mathbb{R}^n$ splits orthogonally as the sum of two subspaces $A$ and $B$ each containing a cone $C_A$ and $C_B$ such that $C$ is the product of $C_A$ and $C_B$, i.e. the set of all sums of elements of $C_A$ and $C_B$. Otherwise we say that $A$ is irreducible. To a cone $C \subset \mathbb{R}^n$ we attach the set Aut($C$) of all linear isomorphisms of $\mathbb{R}^n$ that preserve $C$. This is a group called the automorphism group of $C$. We associate to a cone $C$ another cone $C^*$ called its dual and defined by

$$C^* = \{ x \in \mathbb{R}^n \mid \forall y \in C, \, \langle x, y \rangle > 0 \}.$$ 

We say that a cone is self-dual if it is equal to its dual. A cone is symmetric if and only if its automorphism group acts transitively on it (or equivalently if it acts transitively on the set of rays of $C$) and if it is self-dual. A pointed cone is a couple $(C, e)$ where $C$ is a cone and $e \in C$. It is known that for every pointed symmetric cone $(C, e)$, $C \subset \mathbb{R}^n$, one can canonically construct a euclidean Jordan structure $J$ on the ambient space $\mathbb{R}^n$, and that reciprocally, when $\mathbb{R}^n$ is endowed with a euclidean Jordan structure one can canonically construct a pointed symmetric cone $(C, e)$. Those two operations are inverse to each other,
and a cone is irreducible if and only if the Jordan algebra associated
to it (after choosing a base point) is simple (and this does not depend
on the choice of the base point). We recommend [3] for the general
type of Jordan algebras and symmetric cones. In this paper, unless
otherwise stated, \( J \) will always denote a euclidean Jordan algebra and
\((C, e)\) the symmetric cone associated to it. Remark that \( e \) is then
the identity of \( J \).

Let now \( C \) be any proper open convex cone of \( \mathbb{R}^n \). For \( P, Q \in C \) we
define \( M(P, Q) = \inf \{ t > 0 \mid tQ - P \in C \} \), and then
\[
\begin{align*}
d_T(P, Q) &= \log \max(M(P, Q), M(Q, P)), \\
d_H(P, Q) &= \log \frac{M(P, Q)}{M(Q, P)}.
\end{align*}
\]
Then \( d_T(\cdot, \cdot) \) is a metric on \( C \) whereas \( d_H(\cdot, \cdot) \) is only a pseudo-metric
(i.e. it is not definite) on \( C \). Since the condition \( d_H(P, Q) = 0 \) and
\( Q = \lambda P \) for some \( \lambda > 0 \) are equivalent the pseudo-metric \( d_H(\cdot, \cdot) \)
induces a metric on the set of rays through \( C \), i.e. on the projectification
of \( C \).

A euclidean Jordan algebra \( J \) is a finite dimensional linear space en-
dowed with a (not necessarily alternative) bilinear commutative
product such that for all \((a, b) \in V\) we have \( a \cdot (b \cdot a^2) = (a \cdot b) \cdot a^2 \) and
such that \( a^2 + b^2 = 0 \) implies \( a = b = 0 \). Such an algebra is always
unital and we shall denote \( e \) its unit. Hence by assumption a euclidean
Jordan algebra is commutative but associativity fails in general. This
failure of associativity in turn creates some “non-commutativity” effects
(this is certainly the reason why Jordan investigated those algebras for
their possible use in quantum theories). For example we define a center
which might very well not be trivial

**Definition 1.1.** The center of a Jordan algebra \( J \) is the subalgebra
consisting of all elements \( x \in J \) satisfying
\[
\forall a, b \in J, \; x(ab) = (xa)b.
\]

The set of squares of a euclidean Jordan algebra defines a closed
proper cone and its interior, the connected component of the unit in
the set of invertible elements of the algebra, is a symmetric cone. An
element \( p \in J \) is an idempotent if \( p^2 = p \). The map \( p \mapsto e - p \) is a
bijection of the set of idempotents of \( J \). The image of \( p \) under this map
will be written \( p' \). Two idempotents \( p \) and \( q \) are orthogonal if \( pq = 0 \).
An idempotent is primitive if it cannot be written as the sum of two
orthogonal elements.

**Definition 1.2.** A Jordan frame is a family \((p_i)_{i=1}^r\) of mutually orthog-
onal primitive idempotents such that \( \sum_{1 \leq i \leq r} p_i = e \). The cardinality \( r \)
of a Jordan frame is independent of the Jordan frame and is called
the rank of the algebra.
Proposition 1.3. To each \( x \in J \) is associated a Jordan frame \((p_i)_{i=1}^r\) and a family of real numbers \((\lambda_i)_{i=1}^r\) such that \( x = \sum_{1 \leq i \leq r} \lambda_i p_i \). The \( \lambda_i \) only depend (up to reordering) on \( x \). We say that \( x \) is regular if the \( \lambda_i \) are distinct. Under those circumstances the idempotents \( p_i \) are also well defined (up to reordering, the reordering being the same as the one alluded to for the \( \lambda_i \)).

Let us now give some notations

Definition 1.4. If \( x = \sum_{1 \leq i \leq r} \lambda_i p_i \) is the spectral decomposition of \( x \in J \) then we define \( \exp(x) = \sum_{1 \leq i \leq r} \exp(\lambda_i) p_i \), \( \text{Tr}(x) = \sum_{1 \leq i \leq r} \lambda_i \), \( \|x\| = \sup_{1 \leq i \leq r} |\lambda_i| \), and \( |x|_\sigma = \sup_{i,j} |\lambda_i - \lambda_j| \). The \( \lambda_i \) are the eigenvalues of \( x \) and the set of the eigenvalues is called the spectrum of \( x \), noted \( \text{spec}\ x \). The spectral norm of \( x \) is \( \|x\| \). We will also call it the JB-norm.

Definition 1.5. The set of elements of a euclidean Jordan algebra \( J \) with positive eigenvalues is equal to the image of \( J \) by the exponential. This is by definition the (symmetric) cone associated to the Jordan algebra \( J \).

We are now ready to define a scalar product on \( J \)

Definition 1.6. We define \( (x, y) = \text{Tr}(xy) \) for \( x, y \in J \).

Proposition 1.7. The scalar product \((\cdot, \cdot)\) is associative, i.e. satisfies

\[ \forall x, y \in J, (xz, y) = (x, zy). \]

Definition 1.8. To each \( x \in J \), the linear endomorphism \( y \mapsto xy \) of \( J \) is noted \( L(x) \). To each such \( x \) we associate another linear endomorphism \( P(x) \) of \( J \) called the quadratic representation of \( x \) and defined by \( P(x) = 2L^2(x) - L(x^2) \). If \( x \in C \) then \( P(x) \) is a positive definite operator for the natural scalar product.

Remark 1.9. Hence \( x \in J \) lies in the center of \( J \) if and only if \( L(x) \) commutes with every \( L(y) \), \( y \in J \).

Definition 1.10. A Jordan algebra is simple if its only strict ideal is the trivial ideal. A Jordan algebra is semi-simple if it is a direct sum of simple Jordan algebras.

The following Proposition can be found for example in [3] for example

Proposition 1.11. Every semi-simple Jordan algebra decomposes uniquely as the direct sum of simple Jordan algebras. Euclidean Jordan algebras are semi-simple.

Let us remind the reader that the simple euclidean Jordan algebras have been classified.

Let us turn our attention to the isometry group of the Thompson metric and of the Hilbert semi-metric. Let us begin with the easy

Proposition 1.12. The automorphism group \( \text{Aut}(C) \) of a convex proper open cone \( C \) acts isometrically on \( C \) for both the Thompson metric and
the Hilbert semi-metric. Indeed if $g \in \text{Aut}(\mathcal{C})$ and $(P, Q) \in \mathcal{C}$ then $M(P, Q) = M(g(P), g(Q))$. This action is faithful in the case of the Thompson metric, and induces an isometric action on the set of rays through $\mathcal{C}$ with kernel the subgroup of positive dilatation $\{ \lambda I_n, \lambda > 0 \}$ in the case of the Hilbert pseudo-metric.

We will see that this group is not always the full isometry group $\text{Iso}(\mathcal{C})$ for the chosen metric (Hilbert or Thompson), but that it is always a subgroup of finite index of it.

Every cone associated to a euclidean Jordan algebra also carries a Riemannian symmetric structure of negative Ricci curvature. For convenience we remind the definition of its first fundamental form

**Definition 1.13.** The scalar product $\langle \cdot, \cdot \rangle_x$ at $x \in \mathcal{C}$ is given by (as usual we identify the tangent space at $x$ with the vector space obtained by forgetting the algebra structure of $J$)

$$\forall u, v \in J, \langle u, v \rangle_x = (P(x)^{-1}u, v) = (P(x)^{-1/2}u, P(x)^{-1/2}v).$$

This Riemannian structure is complete (locally symmetric manifolds are always complete) and we note $d_{R}(\cdot, \cdot)$ the associated metric. We write $i_x$ for the geodesic inversion at $x \in \mathcal{C}$ for this Riemannian structure.

This Riemannian structure is non-positively curved and simply-connected. In other words it is a Hadamard manifold. Consequently there is exactly one geodesic joining any two points and one can hence define the midpoint of such a pair. Remark that this is in sharp contrast to what happens for both the Hilbert and the Thompson metric. Indeed, putting aside the trivial case where $\mathcal{C}$ is reduced to a half line, the Thompson metric is never locally uniquely geodesic, and the Hilbert metric is locally uniquely geodesic if and only if it is isometric to the model space of constant curvature $-1$.

**Definition 1.14.** The midpoint of two points $a$ and $b$ for the Riemannian metric associated to $J$ is written $a\#b$. In fact we have

$$a\#b = P(a^{1/2})\left((P(a^{-1/2})b)^{1/2}\right)$$

and $a\#b$ is the unique solution of $P(x)(a^{-1}) = b$.

For every $u \in J$, $\det(\exp(u)) = \exp(\text{Tr}(u))$. But then the set of points $a \in \mathcal{C}$ such that $\det a = 1$ is the image by the exponential of the kernel of the linear form $u \mapsto \text{Tr}(u)$.

**Definition 1.15.** Let $J_0$ be the set of $u \in J$ satisfying $\text{Tr}(u) = 0$. Then $J_0$ is a linear subspace of $J$ but not a subalgebra in general.

**Definition 1.16.** Let $\mathcal{C}_0$ be the image of $J_0$ by the exponential map. Then $\mathcal{C}_0$ is the set of all $a \in \mathcal{C}$ such that $\det a = 1$. It is also also a global section of the projectification of $\mathcal{C}$ (because the determinant is positive on $\mathcal{C}$)
Let us remind the expression of the Riemannian geodesics starting at $e$

**Proposition 1.17.** The constant speed geodesics starting at $e$ are exactly the curves of the form $t \mapsto \exp(tu)$ with $u \in J^*$. The speed of this geodesic is precisely $\Tr(u^2)^{1/2}$, i.e., the square root of the sum of the squares of the eigenvalues of $u$ with multiplicities.

We already introduced the geometric mean in general euclidean Jordan algebras. We now introduce a new mean called the spectral mean (see [5])

**Definition 1.18.** The spectral mean $a \mu b$ of $(a, b) \in C$ is $P(a^{-1/2}b)^{1/2}a$. It is the unique solution in $J$ of the equation

$$(a^{-1/2}b)^{1/2} = a^{-1/2}x.$$

Let us introduce a new concept before stating the next Proposition

**Definition 1.19.** Two elements $a$ and $b$ of $J$ are simultaneously diagonalisable if they are diagonal in the same Jordan frame i.e. if for some Jordan frame $(e_i)_{1 \leq i \leq r}$ there exists $(\lambda_i)_{1 \leq i \leq r} \in \mathbb{R}^r$ and $(\mu_i)_{1 \leq i \leq r} \in \mathbb{R}^r$ such that $a = \sum_{1 \leq i \leq r} \lambda_i e_i$ and $b = \sum_{1 \leq i \leq r} \mu_i e_i$.

**Remark 1.20.** Two simultaneously diagonalisable primitive idempotents are obviously either equal or orthogonal.

The following proposition is proved in [5]

**Proposition 1.21.** For $a, b \in J$ the following three conditions are equivalent

- $a$ and $b$ are simultaneously diagonalisable,
- $\exp(a)$ and $\exp(b)$ are simultaneously diagonalisable,
- the geometric mean and the spectral mean of $\exp(a)$ and $\exp(b)$ are equal.

2. More on the Hilbert and Thompson metrics

In [11] and [12] the expression of the Hilbert and Thompson metrics for the simple euclidean Jordan algebra of complex hermitian matrices is derived. The computations work in full generality and we include a proof for the ease of the reader

**Proposition 2.1.** Let us consider the cone associated to a euclidean Jordan algebra $J$. Its associated Hilbert metric $d_H$ and Thompson metric $d_T$ are given by

$$d_H(a, b) = \text{diam log spec } (P(a^{-1/2})b), \quad d_T(a, b) = \| \log (P(a^{-1/2})b) \|,$$

where $\| \cdot \|$ is the spectral norm (that is the JB-norm).
Proof: Remember that if $a \in C$ then $P(a)$ preserves $C$, so that
\[
\log M(a, b) = \log \inf \{ t > 0 \mid tb - a \in P \}
\]
\[
= \log \inf \{ t > 0 \mid t - P(b^{-1/2})a \in P \}
\]
\[
= \log \sup \text{spec} P(b^{-1/2})a,
\]
and similarly
\[
\log M(b, a) = \log \inf \{ t > 0 \mid ta - b \in P \}
\]
\[
= \log 1/ \sup \{ t > 0 \mid a - tb \in P \}
\]
\[
= \log 1/ \sup \{ t > 0 \mid P(b^{-1/2})(a) - t \in P \}
\]
\[
= - \log \inf \text{spec} P(b^{-1/2})(a).
\]
The proposition is a direct consequence of those computations. □

**Proposition 2.2.** The constant speed geodesics for the Riemannian metric on $C$ (resp. on $C_0$) are constant speed geodesics for the Thompson metric (resp. for the Hilbert metric). Consequently the Riemannian midpoints are also midpoints for those two other metrics.

Proof: Since the isometry group acts transitively for the three metrics we can concentrate on the Riemannian geodesics emanating from the identity. If $c : t \mapsto \exp(tu)$, $u \in J$, is a such a geodesic then for every $s, t \in \mathbb{R}$,
\[
d_H(\exp(su), \exp(tu)) = \text{diam log spec exp}((t - s)u)
\]
\[
= \text{diam spec} (t - s)u
\]
\[
= |t - s| \text{diam spec } u.
\]
Similarly
\[
d_T(\exp(su), \exp(tu)) = \| \log \text{exp}((t - s)u)\|
\]
\[
= \| (t - s)u\|
\]
\[
= |t - s| \|u\|.
\]

The Riemannian geodesics are not only geodesics for those two other metrics but even play a special role among all the geodesics as we shall see in the next section. The reason why it is so is basically the following lemma

**Lemma 2.3.** The Riemannian geodesic inversions are isometries for both the Thompson and the Hilbert metrics.

Proof: Since we already found a transitive isometry common to the three metrics it is enough to prove that the geodesic inversion at $e$ is an isometry. But the Riemannian inversion at the identity is just the algebra inversion $a \mapsto a^{-1}$. But one easily proves that $M(a, b) = M(b^{-1}, a^{-1})$ for $a$ and $b$ in $C$. □
We now carry out a construction that we shall need later. For \( \lambda > 0 \) let us define
\[
\Phi_\lambda : J \to C \\
u \mapsto \exp(\lambda u).
\]
Then \( \Phi_\lambda \) is a homeomorphism. Using \( \Phi_\lambda \) it is possible to push back the metric \( d_T/\lambda \) from \( C \) to \( J \). We call \( d_{T,\lambda}(\cdot, \cdot) \) this metric. Using the double restriction \( (\Phi_\lambda)^c_0 \) we can do the same with the Hilbert metric and construct a metric \( d_{H,\lambda}(\cdot, \cdot) \) on \( J_0 \). It so happens that those metrics converge to norms when \( \lambda \) converges to 0. To prove this we will need the following Lemmas

**Lemma 2.4.** For \((u, v) \in J^2\) we have
\[
P(\exp(-tu/2)) \exp(tv) = e + t(v - u) + o(t).
\]
**Proof:** The map \((a, b) \mapsto P(a)b\) is differentiable and its differential at \((e, e)\) is \((x, y) \mapsto 2P(e, x)e + P(e)y = 2x + y\). But then the differential of \( t \mapsto P(\exp(-tu/2)) \exp(tv) \) at 0 is \(2(-u/2) + v = v - u\). Since \(P(e)e = e\) the Lemma is proved. \(\square\)

**Lemma 2.5.** The spectrum is continuous on any Jordan algebra.
**Proof:** The characteristic polynomial of \(a \in J\) is continuous on \(a\) and the roots of a polynomial depend continuously on the polynomial. \(\square\)

**Proposition 2.6.** The metrics \(d_{T,\lambda}(\cdot, \cdot)\) and \(d_{H,\lambda}(\cdot, \cdot)\) converge when \(\lambda\) converges to 0, and the limit metrics are both given by a norm. For \((u, v) \in J^2\) and \((u_0, v_0) \in J_0^2\) we have
\[
\lim_{\lambda \to 0} d_{T,\lambda}(u, v) = \|v - u\|, \quad \lim_{\lambda \to 0} d_{H,\lambda}(u_0, v_0) = \|u_0 - v_0\|_\sigma.
\]
**Proof:** For \(\lambda > 0\) we have
\[
d_{T,\lambda}(u, v) = d_T(\exp(\lambda u), \exp(\lambda v))/\lambda \\
= \|\log(P(\exp(-\lambda u/2)) \exp(\lambda v))\|/\lambda \\
= \|\log(e + \lambda(v - u) + o(\lambda))\|/\lambda \\
= \|v - u\| + o(1),
\]
and
\[
d_{H,\lambda}(u_0, v_0) = d_H(\exp(\lambda u_0), \exp(\lambda v_0))/\lambda \\
= \operatorname{diam} \log \operatorname{spec}(P(\exp(\lambda - u_0/2)) \exp(\lambda v_0))/\lambda \\
= \operatorname{diam} \log(e + \lambda(v_0 - u_0) + o(\lambda))/\lambda \\
= \operatorname{diam} \operatorname{spec}(\lambda(v_0 - u_0) + o(\lambda))/\lambda \\
= \operatorname{diam} \operatorname{spec}(v_0 - u_0) + o(1).
\]
3. ISOMETRIES FIXING THE IDENTITY

We begin by the following fundamental result which was already used in the space case of hermitian definite positive complexe matrices in [7]

**Proposition 3.1.** Every isometry \( g \) of the Thompson or the Hilbert metric preserves the Riemannian midpoints, that is satisfies \( g(a \# b) = g(a) \# g(b) \).

**Proof:** See the Lemma in [7] and how it is applied to show that isometries for the Hilbert and Thompson preserve the Riemannian midpoints (since the proof is exactly the same as in [7] we do not duplicate it here). \( \square \)

From this we infer

**Proposition 3.2.** Every isometry \( g \) of the Thompson or the Hilbert metric preserves the Riemannian geodesics and in particular Riemannian geodesic lines.

**Proof:** An isometry for any of those metrics must be a homeomorphism of the underlying symmetric space because the Thompson and the Hilbert metrics generate the topology of the underlying manifold. If \([a, b]\) is a compact geodesic then if we put \( M_0(a, b) = \{a, b\} \) and define inductively \( M_{n+1}(a, b) \) for \( n > 0 \) to be the union of \( M_n(a, b) \) and the midpoints of pairs of points of \( M_n(a, b) \) then \( M(a, b) = \cup_{n \geq 0} M_n \) is dense in \([a, b]\). But since \( g \) preserves the midpoints we must have \( g(M(a, b)) = M(g(a), g(b)) \) and by density \( g([a, b]) = [g(a), g(b)] \). \( \square \)

Assume now that \( g \) is an isometry for either the Thompson or the Hilbert metric and that \( g \) fixes \( e \). Let \( d \) be the metric for which \( g \) is an isometry. If \( \lambda > 0 \) then \( g \) must be an isometry for \( d/\lambda \) too. If \( d \) is the Thompson metric, let \( g_\lambda \) be the push-back by \( \Phi_\lambda \) of \( g \) and \( d_\lambda \) the push-back of the metric \( d/\lambda \) by the same homeomorphism. If \( d \) is the Hilbert metric, replace \( \Phi_\lambda \) by its double restriction \( (\Phi_\lambda)_{|J_0}^{C_0} \) and proceed similarly. Then obviously \( g_\lambda \) must be an isometry of \( d_\lambda \). Let us compute \( g_\lambda \)

**Definition 3.3.** If \( g \) is an isometry of \( d_T \) (resp. of \( d_H \)) fixing the identity then \( g \) sends a Riemannian constant speed geodesic \( t \mapsto \exp(tu) \), \( u \in J \) (resp. \( u \in J_0 \)), to another Riemannian constant speed geodesic and hence there exists a well-defined \( v \in J \) (resp. \( v \in J_0 \)) such that \( g(\exp(tu)) = \exp(tv) \) for every \( t \in \mathbb{R} \). We write \( g_*(u) \) for this \( v \). Obviously \( g_* \) is homogeneous of degree one and for every \( u \in J \) (resp. \( u \in J_0 \)) and \( t \in \mathbb{R} \) we have

\[ g(\exp(tu)) = \exp(tg_*(u)). \]

We have

**Proposition 3.4.** \( g_\lambda \) is constant equal to \( g_* \). In particular the \( g_\lambda \) converge to \( g_* \) and \( g_* \) is a surjective isometry of the limit norm \( \lim_{\lambda \to 0} d_\lambda \).
Proof:

\[ g_\lambda(u) = \frac{1}{\lambda} \log g(\exp(\lambda u)) = \frac{1}{\lambda} \log \exp(\lambda g_\ast(u)) = g_\ast(u). \]

\( g_\ast \) must be surjective because so is \( g \). It is also a consequence of the fact that it is an isometry of a finite dimensional normed space. \( \square \)

**Proposition 3.5.** \( g_\ast \) is a linear isomorphism of \( J \) if \( d \) is the Thompson metric and of \( J_0 \) if \( d \) is the Hilbert metric.

**Proof:** Direct consequence of the Mazur-Ulam Theorem. \( \square \)

We proved that isometries for the Thompson or the Hilbert metric are well-behaved with respect to the geometric mean. In fact they also behave nicely with respect to the spectral mean as the following Proposition shows

**Proposition 3.6.** Every isometry \( g \) of the Thompson or the Hilbert metric preserves the spectral mean i.e. satisfy \( g(ab) = g(a)g(b) \) for every \( (a, b) \in \mathbb{C}^2 \).

**Proof:** We can assume that \( g \) fixes the identity. Since \( g \) preserves midpoints it must preserve the inversion and the square root. But since the spectral mean of \( a \) and \( b \in \mathbb{C} \) is the only solution \( x \in \mathbb{C} \) of \( (a^{-1} \# b)^{1/2} = a^{-1} \# x \), \( g \) must also preserve it. \( \square \)

4. Case of the Thompson metric

**Definition 4.1.** A symmetry of an algebra \( A \) is an element \( s \in A \) such that \( s^2 = 1 \). It is called central if it lies in the center of the algebra \( A \).

The following is proved in [4]. Let us recall that a euclidean algebra endowed with the already defined \( JB \)-norm is a (finite dimensional) \( JB \)-algebra.

**Proposition 4.2.** The isometries of a (not necessarily simple) \( JB \)-algebra are exactly the maps \( x \mapsto b \cdot \Phi(x) \) where \( b \) is a central symmetry and \( \Phi \) is a Jordan isomorphism. For unital isometries (i.e. preserving the unit \( e \)) we have \( b = e \).

Now let \( g \) be any isometry for the Thompson metric. After composing \( g \) on the right by some element \( h \) of the transitive isometry group \( \text{Aut}(J) \) we get an isometry fixing the identity \( e \). From now on we hence assume that \( g \) fixes \( e \). We proved in the preceding section that \( g_\ast \) is then an isometry of the \( JB \)-algebra \( J \). Assume first that it fixes the identity. Then according to the proposition above it must be an algebra isomorphism of \( J \), and so

\[ \forall u \in \mathcal{C}, \ g(\exp(u)) = \exp(g_\ast(u)) = g_\ast(\exp(u)). \]

But then \( g \) is the restriction to \( \mathcal{C} \) of an algebra isomorphism of \( J \). Let us come back to the general case. Then we can fix a central symmetry
$b$ and an algebra isomorphism $\Phi$ such that $g_*(x) = b\Phi(x)$ for all $x \in J$.

The following Lemma is certainly well known but since we did not find any proof in the existing literature we include one that does not use the classification of simple euclidean Jordan algebras

**Lemma 4.3.** The center of a simple euclidean algebra is $\mathbb{R}e$ where $e$ is the unit element.

**Proof:** Let $z$ be in the center and let us write $(x, y)$ for the associative bilinear form $\text{Tr}(xy)$. Then the bilinear form $(x, y) \mapsto \langle zx, y \rangle$ is clearly also an associative bilinear form. But then according to the Proposition III.4.1. of [3] this form must be a multiple of the original one, i.e. for some $\lambda \in \mathbb{R}$ we have

$$\forall x, y \in J, \ (zx, y) = \lambda(x, y).$$

Choosing $x = e$ and $y$ arbitrary we obtain that $z - \lambda e$ is in the radical of $J$. Since the radical is reduced to $\{0\}$ by assumption we must have $z = \lambda e$. \qed

**Lemma 4.4.** Consider the decomposition $J = J_1 \times \cdots J_n$ into simple euclidean algebras, and let $e_i$ be the multiplicative unit of $J_i$. Then the central symmetries are exactly the $\sum_{i=1}^n \epsilon_i e_i$ where $\epsilon_i \in \{\pm 1\}$.

**Proof:** The elements of the form $\sum_{i=1}^n \epsilon_i e_i$ with $\epsilon_i \in \{\pm 1\}$ are obviously central symmetries. Reciprocally if $u = \sum_{i=1}^n u_i$ is a central symmetry of $J$ where the $u_i$ lie in $J_i$ then each $u_i$ must be a central symmetry of $J_i$. According to the Lemma 4.3 the center of $J_i$ is $\mathbb{R}e_i$, and so the $u_i$ must be equal to either $e_i$ or $-e_i$. \qed

$\Phi$ being an algebra isomorphism must permute isometric simple factors. Hence after composing on the right by the corresponding permutation algebra isomorphism $\sigma$ we can assume that $\Phi$, and hence $g_*$, preserves each irreducible factor (remark that $\sigma \in \text{Aut}(\mathcal{C})$). We just proved

**Proposition 4.5.** Let $g$ be an isometry for the Thompson metric. Then after composing $g_*$ on the right by some algebra isomorphism $\sigma^*$ we get $x \mapsto bx$ for some central symmetry $b$. For $g$ this means that after composing by some $\sigma \in \text{Aut}(\mathcal{C})$ we get a map $a = \sum_{1 \leq i \leq n} a_i \mapsto \sum_{1 \leq i \leq n} a_i^\epsilon_i$ for some $\epsilon_i \in \{\pm 1\}$.

**Remark 4.6.** The map $a_i \mapsto a_i^{-1}$ is just the geodesic inversion at $e_i$ of the symmetric space associated to the simple factor $J_i$ with unit $e_i$.

**Remark 4.7.** Let $n$ be the number of distinct isomorphism classes of the simple factors of $J$. Let us order those isomorphism classes arbitrarily from 1 to $n$. Suppose that there are $k_i \geq 1$ distinct simple factors of $J$ that represent the class numbered $i$. Then the automorphism group is easily seen to have index at most

$$\prod_{1 \leq i \leq n} \sum_{0 \leq j \leq k_i} (k_i + 1) = k + n,$$
where \( k \) is the number of simple factors of \( J \). Indeed this is a upper bound on the number of central symmetries with disjoint orbits under permutation of isometric simple factors of \( J \).

We will see in the next section that there are less isometries for the Hilbert metric as soon as the algebra is not simple. This comes from the fact that products of Thompson isometries are again Thompson isometries, whereas the analogous statement does not hold for Hilbert metrics. Indeed, for the Thompson metric, we have the

**Proposition 4.8.** Let \( C \) be a product of cones \( C_i, 1 \leq i \leq n \). Let \( d \) (resp. \( d_i \)) be the Thompson metric associated with \( C \) (resp. associated with \( C_i \)). Then

\[
d = \sup_{1 \leq i \leq n} d_i.
\]

**Proof:** Direct consequence of the following computations

\[
M_C(P, Q) = \inf \{ t > 0 \mid tQ - P \in C \} = \inf \{ t > 0 \mid \forall 1 \leq i \leq n, tQ_i - P_i \in C_i \} = \sup_{1 \leq i \leq n} \inf \{ t > 0 \mid tQ_i - P_i \in C_i \} = \sup_{1 \leq i \leq n} M_{C_i}(P_i, Q_i).
\]

\[\square\]

**Remark 4.9.** It follows from this Proposition that the map \( a = \sum_{1 \leq i \leq n} a_i \mapsto \sum_{1 \leq i \leq n} a_i^\epsilon \) (for some \( \epsilon_i \in \{\pm 1\} \)) is an isometry for the Thompson metric (because geodesic inversions are). From this it follows easily that the index of the automorphism group in the full isometry group is exactly equal to \( k + n \) (the notations are those of the remark 4.7).

5. Case of the Hilbert metric

This case requires substantially more work than the case of the Thompson metric. The reason is that though we associated some linear map \( h^* \) to every isometry fixing the origin \( e \), this map is not defined on \( J \) but on the hyperplane \( J_0 \) of \( J \). Moreover, even though \( h^* \) is an isometry for some norm, this norm is not the restriction to \( J_0 \) of the JB-norm of \( J \). This problem was already encountered in [6] and we will begin our proof likewise. However the Jordan algebra considered in [6] is both simple and exceptional so we have to proceed differently. Remark that our proof is not considerably longer than the one in the aforementioned paper.

**Definition 5.1.** We note \( \bar{J} \) the quotient vector space \( J/(Re) \). The class of \( u \in J \) is noted \([u] \).
\( \mathcal{J} \) is naturally linearly isomorphic to \( J_0 \) but it is sometimes better to work with \( \mathcal{J} \). We provide \( \mathcal{J} \) with a norm through this identification.

**Lemma 5.2.** The lower (resp. upper) eigenvalue of \( L(x) \) is equal to that of \( x \).

**Proof:** It is well known (see [3] for example) that the Lemma holds when \( x \) is an idempotent since then (putting the two trivial cases aside) the eigenvalues of \( x \) are 0 and 1 and those of \( L(x) \) are among 0, 1/2 and 1. The general case follows from this remark and the spectral decomposition Theorem. \( \square \)

**Remark 5.3.** In fact the eigenvalues of \( L(x) \) can be deduced from that of \( x \). Indeed in the Proposition 2.1 of [5] it is proved that when \( J \) is simple the eigenvalues of \( L(x) \) are precisely the \( (\lambda_i + \lambda_j)/2 \) for \( i \neq j \) (where the \( \lambda_i \) are the eigenvalues of \( x \)). The general case follows from this one by splitting \( J \) into simple algebras. Indeed if \( J = J_1 \times \cdots J_n \) is such a splitting and \( x = (x_1, \ldots, x_n) \in J \) then the eigenvalues of \( x \) are those of the \( x_i \) and the eigenvalues of \( L(x) \) are those of the \( L(x_i) \).

**Corollary 5.4.** If \( x \in J \) has eigenvalues contained in \([0,1]\) then, with respect to the usual partial ordering of symmetric operators, \( 0 \leq L(x) \leq Id \) (where \( Id \) is the identity mapping of \( J \)) i.e.

\[
\forall y \in J, \ 0 \leq (L(x)y, y) \leq \|y\|^2.
\]

**Proposition 5.5.** The extremal points of the unit ball of \( \mathcal{J} \) are exactly the classes \([p]\) of the non trivial idempotents of \( J \).

**Proof:** Adapted from the Lemma 2 in [6]. Let \( p \) be an idempotent and let us show that \([p]\) is an extreme point of the unit ball. Let us write \([p] = t[a] + (1-t)[b] \) for some \( t \in ]0,1[ \) and \((a,b) \in J^2 \) with \( |a|_\sigma = |b|_\sigma = 1 \). Hence for some additional \( \lambda \in \mathbb{R} \) we have \( p = ta + (1-t)b + \lambda e \) and we can always assume that the spectrum of both \( a \) and \( b \) is contained in \([0,1]\) and that 0 and 1 are eigenvalues of both \( a \) and \( b \). Hence according to the Corollary 5.4 we have \( 0 \leq L(a) \leq Id \) and \( 0 \leq L(b) \leq Id \), from which we deduce that

\[
(L(p)p, p) = 1 = t(L(a)p, p) + (1-t)(L(b)p, p) + \lambda \|p\|^2 \\
\leq t\|p\|^2 + (1-t)\|p\|^2 + \lambda \|p\|^2 \\
\leq 1 + \lambda \|p\|^2,
\]

and so \( \lambda \geq 0 \). Since \( p \) is not trivial, there exists some non trivial idempotent \( q \in J \) such that \( pq = 0 \) (take \( q = p^* = e - p \) for example).

But then using the Corollary 5.4 again we obtain this time

\[
(L(p)q, q) = 0 = t(L(a)q, q) + (1-t)(L(b)q, q) + \lambda \|q\|^2 \\
\geq \lambda \|q\|^2,
\]

so that finally \( \lambda = 0 \) and \( p = ta + (1-t)b \). But it is proved in [8] (see also the remark after the Theorem 1.1 in [4]) that the projections are the extreme points of the interval \([0,1]\) (i.e. of elements with spectrum
Proof: Remark that \( u \) and \( p \) depend continuously on \( q \). Hence the eigenvalues of \( u \) are eigenvalue of \( p \) and depends continuously on \( q \). Obviously \( [v] \) and \( [f] \) are still in the unit ball of \( J \) and are distinct so that \([v]\) is not an extreme point of the unit ball. \( \square \)

**Lemma 5.6.** Assume that some element \( u \in J \) can be written \( u = p + \lambda e \) for some non-trivial idempotent \( p \). Then \( p \) and \( \lambda \) are well defined and depend continuously on \( u \).

**PROOF:** Remark that \( p' = e - p \) is a non-trivial idempotent orthogonal to \( p \) and that

\[
u = p + \lambda e = p + \lambda(p + (e - p)) = (1 + \lambda)p + \lambda(e - p).
\]

Hence the eigenvalues of \( u \) are exactly \( \lambda \) and \( 1 + \lambda \). So \( \lambda \) is the smallest eigenvalue of \( u \) and depends continuously on \( u \) by continuous dependence of the roots of polynomials. But then \( p = u - \lambda e \) also depends continuously on \( u \). \( \square \)

Let \( h_\sigma \) be any isometry of \( J_0 \). Let us extend \( h_\sigma \) linearly to \( J \) by sending \( e \) to itself and write \( \hat{h}_\sigma \) for the extended map. Then \( \hat{h}_\sigma \) is still an isometry (on the whole of \( J \)) for \( | \cdot |_\sigma \), though \( | \cdot |_\sigma \) is not a norm anymore (it is degenerate since for example \( |e|_\sigma = 0 \)). If \( p \) is a non trivial idempotent of \( J \) then we can write \( \hat{h}_\sigma(p) = q + \lambda e \) for some non trivial idempotent \( q \) and \( \lambda \in R \), and \( q \) depends continuously on \( p \) according to the previous Lemma. Let us write \( q = f(p) \) for convenience. Then \( f \) is a continuous function from the set \( P(J) \) of non trivial idempotents of \( J \) to itself. The same reasoning with the inverse map \( h^{-1}_\sigma \) immediately yields that \( f \) is a homeomorphism of \( P(J) \) and hence preserves the connected components of \( P(J) \).

**Definition 5.7.** For any Jordan algebra \( J \) let \( P_k(J) \) be the set of idempotent of fixed rank \( k \), where \( k \) is an integer and \( J \) is any Jordan algebra. For convenience we put \( P_k(J) = \{0\} \) if \( k \leq 0 \) and \( P_k(J) = \{e\} \) if \( k \geq \text{rank } J \).

**Lemma 5.8.** Let \( J = J_1 \times \cdots J_n \) be the decomposition into simple Jordan algebras of \( J \). Then the connected components of \( P(J) \) are exactly the products \( \prod_{i=1}^{n} P_{k_i}(J_i) \) where \( k_i \) is an arbitrary integer. In particular the connected components of \( P(J_i) \), \( 1 \leq i \leq n \), is the set of idempotents with fixed rank.
PROOF: One only needs consider the case of a simple Jordan algebra. But then the connected component $K$ of the identity in the isomorphism group of the Jordan algebra $J$ acts transitively on the set of idempotents with fixed rank (See the Proposition IV.3.1, (iii) in [3]). The Lemma follows since $K$ is connected.

**Lemma 5.10.** Let $S$ be a set of idempotents with fixed rank (See the Proposition IV.3.1, (iii) in [3]).

**Lemma 5.10.** Let $m = (m_i)_{1 \leq i \leq r}$ be a Jordan frame and $p = \sum_{1 \leq i \leq r} \lambda_i m_i$, $\lambda_i \in \{0,1\}$, be a non-trivial idempotent which is diagonal in this Jordan frame. Then the set $\mathcal{S}(p, e)$ of idempotents $q$ which are diagonal in the same Jordan frame $(m_i)_{1 \leq i \leq r}$ and that satisfy $|p - q| = 1$ has cardinality $2^{\text{rank} p} + 2^{r - \text{rank} p} - 2$.

**Proof of the Lemma:** The set $\mathcal{S}(p, m)$ is the disjoint union of the two sets $\mathcal{S}_1(p, m)$ and $\mathcal{S}_2(p, m)$ where $\mathcal{S}_1(p, m)$ consists of the non-zero idempotents $q \in \mathcal{S}(p, e)$ satisfying $q < p$ (i.e. if $q = \sum_{1 \leq i \leq r} \mu_i m_i \in \mathcal{S}(p, e)$ then $q \neq p$ and $\lambda_i = 0$ implies $\mu_i = 0$) and $\mathcal{S}_2(p, m)$ is the disjoint union of the two sets $\mathcal{S}_1(e - p, m)$ (i.e. if $q = \sum_{1 \leq i \leq r} \mu_i m_i \in \mathcal{S}(p, m)$ then $q \neq p$ and $\mu_i = 0$ implies $\lambda_i = 0$). Then one has

$$\text{card } \mathcal{S}_1(p, m) = 2^k - 1 = 2^{\text{rank} p} - 1,$$

and so $\text{card } \mathcal{S}_2(p, m) = 2^{\text{rank}(e - p)} - 1 = 2^{r - \text{rank} p} - 1$. The Lemma follows since $\mathcal{S}_1(p, m)$ and $\mathcal{S}_2(p, m)$ are disjoint.

**Proof of the Proposition:** The set of regular elements is an open dense subset of $J$ and by continuity so must be its pre-image by $h_*$. The intersection of those two open dense sets is certainly not empty and so we can fix a regular element $x \in J$ such that $h_*(x)$ is also regular. Let $m = (m_i)_{1 \leq i \leq r}$ (resp. $m' = (m'_i)_{1 \leq i \leq r}$) be a Jordan frame in which $x$ is diagonal (resp. $h_*(x)$), and remark that by regularity the elements that can be diagonalised in the same frame as $x$ (resp. in the same frame as $h_*(x)$) are exactly those that are diagonal in the given frame $m$ (resp. in $m'$). We have already proved that $h_*$ preserves simultaneous diagonalisation so elements which are diagonal in the frame $m$ are mapped to elements which are diagonal in $m'$. Moreover the set of idempotents diagonal in the frame $m$ intersects all connected components of $\mathcal{P}(J)$. Since $h_*$ preserves the semi-norm $|\cdot|_\sigma$, so does $f$, and we can now infer that if $0 < k < r$

$$f(\mathcal{S}(\sum_{1 \leq i \leq k} m_i, m)) = \mathcal{S}(f(\sum_{1 \leq i \leq k} m_i), m'),$$
and in particular those two sets have the same cardinality $2^k + 2^{r-k} - 2$. But one easily checks that for $(x, y) \in [0, r]^2$,

$$2^x + 2^{r-x} - 2 = 2^y + 2^{r-y} - 2 \iff x = y \quad \text{or} \quad x = r - y.$$ 

Indeed, the function $x \mapsto 2^x + 2^{r-x} - 2$ is symmetric around $r/2$, strictly decreasing on $]-\infty, r/2[$ and strictly increasing on $]r/2, +\infty[$. Hence $f(\sum_{1 \leq i \leq k} m_i)$ has rank $k$ or $r - k$ and we are done. \hfill \Box

Let now $J = J_1 \times \ldots \times J_s$ be the decomposition of $J$ into simple factors where $J_i$ as unit $e_i$. Let also $r$ (resp. $r_k$) be the rank of $J$ (resp. of $J_k$) and $P_1(J)$ (resp. $P_1(J_k)$) be the set of idempotents of rank $i$ in $J$ (resp. in $J_k$). Define

$$Q_1(J_k) = \{e_1\} \times \cdots \times \{e_{k-1}\} \times P_{r_k-1}(J_k) \times \{e_{k+1}\} \times \cdots \times \{e_s\}.$$

Then the connected components of $P_1(J)$ (resp. $P_{r-1}(J)$) are exactly the $P_1(J_k)$ (resp. the $Q_1(J_k)$). Moreover $x \mapsto e - x$ is a diffeomorphism between $P_1(J_k)$ and $Q_1(J_k)$. Now take $a \in [1, s]$. There are two possibilities for $P(J_a)$ according to the Proposition 5.9.

**Case one:** $f$ sends $P_1(J_a)$ onto $P_1(J_b)$ for some $b$. Since $h_*$ is trace preserving we must have $h_*(P_1(J_a)) = P_1(J_b)$ and by linearity $h_*(J_a) = J_b$.

**Case two:** $f$ sends $P_1(J_a)$ onto $Q_1(J_b)$ for some $b$. But then if $p \in P(J_a)$ we have $\operatorname{Tr}(f(p)) = \operatorname{Tr}(e) - \operatorname{Tr}(p) = \operatorname{Tr}(e) - 1$ and from $h_*(p) = f(p) + \lambda e$ we then deduce that $\lambda = 2/\operatorname{Tr}(e) - 1$. The decomposition of $h_*(p)$ corresponding to the splitting $J = J_0 \otimes (Re)$ is then

$$h_*(p) = (1/\operatorname{Tr}(e))e + f(p) - e + 1/\operatorname{Tr}(e)e. \quad (1)$$

Consider now the first factor $J_1$. Assume that we are in the second case above, i.e. that $P_1(J_1) = Q_1(J_b)$ for some $b \in [1, s]$. Then if we compose $h$ by the inversion $x \mapsto x^{-1}$, $h_*$ is composed by $x \mapsto -x$ and we easily deduce that the extension $\tilde{f}_*$ of $h_*$ is replaced by (see (1))

$$h_*(p) = -(1/\operatorname{Tr}(e))e + f(p) - e + 1/\operatorname{Tr}(e)e = e - f(p),$$

so that after composing $h$ with the inversion the factor $P_1(J_1)$ is in the first case above. Since the inversion is an isometry and preserves $J_0$ it follows that we can always assume that $f(P_1(J_1)) = P_1(J_b)$ for some $b \in [1, s]$.

**Lemma 5.11.** Either all the factors are in the first case above or they are all in the second.

**Proof:** We can always assume that $s \geq 2$. From the previous discussion we can always assume that $J_1$ is such that we have $f(P_1(J_1)) = P_1(J_b)$ for some $b \in [1, s]$.

Let us prove first that we must have $f(Q_1(J_1)) = Q_1(J_b)$. If $c \in [1, s]$ is different from $b$ then it is easy to see that the spectrum of $q - p$ is independent of the choice of $q \in Q_1(J_c)$ and $p \in P_1(J_b)$ and contains
exactly \( r - 2 \) ones and 2 zeros. But, for \( p \in \mathcal{P}_1(J_b) \), \( q = e - p \in \mathcal{Q}_1(J_c) \) and the spectrum of \( q - p = e - 2p \) contains at least one 1 and one \(-1\) (because \( s \geq 2 \)). Hence \( b \) is the only element of \( c \in [1, s] \mathcal{Q}_1(J_b) \) such that we do not have \( \|q - p\|_\sigma = 1 \) for every \( q \in \mathcal{Q}_1(J_c) \) and \( p \in \mathcal{P}_1(J_b) \). Since \( f \) preserves \( \| \cdot \|_\sigma \) and \( \mathcal{P}_1(J_b) \) we must have \( f(\mathcal{Q}_1(J_1)) = \mathcal{Q}_1(J_b) \).

Let us assume that \( J_2 \) is such that \( f(\mathcal{P}_1(J_2)) = \mathcal{Q}_1(J_c) \) for some \( c \in [1, s] \). We must have \( c \neq b \) because \( f \) is injective. If \( p_1 \in \mathcal{P}_1(J_1) \) and \( p_2 \in \mathcal{P}_1(J_2) \) then

\[
\|p_1 - p_2\|_\sigma = 2.
\]

However it is easy to see that we must have \( \|f(p_1) - f(p_2)\|_\sigma = 1 \) because \( c \neq b \): contradiction. \( \square \)

Hence after possibly composing \( h \) with the inversion we can assume that all the factors are in the first case, i.e. that \( f \) preserves the set of irreducible idempotents of each simple factor. Composing again \( h \) by the Jordan automorphism that permutes isometric factors we can moreover assume that \( h \) preserves each simple factor. We now prove that \( h \) must be linear.

**Proposition 5.12.** \( h \) is linear (i.e. is the restriction to \( \mathcal{C} \) of a linear isomorphism of \( \mathbb{R}^n \)).

**PROOF:** We already know that \( h_* \) preserves the set of primitive idempotents. Let us show that \( h_* \) sends orthogonal primitive idempotents to orthogonal primitive idempotents. But two primitive idempotents are orthogonal if and only if they are simultaneously diagonalisable and distinct. Since \( h_* \) preserves simultaneously diagonalisable pairs and is injective it must also preserve pairs of orthogonal primitive idempotents. It follows easily that \( h_* \) is a Jordan isomorphism. But then \( h_* \) commutes with the exponential and

\[
\forall x \in J, \ h(\exp x) = \exp(h_* x) = h_* \exp(x).
\]

Hence \( h \) is the restriction of \( h_* \) to the symmetric cone and is linear. \( \square \)

**Corollary 5.13.** The automorphism group is a subgroup of index two or zero in the isometry group of a symmetric cone for the Hilbert metric. The automorphism group is equal to the isometry group only for the Lorentz cones, i.e. only when the underlying Jordan algebra has rank at most two. To be more precise and closer to the spirit of the classification of euclidean simple Jordan algebras, equality between the two groups appear only in the following three cases, the third being an infinite family

1. \( \mathcal{C} \) is a half-line (i.e. has rank one),
2. \( \mathcal{C} \) is the positive quadrant of \( \mathbb{R}^2 \), i.e. the set of points with positive coordinates (this is the direct product of two half-lines),
(3) \( n = \dim(J) \geq 3 \) and \( C \) is the irreducible Lorentz cone i.e. the set of points \((x_1, \ldots, x_n)\) satisfying \( x_1^2 > x_2^2 + \cdots + x_n^2 \).

**Proof:** First let us show that when the rank is two the geodesic inversion at \( e \) is in \( \text{Aut}(C) \). But in that case if \((e_1, e_2)\) is a Jordan frame and \( u = \lambda_1 e_1 + \lambda_2 e_2 \) (for \( \lambda_1, \lambda_2 > 0 \)) we have

\[
\begin{align*}
\lambda_1 e_1 + \lambda_2 e_2 &= \frac{1}{\lambda_1 \lambda_2} (\lambda_2 e_1 + \lambda_1 e_2) \\
&= \frac{1}{\lambda_1 \lambda_2} ((\lambda_1 + \lambda_2 - \lambda_1) e_1 + (\lambda_1 + \lambda_2 - \lambda_2)) e_2 \\
&= \frac{1}{\lambda_1 \lambda_2} (\text{Tr}(u)e - u),
\end{align*}
\]

which is clearly a projective transformation (if we only consider the restriction of the inversion to the set of \( x \) satisfying \( \det(x) = 1 \) then it is even “linear”). The rank one case is trivial so their only remains to prove that when the rank is at least three the inversion is not projective. This can easily be shown directly but the following argument (due to M. Crampon) gives more insight into what happens near the boundary of the cone.

First remark that the inversion is homogeneous (of degree \(-1\)) and so we can work with rays instead of restricting the inversion to \( \mathcal{C}_0 \). For \( x \in \mathcal{C} \) let \([x]\) be the ray through \( x \). Let \( e_1, e_2 \) and \( e_3 \) be three orthogonal idempotents. Then if \( n > 0 \) the inverse of \( u_n = ne_1 + e_2 + e_3 \) is \( u_n^{-1} = (1/n)e_1 + e_2 + e_3 \). Similarly the inverse of \( u_n^2 = ne_1 + 2e_2 + e_3 \) is \( u_n^{-2} = (1/n)e_1 + (1/2)e_2 + e_3 \). But the rays \([u_n^1]\) and \([u_n^2]\) defined by \( u_n^1 \) and \( u_n^2 \) both converge to the ray \([e_1]\). If the inversion were a projective map, the rays \([u_n^{-1}]\) and \([u_n^{-2}]\) would also converge to the same ray. But \([u_n^{-1}]\) converges to \([e_2 + e_3]\) and \([u_n^{-2}]\) converges to \([(1/2)e_2 + e_3] \). Since those two rays differ the inversion cannot be projective. \( \square \)

**Remark 5.14.** For the rank two case we could equally have used the fact that the cone is then strictly convex and so the isometry group for the Hilbert metric is reduced to \( \text{Aut}(\mathcal{C})/\mathbb{R} \) (see \( \text{[2]} \)).

**Remark 5.15.** In fact we showed that the inversion does not have a continuous prolongation to the boundary. See the paper of De la Harpe \( \text{[2]} \) where he investigates the “blow off” near the boundary for the simplicial cone of \( \mathbb{R}^3 \) (this shows that isometries need not admit a prolongation to the boundary of the convex).

**Question 5.16.** If a map \( f : J \rightarrow J \) preserves the semi-norm \( \| \cdot \|_\sigma \) and the trace then it acts as the identity on \( \text{Re} \) (because \( \text{Re} \) is the set of elements with zero \( \| \cdot \|_\sigma \) semi-norm and on this set the trace is injective) and its double-restriction to \( J_0 \) must be linear by the Mazur-Ulam Theorem since on this set the semi-norm \( \| \cdot \|_\sigma \) is definite. In fact since the projection onto the second factor of the
decomposition $J = J_0 \oplus \mathbb{R}e$ is $x \mapsto \text{Tr}(x)/\text{Tr}(e)e$ and $f$ commutes with this operator, $f$ always preserves the second factor. From this it follows that $f$ must itself be linear and preserve the decomposition (indeed if $x_0 = a + \lambda_0 e$ is the decomposition of $x_0$ in the direct sum $J = J_0 \oplus \mathbb{R}e$ then $f(x_0) = b + \lambda_0 e$ for some $b \in J_0$ that must itself satisfy $\|f(x_0) - b\|_\sigma = 0$ and $\|f(x_0) - f(a)\|_\sigma = \|f(a) + \lambda_0 e - f(a)\|_\sigma = 0$, so that $b = f(a)$). We proved above that if $f$ sends simultaneously diagonalisable pairs to simultaneously diagonalisable pairs then it is either a Jordan isomorphism or becomes one after composing with the linear map that can be written $(x_0, \lambda) \mapsto (-x_0, \lambda)$ in the splitting $J = J_0 \oplus \mathbb{R}e$. The question is: do one needs to assume that simultaneously diagonalisable pairs are preserved, or is this always true? We did not find any evidence that the question was already investigated, even in the case of symmetric/hermitian matrices.
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