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Abstract—Delay alignment modulation (DAM) has been recently proposed to enable manipulable channel delay spread for efficient single- or multi-carrier communications. In particular, with perfect delay alignment, inter-symbol interference (ISI) can be eliminated even with single-carrier (SC) transmission, without relying on sophisticated channel equalization. The key ideas of DAM are delay pre-compensation and path-based beamforming, so that all multi-path signal components may arrive at the receiver simultaneously and be superimposed constructively, rather than causing the detrimental ISI. Compared to the classic orthogonal frequency division multiplexing (OFDM) transmission, DAM-enabled SC communication has several appealing advantages, including low peak-to-average-power ratio (PAPR) and high tolerance for Doppler frequency shift, which renders DAM also appealing for radar sensing. Therefore, in this paper, DAM is investigated for integrated sensing and communication (ISAC) systems. We first study the output signal-to-noise ratios (SNRs) for ISI-free SC communication and radar sensing, respectively, and then derive the closed-form expressions for DAM-based sensing in terms of the ambiguity function (AF) and integrated sidelobe ratio (ISR). Furthermore, we study the beamforming design problem for DAM-based ISAC to maximize the communication SNR while guaranteeing the sensing performance in terms of the sensing SNR and ISR. Finally, we provide performance comparison between DAM and OFDM for ISAC, and it is revealed that DAM signal may achieve better communication and sensing performance, thanks to its low PAPR, reduced guard interval overhead, as well as higher tolerance for Doppler frequency shift. Simulation results are provided to show the great potential of DAM for ISAC.

Index Terms—Delay alignment modulation (DAM), integrated sensing and communication (ISAC), ambiguity function (AF), ISI-free communication, path-based beamforming.

I. INTRODUCTION

THE sixth generation (6G) mobile communication networks are expected to not only further enhance the existing wireless communication services, but also bring in the new sensing capabilities, so as to bridge the cyber and real worlds with intelligence [2], [3], [4], [5]. To realize such ambitious visions, integrated sensing and communication (ISAC) has attracted extensive research attentions recently [6], [7], [8]. ISAC aims at efficiently utilizing the precious radio resources, hardware, and infrastructure platform to achieve dual functions of sensing and communication. Furthermore, mutualism between sensing and communication could also be achieved, say via sensing-aided communication and communication-aided sensing enhancement [9], [10], [11].

One fundamental problem for ISAC is to find the suitable waveforms to simultaneously guarantee the desired performance for both communication and sensing [12], [13]. Most existing approaches on waveform design for ISAC can be classified into two categories, namely, that based on radar-communication coexistence (RCC) [14], [15], [16] and dual-function radar-communication (DFRC) [17], [18], [19], [20]. For RCC, the radar sensing and communication functions are designed separately and their signals are treated as the detrimental interference by each other. As a consequence, in order to eliminate the interference, the sensing and communication signals may occupy orthogonal radio resources by time-division [14], frequency-division [15], or space-division [16]. Compared with RCC-based design, the DFRC-based approach is a more aggressive technique towards ISAC, which aims at fully utilizing the radio and hardware resources in a shared manner with unified waveforms. The research efforts on DFRC waveforms can be further classified as radar-centric and communication-centric designs. For radar-centric methods, radar sensing is treated as the primary goal and communication symbols are usually embedded into the classic radar waveforms, such as chirp or frequency modulation continuous waveform (FMCW), via radar pulse modulation [17], index modulation [18], or beampattern modulation [19]. However, such techniques suffer from extremely low communication rate since information embedding is usually applied on the slow-time scale across radar pulses, thus the communication rate is limited by the pulse repetition frequency (PRF) [12], [13].
Different from radar-centric methods, communication-centric methods try to utilize the standard communication waveforms to achieve both sensing and communication purposes. In particular, orthogonal frequency division multiplexing (OFDM)-based ISAC system has been extensively studied [20], [21], [22], [23]. For communication, OFDM is a mature technology that has gained great success in WiFi, 4G and 5G [24]. On the other hand, for sensing, OFDM radar can decouple the delay and Doppler frequency estimation by simply applying the Fast Fourier Transform (FFT) and inverse-FFT (IFFT) [20]. However, as a multi-carrier transmission technology, OFDM-based ISAC suffers from several practical drawbacks, like high peak-to-average-power ratio (PAPR) [25], vulnerability to carrier frequency offset (CFO) [26], and Doppler-induced inter-carrier interference (ICI) [27]. In particular, with high PAPR, the transmit power has to be backoff to avoid nonlinear signal distortion, which restricts the maximum communication and sensing range. Furthermore, in high mobility scenarios, the ICI issue will become a major impairment for communication and sensing performance [27], [28]. To tackle the above issues, various PAPR reduction or ICI mitigation techniques have been proposed, such as amplitude clipping, tone reservation, and single-carrier frequency-division multiple access (SC-FDMA) [25], [28]. Recently, a new multi-carrier technique termed orthogonal time frequency space (OTFS) modulation has been proposed [29], which modulates data symbols in delay-Doppler domain, so that each data symbol is spread over the entire time-frequency diversity [30]. In [31], [32], and [33], OTFS was studied for radar sensing, which showed its superiority than OFDM in high-mobility scenarios. However, the above techniques usually incur non-negligible performance loss or require rather complicated signal processing.

In this paper, we investigate ISAC with a novel transmission technology, termed delay alignment modulation (DAM) [34], [35], [36]. By exploiting the high spatial resolution with large antenna arrays and multi-path sparsity of millimeter wave (mmWave) or Terahertz wireless channels, the key ideas of DAM are delay pre-compensation and path-based beamforming. Specifically, by deliberately introducing symbol delays at the transmitter side to match with the corresponding channel path delays, together with per-path based beamforming, all multi-path signal components may arrive at the receiver simultaneously and be superimposed constructively, rather than causing the detrimental inter-symbol interference (ISI) [34]. As a result, DAM enables ISI-free communication by low complexity single-carrier (SC) transmission without relying on sophisticated channel equalization. Furthermore, compared to OFDM, DAM can resolve the practical issues like high PAPR, vulnerability to CFO, and ICI. Such appealing features also render DAM attractive for radar sensing. Specifically, with reduced PAPR, DAM may allow higher transmit power than OFDM before those nonlinear devices like power amplifiers get saturated. Moreover, different from OFDM that typically tolerates the Doppler frequency shift only about 10% of the carrier spacing [31], the tolerable Doppler frequency shift is significantly enhanced for DAM, which thus improves the velocity estimation range. The main contributions of this paper are summarized as follows:

- First, we present the system model for DAM-based ISAC, which aims to simultaneously achieve ISI-free communication to a user equipment (UE) and sense a radar target. The performance analysis of the proposed DAM-based ISAC is given, where both the communication and sensing output signal-to-noise ratios (SNRs) are derived. Furthermore, the closed-form expression of the ambiguity function (AF) for sensing is analyzed, and the peak sidelobe ratio (PSR) and the integrated sidelobe ratio (ISR) of the AF are derived.

- Second, for the proposed DAM-based ISAC system, we formulate a beamforming optimization problem to maximize the communication SNR while guaranteeing a prescribed sensing performance in terms of output SNR and ISR. The formulated problem is non-convex, for which a semidefinite relaxing (SDR) based method is proposed to obtain an effective solution.

- Third, we provide a performance comparison between DAM- and OFDM-based ISAC, in terms of the sensing ambiguity and resolution, as well as the PAPR and SNR. The results demonstrate that DAM outperforms OFDM in high mobility scenarios, and has lower PAPR and smaller guard interval overhead. Moreover, we make comparisons between the proposed DAM with OFDM and OTFS in terms of the estimation root mean square errors (RMSEs) and communication spectral efficiency. The analytical and simulation results are provided to demonstrate the great potential of DAM for ISAC.

The rest of this paper is organized as follows. Section II presents the system model and introduces the key ideas of DAM. In Section III, we first present the signal processing procedures for DAM-based ISAC, followed by a comprehensive sensing performance analysis, including the sensing SNR, AF, PSR, and ISR. Furthermore, the beamforming optimization problem is studied for DAM-based ISAC. In Section IV, we provide the performance comparison for DAM- and OFDM-based sensing in terms of the sensing ambiguity, resolution, PAPR and SNR. In Section V, simulation results are provided to evaluate the performance of the proposed DAM-based ISAC. Finally, we conclude this paper in Section VI.

II. SYSTEM MODEL AND DELAY ALIGNMENT MODULATION

As shown in Fig. 1, we consider a monostatic ISAC system, where a multi-antenna ISAC node wishes to simultaneously communicate with a single-antenna UE and sense a radar target. The ISAC node is equipped with $M \gg 1$ transmit antennas and one receiving antenna. We consider a frequency-selective multi-path propagation environment between the ISAC transmitter and the UE. For one particular channel coherent block, the discrete-time equivalent multiple-input-single-output (MISO) communication channel can be expressed as

$$h_c^H[n] = \sum_{\ell=1}^L h_l^H \delta[n - n_\ell], \quad (1)$$
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where $L$ is the number of temporal-resolvable multi-paths with delay resolution $T_s = 1/B$, with $B$ being the system bandwidth; $h_l \in \mathbb{C}^{M \times 1}$ denotes the complex-valued channel coefficient vector and $n_l = \text{round}(\tilde{\tau}_l/T_s)$ denotes the normalized delay for the $l$th path, with $\tilde{\tau}_l$ being the delay in seconds and $\text{round}(\cdot)$ denoting round to the nearest integer. The channel delay spread is $n_d = n_{\text{max}} - n_{\text{min}}$, where $n_{\text{max}} = \max_{1 \leq l \leq L} n_l$ and $n_{\text{min}} = \min_{1 \leq l \leq L} n_l$ denote the maximum and minimum delays among the $L$ paths, respectively.

For radar sensing, we assume that there is a clear line-of-sight (LoS) link between the ISAC node and the radar target, and the self-interference of the ISAC node as well as the clutters have been suppressed by appropriate cancellation techniques [37]. Note that since the sensing target usually has higher moving speed than the communication UE, it results in higher Doppler frequency shift. Therefore, different from (1), the Doppler of the radar sensing channel is explicitly considered, which is given by

$$h^R_m[n, \tau] = \alpha \delta[m - \tau] e^{j2\pi\nu \tau / T_s} a^{R}(\theta),$$

where $\alpha$ denotes the complex-valued channel coefficient including the impact of radar cross section (RCS) of the target; $\tau = \text{round}(\tilde{\tau}_l/T_s)$ is the normalized two-way propagation delay, with $\tilde{\tau}$ denoting the delay in second; $\nu = 2\pi \lambda / v$ is the Doppler frequency caused by the motion of the target with the radial velocity $v$, and $\lambda$ is the carrier wavelength; $a(\theta) \in \mathbb{C}^{M \times 1}$ is the steering vector of the transmit antenna array, with $\theta$ denoting the direction of the sensing target. Note that one practical scenario of the considered ISAC system is the cellular-connected unmanned aerial vehicle (UAV) [38], where the sensing target corresponds to the UAV, while the ISAC node corresponds to the base station (BS) that wishes to simultaneously communicate with the ground UE and track the UAV in the airspace.

Signals propagated over the time-dispersive multi-path channel in (1) arrive the receiver via different paths with various delays, which cause the detrimental ISI. In contemporary communication systems, OFDM is the dominate technology to mitigate ISI, which transforms the frequency-selective channel (1) into multiple frequency-flat sub-channels with overlapped spectral. However, OFDM is known to suffer from several issues like high PAPR and sensitive to CFO. To resolve such issues, a novel transmission technique known as DAM was recently proposed in [34, 35], and [36]. With DAM-enabled SC transmission, the transmitted signal is

$$x[n] = \sum_{\ell=1}^{L} f_{\ell} s[n - \kappa_{\ell}],$$

where $s[n]$ denotes the independent and identically distributed (i.i.d.) information-bearing symbols with normalized power $\mathbb{E}[|s[n]|^2] = 1$; $\kappa_{\ell} \geq 0$ is the deliberately introduced delay pre-compensation for the $\ell$th path, with $\kappa_{\ell} \neq \kappa_{\ell'}, \forall \ell \neq \ell'$; and $f_{\ell} \in \mathbb{C}^{M \times 1}$ denotes per-path based transmit beamforming vector for the $\ell$th path. The average transmit power of $x[n]$ is

$$\mathbb{E}\left[|x[n]|^2\right] = \sum_{\ell=1}^{L} \mathbb{E}\left[|f_{\ell} s[n - \kappa_{\ell}]|\right]^2 = \sum_{\ell=1}^{L} \|f_{\ell}\|^2 \leq P_t,$$

where $P_t$ denotes the average transmit power constraint. In practice, the delay pre-compensation and path-based beamforming can be easily implemented in digital systems [34], where delay pre-compensation simply corresponds to sequence shift, the path-based beamforming can be similarly implemented with existing channel-based beamforming. For the communication UE with the channel impulse response given in (1), the received signal is

$$y_{c}[n] = h^R_m[n] * x[n] + z[n] = \sum_{\ell=1}^{L} \sum_{l=1}^{L} h^R_{\ell l} f_{\ell} s[n - \kappa_{\ell} - l_{\ell}] + z[n],$$

where $\ast$ denotes the linear convolution, and $z[n] \sim \mathcal{CN}(0, \sigma^2)$ is the additive white Gaussian noise (AWGN).

By letting $\kappa_{\ell'} = n_{\text{max}} - n_{\ell'} \geq 0, \ell' = 1, \cdots, L$, (5) can be rewritten as

$$y_{c}[n] = \left(\sum_{\ell=1}^{L} h^R_{\ell} f_{\ell}\right) s[n - n_{\text{max}}] + \sum_{\ell=1}^{L} \sum_{l_{\ell} \neq l} h^R_{\ell l} f_{\ell} s[n - n_{\text{max}} + n_{l_{\ell} - l}] + z[n],$$

where all multi-path components in the first term are aligned with a common delay $n_{\text{max}}$ and they contribute to the desired signal, while the second term causes the ISI. Fortunately, the detrimental ISI can be effectively suppressed by applying path-based transmit beamforming [34]. In particular, if $\{f_{\ell}\}_{\ell=1}^{L}$ are designed such that $h^R_{\ell l} f_{\ell} = 0, \forall \ell' \neq l$, the received DAM signal in (6) reduces to

$$y_{c}[n] = \left(\sum_{\ell=1}^{L} h^R_{\ell} f_{\ell}\right) s[n - n_{\text{max}}] + z[n].$$

Here, for ease of exposition, we assume that the communication channel state information (CSI) including the number of multi-paths $L$, the corresponding path delays $n_l$ and channel coefficient vectors $h_{l}$ is known, say via channel estimation as studied in [36]. As a result, the original time-dispersive multi-path channel has been transformed into the ISI-free AWGN channel with a single delay $n_{\text{max}}$. Thus, the resulting SNR is

$$\gamma_c = \left|\sum_{\ell=1}^{L} h^R_{\ell} f_{\ell}\right|^2 / \sigma^2.$$ 

Note that compared to the alternative scheme that only uses the strongest path for communication to avoid the ISI issue, the proposed DAM technique makes use of all multi-path components, as can be inferred from (8).
On the other hand, the DAM signal in (3) also has several appealing features for radar sensing. Specifically, different from the conventional OFDM radar [20] that suffers from high PAPR issue, the DAM signal in (3) utilizes SC transmission, which is expected to have lower PAPR and higher power efficiency. Moreover, for OFDM, the orthogonality among subcarriers may be destroyed by high Doppler frequency, resulting in severe ICI and degraded sensing performance [23]. Typically, the maximum tolerable Doppler frequency of OFDM is about 10% of the subcarrier spacing [31]. By contrast, for DAM, since it is a SC transmission scheme, the Doppler frequency only results in the phase variation of the received signal but does not cause interference. Therefore, DAM is expected to have higher Doppler frequency (or velocity) estimation range. In the following, we first analyze the sensing performance of DAM, in terms of the sensing output SNR, AF, PSR, and ISR, and then study the beamforming optimization problem for DAM-based ISAC.

III. Performance Analysis and Beamforming Optimization for DAM-ISAC

A. DAM for Sensing

Let \( N \) be the number of symbol durations for one coherent processing interval (CPI) for DAM-based sensing. The transmitted DAM signal in (3) over one CPI can be expressed as

\[
\mathbf{X}[n] = [x[n - (N - 1)], \ldots, x[n]] \in \mathbb{C}^{M \times N}.
\]  

(9)

Denote by \( \mathbf{F} \triangleq [\mathbf{f}_1, \ldots, \mathbf{f}_L] \in \mathbb{C}^{M \times L} \) the transmit beamforming matrix, and \( \mathbf{S}[n] \triangleq [s[n - \kappa_1], \ldots, s[n - \kappa_L]]^T \in \mathbb{C}^{L \times 1} \) the transmitted symbols, where \( s[n - \kappa_l] = [s[n - (N - 1) - \kappa_l], \ldots, s[n - \kappa_l]]^T \in \mathbb{C}^{N \times 1} \), \( l = 1, \ldots, L \). Based on (3), the transmitted DAM signal over one CPI can be written as

\[
\mathbf{X}[n] = \mathbf{FS}[n].
\]  

(10)

For a sensing target with the channel in (2), the received echo signal over one CPI is

\[
\mathbf{y}_s^H[n] = \alpha \mathbf{a}^H(\theta) \mathbf{X}[n - \tau] \text{diag}(\mathbf{d}[\nu]) + \mathbf{z}^H,
\]  

(11)

where \( \mathbf{d}[\nu] \triangleq [e^{j2\pi(\nu-(N-1))T_s}, \ldots, e^{j2\pi \nu T_s}]^T \in \mathbb{C}^{N \times 1} \) denotes the phase rotation over one CPI caused by the Doppler frequency \( \nu \), and \( \mathbf{z} \in \mathbb{C}^{N \times 1} \) is the i.i.d. AWGN vector with \( \mathbb{E}[\mathbf{z}\mathbf{z}^H] = \sigma^2 I_N \). Note that for target sensing, the parameters of interest include \( \theta, \tau, \) and \( \nu \). As this paper mainly focuses on the delay-Doppler domain sensing, we assume that the target direction \( \theta \) in (11) has already been estimated, say via beam scanning in radar searching mode [37].

With the monostatic architecture, the transmitted signal \( \mathbf{X}[n] \) is known by the ISAC receiver. Therefore, to sense the target in the delay-Doppler domain from the received signal \( \mathbf{y}_s[n] \in \mathbb{C}^{N \times 1} \) in (11), matched filters can be constructed for each delay-Doppler bin parameterized by (\( \tau, \nu \)), given by

\[
R^H(\tau, \nu) = \alpha \mathbf{a}^H(\theta) \mathbf{FS}[n - \tau - \kappa] \text{diag}(\mathbf{d}[\nu]) \left[ \alpha \mathbf{a}^H(\theta) \mathbf{FS}[n - \tau - \kappa - \lambda] \text{diag}(\mathbf{d}[\nu]) \right] + \hat{z}^H,
\]  

(12)

where \( P \) and \( Q \) denote the number of bins in the delay and Doppler intervals of interest, with the delay resolution of \( T_s \) and Doppler frequency resolution of \( 1/(NT_s) \), respectively; \( \mathbf{d}[\nu] \triangleq [e^{j2\pi(\nu-(N-1))T_s}, \ldots, e^{j2\pi \nu T_s}]^T \in \mathbb{C}^{N \times 1} \) is defined as the Doppler frequency estimator, with \( \nu \) denoting the Doppler frequency for the \( q \)th Doppler bin. After matched filtering (MF), the resulting output is

\[
r(\tau, \nu) = \mathbf{y}_s^H[n] \mathbf{h}(\tau, \nu) = \alpha \mathbf{a}^H(\theta) \mathbf{FS}[n - \tau] \text{diag}(\mathbf{d}[\nu]) \left[ \alpha \mathbf{a}^H(\theta) \mathbf{FS}[n - \tau - \kappa] \text{diag}(\mathbf{d}[\nu]) \right] + \hat{z},
\]  

(13)

where \( \hat{z} \triangleq \frac{\mathbf{z}^H \text{diag}(\mathbf{d}[\nu]) \mathbf{S}[n - \tau - \kappa] \mathbf{a}^H(\theta)}{\left[ \alpha \mathbf{a}^H(\theta) \mathbf{FS}[n - \tau - \kappa - \lambda] \text{diag}(\mathbf{d}[\nu]) \right]} \) is the resulting noise after MF, satisfying \( \hat{z} \sim \mathcal{CN}(0, \sigma^2) \). Therefore, the delay \( \tau \) and Doppler frequency \( \nu \) in (11) can be estimated as \( (\hat{\tau}, \hat{\nu}) = \arg \max_{\tau, \nu} |r(\tau, \nu)| \).

B. Sensing Performance Analysis

Note that the MF output in (13) is random due to the random communication symbols involved. To analyze the DAM sensing performance, let us define a delay-Doppler correlation matrix (DDCM) involved in (13) as

\[
\mathbf{A}(\tau, \nu) \triangleq \frac{1}{N} \mathbf{S}[n - \tau] \text{diag}(\mathbf{d}[\nu]) \mathbf{S}^H[n - \tau - \kappa].
\]  

(14)

Then (13) can be rewritten as

\[
r(\tau, \nu) = \alpha \mathbf{a}^H(\theta) \mathbf{F} \mathbf{A}(\tau, \nu) \mathbf{F}^H \mathbf{a}(\theta) + \hat{z}
\]  

(15)

where

\[
\chi(\tau, \nu) \triangleq \frac{\mathbf{a}^H(\theta) \mathbf{F} \mathbf{A}(\tau, \nu) \mathbf{F}^H \mathbf{a}(\theta)}{\mathbf{a}^H(\theta) \mathbf{F} \mathbf{A}(\tau, \nu, \tau, \nu) \mathbf{F}^H \mathbf{a}(\theta)}
\]  

(16)

is termed as the discrete equivalent normalized AF of the DAM signal in delay-Doppler domain, w.r.t. the ground-truth delay \( \tau \) and Doppler frequency \( \nu \). Note that according to (10), the element of the DDCM in (14) at the \( i \)th row and \( j \)th column is given by

\[
[A(\tau, \nu; \tau, \nu)]_{i,j} = 1, i \leq j \leq L
\]  

\[
= \frac{1}{N} \mathbf{S}^T[n - \kappa_i - \tau] \text{diag}(\mathbf{d}[\nu]) \mathbf{S}[n - \kappa_j - \tau] - \tau_p
\]  

\[
= \frac{1}{N} \sum_{\bar{n} = n - (N - 1)}^{n} s[\bar{n} - \kappa_i - \tau] s^\dagger[\bar{n} - \kappa_j - \tau - \lambda] e^{j2\pi(\nu-\nu_0)\bar{n}T_s},
\]  

(17)

where (\( \cdot \)) denotes the conjugation operation. Note that (17) involves the summation of \( N \) i.i.d. communication symbols \( s[\bar{n}] \) with various delays. When \( N \) is large, we have the following result:
Theorem 1: For \( N \gg 1 \), the DDCM element in (17) approaches to
\[
\begin{align*}
[A(\tau_p, \nu_q; \tau, \nu)]_{i,j} &\to [A(\tau_d, \nu_d)]_{i,j} \\
= &\left\{ \begin{array}{ll}
\psi(\nu_d), & \kappa_i - \kappa_j = d_{\tau} \\
0, & \kappa_i - \kappa_j \neq d_{\tau},
\end{array} \right.
\end{align*}
\]
which is given by
\[
\psi(\nu_d) = \frac{1}{N} \sum_{n=-(N-1)}^{N-1} e^{j2\pi\nu_d nt_{\tau}},
\]
and the resulting MF output is
\[
\chi_{\nu_d} = \begin{cases} 
\psi(\nu_d), & \kappa_i = \kappa_j, \\
0, & \kappa_i \neq \kappa_j,
\end{cases} 1 \leq i, j \leq L.
\]

Theorem 1: For \( N \gg 1 \), the DDCM element in (17) approaches to
\[
\begin{align*}
[A(\tau_p, \nu_q; \tau, \nu)]_{i,j} &\to [A(\tau_d, \nu_d)]_{i,j} \\
= &\left\{ \begin{array}{ll}
\psi(\nu_d), & \kappa_i - \kappa_j = d_{\tau} \\
0, & \kappa_i - \kappa_j \neq d_{\tau},
\end{array} \right.
\end{align*}
\]
where \( \Lambda(\tau_d, \nu_d) \) only depends on the delay difference \( d_{\tau} = \tau_p - \tau \) and the Doppler difference \( \nu_d = \nu - \nu_q \).

Furthermore, \( \psi(\nu_d) \) in (18) is given by
\[
\psi(\nu_d) = \frac{1}{N} \sum_{n=-(N-1)}^{N-1} e^{j2\pi\nu_d nt_{\tau}},
\]
and the resulting MF output is
\[
\chi_{\nu_d} = \begin{cases} 
\psi(\nu_d), & \kappa_i = \kappa_j, \\
0, & \kappa_i \neq \kappa_j,
\end{cases} 1 \leq i, j \leq L.
\]

Proof: Please refer to Appendix A.

Note that since by design that \( \Lambda(0, \nu_d) \) is a scaled identity matrix, i.e., \( \Lambda(0, \nu_d) = \psi(\nu_d)I_L \), and the delay-cut of \( \chi(\tau_p, \nu_q; \tau, \nu) \) at \( \tau_p = \tau \) (i.e., \( d_{\tau} = 0 \)) approaches to
\[
\chi(0, \nu_d) = \psi(\nu_d) = e^{j\pi\nu_d (N-1)T_{\tau}} \text{sinc}(\nu_d, N),
\]
which measures the Doppler frequency sensing performance of the DAM signal.

For radar sensing, one important performance metric is the sidelobe level of the AF, which is critically related to the waveform sensibility for multiple targets. Specifically, the high sidelobes of the stronger target echo will mask the MF output of the weaker one [37]. To measure the sidelobe level of \( \chi(0, \nu_d) \), a common metric is the PSR, which is defined as [39]
\[
\Phi_{PSR} = \max_{d_{\tau} \neq 0} \left[ \chi(0, \nu_d) \right] = \max_{d_{\tau} \neq 0} \left[ \text{sinc}(\nu_d, N) \right].
\]

Note that for the asinc function, the peak sidelobe is approximately 13.2 dB below the central peak amplitude, as illustrated in Fig. 2(b), where \( N \) is only related to the Doppler frequency resolution but has no effect on the sidelobe level [37], thus we have \( \Phi_{PSR} \approx -13.2 \) dB. In practice, to achieve lower PSR, some window functions can be applied, like Hamming or Taylor windows [37].

2) \( \chi(0, \nu_d) \): In this case, the considered delay bin \( \tau_p \) mismatches with the ground-truth \( \tau \), while the considered Doppler bin \( \nu_q \) and the ground-truth \( \nu \) are mismatched, i.e., \( d_{\tau} = 0 \) and \( d_{\nu} \neq 0 \). Thus (18) reduces to
\[
\chi(0, \nu_d) = \begin{cases} 
\psi(\nu_d), & \kappa_i = \kappa_j, \\
0, & \kappa_i \neq \kappa_j,
\end{cases} 1 \leq i, j \leq L.
\]

Note that since by design that \( \kappa_i \neq \kappa_j, \forall i \neq j \) in (3), we have \( \chi(0, \nu_d) = 1 \) and \( \chi(0, \nu_d) = 0 \) in (29), which indicates that the DDCM is simply an identity matrix, i.e.,
\[
\Lambda(0, \nu_d) = \mathbf{I}_L.
\]
By substituting (29) into (21) and (20), we have \( \chi(0, \nu_d) = 1 \), and the resulting MF output is
\[
r(\tau_d, \nu_d) = \chi(\tau_d, \nu_d) \sqrt{N} a^H(\theta) F A(0, 0) F^H a(\theta) + \hat{z}.
\]

As a result, the maximum output SNR for DAM-based sensing is
\[
\gamma = \frac{|\alpha|^2 N a^H(\theta) F^H a(\theta)}{\sigma^2} = \frac{|\alpha|^2 N a^H(\theta) \frac{\sum_{l=1}^{L} f_{l}^H}{\sigma^2} a(\theta)}{\sigma^2}.
\]

2) \( \chi(0, \nu_d) \): In this case, the considered delay bin \( \tau_p \) matches with the ground-truth \( \tau \), while the Doppler bin \( \nu_q \) and the ground-truth \( \nu \) are mismatched, i.e., \( d_{\tau} = 0 \) and \( d_{\nu} \neq 0 \). Thus (18) reduces to
\[
\chi(0, \nu_d) = \begin{cases} 
\psi(\nu_d), & \kappa_i = \kappa_j, \\
0, & \kappa_i \neq \kappa_j,
\end{cases} 1 \leq i, j \leq L.
\]

Therefore, according to (29), when \( |d_{\tau}| > n_d \), we have \( [\Lambda(d_{\tau}, 0)]_{i,j} = 0, \forall i, j \), i.e., \( \Lambda(d_{\tau}, 0) \) is a zero matrix, which means that DAM can ensure perfect delay resolution at least for targets separated by time difference greater than the delay spread of the communication channel. On the other hand, for \( 0 < |d_{\tau}| \leq n_d \), i.e., \( d_{\tau} = \pm 1, \ldots, \pm n_d \), we can obtain that \( [\Lambda(d_{\tau}, 0)]_{i,j} = 1 \) if and only if \( d_{\tau} = \Delta_{i,j} \).

To derive \( \Lambda(d_{\tau}, 0) \) for \( 0 < |d_{\tau}| \leq n_d \), we first put all pairs of \( (i, j) \) whose corresponding delay difference \( \Delta_{i,j} \) satisfying \( d_{\tau} = \Delta_{i,j} \) into a set
\[
\mathcal{S}(d_{\tau}) = \{ (i, j) \mid \exists i, j, s.t., d_{\tau} = \Delta_{i,j}, 1 \leq i, j \leq L \}.
\]
Taking (30) as an example, we have \( \triangle_{1,2} = \triangle_{2,3} = 2 \). Based on (29), for \( d_r = 2 \), \( \mathbf{A}(2,0) \) is equal to zero. Thus, we put the pairs of \( (1,2) \) and \( (2,3) \) into a set \( S(2) = \{(1,2), (2,3)\} \), and the DDCM when \( d_r = 2 \) for \( L = 3 \) is given by

\[
\mathbf{A}(2,0) = \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{bmatrix}.
\]

(32)

Therefore, according to (31), when \( 0 < |d_r| \leq n_{d_r} \), (29) can be further written as

\[
[\mathbf{A}(d_r,0)]_{i,j} = \begin{cases}
1, & \text{if } (i,j) \in S(d_r), \\
0, & \text{otherwise}.
\end{cases}
\]

(33)

Furthermore, based on (31) and (33), it can be obtained that the Doppler-cut of \( \chi(\tau_p, \nu_q; \tau, \nu) \) at \( \nu_q = \nu \) (i.e., \( d_r = 0 \)) approaches to

\[
\chi(d_r,0) = \frac{\mathbf{a}(\theta)^H (\mathbf{A}(d_r,0) \mathbf{F}^H) \mathbf{a}(\theta)}{\mathbf{a}(\theta)^H (\sum_{(i,j) \in S(d_r)} \mathbf{f}_i \mathbf{f}_j^H) \mathbf{a}(\theta)}.
\]

(34)

which measures the delay sensing performance of the DAM signal. To measure the sidelobe level of \( \chi(d_r,0) \), in addition to PSR, another effective metric is the ISR, which is particularly useful for measuring the susceptibility to distributed scattering such as clutters [39]. The discrete form of ISR of \( \chi(d_r,0) \) can be expressed as

\[
\Phi_{ISR} = \sum_{0 < |d_r| \leq n_{d_r}} |\chi(d_r,0)|^2 = \sum_{0 < |d_r| \leq n_{d_r}} \left| \frac{\mathbf{a}(\theta)^H (\sum_{(i,j) \in S(d_r)} \mathbf{f}_i \mathbf{f}_j^H) \mathbf{a}(\theta)}{\mathbf{a}(\theta)^H \sum_{l=1}^L \mathbf{f}_l \mathbf{f}_l^H \mathbf{a}(\theta)} \right|^2,
\]

(35)

where \( 0 < |d_r| \leq n_{d_r} \), i.e., \( d_r = \pm 1, \ldots, \pm n_{d_r} \), thus the ISR is related to the communication channel delay spread \( n_{d_r} \), but not the actual delay of target echoes. In general, the ISR should be no greater than a predetermined threshold to ensure the sensing performance, which can be achieved by applying the appropriate DAM path-based beamforming \{\mathbf{f}_l\}_{l=1}^L \) as discussed in Section III-C.

4) \( \chi(d_r, d_v) \): In this case, neither the delay nor the Doppler bins \( (\tau_p, \nu_q) \) under consideration match with the ground-truth \( (\tau, \nu) \), i.e., \( \tau_r \neq 0 \) and \( \nu_v \neq 0 \). Therefore, according to (18), similar from (29) to (34), the asymptotic AF is

\[
\chi(d_r, d_v) = \frac{\psi(d_v) \mathbf{a}(\theta)^H (\sum_{(i,j) \in S(d_r)} \mathbf{f}_i \mathbf{f}_j^H) \mathbf{a}(\theta)}{\mathbf{a}(\theta)^H \sum_{l=1}^L \mathbf{f}_l \mathbf{f}_l^H \mathbf{a}(\theta)} = \chi(d_r,0) \chi(0, d_v),
\]

(36)

which means that \( \chi(d_r, d_v) \) in delay-Doppler domain can be decoupled as the product of \( \chi(d_r,0) \) and \( \chi(0, d_v) \) in delay and Doppler domains, respectively.

In summary, the asymptotic AF of the DAM signal with \( N \gg 1 \) can be written as

\[
\chi(d_r, d_v) = \begin{cases}
1, & d_r = 0, d_v = 0, \\
\chi(d_r,0), & d_r \neq 0, d_v = 0, \\
\chi(0, d_v), & d_r = 0, d_v \neq 0, \\
\chi(d_r,0) \chi(0, d_v), & d_r \neq 0, d_v \neq 0.
\end{cases}
\]

(37)

Note that different from the delay-cut AF \( \chi(0, d_v) \) in (27), the Doppler-cut AF \( \chi(d_r,0) \) in (34) is critically dependent on the DAM beamforming vectors \{\mathbf{f}_l\}_{l=1}^L \). Thus, the Doppler-cut AF can be improved via appropriate beamforming for better sensing performance. In particular, with the transmit power constraint in (4), to maximize the sensing SNR in (25) while minimize the ISR of \( \chi(d_r,0) \) in (35) without considering the communication performance, it only needs to retain one beam aligned with the sensing target steering vector \( \mathbf{a}(\theta) \) and let other beams to zero, i.e., \( \mathbf{f}_l = \sqrt{\frac{P}{M}} \mathbf{a}(\theta) \) and \( \mathbf{f}_l = 0_{M \times 1} \), \( \forall l \neq 1 \), which is termed as single-path beamforming. The resulting maximum sensing SNR is \( \gamma_{max} = \|a[n]\|^2 \sum l_{P} \) while \( \chi(d_r,0) = 0 \) and \( \Phi_{ISR} = 0 \). Note that for such a single-path beamforming scheme, (37) reduces to

\[
\chi(d_r, d_v) = \begin{cases}
\chi(0, d_v), & d_r = 0, \\
0, & d_r \neq 0,
\end{cases}
\]

(38)

which is equivalent to the asymptotic AF of the conventional SC waveform for sensing.

In Fig. 2, we plot the normalized AF \( \chi(\tau_p, \nu_q; \tau, \nu) \) and the asymptotic AF \( \chi(d_r, d_v) \) for DAM signal with the single-path beamforming. The ground-truth delay and Doppler frequency are set as \( \tau = 0 \) and \( \nu = 0 \). Thus we have \( d_r = \tau_p \) and \( d_v = \nu_q \). Here, we consider that \( s[n] \) are the 64 quadrature amplitude modulation (QAM) symbols and the system bandwidth is \( B = 100 \text{ MHz} \). The number of the DAM symbols within one CPI is \( N = 5000, 10000, 100000 \), which corresponds to the CPI duration of \( T_d = N T_s = 0.05, 0.1, 1 \text{ millisecond} \) (ms). It is revealed that \( \chi(\tau_p, \nu_q; \tau, \nu) \) approaches to \( \chi(d_r, d_v) \) when \( N \) is large, which verifies our theoretical results in Theorem 1. Specifically, as shown in Fig. 2(a), for the Doppler-cut AF of \( \chi(\tau_p, \nu_q; \tau, \nu) \) at \( \nu_q = \nu = 0 \), i.e., \( \chi(\tau_p,0,0,0) \), the sidelobe level decreases as the CPI \( T_d \) increases, and \( \chi(\tau_p,0,0,0) \) approaches to \( \chi(d_r,0) \) when \( T_d \) is large. On the other hand, the delay-cut AF of \( \chi(\tau_p, \nu_q; \tau, \nu) \) at \( \tau_p = \tau = 0 \), i.e., \( \chi(0, \nu_q; 0,0) \), approaches to \( \chi(0, d_v) \) for \( T_d = 0.05, 0.1 \) and 1 ms. Note that the PSR of \( \chi(0, \nu_q; 0,0) \) or \( \chi(0, d_v) \) is always about 13.2 dB, while increasing the CPI \( T_d \) can only improve the Doppler frequency resolution but not the PSR.

C. Beamforming Optimization for DAM-Based ISAC

In this subsection, the beamforming optimization problem for DAM-based ISAC is formulated to maximize the communication SNR in (8), subject to the ISI zero-forcing (ZF) condition \( \mathbf{h}_l^H \mathbf{f}_l = 0, \forall l \neq l' \) and the transmit power constraint in (4), while guaranteeing that the sensing output SNR in (25) is no smaller than a threshold \( \gamma_{th} \) and the ISR in (35) is no greater than a threshold \( \phi_{th} \). By discarding the
For notational convenience, (39c) can be rewritten as
\[
\sum_{0 < |d_r| \leq n_d} \left| a^H(\theta) \left( \sum_{(i,j) \in S(d_r)} f_i f_j^H \right) a(\theta) \right|^2 \leq \tilde{\phi}_{th},
\]
(41)

where \( \tilde{\phi}_{th} \triangleq \phi_{th} \tilde{\gamma}_{th}^2 \). Note that due to the constraint (40), as long as (41) holds, (39d) must also hold. Therefore, problem (P1) can be recast as

\[
(\text{P1.1}) \max_{\{\ell_l\}_{l=1}^L} \sum_{l=1}^L h_l^H f_l \quad \text{s.t.} \quad h_l^H f_l = 0, \forall l \neq l', 1 \leq l, l' \leq L,
\]
\[
\sum_{l=1}^L ||f_l||^2 \leq P_1,
\]
\[
a^H(\theta) \left( \sum_{l=1}^L f_l f_l^H \right) a(\theta) \geq \tilde{\gamma}_{th},
\]
\[
\sum_{0 < |d_r| \leq n_d} \left| a^H(\theta) \left( \sum_{(i,j) \in S(d_r)} f_i f_j^H \right) a(\theta) \right|^2 \leq \tilde{\phi}_{th}.
\]
(42d)

\textbf{Proposition 1:} Denote by \( H = [h_1, \ldots, h_L] \in \mathbb{C}^{M \times L} \) and \( A(\theta) = a(\theta) a^H(\theta) \in \mathbb{C}^{M \times M} \). Problem (P1.1) can be rewritten as

\[
(\text{P1.2}) \max_{F, \{\ell_l\}_{l=1}^L} \text{vec}(F)^H \text{vec}(H) \text{vec}(H) \text{vec}(F) \quad \text{s.t.} \quad h_l^H f_l = 0, \forall l \neq l', 1 \leq l, l' \leq L,
\]
\[
\text{vec}(F)^H \text{vec}(F) \leq P_1,
\]
\[
\text{vec}(F)^H (I_L \otimes A(\theta)) \text{vec}(F) \geq \tilde{\gamma}_{th},
\]
\[
\sum_{0 < |d_r| \leq n_d} \left| \text{vec}(F)^H \left( \Lambda^T(d_r, 0) \otimes A(\theta) \right) \text{vec}(F) \right|^2 \leq \tilde{\phi}_{th}.
\]
(43e)

where the elements of \( \Lambda(d_r, 0) \in \mathbb{R}^{L \times L} \) are given in (33), vec(\cdot) denotes the vectorization of a matrix, and \( \otimes \) is the Kronecker product.

\textbf{Proof:} Please refer to Appendix B. \( \blacksquare \)

Let \( H_l = [h_1, \ldots, h_{L-1}, h_{L+1}, \ldots, h_L] \in \mathbb{C}^{M \times (L-1)}. \) Then (43a) can be equivalently expressed as \( H_l^H f_l = 0, (L-1) \times 1, l = 1, \ldots, L, \) which means that \( f_l \) should lie in the nullspace of \( H_l^H. \) Denote by \( Q_l \triangleq I_M - H_l H_l^H \) the projection matrix into the space orthogonal to the columns of \( H_l. \) Then we have \( f_l = Q_l b_l, l = 1, \ldots, L, \) where \( b_l \in \mathbb{C}^{M \times 1} \) denotes the new vector to be optimized. Therefore, denote by \( b = [b_1^H, \ldots, b_L^H]^H \in \mathbb{C}^{ML \times 1} \) and \( Q = \text{diag}(Q_1, \ldots, Q_L) \in \mathbb{C}^{ML \times ML}, \) then we have \( \text{vec}(F) = Q b. \) As a result, the problem (P1.2) can be transformed to

\[
(\text{P2}) \max_b \mathbf{b}^H \mathbf{H} \mathbf{b} \quad \text{s.t.} \quad \mathbf{b}^H \mathbf{Q} \mathbf{b} \leq P_1,
\]
\[
\mathbf{b}^H \Lambda(\theta) \mathbf{b} \geq \tilde{\gamma}_{th},
\]
\[
\sum_{0 < |d_r| \leq n_d} \left| \mathbf{b}^H \Lambda_Q(\theta, d_r) \mathbf{b} \right|^2 \leq \tilde{\phi}_{th},
\]
(44d)
where $\mathbf{H} = \mathbf{Q}^H \text{vec} (\mathbf{H}) \text{vec} (\mathbf{H})^H \mathbf{Q}$, $\mathbf{Q} = \mathbf{Q}^H \mathbf{Q}$ since $\mathbf{Q}_l = \mathbf{Q}^H \mathbf{Q}_l$, $l = 1, \ldots, L$, $\mathbf{A}(\theta) = \mathbf{Q}^H \left( I_L \otimes \mathbf{A}(\theta) \right) \mathbf{Q}$, and $\mathbf{A}_Q (\theta, \Delta_c) = \mathbf{Q}^H \left( \mathbf{T}^Q (\Delta_c, 0) \otimes \mathbf{A}(\theta) \right) \mathbf{Q}$. Note that although the constraints of (44a) and (44c) are convex, the objective function of (P2) and the left hand side (LHS) of constraint (44b) are nonconcave. Therefore, the optimization problem is nonconvex, which is hard to tackle directly by the standard convex optimization technique.

To address this issue, we derive the SDR of (P2) as

$$
\text{(P2.1)} \quad \text{max} \quad \text{Tr} \left( \mathbf{B} \mathbf{H} \right) \\
\text{s.t.} \quad \text{Tr} \left( \mathbf{Q} \mathbf{B} \right) \leq P_t, \quad \text{(45a)} \\
\text{Tr} \left( \mathbf{A}(\theta) \mathbf{B} \right) \geq \tilde{\gamma}_{th}, \quad \text{(45b)} \\
\sum_{0 < |d_r| \leq n_d} |\text{Tr} \left( \mathbf{A}_Q (\theta, \Delta_c) \mathbf{B} \right)|^2 \leq \tilde{\phi}_{th}, \quad \text{(45c)} \\
\mathbf{B} \succeq \mathbf{0}, \quad \text{(45d)}
$$

where $\mathbf{B} = \mathbf{b} \mathbf{b}^H \in \mathbb{C}^{ML \times ML}$ is the new variable to be optimized, and (45d) denotes that $\mathbf{B}$ is positive semidefinite. Note that the rank-one constraint of $\mathbf{B}$ is omitted, and the LHS of the constraint (45c) is now a quadratic constraint. Thus problem (P2.1) becomes a standard convex optimization problem, which can be efficiently solved by using the convex optimization tools, like CVX [40]. When the obtained optimal solution $\mathbf{B}^*$ of (P2.1) has rank greater than one, we may obtain a feasible solution $\mathbf{B}$ with some rank-reduction techniques, like eigenvalue decomposition and Gaussian randomization [40].

IV. DAM VERSUS OFDM FOR SENSING

In this section, we compare the sensing performance between DAM and OFDM, while their comparison on communication performance has been given in [34] and [35]. Denote by $T_c = N_c T_s$ the channel coherent time, during which both the communication channel and target’s states are assumed to be unchanged. For DAM, to eliminate the inter-block interference (IBI), a guard interval with the time duration $T_g = N_p T_s$ for each coherent block is used. Note that the length of the guard interval (i.e. $N_p$) should be set by jointly considering the communication and sensing performance requirements. On one hand, for communication, $N_p$ should be no smaller than the twice of the maximum delay over all coherent blocks, i.e., $N_p \geq 2n_{\text{max}}$, with $n_{\text{max}} \geq n_{\text{max}}$ [34]. On the other hand, for sensing, the IBI may cause the range estimation ambiguity. The maximum ambiguity range is $R_{\text{ua}} = \frac{c N_p \tau_d}{2}$. Thus, for DAM-based ISAC, $N_p$ should be set as $N_p = \max \left\{ 2n_{\text{max}}, \frac{2R_{\text{ua}}}{c} \right\}$. Therefore, the block structure of DAM satisfies $N_c = N_c = N + N_p$, where $N$ denotes the number of DAM symbols for each block.

On the other hand, for OFDM with $K$ subcarriers, the subcarrier spacing is $\Delta f = 1 / (K T_s)$ and the OFDM symbol duration is $T_h = 1 / \Delta f = K T_s$. Denote the length of cyclic prefix (CP) as $T_p = N_p T_s$. To fairly compare the sensing performance of DAM and OFDM, we set as $N_{cp} = N_p$. Thus, the OFDM block structure satisfies $N_c = (N_p + K) I$, where $I > 1$ denotes the number of OFDM symbols per block. It can be inferred that $N = K I + N_c (I - 1) > K I$, thanks to the saving of guard interval with DAM transmission.

In the following, we compare the sensing performance of DAM and OFDM in terms of ambiguity and resolution, PAPR, and the sensing SNR performance for delay and Doppler frequency estimation.

A. Ambiguity and Resolution

For a MISO-OFDM system with $M$ transmit antennas, the discrete-time equivalent of the $i$th transmitted OFDM symbol can be written as

$$
x_i[n] = \frac{1}{\sqrt{K}} \sum_{k=0}^{K-1} w_k X_i[k] e^{j 2 \pi k n / K}, \quad 0 \leq n \leq K - 1, \quad 0 \leq i \leq I - 1,
$$

where $w_k \in \mathbb{C}^{M \times 1}$ denotes the transmit beamforming vector for the $k$th subcarrier. $X_i[k]$ is the modulated information symbol at the $k$th subcarrier for the $i$th OFDM symbol, which is assumed to belong to a finite alphabet $\mathcal{A}$, with the normalized power $\mathbb{E}{|X_i[k]|^2} = 1$ and the maximum amplitude $A_{\text{max}} = \max_{X_i[k] \in \mathcal{A}} |X_i[k]|$.

For OFDM sensing, we consider the standard FFT-based signal processing in [20] as a benchmark. Therefore, to sense a target with the channel given in (2), after CP removal, the $i$th received OFDM symbol can be written as

$$
r_i[n] = \alpha \mathbf{a}^H(\theta) x_i[n - \nu T_s] e^{2 \pi j (\nu T_o + n T_s) \nu} + z_i[n]
$$

$$
= \frac{\alpha \mathbf{a}^H(\theta)}{\sqrt{K}} \times \sum_{k=0}^{K-1} w_k X_i[k] e^{2 \pi j (n + \nu) / K} e^{2 \pi j (\nu T_o + n T_s) \nu} + z_i[n],
$$

where $T_o = (N_p + K) T_s$ is the total OFDM symbol duration including the CP, and $z_i[n]$ denotes the AWGN, with $z_i[n] \sim \mathcal{CN}(0, \sigma^2)$. With the assumption of $|\nu| \ll \Delta f$, the discrete Fourier transform (DFT) of $r_i[n]$ can be written as

$$
r_i[k] = \alpha \mathbf{a}^H(\theta) w_k X_i[k] e^{2 \pi j T_o \nu} e^{j 2 \pi k \nu / K} + z_i[k],
$$

$$
0 \leq i \leq I - 1, 0 \leq k \leq K - 1,
$$

where $z_i[k]$ denotes the DFT of $z_i[n]$, satisfying $z_i[k] \sim \mathcal{CN}(0, \sigma^2 / K)$. Then, according to [20], after element-wise division, i.e., $\hat{\nu}[k] = r_i[k] / X_i[k]$, by applying the IFFT and FFT operations on $\hat{\nu}[k]$, $0 \leq k \leq K - 1$ and $\hat{\nu}[0], 0 \leq i \leq I - 1$, respectively, the delay and Doppler frequency of the target can be estimated as

$$
\hat{\nu} = \arg \max_{\nu_q} \sum_{i=0}^{I-1} \hat{\nu}[i] e^{j 2 \pi i T_o \nu_q},
$$

with the delay resolution of $T_s$ and Doppler frequency resolution of $1 / T_o$, which is the same as that of DAM-based sensing. Note that such a FFT-based method works well when the element-wise division operation uses the correct
aligned with the steering vector of the target.

For DAM sensing, while all subcarrier beamforming vectors of OFDM are not hold for high mobility scenarios and/or with high carrier frequency. As a concrete example, consider a OFDM-based ISAC system operated at the 5G NR FR2 [41]. With the carrier frequency of 28 GHz and the subcarrier spacing of 60 kHz. A target with radial velocity 50 m/s (180 km/h) can cause the Doppler frequency about $9 \times 15.55\%$. Therefore, (48) does not hold for such scenarios, and the Doppler-dependent phase-shift across fast-time samples of each OFDM symbol may cause the high sidelobe level and hence degrades the OFDM sensing performance. To visualize this effect, Fig. 3 plots the delay and Doppler frequency profiles of OFDM-based sensing, with the target at the range of 122 meter (m) under two different radial velocities of 5 m/s and 50 m/s, respectively. Note that here the Hamming window is applied to reduce the sidelobe level of the OFDM-based sensing output [20]. It can be observed that although the peaks of profiles can match with the ground-truth range and Doppler frequencies, the sidelobe level of OFDM radar increases severely as the target velocity increases, and hence resulting in the degraded sensing performance for high mobility scenarios.

On the other hand, for the proposed DAM-based sensing, to avoid the IBI across different blocks, it is also assumed that $0 \leq \tau \leq N_p$, and the first $N_p$ elements corresponding to the guard interval are discarded. Thus, the delay and Doppler frequency of the target can be estimated based on the remaining signals as discussed in Section III-B. Therefore, it can be concluded that DAM has theoretically the same maximum unambiguity range, range resolution, and velocity resolution as that of OFDM. However, DAM as a SC waveform is more robust to the Doppler frequency estimation, where the maximum unambiguity Doppler frequency is on the order of the system bandwidth $B$, rather than $B/K$ in OFDM system. Specifically, as shown in Fig. 3, the sensing performance of DAM significantly outperforms OFDM in high mobility scenarios. Moreover, for OFDM-based sensing, due to the entailed Fourier transform, the PSRs of the resulted output are around $-13$ to $-15$ dB [20]. Therefore, to mitigate this issue, Hamming window is typically applied, but at the cost of the widened main-lobe and degraded resolution. However, for DAM-based range estimation, the sidelobe level of the MF output is only related to the CPI duration, which is evident from Fig. 2(a). Therefore, Hamming window is not needed for range estimation, and DAM can achieve better range resolution than OFDM in practice, as observed from Fig. 3(a). However, for DAM-based Doppler estimation, since the delay-cut AF of the DAM signal has high sidelobe level as illustrated in Fig. 3(b), the Hamming window is also used. Thus, DAM and OFDM have the same resolution for Doppler estimation.

\[ \text{B. PAPR and SNR Performance} \]

In this subsection, we compare the PAPR of OFDM with that of DAM, and study the effect of transmit power backoff for sensing output SNR. For a multi-antenna system, the PAPR is defined as [25]

\[ \text{PAPR} = \max_{0 \leq m \leq M-1} \left\{ \text{PAPR}^{(m)} \right\}, \]

where $\text{PAPR}^{(m)}$ denotes the PAPR of the $m$th transmit antenna, which is given by

\[ \text{PAPR}^{(m)} = \max_{0 \leq t \leq T_{\text{ob}}} \frac{\left| x^{(m)}(t) \right|^2}{E \left[ \left| x^{(m)}(t) \right|^2 \right]}, \]

where $x^{(m)}(t), 0 \leq t \leq T_{\text{ob}}$, denotes the transmit signal at the $m$th antenna within the time interval $[0, T_{\text{ob}}]$. In general, to study the PAPR of multi-antenna systems, one needs to take into account the spectral pulse shaping and beamforming techniques, and examine the continuous-time transmitted signal. Here, to simplify the analysis, we consider a Nyquist pulse shaping and study the PAPR for the symbol-rate sampled discrete-time signal.

For the MISO-OFDM system with $M$ transmit antennas, the discrete-time equivalent of the $i$th transmitted OFDM symbol at the $m$th antenna can be expressed as

\[ x^{(m)}_i[n] = \frac{1}{\sqrt{K}} \sum_{k=0}^{K-1} u_k^{(m)} X_i[k] e^{j2\pi kn/K}, \]

\[ 0 \leq n \leq K - 1, 0 \leq i \leq I - 1, \]
where \( w^{(m)}_k \), \( m = 0, \ldots, M - 1 \), denotes the \( m \)th element of the transmit beamforming vector \( w_k \) at the \( k \)th subcarrier. According to (50) and (51), the PAPR of the discrete-form OFDM signal can be expressed as

\[
PAPR_{\text{OFDM}} = \max_{\substack{0 \leq i \leq K - 1, \\ 0 \leq m \leq M - 1}} \left\{ \frac{\sum_{k=0}^{K-1} |w_k^{(m)} X_i[k] e^{j2\pi kn/K}|^2}{E \left[ \sum_{k=0}^{K-1} |X_i[k] e^{j2\pi kn/K}|^2 \right]} \right\}
\]

\[
= \max_{\substack{\alpha \in A, \\ \alpha \not\in A}} \left\{ \frac{\sum_{k=0}^{K-1} w_k^{(m)} X_i[k] e^{j2\pi kn/K}}{\sum_{k=0}^{K-1} |w_k^{(m)}|^2} \right\}
\]

(53)

where \( (a) \) holds when all terms \( w_k^{(m)} X_i[k] e^{j2\pi kn/K} \) are added coherently for some \( (\hat{n}, i, \hat{m}) \), while \( (b) \) holds when \( |X_i[k]| = A_{\text{max}}, \forall k \).

On the other hand, for DAM, the signal transmitted by the \( m \)th antenna can be written as

\[
x^{(m)}[n] = \sum_{i=1}^{L} f^{(m)}_i s[n - \kappa_l], 0 \leq n \leq N - 1,
\]

(54)

where \( f^{(m)}_i \) denotes the \( m \)th element of the transmit beamforming vector \( f_i \). For fairness, the same symbol constellation set is used, i.e., \( s[n] \in A \), \( E[|s[n]|^2] = 1 \), and \( A_{\text{max}} = \max_{\alpha \in A} |s[n]| \). Therefore, similar to the OFDM case, the PAPR of DAM can be expressed as

\[
PAPR_{\text{DAM}} = \max_{\substack{\alpha \in A, \\ \alpha \not\in A}} \left\{ \frac{\sum_{i=1}^{L} f^{(m)}_i s[n - \kappa_l]}{\sum_{i=1}^{L} |f^{(m)}_i s[n - \kappa_l]|^2} \right\}
\]

\[
= \frac{A_{\text{max}}^2 \sum_{i=1}^{L} |f^{(m)}_i|^2}{\sum_{i=1}^{L} |f^{(m)}_i|^2},
\]

(55)

where \( (c) \) holds when \( f^{(m)}_i s[n^* - \kappa_l], 1 \leq l \leq L \) are added coherently for some \( (n^*, m^*) \) and \( |s[n^* - \kappa_l]| = A_{\text{max}}, 1 \leq l \leq L \), which is similar to (53). However, the critical difference is that for DAM, there is only \( L \) path signals added coherently instead of \( K \) as for OFDM. For mmWave channels with multi-path sparsity when \( L \ll K \), it is expected that DAM has lower PAPR than OFDM. Specifically, for phase-shift keying (PSK) modulation, i.e., \( A_{\text{max}} = 1 \), if each of transmit beamforming element has constant modulus, say \( |w^{(m)}_k| = C_1, \forall m, k \) and \( |f^{(m)}_i| = C_2, \forall m, i \), where \( C_1 \) and \( C_2 \) are constants, we can obtain that the PAPRs for OFDM and DAM signals are \( PAPR_{\text{OFDM}} = K \) and \( PAPR_{\text{DAM}} = L \), respectively. In Fig. 4, a more informative comparison between DAM and OFDM on the distribution of the PAPR is given, from which it can be observed that DAM outperforms OFDM in terms of PAPR when the communication channel is sparse, i.e., \( L \ll K \).

Since the nonlinear distortion may be caused when the amplifier is saturated, power backoff is necessary if the PAPR of the transmitted signal is large. However, this may compromise the SNR performance. Specifically, denote by \( P_{\text{max}} \) the maximum allowable peak power for both OFDM and DAM, beyond which nonlinear distortion may be caused. By considering the case of PSK baseband modulation and constant beamforming modulus, we have \( PAPR_{\text{OFDM}} = K \) and \( PAPR_{\text{DAM}} = L \). Therefore, the average transmit powers for OFDM and DAM are \( P'_t = PAPR_{\text{OFDM}} = P_{\text{max}} \) and \( P_t = PAPR_{\text{DAM}} = P_{\text{max}} \), respectively. For OFDM-based radar sensing, it can be obtained from (48) and (49) that after signal processing, for the particular delay-Doppler bin where the target lies, the output SNR is \( \gamma_{\text{OFDM}} = \frac{\alpha^2 |\sum_{l=1}^{L} a^*(\theta) w_k|^2}{\sigma^2 K} \).

With the target direction \( \theta \) known, the maximum output SNR of OFDM sensing is

\[
\gamma_{\text{OFDM,max}} = \frac{\alpha^2 |\sum_{l=1}^{L} a^*(\theta) w_k|^2}{\sigma^2 K},
\]

(56)

which can be obtained by setting \( w_k = \sqrt{\frac{P_t}{KM}} a(\theta), \forall k \).

On the other hand, for DAM-based sensing, according to (25), the maximum output SNR is

\[
\gamma_{\text{DAM,max}} = \frac{\alpha^2 |\sum_{l=1}^{L} a^*(\theta) f_i|^2}{\sigma^2 L},
\]

(57)

which can be obtained by setting \( f_i = \sqrt{\frac{P_t}{LM}} a(\theta), \forall l \).

Note that typically, we have \( N > KI \) and for sparse channels, \( L \ll K \). Thus we have \( N/L > N/K > I \) and \( \gamma_{\text{DAM,max}} > \gamma_{\text{OFDM,max}} \), which implies that DAM can achieve much greater SNR than OFDM, thanks to the saving of guard intervals and lower PAPR.

V. SIMULATION RESULTS

In this section, simulation results are provided to evaluate the performance of the proposed DAM technique for ISAC as shown in Section III. The carrier frequency is \( f_c = 28 \) GHz, and the system bandwidth is \( B = 100 \) MHz, which corresponds to the temporal resolution of \( T_s = 1/B = 10 \) nanosecond (ns) and the range solution of \( \Delta R = \frac{c}{2f_c} = 1.5 \) m. The channel coherence time is \( T_c = 1 \) ms, and the guard interval is \( T_g = 4 \) microseconds (\( \mu s \)), which corresponds to the maximum unambiguity range of \( R_{\text{max}} = 600 \) m.
The transmit power is \( P_t = 30 \) dBm, and the noise power is \( \sigma^2 = -89 \) dBm. The transmitter is equipped with an uniform linear array (ULA) consisting of \( M = 64 \) antennas. For mmWave communication, it is assumed that the channel is sparse with the number of temporal resolvable multi-paths of \( L = 3 \). The communication distance is \( R_c = 100 \) m, and the channel of each delay path is modelled as \( h_l = \beta_l \sum_{i=1}^{\mu_l} v_{il} e^{j\theta_{li}} \), where \( \beta_l \) denotes the complex channel coefficient of the \( l \)th path, which is modelled by following [42] and [43], while \( \mu_l \) denotes the number of sub-paths for the \( l \)th path with same delay but different AoDs \( \theta_{li} \); \( v_{il} \) is the complex coefficient of the \( i \)th sub-path for the \( l \)th path, with \( v_{il} = \frac{1}{\sqrt{\mu_l}} e^{j\phi_{il}} \) and \( \phi_{il} \) satisfying the uniformly distribution in \( [0, 2\pi] \) [34]. We assume that \( \mu_l \) is uniformly distributed in \( [1, \mu_{\text{max}}] \), with \( \mu_{\text{max}} = 3 \), while the AoDs are distributed within \( [-50^\circ, 50^\circ] \). On the other hand, for radar sensing, we consider a clear LoS path between the ISAC node and target, and the two-way propagation gain is modelled as \( |\alpha|^2 = \frac{\lambda^2 R^2}{(4\pi f)^2} \), where \( R = 225 \) m is the sensing distance and \( \xi = 1 \) m\(^2\) is the RCS of the target.

Fig. 5 shows the transmit beampatterns of different beamforming schemes for “DAM communication only”, “DAM sensing only”, and “DAM-ISAC”. It can be observed that for DAM communication without considering the target sensing, it only forms beams to match with the communication multi-path channels at the AoDs of \( [-35^\circ, 15^\circ, 19^\circ, 27^\circ] \), while for DAM sensing only beamforming, the formed beam only points towards the direction of the sensing target at \( \theta = 60^\circ \). By contrast, for DAM-ISAC when both communication and sensing performance are considered, the proposed beamforming scheme can simultaneously generate beams pointing towards all the directions of communication and sensing channels. Thus, it can simultaneously sense the target while providing ISI-free communication for communication user. To further illustrate this point, the DAM-ISAC beampattern for the first path beamforming \( F_1 \) is also shown in Fig. 5 by the yellow dot line, where the resulting beam only points towards the direction of the first path, while suppressed towards other multi-path directions to ensure ISI-free communication.

Fig. 6 gives the normalized Doppler-cut AF of the DAM signal with the proposed DAM-based ISAC beamforming by solving the problem (P1) under two ISR threshold constraints, i.e., \( \phi_{th} = -5 \) and \( -40 \) dB, while the sensing SNR threshold is \( \gamma_{th} = 15 \) dB. The delays of multi-paths are \( n_1 = 7, n_2 = 18, n_3 = 11 \), thus we have \( \kappa_1 = 11, \kappa_2 = 0, \kappa_3 = 7 \), and the delay differences are \( \{\pm4, \pm7, \pm11\} \).

Fig. 7. Average communication spectral efficiency versus sensing ISR threshold \( \phi_{th} \) for DAM-based ISAC beamforming with three different sensing SNR thresholds \( \gamma_{th} = 5, 10, \) and 15 dB.
Fig. 8. Comparison of DAM- and OFDM-based ISAC in terms of the average communication spectral efficiency versus sensing SNR threshold $\gamma_{th}$.

To analyze the impact of the sensing ISR threshold $\phi_{th}$ on the performance of communication, Fig. 7 shows the average communication spectral efficiency versus the sensing ISR threshold $\phi_{th}$ for three different sensing SNR thresholds, i.e., $\gamma_{th} = 5$, 10, and 15 dB, where according to the DAM block structure given in Section IV, the communication spectral efficiency is defined as $C_{\text{DAM}} = \frac{N}{N_c} \log_2(1 + \gamma_c^*)$ [34], with $\gamma_c^*$ denoting the output communication SNR obtained by solving the optimization problem (P1). It can be observed that changing $\phi_{th}$ only slightly affects the communication spectral efficiency. This is appealing, since as shown in Fig. 6, the ISR constraint of $-40$ dB can result in a good sensing performance with low sidelobe levels. Therefore, the proposed DAM-based ISAC beamforming scheme can achieve low sidelobe levels with negligible degradation on communication rate. However, different from the ISR threshold $\phi_{th}$, the communication spectral efficiency obviously decreases when the sensing SNR requirements increases from 5 to 10 and 15 dB. This is evident from Fig. 5, since as the sensing SNR constraint increases from 5 to 15 dB, more transmit power directs towards the sensing target, rendering lower communication rate.

Fig. 8 compares the performance between DAM versus OFDM for ISAC. Similar to the DAM-based ISAC design, for the benchmark OFDM-based ISAC, the transmit beamforming vectors $w_k \in \mathbb{C}^{M\times1}$, $\forall k$ for all the subcarriers are optimized to maximize the communication spectrum efficiency, while guaranteeing that the sensing output SNR of OFDM is no smaller than the SNR threshold $\gamma_{th}$. For DAM-based ISAC, the transmit beamforming vectors are designed by solving the optimization problem (P1) with the ISR threshold $\phi_{th} = -40$ dB. The number of OFDM subcarriers is $K = 64$ and the number of transmit antennas is $M = 16$ for both DAM and OFDM. It is observed from Fig. 8 that there is a clear trade-off between the sensing threshold $\gamma_{th}$ and the communication spectrum efficiency for both DAM- and OFDM-based ISAC schemes. Moreover, DAM-based ISAC can achieve higher communication spectral efficiency and sensing SNR compared to OFDM-based ISAC scheme, thanks to the saving of guard intervals.

Fig. 9 compares the sensing performance of DAM with OFDM and OTFS in terms of the RMSEs for range and velocity estimation. The OFDM- and OTFS-based sensing are performed based on the algorithms in [20] and [31], respectively. The block structures of DAM and OFDM are discussed in Section IV and the OTFS block structure is according to [30] with one CP at the head of the coherence block. To clearly compare their range estimation performance, in Fig. 9(a), we consider a scenario where two targets at different ranges but with identical velocity need to be sensed. As shown in Fig. 9(a), as the transmit power increases, the RMSEs of ranges for all the three methods decrease and approach the lower bound limited by the range resolution. Furthermore, it is observed that DAM and OTFS can achieve better sensing performance than OFDM. This is because that DAM- and OTFS-based sensing can accumulate more energy of the echoes, thanks to the saving of guard intervals or CPs. Furthermore, it is observed that for the high mobility scenario, say for the velocity of 50 m/s, the sensing performance of OFDM deteriorates, while that of DAM or OTFS is unaffected by the high motion of the targets. This is expected since high mobility leads to ICI for OFDM. This leads to the increased sidelobe level for OFDM sensing as illustrated in Fig. 3(a), which will mask the target that has weaker echoes and hence degrade the sensing performance of OFDM. In Fig. 9(b), we compare the velocity estimation performance for DAM, OFDM and OTFS. We consider the scenario that two targets
at the same range but with different velocities need to be sensed, where the velocities for target-1 and target-2 are $v_1 = 5$ m/s and $v_2 = 50$ m/s, respectively, and their corresponding RCSs are $\xi_1 = 1$ m$^2$ and $\xi_2 = 0.1$ m$^2$, respectively. It is observed that as the transmit power increases, the RMSEs of velocity estimation for all the three methods decrease, and both OTFS and DAM can achieve better performance than OFDM. Note that while DAM and OTFS achieve comparable sensing performance, OTFS requires signal processing to be performed over the entire OTFS block, which leads to higher signal processing latency and computational complexity than DAM. Moreover, as the maximum unambiguity Doppler frequency of OTFS is limited by the number of subcarriers [31], DAM has higher Doppler frequency estimation range.

VI. CONCLUSION

This paper studied ISAC with the novel DAM technique, which is an equalization-free SC transmission scheme that exploits the high spatial dimension and multi-path sparsity of mmWave or Terahertz massive MIMO channel. The transmit beamforming method design was studied for DAM-based ISAC, which can simultaneously provide ISI-free communication with high spectral efficiency while guaranteeing the sensing performance in terms of the sensing SNR and ISR. Compared with OFDM, DAM scheme as a SC transmission scheme has lower PAPR, reduced guard interval overhead, and robust to CFO, thus DAM can achieve better communication and sensing performance, especially in high mobility scenarios. Simulation results were provided to compare the proposed DAM with OFDM and OTFS for ISAC, which demonstrates the great potential of DAM for ISAC.

APPENDIX A

Proof of Theorem 1

Define $x[\tilde{n}] \triangleq s[\tilde{n} - \kappa_i - \tau]s^\dagger[\tilde{n} - \kappa_j - \tau_p]$ and $e^{j\varphi_n} \triangleq e^{j2\pi(\nu_{\tilde{n}} - \nu_{\tilde{n}})T_s}$. Without loss of generality, by considering $n = N$, then (17) can be rewritten as

$$|A(\tau_p, \nu_{\tilde{n}}; \tau, \nu)|_{i,j} = \frac{1}{N} \sum_{\tilde{n}=1}^N x[\tilde{n}]e^{j\varphi_n}. \quad (58)$$

Denote by $Y_N \triangleq [A(\tau_p, \nu_{\tilde{n}}; \tau, \nu)]_{i,j}$, thus the expectation of $Y_N$ is given by

$$\mathbb{E}[Y_N] = \mathbb{E}\left[\frac{1}{N} \sum_{\tilde{n}=1}^N x[\tilde{n}]e^{j\varphi_n}\right] = \frac{1}{N} \sum_{\tilde{n}=1}^N \mathbb{E}[x[\tilde{n}]] e^{j\varphi_n}, \quad (59)$$

It will be derived later in (64) and (68) that $\mathbb{E}[Y_N] = |A(d_\tau, d_{\nu})|_{i,j}$. Therefore, to prove Theorem 1, it is equivalent to prove that $Y_N \to \mathbb{E}[Y_N]$ when $N$ is large. However, since $x[\tilde{n}]e^{j\varphi_n}, \forall n$ are not i.i.d. complex random variables (RVs), we cannot directly use the conventional law of large numbers to give the proof. Here, we consider the Chebyshev’s inequality

$$\Pr\left(|Y_N - \mathbb{E}[Y_N]| \geq \epsilon\right) \leq \frac{\text{Var}(Y_N)}{\epsilon^2}, \forall \epsilon > 0. \quad (60)$$

Therefore, to prove that $Y_N \to \mathbb{E}[Y_N]$ when $N$ is large, we only need to prove that $\text{Var}(Y_N)/\epsilon^2 \to 0$, as $N$ goes to large. The variance of $Y_N$ is given by

$$\text{Var}(Y_N) = \text{Var}\left(\frac{1}{N} \sum_{\tilde{n}=1}^N x[\tilde{n}]e^{j\varphi_n}\right) = \frac{1}{N^2} \sum_{\tilde{n}=1}^N \sum_{\tilde{n}=1}^N e^{j(\varphi_{\tilde{n}_1} - \varphi_{\tilde{n}_2})} \text{Cov}(x[\tilde{n}_1], x[\tilde{n}_2]),$$

(61)

where $\text{Cov}(x[\tilde{n}_1], x[\tilde{n}_2])$ denotes the covariance between $x[\tilde{n}_1]$ and $x[\tilde{n}_2]$, which is given by

$$\text{Cov}(x[\tilde{n}_1], x[\tilde{n}_2]) = \mathbb{E}[x[\tilde{n}_1]x^\dagger[\tilde{n}_2]] - \mathbb{E}[x[\tilde{n}_1]]\mathbb{E}[x^\dagger[\tilde{n}_2]].$$

(62)

Note that as the statistical properties of $x[\tilde{n}]$ are dependent on whether $\kappa_i + \tau = \kappa_j + \tau_p$, i.e., $\kappa_i - \kappa_j = \tau_p - \tau \neq d_\tau$, or not, we have the following two cases:

Case-I: For $\kappa_i + \tau = \kappa_j + \tau_p$, i.e., $\kappa_i - \kappa_j = d_\tau$, we have

$$\mathbb{E}[x[\tilde{n}]] = \mathbb{E}\left[[s[\tilde{n} - \kappa_i - \tau]]^2\right].$$

(63)

Note that since the information-bearing symbols $s[\tilde{n}], \forall n$ are i.i.d. complex RVs, satisfying $s[\tilde{n}] \xrightarrow{i.i.d.} \mathcal{C}(0,1)$, we have $\mathbb{E}[x[\tilde{n}]] = 1$. By substituting it into (59), we have

$$\mathbb{E}[Y_N] = \frac{1}{N} \sum_{\tilde{n}=1}^N e^{j\varphi_n} = \frac{1}{N} \sum_{\tilde{n}=1}^N e^{j2\pi \nu_{\tilde{n}} T_s} \triangleq \psi(d_\nu).$$

(64)

Moreover, as $s[\tilde{n}_1]$ and $s[\tilde{n}_2], \forall n_1 \neq n_2$ are i.i.d. complex RVs, we have $\mathbb{E}[x[\tilde{n}_1]x^\dagger[\tilde{n}_2]] = \mathbb{E}[x[\tilde{n}_1]]\mathbb{E}[x^\dagger[\tilde{n}_2]]$. Therefore, the covariance between $x[\tilde{n}_1]$ and $x[\tilde{n}_2]$ is $\text{Cov}(x[\tilde{n}_1], x[\tilde{n}_2]) = 0, \forall n_1 \neq n_2$, and (61) reduces to

$$\text{Var}(Y_N) = \frac{1}{N^2} \sum_{\tilde{n}=1}^N \text{Var}(x[\tilde{n}]) = \frac{\xi_1}{N}, \quad (65)$$

where $\xi_1 \triangleq \mathbb{V}[x[\tilde{n}]]$ is a positive constant, denoting the variance of $x[\tilde{n}]$. Therefore, by substituting (65) into (60), when $N$ is large, we have

$$\Pr\left(|Y_N - \mathbb{E}[Y_N]| \geq \epsilon\right) \leq \frac{\xi_1}{N \epsilon^2} \to 0, \forall \epsilon > 0. \quad (66)$$

Thus the proof of Theorem 1 for $\kappa_i - \kappa_j = d_\tau$ is completed.

Case-II: For $\kappa_i + \tau \neq \kappa_j + \tau_p$, i.e., $\kappa_i - \kappa_j \neq d_\tau$, we have

$$\mathbb{E}[x[\tilde{n}]] = \mathbb{E}\left[[s[\tilde{n} - \kappa_i - \tau]]^2\right] = \mathbb{E}[s[\tilde{n} - \kappa_i - \tau]] \mathbb{E}[s^\dagger[\tilde{n} - \kappa_j - \tau_p]] = 0. \quad (67)$$

Thus, by substituting (67) into (59), we have

$$\mathbb{E}[Y_N] = \frac{1}{N} \sum_{\tilde{n}=1}^N \mathbb{E}[x[\tilde{n}]]e^{j\varphi_n} = 0. \quad (68)$$

Furthermore, $\forall \tilde{n}_1 \neq \tilde{n}_2$, we have

$$\mathbb{E}[x[\tilde{n}_1]x^\dagger[\tilde{n}_2]] = \mathbb{E}[s[\tilde{n}_1 - \kappa_i - \tau]]s^\dagger[\tilde{n}_1 - \kappa_j - \tau_p] \times s^\dagger[\tilde{n}_2 - \kappa_j - \tau]s[\tilde{n}_2 - \kappa_i - \tau], \quad (69)$$
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where depending on whether \( \tilde{n}_1 - \kappa_i - \tau = \tilde{n}_2 - \kappa_j - \tau_p \) and/or \( \tilde{n}_1 - \kappa_j - \tau_p = \tilde{n}_2 - \kappa_i - \tau \) or not, we have the following subcases:

1): \( \tilde{n}_1 - \kappa_i - \tau = \tilde{n}_2 - \kappa_j - \tau_p \) but \( \tilde{n}_1 - \kappa_j - \tau_p \neq \tilde{n}_2 - \kappa_i - \tau \),

\[
\mathbb{E}[x[\tilde{n}_1]x^H[\tilde{n}_2]] = \mathbb{E}[s[\tilde{n}_1 - \kappa_i - \tau]s^H[\tilde{n}_2 - \kappa_i - \tau - \tau_p]] - \mathbb{E}[s[\tilde{n}_1 - \kappa_i - \tau]s^H[\tilde{n}_2 - \kappa_i - \tau]] = 0. \tag{70}
\]

2): \( \tilde{n}_1 - \kappa_i - \tau \neq \tilde{n}_2 - \kappa_j - \tau_p \) but \( \tilde{n}_1 - \kappa_j - \tau_p = \tilde{n}_2 - \kappa_i - \tau \),

\[
\mathbb{E}[x[\tilde{n}_1]x^H[\tilde{n}_2]] = \mathbb{E}[s[\tilde{n}_1 - \kappa_i - \tau]s^H[\tilde{n}_2 - \kappa_i - \tau]] - \mathbb{E}[s[\tilde{n}_1 - \kappa_i - \tau]s^H[\tilde{n}_2 - \kappa_i - \tau]] = 0. \tag{71}
\]

3): \( \tilde{n}_1 - \kappa_i - \tau \neq \tilde{n}_2 - \kappa_j - \tau_p \) and \( \tilde{n}_1 - \kappa_j - \tau_p \neq \tilde{n}_2 - \kappa_i - \tau \),

\[
\mathbb{E}[x[\tilde{n}_1]x^H[\tilde{n}_2]] = \mathbb{E}[s[\tilde{n}_1 - \kappa_i - \tau]s^H[\tilde{n}_2 - \kappa_i - \tau]] - \mathbb{E}[s[\tilde{n}_1 - \kappa_i - \tau]s^H[\tilde{n}_2 - \kappa_i - \tau]] = 0. \tag{72}
\]

Note that the two conditions \( \tilde{n}_1 - \kappa_i - \tau = \tilde{n}_2 - \kappa_j - \tau_p \) and \( \tilde{n}_1 - \kappa_j - \tau_p = \tilde{n}_2 - \kappa_i - \tau \) cannot hold at the same time, since \( \kappa_i + \tau \neq \kappa_j + \tau_p \) and \( \kappa_1 \neq \kappa_2 \). Therefore, from (70) to (72), we have \( \mathbb{E}[x[\tilde{n}_1]x^H[\tilde{n}_2]] = 0, \forall n_1 \neq n_2 \). Moreover, since \( \mathbb{E}[x[\tilde{n}]] = 0, \forall \tilde{n} \) as in (67), we have \( \mathbb{E}[x[\tilde{n}_1]x^H[\tilde{n}_2]] = \mathbb{E}[x[\tilde{n}_1]x^H[\tilde{n}_2]] = 0 \). Therefore, the covariance between \( x[\tilde{n}_1] \) and \( x[\tilde{n}_2] \) is \( \text{Cov}(x[\tilde{n}_1], x[\tilde{n}_2]) = 0, \forall n_1 \neq n_2 \), and (61) reduces to

\[
\text{Var}(Y_N) = \frac{1}{N^2} \sum_{n=1}^{N} \text{Var}(x[\tilde{n}]) = \frac{\xi_2}{N}, \tag{73}
\]

where \( \xi_2 = \text{Var}(x[\tilde{n}]) \) is a positive constant, denoting the variance of \( x[\tilde{n}] \) for Case-II. Therefore, similar to (66), when \( N \) is large, we have

\[
\Pr \left( |Y_N - \mathbb{E}[Y_N]| \geq \epsilon \right) \leq \frac{\xi_2}{N \epsilon^2} \rightarrow 0, \forall \epsilon > 0. \tag{74}
\]

Thus the proof of Theorem 1 for \( \kappa_i - \kappa_j \neq d_\tau \) is completed.

APPENDIX B

PROOF OF PROPOSITION 1

The objective function of (P1.1) in (42) can be written as

\[
\left| \sum_{l=1}^{L} h_l^H f_l \right|^2 = \| \mathbf{f} \|^2, \tag{75}
\]

where \( \text{Tr}(\cdot) \) denotes the trace of a square matrix. Since \( \text{Tr}(\mathbf{H}^H \mathbf{F}) = \text{vec}(H)^H \text{vec}(\mathbf{F}) \), (42) can be further written as

\[
\left| \sum_{l=1}^{L} h_l^H f_l \right|^2 = \text{vec}(\mathbf{F})^H \text{vec}(H) \text{vec}(\mathbf{H})^H \text{vec}(\mathbf{F}), \tag{76}
\]

Similarly, we have

\[
\sum_{l=1}^{L} \| f_l \| = \text{Tr}(\mathbf{F}^H \mathbf{F}) = \text{vec}(\mathbf{F})^H \text{vec}(\mathbf{F}), \tag{77}
\]

\[
\mathbf{a}(\theta) = \text{vec}(\mathbf{H})^H \text{vec}(\mathbf{F}) = \text{vec}(\mathbf{H})^H \text{vec}(\mathbf{A}(\theta)) \text{vec}(\mathbf{F}). \tag{78}
\]

For the LHS of the ISR constraint in (42d), according to (34), it can be first written as

\[
\sum_{0<d_\tau \leq n_d} \left| \left| \mathbf{a}(\theta) \mathbf{F} \mathbf{A}(d_\tau, 0) \right| \right|^2 = \sum_{0<d_\tau \leq n_d} | \mathbf{a}(\theta) \mathbf{F} \mathbf{A}(d_\tau, 0) \mathbf{F}^H \mathbf{a}(\theta) |^2, \tag{79}
\]

which can be further written as

\[
\sum_{0<d_\tau \leq n_d} \left| \mathbf{a}(\theta) \mathbf{F} \mathbf{A}(d_\tau, 0) \mathbf{F}^H \mathbf{a}(\theta) \right|^2 = \sum_{0<d_\tau \leq n_d} \text{Tr}(\mathbf{A}(d_\tau, 0) \mathbf{F}^H \mathbf{a}(\theta) \mathbf{F} \mathbf{A}(d_\tau, 0) \mathbf{F}^H \mathbf{a}(\theta)) \text{vec}(\mathbf{F})^2.
\]

Therefore, the problem (P1.1) can be rewritten as (P1.2) accordingly.}
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