Fault Diagnosis and Asset Management of Power Transformer Using Adaptive Boost Machine Learning Algorithm
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Abstract. Dissolved Gas Analysis (DGA) data of liquid insulation used to find the incipient faults such as partial discharge, thermal faults of various temperatures, discharge of high and low energy faults, combination of electrical and thermal faults in transformers. The conventional approaches of DGA namely Gas Ratio method, Duval triangle method and the Neural Network seems to be time consuming and sometimes yield erroneous results. In this paper, Adaptive BOOST machine learning algorithm is proposed, which is effective in classifying the transformer incipient faults. The results of proposed algorithm is compared with the results of different other machine learning algorithms such as K-Nearest Neighbor (KNN), Support Vector Machine (SVM), Decision Tree, Ensembler algorithm for the same set of transformers data. From the comparison, it is evident that ADABOOST machine learning algorithm performs well.
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1. Introduction

Power transformers are one of the most expensive equipment in power system network which comprises of 60% of total power system investment [1]. Hence it is important to take care of power transformers in best way. In early decades the transformers maintenance is done through offline. In the last two decades, online condition monitoring is exercised. In online monitoring of transformers, the insulating oil in the transformer undergoes several chemical tests [2]. The dissolved gases in the oil are analyzed by gas chromatography method. Based on the dissolved gas concentration in oil, internal faults of the transformers like Partial Discharge (PD), Discharges of Low energy (D1), Discharges of High energy (D2), Thermal fault T < 300°C (T1), Thermal fault T > 700°C (T3), Thermal fault 300°C < T < 700°C (T2), Electrical and Thermal fault (DT) can be assessed [3]. The conventional approaches for interpreting dissolved gas level in insulating oil includes Doernenberg ratio, key gas ratio, Duval triangle, Rogers ratio and IEC 60599 methods and guidelines [4]. For the last two decades, Artificial Intelligence (AI) techniques comprising of Fuzzy Logic, Neural Network [5, 6], machine learning algorithms like wavelet network and support vector machine [6, 7] have been
widespread applied to diagnosis the condition of transformer insulation. AI technique uses characteristic data obtained from various transformers. AI determines correlation between the transformer insulation condition and oil characteristics and makes diagnosis on the transformer of interest. Further AI establishes complex and nonlinear relationships between DGA gases and transformer faults. However the above mentioned method has their inherent drawbacks. Fuzzy Logic Inference System suffers an accuracy loss and Neural Network suffers the problem of over fitting. In this work, ADABOOST algorithm is proposed for the classification of transformer incipient fault and based on the fault identified the transformer insulation condition is assessed.

2. Gas Generation Mechanism in Power Transformers
Mineral oil used as cooling and insulation purpose in transformers and it is the mixture of hydrocarbons. During the operating condition, with the application of thermal stress, chemical reaction takes place and it produces hydrocarbon molecules. Hydrogen (H2), carbon dioxide (CO2), carbon monoxide (CO), methane (CH4), ethane (C2H6), ethylene (C2H4) and acetylene (C2H2) are the gases generated during faults. The above said gases are also called as key gases. With the increase in gas content, more of it gets dissolved into the oil. Ultimately, a stage will come when the oil will be wholly saturated with the dissolved gases [9]. By assessing the rate of gas generation and the amount of generated gas present in oil, abnormality can be detected.

3. Dissolved Gas Analysis
During electrical and thermal stress, gases are formed due to decay of insulating oil [10]. When the major fault occurs, the concentration of gas production is higher and it can be detected by Buchholz relay. During the minor fault conditions, the amount of gas production is low and Buchholz relay takes time to sense the fault. Hence DGA is used to detect the transformer insulation condition during faults. The dissolved gases are detected using gas chromatography method and it’s in ppm [11]. Faults which are occurred in transformer along with the temperature are shown in Table 1. The conventional dissolved gas analysis methods given below.

3.1. Key gases ratio method
Key gas method is based on the quantity of individual fault gases released from the insulation oil during the occurrence of a fault which varies based on type of fault occurred. In this technique, individual gas concentration is accounted instead of the gas ratio for fault detection.

| Type of fault          | Indication |
|-----------------------|------------|
| Discharge of high energy (D2) | 0          |
| Discharge of low energy (D1) | 1          |
| Thermal and electrical faults (DT) | 2          |
| Partial discharge (PD) | 3          |
| Thermal fault, T < 300 °C (T1) | 4          |
| Thermal fault, 300 °C < T < 700 °C (T2) | 5          |
| Thermal fault, T > 700 °C (T3) | 6          |

3.2. Dorenberg and Rogers ratio method
In Dorenberg method, four important gas ratios namely CH4/H2, C2H2/C2H4, C2H2/CH4, and C2H2/C2H6 are considered for fault identification in transformers. Similarly, in Rogers method three gas ratio namely CH4/H2, C2H2/CH4, C2H2/C2H6 are considered for identifying the type of fault in the transformers [9].

3.3. Duval Triangle method
In this method concentration of methane, acetylene and ethylene are expressed in percentage and plotted as a dot in a triangular coordinate structure. This triangular chart is subdivided into different fault zones as shown in Figure 1 [12].
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Where $A = (C_2H_2)$; $B = (C_2H_4)$; $C = (CH_4)$

4. Proposed Method for Fault Classification

In this work various machine learning algorithms are employed to classify the transformer incipient faults. The machine learning algorithm is defined as “the computer ability to learn without being explicitly programmed” [13]. The first evolved machine learning algorithm is neural network with back propagation algorithm and now-a-days there are different machine learning algorithms available namely Logistic Regression, Linear Regression, Decision Tree, SVM, K-Means, Naive Bayes, Random Forest, KNN, Ensembler etc. Further, based on the data available for learning the machine learning algorithms are classified into three types namely unsupervised learning, supervised learning and reinforcement learning.

4.1. Back Propagation Algorithm – Neural Network

The classification of fault is done by using Back Propagation-Neural Network. The three input neurons considered indicates the gases (% CH$_4$, % C$_2$H$_2$, % C$_2$H$_4$) and one output neuron for indicating the type of fault. Two networks are constructed different hidden layers. Network 1 is consisting of 5 hidden neurons and network 2 is with 10 hidden neurons.

The training samples for BPN network consist of Methane, Ethylene, and Acetylene in percentage as input data and type of fault as output. The training data for the algorithms are taken from the Duval triangle which includes 262 samples. The real time data of 131 power transformers across Tamil Nadu are taken for testing.

Percentage of Methane, Ethylene and Acetylene can be obtained by adding their concentration in ppm and dividing each gas by their total.

$$%C_2H_2 = \frac{100A}{A+B+C} \tag{3.1}$$

$$%C_2H_4 = \frac{100B}{A+B+C} \tag{3.2}$$

$$%CH_4 = \frac{100C}{A+B+C} \tag{3.3}$$

Figure1. Duval Triangle
Table 2. Classification of Fault using BPN

| Fault | Input Data | Network 1 (with single hidden layer) | Network 2 (with two hidden layers) |
|-------|------------|--------------------------------------|-------------------------------------|
|       |            | correct | incorrect | Accuracy (%) | correct | incorrect | Accuracy (%) |
| D2    | 10         | 5       | 5         | 50           | 7       | 30        | 70           |
| D1    | 10         | 7       | 3         | 70           | 6       | 4         | 60           |
| DT    | 16         | 5       | 9         | 31.25        | 15      | 1         | 93           |
| PD    | 1          | 0       | 1         | 0            | 0       | 1         | 0            |
| T1    | 7          | 5       | 2         | 71           | 5       | 2         | 71           |
| T2    | 19         | 4       | 15        | 21.05        | 16      | 3         | 84.2         |
| T3    | 27         | 19      | 8         | 70.37        | 25      | 2         | 92.59        |

By observing the Table 2 it is understood that the neural network with 10 neurons classifies the faults such as discharge of high energy, electrical and thermal fault, Thermal fault, $T > 700^\circ C$ effectively. However, Thermal fault with temperature range, $300^\circ C < T < 700^\circ C$ and $T < 300^\circ C$ (T1), discharge of high energy, partial discharge, are classified with lower classification accuracy.

4.2. Support Vector Machine

This is one of the machine learning algorithms that used to find an optimal separating hyperplane which maximizes the boundary of training. SVM supports binary classification, but to extend for multiclass radial and polynomial kernel function can be used. The kernel in SVM is defined as the dot product which can be described as

$$K(X, X_i) = \sum(X \cdot X_i) \quad (4.1)$$

Since in linear SVM the distance is a linear combination of the inputs dot product is used as the similarity measure, other than linear kernel for transforming the input space into higher dimensions various other kernels has been used such as a Polynomial Kernel and a Radial Kernel.

$$K(X, X_i) = X_i \cdot X_j \quad (4.2) \quad \text{linear SVM}$$

$$K(X, X_i) = (\gamma X_i \cdot X_j + C)^d \quad (4.3) \quad \text{polynomial SVM}$$

$$K(X, X_i) = e^{-\gamma \|X_i - X_j\|^2} \quad (4.4) \quad \text{RBF}$$

$$K(X, X_i) = \tanh(\gamma X_i \cdot X_j + C) \quad (4.5) \quad \text{sigmoid}$$

Here, $\gamma$ is an adjustable parameter of certain kernel functions.

4.2.1. One Vs One Classifier

It is a multi class strategy that consists in fitting one classifier per class pair. During prediction time, it requires to fit $n_{\text{classes}} \times (n_{\text{classes}} - 1) / 2$ classifiers, so the class which receives the most votes is selected. Because of $n_{\text{classes}}^2$ complexity it is usually slower than one vs rest method. However, this method seems to be advantageous for algorithms such as kernel algorithms which don’t scale well with $n_{\text{samples}}$. 


4.2.2. One Vs Rest Method

One vs Rest method is also known as One vs All or One against All strategy. In this strategy fitting one classifier per class occurs. For each classifier, the class is fitted against all the other classes where the fitting class is considered as positive and remaining all classes as negative. The main advantage of this method is its interpretability and because of that it is widely chosen.

Figure 2 illustrates the scatter plot of SVM, which helps to map two predictors at a time. The figure 2 is plotted between ethylene and methane gas.

![Figure 2. Scatter Plot of SVM](image)

Table 3. Confusion Matrix of SVM

| TRUE CLASS | D2     | D1     | DT     | PD     | T1     | T2     | T3     |
|------------|--------|--------|--------|--------|--------|--------|--------|
| D2         | 45     | 38     | 4      | 3      |        |        |        |
| D1         | 55     | 5      | 49     | 1      |        |        |        |
| DT         | 70     | 5      | 4      | 56     | 2      | 1      | 2      |
| PD         | 3      |        |        |        | 1      | 2      |        |
| T1         | 19     |        |        |        | 1      | 17     |        |
| T2         | 25     |        |        |        |        | 24     |        |
| T3         | 50     |        |        |        |        |        | 3      |

Table 3 shows the confusion matrix of SVM and it is constructed based on the fault classification of training data. For example while considering the D2 fault, 38 of the training data is correctly classified in respective fault but, 4 is misclassified as D1, 3 is misclassified as DT. Similarly for other faults it is summarized in table 3.

4.3. K-Nearest Neighbor Learning Algorithm

KNN algorithm can be applied for classification and regression process. It is a simple algorithm that stores all available cases and classifies new cases by a majority vote of its k neighbors. The objective being assigned to the class is common K nearest neighbors that can be measured by a distance function.

4.3.1. Parameter Selection

The best choice of k depends upon the input data given during the training. Generally, when larger values of k are used then the effect of noise on the classification gets reduced. But boundaries created between classes less distinct.
By observing the polar plot as shown in Figure 3, it is found that in KNN, misclassification of fault occur at large rate since the dotted line indicates majority of misclassification and also training time is high.

4.4. Ensembler Algorithm

Ensembler is a machine learning paradigm where multiple learners are trained to solve the same problem. In contrast to ordinary machine learning approaches which try to learn one hypothesis from training data, ensemble methods try to construct a set of hypotheses and combine them to use.

The occurrence of error in any model can classified into three components namely bias error, variance error and irreducible error.

\[
Err(x) = (e[f(x)]) - f(x))^2 + (E(f(X) - (E[f(x) | ]))^2 + \sigma \quad (4.6)
\]

\[
Err(x) = \text{bias}^2 + \text{variance}^2 + \text{irreducible error} \quad (4.7)
\]

Bias error is defined as calculating how much a predicted value is different from the actual value. Variance defined as how the prediction is made on same observation from each other. There are three techniques available to reduce these errors namely boosting, bagging, and stacking. Where boosting reduces variance error, bagging reduces bias error and stacking reduces either variance or bias error.

### Table 4. Confusion Matrix Using Adaptive Boost Algorithm

| Training Samples | TRUE CLASS | PREDICTOR CLASS |
|------------------|------------|-----------------|
| D2               | 45         | 36 3 6         |
| D1               | 55         | 3 48 4         |
| D1               | 70         | 3 4 62 1      |
| PD               | 3          | 3               |
| T1               | 19         | 1 19 3        |
| T2               | 25         | 2 24           |
| T3               | 50         | 1 2 1 43      |
| D2 D1 DT PD T1 T2 T3 |           |                |

4.5. Decision Tree

Decision tree is a type of supervised learning algorithm which is mostly used in classification problems. The major advantage of decision tree is that it works for both categorical and continuous input and output variables.
4.6. Adaptive Boost Algorithm

ADABOOST is a popular boosting technique which combines both Ensembler method and decision tree algorithm. It is said to be combining multiple “weak classifiers” into a single “strong classifier”. A weak classifier performs poorly, but on random guessing performs well.

\[ H(x) = sign(\sum_{t=1}^{T} \alpha_t h_t(x)) \]  

(4.8)

Here, the final classifier consists of ‘T’ number of weak classifiers. Where \( h_t(x) \) is the output of weak classifier’s’.

\( \alpha \) is the learning rate applied to classifier’s’ as determined by ADABOOST. In this paper learning rate is taken as 0.27.

From the Table 4 classification of fault using ADABOOST algorithm is observed and considering the PD fault, it is clear that even minority classes can classified effectively in this algorithm.

Table 5. Comparison of Fault Classification Using SVM, KNN, Ensembler, Decision Tree and Adaboost Algorithm

| Classifiers       | Method         | D2 | D1 | DT | PD | T1  | T2  | T3  |
|-------------------|----------------|----|----|----|----|-----|-----|-----|
| Cubic SVM         | 100            | 90 | 85 | 100| 85.7| 84.2| 92.59|
| Coarse KNN        | 70             | 60 | 75 | 0  | 28.5| 36.8| 48.14|
| Medium Tree       | 100            | 87 | 84 | 0  | 86  | 80  | 98  |
| Complex Tree      | 100            | 87 | 84 | 0  | 86  | 80  | 98  |
| Boosted Ensembler| 100            | 88 | 86 | 100| 79  | 83  | 98  |
| Bagged Ensembler  | 100            | 85 | 85 | 0  | 83  | 86  | 96  |
| ADABOOST          | 100            | 87 | 84 | 100| 86  | 80  | 98  |

Table 5 compares the accuracy level of SVM, KNN, Ensembler, Decision Tree and Adaboost Algorithms based on the faults. It clearly shows that, Adaboost algorithm have high accuracy compared to other fault classification algorithms. For some of the faults like D1, DT and T2, cubic SVM, Boosted Ensembler and Bagged Ensembler shows high accuracy than Adaboost algorithm. But in overall, Adaboost algorithm classifies the faults with higher accuracy than other algorithms.

Accuracy and training time of the algorithms are tabulated in Table 6. It clearly indicated that, Adaboost algorithm have higher accuracy and have lesser training time in fault classification.
Table 6. Comparisons of Attributes of Various Algorithms

| Attributes | Methods          | Accuracy (%) | Prediction Speed (Observation /Sec) | Training Time (Sec) |
|------------|------------------|--------------|-------------------------------------|---------------------|
|            | Cubic SVM        | 80.4         | ~3300                               | 2.2528              |
|            | Coarse KNN       | 44.5         | ~1300                               | 26.50               |
|            | Medium Tree      | 86.4         | ~8200                               | 17.63               |
|            | Complex Tree     | 86.4         | ~8200                               | 17.63               |
|            | Boosted Ensembler| 87.5         | ~280                                | 219.77              |
|            | Bagged Ensembler | 86.8         | ~180                                | 238.86              |
|            | ADABOOST         | 88.6         | ~3200                               | 1.6755              |

5. Results and Discussion

By observing the classification accuracy and attributes of SVM, it is found that the majority of classes are classified effectively and it take less time for training compared to neural network. However, over fit of minority classes occurs. While considering attributes and classification accuracy of KNN, it is found that misclassification of fault occurs at large rate and also it takes large training time. Both Decision tree and Ensembler have good classification accuracy but the training time is high. Adaptive Boost algorithm classifies the fault with higher accuracy and less training time. Further, over fit is eliminated for minority classes which are evident from confusion matrix. Once the fault is classified, transformer insulation condition is assessed by ranking method as shown in the Table 7 [11].

Table 7. Assessment of Insulation Condition

| Rating code  | Fault detected by ADABOOST algorithm                                      |
|--------------|--------------------------------------------------------------------------|
| 1-excellent  | Normal                                                                   |
| 2-very good  | Normal But High Total Combustible Gas                                    |
| 3-good       | Discharges of Low energy (or) Thermal fault T <300°C                      |
| 4-fair        | Thermal fault 300 °C < T <700 °C (or) partial discharge                  |
| 5-poor        | Discharges of Low energy (or) Thermal fault T >700 °C                    |

From Table 7, it is clear that the proposed ADABOOST algorithm classifies the incipient faults correctly and thereby assesses the insulation condition of transformers.

6. Conclusion

The prime aim of DGA based analysis is to identify the fault correctly from the gases generated during fault without de-energizing the transformer. The various machine learning algorithms such as SVM, KNN, DECISION TREE, ENSEMBLER and ADABOOST are discussed. From the analysis it is observed that ADABOOST algorithm classifies the incipient faults of the power transformer with high accuracy and less training time. The analysis is done by considering attributes such as accuracy, prediction speed and training time for same samples of training and testing data. Further, the over fit of minority classes are eliminated in this method. Also the insulation condition of the transformer is assessed based on the fault identified.
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