Scalable representation of time in the hippocampus
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Hippocampal “time cells” encode specific moments of temporally organized experiences that may support hippocampal functions for episodic memory. However, little is known about the reorganization of the temporal representation of time cells during changes in temporal structures of episodes. We investigated CA1 neuronal activity during temporal bisection tasks, in which the sets of time intervals to be discriminated were designed to be extended or contracted across the blocks of trials. Assemblies of neurons encoded elapsed time during the interval, and the representation was scaled when the set of interval times was varied. Theta phase precession and theta sequences of time cells were also scalable, and the fine temporal relationships were preserved between pairs in theta cycles. Moreover, theta sequences reflected the rats’ decisions on the basis of their time estimation. These findings demonstrate that scalable features of time cells may support the capability of flexible temporal representation for memory formation.

INTRODUCTION
It has been proposed that animals have a cognitive map that serves as an internal representation of the relationships between entities in the world and supports flexible behavior (1, 2). The hippocampus has been thought to provide cognitive maps for spatial navigation (3) because hippocampal cell assemblies organize map-like representations of environments. Hippocampal place cells use both rate and temporal coding for spatial representation. Rate coding takes the form of receptive fields of locations [i.e., place fields (4)]. On the other hand, spike timings of place cells are strongly modulated by concurrent theta oscillations (4 to 10 Hz), exhibiting spike phase shifts as a function of distance relative to the center of the receptive field [i.e., phase precession (5–7)]. As a consequence of this unique relationship of spiking phase and relative position, temporal coding can be seen as cell assembly sequences in theta cycles that compressively represent sequences of past, current, and future positions [i.e., theta sequence (8–10)]. With these two forms of coding, spatial representations of the hippocampus involve both positional and relational information. The spatial representation of place cell assemblies for a familiar environment is often scalable, and they can rescale their place fields when the spatial environment is resized (6, 11–13). This indicates that relative positional relationships may provide more fundamental information for spatial recognition in the hippocampus than absolute positions (14–16).

Recent research has suggested that the hippocampus also provides a cognitive map for nonspatial entities, such as temporal information (2, 14, 17–19). During temporally organized experiences, hippocampal “time cells” fire at specific moments and form self-organized sequence activity that provides map-like representations of temporal structures of episodes (17–19). The representation of temporal information is also supported in the forms of rate and temporal coding frameworks (17, 20). However, not many studies have focused on investigating the systematic reorganizations of temporal representations in the hippocampus.

To address this, we investigated the scalability of temporal representations of time cells in the hippocampus. To this end, we conducted temporal bisection tasks, which required rats to discriminate between long- and short-interval times to get a reward. The key feature of the tasks was that the sets of interval times to discriminate between were designed to be extended or contracted across the blocks of trials. In this task, we found that the majority of the time cells in CA1 region showed scalable representations of temporal information across the trial blocks. To identify the mechanism underlying the scalable representation of time, we investigated fine temporal structures of sequence activity of time cells associated with theta oscillations in the hippocampus. Theta sequences of time cells were also scalable, and the fine temporal relationships between cell pairs within single theta cycles were preserved. Moreover, while analyzing the data during test trials, we found that activities of time cells reflected the rats’ decisions on the basis of their time perception. Our results indicated that temporal representations in the hippocampus might also be scalable with respect to rate and temporal coding frameworks. These findings suggest that a common circuit mechanism may underlie map-like representations of spatial and nonspatial information in the hippocampus because of the similarity between place cells and time cells.

RESULTS
We recorded multiple extracellular single units from hippocampal CA1 in the rats during the task behavior using high-density silicon probes (Materials and Methods). Units were categorized as putative pyramidal cells or interneurons on the basis of the shapes of their waveforms and firing rates (fig. S1) (21, 22). The total number of units recorded in the tasks is summarized in table S1.

Scalable representation of time in the temporal bisection tasks
Rats were trained on the temporal bisection task. During this task, the sets of time intervals to discriminate between were designed to be scaled up and back across blocks of trials (task 1; fig. 1A and fig. S1). In each trial, the rats were forced to run on a treadmill for long or short intervals of time. After the forced run, the rats were required to select the left or right arm in the Y-maze, which were associated with long or short time intervals, respectively. Water drops were provided as a reward at the end of the correct arm. A single session consisted of three blocks of trials. During the first block (block 1),
Fig. 1. Scalable time representation of CA1 neurons in the temporal bisection task. (A) Schematic of the task (task 1). The rats ran on the treadmill for long or short intervals and then selected the left or right arm associated with water reward for long or short intervals, respectively. Sets of intervals were 10 s (long) and 5 s (short) in blocks 1 and 3 and 20 s (long) and 10 s (short) in block 2. (B, a to c) Firing patterns of three representative time cells in blocks 1 (left), 2 (center), and 3 (right). Top: Raster plots of long- and short-interval trials. Bottom: PETHs of long (solid)– and short (dotted line)–interval trials. (C) Firing patterns of time cells in blocks 1 (left), 2 (center), and 3 (right) (n = 454 units from seven rats). Each row represents PETHs of single neurons during long-interval trials in each block. The color scale represents the firing rate of each neuron. The neurons were ordered according to the peak time in block 1. (D) Population vector analyses of the data (C). Left: Autocorrelation of the population vector matrix of block 1. Center and right: Cross-correlations of blocks 1 and 2 and blocks 1 and 3, respectively. The color scale represents Pearson’s correlation coefficient. (E) Distributions of the scaling factors of time cells between blocks 1 and 2 (blue) and blocks 1 and 3 (green).
the sets of interval times to discriminate between were 10 (long) and 5 s (short). During the second block (block 2), the sets of interval times were changed to 20 (long) and 10 s (short), i.e., extended two times compared with block 1. During the third block (block 3), the sets of intervals were returned to those used in block 1.

To assess the firing activities of CA1 single pyramidal cells during the interval period, we compared peri-event time histograms (PETHs) of the discharge activities of single units in each block. First, we assessed the time-dependent activities of pyramidal cells in blocks 1 and 3 (Materials and Methods). In this study, we defined time cells as pyramidal cells that preferentially and robustly represented the information of elapsed time during the interval period in blocks 1 and 3 using the following criteria: First, to select units that represented elapsed-time information during the interval period, we selected units with maximum firing rates of >2 Hz and information rates (23) of >0.1 bit per spike during the intervals in blocks 1 and 3. Second, to select neurons that preferentially coded temporal information (rather than distance or spatial information), we fitted the spiking activity of each neuron to generalized linear models (GLMs) using interval time, running distance, or spatial position as covariates (19) (note that the speed of the treadmill was assigned as either 12 or 24 cm/s in each trial randomly and independently from the total duration of the trial, for the purpose of controlling for the influence of running distance). Then, we selected units whose spiking activity was best fitted to the model with elapsed time compared to the other models with running distance or spatial position (Materials and Methods). Third, to select neurons that robustly coded temporal information across the trial blocks, we selected units whose peak firing times of the PETHs in blocks 1 and 3 were within a 50% difference. Using these criteria, 22.2% of pyramidal cells (454 of 2041 units) were categorized as time cells (Fig. 1B and C, and table S1).

Next, we assessed how activity patterns of the time cells changed when the set of interval times was extended two times in block 2. Population vector analysis of the time cells indicated that activity patterns of the neuronal population were extended in block 2 compared to block 1 (Fig. 1D; Materials and Methods). To investigate the scaling properties of the time cells, we quantified the scaling factors of the PETHs for each time cell. In this analysis, we made the firing rate models for each time cell. The model assumed that the cell’s firing activity as a function of elapsed time was scaled across the block; thus, the PETH in block 2 or 3 should be extended from that in block 1 with respect of time (Materials and Methods). We fitted the parameters of the scaling factor of the model using maximum likelihood estimation. With this method, the scaling factors of the time cells in block 2 were 1.81 ± 0.71 (means ± SD), while those in block 3 were 1.17 ± 0.52 (k = 0.65 and P = 3.1 × 10−86 for block 2 versus block 3, Kolmogorov-Smirnov test; Fig. 1E). This result indicated that a major portion of the time cells had scalable representations of elapsed-time information.

Then, we tested whether the time representation of CA1 pyramidal cell were also scalable to a shrinking direction. To this end, another set of rats were trained in a temporal bisection task with a different block paradigm (task 2; fig. S2A). This time, the sets of interval times to bisect were scaled down and back across the blocks. In blocks 1 and 3, the sets of time intervals to bisect were 20 (long) or 10 s (short). In block 2, the sets of time intervals were changed to 10 (long) or 5 s (short), i.e., the intervals were half of those used in block 1. With the same criteria above, we found that 18.9% of the pyramidal cells (241 of 1276 units) were classified as time cells (fig. S2, B and C, and table S1). We also investigated the scaling properties of the time cells using the same procedure in task 1. Population vector analysis of the time cells indicated that activity patterns of the neuronal population were shrunken in block 2 compared to block 1 (fig. S2D). The scaling factors of the time cells in block 2 were 0.61 ± 0.25 (means ± SD), while those in block 3 were 1.04 ± 0.27 (k = 0.76 and P = 3.3 × 10−62 for block 2 versus block 3, Kolmogorov-Smirnov test; fig. S2E). These results indicated that the time representation of CA1 pyramidal cells was scalable to both expanding and shrinking directions.

Task dependency of scalable representation of time
To test whether the scalable features of time cells depended on task demands, another set of rats were trained on the light discrimination task; this task did not require rats to discriminate between time intervals (task 3; fig. S3A). During the light discrimination task, rats were also forced to run on a treadmill during either long- or short-interval time as in the temporal bisection task of task 1, but the interval times were not relevant to the rewarded arms. After the interval times, the rats were simply required to select the left or right arm in the Y-maze in a light-guided manner. The block paradigm was the same as that used in task 1. We investigated CA1 neuronal activity in rats performing the light discrimination task using the same criteria outlined above. Our results revealed that 7.5% of the pyramidal cells (61 of 818 units) were classified as time cells (fig. S3, B and C, and table S1); the percentage of time cells determined in this task was significantly lower than that from the temporal bisection tasks [Clopper-Pearson confidence intervals (CIs) for 99%, CI = 19.9 to 24.7% in task 1, CI = 16.2 to 21.9% in task 2, and CI = 5.3 to 10.1% in task 3; fig. S3D]. We also investigated the scaling properties of the time cells in task 3. Similar to task 1, the scaling factors of the time cells in block 2 were 1.95 ± 0.90 (means ± SD), while those in block 3 were 1.15 ± 0.70 (k = 0.54 and P = 1.4 × 10−8 for block 2 versus block 3, Kolmogorov-Smirnov test; fig. S3E). These results demonstrated that although the formation of time cells depended on the demands of the task, the time cells had scalable representations of elapsed-time information.

Scalability of theta phase precession and theta sequences of time cells
During spatial navigation, hippocampal cell assemblies generate sequential structures in single theta cycles, termed theta sequences, which compressively represent trajectory sequences of past, current, and future positions (8–10). In this study, we investigated whether and how the time cell assemblies generate theta sequences of temporal information during the interval period.

First, we checked for the presence of theta phase precession as a function of elapsed time during the interval period in the temporal bisection task (task 1). The simultaneously recorded local field potential (LFP) was dominated by a robust theta frequency (4 to 10 Hz) oscillation during the interval period (17). We analyzed the phase-time relationships of single neurons and found that 77.3% of the time cells (351 of 454 units) displayed phase precession based on our criteria (Fig. 2A; Materials and Methods). To quantify the slope of the phase precession of each time cell in each block, we computed circular-linear fits of data samples (Materials and Methods) (24). Figure 2B plotted the relationships of the slopes of phase precession of each cell between blocks 1 and 2 and those between blocks 1 and 3. Group analysis revealed that the slope of phase precession in each
cell in block 2 divided by that in block 1 was $0.63 \pm 0.03$ (means ± SEM), which was significantly smaller than that in block 3 divided by that in block 1 ($0.96 \pm 0.04$) (paired $t$ test, $t_{350} = 6.8$ and $P = 2.2 \times 10^{-11}$; Fig. 2C). Overall mean phases of those neurons were not significantly different across the blocks ($177.4^\circ \pm 2.7^\circ$ in block 1, $184.9^\circ \pm 2.7^\circ$ in block 2, and $190.4^\circ \pm 2.8^\circ$ in block 3, means ± SEM; $F_{1,350} = 1.84$ and $P = 0.16$, Watson-Williams test). This indicated that the phase-time relationship between each cell also reflected the scaling of temporal receptive fields across the blocks.

Previous studies have reported that theta phase precession of single neurons does not always guarantee the concurrent presence of theta sequences of cell assemblies (25, 26). To address whether time cell assemblies formed theta sequences (8–10) during the task (task 1), we investigated the temporal structure of spike sequences of time cell assemblies in single theta cycles. First, we applied pairwise analyses of theta sequences to spiking activities of cells during the interval periods (9, 17). If theta sequences are present during spatial navigation, the distance of the place fields of a neuronal pair should be reflected in their distance of spiking phases in single theta cycles; this can be estimated by cross-correlation analysis during single trials (9, 22). Here, we applied this pairwise analysis to assess whether the difference in PETH peak times of a neuronal pair was

---

**Fig. 2. Scalability of theta phase precession of time cells.** (A, a to f) Firing rates and theta phases of three representative time cells in blocks 1 (left column), 2 (center column), and 3 (right column) in task 1. Top: Raster plots of short and long-interval trials. Middle: PETHs of long (solid line)– and short (dotted line)–interval trials. Bottom: Theta phase plots as a function of elapsed time. Each dot represents an action potential from the long (light color)– and short (dark color)–interval trials. The black line in each panel represents circular-linear fits of the data (see Materials and Methods). (B) Relationships of the slopes of phase precession between blocks 1 and 2 (blue dots) and between blocks 1 and 3 (green dots) in each unit in task 1 ($n = 351$ units). Solid lines represent the fit of the linear regression of these data. (C) Slope of phase precession in each cell in block 2 divided by that in block 1 (blue). Slope of phase precession in each cell in block 3 divided by that in block 1 (green). Means ± SEM. ***$P < 0.001$, paired $t$ test.
correlated with differences in spiking theta phases (Fig. 3; Materials and Methods). In the analysis, we selected the cell pairs in which neurons were both activated and phase modulated in the same theta cycles during the trials (Materials and Methods). First, we checked the distance of the peak times of PETHs of each pair of time cells (Fig. 3, A and C), which can also be computed from the peak shift of the cross-correlation of the PETHs of the cell pair. Second, we calculated the cross-correlogram (CCG) of spike times of each pair, tested the theta modulation, and quantified the peak shift from point zero (Fig. 3, A and B). Figure 3D shows the relationship between CCG peak shifts and PETH peak time differences of all of the cell pairs that had significant theta modulations (Materials and Methods). Group analysis of the pairs revealed a significant positive correlation between the CCG peak shifts and peak time differences of the PETHs of the pairs in blocks 1 and 2 ($n = 694$ pairs; correlation coefficient $r = 0.42$ and $P = 1.2 \times 10^{-31}$ in block 1 and $r = 0.31$ and $P = 6.8 \times 10^{-17}$ in block 2; Materials and Methods and Fig. 3D), suggesting that theta sequences were present during the time intervals in the temporal bisection task. We fitted a linear regression model to these data and found that the slope of the regression line in block 2 was about half of that in block 1 (red lines in Fig. 3D; block 1, 29.2; block 2, 15.0 ms/s). These data indicated that the compression ratio of the temporal sequence information in single theta cycles in block 2 was about two times higher than that in block 1. To assess the differences in the CCG of peak shifts between cell pairs in blocks 1 and 2, we also applied a linear regression analysis to the data of the relationship between the CCG of peak shifts from blocks 1 and 2 (Fig. 3E) and found that the slope of the regression line was 0.98 (red line in Fig. 3E). Statistical analysis revealed that there were no significant differences in the CCG of peak shifts of cell pairs between blocks 1 and 2 ($Z = 1.13$ and $P = 0.26$, signed-rank test), demonstrating that temporal relationships of cell pairs in single theta cycles were preserved across the blocks.

We also investigated the theta sequences of time cell assemblies using a Bayesian decoding framework (22, 25, 27). In spatial navigation, rats’ positions can be decoded from the spiking activity of their place cells (27–29). Using this method, previous studies have demonstrated that the spiking activity of place cell assemblies represents trajectory sequences of past, current, and future positions in single theta cycles (25, 26). We applied this method to the spiking activity of time cell assemblies to investigate neuronal representations in single theta cycles. First, we divided the spike trains of simultaneously recorded time cells into 20-ms time bins in each trial. Second, we estimated the probability density of temporal information from the spike counts of the cells in each time bin using the Bayesian decoding method (Materials and Methods). Figure 4A represents the decoded elapsed-time information at each time point in a single example trial. Then, we aligned the $x$ axis of the decoded temporal information with concurrent theta phases and the $y$ axis to the time that the spikes were sampled. The probability densities of the decoded time at each theta phase demonstrated robust theta sequence formation of the time cells (Fig. 4B). On descending phases of theta ($0^\circ$ to $180^\circ$), the decoded probability densities of time reflected past time relative to the time when the spikes were sampled. On the other hand, on ascending phases of theta ($180^\circ$ to $360^\circ$), decoded probability densities of time reflected the future time relative to the time when the spikes were sampled. The theta sequence of block 2 was stretched in the vertical direction compared to that of block 1 (Fig. 4B), indicating that the theta sequence of block 2 represented longer time periods in single theta cycles than that of block 1. To quantify this, we assessed scaling factors of the theta sequences in the direction of time ($y$ axis) between blocks 1 and 2 (Fig. 4C; Materials and Methods). Group analysis revealed that the scaling factor of the theta sequences between blocks 1 and 2 was 1.62, whereas that between blocks 1 and 3 was 1.13 (paired $t$ test, $t_{25} = 3.11$ and $P = 0.0031$). This indicated that the temporal representation of

**Fig. 3.** Pairwise analysis of the temporal compression of spike sequences in single theta cycles. (A, a and b) Left: Firing rates and theta phases of two representative pairs of time cells (red and blue) in blocks 1 and 2 (task 1). The arrows indicate the peak firing rates. Right: Cross-correlograms (CCGs) of the pairs in blocks 1 (orange) and 2 (purple). The arrows indicate the peaks of the CCGs. Note that the CCG peak time shifts in (Ab) were larger than those in (Aa) (right), reflecting larger distances in PETH peak times of the pairs in (Ab) than those in (Aa) (left), a.u., arbitrary units. (B) Cross-correlations of PETHs of the pairs of time cells. (C) CCGs of the pairs of time cells in blocks 1 and 2 ($n = 694$ pairs). The orders of the pairs are the same in (B) and (C). (D) Pairwise analysis of the temporal compression of spike sequences in single theta cycles in blocks 1 and 2. Each dot represents a single neuronal pair. Horizontal axes show peak distances of PETHs, and vertical axes show peak shifts of the CCGs. The slopes of the regression line (red) were 29.2 and 15.0 ms/s in blocks 1 and 2, respectively. (E) Relationship between the peak shifts of the CCGs from blocks 1 and 2. The slope of the regression line (red) was 0.98.
theta sequence in single theta cycles was significantly more extended in block 2 than in block 1.

Last, we assessed whether the theta sequences of the time cells were merely the consequence of phase precession of individual neurons or had higher correlative structures than those predicted from phase precession (9, 10, 30). To address this, we applied the phase resampling method to the single theta sequence events of the time cells (fig. S4) (10). In each theta sequence event, we constructed surrogate datasets while preserving the distributions of phase precession of individual neurons and compared the correlative structures of the spike sequences between the original and surrogate events (fig. S4A). We found that 12.6% of theta sequence events in block 1 and 10.5% of events in block 2 had significantly higher correlations ($P < 0.05$, permutation test for each event; fig. S4A) than those of surrogate events, and these ratios were significantly higher than chance level as the group data (Clopper-Pearson CIs for 99%, CI = 12.0 to 13.1% in block 1 and CI = 10.1 to 10.9% in block 2; chance level is 5%; fig. S4B). These results showed that the organizations of theta sequences of time cells have higher correlative structures than those predicted from phase precession and that these highly correlative structures are preserved across the trial blocks, indicating that the theta sequences of the time cells were not merely the consequence of phase precession of individual neurons. Together, these results demonstrated that the theta sequences of time cells were also scalable across the trial blocks, and the fine temporal relationships between cell pairs were conserved within single theta cycles.

Activities of time cell assembly reflect animals’ decisions

Last, we asked how the assembly dynamics of time cells reflect recognition of elapsed time in the rats. To this end, we examined the temporal bisection task with an additional condition (task 4; Fig. 5A). Along with the normal trials of short and long time intervals, we randomly inserted test trials using the intervals that were the geometric means of short and long ones. During the test trials, the rats were also required to select the left or right arm of the Y-maze after forced running during the interval period; however, a reward was omitted in both arms. Because the left and right arms were associated with long- or short-interval times in the normal trials, respectively,
we hypothesized that the rats’ choices in the test trials would reflect their judgment about short or long time intervals depending on their estimation of the time. The task sessions also consisted of three blocks. In block 1, the sets of interval times were 10 s (long), 5 s (short), and 7.07 s (test). In block 2, the sets of interval times were 20 s (long), 10 s (short), and 14.14 s (test). In block 3, the sets of interval times were 10 s (long) and 5 s (short).

We investigated whether activities of the time cells reflected the choices of the rats in the test trials. First, we estimated the PETHs of the time cells during the normal trials in each block and used this information for decoding templates using the same procedures of the previous tasks. Using a Bayesian decoding technique (Materials and Methods), we estimated the differences in the theta sequences of cell assemblies between the test trials in which the rats selected the left (“selected long”) or the right arm (“selected short”) of the Y-maze. The theta sequences in the selected-long and selected-short trials (Fig. 5B) revealed that temporal representation decoded from spiking activity in the selected-long trials was later than that in the selected-short trials. Then, we quantified differences in decoded time between these two trials. We estimated theta sequences of the selected-long and selected-short trials from the spiking activity during every 1-s duration in the interval period in block 1 in each session. Then, we computed the peak times of the averaged theta sequences of each 1-s duration to clarify in which period the differences arose.

There were significant differences in decoded temporal information between the selected-long and selected-short trials [n = 13 sessions from three rats; two-way analysis of variance (ANOVA) followed by Bonferroni posttest; interaction of trial type and period, F_{6,72} = 5.39 and P = 0.0001; simple effects for interaction of trial type and period, simple effects of trial type at 0 to 1 s, F_{1,12} = 1.87 and P = 0.20; at 2 to 3 s, F_{1,12} = 1.87 and P = 0.20; at 3 to 4 s, F_{1,12} = 9.17 and P = 0.011; at 4 to 5 s, F_{1,12} = 1.87 and P = 0.20; at 5 to 6 s, F_{1,12} = 4.42 and P = 0.057; and at 6 to 7 s, F_{1,12} = 9.33 and P = 0.011; Fig. 5C]. We also quantified differences in decoded time between these two trials in every 2-s duration in block 2 and found the same tendency (two-way ANOVA followed with Bonferroni posttest; interaction of trial type and period, F_{6,72} = 3.05 and P = 0.0103; simple effects for interaction of trial type and period, simple effects of trial type at 0 to 2 s, F_{1,12} = 0.43 and P = 0.53; at 2 to 4 s, F_{1,12} = 1.87 and P = 0.20; at 4 to 5 s, F_{1,12} = 1.99 and P = 0.18; at 5 to 6 s, F_{1,12} = 4.42 and P = 0.057; and at 6 to 7 s, F_{1,12} = 9.33 and P = 0.011; Fig. S5C].

DISCUSSION
In this study, we investigated the scalability of time cells in the hippocampus with respect to rate and temporal coding. We monitored CA1 neuronal activity during the temporal bisection tasks and found that temporal representations of pyramidal neurons were scalable when the sets of time intervals were varied (Fig. 1 and fig. S2). We tested the task dependency of temporal representation in the hippocampus and found that the proportion of pyramidal cells that were time cells was significantly reduced in the light discrimination task, during which the rats were not required to estimate time, as compared with that in the temporal bisection task; however, the time cells displayed scalable representations of elapsed time when the sets of time intervals were varied (Fig. S3). We also investigated fine temporal structures of sequential activity of time cells associated with theta oscillations in the hippocampus. Theta sequences of time cells were also scalable, and the fine temporal relationships between cell pairs in single theta cycles were conserved (Figs. 2 to 4). Moreover, we investigated the activity of the time cells during test trials and found that decoded temporal information from the theta sequences of the time cells was correlated to the choices of rats (Fig. 5), indicating that the activity of time cells reflected rats’ decisions on the basis of their estimation of the time. These results demonstrated that temporal representation in
the hippocampus is scalable with respect to rate and temporal coding (Fig. 6).

**Reorganization of neuronal representations of space and time**

Previous research on spatial navigation has reported reorganizations of spatial representations of CA1 pyramidal neurons following changes in the environment. When the boundaries of a familiar environment are expanded or contracted, place cell assemblies often rescale their place fields to fit the new configuration of the environment, enabling the scalable representation of the environment (6, 11, 12). On the other hand, when animals experience two different environments, the neuronal representations for the environments are completely remapped (31). When one environment is gradually morphed into a different environment, the neuronal representations are progressively transformed from one environment to the other (32). These observations suggest that hippocampal cell assemblies organize separate map representation for each environment, which can be scalable as long as the animals recognize that the environment is the same (33, 34).

Representations and reorganizations of temporal information of CA1 pyramidal neurons have also been the focus of several recent studies. Pastalkova and colleagues (17) found that reliably and continually changing CA1 cell assemblies appeared during wheel running. Their results indicated that CA1 pyramidal cells can encode not only spatial but also temporal information. MacDonald et al. (18) also reported that CA1 neurons represented temporal information during the interval period in the object-odor association task. To clarify whether CA1 time cells represent information of elapsed time or distance during running on the treadmill, Kraus et al. (19) compared firing patterns of neurons during periods of fixed time intervals with different running speeds and those during variable time intervals with fixed running speeds. They found that a group of neurons represented temporal information even if the running speed was varied and that another group of cells represented running distance information rather than temporal information. In the current study, we investigated the reorganizations of temporal representations of CA1 pyramidal cells when the interval periods were varied. We conducted the temporal bisection task that required rats to measure the interval time whose duration was associated with the rewarded side. The strength of using the temporal bisection task is that we can scale the interval times while preserving the association between the duration and the rewarded side. The design of the task enabled us to investigate the reorganization of temporal representations of the cells systematically. Here, we demonstrated that temporal representations of CA1 neurons were scalable when the temporal structure of familiar episodes was systematically enlarged or shortened (Fig. 1 and fig. S2). Theoretical studies have proposed several mathematical frameworks that enable scalable representations of both spatial and temporal information (15, 35–38).

**Scalability of phase precession and theta sequences of time cells**

To clarify the mechanisms underlying scalable representations of time, we investigated fine temporal structures of sequence activities of time cells associated with theta oscillations in the hippocampus.

![Fig. 6. Scalability of rate and temporal coding of time cells.](http://advances.sciencemag.org/) Representations of time information were scalable in rate and temporal coding in the hippocampus. Regarding fine temporal structures of spiking activity in single theta cycles, the temporal relationships of units are preserved between short and long episodes. Regarding neuronal representations of elapsed-time information in single theta cycles, the temporal representations of spike sequences are scaled between short and long episodes.
During spatial navigation, spike timings of place cells exhibit spike phase shifts as a function of distance relative to the center of the receptive field [i.e., phase precession (5–7)]. As a consequence of this unique relationship of spiking phase and relative position, hippocampal place cell assemblies generate sequential structures across single theta cycles (i.e., theta sequences) that compressively represent sequences of past, current, and future positions (8–10, 39). Theta phase precession is the form of temporal coding that appears at single-cell levels (40), and theta sequences are the form of temporal coding that appears at cell ensemble levels (9, 10).

Similar to the place fields, when the boundaries of a familiar environment are expanded or contracted, theta sequences also rescale to fit the new configuration of the environment (13, 41). The fine temporal relationships between the pairs of place cells are preserved even after the theta sequences are rescaled (13). Similar to previous research, the results from this study revealed that phase precession and theta sequences of time cells were present during the interval period (17, 20). We found that phase precession and theta sequences of time cells were also scaled when the sets of time intervals were changed, and the fine temporal relationships between the pairs of the time cells were preserved (Figs. 2 to 4 and 6). These results indicated that a common mechanism underlies scalable representations for both spatial and temporal information. The scalable feature of time cells may be advantageous for a flexible representation of time when future plans change.

**Time cells and time perception**

Previous research reported that several brain regions, such as prefrontal cortex, striatum, midbrain, entorhinal cortex, and hippocampus, are involved in perception and representation of elapsed time (42–48). In the hippocampus, information of elapsed time is represented by the sequential activity of time cells, which may be suitable for precise representations of time on a scale of tens of seconds (17–19). Lesion studies have also supported the involvement of the hippocampus in time estimation during the interval period (49, 50). However, the involvement of sequential activity in time perception is still unknown. In this study, we investigated the roles of time cells during the recognition of time. First, our data demonstrated that the temporal representations of theta sequences of time cells were significantly different in the selected-long and selected-short trials in the test trials (Fig. 5). These results indicated that temporal representations of theta sequences with time cells might have actually reflected the rats’ recognition of elapsed-time information. Second, we demonstrated that the organization of time cells was dependent on task demands. The proportion of pyramidal cells that were time cells was significantly higher in the temporal bisection task than that in the light discrimination task, although both of the tasks contained an interval period before decision-making (fig. S3D). A previous study using the object-odor association task showed that the representations of the majority of time cells were randomly remapped when the interval duration was extended (18). The difference in the task demands could also explain the differences in the time cell reorganization in our study. These observations indicate that the formation of receptive fields for temporal information may be promoted when the task requires animals to measure elapsed time. We hypothesize that CA1 pyramidal cells can organize cognitive maps of either spatial or temporal information depending on the requirements of the environment (16, 37).

In conclusion, the results of this study demonstrated that hippocampal pyramidal cells can organize scalable representations of time in both rate and temporal coding frameworks, suggesting that a common circuit mechanism may underlie map-like representations of spatial and nonspatial information in the hippocampus (16, 37). Such scalable, map-like representations of spatial and temporal information may allow for the formation of flexible memory to adapt to complex environments.

**MATERIALS AND METHODS**

**General behavioral methods**

All experimental protocols were approved by the RIKEN Institutional Animal Care and Use Committee. Six-week-old male Long-Evans rats were purchased from Japan SLC Inc. (Shizuoka, Japan). Rats were housed in a temperature-controlled room (20° to 22°C) under a light-dark cycle (lights on from 8:00 to 20:00). When the rats weighed more than 250 g, they were subjected to a water deprivation schedule and began training on the temporal bisection task (8 to 10 weeks old at the start of training). Under the water deprivation schedule, the amount of water intake was restricted to 10 ml outside of the task, but the food was available ad libitum.

All behavioral experiments were conducted in a soundproof chamber (W120 cm by D120 cm by H200 cm; S1212, Star lite, Fukui, Japan) located in an experimental room. The apparatus was installed on the center of the chamber (60 cm above the room floor). The apparatus consisted of a treadmill (W15 cm by D40 cm; SVKR type, Misumi Group Inc., Tokyo, Japan) and Y-maze (20 cm length for the central arm and 24 cm length for the side arms), which were partitioned by a transparent acrylic automated door (W40 cm by H40 cm; fig. S1B). The treadmill was surrounded by transparent acrylic walls (50 cm in height) except for the door side (right side to the running direction). Two water ports (D2 cm by H1.5 cm) for reward were placed at 5 cm from the ends of the arms of the Y-maze, and one port (L-shape; 2 cm by 2 cm by 1.5 cm) was placed on the front walls of the treadmill. These water ports were connected to micropumps (Type 7615; Christian Bürkert GmbH & Co. KG, Ingelheim, Germany) that delivered 0.2% saccharin water (M5N1991; Nacalai tesque, Kyoto, Japan) as a reward. Two light-emitting diode (LED) lights (OXL/CH/80 Series; Oxley, Singapore) were positioned 10 cm above and 5 cm outside the end of the arm. For system control, four infrared sensors were set in the apparatus to detect the rats’ positions. One infrared sensor (PZ-G51P; Keyence, Osaka, Japan) was set on the treadmill, one was located at the entrance of Y-maze, and two were set at a 12-cm distance from the end of the arm. A charge-coupled device (CCD) camera (Q2F-0002I; Microsoft, Redmond, WA) was placed on the ceiling to track the positions of the rats, which was used for analyzing data from the electrophysiology experiments.

Behavioral experiments were automatically controlled by the custom-written LabVIEW (National Instruments, Austin, TX) programs running on a Windows personal computer (PC) located outside of the chamber. The treadmill was driven with a stepper motor and the program controlled its speed. Images from the CCD camera and electrophysiological data were recorded by the dedicated recording software (Amplirec; Amplipex Ltd., Szeged, Hungary) that was running on another Windows PC outside of the chamber.

**Temporal bisection task with standard-extended-standard block paradigm (task 1; Figs. 1 to 4)**

The rats (rat ids: s15, s18, s20, s23, s26, s32, and s39) were trained on a modified version of the temporal discrimination task (51). In this
task, the rats were required to discriminate between long and short intervals on the treadmill. The experimental procedures of a single trial are as follows: When the rats came onto the treadmill from the Y-maze area, the door was closed, and a small water reward (15 µl) was provided at the water port on the wall of the treadmill (fig. S1A). After the sound stimulus (8-kHz sine wave, 1 s) was presented, the treadmill began to move, and the rats were forced to run for long or short intervals of time. The durations of long or short intervals were different across the blocks of trials (described below). The speed of the treadmill was randomly assigned to either 12, 18, or 24 cm/s in each trial (18 cm/s was used only for training periods before surgery.) After the forced run during the interval periods, the door opened and two LED lights were turned on. The rats were required to select either the left or right arm in the Y-maze, which were associated with long or short time intervals, respectively. If the rats selected the correct side, the LED lights were turned off, the sound stimulus (4-kHz sine wave, 1 s) was presented, and a water reward (20 µl) was provided at the water port of the correct arm. If the rats selected the incorrect side, the LED lights were turned off and the sound stimulus (11-kHz square wave, 1 s) was presented; however, the rats did not receive the water reward. After an incorrect response, the correction trials, which consisted of the same sets of intervals and speeds of the incorrect trials, were performed until the rats selected the correct side. One session consisted of 60 trials or a duration of 60 min.

Training sessions started after pretraining that included habituation to apparatus, running on the treadmill, and learning to drink water reward from water ports. A training session consisted of one block of trials, and the sets of time intervals to discriminate between were 10 (long) and 5 s (short). When the correct response rate was >80% for three successive sessions (not including the correction trials), the surgery was conducted. Following recovery from surgery (4 to 7 days), the water deprivation schedule and training session started again. After the animals demonstrated stable behavioral performances (>80% correct response rate for two consecutive sessions), a recording session started.

A recording session consisted of three blocks of trials with the standard-extended-standard block paradigm (Figs. 1 to 4). Similar to the training session, the sets of time intervals to discriminate between during the first block (block 1) was 10 (long) and 5 s (short). During the second block (block 2), the sets of interval times were changed to 20 (long) and 10 s (short) (i.e., extended twice from block 1). During the third block (block 3), the sets of intervals returned to those that were used during block 1. Each block consisted of 60 trials. For the sake of providing information about the block change to the animals, 1-min intervals were inserted before the start of the first trials of new blocks in the experiments. The speed of the treadmill was either set to 12 or 24 cm/s. Four sets of intervals and speeds in the trials (2 intervals × 2 speeds) were presented pseudo-randomly in each block. Neural activity was analyzed when rats reached a correct response rate of >80% during both the long and short trials in each of the three blocks. The performance of the rats in the task is summarized in fig. S1C.

**Temporal bisection task with the standard-contrasted-standard block paradigm (task 2; fig. S2)**

The rats (rat ids: s25, s28, and s33) were trained to discriminate between long and short time intervals on the treadmill using the standard-contrasted-standard block paradigm (fig. S2). The procedure of a single trial was the same as task 1, except for the length of intervals. During the training sessions, the rats were trained to discriminate between 20- (long) and 10-s (short) intervals. During the recording sessions, the sets of interval times to bisect were 20 and 10 s in blocks 1 and 3. During block 2, the sets of time intervals were changed to 10 (long) and 5 s (short) (i.e., half of blocks 1 and 3).

**Light discrimination task (task 3; fig. S3)**

The rats (rat ids: s30, s34, and s36) were trained on light discrimination task using the standard-extended-standard block paradigm (fig. S3). The procedure of a single trial was the same as task 1, except for the reward contingency. The rats were forced to run on a treadmill during long or short time intervals (5 or 10 s), but the intervals were not relevant to the rewarded arm. After the time intervals, the door opened, and the LED light of either the left or the right arm of the Y-maze turned on, and the rats were required to select the arm of the Y-maze according to the side of the lighted LED. The block paradigm was the same as that used in task 1. During blocks 1 and 3, the sets of interval times to bisect were 10 (long) and 5 s (short). During block 2, the sets of interval times were 20 (long) and 10 s (short).

**Temporal bisection task with test trials (task 4; Fig. 5)**

The three rats (rat ids: s26, s32, and s39) performed the temporal bisection task with test trials (Fig. 5). The task procedure was the same as task 1, except for the random insertion of test trials. During the test trials, we used the geometric means of the short and long intervals as the time intervals. This is because previous studies reported that bisection points are located around the geometric means of intervals (SI). The rats were also required to select the left or right arm of the Y-maze after the forced run, but rewards and sound stimuli were not provided in either of the arms. The block paradigm was similar to task 1. During block 1, the sets of interval times were 10 (long), 5 s (short), and 7.07 s (test). During block 2, the sets of interval times were 20 (long), 10 (short), and 14.14 s (test). During block 3, the sets of interval times were 20 (long) and 5 s (short).

**Surgery and recording**

After the training periods (15 to 46 weeks), we implanted silicon probes in 13 rats (rat ids: s15, s18, s20, s23, s25, s26, s28, s30, s32, s33, s34, s36, and s39) for the chronic recording of neuronal activities during the tasks. General surgical procedures for chronic recordings have been described previously (22). In this study, we used Buzsáki64sp silicon probes (NeuroNexus, Ann Arbor, MI), which consisted of six shanks (200-µm shank separation). Each shank had 10 recording sites (160 µm² each site; ~1-megohm impedance), staggered to provide a two-dimensional arrangement (20-µm vertical separation; see fig. S1E inset). The rats were implanted with one or two silicon probes in the CA1 region of the hippocampus [rat s15, one probe located at anterior-posterior (AP) = −3.8 mm and medial-lateral (ML) = −2.8 mm; other rats, two probes located at AP = −3.8 mm and ML = ±2.8]. The shanks were aligned parallel to the septotemporal axis of the hippocampus (i.e., 45° parasagittal). The silicon probe was attached to a micromanipulator and moved gradually to its desired depth position. During the recording sessions, the wide-band neurophysiological signals were acquired continuously at 20 kHz on a 256-channel Amplipex system (52) (KJE-1001, Amplipex Ltd., Hungary). The wide-band signal was downsampled to 1.25 kHz and used as the LFP signal. Spike sorting
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was performed semi-automatically using KlustaKwik2 (53) followed by the manual adjustment of the clusters. The tips of the probes moved spontaneously or manually by the experimenter between sessions. However, we could not exclude the possibility that some neurons that were recorded in different sessions were identical because spikes from sessions recorded on different days were clustered separately. Thus, the total number of independent neurons may have been overestimated (54).

**Data analysis**

All analyses after spike sorting were performed using custom-written tools in MATLAB with Signal Processing, Optimization, and Statistic toolboxes (MathWorks, Natick, MA). The Circular Statistics Toolbox (55) was used for circular analyses.

**Selection of time cells**

In this study, we defined time cells as the units that preferentially and robustly represented the information of elapsed time during the interval period in blocks 1 and 3 (Fig. 1C). Here, we used the following selection criteria. First, to select units that represented time elapsed information during the interval period, we selected the units whose maximum firing rates were >2 Hz, and information rates (23) were >0.1 bit per spike during the time intervals in blocks 1 and 3. Second, to select neurons that preferentially coded time information rather than distance or spatial information, we fitted the spiking activity of each neuron to GLM using elapsed time, running distance, or spatial position as the covariates (19). We selected units whose spiking activity was best fitted to the model that used elapsed time as the covariate as compared with the other models that used running distance and spatial position as the covariates. The details of the GLM analysis are described below. Third, to select neurons that robustly coded time information, we selected neurons whose peak firing times in blocks 1 and 3 were within a 50% difference. The numbers of selected cells that met these criteria are summarized in table S1.

**GLM analysis**

To quantify the effects of elapsed time, running distance, and spatial position on neural activity during the interval period, we applied a GLM to the spiking activity of each neuron (18, 19). We modeled the spiking activity during the interval period as an inhomogeneous Poisson process with the firing rate as a function of covariates (elapsed time, distance, or position) that modulates spiking activity (18, 19). We compared three models. The “time” model was a fifth-order polynomial, which is the total number of time bins, and \( a \) is the parameter(s) in each model. We fitted the parameters of the model using maximum likelihood estimation.

**Population vector analysis**

First, the normalized PETH for each cell was computed in each block. Then, the population vector matrix of all of the time cells (i.e., a single row vector represented a normalized PETH in a single neuron, and a column vector represented a population vector of all neurons at a single time bin) was constructed in each block. Last, the autocorrelation or cross-correlation of the population vector matrix in each block or between the blocks was computed (Figs. 1D and 2D). Here, the element at points \( i \) and \( j \) represented Pearson’s correlation coefficient between the population vectors computed at the \( i \)-th and \( j \)-th time bin in the trials (12).

**Theta phase precession**

For the theta phase extraction, LFPs at the center of the CA1 pyramidal cell layers (where the amplitudes of the ripples were maximum)
were filtered with a Butterworth filter with a pass-band range of 4 to 10 Hz. Instantaneous theta phases were estimated using the Hilbert transformation of the filtered signals. The theta phases estimated from the LFP at the center of the CA1 pyramidal cell layers were used as reference theta phases for all neurons.

The relationship between elapsed time and the theta phase of spiking activity in each unit during the interval period was analyzed. Theta phase precession was characterized by a significant linear-circular correlation (P < 0.01) between time and theta phases during the interval period (55).

To quantify the slope of phase precession in each cell, we applied a circular-linear fit to the data (24). Spike samples with elapsed time (t) and theta phase (ϕ) for each neuron in each block (i = 1...n) were fitted to a linear model

$$\phi(t) = 2\pi \cdot a \cdot t + \phi_0$$

where the slope (a) and the phase offset ($\phi_0$) are the parameters for fitting. To obtain an optimized slope (a), we maximized the mean resultant length [R(a)] where

$$R(a) = \frac{1}{n} \sum_{i=1}^{n} \cos(\phi_i - 2\pi \cdot a \cdot t_i) + \frac{1}{n} \sum_{i=1}^{n} \sin(\phi_i - 2\pi \cdot a \cdot t_i)$$

The phase offset $\phi_0$ was calculated as

$$\phi_0 = \text{arctan}^{*}(\sum_{i=1}^{n} \sin(\phi_i - 2\pi \cdot a \cdot t_i) / \sum_{i=1}^{n} \cos(\phi_i - 2\pi \cdot a \cdot t_i))$$

where $\text{arctan}^{*}$ is the quadrant-specific inverse of the tangent (24).

**Pairwise analysis of theta sequences**

Pairwise analysis of theta sequences was applied to the cell pairs in the interval period (Fig. 3) (22). In this analysis, we selected the cell pairs in which neurons were both activated and phase modulated in the same theta cycles during the trials. To this end, we used the following criteria: (i) Both neurons had phase precessions, and (ii) the CCG of the cell pairs had significant theta modulation. For the second criterion, we first computed the Fourier power of the CCG of the cell pair. Then, we made the surrogate dataset by shuffling the trials (i.e., shift predictor; 100 surrogate datasets for each pair) and computed the Fourier power of their CCG. If the Fourier power of the CCG of the real data was significantly larger than that of the surrogate dataset (P < 0.05) in the theta frequency band, then we considered that the CCG of the cell pairs had significant theta modulation.

**Reconstruction of time information from neuronal activities**

A memoryless Bayesian decoding algorithm was used to estimate the information of elapsed time during the interval period from the spike trains (Fig. 4) (22, 25, 27, 28, 56). On the basis of the Bayes’ theory, the posterior probability of time from a trial onset (time) given spike trains from single neurons (spikes) was estimated as

$$P(\text{time} | \text{spikes}) = \frac{P(\text{spikes} | \text{time}) \cdot P(\text{time})}{P(\text{spikes})}$$

The prior probability was estimated under the assumption of Poisson firing statistics and independent rates as

$$P(\text{spikes} | \text{time}) = \prod_{i=1}^{N} P(n_i | \text{time}) = \prod_{i=1}^{N} (f_i(\text{time}))^{n_i} \cdot \exp(-f_i(\text{time}))$$

where $\tau$ is the time window of sampling spike trains (20 ms, moving with 1-ms step, was used in this study), $f_i(\text{time})$ is the PETH of $i$-th unit, $n_i$ is the number of spikes of $i$-th unit in the time window, and $N$ is the total number of units. Combining these equations, the posterior probability of elapsed time was computed as

$$P(\text{time} | \text{spikes}) = C \cdot P(\text{time}) \left( \frac{\prod_{i=1}^{N} (f_i(\text{time}))^{n_i}}{n_i!} \right) \exp(-\tau \sum_{i=1}^{N} f_i(\text{time}))$$

where $C$ is a normalization factor that depends on $\tau$ and the numbers of spikes of each neuron (27).

Then, we assessed the relationships between decoded time information and theta phases (i.e., theta sequence). Decoded probabilities computed from Eq. 1 over trials in each block were aligned to the theta phases calculated from concurrently recorded LFPs (x axis) and the current time (y axis) and averaged to construct $P(\text{time} | \text{phase})$, which is the probability density of relative time information decoded from spiking activity at a given theta phase; time is the relative elapsed time and phase is theta phase (Fig. 4B) (25, 28). In this analysis, we analyzed theta sequence events in which more than three neurons were activated in single theta cycles.

In Fig. 4C, we assessed the compression rate of theta sequences between blocks 1 and 2 from each session. We designed the model of the theta sequence of block 2 by scaling the time domain of the theta sequence from block 1 using the following equation

$$f(\text{time} | \text{phase}) = P_{\text{block1}}(a \cdot \text{time} | \text{phase})$$

where $a$ is a parameter of scale factor and $P_{\text{block1}}(a \cdot \text{time} | \text{phase})$ is the theta sequence from block 1. We estimated the parameter $a$ to minimize the sum of squared residuals between the real data and the model using the following equation

$$\text{SSR} = \sum_{\text{time} \cdot \text{phase}} (P_{\text{block2}}(\text{time} | \text{phase}) - f(\text{time} | \text{phase}))^2$$

where $P_{\text{block2}}(\text{time} | \text{phase})$ is the theta sequence from block 2. We also estimated the compression rate of theta sequences between blocks 1 and 3 in the same way and compared the scale factors across the blocks. For these analyses, we selected the sessions in which more than six simultaneously recorded pyramidal neurons had phase precession ($n = 26$ sessions).

**Reconstruction of time information from neuronal activity in the test trials (task 4; Fig. 5)**

In task 4, we performed the temporal bisection task with the insertion of test trials. Along with the normal trials of short- and long-interval times, we randomly inserted test trials. The geometric means of the short and long intervals were used as the time intervals during the test trials, and the rats were also required to select the left or right arm (associated with long or short intervals in the normal trials, respectively) of the Y-maze after forced running; however, a reward was omitted in both arms. We assessed differences in neuronal activity between the test trials in which the rats selected the arm that was correct in the long-interval trials (selected long) and the arm that was correct in the short-interval trials (selected short).

To this end, we decoded the elapsed-time information during the interval period from the spike trains separately in the test trials using the Bayesian decoding algorithm described above. We computed the posterior probability $P(\text{time} | \text{spikes})$ (Eq. 1) separately in...
the selected-long and selected-short test trials. Here, we used \( f(t) \) as the PETH of \( i \)-th unit estimated in the normal trials and \( n_i \) as the number of spikes of \( i \)-th unit in the test trials during the last 1 s before the end of the running periods (6 to 7 s for block 1 and 12 to 14 s for block 2). Then, decoded probabilities over trials in each block were aligned to the theta phases calculated from concurrently recorded LFPs (\( x \)-axis) and averaged to construct \( P(\text{time phase}) \), which is the probability density of elapsed-time information decoded from spiking activity during the last 1 s before the end of the running periods at a given theta phase (Fig. 5, B and D). To evaluate differences in the theta sequences between selected-long and selected-short test trials, we first estimated the theta sequences of the selected-long and selected-short trials from the spiking activity during every 1-s duration in the block 1 interval period in each session. Then, we computed the peak times of the averaged theta sequences of the two types of trials in each 1-s duration (\( n = 13 \) sessions; Fig. 5C). For block 2, theta sequences were estimated from the spiking activity during every 2-s duration in the block 2 interval time in each session. Then, we computed the peak times of the averaged theta sequences of the two types of trials in each 2-s duration (\( n = 13 \) sessions; Fig. 5E). For statistical comparison of the data between selected-long and selected-short trials, we applied two-way ANOVA followed by Bonferroni posttest using R software (57).

**SUPPLEMENTARY MATERIALS**

Supplemental material for this article is available at http://advances.sciencemag.org/cgi/content/full/7/6/eabd7013/DC1

View request a protocol for this paper from Bio-protocol.
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