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Abstract
The MITRE Corporation’s Evaluation Working Group has developed a methodology for evaluating multi-modal groupware systems and capturing data on human-human interactions. The methodology consists of a framework for describing collaborative systems, a scenario-based evaluation approach, and evaluation metrics for the various components of collaborative systems. We designed and ran two sets of experiments to validate the methodology by evaluating collaborative systems. In one experiment, we compared two configurations of a multi-modal collaborative application using a map navigation scenario requiring information sharing and decision making. In the second experiment, we applied the evaluation methodology to a loosely integrated set of collaborative tools, again using a scenario-based approach. In both experiments, multi-modal, multi-user data were collected, visualized, annotated, and analyzed.

1. Introduction
The Evaluation Working Group (EWG) in the Defense Advanced Research Projects Agency (DARPA) Intelligent Collaboration and Visualization (IC&V) program has developed a methodology for evaluating multi-modal groupware systems and collecting data on human-human as well as human-computer interactions. The methodology consists of a framework for describing collaborative systems, a scenario-based evaluation approach, and metrics for evaluating the various components of collaborative systems.

The EWG at the MITRE Corporation designed and ran two sets of experiments to validate the methodology, gain insight into collaboration, and improve data collection techniques. Both experiments involved the evaluation of groupware systems being used to perform a collaborative task. In both experiments, multi-user, multi-modal data, including spoken language, were collected, visualized, annotated, and analyzed.

The first experiment, the Map Navigation Experiment (Kurtz et al., 1999), was a comparison of two configurations of a multi-modal collaborative application: one with audio available for human-human communication, and one with text chat only. In the experiment, pairs of participants worked jointly on a task which required information sharing. Our goal was to demonstrate a relationship between the use of audio and a number of other factors: time to task completion, number of turns, amount of participation, user satisfaction, and styles of human-human communication. The resulting analysis did show that task completion time was affected by the audio configuration used.

In the second experiment, the CVIM (Collaboration, Visualization / Information Management) Laboratory Experiment, the evaluation methodology was applied to a loosely integrated set of collaborative tools, again using a scenario-based approach (Damianos et al., 2000).

The purpose of the second laboratory experiment was to evaluate the utility of integrated tools for performing semi-realistic military operations. The set of systems chosen for integration included a shared document management system, an Internet search engine with an integrated language translation system, an audio conferencing tool, and a shared whiteboard. In this experiment, we learned about the complexity of designing effective experiments with research software, the user interface issues when using multiple tools simultaneously, and the different ways people work together.

2. Evaluation Methodology
To date, there are few well-accepted, inexpensive methods for evaluating interactive systems. Computer-supported cooperative work involves multiple humans interacting with networked systems. This makes the problem at least an order of magnitude more complex than single user systems because it is necessary to deal with the human-human interaction and the change in workflow that comes with the use of collaborative tools. The heuristic or expert reviews used effectively for single user interfaces do not take into account these additional dimensions.

The Evaluation Working Group was established to define reliable and low-cost methods of evaluating collaborative environments. The Evaluation Methodology Document (Drury et al., 1999) describes the EWG’s work, focusing primarily on inexpensive evaluation of systems in the early stages of their development. Researchers can use the methodology to evaluate systems in an iterative process. User groups can apply these evaluation methods to choose a collaborative system that supports their requirements.

The methodology provides a framework for describing a system, illustrates the use of scenarios in performing evaluations, and identifies easy-to-measure correlates of more important, but complex, behaviors.

2.1. The Framework for Evaluation
The evaluation framework provides a structured way of thinking about collaborative systems and the evaluation of those systems. The framework, based on Pinsonneault
and Kraemer (1993) consists of four levels: requirement, capability, service, and technology, each of which provides a different view into a collaborative system.

At the top level, requirements are generated from the types of collaborative tasks a user group might need to perform, such as problem solving, planning, brainstorming and information dissemination. The requirement level also describes group characteristics (size, location) and social protocols (agenda, roles, meeting conduct). The capability level describes the system functionality which enables user groups to perform tasks, e.g., shared workspace. The service level includes the mechanisms which support capabilities, and the technology level consists of the specific implementations of those services. For example, in order to support a group’s requirement for a collaborative planning task, communication would be a necessary system capability. Email is a service that would support synchronous communication, and Netscape Messenger is an example of an implementation of electronic mail.

The framework can be applied top-down to determine the services and technology needed to match a group’s requirements. Alternatively, a bottom-up approach reveals the types of collaboration supported by a given system. The two approaches can be combined in order to compare multiple systems with respect to a set of requirements. For example, given the systems to compare, one would map the existing services onto capabilities. From the top, the required tasks, group characteristics, and social protocols would map onto the available capabilities that support those requirements.

Table 1, below, shows a comparison of five systems at the capability level. This table was generated from the bottom-up; the five technologies were mapped onto services which then were mapped onto the capabilities listed. Working from the top-down, one could easily choose which system better supports a set of given requirements. In this example, System A offers the most capabilities but cannot be used asynchronously and requires training. System A also supports application sharing while System C does not.

| Capability          | System |
|---------------------|--------|
|                     | A      | B    | C    | D    | E    |
| Access to objects   | ✓      | ✓    | ✓    | ✓    | ✓    |
| Application Synchronization & Sharing | ✓ | ✓    | ✓    | ✓    |     |
| Web browsing        | ✓      | ✓    | ✓    | ✓    |     |
| Summarization       | ✓      | ✓    | ✓    | ✓    |     |
| Session recording   | ✓      | ✓    | ✓    | ✓    | ✓    |
| Floor Control       | ✓      |     | ✓    |     | ✓    |
| Object manipulation | ✓      | ✓    | ✓    | ✓    | ✓    |
| N-way communication | ✓      | ✓    | ✓    | ✓    | ✓    |
| Security            |        |     |     |     |     |
| Training            | ✓      | ✓    |     |     |     |
| Synchronous sessions| ✓      | ✓    | ✓    | ✓    | ✓    |
| Asynchronous sessions| ✓ | ✓    | ✓    | ✓    | ✓    |

Table 1: Capability comparison of five systems. (Only a partial listing of capabilities is shown.)

2.2. Scenario-based Evaluation

Scenarios provide a versatile and reproducible means of evaluating a system. A scenario is an instantiation of one or more representative work tasks (McGrath, 1984) and transitions linking those tasks. A scenario also specifies social protocols and group characteristics. The granularity of the scenario is dictated by the level of the framework; a scenario can be highly scripted or loosely defined. For example, a scenario might consist of a one-to-many briefing of open issues followed by a brainstorming session open to the entire group and then a final decision-making activity limited to a subset of the group.

2.3. Metrics

The Methodology Document specifies possible evaluation metrics associated with each level of the framework. The levels help frame the problem and allow the evaluator to focus on different aspects of evaluation. These suggested metrics can be collected manually or via automated data capture. Combinations of these metrics can be used in evaluating more complex behavior of both system and user. For example, at the requirement level, task outcome can be evaluated by combining measures for successful task completion, the number of generated artifacts, expert ratings on quality of outcome, and user ratings of outcome.

3. The Experiments

During the three-year lifetime of the Evaluation Working Group, the MITRE Corporation conducted two experiments involving collaborative research tools. The experiments shared common goals: to exercise the scenario-based methodology defined by the EWG, to provide feedback to the developers of the research systems, to improve data collection techniques, and to gain insight into human-human interactions as well as human-computer interactions.

3.1. The Map Navigation Experiment

People cannot work together without coordinating their efforts, and that coordination requires information exchange, or communication. Furthermore, there are multiple ways of communicating different types of information in order to accomplish different kinds of work. This raises the question: which communication modalities allow efficient exchange of various types of information (Krauss and Fussell, 1990)? Our interest in this issue was partial motivation for the design of our first experiment.

The Map Navigation Experiment (Kurtz et al., 1999) was designed to compare two configurations of a multimodal collaborative application: one with audio available for human-human communication and one with text chat only. In the experiment, pairs of participants were asked to work jointly on a map navigation task in which sharing of information was crucial to completing the task.

We hypothesized that there would be a correlation between the use of audio and other factors including time to task completion, task artifact quality, number of turns, amount of participation, user satisfaction, and styles of human-human communication.
3.1.1. The Tools

The system chosen for the experiment was MITRE’s Collaborative Virtual Workspace (CVW), a room-based computing environment where users could communicate and share documents (Spellman, 1995). Among other services, CVW supported text-based interaction, audio conferencing, and a shared whiteboard. (See Figure 1, below.)

Figure 1: Collaborative Virtual Workspace (CVW) with text chat, audio conferencing, shared whiteboard, and room navigator.

3.1.2. Application of the Framework

We first used the framework from a bottom-up approach, mapping the services provided by CVW to collaborative capabilities such as shared workspace, n-way communication, and object visualization and manipulation. We then determined which work tasks would be appropriately supported, as well as group characteristics (two or more people located at different sites communicating either synchronously or asynchronously) and social protocols (no agenda or chair, informal turn-taking).

Once we established a scenario based on the broad array of potential requirements (see section 3.1.3, below), we worked top-down to select which services we would actually be evaluating.

3.1.3. The Scenario

The map navigation task required that two participants, in separate locations, work together to determine the quickest and best route between two points on a map. (The interpretations of “quickest” and “best” were left to the participants although the map clearly revealed information on road types: highways, back roads, etc.) An electronic map was shared via CVW, and each participant had a hard copy of the map with additional (not shared) annotated obstacles (e.g., heavy traffic, one-way roads, construction sites, turning restrictions). A time constraint was implied; the participants were told that their friends were in a hurry to get to a meeting and were awaiting directions. The task was completed once both participants had agreed upon a route.

3.1.4. Metrics and Data Collection

Since we had applied both a bottom-up approach (What can the system do?) and a top-down approach (What tools are needed? Which communication modalities are most effective in supporting the requirements?), we were interested in metrics from multiple levels of the framework. At the service level, we wanted to monitor time spent communicating in each modality (whiteboard, text chat, audio), while the capability level would provide us with a count on turns. Metrics at the requirement level included overall task completion time, quality of route (a function of distance, road speed, traffic conditions, and construction delays), and user satisfaction.

We used a variety of methods to collect data. CVW was instrumented with calls to the Multi-Modal Logger (Bayer et al., 1999) to record time stamped speech, typed text, whiteboard activity, navigation, and object manipulation. The audio was later transcribed manually and stored as annotations to the speech data. We chose not to use video to record the sessions because of expense, lack of available facilities, and the lack of resources needed to review the captured video. An observer was stationed with each participant to record comments, questions, and notable behavior. In addition, we utilized both user questionnaires and informal interviews to collect post-session input directly from the participants.

3.1.5. Experimental Design

The experimental design was factorial. Trials were run on pairs of users, with each pair using both system configurations: CVW with audio conferencing and CVW without audio. The participants were selected from a pool of MITRE employees, all of whom used the computer at least weekly. We did not control for age, gender, status, or skill. After an initial training session, each pair of participants was asked to perform a study trial and a test trial under each condition. The simple study trial served to familiarize the users with the task and the system configuration. To counterbalance the confounding effect of the order in which the audio and non-audio configurations were used, we switched the order of condition from one set of participants to the next. We also alternated equivalent sets of task materials. We ran the experiment on a small sample size of eight groups of two participants each to get two data points for each variation. Each session lasted approximately an hour to an hour and a half.

3.1.6. Results and Discussion

Table 2 (below) shows partial results of running the experiment on eight pairs of participants, using only the test trial data (not the study trial data). Means were across participants and trials per condition (audio / non-audio). The t-test was used to compare sample means in our analysis. Standard deviations are shown in parentheses.

| Variable       | Relationship | Audio Mean | Non-audio Mean | Significance |
|----------------|--------------|------------|----------------|--------------|
| task completion| \( \mu_{\text{audio time}} < \mu_{\text{non-audio time}} \) | 509 (261) | 684.9 (182) | 0.01 |
| route quality  | \( \mu_{\text{audio score}} < \mu_{\text{non-audio score}} \) | 134.5 (11.8) | 136.8 (10.9) | none |
| turns          | \( \mu_{\text{audio turns}} > \mu_{\text{non-audio text turns}} \) | 50.5 (37.1) | 27.5 (9.4) | none |

Table 2: Means and significance of data results.
The resulting analysis showed that task outcome was affected by the audio configuration used; performance was significantly faster when the participants used audio to communicate although there was no significant difference in route quality. Satisfaction was nominally the same in both conditions, but a preference was observed for the audio condition. Variance in participation between conditions was not significant.

There was a slight, but insignificant, indication of learning curve effects across the trials; route quality scores increased while time to completion decreased. However, when we looked only at the cases where the audio trial was presented first, there was a significant increase in task completion time from the audio condition to the text-only condition. We speculated that this was due to a need to “re-learn” how to communicate via a means that was less natural to the participants, i.e., communicating with text chat only.

As a measure of participation and efficiency of communication, we were interested in looking at the number of user turns across sessions. We initially intended to define three distinct types of turns: typing, speech, and whiteboard. One definition of turn suggested it should be marked by a shift of speaker (Traum et al., 1996). However, shift of speaker did not apply to typing or use of the whiteboard since both modes were somewhat asynchronous, and communication was often overlapping. Other definitions were derived from syntactic information (sentences and clauses), semantic or pragmatic information, or prosodic cues (pitch, stress, silence) (Traum et al., 1996). However, whiteboard turns could not be distinguished by syntactic or prosodic information. We thought we could define turns by semantic or pragmatic information; for example, a shift in topic or drawing a single obstacle on a map would mark the end of a turn. This involved annotating the data collected by breaking up and regrouping the transcribed audio, text, and whiteboard segments. After several attempts at doing so, our annotators had not reached complete agreement on how to mark a turn.

As an alternative, we decided to allow the logging format dictate our definition of turn. This made it easy to extract information on turns such as number and length; we were able to use automated scripts to pull this information directly out of the session logs. Although this method may have potentially inflated or deflated our data, we decided to use it for consistency and convenience.

A typed turn was thus defined as one CVW communication command (e.g., say) and the text that followed. We extracted the number of typed turns per participant, the number of typed words per participant, and the time spent typing per participant. The mean length of a typed turn was calculated from the number of typed words divided by the number of typed turns.

Speech utterances were logged when a pre-determined period of silence was detected or when the talk button was turned off. The number of spoken words was easily counted from the audio transcripts. Included in these counts were filled pauses, repetitions, false starts, and abandoned words. While these speech disfluencies did not appear in the typed communication, they comprised only about 7% of the spoken word count, or about 10% of the differences between the two types of communication. Thus the total number of words was not grossly inflated.

Whiteboard annotations were logged individually: one line segment, one curve, one oval, etc. Each annotation was taken to represent one turn. A disadvantage of this method was that a rectangle made with the rectangle tool would count as a single annotation whereas a rectangle made from a series of four lines would count as four annotations. We considered manually annotating the data to account for this discrepancy, but we felt that the extra work was beyond the scope of this small-sample-size experiment. The appropriate unit for a whiteboard event was a single annotation.

We compared the amount of time spent communicating in audio mode (through speech as well as via the whiteboard) to the amount of time spent communicating without audio available (through typing and the whiteboard). The time spent communicating was greater when there was no audio available. Although this was not a significant result, this was what we had expected, considering most people were slower at typing than at speaking. (We could argue the opposite result by saying that people tended to “talk” more when it was convenient or easy to do so, and thus would spend more time speaking when audio was available.)

We also uncovered a difference in the styles of communication between the two conditions. The whiteboard was used more when audio was not available. Participants drew more obstacles on the map, explanatory text was often marked on the map, and alternate routes were drawn out completely. The number of whiteboard annotations was significantly greater when audio was not available. The time spent using the whiteboard, however, while greater, was not significantly greater.

From our human observation data, we noticed some interesting design implications for collaborative systems where audio might not be available. Because typing and whiteboard events appeared in separate windows, users were not always aware of one kind of event when they were focused on another. It often required some explicit effort for one participant to draw the other’s attention to a new whiteboard annotation, leading to miscommunication. As an aside, we concluded that the system would benefit from better support for multi-modal awareness such as some type of audio cues, visual cues, or explicit command to change focus.

As an example, when audio was not available, one participant (P1) used a drawing tool to spell out words explaining her actions. Meanwhile, the second participant (P2) was using the text conferencing tool to discuss his potential solution to the task. After some time, P2 wondered why P1 was not responding to him and noticed P1’s attempt to communicate with him via the whiteboard. To divert her attention, P2 drew a large red arrow on the whiteboard and added some text indicating that P1 should use the text conferencing tool to discuss the solution. (P2 was assuming, correctly, that both participants had the same screen layout of collaboration services.) This clearly demonstrated the difficulty in maintaining awareness of other participants’ activity, particularly when using both mouse and keyboard with no audio available.

Additionally, we noted some patterns of strategies adopted by the users during the experiment. We identified three styles of strategies used by the participants to determine the best route. In Strategy A, both participants annotated the map with restrictions and traffic problems and then one or both planned the route. Strategy B
involved a division of labor; one participant annotated the map while the other planned the route around the obstacles. Strategy C was a trial and error strategy where neither participant annotated the map, and the route planning was entirely verbal, one step at a time. The strategy used by a group frequently changed across trials and even within a single trial. The evolution of strategies usually started with Strategy C and ended with Strategy A. We had hoped we could show a relationship between strategy selection or strategy shift and other factors such as limitations of the tools, demands of the task, prior working relationships of the participants, or prior experience in using collaborative tools. However, with the small sample size, we were not able to show any correlation.

3.2. The CVIM Experiment

The second laboratory experiment involved evaluating a loosely integrated set of tools. We were tasked to evaluate the utility of these tools for performing military operations. Additionally, we wanted to apply the EWG methodology and data collection techniques to further our own research, and we wanted to gain more insight into how people collaborate.

3.2.1. The Tools

The tools for this experiment were selected from those under development in DARPA’s Collaboration, Visualization / Information Management program. We used real-time, multi-party, multimedia applications for audio conferencing and shared whiteboard (Katz et al., 1999). We used a distributed communication and knowledge management system for document management and sharing (Virdhagriswaran et al., 1999). We also used a prototype for a system which provided web access (and document retrieval from a set of documents) and text summarization, in addition to translation into English (Hovy and Lin, 1999).

3.2.2. Application of the Framework

The CVIM experiment also started with a bottom-up approach. We evaluated each of the research systems to determine what services were supported and then mapped those onto capabilities. Using the top-down approach, we matched the mission requirements to the tool capabilities.

3.2.3. The Scenario

Our scenario was developed around the functionality of the tools we had available, the relative training time of each feature we wanted to test, and easily accessible data. We chose a humanitarian assistance / disaster relief situation in which a typhoon had caused considerable damage to an island and non-critical hospital patients needed to be transported inland to a facility that could accommodate them. Situation reports, maps, and news stories were made available via the tools. Random updates during the experiment session alerted the participants to changing conditions.

3.2.4. Metrics and Data Collection

Our data capture focused on requirement level metrics since we were interested in evaluating the utility of the integrated systems for standard operations. We focused on metrics relating to task completion, time spent on subtasks, the number of words and turns used in communication, and system malfunctions. We also wanted to examine user satisfaction and usability issues of the individual tools as well as of the integrated set.

Due to proprietary code and the early development stage of the tools, it was not feasible for us to access and instrument the source code. Fortunately, some of the tools had already incorporated some type of automated data collection, and we were able to work with the developers of the systems to augment existing logging capabilities. Although the logging format and level of detail differed from system to system, each mechanism recorded events with a time stamp. Data was automatically collected from each system and imported into the Multi-Modal Logger (MML) which interleaved the various data in chronological order.

We recorded speech, whiteboard activity, email messages, web browser activity, and events relating to tool usage.

Once all the data were stored in a common format, the suite of MML tools were then used for visualization, annotation, replay, and output for subsequent analysis. Captured audio was transcribed manually and saved as annotations to the speech data.

Additional data used in our analysis came from observations made during the experiments as well as feedback provided by the participants via questionnaires.

3.2.5. Data Visualization, Annotation, and Replay

One of the MML tools allowed the analyst to display each data type visually along a time line. (See Figure 2, next page.) The resulting graphical display helped us to identify patterns of tool usage and interactions between the users. Contents of individual data points could easily be viewed or the entire session could be “replayed.” For example, plug-ins played the saved audio files and recreated whiteboard activity. Additionally, this tool allowed us to annotate groups of data points across user and system. The annotations were then saved as metadata, similar to the stored speech transcriptions.

The Alembic Workbench (AWB), a natural language environment for developing tagged corpora (Day, 1999), provided an alternate means of visualizing and annotating the experiment data (Figure 3). We wrote a tailored script to generate Standard General Markup Language (SGML) from the data stored in the MML database. The data were visualized in the AWB as lines of text. The tagged data were then color-coded for ease in distinguishing user, event, and system. Subsequently, we used the AWB to generate a Hypertext Markup Language (HTML) version to facilitate sharing the annotated data over the Internet.

The two tools provided us with differing views of the same data. (Compare the data visualization in the MML, Figure 2, with that in the AWB, Figure 3.) Table 3 outlines the events indicated by the numbered data points in both views.

3.2.6. Experimental Design

The experiment involved a between-subjects design, where a number of participants performed the scenario tasks using the collaborative tools, while other subjects performed the task with email and the telephone for a baseline comparison. We included the web access / translation tool in the baseline tool set so that the
participants would have access to the same Internet information. The participants were volunteers from a technically savvy population. None had significant prior experience to using any of the tools, but most were familiar with collaborative tools.

We had originally planned to have three participants work together at different sites. Due to last minute technical problems, a relatively small set of available users, and time constraints, our scenario was adapted to two users plus minimal, scripted participation by one of the experimenters. We ran six sets of two users plus two sets for the baseline comparison. Each session was completed in less than two hours, including time allocated to self-paced, hands-on training.

3.2.7. Results and Discussion

The experiment was a success from many perspectives. We were able to evaluate the utility of the integrated systems. We also provided constructive feedback to the developers of each of the systems. Additionally, we made some important observations on the interactions of the systems that would not have been apparent from studying the systems independently.

Screen real estate was an issue with each of the multiple systems having at least one window. We often observed users engaged in window management, rearranging windows in order to view multiple displays simultaneously or shuffling through windows in search of a hidden window. Similarly, tool controls made simultaneous use of different modalities difficult. When a participant wished to discuss an annotation she was making on the shared whiteboard map, she had to locate the audio panel, push the talk button, bring the whiteboard back into focus, continue annotating the whiteboard, and then return to the audio panel to toggle the talk button once she had finished speaking. The sheer number of windows contributed to issues in user awareness. With no audio cues and slow refresh rates, users were not always immediately aware of changes to shared documents and repositories, and situation updates often went undiscovered. As compensation for lack of awareness features, many participants notified each other upon completion of an activity.

Participants took between 40 minutes and one hour to complete the task using the collaborative tool set, but, for the baseline, participants finished in about 30 minutes. Interestingly enough, participants in our study responding to a questionnaire believed that it would have taken more time to complete the task using the baseline tools. However, these results were not significant. Furthermore, we were not able to draw conclusions about whether the tools actually improved collaborative work. Factors that may have influenced these results include the following: non-optimized system performance, tool down time, system workarounds to compensate for inconsistent tool behavior, inadequate training, and lack of prior experience in using similar tools. Additionally, collaborative tools might have improved task completion time if more participants had been involved in each session; there may

|   | Event                              |
|---|------------------------------------|
| 1 | User A launches search tool        |
| 2 | User A performs search             |
| 3 | User B announces discovery of updated report |
| 4 | User A talks about results of search |
| 5 | Both users bring map into view     |
| 6 | User A draws on map while          |
| 7 | User B provides information from report |

Table 3: Session events illustrated in the MML and AWB.
have been significantly more overhead with three or more participants working together via telephone.

While examining the transcripts of each session, we noticed a high incidence of “tool intrusion” or negative mention of a tool when it interfered with the completion of the task. Comparing tool intrusion to user satisfaction revealed a loose, but expected, correlation; users mentioned tools more often if they were less satisfied with those tools. Notably, only the research collaborative tools were mentioned negatively in the user dialogue; no mention was made of the Internet search engine or any of the baseline tools. These results could show that tool intrusion was an indicator of not managing user expectations. Would more training or increased familiarity have helped reduce the number of negative mentions? The Technology Transition Model (Briggs et al., 1998) predicted that “People develop their attitudes toward a new technology based on their exposure to it.” They identified three kinds of exposure as testimony, observation, and experience, none of which our participants had for the collaborative research tools.

Another phenomenon we noticed while examining the audio transcripts was what we have called “collaborative verification.” An instance of collaborative verification occurred whenever one participant requested verbal confirmation from the other participant regarding a collaborative activity. For example, when the audio tool was used, a speaker would often ask if the other person could hear. Similarly, after drawing on the whiteboard, the annotator often questioned the other participant on what was visible. This behavior was a clear example of participants attempting to establish mutual knowledge, or common ground (Krauss and Fussell, 1990; Clark and Brennan, 1991; Brennan, 1998). Clark and Brennan (1991) stated that “Collective actions are built on common ground and accumulation” which would suggest that these instances of confirmatory dialogue were a normal part of the cooperative activity. However, examples of this behavior were not evident in the baseline study where participants had for the collaborative research tools. We postulate that these data were simply measures of lack of user confidence in the research tools.

We also studied strategies used by participants. We noted that some users divided the labor while others failed to communicate and often duplicated efforts. Still others would replicate some of the work as a way of verification. Some of the strategies followed were dependent on tool availability and the ease of use of the tools; the failure or intermittent availability of a tool for one of the users often dictated the division of labor. The reverse was true as well; certain strategies enforced a participant’s use or lack of use of some of the tools. We were not able to find any correlation to other factors, but we believe there may be some relationship between strategy evolution and prior experience of participants in working together as well as prior experience to working with collaborative tools.

4. Conclusions

We showed that the EWG Methodology could be used successfully at an early and late stage evaluation of research technology. We applied the framework using both bottom-up and top-down approaches together to map the given systems to an appropriate set of requirements. The framework provided the focus for suitable measures of system and user performance. The methodology also guided scenario development from collaborative work tasks for reproducible evaluation.

The visualization, annotation and replay tools gave us ways of integrating and analyzing multi-user, multi-system data. The combination of automated data capture, human observations, and user feedback was effective in conveying the importance of usability issues to the tool developers. The usability data also played a particularly useful role in understanding the utility of the tools and tool services for performing specific tasks. We learned that testing a set of tools in multiple modalities revealed issues that would not have been seen by testing the individual tools.

We gained insight into human-human and human-computer interactions with collaborative systems in numerous ways. In the Map Navigation Experiment, the audio service proved more effective at communicating information when solving a particular planning task. In the CVIM Experiment, awareness and user confidence in tools were factors contributing to behavior patterns such as grounding and tool mention. Exposure to tools and managed expectations may also be linked to user performance.

5. Current Research

The Evaluation Working Group is currently involved in the capture of collaborative data during a multi-national naval exercise. The goals motivating this project include a better understanding of the contribution of collaborative logs to information sharing and dissemination in a naval exercise, as well as the discovery of trends and process improvement over time. A collaborative logbook, with analytic capabilities, has been installed on several sea-based battle labs. Human-human and human-computer interactions will be automatically captured across groups of users over time.

In addition to extending our research on evaluation methodologies and data collection techniques, we aim to improve collaborative tool design, use data visualization to heighten situational awareness, and provide event recreation of real world missions and navy training.
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