Development of a Decision Making Algorithm for Traffic Jams Reduction Applied to Intelligent Transportation Systems

1. Introduction

Descriptively, Smart City [1–3] is an urban space with infrastructures, intelligent networks and platforms, with millions of sensors and actuators, constituting sensor networks [4], among which people and their mobile phones must also be included. It must provide the right information to the right users at the right time, in the right place, and on the right device.

One of the Smart Cities’ main categories are Intelligent Transportation Systems (ITS) [5–7], which are a set of technical countermeasures for a wide range of transportation problems. For many years, the field has been developing and, at the present time, a large number of systems have been tested and deployed. ITS applications are mainly aimed to cope with congestion and road accidents, as well as to improve many other aspects of transportation, providing innovative services relating to different modes of transport and traffic management and enabling various users to be better informed and make safer, more coordinated, and smarter use of transport networks.

Decision making mechanisms are one of the essential parts of these systems. Based on the information collected from the context, the systems can be configured to change their behaviour whenever certain changes are detected. Using a proper decision making algorithm, traffic can be efficiently managed avoiding congestion and road accidents.

However, even when information collected from the context is highly detailed and accurate, complex and unexpected dynamics can emerge in such transportation systems. Uncertainty, sometimes called inaccuracy or noise, can arise in the information passing through these systems at the time of either collection, processing, or presentation. Information inaccuracy may occur either because the collected data produces incomplete information or because the information loses some of the precision during processing and display [8].

Therefore, it is important that decision making mechanisms consider information inaccuracy in order to make better decisions and avoid wrong decisions with all the undesirable and dangerous consequences; this can produce, for example, accidents, traffic jams, pollution increment, or energy waste [6]. A solution for decision making algorithms...
to deal with uncertainty has been the usage of fuzzy logic [9–11].

On the other hand, sensor networks are sensing information from a changeable context, so decision making algorithms should also take this into account in order to be able to adapt themselves to the current situation, optimizing decision making in order to choose the best solution at every moment.

In this paper, AHP decision making algorithm has been adapted to ITS for traffic jams reduction, considering both information inaccuracy and dynamic environment inherent to ITS. Section 2 presents a state of the art of some well-known and widely applied decision making algorithms, showing the advantages and drawbacks of using them and reasoning why AHP has been chosen as the algorithm to be applied to ITS. In Section 3, AHP decision making algorithm is explained and discussed, and in Section 4 the proposed decision making algorithm is shown. In Section 5, the algorithm is applied to a specific scenario of ITS in order to test its suitability for reducing traffic jams in the mentioned scenario. Finally, in Section 6 conclusions are presented.

2. Related Work

In decision making, distinction can be made between the cases whether having a single or multiple criteria. A decision problem may have a single criterion or a single aggregate measure like cost [12]. Then, the decision can be made implicitly by determining the alternative with the best value of the single criterion or aggregate measure. On the other hand, the case of having a finite number of criteria belongs to the field of Multiple Criteria Decision Making (MCDM). To address these cases, a large number of methods have been defined, mostly for MCDM, among which some of the main methods are weighting methods, Multi-Attribute Utility Theory (MAUT), outranking methods, fuzzy methods, Analytic Hierarchy Process (AHP), and Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS). AHP algorithm will be shown and discussed in Section 3.

In this section, these methods will be briefly explained highlighting the main advantages and drawbacks that these algorithms present in order to consider whether they are suitable or not to be adapted and applied to the Intelligent Transportation Systems.

2.1. Weighting Methods. In these methods, weights are assigned the decision criteria and alternatives and then decision is made by applying addition or multiplication functions to the criteria and alternatives weights. These functions used for evaluating alternatives are based on the weighted sum or product. The best alternative is the one that yields the maximum total performance value. It is usually assumed that all the criteria are benefit criteria; that is, the higher the values are, the better they are. Several most known weighting methods are Weighted Sum Model (WSM) [13], Weighted Product Model (WPM) [13], Simple Multi-Attribute Rating Technique (SMART) [14], SWING [15], and Trade-off Weighting [16].

These methods are applicable only when all the data are expressed in exactly the same unit. If this is not the case, then the final result has no sense. On the other hand, the weights for both alternatives and criteria must be previously defined in order to apply this algorithm and, therefore, it is not possible to adapt this algorithm to be applied to the Intelligent Transportation Systems since data received vary with time and they are not static.

2.2. Multi-Attribute Utility Theory. Multi-Attribute Utility Theory (MAUT) is a structured methodology designed to handle the trade-offs among multiple objectives. According to MAUT, the overall evaluation of an alternative is defined as a weighted addition of its evaluations with respect to its relevant value dimensions or criteria. These dimensions are evaluated with respect to their utility for the evaluator, using utility functions [17].

Utility functions can be applied to transform the raw performance values of the alternatives against diverse criteria, both factual (objective, quantitative) and judgmental (subjective, qualitative), to a common, dimensionless scale. They also convert the raw performance values so that a more preferred performance obtains a higher utility value. An example for this is a criterion reflecting the goal of cost minimization. The associated utility function must result in higher utility values for lower cost values [12].

All alternatives are evaluated using this function, and the one that maximizes the utility is selected. As in the weighting methods, to apply this group of methods, the weights of the alternatives and the criteria must be previously defined and, therefore, it is not possible to adapt this algorithm to be applied to the Intelligent Transportation Systems.

2.3. Outranking Methods. These methods [12] are based on a preference relation, usually called out-ranking relation, which indicates the degree of dominance of one alternative over another. This dominance is determined using two indices defining the concordance and discordance following the assumption that the first alternative is preferred to the second one. Thresholds are defined for both indices, so that if the concordance index is higher than defined threshold and the discordance one is lower, then the first alternative is preferred than the other. Dominated alternatives are eliminated, and, finally, a subset of the best alternatives is obtained. This procedure is applied until a suitable subset is obtained. Two well-known outranking methods are ELECTRE [18] and PROMETHEE [19].

These methods are suitable to select the best group of alternatives when there is a high number of them. However, since this method does not choose one alternative but a group of alternatives, it cannot be applied as an algorithm to make a unique and final decision, and therefore, another decision making algorithm which chooses one alternative must be selected to be used in the Intelligent Transportation Systems scenario.

2.4. Fuzzy Methods. These methods [9] employ the fuzzy sets theory to add flexibility and to enrich methods defining
the decision criteria and alternatives values like a set of fuzzy characteristics. Fuzzy sets are sets whose elements have degrees of membership. In contrast with classical set theory, in which the membership of elements in a set is assessed in binary terms, an element either belongs or does not belong to the set, and fuzzy set theory permits the gradual assessment of the membership of elements in a set. This is described with the aid of a membership function valued in the real unit interval $[0, 1]$ [20].

Fuzzy sets were introduced in decision making algorithms in order to deal with imprecision or vagueness of human thought and judgement as well as imprecision derived from making decisions in a real world scenario. Imprecision may arise from a variety of reasons: unquantifiable information, incomplete information, unobtainable information, and partial ignorance. Conventional multiple attribute decision making methods cannot effectively handle problems with such imprecise information [21].

The main advantage of fuzzy methods over nonfuzzy methods is that the former ones take into account uncertainty and interdependence between criteria and alternatives. Fuzzy methods provide more realistic, reliable, and logical results when applied to fuzzy environments than nonfuzzy methods, as demonstrated by some studies [21–23]. On the contrary, preferences determined by fuzzy methods can be inexact and shall be discussed.

2.5. TOPSIS. This method, proposed by [24–26], obtains a ranking of alternatives based on the closeness coefficient to the ideal solution. This coefficient considers the distance of the alternatives to the positive ideal solution and the negative ideal solution. The first solution maximizes the benefit criteria and minimizes the cost criteria, and the second solution maximizes the cost criteria and minimizes the benefit criteria. Therefore, the best alternative will be the one with the shortest distance to the positive ideal solution and the farthest distance to the negative ideal solution [27].

In order to make a decision this algorithm follows several steps. First, decision matrix is constructed and normalized. Then, the weighted normalized decision matrix is constructed. After this, positive ideal and negative ideal solutions are obtained. Next, for each alternative, its separation from positive ideal solution and from negative ideal solution is computed. Finally, relative closeness of each alternative to ideal solution is computed, and alternatives are ranked based on this coefficient.

This method has several advantages such that it is useful for qualitative and quantitative data, it is relatively easy and fast, with a systematic process, and it outputs a numerical value for each alternative that provides a better understanding of differences and similarities among alternatives [28]. On the other hand, it has some disadvantages such as correlations between criteria, uncertainty in obtaining the weights only by objective methods or subjective methods, and possibility of alternative closed to ideal point and nadir point concurrently [29].

3. Analytic Hierarchy Process

The Analytic Hierarchy Process (AHP) is one of the most widely applied MCDM algorithms. In this algorithm, the decision making problem is first decomposed into a hierarchy which consists of an overall goal, a group of options or alternatives for reaching the goal, and a group of factors or criteria that relate the alternatives to the goal. Once the hierarchy is built, the decision makers systematically evaluate its various elements by comparing them to one another, two at a time, alternatives or criteria, with respect to their impact on an element above them in the hierarchy, criteria or goal, respectively. To do so, a relative weight is assigned to every pairwise comparison of alternatives and criteria according to the scale shown on Table I [30].

These evaluations are converted into numerical values which represent the priorities for each element of the hierarchy. These priorities, also called weights, are obtained following basically two steps. First, local priorities of both criteria with respect to the goal, and alternatives with respect to each criterion are computed. To do so, the following equation is solved:

$$\text{Table I: AHP fundamental scale for pairwise comparisons.}$$

| Intensity of importance | Definition | Explanation |
|-------------------------|------------|-------------|
| 1                       | Equal importance | Two activities contribute equally to the objective |
| 3                       | Weak importance of one over another | Moderate importance or preference of one over another |
| 5                       | Strong importance | Strong importance or preference |
| 7                       | Demonstrated importance | Very strong importance |
| 9                       | Absolute importance | Extreme preference |
| 2, 4, 6, 8               | Intermediate values between the two adjacent judgements | When compromise is needed |

where $w_i/w_j$ are the pairwise comparisons of each pair of alternatives or criteria compared, $w_1 \cdots w_n$ are the local priorities, and $n$ is the main eigenvalue of the matrix of pairwise comparisons.
Once local priorities for both criteria and alternatives have been obtained, total priorities are finally calculated for each of the decision alternatives. Total priority of an alternative is the sum of its local priorities with respect to each criterion, weighted by the weights of the corresponding criteria. Total priorities represent to what extent the alternatives are able to achieve the decision goal, so they allow a straightforward evaluation of the different possible actions.

Since criteria and alternative weights are not previously defined, this algorithm allows them to be adapted to a specific environment. Besides, decision is made following a simple procedure, easy to understand, apply, and implement, and it is able to choose one alternative. In addition, one of its main application fields are those related with transportation, such as route selection [31–34]. Therefore, this algorithm is suitable to be adapted and applied to the Intelligent Transportation Systems.

4. Proposed AHP-Based Decision Making Method

In this section, a decision making proposal that can be applied to Intelligent Transportation Systems is presented. More specifically, the main contributions of this paper are listed in Section 4.1. Then, the execution procedure of the proposed decision making algorithm will be presented and described in detail in Section 4.2.

4.1. Innovations. Although AHP algorithm has been extensively studied and widely applied and several variants of the algorithm have arisen, there is no variant of AHP considering, at the same time, uncertainties and variability in the input data applied to Intelligent Transportation Systems. This would enable the algorithm both to deal with inaccuracy of collected data due to incompleteness or precision losses of information during processing and display and to deal with dynamic changes in a real context. Such an algorithm would improve decisions made in smart traffic management systems, taking into account these two aspects that are present in these systems.

Therefore, in this paper, the AHP method has been adapted to Intelligent Transportation Systems by fusing two of its variants, Fuzzy AHP (FAHP) and Dynamic AHP (DAHP), for addressing two important aspects that arise in ITS: uncertainties in the data received from sensors [8] and the variability of the data received from the context.

On one hand, intervals instead of single values have been employed as relative weights of pairwise comparisons in order to model the inaccuracy that the data received from sensors can present, as previously mentioned. These intervals are triangular fuzzy numbers which are a class of fuzzy sets. This approach is the same as in Fuzzy AHP method [35] and, therefore, the above-mentioned weights are computed according to this method.

On the other hand, alternatives are considered as variables in function of time as in Dynamic AHP method [36]. Therefore, alternatives are checked periodically in order to detect possible changes in the context and readjust the relative weights of the pairwise comparisons if needed. Criteria are also readjusted periodically. One of the key aspects of this paper is that the Dynamic AHP method is implemented and validated with respect to a realistic scenario, by using MATLAB.

In addition, in the classic AHP algorithm, assignments of weights to the pairwise comparisons are made based on a subjective procedure, which uses the judgements of experts to evaluate the importance of each criterion considered over the others and, consequently, obtain their weights. However, in the proposed algorithm, assignments of fuzzy weights to the pairwise comparisons are made based on an objective procedure, which uses historical input traffic data obtained in order to compute both criteria and alternative weights.

This enables the algorithm to operate both autonomously and adaptively without human intervention as well as avoid subjectiveness of human judgements.

This procedure consists in defining nine intervals for the pairwise differences of both criteria and alternatives, so that each interval has assigned one of the nine weights defined in FAHP algorithm. When the values of the pairwise comparisons fall into one of these intervals, the weight corresponding to that interval is assigned to these comparisons. In such a way, since the weights are assigned based on an objective procedure, errors produced by human judgements are avoided along with the negative impact these errors could involve such as greater traffic jams, higher amount of pollution, or waste of energy. In Sections 5.2 and 5.3, weights assignment procedure is explained in more detail.

In summary, decision making algorithm proposed in this paper presents three innovations:

1. Fuzzy AHP and Dynamic AHP have been fused in order to deal with both inaccuracy and variability of input data in a real fuzzy and changeable context of a smart traffic management system, improving decisions made in order to be more realistic, reliable, and logical.

2. An objective procedure has been added to the algorithm to compute both criteria and alternative weights based on historical input data traffic obtained instead of subjective human judgements. This enables an autonomous and adaptive process of quantitative input data.

3. Implementation and simulation of the proposed decision making algorithm were done using MATLAB.

4.2. Execution Procedure. The execution of the proposed method will be performed following the steps shown in Figure 1.

In the following sections, this procedure will be described in detail.

4.2.1. Computing Weights of Criteria and Alternatives. Once the goal and criteria are determined, the criteria weights first, and then alternatives, are computed. This is done as in FAHP method, which embeds the fuzzy theory to AHP method to solve complex decision making problems in a
Table 2: Triangular fuzzy numbers scale of the proposed algorithm.

| Intensity of importance | Definition                  | Fuzzy triangular scale                  | Reciprocal         |
|-------------------------|-----------------------------|----------------------------------------|--------------------|
| 1                       | Equal importance            | (1, 1, 3)                              | (1/3, 1, 1)        |
| 3                       | Weak importance             | (1, 3, 5)                              | (1/5, 1/3, 1)      |
| 5                       | Strong importance           | (3, 5, 7)                              | (1/7, 1/5, 1/3)    |
| 7                       | Demonstrated importance     | (5, 7, 9)                              | (1/9, 1/7, 1/5)    |
| 9                       | Absolute importance         | (7, 9, 9)                              | (1/7, 1/9, 1/9)    |
| 2, 4, 6, 8              | Intermediate values         | (1, 2, 4), (2, 4, 6), (4, 6, 8), (6, 8, 9) | (1/4, 1/2, 1), (1/6, 1/4, 1/2), (1/8, 1/6, 1/4), (1/9, 1/8, 1/6) |

Step 1. Obtain input data, compare criteria/alternatives values in pairs, and assign a weight for each comparison using the intervals defined and a scale such as the one shown in Table 2. In this scale, triangular fuzzy numbers are used, which are fuzzy numbers represented with three points \((l, m, u)\), where \(m\) is the modal value, \(l\) stand for the lower bound, and \(u\) stand for the upper bound [37]. This representation is interpreted as membership functions. It must be noted that the scale shown in Table 2 is only an example in which the lower and upper bounds of the intervals are at a distance of two units with respect to the center value but the range of the intervals can be chosen by the designer of the decision making method. The pairwise contribution matrix is shown in the following matrix:

\[
\tilde{A} = \begin{pmatrix}
\tilde{d}_{11} & \tilde{d}_{12} & \cdots & \tilde{d}_{1n} \\
\tilde{d}_{21} & \tilde{d}_{22} & \cdots & \tilde{d}_{2n} \\
\vdots & \vdots & \cdots & \vdots \\
\tilde{d}_{n1} & \tilde{d}_{n2} & \cdots & \tilde{d}_{nn}
\end{pmatrix},
\]  

where \(\tilde{d}_{ij}\) indicates the preference of \(i\)th criterion over \(j\)th criterion.

Step 2. The geometric mean of fuzzy comparison values of each criterion/alternative is calculated as shown in the following equation, where \(\tilde{r}_i\) still represents triangular values:

\[
\tilde{r}_i = \left( \prod_{j=1}^{n} \tilde{d}_{ij}[1], \prod_{j=1}^{n} \tilde{d}_{ij}[2], \prod_{j=1}^{n} \tilde{d}_{ij}[3] \right)^{1/n},
\]

where \(\tilde{d}_{ij}[1]\) represents the lower bound, \(\tilde{d}_{ij}[2]\) the modal value, and \(\tilde{d}_{ij}[3]\) the upper bound of the fuzzy comparison values which form part of the pairwise contribution matrix.

Step 3. The fuzzy weights of each criterion can be obtained by following the next three substeps:

(a) Find the vector summation of each \(\tilde{r}_i\).

(b) Find the \((-1)\) power of summation vector. Replace the fuzzy triangular number, to make it in an increasing order.

(c) To find the fuzzy weight of criterion \(i, \tilde{w}_i\), each \(\tilde{r}_i\) must be multiplied with this reverse vector.

These substeps can be synthesized in the following equation:

\[
\tilde{w}_i = \tilde{r}_i \otimes (\tilde{r}_1 \oplus \tilde{r}_2 \oplus \cdots \oplus \tilde{r}_n)^{-1} = (lw_i, mw_i, uw_i),
\]

where \(\otimes\) represents the tensor product, \(\oplus\) stands for the direct sum, \(lw_i\) is the lower bound, \(mw_i\) is the modal value, and \(uw_i\) is the upper bound value of the fuzzy weight vector.

Step 4. Since computed weights \(\tilde{w}_i\) are still fuzzy triangular numbers, they need to be defuzzified by center of area method [38], by applying the next equation:

\[
M_i = \frac{lw_i + mw_i + uw_i}{3}.
\]

Step 5. Finally, we normalize \(M_i\).

\[
N_i = \frac{M_i}{\sum_{i=1}^{n} M_i}.
\]
Table 3: Ranking values for each alternative and instant of time.

|       | $T_0$ | $T_1$ | ... | $T_f$ |
|-------|-------|-------|-----|-------|
| $A_1$ | $A_{10}$ | $A_{11}$ | ... | $A_{1f}$ |
| $A_2$ | $A_{20}$ | $A_{21}$ | ... | $A_{2f}$ |
| $A_3$ | $A_{30}$ | $A_{31}$ | ... | $A_{3f}$ |
| $A_m$ | $A_{m0}$ | $A_{m1}$ | ... | $A_{mf}$ |

4.2.2. Adjusting Criteria and Alternatives Weights Periodically. After determining the weights for the criteria, the alternatives are determined and their corresponding weights are computed with respect to criteria following the same steps as for the criteria. Then by multiplying each alternative weight with the corresponding criteria weights, the scores for each alternative are calculated in order to rank them and decide what is the best alternative. Then, after a certain period of time new input data is received and their weights are readjusted. Therefore, criteria and alternatives weights are not fixed values as considered in conventional AHP method but variables with time.

With this point of view, the proposed decision making method can be applied for each time new measures are received, but getting together all these pictures for each period, a dynamical representation of the system behaviour can be finally obtained where the system adjusts itself in an iterative process. Computing the weights in each period, the method determines the relative ranking of alternatives under each period as shown in Table 3. With the mentioned chart, it is possible to represent graphically the evolution of alternatives with time in order to obtain trends.

Therefore, the best decision under a dynamic context is not always what the AHP offers at a certain time, but that alternative which remains in prior positions in the ranking of alternatives during the period of time considered. The ranking obtained with the conventional AHP will refer to good decisions from a local point of view, but not necessarily under a temporary context. Therefore, the proposed method considers the time factor as a crucial aspect for taking decisions properly in a long term. By doing this, the system can be prepared to respond to a dynamic context in which changes occur with time.

5. Application of the Proposed Algorithm to Intelligent Transportation Systems

In this section, the decision making algorithm proposed in this paper will be applied to a specific scenario in order to demonstrate its suitability for being applied to the Intelligent Transportation Systems. The application scenario will be described in Section 5.1. The definition of intervals for criteria and alternatives weights assignment will be shown on Sections 5.2 and 5.3. Then, a numeric example of the proposed decision making algorithm will be developed in Section 5.4. Finally, the proposed algorithm will be compared to a variant of TOPSIS algorithm in order to evaluate its performance.

5.1. Scenario. The proposed decision making method will be applied to a smart traffic management system located in Madrid. The drivers can access the city through highways, but also there are ring roads that enable them to access the city at different points. In the proposed scenario, drivers are attempting to access Madrid using a highway, called A-3, and there are also two possible ring roads, named M-40 and M-45, in which drivers can be diverted.

Measurements are obtained from the traffic management system of the National Department of Traffic (DGT) [39], in Spain, which provides a large amount of real time traffic data that are integrated in Google Maps. The user can then easily collect traffic information from 4000 traffic sensors located over the Spanish road network. The DGT traffic management system comprises different types of sensors such as electromagnetic loops, Road Weather Sensors, TV cameras, and fixed radars.

Electromagnetic loops measure traffic intensity, speed, flow, occupancy, distance between vehicles, and percentage of heavy vehicles, among other measurements. Road Weather Sensors measure atmospheric, precipitation, and road parameters such as air temperature, relative humidity, atmospheric pressure, global radiation, dew point, wind speed, direction and type, visibility, precipitation intensity, amount and type, height of the water layer and of the snow layer, state and temperature of the road surface, freezing temperature, and salinity. TV cameras monitor lots of sections of the main roads as well as accesses to cities and hot spots such as tunnels and bridges. Fixed radars monitor and control vehicles’ speed.

Traffic historical data provided by DGT’s sensors regarding traffic flow, number of vehicles/hour, average speed, in km/h, occupancy rate, which is the percentage of the measuring time that a car is occupying some place on the road, and percentage of light duty vehicles can be obtained from the DGT web page [40]. The user can also select the interval of time of his consultation, having the possibility of choosing between daily, weekly, or monthly historical data. Data generated by the sensors are periodically sent to the servers of the DGT.

A traffic control application obtains traffic data every minute, processes them, and decides the best road to access the city using the proposed decision making method. The best road is the one that has the lowest congestion level according to the data provided by the sensors. Therefore, the road with a higher traffic flow and average speed and a lower occupancy rate will be given preference over the others.

Finally, the application sends a message to a traffic panel, which is located on the highway before the diversions to the ring roads, indicating the best road for the drivers that attempt to access Madrid (see Figure 2).

Therefore, in the scenario explained above, the aim, the criteria, and the alternatives of the decision making method have been defined. The aim is to control the traffic in order to reduce the congestion on the roads. The criteria employed to evaluate the alternatives are the data obtained by the sensors deployed on the road, that is, traffic flow, average speed, and occupancy rate. The alternatives are the highway and the ring
roads recommended to the drivers that are attempting to access Madrid: A-3, M-40, and M-45.

Once the aim, the criteria, and the alternatives have been defined, their respective weights should be calculated following the steps previously shown. Before computing the weights, the intervals that will be used for the pairwise comparison weights assignment should be defined for criteria and alternatives.

5.2. Definition of Intervals for Criteria Weights Assignment. In order to determine the weights of the criteria and evaluate the alternatives for the traffic management system, the values of the average speed, traffic flow, and occupancy rate periodically received by the traffic control application have been considered.

Concretely, the 50th percentile of the values received for each criterion, corresponding to the parameters measured in the A-3, M-40, and M-45, is computed. Then, it is divided into the weekly maximum value obtained from the historical data of DGT web page [40]. In this case, weekly historical data has been chosen since daily data could not be enough for obtaining a representative maximum historical value and, on the other hand, monthly data is a large amount of data to consider, and processing them could be computationally inefficient. On the other hand, the 50th percentile has been used for computing the criteria weights instead of other statistics such as the average, due to its robustness since it is not affected by outliers, and also it is the most resistant statistic, having a breakdown point of 50%. Figures 3–5 show the weekly historical data obtained from DGT web page for M-40.

Then, dividing the 50th percentile of the alternatives values for each criterion into the weekly maximum value, the percentage of the average with respect to its maximum value is computed for each criterion, giving an idea of how much is going to influence each criterion in the final decision. In the case of the occupancy rate, the complementary percentage is computed, because, in contrast with traffic flow and average speed, the lower occupancy is given preference instead of the higher.

After that, criteria are compared in pairs, computing at first the differences between the percentages previously obtained. Then, a fuzzy weight is assigned for each difference according to Table 4.
Table 4: Subintervals and fuzzy weights assigned for the percentages differences of the criteria.

| Intervals     | Fuzzy weights |
|---------------|---------------|
| 0–0.1         | (1, 1, 3)     |
| 0.1–0.2       | (1, 2, 4)     |
| 0.2–0.3       | (1, 3, 5)     |
| 0.3–0.4       | (2, 4, 6)     |
| 0.4–0.5       | (3, 5, 7)     |
| 0.5–0.6       | (4, 6, 8)     |
| 0.6–0.7       | (5, 7, 9)     |
| 0.7–0.8       | (6, 8, 9)     |
| 0.8–0.9       | (7, 9, 9)     |
| 0.9–1         | (7, 9, 9)     |

When the difference is negative, the reciprocal of the fuzzy weight of the corresponding interval will be assigned.

5.3. Definition of Intervals for Alternatives Weights Assignment. After obtaining the normalized nonfuzzy relative weights for criteria, the respective values for alternatives are found following the same methodology as described in Section 4.2.1. The alternatives should be pairwise compared with respect to each criterion particularly.

First of all, to obtain the weights of the pairwise comparisons the historical real data, obtained from the DGT web page as stated previously, has been used. For each measure and for each road, the maximum and the minimum values of the historical data have been extracted, and the interval between these two values has been divided into nine subintervals with the same length. By doing this, each one of the subintervals obtained can be associated with a single weight of the proposed method scale shown in Table 2.

For example, the maximum and minimum values of average speed measured from February 6 to February 12, 2016, were 125 and 15 km/h, respectively. The difference between these two values is 110 km/h and dividing it into nine parts gives as a result nine subintervals with a length of 12.22 km/h. Then, a number of scales are assigned, in increasing order, so when the difference of measures at a certain time between two roads falls inside one of these intervals, the corresponding weight of the defined scale will be assigned to the corresponding pairwise comparison.

Table 5: Subintervals and fuzzy weights assigned for the measurements considered as criteria.

| Criterion          | Subintervals       | Fuzzy weight |
|--------------------|--------------------|--------------|
| Traffic flow (min: 0 veh/h, max: 5750 veh/h) | 0–638.9 | (1, 1, 3) |
|                    | 638.9–1277.8       | (1, 2, 4)    |
|                    | 1277.8–1916.7      | (1, 3, 5)    |
|                    | 1916.7–2555.6      | (2, 4, 6)    |
|                    | 2555.6–3194.4      | (3, 5, 7)    |
| Average speed (min: 15 km/h, max: 125 km/h) | 3194.4–3833.3 (4, 6, 8) |
|                    | 3833.3–4472.2      | (5, 7, 9)    |
|                    | 4472.2–5111.1      | (6, 8, 9)    |
|                    | 5111.1–5750        | (7, 9, 9)    |
|                    | >5750              | (7, 9, 9)    |
|                    | 0–12.22            | (1, 1, 3)    |
|                    | 12.22–24.44        | (1, 2, 4)    |
|                    | 24.44–36.67        | (1, 3, 5)    |
|                    | 36.67–48.89        | (2, 4, 6)    |
|                    | 48.89–61.11        | (3, 5, 7)    |
|                    | 61.11–73.33        | (4, 6, 8)    |
|                    | 73.33–85.56        | (5, 7, 9)    |
|                    | 85.56–97.78        | (6, 8, 9)    |
|                    | 97.78–110          | (7, 9, 9)    |
|                    | >110               | (7, 9, 9)    |
|                   | 0–4.78             | (1/3, 1, 1)  |
|                   | 4.78–9.56          | (1/4, 1/2, 1)|
|                   | 9.56–14.33         | (1/5, 1/3, 1)|
|                   | 14.33–19.11        | (1/6, 1/4, 1/2)|
|                   | 19.11–23.89        | (1/7, 1/5, 1/3)|
|                   | 23.89–28.67        | (1/8, 1/6, 1/4)|
|                   | 28.67–33.44        | (1/9, 1/7, 1/5)|
|                   | 33.44–38.22        | (1/9, 1/8, 1/6)|
|                   | 38.22–43           | (1/9, 1/9, 1/7)|
|                   | >43                | (1/9, 1/9, 1/7)|

5.4. Example. After clarifying the procedure for determining weights of criteria and alternatives, an example will be presented in order to illustrate the operation of the proposed decision making method. First of all, input data are received at a certain instant of time. Table 6 shows the values of the criteria measured at 6:00 am on February 12, 2016.

Next, the 50th percentile of the alternatives values received as input data is obtained for each criterion. Then, each 50th percentile value is divided into the maximum historical value received of the corresponding criterion in order to obtain the percentage with respect to that maximum as can be seen in Table 7.

After that, criteria are compared in pairs, and the weight for each comparison is obtained from the differences between their corresponding percentages previously computed, using the intervals defined in Table 4. Matrices of pairwise differences and fuzzy weights obtained are shown in Tables 8 and 9. It must be noted that, in the case of the occupancy rate,
Table 6: Input data for the example.

| Criteria          | Alternatives | A-3 | M-40 | M-45 |
|-------------------|--------------|-----|------|------|
| Traffic flow (veh/h) |              | 750 | 2400 | 250  |
| Average speed (km/h) |              | 98  | 103  | 112  |
| Occupancy rate (%) |              | 1   | 5    | 0    |

Table 7: Average and percentage with respect to maximum for each criterion.

| Criteria          | 50th percentile | Percentage with respect to maximum |
|-------------------|-----------------|-----------------------------------|
| Traffic flow (veh/h) | 750             | 750/5750 = 0,130                  |
| Average speed (km/h) | 103             | 103/125 = 0,824                   |
| Occupancy rate (%) | 1               | 1 − (1/43) = 0,977                |

Table 8: Matrix of pairwise differences for criteria.

| Criteria          | Traffic flow | Average speed | Occupancy rate |
|-------------------|--------------|---------------|----------------|
| Traffic flow (veh/h) | 0            | -0,694        | -0,847         |
| Average speed (km/h) | 0,694        | 0             | -0,153         |
| Occupancy rate (%) | 0,847        | 0,153         | 0              |

Table 9: Matrix of pairwise comparisons fuzzy weights for criteria.

| Criteria          | Traffic flow | Average speed | Occupancy rate |
|-------------------|--------------|---------------|----------------|
| Traffic flow      | (1, 1, 3)    | (1/9, 1/7, 1/5) | (1/9, 1/9, 1/7) |
| Average speed     | (5, 7, 9)    | (1, 1, 3)     | (1/4, 1/2, 1)  |
| Occupancy rate    | (7, 9, 9)    | (1, 2, 4)     | (1, 1, 3)      |

The complementary percentage has been computed because, as explained before, in contrast with traffic flow and average speed, the lower occupancy is given preference instead of the higher.

After obtaining the pairwise comparison matrix of fuzzy weights, the next step is to calculate the geometric mean of fuzzy comparison values of each criterion, using (3), as follows:

\[
\bar{r}_i = \left[ \left(1 \cdot \frac{1}{9} \cdot \frac{1}{9} \right)^{1/3} ; \left(1 \cdot \frac{1}{7} \cdot \frac{1}{5} \right)^{1/3} ; \left(3 \cdot \frac{1}{5} \cdot \frac{1}{7} \right)^{1/3} \right] \]

\[
= [0,231; 0,251; 0,441] .
\]

Hence, the geometric means of fuzzy comparison values of criteria are shown in Table 10.

Table 10: Geometric means (\(\bar{r}_i\)) of criteria.

| Criteria          | \(\bar{r}_i\) |
|-------------------|---------------|
| Traffic flow      | 0,231         |
| Average speed     | 1,077         |
| Occupancy rate    | 1,913         |
| Total             | 3,211         |
| Reverse (power of -1) | 0,311  |
| Increasing order  | 0,122         |

As shown as an example in the next equation for the traffic flow:

\[
\bar{w}_i = [(0,231 \cdot 0,122) ; (0,251 \cdot 0,228) ; (0,441 \cdot 0,311)]
\]

\[
= [0,028; 0,057; 0,137] .
\]

Table 11 shows the relative fuzzy weights of criteria. Finally, the average of the fuzzy weights are computed for each criterion, \(M_i\), and after that, this average is normalized obtaining nonfuzzy relative weights, \(N_i\). Table 12 shows the results for this example.

Once the normalized nonfuzzy relative weights of the criteria have been obtained, the same methodology is applied to find the weights for alternatives. But now, the different alternatives are compared in pairs for each criterion, obtaining the weight for each comparison, using Table 5. However, since it would be burdensome to explain the same procedure for every criterion, only the normalized nonfuzzy relative weights of each alternative with respect to each criterion as well as their total scores are tabulated in Table 13.

Depending on this result, alternative M-45 has the highest total score. Therefore, it is suggested as the best road at the instant of time considered, in terms of congestion, according to the selected criteria.

Following the same procedure, the traffic control application obtains the best road recalculating the weights of the pairwise comparisons every time the application receives new input data of the considered roads from the DGT web page. By doing this, a graphical representation of the alternatives weights computed at every period of time can be plotted.

This enables us to make an analysis of the alternatives’ evolution with time and see what is the best road for driving not only at a certain instant of time but also in a whole period of time. This also enables the study of data trends, prediction of the system behaviour, and the best road in advance.

In order to evaluate the effectiveness of the proposed algorithm, total scores for the alternatives have been computed at eleven instants of time, from 6:00 am to 11:00 am,
with a period of half an hour. At the first time instant, traffic state has been simulated as it is at the beginning of the input data obtained from DGT web page, as shown in the previous example. Then, for each instant of time, it has been considered that the 10%, 30%, and 50% of the drivers follow the recommendations of the smart traffic management system, considering the input data used at the previous time instant modified according to the percentage of compliant drivers. By doing so, a realistic example is given, considering input data that varies dynamically according to drivers’ choices, and the impact of the proposed decision making algorithm in managing and reducing traffic jams can be properly tested. Table 14 shows the highest ranked alternative at each instant of time for the different percentages of compliant drivers, and Figure 6 shows the evolution of alternative weights with time considering the above-mentioned percentages of compliant drivers.

5.5. Comparative Analysis of AHP-Based Proposed Algorithm and Fuzzy TOPSIS Method. In order to test the solidity of the proposed algorithm, it has been compared with another well-known MCDM algorithm, TOPSIS, which has received much interest among researchers and practitioners and it is used across different application areas including transportation.

First, Fuzzy TOPSIS algorithm has been applied to the application case shown in the previous section in order to see its behaviour compared with the proposed algorithm. Then, both algorithms have been compared according to the factors considered in [41] that are relevant for the application case of the proposed algorithm.

5.5.1. Fuzzy TOPSIS Application. When applying Fuzzy TOPSIS algorithm to the application case shown in the previous section, output shown in Figure 7 was obtained. Table 15 shows the highest ranked alternative for each instant of time and for the different percentages of drivers which follow the recommendations of the smart traffic management system.

As can be seen, the highest ranked alternatives in most of the considered time instants are both M-40 and A-3, whereas in the proposed algorithm the highest ranked alternatives are M-40 and M-45 (see Figure 6). Although both algorithms behave similarly alternating the best suggested roads equally, there are two main differences that can be noticed between them.

First, alternatives weights are closer at each time instant in the proposed algorithm than in Fuzzy TOPSIS. This shows that the proposed algorithm manages better the traffic situation, distributing it equally between the possible roads and not allowing a high level of traffic load in any of them.

On the other hand, the second difference is that, in the proposed algorithm, distances between alternative weights, for each time instant, increase as the number of compliant drivers increases too, whereas these distances barely vary with the number of compliant drivers in Fuzzy TOPSIS. This shows that the proposed algorithm is more sensitive to traffic load changes than Fuzzy TOPSIS and, therefore, it presents a higher level of adaptability to manage changes in the traffic state.

5.5.2. Adequacy to Changes of Alternatives. When routing the traffic, changes in the road map can be made as a consequence of the building of new roads, so the inclusion of new alternatives should be considered. However, one of the main effects that can arise in some decision making algorithms, such as AHP and Fuzzy TOPSIS, when including new alternatives is the rank reversal [42]. This happens when the worst ranked alternative before including new alternatives in the algorithm becomes the best one after including them. This effect has been considered by some studies as a flaw in the AHP method [42–44].

Therefore, in order to test the consistency of the preference order of alternatives obtained by the compared algorithms, an additional alternative, called A_4, has been added with respect to the example previously shown. Three tests were performed for each decision making algorithm, each one with the additional alternative having a rating equal to one of the three existing alternatives. In addition, equal weights for all the criteria were applied. For the sake of clarity and simplicity, in these tests only the case of having a 10% of compliant drivers has been considered.

Before adding the new alternative, the highest ranked alternatives were equally M-40 and M-45 whereas A-3 was the worst ranked in the AHP-based proposed algorithm application case. On the other hand, in the Fuzzy TOPSIS application case, A-3 and M-40 were the highest ranked alternatives while M-45 was the lowest ranked.

After adding the new alternative to both algorithms, there were no significant changes in the ranking of alternatives except when the new alternative has a rating equal to M-40. Figures 8 and 9 show the evolution of the alternatives weights.
Figure 6: Evolution of alternative weights with time for the proposed algorithm when the percentages of compliant drivers are 10% (a), 30% (b), and 50% (c).

Table 14: Highest ranked alternative at each instant of time for the proposed algorithm considering different percentages of compliant drivers.

| Percentage of compliant drivers | 6:00 | 6:30 | 7:00 | 7:30 | 8:00 | 8:30 | 9:00 | 9:30 | 10:00 | 10:30 | 11:00 |
|--------------------------------|------|------|------|------|------|------|------|------|-------|-------|-------|
| 10%                            | M-45 | M-40 | A-3  | M-45 | M-40 | A-3  | M-45 | M-40 | A-3   | M-45  | M-40  |
| 30%                            | M-45 | M-40 | A-3  | M-45 | M-40 | A-3  | M-45 | M-40 | A-3   | M-45  | M-40  |
| 50%                            | M-45 | M-40 | A-3  | M-45 | M-40 | A-3  | M-45 | M-40 | A-3   | M-45  | M-40  |

Table 15: Highest ranked alternative at each instant of time for Fuzzy TOPSIS algorithm considering different percentages of compliant drivers.

| Percentage of compliant drivers | 6:00 | 6:30 | 7:00 | 7:30 | 8:00 | 8:30 | 9:00 | 9:30 | 10:00 | 10:30 | 11:00 |
|--------------------------------|------|------|------|------|------|------|------|------|-------|-------|-------|
| 10%                            | A-3  | M-40 | M-45 | A-3  | M-40 | M-45 | A-3  | M-40 | A-3   | M-45  | M-40  |
| 30%                            | A-3  | M-40 | M-45 | A-3  | M-40 | M-45 | A-3  | M-40 | A-3   | M-45  | M-40  |
| 50%                            | A-3  | M-40 | M-45 | A-3  | M-40 | M-45 | A-3  | M-40 | A-3   | M-45  | M-40  |
Figure 7: Evolution of alternative weights with time for Fuzzy TOPSIS algorithm when the percentages of compliant drivers are 10% (a), 30% (b), and 50% (c).

Figure 8: Importance order of alternatives for each instant of time in the proposed algorithm before adding a new alternative (a) and after adding it with a rating equal to M-40 (b).
within the interval of time considered, before and after adding the new alternative, when applying the proposed algorithm and Fuzzy TOPSIS.

As can be appreciated in the previously mentioned figures, in the proposed algorithm application case, rank reversal happens at 6:30 whereas, in the Fuzzy TOPSIS application case, there is no rank reversal. So, although both algorithms present high consistency against rank reversal, according to the results obtained, it can be stated that Fuzzy TOPSIS algorithm provides a more consistent importance order of alternatives than the proposed algorithm for the considered application case.

However, depending on the application case, rank reversal must not necessarily be taken into account as a flaw in the decision making algorithm, but as a logical consequence of the addition of a new alternative to evaluate. For example, in the case of traffic routing, the building of new roads could change the traffic situation to such an extent that the worst road in terms of congestion before building the new road could become the best road after building it, at least in some instants of time. Therefore, rank reversal is not such a critical factor so as to choose Fuzzy TOPSIS instead of the proposed algorithm in the presented scenario.

In addition, the proposed algorithm outputs more logical results than Fuzzy TOPSIS since, before adding the new alternative, the latter does not rank M-45 as one of the best roads in the considered period of time, whereas according to the input data it is the best road in most of the time instants.

5.5.3. Adequacy to Changes of Criteria. In traffic routing situations, it could be useful to add new criteria to the decision making algorithm in order to improve the evaluation of the alternatives and, consequently, the traffic routing and to reduce traffic jams. Besides, rank reversal can arise when adding new criteria as shown in [41], so, in this case, consistency of the proposed algorithm can also be tested.

Therefore, as in the previous case, three tests for each algorithm have been performed, adding an additional criterion, called $C_4$, with a rating equal to one of the three existing criteria.

Before adding the new criterion, the importance order of criteria was OccupancyRate > AverageSpeed > TrafficFlow in both algorithms for the proposed application case. After adding the new criterion, there were no changes in the criteria importance order for both algorithms. Therefore, since no rank reversal happened, it can be concluded that both algorithms provide a consistent importance order for the criteria.

5.5.4. Computational Complexity. This factor refers to the number of operations required for the decision making algorithm to compute the final scores of the considered alternatives. According to [41], and taking into account that no degrees of possibility are computed in the proposed algorithm, the computational complexity, $T_{nm}$, of the Fuzzy AHP method is given by the following equation:

$$T_{nm} = 6m(n + 1) + n(m + 1) + nm,$$

where $n$ are the number of alternative roads and $m$ the number of criteria. On the other hand, computational complexity of the Fuzzy TOPSIS method is $20nm$.

Since in the proposed application example $m = 3$ and $n = 3$, the number of operations needed is 93 for the AHP-based proposed algorithm and 180 for the Fuzzy TOPSIS algorithm. Therefore, the proposed algorithm is more efficient than Fuzzy TOPSIS algorithm in this application example.

6. Conclusions

This work has been aimed at developing a decision making algorithm for traffic jams reduction that can be applied to ITS. For that purpose, a traditional and widely used decision making algorithm, named AHP, has been adapted to this context by fusing two of its variants: FAHP and DAHP.

The proposed decision making algorithm benefits from FAHP method in the use of fuzzy intervals as pairwise weights, instead of single values, in order to model the uncertainties that can arise in the information passing through transportation management systems at the time of either collection from sensors, processing, or presentation,
because the collected data produces incomplete information or because the information loses some of the precision during processing and display.

On the other hand, the benefit from DAHP algorithm is the possibility of refreshing and recalculating the weights of the alternatives every time the new input data are received. That enables the proposed method to be adapted to the changes of the environment and respond properly to them. It also has the advantage of enabling an analysis and representation of the historical information of the different alternatives weights in order to see their trends and predict the behavior of the system.

In turn, this analysis and trend computation could be used to predict congestions on the roads in order to make decisions in advance, which would lead to avoiding traffic jams in advance, saving fuel and energy, and improving mobility. This also leads to fostering commerce and domestic markets and contributes to the countries development boosting not only economy but also environmental care and, therefore, enabling a sustainable development.

In order to see the operation and suitability of the proposed decision making method for ITS, it has been applied to a smart traffic management system, located on a certain segment of the highway called A-3 in Madrid, between kilometic points 6 and 12. Basically, a traffic control application receives periodically input values of traffic flow, average speed, and occupancy rate, retrieved from DGT web page, and, executing the proposed decision making algorithm, obtains the best road among the ones comprised in the road segment, in this case A-3, M-40, and M-45.

More specifically, input values in eleven instants of time with a half an hour of difference, from 6 am to 11 am of February 12, 2016, have been taken in order to test the operation of the decision making algorithm. It has been considered that the 10%, 30%, and 50% of the drivers follow the recommendations of the smart traffic management system in order to give a realistic example, using dynamic input data, and see the impact of the proposed decision making algorithm in reducing traffic jams.

Results show that the best roads during the considered period of time are M-40 and M-45 ring roads. On the other hand, the worst road for driving, during the time considered, is A-3 highway. The results obtained make sense, because A-3 is one the main roads in Spain, and it tends to be very busy in rush hour periods, such as the time period considered in the example.

Finally, for testing the validity and effectiveness of the proposed algorithm, it has been compared with a variant of a well-known decision making algorithm called TOPSIS. The comparison has been performed based on four factors: application of Fuzzy TOPSIS to the proposed example, adequacy to changes of alternatives, adequacy to changes of criteria, and computational complexity.

After applying Fuzzy TOPSIS algorithm to the proposed example, and comparing it with the proposed decision making algorithm, it is concluded that the latter one has two main advantages over the former one. On one hand, the proposed algorithm distributes more equally the traffic between the considered roads, avoiding a high level of traffic load in any of them. On the other hand, because the proposed algorithm is more sensitive to traffic load changes, which makes it present a higher level of adaptability to changes in the traffic state.

Regarding the adequacy of changes of both alternatives and criteria, a new alternative and criterion have been added, respectively, to test the consistency of both algorithms with respect to rank reversal. Tests done show that although both algorithms present a high level of consistency, Fuzzy TOPSIS is more consistent than the proposed algorithm because, when adding a new alternative with a rating equal to one of the best ranked alternatives, M-40, rank reversal happened in the proposed algorithm, at just one time instant, but not in Fuzzy TOPSIS.

However, since rank reversal could be a logical effect in a traffic routing scenario when new roads are built, due to the changes it implies in the traffic state of the affected roads, it can be considered as a noncritical effect to select Fuzzy TOPSIS instead of the proposed algorithm for the decision making in the presented scenario. On the other hand, there were no changes in the importance order of the criteria when a new criterion was added in both algorithms.

Regarding computational complexity, it has been tested by computing the number of operations needed for both algorithms to obtain the ranking of alternatives. According to this factor, the proposed algorithm has proven to be more efficient than Fuzzy TOPSIS algorithm, since it needs a lower number of operations for ranking the alternatives.
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