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Abstract

Hyper-heuristics have emerged as a way to raise the level of generality of search techniques for computational search problems. This is in contrast to many approaches, which represent customised methods for a single problem domain or a narrow class of problem instances. The current state-of-the-art in hyper-heuristic research comprises a set of methods that are broadly concerned with intelligently selecting or generating a suitable heuristic in a given situation. Hyper-heuristics can be considered as search methods that operate on lower-level heuristics or heuristic components, and can be categorised into two main classes: heuristic selection and heuristic generation. The term hyper-heuristic was defined in the early 2000s as a heuristic to choose heuristics, but the idea of designing high-level heuristic methodologies can be traced back to the early 1960s. This paper gives a brief history of this emerging area, reviews contemporary hyper-heuristic literature, and discusses recent hyper-heuristic frameworks. In addition, the existing classification of selection hyper-heuristics is extended, in order to reflect the nature of the challenges faced in contemporary research. Unlike the survey on hyper-heuristics published in 2013, this paper focuses only on selection hyper-heuristics and presents critical discussion, current research trends and directions for future research.
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1. Introduction

There is significant research interest in offering bespoke heuristic solutions to difficult real-world optimisation problems. Such methods rely on problem-specific knowledge to operate, and often produce computationally efficient solutions in reasonable time. However, specific heuristic methods do not always perform well when applied to other problem domains without significant modification. This is a primary motivation for the development of general-purpose problem-independent heuristic search methodologies, known as hyper-heuristics. Hyper-heuristics have received increased attention in the scientific research community over the past decade or so, with significant progress made in developing high-level methods which are applicable to a range of different problems. A key goal of hyper-heuristic research is not only to compete with state-of-the-art problem-specific approaches, but to offer a generalised technique able to deliver good quality solutions for a variety of computational optimisation problems. Another motivation for the development of hyper-heuristics comes from the study of Fisher and Thompson (1963), who concluded that the performance when mixing and combining different low-level heuristics produced better quality solutions than if they were applied separately. Their study showed that individual heuristics may be particularly effective at certain stages of the search process, but perform poorly at others. Therefore, it is reasonable to expect that several heuristics combined in an appropriate way may produce better solutions.

The term “hyper-heuristic” can be defined as a high-level automated search methodology which explores a search space of low-level heuristics (neighbourhood or move operators, or metaheuristics) or heuristic components, to solve
computationally hard problems. There are two main types of hyper-heuristics: hyper-heuristics to generate heuristics and hyper-heuristics to select heuristics. In this study, we focus on the selection hyper-heuristics class, which control a set of low-level heuristics during an iterative search process.

An iterative selection hyper-heuristic applies a chosen low-level heuristic to the current solution at each step of a search, before deciding whether to accept or reject the newly created solution. If the search stagnates, i.e. a locally optimal solution is found, a good selection hyper-heuristic will select an appropriate low-level heuristic to diversify the search to another area of the solution space. Note that traditional hyper-heuristics based on the framework initially proposed by Cowling et al. (2001) only require limited information to operate, such as the number of low-level heuristics, the direction of the optimisation process (maximising or minimising) and the objective function value of a given solution. This modular design, and the utilisation of the domain barrier concept, which prevents a hyper-heuristic from retrieving any problem domain specific information, enables them to offer a more general approach to computational search. The idea is that a selection hyper-heuristic or its components can be reused on another problem domain without requiring major modifications. Low-level heuristics often implement simple neighbourhood moves such as swap or shift, or basic local search operations. However, more complex heuristics such as metaheuristics can also be considered at the lower level.

Over the past few years, a number of review papers and book chapters on hyper-heuristics have been published (Burke et al., 2003, 2009, 2010). Burke et al. (2013) provided an overview of the scientific literature on hyper-heuristics up until the end of 2012, also discussing the history of hyper-heuristics and the intellectual roots of hyper-heuristic methods. The authors introduced some related areas and discussed directions for future research, encouraging more interaction between related communities, especially those working in the fields of metaheuristics and machine learning. A tutorial article was later published by Ross (2014), which gave useful guidelines for implementing a hyper-heuristic approach, in addition to discussing a number of relevant research issues and identifying promising application domains. The chapter also gave a brief history of the area and discussed some representative examples published at the time in detail. A more recent publication by Branke et al. (2016) provided a comprehensive review of recent developments in generation hyper-heuristics, with an emphasis on the design of construction heuristics in production scheduling optimisation problems. This paper presented three useful components in the design of hyper-heuristics for the generation of heuristics: (i) the representation of what they call candidate heuristics, which define the search space, (ii) the optimisation algorithm used to explore this search space, and (iii) the fitness function used to determine the quality of candidate heuristics. The authors classified hyper-heuristics according to the learning method they adopt (supervised or unsupervised). Another recent publication by Pillay (2016) presented an overview of hyper-heuristics for university examination timetabling, university course timetabling and school timetabling problems. The author emphasised one of the key objectives; namely, to produce reusable technologies to solve difficult real-world educational timetabling problems in a more general manner.

General purpose heuristic search and optimisation methods have been studied in various fields, from Operational Research to Computer Science and Artificial Intelligence. Although this study focuses on selection hyper-heuristic approaches in particular, there are other strands of independent ongoing research using related approaches. A survey on ‘Algorithm Selection’ was presented by Kotthoff (2014). The key goal of the algorithm selection problem is to select the most suitable algorithm to solve a given problem instance, instead of developing new algorithms. This paper presented an overview of previous categorisations of algorithm selection approaches, providing a unified classification and definition that captures the work currently being undertaken in this field. The author also described the concept of ‘Algorithm Portfolios’, where the decision of which algorithm to use is decided on a case-by-case basis for each problem instance individually. The author distinguished two main classes of portfolios: Static Portfolios which are constructed offline before any problem instances are solved; and Dynamic Portfolios which change the composition and/or configuration of the constituent algorithms in an online manner, while solving a given instance problem. Pappa et al. (2014) provided a historical perspective on automated algorithm design, discussing similarities and differences between meta-learning in the field of supervised machine learning and general-purpose hyper-heuristics in the field of optimisation. This discussion focused on the dimensions of the space of possible problem instances, the search space of algorithms (or heuristics) that a high-level search method is operating over, and the performance measure used to evaluate the performance of a given algorithm to a given problem. There are other well established fields of research where studies related to hyper-heuristics have been carried out, such as adaptive Memetic Algorithms (Ong et al., 2006), Adaptive Operator Selection (Fialho et al., 2008, Li et al., 2014), Variable Neighbourhood Search (Hansen et al., 2010), Reactive Search (Battiti and Brunato, 2011), algorithm configuration (López-Ibáñez and Stützle, 2014).
In this paper, we will provide a review of the selection hyper-heuristic literature, capturing the recent advances in this rapidly growing area of research, extending the existing categorisation of selection hyper-heuristics and identifying issues to be addressed for future research. The relevant studies covered in this paper include only the full papers that appeared after the survey of Burke et al. (2013).

The remainder of this paper is structured as follows, Section 2 discusses some extensions to the existing classification of hyper-heuristics, building on the previous classification provided by Burke et al. (2010). Section 3 describes frameworks introduced to facilitate selection hyper-heuristic research, providing a detailed overview the popular HyFlex framework and the CHeSC competitions it was designed to support. Section 4 outlines the details of the selection hyper-heuristics submitted to the CHeSC 2011 competition, and other methods that have been used in the context of cross-domain optimisation subsequently. In Section 5 a survey of selection hyper-heuristics applied to other problem domains, not included in the HyFlex framework, is provided. Section 6 focuses on selection hyper-heuristics for multiobjective optimisation, distinguishing between methods which select from different low-level operators and those which select from different metaheuristics. An overview of recent selection hyper-heuristics that construct solutions, rather than perturb complete solutions, is given in Section 7. Section 8 considers generative hyper-heuristic methods which either automatically generate or configure selection hyper-heuristics. Finally, Section 9 discusses some of the limitations of contemporary hyper-heuristic research and proposes a number of avenues for future research.

2. Extending the Classification of Selection Hyper-heuristics

This section provides an extended classification of selection hyper-heuristics, based on the original classification of Burke et al. (2010). The proposed extended classification is illustrated in Figure 1 with each component discussed in detail in the subsequent subsections.

![Figure 1: An extended classification of selection hyper-heuristics.](image-url)
2.1. Nature of feedback received

Selection hyper-heuristics iteratively modify the solutions(s) in hand, controlling a set of perturbative low-level (meta)heuristics until the given termination criteria are satisfied. The low-level heuristics in the context of selection hyper-heuristic methods can be simple operators, metaheuristics or even potentially hyper-heuristics. They were originally classified based on the nature of the feedback received during the search process. Hence, selection hyper-heuristics embed either no learning mechanism or online learning methods to process feedback during the search process, influencing the subsequent decisions made at the hyper-heuristic level (Burke et al., 2010). There are also offline learning hyper-heuristics, which are often used as generation hyper-heuristics. Methods of this type are trained on sample problem instances, receiving feedback prior to the search to create new heuristics applicable to unseen problem instances. There are examples of recently proposed selection hyper-heuristics incorporating mixed learning methods, combining both offline and online learning (e.g., Uludağ et al. (2013); Asta and Özcan (2015)).

2.2. Low-level heuristics

2.2.1. Nature of the search structure

Within selection hyper-heuristics (Burke et al., 2010) delineated two types of low-level heuristics based on the search structure employed: construction and perturbation heuristics. Constructive heuristics gradually build a solution from scratch, selecting between a set of pre-defined low-level heuristics to apply at each step, incrementally building a complete solution. Perturbation heuristics operate on complete solutions, performing local search operations using pre-defined neighbourhood structures. Typically this is an iterative process, continuing until some termination criteria is met.

2.2.2. Nature of the low-level heuristic set

Selection hyper-heuristics control a fixed set of low-level heuristics, each of a particular type, such as, mutational, ruin-recreate, local search (hill climbing), crossover or metaheuristics. By design, a selection hyper-heuristic can be allowed to manage the whole set of predefined (e.g. unary, binary, n-ary) low-level heuristics, a reduced set of heuristics excluding a (some) particular type(s) of heuristics (e.g. crossover operators), or an increased set of heuristics produced based on the whole set (e.g. via relay hybridisation creating new heuristics by pairing up existing heuristics). In many previous studies, if the low-level heuristic set consists of metaheuristics, then the whole set is utilised. Recent approaches using an increased set of low-level heuristics often control the size of the heuristic set, attempting to adaptively identify the best performing low-level heuristics with an online learning mechanism or exclude poor performing heuristics using tabu based methods.

2.2.3. Nature of how heuristics are grouped, chosen and applied

The nature of how a heuristic is selected and applied changes from one hyper-heuristic to another. A standard selection hyper-heuristic does not group the low-level heuristics, selecting and applying a single heuristic one at a time without distinction. There are other hyper-heuristic methods which group low-level heuristics together and use them separately based on their grouping. Each group of low-level heuristics can be fixed and a predefined sequence of heuristic groups can be used during the search process. For example, a natural grouping can be based on heuristic types. Iterated Local Search-like hyper-heuristic methods choose and apply from mutational heuristics first, which are then followed by application of a chosen local search/hill climbing heuristic. Özcan et al. (2008) identified four different selection hyper-heuristic frameworks utilising a given set of mutational and hill climbing heuristics. It is possible to use the same or multiple selection hyper-heuristics to control heuristic types during the search. There are other hyper-heuristic methods which operate in a stage-based manner, deciding on the subset (group) of low-level heuristics to use at each stage, either prior to or during the search. The overall approach can use a fixed number of stages until termination, or perform the search adaptively, switching between stages in an iterated manner.

2.3. Nature of solutions and objective functions

The standard classification of metaheuristics (Birattari et al., 2001; Blum and Roli, 2003) also applies to selection hyper-heuristics. Population (multi-point) based hyper-heuristics use multiple current solutions as they perform a search, while single-point based hyper-heuristics use one active current solution. The majority of selection hyper-heuristics are single-point search methods, with some population based methods existing; however there are also a
few studies using a mixed approach, combining both single and multi-point based search in phased manner (Hsiao et al., 2012; Lehrbaum and Musliu, 2012). Some hyper-heuristics utilise an explicit memory to maintain the search history for guiding future search decisions, while there are also memoryless hyper-heuristics. A selection hyper-heuristic often consists of a heuristic selection method and a move acceptance mechanism (Özcan et al., 2008), and can be designed to solve single-objective or multiobjective problems. It is worth noting that the move acceptance component often becomes a replacement strategy, if a population based approach is used.

2.4. Nature of move acceptance

Assuming a single point based search framework, the nature of move acceptance depends on the nature of accept/reject decisions as well as the parameter setting method used by the move acceptance method (Jackson et al., 2018). The move acceptance mechanism in selection hyper-heuristics can be classified as stochastic if a probabilistic framework is considered while making the accept/reject decision (e.g. Simulated Annealing), or non-stochastic, otherwise. Non-stochastic move acceptance methods can be further classified into basic methods, such as accepting All Moves (AM), accepting Improving or Equal moves (IE) and accepting Only Improving moves (OI), and threshold acceptance methods (e.g. Great Deluge, Late Acceptance Strategy etc.).

2.5. Nature of parameter setting

Heuristic selection, move acceptance or low-level heuristics often carry parameters to be set or controlled. The algorithmic parameters for the heuristic selection and move acceptance methods need to be handled at the hyper-heuristic level, while the setting of low-level heuristic parameters can be handled by either the hyper-heuristic or low-level heuristic itself. Eiben et al. (1999) provided three categories of parameter control for evolutionary algorithms: deterministic, adaptive and self-adaptive. This categorisation based on the nature of parameter setting can be extended to other metaheuristics and hyper-heuristics which embed a move acceptance method.

The parameters can be set statically to a fixed value prior to the search process, dynamically, allowing the value to change in a predefined manner, or adaptively allowing the value to change in a reactive manner during the search process. An algorithm can adjust its behaviour, and hence parameter setting, self-adaptively by searching for the best solution and parameter setting simultaneously.

3. Selection Hyper-heuristic Frameworks

In this section we introduce recent selection hyper-heuristic frameworks, developed to support researchers designing hyper-heuristic methods and to facilitate performance comparison between different hyper-heuristic approaches. The core of this section describes the HyFlex framework, which has become the standard benchmark for comparing cross-domain search methods. A large number of approaches in the literature make use of this framework, and are discussed in detail in Section 4.

3.1. HyFlex v1.0 and CHeSC 2011

HyFlex (Hyper-heuristics Flexible framework) is a software tool written in Java, developed for designing and comparing the performance of selection hyper-heuristics (Ochoa et al., 2012). A significant feature of HyFlex is that it implements all of the problem-specific components of optimisation problems, including solution representation, initialisation routines, evaluation functions and low-level heuristics. This allows researchers to focus solely on implementing the high-level strategy to manage the low-level heuristics available. Ross (2014) argued that the enforcement of an explicit separation between the hyper-heuristic and domain-specific aspects, through strict enforcement of the domain barrier, makes HyFlex undesirable for use in large real-world applications, which require far more domain-specific information than it can offer.

In each HyFlex problem domain, a number of benchmark problem instances is supplied, and four different types of low-level heuristics (move operators) are defined. The internal workings of each low-level heuristic are not available to the user. These heuristics can be mutational, ruin-recreate, local search (hill climbing) or crossover. Mutational heuristics modify a solution by randomly perturbing it. Ruin-recreate heuristics make large-scale changes by destroying some parts of a candidate solution, before rebuilding those parts to form a feasible solution, with no
guarantee of solution quality. Local search heuristics incorporate an iterative improvement process, guaranteeing that a non-worsening solution will be returned. Crossover heuristics generate a new solution by recombining two existing solutions. Each low-level heuristic in HyFlex is associated with a parameter which can modify certain behaviour to a limited extent. Two parameters are used, $\alpha$ and $\beta$ ($0 \leq \alpha, \beta \leq 1$), representing the intensity of mutation and depth of search respectively, to control the behaviour of certain low-level heuristics. How these parameters affect the search depends on the low-level heuristic in question. For example, the depth of search parameter could specify an iteration or time limit for a particular local search heuristic, while the intensity of mutation could indicate how many activities are changed when invoking a mutational heuristic or the percentage of activities that are destroyed and rebuilt in a ruin-recreate heuristic.

The vast majority of the problem instances within HyFlex are taken from well known benchmark suites. HyFlex initially provided four optimisation problem domains:

- **Boolean satisfiability problem (SAT).** This problem requires determining whether an assignment of the variables of a boolean formula exists such that the formula evaluates to true. Given an objective function that calculates the number of clauses that are satisfied, the goal is to minimise the number of unsatisfied clauses. The problem instances for this domain were taken from SATLIB and international SAT competitions (SAT 2007/2009 and Max-SAT 2010) and contain between 200 and 800 variables, and 1000 and 3500 clauses (Hyde et al., 2010b).

- **One-dimensional bin-packing problem (BP).** This problem consists of a set of items, each with a given weight, which must be packed into as few limited capacity bins as possible. The BP instances in HyFlex were randomly generated using distributions taken from well-known sources in the literature (Hyde et al., 2010a).

- **Personnel scheduling problem (PS).** This problem involves determining at which times and on which days a set of employees should work over a specific planning period, with the goal of minimising a weighted sum of several objectives. The majority of problem instances are taken from real-world employee shift scheduling problems (Curtois et al., 2010).

- **Permutation flow shop problem (PFS).** In this problem, there are $n$ jobs to be completed on $m$ consecutive machines, visiting machine 1 first then machine 2 and so on. Jobs can be processed by only one machine at a time and machines can only process one job at a time. The goal is to find a permutation of the $n$ jobs that minimises the total time to complete all jobs (i.e. minimising the makespan). All problem instances are from the Taillard set of permutation flow shop benchmark problems (Vázquez-Rodríguez et al., 2010).

A set of 10 instances for each of these four problem domains were the training benchmark that supported an international competition in 2010/2011, known as the Cross-Domain Heuristic Search Challenge (CHeSC 2011): [http://www.asap.cs.nott.ac.uk/chesc2011/](http://www.asap.cs.nott.ac.uk/chesc2011/) The competition attracted significant international attention with 20 teams participating. To evaluate each of the competing hyper-heuristics the organisers of the challenge conducted 31 independent runs on three of the ten instances from each of these four problem domains, plus two hidden instances from each problem domain. In addition another five instances from each of two additional unseen problem domains were also tested, again performing 31 independent runs for each instance. The two additional ‘hidden’ problem domains were:

- **Travelling salesman problem (TSP).** Given a list of $n$ cities and the pairwise distances between them, the task is to find the shortest possible tour that visits each city exactly once and returns to the starting city. All instances were taken from the well-known TSPLIB.

- **Capacitated vehicle routing problem with time windows (VRP).** This problem involves meeting the service demand of a set of customers, using as few vehicles as possible, whilst satisfying a set of constraints, such as adhering to time windows within which a customer must be visited. The VRP instances are from the widely used existing benchmarks provided by Solomon and Gehring-Homberger.

A time limit was imposed for each run to 600 seconds on a typical standard desktop machine. A benchmarking tool was developed by the organisers to report the time another machine should take, equivalent to 600 seconds on the standard machine. The competing hyper-heuristics were ranked using a methodology inspired by the Formula 1 scoring system. The median objective values found during the 31 independent runs of each method were calculated
for each problem instance. The eight methods with the best median score for each instance awarded a score of 10, 8, 6, 5, 4, 3, 2 and 1 points respectively, with the remaining methods awarded 0 points for that instance. These points were totalled across the 30 instances (5 instances, 6 problems) for each algorithm, yielding a potential maximum score of 300 points. The approach that achieved the highest total score was deemed the winner of the challenge. The methods submitted to CHeSC 2011 and the competition results are discussed in detail in Section 4.

An analysis of the set of instances used in the HyFlex benchmark set was performed by Mısır (2017). This study focused on assessing the quality of the benchmark set, in terms of its ability to measure and compare the results of different algorithms. Using matrix factorisation, a number of features characterising different types of problem instances were extracted to form a number of problem instance ‘clusters’. Rather than each cluster containing instances from a single problem domain, a level of diversity between clusters was observed, with some clusters consisting of instances from a variety of problem domains. Despite this, one large cluster was identified, containing all of the PFS and TSP instances and some of the BP and PS instances. Due to the size of this cluster, any hyper-heuristics that were able to perform well on this type of instance would have an advantage when being compared using the competition criteria.

Adriaensen et al. (2015) implemented three more problem domains, each with ten problem instances, to extend the HyFlex benchmark set. The extended benchmark set can be downloaded from: https://github.com/Steven-Adriaensen/hyflext and contains the following problem domains:

- 0-1 knapsack problem (KP). Given a set of items, each with associated weight and profit, the goal is to select a subset of items that maximises the total profit gained whilst satisfying capacity constraints, that is, the maximum total weight that can be accommodated by the knapsack. These instances were created using the generator of Martello et al. (1999).

- Quadratic assignment problem (QAP). This problem consists of a set of facilities and locations, with a defined distance between each pair of locations, and flow between each pair of facilities. The objective is to find an assignment of facilities to distinct locations that minimises the sum of the distances between each location multiplied by the corresponding flows between each facility. All instances were taken from the well-known QAPLIB and contain between 100 and 256 locations.

- Maximum-cut problem (MAC). Let $G = (V,E)$ be a graph with $n$ vertices and $m$ edges, and each edge has an associated weight. This problem requires determining a cut that maximises the total weight of the edges that have an end point in each set. The ten instances provided in this problem domain are from either the 7th DIMACS Implementation Challenge or generated using Rudy by Giovanni Rinaldi.

A summary of the number of each different type of low-level heuristic for each of the nine problem domains is given in Table 1. Although the four categories of low-level heuristic are simple, the low-level heuristics themselves vary significantly in terms of complexity. The details of the low-level heuristics for the original problem domains can be found in the corresponding technical reports (Hyde et al., 2010b,a; Curtois et al., 2010; Vázquez-Rodríguez et al., 2010), while the details for the extended benchmark set are provided by Adriaensen et al. (2015).

|       | SAT | BP | PS | PFS | TSP | VRP | KP | QAP | MAC |
|-------|-----|----|----|-----|-----|-----|----|-----|-----|
| Mutational | 6   | 3  | 1  | 5   | 5   | 3   | 5  | 2   | 2   |
| Ruin-recreate | 1   | 2  | 3  | 2   | 1   | 2   | 2  | 3   | 3   |
| Local search  | 2   | 2  | 5  | 4   | 3   | 3   | 6  | 2   | 2   |
| Crossover    | 2   | 1  | 3  | 4   | 4   | 2   | 3  | 2   | 2   |
| Total        | 11  | 8  | 12 | 15  | 13  | 10  | 17 | 10  | 11  |

1. http://dimacs.rutgers.edu/Challenges/Seventh/Instances/
2. https://web.stanford.edu/~yyye/yyye/Gset/
3.2. HyFlex v1.1 and CHeSC 2014

Following the study of Asta et al. (2013a), an extended version of HyFlex, namely HyFlex v1.1, was developed to accommodate the concept of batch mode hyper-heuristics. This feature allows hyper-heuristics to deal with the HyFlex problem instances collectively as a batch, rather than individually. The idea was motivated by the observation that some of the problem instances are easier than others, and good hyper-heuristics may allocate more time to difficult instances (effort balancing). The batched mode concept also allows hyper-heuristics to learn from earlier instances if they belong to the same problem domain (inter-instance learning). The newer version of HyFlex also gives the hyper-heuristic access to some instance-specific information as a problem instance feature, such as, the size of the instance being solved. Another significant feature of HyFlex v1.1 is that it supports multi-core mode of operation, and allows solution exchange through the use of external memory. HyFlex v1.1 was used in the second Cross-domain Heuristic Search Challenge (CHeSC 2014) which was organised in two tracks. In the first track, the problem instances have to be solved sequentially, however, in the second track, hyper-heuristics are allowed to work with multiple problem instances simultaneously. HyFlex v1.1 supports the same problem domains as the original HyFlex (v1.0). The challenge results and brief extended abstracts describing the competing methods can be found on the challenge website: [http://www.hyflex.org/chesc2014/](http://www.hyflex.org/chesc2014/).

3.3. Other Selection Hyper-heuristic Frameworks

There are many software frameworks implemented in a range of programming languages for rapid development of metaheuristics with reusable components. Parejo et al. (2012) reviews some commonly used libraries, mostly for evolutionary computation. We provide an overview of hyper-heuristic frameworks other than HyFlex in this section.

3.3.1. Hyperion

Hyperion (Swan et al., 2011) provides a general recursive object-oriented framework for the development of meta/hyper-heuristics, incorporating the selection hyper-heuristic frameworks given by Özcan et al. (2008). Its main goal is to decompose the domain into collections of policy components, yielding a generative algorithm framework that facilitates the identification of the components that contribute to an algorithm’s success in a procedural fashion. The Hyperion framework has been extended to Hyperion² (Brownlee et al., 2014), allowing the analysis of the trace taken through the search space by algorithms and their constituent components and promoting interoperability through component interfaces.

3.3.2. ParHyFlex

Inspired by HyFlex, ParHyFlex (Van Onsem and Demoen, 2013) was built to support the development of hyperheuristics in a parallel environment. The framework is implemented using Java, and the Message Passing Interface (MPI) protocol is used to handle the communication between different processes. One of its promising features is the way the search trajectory of a process is influenced by experience learned in other processes, which could potentially reduce the chance of becoming trapped in similar regions of the search space.

3.3.3. hMod

Urra et al. (2013) proposed a concrete object-oriented-design pattern referred to as flowchart pattern, which allows one to construct an objectual representation of an algorithm flowchart for dynamic heuristic environments that can be modified or reused at runtime. The hMod framework supports the development of selection hyper-heuristics by offering specialised semantics, through different techniques for facilitating the algorithm building capabilities offered by the flowchart pattern. hMod allows the developer to define the components of selection hyper-heuristics through XML definition files. The two main components of an iterative selection hyper-heuristic, heuristic selection and move acceptance, are defined in separate XML files.

3.3.4. HH-DSL

Cora et al. (2013) introduced a domain specific language (DSL) to facilitate rapid implementation of selection hyper-heuristics by non-experts in HyFlex. The proposed HH-DSL eliminates the need to develop hyper-heuristics in Java directly, providing a high-level language to define hyper-heuristics using HyFlex, allowing researchers to focus solely on hyper-heuristic development rather than Java programming. The source code of HH-DSL is available online at: [https://bitbucket.org/hcora/hh-dsl](https://bitbucket.org/hcora/hh-dsl)
3.3.5. **EvoHyp**

EvoHyp is a Java framework recently introduced by Pillay and Beckedahl (2017), targeting researchers with limited experience in hyper-heuristic development, with a focus on hyper-heuristics based on evolutionary algorithms. This framework provides a toolkit from which evolutionary selection and generation hyper-heuristics, both constructive and perturbative, can be built, including distributed variants. The Java source and documentation for EvoHyp is available online: [http://titancs.ukzn.ac.za/EvoHyp.aspx](http://titancs.ukzn.ac.za/EvoHyp.aspx).

3.3.6. **Multiobjective hyper-heuristic frameworks**

There are a growing number of multiobjective hyper-heuristic studies in the literature which use existing software libraries for multiobjective optimisation, such as, PISA accessible at [http://www.tik.ee.ethz.ch/pisa/](http://www.tik.ee.ethz.ch/pisa/) (Bleuler et al., 2003) and jMetal accessible at [http://jmetal.sourceforge.net/](http://jmetal.sourceforge.net/) (Durillo and Nebro, 2011).

4. **Selection Hyper-heuristics for Cross-domain Search**

Here we survey the literature of selection hyper-heuristics that were developed and tested using the HyFlex framework. This section is split into four subsections. The first subsection covers the methods which were participants to the CHeSC 2011 competition, the second discusses methods which were applied to the original six benchmark problem domains following the competition. Methods which were applied to only a subset of the problem domains in HyFlex are reported in the third subsection, and finally, the papers which include the additional three problem domains from extended benchmark set (Adriaensen et al., 2015) are covered in the last subsection.

4.1. **Applied to all six HyFlex problem domains - CHeSC 2011 hyper-heuristics**

The results of the twenty participants in the CHeSC 2011 challenge using the Formula 1 scoring system are given in Table 2.

| Rank | Method label (reference if available) | Total Score | SAT | BP | PS | PFS | TSP | VRP |
|------|--------------------------------------|-------------|-----|----|----|-----|-----|-----|
| 1    | AdapHH (Mısır et al., 2012b)         | 181.00      | 34.75| 45.00| 9.00| 37.00| 40.25| 15.00|
| 2    | VNS-TW (Hsiao et al., 2012)          | 134.00      | 34.25| 3.00| 39.50| 34.00| 17.25| 6.00 |
| 3    | ML                                   | 131.50      | 14.50| 12.00| 31.00| 39.00| 13.00| 22.00|
| 4    | PHUNTER (Chan et al., 2012)          | 93.25       | 10.50| 3.00| 11.50| 9.00 | 26.25| 33.00|
| 5    | EPH                                  | 89.75       | 0.00 | 10.00| 10.50| 39.00| 36.25| 12.00|
| 6    | HAHA (Lehrbaum and Musliu, 2012)     | 75.75       | 32.75| 0.00| 25.50| 3.50 | 0.00 | 14.00|
| 7    | NAHH (Mascia and Stützle, 2012)      | 75.00       | 14.00| 19.00| 2.00 | 22.00| 12.00| 6.00 |
| 8    | ISEA (Kubalík, 2012)                | 71.00       | 6.00 | 30.00| 14.50| 3.50 | 12.00| 5.00 |
| 9    | KSATS-HH (Adriaensen et al., 2015)   | 66.50       | 24.00| 11.00| 9.50 | 0.00 | 0.00 | 22.00|
| 10   | HAEAA                                | 53.50       | 0.50 | 3.00 | 2.00 | 10.00| 11.00| 27.00|
| 11   | ACO-HH                                | 39.00       | 0.00 | 20.00| 0.00 | 9.00 | 8.00 | 2.00 |
| 12   | GenHive (Cichowicz et al., 2012)     | 36.50       | 0.00 | 14.00| 6.50 | 7.00 | 3.00 | 6.00 |
| 13   | DynILS                               | 27.00       | 0.00 | 13.00| 0.00 | 0.00 | 13.00| 1.00 |
| 14   | SA-ILS                               | 24.25       | 0.75 | 0.00 | 19.50| 0.00 | 0.00 | 4.00 |
| 15   | XCJ                                   | 22.50       | 5.50 | 12.00| 0.00 | 0.00 | 0.00 | 5.00 |
| 16   | AVEG-Nep (Di Gaspero and Urgla, 2012)| 21.00      | 12.00| 0.00 | 0.00 | 0.00 | 0.00 | 9.00 |
| 17   | GISS                                  | 16.75       | 0.75 | 0.00 | 10.00| 0.00 | 0.00 | 6.00 |
| 18   | SelfSearch                            | 7.00        | 0.00 | 0.00 | 4.00 | 0.00 | 3.00 | 0.00 |
| 19   | MCHH-S                                | 4.75        | 4.75 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 20   | Ant-Q                                 | 0.00        | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |

The winning algorithm, AdapHH (a.k.a. GIHH), was proposed by Mısır et al. (2012b). AdapHH adaptively maintains subsets of low-level heuristics for different phases of the search process. A number of performance metrics
are used to determine which heuristics are in the active subset, including the number of new best solutions found by the heuristic, the total solution improvement and deterioration over the search, the total solution improvement and deterioration during the current phase, and the remaining execution time. These measures, each with a given weight, are used to calculate a quality index for each low-level heuristic. A heuristic with a quality index value less than that of the average of the full set of heuristics is excluded from the active subset for the corresponding phase. The length of time that the heuristic is excluded from the subset is referred to as the tabu duration. However, if a particular heuristic is consecutively excluded for a given number of phases, it is permanently excluded from the low-level heuristic set. The phase length is set to a predetermined constant value. AdapHH selects a heuristic from within the active subset based on a set of associated probability values for each heuristic. These probabilities are dynamically modified during the search, based on the number of best improvements found with respect to execution time taken. During part of the search process, AdapHH employs a relay hybridisation technique to discover pairs of low-level heuristics that are effective when applied consecutively. The user controlled parameter values of each low-level heuristic, intensity of mutation and depth of search, are adaptively maintained by AdapHH using a Reinforcement Learning method. The move acceptance criterion accepts solutions below a certain threshold, defined by the fitness values of previous best solutions. This threshold is dynamically adjusted after a certain number of iterations of non-improvement. The acceptance strategy is referred to as Adaptive Iteration Limited List-based Threshold Accepting. Finally, to prevent the search from stagnating, the solution is reinitialised if a certain number of iterations are executed without an improvement in solution quality. Many of the components of AdapHH were introduced in a later paper by the same authors (Mısır et al., 2013b). In CHeSC 2011, AdapHH was the best hyper-heuristic in the SAT, BP and TSP problem domains and ranked second in the PFS problem domain. It delivered poor performance in the PS problem domain compared to the other competitors. Despite the fact that the nature of the combination of many adaptive components seems to be key to the performance of AdapHH, Adriaensen and Nowé (2016) have demonstrated that some of these elements do not necessarily contribute to the success of the approach. This paper is discussed in more detail in Section 4.4.

The second place hyper-heuristic was that of Hsiao et al. (2012). Their method is based on Variable Neighborhood Search (VNS), iterating over a predefined sequence of two stages, first with a population of solutions, before moving on to a second phase using only a single solution. The two stages consist of a ‘shaking’ stage to promote diversification of the search and a local search stage for intensification. The shaking stage applies mutational and ruin-recreate low-level heuristics, with a tabu mechanism employed to prevent frequent application of poor performing low-level heuristics. The local search stage is applied until a local optimum is reached, incorporating an adaptive technique to adjust the strength of the hill climbing heuristics over time. The authors argued that the population based search stage could potentially eliminate poor quality solutions by tournament selection. A second phase is initiated when the search stagnates or half of the allowed computational budget is spent. In this phase, the hyper-heuristic reduces the population size into a single solution, starting with the best solution found so far during the search. This approach was ranked first in the PS problem domain, second in SAT, third in PFS, fourth in TSP and produced relatively poor performance on BP and VRP problem instances when compared to the other twenty competing methods.

The ML hyper-heuristic finished third in the CHeSC 2011 competition. This method, proposed by Mathieu Larose and described briefly in Ochoa et al. (2012), is based on a self-adaptive metaheuristic using multi-cooperative agents and a Reinforcement Learning technique. The method comprises of three main stages: diversification (using mutational, ruin-recreate and no-op heuristics), intensification (using local search heuristics) and move acceptance. The move acceptance mechanism accepts moves in the case that the current solution is improved, or if the candidate solution has not been improved for a given number of iterations. ML ranked first in PFS, second in PS, third in VRP and produced average performance on the remaining HyFlex problem domains.

The fourth ranking hyper-heuristic, PHunter (Chan et al., 2012), imitates the actions of a ‘pearl hunter’. The method can be described as a type of Iterated Local Search, as it involves a process of diversification (termed as ‘surfacing’ and moving to a different area) and intensification (where a hunter ‘dives’ to find a pearl oyster, or better solution in search parlance). The authors distinguished two forms of dives (local search) by controlling the depth of search parameter in HyFlex: ‘snorkelling’ which assigns low values to this parameter, and ‘deep diving’ which assigns higher values. Furthermore, a tabu list to prevent revisiting poor quality solutions is employed. For a given problem domain PHunter determines a mode, consisting of a portfolio of grouped heuristics and a mechanism for diving. In a preliminary run, the algorithm counts the number of suboptimal solutions found by each group of heuristics and different dive mechanisms. An offline learning mechanism is used to decide the final mode. Interestingly, PHunter
placed first in the VRP problem domain and third in the TSP, both of which were hidden domains. This indicates that the method is able to adapt well to new, unseen problem domains. Despite the fact that HyFlex was chiefly designed to evaluate the generality level of selection hyper-heuristics, Chan et al. (2012) discovered new best-known solutions for three well-known personnel scheduling problem instances using HyFlex.

The Evolutionary Programming Hyper-heuristic (EPH) hyper-heuristic (Meignan, 2011) finished fifth in the CHeSC 2011 competition. EPH is based on an evolutionary programming methodology and co-evolution, simultaneously maintaining two populations, one of solutions and another of low-level heuristic sequences to apply to the population of solutions. A heuristic sequence consists of a set of one or two perturbation heuristics (mutational, ruin-recreate or crossover) followed by a set of all available local search heuristics. Values for the depth of search and intensity of mutation parameters of each low-level heuristic in the sequence are also evolved as part of each sequence. If the perturbation stage consists of two heuristics, then they must be of different types, and if one is a crossover operator it must be invoked first. Local search heuristics are either applied once, or using a Variable Neighbourhood Descent strategy. The population of low-level heuristic sequences is initialised randomly. At each generation, mutation is applied to each low-level heuristic sequence, doubling the size of the population. Following this, the best individuals are selected using tournament selection. EPH uses four mutation strategies each with an equal probability of being applied: (i) modify the intensity of mutation parameter values for the perturbation heuristics; (ii) add, change or delete a perturbation heuristic at random, whilst limiting the sequence to a maximum of two perturbation heuristics; (iii) modify the depth of search parameter values for the local search heuristics; (iv) change the order of local search heuristics randomly. The parameters of this hyper-heuristic (such as the population size of the solution and low-level heuristic sequence populations, and the choice of local search strategy) are either fixed or determined during a preliminary phase at the start of each run.

The remaining competing hyper-heuristics employ a variety of interesting concepts. The HAHA algorithm (Lehrbaum and Musliu, 2012), which was sixth, splits the search into a single-point based strategy and a population based strategy and repeatedly switches between the two. A dedicated initial phase is used to assign scores to the local search heuristics based on performance. The algorithm embeds an adaptive move acceptance mechanism, a tabu search technique and a method to reinitialise the search if no improvement is observed for a certain amount of time. The NAHH hyper-heuristic proposed by Mascia and Stützle (2012) uses a stochastic local search technique and selects one of several algorithm schemata (ranging from well-established metaheuristic techniques such as Iterated Local Search, Variable Neighbourhood Descent, and Simulated Annealing, to well-known heuristic selection methods such as Greedy and Simple Random) that have been tuned to solve each of the HyFlex four public problem domains in an offline manner. A preliminary phase is used to discard dominated heuristics, followed by an iterated racing procedure to decide which of the available schemata methods to apply for a given problem instance. This non-adaptive algorithm finished seventh overall in the challenge, generally performing better in the four original domains it was trained on than the two hidden problem domains, but still outperforming many online methods in the hidden domains. The authors subsequently improved their methodology through careful tuning and a different set of schemata. The improved version would have ranked fourth in the CHeSC 2011 challenge (Mascia and Stützle, 2012). Kubalík (2012) developed the ISEA algorithm, which uses an evolutionary based algorithm to evolve a population of sequences of heuristics through add, delete and change mutation moves. The first and last heuristic in a given sequence of low-level heuristics must be a local search heuristic. The constructed sequence of heuristics is applied to the candidate solution, with the current solution reinitialised if no improvements are observed for a certain period of time. This algorithm finished eighth in the challenge. However, a modified version of the method that employs an adaptive reinitialisation scheme would have taken second place in CHESC 2011 (Kubalík, 2012). Cichowicz et al. (2012) proposed two hyper-heuristics, a Five Phase hyper-heuristic and a Genetic Hive hyper-heuristic. The former performs five different phases including intensification, stagnation, diversification, mutation and crossover using a number of working solutions. The latter uses a population based approach, inspired by an evolutionary algorithm which imitates the behaviour of bees searching for food. The Genetic Hive method evolves a population of sequences of heuristics, each to apply to a selected solution. The authors performed extensive experiments and compared several variants of the two hyper-heuristics, each with different parameter settings. The results revealed that the Five Phase hyper-heuristic performs better than the Genetic Hive hyper-heuristic on average, however the Genetic Hive method receives a better score when using the Formula 1 scoring system from the competition. The Genetic Hive hyper-heuristic was submitted to CheSC 2011 and finished twelfth. Di Gaspero and Ursi (2012) introduced the AVEG-Nep hyper-heuristic that finished sixteenth out of the twenty competition entries. This approach uses Reinforcement Learning as a heuristic selection method.
Several variants of Reinforcement Learning were investigated, with a variant that controls the parameters using a multi-layer perceptron neural network shown to be the most promising. This method finished thirteenth in the CHeSC 2011 competition.

The decision of which mechanism to use for performance evaluation when comparing the results obtained by empirical testing can often affect the conclusions that can be drawn from such experiments. Although the CHeSC 2011 competition results were decided using the Formula 1 scoring system described in Section 4 above, many alternative mechanisms could be used for performance comparison. The Formula 1 system was designed with the intention of rewarding methods which perform well across a set of problem domains, rather than those that show strong performance in only one or two domains. Di Gaspero and Urli (2012) introduced the idea of comparing the performance of the CHeSC 2011 entrants using normalised cost function values of the median results of each method for each instance. This concept has been used in a variety of subsequent papers to compare performance to the CHeSC 2011 competition, examples of this metric can be seen in the box plot comparisons presented by Drake (2014) for example. Adriaensen et al. (2015) used six different metrics for performance comparison, including the normalised objective function as suggested by Di Gaspero and Urli (2012). When using these different metrics, AdapHH (Mısır et al., 2012b) was still shown to perform best among the CHeSC 2011 competition entrants.

4.2. Applied to all six HyFlex problem domains - non-CHeSC 2011 hyper-heuristics

After the CHeSC 2011 challenge, the hyper-heuristics community recognised the results of the competition as a benchmark to evaluate the quality and generality level of newly developed selection hyper-heuristics. A number of papers have presented methods which claim to outperform AdapHH and all of the other hyper-heuristics submitted to CHeSC 2011, however not all have provided their full results and source code for independent verification. We contacted the authors of all methods claiming to outperform all of the competition entrants and received responses and links to the following resources: Adriaensen et al. (2014b) and Kheiri and Keedwell (2015) and Kheiri and Özcan (2016).

A relatively simple hyper-heuristic, based on Iterated Local Search (ILS), was presented by Adriaensen et al. (2014b). Their Fair-Share ILS hyper-heuristic applied a mutation or ruin-recreate heuristic, selected proportionally based on previous performance, before performing an improvement phase using local search heuristics. This method was shown to outperform AdapHH based on the Formula 1 scores from the competition, obtaining better results than all 20 CHeSC entrants for SAT, PFS and VRP. Additional analysis showed that each design decision made when developing this method was contributing directly to the overall performance of the algorithm. ILS based hyper-heuristics were also considered by Meignan et al. (2016), who incorporated look-ahead mechanisms in order to help guide the search process. The proposed methods were shown to outperform traditional ILS on the CHeSC 2011 benchmarks, with additional comparisons performed using instances from the International Nurse Rostering Competition (INRC2010).

Drake et al. (2012) tested an improved Choice Function selection hyper-heuristic over the CHeSC 2011 benchmark. The proposed method introduced an adaptive mechanism inspired by Reinforcement Learning to control the parameter values of the classic Choice Function heuristic selection method. This work argued that the traditional Choice Function as described by Cowling et al. (2001) can potentially suffer from excessive diversification when the search is trapped in a local optimum. To overcome this, the Modified Choice Function method rewards the intensification component and heavily punishes the diversification element each time an improvement in solution quality is made. This relatively simple and easy-to-implement approach statistically significantly outperformed the traditional Choice Function in the SAT, PFS and VRP problem domains. The results of the classic Choice Function and the Modified Choice Function when compared to the CHeSC 2011 competitors show that the former ranks twentieth among the twenty competition entrants, and the latter ranks twelfth overall. The results provide evidence to highlight the importance of parameter tuning.

Asta and Özcan (2015) used tensor analysis, a data science technique, for identifying the latent relationships between low-level heuristics, combining Simple Random heuristic selection with two simple move acceptance methods:

https://github.com/Steven-Adriaensen/FS-ILS
http://ahmedkheiri.netlify.com/publications/SSHH.zip
http://ahmedkheiri.netlify.com/publications/MSHHs.zip
Naive Acceptance with a probability of 0.5, and Improving and Equal. Firstly, the hyper-heuristic is run using Naive Acceptance with all low-level heuristics for a short period on a given instance and the search trajectory is saved as a third-order tensor. Based on the analyses of results from tensor factorisation, low-level heuristics are partitioned into two, where each partition is associated with a move acceptance method. Then, a multi-stage hyper-heuristic is run iteratively for the remaining time. Each move acceptance method is used in turn with the associated low-level heuristics at each stage. The results on the CHeSC 2011 problem domains indicate the success of this simple yet effective method, which ranks second against the hyper-heuristics submitted to the competition.

The HyFlex framework includes a number of low-level heuristic types, including crossover heuristics. Unlike other low-level heuristics, crossover heuristics require more than one solution as input, so a method to select and manage the input for crossover heuristics needs to be defined. Drake (2014) investigated the use of crossover control schemes within two existing selection hyper-heuristics, analysing the difference in performance when the strategy for managing potential solutions for crossover is modified. Ferreira et al. (2017) maintained an auxiliary set of solutions explicitly for crossover, made up of previously found best-so-far solutions. The proposed framework used a Multi-armed Bandit selection mechanism with a number of different acceptance criteria, and adaptively changed the depth of search and intensity of mutation parameters using Reinforcement Learning.

Jackson et al. (2013) introduced a number of fitness proportional heuristic selection methods based on the Formula 1 ranking used in the CHeSC 2011 competition. Rather than using this ranking to compare methods, this selection method ranked the individual low-level heuristics under consideration for selection at each step. Using Late Acceptance Strategy (Burke and Bykov, 2017) as an acceptance criterion, good results were observed in the PS and SAT problem domains. Perhaps counter-intuitively, reversing the scores assigned to a heuristic (i.e. punishing the best performing heuristic and rewarding the worst) was shown to improve performance, promoting diversity within the search in order to prevent stagnation and avoid getting stuck in local optima.

Kheiri and Özcan (2016) presented an iterated multi-stage selection hyper-heuristic framework, enabling the use of several interacting hyper-heuristics at different stages during the optimisation process. The authors argued that an additional upper heuristic level, referred to as the multi-stage level, is required to manage the transition and information exchange between multiple hyper-heuristics. A selection hyper-heuristic consisting of two stages was introduced, referred to as MSHH. The first stage applies a greedy strategy using the given low-level heuristics provided by HyFlex and ‘new’ heuristics generated via relay hybridisation (pairing up of heuristics) for a number of steps. Then a dominance based approach is used to decide which heuristics perform equally well, determining the low-level heuristic set and associated selection probabilities for the following stage. In the second stage, a low-level heuristic is selected and applied using a roulette wheel strategy based on the selection probability of each heuristic. In both stages an adaptive threshold move acceptance method is used. The empirical results showed that MSHH performs better than five other multi-stage hyper-heuristics across the HyFlex problem domains.

A train and test approach was used by Yates and Keedwell (2017), with sequences of low-level heuristics and objective function values yielded from applying a simple hyper-heuristic used to train a recurrent neural network. Following training, the neural network is used to generate new sequences of heuristics that are then applied to unseen problem instances. The generated sequences were observed to be capable of producing better results than the sequences used for training. Perhaps unsurprisingly, sequences that are trained and tested on a single problem domain perform better than those trained on multiple problem domains. Although this method was developed and tested using the original four HyFlex problem domains (SAT, BP, PS, PFS), no comparison to any previous methods was provided.

Kheiri and Keedwell (2015) investigated the use of hidden Markov models (HMM) to produce sequences of heuristics. The resulting method, referred to as a sequence-based selection hyper-heuristic (SSHH), replaces the hidden states of the HMM with low-level heuristics and uses a matrix of transition probabilities to determine the movement between these hidden states. Another set of observation probabilities determine whether a given heuristic will be applied alone, or will be coupled with another low-level heuristic to form a sequence of heuristics.

4.2.1. Performance of low-level heuristics and heuristic types in specific problem domains

Here we highlight the comments made by different authors on the performance of individual low-level heuristics and heuristic types for each of the six CHeSC 2011 problem domains.
Boolean satisfiability problem (SAT)

The work of Mısır et al. (2013b) demonstrated that the effectiveness of using a relay hybridisation technique, pairing up heuristics to be applied consecutively, is very limited in this problem domain. Kheiri and Özcan (2016) discovered that most improving moves are a result of applying mutational heuristics. Asta and Özcan (2015) indicated that the ruin and recreate heuristic (LLH6) is useful when deployed as a hill climber (i.e. with Improving and Equal move acceptance). They also confirmed the usefulness of all of the mutational heuristics (LLH0, LLH1, LLH2, LLH3, LLH4, LLH5) in addition to the hill climbers (LLH7, LLH8). Although Adriaensen and Nowé (2016) indicated that including crossover heuristics is beneficial in general, Drake (2014) argued that explicitly removing crossover low-level heuristics from the set of available heuristics could lead to improved performance in this problem domain.

One-dimensional bin-packing problem (BP)

Mısır et al. (2013b) showed that relay hybridisation is very effective for finding pairs of heuristic that intensify the search process. Both hill climbers (LLH4, LLH6) perform as the most effective second heuristics in an identified pair. Mutational (LLH0, LLH3), ruin-recreate (LLH2) and crossover (LLH7) low-level heuristics help to diversify the search. Their work also showed that LLH3, LLH2, LLH7 and LLH6 were mostly maintained in the available heuristic set over time. On the other hand, mutational heuristics (LLH0, LLH5), and the ruin-recreate heuristic (LLH1) and hill climber (LLH4) were mostly excluded despite their effective performance during certain phases of the search. Some of these findings were confirmed by other studies. Drake (2014) also found that crossover (i.e. LLH7) was able to greatly improve solution quality, Asta and Özcan (2015) commented on the usefulness of LLH3 and LLH6, and Kheiri and Özcan (2016) noted that LLH5 can actually be detrimental to the performance of the hyper-heuristic.

Personnel scheduling problem (PS)

Mısır et al. (2013b) showed that relay hybridisation identified some effective heuristic pairs, composed of a mutational heuristic (LLH11) and ruin-recreate heuristics (LLH6, LLH7) as the first heuristics, and hill climbers (LLH3, LLH4) as the second heuristics. Due to the slow speed of execution of low-level heuristics associated with this problem domain, in particular the hill climbers, Mısır et al. (2013b) were not able to reduce the heuristic set by eliminating ineffective heuristics within the available computation time. However, Mascia and Stützle (2012) performed a pre-processing phase to eliminate poor performing heuristics, revealing that the hill climbers LLH2, LLH3 and LLH4 are non-dominated heuristics, and therefore the remaining low-level heuristics could be excluded. Kheiri and Özcan (2016) argued that LLH0 and LLH1, which are provided as hill climbers, do not yield any improvement either individually or in combination with another low-level heuristic. Asta and Özcan (2015) indicated that in most of their experiments ruin and recreate heuristics are identified as a source of “noise” and are excluded from the search space, where a noisy heuristic is one that with high probability generates solutions with a significant deterioration in quality. In the remaining cases, mutational heuristics are excluded as noise. Jackson et al. (2013) observed that reducing the heuristic search space in this problem domain can be detrimental to the overall performance.

Permutation flow shop problem (PFS)

Mısır et al. (2013b) showed that the hill climbers (LLH7, LLH8, LLH9, LLH10) were effectively used as second heuristics in heuristic pairs identified by relay hybridisation, with LLH7 and LLH8 performing particularly well. The ruin-recreate heuristics (LLH5, LLH6) and mutational heuristics (LLH0, LLH1) were used as the first heuristics generally. Drake (2014) showed that the use of crossover low-level heuristics greatly improves the solution quality in this domain. Kheiri and Özcan (2016) note that the use of a combination of a mutational heuristic followed by a hill climbing heuristic (i.e. using the same basic structure of iterated local search), was favoured by their approach on this domain and the TSP.

Travelling salesman problem (TSP)

Mısır et al. (2013b) showed that for the TSP the effect of relay hybridisation is useful during certain points of the search process. Again an iterated local search structure was automatically identified as an effective search strategy by their hyper-heuristic. The mutational heuristics (LLH0, LLH1, LLH3, LLH4) and the only ruin-recreate heuristic (LLH5) were used as the first heuristic in a pair, with hill climbers (LLH7, LLH8) most frequently used as second heuristics. Drake (2014) showed that the performance of crossover heuristics can vary significantly depending
on the instance being solved. Kheiri and Keedwell (2015) showed that LLH0, LLH1 and LLH5 do not make any improvement when applied on their own, but the majority of the improvements made in this domain were due to combining these heuristics with LLH8 (hill climber). Moreover, LLH8 does not improve the best-of-run solutions unless combined with these heuristics.

**Capacitated vehicle routing problem with time windows (VRP)**

Mısır et al. (2013b) showed that their method took advantage of relay hybridisation during the early stages of the search in the VRP domain. The hill climbers (LLH4, LLH8) were effective second heuristics. Drake (2014) showed in this domain that the performance of crossover heuristics also varies significantly depending on the instance being solved, and that the choice of crossover control scheme is crucial in determining performance. Asta and Özcan (2015) employed a pre-processing phase to eliminate poor performing heuristics. Rain and recreate heuristics were identified as a source of noise when solving VRP instances. Kheiri and Özcan (2016) noted that no generated heuristic pairs contribute towards the improvement of the best solutions found.

### 4.3. Applied to some HyFlex problems (2-5 domains)

Alanazi and Lehre (2016) provided a theoretical analysis of the performance limits when using Reinforcement Learning as a learning mechanism within selection hyper-heuristics. The authors argue that, given the probability of improving a solution at each step is less than 50%, the performance of using additive Reinforcement Learning is asymptotically similar to simple uniform random heuristic selection, suggesting that additive Reinforcement Learning cannot necessarily capture differences in performance of individual low-level heuristics. The results of their analysis was corroborated by a set of empirical experiments using the BP and PFS domains within HyFlex.

Four of the domains from HyFlex were used as a benchmark by Chuang and Smith (2017) when studying ‘chains’ of solutions, sampled through random heuristic selection. This method is based on a Simple Random - Only Improving framework, however a certain number of non-improving moves are permitted. If no improving moves are found after a specified number of steps, i.e. the length of the solution chain, the solution returns to the last accepted solution. Empirical studies using different strategies to manage the length of solution chains sampled were presented using SAT, BP, PFS and TSP. No comparison to the CHESC 2011 entrants or other work in the literature using the HyFlex framework was given.

### 4.4. Applied to CHESC 2011 problems and extended benchmark sets (9 domains)

As mentioned above, Adriaensen et al. (2015) introduced an extension to the original benchmark set, providing implementations in HyFlex for the quadratic assignment problem, the 0-1 knapsack problem and the maximum-cut problem. Since then a number of papers have used the extended set for cross-domain performance comparison of selection hyper-heuristics.

An ‘Accidental Complexity Analysis’ of the CHESC 2011 winning AdapHH hyper-heuristic, was presented by Adriaensen and Nowe (2016). In this work the authors argued that it is possible to reduce the complexity of AdapHH, by removing a number of mechanisms, without loss of performance. A total of 39 simplifications were proposed, with a number of these providing statistically significant performance improvements compared to the original hyper-heuristic. A ‘lean’ version of the original method, which combines multiple simplifications (reducing the overall program size from 2324 to 288 lines of code in the process6), was shown to perform better over all 98 instances from the nine problem domains.

Almutairi et al. (2016) compared the performance of various selection hyper-heuristics including AdapHH, SSHH, Kheiri and Keedwell (2015), two methods from Adriaensen et al. (2015) and three other previously proposed algorithms on the extended HyFlex benchmark. The results show that AdapHH performs the best across the extended domains based on raw ranking, however SSHH is the best method based on normalised fitness measure.

Gümüş et al. (2016) tuned the parameters of a generic steady state Memetic Algorithm using the Taguchi method on two arbitrarily selected instances from each of the original four problems in HyFlex. The tuned approach was applied to forty-five instances from nine domains. Each crossover, mutation and local search heuristic is selected

---

6Available online at: [https://github.com/Steven-Adriaensen/Lean-GIHH](https://github.com/Steven-Adriaensen/Lean-GIHH)
at random during the search. The tuned Memetic Algorithm turns out to be competitive, outperforming two other
Memetic Algorithm variants, ranking fourth in the CHeSC 2011 competition compared to the competition entrants,
and second in the additional domains compared to the same six hyper-heuristics that were compared by Adriaensen
et al. (2015).

A sample of selection hyper-heuristics using HyFlex, belonging to various categories based on the extended class-
ification discussed in Section 2, are listed in Table 3.

Table 3: A sample of selection hyper-heuristics for single objective optimisation belonging to various categories based on the extended classification.

| Source                | Search points | Feedback | LLH set         | Grouping of LLHs | Accept/reject | Parameter setting in move acceptance |
|-----------------------|---------------|----------|-----------------|------------------|--------------|--------------------------------------|
| Chan et al. (2012)    | single        | mixed    | whole           | predefined       | basic, threshold | static, adaptive                     |
| Di Gaspero and Urli (2012) | single    | online   | whole           | predefined       | basic         | none                                 |
| Drake et al. (2012)   | single        | online   | reduced         | without distinction | basic      | none                                 |
| Hsiao et al. (2012)   | mixed         | online   | reduced         | predefined       | -             | -                                    |
| Kubalik (2012)        | population    | mixed    | reduced         | predefined       | -             | -                                    |
| Lehrbaun and Muslu (2012) | mixed    | online   | reduced         | predefined       | -             | -                                    |
| Mascia and Slützle (2012) | single    | offline  | reduced         | predefined       | stochastic    | static                               |
| Misir et al. (2012b)  | single        | online   | whole           | without distinction | threshold | adaptive                             |
| Jackson et al. (2013) | single        | online   | whole           | without distinction | threshold | static                               |
| Adriaensen et al. (2014b) | single    | online   | whole           | predefined       | stochastic    | adaptive                             |
| Kheiri et al. (2016)  | single        | online   | reduced         | predefined       | threshold     | adaptive                             |
| Asta and Özcan (2015) | single        | offline  | reduced         | stage-based      | basic         | static                               |
| Drake (2014)          | single        | online   | whole           | without distinction | basic      | none                                 |
| Kheiri and Keedwell (2015) | single    | online   | reduced         | without distinction | threshold | adaptive                             |
| Asta et al. (2016a)   | single        | online   | reduced         | stage-based      | threshold     | adaptive                             |
| Kheiri and Özcan (2016) | single    | online   | increased       | stage-based      | threshold     | adaptive                             |
| Meghni et al. (2015)  | single        | online   | reduced         | predefined       | basic         | none                                 |
| Chuang and Smith (2017) | single   | no learning | reduced         | predefined       | basic         | none                                 |
| Ferreira et al. (2017) | single        | online   | whole           | without distinction | threshold | dynamic                             |
| Yates and Keedwell (2017) | single    | offline  | whole           | without distinction | stochastic | static                               |

5. Selection hyper-heuristics for different problem domains

In addition to the HyFlex problem domains, a large number of other problem domains have been addressed by
different researchers as illustrated in Table 4. Here we have tried to group methods solving the same or similar
problems together, with a final subsection containing the problems that do not fit into any of these categories.

5.1. Dynamic Environments

There is a range of dynamic environment optimization problems in which problem components, such as, objective
function, constraints etc., may change over time, and as a result move the associated optima for a given instance.
The majority of solution techniques for dynamic environment problems are evolutionary approaches (Jin and Branke,
2005). There are some recent studies investigating hyper-heuristics and their hybrids in this area.

Topcuoglu et al. (2014) tested a number of selection hyper-heuristics on both the discrete generalised assignment
problem, and the continuous moving peaks benchmark, a multidimensional dynamic function generator. The authors
used a set of parameterised Gaussian mutation operators as low-level heuristics for the moving peaks benchmark.
Choice Function combined with accepting Only Improving moves performed better than the majority of the other
selection hyper-heuristics tested and a reference memory based evolutionary algorithm. Kiraz et al. (2013) compared
the performance of selection hyper-heuristics using the moving peaks benchmark. The results in this study also
indicated the success of Choice Function based hyper-heuristics in solving a range of dynamic environment problems.

Uludağ et al. (2013) investigated a dual population framework, enabling exploitation of online and offline learning
methods using other selection hyper-heuristics. Representative examples capturing the change dynamics are sampled
to learn probability vectors for an Estimation of Distribution Algorithm in an offline learning phase. During the
| Application Domain                  | References                                                                 |
|------------------------------------|---------------------------------------------------------------------------|
| Design problems                    | Allen et al. (2013)                                                        |
| Dynamic environments               | Uludağ et al. (2013); Kiraz et al. (2013); Topcuoglu et al. (2014); van der Stockt and Engelbrecht (2014); Baykasoglu and Ozsoydan (2017) |
| Knapsack                           | Soria-Alcaraz et al. (2014a); Lassouaoui and Boughaci (2014); Drake et al. (2016) |
| Puzzles and games                  | Wauters et al. (2012); Li and Kendall (2017)                               |
| Real-valued blackbox optimisation  | Tinoco and Coello (2013); Grobler et al. (2015); Damaševičius and Woźniak (2017); Carafini et al. (2019) |
| Scheduling                         | Mısır et al. (2012a); Misir et al. (2012); Misir et al. (2013a); Kouliñas and Anagnostopoulos (2013); Rajni and Chana (2013); Tsai et al. (2014); Koulinas et al. (2014); Aron et al. (2015); Zheng et al. (2015); Mısır et al. (2015); Monemi et al. (2015); Asta et al. (2016a); Chen et al. (2016a); Asta et al. (2016b); Wu et al. (2016); Lin et al. (2017); Chen et al. (2017); Rahimian et al. (2017); Pour et al. (2018) |
| Search based software engineering  | Henard et al. (2014); Jia et al. (2015); Zamli et al. (2016)                |
| Shelf allocation                   | Bai et al. (2013); Zhao et al. (2016)                                      |
| Telecommunication                  | Yang et al. (2014); Tsai et al. (2017)                                     |
| Timetabling                        | Burke et al. (2014); Soria-Alcaraz et al. (2014b); da Fonseca et al. (2016); Kheiri et al. (2016); Kheiri and Keedwell (2017); Soria-Alcaraz et al. (2017) |
| Traveling salesman                 | Swiercz et al. (2014); Qu et al. (2015); Smith and Imeson (2017); Choong et al. (2017); Martins et al. (2017); El Yafrani et al. (2018) |
| Vehicle routing                    | Akar et al. (2014); Marshall et al. (2015); Sabar et al. (2015c); Yin et al. (2016); Sim and Hart (2016); Chen et al. (2016b); Mourdjis et al. (2016); Tyasnurita et al. (2017); Soria-Alcaraz et al. (2017) |

Online learning phase, the probability vectors are used as low-level heuristics controlled by hyper-heuristics. Overall, a Greedy heuristic selection method combined with All Moves acceptance performed best across a large range of Decomposable Unitation-Based Functions with various change dynamics, including cyclic changes. Additionally, it was observed that the proposed approach outperforms other well-known techniques in almost all scenarios, except some deceptive functions.

van der Stockt and Engelbrecht (2014) implemented a simple hyper-heuristic by mixing a set of low-level population-based metaheuristics, including two variants of Particle Swarm Optimisation, a Genetic Algorithm, and Differential Evolution to the moving peaks benchmark. Each selected metaheuristic is applied for a fixed number of steps and then another is chosen randomly. Baykasoglu and Ozsoydan (2017) proposed a greedy randomised adaptive search procedure (GRASP) for solving the dynamic multidimensional knapsack problem. The results across the chosen problem instances with various change dynamics show that GRASP performs reasonably well when compared to a Memetic Algorithm, Differential Evolution, a swarm intelligence approach and a Reinforcement Learning based hyper-heuristic managing all of those algorithms.
5.2. Knapsack problems

Drake et al. (2016) introduced the notion of crossover control at two different conceptual levels, using the multidimensional knapsack problem as a testbed. This paper investigated giving responsibility to either the high-level search methodology, or the low-level heuristic operators below the domain barrier at the problem-level. Although improved performance was observed for this problem domain by controlling crossover below the domain barrier, in the case of the HyFlex framework where the domain barrier is strictly enforced, this responsibility lies entirely with the implementer of the high-level heuristic search methodology. This issue was considered in detail in further work by Drake (2014), discussed in Section 4.1 above.

Soria-Alcaraz et al. (2014a) used ‘evolvability metrics’, a measure of quality potential for low-level heuristic-solution pairs, to inform the adaptive selection of operators for a number of problems including the multiple knapsack problem. Lassouaoui and Boughaci (2014) solved the related winner determination problem, using a Choice Function - Only Improving hyper-heuristic. Given a set of bids for different subsets of items, this problem involves finding a set of winning bids that maximise the revenue of an auctioneer in a combinatorial auction. Operating over a set of five low-level heuristics, including a Stochastic Local Search operator, combining heuristics outperformed using Stochastic Local Search alone on a well-known set of benchmark instances from the literature.

5.3. Puzzles and games

Puzzles and games have long been a favoured playground for researchers in artificial intelligence, so it is unsurprising that some have caught the attention of researchers working with selection hyper-heuristics. The Eternity II Puzzle is an edge-matching puzzle, which requires a set of patterned tiles to be placed on a grid, such that the edges of adjacent tiles share a common pattern. Wauters et al. (2012) presented the winning entrant for an international competition to solve this puzzle, where the optimisation goal is to maximise the number of matched edges. Using a set of low-level heuristics that swap and rotate tiles, Simple Random heuristic selection was combined with a number of different acceptance criteria, with secondary objective functions also used to help guide the search.

Li and Kendall (2017) introduced hyper-heuristic players for a number of games, defining high-level strategies using a variety of low-level heuristics, including iterated prisoners dilemma and repeated Goofspiel. The hyper-heuristic game players were shown to outperform their constituent low-level heuristics, using dynamic strategies over time. A constructive hyper-heuristic for the competitive TSP was also presented, this problem is discussed in more detail in Section 7.

5.4. Real-valued black-box benchmark function optimisation

Real parameter function optimisation has been an area of interest for swarm and evolutionary computation researchers for decades, and still maintains an active research community today. A plethora of algorithms have been developed to solve problems of this type, such as Evolution Strategies, Particle Swarm Optimisation and Differential Evolution to name a few. Recently selection hyper-heuristics have caught the attention of researchers in this area, with methods utilising multiple low-level heuristics, in the form of either individual operators or entire metaheuristics, appearing increasingly often. Grobler et al. (2015) presented a set of selection hyper-heuristics operating over a set of popular metaheuristics using a shared population, each using different strategies to adaptively change the search space of low-level heuristics during the search. Effectively balancing intensification and diversification within the heuristic search space was shown to outperform using a static set of low-level heuristics. Damaševičius and Woźniak (2017) proposed a ‘state flipping’ hyper-heuristic, which oscillates between two nature-inspired metaheuristics for benchmark function optimisation during a run, and applied it to eight classic benchmark functions. Hybridising the two metaheuristics offered better performance than applying each individually. Caraffini et al. (2019) compared four Adaptive Operator Selection strategies selecting memes within a Memetic Algorithm for real parameter single-objective optimisation. Three of these were success-based adaptation strategies, rewarding memes that generate good solutions, increasing the chance of selecting those memes during the search. Results were presented using well-known benchmark sets, with significantly improved performance reported when compared to a number of existing methods from the literature.

Whereas the methods above solve unconstrained optimisation problems, Tinoco and Coello (2013) proposed a hyper-heuristic based on Differential Evolution for constrained function optimisation. Using variants of roulette wheel selection, choosing from one of twelve Differential Evolution variants at each step, their approach was demonstrated to outperform state-of-the-art Constrained Differential Evolution on a set of well-known benchmark functions.
5.5. Scheduling

In their short history, selection hyper-heuristics have been applied widely to problems in scheduling. One of the most widely studied contexts for scheduling problems is healthcare scheduling. [Mısır et al., 2013a] tested fourteen hyper-heuristics with different characteristics under various settings on home care scheduling, nurse rostering and patient admission scheduling problems. Further work [Mısır et al., 2012a] investigated the influence of the set of low-level heuristics available to a selection hyper-heuristic on solution quality for patient admission scheduling. [Bilgin et al., 2012] considered two of these problems, patient admission scheduling and nurse rostering, with hyper-heuristics using Great Deluge as an acceptance criterion shown to work well on well-known benchmark sets for both problems. [Asta et al., 2016b] applied a life-long learning multi-stage hyper-heuristic to personnel scheduling. This approach employs two selection hyper-heuristics both embedding Simple Random heuristic selection, but with different memory settings for learning are tested on nurse rostering benchmarks. The results showed that including a ‘forgetting’ mechanism performs slightly better than remembering everything from the start of the search process, improving upon the best known results for four instances. Nurse rostering was also considered by Rahimian et al. [2017]. Their work presented a hybrid approach, combining a solution construction stage with variable neighbourhood descent operating over a search space five low-level heuristics, before a final Integer Programming-based ruin-and-recreate phase. The proposed approach was shown to outperform two state-of-the-art approaches from the literature in many cases on well-known existing benchmarks.

The winning entrant to the CHeSC 2011 competition, AdapHH, has been discussed in detail already in Section 4.1 above. [Mısır et al., 2015] applied this hyper-heuristic (named Generic Intelligent Hyper-heuristic (GIHH) in their paper) to three scheduling problems operating in a unified framework: home care scheduling, routing and rostering of security guards and maintenance personnel scheduling. This hyper-heuristic was also used by Monemi et al. [2015] for workover rig scheduling, a problem in the oil industry which requires scheduling large pieces of mobile equipment required for oil well maintenance. Here, two versions of GIHH using different learning mechanisms were compared. The solutions found were then used to ‘warm start’ a branch, price and cut algorithm for further optimisation. Where the optimal solutions are known, the solutions found by GIHH initially are noted to already be very close to optimality. Selection hyper-heuristics for maintenance scheduling in a number of different contexts have also been studied elsewhere. A Choice Function hyper-heuristic was used by Pour et al. [2018] to define the working areas of engineers performing maintenance tasks in the Danish rail network. Tasks are re-allocated from one area to another at each step using one of five low-level heuristics, selected based on Choice Function scores. Chen et al. [2017] used binary exponential back off, a tabu based greedy method, to manage a set of six low-level heuristics to generate maintenance schedules for preventive and corrective maintenance of an urban water drainage system over a rolling time horizon.

A hyper-heuristic Genetic Algorithm, which selects from multiple crossover and mutation operators at each generation, was used by Wu et al. [2016] to solve software project scheduling problems. [Koulinas et al., 2014] used a Particle Swarm Optimisation based hyper-heuristic operating over eight low-level heuristics to solve well-known benchmarks for resource constrained project scheduling. A tabu search based hyper-heuristic algorithm was presented by Koulinas and Anagnostopoulos [2013] to solve special cases of the resource constrained project scheduling problem in the context of the construction industry. The ‘Dominance-based and Roulette Wheel with an Adaptive Threshold Acceptance’ (Asta et al., 2016a) hyper-heuristic was used as a part of a hybrid approach which won the MISTA 2013 challenge on ‘multi-mode resource-constrained multi-project scheduling problem’. This multi-stage selection hyper-heuristic method combines two different stages. The first stage evaluates all low-level heuristics and maintains an active subset of the best performing heuristics, using a dominance based mechanism which keeps heuristics that are not dominated by any other low-level heuristics in the subset. The heuristic dominance strategy measures the improvement in objective function value and the number of steps required to achieve that improvement. This stage also assigns a score to each low-level heuristic. The subsequent hyper-heuristic stage is invoked, using the active
subset of heuristics with their associated scores. The proposed multi-stage hyper-heuristic is used as a local search method for improvement as a part of a population based hybrid approach.

Many of the scheduling problems discussed in this section so far operate over heuristics applied to discrete search spaces. There are also several examples in the literature where hyper-heuristic search has been used in continuous solution space. Zheng et al. (2015) considered the problem of emergency railway transportation planning, for managing evacuation in the event of disaster relief. A hyper-heuristic selecting between multiple evolutionary operators from state-of-the-art methods at each step was shown to outperform each of the constituent methods applied independently.

Selection hyper-heuristics have been applied to a wide range of scheduling problems in addition to those discussed already. Tsai et al. (2014) considered the problem of cloud scheduling, using multiple metaheuristics in a co-operative manner. Operating on a shared population, a number of existing metaheuristics (Simulated Annealing, Genetic Algorithm, Ant Colony Optimisation and Particle Swarm Optimisation) are applied to the problem in turn, with a new metaheuristic selected when the search stagnates according to one of two given measures. Combining metaheuristics was shown to outperform each of the metaheuristics individually, in addition to outperforming other traditional rule based algorithms. Chen et al. (2016a) applied an adaptive Reinforcement Learning method, inspired by quantum computing theory, to task scheduling in cluster computing to optimise performance and power consumption. Rajni and Chana (2015) used a nature-inspired population based numerical optimisation algorithm, and Aron et al. (2015) used a Particle Swarm Optimisation based hyper-heuristic, for resource provisioning in the context of grid computing. Both of these methods operated on a solution space that included both complete and partial solutions. Lin et al. (2017) applied an evolutionary method to evolve sequences of low-level heuristics, with their approach tested on a distributed variant of the permutation flow-shop scheduling problem.

5.6. Search-based Software Engineering

Search-based Software Engineering (SBSE) is a field attracting increasing attention, where search and optimisation techniques are used to solve problems in software engineering. Some examples of selection hyper-heuristics being applied to SBSE problems have emerged in the literature.

The goal of combinatorial interaction testing is to find a set of test cases that cover all possible combinations of values between a set of \( t \) parameters, for some small fixed value \( t \). A Reinforcement Learning - Simulated Annealing selection hyper-heuristic to solve this problem, operating over six low-level heuristics of varying complexity, was presented by Jia et al. (2015). Over a set of synthetic and real-world problem instances, with 2- and 3-way interactions, comparable performance was shown to existing methods, with particularly good results observed for real-world instances. Zamli et al. (2016) used a Tabu Search hyper-heuristic for the same problem, selecting from four low-level metaheuristics for \( t \)-way test suite generation, showing good results for problems considering up to 6-way interactions.

Henard et al. (2014) used a Simple Random - Only Improving selection hyper-heuristic to select from four low-level heuristics to generate test configurations for mutation testing of software product lines. Mutation testing seeks to find a suite of test configurations that correctly identify a set of ‘mutant’ variants of a particular system. Combining low-level heuristics was observed to outperform random generation of test configurations, reducing the size of the test suite required and increasing the number of mutants identified.

In addition to the formulation of single-objective software engineering problems, SBSE also covers a variety of problems that are multiobjective by nature. Selection hyper-heuristics for multiobjective SBSE problems (El Kateb et al., 2014; Guizzo et al., 2015; Kumari and Srinivas, 2016; Guizzo et al., 2017a,b) are covered in Section 6.1.

5.7. Timetabling

Closely related to scheduling, timetabling problems have also frequently been solved using selection hyper-heuristics. Pillay (2016) provides a survey of all hyper-heuristic approaches applied to various educational timetabling problems. Here we present the recent applications of selection hyper-heuristics for educational timetabling.

Burke et al. (2014) studied two-stage approaches for examination timetabling, which first construct a feasible solution, then use a hyper-heuristic to sequence perturbative low-level heuristics for improvement. The tested methods apply each heuristic one at a time in turn from an evolved sequence. An approach which adjusts the length and contents of the sequences adaptively performs particularly well on Toronto benchmarks but poorly on the ITC2007 dataset.

Soria-Alcaraz et al. (2014b) tested a variant of Iterated Local Search strengthened by a hyper-heuristic for post-enrollment course timetabling. The hyper-heuristic uses an Adaptive Operator Selection method based on credit...
assignment to control nine low-level heuristics during the improvement phase. The proposed approach did not perform as well as the state-of-the-art methods, however, it obtained the new best solution to one of the ITC2007 problem instances. Soria-Alcaraz et al. (2017) improved their approach by using a subset of low-level heuristics identified using non-parametric statistical tests and fitness landscape probing techniques which performed the best among their Iterated Local Search approaches on the post-enrollment course timetabling. They also applied this approach to vehicle routing, however it does not outperform the state-of-the-art methods.

Da Fonseca et al. (2016) proposed a three-stage approach referred to as GOAL (Group of Optimization and Algorithms) which won the third international timetabling competition (ITC2011), based on a real-world high school timetabling problem. The first stage of the approach constructs an initial solution which is then fed into a hyper-heuristic controlling six low-level heuristics for improvement. The heuristic selection component of this hyper-heuristic chooses a heuristic with a prefixed probability. Simulated Annealing with reheating is used for move acceptance. In the last stage an Iterated Local Search algorithm is used, employing two low-level heuristics, each selected at random during the search and accepting improving moves only. Hyper-heuristic Search Strategies and Timetabling (HySST) (Kheiri et al. 2016) is a multi-stage hyper-heuristic approach, which also competed at ITC2011. This method combines two selection hyper-heuristics, one operates on a set of mutational low-level heuristics and the other on hill climbing heuristics. The proposed method switches between diversification and intensification stages if the candidate solution cannot be improved after a certain duration. The method employs an adaptive threshold move acceptance which accepts solutions that are a factor \((1 + \epsilon)\) worse, where \(\epsilon\) is a threshold that changes adaptively during the search. This solver generated the all-time-best solutions for three instances in round 1 of the ITC2011 competition, and came second in rounds 2 and 3. Kheiri and Keedwell (2017) proposed a sequence-based selection hyper-heuristic utilising a hidden Markov model. This adaptive approach maintains scores representing the probability of choosing a low-level heuristic considering the previously invoked heuristic, learning effective sequences of low-level heuristics to employ. The scores are updated using a Reinforcement Learning strategy during the search process. The proposed hyper-heuristic outperforms GOAL, obtaining new best results for seven instances, matching the best-known results for four instances from the the ITC2011 benchmark.

A number of selection hyper-heuristics that construct solutions to timetabling problems are also present in the literature (Qu et al., 2015; Soghier and Qu, 2013). These methods are discussed in detail in Section 7, which is dedicated to selective construction hyper-heuristics.

### 5.8. Traveling Salesman

The traveling salesman problem (TSP) is arguably the most well-known classic combinatorial optimisation problem, with a number of variants existing which consider different constraints or objectives. A unified framework which is able to represent a number of TSP variants, in addition to a DNA sequencing problem found in bioinformatics and a knapsack problem, was presented by Swiercz et al. (2014). Using a set of representation specific low-level heuristics, rather than problem specific low-level heuristics, good performance was still observed despite the relative simplicity of the low-level heuristic set.

Smith and Imeson (2017) presented a large neighborhood search heuristic for the generalised traveling salesman problem, based on the highly successful method of Pisinger and Ropke (2007) for the vehicle routing problem. This framework is based on an iterative ruin-and-recreate structure, adaptively selecting heuristics to add and remove elements of a solution. Their approach was shown to outperform a number of state-of-the-art methods on several benchmark libraries, including finding new best solutions for some instances. Choong et al. (2017) used a Modified Choice Function to select between low-level heuristics within a swarm based evolutionary algorithm, applying their method to the TSP benchmarks within HyFlex. No direct performance comparison to other CHeSC entrants, or other methods in the literature was given.

The traveling thief problem (TTP) is a recently proposed combinatorial optimisation problem which combines the classical traveling salesman problem with a knapsack problem. A selection hyper-heuristic based on the existing Estimation of Distribution Algorithm hyper-heuristic of Qu et al. (2015) was presented by Martins et al. (2017). The proposed framework sampled sequences of low-level heuristics to apply to small and medium-sized instances of the TTP. Another hyper-heuristic approach was introduced by El Yafrani et al. (2018), using Genetic Programming to evolve selection hyper-heuristics to solve the TTP. This paper is discussed in detail in Section 8.
5.9. Vehicle Routing

Vehicle routing problems (VRPs) are an area in which selection hyper-heuristic methods have been particularly successful, with the Adaptive Very Large Neighbourhood Search (AVLNS) hyper-heuristic of Pisinger and Ropke (2007) achieving state-of-the-art results for multiple VRP variants back in 2007.

Sim and Hart (2016) combined the two paradigms of selection and generation heuristics, using Genetic Programming to generate initialisation and perturbation low-level heuristics for the VRP, before using the generated low-level heuristics within a selection hyper-heuristic framework. After initialising a population of solutions using the set of constructive low-level heuristics generated using Genetic Programming, a Simple Random selection hyper-heuristic operating within a Memetic Algorithm framework was applied. Using the set of perturbation low-level heuristics generated by Genetic Programming, at each step one crossover heuristic, one mutation heuristic and one hill climbing heuristic are selected at random. The low-level heuristics are then applied in that order with a given probability for each. The proposed method was able to outperform a previous method based on Grammatical Evolution on some instances of the well-known Solomon benchmark VRP instances.

Marshall et al. (2015) compared forty-eight different selection method-acceptance criteria combinations, consisting of six selection methods and eight move acceptance criteria, over randomly generated instances of the Capacitated Vehicle Routing Problem (CVRP). In this problem domain, using a set of twelve low-level heuristics, selection methods which considered execution time, penalising low-level heuristics which took longer to execute, were more successful than those that didn’t. Exponential Monte Carlo and Improving or Equal acceptance performed particularly poorly, with Simulated Annealing and a Naive move acceptance method which accepts all improving solutions and non-improving solutions 50% of the time showing good performance.

Yin et al. (2016) presented a coevolutionary approach to solve an integrated vehicle routing and scheduling problem for cross-dock buffering in warehouses. Whilst the scheduling component was tackled using a population based Ant Colony Optimisation method, a hyper-heuristic using rule-based selection with Simulated Annealing move acceptance was used to co-evolve a solution to the routing component. The rules for the behaviour of the selection hyper-heuristic depend on the current state of the solution, with certain low-level heuristics selected if the solution is infeasible.

The periodic vehicle routing problem, for which daily routes are required based on customer behaviour, was studied by Chen et al. (2016b). This work tested a number of different hyper-heuristic frameworks, similar to the FA and FC frameworks presented by Özcan et al. (2008), using Simple Random, Random Descent, Reinforcement Learning, Choice Function and Binary Exponential Backoff heuristic selection with Only Improving move acceptance. In line with the observations made by Özcan et al. (2008), the inclusion of a dedicated local search phase improved the performance of the hyper-heuristics tested.

Sabar et al. (2015c) presented a ‘math-hyper-heuristic’, combining an exact approach based on column generation, with a Multi-armed Bandit selection, Exponential Monte Carlo move acceptance selection hyper-heuristic, for the VRP with time windows (VRPTW). Using the solutions to a set of subproblems solved by column generation, the hyper-heuristic selects from a set of low-level heuristics to combine them into a single solution to the complete problem. Using the exact method to ‘warm start’ the hyper-heuristic was shown to outperform using an existing constructive heuristic from the literature. The combined math-hyper-heuristic was shown to outperform state-of-the-art metaheuristics from the literature on large-scale VRPTW instances.

A supermarket resupply problem was modelled as a dynamic pickup and delivery problem with ‘soft’ time windows (PDPSTW) by Mourtjis et al. (2016). Four hyper-heuristics were used to select from a set of local search operators within an Iterated Local Search framework. Using both benchmark data sets and real-world data, an approach using Variable Neighbourhood Descent with memory was shown to outperform a Choice Function variant, Tabu Search and Random Descent heuristic selection.

Tyasnurita et al. (2017) presented an apprenticeship learning hyper-heuristic framework for the open vehicle routing problem (OVRP). In this framework an ‘expert’ hyper-heuristic is trained on a subset of instances, whilst an ‘apprentice’ hyper-heuristic learns by observing the search process and is then applied to a set of unseen instances. Their results showed that it is possible to produce an apprentice hyper-heuristic that performs better than the original expert, using the distance between solutions as additional information to guide the apprentice.

Ahmed et al. (2019) evaluated the performance of a range of selection hyper-heuristics combining different reusable components for the urban transit routing problem. The results over a set of benchmark instances show...
the strength of an approach which combines sequence-based heuristic selection with Great Deluge move acceptance. This method is very successful, outperforming the current known state-of-the-art results within much shorter execution times.

5.10. Other Application Domains

In the previous sub-sections, we have collected together selection hyper-heuristic methods applied to a number of well-known problem domains. However, the variety of problem domains tackled across the literature is far greater than this. Here we will discuss other papers that do not fit into the categories outlined above, highlighting the diversity of problems that have been solved by selection hyper-heuristics in recent times.

Shelf space allocation, where the goal is to maximise the utilisation of search space according to some quality measure, is an important problem in retail. Bai et al. (2013) investigated a two-dimensional shelf space allocation model, using Simple Random and Reinforcement Learning heuristic selection with Simulated Annealing acceptance. Inspired by this work, Zhao et al. (2016) presented an extended model, designed to better reflect the practicalities of the real-world problem. They used a Simple Random - Simulated Annealing hyper-heuristic operating over a set of low-level heuristics restricted to feasible regions of search space to solve this problem.

Telecommunications is another field which has an impact on the lives of the majority of people worldwide every day. Yang et al. (2014) introduced a hyper-heuristic Genetic Algorithm to solve the frequency assignment problem (FAP). This approach evolves sequences of low-level heuristics to be applied to the current solution during the search. Tsai et al. (2017) used multiple metaheuristics, randomly selected and applied for a fixed number of iterations, to tackle the problem of selecting a cluster head in wireless sensor networks.

Selection hyper-heuristics have been applied to a number of problems in industrial design, many of which are continuous rather than discrete optimisation problems. Allen et al. (2013) applied a variety of selection hyper-heuristics to the problem of aircraft structural design optimisation.

Splines are piecewise polynomial functions which can be constructed from a set of control points. Using a set of low-level heuristics operating over a space of control points, representing unmanned aerial vehicle routes, Akar et al. (2014) compared a number of well-known selection hyper-heuristics and a Genetic Algorithm. Using the OneMax and GapPath functions as examples, Lehre and Özcan (2013) analysed the expected runtime of a simple selection hyper-heuristic. This work concluded that in the case of some problem domains, mixing low-level heuristics can be more effective than using a single low-level heuristic. Alanazi and Lehre (2014) also analysed the runtime of selection hyper-heuristics, comparing different learning mechanisms commonly used in the literature. Using the simple LeadingOnes function as an example, similar performance was observed for all four learning mechanisms tested. Sabar et al. (2017) tuned deep belief networks for image recognition using a Multi-armed Bandit - Monte Carlo selection hyper-heuristic, outperforming the results reported by existing metaheuristic methods in the literature. Kampouridis et al. (2013) presented a framework which applies low-level heuristics to Genetic Programming trees for financial forecasting. This framework selects from a set of up to fourteen low-level heuristics to modify decision trees, using a roulette wheel based Reinforcement Learning scheme, and demonstrated improved performance over a well-known existing ell-known tool.

6. Selection Hyper-heuristics for Multiobjective Optimisation

Most of the hyper-heuristics used for multiobjective optimisation are generative, often based on Genetic Programming, and particularly applied to scheduling problems (Branke et al. 2016). However there are a growing number of studies on multiobjective selection hyper-heuristics focusing on two separate approaches: (i) selection hyper-heuristics managing components, such as, low-level heuristics/operators of a particular multiobjective optimisation algorithm, and (ii) selection hyper-heuristics managing and mixing a set of low-level multiobjective metaheuristics under an iterated cooperative search framework. Multiobjective Evolutionary Algorithms (MOEAs) are the most commonly used metaheuristics in the field. Table 5 provides a summary of the application domains where multiobjective hyper-heuristics are utilised.
Table 5: Application domains of multiobjective selection hyper-heuristics.

| Application Domain          | Reference(s) |
|-----------------------------|--------------|
| Benchmark function optimisation | Segura et al. (2012); Vazquez-Rodriguez and Petrovic (2013); Maashi et al. (2014, 2015); Castro Jr and Pozo (2015); Walker and Keedwell (2016); de Carvalho and Sichman (2017); Gómez and Coello (2017) |
| Engineering design          | McClymont et al. (2013); Hitomi and Selva (2016) |
| Graph colouring              | Elhag and Ozcan (2015) |
| Job shop scheduling          | Grobler and Engelbrecht (2016) |
| Packing                      | Segredo et al. (2014) |
| Search-based software engineering | El Kateb et al. (2014); Kumari and Srinivas (2016); Guizzo et al. (2015); Gonçalves et al. (2015); Guizzo et al. (2017a,b) |
| Timetabling                  | Elhag and Ozcan (2015); Muklason et al. (2017) |
| Vehicle crashworthiness      | Maashi et al. (2014, 2015) |
| Windfarm layout optimisation | Li et al. (2017) |

6.1. Controlling Multiple Components of a Multiobjective Algorithm

Segura et al. (2012) studied a parallel hyper-heuristic approach based on an island model, converting single-objective large-scale continuous optimisation benchmark functions into multiobjective problems through multiobjectivisation. The authors applied multiple variations of NSGA-II executed in parallel. Those variations included twenty-four configurations of NSGA-II combining three crossover operators, two mutation operators, and four different multiobjectivisations. The selection hyper-heuristic scores each configuration considering the improvement on the best solution achieved so far. It is run on the master island, mapping the promising configurations with higher scores to worker islands with higher probabilities during the search. The results show that superlinear speedups can be achieved in some cases, and that multiobjectivisation works well overall.

Elhag and Ozcan (2015) presented a general two-objective selection hyper-heuristic approach for grouping problems, requiring partitioning of given set of items, while minimising the number of groups and optimising another objective simultaneously. This study investigated the performance of combinations of various heuristic selection and move acceptance methods applied to nineteen graph colouring and five examination timetabling benchmark problem instances. The results indicate the effectiveness of a selection hyper-heuristic consisting of Reinforcement Learning heuristic selection and the move acceptance method of AdapHH (Mısır et al., 2012b) on both domains.

McClymont et al. (2013) presented a heuristic selection mechanism based on Markov chains and Reinforcement Learning, embedded into the well-known NSGA-II and SPEA2 MOEAs. Controlling a set of four mutational low-level heuristics specifically designed for optimisation of water distribution network design by a hyper-heuristic, improved performance was observed over the original MOEAs. In this work, the ratio of dominating solutions produced by each heuristic was used to measure performance.

El Kateb et al. (2014) introduced a framework to select from multiple mutation operators within MOEAs when optimising software deployment in a cloud environment. At each generation, a score is calculated for each mutation operator, applying the operator with the best score for that generation. Score-based selection was shown to outperform Simple Random selection of mutation operator. Kumari and Srinivas (2016) proposed a multiobjective hyper-heuristic (MHypEA) to solve the multiobjective software module clustering problem. Operating over a set of twelve low-level heuristics, consisting of different combinations of selection, crossover and mutation operators, applied to a population of solutions, MHypEA uses a roulette wheel based Reinforcement Learning strategy to select a low-level heuristic at each step. Compared to NSGA-II, MHypEA was shown to achieve better performance in fewer evaluations on the problem instances tested. Guizzo et al. (2015, 2017a) used two heuristic selection methods, Choice Function and Multi-armed Bandit, within an NSGA-II framework to solve the multiobjective integration and test order problem.
The hyper-heuristics operated over a set of nine low-level heuristics consisting of combinations of a crossover and a mutation operator. Using seven Java-based systems with two objectives, experiments showed that hyper-heuristic selection of crossover and mutation operators within NSGA-II outperformed a traditional NSGA-II implementation. An extension was provided by Guizzo et al. (2017b), formulating the problem as a many-objective problem and comparing to a number of state-of-the-art MOEAs. Strickler et al. (2016) investigated a similar framework to the original paper of Guizzo et al. (2015), performing either Simple Random or Multi-armed Bandit selection of twelve low-level heuristics within NSGA-II, when optimising the products derived from a feature model to test software product lines with multiple objectives. Their hyper-heuristic outperformed a number of well known MOEAs including traditional NSGA-II and SPEA2.

Gonçalves et al. (2015) incorporated a variant of Choice Function hyper-heuristic to control five Differential Evolution operators at the lower level within MOEA/D. The multiobjective hyper-heuristic improves upon the performance of the generic MOEA/D using a single operator, when applied to ten unconstrained benchmark functions with two and three objectives. Walker and Keedwell (2016) used a previous selection hyper-heuristic (Kheiri and Keedwell, 2015) controlling seven low-level heuristics within an MOEA for many-objective optimisation. The analyses using three different comparison operators as alternatives to dominance on a subset of the DTLZ test suite show that the hyper-volume indicators are the best choices.

Hitomi and Selva (2016) considered a multiobjective design problem for an Earth observation satellite system, where a number of instruments must be assigned to an orbit, with the goal of minimising cost whilst maximising the scientific benefit of the assignment. Based within the framework of $\epsilon$-MOEA, using five domain-specific heuristics, an Adaptive Pursuit strategy was used to assign probabilities of selecting different operators. Low-level heuristic performance was measured by the number of solutions generated by it that are added to the $\epsilon$-MOEA archive.

Muklason et al. (2017) applied a three-stage multiobjective approach for examination timetabling optimising the standard objective along with fairness within a cohort of students. In the first stage, a set of feasible initial solutions is generated using a squeaky wheel method. In the second and third stages, a search is performed using Reinforcement Learning heuristic selection and Great Deluge move acceptance controlling fourteen low-level heuristics. In the second stage, the standard objective is optimised while in the third stage both of the objectives are optimised simultaneously. The experimental results on three well-known benchmarks indicate the effectiveness of the proposed approach for multiobjective examination timetabling.

Gómez and Coello (2017) presented a many objective approach using a hyper-heuristic which extends an elitist Genetic Algorithm, denoted as MOMBI-II using the R2 performance indicator. The selection hyper-heuristic chooses from seven scalarising functions during the search. The proposed approach performs significantly better than NSGA-III, MOEA/D and MOMBI-II across the ZDT, DTLZ and WFG benchmark functions.

### 6.2. Controlling Multiple Metaheuristics

Vazquez-Rodriguez and Petrovic (2013) proposed variants of multiobjective genetic algorithms combining the rank indicators of NSGA-II, SPEA2 and two variants of IBEA for selection. Each indicator is associated with a probability which is set based on mixture experiments. At each iteration, the individuals are subdivided into four subpopulations, one per indicator, in a random manner based on their probabilities. The mating pool is formed using binary tournament applied to the individuals from the same subpopulation. Then the remaining evolutionary processes of crossover and mutation follow. The results on a set of DTLZ, LZ07F and ZDT benchmark functions show that dynamically updating the probabilities via mixture experiments is the best approach, outperforming all of the other variants as well as NSGA-II, SPEA2 and IBEA.

Segredo et al. (2014) extended the work of Segura et al. (2012) and investigated parallel hyper-heuristics adaptively applying various configurations of a choice of multiobjective metaheuristics, including NSGA-II and SPEA2. The results on two instances of a 2D packing problem show that multiobjectivisation yields improved performance.

Maashi et al. (2014) employed a Choice Function based hyper-heuristic (CF-HH) selecting from three low-level MOEAs, namely NSGA-II, SPEA2, and MOGA, at each decision point during the search, and then applying the selected MOEA for a fixed duration. The resultant population is accepted as a whole at each decision point and fed into the next stage as the initial population. The proposed approach outperforms each MOEA when run on its own as well as the AMALGAM (a multialgorithm, genetically adaptive multiobjective) approach (Vrugt and Robinson, 2007) on the WFG test suite. AMALGAM enables the use of multiple multiobjective approaches simultaneously and
forms an offspring pool where each constituent algorithm contributes in proportion to its individual past performance. CF-HH was also tested on the real-world vehicle crashworthiness design problem. Although the performance of CF-HH is still superior to all individual MOEAs, AMALGAM delivers a slightly better performance on the three-objective vehicle crashworthiness problem. [Maashi et al. (2015) extended the previous study introducing an acceptance method into the hyper-heuristic approach. Choice Function metaheuristic selection is tested in combination with Great Deluge and Late Acceptance methods. The results show the effectiveness of the Choice Function - Great Deluge hyper-heuristic, which outperformed all previously tested approaches for multiobjective optimisation on the WFG and vehicle crashworthiness problems, including its bi-objective variants.

Grobler and Engelbrecht (2016) applied multiple continuous optimisation metaheuristics, including variants of Particle Swarm Optimisation and Differential Evolution, to a shared population of solutions for a multiobjective job shop scheduling problem. [Li et al. (2017) explored and showed the effectiveness of nine different selection hyperheuristics controlling NSGA-II, SPEA2 and IBEA and deciding which one to invoke at each decision point for a fixed number of generations for various multiobjective wind farm optimisation problems.

Castro Jr and Pozo (2015) tested a multiobjective Particle Swarm Optimisation method embedding a variant of a Choice Function hyper-heuristic on a set of DTLZ benchmark functions with dimensions varying from 2 to 20. The hyper-heuristic chooses from two archiving strategies in combination with three leader selection methods during the search process based on the R2 performance indicator. The results indicate the success of the proposed approach, even outperforming the state-of-the-art approach MOEA/D-DRA for many objective optimisation in selected cases.

de Carvalho and Sichman (2017) presented an agent-based hyper-heuristic mixing NSGA-II, SPEA2 and IBEA based on Copeland voting considering five performance indicators of hypervolume, spread, generational distance, inverted generational distance, and ratio of non-dominated solutions. The approach splits the whole population using Copeland voting scores into three subpopulations on which each MOEA operates. The number of individuals in a subpopulation is determined aligned with the Copeland ranking of each MOEA. The results on the WFG suite with two and three objectives show that the proposed agent based hyper-heuristic is capable of identifying the best MOEA for a given instance, performing competitively.

7. Constructive selection hyper-heuristics

The vast majority of the selection hyper-heuristics discussed in this paper to this point, operate over sets of perturbative low-level heuristics performing search with complete solutions to optimisation problems. There are also a small number of papers in the literature which present selection hyper-heuristics choosing from a set of constructive low-level heuristics to build solutions from empty or partial solutions. Many methods of this type utilise an evolutionary algorithm to evolve sequences of low-level heuristics to apply during solution construction. The application domains that methods of this nature have been applied to recently are summarised in Table 6.

Constructive selection hyper-heuristics have been used to solve educational timetabling problems for over a decade [Burke et al. (2007)]. More recently, [Soghier and Qu (2013)] presented a hybrid approach for exam timetabling, using classic graph colouring heuristics to select an exam to add to the timetable, before using bin packing heuristics to allocate a time slot and room. Combining low-level heuristics in this way was shown to offer improved performance over applying individual heuristics on the International Timetabling Competition (ITC 2007) benchmark instances. [Qu et al. (2015)] used a simple Estimation of Distribution Algorithm, a Univariate Marginal Distribution Algorithm (UMDA), to generate probability distributions from which to derive sequences of low-level heuristics at different stages of a search. Using five well-known graph colouring low-level heuristics, each low-level heuristic in a sequence is applied consecutively to assign an exam to a time slot. The quality of solutions found was shown to be competitive with existing hyper-heuristic approaches to construct timetables for the Carter benchmark set.

Another area that has previously seen a high-level of research interest for constructive selection hyper-heuristics is constraint satisfaction problems (CSPs). The order in which variables are selected to be instantiated can have a significant impact on the cost of computing the solution of a CSP. However, although many variable ordering heuristics exist, predicting the performance of a heuristic for a particular problem in advance can be difficult. [Ortiz-Bayliss et al. (2013)] used learning vector quantization (LVQ), a type of supervised neural network, to learn a series of rules mapping between the features of the region of search space currently being explored and an appropriate heuristic action to take at that point. Based on the constraint density and the constraint tightness of the current problem state,
Table 6: Application domains of constructive selection hyper-heuristics.

| Application Domain          | Reference(s)                                                                 |
|-----------------------------|-----------------------------------------------------------------------------|
| Bin packing                 | Pillay (2012); López-Camacho et al. (2014); Thomas and Chaudhari (2014); Gomez and Terashima-Martín (2018). |
| Constraint satisfaction     | Crawford et al. (2013); Ortiz-Bayliss et al. (2013, 2016); Gutierrez-Rodríguez et al. (2017); Rosales-Pérez et al. (2017). |
| Competitive travelling salesman | Kendall and Li (2013).                                                      |
| Exam timetabling            | Soghier and Qu (2013); Qu et al. (2015).                                    |
| Flow shop scheduling        | Salhi and Rodríguez (2014).                                                |
| Neural network construction | Gascón-Moreno et al. (2013).                                               |
| Production scheduling       | Li et al. (2015, 2016).                                                    |
| Puzzles and games           | Salcedo-Sanz et al. (2014).                                                |

... one of four low-level heuristics for variable ordering is used. Based on a similar overall framework Ortiz-Bayliss et al. (2016) used a variable length Genetic Algorithm, encoding more complex rules using a greater number of features and heuristic actions. Each chromosome in the Genetic Algorithm consists of ten values, nine pertaining to landscape features and a tenth indicating which one of seven low-level heuristics for variable ordering should be used when these landscape features are encountered. When solving a CSP, the chromosome in the Genetic Algorithm with landscape features closest to the current solution state is found, and the corresponding low-level heuristic used. Gutierrez-Rodríguez et al. (2017) extended this work by reducing the size of the low-level heuristic set by heuristic filtering. Their experimentation identified two particularly strong heuristics, able to significantly outperform the other heuristics tested, either individually or combined within a hyper-heuristic framework. Rosales-Pérez et al. (2017) presented a co-evolutionary approach for heuristic selection, which identifies subsets of heuristics that perform well for certain instances, using supervised multilabel classification. This approach was shown to outperform the previous work of Ortiz-Bayliss et al. (2016), significantly reducing the time taken to solve a set of known CSP benchmarks.

Crawford et al. (2013) used Choice Function variants to adaptively rank eight enumeration strategies during the process of solving CSFs, where the set of enumeration strategies consists of combinations of variable and value selection heuristics. Each Choice Function variant is composed of a number of weighted indicators (such as number of visited nodes, number of backtracks, number of steps etc.), used to assess the performance at intermediate stages of the search process. The weighting for each of these indicators is controlled by Particle Swarm Optimisation. The proposed method is able to find good solutions on average across different problems (N-queens, Magic Square and Latin Square).

López-Camacho et al. (2014) presented a unified framework for solving one and two-dimensional, regular and irregular bin packing problems. A set of six low-level heuristics, to decide which object to place next, and where to place it, were used to iteratively construct solutions. A Genetic Algorithm was used at the high-level, evolving a set of rules to govern which heuristic to apply in a given solution state. The framework was able to generalise well across a variety of problem instances without additional parameter tuning, outperforming the constituent low-level heuristics. Thomas and Chaudhari (2014) also considered two-dimensional bin packing, using a Genetic Algorithm to select a subset of items forming a sub-problem, then selecting a placement strategy from three low-level heuristics via a greedy method. Pillay (2012) evolved disposable heuristics for bin packing problems, consisting of sequences of known low-level heuristics. Again the evolved hyper-heuristics were observed to be superior to applying a single low-level heuristic repeatedly. Sequences of low-level heuristics were also evolved using a Genetic Algorithm by Salhi and Rodríguez (2014), this time for constructing solutions for a flow shop scheduling problem variant. This method was shown to perform very well, outperforming a large number of existing strategies from the literature. Gomez and Terashima-Martín (2018) evolved rules for low-level heuristic selection when solving multiobjective two-dimensional
bin packing problems. Based on a similar framework to the one used by Ortiz-Bayliss et al. (2016) for constructing solutions to CSPs, a set of rules are evolved, mapping different regions of the search space with particular properties to heuristic actions. Depending on the state of the current solution, one of forty operators, consisting of an ordering heuristic in combination with a packing heuristic, is selected and used to pack the next item. Significantly improved performance over using single heuristics was observed.

A novel variant of the TSP, the competitive TSP (CTSP) was introduced by Kendall and Li (2013), where a number of salesmen attempt to visit a number of cities in a non-cooperative manner. If they are the first to visit a city they receive a payoff, so must consider the tours of other salesman when devising their route. Agents take turns selecting from a set of five low-level heuristics to construct a tour, one city at a time. The hyper-heuristic approach presented was shown to be able to quickly generate good approximate solutions for the problem. Jawbreaker is a puzzle game consisting of a grid of colored balls, the objective is to clear the grid, by eliminating connected balls of the same colour. The evolutionary hyper-heuristic framework of Salcedo-Sanz et al. (2014) could be considered to be constructive in nature, as it exhibits many of the same characteristics of other hyper-heuristic methods of this type. This work used a set of nineteen low-level heuristics to make moves in Jawbreaker, evolving sequences of low-level heuristics to be applied sequentially to the current game state.

An Ant Colony Optimisation based hyper-heuristic was presented by Li et al. (2015). Their method searched a space of assignment and sequencing low-level heuristics for constructing solutions to a production scheduling problem in cellular manufacturing systems requiring ‘intercell’ transfers. The performance of the hyper-heuristic method was shown to scale considerably better than CPLEX as the size of problem instance increased. A similar problem was tackled by Li et al. (2016), who presented a bi-level approach to generate and select combinations of heuristic rules. Genetic Programming was used to evolve candidate rules to form a search space for a Genetic Algorithm based selection hyper-heuristic to operate over. The evolved system exhibited strong performance in terms of both solution quality and execution time. Gascón-Moreno et al. (2013) used an evolutionary-based hyper-heuristic to evolve sequences of low-level rules to construct each layer of Group Method of Data Handling (GMDH) neural networks. Improved performance was shown over a classical GMDH approach applied to real-world prediction problems.

8. Automated design of selection hyper-heuristics

In previous classifications hyper-heuristic methods have typically been broadly separated into two categories, selection hyper-heuristics and generation hyper-heuristics (Burke et al., 2010, 2013). Although we focus on selection hyper-heuristics within this paper, this section is dedicated to heuristic generation methods, surveying recent work that has sought to generate selection hyper-heuristics or components. A summary of the application areas for such methods is given in Table 7.

| Application Domain          | Reference(s)                     |
|-----------------------------|----------------------------------|
| Bin packing                 | Asta et al. (2013b)              |
| CheSC/HyFlex                | Adriaensen et al. (2014a,b); Sabar and Kendall (2015); Sabar et al. (2015a); Choong et al. (2018) |
| Exam timetabling            | Sabar et al. (2013, 2015b)       |
| Protein structure prediction| Fontoura et al. (2017)           |
| Traveling thief problem     | El Yafrafi et al. (2018)         |
| Vehicle routing             | Sabar et al. (2013, 2015b); Tyasnurita et al. (2017) |

Genetic Programming (GP) has been associated with generation hyper-heuristics for a number of years (Burke et al., 2009) so it is no surprise that work exists using GP to generate selection hyper-heuristics. El Yafrai et al. (2018) used GP to generate selection hyper-heuristics for the traveling thief problem, a combination of the travelling
salesman problem and the knapsack problem. Hyper-heuristics were evolved in both an offline manner, using a train-and-test approach, and an online manner, evolving ‘disposable’ hyper-heuristics for a single instance. The tailored ‘disposable’ hyper-heuristics were shown to achieve better results than the offline-tuned hyper-heuristics, and a baseline Genetic Algorithm. Strong performance was observed compared to existing state-of-the-art methods on some larger benchmark problem instances. [Fontoura et al. 2017] used Grammatical Evolution to evolve, and co-evolve, heuristic selection and move acceptance criteria forming selection hyper-heuristics for protein structure prediction. The hyper-heuristics were evolved using a search space of heuristic components and six low-level heuristics, and were trained on three instances from a benchmark set of eleven problems. Best results were observed by evolving a heuristic selection method, using a fixed Improving and Equal move acceptance strategy. Poor performance was observed when co-evolving selection method and move acceptance criteria concurrently, however, the search space when doing so is much larger in this case than with a fixed move acceptance strategy. Despite being evolved specifically for this problem domain, the proposed method was outperformed on average by the AdapHH hyper-heuristic of [Misir et al., 2012b] over the eleven problem instances tested.

[Adriaensen et al., 2014a] performed a meta-level search over a set of potential design decisions that could be made when developing a simple selection hyper-heuristic for the HyFlex framework. An iterated local search procedure is used to explore the space of selection hyper-heuristics, with greater computational time given to evaluating higher-quality configurations. The best method found, FS-ILS (Adriaensen et al., 2014b), has been discussed in detail in Section 4. Choong et al. (2018) used Reinforcement Learning, with a Q-learning based feedback mechanism, to select components of Iterated Local Search (ILS) based selection hyper-heuristics from a set of thirty actions, consisting of five heuristic selection and six move acceptance criteria. The available computational time is split up into \( n \) equal ‘episodes’, with \( n \) decided via offline parameter tuning directly on the competition instances from CHeSC 2011. Each episode consists of iteratively applying a selected heuristic selection - move acceptance combination in an ILS framework, with Variable Neighborhood Descent applied after a selected perturbative heuristic is applied. Good performance was observed in three of the six CHeSC problem domains (SAT, FS, TSP) however poor performance was reported in the remaining three domains. [Sabar and Kendall] (2015) used Monte Carlo Tree Search (MCTS) to generate heuristic selection strategies, specifically tuning their method for the CHeSC 2011 competition instances using a parameter tuning method from the literature. Sequences of low-level heuristics are generated in an online manner during the search using MCTS and applied to a population of solutions. At each step an Exponential Monte Carlo acceptance criterion is used to decide whether to accept non-improving solutions. The authors made use of the intensity of mutation and depth of search parameters included in HyFlex to generate different low-level heuristics, however how these parameters are tuned/controlled and how many low-level heuristics are generated is not specified.

As this method performs extensive offline tuning on a significant proportion of competition instances (the training and test sets are not independent), a direct comparison to the CHeSC 2011 competitors cannot be made. However strong results are reported, particularly in the SAT and PS problem domains. A similar overall framework was used by [Sabar et al., 2015a], also using a population of solutions. Gene Expression Programming (GEP) was used to co-evolve a selection method and acceptance criterion for each individual problem instance, yielding disposable hyper-heuristics for particular problem instances. Again, a direct comparison cannot be made to the CHeSC 2011 competitors due to the vast difference in computational effort used by this method and those in the competition. GEP was also used by [Sabar et al., 2015b], this time to evolve the acceptance criteria of a selection hyper-heuristic based on Multi-armed Bandit heuristic selection. Results were presented for instances of exam timetabling and dynamic vehicle routing problems, with strong performance reported compared to existing methods in the literature. [Sabar et al., 2013] presented a Grammatical Evolution hyper-heuristic to generate selection hyper-heuristics from existing high-level components for exam timetabling and capacitated vehicle routing problem benchmarks. [Karapetyan et al., 2017] introduced Conditional Markov Chain Search (CMCS), a method based on evolving transition matrices to configure combinations of metaheuristic components, applied to the bipartite boolean quadratic programming problem. Although it is presented as a general method, the evolved transition matrices can represent the probability of selecting different heuristics in a selection hyper-heuristic.

**Apprenticeship learning** embodying various machine learning algorithms is a well known technique in control and robotics, used for generalising the demonstrations provided by an expert [Abbeel and Ng, 2004]. Initially, [Asta et al., 2013b] trained k-means classifiers as generation hyper-heuristics using the data obtained from a Genetic Algorithm expert for automatically creating online bin packing heuristics. The trained method performed better than the expert in a few cases and outperformed the human designed heuristic in all cases. This work led to the study of Tyasnurita
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et al. (2017) who trained a time delay neural network using two sets of data obtained from the Modified Choice Function hyper-heuristic (Drake, 2014) as an expert, generating two new selection hyper-heuristics for solving the open vehicle routing problem. The first training dataset contains the changes in the objective values between solutions after application of low-level heuristics, while the second dataset includes the distance between those solutions as additional information. The empirical results show that the generated selection hyper-heuristics generalise well and perform better than the expert overall. More importantly, the inclusion of additional information during training yields an improved performance in the ‘new’ selection hyper-heuristic.

9. Conclusion and Remarks

In this section we will discuss some of the challenges and limitations of selection hyper-heuristics, with a focus on the HyFlex framework. We will highlight some of the efforts made to overcome these issues, as well as some potential avenues for future research directions.

An oft-cited criticism of selection hyper-heuristics is the lack of flexibility when it comes to the domain barrier. In its purest sense, as is the case with HyFlex, the domain barrier is opaque, with only objective function values being allowed to pass to the high-level search strategy and no inter-instance learning taking place. Here, the challenge is to balance the trade-off between providing a greater level of information exchange and maintaining a clear split between the problem domain and high-level solution methodology, whilst retaining the same level of plug-and-play modularity. Doing so successfully will aid one of the original goals of hyper-heuristic research: to develop powerful, general, solver control modules without losing domain-independence. Many suggestions for extensions to permit more information to be passed across the domain barrier, without loss of domain independence, have been proposed. Swan et al. (2018) argued that maintaining the domain barrier in the strictest sense is not necessary for the sake of increased generality, and that it is possible to make use of a much richer set of problem independent information than solely objective function value. XCSF, an XML-based format for representing constraint programming problems is suggested as a potential means of exchanging cross-domain knowledge in a domain independent manner.

A variety of potential extensions to the HyFlex interface were proposed by Parkes et al. (2015), designed to enable better support for applying data science techniques to optimisation. In line with the arguments made by Swan et al. (2018), the core goal is to provide support for increased exchange of useful information between the domain and search control layers removing the barrier, imposing proper interfaces for re-usability and beyond. The suggestions include: (i) A richer set of annotations. Extending the low-level heuristic annotations beyond the existing limited set of mutation, local search, ruin-recreate and crossover operators, to provide more information regarding operator behaviour. (ii) Providing solution features in a domain independent manner. These could potentially be used as a surrogate for objective function value when this is expensive to compute, or to assess the characteristics of the region of search space being explored. (iii) Improved distance metrics. Currently it is only possible to compare two solutions based on objective value. As there is not always a direct correlation between the locality of solutions in representation space and objective space, a poor quality solution in terms of objective function value may still be close to high-quality solutions in the search space. This is not captured when comparing solely on objective function values. (iv) Exposing instance features. Providing useful information about the features of the current instance, such as size, density or number of constraints. This could inform the high-level search method of the relative difficulty of a problem or the nature of the search landscape. (v) Multiobjective support within an extended HyFlex interface. Given the previous modifications, a hyper-heuristic with access to distance metrics for a population of solutions and an objective function would be able to measure the quality of the Pareto front, and adapt the search process as required. As discussed previously this could be at one of two levels, either controlling multiple high-level multiobjective metaheuristics or controlling multiple low-level operators within a single multiobjective method.

Pappa et al. (2014) previously explored the intersection of the fields of machine meta-learning and hyper-heuristic optimisation, predicting an increase in cross-fertilisation between these two areas, however this is potential is still as yet unfulfilled. Although their paper focused quite specifically on the roles of evolutionary algorithms and learning, the same logic can be applied to single-point search methods, such as the selection hyper-heuristics discussed here. Permitting a more extensive variety of information to be passed across the domain barrier, such as those discussed here, would increase the scope for applying data science techniques and machine learning dramatically.

In addition, interest from other related areas, such generative hyper-heuristics and automated algorithm configuration/tuning, would likely increase as such methods would benefit greatly from the improved feedback given during
the search process. Another aspect that is often overlooked is the information obtained during the search process that is typically discarded immediately. For example, one advantage of the Hyperion framework, largely overlooked in the literature, is the possibility for analysis of the trace taken through the search space by a hyper-heuristic. This could be of help for algorithm designers, indeed many potential opportunities of utilising such state features to guide search methods exist, particularly in the context of areas such as landscape-aware heuristic search.

One of the limitations of current selection hyper-heuristic work not considered by the authors above is the lack of delta (incremental) evaluation. In the context of heuristic search, when a new solution is produced by performing a modification to an existing solution, delta evaluation is the concept of computing the objective value based only on the changes made, rather than fully re-evaluating the whole solution from scratch. This contributes somewhat to another challenge, dealing with the variety of time and space requirements of operators across different domains and sometimes between operators in the same domain. Under the competition rules, limiting each hyper-heuristics to 10 nominal minutes of CPU time, it is possible to perform many more low-level heuristic applications searching many more states/solutions in some domains than the others. Providing the high-level hyper-heuristic with some indication of the computational effort required to invoke a particular low-level heuristic would go some way to rectifying this. Some existing hyper-heuristics have overcome this issue by empirically sampling low-level heuristics at the start of a search however this is not an ideal situation.

In this review paper, we have discussed a small number of papers which perform theoretical analysis of hyper-heuristic methods (e.g. Lehre and Özcan (2013); Alanazi and Lehre (2014, 2016)). The conclusions of these papers were very much in line with previous work in the area, showing that strategies that mix multiple operators are able to outperform pure strategies using only a single operator. However, some of the limitations of traditional learning mechanisms used in hyper-heuristics were exposed, particularly when the performance of individual low-level heuristics is similar. Like many stochastic search methods, there is yet much work to be done in this line of research. Further investigation into the theoretical underpinnings of selection hyper-heuristics in future will lead improved understanding of both the expectations that can be placed on such methods, and the limitations that they operate within.

Although our focus here has been on selection hyper-heuristics, Section 8 briefly discussed some hyper-heuristics that generate selection hyper-heuristics or components of selection hyper-heuristics. Although the number of papers focusing on this area is relatively small, there is much scope for potential future work in this area. One of the barriers to developing generation hyper-heuristics to build selection hyper-heuristics is the sheer computational effort required to train and test such methods. This is something that is decreasingly problematic with the rise in parallel processing methods, driven by the wider availability of affordable general purpose GPUs. Another is the limited generality level currently achieved by generated selection hyper-heuristics and components. Many of the existing methods discussed previously generate disposable hyper-heuristics that are trained and evaluated on a per-instance basis, rather than reusable hyper-heuristics which are able to learn at a higher level. Whilst there are some methods able to learn at a per-domain level, trained on a subset of instances and then tested on another set drawn from the same distribution, there has been some difficulty in effectively achieving genuine cross-domain learning. Mısır (2017) raised some interesting and important questions about the nature of what is meant by cross-domain search, particularly with respect to how inter- and intra-domain learning are defined. This work identified clusters of similar problem instances, using matrix factorisation to identify hidden features, containing instances from multiple problem domains. Previous work has often approached cross-domain search under the assumption that problems of the same class are taken from the same distribution. However, there are clearly latent features of problem instances from which more nuanced, and potentially more useful, classifications could be derived.

A single general-purpose solver for any given problem does not exist yet. However, this extremely challenging ultimate goal provides significant scope for future research. Already, many researchers and practitioners across a variety of disciplines have been working towards that goal, investigating various perspectives from theory to practice, exploring how high the level of generality of search algorithms can be pushed. In particular, the number of studies on selection hyper-heuristics for automatically solving single and multiobjective optimisation problems has been growing rapidly in contemporary research. This paper provides a high-level snapshot of the research landscape in selection hyper-heuristics, focusing on recent progress made in the area.
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