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Abstract

In a recent paper [18] the authors proposed the first solution to the problem of designing a globally exponentially stable (GES) flux observer for the interior permanent magnet synchronous motor. However, the establishment of the stability proof relies on the assumption that the adaptation gain is sufficiently small—a condition that may degrade the quality of the transient behavior. In this paper we propose a new GES flux observer that overcomes this limitation ensuring a high performance behavior. The design relies on the use of a novel theoretical tool—the generation of a “virtual” invariant manifold—that allows the use of the more advanced Kreisselmeier’s regression extension estimator, instead of a simple gradient descent one. We illustrate its superior transient behavior via extensive simulations and experiments.
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1 Introduction

Sensorless control is one of the most important topics in the field of motor drives, for which we assume only access to electrical coordinates, i.e., the stator currents and voltages. It is of paramount importance in industry since sensorless control of motors can reduce hardware complexity, improve reliability, and achieve cost reduction [9,16]. Meanwhile, this problem has received particular attention from the automatic control community due to its theoretical interests, i.e., the dynamical model of the permanent magnet synchronous motor (PMSM) does not belong to any observable canonical forms that have been studied comprehensively [2]. To be precise, the main constructive challenges arise from the highly nonlinear output functions.

It is widely recognized that the centrality of sensorless control is the high-performance algorithm to estimate angular positions. The existing estimation algorithms can be broadly classified into two classes, which make use of high-frequency and fundamental components in stator currents, respectively. The former is known as the signal injection approach, which is applicable to the low speed region; and the latter is more suitable at middle and high speeds [16]. In this paper, we are limited to the (fundamental frequency) model-based approaches. Indeed, both the back-emf and flux contain the information of angular positions implicitly, thus providing distinct technical routes to reconstruct mechanical coordinates. A salient feature of flux is its constant magnitude regardless of rotating speeds, and this fact triggers intensive research activity on flux observers for PMSMs [5,6,17] in both the power electronics and control communities.
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An important contribution to motor flux observers was reported in [17], where it was observed that the motor dynamics satisfies an algebraic relation that can be used to formulate an optimization criterion whose gradient can be explicitly computed for its use in a gradient descent-based observer. This observation led to the design of the first locally stable observer whose practical viability was established in [11]. Later on, this design was rendered global (via convexification) in [15] and then combined with an adaptive mechanism in [3], both achieving global asymptotic stability (GAS). Following the research line initiated in [21], a Kazantzis-Kravaris-Luenberger observer was recently proposed in [4, Section VII], which is capable to deal with the scenario of unknown initial conditions. As of this date, the observer design reported in the literature with the strongest stability property, namely the equivalent of the algebraic relation mentioned above, which was exploited in [17], depends now on the rotor angle—hence been unsuitable for its use in a gradient descent based observer. For this reason the design of a globally stable flux observer for IPMSMs was considered to be a wide open problem in [17, Section VI], a fact also endorsed in [4, Section VII].

This problem has been recently solved by the authors in [18]. A key observation to establish this result was to formulate the estimation objective in terms of the active, instead of the magnetic, flux. A similar shift of the problem formulation was (unknowingly) pursued in [14], leading also to a globally stable design. It is also worth noting the work of [22] where local convergence is reported for a scheme incorporating parameter adaptation. As of this date, the observer design reported in the literature with the strongest stability property, namely GES, is the one in [18]. Its basic idea is to obtain a non-linear regression equation on the active flux—which can be viewed as a perturbed linear regressor—by adopting the filtering technique in [7]. A potential drawback of this scheme is that to prove stability, we require a technical condition—selecting the adaptation gain sufficiently small. Such low adaptation gain design may limit the estimation performance, particularly in the transient stage. The aim of this paper is to propose an alternative solution, where we do not impose a restriction on the size of the adaptation gain, addressing in this way the issue of (potentially poor) transient behaviors.

In order to be able to design our new globally exponentially convergent flux observer, we add to the filtering technique of [8,18], a novel mathematical concept: the creation of a virtual invariant manifold. Thanks to this new technique we are able to replace the gradient-based observer design by the high performance Kreisselmeier’s regression extension (KRE)-based estimator, reported in [10] for the design of adaptive observers for linear time-invariant (LTI) systems. We notice that the KRE-based estimator was recently used for electromechanical systems in [12]—see [1] for a detailed analysis of the properties of this estimator. To evaluate performance of the proposed sensorless observer for IPMSMs we present numerous simulation and experimental results.

## 2 Motor Model and Observer Problem Formulation

According to Faraday’s Law, the electrical dynamics (in the stationary $\alpha\beta$ frame) is given by

$$\dot{\lambda} = -Ri + v. \quad (1)$$

For IPMSMs, the measurable current satisfies

$$v = L^{-1}\lambda\cos(\theta) - \psi_m \sin(\theta) \quad (2)$$

with the mappings

$$\mathcal{L}(\theta) := L_s I_2 + \frac{L_0}{2} Q(\theta)$$

$$Q(\theta) := \begin{bmatrix} \cos(2\theta) & \sin(2\theta) \\ \sin(2\theta) & -\cos(2\theta) \end{bmatrix}$$

$$c(\theta) := \text{col}(\cos \theta, \sin \theta).$$

Following [8] we define the active flux $x(t) \in \mathbb{R}^2$ as

$$x := \lambda - L_q i. \quad (3)$$

As shown in [8,18], the rotor angle can be reconstructed from $x$ via the relation

$$\tan(\theta) = \frac{x_2}{x_1}. \quad (4)$$
The central problem in sensorless control of electric motors is to estimate the mechanical angular position \( \theta(t) \in \mathbb{S} \) from the measurable signals \( v(t) \in \mathbb{R}^2 \) and \( i(t) \in \mathbb{R}^2 \). This is equivalent to online estimation of the active flux \( x \).

**Observer Design Problem** Consider the dynamical model (1) with the output (2). Design an observer

\[
\begin{align*}
\dot{\eta} &= F(\eta, i, v) \\
\dot{x} &= N(\eta, i, v)
\end{align*}
\]

(5)

with \( \eta(t) \in \mathbb{R}^{n_x} \), that ensures global exponential convergence of the active flux estimation error, that is,

\[\lim_{t \to \infty} |\dot{x}(t) - x(t)| = 0 \quad \text{(exp.)} \]

(6)

for all system and observer initial conditions. \( \square \)

### 3 Assumptions and Preliminary Results

The success of the GES observer design in [18] relies on the following lemma, which was established in [8]; see also [18, Lemma 1]. By introducing some LTI stable filters, we are able to obtain a perturbed linear regression equation (LRE) which is instrumental for the gradient observer design.

**Lemma 1** The electrical dynamics of the IPMSM (1), (2) satisfies the following (perturbed) linear regression equation

\[y = \Phi^\top x + d + \epsilon_t,\]

(7)

where the active flux \( x \) is defined in (3), and the measurable signals \( y(t) \in \mathbb{R}^2 \) and \( \Phi(t) \in \mathbb{R}^2 \) are given as

\[
y := L_0 H_2[i] \Omega_1 + \frac{1}{\alpha} |\Omega_1|^2 + \frac{1}{\alpha} H_2[\Omega_2^\top \Omega_1]
\]

\[
\Phi := \Omega_1 + \Omega_2.
\]

with the signals \( \Omega_1(t) \in \mathbb{R}^2 \) and \( \Omega_2(t) \in \mathbb{R}^2 \) defined as

\[
\begin{align*}
\Omega_1 &:= H_2[v - R i - L_q i] \\
\Omega_2 &:= \Omega_1 - L_0 H_1[i],
\end{align*}
\]

and the filters

\[
H_1(p) := \frac{\alpha p}{p + \alpha}, \quad H_2(p) := \frac{\alpha}{p + \alpha},
\]

(8)

where \( \alpha > 0 \) is a tuning parameter.

The (unknown) perturbing signal \( d \) is given by

\[
d := -\ell H_1 \left[ \frac{x^\top}{|x|} \right],
\]

(9)

with \( \ell := \psi_m L_0 \), and \( \epsilon_t \in \mathbb{R}^2 \) is an exponentially decaying term\(^1\) caused by the initial conditions of the filters.

To address the observer design problem, we make the following assumptions that, as thoroughly discussed in [8,18], hold true in practice—see Remark 2 below.

**Assumption 1** (Motor rotating behavior) \( \Phi \) is persistently excited, namely, there exist \( T > 0 \) and \( \delta > 0 \) such that

\[\int_{t}^{t+T} \Phi(s) \Phi^\top(s) ds \geq \delta I_2, \quad \forall t \geq 0\]

(10)

with \( |\Phi| \) upper bounded.

**Assumption 2** (Boundedness) The motor operates in a mode guaranteeing that all signals \( i, v \) and \( \lambda \) are bounded and \( |x| \geq x_{\min} > 0 \).

**Assumption 3** (Small anisotropy) The current \( i \) verifies \( |L_0 i| < \psi_m \).

Motivated by the flux dynamics (1) an observer of the following form is suggested in many works

\[
\begin{align*}
\dot{i} &:= v - R i + E \nonumber \\
\dot{x} &:= \dot{x} - L_q i
\end{align*}
\]

(11)

with a signal \( E(t) \in \mathbb{R}^2 \) to be defined. Invoking (3) we see that, for this observer structure, we get

\[
\dot{x} = E
\]

(12)

with \( \dot{x} := \dot{x} - x \). Several different correction terms \( E \) can be used to complete the observer design.

1) By leaving out the perturbation term \( d \) and applying a gradient descent to minimize the cost function

\[J_{tie}(\dot{x}) = |y - \Phi^\top \dot{x}|^2,
\]

the correction term in [7]\(^2\) is selected as

\[E_{tie} = \gamma \Phi(y - \Phi^\top \dot{x}), \quad \gamma > 0.
\]

As shown in [7] the estimation error dynamics is practically exponentially stable with bounded ultimate errors.

\(^1\) Following standard practice, we neglect these terms in the sequel.

\(^2\) The paper [7] considers another perturbed linear regression model rather than (7), but they are exactly in the same mathematical form. Hence, we may conclude the same stability properties for the closed-loop dynamics.
ii) The paper [18] proposes the correction term\(^3\)
\[
E_{\text{aut}} = \gamma \Phi \left( y - \Phi^T \hat{x} - \hat{d} \right), \quad \gamma > 0
\]
\[
\hat{d} = -\ell H_1 \left[ \hat{\lambda} - \ell H_1 \right]. \tag{13}
\]
The term in (13) can be viewed as a certainty equivalent approximation of the gradient descent to minimize the cost function
\[
J_{\text{aut}}(\hat{x}) = \left| y - \Phi^T \hat{x} - \hat{d} \right|^2. \tag{14}
\]

In [18], to guarantee global exponential stability, we require the adaptation gain \(\gamma > 0\) to be sufficiently small, which may have a deleterious effect on the transient performance. The main objective of this paper is to propose an alternative observer design that removes the requirement of small adaptation gain.

Remark 1 In Lemma 1, we obtain a nonlinear regression model (7) via the filtering technique. It can be viewed as a linear regression model with respect to \(\hat{x}\) with a perturbation term \(d\). This term \(d = -\ell H_1 [\hat{\lambda} - \ell H_1] \) is, in nature, the filtered signal of the inner product between the current (stator flux) and the normalized rotor flux vector, which should be maintained to be zero for torque maximization.

Remark 2 Some remarks on the assumptions adopted in the paper are in order.

(i) The persistency of excitation condition (10) is generally satisfied when motors are operating at middle- or high-speed regions. Otherwise, it is necessary to probe high-frequency signals in low speed to impose observability [18, Section 5]. Note that another way to use signal injection is to demodulate the angular information implicitly carried by the high-frequency component of stator currents [16,24].

(ii) Assumption 2 is reasonable since the active flux \(x\) is not zero as far as the rotor permanent magnet is magnetized.

4 Main Result

To overcome the performance limitation imposed by the requirement to use a small adaptation gain in the gradient-based scheme of [18] we add to the filtering technique of [8,18], a novel mathematical concept: the creation of a virtual invariant manifold. Thanks to this new technique we are able to replace the gradient-based observer design by the high performance KRE-based estimator. As explained in [19] the key step in Kreisselmeier’s estimator is the construction of the KRE that, as shown in [20], is a particular form of the more general dynamic regressor extension. For the purpose of this paper, the key feature of this estimator is that, in contrast with gradient or least-squares schemes, it is possible to make the estimator converge arbitrarily fast (after a short transient phase due to filtering) by increasing the adaptation gain—see also [1] for a detailed analysis of the properties of this estimator.

Motivated by Lemma 1, Kreisselmeier’s estimator [10], the results of [12], our previous work [18] and the discussion in the previous section, we propose the following flux observer.

**Flux and position observer**

\[
\begin{align*}
\dot{Q} &= -a(Q - \Phi \hat{\Phi}^T), \quad Q(0) = 0 \\
\dot{Y} &= -a(Y - \Phi e) + Q E, \quad Y(0) = 0 \\
\dot{E} &= -\gamma Y \\
\dot{\lambda} &= v - Ri + E \\
\dot{x} &= \dot{\lambda} - L_d i \\
\dot{\theta} &= \tan(\dot{x}_2, \dot{x}_1),
\end{align*}
\]

(15)

with the estimate of the disturbance signal
\[
\hat{d} = -\ell H_1 [\hat{\lambda}^T \sigma(\hat{x})], \tag{16}
\]

the variable
\[
e := \Phi^T \hat{x} + \hat{d} - y,
\]

and the mapping
\[
\sigma(\hat{x}) = \begin{cases}
\hat{x} & \text{if } |\hat{x}| \geq \epsilon > 0 \\
\text{col}(0,0) & \text{otherwise,}
\end{cases}
\]

where \(\epsilon \in (0, x_{\min})\), and \(a, \alpha, \gamma > 0\) are tuning parameters. \(\square\)

We summarize the provable properties of the above observer as follows.

**Proposition 1** Consider the model (1) with output (2). For any adaptation gains \(\gamma > 0\) and \(a > 0\), there always exists a scalar \(a_{\max} > 0\) such that the observer (15) and (16) guarantees the global exponential convergence (6) and
\[
\lim_{t \to \infty} \left| \dot{\theta}(t) - \theta(t) \right| = 0 \quad \text{(exp.)}
\]

for any \(\alpha \leq a_{\max} \).

\(^3\) In [18] a slight modification in \(\hat{d}\) is introduced to guarantee \(|\hat{x}| > x_{\min}\) and thus avoid singularities.
Proof 1 First, it is shown in [1, Section III-A] that, given Assumption 1, the square matrix \( Q \) is positive definite for all \( t \geq T \), i.e.,

\[
Q(t) \geq qI_2, \quad \forall t \geq T,
\]

for some \( q > 0 \).

The next key step is to show the existence of a (virtual) forward invariant manifold

\[
\mathcal{M} := \{ (Y, Q, \xi) \in \mathbb{R}^2 \times \mathbb{R}^{2 \times 2} \times \mathbb{R}^2 : Y = Q \tilde{x} + \xi \},
\]

in which the variable \( \xi \) is governed by the dynamics

\[
\dot{\xi} = -a(\xi - \Phi \tilde{d}), \quad \xi(0) = 0,
\]

and we have defined \( \tilde{d} := \tilde{d} - d \). To verify this we define the error signal

\[
\pi := Y - (Q \tilde{x} + \xi),
\]

whose derivative is given as and compute its time derivative as

\[
\dot{\pi} = \dot{Y} - Q \dot{\tilde{x}} - Q \dot{\tilde{x}} - \dot{\xi}
\]

\[
= - a(Y - \Phi e) + QE + a(Q - \Phi \Phi^\top) \tilde{x} - QE
\]

\[
+ a(\xi - \Phi \tilde{d})
\]

\[
= - a(Y - Q \tilde{x} - \xi)
\]

\[
= -a \pi.
\]

Consequently, since for all \( \tilde{x}(0) \) we have that

\[
\pi(0) = Y(0) - Q(0) \tilde{x}(0) - \xi(0) = 0,
\]

we complete the proof of the invariance claim and show that

\[
Y(t) = Q(t) \tilde{x}(t) + \xi(t), \quad \forall t \geq 0.
\]

The last step in the proof is to analyze the closed-loop dynamics. The active flux estimation error \( \tilde{x} \) satisfies

\[
\dot{\tilde{x}} = E
\]

\[
= -\gamma Y
\]

\[
= -\gamma Q \tilde{x} - \gamma \xi,
\]

where we have used (19) to get the last identity. Now, the variable \( \tilde{d} \) is given by

\[
\tilde{d} = -\ell H_1 \left[ \begin{bmatrix} 1 \end{bmatrix} (\frac{\tilde{x}}{\| \tilde{x} \|} - \frac{x}{\| x \|}) \right],
\]

which, as shown in [18], may be written as

\[
\tilde{d} = -H_1 [w^\top \tilde{x}]
\]

with the signal \( w(t) \in \mathbb{R}^2 \) defined via

\[
w = \begin{cases} \ell \frac{I}{\| x \|} \begin{bmatrix} I_2 - \frac{(x + \tilde{x})x^\top}{\| x \| + \| \tilde{x} \|} \end{bmatrix} i, & \text{if } \| \tilde{x} \| \geq \epsilon \\ -\ell \frac{1}{\| x \|\| \tilde{x} \|} I_2 \tilde{x}, & \text{otherwise}. \end{cases}
\]

A state space realization of (20) is given by

\[
\dot{z} = -\alpha(z - \alpha w^\top \tilde{x})
\]

\[
\tilde{d} = z - \alpha w^\top \tilde{x}.
\]

Defining the state vector \( \chi(t) := \text{col}(\tilde{x}(t), \xi(t), z(t)) \in \mathbb{R}^5 \) we obtain the closed-loop dynamics

\[
\dot{\chi} = \begin{bmatrix} -\gamma Q & -\gamma I_2 & 0_{2 \times 1} \\ -a & 0 & a \Phi \\ a^2 w^\top & 0_{1 \times 2} & -\alpha \end{bmatrix} \chi.
\]

The dynamics (21) may be written as a perturbed linear time-varying (LTV) system of the form

\[
\dot{\chi} = A(t) \chi + \alpha \Delta(t) \chi,
\]

where we defined the matrices

\[
A(t) := \begin{bmatrix} -\gamma Q(t) & -\gamma I_2 & 0_{2 \times 1} \\ 0_{2 \times 2} & -a & a \Phi(t) \\ 0_{1 \times 2} & 0_{1 \times 2} & -\alpha \end{bmatrix} \in \mathbb{R}^{5 \times 5}
\]

\[
\Delta(t) := \begin{bmatrix} 0_{2 \times 2} & 0_{2 \times 2} & 0_{2 \times 1} \\ -a \Phi(t) w^\top(t) & 0_{2 \times 2} & 0_{2 \times 1} \\ a w^\top(t) & 0_{1 \times 2} & 0 \end{bmatrix} \in \mathbb{R}^{5 \times 5}
\]

We make the observation that \( \Phi(t) \) and \( w(t) \) are both bounded. Hence, from (15) we have that \( Q(t) \) is also bounded. As a result, the above LTV system is forward complete during \([0, T]\). Moreover, from Assumptions 1 and 2, we have that \( Q(t) \) is positive definite for all \( t \geq T \); that is, it satisfies (17). We proceed with our analysis for \( t \geq T \).

Let us introduce the following parameters

\[
\mu_{\Phi} := \| \Phi \|_\infty, \quad \mu_w := \| w \|_\infty.
\]
Consider the candidate Lyapunov function
\[ V(\chi) := \frac{1}{2} \chi^\top P \chi, \]
where we defined the positive definite matrix
\[ P := \text{diag} \left\{ \frac{1}{\alpha a}, \frac{1}{\alpha a}, \frac{1}{\alpha a}, \frac{\mu_2^2}{a} \right\}. \]
Its time derivative satisfies
\[
\begin{align*}
\dot{V} &= -\|\chi\|^2 - \dot{\chi}^\top \chi - \frac{1}{q} (|\chi|^2 - \xi^\top \Phi z + \mu_2^2 |z|^2) \\
&\quad + \alpha \chi^\top P \Delta \chi \\
&\leq -q\|\chi\|^2 - \dot{\chi}^\top \chi - \frac{1}{2q} (|\chi|^2 - \mu_2^2 |z|^2) + \alpha \rho |\chi|^2 \\
&\leq -q\|\chi\|^2 + \frac{3q}{4} |\chi|^2 + \frac{1}{3q} |\chi|^2 - \frac{1}{2q} (|\xi|^2 - \mu_2^2 |z|^2) \\
&\quad + \alpha \rho |\chi|^2 \\
&\leq -\frac{q}{4} |\chi|^2 - \frac{1}{6q} |\xi|^2 - \frac{\mu_2^2}{2q} |z|^2 + \alpha \rho |\chi|^2 \\
&\leq -(\beta - \alpha \rho) |\chi|^2
\end{align*}
\]
where
\[ \beta := \min \left\{ \frac{q}{4}, \frac{1}{6q}, \frac{\mu_2^2}{2q} \right\} \]
and we used the fact that
\[ \chi^\top P \Delta \chi = \frac{1}{q} (\xi^\top \Phi + \mu_2^2 z) w^\top \dot{x} \leq \rho |\chi|^2, \]
for some \( \rho > 0 \) independent of \( \alpha \). Consequently, there exists a sufficiently small \( \alpha \) such that \( \beta - \alpha \rho > 0 \), and the proof is concluded invoking the last upper bound on \( \dot{V} \) above, as well as the algebraic equation (4). \( \square \)

**Remark 3** There are three positive adaptation parameters to tune, i.e., \( \alpha, \alpha \) and \( \gamma \).

(i) The parameter \( \alpha \) appears in the filters \( H_1(p) \) and \( H_2(p) \) for pre-filtering in order to generate the regression model (7). This parameter affects the convergence rate of the exponentially decaying term \( \xi_t \). As shown in Proposition 1, a large \( \alpha > 0 \) may yield instability of the closed loop.

(ii) The parameter \( a \) appears in the KRE \( \dot{Q} = -a(Q - \Phi \Phi^\top) \). Roughly, a small \( a > 0 \) means that “more past” information of \( \Phi \Phi^\top \) is utilized in the matrix \( Q \).

(iii) The parameter \( \gamma \) appears in the \((1, 1)\)-element of \( A(t) \), making it closely connected to the convergence rate of the active flux estimate. In the above design we fix \( Q(0) = 0 \) and \( Y(0) = 0 \) and \( \xi(0) = 0 \). If we select a small \( a > 0 \) and a sufficiently large \( \gamma \), then the estimation error \( \dot{x} \) will converge to a small neighborhood of zero very fast. In contrast, in [18] we require the adaption gain \( \gamma > 0 \) sufficiently small, thus we are unable to assign the transient performance.

**Remark 4** The correction term \( E \) in the proposed flux and position observer (15) can be roughly viewed as the gradient descent of the cost function generated from the KRE, rather than the “natural” cost function (14) adopted in [18]. This idea was originally proposed in the pioneer work [10] to improve transient performance in adaptive observers, for which the unknown parameters are constant. In the context of observer design, we need to take into account the dynamics of the time-varying states, and this is captured by the additional variable \( \xi \) in the proof.

5 Simulations and Experiments

In this section, we present some simulation and experimental results to validate the performance of the proposed flux and position observer.

5.1 Simulation Results

In simulations, in order to make it more realistic we adopted the same motor parameters as those used in experiments. They are \( R = 2.5 \) \( \Omega \), \( L_d = 0.00782 \) \( H \), \( L_q = 0.00782 \) \( H \), and \( \psi_m = 0.10 \), with the pole number equal to 8. We consider the gains \( \alpha = 200\pi \) and \( a = 20\pi \), and consider different adaptation gains \( \gamma \). Simulations were performed using MATLAB/Simulink. The motor was rotating at 1000 rpm, and we selected the initial magnetic flux angle error as \( \pi/2 \). The magnitude error was set as twice as the real value, i.e., \( \dot{\lambda}(0) = 2\psi_m [\cos(\theta - \pi/2), \sin(\theta - \pi/2)]^\top \).

In Fig. 1, we present the simulation results for the observer (15) with the adaptation gain \( \gamma = 1 \), showing its satisfactory performance. By increasing \( \gamma \) to 5, we observe in Fig. 3 that the convergence rate becomes faster as expected from Proposition 1. This is compared to the position observer in our previous work [18], with the simulation results in the same scenario shown in Figs. 2 and 4 for the gains \( \gamma = 1 \) and \( \gamma = 5 \), respectively. Note that the approach in [18] requires that the adaptation gain \( \gamma \) sufficiently small to achieve global exponential stability. It is clear in Fig. 4 that when selecting \( \gamma = 5 \) it slows down the convergence rate and even causes the inconsistency issue. This demonstrates the key merit of tunability for the observer proposed in this paper.

5.2 Experiments

Some experiments have been conducted on the test bench in Fig. 5, and the motor parameters have been given in Section 5.1. The experimental scenario is that
the test motor rotated at 1000 rev/min. The motor started initially without any control. Then, the motor drive started, and the shaft of the motor rotates at 1000 rpm. The rotor flux observer was operated from incorrect initial values. We selected the parameters $\alpha = 20\pi$ and $\alpha = 200\pi$. The inverter was made with Silicon Carbide Six-Pack Power Modules (CCS050M12CM2) and gate driver(CGD15FB45P1). The inverter is controlled by DSP TMS320F28337. The switching frequency was set 5 kHz and the current sampling frequency was 10 kHz.

In Fig. 6 we show the experimental results of the proposed flux and position observer in this paper, illustrating its capability to reconstruct the flux and the angular position as well with high accuracy. Similarly to the sim-
When using a high adaptation gain $\gamma$, we tested the observer with different gains $\gamma$ and the result shows the better transient performance when using a high adaptation gain $\gamma$. Whereas, the steady-state error performance of the proposed observer does not have a significant difference with respect to the parameter $\gamma$. We also used the same scenario to test the observer in [18] with experimental results shown in Fig. 7. From Fig. 7(a), we observe that its convergence time is longer than the one for the new design, and by tuning a larger $\gamma = 5$ there are significant ultimate errors of flux and angular estimates with degraded transient behaviour; see Figs. 7(b)-7(c). In this way, we have verified the superiority of the proposed observer, which enjoys enhanced transient performance and provable stability.

6 Conclusion

In this paper, we revisited the problem of design a GES observer for sensorless control of IPMSMs. Compared to our previous result in [18], the new design does not impose a requirement of using a sufficiently small adaptation gain $\gamma > 0$, a restriction that may affect the transient performance of the observer. Our motivation in this paper is to remove this restriction to improve the convergence rate of the observer.

The success of the new design relies on the introduction in the proof of a virtual invariant manifold that is instrumental for the inclusion of the KRE estimator. It is interesting to note that the proof of our new design is significantly simpler than the one given in [18]. We have also conducted comprehensive simulations and real-world experiments to validate our theoretical development and its practical usefulness.
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