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Abstract

In this paper we address the solution of the popular Wordle puzzle, using new reinforcement learning methods, which apply more generally to adaptive control of dynamic systems and to classes of Partially Observable Markov Decision Process (POMDP) problems. These methods are based on approximation in value space and the rollout approach, admit a straightforward implementation, and provide improved performance over various heuristic approaches. For the Wordle puzzle, they yield online solution strategies that are very close to optimal at relatively modest computational cost. Our methods are viable for more complex versions of Wordle and related search problems, for which an optimal strategy would be impossible to compute. They are also applicable to a wide range of adaptive sequential decision problems that involve an unknown or frequently changing environment whose parameters are estimated on-line.
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1 Introduction

In this paper, we discuss a Reinforcement Learning (RL) approach towards a class of sequential decision problems, exemplified for the popular Wordle puzzle that appears daily in the New York Times. Wordle involves a list of 5-letter mystery words, which is a subset of a larger list of guess words. A word is selected at random from the mystery list, and the objective is to find that word by sequentially selecting no more than six words from the guess list. Each guess word selection provides information about the letters contained in the hidden mystery word according to a given set of rules, which involves color coding of letters shared by the guess word and the mystery word.

We will adopt a more general point of view, by considering a broad class of problems that include Wordle as a special case. In particular, the problems that we consider include sequential search situations, where the objective is to guess correctly an unknown object from a given finite set of objects (the set of mystery words in the Wordle context), by using a sequence of decisions from a finite set (the set of guess words in Wordle), which result in a sequence of corresponding observations (the information outcomes of the guesses in Wordle). We aim to minimize some cost function, such as the expected number of observations required to determine the unknown object.

Within the search context just described, some basic information theory concepts are relevant, which have already been applied to Wordle, and are important for our methodology. In particular, consider a random variable $\Theta$ that can take a finite number of values $\theta^1, \ldots, \theta^m$ with given probabilities. Suppose that we want to estimate $\Theta$ and to this end, we select one out of a finite set of observations $Z_u$, where $u$ is a parameter that takes values in a finite set $U$. Each $Z_u$ is a random variable that can take a finite number of values $z^1, \ldots, z^n$, and provides information about the true value of $\Theta$ through the conditional probability distribution $P(\Theta | Z_u)$, which is assumed known for each $u \in U$. An information theoretic approach suggests choosing $u$ to be one that results in maximum entropy reduction (or maximizes the information gain), as measured by notions of entropy. In particular, the (a priori) entropy of $\Theta$ is given by

$$H(\Theta) = -\sum_{i=1}^{m} p(\theta^i) \log (p(\theta^i)), \quad (1)$$

where $p(\theta^i)$ is the a priori probability that $\Theta$ has the value $\theta^i$. The a posteriori entropy of $\Theta$ given $Z_u$ is given by

$$H(\Theta | Z_u) = -\sum_{j=1}^{n} p(z^j) \sum_{i=1}^{m} p(\theta^i | Z_u = z^j) \log (p(\theta^i | Z_u = z^j)), \quad (2)$$

where $p(z^j)$ is the probability that $Z_u$ takes the value $z^j$ and $p(\theta^i | Z_u = z^j)$ is the conditional probability that $\Theta = \theta^i$ given that $Z_u$ has taken the value $z^j$. The entropy reduction (or information gain) provided by a choice $u \in U$ is the function of $u$ given by

$$H(\Theta) - H(\Theta | Z_u), \quad (3)$$
and the information theoretic approach suggests selecting $u \in U$ that maximizes the above expression, or equivalently minimizes the conditional entropy $H(\Theta \mid Z_u)$.

Thus, if a single guess word were allowed within the Wordle context, it would be reasonable to select the one that results in maximum information gain. In the real case where multiple (namely six) guess words are allowed, it makes sense to apply the maximum information gain approach sequentially, i.e., after the results of a guess become known, obtain the resulting conditional distribution of $\Theta$, evaluate the information gain that corresponds to each candidate guess word, and select as next guess word one that maximizes the information gain.

The information gain approach for sequential guess word selection has been proposed by Sanderson through his popular 3Blue1Brown channel, and has near-optimal performance for the “standard” form of the puzzle [within 5.5% in the “easy” mode and 2.8% in the “hard” mode, assuming the optimal opening word selection (salet)]. It may also be viewed as a sub-optimal/heuristic policy for an underlying dynamic programming (DP) problem.

Our solution methodology for Wordle is based on DP and relies for the most part on the maximum information gain policy. It improves this policy by using a rollout approach, which amounts to a single policy iteration (i.e., start from the maximum information gain policy to obtain a rollout policy through a policy improvement operation). Indeed we will show computationally that the rollout policy performs substantially better than the maximum information gain policy, and is very close to optimal (it performs within 0.4% of the optimal assuming the best opening word selection salet). Our rollout solution methodology can also be easily adapted for use with other heuristics, and similarly improves substantially their performance, based on computational experimentation with two heuristics (“most rapid decrease” and “greatest expected probability”) that have been suggested in the literature [Sho22]; see Sections 2 and 3.

The performance improvement just described can be explained through the interpretation of our method as a step of Newton’s method for solving an underlying Bellman equation, which starting from a cost function approximation provided by the heuristic policy, yields a rollout policy performance that is close to optimal. This interpretation is the principal theme of the recent monograph [Ber22] by one of the authors, and its more mathematical antecedent textbook [Ber20]. It is valid in great generality for approximation in value space schemes, well beyond the context of the present paper.

In this paper we will explain and develop our DP-based rollout approach within a generalized context that has applications beyond sequential search. In particular, we will consider a broad class of adaptive control problems, which involve a dynamic system with a model containing unknown parameters, which are directly or indirectly estimated using sequential observations, as the system is being controlled. We cast these adaptive control problems as POMDP; this is an approach that dates from the 1970s, and will be explained in Section 4. We then use our adaptive control/POMDP approach as a starting point for the

\[\text{https://www.youtube.com/c/3blue1brown}\]
application of RL methods, based on approximation in value space and rollout (an extensive account of such methods is given in RL books, such as [BeT96], [SuB18], [Ber19], and particularly the books [Ber20] and [Ber22], which contain many earlier references). Aside from its effectiveness within the Wordle context, our approach highlights the benefits of the synergy between the artificial intelligence/RL, and the decision and control methodologies. In particular, in RL one is often faced with partially known environments, which are progressively learned through sequential observations, for the purpose of enhancing the selections of future actions. The adaptive control/POMDP framework of this paper also aims to address similar situations.

The paper is organized as follows. In Section 2 we introduce this formulation informally and describe our rollout approach within the context of Wordle. In Section 3 we discuss our implementations and the corresponding computational results. In Section 4 we explain in more general mathematical terms our approach, within a deterministic adaptive control context. In Section 5 we discuss various extensions of our methodology, both within the context of Wordle (e.g., more challenging versions of the puzzle), and within the context of sequential search and adaptive control (including extensions that involve stochastic systems).

2 Playing Wordle: Problem Formulation and Rollout Algorithms

We provide a brief introduction to the Wordle puzzle, which was created by Josh Wardle [War22], and published online in January, 2022. It is reputedly played by millions of people daily. In Wordle, players have to guess a five-letter word in six attempts. The hidden word, which we will refer to as the “mystery word” in this paper, is chosen every day from a list of 2,315 words according to some distribution and posted on The New York Times website. In published studies, including the reports of optimal and suboptimal computational results, as well as the present paper, the distribution is assumed to be uniform. This list, referred to as the “mystery list,” is known to the public. Each guess attempt consists of a word chosen from a “guess list” of 12,972 words, also known to the public, and provides information about the letter in each of the five positions of the mystery word.

There are two modes for playing the game, the “easy” mode whereby the choice of each guess word is unrestricted within the guess list, and the “hard mode” whereby the choice of each guess word depends on the outcomes of the preceding choices according to certain rules. For examples of solving the puzzle in easy mode and hard mode, see Figs. 1 and 2, respectively. We refer the readers to the internet literature for a detailed description of the rules of the puzzle.

https://fictionhorizon.com/how-many-people-play-wordle  
https://www.nytimes.com/games/wordle/index.html
Wordle has attracted the attention of quite a few scientists, and there is a growing body of analysis and algorithmic development from mathematical and computer science perspectives. Most of the discussions have focused on attempts to find the optimal strategy for guess word selection, or to propose good sub-optimal strategies. In particular, a widely known work by Selby [Sel22] was the first to implement optimal strategies for playing Wordle, and gave the corresponding optimal scores. These scores are 3.4212 attempts on the average to solve the puzzle in easy mode, and 3.5084 attempts on the average to solve the puzzle in hard mode, with the optimal opening word being salet in both modes of the game. The averages correspond to a mystery word chosen randomly from within the mystery list according to a uniform probability distribution. A subsequent paper by Bertsimas and Paskov [BeP22] has verified these optimal scores, using a DP-based solution method, which is apparently similar to the one used by Selby (the paper does not include a methodological comparison or reference to [Sel22]). The paper also reports that the puzzle took “days to solve via an efficient C++ implementation of the algorithm, parallelized across a 64-core computer.” Note that once this long DP computation is done, the on-line optimal solution of the puzzle for a single mystery word is extremely fast, using essentially table lookup (unless of course some changes are made to the mystery list, the guess list, or the rules of the puzzle, in which case the DP computation has to be repeated). On the other hand, the optimal DP solution of simple variants of the puzzle, such as for example using a known non-uniform distribution to choose the mystery word from within the mystery list, may be completely outside the realm of practical feasibility.

Several works have used some kind of heuristic strategy to approximate the optimal on-line guess word selection. The work of Sanderson, noted in Section 1, popularized the use of the information theory perspective and the maximum information gain heuristic to solve the puzzle sub-optimally. We have mostly focused on this heuristic for use in our rollout approach, which is described mathematically in Section 4, and somewhat informally later in the
Figure 2: Playing the Wordle game in hard mode, where the user is constrained to use the letters marked as “yellow” and the letters marked as “green” that have to be at the same position as in the previous guess word. For example, here, as we get “E” as green when we play CARSE, we need to use only the words that end with an “E”, and so on.

Two alternative heuristics for solving the puzzle on-line, which we have tested and incorporated into our rollout approach, are the “most rapid decrease” algorithm and the “greatest expected probability” algorithm, proposed in the paper by Short [Sho22]. The most rapid decrease algorithm is related to the information theoretic perspective that we mentioned in Section 1. It aims to reduce the entropy of the mystery list by minimizing its size with each successive guess word choice. The greatest expected probability algorithm is based on choosing a guess “word that leads to the greatest expected probability that you could randomly choose the correct answer on the next round of play,” according to the description of [Sho22]. We have used an implementation of this heuristic, as best as we could understand it. Additional heuristic strategies have been proposed by Bonthron [Bon22] and Silva [Sil22]. We also mention that RL solution methods such as Deep-Q Learning and Advantage Actor Critic were tested by [HoA22], with considerably worse results to the maximum information gain heuristic. Apart from sub-optimal strategies aimed at solving the puzzle on-line, there has also been work aimed at obtaining theoretical complexity guarantees; see Lokshtanov and Subercaseaux [LoS22], and Rosenbaum [Ros22] for representative works.

### 2.1 Rollout Algorithm for Wordle

We will now describe somewhat informally our rollout approach for Wordle. Assume that we have a heuristic algorithm, denoted by $H$, which selects a guess word in response to the information obtained in response to a preceding set of guess word selections. We refer to $H$ as the base heuristic. The rollout algorithm that uses $H$ as a base heuristic aims to improve the performance of $H$. 

| C A R S E | C A R S E | C A R S E |
|-----------|-----------|-----------|
|           |           |           |
|           |           |           |
|           |           |           |
|           |           |           |
|           |           |           |

| G L O B E | G L O B E | O L I V E |
|-----------|-----------|-----------|
|           |           |           |
|           |           |           |
|           |           |           |
|           |           |           |
|           |           |           |
Figure 3: Pseudocode structure for executing Wordle; see Algorithm 1 description.

At a typical stage of the rollout algorithm, say stage $k$, we know the current mystery list $M_k$, which is defined as the subset of mystery words that are possible based on the information received in response to the preceding $k - 1$ guess word selections (this is the narrowed-down subset of the original mystery list that is consistent with the feedback earlier obtained). We also know the current guess list $U_k$, defined as the subset of words in the original guess list $U$ that are allowable for our next selection based on the information received in response to the preceding $k - 1$ guess word selections. Note, that in the easy mode we have $U_k = U$, but in the hard mode $U_k$ may be a strict subset of $U$. The rollout algorithm chooses the $k$th guess word $\tilde{u}_k \in U_k$, the puzzle responds with some information regarding the identity and position of some letters within the mystery word according to the rules of the puzzle, the new mystery and guess lists, $M_{k+1}$ and $U_{k+1}$, are formed, and the process is repeated until the mystery word is identified. The method for choosing $\tilde{u}_k$, the guess word for the current stage $k$, will now be described.

For each pair $(m, u)$, consisting of a possible mystery word $m \in M_k$ and guess word $u \in U_k$, we calculate $Q_k(m, u)$, the $Q$-factor of $u$, conditioned on $m$ being the true mystery word. This is the number of guesses required to find $m$, assuming that we select $u$ as our first guess, and then we select the subsequent guess words using the base heuristic $H$. This $Q$-factor can be simply computed
by simulating the base heuristic forward from stage $k+1$, knowing $m$ and the $k$th stage selection $u$. We also compute for each $u \in U_k$, the average Q-factor of $u$, denoted $\hat{Q}_k(u)$, as

$$\hat{Q}_k(u) = \frac{1}{|M_k|} \sum_{m \in M_k} Q_k(m, u),$$  

(4)

where, $|M_k|$ denotes the cardinality of the mystery word list $M_k$. The rollout algorithm then selects a guess word $\hat{u}_k$ whose average Q-factor is minimal:

$$\hat{u}_k \in \arg \min_{u \in U_k} \hat{Q}_k(u).$$  

(5)

This algorithmic description is consistent with the more formal mathematical description that will be given in Section 4.

In our implementation, we are not calculating the Q-factors $Q_k(m, u)$ for all $u \in U_k$, since $U_k$ can be very large (as large as 12,972 words). Instead, given $M_k$ and $U_k$, we compute a table of scores provided by the base heuristic for just the current stage (i.e., in the case of maximum information gain, the information gain provided by $u$, when the mystery list is $M_k$). Based on the results, we select a subset $\hat{U}_k$ of top performing words $u \in U_k$. In other words, we replace the set $U_k$ in the Q-factor minimization with a subset $\hat{U}_k \subset U_k$ consisting of a number of best performing words according to a single-stage version of the base heuristic. In our experiments, $\hat{U}_k$ consists of the top 10 guess words from $U_k$: increasing the number of top guess words to 100 yielded minor performance improvements at the expense of substantially longer computation.

A block diagram for the rollout algorithm is given in Fig. 3. An instance of the puzzle is started by choosing a randomly chosen mystery word as the answer. We then select one of the standard opening words, known to yield good results on the average, and based on the feedback received from the puzzle, we proceed. At each stage, if the answer has not been found, the top 10 guess words are selected, as described above, the corresponding average Q-factors are computed according to Eq. (4), and the guess word with minimal average Q-factor is selected. A pseudocode describing the two components of this algorithm is given in Algorithm 1.

3 Experiments with Rollout and Computational Results

In this section, we describe our experiments and computational results using our rollout approach and the three base heuristics noted earlier. We focus primarily on the maximum information gain heuristic (MIG for short), but we have also tested the other two heuristics: most rapid decrease (MRD for short) and greatest expected probability (GEP for short) as discussed in [Sho22]. We have re-implemented the MRD and GEP heuristics, based on our best understanding from the original work in [Sho22], so our implementations may differ from
Algorithm 1: One-Step_Lookahead_Minimization with Rollout (using MIG as the base heuristic).

Function One_Step_Lookahead_Minimization($U_i, M_i, priors, ents$):

1. $ents \leftarrow \text{get_entropy_scores}(U_i, M_i, priors)$;
2. $\max_indices \leftarrow \text{argmax}(ents)$;
3. $top\_choices \leftarrow U_i[\max_indices][: top_k]$;
4. $top\_choices_Q \leftarrow []$;
5. for $choice \in top\_choices$ do
6.   $choice\_q\_factors \leftarrow []$;
7.   for $m \in M_i$ do
8.     $guess \leftarrow choice$;
9.     while $guess \neq m$ do
10.    $guess \leftarrow \text{guess word with maximum information gain for current mystery list}$;
11.    $score \leftarrow score + 1$;
12.   end while
13.   $choice\_q\_factors.append(score)$;
14. end for
15. $mean_q \leftarrow \frac{1}{|M_i|} \sum(choice\_q\_factors)$;
16. $top\_choices_Q.append(mean_q)$;
17. end for
18. $min\_index \leftarrow \text{argmin}(top\_choices_Q)$;
19. return $U_i[min\_index]$;
the ones of [Sho22]. Still, our implementations represent legitimate heuristics, so they are suitable for comparison with the corresponding rollout algorithm, which is our principal aim.

In summary, our tests show that our rollout approach improves substantially upon the performance of the three heuristics. In particular, the rollout performance is very close to the optimal, as calculated in the papers [Sel22] and [BeP22], even in the case of the GEP base heuristic, whose performance is far from optimal. This is consistent with a general interpretation of rollout and approximation in value space methods as a single step of Newton’s method for solving the Bellman equation associated with the underlying DP problem; cf. the books [Ber20] and [Ber22]. The role of the base heuristic is to provide the starting point for the Newton step, and apparently all three base heuristics provide starting points that are within the region of fast convergence of Newton’s method.

Table 1: Results using maximum information gain (MIG) as base heuristic and with rollout. Missing entries for optimal score were not given in [Sel22] or [BeP22]. For easy mode, rollout comes within 0.4% of the optimal score, compared with 5.5% for MIG. For hard mode, rollout comes within 0.4% of the optimal score, compared with 2.8% for MIG.

| Opening Word | Easy Mode | Hard Mode |
|--------------|-----------|-----------|
|              | MIG as Base Heuristic | Rollout with MIG as Base Heuristic | Optimal Score | MIG as Base Heuristic | Rollout with MIG as Base Heuristic | Optimal Score |
| sale         | 3.6108 | 3.4497 | 3.4212 | 3.6098 | 3.5231 | 3.5484 |
| rest         | 3.6 | 3.4497 | 3.4212 | 3.6098 | 3.5231 | 3.5484 |
| trace        | 3.6177 | 3.4414 | 3.4238 | 3.6078 | 3.5231 | 3.5484 |
| slate        | 3.6059 | 3.4391 | 3.4238 | 3.6078 | 3.5231 | 3.5484 |
| crate        | 3.6142 | 3.4391 | 3.4238 | 3.6078 | 3.5231 | 3.5484 |
| slate        | 3.6177 | 3.4414 | 3.4238 | 3.6078 | 3.5231 | 3.5484 |
| slate        | 3.6059 | 3.4391 | 3.4238 | 3.6078 | 3.5231 | 3.5484 |
| slate        | 3.6142 | 3.4391 | 3.4238 | 3.6078 | 3.5231 | 3.5484 |
| slate        | 3.6177 | 3.4414 | 3.4238 | 3.6078 | 3.5231 | 3.5484 |

More specifically, we have evaluated the three heuristics and their use as base policies within the rollout approach for a selected set of opening words, which have been identified in earlier works as best or nearly best choices for initial guess selection. In particular, we have included the 2 opening words suggested as best in [Sil22], the top 5 words according to the optimal results obtained by [BeP22], and the top 10 words from the optimal results given in [Sel22]. In our experiments, we use the standard mystery list of 2,315 words and guess list of 12,972 words.

We provide a comparison of the performance of the three base heuristics, with and without rollout. In Table 1 we give our results for the MIG heuristic for both the easy and the hard mode of the game along with optimal scores.

Actually, our implementation of MRD performs very well relative to the optimal. This is not true for GEP, which performs rather poorly. Remarkably, however, our rollout algorithm that uses GEP as its base heuristic, yields near-optimal performance; see Table 2.
shown by [Sel22] and [BeP22], and in Table 2 we give our results for the MRD and GEP heuristics in just the hard mode. In both tables, we show the score for each opening word, averaged over all the 2,315 mystery words. We also compare the base heuristic and rollout performances in Fig. 4.

Table 2: Results using “most rapid decrease” (MRD) and “greatest expected probability” (GEP) as base heuristics for our rollout approach, in hard mode.

| Opening Word | MRD as Base Heuristic | Rollout with MRD as Base Heuristic | GEP as Base Heuristic | Rollout with GEP as Base Heuristic |
|--------------|-----------------------|-----------------------------------|-----------------------|-----------------------------------|
| salet        | 3.5438                | 3.5227                            | 5.8674                | 3.5392                            |
| east         | 3.5444                | 3.5365                            | 5.9244                | 3.5481                            |
| crate        | 3.5533                | 3.5361                            | 5.8998                | 3.5706                            |
| trace        | 3.5471                | 3.53                             | 5.8695                | 3.5685                            |
| slate        | 3.5542                | 3.5257                            | 5.8445                | 3.552                             |
| trape        | 3.5581                | 3.5352                            | 5.8479                | 3.5689                            |
| slane        | 3.5581                | 3.5421                            | 5.9158                | 3.5619                            |
| prate        | 3.5624                | 3.5343                            | 5.8462                | 3.5658                            |
| crane        | 3.5538                | 3.5404                            | 5.9935                | 3.5641                            |
| carle        | 3.5637                | 3.5412                            | 5.9788                | 3.5659                            |
| train        | 3.5568                | 3.5378                            | 5.8907                | 3.5598                            |
| raise        | 3.6263                | 3.5892                            | 6.206                 | 3.6091                            |
| clout        | 3.6345                | 3.6168                            | 5.9974                | 3.6596                            |

It can be seen that our rollout approach consistently performs substantially better than the corresponding base heuristics. We also note that even for the GEP heuristic that initially does not perform well, our rollout approach still improves the performance significantly to near-optimal level.

4 A Reinforcement Learning Approach Towards POMDP and Adaptive Control

In this section, we focus on a problem of adaptive control of a deterministic discrete-time system that involves a state, a control, and an unknown parameter. This problem includes as special cases a variety of sequential search problems, including the Wordle puzzle. We will formulate the problem within a POMDP framework, a classical approach in adaptive control (see e.g., [Ber17], Section 6.8, and the references quoted there). We will then describe the corresponding DP algorithm, and reinforcement learning schemes that are based on approximation in value space. One of these schemes involves rollout ideas and contains as a special case the rollout algorithm for Wordle, which we have described in Section 2.

Let us denote by $x_k$ and $u_k$ the state and control of the system at time $k$, respectively. The control $u_k$ is selected from a known subset $U(x_k)$ of a control...
space, which may depend on the state $x_k$. Let us also denote by $\theta$ the unknown system parameter. We assume that $\theta$ stays fixed over time, at one of $m$ known values $\theta^1, \ldots, \theta^m$:

$$\theta \in \{\theta^1, \ldots, \theta^m\}.$$

The state $x_k$ is assumed to be perfectly observed by the controller at each time $k$, and evolves according to a system equation

$$x_{k+1} = f(x_k, \theta, u_k), \quad (6)$$

over a horizon of $N$ time periods.

The a priori probability distribution of $\theta$ is given, and is updated based on the (perfectly) observed values of $x_k$ and the applied controls $u_k$. In particular, we assume that the following information vector,

$$I_k = \{x_0, \ldots, x_k, u_0, \ldots, u_{k-1}\},$$

is available at time $k$, and is used to compute the conditional probabilities

$$b_{k,i} = P\{\theta = \theta^i \mid I_k\}, \quad i = 1, \ldots, m. \quad (7)$$

These probabilities form a vector

$$b_k = (b_{k,1}, \ldots, b_{k,m}).$$
which together with the perfectly observed state $x_k$, form the pair $(x_k, b_k)$ that is commonly called the belief state of the system at time $k$.

Following the choice of $u_k$, a cost $g(x_k, \theta, u_k)$ is incurred, and we wish to choose controls to minimize the sum of the incurred costs over a given number of stages $N$. This is a classical adaptive optimal control problem, involving simultaneous estimation of the system parameter $\theta$ and selection of the controls $u_k$. In the control theory literature, this problem has been addressed since the 1960s under the names dual control or indirect adaptive optimal control, and its optimal solution is known to be notoriously difficult.

The introduction of the belief state is a hallmark of the classical partially observed Markovian decision problem (POMDP), which is among the most challenging DP problems, and in practice requires the use of approximations for suboptimal solution. The POMDP approach to adaptive control is part of the folklore of control theory. For example, it is discussed in detail in the survey by Kumar [Kum85], which gives many related references. Our methodology of this paper and its extensions to stochastic systems, discussed in Section 5, may be viewed either as an RL approach for adaptive control or as a suboptimal control approach for POMDP of a special type, whereby part of the state, namely $x_k$, is perfectly observed as it dynamically evolves, whereas another part of the state, namely $\theta$, is fixed but unobservable, except indirectly through its influence on $x_k$.

We note that an interesting application of our adaptive control framework arises in search problems, where $\theta$ specifies the locations of one or more hidden objects of interest within a given space. These locations gradually become known through the use of sequential observations. We wish to determine the locations of the hidden objects with minimum total observation cost. The conceptual and methodological connection between adaptive control, sequential search problems, and DP is well-known, and has been explored in the literature since the 1950s. Generally, sequential search may be viewed as a special case of adaptive control, which in turn may be viewed as a special case of DP with partial state observations.

The artificial intelligence view of RL also has a connection with adaptive control, and places strong emphasis on unknown problem environments. In particular, to quote from the book by Sutton and Barto [SuB18], “learning from interaction with the environment is a foundational idea underlying nearly all theories of learning and intelligence.” The idea of interaction with the environment is typically connected with the idea of identifying the environment characteristics. In control theory this is often viewed as part of the system identification methodology, which aims to construct parametric models of dynamic systems using data. The system identification process is often combined with the control process to deal with unknown or changing problem parameters, similar to the methodology described in this section.

Note, that according to the classical methodology of POMDP (see e.g., [Ber17], Chapter 4), the belief component $b_{k+1}$ is determined by the belief state $(x_k, b_k)$, the control $u_k$, and the observation obtained at time $k + 1$, i.e., $x_{k+1}$. 
Thus $b_k$ can be updated according to an equation of the form

$$b_{k+1} = B_k(x_k, b_k, u_k, x_{k+1}), \quad (8)$$

where $B_k$ is an appropriate function, which can be viewed as a recursive estimator of $\theta$. There are several approaches to implement this estimator (perhaps with some approximation error), including the use of Bayes’ rule and the simulation-based method of particle filtering, but we will not discuss this issue further in this paper.

To place the Wordle puzzle within our adaptive control context, we view the mystery word $\theta$ as the unknown system parameter, and we view the list of the mystery words as the set $\{\theta^i \mid i = 1, \ldots, m\}$ of possible values for $\theta$. The initial distribution of $\theta$ is uniform over the list of the mystery words, as is the case in the New York Times version of the puzzle. It can then be shown that the belief distribution $b_k$ at stage $k$ continues to be uniform over the list of eligible mystery words (those that have not been excluded by the preceding word guesses). This is an important simplification, which obviates the need for the estimator (8). An important consequence is that we may use as state $x_k$ the list of eligible mystery words at stage $k$, which evolves according to a deterministic system equation $x_{k+1} = f(x_k, u_k)$, with $u_k$ being the guess word at stage $k$. The function $f$ defining this system equation is specified by the rules for shrinking the mystery list, as described in Section 2.

### 4.1 The Exact DP Algorithm and its Approximation in Value Space

We will now describe an exact DP algorithm for the adaptive control problem of this section. The algorithm operates in the space of information vectors $I_k$. In particular, we denote by $J_k(I_k)$ the optimal cost starting at information vector $I_k$ at time $k$. This vector evolves over a finite number of stages $N$ according to the equation

$$I_{k+1} = (I_k, x_{k+1}, u_k) = (I_k, f(x_k, \theta, u_k), u_k), \quad k = 0, \ldots, N - 1. \quad (9)$$

We may view this equation as a dynamic system whose state is $I_k$, the control is $u_k$, and $x_{k+1}$ is a stochastic “disturbance” whose probability distribution depends on $(I_k, u_k)$. This is a standard formulation in POMDP. It admits a DP algorithm that takes the form

$$J_k^*(I_k) = \min_{u_k \in U(x_k)} E_{\theta} \left\{ g(x_k, \theta, u_k) + J_{k+1}^*(I_k, f(x_k, \theta, u_k), u_k) \mid I_k, u_k \right\}, \quad (10)$$

for $k = 0, \ldots, N - 1$, with

$$J_N^*(I_N) = g_N(x_N),$$

where we use $E_{\theta} \{ \cdot \mid I_k, u_k \}$ to denote expected value over $\theta$, conditioned on $I_k$ and $u_k$; see e.g., the DP textbook [Ber17], Section 4.1. The algorithm produces
the optimal costs $J^*_k(I_k)$ starting at information vector $I_k$ at time $k$. The optimal value of the problem is $J^*_0(I_0)$, where $I_0$ is the initial information vector, i.e., the state $x_0$.

We can rewrite this DP algorithm in terms of the conditional belief probabilities $b_{k,i}$ as

$$J^*_k(I_k) = \min_{u_k \in U(x_k)} \sum_{i=1}^{m} b_{k,i} \left\{ g(x_k, \theta^i, u_k) + J^*_{k+1}(I_k, f(x_k, \theta^i, u_k), u_k) \right\}. \tag{11}$$

The control applied by the optimal policy is given by

$$u^*_k \in \arg \min_{u_k \in U(x_k)} \sum_{i=1}^{m} b_{k,i} \left\{ g(x_k, \theta^i, u_k) + J^*_{k+1}(I_k, f(x_k, \theta^i, u_k), u_k) \right\}. \tag{12}$$

Note that the control $u^*_k$ generated by the preceding minimization is a function of $I_k$, since the belief probabilities $b_{k,i}$ are themselves determined by $I_k$, cf. Eq. (7).

On the other hand, the algorithm (11) is typically very hard to implement, because of the dependence of $J^*_{k+1}$ on the entire information vector $I_{k+1}$, which expands in size according to Eq. (9). To address this implementation difficulty, we may use approximation in value space, based on replacing $J^*_{k+1}$ in the DP algorithm (10) with some function $\tilde{J}_{k+1}$ that can be obtained (either off-line or on-line) with a tractable computation. The corresponding approximation in value space scheme with one-step lookahead minimization is given by

$$\tilde{u}_k \in \arg \min_{u_k \in U(x_k)} \sum_{i=1}^{m} b_{k,i} \left\{ g(x_k, \theta^i, u_k) + \tilde{J}_{k+1}(I_k, f(x_k, \theta^i, u_k), u_k) \right\}. \tag{13}$$

A special type of approximation possibility is based on the use of the optimal cost function that corresponds to each parameter value $\theta^i$,

$$J^{i}_{k+1}(x_{k+1}), \quad i = 1, \ldots, m. \tag{14}$$

Here, $J^{i}_{k+1}(x_{k+1})$ is the optimal cost that would be obtained starting from state $x_{k+1}$ under an “oracle” assumption, namely that $\theta$ is known to be equal to $\theta^i$; this corresponds to a perfect state information problem, which may be solvable under favorable circumstances.\(^6\) The corresponding approximation in value space scheme with one-step lookahead minimization is given by

$$\tilde{u}_k \in \arg \min_{u_k \in U(x_k)} \sum_{i=1}^{m} b_{k,i} \left\{ g(x_k, \theta^i, u_k) + J^{i}_{k+1}(f(x_k, \theta^i, u_k)) \right\}. \tag{15}$$

In the case where the horizon is sufficiently long, it is reasonable to expect that the estimate of the parameter $\theta$ improves over time, and that with a suitable

\(^6\)In favorable special cases, the costs $J^{i}_{k+1}(x_{k+1})$ may be easily calculated in closed form. Still, however, even in such cases the calculation of the belief probabilities $b_{k,i}$ may not be simple, and may require the use of a system identification algorithm.
estimation scheme, it converges to the correct value of $\theta$, i.e.,
\[
\lim_{k \to \infty} b_{k,i} = \begin{cases} 
1 & \text{if } \theta^i = \theta, \\
0 & \text{if } \theta^i \neq \theta.
\end{cases}
\]
Then, asymptotically, the expression that is minimized in Eq. (15) is the same as the expression minimized in the Bellman equation that corresponds to the correct parameter $\theta$. Thus the generated one-step lookahead controls $\tilde{u}_k$ obtained from Eq. (15) are typically optimal in an asymptotic sense. Schemes of this type have been discussed in the adaptive control literature since the 70s; see e.g., Mandl [Man74], Doshi and Shreve [DoS80], Kumar and Lin [KuL82], Kumar [Kum85]. Moreover, some of the pitfalls of performing parameter identification while simultaneously applying adaptive control have been described by Borkar and Varaiya [BoV79], and by Kumar [Kum83]; see [Ber17], Section 6.8, for a related discussion.

Another, less computationally demanding approach is to use an approximation $\tilde{J}_{i,k+1}$ in place of the function $J_{i,k+1}$:
\[
\tilde{J}_{i,k+1}(x_{k+1}) \approx J_{i,k+1}(x_{k+1}) \quad \text{for every } x_{k+1}.
\]
The corresponding approximation in value space scheme with one-step lookahead minimization is given by
\[
\tilde{u}_k \in \arg \min_{u_k \in U(x_k)} \sum_{i=1}^{m} b_{k,i} \left\{ g(x_k, \theta^i, u_k) + \tilde{J}_{i,k+1}(f(x_k, \theta^i, u_k)) \right\};
\]
\text{cf. Eq. (15).} A simpler version of this approach is to use the same cost function approximation $\tilde{J}_{k+1}$ for every $i$; i.e.,
\[
\tilde{J}_{k+1}(x_{k+1}) = \tilde{J}_{k+1}(x_{k+1}), \quad \text{for every } i \text{ and } x_{k+1}.
\]
However, the dependence of $\tilde{J}_{k+1}$ on $i$ may be useful in some contexts where differences in the value of $i$ may have a radical effect on the qualitative character of the system equation.

4.2 Rollout

We will now discuss a rollout algorithm that is similar in structure to other rollout algorithms that have been considered in the literature; see the book [Ber20], which provides extensive discussion and connections to other methodologies in RL, model predictive control, and discrete optimization. Generally, rollout algorithms use as cost function approximations the cost functions of given policies, called base policies (or base heuristics). Rollout algorithms are related to the method of policy iteration, and in fact they may be viewed as a single policy iteration (perhaps with some approximations). They generally aspire to a policy improvement property, inherited from their connection to policy iteration, namely that they perform at least as well as the base policy.
The rollout algorithm that we propose in this paper can be viewed as a special case of the approximation in value scheme of Eq. (16), with the cost functions $J_{i+1}^k(x_{k+1})$ of given policies $\pi^i$ used as the cost function approximations $\tilde{J}_{i+1}^k(x_{k+1})$. In this case Eq. (16) takes the form

$$\tilde{u}_k \in \arg\min_{u_k \in U(x_k)} \sum_{i=1}^m b_{k,i} \left\{ g(x_k, \theta^i, u_k) + J_{k+1,i}(f(x_k, \theta^i, u_k)) \right\},$$

and has the character of a rollout algorithm, with $\pi^i, i = 1, \ldots, m$, being known base policies, which at stage $k$ apply control that depends only on $x_k$.

Here, the term $J_{k+1,i}(f(x_k, \theta^i, u_k))$ in Eq. (17) is the cost of the base policy $\pi^i$, starting from the next state $x_{k+1} = f(x_k, \theta^i, u_k)$, under the “oracle” assumption that $\theta$ will stay fixed at the value $\theta^i = \theta_i$. Thus $J_{k+1,i}(f(x_k, \theta^i, u_k))$ is readily computed by deterministic propagation of the state of the system (3), starting from $x_{k+1} = f(x_k, \theta^i, u_k)$ up to the end of the horizon, using the base policy $\pi^i$ and assuming that $\theta$ is fixed at the value $\theta^i$. Moreover, the needed values of $J_{k,i}^i$, in Eq. (17) are uncoupled over $i$, and their computation can be done in parallel for different $i$. As in the case of approximation in value space, a simpler possibility is to use the same policy for all $i$, i.e., $\pi^i = \pi$ for all $i$, where $\pi$ is some policy.

An example of the above suboptimal control selection approach is the MIG heuristic in the Wordle context, where:

(a) $x_k$ is the list of eligible mystery words at stage $k$.

(b) $b_k$ is the uniform distribution over $x_k$, so $b_{k,i}$ equal to either 0 or to $1/m_k$, where $m_k$ is the number of words in $x_k$.

(c) $u_k$ is the $k$th guess word selected, while $U(x_k)$ is the list $U$ of guess words.

(d) $g(x_k, \theta^i, u_k) = 1$.

(e) $\tilde{J}_{k+1}$ in Eq. (13) is a function of $x_k$ and $u_k$ only, and the value $\tilde{J}_{k+1}(x_k, u_k)$ is equal to the entropy $E(x_k, u_k)$ of the distribution that corresponds to $x_k$ and $u_k$.

The MIG heuristic selects at $x_k$ the guess word that minimizes $E(x_k, u_k)$ over $u_k$. The corresponding rollout algorithm takes the form

$$\tilde{u}_k \in \arg\min_{u_k \in U} \sum_{\{i|\theta^i \in x_k\}} \tilde{J}_{k+1}^i(f(x_k, \theta^i, u_k)),$$

where as earlier:
(a) \( x_k \) is the list of eligible mystery words at stage \( k \).

(b) \( u_k \) is the \( k \)th guess word to be selected from the list \( U \) of guess words.

(c) The value \( J_k^{1+1}(f(x_k, \theta^i, u_k)) \) is the cost that would be incurred by the MIG heuristic under the “oracle” assumption that the mystery word is \( \theta^i \), and starting from the list of eligible mystery words \( f(x_k, \theta^i, u_k) \) at stage \( k + 1 \).

Thus when the current list of eligible words is \( x_k \), the rollout algorithm computes for each eligible mystery word \( \theta^i \) and for each guess word \( u_k \), the corresponding costs \( J_k^{1+1}(f(x_k, \theta^i, u_k)) \) of the information-based heuristic starting from \( f(x_k, \theta^i, u_k) \). It then uses the guess word \( \tilde{u}_k \) that minimizes the sum of these costs, as per Eq. (18).

5 Generalizations and Extensions

In this section we discuss variations and extensions of our algorithmic approach. The book [Ber22], Section 6.7, describes a generalization of our adaptive control approach to a stochastic system, and will be summarized next.

5.1 A POMDP/Adaptive Control Approach for Stochastic Systems

In a stochastic version of the formulation of Section 3, the deterministic system equation (6) is replaced by a stochastic equation of the form

\[
x_{k+1} = f(x_k, \theta, u_k, w_k),
\]

where \( u_k \) is the control at time \( k \), selected from a set \( U(x_k) \), and \( w_k \) is a random disturbance with given probability distribution that depends on \( (x_k, \theta, u_k) \). All other aspects of the problem are unchanged, except for the cost per stage, \( g(x_k, \theta, u_k, w_k) \), which now depends on the random disturbance \( w_k \).

The exact DP algorithm that operates in the space of information vectors \( I_k \) is now given by

\[
J_k^*(I_k) = \min_{u_k \in U(x_k)} E_{\theta, w_k} \left\{ g(x_k, \theta, u_k, w_k) + J_{k+1}^*(f(x_k, \theta, u_k, w_k), u_k) \mid I_k, u_k \right\}
\]

for \( k = 0, \ldots, N - 1 \), with \( J_N^*(I_N) = g_N(x_N) \); see e.g., the DP textbook [Ber17], Section 4.1.

By using the law of iterated expectations,

\[
E_{\theta, w_k} \left\{ \cdot \mid I_k, u_k \right\} = E_{\theta} \{ E_{w_k} \left\{ \cdot \mid I_k, \theta, u_k \right\} \mid I_k, u_k \},
\]

we can rewrite this DP algorithm as

\[
J_k^*(I_k) = \min_{u_k \in U(x_k)} \sum_{i=1}^m b_{k,i} E_{w_k} \left\{ g(x_k, \theta^i, u_k, w_k) +
\]

\[ J_{k+1}^i(I_k, f(x_k, \theta^i, u_k, w_k), u_k) | I_k, \theta^i, u_k \].

The summation over \( i \) above represents the expected value of \( \theta \) conditioned on \( I_k \) and \( u_k \).

Similar to Section 4, we may use an approximation to the optimal cost function corresponding to each parameter value \( \theta^i \),

\[ \tilde{J}_{k+1}^i(x_{k+1}), \quad i = 1, \ldots, m. \]

The corresponding approximation in value space scheme is given by

\[ \tilde{u}_k \in \arg \min_{u_k \in U(x_k)} \sum_{i=1}^{m} b_{k,i} E_{w_k} \left\{ g(x_k, \theta^i, u_k, w_k) + \tilde{J}_{k+1}^i(f(x_k, \theta^i, u_k, w_k)) | x_k, \theta^i, u_k \right\}. \]

A simpler version of this approach is to use the same function \( \tilde{J}_{k+1}^i \) for every \( i \).

The rollout algorithm of Section 4 may be similarly extended to the stochastic case of this section. We refer to the book [Ber22], Secton 6.7 for further discussion.

5.2 More Challenging Versions of the Wordle Puzzle

The rollout approach also applies to several variations of the Wordle puzzle. Such variations may include for example a larger length of mystery words, and/or a non-uniform distribution over the initial list of mystery words. For comparison purposes, we have implemented a 6-letter version of Wordle, where the mystery and guess lists consist of 6-letter words. We use the 6-letter word list obtained from the Natural Language Corpus\(^7\), and select 12,972 words for our guess word list, assuming a random distribution over the entire list of words. From this guess word list, we again randomly sample 2,315 mystery words to create our mystery word list for the 6-letter Wordle experiments.

Table 3: Results for 6-letter Wordle using maximum information gain (MIG) as base heuristic and the corresponding rollout algorithm.

| Opening Word | Easy Mode | Hard Mode |
|--------------|-----------|-----------|
|              | MIG as Base Heuristic | Rollout with MIG as Base Heuristic | MIG as Base Heuristic | Rollout with MIG as Base Heuristic |
| ambros       | 3.3235    | 3.1637    | 3.3024    | 3.1918    |
| rabies       | 3.2346    | 3.0898    | 3.2294    | 3.1279    |
| tances       | 3.2056    | 3.0769    | 3.1978    | 3.1041    |

In Table\(3\) we provide some sample experimental results using the MIG base heuristic. Naturally, when passing from 5-letter Wordle to 6-letter Wordle, it

\(^7\)http://norvig.com/ngrams/
may become practically infeasible to compute the optimal solution given the exponential increase in the search space. However, using the rollout approach, we are able to solve all the mystery word games with an average computation time in the order of seconds, while showing a significant improvement over the MIG base heuristic once again.

6 Concluding Remarks

In this paper we have described a rollout algorithm for solving the Wordle puzzle. Our computational results show that the performance of our algorithm is very close to optimal, and much better than the ones of the three different base heuristics that we have used. Moreover, our rollout approach is capable of addressing extensions and variations of Wordle from the MasterMind family of puzzles, as well as types of search and adaptive control problems for which exact solution by DP is impractical.

The most challenging variant of Wordle appears to be one where the probability distribution of selection of the mystery word is non-uniform; e.g., when mystery words are selected consistently with their frequency of usage within some domain. It appears impossible to solve the puzzle optimally in this case, in the absence of special assumptions. For the same variant of Wordle, the main additional computation required by the rollout approach is the updating of the belief distribution over the mystery list, rather than updating the current mystery list [this is required to compute the average Q-factor of a guess word, in an analog of Eq. 4]. This can be done analytically or more likely by using simulation-based methods such as particle filtering. Testing this approach computationally is an interesting subject for further research, either in the context of Wordle, or more generally in the context of the adaptive control problem of Section 4.

An important direction for further research is the use of our methodology in automated planning. For example, special types of POMDP involving a fully observable state component, and a constant partially observable component, have been investigated in a number of works on planning. In particular, the papers [RaS14, Ran15a, Ran15b] and [Cha20] discuss multiple-environment Markov Decision Processes. These processes are described as Markov Decision Processes equipped with multiple probabilistic transition functions, which represent the various possible unknown environments. [Cha20] describes how this special structure can be exploited to facilitate the computational solution, and notes applications in recommender systems and multi-environment robot navigation. Moreover, in addition to on-line POMDP planning works, there has been extensive research that deals with on-line and off-line planning methods for POMDP; see e.g., the book [GeB13], the papers [Bry06, Mal14, Mui14], and the tutorial survey [BrK07].

In this connection, it is also worth noting that rollout may be viewed as an on-line search method, which uses the cost function of the base policy as a heuristic function, in the terminology of on-line heuristic search (e.g., the books [Pea84, EdS11, GeB13]). However, in the rollout algorithm the heuristic
function is not admissible, i.e., it is not an underestimate of the optimal cost function, as in A*, POMDP search, and related methods. Instead, being the cost function of a policy, it is an overestimate of the optimal cost function. As a result, it does not offer a guarantee of asymptotically optimal performance, only a guarantee of cost improvement over the base policy. However, analytical insights (based on the Newton step interpretation noted earlier), as well as extensive computational practice (consistent with the computations reported in this paper) suggest that this cost improvement is typically substantial and often dramatic; see the discussion and the references to case studies given in the books [Ber19, Ber20].
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