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Abstract—Applying deep learning to video compression has attracted increasing attention in recent few years. In this work, we address end-to-end learned video compression with a special focus on better learning and utilizing temporal contexts. We propose to propagate not only the last reconstructed frame but also the feature before obtaining the reconstructed frame for temporal context mining. From the propagated feature, we learn multi-scale temporal contexts and re-fill the learned temporal contexts into the modules of our compression scheme, including the contextual encoder-decoder, the frame generator, and the temporal context encoder. We discard the parallelization-unfriendly autoregressive entropy model to pursue a more practical encoding and decoding time. Experimental results show that our proposed scheme achieves a higher compression ratio than the existing learned video codecs. Our scheme also outperforms x264 and x265 (representing industrial software for H.264 and H.265, respectively) as well as the official reference software for H.264, H.265, and H.266 (JM, HM, and VTM, respectively). Specifically, when intra period is 32 and oriented to PSNR, our scheme outperforms H.265–HM by 14.4% bit rate saving; when oriented to MS-SSIM, our scheme outperforms H.266–VTM by 21.1% bit rate saving.

Index Terms—Deep neural network, end-to-end compression, learned video compression, temporal context mining, temporal context re-filling.

I. INTRODUCTION

VIDEO data contributes to most of the internet traffic nowadays. Therefore, efficient video compression is always a high demand to reduce the transmission and storage cost. In the past two decades, several video coding standards have been developed, including H.264/AVC [1], H.265/HEVC [2], and H.266/VVC [3]. Recently, learned video compression has explored a new direction. Existing learned video compression can be roughly categorized into four classes. Residual coding-based schemes [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20], [21], [22]: prediction is first applied in the pixel domain or feature domain. Then the residue from the prediction is compressed. Volume coding-based schemes [23], [24], [25]: videos are regarded as volumes containing multiple frames. 3D convolutions are applied to get the latent representations. Entropy coding-based schemes [26]: each frame is encoded with independent image codec. The correlations between the latent representations in different frames are explored to guide the entropy modeling. Conditional coding-based schemes [27]: temporal contexts are served as conditions and the temporal correlation is explored by the encoder automatically. There are also some other schemes focusing on the perceptual quality optimization for learned codecs [28], [29]. We agree that perceptual quality is more important and learned codecs have benefits on optimizing for perceptual quality over traditional codecs due to the end-to-end training and back-propagation. However, this paper still focuses on objective distortion metrics to make the comparison with previous schemes easier.

Among the existing learned video codecs, Li et al. proposed a deep contextual video compression (DCVC) framework and achieved the state-of-the-art compression ratio [27]. DCVC is an open framework based on the aforementioned conditional coding structure. DCVC generates a single-scale temporal context from the previously decoded frame with motion compensation and several convolutional layers. It is a simple yet useful method. However, the previously decoded frame loses much texture and motion information as it only contains three channels. Moreover, a single-scale context may not contain sufficient temporal information. Therefore, in this paper, we try to find a better way to learn and utilize temporal contexts.

Following the conditional coding structure, we propose a temporal context mining (TCM) module to learn richer and more accurate temporal contexts. We propagate the feature before obtaining the reconstructed frame and learn temporal contexts from the propagated features for the current frame using the TCM module. Considering that learning a single-scale context may not describe the spatio-temporal non-uniformity well [30], [31], [32], the TCM module adopts a hierarchical structure to generate multi-scale temporal contexts. Finally, we re-fill the learned temporal contexts into the modules of our compression scheme, including the contextual encoder-decoder, the frame generator, and the temporal context encoder. We refer to the procedure as temporal context re-filling (TCR).
We propose a temporal context mining module to learn without the auto-regressive entropy model, our proposed learned multi-scale temporal context achieves much faster encoding and decoding speed than the other schemes [4], [17], [23], [27], [37] used the auto-regressive entropy model [38] for a higher compression ratio, which poses significant challenges for parallel implementation and meanwhile greatly increases the decoding time. We do not apply the auto-regressive entropy model in any part of our scheme to build a parallelization-friendly decoder, although we agree that the auto-regressive entropy model could further boost the compression ratio by a large margin. Fig. 1 compares the compression ratio and running time on 1080p videos. Our scheme achieves much faster encoding and decoding speed than the other learned video codecs. To the best of our knowledge, this is the first end-to-end learned video compression scheme achieving such a milestone result that outperforms HM in terms of peak signal-to-noise ratio (PSNR) and VTM in terms of multi-scale structural similarity index measure (MS-SSIM) [39].

Our contributions are summarized as follows:

- We propose a temporal context mining module to learn multi-scale temporal contexts from the propagated features rather than the previously reconstructed frames.
- We propose to re-fill the learned multi-scale temporal contexts into the contextual encoder-decoder, the frame generator, and the temporal context encoder to help compress and reconstruct the current frame.
- Without the auto-regressive entropy model, our proposed scheme achieves higher compression ratio than the existing learned video codecs. Our scheme also outperforms the reference software of H.265/HEVC—HM by 14.4% in terms of PSNR and outperforms the reference software of H.266/VVC—VTM by 21.1% in terms of MS-SSIM. We will release code to facilitate the future investigation.

The remainder of this paper is organized as follows. Section II gives a brief review of related work. Section III describes the methodology of our proposed scheme. Section IV presents the experimental results and analysis of the proposed scheme. Section V concludes this paper and discusses the future investigation.

II. RELATED WORK

A. Traditional Video Compression

Traditional video compression has been developed for several decades, and several video coding standards have been proposed. H.264/AVC [2] was initially developed in the period between 1999 and 2003 by the well-known ITU-T and ISO/IEC standards. It achieves great success and is widely used for many applications, such as broadcast of high-definition TV signals and internet and mobile network video. Along with the increase of video resolution and use of parallel processing architectures, H.265/HEVC [1] was finalized in 2013 and offered about 50% bit rate saving over H.264/AVC. The superior compression efficiency of H.265/HEVC enables the popularity of 4K video with increased fidelity. H.266/VVC [3] is the new generation of international video coding standard. It is designed not only to reduce a substantial bit rate compared to H.265/HEVC, but also to cover all current and emerging media needs. These video coding standards follow a similar hybrid video coding framework, including prediction, transform, quantization, entropy coding, and loop filtering. Although the learned image codecs [40], [41] have caught up with or even surpassed the traditional image coding schemes, the traditional video compression scheme is still state-of-the-art in terms of compression ratio.

B. Learned Video Compression

Learned video compression has explored a new direction in recent years. Lu et al. replaced each part in the traditional motion-compensated prediction and residual coding framework with convolutional neural networks [4]. They jointly optimized the whole network with the rate-distortion cost. Lin et al. explored multiple reference frames and associated multiple motion vectors to generate a more accurate prediction of the current frame and reduce the coding cost of motion vectors [9]. Yang et al. designed a recurrent learned video compression scheme [16]. The proposed recurrent auto-encoder and recurrent probability model use the temporal information in a large range of frames to generate latent representations and reconstruct compressed output. Hu et al. extracted the features of the input frames and applied deformable convolution to perform motion prediction [10]. The learned offset and residue are compressed in the feature domain. Then multiple reference features stored in the decoded buffer are fused by a non-local attention module to obtain the reconstructed frame. Except for the motion-compensated prediction and residual coding framework, Habibian et al. regarded the video as a volume of multiple frames and proposed a 3D auto-encoder to directly compress multiple frames [23]. Liu et al. used the image codec to compress each frame and proposed an entropy model to explore the temporal correlation of the latent representations [26]. Li et al. shifted the
paradigm from residual coding to conditional coding [27]. They learned temporal contexts from the previously decoded frame and let the encoder explore the temporal correlation to remove the redundancy automatically.

C. Traditional Video Codecs Versus Learned Video Codecs

Although many existing learned video codecs reported a better compression ratio than H.265/HEVC, they may not use the best encoder with the following major issues. Firstly, x264 [42] and x265 [33] are used to represent the compression ratio of H.264/AVC and H.265/HEVC, respectively. However, they are optimized for faster encoding instead of a higher compression ratio. The official reference software JM [34], HM [35], and VTM [36] should be used to represent the compression ratio. For example, the gap between x265 and HM is about 80%, as shown in Table I. Secondly, an unrealistic intra period of 10 or 12 is used to limit temporal error propagation [43]. However, in real applications, the bits of I frames account for a substantial part of the total number of bits when using such a small intra period. Taking the VTM as an example, the bits of I frame account for 51% for intra period 12 and account for 29% for intra period 32. Intra period 12 is harmful to the compression ratio and is seldom used in the real world. Therefore, this paper proposes to use intra period 32 (roughly 1 s for 30fps), which is more reasonable to measure the performance of inter coding for video codecs. Thirdly, the internal color space of YUV420 is set for traditional codecs in existing schemes. However, after comparing different color spaces for traditional codecs, we conclude that YUV444 is better than YUV420 and RGB, even though the final distortion is measured in RGB. The performance gap is more than 30%. Thus, we propose to use YUV444 as the internal color space for JM, HM, and VTM in favor of seeking the higher potential compression ratio of the traditional codecs. A similar conclusion has been made in learned image compression [40]. Fourthly, we use the best suitable configuration (e.g., using range extension profile to encode YUV444 content) for traditional codecs as the performance gap of different configurations can be over 40%.

III. METHODOLOGY

A. Overview

Aiming to find a better way to learn and utilize temporal contexts, we propose a new learned video compression scheme based on temporal context mining and re-filling. An overview of our scheme is depicted in Fig. 2.

1) Motion Estimation: We feed the current frame \(x_t\) and the previously decoded frame \(\hat{x}_{t-1}\) into a neural network-based motion estimation module to estimate the optical flow. The optical flow is considered as the estimated motion vector (MV) \(v_t\) for each pixel. In this paper, the motion estimation module is based on the pre-trained Spynet [44].

2) MV Encoder-Decoder: After obtaining the motion vectors \(v_t\), we use the MV encoder and decoder to compress and reconstruct the input MV \(v_t\) in a lossy way. Specifically, \(v_t\) is compressed by an auto-encoder with the hyper prior structure [45]. The reconstructed MV is denoted as \(\hat{v}_t\).

3) Learned Temporal Contexts: We propose a TCM module to learn richer and more accurate temporal contexts from the propagated feature \(F_{t-1}\) instead of the previously decoded frame \(\hat{x}_{t-1}\). Instead of producing only a single-scale temporal context, the TCM module generates multi-scale temporal contexts \(\hat{C}_t^l\) to capture spatial-temporal non-uniform motion and texture, where \(l\) is the index of different scales. The learned temporal contexts are re-filled in the contextual encoder-decoder, the frame generator, and the temporal context encoder to help improve the compression ratio. This procedure is referred to as TCR. We will introduce them in detail in Sections III-B and III-C.

4) Contextual Encoder-Decoder and Frame Generator: With the assistance of the re-filled multi-scale temporal contexts \(\hat{C}_t^l\), the contextual encoder-decoder and the frame generator are used to compress and reconstruct the current frame \(x_t\). We denote the decoded frame as \(\hat{x}_t\) and the feature before obtaining \(\hat{x}_t\) as \(F_t\). \(x_t\) and \(F_t\) are propagated to help compress the next frame \(x_{t+1}\). The details are presented in Section III-C.

5) Temporal Context Encoder: To utilize the temporal correlation of the latent representations of different frames produced by the contextual encoder, we use a temporal context encoder to generate the temporal prior by taking advantage of the multi-scale temporal contexts \(\hat{C}_t^l\). More information is provided in Section III-C.

6) Entropy Model: We use the factorized entropy model for hyper prior and Laplace distribution to model the latent representations as [27]. We do not apply the auto-regressive entropy model to make the decoding processes parallelization-friendly, even though it is helpful to improve the compression ratio. For the contextual encoder-decoder, we fuse the hyper and

| Table I | BD-RATE FOR PSNR (INTRA PERIOD 32). THE ANCHOR IS HM |
|---------|------------------------------------------------------|
|        | HM | JM | VTM | VTM* | x264 | x265 | DVC_Pro | MLVC | RLVC | DCVC | Ours |
| UVG    | 0.0 | 108.1 | −28.9 | 4.6 | 176.8 | 109.2 | 137.7 | 66.5 | 140.1 | 67.3 | −9.0 |
| MCL-RCV | 0.0 | 95.4 | −31.2 | −7.2 | 143.3 | 84.4 | 99.3 | 66.8 | 124.8 | 42.8 | −3.2 |
| MCL-RCV-26 | 0.0 | 101.9 | −31.0 | −6.4 | 161.0 | 93.6 | 92.0 | 56.1 | 115.8 | 37.3 | −9.7 |
| HEVC Class B | 0.0 | 96.9 | −28.5 | −8.2 | 144.6 | 70.1 | 123.7 | 61.4 | 122.6 | 36.0 | −5.3 |
| HEVC Class C | 0.0 | 56.6 | −29.0 | −3.8 | 79.8 | 46.2 | 120.0 | 124.1 | 118.9 | 76.9 | 15.1 |
| HEVC Class D | 0.0 | 50.0 | −26.5 | −3.5 | 72.0 | 43.8 | 93.6 | 96.1 | 81.2 | 52.8 | −5.4 |
| HEVC Class E | 0.0 | 80.5 | −29.1 | −10.0 | 153.2 | 60.3 | 283.0 | 138.8 | 246.2 | 156.8 | 18.5 |
| HEVC Class RGB | 0.0 | 102.4 | −29.7 | −1.7 | 151.9 | 82.8 | 102.1 | 82.1 | 114.2 | 51.9 | −14.4 |

†Unless otherwise specified, we configure JM, HM, and VTM with the highest-compression-ratio settings for low-delay coding. ‡VTM* uses one reference frame instead of the default four frames in VTM. Note that our scheme uses one reference frame for motion estimation.
Fig. 2. Overview of our proposed video compression scheme. Given an input frame $x_t$, the motion vector (MV) between $x_t$ and previously decoded frame $\hat{x}_{t-1}$ is estimated, compressed, and then reconstructed. A temporal context mining (TCM) module is proposed to learn multi-scale temporal contexts from the propagated feature $F_{t-1}$ instead of the previously decoded frame $\hat{x}_{t-1}$. The temporal contexts $(\bar{C}_0^t, \bar{C}_1^t, \bar{C}_2^t)$ are re-filled into the contextual encoder-decoder, the frame generator, and the temporal context encoder to compress and reconstruct the current frame $x_t$. The decoded frame $\hat{x}_t$ and the feature $F_t$ before obtaining $\hat{x}_t$ are propagated to help compress the next frame $x_{t+1}$. The blue modules are only used at the encoder side. The lavender modules are used at both the encoder and the decoder sides.

B. Temporal Context Mining

Considering that the previously decoded frame $\hat{x}_{t-1}$ loses much information as it only contains three channels, it is not optimal to learn temporal contexts from $\hat{x}_{t-1}$. In our paper, we propose a TCM module to learn temporal contexts from the propagated feature $F_{t-1}$. Different from the existing video compression schemes in feature domain [10], [11], [47], which extract features from the previously decoded frame $\hat{x}_{t-1}$, we propagate the feature $F_{t-1}$ before obtaining $\hat{x}_t$. Specifically, in the reconstruction procedure of $\hat{x}_{t-1}$, we store the feature $F_{t-1}$ before the last convolutional layer of the frame generator in the generalized decoded picture buffer (DPB). To reduce the computational complexity, instead of storing multiple features of previously decoded frames [10], [11], we only store a single feature. Then $F_{t-1}$ is propagated to learn temporal contexts for compressing the current frame $x_t$. For the first P frame, we still extract the feature from the reconstructed I frame, to make the model adapt to different image codecs.

Besides, learning a single scale context may not describe the spatio-temporal non-uniform motion and texture well [30], [31], [32]. As shown in Fig. 3, in the largest-scale context, some channels focus on the texture information and some focus on the color information. In the smallest-scale context, channels mainly focus on the regions with large motion. Therefore, a hierarchical approach is performed to learn multi-scale temporal contexts.

As shown in Fig. 4, we first generate multi-scale features $F^l_{t-1}$ from the propagated feature $F_{t-1}$ using a feature extraction module (extract) with $L$ levels which consists of convolutional layers and residual blocks [48] (three levels are used in our paper).

$$F^l_{t-1} = \text{extract}(F_{t-1}), l = 0, 1, 2.\quad (1)$$

Meanwhile, the decoded MV $\hat{v}_t$ are downsampled using the bilinear filter to generate multi-scale MVs $\hat{v}^l_t$, where $\hat{v}^0_t$ is set to $\hat{v}_t$. Note that each downsampled MV is divided by 2. Then, we warp (warp) the multi-scale features $F^l_{t-1}$ using the associated MV $\hat{v}^l_t$ at the same scale.

$$\tilde{F}^l_{t-1} = \text{warp}(F^l_{t-1}, \hat{v}^l_t), l = 0, 1, 2.\quad (2)$$

After that, we use an upsample (upsample) module, consisting of one subpixel layer [49] and one residual block, to upsample
The upsampled feature is then concatenated (concat) with $\tilde{F}^{l-1}_{t-1}$ at the same scale.

$$\tilde{F}^{l}_{t-1} = \text{concat} \left( \tilde{F}^{l}_{t-1}, \text{upsample} \left( \tilde{F}^{l+1}_{t-1} \right) \right), \quad l = 0, 1. \tag{3}$$

At each level of the hierarchical structure, a context refinement module ($\text{refine}$), consisting of one convolutional layer and one residual block, is used to learn the residue [50]. The residue is added to $\tilde{F}^{l}_{t-1}$ to generate the final temporal contexts $\tilde{C}^{l}_{t}$, as illustrated in Fig. 4.

$$\tilde{C}^{l}_{t} = \tilde{F}^{l}_{t-1} + \text{refine} \left( \tilde{F}^{l}_{t-1} \right), \quad l = 0, 1, 2. \tag{4}$$

### C. Temporal Context Re-Filling

To fully take advantage of the temporal correlation, we re-fill the learned multi-scale temporal contexts into the modules of our compression scheme, including the contextual encoder-decoder, the frame generator, and the temporal context encoder, as shown in Fig. 5. The temporal context plays an important role in temporal prediction and temporal entropy modeling. With the re-filled multi-scale temporal contexts, the compression ratio of our scheme is improved a lot.

1) **Contextual Encoder-Decoder and Frame Generator:** We concatenate the largest-scale temporal context $\tilde{C}^{0}_{t}$ with the current frame $x_{t}$, and then feed them into the contextual encoder. In the process of mapping from $x_{t}$ to the latent representation $f_{y}$, we also concatenate $\tilde{C}^{1}_{t}$ and $\tilde{C}^{2}_{t}$ with other scales into the encoder. Symmetric with the decoder, the contextual decoder maps the quantized latent representation $\hat{f}_{y}$ to the feature $\hat{F}_{t}$ with the assistance of $\tilde{C}^{1}_{t}$ and $\tilde{C}^{2}_{t}$. Then $\tilde{F}_{t}$ and $\tilde{C}^{0}_{t}$ are concatenated and fed into the frame generator to obtain the reconstructed frame $\hat{x}_{t}$. Considering that the concatenation increases the number of channels, a “bottleneck” building residual block is used to reduce the complexity of the middle layer. The detailed architectures are illustrated in Fig. 6. The feature $\tilde{F}_{t}$ before the last convolutional layer of the frame generator is propagated to help compress the next frame $x_{t+1}$.

2) **Temporal Context Encoder:** To explore the temporal correlation of the latent representations of different frames, we use a temporal context encoder to obtain the lower-dimensional temporal prior $f_{c}$. Instead of using a single-scale temporal context as [27], we concatenate the multi-scale temporal contexts in the process of generating temporal prior. The temporal prior is fused with the hyper prior to estimate the means and variance of Laplacian distribution for the latent representation $\hat{f}_{y}$. The architecture of the temporal context encoder is presented in Fig. 5.

### D. Loss Function

Our scheme targets to jointly optimize the rate-distortion (R-D) cost.

$$L_{t} = \lambda D_{t} + R_{t} = \lambda d(x_{t}, \hat{x}_{t}) + R^{c}_{t} + R^{f}_{t}. \tag{5}$$
Fig. 7. Visualization of the four animations sequences (18, 20, 24, and 25) which are excluded by the MCL-JCV-26 dataset.

$L_t$ is the loss function for the current time step $t$. $d(x_t, \hat{x}_t)$ refers to the distortion between the input frame $x_t$ and the reconstructed frame $\hat{x}_t$, where $d(\cdot)$ denotes the mean-square-error or 1−MS-SSIM [39]. $R_{l}^d$ represents the bit rate used for encoding the quantized motion vector latent representation and the associated hyper prior. $R_{l}^f$ represents the bit rate used for encoding the quantized contextual latent representation and the associated hyper prior. We train our model step-by-step to make the training more stable as previous the scheme [9]. It is worth mentioning that, in the last five epochs, we use a commonly-used training strategy in recent papers [8], [16], [43], [51], that trains our model on the sequential training frames to alleviate the error propagation.

$$L_T = \frac{1}{T} \sum_t L_t = \frac{1}{T} \sum_t \left\{ \lambda d(x_t, \hat{x}_t) + R_{l}^d + R_{l}^f \right\},$$

where $T$ is the time interval and set as 4 in our experiments.

IV. EXPERIMENTS

A. Experimental Setup

1) Datasets: Many training datasets are produced for learned video compression [53], [54], [55]. Following most previous schemes [4], [9], [16], [27], in our work, we use the commonly-used Vimeo-90k [55] training split, and randomly crop the videos into 256 × 256 patches. To evaluate the performance and application domain of our proposed video compression scheme, we use UVG [56], MCL-JCV [57], and HEVC datasets [2]. These datasets contain various video contents, including slow/fast motion and poor/high quality, which are commonly used in leaned video compression. The UVG dataset has 7 1080p sequences and the MCL-JCV dataset has 30 1080p sequences. Considering the animations sequences in MCL-JCV (18, 20, 24, 25) are quite different from the natural videos in the training dataset, as shown in Fig. 7, we follow the setting in [12] and build another MCL-JCV-26 dataset which excludes the four animations sequences. The HEVC dataset contains 16 sequences including Class B, C, D, and E. The source videos of these datasets are in YUV420 format while PSNR is calculated in RGB color space. Therefore, we build an additional class called HEVC Class RGB, which includes add 6 1080p videos with 10 b depth and in RGB444 format defined in the common test conditions for HEVC range extensions [52], including DucksAndLegs, EBU LupoCandlelight, DucksAndLegs, DucksAndLegs, Duck and Legs, Kimono, OldTownCross, and ParkScene.

2) Implementation Details: We train four models with different $\lambda$ values ($\lambda = 256, 512, 1024, 2048$) for multiple coding rates. The AdamW [58] optimizer is used and the batch size is set to 4. When using MS-SSIM for performance evaluation, we fine-tune the model by using 1−MS-SSIM as the distortion loss with different $\lambda$ values ($\lambda = 8, 16, 32, 64$). Our model is implemented with PyTorch and trained on 2 NVIDIA V100 GPUs. It takes 2.5 days to train our model.

3) Evaluation Metrics: We use bpp (bit per pixel) to measure the bits cost for one pixel in each frame. We use PSNR and MS-SSIM to evaluate the distortion between the decoded frame and the original frame.

B. Experimental Results

1) Comparison Setting: Although random access is the most efficient coding mode, in this paper, we focus on low-delay coding mode following the setting of most previous schemes. Therefore, we set x264, x265, JM-19.0, HM-16.20, and VTM-13.2 under low-delay mode. For x264 and x265, we use the implementation in FFmpeg under veryslow preset. The internal color space is YUV420 as the previous schemes did. For JM, HM and VTM, we use the range extension profile instead of the main profile to enable the coding tools designed for non-YUV420. Specifically, we use encoder_JM_LB_HE, encoder_lowdelay_main_ext, encoder_lowdelay_vtm configuration, respectively. The internal color space is set to YUV444. Meanwhile, four reference frames are used for them as default for seeking the highest compression ratio. As analyzed in Section II-C, the bits of I frames account for a substantial part of the total number of bits. Therefore, for learned video codecs (DVC_Pro [4], MLVC [9], RLVC [16], DCVC [27]), we use the same image codec as our scheme to compress I frames to make a fair comparison. We adopt the Cheng2020Anchor [41] implemented by CompressAI [46] but we remove its auto-regressive entropy model [38]. The DVC_Pro models are trained by
In previous schemes, the intra period is set to 10 or 12 to limit temporal error propagation. However, such a small intra period is seldom used in real applications, as described in Section II-C. Therefore, we propose to use a more reasonable intra period of 32. To provide more information, we also test the cases of intra period 12. Since the GOP size of VTM with encoder_lowdelay_vtm configuration is 8, it does not support intra period 12. Therefore, we add a modified VTM* with low-delay P, 8-bit internal depth, and a single reference frame configuration. We encode 96 frames for each video in all testing datasets.

2) Results: Tables I and II report the BD-rate [59] when the intra period is set to 32. Tables III and IV report the BD-rate when the intra period is set to 12. The anchor is HM. Negative values indicate bit rate saving compared with HM while positive values indicate bit rate increasing. Experimental results show that, for intra period 32, our scheme outperforms HM by 14.4% and outperforms VTM* by 14.2% in terms of PSNR on HEVC Class RGB. Although our scheme still has a 25.4% PSNR performance gap compared with VTM with the best configuration, we outperform it by 21.1% in terms of MS-SSIM. For intra period 12, we achieve a larger compression ratio improvement. Note that, when comparing our scheme with VTM or VTM*, VTM or VTM* are regarded as the anchors and the BD-rate values are re-calculated instead of directly subtracting the values in the aforementioned tables. Compared with the results of intra period 32 and 12, our scheme still achieves a high comparison ratio while that of other learned video codecs is greatly reduced when using a larger intra period. Figs. 9 and 10 illustrate the RD-curves for different intra periods on HEVC Class B, HEVC Class RGB, and MCL-JCV. We find that learned video codecs behave better when the source videos are in RGB format. The subjective comparison results illustrated in Fig. 11 show that our scheme can retain more details.

3) Model Complexity and Encoding/Decoding Time: The total number of parameters of our scheme is 10.7 M. When processing one 1080p frame, the MACs (multiply–accumulate operation) of our scheme is 2.9 T, while that of DCVC is 2.4 T. Fig. 1 illustrates the average encoding and decoding time for one 1080p frame of different codecs. Table V lists the detailed values.

Note that, when comparing our scheme with VTM or VTM*, VTM or VTM* are regarded as the anchors and the BD-rate values are re-calculated instead of directly subtracting the values in the aforementioned tables. Compared with the results of intra period 32 and 12, our scheme still achieves a high comparison ratio while that of other learned video codecs is greatly reduced when using a larger intra period.
and GPU [5], we include the time for model inference, entropy modeling, entropy decoding, and data transfer between CPU and GPU. Our encoding time refers to all the time from reading the original frame to writing bitstream into the hard disk and our decoding time refers to all the time from reading bitstream to generating the final reconstructed frame. As traditional video codecs are optimized for CPU, we run them on an Intel(R) Xeon(R) Platinum 8272CL CPU, which is the same with previous schemes [4], [5]. For learned video codecs, we run them on a NVIDIA V100 GPU. We only compare with the learned video codecs whose officially released codes enable bitstream writing. The comparison shows that our scheme takes 0.88 s to encode a 1080p frame and takes 0.47 s to decode a 1080p frame on average. Although the MACs of our scheme increase by about 21% compared with DCVC, the decoding time decreases by about 98.7% since we remove the parallelization-unfriendly auto-regressive entropy model, even though it can help improve the compression performance. Compared with HM and VTM,
although our scheme achieves less encoding time and similar encoding time, it does so because it is running on a very sophisticated and expensive GPU while HM and VTM are running on a general-purpose CPU. Therefore, the complexity of our scheme, especially the decoding complexity needs to be reduced before it can be used in practice.

C. Ablation Study

1) Effectiveness of the Proposed Different Components: In our work, we focus on better learning and utilizing temporal contexts. We propose to learn the temporal contexts from the propagated feature and re-fill the learned temporal contexts into the modules of our compression scheme. To verify the effectiveness of these ideas, we make an ablation study shown in Table VI, where the baseline is our final solution (i.e., feature propagation (FP) + temporal context mining (TCM) + temporal context re-filling (TCR)). From this table, we can find that learning and re-filling temporal contexts from both reconstructed frame or propagated feature improve the compression ratio. It verifies that the proposed TCM and TCR can better learn and utilize temporal contexts. From Table VI, we also find that the improvement of learning temporal contexts from the propagated features is larger than that from the reconstructed frame. It shows that the propagated feature may contain more temporal information compared with the reconstructed frame.

2) Influence of the Temporal Contexts on Different Components: In the temporal context re-filling procedure, we feed the temporal contexts into the contextual encoder-decoder, frame generator, and temporal context encoder to improve the compression performance. We make an ablation study to explore the influence of the temporal contexts on different components. Specifically, we remove the temporal contexts in the encoder, decoder, frame generator, and entropy model, respectively. Table VII shows the BD-rate of the four variants. The baseline is our final solution. We can see that the re-filled temporal context plays an important role in the temporal prediction, frame reconstruction, and temporal entropy modeling.

3) Influence of the Number of Levels of TCM and Re-Filled Temporal Contexts: To study the influence of the number of levels of TCM module, we change the number of levels of the hierarchical structure of TCM but only output a single scale temporal context $\bar{C}_t$, e.g., only $\bar{C}_t^0$ is utilized in the TCR procedure. $nLIC$ refers to the number of levels of TCM but only outputs a single scale context. The baseline is our final solution. As shown in Table VIII, the bit rate saving is improved as the level of the
TABLE VIII  
INFLUENCE OF THE NUMBER OF LEVELS OF TCM AND RE-FILLED TEMPORAL CONTEXTS

|            | B   | C   | D   | E   | RGB |
|------------|-----|-----|-----|-----|-----|
| 3L3C       | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 4L1C       | 3.6 | 4.4 | 3.6 | 1.3 | 1.5 |
| 3L1C       | 3.5 | 4.2 | 3.7 | 1.8 | 1.8 |
| 2L1C       | 5.4 | 6.4 | 5.8 | 3.6 | 2.7 |
| 1L1C       | 9.4 | 11.0| 12.1| 5.0 | 3.6 |

|            | B   | C   | D   | E   | RGB |
|------------|-----|-----|-----|-----|-----|
| 4L4C       | 0.7 | 1.2 | 1.0 | 0.6 | -0.2|
| 3L2C       | 1.8 | 1.9 | 1.1 | 1.0 | 0.4 |
| 2L2C       | 3.7 | 4.0 | 3.6 | 2.5 | 2.2 |

TABLE IX  
EFFECTIVENESS OF SIMPLY ADDING MORE NETWORK LAYERS

|            | B   | C   | D   | E   | RGB |
|------------|-----|-----|-----|-----|-----|
| 3L3C       | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 1L1C       | 9.4 | 11.0| 12.1| 5.0 | 3.6 |
| 1L1C (fe)  | 7.7 | 9.0 | 9.9 | 4.3 | 3.0 |
| 1L1C (cr)  | 8.1 | 8.2 | 8.9 | 4.9 | 2.9 |
| 1L1C (fg)  | 8.3 | 9.5 | 9.7 | 6.9 | 3.5 |

TABLE X  
INFLUENCE OF THE DIMENSION OF THE PROPAGATED FEATURE

| Dimension | B   | C   | D   | E   | RGB |
|-----------|-----|-----|-----|-----|-----|
| 64 channels| 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| 48 channels| 1.3 | 1.1 | 1.0 | 1.0 | 0.1 |
| 16 channels| 2.6 | 2.9 | 2.3 | 2.7 | 1.7 |
| 9 channels | 2.5 | 2.6 | 2.7 | 2.7 | 1.8 |

TCM module increases but begins to saturate when the number of levels is 3.

To study the influence of the number of re-filled temporal contexts, we change the number of the output contexts of TCM. Table VIII shows that the bit rate saving is improved as the number of re-filled temporal contexts increases. When the number of re-filled temporal contexts exceeds 3, the performance improvement is not obvious. In this paper, we employ 3 temporal contexts.

To demonstrate that the compression ratio improvement is not simply owing to using more network layers, we add more residual blocks to the feature extraction (fe) module in (1), the context refinement (cr) module in (4), and the frame generator (fg) in Fig. 2 of 1L1C model to make the MACs comparable with our final solution. We refer to the modified models as 1L1C(fe), 1L1C(cr), and 1L1C(fg), respectively. Table IX shows that simply adding network layers cannot improve the compression ratio greatly.

4) Influence of the Dimension of Propagated Features: For a fair comparison, we choose 64 as the feature dimension to have the same DPB size as RLVC [52]. To explore the influence of the dimension of propagated features, we also change the feature dimension to 48 (same DPB size with FVC [22]), 15 (same DPB size with MLVC [24]), and 9 (same DPB size with 4 reference frame codecs). Table X shows that a low dimension only brings a slight loss. Users can adaptively adjust the dimension according to hardware capability.

5) Wider Bit Rate Range: It is a common practice to train four models with different bit rate in previous learned video codecs. To make it easier to compare with the previous learned video codecs, our proposed scheme follows the same setting. However, it is still necessary to explore whether the learned video codecs are well-performed in band-limited (lower bit rate) and broadband (higher bit rate) environments. Therefore, when oriented to PSNR, we set $\lambda$ to 128 and 4096 to train additional two models. When oriented to MS-SSIM, we set $\lambda$ to 4 and 128. For other learned video codecs (DVC_Pro [4], MLVC [9], RLVC [16], DCVC [27]), since their officially released models only support four bit rate points, we can not extend their bit rate ranges. Fig. 12 illustrates the rate-distortion performance of our proposed scheme on the HEVC Class RGB when the bit rate is extended to lower and higher. The results show that our scheme can still work well over a wider range of bit rates.

V. CONCLUSION AND DISCUSSION

In this paper, we propose a temporal context mining module and a temporal context re-filling procedure to better learn and utilize temporal contexts for learned video compression. Without the auto-regressive entropy model, our proposed scheme achieves higher compression ratio than the existing learned video codecs. Our scheme also outperforms the reference software of H.265/HEVC—HM in terms of PSNR by 14.4% and outperforms the reference software of H.266/VVC—VTM in terms of MS-SSIM by 21.1%. Even the proposed scheme outperforms VTM with the highest-compression-ratio settings for low-delay coding in terms of MS-SSIM, it is far behind than VTM in terms of PSNR. In addition, the complexity, especially the decoding complexity still needs to be significantly reduced before it can be used in practice. We will further investigate it in our future work.
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