NOTES ON HARDY’S UNCERTAINTY PRINCIPLE FOR THE WIGNER DISTRIBUTION AND SCHRÖDINGER EVOLUTIONS

HELGE KNUTSEN

Abstract. We consider Schrödinger equations with real quadratic Hamiltonians, for which the Wigner distribution of the solution at a given time equals, up to a linear coordinate transformation, the Wigner distribution of the initial condition. Based on Hardy’s uncertainty principle for the joint time-frequency representation, we prove a uniqueness result for such Schrödinger equations, where the solution cannot have strong decay at two distinct times. This approach reproduces known, sharp results for the free Schrödinger equation and the harmonic oscillator, and we also present an explicit scheme for quadratic systems based on positive definite matrices.

1. Introduction

Hardy’s uncertainty principle is originally formulated as a sharp decay estimate of a function $f$ and its Fourier transform $\hat{f}$. Normalizing the Fourier transform by

$$\hat{f}(\xi) := \frac{1}{(2\pi)^n} \int_{\mathbb{R}^n} f(x) e^{-i\langle \xi, x \rangle} dx,$$

(1.1)

it states that the decay of $(f, \hat{f})$ cannot exceed

$$|f(x)| = O(e^{-\alpha |x|^2}) \quad \text{and} \quad |\hat{f}(\xi)| = O(e^{-\beta |\xi|^2}) \quad \text{for} \quad 4\alpha\beta = 1.$$

Later, at the beginning of this century in [8] and [4], Hardy’s uncertainty principle has taken a different interpretation, where the statement has been shown to be equivalent to a sharp uniqueness result on the free Schrödinger equation

$$\frac{\partial u}{\partial t}(x, t) = i\Delta u(x, t).$$

(1.2)

More precisely, at two distinct times $t = 0$ and $t = T$, the solution $u$ of (1.2) cannot exceed the decay conditions

$$|u(x, 0)| = O(e^{-\alpha |x|^2}) \quad \text{and} \quad |u(x, T)| = O(e^{-\beta |x|^2}) \quad \text{for} \quad (4T)^2\alpha\beta = 1.$$

For an in-depth discussion on this dynamical interpretation and different proofs of Hardy’s uncertainty principle, we refer to the recent survey-paper [12]. Starting with [8], and in the sequel of papers [9], [10], [11], Escauriaza, Kenig, Ponce and Vega have studied Schrödinger evolutions for more general Hamiltonians, which include a bounded potential. Their scheme is based on establishing logarithmic-convexity properties of the solution of the Schrödinger equation, from which they successfully derive uniqueness results similar to the free case. In the same spirit, in [2] and more recently in [3], Cassano and Fanelli consider Schrödinger evolutions of the harmonic oscillator and of systems with a magnetic potential, in addition...
to some bounded perturbations of these. In particular, the magnetic potential is given by
\[ \Delta_A := (\nabla - iA(x))^2 \]
for some coordinate transformation \( A : \mathbb{R}^n \to \mathbb{R}^n \), so that the associated
Schrödinger equation (with a bounded perturbation \( V : \mathbb{R}^n \times \mathbb{R} \to \mathbb{C} \)) reads
\[ \frac{\partial u}{\partial t}(x, t) = i(\Delta_A + V(x, t))u(x, t). \]

With the exception of some specific examples, and under some restraints on the coordinate
transform \( A \), the uniqueness results for the magnetic potential are all derived for dimension
\( n \geq 3 \). Note that, if we assume \( A \) to be a linear transformation (and disregard any pertur-
bations), both the harmonic oscillator and the magnetic potential represent systems with a
quadratic Hamiltonian, which is the focus of the present paper.

For real quadratic Hamiltonians (without any perturbations) we present an alternative
approach based on Hardy’s uncertainty principle for the Wigner distribution. Here we utilize
that for such Schrödinger equations, the Wigner distribution of the solution equals, up to a
linear coordinate transform, the Wigner distribution of the initial condition. This description
of the solution in terms of the Wigner distribution first came to our attention through the
works of Cordero and Rodino, and later Cordero, Giacchi and Rodino, in their two-part series
[6], [5] on the Wigner analysis of operators. From here it turns out to be remarkably simple
to formulate a general uniqueness results for quadratic systems. Nonetheless, considering
specified quadratic Hamiltonians, it can still be demanding to produce explicit Hardy type
estimates.

The remainder of the text is organized as follows: In Section 2, we cover necessary back-
ground theory. Namely, we introduce the Weyl quantization procedure (Section 2.1), and
introduce relevant theory from symplectic mechanics (Section 2.2), which seems to be a na-
tural perspective when considering real quadratic quantum systems. We also briefly discuss
Hardy’s uncertainty principle in relation to the Wigner distribution (Section 2.3). Section 3
contains the general uniqueness result, where the subsequent and final Section 4 is devoted
to specific examples of Schrödinger evolutions. In Section 4, we reproduce known sharp
Hardy type estimates for both the free case and the harmonic oscillator. In addition, based
on Williamson’s diagonalization theorem, we present an explicit scheme for systems based
on real, symmetric positive definite matrices, with one final example for dimension \( n = 2 \).

2. Preliminaries

2.1. Weyl quantization and the Schrödinger equation. For the position and momen-
tum observables \( x, p \in \mathbb{R}^n \), we associate the following pseudodifferential operator
\[ x_j \to \hat{x}_j = x_j \quad \text{and} \quad p_j \to \hat{p}_j = -i\hbar \frac{\partial}{\partial x_j}. \]

For their composition \( x_j p_k \), we consider standard Weyl quantization
\[ x_j p_k \to \frac{1}{2}(\hat{x}_j \hat{p}_k + \hat{p}_k \hat{x}_j). \]

Although we only require the quantization procedures outlined above, we mention that in
the general case the Weyl pseudodifferential operator \( \hat{H} \) with symbol function \( H = H(x, p) \)
is given by
\[ \hat{H} f(x) = (2\pi \hbar)^{-n} \int_{\mathbb{R}^n^2} H \left( \frac{x + y}{2}, \xi \right) e^{\frac{i}{\hbar}(x - y, \xi)} f(y) dy d\xi. \]

(2.1)
In the context of the quantum mechanics, we consider symbol functions that represent the Hamiltonian of a physical system. The Schrödinger equation with Hamiltonian $H$ is then given by

$$i\hbar \frac{\partial u}{\partial t}(x, t) = \hat{H}u(x, t),$$

where the solution $u$ is a function (or distribution) of the variables $x$ and $t$, subject to some initial condition, e.g., $u(x, 0) = u_0(x)$. We shall focus on the case when the Hamiltonian is quadratic, namely, $H(x, p) = \sum_{j,k} a_{jk} x_j p_k$ for real $a_{jk}$’s. Alternatively, this can be expressed as

$$H(z) = \frac{1}{2} \langle Mz, z \rangle$$

for $z = (x, p)$,

and $M$ is some real-valued $2n \times 2n$ symmetric matrix. On this form, symplectic mechanics naturally enters the picture, and we reference [14] for a comprehensive introduction.

2.2. Symplectic mechanics. We briefly cover some of the basic terminology and results from symplectic mechanics necessary to describe solutions of the Schrödinger equation (2.2) with quadratic Hamiltonians (2.3). This is based on de Gosson’s book [14], specifically chapter 1-3, 7 and 15:

Let $J$ denote the standard symplectic matrix

$$J := \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix},$$

where $0$ and $I$ are the $n \times n$ zero and identity matrices, respectively. A useful observation is that the inverse of $J$ coincides with the transpose so that $J^{-1} = J^T = -J$. The symplectic (Lie) group $Sp(2n, \mathbb{R})$ is a closed subgroup of the general linear group $GL(2n, \mathbb{R})$, that consists of all matrices $S$ such that

$$S^TJS = J.$$ 

Since the inverse $S^{-1}$ is also symplectic, this latter condition turns out to be equivalent to $SJS^T = J$. Writing the matrix $S$ on block form

$$S = \begin{pmatrix} A & B \\ C & D \end{pmatrix},$$

it is straightforward to verify that symplectic matrices are characterized by the conditions

$$A^T C, B^T D \text{ are symmetric and } A^T D - C^T B = I$$

$$\iff$$

$$A^T B, C^T D \text{ are symmetric and } A^T D - B^T C = I.$$ 

From this characterization, we also deduce that the inverse of $S$ is given by

$$S^{-1} = \begin{pmatrix} D^T & -B^T \\ -C^T & A^T \end{pmatrix}.$$ 

The standard symplectic form is denoted by $\sigma(z, z') := \langle Jz, z' \rangle$. A basis $\{e_j, f_j\}_{j=1}^n$ of $\mathbb{R}^n \times \mathbb{R}^n$ is called a symplectic basis if

$$\sigma(e_j, e_k) = 0 \quad \sigma(f_j, f_k) = 0 \quad \sigma(e_j, f_k) = -\delta_{jk} \quad \forall \ j, k = 1, 2, \ldots, n.$$
One simple example is the canonical symplectic basis \( \{(c_j, 0), (0, c_j)\}_{j=1}^n \), where \( \{c_j\}_j \) is the canonical basis for \( \mathbb{R}^n \).

An important family of symplectic matrices are the so-called ”free” symplectic matrices. These are matrices \( S \in \text{Sp}(2n, \mathbb{R}) \) which on block form satisfy

\[
S = \begin{pmatrix} A & B \\ C & D \end{pmatrix}, \quad \det B \neq 0,
\]

and every symplectic matrix can in fact be written as a product of two such matrices. To each free matrix \( S \) on the form \( (2.6) \), we associate a quadratic form \( W(x, x') \), called the generating function of \( S \), given by

\[
W(x, x') := \frac{1}{2} \langle DB^{-1}x, x \rangle - \langle B^{-1}x, x' \rangle + \frac{1}{2} \langle B^{-1}Ax', x' \rangle.
\]

Conversely, starting out with a quadratic form \( W(x, x') = \frac{1}{2} \langle Px, x \rangle - \langle L^{-1}x, x' \rangle + \frac{1}{2} \langle Qx', x' \rangle \), with real matrices such that \( P = P^T \) and \( Q = Q^T \), we can generate a corresponding free symplectic matrix

\[
S_W = \begin{pmatrix} LQ & L \\ PLQ - (L^{-1})^T & PL \end{pmatrix}.
\]

Based on the generating function \( W \), we associate unitary operators on \( L^2(\mathbb{R}^n) \) to the free matrix \( S_W \). Referencing the generating function in \( (2.7) \) and by scaling according to the constant \( \hbar \), these operators read

\[
\hat{S}_{W,m}u(x) := (2\pi i\hbar)^{-\frac{n}{2}} \sqrt{\left| \det L \right|}^{-i} \int_{\mathbb{R}^n} e^{iW(x, x')} u(x') dx',
\]

where \( m \) is an integer so that

\[
m\pi \equiv \arg(\det L) \mod 2\pi.
\]

We refer to the operators \( \hat{S}_{W,m} \) as the quadratic Fourier transforms of \( S_W \), and by fixing a branch of \( \sqrt{z} \) so that \( \sqrt{i} \) is well-defined, we obtain two operators associated to \( S_W \) that only differ by a sign. In particular, we choose the branch such that \( \arg(\sqrt{i}) \equiv \frac{\pi}{4} \mod 2\pi \). Since the inverse exists

\[
\hat{S}_{W,m}^{-1} = \hat{S}_{W^*, m^*} \quad \text{for} \quad W^*(x, x') = -W(x', x) \quad \text{and} \quad m^* = m - n,
\]

we can form a group from compositions of the quadratic Fourier transforms of the free symplectic matrices. This group is known as the metapectic group \( \text{Mp}(2n, \mathbb{R}) \), and it forms a double cover of the symplectic group \( \text{Sp}(2n, \mathbb{R}) \) by extending the map \( \hat{S}_{W,m} \to S_W \) to a surjective group homomorphism

\[
\pi^{\text{Mp}} : \text{Mp}(2n, \mathbb{R}) \to \text{Sp}(2n, \mathbb{R}), \quad \text{with} \quad \ker(\pi^{\text{Mp}}) = \{ \pm I \}.
\]

To see how the symplectic and metapectic group relates to the Schrödinger equation with quadratic Hamiltonian \( H \), we first recall the general Hamiltonian equations determining the time evolution of a point \( z = (x, p) \), namely

\[
\frac{\partial x_j}{\partial t} = \frac{\partial H}{\partial p_j} \quad \text{and} \quad \frac{\partial p_j}{\partial t} = -\frac{\partial H}{\partial x_j} \quad \text{for} \quad j = 1, 2, \ldots, n,
\]
or more compactly
\[ \frac{\partial z}{\partial t} = J \nabla H \quad \text{with} \quad \nabla = (\partial_{x_1}, \ldots, \partial_{x_n}, \partial_{p_1}, \ldots, \partial_{p_n}). \]

When the Hamiltonian is on the form \( H(z) = \frac{1}{2} \langle Mz, z \rangle \), where \( M \) is a real-symmetric matrix, the Hamiltonian equations reduce to \( \frac{\partial z}{\partial t} = JMz \). Starting at time \( t = 0 \) from the point \( z(0) = z_0 \), it is clear that \( z(t) = S_t^H(z_0) \) with \( S_t^H := \exp(tJM) \) solves the initial value problem.

We now consider the Lie algebra of the symplectic group, also known as the symplectic algebra, denoted by \( \mathfrak{sp}(2n, \mathbb{R}) \), which consists of all matrices \( X \) such that
\[ XJ + JXT = 0. \]

By inspection, we find that the matrix \( JM \) (and also \( tJM \)) belongs to \( \mathfrak{sp}(2n, \mathbb{R}) \). Conversely, for any \( X \in \mathfrak{sp}(2n, \mathbb{R}) \), we have that \( JX \) is symmetric. Hence, any quadratic Hamiltonian \( H \) can be expressed as
\[ H(z) = -\frac{1}{2} \langle JXz, z \rangle \quad \text{for some} \quad X \in \mathfrak{sp}(2n, \mathbb{R}). \tag{2.10} \]

Since the exponential maps the symplectic algebra into the symplectic group, we must have that the operator \( S_t^H = \exp(tX) \) is symplectic for any fixed \( t \), and in turn \( (S_t^H)_{t \geq 0} \) is a one-parameter subgroup of \( \text{Sp}(2n, \mathbb{R}) \).

We also consider the Lie algebra of the metaplectic group, or simply the metaplectic algebra, denoted by \( \mathfrak{mp}(2n, \mathbb{R}) \). An essential observation is that the metaplectic algebra \( \mathfrak{mp}(2n, \mathbb{R}) \) is isomorphic to \( \mathfrak{sp}(2n, \mathbb{R}) \), which follows from the fact that \( \text{Mp}(2n, \mathbb{R}) \) is a covering group of \( \text{Sp}(2n, \mathbb{R}) \). In particular, there is an explicit isomorphism \( F : \mathfrak{sp}(2n, \mathbb{R}) \rightarrow \mathfrak{mp}(2n, \mathbb{R}) \) so that the following diagram commutes:

\[ \begin{array}{ccc}
\mathfrak{mp}(2n, \mathbb{R}) & \xrightarrow{\exp} & \mathfrak{sp}(2n, \mathbb{R}) \\
\exp & & \exp \\
\text{Mp}(2n, \mathbb{R}) & \xrightarrow{\pi_{\text{Mp}}} & \text{Sp}(2n, \mathbb{R})
\end{array} \tag{2.11} \]

What follows are the main results of the section. For details and proofs, we refer to chapter 15 in [14] (especially Theorem 352 and Corollary 355).

**Theorem 2.1.** Let \( H \) be the quadratic Hamiltonian of the form \( H(z) = -\frac{1}{2} \langle JXz, z \rangle \) for some \( X \in \mathfrak{sp}(2n, \mathbb{R}) \). The linear mapping \( F \), which to \( X \) associates the operator \( \tilde{F}(X) := -\frac{i}{\hbar} \widetilde{H} \) where \( \widetilde{H} \leftrightarrow H \), then satisfies
\[ [F(X), F(X')] = F([X, X']) \quad \forall \quad X, X' \in \mathfrak{sp}(2n, \mathbb{R}), \]
and \( F \) forms an isomorphism \( \mathfrak{sp}(2n, \mathbb{R}) \rightarrow \mathfrak{mp}(2n, \mathbb{R}) \) so that diagram \((2.11)\) commutes.

Based on the isomorphism \( F \) and since diagram \((2.11)\) commutes, we can describe the solution of Schrödinger equation \((2.2)\) with quadratic Hamiltonians as a lift of the flow \( t \mapsto S_t^H \) in \( \text{Sp}(2n, \mathbb{R}) \) into the unique path \( t \mapsto \tilde{S}_t^H \) in \( \text{Mp}(2n, \mathbb{R}) \) so that \( \tilde{S}_0^H = I \).

**Corollary 2.1.** Let the Hamiltonian \( H \) be quadratic, and let \( t \mapsto \tilde{S}_t^H \) be the lift to \( \text{Mp}(2n, \mathbb{R}) \) of the flow \( t \mapsto S_t^H \). Then for any \( u_0 \in \mathcal{S}(\mathbb{R}^n) \), the function \( u(x, t) = \tilde{S}_t^H u_0(x) \) is a solution
of the initial value problem

\[ i\hbar \frac{\partial u}{\partial t}(x, t) = \hat{H} u(x, t), \quad u(x, 0) = u_0(x). \]

In particular, whenever \( \exp(tJM) \) is a free symplectic matrix, we can express the solution of (2.2) as a quadratic Fourier transform (2.9) of the initial condition.

2.3. Hardy’s Uncertainty Principle and the Wigner distribution. For a function \( f : \mathbb{R}^n \to \mathbb{C} \), we normalize the Fourier transform according to (1.1). Among the many uncertainty principles, Hardy’s uncertainty principle is a precise statement regarding the largest possible decay of the pair \( (f, \hat{f}) \). The original 1933-paper [19] by Hardy covers the 1-dimensional case, which has later been extended to higher dimensions (see [13]).

**Theorem 2.2.** (Hardy’s Uncertainty Principle) Suppose \( f \in L^2(\mathbb{R}^n) \) satisfies the decay conditions

\[ |f(x)| \leq Ke^{-\alpha|x|^2} \quad \text{and} \quad |\hat{f}(\xi)| \leq Ke^{-\beta|\xi|^2} \]

for some constants \( \alpha, \beta, K > 0 \).

(i) If \( 4\alpha\beta > 1 \), then \( f \equiv 0 \).

(ii) If \( 4\alpha\beta = 1 \), then \( f = ce^{-\alpha|x|^2} \) for some \( c \in \mathbb{C} \).

In the joint time-frequency representation, there are analogous statements to Hardy’s uncertainty principle. While these may originally have been formulated in terms of the Short-Time Fourier Transform or the cross-Ambiguity function, we shall present them equivalently in terms of the cross-Wigner distribution. We normalize the cross-Wigner distribution using \( \hbar \) to match our Weyl quantization procedure in (2.1) for a physical system (otherwise we can think of \( \hbar = 1 \)). Namely, for a pair \( (f, g) \in S \times S'(\mathbb{R}^n) \) the cross-Wigner distribution is given by

\[
W^\hbar(f, g)(x, \xi) := (2\pi \hbar)^{-n} \int_{\mathbb{R}^n} e^{-i\langle \xi, y \rangle} f \left( x + \frac{y}{2} \right) \overline{g \left( x - \frac{y}{2} \right)} dy.
\]

In the case when \( f = g \), we write \( W^\hbar(f, f) = W^\hbar f \) and refer to it simply as the Wigner distribution or Wigner transform of \( f \). The first analog of Hardy’s uncertainty principle in the joint representation was discovered by Gröchenig and Zimmermann in [18] (see Theorem 1.2 and Corollary 3.3).

**Theorem 2.3.** Suppose \( (f, g) \in S \times S'(\mathbb{R}^n) \) such that

\[ |W^\hbar(f, g)(x, \xi)| \leq Ke^{-(\alpha|x|^2+\beta|\xi|^2)} \]

for some constants \( \alpha, \beta, K > 0 \).

(i) If \( \alpha\beta > \hbar^{-2} \), then \( W^\hbar(f, g) \equiv 0 \) so \( f \equiv 0 \) or \( g \equiv 0 \).

(ii) If \( \alpha\beta = \hbar^{-2} \) and \( W^\hbar(f, g) \not\equiv 0 \), then both \( f \) and \( g \) are multiples of a time-frequency shift of the Gaussian \( e^{-\frac{\alpha}{2}|x|^2} \), that is, \( f \) and \( g \) are multiples of \( e^{i\langle \xi_0, x \rangle} e^{-\frac{\alpha}{2}|x-x_0|^2} \) for some constants \( \xi_0, x_0 \in \mathbb{R}^n \).

Later in [1], several estimates on the largest possible decay of the Ambiguity function (or equivalently the Wigner distribution) have been derived. One of these results separates the decay conditions in the \( x \)- and \( \xi \)-direction (see Corollary 6.5.).
Theorem 2.4. Suppose \( f, g \in L^2(\mathbb{R}^n) \) such that
\[
\int_{\mathbb{R}^n} \frac{\left| \mathcal{W}^h(f, g)(x, \xi)e^{2\pi|\xi|^2} \right|^2}{(1 + |\xi|^2)^{M}} \, dx \, d\xi < \infty \quad \text{and} \quad \int_{\mathbb{R}^n} \frac{\left| \mathcal{W}^h(f, g)(x, \xi)e^{(2\pi)^{-1}h^{-2}|\xi|^2} \right|^2}{(1 + |\xi|^2)^{N}} \, dx \, d\xi < \infty
\]
for some \( j = 1, \ldots, n \). If \( \min\{M, N\} \leq 1 \), then \( \mathcal{W}^h(f, g) \equiv 0 \) so \( f \equiv 0 \) or \( g \equiv 0 \).

From the above result, we easily deduce sufficient decay conditions for the Wigner distribution similar to that of Theorem 2.3, but with the \( x- \) and \( \xi- \) direction separated.

Corollary 2.2. Suppose \( f, g \in L^2(\mathbb{R}^n) \) such that
\[
|\mathcal{W}^h(f, g)(x, \xi)| \leq K e^{-\sum_j \alpha_j|x|^2} \quad \text{and} \quad |\mathcal{W}^h(f, g)(x, \xi)| \leq K e^{-\sum_j \beta_j|x|^2}
\]
for some constants \( \alpha_j, \beta_j, K > 0 \). If for some \( j = 1, \ldots, n \) the product \( \alpha_j \beta_j > h^{-2} \), then \( \mathcal{W}^h(f, g) \equiv 0 \) so \( f \equiv 0 \) or \( g \equiv 0 \).

What is remarkable about the latest statement is that, although we require decay in every direction, it suffices to consider the largest combined decay for any given pair \( (x_j, \xi_j) \) to conclude that the Wigner distribution is zero. Such conditions have also been derived for the separate representation in [16], [17] based on the symplectic capacity of the ellipsoid associated to the exponents.\(^1\) In the same vein, in [15], a similar result to Corollary 2.2 is obtained for the Wigner distribution. We shall utilize the uncertainty principle stated in Corollary 2.2 when we derive uniqueness results for the Schrödinger equation with quadratic Hamiltonians.

3. Hardy’s Uncertainty Principle for Quadratic Hamiltonians

We shall prove the following Hardy type estimate:

Theorem 3.1. Let \( u(\cdot, t) \in S(\mathbb{R}^n) \) be the solution of the Schrödinger equation (2.2) with quadratic Hamiltonian \( H(z) = -\frac{1}{2}(JXz, z) \) for some \( X \in \mathfrak{sp}(2n, \mathbb{R}) \). Suppose at time \( t = 0 \) and time \( t = T \), the solution \( u \) satisfies the decay conditions
\[
|u(x, 0)| \leq Ke^{-\alpha|x|^2} \quad \text{and} \quad |u(x, T)| \leq Ke^{-\beta|x|^2}
\]
for some constants \( \alpha, \beta, K > 0 \). If the exponential
\[
\exp(TX) = \left( \begin{array}{c} \cdot \\ \mathcal{B}(T) \end{array} \right)
\]
is free symplectic and \( (2h)^2\|\mathcal{B}(T)\|_{\text{op}}^2 \alpha \beta > 1 \), then \( u \equiv 0 \).

The proof is based on Corollary 2.1, where the solution of the Schrödinger equation can be written as a metaplectic transform of the initial condition. On this form, the proof is divided into two lemmas. The first lemma, Lemma 3.2, is well-known and referred to as the covariance property of the Wigner distribution, where the Wigner distribution composed with a metaplectic transformation corresponds to the Wigner distribution with an associated symplectic coordinate transformation. This shows that the Wigner distribution of the solution equals, up to the a symplectic coordinate transform, the Wigner distribution of the initial

\(^1\)In the separate representation, there is a much more general result stated for tempered distributions, see Corollary 1.6.9. in [7]. Notably, if we restrict to functions in \( L^2(\mathbb{R}^n) \), it suffices to have large enough decay for one pair \( (x_j, \xi_j) \) with no decay condition in the other directions to conclude that the function is zero.
condition. In the second lemma, Lemma 3.3, we combine this fact with Hardy’s uncertainty principle for the Wigner distribution.

**Lemma 3.2.** (Covariance property; see, e.g., Corollary 217 in [14]) Let $\hat{S} \in \text{Mp}(2n, \mathbb{R})$, and let $S = \pi_{\text{Mp}}(\hat{S})$ denote the projection of $\hat{S}$ on $\text{Sp}(2n, \mathbb{R})$. Then for any $u \in S(\mathbb{R}^n)$, the Wigner distribution of $\hat{S}u$ satisfies

\begin{equation}
\mathcal{W}^h(\hat{S}u)(x, \xi) = \mathcal{W}^h u(S^{-1}(x, \xi)).
\end{equation}

Observe that by formula (2.5), the inverse of the free symplectic matrix $\exp(X) = (\cdot : \beta)$ is also free symplectic such that $\exp(X)^{-1} = (\cdot : -\beta^T)$. Hence, Theorem 3.1 follows once we prove the next lemma.

**Lemma 3.3.** Let $S^{-1}$ be a free symplectic matrix on the form

\[ S^{-1} = \begin{pmatrix} A & B \\ C & D \end{pmatrix}, \quad \det B \neq 0. \]

Suppose that for two functions $u_0, u_1 \in S(\mathbb{R}^n)$ their Wigner distributions satisfy the identity

\[ \mathcal{W}^h u_1(x, \xi) = \mathcal{W}^h u_0(S^{-1}(x, \xi)). \]

Suppose further that the functions satisfy the decay conditions

\[ |u_0(x)| \leq K e^{-\alpha |x|^2} \quad \text{and} \quad |u_1(x)| \leq K e^{-\beta |x|^2} \quad \text{for} \quad \alpha, \beta, K > 0. \]

If $(2\hbar)^2 \alpha \beta \cdot \|B\|_{\text{op}}^2 > 1$, then $u_0, u_1 \equiv 0$.

**Proof.** By the decay conditions on $u_0$ and $u_1$, we easily deduce that the associated Wigner distributions are bounded by

(i) $|\mathcal{W}^h u_0(x, \xi)| \leq K e^{-2 \alpha |x|^2}$ and

(ii) $|\mathcal{W}^h u_1(x, \xi)| \leq K e^{-2 \beta |x|^2}$ for some constant $\kappa > 0$.

Similarly to the proof of Hardy’s uncertainty principle for the free Schrödinger equation in section 2.2 in [12], wherein the initial condition $u(x, 0)$ is written as $u(x, 0) = e^{ia|x|^2} f(x)$, we express

\[ u_0(x) = e^{\frac{1}{\hbar} \langle Mx, x \rangle} f(x) \quad \text{for some} \quad f \in S(\mathbb{R}^n), \]

and $M$ is some real $n \times n$ matrix to be decided. Evidently, $|u_0(x)| = |f(x)|$, and we shall therefore prove the Hardy type estimate for $f$. On this form, the Wigner distribution of $u_0$ reads

\[ \mathcal{W}^h u_0(x, \xi) = \mathcal{W}^h f \left( x, \xi - (M + M^T)x \right). \]

Since the right-hand side of (i) is independent of $\xi$, we may set $\xi := \omega + (M + M^T)x$ and maintain the same decay condition for $\mathcal{W}^h f$ as for $\mathcal{W}^h u_0$, namely

\begin{equation}
|\mathcal{W}^h f(x, \omega)| \leq K e^{-2 \alpha |x|^2}.
\end{equation}

Similarly, we express the Wigner distribution of $u_1$ in terms of $f$, and utilizing the identity $\mathcal{W}^h u_1(x, \xi) = \mathcal{W}^h u_0(S^{-1}(x, \xi))$, we find that

\[ \mathcal{W}^h u_1(x, \xi) = \mathcal{W}^h f(Z(x, \xi)). \]
where
\[ Z = \begin{pmatrix} A & B \\ C - (M + M^T)A & D - (M + M^T)B \end{pmatrix}. \]

We now choose the matrix \( M \) such that \( M + M^T = DB^{-1} \),
which shows that the matrix \( DB^{-1} \) is symmetric, and in fact, we could have chosen \( M \) to be symmetric. With this choice of \( M \), the lower left block of \( Z \) is given by \( C - DB^{-1}A \), so that
\[ Z = \begin{pmatrix} A & B \\ -(B^{-1})^T & 0 \end{pmatrix}, \]
so that
\[ \mathcal{W}_h u_1(x, \xi) = \mathcal{W}_h f(Ax + B\xi, -(B^{-1})^T x). \]

Again since the right-hand side of (ii) is independent of \( \xi \), define \( \xi := B^{-1} y - B^{-1} Ax \), so the decay condition reads
\[ |\mathcal{W}_h f(y, -(B^{-1})^T x)| \leq \kappa e^{-2\beta |x|^2}, \]
or equivalently
\[ (3.3) \quad |\mathcal{W}_h f(y, \omega)| \leq \kappa e^{-2\beta |B^T \omega|^2}. \]
By combining the two decay conditions (3.2) and (3.3), the statement now follows from Corollary 2.2.

4. Examples of Schrödinger evolutions

In this section we provide explicit examples of quadratic Hamiltonians and what the associated Hardy type estimate of Theorem 3.1 look like.

4.1. Free Schrödinger equation and harmonic oscillator. To begin with, we consider two cases where there are known Hardy type estimates. Namely, we consider the infamous free particle case and also a generalized harmonic oscillator, which has also been studied by Cassano and Fanelli in [3] for the special case where all angular frequencies are equal.

Example 4.1. (Free Schrödinger equation) Consider a system without any external potential, that is, consider the Hamiltonian \( H \) of the form
\[ H(z) = \frac{1}{2m} |p|^2 = \frac{1}{2m} \left(p_1^2 + \cdots + p_n^2\right), \] where \( z = (x, p) \).

This Hamiltonian corresponds to the so-called free Schrödinger equation
\[ i\hbar \frac{\partial u}{\partial t}(x, t) = -\frac{\hbar^2}{2m} \Delta u(x, t). \]
Expressing the Hamiltonian instead as the inner product $H(z) = \frac{1}{2}\langle Mz, z \rangle$, we have that

$$M = \begin{pmatrix} 0 & 0 \\ 0 & \frac{1}{m}I \end{pmatrix},$$

and consequently $X := JM = \begin{pmatrix} 0 & \frac{1}{m}I \\ 0 & 0 \end{pmatrix} \in \mathfrak{sp}(2n, \mathbb{R}).$

Since $X^2 = 0$, the exponential $\exp(tX)$ reduces to

$$\exp(tX) = I + tX = \begin{pmatrix} I & \frac{t}{m}I \\ 0 & I \end{pmatrix},$$

which is free symplectic for all $t > 0$. Hence, by Theorem 3.1, we obtain the following statement for the free Schrödinger equation:

**Corollary 4.1.** Let $u(\cdot, t) \in \mathcal{S}(\mathbb{R}^n)$ be the solution of the free Schrödinger equation (4.1). Suppose at time $t = 0$ and time $t = T$, the solution $u$ satisfies the decay conditions

$$|u(x, 0)| \leq Ke^{-\alpha|x|^2} \quad \text{and} \quad |u(x, T)| \leq Ke^{-\beta|x|^2}$$

for some constants $\alpha, \beta, K > 0$. If $\alpha \beta \left(\frac{2HT}{\hbar}\right)^2 > 1$, then $u \equiv 0$.

**Remark.** By comparison with the already established Hardy’s uncertainty principle for the free case, with $m = \frac{1}{2}$ and $\hbar = 1$ (see Theorem 3 in [12]), we have rediscovered the same condition on the exponents $\alpha, \beta$. Furthermore, as the literature shows, our Hardy type estimate is, in fact, sharp.

**Example 4.2.** (Harmonic Oscillator) Consider now the Hamiltonian given by

$$H(z) = \frac{1}{2m} \left(p_1^2 + \cdots + p_n^2\right) + \frac{m}{2} \left(\omega_1^2 x_1^2 + \cdots + \omega_n^2 x_n^2\right), \quad \text{where} \quad z = (x, p).$$

This is known as the harmonic oscillator, and the associated Schrödinger equation reads

$$i\hbar \frac{\partial u}{\partial t}(x, t) = \left(-\frac{\hbar^2}{2m} \Delta + \frac{m}{2} \left(\omega_1^2 x_1^2 + \cdots + \omega_n^2 x_n^2\right)\right) u(x, t).$$

Define for simplicity the diagonal matrix $\Omega := \text{diag}(\omega_j)$. Thus, on the inner product form $H(z) = \frac{1}{2}\langle Mz, z \rangle$, the matrix $M$ can be written

$$M = \begin{pmatrix} m\Omega^2 & 0 \\ 0 & \frac{1}{m}I \end{pmatrix},$$

and also $X := JM = \begin{pmatrix} 0 & \frac{1}{m}I \\ -m\Omega^2 & 0 \end{pmatrix} \in \mathfrak{sp}(2n, \mathbb{R}).$

For the power series $\exp(tX) = \sum_{k=0}^{\infty} \frac{t^k}{k!}X^k$, we distinguish between the matrices with even and odd exponents, which, by induction, are given by

$$X^{2k} = (-1)^k \begin{pmatrix} \Omega^{2k} & 0 \\ 0 & \Omega^{2k} \end{pmatrix} \quad \text{and} \quad X^{2k+1} = (-1)^k \begin{pmatrix} 0 & \frac{1}{m}\Omega^{2k} \\ -m\Omega^{2(k+1)} & 0 \end{pmatrix}.$$

Thus, the summation reads

$$\exp(tX) = \sum_{k=0}^{\infty} \frac{(-1)^k t^{2k}}{(2k)!} \begin{pmatrix} \Omega^{2k} & 0 \\ 0 & \Omega^{2k} \end{pmatrix} + \sum_{k=0}^{\infty} \frac{(-1)^k t^{2k+1}}{(2k + 1)!} \begin{pmatrix} 0 & \frac{1}{m}\Omega^{2k} \\ -m\Omega^{2(k+1)} & 0 \end{pmatrix}.$$

Since $\Omega$ is diagonal, we may move the summation inside the matrix, and we find that each block in $\exp(tX) = \begin{pmatrix} A(t) & B(t) \\ C(t) & D(t) \end{pmatrix}$ is rather easy to compute. In particular, for the $B(t)$-block,
we have that
\[ B(t) = \frac{1}{m} \sum_{k=0}^{\infty} \frac{(-1)^k t^{2k+1}}{(2k+1)!} \Omega^{2k} = \frac{1}{m} \text{diag} \left( \frac{1}{\omega_j} \sum_{k=0}^{\infty} \frac{(-1)^k (\omega_j t)^{2k+1}}{(2k+1)!} \right) = \frac{1}{m} \text{diag} \left( \frac{\sin(\omega_j t)}{\omega_j} \right). \]

Similarly, for each of the other blocks, we recognize the Taylor series for the sine and cosine function, so that
\[ A(t) = D(t) = \text{diag}(\cos(\omega_j t)) \quad \text{and} \quad C(t) = -m \text{ diag}(\omega_j \sin(\omega_j t)). \]

Nonetheless, based solely on the \( B(t) \)-block and Theorem 3.1, we obtain the following Hardy type estimate for the harmonic oscillator:

**Corollary 4.2.** Let \( u(\cdot, t) \in S(\mathbb{R}^n) \) be the solution of the Schrödinger equation (4.2) corresponding to the harmonic oscillator. Suppose at time \( t = 0 \) and time \( t = T \), the solution \( u \) satisfies the decay conditions
\[ |u(x, 0)| \leq Ke^{-\alpha|x|^2} \quad \text{and} \quad |u(x, T)| \leq Ke^{-\beta|x|^2} \]
for some constants \( \alpha, \beta, K > 0 \). If
\[ \sin(\omega_j T) \neq 0 \quad \text{for all} \quad j = 1, 2, \ldots, n \quad \text{and} \quad \alpha \beta \left( \frac{2\hbar}{m} \right)^2 \max_j \left| \frac{\sin(\omega_j T)}{\omega_j} \right|^2 > 1, \quad \text{then} \quad u \equiv 0. \]

**Remark.** Although we might presume that \( \omega_j^2 > 0 \), this is not actually a requirement. In Theorem 3.1, we only require the matrix \( M \) in \( H(z) = \frac{1}{2} (Mz, z) \) to be real-valued symmetric, which does not change if one or several of the \( \omega_j^2 < 0 \). The statement of Corollary 4.2 is not affected if \( \omega_j^2 < 0 \), other than, as a matter of preference, we choose to express the complex sine in terms of the real hyperbolic sine function, namely, \( |\sin(i|\omega_j|T)| = |\sinh(|\omega_j|T)| \).

**Remark.** In contrast to the free Schrödinger equation, for the harmonic oscillator there are times \( T > 0 \) where our procedure yields no Hardy type estimate. These are exactly the time points when \( \exp(TX) \) is no longer free symplectic, i.e., the time points when \( \sin(\omega_j T) = 0 \). Since \( \sinh(|\omega_j|T) \neq 0 \) for all \( T > 0 \), our Hardy type estimate only breaks down when \( \omega_j > 0 \) for the discrete time points \( T = \frac{kn}{\omega_j} \) for \( k \in \mathbb{N} \). If \( \omega_j = \omega \) for all \( j \), the solution is periodic in time, and these time points represent periods or half periods of the solution, for which we do not expect any Hardy type estimate to be present, as we are essentially trying to extract information from a single time point. However, if \( \omega_j - \omega_k \notin \mathbb{Q} \) for some pair \( (\omega_j, \omega_k) \), the solution is not even periodic in time, and we do not have such a nice interpretation of why our Hardy estimate breaks down.

**Remark.** As previously mentioned, Hardy’s uncertainty principle for the harmonic oscillator has also been studied by Cassano and Fanelli in [3], and with \( m = \frac{1}{2}, \ h = 1 \) and \( \omega_j^2 = \omega^2 > 0 \) for \( j = 1, \ldots, n \) they present a sharp condition on the exponents \( \alpha, \beta \) (see Theorem 1.3 and Theorem 1.9). By comparison with the above corollary, we again find that the condition coincides.

### 4.2. Systems based on positive definite matrices

From the previous two examples, it should be evident that providing an explicit Hardy type estimate based on Theorem 3.1 for a specific Hamiltonian \( H(z) = \frac{1}{2} (Mz, z) \) is contingent upon our ability to compute the associated exponential, \( \exp(tJM) \). For the free and harmonic oscillator case, this is rather simple since \( M \), in both cases, is a diagonal matrix. In general, this might be quite
a challenging computation. However, for the family of positive definite matrices, we may apply Williamson’s diagonalization theorem to simplify our computations.

**Theorem 4.1.** (Williamson’s diagonalization theorem; see, e.g., Theorem 93 in [14]) Let $M$ be a positive definite symmetric real $2n \times 2n$-matrix. The eigenvalues of $JM$ are all of the form $\pm \lambda_j$ for $\lambda_j > 0$, and the associated eigenvectors can be written $(e_j \pm if_j)$ so that \{$(e_j, f_j)_{j=1}^n$ forms a symplectic basis. The matrix

\[(4.3) \quad S := \begin{pmatrix} e_1 | \ldots | e_n \\ f_1 | \ldots | f_n \end{pmatrix} \in \text{Sp}(2n, \mathbb{R}) \]

then diagonalizes $M$ such that

\[(4.4) \quad S^T M S = \begin{pmatrix} \Lambda & 0 \\ 0 & \Lambda \end{pmatrix} \quad \text{for} \quad \Lambda = \text{diag}(\lambda_j). \]

From here, we obtain a closed form of the exponential.

**Lemma 4.2.** Let $M$ be a positive definite symmetric real $2n \times 2n$ matrix, and define the matrix $X := JM$. The eigenvalues of $X$ are on the form $\pm i\lambda_j$ for $\lambda_j > 0$, and the associated eigenvectors can be written $(e_j \pm if_j)$ so that \{$(e_j, f_j)_{j=1}^n$ forms a symplectic basis. Then for the matrix

\[(4.5) \quad S := \begin{pmatrix} e_1 | \ldots | e_n \\ f_1 | \ldots | f_n \end{pmatrix} \in \text{Sp}(2n, \mathbb{R}), \]

we have the following matrix decomposition of the exponential

\[(4.6) \quad \exp(tX) = J(S^{-1})^T \begin{pmatrix} \Theta & -\Omega \\ \Omega & \Theta \end{pmatrix} S^{-1} \]

with $\Theta := \text{diag}(\sin(\lambda_j t))$, $\Omega := \text{diag}(\cos(\lambda_j t))$ and parameter $t \in \mathbb{R}$.

**Proof.** By the diagonalization in Theorem 4.1, we can write

\[X = J(S^{-1})^T \begin{pmatrix} \Lambda & 0 \\ 0 & \Lambda \end{pmatrix} S^{-1} \quad \text{for} \quad \Lambda = \text{diag}(\lambda_j). \]

By definition of symplectic matrices, $S^{-1}J(S^{-1})^T = J$, it follows that

\[X^j = J(S^{-1})^T \begin{pmatrix} \Lambda & 0 \\ 0 & \Lambda \end{pmatrix} \left[ J \begin{pmatrix} \Lambda & 0 \\ 0 & \Lambda \end{pmatrix} \right]^{j-1} S^{-1} \quad \text{for} \quad j = 1, 2, \ldots \]

In turn, the power series of $\exp(tX)$ reads

\[\exp(tX) = \sum_{j=0}^{\infty} \frac{t^j X^j}{j!} = I + J(S^{-1})^T \left[ \sum_{j=1}^{\infty} \frac{t^j}{j!} \left( \begin{pmatrix} \Lambda & 0 \\ 0 & \Lambda \end{pmatrix} \right)^j \right] S^{-1}. \]

We now compute the sum within the square brackets $[\ldots]$, and similarly to the harmonic oscillator, we distinguish between even and odd exponents, where

\[\left[ J(\begin{pmatrix} \Lambda & 0 \\ 0 & \Lambda \end{pmatrix}) \right]^{2k} = (-1)^n \begin{pmatrix} \Lambda^{2k} & 0 \\ 0 & \Lambda^{2k} \end{pmatrix} \quad \text{and} \quad \left[ J(\begin{pmatrix} \Lambda & 0 \\ 0 & \Lambda \end{pmatrix}) \right]^{2k+1} = (-1)^n \begin{pmatrix} 0 & \Lambda^{2k+1} \\ -\Lambda^{2k+1} & 0 \end{pmatrix}. \]

Thus, the sum can be expressed

\[\sum_{j=1}^{\infty} \frac{t^j}{j!} \left[ J(\begin{pmatrix} \Lambda & 0 \\ 0 & \Lambda \end{pmatrix}) \right]^{j-1} = \sum_{k=0}^{\infty} \frac{(-1)^{k+1}t^{2k+1}}{(2k+1)!} \begin{pmatrix} 0 & \Lambda^{2k+1} \\ -\Lambda^{2k+1} & 0 \end{pmatrix} - \sum_{k=1}^{\infty} \frac{(-1)^k t^{2k}}{(2k)!} \begin{pmatrix} 0 & \Lambda^{2k} \\ -\Lambda^{2k} & 0 \end{pmatrix}. \]
By pulling the summation inside the matrices, we immediately recognize the Taylor series of the sine and cosine function. In particular, with the same notation as in (4.6), we find that
\[ \sum_{j=1}^{\infty} \frac{t^j}{j!} (A_0 A) [J(A_0 A)]^{j-1} = \left( \Theta \begin{pmatrix} 0 \\ 0 \end{pmatrix} \right) + J - \left( \begin{pmatrix} 0 & \Omega \\ -\Omega & 0 \end{pmatrix} \right). \]

Again since \( S^{-1} \) is symplectic, we have that \( J((S^{-1})^TJS^{-1}) = J^2 = -I \), and result (4.6) follows.

The purpose of the third and final example is twofold: Firstly, it illustrates how we may apply Lemma 4.2 to produce explicit Hardy type estimates based on Theorem 3.1. Secondly, the example does not seem to be covered by previous literature.

**Example 4.3.** (2D–harmonic oscillator with a cross-term) Consider the Hamiltonian
\[ H(z) = \frac{1}{2m} (p_1^2 + p_2^2) + \theta p_1 x_2 + \frac{m \omega^2}{2} (x_1^2 + x_2^2) \quad \text{where} \quad z = (x, p) \in \mathbb{R}^2 \times \mathbb{R}^2, \]
which corresponds to the Schrödinger equation
\[ i \hbar \frac{\partial u}{\partial t}(x, t) = \left( -\frac{\hbar^2}{2m} \Delta - i \hbar \theta x_2 \frac{\partial}{\partial x_1} + \frac{m \omega^2}{2} (x_1^2 + x_2^2) \right) u(x, t). \]

This system is similar to the harmonic oscillator but with an added cross-term \( +\theta p_1 x_2 \) in the Hamiltonian. With this additional term, the symmetric matrix \( M \) in \( H(z) = \frac{1}{2} \langle Mz, z \rangle \) is no longer a diagonal matrix, rather, we have that
\[ M = \begin{pmatrix} m \omega^2 & 0 & 0 & 0 \\ 0 & m \omega^2 & \theta & 0 \\ 0 & \theta & \frac{1}{m} & 0 \\ 0 & 0 & 0 & \frac{1}{m} \end{pmatrix}, \]
in addition to
\[ X := JM = \begin{pmatrix} 0 & \theta & \frac{1}{m} & 0 \\ 0 & 0 & 0 & \frac{1}{m} \\ -m \omega^2 & 0 & 0 & 0 \\ 0 & -m \omega^2 & -\theta & 0 \end{pmatrix} \in \mathfrak{sp}(4, \mathbb{R}). \]

Proceeding, we assume \( \theta \in \mathbb{R} \) such that \( \omega > |\theta| \), making \( M \) a real positive definite matrix, to which we may apply Lemma 4.2. Consider first the following set of vectors in \( \mathbb{R}^4 \):
\[ e_1 := \left( \frac{m}{2} \sqrt{\omega(\omega + \theta)} \right)^{\frac{1}{2}} \begin{pmatrix} \frac{1}{m \omega} \\ 0 \\ 0 \\ 1 \end{pmatrix}, \quad f_1 := \left( \frac{m}{2} \sqrt{\omega(\omega + \theta)} \right)^{\frac{1}{2}} \begin{pmatrix} 0 \\ -\frac{1}{m \omega} \\ -\omega \\ 0 \end{pmatrix}, \]
\[ e_2 := \left( \frac{m}{2} \sqrt{\omega(\omega - \theta)} \right)^{\frac{1}{2}} \begin{pmatrix} \frac{1}{m \omega} \\ 0 \\ 0 \\ -1 \end{pmatrix}, \quad f_2 := \left( \frac{m}{2} \sqrt{\omega(\omega - \theta)} \right)^{\frac{1}{2}} \begin{pmatrix} 0 \\ \frac{1}{m \omega} \\ \omega \\ 0 \end{pmatrix}. \]

It is straightforward to verify that \( (e_j \pm if_j) \) constitute eigenvectors of \( X \) such that
\[ X(e_j \pm if_j) = \pm i \lambda_j (e_j \pm if_j), \quad \text{where} \quad \lambda_1 = \sqrt{\omega(\omega + \theta)} \quad \text{and} \quad \lambda_2 = \sqrt{\omega(\omega - \theta)}. \]
By the normalization of the vectors, we also find that $\{e_j, f_j\}_{j=1}^2$ forms a symplectic basis for $\mathbb{R}^2 \times \mathbb{R}^2$. Thus, we may use

$$S := (e_1|e_1|f_1|f_2) \in \text{Sp}(4, \mathbb{R})$$

(4.10)

To decompose the exponential, $\exp(tX)$, according to Lemma 4.2 such that

$$\exp(tX) = J(S^{-1})^T \begin{pmatrix} \Theta & -\Omega \\ \Omega & \Theta \end{pmatrix} S^{-1} \quad \text{with} \quad \Theta := \text{diag}(\sin(\lambda_j t)) \quad \text{and} \quad \Omega := \text{diag}(\cos(\lambda_j t)).$$

Writing $S$ on block form $S = (A \ B) C \ D$ and utilizing expression (2.5) for the inverse $S^{-1}$, it follows that

$$B(t) = B\Theta B^T + B\Omega A^T - A\Omega B^T + A\Theta A^T, \quad \text{where} \quad \exp(tX) = \begin{pmatrix} \cdot & B(t) \end{pmatrix}.$$

By combining (4.8)-(4.10), the two upper blocks read

$$A = - \begin{pmatrix} \sqrt{\frac{\lambda_1}{2m\omega^2}} & 0 \\ 0 & \sqrt{\frac{\lambda_2}{2m\omega^2}} \end{pmatrix} \quad \text{and} \quad B = \begin{pmatrix} 0 & 0 \\ -\frac{1}{\sqrt{2m\lambda_1}} & \frac{1}{\sqrt{2m\lambda_2}} \end{pmatrix}.$$

Subsequently, we obtain an explicit expression for the upper right block of the exponential, $\exp(tX)$, namely

$$B(t) = \frac{1}{2m\omega} \begin{pmatrix} \frac{\lambda_1}{\omega^2} \sin(\lambda_1 t) + \frac{\lambda_2}{\omega^2} \sin(\lambda_2 t) & \cos(\lambda_2 t) - \cos(\lambda_1 t) \\ \cos(\lambda_1 t) - \cos(\lambda_2 t) & \frac{\lambda_1}{\lambda_2} \sin(\lambda_1 t) + \frac{\lambda_2}{\lambda_1} \sin(\lambda_2 t) \end{pmatrix},$$

(4.11)

With this latest result, we are ready to compute for the Schrödinger equation (4.7) an explicit Hardy type estimate based on Theorem 3.1.

**Corollary 4.3.** Let $u(\cdot, t) \in S(\mathbb{R}^n)$ be the solution of the Schrödinger equation (4.7), with $\theta \in \mathbb{R}$ such that $\omega > |\theta|$. Suppose at time $t = 0$ and time $t = T$, the solution $u$ satisfies the decay conditions

$$|u(x, 0)| \leq Ke^{-\alpha|x|^2} \quad \text{and} \quad |u(x, T)| \leq Ke^{-\beta|x|^2}$$

for some constants $\alpha, \beta, K > 0$. Define the quantity

$$2(2m\omega)^2 \cdot \Gamma_{\pm}(T) := \frac{\omega^4 + \lambda_1^4}{\omega^2\lambda_1^2} \sin^2(\lambda_1 T) + \frac{\omega^4 + \lambda_2^4}{\omega^2\lambda_2^2} \sin^2(\lambda_2 T)$$

$$+ 2\left(\frac{\omega^2(\lambda_1\lambda_2)^2}{(\omega\lambda_1\lambda_2)^2} \sin(\lambda_1 T) \sin(\lambda_2 T) + 2\left(\cos(\lambda_1 T) - \cos(\lambda_2 T)\right)^2\right)$$

$$\pm \left|\frac{\omega^2 - \lambda_1^2}{\omega\lambda_1} \sin(\lambda_1 T) + \frac{\omega^2 - \lambda_2^2}{\omega\lambda_2} \sin(\lambda_2 T)\right| \cdot$$

$$\cdot \left(\left(\frac{\omega^2 + \lambda_1^2}{\omega\lambda_1} \sin(\lambda_1 T) + \frac{\omega^2 + \lambda_2^2}{\omega\lambda_2} \sin(\lambda_2 T)\right)^2 + 4\left(\cos(\lambda_1 T) - \cos(\lambda_2 T)\right)^2\right)^{\frac{1}{2}},$$

(4.12)

with $\lambda_1 = \sqrt{\omega(\omega + \theta)}$ and $\lambda_2 = \sqrt{\omega(\omega - \theta)}$. If $\Gamma_{\pm}(T) \neq 0$ and $\alpha\beta(2\hbar)^2 \cdot \Gamma_{\pm}(T) > 1$, then $u \equiv 0$. 


Proof. It remains to show that the eigenvalues of $B^T B(T)$ coincide with $\Gamma_+(T) = \|B(T)\|_{\text{op}}^2$. From (4.11), we see that the matrix $B(T)$ is of the form $B(T) = \begin{pmatrix} a & b \\ -b & c \end{pmatrix}$, and in turn

$$B^T B(T) = \begin{pmatrix} a^2 + b^2 & (a-c)b \\ (a-c)b & b^2 + c^2 \end{pmatrix}.$$ 

The two eigenvalues $\delta_{\pm}$ of $B^T B(T)$ are then given by

$$\delta_{\pm} = \frac{1}{2} \left[ (a^2 + 2b^2 + c^2) \pm |a-c| \sqrt{(a+c)^2 + 4b^2} \right],$$

and the result follows once we replace $a$, $b$, and $c$ with the expressions in (4.11). □

Remark. Although the quantity $\Gamma_\pm(T)$ in (4.12) looks rather daunting, it is easy to see that the expression reduces to the harmonic oscillator case of Corollary 4.2 when $\theta \to 0$.
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