Gravitational spin-orbit coupling in binary systems at the second post-Minkowskian approximation
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We compute the rotations, during a scattering encounter, of the spins of two gravitationally interacting particles at second-order in the gravitational constant (second post-Minkowskian order). Following a strategy introduced in Phys. Rev. D \textbf{96}, 104038 (2017), we transcribe our result into a correspondingly improved knowledge of the spin-orbit sector of the Effective One-Body (EOB) Hamiltonian description of the dynamics of spinning binary systems. We indicate ways of resumming our results for defining improved versions of spinning EOB codes which might help in providing a better analytical description of the dynamics of coalescing spinning binary black holes.

I. INTRODUCTION

The Effective One-Body (EOB) formalism \cite{EOB} is a theoretical framework which yields a resummed analytical description of the gravitational dynamics of two spinning bodies. It can be essentially thought as mapping the dynamics (in the center-of-mass frame) of two bodies, of masses \(m_1, m_2\) and spins \(S_1, S_2\), onto a Hamiltonian description of the motion of a single body, of mass

\[
\mu \equiv \frac{m_1 m_2}{m_1 + m_2} \quad (1.1)
\]

and (suitably rescaled) spin

\[
S_* \equiv \frac{m_2}{m_1} S_1 + \frac{m_1}{m_2} S_2, \quad (1.2)
\]

moving (modulo some higher-in-momenta corrections, and modified spin-orbit effects) in an effective metric that is a deformed version of a Kerr metric of mass

\[
M \equiv m_1 + m_2, \quad (1.3)
\]

and spin \(S_0 = S + S_*\), where

\[
S \equiv S_1 + S_2. \quad (1.4)
\]

The key deformation parameter entering EOB theory is the symmetric mass ratio

\[
\nu \equiv \frac{\mu}{M} = \frac{m_1 m_2}{(m_1 + m_2)^2} \quad (1.5)
\]

Since its introduction about twenty years ago \cite{EOB,EOB2} the EOB approach has been continuously improved by incorporating new relevant results obtained through various formalisms, such as Post-Newtonian (PN) theory, Numerical Relativity (NR), Gravitational Self-Force (GSF) theory, and, more recently Post-Minkowskian (PM) theory, and even Quantum Scattering Amplitudes. The EOB formalism has been the basis of the computation of many of the gravitational wave templates \cite{EOB3,EOB4} which have been used in the data analysis of the gravitational wave signals detected by the LIGO and Virgo interferometers \cite{LIGO,Virgo}.

From the practical point of view, the EOB Hamiltonian is made of several building blocks involving various coupling functions or “potentials.” The EOB potentials were initially computed in PN-expanded form, i.e. as power series in the inverse of the speed of light, \(\frac{1}{c}\). This PN-expanded approach has, however, several limitations. It, indeed, becomes inaccurate in two regimes that are relevant for theoretically describing present and future gravitational-wave observations, namely: (i) when two bodies of comparable masses become very close to each other, and also, (ii) when a small body moves on a high-energy orbit around a large one. The first limitation has been tamed by a combination of analytical resummation methods \cite{EOB3,EOB4} and of strong-field improvements of the EOB potentials by best fitting them to the results of a few NR simulations \cite{NR}. The second limitation has been shown to give rise to power-law singularities, at a finite radius corresponding to the light-ring, in the small-\(\nu\) expansion of the EOB potentials (as they are usually defined) \cite{EOB5}.

The latter (light-ring related) limitation was, however, shown to be due to the combined use of a GSF expansion in powers of \(\nu\), Eq. (1.3), and of a special choice of coordinates in phase-space. By using another way of fixing the phase-space coordinates, and by using the exact dependence of the resulting EOB potentials on \(\nu\), one can avoid the presence of a singularity at the light ring \cite{EOB6,EOB7}. In order to reach such a conclusion, it was necessary to use a Post-Minkowskian (PM) approach to EOB theory \cite{EOB8}, i.e. an expansion in powers of the gravitational constant \(G\), without using an expansion in \(\frac{1}{c}\) (i.e. without making any slow-motion assumption).

After its introduction in Ref. \cite{EOB8}, the PM approach to EOB theory was extended to spin coupling effects in Ref. \cite{EOB9}. The spin-orbit contribution to the EOB effective Hamiltonian is parametrized by two gyrogravitomagnetic ratios, \(g_s\) and \(gs_*\):

\[
H_{\text{eff}} = \sqrt{A \left( \mu^2 + P^2 + \left( \frac{1}{B} - 1 \right) P_R^2 \right) + Q_{\text{EOB}}} \quad (g_s \mathbf{L} \cdot \mathbf{S} + g_s_* \mathbf{L} \cdot \mathbf{S}_*), \quad (1.6)
\]
where $S$ and $S_1$ have been defined in Eqs. (1.3), (1.2), above, and where $L$ denotes the EOB orbital angular momentum

$$L = R \times P.$$  

(1.7)

Here, and below, we use standard vectorial notation for various EOB vectorlike objects.

The values of $g_s$ and $g_s^*$ have been computed in Ref. [18] at the first post-Minkowskian (1PM) order (i.e., first-order in $G$ but all orders in $v/c$). In view of the factorization of one power of $G$ in the definition of the spin-orbit contribution to Eq. (1.8), this meant computing $g_S$ and $g_S^*$ as exact functions of the energy, at zeroth order in the gravitational potential $u \equiv GM/(c^2 R).$ For similar PM results for nonlinear effects in the spins, see Ref. [19].

As explained in Ref. [18], the PM computation of spin-orbit couplings is achieved by considering the spatial rotations of the spin vectors of the two gravitationally interacting bodies during the full scattering process of an hyperbolic-like encounter. The latter spatial rotations are the spin analogs of the orbital scattering angle, and are measured by the “spin holonomy” [18], whose definition is recalled below.

The aim of the present paper is to extend the accuracy of the computation of the spin holonomy to the second post-Minkowskian (2PM) level, and to deduce from it the 2PM-accurate values of the two EOB gyrogravitomagnetic couplings, i.e.

$$g_s = g_s^{1\text{PM}} (H_{\text{eff}}) + g_s^{2\text{PM}} (H_{\text{eff}}) u + O(u^2),$$

$$g_s^* = g_s^{1\text{PM}} (H_{\text{eff}}) + g_s^{2\text{PM}} (H_{\text{eff}}) u + O(u^2),$$  

(1.8)

where we recall that $u \equiv GM/(c^2 R) = O(G).$ Our 2PM-level computation will make a crucial use of the 2PM-accurate explicit analytic computation of the metric generated by two (non-spinning) bodies done long ago by Bel et al. [20].

We use a mostly plus spacetime signature, and will often use units where $c = 1$. The spin four-vectors of the two bodies are denoted by $s_1$ and $s_2$. The latter four-vectors are (when working, as we do, linearly in spins) orthogonal to the worldlines of the bodies. The EOB spin three-vectors $S_1$, $S_2$ given obtained by boosting $s_1$ and $s_2$ to the center-of-mass frame. [Viewed in the asymptotically flat spacetime the boosting of the four-vectors $s_1$ and $s_2$ defines corresponding spacetime four-vectors $S_1$ and $S_2$, whose (only non vanishing) spatial components define the EOB spin vectors $S_1$ and $S_2$.]

II. SCATTERING HOLOMONY

We consider the gravitational scattering of two massive and spinning bodies at linear order in spin. At this order, we can compute the spin holonomy simply from the knowledge of the metric $g(m_1,m_2) = g_{\mu\nu} dx^\mu \otimes dx^\nu$ generated by two non spinning masses $m_1$, $m_2$. In addition, we can neglect the spin-curvature force present in the Mathisson-Papapetrou-Dixon equations, i.e. consider that each spin vector is parallelly propagated in $g_{\mu\nu}(m_1,m_2)$. The explicit value of the metric $g_{\mu\nu}(m_1,m_2)$ generated by the energy-momentum tensor associated with the two masses $m_1$, $m_2$ has been explicitly computed at the 2PM level of approximation in Ref. [21]. [We shall not use here the less explicit 2PM-level formulation of the 2PM-accurate metric in Ref. [21].]

The worldline of body 1 (mass $m_1$ and spin $s_1$) is $\mathcal{L}_1$ with $g$-normalized timelike, future-pointing, tangent vector $u_1 \equiv u_1^\mu u_1^\nu$, where $u_1^\mu$ is defined in Eqs. (1.4), (1.2), whose (only non vanishing) spatial components are $u_1^\gamma u_1^\delta = -1$ and linear momentum $p_1 = m_1 u_1$ ($p_1^\gamma p_1^\delta = -m_1^2$). The four-velocity $u_1$ satisfies the geodesic equation

$$\frac{D_\mu u_1}{dt} = 0,$$  

(2.1)

where $t_\mu$ is the proper-time parametrization for $\mathcal{L}_1$ and $D_\mu$ is the covariant derivative along $u_1$, both associated with the metric $g$. The spin vector $s_1$ is constrained by the condition of being orthogonal to the linear momentum $p_1$

$$s_1 \cdot p_1 = 0,$$  

(2.2)

and evolves along $\mathcal{L}_1$ by parallel transport

$$\frac{D_\mu s_1}{dt} = 0.$$  

(2.3)

As a consequence, the magnitude of $s_1$ is conserved, and the orthogonality condition (2.2) is preserved. Corresponding equivalent statements can be done for $u_2$ and $s_2$ and their evolution along $\mathcal{L}_2$.

Using abstract notation and differential forms, the transport equations can be recast as

$$D_\mu u_1 = 0 = D_\mu s_1.$$  

(2.4)

Here

$$D_\mu = d + \omega_1,$$  

(2.5)

where $d$ denotes the ordinary differential operation along $\mathcal{L}_1$ while $\omega_1$ denotes the evaluation along $\mathcal{L}_1$ of the Levi-Civita connection one-form, $\omega$. In a coordinate frame the connection one-form acting on contravariant four-vectors is given by

$$\omega_\mu^\nu = \Gamma^\nu_{\nu\lambda} dx^\lambda,$$  

(2.6)

where

$$\Gamma^\nu_{\nu\lambda} = \frac{1}{2} g^\rho_{\nu\sigma} (\partial_{\nu} g_{\lambda\sigma} + \partial_{\lambda} g_{\nu\sigma} - \partial_{\sigma} g_{\nu\lambda}).$$  

(2.7)

When dealing, as we do here, with the metric generated by point masses, the metric and the connection are singular when evaluated on the worldlines. We will use their regularized values, as explicitly discussed and computed in Ref. [20].
Let us briefly recall the two basic concepts of scattering holonomy and spin holonomy, introduced in Ref. [18]. The scattering holonomy along the worldline $\mathcal{L}_1$ is the linear operator $\Lambda_1$ of integrated parallel-transport, acting on contravariant vectors. The integration along $\mathcal{L}_1$ is performed from the infinite past (i.e., before the interaction, where the spacetime is assumed to be flat) to the infinite future (i.e., after the interaction where again the spacetime is assumed to be flat, since we are studying here an isolated system). The two asymptotic Minkowski flat spacetimes are (at this order) unambiguously identified among them, so that $\Lambda_1 = \Lambda_1^{\mu \nu}$ is simply a Lorentz matrix (preserving the Poincaré-Minkowski metric $\eta_{\mu \nu}$).

The solution of the evolution equation of a parallely transported vector $v$

$$dv = -\omega_1 v$$  \hspace{1cm} (2.8)

can be iteratively solved as

$$v^\mu(\tau) = v^\mu(-\infty) - \int_{-\infty}^{\tau} \omega^\mu_\nu(\tau)v^\nu(\tau)$$
$$= v^\mu(-\infty) - \int_{-\infty}^{\tau} \omega^\mu_\nu(\tau)|v^\nu(-\infty)$$
$$- \int_{-\infty}^{\tau} \omega^\nu_\nu(\tau')v^\nu(\tau') + \ldots$$  \hspace{1cm} (2.9)

so that when $\tau \to +\infty$ we find

$$v^\mu_+ = \Lambda_1^{\mu \nu}v^\nu,$$  \hspace{1cm} (2.10)

where $v^\mu(\pm \infty) = v^\mu_{\pm}$. The scattering holonomy operator $\Lambda_1$ is therefore given by

$$\Lambda_1 = T_{\mathcal{L}_1}[e^{-\int \omega_1}],$$

$$= I - \int_{-\infty}^{+\infty} \omega_1 + \frac{1}{2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} T[\omega_1 \omega_1'] + .$$  \hspace{1cm} (2.11)

with $T_{\mathcal{L}_1}$ denoting Dyson’s time-ordered product along the worldline $\mathcal{L}_1$. The $T$-ordered integral is such that

$$\frac{1}{2} \int T_{\mathcal{L}_1}[\omega_1 \omega_1']^\mu_\nu = \int_{-\infty}^{+\infty} \omega^\mu_\sigma(\tau) \int_{-\infty}^{+\infty} \omega^\nu_\sigma(\tau') .$$  \hspace{1cm} (2.12)

[Note that in our differential-form formulation, $\omega_\mu^\nu(\tau) = \Omega_\mu^\nu(\tau) d\tau$, the integration does not depend on the choice of any specific parametrization $\tau$ along the worldline.]

The scattering holonomy map $\Lambda_1$ is then a linear map relating the asymptotic states $u_1^+, s_1^+$ and $u_1^-, s_1^-:$

$$u_1^+ = \Lambda_1 u_1^- ; \quad s_1^+ = \Lambda_1 s_1^-.$$  \hspace{1cm} (2.13)

The linear map $\Lambda_1$ contains information both about the orbital scattering angle, and the spin-rotation angle, of the first particle. Some extra operation is needed to extract the spin rotation of direct interest for computing the EOB spin-orbit coupling entering the effective EOB Hamiltonian $\mathcal{H}_E$. What is needed is an operation transforming the covariant spin four-vectors $s_1, s_2$ into objects directly related to the spatial, canonical spin three-vectors $\mathbf{S}_1, \mathbf{S}_2$ that enter any Hamiltonian dynamics, like the EOB dynamics. As discussed in Ref. [18], $\mathbf{S}_1$ and $\mathbf{S}_2$ can be identified with the four-vectors $s_1^+, s_2^+$ defined by boosting $s_1$ and $s_2$, respectively, from their own local rest spaces ($s_1$ is orthogonal to $u_1$ and $s_2$ is orthogonal to $u_2$) onto the local three-space defined by a global field of (future-directed) unit time-vectors $U = U^\mu \epsilon_\mu$ ($\epsilon_\mu$ denoting here a coordinate frame) orthogonal to the time-slicing used to describe the full spacetime generated by the two particles. In a scattering problem, this global field only enters through its asymptotic values at $\pm \infty$, $U = U^\infty$. The corresponding asymptotic values of the spin vector $\mathbf{S}_1$ are then given by

$$S_{1+} = B_\eta (u_1^+ \to U^\infty) s_{1+}^+,$$
$$S_{1-} = B_\eta (u_1^- \to U^\infty) s_{1-}^-,$$  \hspace{1cm} (2.14)

with $\eta$ being the Minkowski metric at $\pm \infty$. Here, the linear map $B_\eta (u \to v)$ is the Lorentz boost matrix transforming the four-vector $u$ into the four-vector $v$. The explicit expression of the Lorentz matrix $[B_\eta (u \to v)]^{\mu \nu}$ is (see, e.g., [18])

$$[B_\eta (u \to v)]^{\mu \nu} = \delta^{\mu \nu} + \frac{1}{1 - u \cdot v} [u^\mu u^\nu + v^\mu v^\nu + u^\nu u^\mu - (1 - 2u \cdot v)v^\mu u^\nu].$$  \hspace{1cm} (2.15)

Here the scalar product with respect to the flat metric $\eta$, i.e., “$\cdot$” is simply denoted as “$\cdot$” to ease the notation.

In the following, we will work, as is standard in EOB theory, in the center-of-mass (c.m.) frame of the binary system, i.e. we will take for $U^\infty$ the following unit time-like, asymptotic four-vector

$$U^\infty = \left[ \frac{p_1 + p_2}{E_{\text{real}}} \right]^+ = \left[ \frac{p_1 + p_2}{E_{\text{real}}} \right]^-, \hspace{1cm} (2.16)$$

where, in the conservative dynamics we are considering, the asymptotic values at $\pm \infty$ of the total four-momenta $(p_1 + p_2)^\pm$ coincide. Here, $E_{\text{real}}$ denotes the total energy of the binary system (including the rest-mass energy) in the c.m. frame, which is precisely defined as being the (Minkowski) norm of the asymptotic value of $p_1 + p_2$:

$$s = E_{\text{real}}^2 = -(p_1^+ + p_2^+)^2 = -(p_1^+ + p_2^+)^2.$$  \hspace{1cm} (2.17)

In Eq. (2.17) we used the traditional notation $s$ for the first Mandelstam variable.

By combining Eqs. (2.13)-(2.14) above, we obtain the linear map between the two asymptotic values (at $\pm \infty$) of the spatial spin vector of the first particle, namely

$$S_{1+}^i = R_1 S_{1-}^i,$$  \hspace{1cm} (2.18)

where

$$R_1 = B_\eta (u_1^+ \to U^\infty) \Lambda_1 \left[ B_\eta (u_1^- \to U^\infty) \right]^{-1} = B_\eta (u_1^+ \to U^\infty) \Lambda_1 B_\eta (U^\infty \to u_1^-).$$  \hspace{1cm} (2.19)
with an analogous result for $R_2$.

The linear operator $R_t$ is easily seen to leave $U^{as}$ invariant: $R_t U^{as} = U^{as}$. In addition, as all the linear maps involved in Eq. (2.19) preserve the (Minkowski) length, and as $R_t$ transforms $S^i$ into $S^i_t$ (both spin vectors living in the three-space orthogonal to $U^{as}$), we conclude that the linear map $R_t$, which we shall call the spin holonomy of $L_t$, is an $SO(3)$ rotation acting within the three-space orthogonal to $U^{as}$ (in the asymptotic Minkowskian space).

We can express the spin holonomy, Eqs. (2.19), entirely in terms of the incoming asymptotic values by replacing $u_1^-$ by $\Lambda_1 u_1^-$, so that

$$R_t = B_\eta(\Lambda_1 u_1^- \to U^{as}) \Lambda_1 \left[ B_\eta(u_1^- \to U^{as}) \right]^{-1}.$$  

(2.20)

### III. EVALUATION OF THE SPIN HOLOMONY

In order to proceed with the evaluation of the spin holonomy $R_t$, it is convenient to fix a coordinate system as well as an explicit representation of the asymptotic vectors $u_1$ and $u_2$ at past infinity: $u_1^-$ and $u_2^-$. We assume that the scattering process is confined to the $x \cdot y$ plane of a Lorentzian coordinate system $x^\alpha = (t, x, y, z)$ and that, with respect to this coordinate system, the particle 1 at past infinity is at rest, while the particle 2 moves along the negative $y$ direction (so that the angular momentum of the system is aligned with the positive $z$ axis).

In the following, we will generally use greek indices from the beginning of the alphabet to denote indices pertaining to the special coordinate system $x^\alpha$ attached to the incoming state of particle 1. Denoting the corresponding coordinate frame $\partial/\partial x^\alpha$ as $e_\alpha = \{e_t, e_x, e_y, e_z\}$ the two incoming four-velocities read

$$u_1^- = e_t, \quad u_2^- = \gamma e_t - \sqrt{\gamma^2 - 1} e_y.$$  

(3.1)

Here, $\gamma$ denotes the relative Lorentz $\gamma$ factor between the incoming particles, i.e.

$$\gamma \equiv -u_1^- \cdot u_2^-.$$  

(3.2)

It will play an important role in all our computations.

The four-velocity, $U^{as}$, of the c.m. frame then reads

$$U^{as} = \frac{m_1}{E_{\text{real}}} u_1^- + \frac{m_2}{E_{\text{real}}} u_2^- = \cos \alpha e_t - \sin \alpha e_y,$$  

(3.3)

where we have introduced the rapidity parameter $\alpha$ of the boost between the incoming rest frame of particle 1 and the c.m. frame:

$$\sinh \alpha = \frac{m_2\sqrt{\gamma^2 - 1}}{E_{\text{real}}}, \quad \cosh \alpha = \frac{m_1 + m_2\gamma}{E_{\text{real}}}.$$  

(3.4)

As stated above, in the scattering process $U^{as} = U^{-as} = U^{+as}$ is conserved. Equivalently the total linear four-momentum is conserved,

$$P_{\text{tot}} = p_1^- + p_2^- = p_1^+ + p_2^+.$$  

(3.5)

Let us also introduce a coordinate frame $e_\alpha = \{e_t, e_x, e_y, e_z\}$ attached to the center-of-mass frame, with basis vectors

$$e_t = U^{as}, \quad e_x = e_x, \quad e_y = -\sinh \alpha e_x + \cosh \alpha e_y, \quad e_z = e_z.$$  

(3.6)

In this c.m. frame, only the direction of the spatial linear momentum of each particle is changed from $e_y^- = e_y^-$ to, say, $e_y^+$. We can then write

$$p_1^+ = e_1 e_t + p e_y^-, \quad p_1^- = E_1 e_t + p e_y^+$$  

(3.7)

where $p$ denotes the magnitude of the three-momentum in the c.m. frame (which is, by definition, common to both particles)

$$E_1 = \sqrt{m_1^2 + p^2} = m_1 \cosh \alpha,$$  

$$E_1 + E_2 = E_{\text{real}}, \quad p = m_1 \sinh \alpha.$$  

(3.8)

We recall that $E_1$ denotes the c.m. energy of the first particle. The change in the direction of the c.m. system is measured by the c.m. scattering angle $\chi$. Namely, $\chi$ is the angle of rotation between $e_y^-$ and $e_y^+$, so that

$$e_y^+ \cdot e_y^- = \cos \chi.$$  

(3.9)

In addition, $\chi$ enters the second Mandelstam variable $t = -(p_1^+ - p_1^-)^2$ (measuring the invariant momentum transfer),

$$\sqrt{-t} = 2p \sin \frac{\chi}{2}.$$  

(3.10)

Using the definitions above, it is easily checked that

$$u_1^+ = \cos \alpha [\cosh \alpha e_t - \sinh \alpha e_y]$$  

$$+ \sin \alpha [\sin \chi e_x + \cos \chi (\sinh \alpha e_t + \cosh \alpha e_y)],$$  

(3.11)

so that the coordinate components $\Lambda_1^{\alpha \beta} \theta_0$ of $\Lambda_1$ in our special (particle-1-related) coordinate system, which must satisfy

$$u_1^{+\alpha} = \Lambda_1^{\alpha \beta} u_1^{-\beta} = \Lambda_1^{\alpha \theta}_0,$$  

(3.12)

are explicitly given by

$$\Lambda_0^{\alpha \theta}_1 = 1 + \sinh^2 \alpha (1 - \cos \chi)$$  

$$\Lambda_1^{\alpha \theta}_0 = \sinh \alpha \sin \chi,$$  

$$\Lambda_2^{\alpha \theta}_1 = -\sin \alpha \cosh \alpha (1 - \cos \chi)$$  

$$\Lambda_3^{\alpha \theta}_1 = 0.$$  

(3.13)

We can then use Eq. (2.20), written in its inverse form, i.e.,

$$\Lambda_1 = \left[ B_\eta(\Lambda_1 u_1^- \to U^{as}) \right]^{-1} R_t B_\eta(u_1^- \to U^{as}),$$  

(3.14)
to evaluate the remaining components of the matrix $\Lambda_1$. Indeed, we know that the components of the rotation matrix $R_1$ in the center-of-mass frame (indicated with hatted greek indices) read simply

$$R_1{}^\alpha_\beta = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & \cos \theta & \sin \theta & 0 \\ 0 & -\sin \theta & \cos \theta & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}. \quad (3.15)$$

Similarly, using for instance Eq. (2.15), one can determine the coordinate components of the boost matrices $\Lambda(\eta)$ (in our special coordinate frame) as being given by

$$\Lambda = \begin{pmatrix} \sin \theta \sinh \eta & \sin \theta \cosh \eta & \cosh \alpha \sinh \eta & \cosh \alpha \cosh \eta \\ \cos \theta \sinh \eta & \cos \theta \cosh \eta & \sin \alpha \sinh \eta & \cosh \alpha \sin \eta \\ -\cosh \alpha \sinh \eta & -\sinh \alpha \cosh \eta & \cosh \alpha \sinh \eta & \cosh \alpha \cosh \eta \\ 0 & 0 & 0 & 1 \end{pmatrix}. \quad (3.16)$$

Using Eq. (3.16), we can then determine the remaining nonvanishing components of the boost matrices $B_\eta(u^-_1 \rightarrow U^\ast)$ and $B_\eta(U^\ast \rightarrow u^+_1)$, namely

$$B_\eta(u^-_1 \rightarrow U^\ast)^\alpha_\beta = \begin{pmatrix} \cosh \alpha & 0 & -\sinh \alpha & 0 \\ 0 & 1 & 0 & 0 \\ -\sinh \alpha & 0 & \cosh \alpha & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad B_\eta(U^\ast \rightarrow u^-_1)^\alpha_\beta = \begin{pmatrix} \cosh \alpha & 0 & \sinh \alpha & 0 \\ 0 & 1 & 0 & 0 \\ \sinh \alpha & 0 & \cosh \alpha & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad (3.17)$$

and

$$B_\eta(U^\ast \rightarrow u^+_1)^\alpha_\beta = \begin{pmatrix} C^2s^2(C-1) + (1-s^2)C + s^2 & -Ss(Cc + C) & S(s^2C^2 - s^2C - c) & 0 \\ Ss(Cc - C) & s^2C + 1 - s^2 & 0 & 0 \\ -S(s^2C^2 - s^2C + c) & -S(1+C+c+C) & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}. \quad (3.18)$$

where we shortened the notation as

$$[s, c, S, C] = [\sin \chi, \cos \chi, \sinh \alpha, \cosh \alpha]. \quad (3.19)$$

Using Eq. (3.15), we can then determine the remaining nonvanishing components of the matrix $\Lambda$ (in our special coordinate frame) as being given by

$$\Lambda_{1(0)}^0 = -cC^2 + c + C^2 \\ \Lambda_{1(0)}^1 = -Ss(-c - C + Cc) \cos \theta + S(-1 + c)(Cc - c - 1) \sin \theta \\ \Lambda_{1(0)}^2 = -S(-1 + c)(Cc - c - 1) \cos \theta - Ss(-c - C + Cc) \sin \theta \\ \Lambda_{1(0)} = Ss$$

Translating this back to our special coordinate frame $e_\alpha$ one finds

$$\Lambda_{1(1)}^0 = (-cC^2 + c + C^2) \cos \theta - cs(C - 1) \sin \theta \\ \Lambda_{1(1)}^1 = cs(C - 1) \cos \theta + (cC^2 + c + C^2) \sin \theta \\ \Lambda_{1(1)}^2 = C(-1 + c)S \\ \Lambda_{1(1)}^1 = (C - 1)s(-C + Cc - 1) \cos \theta + (-cC^2 - Cc^2 - C^2c^2) \sin \theta \\ \Lambda_{1(1)}^2 = (C^2c^2 - cC^2 - Cc^2 - c) \cos \theta + (C - 1)s(-C + Cc - 1) \sin \theta. \quad (3.21)$$

The most useful component for our computations below will be $\Lambda_{1(1)}^2 = \Lambda_{1(1)}^2$. Actually, as we will evaluate this component to the 2PM accuracy only, we can use a simplified, 2PM-accurate, form of this expression. Indeed, it is easily checked that if one knows $\chi$ and $\theta$ to their 2PM-expanded accuracy: $\chi = \chi_{exp} = G\chi_1 + G^2\chi_2 + O(G^3)$ and $\theta = \theta_{exp} = G\theta_1 + G^2\theta_2 + O(G^3)$, we have the sufficiently accurate simplified expression

$$\Lambda_{1(1)}^2 = \theta_{exp} + (c \sin \alpha - 1)\chi_{exp} + O(G^3). \quad (3.22)$$

The list of all components in expanded form follows be-
low:

\[
\begin{align*}
\Lambda_{(1)0}^0 & \approx 1 + \frac{1}{2} (\cosh^2 \alpha - 1) \chi_1^2 \eta^2 \\
\Lambda_{(1)1}^0 & \approx \sin \alpha \chi_{\text{exp}} \\
\Lambda_{(1)2}^0 & \approx - \sin \alpha \left[ \left( 1 - \frac{1}{2} \cosh \alpha \right) \chi_1^2 - \theta_1 \chi_1 \right] \eta^2 \\
\Lambda_{(1)0}^1 & \approx \sin \alpha \chi_{\text{exp}} \\
\Lambda_{(1)1}^1 & \approx 1 + \left[ (1 - \cosh \alpha) (\chi_1 \theta_1 - \chi_1^2) - \frac{1}{2} \theta_1^2 \right] \eta^2 \\
\Lambda_{(1)2}^1 & \approx \theta_{\text{exp}} - (1 - \cosh \alpha) \chi_{\text{exp}} \\
\Lambda_{(1)0}^2 & \approx - \frac{1}{2} \sinh \alpha \cosh \chi_1^2 \eta^2 \\
\Lambda_{(1)1}^2 & \approx - \theta_{\text{exp}} + (1 - \cosh \alpha) \chi_{\text{exp}} \\
\Lambda_{(1)2}^2 & \approx 1 + \left[ - \frac{1}{2} (1 + \cosh^2 \alpha) \chi_1^2 + \chi_1 \theta_1 (1 - \cosh \alpha) - \frac{1}{2} \chi_1^2 - \frac{1}{2} \theta_1^2 \right] \eta^2.
\end{align*}
\]  

As we see, the only components giving 2PM access to the spin rotation angle \( \theta = \theta_{\text{exp}} \) are \( \Lambda_{(1)2}^0 \) and \( \Lambda_{(1)2}^1 \). In the next sections we will show how to compute the 2PM-accurate value of \( \Lambda_{(1)2}^0 \) (in our special frame). This will allow us to compute the 2PM-accurate value of the spin holonomy rotation angle \( \theta \).

IV. THE TWO-BODY METRIC AT THE 2PM ORDER

As explained above, to compute the spin holonomy one needs to evaluate the connection one-form associated with the metric \( g_{\mu \nu}(m_1, m_2) \) generated by the two bodies (along the worldline of one of the two bodies, say the body 1). The 2PM-accurate value of \( g_{\mu \nu}(m_1, m_2) \) has been explicitly derived (and regularized) long ago in Ref. [20]. In any given Lorentzian coordinate system \( x^\mu \), with associated Minkowski flat metric \( \eta_{\mu \nu} = \text{diag}[1, -1, +1, +1] \), the solution is conveniently written in terms of the “gothic metric” \( g^{\mu \nu}(x) \) (see Eq. (93) of Ref. [20])

\[
g^{\mu \nu}(x) = \sqrt{-g(x)} g^{\mu \nu}(x) \equiv \eta^{\mu \nu} + h^{\mu \nu}(x). \tag{4.1}
\]

Note that \( h^{\mu \nu}(x) \) denotes the gothic perturbation of the metric, which differs (but is one-to-one) related to the usual metric perturbation \( h_{\mu \nu}(x) \), defined by writing

\[
g_{\mu \nu}(x) = \eta_{\mu \nu} + h_{\mu \nu}(x). \tag{4.2}
\]

The 2PM solution for the metric of the two-body system found in Ref. [20] is explicitly expressed in terms of the four-velocities of the bodies, \( u_1 \) and \( u_2 \), and their masses. The spacetime dependence of \( h^{\mu \nu}(x) \) goes through the evaluation of retarded time effects. In addition, one should consider only the part of the metric (and the connection) which is “regular” in the vicinity of the worldline of one of the two bodies. This regular part involves both conservative and radiation-reaction effects. We will see that radiation-reaction effects do not contribute to \( \theta \), so that our computation based on the retarded solution given in Ref. [20] will give the conservative 2PM value of \( \theta \).

Following Ref. [20], one can write

\[
h^{\mu \nu} = G m_1 h_{m_1}^{\mu \nu} + G m_2 h_{m_2}^{\mu \nu} + G^2 m_1 m_2 h_{m_1 m_2}^{\mu \nu} + G^2 m_1^2 h_{m_2}^{\mu \nu} + G^2 m_2^2 h_{m_1}^{\mu \nu} = \sum_n h_n^{\mu \nu}. \tag{4.3}
\]

Each one of these terms was given in [20] by an explicit expression involving either the simply-retarded four-velocities of the two bodies, or some doubly-retarded quantities (involving two successive retarded propagations), or (for the most nonlinear terms) the explicit result of a complicated integration involving the cubic vertex of Einstein’s action (“\( J \)-terms”). We follow the notation and conventions of Ref. [20], apart from the fact that, to follow our previous 1PM work, we shall often use labels 1 and 2 to respectively denote the two masses, by contrast to the unprimed and primed notations used in Ref. [20], where the masses were denoted \( m \) and \( m' \), and the corresponding four-velocities \( u \) and \( u' \), etc.

The main steps necessary to perform the spin holonomy computation are listed below. We recall that our computations will finally be done in a special coordinate frame, see Eq. (3.1), linked to the incoming state of the first particle. We will evaluate the specific component \( \Lambda_{(1)2}^0 = \Lambda_{(1)2}^0 \) of the scattering holonomy in that special frame.

A. 1PM-accurate orbits of the two bodies

The solution for \( u_1(\tau_1) \) and \( u_2(\tau_2) \) parametrized by their (Minkowski) proper times \( \tau_1 \) and \( \tau_2 \) is obtained by solving the geodesic equations of the 2PM metric. [As it is customary in PM computations, we use flat space normalization of vectors, “\( \gamma \)”, and flat space proper time definitions.] The 2PM equations of motion are explicitly given in Ref. [20] (see Eqs. (111) there). Here, we will only need their solution at the 1PM order of accuracy. Obtaining this solution is straightforward and leads (in an arbitrary frame) to

\[
u_1^\mu(\tau_1) = u_1^\mu + G m_1 (1 - 2\gamma^2) S(\tau_1) e_x^\mu \sqrt{\gamma^2 - 1} D(\tau_1) e_y^\mu
\]

\[
- G m_2 e_x^\mu \gamma (2\gamma^2 - 3) \sqrt{\gamma^2 - 1} D(\tau_1) e_y^\mu, \tag{4.4}
\]
and
\[ z^\mu(\tau_1) - z^\mu(0) = u_1^\mu \tau_1 + Gm_2 (1 - 2\gamma^2) \left( \frac{S(\tau_1) - 1}{(\gamma^2 - 1)^{3/2}} \right) e_x^\mu \]
\[ - Gm_2 \frac{\gamma(2\tau^2 - 3)}{\gamma^2 - 1} \ln(S(\tau_1)) \quad e_y^\mu. \quad (4.5) \]

Here we have introduced the functions \( D(\tau) \) and \( S(\tau) \) defined by
\[ D(\tau) \equiv \sqrt{b_0^2 + \tau^2(\gamma^2 - 1)}, \quad D(0) = b_0, \quad (4.6) \]
and
\[ S(\tau) \equiv \frac{1}{b_0} \left( (\tau \sqrt{\gamma^2 - 1} + D(\tau)) \right), \quad S(0) = 1. \quad (4.7) \]

Note that \( S(\tau)S(-\tau) = 1 \).

Similarly, the unit tangent vector to the worldline of body 2 is given by
\[ u_2^\mu(\tau_2) = u_2^\mu - Gm_1 \frac{(1 - 2\gamma^2)S(\tau_2)}{\sqrt{\gamma^2 - 1}D(\tau_2)} e_x^\mu \]
\[ + Gm_1 \frac{\gamma(2\tau^2 - 3)}{(\gamma^2 - 1)^{3/2}} \ln(S(\tau_2)) \quad v'^\mu, \quad (4.8) \]
and the worldline
\[ z_2^\mu(\tau_2) - z_2^\mu(0) = u_2^\nu \tau_2 - Gm_1 (1 - 2\gamma^2) \frac{(S(\tau_2) - 1)}{(\gamma^2 - 1)^{3/2}} e_x^\mu \]
\[ + Gm_1 \frac{\gamma(2\tau^2 - 3)}{(\gamma^2 - 1)^{3/2}} \ln(S(\tau_2)) \quad v'^\mu. \quad (4.9) \]

Here the four-vector \( v' \) is defined as (where \( P(u) = \eta + u \otimes u \) denotes the projector orthogonal to \( u \))
\[ v' \equiv P(u^-)u^- = -\gamma(\gamma - 1)e_z + \gamma \sqrt{\gamma^2 - 1}e_y. \quad (4.10) \]

It is the 1 \( \leftrightarrow \) 2 analog of the four-vector \( v \equiv P(u^-)u^- = -\sqrt{\gamma^2 - 1}e_y \).

In the solutions above, we have fixed initial conditions at \( \tau = 0 \) so that
\[ z_1(0) = b_0e_x, \quad z_2(0) = 0. \quad (4.11) \]

Note the intrinsic definition of the vector \( b_0e_x \) is such that \( z_1(\tau_1) - z_2(\tau_2) = b_0e_x \) when \( \tau_1 = \tau_2 = 0 \), which corresponds to connecting the two 1PM-accurate worldlines by a bi-podal line orthogonal to both worldlines. The parameter \( b_0 \) (which is a relativistically defined 1PM-accurate closest distance of approach) differs by an \( O(G) \) term from the usually defined c.m. impact parameter \( b \) (defined by the condition that the c.m. angular momentum \( L \) is equal to \( L = bp \), where \( p \) is the c.m. three-momentum). We derive in Appendix D the following relation between \( b \) and \( b_0 \):
\[ b = b_0 + G(m + m') \frac{(\gamma^2 - 1)}{\gamma^2 - 1} + O(G^2). \quad (4.12) \]

This relation will be crucial for relating our computation to EOB theory.

Having in hands such explicit expressions for the (1PM-accurate) worldlines allows one to explicitly compute the needed retarded times, and associated retarded quantities, entering the 2PM metric. Indeed, given a generic spacetime point \( x \) one can first define the intersection of the past light cone from \( x \) with the first worldline \( L_1 \). This defines a point \( z_1^R(x) \) on \( L_1 \), corresponding to a value \( \tau_1^R(x) \) of the proper time. The null condition
\[ (x - z_1(\tau_1^R))^2 = 0, \quad (4.13) \]
defines the functional link \( \tau_1^R = \tau_1^R(x) \) etc. Then, from the point \( z_2(\tau_2^R) \) on \( L_2 \) one can draw a second past light cone which intersects the worldline \( L_2 \) of body 2 at the doubly retarded point \( z_2^{RR} = z_2(\tau_2^{RR}(x)) \). One can determine this doubly-retarded point on \( L_2 \) by using the null condition
\[ (z_1(\tau_1^R) - z_2(\tau_2^{RR}))^2 = 0, \quad (4.14) \]
thereby obtaining \( \tau_2^{RR} \) as a function of \( \tau_2^R(x) \) and hence as a function of the spacetime point \( x \) itself.

**B. Regular terms in the 2PM metric, and its derivative**

Let us henceforth consider the explicit evaluation of 2PM metric (and its derivative) in the special frame where we shall perform our computation of the scattering holonomy \( \Lambda_1 \) (hence our use of Greek indices from the beginning of the alphabet). We recall that, in order to compute \( \Lambda_1 \), we must evaluate the regularized value of the metric, and of the Levi-Civita connection, along the first worldline \( L_1 \). For detailed discussions of regularization within a PM framework see, e.g., Refs 23 and 20.

At first order in \( G \), we have the following contributions to the 2PM metric and its derivative [4.17]:

\[ Gm_1 h_\alpha^\beta_{m_1} = -4Gm_1 \frac{u_1^\alpha u_1^\beta}{r_1} R \]
\[ Gm_2 h_\alpha^\beta_{m_2} = -4Gm_2 \frac{u_2^\alpha u_2^\beta}{r_2} R, \quad (4.15) \]

where
\[ r_1 = -(x - z_1(\tau_1)) \cdot u_1(\tau_1) \]
\[ r_2 = -(x - z_2(\tau_2)) \cdot u_2(\tau_2), \quad (4.16) \]

with the label \( R \) denoting the evaluation at the retarded time \( \tau_1^R(x) \) etc. Going to the worldline of body 1 the term \( Gm_1 h_\alpha^\beta_{m_1} \) is singular. However, \( Gm_1 h_\alpha^\beta_{m_1} \) also contains a regular part. Using, e.g., Ref. 23 for the evaluation of this regular part, and of its derivatives, one can explicitly check that the regular part of \( Gm_1 h_\alpha^\beta_{m_1} \) does not
contribute to our computation. The second contribution, $Gm_2h_{m_2}^\alpha$ is purely regular on the worldline $L_1$. We must keep in mind that, in view of the 1PM-accurate definition of the retarded propertime $\tau_2(x)$, it will contribute (when PM-expanded) both at order $G$ and at order $G^2$. At the second order in $G$, we have both “square” terms

$$G^2m_2^2h_{m_2}^\alpha = -G^2m_2^2\left(\frac{7u_1^2u_2^\beta + n_1^2n_2^\beta}{r_1^2}\right)_{R} \, (4.17)$$

where

$$n_{1R}(x) = \frac{P(u_{1R})(x - z_{1R})}{r_{1R}} \, (4.18)$$

and “mixed” terms proportional to $G^2m_1m_2h_{m_1m_2}^{\alpha\beta}$. We again find that the singular contribution $G^2m_2^2h_{m_2}^\alpha$ does not contribute to our calculation.

Finally among the “mixed” terms we distinguish three different contributions:

$$G^2m_1m_2h_{m_1m_2}^{\alpha\beta} = G^2m_1m_2h_{m_1m_2}^{1/(\rho \rho)\alpha\beta} + G^2m_1m_2h_{m_1m_2}^{1/(\rho')\alpha\beta} + G^2m_1m_2h_{m_1m_2}^{P\alpha\beta} \, (4.19)$$

with

$$G^2m_1m_2h_{m_1m_2}^{1/(\rho \rho)\alpha\beta} = -4G^2m_1m_2(1 + 2\gamma^2)\left(\frac{u_1^2u_2^\beta}{\rho_1\rho_1}\right)_{R} \, (4.20)$$

$$G^2m_1m_2h_{m_1m_2}^{1/(\rho')\alpha\beta} = -4G^2m_1m_2(1 + 2\gamma^2)\left(\frac{u_1^2u_2^\beta}{\rho_2\rho_2}\right)_{R} \, (4.20)$$

where

$$\rho_{1R} = -(z_{1R}^2 - z_{2R}^2) \cdot u_{2R} \, (4.21)$$

$$\rho_{2R} = -(z_{1R}^2 - z_{2R}^2) \cdot u_{1R} \, (4.21)$$

Again, of these two terms the first one (involving $r_1$) is singular and can be discarded in our calculation. Finally the last “$P$”-term, $G^2m_1m_2h_{m_1m_2}^{P\alpha\beta}$ can be written as

$$G^2m_1m_2h_{m_1m_2}^{P\alpha\beta} = G^2m_1m_2[M_{\alpha\beta}^{\rho\rho}D^{\rho\rho}P^{\rho\rho} + M_{\alpha\beta}^{\rho'}D^\rho P^{\rho'} + N_{\alpha\beta}^{\rho\rho}D^{\rho\rho}P^{\rho\rho} + N_{\alpha\beta}^{\rho'}D^\rho P^{\rho'}]_{R} \, (4.22)$$

where

$$M_{\alpha\beta}^{\rho\rho} = -16u_1^\alpha u_2^\beta u_{2\rho}u_2^\rho$$

$$N_{\alpha\beta}^{\rho\rho} = 8(2u_1^\alpha u_2^\beta - \gamma\eta^{\alpha\beta})u_{2\rho}u_1^\rho + [16\gamma u_1^\alpha u_2^\beta - 2\eta^{\alpha\beta}(2\gamma^2 - 1)]\eta_{\rho\rho}$$

$$+ 16\gamma u_2^\alpha u_1^\beta \delta_{\rho\rho} + 16\gamma u_2^\alpha u_1^\beta \delta_{\rho\rho} + 4(2\gamma^2 - 1)\delta_{\rho\rho} \delta_{\rho\rho} \, (4.23)$$

and where the derivative $D$ and $D'$ are “worldline” derivatives, defined in Eq. (29) of Ref. [20]. Essentially, $h^\mu D_\mu$ (acting on some functional of the two worldlines, and of some given spacetime point $x$) denotes the geometric operation consisting in infinitesimally translating (as a whole) the first worldline $L_1$ by the vectorial amount $h^\mu$. In view of the overall translation invariance of our problem, the combined derivative $\partial_\mu + D_\mu + D'_\mu$ yields a vanishing result on any functional entering our problem. We note also that when $D_\mu$ acts on a functional defined (with sufficient accuracy) from straight worldlines (as is the case for $P_\mu$ and $P'_\mu$, the longitudinal derivatives $u^\mu D_\mu$ and $u^\mu D'_\mu$ yield vanishing results.

The four-vectors $P_\mu$ and $P'_\mu$, entering the definition of $h_{m_1m_2}^{P\alpha\beta}$ (which were one of the crucial new results of Ref. [20]) are defined by nontrivial integrals (involving the cubically nonlinear gravitational vertex), and were explicitly computed in Ref. [20] (see Appendix C there). In addition, Appendix C there also gave all needed explicit formulas for evaluating the regularized values of $P_\mu$ and $P'_\mu$, and their first derivatives, on the worldlines. See Eqs. (C21)-(C42) there.

As an example of the explicit expressions derived from the above results, we list below the nonvanishing components of the “$P$” part of the metric with respect to our special chosen coordinate system:
\[ h_{m_1m_2}^{P \alpha \beta} = -16(\gamma^2 - 1)D^2P^2 + 4(3 - 10\gamma^2)D^2P^2 - 4(1 + 6\gamma^2)D^1P^1 - 16(\gamma^2 - 1)D^1P^2 \]
\[ h_{m_1m_2}^{P \alpha \gamma} = 4(2\gamma^2 + 1)(\gamma^2 - 1)D^1P^1 - 16\gamma(\gamma^2 - 1)D^1P^2 \]
\[ h_{m_1m_2}^{P \gamma \gamma} = 16\gamma(\gamma^2 - 1)D^1P^1 + 12\gamma(\gamma^2 - 1)(2\gamma^2 - 1)D^2P^2 + 16(\gamma^2 - 1)^{3/2}D^2P^2 \]
\[ h_{m_1m_2}^{P \alpha \beta} = 4(2\gamma^2 - 1)D^1P^1 + 4(2\gamma^2 - 3)D^2P^2 \]
\[ h_{m_1m_2}^{P \gamma \gamma} = -4(2\gamma^2 - 1)D^1P^1 + 4(3 - 2\gamma^2)D^2P^2 - 16(\gamma^2 - 1)^2D^2P^2 \]
\[ h_{m_1m_2}^{P \beta \beta} = 4(2\gamma^2 + 1)D^1P^1 + 4(2\gamma^2 - 3)D^2P^2 \]

V. COMPUTATION OF $\Lambda_{(1)Y} = \Lambda_{(1)2}^r$

Having discussed the evaluation of the various regular terms entering the 2PM metric, we can now compute the connection one-form and, thereby (after integration) the specific scattering holonomy component $\Lambda_{(1)Y} = \Lambda_{(1)2}^r$ necessary to obtain the rotation angle of the center-of-mass spin vector after the full scattering process.

The specific component $\Lambda_{(1)2}^r$ we wish to compute can be decomposed as the sum of various contributions. On the one hand, it contains the contributions obtained by inserting the different terms entering the 2PM metric, Eq. (4.17), into the linear piece, $-\int_0^\infty \omega_1$, of the expanded time-ordered exponential $\mathcal{P}$, say

\[
\Lambda_{(1)2}^r = \sum_n \Lambda_{(1)}(h^n)_{(1,2)} \equiv \sum_n \int_{-\infty}^{+\infty} \Gamma(h^n)_{(1,2)} u^n_1 d\tau. \tag{5.1}
\]

On the other hand, one must also add (at the order $G^2$ at which we are working) the quadratic contribution in the Dyson expansion $\mathcal{P}$, say

\[
\Lambda_{(1)quad}^r = \int_{-\infty}^{+\infty} d\tau \omega_{(1)}^r(\tau) \int_{-\infty}^{+\infty} d\tau' \omega_{(1,2)}^r(\tau'). \tag{5.2}
\]

All the terms in Eq. (5.1) must be $G$-expanded, up to the order $O(G^2)$ included (and regularized, as explained above). The Christoffel symbols written directly in terms of the metric function are given in Eqs. (A12)-(A14) of Ref. 20. We can distinguish four regularized contributions to $\Lambda_{(1)2}^r$: $h_1 = Gm_2m_2^2\alpha^2$ contributes to both first and second order in $G$; while one gets only $O(G^2)$ contributions from $h_2 = Gm_2m_2^2\eta^{(1/(2^2))\alpha\beta}$, $h_3 = G^2m_1m_2h_{m_1m_2}^{(1/(2^3))\alpha\beta}$ and $h_4 = G^2m_1m_2h_{m_1m_2}^{(1/(2^4))\alpha\beta}$. Explicitly, using the notation

\[
u_1 = u_1^- + \delta u_1, \tag{5.3}
\]

with (in our special coordinate system) $u_1^- = \delta_0^\alpha$ and $\delta u_1 = \delta u^\gamma_x + \delta u^\gamma_y$, we find

\[
\Gamma(h_1)_{(1,2)}^{(1)} u_1^{(1)} = \Gamma(h_1)_{(1,2)}^{(1)} (u_1^{(1)} + \delta u_1^{(1)}) + \sum_{n=2}^4 \Gamma(h_2)_{(1,2)}^{(1)} u_2^{(1)}, \tag{5.4}
\]

with

\[
\Gamma(h_1)_{(1,2)}^{(1)} u_1^{(1)} = -\frac{1}{2} \partial_x h_1^{yy} + \frac{1}{4} (\partial_y h_1^{yy} - \partial_y h_1^{\alpha\beta}) \delta u_1^x + \frac{1}{4} (\partial_x h_1^{\alpha\beta} + \partial_x h_1^{yy}) \delta u_1^y - \frac{1}{4} h_1^{(1)} (\partial_x h_1^{(1)} - \partial_x h_1^{(1)}) \delta u_1^y, \tag{5.5}
\]

and

\[
\sum_{n=2}^4 \Gamma(h_2)_{(1,2)}^{(1)} u_2^{(1)} = \frac{1}{2} \sum_{n=2}^4 (\partial_x h_2^{yy} - \partial_x h_2^{\alpha\beta}). \tag{5.6}
\]

For example, the second order contributions from $h_{2,3,4}$ arise from

\[
\int_{-\infty}^{+\infty} \Gamma(h_2)_{(1,2)}^{(1)} u_2^{-} d\tau = -\frac{1}{2} \int_{-\infty}^{+\infty} dt (\partial_x h_2^{yy} - \partial_x h_2^{\alpha\beta}). \tag{5.7}
\]

They can be computed relatively easily since, having a $O(G^2)$ integrand, they can be integrated along the 0PM approximation of the worldline of body 1, i.e. a straight worldline: $u_1 = u_1^\alpha$, with $u_1^- = \delta_0^\alpha$ with the choice of coordinates adopted here. We then find

\[
\int_{-\infty}^{+\infty} \Gamma(h_2)_{(1,2)}^{(1)} u_2^{-} d\tau = \frac{15}{4} \pi G^2 m_2^2 \gamma^2 b_0^2 \tag{5.8}
\]
\[
\int_{-\infty}^{+\infty} \Gamma(h_3)_{(1,2)}^{(1)} u_2^{-} d\tau = \pi G^2 m_1 m_2 \gamma^2 (1 + 2\gamma^2) \tag{5.9}
\]
\[
\int_{-\infty}^{+\infty} \Gamma(h_4)_{(1,2)}^{(1)} u_2^{-} d\tau = -3\pi G^2 m_1 m_2 \gamma^2 b_0^2 \tag{5.10}
\]
This last computation is performed by: 1) exchanging its contribution to \( \Lambda^{(1)12}_n \) to the additional term

\[
h_{P}^{m_{12}^{ty}} = -12(2\gamma^2 - 1)D^0 P^2 + 16\gamma\sqrt{\gamma^2 - 1}(D^0 P^0 + D^2 P^2) + 16\gamma^2\sqrt{\gamma^2 - 1}D'P^a \equiv \tilde{h}_{m_{12}^{ty}}^{m} + 16\gamma\sqrt{\gamma^2 - 1}D'P^a, \quad (5.10)
\]

to be used in

\[
\Gamma(h_4)^{12}_{2a}u_1^{-\alpha} = -\frac{1}{2}\left(\partial_x h_{4}^{ty} - \partial_y h_{4}^{tx}\right). \quad (5.11)
\]

The regular part of the last term in \( h_{m_{12}^{ty}}^{m} \) can be rewritten as

\[
[D'_a \rho^\alpha]_{reg} = -\frac{1}{2r_2^2 p_x^2}. \quad (5.12)
\]

Its contribution to \( \Lambda^{(1)12} \) is of the same type as that of \( h_3 \) and can be evaluated in the same way, leading to the contribution

\[
-2G^2 m_{12}^2 \frac{\gamma}{b_0}. \quad (5.13)
\]

The contribution due to \( h_{m_{12}^{tx}}^{m} \) and the remaining term, \( \tilde{h}_{m_{12}^{tx}}^{m} \), in \( h_{m_{12}^{tx}}^{m} \),

\[
\frac{1}{2} \left( \partial_x h_{4}^{tx} - \partial_y h_{4}^{ty} \right) \quad (5.14)
\]

leads to the additional term

\[
-2G^2 m_{12}^2 \frac{\gamma}{b_0}. \quad (5.15)
\]

This last computation is performed by: 1) exchanging the partial derivatives with the worldline derivatives; 2) replacing \( P \) and \( P' \) with their regular parts using Eqs. (C21) and (C38) of Ref. [20],

\[
\partial_x P_x = R^{(1)}_{xx}, \quad \partial_y P_x = R^{(1)}_{xy}, \quad \partial_x P_y = R^{(1)}_{yx}, \quad \partial_y P_y = R^{(1)}_{yy}, \quad (5.16)
\]

and

\[
\partial_x P'_x = R^{(1)}_x, \quad (5.17)
\]

taking into account that \( R^{(1)}_{xy} = R^{(1)}_{yx} \) and

\[
R^{(1)}_{xx} = \frac{1}{4\rho^2} \left( \frac{A_x v_y}{A} + \left( A + 2A v_p \right) \frac{A_x A_y}{A^2} \right),
\]

\[
R^{(1)}_{yy} = \frac{1}{4\rho^2} \left[ \frac{A_y v_x}{A} + \frac{A_{y}^2 + A_x v_y}{A^2} - A + A v_y A_y \right],
\]

\[
R^{(1)}_{xy} = \frac{1}{4\rho^2} \left[ \frac{A_y v_x}{A} + \frac{A^2 y + A_x v_y}{A^2} - A \right],
\]

\[
R^{(1)}_x = \frac{1}{2\rho} \left[ (B_x - A_x) \ln A + \frac{1}{2} A_x \left( 1 + \frac{2B}{A} - \frac{2}{A} \right) + B_x \frac{A}{2} \right]. \quad (5.18)
\]

Here, entered the components of the following two \( u_1 \)-orthogonal vectors

\[
A = P(u_1)(u_2 + \nu), \quad B = P(u_1)(u_2 - \nu) \quad (5.19)
\]
as well as

\[
\nu = \frac{P(u_2)[z_1 R - z_2 R R]}{\rho}, \quad \rho = -[z_1 - z_2 R R] \cdot u_2. \quad (5.20)
\]

The above quantities then become functions of \( \nu^x, \nu^y \), and \( \rho \) and one can use the expressions for the worldline derivatives of the components of \( \nu \) and \( \rho \), given in Eqs. (C34) and (C36) of Ref. [20]. The result then follows straightforwardly.

Besides the subtle (and intricate) \( P \)-distribution discussed above, another delicate evaluation concerns the contribution due to the (regularized) linearized metric \( h_1 \), namely

\[
h_1 = G m_2 h_{P}^{m_{12}^\beta} = -4G m_2 \left( \frac{u_2^{\alpha} u_2^\beta}{r_2} \right) R \]

\[
= -4G m_2 \left( \tau_2 R(x) \right)^{\alpha} u_2 (\tau_2 R(x))^\beta. \quad (5.21)
\]

Indeed, this evaluation must be treated with 2PM accuracy, which means taking into account several \( O(G) \) fractional modifications beyond the pure 1PM evaluation performed in Ref. [18].

The 2PM-accurate contribution associated with \( h_1 \) has several origins. There is a piece coming from the fact that the first worldline \( L_1 \) is curved at the \( O(G) \) level. The corresponding contribution, proportional to \( \delta u_1 \), was already explicitly written out in Eq. (5.5). The last two lines in Eq. (5.5) exhibit an \( h_1 \)-related contribution that is quadratic in \( h_1 \). In addition, one should take into account \( O(G^2) \) corrections to the 1PM evaluation of \( \Lambda^{(1)12} \) coming from the various \( O(G) \) fractional corrections to the retardation effects in \( u_2 \) and \( r_2 \), which enter the definition of \( h_1 \). Indeed, one can formally decompose \( \tau_2 R(x) \) into the sum of an \( O(G) \) piece (evaluated as if \( L_2 \) was straight) and an \( O(G^2) \) one (taking into account the \( O(G) \) curvature of \( L_2 \)), say

\[
\tau_2 R(x) = \tau_2^0 R(x) + G \delta \tau_2^1 R(x) + O(G^2). \quad (5.22)
\]

We find

\[
\tau_2^0 R(x) = \gamma t + \sqrt{\gamma^2 - 1} y - \sqrt{[\sqrt{\gamma^2 - 1} t + \gamma y]^2 + x^2}, \quad (5.23)
\]

where the first-order correction \( \delta \tau_2^1 R(x) \) can be straightforwardly computed from the \( O(G) \) term in the \( G \)-expansion of the defining equation \( (x - z_2(\tau_2 R))^2 = 0. \)

As a consequence of the expansion \( (5.22) \), we have corresponding \( G^0 + G^1 \) expansions for

\[
u_2(\tau_2 R(x))^\alpha = u_2^{\alpha} + G \delta u_2^\alpha(x) + O(G^2), \quad (5.24)
\]
and
\[ r_2(\tau_2R(x)) = \sqrt{[\sqrt{\gamma^2 - 1} + \gamma y]^2 + x^2 + G\delta r_2(x) + O(G^2)}. \] (5.25)
Inserting these expansions in powers of \( G \) in the original expression of \( h_1 \) Eq. (5.24), yields the following decomposition of \( h_1 \):
\[ h_1 = G h_0^0 + G^2 h_0^a u^a + G^2 h_1^a r^a. \] (5.26)
The term \( G h_0^0 \) in the latter equation is the linearized metric generated by a straight worldline \( L_2 \). When inserted in the first term in Eq. (5.5), namely
\[ -\frac{1}{2} \partial_x h_1^{\nu\nu}, \] (5.27)
and integrated, it yields the pure 1PM contribution to \( \Lambda_1 \), namely
\[ \Lambda_1^{\text{1PM}} = 4 G m_2 \frac{\gamma}{b_0}. \] (5.28)
Several \( O(G^2) \) corrections to this result follow from Eq. (5.5). First, the terms proportional to \( \delta u_1 \) in Eq. (5.5) yield
\[ \int_{-\infty}^{\infty} \Gamma(h_0^{0,\text{lin}})_2^a \delta u_1^a \, d\tau_1 = G^2 m_2^2 \frac{\gamma}{b_0} \left[ \pi (1 + 2 \gamma^2) - 4 \frac{(2 \gamma^2 - 1)}{\gamma^2 - 1} \right]. \] (5.29)
We must then add the contribution to \( \Lambda_1^{(1)2} \) coming from the terms \( G^2 h_0^a u^a + G^2 h_1^a r^a \) in Eq. (5.26). These terms can be computed as the ones in Eqs. (5.27), and yield
\[ \int_{-\infty}^{\infty} \Gamma(h_1^{\delta u_2})_2^a \delta u_1^a \, d\tau_1 = -2 \pi G^2 m_1 m_2 \frac{\gamma}{b_0} \frac{(\gamma^2 - 2)(2 \gamma^2 - 1)}{\gamma^2 - 1}, \]
\[ \int_{-\infty}^{\infty} \Gamma(h_1^{\delta r_2})_2^a \delta u_1^a \, d\tau_1 = G^2 m_1 m_2 \frac{\gamma}{b_0} \left[ \pi (2 \gamma^2 + 1) - 4 \frac{2 \gamma^2 - 1}{\gamma^2 - 1} \right]. \] (5.30)
Then, the last two terms, quadratic-in-\( h_1 \), in Eq. (5.5), namely
\[ \frac{1}{2} \left( h_1^{\nu \nu} - h_1^{\mu \nu} \right) \partial_\nu h_1^{\mu \nu} - \frac{1}{4} h_1^{\nu \nu} \left( \partial_\nu h_1^{\mu \nu} - \partial_\nu h_1^{\mu \nu} \right), \] (5.31)
are found to contribute
\[ \int_{-\infty}^{\infty} \Gamma(h_1^{0,\text{quad}})_2^a \delta u_1^a \, d\tau_1 = -6 G^2 m_2^2 \frac{\pi \gamma}{b_0}. \] (5.32)
The last \( O(G^2) \) correction comes from the quadratic contribution in the Dyson expansion, as written in Eq. (5.2). This term uses only \( h_1^{0,\text{lin}} \) and is found to yield the following contribution to \( \Lambda_1^{(1)2} \):
\[ - \frac{1}{2} G^2 m_2^2 \frac{\gamma}{b_0} \frac{(4 + \frac{1}{\gamma^2} - 1)}{4 \gamma^2 - 1}. \] (5.33)
As a check on our results, we have recomputed all the terms deriving from \( h_1 \) in \( \Lambda_1^{(1)2} \) in a completely different way, namely by using the Fourier space approach outlined in Ref. [17]. We found complete agreement with those obtained above. Some results of the Fourier space approach are summarized in Appendix A.

A. Final result for the holonomy map

Summing up all the contributions above, and reexpressing the result in terms of the physical impact parameter \( b \) instead of \( b_0 \) (using Eq. (4.12)), we get the final 2PM-accurate result
\[ \Lambda_1^{(1)2} = \frac{4 G m_2 \gamma}{b} + \frac{G^2 \pi m_2 \gamma(5 \gamma^2 - 3)}{(\gamma^2 - 1)b^2} \left( \frac{3}{4} m_2 + m_1 \right). \] (5.34)
It will be most useful to rewrite this result in terms of the total orbital c.m. angular momentum
\[ L = b p_{cm} = b m_1 \sinh \alpha. \] (5.35)
We introduce the rescaled version \( j \) of \( L \) defined by
\[ L = G m_1 m_2 j, \] (5.36)
and the relation
\[ b = \frac{G (m_1 + m_2) h_j}{\sqrt{\gamma^2 - 1}}, \] (5.37)
where \( h \) denotes
\[ h \equiv \frac{\epsilon_{\text{real}}}{M} = \frac{\epsilon_1 + \epsilon_2}{m_1 + m_2} = \sqrt{1 + 2 \nu (\gamma - 1)}. \] (5.38)
This yields (modulo an \( O(1/j^3) \) error term)
\[ \Lambda_1^{(1)2} = \frac{4 \gamma^{3/2} - 1}{j h} \left( X_2 + \frac{\pi \gamma (5 \gamma^2 - 3)}{j h^2} \right) \left( X_1 + \left( \frac{3}{4} X_2 \right) \right). \] (5.39)
Using then the relation (5.22), i.e.
\[ \theta_1 = (1 - \cos \alpha) \chi + \Lambda_1^{(1)2} + O(G^3), \] (5.40)
(where we have added a label 1 to \( \theta \) as a reminder that this is the spin rotation along \( L_1 \)), with
\[ \cos \alpha = \frac{X_1}{h} + \frac{\gamma X_2}{h}, \] (5.41)
as well as the known 2PM expression of the orbital scattering angle \( \chi \) [21]
\[ \chi = \frac{2 (2 \gamma^2 - 1)}{j \sqrt{\gamma^2 - 1}} + \frac{3 \pi}{4 j^2} \frac{5 \gamma^2 - 1}{h}, \] (5.42)
we finally obtain, at the 2PM level, the angle of rotation $\theta_1$ entering the spin holonomy along $L_1$:

$$
\theta_1 = \frac{2G}{\hbar(\gamma^2 - 1)} [(2\gamma^2 - 1)(h - 1)m_1 + (2\gamma^2 - 1)h - \gamma]m_2
$$

$$
+ \frac{G^2\pi}{4b^2(\gamma^2 - 1)} [3(5\gamma^2 - 1)(h - 1)m_1^2 + 3(5\gamma^2 - 1)(2h - 1) + \gamma(5\gamma^2 - 9)]m_1m_2
$$

$$
+ 3[h(5\gamma^2 - 1) - 2\gamma]m_2^2
$$

or

$$
\theta_1 = -\frac{2}{\hbar j\sqrt{\gamma^2 - 1}} [\gamma X_2 + (2\gamma^2 - 1)(X_1 - h)]
$$

$$
+ \frac{\pi}{4h^2 j^2} [-3(5\gamma^2 - 1)(X_1 - h) - 6\gamma X_2]
$$

$$
+ \gamma(5\gamma^2 - 3)X_1X_2].
$$

Here we have used either the impact parameter $b$ or the dimensionless orbital angular momentum $j$.

VI. EOB COMPUTATION OF THE SPIN-HOLONOMY ROTATION ANGLE $\theta_1$

In order to transcribe the 2PM-accurate value $(5.44)$ of the spin-holonomy rotation angle $\theta_1$ into a corresponding 2PM-accurate value of the two gyrogravitomagnetic factors $g_S$ and $g_{S*}$ parametrizing the spin-orbit contribution to the effective EOB Hamiltonian, Eq. $(6.6)$, we need to compute, within the framework of EOB theory, the value of $\theta_1$. This was done at the 1PM level in Ref. [18]. The basic physical effect underlying this computation is conceptually very simple (and was already discussed in Ref. [17]). Indeed, the EOB-derived Hamiltonian equation of motion for the spin vector $S_1$ of particle 1, as obtained from Eq. $(6.6)$, is simply

$$
\frac{dS_1}{dT_{\text{eff}}} = \Omega_1 \times S_1
$$

where $T_{\text{eff}}$ is the effective EOB time (i.e. the evolution parameter with respect to the effective Hamiltonian), and where

$$
\Omega_1 = \frac{\partial H_{\text{eff}}}{\partial S_1}.
$$

When considering the linear-in-spin effective EOB Hamiltonian Eq. $(1.6)$, the vectorial angular velocity $\Omega_1$ is simply given by

$$
\Omega_1 = G \frac{L}{R^3} (g_S + \frac{m_2}{m_1}g_{S*}).
$$

Moreover, when working linearly in the spins, the orbital angular momentum vector $L$ can be considered as being constant. The integrated vectorial angle of rotation of $S_1$ is then given by

$$
\theta_1^{\text{EOB}} = G \int \Omega_1 dT_{\text{eff}}
$$

$$
= G \int \frac{L}{R^3} \left( g_S + \frac{m_2}{m_1}g_{S*} \right) dT_{\text{eff}}.
$$

$(6.4)$

To get an explicit integral expression for $\theta_1$ we need to express $dT_{\text{eff}}$ in terms of the EOB radial variable $R$. Such an expression is simply obtained by writing the Hamiltonian evolution equation for $R$, namely

$$
\frac{dR}{dT_{\text{eff}}} = +\frac{\partial H_{\text{eff}}}{\partial P_R}
$$

$(6.5)$

At linear order in the spins, it is enough to use the orbital part of $H_{\text{eff}}$, i.e. (with $L = P_3$)

$$
H_{\text{eff}}^{\text{orb}} = \sqrt{A(R) \left( \mu^2 + \frac{P_R^2 B(R)}{R^2} + \frac{L^2}{R^2} + Q \right)}.
$$

$(6.6)$

In addition, as we work at the 2PM accuracy, and as there is an explicit $G$ factor in the expression of $\theta_1$, it is enough to use the 1PM-accurate EOB effective Hamiltonian. It was shown in Ref. [17] that the 1PM-accurate effective EOB Hamiltonian was simply given by the geodesic dynamics of a particle of mass $\mu$ in a (linearized) Schwarzschild metric of mass $M$, i.e. by an Hamiltonian of the form $(6.10)$ with

$$
A = 1 - 2\frac{GM}{R} + O(G^2),
$$

$$
B = 1 + 2\frac{GM}{R} + O(G^2),
$$

$$
Q = 0.
$$

$(6.7)$

Using the equation of motion of $R$, Eq. $(6.5)$, to express $dT_{\text{eff}}$ in terms of $dR$ then leads to the following expression for the (vectorial) rotation angle $\theta_1$

$$
\theta_1^{\text{EOB}} = G \int \frac{L}{R^3} \left( g_S + \frac{m_2}{m_1}g_{S*} \right) \frac{B}{A} E_{\text{eff}} dR
$$

$(6.8)$

in which $P_R$ should be expressed as a function of $R$ by using the energy conservation (for zero spins), namely

$$
E_{\text{eff}}^2 = A \left( \mu^2 + \frac{P_R^2}{B(R)} + \frac{L^2}{R^2} \right),
$$

$(6.9)$

so that

$$
P_R^2 = \frac{B}{A} \left( E_{\text{eff}}^2 - A \left( \mu^2 + \frac{L^2}{R^2} \right) \right).
$$

$(6.10)$

In the following, we shall consider the (algebraic) scalar magnitude, $\theta_1^{\text{EOB}}$, of the spin rotation, such that $\theta_1^{\text{EOB}} / L = \theta_1^{\text{EOB}} / L$.

The gyrogravitomagnetic factors $g_S$ and $g_{S*}$ entering Eq. $(6.3)$ are not constant factors but are functions on phase-space. In order to be able to explicitly perform
the integral over $R$ entering the expression \[6.8\], it is convenient to choose a spin-gauge which simplifies the phase-space dependence of $g_s$ and $g_{s*}$. We recall that Ref. \[24\] emphasized the existence of a rather large gauge freedom in the phase-space dependence of $g_s$ and $g_{s*}$, linked to the freedom in local rotations of the frame used to measure the local components of the spin vectors $S_1$ and $S_2$. In our previous 1PM-level work Ref. \[18\], we had conveniently used this freedom to express the $G \to 0$ limit of $g_s$ and $g_{s*}$, as functions of only $P^2$, which was conserved at this order. At our present 2PM order it will be convenient to use a spin-gauge such that

$$g_s = g_s^{2PM}(H_{eff}^{orb}) + g_s^{2PM}(H_{eff}^{orb})u + O(u^2),$$

$$g_{s*} = g_{s*}^{2PM}(H_{eff}^{orb}) + g_{s*}^{2PM}(H_{eff}^{orb})u + O(u^2).$$ \[6.11\]

As we work linearly in the spins, the use of $H_{eff}^{orb}$ as argument is equivalent to using the full $H_{eff}$ as was indicated in Eq. \[1.8\] of the Introduction. The crucial point is that the value of this argument can be treated as a constant (equal to $E_{eff}$, see Eq. \[6.9\]) during the integration involved in Eq. \[6.8\]. In the following, we shall refer to this gauge as the “energy-gauge”.

The integral \[6.8\] can then be explicitly computed to the required 2PM accuracy by expanding its integrand in powers of $G$, which means expanding it in powers of

$$u = \frac{GM}{R}.$$ \[6.12\]

Let us use the shorthand notation

$$g_{SS*} = g_s + \frac{n_2}{m_1} g_{s*} = g_{SS*}^{1PM} + g_{SS*}^{2PM}u + g_{SS*}^{2PM}u^2 + O(G^3).$$ \[6.13\]

The various $u$- or $G$-expansions we need are

$$A = 1 - 2u + O(G^2);$$

$$B = 1 + 2u + O(G^2),$$ \[6.14\]

so that

$$\frac{B}{A} = 1 + 4u + O(G^2).$$ \[6.15\]

and

$$P_R = \pm (P_R^{(0)} + GP_R^{(1)}),$$ \[6.16\]

with

$$P_R^{(0)} = \sqrt{E_{eff}^2 - \mu^2 - L^2},$$

$$GP_R^{(1)} = 2uP_R^{(0)} + \mu^2 + \frac{L^2}{R^2}.$$ \[6.17\]

Substituting in Eq. \[6.8\] we then formally find

$$\theta_1^{EOB} = 2GE_{eff} L \int_{R_{min}}^{\infty} \frac{g_{SS*}}{R^3} \left(1 + 4u\right) \times$$

$$\left(1 - G \frac{P_R^{(1)}}{P_R^{(0)}} \frac{dR}{P_R^{(0)}}\right) \frac{L dR}{P_R^{(0)}},$$ \[6.18\]

where the lower limit of the radial integral is

$$R_{min} = \frac{L}{\sqrt{E_{eff}^2 - \mu^2}}.$$ \[6.19\]

Note that

$$P_R^{(0)} = \sqrt{E_{eff}^2 - \mu^2} \sqrt{1 - \frac{R_{min}^2}{R^2}},$$ \[6.20\]

so that $P_R^{(0)}$ vanishes at the lower limit (which, indeed, corresponds to the turning point of the $O(G^0)$ radial motion).

A more explicit form of the above integral is then

$$\theta_1^{EOB} = 2GE_{eff} R_{min} \int_{R_{min}}^{\infty} \frac{dR}{R^3 \sqrt{1 - \frac{R_{min}^2}{R^2}}} \left[ g_{SS*}^{1PM} + u g_{SS*}^{2PM} + 2u g_{SS*}^{2PM} - u g_{SS*}^{2PM} \frac{R_{min}^2}{R^2} \frac{\mu^2 + \frac{L^2}{R^2}}{1 - \frac{R_{min}^2}{R^2}} \right].$$ \[6.21\]

This integral is formally divergent at the lower limit, where the last term in the integrand has a power-law singularity $\propto (1 - \frac{R_{min}^2}{R^2})^{-3/2}$. This divergence was absent in the original, unexpanded form of the integral, and was generated by our formal expansion in powers of $G$. However, some years ago, Damour and Schäfer \[25\] have proven a general result about such singular integrals obtained by formally expanding (in a perturbation parameter) radial integrals involving turning points that are perturbed during the formal expansion. The correct result is simply obtained by taking the Hadamard partie finie (PF) of the formally expanded (singular) radial
integrals. It is technically convenient to use the new variable
\[ x = \frac{R_2}{R_1} \] (6.22)
in the integral (6.8). We then get
\[ \theta_1^{\text{EOB}} = \frac{G E_{\text{eff}}}{R_1} g_{1\text{PM}}^{1\text{PM}} \text{PF} \int_0^1 \frac{dx}{\sqrt{1 - x}} \]
\[ + \frac{G^2 M}{R_1^2} E_{\text{eff}} \left( g_{1\text{SS}}^{1\text{PM}} + 2 g_{1\text{SS}}^{1\text{PM}} - g_{1\text{SS}}^{1\text{PM}} \right) \left( \frac{E_{\text{eff}}^2 - \mu^2}{2 \nu} \right) \times \]
\[ \text{PF} \int_0^{1/\sqrt{1-x}} \frac{\sqrt{x} dx}{(1-x)^{3/2}}. \] (6.23)
This result is actually valid in any spin-gauge, but it is particularly useful in what we have called above the energy-gauge, as defined by Eq. (6.11). Indeed, in this spin-gauge all the coefficients involving \( g_{1\text{SS}}^{1\text{PM}} \) and \( g_{1\text{SS}}^{1\text{PM}} \) are constant.

The integral can then be easily obtained, besides using the trivial 1PM-level integral,
\[ \int_0^1 \frac{dx}{\sqrt{1-x}} = 2, \] (6.24)
from the general result:
\[ \text{PF} \int_0^1 \frac{x^{(2n+1)/2} dx}{(1-x)^{2n+1}/2} = (-1)^n \frac{(2n+1)\pi}{2}, \quad n = 0, 1, 2, \ldots \] (6.25)
leading, in particular, to
\[ \text{PF} \int_0^1 \frac{\sqrt{x} dx}{\sqrt{1-x}} = \frac{\pi}{2}, \]
\[ \text{PF} \int_0^1 \frac{x^{3/2} dx}{(1-x)^{3/2}} = -\frac{3\pi}{2}. \] (6.26)
The final result of the integration is:
\[ \theta_1^{\text{EOB}} = \frac{2\nu}{j} \gamma \sqrt{\gamma^2 - 1} g_{1\text{PM}}^{1\text{PM}} \]
\[ + \frac{\pi \nu}{2 j^2} \gamma [ (5\gamma^2 - 3) g_{1\text{SS}}^{1\text{PM}} + (\gamma^2 - 1) g_{2\text{PM}}^{1\text{PM}} ]. \] (6.27)
Here, we used, as above, the dimensionless orbital angular momentum \( j = \frac{\ell}{\ell_{\text{eff}}} \), and we have also (to prepare the EOB transcription of the 2PM rotation angle) replaced \( E_{\text{eff}} \) by
\[ \gamma = \frac{E_{\text{eff}}}{\mu} \equiv \bar{E}_{\text{eff}}. \] (6.28)
It is indeed a noticeable result of EOB theory that the map between the (squared) real c.m. energy, \( s = \mathcal{E}_{\text{real}}^2 \), Eq. (2.11), and the effective EOB energy \( E_{\text{eff}} \) is given by the formula (proven in Ref. [17] to be valid to all orders in \( v/c \))
\[ E_{\text{real}} = M \sqrt{1 + 2\nu \left( \frac{E_{\text{eff}}}{\mu} - 1 \right)}, \] (6.29)
or, equivalently,
\[ \frac{E_{\text{eff}}}{\mu} = \left( \frac{E_{\text{real}}}{\mu} \right)^2 - \frac{m_1^2 - m_2^2}{2m_1m_2}. \] (6.30)
Inserting \( s = \mathcal{E}_{\text{real}}^2 = -(p_1^+ + p_2^-)^2 \) in the latter expression, then yields
\[ \frac{E_{\text{eff}}}{\mu} = -\frac{p_1^- \cdot p_2^-}{m_1m_2} = \gamma. \] (6.31)

VII. EOB TRANSCRIPTION OF THE SPIN-HOLONYM ROTATION ANGLE \( \theta_1 \)

As discussed in Ref. [13], the basic condition allowing one to transcribe our 2PM-accurate computation in Sec. VI of the real, two-body spin-rotation angle \( \theta_1 = \theta_1^{\text{real}} \) into information about the EOB spin-orbit couplings is simply the identification
\[ \theta_1^{\text{real}}(\gamma, L_{\text{real}}, m_1, m_2) = \theta_1^{\text{EOB}}(E_{\text{eff}}, L_{\text{EOB}}, m_1, m_2). \] (7.1)
Crucial to this identification is the knowledge of the connection between the real dynamical variables (notably \( \gamma \) and \( L_{\text{real}} \)) appearing as arguments on the left-hand side, and the effective dynamical variables \( (E_{\text{eff}}, L_{\text{EOB}}) \) appearing on the right-hand side. On the one hand, one of the basic principles of EOB theory is that \( L_{\text{real}} = L_{\text{EOB}} \), or \( \gamma_{\text{real}} = j_{\text{EOB}} \). On the other hand, we have already explained above the link predicted by EOB theory between the real (incoming) Lorentz factor \( \gamma \) and the EOB effective energy \( E_{\text{eff}} \). Sec. Eq. (6.31), which was already used in re-expressing our final result for \( \theta_1^{\text{EOB}} \).

We note also that, in our energy-spin-gauge, \( g_{1\text{PM}}^{1\text{PM}} \), \( g_{1\text{SS}}^{1\text{PM}} \), and \( g_{2\text{PM}}^{1\text{PM}} \) must all be functions of only \( \gamma = \bar{E}_{\text{eff}} \) and of the symmetric mass ratio \( \nu \).

As both sides of the basic identification (7.1) are truncated power series in \( 1/j \), we get a separate condition at each PM order. This condition was already solved at the 1PM order in Ref. [13], with the result (recalling the notation \( X_1 \equiv m_1/M, X_2 \equiv m_2/M = 1 - X_1 \))
\[ g_{1\text{PM}}^{1\text{PM}}(\gamma, X_1) = g_{1\text{SS}}^{1\text{PM}}(\gamma, \nu) + \frac{X_2}{X_1} g_{2\text{PM}}^{1\text{PM}}(\gamma, \nu), \] (7.2)
with

\[
g_{S}^{\text{PM}}(\gamma, \nu) = \frac{(2\gamma + 1)(2\gamma + h) - 1}{h(h + 1)\gamma(\gamma + 1)} = \frac{1}{h(h + 1)} \left[ 4 + \frac{h - 1}{\gamma} + \frac{h - 1}{\gamma} \right] \]
\[
g_{S*}^{\text{PM}}(\gamma, \nu) = \frac{2\gamma + 1}{h\gamma(\gamma + 1)} = \frac{1}{h} \left[ \frac{1}{\gamma + 1} + \frac{1}{\gamma} \right]. \tag{7.3}
\]

The \(\nu\)-dependence of \(g_{S}^{\text{PM}}\) and \(g_{S*}^{\text{PM}}\) is entirely contained in the quantity \(h\). We recall that \(h \equiv E_{\text{real}}/M\) is the following function of \(\gamma = E_{\text{eff}}/\mu\) and \(\nu\):

\[
h = \sqrt{1 + 2\nu(\gamma - 1)}. \tag{7.4}
\]

At the 2PM order, the condition \((\ref{eq:7.1})\) gives one equation relating the combination

\[
g_{S^{2\text{PM}}}^{\text{S\,S*}}(\gamma, X_1) = g_{S}^{\text{PM}}(\gamma, \nu) + \frac{X_2}{X_1} g_{S*}^{\text{PM}}(\gamma, \nu), \tag{7.5}
\]

which

\[
g_{S}^{\text{2PM}}(\gamma, \nu) = - \frac{\nu}{\gamma(\gamma + 1)^2 h^2(h + 1)^2} \left[ (2\gamma + 1)(5\gamma^2 - 3)h + (\gamma + 1)(35\gamma^3 - 15\gamma^2 - 15\gamma + 3) \right]
\]
\[
= \frac{\nu}{h^2(h + 1)^2} \left[ -5(7\gamma + 4h - 10) + \frac{8(3h - 4)}{\gamma + 1} - \frac{4h}{(\gamma + 1)^2} + \frac{3(2h - 1)}{\gamma} \right]
\]
\[
g_{S*}^{\text{2PM}}(\gamma, \nu) = \frac{1}{2\gamma(\gamma + 1)^2 h^2(h + 1)} \left[ (5\gamma^2 + 6\gamma + 3)(h + 1) + 4\nu(1 + 2\gamma)(5\gamma^2 - 3) \right]
\]
\[
= \frac{1}{h^2(h + 1)} \left[ -20\nu + \frac{24\nu - h - 1}{\gamma + 1} + \frac{h + 1 - 4\nu}{(\gamma + 1)^2} - \frac{3h + 1 - 4\nu}{2\gamma} \right]
\]
\[
= \frac{1}{h^2(h + 1)} \left[ -20\nu + \frac{24\nu - h - 1}{\gamma + 1} + \frac{h + 1 - 4\nu}{(\gamma + 1)^2} - \frac{3h + 1 - 4\nu}{2\gamma} \right]. \tag{7.7}
\]

These are the two main results of the present work.

**VIII. COMPARISON WITH PN-EXPANDED RESULTS**

One of the crucial checks on our 2PM-accurate computation of the gyrogravitomagnetic ratios is their comparison with the known sub-sub-leading order PN-expanded values of these ratios. [This check has helped us to better locate the subtle aspects of the 2PM calculations explained in Sec. \(\text{V}\) above.] In the present section we restore the presence of the velocity of light \(c\) in formulas.

We recall that the PN-expansions of \(g_{S}\) and \(g_{S*}\) were derived at the next-to-leading order (or sub-leading order) in Ref. \([23]\) and at the sub-sub-leading order in Refs. \([20]\) and \([27]\). These determinations were done in a general spin gauge, i.e. allowing for a large arbitrariness to some given function of \(\gamma\) and \(X_1\), say \(f(\gamma, X_1)\). One can extract the two independent (but symmetric under the \(1 \leftrightarrow 2\) exchange) functions \(g_{S}^{\text{PM}}(\gamma, \nu)\) and \(g_{S*}^{\text{PM}}(\gamma, \nu)\) from the single condition

\[
g_{S}^{\text{2PM}}(\gamma, \nu) + \frac{X_2}{X_1} g_{S*}^{\text{PM}}(\gamma, \nu) = f(\gamma, X_1). \tag{7.6}
\]

Indeed, the right-hand side of this equation is a disymmetric function of the two masses. By considering suitable symmetric combinations (such as \(f(\gamma, X_1) + f(\gamma, X_2)\) and \([f(\gamma, X_1) - f(\gamma, X_2)]/(X_1 - X_2)\)) one gets two independent equations allowing one to determine the two symmetric functions \(g_{S}^{\text{2PM}}(\gamma, \nu)\) and \(g_{S*}^{\text{2PM}}(\gamma, \nu)\). [We recall that \(\nu \equiv X_1 X_2\).

By equating our two 2PM-accurate results \((\ref{eq:5.44})\) and \((\ref{eq:7.7})\) we finally get the 2PM-accurate values of the two gyrogravitomagnetic ratios in the rotational state of the local spin frame.

We have determined the values of the spin-gauge parameters corresponding to the energy-spin-gauge we found most useful in our 2PM calculation. To do so, it is useful to replace the dimensionless effective energy \(E_{\text{eff}} = E_{\text{eff}}/(\mu c^2)\), or rather the dimensionless effective Hamiltonian \(\hat{H}_{\text{eff}} = H_{\text{eff}}/(\mu c^2)\), by the phase-space variable \(W(Q, P)\), such that

\[
\hat{H}_{\text{eff}}^2(Q, P) = 1 + \frac{W(Q, P)}{c^2}. \tag{8.1}
\]

In the PN expansion, one considers that \(1/c \to 0\), keeping fixed \(W\) as well as the rescaled momenta \(p \equiv P/\mu\) and \(p_r \equiv P_R/\mu\). To sufficient accuracy, we can use the effective Hamiltonian corresponding to an effective
Schwarzschild metric (with $u = GM/R$)

$$\hat{H}_{\text{eff}} = \sqrt{(1 - 2u/c^2) \left(1 + \left(1 - 2u/c^2\right) \frac{p_\perp^2}{c^2} + \frac{p_\parallel^2}{c^2} - \frac{p_\perp^2}{c^2}\right)}.$$

(8.2)

[At the present, sub-sub-leading order, we do not need 2PN-level corrections to the effective metric.]

We can then use the previous relations to express $p$ in terms of $W$ and $p_\perp$:

$$p = \sqrt{W + 2u + \frac{1 (2u^2 + p_\perp^2 u + W)}{c^2} + \frac{1}{c^4} \left(p_\perp^2 - 2(W + 2u)p_\perp^2 + 3W^2 + 12Wu + 12u^2\right)}.$$

(8.3)

Substituting $p^2$ into the general gauge-dependent expressions of $g_S(p^2, p_\perp^2, u)$ and $g_{S_+}(p^2, p_\perp^2, u)$ derived in [26] allows us to express $g_S$ and $g_{S_+}$ as functions of the three variables $W$, $p_\perp^2$ and $u$. We can then look for values of the spin-gauge parameters that completely remove all $p_\perp^2$ terms. We found a unique set of such gauge-parameters, namely (in the notation of [26])

$$a = \frac{3}{2} \nu, \quad b = -\frac{5}{4} \nu, \quad \eta = \frac{9}{16} \nu + \frac{5}{8} \nu^2,$n

$$\alpha = -\frac{5}{8} \nu - \frac{7}{4} \nu^2, \quad \beta = \frac{27}{16} \nu^2,$n

$$\delta = \frac{7}{8} \nu - \frac{5}{4} \nu^2, \quad \gamma = \frac{7}{8} \nu^2, \quad \zeta = \frac{3}{2} \nu^2.$$

(8.4)

This allows us to compute the sub-sub-leading PN-expanded values of $g_S$ and $g_{S_+}$ in the energy-gauge, i.e. as functions of $W$ and $u$

$$g_S(W, u) = 2 + \frac{1}{c^4} \left[\left(-\frac{9}{8} \nu W - \frac{7}{4} \nu u\right) u^2 + \frac{9}{4} \nu^2 - \frac{35}{8} \nu \right] W u$$

$$+ \frac{9}{4} \nu^2 - \frac{35}{8} \nu \right] W u$$

$$+ \frac{1}{c^4} \left[\left(\frac{9}{16} + \frac{3}{2} \nu^2\right) W^2 \right]$$

$$+ \frac{1}{c^4} \left[\left(\frac{9}{16} + \frac{3}{2} \nu^2\right) W^2 \right]$$

$$+ \frac{1}{c^4} \left[\left(\frac{7}{16} + \frac{9}{16} \nu^2\right) W^2 \right]$$

$$+ \left(-\frac{3}{4} - \frac{21}{2} \nu + \frac{9}{8} \nu^2\right) u^2.$$

(8.5)

We can then re-order these PN expansions according to powers of $u = GM/R$, thereby determining the PN-expanded versions of the coefficients of the PM expansion of $g_S$ and $g_{S_+}$, namely

$$g_S = g_S^{1\text{PM}}(W) + g_S^{2\text{PM}}(\hat{W}) \frac{u}{c^2} + g_S^{3\text{PM}}(\hat{W}) \frac{u^2}{c^4},$$

$$g_{S_+} = g_{S_+}^{1\text{PM}}(W) + g_{S_+}^{2\text{PM}}(\hat{W}) \frac{u}{c^2} + g_{S_+}^{3\text{PM}}(\hat{W}) \frac{u^2}{c^4}.$$

(8.6)

where $\hat{W} = W/c^2$ and

$$g_S^{1\text{PM}}(W) = 2 - \frac{9}{8} \nu \hat{W} + \left(\frac{1}{8} \nu + \frac{7}{8} \nu^2\right) \hat{W}^2 + O(\hat{W}^3)$$

$$g_S^{2\text{PM}}(W) = -\frac{7}{4} \nu + \left(\frac{9}{4} \nu^2 - \frac{35}{8} \nu\right) \hat{W} + O(\hat{W}^2)$$

$$g_S^{3\text{PM}}(W) = -\frac{129}{8} \nu + \frac{5}{4} \nu^2 + O(\hat{W})$$

$$g_{S_+}^{1\text{PM}}(W) = \frac{3}{2} \left(\frac{5}{8} + \frac{3}{4} \nu\right) \hat{W}$$

$$+ \left(\frac{7}{16} + \frac{9}{16} \nu^2\right) \hat{W}^2 + O(\hat{W}^3)$$

$$g_{S_+}^{2\text{PM}}(W) = -\left(\frac{7}{4} + \frac{3}{2} \nu\right) + \left(\frac{3}{4} - \nu + \frac{15}{8} \nu^2\right) \hat{W}$$

$$+ O(\hat{W}^2)$$

$$g_{S_+}^{3\text{PM}}(W) = -\frac{3}{4} - \frac{21}{2} \nu + \frac{9}{8} \nu^2 + O(\hat{W}).$$

(8.7)

We have checked that the PN expansion (i.e. the expansion in powers of $\hat{W}$) of our 1PM-level, and 2PM-level, results, Eqs. (8.3), (7.7), fully agree with all the corresponding terms in the PN expansions above.

We note that our new results allow one to replace the current, limited-accuracy PN-expanded versions of the four quantities $g_S^{1\text{PM}}, g_S^{2\text{PM}}, g_S^{3\text{PM}}, g_{S_+}^{3\text{PM}}$ by four, exactly known functions of $W$. On the other hand, the only knowledge we currently have concerning the 3PM level is embodied in the two numbers

$$\lim_{W \to 0} g_S^{3\text{PM}}(W) = -\frac{129}{8} \nu + \frac{5}{4} \nu^2,$$

and

$$\lim_{W \to 0} g_{S_+}^{3\text{PM}}(W) = -\frac{3}{4} - \frac{21}{2} \nu + \frac{9}{8} \nu^2.$$

(8.8)

(8.9)

IX. HIGH-ENERGY (HE) BEHAVIOR, STRONG-FIELD BEHAVIOR AND RESUMMATION

A. High-energy (HE) behavior

One of the great interests in replacing PN-expanded results by PM-extended ones is that it allows one to discuss regimes of the gravitational interaction involving high kinematic energies. Examples of the new insights obtained this way have been discussed in Refs. [17], [18] and [19]. In particular, an interesting property of the high-energy
behavior of the spin-orbit sector has been pointed out in [15]. Namely, the fact that, at the 1PM level, \( g_{S1}^{\text{PM}}(\gamma, \nu) \) and \( g_{S2}^{\text{PM}}(\gamma, \nu) \) tend to zero at high-energy (HE), in specific ways, that differ for \( g_S \) and \( g_{S*} \):

\[
g_S^{\text{PM}}(\gamma, \nu) \sim \frac{1}{\nu \gamma} \text{ as } \gamma \to \infty, \tag{9.1}
\]

and

\[
g_{S*}^{\text{PM}}(\gamma, \nu) \sim \frac{1}{\gamma \sqrt{2\nu \gamma}} \text{ as } \gamma \to \infty. \tag{9.2}
\]

It is noticeable that these HE limiting behaviors still hold at the 2PM level, so that it is tempting to conjecture that they hold at all PM levels. More precisely, we find that, in the HE limit \( \gamma \to \infty \), we have

1. \[
g_S(\gamma, u, \nu) = g_S^{\text{PM}}(\gamma, \nu) + u g_{S2}^{\text{PM}}(\gamma, \nu)
\]

\[
\to 2 \left(1 - \frac{35}{8} \right) u \frac{1}{\nu \gamma} + O \left( \frac{1}{\gamma^{3/2}} \right);
\]

2. \[
g_{S*}(\gamma, u, \nu) = g_{S*}^{\text{PM}}(\gamma, \nu) + u g_{S*2}^{\text{PM}}(\gamma, \nu)
\]

\[
\to 2(1 - 5u) \frac{1}{\gamma \sqrt{2\nu \gamma}} + O \left( \frac{1}{\gamma^2} \right).
\]

We conjecture that we would have more generally, as \( \gamma \to \infty \),

\[
g_S(\gamma, u, \nu) \to f_S(u) \frac{1}{\nu \gamma} + O \left( \frac{1}{\gamma^{3/2}} \right); \tag{9.3}
\]

\[
g_{S*}(\gamma, u, \nu) \to f_{S*}(u) \frac{1}{\gamma \sqrt{2\nu \gamma}} + O \left( \frac{1}{\gamma^2} \right); \tag{9.4}
\]

with

\[
f_S(u) = 2 \left(1 - \frac{35}{8} \right) + O(u^2); \tag{9.5}
\]

\[
f_{S*}(u) = 2(1 - 5u) + O(u^2). \tag{9.6}
\]

There are several interesting consequences of these HE behaviors. A consequence concerns the HE behavior of the spin-rotation angle \( \theta_1 \). Let us first recall that the study of the HE limit of the EOB Hamiltonian \([12]\) has shown that it could still be parametrized by an effective metric, with some (\( \nu \)-independent!) values of the metric functions \( A(R) \) and \( B(R) \). [Actually, only the conformal structure of this effective HE metric matters in the HE limit. It is convenient to fix the conformal freedom by using a Schwarzschild-like (areal radius) gauge, and we will do so.] Using then the EOB-predicted integral expression for \( \theta_1 \), Eq. \(6.8\) (with these effective values of \( A(R) \) and \( B(R) \)), and inserting in this integral the limiting behaviors \( \theta_1 \to \infty \) \([18] \), \( \theta_2 \to \infty \) \([9.1] \), we first notice that the faster decrease of \( g_{S*} \) at HE implies the relative disappearance of the contribution \( \propto \frac{m^2}{m \nu} g_{S*} \). This immediately shows that the spin rotation angle \( \theta_1 \) along \( L_1 \) will be equal to the spin rotation angle \( \theta_2 \) along \( L_2 \). Taking into account the various factors of \( \nu \) entering into the HE limit of Eq. \(6.8\), one also finds that the common value, say \( \theta^{\text{pin}} \) of \( \theta_1 \) and \( \theta_2 \) has a finite value in the HE limit, which is independent of \( \nu \).

Ref. \([12]\) found that the HE limit of the orbital scattering angle is given by

\[
\frac{\pi}{2} + \frac{\chi}{2} \equiv \int_0^{u_{\text{max}}(\alpha)} du \sqrt{\frac{A(u)B(u)}{u^2}} \frac{1}{\sqrt{\alpha^2 - u^2 A(u)}}. \tag{9.7}
\]

where \( u_{\text{max}}(\alpha) \) is the root of radicand closest to zero, and where we have set

\[
\alpha \equiv \frac{\hat{E}_\text{eff}}{j} \equiv \frac{G M E_{\text{eff}}}{L}. \tag{9.8}
\]

The quantity \( \alpha \) is kept fixed in the HE limit where \( E_{\text{eff}} \) and \( j \) both tend to infinity.

The corresponding HE limit of \( \theta^{\text{pin}} \) is then found to be given by the integral

\[
\frac{\theta^{\text{pin}}}{2} \equiv \frac{\hat{E}_\text{eff}}{j} \int_0^{u_{\text{max}}(\alpha)} u du f_S(u) \sqrt{\frac{B(u)}{A(u)}} \frac{1}{\sqrt{\alpha^2 - u^2 A(u)}}. \tag{9.9}
\]

The first point we wish to emphasize is that the existence of a finite (mass-independent) HE limit for \( \theta^{\text{pin}} \) has directly followed (within the other tenets of EOB theory) from the special (\( \nu \)-dependent!) HE asymptotic behavior \([9.3]\). The second point is that the actual value of the limiting spin-rotation angle \( \theta^{\text{pin}} \) is directly related to the value of the renormalized HE gyrogravitomagnetic ratio \( f_S(u) \). When using the 1PM value of \( f_S(u) \), Eq. \(9.5\), the computation of the integral \(9.9\) yields

\[
\theta^{\text{pin}} = 4\alpha + \frac{5}{8} \alpha^2 + O(\alpha^3). \tag{9.10}
\]

This value can also, evidently, be directly obtained from taking the corresponding limit in the expression \(4.14\). The corresponding HE value of the orbital scattering angle is \([16]\)

\[
\chi \equiv 4\alpha + O(\alpha^3). \tag{9.11}
\]

It is interesting to note that, though these values are independent of the mass ratio, the corresponding HE values of \( \theta^{\text{pin}} \) and \( \chi \) in the test-particle limit (i.e. when taking \( \nu \to 0 \) before taking the HE limit) are different from the above results, but agree among themselves.

Let us first recall the value of \( g_{S*} \) for a test particle moving in a spherically symmetric metric \([22,30]\)

\[
g_{S*}^{\text{test}} = \frac{r^2 \nabla A}{1 + K} + \frac{r(1 - \nu \nabla) \sqrt{A}}{\sqrt{K}}. \tag{9.12}
\]

where \( K \equiv \hat{H}_\text{eff}^2/A \) and \( \nabla \equiv B^{-1/2} d/dr \). For the Schwarzschild values of \( A \) and \( B \) one finds

\[
g_{S*}^{\text{test}} = \frac{\sqrt{1 - 2u}}{E_{\text{eff}} + \sqrt{1 - 2u}} + \frac{1 - 2u}{u E_{\text{eff}}} \left(1 - \sqrt{1 - 2u} \right). \tag{9.13}
\]
Contrary to the previous case where it was $g_S$ which was dominating in the HE limit, when the test-particle limit is done before considering the HE limit, it is $g_{S*}$ which dominates. One then finds

$$\theta_{\text{test}} \overset{\text{HE}}{=} \frac{1}{2} \int_0^{\mu_{\text{max}}(\alpha)} du \left( 1 - \frac{1 - 3u}{\sqrt{1 - 2u}} \right) \frac{1}{\sqrt{\alpha^2 - u^2(1 - 2u)}} .$$

(9.14)

A direct computation shows that

$$\int_0^{\mu_{\text{max}}(\alpha)} du \frac{1 - 3u}{\sqrt{1 - 2u}} \frac{1}{\sqrt{\alpha^2 - u^2(1 - 2u)}} = \frac{\pi}{2} \chi_{\text{test}} \overset{\text{HE}}{=} \frac{\pi}{2} \chi_{\text{test}} ,$$

(9.15)

independent of $\alpha$, so that

$$\theta_{\text{test}} \overset{\text{HE}}{=} \chi_{\text{test}} ,$$

(9.16)

where $\chi_{\text{test}}$ is the test-particle limit of the HE orbital scattering angle, given by:

$$\frac{\pi}{2} + \frac{\chi_{\text{test}}}{2} \overset{\text{HE}}{=} \frac{1}{2} \int_0^{\mu_{\text{max}}(\alpha)} du \frac{1}{\sqrt{\alpha^2 - u^2} A(u)} .$$

(9.17)

The beginning of the HE expansions of $\theta_{\text{pin}}$ and $\chi$ read (see [16] for more terms in the expansion)

$$\chi_{\text{test}} \overset{\text{HE}}{=} \theta_{\text{pin}} \overset{\text{HE}}{=} 4\alpha + \frac{15}{4} \pi \alpha^2 + O(\alpha^3) .$$

(9.18)

B. Strong-field behavior and resummation

It was noticed early on [24] that the PN corrections to the leading PN-order values of $g_S$ and $g_{S*}$, namely $g_S^{\text{LO}} = 2$ and $g_{S*}^{\text{LO}} = \frac{3}{2}$ tended (for the comparable-mass case, $4\nu \sim 1$) to be all negative, and thereby to diminish the values of $g_S$ and $g_{S*}$ in the strong-field regime, i.e. when the two bodies get close to each other so that $u = GM/c^2 R$ becomes of order unity. In the case of $g_{S*}$, its exact test-mass expression [17-19] shows indeed that $g_{S*}$ contains effects that make it tend to zero both at large energies, and at the horizon $R = GM/c^2$, i.e. $u = \frac{1}{2}$. We wish to emphasize here that the decrease of $g_S$ and $g_{S*}$ as $u$ increases is significantly amplified when considering large energies. Indeed, after having factored the overall power-law decreases of $g_S$ and $g_{S*}$ with energy, as in Eqs. (9.3) and (9.4), we see that the linear slope of fractional decrease of $g_S$ and $g_{S*}$ as $u$ increases becomes so large (namely $\propto 1 - \frac{35}{16} u$ and $\propto 1 - 5u$) that they would formally predict $g_S$ and $g_{S*}$ to vanish at, respectively, separations $R = \frac{25}{32} GM/c^2 = 4.375 GM/c^2$ and $R = GM/c^2$, and then to become negative.

To have $g_S$ and $g_{S*}$ changing sign as the two bodies get close to each other does not $a$ priori seem to be physically acceptable. On the other hand, the fact that the HE behavior is factorizable (i.e. seems to be the same at each PM order) suggests a simple way of resuming the PM expansions of $g_S(\gamma, u)$ and $g_{S*}(\gamma, u)$. The idea is first to factor out the $\gamma$-dependence that exist at $u = 0$, and then to inverse-resum the result of this factorization. In other words, we suggest to replace the standard PM expansions

$$g_{S*, S*}(\gamma, \nu, u) = g_{S*, S*}^{1PM}(\gamma, \nu) + u g_{S*, S*}^{2PM}(\gamma, \nu) + u^2 g_{S*, S*}^{3PM}(\gamma, \nu) + O(u^3)$$

(9.19)

by the following resummed expressions

$$g_{S*, S*}(\gamma, \nu, u) = \frac{g_{S*, S*}^{1PM}(\gamma, \nu)}{1 + u \tilde{c}_{S*, S*}^{2}(\gamma, \nu) + u^2 \tilde{c}_{S*, S*}^{2}(\gamma, \nu)} ,$$

(9.20)

where

$$\tilde{c}_{S*, S*}^{2}(\gamma, \nu) = \frac{g_{S*, S*}^{2PM}(\gamma, \nu)}{g_{S*, S*}^{1PM}(\gamma, \nu)} - \frac{g_{S*, S*}^{3PM}(\gamma, \nu)}{g_{S*, S*}^{2PM}(\gamma, \nu)} .$$

(9.21)

and

$$\tilde{c}_{S*, S*}^{3}(\gamma, \nu) = \frac{g_{S*, S*}^{3PM}(\gamma, \nu)}{g_{S*, S*}^{2PM}(\gamma, \nu)} - \frac{g_{S*, S*}^{4PM}(\gamma, \nu)}{g_{S*, S*}^{3PM}(\gamma, \nu)} .$$

(9.22)

The dependence of the coefficients $\tilde{c}_{S*, S*}^{1}(\gamma, \nu)$ on $\gamma$ (and the symmetric mass-ratio $\nu$) is shown in Fig. 1. Both quantities are positive, increasing with $\gamma$ (up to an asymptotic value, $\tilde{c}_{S*, S*}^{\infty} = 35/8$ and $\tilde{c}_{S*, S*}^{\infty} = 5$, respectively) and have a mild dependence on the symmetric mass ratio $\nu$.

Concerning the next coefficients, $\tilde{c}_{S*, S*}^{2}(\gamma, \nu), \tilde{c}_{S*, S*}^{3}(\gamma, \nu)$ we only know their low-energy values, i.e. their values for $\gamma = 1$. These are easily deduced from the sub-sub-leading results (8.8), (8.9) above and read

$$\tilde{c}_{S*, S*}^{2}(1, \nu) = \frac{9}{64} \nu^2 + \frac{129}{16} \nu ,$$

(9.23)

$$\tilde{c}_{S*, S*}^{3}(1, \nu) = \frac{7}{16} \nu^2 + \frac{91}{12} \nu + \frac{125}{72} .$$

(9.24)

In view of the above significant increase of $\tilde{c}_{S*, S*}^{1}, \tilde{c}_{S*, S*}^{2}$ as $\gamma$ increases, we might also expect a significant variation of $\tilde{c}_{S*, S*}^{2}, \tilde{c}_{S*, S*}^{3}$ with $\gamma$. We recommend to define new EOB codes incorporating the spin-gauge versions of $g_S$ and $g_{S*}$ employed in this paper, together with the inverse-resummed expressions above, and to compare the predictions of such codes to numerical simulations of two spinning black holes to try to determine best-fit values for $\tilde{c}_{S*}^{2}, \tilde{c}_{S*}^{3}$ (and/or for higher-order coefficients). It would also be interesting to transcribe the high-PN-order results on $g_S$ and $g_{S*}$ obtained in this paper, together with the inverse-resummed expressions above, and to compare the predictions of such codes to numerical simulations of two spinning black holes to try to determine best-fit values for $\tilde{c}_{S*}^{2}, \tilde{c}_{S*}^{3}$ (and/or for higher-order coefficients). It would also be interesting to transcribe the high-PN-order results on $g_S$ and $g_{S*}$ obtained in this paper, together with the inverse-resummed expressions above, and to compare the predictions of such codes to numerical simulations of two spinning black holes to try to determine best-fit values for $\tilde{c}_{S*}^{2}, \tilde{c}_{S*}^{3}$ (and/or for higher-order coefficients).
FIG. 1: Panel (a). The behavior of $\tilde{c}_S^1$ is shown as a function of $\gamma$ for selected values of $\nu = 0.1$ (black online), 0.15 (blue online), 0.25 (red online). The dotted line corresponds to the asymptotic value $\tilde{c}_S^1\infty = 35/8$. Panel (b). The behaviour of $\tilde{c}_S^1\ast$ is shown as for $\tilde{c}_S^1$ with asymptotic value $\tilde{c}_S^1\ast\infty = 5$.

FIG. 2: Panel (a). The behavior of $g_S(\gamma, \nu, u)$ as given in Eq. (9.20) (with known 3PM terms included) is plotted as a function of $u$ for different values of $\gamma = 1, 10$ and $\nu = 0.1$ (black online), 0.25 (red online). Panel (b). $g_{S\ast}(\gamma, \nu, u)$ is plotted as a function of $u$ for the same parameter choice of panel (a).

We wish also to mention an alternative way of resumming our 2PM results for the gyrogravitomagnetic ratios $g_S$ and $g_{S\ast}$, which is suggested by the (known) structure of the test-particle expression $g_{S\ast}^{\text{test}}$, Eq. (9.13), for $g_{S\ast}$ [28, 30]. We see on this expression that the numerators and denominators of $g_{S\ast}(\gamma, u)$ contain linear combinations of $\gamma$ with functions of $u$. When expanding such expressions in powers of $u$ this will generate more complicated $\gamma$-dependent denominators, of the type seen in our result for $g_{S\ast}^{2\text{PM}}(\gamma)$. This suggest to resum $g_{S\ast}$, at the 2PM accuracy, by an expression of the following type

$$g_{S\ast}^{2\text{PMresum}} = \frac{1}{h} \left[ \frac{1 + \tilde{a}_2u}{\gamma + 1 + \tilde{a}_1u} + \frac{1 + \tilde{a}_3u}{\gamma + 1 + \tilde{a}_4u} \right].$$

(9.25)
determines the various coefficients entering Eq. (9.25) to be
\[ \tilde{a}_i = \frac{a_i}{h(h+1)}, \] (9.26)
with
\[ a_1 = -h - 1 + 4\nu, \]
\[ a_2 = -h - 1 - 24\nu, \]
\[ a_3 = \frac{3}{2}(h + 1) + 6\nu, \]
\[ a_4 = -20\nu. \] (9.27)
A similar resummation of the 2PM-accurate \( g_S \) is given by
\[ g_S^{2PMresum} = \frac{c_0 + c_1u}{h(h+1) + c_2\nu u\gamma} \]
\[ + \frac{1 - 2\nu h + 3\nu u(2h - 1)}{\gamma h^2(h+1)^2} \]
\[ + \frac{1}{\gamma + 1}\frac{d_0 + d_1u}{\gamma + 1 + d_2u}, \] (9.28)
where
\[ c_0 = \frac{4(h + 1 + \nu)}{h + 1}, \]
\[ c_1 = -\frac{10(2h - 5)\nu}{h(h+1)}, \]
\[ c_2 = \frac{35(h + 1)}{4(h + 1 + \nu)}, \]
\[ d_0 = -4h\nu, \]
\[ d_1 = 8\nu(-4 + 3h), \]
\[ d_2 = -1. \] (9.29)
One can easily complete these expressions by including the 3PM (i.e., \( O(u^3) \)) known contributions, Eqs. (8.9), (8.10), in the above resummed expressions.

X. CONCLUDING REMARKS

Using the notion of spin holonomy (i.e. a suitable projection of the spacetime spin rotation), introduced, at the first post-Minkowskian order, in Ref. [18], we have computed the second-order post-Minkowskian (2PM) corrections to the spin-orbit coupling of a gravitationally interacting, comparable-mass, two-body system. We transcribed our \( O(G^3) \)-accurate computation of the spin rotation during two-body scattering into the corresponding determination of the gyrogravitomagnetic ratios \( g_S \) and \( g_{S*} \) entering the effective one-body (EOB) Hamiltonian description of linear-in-spin coupling effects. Contrary to the previous, post-Newtonian-based, knowledge of \( g_S \) and \( g_{S*} \), our 2PM-accurate results are exact in \( v/c \), and represent a new direction for improving the EOB conservative dynamics of a spinning two-body system.

The computations have been performed in \( x \)-space by using the explicit form of the 2PMmetric generated by two spinless bodies, available since 1981 [20]. Most of our results have been double-checked by Fourier-space (\( k \)-space) computations (see Appendix A).

We have indicated ways of resumming our final results so as to use them for defining new versions of spinning EOB codes. In view of future, forthcoming high signal-to-noise-ratio gravitational-wave observations, we think that the improved analytical knowledge of the conservative dynamics of a spinning two-body system brought by the present work might play a useful role.

Similarly to the considerations recently made in [16] for the orbital scattering, it would be interesting to explore whether one can extract the classical spin scattering angle from quantum gravitational amplitudes. This would offer a new avenue for further improving the knowledge of spin-orbit couplings in gravitationally interacting systems. Note that our classical 2PM-accurate result corresponds to the quantum one-loop level.

Appendix A: Fourier space computations

Most of the terms computed above in \( x \)-space to obtain the spin holonomy matrix component \( \Lambda^{(1)}_{12} \) can be validated by performing analogous calculations in Fourier space. The well-known Fourier-space results
\[ \int \frac{d^3k}{(2\pi)^3} e^{i\vec{k} \cdot \vec{x}} = +\frac{1}{4\pi|x|}, \]
\[ \int \frac{d^2K}{(2\pi)^2} e^{i\vec{K} \cdot \vec{x}} = -\frac{\ln|X|}{2\pi}, \] (A1)
where \( \vec{k}, \vec{x} \) are vectors of the Euclidean 3-space and \( \vec{K}, \vec{X} \) are vectors in the Euclidean 2-plane, will be often used in the following.

Let us recall that at the linear order in \( G \) the gothic metric satisfies
\[ \Box h_{\alpha\beta} = +16\pi GT_{\alpha\beta}. \] (A2)
The source \( T_{\alpha\beta} \) corresponds to the two particles \( m_1 \) and \( m_2 \) and
\[ T_{\alpha\beta}(x) = T_{\alpha\beta}^{(m_1)}(x) + T_{\alpha\beta}^{(m_2)}(x), \] (A3)
where, for example
\[ T_{\alpha\beta}^{(m_2)}(x) = m_2 \int d\tau' u_{2\alpha}(\tau') u_{2\beta}(\tau') \delta^{(4)}(x - z_2(\tau')). \] (A4)
The part of the metric generated by \( T^{(m_2)} \) turns out to be given by
\[ h_{\alpha\beta}(x) = -16\pi G \int \frac{d^3k}{(2\pi)^3} \frac{e^{i\vec{k} \cdot \vec{x}}}{k^2} T_{(m_2)\alpha\beta}(k), \] (A5)
where
\[
T^{(mz)\alpha'\beta'}(k) = \int d^3xe^{-ik\cdot x}T^{(mz)\alpha'\beta'}(x) \quad (A6)
\]
\[
= m^2 \int d\tau' u^\alpha(\tau')u^\beta(\tau')e^{-ik\cdot x_2(\tau')}.
\]
Therefore
\[
h_{\alpha\beta}(x) = -16\pi Gm^2 \int \frac{d^4k}{(2\pi)^4} \frac{1}{k^2} \times \int d\tau' u^\alpha(\tau')u^\beta(\tau')e^{ik\cdot x_2(\tau')} , \quad (A7)
\]
and
\[
h(x) = 16\pi Gm^2 \int \frac{d^4k}{(2\pi)^4} \frac{1}{k^2} \int d\tau' e^{ik\cdot x_2(\tau')} , \quad (A8)
\]
since \(u_2(\tau') \cdot u_2(\tau') = -1 + O(G^2)\).

We will compute the following tensors
\[
B_{\mu\alpha} = \int \partial_\mu h_{\alpha\beta}(x)dz^\beta = \int d\tau (\partial_\mu h_{\alpha\beta}(x))_{x=x_1(\tau)}u^\beta_1(\tau)
\]
\[
= -16\pi Gm^2 \int d\tau u^\beta_1(\tau) \times \int \frac{d^4k}{(2\pi)^4} \frac{ik_\mu}{k^2} \int d\tau' u^\alpha_2(\tau')u^\beta(\tau')e^{ik\cdot (x_2(\tau')-x_1(\tau))}.
\]
\[
C_{\mu}^\beta = \int \partial_\mu h(x)dz^\beta = \int d\tau (\partial_\mu h)_{x=x_1(\tau)}u^\beta_1(\tau)
\]
\[
= 16\pi Gm^2 \int \frac{d^4k}{(2\pi)^4} \frac{ik_\mu}{k^2} \int d\tau' e^{ik\cdot (x_2(\tau')-x_1(\tau))} . \quad (A9)
\]
They enter \(A_{(1)}^{12}\) through the relation
\[
A_{(1)}^{12} = \frac{1}{2}(B_{xy} - B_{yz}) - \frac{1}{4}(C_{xy} - C_{yz})
\]
\[
= \frac{1}{2}B_{(xy)}^{12} + \frac{1}{2}C_{(xy)}^{12} , \quad (A10)
\]
where one has used the standard notation for antisymmetrization of indices. In fact, from the first-order relation
\[
2\Gamma_{yx}^{\mu}u_1^\mu = \partial_\mu h_{yx}u_1^\mu - \partial_\mu h_{xy}u_1^\mu = \frac{1}{2}u_1^\mu \partial_\mu h - \frac{1}{2}u_1^\mu \partial_\mu h , \quad (A11)
\]
one immediately obtains Eq. \(A10\).

1. The case of straight lines
In this limit the worldlines of the two particles read
\[
z_1(\tau) = b_0 \partial_\tau + u^-_1 \tau , \quad z_2(\tau') = u^-_2 \tau' \quad (A12)
\]
and \(b_0 = b\) coincides with the impact parameter.

1. Computation of \(B_{\mu\alpha}\)
Let us start analyzing the case of straight lines
\[
B_{\mu\alpha} = +16\pi Gm^2 \gamma u^-_\alpha \int \frac{d^4k}{(2\pi)^4} \frac{ik_\mu}{k^2} e^{ik\cdot b_0} \times \int d\tau e^{i(k\cdot u^-_1)\tau} \int d\tau' e^{-i(k\cdot u^-_2)\tau'}
\]
\[
= +16\pi Gm^2 \gamma u^-_\alpha \times \int \left( \frac{d^4k}{(2\pi)^4} \frac{e^{ik\cdot b_0}}{k^2} \delta(k \cdot u^-_1)\delta(k \cdot u^-_2) \right) . \quad (A13)
\]
Expressing \(\delta(k \cdot u^-_1)\delta(k \cdot u^-_2)\) in the usual coordinate system we find
\[
\delta(k \cdot u^-_1)\delta(k \cdot u^-_2) = \frac{1}{\sqrt{\gamma^2 - 1}} \delta(k_0)\delta(k^0) , \quad (A14)
\]
and then, recalling that \(\frac{\partial b_0}{\partial \gamma} = \frac{b_0}{\gamma^2}\), we find
\[
B_{\mu\alpha} = 16\pi Gm^2 \sqrt{\gamma^2 - 1} u^-_\alpha \frac{\partial}{\partial \gamma} \left( \frac{d^4k}{(2\pi)^4} \frac{e^{ik\cdot b_0}}{k^2} \right)
\]
\[
= -16\pi Gm^2 \sqrt{\gamma^2 - 1} u^-_\alpha \frac{\partial}{\partial \gamma} \frac{1}{2\pi^2} \ln b_0
\]
\[
= -8Gm^2 \sqrt{\gamma^2 - 1} b_0 \frac{\partial u^-_\alpha}{\partial b_0} , \quad \int \left( \frac{d^4k}{(2\pi)^4} \frac{e^{ik\cdot b_0}}{k^2} \right) \delta(k \cdot u^-_1)\delta(k \cdot u^-_2) \int \left( \frac{d^4k}{(2\pi)^4} \frac{e^{ik\cdot b_0}}{k^2} \right) \delta(k \cdot u^-_1)\delta(k \cdot u^-_2)
\]
\[
\int \left( \frac{d^4k}{(2\pi)^4} \frac{e^{ik\cdot b_0}}{k^2} \right) \delta(k \cdot u^-_1)\delta(k \cdot u^-_2)
\]
\[
\rightarrow 0 . \quad \int \left( \frac{d^4k}{(2\pi)^4} \frac{e^{ik\cdot b_0}}{k^2} \right)
\]
\[
\rightarrow 0 , \quad \int \left( \frac{d^4k}{(2\pi)^4} \frac{e^{ik\cdot b_0}}{k^2} \right) \delta(k \cdot u^-_1)\delta(k \cdot u^-_2) .
\]

implying
\[
B_{xy} = 8Gm^2 \frac{\gamma}{b_0} , \quad B_{yz} = 0 . \quad (A15)
\]

2. Computation of \(C_{\mu\alpha}\)
In this case we have
\[
C_{\mu\beta} = -16\pi Gm^2 \delta^0_{\alpha} \int \frac{d^4k}{(2\pi)^4} \frac{ik_\mu}{k^2} e^{ik\cdot b_0} \times \int d\tau e^{i(k\cdot u^-_1)\tau} \int d\tau' e^{-i(k\cdot u^-_2)\tau'}
\]
\[
= -16\pi Gm^2 \delta^0_{\alpha} \frac{\partial}{\partial b_0} \int \left( \frac{d^4k}{(2\pi)^4} \frac{e^{ik\cdot b_0}}{k^2} \right) \delta(k \cdot u^-_1)\delta(k \cdot u^-_2)
\]
\[
= -16\pi Gm^2 \delta^0_{\alpha} \frac{1}{\sqrt{\gamma^2 - 1}} \frac{b_0}{b_0^2} . \quad (A17)
\]
so that \(C_{zy} = C_{yz} = 0\).

The final result for \(A_{(1)}^{12}\) at the 1PM order coincides with the well-known result
\[
A_{(1)}^{12} = -\frac{1}{2}B_{xy} = 4Gm^2 \frac{\gamma}{b_0} . \quad (A18)
\]
In this special case (straight lines) one can easily compute \( \partial_x h_{\beta \mu}(x) \), namely
\[
\partial_x h_{\beta \mu}(x) = C_\alpha u'_{-\beta} u'_{-\mu}, \quad \partial_x h(x) = -C_\alpha \quad \text{(A19)}
\]
where
\[
C_\alpha(x) = -16\pi Gm_2 \int \frac{d^4k}{(2\pi)^4} \frac{i k_\alpha}{k^2} e^{ik \cdot (x - z_x(0))} \delta(k \cdot u_2^-)
\]
\[
= -16\pi Gm_2 \frac{\partial}{\partial \xi_{\alpha}} \int \frac{d^4k}{(2\pi)^4} \frac{e^{i k \cdot \xi}}{k^2} \delta(k^0 + \sqrt{\gamma^2 - 1} k_y)
\]
\[
= -16\pi Gm_2 \frac{\partial}{\partial \xi_{\alpha}} 1 \frac{1}{4\pi |\xi|} = 4Gm_2 \frac{\xi_{\alpha}}{|\xi|^3}, \quad \text{(A20)}
\]
with
\[
\xi = P(u^-_2) = x + (u^-_2 \cdot x) u^-_2
\]
\[
= x \partial_x + (\gamma y + \sqrt{\gamma^2 - 1} t) e(u^-_2)_2 + z \partial_z, \quad \text{(A21)}
\]
so that
\[
\omega_1(\tau)^\alpha_\beta = \left( \begin{array}{ccc}
\frac{C^0(1 - 2\gamma^2)}{C^2(1 - 2\gamma^2)} & \frac{-C^1(1 - 2\gamma^2)}{2C^2(1 - 2\gamma^2)} & 0 \\
\frac{-C^1(1 - 2\gamma^2)}{2C^2(1 - 2\gamma^2)} & \frac{C^0}{C^2(1 - 2\gamma^2)} & 0 \\
\frac{\gamma \sqrt{\gamma^2 - 1} C^0}{C^2(1 - 2\gamma^2)} & \frac{-\gamma \sqrt{\gamma^2 - 1} C^0}{2C^2(1 - 2\gamma^2)} & 0
\end{array} \right). \quad \text{(A29)}
\]

We can compute then
\[
\omega_1(\tau)^\alpha_\beta \omega_1(\tau')^\beta_\mu = \left[ C_1(\tau)^\alpha_\beta + C_2(\tau)^\alpha_\beta \right] \times \quad \text{(A30)}
\]
\[
\left[ C_1(\tau')^\beta_\mu + C_2(\tau')^\beta_\mu \right] dr'd\tau',
\]
and finally, using the abbreviated notation \( C'^\alpha = C'^\alpha(\tau) \)
\[
\text{Integrating over } \tau' \in (-\infty, \tau) \text{ and then over } \tau \in \quad \text{(A31)}
\]
\[
\omega_1(\tau)^\gamma_\beta \omega_1(\tau')^\beta_\gamma = \left\{ \begin{array}{l}
\frac{2\gamma^2 - 1}{8} \left[ \frac{1}{2} (2\gamma^2 - 1) C'^2 \\
+ \gamma \sqrt{\gamma^2 - 1} C'^0 \right] C^1 \\
+ \frac{\gamma \sqrt{\gamma^2 - 1} C'^0}{8} C'^1 \end{array} \right\} dr'd\tau \quad \text{(A31)}
\]
\[ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \omega_1(\tau) \omega_1(\tau') \beta \gamma = \frac{8 \pi G m_2^2 \gamma (4 \gamma^2 - 3)}{2 b_0^4 (\gamma^2 - 1)} \]

which coincides with the previously obtained result.

Appendix B: The general case: computation of \( B_{\mu \alpha} \)

Start from Eq. (A9) and insert the four velocities

\[ u_1^\beta(\tau) = u_1^- + \delta u_1^\beta(\tau), \quad u_2^\beta(\tau') = u_2^- + \delta u_2^\beta(\tau') \]  

(B1)

The six terms entering \( F^\alpha(k) \) can be re-written as

\[ F^\alpha(k) = \int \int d\tau d\tau' (u_1^- + \delta u_1^\beta(\tau))(u_2^- + \delta u_2^\beta(\tau'))(u_2^- + \delta u_2^\beta(\tau')) e^{ik \cdot \tau + \delta z_1(\tau) - \delta z_2(\tau)} \]

(B5)

and using Eq. (B5) one finds the corresponding contributions to \( B_{\mu \alpha} \).

(B6)

1. Computation of \( B_{\mu \alpha}^{(1)} \)

In this case

\[ B_{\mu \alpha}^{(1)} = 48 \gamma u^-_2 \alpha \pi G m_2 \frac{\partial}{\partial b_0^\alpha} \times \]

\[ \int \frac{d^4 k}{(2\pi)^4} \frac{e^{ik \cdot b_0}}{k^2} \delta(k \cdot u^-_1) \delta(k \cdot u^-_2) \]

\[ = 48 \gamma u^-_2 \alpha \pi G m_2 \frac{1}{\sqrt{\gamma^2 - 1} \partial b_0^\alpha} \int \frac{dk^\tau dk^z}{(2\pi)^2} \frac{e^{ik \cdot b_0}}{k^2 + k_z^2} \]

\[ = -24 u^-_2 \gamma G m_2 \frac{\gamma}{\sqrt{\gamma^2 - 1} \partial b_0^\alpha} \ln b_0, \]

(B8)

so that, using the relation \( \frac{\partial}{\partial b_0^\alpha} b_0^\alpha = \frac{b_0^\alpha}{b_0^\alpha} \),

\[ B_{\mu \alpha}^{(1)} = -24 G m_2 \gamma \frac{b_0^\alpha}{\sqrt{\gamma^2 - 1} b_0^\alpha} u^-_2 \alpha. \]

(B9)

In particular

\[ B_{xy}^{(1)} = 24 G m_2 \gamma \frac{b_0^x}{b_0^y}, \quad B_{yx}^{(1)} = 0. \]

(B10)

2. Computation of \( B_{\mu \alpha}^{(2)} \)

In this case

\[ B_{\mu \alpha}^{(2)} = -16 \pi G m_2 u^-_2 \alpha u^-_1 \times \]

\[ \int \frac{d^4 k}{(2\pi)^4} \frac{e^{ik \cdot b_0 - u^-_2 \alpha \tau'} \delta(k^\beta)}{k^2} \]

identifying the various terms contributing to \( B_{\mu \alpha} \).
Introducing the vectors
\[ \xi = b_0 - u_2 \tau', \quad \eta = P(u_2^-) \xi = b_0 + \sqrt{\gamma^2 - 1} \tau' \partial_y, \]
and proceeding as before one easily finds then
\[ B^{(2)}_{xy} = -2\pi G^2 m^2 \mu \frac{\gamma (2\gamma^2 - 3)}{b_0^3}, \quad B^{(2)}_{yz} = 0. \]  \hfill (B13)

3. Computation of \( B^{(3)}_{\mu \nu} \)

In this case
\[ B^{(3)}_{\mu \nu} = -16\pi G m^2 u_2 \cdot u_2 \int d\tau \delta u_1(\tau) \]
\[ \int \frac{d^4 k}{(2\pi)^4} \frac{i k_\mu e^{i k \cdot (b_0 + u_2^-) \tau} k_\nu e^{i k \cdot (b_0 + u_2^-) \tau}}{k^2} \delta(k \cdot u_2^-) \]
\[ = -16\pi G m^2 u_2 \cdot u_2 \int d\tau \delta u_1(\tau) \]
\[ \int \frac{d^4 k}{(2\pi)^4} \frac{i [P(u_2^-) k]_\mu e^{i P(u_2^-) k \cdot (b_0 + u_2^-) \tau}}{|P(u_2^-) k|^2} \frac{\delta(k \cdot u_2^-)}{|P(u_2^-) k|^2} \]
\[ \delta(\gamma k^0 + \sqrt{\gamma^2 - 1} k^y), \]  \hfill (B14)
where we have replaced \( k \) by \( P(u_2^-) k \) because of the condition \( u_2 \cdot k = 0 \). The various quantities involved here reduce to
\[ P(u_2^-) k = k^x \partial_x + (\gamma^{-1} k^y) e(u_2^-) + k^z \partial_z \]
\[ |P(u_2^-) k|^2 = (k^x)^2 + (\gamma^{-1} k^y)^2 + (k^z)^2 \]
\[ P(u_2^-) k \cdot (b_0 + u_1^- \tau) = k^z b_0 + \frac{\sqrt{\gamma^2 - 1}}{\gamma} k^y \tau, \]  \hfill (B15)
and defining
\[ \xi = b_0 + u_1^- \tau, \quad \eta = P(u_2^-) \xi, \]  \hfill (B16)
we find then
\[ B^{(3)}_{xy} = -2\pi G^2 m^2 \gamma (2\gamma^2 - 3) \frac{\mu}{b_0^3}, \quad B^{(3)}_{yx} = 0. \]  \hfill (B17)

4. Computation of \( B^{(4)}_{\mu \nu} \)

In this case we introduce the vector
\[ \xi = b_0 + u_1^- \tau - \delta z_1(\tau), \]
\[ \eta = P(u_2^-) \xi \]
(not to be confused with the Minkowski metric) which reads
\[ \eta \equiv P(u_2^-) \xi \]
\[ = (b_0 - \delta z_1^\eta) \partial_x + [\sqrt{\gamma^2 - 1} \tau - \gamma \delta z_1^\eta] (\gamma \partial_y - \sqrt{\gamma^2 - 1} \partial_t) \]
\[ = (b_0 - \delta z_1^\eta) \partial_x + [\sqrt{\gamma^2 - 1} \tau - \gamma \delta z_1^\eta] e(u_2^-) + \eta^y \partial_y \]
\[ = \eta^x \partial_x + \eta^y e(u_2^-). \]  \hfill (B18)
Its projection orthogonal to \( u_2^- \) is the four-vector
\[ \eta = P(u_2^-) \xi, \]  \hfill (B20)
where, we recall
\[ \eta_x = b_0 - \delta z_1^\eta, \quad \eta_y = \sqrt{\gamma^2 - 1} \tau - \gamma \delta z_1^\eta. \]  \hfill (B23)
In particular
\[ B^{(4)}_{xy} = -8G m' \gamma \frac{\gamma}{b_0^2} - 4 \frac{\gamma}{b_0^3} m'^2 G^2 \left( -\frac{2\gamma^2 + 1}{2} + 2 \frac{2\gamma^2 - 1}{\gamma^2 - 1} \right), \quad B^{(4)}_{yz} = 0. \]  \hfill (B24)
We find such that

\[ \begin{align*}
\xi &= b_0 - u_2 \tau' + \delta z_2(\tau'), \\
P(u_1 ) &= k_x(b_0 + \delta z_2^2) + k_y(\sqrt{\gamma^2 - 1} \tau' + \delta z_2^y) \\
\end{align*} \] (B25)

In particular

\[ \eta = P(u_1 ) \xi = (b_0 + \delta z_2^2) \partial_x + (\sqrt{\gamma^2 - 1} \tau' + \delta z_2^y) \partial_y. \] (B26)

We have then

\[ \begin{align*}
C &= 16 \mu \beta \pi G m \\
\int d^3 k \frac{i k^0}{k^2} e^{ik \cdot (b_0 - P(u_1 )u_2 \tau' + P(u_1 )\delta z_2(\tau'))} \\
&\quad = \frac{1}{(2\pi)^3} \delta(k \cdot u_1 )e^{-ik \cdot u_2 \tau'} \\
&\quad = \frac{1}{(2\pi)^3} \delta(k - P(u_1 )u_2 \tau') \\
&\quad = \eta \mu = \frac{\eta \mu}{(D(\tau'))^{3/2}}. \\
\end{align*} \] (B27)

In particular

\[ \begin{align*}
\mathcal{B}_{(5)}^{(5)} &= -8Gm_2 \gamma b_0 - 4G^2 m_1 m_2 \left( -\frac{1}{2} (2\gamma^2 + 1) \pi + 2 \frac{2 - \gamma^2}{\gamma^2 - 1} \right) \frac{\gamma}{b_0^6}, \\
\mathcal{B}_{(5)}^{(5)} &= 0. \\
\end{align*} \] (B28)

6. Computation of \( \mathcal{B}_{(6)}^{(6)} \)

Let us introduce the vectors

\[ \begin{align*}
\xi &= b_0 - u_2 \tau', \quad \eta = P(u_1 ) \xi = b_0 + \sqrt{\gamma^2 - 1} \tau' \partial_y. \\
\end{align*} \] (B29)

We have then

\[ \begin{align*}
\mathcal{B}_{(6)}^{(6)} &= +16\pi Gm_2 \gamma \int d\tau' \delta u_2(\tau') \int d^3 k \frac{ik_\mu e^{ik \cdot b_0}}{k^2} \delta(k \cdot u_1 )e^{-ik \cdot u_2 \tau'} \\
&\quad = +16\pi Gm_2 \gamma \int d\tau' \delta u_2(\tau') \frac{\partial}{\partial \eta^\mu} \int d^3 k \frac{e^{ik \cdot (b_0 - P(u_1 )u_2 \tau')}}{k^2} \\
&\quad = +4Gm_2 \gamma \int d\tau' \delta u_2(\tau') e^{-\eta \mu / D(\tau')} . \\
\end{align*} \] (B30)

In particular

\[ \begin{align*}
\mathcal{B}_{(6)}^{(6)} &= -2G^2 m_1 m_2 \pi \frac{\gamma^2 (2\gamma^2 - 3)}{(\gamma^2 - 1)} \frac{\gamma}{b_0^6}, \\
\mathcal{B}_{(6)}^{(6)} &= -2G^2 m_1 m_2 \pi \frac{(2\gamma^2 - 1)}{\gamma^2 - 1} \frac{\gamma}{b_0^6}. \\
\end{align*} \] (B31)

Appendix C: The general case: computation of \( \mathcal{C}_{(6)}^{(6)} \)

Let us recall

\[ \begin{align*}
\mathcal{C}_{\mu \beta} &= 16\pi Gm_2 \int u_{1 \beta}(\tau) d\tau \int d^3 k \frac{ik_\mu}{k^2} \int d\tau' e^{ik \cdot b_0 e^{i(u_1 \tau + \delta z_1(\tau) - u_2 \tau' - \delta z_2(\tau'))}} \\
&\quad = 16\pi Gm_2 \int d\tau d\tau' \int d^3 k \frac{ik_\mu e^{ik \cdot b_0}}{k^2} e^{ik \cdot u_1 \tau} e^{-ik \cdot u_2 \tau'} [u_{1 \beta} (e^{ik \cdot \delta z_1(\tau)} + e^{-ik \cdot \delta z_2(\tau') - 1} + \delta u_{1 \beta}(\tau))] (C1)
\end{align*} \]
We will compute separately the following four terms

\[ C_{\mu\beta}^{(1)} = 16\pi G m \int d\tau d\tau' \int \frac{d^4k}{(2\pi)^4} \frac{ik_{\mu} e^{ik\cdot b_0}}{k^2} e^{ik\cdot u_\tau} e^{-ik\cdot u_{\tau'}} e^{ik\cdot \delta z_1(\tau)} \]

\[ C_{\mu\beta}^{(2)} = 16\pi G m \int d\tau d\tau' \int \frac{d^4k}{(2\pi)^4} \frac{ik_{\mu} e^{ik\cdot b_0}}{k^2} e^{ik\cdot u_\tau} e^{-ik\cdot u_{\tau'}} e^{-ik\cdot \delta z_2(\tau')} \]

\[ C_{\mu\beta}^{(3)} = -16\pi G m \int d\tau d\tau' \int \frac{d^4k}{(2\pi)^4} \frac{ik_{\mu} e^{ik\cdot b_0}}{k^2} e^{ik\cdot u_\tau} e^{-ik\cdot u_{\tau'}} \]

\[ C_{\mu\beta}^{(4)} = 16\pi G m \int d\tau d\tau' \int \frac{d^4k}{(2\pi)^4} \frac{ik_{\mu} e^{ik\cdot b_0}}{k^2} e^{ik\cdot u_\tau} e^{-ik\cdot u_{\tau'}} \delta u_{1\beta}(\tau) . \quad \text{(C2)} \]

1. Computation of \( C_{\mu\beta}^{(1)} \)

We find

\[ C_{\mu\beta}^{(1)} = 16\pi G m \int d\tau d\tau' \int \frac{d^4k}{(2\pi)^4} \frac{ik_{\mu} e^{ik\cdot b_0}}{k^2} e^{ik\cdot u_\tau} e^{-ik\cdot u_{\tau'}} e^{ik\cdot \delta z_1(\tau)} \]

\[ = 16\pi G m \int d\tau \int \frac{d^4k}{(2\pi)^4} \frac{ik_{\mu} e^{ik\cdot b_0}}{k^2} e^{ik\cdot u_\tau} e^{-ik\cdot \delta z_1(\tau)} \delta (k \cdot u_2) \]

\[ = 16\pi G m \int d\tau \int \frac{d^4k}{(2\pi)^4} \frac{dk \cdot d(\gamma^{-1}k_{\beta}^\nu)_{\gamma\beta} k_{2\beta}}{(2\pi)^3} i[P(u_2)k]_{\mu} e^{iP(u_2)k_{\beta}^\nu(b_0+u_\tau^\nu+\delta z_1(\tau))} [P(u_2^\nu)]^2 \]

\[ \text{(C3)} \]

Let us introduce the vectors

\[ \xi = b_0 + u_\tau^\nu + \delta z_1(\tau), \quad \eta = P(u_2^\nu) \xi, \]

such that

\[ P(u_2^\nu)k \cdot \xi = k^\nu(b_0 + \delta z_1^\nu) + (\gamma^{-1}k_{\beta}^\nu)[\sqrt{\gamma^2 - 1} + \gamma \delta z_1^\nu] \]

\[ \eta = (b_0 + \delta z_1^\nu) \partial_x + [\sqrt{\gamma^2 - 1} + \gamma \delta z_1^\nu] e(u_2^\nu)_{2\nu}. \]

A straightforward computation shows that

\[ \epsilon_{x\beta}^{(1)} = \epsilon_{y\beta}^{(1)} = 0. \quad \text{(C6)} \]

2. Computation of \( C_{\mu\beta}^{(2)} \)

\[ C_{\mu\beta}^{(2)} = 16\pi G m \int d\tau d\tau' \int \frac{d^4k}{(2\pi)^4} \frac{ik_{\mu} e^{ik\cdot b_0}}{k^2} e^{ik\cdot u_\tau} e^{-ik\cdot u_{\tau'}} e^{-ik\cdot \delta z_2(\tau')} \]

\[ = 16\pi G m \int d\tau' \int \frac{d^4k}{(2\pi)^4} \frac{ik_{\mu} e^{ik\cdot b_0}}{k^2} e^{ik\cdot u_\tau} e^{-ik\cdot u_{\tau'}} e^{-ik\cdot \delta z_2(\tau')} \]

\[ = 16\pi G m \int d\tau' \int \frac{d^4k}{(2\pi)^4} \frac{dk \cdot d(\gamma^{-1}k_{\beta}^\nu)_{\gamma\beta} k_{2\beta}}{(2\pi)^3} i[P(u_2^\nu)]_{\mu} e^{iP(u_2^\nu)k_{\beta}^\nu(b_0+u_\tau^\nu+\delta z_2(\tau))} [P(u_2^\nu)]^2. \]

\[ \text{(C7)} \]

Let us introduce the vectors

\[ \xi = b_0 - u_\tau^\nu - \tau' - \delta z_2(\tau'), \quad \eta = P(u_2^\nu) \xi \]

such that

\[ P(u_2^\nu)k \cdot \xi = k^\nu(b_0 - \delta z_2^\nu) + k_{\beta}^\nu[\sqrt{\gamma^2 - 1}\tau' - \delta z_2^\nu] \]

\[ \eta = (b_0 - \delta z_2^\nu) \partial_x + [\sqrt{\gamma^2 - 1}\tau' - \delta z_2^\nu] \partial_y. \]

Proceeding as before one finds

\[ \epsilon_{x\beta}^{(2)} = \epsilon_{y\beta}^{(2)} = 0. \quad \text{(C10)} \]
3. Computation of $C_{\mu\beta}^{(3)}$

\[
C_{\mu\beta}^{(3)} = -16\pi Gm_2 u_1^\beta \frac{\partial}{\partial \eta^\beta} \int \int d\tau d\tau' \int \frac{d^4k}{(2\pi)^4} \frac{e^{ikb_0} e^{ik\eta^\beta}}{k^2} e^{ik\eta^\beta} e^{-iku_2^\tau} \delta(ku_2^\tau) \delta(k\cdot u^\tau_2) \\
= -16\pi Gm_2 u_1^\beta \frac{\partial}{\partial \eta^\beta} \int \frac{d^4k}{(2\pi)^2} \frac{e^{ikb_0} e^{ik\eta^\beta}}{k^2} \delta(k\cdot u^\beta_2) \\
= 8Gm_2 u_1^\beta \frac{b_0^\mu}{b_0^\eta}. \quad (C11)
\]

Also in this case $C_{xy}^{(3)} = C_{yz}^{(3)} = 0$.

4. Computation of $C_{\mu\beta}^{(4)}$

We have

\[
C_{\mu\beta}^{(4)} = 16\pi Gm_2 \int \int d\tau d\tau' \int \frac{d^4k}{(2\pi)^3} \frac{e^{iP(u_2^\beta)k^\beta}}{|P(u_2^\beta)k^2|} \frac{1}{\gamma} \delta(k^0 + \gamma^{-1}\sqrt{\gamma^2 - 1}k^\mu} \\
= 16\pi Gm_2 \int d\tau \delta u_{1\beta}(\tau) \frac{\partial}{\partial \eta^\mu} \int \frac{dk}{(2\pi)^3} \frac{e^{iP(u_2^\beta)k^\beta}}{|P(u_2^\beta)k^2|} \frac{1}{\gamma} \delta(k^0 + \gamma^{-1}\sqrt{\gamma^2 - 1}k^\mu} \\
= 4Gm_2 \int d\tau \delta u_{1\beta}(\tau) \frac{\partial}{\partial \eta^\mu} \frac{\eta^\mu}{\sqrt{b_0^2 + (\gamma^2 - 1)\tau^2}} \\
= C_{\mu\beta}^{(4)} \delta^\tau_\beta + C_{\mu\beta}^{(4)} \delta^\eta_\beta. \quad (C14)
\]

In particular

\[
C_{xy}^{(4)} = 2G^2m_2^2 \gamma(\gamma^2 - 3) \frac{1}{b_0^2}, \quad C_{yz}^{(4)} = 2G^2m_2^2 \gamma(\gamma^2 - 1) \frac{1}{b_0^2}. \quad (C15)
\]

We can now proceed summing up all the various contributions (generated by the the first order in $\hbar$ terms of the metric) entering $\Lambda_{12}^1$, i.e., recalling Eq. (A10)

\[
\Lambda_{12}^1 = \frac{1}{2} (B_{xy} - B_{yz}) - \frac{1}{4} (C_{xy} - C_{yz}) = B_{[xy]} - \frac{1}{2} C_{[xy]} = \Lambda_{x}^x + \Lambda_{y}^y, \quad (C16)
\]
with \( \Lambda \Sigma x_y = \sum_{n=1}^{6} B^{(n)}_{[x y]} \) and \( \Lambda C x_y = - \frac{4}{3} \sum_{n=1}^{4} C^{(n)}_{[x y]} \). Summing up the various contributions to \( \Lambda \Sigma x_y \) we find:

\[
\begin{align*}
B^{(1)}_{[x y]} &= +12Gm_2 \frac{\gamma}{b_0} + 0 \\
B^{(2)}_{[x y]} &= 0 \\
B^{(3)}_{[x y]} &= 0 \\
B^{(4)}_{[x y]} &= -4Gm_2 \frac{\gamma}{b_0} -2G^2 m_2 \left( \frac{1}{2} \pi (2\gamma^2 + 1) - \frac{2(2\gamma^2 - 1)}{\gamma^2 - 1} \right) \frac{\gamma}{b_0} \\
B^{(5)}_{[x y]} &= -4Gm_2 \frac{\gamma}{b_0} -2G^2 m_1 m_2 \left( \frac{1}{2} \pi (2\gamma^2 + 1) - \frac{2(2\gamma^2 - 1)}{\gamma^2 - 1} \right) \frac{\gamma}{b_0} \\
B^{(6)}_{[x y]} &= 0 - \pi G^2 m_1 m_2 \frac{\gamma(2\gamma^2 - 3)}{b_0} + \pi G^2 m_1 m_2 \frac{(2\gamma^2 - 1)}{b_0} \gamma \frac{\gamma}{b_0} 
\end{align*}
\]

(C17)

Similarly, summing the various contributions to \(-2\Lambda C x_y = \sum_{n=1}^{4} C^{(n)}_{[x y]} \) we find:

\[
\begin{align*}
C^{(1)}_{[x y]} &= 0 + 0 \\
C^{(2)}_{[x y]} &= 0 + 0 \\
C^{(3)}_{[x y]} &= 0 + 0 \\
C^{(4)}_{[x y]} &= 0 + \pi G^2 m_2 \frac{\gamma(2\gamma^2 - 3)}{b_0} \frac{1}{b_0} - \pi G^2 m_2 \pi \frac{(2\gamma^2 - 1)}{b_0} \frac{1}{b_0} 
\end{align*}
\]

(C18)

Including the quadratic term

\[
\int_{-\infty}^{\infty} d\tau \int_{-\infty}^{\tau} d\tau' \omega_1(\tau) \omega_2(\tau') \frac{\gamma}{b_0} = - \frac{\pi G^2 m_2 \gamma(4\gamma^2 - 3)}{2 b_0^2 (\gamma^2 - 1)}
\]

(C19)

and comparing with our previous computations (those using only the 1PM metric), namely

\[
\Lambda^{(1,2)} = \frac{4Gm_1 \gamma}{b_0} + \frac{\gamma G^2 m_2 (2\gamma^2 + 1)\pi}{b_0^2} - \frac{4G^2 m_2 \gamma(2\gamma^2 - 1)}{b_0^2 (\gamma^2 - 1)} [h_1] \\
- \frac{2G^2 m_1 m_2 \gamma(2\gamma^2 - 1)}{b_0^2 (\gamma^2 - 1)} [\delta u_2] \\
+ \frac{G^2 m_2 \gamma(2\gamma^2 + 1)}{b_0^2} - \frac{4G^2 m m_2 \gamma(2\gamma^2 - 1)}{b_0^2 (\gamma^2 - 1)} [\delta r_2] \\
+ \frac{G^2 m_2 \gamma(2\gamma^2 - 1)}{2b_0^2 (\gamma^2 - 1)} [\delta u_1^2] \\
- \frac{G^2 m_2 \gamma(2\gamma^2 - 1)(2\gamma^2 - 3)}{2b_0^2 (\gamma^2 - 1)} [\delta u_1^0] \\
- \frac{G^2 m_2 \gamma(4\gamma^2 - 3)}{2 b_0^2 (\gamma^2 - 1)} [\omega_1 \omega_1^0]
\]

(C20)

we find complete agreement.

**Appendix D: The impact parameter at 1PM order**

The explicit calculation showing the relation between \( b \) and \( b_0 \) uses

\[
L_{\lambda} = U^a a_\sigma \epsilon_{\mu \nu \lambda} (m_1 z_1^\mu (\tau) u_1^\nu (\tau) + m_2 z_2^\mu (\tau') u_2^\nu (\tau'))
\]

(D1)

where \( U^a \) has been defined in Eq. (41). We find

\[
\begin{align*}
L_0 &= mb \sinh \alpha \\
\delta L &= \left[ m_2 \sqrt{\gamma^2 - 1} (\delta u_2^\tau \tau' - \delta z_2^\tau (\tau')) \\
&\quad + m_1 b \delta u_1^\tau (\tau) \cosh \alpha \\
&\quad - [m_2 \gamma (\delta u_2^\tau \tau' - \delta z_2^\tau (\tau'))] \sinh \alpha \right]
\end{align*}
\]

(D2)
In this expression \( \tau \) must be replaced by its functional link with \( \tau' \) implied by the definition of center-of-mass frame:

\[
U_{\text{as}} \cdot (z_2(\tau') - z_1(\tau)) = 0 ,
\]

that is

\[
\tau = (\gamma_0 - \sqrt{\gamma^2 - 1} \tanh \alpha) \tau' + G\delta \tau' .
\]

We see that it is enough to know the relation \( \tau \) vs \( \tau' \) at the zeroth order in \( G \), which implies

\[
\delta L = m_1 \sinh \alpha ( (\delta u_2^x(\tau') \tau' - \delta z_2^x(\tau')) \\
- (\delta u_1^x(\tau) \tau - \delta z_1^x(\tau)) ) \\
+ m_1 b \cosh \alpha \delta u_1^y(\tau) .
\]

Taking into account that for \( \tau \to +\infty \)

\[
\frac{S(\tau)}{D(\tau)} = \frac{S - 1}{\sqrt{\gamma^2 - 1}} + O \left( \frac{1}{\gamma} \right) ,
\]

we find

\[
\delta u_2^x(\tau') \tau' - \delta z_2^x(\tau') = \begin{cases} 
    +\infty & -G m_2 \frac{1-\gamma^2}{\gamma^2-1} \\
    -\infty & -G m_1 \frac{1-\gamma^2}{\gamma^2-1} 
\end{cases}
\]

and

\[
\delta u_1^x(\tau) \tau - \delta z_1^x(\tau) = \begin{cases} 
    +\infty & G m_1 \frac{1-\gamma^2}{\gamma^2-1} \\
    -\infty & +G m_2 \frac{1-\gamma^2}{\gamma^2-1} 
\end{cases}
\]

Moreover,

\[
\lim_{\tau' \to -\infty} \delta u^y(\tau) = 0 .
\]

Taking the limit \( \tau' \to -\infty \) gives

\[
L_- = m_1 b_0 \sinh \alpha + G \frac{(2\gamma^2 - 1)}{\gamma^2 - 1} m_1 (m_1 + m_2) \sinh \alpha \\
= m_1 \sinh \alpha (b_0 + G\delta b) ,
\]

and hence

\[
\delta b = \frac{(2\gamma^2 - 1)}{\gamma^2 - 1} (m_1 + m_2) .
\]

Taking the limit \( \tau' \to +\infty \) gives exactly the same limit, i.e.,

\[
L_+ = m_1 b_0 \sinh \alpha + G \frac{(2\gamma^2 - 1)}{\gamma^2 - 1} m_1 (m_1 + m_2) \sinh \alpha ,
\]

in agreement with previous results.
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