ON THE LOG-CONCAVITY OF HILBERT SERIES OF VERONESE SUBRINGS AND EHRHART SERIES
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Abstract. For every positive integer \( n \), consider the linear operator \( U_n \) on polynomials of degree at most \( d \) with integer coefficients defined as follows: if we write \( \frac{h(t)}{(1-t)^{d+1}} = \sum_{m \geq 0} g(m) t^m \), for some polynomial \( g(m) \) with rational coefficients, then \( U_n h(t) = \sum_{m \geq 0} g(nm) t^m \). We show that there exists a positive integer \( n_d \) depending only on \( d \), such that if \( h(t) \) is a polynomial of degree at most \( d \) with nonnegative integer coefficients and \( h(0) = 1 \), then for \( n \geq n_d \), \( U_n h(t) \) has simple, real, negative roots and positive, strictly log concave and strictly unimodal coefficients. Applications are given to Ehrhart \( \delta \)-polynomials and unimodular triangulations of dilations of lattice polytopes, as well as Hilbert series of Veronese subrings of Cohen–Macaulay graded rings.

1. Introduction

Fix a positive integer \( d \). If \( h(t) = h_0 + h_1 t + \cdots + h_d t^d \) is a nonzero polynomial of degree at most \( d \) with nonnegative integer coefficients and \( h_0 = 1 \), then

\[
\frac{h(t)}{(1-t)^{d+1}} = \sum_{m \geq 0} g(m) t^m,
\]

where \( g(m) = \sum_{i=0}^{d} h_i \binom{m+d-i}{d} \) is a polynomial of degree \( d \) with rational coefficients. For every positive integer \( n \), define \( U_n h(t) \) to be the polynomial of degree at most \( d \) with integer coefficients satisfying

\[
\frac{U_n h(t)}{(1-t)^{d+1}} = \sum_{m \geq 0} g(nm) t^m,
\]

and write \( U_n h(t) = h_0(n) + h_1(n) t + \cdots + h_d(n) t^d \). The (Hecke) operator \( U_n \) was studied by Gil and Robins in a more general setting [15] and more recently by Brenti and Welker [6]. The goal of this paper is to show that there exists a positive integer \( n_d \), depending only on \( d \), such that \( U_n h(t) \) is well-behaved, in a sense to be defined, for \( n \geq n_d \).

Our main motivating example comes from the theory of lattice point enumeration of polytopes. More specifically, let \( N \) be a lattice of rank \( n \) and set \( N_{\mathbb{R}} := N \otimes_{\mathbb{Z}} \mathbb{R} \). A lattice polytope \( P \subset N_{\mathbb{R}} \) is the convex hull of finitely many points in \( N \). Fix a \( d \)-dimensional lattice polytope \( P \subset N_{\mathbb{R}} \) and, for each positive integer \( m \), let \( f_P(m) := \# (mP \cap N) \) denote the number of lattice points in the \( m \)'th dilate of \( P \). A famous theorem of...
Ehrhart [13] asserts that \( f_P(m) \) is a polynomial in \( m \) of degree \( d \), called the Ehrhart polynomial of \( P \), and \( f_P(0) = 1 \). Equivalently, the generating series of \( f_P(m) \) can be written in the form
\[
\frac{\delta_P(t)}{(1-t)^{d+1}} = \sum_{m \geq 0} f_P(m) t^m,
\]
where \( \delta_P(t) = \delta_0 + \delta_1 t + \cdots + \delta_d t^d \) is a polynomial of degree at most \( d \) with integer coefficients, called the \( \delta \)-polynomial of \( P \), and \( \delta_0 = 1 \). We call \((\delta_0, \delta_1, \ldots, \delta_d) \) the (Ehrhart) \( \delta \)-vector of \( P \); alternative names in the literature include Ehrhart \( h \)-vector and \( h^* \)-vector of \( P \). Stanley proved that the coefficients \( \delta_i \) are nonnegative [22]. In this case, \( U_n \delta_P(t) = \delta_n P(t) \) and we write \( \delta_n P(t) = \delta_0(n) + \delta_1(n) t + \cdots + \delta_d(n) t^d \).

More generally, let \( R = \oplus_{i \geq 0} R_i \) be a graded ring of dimension \( d+1 \) and assume that \( R_0 = k \) is a field and that \( R \) is finitely generated over \( R_0 \). The \( n \)’th Veronese subring of \( R \) is the graded ring \( R^{(n)} = \oplus_{i \geq 0} R_{in} \).

The behaviour of Veronese subrings for large \( n \) has been studied by Backelin [2] and Eisenbud, Reeves and Totaro [14]. The Hilbert function of \( R \) is defined by \( H(R, m) = \dim_k R_m \), for each nonnegative integer \( m \), and by a theorem of Hilbert [11] Theorem 4.1.3], \( H(R, m) \) is a polynomial in \( m \) of degree \( d \) for \( m \) sufficiently large. In fact, \( H(R, m) \) is a polynomial for \( m > a(R) \), where \( a(R) \) is the \( a \)-invariant of \( R \) and is defined in terms of the local cohomology of \( R \) [11 Section 3.6]. Observe that this implies that \( H(R^{(n)}, m) \) is a polynomial in \( m \) of degree \( d \) for \( n > a(R) \). Assume that \( R \) is Cohen–Macaulay and that \( R \) is a finite module over the \( k \)-subalgebra of \( R \) generated by \( R_1 \). If \( H(R, m) \) is a polynomial in \( m \) then it can be seen as in [11 Corollary 4.1.10] that
\[
\frac{h_0 + h_1 t + \cdots + h_d t^d}{(1-t)^{d+1}} = \sum_{m \geq 0} H(R, m) t^m,
\]
for some nonnegative integers \( h_i \), with \( h_0 = 1 \). For every positive integer \( n \), the numerator of the generating series of \( H(R^{(n)}, m) \) has the form \( (1-t)^{d+1} \sum_{m \geq 0} H(R^{(n)}, m) t^m = U_n (h_0 + h_1 t + \cdots + h_d t^d) \). Returning to our previous example, if \( N' = N \times Z \) and \( \sigma \) denotes the cone over \( P \times \{1\} \) in \( N'_{\mathbb{R}} \), then the semigroup algebra \( R = k[\sigma \cap N'] \) is graded by the projection \( u : N' \to Z \) and satisfies the above assumptions [11 Theorem 6.3.5]. In this case, \( H(R, m) = f_P(m) \) is the Ehrhart polynomial of \( P \) and \( U_n (h_0 + h_1 t + \cdots + h_d t^d) = \delta_n P(t) \).

A sequence of positive integers \((a_0, \ldots, a_d)\) is strictly log concave if \( a_i^2 > a_{i-1}a_{i+1} \) for \( 1 \leq i \leq d - 1 \) and is strictly unimodal if \( a_0 < a_1 < \cdots < a_j \) and \( a_{j-1} > a_{j+1} > \cdots > a_d \) for some \( 0 \leq j \leq d \). One easily verifies that if \((a_0, \ldots, a_d)\) is strictly log concave then it is strictly unimodal. An induction argument implies that if the polynomial \( a_0 + a_1 t + \cdots + a_d t^d \) has negative real roots then the sequence \((a_0, \ldots, a_d)\) is strictly log concave and hence strictly unimodal. Brenti and Welker recently proved the following theorem [6 Theorem 1.4].

**Theorem 1.1** (Brenti–Welker). For any positive integer \( d \), there exist real numbers \( \alpha_1 < \alpha_2 < \cdots < \alpha_{d-1} < \alpha_d = 0 \) such that, if \( h(t) = h_0 + h_1 t + \cdots + h_d t^d \) is a polynomial of degree at most \( d \) with nonnegative integer coefficients and \( h_0 = 1 \), then for \( n \) sufficiently large, \( U_n h(t) \) has negative real roots \( \beta_1(n) < \beta_2(n) < \cdots < \beta_{d-1}(n) < \beta_d(n) < 0 \) and \( \beta_i(n) \to \alpha_i \) as \( n \to \infty \).

Let \( w = (w_1, \ldots, w_d) \) be a permutation of \( d \) elements. A descent of \( w \) is an index \( 1 \leq j \leq d - 1 \) such that \( w_{j+1} < w_j \). If \( A(d, i) \) denotes the number of permutations of \( d \) elements with \( i - 1 \) descents, then the

1In [6], the notation \( \beta_i(n) \) is used for the reciprocals of the roots.
polynomial $A_d(t) = \sum_{i=1}^{d} A(d, i) t^i$ is called an Eulerian polynomial and the roots of $\prod_{i=1}^{d} A(d, i) t^i$ are simple, real and strictly negative \cite{12} p. 292, Exercise 3]. We are ready to state our main result and emphasise that the real content of Theorem 1.2 is the statement that the constants $m_d$ and $n_d$ below only depend on $d$ (and not on $h(t)$).

**Theorem 1.2.** Fix a positive integer $d$ and let $\rho_1 < \rho_2 < \cdots < \rho_d = 0$ denote the roots of the Eulerian polynomial $A_d(t)$. There exist positive integers $m_d$ and $n_d$ such that, if $h(t)$ is a polynomial of degree at most $d$ with nonnegative integer coefficients and $h(0) = 1$, then for $n \geq n_d$, $U_n h(t)$ has negative real roots $\beta_1(n) < \beta_2(n) < \cdots < \beta_{d-1}(n) < \beta_d(n) < 0$ with $\beta_i(n) \to \rho_i$ as $n \to \infty$, and the coefficients of $U_n h(t)$ are positive, strictly log concave, and satisfy $h_i(n) < m_d h_d(n)$ for $0 \leq i \leq d$. Furthermore, we may choose $n_d$ such that, if additionally $h_0 + \cdots + h_{i+1} \geq h_i + \cdots + h_{d-i}$ for $0 \leq i \leq \lfloor \frac{d}{2} \rfloor - 1$, then

$$h_0 = h_0(n) < h_d(n) < h_1(n) < \cdots < h_i(n) < h_{d-i}(n) < h_{i+1}(n) < \cdots < h_{\lfloor \frac{d-i}{2} \rfloor}(n) = m_d h_d(n).$$

If $h(t) = \delta_P(t)$ then assumptions of the above theorem hold by a result of Hibi \cite{16}, and we deduce the following corollary.

**Corollary 1.3.** Fix a positive integer $d$ and let $\rho_1 < \rho_2 < \cdots < \rho_d = 0$ denote the roots of the Eulerian polynomial $A_d(t)$. There exists positive integers $m_d$ and $n_d$ such that, if $P$ is a $d$-dimensional lattice polytope and $n \geq n_d$, then $\delta_{n, P}(t)$ has negative real roots $\beta_1(n) < \beta_2(n) < \cdots < \beta_{d-1}(n) < \beta_d(n) < 0$ with $\beta_i(n) \to \rho_i$ as $n \to \infty$, and the coefficients of $\delta_{n, P}(t)$ are positive, strictly log concave, and satisfy

$$1 = \delta_0(n) < \delta_d(n) < \delta_1(n) < \cdots < \delta_i(n) < \delta_{d-i}(n) < \delta_{i+1}(n) < \cdots < \delta_{\lfloor \frac{d-i}{2} \rfloor}(n) = m_d \delta_d(n).$$

We also have the following application to Veronese subrings of graded rings.

**Corollary 1.4.** Fix a positive integer $d$ and let $\rho_1 < \rho_2 < \cdots < \rho_d = 0$ denote the roots of the Eulerian polynomial $A_d(t)$. There exists positive integers $m_d$ and $n_d$ such that, if $R = \oplus_{i \geq 0} R_i$ is a finitely generated graded ring over a field $R_0 = k$, which is Cohen–Macauley and module finite over the $k$-subalgebra of $R$ generated by $R_1$, and if the Hilbert function $H(R, m)$ is a polynomial in $m$ and we write

$$\frac{U_n h(t)}{(1 - t)^{d+1}} = \sum_{m \geq 0} H(R^{(m)}, m) t^m,$$

for each positive integer $n$, then for $n \geq n_d$, $U_n h(t)$ has negative real roots $\beta_1(n) < \beta_2(n) < \cdots < \beta_{d-1}(n) < \beta_d(n) < 0$ with $\beta_i(n) \to \rho_i$ as $n \to \infty$, and the coefficients of $U_n h(t)$ are positive, strictly log concave, and satisfy $h_i(n) < m_d h_d(n)$ for $0 \leq i \leq d$.

It is an open problem to determine the optimal choices for the integers $m_d$ and $n_d$ in Theorem 1.2 and Corollaries 1.3 and 1.4. In this direction, we show that for any positive integer $d$ and $n \geq d$, if $h(t)$ satisfies certain inequalities, then $h_{i+1}(n) > h_{d-i}(n)$ for $i = 0, \ldots, \lfloor \frac{d}{2} \rfloor - 1$ (Theorem 4.6). In particular, this holds when $h(t) = \delta_P(t)$ (Example 4.7).

We now explain our original motivation for this paper. A triangulation $\tau$ of the polytope $P$ with vertices in $N$ is unimodular if for any simplex of $\tau$ with vertices $v_0, v_1, \ldots, v_d$, the vectors $v_i - v_0, \ldots, v_d - v_0$ form a basis of $N$. While every lattice polytope can be triangulated into lattice simplices, it is far from true that every lattice polytope admits a unimodular triangulation (for an easy example, consider the convex
hull of \((1,0,0), (0,1,0), (0,0,1),\) and \((1,1,1)\). The following theorem, however, says that we can obtain a unimodular triangulation if we allow our polytope to be dilated.

**Theorem 1.5** (Knudsen–Mumford–Waterman [18]). For every lattice polytope \(P\), there exists an integer \(n\) such that \(nP\) admits a regular unimodular triangulation.

For a general reference on triangulations, including regular ones, see [20]. If \(P\) admits a unimodular triangulation, then every multiple \(nP\) admits such a triangulation (this follows from the general theory of Knudsen–Mumford triangulations; see [8, Remark 3.19]). Thus Theorem 1.5 implies that \(knP\) admits a unimodular triangulation for \(k \in \mathbb{Z}_{>0}\). There are several conjectured stronger versions of Theorem 1.5 (see, for example, [9, 10]):

**Conjecture 1.6.** (a) For every lattice polytope \(P\), there exists an integer \(m\) such that \(nP\) admits a regular unimodular triangulation for \(n \geq m\).
(b) For every \(d \in \mathbb{Z}_{>0}\), there exists an integer \(n_d\) such that, if \(P\) is a \(d\)-dimensional lattice polytope, then \(n_dP\) admits a regular unimodular triangulation.
(c) For every \(d \in \mathbb{Z}_{>0}\), there exists an integer \(n_d\) such that, if \(P\) is a \(d\)-dimensional lattice polytope, then \(nP\) admits a regular unimodular triangulation for \(n \geq n_d\).

When \(d = 1\) or \(2\), every lattice polytope has a unimodular triangulation. For \(d = 3\), Conjecture 1.6(b) holds with \(n_3 = 4\) [17].

Conjecture 1.6 was the first motivation for our paper, and the following result [1, Theorem 1.3] was the second.

**Theorem 1.7** (Athanasiadis–Hibi–Stanley). If a \(d\)-dimensional lattice polytope \(P\) admits a regular unimodular triangulation, then the \(\delta\)-vector of \(P\) satisfies

(a) \(\delta_{i+1} \geq \delta_{d-i}\) for \(0 \leq i \leq \left\lfloor \frac{d}{2} \right\rfloor - 1\),

(b) \(\delta_{\left\lfloor \frac{d+1}{2} \right\rfloor} \geq \delta_{\left\lfloor \frac{d+1}{2} \right\rfloor + 1} \geq \cdots \geq \delta_{d-1} \geq \delta_d\),

(c) \(\delta_i \leq \left(\frac{d+1-i}{i} \right)\) for \(0 \leq i \leq d\).

In particular, if the \(\delta\)-vector of \(P\) is symmetric and \(P\) admits a regular unimodular triangulation, then the \(\delta\)-vector is unimodal.

In fact, the first inequality in the above theorem holds under the weaker assumption that the boundary of \(P\) admits a regular unimodular triangulation [23, Theorem 2.20]. There are (many) lattice polytopes for which some of the inequalities of Theorem 1.7 fail and one may hope to use Theorem 1.7 to construct a counter-example to Conjecture 1.6. However, a consequence of Corollary 1.3 and its proof is that this approach can not possibly work. More precisely, one can show that there exists a positive integer \(n_d\) such that if \(n \geq n_d\), then the inequalities in Theorem 1.7 hold for \(nP\).

We end the introduction with a brief outline of the contents of the paper. In Section 2 we develop some inequalities between the coefficients of polynomials with certain properties, and we remark that Theorem 2.11 might be interesting in its own right—it asserts that we can bound roughly half the coefficients of an Ehrhart polynomial in terms of the dimension of \(P\) and the surface area of \(P\). In Section 3 we express \(h_i(n)\)
as a sum of Eulerian polynomials for $1 \leq i \leq d$ and use this description to establish our main results. In Section 3 we consider bounds for $n_t$ and prove the aforementioned Theorem 3.6. We conclude in Section 5 with a conjecture on Ehrhart $\delta$-vectors.

2. Inequalities between Coefficients of Polynomials

Our setup in this section will be slightly more general than the one in the introduction. We fix the following notation throughout the paper. Let $h(t) = h_0 + h_1 t + \cdots + h_{d+1} t^{d+1}$ be a nonzero polynomial of degree at most $d+1$ with integer coefficients, and write

$$h_0 + \sum_{m \geq 1} g(m) t^m = \frac{h(t)}{(1 - t)^{d+1}},$$

where $g(m) = \sum_{i=0}^{d+1} h_i (\binom{m+i}{d})$ is a polynomial with rational coefficients. We write $g(t) = g_d t^d + g_{d-1} t^{d-1} + \cdots + g_0$ and will assume that $g_d = \sum_{i=d+1}^{\infty} h_i$ is positive and hence bounded below by $\frac{1}{d!}$. One can verify that $h_{d+1} = (-1)^d (g(0) - h_0)$ and we will often assume that $h(t)$ is a polynomial of degree at most $d$, in which case $g(0) = h_0$.

Example 2.1. A lattice complex $K$ in a lattice $N$ is a simplicial complex in $\mathbb{R}^d$ whose vertices lie in $N$. A lattice complex is pure of dimension $r$ if all its maximal simplices have dimension $r$. Let $K$ be a pure lattice complex of dimension $r$ and, for each positive integer $m$, let $f_K(m) := \# (mK \cap N)$ denote the number of lattice points in the $m$th dilate of $K$. Ehrhart’s theorem implies that $f_K(m)$ is a polynomial in $m$ of degree $r$. If we write $1 + \sum_{m \geq 1} f_K(m) t^m = \frac{\delta_K(t)}{(1-t)^{r+1}}$, then Betke and McMullen [5] showed that $\delta_K(t)$ has nonnegative coefficients if $K$ is homeomorphic to a ball or a sphere. Moreover, $\delta_K(t)$ has degree at most $r$ when $K$ is homeomorphic to a ball and the coefficients of $\delta_K(t)$ are symmetric when $K$ is homeomorphic to a sphere. For example, a $d$-dimensional lattice polytope $P$ is homeomorphic to a $d$-ball and can be given the structure of a pure lattice complex of dimension $d$. Its boundary $\partial P$ is homeomorphic to a $(d-1)$-sphere and can be given the structure of a pure lattice complex of dimension $d-1$.

The following inequalities and their proof are a slight generalisation of [5] Theorem 6. Recall that the Stirling number $S_i(d)$ of the first kind is the coefficient of $t^i$ in $\prod_{j=0}^{d-1} (t - j)$; note that $(-1)^{d-r} S_r(d) > 0$ for $i \geq 1$.

Theorem 2.2 (Betke–McMullen). With the notation of [11], if $h_i \geq 0$ for $0 \leq i \leq d+1$, then for any $1 \leq r \leq d-1$,

$$g_r \leq (-1)^{d-r} S_r(d) g_d + \frac{(-1)^{d-r-1} h_0 S_{r+1}(d)}{(d-1)!}.$$

Proof. By definition, $g_r = \sum_{i=0}^{d+1} h_i (\binom{m+i}{d})$, where $h_i (\binom{m+i}{d})$ denotes the coefficient of $m^i$ in $\binom{m+i}{d}$. Observe that $\binom{m+i}{d} \geq (\binom{m}{d})$, for $2 \leq i \leq d+1$, and hence, by the nonnegativity of the $h_i$, $g_r \leq h_0 (\binom{m}{d}) + \sum_{i=1}^{d+1} h_i (\binom{m+i}{d})$. Using the fact that $d! g_d = \sum_{i=0}^{d+1} h_i$ and applying a binomial identity, we get $g_r \leq h_0 (\binom{m+1}{d}) + d! g_d (\binom{m+1}{d})$. Observing that $\binom{m+1}{d} > (\binom{m}{d})$, which is the coefficient of $(m+1)^{r+1}$ in $(-1)^{d-r+1} \prod_{j=0}^{d-1} (m+j)$, we conclude that $\binom{m+1}{d} = \frac{(-1)^{d-r-1} S_{r+1}(d)}{(d-1)!}$. Similarily, one can verify that $\binom{m+1}{d} = \frac{(-1)^{d-r} S_r(d)}{d!}$ and the result follows. \qed
Lemma 2.4. A polynomial following lemmas, the first of which is motivated by similar results in [23].

Remark □

We can strengthen these inequalities if we put further restrictions on the coefficients $h_i$. We will need the following lemmas, the first of which is motivated by similar results in [23].

Lemma 2.4. A polynomial $h(t) = h_0 + h_1 t + \cdots + h_{d+1} t^{d+1}$ with integer coefficients has a unique decomposition $h(t) = a(t) + b(t)$, where $a(t)$ and $b(t)$ are polynomials with integer coefficients satisfying $a(t) = t^d a\left(\frac{1}{t}\right)$ and $b(t) = t^{d+1} b\left(\frac{1}{t}\right)$.

Proof. Let $a_i$ and $b_i$ denote the coefficients of $t^i$ in $a(t)$ and $b(t)$ respectively, and set

$$
(2) \quad a_i = h_0 + \cdots + h_i - h_{d+1} - \cdots - h_{d+1-i},
$$
$$
b_i = -h_0 - \cdots - h_{i-1} + h_{d+1} + \cdots + h_{d+1-i}.
$$

We see that $h(t) = a(t) + b(t)$ and

$$
a_i - a_{d-i} = h_0 + \cdots + h_i - h_{d+1} - \cdots - h_{d-1+i} - h_0 - \cdots - h_{d-i} + h_{d+1} + \cdots + h_{i+1} = 0,
$$
$$
b_i - b_{d+1-i} = -h_0 - \cdots - h_{i-1} + h_{d+1} + \cdots + h_{d+1-i} + h_0 + \cdots + h_{d-i} - h_{d+1} - \cdots - h_1 = 0,
$$

for $0 \leq i \leq d + 1$. Hence we obtain our desired decomposition and one easily verifies the uniqueness assertion.

Remark 2.5. Alternatively, to prove the above lemma, one can check that $a(t) = \frac{h(t) - t^{d+1} h(t^{-1})}{1 - t}$ and $b(t) = \frac{-t h(t) + t^{d+1} h(t^{-1})}{1 - t}$.

Remark 2.6. It follows from [2] that $a(t)$ is nonzero with nonnegative integer coefficients if and only if $h_0 + \cdots + h_i \leq h_{d+1} + \cdots + h_{d+1-i}$ for $0 \leq i \leq \left\lfloor \frac{d}{2} \right\rfloor$, with at least one of these inequalities strict. The coefficients of $a(t)$ are positive if and only if each of the above inequalities are strict. Since $a_{i+1} - a_i = h_{i+1} - h_{d-i}$, we see that the coefficients of $a(t)$ are unimodal (resp. strictly unimodal) if and only if $h_{i+1} \geq h_{d-i}$ (resp. $h_{i+1} > h_{d-i}$) for $0 \leq i \leq \left\lfloor \frac{d}{2} \right\rfloor - 1$.

Example 2.7. If $P$ is a $d$-dimensional lattice polytope and we write $\delta_F(t) = a(t) + b(t)$ as in Lemma 2.4 then [23, Theorem 2.14] implies that $1 = a_0 \leq a_1 \leq a_i$ for $2 \leq i \leq d-1$. In particular, $a(t)$ has degree $d$ and positive integer coefficients. We have $\delta_0 = 1 > \delta_{d+1} = 0$ and, by the above remark, $\delta_0 + \cdots + \delta_i \leq \delta_{d+1} + \cdots + \delta_{d+1-i}$, for $1 \leq i \leq \left\lfloor \frac{d}{2} \right\rfloor$. The latter inequalities were proved by Hibi [19], and the fact that the coefficients of $a(t)$ are positive implies that all of the inequalities are in fact strict.

Lemma 2.8. With the notations of [11] and Lemma 2.4, if $g'(m) = g(m) - (-1)^d g(-m)$, then

$$
g(0) + \sum_{m \geq 1} g'(m) = \frac{a(t)}{(1-t)^2}.
$$
Proof. It is a standard fact (see, e.g., [4, Exercise 4.6]) that if \( G(t) = \sum_{m \geq 0} g(m) t^m \), then \( \sum_{m \geq 1} g(-m) t^m = -G(t^{-1}) \). Since \( G(t) = \frac{h(t)}{(1-t)^{d+1}} + g(0) - h_0 \), we see that \( \sum_{m \geq 1} g(-m) t^m = h_0 - g(0) - \frac{(-t)^{d+1} h(t^{-1})}{(1-t)^{d+1}} \). We compute, using Remark 2.3, \( g(0) + \sum_{m \geq 1} g'(m) = \frac{h(t)}{(1-t)^{d+1}} + (-1)^d \frac{(-t)^{d+1} h(t^{-1})}{(1-t)^{d+1}} = a(t) \).

\[ \square \]

Lemma 2.9. With the notations of \([1]\) and Lemma 2.7, \( g_d \geq \frac{1}{d!} \). Furthermore, if \( h_0 + \cdots + h_i \geq h_{d+1} + \cdots + h_{d+i-1} \) for \( 0 \leq i \leq \left\lfloor \frac{d}{2} \right\rfloor \), with at least one of these inequalities strict, then \( g_{d-1} \geq \frac{1}{2(d-1)!} \).

Proof. By assumption, \( g_d = \frac{1}{d!} \sum_{i=0}^{d+1} h_i \) is positive and hence bounded below by \( \frac{1}{d!} \). One verifies that the coefficient of \( m^{d-1} \) in \((m+d-i)^d\) is \( \frac{d+1-2i}{2(d-1)!} \) and hence \( g_{d-1} = \sum_i h_i \frac{d+1-2i}{2(d-1)!} \). By assumption, we have \( h_0 + \cdots + h_i \geq h_{d+1} + \cdots + h_{d+i-1} \) for \( 0 \leq i \leq d \), with at least one of these inequalities strict. Summing these inequalities gives \( \sum_{i=0}^{d+1} (d+1-i) h_i \geq \left( \sum_{i=0}^{d+1} i h_i \right) + 1 \) and we conclude that \( g_{d-1} = \sum_{i=0}^{d+1} h_i \frac{d+1-2i}{2(d-1)!} \geq \frac{1}{2(d-1)!} \).

\[ \square \]

Remark 2.10. It follows from the proof of Lemma 2.9 and (2) that if \( a(t) \) has degree \( d \) and positive integer coefficients, then \( g_{d-1} \geq \frac{d+1}{2(d-1)!} \). If \( P \) is a \( d \)-dimensional lattice polytope and \( h(t) = \delta_P(t) \), then, by Examples 2.3 and 2.7 we recover the well-known fact that the normalised surface area of \( P \) is at least \( \frac{d+1}{2(d-1)!} \).

In the case when \( P \) is a \( d \)-dimensional lattice polytope and \( h(t) = \delta_P(t) \), the existence of the following inequalities was suggested by Betke and McMullen in [3].

Theorem 2.11. With the notation of \([1]\), if \( h_0 + \cdots + h_i \geq h_{d+1} + \cdots + h_{d+i-1} \) for \( 0 \leq i \leq \left\lfloor \frac{d}{2} \right\rfloor \), with at least one of these inequalities strict, then

\[ g_{d-1-2r} \leq S_{d-1-2r}(d-1) g_{d-1} - \frac{(h_0 - h_{d+1}) S_{d-2r}(d-1)}{2(d-2)!} \quad \text{for} \quad 1 \leq r \leq \left\lfloor \frac{d-1}{2} \right\rfloor. \]

Proof. By Remark 2.6 and Lemma 2.9, the polynomial \( g'(m) = g(m) - (-1)^d g(-m) \) has degree \( d - 1 \) and positive leading coefficient and, by Lemma 2.8, \( g(0) + \sum_{m \geq 1} g(m) t^m = \frac{h(t)}{(1-t)^{d+1}} \). Since the coefficients of \( a(t) \) are nonnegative by Remark 2.6, applying Theorem 2.2 to \( a(t) \) yields inequalities on \( g'(t) \) and hence on \( g(t) \), namely, \( g_{d-1-2r} \leq S_{d-1-2r}(d-1) g_{d-1} - \frac{a_0 S_{d-2r}(d-1)}{2(d-2)!} \) for \( 1 \leq r \leq \left\lfloor \frac{d-1}{2} \right\rfloor \), where \( a_0 = h_0 - h_{d+1} \) by (2).

\[ \square \]

Example 2.12. If \( P \) is a \( d \)-dimensional lattice polytope and \( h(t) = \delta_P(t) \), then the assumptions of the above theorem hold by Remark 2.6 and Example 2.7, and hence we can bound the coefficients \( c_{d-1-2i} \) in terms of \( d \) and the normalised surface area \( 2 c_{d-1} \) of \( P \) (recalling Example 2.3). Betke and McMullen remark in [3] that there are examples showing that a similar bound for \( c_{d-2} \) in terms of \( d \) and \( c_{d-1} \) does not exist.

3. The Action of \( U_n \) on Integer Polynomials

We will continue with the notation of the previous section and assume from now on that \( h_0 = 1 \) and that \( h(t) \) has degree at most \( d \), so that

\[ \sum_{m \geq 0} g(m) t^m = \frac{h(t)}{(1-t)^{d+1}}. \]

Fix a positive integer \( n \), and recall that \( U_n h(t) \) is the polynomial of degree at most \( d \) with integer coefficients satisfying \( \sum_{m \geq 0} g(nm) t^m = \frac{U_n h(t)}{(1-t)^{d+1}} \). We will write \( U_n h(t) = h_0(n) + h_1(n) t + \cdots + h_d(n) t^d \). The goal of this section is to describe the behaviour of \( U_n h(t) \) for sufficiently large \( n \).
Example 3.1. If \( P \) is a \( d \)-dimensional lattice polytope and we set \( g(m) = fr(m) \), then, with the notation of the introduction, \( h(t) = \delta_P(t) \), \( U_n h(t) = \delta_{nP}(t) \) and \( h_i(n) = \delta_i(n) \).

The following well-known lemma should be compared with \([8\text{, Theorem 1.1}]\).

Lemma 3.2. If \( E_n \) is the linear operator that takes a polynomial as input, discards its terms with powers that are not divisible by \( n \), and divides each remaining power by \( n \), then

\[
U_n h(t) = E_n \left( h(t) \frac{(1 + t + \cdots + t^{n-1})^{d+1}}{(1 - t)^{d+1}} \right).
\]

Proof. We extend \( E_n \) to an operator on power series: given a degree-\( d \) polynomial \( h \), construct the polynomial \( g \) such that \( \sum_{m \geq 0} g(m) t^m = \frac{h(t)}{(1 - t)^{d+1}} \). Applying \( E_n \) to this rational generating function gives

\[
\sum_{m \geq 0} g(nm) t^m = E_n \left( \frac{h(t)}{(1 - t)^{d+1}} \right) = E_n \left( \frac{h(t) (1 + t + \cdots + t^{n-1})^{d+1}}{(1 - t)^{d+1}} \right).
\]

It follows from the definition that \( h_1(n) = g(n) - (d + 1) \) is a polynomial in \( n \) of degree \( d \) with positive leading coefficient. Our next goal will be to show that \( h_i(n) \) is a polynomial in \( n \) of degree \( d \) with positive leading coefficient for \( 1 \leq i \leq d \). Now we recall the Eulerian numbers \( A(d, i) \) from the introduction; they are positive and symmetric in the sense that \( A(d, i) = A(d, d + 1 - i) \geq 1 \) for \( 1 \leq i \leq d \) \([12\text{, p. 242}]\). The nonzero roots of the Eulerian polynomial \( A_d(t) = \sum_{i=1}^d A(d, i) t^i \) are real and negative \([12\text{, p. 292, Exercise 3}]\), and consequently we have

\[
A(d, i)^2 > A(d, i - 1)A(d, i + 1) \text{ for } 2 \leq i \leq d - 1
\]

\[
1 = A(d, 1) < A(d, 2) < \cdots < A(d, \left\lfloor \frac{d+1}{2} \right\rfloor)
\]

\[
1 = A(d, d) < A(d, d - 1) < \cdots < A(d, \left\lfloor \frac{d}{2} \right\rfloor + 1).
\]

If we set \( g(m) = m^d \), then \( h(t) = (1 - t)^{d+1} \sum_{m \geq 0} m^d t^m = A_d(t) \) \([12\text{, p.244}]\) and \( U_n A_d(t) = (1 - t)^{d+1} \sum_{m \geq 0} (nm)^d t^m = n^d A_d(t) \). With the convention that \( A_0(t) = 1 \), we deduce the following lemma.

Lemma 3.3. If \( g(m) = \sum_{j=0}^d g_j m^j \) then \( U_n h(t) = \sum_{j=0}^d g_j A_j(t)(1 - t)^{d-j} n^j \), for every positive integer \( n \). In particular, for \( 1 \leq i \leq d \), \( h_i(n) \) is a polynomial in \( n \) of degree \( d \) of the form

\[
h_i(n) = A(d, i) g_d n^d + (A(d - 1, i) - A(d - 1, i - 1)) g_{d-1} n^{d-1} + O(n^{d-2}).
\]

Proof. We compute

\[
U_n h(t) = (1 - t)^{d+1} \sum_{m \geq 0} g(nm) t^m = (1 - t)^{d+1} \sum_{j=0}^d g_j n^j \sum_{m \geq 0} m^j t^m = \sum_{j=0}^d (1 - t)^{d-j} g_j n^j A_j(t),
\]

and the second statement follows. \( \square \)

By Lemma 3.3 and the strict log concavity and strict unimodality of the Eulerian numbers, the integers \( h_i(n) \) are strictly log concave and strictly unimodal for \( n \) sufficiently large. Moreover, by the symmetry of the Eulerian numbers, \( h_{i+1}(n) - h_{d-i}(n) = 2(A(d-1, i) - A(d-1, i-1)) g_{d-1} n^{d-1} + O(n^{d-2}) \). Hence, if \( g_{d-1} > 0 \) then the strict unimodality of the Eulerian numbers implies that \( h_{i+1}(n) > h_{d-i}(n) \) for \( n \) sufficiently large and \( 0 \leq i \leq \left\lfloor \frac{d}{2} \right\rfloor - 1 \). In a similar direction, Brenti–Welker’s Theorem \([11]\) says that for \( n \) sufficiently large,
Lemma 3.4. Let \( p(n) = p_d n^d + p_{d-1} n^{d-1} + \cdots + p_0 \) be a polynomial of degree \( d \) with real coefficients. The complex roots of \( p(n) \) lie in the open disc

\[
\left\{ z \in \mathbb{C} : |z| < 1 + \max_{0 \leq j \leq d} \left| \frac{p_j}{p_d} \right| \right\}.
\]

We are now ready to prove our main result. Our method of proof should be compared with the proof of [3] Theorem 1.2(a), which gives a bound on the norm of the roots of the Ehrhart polynomial of a lattice polytope, and the proof of [2] Lemma 4.7.

Proof of Theorem 1.2. By Lemma 3.3, \( U_n h(t) = n^d g_d \left( A_d(t) + \sum_{j=0}^{d-1} \frac{g_j}{g_d n^d-j} A_j(t)(1-t)^{d-j} \right) \). Fix \( 0 < \epsilon \ll 1 \) and let \( M_i = \max_{t \in [\rho_i, \rho_i + \epsilon]} |A_d(t)| \) and \( M'_i = \max_{t \in [\rho_i - \epsilon, \rho_i]} |A_d(t)| \) for \( 1 \leq i \leq d \). Since \( g_d \geq \frac{1}{d!} \) by Lemma 2.4 and \( |S_j(d)| \leq d! \), Theorem 2.2 implies that

\[
(4) \quad \left| \frac{g_j}{g_d} \right| \leq \left| (-1)^{d-j} S_j(d) + (-1)^{d-j-1} \frac{S_{j+1}(d)}{g_d(d-1)} \right| \leq d! + d! d,
\]

for \( 1 \leq j \leq d - 1 \). Hence, there exists a positive integer \( N = N(d, \epsilon) \) such that if \( n \geq N(d, \epsilon) \), then

\[
\max_{t \in [\rho_i, \rho_i + \epsilon]} \left| \sum_{j=0}^{d-1} \frac{g_j}{g_d n^d-j} A_j(t)(1-t)^{d-j} \right| < M_i \quad \text{and} \quad \max_{t \in [\rho_i - \epsilon, \rho_i]} \left| \sum_{j=0}^{d-1} \frac{g_j}{g_d n^d-j} A_j(t)(1-t)^{d-j} \right| < M'_i,
\]

for \( 1 \leq i \leq d \). Since \( \rho_i \) is a simple root of \( A_d(t) \), it follows that for \( 1 \leq i \leq d \), there exists \( t_i \in [\rho_i, \rho_i + \epsilon] \) and \( t'_i \in [\rho_i - \epsilon, \rho_i] \) such that \( U_n h(t_i) \neq 0 \) and \( U_n h(t'_i) \neq 0 \) have different signs. Observe that since \( U_n h(0) = h_0 > 0 \), we may and will set \( t_d = \rho_d = 0 \). We conclude that, for \( n \geq N(d, \epsilon) \), we may choose \( \beta_i(n) \in (t'_i, t_i) \) and the first assertion follows. Note that if \( U_n h(t) \) has negative real roots, then it follows that the coefficients of \( U_n h(t) \) are positive, strictly log concave and strictly unimodal.

By Lemma 3.3 if we set \( m_d = A(d, \left\lfloor \frac{d+1}{2} \right\rfloor) + 1 \), then

\[
m_d h_d(n) - h_i(n) = (m_d - A(d, i)) g_d d + \sum_{j=0}^{d-1} \lambda_j(d) g_j n^j,
\]

for \( 0 \leq i \leq d \), where \( \lambda_j(d) \) is a function of \( d \), for \( 0 \leq j \leq d - 1 \). By the strict unimodality of the Eulerian numbers, \( m_d h_d(n) - h_i(n) \) is a polynomial of degree \( d \) with positive leading term. It follows from Lemma 3.4 and that we can bound the absolute value of the roots of \( m_d h_d(n) - h_i(n) \) in terms of \( d \), and we deduce the second assertion. Similarly, we can bound the absolute values of the roots of \( h_{d-i}(n) - h_i(n) \) in terms of \( d \) for \( 0 \leq i \leq \left\lfloor \frac{d}{2} \right\rfloor - 1 \). By Lemma 3.3 and the symmetry of the Eulerian numbers,

\[
h_{i+1}(n) - h_{d-i}(n) = 2 \left( A(d-1, i+1) - A(d-1, i) \right) g_{d-1} n^{d-1} + 2 \sum_{r=1}^{\left\lfloor \frac{d+1}{2} \right\rfloor} \lambda_{d-1-2r}(d) g_{d-1-2r} n^{d-1-2r},
\]
for $0 \leq i \leq \left\lfloor \frac{d}{2} \right\rfloor - 1$, where $\lambda_{d−1−2r}(d)$ is a function of $d$. By Lemma 2.9, $g_{d−1} \geq \frac{1}{2(d−1)^{d−1}}$, and hence by Theorem 2.11 we can bound the ratios $|g_{d−1−2r}/g_{d−1}|$ in terms of $d$. The above argument then shows that we can bound the absolute values of the roots of $h_{i+1}(n) − h_{d−i}(n)$ in terms of $d$. 

□

Example 3.5. If $P$ is a $d$-dimensional lattice polytope and $h(t) = \delta_P(t)$, then $U_n \delta_P(t) = \delta_n \delta_P(t)$ and the assumptions of the above theorem hold by Remark 2.6 and Example 2.7. This establishes Corollary 1.3.

4. IMPROVING ON THE BOUNDS

One would like a bound on the integers $n_d$ and $m_d$ in Theorem 1.2. In this direction, we will now show that for any positive integer $d$ and $n \geq d$, if $h(t)$ satisfies certain inequalities, then $h_{i+1}(n) > h_{d−i}(n)$ for $i = 0, \ldots, \left\lfloor \frac{d}{2} \right\rfloor - 1$.

We will continue with the notation of the previous section and consider a polynomial $h(t)$ of degree at most $d$ with integer coefficients. By Lemma 2.3, $h(t)$ has a unique decomposition $h(t) = a(t) + b(t)$, where $a(t)$ and $b(t)$ are polynomials with integer coefficients satisfying $a(t) = t^d a\left(\frac{1}{t}\right)$ and $b(t) = t^{d+1} b\left(\frac{1}{t}\right)$. Recall from Remark 2.6 that the coefficients of $a(t)$ are strictly unimodal if and only if $h_{i+1} > h_{d−i}$ for $0 \leq i \leq \left\lfloor \frac{d}{2} \right\rfloor - 1$.

By Lemma 3.2 for any positive integer $n$, $U_n h(t) = E_n (b(t) (1 + t + \cdots + t^{n−1})^{d+1})$. Setting $\tilde{a}(t) := E_n (a(t) (1 + t + \cdots + t^{n−1})^{d+1})$ and $\tilde{b}(t) := E_n (b(t) (1 + t + \cdots + t^{n−1})^{d+1})$, we have $U_n h(t) = \tilde{a}(t) + \tilde{b}(t)$. On the other hand, by Lemma 2.3 we have a decomposition, $U_n h(t) = a'(t) + b'(t)$, where $a'(t)$ and $b'(t)$ are polynomials with integer coefficients satisfying $a'(t) = t^d a'\left(\frac{1}{t}\right)$ and $b'(t) = t^{d+1} b'\left(\frac{1}{t}\right)$. Our next goal is to express the polynomials $a'(t)$ and $b'(t)$ in terms of the polynomials $\tilde{a}(t)$ and $\tilde{b}(t)$. The next lemma says that $\tilde{b}(t)$ only contributes to $b'(t)$.

Lemma 4.1. The polynomial $\tilde{b}(t)$ satisfies $\tilde{b}(t) = t^{d+1} b\left(\frac{1}{t}\right)$.

Proof. If we let $f(t) = b(t) (1 + t + \cdots + t^{n−1})^{d+1}$, then $f(t) = t^{n(d+1)} f\left(\frac{1}{t}\right)$. Applying the operator $E_n$ to both sides gives $\tilde{b}(t) = t^{d+1} b\left(\frac{1}{t}\right)$.

If we use the notation

(5) $p(t) = a(t) (1 + t + \cdots + t^{n−1})^{d+1} = \sum_{k=0}^{n(d+1)−1} p_k t^k$, then $\tilde{a}(t) = E_n p(t)$.

Observe that the symmetry of $a(t)$ implies that $p(t) = t^{n(d+1)−1} p\left(\frac{1}{t}\right)$. Hence we may write

$p(t) = p_0 + p_1 t + \cdots + p_n t^n + \cdots + p_{n−1} t^{nd} + \cdots + p_1 t^{n(d+1)−2} + p_0 t^{n(d+1)−1}$,

which implies

(6) $\tilde{a}(t) = p_0 + p_n t + p_{2n} t^2 + \cdots + p_{\left\lfloor \frac{d}{2} \right\rfloor} t^{\left\lfloor \frac{d}{2} \right\rfloor} + p_{\left\lfloor \frac{d}{2} \right\rfloor + 1} t^{\left\lfloor \frac{d}{2} \right\rfloor + 1} + \cdots + p_{2n−1} t^{d−1} + p_{n−1} t^d$.

With the notation $a'(t) = a'_0 + a'_1 t + \cdots + a'_d t^d$, we deduce the following lemma.

Lemma 4.2. For $i = 0, \ldots, \left\lfloor \frac{d}{2} \right\rfloor$, $a'_i = p_0 + p_n + \cdots + p_{i n} − p_{n−1} − p_{2n−1} − \cdots − p_{i n−1}$.

Proof. By Lemma 4.1 to determine $a'(t)$ we only need to decompose $\tilde{a}(t)$ into its symmetric components as in Lemma 2.3. The result now follows from (5) and (6). □
If we fix $1 \leq k \leq \left\lfloor \frac{d}{2} \right\rfloor$, then Lemma 4.2 implies that $a'_k - a'_{k-1} = p_{kn} - p_{kn-1}$. If $\gamma_i$ denotes the coefficient of $t^i$ in $(1 + t + \cdots + t^{n-1})^{d+1}$, then $p_j = \sum_{i=0}^d a_i \gamma_{j-i}$ for $j = 0, \ldots, n(d+1) - 1$, and we conclude that

$$a'_k - a'_{k-1} = \sum_{i=0}^d a_i (\gamma_{kn-i} - \gamma_{kn-1-i}).$$

**Lemma 4.3.** The coefficients $\{\gamma_i\}$ of $(1 + t + \cdots + t^{n-1})^{d+1}$ are positive, symmetric and strictly unimodal.

**Proof.** The lemma follows from the fact that the product of two polynomials with positive, symmetric, unimodal coefficients has positive, symmetric, strictly unimodal coefficients. 

By Example 2.7, the assumption in the following lemma holds when $P$ is a $d$-dimensional lattice polytope and $h(t) = \delta_P(t)$.

**Lemma 4.4.** Suppose that $a(t)$ has positive integer coefficients and fix $1 \leq k \leq \left\lfloor \frac{d}{2} \right\rfloor$. If either $n$ and $d$ are even and $n \geq \frac{d}{d+1-2k}$ or $n \geq \frac{d+1}{d+1-2k}$, then $a'_k > a'_{k-1}$.

**Proof.** By Lemma 4.3 if $kn \leq \left\lfloor \frac{(n-1)(d+1)}{2} \right\rfloor$ then $\gamma_{kn-i} - \gamma_{kn-1-i} \geq 0$ for $i = 0, \ldots, \left\lfloor \frac{d}{2} \right\rfloor$. Since the coefficients of $a(t)$ are positive, the right hand side of (7) is positive, provided that $kn \leq \left\lfloor \frac{(n-1)(d+1)}{2} \right\rfloor$. If $n$ and $d$ are even, the latter condition holds if and only if $n \geq \frac{d}{d+1-2k}$. Otherwise, the condition holds if and only if $n \geq \frac{d+1}{d+1-2k}$. 

**Remark 4.5.** A similar lemma holds if we only assume that $a(t)$ is nonzero with nonnegative coefficients.

We now prove the main result of this section.

**Theorem 4.6.** Fix a positive integer $d$ and set $n_d = d$ if $d$ is even and $n_d = \frac{d+1}{2}$ if $d$ is odd. If $h(t)$ is a polynomial of degree at most $d$ as in (8) satisfying $h_0 + \cdots + h_{i+1} > h_d + \cdots + h_{d-i}$ for $0 \leq i \leq \left\lfloor \frac{d}{2} \right\rfloor - 1$, then $h_{i+1}(n) > h_{d-i}(n)$ for $0 \leq i \leq \left\lfloor \frac{d}{2} \right\rfloor - 1$ and $n \geq n_d$.

**Proof.** By Remark 2.6 we have assumed that $a(t)$ has positive integer coefficients and we need to show that the polynomial $a'(t)$ is strictly unimodal. The result now follows from Lemma 4.3.

**Example 4.7.** If $P$ is a $d$-dimensional lattice polytope and $h(t) = \delta_P(t)$, then the assumptions of the above theorem hold by Example 2.7.

5. OPEN QUESTIONS

The main problem that remains concerns optimal choices (beyond Theorem 4.6) for the integers $m_d$ and $n_d$ in Theorem 1.2 and Corollaries 1.3 and 1.4. We offer the following conjecture.

**Conjecture 5.1.** If $\dim P = d$ then $\delta_{n_P}(t)$ has distinct, negative real roots for $n \geq d$.

This conjecture holds for $d = 2$, by the following argument: A polynomial $1 + a_1t + a_2t^2$ has distinct real roots if and only if the discriminant $a_1^2 - 4a_2 = (a_1 - 2)^2 + 4(a_1 - a_2 - 1) > 0$. Hence the polynomial has distinct, real roots if $a_1 > a_2 + 1$. If $\delta_{n_P}(t) = 1 + h_1(n)t + h_2(n)t^2$, then $h_1(n) - h_2(n)$ equals the number of lattice points on the boundary of $nP$ minus 3 (see, e.g., [4] Corollary 3.16 & Exercise 4.7). If $n \geq 2$, each
edge of $nP$ contains a lattice point that is not a vertex and hence $h_1(n) - h_2(n) \geq 3$. Thus $h_1(n) > h_2(n) + 1$ and $\delta_{nP}(t)$ has real roots. These roots have to be negative because the coefficients of $\delta_{nP}(t)$ are nonnegative.

Note that an example of a polytope $P$ such that $\delta_P(t)$ has complex roots is given by convex hull of $(0, 1)$, $(1, 0)$ and $(-1, -1)$, with $\delta_P(t) = 1 + t + t^2$.
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