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Abstract. We prove sharp Harnack inequalities for a family of 
Kolmogorov-Fokker-Planck type hypoelliptic diffusions.

1. Introduction

We study a family of hypoelliptic evolution equations which are not 
uniformly parabolic. The simplest example of this family is given by 
the following Kolmogorov equation in \( \mathbb{R}^2 \):

\[
\rho_t = \rho_{vv} - v \rho_x.
\]

The equation (1.1) was first studied by Kolmogorov in [13]. Even 
though the second order operator \( \partial_x^2 \) is not hypoelliptic, it was shown in 
[13] that the differential operator defined by the equation (1.1) is. Motivated by this, Hörmander showed in [5] that second order differential 
operators \( \sum_i X_i^2 + Y \) defined by vector fields \( \{X_1, ..., X_n, Y\} \) is hypoelliptic if these vector fields together with their iterated Lie brackets span 
the whole space at each point.

In this paper, we study hypoelliptic evolution equations on \( \mathbb{R}^n \times \mathbb{R}^n \):

\[
\rho_t = \sum_{i=1}^n (\rho_{v_i v_i} - U_{v_i} \rho_{v_i} - v_i \rho_{x_i}),
\]

where \( U \) is a smooth function on \( \mathbb{R}^n \times \mathbb{R}^n \). Hypoelliptic equations, 
like the ones in (1.2), appeared in many different branches in applied mathematics. In particular, the family of equations in (1.2) contain 
the linear kinetic Fokker-Planck equations. The long-time asymptotic 
behaviour of solutions to the kinetic Fokker-Planck equations is also a very active 
area of research in the past decades. For a comprehensive introduction, 
see [23] (see also [3] for results which are closely related to this paper). 
For applications of hypoelliptic equations to mathematical finance, see 
[4], [14] and reference therein.

We are interested in differential Harnack inequalities for non-negative 
solutions to the equation (1.2). All previous works known to the author
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focus on the case $U \equiv 0$. In [21], scalar differential Harnack inequalities were proved using explicit formulas of the fundamental solutions. In [8], matrix differential Harnack inequalities were first proved for the equation (1.2) with $n = 1$ and $U \equiv 0$ (see also [9] for an extension to the higher dimensional case with $U \equiv 0$). Matrix differential Harnack inequality was proved in the case of the heat equation by Hamilton in [6] after the scalar version appeared in [20]. In the case of the Ricci flow, the matrix differential Harnack inequality was proved in [7]. In this case, unlike the case of the heat equation, one can only establish the scalar version using maximum principle by first proving the matrix one. Similar to the case of the Ricci flow, the scalar differential Harnack inequalities we proved for the equations (1.2) cannot be established directly using the maximum principle without proving the matrix inequalities.

One of the key ideas in the proof was coming from the earlier work of the author in [15, 16]. In there, we obtained new differential Harnack inequalities for linear parabolic equations on manifolds with Ricci curvature lower bounds. Another key idea is the use of comparison principle and explicit solutions of matrix Riccati equations. This appeared in the earlier work of the author with his collaborators in [1, 2, 18, 17]. In that case, the matrix Riccati equations appeared when we considered linearizations of sub-Riemannian geodesic flows.

Finally, we obtain Harnack inequalities for solutions of (1.2) by integrating the differential one along paths satisfying appropriate affine control systems. For this, it is necessary that any two points can be connected by paths satisfying the control system. In our case, this is in fact correct. This non-trivial controllability issue follows from the results in [11] and [12] and this will be discussed in section 4.

The paper is organized as follows. In section 2, we will discuss the precise statements of the main results. The matrix differential Harnack inequalities are very closely related to matrix Riccati equations. In section 3, we will prove two lemmas using comparison principle and explicit solutions of the matrix Riccati equations. They are needed for the proof of the main results. In section 4, we give the proof of the matrix differential Harnack inequalities for solutions of (1.2) and show how they are related to solutions of the matrix Riccati equations. Finally, we give a brief discussion on controllability issues of affine-control systems. We then use it to prove the Harnack inequalities.
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2. The Main Results

In this section, we introduce notations that will be used throughout this paper and state of our main results. Let \( \rho \) be a non-negative solution of the equation

\[
\frac{\dot{\rho}}{\rho} = \Delta \rho - \langle \nabla \rho, \nabla U \rangle - \langle \rho, \nabla \rho \rangle.
\]

Here \( \Delta = \sum_{i=1}^{n} \partial_{x_i}^2 \), \( \nabla f = \sum_{i} \partial_{x_i} f \partial_{x_i} \), \( \nabla \rho = \sum_{i} \partial_{v_i} f \partial_{v_i} \), \( \Delta \rho = \sum_{i=1}^{n} \partial_{v_i}^2 \), \( \langle \cdot, \cdot \rangle \) is the Euclidean inner product on \( \mathbb{R}^n \), and \( U \) is a smooth function on \( \mathbb{R}^n \times \mathbb{R}^n \).

We will assume that the solutions \( \rho \) and the function \( U \) satisfy the following growth conditions

\[
|\nabla \rho| \leq c_0 e^{\frac{-k_1}{2} (|x| + |v|)},
\]

\[
\nabla^2 \rho \geq -k_0 e^{k_1 (|x|^2 + |v|^2)} I,
\]

\[
\nabla^2 U \leq k_0 e^{k_1 (|x|^2 + |v|^2)} I.
\]

Let \( h : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R} \) be the function defined by

\[
h = -\frac{1}{2} \langle v, \nabla_x U \rangle + \frac{1}{2} \Delta_v U - \frac{1}{4} |\nabla_v U|^2.
\]

We will also assume that the Hessian \( \nabla^2 h \) of \( h \) satisfies the following lower bound

\[
\nabla^2 h \geq \begin{pmatrix} -k_1 I & O \\ O & -k_2 I \end{pmatrix},
\]

where \( k_1 \) and \( k_2 \) are non-negative constants.

The matrix differential Harnack inequalities are of the following form:

\[
\nabla^2 \log \rho - \frac{1}{2} \nabla^2 U \geq \frac{1}{2} \begin{pmatrix} -s_1 I & s_2 I \\ \frac{s_0}{s_1} I & -\frac{s_0}{s_1} I \end{pmatrix},
\]

where the functions \( s_0, s_1, \) and \( s_2 \) depend on \( k_1 \) and \( k_2 \).

The following theorem gives the matrix differential Harnack inequalities for the main results.
Theorem 2.1. Let ρ be a non-negative solution of the equation \((2.1)\). Assume that the solution ρ and the function \(U\) satisfy the growth conditions \((2.2)\). Assume that the function \(h\) defined by \((2.3)\) satisfies \((2.4)\). Then \((2.5)\) holds and the functions \(s_0, s_1,\) and \(s_2\) are given by the followings:

1. if \(k_2^2 > 2k_1 > 0\), then

\[
s_0(t) = (\lambda_1^2 + \lambda_2^2) \sinh(\lambda_1 t) \sinh(\lambda_2 t) + 2\lambda_1 \lambda_2 (1 - \cosh(\lambda_1 t) \cosh(\lambda_2 t)),
\]

\[
s_1(t) = \lambda_1 \lambda_2 (\lambda_1^2 - \lambda_2^2) (\lambda_1 \sinh(\lambda_1 t) \cosh(\lambda_2 t) - \lambda_2 \cosh(\lambda_1 t) \sinh(\lambda_2 t)),
\]

\[
s_2(t) = \lambda_1 \lambda_2 ((\lambda_1^2 + \lambda_2^2) (\cosh(\lambda_1 t) \cosh(\lambda_2 t) - 1) - 2\lambda_1 \lambda_2 \sinh(\lambda_1 t) \sinh(\lambda_2 t)),
\]

\[
\lambda_1 = \sqrt{k_2 + \sqrt{k_2^2 - 2k_1}}, \quad \lambda_2 = \sqrt{k_2 - \sqrt{k_2^2 - 2k_1}},
\]

2. if \(k_2^2 = 2k_1 > 0\), then

\[
s_0(t) = \sinh^2(\sqrt{k_2 t}) - k_2 t^2,
\]

\[
s_1(t) = 2k_2^{3/2}(\sqrt{k_2 t} + \sinh(\sqrt{k_2 t}) \cosh(\sqrt{k_2 t})),
\]

\[
s_2(t) = k_2(\sinh^2(\sqrt{k_2 t}) + k_2 t^2),
\]

3. if \(k_2^2 < 2k_1\), then

\[
\mu_2^2 \sinh^2 \left(\frac{\mu_1^2}{\sqrt{2}} t\right) - \mu_1^2 \sin^2 \left(\frac{\mu_2}{\sqrt{2}} t\right),
\]

\[
s_1(t) = 2\sqrt{k_1} \mu_1 \mu_2 \left(\mu_1 \sin \left(\frac{\mu_2}{\sqrt{2}} t\right) \cos \left(\frac{\mu_1}{\sqrt{2}} t\right) + \mu_2 \cosh \left(\frac{\mu_1}{\sqrt{2}} t\right) \sinh \left(\frac{\mu_1}{\sqrt{2}} t\right)\right),
\]

\[
s_2(t) = \sqrt{2k_1} \left(\mu_1^2 \sin^2 \left(\frac{\mu_2}{\sqrt{2}} t\right) + \mu_2^2 \sin^2 \left(\frac{\mu_1}{\sqrt{2}} t\right)\right),
\]

\[
\mu_1 = \sqrt{\sqrt{2k_1} + k_2}, \quad \mu_2 = \sqrt{\sqrt{2k_1} - k_2},
\]

4. if \(k_2^2 > 2k_1 = 0\), then

\[
s_0(t) = 2 \sinh^2(\sqrt{2k_2} t) - \sqrt{2k_2} t \cosh \left(\sqrt{\frac{k_2^2}{2}} t\right) \sinh \left(\sqrt{\frac{k_2^2}{2}} t\right),
\]

\[
s_1(t) = -2 \sqrt{2k_2} \sinh \left(\sqrt{\frac{k_2^2}{2}} t\right) \cosh \left(\sqrt{\frac{k_2^2}{2}} t\right),
\]

\[
s_2(t) = -2k_2 \sinh^2 \left(\sqrt{\frac{k_2^2}{2}} t\right),
\]

5. if \(k_2^2 = 2k_1 = 0\), then \(s_0(t) = t^4, s_1(t) = 6t,\) and \(s_2(t) = 3t^2\).
It follows from Theorem 2.1 that

\[
\frac{d}{dt}f - |\nabla_v f|^2 + \langle v, \nabla_x f \rangle - h = \Delta_v \log \rho - \frac{1}{2} \Delta_v U \geq -\frac{n \dot{s}_0}{2s_0},
\]

where \( f = \log \rho - \frac{1}{2} U \).

Finally, we obtain Harnack inequalities for non-negative solution of (2.1) by integrating (2.6) along paths \( \gamma = (\gamma_x, \gamma_v) \) satisfying the following control system:

\[
\dot{\gamma}(t) = \sum_i \gamma_{vi}(t) \partial_{xi} + \sum_i u_i(t) \partial_{vi},
\]

where \( u : [s, t] \to \mathbb{R}^n \) is a piecewise constant control.

Let \( c_{s,t} \) be the optimal control cost defined by

\[
c_{s,t}(x,y) = \inf_{(u,\gamma)} \left[ \int_s^t \frac{1}{4} |u(\tau)|^2 - h(\gamma(\tau)) d\tau \right],
\]

where the infimum is taken over all piecewise constant controls \( u \) and the corresponding paths \( \gamma \) satisfying \( \gamma(s) = x \), \( \gamma(t) = y \), and (2.7).

Note that for the cost function \( c_{s,t} \) to be well-defined, it is necessary that any two points can be connected by paths satisfying the control system (2.7) (see section 4 for the detail).

**Theorem 2.2.** Under the same assumptions and notations as in Theorem 2.1, the following Harnack inequality holds for any \( t > s > 0 \):

\[
\rho_t(y) \geq \left( \frac{s_0(t)}{s_0(s)} \right)^{-n/2} e^{-c_{s,t}(x,y) + \frac{1}{2} U(y) - \frac{1}{2} U(x)}.
\]

### 3. Matrix Riccati equations

In this section, we discuss two lemmas concerning solutions of a matrix Riccati equation which will be used in the proof of Theorem 2.1. First, we have

**Lemma 3.1.** Let

\[
C = \begin{pmatrix} O & -I \\ O & O \end{pmatrix}, \quad D = \begin{pmatrix} O & O \\ O & 2I \end{pmatrix}.
\]

Assume that \( K \) is a non-negative definite. Then there is a solution of the equation

\[
\dot{N} = NC + C^T N + ND N - K
\]

satisfying \( \lim_{t \to 0} N^{-1} = 0 \), \( N \leq 0 \), and \( \dot{N} \geq 0 \).
Proof. If \( N \) is a solution the equation \( 3.1 \), then \( S := N^{-1} \) is a solution to the equation\( \dot{S} = -CS - SC^T - D + SKS \). Therefore, it is enough to show that the solution \( S \) of the equation \( 3.2 \) with \( S(0) = 0 \) satisfies \( S \leq 0 \) and \( \dot{S} \leq 0 \).

By expanding \( S \) near \( t = 0 \), we get that \( S = (\dots + O(t^4) \) as \( t \to 0 \), where \( K = (K_1 \ K_2 \ K_2^T \ k_2) \). Since the eigenvalues of the matrix \( \begin{pmatrix} -2t^3/3 & -t^2I & -t^2I & -2tI + 4t^3/3k_2 \\ -t^2I & 2tI + 4t^3/3k_2 \end{pmatrix} \) are given by 

\[
-\left( \frac{t^3}{3} + t - \frac{2t^3\lambda_i}{3} \right) \pm \sqrt{\left( \frac{t^3}{3} + t - \frac{2t^3\lambda_i}{3} \right)^2 - \frac{t^4}{3} + \frac{8t^6}{9} \lambda_i}
\]

which is negative if \( t > 0 \) is sufficiently small. Here \( \lambda_i \) is any eigenvalue of \( k_2 \). Therefore, \( S \) is negative definite for \( t > 0 \) sufficiently small.

The rest follows from the following comparison theorem of Riccati equation in [22].

**Theorem 3.2.** Let \( S_i, i = 1, 2 \) be solutions of the equations 
\[
\dot{S}_i = A_i + B_i S_i + S_i B_i^T + S_i C_i S_i
\]
with initial conditions \( S_1(0) \leq S_2(0) \). Assume that 
\[
\begin{pmatrix} A_1 & B_1 \\ B_1^T & C_1 \end{pmatrix} \leq \begin{pmatrix} A_2 & B_2 \\ B_2^T & C_2 \end{pmatrix},
\]
Then \( S_1(t) \leq S_2(t) \) for all \( t \geq 0 \).

It follows immediately from Theorem 3.2 that \( S \leq 0 \). By (3.2), \( \dot{S} = -C\dot{S} - S C^T + \dot{S} K S + SK \dot{S} \) and \( \dot{S}(0) = -D \). It follows from Theorem 3.2 that \( \dot{S} \leq 0 \).

Next, we write down explicitly the solution of the equation \( 3.1 \) in the case when \( K = \begin{pmatrix} k_1 I & O \\ O & k_2 I \end{pmatrix} \), where \( k_1 \) and \( k_2 \) are non-negative.

**Lemma 3.3.** Let \( k_1 \) and \( k_2 \) be two non-negative number. Let 
\[
S = \frac{1}{2} \begin{pmatrix} -s_1 I & s_2 I \\ s_2 I & s_1 I \end{pmatrix}
\]

where \( s_1, s_2 \) are constants.
where \( s_0, s_1, \) and \( s_2 \) are defined as in Theorem 2.1.

Then \( S \) is a solution of the equation (3.1) with \( K = \begin{pmatrix} k_1 I & O \\ O & k_2 I \end{pmatrix} \)
satisfying \( \lim_{t \to 0} S^{-1}(t) = 0 \).

**Proof.** The proof relies on the following formula which appeared in [19].

**Theorem 3.4.** Let \( M = \begin{pmatrix} M_1 & M_2 \\ M_3 & M_4 \end{pmatrix} \) be the fundamental solution of
the following system of differential equations

\[
\dot{M} = \begin{pmatrix} B_1 & B_2 \\ -B_3 & -B_1^T \end{pmatrix} M
\]

Then \( S = (M_1 S(0) + M_2)(M_3 S(0) + M_4)^{-1} \) is a solution to the matrix
Riccati equation \( \dot{S} = B_2 + B_1 S + SB_1^T + SB_3 S \).

In our present case, the equation (3.3) is given by

\[
\dot{M} = \begin{pmatrix} C^T & -K \\ -D & -C \end{pmatrix} M
\]

First, assume that \( k^2_2 > 2k_1 > 0 \). A computation shows that the
eigenvalues of the matrix \( \begin{pmatrix} C^T & -K \\ -D & -C \end{pmatrix} \) are given by \( \lambda_1, -\lambda_1, \lambda_2, \) and
\(-\lambda_2\). Another computation shows that

\[
U^{-1} \begin{pmatrix} C^T & -K \\ -D & -C \end{pmatrix} U = \begin{pmatrix} \lambda_1 I & O & O & O \\ O & -\lambda_1 I & O & O \\ O & O & \lambda_2 I & O \\ O & O & O & -\lambda_2 I \end{pmatrix}
\]

where

\[
U = \begin{pmatrix}
\frac{-k_1 I}{k_1 - \lambda_1^2 k_2} & \frac{-k_1 I}{k_1 - \lambda_2^2 k_2} & \frac{-k_1 I}{k_1 - \lambda_1^2 k_2} & \frac{-k_1 I}{k_1 - \lambda_2^2 k_2} \\
\frac{\lambda_1^2 I}{\lambda_1 I} & \frac{-\lambda_1 I}{\lambda_1^2 I} & \frac{\lambda_2^2 I}{\lambda_2 I} & \frac{-\lambda_2 I}{\lambda_2^2 I} \\
-\frac{k_1 I}{k_1 - \lambda_1^2 k_2} & \frac{-k_1 I}{k_1 - \lambda_2^2 k_2} & \frac{k_1 I}{k_1 - \lambda_1^2 k_2} & \frac{k_1 I}{k_1 - \lambda_2^2 k_2} \\
\frac{\lambda_1 I}{\lambda_1 I} & \frac{-\lambda_1 I}{\lambda_1^2 I} & \frac{\lambda_2 I}{\lambda_2 I} & \frac{-\lambda_2 I}{\lambda_2^2 I}
\end{pmatrix}
\]

and

\[
U^{-1} = \begin{pmatrix}
\frac{-k_1 I}{k_1 - \lambda_1^2 k_2} & \frac{-k_1 I}{k_1 - \lambda_2^2 k_2} & \frac{-k_1 I}{k_1 - \lambda_1^2 k_2} & \frac{-k_1 I}{k_1 - \lambda_2^2 k_2} \\
\frac{\lambda_1^2 I}{\lambda_1 I} & \frac{-\lambda_1 I}{\lambda_1^2 I} & \frac{\lambda_2^2 I}{\lambda_2 I} & \frac{-\lambda_2 I}{\lambda_2^2 I} \\
-\frac{k_1 I}{k_1 - \lambda_1^2 k_2} & \frac{-k_1 I}{k_1 - \lambda_2^2 k_2} & \frac{k_1 I}{k_1 - \lambda_1^2 k_2} & \frac{k_1 I}{k_1 - \lambda_2^2 k_2} \\
\frac{\lambda_1 I}{\lambda_1 I} & \frac{-\lambda_1 I}{\lambda_1^2 I} & \frac{\lambda_2 I}{\lambda_2 I} & \frac{-\lambda_2 I}{\lambda_2^2 I}
\end{pmatrix}
\]
Therefore,

\[
M = U \begin{pmatrix}
e^{\lambda_1 t}I & 0 & 0 & 0 \\
0 & e^{-\lambda_1 t}I & 0 & 0 \\
0 & 0 & e^{\lambda_2 t}I & 0 \\
0 & 0 & 0 & e^{-\lambda_2 t}I
\end{pmatrix} U^{-1}.
\]

By Theorem 3.4 and \( \lim_{t \to 0} S(t)^{-1} = 0, \) \( S = M_1M_3^{-1} \). Another computation gives the result in this case.

In the case \( k_2^2 = 2k_1 > 0 \), the eigenvalues are given by \( \pm \sqrt{k_2} \). A computation shows that

\[
U^{-1} \left( \begin{array}{cc}
C^T & -K \\
-D & -C
\end{array} \right) U = \begin{pmatrix}
\sqrt{k_2}I & I & 0 & 0 \\
0 & \sqrt{k_2}I & 0 & 0 \\
0 & 0 & -\sqrt{k_2}I & I \\
0 & 0 & 0 & -\sqrt{k_2}I
\end{pmatrix}
\]

where

\[
U = \begin{pmatrix}
\frac{k_2^2}{2}I & -k_2^{3/2}I & \frac{k_2^2}{2} & k_2^{3/2}I \\
\frac{k_2^3}{2}I & \frac{k_2^{3/2}}{2}I & -k_2^{3/2}I & \frac{k_2^2}{2}I \\
-\sqrt{k_2}I & I & \sqrt{k_2}I & I \\
-k_2I & 0 & -k_2I & 0
\end{pmatrix}
\]

and

\[
U^{-1} = \begin{pmatrix}
O & \frac{1}{2k_2^{3/2}I} & -\frac{1}{4k_2^{3/2}}I & -\frac{1}{2k_2}I \\
-\frac{1}{2k_2^{3/2}I} & \frac{1}{2k_2}I & \frac{1}{4k_2^{3/2}}I & -\frac{1}{2k_2}I \\
\frac{1}{2k_2^{3/2}I} & \frac{1}{2k_2}I & \frac{1}{4k_2^{3/2}}I & \frac{1}{2k_2}I \\
\frac{1}{2k_2^{3/2}I} & \frac{1}{2k_2}I & \frac{1}{4k_2^{3/2}}I & \frac{1}{2k_2}I
\end{pmatrix}
\]

Therefore,

\[
M = U \begin{pmatrix}
e^{\mu_2 t}I & t e^{\mu_2 t}I & 0 & 0 \\
O & e^{\mu_2 t}I & 0 & 0 \\
0 & 0 & e^{-\mu_2 t}I & te^{-\mu_2 t}I \\
0 & 0 & 0 & e^{-\mu_2 t}I
\end{pmatrix} U^{-1}.
\]

Therefore, by using \( S = M_1M_3^{-1} \), the result in this case follows.

Next, assume that \( k_2^2 < 2k_1 \). The characteristic polynomial of the matrix \( \begin{pmatrix}
C^T & -K \\
-D & -C
\end{pmatrix} \) is given by \( (x^2 + \sqrt{2}\mu_1 x + \sqrt{2\mu_1})(x^2 - \sqrt{2\mu_1} x + \sqrt{2\mu_1} x + \sqrt{2\mu_1}) \).
Another computation shows that the eigenvalues of the matrix $A^T - D - C$ are given by 0 and $\pm \sqrt{2k_1}$. Therefore, computation shows that the eigenvalues of the matrix $A^T - D - C$ are given by 0 and $\pm \sqrt{2k_1}$.

If we assume that $k_2 > 2k_1 = 0$, then computation shows that the eigenvalues of the matrix $A^T - D - C$ are given by 0 and $\pm \sqrt{2k_2}$. Another computation shows that

$$U^{-1} \begin{pmatrix} C^T & -K \\ -D & -C \end{pmatrix} U = \begin{pmatrix} -\sqrt{2\mu_1} I & I & O & O \\ -\sqrt{2k_1} I & O & O & O \\ O & O & \sqrt{2\mu_1} I & I \\ O & O & \sqrt{2k_1} I & O \end{pmatrix},$$

where

$$U = \begin{pmatrix} -k_1 I & \sqrt{k_1\mu_1} I & -k_1 I & -\sqrt{k_1\mu_1} I \\ -\sqrt{k_1\mu_1} I & \sqrt{\frac{k_1}{2}} I & \sqrt{k_1\mu_1} I & \sqrt{\frac{k_1}{2}} I \\ 0 & 0 & \sqrt{2\mu_1} I & I \\ 0 & \sqrt{2k_1} I & 0 & O \end{pmatrix}.$$
where

$$U = \begin{pmatrix}
O & -k_2I & O & O \\
O & O & -\sqrt{\frac{k_2}{2}}I & \frac{1}{\sqrt{2k_2}}I \\
I & O & \frac{1}{\sqrt{2k_2}}I & -\frac{1}{\sqrt{2k_2}}I \\
O & I & \frac{1}{\sqrt{2k_2}}I & \frac{1}{\sqrt{2k_2}}I
\end{pmatrix}$$

and

$$U^{-1} = \begin{pmatrix}
O & \frac{1}{k_2}I & I & O \\
\frac{1}{k_2}I & O & O & O \\
\frac{1}{k_2}I & O & \frac{1}{2}I & I \\
\frac{1}{k_2}I & O & \frac{1}{2}I & \frac{1}{2}I
\end{pmatrix}.$$ 

Therefore,

$$M = U \begin{pmatrix}
I & tI & O & O \\
O & I & O & O \\
O & O & e^{\sqrt{2k_2}t}I & O \\
O & O & O & e^{-\sqrt{2k_2}t}I
\end{pmatrix} U^{-1}.$$ 

If we assume that $k_2 = 2k_1 = 0$, then computation shows that 0 is the only eigenvalue of the matrix $\left(\begin{array}{cc}C^T & -K \\ -D & -C \end{array}\right)$. Another computation shows that

$$M = \begin{pmatrix}
I & O & O & O \\
-2tI & I & O & O \\
\frac{1}{3}t^3I & -t^2I & I & tI \\
\frac{1}{2}t^2I & -2tI & O & I
\end{pmatrix}.$$ 

\[\square\]

4. The matrix differential Harnack inequalities

In this section, we give the proof of Theorem 2.1. It follows immediately from Lemma 3.3 and the following theorem.

**Theorem 4.1.** Let $\rho$ be a non-negative solution of the equation (2.1) satisfying the growth conditions (2.2). Assume that the function $h$ defined by (2.3) satisfies $\nabla^2 h \geq -K$ for some non-negative definite matrix $K$. Then

$$\nabla^2 \log \rho - \frac{1}{2} \nabla^2 U \geq N$$

where $N$ is a solution of the matrix Riccati equation

$$\dot{N} = NC + C^T N + NDN - K$$

satisfying the condition $\lim_{t \to 0} N^{-1} = 0.$
Proof. By replacing $\rho$ by $\rho + \delta$, we can assume that $\rho$ is bounded below by a positive constant. Let $f = \log \rho$. Then a computation shows that

$$
\dot{f} = \Delta_v f + \left| \nabla_v f - \frac{1}{2} \nabla_v U \right|^2 - \langle v, \nabla_x f \rangle - \frac{1}{4} |\nabla_v U|^2
$$

(4.1) Let $g = f - \frac{1}{2} U$. Then

$$
\dot{g} = \Delta_v g + |\nabla_v g|^2 - \langle v, \nabla_x g \rangle + h.
$$

(4.2) By differentiating the above equation, we obtain

$$
\dot{g}_{x,xj} = \Delta_v g_{x,xj} + 2 \langle \nabla_v g_{x,j}, \nabla_v g_x \rangle + 2 \langle \nabla_v g, \nabla_v g_{x,j} \rangle - \langle v, \nabla_x g_{x,j} \rangle + h_{x,xj},
$$

$$
\dot{g}_{x,vj} = \Delta_v g_{x,vj} + 2 \langle \nabla_v g_{v,j}, \nabla_v g_x \rangle + 2 \langle \nabla_v g, \nabla_v g_{x,vj} \rangle - \langle v, \nabla_x g_{x,vj} \rangle - g_{x,xj} + h_{x,vj},
$$

and

$$
\dot{g}_{v,vj} = \Delta_v g_{v,vj} + 2 \langle \nabla_v g_{v,j}, \nabla_v g_v \rangle + 2 \langle \nabla_v g, \nabla_v g_{v,vj} \rangle - g_{x,vj} - \langle v, \nabla_x g_{v,vj} \rangle + h_{v,vj}.
$$

Let $M$ be the matrix defined by $M = \left( \begin{array}{cc} g_{xx} & g_{xv} \\ g_{vx} & g_{vv} \end{array} \right)$, where $g_{xx}$, $g_{xv}$, and $g_{vv}$ are $n \times n$ matrices with $ij$-th entry equal to $g_{x,xj}$, $g_{x,vj}$, and $g_{v,vj}$, respectively. It follows from the above equations that

$$
\dot{M} = \Delta_v M + \langle 2\nabla_v g, \nabla_v M \rangle - \langle v, \nabla_x M \rangle + MC + C^T M + MDM + \nabla^2 h
$$

where $C = \left( \begin{array}{cc} O & -I \\ O & O \end{array} \right)$ and $D = \left( \begin{array}{cc} O & O \\ O & 2I \end{array} \right)$.

Let $N$ be the solution of the following matrix Riccati equation given by Lemma 3.1

$$
\dot{N} = NC + C^T N + NDN - K
$$

which satisfies the condition $\lim_{t \to 0} N^{-1} = 0$.

Let $M_\epsilon = M - N + \epsilon \phi I$, where $\phi$ is a positive function on $\mathbb{R}^n \times \mathbb{R}^n$ to be chosen. Then, by using $\nabla^2 h \geq -K$, we obtain

$$
\dot{M}_\epsilon \geq \Delta_v M_\epsilon - \epsilon \Delta_v \phi I + \langle 2\nabla_v g, \nabla_v M_\epsilon \rangle - \epsilon \langle 2\nabla_v g, \nabla \phi \rangle I
$$

$$
- \langle v, \nabla_x M_\epsilon \rangle + \epsilon \langle v, \nabla_x \phi \rangle I + (M_\epsilon - \epsilon \phi I)C + C^T (M_\epsilon - \epsilon \phi I)
$$

$$
+ M_\epsilon DM_\epsilon + M_\epsilon DN - \epsilon \phi M_\epsilon D + NDM_\epsilon - \epsilon \phi ND
$$

$$
- \epsilon \phi DM_\epsilon - \epsilon \phi DN + \epsilon^2 \phi^2 D + \epsilon \phi I.
$$
By assumptions, we have $|\nabla \rho| \leq c_0 e^{-\frac{t}{2}U(|x|+|v|)}$, $\nabla^2 \rho \geq -k_0 e^{k_1(|x|^2+|v|^2)} I$, and $\nabla^2 U \leq k_0 e^{k_1(|x|^2+|v|^2)} I$. Therefore,

$$\nabla^2 g = \frac{1}{\rho} \nabla^2 \rho - \frac{1}{\rho^2} \nabla \rho \otimes \nabla \rho - \frac{1}{2} \nabla^2 U \geq -\frac{k_0}{\delta} e^{k_1(|x|^2+|v|^2)} I - \frac{1}{\delta^2} |\nabla \rho|^2 I - \frac{1}{2} \nabla^2 U \geq -\left(\frac{1}{\delta} + \frac{1}{2}\right) k_0 e^{k_1(|x|^2+|v|^2)} I - \frac{c_0^2 e^{-U}}{\delta^2} (|x| + |v|)^2 I.$$ 

Since $\phi$ will be chosen such that $\phi = k_3(t) e^{k_4(t) (|x|^2 + |v|^2)}$ with $k_4(t) > k_1$, the function $(x, v, V) \mapsto \langle M(t, x, v)V, V \rangle$ achieves its infimum at an interior point $(x, v, V)$ in $\mathbb{R}^n \times \mathbb{R}^n \times S^{2h}$ for each fixed $t$. Moreover, $M \geq 0$ for all small enough $t \leq t'$ since $N \to -\infty$ as $t \to 0$. Note that $t'$ depends only on the bound of $M$ only.

At the first time $t_0$ when $\langle M(x, v)V, V \rangle = 0$ for some point $(x_0, v_0, V_0)$, we have

$$0 \geq \langle \dot{M}_t(x_0, v_0)V_0, V_0 \rangle \geq -\epsilon \Delta_v \phi - \epsilon \langle 2\nabla_v g, \nabla_v \phi \rangle + \epsilon \langle v, \nabla_x \phi \rangle - 2 \langle CV, V \rangle - 2 \langle NDV, V \rangle + \epsilon \dot{\phi}.$$ 

Let $\varphi = \log \phi$. Then the above inequality becomes

$$0 \geq \dot{\varphi} - \Delta_v \varphi - |\nabla_v \varphi|^2 - 2 \langle \nabla_v g, \nabla_v \varphi \rangle + \langle v, \nabla_x \varphi \rangle - 2 \langle CV, V \rangle - 2 \langle NDV, V \rangle.$$ 

Since $\bar{N} \geq 0$, we can assume that $\langle CV, V \rangle + \langle NDV, V \rangle \leq c_0$ for $t > t'$ for some $c_0 > 0$. Therefore, we obtain a contradiction if $\varphi$ satisfies

$$\dot{\varphi} - \Delta_v \varphi - |\nabla_v \varphi|^2 - 2 \langle \nabla_v g, \nabla_v \varphi \rangle + \langle v, \nabla_x \varphi \rangle - 2c_0 > 0$$

Assume that $\varphi = \frac{a(t)}{2} |x|^2 + \frac{b(t)}{2} |v|^2 + c(t)$ with $a, b, c \geq 0$. A computation shows that

$$\dot{\varphi} - \Delta_v \varphi - |\nabla_v \varphi|^2 - 2 \langle \nabla_v g, \nabla_v \varphi \rangle + \langle v, \nabla_x \varphi \rangle = \frac{\dot{a}(t)}{2} |x|^2 + \frac{\dot{b}(t)}{2} |v|^2 + \dot{c}(t) - nb(t) - b(t)^2 |v|^2 - 2b(t) \langle \nabla_v g, v \rangle + a(t) \langle x, v \rangle.$$
By assumption, $|\nabla \rho| \leq c_0 e^{-\frac{1}{4}U(|x|+|v|)} \leq \frac{c_0}{4} \rho e^{-\frac{1}{4}U(|x|+|v|)}$. Therefore, $|\nabla_v g|$ satisfies $|\nabla_v g| \leq c_1(|x| + |v|)$ and we have

$$\dot{\phi} - \Delta_v \phi - |\nabla_v \phi|^2 - \langle 2\nabla_v g, \nabla_v \phi \rangle + \langle v, \nabla_x \phi \rangle$$

$$\geq \frac{\dot{a}(t)}{2} |x|^2 + \left( \frac{\dot{b}(t)}{2} - \dot{b}(t)^2 - 2c_1 \dot{b}(t) \right) |v|^2$$

$$+ \dot{c}(t) - nb(t) - (2b(t)c_1 + a(t))|v||v|$$

$$\geq \left( \frac{\dot{b}(t)}{2} - (1 + c_1^2 c_3 + c_4) b(t)^2 - \frac{c_1^2}{c_4} - \frac{1}{2c_2} \right) |v|^2$$

$$+ \left( \frac{\dot{a}(t)}{2} - \frac{c_2 a(t)^2}{2} - \frac{1}{c_3} \right) |x|^2 + \dot{c}(t) - nb(t).$$

Let $a(t) = \frac{1}{2c_2(T - t)}$ and $c_3 = 16c_2 T^2$. Then

$$\frac{\dot{a}(t)}{2} - \frac{c_2 a(t)^2}{2} - \frac{1}{c_3} = \frac{1}{8c_2 (T - t)^2} - \frac{1}{16c_2 T^2} \geq 0.$$ Let $b(t) = \frac{1}{4(1 + c_1^2 c_3 + c_4)(T - t)}$, $c_4 = 8c_1^2 T^2$, and $c_2 = 4T^2$. Then

$$\frac{\dot{b}(t)}{2} - (1 + c_1^2 c_3 + c_4) b(t)^2 - \frac{c_1^2}{c_4} - \frac{1}{2c_2}$$

$$\geq \frac{1}{4T^2} - \frac{c_1^2}{c_4} - \frac{1}{2c_2} \geq 0.$$ By letting $c(t) = -\frac{a}{4(1 + c_1^2 c_3 + c_4)} \log(T - t) + (2c_0 + \delta)t$. Then

$$\dot{\phi} - \Delta_v \phi - |\nabla_v \phi|^2 - \langle 2\nabla_v g, \nabla_v \phi \rangle + \langle v, \nabla_x \phi \rangle \geq 2c_0$$

as claimed. Finally, the growth condition on the function $\phi$ mentioned earlier can be achieved by choosing $T$ small enough.

\[\square\]

5. Optimal control problems and the Harnack inequalities

In this section, we give the proof of Theorem 2.2. For this, we first recall the results on the controllability of the following affine control system on $\mathbb{R}^n$:

$$\dot{x}(t) = X_0(x(t)) + u_1(t)X_1(x(t)) + \ldots + u_m(t)X_m(x(t)).$$

(5.1)

A control $u : [0, T] \to \mathbb{R}^k$ if there exists a partition of $[0, T]$ such that $u$ is constant on each interval of the partition. A point $y$ is reachable from $x$ at time $T$ by the control system (5.1) if there is a piecewise
constant control \( u \) such that the corresponding solution of (5.1) satisfies \( x(0) = x \) and \( x(T) = y \). Let \( A(x, T) \) be the set of points which are reachable from \( x \) at time \( T \) by the control system (5.1). Let \( A(x, \leq T) = \bigcup_{0 \leq t \leq T} A(x, t) \). The control system (5.1) is strongly controllable if for any time \( T > 0 \) and any point \( x \), \( A(x, \leq T) = M \). It is exact time controllable if \( A(x, T) = M \) for each \( x \) in \( M \) and each \( T > 0 \). The following result is taken from [11] (see also [10]).

**Theorem 5.1.** Assume that the vector field \( X_0 \) is of the form \( X_0 = p_0 + p_1 + \ldots + p_k \), where \( k \) is odd and each component of \( p_i \) is a homogeneous polynomial of degree \( i \). Assume also that \( X_1, \ldots, X_m \) are constant vector fields. Suppose that the smallest vector space containing \( X_1, \ldots, X_m \) and invariant under \( p_k \) is \( \mathbb{R}^n \). Then the control system (5.1) is strongly controllable.

For affine control systems (5.1), exact time controllability follows from strong controllability and a result in [12] (see also [10, Chapter 3]).

Finally, we give the proof of Theorem 2.2.

**Proof of Theorem 2.2.** Let \( \gamma \) be a path in \( \mathbb{R}^n \times \mathbb{R}^n \). By (4.2) and Theorem 4.1,

\[
\frac{d}{dt} g(\gamma(t)) \geq \text{tr}(N_3) + |\nabla_v g|_{\gamma(t)}^2 - \langle v, \nabla_x g \rangle_{\gamma(t)} + dg(\dot{\gamma}(t)) + h(\gamma(t)).
\]

Let \( V = (V_x, V_v) \) be a vector in \( \mathbb{R}^n \times \mathbb{R}^n \). The infimum \( \inf_V (|p_v|^2 - \langle v, p_x \rangle + \langle p_x, V_x \rangle + \langle p_v, V_v \rangle) \) is \(-\infty\) unless \( V_x = v \). Under this assumption, the above infimum becomes \(-\frac{1}{4} |V_v|^2\). Therefore, if we assume that \( \gamma \) is a path defined by the control system (5.1) with a piecewise constant control \( u \), \( X_0(x, v) = v_1 \partial_{x_1} + \ldots + v_n \partial_{x_n} \), and \( X_i(x, v) = \partial_v \), then

\[
\frac{d}{dt} g(\gamma(t)) \geq \text{tr}(N_3) - \frac{1}{4} |u(t)|^2 + h(\gamma(t)).
\]

Assume that \( \gamma(s) = x \) and \( \gamma(t) = y \). Note that such a path exists since the control system (5.1), in this case, is exact time controllable by Theorem 5.1 and the remark after the statement of Theorem 5.1. It follows that

\[
g_t(y) - g_s(x) \geq \int_s^t \text{tr}(N_3) d\tau - \int_s^t \frac{1}{4} |u(\tau)|^2 - h(\gamma(\tau)) d\tau.
\]

By taking the infimum over all these paths \( \gamma \), the result follows. \( \square \)
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