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Abstract

We consider a class of Fell bundles over quasi-lattice ordered groups. We show that these are completely determined by the positive fibres and that their cross sectional C*-algebras are relative Cuntz–Pimsner algebras associated to simplifiable product systems of Hilbert bimodules. Conversely, we show that such product systems can be naturally extended to Fell bundles and this correspondence is part of an equivalence between bicategories. We also relate amenability for this class of Fell bundles to amenability of quasi-lattice orders by showing that Fell bundles extended from free semigroups are amenable. A similar result is proved for Baumslag–Solitar groups. Moreover, we construct a relative Cuntz–Pimsner algebra of a compactly aligned product system as a quotient of the associated Nica–Toeplitz algebra. We show that this construction yields a reflector from a bicategory of compactly aligned product systems into its sub-bicategory of simplifiable product systems of Hilbert bimodules. We use this to study Morita equivalence between relative Cuntz–Pimsner algebras.

In a second part, we let $P$ be a unital subsemigroup of a group $G$. We propose an approach to C*-algebras associated to product systems over $P$. We call the C*-algebra of a given product system $\mathcal{E}$ its covariance algebra and denote it by $A \times_\mathcal{E} P$, where $A$ is the coefficient C*-algebra. We prove that our construction does not depend on the embedding $P \hookrightarrow G$ and that a representation of $A \times_\mathcal{E} P$ is faithful on the fixed-point algebra for the canonical coaction of $G$ if and only if it is faithful on $A$. We compare this with other constructions in the setting of irreversible dynamical systems, such as Cuntz–Nica–Pimsner algebras, Fowler’s Cuntz–Pimsner algebra, semigroup C*-algebras of Xin Li and Exel’s crossed products by interaction groups.
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Chapter 1

Introduction

This introduction explains the context of this thesis. Our main results are stated in Sections 1.4 and 1.5. We have included here the statements of a few theorems, propositions as well as corollaries that are our own results. Further results from this thesis mentioned in this introduction are highlighted with italics.

1.1 Motivation: irreversible dynamical systems

The $C^*$-algebra generated by the image of a homomorphism $U: \mathbb{Z} \to U(H)$ from the integers into the group of unitaries of a Hilbert space is just the closed *-subalgebra of $\mathbb{B}(H)$ generated by the single unitary $U_1$. Hence the universal $C^*$-algebra for unitary representations of $\mathbb{Z}$ is the universal $C^*$-algebra generated by a single unitary. This is the $C^*$-algebra $C(\mathbb{T})$ of continuous functions on the unit circle $\mathbb{T}$ with the inclusion function $\varepsilon: \mathbb{T} \to \mathbb{C}$ as the unitary generator.

The group $C^*$-algebra $C^*(G)$ of a discrete group $G$ is defined to be the universal $C^*$-algebra for unitary representations of $G$. Every discrete group $G$ has a canonical unitary representation $\lambda$ on the Hilbert space $\ell_2(G)$, called left regular representation. This induces a *-homomorphism $\Lambda: C^*(G) \to \mathbb{B}(\ell_2(G))$ by universal property. The reduced group $C^*$-algebra $C^*_r(G)$ is the image of $C^*(G)$ in $\mathbb{B}(\ell_2(G))$ under $\Lambda$. The regular representation produces an isomorphism $C^*(G) \cong C^*_r(G)$ if and only if $G$ is amenable with respect to the usual definition of amenability in terms of existence of a left invariant mean on $\ell_\infty(G)$.

If $X$ is a locally compact space, a *-automorphism of $C_0(X)$ is equivalent to a homomorphism of $X$. Given a *-automorphism of a $C^*$-algebra $A$, a covariant representation $(\pi, U)$ of $(A, \mathbb{Z}, \alpha)$ is a *-homomorphism $A \to \mathbb{B}(H)$ together with a unitary $U$ in $U(H)$ such that $\pi(\alpha(a)) = U\pi(a)U^*$ for all $a$ in $A$, where $H$ is a Hilbert space. The crossed product $A \rtimes_{\alpha, Z} \mathbb{Z}$ is the universal $C^*$-algebra for covariant representations of $(A, \mathbb{Z}, \alpha)$. Any faithful representation of $A$ on a Hilbert space $H$ induces a canonical regular representation $(\pi, U)$ of $(A, \mathbb{Z}, \alpha)$ in $\mathbb{B}(\ell_2(\mathbb{Z}, H))$ with $\pi$ injective. The corresponding representation of $A \rtimes_{\alpha, Z}$ is also injective. Since every $C^*$-algebra can be faithfully represented on a Hilbert space, it follows that $A$ embeds into the crossed product $A \rtimes_{\alpha, Z}$.

A $C^*$-dynamical system $(A, G, \alpha)$, or simply a dynamical system, consists of a $C^*$-algebra $A$, a discrete group $G$ and a group homomorphism $\alpha$ from $G$ to the group of *-automorphisms of $A$. Given a dynamical system, one can form the full and reduced crossed product $C^*$-algebras. The first one, denoted by $A \rtimes_{\alpha, r} G$, is a universal object. It is the universal $C^*$-algebra for covariant representations of $(A, G, \alpha)$. Here a covariant representation of $(A, G, \alpha)$ is a pair $(\pi, U)$, where $\pi$ is a representation of $A$ on a Hilbert space $H$ and $U: G \to U(H)$ is a unitary representation, such that

$$\pi(\alpha_g(a)) = U_g\pi(a)U_g^*$$

for all $a \in A$ and $g \in G$. The reduced crossed product $A \rtimes_{\alpha, r} G$, in turn, has a co-universal property. It is the smallest $C^*$-algebra for a certain class of covariant representations. It is concretely defined through a regular representation of $(A, G, \alpha)$ in $\mathbb{B}(\ell_2(G, H))$, obtained as above from a faithful representation of $A$ on $H$. The corresponding *-homomorphism $A \to \mathbb{B}(\ell_2(G, H))$ is injective, so that $A$ embeds into both the full and reduced crossed product $C^*$-algebras. If $G$ is amenable, the regular representation induces an isomorphism $A \rtimes_{\alpha, r} G \cong A \rtimes_{\alpha, r} G$. 

1
Many technical issues arise when one tries to associate a $C^*$-algebra to a single endomorphism of a $C^*$-algebra, so that it encodes the dynamics as in the above $C^*$-constructions for reversible dynamical systems. The usual notion of a covariant representation of $(A,\mathbb{N},\alpha)$ consists of a representation of $A$ on a Hilbert space $\mathcal{H}$ and an isometry $v$ in $\mathbb{B}(\mathcal{H})$ satisfying the covariance condition

$$\pi(a\alpha) = v\pi(a)v^*$$

(1.1.1)

for all $a \in A$. However, (1.1.1) forces the image of $\ker \alpha$ in the resulting crossed product to be trivial. In addition, if $A$ is unital and $\alpha$ is a unital endomorphism, the underlying isometry of a nondegenerate covariant representation of $(A,\mathbb{N},\alpha)$ will be a unitary, and one cannot expect it to have many covariant representations unless $\alpha$ is a $^*$-automorphism. At this point, a different approach is needed to treat irreversible dynamical systems.

### 1.2 $C^*$-algebras associated to correspondences

A Hilbert $C^*$-module is a generalisation of Hilbert spaces. In this more general setting, the (right) inner product takes values in a $C^*$-algebra $A$ and is $A$-linear in the second variable. Thus a Hilbert space is a Hilbert $C$-module. A correspondence $\mathcal{E}: A \sim B$ between $C^*$-algebras $A$ and $B$ consists of a right Hilbert $B$-module with a nondegenerate left action of $A$ implemented by a $^*$-homomorphism $\varphi: A \to \mathbb{B}(\mathcal{E})$, where $\mathbb{B}(\mathcal{E})$ is the $C^*$-algebra of adjointable operators on $\mathcal{E}$. It is called faithful if $\varphi$ is injective. If $\mathcal{E}$ comes equipped with a left $A$-valued inner product so that $\varphi(\langle \xi|\eta\rangle)|\zeta| = \langle \xi|\eta\rangle|\zeta|$ for all $\xi,\eta$ and $\zeta$ in $\mathcal{E}$, then we say that $\mathcal{E}$ is a Hilbert $A,B$-bimodule. A Hilbert $A,B$-bimodule $\mathcal{E}$ induces an adjoint Hilbert $B,A$-bimodule $\mathcal{E}^*$.

A celebrated construction by Pimsner associates a $C^*$-algebra $\mathcal{O}_\mathcal{E}$ to a not necessarily invertible faithful correspondence $\mathcal{E}: A \sim A$ [48]. This is now known as a Cuntz–Pimsner algebra. It is the universal $C^*$-algebra for representations of $\mathcal{E}$ that satisfy a certain condition, now called Cuntz–Pimsner covariance, on the ideal $J = \varphi^{-1}(\mathbb{K}(\mathcal{E})) \triangleleft A$. Here $\mathbb{K}(\mathcal{E})$ is the ideal of $\mathbb{B}(\mathcal{E})$ generated by all generalised rank-1 operators on $\mathcal{E}$, that is, the $C^*$-algebra of compact operators on $\mathcal{E}$. Pimsner's $C^*$-algebra includes many interesting $C^*$-algebras, such as crossed products by automorphisms and graph $C^*$-algebras for graphs with no sinks [50]. It also covers crossed products by extendible and injective endomorphisms with hereditary range. The Cuntz–Pimsner algebra $\mathcal{O}_\mathcal{E}$ is a quotient of a universal object, namely the Toeplitz algebra $T_\mathcal{E}$. This latter $C^*$-algebra associated to $\mathcal{E}$ was defined by Pimsner as the universal $C^*$-algebra for representations of $\mathcal{E}$.

For a unital $C^*$-algebra $A$ and an endomorphism $\alpha: A \to A$, the work of Exel in [21] suggests that one should be given a transfer operator $L$ for $(A,\alpha)$ in order to construct a reasonable crossed product. In fact, he was also inspired by Pimsner’s $C^*$-construction because there is a correspondence $A_{\alpha,L}$ over $A$ naturally associated to $(A,\alpha,L)$. Indeed, a continuous linear map $L: A \to A$ is a transfer operator if it is positive and $L(a^*a) = L(a)a^*$ for all $a,b \in A$. This gives rise to a correspondence $A_{\alpha,L}: A \sim A$ obtained after dividing out a null-space and taking the completion from the subspace $Aa(1)$, under the following structure: the left action is given by the multiplication on $A$, the right action is implemented by $\alpha$ and the pre-inner product is defined by $\langle a\alpha(1)| b(\alpha(1)) \rangle = L(a^*b)$. Exel’s $C^*$-algebra $T(A,\alpha,L)$ is precisely the Toeplitz algebra of $A_{\alpha,L}$. In addition, his notion of redundancy corresponds to Cuntz–Pimsner covariance for $A_{\alpha,L}$. So in case $A_{\alpha,L}$ is a faithful correspondence, the crossed product $A \rtimes_{\alpha,L} \mathbb{N}$ introduced in [21] coincides with the Cuntz–Pimsner algebra $\mathcal{O}_\mathcal{E}$ as defined in [48]. Since Pimsner’s work was devoted to faithful correspondences, it was unclear in general when $A$ embeds into the crossed product $A \rtimes_{\alpha,L} \mathbb{N}$.

For a non-faithful correspondence $\mathcal{E}$, Pimsner’s $C^*$-algebra may be zero. Muhly and Solel proposed a construction of $C^*$-algebras associated to (not necessarily faithful) correspondences by taking universal $C^*$-algebras for representations satisfying the covariance condition only on an ideal $J \triangleleft A$ with $J \subseteq \varphi^{-1}(\mathbb{K}(\mathcal{E}))$ [17]. In [29], Katsura provided necessary and sufficient conditions on the ideal $J$ for the universal representation of $\mathcal{E}$ in $\mathcal{O}_{J_\mathcal{E}}$ to be injective. Inspired by graph $C^*$-algebras, among other constructions, he analysed the relative Cuntz–Pimsner algebra $\mathcal{O}_{J_\mathcal{E}}$ with $J_\mathcal{E} := (\ker \varphi)^{\perp} \cap \varphi^{-1}(\mathbb{K}(\mathcal{E}))$. This $C^*$-algebra has nice properties. First, the universal representation of $\mathcal{E}$ in $\mathcal{O}_{J_\mathcal{E}}$ is injective. Hence it encodes the correspondence structure of $\mathcal{E}$. In addition, $\mathcal{O}_{J_\mathcal{E}}$ satisfies the gauge-invariant uniqueness theorem, which asserts that a representation of $\mathcal{O}_{J_\mathcal{E}}$ in a $C^*$-algebra $B$ that is faithful on the coefficient algebra $A$ is also faithful on $\mathcal{O}_{J_\mathcal{E}}$, at least when the representation in question satisfies a certain compatibility condition.
1. INTRODUCTION

In [11], Brownlowe and Raeburn then described the crossed product by an endomorphism \( \alpha: A \to A \) of a unital C*-algebra relative to a transfer operator \( L \) as a relative Cuntz–Pimsner algebra. With this interpretation at hand, they provided necessary and sufficient conditions for the universal representation in \( A \rtimes_{\alpha,L} \mathbb{N} \) to be injective. They also applied gauge-invariant uniqueness theorems of relative Cuntz–Pimsner algebras for Katsura’s ideal to prove uniqueness theorems for the crossed product. So relative Cuntz–Pimsner algebras associated to correspondences turn out to be very important tools to construct and study C*-algebras out of irreversible dynamical systems.

1.3 Compactly aligned product systems

Roughly speaking, a product system may be regarded as an action of a semigroup by correspondences over a C*-algebra. A product system over a semigroup \( P \) with unit element denoted by \( e \) is a family of correspondences \( \mathcal{E} = (\mathcal{E}_p)_{p \in P} \) with \( \mathcal{E}_e = A \) together with correspondence isomorphisms \( \mathcal{E}_p \otimes_A \mathcal{E}_q \cong \mathcal{E}_{pq} \) subject to certain axioms. Product systems were introduced in this context by Fowler in [26], following the work of Arveson on continuous product systems of Hilbert spaces developed in [7]. As for single correspondences, examples of product systems arise naturally from semigroups of endomorphisms [26][38].

Fowler defined the Toeplitz algebra \( T_E \) of a given product system \( E \) as the universal C*-algebra for representations of \( E \), thus generalising Toeplitz algebras of single correspondences. Following Pimsner, he constructed the Cuntz–Pimsner algebra of a product system \( E = (\mathcal{E}_p)_{p \in P} \) as the universal C*-algebra for representations that are Cuntz–Pimsner covariant on \( J_p = \varphi_p^{-1}(\mathcal{K}(\mathcal{E}_p)) \) for all \( p \in P \). As in Pimsner’s original construction, Fowler’s Cuntz–Pimsner algebra might be trivial if \( E \) is non-faithful.

Unlike the case of single correspondences, the Toeplitz algebra of a product system is in general too big. For example, the universal C*-algebra for representations of the trivial bundle over \( \mathbb{N} \times \mathbb{N} \) is not nuclear[1] see [45]. This is precisely the universal C*-algebra generated by two commuting isometries. So in order to define a reasonable universal object, one must impose additional conditions on the representations of the underlying product system.

Nica considered a class of isometric representations of a semigroup arising from a quasi-lattice order [47]. This is a semigroup \( P \) contained in a group, say \( G \subseteq P, \) so that the structure of the pair \((G, P)\) resembles that of \((\mathbb{Z}, \mathbb{N})\). More precisely, we have \( P \cap P^{-1} = \{e\} \) and, with respect to the partial order \( g_1 \leq g_2 \Leftrightarrow g_1^{-1}g_2 \in P \), two elements \( g_1 \) and \( g_2 \) in \( G \) with a common upper bound in \( P \) also have a least upper bound \( g_1 \lor g_2 \) in \( P \). We say that \((G, P)\) is a quasi-lattice ordered group. The relations imposed by Nica on the representations of \( P \) arise naturally from its canonical representation by isometries in \( \mathbb{B}(l_2(P)) \). The universal C*-algebra for such representations, denoted by \( C^*(G, P) \), is now known as the Toeplitz algebra of \((G, P)\). Nica also introduced a notion of amenability for quasi-lattice ordered groups by saying that \((G, P)\) is amenable if the regular representation of \( C^*(G, P) \) on \( l_2(P) \) is faithful. Surprisingly, \((\mathbb{F}, \mathbb{F}^+)\) is amenable, where \( \mathbb{F} \) is a free group on a set of generators \( S \) and \( \mathbb{F}^+ \) is the unital semigroup generated by \( S \). This happens because \( C^*(\mathbb{F}, \mathbb{F}^+) \) is considerably smaller than the Toeplitz algebra associated to the trivial product system \((Cu_p)_{p \in \mathbb{F}^+}\). For example, \( C^*(\mathbb{F}, \mathbb{F}^+) \) is spanned by elements of the form \( v_pv_q^* \) with \( p, q \) in \( \mathbb{F}^+ \).

The work of Nica described above together with the work of Laa and Raeburn [35] led Fowler to consider a class of product systems over positive cones of quasi-lattice ordered groups, called compactly aligned. He defined a notion of Nica covariance for representations of such product systems. The universal C*-algebra for this class of representations is then called Nica–Toeplitz algebra and denoted by \( N^T_E \). For amenable systems, Fowler was able to characterise faithful representations of this algebra [26][Theorem 7.2]. Also under an amenability assumption, a result deriving nuclearity for a Nica–Toeplitz algebra from nuclearity of the underlying coefficient algebra was established in [53][Theorem 6.3].

However, the problem of finding a C*-algebra that approximates the structure of a given compactly aligned product system in an optimal way has not been completely solved. The question is: for a compactly aligned product system \( \mathcal{E} = (\mathcal{E}_p)_{p \in P} \), which quotient of the Nica–Toeplitz algebra \( N^T_E \) gives in an appropriate sense the smallest C*-algebra so that the representation of \( \mathcal{E} \) in the corresponding quotient remains injective? Such a C*-algebra would be a co-universal object for Nica covariant representations satisfying a certain compatibility condition, at least under an amenability assumption.

---

[1] A C*-algebra \( A \) is nuclear if for every C*-algebra \( B \) there exists a unique C*-norm on the tensor product \( A \otimes B \).
1.4. FELL BUNDLES OVER QUASI-LATTICE ORDERED GROUPS

Answering the above question was the main objective of the work of Sims and Yeend in [55]. They were able to associate a C*-algebra NO\v{E} to a given compactly aligned product system E, called Cuntz–Nica–Pimsner algebra, so that the universal representation of E in NO\v{E} is injective for a large class of product systems [55, Theorem 4.1]. This is a quotient of the Nica–Toeplitz algebra of E. Their notion of covariant representations is more technical than the usual Cuntz–Pimsner covariance since it involves additional relations. Sims and Yeend proved that Cuntz–Nica–Pimsner algebras include Cuntz–Krieger algebras of finitely aligned higher-rank graphs [55, Proposition 5.4] and Katsura’s relative Cuntz–Pimsner algebras of single correspondences [55, Proposition 5.3]. The analysis of co-universal properties for these algebras was provided in [15]. If either E is faithful or the representation of E in NO\v{E} is injective and P is directed, then under an amenability assumption NO\v{E} satisfies a gauge-invariant uniqueness property. That is, in the appropriate setting a representation of NO\v{E} is faithful if and only if it is faithful on A [15, Corollary 4.11].

Even though the universal representation of a compactly aligned product system E in NO\v{E} is injective for many examples, it might fail to be faithful even for proper product systems over totally ordered semigroups such as the positive cone of Z \times Z with the lexicographic order [55, Example 3.16]. In addition, [15, Example 3.9] shows that if P is not directed\(^2\) a representation of NO\v{E} that is faithful on A need not be faithful even for an amenable system. We address these problems in Chapter 6 we attach a C*-algebra A ×\v{E} P to E so that A embeds into A ×\v{E} P and given a surjective *-homomorphism ψ: N\v{T}_\v{E} \rightarrow B that is injective on A, under the standard assumptions of compatibility and amenability there exists a unique *-homomorphism φ: B \rightarrow A ×\v{E} P making the diagram

\[
\begin{array}{ccc}
N\v{T}_\v{E} & \xrightarrow{\psi} & B \\
\downarrow q_N & & \downarrow \phi \\
A \times\v{E} P & \\
\end{array}
\]

commute, where q_N is the quotient map. The compatibility assumption will be explained in more details in the subsequent section.

1.4 Fell bundles over quasi-lattice ordered groups

If a C*-algebra B carries a continuous action of the unit circle T, then many properties of B can be derived from those of a certain C*-subalgebra, known as the fixed-point algebra for the T-action. The latter might be much smaller than B but, for instance, injectivity of representations of B in many cases may be deduced from injectivity on this fixed-point algebra.

Let us illustrate this by an example. Let T denote the Toeplitz algebra. This is the Banach subalgebra of B(ℓ_2(ℕ)) generated by the unilateral shift S on ℓ_2(ℕ) and its adjoint S*. Then T acts continuously on T by

\[ T \ni z \mapsto \text{Ad}_U_z \in \text{Aut}(T), \]

where U_z is the unitary in B(ℓ_2(ℕ)) which sends a unit vector e_i to z^i e_i for all i ∈ ℕ and \text{Ad}_U_z(a) = U_z a U_z^*. The closed subspace of T generated by the set \{S^i(S^*)^j | i - j = n\} coincides with

\[ T_n := \{a \in T | \text{Ad}_U_z(a) = z^n a, \forall z \in T\}. \]

These subspaces satisfy T_m \cdot T_n ⊆ T_{m+n} and T_n^* = T_{-n} for all m, n in Z. There is a contractive projection of T onto T_n that vanishes on T_m for m ≠ n, given by \[ a \mapsto \int_T z^{-m} \text{Ad}_U_z(a) \, dz. \] In addition, T is the closure of the direct sum \bigoplus_{n \in Z} T_n. Any representation of T that is injective on T_0 sends S to a proper isometry, and hence is injective on T by Coburn’s Theorem.

The above facts also hold when one replaces T by any other compact abelian group and Z by the corresponding dual group. A C*-algebra B acted upon by a compact abelian group Γ may be described as the closure of a direct sum of closed subspaces indexed by the dual group Γ. There are mutually orthogonal contractive projections \{E_\gamma\}_{\gamma \in \Gamma}, where E_\gamma is the contractive projection of B onto the corresponding subspace at \gamma for each \gamma in \Gamma, and the subspace at the unit element e of \Gamma is a C*-subalgebra of B. This provides B with an extra structure, so that many important properties of

\(^2\)We say that P is directed if p ∨ q exists for all p, q ∈ P.
the associated fixed-point algebra are related to those of $B$.

What happens for non-abelian groups? A discrete group $G$ always carries a \textit{comultiplication}. This is the *-homomorphism $\delta_G\colon C^*(G) \to C^*(G) \otimes C^*(G)$ obtained from the unitary representation of $G$ in $C^*(G) \otimes C^*(G)$ which sends $g$ to $u_g \otimes u_g$, where $u_g$ denotes the image of $g$ under the canonical representation of $G$ in $C^*(G)$. A \textit{full coaction} of $G$ on a $C^*$-algebra $B$ is an injective and nondegenerate *-homomorphism $\delta\colon B \to B \otimes C^*(G)$ satisfying the identity $(\delta \otimes \text{id}_{C^*(G)}) \circ \delta = (\text{id}_{B} \otimes \delta_G) \circ \delta$. Nondegeneracy means that $B \otimes C^*(G)$ is the closure of $\delta(B)(B \otimes C^*(G))$. Here the term “full” is related to the appearance of the full group $C^*$-algebra of $G$ instead of its reduced $C^*$-algebra $C_r^*(G)$. If a $C^*$-algebra $B$ comes equipped with a coaction of a discrete group $G$, then $B$ is the closure of the direct sum $\bigoplus_{g \in G} B_g$, where $B_g = \{a \in B|\delta(a) = a \otimes u_g\}$. As above, $B_g \cdot B_h \subseteq B_{gh}$ and $B_g \ast B_h = B_{g^{-1}h}$ for all $g, h \in G$, and there are contractive projections $E_g\colon B \to B_g$, so that $E_g \equiv 0$ on $B_h$ if $h \neq g$. In this case, we say that $B$ is a \textit{topologically $G$-graded} $C^*$-algebra and the collection of subspaces $\{B_g\}_{g \in G}$ is a topological grading for $B$.

Unfortunately there might be many non-isomorphic $C^*$-algebras with indistinguishable topological $G$-grading. An important question to answer concerning a $G$-grading $\{B_g\}_{g \in G}$ is whether or not all of the $C^*$-algebras possessing $\{B_g\}_{g \in G}$ as a topological $G$-grading are isomorphic to each other in the natural way. If the answer for this question is affirmative, in several cases many properties of the larger $C^*$-algebra may be derived from those of the $C^*$-algebra $B_e$. This is related to an \textit{amenability} condition, which we will explain below.

Loosely speaking, a family of Banach spaces $\{B_g\}_{g \in G}$ endowed with a multiplication

\[ \cdot\colon \{B_g\}_{g \in G} \times \{B_g\}_{g \in G} \to \{B_g\}_{g \in G} \]

and an involution operation $\ast\colon \{B_g\}_{g \in G} \to \{B_g\}_{g \in G}$ is a \textit{Fell bundle}, also known as a $\textit{C}^*$-\textit{algebraic bundle}, if the triple $\{(B_g)_{g \in G}, \cdot, \ast\}$ behaves as a $G$-grading for a $C^*$-algebra. So, for example, it must satisfy $B_g \cdot B_h \subseteq B_{gh}$, $B_g \ast B_h = B_{g^{-1}h}$ and $\|b^*b\| = \|b\|^2$ for all $g, h \in G$ and $b \in B_g$.

One can naturally attach two $C^*$-algebras to a given Fell bundle $(B_g)_{g \in G}$. Its \textit{cross sectional $C^*$-algebra} $C^*(\{B_g\}_{g \in G})$ is defined to be the universal $C^*$-algebra for representations of $(B_g)_{g \in G}$. The \textit{reduced cross sectional $C^*$-algebra} $C^r_r(\{B_g\}_{g \in G})$ is constructed concretely through the \textit{regular representation} of $(B_g)_{g \in G}$. Both $C^*(\{B_g\}_{g \in G})$ and $C^r_r(\{B_g\}_{g \in G})$ are topologically $G$-graded $C^*$-algebras with grading given by a copy of $(B_g)_{g \in G}$. The latter has a co-universal property because it is the smallest $C^*$-algebra whose topological $G$-grading is determined by a copy of the Fell bundle $(B_g)_{g \in G}$. We then say that $(B_g)_{g \in G}$ is amenable if its regular representation induces a *-isomorphism $C^*(\{B_g\}_{g \in G}) \cong C^r_r(\{B_g\}_{g \in G})$. So, up to canonical isomorphism, there is a unique topologically $G$-graded $C^*$-algebra whose grading is a copy of $(B_g)_{g \in G}$. This is always so if $G$ is an amenable group.

If $g \mapsto \alpha_g$ is an action of $G$ by *-automorphisms on a $C^*$-algebra $A$, one can build a Fell bundle out of the dynamical system $(A, G, \alpha)$ by letting $B_g := (A, g)$ for each $g \in G$, that is, $B_g$ is a copy of $A$ as a Banach space. The multiplication on $(B_g)_{g \in G}$ is defined by convolution: $(a, g) \ast (b, h) = (\alpha_g(a)(b), gh)$, for $a, b \in A$ and $g, h \in G$. The involution operation $(A, g) \mapsto (A, g^{-1})$ sends $(a, g)$ to $(\alpha_{g^{-1}}(a^*), g^{-1})$. The crossed product $A \rtimes_{\alpha, r} G$ coincides with the cross sectional $C^*$-algebra of $(B_g)_{g \in G}$, while the reduced crossed product $A \rtimes_{\alpha, r} G$ is the reduced cross sectional $C^*$-algebra $C^r_r((B_g)_{g \in G})$. With some extra effort, one can also associate a Fell bundle to a twisted partial action. Hence cross sectional $C^*$-algebras of Fell bundles include many $C^*$-constructions built out of reversible dynamical systems. In particular, Fell bundles may also be viewed as generalised group actions.

Given a Fell bundle $(B_g)_{g \in G}$, each $B_g$ is a Hilbert $B_0$-module with right $B_0$-module structure determined by the multiplication on $(B_g)_{g \in G}$ and inner product $\langle \xi | \eta \rangle := \xi^* \eta \in B_0$, where “*” is the involution operation on $(B_g)_{g \in G}$. In fact, the Hilbert $B_0$-module $B_g$ has more structure. It is also a \textit{Hilbert $B_0$-bimodule} with left $B_0$-module action implemented by multiplication on the left by elements of $B_0$ and left inner product $\langle \xi | \eta \rangle := \xi^* \eta$. So it corresponds to a partial action of $G$ by Hilbert bimodules over $B_0$.

Relative Cuntz–Pimsner algebras of single correspondences come with a continuous $\mathbb{T}$-action, for which the image of $A$ under the universal representation lies in the fixed-point algebra. In [29], $\mathcal{O}_{\mathcal{T}, \mathcal{E}}$ is shown to satisfy a gauge-invariant uniqueness theorem. That is, any representation of $\mathcal{E}$ covariant on $\mathcal{T}$ that is faithful on $A$ and respects the topological $\mathbb{Z}$-grading associated to the $\mathbb{T}$-action is also faithful on $\mathcal{O}_{\mathcal{T}, \mathcal{E}}$ [29] Theorem 6.4. In general, the canonical $\mathbb{Z}$-grading of a relative Cuntz–Pimsner algebra is always a \textit{semi-saturated} Fell bundle, in the sense that $B_{m,n}B_n = B_{m+n}$ if $m, n \geq 0$. The cross sectional $C^*$-algebra of a semi-saturated Fell bundle over $\mathbb{Z}$ coincides with the crossed product
of \( B_0 \) by the Hilbert bimodule \( B_1 \), which in turn is a relative Cuntz–Pimsner algebra as considered by Katsura. In particular, a semi-saturated Fell bundle over \( Z \) is generated by \( B_0 \) and the Hilbert bimodule \( B_1 \). So, up to isomorphism, semi-saturated partial actions of \( Z \) by Hilbert bimodules over \( B_0 \) are in bijection with actions of \( N \) by Hilbert \( B_0 \)-bimodules.

Thus relative Cuntz–Pimsner algebras are completely determined by the spectral subspaces \( \mathcal{O}_{1,\mathcal{E}}^p \) and \( \mathcal{O}_{\mathcal{E}}^p \). In fact, the idea behind Pimsner’s original \( \mathfrak{C}^* \)-construction was to approximate a correspondence \( \mathcal{E} : A \sim A \) by a Hilbert bimodule \( \mathcal{O}_{\mathcal{E}}^F : \mathcal{O}_{1,\mathcal{E}}^p \sim \mathcal{O}_{\mathcal{E}}^p \) in the optimal way. From \( (\mathcal{O}_{1,\mathcal{E}}^p, \mathcal{O}_{\mathcal{E}}^p) \) one can explicitly build a Fell bundle \( (\mathcal{O}_{\mathcal{E}}^p)_{n \in \mathbb{Z}} \) by letting

\[
\mathcal{O}_{\mathcal{E}}^p = \left\{ \begin{array}{ll}
(\mathcal{O}_{1,\mathcal{E}}^p) \otimes n & \text{if } n > 0, \\
(\mathcal{O}_{1,\mathcal{E}}^p)^* \otimes -n & \text{if } n < 0,
\end{array} \right.
\]

where \( (\mathcal{O}_{1,\mathcal{E}}^p)^* \) is the Hilbert \( \mathcal{O}_{1,\mathcal{E}}^p \)-bimodule adjoint to \( \mathcal{O}_{1,\mathcal{E}}^p \). The Cuntz–Pimsner algebra \( \mathcal{O}_{\mathcal{E}}^p \) is the cross sectional \( \mathfrak{C}^* \)-algebra of \( (\mathcal{O}_{\mathcal{E}}^p)_{n \in \mathbb{Z}} \). Katsura’s relative Cuntz–Pimsner algebra has a similar description.

For a quasi-lattice ordered group \((G, P)\), the Nica–Toeplitz algebra of a compactly aligned product system \( \mathcal{E} = (\mathcal{E}_p)_{p \in P} \) carries a full coaction of \( G \), obtained from a canonical Nica covariant representation of \( E \) in \( NT\mathcal{E} \otimes \mathfrak{C}^*(G) \). This provides \( NT\mathcal{E} \) with a topological \( G \)-grading \( (NT\mathcal{E}_g)_{g \in G} \), for which the restriction to the positive fibres gives a product system \( (NT\mathcal{E}_g)_{g \in G} \). Such a product system has a special feature, which we prove in Chapter 6. First, it is a compactly aligned product system of Hilbert bimodules over \( NT\mathcal{E} \). Secondly, it can be explicitly extended to a Fell bundle over \( G \) or, in other words, to a partial action of \( G \) by Hilbert bimodules over \( NT\mathcal{E} \). The resulting Fell bundle is canonically isomorphic to \( (NT\mathcal{E}_g)_{g \in G} \). These assertions follow from a stronger result, which we will describe now.

We follow the terminology of [19] and define notions of orthogonality and semi-saturatedness for a Fell bundle over \( G \). In one of our main results in Chapter 6, namely Theorem 5.1.8, we provide sufficient conditions for a compactly aligned product system of Hilbert bimodules over \( P \) to extend to a semi-saturated and orthogonal Fell bundle over \( G \). We say that a product system of Hilbert bimodules satisfying such conditions is simplifiable. The theorem in question has the following statement:

**Theorem.** Let \((G, P)\) be a quasi-lattice ordered group and let \( \mathcal{E} = (\mathcal{E}_p)_{p \in P} \) be a simplifiable product system of Hilbert bimodules. There is a semi-saturated and orthogonal Fell bundle \( \hat{\mathcal{E}} = (\hat{\mathcal{E}}_g)_{g \in G} \) extending the structure of product system of \( \mathcal{E} \), in the sense that

(i) there are isomorphisms \( j_p : \mathcal{E}_p \cong \hat{\mathcal{E}}_p \) of complex vector spaces such that \( j_p : A \rightarrow \hat{\mathcal{E}}_p \) is a \( * \)-isomorphism and \( j_p(\xi j_p(\eta)) = j_p(\mu p A(\xi \otimes \eta)) \) for all \( p, q \in P \);

(ii) \( j_p(\xi)^* j_p(\eta) = j_q(\langle \xi | \eta \rangle) \) for all \( \xi, \eta \in \mathcal{E}_p \) and \( p \in P \), where \( * : \hat{\mathcal{E}}_p \rightarrow \hat{\mathcal{E}}_{p^{-1}} \) is the involution operation on \( \hat{\mathcal{E}}_p \).

Moreover, \( \hat{\mathcal{E}} \) is unique up to canonical isomorphism of Fell bundles.

As a consequence, the universal representation of a simplifiable product system of Hilbert bimodules in the relative Cuntz–Pimsner algebra for the family of Katsura’s ideals is always injective. This implies the following corollary:

**Corollary.** Let \( \mathcal{E} = (\mathcal{E}_p)_{p \in P} \) be a simplifiable product system of Hilbert bimodules over \( A \). For each \( p \in P \), set \( I_p = \langle \mathcal{E}_p | \mathcal{E}_p \rangle \) and \( \mathcal{I} = \{ I_p \}_{p \in P} \). Then the canonical \( * \)-homomorphism from \( A \) to the relative Cuntz–Pimsner algebra \( \mathcal{O}_{\mathcal{I}, \mathcal{E}}^p \) is an isomorphism onto the gauge-fixed point algebra \( \mathcal{O}_{\mathcal{I}, \mathcal{E}}^p \). Moreover, \( \mathcal{O}_{\mathcal{I}, \mathcal{E}}^p \cong \mathcal{E}_p \) for all \( p \in P \).

In addition, we show that a Fell bundle that is semi-saturated and orthogonal comes from a simplifiable product system of Hilbert bimodules. This gives an equivalence between a class of partial actions of \( G \) by Hilbert bimodules and simplifiable actions of \( P \). So we say that a semi-saturated and orthogonal Fell bundle over \( G \) is extended from \( P \). The cross sectional \( \mathfrak{C}^* \)-algebra of a Fell bundle extended from \( P \) can be described as a relative Cuntz–Pimsner algebra of a simplifiable product system of Hilbert bimodules. For a Fell bundle over \( Z \), orthogonality is vacuous and hence Fell bundles extended from \( N \) are precisely semi-saturated Fell bundles as described above.

**Proposition.** Let \((B_g)_{g \in G} \) be a Fell bundle that is semi-saturated and orthogonal with respect to \((G, P)\). Then \( B = (B_g)_{p \in P} \) is a simplifiable product system of Hilbert bimodules. Its relative Cuntz–Pimsner algebra \( \mathcal{O}_{\mathcal{I}, B} \) is naturally isomorphic to the cross sectional \( \mathfrak{C}^* \)-algebra of \((B_g)_{g \in G} \).
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In Section 5.3, we describe the cross sectional C*-algebra of a Fell bundle extended from \( F^+ \) as a relative Cuntz–Pimsner of a single correspondence. This is used to establish amenability for such Fell bundles. This fact is established in [19] under a separability assumption. Our approach does not require such a hypothesis. We prove a similar result for Fell bundles extended from Baumslag–Solitar semigroups BS(c,d)\(^+\) with c, d positive integers.

1.5 Bicategories of correspondences

In a bicategory, we have a category \( C(x, y) \) of arrows between two objects \( x \) and \( y \) instead of a set of arrows. Associativity only holds up to isomorphisms of arrows and an object \( x \) has a unit arrow only up to isomorphism. An arrow \( f: x \to y \) is an equivalence, or is invertible, if there exists an arrow \( g: y \to x \) with isomorphisms \( g \circ f \cong 1_x \) and \( f \circ g \cong 1_y \).

C*-algebras are the objects of the correspondence bicategory \( \mathcal{C} \) introduced by Buss, Meyer and Zhu in [14]. Arrows are correspondences between C*-algebras and 2-arrows are isomorphisms of correspondences. The composition of arrows is the internal tensor product of correspondences. Equivalences in \( \mathcal{C} \) correspond to Morita equivalences between C*-algebras. So a Hilbert bimodule \( \mathcal{E} \) over a C*-algebra \( A \) is an equivalence in \( \mathcal{C} \) from \( \langle \mathcal{E} | \mathcal{E} \rangle \) to \( \langle \mathcal{E} | \mathcal{E} \rangle \). Since these are ideals in \( A \), \( \mathcal{E} \) may be interpreted as a partial Morita equivalence of \( A \). A saturated Fell bundle over a discrete group \( G \) is then equivalent to a homomorphism from \( G \) to \( \mathcal{C} [14 \text{ Theorem 3.3}] \). Saturated means that \( B_g \cdot B_h = B_{gh} \) for all \( g, h \) in \( G \). This supports the idea that Fell bundles are generalised group actions.

Assuming that \( \mathcal{E} \) is a proper correspondence, that is, \( \varphi(A) \subseteq \mathcal{K} (\mathcal{E}) \), Albandik and Meyer provided in \([6]\) a description of \( \mathcal{O}_E = \mathcal{O}_{A, \mathcal{E}} \) as a colimit of a diagram in the correspondence bicategory. This is generalised in Chapter 3 (see also \([10]\)) to relative Cuntz–Pimsner algebras of (not necessarily proper) correspondences by looking at another bicategory of correspondences, obtained from the bicategory of homomorphisms, or “functors”, from \( \mathbb{N} \) to \( \mathcal{C} \) after some modifications. More explicitly, we define a bicategory \( \mathcal{E}^\mathbb{N} \) whose objects are triples \((A, \mathcal{E}, J)\), where \( A \) is a C*-algebra, \( \mathcal{E} \) is a correspondence over \( A \), and \( J \) is an ideal in \( A \) that acts by compact operators on \( \mathcal{E} \). This is precisely the data needed to define a relative Cuntz–Pimsner algebra. An arrow \((\mathcal{F}, V): (A, \mathcal{E}, J) \to (A_1, \mathcal{E}_1, J_1)\) consists of a proper correspondence \( \mathcal{F}: A \to A_1 \) with \( J \cdot \mathcal{F} \subseteq \mathcal{F} \cdot J_1 \) and a correspondence isomorphism \( V: \mathcal{E} \otimes A \mathcal{F} \cong \mathcal{F} \otimes A_1 \mathcal{E}_1 \). The pair \((\mathcal{F}, V)\) is called a proper covariant correspondence.

The triples \((A, \mathcal{E}, I \mathcal{E})\) where \( \mathcal{E} \) is a Hilbert \( A \) bimodule and \( I \mathcal{E} \) is Katsura’s ideal for \( \mathcal{E} \) form a full sub-bicategory of \( \mathcal{E}^\mathbb{N} \), which we denote by \( \mathcal{E}^\mathbb{N}_{pr.} \). We establish the existence of a universal arrow

\[
v_{(A, \mathcal{E}, J)}: (A, \mathcal{E}, J) \to (\mathcal{O}^0_J, \mathcal{O}^1_J, I \mathcal{O}^1_J)
\]

from \((A, \mathcal{E}, J)\) to the inclusion \( \mathcal{E}^\mathbb{N}_{pr.} \hookrightarrow \mathcal{E}^\mathbb{N} \) in Proposition 3.3.3. Combining this with some general results from bicategory theory, we show in Corollary 3.3.7 that the pair \((\mathcal{O}^1_J, \mathcal{O}^0_J)\) describes part of a reflector from \( \mathcal{E}^\mathbb{N} \) onto \( \mathcal{E}^\mathbb{N}_{pr.} \). Roughly speaking, a reflector approximates a given object by an object in the sub-bicategory in the optimal way. It is a left (bi)adjoint to the inclusion of the sub-bicategory. So \( \mathcal{O}^1_J: \mathcal{O}^1_J \sim \mathcal{O}^1_J \) is indeed the best approximation of \( \mathcal{E}: A \sim A \) by a Hilbert bimodule, satisfying a certain covariance condition relying on the ideal \( J \).

Given a quasi-lattice ordered group \((G, P)\), we define a bicategory \( \mathcal{E}^P \) in which objects are triples \((A, \mathcal{E}, J)\), where \( A \) is a C*-algebra, \( \mathcal{E} \) is a compactly aligned product system and \( J = \{J_p\}_{p \in P} \) is a family of ideals in \( A \) with \( J_p \subseteq \varphi^{-1}_p(\mathcal{K}(\mathcal{E}_p)) \) for all \( p \in P \). We consider a sub-bicategory of \( \mathcal{E}^P \) whose objects are simplifiable product systems of Hilbert bimodules, which we denote by \( \mathcal{E}^P_{pr.} \). We enrich the correspondence between simplifiable product systems of Hilbert bimodules over \( P \) and Fell bundles extended from \( P \) to an equivalence between \( \mathcal{E}^P_{pr.} \) and a certain bicategory of Fell bundles extended from \( P \). This equivalence is defined on objects by using the correspondence described in the previous section. We apply this equivalence to show that, when one restricts to proper covariant correspondences, the construction of relative Cuntz–Pimsner algebras as quotients of Nica–Toeplitz algebras gives a reflector from \( \mathcal{E}^P_{pr.} \) onto \( \mathcal{E}^P_{pr.} \). In particular, this construction is functorial. Hence equivalences in \( \mathcal{E}^P_{pr.} \) yield Morita equivalences between the corresponding relative Cuntz–Pimsner algebras.

A semigroup of extendible and injective endomorphisms with hereditary range produces a product system of Hilbert bimodules over \( P \). We generalise the ideas of [12] Proposition 2.4 and characterise the invertible covariant correspondences between the associated product systems. This is achieved in
1.6 Covariance algebras of product systems

The theory of relative Cuntz–Pimsner algebras of product systems does not cover constructions such as Cuntz–Krieger algebras of finitely aligned higher-rank graphs. The work of Exel in [19] suggests that his notion of crossed products by semigroups of unital endomorphisms cannot be covered by relative Cuntz–Pimsner algebras. As mentioned previously, if $P$ is a subsemigroup of a group $G$ so that $(G,P)$ is a quasi-lattice ordered group, Sims and Yeend introduced in [55] the so called Cuntz–Nica–Pimsner algebra $\mathcal{NO}_G$ associated to a compactly aligned product system $\mathcal{E} = (E_p)_{p \in P}$.

Their main goal was to associate a $C^*$-algebra to a given compactly aligned product system satisfying two properties: the representation of $\mathcal{E}$ in $\mathcal{NO}_G$ is injective on $A$, and a $^*$-homomorphism from $\mathcal{NO}_G$ to a $C^*$-algebra $B$ is faithful on the fixed-point algebra for the canonical coaction of $G$ on $\mathcal{NO}_G$ if and only if it is faithful on $A$. These are the conditions (A) and (B) of [55], respectively. Although Sims and Yeend’s $C^*$-construction suffices for a large class of product systems, the universal representation of $\mathcal{E}$ in $\mathcal{NO}_G$ may fail to be injective. In addition, $\mathcal{NO}_G$ might not fulfil the condition (B) above even when it satisfies (A). It cannot handle product systems over semigroups that are not positive cones of quasi-lattice orders.

In Chapter 6, we let $P$ be a subsemigroup of a group $G$ and construct a $C^*$-algebra from a product system $\mathcal{E}$ over $P$ satisfying the above conditions (A) and (B). To do so, we look at the topological $G$-grading $\{T_\ell^G\}_{\ell \in G}$ of the Toeplitz algebra of $\mathcal{E}$ coming from the canonical coaction of $G$. We analyse a class of representations of $T_\ell^G$ coming from quotients of the usual Fock representation of $\mathcal{E}$ on $\bigoplus_{\ell \in P} E_\ell$. Constructions of [5][19][3][4][8] led us to look for a $C^*$-algebra whose spectral subspace at $g \in G$ is an inductive limit of quotients of $T_\ell^G$ in such a way that the connecting maps are all injective. So we consider the directed set consisting of finite subsets of $G$. After modifying the Cuntz–Nica–Pimsner covariance condition and adapting it to this more general setting, we arrive at what we call strong covariance. Although it explicitly involves elements of $G$, this notion of covariance does not depend on the embedding $P \hookrightarrow G$. In other words, different groups containing $P$ as a subsemigroup produce the same quotient of $T_\ell^G$. We refer to the universal $C^*$-algebra for strongly covariant representations of $\mathcal{E}$ as its covariance algebra and denote it by $A \rtimes_{\mathcal{E}} P$. We show that the universal representation of $\mathcal{E}$ in $A \rtimes_{\mathcal{E}} P$ is injective. In addition, $A \rtimes_{\mathcal{E}} P$ satisfies condition (B): a representation of $A \rtimes_{\mathcal{E}} P$ is faithful on the fixed-point algebra for the canonical coaction of $G$ if and only if it is faithful on the coefficient algebra $A$. More precisely, the next is our main theorem in Chapter 6.

Theorem. Let $P$ be a unital semigroup and let $\mathcal{E} = (E_p)_{p \in P}$ be a product system over $P$ of $A$-correspondences. Suppose that $P$ is embeddable into a group. There is a $C^*$-algebra $A \rtimes_{\mathcal{E}} P$ associated to $\mathcal{E}$ with a representation $\mathcal{E} : \mathcal{E} \to A \rtimes_{\mathcal{E}} P$ such that the pair $(A \rtimes_{\mathcal{E}} P, \mathcal{E})$ has the following properties:

\begin{enumerate}[label=(C\arabic*)]
  \item $A \rtimes_{\mathcal{E}} P$ is generated by $\mathcal{E}(\mathcal{E})$ as a $C^*$-algebra and $\mathcal{E}$ is strongly covariant in the sense of Definition 1.12, where the group $G$ in question may be taken to be any group containing $P$ as a subsemigroup.
  \item If $\psi = \{\psi_p\}_{p \in P}$ is a strongly covariant representation of $\mathcal{E}$ in a $C^*$-algebra $B$ with respect to a group containing $P$, then there is a unique $^*$-homomorphism $\hat{\psi} : A \rtimes_{\mathcal{E}} P \to B$ such that $\hat{\psi} \circ j_p \psi_p$ for all $p \in P$;
  \item $\mathcal{E}$ is faithful and if $G$ is a group with $P \subseteq G$ as a subsemigroup, there is a canonical full coaction of $G$ on $A \rtimes_{\mathcal{E}} P$ so that a $^*$-homomorphism $A \rtimes_{\mathcal{E}} P \to B$ is faithful on the fixed-point algebra $(A \rtimes_{\mathcal{E}} P)^\delta$ if and only if it is faithful on $\mathcal{E}(A)$.
\end{enumerate}

Up to canonical isomorphism, $(A \rtimes_{\mathcal{E}} P, \mathcal{E})$ is the unique pair with the properties (C1)–(C3).

The notion of Cuntz–Pimsner covariance introduced here is technical and in general difficult to verify. However, this construction includes Fowler’s (relative) Cuntz–Pimsner algebra if $\mathcal{E}$ is a proper and faithful product system over a cancellative Ore monoid. It also includes relative Cuntz–Pimsner algebras of simplifiable product systems of Hilbert bimodules for the family of Katsura’s ideals if $(G, P)$ is a quasi-lattice ordered group. For a compactly aligned product system $\mathcal{E}$, we find an equivalent notion of covariant representations that is considerably simpler to verify. We show that $A \rtimes_{\mathcal{E}} P$
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coincides with $\mathcal{NO}_E$ if this latter $\text{C}^*$-algebra also satisfies conditions (A) and (B). This happens when $\mathcal{E}$ is faithful or the representation of $\mathcal{E}$ in $\mathcal{NO}_E$ is injective and $P$ is directed \cite[Proposition 3.7]{15}.

Again only assuming that $P$ is embeddable into a group, we construct a product system $\mathcal{E}$ as in \cite[Section 5]{5} so that $A \times_\mathcal{E} P$ recovers the semigroup $\text{C}^*$-algebra of Xin Li whenever the family of constructible right ideals of $P$ is independent (see \cite[Definition 2.26]{39}). In general, the covariance algebra of such a product system corresponds to the semigroup $\text{C}^*$-algebra $C^*_{\text{cov}}(P)$ in the notation of \cite{39}. In the last subsection, we assume that $P$ is a reversible cancellative semigroup and describe a class of Exel’s crossed products by interaction groups as covariance algebras. Thus our approach may inspire further $\text{C}^*$-constructions for irreversible dynamical systems.
Chapter 2

Fell bundles and coactions

This chapter introduces our main tools to study C*-algebras associated to product systems. We begin with the definition of Fell bundles over discrete groups and the constructions of their full and reduced cross sectional C*-algebras. In Section 2.2, we focus on C*-algebras equipped with a topological grading. This class of C*-algebras contains those algebras associated to Fell bundles. They arise naturally from coactions of discrete groups. We will see that the reduced C*-algebra of a Fell bundle has a certain co-universal property among topologically graded C*-algebras (see Theorem 2.2.9).

Our main references for this chapter are [18], [23] and [50]. We refer to [43] for the basic theory of C*-algebras, while some basic constructions concerning Hilbert modules can be found in Appendix A.

2.1 Fell bundles

2.1.1 Cross sectional C*-algebra

Definition 2.1.1. A Fell bundle over a discrete group G consists of a collection of Banach spaces \((B_g)_{g \in G}\) endowed with multiplication maps \(\cdot : B_g \times B_h \to B_{gh}\) and, for each \(g \in G\), an involution \(\ast : B_g \to B_g^{-1}\) satisfying for all \(b_g \in B_g\), \(b_h \in B_h\), \(b_r \in B_r\) and \(g, h, r \in G\)

(i) the multiplication maps are bilinear and associative, that is,

\[(b_g b_h) b_r = b_g (b_h b_r)\]

(ii) \(\ast : B_g \to B_g^{-1}\) is conjugate-linear and isometric;

(iii) \(b_g^{\ast\ast} = b_g\);

(iv) \((b_g b_h)^\ast = b_h^\ast b_g^\ast\);

(v) \(\|b_g b_h\| \leq \|b_g\| \|b_h\|\);

(vi) \(\|b_g^\ast b_g\| = \|b_g\|^2\);

(vii) for each \(b_g \in B_g\), there exists \(a \in B_e\) with \(b_g^\ast b_g = a^* a\).

We say that \(B_g\) is the fibre of \((B_g)_{g \in G}\) at \(g\). Observe that axioms (i)–(vi) imply that \(B_e\) is a C*-algebra. We will often refer to \(B_e\) as the unit fibre of \((B_g)_{g \in G}\). In order to fix notation, by \(B_g B_h\) we mean the closed linear span of \(\{b_g b_h \mid b_g \in B_g, b_h \in B_h\}\).

In particular, \(B_g^{-1}\) is a closed two-sided ideal in \(B_e\) for all \(g \in G\).

Example 2.1.2. Let \(G\) be a discrete group. We may associate a Fell bundle \((B_g)_{g \in G}\) to \(G\) in a canonical way: we set \(B_g = \mathbb{C} \times \{g\}\) with the structure of Banach space inherited from \(\mathbb{C}\). We write \(\lambda u_g\) for \((\lambda, g)\) so that \(B_g = \mathbb{C} u_g\). The multiplication and involution operations on \(\mathbb{C}\) provide \((\mathbb{C} u_g)_{g \in G}\) with a structure of Fell bundle.

Example 2.1.3. Let \(A = M_3(\mathbb{C})\). Let \(B_{-1}, B_0\) and \(B_1\) be the subspaces

\[
\begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}, \quad
\begin{pmatrix}
0 & 0 & 0 \\
0 & * & * \\
0 & 0 & 0
\end{pmatrix} \quad \text{and} \quad
\begin{pmatrix}
0 & * & * \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
\]
of $A$, respectively. For $n \in \mathbb{Z} \setminus \{-1, 0, 1\}$ put $B_n = \{0\}$. Then $(B_n)_{n \in \mathbb{Z}}$ equipped with the usual multiplication and involution operations defined on matrices is a Fell bundle over $\mathbb{Z}$.

**Lemma 2.1.4.** Let $(B_g)_{g \in G}$ be a Fell bundle. If $(u_\lambda)_{\lambda \in \Lambda}$ is an approximate identity for $B_\infty$, then for all $g \in G$ and $b_g \in B_g$

$$\lim_\lambda b_g u_\lambda = \lim_\lambda u_\lambda b_g = b_g.$$ 

In order to construct a $C^*$-algebra out of a Fell bundle $(B_g)_{g \in G}$, consider the complex vector space

$$C_c((B_g)_{g \in G}) = \left\{ \xi : G \to \bigcup_{g \in G} B_g \mid \xi(g) \in B_g \ \forall g \in G \text{ and } \text{supp}(\xi) \text{ is finite} \right\}.$$ 

In other words, $C_c((B_g)_{g \in G})$ is the direct sum $\bigoplus_{g \in G} B_g$.

We make $C_c((B_g)_{g \in G})$ into a $^*$-algebra as follows. We let the multiplication $\ast : C_c((B_g)_{g \in G}) \times C_c((B_g)_{g \in G}) \to C_c((B_g)_{g \in G})$ be given by $(\xi, \eta) \mapsto \xi \ast \eta$, where

$$(\xi \ast \eta)(h) = \sum_{g \in G} \xi(g)\eta(g^{-1}h)$$

for all $h \in G$. The involution is defined by

$$\ast : \xi \in C_c((B_g)_{g \in G}) \mapsto \xi^* \in C_c((B_g)_{g \in G}),$$

where $\xi^*(g) = \xi(g^{-1})^*$ for all $g \in G$. These operations provide $C_c((B_g)_{g \in G})$ with a structure of $^*$-algebra.

For each $g \in G$, we may view $B_g$ as a subspace of $C_c((B_g)_{g \in G})$ through the identification $j_g : B_g \to C_c((B_g)_{g \in G})$,

$$j_g(b_g)(h) = \begin{cases} b_g & \text{if } h = g, \\ 0 & \text{otherwise}. \end{cases}$$

We will use this identification in the sequel.

**Proposition 2.1.5.** Let $\pi : C_c((B_g)_{g \in G}) \to B$ be a representation of $C_c((B_g)_{g \in G})$ in a $C^*$-algebra $B$ and let $\xi \in C_c((B_g)_{g \in G})$. Then $\|\pi(\xi)\| \leq \|\xi\|_1$, where $\|\xi\|_1 = \sum_{g \in G} \|\xi(g)\|$.

**Proof.** The composite $\pi \circ j_e$ yields a $^*$-homomorphism $B_e \to B$. Hence it is contractive, that is, $\|\pi(j_e(a))\| \leq \|a\|$ for all $a \in A$. Given $c \in B_g$, we have

$$\|\pi(j_g(c))\|^2 = \|\pi(j_g(c))^*\pi(j_g(c))\| = \|\pi(j_g(c)^*j_g(c))\| \leq \|\pi(j_e(c^*c))\| = \|c^*c\| = \|c\|^2.$$ 

In general,

$$\|\pi(\xi)\| = \left\| \sum_{g \in G} \pi(j_g(\xi(g))) \right\| \leq \sum_{g \in G} \|\xi(g)\| = \|\xi\|_1. \quad \Box$$

**Definition 2.1.6.** Let $(B_g)_{g \in G}$ be a Fell bundle and $B$ a $C^*$-algebra. A representation of $(B_g)_{g \in G}$ in $B$ is a collection of linear maps $\pi \{\pi_g\}_{g \in G}$, where $\pi_g : B_g \to B$, such that for all $b_g \in B_g$, $b_h \in B_h$ and $g, h \in G$:

(i) $\pi_g(b_g)\pi_h(b_h) = \pi_{gh}(b_gb_h),$

(ii) $\pi_g(b_g)^* = \pi_{g^{-1}}(b_g^*)$.

Proposition 2.1.5 implies $\rho(\xi) \leq \|\xi\|_1$ whenever $\rho$ is a $C^*$-seminorm on $C_c((B_g)_{g \in G})$. So we let $\rho$ range in the collection of all $C^*$-seminorms on $C_c((B_g)_{g \in G})$ and obtain a well defined $C^*$-seminorm by setting

$$\rho_\infty(\xi) := \sup_\rho \rho(\xi).$$
**Definition 2.1.7.** The cross sectional C*-algebra of \((B_g)_{g \in G}\), denoted by \(C^*\left((B_g)_{g \in G}\right)\), is the completion of \((C_c((B_g)_{g \in G}), \rho_\infty)\).

Let \(j = \{j_g\}_{g \in G}\), where \(j_g : B_g \to C_c((B_g)_{g \in G})\) is the canonical inclusion. This gives rise to a representation of \((B_g)_{g \in G}\) in \(C^*\left((B_g)_{g \in G}\right)\) obtained from the composition of \(j\) with the canonical representation of \(C_c((B_g)_{g \in G})\) in \(C^*\left((B_g)_{g \in G}\right)\). We still denote this representation by \(j = \{j_g\}_{g \in G}\). We will later see that \(j_g\) is injective for all \(g \in G\). For now we prove its universal property:

**Proposition 2.1.8.** Let \(\pi = \{\pi_g\}_{g \in G}\) be a representation of \((B_g)_{g \in G}\) in a C*-algebra \(B\). There is a unique *-homomorphism \(\tilde{\pi} : C^*\left((B_g)_{g \in G}\right) \to B\) such that \(\tilde{\pi} \circ j_g(b_g) = \pi_g(b_g)\) for all \(g \in G\) and \(b_g \in B_g\).

**Proof.** A representation of \((B_g)_{g \in G}\) produces a representation of \(C_c((B_g)_{g \in G})\) by

\[
\xi \mapsto \sum_{g \in G} \pi_g(\xi(g)).
\]

Such a representation extends uniquely to a *-homomorphism \(\tilde{\pi} : C^*\left((B_g)_{g \in G}\right) \to B\) by universal property. This satisfies \(\tilde{\pi} \circ j_g = \pi_g\) as asserted. \(\square\)

**Example 2.1.9.** If \(G\) is a discrete group, the cross sectional C*-algebra of the trivial bundle \((\mathbb{C}u_g)_{g \in G}\) is the group C*-algebra \(C^*(G)\). More generally, given an action \(G \to \text{Aut}(A)\) on a C*-algebra \(A\), one may build a Fell bundle out of \(\alpha\) by setting \(B_g := Au_g\). Then, \(B_g\) is a copy of \(A\) as a Banach space. The multiplication is defined by

\[
(a\alpha_g) \cdot (b\alpha_h) := a\alpha_g(b)u_{gh},
\]

and the involution \(Au_g \to Au_{g^{-1}}\) by

\[
(a\alpha_g)^* := \alpha_{g^{-1}}(a^*)u_{g^{-1}}.
\]

These operations turn \((Au_g)_{g \in G}\) into a Fell bundle over \(G\). Its cross sectional C*-algebra is canonically isomorphic to the crossed product \(A \rtimes_\alpha G\).

### 2.1.2 The regular representation

In this subsection, our main objective is to construct an injective representation of a given Fell bundle. We will use this representation to define its reduced cross sectional C*-algebra.

For each \(g \in G\), view the Banach space \(B_g\) as a right Hilbert \(B_c\)-module with right action and inner product inherited from \((B_g)_{g \in G}\). Explicitly, for \(a \in B_c\) and \(b, c \in B_g\), the right action is defined by \(b \cdot a := ba \in B_g\) and the inner product is given by \(\langle b | c \rangle := b^*c\). Consider the right Hilbert \(B_c\)-module \(\ell_2((B_g)_{g \in G})\) built out of the direct sum of the \(B_g\)’s. That is,

\[
\ell_2((B_g)_{g \in G}) = \bigoplus_{g \in G} B_g.
\]

This is a correspondence over \(B_c\) with left action implemented by the diagonal operator associated to \(a \in B_c\). In fact, we will construct a representation of \((B_g)_{g \in G}\) in the C*-algebra of adjointable operators on \(\ell_2((B_g)_{g \in G})\). For each \(g \in G\) and \(b_g \in B_g\), let \(\lambda_g(b_g)\) be defined on a finite sum \(\xi = \sum \xi_h\) by

\[
\lambda_g(b_g)(\xi)_h := b_g\xi_{g^{-1}h}.
\]

This satisfies

\[
\langle \lambda_g(b_g)\xi \mid \lambda_g(b_g)\xi \rangle \leq \|b_g\|^2\langle \xi \mid \xi \rangle
\]

because

\[
\langle \xi_h \mid a^*a\xi_h \rangle \leq \|a\|^2\langle \xi_h \mid \xi_h \rangle
\]

for all \(a \in B_c\), \(\xi_h \in B_h\) and \(h \in G\). Hence \(\lambda_g(b_g)\) gives a well defined continuous operator on \(\ell_2((B_g)_{g \in G})\). In addition, \(\lambda_g(b_g)\) is adjointable with \(\lambda_g(b_g)^* = \lambda_{g^{-1}}(b_g^*)\), and \(\lambda_{gh}(b_gb_h) = \lambda_g(b_g)\lambda_h(b_h)\) for all \(b_g \in B_g\), \(b_h \in B_h\) and for all \(g, h \in G\).

**Definition 2.1.10.** The representation \(\lambda = \{\lambda_g\}_{g \in G}\) of \((B_g)_{g \in G}\) in \(\mathcal{B}(\ell_2((B_g)_{g \in G}))\) constructed above is called the **regular representation** of \((B_g)_{g \in G}\).
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**Corollary 2.11.** The representation of \((B_g)_{g \in G}\) in its cross sectional \(C^*\)-algebra \(C^*((B_g)_{g \in G})\) is injective.

**Proof.** It suffices to show that the regular representation of \((B_g)_{g \in G}\) is injective. Given \(b_g \in B_g\), \(b_g a \neq 0\) for some \(a \in B_e\). Thus \(\lambda_g(b_g)(j_e(a))_g = b_g a \neq 0\), where \(j_e(a)\) is the function in \(C_c((B_g)_{g \in G})\) associated to \(a\). \(\square\)

**Definition 2.12.** The reduced cross sectional \(C^*\)-algebra of \((B_g)_{g \in G}\), denoted by \(C^*_r((B_g)_{g \in G})\), is the \(C^*\)-subalgebra of \(\mathbb{B}(\ell_2((B_g)_{g \in G}))\) generated by the image of the regular representation of \((B_g)_{g \in G}\).

By the universal property of \(C^*((B_g)_{g \in G})\), there is a unique \(*\)-homomorphism

\[ \Lambda: C^*((B_g)_{g \in G}) \rightarrow C^*_r((B_g)_{g \in G}) \]

such that \(\Lambda \circ j_g = \lambda_g\) for all \(g \in G\). We say that \((B_g)_{g \in G}\) is amenable if \(\Lambda\) is an isomorphism.

If \(G\) is a discrete group, amenability of the trivial bundle \((\mathbb{C}u_g)_{g \in G}\) says that the full and reduced \(C^*\)-algebras of \(G\) are canonically isomorphic. Such an isomorphism is equivalent to the standard definition of amenability for groups in terms of invariant means (see [10]). By [23, Theorem 20.7], a Fell bundle over an amenable group is always amenable. This includes, in particular, Fell bundles over discrete abelian groups. This fact will be implicitly used in the subsequent chapters.

### 2.2 Topologically graded \(C^*\)-algebras

In this section, we define topologically graded \(C^*\)-algebras. A topological grading arises naturally from group coactions. There is a canonical Fell bundle associated to a grading of a \(C^*\)-algebra, and the full and reduced cross sectional \(C^*\)-algebras associated to a Fell bundle are examples of topologically graded \(C^*\)-algebras.

#### 2.2.1 Conditional expectation

**Definition 2.2.1.** Let \(B\) be a \(C^*\)-algebra and \(A\) a \(C^*\)-subalgebra of \(B\). A positive linear map \(E: B \rightarrow A\) is a conditional expectation if \(E\) is contractive and idempotent, \(E(a) = a\) for all \(a \in A\) and \(E\) is an \(A\)-bimodule map, that is, \(E(a_1 b a_2) = a_1 E(b) a_2\) for all \(b \in B\), \(a_1, a_2 \in A\). It is called faithful if \(E(b^* b) = 0\) implies \(b = 0\).

**Lemma 2.2.2.** Let \((B_g)_{g \in G}\) be a Fell bundle. For each \(g \in G\), there is a contractive linear map \(E_g: C^*_r((B_g)_{g \in G}) \rightarrow \lambda_g(B_g)\) such that

\[ E_g(\lambda_h(b_h)) = \begin{cases} b_h & \text{if } h = g, \\ 0 & \text{otherwise}. \end{cases} \]

Moreover, \(E_e\) is a faithful conditional expectation onto \(\lambda_e(B_e)\).

We let \(E: C^*((B_g)_{g \in G}) \rightarrow B_e\) be the conditional expectation given by the composition

\[ C^*((B_g)_{g \in G}) \xrightarrow{\Lambda} C^*_r((B_g)_{g \in G}) \xrightarrow{E_e} \lambda_e(B_e), \]

followed by the identification \(\lambda_e: B_e \cong \lambda_e(B_e)\). Notice that we have also identified \(B_e\) with its image in \(C^*((B_g)_{g \in G})\) under \(j_e\).

**Corollary 2.2.3.** A Fell bundle is amenable if and only if the conditional expectation

\[ E: C^*((B_g)_{g \in G}) \rightarrow B_e \]

is faithful.

**Definition 2.2.4.** Let \(B\) be a \(C^*\)-algebra and \(G\) a discrete group. Let \(\{B_g\}_{g \in G}\) be a collection of closed subspaces of \(B\). We say that \(\{B_g\}_{g \in G}\) is a grading for \(B\) if, for all \(g, h \in G\), one has

(i) \(B_g^* = B_g^{-1}\),
(ii) \( B_y B_h \subseteq B_{yh} \),

(iii) \( \{ B_y \}_{y \in G} \) is linearly independent and \( \bigoplus_{y \in G} B_y \) is a dense subspace of \( B \).

A graded C*-algebra is a C*-algebra with a fixed grading.

Remark 2.2.5. Given a \( G \)-graded C*-algebra \( B \), then \( \{ B_y \}_{y \in G} \) is a Fell bundle with the operations inherited from \( B \).

**Definition 2.2.6.** A grading \( \{ B_y \}_{y \in G} \) for a C*-algebra \( B \) is a topological grading if there exists a conditional expectation \( E : B \to B_c \) vanishing on \( B_y \) for all \( y \neq e \).

**Example 2.2.7.** Let \( \{ B_y \}_{y \in G} \) be a Fell bundle. By Lemma 2.2.2 its full and reduced cross sectional C*-algebras are topologically graded by the images of \( \{ B_y \}_{y \in G} \) under \( j_y \) and \( \lambda _y \) respectively.

**Example 2.2.8.** Let \( B \) be a C*-algebra equipped with a continuous action \( \alpha : \Gamma \to \text{Aut}(B) \), where continuity here means that the map \( z \mapsto \alpha _z(b) \) is continuous for all \( b \in B \). For each \( n \in \mathbb{Z} \), set

\[
B_n = \{ b \in B \mid \alpha _z(b) = z^n b, \forall z \in T \} .
\]

Then \( \{ B_n \}_{n \in \mathbb{Z}} \) is a topological grading for \( B \). More generally, if \( \Gamma \) is a compact abelian group, and \( \alpha : \Gamma \to \text{Aut}(B) \) is a continuous action, then \( B \) is a topologically \( \hat{\Gamma} \)-graded C*-algebra, where \( \hat{\Gamma} \) is the dual group of \( \Gamma \).

The spectral subspace at \( g \in \hat{\Gamma} \) is

\[
B_g = \{ b \in B \mid \alpha _\gamma (b) = g(\gamma ) b, \forall \gamma \in \Gamma \}
\]

and the continuous projection onto \( B_g \) is given by

\[
E_g(b) = \int _\Gamma g(\eta ) \alpha _n(b) \, d\mu
\]

for \( b \in B \) and \( g \in \hat{\Gamma} \). See [20] for further details.

**Theorem 2.2.9** (Theorem 19.1). Let \( \{ B_y \}_{y \in G} \) be a topological grading for a C*-algebra \( B \). Let \( \{ B_y \}_{y \in G} \) be the associated Fell bundle. There is a unique surjective *-homomorphism \( \psi : B \to C^* (\{ B_y \}_{y \in G}) \) such that \( \psi (b_y) = \lambda _y (b_y) \) for all \( y \in G \).

The previous theorem tells us that the reduced cross sectional C*-algebra \( C^* (\{ B_y \}_{y \in G}) \) has a co-universal property: it is the smallest topologically graded C*-algebra whose associated Fell bundle coincides with \( \{ B_y \}_{y \in G} \).

### 2.2 Discrete coactions

Let \( G \) be a discrete group. Let \( \delta _G \) be the *-homomorphism \( C^* (G) \to C^* (G) \otimes C^* (G) \) defined by \( \delta _G(u_g) = u_g \otimes u_g \), where \( u_g \) denotes the image of \( g \in G \) under the canonical group homomorphism \( G \to U(C^*(G)) \). A (full) coaction of \( G \) on a C*-algebra \( A \) is a nondegenerate and injective *-homomorphism \( \delta : A \to A \otimes C^* (G) \) such that

\[
(\delta \otimes \text{id}_{C^* (G)}) \delta = (\text{id}_A \otimes \delta _G) \delta .
\]

The triple \( (A, G, \delta) \) is referred to as a coaction. See, for instance, [18] Definition A.21 and also [50]. Replacing \( C^* (G) \) by \( C^* (\hat{G}) \) and adapting the coaction identity accordingly, we obtain what is called a reduced coaction [49]. Here we will only use full coactions, so we will omit the term “full”. The following is a key tool for the development of our main results.

**Proposition 2.2.10.** Let \( (A, G, \delta) \) be a coaction. Then \( A \) carries a topological \( G \)-grading. The corresponding spectral subspace at \( g \in G \) is

\[
A_g = \{ a \in A \mid \delta (a) = a \otimes u_g \} .
\]

1Recall that the dual group of a locally compact abelian group \( \Gamma \), denoted by \( \hat{\Gamma} \), is the group of continuous homomorphisms from \( \Gamma \) into the unit circle \( T \). The dual group of \( \Gamma \) is discrete if and only if \( \Gamma \) is compact (see [25]).
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Proof. Clearly \( A_g A_h \subseteq A_{gh} \) and \( A_g^* = A_g^{-1} \) because \( \delta \) is a \(*\)-homomorphism. If \( a = \sum_{i=1}^n a_i = 0 \), then
\[
\delta(a) = \sum_{i=1}^n a_i \otimes u_{g_i} = 0
\]
implies \( E_{g_i}(\delta(a)) = a_i \otimes u_{g_i} = 0 \), where \( E_{g_i} = \text{id}_A \otimes \chi_{g_i} \) and \( \chi_{g_i} \) denotes the contractive projection of \( C^*(G) \) onto \( \mathbb{C} u_{g_i} \). So \( a_{g_i} = 0 \) for all \( i \in \{1, \ldots, n\} \).

Given \( a \in A \), it follows from the coaction identity that
\[
(\delta \otimes \text{id}_G)E_g(\delta(a)) = E_g(\delta(a)) \otimes u_g.
\]
This shows that \( E_g(\delta(a)) = a_g \otimes u_g \) for some \( a_g \) in \( A_g \). We claim that \( \bigoplus_{g \in G} A_g \) is dense in \( A \). Since \( G \) is discrete, \( \delta \) automatically satisfies \( \delta(A)(1 \otimes C^*(G)) = A \otimes C^*(G) \) (see [8]). So we may approximate \( a \otimes 1 \approx \sum_{i=1}^n \delta(a_i)(1 \otimes u_{g_i}) \). In addition, \( \text{id}_A = (\text{id}_A \otimes 1_G) \circ \delta \) by [18, Lemma A.24], where \( 1_G : G \to \mathbb{C} \) is the homomorphism \( g \mapsto 1 \).

Then
\[
a = (\text{id}_A \otimes 1_G)(a \otimes 1) = (\text{id}_A \otimes 1_G)E_e(a \otimes 1)
\]
\[
\approx (\text{id}_A \otimes 1_G)\left( \sum_{i=1}^n E_e(\delta(a_i)(1 \otimes u_{g_i})) \right)
\]
\[
= (\text{id}_A \otimes 1_G)\left( \sum_{i=1}^n E_{g_i^{-1}}(\delta(a_i)) \right) \in \bigoplus_{g \in G} A_g.
\]

Now we see that \( (\text{id}_A \otimes 1_G) \circ E_g \circ \delta \) gives a continuous projection onto \( A_g \) that vanishes on \( A_h \) for \( h \neq g \). Hence \( \{A_g\}_{g \in G} \) is a topological grading for \( A \).

If \((A, G, \delta)\) is a coaction, we refer to the corresponding spectral subspace at \( e \) as the fixed-point algebra for \( \delta \).

**Definition 2.2.11** ([18, Definition A.45]). Let \((A, G, \delta)\) and \((B, G, \gamma)\) be coactions. We say that a \(*\)-homomorphism \( \psi : A \to B \) is \( \delta \gamma \) equivariant if \( (\psi \otimes \text{id}_G) \circ \delta = \gamma \circ \psi \).

**Proposition 2.2.12.** Let \((A, G, \delta)\) be a coaction. Let \( I \triangleleft A \) be an ideal satisfying \( I = \bigoplus_{g \in G} I \cap A_g \). Then there is a coaction \( \delta_{A/I} : A/I \to A/I \otimes C^*(G) \) such that
\[
(q \otimes \text{id}_G) \circ \delta = \delta_{A/I} \circ q.
\]
In particular, \( q \) is a \( \delta \delta_{A/I} \) equivariant \(*\)-homomorphism.

**Proof.** Given \( q(a) \in A/I \), set \( \delta_{A/I}(q(a)) := (q \otimes \text{id}_G)(\delta(a)) \). This vanishes on \( I \) because it vanishes on \( I \cap A_g \) for all \( g \in G \) and \( I \) is generated by its intersection with the spectral subspaces. It is also injective because \( (\text{id}_A \otimes 1_G) \circ \delta = \text{id}_A \) gives \( q(a) \in \ker \delta_{A/I} \) if and only if \( a \) belongs to \( I \). This satisfies the coaction identity because \( \delta \) does so. That \( \delta_{A/I} \) is a nondegenerate \(*\)-homomorphism is then clear.
Chapter 3

A bicategorical interpretation for relative Cuntz–Pimsner algebras

In this chapter, we generalise a bicategorical interpretation for Cuntz–Pimsner algebras associated to proper correspondences provided by Albandik and Meyer in [6]. Our approach does not require properness and, in addition, applies to all relative Cuntz–Pimsner algebras of single correspondences. This also extends ideas of Schweizer in [54]. We prove that the construction of relative Cuntz–Pimsner algebras yields a reflector from a certain bicategory of correspondences into a sub-bicategory of Hilbert bimodules. Roughly speaking, this shows that the passage from a correspondence $E: A \sim B$ to the Hilbert bimodule associated to a relative Cuntz–Pimsner algebra of $E$ gives the best approximation of $E$ by a Hilbert bimodule, satisfying a certain property concerning the underlying ideal.

This chapter is essentially [40]. Here we have included Examples 3.1.20, 3.1.21 and 3.3.9 and also a few basic results on correspondences in Subsection 3.1.1. We will often invoke results from this chapter concerning correspondences and relative Cuntz–Pimsner algebras.

3.1 Preliminaries

In this section, we recall basic results on correspondences, Cuntz–Pimsner algebras, and their gauge action and Fell bundle structure. We correct and generalise an idea by Schweizer on the functoriality of Cuntz–Pimsner algebras for covariant correspondences.

3.1.1 Correspondences

Let $B$ be a C*-algebra and let $F_1, F_2$ be Hilbert $B$-modules. Let $\mathcal{B}(F_1, F_2)$ be the space of adjointable operators from $F_1$ to $F_2$. Let $[\xi]\langle\eta\rangle \in \mathcal{B}(F_1, F_2)$ for $\xi \in F_2$ and $\eta \in F_1$ be the generalised rank-1 operator defined by $[\xi]\langle\eta\rangle(\zeta) := \xi(\eta|\zeta)_B$. Let $\mathbb{K}(F_1, F_2)$ be the closed linear span of $[\xi]\langle\eta\rangle$ for $\xi \in F_1$ and $\eta \in F_2$. Elements of $\mathbb{K}(F_1, F_2)$ are called compact operators. We abbreviate $\mathcal{B}(F) := \mathcal{B}(F, F)$ and $\mathbb{K}(F) := \mathbb{K}(F, F)$ if $F = F_1 = F_2$. In this case, $\mathbb{K}(F)$ is a closed two-sided ideal of $\mathcal{B}(F)$.

Lemma 3.1.1. Let $E_1 \subseteq F_1$ and $E_2 \subseteq F_2$ be Hilbert $B$-submodules. There is a unique map $\mathbb{K}(E_1, E_2) \to \mathbb{K}(F_1, F_2)$ that maps $[\xi]\langle\eta\rangle \in \mathbb{K}(E_1, E_2)$ to $[\xi]\langle\eta\rangle \in \mathbb{K}(F_1, F_2)$ for all $\xi \in E_2$, $\eta \in E_1$. This map is injective.

Definition 3.1.2. Let $A$ and $B$ be C*-algebras. A correspondence from $A$ to $B$ is a Hilbert $B$-module $F$ with a nondegenerate left action of $A$ through a *-homomorphism $\varphi: A \to \mathcal{B}(F)$. A correspondence is proper if $\varphi(A) \subseteq \mathbb{K}(F)$. It is faithful if $\varphi$ is injective. We write $F: A \sim B$ to say that $F$ is a correspondence from $A$ to $B$.

Definition 3.1.3. A Hilbert $A, B$-bimodule is a (right) Hilbert $B$-module $F$ with a left Hilbert $A$-module structure $\langle\cdot|\cdot\rangle_A$ such that $\langle[\xi]\langle\eta\rangle\zeta\rangle_A = [\xi]\langle\eta\mid\zeta\rangle_B$ for all $\xi, \eta, \zeta \in F$.

If $F$ is a Hilbert $A, B$-bimodule, then $A$ acts by adjointable operators on $F$ and $B$ acts by adjointable operators for the left Hilbert $A$-module structure, that is, $\langle[\xi]\langle\eta\rangle\rangle_A = \langle[\xi]\langle\eta\mid b^*\rangle\rangle_A$ for all $\xi, \eta \in F$ and all $b \in B$. In particular, $E$ is an $A, B$-bimodule. The next lemma characterises which correspondences may be enriched to Hilbert bimodules:
Lemma 3.1.4 (see [18 Example 1.6]). A correspondence $F: A \rightsquigarrow B$ carries a Hilbert $A,B$-bimodule structure if and only if there is an ideal $I \triangleleft A$ such that the left action on $F$ restricts to a $^*$-isomorphism $I \cong K(F)$. In this case, the ideal $I$ and the left inner product are unique, and $I = \langle F \mid F \rangle_A$.

Definition 3.1.5. Let $F_1,F_2: A \rightsquigarrow B$ be $C^*$-correspondences. We say that an $A,B$-bimodule map $w: F_1 \rightarrow F_2$ is an isometry if $\langle w(\xi) \mid w(\eta) \rangle = \langle \xi \mid \eta \rangle$ for all $\xi,\eta \in F_1$. We say that $w$ is a correspondence isomorphism if it is unitary. We write $\sim$ because these isomorphisms are the 2-arrows in bicategories that we are going to construct.

Proposition 3.1.6. Let $F$ be a Hilbert $B$-module and let $\varphi: A \rightarrow B(F)$ be a $^*$-homomorphism. For $\xi \in E$, we define an operator

$$T_\xi: F \rightarrow E \otimes F, \quad \eta \mapsto \xi \otimes \eta.$$ 

It is adjointable with $T_\xi^*(\xi \otimes \eta) = \varphi(\langle \xi \mid \zeta \rangle)\eta$ on elementary tensors, see [48]. Hence

$$T_\xi^*T_\xi = \varphi(\langle \xi \mid \xi \rangle), \quad T_\xi T_\xi^* = \langle \xi \mid \zeta \rangle \otimes 1,$$

where $\langle \xi \rangle \otimes 1$ is the image of $\langle \xi \rangle \otimes 1$ under the canonical map $B(\mathcal{E}) \rightarrow B(E \otimes F)$, $T \mapsto T \otimes 1$. Hence the operator $T_\xi$ for $\xi \in E$ is compact if and only if $\varphi(\langle \xi \mid \xi \rangle) = T_\xi^*T_\xi$ is compact.

Lemma 3.1.7 ([48 Corollary 3.7]). Let $J := \varphi^{-1}(K(E)) \triangleleft A$ and let $T \in K(E)$. The operator $T \otimes 1$ on $E \otimes A F$ is compact if and only if $T \in K(E \cdot J)$ (see Lemma 3.1.1 for the inclusion $K(E \cdot J) \subseteq K(E)$).

In particular, if $\varphi(A) \subseteq K(E)$, then $T \otimes 1 \in K(E \otimes F)$ for all $T \in K(E)$. So an internal tensor product of proper correspondences is again proper.

We will often use the following result.

Lemma 3.1.8 ([48 Lemma 3.5]). Let $E$ be a Hilbert $A$-module and $I \triangleleft A$ a closed two-sided ideal. Then

(i) The set $\{ \xi \in E \mid \langle \xi \mid \zeta \rangle \in I \}$ is precisely the set $E : I$ of elements of the form $\zeta \cdot c$ for some $c \in I$.

(ii) $EI$ is a submodule of $E$ isomorphic to $E \otimes A I$.

(iii) the map $K(E) \rightarrow M(K(EI)) \cong B(EI)$ coming from the inclusion $K(EI) \hookrightarrow K(E)$ coincides with the map $T \mapsto T \otimes 1$ from $K(E)$ to $K(E \otimes A I)$. Here $K(EI)$ is viewed as the closure in $K(E)$ of

$$\operatorname{span} \{ \langle \xi \rangle \langle \eta \rangle \in K(E) \mid \xi,\eta \in EI \}.$$

The next lemma states that the invertible arrows in the correspondence bicategory of Example 3.1.4 are precisely the Morita equivalences.

Lemma 3.1.9 ([18 Lemma 2.4]). Let $E: A \rightsquigarrow B$ be a correspondence. Suppose that there exists a correspondence $F: B \rightsquigarrow A$ with correspondence isomorphisms

$$E \otimes B F \cong A, \quad F \otimes A E \cong B.$$

Then $E$ is an imprimitivity $A,B$-bimodule and $F \cong E^*$. 

### 3.1.2 $C^*$-algebras of correspondences

Let $E: A \rightsquigarrow A$ be a correspondence over $A$. Let $\varphi: A \rightarrow B(E)$ be the left action. Let $E^{\otimes n}$ be the $n$-fold tensor product of $E$ over $A$. By convention, $E^{\otimes 0} := A$. Let $E^+ := \bigoplus_{n=0}^{\infty} E^{\otimes n}$ be the Fock space of $E$, see [48]. Define

$$t_\xi^n: E^{\otimes n} \rightarrow E^{\otimes n+1}, \quad \eta \mapsto \xi \otimes \eta,$$

for $n \geq 0$ and $\xi \in E$; this is the operator $T_\xi$ above for $F = E^{\otimes n}$. The operators $t_\xi^n$ combine to an operator $T_\xi \in B(E^+)$, that is, $t_\xi \mid_{E^{\otimes n}} = t_\xi^n$. Let $\varphi^+: A \rightarrow B(E^+)$ be the obvious representation by block diagonal operators and let $t^+: E \rightarrow B(E^+)$ be the linear map $\xi \mapsto t_\xi$. 
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Definition 3.1.10. The Toeplitz C*-algebra $T_E$ of $E$ is the C*-subalgebra of $B(E^+)$ generated by $\varphi^+(A) + t^+(E)$.

Let $J$ be an ideal of $A$ with $\varphi(J) \subseteq K(E)$. Let $P_0$ be the projection in $B(E^+)$ that is the identity on $A \subseteq E^+$ and that vanishes on $E^{\otimes n}$ for $n \geq 1$. Then $J_0 := \varphi^+(J)P_0$ is contained in $T_E$. The ideal in $T_E$ generated by $J_0$ is equal to $K(E^+J) \subseteq K(E^+)$.

Definition 3.1.11 ([11, Definition 2.18]). The relative Cuntz-Pimsner algebra $O_{J,E}$ of $E$ with respect to $J$ is $T_E/K(E^+J)$.

The following three cases are particularly important. First, if $J = \{0\}$, then $O_{J,E}$ is the Toeplitz C*-algebra $T_E$. Secondly, if $J = \varphi^{-1}(K(E))$ and $\varphi$ is injective, then $O_{J,E}$ is the algebra $\tilde{O}_E$ defined by Pimsner [48]. Third, if $J$ is Katsura’s ideal

$$I_E := \varphi_E^{-1}(K(E)) \cap (\ker \varphi_E)^{-1},$$

(3.1.12)

then $O_{I_E,E}$ is Katsura’s Cuntz–Pimsner algebra as defined in [29].

Proposition 3.1.13. Katsura’s ideal $I_E$ in (3.1.12) is the largest ideal $J$ in $A$ with $\varphi(J) \subseteq K(E)$ for which the canonical map $A \to O_{J,E}$ is injective.

Proof. That $\pi_{I_E}$ is injective is [29, Proposition 4.9]. The ideal $I_E$ is maximal with this property because any ideal $J \subset A$ with $\varphi(J) \subseteq K(E)$ and $J \subset (\ker \varphi)^{-1}$ must contain $a \in J$ with $\varphi(a) = 0$. Then $\varphi^+(a) \in \varphi^+(J)P_0$ becomes 0 in $O_{I_E,E}$.

Definition 3.1.14. Let $E: A \sim A$ be a correspondence and $B$ a C*-algebra. A representation of $E$ in $B$ is a pair $(\pi, t)$, where $\pi: A \to B$ is a *-homomorphism, $t: E \to B$ is a linear map, and

1. $\pi(a)t(\xi) = t(\varphi(a)\xi)$ for all $a \in A$ and $\xi \in E$;
2. $t(\xi)^*t(\eta) = \varphi([\xi, \eta]_E)$ for all $\xi, \eta \in E$.

These conditions imply $t(\xi)\pi(a) = t(\xi a)$ for all $\xi \in E$ and $a \in A$.

In particular, $(\varphi^+, t^+)$ is a representation of $E$ in the Toeplitz C*-algebra $T_E$. This representation is universal in the following sense:

Proposition 3.1.15. Any representation $(\pi, t)$ of $E$ in a C*-algebra $B$ is of the form $(\tilde{\pi} \circ \varphi^+, \tilde{\pi} \circ t^+)$ for a unique *-homomorphism $\tilde{\pi}: T_E \to B$. Conversely, $(\tilde{\pi} \circ \varphi^+, \tilde{\pi} \circ t^+)$ is a representation of $E$ for any *-homomorphism $\tilde{\pi}: T_E \to B$.

Lemma 3.1.16. For any representation $(\pi, t)$ of $E$, there is a unique *-homomorphism $\pi^1: \mathbb{K}(E) \to B$ with $\pi^1([\xi, \eta]_E) = t(\xi)\pi(t^*)$ for all $\xi, \eta \in E$.

Proposition 3.1.17 ([41, Theorem 2.19]). The representation $\tilde{\pi}$ of $T_E$ associated to a representation $(\pi, t)$ of $E$ factors through the quotient $O_{J,E}$ of $T_E$ if and only if

$$\pi(a) = \pi^1(\varphi(a)) \quad \text{for all } a \in J.$$  

(3.1.18)

In this case, we call the representation covariant on $J$.

Let $(\pi_j, t_j)$ be the canonical representation of $E$ in $O_{J,E}$. Proposition 3.1.17 says that $(\pi_j, t_j)$ is the universal representation of $E$ that is covariant on $J$.

Proposition 3.1.19. A representation $(\pi, t)$ in $B$ is covariant on $J$ if and only if $\pi(J) \subseteq t(E) \cdot B$.

Proof. Let $a \in J$. Then $\pi^1(\varphi(a))$ is contained in the closed linear span of $t(E)t(E)^*$ and hence in $t(E) \cdot B$. So $\pi(a) \in t(E) \cdot B$ is necessary for $\pi(a) = \pi^1(\varphi(a))$. Conversely, assume $\pi(a) \in t(E) \cdot B$ for all $a \in J$. We have $\pi(a) \cdot t(\xi) = t(\varphi(a)\xi) = \pi^1(\varphi(a))t(\xi)$ for all $\xi \in E$ (see [29, Lemma 2.4]). Hence $(\pi(a) - \pi^1(\varphi(a))) \cdot t(E) \cdot B = 0$. Since $\pi(a^*), \pi^1(\varphi(a^*)) \in t(E) \cdot B$, we get $(\pi(a) - \pi^1(\varphi(a))) \cdot (\pi(a) - \pi^1(\varphi(a)))^* = 0$. This is equivalent to $\pi(a) = \pi^1(\varphi(a))$. 

\qed
3. A BICATEGORICAL INTERPRETATION FOR RELATIVE CUNTZ–PIMSNER ALGEBRAS

Example 3.1.20. View $C^n$ as a correspondence over $C$ in the obvious way. This is a faithful and proper correspondence. So let $J = C$ and for each $i \in \{1, \ldots, n\}$, let $s_i$ be the image in $O_{C,C^n}$ of the canonical unit vector $e_i$ of $C^n$ under the universal representation. Then $s_i$ is an isometry. In addition, the covariance condition is equivalent to

$$\sum_{i=1}^{n} s_i s_i^* = 1.$$  

Thus $O_{C,C^n}$ is isomorphic to the Cuntz algebra $O_n$.

Example 3.1.21 (Crossed products by transfer operators). Let $A$ be a unital C*-algebra and let $\alpha$ be an endomorphism of $A$. A continuous linear map $L: A \rightarrow A$ is a transfer operator for $(A, \alpha)$ if it is positive and $L(\alpha(a)b) = bL(b)$ for all $a, b \in A$. Since $A$ is spanned by its positive elements and $L$ is positive, it follows that $L(a^*) = L(a^*)$ for all $a \in A$. In particular, the identity $L(\alpha(a)b) = L(a)b$ also holds.

We may associate a correspondence $A_{\alpha,L}: A \sim A$ to $(A, \alpha, L)$ as follows. We set $A_{\alpha,L}^0 = A_0(1)$ as a complex vector space. We define a structure of $A$-module on $A_{\alpha,L}$ by $aa(1) \cdot b = aa(b)$ and an $A$-valued inner product by $\langle aa(1) | ba(1) \rangle := L(a^*b)$, for $a, b \in A$. This satisfies $\langle aa(1) | ba(1) \cdot c \rangle = \langle aa(1) | ba(1) \rangle c$ because $L$ is a transfer operator for $(A, \alpha)$. Since $L$ is positive, the Cauchy–Schwarz inequality also holds in this context, and it follows that

$$N := \{ \alpha(a)(1) \in A | L(a^*a) = 0 \}$$

is a subspace of $A_{\alpha,L}^0$ (see Lemma 3.1.3). Hence the quotient space $A_{\alpha,L}^0/N$ is a pre-Hilbert $A$-module. We denote by $A_{\alpha,L}$ its completion with respect to the norm coming from the $A$-valued inner product. Thus $A_{\alpha,L}$ is a Hilbert $A$-module.

Now using again that $L$ is positive, we deduce that

$$L(b^*a^*ab) \leq \|a\|^2L(b^*b)$$

for all $a, b \in A$. Hence left multiplication by elements of $A$ produces a nondegenerate *-homomorphism $\varphi: A \rightarrow B(A_{\alpha,L})$. This turns $A_{\alpha,L}$ into a correspondence over $A$.

Let $(\pi, t)$ be a nondegenerate representation of $A_{\alpha,L}$ in a unital C*-algebra $B$. Set $V := t(\alpha(1))$. Then, for all $a \in A$, $V(a) = \pi(\alpha(a))V$. In addition,

$$V^*\pi(a)V = t(\alpha(1))^*\pi(a)t(\alpha(1)) = t(\alpha(1))^*t(\alpha(a)) = L(a).$$

Conversely, suppose that $\pi: A \rightarrow B$ is a unital *-homomorphism and $V$ is an element of $B$, so that the relations

$$V\pi(a) = \pi(\alpha(a))V, \quad V^*\pi(a)V = L(a)$$

(3.1.22)

hold for all $a \in A$. Set $t'(ba(1)) := \pi(b)V$ for all $b \in A$. It follows that $t'$ vanishes on $N$ and is continuous with respect to the norm on $A_{\alpha,L}^0/N$ because, for all $b \in B$,

$$||bV||^2 = ||V^*b^*bV|| = ||L(b^*b)||.$$ 

Hence it descends to a linear map $t: A_{\alpha,L} \rightarrow B$. The relations in (3.1.22) then say that $(\pi, t)$ is a representation of $A_{\alpha,L}$. The C*-algebra $T(A, \alpha, L)$ introduced in [21] is the universal unital C*-algebra generated by a copy of $A$ and an element $S$ subject to the above relations. We see that $T(A, \alpha, L)$ is naturally isomorphic to the Toeplitz algebra of $A_{\alpha,L}$. The crossed product $A \rtimes_{\alpha,L} N$ of $A$ by the endomorphism $\alpha$ relative to the transfer operator $L$ was defined by Exel in [21] to be the quotient of $T(A, \alpha, L)$ by the ideal generated by

$$\{ a - k | a \in A, k \in \text{ASS}^* A \text{ and } abS = kbS, \forall b \in A \}.$$ 

Observe that $\text{ASS}^* A$ corresponds to $t^*(A_{\alpha,L})t^*(A_{\alpha,L})^*$ through the above isomorphism $T(A, \alpha, L) \cong T_{A_{\alpha,L}}$. From this we deduce that $A \rtimes_{\alpha,L} N$ is isomorphic to the quotient of $T_{A_{\alpha,L}}$ by the ideal generated by

$$\{ \varphi^+(a) - (\varphi^+)^*(\varphi(a)) | \varphi(a) \in \mathbb{K}(A_{\alpha,L}) \}.$$ 

This is precisely the relative Cuntz–Pimsner algebra $O_{J,A_{\alpha,L}}$, where $J = \varphi^-(\mathbb{K}(A_{\alpha,L}))$.

Brownlowe and Raeburn realised the crossed product $A \rtimes_{\alpha,L} N$ as a relative Cuntz-Pimsner algebra.
of $A_{\alpha,L}$ in [11]. With this approach, they were able to establish necessary and sufficient conditions for the universal $*$-homomorphism $A \to A \rtimes_{\alpha,L} \mathbb{N}$ to be an embedding. They also applied more general results concerning relative Cuntz–Pimsner algebras of correspondences to prove gauge-invariant uniqueness theorems for the crossed product $A \rtimes_{\alpha,L} \mathbb{N}$ [11] Section 5.

### 3.1.3 Gauge action and Fell bundle structure

Let $\mathcal{E} : A \to B$ be a correspondence and let $J \subseteq A$ be an ideal with $\varphi(J) \subseteq \mathcal{K}(\mathcal{E})$. If $(\pi, t)$ is a representation of $\mathcal{E}$ that is covariant on $J$, then so is $(\pi, z \cdot t)$ for $z \in T$. This operation on representations comes from an automorphism of the relative Cuntz–Pimsner algebra $\mathcal{O}_{J,\mathcal{E}}$ by its universal property. These automorphisms define a continuous action $\gamma$ of $T$ on $\mathcal{O}_{J,\mathcal{E}}$, called the gauge action. Let

$$\mathcal{O}^0_{n,\mathcal{E}} := \{ b \in \mathcal{O}_{J,\mathcal{E}} : \gamma_n(b) = z^n b \text{ for all } z \in T \}$$

for $n \in \mathbb{Z}$ be the $n$th spectral subspace. These spectral subspaces form a Fell bundle over $\mathbb{Z}$, that is, $\mathcal{O}_{n,\mathcal{E}}^0 \cdot \mathcal{O}_{n,\mathcal{E}}^0 \subseteq \mathcal{O}_{n,\mathcal{E}}^0$ and $(\mathcal{O}_{n,\mathcal{E}}^0)^* \mathcal{O}_{n,\mathcal{E}}^0 = \mathcal{O}_{n,\mathcal{E}}^0$ for all $n,m \in \mathbb{Z}$. In particular, for $J = \{0\}$ we get a gauge action on $T_\mathcal{E}$ and corresponding spectral subspaces $T_{n,\mathcal{E}}^0 \subseteq T_\mathcal{E}$. Explicitly, the gauge action on $T_\mathcal{E}$ comes from the obvious $\mathbb{N}$-grading on $\mathcal{E}^r$: if $x \in T_\mathcal{E}$, then $x \in T_{n,\mathcal{E}}^0$ if and only if $x(\mathcal{E}^{\otimes k}) \subseteq \mathcal{E}^{\otimes n+k}$ for all $k \in \mathbb{N}$; this means $x|_{\mathcal{E}^0} = 0$ if $k + n < 0$. And $\mathcal{O}_{n,\mathcal{E}}^0$ is the image of $T_{n,\mathcal{E}}^0$ in $\mathcal{O}_{J,\mathcal{E}}$.

**Lemma 3.1.23.** Let $n \in \mathbb{Z}$. The subspaces $\mathcal{O}_{n,\mathcal{E}}^0 \subseteq \mathcal{O}_{J,\mathcal{E}}$ is the closed linear span of $t_j(\xi_1)t_j(\xi_2)\cdots t_j(\xi_k)$, $t_j(\eta_1)\cdots t_j(\eta_l)$ for $\xi, \eta \in \mathcal{E}$, $k - l = n$. If $n \leq 0$, then

$$\mathcal{O}^0_{n,\mathcal{E}} \cong \mathcal{O}^0_{n+1,\mathcal{E}} \otimes \mathcal{O}_{J,\mathcal{E}}$$

as a correspondence $A \to \mathcal{O}^0_{n,\mathcal{E}}$. The Fell bundle $(\mathcal{O}^0_{n,\mathcal{E}})_{n \in \mathbb{Z}}$ is semi-saturated, that is, $\mathcal{O}^0_{n,\mathcal{E}} \cdot \mathcal{O}^0_{m,\mathcal{E}} = \mathcal{O}^0_{n+m,\mathcal{E}}$ if $k, l \geq 0$.

**Proof.** Let $b \in \mathcal{O}^0_{n,\mathcal{E}}$ and let $\epsilon > 0$. Then $b$ is $\epsilon$-close to a finite linear combination $b_0$ of monomials $t_j(\xi_1)t_j(\xi_2)\cdots t_j(\xi_k)$, $t_j(\eta_1)\cdots t_j(\eta_l)$ for $\xi, \eta \in \mathcal{E}$, $k - l = n$. If $n \leq 0$, then

$$p_n(x) := \int_T z^{-n} \gamma_z(x) \, dz, \quad x \in \mathcal{O}_{J,\mathcal{E}}.$$ 

This is a contractive projection from $\mathcal{O}_{J,\mathcal{E}}$ onto $\mathcal{O}^0_{n,\mathcal{E}}$. Since $p_n(b) = b$ and $\|p_n\| \leq 1$, we have $\|b - p_n(b)\| \leq \epsilon$ as well. Inspection shows that $p_n$ maps a monomial $t_j(\xi_1)t_j(\xi_2)\cdots t_j(\xi_k) \cdot t_j(\eta_1)\cdots t_j(\eta_l)$ to itself if $k - l = n$ and kills it otherwise. Hence $\mathcal{O}^0_{n,\mathcal{E}}$ is the closed linear span of such monomials with $k - l = n$.

The monomials generating $\mathcal{O}^0_{n+1,\mathcal{E}}$ for $k, l \geq 0$ are obviously in $\mathcal{O}^0_{n,\mathcal{E}} \cdot \mathcal{O}^0_{m,\mathcal{E}}$. Hence the first statement immediately implies the last one. There is an isometric $A, \mathcal{O}^0_{n,\mathcal{E}}$-bimodule map

$$\mathcal{E}^{\otimes n} \otimes_A \mathcal{O}^0_{m,\mathcal{E}} \to \mathcal{O}^0_{n,\mathcal{E}}, \quad \xi_1 \otimes \cdots \otimes \xi_n \otimes y \mapsto t_j(\xi_1) \cdots t_j(\xi_n) \cdot y.$$ 

The first statement implies that its image is dense, so it is unitary. The Fell bundle $(\mathcal{O}^0_{n,\mathcal{E}})_{n \in \mathbb{Z}}$ need not be saturated, that is, $\mathcal{O}^0_{n,\mathcal{E}} \cdot \mathcal{O}^0_{m,\mathcal{E}}$ may differ from $\mathcal{O}^0_{n+m,\mathcal{E}}$.

**Theorem 3.1.24.** The relative Cuntz–Pimsner algebra is $T$-equivariantly isomorphic to the crossed product of $\mathcal{O}^0_{n,\mathcal{E}}$ by the Hilbert $\mathcal{O}^0_{n,\mathcal{E}}$-bimodule $\mathcal{O}^1_{J,\mathcal{E}}$ and to the full or reduced section $C^*$-algebra of the Fell bundle $(\mathcal{O}^0_{n,\mathcal{E}})_{n \in \mathbb{Z}}$.

**Proof.** The Fell bundle $(\mathcal{O}^0_{n,\mathcal{E}})_{n \in \mathbb{Z}}$ is semi-saturated by Lemma 3.1.23. Now the results of Abadie–Eilers–Exel [1] imply our claims.

Theorem 3.1.24 splits the construction of relative Cuntz–Pimsner algebras into two steps. The first builds the Hilbert $\mathcal{O}^0_{n,\mathcal{E}}$-bimodule $\mathcal{O}^1_{J,\mathcal{E}}$, the second takes the crossed product for this Hilbert bimodule. A Hilbert bimodule $\mathcal{G}$ on a $C^*$-algebra $B$ is the same as a Morita–Rieffel equivalence between two ideals in $B$ or, briefly, a partial Morita–Rieffel equivalence on $B$ (this point of view is explained in [12]). The crossed product $\mathcal{O}^0_{n,\mathcal{E}} \rtimes \mathcal{O}^1_{J,\mathcal{E}}$ generalises the partial crossed product for a partial automorphism. Many results about crossed products for automorphisms extend to Hilbert bimodule crossed products. In particular, the standard criteria for simplicity and detection and separation of ideals are extended in [33].
Proposition 3.1.25. The following conditions are equivalent:

1. the map \( \pi_J : A \to O^0_{J,E} \) is an isomorphism;
2. the map \( \varphi : J \to \mathbb{K}(E) \) is an isomorphism;
3. the correspondence \( E \) comes from a Hilbert bimodule and \( J = I_E \).

Proof. If \( J = I_E \) is Katsura’s ideal, then everything follows from Proposition 3.1.24. So it remains to observe that (1) and (2) fail if \( J \neq I_E \). Lemma 3.1.14 shows that \( E \) comes from a Hilbert bimodule if and only if there is an ideal \( I \) in \( A \) so that \( \varphi : I \to \mathbb{K}(E) \) is an isomorphism. In this case, \( I \) is the largest ideal on which \( \varphi \) restricts to an injective map into \( \mathbb{K}(E) \). If \( I \) is \( J \) and (1) holds, then the map \( A \to O^0_{J,E} \) is still surjective because \( O^0_{J,E} \) is a quotient of \( O_{J,E} \), and it is also injective by Proposition 3.1.13. Hence \( O_{J,E} = O_{J,F} \). This implies \( \mathbb{K}(E \oplus J) = \mathbb{K}(E \oplus J) \) and hence \( I_E = J \) because of the direct summand in \( P \).

Proposition 3.1.26. Let \( G \) be a Hilbert \( B \)-bimodule and let \( I_G \) be Katsura’s ideal for \( G \). Then \( O_{I_G,G} \cong B \otimes G \) \( B \)-equivariantly.

Proof. Theorem 3.1.24 identifies \( O_{I_G,G} \cong O^0_{I_G,G} \otimes O^0_{I_G,G} \). Proposition 3.1.25 gives \( B \cong O^0_{I_G,G} \), and the isomorphism \( O_{I_G,G} \cong G \otimes B \otimes O^0_{I_G,G} \) from Lemma 3.1.23 implies that \( G \cong O^1_{I_G,G} \) as a Hilbert \( B \)-bimodule.
We claim that the pair \((\pi, t)\) is a representation. We have \(\pi(a)t(\xi) = t(\varphi(a)\xi)\) because \(V^t\) is a left \(A\)-module map. And \(t(\xi_1)t(\xi_2) = \pi([\xi_1, \xi_2])\) holds because
\[
(t(\xi_1)\eta_1) t(\xi_2)\eta_2) = (V^t(\xi_1 \otimes \eta_1) V^t(\xi_2 \otimes \eta_2)) = (\xi_1 \otimes \eta_1, \xi_2 \otimes \eta_2) = (\eta_1, \pi([\xi_1, \xi_2])\eta_2).
\]
If \(J_A = 0\), then we are done at this point, and we have not yet used that \(V\) is unitary. So the Toeplitz \(C^*\)-algebra of a correspondence remains functorial for proper covariant correspondences where \(V\) is not unitary.

It remains to prove that \(\pi\) is covariant on \(J_A\). By Proposition 3.1.19 this is equivalent to \(\pi(J_A)(F_O) \subseteq t(E)(F_O)\). And \(J_B : O_{J_B, G} \subseteq t_{J_B}(G) : O_{J_B, G}\) holds because the canonical representation of \((B, G)\) on \(O_{J_B, G}\) is covariant on \(J_B\). Since \(J_A \cdot F \subseteq F \cdot J_B\) by assumption,
\[
J_A \cdot F_O \subseteq F \otimes J_B \cdot O_{J_B, G}\subseteq F \otimes t_{J_B}(G) \cdot O_{J_B, G} = (1 \otimes \mu_G)(F \otimes_B G \otimes_B O_{J_B, G})
\]
Since \(V\) is unitary, we can rewrite this further as \(V^t(E \otimes_A F \otimes_B O_{J_B, G}) = t(E) \cdot F_O\). This finishes the proof that \((\pi, t)\) is covariant on \(J_A\). The operators \(t(\xi)\) for \(\xi \in E\) are homogeneous of degree 1 for the \(T\)-action. Thus \(\pi = T\)-equivariant.

**Example 3.1.29.** Let \(A = B\) and \(J = J_A = J_B \neq \{0\}\) and let \(E \subseteq G\) be an \(A\)-invariant Hilbert submodule. Then the identity correspondence \(F = A\) with the inclusion map \(E \otimes_A F \cong E \hookrightarrow G \cong F \otimes_A G\) is a covariant correspondence in the notation of Schweizer. There is indeed a canonical \(*\)-homomorphism \(T_E \to T_G\). But it need not descend to the relative Cuntz–Pimsner algebras because \(\varphi_G(a) \in \mathbb{K}(G)\) for \(a \in J\) need not be the extension of \(\varphi_E(a) \in \mathbb{K}(E)\) given by Lemma 3.1.17. So the Cuntz–Pimsner covariance conditions for \(O_{J, E}\) and \(O_{J, G}\) may be incompatible. We ask \(V\) to be unitary to avoid this problem.

**Lemma 3.1.30.** Turn \(O_{J, E}\), into a proper \(C^*\)-correspondence \(A \sim O_{J, E}\) with the obvious left action of \(A\). The proper correspondence \(O_{J, E}^0\colon A \sim O_{J, E}^0\) with the isomorphism from Lemma 3.1.23 is a proper covariant correspondence from \(E : A \sim A\) with the ideal \(J\) to \(O_{J, E}^0 : O_{J, E}^0 \sim O_{J, E}^0\) with Katsura’s ideal \(I_{O_{J, E}^0}\).

**Proof.** It remains to show that \(J \cdot O_{J, E}^0 \subseteq O_{J, E}^0 \cdot I_{O_{J, E}^0} = I_{O_{J, E}^0}\). Since \(O_{J, E}^0\) is a Hilbert bimodule, Katsura’s ideal is equal to the range ideal of the left inner product, that is, the closed linear span of \(xy^*\) for all \(x, y \in O_{J, E}^0\). This contains \(\mathbb{K}(E)\) for \(x, y \in E\), which in turn contains \(J\) by the Cuntz–Pimsner covariance condition on \(J\), see Proposition 3.1.17. So \(J \cdot O_{J, E}^0 \subseteq I_{O_{J, E}^0}\).

The relative Cuntz–Pimsner algebra of \(O_{J, E}^0 : O_{J, E}^*, I_{O_{J, E}^*}\) is again \(O_{J, E}\) by Proposition 3.1.25. The correspondence \(O_{J, E} \sim O_{J, E}\) associated to the covariant correspondence above is just the identity correspondence on \(O_{J, E}\).

**Remark 3.1.31.** If \(J_A = 0\) or \(J_B = \varphi^{-1}(\mathbb{K}(G))\), then the condition \(J_A \cdot F \subseteq F \cdot J_B\) for covariant correspondences \((A, E, J_A) \to (B, G, J_B)\) always holds and so may be left out. This is clear if \(J_A = 0\). Let \(J_B = \varphi^{-1}(\mathbb{K}(G))\). Since \(F\) is proper, \(J_A\) acts on \(E \otimes_A F \cong F \otimes_B G\) by compact operators by Lemma 3.1.7. Again by Lemma 3.1.7 this implies \(J_A \subseteq \mathbb{K}(F \cdot J_B)\). Thus \(J_A \cdot F \subseteq F \cdot J_B\).

**Example 3.1.32.** Covariant correspondences are related to the \(T\)-pairs used by Katsura [31] to describe the ideal structure of relative Cuntz–Pimsner algebras. For this, we specialise to covariant correspondences out of \((A, E, J)\) where the underlying correspondence comes from a quotient map \(A \to A/I\). That is, \(F = A/I : A \sim A/I\) for an ideal \(I \subset A\). When is this part of a covariant correspondence from \((A, E, J)\) to \((A/I, E', J')\)?

There are natural isomorphisms \(E \otimes_A F \cong E/EI\) and \(F \otimes_{A/I} E' \cong E'\) as correspondences \(A \sim A/I\). So the only possible choice for \(E'\) is \(F' := E/EI\) with a left \(A/I\)-action which gives the canonical \(A\)-action when composed with the quotient map \(A \to A/I\). Such a correspondence \(E/EI: A/I \sim A/I\) exists if and only if \(E\) is positively invariant, that is, \(IE \subseteq EI\). Assume this to be the case.

An ideal \(J' \subset A/I\) is equivalent to an ideal \(J' \subset A\) that contains \(I\). For a covariant correspondence, we require \(JF \subseteq FJ',\) which means that \(J \subseteq J'\). And in order for \((A/I, E', J')\) to be an object of \(S_E^\pi\), the ideal \(J'\) or, equivalently, \(I\), should act by compact operators on \(E' := E/EI\).

Then there is an isomorphism \(E \otimes_A F \cong F \otimes_{A/I} E'\). It is unique up to an automorphism of \(E/EI\), which is, a unitary operator on \(E/EI\) that also commutes with the left action of \(A\) or \(A/I\), but this shall not concern us. So we get a covariant correspondence in this case. This induces a correspondence from \(O_{J, E}\).
to $O_{J', E'}$ by Proposition 3.1.28. Actually, our covariant correspondence is a covariant homomorphism, and so the correspondence from Proposition 3.1.28 comes from a $T$-equivariant $\ast$-homomorphism, which turns out to be surjective. So a pair of ideals $(I, I')$ as above induces a $T$-equivariant quotient or, equivalently, a $T$-invariant ideal in $O_{J,E}$.

Sometimes different pairs $(I, I')$ produce the same quotient of $O_{J,E}$. If $I'/I$ contains elements that act by 0 on $K(E/EI)$, then the map $A/I \to O_{J', E'}$ is not injective by Proposition 3.1.13. Then we may enlarge $I$ without changing the relative Cuntz–Pimsner algebra. When we add the condition that no non-zero element of $I'/I$ acts by a compact operator on $E/E \cdot I$, then we get exactly the $T$-pairs with $J \subseteq I'$ of [31]. The $T$-pairs $(I, I')$ with $J \subseteq I'$ correspond bijectively to gauge-invariant ideals of $O_{J,E}$ by [31] Proposition 11.9.

### 3.2 Bicategories of correspondences and Hilbert bimodules

We are going to enrich the relative Cuntz–Pimsner algebra construction to a homomorphism, or “functor” from a suitable bicategory of covariant correspondences to the $T$-equivariant correspondence bicategory. Most of the work is already done in Proposition 3.1.28 which describes how this homomorphism acts on arrows. It remains to define the appropriate bicategories and write down the remaining data of a homomorphism.

The correspondence bicategory of $C^*$-algebras and related bicategories have been discussed in [6, 12, 13]. We recall basic bicategorical definitions in Appendix B. Here we go through these notions much more quickly. Let $\mathcal{C}$ be the correspondence bicategory. It has $C^*$-correspondences as objects, $C^*$-correspondences as arrows, and correspondence isomorphisms as 2-arrows. The composition is the tensor product $\otimes_B$ of $C^*$-correspondences.

Given any bicategory $\mathcal{D}$, there is a bicategory $\mathcal{C}^\mathcal{D}$ with homomorphisms $\mathcal{D} \to \mathcal{C}$ as objects, transformations between these correspondences as arrows, and modifications between these transformations as 2-arrows (see the appendix for these notions). There is also a continuous version of this for a locally compact, topological bicategory $\mathcal{D}$. In particular, we shall use the $T$-equivariant correspondence bicategory $\mathcal{C}^T$. Its objects are $C^*$-algebras with a continuous $T$-action. Its arrows are $T$-equivariant $C^*$-correspondences, and 2-arrows are $T$-equivariant isomorphisms of $C^*$-correspondences.

When $\mathcal{D}$ is the monoid $([N, +])$, we may simplify the bicategory $\mathcal{C}^\mathcal{D}$, see [6, Section 5]. An object in it is equivalent to a $C^*$-algebra $A$ with a self-correspondence $\mathcal{E}: A \sim A$. An arrow is equivalent to a covariant correspondence (without the condition $J_AF \subseteq FJ_B$), and a 2-arrow is equivalent to an isomorphism between two covariant correspondences. The bicategory $\mathcal{C}^\mathcal{N}_p$ that we need is a variant of $\mathcal{C}^N$ where we add the ideal $J$ and allow only proper covariant correspondences as arrows.

**Definition 3.2.1.** The bicategory $\mathcal{C}^\mathcal{N}_p$ has the following data (see Definition B.1.1):

- **Objects** are triples $(A, \mathcal{E}, J)$, where $A$ is a $C^*$-algebra, $\mathcal{E}: A \sim A$ is a $C^*$-correspondence, and $J \subseteq \varphi^{-1}(\mathcal{K}(\mathcal{E}))$ is an ideal.
- **Arrows** $(A, \mathcal{E}, J) \to (A_1, \mathcal{E}_1, J_1)$ are proper covariant correspondences $(F, u)$ from $(A, \mathcal{E}, J)$ to $(A_1, \mathcal{E}_1, J_1)$, that is, $F$ is a proper correspondence $A \sim A_1$ with $JF \subseteq FJ_1$ and $u$ is a correspondence isomorphism $\mathcal{E} \otimes_A F \Rightarrow F \otimes_A \mathcal{E}_1$.
- **2-Arrows** $(F_0, u_0) \Rightarrow (F_1, u_1)$ are isomorphisms of covariant correspondences, that is, correspondence isomorphisms $w: F_0 \Rightarrow F_1$ for which the following diagram commutes:

$$
\begin{array}{ccc}
\mathcal{E} \otimes_A F_0 & \xrightarrow{u_0} & F_0 \otimes_A \mathcal{E}_1 \\
\downarrow 1_F \otimes w & & \downarrow w \otimes 1_{\mathcal{E}_1} \\
\mathcal{E} \otimes_A F_1 & \xrightarrow{u_1} & F_1 \otimes_A \mathcal{E}_1
\end{array}
$$

- **The vertical product of 2-arrows**

$$u_0: (F_0, u_0) \Rightarrow (F_1, u_1), \quad w_0: (F_1, u_1) \Rightarrow (F_2, u_2)$$

is the usual product $u_1 \cdot w_0: F_0 \Rightarrow F_2$. This is indeed a 2-arrow from $(F_0, u_0)$ to $(F_2, u_2)$. And the vertical product is associative and unital. Thus the arrows $(A, \mathcal{E}, J) \to (A_1, \mathcal{E}_1, J_1)$ and the
2-arrows between them form a groupoid \( C_p^E([(A,E,J), (A_1, E_1, J_1)]) \).

- Let \((F_u, u): (A, E, J) \rightarrow (A_1, E_1, J_1) \) and \((F_{u_1}, u_1): (A_1, E_1, J_1) \rightarrow (A_2, E_2, J_2) \) be arrows. Their product is \((F_{u_1}, u_1) \circ (F_u, u) := (F \otimes A_1 F_1, u \cdot u_1)\), where \(u \cdot u_1\) is the composite correspondence isomorphism

\[
E \otimes A F \otimes A_1 F_1 \xrightarrow{u \otimes 1_{F_1}} F \otimes A_1 E_1 \otimes A_1 F_1 \xrightarrow{1_F \otimes u_1} F \otimes A_1 F_1 \otimes A_2 E_2.
\]

- The horizontal product for a diagram of arrows and 2-arrows

\[
\begin{array}{ccc}
(A, E, J) & \xrightarrow{(F, u)} & (A_1, E_1, J_1) \\
\downarrow{w} & & \downarrow{w_1} \\
(F \otimes A_1 F_1, u \cdot u_1) & \xrightarrow{w \otimes w_1} & (A_2, E_2, J_2)
\end{array}
\]

is the 2-arrow

\[
(A, E, J) \xrightarrow{(F \otimes A_1 F_1, u \cdot u_1)} (A_2, E_2, J_2).
\]

This horizontal product and the product of arrows combine to composition bifunctors

\[
C_p^E([(A, E, J), (A_1, E_1, J_1)]) \times C_p^E([(A_1, E_1, J_1), (A_2, E_2, J_2)]) \rightarrow C_p^E([(A, E, J), (A_2, E_2, J_2)]).
\]

- The unit arrow on the object \((A, E, J)\) is the proper covariant correspondence \((A, \iota_E)\), where \(A\) is the identity correspondence, that is, \(A\) with the obvious \(A\)-bimodule structure and the inner product \(\langle x, y \rangle := x^* y\), and \(\iota_E\) is the canonical isomorphism

\[
E \otimes A A \cong E \cong A \otimes A E
\]

built from the right and left actions of \(A\) on \(E\).

- The associators and unitors are the same as in the correspondence bicategory. Thus they inherit the coherence conditions needed for a bicategory.

**Theorem 3.2.2.** There is a homomorphism \(C_p^E \rightarrow C^E\) that maps each object \((A, E, J)\) to its relative Cuntz–Pimsner algebra and is the construction of Proposition 3.1.28 on arrows.

**Proof.** The construction in Proposition 3.1.28 is “natural” and thus functorial for isomorphisms of covariant correspondences, and it maps the identity covariant correspondence to the identity \(\mathbb{T}\)-equivariant correspondence on the relative Cuntz–Pimsner algebras. Let \((F, u): (A, E, J) \rightarrow (A_1, E_1, J_1) \) and \((F_1, u_1): (A_1, E_1, J_1) \rightarrow (A_2, E_2, J_2)\) be covariant correspondences and let \(O_{F, u}\) and \(O_{F_1, u_1}\) be the associated \(\mathbb{T}\)-equivariant correspondences of relative Cuntz–Pimsner algebras. By definition, \(O_{F, u} \otimes O_{E_1, J_1} \otimes O_{F_1, u_1}\) and \(O_{F \otimes A_1 F_1, u \cdot u_1}\) are equal to \((F \otimes A_1 F_1) \otimes O_{E_1, J_1} \otimes (F_1 \otimes A_2 O_{J_2, F_2})\) and \((F \otimes A_1 F_1) \otimes A_2 O_{J_2, F_2}\) as \(\mathbb{T}\)-equivariant correspondences \(A \sim O_{J_2, F_2}\). Associators and unit transformations give a canonical \(\mathbb{T}\)-equivariant isomorphism between these correspondences. This isomorphism also intertwines the representations of \(E\). Hence it is a \(\mathbb{T}\)-equivariant isomorphism of correspondences \(O_{F, F} \sim O_{J_2, F_2}\). These canonical isomorphisms satisfy the coherence conditions for a homomorphism of bicategories in Definition 3.1.14.

The relative Cuntz–Pimsner algebra \(O_{J, E}\) is the crossed product \(O_{J, E}^N \rtimes O_{J, E}^1\) by Theorem 3.1.24. So \(O_{J, E}\) with the gauge \(\mathbb{T}\)-action and the Hilbert \(O_{J, E}^N\)-bimodule \(O_{J, E}^1\) contain the same amount of information. We now study the construction that sends \((A, E, J)\) to the Hilbert \(O_{J, E}^N\)-bimodule \(O_{J, E}^1\).

The appropriate bicategory of Hilbert bimodules is a sub-bicategory of \(C_{p^N}\).

**Definition 3.2.3.** Let \(C_{p^N} \subseteq C_p^N\) be the full sub-bicategory whose objects are triples \((B, G, I_G)\), where \(G\) is a Hilbert \(B\)-bimodule and \(I_G\) is Katsura’s ideal for \(G\), which is also equal to the range ideal \(\langle G \mid G \rangle\) of the left inner product on \(G\). The arrows and 2-arrows among objects of \(C_{p^N}\) are the same as in \(C_p^N\), including the condition \(I_G \subseteq F \subseteq F I_G\) for covariant correspondences.
When we restrict the relative Cuntz–Pimsner algebra construction $\mathcal{C}^N_{pr} \to \mathcal{C}^N_{pr,*}$ to $\mathcal{C}^N_{pr,*}$, we get the (partial) crossed product construction for Hilbert bimodules by Proposition 3.1.26. Thus Theorem 3.2.2 also completes the crossed product for Hilbert bimodules to a functor $\mathcal{C}^N_{pr,*} \to \mathcal{C}^\ast$. The map that sends $(A, E, J)$ to $(O^0_{j,E}, O^1_{j,E}, I_{O^1_{j,E}})$ is part of a functor $\mathcal{C}^N_{pr} \to \mathcal{C}^N_{pr,*}$, which, when composed with the crossed product functor $\mathcal{C}^N_{pr,*} \to \mathcal{C}^\ast$, gives the relative Cuntz–Pimsner algebra functor of Theorem 3.2.2. We do not prove this now because it follows from our main result below. The key step is the following universal property of $(O^0_{j,E}, O^1_{j,E}, I_{O^1_{j,E}})$:

**Proposition 3.2.4.** Let $(A, E, J)$ and $(B, \mathcal{G}, I_{\mathcal{G}})$ be objects of $\mathcal{C}^N_{pr}$ and $\mathcal{C}^N_{pr,*}$, respectively. Let

$$v_{(A, E, J)}: (A, E, J) \to (O^0_{j,E}, O^1_{j,E}, I_{O^1_{j,E}})$$

be the covariant correspondence from Lemma 3.1.30. Composition with $v_{(A, E, J)}$ induces a groupoid equivalence

$$\mathcal{C}^N_{pr}((A, E, J), (B, \mathcal{G}, I_{\mathcal{G}})) \simeq \mathcal{C}^N_{pr,*}((O^0_{j,E}, O^1_{j,E}, I_{O^1_{j,E}}), (B, \mathcal{G}, I_{\mathcal{G}})).$$

Recall that $\mathcal{C}^N_{pr}((A, E, J), (A_1, E_1, J_1))$ objects $(A, E, J)$ and $(A_1, E_1, J_1)$ of $\mathcal{C}^N_{pr}$ denotes the groupoid with arrows $(A, E, J) \to (A_1, E_1, J_1)$ as objects and $2$-arrows among them as arrows.

**Proof.** We begin with an auxiliary construction. Proposition 3.1.26 identifies $I_{O^0_{j,E}} \simeq B \ltimes \mathcal{G}$ as $\mathbb{Z}$-graded $\mathcal{C}^\ast$-algebras. In particular, $O^0_{i,j,0} \simeq B$, and $O^1_{i,j,0} \simeq \mathcal{G}$ and $O^1_{i,j,1} \simeq \mathcal{G}^\ast$ as Hilbert $\mathcal{B}$-bimodules.

Let $(F, u)$ be a proper covariant correspondence $(A, E, J) \to (B, \mathcal{G}, I_{\mathcal{G}})$. It induces a proper, $\mathbb{T}$-equivariant correspondence $O_{F,V} = \bigoplus_{n \in \mathbb{Z}} O^0_{F,V}$ from $O_{j,E}$ to $I_{O^0_{j,E}}$ by Proposition 3.1.28. By construction, $O_{F,V} = F \otimes_B O^0_{I_{O^0_{j,E}}}$. Thus $O^0_{F,V} = F \otimes_B O^0_{I_{O^0_{j,E}}} \simeq F \otimes_B F \simeq \mathcal{F}$ and $O^1_{F,V} = F \otimes_B O^1_{I_{O^0_{j,E}}} \simeq F \otimes_B \mathcal{G}$. The left action on $O_{F,V}$ is nondegenerate, $\mathbb{T}$-equivariant $\ast$-homomorphism $O_{j,E} \to \mathbb{K}(O_{F,V})$. So $O^0_{F,V}$ acts on $O_{F,V}$ by grading-preserving operators. Restricting to the degree-0 part, we get a nondegenerate $\ast$-homomorphism $O^0_{F,V} \to \mathbb{K}(O^0_{F,V}) \simeq \mathbb{K}(F)$. Let $F^\#$ be $F$ viewed as a correspondence $O^0_{F,V} \sim B$ in this way.

We now construct an isomorphism of correspondences

$$u^\#: O^1_{j,E} \otimes O^0_{F,V} F^\# \to F^\# \otimes_B \mathcal{G}.$$ 

We need two descriptions of $u^\#$. The first shows that it is unitary, the second that it intertwines the left actions of $O^0_{j,E}$. The first formula for $u^\#$ uses Lemma 3.1.23 which gives unitary Hilbert $\mathcal{B}$-module maps

$$O^1_{j,E} \otimes O^0_{F,V} F^\# \simeq E \otimes_A O^0_{F,V} \otimes O^0_{j,E} F^\# \simeq E \otimes_A F.$$ 

Composing with $u: E \otimes_A F \Rightarrow F \otimes_B \mathcal{G}$ gives the desired unitary $u^\#$. The second formula for $u^\#$ restricts the left action of $O_{j,E}$ on $O_{F,V}$ to a multiplication map

$$O^1_{j,E} \otimes O^0_{F,V} F^\# = O^1_{j,E} \otimes O^0_{F,V} O^0_{F,V} \rightarrow O^1_{F,V} \Rightarrow F^\# \otimes_B \mathcal{G}. \quad (3.2.5)$$

This is manifestly $O^0_{j,E}$-linear because the isomorphism $F^\# \otimes_B O^0_{I_{O^0_{j,E}}} \simeq O^0_{F,V}$ is by right multiplication and so intertwines the left actions of $O^0_{j,E}$. The map in (3.2.5) maps $i_J(\xi) \otimes \eta \mapsto u(\xi \otimes \eta)$ for all $\xi \in \mathcal{E}$. This determines it by Lemma 3.1.23. So both constructions give the same map $u^\#$.

We claim that $I_{O^0_{j,E}} \cdot F^\# \subseteq F^\# \cdot I_{\mathcal{G}}$ holds, so that the pair $(F^\#, u^\#)$ is a proper covariant correspondence from $(O^0_{j,E}, O^1_{j,E}, I_{O^1_{j,E}})$ to $(B, \mathcal{G}, I_{\mathcal{G}})$. The ideal $I_{O^0_{j,E}}$ is equal to the range of the left inner product on $O^1_{j,E}$. Using the Fell bundle structure, we may rewrite this as $O^0_{j,E} \cdot O^1_{j,E}$. Thus

$$I_{O^0_{j,E}} \cdot O^0_{F,V} = O^1_{j,E} \cdot O^0_{j,E} \cdot O^0_{F,V} \subseteq O^1_{j,E} \cdot O^1_{j,E} = E \cdot O^0_{F,V} \cdot O^1_{j,E} = E \cdot O^0_{F,V} = E^\ast \cdot O^0_{F,V}.$$ 

The product $E \cdot O^0_{F,V}$ uses the representation of $E$ on $O_{F,V}$ built in the proof of Proposition 3.1.28. So $E \cdot O^0_{F,V}$ is the image of the map

$$E \otimes_A F \otimes_B \mathcal{G}^\ast \simeq F \otimes_B \mathcal{G} \otimes_B \mathcal{G}^\ast = F \cdot I_{\mathcal{G}}.$$ 

So $I_{O^0_{j,E}} \cdot O^0_{F,V} \subseteq F \cdot I_{\mathcal{G}}$ as claimed. We have turned a proper covariant correspondence $(F, u)$ from
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We now strengthen Proposition 3.2.4 using some general results on adjunctions of homomorphisms and counit, that is, natural transformations isomorphism. It maps \( \psi \) arrow and functors.

### 3.3 The reflector from correspondences to Hilbert bimodules

Let \( (A, \mathcal{E}, J) \) to \((B, \mathcal{G}, I_G)\) into a proper covariant correspondence \( (\mathcal{F}^#, u^\#) \) from \((\mathcal{O}_F, \mathcal{O}_J, I_{\mathcal{O}_J^\#})\) to \((B, \mathcal{G}, I_G)\).

Conversely, take a proper covariant correspondence \((\mathcal{F}, u)\) from \((\mathcal{O}_F, \mathcal{O}_J, I_{\mathcal{O}_J^\#})\) to \((B, \mathcal{G}, I_G)\).

Composing it with \(\psi_{(A, \mathcal{E}, J)}\) gives a proper covariant correspondence from \((A, \mathcal{E}, J)\) to \((B, \mathcal{G}, I_G)\). We now simplify this product of covariant correspondences. The underlying correspondence \(A \to \mathcal{O}_F\) in \(\psi_{(A, \mathcal{E}, J)}\) is \(\mathcal{O}_F\), and the isomorphism \(\mathcal{E} \otimes_A \mathcal{O}_F \cong \mathcal{O}_F \otimes \mathcal{O}_J^\# \mathcal{O}_J^\# = \mathcal{O}_J^\#\) is the one from Lemma 3.1.23.

We identify the tensor product \(\mathcal{O}_F \otimes \mathcal{O}_J\) \(\mathcal{F}\) with \(\mathcal{F}\) by the canonical map. Thus the product of \((\mathcal{F}, u)\) with \(\psi_{(A, \mathcal{E}, J)}\) is canonically isomorphic to a covariant correspondence \((\mathcal{F}^#, u^\#)\) with underlying correspondence \(\mathcal{F}^# = \mathcal{F}: A \sim B\) with the left \(A\)-action through \(\pi_J: A \to \mathcal{O}_J\). The isomorphism \(u^\#: \mathcal{E} \otimes_A \mathcal{F} \to \mathcal{F}^# \otimes_B \mathcal{G}\) is the composite of the given isomorphism \(u: \mathcal{O}_J \otimes \mathcal{O}_J^\# \mathcal{F} \Rightarrow \mathcal{F} \otimes \mathcal{G}\) with the isomorphism \(\mathcal{E} \otimes_A \mathcal{O}_F \cong \mathcal{O}_J\) from Lemma 3.1.23.

Now let \((\mathcal{F}, u)\) be a proper covariant correspondence from \((A, \mathcal{E}, J)\) to \((B, \mathcal{G}, I_G)\). We claim that

\[
(\mathcal{F}^#, u^\#) = (\mathcal{F}, u).
\]

By construction, the underlying Hilbert \(B\)-module of \(\mathcal{F}^#\) is \(\mathcal{F}\). We even have \(\mathcal{F}^# = \mathcal{F}\) as correspondences \(A \sim B\), that is, the left \(\mathcal{O}_F\)-action on \(\mathcal{F}^#\) composed with \(\pi_J: A \to \mathcal{O}_J\) is the original action of \(A\). The isomorphism \(\mathcal{E} \otimes_A \mathcal{O}_F \cong \mathcal{O}_J\) is used both to get \(u^\#\) from \(u\) and to get \(u^\#\) from \(u^\#\). Unravelling this shows that \(u^\# = u\).

Now we claim that the map that sends a proper covariant correspondence to \((\mathcal{F}^#, u^\#)\) is injective. This claim and (3.2.6) imply \((\mathcal{F}^#, u^\#) = (\mathcal{F}, u)\), that is, our two operations are inverse to each other. To prove injectivity, we use Proposition 3.1.23 to build a correspondence \(\mathcal{O}_{F, A}: \mathcal{O}_F \sim \mathcal{O}_F\) from \((\mathcal{F}, u)\). This correspondence determines \((\mathcal{F}, u)\): we can get back \(\mathcal{F}\) as its degree-0 part because \(\mathcal{O}_I = B \times \mathcal{G}\), and because \(u\) and the left \(\mathcal{O}_F\)-module structure on \(\mathcal{F}\) are both contained in the left \(\mathcal{O}_J\)-module structure on \(\mathcal{F}_{F, A}\). An \(\mathcal{O}_J\)-module structure on \(\mathcal{F}_{F, A}\) is already determined by a representation of \((A, \mathcal{E})\). Since \(\mathcal{O}_J \mathcal{G} = \mathcal{O}_I \mathcal{G} = \mathcal{O}_J\), this representation is determined by its restriction to \(\mathcal{O}_{F, A} \cong \mathcal{F}\). And \((\mathcal{F}^#, u^\#)\) determines the representation of \((A, \mathcal{E})\) on \(\mathcal{F}\). Thus \((\mathcal{F}^#, u^\#)\) determines \((\mathcal{F}, u)\).

The constructions of \((\mathcal{F}^#, u^\#)\) and \((\mathcal{F}^#, u^\#)\) are clearly natural for isomorphisms of covariant correspondences. So they form an isomorphism of groupoids

\[
\mathcal{C}^N_p((A, \mathcal{E}, J), (B, \mathcal{G}, I_G)) \cong \mathcal{C}^N_p((\mathcal{O}_F, \mathcal{O}_J, I_{\mathcal{O}_J^\#}),(B, \mathcal{G})).
\]

One piece in this isomorphism is naturally equivalent to the functor that composes with \(\psi_{(A, \mathcal{E}, J)}\). Hence this functor is an equivalence of groupoids, as asserted. \(\square\)

### 3.3 The reflector from correspondences to Hilbert bimodules

We now strengthen Proposition 3.2.4 using some general results on adjunctions of homomorphisms between bicategories. We first recall the related and better known results about ordinary categories and functors.

Let \(\mathcal{C}\) and \(\mathcal{B}\) be categories. Let \(R: \mathcal{C} \to \mathcal{B}\) be a functor and \(b \in \text{ob}\mathcal{B}\). An object \(c \in \text{ob}\mathcal{C}\) with an arrow \(w: b \to R(c)\) is called a universal arrow from \(b\) to \(R\) if, for each \(x \in \text{ob}\mathcal{C}\) and each \(f \in \text{B}(b, R(x))\), there is a unique \(g \in \text{C}(c, x)\) with \(R(g) \circ w = f\). Equivalently, the maps

\[
\mathcal{C}(c, x) \to \mathcal{B}(b, R(x)), \quad f \mapsto R(f) \circ w,
\]

are bijective for all \(x \in \text{ob}\mathcal{C}\). The functor \(R\) has a left adjoint \(L: \mathcal{B} \to \mathcal{C}\) if and only if such universal arrows exist for all \(x \in \text{ob}\mathcal{C}\). The left adjoint functor \(L: \mathcal{B} \to \mathcal{C}\) is uniquely determined up to natural isomorphism. It maps \(b \to c\) on objects, and the isomorphisms become natural in both \(b\) and \(x\) when we replace \(c\) by \(L(b)\). An adjunction between \(L\) and \(R\) may also be expressed through its unit and counit, that is, natural transformations \(L \circ R \Rightarrow \text{id}_\mathcal{C}\) and \(\text{id}_\mathcal{C} \Rightarrow R \circ L\) such that the induced
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transformations $L \Rightarrow L \circ R \Rightarrow L$ and $R \Rightarrow R \circ L \Rightarrow R$ are unit transformations.

A subcategory $C \subseteq B$ is called reflective if the inclusion functor $R: C \to B$ has a left adjoint $L: B \to C$. The functor $L$ is called reflector. The case we care about is a bicategorical version of a full subcategory. If $C \subseteq B$ is a full reflective subcategory, then we may choose $L \circ R$ to be the identity functor on $C$ and the counit $L \circ R \Rightarrow id_C$ to be the unit natural transformation.

Fiore [24] carries the story of adjoint functors over to homomorphisms between 2-categories (which he calls “pseudo functors”), that is, bicategories where the associators and unitors are identity morphisms. It is part of an adjunction if and only if there are universal arrows from $C \subseteq B$ to be the identity natural transformation. Hence Fiore’s definitions and results apply in bicategories as well. We shorten notation by speaking of “universal” arrows and “adjunctions” instead of “biuniversal” arrows and “biadjunctions.” A 2-category is also a category with some extra structure. So leaving out the prefix “bi” may cause confusion in that setting. But it will always be clear whether we mean the categorical or bicategorical notions.

**Definition 3.3.2** ([24, Definition 9.4]). Let $B$ and $C$ be bicategories, $R: C \to B$ a homomorphism, and $b \in \text{ob } B$. Let $c \in \text{ob } C$ and let $g: b \to R(c)$ be an arrow in $B$. The pair $(c, g)$ is a universal arrow from $b$ to $R$ if, for every $x \in \text{ob } C$, the following functor is an equivalence of categories:

$$g^*: C(c, x) \to B(b, R(x)), \quad f \mapsto R(f) \cdot g, \quad w \mapsto R(w) \cdot 1_g.$$  

Universal arrows are called left biliftings by Street [57]. We can now reformulate Proposition 3.2.4:

**Proposition 3.3.3.** Let $(A, \mathcal{E}, \mathcal{J}) \in \text{ob } \mathcal{C}_{pr}^N$. The covariant correspondence $v_{(A, \mathcal{E}, \mathcal{J})}$ from $(A, \mathcal{E}, \mathcal{J})$ to $(\mathcal{O}^0_{\mathcal{E}, \mathcal{J}}, \mathcal{O}^1_{\mathcal{E}, \mathcal{J}}, l_{\mathcal{O}_{\mathcal{E}, \mathcal{J}}})$ is a universal arrow from $(A, \mathcal{E}, \mathcal{J})$ to the inclusion homomorphism $\mathcal{C}_{pr,*}^N \to \mathcal{C}_{pr}^N$.  

There are two alternative definitions of adjunctions, based on equivalences between morphism categories or on units and counits. These are spelled out, respectively, by Fiore in [24, Definition 9.8] and by Gurski in [25, Definition 2.1]. We shall use Fiore’s definition.

**Definition 3.3.4** ([24, Definition 9.8]). Let $B$ and $C$ be bicategories. An adjunction between them consists of

- two homomorphisms $L: B \to C$, $R: C \to B$;
- equivalences of categories
  $$\varphi_{b,c}: C(L(b), c) \simeq B(b, R(c))$$
  for all $b \in \text{ob } B$, $c \in \text{ob } C$;
- natural equivalences of functors
  $$C(L(b_1), c_1) \xrightarrow{L(f)} C(L(b_2), c_1) \xrightarrow{g^*} C(L(b_2), c_2)$$
  $$\xrightarrow{\varphi_{b_1,c_1}} B(b_1, R(c_1)) \xrightarrow{f} B(b_2, R(c_1)) \xrightarrow{R(g)} B(b_2, R(c_2))$$
  for all arrows $f: b_2 \to b_1$, $g: c_1 \to c_2$ in $B$ and $C$.

These are subject to a coherence condition. In brief, the functors $\varphi_{b,c}$ and the natural equivalences form a transformation between the homomorphisms

$$B^{op} \times C \Rightarrow \text{Cat}, \quad (b, c) \mapsto C(L(b), c), \quad B(b, R(c)).$$

Here $\text{Cat}$ is the bicategory of categories, see Example B.1.2.

**Theorem 3.3.5** ([24, Theorem 9.17]). Let $B$ and $C$ be bicategories and let $R: C \to B$ be a homomorphism. It is part of an adjunction if and only if there are universal arrows from $c$ to $R$ for each object $c \in \text{ob } C$.  
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More precisely, let \( c_b \in \text{ob} \mathcal{C} \) and \( v_b : b \to R(c_b) \) for \( b \in \text{ob} \mathcal{C} \) be universal arrows from \( b \) to \( R \). Then there is an adjoint homomorphism \( L : \mathcal{B} \to \mathcal{C} \) that maps \( b \mapsto c_b \) on objects. In particular, this assignment is part of a homomorphism of bicategories.

**Theorem 3.3.6** ([21] Theorem 9.20]). Two left adjoints \( L, L' : \mathcal{B} \rightleftarrows \mathcal{C} : R \) are equivalent, that is, there are transformations \( L \Rightarrow L' \) and \( L' \Rightarrow L \) that are inverse to each other up to invertible modifications.

Using these general theorems, we may strengthen Proposition 3.2.4 (in the form of Proposition 3.3.3) to an adjunction theorem:

**Corollary 3.3.7.** The sub-bicategory \( \mathcal{C}_{\mathcal{P},*}^\mathcal{N} \subseteq \mathcal{C}_{\mathcal{P}}^\mathcal{N} \) is reflective, that is, the inclusion homomorphism \( R : \mathcal{C}_{\mathcal{P},*}^\mathcal{N} \to \mathcal{C}_{\mathcal{P}}^\mathcal{N} \) has a left adjoint (reflector) \( L : \mathcal{C}_{\mathcal{P}}^\mathcal{N} \to \mathcal{C}_{\mathcal{P},*}^\mathcal{N} \). On objects, this adjoint homomorphism maps

\[
(A, \mathcal{E}, J) \mapsto (O_{J, \mathcal{E}}^0, \Omega_{J, \mathcal{E}}, I_{\mathcal{O}_{J, \mathcal{E}}}).
\]

The homomorphism \( L \) is determined uniquely up to equivalence by Theorem 3.3.6. So we have characterised the construction of relative Cuntz–Pimsner algebras in bicategorical terms, as the reflector for the full sub-bicategory \( \mathcal{C}_{\mathcal{P},*}^\mathcal{N} \subseteq \mathcal{C}_{\mathcal{P}}^\mathcal{N} \). By Corollary 3.3.7, the relative Cuntz–Pimsner algebra construction is part of a homomorphism \( L : \mathcal{C}_{\mathcal{P}}^\mathcal{N} \to \mathcal{C}_{\mathcal{P},*}^\mathcal{N} \). For instance, this implies the following:

**Corollary 3.3.8.** The relative Cuntz–Pimsner algebras \( O_{J, \mathcal{E}} \) and \( O_{J_1, \mathcal{E}_1} \) are Morita equivalent if there is a Morita equivalence \( \mathcal{F} \) between \( \mathcal{E} \) and \( \mathcal{E}_1 \) as in [22] Definition 2.1] with \( J \cdot \mathcal{F} = \mathcal{F} \cdot J_1 \).

**Example 3.3.9.** Let \( \mathcal{E} : A \to B \) be a correspondence. Let \( \mathcal{F} : B \to A \) be an imprimitivity \( A, B \)-bimodule. We let \( \mathcal{G}_A = \mathcal{E} \otimes_B \mathcal{F} \) and \( \mathcal{G}_B = \mathcal{F} \circ A \mathcal{E} \) be the associated correspondences over \( A \) and \( B \), respectively. Let \( \mathcal{F}^* : A \to B \) be the imprimitivity \( B, A \)-bimodule adjoint to \( \mathcal{F} \). The canonical isomorphisms

\[
\mathcal{F}^* \otimes_B \mathcal{F} \cong A, \quad \mathcal{F} \otimes_A \mathcal{F}^* \cong B
\]

from Proposition 3.1.6 yield a correspondence isomorphism

\[
\mathcal{G}_A \otimes_A \mathcal{F}^* = \mathcal{E} \otimes_B \mathcal{F} \otimes_A \mathcal{F}^* \cong \mathcal{F} \cong \mathcal{F}^* \otimes_B \mathcal{F} \otimes_A \mathcal{E} = \mathcal{F}^* \otimes_B \mathcal{G}_B.
\]

It follows from Lemma 3.1.7 that \( b \in B \) is compact on \( \mathcal{G}_B \) if and only if \( b \mathcal{F} \subseteq \mathcal{F} \mathcal{F}^{-1}(K(\mathcal{E})) \). So for each ideal \( J_A \subseteq A \) with \( J_A \subseteq \mathcal{F}^{-1}(K(\mathcal{E})) \), the ideal \( J_B := (J_A \mathcal{F} | \mathcal{F}) \) in \( B \) acts by compact operators on \( \mathcal{G}_B \). Similarly, for each ideal \( J_B \) in \( B \) acting by compact operators on \( \mathcal{G}_B \), \( J_A := (J_B \mathcal{F} | \mathcal{F}) \) is an ideal of \( A \) that acts by compact operators on \( \mathcal{E} \), and hence on \( \mathcal{G}_A \). Therefore, the bijection between the lattices of ideals of \( A \) and \( B \), respectively, coming from the Rieffel correspondence (see Theorem 3.2.11), provides a bijection between ideals in \( A \) acting by compact operators on \( \mathcal{G}_A \) and ideals of \( B \) mapped to compact operators on \( \mathcal{G}_B \). In particular, up to Morita equivalence, there is a bijection between relative Cuntz–Pimsner algebras associated to \( \mathcal{G}_A \) and \( \mathcal{G}_B \).

The proof of Theorem 3.3.5 also describes the adjoint functor. We now describe the reflector \( L : \mathcal{C}_{\mathcal{P},*}^\mathcal{N} \to \mathcal{C}_{\mathcal{P}}^\mathcal{N} \) explicitly, thereby explaining part of the proof of Theorem 3.3.5. Much of the work in this proof is needed to check that various diagrams of 2-arrows commute. We do not repeat these computations here.

The homomorphism \( L \) maps \((A, \mathcal{E}, J) \mapsto (O_{J, \mathcal{E}}^0, \Omega_{J, \mathcal{E}}, I_{\mathcal{O}_{J, \mathcal{E}}})\) on objects. Let \((A, \mathcal{E}, J) \) and \((A_1, \mathcal{E}_1, J_1) \) be objects of \( \mathcal{C}_{\mathcal{P}}^\mathcal{N} \) and let \( (\mathcal{F}, u) : (A, \mathcal{E}, J) \to (A_1, \mathcal{E}_1, J_1) \) be proper covariant correspondences. We use the notation of the proof of Proposition 3.2.4 and write \( i_{\mathcal{E}} \) for the canonical isomorphism \( \mathcal{E}_1 \otimes_{A_1} O_{J_1, \mathcal{E}_1} \cong O_{J_1, \mathcal{E}_1} \otimes_{\mathcal{O}_{J_1, \mathcal{E}_1}} \mathcal{O}_{J_1, \mathcal{E}_1} \) from Lemma 3.1.23, which is the covariance part of \( v_{(A_1, \mathcal{E}_1, J_1)} \). Let

\[
L(\mathcal{F}, u) : (O_{J, \mathcal{E}}^0, \Omega_{J, \mathcal{E}}, I_{\mathcal{O}_{J, \mathcal{E}}}) \to (O_{J_1, \mathcal{E}_1}^0, \Omega_{J_1, \mathcal{E}_1}, I_{\mathcal{O}_{J_1, \mathcal{E}_1}}),
\]

\[
L(\mathcal{F}, u) := ((\mathcal{F} \otimes_{A_1} O_{J_1, \mathcal{E}_1})^\#, (u \cdot i_{\mathcal{E}})^\#).
\]

In other words, we first compose \( (\mathcal{F}, u) \) with \( v_{(A_1, \mathcal{E}_1, J_1)} \) to get a covariant correspondence \((\mathcal{F} \otimes_{A_1} O_{J_1, \mathcal{E}_1}^0, u \cdot i_{\mathcal{E}}) \) from \((A, \mathcal{E}, J) \) to \((O_{J_1, \mathcal{E}_1}^0, \Omega_{J_1, \mathcal{E}_1}, I_{\mathcal{O}_{J_1, \mathcal{E}_1}}) \) and then apply the equivalence in Proposition 3.2.4.
The construction on covariant correspondences above is clearly “natural”, that is, functorial for isomorphisms. Explicitly, $L$ maps an isomorphism of covariant correspondences $w: (\mathcal{F}, u) \Rightarrow (\mathcal{F}', u')$ to

$$L(w) := (w \circ 1_{O^{|_{\mathcal{J}_1,\mathcal{E}_1}}})^\# : L(\mathcal{F}, u) \Rightarrow L(\mathcal{F}', u').$$

To make $L$ a homomorphism, we also need compatibility data for units and composition of arrows. The construction of $L$ above maps the identity covariant correspondence on $(A, \mathcal{E}, J)$ to $\nu^{|_{(A,\mathcal{E},J)}}: (O^{|_{\mathcal{E},\mathcal{L}_1}}, O^{|_{\mathcal{L}_1,\mathcal{I}_1}}) \Rightarrow (O^{|_{\mathcal{I}_1,\mathcal{L}_1}}, O^{|_{\mathcal{L}_1,J}})$. This is canonically isomorphic to the identity covariant correspondence on $(O^{|_{\mathcal{E},\mathcal{L}_1}}, O^{|_{\mathcal{L}_1,\mathcal{I}_1}})_{\mathcal{E}_1}$ because the equivalence in Proposition 3.2.4 is by composition with $\nu^{|_{(A,\mathcal{E},J)}}$. This is the unit part in our homomorphism $L$.

Let $(\mathcal{F}, u): (A, \mathcal{E}, J) \rightarrow (A'_1, \mathcal{E}_1, J_1)$ and $(\mathcal{F}_1, u_1): (A, \mathcal{E}_1, J_1) \rightarrow (A_2, \mathcal{E}_2, J_2)$ be proper covariant correspondences. Then the homomorphism $L$ contains isomorphisms of covariant correspondences

$$\lambda((\mathcal{F}, u), (\mathcal{F}_1, u_1)) : L(\mathcal{F}, u) \circ L(\mathcal{F}_1, u_1) \Rightarrow L(\mathcal{F}, u \circ (\mathcal{F}_1, u_1)),$$

which are natural for isomorphisms of covariant correspondences and satisfy some coherence conditions when we compose three correspondence isomorphisms or compose with identity covariant correspondences. We take $\lambda$ to be the isomorphism

$$(F_0 \otimes A_1 O^{|_{\mathcal{J}_1,\mathcal{E}_1}}) \otimes O^{|_{\mathcal{J}_1,\mathcal{E}_1}} (F_1 \otimes A_2 O^{|_{\mathcal{J}_1,\mathcal{E}_1}}) \cong (F_0 \otimes A_1 F_1) \otimes A_2 O^{|_{\mathcal{J}_1,\mathcal{E}_1}}$$

given by the left action of $O^{|_{\mathcal{J}_1,\mathcal{E}_1}}$ on $F_1 \otimes A_2 \otimes O^{|_{\mathcal{J}_1,\mathcal{E}_1}}$ that is constructed in the proof of Proposition 3.1.28.

The proof of Theorem 3.3.5 builds $\lambda$ using only the universality of the arrows $v^{|_{(A,\mathcal{E},J)}}$. By the equivalence of categories in Proposition 3.2.4, whisking (horizontal composition) with $v^{|_{(A,\mathcal{E},J)}}$ maps isomorphisms as in (3.3.10) bijectively to isomorphisms

$$v^{|_{(A,\mathcal{E},J)}} \circ L(\mathcal{F}, u) \circ L(\mathcal{F}_1, u_1) \Rightarrow v^{|_{(A,\mathcal{E},J)}} \circ L(\mathcal{F}, u \circ (\mathcal{F}_1, u_1)).$$

The construction of $L$ implies $v^{|_{(A,\mathcal{E},J)}} \circ L(\mathcal{F}, u) \circ L(\mathcal{F}_1, u_1) \cong (\mathcal{F}, u) \circ v^{|_{(A,\mathcal{E},J)}} \circ L(\mathcal{F}_1, u_1) \cong (\mathcal{F}, u) \circ (\mathcal{F}_1, u_1) \circ v^{|_{(A_2,\mathcal{E}_2,\mathcal{J}_2)}}$ and $v^{|_{(A,\mathcal{E},J)}} \circ L((\mathcal{F}, u) \circ (\mathcal{F}_1, u_1)) \cong (\mathcal{F}, u) \circ (\mathcal{F}_1, u_1) \circ v^{|_{(A_2,\mathcal{E}_2,\mathcal{J}_2)}}$, where we disregard associators. Hence there is a canonical isomorphism of covariant correspondences as in (3.3.11). This Ansatz produces the same isomorphisms $\lambda$ as above. We have now described the data of the homomorphism $L$. Fiore proves in [21] that it is indeed a homomorphism.

**Proposition 3.3.12.** The composite of $L$ and the crossed product homomorphism $\mathcal{C}^{pr,\ast}_{N} \to \mathcal{C}^{\mathbb{T}}$ is naturally isomorphic to the homomorphism $\mathcal{C}^{N}_{pr} \to \mathcal{C}^{\mathbb{T}}$ of Theorem 3.2.2.

**Proof.** Our homomorphisms agree on objects by Proposition 3.1.25. The proof of Proposition 3.2.4 constructed the covariant correspondence $(\mathcal{F}^\#, u^\#)$ by taking the degree-0 part in the correspondence constructed in the proof of Proposition 3.1.28. Thus we may build a natural isomorphism between the functors in question out of the nondegenerate left action of $O^{|_{\mathcal{J}_1,\mathcal{E}_1}}$ on $O^{|_{\mathcal{J}_1,\mathcal{E}_1}}$. So the reflector $L$ lifts the Cuntz–Pimsner algebra homomorphism $\mathcal{C}^{N}_{pr} \to \mathcal{C}^{\mathbb{T}}$ to a homomorphism with values in $\mathcal{C}^{N}_{pr,\ast}$. Such a lifting should exist because a Hilbert bimodule and its crossed product with the $\mathbb{T}$-action determine each other.

An adjunction also contains “natural” equivalences of categories $\varphi_{b,c} : C(L(b), c) \cong B(b, R(c))$, where naturality is further data, see Definition 3.3.4. In the case of $pr$, these equivalences are exactly the equivalences of categories

$$v^{|_{(A,\mathcal{E},\mathcal{J})}} : \mathcal{C}^{N}_{pr}((A, \mathcal{E}, J), (B, \mathcal{G}, I_C)) \cong \mathcal{C}^{N}_{pr,\ast}((O^{|_{\mathcal{E},\mathcal{L}_1}}, O^{|_{\mathcal{L}_1,\mathcal{I}_1}}), (B, \mathcal{G}, I_C)).$$

in Proposition 3.2.4. Their naturality boils down to the canonical isomorphisms of correspondences $v^{|_{(A,\mathcal{E},\mathcal{J})}} \circ L(\mathcal{F}, u) \cong (\mathcal{F}, u) \circ v^{|_{(A,\mathcal{E},\mathcal{J})}}$, which we have already used above to describe the multiplicativity data $\lambda$ in the homomorphism $L$.

Finally, we relate our adjunction to the colimit description of Cuntz–Pimsner algebras in [6]. Let $C$ and $D$ be categories. Let $C^{D}$ be the category of functors $D \to C$, which are also called diagrams of shape $D$ in $C$. Identify $C$ with the subcategory of “constant” diagrams in $C^{D}$. This subcategory is reflective if and only if all $D$-shaped diagrams in $C$ have a colimit, and the reflector maps a diagram to its colimit.
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This remains true for the bicategorical colimits in [6]: by definition, the colimit of a diagram is a universal arrow to a constant diagram. In our context, a constant diagram in $\mathbf{C}_{\mathbf{pr}}$ is an object of the form $(B,B,B)$ that is, the Hilbert $B$-bimodule is the identity bimodule and $J = B$ as always for objects of $\mathbf{C}_{\mathbf{pr},*}$. Since the condition $J \cdot F \subseteq F \cdot B$ always holds, the ideal $J$ plays no role, compare Remark 3.1.31.

A proper covariant correspondence $(A,\mathcal{E},J) \to (B,B,B)$ is equivalent to a proper correspondence $F: A \curvearrowright B$ with an isomorphism $\mathcal{E} \otimes_A F \cong F$ because $F \otimes_B B \cong F$. As shown in [6], such a pair is equivalent to a representation $(\varphi,t)$ of the correspondence $\mathcal{E}$ on $F$ that is nondegenerate in the sense that $t(\mathcal{E}) \cdot F = F$. The properness of $F$ means that $\varphi(A) \subseteq \mathbb{K}(F)$, which implies $t(\mathcal{E}) \subseteq \mathbb{K}(F)$.

It is shown in [6] that all diagrams of proper correspondences of any shape have a colimit. This is probably false for diagrams of non-proper correspondences, as the correspondence $\ell^2(\mathbb{N}): \mathbb{C} \curvearrowright \mathbb{C}$ that defines the Cuntz algebra $\mathcal{O}_\infty$. The way around this problem that we found here is to enlarge the sub-bicategory of constant diagrams, allowing diagrams of Hilbert bimodules. In addition, we added an ideal $J$ to have enough data to build relative Cuntz–Pimsner algebras.

Since the sub-bicategory $\mathcal{E} \subseteq \mathbf{C}_{\mathbf{pr}}$ of constant diagrams is contained in $\mathbf{C}_{\mathbf{pr},*}$, we may relate universal arrows to objects in $\mathcal{E}$ and $\mathbf{C}_{\mathbf{pr},*}$ as follows. Let $(A,\mathcal{E},J)$ be an object of $\mathbf{C}_{\mathbf{pr}}$. Then $\upsilon_{(A,\mathcal{E},J)}: (A,\mathcal{E},J) \to (\mathcal{O}_{\mathcal{J},\mathcal{E}},\mathcal{O}_{\mathcal{J},\mathcal{E}},I_{\mathcal{O}_{\mathcal{J},\mathcal{E}}})$ is a universal arrow to an object of $\mathbf{C}_{\mathbf{pr},*}$ by Proposition 3.3.3. The universality of $\upsilon_{(A,\mathcal{E},J)}$ implies that a universal arrow from $(A,\mathcal{E},J)$ to a constant diagram factors through $\upsilon_{(A,\mathcal{E},J)}$, and that an arrow from $(\mathcal{O}_{\mathcal{J},\mathcal{E}},\mathcal{O}_{\mathcal{J},\mathcal{E}},I_{\mathcal{O}_{\mathcal{J},\mathcal{E}}})$ to a constant diagram is universal if and only if its composite with $\upsilon_{(A,\mathcal{E},J)}$ is universal. In other words, the diagram $(A,\mathcal{E},J)$ has a colimit if and only if $(\mathcal{O}_{\mathcal{J},\mathcal{E}},\mathcal{O}_{\mathcal{J},\mathcal{E}},I_{\mathcal{O}_{\mathcal{J},\mathcal{E}}})$ has one, and then the two colimits are the same. We are dealing with the same colimits as in [6] because the ideal $J$ in $(A,\mathcal{E},J)$ plays no role for arrows to constant diagrams.
Chapter 4

Product systems and some C*-constructions

In this chapter, we recall certain constructions of C*-algebras associated to product systems, such as Toeplitz algebras. We describe the spectral subspaces for the canonical coaction of a group containing the underlying semigroup. In Section 4.2, we restrict our attention to compactly aligned product systems over quasi-lattice ordered groups. We provide examples of C*-algebras associated to product systems coming from semigroups of endomorphisms. With the subsequent chapters in mind, we prove some facts concerning the canonical grading of relative Cuntz–Pimsner algebras. We finish this chapter by defining bicategories of compactly aligned product systems.

4.1 Basic notions

Our main reference for this section is the original paper by Fowler [26], in which he introduced the concept of product systems in this generality.

4.1.1 Toeplitz algebras

Let $P$ be a semigroup with identity $e$ and $A$ a C*-algebra. A product system over $P$ of $A$-correspondences consists of:

(i) a correspondence $E_p : A \to A$ for each $p \in P$;

(ii) correspondence isomorphisms $\mu_{p,q} : E_p \otimes_A E_q \xrightarrow{\cong} E_{pq}$, also called multiplication maps, for all $p,q \in P \setminus \{e\}$;

We require that $E_e = A$ be the canonical correspondence over $A$. Let $\varphi_p : A \to B(E_p)$ be the multiplication map $\mu_{e,p}$ and let $\mu_{p,e}$ implement the right action of $A$ on $E_p$, respectively, so that $\mu_{e,p}(a \otimes \xi_p) = \varphi_p(a)\xi_p$ and $\mu_{p,e}(\xi_p \otimes a) = \xi_pa$ for all $a \in A$ and $\xi_p \in E_p$.

This data must make the following diagram commute:

$$
\begin{array}{ccc}
(E_p \otimes_A E_q) \otimes_A E_r & \xrightarrow{1 \otimes \mu_{q,r}} & E_p \otimes_A (E_q \otimes_A E_r) \\
\downarrow \mu_{p,q} \otimes 1 & & \downarrow \mu_{p,q} \\
E_{pq} \otimes_A E_r & \xrightarrow{\mu_{p,q,r}} & E_{pqr} \\
\end{array}
$$

A product system $\mathcal{E} = (E_p)_{p \in P}$ will be called faithful if $\varphi_p$ is injective for all $p \in P$. It is proper if $A$ acts by compact operators on $E_p$ for all $p$ in $P$. If each $E_p$ is a Hilbert $A$-bimodule, we will speak of a product system of Hilbert bimodules.

Example 4.1.1. Let $P$ be a semigroup. For each $p \in P$, set $E_p := C$. This gives a product system over $P$ with multiplication and inner product inherited from the structure of C*-algebra of $C$.
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Example 4.1.2. An endomorphism of a C*-algebra $A$ is said to be extendible if it extends to a strictly continuous endomorphism of the multiplier algebra $M(A)$ (see [3]). This happens if and only if there is a projection $Q \in M(A)$ so that $\alpha(u_{A})$ converges to $Q$ in the strict topology of $M(A)$, where $(u_{A})_{A \subseteq A}$ is an approximate unit for $A$. In particular, we have $Qa = \lim_{A} \alpha(u_{A})a = \alpha(1)a$ for all $a \in A$. Let $\alpha: P \to \text{End}(A)$ be an action by extendible endomorphisms with $\alpha_{B} = \text{id}_{A}$\[^1\] for each $p \in P$, let $\alpha_{p}A := \alpha_{p}(1)A$ be equipped with the structure of right Hilbert $A$-module coming from the multiplication and involution operations on $A$. That is, $\alpha_{p}(1)a \cdot b := \alpha_{p}(ab)$ and $\langle \alpha_{p}(1)a | \alpha_{p}(1)b \rangle := \alpha_{p}^{*}(a)b$ for all $a, b \in A$. Here we still denote by $\alpha_{p}$ the corresponding endomorphism of $M(A)$. We let $\varphi_{p}: A \to \mathcal{B}(\alpha_{p}A)$ be the $^*$-homomorphism implemented by $\alpha_{p}$. So $\varphi_{p}(b)(\alpha_{p}(1)a) = \alpha_{p}(b)a$. This turns $\alpha_{p}A$ into a correspondence over $A$.

We let $\mu_{p,q}: \alpha_{p}A \otimes_{A} \alpha_{q}A \to \alpha_{p}A$ be defined on elementary tensors by

$$\alpha_{p}(1)a \otimes_{A} \alpha_{q}(1)b \mapsto \alpha_{p,q}(1)\alpha_{q}(a)b.$$ 

This intertwines the left and right actions of $A$ and preserves the $A$-valued inner product. It is surjective because

$$\alpha_{p,q}(1) = \lim_{\lambda} \alpha_{p,q}(u_{A}) = \lim_{\lambda} \alpha_{q}(\alpha_{p}(u_{A})): \lim_{\lambda} \alpha_{p}(\alpha_{q}(u_{A})) = \alpha_{p}(\alpha_{q}(\alpha_{p}(u_{A})))a.$$ 

Since $p \mapsto \alpha_{p}$ is an action by endomorphisms, the multiplication maps are associative. Thus, $\alpha: P \to \text{End}(A)$ gives rise to a product system $A = (\alpha_{p})_{p \in \mathbb{P}}$ over $P^\text{op}$, where $P^\text{op}$ is the opposite semigroup of $P$. Moreover, $\alpha A$ is proper, since $\mathcal{K}(\alpha_{p}A) = \alpha_{p}(1)A\alpha_{p}(1)$ and $\alpha_{p}(a) = \alpha_{p}(1)\alpha_{p}(a)\alpha_{p}(1)$ for all $a \in A$ and $p \in P$.

Example 4.1.3. Let $\alpha: P \to \text{End}(A)$ be an action by extendible endomorphisms as above with the additional property that, for all $p \in P$, $\alpha_{p}$ is an injective endomorphism with hereditary range. In this case, $\alpha A$ is faithful and may be enriched to a product system of Hilbert bimodules over $P^\text{op}$. The left $A$-valued inner product is given by

$$\langle \alpha_{p}(1)a | \alpha_{p}(1)b \rangle = \alpha_{p}^{-1}(\alpha_{p}(1)ab^* \alpha_{p}(1))$$

for all $a, b \in A$ and $p \in P$. In particular, this yields a product system $A_{\alpha} = (A_{\alpha_{p}})_{p \in \mathbb{P}}$ over $P$, where $A_{\alpha_{p}} = A\alpha_{p}(1)$ with the Hilbert $A$-bimodule structure obtained from $\alpha_{p}A^*$ through the identification $\alpha_{p}(1)a \mapsto a^* \alpha_{p}(1)$.

A representation of a product system $E = (E_{p})_{p \in \mathbb{P}}$ in a C*-algebra $B$ consists of linear maps $\psi_{p}: E_{p} \to B$, for all $p \in P \setminus \{e\}$, and a $^*$-homomorphism $\psi_{e}: A \to B$, satisfying the following two axioms:

(T1) $\psi_{p}(\xi)\psi_{q}(\eta) = \psi_{pq}(\xi\eta)$ for all $p, q \in P$, $\xi \in E_{p}$ and $\eta \in E_{q}$;

(T2) $\psi_{p}(\xi)^* \psi_{p}(\eta) = \psi_{p}(\langle \xi | \eta \rangle)$ for all $p \in P$ and $\xi, \eta \in E_{p}$.

If $\psi_{e}$ is faithful, we say that $\psi$ is injective. In this case, the relation (T2) implies that $\|\psi_{p}(\xi)\| = \|\xi\|$ for all $\xi \in E_{p}$ and $p \in P$.

Proposition 4.1.4 ([26 Proposition 2.8]). Let $E$ be a product system over $P$. There is a C*-algebra $\mathcal{T}_{E}$ with a representation $\iota: E \to \mathcal{T}_{E}$, so that $\iota(\xi)$ generates $\mathcal{T}_{E}$ as a C*-algebra and, given a representation $\psi = \{\psi_{p}\}_{p \in P}$ of $E$ in a C*-algebra $B$, there is a unique $^*$-homomorphism $\hat{\psi}: \mathcal{T}_{E} \to B$ with $\hat{\psi}\iota_{p} = \psi_{p}$ for all $p \in P$. Moreover, the pair $(\mathcal{T}_{E}, \hat{\psi})$ is unique up to canonical isomorphism.

We call $\mathcal{T}_{E}$ the Toeplitz algebra of $E$.

Proof. Let $C$ be the universal $^*$-algebra generated by the set $\{(\xi, p) | \xi \in E_{p}, p \in P\}$, subject to the relations

$$(\xi, p) \cdot (\eta, q) = (\mu_{p,q}(\xi \otimes \eta, pq), (\xi, p)^* (\xi, p) = (\langle \xi | \eta \rangle, e)$$

for all $\xi, \eta \in E_{p}$, $\eta \in E_{q}$ and for all $p, q \in P$. Let $B$ be a C*-algebra and let $\psi: C \to B$ be a $^*$-homomorphism. Then

$$\|\psi((\xi, p))\|^{2} = \|\psi((\xi, p))^* \psi((\xi, p))\| = \|\psi(\langle \xi | \xi \rangle)\| \leq \|\langle \xi | \xi \rangle\| = \|\xi\|^{2}.$$\[^1\]

\[^1\]If $\alpha_{e}$ is injective, the equality $\alpha_{e} = \alpha_{e} \circ \alpha_{e}$ entails $\alpha_{e} = \text{id}_{A}$. 32
For \( \eta \in C \), we set
\[
\rho_{\infty}(\eta) := \sup_{p} \rho(\eta),
\]
where \( \rho \) ranges in the collection of all \( C^* \)-seminorms on \( C \). This provides \( C \) with a well defined \( C^* \)-seminorm since \( \mathcal{E} \) generates \( C \) as a \( * \)-algebra. We then let \( \mathcal{T}_{\mathcal{E}} \) be the completion of \((C, \rho_{\infty})\). For each \( p \in P \), we obtain a linear map \( \tilde{t}_{p} : \mathcal{E}_{p} \to \mathcal{T}_{\mathcal{E}} \) by composing the canonical \( * \)-homomorphism \( C \to \mathcal{T}_{\mathcal{E}} \) with the map \( \xi \mapsto (\xi, p) \). Set \( \tilde{t} = \{ \tilde{t}_{p} \}_{p \in P} \). By construction, this is a representation of \( \mathcal{E} \) in \( \mathcal{T}_{\mathcal{E}} \) and the pair \((\mathcal{T}_{\mathcal{E}}, \tilde{t})\) satisfies all the required properties.

We will see that \( \mathcal{E} \) has a canonical injective representation if \( P \) is left-cancellative. In particular, \( \rho_{\infty}(\xi) = \|\xi\| \) for all \( \xi \in \mathcal{E}_{p} \) and for all \( p \in P \).

### 4.1.2 Fock representation

Let \( \mathcal{E} = (\mathcal{E}_{p})_{p \in P} \) be a product system over a left-cancellative semigroup \( P \). Let \( \mathcal{E}^{+} \) be the right Hilbert \( A \)-module given by the direct sum of all \( \mathcal{E}_{p} \)'s. That is,
\[
\mathcal{E}^{+} = \bigoplus_{p \in P} \mathcal{E}_{p}.
\]

Define a representation of \( \mathcal{E} \) in \( \mathcal{B}(\mathcal{E}^{+}) \) as follows. Given \( \xi \in \mathcal{E}_{p} \) and \( \eta^{+} = \bigoplus_{s \in P} \eta_{s} \), set
\[
\psi_{p}^{+}(\xi)(\eta^{+})_{s} = \begin{cases} 
\mu_{p, p^{-1}s}(\xi \otimes \eta_{s}) & \text{if } s \in pP, \\
0 & \text{otherwise}.
\end{cases}
\]

We view \( \mathcal{E}_{ps} \) as the correspondence \( \mathcal{E}_{p} \otimes_{A} \mathcal{E}_{s} \) through the correspondence isomorphism \( \mu_{s}^{-1} \). In this way, \( \psi_{p}^{+}(\xi)^{*}(\eta)_{s} \) is the image of \( \eta_{ps} \) in \( \mathcal{E}_{s} \) under the operator defined on elements of the form \( \mu_{p, s}(\xi_{p} \otimes \zeta_{s}) \) by the formula
\[
\psi_{p}^{+}(\xi)^{*}(\mu_{p, s}(\xi_{p} \otimes \zeta_{s})) = \varphi_{s}(\langle \xi | \xi_{p} \rangle)\zeta_{s}.
\]

Since \( P \) is left-cancellative, this is well defined. So \( \psi_{p}^{+}(\xi)^{*} \) is the adjoint of \( \psi_{p}^{+}(\xi) \) (see Subsection 3.1.1). This gives rise to a representation \( \psi^{+} = \{ \psi_{p}^{+} \}_{p \in P} \) of \( \mathcal{E} \) in \( \mathcal{B}(\mathcal{E}^{+}) \) called the Fock representation of \( \mathcal{E} \).

**Corollary 4.1.5.** Let \( P \) be a left-cancellative semigroup and \( \mathcal{E} \) a product system over \( P \). Then the universal representation of \( \mathcal{E} \) in \( \mathcal{T}_{\mathcal{E}} \) is injective.

**Proof.** It suffices to show that the Fock representation is injective on \( A \). This follows from the fact that \( \psi_{p}^{+} \) is the diagonal \( * \)-homomorphism from \( A \) to \( \mathcal{B}(\mathcal{E}^{+}) \). This is injective because \( \mathcal{E}^{+} \) contains a copy of \( A \) as a direct summand.

### 4.1.3 The coaction on the Toeplitz algebra

The idea of considering coactions on Toeplitz algebras associated to product systems goes back to [26] Proposition 4.7 and also [15] for Nica–Toeplitz algebras. Given a product system \( \mathcal{E} = (\mathcal{E}_{p})_{p \in P} \) and a discrete group \( G \) with \( G \supseteq P \), we will need the topological \( G \)-grading coming from the canonical coaction of \( G \) on the Toeplitz algebra \( \mathcal{T}_{\mathcal{E}} \) in Chapter 6. Hence we begin with a description of such a grading.

Let \( \mathcal{E} = (\mathcal{E}_{p})_{p \in P} \) be a product system. Suppose that \( P \) is a subsemigroup of a group \( G \). There is a representation of \( \mathcal{E} \) in \( \mathcal{T}_{\mathcal{E}} \otimes C^{*}(G) \) which sends \( \xi_{p} \in \mathcal{E}_{p} \) to \( \tilde{t}(\xi_{p}) \otimes u_{p} \). By the universal property of \( \mathcal{T}_{\mathcal{E}} \), this yields a \( * \)-homomorphism \( \tilde{\delta} : \mathcal{T}_{\mathcal{E}} \to \mathcal{T}_{\mathcal{E}} \otimes C^{*}(G) \). Such a \( * \)-homomorphism provides \( \mathcal{T}_{\mathcal{E}} \) with a topological \( G \)-grading. This will be a crucial tool for the remainder of this thesis.

**Lemma 4.1.6.** The \( * \)-homomorphism \( \tilde{\delta} : \mathcal{T}_{\mathcal{E}} \to \mathcal{T}_{\mathcal{E}} \otimes C^{*}(G) \) provides a full coaction of \( G \) on \( \mathcal{T}_{\mathcal{E}} \). Moreover, the spectral subspace \( \mathcal{T}_{\mathcal{E}}^{g} \) at \( g \in G \) associated to \( \tilde{\delta} \) is the closure of sums of elements of the form
\[
\tilde{t}(\xi_{p_{1}})\tilde{t}(\xi_{p_{2}})^{*} \cdots \tilde{t}(\xi_{p_{n-1}})\tilde{t}(\xi_{p_{n}})^{*},
\]
where \( n \in \mathbb{N} \), \( p_{1}p_{2}^{-1} \cdots p_{n-1}p_{n}^{-1} = g \) and \( \xi_{p_{i}} \in \mathcal{E}_{p_{i}} \), for all \( i \in \{1, 2, \ldots, n\} \).
Proof. We begin by proving that  is nondegenerate. Let \((u_\lambda)_{\lambda \in \Lambda}\) be an approximate identity for \(A\). For each \(p \in P\), both the left and right actions of \(A\) on \(\mathcal{E}_p\) are nondegenerate. Consequently, \((\mathcal{T}_\lambda(u_\lambda))_{\lambda \in \Lambda}\) is an approximate unit for \(T_E\). Hence its image under \(\delta\) satisfies, for all \(b \in T_E\) and \(g \in G\),

\[
\lim_{\lambda} \delta(\mathcal{T}_\lambda(u_\lambda))(b \otimes u_g) = \lim_{\lambda} \mathcal{T}_\lambda(u_\lambda) \otimes u_e) \otimes (b \otimes u_g) = \lim_{\lambda} \mathcal{T}_\lambda(u_\lambda)b \otimes u_g = b \otimes u_g.
\]

This guarantees that \(\delta\) is nondegenerate. In addition, for all \(p \in P\), we have

\[
\delta_p \otimes \text{id}_{C^*(G)} \delta_p = (\text{id}_{T_E} \otimes \delta_G) \delta_p
\]
on \(\mathcal{I}(\mathcal{E}_p)\). Thus \(\delta\) satisfies the coaction identity on \(T_E\) as well, because it is generated by \(\mathcal{I}(\mathcal{E})\) as a C*-algebra.

It remains to prove that \(\tilde{\delta}\) is injective. Indeed, let \(1_G: G \to \mathbb{C}\), \(g \mapsto 1\), be the trivial group homomorphism. Then \((\text{id}_{T_E} \otimes 1_G) \circ \tilde{\delta} = \text{id}_{T_E}\) if we identify \(T_E\) with \(T_E \otimes \mathbb{C}\) in the canonical way. So \(\tilde{\delta}\) is injective. Hence \(\tilde{\delta}\) is a full coaction of \(G\) on the Toeplitz algebra of \(\mathcal{E}\).

Now let \(T_E^g\) be the spectral subspace at \(g \in G\) for \(\delta\) and let \(\gamma_g\) denote the projection of \(T_E\) onto \(T_E^g\) as in Proposition \ref{2.2.10}. Take \(b \in T_E^g\). Since \(\gamma_g\) is contractive and \(\mathcal{T}_E\) is generated by \(\mathcal{I}(\mathcal{E})\) as a C*-algebra, we may suppose that

\[
b = \sum_{j=1}^m \mathcal{I}(\xi_{p'_1}) \mathcal{I}(\xi_{p'_2})^* \cdots \mathcal{I}(\xi_{p'_{j-1}}) \mathcal{I}(\xi_{p'_j})^*,
\]

where \(m, k_j \in \mathbb{N}\) for all \(j \in \{1, 2, \ldots, m\}\) and \(\xi_{p'_i} \in \mathcal{E}_{p'_i}\). The assertion then follows from the fact that \(\gamma_g\) vanishes on any element of the form

\[
\mathcal{I}(\xi_{p_1}) \mathcal{I}(\xi_{p_2})^* \cdots \mathcal{I}(\xi_{p_{n-1}}) \mathcal{I}(\xi_{p_n})^*
\]

with \(p_1 p_2^{-1} \cdots p_{n-1} p_n^{-1} \neq g\).

We call the coaction obtained in the previous lemma as the \textit{generalised gauge coaction} of \(G\) on \(T_E\).

### 4.2 Compactly aligned product systems

Nica–Toeplitz algebras are defined for a class of product systems over positive cones of quasi-lattice ordered groups. They are quotients of Toeplitz algebras and carry a grading as in Lemma \ref{4.1.6}. In this section, we look at the canonical topological grading of a Nica–Toeplitz algebra and, more generally, of a relative Cuntz–Pimsner algebra. This grading has special features, which led us to study the class of Fell bundles introduced in Chapter \ref{5}.

#### 4.2.1 Nica–Toeplitz algebras

Let us restrict our attention to semigroups arising from quasi-lattice orders in the sense of \cite{47}: let \(G\) be a group and let \(P\) be a subsemigroup of \(G\) with \(P \cap P^{-1} = \{e\}\). We say that \((G, P)\) is a \textit{quasi-lattice ordered group} if any two elements \(g_1, g_2\) of \(G\) with a common upper bound in \(P\) with respect to the partial order \(g_1 \leq g_2 \iff g_1^{-1} g_2 \in P\) also have a least upper bound \(g_1 \vee g_2 \in P\). We write \(g_1 \vee g_2 = \infty\) if \(g_1\) and \(g_2\) have no common upper bound in \(P\). Following \cite{17}, we call \(P\) the \textit{positive cone} of \((G, P)\), observing that \(P = \{g \in G | g \geq e\}\).

If \((G, P)\) is a quasi-lattice ordered group, any element \(g \in G\) satisfying \(g \vee e < \infty\) has a certain reduced form \(p q^{-1}\) with \(p, q \in P\), which will allow us in the subsequent chapter to extend a class of product systems of Hilbert bimodules over \(P\) to Fell bundles over \(G\) in a natural way.

**Lemma 4.2.1.** Let \((G, P)\) be a quasi-lattice ordered group and let \(g \in G\) with \(g \vee e < \infty\). Then \(g^{-1} \vee e < \infty\) and \(g = (g \vee e)(g^{-1} \vee e)^{-1}\).

**Proof.** Let \(q \in P\) be such that \(g^{-1} (g \vee e) = q\). Then \(g \vee e = g g = (g^{-1})^{-1} q\). This shows that \(g^{-1} \vee e < \infty\) and \(g^{-1} \vee e \leq q\). But \(g(g^{-1} \vee e)\) belongs to \(P\) and \(g \leq g(g^{-1} \vee e)\). So \(g \vee e \leq g(g^{-1} \vee e)\).
Since the partial order $g_1 \leq g_2 \Leftrightarrow g_1^{-1}g_2 \in P$ is invariant under left-translation by elements of $G$, it follows that $q = g^{-1}(g \vee e) \leq g^{-1} e$. Therefore, $g = (g \vee e)(g^{-1} \vee e)^{-1}$.

**Example 4.2.2.** Let $k \in \mathbb{N}^+$. Then $(\mathbb{Z}^k, \mathbb{N}^k)$ is quasi-lattice ordered. For this example, $m \leq n$ if and only if $m_i \leq n_i$ for all $i \in \{1, 2, \ldots, k\}$, where $m, n \in \mathbb{Z}^k$.

**Example 4.2.3.** Let $F$ be the free group on the set of generators $S$. Let $\mathbb{F}^+$ be the unital subsemigroup of $\mathbb{F}$ generated by $S$. Any element of $\mathbb{F}$ has a reduced form $a_1a_2 \cdots a_n$ with $a_i \in S \cup S^{-1}$ for all $i \in \{1, 2, \ldots, n\}$ and $a_i \neq a_{i+1}$ for all $i \in \{1, 2, \ldots, n-1\}$. Hence one can prove that $(\mathbb{F}, \mathbb{F}^+)$ is a quasi-lattice ordered group (see [47]). For $g \in \mathbb{F}$, $g \vee e < \infty$ if and only if its reduced form is $pq^{-1}$ with $p$ and $q$ in $\mathbb{F}^+$. In this case, $p = g \vee e$ and $q = g^{-1} \vee e$.

**Example 4.2.4.** Let $c$ and $d$ be nonzero integers. The Baumslag–Solitar group $BS(c, d)$ is the universal group on two generators $a$ and $b$ subject to the relation $ab^c = b^d a$. If $c, d > 0$, the unital subsemigroup of $BS(c, d)$ generated by $a$ and $b$ provides it with a partial order so that $(BS(c, d), BS(c, d)^*)$ is a quasi-lattice ordered group (see [56], Theorem 2.11)

Let $(G, P)$ be a quasi-lattice ordered groups and let $\mathcal{E} = (\mathcal{E}_p)_{p \in P}$ be a product system over $P$. Let $\psi = \{\psi_p\}_{p \in P}$ be a representation of $\mathcal{E}$ in a $\mathbb{C}^*$-algebra $B$. For each $p \in P$, we will denote by $\psi^{(p)}$ the $^*$-homomorphism from $\mathbb{K}(\mathcal{E}_p)$ to $B$ obtained as in [48]. This is defined on a generator $|\xi\rangle\langle\eta|$ by

$$
\psi^{(p)}(|\xi\rangle\langle\eta|) := \psi_p(|\xi\rangle\langle\eta|)^*.
$$

We may use the multiplication maps on $\mathcal{E}$ to define $^*$-homomorphisms $\psi^{\eta}_p : \mathbb{B}(\mathcal{E}_p) \to \mathbb{B}(\mathcal{E}_p)$. Explicitly, $\psi^{\eta}_p$ sends $T \in \mathbb{B}(\mathcal{E}_p)$ to $\mu_{p, q} \circ (T \otimes \iota_{\mathcal{E}_q}) \circ \mu_{p, q}^{-1}$. We say that $\mathcal{E} = (\mathcal{E}_p)_{p \in P}$ is compactly aligned if, for all $p, q \in P$ with $p \vee q < \infty$, we have

$$
\psi^{\eta}_p(T)\psi^{\eta}_q(S) \in \mathbb{K}(\mathcal{E}_{p \vee q}), \quad \text{for all } T \in \mathbb{K}(\mathcal{E}_p) \text{ and } S \in \mathbb{K}(\mathcal{E}_q).
$$

If $\mathcal{E}$ is compactly aligned, a representation $\psi = \{\psi_p\}_{p \in P}$ of $\mathcal{E}$ in a $\mathbb{C}^*$-algebra $B$ is Nica covariant if, for all $p, q \in P$, $T \in \mathbb{K}(\mathcal{E}_p)$ and $S \in \mathbb{K}(\mathcal{E}_q)$, we have

$$
\psi^{(p)}(T)\psi^{(q)}(S) = \begin{cases} 
\psi^{(p \vee q)}(\psi^{\eta}_p(T)\psi^{\eta}_q(S)) & \text{if } p \vee q < \infty, \\
0 & \text{otherwise.}
\end{cases}
$$

**Proposition 4.2.5 ([26], Theorem 6.3).** Let $(G, P)$ be a quasi-lattice ordered group and let $\mathcal{E}$ be a compactly aligned product system over $P$. Then there is a $\mathbb{C}^*$-algebra $\mathcal{N}\mathcal{T}_\mathcal{E}$ and a Nica covariant representation $\pi = \{\pi_p\}_{p \in P}$ of $\mathcal{E}$ in $\mathcal{N}\mathcal{T}_\mathcal{E}$ so that $\pi(\mathcal{E})$ generates $\mathcal{N}\mathcal{T}_\mathcal{E}$ as a $\mathbb{C}^*$-algebra and, given a Nica covariant representation $\psi = \{\psi_p\}_{p \in P}$ of $\mathcal{E}$ in a $\mathbb{C}^*$-algebra $B$, there is a unique $^*$-homomorphism $\varphi : \mathcal{N}\mathcal{T}_\mathcal{E} \to B$ such that $\varphi \circ \pi_p = \psi_p$ for all $p \in P$. Moreover, $\pi$ is injective and the pair $(\mathcal{N}\mathcal{T}_\mathcal{E}, \pi)$ is unique up to canonical isomorphism.

**Proof.** Let $I_N$ be the ideal in $\mathcal{T}_\mathcal{E}$ generated by the union of

$$
\{ \tilde{T}^{(p)}(\tilde{T}^{(q)}(S) - \tilde{T}^{(p \vee q)}(T^{(p \vee q)}(S))) | p, q \in P, p \vee q < \infty, T \in \mathbb{K}(\mathcal{E}_p) \text{ and } S \in \mathbb{K}(\mathcal{E}_q) \}
$$

with

$$
\{ \tilde{T}^{(p)}(\tilde{T}^{(q)}(S)) | p, q \in P, p \vee q = \infty, T \in \mathbb{K}(\mathcal{E}_p) \text{ and } S \in \mathbb{K}(\mathcal{E}_q) \}.
$$

Put $\mathcal{N}\mathcal{T}_\mathcal{E} := \mathcal{T}_\mathcal{E}/I_N$ and let $\tilde{\pi} = \{\tilde{\pi}_p\}_{p \in P}$ be the representation of $\mathcal{E}$ in $\mathcal{N}\mathcal{T}_\mathcal{E}$ obtained from the composition of $t$ with the quotient map. So $\pi$ is Nica covariant. It is also injective because the Fock representation is Nica covariant. Hence the pair $(\mathcal{N}\mathcal{T}_\mathcal{E}, \tilde{\pi})$ satisfies all the required properties.

We call $\mathcal{N}\mathcal{T}_\mathcal{E}$ the Nica–Toeplitz algebra of $\mathcal{E}$.

**4.2.2 Relative Cuntz–Pimsner algebras**

Let $\mathcal{E} = (\mathcal{E}_p)_{p \in P}$ be a product system. For each $p \in P$, let $J_p \triangleleft A$ be an ideal that acts by compact operators on $\mathcal{E}_p$ and set $\mathcal{F} = \{J_p\}_{p \in P}$. We say that a representation $\varphi = \{\varphi_p\}_{p \in P}$ is Cuntz–Pimsner covariant on $\mathcal{F}$ if, for all $p \in P$ and all $a$ in $J_p$,

$$
\varphi^{(p)}(\varphi^{(q)}(a)) = \varphi_p(a).
$$
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Repeating the argument employed in the proof of Proposition 4.2.5, we obtain the following:

**Proposition 4.2.6.** Let $(G, P)$ be a quasi-lattice ordered group and let $\mathcal{E}$ be a compactly aligned product system over $P$. Let $\mathcal{J} = \{J_p\}_{p \in P}$ be a family of ideals in $A$ with $\varphi_p(J_p) \subseteq \mathbb{K}(E_p)$ for all $p \in P$. Then there is a $C^*$-algebra $\mathcal{O}_{\mathcal{J}, \mathcal{E}}$ and a Nica covariant representation $j = \{j_p\}_{p \in P} \in \mathcal{O}_{\mathcal{J}, \mathcal{E}}$ such that $\mathcal{O}_{\mathcal{J}, \mathcal{E}}$ is generated by $j(E)$ as a $C^*$-algebra;

(i) given a Nica covariant representation $\psi = \{\psi_p\}_{p \in P}$ of $\mathcal{E}$ in a $C^*$-algebra $B$ that is Cuntz–Pimsner covariant on $\mathcal{J}$, there is a unique *-homomorphism $\psi_{\mathcal{J}} : \mathcal{O}_{\mathcal{J}, \mathcal{E}} \to B$ such that $\psi_{\mathcal{J}} \circ j_p = \psi_p$ for all $p \in P$.

Moreover, the pair $(\mathcal{O}_{\mathcal{J}, \mathcal{E}}, j)$ is unique up to canonical isomorphism.

**Definition 4.2.7.** Given $\mathcal{E}$ and $\mathcal{J}$ as above, we call $\mathcal{O}_{\mathcal{J}, \mathcal{E}}$ the relative Cuntz–Pimsner algebra determined by $\mathcal{J}$.

We emphasize two particular cases. If $J_p = \{0\}$ for all $p \in P$, then $\mathcal{O}_{\mathcal{J}, \mathcal{E}} = N\mathcal{T}_\mathcal{E}$. If $(G, P) = (\mathbb{Z}, \mathbb{N})$, $\mathcal{E}$ is a product system of Hilbert bimodules and $J_p = \{\mathbb{K}(E_p)\}_{p \in P}$ for all $p \in P$, then $\mathcal{O}_{\mathcal{J}, \mathcal{E}}$ is the $C^*$-algebra studied by Katsura in [29]. He proved that the canonical *-homomorphism from $A$ to $\mathcal{O}_{\mathcal{J}, \mathcal{E}}$ is an isomorphism onto the fixed-point algebra of $\mathcal{O}_{\mathcal{J}, \mathcal{E}}$. In this case, $\mathcal{E}$ extends to a semi-saturated Fell bundle over $\mathbb{Z}$ (see [1]). We will generalise this to a certain class of compactly aligned product systems of Hilbert bimodules over semigroups arising from quasi-lattice orders.

**Remark 4.2.8.** Fowler defined the Cuntz–Pimsner algebra of a product system $\mathcal{E}$ to be the universal $C^*$-algebra for representations of $\mathcal{E}$ that are Cuntz–Pimsner covariant on $\mathcal{J} = \{J_p\}_{p \in P}$, where $J_p = \varphi_p^{-1}(\mathbb{K}(E_p))$ for all $p \in P$ (see [26]). Here we consider the class of compactly aligned product systems and define the relative Cuntz–Pimsner algebra with respect to a family of ideals as a quotient of the Nica–Toeplitz algebra of $\mathcal{E}$. This provides the construction of relative Cuntz–Pimsner algebras with a special feature and will allow us to generalise most of the results obtained in Chapter 3 to quasi-lattice ordered groups. Our approach applies to Fowler’s Cuntz–Pimsner algebras of proper product systems $\mathcal{E} = \{E_p\}_{p \in P}$ if $(G, P)$ is a quasi-lattice ordered group and $P$ is directed. This is so because, in this case, a Cuntz–Pimsner covariant representation of $\mathcal{E}$ in the sense of Fowler is also Nica covariant [26 Proposition 5.4].

A product system of Hilbert bimodules $\mathcal{E} = \{E_p\}_{p \in P}$ gives rise to a product system $\mathcal{E}^* \cong \{E_p^*\}_{p \in P}$ over $P^op$ by setting $E_p^* := \langle E_p^* \rangle_{p \in P}$, where $E_p^*$ is the Hilbert bimodule adjoint to $E_p$. We will identify $A$ with its adjoint Hilbert bimodule $A^*$ through the isomorphism $a \mapsto a^*$ implemented by the involution operation on $A$, where $a^*$ is the image of $a^*$ in $A^*$ under the canonical conjugate-linear map. The multiplication map $E_p^* \otimes_{A^*} E_q^* \cong E_{p \otimes q}^*$ is given by the isomorphism $E_p^* \otimes_{A^*} E_q^* \cong (E_q \otimes A E_p)^*$, $\xi \otimes \eta^* \mapsto (\eta \otimes \xi)^*$.followed by the multiplication map $\mu_{\eta, p}$. In addition, $\mathcal{E}^{**} = \mathcal{E}$. Before providing more concrete examples of relative Cuntz–Pimsner algebras, we need the following lemma.

**Lemma 4.2.9.** Let $\mathcal{E} = \{E_p\}_{p \in P}$ be a product system of Hilbert bimodules. For each $p \in P$, let $I_{E_p} := \langle E_p \mid E_p \rangle$ and set $\mathcal{I}_E = \{I_{E_p}\}_{p \in P}$. A representation $\psi = \{\psi_p\}_{p \in P}$ of $\mathcal{E}$ in a $C^*$-algebra $B$ is Cuntz–Pimsner covariant on $\mathcal{I}_E$ naturally induces a representation of $\mathcal{E}^* = \{E_p^*\}_{p \in P}$ that is Cuntz–Pimsner covariant on $\mathcal{I}_E^*$, where $\mathcal{I}_E^* = \{I_{E_p^*}\}_{p \in P}$ and $\mathcal{I}_{E_p^*}^* = \langle E_{p^*} \mid E_{p^*} \rangle = \langle E_p \mid E_p \rangle$. As a consequence, representations of $\mathcal{E}$ that are Cuntz–Pimsner covariant on $\mathcal{I}_E$ are in one-to-one correspondence with representations of $\mathcal{E}^*$ that are Cuntz–Pimsner covariant on $\mathcal{I}_E^*$.

**Proof.** For $p = e$, put $\psi_p^* := \psi_e$. Given $p \in P \setminus \{e\}$, define $\psi_p^* : E_p^* \to B$ by $\psi_p^*(\xi^*) := \psi_p(\xi)^*$ and set $\psi_p^* := \{\psi_p^*\}_{p \in P}$. Then, for all $\xi \in E_p$ and $\eta \in E_q$,

$$\psi_p^*(\xi^*)\psi_q(\eta)^* = \psi_p(\xi)^*\psi_q(\eta)^* = \psi_{qp}(\mu_{\eta, p}(\eta \otimes \xi)^*).$$

Since $\psi$ is Cuntz–Pimsner covariant on $\mathcal{I}_E$, it follows that

$$\psi_p(\xi)^*\psi_q^*(\eta^*) = \psi_p(\xi)\psi_q^*(\eta^*) = \psi(q)[\langle \xi \mid \eta \rangle] = \psi_e(\langle \xi \mid \eta \rangle) = \psi_e^*(\langle \xi \mid \eta \rangle)$$

for all $\xi, \eta \in E_p$. That $\psi^*$ is Cuntz–Pimsner covariant on $\mathcal{I}_E^*$ follows from the fact that $\psi$ is a representation of $\mathcal{E}$. So the last statement is obtained from the identity $\mathcal{E} = \mathcal{E}^{**}$.
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Example 4.2.10. Let $\alpha: P \to \text{End}(A)$ be an action by injective extendible endomorphisms with hereditary range. Let $A_\alpha = \{A_{\alpha_p}\}_p \in P$ be the product system of Hilbert bimodules built out of $\alpha$ as in Example 4.1.3. Although it is not clear when $A_\alpha$ is compactly aligned, $\alpha A$ always is so. The ideal $I_p \triangleleft A$ given by the left inner product of $A_{\alpha_p}$ is precisely $A\alpha_p(1)A$. Given a nondegenerate representation $\psi = \{\psi_p\}_p \in P$ of $A_\alpha$ in a C*-algebra $B$, we obtain a strictly continuous unital *-homomorphism $\bar \psi_e: M(A) \to M(B)$ by nondegeneracy of $\psi_e$. In addition, we define a semigroup homomorphism from $P$ to the semigroup of isometries in $M(B)$ by setting

$$v_p := \lim_\lambda \psi_p(u_\lambda \alpha_p(1)).$$

Here the limit is taken in the strict topology of $M(B)$. It indeed exists because $\|\psi_p(u_\lambda \alpha_p(1))\| \leq 1$ for each $\lambda$ and, for $a \in A$ and $b \in B$,

$$\lim_\lambda \psi_p(u_\lambda \alpha_p(1))(\psi_e(a)b) = \lim_\lambda \psi_p(u_\lambda \alpha_p(a)b = \psi_p(\alpha_p(a))b$$

and

$$\lim_\lambda (b\psi_e(a))\psi_p(u_\lambda \alpha_p(1)) = \lim_\lambda b\psi_p(\alpha_p(1)\alpha_p(a)) = b\psi_p(\alpha_p(1)).$$

To see that $v_p^*v_p = 1$, observe that

$$v_p^*v_p(\psi_e(a)b) = \lim_\lambda \psi_p(u_\lambda \alpha_p(1))^*\psi_p(\alpha_p(a)b) = \lim_\lambda \psi_c(\alpha_p^{-1}(\alpha_p(1)\alpha_p(a)))b = \psi_e(a)b.$$

The semigroup of isometries $\{v_p| p \in P\}$ and the *-homomorphism $\bar \psi_e: M(A) \to M(B)$ satisfy the relation

$$v_p \cdot \bar \psi_e(c) = \bar \psi_e(\alpha_p(c))v_p$$

for all $c \in M(A)$ and $p \in P$. Hence

$$\bar \psi_e(\alpha_p(c))v_p^*v_p = v_p \bar \psi_e(c)v_p^*.$$  \hfill (4.2.11)

In addition, $\psi_p(\alpha_p(1)) = \psi_e(c)v_p$ for all $a \in A$ and $p \in P$. If $\psi$ is Cuntz–Pimsner covariant on $\mathcal{I}_{A_\alpha} = \{I_p\}_p \in P$, it follows that for all $c \in M(A)$ and $p \in P$,

$$\bar \psi_e(\alpha_p(c)) = \bar \psi_e(\alpha_p(c))v_p^*v_p.$$

Indeed, for $c$ in $A$ and $\alpha_p(1)$ in $A_{\alpha_p}$, we compute

$$\alpha_p(c\alpha_p(1)) = \alpha_p(c)\alpha_p(1)\alpha_p^{-1}(\alpha_p(1))$$

and

$$\alpha_p(\alpha_p(c)\alpha_p(1)) = \alpha_p(c)\alpha_p(\alpha_p(c)\alpha_p(1))$$

Thus Cuntz–Pimsner covariance gives us

$$\psi_e(\alpha_p(c)\alpha_p(1)) = \psi_e(\alpha_p(c))v_p^*v_p(\alpha_p(c))$$

and

$$\psi_e(\alpha_p(c))v_p^*v_p(\alpha_p(c)) = \psi_e(\alpha_p(c))v_p^*v_p(\alpha_p(c)).$$

Since $A$ is spanned by positive elements, the same relation holds for all $c \in A$ and thus for all $c \in M(A)$ if we replace $\psi_e$ by its extension $\bar \psi_e$. So combining this with (4.2.11), we deduce the relation

$$\psi_e(\alpha_p(c)) = v_p \bar \psi_e(c)v_p^*$$

for all $c \in A$. The same holds for $\bar \psi_e$ and $c$ in $M(A)$.

Conversely, we claim that a nondegenerate *-homomorphism $\pi: A \to B$ together with a semigroup of isometries $\{v_p| p \in P\}$ satisfying the relation

$$\pi(\alpha_p(a)) = v_p \pi(a)v_p^*$$  \hfill (4.2.12)
yields a representation of $A_\alpha$ that is Cuntz–Pimsner covariant on $\mathcal{I}_{A_\alpha}$. First, notice that the projection $v_p v_p^*$ coincides with $\tilde{\pi}(\alpha_p(1))$, where $\tilde{\pi}$ is the strictly continuous $^*$-homomorphism $M(A) \to M(B)$ extending $\pi$. For each $p \in P$ and $a \in A$, we set $\psi_p(\alpha_p(1)) := \pi(a) v_p$. Let $\psi = \{\psi_p\}_{p \in P}$. Then $\tilde{\pi}(\alpha_p(1)) = v_p v_p^*$ implies that $\psi$ is Cuntz–Pimsner covariant on $I_p = \overline{A \alpha_p(1) A}$ for all $p \in P$, since

$$
\psi_e(\alpha_p(1)b) = \pi(a) \pi(b) = \pi(a) v_p v_p^* \pi(b) = \pi(a) v_p (\pi(b^*) v_p)^* = \psi_p(\alpha_p(1)) \psi_p^*(b^* \alpha_p(1))^* = \psi^p( |a\alpha_p(1)| (b^* \alpha_p(1)))
$$

for all $a$ and $b$ in $A$. Moreover, \[4.2.12\] tells us that $\psi_e(\alpha_p(a)) v_p = v_p \psi_e(a)$ for all $a \in A$ and $p \in P$. This also gives

$$
\psi_p(\alpha_p(1)) \psi_q(b \alpha_q(1)) = \psi_{pq}(\alpha_p(b) \alpha_{pq}(1)) = \psi_{pq}(\mu_{pq}(\alpha_p(1) \Delta \alpha_q(1))).
$$

Again by \[4.2.12\],

$$
\psi_e(\alpha_{p^{-1}}(\alpha_p(1) a^* b \alpha_p(1))) = v_p^* v_p \psi_e(\alpha_{p^{-1}}(\alpha_p(1) a^* b \alpha_p(1))) v_p^* v_p = v_p^* \psi_e(\alpha_p(1) a^* b \alpha_p(1)) v_p = v_p^* \psi_e(a^* b) v_p.
$$

This shows that $\psi$ is a representation of $A_\alpha$ that is Cuntz–Pimsner covariant on $\mathcal{I}_{A_\alpha}$.

As a result, the crossed product $A \rtimes_\alpha P$ by the semigroup of endomorphisms provided by $\alpha$ has a description as the universal C*-algebra of representations of $A_\alpha$ that are Cuntz–Pimsner covariant on $\mathcal{I}_{A_\alpha}$. By Lemma \[4.2.9\], $A \rtimes_\alpha P$ may also be described as the universal C*-algebra for representations of $\alpha A$ that are Cuntz–Pimsner covariant on $\mathcal{I}_A$. If $P^{pp}$ is the positive cone of a quasi-lattice order and is also directed, a representation of $\alpha A$ that is Cuntz–Pimsner covariant on $\mathcal{I}_{\alpha A}$ is also Nica covariant by \[26\] Proposition 5.4. In this case $\mathcal{O}_{\mathcal{I}_{\alpha A}} \cong A \rtimes_\alpha P$. In general, $A \rtimes_\alpha P$ is the Cuntz–Pimsner algebra of $\alpha A$ as defined by Fowler \[26\]. See, for instance, \[35\] and \[37\] for constructions of crossed products by semigroups of endomorphisms of endomorphisms. We also refer the reader to \[38\] for this and further constructions of crossed products out of product systems.

**Example 4.2.13.** We may attach a C*-algebra to a quasi-lattice ordered group $(G, P)$ by the trivial order and let $E$ be a compactly aligned product system over $P$. The Toeplitz algebra of $(G, P)$ as introduced by Nica \[17\], denoted by $C^*(G, P)$, is the Nica–Toeplitz algebra of the trivial product system over $P$. This is the relative Cuntz-Pimsner algebra with respect to the trivial family of ideals $J_p = \{0\}$ for all $p \in P$. In fact, there is also a description of $C^*(G, P)$ as a semigroup crossed product as in the previous example (see \[35\] and also Subsection 6.3.3). This is the universal C*-algebra generated by a family of isometries $\{v_p\}_{p \in P}$ subject to the relation

$$
v_p v_p^* v_q v_q^* = \begin{cases} v_{p \vee q} v_{p \vee q}^* & \text{if } p \vee q < \infty, \\ 0 & \text{otherwise.} \end{cases}
$$

The Fock representation in this case is the canonical representation of $P$ by isometries on $\ell_2(P)$. The image of $C^*(G, P)$ in $\mathcal{B}(\ell_2(P))$ under the Fock representation is called Wiener–Hopf algebra \[17\].

**4.2.3 Coaction on relative Cuntz–Pimsner algebras**

Let $(G, P)$ be a quasi-lattice order and let $E$ be a compactly aligned product system over $P$. The representation of $E$ in $\mathcal{O}_{\mathcal{I}_E} \otimes C^*(G)$ which sends $\xi \in E_p$ to $\xi \otimes v_p$ is Nica covariant and also Cuntz–Pimsner covariant on $\mathcal{I}_E$. So this yields a $^*$-homomorphism $\delta: \mathcal{O}_{\mathcal{I}_E} \to \mathcal{O}_{\mathcal{I}_E} \otimes C^*(G)$.

**Proposition 4.2.14.** The $^*$-homomorphism $\delta: \mathcal{O}_{\mathcal{I}_E} \to \mathcal{O}_{\mathcal{I}_E} \otimes C^*(G)$ gives a full coaction of $G$ on $\mathcal{O}_{\mathcal{I}_E}$. Moreover, the spectral subspace $\mathcal{O}_{\mathcal{I}_E}^0$ for $\delta$ at $g \in G$ with $g \vee e < \infty$ is the closure of sums of elements of the form

$$
j_p(\xi) j_q(\eta)^*
$$

with $\xi \in E_p$ and $\eta \in E_q$, where $pq^{-1} = g$ and $p, q \in P$. If $g \vee e = \infty$, then $\mathcal{O}_{\mathcal{I}_E}^0$ is the trivial subspace.

**Proof.** The first part of the proof is essentially identical to that of Lemma \[4.1.6\]. For the last part, notice that the Nica covariance condition entails $j_p(E_p)^* j_q(E_q) = \{0\}$ whenever $p \vee q = \infty$ because
We define covariant correspondences between compactly aligned product systems as in Chapter 3, with $p \in P$. In case $p \lor q < \infty$, we have
\[
j_p(\mathcal{E}_p) = j_p(\mathcal{E}_p)j_p(\mathcal{E}_q)^*j_p(\mathcal{E}_p) \text{ for all } p \in P.
\]
In particular, $g \lor e = \infty$. By successive applications of the above simplification for elements of the form $j_p(\xi_p)^*j_q(\xi_q)$, it follows that
\[
j_p(\xi_p)j_p(\xi_p)^* \cdots j_{p_{n-1}}(\xi_{p_{n-1}})j_{p_n}(\xi_{p_n})^* = 0
\]
whenever $\pi_1\pi_2 \cdots \pi_{2n-1}\pi_{2n} = g$ and $\xi_p \in \mathcal{E}_p$, for all $i \in \{1, 2, \ldots, 2n\}$. As a consequence, $(\mathcal{O}_\mathcal{J}, \mathcal{E}, \mathcal{G}) = \{0\}$. Now a similar reasoning shows that if $g \lor e < \infty$ and $\pi_1\pi_2 \cdots \pi_{2n-1}\pi_{2n} = g$, then $j_p(\xi_p)j_p(\xi_p)^* \cdots j_{p_{n-1}}(\xi_{p_{n-1}})j_{p_n}(\xi_{p_n})^*$ lies in the closed linear span of
\[
\{j_p(\xi_p)(\eta)^* \mid pq^{-1} = g, \xi \in \mathcal{E}_p \text{ and } \eta \in \mathcal{E}_q\}.
\]
This completes the proof. \qed

**Corollary 4.2.15.** Let $\mathcal{E} = (\mathcal{E}_p)_{p \in P}$ be a compactly aligned product system and $\mathcal{J}$ as above. Then, for all $p \in P$, we have an isomorphism
\[
\mathcal{O}_\mathcal{J}, \mathcal{E} \cong \mathcal{E}_p \otimes_A \mathcal{O}_{\mathcal{J}, \mathcal{E}}
\]
of correspondences $A \rightsquigarrow \mathcal{O}_{\mathcal{J}, \mathcal{E}}$. Moreover, $(\mathcal{O}_{\mathcal{J}, \mathcal{E}})_{p \in P}$ is a product system of Hilbert $\mathcal{O}_{\mathcal{J}, \mathcal{E}}$-bimodules.

**Proof.** By Proposition 4.2.14, $\mathcal{O}_{\mathcal{J}, \mathcal{E}}$ is generated by elements of the form $j_r(\xi)(j_s(\eta))^*$, with $\xi \in \mathcal{E}_r$, $\eta \in \mathcal{E}_s$ and $rs^{-1} = p$. In particular, $r = ps$ and we can use the isomorphism $\mu_{p,s}^{-1}$ to show that $j_r(\xi)(j_s(\eta))^*$ lies in $j_p(\mathcal{E}_p)j_p(\mathcal{E}_s)^*j_p(\mathcal{E}_p)^*$, which in turn is contained in $j_p(\mathcal{E}_p)\mathcal{O}_{\mathcal{J}, \mathcal{E}}$. The inclusion $j_p(\mathcal{E}_p)\mathcal{O}_{\mathcal{J}, \mathcal{E}} \subseteq \mathcal{O}_{\mathcal{J}, \mathcal{E}}$ is trivial. So $\mathcal{O}_\mathcal{J}, \mathcal{E} = j_p(\mathcal{E}_p)\mathcal{O}_{\mathcal{J}, \mathcal{E}}$. Hence $\mathcal{E}_p \otimes_A \mathcal{O}_{\mathcal{J}, \mathcal{E}} \rightarrow \mathcal{O}_\mathcal{J}, \mathcal{E}$, $\xi \otimes \eta \rightarrow j_p(\xi)j_p(\eta)$ gives an isomorphism of correspondences $A \rightsquigarrow \mathcal{O}_\mathcal{J}, \mathcal{E}$.

For each $p \in P$, $\mathcal{O}_{\mathcal{J}, \mathcal{E}}$ is a Hilbert $\mathcal{O}_{\mathcal{J}, \mathcal{E}}$-bimodule with the structure obtained from the multiplication and involution operations on $\mathcal{O}_{\mathcal{J}, \mathcal{E}}$. In particular, $\mathcal{O}_{\mathcal{J}, \mathcal{E}}\mathcal{O}_{\mathcal{J}, \mathcal{E}}^\prime = \mathcal{O}_{\mathcal{J}, \mathcal{E}}$. Hence, if $p, q \in P$, we have a correspondence isomorphism
\[
\mathcal{O}_{\mathcal{J}, \mathcal{E}} \otimes \mathcal{O}_{\mathcal{J}, \mathcal{E}} \cong \mathcal{O}_{\mathcal{J}, \mathcal{E}} \otimes \mathcal{O}_{\mathcal{J}, \mathcal{E}} = (j_p(\mathcal{E}_p)\mathcal{O}_{\mathcal{J}, \mathcal{E}})\mathcal{O}_{\mathcal{J}, \mathcal{E}} = j_p(\mathcal{E}_p)(\mathcal{O}_{\mathcal{J}, \mathcal{E}}\mathcal{O}_{\mathcal{J}, \mathcal{E}}) = \mathcal{O}_{\mathcal{J}, \mathcal{E}}\mathcal{O}_{\mathcal{J}, \mathcal{E}}^p.
\]
These multiplication maps are associative because they coincide with the multiplication on $\mathcal{O}_{\mathcal{J}, \mathcal{E}}$. \qed

### 4.3 Bicategories of compactly aligned product systems

We define covariant correspondences between compactly aligned product systems as in Chapter 3 following the ideas of Schweizer [54]. Let $(G, P)$ be a quasi-lattice ordered group. Let $\mathcal{E} = (\mathcal{E}_p)_{p \in P}$ and $\mathcal{G} = (\mathcal{G}_p)_{p \in P}$ be compactly aligned product systems of correspondences over $C^*$-algebras $A$ and $B$, respectively. Let $\mathcal{A} = \{A_p\}_{p \in P}$ and $\mathcal{B} = \{B_p\}_{p \in P}$ be families of ideals in $A$ and $B$, with $\varphi_A(A_p) \subseteq \mathcal{K}(\mathcal{E}_p)$ and $\varphi_B(B_p) \subseteq \mathcal{K}(\mathcal{G}_p)$ for all $p \in P$.

**Definition 4.3.1.** A covariant correspondence from $(A, \mathcal{E}, \mathcal{A})$ to $(B, \mathcal{G}, \mathcal{B})$ is a pair $(\mathcal{F}, V)$, where $\mathcal{F} : A \rightsquigarrow B$ is a correspondence such that $J^A_p \mathcal{F} \subseteq \mathcal{F} J^B_p$ for all $p \in P$ and $V = \{V_p\}_{p \in P}$ is a family of correspondence isomorphisms $V_p : \mathcal{E}_p \otimes_A \mathcal{F} \cong \mathcal{F} \otimes_B \mathcal{G}_p$, where $V_p : A \otimes_A \mathcal{F} \cong \mathcal{F} \otimes_B B$ is the isomorphism.
which sends \( a \otimes (\xi b) \) to \( \psi(a)\xi \otimes b \). These must make the following diagrams commute for all \( p,q \in P \): \[ (E_p \otimes_A E_q) \otimes_A F \xrightarrow{\mu_p \otimes_A \xi} E_{pq} \otimes_A F \xrightarrow{\nu_{pq}} F \otimes_B G_{pq} \]

\[ 1 \otimes (E_p \otimes_A E_q) \xrightarrow{E_p \otimes_A \xi} E_p \otimes_A (F \otimes_B G_q) \xrightarrow{E_p \otimes_A \nu_q} (E_p \otimes_A F) \otimes_B G_q \]

A covariant correspondence \((F, V)\) is called proper if \( F \) is a proper correspondence.

**Definition 4.3.3.** The bicategory \( \mathcal{C}^p \) has the following data:

- Objects are triples \((A, E, J)\), where \( A \) is a \( C^*\)-algebra, \( E = (E_p)_{p \in P} \) is a compactly aligned product system over \( P \) of \( A \)-correspondences, and \( J = \{J_p\}_{p \in P} \) is a family of ideals in \( A \) with \( J_p \subseteq \varphi_p^{-1}(K(E_p)) \) for all \( p \in P \).
- Arrows \((A, E, J) \to (A_1, E_1, J_1)\) are covariant correspondences \((F, V)\) from \((A, E, J)\) to \((A_1, E_1, J_1)\).
- 2-Arrows \((F_0, V_0) \Rightarrow (F_1, V_1)\) are isomorphisms of covariant correspondences, that is, correspondence isomorphisms \( w : F_0 \to F_1 \) for which the following diagram commutes for all \( p \in P \):

\[ \begin{array}{ccc}
E_p \otimes_A F_0 & \xrightarrow{V_0_p} & F_0 \otimes_A E_{1,p} \\
1_{E_p} \otimes w & & w \otimes 1_{E_{1,p}} \\
E_p \otimes_A F_1 & \xrightarrow{V_1_p} & F_1 \otimes_A E_{1,p} 
\end{array} \]

- The vertical product of 2-arrows

\[ w_0 : (F_0, V_0) \Rightarrow (F_1, V_1), \quad w_1 : (F_1, V_1) \Rightarrow (F_2, V_2) \]

is the usual product \( w_1 \cdot w_0 : F_0 \to F_2 \). The arrows \((A, E, J) \to (A_1, E_1, J_1)\) and the 2-arrows between them form a groupoid \( \mathcal{C}^p((A, E, J), (A_1, E_1, J_1)) \).

- Let \((F, V) : (A, E, J) \to (A_1, E_1, J_1)\) and \((F_1, V_1) : (A_1, E_1, J_1) \to (A_2, E_2, J_2)\) be arrows. For each \( p \in P \), let \( V_p \cdot V_{1,p} \) be the composite correspondence isomorphism

\[ E_p \otimes_A F \otimes A_1, F_1 \xrightarrow{V \otimes \xi_{1,p} \xi_2} F \otimes A_1, E_{1,p} \otimes A_1, F_1 \xrightarrow{1 \otimes \xi_{1,p} \xi_2} F \otimes A_1, F_1 \otimes A_2, E_{2,p}. \]

We define the product \((F_1, V_1) \odot (F, V)\) by

\[ (F_1, V_1) \odot (F, V) := (F \otimes A_1, F_1, V \cdot V_1), \]

where \( V \cdot V_1 = \{V_p \cdot V_{1,p}\}_{p \in P} \).

- The horizontal product for a diagram of arrows and 2-arrows

\[ \begin{array}{ccc}
(A, E, J) \xrightarrow{(F, V)} (A_1, E_1, J_1) \\
\xrightarrow{w} & & \xrightarrow{w_1} \\
(F, V) \xrightarrow{(F_1, V_1)} (A_2, E_2, J_2) 
\end{array} \]

is the 2-arrow

\[ \begin{array}{ccc}
(A, E, J) \xrightarrow{(F \otimes A_1, F_1 \cdot V \cdot V_1)} (A_2, E_2, J_2) \\
\xrightarrow{w \otimes w_1} \xrightarrow{w_2} \\
(F \otimes A_1, F_1 \cdot V \cdot V_1) \xrightarrow{(F_1, V_1)} (A_2, E_2, J_2). \]
This horizontal product and the product of arrows produce composition bifunctors
\[ \mathcal{C}^P((A, \mathcal{E}, \mathcal{J}), (A_1, \mathcal{E}_1, \mathcal{J}_1)) \times \mathcal{C}^P((A_1, \mathcal{E}_1, \mathcal{J}_1), (A_2, \mathcal{E}_2, \mathcal{J}_2)) \to \mathcal{C}^P((A, \mathcal{E}, \mathcal{J}), (A_2, \mathcal{E}_2, \mathcal{J}_2)). \]

- The unit arrow on the object \((A, \mathcal{E}, \mathcal{J})\) is the proper covariant correspondence \((A, \iota_\mathcal{E}), \iota_\mathcal{E} \in \mathcal{P}\) is the family of canonical isomorphisms \(\mathcal{E}_p \otimes_A A \cong \mathcal{E}_p \cong A \otimes_A \mathcal{E}_p\)

obtained from the right and left actions of \(A\) on \(\mathcal{E}\).

- The associators and unitors are the same as in the correspondence bicategory.

We will denote by \(\mathcal{C}^P_{\mathit{pr}}\) the sub-bicategory of \(\mathcal{C}^P\) whose arrows are proper covariant correspondences.

**Example 4.3.4.** View \(\mathcal{O}^c_{\mathcal{J}, \mathcal{E}}\) as a correspondence \(A \to \mathcal{O}^c_{\mathcal{J}, \mathcal{E}}\). For each \(p \in \mathcal{P}\), let \(\hat{i}_\mathcal{E}_p\) be the isomorphism
\[ \mathcal{E}_p \otimes_A \mathcal{O}^c_{\mathcal{J}, \mathcal{E}} \cong \mathcal{O}^c_{\mathcal{J}, \mathcal{E}} \cong \mathcal{O}^c_{\mathcal{J}, \mathcal{E}} \otimes \mathcal{O}^c_{\mathcal{J}, \mathcal{E}}, \]
where the first isomorphism is that of Corollary 4.2.15. Cuntz–Pimsner covariance on \(\mathcal{J} = \{J_p\}_{p \in \mathcal{P}}\) implies that
\[ j_\mathcal{E}(J_p) \subseteq j_p(\mathcal{E}_p)j_p(\mathcal{E}_p)^* \subseteq \mathcal{O}^c_{\mathcal{J}, \mathcal{E}} \mathcal{O}^c_{\mathcal{J}, \mathcal{E}} \]
for all \(p \in \mathcal{P}\). So \((\mathcal{O}^c_{\mathcal{J}, \mathcal{E}}, \iota_\mathcal{E})\) is a proper covariant correspondence
\[ (A, \mathcal{E}, \mathcal{J}) \to (\mathcal{O}^c_{\mathcal{J}, \mathcal{E}}, (\mathcal{O}^c_{\mathcal{J}, \mathcal{E}})_{p \in \mathcal{P}}, \mathcal{I}_{\mathcal{O}^c_{\mathcal{J}, \mathcal{E}}}), \]
where \(\iota_\mathcal{E} = \{i_\mathcal{E}_p\}_{p \in \mathcal{P}}\) and \(\mathcal{I}_{\mathcal{O}^c_{\mathcal{J}, \mathcal{E}}} = \{I^c_{\mathcal{J}, \mathcal{E}}\}_{p \in \mathcal{P}}\) with \(I^c_{\mathcal{J}, \mathcal{E}} = \mathcal{O}^c_{\mathcal{J}, \mathcal{E}} \mathcal{O}^c_{\mathcal{J}, \mathcal{E}} = \langle \langle \mathcal{O}^c_{\mathcal{J}, \mathcal{E}} \rangle \rangle \).

We will see in the sequel that \((\mathcal{O}^c_{\mathcal{J}, \mathcal{E}}, \iota_\mathcal{E})\) is a universal arrow as in Definition 3.3.2. So the triple \((\mathcal{O}^c_{\mathcal{J}, \mathcal{E}}, (\mathcal{O}^c_{\mathcal{J}, \mathcal{E}})_{p \in \mathcal{P}}, \mathcal{I}_{\mathcal{O}^c_{\mathcal{J}, \mathcal{E}}})\) is the best approximation of \((A, \mathcal{E}, \mathcal{J})\) by an object of a certain sub-bicategory of \(\mathcal{C}^P_{\mathit{pr}}\) of product systems of Hilbert bimodules.
Chapter 5
Fell bundles over quasi-lattice ordered groups

In this chapter we introduce a class of Fell bundles over quasi-lattice ordered groups, inspired by properties of the topological grading of relative Cuntz–Pimsner algebras. We show that such Fell bundles arise naturally from a certain class of product systems of Hilbert bimodules. This correspondence turns out to be an equivalence between a sub-bicategory of $\mathcal{C}^P$ and a bicategory of Fell bundles. In Section 5.3, we relate amenability for this class of Fell bundles to amenability of quasi-lattice ordered groups by means of examples.

With the above equivalence at hand, we generalise the results from Chapter 3 for relative Cuntz–Pimsner algebras of single correspondences to those of compactly aligned product systems. This will be done in Section 5.4. We apply this to study Morita equivalence of relative Cuntz–Pimsner algebras.

5.1 From product systems of Hilbert bimodules to Fell bundles

Definition 5.1.1. Let $(G,P)$ be a quasi-lattice ordered group and let $(B_g)_{g \in G}$ be a Fell bundle over $G$. We will say that $(B_g)_{g \in G}$ is semi-saturated with respect to the quasi-lattice ordered group structure of $(G,P)$ if it satisfies the following conditions:

(S1) $B_p B_q = B_{pq}$ for all $p,q \in P$;

(S2) $B_g = B_{(g \vee e)} B^*_{(g^{-1} \vee e)}$ for all $g \in G$ with $g \vee e < \infty$;

Definition 5.1.2. A Fell bundle over $G$ will be called orthogonal with respect to $(G,P)$ if $B_g = \{0\}$ whenever $g \vee e = \infty$.

Let $F$ be the free group on a set of generators $S$. A Fell bundle over $F$ is semi-saturated in the sense of Exel if $B_g B_h = B_{gh}$ for all $g,h \in F$ such that the multiplication $g \cdot h$ involves no cancellation. It is called orthogonal if $B^*_s B_t = \{0\}$ whenever $s$ and $t$ are distinct generators of $F$ (see [19] for further details). Let $F^+$ be the unital subsemigroup of $F$ generated by $S$. Recall from Example 4.2.3 that $(F,F^+)$ is a quasi-lattice ordered group and that an element $g \in F$ satisfies $g \vee e < \infty$ if and only if its reduced form is $pq^{-1}$, with $p,q$ in $P$. In this case, $g \vee e = p$ and $g^{-1} \vee e = q$. The following result compares our definitions of semi-saturatedness and orthogonality for Fell bundles over $F$ with those introduced by Exel.

Proposition 5.1.3. A Fell bundle $(B_g)_{g \in F}$ is semi-saturated and orthogonal with respect to $(F,F^+)$ if and only if it is both semi-saturated and orthogonal as defined in [19].

Proof. Suppose that $(B_g)_{g \in F}$ is semi-saturated and orthogonal with respect to $(F,F^+)$. Then orthogonality implies that $(B_g)_{g \in F}$ is orthogonal as defined by Exel, since $(p^{-1} q) \vee e = \infty$ if $p$ and $q$ are distinct generators of $F$. In order to prove that $(B_g)_{g \in F}$ is also semi-saturated according to [19], let $g,h \in F$ be such that the product $g \cdot h$ involves no cancellation. If $gh \vee e = \infty$, then $B_{gh} = \{0\} = B_g B_h$. Assume that $(gh) \vee e < \infty$. First, this implies that either $g$ belongs to $F^+$ and $h \vee e < \infty$ or $g \vee e < \infty$.
and \( h \in (\mathbb{F}^+)^{-1} \) because \( gh \) has reduced form \( pq^{-1} \) with \( p, q \in P \) and the product \( g \cdot h \) involves no cancellation. In case \( g \in \mathbb{F}^+ \), we then have \( g(\vee e) = gh(\vee e) \) and \((gh)^{-1} \vee e = (h^{-1}g^{-1}) \vee e = h^{-1} \vee e \). So axioms (S1) and (S2) give us

\[
B_gB_h = B_gB_{h \vee e}B_{h^{-1} \vee e} = B_{(gh) \vee e}B_{(gh)^{-1} \vee e} = B_{gh}.
\]

Now if \( h \in (\mathbb{F}^+)^{-1} \), it follows from the previous case that

\[
B_gB_h = (B_{h^{-1}g^{-1}})^* = B_{h^{-1}g^{-1}} = B_{gh}.
\]

This shows that \((B_g)_{g \in \mathbb{F}}\) is semi-saturated as defined in \([19]\).

Now suppose that \((B_g)_{g \in \mathbb{F}}\) is a Fell bundle that is semi-saturated and orthogonal according to \([19]\). Clearly, \((B_g)_{g \in \mathbb{F}}\) satisfies (S1). Any element of \( F \) has a reduced form, so that orthogonality as in Definition 5.1.2 follows by combining semi-saturatedness and orthogonality of \((B_g)_{g \in \mathbb{F}}\). Given \( q \in \mathbb{F} \) with \( g \vee e < \infty \), the product \((g \vee e)(g^{-1} \vee e)^{-1}\) involves no cancellation. Therefore, semi-saturatedness gives us

\[
B_g = B_{g \vee e}B_{(g^{-1} \vee e)^{-1}} = B_{g \vee e}B_{(g^{-1} \vee e)}.
\]

This completes the proof of the statement. \( \square \)

Our main examples of Fell bundles that are semi-saturated and orthogonal come from the grading of relative Cuntz–Pimsner algebras associated to compactly aligned product systems obtained in Proposition 4.2.14. In fact, we will prove that any Fell bundle that is semi-saturated and orthogonal is isomorphic to one of this form.

**Example 5.1.4.** Let \( \mathcal{E} = (\mathcal{E}_p)_{p \in P} \) be a compactly aligned product system and let \( \mathcal{J} = \{J_p\}_{p \in P} \) be a family of ideals in \( A \) with \( J_p \subseteq \varphi_p^{-1}(\mathbb{K}(\mathcal{E}_p)) \) for all \( p \in P \). Then \((\mathcal{O}_\mathcal{J}, \mathcal{E})_{g \in G}\) is orthogonal because \( \mathcal{O}_\mathcal{J}^g = \{0\} \) whenever \( g \vee e = \infty \). To see that it is also semi-saturated, observe that if \( p, q \in P \) satisfy \( pq^{-1} = g \), then there is \( r \in P \) with \( p = (g \vee e)r \) and \( q = (g^{-1} \vee e)r \). Indeed, since \( g \vee e \) and \( g^{-1} \vee e \) are the least upper bounds for \( g \) and \( g^{-1} \) in \( P \), respectively, there are \( r, s \in P \) such that \( p = (g \vee e)r \) and \( q = (g^{-1} \vee e)s \). The equality \( g = (g \vee e)(g^{-1} \vee e)^{-1} = (g \vee e)r s^{-1}(g^{-1} \vee e)^{-1} \) entails \( r = s \).

Thus, given \( g \) in \( G \) with \( g \vee e < \infty \), write \( g = (g \vee e)(g^{-1} \vee e)^{-1} \). By Proposition 4.2.14 \( \mathcal{O}_\mathcal{J}^g \) is spanned by the elements of the form \( j_p(\xi)j_\eta(\eta)^* \), with \( \xi \in \mathcal{E}_p \), \( \eta \in \mathcal{E}_q \) and \( pq^{-1} = g \). Given such an element \( j_p(\xi)j_\eta(\eta)^* \), let \( r \in P \) be such that \( p = (g \vee e)r \) and \( q = (g^{-1} \vee e)r \). We then employ the isomorphisms \( \mu_{g \vee e, r} \) and \( \mu_{g^{-1} \vee e, r} \) to conclude that

\[
j_p(\xi)j_\eta(\eta)^* \in j_q(\mathcal{E}_q \vee e)j_r(\mathcal{E}_r)e j_q(\mathcal{E}_q^{-1} \vee e) \subseteq \mathcal{O}_\mathcal{J}^g \subseteq \mathcal{O}_\mathcal{J}^q \subseteq \mathcal{O}_\mathcal{J}^p \subseteq \mathcal{O}_\mathcal{J}^g.
\]

Therefore, \((\mathcal{O}_\mathcal{J}, \mathcal{E})_{g \in G}\) satisfies (S2). Now axiom (S1) follows from Corollary 4.2.15. Thus \((\mathcal{O}_\mathcal{J}, \mathcal{E})_{g \in G}\) is also semi-saturated.

**Definition 5.1.5.** A product system of Hilbert bimodules \( \mathcal{E} = (\mathcal{E}_p)_{p \in P} \) will be called simplifiable if for all \( p, q \in P \) one has

(i) \( \|\mathcal{E}_p\| \|\mathcal{E}_q\| \subseteq \|\mathcal{E}_{p \vee q}\| \) if \( p \vee q < \infty \);

(ii) \( \|\mathcal{E}_p\| \|\mathcal{E}_q\| = \{0\} \) if \( p \vee q = \infty \);

here \( \|\cdot\| \) denotes the left \( A \)-valued inner product.

**Remark 5.1.6.** A simplifiable product system of Hilbert bimodules \( \mathcal{E} \) is compactly aligned. The converse is not true in general. For instance, take a nontrivial Hilbert bimodule \( \mathcal{E} \) over a \( C^* \)-algebra \( A \) satisfying \( \mathcal{E} \otimes_A \mathcal{E} = \{0\} \). This produces a product system over \( \mathbb{N} \times \mathbb{N} \) such that \( \mathcal{E}_{(1,0)} = \mathcal{E}_{(0,1)} = \mathcal{E} \). It is compactly aligned because \( \mathcal{E}_{(1,1)} = \{0\} \), but \( \|\mathcal{E}_{(1,0)}\| \|\mathcal{E}_{(1,0)}\| \neq \{0\} \).

**Proposition 5.1.7.** Let \( \mathcal{E} = (\mathcal{E}_p)_{p \in P} \) be a simplifiable product system of Hilbert bimodules. For each \( p \in P \), let \( I_p := \|\mathcal{E}_p\| \) and set \( \mathcal{I} := \{I_p\}_{p \in P} \). If \( \psi = \{\psi_p\}_{p \in P} \) is a representation of \( \mathcal{E} \) in a \( C^* \)-algebra \( B \) that is Cuntz–Pimsner covariant on \( \mathcal{I} \), then it is also Nica covariant.
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Proof. Let \( p, q \in P, T \in \mathbb{K}(\mathcal{E}_p) \) and \( S \in \mathbb{K}(\mathcal{E}_q) \). Let \( a \in I_p \) and \( b \in I_q \) be such that \( \varphi_p(a) = T \) and \( \varphi_q(b) = S \). Cuntz–Pimsner covariance on \( I \) gives us

\[
\psi_p(T)\psi_q(S) = \psi_e(a)\psi_e(b) = \psi_e(ab).
\]

So by condition (i) of Definition 5.1.8, \( \psi_p(T)\psi_q(S) = 0 \) if \( p \vee q = \infty \). In case \( p \vee q < \infty \), it follows that \( \psi_p(T)\psi_q(S) = \varphi_{p \vee q}(ab) \). Applying the Cuntz–Pimsner covariance condition to \( ab \in I_{p \vee q} \), we obtain

\[
\psi_p(T)\psi_q(S) = \psi_e(ab) = \psi_{p \vee q}(\varphi_{p \vee q}(ab)) = \psi_{p \vee q}(\psi_{p \vee q}(T)\psi_{p \vee q}(S)).
\]

Therefore, \( \psi \) is Nica covariant. \( \blacksquare \)

**Theorem 5.1.8.** Let \((G, P)\) be a quasi-lattice ordered group and let \( \mathcal{E} = (\mathcal{E}_p)_{p \in P} \) be a simplifiable product system of Hilbert bimodules. There is a semi-saturated and orthogonal Fell bundle \( \hat{\mathcal{E}} = (\hat{\mathcal{E}}_g)_{g \in G} \) extending the structure of product system of \( \mathcal{E} \), in the sense that

(i) there are isomorphisms \( j_p : \mathcal{E}_p \cong \hat{\mathcal{E}}_p \) of complex vector spaces such that \( j_p : A \to \hat{\mathcal{E}}_c \) is a \(*\)-isomorphism and \( j_p(\xi)j_p(\eta) = j_{pq}(\mu_{p,q}(\xi \oplus \eta)) \) for all \( p, q \in P \);

(ii) \( j_p(\xi^*j_p(\eta)) = j_q(\langle \xi | \eta \rangle) \) for all \( \xi, \eta \in \mathcal{E}_p \) and \( p \in P \), where \( * : \hat{\mathcal{E}} \to \hat{\mathcal{E}}^{-1} \) is the involution operation on \( \hat{\mathcal{E}} \).

Moreover, \( \hat{\mathcal{E}} \) is unique up to canonical isomorphism of Fell bundles.

**Proof.** We begin by building the fibres of such a Fell bundle. For each \( g \in G \), we set

\[
\hat{\mathcal{E}}_g := \begin{cases} 
\mathcal{E}_{g \vee e} \otimes_A \mathcal{E}_{g^{-1} \vee e}^* & \text{if } g \vee e < \infty, \\
\{0\} & \text{otherwise.}
\end{cases}
\]

Here \( \mathcal{E}_{g^{-1} \vee e}^* \) is the adjoint Hilbert bimodule of \( \mathcal{E}_{g^{-1} \vee e} \) (see Proposition \[A.2.7\]). We may identify \( \hat{\mathcal{E}}_p \) with \( \mathcal{E}_p \) and \( \hat{\mathcal{E}}_p^{-1} \) with \( \mathcal{E}_p \) by using the canonical isomorphisms \( A \otimes A \mathcal{E}_{g}^* \cong \mathcal{E}_{p}^* \) and \( \mathcal{E}_{p} \otimes A \mathcal{E}_{g} \cong \mathcal{E}_{g} \), where \( A \) is identified with \( A^* \) through \( a \mapsto \tilde{a}^* \). So we will omit the map \( j_p : \mathcal{E}_p \to \hat{\mathcal{E}}_p \) mentioned in the statement.

If \( p, q \in P \) satisfy \( pq^{-1} = g \), then there is \( r \in P \) with \( p = (g \vee e)r \) and \( q = (g^{-1} \vee e)r \) (see this computation in Example \[5.1.4\]). Hence we may view \( \mathcal{E}_p \otimes A \mathcal{E}_q^* \) as a sub-bimodule of \( \mathcal{E}_{g \vee e} \otimes A \mathcal{E}_{g^{-1} \vee e}^* \) through the embedding

\[
\mathcal{E}_p \otimes A \mathcal{E}_q^* \cong \mathcal{E}_{g \vee e} \otimes A \mathcal{E}_r \otimes A \mathcal{E}_r^* \otimes A \mathcal{E}_{g^{-1} \vee e}^* \\
\cong \mathcal{E}_{g \vee e} \langle \mathcal{E}_r | \mathcal{E}_r \rangle \otimes A \mathcal{E}_{g^{-1} \vee e}^* \\
\hookrightarrow \mathcal{E}_{g \vee e} \otimes A \mathcal{E}_{g^{-1} \vee e}^*.
\]

We will use this inclusion and the fact that \( \mathcal{E} \) is simplifiable to define the multiplication maps \( \mu_{g,h} : \hat{\mathcal{E}}_g \times \hat{\mathcal{E}}_h \to \hat{\mathcal{E}}_{gh} \). Let \( pq^{-1} \) and \( rs^{-1} \) be the reduced forms for \( g \) and \( h \), respectively. The canonical isomorphisms

\[
\mathcal{E}_q^* \otimes A \mathcal{E}_q \cong \langle \mathcal{E}_q | \mathcal{E}_q \rangle, \\
\mathcal{E}_r \otimes A \mathcal{E}_r^* \cong \langle \mathcal{E}_r | \mathcal{E}_r \rangle,
\]

from Proposition \[5.1.6\] imply

\[
\mathcal{E}_p \otimes A \mathcal{E}_q^* \otimes A \mathcal{E}_r \otimes A \mathcal{E}_r^* \cong \mathcal{E}_p \otimes A \mathcal{E}_q^* \otimes A \mathcal{E}_q \otimes A \mathcal{E}_r \otimes A \mathcal{E}_r^* \\
\hookrightarrow \mathcal{E}_p \otimes A \mathcal{E}_q^* \otimes A \langle \mathcal{E}_q \mathcal{E}_r^{-1} | \mathcal{E}_q \mathcal{E}_r^{-1} \rangle \otimes A \mathcal{E}_r \otimes A \mathcal{E}_r^* \\
\cong \mathcal{E}_p \otimes A \langle \mathcal{E}_q^* \mathcal{E}_r^{-1} | \mathcal{E}_q \mathcal{E}_r^{-1} \rangle \otimes A \mathcal{E}_r^* \mathcal{E}_r^{-1} \otimes A \mathcal{E}_r \otimes A \mathcal{E}_r^* \\
\hookrightarrow \mathcal{E}_{pq^{-1} \vee e} \otimes A \langle \mathcal{E}_q \mathcal{E}_r^{-1} | \mathcal{E}_q \mathcal{E}_r^{-1} \rangle \otimes A \langle \mathcal{E}_r^* \mathcal{E}_r^{-1} | \mathcal{E}_r \rangle \otimes A \mathcal{E}_r^* \\
\cong \mathcal{E}_{gh} \otimes A \mathcal{E}_{gh}^* \otimes A \mathcal{E}_{gh}^{-1} \otimes A \mathcal{E}_{gh}^{-1} \otimes A \mathcal{E}_{gh}^{-1} \otimes A \mathcal{E}_{gh}^{-1}.
\]

This yields an isometry \( \hat{\mu}_{g,h} : \hat{\mathcal{E}}_g \otimes A \hat{\mathcal{E}}_h \to \hat{\mathcal{E}}_{gh} \). We then define the product \( \xi_g \xi_h \) for \( \xi_g \in \hat{\mathcal{E}}_g \) and \( \xi_h \in \hat{\mathcal{E}}_h \) to be the image of \( \xi_g \otimes_A \xi_h \) in \( \hat{\mathcal{E}}_{gh} \) under \( \hat{\mu}_{g,h} \). This satisfies \( \hat{\mu}_{p,q} = \mu_{p,q} \) for all \( p, q \in P \). The involution
\[*: \hat{E}_q \to \hat{E}_{q-1}\] sends an elementary tensor \(\xi_p \otimes A \eta_q^*\) to \(\eta_q \otimes A \xi_p^*\), where \(\xi_p \in \mathcal{E}_p, \eta_q \in \mathcal{E}_q\) and \(\eta_q^*\) is the image of \(\eta_q\) under the canonical conjugate-linear map \(\mathcal{E}_q \to \mathcal{E}_q^*\). Since this latter map is isometric by Corollary A.2.5, the involution is isometric too. Given \(\xi \in \mathcal{E}_p \otimes \mathcal{E}_q^*\), the product \(\xi^*\xi\) coincides with the inner product \(\langle \xi, \xi \rangle\). Hence it is a positive element in \(\mathcal{E}_q = A\) and \(\|\xi^*\xi\| = \|\xi\|^2\).

Let us verify the equality \((\xi \eta)^* = \eta^* \xi^*\). To do so, let \(p, q, r, s \in P\). First, notice that

\[
(\langle \xi_p | \xi_q' \rangle \langle \eta_r | \eta_q' \rangle)^* = \langle \eta_r | \eta_q' \rangle^* \langle \xi_q' | \xi_p^* \rangle = \langle \eta_r | \eta_q \rangle \langle \xi_p | \xi_q \rangle^*.
\]

For all \(p', q' \in P, \mu_{p', q'}(\xi \otimes \eta)^*\) is mapped to \(\mu_{p', q'}(\xi \otimes \eta)^*\) through the conjugate-linear map \(\mathcal{E}_{p', q'} \to \mathcal{E}_{p', q'}^*\). Hence the diagram

\[
\begin{array}{ccc}
\mathcal{E}_p \otimes A \mathcal{E}_q \otimes A \mathcal{E}_r \otimes A \mathcal{E}_s^* & \xrightarrow{\hat{\mu}_{p,q-1,r,s}^{-1}} & \mathcal{E}_{p,q-1} \otimes A \mathcal{E}_{r,s-1} \\
\mathcal{E}_s \otimes A \mathcal{E}_r^* \otimes A \mathcal{E}_q \otimes A \mathcal{E}_p^* & \xrightarrow{\hat{\mu}_{s,r,q-1}^{-1}} & \mathcal{E}_{s,r-1} \otimes A \mathcal{E}_{q-1} \\
\end{array}
\]

commutes. This shows that \((\xi \eta)^* = \eta^* \xi^*\) for all \(\xi \in B_{pq-1}\) and \(\eta \in B_{rs-1}\). Now let \(\xi \in \mathcal{E}_p \otimes A \mathcal{E}_q^*\) and \(\eta \in \mathcal{E}_r \otimes A \mathcal{E}_s^*\). Then

\[
\|\xi \cdot \eta\|^2 = \|\langle \xi \otimes \eta | \xi \otimes \eta \rangle\| = \|\langle \xi | \langle \eta | \eta \rangle \xi \rangle\| \leq \|\eta\|^2 \|\xi\|^2
\]

and hence \(\|\xi \cdot \eta\| \leq \|\xi\| \|\eta\|\).

It remains to check that the multiplication maps are associative. These are associative when restricted to the positive fibres. Hence it suffices to prove that

\[
\hat{\mu}_{gh,k} \circ (\hat{\mu}_{g,h} \otimes 1) = \hat{\mu}_{g,h,k} \circ (1 \otimes \hat{\mu}_{h,k})
\]

for \(g \in P^{-1}\) and \(k \in P\). In addition, for all \(p, q, r, s \in P\) with \(p \lor q, r \lor s < \infty\), we have that

\[
qr^{-1}((rq^{-1}(p \lor q) \lor s) = qr^{-1}((rq^{-1}(p \lor q)) \lor (r \lor s))
\]

\[
= q(r^{-1}(p \lor q) \lor r^{-1}(r \lor s))
\]

\[
= p \lor (qr^{-1}(r \lor s)).
\]

Thus all we need to show is that the diagram

\[
\begin{array}{ccc}
\mathcal{E}_p \otimes A \mathcal{E}_q \otimes A \mathcal{E}_r \otimes A \mathcal{E}_s & \xrightarrow{1 \otimes \hat{\mu}_{q,r-1,s}} & \mathcal{E}_p \otimes A \mathcal{E}_{q,r-1} \otimes A \mathcal{E}_{s-1} \\
\mathcal{E}_{p-1}(p \lor q) \otimes A \mathcal{E}_{q-1}(p \lor q) \otimes A \mathcal{E}_r \otimes A \mathcal{E}_s & \xrightarrow{\hat{\mu}_{p-1,q,r-1}^{-1}} & \mathcal{E}_{p-1} \otimes A \mathcal{E}_r \\
\end{array}
\]

commutes, where

\[
u = s^{-1}(rq^{-1}(p \lor q) \lor s) = s^{-1}(rq^{-1}(p \lor q) \lor s)
\]

\[
u = s^{-1}(rq^{-1}(p \lor q) \lor s) = s^{-1}(rq^{-1}(p \lor q) \lor s).
\]

In what follows, we will identify the ideal \(\mathcal{E}_{p,q'} | \mathcal{E}_{p',q'}\) with \(\langle \mathcal{E}_p | \mathcal{E}_p' \rangle | \mathcal{E}_{p',q'}\) via \(\mu_{p,q'}^{-1}\). We also identify \(\langle \mathcal{E}_p | \mathcal{E}_p' \rangle\) with \(\langle \mathcal{E}_p | \mathcal{E}_{p'} \rangle\). Since \(\hat{\mathcal{E}}\) is simplifiable, it follows that \(\langle \mathcal{E}_p | \mathcal{E}_p' \rangle\) maps \(\mathcal{E}_q\) into \(\mathcal{E}_q^*\langle \mathcal{E}_{p-1}(p \lor q) | \mathcal{E}_{q-1}(p \lor q)\rangle\) because \(\langle \mathcal{E}_p | \mathcal{E}_p' \rangle \mathcal{E}_q \subseteq \langle \mathcal{E}_p | \mathcal{E}_p' \rangle \mathcal{E}_q\) and \(\mathcal{E}_q = \langle \mathcal{E}_q | \mathcal{E}_q \rangle \mathcal{E}_q\) (see also Lemma 8.1.7). Similarly,

\[
\mathcal{E}_p^* \langle \mathcal{E}_p | \mathcal{E}_q \rangle = \langle \mathcal{E}_p | \mathcal{E}_q \rangle^* \subseteq \langle \mathcal{E}_r \langle \mathcal{E}_{r-1}(p \lor q) | \mathcal{E}_{r-1}(p \lor q)\rangle \rangle^* = \langle \mathcal{E}_{r-1}(p \lor q) | \mathcal{E}_{r-1}(p \lor q) \rangle \mathcal{E}_r^*.
\]

Applying again the fact that \(\hat{\mathcal{E}}\) is simplifiable to the ideals \(\langle \mathcal{E}_{q-1}(p \lor q) | \mathcal{E}_{q-1}(p \lor q)\rangle\) and \(\langle \mathcal{E}_{r-1}(p \lor q) | \mathcal{E}_{r-1}(p \lor q)\rangle\), we deduce that

\[
\mathcal{E}_p^* \otimes A \mathcal{E}_q \otimes A \mathcal{E}_r \otimes A \mathcal{E}_s \to \mathcal{E}_p^* \otimes A \mathcal{E}_q \cdot I \otimes A I \cdot \mathcal{E}_r \otimes A \mathcal{E}_s,
\]
where $I = \langle \mathcal{E}_{(r^{-1}(r v s) \vee q^{-1}(p v q))} | \mathcal{E}_{(r^{-1}(r v s) \vee q^{-1}(p v q))} \rangle$. By Theorem 3.24, $\mathcal{E}_q I = \langle \mathcal{E}_q I | \mathcal{E}_q I \rangle I$ and $I \mathcal{E}_q^* = I \mathcal{E}_q^* \langle \mathcal{E}_q I | \mathcal{E}_q I \rangle$. From this we obtain the inclusion
\[ \mathcal{E}_p^* \otimes_A \mathcal{E}_q \otimes_A \mathcal{E}_r^* \otimes_A \mathcal{E}_s \to \mathcal{E}_p^* \otimes_A \mathcal{E}_q \otimes_A \mathcal{E}_r^* \otimes_A \mathcal{E}_s, \quad (5.1.10) \]

because
\[ q(r^{-1}(r \vee s) \vee q^{-1}(p \vee q)) = qr^{-1}(r \vee s) \vee (p \vee q) = qr^{-1}(r \vee s) \vee p = pu \]
and
\[ r(r^{-1}(r \vee s) \vee q^{-1}(p \vee q)) = (r \vee s) \vee qr^{-1}(p \vee q) = s \vee qr^{-1}(p \vee q) = sv. \]

Now the associativity of the multiplication on $\mathcal{E}$ implies that
\[ (\mu_{s, s^{-1}(r \vee s)}^{-1} \otimes 1) \mu_{r v s, s^{-1}(s v)}^{-1} = (1 \otimes \mu_{s, s^{-1}(r \vee s), s^{-1}(s v)}) \mu_{s, s^{-1}(r \vee s)}, \]
and
\[ (\mu_{r, r^{-1}(r v s)}^{-1} \otimes 1) \mu_{r v s, s^{-1}(s v)}^{-1} = (1 \otimes \mu_{r, r^{-1}(r v s), s^{-1}(s v)}) \mu_{r, r^{-1}(s v)}. \]

These are two commutative diagrams:
\[
\begin{align*}
&\langle \langle \mathcal{E}_{s v} | \mathcal{E}_{s v} \rangle \rangle \otimes_A \mathcal{E}_s \to \langle \langle \mathcal{E}_{r v s} \langle \langle \mathcal{E}_{r v s}^{-1} s v \rangle \rangle | \mathcal{E}_{r v s} \rangle \rangle \mathcal{E}_s \\
\text{E}_{s v} \otimes_A \mathcal{E}_r \otimes_A \mathcal{E}_s^* \otimes_A \mathcal{E}_s &\to \mathcal{E}_{r v s} \langle \langle \mathcal{E}_{r v s}^{-1} s v \rangle \rangle \otimes_A \mathcal{E}_{s^{-1}(r v s)}^* \quad (5.1.11) \\
\text{E}_{s v} \otimes_A \mathcal{E}_r \otimes_A \mathcal{E}_s^* &\to \mathcal{E}_{r v s} \langle \langle \mathcal{E}_{r v s}^{-1} s v \rangle \rangle \mathcal{E}_{s^{-1}(r v s)}^* \otimes_A \mathcal{E}_r \otimes_A \mathcal{E}_s^*.
\end{align*}
\]

The same arguments show that the following diagrams commute:
\[
\begin{align*}
&\langle \langle \mathcal{E}_{p u} | \mathcal{E}_{p u} \rangle \rangle \otimes_A \mathcal{E}_q \to \langle \langle \mathcal{E}_{p v q} \langle \langle \mathcal{E}_{p v q}^{-1} p u \rangle \rangle | \mathcal{E}_{p v q}^{-1} p u \rangle \rangle \mathcal{E}_q \\
\text{E}_{p u} \otimes_A \mathcal{E}_{q^{-1} p u} \otimes_A \mathcal{E}_q^* \otimes_A \mathcal{E}_q &\to \mathcal{E}_{p v q} \langle \langle \mathcal{E}_{p v q}^{-1} p u \rangle \rangle \otimes_A \mathcal{E}_{q^{-1} p v q}^* \quad (5.1.13) \\
\text{E}_{p u} \otimes_A \mathcal{E}_q^* \otimes_A \mathcal{E}_{q^{-1} p u} &\to \mathcal{E}_{p v q} \otimes_A \mathcal{E}_{p v q}^{-1} p u \otimes_A \mathcal{E}_{q^{-1} p u}^*.
\end{align*}
\]
5. FELL BUNDLES OVER QUASI-LATTICE ORDERED GROUPS

Using again that the multiplication is associative on \(E\), we deduce the identity

\[ \mu_{q^{-1}(p \lor q) \cdot (p \lor q)^{-1} - pu} (\mu_{q^{-1}(p \lor q) \cdot (p \lor q)^{-1} - pu} 1) = \mu_{q^{-1} p \lor q \cdot (p \lor q)^{-1} - pu} (1 \otimes \mu_{q^{-1}(p \lor q) \cdot (p \lor q)^{-1} - pu}) \]

This produces the commutative diagram

\[
\begin{array}{cccc}
E_r \otimes_A E_r' \otimes_A E_{(p \lor q)^{-1} - pu} & \xrightarrow{1 \otimes \mu_{q^{-1}(p \lor q) \cdot (p \lor q)^{-1} - pu}} & E_r \otimes_A E_q^{-1} \\
\mu_{q^{-1}(p \lor q) \cdot (p \lor q)^{-1} - pu} & & \mu_{q^{-1}(p \lor q) \cdot (p \lor q)^{-1} - pu} \\
E_{q^{-1} - pu} \otimes_A E_{(p \lor q)^{-1} - pu} & \xrightarrow{\mu_{q^{-1}(p \lor q) \cdot (p \lor q)^{-1} - pu}} & E_{q^{-1} - pu}.
\end{array}
\]

We have a similar commutative diagram for \(q, r^{-1}(r \lor s)\) and \((r \lor s)^{-1} - sv\). In addition, notice that \((p \lor q)^{-1} - pu = (rq^{-1}(p \lor q))^{-1} - sv\), \((r \lor s)^{-1} - sv = (qr^{-1}(r \lor s))^{-1} - pu\) and \(q^{-1} - pu = r^{-1} - sv\). It follows from the above commutative diagrams that the following two inclusions coincide:

\[
E_{pu}^* \otimes_A E_q \otimes_A E_r' \otimes_A E_s \cong E_{pu}^* \otimes_A E_q \otimes_A E_r' \otimes_A E_{(r \lor s)^{-1} - sv} \]

\[
\cong E_{pu}^* \otimes_A E_q \otimes_A (E_r' \otimes_A E_r) \otimes_A E_{(r \lor s)^{-1} - sv} \]

\[
\cong E_{pu}^* \otimes_A E_q \otimes_A (E_r^* \otimes_A E_r) \otimes_A E_{(r \lor s)^{-1} - sv} \]

\[
\cong (E_r^* \otimes_A E_{(r \lor s)^{-1} - pu} \otimes_A E_{(r \lor s)^{-1} - sv}) \otimes_A E_{(r \lor s)^{-1} - sv} \]

\[
\subseteq (E_{q^{-1} - pu} \otimes_A E_{(r \lor s)^{-1} - sv}) \otimes_A E_{(r \lor s)^{-1} - sv} \]

\[
\subseteq (E_{q^{-1} - pu} \otimes_A E_{(r \lor s)^{-1} - sv}) \otimes_A E_{(r \lor s)^{-1} - sv} \quad (5.1.15)
\]

\[
E_{pu}^* \otimes_A E_q \otimes_A E_r' \otimes_A E_s \equiv E_{(p \lor q)^{-1} - pu} \otimes_A E_{(p \lor q)^{-1} - pu} \otimes_A E_q \otimes_A E_{r'} \otimes_A E_s \]

\[
\equiv E_{pu}^* \otimes_A E_q \otimes_A (E_{r'} \otimes_A E_s) \otimes_A E_{(r \lor s)^{-1} - sv} \]

\[
\equiv E_{pu}^* \otimes_A E_q \otimes_A E_{qr^{-1}(r \lor s)} \otimes_A E_{(r \lor s)^{-1} - sv} \]

\[
\equiv (E_{qr^{-1}(r \lor s)} \otimes_A E_{qr^{-1}(r \lor s)} \otimes_A E_{(r \lor s)^{-1} - sv}) \otimes_A E_{(r \lor s)^{-1} - sv} \]

\[
\subseteq (E_{q^{-1} - pu} \otimes_A E_{(r \lor s)^{-1} - sv}) \otimes_A E_{(r \lor s)^{-1} - sv} \]

\[
\subseteq (E_{q^{-1} - pu} \otimes_A E_{(r \lor s)^{-1} - sv}) \otimes_A E_{(r \lor s)^{-1} - sv} \quad (5.1.16)
\]

Now let us go back to the diagram

\[
\begin{array}{cccc}
E_p^* \otimes_A E_q \otimes_A E_r' \otimes_A E_s & \xrightarrow{\mu_{q^{-1}(p \lor q) \cdot (p \lor q)^{-1} - pu} \otimes_A 1} & E_p^* \otimes_A E_{(r \lor s)^{-1} - sv} \otimes_A E_{q^{-1}(r \lor s)} \\
\mu_{p^{-1} - qr^{-1} - pu} & & \mu_{p^{-1} - qr^{-1} - pu} \\
E_{p^{-1}(p \lor q)} \otimes_A E_{q^{-1}(p \lor q)} \otimes_A E_s & \xrightarrow{\mu_{p^{-1} - qr^{-1} - pu} \otimes_A 1} & E_{u} \otimes_A E_{q^{-1}(r \lor s)}.
\end{array}
\]

It follows from (5.1.10) that its top-right composite combines the top-right composites of (5.1.11) and (5.1.12), with (5.1.15) and the left arrow of (5.1.14). The left-bottom composite of (5.1.17) involves the top-right composites of (5.1.13) and (5.1.14), the inclusion (5.1.16), as well as the left arrows of (5.1.11). So applying the relations

\[
E_{qr^{-1}(r \lor s)} \otimes_A E_{q^{-1}(r \lor s)} \equiv (E_q \otimes A E_{q^{-1}(r \lor s)})(E_{qr^{-1}(r \lor s)} \otimes_A E_{q^{-1}(r \lor s)} - 1) =
\]

\[
(E_{qr^{-1}(r \lor s)} \otimes A E_{q^{-1}(r \lor s)})(E_{q^{-1}(r \lor s)} \otimes_A E_{q^{-1}(r \lor s)} - 1)
\]
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and using the equality of \((5.1.15)\) and \((5.1.16)\), we deduce from the commutativity of the diagrams described above that the diagram \((5.1.17)\) also commutes, as desired.

In order to prove the uniqueness property, let \(\hat{E}' = (\hat{E}'_g)_{g \in G}\) be another Fell bundle that is semi-saturated and orthogonal and extends the structure of product system of \(E\). Let \(j' = \{j'_p\}_{p \in P}\) be the family of isomorphisms \(E_p \cong \hat{E}'_p\). We obtain an isomorphism of Hilbert bimodules \(j'_{p-1}: E_p^* \to \hat{E}'_{p-1}\) through the composite

\[
E_p^* \cong E_p \to E_p \to \hat{E}'_p \to \hat{E}'_{p-1},
\]

where the arrow involved in the left-hand side is the canonical conjugate-linear map and \(\ast\) in the right-hand side is the involution in \((\hat{E}'_g)_{g \in G}\). This is indeed an isomorphism of complex vector spaces since the involution operation on \(\hat{E}'\) is also a conjugate-linear map. Furthermore, the ideal \(A\) determined by \(j'_p(E_p)j'_p(E_p)^*\) is contained in \(j'_p(E_p|E_p^*)\) because \(E_p = \{E_p|E_p\}E_p\) and \(j'\) preserves the multiplication on \(E\). And for all \(\xi, \eta\) and \(\zeta \in E_p\), we have that

\[
j'_p((\langle \xi | \eta \rangle)j'_p(\eta) = j'_p(\xi j'_p(\eta)) = j'_p(\xi j'_p(\eta)) = j'_p(\xi j'_p(\eta))j'_p(\eta).
\]

This implies that \(j'_p((\langle \xi | \eta \rangle)j'_p(\eta) = j'_p(\xi j'_p(\eta))j'_p(\eta)\) because \(E_p = \{E_p|E_p\}E_p\) acts faithfully on \(E_p\) and \(j'_p\) is also injective. So we let \(j'_p\) be the zero map if \(g \vee e = \infty\) and for \(g \in G\) with \(g \vee e < \infty\), we let \(j'_p: \mathcal{E}_{g\vee e} \to \hat{E}'_p\) be defined on elementary tensors by \(\xi \otimes \eta^* \to j'_p(\xi)|_{g^{-1}
\vee e} = (\eta^* j'_p(\eta))\). This is isometric because \(j'_p\) and \(j'_p(\eta)|_{\vee e}\) preserve inner products. These maps are surjective because \(E_1\) is semi-saturated and orthogonal. Since it extends \(E\) and \(j'\), preserves the structure of Hilbert bimodule of \(E_p^*\), it follows that \(\{j'_p\}_{p \in P}\) is an isomorphism between Fell bundles. This completes the proof of the theorem. \(\square\)

**Corollary 5.1.18.** Let \(E = (E_p)_{p \in P}\) be a simplifiable product system of Hilbert bimodules. For each \(p \in P\), set \(I_p := \{E_p|E_p\}\) and \(\mathcal{I} = \{I_p\}_{p \in P}\). Then the canonical \(\ast\)-homomorphism from \(A\) to the relative Cuntz–Pimsner algebra \(\mathcal{O}_{\mathcal{I}, E}\) is an isomorphism onto the gauge-fixed point algebra \(\mathcal{O}_{\mathcal{I}, E}^\ast\). Moreover, \(\mathcal{O}_{\mathcal{I}, E}^\ast \cong E_p\) for all \(p \in P\).

**Proof.** Let \((E_g)_{g \in G}\) be the Fell bundle associated to \(E\) as in the previous theorem and let \(C^*((E_g)_{g \in G})\) be its full cross sectional \(C^*\)-algebra. Let \(\hat{j} = \{\hat{j}_g\}_{g \in G}\) denote the canonical representation of \((E_g)_{g \in G}\) in \(C^*((E_g)_{g \in G})\). Since \((E_g)_{g \in G}\) extends the structure of \(E\), there is a canonical representation of \(E\) in \(C^*((E_g)_{g \in G})\) obtained by

\[
\xi \mapsto \hat{j}_p(\xi).
\]

Given \(p \in P\) and \(\xi, \eta \in E_p\), the multiplication \(\xi \otimes \eta^*\) in \((E_g)_{g \in G}\) is precisely the left inner product \(\langle \xi | \eta \rangle\), so that the representation of \(E\) in \(C^*((E_g)_{g \in G})\) is Cuntz–Pimsner covariant on \(\mathcal{I}\). As a result, the canonical map from \(A\) to \(\mathcal{O}_{\mathcal{I}, E}\) is injective. Since \(E\) is simplifiable, its representation in \(\mathcal{O}_{\mathcal{I}, E}\) is Nica covariant by Proposition \(5.1.17\). Thus, \(\mathcal{O}_{\mathcal{I}, E}^\ast\) is the closed linear span of the set

\[
\{j_p(\xi)_p(\eta)\}_{p \in P} = \mathcal{O}_{\mathcal{I}, E}^\ast.
\]

So the Cuntz–Pimsner covariance condition implies that \(j_c: A \to \mathcal{O}_{\mathcal{I}, E}^\ast\) is an isomorphism.

It follows that \(j_p: E_p \to \mathcal{O}_{\mathcal{I}, E}^\ast\) is injective for all \(p \in P\). Again because the representation of \(E\) in \(\mathcal{O}_{\mathcal{I}, E}\) is Nica covariant, \(\mathcal{O}_{\mathcal{I}, E}^\ast\) is generated by elements of the form \(j_q(\xi)_q(\eta)\) with \(q \vee e = p\). Using that \(\mu_p, r\) is a correspondence isomorphism, we deduce from Cuntz–Pimsner covariance that \(j_p\) is also surjective, as asserted. \(\square\)

**Remark 5.1.19.** In order to build a Fell bundle out of a simplifiable product system in the proof of Theorem \(5.1.8\) we defined the fibres as well as the operations of a Fell bundle explicitly and established the required axioms for Fell bundles, such as associativity of the multiplication maps. From this we derived Corollary \(5.1.18\) One could also prove Corollary \(5.1.18\) by using Theorem 6.2.5.
and Proposition 6.3.8. Thus Theorem 5.1.8 would follow as a consequence. In order to obtain a self-contained theory, we have chosen to construct the Fell bundle out of a simplifiable product system of Hilbert bimodules explicitly. We will build an equivalence between the corresponding bicategories in a similar fashion.

5.2 The equivalence of bicategories

Let \((B_g)_{g \in G}\) be a semi-saturated Fell bundle with respect to \((G, P)\). There is a canonical product system associated to \((B_g)_{g \in G}\). Indeed, for each \(p \in P\), view \(B_p\) as a Hilbert \(B_c\)-bimodule with left and right actions inherited from the multiplication in \((B_g)_{g \in G}\). The left inner product is given by \(\langle x, y \rangle := \xi \eta^*\), while the right inner product is \(\langle \xi | \eta \rangle := \xi^* \eta\). The property (S1) of Definition 5.1.1 says that \(B = (B_p)_{p \in P}\) is a product system with isomorphisms \(B_B \cong B_g \cong B_{pq}\) coming from the multiplication in \((B_g)_{g \in G}\). If \((B_g)_{g \in G}\) is also orthogonal, the next result states that the cross sectional \(C^*\)-algebra of \((B_g)_{g \in G}\) can be recovered from \(B\).

**Proposition 5.2.1.** Let \((B_g)_{g \in G}\) be a Fell bundle that is semi-saturated and orthogonal with respect to \((G, P)\). Then \(B = (B_p)_{p \in P}\) is a simplifiable product system of Hilbert bimodules. Its relative Cuntz–Pimsner algebra \(O_{\mathcal{I}, B}\) is naturally isomorphic to the cross sectional \(C^*\)-algebra of \((B_g)_{g \in G}\).

**Proof.** Let \(p, q \in P\) and set \(g = p^{-1} q\). Notice that \(p \lor q = \infty\) if and only if \(g \lor q = \infty\) and hence \(\langle B_p, B_q \rangle = \langle B_g \rangle = \{0\}\). Suppose \(p \lor q < \infty\). Then \(g \lor q = p^{-1}(p \lor q)\) and \(g^{-1} = q^{-1}(p \lor q)\) so that

\[
\langle B_p, B_q \rangle = \{0\} = \langle B_g \rangle = \{0\} = \langle B_p, B_q \rangle.
\]

The representation of \((B_g)_{g \in G}\) in \(C^*((B_g)_{g \in G})\) restricted to the fibres over \(P\) is Cuntz–Pimsner covariant on \(\mathcal{I}\). This gives us a *-homomorphism \(\psi: O_{\mathcal{I}, B} \to C^*((B_g)_{g \in G})\). In order to build the inverse of \(\psi\), let us define a representation \(\hat{\phi} = \{\phi_g\}_{g \in G}\) of \((B_g)_{g \in G}\) in \(O_{\mathcal{I}, B}\).

Let \(g \in G\). If \(g \lor e = \infty\), then \(O_{\mathcal{I}, B}^g = \{0\} = B_g\) and \(\hat{\phi}_g\) is the zero map. For \(g = p \in P\), we set \(\phi_p := j_p\). Now let \(g \in G\) with \(g \lor e = \infty\) and let \(\xi \in B_g\) be of the form \(\eta \xi^*\) with \(\eta \in B_{g \lor e}\) and \(\xi \in B_{g^{-1} \lor e}\). Set \(\phi_g(\xi) := j_{g \lor e}(\eta) j_{g^{-1} \lor e}(\xi^*)\). Given \(\eta, \eta' \in B_{g \lor e}\) and \(\xi, \xi' \in B_{g^{-1} \lor e}\), the Cuntz–Pimsner covariance condition entails

\[
\hat{\phi}_g(\xi j_{g \lor e}(\eta)^* j_{g \lor e}(\eta')) j_{g^{-1} \lor e}(\xi'^*) = j_e(\langle \xi | \eta \rangle | \eta' \rangle \langle \xi' | \eta' \rangle) = \hat{\phi}_e(\langle \eta \xi^* | \eta'^* \rangle).
\]

Hence the axiom \(\|b\|^2 = \|b^* b\|\) applied to \(b \in B_g\) ensures that \(\hat{\phi}_g\) extends to a continuous linear map from \(B_g = B_{g \lor e} B_{g^{-1} \lor e}\) to \(O_{\mathcal{I}, B}\), which we still denote by \(\hat{\phi}_g\). By definition, \(\hat{\phi}_g(\xi)^* = \phi_g^{-1}(\xi^*)\) for all \(\xi \in B_g\) and \(g \in G\). So it remains to prove that \(\phi_{gh}(\xi \eta) = \phi_g(\xi) \phi_h(\eta)\) for all \(\xi \in B_g, \eta \in B_h, g, h \in G\). This clearly holds if \(g, h \in P\) because the representation of \(B\) in \(O_{\mathcal{I}, B}\) preserves multiplication. In addition, since the representation of \(B\) in \(O_{\mathcal{I}, B}\) is Nica covariant, given \(p, q \in P, \xi \in B_p\) and \(\eta \in B_q\), it follows that \(j_p(\xi)^* j_q(\eta) = 0\) whenever \(p \lor q = \infty\). In case \(p \lor q < \infty\), it follows that

\[
B_p B_q \subseteq B_p B_{pq} B_{pq} B_q.
\]

We deduce from the Cuntz–Pimsner covariance condition that, for all \(\xi, \xi' \in E_{p \lor q},\)

\[
\hat{\phi}_p(\xi)^* j_e(\langle \xi | \xi' \rangle) j_q(\eta) = \hat{\phi}_p(\xi)^* j_{p \lor q}(\xi) j_{p \lor q}(\xi'^*) j_q(\eta).
\]

Combining this with the fact that \(j = \{j_p\}_{p \in P}\) is a representation of \(B\), we conclude that \(\phi_{gh}(\xi \eta) = \phi_g(\xi) \phi_h(\eta)\) for all \(\xi \in B_g, \eta \in B_h, g, h \in G\). Therefore, this induces a *-homomorphism \(\hat{\phi}: C^*((B_g)_{g \in G}) \to O_{\mathcal{I}, B}\), which is the inverse of \(\psi\).

Combining Example 5.1.4 with the previous proposition, we obtain the following:

**Corollary 5.2.2.** Let \(E = (E_p)_{p \in P}\) be a compactly aligned product system and \(O_{\mathcal{I}, E}\) a relative Cuntz–Pimsner algebra associated to \(E\). Then \((C^*_{\mathcal{I}, E})_{p \in P}\) is simplifiable.
Definition 5.2.3. Let \((G, P)\) be a quasi-lattice order. A Fell bundle over \(G\) is said to be extended from \(P\) if it is semi-saturated and orthogonal with respect to the quasi-lattice ordered group structure of \((G, P)\).

Definition 5.2.4. Let \((B_g)_{g \in G}\) and \((C_g)_{g \in G}\) be Fell bundles extended from \(P\). A correspondence \((\mathcal{F}, U): (B_g)_{g \in G} \to (C_g)_{g \in G}\) consists of a \(C^*\)-correspondence \(\mathcal{F}: B_e \rightsquigarrow C_e\) and a family of isometries \(U_g: B_g \otimes_{B_e} \mathcal{F} \to \mathcal{F} \otimes_{C_e} C_g\), such that \(U_g: B_e \otimes_{B_e} \mathcal{F} \cong \mathcal{F} \otimes_{C_e} C_e\) is the isomorphism which sends \(b \otimes (\xi e)\) to \(\psi(b) \xi \otimes e\) and, for all \(p \in P\), \(U_p\) is unitary. Here we are regarding the \(B_g\)'s as correspondences over \(B_e\). We also require the following diagram to commute for all \(g, h \in G\):

\[
\begin{array}{ccc}
(B_g \otimes_{B_e} B_h) \otimes_{B_e} \mathcal{F} & \xrightarrow{\mu_{g,h} \otimes 1} & B_{gh} \otimes_{B_e} \mathcal{F} \\
\downarrow & & \downarrow 1 \otimes U_{gh} \\
B_g \otimes_{B_e} (B_h \otimes_{B_e} \mathcal{F}) & \xrightarrow{1 \otimes U_h} & (B_g \otimes_{B_e} \mathcal{F}) \otimes_{C_e} C_h \\
\downarrow & & \downarrow U_g \otimes 1 \\
B_g \otimes_{B_e} (\mathcal{F} \otimes_{C_e} C_h) & \xleftarrow{1} & (B_g \otimes_{B_e} \mathcal{F}) \otimes_{C_e} C_h \otimes_{C_e} C_{gh}.
\end{array}
\]

A correspondence \((\mathcal{F}, U)\) is proper if \(\mathcal{F}\) is a proper correspondence.

It is unclear to us whether or not all of the \(U_g\)'s in the above definition are unitary whenever the \(U_p\)'s are so.

Definition 5.2.6. We will denote by \(\mathfrak{C}^{(G, P)}\) the bicategory whose objects are Fell bundles over \(G\) extended from \(P\) and arrows \((B_g)_{g \in G} \to (C_g)_{g \in G}\) are correspondences as above. A 2-morphism \(w: (\mathcal{F}_0, U_0) \Rightarrow (\mathcal{F}_1, U_1)\) is a correspondence isomorphism \(w: \mathcal{F}_0 \to \mathcal{F}_1\) making the following diagram commute for all \(g \in G\):

\[
\begin{array}{ccc}
B_g \otimes_{B_e} \mathcal{F}_0 & \xrightarrow{1_{\mathcal{F}_0} \otimes w} & \mathcal{F}_0 \otimes_{C_e} C_g \\
\downarrow & & \downarrow w \otimes 1_{C_g} \\
B_g \otimes_{B_e} \mathcal{F}_1 & \xrightarrow{U_{\mathcal{F}_1}} & \mathcal{F}_1 \otimes_{C_e} C_g.
\end{array}
\]

The unit arrow on an object \((B_g)_{g \in G}\) is the identity correspondence \(B_e: B_e \to B_e\) with the family of isomorphisms \(\iota_g = \{\iota_{B_g}\}_{g \in G}\), where \(\iota_{B_g}\) is the isomorphism \(B_e \otimes_{B_e} B_g \cong B_g \otimes_{B_e} B_e\) obtained as in Definition 4.3.3. The further data needed for a bicategory is also defined as in Definition 4.3.3. We let \(\mathfrak{C}^{p\,(G, P)}\) be the sub-bicategory of \(\mathfrak{C}^{(G, P)}\) whose arrows are proper correspondences.

Lemma 5.2.7. Let \((\mathcal{F}, U): (B_g)_{g \in G} \to (C_g)_{g \in G}\) be a morphism in \(\mathfrak{C}^{(G, P)}\). Then its restriction to the positive fibres is a covariant correspondence

\[(B_a, B, \mathcal{I}_B) \to (C_a, C, \mathcal{I}_C),\]

where \(\mathcal{I}_B\) and \(\mathcal{I}_C\) denote the families of Katsura’s ideals for \(B\) and \(C\), respectively.

Proof. Let \((\mathcal{F}, U)\) be a correspondence from \((B_g)_{g \in G}\) to \((C_g)_{g \in G}\). By definition, \(U_p: B_p \otimes_{B_e} \mathcal{F} \to \mathcal{F} \otimes_{C_e} C_p\) is unitary whenever \(p\) belongs to the positive cone \(P\). Thus, all we need to prove is that the ideal \(\langle B_p | B_p \rangle\) maps \(\mathcal{F}\) into \(\langle C_p | C_p \rangle\). This follows from (5.2.5). We let \(p^{-1}\) play the role of \(q\) and obtain the commutative diagram

\[
\begin{array}{ccc}
B_p \otimes_{B_e} B_p^* \otimes_{B_e} \mathcal{F} & \xrightarrow{\mu_{p,p^{-1}} \otimes 1} & B_p B_p^* \otimes_{B_e} \mathcal{F} \\
\downarrow & & \downarrow U_p \\
B_p \otimes_{B_e} \mathcal{F} \otimes_{C_e} C_p & \xrightarrow{U_p \otimes 1} & \mathcal{F} \otimes_{C_e} C_p \otimes_{C_e} C_p.
\end{array}
\]

The image of the top map is \(\langle B_p | B_p \rangle\mathcal{F}\) and the image of the right map is \(\mathcal{F} \langle C_p | C_p \rangle\). Hence \(\langle B_p | B_p \rangle\mathcal{F} \subseteq \mathcal{F} \langle C_p | C_p \rangle\). \(\blacksquare\)
Lemma 5.2.8. Let $\mathcal{E} = (\mathcal{E}_p)_{p \in P}$ and $\mathcal{G} = (\mathcal{G}_p)_{p \in P}$ be simplifiable product systems of Hilbert bimodules and let $(\hat{\mathcal{E}}_g)_{g \in G}$ and $(\hat{\mathcal{G}}_g)_{g \in G}$ be the associated Fell bundles extended from $P$. Let $(\mathcal{F}, \mathcal{V}): (A, E, I_E) \to (B, \mathcal{G}, I_\mathcal{G})$ be a covariant correspondence. There is a correspondence $(\mathcal{F}^1, U): (\hat{\mathcal{E}}_g)_{g \in G} \to (\hat{\mathcal{G}}_g)_{g \in G}$ such that $\mathcal{F}^1 = \mathcal{F}$ as a $C^*$-correspondence and $U_p = V_p$ for all $p \in P$. Moreover, if $U' = \{U'_g\}_{g \in G}$ is another family of isometries turning $\mathcal{F}$ into a correspondence from $(\hat{\mathcal{E}}_g)_{g \in G}$ to $(\hat{\mathcal{G}}_g)_{g \in G}$ and such that $U'_p = V_p$ for all $p \in P$, then $U'_g = U_g$ for all $g \in G$.

Proof. We begin by defining the family of isometries $U = \{U_g\}_{g \in G}$. For $g \in G$ satisfying $g \vee e = \infty$, we let $U_g$ be the zero map. If $p \in P$, we put $U_p = V_p$. Using the inclusion $\langle \langle \mathcal{E}_p | \mathcal{E}_p \rangle \rangle \mathcal{F} \subseteq \mathcal{F} \langle \langle \mathcal{G}_p | \mathcal{G}_p \rangle \rangle$, we obtain an isometry $U_{p^{-1}}: \mathcal{E}^*_p \otimes_A \mathcal{F} \cong \mathcal{F} \otimes_B \mathcal{G}^*_p$ for each $p \in P$ through the embedding

$$\mathcal{E}^*_p \otimes_A \mathcal{F} \cong \mathcal{E}^*_p \otimes_A \langle \langle \mathcal{E}_p | \mathcal{E}_p \rangle \rangle \langle \langle \mathcal{F} | \mathcal{G}_p \rangle \rangle \langle \langle \mathcal{G}_p | \mathcal{G}_p \rangle \rangle \cong \mathcal{E}^*_p \otimes_A \mathcal{F} \otimes_B \langle \langle \mathcal{G}_p | \mathcal{G}_p \rangle \rangle \langle \langle \mathcal{G}_p | \mathcal{G}_p \rangle \rangle \cong \mathcal{E}^*_p \otimes_A \mathcal{F} \otimes_B \mathcal{G}^*_p$$

Finally, given $g \in G \setminus (P \cup P^{-1})$ with $g \vee e < \infty$, we let $U_g$ be the composite

$$\mathcal{E}^*_g \otimes_A \mathcal{E}^*_g \otimes_B \mathcal{F} \cong \mathcal{E}^*_g \otimes_A \langle \langle \mathcal{E}_g | \mathcal{E}_g \rangle \rangle \langle \langle \mathcal{F} | \mathcal{G}_g \rangle \rangle \langle \langle \mathcal{G}_g | \mathcal{G}_g \rangle \rangle \cong \mathcal{E}^*_g \otimes_A \mathcal{F} \otimes_B \langle \langle \mathcal{G}_g | \mathcal{G}_g \rangle \rangle \langle \langle \mathcal{G}_g | \mathcal{G}_g \rangle \rangle \cong \mathcal{E}^*_g \otimes_A \mathcal{F} \otimes_B \mathcal{G}^*_g$$

We set $U = \{U_g\}_{g \in G}$ and $\mathcal{F}^1 := \mathcal{F}$. In order to prove that $(\mathcal{F}^1, U)$ is a correspondence $(\hat{\mathcal{E}}_g)_{g \in G} \to (\hat{\mathcal{G}}_g)_{g \in G}$, let us first establish the commutativity of the diagram

$$\begin{array}{ccc}
\mathcal{E}^*_p \otimes_A \mathcal{E}^*_p \otimes_B \mathcal{F} & \xrightarrow{1 \otimes U_{p^{-1}}} & \mathcal{E}^*_p \otimes_A \mathcal{F} \\
\mathcal{E}^*_p \otimes_A \mathcal{F} \otimes_B \mathcal{G}^*_p & \xrightarrow{U_{p^{-1}} \otimes 1} & \mathcal{F} \otimes_B \mathcal{G}^*_p \\
\end{array}$$

Observe that

$$\mathcal{E}^*_q \otimes_A \mathcal{E}^*_q \otimes_B \mathcal{F} \cong \mathcal{E}^*_q \otimes_A \langle \langle \mathcal{E}_q | \mathcal{E}_q \rangle \rangle \langle \langle \mathcal{F} | \mathcal{G}_q \rangle \rangle \langle \langle \mathcal{G}_q | \mathcal{G}_q \rangle \rangle \cong \mathcal{E}^*_q \otimes_A \mathcal{F} \otimes_B \langle \langle \mathcal{G}_q | \mathcal{G}_q \rangle \rangle \langle \langle \mathcal{G}_q | \mathcal{G}_q \rangle \rangle \cong \mathcal{E}^*_q \otimes_A \mathcal{F} \otimes_B \mathcal{G}^*_q$$

So using that $V_p$ and $V_q$ intertwine the actions of $A$ and $B$ and the coherence axiom (4.3.2), we see that the above diagram commutes. Now since we have proven that the pair $(\mathcal{F}^1, U)$ makes (3.2.5) commute if $g, h \in P^{-1}$ and the same is true for $g, h \in P$, it suffices to show that (3.2.5) is commutative for $g \in P^{-1}$ and $h \in P$ with $g^{-1} \vee h < \infty$. This corresponds to the diagram

$$\begin{array}{ccc}
\mathcal{E}^*_p \otimes_A \mathcal{E}^*_p \otimes_B \mathcal{F} & \xrightarrow{1 \otimes U_{p^{-1}}} & \mathcal{E}^*_p \otimes_A \mathcal{F} \\
\mathcal{E}^*_p \otimes_A \mathcal{F} \otimes_B \mathcal{G}^*_p & \xrightarrow{U_{p^{-1}} \otimes 1} & \mathcal{F} \otimes_B \mathcal{G}^*_p \\
\end{array}$$

As a first step, we claim that (5.2.9) commutes when one replaces either $p$ or $q$ by $p \vee q$. Indeed, notice that

$$\mathcal{E}^*_{p \vee q} \otimes_A \mathcal{E}^*_{p \vee q} \otimes_B \mathcal{F} = \mathcal{E}^*_{p \vee q} \otimes_A \mathcal{E}^*_p \otimes_A \mathcal{F} \langle \langle \mathcal{G}^{-1}_{p \vee q} \rangle \rangle$$

because $\langle \langle \mathcal{E}^*_{p \vee q} \rangle \rangle$ maps $\mathcal{G}_q$ into $\langle \langle \mathcal{E}^*_{p \vee q} \rangle \rangle$ and $\mathcal{E}^*_{p \vee q} \otimes_A \mathcal{F} \cong \mathcal{F} \otimes_B \mathcal{G}^*_p$. Then an elementary tensor of $\mathcal{E}^*_{p \vee q} \otimes_A \mathcal{F}$ may be written as $\eta \otimes \xi \otimes_A \zeta \beta$, where $\eta \in \mathcal{E}^*_{p \vee q}$, $\xi \in \mathcal{E}_p$, $\zeta \in \mathcal{F}$ and $\beta$ lies in the ideal $\langle \langle \mathcal{G}^{-1}_{p \vee q} \rangle \rangle$. In addition, for all $\xi_1, \xi_2, \zeta \in \mathcal{G}_q$ and $\eta_1, \eta_2 \in \mathcal{G}^{-1}_{p \vee q}$, we
have that
\[
\langle \langle \xi_1 \mid \eta_1 \rangle \mid \langle \xi_2 \mid \zeta \rangle \rangle = \langle \langle \xi_1 \rangle \rangle \langle \langle \eta_1 \rangle \rangle \langle \langle \xi_2 \rangle \rangle \langle \langle \zeta \rangle \rangle = \langle \langle \mu_{q,q}^{-1}(p,v,q) \xi_1 \otimes \eta_1 \rangle \rangle \langle \langle \mu_{q,q}^{-1}(p,v,q) \xi_2 \otimes \eta_2 \rangle \rangle \langle \langle \zeta \rangle \rangle.
\]

Now combining this fact with the commutativity of the diagram
\[
\begin{array}{ccc}
\mathcal{F} \otimes \mathcal{G}_q \otimes \mathcal{G}_q^{-1}(p,v,q) & \xleftarrow{\mathcal{V}_q \otimes 1} & \mathcal{E}_q \otimes \mathcal{F} \otimes \mathcal{G}_q^{-1}(p,v,q) \\
1 \otimes \mu_{q,q}^{-1}(p,v,q) & \downarrow & 1 \otimes \mu_{q,q}^{-1}(p,v,q) \\
\mathcal{F} \otimes \mathcal{G}_q \otimes \mathcal{G}_q^{-1}(p,v,q) & \xrightarrow{1 \otimes \mu_{q,q}^{-1}(p,v,q)} & \mathcal{E}_q \otimes \mathcal{G}_q^{-1}(p,v,q) \otimes \mathcal{F}
\end{array}
\]
we deduce from the definition of the $U_g$'s for $g \in P^{-1}$ that \textbf{[5.2.9]} commutes if we let $p \lor q$ play the role of $p$.

Let us prove that \textbf{[5.2.9]} is also commutative when one replaces $q$ by $p \lor q$. In this case, we have that
\[
\mathcal{E}_p^* \otimes_A \mathcal{E}_{p,v,q} \otimes_A \mathcal{F} = \mathcal{E}_p^* \otimes_A \mathcal{E}_{p,v,q} \otimes_A \mathcal{F} (\mathcal{G}_{p,v,q} \mid \mathcal{G}_{p,v,q})
\]
and notice that, for $\xi_1, \xi_2 \in \mathcal{G}_p$ and $\eta_1, \eta_2 \in \mathcal{G}_{p^{-1}(p,v,q)}$, one has
\[
\langle \langle \mu_{p,p}^{-1}(p,v,q) \xi_1 \mid \mu_{p,p}^{-1}(p,v,q) \xi_2 \rangle \rangle = \langle \langle \xi_1 \rangle \rangle \langle \langle \eta_1 \rangle \rangle \langle \langle \xi_2 \rangle \rangle \langle \langle \eta_2 \rangle \rangle.
\]
We then establish the proof of our claim by applying the commutativity of the diagram
\[
\begin{array}{ccc}
\mathcal{E}_{p,v,q} \otimes \mathcal{F} & \xleftarrow{\mu_{p,p}^{-1}(p,v,q) \otimes 1} & \mathcal{E}_p \otimes \mathcal{E}_{p^{-1}(p,v,q)} \otimes \mathcal{F} \\
\mathcal{V}_{p,v,q} \otimes \mathcal{F} & \xrightarrow{1 \otimes \mu_{p,p}^{-1}(p,v,q)} & \mathcal{E}_p \otimes \mathcal{F} \otimes \mathcal{G}_{p^{-1}(p,v,q)}
\end{array}
\]
In order to prove the general case, we use the equality
\[
\langle \langle \xi \mid \eta \rangle \rangle \xi = \langle \langle \eta \rangle \rangle \xi,
\]
where $\xi, \eta, \zeta \in \mathcal{E}_{p,v,q}$. This implies the commutativity of the diagram
\[
\begin{array}{ccc}
\langle \langle \mathcal{E}_{p,v,q} \mid \mathcal{E}_{p,v,q} \rangle \rangle \otimes_A \mathcal{F} & \xleftarrow{1 \otimes \mathcal{U}_{p,v,q}^{-1}} & \mathcal{E}_{p,v,q} \otimes_A \mathcal{F} \otimes_B \mathcal{G}_{p,v,q} \\
\mathcal{V}_{p,v,q} \otimes \mathcal{F} & \xrightarrow{1 \otimes \mathcal{U}_{p,v,q}^{-1}} & \mathcal{E}_{p,v,q} \otimes \mathcal{F} \otimes_B \mathcal{G}_{p,v,q}
\end{array}
\]
Then the commutativity of this diagram and of \textbf{[5.2.9]} for the above particular cases establish the commutativity of \textbf{[5.2.9]} for all $p, q \in P$.

We are left with the task of proving uniqueness of $U = \{U_g\}_{g \in G}$. This will follow from successive applications of the coherence axiom \textbf{[5.2.5]}. Let $U' = \{U'_g\}_{g \in G}$ be a family of isometries making $\mathcal{F}$ into a correspondence
\[
(\hat{\xi}_g)_{g \in G} \rightarrow (\hat{\mathcal{G}}_g)_{g \in G}
\]
and such that $U'_g = V_g$ for all $p \in P$. By \textbf{[5.2.5]},
\[
U'_g = (U'_{g \lor e} \otimes 1)(1 \otimes U'_{g^{-1}(g \lor e)^{-1}}) = (V_{g \lor e} \otimes 1)(1 \otimes U'_{g^{-1}(g \lor e)^{-1}}).
\]
Hence it suffices to show that $U'_{g^{-1}} = U_{g^{-1}}$ for all $p \in P$. To do so, we use again \textbf{[5.2.9]} to obtain the
With the canonical identification \( \langle E \rangle \) once of the diagram \((g, h)\) above for \( \langle E \rangle \) shows that

\[
U_{p-1}' = (U_{p-1}' \otimes 1_B)(1_{E^*} \otimes V_c) \circ \text{can}.
\]

Since \( V_p \) is unitary, we may replace the right-hand side above by

\[
(U_{p-1}' \otimes 1_B )(1_{E^*} \otimes (V_p \otimes 1_{G^*_p} )(V_p^{-1} \otimes 1_{G^*_p} )) (1_{E^*} \otimes V_c) \circ \text{can}.
\]

Now we apply (5.2.10) to the composite \( (U_{p-1}' \otimes 1_{G^*_p} )(1_{E^*} \otimes V_p) \) and arrive at a description of \( U_{p-1}' \), which is precisely the definition of \( U_{p-1}' \).

We let \( \mathcal{E}^p \) be the full sub-bicategory of \( \mathcal{E}^P \) whose objects are triples \((A, \mathcal{E}, \mathcal{I})\), where \( \mathcal{E} \) is a simplefiable product system of Hilbert bimodules and \( \mathcal{I} \) is the family of Katsura’s ideals for \( \mathcal{E} \) as in the previous lemma. We will denote by \( \mathcal{E}^P_{pr,*} \) the sub-bicategory of \( \mathcal{E}^P \) in which the arrows are proper covariant correspondences.

**Theorem 5.2.11.** There is an equivalence of bicategories \( \mathcal{E}^P_{pr,*} \rightarrow \mathcal{E}^{(G,P)} \) which sends an object \((A, \mathcal{E}, \mathcal{I})\) to the associated Fell bundle \((\hat{\mathcal{E}}_g)_{g \in G}\) extended from \( P \). This restricts to an equivalence \( \mathcal{E}^P_{pr,*} \rightarrow \mathcal{E}^{(G,P)}_{pr,*} \).

**Proof.** In order to describe a homomorphism of bicategories \( \mathcal{E}^P \rightarrow \mathcal{E}^{(G,P)} \), let us first prove that a 2-morphism \( w: (\mathcal{F}_0, V_0) \Rightarrow (\mathcal{F}_1, V_1) \) produces a 2-arrow \( w^*: (\mathcal{F}_0, U_0) \Rightarrow (\mathcal{F}_1, U_1) \) such that \( w^* = w \) as a correspondence isomorphism \( \mathcal{F}_0 \cong \mathcal{F}_1 \). To do so, we need to show that \( w \) makes the diagram

\[
\begin{array}{ccc}
\hat{\mathcal{E}}_g \otimes_A \mathcal{F}_0 & \xrightarrow{U_{g,a}} & \mathcal{F}_0 \otimes_B \hat{\mathcal{G}}_g \\
1_{E^*} \otimes w & \downarrow & w \otimes 1_{G^*_g} \\
\hat{\mathcal{E}}_g \otimes_A \mathcal{F}_1 & \xrightarrow{U_{1,g}} & \mathcal{F}_1 \otimes_B \hat{\mathcal{G}}_g
\end{array}
\]

commute. By construction, this commutes for all \( p \in P \). Hence it suffices to establish its commutativity for \( g, h \in P^{-1} \), since \( (\hat{\mathcal{E}}_g)_{g \in G} \) and \( (\hat{\mathcal{G}}_g)_{g \in G} \) are extended from \( P \). This follows from the commutativity of the diagram

\[
\begin{array}{ccc}
\mathcal{F}_0 \otimes_B \mathcal{G}_p & \xrightarrow{U_{g,0,p}^{-1}} & \mathcal{E}^*_g \otimes_A \mathcal{F}_0 \\
\downarrow & & \downarrow \text{can} \\
\mathcal{F}_1 \otimes_B \mathcal{G}_p & \xrightarrow{U_{g,1,p}^{-1}} & \mathcal{E}^*_g \otimes_A \mathcal{F}_1
\end{array}
\]

once \( w \) intertwines the actions of \( A \) and \( B \). So we define a homomorphism of bicategories \( L^*: \mathcal{E}^P_{pr,*} \rightarrow \mathcal{E}^{(G,P)} \) by sending a simplifiable product system \( \mathcal{E} = (\mathcal{E}_p)_{p \in P} \) to its associated Fell bundle \((\hat{\mathcal{E}}_g)_{g \in G}\) and a morphism \((\mathcal{F}, V): (A, \mathcal{E}, \mathcal{I}_\mathcal{E}) \rightarrow (B, \mathcal{G}, \mathcal{I}_\mathcal{G})\) to the arrow \((\mathcal{F}^*, U): (\hat{\mathcal{E}}_g)_{g \in G} \rightarrow (\hat{\mathcal{G}}_g)_{g \in G}\) built out of \((\mathcal{F}, V)\) as in Lemma 5.2.8. A 2-arrow \( w \) is mapped to \( w^* \) as above. Clearly, this data yields a functor

\[
\mathcal{E}^P_{pr,*}(\mathcal{F}, V): (A, \mathcal{E}, \mathcal{I}_\mathcal{E}) \rightarrow (B, \mathcal{G}, \mathcal{I}_\mathcal{G})
\]

between the groupoids of arrows associated to the objects \((A, \mathcal{E}, \mathcal{I}_\mathcal{E})\) and \((B, \mathcal{G}, \mathcal{I}_\mathcal{G})\). Furthermore, it follows from Lemmas 5.2.7 and 5.2.8 that such a functor is an equivalence. Given arrows

\[
(\mathcal{F}, V): (A, \mathcal{E}, \mathcal{I}_\mathcal{E}) \rightarrow (A_1, \mathcal{E}_1, \mathcal{I}_{\mathcal{E}_1}), \quad (\mathcal{F}_1, V_1): (A_1, \mathcal{E}_1, \mathcal{I}_{\mathcal{E}_1}) \rightarrow (A_2, \mathcal{E}_2, \mathcal{I}_{\mathcal{E}_2}),
\]
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5.3. AMENABILITY FOR FELL BUNDLES EXTENDED FROM FREE SEMIGROUPS

we have that

\[(\mathcal{F} \otimes_{A_1} \mathcal{F}_1)^2 = \mathcal{F}^2 \otimes_{A_1} \mathcal{F}_1^2 = \mathcal{F} \otimes_{A_1} \mathcal{F}_1\]

as correspondences \(A \sim A_2\). Moreover, the product of arrows in \(\mathcal{C}^{G,P}\) is defined as in \(\mathcal{C}_P^G\) and Lemma 5.2.8 tells us that \((\mathcal{F} \otimes_{A_1} \mathcal{F}_1, V \circ V_1)\) extends uniquely to a correspondence \((\mathcal{E}_g)_{g \in G} \rightarrow (\mathcal{E}_g')_{g \in G}\). This guarantees that \(L^*\) preserves the product of arrows. Thus, this is indeed a homomorphism of bicategories.

As mentioned above, \(L^*\) is locally an equivalence. So to see that \(L^*\) is an equivalence, it remains to show that it is biessentially surjective by [28, Lemma 3.1]. That is, for each \((B_g)_{g \in G} \in \text{ob} \mathcal{C}^{G,P}\), we must find \(b \in \text{ob} \mathcal{C}_P^G\) and arrows

\[(\mathcal{F}, U): L^*(b) \rightarrow (B_g)_{g \in G}, \quad (\mathcal{F}', U'): (B_g)_{g \in G} \rightarrow L^*(b)\]

for which there are coherent isomorphisms

\[(\mathcal{F}, U) \circ (\mathcal{F}', U') \cong (B_e, i_G), \quad (\mathcal{F}', U') \circ (\mathcal{F}, U) \cong 1_{L^*(b)}\]

Our natural choice of \(b\) is the triple \((B_e, \mathcal{B}, \mathcal{I}_G)\), where \(\mathcal{B}\) is the product system of Hilbert bimodules associated to \((B_g)_{g \in G}\). This is simplifiable by Proposition 5.2.1 and hence it indeed gives rise to an object of \(\mathcal{C}_P^G\). So we let \((\hat{B}_g)_{g \in G}\) be its image under \(L^*\). Since the structure of product system of \(\mathcal{B}\) is inherited from \((B_g)_{g \in G}\), Theorem 5.1.3 implies that \((\hat{B}_g)_{g \in G}\) is isomorphic to \((B_g)_{g \in G}\) in an obvious way. Such an isomorphism and the unit arrow \((B_e, i_G)\), once put together, produce an adjoint equivalence between \((\hat{B}_g)_{g \in G}\) and \((B_g)_{g \in G}\) [see 28, Definition 1.1] for the required coherence axioms. The last assertion in the statement follows from the fact that \(\mathcal{F}^2 = \mathcal{F}\) as correspondences over \(A\). \(\square\)

5.3 Amenability for Fell bundles extended from free semigroups

A quasi-lattice ordered group \((G, P)\) is called amenable if the Fock representation \(\psi^+: C^*(G, P) \rightarrow \mathbb{B}(l_2(P))\) is injective (see [47, Section 4.2] and also Example 4.2.13). Examples of amenable quasi-lattice orders are free groups [19, 47], Baumslag–Solitar groups \(BS(c, d)\) with \(c, d\) positive integers [16] and, of course, \((G, P)\) for an amenable group \(G\). Counterexamples are, for instance, nonabelian Artin groups of finite type [17]. In [19], Exel proved that Fell bundles extended from a free semigroup \(\mathbb{F}^+\) are amenable, under a separability hypothesis. In this section, we follow the ideas of [16] to show that any Fell bundle extended from \(\mathbb{F}^+\) is amenable, with no extra assumptions. But here we deduce faithfulness of the regular representation from gauge-invariant uniqueness theorems for relative Cuntz–Pimsner algebras. The same techniques are employed to show that a Fell bundle extended from \(BS(c, d)^+\) is always amenable. This suggests that amenability for Fell bundles extended from a positive cone is connected with amenability of the underlying quasi-lattice ordered group.

**Proposition 5.3.1.** A Fell bundle \((B_g)_{g \in \mathbb{F}}\) extended from \(\mathbb{F}^+\) is amenable, where \(\mathbb{F}\) denotes the free group on a set of generators \(S\).

**Proof.** Let \(\theta: \mathbb{F} \rightarrow \mathbb{Z}\) be the group homomorphism defined on the generators by \(a \mapsto 1\), for all \(a \in S\). So for \(b \in \mathbb{F}^+\), \(\theta(b) = |b|\) is the length of \(b\) in its reduced form. This induces a coaction of \(\mathbb{Z}\) on \((B_g)_{g \in G}\) by [18, Example A.28]. Hence it provides \(C^*((B_g)_{g \in \mathbb{F}})\) with a topological \(\mathbb{Z}\)-grading, for which the corresponding spectral subspace at \(m \in \mathbb{Z}\) is the closure of

\[\text{span}\{\xi_p \cdot \eta_q^* | p, q \in \mathbb{F}^+ \text{ and } \theta(p) - \theta(q) = m\}\]

Now let \(\mathcal{G}\) be the direct sum \(\bigoplus_{a \in S} B_a\) viewed as a correspondence over \(B_e\) in the usual way. Let \(I_G\) be Katsura’s ideal for \(\mathcal{G}\). That is,

\[I_G = \varphi_{\mathcal{G}}^{-1}(K_0(\mathcal{G})) \cap (\ker \varphi_{\mathcal{G}})^\perp = \bigoplus_{a \in S} B_a B_a^*\].
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This sum is indeed orthogonal because \( B_aB_a^*B_bB_b^* = \{0\} \) for \( a \neq b \). It follows that

\[
\left( \bigoplus_{a \in S} \xi_a \right)^* \left( \bigoplus_{a \in S} \eta_a \right) = \bigoplus_{a \in S} \xi_a^* \eta_a
\]

in \( C^*((B_g)_{g \in \mathbb{F}}) \), where \( \xi_a, \eta_a \in B_a \) for all \( a \in S \). Thus we get a representation of \( G \) in \( C^*((B_g)_{g \in \mathbb{F}}) \) obtained by restricting the representation of \( (B_g)_{g \in \mathbb{G}} \) to the \( B_a \)'s. This is a gauge-compatible injective representation of \( G \) that is covariant on \( I_G \). Hence it induces an isomorphism \( \Omega_{I_G, G} : C^*((B_g)_{g \in \mathbb{F}}) \to C^*((B_g)_{g \in \mathbb{F}}) \) by \( \theta \).

We claim that \( C^*((B_g)_{g \in \mathbb{F}}) \) also carries a topological \( \mathbb{Z} \)-grading, for which the regular representation \( \lambda : C^*((B_g)_{g \in \mathbb{F}}) \to C^*((B_g)_{g \in \mathbb{F}}) \) is a grading-preserving \( * \)-homomorphism. Indeed, for each \( z \in \mathbb{T} \), define a unitary \( U_z \in \mathcal{B}(\ell_2((B_g)_{g \in \mathbb{F}})) \) by setting

\[
\eta^+ := \bigoplus_{g \in \mathbb{F}} \eta_g \mapsto U_z(\eta^+) = \bigoplus_{g \in \mathbb{F}} z^{\theta(g)} \eta_g.
\]

Then \( \lambda(b) \mapsto U_z \lambda(b) U_z^* \) is a continuous action of \( \mathbb{T} \) on the reduced cross sectional \( C^* \)-algebra of \( (B_g)_{g \in \mathbb{F}} \).

Hence \( C^*((B_g)_{g \in \mathbb{F}}) \) is a topologically \( \mathbb{Z} \)-graded \( C^* \)-algebra (see Example 2.2.8).

Thus the composition of the regular representation \( \lambda \) with the isomorphism \( \Omega_{I_G, G} : C^*((B_g)_{g \in \mathbb{F}}) \to C^*((B_g)_{g \in \mathbb{F}}) \) gives a gauge-compatible injective representation of \( G \) that is covariant on \( I_G \). So we invoke again the gauge-invariant uniqueness theorem for Katsura’s relative Cuntz–Pimsner algebra of a single correspondence, namely [29 Theorem 6.4], to derive faithfulness of \( \lambda \). This shows that \( (B_g)_{g \in \mathbb{F}} \) is amenable.

Let \( c \) and \( d \) be positive integers. Recall from Example 4.2.4 that the Baumslag–Solitar group \( BS(c, d) \) is the universal group on two generators \( a \) and \( b \) subject to the relation \( ab^c = b^da \) and \( (BS(c, d), BS(c, d)^+) \) is a quasi-lattice ordered group, where \( BS(c, d)^+ \) is the unital subsemigroup generated by \( a \) and \( b \). As for free groups, there is a group homomorphism \( \theta : BS(c, d) \to \mathbb{Z} \) which is given on generators by \( a \mapsto 1 \) and \( b \mapsto 0 \). We follow [16] and [56] and call \( \theta(g) \) for \( g \in BS(c, d) \) the height of \( g \).

Each \( p \in BS(c, d)^+ \) has a reduced form

\[
p = b_1^{s_1}ab_1 \ldots b_k^{s_k-1}ab^k,
\]

with \( 0 \leq s_i < d \) for all \( i \in \{1, \ldots, k-1\} \) and \( \theta(p) = k \). As in [16], we set

\[
\text{stem}(p) := b_1^{s_1}ab_1 \ldots b_k^{s_k}a.
\]

Given a Fell bundle extended from \( BS(c, d)^+ \), we will again construct a correspondence \( G \) over a \( C^* \)-algebra \( B \) so that \( \Omega_{I_G, G} : C^*((C_g)_{g \in BS(c, d)}) \to C^*((C_g)_{g \in BS(c, d)}) \).

We need the following lemma:

**Lemma 5.3.2** ([16] Lemma 3.4). Let \( p, q \in BS(c, d)^+ \) be such that \( p \vee q < \infty \). Then:

(i) \( \theta(p) > \theta(q) \), there is \( m \in \mathbb{N} \) with \( p \vee q = pb^m \);

(ii) \( \theta(p) = \theta(q) \), there is \( m \in \mathbb{N} \) with either

\[
p \vee q = pb^m = q, \quad \text{or} \quad p \vee q = qb^m = p.
\]

In particular, by the previous lemma, \( p \vee q = \infty \) and hence \( C^*_pC_q = \{0\} \) whenever \( p \) and \( q \) have reduced forms \( b^oa \) and \( b^oa \) with \( s_0 \neq t_0 \).

**Proposition 5.3.3.** A Fell bundle \( (C_g)_{g \in G} \) extended from \( BS(c, d)^+ \) is amenable.

**Proof.** Consider the \( C^* \)-subalgebra \( B \) of \( C^*((C_g)_{g \in BS(c, d)}) \) generated by the fibre \( C_b \) and the unit fibre \( C_c \). This is a topologically \( \mathbb{Z} \)-graded \( C^* \)-algebra for which the conditional expectation onto \( C_c \) coincides with that of \( C^*((C_g)_{g \in BS(c, d)}) \). The corresponding spectral subspace at \( m \in \mathbb{Z} \) is \( C_{c_m} \). We define a correspondence over \( B \) as follows. For each \( 0 \leq i < d \), we let \( \mathcal{G}_i = C_{b^ia} \otimes_{C_c} B \). We set

\[
\mathcal{G} = \bigoplus_{i=0}^{d-1} \mathcal{G}_i.
\]
5.4. Functoriality for Relative Cuntz–Pimsner Algebras

As a correspondence $C_e \sim B$. We extend the left action of $C_e$ to $B$ by using the multiplication in $B$. To do so, it suffices to find a representation of the Hilbert $C_e$-bimodule $C_b$ in $B(\mathcal{G})$ that is Cuntz–Pimsner covariant on $C_bC_b^*$ by Proposition 3.1.26. Thus for $\xi \in C_b$ and $i + 1 < d$, take an elementary tensor $\eta \otimes \zeta \in \mathcal{G}_i$. We define

$$\varphi_G(\xi)(\eta \otimes \zeta) := (\xi \cdot \eta) \otimes \zeta \in \mathcal{G}_{i+1}$$

If $i + 1 = d$, we use the relation $b^d a = ab^d$ and that $(C_g)_{g \in BS(c,d)}$ is extended from $BS(c,d)^+$ to identify the multiplication $\xi \cdot b \otimes c$ with an element of $\mathcal{G}_0$. Notice that $a \cdot b = b^d a = ab^d$ and hence $C_gC_g \subseteq C_gC_g^{-1}C_g^*$. This guarantees that $\varphi_G(\xi)$ is adjointable for all $\xi \in C_b$ and $\varphi_G(\xi)^*$ is given in a similar way by multiplication with $\xi^*$. This produces a *-homomorphism $\varphi_G : B \to B(\mathcal{G})$, which turns $\mathcal{G}$ into a correspondence over $B$. Using the relation $b^d a = ab^d$ and also $a^b c = b^d a$, we deduce that $C_bC_aC_a^*C_b^*$ is contained in $C_{b^a} \cdot B \cdot C_{b^a}^*$ in $C^*((C_g)_{g \in F})$, where $0 \leq i, j < d$. To do so, we take an $I_G$ of $\mathcal{G}$ is

$$I_G = \mathcal{G}_{b^a}C_{b^a}C_{b^a}^*C_{b^a}^* \otimes \mathcal{G}_{m,n} \otimes B,$$

since the left action of $B$ on $\mathcal{G}$ involves the multiplication on $(C_g)_{g \in BS(c,d)}$.

Because $C_gC_g = \{0\}$ whenever $p$ and $q$ have reduced forms $b^p a$ and $b^q a$ with $s_0 \neq t_0$, we have a canonical representation of $\mathcal{G}$ in $C^*((C_g)_{g \in BS(c,d)})$ coming from the identification $\mathcal{G}_i \cong C_{\nu^i a}, B$. Such a representation is injective, gauge-compatible and Cuntz–Pimsner covariant on $I_G$. This gives a surjective *-homomorphism $\phi : O_{I_G, \mathcal{G}} \to C^*((C_g)_{g \in BS(c,d)})$ because $(C_g)_{g \in BS(c,d)}$ is extended from the positive cone $BS(c,d)^+$. Now [29, Theorem 6.4] shows that $\phi$ is an isomorphism. Employing the same argument used in Proposition 5.3.1, we conclude that $C_g((C_g)_{g \in BS(c,d)})$ also carries a topological $\mathbb{Z}$-grading, for which the regular representation is compatible. Thus $\Lambda : C^*((C_g)_{g \in BS(c,d)}) \to C^*((C_g)_{g \in BS(c,d)})$ produces a gauge-compatible representation of $O_{I_G, \mathcal{G}}$ that is faithful on $B$, so that the gauge-invariant uniqueness theorem for $O_{I_G, \mathcal{G}}$ implies the desired isomorphism.

5.4 Functionality for relative Cuntz–Pimsner algebras

Although a covariant correspondence between two objects of $\mathcal{C}_P$ always produces a correspondence between the associated Fell bundles and vice-versa, we need properness to ensure that it also induces a C∗-correspondence between their C∗-algebras. In this section, we will restrict our attention to proper covariant correspondences. The fact that a proper covariant correspondence between objects of $\mathcal{C}_P$ yields a correspondence between their relative Cuntz–Pimsner algebras together with results from the previous section will imply that $\mathcal{C}_P^r$, is a reflective sub-bicategory of $\mathcal{C}_P^r$. We will then use functionality for relative Cuntz–Pimsner algebras to study Morita equivalence between these C∗-algebras, arising from equivalences in $\mathcal{C}_P^r$.

5.4.1 Relative Cuntz–Pimsner algebras as universal arrows

We begin by constructing correspondences out of morphisms in $\mathcal{C}_P^r$.

Proposition 5.4.1. Let $(F, V) : (A, \mathcal{E}, \mathcal{J}) \to (B, \mathcal{G}, \mathcal{J}_B)$ be a proper covariant correspondence. It induces a proper correspondence $O_{F, V} \subset O_{J_B, \mathcal{G}}$. In particular, a morphism in $\mathcal{C}_P^r$, between two simplifiable product systems of Hilbert bimodules produces a proper correspondence between the cross sectional C∗-algebras of the associated Fell bundles.

Proof. Let $F_{\mathcal{O}} := F \otimes_B O_{J_B, \mathcal{G}}$. We define a family of isometries $V^l = \{V^l_p\}_{p \in P}$ by setting, for all $p \in P$,

$$V^l_p : \mathcal{E}_p \otimes A \rightarrow \mathcal{E}_p \otimes B \otimes_O O_{J_B, \mathcal{G}} \rightarrow \mathcal{E}_p \otimes\text{id}_B \rightarrow \mathcal{F}_p \otimes\text{id}_{O_{J_B, \mathcal{G}}} \rightarrow F_{\mathcal{O}},$$

where $\mu_{\mathcal{G}}$ is the isometry $\mathcal{G}_p \otimes_B O_{J_B, \mathcal{G}} \Rightarrow O_{J_B, \mathcal{G}}$ obtained from the representation of $\mathcal{G}_p$ in $O_{J_B, \mathcal{G}}$. For each $\xi \in \mathcal{E}_p$, we set

$$\psi_p(\xi)(\eta) := V^l_p(\xi \otimes \eta), \quad \eta \in \mathcal{F}_p.$$

Because $F$ and $O_{J_B, \mathcal{G}}$ are proper correspondences, the map $\eta \mapsto \xi \oplus A \eta$ is compact. This is mapped to $\mathbb{K}(F_{\mathcal{O}})$ when composed with $V^l_p$ and, in particular, $\psi_p(\xi)$ is adjointable. The coherence axiom (4.3.2)
for \((\mathcal{F}, V)\) implies that \(\psi = \{\psi_p\}_{p \in P}\) preserves the multiplication on \(\mathcal{E}\). In addition, for all \(\xi, \eta \in \mathcal{E}_p\) and \(\zeta, \zeta' \in \mathcal{F}_\mathcal{O}\), we have that

\[
(\psi_p(\xi) \ast \psi_p(\eta) | \zeta') = (\psi_p(\eta) | \psi_p(\xi) \zeta') = (\zeta | \psi_\mathcal{E}(\eta) \xi) \zeta' = (\psi_\mathcal{E}(\xi) \eta | \zeta) 
\]

provided \(V_p^\prime\) is an isometry. Therefore, \(\psi = \{\psi_p\}_{p \in P}\) is a representation of \(\mathcal{E}\) by compact operators on \(\mathcal{F}_\mathcal{O}\).

We are left with the task of proving that \(\psi\) factors through \(\mathcal{O}_{J_A, \mathcal{E}}\). To do so, we will first prove that it is Cuntz–Pimsner covariant on \(J_A = \{J_p^A\}_{p \in P}\). The Nica covariance condition will then follow from the fact that the \(G\)-grading of \(\mathcal{O}_{J_B, \mathcal{G}}\) is extended from \(P\). The representation of \(\mathcal{G}\) in \(\mathcal{O}_{J_B, \mathcal{G}}\) is covariant on \(J_B\). Hence the \(^\ast\)-homomorphism \(j_{J_B} : B \to \mathcal{O}_{J_B, \mathcal{G}}\) satisfies

\[
j_{J_B}(J_p^A)\mathcal{O}_{J_B, \mathcal{G}} \subset \mu_{\mathcal{G}_p}(G_p \otimes_B \mathcal{O}_{J_B, \mathcal{G}})
\]

for all \(p \in P\). It follows that \(\psi_p(J_p^A)\) maps \(\mathcal{F}_\mathcal{O}\) into \(\mathcal{F} \otimes_B \mu_{\mathcal{G}_p}(G_p \otimes_B \mathcal{O}_{J_B, \mathcal{G}})\), provided \(J_p^A \mathcal{F} \subset \mathcal{F}J_p^B\).

Using that \(V_p\) is unitary, we see that this coincides with \(\psi_p(\mathcal{E}_p)\mathcal{F}_\mathcal{O}\). Proposition \[3.1.19\] ensures that \(\psi\) is covariant on \(J_p^A\).

To see that \(\psi\) is also Nica covariant, let \(p, q \in P, T \in K(\mathcal{E}_p)\) and \(S \in K(\mathcal{E}_q)\). Then

\[
\psi^{(p)}(T)(\mathcal{F}_\mathcal{O}) \subset \mathcal{F} \otimes_B \mu_{\mathcal{G}_p}(G_p \otimes_B \mathcal{O}_{J_B, \mathcal{G}})
\]

and

\[
\psi^{(q)}(S)(\mathcal{F}_\mathcal{O}) \subset \mathcal{F} \otimes_B \mu_{\mathcal{G}_q}(G_q \otimes_B \mathcal{O}_{J_B, \mathcal{G}}).
\]

We deduce that \(\psi^{(p)}(T)\psi^{(q)}(S) = 0\) if \(p \lor q = \infty\) because

\[
\mu_{\mathcal{G}_p}(G_p \otimes_B \mathcal{O}_{J_B, \mathcal{G}}) \ast \mu_{\mathcal{G}_q}(G_q \otimes_B \mathcal{O}_{J_B, \mathcal{G}}) = \{0\}
\]

in \(\mathcal{O}_{J_B, \mathcal{G}}\), so that \(\langle \xi | \psi^{(p)}(T)\psi^{(q)}(S)\eta \rangle = 0\) for all \(\xi, \eta \in \mathcal{F}_\mathcal{O}\). In case \(p \lor q < \infty\), we have that \(\psi^{(p)}(T)\psi^{(q)}(S)\) maps \(\mathcal{F}_\mathcal{O}\) into the intersection

\[
\big(\mathcal{F} \otimes_B \mu_{\mathcal{G}_p}(G_p \otimes_B \mathcal{O}_{J_B, \mathcal{G}})\big) \cap \big(\mathcal{F} \otimes_B \mu_{\mathcal{G}_q}(G_q \otimes_B \mathcal{O}_{J_B, \mathcal{G}})\big).
\]

Now the representation of \(\mathcal{G}\) in \(\mathcal{O}_{J_B, \mathcal{G}}\) is Nica covariant and hence

\[
j_{J_B}(K(\mathcal{G}_p)) \mu_{\mathcal{G}_q}(G_q \otimes_B \mathcal{O}_{J_B, \mathcal{G}}) \subset \mu_{\mathcal{G}_{pq}}(G_{pq} \otimes_B \mathcal{O}_{J_B, \mathcal{G}}).
\]

In addition, any element \(\eta \in \mathcal{F} \otimes_B \mu_{\mathcal{G}_p}(G_p \otimes_B \mathcal{O}_{J_B, \mathcal{G}})\) is the limit \(\lim \lambda S_\lambda(\eta)\) with \((S_\lambda)_{\lambda \in \Lambda}\) an approximate identity for \(K(\mathcal{F} \otimes_B j_{J_B}^{(p)}(K(\mathcal{G}_p)))\). This gives us

\[
\psi^{(p)}(T)\psi^{(q)}(S)\mathcal{F}_\mathcal{O} \subset \mathcal{F} \otimes_B \mu_{\mathcal{G}_{pq}}(G_{pq} \otimes_B \mathcal{O}_{J_B, \mathcal{G}}).
\]

The right-hand side above is contained in \(\psi_{pq}(\mathcal{E}_{pq})\mathcal{F}_\mathcal{O}\), provided \(V_{pq}\) is unitary. So we may invoke Proposition \[3.1.19\] again to deduce that \(\psi\) is Nica covariant and therefore descends to a \(\ast\)-homomorphism \(\mathcal{O}_{J_A, \mathcal{E}} \to K(\mathcal{F}_\mathcal{O})\), as desired. The last assertion in the statement follows from the fact that \(C^\ast(\langle \mathcal{E}_p \rangle_{p \in G})\) is canonically isomorphic to \(\mathcal{O}_{J_B, \mathcal{G}}\) whenever \(\mathcal{E}\) is a simplifiable product system of Hilbert bimodules (see Proposition \[5.2.1\]).

By Corollary \[5.2.2\], \((\mathcal{O}_{J_B, \mathcal{E}}, (\mathcal{O}_{J_B}^p)_{p \in P}, \mathcal{I}_{J_B, \mathcal{E}})\) is an object of \(\mathcal{C}_p^G\) for each \((A, \mathcal{E}, J) \in \text{ob } \mathcal{C}_p^G\). In what follows, we let

\[
v_{(A, \mathcal{E}, J)}: (A, \mathcal{E}, J) \to (\mathcal{O}_{J_B, \mathcal{E}}, (\mathcal{O}_{J_B}^p)_{p \in P}, \mathcal{I}_{J_B, \mathcal{E}})
\]

be the canonical proper covariance correspondence from Example \[4.3.4\]. That is, \(v_{(A, \mathcal{E}, J)} := (\mathcal{O}_{J_B, \mathcal{E}}, i_J)\).

**Proposition 5.4.2.** Let \((A, \mathcal{E}, J)\) and \((B, \mathcal{G}, I_{\mathcal{G}})\) be objects of \(\mathcal{C}_p^G\) and \(\mathcal{C}_p^{G,r}\), respectively. There is a groupoid equivalence

\[
\mathcal{C}_p^{G,r}(\langle \mathcal{O}_{J_B, \mathcal{E}}, (\mathcal{O}_{J_B}^p)_{p \in P}, \mathcal{I}_{J_B, \mathcal{E}} \rangle, (B, \mathcal{G}, I_{\mathcal{G}})) \cong \mathcal{C}_p^G((A, \mathcal{E}, J), (B, \mathcal{G}, I_{\mathcal{G}})),
\]

which is defined by composing objects with \(v_{(A, \mathcal{E}, J)}\).
5.4. Functoriality for Relative Cuntz–Pimsner Algebras

Proof. Let \((F, V): (A, E, J) \to (B, G, I_G)\) be a morphism in \(\mathcal{C}_p^E\). Let \(O_{F, V}\) be the correspondence \(O_{F, V} \sim O_{I_G,G}\) induced by \((F, V)\) built in the previous proposition. By Proposition 5.1.18 \(O_{I_G,G}\) is isomorphic to \(B\) and hence \(O_{F, V} = F \otimes_B O_{I_G,G} \cong F\). Since \(O_{F, V}\) acts by \(G\)-grading-preserving operators on \(O_{F, V}\), this induces a nondegenerate *-homomorphism from \(O_{F, V}\) to \(\mathbb{K}(F) \otimes_B \mathbb{K}(O_{I_G,G}) \cong \mathbb{K}(F)\). This makes \(F\) into a proper correspondence \(O_{F, V} \sim B\), which we denote by \(F^1\). We also have a correspondence isomorphism

\[ V^1_p: O_{F, V} \otimes_{O_{I_G,G}} F^2 \cong F^1 \otimes_B G_p, \]

obtained from \(O_{F, V}\) because \(O_{F, V}^p = F \otimes_B O_{I_G,G} \cong F \otimes G_p\) for all \(p \in P\) and \(O_{F, V}^p O_{F, V} = O_{F, V}\). It is indeed unitary, since

\[ F \otimes_B G_p \overset{w}{\cong} \mathcal{E}_p \otimes_A F \cong \mathcal{E}_p \otimes_A O_{F, V} \otimes_{O_{I_G,G}} F^2 \cong O_{O_{F, V}} \otimes_{O_{I_G,G}} F^4. \]

Thus we let \(V^2 = \{V^1_p\}_{p \in P}\).

In order to see that the pair \((F^2, V^4)\) is a proper covariant correspondence

\[(O_{F, V}^p, (O_{F, V}^p)_{p \in P}, I_{O_{F, V}}) \to (B, G, I_G),\]

it remains to prove that \(I_p O_{F, V}^p F \subseteq F I_p G_p^*\) for all \(p \in P\). The ideal \(I_p O_{F, V}^p\) is determined by the left inner product, so that \(I_p O_{F, V}^p = O_{F, V}^p I_p O_{I_G,G}\). Now \(O_{F, V}^p\) sends \(O_{F, V}^*\) to \(O_{F, V} F \otimes_B O_{I_G,G} \cong F \otimes G_p\), while \(O_{F, V}\) maps \(F \otimes_B O_{I_G,G}^*\) into \(F \otimes_B O_{I_G,G}^* O_{I_G,G}\). The isomorphism \(O_{I_G,G} O_{I_G,G}^* \cong \mathbb{K}(G_p^*)\) implies that \((F^2, V^4)\) is a proper covariant correspondence.

Now let \((F, V): (O_{F, V}^p, (O_{F, V}^p)_{p \in P}, I_{O_{F, V}}) \to (B, G, I_G)\) be a proper covariant correspondence. Let \(O_{F, V}\) be the proper correspondence \(O_{O_{F, V}} \sim O_{I_G,G}\) induced by \((F, V)\) as in Proposition 5.1.18. As before, we have that \(O_{F, V}^p \cong F \otimes_B G_p\) for all \(p \in P\) and \(O_{F, V} \cong F\). By the same argument, we have isomorphisms \(O_{F, V} O_{O_{F, V}} \cong O_{F, V}\) and \(O_{F, V} O_{O_{F, V}} \cong O_{F, V}\). The restriction of the left action of \(O_{F, V}\) to \(P^p\) is precisely its left action on \(F \otimes_B G_p\). So we obtain a proper correspondence \(F^p: A \sim B\).

We define isomorphisms \(V^p_0: \mathcal{E}_p \otimes_A F^p \cong F^p \otimes_B G_p\) using that \(O_{F, V}^p = J_p(\mathcal{E}_p) O_{F, V}^p O_{I_G,G}\) in \(O_{F, V}\) and \(O_{F, V}\) is invariant under the left action of \(O_{F, V}\), so that

\[ \mathcal{E}_p \otimes_A F^p \cong \mathcal{E}_p \otimes_A O_{F, V}^p \otimes_{O_{I_G,G}} F \cong O_{F, V}^p \otimes_{O_{I_G,G}} F \cong F^p \otimes_B G_p. \]

This gives a proper covariant correspondence \((F^p, V^p_0): (A, E, J) \to (B, G, I_G)\), since \(J_p^p\) is sent to \(I_p^p\) for all \(p \in P\) through the canonical *-homomorphism \(A \to O_{F, V}^p\).

A representation of \(O_{F, V}\) is uniquely determined by \((A, E)\). So, by construction, \((F^p, V^p_0) = (F, V)\) for a given morphism \((F, V): (A, E, J) \to (B, G, I_G)\). Similarly, we have \((F^p, V^p'_0) = (F, V)\) for a proper covariant correspondence \((F, V): (O_{F, V}^p, (O_{F, V}^p)_{p \in P}, I_{O_{F, V}}) \to (B, G, I_G)\). Therefore, \((F, V) \to (F^p, V^p)\) is a one-to-one correspondence.

We claim that a 2-arrow \(w: (F_0, V_0) \to (F_1, V_1)\) is also \(O_{F, V}\)-linear regarded as an isomorphism \(F^p_0 \cong F^p_1\). Indeed, let \(\text{Ad}_{w @ 1} : \mathbb{B}(F_0, O) \to \mathbb{B}(F_1, O)\) be given by

\[ T \mapsto (w \otimes 1_{O_{F, V}^p}) T (w^* \otimes 1_{O_{F, V}^p}). \]

Composing it with the representation of \(E\) in \(\mathbb{K}(F_0, O)\), we get a Nica covariant representation of \(E\) in \(\mathbb{K}(F_1, O)\) that is covariant on \(J\) and coincides with its representation in \(\mathbb{K}(F_1, O)\) obtained as in Proposition 5.1.18. Since a representation of \(O_{F, V}\) is uniquely determined by its restriction to \(A\) and \(E\), we conclude that \(w\) is also \(O_{F, V}\)-linear. From this we deduce that \(w\) satisfies the coherence axiom needed for a 2-morphism

\[ (F^p_0, V^p_0) \Rightarrow (F^p_1, V^p_1). \]

We denote the corresponding 2-arrow by \(w^p_1\). We also let \(w^p_0\) be the 2-arrow in \(\mathcal{C}_p^E((A, E, J), (B, G, I_G))\) obtained from a 2-arrow in \(\mathcal{E}_p((O_{F, V}^p, (O_{F, V}^p)_{p \in P}, I_{O_{F, V}}), (B, G, I_G))\). Then \((F, V) \to (F^p, V^p)\), \(w \mapsto w^p\) is an equivalence of categories. This functor is naturally equivalent to the composition with \(v_{(A, E, J)}\). Such an equivalence has component at \((F, V)\) determined by the canonical correspondence isomorphism \(O_{F, V} \otimes_{O_{I_G,G}} F \cong F^2\). Therefore, composition with \(v_{(A, E, J)}\) establishes a
groupoid equivalence.

Corollary 5.4.3. The sub-bicategory $\mathcal{C}_{\text{pr,*}}^P \subseteq \mathcal{C}_{\text{pr}}^P$ is reflective. That is, the inclusion homomorphism $R: \mathcal{C}_{\text{pr,*}}^P \hookrightarrow \mathcal{C}_{\text{pr}}^P$ has a left adjoint $L: \mathcal{C}_{\text{pr}}^P \to \mathcal{C}_{\text{pr,*}}^P$. This is defined on objects by

$$(A, \mathcal{E}, \mathcal{J}) \mapsto (\mathcal{O}_{\mathcal{J}, \mathcal{E}}^P, (\mathcal{O}_{\mathcal{J}, \mathcal{E}}^P)_{p \in P}, \mathcal{I}_{\mathcal{O}_{\mathcal{J}, \mathcal{E}}}).$$

Proof. By Proposition 5.4.2, $\nu_{(A, \mathcal{E}, \mathcal{J})}: (A, \mathcal{E}, \mathcal{J}) \to (\mathcal{O}_{\mathcal{J}, \mathcal{E}}^P, (\mathcal{O}_{\mathcal{J}, \mathcal{E}}^P)_{p \in P}, \mathcal{I}_{\mathcal{O}_{\mathcal{J}, \mathcal{E}}})$ is a universal arrow. We conclude that $R$ is left adjointable by Theorem 3.3.3. From the proof of the theorem, we deduce that its left adjoint $L$ sends $(A, \mathcal{E}, \mathcal{J})$ to $(\mathcal{O}_{\mathcal{J}, \mathcal{E}}^P, (\mathcal{O}_{\mathcal{J}, \mathcal{E}}^P)_{p \in P}, \mathcal{I}_{\mathcal{O}_{\mathcal{J}, \mathcal{E}}})$.

The homomorphism $L$ maps an arrow $(F, V): (A, \mathcal{E}, \mathcal{J}) \to (A_1, \mathcal{E}_1, \mathcal{J}_1)$ to

$$L(F, V) = (\nu_{(A_1, \mathcal{E}_1, \mathcal{J}_1)} \circ (F, V))^2 = ((F \otimes A_1, \mathcal{O}_{\mathcal{J}_1, \mathcal{E}_1}) (V \bullet \mathcal{I}_{\mathcal{E}_1})).$$

5.4.2 Morita equivalence for relative Cuntz–Pimsner algebras

Let $\mathcal{C}_{\text{G}}$ denote the bicategory whose objects are $C^*$-algebras carrying a coaction of $G$. Arrows are correspondences with a coaction of $G$ compatible with those on the underlying $C^*$-algebras. We refer to [18] Definition 2.10 for a precise definition. See also [18] Theorem 2.15 for $\mathcal{C}_{\text{G}}$. Let $\mathcal{C}_{\text{pr}}^P$ be the sub-bicategory of $\mathcal{C}_{\text{G}}$ whose arrows are proper correspondences.

Corollary 5.4.4. The construction of relative Cuntz–Pimsner algebras is functorial. There is a homomorphism of bicategories $\mathcal{C}_{\text{pr}}^P \to \mathcal{C}_{\text{G}}$ which is defined on objects by

$$(A, \mathcal{E}, \mathcal{J}) \mapsto \mathcal{O}_{\mathcal{J}, \mathcal{E}}.$$

Proof. It follows from Proposition 5.4.1 that a proper covariant correspondence between two simplifiable product systems of Hilbert bimodules gives rise to a nondegenerate proper correspondence between their relative Cuntz–Pimsner algebras with a gauge-compatible coaction of $G$. This yields a homomorphism of bicategories $\mathcal{C}_{\text{pr,*}}^P \to \mathcal{C}_{\text{G}}^P$ which sends $(B, G, I_G) \to \mathcal{O}_{I_G}^G$ and a proper covariant correspondence $(F, V): (B, G, I_G) \to (B_1, G_1, I_{G_1})$ to $\mathcal{O}_{F,V}^G$. Composing such a homomorphism with the reflector obtained in Corollary 5.4.3 we obtain a homomorphism $\mathcal{C}_{\text{pr}}^P \to \mathcal{C}_{\text{G}}^P$.

By Proposition 5.2.1 $\mathcal{O}_{I_G}^G$ is naturally isomorphic to the cross sectional $C^*$-algebra of the associated Fell bundle extended from $P$. This establishes a canonical isomorphism

$$\mathcal{O}_{\mathcal{O}_{\mathcal{J}, \mathcal{E}}} \cong \mathcal{O}_{\mathcal{J}, \mathcal{E}}$$

because $\mathcal{O}_{\mathcal{O}_{\mathcal{J}, \mathcal{E}}}$ is isomorphic to the cross sectional $C^*$-algebra of the Fell bundle associated to the gauge coaction of $G$. Here $\mathcal{O}_{\mathcal{O}_{\mathcal{J}, \mathcal{E}}}^P$ is the relative Cuntz–Pimsner algebra for Katsura’s ideals of $(\mathcal{O}_{\mathcal{J}, \mathcal{E}}^P)_{p \in P}$. From this we obtain a homomorphism of bicategories $\mathcal{C}_{\text{pr}}^P \to \mathcal{C}_{\text{G}}^P$ which maps $(A, \mathcal{E}, \mathcal{J})$ to $\mathcal{O}_{\mathcal{J}, \mathcal{E}}$ and a proper covariant correspondence $(F, V): (A, \mathcal{E}, \mathcal{J}) \to (A_1, \mathcal{E}_1, \mathcal{J}_1)$ to $\mathcal{O}_{F,V}^G$. By construction, such a homomorphism is naturally equivalent to the one described in the previous paragraph.

Corollary 5.4.5. Let $(A, \mathcal{E}, \mathcal{J})$ and $(B, G, \mathcal{J}_B)$ be objects of $\mathcal{C}_{\text{pr}}^P$. Then $\mathcal{O}_{\mathcal{J}, \mathcal{E}}$ and $\mathcal{O}_{J_B}^G$ are Morita equivalent if there is a covariant correspondence $(F, V): (A, \mathcal{E}, \mathcal{J}) \to (B, G, \mathcal{J}_B)$ so that $J_p^B F = F J_p^B$
for all \(p \in \mathcal{P}\) and \(\mathcal{F}: A \rightarrow B\) establishes a Morita equivalence. For objects in \(\mathcal{C}_{\mathcal{P},\mathcal{S}}^0\), this equivalence preserves amenability of Fell bundles.

\textbf{Proof.} First, notice that \(\mathcal{F}\) is automatically a proper correspondence. By Corollary \ref{functoriality-PIMSNER-algebras} and Lemma \ref{hilbert-bimodule}, it suffices to show that \(\mathcal{F}\) is an invertible arrow in \(\mathcal{C}_{\mathcal{P},\mathcal{S}}^0\). That is, there is a proper covariant correspondence \((\mathcal{F}^*, \tilde{V}): (B, \mathcal{G}, \mathcal{J}_B) \rightarrow (A, \mathcal{E}, \mathcal{J})\) with (invertible) 2-arrows \(w: (\mathcal{F} \otimes_B \mathcal{F}^*, V \cdot \tilde{V}) \Rightarrow (A, \mathcal{E})\) and \(\tilde{w}: (\mathcal{F}^* \otimes_A \mathcal{F}, \mathcal{V} \cdot \tilde{V}) \Rightarrow (B, \mathcal{J}_B)\).

Let \(\mathcal{F}^*\) be the Hilbert \(B, A\)-bimodule adjoint to \(\mathcal{F}\). For each \(p \in \mathcal{P}\), we use the identifications \(\mathcal{F} \otimes_B \mathcal{F}^* \cong A\) and \(\mathcal{F}^* \otimes_A \mathcal{F} \cong B\) to define a correspondence isomorphism \(\tilde{V}_p: \mathcal{G}_p \otimes_B \mathcal{F}^* \cong \mathcal{F}^* \otimes_A \mathcal{E}_p\) as the composite

\[
\mathcal{G}_p \otimes_B \mathcal{F}^* \cong \mathcal{F}^* \otimes_A \mathcal{F} \otimes_B \mathcal{G}_p \cong \mathcal{F}^* \otimes_A \mathcal{E}_p \cong \mathcal{F}^* \otimes_A \mathcal{F}^*.
\]

We set \(\tilde{V} = \{\tilde{V}_p\}_{p \in \mathcal{P}}\). Observe that \(J_p^A \mathcal{F} = \mathcal{F} J_p^B\) implies \(J_p^B \mathcal{F}^* = \mathcal{F}^* J_p^A\). So in order to conclude that \((\mathcal{F}^*, \tilde{V})\) is a covariant correspondence from \((B, \mathcal{G}, \mathcal{J}_B)\) to \((A, \mathcal{E}, \mathcal{J})\), all we need to prove is that it satisfies the coherence axiom \ref{correspondence-axioms}. To do so, let \(p, q \in \mathcal{P}\). Since \(V_q^{-1}\) intertwines the left actions of \(A\), the following diagram commutes:

\[
\begin{array}{ccc}
\mathcal{F} \otimes_B \mathcal{F}^* \otimes_A \mathcal{F} \otimes_B \mathcal{G}_q & \xrightarrow{1 \otimes V_q^{-1}} & \mathcal{F} \otimes_B \mathcal{F}^* \otimes_A \mathcal{E}_q \\
\mathcal{F} \otimes_B \mathcal{F}^* \otimes_A \mathcal{F} \otimes_B \mathcal{G}_q & \xrightarrow{1 \otimes V_q^{-1}} & \mathcal{F} \otimes_B \mathcal{F}^* \otimes_A \mathcal{E}_q \\
\end{array}
\]

This yields the commutative diagram

\[
\begin{array}{c}
\mathcal{F} \otimes_B \mathcal{G}_p \otimes_B \mathcal{F}^* \otimes_A \mathcal{F} \otimes_B \mathcal{G}_q \xrightarrow{1 \otimes V_q^{-1}} \mathcal{E}_p \otimes_A \mathcal{F} \otimes_B \mathcal{G}_q \\
\xrightarrow{V_q^{-1} \otimes 1} \mathcal{E}_p \otimes_A \mathcal{F} \otimes_B \mathcal{G}_q \\
\xrightarrow{1 \otimes V_q^{-1}} \mathcal{E}_p \otimes_A \mathcal{F} \otimes_B \mathcal{G}_q \\
\end{array}
\]

\[
(5.4.6)
\]

Applying the coherence axiom \ref{correspondence-axioms} to \((\mathcal{F}, V)\), we deduce that the top-right composite of \((5.4.6)\) is precisely the isomorphism

\[
\mathcal{F} \otimes_B \mathcal{G}_p \otimes_B \mathcal{F}^* \otimes_A \mathcal{F} \otimes_B \mathcal{G}_q \cong \mathcal{F} \otimes_B \mathcal{G}_p \otimes_B \mathcal{G}_q \xrightarrow{1 \otimes \mu_{pq}^A} \mathcal{F} \otimes_B \mathcal{G}_p \otimes_B \mathcal{G}_q \xrightarrow{1 \otimes V_{pq}^{-1}} \mathcal{E}_{pq} \otimes_A \mathcal{F}.
\]

This corresponds to the top composite of the diagram

\[
\begin{array}{c}
\mathcal{G}_p \otimes_B \mathcal{G}_q \xrightarrow{\mu_{pq}^A} \mathcal{G}_p \otimes_B \mathcal{F}^* \\
\xrightarrow{1 \otimes V_q} \mathcal{G}_p \otimes_B \mathcal{F}^* \otimes_A \mathcal{E}_q \\
\end{array}
\]

\[
\begin{array}{c}
\mathcal{G}_p \otimes_B \mathcal{G}_q \xrightarrow{\tilde{V}_q \otimes 1} \mathcal{F}^* \otimes_A \mathcal{E}_q \\
\xrightarrow{1 \otimes \mu_{pq}^A} \mathcal{F}^* \otimes_A \mathcal{E}_{pq} \\
\end{array}
\]

after tensoring with \(1_{\mathcal{F}^*}\) on the left and on the right. The left-bottom composite of this diagram is obtained from that of \ref{functoriality-PIMSNER-algebras} in the same way. Hence the commutativity of \ref{functoriality-PIMSNER-algebras} implies that \((\mathcal{F}^*, \tilde{V})\) is a proper covariant correspondence from \((B, \mathcal{G}, \mathcal{J}_B)\) to \((A, \mathcal{E}, \mathcal{J})\), as desired. The canonical isomorphisms \(w: \mathcal{F} \otimes_B \mathcal{F}^* \cong A\) and \(\tilde{w}: \mathcal{F}^* \otimes_A \mathcal{F} \cong B\) are the required 2-arrows.
If \((F, V) : (A, \mathcal{E}, I_\mathcal{E}) \rightarrow (B, \mathcal{G}, I_\mathcal{G})\) is an equivalence in \(\mathfrak{C}_\mathcal{E}^P\), and \((\hat{\mathcal{G}}_g)_{g \in \mathcal{G}}\) is amenable, then \((\hat{\mathcal{E}}_g)_{g \in \mathcal{G}}\) is also amenable. Indeed, by functoriality, \(O_{F, V} : O_{I_\mathcal{E}, \mathcal{E}} \sim O_{I_\mathcal{G}, \mathcal{G}}\) is an imprimitivity bimodule. In particular, \(O_{I_\mathcal{E}, \mathcal{E}} \cong C^*((\hat{\mathcal{E}}_g)_{g \in \mathcal{G}})\) acts faithfully on \(O_{F, V}\). Since \(C^*((\hat{\mathcal{G}}_g)_{g \in \mathcal{G}}) \cong C^*((\hat{\mathcal{E}}_g)_{g \in \mathcal{G}})\) through the regular representation, \(F^* \otimes_A C^*_r((\hat{\mathcal{E}}_g)_{g \in \mathcal{G}})\) is a faithful proper correspondence \(C^*((\hat{\mathcal{G}}_g)_{g \in \mathcal{G}}) \rightarrow C^*_r((\hat{\mathcal{E}}_g)_{g \in \mathcal{G}})\) because the conditional expectation from \(C^*((\hat{\mathcal{G}}_g)_{g \in \mathcal{G}})\) onto \(B\) is faithful and the continuous projection from \(F^* \otimes_A C^*_r((\hat{\mathcal{E}}_g)_{g \in \mathcal{G}})\) onto \(F^* \otimes A \cong F^*\) provides the image of \(C^*((\hat{\mathcal{G}}_g)_{g \in \mathcal{G}})\) in \(B(F^* \otimes_A C^*_r((\hat{\mathcal{E}}_g)_{g \in \mathcal{G}}))\) with a topological \(G\)-grading. From this we obtain a faithful and proper correspondence

\[
O_{F, V} \otimes_{C^*((\hat{\mathcal{E}}_g)_{g \in \mathcal{G}})} F^* \otimes_A C^*_r((\hat{\mathcal{E}}_g)_{g \in \mathcal{G}}) : C^*((\hat{\mathcal{G}}_g)_{g \in \mathcal{G}}) \sim C^*_r((\hat{\mathcal{E}}_g)_{g \in \mathcal{G}}).
\]

Hence the isomorphism

\[
O_{F, V} \otimes_{C^*((\hat{\mathcal{E}}_g)_{g \in \mathcal{G}})} F^* \otimes_A C^*_r((\hat{\mathcal{E}}_g)_{g \in \mathcal{G}}) \cong F \otimes_B F^* \otimes_A C^*_r((\hat{\mathcal{E}}_g)_{g \in \mathcal{G}}) \cong C^*_r((\hat{\mathcal{E}}_g)_{g \in \mathcal{G}})
\]

yields an injective \(^*\)-homomorphism \(C^*((\hat{\mathcal{E}}_g)_{g \in \mathcal{G}}) \rightarrow C^*_r((\hat{\mathcal{E}}_g)_{g \in \mathcal{G}})\) when composed with the \(^*\)-homomorphism

\[
C^*_r((\hat{\mathcal{E}}_g)_{g \in \mathcal{G}}) \rightarrow B(O_{F, V} \otimes_{C^*((\hat{\mathcal{E}}_g)_{g \in \mathcal{G}})} F^* \otimes_A C^*_r((\hat{\mathcal{E}}_g)_{g \in \mathcal{G}})).
\]

But such a \(^*\)-homomorphism coincides with the regular representation, since \((F^*, \hat{\mathcal{V}}) \circ (F, V) \cong (A, \mathcal{I}_\mathcal{E})\).

Therefore, \((\hat{\mathcal{E}}_g)_{g \in \mathcal{G}}\) is amenable.

\textbf{Remark 5.4.7.} The fact that an equivalence between objects in \(\mathfrak{C}_\mathcal{E}^P\) preserves amenability could also be derived from [2] and Theorem 5.2.11.

\textbf{Example 5.4.8.} Let \(A\) and \(B\) be \(C^*\)-algebras and let \(F : A \rightarrow B\) be an imprimitivity \(A, B\)-bimodule. A compactly aligned product system \(\mathcal{E} = (\mathcal{E}_p)_{p \in P}\) over \(A\) induces a compactly aligned product system \(\mathcal{G} = (\mathcal{G}_p)_{p \in P}\) over \(B\) as follows. We set \(\mathcal{G}_p = F^* \otimes_A \mathcal{E}_p \otimes_A \mathcal{F}\). The multiplication map \(\tilde{\mu}_{p,q} : \mathcal{G}_p \otimes \mathcal{G}_q \cong \mathcal{G}_{pq}\) is defined using the isomorphism \(F^* \otimes_A F^* \cong A\). More explicitly, it is given by

\[
\mathcal{G}_p \otimes \mathcal{G}_q = F^* \otimes_A \mathcal{E}_p \otimes_A F \otimes_B F^* \otimes_A \mathcal{E}_q \otimes_A F
\]

\[
= F^* \otimes_A \mathcal{E}_p \otimes_A \mathcal{E}_q \otimes_A F
\]

\[
= F^* \otimes_A \mathcal{E}_{pq} \otimes_A F = \mathcal{G}_{pq}.
\]

The multiplication maps \(\{\tilde{\mu}_{p,q}\}_{p,q \in P}\) satisfy the coherence axiom required for product systems because \(\{\mu_{p,q}\}_{p,q \in P}\) do so.

We claim \(\mathcal{G}\) is compactly aligned. Indeed, let \(p, q \in P\) with \(p \vee q < \infty\). Notice that \(K(\mathcal{G}_p)\) is canonically isomorphic to \(F^* \otimes_A K(\mathcal{E}_p) \otimes_A F\) through the identification

\[
F^* \otimes_A \mathcal{E}_p \otimes_A F \otimes_B (F^* \otimes_A \mathcal{E}_p \otimes_A F)^* \cong F^* \otimes_A \mathcal{E}_p \otimes_A F \otimes_B F^* \otimes_A \mathcal{E}_p \otimes_A F
\]

\[
= F^* \otimes_A \mathcal{E}_p \otimes_A F \otimes_B F^* \otimes_A \mathcal{E}_p \otimes_A F
\]

\[
= F^* \otimes_A K(\mathcal{E}_p) \otimes_A F.
\]

So take \(T \in K(\mathcal{E}_p)\) and \(S \in K(\mathcal{E}_q)\). Let \(\zeta_1, \zeta_2, \eta_1, \eta_2 \in F\) and let \(\eta^* \otimes \xi \otimes \zeta\) be an elementary tensor of \(F^* \otimes_A \mathcal{E}_{pq} \otimes_A F\). We have that

\[
i_q^{pq}(\eta_1^* \otimes S \otimes \zeta_2)(\eta^* \otimes \xi \otimes \zeta) = \eta_2^* \otimes \zeta q^{pq}(S)(\varphi_{pq}(\zeta_2 | \eta_2))(\xi) \otimes \zeta.
\]

Applying \(i_q^{pq}(\eta_1^* \otimes T \otimes \zeta_1)\) to both sides of the above equality, we deduce that

\[
i_p^{pq}(\eta_1^* \otimes T \otimes \zeta_1) \otimes \eta_2^* \otimes S \otimes \zeta_2)(\eta^* \otimes \xi \otimes \zeta)
\]

\[
= \eta_1^* \otimes \zeta q^{pq}(T)(\varphi_{pq}(\zeta_1 | \eta_1))(\zeta_2 | \eta_2) \otimes \zeta q^{pq}(S)(\varphi_{pq}(\zeta_2 | \eta_2))(\xi) \otimes \zeta.
\]

Define \(T' \in K(\mathcal{E}_{pq})\) by \(T' = \zeta q^{pq}(T)(\varphi_{pq}(\zeta_1 | \eta_1)) \otimes \eta_2^* \otimes S\). Then

\[
\eta_1^* \otimes T' (\varphi_{pq}(\zeta_2 | \eta_2))(\xi) \otimes \zeta = (\eta_1^* \otimes T' \otimes \zeta_2)(\eta^* \otimes \xi \otimes \zeta).
\]

So \(\mathcal{G}\) is also compactly aligned, as claimed.
Given $p \in P$, an element $b \in B$ is compact on $G_p$ if and only if $bF^* \subseteq F^* \varphi_b^{-1}(\mathcal{K}(E_p))$, provided $F^*$ is an equivalence. The bijection between the lattices of ideals of $A$ and $B$, respectively, obtained from the Rieffel correspondence, yields a one-to-one correspondence between ideals in $A$ acting by compact operators on $E_p$ and ideals in $B$ mapped to compact operators on $G_p$. Precisely, this sends $J_p^A \circ \varphi_p^{-1}(\mathcal{K}(E_p))$ to $J_p^B = (J_p^B \varphi_p^{-1}(\mathcal{K}(E_p)))$. Its inverse maps an ideal $J_p^B \circ \varphi_b^{-1}(\mathcal{K}(G_p))$ to $J_p^A = (\mathcal{K}(J_p^B))$.

The equivalence $F$ may be turned into a proper covariant correspondence $(F, V): (A, E, J_A) \rightarrow (B, G, J_B)$, where $V = \{V_p\}_{p \in P}$ and $F_p \otimes_A F \cong F \otimes_B G_p$ arises from the canonical isomorphism

$$E_p \otimes_A F \cong F \otimes_B F^* \otimes_A E_p \otimes_A F = F \otimes_B G_p.$$ 

Here $J_A$ and $J_B$ are related by the bijection described above.

It follows from Corollary 5.4.5 that $(F, V)$ is invertible in $C_p^{en}$ and produces a Morita equivalence between $\mathcal{O}_{J_A, E}$ and $\mathcal{O}_{J_B, G}$. Therefore, up to equivariant Morita equivalence, the relative Cuntz–Pimsner algebras associated to $E$ correspond bijectively to those associated to $G$. In particular, if $E$ is a simplifiable product system of Hilbert bimodules, the cross sectional $C^*$-algebra of the Fell bundle associated to $E$ is Morita equivalent to that of $G$. This is so because the family of Katsura’s ideals $I_E$ corresponds to $I_G$ under the Rieffel correspondence.

The next proposition characterises equivalences between product systems built out of semigroups of injective endomorphisms with hereditary range as in Example 4.2.10. This generalises 12 Proposition 2.4. The idea of the proof is also taken from there.

**Proposition 5.4.9.** Let $\alpha: P \rightarrow \text{End}(A)$ and $\beta: P \rightarrow \text{End}(B)$ be actions by extendible injective endomorphisms with hereditary range. Let $\alpha_A$ and $\beta_B$ be the associated product systems of Hilbert bimodules over $P^{op}$. There is an equivalence $(F, V): (A, \alpha_A, I_{\alpha_A}) \rightarrow (B, \beta_B, I_{\beta_B})$ if and only if there are an imprimitivity $A, B$-bimodule $F$ and a semigroup homomorphism $p \mapsto U_p$ from $P$ to the semigroup of $C$-linear isometries on $F$ such that, for all $p \in P$ and $\xi, \eta \in F$,

$$\langle U_p(\xi) \mid U_p(\eta) \rangle = \alpha_p(\langle \xi \mid \eta \rangle), \quad \langle U_p(\xi) \mid U_p(\eta) \rangle = \beta_p(\langle \xi \mid \eta \rangle).$$

(5.4.10)

**Proof.** Let $(F, V): (A, \alpha_A, I_{\alpha_A}) \rightarrow (B, \beta_B, I_{\beta_B})$ be an equivalence. Then $F$ is an imprimitivity $A, B$-bimodule. Observing that

$$\langle \beta_p B \mid \beta_p B \rangle = \beta_p^{-1}(\beta_p(B)) = B$$

for all $p \in P$, we define a correspondence isomorphism $U^\prime_p: F \rightarrow \alpha_A \otimes_A F \otimes_B \beta_p B^*$ by

$$V^{-1} \otimes 1 \quad \alpha_A \otimes_A F \otimes_B \beta_p B^* \xrightarrow{V^{-1} \otimes 1} \alpha_A \otimes_A F \otimes_B \beta_p B^*.$$ 

We identify $\beta_p B^*$ with $B_{\beta_p} = B\beta_p(1)$ by $\beta_p(1)b \mapsto b \beta_p(1)$ to obtain a linear map

$$\alpha_A \otimes_A F \otimes_B \beta_p B^* \twoheadrightarrow F$$

defined on an elementary tensor $\alpha_p(1)a \otimes_A \xi \otimes b_{\beta_p}(1)$ by $\alpha_p(1)a(\xi)(b_{\beta_p}(1))$. This is isometric because $\beta_p^{-1}$ is an injective $^*$-homomorphism between $C^*$-algebras. Its composition with $U^\prime_p$ yields a linear map $F \rightarrow F$, which we denote by $U_p$. Given $\xi, \eta \in F$, we have that $\langle \xi \mid \eta \rangle = \langle U_p(\xi) \mid U_p(\eta) \rangle$, that is, $U_p$ preserves inner products. From this we deduce

$$\langle U_p(\xi) \mid U_p(\eta) \rangle = \beta_p\langle (U^\prime_p(\xi)) \mid U^\prime_p(\eta) \rangle = \beta_p(\langle \xi \mid \eta \rangle).$$

Similarly, $\langle U^\prime_p(\xi) \mid U^\prime_p(\eta) \rangle = \langle \xi \mid \eta \rangle$ and we see that $\langle U_p(\xi) \mid U_p(\eta) \rangle = \alpha_p(\langle \xi \mid \eta \rangle)$.

It remains to verify that $p \mapsto U_p$ is a semigroup homomorphism from $P$ to the semigroup of $C$-linear isometries on $F$. First, let $\alpha_q(1)a \in \alpha_q A$ and notice that, given an elementary tensor $\xi \otimes \alpha_q(1)b$ of $F \otimes_B \beta_p B$, one has

$$V_{p}^{-1}(\alpha_q(1)a \xi \otimes b_{\beta_p}(1)b) = \alpha_q(1)aV_{p}^{-1}(\xi \otimes b_{\beta_p}(1)b).$$

Since the left action of $A$ on $\alpha_q A$ is implemented by $\alpha_q$, it follows that the image of $V_{p}^{-1}(\alpha_q(1)a \xi \otimes b_{\beta_p}(1)b)$ in $F$ under the map $\alpha_q A \otimes_A F \rightarrow F$ determined by the left action of $A$ on $F$ coincides with the image.
of
\[(\mu_{q,p}^\alpha \otimes 1)(\alpha_q(1)a \otimes_A V_p^{-1}(\xi \otimes \beta_p(1)b))\]
under the corresponding map \(\alpha_p A \otimes_A \mathcal{F} \to \mathcal{F}\). Here \(\mu_{q,p}^\alpha\) is the correspondence isomorphism \(\alpha_q A \otimes_A a\equiv \alpha_p A\).

Now let \(p,q \in P\) and let \((u_\lambda)_{\lambda \in \Lambda}\) be an approximate identity for \(B\). Fix \(\lambda \in \Lambda\) and let \(\xi \in \mathcal{F}\) and \(b \in B\). Then
\[U_p'\xi u_\lambda b = V_q^{-1}(\xi \otimes \beta_q(u_\lambda)) \otimes \beta_q(u_\lambda b)\]

From the above observation and from the fact that \(V_p^{-1}\) and \(V_q^{-1}\) intertwine the right actions of \(B\), we conclude that
\[U_p'U_q\xi u_\lambda b = (\mu_{q,p}^\alpha \otimes 1)(1 \otimes V_p^{-1} \otimes 1_{B_{B'}})(V_q^{-1}(\xi \otimes \beta_q(u_\lambda)) \otimes \beta_q(u_\lambda b))\]

Combining this with the coherence condition \([4.3.2]\) we may replace the right-hand side of the above equality by
\[(V_{pq}^{-1} \otimes 1_{B_{B'}})(1 \otimes \mu_{q,p}^\alpha \otimes 1)(\xi \otimes (\beta_q(u_\lambda) \otimes \beta_{pq}(u_\lambda)) \otimes \beta_{pq}(b)) = (V_{pq}^{-1} \otimes 1_{B_{B'}})(\xi \otimes \beta_{pq}(u_\lambda b))\]

This implies \(U_pU_q\xi u_\lambda b = U_{pq}\xi u_\lambda b\). Using that all the \(U_p\)’s are continuous and
\[\xi b = \lim_{\lambda} \xi u_\lambda b\]
we obtain \(U_pU_q\xi b = U_{pq}\xi b\). This shows that \(p \mapsto U_p\) is a semigroup homomorphism, as asserted.

Conversely, suppose that we are given an imprimitivity \(A, B\)-bimodule \(\mathcal{F}\) and a semigroup homomorphism \(p \mapsto U_p\) from \(P\) to the semigroup of \(\mathbb{C}\)-linear isometries on \(\mathcal{F}\) satisfying \([5.4.10]\). For each \(p \in P\), \(\xi \in \mathcal{F}\) and \(b \in B\), we have that \(U_p(\xi b) = U_p(\xi)\beta_p(b)\) because
\[\langle U_p(\xi b) - U_p(\xi)\beta_p(b) \mid U_p(\xi) - U_p(\xi)\beta_p(b) \rangle = \langle U_p(\xi |b) \mid U_p(\xi b) - U_p(\xi)\beta_p(b) \rangle - \langle U_p(\xi)\beta_p(b) \mid U_p(\xi) - U_p(\xi)\beta_p(b) \rangle = 0\]

The same reasoning shows that \(U_p(a\xi) = \alpha_p(a)U_p(\xi)\) for all \(a \in A\).

We then define a map \(\psi: \alpha_p^*A \otimes_B \mathcal{F} \to \mathcal{F}\) on elementary tensors by
\[aa_p(1) \otimes \xi \otimes \beta_p(1) \mapsto aU_p(\xi)b\]

In order to verify that this preserves the \(B\)-valued inner product, let \(a, c \in A, b, d \in B\) and \(\xi, \eta \in \mathcal{F}\). Let \((u_\lambda)_{\lambda \in \Lambda}\) be an approximate identity for \(A\) and fix \(\lambda \in \Lambda\). Then
\[\langle aU_p(u_\lambda)\xi \mid cU_p(u_\lambda)\eta \rangle d = b^*(\alpha_p(a_\lambda)U_p(\xi) | c\alpha_p(a_\lambda U_p(\eta)) d = b^*(U_p(\xi) | \alpha_p(a_\lambda) a^* c\alpha_p(a_\lambda U_p(\eta)) d = b^*(U_p(\xi) | \alpha_p^{-1}(a_\lambda) a^* c\alpha_p(u_\lambda) \eta) d = b_p^*(\xi | \alpha_p^{-1}(a_\lambda) a^* c\alpha_p(u_\lambda) \eta) d = \langle \alpha_p a_\lambda \otimes \xi \otimes \beta_p(1) b \mid c\alpha_p(u_\lambda) \otimes \eta \otimes \beta_p(1) d\rangle\]

Using that \(U_p\) is continuous and \(\xi = \lim_\lambda u_\lambda\xi, \eta = \lim_\lambda u_\lambda\eta\), we conclude that \(V_p'\) preserves the inner product. In addition, it intertwines the left and right actions of \(A\) and \(B\).

Now we let \(\hat{V}_p: \mathcal{F} \otimes_B B \to \alpha_p^*A \otimes_B \mathcal{F}\) be the composite
\[\mathcal{F} \otimes_B B \cong \alpha_p^*A \otimes_B \alpha_p^*A \cong \alpha_p A \otimes_B \mathcal{F}\]
where the isomorphism on the left-hand side comes from the identification
\[\alpha_p^*A \otimes_A \alpha_p^*A \cong \langle \alpha_p A \mid \alpha_p A \rangle = A.\]
5.4. Functoriality for Relative Cuntz–Pimsner Algebras

Then \( \widetilde{V}_p \) is an isometry between correspondences \( A \rightharpoonup B \). To see that it is indeed unitary, we need to prove that it is also surjective.

First, observe that

\[
\phi_p(\langle \langle \xi | \eta \rangle \rangle) \zeta = \langle \langle U_p(\xi) | U_p(\eta) \rangle \rangle \zeta = U_p(\xi)(U_p(\eta) | \zeta).
\]

This implies \( \phi_p(A)F = U_p(F) \langle U_p(F) | F \rangle \), provided \( \langle \langle F | F \rangle \rangle = A \). Again we let \((u_\lambda)_{\lambda \in \Lambda}\) be an approximate identity for \( A \) and fix \( \lambda \in \Lambda \). Let \( c \in A \) be such that \( u_\lambda c = c^* c \). Take \( a \in A \) and \( \xi \in F \).

Then

\[
\phi_p(u_\lambda) a \otimes_A \xi = \phi_p(c^*) \otimes_A \phi_p(c)(a \xi) \in \phi_p(U_p(F) \langle U_p(F) | F \rangle).
\]

Using that \( U_p(F) = \phi_p(A)U_p(F) \), we deduce that \( \phi_p(u_\lambda) a \otimes_A \xi \) belongs to the image of \( \widetilde{V}_p \). This has closed range and hence \( \phi_p(1) a \otimes \xi \) also lies in \( \widetilde{V}_p(F \otimes_B \beta_p F) \). Applying again the fact that \( \widetilde{V}_p \) has closed range, we conclude that it is indeed unitary.

We let \( V_p = \widetilde{V}_p^* \) and \( V = \{V_p\}_{p \in P} \). We shall now prove that \((F, V)\) is a proper covariant correspondence. In this case, it suffices to show that it satisfies the coherence axiom (4.3.2) and that \( V_c \) is the canonical isomorphism obtained from the left and right actions of \( A \) and \( B \), respectively. This latter fact follows from the identities

\[
\langle \langle U_c(\xi) | \eta \rangle \rangle = \langle \langle \xi | U_c(\eta) \rangle \rangle = \langle \langle U_c(\xi) | U_c(\eta) \rangle \rangle = \langle \langle \xi | \eta \rangle \rangle.
\]

Finally, given \( a, c \in A \), \( b, d \in B \) and \( \xi \in F \), we have

\[
cU_q(\alpha_p U_p(\xi)b)d = c\alpha_q(\alpha)(\alpha_p U_p(\xi))\beta_q(b)d = c\alpha_q(\alpha)U_{qp}(\xi)\beta_q(b)d.
\]

This leads to a commutative diagram for \( \widetilde{V}_p, \widetilde{V}_q \) and \( \widetilde{V}_{qp} \) as in (4.3.2). By reversing arrows, we conclude that \((F, V)\) also makes such a diagram commute. This completes the proof.
Chapter 6

\textbf{C$^*$-algebras for product systems over subsemigroups of groups}

In this chapter, we treat product systems over semigroups that can be embedded in groups. We combine ideas of Exel and Sims and Yeend (see \cite{22,55}) to construct a C$^*$-algebra $A \times \mathcal{E}$ out of a product system $\mathcal{E}$ so that a representation of $A \times \mathcal{E}$ is faithful on its fixed-point algebra for the canonical coaction of a group containing $P$ if and only if it is faithful on the coefficient algebra. We begin by considering a family of representations of the Toeplitz algebra of $\mathcal{E}$. We use its topological grading from Lemma 4.1.6 to define an ideal in $\mathcal{T}_\mathcal{E}$, so that the coaction descends to the corresponding quotient. We then prove that $A$ embeds into this quotient. This is done in Section 6.1.

In Section 6.2, we show that a representation of such a quotient of $\mathcal{T}_\mathcal{E}$ is faithful on its fixed-point algebra if and only if it is faithful on $A$. We apply this to prove that this construction does not depend on the choice of the group containing $P$. Then in Theorem 6.2.5, we introduce what we call the covariance algebra of $\mathcal{E}$. We finish this chapter with examples of C$^*$-algebras that can be described as covariance algebras of product systems. We also discuss the relationship of these algebras to Cuntz–Nica–Pimsner algebras.

\section{Strongly covariant representations}

We first introduce the notion of strongly covariant representations. Let $P$ be a semigroup with unit $e$. Assume that $P$ is embeddable into a group. That is, there is a group $G$ and an injective semigroup homomorphism $\gamma: P \to G$. Fix a C$^*$-algebra $A$ and a product system $\mathcal{E} = (\mathcal{E}_p)_{p \in P}$ over $A$.

Let $F \subseteq G$ be a finite subset. We set

$$K_F := \bigcap_{g \in F} gP.$$ 

So $K_{\{e,g\}} \neq \emptyset$ if and only if $g$ may be written as $pq^{-1}$ for some $p, q \in P$. In addition, $K_{gF} = gK_F$ for all $g \in G$, where

$$gF = \{gh \mid h \in F\}.$$

If $p \in P$ and $p \in K_{\{p,g\}}$, then $p = qq$ for some $q \in P$, which implies $g = pq^{-1}$.

For each $p \in P$ and each $F \subseteq G$ finite, we define an ideal $I_{p^{-1}(p \vee F)} \triangleleft A$ as follows. Given $g \in F$, we let

$$I_{p^{-1},K_{\{p,g\}}} := \bigcap_{r \in K_{\{p,g\}}} \ker \varphi_{p^{-1},r} \quad \text{if } K_{\{p,g\}} \neq \emptyset \text{ and } p \notin K_{\{p,g\}},$$

otherwise.

We then let

$$I_{p^{-1},(p \vee F)} := \bigcap_{g \in F} I_{p^{-1},K_{\{p,g\}}}.$$
This gives a new correspondence $\mathcal{E}_F: A \to A$ by setting

$$\mathcal{E}_F := \bigoplus_{p \in P} \mathcal{E}_p I_{p^{-1}(p \vee F)}.$$  \hspace{1cm} (6.1.1)

Finally, let $\mathcal{E}_F^+$ denote the right Hilbert $A$-module $\bigoplus_{g \in G} \mathcal{E}_{gF}$. For each $\xi \in \mathcal{E}_p$, we define an operator $t_F^p(\xi) \in \mathcal{B}(\mathcal{E}_F^+)$ so that it maps the direct summand $\mathcal{E}_{gF}$ into $\mathcal{E}_{pgF}$ for all $g \in G$. Explicitly,

$$t_F^p(\xi)(\eta_p) := \mu_{p,r}(\xi \otimes A \eta_r), \quad \eta_r \in \mathcal{E}_r I_{r^{-1}(r \vee gF)}.$$

This is well defined because $I_{r^{-1}(r \vee F)} = I_{(pr)^{-1}(pr \vee F)}$ for each $F \subseteq G$ finite and each $p \in P$. Its adjoint $t_F^p(\xi)^*$ sends $\mu_{p,r}(\zeta_p \otimes \eta_r)$ to $\varphi_{r}(\langle \xi | \zeta_p \rangle) \eta_r$. This is well defined because $I_{s^{-1}((s \vee F) \cap p^{-1}v \vee p^{-1}F)}$ for all $s \in pP$. This gives a representation $t_F = \{t_F^p\}_{p \in P}$ of $\mathcal{E}$ and hence a $^*$-homomorphism $\mathcal{T}_F \to \mathcal{B}(\mathcal{E}_F^+)$, which we still denote by $t_F$.

Let us denote by $Q^F_g$ the projection of $\mathcal{E}_F^+$ onto the direct summand $\mathcal{E}_{gF}$. Then

$$t_F^p(\xi)Q^F_g = Q_{pg} I_{pF}(\xi), \quad t_F^p(\xi)^* Q^F_g = Q_{pg^{-1}} I_{p^{-1}F}(\xi)^*$$

for all $p \in P$. Set

$$\mathcal{T}^F_e := Q^F_g \mathcal{T}_F Q^F_g,$$

where $\mathcal{T}_F$ is the fixed-point algebra of $\mathcal{T}_F$ for the gauge coaction of $G$. If $F_1 \subseteq F_2$ are finite subsets of $G$, then

$$I_{p^{-1}(p \vee F_1)} \supseteq I_{p^{-1}(p \vee F_2)}$$

for all $p \in P$. Hence $\mathcal{E}_{F_2}$ may be regarded as a closed submodule of $\mathcal{E}_{F_1}$. The restriction of $Q^F_g \mathcal{T}^F_e Q^F_{F_1}$ to $\mathcal{E}_{F_2}$ gives a $^*$-homomorphism $t_{F_1,F_2}: \mathcal{T}^F_e \to \mathcal{T}^F_e$ satisfying $t_{F_1,F_2} \circ t_{F_2} = t_{F_1}$ on $\mathcal{T}^F_e$. For $F_1 \subseteq F_2 \subseteq F_3$, we have $t_{F_1,F_2} \circ t_{F_2,F_3} = t_{F_1,F_3}$. So we let $F$ range in the directed set determined by all finite subsets of $G$ and define an ideal $J_e \subseteq \mathcal{T}_F$ by

$$J_e := \left\{ b \in \mathcal{T}_F \left| \lim_F \|b\| = 0 \right. \right\},$$

where $\|b\| := \|t_F(b)\|$. We are now ready to introduce our notion of covariant representations.

**Definition 6.1.2.** We will say that a representation of $\mathcal{E}$ is strongly covariant if it vanishes on $J_e$.

Let $J_{\infty} \triangleleft \mathcal{T}_F$ be the ideal generated by $J_e$. Then $\mathcal{T}_F / J_{\infty}$ is universal for strongly covariant representations of $\mathcal{E}$.

The idea behind \ref{6.1.1} started from the realisation that the correspondences $\tilde{\mathcal{E}}_p$'s built in \ref{Naulin} out of $\mathcal{E}$ could be replaced by the $\mathcal{E}_F$'s in order to give the same notion of covariant representations if $\mathcal{E}$ is compactly aligned and $\tilde{\phi}$-injective and $P$ is directed. This is shown in Proposition \ref{6.3.6}. In this case, it suffices to consider finite subsets of $P$ because $(G, P)$ is quasi-lattice ordered. Exel constructed a $C^*$-algebra out of a nondegenerate interaction group $(A, G, V)$ with the property that a representation of this crossed product is faithful on the fixed-point algebra for the canonical coaction of $G$ if and only if it is faithful on $A$. To show that $A$ embeds into the crossed product, he built a faithful covariant representation by using inductive limits over finite subsets of $G$ (see \ref{Section 9}). This is related to product systems because, in fact, the main purpose in \ref{22} was to introduce a new notion of crossed products by semigroups of unital and injective endomorphisms which can be enriched to interaction groups. Here we want to associate a $C^*$-algebra to a product system $\mathcal{E} = \{(\mathcal{E}_p)_{p \in P}\}$ with the property that a representation of this resulting $C^*$-algebra is faithful on the fixed-point algebra for the canonical coaction of a group containing $P$ if and only if it is faithful on $A$. To achieve this goal, we believe its unit fibre should be a direct limit of $C^*$-algebras with injective connecting maps (see \ref{5,22,34,48}), although in general this fact is not established. So, combining all these ideas and modifying the Cuntz-Nica-Pimsner covariance condition accordingly, we arrived at the $\mathcal{E}_F$'s and Definition \ref{6.1.2}.

Our next immediate goal is to prove that $A$ embeds into the quotient $\mathcal{T}_F / J_{\infty}$.
Lemma 6.1.3. The ideal $J_\infty$ coincides with $\bigoplus_{g \in G} T_g^2 J_e$. As a consequence,

$$J_\infty = \bigoplus_{g \in G} (J_\infty \cap T_g^2).$$

Proof. In order to prove the first assertion, it suffices to show that $J_e T_g^2 \subseteq T_g^2 J_e$ for all $g \in G$. To do so, let $b \in J_e$ and $0 \neq c_g \in T_g^2$. Let $\varepsilon > 0$. There is $F \subseteq G$ finite with $\|b\|_S < \frac{1}{\varepsilon}$ for all finite subsets $S$ of $G$ with $S \supseteq F$ because $b \in J_e$. Set

$$F' := g^{-1} F = \{g^{-1} h \mid h \in F\}.$$ 

Since $c_g$ maps $E_{F'}$ into $E_{gF'} = E_F$, it follows that $\|c_g^* b c_g\|_{F'} < \varepsilon^2$. This guarantees that

$$(J_e T_g^2)^* (J_e T_g^2) \subseteq J_e.$$ 

By Lemma 3.1.8, $J_e T_g^2 \subseteq T_g^2 J_e$. Applying the first assertion and the continuity of the projection of $T_g^2$ onto $T_g^2$, we deduce that $J_\infty \cap T_g^2 = T_g^2 J_e$. This gives the last statement. \hfill \Box

Lemma 6.1.4. Let $q: T_E \to T_E/J_\infty$ be the quotient map. There is a full coaction $\delta: T_E/J_\infty \to T_E/J_\infty \otimes C^*(G)$ satisfying $\delta \circ q = (q \otimes \text{id}_{C^*(G)}) \circ \delta$. Moreover, the spectral subspace for $\delta$ at $g \in G$ is canonically isomorphic to $T_g^2/T_g^2 J_e$.

Proof. Given $c \in T_E/J_\infty$, choose $b \in T_E$ with $q(b) = c$ and set

$$\delta(q(b)) := (q \otimes \text{id}_{C^*(G)}) \delta(b).$$

Lemma 6.1.3 and Proposition 2.2.12 say that this is indeed a well-defined full coaction of $G$ on $T_E/J_\infty$. The equality $\delta \circ q = (q \otimes \text{id}_{C^*(G)}) \circ \delta$ follows from the definition of $\delta$.

In order to prove the last assertion, let $(T_E/J_\infty)^g$ denote the spectral subspace at $g \in G$ for the coaction $\delta$. Clearly, the map which sends $b_g \in T_g^2$ to $q(b_g)$ vanishes on $T_g^2 J_e$. Moreover, Lemma 6.1.3 implies that this produces an injective map from $T_g^2/T_g^2 J_e$ into $(T_E/J_\infty)^g$. That it is also surjective follows by the same argument used in Lemma 6.1.6. \hfill \Box

We will often use the above description of the $G$-grading for $T_E/J_\infty$.

Proposition 6.1.5. The quotient map $q: T_E \to T_E/J_\infty$ is injective on $\tilde{I}(A)$.

Proof. We will show that $\tilde{I}(A) \cap J_e = 0$ in $T_E$. This implies the conclusion by the previous lemma.

Let $F \subseteq G$ be finite and $0 \neq a \in A$. We claim that $T_F^2(a) \neq 0$ on $E_F$. Indeed, if $a I_{E_F} \neq 0$ we are done. Otherwise, $a \not\in I_{K_{(c,g)}}$ for some $g \in F$, because $I_{E_F} = \bigcap_{g \in G} I_{K_{(c,g)}}$. Since

$$I_{K_{(c,g)}} = \bigcap_{r \in gP \cap P} \ker \varphi_r,$$

there exists $r_1 \in P \cap gP$ with $\varphi_{r_1}(a) \neq 0$. Put

$$F_1 := \{g \in F \mid K_{(r_1, g)} \neq \emptyset \text{ and } r_1 \not\in K_{(r_1, g)}\}.$$ 

Thus $g_1 \not\in F_1$. So $F_1 \subseteq F$ and $E_{r_1} I_{r_1^{-1}(r_1 \vee F_1)} = E_{r_1} I_{r_1^{-1}(r_1 \vee F_1)}$. Our claim is proved if $\varphi_{r_1}(a) \neq 0$ on $E_{r_1} I_{r_1^{-1}(r_1 \vee F_1)}$. This is so, in particular, if $F_1 = \emptyset$ because $\varphi_{r_1}(a) \neq 0$ on $E_{r_1}$. Assume that $a$ acts trivially on $E_{r_1} I_{r_1^{-1}(r_1 \vee F_1)}$. Then

$$(\varphi_{r_1}(a) E_{r_1} | \varphi_{r_1}(a) E_{r_1}) \cap I_{r_1^{-1}(r_1 \vee F_1)} = \{0\}.$$ 

Thus there exist $g_2 \in F_1$ and $\xi \in E_{r_1}$ so that $\langle \varphi_{r_1}(a)(\xi) | \varphi_{r_1}(a)(\xi) \rangle \not\in I_{r_1^{-1}(r_1 \vee g_2)}$. As a consequence, one can find $r_2 \in K_{(r_1, g_2)}$ such that

$$\langle \varphi_{r_1}(a)(\xi) | \varphi_{r_1}(a)(\xi) \rangle \not\in \ker \varphi_{r_1^{-1} r_2}.$$
6.2. Covariance algebras associated to product systems

We see that \(a \not\in \ker \varphi_{r_2}\) because \(\mu_{r_1, r_1^{-1} r_2} : \mathcal{E}_{r_1} \otimes_{A} \mathcal{E}_{r_1^{-1} r_2} \to \mathcal{E}_{r_2}\) is an isomorphism of correspondences. Let

\[
F_2 := \{ g \in F \mid K_{(r_2, g)} \neq \emptyset \text{ and } r_2 \not\in K_{(r_2, g)} \}.
\]

Notice that \(F_2 \subseteq F_1\) and

\[
\mathcal{E}_{r_2} I_{r_2^{-1} (r_2 \vee F_2)} = \mathcal{E}_{r_2} I_{r_2^{-1} (r_2 \vee F_2)}.
\]

If \(\varphi_{r_2}(a)\) vanishes on \(\mathcal{E}_{r_2} I_{r_2^{-1} (r_2 \vee F_2)}\), then the same reasoning as above yields \(g_3 \in F_2\) and \(r_3 \in K_{(r_2, g_3)}\) with \(\varphi_{r_3}(a) \neq 0\) on \(\mathcal{E}_{r_3}\). Set

\[
F_3 := \{ g \in F \mid K_{(r_3, g)} \neq \emptyset \text{ and } r_3 \not\in K_{(r_3, g)} \}.
\]

We then have \(F_3 \subseteq F_2 \subseteq F_1 \subseteq F\) and \(\mathcal{E}_{r_2} I_{r_2^{-1} (r_2 \vee F_3)} = \mathcal{E}_{r_2} I_{r_2^{-1} (r_2 \vee F_3)}\). This process cannot continue infinitely because \(F\) is finite. So we must stop at some \(r_j\) with \(\varphi_{r_j}(a) \neq 0\) on \(\mathcal{E}_{r_j} I_{r_j^{-1} (r_j \vee F_j)}\).

Thus \(t^r_p(a)\) is nonzero on \(\mathcal{E}_F\). Therefore, for all \(a \in A\), we have that

\[
\lim_{F} \|a\|_F = \lim_{F} \|a\| = \|a\|.
\]

This completes the proof. \(\square\)

6.2 Covariance algebras associated to product systems

Our goal in this section is to associate a C*-algebra \(A \times_F P\) to a given product system \((\mathcal{E}_p)_{p \in P}\) satisfying two properties: the representation of \(E\) in \(A \times_F P\) is injective and any representation of \(A \times_F P\) in a C*-algebra \(B\) that is faithful on \(A\) is also faithful on the fixed-point algebra \((A \times_F P)^\#\) for the canonical gauge coaction of \(G\) on \(A \times_F P\), where \(G\) is a group with \(P \subseteq G\). A candidate for \(A \times_F P\) is of course the universal C*-algebra for strongly covariant representations introduced previously. We shall prove that this is independent of the choice of the group containing \(P\).

Lemma 6.2.1. Let \(P\) be a subsemigroup of a group \(G\) and \(E\) a product system over \(P\). Let \(\psi = \{ \psi_p \}_{p \in P}\) be a strongly covariant representation of \(E\) in a C*-algebra \(B\). The resulting *-homomorphism \(\tilde{\psi} : T^\#_E / J_E \to B\) is faithful on \(T^\#_E / J_E\) if and only if \(\psi_p\) is injective.

Proof. If \(\tilde{\psi}\) is faithful on \(T^\#_E / J_E\), then Proposition 6.1.5 implies that \(\psi_p\) is injective. Suppose that \(\psi\) is strongly covariant and \(\psi_p\) is faithful. Let us prove that \(\tilde{\psi}\) is injective on \(T^\#_E / J_E\). First, pick \(b \in T^\#_E\) of the form

\[
\tilde{\iota}((\xi_p)_{p \in P})^* \tilde{\iota}((\xi_p)_{p \in P})^* \quad (6.2.2)
\]

with \(k \in \mathbb{N}, p_1 p_2^{-1} \cdot \ldots \cdot p_{2k-1} p_{2k}^{-1} = e\) and \(\xi_p \in \mathcal{E}_p\) for all \(i \in \{1, 2, \ldots, 2k\}\). Assume that \(q(b) \neq 0\). This entails

\[
K_{(p_{2i-1} p_{2i+1} P)} = p_{2i} P \cap p_{2i+1} P \neq \emptyset
\]

for each \(i \in \{1, 2, \ldots, k-1\}\) because, otherwise, \(t_F )((\xi_{p_{2i}})^* \tilde{\iota}((\xi_{p_{2i+1}})\) acts trivially on \(\mathcal{E}_F^+\), which would imply \(q(b) = 0\). A similar argument employed to

\[
F := \{ p_{2k} p_{2k}^{-1} p_{2k-2}^{-1} p_{2k-1} p_{2k-2}^{-1} p_{2k-3} p_{2k-4}^{-1} \cdot \ldots \cdot p_{2k} p_{2k-1}^{-1} p_{2k-2}^{-1} \}
\]

shows that \(K_F \neq \emptyset\). This is precisely the right ideal

\[
p_{2k} p_{2k-1}^{-1} p_{2k-2}^{-1} \cdots p_3^{-1} p_2 P.
\]

These ideals are used in [39] to study semigroup C*-algebras.

We claim that, if \(r \not\in K_F\), then

\[
\tilde{\psi}(b)(\psi_r(\mathcal{E}_r I_{r^{-1} (r \vee F)})) = 0.
\]

Since \(\psi\) is strongly covariant, it suffices to prove that \(t^r_c(b) t^r_{r_c} \mathcal{E}_r I_{r^{-1} (r \vee F)}\) vanishes on \(\mathcal{E}_c^+\).

First, notice that \(t^r_c(b) = 0\) on \(\mathcal{E}_s I_{s^{-1} (s \vee g)}\) whenever \(s \not\in K_F\). Hence if \(K_{(r, F)} = \emptyset\), it follows that \(t^r_c(b) t^r_{r_c} \mathcal{E}_c = \{0\}\) because the image of \(\mathcal{E}_r\) under \(t^r_{r_c}\) sends \(\mathcal{E}_r I_{r^{-1} (s \vee g)}\) to \(\mathcal{E}_c I_{r^{-1} (r \vee r \vee r)}\).
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and \( t_\varepsilon(b) \) vanishes on the latter. We are then left with the case in which \( K_{(r,F)} \neq \emptyset \). Thus \( r \notin K_F \) implies that \( r \nsubseteq K_{(r,F)} \) for some \( g \in F \). Let \( \xi \in \mathcal{E}_i I_{\varepsilon-1(r\vee F)} \). Then \( t_\varepsilon(b) t_\varepsilon(\xi) \) vanishes on the direct summand \( \mathcal{E}_i I_{\varepsilon-1(r\vee F)} \) if \( rs \notin K_F \). So assume that \( rs \in K_F \). In particular, \( rs \in K_{(r,g)} \). Hence \( I_{(r,g)} \subseteq \ker \varphi_s \) and \( t_\varepsilon(\xi) = 0 \) on the direct summand \( \mathcal{E}_i I_{\varepsilon-1(r\vee F)} \). This concludes the proof that \( t_\varepsilon(b) t_\varepsilon(\xi) = 0 \) on \( \mathcal{E}_i^+ \). Therefore, \( \tilde{\psi}(b) \psi_r(\mathcal{E}_i I_{\varepsilon-1(r\vee F)}) = 0 \) as claimed.

Now let \( b \in \mathcal{T}^c_\varepsilon \) be such that \( \tilde{\psi}(b) = 0 \). Given \( \varepsilon > 0 \), we must find a finite set \( F \subseteq G \) such that \( \|b\|_F < \varepsilon \). By Lemma 4.1.6 there exists \( b' = \sum_{j=1}^n b_j \in \mathcal{T}^c_\varepsilon \) with \( \|b - b'\| < \frac{\varepsilon}{2} \), where each \( b_j \) is of the form (6.2.2). For each \( j \in \{1, \ldots, n\} \), let \( F_j \subseteq G \) be the finite set associated to \( b_j \) as in (6.2.3). Thus \( \tilde{\psi}(b_j)(\psi_r(\mathcal{E}_i I_{\varepsilon-1(r\vee F_j)})) = 0 \) if \( r \notin K_{F_j} \). We also set

\[
F := \bigcup_{j=1}^m F_j
\]

and let \( \xi = \bigoplus_{r \in F} \xi_r \in \mathcal{E}_F \) with \( \|\xi\|_F \leq 1 \), where \( \xi_r = 0 \) except for finitely many \( r \)'s. Then

\[
\left\| \sum_{j=1}^n \psi_r(\xi)^* \tilde{\psi}(b_j)^* \tilde{\psi}(b_j) \psi_r(\xi) \right\| = \left\| \sum_{j=1}^n \psi_r(\xi)^* \tilde{\psi}(b - b')^* \tilde{\psi}(b - b') \psi_r(\xi) \right\| < \frac{\varepsilon^2}{4}.
\]

Since \( \psi_r \) is injective and \( \tilde{\psi}(b_j) \psi_r(\xi) = 0 \) if \( r \notin K_{F_j} \), it follows that the left-hand-side above is precisely \( \|\psi_r(\xi)^* \tilde{\psi}(b')^* \tilde{\psi}(b') \psi_r(\xi)\|^2 \). This implies that \( \|b\|_F < \varepsilon \). Hence \( b \) belongs to \( J_r \) as desired.

\[ \square \]

Lemma 6.2.4. Let \( G \) and \( H \) be groups containing \( P \) as a subsemigroup and let \( E \) be a product system over \( P \). A representation of \( E \) is strongly covariant as in Definition 6.1.2 with respect to \( G \) if and only if it is strongly covariant with respect to \( H \). Thus different groups provide the same notion of strong covariation.

Proof. We may assume that \( G = G(P) \) is the universal group of \( P \). By its universal property, there is a group homomorphism \( \gamma: G \to H \) extending the embedding of \( P \) into \( H \). Let \( e_G \) and \( e_H \) denote the unit elements of \( G \) and \( H \), respectively. Let \( \mathcal{T}^c_\varepsilon \) be the fixed-point algebra for the generalised gauge coaction of \( G \) on \( \mathcal{T}_\varepsilon \). It follows from Lemma 4.1.6 that \( \mathcal{T}^c_\varepsilon \) is a \( C^* \)-subalgebra of \( \mathcal{T}^\gamma_\varepsilon \), where \( \mathcal{T}^\gamma_\varepsilon \), in turn, is the fixed-point algebra for the gauge coaction of \( H \) on \( \mathcal{T}_\varepsilon \). Let us prove that \( J_{e_G} \subseteq J_{e_H} \), where \( J_{e_G} \triangleleft \mathcal{T}^c_\varepsilon \) and \( J_{e_H} \triangleleft \mathcal{T}^\gamma_\varepsilon \) are the ideals described in the construction before Definition 6.1.2 with respect to the groups \( G \) and \( H \), respectively.

Indeed, it suffices to show that, given a finite set \( F \) with \( F \subseteq G \), one has

\[
I_{p^{-1}(p \vee F)} \supseteq I_{(p^{-1}(\gamma(p)) \vee \gamma(F))},
\]

where \( \gamma(F) \) is the range of \( F \) under \( \gamma \). To do so, let \( g \in F \). If either \( K_{(p,g)} = \emptyset \) or \( p \notin K_{(p,g)} \), then \( I_{p^{-1}(p \vee F)} = A \supseteq I_{(p^{-1}(\gamma(p)) \vee \gamma(F))} \).

Suppose that \( K_{(p,g)} \neq \emptyset \) and \( p \notin K_{(p,g)} \). Given \( r \in K_{(p,g)} \), \( \gamma(r) \in K_{(\gamma(p), \gamma(g))} \) so that \( \ker \varphi_{p^{-1}} \supseteq I_{(p^{-1}(\gamma(p)) \vee \gamma(g))} \) because \( \gamma \) is a group homomorphism. Thus we conclude that \( I_{p^{-1}(p \vee F)} \supseteq I_{(p^{-1}(\gamma(p)) \vee \gamma(F))} \) and hence \( J_{e_G} \subseteq J_{e_H} \) as asserted.

Thus we obtain a *-homomorphism \( \phi: \mathcal{T}_E / J_{e_G} \to \mathcal{T}_E / J_{e_H} \). Combining Proposition 6.1.5 with Lemma 6.2.1 we deduce that \( \phi \) is injective on \( \mathcal{T}^c_\varepsilon / J_{e_G} \). To see that \( \phi \) is an isomorphism, we will show that \( J_{e_H} \subseteq J_{e_G} \).

First, let \( b \in \mathcal{T}^\gamma_\varepsilon \) be of the form (6.2.2), that is,

\[
b = \tilde{e}(\xi_{p_1}) \tilde{e}(\xi_{p_2})^* \cdots \tilde{e}(\xi_{p_{2k-1}}) \tilde{e}(\xi_{p_{2k}})^*,
\]

with \( k \in \mathbb{N} \), \( \gamma(p_1) \gamma(p_2)^{-1} \ldots \gamma(p_{2k-1}) \gamma(p_{2k})^{-1} = e_H \) and \( \xi_{p_i} \in \mathcal{E}_{p_i} \) for all \( i \in \{1,2,\ldots,2k\} \). We claim that \( p_1 p_2^* \cdots p_{2k-1} p_{2k}^* \neq e_G \) in \( G \) entails \( b \in J_{e_H} \cap J_{e_G} \). To see this, we will prove that \( K_F = K_{\gamma(F)} = \emptyset \), where

\[
F := \{p_{2k}, p_{2k} p_{2k-1} p_{2k-2}, \ldots, p_{2k-1} p_{2k-2} \cdots p_1^\perp p_2 \}
\]

is the finite subset of \( G \) associated to \( b \).

Let \( r \in K_{(F)} \). Then there is a unique \( s_1 \in P \) with \( r = p_{2k} s_1 \). Here we have omitted \( \gamma \) because it is injective on \( P \). Now \( r \) also lies in \( \gamma(p_{2k} p_{2k-1} p_{2k-2}) P \). So there is a unique \( s_2 \in P \) so that \( r = \gamma(p_{2k} p_{2k-1} p_{2k-2}) s_2 \). This implies that \( \gamma(p_{2k-1} p_{2k-2}) s_2 = s_1 \). This is so if and only \( p_{2k-2} s_2 =
6.2.6. Hence $r = p_{2k}p_{2k-1}^{-1}p_{2k-2}s_2$ in $G$ as well. Repeating this procedure, we deduce that $r \in K_F$. Thus $K_{\gamma(F)} = K_F$, since the inclusion $K_F \subseteq K_{\gamma(F)}$ is clear.

It remains to show that $K_F = K_{\gamma(F)} = \emptyset$. Let us argue by contradiction and suppose that $K_F$ is a non-empty subset of $G$. Hence one can find $r, s \in P$ with

$$p_{2k}p_{2k-1}^{-1}p_{2k-2}^{-1}\cdots p_3^{-1}p_2p_1^{-1} = r(p_1s)^{-1}.$$ 

Since $\gamma$ is injective on $P$ and $\gamma(p_{2k}p_{2k-1}^{-1}p_{2k-2}^{-1}\cdots p_3^{-1}p_2p_1^{-1}) = e_H$, it follows that $p_1s = r$. This gives $gr = r$ and thus $g = e_G$, contradicting our assumption that $p_1p_2\cdots p_{2k-1}p_{2k} \neq e_G$ in $G$. Therefore, $K_F = K_{\gamma(F)} = \emptyset$ and hence $b \in J_{e_H} \cap J_{e_G}^\infty$.

As a consequence, the image of $T_{e_H}^{G\gamma}$ under the quotient map $q: T_E \to T_E/J_{e_H}^\infty$ lies in the fixed-point algebra $T_{e_G}^{G\gamma}/J_{e_G}$. Since $\phi$ is faithful on this latter C*-algebra and the quotient map $T_E \to T_E/J_{e_H}^\infty$ is precisely the composite $\phi \circ q$, we conclude that $J_{e_H} \subseteq J_{e_G}^\infty$. Therefore $J_{e_G}^\infty = J_{e_H}^\infty$. This shows that the notion of covariance described in Definition 6.1.2 is independent of the choice of the group containing $P$ as a subsemigroup.

The following is the main result of this chapter:

**Theorem 6.2.5.** Let $P$ be a unital semigroup and let $E = (E_p)_{p \in P}$ be a product system over $P$ of $A$-correspondences. Suppose that $P$ is embeddable into a group. There is a C*-algebra $A \times E$ over $P$ associated to $E$ with a representation $j_E: E \to A \times E$ such that the pair $(A \times E, j_E)$ has the following properties:

(C1) $A \times_E P$ is generated by $j_E(E)$ as a C*-algebra and $j_E$ is strongly covariant in the sense of Definition 6.1.2, where the group $G$ in question may be taken to be any group containing $P$ as a subsemigroup.

(C2) if $\psi = \{\psi_p\}_{p \in P}$ is a strongly covariant representation of $E$ in a C*-algebra $B$ with respect to a group containing $P$, then there is a unique *-homomorphism $\hat{\psi}: A \times_E P \to B$ such that $\hat{\psi} \circ j_p = \psi_p$ for all $p \in P$;

(C3) $j_E$ is faithful and if $G$ is a group with $P \subseteq G$ as a semigroup, there is a canonical full coaction of $G$ on $A \times E P$ so that a *-homomorphism $A \times_E P \to B$ is faithful on the fixed-point algebra $(A \times_E P)^\delta$ if and only if it is faithful on $j_E(A)$.

Moreover, up to canonical isomorphism, $(A \times_E P, j_E)$ is the unique pair with the properties (C1)–(C3).

**Proof.** Let $G$ be a group containing $P$ as a subsemigroup. Let $J_{e_G}^\infty$ be the ideal in $T_E$ as in Lemma 6.1.3. That is, $J_{e_G}^\infty$ is the ideal generated by $j_E$, which in turn is the ideal in $T_E$ constructed before Definition 6.1.2. Set $A \times_E P := T_E/J_{e_G}^\infty$ and let $j_E$ be the representation of $E$ in $A \times_E P$ given by the composition of $i: E \to T_E$ with the quotient map $q: T_E \to T_E/J_{e_G}^\infty$. By Lemma 6.2.4 this does not depend on the chosen group and hence it satisfies (C1). By the universal property of $T_E$ and again by Lemma 6.2.4, $A \times_E P$ also fulfills (C2). Now (C3) follows from Lemma 6.2.1. Uniqueness of $(A \times_E P, j_E)$ is then clear.

We call $A \times_E P$ the **covariance algebra** of $E$, following the terminology of [32] for C*-algebras associated to partial dynamical systems.

**Remark 6.2.6.** The proof of Lemma 6.2.4 also tells us that the fixed-point algebras of the canonical coactions on $A \times_E P$ of all groups containing $P$ coincide.

**Example 6.2.7.** Let $G$ be a group and $(B_g)_{g \in G}$ a saturated Fell bundle over $G$. View $(B_g)_{g \in G}$ as a product system over $G$. For each $g \in G$ and $F \subseteq G$ finite, we have that $I_g^{-1}(g \cdot F) = B_e$ since $g \in K_{(g,h)}$ for all $h \in F$. Hence $J_e = \{0\}$ and the associated covariance algebra is isomorphic to the cross sectional C*-algebra of $(B_g)_{g \in G}$.

### 6.3 Relationship to other constructions

In this section, we relate the covariance algebras of product systems defined here to other constructions in the setting of irreversible dynamical systems. We also give an equivalent notion of strongly covariant representations for compactly aligned product systems over quasi-lattice ordered groups.
6.3.1 Relationship to a construction by Sims and Yeend

Let us restrict our attention to compactly aligned product systems over positive cones of quasi-lattice orders. In [55], Sims and Yeend constructed a C*-algebra \( \mathcal{NO}_E \) from a compactly aligned product system \( E = (E_p)_{p \in P} \) so that it generalises constructions such as C*-algebras associated to finitely aligned higher rank graphs and Katsura’s Cuntz–Pimsner algebra of a single correspondence. The universal representation of \( E \) in \( \mathcal{NO}_E \) is quite often faithful, but Example 3.16 of [55] shows that it may fail to be injective even if \((G, P)\) is totally ordered and \( A \) acts by compact operators on \( E_p \) for all \( p \in P \). In this subsection, we will see that \( \mathcal{NO}_E \) coincides with \( A \times \mathcal{E} \) when either the universal representation of \( E \) in \( \mathcal{NO}_E \) is faithful and \( P \) is directed or \( E \) is a faithful product system. In both cases \( \mathcal{NO}_E \) satisfies an analogue of (C3) [15, Proposition 3.7]. This subsection is based on [15] and [55].

We first recall the definitions from [55] of Cuntz–Nica–Pimsner covariance and Cuntz–Nica–Pimsner algebra. Fix a quasi-lattice ordered group \((G, P)\) and let \( E = (E_p)_{p \in P} \) be a compactly aligned product system over \( P \). Let \( \bar{I}_p := A \) and, for each \( p \in P \setminus \{e\} \), set

\[
\bar{I}_p = \bigcap_{\varepsilon < s \leq p} \ker \varphi_s < A.
\]

Given \( p \in P \), we define a correspondence \( \tilde{E}_p : A \onto A \) by

\[
\tilde{E}_p := \bigoplus_{r \leq p} E_r \bar{I}_{r^{-1}p}.
\]

For all \( s \in P \), there is an \(*\)-homomorphism \( \tilde{\varphi}_s : \mathcal{B}(E_s) \to \mathcal{B}(\tilde{E}_p) \) defined by

\[
\tilde{\varphi}_s(T) = \left( \bigoplus_{s \leq r \leq p} \varphi_r(T) \right)_{E_r, \bar{I}_{r^{-1}p}} \oplus \left( \bigoplus_{s \leq r \leq p} 0_{E_r, \bar{I}_{r^{-1}p}} \right) \quad \text{for all } T \in \mathcal{B}(E_s).
\]

Let \( F \subseteq P \) be a finite set and let \( T_s \in \mathcal{B}(E_s) \) for each \( s \in F \). We say that \( \sum_{s \in F} \tilde{\varphi}_s(T_s) = 0 \) for large \( p \) if given an arbitrary element \( r \in P \), there exists \( r' \geq r \) such that \( \sum_{s \in F} \tilde{\varphi}_s(T_s) = 0 \) for all \( p \geq r' \). A representation \( \psi \) of \( E \) in a C*-algebra \( B \) is Cuntz–Pimsner covariant according to [55, Definition 3.9] if

\[
\sum_{s \in F} \psi^{(s)}(T_s) = 0
\]

whenever \( \sum_{s \in F} \tilde{\varphi}_s(T_s) = 0 \) for large \( p \). It is called Cuntz–Nica–Pimsner covariant if it is both Nica covariant and Cuntz–Pimsner covariant.

Suppose that \( E \) is a product system with the extra property that \( \tilde{\varphi}_s \) is injective on \( A \) for all \( p \in P \). The Cuntz–Nica–Pimsner algebra associated to \( E \), denoted by \( \mathcal{NO}_E \), is then the universal C*-algebra for Cuntz–Nica–Pimsner covariant representations (see [55, Proposition 3.2] for further details). The requirement that \( \tilde{\varphi}_s \) be faithful for all \( p \in P \) implies that the representation of \( E \) in \( \mathcal{NO}_E \) is faithful. Sims and Yeend proved in [55, Lemma 3.15] that this is satisfied whenever \( P \) has the following property: given a non-empty set \( F \subseteq P \) that is bounded above, in the sense that there is \( p \in P \) with \( s \leq p \) for all \( s \in F \), then \( F \) has a maximal element \( r \). That is, \( r \leq s \) for all \( s \in F \setminus \{r\} \).

The next example of a product system is given by Sims and Yeend in [55, Example 3.16]. It consists of a compactly aligned product system for which not all \( \tilde{\varphi}_s \)'s are injective. We recall their example here and describe its associated covariance algebra.

**Example 6.3.1.** Let \( \mathbb{Z} \times \mathbb{Z} \) be equipped with the lexicographic order and let \( P \) be its positive cone. So \( P = (\mathbb{N} \setminus \{0\}) \times \mathbb{Z} \cup (\{0\} \times \mathbb{N}) \) and \( e = (0) \times \{0\} \). Define a product system over \( P \) as follows: let \( A := \mathbb{C}^2 \) and, for each \( p \in P \), let \( E_p := \mathbb{C}^2 \) be regarded as a Hilbert \( A \)-module with right action given by coordinatewise multiplication and usual \( \mathbb{C}^2 \)-valued inner-product. Following the notation of [55], we set \( S := \{0\} \times \mathbb{N} \) and for all \( p \in S \), we let \( \mathbb{C}^2 \) act on \( E_p \) on the left by coordinatewise multiplication, so that \( \varphi_p((\lambda_1, \lambda_2)) := (\lambda_1, \lambda_2) \in \mathbb{B}(E_p) \) for all \( p \in P \) and \( (\lambda_1, \lambda_2) \in A \). For \( p \in P \setminus S \), put \( \varphi_p((\lambda_1, \lambda_2)) := (\lambda_1, \lambda_1) \). Thus ker \( \varphi_p = \{0\} \times \mathbb{C} \) for all \( p \in P \setminus S \). If \( q \in S \), define a correspondence isomorphism \( \mu_{p,q} : E_p \otimes_{\mathbb{C}^2} E_q \cong E_{pq} \) by

\[
(z_1, z_2) \otimes (w_1, w_2) \mapsto (z_1 w_1, z_2 w_2).
\]
6.3. RELATIONSHIP TO OTHER CONSTRUCTIONS

For all \( q \in P \setminus S \), define \( \mu_{p,q} : E_p \odot_{C^*} E_q \cong E_{pq} \) by

\[
(z_1, z_2) \otimes (w_1, w_2) \mapsto (z_1 w_1, z_1 w_2).
\]

This is a proper product system \( E = (E_p)_{p \in P} \) over \( C^2 \). Thus it is also compactly aligned. Since \( P \) is totally ordered, all representations of \( E \) are Nica covariant. Sims and Yeend proved that such a product system has no injective Cuntz–Nica–Pimsner covariant representation. Their argument is the following: for all \( p \neq e \), \( T_p = \ker \varphi_{(p,1)} = \{0\} \). Hence, if \( q \in P \setminus S \), \( T_q = \varphi_q \) is not injective and any Cuntz–Nica–Pimsner covariant representation of \( E \) vanishes on \( \ker \varphi_q = \{0\} \times \mathbb{C} \).

Let us now describe the associated covariance algebra \( A \times_E P \). We will show that \( (A \times_E P)^\delta \) is isomorphic to the \( C^* \)-algebra of all convergent sequences. To do so, given \( p \in P \), write \( p = (p_1, p_2) \).

We define an isometry \( v_p \in \mathcal{B}(\ell^2(N \times Z)) \) by

\[
v_p(f)(q) = \begin{cases} f(q - p) & \text{if } q_1 \geq p_1, \\ 0 & \text{otherwise}, \end{cases}
\]

where \( f \in \ell^2(N \times Z) \) and \( q = (q_1, q_2) \in N \times Z \). Thus \( v_p^*(f)(q) = f(q + p) \) and \( v_p v_p^* \) is the projection of \( \ell^2(N \times Z) \) onto the subspace \( \ell^2(N_{\geq p_1} \times Z) \). In particular, \( v_p \) is unitary for all \( p \in S \).

Let \( \phi_e : C^2 \to \mathcal{B}(\ell^2(N \times Z)) \) be the *-homomorphism given by

\[
\phi_e((\lambda_1, \lambda_2))(f)(q) = \begin{cases} \lambda_2 f(q) & \text{if } q_1 = 0, \\ \lambda_1 f(q) & \text{otherwise.} \end{cases}
\]

For all \( (z_1, z_2)_p \in E_p \), put \( \phi_p((z_1, z_2)_p) := v_p \phi_e((z_1, z_2)) \). This yields a representation \( \phi = \{\phi_p\}_{p \in P} \) of \( E \) in \( \mathcal{B}(\ell^2(N \times Z)) \). We claim that \( \phi \) is strongly covariant and preserves the topological \( Z \times Z \)-grading of \( A \times_E P \). First, for each finite set \( F \subseteq P \),

\[
B_F := \{T_p \in F : T_p \in \mathbb{K}(E_p)\}
\]

is a \( C^* \)-subalgebra of \( T_F^\delta \) since \( P \) is totally ordered (see also [15, Lemma 3.6]). In addition, \( T_F^\delta = \bigcup_{F \subseteq P} B_F \). By [3, Lemma 1.3],

\[
J_e = \bigcup_{F \subseteq P} J_e \cap B_F.
\]

So in order to prove that \( \phi \) is strongly covariant, it suffices to verify that, given a finite set \( F \subseteq P \), one has

\[
\sum_{p \in F} \phi(p)(T_p) = 0
\]

whenever \( \sum_{p \in F} J_e^{(p)}(T_p) = 0 \) in \( A \times_E P \). Here \( T_p \in \mathbb{K}(E_p) \) for each \( p \in F \). So suppose that \( F \) is a finite subset of \( P \) and \( \sum_{p \in F} J_e^{(p)}(T_p) = 0 \) in \( A \times_E P \), with \( T_p \in \mathbb{K}(E_p) \). Let \( (\lambda_1, p, \lambda_2, p) \) be such that \( T_p = (\lambda_1, p, \lambda_2, p) \).

Write

\[
F = \bigcup_{i=1}^n F_{p_i}
\]

with \( p_i < p_{i+1} \) for all \( i \in \{1, \ldots, n\} \), where \( F_{p_i} \) is given by all of the elements in \( F \) having first component \( p_i \). Given a finite set \( F' \subseteq P \) with \( F' \supseteq F \), there is \( r_1 = (p_1, q_1) \in P \) such that \( p' < r_1 \) for all \( p' \in F_{p_1} \). Then

\[
E_{r_1} I_{r_1^{-1} (r_1 \cup F')} = \{0\} \times \mathbb{C}.
\]

So by taking finite sets \( F' \subseteq P \) with \( F' \supseteq F \), we conclude from the definition of strong covariance that

\[
\sum_{p \in F_{p_1}} \lambda_{2,p} = 0.
\]

If \( p_2 > p_1 + 1 \), we deduce by a similar argument that the sum \( \sum_{p \in F_{p_1}} \lambda_{1,p} \) must be zero as well because

\[
v_p^*(T_p)(\lambda_1, \lambda_2) = v_p^* ((\lambda_1, p, \lambda_2, p)) (\lambda_1, \lambda_2) = (\lambda_1, p, \lambda_1, p, \lambda_2)
\]
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for all $r = (r_1, r_2) > p$ with $r_1 > p_1$. In case $p_2 = p_1 + 1$, then

$$\sum_{p \in F_1} \lambda_{1,p} + \sum_{p \in F_2} \lambda_{2,p} = 0.$$ 

Repeating this argument for all of the $p_1$’s and observing that

$$\phi^{(p)}(T_p)(f)(q) = \begin{cases} \lambda_{2,p} f(q) & \text{if } q_1 = p, \\ \lambda_{1,p} f(q) & \text{if } q_1 > p, \\ 0 & \text{otherwise}, \end{cases}$$

we conclude that $\phi$ is indeed strongly covariant. The associated representation of $A \times_{\mathcal{E}} P$ on $\ell^2(\mathbb{N} \times \mathbb{Z})$ is faithful on $(A \times_{\mathcal{E}} P)^{\delta}$ because it is injective on $C^2$. Its image in $\mathcal{B}(\ell^2(\mathbb{N} \times \mathbb{Z}))$ is the C*-algebra generated by $\phi_i(C^2)$ and the family of isometries $\{v_p | p \in P\}$.

To see that $\hat{\phi}$ is faithful on $A \times_{\mathcal{E}} P$, consider the canonical unitary representation of the torus $T^2$ on $\ell^2(\mathbb{N} \times \mathbb{Z})$. Explicitly, the unitary $U_z$ is given by

$$U_z(f)(q) = z_1^q z_2^q f(q), \quad q = (q_1, q_2) \in \mathbb{N} \times \mathbb{Z},$$

where $z = (z_1, z_2) \in T^2$. This produces a continuous action of $T^2$ on $\hat{\phi}(A \times_{\mathcal{E}} P)$ by $T \mapsto U_T^*$. Hence it carries a topological $\mathbb{Z} \times \mathbb{Z}$-grading (see Section 2.2). The corresponding spectral subspace at $(m, n)$ is determined by

$$\{ T \in \hat{\phi}(A \times_{\mathcal{E}} P) \mid U_zTU_z^* = z_1^n z_2^n T \text{ for all } z = (z_1, z_2) \in T^2 \}.$$ 

Since $\mathbb{Z} \times \mathbb{Z} = P \cup P^{-1}$, it is easy to verify that $\hat{\phi}$ preserves the grading of $A \times_{\mathcal{E}} P$. Because $\mathbb{Z} \times \mathbb{Z}$ is amenable, $\hat{\phi}$ is then an isomorphism onto its image. Its restriction to $(A \times_{\mathcal{E}} P)^{\delta}$ yields an isomorphism onto the C*-algebra of all convergent sequences

$$\{(\zeta_n)_{n \in \mathbb{N}} \in \ell^\infty(\mathbb{N}) \mid \exists \lim_{n \to \infty} \zeta_n \}.$$ 

This isomorphism sends $(\lambda_1, \lambda_2)_p \in \mathbb{K}(\mathcal{E}_p)$ to the sequence $(\zeta_n)_{n \in \mathbb{N}}$ with

$$\zeta_n = \begin{cases} \lambda_2 & \text{if } n = p_1, \\ \lambda_1 & \text{if } n > p_1, \\ 0 & \text{otherwise}. \end{cases}$$

The task of verifying whether a given representation is strongly covariant or not is considerably simplified when $\mathcal{E}$ is compactly aligned. The proof of the next proposition is taken from [15 Proposition 3.7] and adapted to our context.

**Proposition 6.3.2.** Let $\mathcal{E} = (\mathcal{E}_p)_{p \in P}$ be a compactly aligned product system. A representation $\psi$ of $\mathcal{E}$ in a C*-algebra $B$ is strongly covariant if and only if it is Nica covariant and satisfies

$$(C) \sum_{p \in F} \psi^{(p)}(T_p) = 0 \text{ whenever } \sum_{p \in F} t^{(p)}_F(T_p) = 0 \text{ on } \mathcal{E}_F, \text{ where } F \subseteq P \text{ is finite and } T_p \in \mathbb{K}(\mathcal{E}_p) \text{ for all } p \in F.$$ 

**Proof.** Suppose that $\psi$ is strongly covariant. Let $p, q \in P$, $T \in \mathbb{K}(\mathcal{E}_p)$ and $S \in \mathbb{K}(\mathcal{E}_q)$. If $p \vee q = \infty$, then $K_{(p,q)} = 0$ so that $t^{(p)}_F(T)t^{(q)}_F(S) = 0$ on the direct summand $\mathcal{E}_F$ for all finite subsets $F$ of $G$. Hence strong covariance implies $j^{(p)}(T)j^{(q)}(S) = 0$ in $A \times_{\mathcal{E}} P$. Assume that $p \vee q < \infty$. Let $T' \in \mathbb{K}(\mathcal{E}_{p\vee q})$ be such that $t^{(p)}_F(T)t^{(q)}_F(S) = T'$. Because $t^{(p)}_F(T)t^{(q)}_F(S) = 0$ on $\mathcal{E}_{F}I_{-1(r\vee F)}$ whenever $r \not\in (p \vee q)P$, it follows that $t^{(p)}_F(T)t^{(q)}_F(S) = t^{(p\vee q)}_F(T') = 0$ for each finite subset $F$ of $G$. Hence $j^{(p)}(T)j^{(q)}(S) = j^{(p\vee q)}(T')$ and $je$ is Nica covariant.

Now if $\sum_{p \in F} t^{(p)}_F(T_p) = 0$ on $\mathcal{E}_F$ and $F' \supseteq F$, then $\sum_{p \in F'} t^{(p)}_{F'}(T_p) = 0$ on $\mathcal{E}_{F'}$ since $\mathcal{E}_{F'}^+$ may be viewed as a closed submodule of $\mathcal{E}_F^+$ (see Section 6.1 for further details). So $\sum_{p \in F} j^{(p)}(T_p) = 0$ in $A \times_{\mathcal{E}} P$ and, in particular, $\sum_{p \in F} \psi^{(p)}(T_p) = 0$. 
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Conversely, assume that ψ is Nica covariant and satisfies (C). In order to prove that ψ is strongly covariant, we use the ideas employed in [15]. Let \( \mathcal{P}_{\text{fin}} \) denote the set of all finite subsets of \( P \) that are \( \vee \)-closed. Precisely, \( F \in \mathcal{P}_{\text{fin}} \) if it is finite and for all \( p, q \in F \) with \( p \lor q < \infty \), one has \( p \lor q \in F \). For each \( F \in \mathcal{P}_{\text{fin}} \), let \( B_F \) denote the subspace of \( \mathcal{N} \mathcal{T}_E \) given by

\[
\left\{ \sum_{p \in F} T_p | T_p \in \mathbb{K}(\mathcal{E}_p) \right\}.
\]

Here we introduce no special notation to identify an element of \( \mathbb{K}(\mathcal{E}_p) \) with its image in \( \mathcal{N} \mathcal{T}_E \). We observe that \( B_F \) is a \( \mathbb{C}^* \)-subalgebra of \( \mathcal{N} \mathcal{T}_E \) and, in addition,

\[
\mathcal{N} \mathcal{T}_E = \bigcup_{F \in \mathcal{P}_{\text{fin}}} B_F.
\]

Hence, since \( A \times_E P \) is a quotient of \( \mathcal{N} \mathcal{T}_E \), Lemma 1.3 of [3] says that all we must do is prove that \( \sum_{p \in F} t_F^{(p)}(T_p) = 0 \) on \( \mathcal{E}_F \) if \( \sum_{p \in F} j^{(p)}(T_p) = 0 \) in \( A \times_E P \).

Given \( r \in P \), it follows from Nica covariance that \( j^{(p)}(T_p) j_r(\mathcal{E}_r) = 0 \) when \( p \lor r = \infty \) and

\[
j^{(p)}(T_p) j_r(\mathcal{E}_r) \subseteq j_r(\mathcal{E}_r) j^{(r^{-1}(p \lor r))} \left( \mathbb{K}(\mathcal{E}_{r^{-1}(p \lor r)}) \right)
\]

otherwise. So \( j^{(p)}(T_p) j_r(\mathcal{E}_r \ker \varphi_{r^{-1}(p \lor r)}) = 0 \) if \( p \not\leq r \). Therefore,

\[
\sum_{p \in F} j^{(p)}(T_p) j_r(\mathcal{E}_r I_{r^{-1}(p \lor F)}) = \sum_{p \in F, p \leq r} j^{(p)}(T_p) j_r(\mathcal{E}_r I_{r^{-1}(p \lor F)})
\]

\[
= j_r \left( \sum_{p \in F, p \leq r} t_F^{(p)}(T_p) \mathcal{E}_r I_{r^{-1}(p \lor F)} \right).
\]

Since \( j_E \) is injective, \( \sum_{p \in F} j^{(p)}(T_p) = 0 \) yields \( \sum_{p \in F, p \leq r} t_F^{(p)}(T_p) \mathcal{E}_r I_{r^{-1}(p \lor F)} = 0 \) for all \( r \in P \), and we deduce that \( \sum_{p \in F} t_F^{(p)}(T_p) = 0 \) on \( \mathcal{E}_F \) as desired. \( \square \)

Recall that a \( \mathbb{C}^* \)-algebra \( A \) is nuclear if, for every \( \mathbb{C}^* \)-algebra \( B \), there is a unique \( \mathbb{C}^* \)-norm on \( A \odot B \) (see, for example, [10]). The previous proposition combined with [63] Theorem 6.3] gives us the following:

**Corollary 6.3.3.** Let \( (G, P) \) be a quasi-lattice ordered group and let \( \mathcal{E} = (\mathcal{E}_p)_{p \in P} \) be a compactly aligned product system. Suppose that \( G \) is amenable. If \( A \) is nuclear, then \( A \times_E P \) is nuclear.

We denote by \( g_N \) the \( * \)-homomorphism from \( \mathcal{N} \mathcal{T}_E \) to \( A \times_E P \) induced by \( j_E \) = \( \{ j_p \}_{p \in P} \). The proof of the next result is essentially identical to that of Proposition 6.3.2. This is inspired by [15] Proposition 3.7.

**Proposition 6.3.4.** Let \( \psi \) be an injective Nica covariant representation of \( \mathcal{E} \) in a \( \mathbb{C}^* \)-algebra \( B \) and let \( \psi_N \) denote the induced \( * \)-homomorphism. Then \( (\ker \psi_N) \cap \mathcal{N} \mathcal{T}_E \subseteq \ker q_N \).

The following is [15] Example 3.9].

**Example 6.3.5.** Let \( \mathbb{F}_2 \) denote the free group on two generators \( a \) and \( b \). Then \( \mathbb{F}_2 \) is quasi-lattice ordered and its positive cone \( \mathbb{F}_2^+ \) is the unital semigroup generated by \( a \) and \( b \). Define a product system over \( \mathbb{F}_2^+ \) by setting \( A := \mathcal{E}, \mathcal{E}_a := \mathcal{C} \) and \( \mathcal{E}_b := \{ 0 \} \), where \( \mathcal{C} \) is regarded as a Hilbert bimodule over \( \mathcal{C} \) in the usual way. So \( \mathcal{E}_{an} = \mathcal{C} \) for all \( n \in \mathbb{N} \). A subset of \( \mathbb{F}_2^+ \) that is bounded above has a maximal element, so that the representation of \( \mathcal{E} \) in \( \mathcal{N} \mathcal{O}_E \) is injective. However, in [15] this example illustrates the fact that the conclusion of Proposition 6.3.2 may fail for \( \mathcal{N} \mathcal{O}_E \) if \( P \) is not directed and \( \mathcal{E} \) is non-faithful.

Define a representation of \( \mathcal{E} \) in \( \mathcal{C} \) by \( \psi_p(\lambda_p) = \lambda_p \) for all \( p \in P \) and \( \lambda_p \in \mathcal{E}_p \). So \( \psi_E \) is faithful. Let \( 1_n \in \mathbb{K}(\mathcal{E}_a) \). Then \( \psi_n(1) - \psi_n(1_n) = 0 \) but \( \psi_n(1) - \psi_n(1_n) \neq 0 \) for all \( n \geq 1 \). Hence the image of \( 1 - 1_n \) in \( \mathcal{N} \mathcal{O}_E \) is nonzero and it becomes clear that \( \mathcal{N} \mathcal{O}_E \) and \( A \times E \) are not isomorphic, since \( j_E(1) - j_E(1_n) = 0 \) in the latter. For this example, \( A \times E \) is the universal \( \mathbb{C}^* \)-algebra generated by a unitary. That is, \( A \times E \cong C(\mathbb{T}) \) with \( j_a(\lambda_a) = \lambda_a z \) and \( j_e(\lambda) = \lambda \), where \( z : \mathbb{T} \to \mathcal{C} \) is the inclusion function.
6. \textit{C}*-\textit{algebras for product systems over subsemigroups of groups}

**Proposition 6.3.6.** Let \((G, P)\) be a quasi-lattice ordered group and let \(E = (E_p)_{p \in P}\) be a compactly aligned product system over \(P\). Suppose either that \(E\) is faithful or that \(P\) is directed and the representation of \(E\) in \(NO_E\) is injective. Then \(NO_E\) and \(A \times_E P\) are canonically isomorphic to each other.

\[ \text{Proof.}\] Let \(j_E\) denote the representation of \(E\) in \(NO_E\). By Proposition 6.3.4, \(\ker j_N \cap N_{}\subseteq \ker q_N\). In particular, \(j_E\) is an injective Cuntz–Nica–Pimsner covariant representation of \(E\) in \(A \times_E P\). Hence, \(\text{Proposition 3.7}\) implies that the induced *-homomorphism \(j: NO_E \to A \times_E P\) is faithful on the fixed-point algebra \(NO_E^*\). Therefore, \(j_N\) vanishes on \(\ker q_N\) and it factors through \(A \times_E P\). Thus \(j_N\) is the inverse of \(j\) \(\square\)

### 6.3.2 Cuntz–Pimsner algebras

Recall that Fowler’s Cuntz–Pimsner algebra of a product system \(E = (E_p)_{p \in P}\), denoted by \(O_E\), is the universal \(\text{C}^*\)-algebra for representations that are Cuntz–Pimsner covariant on \(J_p := \varphi^{-1}(\mathbb{K}(E_p))\). See also Remark 4.2.8. Our next result provides sufficient conditions for \(A \times_E P\) to coincide with Fowler’s Cuntz–Pimsner algebra if \(P\) is a cancellative right Ore monoid, that is, \(P\) is cancellative and \(pP \cap qP \neq \emptyset\) for all \(p, q \in P\). In this case, \(P\) can be embedded in a group \(G\) so that \(G = PP^{-1}\).

**Proposition 6.3.7.** Let \(P\) be a cancellative right Ore monoid and let \(E = (E_p)_{p \in P}\) be a product system that is faithful and proper. Then \(A \times_E P\) is canonically isomorphic to Fowler’s Cuntz–Pimsner algebra.

\[ \text{Proof.}\] Observe that \(J_p = A\) for all \(p \in P\). We begin by verifying that the representation of \(E\) in \(A \times_E P\) is Cuntz–Pimsner covariant on \(A\) for each \(p \in P\). Indeed, set \(F := \{p\}\). Since \(E\) is faithful, it follows that \(I_{r^{-1}(p \cap p)} = \emptyset\) if \(r \not\in pP\). Hence

\[ E_p = \bigoplus_{r \in pP} E_r.\]

Hence \(j_E\) is Cuntz–Pimsner covariant on \(J_p\) for each \(p \in P\). We then obtain a *-homomorphism \(j: O_{J,E} \to A \times_E P\).

By Theorem 3.16, we may view \(O_{J,E}^*\) as the inductive limit of \((\mathbb{K}(E_p))_{p \in P}\). Thus \(j\) is faithful on \(O_{J,E}^*\) since it is so on all of the \(\mathbb{K}(E_p)\)'s. The quotient map \(q: T_E \to A \times_E P\) is the composition of \(j\) with the quotient map from \(T_E\) to \(C_{J,E}\). Hence the representation of \(E\) in this latter \(\text{C}^*\)-algebra must vanish on \(J_{\infty}\). The induced *-homomorphism \(A \times_E P \to O_{J,E}^*\) is then the inverse of \(j\) \(\square\)

### 6.3.8 Product system of Hilbert bimodules as in Definition 6.1.3

Then \(A \times_E P\) is canonically isomorphic to \(O_{T_E,E}\), where \(T_E\) is the family of Katsura’s ideals for \(E\).

**Proposition 6.3.8.** Let \((G, P)\) be a quasi-lattice ordered group and let \(E = (E_p)_{p \in P}\) be a simplifiable product system of Hilbert bimodules as in Definition 6.1.3. Then \(A \times_E P\) is canonically isomorphic to \(O_{T_E,E}\), where \(T_E\) is the family of Katsura’s ideals for \(E\).

\[ \text{Proof.}\] We begin by proving that the canonical representation of \(E\) in \(A \times_E P\) factors through \(O_{T_E,E}\).

Let \(p \in P\) and let \(s \in P\) be such that \(r \not\geq p\). Axiom (ii) of Definition 6.1.3 entails \(\varphi_r(\langle E_p | E_p \rangle)\langle E_r | E_r \rangle = \emptyset\) if \(p \not\in r\). Suppose that \(p \not\in r\). Then

\[ \langle E_p | E_p \rangle \langle E_r | E_r \rangle \subseteq \langle E_{p \cap r} | E_{p \cap r} \rangle.\]

In particular,

\[ \langle E_p | E_p \rangle \langle E_r | E_r \rangle \ker \varphi_{r^{-1}(p \cap r)} = \emptyset\]

because \(\langle E_{p \cap r} | E_{p \cap r} \rangle\) acts faithfully on \(E_{p \cap r}\). Hence \(\varphi_r(\langle E_p | E_p \rangle)\langle E_r | E_r \rangle \ker \varphi_{r^{-1}(p \cap r)} = \emptyset\). So given \(a\) in \(\langle E_p | E_p \rangle\), take \(F = \{p\}\). Then \(t^G_p(a) - t^E_p(a) = 0\) on \(E_F\). By Proposition 6.3.2

\[ j^G_p(\varphi_r(a)) = j_E(a).\]

This shows that \(j = \{j_p\}_{p \in P}\) is an injective representation of \(E\) in \(A \times_E P\) that is Cuntz–Pimsner covariant on \(I_{E_p} = \langle E_p | E_p \rangle\) for all \(p \in P\). So it induces a *-homomorphism \(\phi: O_{T_E,E} \to A \times_E P\).

Since \(\phi\) is a surjective grading-preserving *-homomorphism, the universal property of \(A \times_E P\) tells us that \(\phi\) is an isomorphism. \(\square\)
6.3.3 Semigroup $C^*$-algebras

The semigroup $C^*$-algebra as introduced by Murphy in [14] is the universal $C^*$-algebra for representations of $P$ by isometries, also called isometric representations. Unlike the group case, the resulting $C^*$-algebra is usually badly behaved. For instance, it is not nuclear even when the semigroup in question is $\mathbb{N} \times \mathbb{N}$ (see [45]). For semigroups that are positive cones of quasi-lattice ordered groups, Nica considered a sub-class of isometric representations, namely, those satisfying the Nica covariance condition (see Example 4.2.13). In this setting, he also introduced a notion of amenability for a quasi-lattice ordered group (see [45]). For semigroups that are positive cones of quasi-lattice ordered groups, Nica considered certain assumption involving the family of right ideals of $P$ and proposed a construction generalising that of Nica to left cancellative semigroups [39]. In analogy with the group case, he was able to relate amenability of a semigroup to its associated $C^*$-algebra (see [39, Section 4]). In this subsection, we study the relationship between covariance algebras and the semigroup $C^*$-algebras of Xin Li. Under a certain assumption involving the family of constructible right ideals of $P$, we will show that we can recover the semigroup $C^*$-algebra of Xin Li from the covariance algebra of a certain product system. This is obtained in [5, Section 5] for Ore monoids.

Let us first recall Li’s construction. Assume that $G$ is generated by $P$. Given $\alpha = (p_1, p_2, \ldots, p_{2k}) \subseteq P$, define

$$F_\alpha = \{p_1^{-1}p_2^{-1}p_{2k-1}^{-1}p_{2k-2}^{-1}p_{2k-3}^{-1}, \ldots, p_1^{-1}p_2^{-1}p_{2k-2}^{-1}p_{2k}^{-1}p_1 \}.$$  

(6.3.9)

Then $K_{\{F_\alpha, e\}}$ is a right ideal in $P$. This corresponds to the right ideal

$$p_1^{-1}p_2^{-1}p_{2k-2}^{-1}p_{2k}^{-1}p_1P$$

in the notation of [39]. Given words $\alpha_1, \alpha_2, \ldots, \alpha_n$ in $P$, the intersection

$$\bigcap_{i=1}^n K_{\{F_{\alpha_i}, e\}}$$

is again a right ideal in $P$. Let $J$ be the smallest family of right ideals of $P$ containing the “constructible” right ideals as above and the empty set $\emptyset$. This is closed under finite intersection. In addition, if $S \in J$, then $pS \in J$ and $p^{-1}S \in J$, where $pS$ and $p^{-1}S$ denote the image and pre-image of $S$, respectively, under left multiplication by $p$. The following is [39, Definition 3.2].

**Definition 6.3.10.** Let $P$ be a subsemigroup of a group $G$. The semigroup $C^*$-algebra of $P$, denoted by $C^*_r(P)$, is the universal $C^*$-algebra generated by a family of isometries $\{v_p \mid p \in P\}$ and projections $\{e_S \mid S \in J\}$ satisfying the following:

(i) $v_pv_q = v_{pq},$

(ii) $e_\emptyset = 0,$

(iii) $v_1^*v_2 \cdots v_{2k-2}^*v_{2k-1}v_{2k} = e_K_{\{F_\alpha, e\}}$ whenever $\alpha = (p_1, p_2, \ldots, p_{2k})$ is a word in $P$ with $p_1^{-1}p_2 \cdots p_{2k-2}p_{2k-1}^{-1}p_2 = e$ in $G$.

The family $J$ of right ideals of $P$ is called independent (see [39, Definition 2.26]) if given a right ideal of $P$ of the form

$$S = \bigcup_{i=1}^m S_i$$

with $S_i \in J$ for all $i \in \{1, \ldots, m\}$, then $S = S_i$ for some $i \in \{1, \ldots, m\}$. By [39, Lemma 3.3], $e_{S_1}e_{S_2} = e_{S_1 \cap S_2}$ in $C^*_r(P)$ for all $S_1, S_2$ in $J$ and hence the closed linear span of the projections $\{e_S \mid S \in J\}$ is a commutative $C^*$-subalgebra of $C^*_r(P)$. If $J$ is independent, this $C^*$-subalgebra is canonically isomorphic to the $C^*$-subalgebra of $\mathcal{E}(P)$ generated by the characteristic functions on elements of $J$ [39, Corollary 3.4]. Let us denote this latter $C^*$-algebra by $A$. That is,

$$A = \text{span}\{\chi_S \mid S \in J\},$$

where $\chi_S \in \mathcal{E}(P)$ is the characteristic function on $S$. This will be the coefficient algebra of our product system $\mathcal{E}$. The idea is taken from [5, Section 5]. Our assumption, however, is different: we require $P$ to be embeddable in a group, as usual. So we follow [39, Definition 3.2].
There is a semigroup action $\beta: P \to \text{End}(A)$ by injective endomorphisms with hereditary range as follows. Let $\beta_p$ be defined by $\chi_S \mapsto \chi_{pS}$. Its range $\beta_p(A)$ is the corner $\chi_p P A \chi_p P$ and hence it is hereditary. This gives us a product system over $P$ as in Example 4.2.10. The correspondence $\mathcal{E}_p: A \to A\chi_p P$ with the following structure: we use the inverse $\beta_p^{-1}$ to define the $A$-valued inner product, so that

$$\langle a\chi_p P \mid b\chi_p P \rangle := \beta_p^{-1}(\chi_p Pa^* \cdot b\chi_p P).$$

In particular, $\langle \chi_S\chi_p P \mid \chi_p P \rangle = \chi_{(p^{-1}S)\cap P}$ for all $S \in \mathcal{J}$. The right action of $A$ on $\mathcal{E}$ is implemented by $\beta_p$. That is, $(b\chi_p P) \cdot \chi_S = b\chi_{pS}$. The left action is then defined by left multiplication $a \cdot (b\chi_p P) = ab\chi_p P$. Finally, the isomorphism $\mu_{p,q}: \mathcal{E}_p \otimes_A \mathcal{E}_q \cong \mathcal{E}_{pq}$ sends $a\chi_p P \otimes b\chi_q P$ to $a\chi_p P \beta_p(b)\chi_{pq} P$. As in Example 4.2.10 $\mathcal{E}_p$ is a Hilbert bimodule with left $A$-valued inner product given by

$$\langle a\chi_p P \mid b\chi_p P \rangle = a\chi_p P b^*.$$

In particular, this is simplifiable if $(G, P)$ is a quasi-lattice ordered group.

**Proposition 6.3.11.** Suppose that $\mathcal{J}$ is independent. The semigroup $C^*$-algebra $C^*_\alpha(P)$ is naturally isomorphic to $A \times_{\mathcal{E}} P$.

**Proof.** Let us define a $^*$-homomorphism $C^*_\alpha(P) \to A \times_{\mathcal{E}} P$ by using the universal property of $C^*_\alpha(P)$. For each $p \in P$, put $u_p := j_p(\chi_p P)$. Thus $u$ is an isometric representation of $P$ in $A \times_{\mathcal{E}} P$. Given $S \in \mathcal{J}$, set $\mathcal{E}_S = \chi_S P$. In order to prove that this data also satisfies the condition (iii) of Definition 6.3.10, let $\alpha = (p_1, p_2, \ldots, p_{2k})$ be a word in $P$ with $p_1 p_2 \cdots p_{2k} = e$. Let $F_\alpha$ be as in (6.3.9). Let us show that

$$t_\alpha F_\alpha \left( (\chi_{p_1} P)^* \chi_{p_2} P \cdots \chi_{p_{2k-1}} P \right) = 0 \quad (6.3.12)$$

on $\mathcal{E}_{\alpha}$. This is clearly true if $K_{(F_\alpha, e)} = \emptyset$ or $K_{(F_\alpha, e)} = P$. So let us assume otherwise. The ideal $I_{e\cap F_\alpha} \subset A$ is generated by the characteristic functions on the right ideals that have empty intersection with

$$K_{(F_\alpha, e)} = p_{2k-1} p_{2k-2} \cdots p_2 p_1 P,$$

so that $\chi_{K_{(F_\alpha, e)}} I_{e\cap F_\alpha} = 0$. Similarly, let $r \notin K_{(F_\alpha, e)}$. Observe that $\chi_{K_{(F_\alpha, e)}}$ vanishes on $\mathcal{E}_r$ whenever $rP \cap K_{(F_\alpha, e)} \neq \emptyset$. If $rP \cap K_{(F_\alpha, e)} = \emptyset$, then $I_{r^{-1}(r \cap F_\alpha)}$ consists of those functions in $A$ that vanish on $P \cap r^{-1} K_{(F_\alpha, e)}$. In particular,

$$\varphi(r(\chi_{K_{(F_\alpha, e)}})) (\chi_{rP} P) \cdot I_{r^{-1}(r \cap F_\alpha)} = \chi_{K_{(F_\alpha, e)}} rP \beta_r(I_{r^{-1}(r \cap F_\alpha)}) = \chi_{K_{(F_\alpha, e)}} rP I_{r \cap F_\alpha} = \{0\}.$$

For $r \in K_{(F_\alpha, e)}$, one may easily verify that the left-hand side of (6.3.12) also vanishes on $\mathcal{E}_r$. This proves our claim that the condition (iii) of Definition 6.3.10 is satisfied. So we obtain a $^*$-homomorphism $\phi: C^*_\alpha(P) \to A \times_{\mathcal{E}} P$. This sends $v_\alpha$ to the isometry $u_\alpha$ and $e_S$ to $e_{\mathcal{E}}$.

In order to define a representation of $\mathcal{E}$ in $C^*_\alpha(P)$, we invoke the assumption that $\mathcal{J}$ is independent. As mentioned before the statement, in this case the commutative $C^*$-subalgebra of $C^*_\alpha(P)$ generated by the projections $\{e_S \mid S \in \mathcal{J}\}$ is canonically isomorphic to $A$. So there is a $^*$-homomorphism $A \to C^*_\alpha(P)$ which maps $\chi_S$ to $e_S$. Lemmas 2.8 and 3.3 of 39 imply the relations

$$v_\alpha e_S v_\alpha = e_{PS}, \quad v_\alpha e_S v_\alpha = e_{P^{-1}S \cap P}$$

in $C^*_\alpha(P)$ for all $p \in P$ and $S \in \mathcal{J}$. Hence the map which sends $\chi_p P \in \mathcal{E}_p$ to the isometry $v_p$ together with the $^*$-homomorphism $\chi_S \mapsto e_S$ gives us a representation of $\mathcal{E}$ in $C^*_\alpha(P)$. The induced $^*$-homomorphism $\mathcal{E} \to C^*_\alpha(P)$ preserves the $G$-grading for the coaction of $G$. Moreover, it follows from the condition (iii) and the equality $e_\alpha = 1$ that the fixed-point algebra $C^*_\alpha(P)^e$ for such a coaction is the $C^*$-algebra generated by the projections $\{e_S \mid S \in \mathcal{J}\}$, which in turn is isomorphic to $A$. Hence $\phi$ is injective on $C^*_\alpha(P)^e$. By the same argument employed in the proof of Proposition 6.3.7 we conclude that $\phi$ is an isomorphism.

The proof of the previous proposition shows that, in general, $A \times_{\mathcal{E}} P$ is a quotient of $C^*_\alpha(P)$. It is
isomorphic to the $C^*$-algebra $C^*_s(\mathcal{J})$ in the notation of [39]. Indeed, let

$$\mathcal{J}^\cup := \left\{ \sum_{i=1}^m S_i \mid S_i \in \mathcal{J} \right\}.$$

Let $C^*_s(\mathcal{J})$ be the universal $C^*$-algebra generated by isometries $\{v_p \mid p \in \mathcal{P}\}$ and projections $\{e_S \mid S \in \mathcal{J}\}$ satisfying the conditions (i)-(iii) of Definition 6.3.10 with the additional relation

(iv) $e_{S_1 S_2} = e_{S_1} + e_{S_2} - e_{S_1 S_2}$ for all $S_1, S_2 \in \mathcal{J}^\cup$.

The $C^*$-algebra $C^*_s(\mathcal{J})$ coincides with $C^*_s(\mathcal{P})$ whenever $\mathcal{J}$ is independent (see [39] Proposition 2.24). The next result generalises Proposition 6.3.11.

**Corollary 6.3.13.** The semigroup $C^*$-algebra $C^*_s(\mathcal{J})$ is naturally isomorphic to $A \times_\varepsilon \mathcal{P}$.

**Proof.** It follows from [39] Lemma 3.3] and [39] Corollary 2.22] that the $C^*$-subalgebra of $C^*_s(\mathcal{J})$ generated by the $e_S$’s is naturally isomorphic to $A$. Again condition (iii) of Definition 6.3.10 implies that such a $C^*$-subalgebra coincides with the fixed-point algebra for the canonical coaction of $G$ on $C^*_s(\mathcal{J})$. Now we may employ the same argument used in the proof of Proposition 6.3.11 to obtain an isomorphism $C^*_s(\mathcal{J}) \cong A \times_\varepsilon \mathcal{P}$. 

### 6.3.4 Crossed products by interaction groups

In this subsection, we will show how Exel’s crossed products by interaction groups fit into our approach. This notion of crossed products was introduced in [22] in order to study semigroups of unital and injective endomorphisms. We first recall some concepts from his work, although many details will be omitted. An *interaction group* is a triple $(A, G, V)$, where $A$ is a unital $C^*$-algebra, $G$ is a group and $V$ is a *partial representation* of $G$ in the Banach algebra of bounded operators on $A$. This consists of a family $\{V_g\}_{g \in G}$ of continuous operators on $A$ with $V_1 = \text{id}_A$ and

$$V_g V_h V_{h^{-1}} = V_{gh} V_{h^{-1}} \quad \text{for all } g, h \in G.$$ 

It follows that $E_g := V_g V_{g^{-1}}$ is an idempotent for each $g \in G$ and $E_g E_h = E_{gh} E_g$.

The partial representation is also assumed to satisfy the following conditions:

(i) $V_g$ is a positive map,

(ii) $V_g(1) = 1$,

(iii) $V_g(ab) = V_g(a) V_g(b)$ if $a$ or $b$ belong to the range of $V_g^{-1}$.

For all $g \in G$, the idempotent $E_g$ is a conditional expectation onto the range of $V_g$. An interaction group is said to be *nondegenerate* if $E_g$ is faithful for all $g \in G$. That is, $E_g(a^*a) = 0$ implies $a = 0$ (see [22] Definition 3.3).

From now on let us fix a nondegenerate interaction group $(A, G, V)$. Given a unital $C^*$-algebra $B$, recall that $v: G \to B$ is a *-partial representation* if it is a partial representation satisfying $v_g^* = v_{g^{-1}}$ for all $g \in G$. A *covariant representation* of $(A, G, V)$ in $B$ is a pair $(\pi, v)$, where $\pi: A \to B$ is a unital *-homomorphism and $v$ is a *-partial representation* of $G$ in $B$ such that

$$v_{g^{-1}}(\pi(a))v_g v_{g^{-1}} = \pi(V_g(a))v_g v_{g^{-1}}.$$

The *Toeplitz algebra* of $(A, G, V)$, denoted by $\mathcal{T}(A, G, V)$, is the universal $C^*$-algebra for covariant representations of $(A, G, V)$. It is generated by a copy of $A$ and elements $\{\tilde{s}_g\}_{g \in G}$ so that $\tilde{s}: g \mapsto \tilde{s}_g$ is a *-partial representation* and the pair $(jv, \tilde{s})$ is a covariant representation of $(A, G, V)$ in $\mathcal{T}(A, G, V)$, where $jv: A \to \mathcal{T}(A, G, V)$ denotes the canonical embedding.

In order to recall the notion of redundancy introduced by Exel in [22], let us first define certain subspaces of $\mathcal{T}(A, G, V)$. Given a word $\alpha = (g_1, g_2, \ldots, g_n) \in G$, set

$$\tilde{s}_\alpha = \tilde{s}_{g_1} \tilde{s}_{g_2} \cdots \tilde{s}_{g_n}.$$
6. C*-ALGEBRAS FOR PRODUCT SYSTEMS OVER SUBSEMIGROUPS OF GROUPS

Let $\tilde{M}_\alpha = j_V(A)\tilde{s}_\alpha j_V(A)$ and $e_\alpha := \tilde{s}_\alpha\tilde{s}_\alpha^{-1}$, where $\alpha^{-1} = (g_n^{-1}, \ldots, g_2^{-1}, g_1^{-1})$. Then $\tilde{s}_\alpha j_V(a)\tilde{s}_\alpha^{-1} = j_V(V_\alpha(a))e_\alpha$ and, by [22] Proposition 2.7, $e_\alpha$ is also an idempotent. The subspace $\tilde{Z}_\alpha$ associated to the word $\alpha$ will be the closed linear span of elements of the form

$$j_V(a_0)\tilde{s}_{a_1} j_V(a_1)\tilde{s}_{a_2} \cdots \tilde{s}_{a_n} j_V(a_n)$$

with $a_0, a_1, a_2, \ldots, a_n \in A$. We set $\tilde{Z}_\alpha = j_V(A)$ in case $\alpha$ is the empty word. Observe that we always have $\mathcal{M}_\alpha \subseteq \tilde{Z}_\alpha$. We also associate a finite subset of $G$ to the word $\alpha$ by letting

$$\mu(\alpha) = \{ e, g_1, g_2, \ldots, g_1 g_2 \cdots g_n \},$$

so that $\mu(\alpha) = \{ e \}$ if $\alpha$ is the empty word. We further let $\hat{\alpha} = g_1 g_2 \cdots g_n$. If $\hat{\alpha} = e$, it follows that $\mu(\alpha) = \mu(\alpha^{-1})$. We denote by $W_\alpha$ the set of all words $\beta$ in $G$ with $\mu(\beta) \subseteq \mu(\alpha)$ and $\beta = e$ and let

$$\tilde{Z}^{\mu(\alpha)} := \overline{c_{\beta} \in \tilde{Z}_\beta, \beta \in W_\alpha}.$$

This is a C*-subalgebra of $\mathcal{T}(A,G,V)$ since $\beta \in W_\alpha$ if and only if $\beta^{-1} \in W_\alpha$ and $W_\alpha$ is also closed under concatenation of words (see [22] Proposition 4.7 for further details). In addition, $\tilde{Z}^{\mu(\alpha)}\mathcal{M}_\alpha \subseteq \tilde{M}_\alpha$.

**Definition 6.3.14.** Let $\alpha$ be a word in $G$. We say that $c \in \tilde{Z}^{\mu(\alpha)}$ is an $\alpha$-redundancy if $c\tilde{M}_\alpha = \{ 0 \}$. The crossed product of $A$ by $G$ under $V$, denoted by $A \rtimes_G V$, is the universal C*-algebra for covariant representations that vanish on all redundancies. Thus $A \rtimes_G V$ is isomorphic to the quotient of $\mathcal{T}(A,G,V)$ by the ideal generated by all redundancies. A covariant representation of $(A,G,V)$ that vanishes on such an ideal was called strongly covariant by Exel. He was able to prove that $A$ is embedded into $A \rtimes_G V$. The crossed product carries a canonical G-grading, and a representation of $A \rtimes_G V$ is faithful on its fixed-point algebra if and only if it is faithful on $A$.

If $P$ is a subsemigroup of $G$, sometimes an action of $P$ on a C*-algebra $A$ may be enriched to an interaction group $(A,G,V)$ so that $V_p = \alpha_p$ for all $p \in P$. Under certain assumptions, $V$ is unique if it exists and $A \rtimes_G V$ is generated by $A$ and isometries $\{ V_p \}_{p \in P}$ [22] Theorem 12.3]. We will see that if $P$ is reversible, in the sense that $pP \cap qP \neq \emptyset$ and $Pp \cap Pq \neq \emptyset$ for all $p,q \in P$, and $G = P^{-1}P = PP^{-1}$, then $A \rtimes_G V$ can be obtained from a covariance algebra of a certain product system if $\{ V_p \}_{p \in P}$ generates the image of $G$ under $V$. So we will assume that $V$ is an interaction group which extends an action of $P$ by endomorphisms of $A$ and $V_{p^{-1}} \circ \alpha_p = \text{id}_A$. This holds if and only if the *-partial representation of $G$ in $A \rtimes_G V$ restricts to an isometric representation of $P$.

**Lemma 6.3.15.** Let $(i,s)$ denote the representation of $(A,G,V)$ in $A \rtimes_G V$. Then $s_p$ is an isometry if and only if $V_{p^{-1}} \circ \alpha_p = \text{id}_A$.

**Proof.** Suppose that $V_{p^{-1}} \circ \alpha_p = \text{id}_A$. Let us prove that $\tilde{s}_p^*\tilde{s}_p - 1$ vanishes on $\tilde{M}_{(p^{-1})} = j_V(A)\tilde{s}_{p^{-1}} j_V(A)$. Since $s$ is a *-partial representation of $G$, one has that $\tilde{s}_p^{-1} = \tilde{s}_p^*$. Put $\beta_1 = (p^{-1}, p)$ and $\beta_2 = (e)$. So both $\beta_1$ and $\beta_2$ belong to $W_{(p^{-1})}$ and hence $\tilde{s}_p^*\tilde{s}_p - 1 \in \tilde{Z}^{(e,p^{-1})}$. Thus all we must do is prove that

$$\tilde{s}_p^*\tilde{s}_p = j_V(A)\tilde{s}_p^* j_V(A) = \{ 0 \}.$$ 

To do so, let $a \in A$. Then

$$\tilde{s}_p^*\tilde{s}_p j_V(a)\tilde{s}_p^* = \tilde{s}_p^* j_V(V_p(a))\tilde{s}_p = j_V(V_{p^{-1}}(\alpha_p(a)))\tilde{s}_p = j_V(a)\tilde{s}_p^* = j_V(a)\tilde{s}_p^*.$$ 

This proves that $\tilde{s}_p^*\tilde{s}_p - 1$ is a redundancy. Hence $s_p$ is an isometry in $A \rtimes_G V$.

Now assume that $s_p$ is an isometry. For each $a \in A$,

$$i(a) = s_p^* s_p i(a) s_p^* = i(V_{p^{-1}}(\alpha_p(a))).$$

This shows that $V_{p^{-1}} \circ \alpha_p = \text{id}_A$ because $A$ is embedded into $A \rtimes_G V$.

Thus in order to build a product system over $P$ so that it encodes the interaction group, we suppose that $V_{p^{-1}} \circ \alpha_p = \text{id}_A$ for all $p \in P$. It follows from [22] Lemma 2.3] that, for all $p,q \in P$, we have

$$V_{q^{-1}} V_{p^{-1}} = V_{q^{-1}p^{-1}}, \quad V_{p^{-1}} V_q = V_{p^{-1}} V_q.$$
Let us now describe the product system associated to $V$. This is defined as in Example 4.2.10. Unlike in [38], here we do not require $P$ to be abelian since we assume $V_{p^{-1}} \circ \alpha_p = id_A$. We set $E_p := A$, endowed with the right action of $A$ through $a \cdot b := a \alpha_p(b)$ and the $A$-valued inner product $\langle a | b \rangle = V_{p^{-1}}(a^* b)$.

This provides $\mathcal{E}_p$ with a structure of right Hilbert $A$-module because $V_{p^{-1}}((a^*) a) = 0$ whenever $a = 0$ and $V_{p^{-1}}(ab) = V_{p^{-1}}(a)V_{p^{-1}}(b)$ whenever $b$ lies in the range of $\alpha_p$. The $^*$-homomorphism $\varphi_p : A \rightarrow B(\mathcal{E}_p)$ is given by the multiplication on $A$, so that $\varphi_p(a) \cdot b = ab$ for all $a \in A$, $b \in \mathcal{E}_p$. The correspondence isomorphism $\mu_{p,q} : E_p \otimes_A E_q \cong E_{pq}$ sends an elementary tensor $a \otimes b$ to $a \alpha_p(b)$. Using that $\alpha_p$ is an endomorphism of $A$, we deduce that $\mu_{p,q}$ preserves the bimodule structure. It is also surjective because $\alpha_p$ is unital for all $p \in P$.

**Lemma 6.3.16.** $\mathcal{E} = (E_p)_{p \in P}$ is a product system.

**Proof.** We will prove that $\mu_{p,q}$ preserves the inner product and that the multiplication in $\mathcal{E}$ is associative.

Let $a_0, a_1, b_0, b_1 \in A$. Then

$$
\langle a_0 \otimes b_0 | a_1 \otimes b_1 \rangle = V_{q^{-1}}(b_0^* V_{p^{-1}}(a_0^* a_1)b_1)
= V_{q^{-1}}(V_{p^{-1}}(a_0^* a_1))V_{p^{-1}}(b_0^*)V_{p^{-1}}(a_0)b_1
= V_{q^{-1}}(V_{p^{-1}}(a_0^* a_1))V_{p^{-1}}(a_0)b_1
= V_{(pq)^{-1}}(a_0^* a_1)a_0^* (a_0^* a_1)b_1
= (\mu_{p,q}(a_0 \otimes b_0) | a_1 \otimes b_1).
$$

This completes the proof that $\mu_{p,q}$ is an isomorphism of correspondences for all $p, q \in P$. Now let $s \in P$, $a \in \mathcal{E}_p$, $b \in \mathcal{E}_q$ and $c \in \mathcal{E}_s$. Then

$$
(\mu_{p,q,s}(\mu_{p,q} \otimes 1))(a \otimes b \otimes c) = a a_p(b) a_{pq}(c) = a a_{pq}(b a_q(c))
= (\mu_{p,q,s}(1 \otimes \mu_{q,s}))(a \otimes b \otimes c).
$$

**Lemma 6.3.17.** There is a covariant representation of $(A, G, V)$ in $A \times \mathcal{E} P$. It sends $g = p^{-1} q$ to $v_g := j_p(1_p)^* j_q(1_q)$ and $a$ to $j_a(1_a)$. Moreover, given a word $\beta = (g_1, g_2, \ldots, g_n)$ in $G$, the map $a \mapsto j_\beta(a) v_g$ is injective, where $v_\beta = v_{g_1} v_{g_2} \cdots v_{g_n}$.

**Proof.** We begin by proving that $j_p(1_p)^* j_q(1_q) = j_{p'}(1_{p'})^* j_{q'}(1_{q'})$ for all $p, q, p', q' \in P$ such that $p^{-1} q = p'^{-1} q'$. To do so, we use that $P$ is also left reversible. We can find $s \in P$ with $s \in (pP \cap qP) \cap (p'P \cap q'P)$. Since $(A, G, V)$ is nondegenerate, $\mathcal{E}$ is faithful and hence $J_{r^{-1}}(r \cap s) = \{0\}$ for all $r \in P$ such that $r \not\in sP$.

So

$$
\mathcal{E}_s = \bigoplus_{r \in sP} \mathcal{E}_r.
$$

Now given $r \in sP$, we write $b_r$ for an element in $\mathcal{E}_r$. We compute

$$
t_{(s)}(\tilde{t}(1_p)^* \tilde{t}(1_q))(b_r) = t_{(s)}(\tilde{t}(1_p)^* a_q(b_r) \otimes 1)
= V_{p^{-1}}(a_q(b_r)) = V_{p^{-1}}(b_r) = V_{p^{-1}}(b_r).
$$

Therefore, $j_p(1_p)^* j_q(1_q) = j_{p'}(1_{p'})^* j_{q'}(1_{q'})$ and the map $g = p^{-1} q \mapsto j_p(1_p)^* j_q(1_q)$ is well defined. This gives a partial representation of $G$ in $A \times \mathcal{E} P$ because $V$ is a partial representation. Given $g = p^{-1} q \in G$, $v_{p^{-1}} = j_q(1_q)^* j_p(1_p) = v_p$. So $g \mapsto v_g$ indeed defines a $^*$-partial representation of $G$.

Let us prove that $(\tilde{j}_\beta, v)$ is covariant. Take $g = p^{-1} q \in G$ and $a \in A$. Again we use the assumption that $P$ is left reversible and choose $s \in pP \cap qP$. Thus it suffices to show that

$$
t_{(s)}(\tilde{t}(1_p)^* \tilde{t}(1_q) \tilde{t}(a)(\tilde{t}(1_p)^* \tilde{t}(1_q) \tilde{t}(1_p)) = t_{(s)}(\tilde{t}(V_g(a)) \tilde{t}(1_p)^* \tilde{t}(1_q) \tilde{t}(1_p))
$$

on $\mathcal{E}_r$ for $r \in sP$. Indeed, given $b_r \in \mathcal{E}_r$, one has

$$
t_{(s)}(\tilde{t}(1_p)^* \tilde{t}(1_q) \tilde{t}(a)(\tilde{t}(1_p)^* \tilde{t}(1_q) \tilde{t}(1_p)) (b_r) = V_g(a V_{p^{-1}}(b_r)) = V_g(a V_{p^{-1}}(b_r))
= t_{(s)}(\tilde{t}(V_g(a)) \tilde{t}(1_p)^* \tilde{t}(1_q) \tilde{t}(1_p)) (b_r),
$$

so that $(\tilde{j}_\beta, v)$ is a covariant representation of $(A, G, V)$.
Let $\beta = (g_1, \ldots, g_n)$ be a word in $G$. In order to prove that the map $a \mapsto j_\epsilon(a)v_\beta$ is injective, take $s \in K_{\mu(\beta)^{-1}}$. That is,

$$s \in P \cap g_1^{-1}P \cap (g_1^{-1}g_2^{-1})P \cdots \cap (g_1^{-1}g_2^{-1} \cdots g_n^{-1})P.$$  

It exists because $G = PP^{-1}$. Using that $V_\beta$ is unitary for all $g \in G$, we deduce that

$$j_\epsilon(a)v_\beta s = j_\epsilon(a)v_\beta j_\beta s(1) = j_\epsilon(a)j_{\beta s}(V_\beta(1)) = j_\epsilon(a)j_{\beta s}(1) = j_{\beta s}(a).$$

Since the representation of $E$ in $A \times_\epsilon P$ is injective, the right-hand side above is nonzero. This guarantees that $a \mapsto j_\epsilon(a)v_\beta$ is an injective map.

The following is the main result of this subsection.

**Proposition 6.3.18.** Let $P$ be a subsemigroup of a group $G$ with $G = P^{-1}P = PP^{-1}$. Let $(A,G,V)$ be a nondegenerate interaction group extending an action $\alpha: P \to \text{End}(A)$ by unital and injective endomorphisms. Suppose, in addition, that $V_{p^{-1}} \circ \alpha_p = \text{id}_A$ for all $p \in P$. Then $A \rtimes_G V$ is isomorphic to $A \times_\epsilon P$, where $E$ is the product system constructed out of $V$.

**Proof.** We begin by proving that $(j_\epsilon, v)$ factors through $A \rtimes_G V$. The pair $(j_\epsilon, v)$ induces a *-homomorphism $\hat{\phi}: \mathcal{T}(A,G,V) \to A \times_\epsilon P$. Lemma 6.3.17 says that the map $a \mapsto j_\epsilon(a)v_\beta$ is injective for each word $\beta$ in $G$. Hence [22] Proposition 10.5 implies that $\hat{\phi}$ is injective on $\hat{M}_\alpha$. In particular, if $c \in \hat{Z}^{\mu(\alpha)}$ is an $\alpha$-redundancy, $\hat{\phi}(c)j_\epsilon(c) = \{0\}$ for all $r \in K_{\mu(\alpha)}$ because

$$j_r(a) = j_\epsilon(a)j_r(1) = j_\epsilon(a)v_\alpha j_{\alpha^{-1}r}(1) \in \hat{\phi}(\hat{M}_\alpha)j_{\alpha^{-1}r}(1)$$

for all $a \in A$. So $\hat{\phi}(c)$ must be zero in $A \times_\epsilon P$. This induces a *-homomorphism $\phi: A \rtimes_G V \to A \times_\epsilon P$ that is faithful on $A$ and preserves the $G$-grading of $A \rtimes_G V$. Proposition 4.6 of [22] says that $\phi$ is also faithful on the fixed-point algebra of $A \rtimes_G V$. Now by Lemma 6.3.15, $s_p$ is an isometry in $A \rtimes_G V$ for all $p \in P$. Moreover, [22] Lemma 2.3 says that $s_p s_q = s_{pq}$ for all $p, q \in P$. Hence one can show that the maps $\mathcal{E}_p : 1_p \mapsto s_p$ and $a \mapsto i(a)$ give rise to a representation of $E$. By applying the injectivity of $\phi$ on the fibres and the usual argument that the induced *-homomorphism $\mathcal{T}_\epsilon \to A \rtimes_G V$ preserves the $G$-grading, we conclude that such a representation must factor through $A \times_\epsilon P$. The resulting *-homomorphism is the inverse of $\phi$. □

**Remark 6.3.19.** Let $P$ be a reversible cancellative semigroup and let $G$ be its enveloping group. Let $A$ be a unital $C^*$-algebra and let $\alpha: P \to \text{End}(A)$ be an action by injective endomorphisms. Given a not-necessarily nondegenerate interaction group $(A,G,V)$ extending $\alpha$ with $V_{p^{-1}} \circ \alpha_p = \text{id}_A$, the identity $V_{q^{-1}}V_{p^{-1}} = V_{q^{-1}p^{-1}}$ still holds by [22] Lemma 2.3. Hence one may build a product system as above by letting $\mathcal{E}_p := A_\alpha(1)$ and $a_{pq} := b_{pq}(1) = b_{pq}(1) \alpha_p(1) \text{id}_A(b_{pq}(1))$ (see [38]). Thus the covariance algebra of such a product system may be viewed as the crossed product of $A$ under $V$, generalising Exel’s construction to interaction groups satisfying $V_{q^{-1}}V_{p^{-1}} = V_{q^{-1}p^{-1}}$ that are not necessarily nondegenerate. For instance, the product system built in the previous subsection fits into this setting, where $V_\beta(\chi_S) := \chi_S \delta_\beta$. For all $S \in \mathcal{J}$ and $g \in G$.
Appendix A

General theory of Hilbert modules

In this appendix, we recall some basic aspects of the theory of Hilbert modules. We state some results that were needed in the main text of this work. This appendix is based on [36] and [52].

A.1 Adjointable operators on Hilbert modules

Definition A.1.1. Let $E$ be a complex vector space and $A$ a $C^*$-algebra. We say that $E$ is a (right) pre-Hilbert $A$-module if $E$ is a right $A$-module equipped with a map $\langle \cdot | \cdot \rangle : E \times E \to A$, that is linear in the second variable and conjugate-linear in the first, satisfying for all $\xi, \eta, \zeta \in E$ and $a \in A$,

(i) $\langle \xi | \eta a \rangle = \langle \xi | \eta \rangle a$;
(ii) $\langle \xi | \eta \rangle^* = \langle \eta | \xi \rangle$;
(iii) $\langle \xi | \xi \rangle \geq 0$ in $A$;
(iv) $\langle \xi | \xi \rangle = 0 \Rightarrow \xi = 0$.

The map $\langle \cdot | \cdot \rangle$ is referred to as inner product.

Remark A.1.2. The axioms (i) and (iii) imply that $\langle \xi a | \eta \rangle = a^* \langle \xi | \eta \rangle$. In particular, the closure of $\langle E | E \rangle = \text{span}\{\langle \xi | \eta \rangle | \xi, \eta \in E\}$ is a closed ideal in $A$.

A left pre-Hilbert $A$-module is defined in a similar way. We require the inner product to be $A$-linear in the first variable and thus conjugate-linear in the second. We use the notation $\langle \langle \cdot | \cdot \rangle \rangle$ for the inner product of a left pre-Hilbert $A$-module.

A pre-Hilbert $A$-module is called full if the ideal $\langle E | E \rangle$ is dense in $E$.

Lemma A.1.3 (Cauchy–Schwarz inequality). Let $E$ be a pre-Hilbert $A$-module and $\xi, \eta \in E$. Then

$$\langle \xi | \eta \rangle^* \langle \xi | \eta \rangle \leq \|\langle \xi | \xi \rangle\| \langle \eta | \eta \rangle.$$ 

Corollary A.1.4. If $E$ is a pre-Hilbert $A$-module, then

$$\| \cdot \| : \xi \mapsto \|\xi\| := \|\langle \xi | \xi \rangle\|^{\frac{1}{2}}$$

is a norm on $E$ for which $\|a\| \leq \|\xi\| \|a\|$. Moreover,

$$E\langle E | E \rangle = \text{span}\{\langle \eta | \zeta \rangle | \xi, \eta, \zeta \in E\}$$

is dense in $E$.

Definition A.1.5. A Hilbert $A$-module is a pre-Hilbert $A$-module $E$ that is complete in the norm coming from the $A$-valued inner product.
Example A.1.6. A Hilbert space $\mathcal{H}$ may be viewed as a Hilbert $\mathbb{C}$-module. It is also a left Hilbert $\mathbb{K}(\mathcal{H})$-module with left inner product given by

$$\langle \xi \mid \eta \rangle := \langle \xi \mid \eta \rangle,$$

where $\langle \xi \mid \eta \rangle$ denotes the compact operator on $\mathcal{H}$ determined by the vectors $\xi$ and $\eta$. That is, $\langle \xi \mid \eta \rangle(\zeta) = \xi(\eta \mid \zeta)$ for all $\zeta \in \mathcal{H}$.

Example A.1.7. A $C^*$-algebra $A$ has a canonical structure of right Hilbert $A$-module with right module action implemented by the multiplication in $A$ and inner product

$$(a, b) \mapsto a^*b.$$

Taking $(a, b) \mapsto ab^*$ as inner product, $A$ becomes a left Hilbert $A$-module with left action given by left multiplication. A closed ideal $I \subseteq A$ may be turned into right and left Hilbert $A$-modules in a similar way.

Example A.1.8 (Direct sum). Let $E$ and $G$ be Hilbert $A$-modules. Then $E \oplus G$ is a Hilbert $A$-module with right action of $A$ and $A$-valued inner product defined coordinatewise. More generally, given a family of Hilbert $A$-modules $(E_\lambda)_{\lambda \in \Lambda}$, then the algebraic direct sum $\bigoplus_{\lambda \in \Lambda} E_\lambda$ is a pre-Hilbert $A$-module with the structure defined coordinatewise. Its completion is a Hilbert $A$-module.

Definition A.1.9. Let $E$ and $G$ be Hilbert $A$-modules. A map $T : E \to G$ is adjointable if there exists a map $T^* : G \to E$ such that for all $\xi \in E$ and $\eta \in G$,

$$\langle T(\xi) \mid \eta \rangle = \langle \xi \mid T^*(\eta) \rangle.$$

This is unique if it exists. We say that $T^*$ is the adjoint of $T$.

Lemma A.1.10. An adjointable map $T : E \to G$ is $A$-linear and continuous.

Remark A.1.11. There are continuous $A$-module maps that are not adjointable.

Given Hilbert $A$-modules $E$ and $G$, we denote by $\mathbb{B}(E, G)$ the set of all adjointable operators from $E$ to $G$. We write $\mathbb{B}(E)$ in case $E = G$.

Proposition A.1.12. If $E$ is a Hilbert $A$-module, then $\mathbb{B}(E)$ is a $C^*$-algebra with respect to the operator norm.

Corollary A.1.13. Let $E$ be a Hilbert $A$-module and $T \in \mathbb{B}(E)$. Then, for all $\xi \in E$,

$$\langle T(\xi) \mid T(\xi) \rangle \leq \|T\|^2 \langle \xi \mid \xi \rangle.$$

We may attach to elements $\xi \in G$ and $\eta \in E$ an adjointable operator $E \to G$ defined by

$$\langle \eta \mid \xi \rangle : \zeta \mapsto \langle \eta \mid \zeta \rangle.$$

This is the compact operator determined by $\xi$ and $\eta$. Its adjoint is $|\eta\rangle\langle \xi| \in \mathbb{B}(G, E)$. The closed linear span of operators of this form is denoted by $K(E, G)$. An element of $K(E, G)$ is said to be compact. If $E = G$, $\mathbb{K}(E) = K(E, E)$ is an ideal of $\mathbb{B}(E)$.

A.2 Morita equivalence

Definition A.2.1. Let $A$ and $B$ be $C^*$-algebras. An imprimitivity $A, B$-bimodule is an $A, B$-bimodule such that

(i) $E$ is a full left Hilbert $A$-module and a full right Hilbert $B$-module;

(ii) $\langle \xi \mid \eta \rangle \zeta = \xi(\eta \mid \zeta)$ for all $\xi, \eta, \zeta \in E$.

Example A.2.2. A $C^*$-algebra $A$ has a canonical structure of imprimitivity $A, A$-bimodule with left $A$-valued inner product $\langle a \mid b \rangle = ab^*$. The right $A$-valued inner product is $\langle a \mid b \rangle = a^*b$.

Example A.2.3. A full Hilbert $A$-module $E$ is an imprimitivity $\mathbb{K}(E), A$-bimodule.
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Proposition A.2.4. Let $\mathcal{E}$ be an imprimitivity $A, B$-bimodule. Then for all $a \in A$, $b \in B$ and $\xi, \eta \in \mathcal{E}$,

1. $\langle \xi b | \eta \rangle = \langle \xi | \eta b^* \rangle$ and $\langle a\xi | \eta \rangle = \langle \xi | a^*\eta \rangle$;
2. $\langle \xi b | \eta b \rangle \leq \|b\|^2 \langle \xi | \xi \rangle$ and $\langle a\xi | a\eta \rangle \leq \|a\|^2 \langle \xi | \xi \rangle$.

Corollary A.2.5. Let $\mathcal{E}$ be an imprimitivity $A, B$-bimodule. Then $\|\xi\|_A = \|\xi\|_B$ for all $\xi \in \mathcal{E}$.

Definition A.2.6. Given $C^*$-algebras $A$ and $B$, we say that $A$ is Morita equivalent to $B$ if there exists an imprimitivity $A, B$-bimodule.

If $A$ is Morita equivalent to $B$, we build an imprimitivity $B, A$-bimodule as follows. Let $\mathcal{E}$ be an imprimitivity $A, B$-bimodule and let $\mathcal{E}^*$ be a copy of $\mathcal{E}$ as a set. So an element of $\mathcal{E}^*$ is of the form $\xi^*$ for a unique $\xi$ in $\mathcal{E}$. We define a structure of $B, A$-bimodule on $\mathcal{E}^*$ by

$$
\xi^* + \lambda\eta^* := (\xi + \lambda\eta)^*,
$$

$$
b \cdot \xi^* := (\xi^* b^*)^*,
$$

$$
\xi^* \cdot a := (a^* \xi)^*.
$$

The next proposition implies that Morita equivalence is a symmetric relation.

Proposition A.2.7. Let $\mathcal{E}$ be an imprimitivity $A, B$-bimodule. Then $\mathcal{E}^*$ is an imprimitivity $B, A$-bimodule with inner products given by

$$
\langle \xi^* | \eta^* \rangle := \langle \xi | \eta \rangle,
$$

$$
\langle \xi^* | \eta^* \rangle := \langle \xi | \eta \rangle,
$$

for all $\xi^*, \eta^* \in \mathcal{E}^*$.

We call $\mathcal{E}^*$ the adjoint of $\mathcal{E}$.

Let $\mathcal{E}$ be a Hilbert $A$-module and $\mathcal{G}$ a Hilbert $B$-module. Let $\psi : A \rightarrow \mathfrak{B}(\mathcal{G})$ be a $^*$-homomorphism. We will see that there is a Hilbert $B$-module $\mathcal{E} \otimes_A \mathcal{G}$ built out of the algebraic tensor product $\mathcal{E} \otimes_A \mathcal{G}$.

The right action of $B$ on $\mathcal{E} \otimes_A \mathcal{G}$ is defined on an elementary tensor by

$$(\xi \otimes \eta) \cdot b := \xi \otimes \eta b.$$

Proposition A.2.8. Let $\mathcal{E}$ be a Hilbert $A$-module and $\mathcal{G}$ be a Hilbert $B$-module. Let $\psi : A \rightarrow \mathfrak{B}(\mathcal{G})$ be a $^*$-homomorphism. Then $\mathcal{E} \otimes_A \mathcal{G}$ is a pre-Hilbert $B$-module. On elementary tensors the inner product is given by

$$
\langle \xi_1 \otimes \eta_1 | \xi_2 \otimes \eta_2 \rangle = \langle \eta_1 | \psi(\langle \xi_1 | \xi_2 \rangle)\eta_2 \rangle,
$$

where $\xi_1, \xi_2 \in \mathcal{E}$ and $\eta_1, \eta_2 \in \mathcal{G}$.

Let $\mathcal{E}$ be an imprimitivity $A, B$-bimodule. If $C$ is a $C^*$-algebra and $\mathcal{G}$ is an imprimitivity $B, C$-bimodule, $B$ acts by adjointable operators on $\mathcal{G}$ by Proposition A.2.4. We will denote the corresponding tensor product of Hilbert modules simply by $\mathcal{E} \otimes_B \mathcal{G}$.

Proposition A.2.9. Let $\mathcal{E}$ be an imprimitivity $A, B$-bimodule and $\mathcal{G}$ an imprimitivity $B, C$-bimodule. Then $\mathcal{E} \otimes_B \mathcal{G}$ is an imprimitivity $A, C$-bimodule with the left action of $A$ given by $a \cdot (\xi \otimes \eta) := a\xi \otimes \eta$ and left $A$-valued inner product defined on elementary tensors by

$$
\langle \xi_1 \otimes \eta_1 | \xi_2 \otimes \eta_2 \rangle = \langle \xi_1 | (\eta_1 \eta_2) \rangle_B A \xi_2,
$$

where $\xi_1, \xi_2 \in \mathcal{E}$ and $\eta_1, \eta_2 \in \mathcal{G}$. In particular, Morita equivalence is a transitive relation.

We call $\mathcal{E} \otimes_B \mathcal{G}$ the internal tensor product.

Proposition A.2.10. Morita equivalence is an equivalence relation amongst $C^*$-algebras.

Given a $C^*$-algebra $A$, we let $\mathcal{I}(A)$ be the set of all closed two-sided ideals of $A$. This has a lattice structure with the partial order given by inclusion. The next theorem is [52 Theorem 3.22].

Theorem A.2.11 (Rieffel correspondence). Let $\mathcal{E}$ be an imprimitivity $A, B$-bimodule. There are lattice isomorphisms among $\mathcal{I}(A)$, $\mathcal{I}(B)$ and the lattice of closed $A, B$-submodules of $\mathcal{E}$. The isomorphisms are given as follows:
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(i) An ideal $J \in \mathcal{I}(B)$ produces an $A, B$-bimodule $G_J$ given by

$$G_J = \{ \xi \in \mathcal{E} | \langle \eta | \xi \rangle \in J \text{ for all } \eta \in \mathcal{E} \}.$$ 

(ii) If $G$ is a closed $A, B$-submodule of $\mathcal{E}$, it gives rise to closed two-sided ideals in $A$ and $B$, respectively, by setting

$$I_A = \overline{\text{span}} \{ \langle \xi | \eta \rangle | \xi \in G, \eta \in \mathcal{E} \} \quad \text{and} \quad J_B = \overline{\text{span}} \{ \langle \eta | \xi \rangle | \xi \in G, \eta \in \mathcal{E} \}.$$ 

(iii) An ideal $I \in \mathcal{I}(A)$ gives a closed $A, B$-submodule of $\mathcal{E}$ by

$$I_G = \{ \xi \in \mathcal{E} | \langle \xi | \eta \rangle \in I \text{ for all } \eta \in \mathcal{E} \}.$$
Appendix B

Bicategories

We recall some basic definitions from bicategory theory, following [9,27]. We also give a few examples with the main chapters in mind.

B.1 Bicategories, homomorphisms and transformations

Definition B.1.1. A bicategory \( B \) consists of the following data:

- a set of objects \( \text{ob} \, B \);
- a category \( B(x, y) \) for each pair of objects \((x, y)\); objects of \( B(x, y) \) are called arrows (or morphisms) from \( x \) to \( y \), and arrows in \( B(x, y) \) are called 2-arrows (or 2-morphisms); the category structure on \( B(x, y) \) gives us a unit 2-arrow \( 1_f \) on each arrow \( f : x \to y \), and a vertical composition of 2-arrows: \( w_0 : f_0 \Rightarrow f_1 \) and \( w_1 : f_1 \Rightarrow f_2 \) compose to a 2-arrow \( w_1 \cdot w_0 : f_0 \Rightarrow f_2 \);
- composition functors \( \circ : B(y, z) \times B(x, y) \to B(x, z) \) for each triple of objects \((x, y, z)\); this contains a horizontal composition of 2-arrows as displayed below:

- a unit arrow \( 1_x \in B(x, x) \) for each \( x \);
- natural invertible 2-arrows (unitors) \( r_f : f \cdot 1_x \Rightarrow f \) and \( l_f : 1_y \cdot f \Rightarrow f \) for all \( f \in B(x, y) \);
- natural isomorphisms

\[
\begin{align*}
\text{B}(x, y) \times \text{B}(y, z) \times \text{B}(z, w) & \xrightarrow{(\circ, 1)} \text{B}(x, z) \times \text{B}(z, w) \\
\text{B}(x, y) \times \text{B}(y, w) & \xrightarrow{\circ} \text{B}(x, w)
\end{align*}
\]

that is, natural invertible 2-arrows, called associators,

\[
a(f_1, f_2, f_3) : (f_3 \cdot f_2) \cdot f_1 \cong f_3 \cdot (f_2 \cdot f_1),
\]

where \( f_1 : x \to y, f_2 : y \to z \) and \( f_3 : z \to w \).
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This data must make the following diagrams commute:

\[
\begin{align*}
((f_4 \cdot f_3) \cdot f_2) \cdot f_1 & \Rightarrow (f_4 \cdot (f_3 \cdot f_2)) \cdot f_1 & \Rightarrow f_4 \cdot (f_3 \cdot (f_2 \cdot f_1)) \\
(f_4 \cdot (f_3 \cdot f_2)) \cdot f_1 & \Rightarrow f_4 \cdot ((f_3 \cdot f_2) \cdot f_1), \\
(f_2 \cdot 1_y) \cdot f_1 & \Rightarrow f_2 \cdot (1_y \cdot f_1), \\
& \Rightarrow f_2 \cdot f_1,
\end{align*}
\]

where \(f_1, f_2, f_3, \) and \(f_4\) are composable arrows, and the 2-arrows are associators and unitors and horizontal products of them with unit 2-arrows.

We write “•” or nothing for vertical products and “◦” for horizontal products.

Example B.1.2. Categories form a bicategory \(\mathbf{Cat}\) with functors as arrows and natural transformations as 2-arrows. Here the composition of morphisms is strictly associative and unital, that is, \(\mathbf{Cat}\) is even a 2-category.

Example B.1.3. A category \(\mathcal{C}\) may be regarded as a bicategory in which the categories \(\mathcal{C}(x, y)\) have only identity arrows.

Example B.1.4. The correspondence bicategory \(\mathcal{E}\) is defined in [14] as the bicategory with \(\mathcal{C}^*\)-algebras as objects, correspondences as arrows, and correspondence isomorphisms as 2-arrows. The unit arrow \(1_{\mathcal{A}}\) on a \(\mathcal{C}^*\)-algebra \(\mathcal{A}\) is \(\mathcal{A}\) viewed as a Hilbert \(\mathcal{A}\)-bimodule in the canonical way. The \(\mathcal{A}, \mathcal{B}\)-bimodule structure on \(\mathcal{F}\) provides the unitors \(\mathcal{A} \otimes \mathcal{A} \Rightarrow \mathcal{F}\) and \(\mathcal{F} \otimes \mathcal{B} \Rightarrow \mathcal{F}\) for a correspondence \(\mathcal{F} : \mathcal{A} \rightarrow \mathcal{B}\). The associators \((\mathcal{E} \otimes \mathcal{A}) \otimes \mathcal{B} \Rightarrow \mathcal{E} \otimes (\mathcal{F} \otimes \mathcal{B})\) are the obvious isomorphisms.

Definition B.1.5. Let \(\mathcal{B}, \mathcal{C}\) be bicategories. A homomorphism \(F : \mathcal{B} \rightarrow \mathcal{C}\) consists of

- a map \(F : \text{ob} \mathcal{B} \rightarrow \text{ob} \mathcal{C}\) between the object sets;
- functors \(F_{x,y} : \mathcal{B}(x, y) \rightarrow \mathcal{C}(F^0(x), F^0(y))\) for all \(x, y \in \text{ob} \mathcal{B}\);
- natural transformations

\[
\begin{align*}
\mathcal{B}(y, z) \times \mathcal{B}(x, y) & \xrightarrow{\circ} \mathcal{B}(x, z) \\
(F_{y,z}, F_{x,y}) & \xrightarrow{\varphi_{x,y,z}} \mathcal{B}(x, z) \\
\mathcal{C}(F(y), F(w)) \times \mathcal{C}(F(x), F(y)) & \xrightarrow{\circ} \mathcal{C}(F(x), F(z))
\end{align*}
\]

for all triples \(x, y, z\) of objects of \(\mathcal{B}\); explicitly, these are natural 2-arrows

\[\varphi(f_1, f_2) : F_{y,z}(f_2) \cdot F_{x,y}(f_1) \Rightarrow F_{x,z}(f_2 \cdot f_1);\]

- 2-arrows \(\varphi_x : 1_{F(x)} \Rightarrow F_{x,x}(1_x)\) for all objects \(x\) of \(\mathcal{B}\).

This data must make the following diagrams commute:

\[
\begin{align*}
(F_{z,w}(f_3) \cdot F_{x,z}(f_2)) \cdot F_{x,y}(f_1) & \xrightarrow{\varphi(f_2, f_3) \circ 1_{F_{x,y}(f_1)}} F_{z,w}(f_3) \cdot (F_{y,z}(f_2) \cdot F_{x,y}(f_1)) \\
F_{y,w}(f_3) \cdot F_{x,w}(f_1) & \xrightarrow{F_{x,w}(f_1) \circ \varphi(f_3, f_2)} F_{z,w}(f_3) \cdot F_{x,z}(f_2 \cdot f_1) \\
& \xrightarrow{\varphi(f_1, f_3) \circ f_2} F_{z,w}(f_3) \cdot F_{x,z}(f_2 \cdot f_1) \\
F_{z,w}(f_3) \cdot F_{x,w}(f_1) & \xrightarrow{F_{x,w}(f_1) \circ \varphi(f_3, f_2)} F_{z,w}(f_3) \cdot F_{x,z}(f_2 \cdot f_1) \\
& \xrightarrow{\varphi(f_1, f_3) \circ f_2} F_{z,w}(f_3) \cdot F_{x,z}(f_2 \cdot f_1);\tag{B.1.6}
\end{align*}
\]
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\[ F_{x,y}(f_1) \cdot F_{x,y}(1_x) \xrightarrow{\varphi(f_1,1_x)} F_{x,y}(f_1 \cdot 1_x) \]

(B.1.7)

\[ F_{x,y}(f_1) \cdot 1_{F(x)} \xrightarrow{t_f} F_{x,y}(f_1); \]

(B.1.8)

Example B.1.9. A semigroup \( P \) may be viewed as a category with one object and \( P \) as its set of arrows. It may be viewed as a bicategory as well as in Example B.1.3. A homomorphism from \( P \) to \( C \) is equivalent to an essential product system \( (A, (E_p)_{p \in P^op}, \mu) \) over \( P^{op} \) as defined by Fowler [26].

The condition \( \text{(B.1.6)} \) says that the multiplication maps \( \mu_{p,q} : E_p \otimes_A E_q \xrightarrow{\cong} E_{qp} \) are associative. The conditions \( \text{(B.1.7)} \) and \( \text{(B.1.8)} \) mean that \( \mu_{1,p}(a \otimes \xi) = \varphi_p(a)\xi \) and \( \mu_{p,1}(\xi \otimes a) = \xi a \) for \( a \in A, \xi \in E_p \).

A morphism \( f : x \to y \) in a bicategory \( B \) induces functors

\[ f_* : B(c,x) \to B(c,y), \quad f^* : B(y,c) \to B(x,c) \]

for \( c \in \text{ob} \ B \) by composing arrows with \( f \) and composing 2-arrows horizontally with \( 1_f \) on one side (this is also called whiskering with \( f \)).

Definition B.1.10. Let \( F, G : B \to C \) be homomorphisms. A transformation \( \alpha : F \Rightarrow G \) consists of

- morphisms \( \alpha_x : F(x) \to G(x) \) for all \( x \in \text{ob} \ B \);
- natural transformations

\[ \begin{array}{ccc}
B(x,y) & \xrightarrow{F_{x,y}} & C(F(x), F(y)) \\
\downarrow \alpha_y & & \downarrow \alpha_y \\
C(G(x), G(y)) & \xleftarrow{G_{x,y}} & C(F(x), G(y))
\end{array} \]

that is, 2-arrows \( \alpha_{x,y}(f) : \alpha_y F_{x,y}(f) \Rightarrow G_{x,y}(f) \alpha_x \) for all \( x, y \in \text{ob} \ B \).

This data must make the following diagrams commute:

\[ \begin{array}{cccc}
\alpha_z(F_{y,z}(g)F_{x,y}(f)) & \xrightarrow{1 \otimes \varphi(f,g) \otimes 1} & \alpha_z F_{x,z}(gf) & \xrightarrow{\alpha_z(gf)} & G_{x,z}(gf)\alpha_x \\
\downarrow \alpha_{y,z}(g) & & \downarrow \varphi(f,g) & & \downarrow \alpha_{x,z}(gf) \\
(G_{y,z}(g)F_{y,z}(f)) & & & & G_{y,z}(g)(G_{y,z}(f))\alpha_x \\
\downarrow \alpha_{y,z}(g) & & & & \alpha_{y,z}(g)\alpha_x \\
(G_{y,z}(g)\alpha_y)F_{x,y}(f) & \xrightarrow{\alpha_y F_{x,y}(f)} & G_{y,z}(g)(\alpha_y F_{x,y}(f)) & \xrightarrow{1 \otimes \alpha_y(g)} & G_{y,z}(g)(G_{y,z}(f)\alpha_x).
\end{array} \]

Example B.1.11. Let \( G \) be a group. A transformation between homomorphisms \( G \to C \) consists of a correspondence \( F : A \leadsto B \) and isomorphisms \( \alpha_x : E_x \otimes_A F \simeq F \otimes_B G_x \) so that the following diagrams
B. BICATEGORIES

commute for all \( s, t \in G \):

\[
\begin{array}{c}
(E_s \otimes_A E_t) \otimes_A F \xrightarrow{w^1_{s,t} \otimes 1} E_{st} \otimes_A F \xrightarrow{\alpha_{st}} F \otimes_B G_{st} \\
\downarrow \alpha_{xt} \downarrow \downarrow \alpha_{xt} \\
E_s \otimes_A (E_t \otimes_A F) \xrightarrow{1 \otimes w^2_{s,t}} F \otimes_B (G_s \otimes B G_t) \\
\downarrow \downarrow \downarrow \\
E_s \otimes_A (F \otimes_B G_t) \leftrightarrow (E_s \otimes_A F) \otimes_B G_t \xrightarrow{\alpha_{xt} \otimes 1} (F \otimes_B G_s) \otimes_B G_t.
\end{array}
\]

This is called a correspondence of Fell bundles (see [14, Proposition 3.23]).

**Definition B.1.12.** Let \( \alpha, \beta : F \Rightarrow G \) be transformations between homomorphisms. A modification \( \Delta : \alpha \Rightarrow \beta \) is a family of 2-arrows \( \Delta_x : \alpha_x \Rightarrow \beta_x \) such that for every 2-arrow \( w : f_1 \Rightarrow f_2 \) for arrows \( f_1, f_2 : x \to y \), the following diagram commutes:

\[
\begin{array}{c}
\alpha_y F_{x,y}(f_1) \xrightarrow{\Delta_x \bullet F_{x,y}(w)} \beta_y F_{x,y}(f_2) \\
\alpha_{x,y}(f_1) \downarrow \downarrow \downarrow \beta_{x,y}(f_2) \\
G_{x,y}(f_1) \alpha_x \xrightarrow{G_{x,y}(w) \bullet \Delta_x} G_{x,y}(f_2) \beta_x
\end{array}
\]
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