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Abstract: Water-lubricated flow technology is an environmentally friendly and economically beneficial means of transporting unconventional viscous crudes. The current research was initiated to investigate an engineering model suitable to estimate the frictional pressure losses in water-lubricated pipelines as a function of design/operating parameters such as flow rates, water content, pipe size, and liquid properties. The available models were reviewed and critically assessed for this purpose. As the reliability of the existing models was not found to be satisfactory, a new two-parameter model was developed based on a phenomenological analysis of the dataset available in the open literature. The experimental conditions for these data included pipe sizes and oil viscosities in the ranges of 25–260 mm and 1220–26,500 mPa·s, respectively. A similar range of water equivalent Reynolds numbers corresponding to the investigated flow conditions was $10^3$–$10^6$. The predictions of the new model agreed well with the experimental results. The respective values of the coefficient of determination ($R^2$) and the root mean square error (RMSE) were 0.90 and 0.46. The current model is more refined, easy-to-use, and adaptable compared to other existing models.
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1. Introduction

One of the most challenging aspects in the process value chain of unconventional oils is transporting the extracted oils economically to a central processing facility from different remote production sites [1,2]. The conventional methods of transportation such as dilution, heating, or emulsion usually require reducing the effective viscosity to bring down the frictional pressure losses in the pipeline to an acceptable limit. An alternative means of transporting unconventional oils is the lubricated pipe flow (LPF). The more viscous oil is separated from the pipe wall with less viscous water by forming an annular flow pattern while flowing through a pipeline [3–5]. This flow system does not require any chemical-intensive expensive process for reducing the oil viscosity. The frictional pressure losses for the LPF were found to be comparable to that of transporting only water under similar process conditions. This flow technology has a proven capacity of significantly reducing the pump power for transporting unconventional viscous oils.

The LPF systems can be classified into three categories [2,6]:

1. core annular flow (CAF);
2. self-lubricated flow (SLF); and
3. water-assisted flow (WAF).

The CAF is an idealized concept of LPF. It refers to the formation of a viscous oil core continuously surrounded by a water annulus throughout the pipe, inhibiting the
formation of a fouling oil layer on the pipe wall. Most of its reported applications have been in lab-scale pipelines under rigorously controlled process conditions to avoid fouling the wall with the viscous oil, whereas SLF and WAF refer to the types of LPF that are found in its industrial- and/or pilot-scale applications. The SLF is the pipeline transportation of bitumen froth with the application of LPF technology. Additional water is not required for SLF, as a froth typically contains bitumen, water, and sediments with volumetric concentrations of 60%, 30%, and 10%, respectively. The oil-rich core is exposed to the pipe wall at times causing wall-fouling in a SLF pipeline. This phenomenon renders the water lubrication a discontinuous function of pipe length. In the WAF, the frequency of the oil core touching pipe-wall is less frequent and the annular flow regime is more stable compared to SLF. Adding 20 to 30 vol% of water is necessary to produce the WAF regime, which involves varying degrees of wall-fouling as the viscous core may intermittently contact the pipe wall. It is possible to minimize the contact frequency and produce continuous water-assisted flow in practice by controlling the flow conditions.

The benefits of LPF have been appreciated ever since a CAF-based study was published by Russel and Charles [7]. Numerous further studies have been published to date. A fraction of these investigations addressed the difficult task of modeling the frictional pressure losses in different water-lubricated pipelines. Previously proposed models can be grouped into two categories [6,8,9]:

1. single-fluid models;
2. and two-fluid models.

An engineering approach was used in the single-fluid models for the prediction of pressure gradients by characterizing the multiphase flow in a water-lubricated pipeline with a single-phase flow of a hypothetical fluid. The corresponding Fanning friction factor \( f \) was regarded to have a power-law relationship with an equivalent Reynolds number \( Re \), \( f = \frac{K}{Re^n} \), where \( K \) and \( n \) are constants. Examples of such models include Arney et al. [1], Rodriguez et al. [5], and Joseph et al. [10]. The hypothetical fluid for these models was either water or its properties, which correlated to the properties of the lubricated oil and the lubricating water. On the other hand, the two-fluid models were typically proposed for the idealized CAF in a smooth pipe made of glass, Plexiglass, or Perspex. The two-fluid models implement a mechanistic approach for the modeling and attempt to take into consideration the actual mechanism of friction losses in a CAF pipeline (see, e.g., [4,11–15]). However, this kind of model does not apply to SLF and WAF.

The industrial applications of LPF have had limited success in transporting non-conventional oils. The main constraint was the unavailability of a model that could provide accurate and reliable predictions for friction losses. A dependable and easy-to-use model is necessary to facilitate the efficient application of this flow technology. The most prominent of the existing models were assessed in this study. The current selection included the notable models proposed by Arney et al. [1], McKibben et al. [3], Rodriguez et al. [5], Joseph et al. [10], and Shi et al. [16]. The respective performances of these models were analyzed based on a set of experimental data collected from the literature [6,17]. Both the accuracy and reliability of the predictions of these models were found to be unsatisfactory. Consequently, a simpler, adaptable, and easy-to-use model was developed based on a phenomenological analysis for the frictional pressure losses in a WAF system. The efficacy of the current model was examined statistically by comparing its predictions to that of the previous models.

2. Materials and Methods

2.1. Experimental Data

Three independent datasets published in the literature were used for the current study [6,17]. The experiments were conducted in two high-quality research facilities: (1) Pipe Flow Technology Center, Saskatchewan Research Council (SRC), Saskatoon, SK, Canada; and (2) Process Systems Engineering Laboratory, Cranfield University (CU), Cranfield, UK. The experimental setup in SRC consisted of several recirculating pipelines
made of stainless steel (SS). On the other hand, the experimental setup in CU was designed as a “once-through” flow line constructed with clear poly-vinyl chloride (PVC) material, Perspex. The experimental data are summarized below in Table 1.

Table 1. Summary of the experimental conditions.

| Data Source | Pipe Construction Material | Pipe Diameter (mm) | Average Velocity (m/s) | Oil Viscosity (mPa·s) | Water Viscosity (mPa·s) | Water Fraction (−) |
|-------------|---------------------------|--------------------|------------------------|----------------------|------------------------|-------------------|
| [6]         | SS                        | 103.3              | 1.0                    | 1220                 | 0.67                   | 0.17–0.43         |
|             |                            | 264.8              | 1.5                    | 1400                 | 0.72                   |                   |
|             |                            |                    | 2.0                    | 16,600               | 0.89                   |                   |
|             |                            |                    |                        | 26,500               |                        |                   |
| [17]        | PVC                       | 26                 | 0.19–1.728             | 3300                 | 1.27                   | 0.30–0.79         |
|             |                            |                    |                        | 5600                 | 1.00                   |                   |

2.2. Modeling Approach

2.2.1. Phenomenological Analysis

The ideal CAF is non-existent in any full-scale pipeline as it requires the entire pipe wall to remain water-wet during oil transport. The actual application of CAF or a fully developed WAF flow regime in a pipeline can be characterized by the following conditions:

- separation of the oil-rich core from the pipe wall by a thin water annulus;
- high viscosity and, therefore, negligible shear in the core;
- laminar or plug flow condition of the core;
- turbulent water annulus subjected to high shear;
- sporadic contacts between the wavy oil core and the pipe wall, thus forming a durable oil film on the pipe wall known as wall-fouling;
- entrapment of the turbulent water annulus between the stationary wall-fouling layer and the high-speed oil core; and
- turbulent water annulus resulting in an unusual roughness on the wall-fouling layer that further intensifies the shear in the annulus.

That is, WAF refers to the water-lubricated flow condition in which the pipe wall is coated with the viscous oil being transported through the pipeline. The frictional shear that ensues in such a complex multiphase flow system indeed has significant contributions from the turbulent water annulus, the laminar oil core, and the stationary wall-fouling layer characterized by an atypical surface roughness [8,15,18]. A phenomenological assessment was implemented in the current study to consider these contributing factors while modeling the WAF friction losses.

The pressure loss (ΔP/L) is known to be directly related to the wall shear stress (τw), Fanning friction coefficient (f), the internal diameter of the pipe (D), average fluid velocity (V), and fluid density (ρ) for the steady flow of an incompressible fluid in a pipeline as follows:

\[
\frac{\Delta P}{L} = \frac{4\tau_w}{D} = f \frac{2V^2\rho}{D}
\]  

Based on Equation (1), an equivalent friction coefficient (f_{waf}) was defined for the WAF with the following equation:

\[
f_{waf} = \left( \frac{\Delta P}{L} \right)_{waf} \frac{D}{2V^2\rho_w}
\]  

Additionally, two pairs of equivalent Reynolds number (Re) and corresponding friction factors (f) were adapted as follows:

\[
Re_w = \frac{DV\rho_w}{\mu_w}
\]
where the fractional component for the single used by previous researchers. Based on this observation, we propose the following correlation:

\[ f_{w} = \frac{0.079}{Re_{w}^{0.25}} \]  

(4)

\[ Re_{o} = \frac{DV\rho_{o}}{\mu_{o}} \]  

(5)

\[ F_{o} = \frac{16}{Re_{o}} \]  

(6)

In Equations (3)–(6), Re_{w} is the water equivalent Re; Re_{o} is the oil equivalent Re; f_{w} is the water equivalent f; f_{o} is the oil equivalent f; \rho_{w} is the water density; \rho_{o} is the oil density; \mu_{w} is the water viscosity; and \mu_{o} is the oil viscosity. Equation (4) is Blasius law, while Equation (6) represents the f-Re correlation for laminar flow. Similar correlations have been used by previous researchers [1,3,5,10,16].

The magnitude of WAF friction losses is in between the similar energy consumptions for the single-phase transportations of heavy crude oil and water under comparable flow conditions [1–19]. This observation is illustrated in Figure 1, where values of three equivalent friction coefficients (f_{waf}, f_{o}, and f_{w}) are plotted against two equivalent Reynolds numbers (Re_{w} and Re_{o}). It is evident from the figure that f_{waf} can be expressed as a function of f_{o}, f_{w}, Re_{w}, and Re_{o}. The parameter f_{waf} includes both f_{w} and a fraction of f_{o}, as f_{waf} = f_{w} + x f_{o}. The fractional component x is a non-linear function of Re_{w} and Re_{o}. Based on this observation, we propose the following correlation:

\[ f_{waf} = f_{w} + Re_{o}^{n} Re_{w}^{k} f_{o} = 0.079 Re_{w}^{-0.25} + 16 Re_{o}^{n-1} Re_{w}^{k} \]  

(7)

where n and k are the coefficients that should be regressed based on a dataset.

![Figure 1. Cont.](image)
2.2.2. Data Regression

The WAF data were divided into two sets based on the construction material of the pipelines: (1) SS data [6] and (2) PVC data [17]. Each dataset was divided further into two subsets: (1) modeling data and (2) test data. A total of 75% of the data was used for modeling while the remaining 25% was used for testing. The values of \((n, k)\) were tuned based on the modeling dataset, and the test dataset was used to evaluate the model performance. The details of the data apportioning are summarized in Table 2.

### Table 2. Classification of data for regression.

| Pipe Construction Material | Subset  | Number of Data Points (%) | Pipe Diameter (mm) | Average Velocity (m/s) | Oil Viscosity (mPa·s) | Water Fraction (-) |
|---------------------------|---------|---------------------------|--------------------|------------------------|----------------------|-------------------|
| SS                        | Modeling| 36 (77%)                  | 103.3              | 1.0                    | 1300                 | 0.17–0.43         |
|                           |         |                           | 264.8              | 1.5                    | 1400                 |                   |
|                           | Test    | 11 (23%)                  | 103.3              | 1.0                    | 1220                 | 0.24–0.42         |
|                           |         |                           |                    | 1.5                    | 16,600               |                   |
|                           |         |                           |                    | 2.0                    |                      |                   |
| PVC                       | Modeling| 21 (72%)                  | 26                 | 0.188–1.719            | 5600                 | 0.24–0.79         |
|                           | Test    | 8 (28%)                   | 26                 | 0.264–1.728            | 3300                 | 0.19–0.68         |

The curve fitting toolbox version 3.5.11 available in MATLAB R2020A was used for the regression. The tool uses the method of least squares for fitting the data based on the Trust-Region algorithm, which minimizes the sum squared value of the residuals, \(r_i\) (i.e., the difference between the observed value of the response), \(f_{waf,i}\), and the corresponding fitted value, \(\hat{f}_{waf,i}\) [20]. The sum of the squares of the errors is given by the following equation:

\[
L = \sum_{i=1}^{N} r_i^2 = \sum_{i=1}^{N} (f_{waf,i} - \hat{f}_{waf,i})^2
\]

(8)

where \(N\) is the number of modeling data points used for the regression. An iterative approach presented in Figure 2 was necessary to fit the nonlinear model (Equation (7)). The iteration started with an initial guess to produce a fitted curve. The coefficients were then repeatedly adjusted until the convergence criteria were satisfied.
3. Results

3.1. Regression Output

The outcome of the current regression analysis (i.e., the optimum values of model co-efficient) were $n = 0.4805$ and $k = 0.6196$. Based on these values, Equation (7) can be rewritten as:

$$f_{\text{wa}} = 0.079 R e_{w}^{-0.25} + 16 R e_{w}^{0.6196} R e_{o}^{-0.5195}$$

Equation (9) represents the proposed model of the current study. It should be used in conjunction with Equation (2) to estimate the frictional pressure losses in a WAF pipeline.

3.2. Model Output

The performance of the current model is demonstrated in Figure 3. The experimental and predicted values of $f_{\text{wa}}$ are presented against $R e_{w}$ in this figure for the SS and PVC datasets separately. The current WAF model can predict both the trend and the magnitude of the friction factor within an acceptable error limit. The predicting accuracies for the modeling and test datasets are comparable, which proves its robustness.
4. Discussion

4.1. Performance of Existing Models

The current study was initiated with the aim to ascertain the best model for WAF pressure losses. Efforts were undertaken to develop a new model as the existing models failed to produce satisfactory predictions. In this regard, the predicting performance of the current model is discussed in comparison to the outcomes of the existing models.

4.1.1. Arney et al.’s Model

Arney et al. [1] developed a single fluid model based on a comprehensive CAF database. The material of construction for the lab-scale experimental pipeline was pragmatically selected as glass, which is hydrophilic and oleophobic. A glass pipe is known to be hydrodynamically smooth. The model is presented with Equations (10)–(14).

\[
\frac{\Delta P}{L} = f \frac{2 \rho_c V^2}{D} \quad (10)
\]

\[
f = \frac{0.079}{Re_a^{0.25}}, \quad Re_a > 4000 \quad (11)
\]

\[
Re_a = \frac{\rho_cDV}{\mu_w} \quad (12)
\]

\[
\rho_c = H_w \rho_w + (1 - H_w) \rho_o \quad (13)
\]
\[ H_w = C_w \left[1 + 0.35 (1 - C_w) \right] \]  \hfill (14)

In Equations (10)–(14), \( \rho_c \) is the density of a model-specific hypothetical fluid; \( Re_a \) is an equivalent \( Re \); \( H_w \) is the water hold-up; and \( C_w \) is the input water fraction. This CAF model was applied to the current WAF dataset to test its performance in predicting CWAF pressure losses. The results are presented in Figure 4. As shown in the figure, Arney et al. significantly underpredicted the experimental measurements. This is because it cannot address the issue of wall fouling, which is present in a WAF pipeline and increases the hydrodynamic roughness significantly.

4.1.2. Joseph et al.’s Model

Joseph et al. [10] studied the self-lubricated pipeline transportation of bitumen froth. The high internal shear released a part of the water inside the froth, resulting in a lubricating layer and forming an intermittent CAF regime with a noticeable layer of bitumen fouling the pipe wall. Based on the lab-scale and pilot-scale experiments, a single fluid model was proposed. The semi-empirical model used a Blasius-type correlation that relates the friction factor to a water equivalent Reynolds number as follows:

\[ f = \frac{0.079 K_j}{Re_{w,25}^{0.25}} \]  \hfill (15)

\[ \frac{\Delta P}{L} = f \frac{2 \rho_w V^2}{D} \]  \hfill (16)

where \( K_j = 23 \) (at 35–47 °C) and 16 (at 49–58 °C). The constant \( K_j \) was considered a function of temperature only. The effect of water fraction on \( K_j \) was not considered. For a set of flow conditions, the value of friction loss predicted using this model was usually 15–40 times higher than the similar energy consumption for transporting only water under identical flow conditions. That is, the energy requirement for SLF was much higher. This is primarily due to the significant wall-fouling as well as the high frequency of contact between the core and the pipe wall. This is why this model significantly overpredicted the actual values of pressure losses as it was applied to the current WAF dataset (Figure 5).
4.1.3. Rodriguez et al.’s Model

Rodriguez et al. [5] developed a semi-mechanistic model using both lab- and pilot-scale data for the horizontal CAF of heavy oils. The effects of annular flow regimes, kinetics, buoyancy, and wall conditions including fouling were considered for the modeling. PVC pipes were used in the laboratory, while a steel pipe was used in the field. By analyzing the data in a semi-mechanistic approach, a friction loss model was proposed as follows:

$$f = \frac{b}{4} \left( \frac{\rho_o V D}{\mu_w} \right)^{-n} \left[ 1 - \left( 1 - \frac{\rho_o}{\rho_w} \right) \frac{1}{1 + s \frac{U_o}{U_w}} \right]^{1-n} \left[ 1 - \left( 1 - \frac{1}{1 + s \frac{U_o}{U_w}} \right) \right]^{-n} \left[ 1 + (s-1) \frac{1}{1 + s \frac{U_o}{U_w}} \right]^{n-2} \quad (17)$$

where $b$ and $n$ are the empirical constants; $s$ is the slip ratio; and $U_w$ is the water superficial velocity. The following values of $b$ and $n$ were determined empirically with an actual dataset:

- $n = 0.25$
- $b = 0.16$ (less fouled pipe wall)
- $n = 0.76$ (highly fouled pipe wall)

The slip ratio ($s$) was correlated to oil hold up ($H_o$) and superficial velocities ($U_o$ and $U_w$) with non-linear relationships as follows:

$$U_o(1 - H_o) - 1.17U_wH_o - 0.02H_o^{1.79} = 0 \quad (18)$$
$$s = 1.17 + \frac{0.05}{U_w} H_o^{0.8} \quad (19)$$

An iterative solution using Equations (18) and (19) is required for $s$, as it is implicitly correlated to $H_o$. Even though the application of this correlation is more complicated and time-consuming compared to Arney et al. and Joseph et al., its performance was better in predicting the WAF pressure losses to some extent (Figure 6). This is because the dataset used to formulate Rodriguez et al. was developed based on the flow conditions that involved both smooth and fouled pipe walls. Nevertheless, its performance cannot be considered satisfactory as it failed to predict either the trend or the magnitude of the current WAF data.
4.1.4. McKibben et al.’s Model

McKibben et al. [3] proposed a phenomenological model based on decade-long research dedicated to the WAF phenomena. The flow tests were conducted using SS pipes. More than 400 WAF datasets were analyzed to propose the following correlation:

$$f = 15(Fr)^{-0.5}f_w^{1.3}f_o^{0.32}C_w^{-1.2}$$  \hspace{1cm} (20)

$$Fr = \frac{V}{\sqrt{gD}}$$  \hspace{1cm} (21)

where $Fr$ is the Froude number and $g$ is the gravitational acceleration. The water equivalent friction factor, $f_w$, and the oil equivalent friction factor, $f_o$, were defined earlier with Equations (4) and (6), respectively. This model is supposed to consider the effects of buoyancy, inertia, oil viscosity, water fraction, and wall-fouling. As applied to the current WAF dataset (Figure 7), it provided better performance compared to the models discussed earlier. However, it involved over predictions and a high degree of uncertainty.

4.1.5. Shi et al.’s Model

Shi et al. [16] studied the pressure gradients in the water-lubricated flow of viscous oil. During the flow tests, a CAF regime with wall-fouling (i.e., a WAF regime) was identified as the dominating flow category for the following ranges of superficial velocities:

$$U_o: 0.04–0.56 \text{ m/s}; \ U_w: 0.03–1 \text{ m/s}$$
An empirical model for friction losses was developed using the data acquired from the experimental study. A simplified form of the model is presented as follows:

\[ f = b \frac{DV}{4} \left( \frac{U_0 \rho_0 V + \left( 1 - \frac{U_0}{V} \right) \rho_w}{1 - \frac{U_0}{V}} \right)^{-n} \]  

(22)

This is a modified version of a CAF model proposed earlier by Bannwart [21]. The values of the model constants \((b, n)\) were \((0.066, 0.047)\) for the Bannwart model. The magnitude of these constants had to be augmented by orders of magnitude to fit with the WAF data. For Shi et al., the values of \((b, n)\) were \((6228, 1.1)\). Although it provided better results compared to other models (Figure 8), its performance cannot be considered satisfactory due to the considerable uncertainty and dispersion in the predictions. It should also be noted that a part of the current dataset, namely, the PVC data, was used to develop this model.

![Figure 8. Performance of Shi et al. in predicting the pressure losses in water-assisted flow pipelines.](image)

### 4.2. Classification of the Existing Models

The performances of the models discussed earlier were evaluated further on a single platform based on two dimensionless parameters, \(f_{waf}\) and \(Re_w\). The values of \(f_{waf}\) were determined using the experimental measurements and the predicted values of \(\Delta P/L\) (Equation (2)). The existing models were divided further into two categories based on their respective origins and predicting capabilities as follows.

#### 4.2.1. Non-WAF Models

Arney et al. [1], Joseph et al. [10], and Rodriguez et al. [5] did not propose the respective models for any WAF systems. As mentioned previously, these models were developed for the following usages:

- **Arney et al.**: idealized CAF with continuous lubrication and without any wall-fouling;
- **Joseph et al.**: SLF with a high degree of wall-fouling and intermittent water lubrication; and
- **Rodriguez et al.**: non-ideal CAF with an unknown degree of wall-fouling.

The hydrodynamic effect of the wall-fouling layer was not appropriately addressed in these pioneering studies. Hence, these models failed to reproduce the trend in WAF friction losses. Arney et al. significantly underestimated the experimental results, while the same results were over-predicted by Joseph et al. It is interesting to note that Rodriguez et al. could predict the data better than the CAF and SLF model. This is because it was developed for imperfect CAF pipelines where wall-fouling could not be resisted even after undertaking efforts to do so.
4.2.2. Water-Assisted Flow Models

The models of Shi et al. and McKibben et al. were developed for WAF systems. Unlike non-WAF models, both models can replicate the trend in experimental data appreciably well (Figure 9).

![Figure 9](image)

**Figure 9.** Comparative presentation of the prediction accuracies of the water-assisted flow models for the test datasets.

Although Shi et al. can estimate the magnitude of the data produced using a PVC pipe (CU data), its performance is poor for steel pipes (SRC data). This type of disagreement underscores its empirical nature. McKibben et al., on the other hand, produces better results for both SRC and CU data. This model was developed based on a phenomenological approach, instead of an absolute empirical inference. The contribution of wall fouling to the WAF frictional shear was considered by covering a wide variety of lab- and pilot-scale flow conditions. Nevertheless, its predictions involve notable deviations from the actual measurements. The most significant shortcoming of McKibben et al. is its higher number of coefficients (Equation (20)) compared to other similar models. It is a five-parameter model and not adaptable to the flow conditions beyond its boundary limit as that would necessitate tuning five coefficients. Moreover, both WAF models are incapable of addressing the non-linearity of the data.

4.3. Performance of the Current Model

The prediction accuracy of the current model in comparison to other WAF models is presented in Figure 9. It endorses a direct comparison of the WAF models based on the test dataset. Most of the data points could be predicted by the current model within an error margin of ±25%, which is noticeably less than that of the other models. Moreover, it produces the least dispersion or variability of the predictions and can address the non-linearity of the data.

4.4. Statistical Analysis

Acceptance of a model heavily depends on its validation. Instead of relying only on the visual endorsement or a single statistical measurement, the current model was validated by exploiting a selected number of statistical parameters [22–31]. Only the test datasets were used for the present statistical analysis that allowed us to compare the performances of the WAF models objectively.
4.4.1. Coefficient of Determination

The coefficient of determination illustrates the goodness of the data fitting quantitatively. The corresponding $R^2$ expresses the predicting strength of a model and its capability to reduce the variation of the regression. It was defined as follows [22]:

$$R^2 = 1 - \frac{\sum_{i=1}^{N} \left( \frac{\Delta P}{L} \right)_{pred,i} - \left( \frac{\Delta P}{L} \right)_{exp,i}}{\sum_{i=1}^{N} \left( \frac{\Delta P}{L} \right)_{pred,i} - \left( \frac{\Delta P}{L} \right)_{exp,i}^2}$$

(23)

where $N$ is the total number of data points; $\left( \frac{\Delta P}{L} \right)_{pred,i}$ is the predicted values of pressure gradient or friction loss; $\left( \frac{\Delta P}{L} \right)_{exp,i}$ is the experimentally measured values of pressure loss; and $\left( \frac{\Delta P}{L} \right)_{exp,i}$ is the arithmetic average of measured pressure gradients. The magnitude of $R^2$ varies within a range of 0 to 1. $R^2 = 1$ indicates that 100% of the variation of the predicted pressure gradients can be attributed to the experimental values, while $R^2 = 0$ shows the absolute incompetence of the model in explaining any variability of the data [23].

Respective values of $R^2$ for the WAF models are presented in Table 3. The proposed model performed appreciably better than other models as it yielded the highest value of $R^2$ ($R^2 = 0.85$). That is, it could significantly minimize the differences between the measured and predicted values of the WAF pressure gradients. The values of $R^2$ for other models were either negative or less than 0.2, which means that these are not applicable to predict the trend and magnitude of the data with acceptable precision.

Table 3. Coefficient of determination and root mean square error of water-assisted flow models.

| Models         | $R^2$ | RMSE |
|----------------|-------|------|
| McKibben et al.| 0.15  | 2.21 |
| Shi et al.     | −0.11 | 0.80 |
| Current model  | 0.85  | 0.45 |

4.4.2. Root Mean Square Error

The root-mean-square error (RMSE), also called the residual standard deviation, is the standard deviation of the residual values [24]. It measures how scattered the residuals are and quantifies the concentration of the data around the prediction line. $RMSE = 0$ signifies the absence of errors in the regression (i.e., all measured values to coincide with the predictions). A similar condition is also represented by $R^2 = 1$. The RMSE was calculated using the following relation [22]:

$$RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \left( \frac{\Delta P}{L} \right)_{exp,i} - \left( \frac{\Delta P}{L} \right)_{pred,i}^2}$$

(24)

The values of RMSEs are reported in Table 3. The lowest value of RMSE was for the current model. Higher RMSEs for other models underscore their inherent incapability of yielding reliable predictions.

4.4.3. Average Absolute Relative Deviation

The average absolute relative deviation (AARD) measures the average magnitude of the difference between the predictions and the measurements. It provides a quantitative
idea of the extent of the dispersion and the relative amount of deviation [25]. The following equation was used to calculate AARD [22]:

$$AARD = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{(\Delta P/T)_{\text{exp},i} - (\Delta P/T)_{\text{pred},i}}{(\Delta P/T)_{\text{exp},i}} \right|$$  (25)

Figure 10 shows the comparative values of AARD for different models. The proposed model produced the lowest magnitude of AARD (i.e., its predictions were least dispersed).

Figure 10. Comparison of average absolute relative deviation (AARD%) values for water-assisted flow models.

5. Conclusions

The purpose of the current study was to find a reliable model that can be used to design WAF pipelines. As part of the research, the most relevant models available in the literature were reviewed and analyzed using independent datasets. The performance of these models could not be considered as satisfactory, as some of these models were found to be complicated and most of those were susceptible to process conditions. The predicting capabilities of the previous models were not satisfactory. A new two-parameter model was developed with a phenomenological analysis of the data. The current study can be summarized as follows:

1. Two separate sets of pressure gradient data were collected from the literature. Stainless steel and PVC pipelines were used to generate the data. The experimental pipe sizes varied within a broad range of 25 mm to 265 mm. The oil viscosity and the water fraction were also changed over wide ranges of 1.22–26.5 Pa.s and 0.1–0.79, respectively.

2. The proposed model could be implemented for the SS and PVC datasets. It provided satisfactory predictions for both datasets, which proves its robustness and adaptability. The model estimates were within ±25% of the experimental measurements.

3. The $R^2$ was significantly higher, while the RMSE and the AARD were considerably lower for the current model compared to other models.

The model proposed in this study was, thus, validated to be adaptable and capable of producing reliable predictions. It was developed by applying a simple regression algorithm. Efforts are underway to apply artificial intelligence-based data regression techniques such as machine learning algorithms.
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**Symbols and Notations**

- $\Delta P$ Pressure gradient or frictional pressure loss (kPa/m)
- $f$ Fanning friction factor for water lubricated flow (-)
- $\rho_c$ Density of Arney et al. model specific hypothetical fluid (kg/m$^3$)
- $V$ Average velocity (m/s)
- $U$ Superficial velocity (m/s)
- $U_o$ Oil superficial velocity (m/s)
- $U_w$ Water superficial velocity (m/s)
- $D$ Internal diameter of the pipe (m)
- $Re$ Reynolds number (-)
- $Re_a$ Arney et al. model specific equivalent Reynolds number (-)
- $Re_w$ Water equivalent Reynolds number (-)
- $\mu_w$ Water viscosity (mPa·s)
- $H_w$ Water hold-up (-)
- $H_o$ Oil hold-up (-)
- $\rho_w$ Water density (kg/m$^3$)
- $\rho_o$ Oil density (kg/m$^3$)
- $C_w$ Input water fraction (-)
- $s$ Slip ratio (-)
- $n$ Constant (-)
- $b$ Constant (-)
- $k$ Constant (-)
- $Fr$ Froud number (-)
- LPF Lubricated pipe flow
- CAF Core annular flow
- SLF Self-lubricated flow
- WAF Water assisted flow
- SRC Saskatchewan Research Council
- CU Cranfield University
- ID Internal diameter
- SS Stainless steel
- PVC Polyvinyl chloride
- $R^2$ Coefficient of Determination
- RMSE Root-mean-square error
- AARD Average absolute relative deviation
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