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Abstract. Takagi-Sugeno (T-S) models have been popular in analyzing nonlinear systems. Observer designs for T-S models have focused on both cases with measured and unmeasured premise variables. However, the unmeasured premise variables have to be one of the states of the system. If one of the inputs is a premise variable, these approaches are not applicable. A recent literature proposed a joint state and parameter estimation for time-varying unknown parameters in systems of a special type [1]. A discrete-time version of the results is developed in this paper. The modeling approach is described and the stability analysis of the estimation is given using the Lyapunov method with the $L_2$ approach handling the uncertainties.

1. Introduction

Takagi-Sugeno (T-S) type of systems is a class of quasi-LPV (Linear Parameter Varying) systems whose model structure could depend on inputs, outputs, and states of the system. Observer design for T-S models has been popular for a long time. The sector nonlinearity (SNL) approach is typically used to obtain the T-S equivalent model of a nonlinear system that are an exact representation within a sector. However, the use of this approach gives rise to unmeasured states as premise variables. Since the work of [2], there has been significant interest in developing observers for systems with unmeasured premise variable. These works have been extended to cascaded [3], distributed [4] and other such scenarios. However, there are limited works when it comes to dealing with the case when premise variables contain an unknown input. In this circumstance, the unknown input observer formulations such as [5] wouldn’t be applicable.

In [6], an interesting approach was proposed to represent time varying unknown parameters using the sector nonlinearity approach. The estimation of the unknown parameters followed, in spirit, the approaches proposed for observer design with unmeasured premise variables. In [1], this was combined with a T-S system with unmeasured premise variables to develop a joint state and parameter estimation observer. The unknown parameters are represented using the sector nonlinearity approach, assuming that their bounds are known. This leads to a set of weighting functions that depend on estimated parameters and forms a product of estimated weighting functions. Various approaches assume the knowledge of Lipschitz constant that bound the difference between the estimated and actual weighting function. However, the convex sum property
along with matrix theory results are used to bound the uncertain components. Further, an $L_2$ approach is used to guarantee a bounded error on the estimations.

In this work, the discrete-time version of this result is solved. On the outset, the derivation follows similar steps, however, the discrete-time version of some preliminary results (especially the Bounded Real Lemma) makes the task of adapting the existing results to discrete-time a significant challenge. The key contributions are in formulating the problem so as to avoid non-linear matrix inequalities, resolving non-linear matrix inequalities by simplifying them to linear matrix inequalities (LMIs), developing bounds on the time varying uncertainties and providing the necessary LMI conditions for the convergence of the estimation. The organization is as follows: The Sec.2 provides the preliminaries necessary for the results developed in this work including the definition of model structures. The main results are presented in Sec.3 and an example to illustrate the results are given in 4. The Sec.5 provides some concluding remarks with comments on the way forward.

2. Preliminaries and Problem Formulation

Takagi-Sugeno models are of the form,

$$x(k + 1) = \sum_{i=1}^{r} \mu_i(z(k)) \left[ A_i x(k) + B_i u(k) \right]$$

$$y(k) = C x(k)$$  \hspace{1cm} (1)

In this work, the output equation is considered to be linear. However, the results can be readily extended to cases with the output equation as,

$$y(k) = \sum_{i=1}^{r} \mu_i(z(k)) \left[ C_i x(k) + D_i u(k) \right]$$  \hspace{1cm} (2)

Here, $r = 2^{n_p}$, where $n_p$ is the number of premise variables. Further,

$$x \in \mathbb{R}^n, \quad u \in \mathbb{R}^{n_u}, \quad z \in \mathbb{R}^{n_p}, \quad y \in \mathbb{R}^{n_y}$$

and

$$A_i \in \mathbb{R}^{n_x \times n_x}, \quad B_i \in \mathbb{R}^{n_x \times n_u}, \quad C \in \mathbb{R}^{n_x \times n_y}, \quad \forall i$$  \hspace{1cm} (3)

$\mu_i(z(k))$ corresponds to the weighting function obtained from the product of corresponding membership functions of the premise variables (see for e.g., [7] for more details). The weighting functions satisfy the convex sum property, such that,

$$\sum_{i} \mu_i(.) = 1 \quad \text{and} \quad 0 \leq \mu_i(.) \leq 1, \quad \forall i$$  \hspace{1cm} (4)

2.1. Preliminary Results

The following results would be used during the proof of the results in this work,

**Lemma 2.1** [8] The following LMIs, for appropriately suitable dimensions, are equivalent:

$$A^T P A - Q < 0, \quad P > 0$$  \hspace{1cm} (5)

$$\begin{bmatrix} -Q & A^T P \\ P A & -P \end{bmatrix} < 0, \quad P > 0$$  \hspace{1cm} (6)
Lemma 2.2 [9] Consider two matrices $X$ and $Y$ with appropriate dimensions, a time varying matrix $\Delta(k)$ and a positive scalar $\lambda$. The following property is verified:

$$X^T \Delta^T(k)Y + Y^T \Delta(k)X \leq \lambda X^T X + \lambda^{-1} Y^T Y$$

(7)

for $\Delta^T(k)\Delta(k) \leq I$

Lemma 2.3 (Discrete-time Bounded Real Lemma [10]) For a discrete-time system, of the form,

$$x(k+1) = Ax(k) + Bu(k)$$
$$y(k) = Cx(k) + Du(k)$$

the Bounded Real Lemma equivalent LMI condition for stability with an $L_2$ gain $\Gamma$ is,

$$P > 0, \begin{bmatrix} A^T PA - P + C^T C & A^T PB + C^T D \\ B^T PA + D^T C & D^T D + B^T PB - \Gamma \end{bmatrix} \leq 0$$

(9)

Lemma 2.4 (Schur’s Complement) For a symmetric matrix $M$, given by,

$$M = \begin{bmatrix} A & B \\ B^T & C \end{bmatrix}$$

if $C$ is invertible, then the following properties hold:

(i) $M > 0$ iff $C > 0$ and $A - BC^{-1}B^T > 0$

(ii) if $C > 0$, then $M \geq 0$ iff $A - BC^{-1}B^T \geq 0$.

2.2. System Model Structure
Consider discrete-time Takagi Sugeno type systems of the form,

$$x(k+1) = \sum_{i=1}^{r} \mu_i(x)[A_i(\theta(k))x(k) + B_i(\theta(k))u(k)]$$
$$y(k) = Cx(k)$$

(10)

where, $\theta \in \mathbb{R}^{n_\theta}$. In this paper, it is considered that $\theta$ is in a bilinear form with the premise variables, which could be the states, outputs, and the inputs of the system, that is:

$$A_i(\theta(k)) = A_i + \sum_{j=1}^{n_\theta} \tilde{A}_{ij}\theta_j(k)$$

$$B_i(\theta(k)) = B_i + \sum_{j=1}^{n_\theta} \tilde{B}_{ij}\theta_j(k)$$

(11)

These matrices could be rewritten by applying sector nonlinearity on the unknown parameter, assuming that the extremum values are known. With this assumption, the time varying matrix is then rewritten as,

$$A_i(\theta(k)) = A_i + \sum_{j=1}^{n_\theta} \sum_{m=1}^{2} \hat{\mu}_j^m(\theta_j(k))\tilde{A}_{ij}\theta_j^m$$

$$B_i(\theta(k)) = B_i + \sum_{j=1}^{n_\theta} \sum_{m=1}^{2} \hat{\mu}_j^m(\theta_j(k))\tilde{B}_{ij}\theta_j^m$$

(12)
where, $\tilde{\mu}_j^m(\theta_j(k))$ refers to the weighting function corresponding to $m$th submodel of $\theta_j$. Referring to further steps in [1], the overall system could be rewritten as,

$$x(k+1) = \sum_{i=1}^{r} \sum_{j=1}^{s} \mu_i(\hat{x})\tilde{\mu}_j(\theta)[A_{ij}x(k) + B_{ij}u(k)]$$

$$y(k) = Cx(k)$$  \hspace{1cm} (13)

where $s \geq 2^n$,  

$$\forall \ i, \ j, \ A_{ij} = A_i + \sum_{j=1}^{n} \theta_{j}^m \bar{A}_j \quad B_{ij} = B_i + \sum_{j=1}^{n} \theta_{j}^m \bar{B}_j$$  \hspace{1cm} (14)

where, $\theta_{j}^k$ is the minimum or maximum value of $\theta_j$ depending upon the submodel under consideration ($m = 1, 2$).

2.3. Observer Model Structure

The structure of the observer envisaged to design has a Luenberger like structure for the state estimation part and a first order form for the parameter estimation part, it is given by,

$$\dot{x}(k+1) = \sum_{i=1}^{r} \sum_{j=1}^{s} \mu_i(\hat{x})\tilde{\mu}_j(\theta)[A_{ij}\hat{x}(k) + B_{ij}u(k) + L_{ij}(y(k) - \hat{y}(k))]$$  \hspace{1cm} (15)

$$\dot{\hat{\theta}}(k+1) = \sum_{i=1}^{r} \sum_{j=1}^{s} \mu_i(\hat{x})\tilde{\mu}_j(\theta)[K_{ij}(y(k) - \hat{y}(k)) - \eta\theta(k)]$$  \hspace{1cm} (16)

The gains $L_{ij} \in \mathbb{R}^{n_x \times n_y}$ and $K_{ij} \in \mathbb{R}^{n_y \times n_y}$ are to be estimated with the gain $\eta \in \mathbb{R}^{n_y \times n_y}$ is chosen. The choice of $\eta$ shall typically be in the form of a diagonal matrix. The reason for this choice is to avoid the presence of nonlinear matrix inequality terms that arise. In the initial work [1], this was introduced to avoid a marginal stability condition for the error dynamics. As discussed in [11], choosing this reduces the number of variables in the final LMI to solve and hence allows for a computational tractable problem.

3. Results

The main result in this work is stated as the theorem below.

**Theorem 3.1** Given the system model of the form (13), there exists an observer of the form (15)-(16), if there exists $P_0, P_1, R_{ij}, F_{ij}, \lambda_1, \lambda_2, \lambda_3, \lambda_4, I_k^2$ ($\forall i, \forall j, \forall k \in (0, 1, 2, 3)$), such that,

$$P_0 > 0$$  \hspace{1cm} (17)

$$P_1 > 0$$  \hspace{1cm} (18)

$$\begin{pmatrix} -P + Q_e & Q_A & \Phi_j^T P & 0 & 0 & 0 & \Phi_j \end{pmatrix} \begin{bmatrix} P_A A & P_A B & 0 & 0 \\ P A_T & P B_T & 0 & 0 \\ 0 & -P & 0 & 0 \\ 0 & Q_B & -P & 0 \\ A_T P_A & 0 & 0 & 0 \\ B_T P_A & 0 & 0 & 0 \\ 0 & 0 & 0 & -\lambda_1 I \\ 0 & 0 & 0 & -\lambda_2 I \\ 0 & 0 & 0 & -\lambda_3 I \\ 0 & 0 & 0 & -\lambda_4 I \end{bmatrix} < 0$$  \hspace{1cm} (19)
Here, $Q_e \triangleq \text{diag}(Q_{e0}, Q_{e1})$ in line with $P \triangleq \text{diag}(P_0, P_1)$ and

$$P_A \triangleq A_i^T P_0 - C^T R_{ij}$$

$$T_{22} = \begin{bmatrix} -\Gamma_2 + (\lambda_1 + \lambda_2)E_A^T E_A & 0 & 0 & 0 \\ 0 & -\Gamma_2 + (\lambda_3 + \lambda_4)E_B^T E_B & 0 & 0 \\ 0 & 0 & -\Gamma_2 & 0 \\ 0 & 0 & 0 & -\Gamma_2 \end{bmatrix}$$

$$Q_A = \begin{bmatrix} 0 & 0 & -C^T F^T_{ij}(I + \eta) & -C^T F^T_{ij} \\ 0 & -\eta^T P_1 (I + \eta) & -\eta^T P_1 \end{bmatrix}$$

$$Q_B = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & (I + \eta)^T P_1 & P_1 \\ 0 & 0 & 0 & 0 \end{bmatrix}$$

$$\Phi_{ij}^T P = \begin{bmatrix} P_A & -C^T F^T_{ij} \\ 0 & -\eta^T P_1 \end{bmatrix}$$

and,

$$A = [A_{11} \ldots A_{rs}], \quad B = [B_{11} \ldots B_{rs}],$$

$$E_A = [I_{n_x} \ldots I_{n_x}], \quad E_B = [I_{n_u} \ldots I_{n_u}]$$

$$\Sigma_A(k) = \text{diag}(\delta_{11}(k)I_{n_x}, \ldots, \delta_{rs}(k)I_{n_x}), \quad \Sigma_B(k) = \text{diag}(\delta_{11}(k)I_{n_u}, \ldots, \delta_{rs}(k)I_{n_u}),$$

$$\delta_{ij}(k) = \mu_i(x) \hat{\mu}_j(\theta) - \mu_i(\hat{x}) \bar{\mu}_j(\hat{\theta})$$

The observer gains are given by,

$$K_{ij} = P_1^{-1} F_{ij}, \quad L_{ij} = P_0^{-1} R_{ij}$$

Proof Given that the system model and observer are not in same form, comparing the error dynamics would be difficult. Hence the original system (13) is represented in an uncertain-like form,

$$x(k+1) = \sum_{i=1}^{r} \sum_{j=1}^{s} \mu_i(\hat{x}) \bar{\mu}_j(\hat{\theta}) [(A_{ij} + \Delta A(k))x(k) + (B_{ij} + \Delta B(k))u(k)]$$

$$y(k) = Cx(k)$$

with,

$$\Delta A(k) = A \Sigma_B(k) E_A, \quad \Delta B(k) = B \Sigma_B(k) E_B$$

where, the components are as given in (22). Due to the convex sum property of the weighting functions, we also have,

$$-1 \leq \delta_{ij}(k) \leq 1, \quad \Sigma_A^T(k) \Sigma_A(k) \leq I \quad \Sigma_B^T(k) \Sigma_B(k) \leq I$$

Defining $e_{\theta}(k) \triangleq \theta(k) - \hat{\theta}(k)$ and $\Delta \theta(k) \triangleq \theta(k+1) - \theta(k)$, the estimation errors are given as below:

$$e_x(k+1) = \sum_{i=1}^{r} \sum_{j=1}^{s} \mu_i(\hat{x}) \bar{\mu}_j(\hat{\theta}) [(A_{ij} - L_{ij} C) e_x(k) + \Delta A(k) x(k) + \Delta B(k) u(k)]$$

$$e_{\theta}(k+1) = \sum_{i=1}^{r} \sum_{j=1}^{s} \mu_i(\hat{x}) \bar{\mu}_j(\hat{\theta}) [\theta(k+1) - K_{ij} C e_x(k) + \eta \hat{\theta}]$$

$$= \sum_{i=1}^{r} \sum_{j=1}^{s} \mu_i(\hat{x}) \bar{\mu}_j(\hat{\theta}) [\Delta \theta(k) + (I + \eta) \theta(k) - K_{ij} C e_x(k) - \eta e_{\theta}(k)]$$
The augmented error equation is given by,

\[ e_a(k + 1) = \sum_{i=1}^{r} \sum_{j=1}^{s} \mu_i(\bar{x}) \mu_j(\bar{\theta}) [\Phi_{ij} e_a(k) + \Psi_{ij}(k) \bar{u}] \]  

(29)

where,

\[ \Phi_{ij} = \begin{bmatrix} A_{ij} - L_{ij} C & 0 \\ -K_{ij} C & -\eta \end{bmatrix} \quad \text{and} \quad \Psi_{ij}(k) = \begin{bmatrix} \Delta A(k) & \Delta B(k) & 0 & 0 \\ 0 & 0 & I + \eta & I \end{bmatrix} \]  

(30)

with \( e_a = [e_x \ e_\theta]^T \) and \( \bar{u}(k) = [x(k) \ u(k) \ \theta(k) \ \Delta \theta(k)]^T \).

Consider a quadratic Lyapunov candidate \( V(k) = e_a^T(k) P e_a(k) \) and an extended stability condition such that,

\[ V(k + 1) - V(k) + e_a^T(k) Q_e e_a(k) - \bar{u}^T(k) \Gamma_2 \bar{u}(k) < 0 \]  

(31)

where \( Q_e \) is a scaling factor for the errors that is chosen and \( \Gamma_2 = \text{block}(\Gamma_2^x, \Gamma_2^u, \Gamma_2^\theta, \Gamma_2^\phi) \) is the \( \ell_2 \) gain value under which the uncertainties \( \{\bar{u}(t)\} \) are expected to be bounded. By applying the discrete-time Bounded Real Lemma (BRL) (Lemma 2.3) we get,

\[ \begin{bmatrix} \Phi_{ij}^T P \Phi_{ij} - P + Q_e & \Phi_{ij}^T P \Psi_{ij}(k) \\ (\Phi_{ij}^T P \Psi_{ij}(k))^T & \Psi_{ij}(k) P \Psi_{ij}(k) - \Gamma_2 \end{bmatrix} < 0 \]  

(32)

There are nonlinear terms in this matrix condition. Specifically, the term \( \Phi_{ij}^T P \Phi_{ij} \) is not quadratic as it appears, but it includes cross terms where the index for the first \( \Phi \) is different from that of the second \( \Phi \). However, based on the illustration in Theorem 17 in [12] on non-symmetric terms in the discrete-time models, it could be shown that ignoring the cross terms would not affect the negativity of the inequality condition.

Given the structure of \( \Phi \) and \( \Psi(k) \) in (30), there are likely nonlinear terms arising due to the quadratic structure in (32). At first however, applying the Lemma 2.1 on the (1,1) and (2,2) blocks of (32) leads to,

\[ \Phi_{ij}^T P \Phi_{ij} - P + Q_e \equiv \begin{bmatrix} -P + Q_e & \Phi_{ij}^T P \\ P \Phi_{ij} & -P \end{bmatrix} < 0 \]

(34)

In what follows, the aim is to reduce the matrix inequality in (34), which is both time varying and possibly nonlinear, to an LMI. The key steps are as follows:

- Handling the nonlinearity in the matrix entries
  - Enforce a structure on the positive definite matrix \( P \) such that, \( P = \text{diag}(P_0, P_1) \).
Rewrite quadratic terms in variables into new variables.

Handling the time varying terms in the matrix entries

Partition the time varying terms so that the Lemma 2.2 could be applied

The diagonal structure enforcing of the Lyapunov function is followed by the following change of variables:

\[ R_{ij} = P_0 L_{ij}, \quad F_{ij} = P_1 K_{ij} \]  

This leads to the terms in (1, 2), (1, 3), and (2, 4) blocks in (34) to become,

\[ \Phi_{ij}^T P \Psi_{ij}(k) = \begin{bmatrix} (A_{ij}^T P_0 - C^T R_{ij}^T) \Delta A(k) & (A_{ij}^T P_0 - C^T R_{ij}^T) \Delta B(k) & -(C^T F_{ij}^T)(I + \eta) & -(C^T F_{ij}^T) \\ 0 & 0 & -\eta^T P_1(I + \eta) & -\eta^T P_1 \end{bmatrix} \]  

and,

\[ \Phi_{ij}^T P = \begin{bmatrix} A_{ij}^T P_0 - C^T R_{ij}^T & -C^T F_{ij}^T \\ 0 & -\eta^T P_1 \end{bmatrix} \]

\[ \Psi_{ij}(k)P = \begin{bmatrix} \Delta A^T(k) P_0 & 0 \\ \Delta B(k) P_0 & 0 \\ 0 & (I + \eta)^T P_1 \end{bmatrix} \]

The terms \( \Psi_{ij}(k) \) and \( \Phi_{ij}^T P \Psi_{ij}(k) \) in (34) have time varying terms which need to be bounded. To do it, the original error dynamics equation in (29) is split into terms with and without time varying components, that is,

\[ \sum_{i=1}^{r} \sum_{j=1}^{s} \mu_i(\hat{x}) \mu_j(\hat{\theta}) \left( Q_{ij} + \mathcal{L}_{ij}(k) + \mathcal{L}_{ij}^T(k) \right) < 0 \]  

where,

\[ Q_{ij} = \begin{bmatrix} -P + Q_e & Q_A & \Phi_{ij}^T P & 0 \\ Q_A^T & -\Gamma_2 & 0 & Q_B \\ P \Phi_{ij} & 0 & -P & 0 \\ 0 & Q_B & 0 & -P \end{bmatrix} \]  

with \( Q_A \) and \( Q_B \) given by,

\[ Q_A = \begin{bmatrix} 0 & 0 & -C^T F_{ij}^T(I + \eta) & -C^T F_{ij}^T \\ 0 & 0 & -\eta^T P_1(I + \eta) & -\eta^T P_1 \end{bmatrix} \quad Q_B = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & (I + \eta)^T P_1 \\ 0 & 0 & P_1 \end{bmatrix} \]

And the time varying terms are gathered as,

\[ \mathcal{L}_{ij}(k) = \begin{bmatrix} 0 & \mathcal{L}_A(k) & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & \mathcal{L}_B(k) & 0 & 0 \end{bmatrix} \]

\[ \mathcal{L}_A(k) = \begin{bmatrix} 0 & \mathcal{L}_A(k) & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & \mathcal{L}_B(k) & 0 & 0 \end{bmatrix} \]

\[ \mathcal{L}_B(k) = \begin{bmatrix} 0 & \mathcal{L}_A(k) & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & \mathcal{L}_B(k) & 0 & 0 \end{bmatrix} \]
and their corresponding transposes. To bound the time varying matrices, the Lemma 2.2 is used. Each of the four time varying components (two in $L_{ij}(k)$ and two in its transpose) would be bounded by applying the Lemma individually.

We define, for simplified notation purposes, $P_A \triangleq A_i^T P_0 - C^T R_{ij}$. We can write each of the summation element in an expanded form by splitting $L_{ij}(k)$ as follows:

$$L_{ij}(k) = \begin{bmatrix} 0 & [P_A \Delta A(k) \ 0] & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} + \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} + \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} + \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}
$$

(42)

$$= L_{A1}(k) + L_{A2}(k) + L_{B1}(k) + L_{B2}(k)
$$

(43)

The zeros are not of the same size, but have appropriate dimensions. The $\Delta A(k)$ and $\Delta B(k)$ contain the time varying terms $\Sigma_A(k)$ and $\Sigma_B(k)$ as given in (26). To do this, the matrices need to be split making use of the components as in (25), so that we get,

$$L_{A1} = \begin{bmatrix} P_A A \\ 0 \end{bmatrix} \Sigma_A(k) (0 \ E_A \ 0) \quad L_{A2} = \begin{bmatrix} 0 \\ P_0 A \end{bmatrix} \Sigma_A(k) (0 \ E_A \ 0)
$$

(44)

$$L_{B1} = \begin{bmatrix} P_A B \ 0 \end{bmatrix} \Sigma_B(k) (0 \ E_B \ 0) \quad L_{B2} = \begin{bmatrix} 0 \\ B^T P_0 \end{bmatrix} \Sigma_B(k) (0 \ E_B \ 0)
$$

(45)

And this could be further extended to their corresponding transposes. For each of the matrix and transpose pair, we can apply the Lemma 2.2, so that,

$$L_{A1}(k) + L_{A1}^T(k) \leq \lambda_1^{-1} \begin{bmatrix} P_A A \\ 0 \end{bmatrix} \begin{bmatrix} A^T P_A & 0 \end{bmatrix} + \lambda_1 \begin{bmatrix} 0 \\ E_A^T \end{bmatrix} \begin{bmatrix} 0 & E_A \end{bmatrix}
$$

(46)

$$L_{B1}(k) + L_{B1}^T(k) \leq \begin{bmatrix} \lambda_3^{-1} P_A B B^T P_A & 0 \\ 0 & 0 \end{bmatrix} + \begin{bmatrix} 0 & 0 \\ 0 & \lambda_3 E_B^T E_B \end{bmatrix}
$$

(47)
Similarly,

\[ \mathcal{L}_{A2}(k) + \mathcal{L}_{A2}^T(k) \leq \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & \lambda_2^{-1} P_0 A A^T P_0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix} + \begin{pmatrix}
0 & \lambda_2 E_A^T E_A & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix} \]  \tag{48}

\[ \mathcal{L}_{B2}(k) + \mathcal{L}_{B2}^T(k) \leq \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & \lambda_4^{-1} P_0 B B^T P_0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix} + \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & \lambda_4 E_B^T E_B & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix} \]  \tag{49}

The zeros inside the matrices are of different sizes and so the position of the nonzero elements are not identical as visible. The overall bound time varying would be,

\[ \mathcal{L}_{ij}(k) + \mathcal{L}_{ij}^T(k) \leq \begin{pmatrix}
\mathcal{L}^1 & 0 & 0 & 0 \\
0 & \mathcal{L}^2 & 0 & 0 \\
0 & 0 & \mathcal{L}^3 & 0 \\
0 & 0 & 0 & \mathcal{L}^4
\end{pmatrix} \]  \tag{50}

with,

\[ \mathcal{L}^1 = \lambda_1^{-1} P_A A A^T P_A + \lambda_3^{-1} P_A B B^T P_A, \]  \tag{51}

\[ \mathcal{L}^2 = \begin{pmatrix}
(\lambda_1 + \lambda_2) E_A^T E_A & 0 & 0 & 0 \\
0 & (\lambda_3 + \lambda_4) E_B^T E_B & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix} \]  \tag{52}

\[ \mathcal{L}^3 = \lambda_2^{-1} P_0 A A^T P_0 + \lambda_4^{-1} P_0 B B^T P_0 \]  \tag{53}

This would mean, we could rewrite the matrices of (38) with bounds as (\forall i, j),

\[ Q_{ij} + \mathcal{L}_{ij}(k) + \mathcal{L}_{ij}^T(k) \leq Q_m \]  \tag{54}

\[ Q_m = \begin{pmatrix}
-P_0 + Q_{e0} & \mathcal{L}^1 & 0 \\
Q_A & \Phi_{ij} P & 0 \\
0 & T_{22} & Q_B^T \\
0 & 0 & -P_1
\end{pmatrix} \]  \tag{55}

Here, \( Q_e \triangleq \text{diag}(Q_{e0}, Q_{e1}) \) and

\[ T_{22} = \begin{pmatrix}
\Gamma_2^x & 0 & 0 \\
0 & \Gamma_2^y & 0 \\
0 & 0 & \Gamma_2^z
\end{pmatrix} \]  \tag{56}
The nonlinear terms of $L^1$ and $L^5$ could be converted to linear terms using Schur’s complement (Lemma 2.4). The two terms in each of these two entries would contribute to four matrices, that is,

$$\lambda_1^{-1}P_AA^TP_A < 0 \Rightarrow 0 - (P_AA)\lambda_1^{-1}(A^TP_A) < 0 \Rightarrow \begin{bmatrix} 0 & P_AA \\ A^TP_A & -\lambda_1 I \end{bmatrix}$$

(57)

The same steps would lead to the other three nonlinear terms to give an overall matrix condition such that,

$$
\begin{bmatrix}
-P_0 + Q_{e0} & 0 & Q^T_A & 0 \\
0 & -P_1 + Q_{e1} & 0 & Q^T_A \\
Q^T_A & 0 & -\lambda_1 I & 0 \\
0 & P^T_\Phi_T & -\lambda_2 I & 0 \\
\end{bmatrix}\begin{bmatrix}
P_A & 0 & 0 & 0 \\
0 & P_B & 0 & 0 \\
A^TP_A & 0 & 0 & 0 \\
B^TP_A & 0 & 0 & 0 \\
\end{bmatrix}
$$

(58)

or in a simplified form, it leads to (19). Hence the proof.

4. Simulation Example
Consider a simple second order nonlinear system,

$$
x_1(k+1) = -0.5x_1^2(k) + 0.5x_2(k) + x_1(k)\theta(k) \\
x_2(k+1) = 0.8x_1(k) + (1 - 0.5\theta)u(k) \\
y(k) = x_1(k)
$$

(59)

Considering that the state $x_1(k) \in [0, 1]$ and the $\theta(k) \in [-1, 1]$ and consider $z \triangleq x_1$ as the premise variables, the system matrices for (13) are given by,

$$
A_{11} = \begin{bmatrix} -1 & 0.5 \\ 0.8 & 0 \end{bmatrix} \\
A_{12} = \begin{bmatrix} 1 & 0.5 \\ 0.8 & 0 \end{bmatrix} \\
A_{21} = \begin{bmatrix} -1.5 & 0.5 \\ 0.8 & 0 \end{bmatrix} \\
A_{11} = \begin{bmatrix} 0.5 & 0.5 \\ 0.8 & 0 \end{bmatrix}
$$

(60)

and with

$$
B_{11} = B_{13} = \begin{bmatrix} 0 \\ 1 \end{bmatrix} \\
B_{21} = B_{22} = \begin{bmatrix} 0 \\ 0.5 \end{bmatrix}
$$

(61)

The weighting functions are given by,

$$
\mu_1(\hat{x}) = 1 - \hat{x}, \mu_2(\hat{x}) = \hat{x}, \tilde{\mu}_1(\hat{\theta}) = \frac{1 - \hat{\theta}}{2}, \tilde{\mu}_2(\hat{\theta}) = \frac{\hat{\theta} + 1}{2}
$$

(62)

For developing the observer, the aspects were considered:

- The value of $\eta$ was fixed at $-0.995$. Apart from avoiding the nonlinear matrix term, this would also avoid $\Phi_{ij}$ to become marginal stable in (30).

- A condition to ensure that the value of $K_{ij}$ are sufficiently larger than that of $\eta$ as discussed in [13], the following LMI condition was introduced

$$
F_{ij} > P_i\eta
$$
The chosen values for $Q_e = \text{diag}(Q_{e0}Q_{e1})$ as in (34) are given by

$$Q_{e0} = \begin{bmatrix} 0.001 & 0 \\ 0 & 0.001 \end{bmatrix}, \quad Q_{e1} = 0.001$$

The resultant observer gains were as follows:

$$L_{11} = \begin{bmatrix} -1 \\ 0.8 \end{bmatrix}, \quad L_{12} = \begin{bmatrix} 1 \\ 0.8 \end{bmatrix}, \quad L_{21} = \begin{bmatrix} -1.5 \\ 0.8 \end{bmatrix}, \quad L_{22} = \begin{bmatrix} 0.5 \\ 0.8 \end{bmatrix} \quad \text{and} \quad K_{ij} = 1.014 \forall i, j$$

The state and the parameter estimation results are shown in the Fig. 1. As could be seen, when there is an error in the state estimates, the parameter estimation component does not take corrective actions. Only when the state estimates settle down does the parameter estimation component kicks in, which is visible in the form of the delay in the parameter estimation. The input used for the simulation as well as the variation of the four weighting functions during the simulation are shown in the Fig. 2.

5. Concluding Remarks
This paper provided the results for a joint state and parameter estimation observer for a discrete time Takagi Sugeno models. The techniques illustrated to handle the nonlinear matrix inequalities and time varying terms could be useful in similar discrete-time version implementation of other results. A proof for the results were given as well and a simple academic example illustrated the results. In future, one exploration could be to use piece-wise Lyapunov
Figure 2. States and the parameter of the system and their estimates

function to avoid the problems with the nonlinearity of matrix inequalities. Further, these results could be applied to some system models of practical systems.
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