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Abstract—In light of the increasing coupling between electricity and gas networks, this paper introduces two novel iterative methods for efficiently solving the multiperiod optimal electricity and gas flow (MOEGF) problem. The first is an iterative MILP-based method and the second is an iterative LP-based method with an elaborate procedure for ensuring an integral solution. The convergence of the two approaches is founded on two key features. The first is a penalty term with a single, automatically tuned, parameter for controlling the step size of the gas network iterates. The second is a sequence of supporting hyperplanes together with an increasing number of carefully constructed halfspaces for controlling the convergence of the electricity network iterates. Moreover, the two proposed algorithms use as a warm start the solution from a novel polyhedral relaxation of the MOEGF problem, for a noticeable improvement in computation time as compared to a cold start. Unlike the first method, which invokes a branch-and-bound algorithm to find an integral solution, the second method implements an elaborate steering procedure that guides the continuous variables to take integral values at the solution. Numerical evaluation demonstrates that the two proposed methods can converge to high-quality feasible solutions in computation times at least two orders of magnitude faster than both a state-of-the-art nonlinear branch-and-bound (NLBB) MINLP solver and a mixed-integer convex programming (MICP) relaxation of the MOEGF problem. The experimental setup consists of five test cases, three of which involve the real electricity and gas transmission networks of the state of Victoria with actual linepack and demand profiles.

Index Terms—Sequential linear programming, polyhedral envelopes, integrated electricity and gas systems, piecewise linear approximations, mixed-integer nonlinear programming, mixed-integer second-order cone programming, branch-and-bound.

NOTATION

A. Sets

| Symbol | Description |
|--------|-------------|
| B      | Set of buses in the electricity network. |
| Bi     | Set of buses adjacent to bus i. |
| C      | Set of compressors in the gas network. |
| Dg     | Set of gas-powered generators (GPGs) on the gas network. |
| Dg,m   | Set of GPGs connected to node m. |
| E      | Set of non-pipe elements. |
| Gg/ng  | Set of GPGs/non-GPGs in the electricity network. |
| Gg/ng,m| Set of GPGs/non-GPGs connected to bus i. |
| L/Lt   | Set of all branches ij/ji where i/j is the “from/to” bus. |
| N      | Set of nodes in the gas network. |
| P      | Set of pipelines in the gas network. |
| R      | Set of pressure regulators in the gas network. |
| S      | Set of gas supplies in the gas network. |
| Sm,m   | Set of gas supplies connected to node m. |
| T      | Decision time horizon. |

B. Parameters and input data

| Symbol | Description |
|--------|-------------|
| c0,gi  | Constant coefficient ($/h) term of GPG/non-GPG g’s cost function. |
| c1,gi  | Coefficient ($/MWh) of the linear term of GPG/non-GPG g’s cost function. |
| c2,gi  | Coefficient ($/MWh²) of the quadratic term of GPG/non-GPG g’s cost function. |
| cs,m   | Cost ($/m³) of gas production of gas supply s at node m. |
| ∆τ, ∆t | Time resolution (s, h). |
| Dmn    | Diameter (m) of pipeline mn. |
| gsh    | Shunt conductance (pu) at bus i. |
| i      | Imaginary unit. |
| k      | Iteration number. |
| ηgi    | Efficiency of GPG g at bus i. |
| φm,t   | Gas demand (m³/s⁻¹) at node m. |
| Lmn    | Length (m) of pipeline mn. |
| HHV    | Higher heating value (38.07 MJ m⁻³) of natural gas. |
| νm,n   | Gas consumption coefficient of compressor mn. |
| pR,DU  | Ramp down/up rate (MW/h) of GPG/non-GPG g at bus i. |
| R      | Specific gas constant (478.42 J kg⁻¹ K⁻¹) at standard conditions. |
| ρ      | Gas density (0.735 kg m⁻³) at standard conditions. |
| ητ,m   | Upper/Lower limit on the compression (pressure drop) ratio of a compressor (pressure regulator). |
| S      | Specific gravity (relative density) of natural gas, S = 0.6 (dimensionless). |
| T      | Gas temperature (288.15 K) at standard conditions. |
| Tij    | Complex tap ratio of a phase shifting transformer (Tij = τij e^(jωhij)). |
| Yij    | Series admittance (pu) in the π-model of branch ij. |
| Zmn    | Compressibility factor (pu) of gas in pipeline mn. |

C. Operators

| Symbol | Description |
|--------|-------------|
| *      | Conjugate operator. |
| ℜ/ℑ{●} | Imaginary/Real value operator. |
| ∥      | Minimum/Maximum magnitude operator. |
| | | Magnitude operator/Cardinality of a set. |
| *      | Round-to-nearest-integer operator. |
| ×      | Cross product of two vectors. |
D. Variables

- $p_{ij}$: Active power (MW) generation of GPG/non-GPG at bus $i$.
- $p_{ij}^t$: Active power (MW) flow along branch $ij$.
- $\theta_i^t$: Voltage angle (rad) at bus $i$.
- $\varphi_m^t$: Gas pressure (Pa) at node $m$.
- $\bar{\varphi}_{mn}^t$: Average gas pressure (Pa) across pipeline $mn$.
- $\phi^t_{mn}$: Gas flow rate ($m^3 \text{s}^{-1}$) across pipeline $mn$.
- $\phi_{mn}^{in/out,t}$: Inflow/Outflow rate of gas ($m^3 \text{s}^{-1}$) of pipeline $mn$.
- $\phi^t_{mn}$: Gas trapped in compressor $mn$ when it is boosting pressure.
- $\phi^{+t}_{mn}$: Gas flowing across compressor $mn$ when it is operating in the direction of pressure boost.
- $\phi^{-t}_{mn}$: Gas flowing across compressor $mn$ when it is operating in a reverse direction.
- $\phi_{sm}^t$: Gas consumption ($m^3 \text{s}^{-1}$) of GPG $g$ at node $m$.
- $\dot{\phi}_{sm}^t$: Gas flow rate ($m^3 \text{s}^{-1}$) from gas supply $s$ at node $m$.
- $\ell_{mn}^t$: Linepack ($m^3$) of pipeline $mn$.
- $z_{mn}^t$: Binary variables for non-pipe elements (also for pipelines in the MICP relaxation).

I. Introduction

Traditionally, energy systems like electricity and gas were modeled, operated, and managed separately. However, recent developments in power-to-gas (PtG) and co-generation technologies, and the heavy reliance on gas-powered generators (GPGs) to balance intermittent generation from renewable energy sources, have all prompted a paradigm shift towards jointly modeling and operating electricity and gas systems [1]. The main sources of complexity in the modeling of integrated electricity and gas systems (IEGS) are the alternating current (AC) power flow equations in the electricity transmission network, the equations describing the dynamic behavior of gas flow in pipelines, and the disjoint sets describing the operation of non-pipe elements such as compressors and pressure regulators in the gas transmission network. This modeling of IEGS results in an NP-hard MINLP problem that has a nonconvex continuous relaxation, which is extremely challenging to solve, even to local optimality, using current state-of-the-art MINLP technology. Therefore, tractable alternatives such as linear programming (LP) approximations [2]–[4], second-order cone programming (SOCP) relaxations [5]–[7], semidefinite programming (SDP) relaxations [8], mixed-integer linear programming (MILP) approximations [9]–[16], and mixed-integer second-order cone programming (MISOCP) relaxations [17]–[24], are garnering considerable attention in the research community.

However, unless realistic approximations and assumptions are involved, achieving tractability may come at the price of infeasibility. On the gas network side, one common oversimplification is to adopt a steady-state gas flow model instead of a dynamic gas flow model. In reality, the behavior of gas flow is characterized by much slower dynamics as compared to electric power flow, which means that gas demand and supply are not balanced instantaneously. These slow dynamics give rise to the linepack, which is instrumental in assessing gas network flexibility [25].

In contrast, steady-state gas flow assumes that supply and demand are balanced instantaneously, which does not account for the effect of the linepack, and therefore leads to an overestimation of the gas injections from gas suppliers [26].

Another common unrealistic assumption is related to the direction of flow in pipes and non-pipe elements. The assumption of known direction of gas flow in pipe and non-pipe elements is conducive for two main reasons. First, it obviates the disjoint sets describing the operation of non-pipe elements. Second, it renders the equation of gas flow in a pipe easier to convexify or approximate [5]–[7]. This assumption is valid under certain conditions where the demand predictably fluctuates within the day. However, in a multiperiod setting, this assumption would no longer be valid in the planning and operation of future IEGS under different clean-fuel (e.g., hydrogen, synthetic methane, etc.) injection and storage scenarios [27], and different electrification versus decarbonization scenarios of the heating and transportation sectors [28], [29]. Without any assumptions on the direction of flow in a pipe, there are two approaches to approximate or convexify the underlying nonconvex equality constraint. The first is through piecewise linear (PWL) techniques, which can be divided into two types. In the first type, each univariate term is approximated by PWL segments [9], [10], [12], [14], [15]. The second type consists of higher dimensional PWL techniques, such as the 2-D grid triangulation domains (in the 3-D Euclidean space) in [11], and the 3-D PWL techniques which are based on the Taylor series expansion of the 3-variable equation of gas flow in pipelines [13], [16]. The aim of these methods is to approximate the original MINLP problem by the more appealing MILP, as it is computationally more efficient and provides a measure of optimality. However, even for a modest approximation accuracy, these MILP approximations would require a computationally prohibitive number of PWL segments [30].

The second approach consists of relaxing the nonconvex constraint to an MISOCP one [17], [18], [20]–[22]. However, these methods can still result in an infeasible solution as the original nonconvex equality constraint is relaxed into two disjoint SOC inequality constraints. In other words, the MISOCP approach is only feasible if one of the two SOC constraints is active at the optimum. One way to recover a feasible solution is to implement the convex-concave procedure [32], which in this setting entails solving a series of MISOCP problems [19], [23], [24], but now at the expense of more computation time.

On the electricity network side, common practice is to approximate the AC power flow model by a DC power flow model (see [4], [10]–[16], [18], [19], [21], [26], [33]–[37]),

1. The linepack is the volume of gas that can be stored in a pipeline.
2. This claim is also true for PWL methods employing special ordered sets of type 2 (SOS2). SOS2 constraints, which are ordered sets of variables where at most two variables in the set may take non-zero values, instruct the branch and bound algorithm to branch on sets of variables, rather than individual variables. Examples of the latter include PWL methods that use binary variables for each segment or a logarithmic number of binary variables. A numerical comparison of state-of-the-art PWL methods to the proposed algorithms in this paper is given in [31] as part of this work.
as it is linear and therefore amenable to convex programming, MILP, and MISOCO. The main drawback of the DC power flow model is its inability to capture losses in transmission lines (and transformers), which may result in an oversimplification of the problem. One way to include these losses is to approximate the cosine terms in the AC power flow constraints by their second-order Maclaurin series \([2], [3], [7], [22]\).

Against this background, this paper proposes two iterative LP-based methods to directly solve the multiperiod optimal electricity and gas flow (MOEGF) problem with quasi-dynamic gas constraints,\(^3\) strengthened DC power flow, bidirectional pipes, compressors, and pressure regulators. Without the procedures that address the integrality constraints, the two methods are similar in concept to sequential linear programming (SLP), which has been applied to the optimal power flow (OPF) problem in \([40]\), and the gas transmission problem in \([41]\), but has not been applied to the MOEGF problem with quasi-dynamic gas constraints and disjoint sets. The step size in \([40]\) and \([41]\) is controlled by tightening the bounds on selected variables at each iteration, which requires multiple parameters and problem-dependent tuning, and can result in infeasible LP subproblems. In contrast, in this work, the step size for the gas network iterates is controlled in the objective function by a penalty term with a single, automatically tuned, parameter. More interestingly, electricity network iterates are not controlled by a step size but by dynamically introducing affine and linear cuts as a sequence of supporting hyperplanes and an increasing number of carefully constructed supporting halfspaces. Relevant previous works involving LP consisted mainly of first-order Taylor series approximations around a fixed pre-determined operating point \([2]–[4]\). However, although computationally efficient, those works do not yield feasible solutions.

In a nutshell, this paper advances the state of the art in the following ways:

- It presents a novel iterative MILP-based method that is numerically demonstrated to converge to near-optimal and feasible solutions in at least one order of magnitude faster than both a state-of-the-art NLBB MINLP solver and a mixed-integer convex programming (MICP) relaxation of the problem.
- It presents a novel fast iterative LP-based method that is numerically demonstrated to converge to high-quality feasible solutions in at least two orders of magnitude faster than a state-of-the-art NLBB MINLP solver. Unlike the iterative MILP-based method which invokes a branch-and-bound algorithm to find an integral solution, this approach implements a fast iterative LP-based steering procedure that guides the continuous variables to take integral values at the solution.
- It presents novel polyhedral envelopes for the direction of flow and average pressure in a pipeline and proves that the nonconvex equality constraint describing the average pressure in a pipeline becomes convex when relaxed into an inequality constraint.
- It numerically shows that the two proposed methods are robust against the choice of starting point but warm-starting them from the solution of the proposed polyhedral relaxation substantially improves computational speed. The proposed polyhedral relaxation also provides a valid starting point when no prior information is available.

While convex relaxations such as the SOCP, SDP, and the MISOCP are necessary to better understand the structure and complexity of the problem, they generally do not yield feasible solutions. Moreover, existing SOCP relaxations in \([5]–[7]\) can only be applied when the direction of flow in pipeline is known beforehand, and the existing SDP relaxation in \([8]\) can only be applied in steady-state modeling where the square of the pressure terms can be substituted by linear ones. On the other hand, the MISOCP relaxation in the transient domain in \([17]–[22]\), although able to model bi-directional gas flow in pipes, also yields infeasible solutions in general. This, along with the heavy computational burden of the MISOCP relaxation, are numerically confirmed in Section VII of this paper on real-world systems. Nonetheless, the MICP-relaxed problem provides a good-quality lower bound that can be used to assess the optimality of the two proposed methods. In contrast, the two proposed method are not convex relaxations, but are rather founded on a computationally efficient SLP method that exploits the inherent engineering limits dictated by the design parameters of components, as well as the structure and other properties of the MOEGF problem with quasi-dynamic gas flow modeling, to obtain high-quality feasible solutions. The validity of both the modeling and the solutions are demonstrated on the real Victorian gas transmission system with actual linepack and pressure profiles from the Australian Energy Market Operator (AEMO) \([42]\).

The purpose and innovation of the proposed two iterative algorithms are two fold. First, they leverage the superior computational efficiency of state-of-the-art MILP and LP solvers, while retaining the accuracy of interior-point methods (IPM). Second, since the market dispatch engines of most Independent System Operators (ISO) around the world use MILP or LP solvers to obtain the locational marginal prices (LMP), by solving a problem that incorporates an LP approximation of the OPF problem, this approach is designed to allow ISO to retain their MILP or LP solvers but now with the added benefits of capturing the couplings between electricity and gas networks, gas network flexibility, and LMP that reflect transmission line losses, all in an integrated optimization framework.

It is worth noting that current electricity and gas markets are still operated separately. However, extensive recent literature has shown that an integrated operation of both systems leads to notable operational cost savings and a better quantification of the flexibility of both systems \([1], [25], [38], [39], [43]\). In addition, the advent of power-to-gas technologies will further increase the interactions between the two networks.

---

\(^3\)In a quasi-dynamic gas flow model, the continuity equation and the motion equation are discretized over the full length of the pipe, whereby the input flow and the output flow are different. In contrast, a steady-state model assumes constant flow across a pipe, i.e., the input and output flows are equal. As a consequence, the steady-state model fails to capture the linepack, which results in unrealistic gas supply profiles and pressures across the network. Interested readers are referred to \([38]\) and \([39]\) for more details on the derivation of the quasi-dynamic gas flow model.
thereby reinforcing the need for an integrated modeling [27]. Nonetheless, the concepts underlying the proposed algorithms in this paper can still be straightforwardly applied to each market/system independently.

The paper is organized as follows. Section II describes the MOEGF problem and Section III presents an MICP relaxation and MISOCP relaxation of the MOEGF problem. Section IV introduces the polyhedral envelopes of the nonconvex sets, and the resulting polyhedral relaxation of the MOEGF problem. The proposed iterative MILP-based method and the iterative LP-based method are introduced in Sections V and VI, respectively. The optimality, feasibility, and computational effort of the two proposed methods are compared to those of a state-of-the-art NLBB solver and the MICP relaxation of the MOEGF problem in Section VII, which also assesses the output linepack of the two proposed methods against historical ones from AEMO. The paper concludes in Section VIII.

II. MULTIPERIOD OPTIMAL ELECTRICITY AND GAS FLOW

The MOEGF problem consists of finding the least-cost dispatch of power from electric generators, and gas from gas supplies, to satisfy both electrical and gas demands at all buses in the electrical network and nodes in the gas network. Electric power flow is governed by physical laws such as Ohm’s law and Kirchhoff’s current law (KCL), and other technical restrictions. On the other hand, the flow of gas is governed by physical laws, such as the conservation of flow at each node, the quasi-dynamic behavior of gas flow in pipelines, and other operational requirements such as valve switching in compressor and pressure regulation stations. The MOEGF can be mathematically formulated as

\[
\begin{align*}
\text{minimize} & \quad \sum_{t \in T} \left( \sum_{g \in \mathcal{G}} f_g \left( p_{gi}^t \right) + \sum_{s \in \mathcal{S}} f_s \left( \phi_{sm} \right) \right) \\
\text{subject to} & \quad p_{gi}^t \leq p_{gi}^t \leq p_{gi}^0, \quad gi \in \mathcal{G} \quad (1a) \\
& \quad -p_{gi}^R \Delta t \leq p_{gi}^t - p_{gi}^{t-1} \leq p_{gi}^R \Delta t, \quad gi \in \mathcal{G} \quad (1b) \\
& \quad \phi_{ij}^t = \phi_{ij}^t - \phi_{ij}^0, \quad \phi_{ij}^t \leq \phi_{ij}^0, \quad ij \in \mathcal{L} \cup \mathcal{L}^t \quad (1c) \\
& \quad \sum_{g \in \mathcal{G}^i} p_{gi}^t = p_i^t + \sum_{j \in \mathcal{B}} p_{ij}^t, \quad i \in \mathcal{B} \quad (1d) \\
& \quad \phi_{ij}^t = \phi_{ij}^t - \phi_{ij}^t, \quad \phi_{ij}^t \leq \phi_{ij}^t, \quad ij \in \mathcal{L} \quad (1e) \\
& \quad p_{ji}^t = g_{ij}^t \Delta t \phi_{ij}^t \Delta t, \quad j \in \mathcal{L} \quad (1f) \\
& \quad \phi_{sm}^t = \phi_{sm}^t + \phi_{sm}^t, \quad sm \in \mathcal{S} \quad (1g) \\
& \quad \phi_{sm}^t \leq \phi_{sm}^t \leq \phi_{sm}^t, \quad m \in \mathcal{N} \quad (1h) \\
& \quad \sum_{s \in \mathcal{S}} \phi_{sm}^t = \sum_{n \in \mathcal{N}} \phi_{sn}^t - \sum_{m \in \mathcal{P}} \phi_{mn}^t + \phi_{out}^t, \quad m \in \mathcal{N} \quad (1i) \\
& \quad \phi_{mn}^t \phi_{mn}^t + \phi_{mn}^t \phi_{mn}^t = \phi_{mn}^t \phi_{mn}^t \phi_{mn}^t, \quad mn \in \mathcal{P} \quad (1j) \\
& \quad \phi_{mn}^t \phi_{mn}^t = 0.5 \phi_{mn}^t \phi_{mn}^t \phi_{mn}^t, \quad mn \in \mathcal{P} \quad (1k)
\end{align*}
\]

for \( t \in \mathcal{T} = \{ t_0, t_0 + \Delta t, \ldots, t_0 + \Delta t (H - 1) \} \), where \( \Delta t = 3600 \Delta t \), and \( \mathcal{G} = \mathcal{G}^e \cup \mathcal{G}^g \). The cost functions of electrical generators in the objective function in (1a) are assumed to be quadratic, and of the form \( f_g(\phi_{g}^t) = c_{g,t} (p_{g}^t \phi_{g}^t)^2 + c_{g,t} (p_{g}^t \phi_{g}^t) + c_{g,t} \Delta t \). The cost functions of the gas supplies are assumed to be linear, and of the form \( f_s(\phi_{s}^t) = c_{s} \phi_{s}^t \). Electrical network constraints are delineated by (1b)–(1h), where (1b) and (1c) capture the limits on active power generation and the generator ramp rates, respectively, whereas (1d) and (1e) capture the limits on branch active power and angle difference, respectively. KCL is represented by (1f) and the strengthened DC power flow constraints are delineated by (1g) and (1h), where \( g_{ij} = \mathcal{R} \{ Y_{ij}/T_{ij} \}, b_{ij} = \mathcal{P} \{ Y_{ij}/T_{ij} \}, g_{ij} = \mathcal{R} \{ Y_{ij}/T_{ij} \}, \) and \( g_{ij} = \mathcal{P} \{ Y_{ij}/T_{ij} \} \). The strengthened DC OPF formulation is intended to approximate transmission line losses by replacing the \( \cos(\theta_{ij}) \) terms in the original AC constraints by their second-order Maclaurin series; i.e., \( \cos(\theta_{ij}) \approx 1 - 0.5 \theta_{ij}^2 \), and is therefore a better approximation compared to its vanilla DC OPF counterpart. Gas system constraints are delineated by (1j)–(1ab), where (1j) delineates capacity limits of gas supplies, (1k) captures the nodal pressure limits, (1l) is the gas flow nodal balance, (1m)–(1r) describe the quasi-dynamic behavior of gas flow in a pipe, and (1s)–(1ab) describe the operation of non-pipe elements, i.e., compressors and pressure regulators. In more detail, (1m) is the discretized equation of motion along the full length of the pipe [44], where

\[
\Phi_{sm} = \frac{\pi^2 D_{mn}^4}{16 p_{z}^2 T_{mn} R T_{mn} f_{mn}},
\]

and \( f_{mn} = 4 \left( 20.621 f_{mn}^2 \right) \) defines the Weymouth friction factor [45]. In this work, the compressibility factor is defined as

\[
Z_{mn} = \left( 1 + \frac{49.9511 \left( 10^{0.785 S} \right) (\phi_{mn} + \phi_{mn} - \phi_{mn}^{\phi_{mn}} - \phi_{mn}^{\phi_{mn}})}{3(1.8)^{0.865}} \right)^{-1},
\]
where $\varphi_m = 0.5 \left( \varphi_m + \overline{\varphi}_m \right)$, as opposed to the gross simplification of assuming a constant compressibility factor across the whole network. The average flow and pressure across a pipe are captured by (1n) and (1o), respectively. Constraint (1p) is the linepack equation with

$$ \Psi_{mn} = \frac{\pi D_{mn}^4 L_{mn}}{4pZ_{mn}RT}, $$

and (1q) is the discretized $i$th equation over the full length of the pipe. The limits on the gas flowing in a pipeline is captured by (1r). The operation of bidirectional compressors and pressure regulators is captured by (1u)–(1aa), where $z_{mn}^+ = 1$ if the flow is in the direction of pressure boost (drop) for a compressor (pressure regulator), and $z_{mn}^+ = 0$ otherwise. Note that $\sum_{mn} z_{mn}^+ \geq 1$ for a compressor and $\sum_{mn} z_{mn}^- \leq 1$ for a pressure regulator. Similarly, $\sum_{mn} z_{mn}^- > 1$ for a compressor and $0 < \sum_{mn} z_{mn}^- < 1$ for a pressure regulator. The gas trapped in a compressor ($\phi_{mn}^+ (t)$) when it is boosting pressure is captured by (1t), where parameter $\nu_{mn}$ encapsulates the percentage of $\phi_{mn}^+$ that is trapped in the compressor. It is identified in [46] that the gas trapped by a compressor typically ranges between $3\%$ to $5\%$ of the gas flowing across it. The two systems are coupled by (1i), which assumes a linear relationship between the power output of a GPG and its input gas consumption.

The nonconvexity of the problem stems from constraints (1g), (1h), (1m), (1o), and the disjoint sets in (1u)–(1aa).

Problem 1 can be written in the general form

$$ \begin{align*}
\text{minimize & } & f_0(x) \quad (2a) \\
\text{subject to & } & h_i(x) = 0, \quad i = 1, \ldots, p_c \quad (2b) \\
& & h_i(x) = 0, \quad i = p_c + 1, \ldots, p \quad (2c) \\
& & a_i^+ x \leq b_i, \quad i = 1, \ldots, o \quad (2d) \\
& & x_i \in \{0,1\}, \quad i = 1, \ldots, r \quad (2e)
\end{align*} $$

where $x \in \mathbb{R}^r$, $f_0, h_1, \ldots, h_p : \mathbb{R}^r \rightarrow \mathbb{R}$, $a_1, \ldots, a_o \in \mathbb{R}^o$, $b_1, \ldots, b_p \in \mathbb{R}$, and $r < n$. Function $f_0(x)$ represents the cost functions in (1a), whereas (2b) represent (1g) and (1h), and (2c) represent (1m) and (1o). Equality constraints (1g), (1h), (1m), and (1o) are nonlinear and therefore nonconvex. The linear constraints in (2d) represent (1b)–(1f), (1i)–(1l), (1n), and (1p)–(1aa), whereas (2e) represents integrality constraints (1ab). Problem 1 is an MINLP problem with a nonconvex continuous relaxation,\footnote{Recall that an affine equality constraint of the form $a_i^+ x \leq b_i$ can be rewritten as $\{a_i^+ x \leq b_i\} \cap \{-a_i^+ x \leq -b_i\}$.} which, compared to convex MINLP problems, is more challenging to solve using current state-of-the-art MINLP technology. This work therefore introduces an iterative MILP-based method that leverages the computational efficiency of MILP solvers and the accuracy of IPM, and (ii) a fast iterative LP-based method that can be used in situations where only LP solvers are available. The optimality of the solution is measured by comparing it to the one obtained from the MICP relaxation described in the next section.

III. MIXED-INTEGER CONVEX RELAXATION

An MICP relaxation of Problem 1 can be obtained by convexifying constraints (1g), (1h), (1m), and (1o). Quadratic equality constraints (1g) and (1h) can be straightforwardly convexified by relaxing them into inequality constraints of the form

$$ \begin{align*}
p_{ij}^+ \geq g_{ij}(\vartheta_{ij}^+)^2 + b_{ij}\vartheta_{ij}^+, \quad ij \in \mathcal{L} \quad (3) \\
p_{ij}^- \geq g_{ij}(\vartheta_{ij}^-)^2 - b_{ij}\vartheta_{ij}^-, \quad ij \in \mathcal{L} \quad (4)
\end{align*} $$

Constraints (1m) can be equivalently rewritten as

$$ \begin{align*}
& \Phi_{mn} (2z_{mn}^+ - 1) \left( (\varphi_{mn}^+)^2 - (\varphi_{mn}^-)^2 \right), \quad mn \in \mathcal{P} \quad (5) \\
& -\varphi_{mn} (1-z_{mn}^-) \leq \varphi_{mn} \leq z_{mn}^- \varphi_{mn}, \quad mn \in \mathcal{P} \quad (6) \\
& \varphi_{mn}^+ - \varphi_{mn}^- \leq z_{mn}^- (\varphi_{mn} - \varphi_{mn}^-), \quad mn \in \mathcal{P} \quad (7) \\
& \varphi_{mn}^+ - \varphi_{mn}^- \leq (1-z_{mn}^-) (\varphi_{mn}^- - \varphi_{mn}), \quad mn \in \mathcal{P} \quad (8)
\end{align*} $$

where $z_{mn}^+$ is a binary variable that takes the value of 1 when the gas is flowing from node $m$ to node $n$ and the value of 0 when the gas is flowing from node $n$ to node $m$. Next, (5) can be transformed into an SOC constraint by introducing two new variables, $\xi_{mn}$ and $\zeta_{mn}$, and constraints of the form

$$ \begin{align*}
& \xi_{mn}^2 = \Theta_{mn} \left( ((\varphi_{mn}^+)^2 - (\varphi_{mn}^-)^2) \right), \quad mn \in \mathcal{P} \quad (9) \\
& \xi_{mn}^2 \leq \varphi_{mn} \leq \zeta_{mn} \varphi_{mn}, \quad mn \in \mathcal{P} \quad (10) \\
& \xi_{mn}^2 - \varphi_{mn} \leq (1-z_{mn}^-) (\varphi_{mn}^- - \varphi_{mn}), \quad mn \in \mathcal{P} \quad (11) \\
& \xi_{mn}^2 - \varphi_{mn} \geq (1-z_{mn}^-) (\varphi_{mn}^- - \varphi_{mn}), \quad mn \in \mathcal{P} \quad (12) \\
& \xi_{mn}^2 - \varphi_{mn} \leq z_{mn}^- (\varphi_{mn}^- - \varphi_{mn}), \quad mn \in \mathcal{P} \quad (13) \\
& \xi_{mn}^2 - \varphi_{mn} \geq z_{mn}^- (\varphi_{mn}^- - \varphi_{mn}), \quad mn \in \mathcal{P} \quad (14) \\
& \zeta_{mn}^2 \leq -\varphi_{mn} \leq -\varphi_{mn}^-, \quad mn \in \mathcal{P} \quad (15) \\
& \zeta_{mn}^2 \geq (1-z_{mn}^-) (\varphi_{mn}^- - \varphi_{mn}), \quad mn \in \mathcal{P} \quad (16) \\
& \zeta_{mn}^2 \leq z_{mn}^- (\varphi_{mn}^- - \varphi_{mn}), \quad mn \in \mathcal{P} \quad (17) \\
& \zeta_{mn}^2 \geq z_{mn}^- (\varphi_{mn}^- - \varphi_{mn}), \quad mn \in \mathcal{P} \quad (18)
\end{align*} $$

An MISOCP relaxation of (1m) can now be obtained by relaxing (10) into the convex SOC constraint

$$ \begin{align*}
& \xi_{mn}^2 \geq (\varphi_{mn}^-)^2 + (\varphi_{mn}^+)^2 \psi_{mn}, \quad mn \in \mathcal{P} \quad (19)
\end{align*} $$

More interestingly, and perhaps less obvious at first glance, because the nodal pressures are strictly positive, constraint (1o) becomes convex when it is relaxed into an inequality constraint of the form

$$ \begin{align*}
\psi_{mn} \geq \frac{2}{3} \left( \psi_{mn}^+ + \psi_{mn}^- - \frac{\psi_{mn}^+ \psi_{mn}^-}{\psi_{mn}^+ + \psi_{mn}^-} \right), \quad mn \in \mathcal{P} \quad (20)
\end{align*} $$

Theorem 1. The function $f(x, y) = -xy/(x+y)$ with $\text{dom} f = \mathbb{R}^2_+ = \{(x, y) \in \mathbb{R}^2 \mid x > 0, y > 0\}$ is a convex function, which entails that its epigraph $\text{epi} f = \{(x, y, z) \mid (x, y) \in \text{dom} f, f(x, y) \leq z\}$ is a convex set.

Proof. The proof proceeds by showing that the Hessian of $f(x, y)$ is positive semidefinite, i.e.,

$$ \nabla^2 f(x, y) = \begin{bmatrix} 2y^2/(x+y)^3 & -2xy/(x+y)^3 \\ 2xy/(x+y)^3 & 3x^2/(x+y)^3 \end{bmatrix} \geq 0. $$

Since $x > 0$ and $y > 0$, one can show that $z^T \nabla^2 f(x, y) z \geq 0$ for all $z \in \mathbb{R}^2$. In more detail, the above reduces to proving that $z_1^2 y^2 + z_2^2 x^2 - 2z_1 z_2 x y \geq 0$, which can be straightforwardly verified since $x^2 + y^2 - 2xy \geq 0$ and $z_1^2 + z_2^2 - 2z_1 z_2 \geq 0$. This completes the proof.

An MICP relaxation of Problem 1 can now be formally
written as
\[
\begin{aligned}
\text{minimize} & \quad \sum_{t \in T} \left( \sum_{g \in G} f_{gt} \left( p_{gt}^t \right) + \sum_{s_m \in S} f_{sm} \left( \phi_{sm}^t \right) \right) \\
\text{subject to} & \quad (1b)-(1f), (1i)-(1l), (1p)-(1aa), (3), (4), (6)-(9), (11)-(20).
\end{aligned}
\] (22a)

Problem 22 is a tractable convex MINLP problem\(^6\) that can be solved using the (iterative) outer approximation (OA) [47]. Alternatively, if constraint (20) is replaced by a tight polyhedral envelope using a sufficiently large number of halfspaces, Problem 22 can be transformed into an MISOCP that can be directly handled by powerful MISOCP solvers such as Gurobi [48]. The construction of such a tight polyhedral envelope is discussed in the next section. Numerical evaluation in Section VII will show that, although tractable compared to solving Problem 1 directly using NLBB solvers, the MICP problem in (22) converges to infeasible solutions to the original problem in (1). Nonetheless, this MICP relaxation provides a good-quality lower bound for assessing the optimality of solutions to Problem 1 from methods such as NLBB solvers and the ones proposed in this work.

IV. POLYHEDRAL ENVELOPES

As a first step towards formulating a computationally efficient LP approximation of Problem 1, the below discourse introduces polyhedral envelopes for the nonlinear terms in (1g), (1h), (1m), (1o), and a PWL approximation of the quadratic cost functions in (1a).

A. Polyhedral envelope of \( x^2 \)

A polyhedral envelope of a nonconvex set of the form \( \mathcal{V} = \{ x^2 \mid x \in [\underline{x}, \overline{x}] \} \), can be obtained by, (i), finding the supporting hyperplanes passing through points \((\underline{x}, \underline{x}^2)\) and \((\overline{x}, \overline{x}^2)\), and (ii), finding the supporting hyperplanes obtained by outer PWL approximations of the set. In more detail, \( l \) points \( x_1, \ldots, x_l \) are selected in the interval \([\underline{x}, \overline{x}]\), which allows adding \( (l - 1) + 1 \) halfspaces of the form
\[
\text{conv} (\mathcal{V}) = \begin{cases} 
  v \geq (2x_h) x - x_h^2, & h = \{1, \ldots, l\}, \\
  v \leq (\overline{x} + \underline{x}) x - \overline{x} \underline{x},
\end{cases}
\] (23a)

\[
\text{conv} (\mathcal{V}) = \begin{cases} 
  u \geq x (2 - \sqrt{8}) \underline{x} - \underline{x}^2 (3 - \sqrt{8}), \\
  u \geq 2x (\overline{x} - \underline{x}), \\
  u \leq x (\sqrt{8} - 2) \underline{x} + \overline{x}^2 (3 - \sqrt{8}), \\
  u \leq -2x \underline{x} + \overline{x}^2,
\end{cases}
\] (24a)

\[
\text{conv} (\mathcal{V}) = \begin{cases} 
  u \leq \delta |\delta| + 2 |\delta| (x - \delta),
\end{cases}
\] (24b)

B. Polyhedral envelope of \( x \mid x \mid \)

A polyhedral envelope of a nonconvex set of the form \( \mathcal{U} = \{ x \mid x \in [\underline{x}, \overline{x}] \} \) is obtained by determining the parameters of the four supporting hyperplanes passing through points \((\underline{x}, \underline{x})\) and \((\overline{x}, \overline{x})\). This can be done by separately solving two nonlinear equations in one dimension for each gas pipe. The first supporting hyperplane passing through \( \underline{x} \) has the form \( g(x)_\underline{x} = \frac{x}{\underline{x}} \underline{x}^2 + 2 |\underline{x}| (x - \underline{x}) \). The second supporting hyperplane passing through \( \overline{x} \) can be obtained by solving the one-dimensional equation \( g(z)_\overline{x} = z |z| + 2 |z| (\overline{x} - z) = |z|x \).

\(^6\)An MINLP problem is called “convex MINLP” if it becomes a convex NLP when the integrality constraints are relaxed.

Fig. 1: Polyhedral envelope of \( \mathcal{U} = \{ x \mid x \in [\underline{x}, \overline{x}] \} \).

and whose solution is denoted by \( z^* = \alpha = \underline{x}(1 - \sqrt{2}) \).

Alternatively, the first supporting hyperplane passing through \( \underline{x} \) has the form \( g(x|\underline{x}) = \underline{x}^2 + 2 |\underline{x}| (x - \underline{x}) \). The second supporting hyperplane passing through \( \overline{x} \) can be obtained by solving \( g(z|\underline{x}) = z |z| + 2 |z| (\overline{x} - z) = |\overline{x}|x \).

This formulation is valid for \( \underline{x} < 0 \) and \( \overline{x} > 0 \).
written as 
\[ g(x, y) = f(x, y) - \frac{b}{2} (x - \bar{x})^2 - \frac{b}{2} (y - \bar{y})^2, \]
where \( b = (p^2 - p^4) \times (p^3 - p^4) \) is the normal vector. 

The remaining four supporting hyperplanes can be obtained from the first-order Taylor series approximation of \( f(x, y) \) at the four extreme points \( p_1, p_2, p_3, \) and \( p_4. \) The polyhedral envelope of \( W \) can now be written as 
\[
\text{conv}(W) = \begin{align*}
\{ & w \geq f(\bar{x}, \bar{y}) + \frac{\partial f(\bar{x}, \bar{y})}{\partial x} (x - \bar{x}) + \frac{\partial f(\bar{x}, \bar{y})}{\partial y} (y - \bar{y}), \\
& w \geq f(x, y) + \frac{\partial f(x, y)}{\partial x} (x - x) + \frac{\partial f(x, y)}{\partial y} (y - y), \\
& w \geq f(\bar{x}, y) + \frac{\partial f(\bar{x}, y)}{\partial x} (x - \bar{x}) + \frac{\partial f(\bar{x}, y)}{\partial y} (y - y), \\
& w \geq f(x, \bar{y}) + \frac{\partial f(x, \bar{y})}{\partial x} (x - x) + \frac{\partial f(x, \bar{y})}{\partial y} (y - \bar{y}), \\
& w \leq f(x, y) - \frac{a_y}{a_z} (x - x) - \frac{a_y}{a_z} (y - y), \\
& w \leq f(x, \bar{y}) - \frac{b_y}{b_z} (x - \bar{x}) - \frac{b_y}{b_z} (y - \bar{y}).
\end{align*}
\]

An illustration of (25) is shown in Fig. 2. 

**D. PWL approximation of a quadratic cost function**

The last step is to substitute the quadratic terms in \( f_{gi}(p_{gi}) \) by corresponding variables and rotated SOC constraints which can then be tightly approximated by a lifted polyhedron as in [49]. This construction requires far less inequality constraints than standard piecewise linear (PWL) approximations for the same accuracy. Specifically, \( |\mathcal{G}| \times |\mathcal{T}| \) variables \( p_{gi}^t \) and associated linear constraints of the form \( p_{gi}^t = \Delta t \sqrt{c_{gi}^2 p_{gi}} \), for all \( gi \in \mathcal{G}, t \in \mathcal{T} \), are introduced along with \( N \times |\mathcal{T}| \) variables \( \delta_{in}^t \) and constraints of the form \( \delta_{in}^t \geq (p_{2n-1}^t)^2 + (p_{2n}^t)^2 \), for which the lifted polyhedral is denoted as \( \mathcal{P}_k^R \left( \left( p_{2n-1}^t \right)^2 + \left( p_{2n}^t \right)^2 \leq \delta_{in}^t \right) \), \( n \in \{1, \ldots, N\}, t \in \mathcal{T} \) (26) where \( N = |\mathcal{G}| / 2 \) and \( |\mathcal{G}| / 2 - |\mathcal{G}| / 2 \).

**E. Polyhedral relaxation of the MOEGF**

In light of the above, the LP-relaxed MOEGF with the polyhedral envelopes and PWL objective function can be written as 
\[
\begin{align*}
\text{minimize} & \quad \sum_{t \in \mathcal{T}} \left( \sum_{i=1}^N \sum_{gi \in \mathcal{G}} c_{1,gi} (p_{gi}^t \Delta t) + c_{0,gi} \Delta t + \sum_{sm \in \mathcal{S}} f_{sm} (\phi_{sm}^t) \right) \\
\text{subject to} & \quad (1b), (1f), (1i), (1n), (1p), (1aa), (26) \\
& \quad p_{ji}^t = g_{ji} 0.5 \text{conv} \left( \left( \theta_{ij}^t \right)^2 \right) + b_{ij} \theta_{ij}^t, \quad ij \in \mathcal{L} \quad (27a) \\
& \quad p_{ji}^t = g_{ji} 0.5 \text{conv} \left( \left( \theta_{ij}^t \right)^2 \right) - b_{ij} \theta_{ij}^t, \quad ji \in \mathcal{L} \quad (27d) \\
& \quad \text{conv} \left( \phi_{mn}^t, \psi_{mn}^t \right) = \Phi_{mn} \text{conv} \left( \left( \psi_{mn}^t \right)^2 \right) - \text{conv} \left( \left( \psi_{mn}^t \right)^2 \right), \quad mn \in \mathcal{P} \quad (27e) \\
& \quad \tilde{\phi}_{mn}^t = \frac{2}{3} \left( \phi_{mn}^t + \phi_{n}^t + \text{conv} \left( \frac{-\psi_{mn}^t \psi_{m}^t}{\psi_m^t + \psi_n^t} \right) \right), \quad mn \in \mathcal{P} \quad (27f) \\
& \quad \tilde{z}_{mn}^t \in \{0, 1\}, \quad mn \in \mathcal{E} \quad (27g)
\end{align*}
\]

for \( t \in \mathcal{T} \). These polyhedral envelopes depend only on the properties and topology of the network and can thus be formed once, in a single computationally-cheap preprocessing stage. The solution of Problem 27 can be used as a warm start for the two iterative algorithms discussed in the next two sections. 

**V. ITERATIVE MILP-BASED METHOD**

The proposed MILP-based method for directly solving Problem 1 is described in Algorithm 1, which is divided into two phases. Phase I consists of a sequence of carefully coordinated LP problems for solving the continuous relaxation of Problem 1, i.e., Problem 1 with (27g) instead of (1ab). The solution from Phase I is then used as a warm start for Phase II which consists of a sequence of carefully coordinated MILP problems that converges to a feasible solution to Problem 1. Phase I is akin to SLP which was originally introduced in 
[50], [51]. SLP, which is also known at the cutting plane method, consists of solving the original NLP problem by solving a series of LP problems generated by approximating all the nonlinear constraints by their first-order Taylor series expansion around the current point \( x(k) \), where \( k \) is the iteration number. The iterative procedure in Phase I can either be initialized from the solution of Problem 27 or from a random point that lies in the domain of the all constraint functions of Problem 1. The purpose of Problem 27 is two fold. First, it provides a valid starting point for Algorithm 1 when no prior information is available. Second, the superior quality of this starting point, compared to a random point, manifests in an improvement in overall convergence. The small computational overhead of Problem 27 is far outweighed by the improvement in overall convergence, as will be demonstrated in Section VII.

The convergence of Phase I is enabled by two key features. The first consists of a finite set of closed halfspaces, delineated by (28d), implemented in conjunction with a finite set of hyperplanes of the form (28c). However, instead of directly using supporting hyperplanes of the form \( \{ x^T h_i(x(k)) + \nabla h_i(x(k))^T (x - x(k)) = 0, i = 1, \ldots, p_k \} \) (to the nonconvex set of the form \( \mathcal{V} \)), which might lead to infeasible LP problems, Algorithm 1 introduces non-negative slack variables \( r_{ij}^t \) whose purpose is to prevent infeasible

**Fig. 2:** Polyhedral envelope of \( W = \{ f(x, y) = -xy/(x + y) \mid (x, y) \in [\bar{x}, \bar{y}] \times [\bar{y}, \bar{y}] \}. \)
Algorithm 1 Iterative MILP-based method

1: Initialization: Set $k = 1$, $\mathcal{K} = 40$, $\alpha \in \{10^{-10}, 10^{-4}\}$, $\sigma > 0$, $\pi > \alpha_{mn}^{(i)} > 0$ for all $mn \in \mathcal{P}$ and $i \in \mathcal{T}$. $\gamma > 0$, and $\mathcal{I}_k = \{0\}$ for all $i \in \{1, \ldots, p\}$. Obtain the initial point $x^{(1)}$ by either solving Problem 27 (warm start) or by choosing $x^{(1)}$ randomly such that $x^{(1)}$ is in the domain of all constraint functions of Problem 2. The point $x^{(1)}$ need not be feasible.

Phase I (LP)

2: while $\max \left(\left\{ h_i \left( x^{(k)} \right) \right\}_{i=1,\ldots,p} \right) > \epsilon$ do
3: \begin{align*}
& x^{(k+1)} = \\
& \arg\min_{x \in \mathcal{K}} (27a) + \sum_{i \in \mathcal{I}} \sum_{j \in \mathcal{E}} \sum_{m \in \mathcal{P}} \alpha_{mn}^{(k)} \left| \beta_{mn}^{(k)} - \beta_{mn}^{(i)} \right| \tag{28a} \\
& \text{subject to} \quad x \leq b_i, \quad i = 1, \ldots, o \tag{28b} \\
& h_i(x^{(k)}) + \nabla h_i(x^{(k)})^T (x - x^{(k)}) = r_i, \quad i = 1, \ldots, p_i \tag{28c} \\
& h_i(x^{(k)}) + \nabla h_i(x^{(k)})^T (x - x^{(k)}) \leq 0, \quad i = 1, \ldots, p_i, \quad p_i \in \mathcal{I}_k \tag{28d} \\
& r_i \geq 0, \quad i = 1, \ldots, p_i \tag{28e} \\
& x_i \in [0,1], \quad i = 1, \ldots, r. \tag{28g}
\end{align*}
4: for $i = 1, \ldots, p$ do
5: if $h_i(x^{(k-1)}) < 0$ then
6: $\mathcal{I}_k := \mathcal{I}_k \cup \{i\}$.
7: end if
8: end for
9: end while
10: while $k < \mathcal{K}$ do
11: $x^{(k+1)} = \arg\min_{x \in \mathcal{K}} (28a) + \sum_{m \in \mathcal{P}, \mathcal{E} \in \mathcal{T}} \beta \left| z_{mn} - I_{mn}^{t} \right| \tag{30a}
\begin{align*}
& \text{subject to} \quad (28b)-(28g). \tag{30b}
\end{align*}
12: if $\max \left(\left\{ h_i \left( x^{(k)} \right) \right\}_{i=1,\ldots,p} \right) \leq \epsilon$ and all $z^{(k+1)}_{mn} \in \{0, 1\}$ then
13: Break.
14: end if
15: end while

Phase II (MLP)

16: while $\max \left(\left\{ h_i \left( x^{(k)} \right) \right\}_{i=1,\ldots,p} \right) > \epsilon$ do
17: \begin{align*}
& x^{(k+1)} = \arg\min_{x \in \mathcal{K}} (29a) \\
& \text{subject to} \quad (28b)-(28f) \tag{29b} \\
& x_i \in [0,1], \quad i = 1, \ldots, r. \tag{29c}
\end{align*}
18: Same as lines 4 to 13.
19: $k \leftarrow k + 1.$
20: end while

LP problems, especially during the first few iterations of the algorithm if it is initialized from a poor-quality starting point (random $x^{(1)}$). These variables are then minimized in the objective by assigning a relatively large value for parameter $\sigma$. This construction can be viewed as an iteratively refined polyhedral outer approximation of the nonconvex sets of the form $\mathcal{V} = \{ x^2 | x \in [\mathcal{K}] \}$, but with the use of both supporting hyperplanes and halfspaces. Set $\mathcal{I}_k$ registers all previous iteration numbers that qualify as supporting halfspaces for $\mathcal{V} = \{ x^2 | x \in [\mathcal{K}] \}$. The condition on line 5 is satisfied when constraints (1g)-(1h) are violated at iteration $k$, in which case the supporting halfspace of the form (28d) is added to Problem 28 at $k + 1$. The second key feature is the term $\alpha_{mn}^{(i)} \beta_{mn} - \beta_{mn}^{(i)}$ in (28a), which controls the step size of the LP approximation of (1m). The step size parameter $\alpha_{mn}^{(i)}$ is automatically tuned on lines 9 to 13, predicated on the condition on line 10 which is true when the violations of constraints (1m) and (1o) do not decrease as the algorithm iterates.

Phase I terminates when the constraint with the largest violation, $C_{max}^k = \max \left(\left\{ h_i \left( x^{(k)} \right) \right\}_{i=1,\ldots,p} \right)$, does not exceed a certain tolerance $\epsilon$. The solution obtained at the termination of Phase I is likely to be non-integral, i.e., some of the $z_{mn}^{(k)}$ variables may not be strictly 0 or 1. This solution is therefore used as a warm start for Phase II which is iterative MILP-based algorithm that closely resembles Phase I but with the integrality constraints (29c) instead of the relaxed ones in (28g). Phase II, and therefore Algorithm 1, terminates under the same conditions in Phase I but now with a guarantee that the integrality constraints are satisfied. The next section introduces a fast iterative LP-based method that can be used as an alternative to Algorithm 1 in situations where only LP solvers are available.

VI. ITERATIVE LP-BASED METHOD

The LP-based heuristic, described in Algorithm 2, starts exactly like Algorithm 1 by solving the continuous relaxation of Problem 1 in Phase I, whose solution is then passed on to the LP-based heuristic in Phase II. The solution obtained at the termination of Phase I is likely to be non-integral, i.e., some of the $z_{mn}^{(k)}$ variables may not be strictly 0 or 1. Phase II therefore consists of a heuristic that ensures that the solution is integral and feasible within a tolerance $\epsilon$. In a nutshell, instead of a branch-and-bound algorithm, the heuristic in Phase II implements an elaborate steering procedure controlled by the term $\beta \left| z_{mn}^{(k)} - I_{mn}^{t} \right| \tag{30a}$ More specifically, lines 3 to 8 set parameter $I_{mn}^{t}$ for both compressors and pressure regulators

3 Feasibility here is measured with respect to Problem 1 and not to the original problem with AC power flow constraints (which is not shown here).
to either 0 or 1 based on the direction of flow \( \frac{\partial \pi_{mn}}{\partial z_{mn}} \) from the solution of Phase I. These values of \( I_{mn}^k \) are then passed on to Problem 30. The purpose of lines 15 to 23 is to handle any remaining non-integral values of \( z_{mn} \) after solving (30). There are two reasons a variable \( z_{mn} \) can remain non-integral after solving (30) at iteration \( k \). The first pertains to the potential for decreasing the objective function value, and the second is related to feasibility. For instance, if \( I_{mn}^k \) was set to 1 but (30) resulted in \( z_{mn}^{t,(k+1)} = 0.85 \), the heuristic uses this as a clue to steer \( z_{mn}^{t,(k+2)} \) towards 0. In other words, what this means is that had \( z_{mn}^{t,(k+1)} \) been forced to 1, the problem would have either converged to a solution with a larger objective function value, or to an infeasible point. Analogously, if \( I_{mn}^k \) was set to 0 but (30) resulted in \( z_{mn}^{t,(k+1)} = 0.25 \) for instance, the heuristic uses this as a clue to steer \( z_{mn}^{t,(k+2)} \) towards 1. In other words, what this means is that had \( z_{mn}^{t,(k+1)} \) been forced to 0, the problem would have either converged to a solution with a larger objective function value, or to an infeasible point. This procedure is only invoked every \( K_f \) iterations, as opposed to at every iteration, in an effort to prevent potential oscillatory behavior. In summary, the procedure in Phase II does not force the binary variables to either 0 or 1, but instead uses the term \( \beta |z_{mn}^k - I_{mn}^k| \) to steer these variables to take binary values predicated on a careful tuning of parameter \( \beta \). Therefore, the value of \( \beta \) is chosen to strike a good tradeoff between objective value minimization and infeasibility handling. Phase II is terminated when \( C_{\text{max}}^k = \text{max} \left( \left| \| h_t (x^{(k)}) \| \right|_{i=1,...,p} \right) \leq \epsilon \) and when all the \( z_{mn}^k \) variables are integral.

The procedure in Phase II, although technically a heuristic, is successful for this type of problem mainly because the direction of gas flow in compressors and regulators is predominantly determined by pipeline constraints (1m) and the location of the gas demands. The heuristic in Algorithm 1 therefore exploits this property of the problem to recover an integral solution. Just like other local MINLP solvers such as Juniper and KNITRO [52], Algorithm 2 cannot guarantee global optimality.

### VII. Numerical Evaluation

In this experimental setup, Julia v1.4.0 [53] is used as a programming language along with JuMP v0.21.1 [54] as a frontend modeling language for the optimization problems. Gurobi v9.0.2 [48] with the Barrier method (without a crossover strategy) is used to solve all the LP problems (including Problem 27). The MICP optimization problems in (22) are also solved using Gurobi v9.0.2 but now with the linearized outer approximation algorithm. The continuous relaxation of Problem 1, which is a nonconvex NLP problem, is solved using IPOPT v3.12.11 [55] and linear solver MA57 [56]. The original MINLP problem in (1) is solved using the NLBB solver Juniper [57] with IPOPT v3.12.11 [55] and linear solver MA57 [56] for the NLP subproblems, and Gurobi v9.0.2 in the feasibility pump heuristic at the root node. All simulations are conducted on a computing platform with an Intel Core i7-6820HK CPU at 2.7GHz, 64-bit operating system, and 32GB RAM. Five test systems are considered for the numerical evaluation of Algorithm 1 with hourly \( (\Delta t = 1) \) demand and linepack data over \( H = 24 \) hours. Test case A consists of a 7-node gas system connected to a 5-bus electrical system, test case B consists of the Belgian gas system [15] connected to the IEEE 14-bus electrical system [40], and test cases C1, C2, and C3 consist of the real electricity and gas system of the state of Victoria, Australia for low (23/11/2019), medium (21/08/2019), and high (09/08/2019) demand days, respectively. Data for the actual gas network of the state of Victoria, the Victorian Declared Transmission System (DTS), was developed from scratch with the help of industry support within the Future Fuels CRC project [58]. The electrical network data for the state of Victoria is obtained from [59] and updated to reflect the generation mix and network augmentations of 2019. A summary description of the three IEGS test cases is shown in Table I, and detailed data can be found in [31].

In Problem 27, functions \( f_{gi} (p_{gi}^\#) \) in (27a) are approximated by a lifted polyhedron with accuracy of \( 1.15 \times 10^{-9} \) (see [49]), whereas \( l = 10 \) is chosen for the outer PWL approximation in the polyhedral envelopes of the quadratic terms in (27c), (27d), and (27e). The angle limits are set to \( \theta_{ij} = -45^\circ \) and \( \theta_{ij} = 45^\circ \), and are considered generous as in practice \( \theta_{ij} = \theta_{ij} \) typically does not exceed \( \pm 10^\circ \) [60]. Furthermore, in the aim of improving the numerical conditioning of the problem, all the units are nondimensionalized with a base apparent power of 100MVA, base flow rate of \( 100\text{m}^3\text{s}^{-1} \), and base pressure of \( 10^9\text{Pa} \). Algorithm 1 is initialized with \( \epsilon = 10^{-4} \), \( \alpha_{mn}^{(1)} = 0.1 \), \( \delta = 0.0001 \), and \( \sigma = 0.1 \text{max} \left( \max (c_{l2,gi}, c_{l1,gi}) \right) \) for all test systems. In Algorithm 2, \( \beta = 0.1 \text{max} \left( c_{mn} \right) \).

The below starts with a numerical assessment of Phase I of Algorithm 1 in Section VII-A, followed by an assessment of Algorithm 1 and Algorithm 2 in Sections VII-B and VII-C. Two metrics are used for measuring optimality. The first is the optimality gap (\%), defined as

\[
\text{Ogap} = \left( f_0 (x^*) - f_0 (x^{cvx}) \right) / f_0 (x^*) \times 100,
\]

where \( x^* \) is the solution obtained by a local solver such as IPOPT, Juniper or Algorithms 1 and 2, and \( x^{cvx} \) is the solution obtained by an MICP relaxation such as the one in Problem 22.\(^9\) The second is the relative optimality gap (\%), defined as

\[
\text{ROgap} = \left( f_0 (x^*) - f_0 (x^*) \right) / f_0 (x^*) \times 100,
\]

where \( x^s \) is the solution obtained by an local IPM solver (IPOPT in this case), and \( x^d \) is the solution obtained by Phase I of Algorithm 1.

\(^9\)Note that IPOPT, Juniper, and Algorithms 1 and 2 cannot guarantee global optimality in this case. IPOPT is a local primal-dual IPM that consists of a sequence of second-order approximations coordinated by a filter line search method whereas Phase I of Algorithms 1 and 2 consists of a sequence of first-order approximations coordinated by (28c), (28d), and the second and third terms in (30a).
This section assesses the optimality, feasibility, and computational efficiency of Phase I of Algorithm 1 (which is the same as Phase I of Algorithm 2), IPOPT on the continuous relaxation of Problem 1, and the MICP relaxation in (22) with (27g) instead of (1ab). For ease of exposition, these three approaches are called “Phase I”, “MOEGFc”, and “MICPc”, respectively. Two starting point strategies are considered in the initialization of Phase I and IPOPT (MOEGFc). The first is a cold start strategy that assumes $\theta_{ij}^{(1)} = 0.01$ for all $ij \in L$, $\phi_{nm}^{(1)} = 0.1 \bar{d}_{mn}$ for all $mn \in P$, and $\phi_{mt}^{(1)} = 0.5 \bar{d}_{m} \bar{v}_{t}$ for all $m \in N$, $t \in T$. The warm start strategy consists of using the solution of Problem 27 in the initialization of Phase I. Table II compares the optimality and feasibility of Phase I to those of IPOPT on the continuous relaxation of Problem 1 (MOEGFc), and Table III compares the computational effort of the three. Table II shows the objective function values of MICPc, MOEGFc, and Phase I under cold start, and Phase I under warm start in columns 2, 4, 6, and 9, respectively. Table II also shows the maximum constraint violation of the solution of Problem 22 with (27g) instead of (1ab) (i.e., MICPc) in column 3 under $C_{\text{max}}^\text{cvx}$. These large constraint violations confirm the infeasibility of the MICPc solutions. Nonetheless, the MICPc can still provide a good-quality lower bound on the solution of MOEGFc as shown in column 5. More specifically, it can be inferred that the MOEGFc solution to test Case A is optimal, and the solution to test case C3 is within $1.65 \times 10^{-2}$% of the optimum. Additionally, since the largest ROgap in columns 7 and 10 does not exceed $5 \times 10^{-3}$, and the largest constraint violation at the termination of Phase I is around $10^{-5}$ (i.e., $C_{\text{max}}^+ \approx 10^{-5}$), it can be concluded that Phase I reaches near-optimal and feasible solutions to MOEGFc. The mean violations, $C_{\text{mean}}^i = \text{mean} \left(\| h_i(x) \|^2 \right)_{i=1,...,p}$, at the termination of Phase I are in the order of $10^{-8}$ on average for all test cases. Decreasing the constraint feasibility tolerance beyond $10^{-4}$ results in negligible change in the objective function and in the total linepack in all test cases. The evolution of the maximum constraint violation $C_{\text{max}}^k$ for test case C3 is shown in Fig. 3. Furthermore, Table III shows that Phase I solves MOEGFc in computation times that are at least one order of magnitude smaller than those of IPOPT. On the other hand, the computational effort of solving MICPc is disproportionately larger than those of IPOPT and Phase I.

$^{10}$Warm starting IPOPT did not noticeably affect the quality or the computational effort of the solution. Those results are therefore not shown in Table III.

This section assesses the optimality, feasibility, and computational efficiency of Algorithm 1, Juniper on Problem 1, and the MICP relaxation in (22). The starting point strategies adopted here are similar to the ones discussed in the previous section. The optimality and feasibility, and the computational effort of Algorithm 1 compared to those of Juniper and the MICP relaxation in (22) are shown in Tables IV and V, respectively. It is evident from those two tables that the original MINLP problem in (1) is extremely challenging to solve using an NLBB solver such as Juniper. In fact, Juniper did not converge (after one day of run time) on the practical-size systems in test cases B, C1, C2, C3. As a result, Table IV only shows the optimality gap, as opposed to the relative optimality gap, of the solution of Algorithm 1 as it is the only available feasible solution to Problem 1 for test cases B, C1, C2, C3. The MICP relaxation in (22) is also more challenging to solve due to the presence of binary variables (one for each pipeline as in (9)), which increases the complexity of the problem. Finally, although only two starting point strategies are shown in Tables II and III, the SLP algorithm underpinning Phase I is in fact robust to the choice of starting point $x_i^{(1)}$, owing to (i) the introduction slack variables to prevent infeasible problems, (ii) an automatic tuning of the convergence parameter $a_{mn}^{t(k)}$, and (iii) an iteratively refined polyhedral outer approximation of the nonconvex sets of the form $\mathcal{V} = \{ x^2 | x \in \mathcal{P} \}$ with the use of both supporting hyperplanes and halfspaces. The computational advantages on the warm start (using the solution of Problem 27) become more prominent in the solution of Problem 1, as will be shown in the next two sections.
TABLE II: Optimality and feasibility of Phase I of Algorithm 1 compared to MOEGFc (solved using IPOPT [55]), and MICPc (solved using Gurobi [48]).

| Test case | MICPc (Gurobi) | MOEGFc (IPOPT) | Cold start | Phase I (Gurobi) |
|-----------|----------------|----------------|------------|-----------------|
| A         | 99946.5        | 99946.5        | 1.26E-06   | 99946.5         |
| B         | 93999.6        | 94000.4        | 8.87E-04   | 94001.9         |
| C1        | 29752.04       | 2975990.2      | 2.42E-02   | 2975988.5       |
| C2        | 6315917.7      | 6318445.6      | 2.14E-02   | 6318097.4       |
| C3        | 11358689.3     | 11360188.9     | 1.11E-02   | 11359700.5      |

TABLE III: Computational effort of Phase I of Algorithm 1 compared to MOEGFc (solved using IPOPT [55]), and MICPc (solved using Gurobi [48]). The numbers in parenthesis denote the number of iterations of Phase I.

| Test Case | MICPc | IPOPT | Phase I (Cold) | Phase I (Warm) |
|-----------|-------|-------|----------------|----------------|
| A         | 8.1   | 1.5   | 0.2 (3)        | 0.3 (5)        |
| B         | 2856.3| 32.0  | 4.1 (13)       | 2.2 (7)        |
| C1        | 8873.6| 937.0 | 12.7 (10)      | 14.8 (12)      |
| C2        | 10751.7| 993.0 | 19.1 (11)      | 17.2 (11)      |
| C3        | 12069.1| 551.3 | 34.4 (11)      | 18.3 (10)      |

Fig. 5: Algorithm 2’s $C_{\text{max}}^k$ vs $k$ for test case C3 under a warm start. From the solution of Problem 27 as compared to a cold start is more salient in this case, as the last column of Table V shows a noticeable improvement across all the test cases. In fact, Algorithm 1 with the warm start strategy is at least one order of magnitude faster than Juniper and the MICP relaxation in (22).

C. Evaluation of Algorithm 2

The optimality and feasibility, and the computational effort of Algorithm 2 compared to those of Juniper (on Problem 1) and the MICP relaxation in (22) are shown in Tables VI and VII, respectively. In this case, the optimality gaps on the Victorian test cases C1, C2, and C3 are still less than 0.2%, which corroborates the high quality of the solutions. The solutions are also feasible to within at most $1.8 \times 10^{-5}$ (i.e., $C_{\text{max}}^k \approx 1.8 \times 10^{-5}$) with an average constraint violation in the order of $10^{-8}$. The evolution of the maximum constraint violation $C_{\text{max}}^k$ for test case C3 is shown in Fig. 5. Although it converges to slightly higher objective function values compared to Algorithm 1, the LP-based method in Algorithm 2 is substantially faster. In particular, the speed-up is more than $8 \times$ on test case C3 under the same warm start strategy. And once again, the warm start strategy is generally noticeably faster than the cold start strategy, which underscores the value of using the solution of Problem 27 as a starting point. Finally, it is worth noting that both Algorithms 1 and 2 are exact only with respect to Problem 1, which incorporates a quasi-dynamic gas flow model, and not with respect to the original partial differential equations (PDEs) describing the full dynamic flow of gas.

D. Linepack backtesting

To assess the validity of the solutions of Test cases C1, C2, and C3 from a physical gas network standpoint, they are backtested against actual 24-hour total linepack profiles for the state of Victoria, Australia. The 24-hour total linepack profiles of both Algorithm 2 and the actual one from (AEMO) [42] are shown in Fig. 6 for the high demand day (09/08/2019). The maximum and mean errors between the two are 1.21% and 0.38%, respectively, which could be attributed to the fact that the actual linepack on that high-demand day was not a result of optimized operation. The linepack backtesting not only serves as a testament to the validity of the solution of Algorithm 2, but also to the gas network model of the Victorian DTS which was developed from scratch as part of this work.

VIII. CONCLUSION

This paper introduced two novel SLP-based algorithms for efficiently solving the MOEGF problem. The first is an iterative MILP-based algorithm and the second is an iterative LP-based algorithm with an elaborate procedure for ensuring an integral solution. Numerical evaluation demonstrates that both algorithms can solve the MOEGF problem to high-quality feasible solutions in computation times at least two orders of magnitude faster than both a state-of-the-art NLBB MINLP solver and an MICP relaxation, on the real electricity and gas transmission networks of the state of Victoria with actual linepack and demand profiles. Moreover, both approaches are warm-started from the solution of a novel polyhedral relaxation of the problem for a noticeable improvement in computation time compared to a cold start. Finally, while not...
TABLE IV: Optimality and feasibility of Algorithm 1 compared to MOEGF (solved using Juniper [57]), and MICP (solved using Gurobi [48]). “NA” designates instances that did not converge after one day of run time.

| Test case | MICP (Gurobi) | MOEGF (Juniper) | Algorithm 1 (Gurobi) |
|-----------|---------------|-----------------|----------------------|
|           | Cost ($)  | $O_{\text{mean}}$ (%) | Cost ($)  | $O_{\text{mean}}$ (%) | Cost ($)  | $O_{\text{mean}}$ (%) |
| A         | 99946.5   | 400.66          | 99946.5   | -1.71E-06            | 99946.7   | 2.06E-04             |
| B         | 93999.8   | 189.17          | NA        | NA                  |
| C1        | 2975274.4 | 10.72           | NA        | 2975884.3           |
| C2        | 6316166.5 | 8.16            | 6318099.4 | 3.06E-02           |
| C3        | 11358722.7| 10.36           | NA        | 1136028.9           |

claiming it is superior to existing MINLP solvers, the proposed iterative LP-based method represents a fast alternative for the specific type of problem addressed here, especially in settings where only LP solvers can be used (as is the case with existing dispatch engines of ISO like AEMO). To do so, the iterative LP-based method exploits the structure and engineering properties of the MOEGF problem and tailors a novel SLP approach, compounded by a fast heuristic that ensures an integral solution.
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