Single electrons on solid neon as a solid-state qubit platform
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Progress toward the realization of quantum computers requires persistent advances in their constituent building blocks — qubits. Novel qubit platforms that simultaneously embody long coherence, fast operation, and large scalability offer compelling advantages in the construction of quantum computers and many other quantum information systems.¹².³³ Electrons, ubiquitous elementary particles of nonzero charge, spin, and mass, have commonly been perceived as paradigmatic local quantum information carriers. Despite superior controllability and configurability, their practical performance as qubits via either motional or spin states depends critically on their material environment.¹³ Here we report our experimental realization of a new qubit platform based upon isolated single electrons trapped on an ultraclean solid neon surface in vacuum.⁶¹³ By integrating an electron trap in a circuit quantum electrodynamics architecture,¹³⁰ we achieve strong coupling between the motional states of a single electron and a single microwave photon in an on-chip superconducting resonator. Qubit gate operations and dispersive readout are implemented to measure the energy relaxation time $T_1$ of 15 $\mu$s and phase coherence time $T_2$ over 200 ns. These results indicate that the electron-on-solid-neon qubit already performs near the state of the art as a charge qubit.²¹

The rapid growth of quantum information science and technology in recent years accompanies the remarkable success of various qubit platforms in various domains of quantum information processing. Notable examples include superconducting quantum circuits,¹¹¹²¹²²¹²⁰ semiconductor quantum dots,²⁰¹¹ electromagnetically trapped ions,¹²¹⁰¹⁵ optically trapped atoms,¹³¹⁰¹ natural or implanted defects,¹¹¹¹,¹⁵ and magnetic molecules.¹⁵ Among different quantum information carriers, isolated single electrons — paradigmatic charged spin-$\frac{1}{2}$ massive particles that naturally interact with photons via quantum electrodynamics (QED) — offer conceivably the straightest approach for efficient manipulation and remote entanglement. So far, electron qubits have been made predominantly in semiconductor heterojunctions and semiconductor-oxide interfaces.¹³ Despite standardized device fabrication and convenient electrical control, a major challenge faced by these electron qubits is the limited coherent time due to material imperfections or background noise.¹⁶ In this circumstance, a new type of single-electron qubit, embedded in an ultraclean low-noise environment, may open up unprecedented opportunities to resolve the coherence challenge. Along with the inherent features of fast operation and large scalability, this single-electron qubit platform holds great potential for development into an ideal quantum computing architecture in the future.

In this work, we demonstrate a fundamentally new solid-state single-electron qubit platform based upon trapping and manipulating isolated single electrons on an ultraclean solid neon surface in vacuum. By integrating the electron trap in a hybrid circuit QED architecture,¹¹¹²¹ we observe vacuum Rabi splitting between the motional states of a single electron and a single microwave photon in an on-chip superconducting resonator. This observation lays the foundation for the quantum coherent control and (single-shot) dispersive readout of electron charge (motional-state) qubits at microwave frequencies in this system. By detuning the electron transition frequency with respect to the resonator frequency, we perform complete qubit characterization, i.e., two-tone qubit spectroscopy,¹²¹ and time-domain measurements including Rabi oscillations, $T_1$ energy relaxation time, and $T_2$ phase coherence time measurements. Without optimization, the measured $T_1 = 15 \mu$s and $T_2 \gtrsim 200 \text{ ns}$ have already reached the state of the art for a charge qubit,²¹ highlighting the promise of this new material environment. With projected development employing spin-charge conversion,¹⁰¹²¹, we anticipate the nearly
perfect spinless environment formed by solid neon (the naturally occurring 0.27% abundance of spinful $^{21}$Ne can be easily purified away) to support electron spin qubits with expected coherence time over 1 s. Beyond quantum computing, this novel solid-state single-electron qubit platform creates an appealing hybrid quantum framework that can connect various qubit platforms, thereby paving new pathways in quantum information science and technology.

**Electronic structure and device design**

Neon (Ne) is a noble-gas element next to helium (He) in the periodic table. In contrast to He, which is a liquid (superfluid) even at zero temperature, unless a large pressure of at least 25 bar is applied, Ne spontaneously turns into a face-centered-cubic (fcc) crystal after passing its triple point at the elevated temperature $T_1 = 24.556$ K and moderate pressure $P_1 = 0.43$ bar. At near-zero temperature, solid Ne can form a free surface to vacuum and serve as an ultraclean substrate with no uncontrollable impurities or electromagnetic noise.

When an excess electron approaches a semi-infinite solid Ne surface at $z = 0$ from vacuum, two effects lead to an out-of-plane trapping potential that can bind the electron to the surface (see Fig. 1a). A repulsive barrier, $U \approx 0.7$ eV, occurs due to the Pauli exclusion between the excess electron and atomic shell electrons. In addition, an attractive polarization potential, $V(z) = - (\epsilon - 1)/[\epsilon + 1) c^2/4z$, ($z > b$), with a dielectric constant $\epsilon = 1.244$ and short-range cutoff $b \approx 2.3$ Å, occurs due to the induced image charge inside solid Ne. With this potential, the electron’s $z$-motion has a ground-state barrier, $E_{z0} = -15.8$ meV and an eigen-wavefunction peaked at about 1 nm distance from the surface (Fig. 1b). The energy cost to bring the electron to the first excited state in $z$ is 12.7 meV, equivalent to a 147 K activation temperature. Therefore, at our 10 mK experimental temperature, the electron is frozen within the ground-state subband of $z$-motion. Previous studies have verified that solid Ne surface can hold a nondegenerate two-state subband of $E_{z0}$. With this potential, the electron’s $z$-motion has a ground-state barrier, $E_{z0} = -15.8$ meV and an eigen-wavefunction peaked at about 1 nm distance from the surface (Fig. 1b). The energy cost to bring the electron to the first excited state in $z$ is 12.7 meV, equivalent to a 147 K activation temperature. Therefore, at our 10 mK experimental temperature, the electron is frozen within the ground-state subband of $z$-motion. Previous studies have verified that solid Ne surface can hold a nondegenerate two-state subband of $E_{z0}$. With this potential, the electron’s $z$-motion has a ground-state barrier, $E_{z0} = -15.8$ meV and an eigen-wavefunction peaked at about 1 nm distance from the surface (Fig. 1b). The energy cost to bring the electron to the first excited state in $z$ is 12.7 meV, equivalent to a 147 K activation temperature. Therefore, at our 10 mK experimental temperature, the electron is frozen within the ground-state subband of $z$-motion. Previous studies have verified that solid Ne surface can hold a nondegenerate two-state subband of $E_{z0}$. With this potential, the electron’s $z$-motion has a ground-state barrier, $E_{z0} = -15.8$ meV and an eigen-wavefunction peaked at about 1 nm distance from the surface (Fig. 1b). The energy cost to bring the electron to the first excited state in $z$ is 12.7 meV, equivalent to a 147 K activation temperature. Therefore, at our 10 mK experimental temperature, the electron is frozen within the ground-state subband of $z$-motion. Previous studies have verified that solid Ne surface can hold a nondegenerate two-state subband of $E_{z0}$. With this potential, the electron’s $z$-motion has a ground-state barrier, $E_{z0} = -15.8$ meV and an eigen-wavefunction peaked at about 1 nm distance from the surface (Fig. 1b). The energy cost to bring the electron to the first excited state in $z$ is 12.7 meV, equivalent to a 147 K activation temperature. Therefore, at our 10 mK experimental temperature, the electron is frozen within the ground-state subband of $z$-motion. Previous studies have verified that solid Ne surface can hold a nondegenerate two-state subband of $E_{z0}$. With this potential, the electron’s $z$-motion has a ground-state barrier, $E_{z0} = -15.8$ meV and an eigen-wavefunction peaked at about 1 nm distance from the surface (Fig. 1b). The energy cost to bring the electron to the first excited state in $z$ is 12.7 meV, equivalent to a 147 K activation temperature. Therefore, at our 10 mK experimental temperature, the electron is frozen within the ground-state subband of $z$-motion. Previous studies have verified that solid Ne surface can hold a nondegenerate two-state subband of $E_{z0}$. With this potential, the electron’s $z$-motion has a ground-state barrier, $E_{z0} = -15.8$ meV and an eigen-wavefunction peaked at about 1 nm distance from the surface (Fig. 1b). The energy cost to bring the electron to the first excited state in $z$ is 12.7 meV, equivalent to a 147 K activation temperature. Therefore, at our 10 mK experimental temperature, the electron is frozen within the ground-state subband of $z$-motion. Previous studies have verified that solid Ne surface can hold a nondegenerate two-state subband of $E_{z0}$. With this potential, the electron’s $z$-motion has a ground-state barrier, $E_{z0} = -15.8$ meV and an eigen-wavefunction peaked at about 1 nm distance from the surface (Fig. 1b). The energy cost to bring the electron to the first excited state in $z$ is 12.7 meV, equivalent to a 147 K activation temperature. Therefore, at our 10 mK experimental temperature, the electron is frozen within the ground-state subband of $z$-motion. Previous studies have verified that solid Ne surface can hold a nondegenerate two-state subband of $E_{z0}$. With this potential, the electron’s $z$-motion has a ground-state barrier, $E_{z0} = -15.8$ meV and an eigen-wavefunction peaked at about 1 nm distance from the surface (Fig. 1b). The energy cost to bring the electron to the first excited state in $z$ is 12.7 meV, equivalent to a 147 K activation temperature. Therefore, at our 10 mK experimental temperature, the electron is frozen within the ground-state subband of $z$-motion. Previous studies have verified that solid Ne surface can hold a nondegenerate two-state subband of $E_{z0}$. With this potential, the electron’s $z$-motion has a ground-state barrier, $E_{z0} = -15.8$ meV and an eigen-wavefunction peaked at about 1 nm distance from the surface (Fig. 1b). The energy cost to bring the electron to the first excited state in $z$ is 12.7 meV, equivalent to a 147 K activation temperature. Therefore, at our 10 mK experimental temperature, the electron is frozen within the ground-state subband of $z$-motion. Previous studies have verified that solid Ne surface can hold a nondegenerate two-state subband of $E_{z0}$. With this potential, the electron’s $z$-motion has a ground-state barrier, $E_{z0} = -15.8$ meV and an eigen-wavefunction peaked at about 1 nm distance from the surface (Fig. 1b). The energy cost to bring the electron to the first excited state in $z$ is 12.7 meV, equivalent to a 147 K activation temperature. Therefore, at our 10 mK experimental temperature, the electron is frozen within the ground-state subband of $z$-motion. Previous studies have verified that solid Ne surface can hold a nondegenerate two-state subband of $E_{z0}$. With this potential, the electron’s $z$-motion has a ground-state barrier, $E_{z0} = -15.8$ meV and an eigen-wavefunction peaked at about 1 nm distance from the surface (Fig. 1b). The energy cost to bring the electron to the first excited state in $z$ is 12.7 meV, equivalent to a 147 K activation temperature. Therefore, at our 10 mK experimental temperature, the electron is frozen within the ground-state subband of $z$-motion. Previous studies have verified that solid Ne surface can hold a nondegenerate two-state subband of $E_{z0}$.
surface in vacuum. Practically, all other materials, even electronically insulating and atomically smooth, have negative (attractive) electron affinity and contain charged contaminants or dangling bonds on the surface that can capture and localize excess electrons at atomic to molecular scales.\textsuperscript{14,15} While the electron-on-solid-Ne (eNe) system can be considered conceptually as an extension to the historically more studied electron-on-liquid-He (eHe) system, it exhibits much stronger surface rigidity that suppresses decoherence through surface excitations.\textsuperscript{16–18} Compared with eHe that was proposed as a qubit platform over two decades ago,\textsuperscript{9,11–13,16–18} eNe embodies a potentially transformative solid-state qubit platform.\textsuperscript{10,11,15,50}

On a flat Ne surface, the electron takes planewave eigenstates in the $xy$ plane. To confine the electron in the plane, we utilize carefully designed lateral trapping electrodes to hold the electrons individually and deterministically in space,\textsuperscript{15} with trapping time exceeding two months. We tune the electrode voltages to further constrain the electron’s $x$-motion to its ground state and take the two lowest energy states of $y$-motion as the qubit states (see Fig.\textsuperscript{1b}). Figure\textsuperscript{1} shows a simplified conceptual illustration of our arrangement of the trapped electron and microwave resonator. The electron is on the solid Ne surface at the open end (in a “clamp” shape) of a quarter-wavelength coplanar double-stripline resonator, which carries a symmetric and an antisymmetric mode.\textsuperscript{15,16,18} Both modes have the electric field maximum at the open end, but only the antisymmetric mode has the field direction aligned with electron’s motion in $y$. Figure\textsuperscript{1a} displays a scanning electron microscopy (SEM) image of the actual device structure around the trapping area. All the metal lines and ground planes are made of superconducting niobium (Nb) deposited on a high-resistivity silicon substrate. A “trap” electrode, applied with positive voltage, plugs into the open end of the “resonator”. Four “guard” electrodes, named as “trap guards” and “res(onator) guards” surrounding the trap, applied with voltages in pairs, provide precise tuning to the trapping potential and thus the electron transition frequency about the resonator frequency. The trap and resonator reside inside a $\sim 4$ mm long etched channel.

Figure\textsuperscript{1f} details the structure of this hybrid circuit QED device. The double stripline resonator is coupled with coplanar waveguides (CPWs) with the input and output coupling rates $\kappa_{\text{in}}$ and $\kappa_{\text{out}}$, respectively, in a transmission measurement configuration. Each DC electrode, biased at $V_t$, $V_r$, $V_{tr}$, $V_{tg}$, respectively, has its own on-chip low-pass LC filter that isolates the electron and resonator from the DC electrodes at microwave frequencies to protect the qubit lifetime and resonator quality factor. We fill liquid Ne into the experimental cell at 26 K and cool down to 10 mK. The shift of resonator frequency $f_r$ can be used to infer Ne thickness. When the channel is fully filled with Ne, $f_r$ shifts from 6.4266 GHz to 6.2795 GHz (see Fig.\textsuperscript{1f}). In practice, we only put in a tiny amount of Ne to coat the device surface, resulting only 0.3–0.6 MHz frequency shift and 5–10 nm estimated Ne thickness from numerical simulation. The observed resonator linewidth $\kappa/2\pi = 0.4$ MHz, independent of Ne filling, indicates a quality factor $Q \approx 1.6 \times 10^4$. Electrons are generated through thermionic emission from a pair of tungsten filaments inside the cell under a voltage pulse train (width: 0.1 ms, height: 4 V, and repetition rate: 1 kHz) for a total duration of 1 s.\textsuperscript{17,18} (See Methods for more details.)
Fig. 3 | Spectroscopy and time-domain characterization of a single-electron qubit on solid neon. a, Two-tone qubit spectroscopy measurement on the transmission phase \( \phi \) at the resonator frequency \( f_r \) versus the detuned pump frequency \( \Delta f_s = f_s - f_r \) and the resonator-guard voltage \( V_{rg} \). The qubit linewidth \( \gamma \) can be obtained by fitting the phase dip profile (inset). b, Illustration of the dispersive readout of single-electron qubit state by transmission measurement. Ground and excited electron states cause the actual resonator frequency to be blueshifted and redshifted and the measured transmission phase \( \phi \) at the bare resonator frequency \( f_r \) to show on average \( \pm 30^\circ \) shift. c, Rabi oscillations of the excited state population \( P_e \), measured at fixed pulse amplitude and varied pulse length \( t_{pulse} \). d, Qubit relaxation measurement with the fitted relaxation time \( T_1 = 15 \mu s \). e, Measured linear dependence of Rabi frequency \( \Omega_R \) on the amplitude of gate pulses. f, Ramsey fringe and Hahn echo measurements with the fitted original coherence time \( T_2^* = 50 \) ns and extended coherence time \( T_{2E} = 220 \) ns. Qubit detuning for (b) – (f) is kept at \( \Delta/2\pi \equiv f_q - f_r = -100 \) MHz.

Strong coupling and vacuum Rabi splitting
We use a similar scheme in our previous work\[^{18}\] to load single electrons onto the trap from the channel hosting the stripline resonator, and in the meanwhile, monitor the microwave transmission signal. Once an electron is trapped, we fix the resonator voltage \( V_r \) at 1 V and trap-guard voltage \( V_{rg} \) at 0 V. A positive \( V_r \) is necessary to keep any remnant electrons inside the long channel far off resonance. The trap voltage \( V_t \) and resonator-guard voltage \( V_{rg} \) are enough to tune the qubit frequency \( f_q \) into resonance with the resonator frequency \( f_r \approx 6.426 \) GHz. Figure\[^{21}\] gives a color plot of the normalized transmission amplitude \((A/A_0)^2\) probed at the resonator frequency \( f_r \) versus the tuning voltages \( V_t \) and \( V_{rg} \) for a trapped electron. When \( f_q \) is tuned across \( f_r \), we observe a sharp drop in the microwave transmission amplitude probed at \( f_r \).\[^{21}\] The average photon occupancy in the resonator is controlled at the single-photon level, \( \bar{n} \approx 1 \), with about \(-135 \) dBm input power to the resonator. (See Methods for more details.)

By measuring the transmission spectrum as a function of probe frequency \( f_p \) near the resonator frequency \( f_r \), we observe a clear avoided crossing – vacuum Rabi splitting, when \( V_t \) is fixed and \( V_{rg} \) tunes the qubit frequency across the resonator frequency (see Fig. 2a). Figure\[^{21}\] shows the line cut of Fig. 2a in the on-resonance case \( f_q = f_r \). A fit over the two peaks by input-output theory\[^{21}\] yields the coupling strength \( g/2\pi = 3.5 \) MHz, which is nearly twice of the electron dephasing rate \( \gamma/2\pi \approx 1.7 \) MHz, with the known resonator decay rate \( \kappa/2\pi \approx 0.4 \) MHz. (See Methods for more details.) The system has clearly entered the strong coupling regime\[^{14}\] \( g > \gamma, \kappa \), which instantly enables coherent microwave control and dispersive readout of single-electron qubits in this system.

Spectroscopy and time-domain characterization
Figure\[^{3}\] shows a two-tone qubit spectroscopy measurement of another trapped electron, which has a stronger coupling strength and a wider electron linewidth than the previous one. The qubit frequency \( f_q \) is tuned by the resonator-guard voltage \( V_{rg} \). At each given \( V_{rg} \), we monitor the transmission phase \( \phi \) at the bare resonator frequency \( f_r \) while a pump-tone frequency \( f_s \) is slowly swept over a range of \( \sim 1 \) GHz across the qubit frequency.
When \( f_q \) is resonant with \( f_{\text{qubit}} \), it partially excites the qubit, inducing a dip (\( f_q < f_1 \)) or a peak (\( f_q > f_1 \)) in the \( \phi \) versus \( f_q \) plot (Fig. 3a inset). By scanning both \( f_q \) and \( V_{\text{pp}} \), we obtain the intrinsic qubit spectrum as a function of \( V_{\text{pp}} \). A Lorentzian fit of this qubit spectrum yields the linewidth \( \gamma/2\pi = 2.8 \text{ MHz} \). The pump-tone power is kept low enough here to avoid power broadening of the qubit over its natural linewidth. The overall spectrum resembles that of a double-quantum-dot qubit (DQD) spectrum at a semiconductor interface. (See Methods for more discussion.)

By increasing the pump-tone power, we investigate the anharmonicity under a varied detuning \( \Delta/2\pi = f_q - f_1 \) between \( \pm 100 \text{ MHz} \). At \(-100 \text{ MHz} \) detuning, the measured anharmonicity between the two lowest transition frequencies is \( \alpha/2\pi = f_{(1,2)} - f_{(0,1)} \approx 40 \text{ MHz} \), where \{0\}, \{1\}, \{2\} are the ground, first-excited, and second-excited states, respectively (see Methods). This \( \alpha \) is positive and consistent with the value expected from the trap design. Even though this \( \alpha \) value currently limits single qubit gate durations to \( t_\text{g} \gg \pi/\alpha \approx 12 \text{ ns} \), it can be easily enhanced in future trap designs.

The measured coupling strength for this electron is \( g/2\pi = 4.5 \text{ MHz} \) (see Methods). At large detuning \( \Delta/2\pi = -100 \text{ MHz} \), we have \( |\Delta| \gg g \). The dispersive coupling between the qubit and resonator provides a qubit-state-dependent frequency shift \( \chi \). By measuring the transmission phase \( \phi \) of the photons at \( f_1 \), we can read out the qubit state \( |\text{up}\rangle \leftrightarrow |\text{down}\rangle \). Figure 3b illustrates the scheme of dispersive readout in accordance with our experiment, as is common in circuit QED platforms. The measured \( \phi \) shift at \( f_1 \) is about \( \pm 30^\circ \) after statistical average, corresponding to \( \chi/2\pi \approx 0.12 \text{ MHz} \). Ideally, the qubit would operate at the spectrum minimum of Fig. 3a, i.e., the “sweet spot” where the charge noise has the lowest effect. However, for this particular electron at the “sweet spot”, the > 1 GHz large detuning precludes state readout with reasonable signal-to-noise ratio.

We now use real-time coherent control to measure the coherence properties of the qubit at \( \Delta/2\pi = -100 \text{ MHz} \) detuning. Figure 3c displays Rabi oscillations in the excited-state population \( P_\text{e} \). Starting with the qubit in its ground state, we apply a pulse with variable duration and fixed amplitude at the qubit frequency \( f_{\text{qubit}} \), immediately followed by a readout pulse applied at the resonator frequency \( f_1 \). Figure 3d displays the measurement of the relaxation time \( T_1 \), where we utilize a \( \pi \)-pulse (duration inferred from Fig. 3c) and vary the delay \( t_{\text{delay}} \) between the end of each \( \pi \)-pulse and the onset of readout pulse. The population curve fitted by \( \exp(-t/T_1) \) yields \( T_1 = 15 \mu\text{s} \), which is long compared with most semiconductor charge qubits. We also verify the linear dependence of Rabi frequency \( \Omega_\text{R} \) on the pulse amplitude \( V_{\text{puls}} \) normalized by the maximally used amplitude \( V_{\text{puls}} \). (See Methods for more details.)

The long \( T_1 \) manifests that solid Ne can indeed serve as an ultraclean substrate for single-electron qubits. We expect future trap geometries and better filtering for DC electrodes to give even longer \( T_1 \). The still short \( T_2 \ll T_1 \) at this initial stage of development may originate from two sources of residual noise. First, remnant electrons along the resonator in the long channel are not entirely fixed; remaining motion can cause background charge noise to the trapped electron-photon interacting system. Second, Ne atoms on an imperfect (presumably rough and porous) surface can be highly movable and induce a time-varying trapping potential to the electron. Improvement to the device design and Ne growth process and operation at the charge noise “sweet spot” are expected to mitigate these decoherence issues. It has been theoretically calculated that the in-plane motional coherence of an electron on solid Ne surface can be several milliseconds. Ultimately, utilizing the spin states through engineered spin-orbital coupling can yield ultralong qubit coherence in excess of 1 s.

The strong interaction between the electron motional states and microwave photons will allow two or more electrons to entangle with each other through exchanging (virtual) photons in the resonator. To scale the system up, we can adopt the quantum charge-coupled device (QCCD) technique, originally developed trapped ion system, to shuffle electrons into and out of different functional zones on a chip to achieve multi-electron gating, entanglement, and readout. This will significantly expand the scalability.

The eNe qubit platform incorporates compelling advantages from several leading qubit platforms; analogous to electromagnetically trapped ions, the electron qubits here are identically generated by a simple source and can have long spin coherence times; as with semiconductor quantum dots, electronic gate control can be applied at high speed; finally, strong coupling with the circuit QED architecture enables...
be coherently linked with other quantum information systems, e.g., Josephson junctions and color centers through microwaves, to collectively advance quantum sensing, transduction, networks, and other important areas in quantum science, as well as fundamental physics.
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Methods

Cryostat setup

Our experiment is performed on a BlueFors LD400 dilution refrigerator system with a base temperature about 7 mK. Extended Data Fig. 1 shows our cryostat and measurement setup for single-electron qubits on solid neon (Ne) in a circuit quantum electrodynamics (QED) architecture. In this section, we focus on the cryostat setup inside the fridge. The measurement setup outside the fridge is explained in later sections when it is referred to.

All the input RF coaxes are made of silver-plated beryllium copper (SBeCu) from the room temperature (RT) plate (i.e., the 300 K plate) all the way to the mixing chamber (MXC) plate (i.e., the 10 mK plate).
The output coaxes are made of SBeCu from the RT plate to the 3 K plate but superconducting niobium titanium (NbTi) from the 3 K plate to the MXC plate. Attenuators are installed along every RF line at every temperature stage to thermalize the cables and reduce the noise from RT. For the input lines, there is a 20 dB attenuation at 3 K, 10 dB at 1 K, 10 dB at 100 mK, and 20 dB at 10 mK. For the output lines, only 0 dB attenuation is used at every temperature stage for thermal anchoring. A $4-12 \text{GHz}$ cryogenic dual-junction isolator (Low-Noise Factory LNF-ISISC$\text{C}$4$\text{C}$12A) with 30 dB isolation is installed at the output of the sample cell to block the thermal noise from higher temperature. The isolator is followed by a $4-12 \text{GHz}$ cryogenic circulator (LNF-CIC$\text{C}$4$\text{C}$12A) with 50Ω termination for another 20 dB isolation. A $4-8 \text{GHz}$ high-electron-mobility transistor (HEMT) amplifier (LNF-LNC$\text{C}$4$\text{C}$8C) with 39 dB gain and 2 K noise temperature is installed on the 3 K plate. Immediately outside the fridge, a $4-23 \text{GHz}$ RT low-noise amplifier (LNF-LNR$\text{A}$423A) with 27 dB gain and 65 K noise temperature (measured at 6 GHz) serves as the first-stage RT amplifier.

There are two types of DC ($\lesssim 1 \text{kHz}$ low-frequency) lines installed in our fridge: 1. thermocouples with inner core and outer shield made of stainless steel and dielectric filling made of magnesium oxide (MgO) powder; 2. twisted-pair DC wires consisting of phosphor bronze (PhBr) between the RT and 3 K plates and superconducting NbTi wires between the 3 K and MXC plates.

The DC voltages that control the electron trap and qubit detuning are delivered through thermocouples. They each provide $>35 \text{dB}$ attenuation above $100 \text{MHz}$. At the MXC plate, behind each thermocoulex there is a two-stage RC low-pass filter with a cutoff frequency around 400 Hz cascaded with a LC low-pass filter (Mini-Circuits RLP-30+) with a cutoff frequency around 30 MHz. The voltage and current to generate electrons from the tungsten filaments are delivered through the twisted-pair wires.

A stainless steel fill line, consisting of two sections, is built in the fridge to fill Ne into a sample cell. The first section has 2 m length, 0.6 mm inner diameter, running from the RT plate down to beneath the 3 K plate, heat sunk at the 50 K plate and the 3 K plate. The second section has another 2 m length, 0.24 mm inner diameter, running from the end of the first section down to beneath the MXC plate, heat sunk on the still plate (i.e., the 1 K plate), the cold plate (i.e., the 100 mK plate), and the MXC plate. Then the fill line is converted into a brass flange, which interfaces by indium seal with another brass flange from the sample cell.

The sample cell consists of a copper lid and a copper pedestal, as shown in Extended Data Fig 2. The lid contains 14 hermetic SMP feedthroughs (Corning 0119-783-1) for DC and RF signals, 2 SMP feedthroughs for the electron source, and a stainless steel tube (1/16" outer diameter and 0.021" inner diameter) for Ne filling. A custom designed printed circuit board (PCB) along with a 2x7 mm sample chip is mounted on the pedestal inside the cell. The SMP connectors on the PCB are connected to the hermetic SMP connectors on the lid through SMP bullets (Rosenberger 19K106-K00L5). The lid and pedestal are sealed together by indium wires.

Two tungsten filaments are taken from standard 1.5 V miniature bulbs and mounted in parallel above the sample chip inside the sample cell (see Extended Data Fig. 2). The wire and coil diameter of the filament are 4 µm and 25 µm, respectively. There are about 30 coils for each filament. The resistance of each filament at RT is 15 Ω.

### Preparation experiments

Extended Data Fig. 3 gives the phase diagram of neon. We use research-grade (99.999% purity) Ne gas from Airgas. We fill Ne into the cell by first warming up the temperature of the 3 K plate to 25.6 – 26.4 K and of the cell at the MXC plate to 25.5 K. The back-end pressure at the Ne tank is 10 psi above atmospheric pressure. Neon gas flows through a liquid nitrogen (LN$_2$) cold trap to remove any potential impurity that may clog the fill line. Then it reaches a volume control unit consisting of two solenoid valves (IMI Norgren U14$\text{O}$20$\text{O}$1 2$\text{V}$DC), a pressure transducer (Swagelok PTI-S-AG60-2$\text{A}$AQ) and a 10 cc cylinder (Swagelok SS-4CS-TW-10). Neon turns into liquid at the 3 K plate and drips into the cell along the second section of fill line. We estimate the amount of filled Ne by counting the number of puffs by repeatedly opening and closing the valves. Each puff corresponds to 10 cc Ne gas at room temperature.

The effective permittivity of the stripline resonator changes with the amount of Ne filled inside the channel. After filling, we gradually reduce the heating power to let the cell slowly cool across the triple point and then continue cooling down to 10 mK. By measuring the resonance frequency shift and comparing it with our numerical simulation, we can estimate the Ne thickness. In a typical experiment, we only send in about 40 puffs, which conformally coat about 5–10 nm solid Ne on the device surface and induce only 0.3–0.6 MHz frequency shift.

It is worthwhile to mention that even though solidNe cryogenic substrate can exist at ~ 20 K, operation of a circuit QED architecture still requires much lower temperatures to attain superconductivity and high-Q resonances. While we imagine that the device might operate at few Kelvin temperatures, these temperatures would correspond to a thermal environment for the ~ 6 GHz frequencies of the qubit and resonator, making operation more challenging.

A vector network analyzer (VNA) (Keysight E$\text{S}$071C) is used to carry out the microwave transmission measurement through the superconducting stripline resonator. Port-1 and 2 of the VNA are connected respectively to the input and output RF lines of the device inside the fridge. This constitutes a standard $S_{21}$ measurement. We have done a separate reference
measurement without the device and found that the total attenuation from Port-1 of VNA to the sample input to be about 70 dB, including the RT part of the cable loss.

The experimental transmission amplitude \((A/A_0)^2\) of the resonator is fitted with the Lorentzian function,

\[
(A/A_0)^2 = \frac{(\kappa/2\pi)^2}{4(f - f_r)^2 + (\kappa/2\pi)^2},
\]

where \(f_r\) is the resonator frequency and \(\kappa/2\pi\) is the linewidth. The transmission phase \(\phi\) is

\[
\phi = \arctan \frac{4\pi(f - f_r)}{\kappa}.
\]

The measured resonator frequency \(f_r\) without Ne is 6.4266 GHz. And the measured resonator linewidth \(\kappa\) is \(2\pi \times 0.4\) MHz, giving a quality factor \(Q \approx 1.6 \times 10^4\). Fully filling the channel with Ne shifts the resonance to 6.2795 GHz whereas 5–10 nm coating of the device surface only slightly shifts the resonance towards 6.426 GHz.

With and without Ne, no significant change in \(\kappa\) or \(Q\) is observed.

The average photon occupancy \(\tilde{n}\) in the resonator is critical to our measurements. According to the input-output theory, it can be estimated by

\[
\tilde{n} = \frac{\kappa_{\text{in}}}{\hbar f_r (\kappa_{\text{in}} + \kappa_{\text{out}})} P_{\text{in}},
\]

where \(P_{\text{in}}\) is the input power, \(\kappa_{\text{in}}\) and \(\kappa_{\text{out}}\) are the input and output coupling rates, and \(\kappa_i\) is the intrinsic losses. For a typical overcoupled symmetric two-port superconducting stripline resonator, \(\kappa_{\text{in}} \approx \kappa_{\text{out}} \gg \kappa_i\). Thus the overall linewidth \(\kappa \approx \kappa_{\text{in}} + \kappa_{\text{out}} \approx 2\kappa_{\text{in}}\), and the average photon number can be simplified to

\[
\tilde{n} = \frac{P_{\text{in}}}{2\hbar f_r \kappa}.
\]

In our case, with the measured resonator frequency \(f_r \approx 6.426\) GHz, the linewidth \(\kappa/2\pi = 0.4\) MHz, and the desired occupancy \(\tilde{n} \approx 1\), we can find the required input power \(P_{\text{in}} \approx -135\) dBm.

Electrons are generated by applying voltage and current to the two filaments in parallel using a low-frequency function generator (Agilent 33220A). The driving pattern is a pulse train of 0.1 ms width, 4 V height, 1000 Hz frequency, for 1 s duration time.

A digital-to-analog converter (DAC) (NI-6363) provides all the DC voltages, including the resonator voltages \(V_r\), trap voltage \(V_t\), resonator-guard voltage \(V_{rg}\), and trap-guard voltage \(V_{tg}\), via thermocouples. When generating electrons through tungsten filaments, we fix \((V_r, V_t, V_{rg}, V_{tg}) = (1, 0, 0, 0)\) V and monitor the evolution of the transmission spectrum with the VNA, as shown in Extended Data Fig. 4. The positive \(V_r\) helps to attract electrons into the channel. After the initial electron injection, the spectrum undergoes a sudden change with a large resonance frequency shift. After a few seconds, the resonance peak restores back close to the starting frequency. However, too many electrons may have been deposited onto the trap and resonator in the channel. To remove most of the redundant electrons, we reverse \(V_r\) to a large negative voltage to repel electrons away. This eventually brings the resonance frequency back very close to the bare resonator frequency with very few electrons remained on the trap and resonator. At this point, we switch \(V_r\) back to +1 V to keep unwanted electrons in the channel far off resonance with the resonator and thereby minimize the charge noise from the channel.

We use the procedure given in our previous work to load individual electrons from the resonator (reservoir) onto the trap. This procedure involves a complex sequence of DC voltage tuning. During this procedure we keep watching the change of microwave transmission from the VNA at the bare resonator frequency \(f_r\). Since the number and position of electrons in the channel are not completely deterministic, we cannot yet guarantee every loading process to capture a single electron. Sometimes, we have to repeat the electron generation process. However, our overall successful rate is very high.

After each loading procedure, we fix the resonator voltage \(V_r = 1\) V and trap-guard voltage \(V_{tg} = 0\) V and fine scan the resonator-guard voltage \(V_{rg}\) and trap voltage \(V_t\) in a wide range spanning several hundreds of mV. If a single electron is indeed present, we can observe one or two sharp absorption lines. Those lines correspond to the case when the qubit frequency \(f_q\) matches the resonator frequency \(f_r\) and induce transmission absorption. Extended Data Fig. 5 displays the observed absorption lines corresponding to the electron qubit presented by Fig. 3 in the main paper.

**Frequency-domain measurements**

In the vacuum Rabi splitting measurement, we keep the VNA setup unchanged from the transmission measurement above. The probe frequency \(f_p\) of the VNA is kept sweeping around the bare resonator frequency in a narrow range \(f_r \pm 10\) MHz, while the resonator-guard voltage \(V_{rg}\) is tuned by \(\pm 1\) mV from the on-resonance value. All other voltages are fixed. In the plot of normalized transmission amplitude \((A/A_0)^2\) versus \(f_p\) and \(V_{rg}\), the avoided crossing is sharpest when the qubit and resonator are on-resonance coupled. The splitting between the two transmission peaks in this on-resonance condition yields the coupling constant \(2g/2\pi\). In this measurement, to avoid power broadening, the probe power is kept low according to Eq. (4) so that the average photon occupancy \(\tilde{n}\) inside the cavity is about 1.

The vacuum Rabi splittings corresponding to the electron qubit presented in Fig. 3 of the main paper is shown in Extended Data Fig. 6. According to the input-output theory, the transmission spectrum of the coupled system reads

\[
S_{21} = \frac{\kappa/2}{i2\pi(f_r - f_p) + \kappa/2 + ig^2/(2\pi f_q - 2\pi f_r - i\gamma)},
\]

where
under the assumption that the resonator intrinsic decay rate $\kappa_1$ is much less than the input and output coupling rates $\kappa_{\text{in}} = \kappa_{\text{out}} = \kappa/2$. With this formula, the fitted coupling strength is $g = 2\pi \times 4.5$ MHz and the electron linewidth is $\gamma = 2\pi \times 3.4$ MHz. The latter is slightly larger than that obtained through the two-tone qubit spectroscopy.

In the two-tone qubit spectroscopy, the VNA provides the first tone, i.e., the probe tone, and a signal generator (Anritsu MG3692C) provides the second tone, i.e., the pump tone. The qubit spectrum is tuned by the resonator-guard voltage $V_{\text{rg}}$. The VNA setup is the same as before. Port-1 and 2 of the VNA are connected to the input and output lines of the device, but the probe frequency is fixed only at the bare resonator frequency $f_r = 6.426$ GHz and is not swept. The signal generator generates a continuous wave at the pump frequency $f_s$ that is swept over a broad range from $f_r - 1.2$ GHz to $f_r + 0.2$ GHz. This pump tone is combined with the signal from Port-1 of VNA and sent into the input line of the device inside the fridge. The combination is made through a directional coupler. The pump tone goes into the coupled port of the directional coupler with $-10$ dB signal reduction. For each given $V_{\text{rg}}$, $f_s$ is swept to produce the qubit spectrum for that particular $V_{\text{rg}}$. Then $V_{\text{rg}}$ is scanned over a range of several hundreds of mV. The transmission phase at $f_r$ is recorded as a function of both $V_{\text{rg}}$ and $f_s$, and generates a complete qubit spectrum.

When the pump frequency $f_s$ is far detuned from the resonator frequency $f_r$, the resonator suppresses the pump amplitude and increases the required power. In our experiments, we apply $-10$ dBm pump power from the signal generator. Taking account of the 70 dB attenuation on the input line and 10 dB coupling of the directional coupler, the input pump power at the sample is $-90$ dBm. The measured qubit linewidth is dependent on the pump power, known as power broadening. Practically, we vary the power to attain the narrowest linewidth while maintaining a reasonable signal-to-noise ratio.

In order to see higher order transitions and gain some insight about the anharmonicity of this qubit, we pump the system even harder. We are able to see many other transitions in the range of $\pm 100$ MHz detuning, which is the range of our main interest. Extended Data Fig. 7 shows the two-tone spectroscopy with high power qubit pumping. At $-100$ MHz detuning, the anharmonicity between the two lowest transition frequencies is $\alpha = 2\pi \approx f_{\text{f1}} - f_{\text{f2}} \approx 40$ MHz, where $|0\rangle$, $|1\rangle$, $|2\rangle$ are the ground, first-excited, and second-excited states, respectively. This number can provide an estimate of the frequency shift in dispersive readout.

Time-domain measurements

In our time-domain measurements, the qubit frequency is tuned to $f_q = 6.326$ GHz by the DC electrodes. Compared with the bare resonator frequency at $f_r = 6.426$ GHz, the qubit-to-resonator detuning is $\Delta/2\pi = f_q - f_r = -100$ MHz.

The following procedure is used to generate qubit gate pulses. The signal generator (Anritsu MG3692C) generates a continuous sine wave at 6.206 GHz, which is 120 MHz below $f_q$. It is sent into the LO port of a IQ-mixer (MarkiMMIQ 0520H). An arbitrary waveform generator (AWG) (Tektronics AWG5204) generates, at its Channel 1 and 2, two rectangle-enveloped sine-wave pulse sequences, with the same amplitude, pulse length, and 120 MHz central frequency, but different phases offset by $\pi/2$ from each other. They are respectively sent into the two IF ports, i.e., the I and Q ports of the IQ-mixer. The output from the RF port of the IQ-mixer contains only the upper sideband pulse sequence with the carrier frequency at the qubit frequency $f_q = 6.326$ GHz. The lower sideband and the LO sine wave are both suppressed.

The following procedure is used to generate qubit readout pulses. Another signal generator (Lab Brick LMS-183DX) generates a continuous sine wave at the bare resonator frequency $f_r = 6.426$ GHz. It is sent into the LO port of a mixer (MiniCircuit ZMX-8GH). The AWG generates, from its Channel 3 that is synchronized and delayed from Channel 1 and 2, a rectangle-enveloped DC pulse sequence with appropriate amplitude and typically 2 $\mu$s pulse length. It is sent into the IF port of the mixer. The output from the RF port of this mixer is a rectangle-enveloped pulse sequence with the carrier frequency at the resonator frequency $f_r = 6.426$ GHz. Instead of being sent straightly into the fridge, the readout pulse sequence is first sent into the input port of a directional coupler and splits off only a $-20$ dB portion from the coupler port to go into the fridge. The readout pulse from the output port of the directional coupler serves as a reference signal in the dispersive phase measurement setup.

The qubit gate pulse sequence and the readout pulse sequence are combined through a combiner and sent into the input line of the circuit QED device inside the fridge. Although they travel along the same line, they do not overlap in real time. The transmitted readout pulse sequence, containing the phase information from the dispersive coupling with the qubit, is then routed to the RF port of a second mixer (MiniCircuit ZMX-8GH) for heterodyne detection. A third signal generator (Lab Brick LMS-183DX) provides a continuous sine wave at $f_r + 50$ MHz to the LO port of this mixer. The signal from the IF port is further amplified and sent into Channel 2 of a digitizer (Alazar ATS9870). The reference readout pulse from the output port of the directional coupler is routed into the RF port of a third mixer (MiniCircuit ZMX-8GH). The same third signal generator provides the same continuous sine wave to the LO port of this mixer through a splitter. The signal from the IF port of this mixer is sent into Channel 1 of the digitizer.

All the time-domain measurements, including Rabi oscillations, $T_1$ relaxation time and $T_2$ coherence time measurements follow exactly the same scheme as in
superconducting qubit measurements and have been elaborated in the main paper. For all the time-domain measurements, statistical results are obtained with 5000 averages.

**Theoretical analysis**

Calculation on the electronic states along the z direction follows the standard procedure in numerically solving a one-dimensional Schrödinger equation. In the limit of barrier height $U \rightarrow \infty$ and short-range cutoff $b \rightarrow 0$, the problem can be mapped into that of the radial part of a hydrogen atom and yields analytical solutions. However, compared with an electron on liquid helium (eHe), an electron on solid neon (eNe) experiences a 30% lower repulsive barrier but 4 times stronger attractive potential, and is much more tightly bound to the surface at only 1–2 nm mean distance. Therefore, analytical solutions can have large errors. The results presented in Fig. 1a of the main paper come from our finite-difference numerical calculation at an extremely fine space step of 0.1 Å. However, even with such a fine step, there are still several important points to be kept in mind: 1. The calculated eigen-energies are still sensitive to the accurate choice of $U$ and $b$ due to the divergent nature of the $-1/z$ like polarization potential as $z \rightarrow 0$. There is always a competition between the positive part of the potential at $z \lesssim 0^-$ and negative part at $z \gtrsim 0^+$ which determines how much wavefunction “spills” into the barrier. A tiny difference in “spilling”, even not so discernible by looking at wavefunctions, can cause a large difference in energy. 2. Solid neon has an fcc crystal structure with the lattice constant $a = 4.464$ Å, which is not only an order-of-magnitude larger than our choice of numerical space step but also larger than the standard choice of cutoff $b \approx \frac{1}{2}a = 2.3$ Å. It is not yet clear at what length scale the continuous model used here breaks down and how critically the exact atomic arrangement and surface profile influence the qualitative picture. These questions can in principle be addressed by advanced computation methods such as quantum Monte Carlo (QMC) and eventually answered only by experiments.

Here we discuss more about the electronic states in the $xy$ plane that are directly related to our experiment. The observed single-electron qubit spectrum in Fig. 3a of the main paper exhibits a quadratic (parabolic or hyperbolic) curve that is symmetric with respect to a “sweet spot” voltage, $V_{ss} = 339$ mV, in the detuning range of the resonator-guard voltage $V_{rg}$. This feature qualitatively resembles that of a semiconductor double-quantum-dot (DQD) spectrum. The obtained Extended Data Fig. 5 and Fig. 6 for electron-photon coupling and vacuum Rabi splitting also look very similar to those of a DQD qubit. While our electron trapping potential was not intended to be a double quantum well, it is actually not a surprise to observe a DQD spectrum, as elaborated below.

Our device was designed to be symmetric with respect to the $y = 0$ plane. In the ideal situation, if an electron happens to be trapped at the center of the trap and solid neon is grown perfectly flat there, the in-plane trapping potential, after a Taylor expansion in $y$ should contain only even-order terms, $V(y) \approx V_0 + \frac{1}{2} k_2 y^2 + \frac{1}{4} k_4 y^4 + \cdots$. The coefficients like $V_0$, $k_2$ and $k_4$ can be complicated functions of all the DC voltages. The Taylor expansion along $x$ may contain odd terms like $x$ and $x^3$ terms and cross terms to $y$ like $x^2 y^2$. However, since we have arranged to trap electron more tightly along $x$ on its ground state, we can completely ignore $x$ here. Specific to our device configuration shown in Fig. 1 of the main text and Extended Data Fig. 1, if the two arms of the resonator-guard electrodes applied with the voltage $V_{rg}$ are indeed perfectly symmetric, then when we slightly tune $V_{rg}$ and keep everything else fixed, the leading consequences are the change of overall potential minimum $V_0$ and the linear coefficient along $x$, but not $k_2$ or $k_4$, and hence should have minimal influence to the transition spectrum associated with the electron’s $y$-motion.

However, if the device has some small asymmetry due to fabrication imperfection, defected solid Ne surface, or background electrons in different experiments, then the Taylor expansion of trapping potential along $y$ must include the linear and cubic terms. At the perturbative level, we can keep just the linear term, drop the spectrally irrelevant $V_0$ term, and rewrite the potential as

$$V(y) = \frac{1}{2} k_2 \left( \beta y + y^2 + \zeta y^4 \right).$$

The parameter $\beta$, with the dimension of length, can be called the asymmetry parameter. The parameter $\zeta$, with the dimension of length$^{-2}$, can be called the anharmonicity parameter. If $\beta \rightarrow 0$, the systems goes back to a symmetric anharmonic oscillator up to the quartic term. And if $\zeta \rightarrow 0$ too, the system returns to a simple harmonic oscillator with $k_2$ as the usual spring constant. All the parameters $k_2$, $\beta$ and $\zeta$ are in principle functions of the tuning voltage $V_{rg}$ here. But for small tuning, $\beta$ is the leading variable whereas $k_2$ and $\zeta$ are approximately constant. At the perturbative level, we can relate $\beta$ and $V_{rg}$ by $\beta = (V_{rg} - V_{ss})/\eta$, where $\eta$ is a positive constant and has the physical meaning of a characteristic electric field, and $V_{ss} = 339$ mV is the aforementioned “sweet spot” voltage. If $V_{rg} = V_{ss}$, then $\beta = 0, V(y)$ is symmetric. If $V_{rg} > V_{ss}$, then $\beta > 0, V(y)$ is slightly higher on the right and so electron is slightly shifted to the left. If $V_{rg} < V_{ss}$, then $\beta < 0, V(y)$ is slightly higher on the left and so the electron is slightly shifted to the right. Therefore, the minimal model that can capture most of the experimental features reads

$$V(y) = \frac{1}{2} k_2 \left( \frac{V_{rg} - V_{ss}}{\eta} y + y^2 + \zeta y^4 \right),$$

where $k_2$, $\eta$ and $\zeta$ are all constants to be determined from experiments. With the choice of $k_2 = 5.536$ meV μm$^{-2}$, $\eta = 0.8271$ V μm$^{-1}$, $\zeta = 15.4$ μm$^{-2}$, the obtained qubit spectrum and anharmonicity can largely reproduce the experimental results.
Extended Data Fig. 8 presents all the calculated qubit properties based on the minimal model above. The trapping potential is flattened at the bottom by the anharmonic quartic term and symmetrically leans to the left and right by tuning $V_{bg}$ with respect to $V_{ac}$. Electron wavefunctions extend about 500 nm in space and are left and right shifted with the potential changes. In particular, the calculated $|0\rangle \rightarrow |1\rangle$ transition spectrum in Extended Data Fig. 8e is nearly identical to Fig. 3a in the main paper from the two-tone qubit spectroscopy measurement. The magnified spectrum in the $\pm 100$ MHz detuning range gives the $|1\rangle \rightarrow |2\rangle$ transition with a positive anharmonicity $\alpha = 40$ MHz at $-100$ MHz detuning, in agreement with Extended Data Fig. 7.

It is known that for a symmetric potential, if only the lowest three energy levels need to be considered, the dispersive shift can be theoretically estimated by $\chi \approx g^2 \alpha / \Delta (\Delta + \alpha)$, as is used most often in superconducting transmon qubits. However, for a generally asymmetric potential, the originally forbidden transitions by selection rules are activated and higher-lying levels often need to be included in order to get an accurate agreement with experiments.

Taking our case as an example, if we assume the asymmetry is not too drastic and the lowest three levels still dominate the main behaviors, the dispersive shift can be approximated by $\chi$:

$$\chi = \chi_{01} - \frac{\chi_{12}}{2} + \frac{\chi_{02}}{2},$$

with contributions from each $i \rightarrow j$ transition (including the previously forbidden $0 \rightarrow 2$ transition),

$$\chi_{ij} = \frac{g_{ij}^2}{\omega_{ij} - \omega_r} = \frac{g_{ij}^2}{\Delta_{ij}}.$$  

Here $g_{ij}$ is the generalized coupling strength associated with the $i \rightarrow j$ transition, $\omega_{ij} = \omega_j - \omega_i$ is the transition frequency, $\omega_r$ is the resonator frequency, and $\Delta_{ij} = \omega_{ij} - \omega_r$ is the generalized detuning. $g_{ij}$ is proportional to the electric dipole strength $d_{ij}$ at the transition frequency and normalized single-photon (zero-point) electric field strength $\mathcal{E}_r$ of the resonator mode.

Further analysis requires calculating the dipole strengths from the approximate electron wavefunctions obtained from the minimal model above and estimating the single-photon (zero-point) field strength from the vacuum Rabi splitting measurement. However, we do not expect such a simple treatment can lead to a highly meaningful comparison between theory and experiment. We intend to carry out more systematic studies of the single-electron qubit spectroscopy, both experimentally and theoretically, in our future works.
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Extended Data Fig. 1 | Cryostat and measurement setup for single-electron qubits on solid neon in a circuit quantum electrodynamics architecture. Details are explained in the text where they are referred to.
Extended Data Fig. 2 | Photographs of sample cell and electron source. a, Lid part of the cell with all the coax connection. It contains 14 hermetic SMP feedthroughs for DC and RF signals, 2 SMP feedthroughs for electron source, and a stainless steel tube for neon filling. b, Pedestal part of the cell with a printed circuit board (PCB) mounted underneath a stack of copper sheets that suppress unwanted microwave modes. c, Two tungsten filaments, mounted in parallel on the back side of the lid in (a), as the electron source by thermionic emission. The inset shows a scanning electron microscopy (SEM) image of one tungsten filament.

Extended Data Fig. 3 | Phase diagram of neon. The solid-liquid-gas triple point is at (24.56 K, 0.43 bar) and the liquid-gas critical point is at (44.49 K, 27.69 bar).

Extended Data Fig. 4 | Observed time evolution of transmission amplitude $(A/A_0)^2$ during the electron generation and deposition processes. a, In the case of neon fully filling the channel. b, In the case of 5–10 nm neon conformally coating the device. At $t = 0$, pulse train is sent to the tungsten filaments and electrons are generated and deposited onto the resonator. A sudden change in the spectrum can be seen. After about 3 s, the spectrum stabilizes and shows a frequency shift about 10 MHz for (a) and almost no shift for (b).
Extended Data Fig. 5 | Coupling of a single electron and microwave photons. a, Normalized transmission amplitude \((A/A_0)^2\) probed at the bare resonator frequency \(f_r\) as a function of the resonator-guard voltage \(V_{rg}\) and the trap voltage \(V_t\). b, Transmission phase \(\phi\), corresponding to the amplitude in (a), as a function of \(V_{rg}\) and \(V_t\). c, Line scanned normalized amplitude \((A/A_0)^2\) and phase \(\phi\) as a function of \(V_{rg}\) at \(V_t = 175\) mV. A dip in amplitude and 2\(\pi\) phase jump occur when the qubit frequency matches the resonator frequency.

Extended Data Fig. 6 | Vacuum Rabi splitting between a single electron and microwave photons. a, Normalized transmission amplitude \((A/A_0)^2\) as a function of probe frequency \(\Delta f_p = f_p - f_r\) and resonator-guard voltage \(\Delta V_{rg}\) (detuning from the resonance condition). b, Transmission amplitude \((A/A_0)^2\) versus a probe frequency when qubit and resonator is on resonance. The fitting curve with input-output theory gives a coupling strength \(g/2\pi\) about 4.5 MHz and qubit decay rate \(\gamma/2\pi\) about 3.4 MHz.

Extended Data Fig. 7 | Two-tone qubit spectroscopy measurement with high pump power and pump frequency around the bare resonator frequency. Besides the \(|0\rangle \rightarrow |1\rangle\) transition line, which is marked with black dashed line, there are other transition lines visible. The line immediately next to the main transition line is the \(|1\rangle \rightarrow |2\rangle\) transition. At \(\Delta/2\pi = f_q - f_r = -100\) MHz detuning, the anharmonicity \(\alpha/2\pi \equiv f_{11} \rightarrow |2\rangle - f_{00} \rightarrow |1\rangle \approx 40\) MHz.
Extended Data Fig. 8 | Calculated electron qubit properties based on a minimal model that encloses linear asymmetry and quartic anharmonicity. **a,** Trapping potential $V$ versus position $y$. The shape symmetrically leans to the left and right by tuning the resonator-guard voltage $V_{rg}$ with respect to the “sweet spot” voltage $V_{ss} = 339$ mV. For $V_{rg} > V_{ss}$, we take $V_{rg} = 516$ mV and for $V_{rg} < V_{ss}$, we take $V_{rg} = 162$ mV, both of which are on-resonance conditions in experiment when the qubit frequency $f_q$ matches the resonator frequency $f_r$. **b–d,** Electron wavefunctions on the ground state $|0\rangle$, first excited state $|1\rangle$, and second excited state $|2\rangle$, respectively, for the three different $V_{rg}$’s. They extend about 500 nm in space and are left and right shifted with the potential changes. **e,** Qubit spectrum under frequency scanning $\Delta f_s = f_s - f_r$ and voltage $V_{rg}$ detuning, for $|0\rangle \rightarrow |1\rangle$ and $|1\rangle \rightarrow |2\rangle$ transitions. The first transition (in red) matches well with the experimental observation shown in Fig. 3a. **f,** Magnified qubit spectrum of (e) in the $\pm 100$ MHz detuning range. The second transition has a positive anharmonicity $\alpha = 40$ MHz above the first transition at $-100$ MHz detuning. The overall spectral profile also matches the experiment observation shown in Extended Data Fig. 7, taking account of the practical spectrum deformation due to the overly strong pumping near resonance.