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Abstract. This paper builds upon the research of Corwin and Knizel [CK21] who proved the existence of stationary measures for the KPZ equation on an interval and characterized them through a Laplace transform formula. Ref. [BKWW21] found a probabilistic description of the stationary measures in terms of a Doob transform of some Markov kernels; essentially at the same time, another description connecting the stationary measures to the exponential functionals of the Brownian motion appeared in [BL22].

Our first main result clarifies and proves the equivalence of the two probabilistic description of these stationary measures. We then use the Markovian description to give rigorous proofs of some of the results claimed in [BL22]. We analyze how the stationary measures of the KPZ equation on $[0, \tau]$ behave at large scale, as $\tau$ goes to infinity. We also analyze the behaviour of the stationary measures of the KPZ equation on $[0, \tau]$ without rescaling, when $\tau$ goes to infinity. Finally, we analyze the measures on $[0, \infty)$ at large scale, which according to [BL22] should correspond to stationary measures of a hypothetical KPZ fixed point on $[0, \infty)$.

1. Notation and background

The Kardar-Parisi-Zhang (KPZ) equation was proposed in [KPZ86] as a model for the evolution of the profile of a growing interface driven by the space-time white noise $\zeta$. The interface profile is described by a height function $H(t, s)$, where $t \geq 0$ is a time variable and $s$ is a spatial variable, which in one spatial dimension formally satisfies

$$\partial_t H(t, s) = \frac{1}{2} \partial_s^2 H(t, s) + \frac{1}{4} (\partial_s H(t, s))^2 + \zeta(t, s).$$

We refer the reader to the reviews [Cor12, Qua11] about the KPZ equation and its universality class.

We are interested in (1.1) on a finite interval, $s \in [0, 1]$, with Neumann boundary conditions

$$\partial_s H(t, 0) = c/2, \quad \partial_s H(t, 1) = -a/2.$$  

Since the KPZ equation is ill-posed, the standard notion of the solution is in the Cole-Hopf sense, i.e. that they are defined as $H(t, s) = \log Z(t, s)$, where $Z(t, s)$ solves the stochastic heat equation

$$\partial_t Z(t, s) = \frac{1}{2} \partial_s^2 Z(t, s) + Z(t, s)\zeta(t, s), \quad t \geq 0, \quad s \in [0, 1]$$

with boundary conditions (1.2)

$$\partial_s Z(t, s)|_{s=0} = (c - 1)Z(t, 0)/2, \quad \partial_s Z(t, s)|_{s=1} = (1 - a)Z(t, 1)/2.$$
The solutions of (1.3) are not differentiable, so the meaning of (1.4) is not obvious. A proper definition was given in [CS18, Definition 2.5], see also [GH19, GPS20].

A stationary measure for the open KPZ equation is the law of a random function $(\tilde{H}_s)_{s \in [0,1]}$ with $\tilde{H}_0 = 0$, defined by the property that if $H(s,t)$ is a Cole-Hopf solution of equation (1.1) with boundary values (1.2) and with the initial condition $H(0,s) = \tilde{H}_s$ for $s \in [0,1]$, then the law of $(H(t,s) - H(t,0))_{s \in [0,1]}$ does not depend on $t$. In a breakthrough paper [CK21] Corwin and Knizel proved existence of such stationary measures and determined their multivariate Laplace transform under the restriction $a + c \geq 0$. Papers [BKWW21] and [BL22] inverted this Laplace transform. Two different representations of the stationary measure obtained in these papers are the starting point of this paper.

For ease of comparison we restate results in [BKWW21] and [BL22] in common parametrization. To this end, as in [BKWW21] we replace two real parameters $u,v$ from [BL22, CK21] by $a = 2v, c = 2u$. (Boundary parameters in [Par19] are thus $A = c/2, B = a/2$.) Both papers find it convenient to replace interval $[0,1]$ with $[0,\tau], \tau > 0$. In our re-write, the length of the interval $\tau$ corresponds to $L$ in [BL22], and it is four times longer than the length parameter in [BKWW21]. Since time variable plays no role in this paper, and we are interested in Markov processes in the space variable, following [BKWW21] we will use variable $t$ as the spatial index of the random fields on $[0,\tau]$. This index was denoted by $x$ in [BL22] and by $X$ in [CK21].

In this notation, Barraquand and Le Doussal [BL22] represent the stationary measure of the KPZ equation on an interval as

\begin{equation}
\left(\tilde{H}_t\right)_{t \in [0,\tau]} \overset{d}{=} (B_t + X_t)_{t \in [0,\tau]},
\end{equation}

where $(B_t)$ is a Brownian motion of variance rate $1/2$ and $(X_t)_{t \in [0,\tau]}$ is an independent stochastic process with continuous trajectories such that the Radon-Nikodym derivative of its law $\mathbb{P}_X$ on $C[0,\tau]$ with respect to the law $\mathbb{P}_B$ of Brownian motion $(B_t)_{t \in [0,\tau]}$ with variance rate $1/2$ is

\begin{equation}
\frac{d\mathbb{P}_X}{d\mathbb{P}_B} = \frac{1}{\mathbb{R}_a,\mathbb{C}_c} e^{-a\beta \tau} \left( \int_0^\tau e^{-2\beta t} dt \right)^{-a/2 - \epsilon/2},
\end{equation}

where we denoted by $\beta = (\beta_t) \in C[0,\tau]$ the argument of the density function. Process $(X_t)_{t \in [0,\tau]}$ depends on parameters $a, c, \tau$ but for now we have suppressed this dependence in our notation.

Representation (1.5) is established in [BL22] using the Laplace transform formula of Corwin and Knizel [CK21]. The argument is given for $a, c > 0$ and $\tau = 1$, but it is conjectured that it represents the stationary measure for the KPZ equation on any interval $\tau > 0$ with Neumann boundary conditions for any real $a, c$.

Representation (1.5) is also established in Ref. [BKWW21] but process $X$ is described differently and only for $a + c > 0$. The argument there also relies on the Laplace transform formula of Corwin and Knizel [CK21] with $\tau = 1$, with proof that covers also some negative values for the parameters, as long as $a + c > 0$ and $\min\{a, c\} > -2$. The stationary measure of the KPZ equation on an interval is represented there in the form which, after a change of the time scale and sign, compare [BKWW21, (1.8)], in present notation is

\begin{equation}
\left(\tilde{H}_t\right)_{t \in [0,\tau]} \overset{d}{=} (B_t + Y_t - Y_0)_{t \in [0,\tau]},
\end{equation}
where \((B_t)\) is an independent Brownian motion of variance \(1/2\) and \((Y_t)_{t \in [0, \tau]} = \left( Y_t^{(a,c)} \right)_{t \in [0, \tau]} \) is an \(R\)-valued Markov process with transition probabilities
\[
\mathbb{P}(Y_t^{(a,c)} = \gamma | Y_s^{(a,c)} = x) = \frac{H_t(y)}{H_s(x)} p_{t-s}(x,y) dy, \quad 0 \leq s < t \leq \tau
\]
and with initial distribution
\[
\mathbb{P}(Y_0^{(a,c)} = dx) = \frac{1}{C_{a,c}^{(\tau)}} e^{-cx} H_0(x) dx,
\]
where
\[
p_{t}(x,y) = \frac{2}{\pi} \int_0^{\infty} e^{-tu^2/4} K_{iu}(e^{-x}) K_{iu}(e^{-y}) \frac{du}{\Gamma(iu)^2}, \quad x, y \in \mathbb{R}, \ t > 0,
\]
is the Yakulovich heat kernel,
\[
C_{a,c}^{(\tau)} := \int_{\mathbb{R}^2} e^{-ax-ey} p_{\tau}(x,y) dx dy
\]
is the normalizing constant, and
\[
H_t(x) = \int_{\mathbb{R}} e^{-ay} p_{t-\tau}(x,y) dy, \quad 0 \leq t \leq \tau,
\]
(with \(H_t(x) := e^{-tx}\)) is Doob’s \(h\)-transform. In (1.10), \(K_{iu}(e^{-x})\) is the modified Bessel \(K\) function (1.16) with positive argument \(e^{-x}\) and imaginary index \(iu\).

Markov process \((Y_t^{(a,c)})_{t \in [0, \tau]}\) is well defined for all \(a + c > 0\) and it is expected that (1.13) gives stationary solution (1.5) for all \(\tau > 0\) and all \(a + c > 0\), so the assumptions \(\tau = 1\) and \(\min\{a, c\} > -2\) in [BKWW21, Proposition 1.4] should not be needed.

**Remark 1.1.** Markov process \((Y_t^{(a,c)})_{t \in [0, \tau]}\) can be described as follows. Start with a Brownian motion of variance rate \(1/2\) and drift \(-at/2\) and kill it at rate \(\frac{1}{4} e^{-2x}\). Next, condition this killed process to survive until time \(\tau\), and we would obtain a Markov process with the same transition probabilities as \((Y_t^{(a,c)})_{t \in [0, \tau]}\). One can check that this description is correct by applying Girsanov’s theorem and Doob’s \(h\)-transform, see [RW87, Pin85]. We also note that the review paper [Cor22, page 7] explains the construction of process \(\left( Y_t^{(a,c)} \right)_{t \in [0, \tau]}\) emphasizing nice symmetry between parameters \(a\) and \(c\).

The above probabilistic description of the process \((Y_t^{(a,c)}\)) can be justified as follows. The process \((X_t^{(1)})\) that has transition probability density \(p_t(x,y)\) can be identified as a Brownian motion of rate \(1/2\) that is killed at rate \(\frac{1}{4} e^{-2x}\) (see Section 3.2 in [BKWW21]). This process can also be described by its Markov generator
\[
\mathcal{L}_{X_t^{(1)}} f(x) = \frac{1}{4} f''(x) - \frac{1}{4} e^{-2x}.
\]
Fix \(a \in \mathbb{R}\) and consider the process \((X_t^{(2)})\), which has transition probability density
\[
p_t^{(2)}(x,y) = e^{-a(y-x)} e^{-\frac{2}{t} x} p_t(x,y).
\]
Girsanov’s theorem tells us that this modification of the transition density adds a drift of \(-at/2\) to the underlying Brownian motion. In other words, the process \((X_t^{(2)})\) is a Brownian motion of variance rate \(1/2\) with drift \(-at/2\) that is killed at rate \(\frac{1}{4} e^{-2x}\). The Markov generator of the process \((X_t^{(2)})\) is
\[
\mathcal{L}_{X_t^{(2)}} f(x) = \frac{1}{4} f''(x) - \frac{3}{2} f'(x) - \frac{1}{4} e^{-2x}.
\]
This latter result can also be checked by direct calculation: we know that \( p_t(x, y) \) satisfies backward Kolmogorov equation
\[
\partial_t p = \frac{1}{4} \partial_x^2 p - \frac{1}{4} e^{-2x} p,
\]
and from here one can deduce (using (1.2.1)) that \( p_t^{(2)}(x, y) \) satisfies
\[
\partial_t p^{(2)} = \frac{1}{4} \partial_x^2 p^{(2)} - \frac{3}{2} \partial_x p^{(2)} - \frac{1}{4} e^{-2x} p^{(2)}.\]
Next, for \( 0 < s < t \) we define
\[
H_t^s(x) = \int p_t^{(2)}(x, y) dy.
\]
It is clear that \( H_t^s(x) \) is the probability that process \( (X_t^{(2)}) \), started from point \( x \) at time \( s \), survives up to time \( t \).

Then the transition probability density of process \( (X_t^{(2)}) \) conditioned to survive up to time \( t \) is given by
\[
\frac{H_t^s(y)}{H_t^s(x)} p_t^{(2)}(x, y), \quad 0 < s < t < \tau.
\]
Using (1.12) and (1.2.1) we obtain
\[
H_t(x) = e^{-ax+\frac{\varepsilon}{x}(\tau-t)} H_t^0(x),
\]
and this equation and some simple algebra allow us to conclude that
\[
\frac{H_t^s(y)}{H_t^s(x)} p_t^{(2)}(x, y) = \frac{H_t(y)}{H_t(x)} p_t^{(2)}(x, y), \quad 0 < s < t < \tau.
\]

We thus obtain the transition probabilities (1.8) and we conclude that the process \( (Y_t^{(a,c)}) \) has the transition probability density as the process \( (X_t^{(2)}) \) conditioned to survive up to time \( t \).

Formulas (1.5) and (1.7) indicate that the two representations are equivalent, and that process \( X \), which is defined for all real \( a, c \), can be represented as the process of Markov differences
\[
(1.13) \quad (X_t)_{t \in [0, \tau]} \overset{d}{=} (Y_t^{(a,c)} - Y_0^{(a,c)})_{t \in [0, \tau]},
\]
for \( a + c > 0 \). This fact can be read out from [BL22, formula (16)] when \( a, c > 0 \). We will give an argument that works for the parameters in the entire admissible range \( a + c > 0 \) for process \( (Y_t^{(a,c)}) \).

**Theorem 1.2.** For \( a + c > 0 \), process \( (Y_t^{(a,c)} - Y_0^{(a,c)})_{t \in [0, \tau]} \) has the same law as process \( (X_t)_{t \in [0, \tau]} \) defined by (1.6).

The proof is in Section 3. In the proof, we show that the normalizing constants in (1.6) and (1.11) are related as follows:
\[
(1.14) \quad R_{a,c}^{(\tau)} = \frac{\gamma_1^{-a-c}}{\Gamma(\frac{a+c}{2})} C_{a,c}^{(\tau)}.
\]
To point out the difference between the two representations (1.5) and (1.7), consider the case \( a + c = 0 \). By Cameron-Martin theorem, formula (1.6) implies that process \( (X_t) \) with \( a + c = 0 \) has the same law as \( (B_t + ct/2) \), so representation (1.5) is in agreement with [CK21, Theorem 1.2(3)].

From Theorem 1.2, it follows that if \( \varepsilon = a_x + c_x \searrow 0 \) while \( c_x \to c \) then
\[
(Y_t^{(a_x,c_x)} - Y_0^{(a_x,c_x)})_{t \in [0, \tau]} \Rightarrow (B_t + ct/2)_{t \in [0, \tau]} \quad \text{as} \ \varepsilon \to 0.
\]
However, if \( c \neq 0 \) then Markov process \( (Y_t^{(a_x,c_x)})_{t \in [0, \tau]} \) cannot converge because
(1.15) \[ \varepsilon Y_0^{(a_x,c_x)} \Rightarrow \gamma_1 \quad \text{as} \ \varepsilon \searrow 0, \]
where \( \gamma_1 \) is an exponential random variable of mean 1. So representation (1.7) does not extend “by continuity” to this case. (Verification of (1.15) appears in Section 4.7.1.)
The goal of this paper is to investigate which of the limits discovered in [BL22] for process $X$ extend to process $Y$. When this happens, we can describe the limits in [BL22] as differences of explicit Markov processes. To identify a limiting Markov process, we only need to prove convergence of finite dimensional distributions, which follows from convergence of the initial laws and transition probabilities, which is a simpler task than deducing weak convergence from the convergence of the Feller semigroups as in [EK05, Ch. 4, Thm. 2.5], and seems to be also easier than the approach based on Radon-Nikodym derivatives as in [BL22, HY04].

**Notation.** Throughout the paper, $(B_t)$ denotes Brownian motion of variance $1/2$, i.e., process $(B_t)_{t \geq 0}$ has the same law as process $(W_{t/2})_{t \geq 0}$ or process $(\frac{1}{\sqrt{2}}W_t)_{t \geq 0}$, where $(W_t)_{t \geq 0}$ is the standard Wiener process. By $\gamma_p$ we denote a Gamma random variable with shape parameter $p > 0$ and scale parameter one, i.e.,

$$P(\gamma_p \in dx) = \frac{1}{\Gamma(p)} x^{p-1} e^{-x} 1_{\{x > 0\}} dx.$$ 

In particular, $\gamma_1$ is the standard exponential random variable of mean 1. By $\Rightarrow$ we denote weak convergence (of the corresponding measures on $\mathbb{R}$ or on $C[0,1]$) and by $\overset{f.d.d.}{\Rightarrow}$ we denote the convergence of finite dimensional distributions. For argument $x > 0$ and complex index $z$ we denote by

$$(1.16) \quad K_z(x) = \int_{0}^{\infty} e^{-z \cosh w} \cosh(zw) dw$$

the modified Bessel K function.

## 2. Asymptotic results

We first describe the limits derived in [BL22] for process $X$ and then in Section 2.2 we discuss the corresponding limits for Markov process $Y$. In view of Theorem 1.2, limits for process $Y$ give the corresponding limits for process $X$, but we shall see that the converse sometimes fails.

To indicate how Barraquand and Le Doussal scale the parameters for their limits, we need to write them explicitly, so in Section 2.1 we shall write $(X_t^{(a,c)}(a,\sqrt{c}/\sqrt{\tau}))_{t \in [0,\tau]}$ for the stochastic process with density (1.6).

### 2.1. Description of limits in [BL22]

Barraquand and Le Doussal [BL22] determine several interesting limits. Some of these limits are expected to correspond to the stationary measures of a hypothetical KPZ fixed points on an interval and on the half-line. This is the area of intense current research, and some new preprints appeared while this paper was undergoing a revision. At this time however, we note that the KPZ fixed point was defined rigorously in [MQR21] only on $\mathbb{R}$.

The following describes the limits determined in [BL22].

1. It is claimed in [BL22] that the large scale limit $\lim_{\tau \to \infty} \frac{1}{\sqrt{\tau}} X_{\tau t}^{(a,c/\sqrt{\tau})}$ should give the **stationary measures of the hypothetical KPZ fixed point on an interval**. The limit is described in [BL22] by density (2.7) and also by the heat kernel and the Laplace transform [BL22, supplement, formulas (51), (54)].

By universality, such limits should correspond to stationary measures of a hypothetical KPZ fixed point on an interval, and indeed a recent result in [BWW22] derives the same limit from an open Asymmetric Simple Exclusion Process.

At this time, the notion of the KPZ fixed point on an interval has not yet been defined.
(ii) It is conjectured in [BL22] that the stationary solution of the half-line KPZ equation is given by
\[ \lim_{\tau \to \infty} \left( X_t^{(a,c)} \right)_{t \in [0,\tau]} \] a limit which was already studied in [HY04, Theorem 1.3] for different reasons.

The form of the limit depends on the parameters \( a, c \) as follows:
(a) If \( a \geq 0, c \geq 0 \) then the limit \( \left( Z_t^{(c)} \right)_{t \geq 0} \) does not depend on \( a \), and is expressed by (2.11) with \( a = 0 \).
(b) If \( a \leq 0, c \geq a \) then the limit \( \left( Z_t^{(a,c)} \right)_{t \geq 0} \) is given by (2.11) (with \( a \) replaced by \(-a\)) and depends on both \( a, c \).
(c) If \( a \geq c, c \leq 0 \) then the limit is \( \left( B_t + tc/2 \right)_{t \geq 0} \) and does not depend on \( a \).

According to a recent preprint [BC22], these limits are indeed the stationary solutions for the KPZ equation on the half-line.

(iii) It is claimed in [BL22] that the large scale limit as \( T \to \infty \) of the stationary measures on the half-line from (ii) should give the stationary measures of the KPZ fixed point on the half-line. These limits are:
(a) If \( a > 0, c > 0 \) then
\[ \frac{1}{\sqrt{T}} \left( Z_{tT}^{(c/\sqrt{T})} \right)_{t \geq 0} \Rightarrow \left( B_t + \max \left\{ 0, -\frac{2}{c} \gamma_1 - 2 \min_{0 \leq s \leq t} B_s \right\} \right)_{t \geq 0} \quad \text{as} \quad T \to \infty, \]
where \( \gamma_1 \) is an independent exponential random variable.
(b) If \( a < 0 \) and \( c > a \), then
\[ \frac{1}{\sqrt{T}} \left( Z_{tT}^{(a/\sqrt{T},c/\sqrt{T})} \right)_{t \geq 0} \Rightarrow \left( B_t + at/2 + \max \left\{ 0, -\frac{2}{c-a} \gamma_1 - 2 \min_{0 \leq s \leq t} \left\{ B_s + as/2 \right\} \right\} \right)_{t \geq 0} \quad \text{as} \quad T \to \infty, \]
where \( \gamma_1 \) is an independent exponential random variable.
(c) For \( a \geq c, c \leq 0 \), process \( \left( B_t + tc/2 \right)_{t \geq 0} \) is invariant under the scaling used in the limit so it should be the stationary measure of the hypothetical KPZ fixed point on the half-line.

At this time, the notion of the KPZ fixed point on the half-line has not yet been defined.

(iv) For completeness, we also mention that according to [BL22], the small scale limit
\[ \lim_{\tau \to 0} \left( \frac{1}{\sqrt{T}} X_t^{(a/\sqrt{T},c/\sqrt{T})} \right)_{t \in [0,1]} \]
is described in (2.15). We learned from the review that this limit should correspond to the stationary measure of the Edwards-Wilkinson equation that is the stochastic equation with additive noise
\[ \partial_t Z = \frac{1}{2} \partial_{xx} Z + \zeta. \]
(Our techniques do not allow us to say anything about this limit.)
We shall represent some of these limits in a different form using the corresponding limits of the Markov process \( \left( Y_t^{(a,c)} \right)_{t \in [0,\tau]} \).

2.2. Limits of Markov process \( Y \).

2.2.1. Markov process for the stationary measure of the (hypothetical) KPZ fixed point on an interval. The following result is a version of point (i) in Section 2.1. It is related to [BWW22], who determined that up to an irrelevant scaling factor, the fluctuations of particle density for ASEP with varying parameters for fixed \( q \) are given by the same Markov process. We use the notation \((\tilde{\eta}_t)\) to connect with that paper. (Strictly speaking, the process denoted by \( \eta \) in [BWW22] is \( \sqrt{2} \eta \) in our notation. But the actual process appearing in the limit [BWW22, Theorem 1.5] is \( \eta \).

**Theorem 2.1.** For fixed \( a + c > 0 \) we have

\[
\left( \frac{1}{\sqrt{\tau}} Y_t^{(a/\sqrt{\tau},c/\sqrt{\tau})} \right)_{t \in [0,1]} \overset{d.d.}{\rightarrow} \left( \tilde{\eta}_t^{(a,c)} \right)_{t \in [0,1]} \text{ as } \tau \to \infty,
\]

where \( (\tilde{\eta}_t)_{t \in [0,1]} \) is a Markov process with the initial distribution

\[
\mathbb{P}(\tilde{\eta}_0 = dx) = \frac{1}{\mathcal{C}_{a,c}} e^{-cx} h_0(x) 1_{\{x > 0\}} dx.
\]

and transition probabilities

\[
p_{s,t}(x,dy) = \frac{h_t(y)}{h_s(x)} g_{t-s}(x,y) dy, \quad 0 \leq s < t \leq 1,
\]

where

\[
g_t(x,y) = \frac{2}{\pi} \int_0^\infty e^{-tu^2/4} \sin(xu) \sin(yu) du = \frac{1}{\sqrt{\pi t}} \left( e^{-\frac{(x-y)^2}{4t}} - e^{-\frac{(x+y)^2}{4t}} \right), \quad x, y, t > 0,
\]

the normalizing constant is

\[
\mathcal{C}_{a,c} = \int_{\mathbb{R}_+^2} e^{-cx-ay} g_1(x,y) dx dy
\]

and Doob’s h-transform is

\[
h_t(x) = \int_{\mathbb{R}_+} g_{1-t}(x,y) e^{-ay} dy, \quad x > 0, \quad 0 \leq t < 1
\]

with \( h_1(x) := e^{-ax} 1_{\{x > 0\}} \).

The proof of this result is in Section 4.2.

**Remark 2.2.** Function \( g_t(x,y) \) defined in (2.5) is the transition probability density function of a Brownian motion of variance rate 1/2 killed at the time when it first hits zero. Applying Girsanov’s theorem and Doob’s h-transform we conclude that \( p_{s,t}(x,dy) \) defined in (2.4) is the transition probability kernel of Brownian motion of variance rate 1/2 and drift \(-at/2\) and conditioned to stay positive for \( 0 \leq t \leq 1\).
It is a well-known fact that the function $g_t(x,y)$ in (2.5) is the transition probability density of Brownian motion of variance rate $1/2$ that is killed when it first hits zero. Define

$$p^{(3)}_t(x,y) = e^{-a(y-x)} \frac{\tau^2}{2} g_t(x,y).$$

By Girsanov’s theorem, $p^{(3)}_t(x,y)$ is the transition probability density function of the process $(X^{(3)}_t)$, which is the Brownian motion of variance rate $1/2$ and drift $-at/2$ that is killed when it first hits zero. Then the function

$$H^{(3)}_s(x) = \int_0^\infty p^{(3)}_{t-s}(x,y)dy, \quad x > 0, \quad 0 < s < 1,$$

is the probability that the process $(X^{(3)}_t)$ started at point $x$ at time $s$ stays positive until time $1$. Let $(X^{(4)}_t)_{t \in [0,1]}$ be the process $(X^{(3)}_t)$ conditioned to survive until time $1$ (equivalently, we could condition on the event that the process $(X^{(3)}_t)$ stays positive for all $t \in [0,1]$). By Markov property it is easy to see that the transition probability density of the process $(X^{(4)}_t)_{t \in [0,1]}$ is

$$\frac{H^{(3)}_s(y)}{H^{(3)}_s(x)} p^{(3)}_{t-s}(x,y)dy, \quad x, y > 0, \quad 0 < s < t < 1.$$

After some simple algebra one can check that this is the same transition probability density function as $p_{a,t}(x,y)$ given in (2.4), thus the process $(\eta_t)$ has the same transition probabilities as the Brownian motion of variance rate $1/2$ and drift $-at/2$ that is conditioned to stay positive for all $t \in [0,1]$.

We remark that according to [BL22, formula (31)], for process $(\eta_t)_{t \in [0,1]} := (\tilde{\eta}_t - \tilde{\eta}_0)_{t \in [0,1]}$, we have

$$\frac{d\mathbb{P}_\eta}{d\mathbb{P}_B} = \frac{1}{(a+c)C_{a,c}} e^{-a\beta_1 + (a+c)\min_{t \leq 1} \beta_t}$$

with the normalizing constant given by (2.6). This can be verified by combining Theorem 1.2 and Theorem 2.1.

Indeed, these two theorems show that for $a + c > 0$, the law of the process $\eta^{(a,c)}$ is the limit as $\tau \to \infty$ of the process

$$(X^{(\tau)}_t)_{t \in [0,1]} = \left( \frac{1}{\sqrt{\tau}} X^{(\sqrt{\tau},\varepsilon/\sqrt{\tau})}_t \right)_{t \in [0,1]},$$

where $X := (X^{(a,c)}_t)_{t \in [0,\tau]}$ is the process introduced in (1.13) with the Radon–Nikodym derivative on $\mathcal{C}[0,\tau]$ with respect to the law of $B^{(\tau)} := (B_t)_{t \in [0,\tau]}$ given by (1.6). Since process $B^{(\tau)}$ has the same law as process $\left(\sqrt{\tau} B^{(1)}_t\right)_{t \leq \tau}$, we have

$$(2.4.1) \quad \frac{d\mathbb{P}_{X^{(\tau)}}}{d\mathbb{P}_{B^{(1)}}}(\tilde{\beta}) = \frac{1}{\mathcal{R}^{(\tau)}(a/\sqrt{\tau},\varepsilon/\sqrt{\tau})} e^{-a\tilde{\beta}_1} \left( \tau \int_0^1 e^{-2\sqrt{\tau}\beta_1 dt} \right)^{-(a+c)/(2\sqrt{\tau})}, \quad \tilde{\beta} = (\tilde{\beta}_t) \in \mathcal{C}[0,1].$$

Indeed, if $\frac{d\mathbb{P}_{X^{(\tau)}}}{d\mathbb{P}_{B^{(1)}}}(\tilde{\beta}) = \Phi \left((\beta_x)_{x \in [0,\tau]}\right)$ for some $\Phi : \mathcal{C}[0,\tau] \to \mathbb{R}_+$, then

$$\frac{d\mathbb{P}_{X^{(\tau)}}}{d\mathbb{P}_{B^{(1)}}}(\tilde{\beta}) = \Phi \left((\sqrt{\tau} \tilde{\beta}_t)_{t \in [0,\tau]}\right)$$

for $\tilde{\beta} \in \mathcal{C}[0,1]$. With

$$\Phi(\beta) = \frac{1}{\mathcal{R}} e^{-a\beta_1 / \sqrt{\tau}} \left( \int_0^1 e^{-2\beta_1 dt} \right)^{-(a+c)/(2\sqrt{\tau})}$$
we get
\[ \Phi \left( (1/\sqrt{\tau}) \beta_t / \tau \right)_{t \in [0, \tau]} = \frac{1}{\sqrt{\tau}} e^{-\sqrt{\tau} \beta_1} \left( \int_0^\tau e^{-2\sqrt{\tau} \beta_t / \tau} \, dt \right)^{-\alpha / (2\sqrt{\tau})} \]

= \frac{1}{\sqrt{\tau}} e^{-\alpha \beta_1} \left( \int_0^\tau e^{-2\sqrt{\tau} \beta_t / \tau} \, dt \right)^{-\alpha / (2\sqrt{\tau})}

We now check that the density \(2.4.1\) converges to the correct limit. We first verify convergence of the normalization constant. From \((1.14)\) and Lemma 4.4 we get
\[ \lim_{\tau \to \infty} \Phi^{(\tau)} \left( k \sqrt{\tau} \beta_t / \tau \right) = \lim_{\tau \to \infty} \frac{2e^{(\tau)}}{2(\sqrt{\tau} / \sqrt{\tau})^0} = 2 \lim_{\tau \to \infty} \frac{\sqrt{\tau}}{\sqrt{\tau}} \lim_{\tau \to \infty} \frac{\sqrt{\tau}}{\Gamma \left( \frac{\sqrt{\tau}}{\sqrt{\tau}} \right)} = 2 \xi_a \frac{a + c}{2} = (a + c) \xi_a. \]

Since \(a + c > 0\),
\[ \lim_{\tau \to \infty} \left( \int_0^\tau e^{-2\sqrt{\tau} \beta_t / \tau} \, dt \right)^{-\alpha / (2\sqrt{\tau})} = e^{(a+c)\min_0 \leq t \leq 1 \beta_t}, \]
thus the Radon–Nikodym density \((2.4.1)\) converges to the expression \((2.7)\). By Scheffé’s theorem, pointwise convergence of the probability density functions implies weak convergence of measures, thus identifying the law of the limiting process uniquely.

2.2.2. Markov processes for the stationary measure of KPZ on the half-line. The following is a version of point ii(a) in Section 2.1. In view of Theorem 1.2, it also provides a different description of the limit process in [HY04, Theorem 1.3.(i)], representing it as \((Z^{(c)}_t - Z^{(c)}_0)_{t \geq 0}\).

**Theorem 2.3.** If \(a, c > 0\) then
\[ \left( Y^{(a,c)}_t \right)_{t \in [0, \tau]} \overset{f.d.d.}{\to} \left( Z^{(c)}_t \right)_{t \geq 0} \text{ as } \tau \to \infty, \]
where \((Z^{(c)}_t)\) is an \(\mathbb{R}\)-valued Markov process with the initial distribution
\[ \mathbb{P}(Z^{(c)}_0 = dx) = \frac{4e^{-cx} K_0(e^{-x})}{2\Gamma(c/2)^2} \, dx \]
\[(2.8) \]
and with transition probabilities
\[ \mathbb{P}(Z^{(c)}_s = dy | Z^{(c)}_t = x) = \frac{K_0(e^{-y})}{K_0(e^{-t})} p_{t-s}(x,y) \, dy, \, 0 \leq s < t, \]
\[(2.9) \]
where \(p_t(x,y)\) is given by \((1.10)\).

The proof of this result is in Section 4.1. By comparing the Laplace transforms (see \((4.4)\)) we notice that the law \((2.8)\) is the law of \(-\log (2\sqrt{\gamma_2/2\gamma_{c/2}})\), where \(\gamma_{c/2}\) and \(\gamma_{c/2}\) are independent Gamma random variables with shape parameter \(c/2\).

From Theorem 1.2, and [HY04] it follows that if \(a + c > 0\) with \(a < 0\), then process \((Y^{(a,c)}_t - Y^{(a,c)}_0)_{t \in [0, \tau]}\) converges in distribution as \(\tau \to \infty\). This suggests the following result related to point ii(b) in Section 2.1.

**Theorem 2.4.** If \(a + c > 0\), with \(a \leq 0\) then
\[ \left( Y^{(a,c)}_t \right)_{t \in [0, \tau]} \overset{f.d.d.}{\to} \left( Z^{(a,c)}_t \right)_{t \geq 0} \text{ as } \tau \to \infty \]
where \((Z_t^{(a,c)})_{t \geq 0}\) is an \(\mathbb{R}\)-valued Markov process with the initial distribution
\begin{equation}
\mathbb{P}(Z_0^{(a,c)} = dx) = \frac{4}{2^{\gamma x/2} \Gamma \left( \frac{\gamma x}{2} \right)} e^{-c x} K_a(e^{-x}) \, dx
\end{equation}
and with transition probabilities
\begin{equation}
\mathbb{P}(Z_t^{(a,c)} = dy | Z_s^{(a,c)} = x) = \frac{e^{-a x^2/4} K_a(e^{-y})}{e^{-a x^2/4} K_a(e^{-x})} p_{t-s}(x,y) \, dy, \quad 0 \leq s < t.
\end{equation}

The proof is in Section 4.3. We note that Markov process \((Z_t^{(a,c)})_{t \geq 0}\) is well defined when \(|a| < c\), and it is clear that process \((Z_t^{(a,c)})_{t \geq 0}\) from Theorem 2.3 has the same law as \((Z_t^{(0,c)})_{t \geq 0}\). From (4.4) it is easy to use the Laplace transform to identify the law (2.10) as the law of \(-\log \left( \frac{2}{\sqrt{\gamma_2 + \gamma_3 t}} \right)\)
for a pair of independent Gamma random variables. In light of Remark 1.1 the transition probabilities of the two processes identified in Theorems 2.3 and 2.4 can be described as the Brownian motion of variance rate 1/2 and drift \(-at/2\), killed at rate \(\frac{1}{2} e^{-2x}\) and conditioned to survive for all \(t \geq 0\). These asymptotic results should be compared with Theorem 1.2 in [HY04].

Next, we confirm that Theorems 2.3 and 2.4 give Markov representations for the processes \([HY04\text{, Theorem 1.3(i)+(iii)]}\) when \(a+c > 0\), i.e., when their parameter \(m > 0\). ([BL22, Section 5 of Supplement] shows how to relate the parametrizations.) Of course, this result follows from \([HY04\text{, Theorem 1.3(i)+(iii)]}\) and our previous results. However we include a somewhat more direct proof for completeness.

**Theorem 2.5.** If \(a + c > 0\), \(|a| < c\), then process \((Z_t^{(a,c)} - Z_0^{(a,c)})_{t \geq 0}\) has the same distribution as process
\begin{equation}
\left( B_t - \frac{at}{2} + \log \left( 1 + \frac{\gamma_{a+c}}{2} \int_0^t e^{-2B_s + at} \, ds \right) \right)_{t \geq 0},
\end{equation}
where \(\gamma_{a+c}/2\) is an independent gamma random variable of shape parameter \(\frac{a+c}{2}\) and \((B_t)_{t \geq 0}\) is a Brownian motion of variance \(1/2\).

Note that both the initial distribution and the transition probability density function of the process \((Z_t^{(a,c)})_{t \geq 0}\) (as described in Theorem 2.4) is invariant with respect to change \(a \mapsto -a\), therefore, the same is true for the process given in (2.11). This latter result also follows from \([HY04\text{, Theorem 1.3(ii)]}\). The proof of Theorem 2.4 is in Section 4.4.

We conclude with a remark about the limit in point ii(c) in Section 2.1. From Theorem 1.2, and \([HY04\text{, Theorem 1.3,(ii)]}\) it follows that if \(a + c > 0\), with \(c \leq 0\) then
\begin{equation}
\left( Y_t^{(a,c)} - Y_0^{(a,c)} \right)_{t \in [0,\tau]} \overset{\text{f.d.d.}}{\longrightarrow} (B_t + ct/2)_{t \geq 0} \text{ as } \tau \to \infty,
\end{equation}
where \((B_t)_{t \geq 0}\) is the Brownian motion of variance rate \(1/2\). However, when \(c < 0\) process \((Y_t^{(a,c)})_{t \in [0,\tau]}\) does not converge as \(\tau \to \infty\) because under a different scaling \(Y_0^{(a,c)}\), which depends on \(\tau\) through (1.9), is asymptotically normal:
\begin{equation}
\sqrt{\frac{2}{\tau}} \left( Y_0^{(a,c)} + \tau c/2 \right) \Rightarrow N(0,1) \text{ as } \tau \to \infty.
\end{equation}
The proof of (2.12) is in Section 4.7.2.
2.2.3. Markov processes for the stationary measures of the (hypothetical) KPZ fixed point on the half-line. The following is related to point iii(a) in Section 2.1.

**Theorem 2.6.** Fix $c > 0$ and denote by $(Z_{t}^{(\cdot)})_{t \geq 0}$ the Markov process from Theorem 2.3. Then

$$\frac{1}{\sqrt{T}} \left( Z_{t_{T}}^{(\cdot)}(\sqrt{T}) \right)_{t \geq 0} \overset{f.d.d.}{\Longrightarrow} (\rho^{(\cdot)}_{t})_{t \geq 0} \text{ as } T \to \infty,$$

where $(\rho^{(\cdot)}_{t})_{t \geq 0}$ is $\frac{1}{\sqrt{2}}$ multiple of the 3-dimensional Bessel process with the initial distribution

$$P(\rho^{0}_{c} = dx) = c^{2} x e^{-cx} 1_{x>0} dx.$$  

(Of course, (2.13) is the gamma law with shape parameter two and scale parameter $c$, which is the sum of two independent exponential variables, $(\gamma_{1} + \tilde{\gamma}_{1})/c$.) The proof is in Section 4.5.

**Remark 2.7.** According to [BL22, (36)], process $\left( \rho^{(\cdot)}_{t} - \rho^{(\cdot)}_{0} \right)_{t \geq 0}$ has the same law as the right hand side of (2.1) and this reference also noted the connection to the Bessel 3 process.

The following is related to point iii(b) in Section 2.1.

**Theorem 2.8.** Let $a + c > 0$, $a < 0$, and denote by $(Z_{t}^{(\cdot, \cdot)})_{t \geq 0}$ the Markov process from Theorem 2.4. Then

$$\frac{1}{\sqrt{T}} \left( Z_{t_{T}}^{(\cdot, \cdot)}(\sqrt{T}) \right)_{t \geq 0} \overset{f.d.d.}{\Longrightarrow} (\rho^{(\cdot, \cdot)}_{t})_{t \geq 0} \text{ as } T \to \infty,$$

where $(\rho^{(\cdot, \cdot)}_{t})_{t \geq 0}$ is a Markov process with transition probabilities

$$P(\rho_{t} = dy | \rho_{s} = x) = \frac{e^{-x^{2} t/4 \sinh(ay)}}{e^{-a^{2} s/4 \sinh(as)} g_{t-s}(x, y)} dy, \quad x > 0, y > 0, 0 \leq s < t,$$

where $g_{t}(x, y)$ is given by (2.5), with the initial distribution

$$P(\rho^{(\cdot, \cdot)}_{0} = dx) = \mu_{a,c}(dx),$$

where $\mu_{a,c}(dx) = \frac{e^{(a-c)x} - e^{-(a+c)x}}{2 \pi} 1_{x>0} dx$ is the law of the linear combination $\frac{1}{\sqrt{2}} \gamma_{1} + \frac{1}{\sqrt{2}} \tilde{\gamma}_{1}$ for a pair of independent exponential random variables.

The proof is in Section 4.6. The transition probability density function (2.14) is the same as for the process $B_{t} - \frac{2}{3} t$, conditioned to stay positive for all $t \geq 0$, see [RPS81].

**Remark 2.9.** According to [BL22, (37)], when $a < 0$ and $a + c > 0$, process $\left( \rho^{(\cdot, \cdot)}_{t} - \rho^{(\cdot, \cdot)}_{0} \right)_{t \geq 0}$ has the same law as the right hand side of (2.2).

2.2.4. The Edwards-Wilkinson limit. We conclude this section with a comment on the limit from point (iv) in Section 2.1. According to [BL22, (29)], when $a + c > 0$, Theorem 1.2 implies that

$$\frac{1}{\sqrt{T}} \left( Y_{t_{T}}^{(\cdot, \cdot)}(\sqrt{T}) - Y_{0}^{(\cdot, \cdot)}(\sqrt{T}) \right)_{t \in [0,1]} \overset{f.d.d.}{\Longrightarrow} \left( B_{t} + ct/2 - (a + c) \frac{t^2}{4} \right)_{t \in [0,1]} \text{ as } \tau \to 0.$$

We expect that process $\frac{1}{\sqrt{T}} \left( Y_{t_{T}}^{(\cdot, \cdot)}(\sqrt{T}) \right)$ does not converge as $\tau \to 0$. 

3. Proof of Theorem 1.2

For the proof we choose a probability space $(\Omega, \mathcal{F}_t, \mathbb{P})$, where $\Omega$ is a space of continuous functions on $[0, \tau]$ and $\mathbb{P}$ is the law of Brownian motion $(B_t) \cong (W_t)/\sqrt{2}$ with variance $1/2$ which was denoted by $\mathbb{P}_x$ in (1.6). Under the measure $\mathbb{P}$ the coordinate process $X_t(\omega) = \omega(t)$ is a Brownian motion with variance $1/2$. We define the exponential functional as $I_t := \int_0^t e^{-2X_s}ds$ and consider the two-dimensional process $(X, I)$. This process is a time-homogeneous diffusion and from [MY05, Theorem 4.1] (see also [Yor92, Proposition 2] or [DMMY02, formula (2.6)]) we know that its transitional probability density function is given by

$$
\mu^\mathbb{P}_t(x_0, z_0; x_1, z_1) = \exp \left( -\frac{e^{-2x_0+c} - e^{-2z_1}}{z_1 - z_0} \right) \theta \left( 2 \frac{e^{x_0-x_1}}{z_1 - z_0}, \frac{t}{2} \right) \frac{1}{z_1 - z_0},
$$

where $t > 0$, $x_1 \in \mathbb{R}$ and $z_1 > z_0 \geq 0$. Here $\theta(r, t)$ is the (unnormalized) Hartman-Watson density function, which is succinctly defined in [HW74] by its Laplace transform

$$
\int_0^\infty e^{-\lambda^2 t} \theta(\xi, t) dt = \mathbf{I}_\lambda(\xi), \quad \lambda > 0, \quad \xi > 0,
$$

where $\mathbf{I}_\lambda(\xi)$ is the modified Bessel function. For literature on properties of the Hartman-Watson density we refer to [MY05], [Wis20], and the references therein.

For $t \in [0, \tau]$, $x \in \mathbb{R}$ and $z \geq 0$ we define

$$
\phi_t(x, z) = \mathbb{E}^\mathbb{P}[e^{aX_t} I_t^{-a/2-c/2} | X_0 = x, I_0 = z].
$$

For $\tau > 0$ and $a + c > 0$ we define

$$
Z_\tau := \frac{1}{R_{a,c}^{(\tau)}} e^{-aX_s} I_s^{-a/2-c/2},
$$

where $R_{a,c}^{(\tau)} = \phi_{\tau}(0, 0)$ is a normalizing constant which ensures $\mathbb{E}^\mathbb{P}[Z_\tau | X_0 = I_0 = 0] = 1$. For $t \in [0, \tau]$ we define a martingale $Z_t := \mathbb{E}^\mathbb{P}[Z_\tau | I_t]$ and compute

$$
Z_t = \mathbb{E}^\mathbb{P}[Z_\tau | I_t] = \frac{1}{R_{a,c}^{(\tau)}} \mathbb{E}^\mathbb{P}[e^{aX_s} I_s^{-a/2-c/2} | I_t] = \frac{1}{R_{a,c}^{(\tau)}} \phi_{\tau-t}(X_t, I_t).
$$

We define a change of measure $d\mathbb{Q}_t / d\mathbb{P}_t = Z_t$ (where $\mathbb{P}_t$ is the restriction of $\mathbb{P}$ on $\mathcal{F}_t$ and similarly for $\mathbb{Q}_t$). Take an arbitrary bounded measurable function $f(x, z)$ and compute for $0 < s < t < \tau$

$$
\mathbb{E}^\mathbb{Q}[f(X_s, I_s) | \mathcal{F}_s] = \frac{1}{Z_s} \mathbb{E}^\mathbb{P}[Z_t f(X_t, I_t) | \mathcal{F}_s] = \frac{1}{Z_s} \mathbb{E}^\mathbb{P}[\frac{\phi_{\tau-t}(X_t, I_t) f(X_t, I_t)}{\phi_{\tau-s}(X_s, I_s)}].
$$

Thus under the measure $\mathbb{Q}$ the process $(X, I)$ has transitional probability density function

$$
\mu^\mathbb{Q}_{s,t}(x_0, z_0; x_1, z_1) = \frac{\phi_{\tau-t}(x_1, z_1)}{\phi_{\tau-s}(x_0, z_0)} \mu^\mathbb{P}_{s,t}(x_0, z_0; x_1, z_1).
$$

The coordinate process $X$ under measure $\mathbb{Q}$ has the law denoted as $\mathbb{P}_X$ in (1.6). Let $0 = t_0 < t_1 < t_2 < \cdots < t_n = \tau$. The joint density function (under $\mathbb{Q}$) of $(X_{t_1}, X_{t_2}, \ldots, X_{t_n})$ (given that $X_0 = I_0 = x_0 = z_0 = 0$) is

$$
\frac{e^{-aX_0}}{\sqrt{2} \mathbb{P}_X} f^\mathbb{Q}_t(X)
$$

(3.2)
with
\[
f_t^Q(x) = \int_{0<z_1<z_2<\cdots<z_n} z_n^{-a/2-c/2} \prod_{j=1}^n \mu_{t_j-t_{j-1}}(x) dz_1 dz_2 \cdots dz_n.
\]
Here we denoted \( x = (x_1, x_2, \ldots, x_n) \) and \( t = (t_1, t_2, \ldots, t_n) \). Changing the variable of integration \( z_j - z_{j-1} = w_j \) we have
\[
f_t^Q(x) = \int_{(0,\infty)^n} (w_1 + w_2 + \cdots + w_n)^{-a/2-c/2} \prod_{j=1}^n \mu_{t_j-t_{j-1}}(x) dw_1 dw_2 \cdots dw_n
\]
\[
= \int_{(0,\infty)^n} (w_1 + w_2 + \cdots + w_n)^{-a/2-c/2} \prod_{j=1}^n \exp \left( - \frac{e^{-2x_{j-1}+x_j}}{w_j} \right) \theta \left( \frac{2e^{-x_{j-1}-x_j}}{w_j}, (t_j - t_{j-1})/2 \right) \frac{dw_j}{w_j}.
\]
Next we change the variable of integration \( \xi_j = 2(e^{-x_{j-1}-x_j})/w_j \) and we obtain
\[
f_t^Q(x) = 2^{-(a+c)/2} \int_{(0,\infty)^n} \left[ \prod_{j=1}^n \xi_j^{-1} e^{-x_{j-1}-x_j} \right]^{-a/2-c/2} \prod_{j=1}^n \exp \left( - \xi_j \cosh(x_j - x_{j-1}) \right) \theta \left( \xi_j, (t_j - t_{j-1})/2 \right) \frac{d\xi_j}{\xi_j}.
\]
Next we consider a Markov process \( Y \) with transition probabilities (1.8) and the initial distribution of \( Y_0 \) is (1.9). Let \( 0 = t_0 < t_1 < t_2 < \cdots < t_n = \tau \). The joint distribution of \( (Y_0, Y_1, \ldots, Y_n) \) is given by
\[
(3.3) \quad e^{-c\gamma_0} \prod_{j=1}^n \mu_{t_j-t_{j-1}}(y) e^{-a\gamma_j} dy_0 dy_1 \cdots dy_n.
\]
Thus the joint density function of \( (Y_{t_1} - Y_0, \ldots, Y_n - Y_0) \) is
\[
(3.4) \quad e^{-a2\gamma_0} \psi_1(x)
\]
with
\[
(3.5) \quad \tilde{f}_t(x) = \int_R e^{-(a+c)\gamma_0} \prod_{j=1}^n \mu_{t_j-t_{j-1}}(x_j + y_0; x_j + y_0) dy_0.
\]
Here we assume that \( x_0 = 0 \). The goal is to show that
\[
(3.6) \quad \tilde{f}_t(x) = 2^{2+c-1} \Gamma((a + c)/2) f_t^Q(x)
\]
for all \( t = (t_1, t_2, \ldots, t_n) \) and \( x = (x_1, x_2, \ldots, x_n) \). Once (3.6) is established, the normalizing constants will satisfy (1.14) and hence the densities (3.2) and (3.4) will be identical.

It remains to prove (3.6). To do so, we express (3.5) in terms of the Hartman-Watson density function (3.1). From \([MY05, \text{Remark 4.1}], [SY18, \text{formula (50)}], \) or [BKWW21, \text{formula (7.4)}] we
know that
\[ p_t(x, y) = \int_{\mathbb{R}} \exp \left( -\frac{1}{2}(e^{x-y-r} + e^{y-x-r} + e^{r-x-y}) \right) \theta(e^{-r}, t/2) dr \]
\[ = \int_0^\infty \exp \left( -\frac{1}{2}(\xi(e^{x-y} + e^{y-x}) + \xi^{-1}e^{x-y}) \right) \theta(\xi, t/2) d\xi \]
\[ = \int_0^\infty \exp \left( -\xi \cosh(x - y) - \frac{1}{2}\xi^{-1}e^{x-y} \right) \theta(\xi, t/2) d\xi. \]

Once we plug the latter into (3.5) we get
\[ \tilde{f}_t(x) = \int_{\mathbb{R}} e^{-(a+c)y_0} dy_0 \]
\[ \int_{(0,\infty)^n} \prod_{j=1}^n \exp \left( -\xi_j \cosh(x_j - x_{j-1}) - \frac{1}{2}\xi_j^{-1}e^{-x_j-1-x_{j-1}y_0} \right) \theta(\xi_j, (t_j - t_{j-1})/2) d\xi_j. \]
The integral with respect to \( y_0 \) is
\[ \int_{\mathbb{R}} \exp \left( -(a+c)y_0 - \frac{1}{2}e^{-2y_0}D \right) dy_0 = D^{-(a+c)/2}2^{(a+c)/2-1}\Gamma((a+c)/2), \]
where \( D := \sum_{j=1}^n \xi_j^{-1}e^{-x_j-1-x_j}. \) Thus we obtain
\[ \tilde{f}_t(x) = 2^{(a+c)/2-1}\Gamma((a+c)/2) \int_{(0,\infty)^n} \prod_{j=1}^n \xi_j^{-1}e^{-x_j-1-x_j} \theta(\xi_j, (t_j - t_{j-1})/2) d\xi_j = 2^{a+c-1}\Gamma((a+c)/2) f_t^Q(x). \]
This establishes (3.6) and completes the proof.

**Remark 3.1.** An alternative method of proving Theorem 1.2 is outlined on page 8 in a recent paper [Cor22].

### 4. Proofs of limit Theorems

We begin with some known facts that we will use in several proofs. We note that with \( \tilde{Y}_t := Y^{(a,c)}_{\tau-t} \), Markov process \((\tilde{Y}_t)_{t \in [0,T]}\) has the same law as process \((Y^{(c,a)}_{\tau-t})_{t \in [0,T]}\). Therefore in some proofs without loss of generality we may assume \( a > 0 \). We recall [BKWW21, Theorem 3.3] in our notation/parametrization. Specialized to the case \( a > 0 \) it says that the normalizing constant (1.11) is given by expression

\[ C^{(a,c)}_{a,\tau} = \frac{2^{a+c}}{8\pi} \int_0^\infty e^{-\tau u^2/4} \frac{\Gamma((\frac{a}{2}+iu, \frac{c}{2}+iu))}{\Gamma(iu)^2} du \]
\[ + 2^{a+c} \frac{\Gamma((\frac{a}{2}, \frac{c}{2}))}{2\pi i\Gamma(-\frac{1}{2})} \sum_{\{k \geq 0: c+2k < 0\}} e^{\tau(c+2k)/4}(c + 2k) \frac{(c, \frac{a+c}{2})_k}{k!(1 + \frac{a+c}{2})^k}. \]

From (1.11) is clear that \( C^{(a,c)}_{a,\tau} = C^{(a,c)}_{-a,\tau} \). It is also clear that function \((a, c, \tau) \to C^{(a,c)}_{a,\tau}\) is continuous in the domain \( \tau > 0, a + c > 0 \) in \( \mathbb{R}^3 \). In some proofs we will need to determine its behaviour near a point at the boundary.
We will need small index asymptotics for the modified Bessel K function.

**Lemma 4.1.** Assume that \( \nu \neq 0 \) is an arbitrary complex number. If \( x > 0 \) then

\[
\lim_{T \to +\infty} \frac{1}{T} K_{\nu/T}(e^{-xT}) = \sinh(\nu x)/\nu. \tag{4.2}
\]

If \( x \leq 0 \) then

\[
\lim_{T \to +\infty} \frac{1}{T} K_{\nu/T}(e^{-xT}) = 0. \tag{4.3}
\]

**Proof.** We know ([14], 6.8 (26)) that the Mellin transform of Bessel K-function is

\[
\int_0^\infty K_\nu(x)x^{s-1}dx = 2^{s-2}\Gamma((s+\nu)/2)\Gamma((s-\nu)/2), \quad \text{Re}(s) > |\text{Re}(\nu)|.
\]

Thus with \( x > 0 \) we can write

\[
K_\nu(x) = \frac{1}{2\pi i} \int_{c+i\mathbb{R}} \Gamma((s+\nu)/2)\Gamma((s-\nu)/2)(x/2)^{-s}ds,
\]

where \( c \) is any positive number greater than \( |\text{Re}(\nu)| \). We shift the contour of integration \( c+i\mathbb{R} \to -1/2+i\mathbb{R} \). We pick up two residues at poles \( s = \pm \nu \), coming from Gamma functions, compute the residues at these poles and obtain

\[
K_\nu(x) = \frac{1}{2} \left( \Gamma(\nu)(x/2)^{-\nu} + \Gamma(-\nu)(x/2)^{\nu} \right) + \frac{1}{8\pi i} \int_{-1/2+i\mathbb{R}} \Gamma((s+\nu)/2)\Gamma((s-\nu)/2)(x/2)^{-s}ds. \tag{4.5}
\]

In the strip \(-3/8 < \text{Re}(z) < -1/8\) we have a uniform bound \(|\Gamma(z)| < Ce^{-\frac{\pi}{4}|\text{Im}(z)|}\) for some absolute constant \( C \) (this is true for any strip of finite width which does not contain the poles of the Gamma function and it follows from Stirling’s asymptotic approximation to the Gamma function), thus we can estimate the integral in the right-hand side of (4.5) as follows

\[
\left| \int_{-1/2+i\mathbb{R}} \Gamma((s+\nu)/2)\Gamma((s-\nu)/2)(x/2)^{-s}ds \right| \leq Cx^{1/2} \int_{\mathbb{R}} e^{-\frac{\pi}{4}|t|}dt = x^{1/2}8C/\pi,
\]

and thus we obtain the following result:

\[
\left| K_\nu(x) - \frac{1}{2} \left( \Gamma(\nu)(x/2)^{-\nu} + \Gamma(-\nu)(x/2)^{\nu} \right) \right| < \tilde{C}x^{1/2},
\]

which is valid for all \( x > 0, \nu \in \mathbb{C} \setminus \{0\} \) with \( |\nu| < 1/4 \) and some absolute constant \( \tilde{C} \).

Since \( \Gamma(z) \sim 1/z \) as \( |z| \to 0 \), this implies that for \( x > 0 \), and complex \( \nu \neq 0 \)

\[
\lim_{T \to +\infty} \frac{1}{T} K_{\nu/T}(e^{-xT}) = \lim_{T \to +\infty} \frac{1}{2\nu} \left( e^{\nu x/T} \Gamma(\nu/T)2^{\nu/T} + e^{-\nu x/T} \Gamma(-\nu/T)2^{-\nu/T} \right) = \sinh(\nu x)/\nu.
\]

On the other hand, for \( x \leq 0 \), complex \( \nu \neq 0 \) and large enough \( T \), we have

\[
|K_{\nu/T}(e^{-xT})| \leq K_{|\nu/T|}(e^{-xT}) \leq K_{1/2}(e^{-xT}) = \sqrt{\pi/2}e^{-XT/2}e^{-xT/2},
\]

which gives (4.3).

We will also need an explicit formula for the Doob’s \( h \)-transform (1.12), which relies on analytic extension from \( a > 0 \).
Lemma 4.2. For $a \in \mathbb{R}$, $0 \leq t < \tau$ and $x \in \mathbb{R}$ the expression (1.12) is finite and is given by

\begin{equation}
H_t(x) = H_t^{(\tau)}(x) := \frac{2^a}{2\pi} \int_0^\infty e^{-(\tau-t)a^2/4}K_{iu}(e^{-x}) \frac{\Gamma((a+iu)/2)^2}{\Gamma((iu)^2)} \, du + 2^{a+1} \sum_{k \geq 0 : a+2k < 0} e^{(\tau-t)(a+2k)^2/4} K_{a+2k}(e^{-x}) \frac{1}{\Gamma(-a-2k)}.
\end{equation}

Proof. We fix $\tau > 0$ and $x \in \mathbb{R}$. For complex argument $\text{Re}(a) > 0$ we define

\begin{equation}
G_\tau(a) = \frac{1}{2\pi i} \int_{1+i\mathbb{R}} e^{\tau w^2/4} K_w(e^{-x}) \frac{\Gamma((a+w)/2)\Gamma((a-w)/2)}{\Gamma(w)\Gamma(-w)} \, dw + 2e^{\tau x^2/4} K_a(e^{-x}) \frac{1}{\Gamma(-a)}.
\end{equation}

The integral (4.7) converges absolutely: the function $w \mapsto K_w(e^{-x})$ is bounded in any strip $w_1 < \text{Re}(w) < w_2$, the ratio of the gamma functions grows at most as an exponential function of $|w|$, thus the quadratic exponential factor $e^{\tau w^2/4}$ guarantees convergence.

We use the same method of analytic continuation of (4.1) as was used in [BKWW21]. The poles of the integrand occur at points $\pm(a+2k)$ for $k = 0, 1, 2, \ldots$. First we assume that $0 < \text{Re}(a) < 1$ and shift the contour of integration $i\mathbb{R} \mapsto 1+i\mathbb{R}$, collecting the pole at $w = a$:

\begin{equation}
G_\tau(a) = \frac{1}{2\pi i} \int_{1+i\mathbb{R}} e^{\tau w^2/4} K_w(e^{-x}) \frac{\Gamma((a+w)/2)\Gamma((a-w)/2)}{\Gamma(w)\Gamma(-w)} \, dw + 2e^{\tau x^2/4} K_a(e^{-x}) \frac{1}{\Gamma(-a)}.
\end{equation}

The above expression provides analytic continuation in the strip $-1 < \text{Re}(a) < 1$. (Recall the convention $1/\Gamma(0) = 0$.) Now we assume that $-1 < \text{Re}(a) < 0$ and shift the contour of integration back to $i\mathbb{R}$. We collect the residue at $w = -a$ and obtain

\begin{equation}
G_\tau(a) = \frac{1}{2\pi i} \int_{i\mathbb{R}} e^{\tau w^2/4} K_w(e^{-x}) \frac{\Gamma((a+w)/2)\Gamma((a-w)/2)}{\Gamma(w)\Gamma(-w)} \, dw + 4e^{\tau x^2/4} K_a(e^{-x}) \frac{1}{\Gamma(-a)}.
\end{equation}

The above equation gives analytic continuation in the strip $-2 < \text{Re}(a) < 0$. Continuing this process we obtain an expression for any $a < 0$

\begin{equation}
G_\tau(a) = \frac{1}{2\pi i} \int_{i\mathbb{R}} e^{\tau w^2/4} K_w(e^{-x}) \frac{\Gamma((a+w)/2)\Gamma((a-w)/2)}{\Gamma(w)\Gamma(-w)} \, dw + \sum_{k \geq 0 : a+2k < 0} 4e^{\tau(a+2k)^2/4} K_{a+2k}(e^{-x}) \frac{1}{\Gamma(-a-2k)}.
\end{equation}

Note that the integral (1.12) is well defined and by (4.4) formula (4.6) holds for $\text{Re}(a) > 0$. We see that $H_t(x) = 2^{a-1} G_{\tau-a}(a)$. Thus formula (4.8) shows that for fixed $0 \leq t < \tau$ and $x \in \mathbb{R}$, function $a \mapsto 2^{a-1} G_{\tau-t}(a)$ is an analytic extension of (1.12) to complex plane. Since as a function of $a$, expression (1.12) is a Laplace transform when $\text{Re}(a) > 0$, its analytic extension (4.6) is the Laplace transform of the same non-negative function. (For a version of this fact in the language of analytic characteristic functions, see [LS52, Theorem 2].)

4.1. Proof of Theorem 2.3. We prove convergence of finite dimensional densities by establishing pointwise convergence of the initial densities, and pointwise convergence of the transition densities.
4.1.1. Convergence of initial densities. Since \( a > 0 \), from (4.6) we get
\[
H_0(x) = \frac{2^a}{2\pi} \int_0^\infty K_{iu}(e^{-x})e^{-\tau u^2/4} \frac{\Gamma(a + iu)/2^2}{|\Gamma(iu)|^2} du.
\]
So \( Y_0^{(a,c)} \) has density
\[
f(x) = \frac{2^a}{2\pi C_3^{(\tau)}} e^{-|x|^2} \int_0^\infty K_{iu}(e^{-x})e^{-\tau u^2/4} \frac{\Gamma(a + iu)/2^2}{|\Gamma(iu)|^2} du = \frac{2^a}{2\pi C_3^{(\tau)}} e^{-|x|^2} \int_0^\infty K_{iu/\sqrt{\tau}}(e^{-x})e^{-v^2/4} \frac{\Gamma(a + iv/\sqrt{\tau})/2^2}{\sqrt{\tau}|\Gamma(iu/\sqrt{\tau})|^2} dv.
\]
Clearly, \( \Gamma(a + iv/\sqrt{\tau})/2^2 \to \Gamma(a/2)^2 \) and \( K_{iu/\sqrt{\tau}}(e^{-x}) \to K_0(e^{-x}) \) as \( \tau \to \infty \). It is well known that
\[
\lim_{\tau \to \infty} \frac{\tau}{\Gamma(iu/\sqrt{\tau})^2} = v^2,
\]
and it is clear that we can pass to the limit under the integral sign. So
\[
\lim_{\tau \to \infty} f(x) = \frac{2^a \Gamma(a/2)^2}{2\pi \lim_{\tau \to \infty} \tau^{3/2} C_3^{(\tau)}} e^{-|x|^2} \int_0^\infty v^2 e^{-v^2/4} dv = \frac{2^a \Gamma(a/2)^2}{\sqrt{\pi} \lim_{\tau \to \infty} \tau^{3/2} C_3^{(\tau)}} e^{-|x|^2} K_0(e^{-x}).
\]
To end the proof, we note the following.

**Lemma 4.3.**
\[
\lim_{\tau \to \infty} \tau^{3/2} C_3^{(\tau)} = \left\{ \begin{array}{ll} \frac{1}{\sqrt{\pi}} 2^{2+\varepsilon} \Gamma(a/2)^2 \Gamma(c/2)^2 & c \geq 0, \\ \infty & c < 0. \end{array} \right.
\]

**Proof.** We use (4.1). It is clear that the integral is non-negative, and that if \( c < 0 \) then the discrete sum diverges to \( +\infty \) as \( \tau \to \infty \), because the first term of the sum dominates. This gives the second limit in the statement.

If \( c \geq 0 \), then there is no discrete sum in (4.1), only the integral. We change the variable of integration and write
\[
\tau^{3/2} C_3^{(\tau)} = \frac{2^{2+\varepsilon}}{8\pi} \int_0^\infty e^{-v^2/4} |\Gamma(\varepsilon + iv/\sqrt{\tau}, \varepsilon + iv/\sqrt{\tau})|^2 \frac{\tau}{|\Gamma(iu/\sqrt{\tau})|^2} dv.
\]
Passing to the limit under the integral sign, from (4.10) we get the answer. \[\Box\]

4.1.2. Convergence of transition densities. For \( a > 0 \), from (4.6), we get
\[
H_t(x) = \frac{2^a}{2\pi} \int_0^\infty K_{iu}(e^{-x})e^{-(\tau-t)u^2/4} \frac{\Gamma(\varepsilon + iv/\sqrt{\tau})/2^2}{|\Gamma(iu)|^2} du = \frac{2^a}{2\pi \sqrt{\tau}} \int_0^\infty K_{iu/\sqrt{\tau}}(e^{-x})e^{-(\tau-t)u^2/4} \frac{\Gamma(\varepsilon + iv/\sqrt{\tau})/2^2}{|\Gamma(iu/\sqrt{\tau})|^2} dv.
\]
where we used (4.4). As before, passing to the limit under the integral sign, for any fixed $0 \leq s < t$ and $x, y \in \mathbb{R}$ we get
\[
\lim_{\tau \to \infty} \frac{H_t(y)}{H_s(x)} = \frac{K_0(e^{-y})}{K_0(e^{-x})}.
\]
Therefore the transition probabilities converge (pointwise) to (2.9). \[\square\]

4.2. Proof of Theorem 2.1. Passing to the process $(Y_{\tau-t})_{\tau \in [0,\tau]}$ if necessary, without loss of generality we may assume that $a > 0$. Recall (3.3). For $0 = t_0 < t_1 < \cdots < t_n = 1$, the joint density of vector $\frac{1}{\sqrt{\tau}} \left( Y_{\tau t_j} \right)_{j=0,\ldots,n}$ is
\[
\frac{\sqrt{\tau}}{C_{a/\sqrt{\tau},c/\sqrt{\tau}}^{(\tau)c}} e^{-cx_0} H_0(x_0/\sqrt{\tau}) e^{-ax_0} \prod_{k=1}^{n} \sqrt{\tau} p_{\tau}(t_k-t_{k-1})(\sqrt{\tau}x_{k-1},\sqrt{\tau}x_k).
\]
Since the joint density of $\left( h_{a,c}^{(a,c)} \right)_{j=0,\ldots,n}$ is of similar product form
\[
\frac{1}{\xi_{a,c}} e^{-cx_0} h_0(x_0) 1_{x_0 > 0} e^{-ax_0} \prod_{k=1}^{n} g_{t_k-t_{k-1}}(x_{k-1},x_k) 1_{x_k > 0},
\]
we only need to prove convergence of the corresponding factors. With $a > 0$, the part of the first factor that depends on $\tau$ is
\[
f_{\tau}(x) := \frac{\sqrt{\tau}}{C_{a/\sqrt{\tau},c/\sqrt{\tau}}^{(\tau)c}} H_0(x/\sqrt{\tau}) = \frac{\sqrt{\tau} 2^{a/\sqrt{\tau}}}{2\pi C_{a/\sqrt{\tau},c/\sqrt{\tau}}^{(\tau)c}} \int_{0}^{\infty} K_{iu}(e^{-x \sqrt{\tau}}) e^{-\tau u^2/4} \frac{\Gamma(a/\sqrt{\tau}+iu)}{\Gamma(iu)^2} du
\]
\[
= 2^{a/\sqrt{\tau}} \frac{\sqrt{\tau}}{2\pi C_{a/\sqrt{\tau},c/\sqrt{\tau}}^{(\tau)c}} \int_{0}^{\infty} K_{iu}(e^{-x \sqrt{\tau}}) e^{-u^2/4} \frac{\Gamma(a/2+iu)}{\Gamma(iu/\sqrt{\tau})^2} du,
\]
compare (4.9). In the next lemmas, we verify that the integral and the multiplicative constant in the above expression converge.
Recall (2.6). We have

Lemma 4.4.
\[
\lim_{\tau \to \infty} \frac{C_{a/\sqrt{\tau},c/\sqrt{\tau}}^{(\tau)c}}{\sqrt{\tau}} = \xi_{a,c}.
\]

Proof. We invoke (4.1) with $a/\sqrt{\tau}$ and $c/\sqrt{\tau}$. For large $\tau$, at most one atom may be present. With $a > 0$, the contribution of this atom to $C_{a/\sqrt{\tau},c/\sqrt{\tau}}^{(\tau)c}$ is
\[
2^{(a+c)/\sqrt{\tau}} \frac{\Gamma((c+a)/2\sqrt{\tau}, a-c)}{2\Gamma(-c/\sqrt{\tau})} e^{c^2/4} 1_{c<0}.
\]
Combining this with the integral part, we get
\[
\frac{2\pi C^{(\tau)}}{\pi^{1/2} e^{\sqrt{\tau}}} = \frac{1}{4\sqrt{\pi}} \int_0^\infty e^{-u^2/4} |\Gamma(\frac{4\sqrt{\tau} + i u}{2\sqrt{\pi}})|^2 \frac{du}{\pi |\Gamma(iu)|^2} + \pi \int_\tau^{\infty} \Gamma(\frac{\tau^2 + i \tau}{2\sqrt{\pi}}) \frac{d\tau}{\sqrt{\pi} \Gamma(-\tau)} e^{\tau^2/4} \mathbf{1}_{\tau < 0}
\]
\[
= \frac{1}{4} \int_0^\infty e^{-v^2/4} \frac{|\Gamma(\frac{4\sqrt{\tau} + i u}{2\sqrt{\pi}})|^2}{\tau |\Gamma(iu/\sqrt{\tau})|^2} \frac{dv}{\pi^2 e^{(a+c)/\sqrt{\tau}}} + \pi \int_\tau^{\infty} \frac{\Gamma(\frac{\tau^2 + i \tau}{2\sqrt{\pi}})}{\sqrt{\pi} \Gamma(-\tau)} e^{\tau^2/4} \mathbf{1}_{\tau < 0}
\]
\[
\to \int_0^\infty e^{-v^2/4} \frac{4v^2}{(a^2 + v^2)(c^2 + v^2)} dv - \frac{4\pi c e^{\tau^2/4}}{a^2 - c^2} \mathbf{1}_{\tau < 0},
\]
as we can pass to the limit under the integral sign.

Here we use \(\Gamma(z) \sim 1/z\) as \(z \to 0\) which gives
\[
\lim_{\tau \to \infty} \frac{|\Gamma(\frac{4\sqrt{\tau} + i u}{2\sqrt{\pi}})|^2}{\tau |\Gamma(iu/\sqrt{\tau})|^2} = \frac{16v^2}{(a^2 + v^2)(c^2 + v^2)} \quad \text{and} \quad \lim_{\tau \to \infty} \frac{\Gamma(\frac{\tau^2 + i \tau}{2\sqrt{\pi}})}{\sqrt{\pi} \Gamma(-\tau)} = -\frac{2c}{a^2 - c^2}
\]
To complete the proof we need the following, where in view of symmetry we assume \(a > 0\).

**Lemma 4.5.** For \(a + c > 0\) with \(a > 0\), we have
\[
(4.15) \quad \frac{1}{2\pi} \int_0^\infty e^{-v^2/4} \frac{4v^2}{(a^2 + v^2)(c^2 + v^2)} dv - \frac{2ce^{\tau^2/4}}{a^2 - c^2} \mathbf{1}_{\tau < 0} = \mathcal{E}_{a,c}.
\]

**Proof.** For non-zero \(a, c\) the integral in (4.15) is
\[
\frac{1}{2\pi} \int_0^\infty e^{-v^2/4} \frac{4v^2}{(a^2 + v^2)(c^2 + v^2)} dv = \frac{2}{\pi} \int_0^\infty e^{-v^2/4} \int_0^\infty e^{-|x|} \sin(vx) dx \int_0^\infty e^{-|y|} dy \sin(vy) dy dv
\]
\[
= \frac{2}{\pi} \int_0^\infty \int_0^\infty \int_0^\infty e^{-|x|} \sin(vx) \sin(vy) dv dx dy = \int_0^\infty \int_0^\infty e^{-|x|} \sin(vx) g_1(x, y) dx dy = \mathcal{E}_{|a|,|c|},
\]
where we used (2.5) and Fubini’s theorem. By taking a limit (or modifying the above calculation) the formula extends to \(c = 0\). This shows that formula (4.15) holds for \(a > 0, c > 0\).

To extend the formula to \(c \in (-a, 0)\) we use the identity \(\text{erfc}(x) + \text{erfc}(-x) = 2\) and explicit form of (2.6), i.e.,
\[
\mathcal{E}_{a,c} = \begin{cases} 
\frac{ae^{s^2/4} \text{erfc}(a/2) - ce^{s^2/4} \text{erfc}(c/2)}{a^2 - c^2} & a \neq c, a + c > 0 \\
\frac{2 + a^2}{4a} e^{s^2/4} \text{erfc}(a/2) - \frac{1}{2\sqrt{\pi}} & a = c > 0.
\end{cases}
\]
A calculation verifies that
\[
\mathcal{E}_{a,c} = \mathcal{E}_{a,-c} = \frac{2ce^{\tau^2/4}}{a^2 - c^2}.
\]

Next we tackle convergence of the integral in (4.14). The factor \(e^{-v^2/4}\) allows us to pass to the limit under the integral sign. We use
\[
\lim_{\tau \to \infty} \frac{|\Gamma((a + i v)/(2\sqrt{\tau}))|^2}{|\Gamma(iv/\sqrt{\tau})|^2} = \frac{4v^2}{a^2 + v^2}
\]
and the following. For $v > 0$,

$$
\lim_{\tau \to \infty} \frac{K_{iv/\sqrt{\tau}}(e^{-x/\sqrt{\tau}})}{\sqrt{\tau}} = \begin{cases} 
\frac{\sin(vx)}{v} & x > 0, \\
0 & x \leq 0.
\end{cases}
$$

(4.16)

This follows from (4.3) when $x \leq 0$, and from (4.2) with $\nu = iv$ when $x > 0$. For $x > 0$, passing to the limit under the integral and invoking (4.16), we get

$$
e^{-cx} \lim_{\tau \to \infty} f_\tau(x) = \frac{e^{-cx}}{2\pi \mathcal{C}_{a,c}} 1_{(x>0)} \int_0^\infty e^{-v^2/4} \frac{4v}{v^2 + a^2} \sin(vx) dv \int_0^\infty e^{-v^2/4} e^{-ay} \sin(vy) \sin(vx) dv dy = \frac{e^{-cx}}{\mathcal{C}_{a,c}} 1_{(x>0)} \int_0^\infty e^{-ay} g_t(x,y) dy = \frac{e^{-cx} h_0(x)}{\mathcal{C}_{a,c}},
$$

which matches (2.3) and recovers the first factor in (4.13).

Next, we consider a single factor from the product expression in (4.12). For $t > 0$ we have

$$
\sqrt{\tau} p_{\tau t}(x\sqrt{\tau},y\sqrt{\tau}) = \sqrt{\frac{2}{\pi}} \int_0^\infty e^{-tx^2} K_{iv}(e^{x\sqrt{\tau}}) K_{iv}(e^{y\sqrt{\tau}}) \frac{du}{|\Gamma(iv)|^2} = \frac{2}{\pi} \int_0^\infty e^{-tx^2} \frac{1}{\sqrt{\tau}} K_{iv}(e^{x\sqrt{\tau}}) \frac{1}{\sqrt{\tau}} K_{iv}(e^{y\sqrt{\tau}}) \frac{\tau}{|\Gamma(iv/\sqrt{\tau})|^2} dv.
$$

So by the dominated convergence theorem, (4.10) and (4.16) give

$$
\lim_{\tau \to \infty} \sqrt{\tau} p_{\tau t}(x\sqrt{\tau},y\sqrt{\tau}) = \begin{cases} 
\frac{1}{2} \int_0^\infty e^{-tx^2/4} \sin(vx) \sin(vy) dv = g_t(x,y) & \text{if } x > 0, y > 0, \\
0 & \text{otherwise}.
\end{cases}
$$

(4.17)

Taking it all together, we see that density (4.12) converges to density (4.13) for all $(x_0, \ldots, x_n) \in \mathbb{R}^{n+1}$.

**Remark 4.6.** As expected, process $\bar{\eta}^{(a,c)}$ is a “fixed point” of the procedure in the following sense. Instead of taking $t \in [0,1]$, consider a Markov process $(\bar{\eta}^{(a,c)}_t)_{t \in [0,\tau]}$ with initial distribution (2.3) with the normalizing constant $\int_{\mathbb{R}^2} e^{-tx-ay} g_t(x,y) dx dy$, and transition probabilities (2.4) but with Doob’s $h$-transform given by

$$
h_t(x) = \int_{\mathbb{R}^+} g_{\tau-t}(x,y) e^{-ay} dy, \quad 0 \leq t < \tau
$$

(with $h_\tau(x) := e^{-ax}$). Then the law of $\{\eta^{(a,c)/\sqrt{\tau},\sqrt{\tau}}_t\}_{t \in [0,1]}$ does not depend on $\tau > 0$. This is a consequence of scaling $\sqrt{\tau} g_{\tau t}(x\sqrt{\tau},y\sqrt{\tau}) = g_t(x,y)$ for the kernel (2.5).

### 4.3 Proof of Theorem 2.4

To make the dependence on $\tau$ explicit, we write $H^{(\tau)}_t(x)$ for expression (4.6). We fix $0 = t_0 < t_1 < \cdots < t_n$. The joint distribution of the vector $(Y_0, Y_1, \ldots, Y_{t_n})$ has density

$$
f_{\tau}(x) = \frac{H^{(\tau)}_t(x)}{C^{(\tau)}_a c} e^{-cx_0} \prod_{j=1}^n p_{t_j-t_{j-1}}(x_{j-1},x_j).
$$

(4.18)
We note that as $\tau \to \infty$ the integral term in (4.6) converges to 0 and if $a < 0$ then the dominant term in the finite sum is the one with $k = 0$. Thus we have the following result: if $a < 0$ then

$$H_t^{(\tau)}(x) = 2^{a + 1}e^{(\tau - t)x^2/4}K_a(e^{-x}) \frac{\Gamma(-a)}{\Gamma(-a)}(1 + o(1)), \quad \tau \to +\infty.$$ 

In the same way, from (4.1) we see that when $a < 0$ then

$$C_{a,c}^{(\tau)} = 2^{a+c-1}\frac{\Gamma((c+a)/2)\Gamma((c-a)/2)}{\Gamma(-a)}e^{ax^2/4}(1 + o(1)), \quad \tau \to +\infty.$$ 

Thus we obtain

$$\lim_{\tau \to \infty} \frac{H_t^{(\tau)}(x)}{C_{a,c}^{(\tau)}} = \frac{4e^{-t\alpha^2/4}K_a(e^{-\alpha})}{2\Gamma((a+c)/2)\Gamma((c-a)/2)}.$$

If $a = 0$, changing the variable in the integral (4.6), compare (4.11), we get

$$H_t^{(\tau)}(x) = \frac{2}{\sqrt{\pi}}K_0(e^{-x}) \left( \frac{1}{\sqrt{\tau}} + o(1/\sqrt{\tau}) \right), \quad \tau \to \infty$$

and

$$C_{0,c}^{(\tau)} = \frac{2c}{2\sqrt{\pi}}\Gamma(c/2)^2 \left( \frac{1}{\sqrt{\tau}} + o(1/\sqrt{\tau}) \right), \quad \tau \to \infty.$$ 

(Here we use $\int_0^\infty \exp(-v^2/4)dv = 4\sqrt{\pi}$.) Thus (4.19) holds also for $a = 0$. This shows that the density (4.18) converges as $\tau \to \infty$ to the joint density

$$\frac{4}{2\pi((a+c)/2)\Gamma((c-a)/2)}e^{-x_0} \left( \prod_{j=1}^n p_{t_j-t_j-1}(x_{j-1},x_j) \right) e^{-\tau a^2/4}K_a(e^{-x_n})$$

of vector $(Z_0^{(a,c)}, Z_{t_1}^{(a,c)}, \ldots, Z_{t_n}^{(a,c)})$.

4.4. Proof of Theorem 2.5. Let $z > 0$. Following [DMY01] and [HY04], consider the transformation

$$T_z(X)(t) = X_t - \ln \left( 1 + z \int_0^t e^{X_s}ds \right)$$

that maps continuous function $\{X_t\}_{0 \leq t \leq t}$ into a continuous function.

For $\nu \in \mathbb{R}$ and $\alpha > 0$ we define the Generalized Inverse Gaussian distribution

$$P(GIG(\nu, \alpha) \in dx) = \frac{1}{2K_\nu(\alpha)} e^{-\frac{1}{2}(x+\alpha^2/\nu)}1_{\{x > 0\}}dx,$$

which in statistical literature [Jor12] comes with an additional scale parameter. From Proposition 4.1 in [HY04], we get the following result: for any $\alpha > 0$, $\nu \in \mathbb{R}$, $t \geq 0$ and every non-negative $\mathcal{F}_t$-measurable functional $F$ one has

$$\mathbb{E}[F(T_{GIG(\nu,\alpha)}(W^{(\nu)})(t), s \leq t)] = e^{-\nu^2 t/2}\mathbb{E} \left[ F(W_s, s \leq t)e^{-\frac{1}{2}\int_0^t e^{2W_s}ds K_\nu(\alpha W_s)} \right].$$

Here $W^{(\nu)}_t = W_t + \nu t$ is a standard Brownian motion with drift $\nu t$. We set $\nu = -a$, $\alpha = e^{-x}$, scale time parameter $t \mapsto t/2$, use the fact that $(W_t)_{t \geq 0}$ and $(-W_t)_{t \geq 0}$ have the same distribution (when
the Brownian motion is started from zero) and that the right hand side of (4.20) is invariant with respect to changing \( \nu \) to \(-\nu\). Applying the above identity to functional \( F(-W_s, s \leq t) \), we get

\[
(4.21) \quad \mathbb{E} \left[ F(-T_{\frac{1}{2}^{4.21}} GIG(-a, e^{-s})(-X^{(a)})(t), s \leq t) \right] = \mathbb{E} \left[ F(X_s - x, s \leq t) e^{-\frac{1}{4} \int_0^s e^{-2X_r} dr} e^{-2x^2t/4} K_a(e^{-X_t}) \mid X_0 = x \right],
\]

where \((X^{(\nu)}_t) := (W^{(\nu)}_{t/2}) = \left( \frac{\nu}{\sqrt{2}} W_t + \nu t/2 \right) = (B_t + \nu t/2)\) and \((X^{(0)}_t) := (X^{(0)}_t) = \left( \frac{\sqrt{2}}{\nu} W_t \right) = (B_t)\).

Let \(\tilde{X}\) be the Markov process having transition probability density (1.10). As was discussed in [BKWW21, Section 3], \(\tilde{X}\) can be identified with the Brownian motion \(B\) (of variance \(1/2\)) killed at a rate \(\frac{1}{2}e^{-2B_t}\). More precisely, the semigroup of the process \(\tilde{X}\) is given by

\[
\mathcal{P}_t f(x) = \mathbb{E}_x[f(\tilde{X}_t)] = \mathbb{E}\left[ e^{-\frac{1}{4} \int_0^t e^{-2B_r} dr} f(B_t) \mid B_0 = x \right].
\]

Thus we can rewrite (4.21) in the form

\[
(4.22) \quad \mathbb{E} \left[ F(-T_{\frac{1}{2}^{4.21}} GIG(-a, e^{-s})(-X^{(a)})(t), s \leq t) \right] = e^{-2t/4} \mathbb{E} \left[ F(\tilde{X}_s - x, s \leq t) K_a(e^{-\tilde{X}_t}) \mid \tilde{X}_0 = x \right].
\]

Now we start the process \(\tilde{X}\) from initial distribution

\[
\mathbb{P}(\tilde{X}_0 = dx) = \frac{4e^{-ct} K_a(e^{-x})}{2^c \Gamma((c - a)/2) \Gamma((c + a)/2)} dx
\]

and we note that this gives us the process \(Z^{(a,c)}\) in Theorem 2.4. So (4.22) becomes

\[
(4.23) \quad \int \mathbb{E} \left[ F(-T_{\frac{1}{2}^{4.21}} GIG(-a, e^{-s})(-X^{(a)})(t), s \leq t) \right] d\mathbb{P}(\tilde{X}_0 = dx) = \mathbb{E} \left[ F(Z^{(a,c)}_s - Z^{(a,c)}_0, s \leq t) \right].
\]

On the left-hand side of (4.23) we get:

\[
\int \frac{4e^{-ct} K_a(e^{-x})}{2^c \Gamma((c - a)/2) \Gamma((c + a)/2)} \mathbb{E} \left[ F(-T_{\frac{1}{2}^{4.21}} GIG(-a, e^{-s})(-X^{(a)})(t), s \leq t) \right] dx.
\]

We need to compute the distribution of the mixture

\[
\mathbb{P}(\frac{1}{2}^{4.21} GIG(-a, e^{-x}) \in dy) = \int_{\mathbb{R}} \frac{4e^{-ct} K_a(e^{-x})}{2^c \Gamma((c - a)/2) \Gamma((c + a)/2)} \mathbb{P}(\frac{1}{2}^{4.21} GIG(-a, e^{-x}) \in dy) dx.
\]

The density of this mixture of distributions can be written in the form

\[
\int_{\mathbb{R}} \frac{4e^{-ct} K_a(e^{-x})}{2^c \Gamma((c - a)/2) \Gamma((c + a)/2)} e^{-ax(2y)^{a-1}} e^{-y e^{-2y}/(4y)} dy = \frac{y^{(c-a)/2-1}}{\Gamma((c-a)/2)} e^{-y} 1_{y>0}
\]

and this is the density of \(\gamma(a-c)/2\) random variable. Thus we obtain

\[
\mathbb{E} \left[ F(Z^{(a,c)}_s - Z^{(a,c)}_0, s \leq t) \right] = \mathbb{E} \left[ F(-T_{\frac{1}{2}^{4.21}} GIG(-a, e^{-s})(-X^{(a)})(t), s \leq t) \right],
\]

which implies that the process \((Z^{(a,c)}_t - Z^{(a,c)}_0)\) has the same distribution as

\[
-T_{\gamma(a-c)/2}(-X^{(a)})(t) = X^{(a)}_t + \ln \left( 1 + \gamma(a-c)/2 \int_0^t e^{-2X_r} ds \right),
\]
where \((X_t^{(a)}) \sim \frac{1}{\sqrt{2}} W_t + a t/2\) and \(W_t\) is the standard Brownian motion. Using the fact that the distribution of \((Z_t^{(a,c)})\) is invariant under change \(a \mapsto -a\), we obtain the expression in (2.11) and thus conclude the proof of Theorem 2.5.

4.5. **Proof of Theorem 2.6.** Recall that the \(1/\sqrt{2}\) multiple of the 3-dimensional Bessel process \(BES^3\) [RY13, Ch VI §3] has transition probabilities

\[
P(\rho_t^{(c)} = dy | \rho_s^{(c)} = x) = \frac{y}{x} g_{t-s}(x,y) dy, \quad 0 \leq s < t, \ x, y > 0,
\]

with kernel (2.5).

**Proof of Theorem 2.6.** It is known [OLBC10, (10.25.3) and (10.30.3)] that

\[
K_0(z) \sim \sqrt{\frac{\pi}{2z}} e^{-z} \quad \text{as} \quad z \to \infty, \quad \text{and} \quad K_0(z) \sim -\log z \quad \text{as} \quad z \downarrow 0.
\]

We get

\[
\lim_{T \to \infty} K_0(e^{-z \sqrt{T}}) / \sqrt{T} = x 1_{\{x > 0\}}.
\]

Using this in (2.8) we see that the densities of \(Z_t^{(c/\sqrt{T})}\) converge pointwise. We get \(\frac{1}{\sqrt{T}} Z_t^{(c/\sqrt{T})} \Rightarrow c^2 x e^{-cx} 1_{\{x > 0\}} dx\), which is the density of \(\frac{1}{2} \gamma_2\). From (2.9) and (4.17), we see that the transition densities

\[
\frac{K_0(e^{-y \sqrt{T}})}{K_0(e^{-x \sqrt{T}})} \sqrt{T} p_{T(t-s)}(x \sqrt{T}, y \sqrt{T})
\]

for the process \(\frac{1}{\sqrt{T}} (Z_t^{(c/\sqrt{T})})_{t \geq 0}\) converge to (4.24) when \(x, y > 0\).

A minor technical issue is an undefined expression \(0/0\) in case \(x < 0\), which can be handled by considering joint multivariate density as in proof of Theorem 2.1. We omit the details. \(\square\)

4.6. **Proof of Theorem 2.8.** Recall that the initial law (2.10) is the law of \(-\log \left(\frac{2}{\sqrt{x^2 + c^2}}\right)\).

Since \(-\varepsilon \log c \Rightarrow \gamma_1\) as \(\varepsilon \to 0\), the initial law \(\mu_{x,c}(dx)\) is the law of \(\frac{2}{\sqrt{x^2 + y^2}} \gamma_1 + \frac{y}{x} \gamma_2\). In particular, when \(a = 0\) here we get (2.13).

For transition probabilities, we would only need to find the asymptotics of \(e^{-x^2} K_{a/\sqrt{T}}(e^{-x \sqrt{T}})\).

For \(a \neq 0\), the limit is

\[
\lim_{T \to +\infty} \frac{1}{\sqrt{T}} K_{a/\sqrt{T}}(e^{-x \sqrt{T}}) = \begin{cases} \frac{1}{2} \sinh(\alpha x) & x > 0, \\ 0 & x \leq 0. \end{cases}
\]

For \(x \leq 0\), the limit follows from (4.3). For \(x > 0\) we use (4.2) with \(\nu = a\). To avoid undefined expression \(0/0\) when \(x \leq 0\), we need to consider joint multivariate density as in the proof of Theorem 2.1. We omit the details.
4.7. Proofs of the observations about convergence of univariate laws. In this section we collect proofs of observations on the limits of the initial laws which served as justification that some of the limits in [BL22] do not extend to the Markov process level. A convenient tool for this task are identities for the Laplace transform, which we state in slightly more general form than what we need.

Recall (1.11). Since the joint law of \((Y_0, Y_\tau)\) is

$$\frac{1}{C_{a,c}} e^{-cx-ay} p_\tau(x,y) dx dy,$$

we have

$$E \left[ \exp \left( s_0 Y_\tau^{(a,c)} + s_1 Y_\tau^{(a,c)} \right) \right] = \frac{C_{a,s_1,c-s_0}}{C_{a,c}}.$$

This gives

(4.25) $$E \left[ \exp \left( -s Y_0^{(a,c)} \right) \right] = \frac{C_{a,s+c}}{C_{a,c}}.$$  

4.7.1. Proof of (1.15) (convergence to the exponential law). By symmetry, if \(a \neq 0\) without loss of generality we may assume that \(a < 0\) so \(\min\{a_c, c_e\} < 0\) for all \(\varepsilon > 0\) small enough.

We now use (4.25) to verify that \(\varepsilon Y_0^{(a_c,c_e)} \Rightarrow \gamma_1\). Of course \(c_e \to -a\) so without loss of generality, we assume \(a > 0\). The proof requires minor modifications if \(a < 0\). From (4.1), as \(\varepsilon \to 0\) we get

$$C_{a_c,c_e+\varepsilon s} \sim \frac{1}{8\pi} \int_0^\infty e^{-\tau u^2/4} \left| \frac{\Gamma(a+c_a+iu)}{\Gamma(a)} \right|^2 du$$

$$+ \frac{\Gamma(1+a+c)}{2\pi\Gamma(a)} \sum_{k \geq 0; \ -a+2k < 0} e^{(c+2k)/\varepsilon^2} (c_s - \varepsilon s)^k.$$

Since the integral converges and \(\Gamma(x) \sim \frac{1}{x} - \gamma\) as \(x \to 0\), the leading term in the asymptotics comes from the coefficient in front of the sum and the first term in the sum. We see that

$$E \left[ \exp \left( -s \varepsilon Y_0^{(a_c,c_e)} \right) \right] \sim \frac{C_{a,c+\varepsilon s}}{C_{a,c}} \sim \frac{\Gamma(c_c+c_a+\varepsilon s)}{\Gamma(c_c-c_e-\varepsilon s)} e^{\tau(c_c+\varepsilon s)^2/4} \times \frac{\Gamma(1+s/\varepsilon^2)}{\Gamma(\varepsilon/2)} \to 1$$

$$\frac{1}{1+s},$$

which is the Laplace transform of the exponential \(\gamma_1\) law.

4.7.2. Proof of asymptotic normality (2.12). We note that as indicated in (1.9), the law of \(Y_0^{(a,c)}\) depends on \(\tau\) though the normalizing constant and though \(H_0\).

Proof of (2.12). We use (4.25) to determine the Laplace transform.

$$L_\tau(s) := E \left[ e^{-s(Y_0^{(a,c)}+\tau c/2)}/\sqrt{\tau} \right] = e^{-s\varepsilon \sqrt{\tau}/2} \frac{C_{a,c+s/\sqrt{\tau}}}{C_{a,c}}.$$
It is enough to determine how the numerator depends on \( s \) for \( s < 0 \), discarding all multiplicative constants that will cancel out with the denominator. From (4.1) we know that \( C_{a,c+s\sqrt{c}}^{(\tau)} = I_\tau(s) + D_\tau(s) \) is the sum of the integral

\[
I_\tau(s) = \frac{1}{8\pi} \int_0^\infty e^{-\tau u^2/4} \left| \frac{\Gamma\left(\frac{a+iu}{2}, \frac{c+s\sqrt{c}+iu}{2}\right)}{\Gamma(iu)} \right|^2 \, du
\]

\[
\leq \frac{1}{8\pi} \int_0^\infty e^{\tau u^2} \left| \frac{\Gamma\left(\frac{a+iu}{2}, \frac{c+s\sqrt{c}+iu}{2}\right)}{\Gamma(iu)} \right|^2 \, du \to \frac{1}{8\pi} \int_0^\infty e^{-\tau u^2} \left| \frac{\Gamma\left(\frac{a+iu}{2}, \frac{c+iu}{2}\right)}{\Gamma(iu)} \right|^2 \, du,
\]

which is bounded in \( \tau \), and the finite sum

\[
D_\tau(s) = 2^{a+c+s\sqrt{c}} \frac{\Gamma\left(\frac{a+c+s\sqrt{c}}{2}, \frac{a-c-s\sqrt{c}}{2}\right)}{2(c + s/\sqrt{c})\Gamma(-c - s/\sqrt{c})}
\]

\[
\times \sum_{(k \geq 0; \, c+s/\sqrt{c}+2k < 0)} e^{\tau(c+s/\sqrt{c}+2k)^2/4} (c+s/\sqrt{c}+2k) \left( \frac{c+s/\sqrt{c}+2k}{k!} \right)^{1/2}.
\]

\[
= 2^{a+c+s\sqrt{c}} \frac{\Gamma\left(\frac{a+c+s\sqrt{c}}{2}, \frac{a-c-s\sqrt{c}}{2}\right)}{\Gamma(-c - s/\sqrt{c})}
\]

\[
\times \left( e^{\tau(c+s/\sqrt{c})^2/4} \frac{(c+s/\sqrt{c}+2)(a+c+s/\sqrt{c})}{2+c+s/\sqrt{c}-a} e^{\tau(c+s/\sqrt{c}+2)^2/4 + \ldots} \right).
\]

With \( s < 0 \), we see that \( e^{-sc\sqrt{c}} I_\tau \to 0 \) and that the leading term in the asymptotics comes from the first term in the sum \( D_\tau \). We get

\[
\lim_{\tau \to \infty} L_\tau(s) = \lim_{\tau \to \infty} e^{-sc\sqrt{c}/2} D_\tau(s) = \lim_{\tau \to \infty} e^{\tau(c+s/\sqrt{c})^2/4 - sc\sqrt{c}/2} \frac{e^{\tau^2/4}}{\sqrt{\tau}} = e^{s^2/4}.
\]
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