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Abstract—Model predictive control is a control approach that minimizes a stage cost over a predicted system trajectory based on a model of the system and is capable of handling state and input constraints. For uncertain models, robust or adaptive methods can be used. Because the system model is used to calculate the control law, the closed-loop behavior of the system and thus its performance, measured by the sum of the stage costs, are related to the model used. If it is adapted online, a performance bound is difficult to obtain and thus the impact of model adaptation is mostly unknown. This work provides a (worst-case) performance bound for a linear adaptive predictive control scheme with a specific model parameter estimation. The proposed bound is expressed in terms of quantities such as the initial system parameter error and the constraint set, among others and can be calculated a priori. The results are discussed in a numerical example.

I. INTRODUCTION

Model predictive control (MPC) has become a standard control approach in industrial practice. It iteratively solves an optimization problem, which minimizes a finite horizon sum of the so-called stage cost along the predicted trajectory of the system, calculated using a model of the system. Input and state constraints, which arise frequently in applications, can be directly considered in the optimization. Because of its predictable nature, the behavior of the closed-loop system is directly related with the model used by the MPC scheme, [2], [16]. In the presence of model uncertainty various settings of MPC have been proposed that are tailored to this case, e.g., robust MPC [3], [13], [18], [22]; adaptive MPC [10], [12], [23]; or stochastic MPC [11], [13], [19].

Most studies of MPC schemes focus only on stability and recursive feasibility. Usually, so-called terminal conditions, i.e. terminal cost and terminal constraints, are used to guarantee these properties, see [17] for a survey. Since terminal conditions can be difficult to design and pose an additional burden on the optimization, schemes without such constraints have been analyzed, see, e.g., [8], [9] and [5]. In this case a sufficiently long optimization horizon can guarantee these properties. The stability analysis of these approaches is commonly based on relaxed dynamic programming, [14], [20]. Not only can stability be shown with this approach, but bounds on the infinite horizon (IH) performance under the given stage cost can also be provided, e.g. [8]. These results have been extended in a robust setting to models with uncertainties or disturbances in [21].

Adaptive MPC schemes can also be used in the case of uncertain models. These schemes use a system model that is updated online. Studies of stability and feasibility usually incorporate properties of the specific estimation algorithm used, as done in, for example, [1], [7], [15]. Performance studies for adaptive MPC schemes are scarce. Some effort has lately been put into this direction in [15], where the authors provide a state norm bound for linear systems with affine uncertainties and disturbances. However, the relation of the controller performance to the optimal IH cost along the true dynamics has not been addressed, even though MPC is an approximation of the solution of the infinite horizon optimal control problem. This work analyzes the performance of linear adaptive MPC under a specific parameter estimation approach and provides a worst-case a priori bound on the IH cost depending on particular aspects of the estimation algorithm. After the control and estimation framework is established in Sec. III the main results of Sec. III provide a computable bound on the IH cost. Specifically, the optimal finite horizon (FH) cost of the MPC scheme is related to the optimal IH cost, and afterwards, the closed-loop IH cost under the applied control actions resulting from the MPC scheme with estimated parameters is incorporated.

Notation: The $i$-th entry of a vector is denoted $[a]_i$. A column vector of ones is denoted by $1$, a vector of zeros is denoted analogously and the identity matrix is denoted by $I$. The size of these vectors and matrices is inferred from context. Positive (semi)definite matrices are denoted $A \succeq 0$ ($A \succeq 0$). The Euclidean norm of vector $x$ is denoted by $\|x\|$ and for $S \succ 0$ define $\|x\|^2_S = x^T S x$. For a matrix $A$, $\|A\|$ denotes the induced norm of the Euclidean vector norm, i.e., $\|A\| = \text{sup}\{\|Ax\| : x \in \mathbb{R}^n, \|x\| = 1\}$. The set of natural numbers is denoted $\mathbb{N}$ and the set of natural numbers and zero is $\mathbb{N}_0$. $\mathbb{R}_{\geq 0}$ is the set of non-negative real numbers, $\mathbb{R}_{>0}$ is defined analogously. $\mathbb{A} \oplus \mathbb{B}$ denotes the Minkowski set addition.

II. PROBLEM SETUP AND PRELIMINARIES

We consider discrete-time linear time-invariant systems of the form

$$x_{k+1} = A(\theta^*)x_k + B(\theta^*)u_k,$$

(1)

where $x_k \in \mathbb{R}^n$ is the state of the system starting at $x_0$, $u_k \in \mathbb{R}^m$ is the control input and $\theta^* \in \mathbb{R}^p$ is an unknown constant parameter vector. The following assumption specifies the dependence of the system matrices on the unknown parameter vector.
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Assumption 1 (Uncertainty): The system matrices depend affinely on the parameter vector $\theta^* \in \mathbb{R}^p$, i.e.,

$$(A(\theta^*), B(\theta^*)) = (A_0, B_0) + \sum_{i=1}^{p} (A_i, B_i)[\theta^*]_i,$$

which is contained in a known set $\Theta$, i.e.,

$$\theta^* \in \Theta := \{ \theta \in \mathbb{R}^p | H_0 \theta \leq h_0 \}.$$  

(3)

Oftentimes it is desirable that the state and input are constrained to a user-defined set. Consider the polytopic constraint set

$$Z = \{ (x, u) \in \mathbb{R}^n \times \mathbb{R}^m | Fx + Gu \leq 1 \}$$

(4)

with given matrices $F \in \mathbb{R}^{c \times n}$ and $G \in \mathbb{R}^{c \times m}$. This type of constraint set includes, e.g., input saturation.

The objective of this work is to investigate the closed-loop stability of the origin and the associated infinite horizon (IH) cost function of the form

$$J_\infty(x_0, \theta^*, \{ u_k \}) := \sum_{k=0}^{\infty} \| x_k \|^2_Q + \| u_k \|^2_R$$

(5)

along system (1) under a sequence of controls $\{ u_k \}_{k=0}^{\infty}$ generated by a particular MPC and parameter estimation algorithm, for any $x_0$ such that the MPC optimal control problem is initially feasible. Here, $Q \in \mathbb{R}^{n \times n}$ and $R \in \mathbb{R}^{m \times m}$ satisfying $Q, R > 0$ are user-defined state and input weighting matrices. Let $\{ u^*_{\text{est}}(x_0) \}_{k=0}^{\infty}$ denote the minimizing sequence to $J_\infty$ and $V_\infty(x_0) := J_\infty(x_0, \theta^*, \{ u^*_k \})$, for all $x_0$.

The remainder of this section introduces the control setting of [15], whose performance is evaluated in the subsequent Sec. III.

A. Parameter estimation

First, the parameter and parameter set estimation is discussed. Denote $\Theta_k$ the so-called membership set which refers to a set of uncertain parameters and for which it holds that $\theta^* \in \Theta_k$, for all $k \in \mathbb{N}_0$. Let $D(x, u) \in \mathbb{R}^{n \times p}$ be defined as

$$D(x, u) := [A_1 x + B_1 u, A_2 x + B_2 u, \ldots, A_p x + B_p u],$$

and

$$\Delta_k := \{ \theta \in \mathbb{R}^p | x_k - (A(\theta)x_{k-1} + B(\theta)u_{k-1}) = 0 \}.$$  

(6)

Starting at some initial guess $\Theta_0 = \Theta$, let

$$\Theta_k = \Theta_{k-1} \cap \Delta_k, \quad k \in \mathbb{N}.$$  

(7)

For a particular realization of this update, the reader may consult [15, Sec. 3].

In addition to the membership set, a point estimate $\hat{\theta}_k \in \mathbb{R}^p$, $k \in \mathbb{N}_0$, of the unknown parameter is used. Given $\hat{\theta}_k$ and any $u \in \{ u_l \}_{l=0}^{N-1}$, $u_l \in \mathbb{R}^m$, denote

$$\hat{x}_{l+1|k}(u; x_k) = A(\hat{\theta}_k) \hat{x}_{l|k}(u; x_k) + B(\hat{\theta}_k) u_l,$$

$$\hat{x}_{\text{est}|k}(u; x_k) = x_k$$

(8)

for any $x_k \in \mathbb{R}^n$ as well as

$$x^{*}_{l+1|k}(u; x_k) = A(\theta^*) x^{*}_{l|k}(u; x_k) + B(\theta^*) u_l,$$

$$x^{\text{est}|k}(u; x_k) = x_k,$$

(9)

with which the prediction error can be defined as

$$\hat{x}_{l|k}(u) := x^{*}_{l|k}(u; x_k) - \hat{x}_{l|k}(u; x_k)$$

(10)

$$= \sum_{i=0}^{l-1} A^i(\hat{\theta}_k) D(x^*_{i-1|k}(u; x_k), u_{i-1}) (\theta^* - \hat{\theta}_k)$$

for $l \in \{1, \ldots, N\}$, noting that $\hat{x}_{0|k}(u) = 0$. Starting at a known initial guess $\hat{\theta}_0 \in \Theta$, the point estimate $\hat{\theta}_k$ is obtained via

$$\hat{\theta}_k = \prod_{i=0}^{k} (\theta^{\text{est}}_i),$$

$$\theta^{\text{est}}_k := \hat{\theta}_{k-1} + \mu D(x_{k-1}, u_{k-1})^\top (x_k - \hat{x}_{1|k-1}(u_{k-1}; x_{k-1}))$$

(11)

where $\mu \in \mathbb{R}_{>0}$ denotes the gain satisfying $\frac{1}{\mu} > \sup_{(x, u) \in Z} \| D(x, u) \|_2^2$ and $\prod_{\Theta}(\hat{\theta}) = \arg \min_{\theta \in \Theta} \| \theta - \hat{\theta} \|$ denotes the Euclidean projection of $\hat{\theta}$ in $\mathbb{R}^p$ onto the set $\Theta$. Let $\hat{\theta}_k := \theta^* - \hat{\theta}_k$.

The following result will be used in the subsequent performance study:

Lemma 1 ([15]): If $\sup_{x \in \mathbb{N}} \| x_k \| < \infty$, $\sup_{x \in \mathbb{N}} \| u_k \| < \infty$, then $\hat{\theta}_k \in \Theta$ for all $k \in \mathbb{N}$ along (11), with $\hat{\theta}_0 \in \Theta$, and

$$\sup_{m \in \mathbb{N}, \theta \in \Theta} \frac{\sum_{k=0}^{m} \| \hat{x}_{1k} \|_2^2}{\mu} \leq 1.$$  

(12)

From eq. (11), using the bound $\mu$ and the sum of a geometric progression

$$\| \hat{x}_{1k}(u) \|^2 \leq \frac{c_1(l, \hat{\theta}_k)}{\mu} \| \theta^* - \hat{\theta}_k \|^2$$  

(13)

in which

$$c_1(l, \hat{\theta}_k) := \begin{cases} 1 - \frac{\| A(\hat{\theta}_k) \|^4}{1 - \| A(\hat{\theta}_k) \|^4} \| A(\hat{\theta}_k) \| \neq 1 \\ l \text{ else.} \end{cases}$$

Remark 1: Lemma [11] is a consequence of the dynamics of the chosen parameter estimation algorithm. Using similar prediction error bounds to (12) for other algorithm choices based on properties such as, for example, convergence speed, the subsequent performance analysis could be extended to other estimation schemes. This also holds for algorithms which use noisy measurements, which are beyond the scope of this work.

The utilized MPC scheme uses the point estimate and the membership set as described in the following section.

B. Adaptive MPC

The control sequence applied to the system is obtained via a tube-based adaptive MPC. The control action is determined using the parametrization

$$u_{l|k}(x) = K x + v_{l|k},$$  

(14)

where $v_{l|k} := \{ v_{l|k} \}_{l=0}^{N-1}$ denotes MPC decision variables and $K \in \mathbb{R}^{m \times n}$ is a feedback gain that satisfies the following assumption
Assumption 2: For all \( \theta \in \Theta \), \( A_c(\theta) := A(\theta) + B(\theta)K \) is stable.

Remark 2: It may not be possible to find \( K \) such that assumption \( 2 \) is fulfilled, for example when \((A(\theta), B(\theta)) \) is not stabilizable for some \( \theta \in \Theta \). If such a \( K \) exists, it can be determined using linear matrix inequalities using the method in \([6]\).

Consider an auxiliary state tube sequence \( \{X_t[k]\}_{t=0}^N \) which satisfies
\[
X_{0|k} = x_k
\]
\[
X_{t+k|k} \supseteq A(\theta)x + B(\theta)u_{t|k}(x) \quad \forall x \in X_t[k], \theta \in \Theta_k, \quad (15)
\]
\[
x \times u_{t|k}(x) \in \mathbb{Z} \quad \forall x \in X_t[k].
\]

The sets \( X_t[k] \) are recursively calculated as
\[
X_t[k] = \{z_t[k]\} + \alpha_t[k]X_0
\]
with a set of optimization variables \( z_t[k] := \{z_{t|k}\}_{t=0}^N \), \( z_{t|k} \in \mathbb{R}^n \), and \( \alpha_t[k] := \{\alpha_{t|k}\}_{t=0}^N \), \( \alpha_{t|k} \in \mathbb{R}_{\geq 0} \), such that (15) holds, based on a given polytope \( X_0 \).

Consider further the following

Assumption 3: There exist a nonempty set \( X_f \) := \((z, \alpha) \in \mathbb{R}^n \times \mathbb{R}_{\geq 0}) | H_Tz + h_T\alpha \leq 1 \) such that \((x, Kx) \in \mathbb{Z} \) for all \( x \in \{z\} + \alpha X_0 \), \((z, \alpha) \in \mathbb{R}^n \times \mathbb{R}_{\geq 0} \), and all \( \theta \in \Theta \).

\[
(z, \alpha) \in X_f \implies \exists (z^+, \alpha^+) \in X_f \quad \text{s.t.} \quad A_c(\theta)\{z\} + \alpha X_0 \subseteq \{z^+\} + \alpha^+ X_0.
\]

Define the cost function
\[
J_N(x_k, \hat{\theta}_k, v_k)
\]
\[
:= \sum_{l=0}^{N-1} \|\hat{x}_{l|k}(u_k; x_k)\|^2_Q + \|u_{l|k}\|^2_R + \|\hat{x}_{N|k}(u_k; x_k)\|^2_Q,
\]
with \( 8 \) using \( \hat{\theta}_k \) and \( u_{l|k} \) defined as in \( 14 \), where \( P \in \mathbb{R}^{n \times n} \), \( P > 0 \) is such that
\[
A_c(\theta)^T P A_c(\theta) + Q + K^T RK \preceq P \quad \forall \theta \in \Theta.
\]

Remark 3: A matrix \( P \) that fulfills \( 13 \) can be found in a similar manner as in \([6, \text{Thm. 1}]\).

Henceforth, all decision variables are grouped in \( d_k := (z_k, \alpha_k, v_k) \). For any \((x_k, \Theta_k)\), let
\[
\mathbb{D}(x_k, \Theta_k) := \{d_k | \exists (z_{N|k}, \alpha_{N|k}) \in X_f \}
\]
be the set of admissible decision variables.

At each time step \( k \), the predictive control and parameter estimation scheme finds a minimizing collection of sequences \( d_k := (z_k, \alpha_k, v_k) \) to
\[
\min_{d_k} J_N(x_k, \hat{\theta}_k, v_k)
\]
\[
\text{s.t.} \quad d_k \in \mathbb{D}(x_k, \Theta_k)
\]
(19)

based on the current estimate \( \hat{\theta}_k \), \( \Theta_k \) and measurement \( x_k \). To comply with \( 15 \), denote the minimum to \( 19 \) by \( V_N(x_k, \hat{\theta}_k, \Theta_k) := J_N(x_k, \hat{\theta}_k, \Theta_k) \).

\[
V_N(x_k, \hat{\theta}_k, \Theta_k) \leq \sum_{l=0}^{N-1} \left(1 + \epsilon_1\right) \|x_{l|k}(\tilde{u}_k; x_k)\|^2_Q + \|\tilde{u}_{l|k}\|^2_R
\]
\[+ \frac{c_Q (l, \hat{\theta}_k)^2}{\mu^2} \left(1 + \frac{1}{\epsilon_1}\right) \|\hat{\theta}_k\|^2 + c_f \]
(22)

for all \( \epsilon_1 \in \mathbb{R}_{>0} \), making use of the fact that \( x_{N|k}(\tilde{u}_k; x_k) \in \{z_{N|k}\} + \alpha_{N|k}X_0 \), \((z_{N|k}, \alpha_{N|k}) \in X_f \).

For any \( k \in \mathbb{N}_0 \), define \( \delta_{u_{l|k}} := u^*_l(x_k) - \tilde{u}_{l|k}, l \in \{0, \ldots, N - 1\} \) and recall that
\[
x_{l|k}(u_k + w_k; x_k) = x_{l|k}(u_k; x_k) + x_{l|k}(w_k; 0)
\]
for any \( u_k, w_k \). Applying \( 21 \) to \( \tilde{u}_{l|k} \) and \( x_{l|k}(u_k; x_k) \), both times with the same \( \epsilon = \epsilon_2 \in \mathbb{R}_{>0} \), it follows that
\[
\sum_{l=0}^{N-1} \left(1 + \epsilon_1\right) \|x_{l|k}(\tilde{u}_k; x_k)\|^2_Q + \|\tilde{u}_{l|k}\|^2_R
\]
\[\leq \sum_{l=0}^{N-1} \left(1 + \epsilon_1\right)(1 + \epsilon_2) \|x_{l|k}(u_k; x_k)\|^2_Q
\]
in which \( \|u_t^*(x_k)\|_R^2 \) is additionally magnified by \((1 + \varepsilon_1) \) with \( \varepsilon_1 \in \mathbb{R}_{>0} \). Recall that

\[
x_t^i(\delta u; 0) = \sum_{l=0}^{N-1} A(\theta^*)^l B(\theta^*) \delta u_{l+1-i-k}^i
\]

for \( l \in \{1, \ldots, N\} \) is the closed form for the state under \( \delta u \) starting at zero initial state. Denoting \( c_B = \max_{\theta \in \Theta_k} \| B(\theta) \| \), \( c_A = \max_{\theta \in \Theta_k} \| A(\theta) \|^2 \) and \( c_R = \| R \| \), the above inequality can further be written as

\[
\sum_{l=0}^{N-1} (1 + \varepsilon_1) \|x_t^i(\tilde{u}; x_k)\|_Q^2 + \|\tilde{u}_t^i\|_R^2 \\
\leq (1 + \varepsilon_1) (1 + \varepsilon_2) \|x_t\|_V^2 \\
+ \sum_{l=0}^{N-1} \left( 1 + \varepsilon_1 \right) \left( 1 + \frac{1}{\varepsilon_2} \right) c_Q c_B \sum_{i=0}^{N-1} c_A^i \|\delta u_{l-i-1-k}^i\|^2 \\
+ \left( 1 + \frac{1}{\varepsilon_2} \right) c_R \|\delta u_{l-i-1-k}^i\|^2
\]

where \( \|x_t\|_V \) has been employed as an upper bound on the finite horizon cost.

It is possible to bound \( \|\delta u_t^i\| \) for any given tuple \( \{x_k, \tilde{\theta}_k, \Theta_k\} \), as shown by an example in the appendix. It should be noted that the presented bound is associated with the constraint set \( Z \), the parameter estimate \( \tilde{\theta}_k \) and the membership set \( \Theta_k \) and may be improved upon, which however is beyond the scope of this work. Denote a particular bound by \( \|\delta \tilde{u}_t^i\|^2 \geq \|\delta u_t^i\|^2 \). Then, it follows from (22) that

\[
V_N(x_k, \hat{\theta}_k, \Theta_k) \leq (1 + \varepsilon_1) (1 + \varepsilon_2) \|x_t\|_V^2 \\
+ (1 + \varepsilon_1) \left( 1 + \frac{1}{\varepsilon_2} \right) c_Q c_B \sum_{i=0}^{N-1} c_A^i \|\delta \tilde{u}_t^i\|^2 \\
+ \left( 1 + \frac{1}{\varepsilon_2} \right) c_R \|\delta \tilde{u}_t^i\|^2
\]

and with \( \Delta_1 = \Delta_1 + \Delta_2 \), inequality (20) is obtained.

The next theorem is our main result and relates the infinite horizon closed-loop cost of system (1) under the adaptive MPC, i.e., \( J_\infty (x_0, \theta^*; \{u_{k}^{\text{MPC}}\}) = J_\infty^{\text{MPC}}(x_0) \), with the value function of the IH control problem \( \hat{V}_\infty(x_0) \).

**Theorem 1:** Let Assm. (13) hold. For any \( Z \subseteq \mathbb{R}_n \times \mathbb{R}^m \), any \( \{x_0, \Theta_0\} \) such that \( D(x_0, \Theta_0) \neq \emptyset \) and any \( \hat{\theta}_0 \in \Theta_0 \), there exist \( \alpha V, \alpha_f, \alpha_\Delta \geq 0 \) and a function \( a : \mathbb{R}_\geq \times \mathbb{R}_\geq \rightarrow \mathbb{R}_\geq \) such that the following bound holds

\[
J_\infty^{\text{MPC}}(x_0) \leq \alpha V \|x_t\|_V^2 + \alpha_f \|x_t\|_F^2 \|\hat{\theta}_t\|_\mu^2 + a(\|\hat{\theta}_t\|_\mu^2)
\]

along the closed-loop (1) under \( \{u_{k}^{\text{MPC}}\} \), point estimate (11) and the membership set update (7).

**Proof:** Recall from [15, Thm. 14] that the sequence \( u_{k}^{l+1} = \tilde{u}_{k+1}^{l+1} \) for \( l \in \{0, \ldots, N - 2\} \) and \( u_{N-1}^{l+1} = 0 \) is feasible and that for \( \delta \tilde{x}_k = \tilde{x}_{l+1-k}^{l+1}(u_k^{l+1}; x_{k+1}) - \tilde{x}_{l+1-k}^{l+1}(\tilde{u}_k; x_k) \), \( u_k^{l+1} = K(l+1)(u_{k+1}; x_{k+1}) + u_{k+1}^{l+1} \), it holds that

\[
\|\delta \tilde{x}_l\|^2 \leq \|S\|\|\delta \tilde{x}_l\|^2 \leq c_2(l)\|S\|\|\tilde{x}_l\|^2
\]

where

\[
c_2(l) := \begin{cases} 
1 - \frac{l+1}{l} & c_{cl} \neq 1 \\
1 - \frac{1}{l} \quad & \text{else}
\end{cases}
\]

with \( c_{cl} = \max_{\theta \in \Theta} \|A_{cl}(\theta)\|^2 \).

Consider the following difference

\[
V_N(x_{k+1}, \hat{\theta}_{k+1}, \Theta_{k+1}) - V_N(x_k, \hat{\theta}_k, \Theta_k) \leq \|x_t\|_Q^2 - \|u_t^{\text{MPC}}\|_R^2 + \varepsilon_3 c_3 (\|x_t\|_Q^2 + \|\tilde{x}_t\|_Q^2 + \|\delta \tilde{x}_t\|^2)
\]

which has been observed in [15], with \( \bar{Q} = Q + K^T R K \), for any \( \varepsilon_3 \in \mathbb{R}_\geq \). Denoting

\[
c_3 := \sum_{i=1}^{N-1} \frac{c_2(l)\|\bar{Q}\| + c_2(N)\|P\|}{c_3}
\]

the cost difference can be further bounded by

\[
V_N(x_{k+1}, \hat{\theta}_{k+1}, \Theta_{k+1}) - V_N(x_k, \hat{\theta}_k, \Theta_k) \leq \|x_t\|_Q^2 - \|u_t^{\text{MPC}}\|_R^2 + \varepsilon_3 c_3 (\|x_t\|_Q^2 + \|\tilde{x}_t\|_Q^2 + \|\delta \tilde{x}_t\|^2)
\]

where \( c_{\theta}(\|x\|_2^2) \) is a computable bound on the finite horizon cost \( V_N \) (see, e.g., [15, Thm. 14] or [4]).
Then, adding the term \( \varepsilon_3 c_\theta ||u_k^{\text{MPC}}||^2 \), it can be observed that
\[
- \| x_k \|_Q^2 - ||u_k^{\text{MPC}}||^2_R + \varepsilon_3 c_\theta \| x_k \|^2 + \left( 1 + \frac{1}{\varepsilon_3} \right) c_\delta \| \bar{\theta}_1 || (\bar{u}_k) \|^2 \\
\leq - \gamma \left( \| x_k \|_Q^2 + ||u_k^{\text{MPC}}||^2_R \right) + \left( 1 + \frac{1}{\varepsilon_3} \right) c_\delta \| \bar{\theta}_1 || (\bar{u}_k) \|^2,
\]
where \( \gamma := (1 - \varepsilon_3 c_\theta \| \bar{Q} \|)^2 \) in which \( \bar{Q} \) is a matrix such that \( \bar{Q}^T \bar{Q} = I \).

Summing both sides of the previous inequality from 0 to \( m \) and using Lem[1] yields
\[
\gamma \sum_{k=0}^m \| x_k \|_Q^2 + ||u_k^{\text{MPC}}||^2_R \\
\leq V_N(x_0, \bar{\theta}_0, \Theta_0) + \left( 1 + \frac{1}{\varepsilon_3} \right) \frac{c_\delta}{\mu} \| \bar{\theta}_0 \|^2.
\]
Choosing \( \varepsilon_3 \) s.t. \( \gamma > 0 \), letting \( m \to \infty \) and using proposition[1] we finally obtain the bound
\[
J_{\infty}^{\text{MPC}}(x_0) \leq \frac{c V}{\alpha_0} V_N(x_0) + \left( 1 + \frac{1}{\varepsilon_3} \right) \frac{c_f}{\gamma} \| \bar{\theta}_0 \| + \left( 1 + \frac{1}{\varepsilon_3} \right) \frac{c_\delta}{\gamma \mu} \| \bar{\theta}_0 \|^2 \]
(26)

This theorem provides an apriori bound for the total infinite horizon closed-loop cost in relation to the optimal infinite horizon cost, based on various available quantities, notably the initial parameter error, the constraint set and the MPC design parameters.

**Remark 4**: The proposed bound holds for any \( \varepsilon_1, \varepsilon_2, \varepsilon_3 \in \mathbb{R}_{>0} \) such that \( \gamma > 0 \), which are contained in the scalars seen in inequality (26). Heuristically, one may compute scalars to obtain the lowest performance bound via solving
\[
\min_{\varepsilon_1, \varepsilon_2, \varepsilon_3 \in \mathbb{R}_{>0}} \lambda \| \alpha V - 1 \|^2 + \alpha \Delta + \alpha f + \alpha (||\bar{\theta}_0||, \mu) \\
\text{s.t.} \quad \gamma > 0
\]
where \( \lambda \in \mathbb{R}_{>0} \) is a weighting factor and the explicit dependence of each term on \( \varepsilon_i \) is omitted.

**IV. NUMERICAL EXAMPLE**

Consider a second-order system (1) specified by matrices (2) with:
\[
A_0 = \begin{bmatrix} 0.9 & 0.3 \\ 0 & -0.3 \end{bmatrix}, \quad B_0 = \begin{bmatrix} 0.4 \\ 0 \end{bmatrix}, \\
A_1 = 0_{2 \times 2}, \quad B_1 = \begin{bmatrix} 0.5 \\ 0 \end{bmatrix}, \\
A_2 = \begin{bmatrix} 0.143 & -0.025 \\ -0.041 & 0.298 \end{bmatrix}, \quad B_2 = \begin{bmatrix} -0.12 \\ -0.30 \end{bmatrix}, \\
A_3 = \begin{bmatrix} 0.282 & 0.134 \\ 0.283 & -0.242 \end{bmatrix}, \quad B_3 = 0_{2 \times 1},
\]
with \( x_0 = [-3 -1]^T \), \( \theta^* = [0.5 0.5 0.75]^T \), state constraints \( ||x||_1 \leq 5, -5 \leq ||x||_2 \leq 1.5 \) and input constraints \( ||u|| \leq 6 \). The MPC horizon was set to \( N = 10 \). The weighting matrices are
\[
Q = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad R = 1, \quad P = \begin{bmatrix} 13.34 & 2.54 \\ 2.54 & 2.28 \end{bmatrix}
\]
and the prestabilizing feedback gain is \( K = [-1.58 - 0.57] \), where matrices \( K \) and \( P \) were determined as specified in Remarks [2] and [3]. The bound provided by Thm. [1] depends on various quantities. In this example, the change in closed-loop behavior of the system and how it relates to the proposed performance bound, will be investigated, focusing on the membership set \( \Theta_0 \) and the initial parameter error \( \bar{\theta}_0 \).

Fig. [1] shows the trajectory of the system under the MPC scheme for initial membership sets of the form \( \Theta_{0j} = \{ \theta \in \mathbb{R}^3 \mid a_{ij} \leq [\theta]_i \leq b_{ij} \} \) with different sizes, quantified in terms of volume (\( V_{\Theta_0} \)); and with \( \bar{\theta}_0 \) randomly selected from this set. Smaller sets exhibit a more direct path between \( x_0 \) and the origin, which may be correlated with less prediction offset. The influence of the size of the initial membership on the closed-loop cost is shown in Fig. [2] where the previous simulation was performed for forty random \( \bar{\theta}_0 \) for each set and then a box plot with the results of the IH closed-loop cost was drawn for each set. For volumes from zero to approximately 0.33, it can be seen that for larger sets a worse performance may be expected, but also that a relatively good performance cannot be completely excluded for large sets. In the case of volumes larger than 0.33, the cost results get closer to each other. This may be due to the fact that the set of feasible inputs for the MPC optimization problem (19) becomes significantly smaller as the membership set grows very large, because the system constraints must hold for all possible system trajectories. In the bound (26), \( \Theta_0 \) influences various scalars that characterize maximal changes of the system trajectory, for example \( c_A \) included in \( \Delta \), cf. (24). The initial membership set also influences the bound of the MPC value function. However, a more precise quantitative assessment of the influence of this set is difficult to make.

Fig. [3] shows the closed-loop trajectory for different values of \( ||\bar{\theta}_0|| \) and \( \Theta_0 = \{ \theta \in \mathbb{R}^3 \mid 0 \leq [\theta]_i \leq 0.75 \} \). Since there is an infinite number of \( \bar{\theta}_0 \) for some specific norm, \( \bar{\theta}_0 \) that point in the direction of \( \theta^* \) were selected for the simulation. Compared to the results for \( \Theta_0 \), the influence of \( \bar{\theta}_0 \) is less pronounced in this simulation. In contrast to the case for \( \Theta_0 \), a precise statement about the influence of \( \bar{\theta}_0 \) on the closed-loop performance can be made. The norm of the initial parameter error appears as a quadratic term in the performance bound of Thm. [1] and thus a worst-case quadratic performance decrease can be expected. This is seen in the simulation results in Fig. [4] where the worst-case closed-loop performance was plotted, which was determined as follows. For each value of the norm \( ||\bar{\theta}_0|| \), the system was simulated with different \( \bar{\theta}_0 \) with this given norm and the highest closed-loop IH cost was selected.
V. Conclusion

In this paper a bound for the closed-loop performance of an adaptive tube-based MPC scheme is proposed. This bound was derived in two steps, first relating the value function of the MPC scheme to the optimal cost of the infinite horizon problem with true system parameters; and then using the difference of the MPC value function between two consecutive time steps to bound the infinite sum of the closed-loop cost. The bound can be calculated a priori and is expressed in terms of various quantities associated with the control problem such as the initial system parameter error, the constraint set and parameters of the MPC scheme such as the weighting matrices among others. The bound represents a first step into analyzing and quantifying the influence of online adaptation on the performance of MPC schemes, and thus into quantifying the benefits of online adaptation in comparison to other MPC schemes capable of handling uncertain models.

APPENDIX

For \( \bar{u}_{l|k}, \hat{x}_{l|k}(\bar{u}_{k}; x_k), k \in \mathbb{N}_0 \), it holds \( F\hat{x}_{l|k}(\bar{u}_{k}; x_k) + G\bar{u}_{l|k} \leq 1, \ l \in \mathbb{N}_0^{N-1} \). Then, \( F\hat{x}_{l|k}(\bar{u}_{k}; x_k) + G(u^*_l|k - \delta u_{l|k}) \leq 1, \ l \in \mathbb{N}_0^{N-1} \), with \( \delta u_{l|k} \) as previously defined. An upper bound for \( ||\delta u_{l|k}||^2 \) can be found using the solution of the optimization problem

\[
\max_{\delta \nu^*_N, \nu^*_N, x_N} \delta \nu^*_N \delta \nu_N \\
\text{s.t.} \quad F\hat{x}_{l|k}(\bar{u}_{k}; x_k) + G(\nu^*_l|k - \delta \nu_{l|k}) \leq 1 \\
F\chi_{l|k} + G
u_{l|k} \leq 1, \quad \nu_{l|k} - \delta \nu_{l|k} = \bar{u}_{l|k}, \\
\ l \in \{0, \ldots, N - 1\}
\]

where \( \delta \nu_N := [\delta \nu_{1|k}, \ldots, \delta \nu_{N-1|k}] \), and \( \nu_N, x_N \) are defined in a similar manner. Notice that \( \hat{x}_{l|k}(\bar{u}_{k}; x_k) \) is the predicted trajectory for specific \( x_k, \theta_k, \Theta_k \) and \( \bar{u}_{l|k} \) is the associated input. Let \( \delta \bar{u}_N^* \) be the corresponding optimum, then it holds \( ||\delta u_{l|k}|| \leq ||\delta \bar{u}_{l|k}|| \) for specific \( x_k, \theta_k, \Theta_k \).
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