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Abstract

In our work we address limitations in the state-of-the-art in idiom type identification. We investigate different approaches for a lexical fixedness metric, a component of the state-of-the-art model. We also show that our Machine Learning based approach to the idiom type identification task achieves an F1-score of 0.85, an improvement of 11 points over the state-of-the-art.

1 Introduction

Idioms are a figurative form of language whose meaning is non-compositional, i.e., their meaning cannot be derived from their individual constituents. Examples of idioms, from English, are pull one's leg (“to trick someone by telling something untrue”) and hit the mark (“be successful in an attempt or accurate in a guess”).

Any natural language processing (NLP) system must be able to correctly process and interpret idioms (Villavicencio et al., 2005). A common practice in NLP systems is to use an idiom dictionary as part of the process for handling idioms. However, compiling and maintaining a dictionary by hand is expensive and time consuming. Therefore, reliable ways of automatically identifying idioms are important to keep idiom dictionaries in NLP systems up-to-date (Bannard, 2007).

The automatic construction of idiom dictionaries using idiom type identification (i.e., identifying expressions that have an associated idiom) is an active topic of research. Within this field, researchers have mainly followed two approaches: supervised methods that rely on manually encoded knowledge (e.g., (Copestake et al., 2002)); and unsupervised methods that rely on knowledge extracted from corpora (e.g., (Lin, 1999), (Bannard, 2007) and (Fazly et al., 2009)). Note that to date the supervised methods are idiom-specific and cannot be generalized to a broader class of expressions.

Our research focuses the task of identifying expressions composed of a verb and a noun occurring in its direct object position that have an idiomatic meaning associated with them (Nunberg et al., 1994). These expressions are referred to as VNICs, short for verb+noun idiomatic combination. VNICs are the most frequent class of idioms (Villavicencio et al., 2004) and occur across languages (Baldwin and Kim, 2010). We refer to this task as VNIC type identification.

We consider the state-of-the-art method within the field of VNIC type identification to be the work of Fazly et al. (2009). Fazly et al. devise a set of fixedness metrics based on the observation that VNICs are generally more lexically and syntactically fixed than other verb+noun combinations.

In our current work, we identify a number of problems with Fazly et al.’s model and propose modifications to overcome these difficulties. Also, we show that using the fixedness metrics as input features to a Support Vector Machine (SVM) classifier results in an improved method for VNIC type identification compared to Fazly et al.’s model.

The paper is organized as follows: §2 reviews existing fixedness metrics; §3 describes our new fixedness metrics; §4 outlines related work; §5 presents our evaluation methodology; §6 describes the SVM trained using the new fixedness metrics and our results; and §7 presents our conclusions.

2 Fazly et al.’s Fixedness Model

Fazly et al. (2009) present a set of fixedness metrics designed to identify verb+noun pairs that have
an associated VNIC. Fazly et al. base their approach on the evidence that idioms are more syntactically and lexically fixed than literal constructions. In this approach all verb+noun pairs receive an overall fixedness score that is a linear combination of a syntactic fixedness metric and a lexical fixedness metric. In the following subsections we present and analyse the details of this approach.

### 2.1 Syntactic Fixedness

Fazly et al. (2009) propose a metric to capture the syntactic fixedness of idioms based on the observation of Riehemann (2001) that idiomatic expressions are expected to appear more frequently under their canonical syntactic form than literal combinations. Fazly et al. describes three types of syntactic variations that can be characteristic of idiomatic combinations: “Passivization”; “Determiner type”; and “Pluralization”. Merging these three syntactic variations, they obtained a set $\mathcal{P}$ of eleven syntactic patterns, see Table 1.

#### Table 1: Syntactic patterns

| No. | Verb | Determiner | Noun       |
|-----|------|------------|------------|
| $pt_1$ | $v_{active}$ | DET=NULL | $n_{\text{singular}}$ |
| $pt_2$ | $v_{active}$ | DET:a/an | $n_{\text{singular}}$ |
| $pt_3$ | $v_{active}$ | DET:the | $n_{\text{singular}}$ |
| $pt_4$ | $v_{active}$ | DET:DEM | $n_{\text{singular}}$ |
| $pt_5$ | $v_{active}$ | DET:POSS | $n_{\text{singular}}$ |
| $pt_6$ | $v_{active}$ | DET=NULL | $n_{\text{plural}}$ |
| $pt_7$ | $v_{active}$ | DET:the | $n_{\text{plural}}$ |
| $pt_8$ | $v_{active}$ | DET:DEM | $n_{\text{plural}}$ |
| $pt_9$ | $v_{active}$ | DET:POSS | $n_{\text{plural}}$ |
| $pt_{10}$ | $v_{active}$ | DET:other | $n_{\text{singular,plural}}$ |
| $pt_{11}$ | $v_{passive}$ | DET:any | $n_{\text{singular,plural}}$ |

The goal of Fazly et al.’s syntactic fixedness is to compare the behaviour of a target verb+noun pair to the behaviour of a “typical” verb+noun pair. The syntactic behaviour of a “typical” verb+noun pair is defined as a prior distribution over the set $\mathcal{P}$. The syntactic behaviour of the target verb+noun pair is defined as a posterior distribution over the set $\mathcal{P}$ given the pair’s constituents. Thus, its syntactic behaviour is calculated as the posterior estimate for a pattern $pt \in \mathcal{P}$. The difference between the behaviour of the target verb+noun pair and the “typical” verb+noun pair is calculated as the divergence between the posterior and the prior distributions over $\mathcal{P}$ as measured using the Kullback-Leibler divergence. Syntactic fixedness takes values in the range $[0, +\infty]$ where larger values denote higher degrees of syntactic fixedness, i.e., the verb+noun pair is more likely to have a VNIC meaning.

### 2.2 Lexical Fixedness

Typically, idioms do not have lexical variants and, when they have, they are generally unpredictable (Fazly et al., 2009). Therefore, Fazly et al. assume that a verb+noun pair is lexically fixed (and likely to be a VNIC) to the extent that replacing one of its constituents by a semantically similar word does not generate another valid idiomatic combination. Based on this, Fazly et al. propose a measure to capture the degree to which a given verb+noun pair is lexically fixed with respect to the set of its variants. These variants are generated by replacing either the verb or the noun by a word from a set of semantically similar words and is defined as:

$$S_{\text{sim}}(v, n) = \{\langle v_i, n \rangle | 1 \leq i \leq K_v \} \cup \{\langle v, n_j \rangle | 1 \leq j \leq K_n \}$$

where $\{\langle v_i, n \rangle | 1 \leq i \leq K_v \}$ is the set of similar combinations generated by replacing the verb by a word from the set of $K_v$ most similar verbs; and $\{\langle v, n_j \rangle | 1 \leq j \leq K_n \}$ is the set of similar combinations generated by replacing the noun by a word from the set of $K_n$ most similar nouns.

To measure the strength of the association between the target verb+noun pair’s constituents, Pointwise Mutual Information (PMI) (Church et al., 1991) is applied to the pair and to its set of similar combinations $S_{\text{sim}}(v, n)$. The idea behind lexical fixedness is that the target verb+noun pair $(v, n)$ is lexically fixed, and likely to be a VNIC, to the extent its PMI deviates from the mean PMI of the set $S_{\text{sim}}(v, n) \cup \{v, n\}$. Following this assumption, lexical fixedness of a verb+noun pair is calculated as a standard z-score:

$$F_{\text{lex}}(v, n) = \frac{\text{PMI}(v, n) - \overline{\text{PMI}}}{s}$$

For more details on the definition of the prior and posterior distributions see (Fazly et al., 2009).
where $PMI(v, n)$ is the PMI of the target pair $(v, n)$; $\overline{PMI}$ and $s$ are the mean and standard deviation of $PMI$ applied to the verb+noun pairs listed in $S_{sim}(v, n) \cup \langle v, n \rangle$. Lexical fixedness falls into the range of $[-\infty, +\infty]$, where higher values mean higher degrees of lexical fixedness (i.e., the verb+noun pair is more likely to be a VNIC).

2.3 Overall Fixedness

Fazly et al. (2009) merge the lexical and syntactic metrics using a weighted linear combination to score the overall fixedness of a verb+noun pair. Note, lexical and syntactic fixedness have different ranges so we rescale them to the range $[0, 1]$ before combining them. Overall fixedness is defined as follows:

$$F_{\text{over}}(v, n) = \omega F_{\text{syn}}(v, n) + (1 - \omega) F_{\text{lex}}(v, n)$$

where the weight $\omega$ controls the relative contribution of each measure for predicting the VNIC’s idiomacity. Values close to 1 means higher degrees of overall fixedness. Moreover, when a particular pair score higher than a certain threshold it is assumed to have an idiomatic expression associated with it, i.e., the pair is identified as a VNIC. In previous work, Fazly et al. used the median value of the test set as the threshold. We see this as problematic and we discuss it in Section 5.2.

2.4 Analysis of Fazly et al.’s Fixedness Model

Fazly et al. have shown their fixedness model to be useful in VNIC type identification. However, their model does have limitations. The definition of lexical fixedness is based on PMI which is known to be biased towards infrequent events (Turney and Pantel, 2010). This property of PMI may lead to undesired results when computing lexical fixedness using counts obtained from a corpus. Furthermore, it is difficult to interpret PMI for those pairs listed in $S_{sim}(v, n)$ that are not observed in the corpus. All pairs are generated by using synonyms (or at least similar related words) and should be acceptable combinations in language. Therefore, the pairs’ components should carry information about each other, even if it is small. Thus, we see that just discarding the pairs would affect the result and reduce the power of the model. Therefore, especially for under-resourced languages with small corpora (where the chance of many pairs in $S_{sim}(v, n)$ not being observed is high), a more efficient way to measure the pair’s association strength is needed.

3 Alternative Lexical Fixedness Metrics

In our work we have investigated four ways to replace PMI by other metrics in order to deal with the limitations faced by a lexical fixedness metric based on PMI. In the following we describe these alternatives, and consider how these alternatives can be most effectively combined.

3.1 Probabilities

As mentioned early, a VNIC is expected to be more likely to occur in language than its semantically similar variants. From a probabilistic perspective, we can assume that a VNIC has a higher probability of occurring in language than its semantically similar variants (e.g., literal variants). Following this intuition, we first propose to replace the PMI of a target verb+noun pair by the pair’s probability estimated from the corpus as a base for a lexical fixedness metric. The probability for a verb+noun pair is estimated as:

$$P(v, n) = \frac{f(v, n)}{f(\ast, \ast)}$$

where $f(v, n)$ is the frequency of the verb+noun pair in a direct object relation (be it a target verb+noun pair or one of its similar variants), occurring in the corpus; and $f(\ast, \ast)$ is the frequency of all verb+noun pairs that occur in a direct object relationship in the corpus.

We assume that a target verb+noun pair $(v, n)$ is lexically fixed, and likely to be a VNIC, to the extent its probability of occurring in language deviates positively from the mean probability of the set $S_{sim}(v, n) \cup \langle v, n \rangle$. Thus, we also calculate lexical fixedness based on probabilities as a z-score:

$$F_{\text{lex}} = \frac{P(v, n) - \overline{P}}{s}$$

where $P(v, n)$ is the probability of the target verb+noun pair; and $\overline{P}$ and $s$ are the mean and standard deviation of Equation 3 applied to elements of $S_{sim}(v, n) \cup \langle v, n \rangle$.

3.2 Smoothed Probabilities

A lexical fixedness metric using raw probabilities may have some of the same disadvantages as a PMI-based metric when estimated with counts

\[\text{PMI} = 0, \text{following Information Theory conventions.}\]
from a corpus. For example, when a verb+noun pair listed in $S_{\text{sim}}(v, n)$ does not occur in the corpus we end up with a probability of zero. Just because a particular verb+noun pair does not appear in a corpus this does not mean that this combination cannot occur in language at all.

Inspired by the use of smoothing techniques in language modelling research to overcome the problem of unseen n-grams with zero probabilities, for our second metric we cast a VNIC as a bi-gram composed of a verb+noun pair ignoring the words in between the verb and the noun. This framing allows us to apply Modified Kneser-Ney smoothing\(^4\) to the probabilities of our verb+noun pairs thereby ensuring that all verb+noun pairs in our experiments (including unseen variants listed in $S_{\text{sim}}(v, n)$) have non-zero probabilities\(^5\).

As with the lexical fixedness metric based on probabilities, we stick with the same assumption regarding how likely a verb+noun pair is to be a VNIC. Thus, the lexical fixedness based on smoothed probabilities is calculated using a z-score as in Equation (4).

### 3.3 Interpolated Back-off Probabilities

When estimating a language model from corpora, we may suffer with occurrences of outliers or under-representative samples of n-grams (Koehn, 2010). This problem happens if the higher-order n-grams are too sparse and, thus, they may be unreliable. The problem is more common when small corpora are used to estimate the model. As we are now considering the verb+noun pair as a bi-gram we may also have to face this problem. To overcome these difficulties, it is a common practice to rely on lower-order n-grams, which are considered more robust, even if the higher-order n-gram have been observed. To do that, one can simply interpolate the high- and low-order n-grams into a single probability and, thus, bring together the benefits of longer contexts in higher-order n-grams and the robustness of low-order n-grams.

A simple but efficient way to interpolate higher- and lower-order n-grams is to first apply Modified Kneser-Ney smoothing\(^4\) and then sum the smoothed probabilities. We propose to interpolate the probability for the bi-gram composed by a verb+noun pair using an interpolation weight of 0.5 the higher- and lower-order n-grams (i.e. we give the same weight for bi-grams and one-grams).

We keep the same assumption of lexical fixedness based on probabilities regarding how likely a verb+noun pair is to be a VNIC. Therefore, the lexical fixedness based on interpolated back-off probabilities is calculated as in Equation 4.

### 3.4 Normalized Google Distance

So far, we base our propositions on probabilistic and language models approaches. Nevertheless, there are other metrics that can be used to measure the association strength between two words. Thus, we also investigate the use of Normalized Google Distance (NGD) (Cilibrasi and Vitányi, 2007).

NGD is a metric that relies on page counts returned by a search engine on the Internet to measure the strength of the association between two words. As we are interested in VNICs type identification in monolingual corpora, we decided to experiment with an NGD version that uses counts directly extracted from a corpus rather than returned from a search engine on the Internet. A property of NGD that makes it of interest for us to apply is its smooth space of values, granted by removing the dependency of multiplications in the formula. Our NGD variant\(^6\) is defined as:

$$NGD(v, n) = \frac{\max \{\log(f(v)), \log(f(n))\} - \log(f(v, n))}{\log(f(*, *)) - \min \{\log(f(v)), \log(f(n))\}}$$

where $f(v)$ is the frequency of the verb $v$ occurring with any noun as its direct object; $f(n)$ is the frequency of the noun $n$ occurring as a direct object of any transitive verb in the corpus; $f(v, n)$ is the frequency of the verb+noun pair occurring in a direct object relation; and $f(*, *)$ is the frequency of all verb+noun pairs in a direct object relation.

Lexical fixedness based on NGD also follows the assumption that if the NGD of the target verb+noun pair $\langle v, n \rangle$ deviates positively from the mean NGD of the set $S_{\text{sim}}(v, n) \cup \langle v, n \rangle$ then the pair is likely to be a VNIC. Thus, lexical fixedness based on NGD is also calculated as a z-score following Equation 4.

\(^4\)For details on the Modified Kneser-Ney please refer to Chen and Goodman (1999).

\(^5\)There are a number of (simpler) smoothing techniques that we could have used, such as add-1 or Laplace smoothing. However, we chose Modified Kneser-Ney smoothing as it is considered the state-of-the-art smoothing technique for n-grams, for more see (Brychcin and Konopik, 2014).

\(^6\)Where we also set $\log(0) = 0$, following Information Theory conventions, when any of the frequencies involved in NGD calculation is 0.
3.5 Converting the Fixedness Metrics into Classification Models

In the previous section we presented four new lexical fixedness metrics. Similar to Fazly et al., we can use each of these lexical fixedness metrics to compute an overall fixedness score for a verb+noun pair by combining each of them with Fazly et al.’s syntactic fixedness metric using a weighted linear combination as in Equation 2. In the case of our proposed metrics, we replace the original Fazly et al.’s lexical fixedness with one of our own proposed metrics. Including Fazly et al.’s model described in Section 2, these combinations of syntactic and lexical metrics give us the following five models:

1. **Fazly et al.’s model**: Fazly et al.’s syntactic + Fazly et al.’s lexical
2. **Syntactic+Probabilities**: Fazly et al.’s syntactic + Lexical based on probabilities
3. **Syntactic+Smoothed**: Fazly et al.’s syntactic + Lexical based on smoothed probabilities
4. **Syntactic+Interpolated**: Fazly et al.’s syntactic + Lexical based on interpolated back-off probabilities
5. **Syntactic+NGD**: Fazly et al.’s syntactic + Lexical based on NGD

While these models provide a real valued measure of the fixedness of a given verb+noun pair, we need to apply a thresholding function to construct a useful classifier. We do this using the logistic function: The logistic function is defined as:

\[
sigmoid(x) = \frac{1}{1 + e^{-x}} \tag{6}
\]

We applied a different threshold to each of the above models. All the pairs that scored above the threshold for a model were classified as VNICs by that model. The process of setting the threshold for each model is described in Subsection 5.2.

4 Related Work

Although this paper focuses on idiom type identification it is worth noting that there has been a substantial amount of research on idiomatic expressions. Peng et al. (2014) frame idiomatic expressions in terms of modeling the global lexical context (essentially using topic models to distinguish idiomatic and literal phrases). Salton et al. (2016) study the use of distributed sentential semantics generated by Sent2Vec (Kiros et al., 2015) to train a general classifier that can take any sentence containing a candidate expression and predict whether the usage of that expression is literal or idiomatic. More recently, Peng and Feldman (2017) presented a model using word embeddings to analyze the context a particular expression is inserted in and predict if its usage is literal or idiomatic.

Turning to the general problem of identifying multiword expressions (MWEs) with associated non-compositional meanings research recent includes Yazdani et al. (2015) model for noun compounds in English and Farahmand and Henderson (2016) work on identifying of collocations. Focusing on the specific task of idiom type identification, Muzny and Zettlemoyer (2013) describes a model that classifies multi-word Wiktionary entries as idiomatic or literal. The model uses a number of lexical and graph based features to calculate the relatedness between the words in the entry and the definition. Muzny and Zettlemoyer (2013) model relies on the Wiktionary structure both in terms of the entry-definition relationship and the definition of the lexical features. Consequently, porting the model for use on an unstructured mono-lingual corpus is non-trivial. Also, although we consider Fazly et al. (2009) the state-of-the-art in VNIC type identification in English, Senaldi et al. (2016) present a model using distributed semantics to identify idiom types in Italian. The authors analysed the differences between idiomatic and literal phrases in embedding spaces, in a similar fashion to lexical fixedness.

Also, previous work has used smoothing and counts obtained from the web for infrequent combinations of words. Keller and Lapata (2003) showed that the web can be used to obtain reliable counts for unseen bigrams but did not evaluate their work on idiom type identification. Ramisch et al. (2010) used the web as a corpus to obtain better counts for n-grams in a language model setting to identify English noun compounds.

5 Evaluating the Classification Models

In order to assess the performance of the classification models we compare them in a classification task over a balanced dataset. We proceed by explaining our data preparation (Subsection 5.1) and describing the methodology to set the thresholds for each model (Subsection 5.2). Finally, we present and discuss the results (Subsection 5.3).
5.1 Data Preparation

We started our data preparation by parsing the written portion of the BNC corpus (Burnard, 2007) using the Stanford Parser (Manning et al., 2014). From the parsed sentences we extracted all verb+noun pairs that occurred in at least one of the syntactic patterns in Table 1. For these extracted verb+noun pairs we recorded the total count of the pair and the total count of the pair in each pattern.

Following the first step, we proceeded by applying Fazly et al.’s syntactic and Fazly et al.’s lexical fixedness metrics and our modified versions of lexical fixedness to all pairs given the recorded counts. To generate the similar combinations required by the lexical fixedness metrics, we used the automatically built thesaurus of Lin (1998).

As reported by Fazly et al. (2009), there is little variation on the results for a $K$ number of similar combinations when $20 \leq K \leq 100$, where $K = (K_v + K_n)$. We thus choose $K = 40$ for all lexical models, with $K_v = K_n$.7

After calculating all fixedness metrics, we kept only those verb+noun combinations which occur at least 10 times in the corpus (note that we did not take into account the determiners introducing the noun). We expect this constraint to balance the distributions of all models tested. Range normalization was then performed on all fixedness metrics before the five overall fixedness scores were determined. To set the weighted linear combination parameter $\omega$, we choose the same value ($\omega = 0.6$) reported by Fazly et al. as the most reasonable choice for all overall models.

Given the five overall scores calculated in the previous step, we selected the top 1,000 verb+noun pairs ranked by each model. Using this methodology, we found only 2,091 different pairs among the 5 lists, i.e., there is an overlap among all metrics. For each of these 2,091 verb+noun pairs, we checked in the Cambridge Idioms8 and the Collins COBUILD9 dictionaries whether the verb+noun pair was listed as an idiom10. Of the 2,091 pairs, a total of 414 verb+noun pairs were found to be VNICs (and thus, 1,677 were literal combinations). Using this labelled set of 2,091 pairs we created a training and test set.

Fazly et al. used a balanced test set for their evaluations. In order to make our evaluation comparable we also created a balanced test set. To generate our test set we selected VNICs and literal pairs from the 2,091 pairs found in the previous step. From the 414 VNICs, we constrained the selection process so that the selected VNICs occurred with similar frequencies in the corpus as the literal pairs (which were extracted from the 1,677 remaining pairs). This process resulted in a test set of 95 VNICs and 95 literal pairs (called “Test-Set”). The remaining 319 VNICs were held as training data in which we added another 319 verb+noun non-idiomatic pairs, also extracted from the remaining literal pairs (once again with similar frequencies), to create a balanced “Training-Set”.

5.2 Setting the Thresholds

In order to create a VNIC type classification model from a fixedness metric we need to apply a threshold to the scores. Fazly et al. choose the median value of their test set as their threshold. We see this as problematic as this provides the model with information about the distribution of the test set and thus biases the evaluation. To avoid this problem, we performed a K-fold cross-validation (with $k = 3$) on our “Training-Set” to find the threshold for each model that maximized the F1-score on the set. This step gave us 5 thresholds, one for each model (see Table 211).

Each model was run on the test set and classified verb+noun pairs with scores greater or equal than the threshold as VNICs and, otherwise, as non-idioms. Table 3 presents the Precision, Recall and

| Overall Metric          | Threshold |
|-------------------------|-----------|
| Fazly et al.’s Model    | 0.63      |
| Syntactic+Probabilities | 0.64      |
| Syntactic+Smoothed      | 0.61      |
| Syntactic+Interpolated  | 0.62      |
| Syntactic+NGD          | 0.62      |

Table 2: Thresholds for each overall metric determined based on the F1-scores on the “Training Set” after applying the logistic function to the scores.

---

7This means we generate 20 similar pairs by changing the verb constituent and 20 similar pairs by changing the noun constituent, with 40 similar combinations in total.

8http://dictionary.cambridge.org/

9http://www.collinsdictionary.com/

10If a verb+noun pair was listed as an idiom in at least one of these two dictionaries we considered it to be a VNIC.

11In fact, Fazly et al. recognized the use of the median value as problematic and suggested that a suitable threshold should be determined based on development data.
| Model                | Pr.  | Rec.  | F1   |
|---------------------|------|-------|------|
| Syntactic+Smoothed  | 0.83 | 0.78  | 0.77 |
| Fazly et al.’s Model| 0.83 | 0.75  | 0.74 |
| Syntactic+Probabilities| 0.82 | 0.73  | 0.70 |
| Syntactic+Interpolated| 0.79 | 0.64  | 0.59 |
| Syntactic+NGD       | 0.78 | 0.62  | 0.56 |

Table 3: Results in terms of precision (Pr.), recall (Rec.) and F1-score (F1) ordered by their F1-scores compared to Standard Fixedness as baseline.

F1-score of the models, ordered by F1-scores.

5.3 Discussion of the Linear Models

Analysing the results in Table 3, we can observe that the worst performance is from the Syntactic+NGD model. We believe the poor results are due to the fact that we are limiting the NGD formulation to consider the counts obtained in the corpus and thus reducing the power of the model. The second worst result is from the Syntactic+Interpolated model, which is slightly higher than the worst model. The intuition for the low results is that, when we apply the interpolation after smoothing the probabilities, we are actually reducing too much the difference between the probability of our target pair and the mean probability of the pair and its variants. In other words, we are over-smoothing the probability distributions across each target pair and its variants.

The Syntactic+Probabilities model, has notable higher scores than the two worst models but it still performs worse than Fazly et al.’s Model. We believe that the difficulties encountered when the similar verb+noun pairs do not occur in the corpus, framed as one of the limitations of the state-of-the-art, are somewhat accentuated when applying raw probabilities as the basis for the lexical fixedness metric. Fazly et al.’s Model scored the second best result over the fixedness models.

The best fixedness model is the Syntactic+Smoothed model. Analysing this model one can also point that the difference between the probability of the target and the mean probability of its variants should be reduced and thus incurring on the same problem as the Syntactic+Interpolated model. Nevertheless, we believe the higher results for this model are due to the fact that when we only smooth the probabilities and not interpolate them, the deviations captured on the z-score are closer to the true deviation. We credit these good results to the use of smoothing to save probability mass for the unseen pairs as it enabled the metric to approximate the true degree of deviation in this lexical fixedness metric. In addition, our results were tested for significance by pairing all the models and applying McNemar’s test (McNemar, 1947) to those pairs. We found all $p < 0.05$.

6 Support Vector Machines

An analysis of the scores returned by the fixedness metrics revealed a strong non-linearity in the decision boundary between VNIC and non-idiom verb+noun pairs. One limitation of the VNIC type classifiers in §5 is the weighted linear combination used to merge the syntactic and lexical metrics. This linear approach cannot model non-linear decision boundaries. To overcome this limitation, we trained an SVM classifier (Vapnik, 1995) using the fixedness metrics as inputs.

The SVM is a classification tool designed to find the optimal hyperplane that maximizes the distance between two classes (Zaki and Meira Jr., 2014). An SVM projects the input features into a higher-dimensional feature space and attempts to find a linear separating hyperplane in this higher-dimensional space. The intuition is that a linear separating hyperplane may exist in the higher-dimensional feature space even though the classes are not perfectly linearly-separable even in the higher-dimensional feature space the SVM introduces “slack variables” for each datapoint which indicates how much that point violates the separable hyperplane. Then, the goal of the SVM training turns into finding the hyperplane with the maximum margin and that also minimizes the slack terms. This new SVM structure is called a “Soft-margin SVM”.

The task of training an SVM with a linear kernel is usually framed as a constrained quadratic programming problem in the dual space. However, in its native form, it is an unconstrained empirical loss minimization including a penalty term for the classifier being learned in direct space (Shalev-Shwartz et al., 2007). Framed this way, SVM can be trained by solving this minimization problem applying Stochastic Gradient Descent (SGD) (Bottou, 2010).
6.1 Building SVM Models from Fixedness Metrics

We used Scikit-Learn (Pedregosa et al., 2011) to train a soft-margin SVM with a linear kernel using SGD training and the fixedness metrics as input features. The training algorithm required two hyper-parameters to be set: an $\alpha$ value (a constant that multiplies the regularization term) and the regularization function. To set these we performed a grid search using k-fold cross-validation (with $k = 3$) over the “Training-Set” using all metrics as features. Based on the results, we set $\alpha = 0.0001$ and the regularization function to be the L2-norm. This step gave us a model which we called “SVM-All”. We trained it for 20 epochs.

We also performed feature selection using the weights values of a fitted SVM (Guyon et al., 2002). We selected the three features with the highest weights in “SVM-All”: Fazly et al.’s syntactic fixedness, Fazly et al.’s lexical fixedness and the lexical fixedness based on probabilities. Another grid search for the best parameters was performed using k-fold cross-validation (with $k = 3$) over the “Training-Set” using only these three features. Based on the results, we set $\alpha = 0.01$ and set the regularization function to be the L1-norm. This step gave us a model which we called “SVM-Select”. We trained this for 20 epochs.

As a matter of comparison, we trained a SVM model using only the original Fazly et al.’s metrics as features. Once again, we performed a grid search using k-fold cross validation (with $k = 3$) over the “Training-Set” to set the $\alpha$ parameter and the regularization function. For this model we set $\alpha = 0.0001$ and the regularization function to be the L2-norm. We called this 2-feature SVM model “SVM-Fazly” and we trained it for 20 epochs.

6.2 Discussion of the SVM Models

Table 4 presents the results of the SVM models, Fazly et al.’s model and the Syntactic+Smoothed (our best linear model). Two SVM models outperformed the fixedness models in the classification task. Surprisingly, the results obtained by the SVM-All model are just slightly higher than those obtained by the fixedness models. We believe the high-dimensional space obtained by this 7-feature SVM is too sparse and thus the classification problem become more difficult. The best general result is from the SVM-Select model. In addition to that, we can observe that the SVM model using only Fazly et al.’s original set of fixedness features had the worst performance in terms of F1-score.

A final point worth considering is the type of errors each of the models is prone to. Taking the VNIC class as the positive class, most of the errors for the two SVM models and our Syntactic+Smoothed models were false negatives (they classified VNICs as non-VNICs). By comparison, the other models all had higher rates of false positives. In our opinion, for this context, false positives are more problematic than false negatives because a false positive may result in a non-idiom being included in an idiom dictionary. In conclusion, not only do our SVM and Syntactic+Smoothed models outperform the other models in terms of F1 but they are also less prone to false positives. Once again, our results were tested for significance by pairing the models and applying McNemar’s test to pairs of models. We found all $p < 0.05$.

7 Conclusions

In this paper we presented four different models to overcome the limitations of the state-of-the-art model for VNIC type identification. We took a probabilistic approach by reinterpreting a previous claim that a VNIC is more likely to appear in language use then its semantically similar variants. In addition, we experimented with a different association measure (Normalized Google Distance) applied to a monolingual corpus.

We have shown that a fixedness model using a lexical metric based on smoothed probabilities out-performs the state-of-the-art model in VNIC type identification. At the same time, we showed that feeding the fixedness metrics to an SVM also improves the F1-score on the same VNIC type identification task by 11 points. We see this work as a significant contribution that will lead to improved models for idiom type identification.
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