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Abstract

The notions of spectral measures and spectral classes, which are well-known for graphs, are generalized and investigated for oriented hypergraphs.

1 Introduction

In [7, 9], Gu, Jost, Liu and Stadler introduced the notion of spectral measure in order to visualize the entire spectrum of the normalized Laplacian of a graph independently of the graph size. This allows one to define spectral distances between graphs, as further investigated in [8]. Gu et al. also introduced and investigated spectral classes with the aim of studying the asymptotics of spectra of growing families of graphs. Moreover, in [14], Lerario together with the author of this paper extended this theory and established results on spectral classes that also involve other operators associated to a graph, such as the degree matrix, the adjacency matrix and the Kirchhoff Laplacian.

Here we further extend the theory of spectral measures and spectral classes to the case of oriented hypergraphs: a generalization of classical hypergraphs in which a plus or minus sign is assigned to each vertex–hyperedge incidence. Oriented hypergraphs were introduced by Shi in [23], while their corresponding adjacency, incidence and Kirchhoff Laplacian matrices were introduced by Reff and Rusnak in [20], and their corresponding normalized Laplacians were introduced in [11] by Jost together with the author of this paper. The setting in which the authors introduced the normalized Laplacians in [11] is even more general, as it concerns a generalization of oriented hypergraphs for which one can also assign both a plus and a minus sign to a vertex–hyperedge incidence. Such hypergraphs are called chemical hypergraphs, while a vertex that has both a plus and a minus sign for a hyperedge is called a catalyst, and the terminology is motivated by modeling chemical reaction networks. As shown in [15], however, if in the setting of chemical hypergraphs one chooses to define the degree of a vertex \( i \) as the number of hyperedges containing \( i \) not as a catalyst, as done in [2, 12, 15, 17], without loss of generality one’s study can be restricted to...
oriented hypergraphs when investigating the spectrum of the normalized Laplacian, and it is easy to see that this is also true for the degree matrix, the adjacency matrix and the Kirchhoff Laplacian.

Spectral theory of oriented (and chemical) hypergraphs is gaining a lot of attention and we refer the reader to [1–3, 5, 6, 11–13, 15–22] for a vast — but not complete — literature on this topic. However, to the best of our knowledge, spectral measures and spectral classes have not been yet investigated in this setting.

Structure of the paper. In Section 2 we recall the basic definitions concerning oriented hypergraphs and their known associated operators: the degree, adjacency, incidence, normalized Laplacian, hyperedge normalized Laplacian and Kirchhoff Laplacian matrices. We also introduce the hyperedge Kirchhoff Laplacian. In Section 3 we define hypergraph spectral measures and spectral classes, and in Section 4 we establish them for some given families of hypergraphs. Finally, in Section 5 we generalize two results proved in [14] on the spectral classes of families of graphs that only differ by a fixed number of edges.

2 Oriented hypergraphs and their operators

Definition 2.1. An oriented hypergraph is a triple \( \Gamma = (V, H, \psi_\Gamma) \) such that \( V \) is a finite set of vertices, \( H \) is a finite multiset of elements \( h \subseteq V, h \neq \emptyset \) called hyperedges, while \( \psi_\Gamma : V \times H \to \{-1, 0, +1\} \) is the incidence function and it is such that

\[
\psi_\Gamma(i, h) \neq 0 \iff i \in h.
\]

A vertex \( i \) is an input (resp. output) for a hyperedge \( h \) if \( \psi_\Gamma(i, h) = 1 \) (resp. \( \psi_\Gamma(i, h) = -1 \)); two vertices \( i \neq j \) are co-oriented in \( h \) if \( \psi_\Gamma(i, h) = \psi_\Gamma(j, h) \neq 0 \) and they are anti-oriented in \( h \) if \( \psi_\Gamma(i, h) = -\psi_\Gamma(j, h) \neq 0 \).

Remark 2.1. Simple graphs are oriented hypergraphs such that \( H \) is a set and, for each \( h \in H \), there exists a unique \( i \in V \) such that \( \psi_\Gamma(i, h) = 1 \) and there exists a unique \( j \in V \) such that \( \psi_\Gamma(i, h) = -1 \).

Definition 2.2. We say that a hypergraph \( \Gamma \) is bipartite if one can decompose the vertex set as a disjoint union \( V = V_1 \sqcup V_2 \) such that, for every hyperedge \( h \) of \( \Gamma \), either \( h \) has all its inputs in \( V_1 \) and all its outputs in \( V_2 \), or vice versa (Fig. 1).

Definition 2.3. The degree of a vertex \( i \), denoted \( \deg(i) \), is the number of hyperedges containing \( i \). The cardinality of a hyperedge \( h \), denoted \( \#h \), is the number of vertices that are contained in \( h \).

We say that a hypergraph is \( p \)-regular if \( \deg(i) = p \) is constant for all \( i \in V \).

From here on in the paper, we fix an oriented hypergraph \( \Gamma = (V, H, \psi_\Gamma) \) on \( n \) vertices \( 1, \ldots, n \) and \( m \) hyperedges \( h_1, \ldots, h_m \). For simplicity we assume that there are no vertices of degree zero.
Figure 1: A bipartite hypergraph with $V_1 = \{1, 2, 3\}$ and $V_2 = \{4, 5, 6\}$.

**Definition 2.4.** The *degree matrix* of $\Gamma$ is the $n \times n$ diagonal matrix 
\[ D = D(\Gamma) := \text{diag}(\deg(1), \ldots, \deg(n)). \]

The *incidence matrix* of $\Gamma$ is the $n \times m$ matrix 
\[ I = I(\Gamma) := (\psi_\Gamma(i, h))_{i \in V, h \in H}. \]

The *adjacency matrix* of $\Gamma$ is the $n \times n$ matrix 
\[ A = A(\Gamma) := (A_{ij})_{i,j}, \text{ where } A_{ii} := 0 \text{ for each } i \in V \text{ and, for } i \neq j, \]
\[ A_{ij} := \#\{\text{hyperedges in which } i \text{ and } j \text{ are anti-oriented}\} - \#\{\text{hyperedges in which } i \text{ and } j \text{ are co-oriented}\}. \]

The *normalized Laplacian* of $\Gamma$ is the $n \times n$ matrix 
\[ L = L(\Gamma) := \text{Id} - D^{-1/2}AD^{-1/2}, \]
where $\text{Id}$ is the $n \times n$ identity matrix, while the *hyperedge normalized Laplacian* of $\Gamma$ is the $m \times m$ matrix 
\[ L^H = L^H(\Gamma) := I^\top D^{-1}I. \]

The *Kirchhoff Laplacian* of $\Gamma$ is the $n \times n$ matrix 
\[ K = K(\Gamma) := D - A. \]

**Remark 2.2.** In [11], the normalized Laplacian is defined as $\hat{L} = \hat{L}(\Gamma) := \text{Id} - D^{-1}A$. Since $\hat{L} = D^{-1/2}LD^{1/2}$, the matrices $\hat{L}$ and $L$ are similar, implying that they have the same spectrum. Here we choose to work on $L$, a generalization of the Laplacian introduced by Chung in [4] because, although $\hat{L}$ is a symmetric operator with respect to the usual scalar product (cf. Lemma 4.9 in [11]), it is not necessarily a symmetric matrix. On the contrary, $L$ is a symmetric matrix for all $\Gamma$, and this allows us to apply the theory of symmetric matrices throughout the paper.

As shown in [11], the normalized Laplacian has $n$ real, nonnegative eigenvalues, counted with multiplicity, while the hyperedge normalized Laplacian has $m$ eigenvalues counted with multiplicity, and the nonzero spectra of these two operators coincide. It is natural to ask how one could define, analogously, the *hyperedge Kirchhoff Laplacian* as an $m \times m$ matrix that has the same nonzero spectrum as $K$. Motivated by [18, Cor. 4.2], we give the following definition.
Definition 2.5. The hyperedge Kirchhoff Laplacian of $\Gamma$ is the $m \times m$ matrix
\[
K^H = K^H(\Gamma) := \mathcal{I}^\top \mathcal{I}.
\]

Remark 2.3. As pointed out in [18], the Kirchhoff Laplacian can be rewritten as $K = \mathcal{I}^\top \mathcal{I}$, therefore it is immediate to see that $K$ and $K^H$ have the same nonzero spectra. Also, $K^H$ coincides with the Kirchhoff Laplacian of $\Gamma^*$, the dual hypergraph of $\Gamma = (V, H, \psi_\Gamma)$, defined as $\Gamma^* := (H, V, \psi_{\Gamma^*})$, where $\psi_{\Gamma^*}(h, i) := \psi_{\Gamma}(i, h)$.

Remark 2.4. We have mentioned already that the eigenvalues of $L$ and $L^H$ are real, as shown in [11]. The same holds true also for $D$, $A$, $K$ and $K^H$, since these are all symmetric matrices. Furthermore, as shown in [11] and [15], the eigenvalues of $L$ and $L^H$ are contained in the interval $[0,n]$. Similarly, since the eigenvalues of $D$ are the vertex degrees, these are clearly contained in the interval $[1,m]$. As a consequence of [18, Theorem 3.2], the eigenvalues of $A$ are contained in the interval $[-mn,mn]$. Finally, as a consequence of Lemma 2.2 and Theorem 4.7 in [18], the eigenvalues of $K$ (and therefore also the ones of $K^H$) are contained in the interval $[0,m(n+1)]$.

Remark 2.5. Given a symmetric operator $Q$ and a real value $\lambda$, denote by $M_\lambda(Q)$ the multiplicity of $\lambda$ as eigenvalue of $Q$, with the convention that $M_\lambda(Q) = 0$ provided $\lambda$ is not in the spectrum of $Q$. As observed in [11], the fact that $L$ and $L^H$ have the same nonzero spectra implies that
\[
M_0(L) - M_0(L^H) = n - m.
\]

Moreover, by definition of $L$ and $K$, it is easy to see that $v$ is an eigenvector for $L$ with eigenvalue 0 if and only if $v$ is an eigenvector for $K$ with eigenvalue 0. Therefore, $M_0(L) = M_0(K)$. Since $K$ and $K^H$ have the same nonzero spectra, this also implies that $M_0(K^H) = M_0(L^H)$.

Remark 2.6. It is easy to see that, if $\Gamma$ is $p$-regular, then
\[
(v, \lambda) \text{ is an eigenpair for } L \iff (v, p\lambda) \text{ is an eigenpair for } K \iff (v, p(1-\lambda)) \text{ is an eigenpair for } A.
\]

Remark 2.7. It is well known that the sum of the eigenvalues of a matrix equals its trace. Therefore, the eigenvalues of $L$ and $L^H$ sum to $n$, the eigenvalues of $A$ sum to 0 and the eigenvalues of $D$, $K$ and $K^H$ sum to $\sum_{i \in V} \deg(i)$.

Definition 2.6. Two hypergraphs $\Gamma$ and $\Gamma'$ on $n$ nodes are isospectral with respect to an operator $Q$ if the matrices $Q(\Gamma)$ and $Q(\Gamma')$ are isospectral, i.e. they have the same eigenvalues, counted with multiplicity.

3 Spectral measures and spectral classes

Definition 3.1. Given an $n \times n$ symmetric matrix $Q$ with eigenvalues
\[
\lambda_1(Q) \leq \ldots \leq \lambda_n(Q),
\]
its spectral measure is
\[ \mu(Q) := \frac{1}{n} \sum_{i=1}^{n} \delta_{\lambda_i(Q)}, \]
where \( \delta \) denotes the Dirac measure.

Remark 3.1. By Remark 2.4

\begin{itemize}
  \item \( \mu(L) \) is a probability measure on \([0, n]\);
  \item \( \mu(D) \) is a measure on \([1, m]\);
  \item \( \mu(A) \) is a measure on \([-mn, mn]\);
  \item \( \mu(K) \) is a measure on \([0, m(n+1)]\).
\end{itemize}

Definition 3.2. Given a sequence \((Q_n)_n\) of \(n \times n\) symmetric matrices and given a Radon measure \(\rho\) on \(\mathbb{R}\), \((Q_n)_n\) is said to belong to the spectral class \(\rho\) if
\[ \mu(Q_n) \rightharpoonup \rho \quad \text{as} \quad n \to \infty, \quad (1) \]
where the weak convergence in (1) means that, for every continuous function \(f : \mathbb{R} \to \mathbb{R}\),
\[ \mu(Q_n)(f) = \frac{1}{n} \sum_{i=1}^{n} f(\lambda_i(Q_n)) \rightharpoonup \rho(f), \quad \text{as} \quad n \to \infty. \]

A sequence \((\Gamma_n)_n\) of hypergraphs on \(n\) nodes is said to belong to the spectral class \(\rho\) with respect to the operator \(Q\) if \((Q(\Gamma_n))_n\) belongs to the spectral class \(\rho\).

From here on we fix the notations \(D_n := D(\Gamma_n)\), \(A_n := A(\Gamma_n)\), \(L_n := L(\Gamma_n)\) and \(K_n := K(\Gamma_n)\), for a given hypergraph \(\Gamma_n\).

4 Spectral classes of given families of hypergraphs

In [9], various examples of spectral classes for growing families of graphs with respect to the normalized Laplacian are computed. Here we investigate examples of general hypergraphs, with respect to various operators. We start with a simple example.

Proposition 4.1. For each \(n \in \mathbb{N}\), let \(\Gamma_n\) be an oriented hypergraph on \(n\) nodes with one single hyperedge of cardinality \(n\). Then, \((\Gamma_n)_n\) belongs to the following spectral classes:

\begin{itemize}
  \item \(\delta_1\), with respect to \(D\) and \(A\);
  \item \(\delta_0\), with respect to \(L\) and \(K\).
\end{itemize}
Proof. Since all vertices have degree 1 in $\Gamma_n$ for all $n$, it is clear that $D$ belongs to the spectral class $\delta_1$. Moreover, as shown in [11], $L_n$ has eigenvalues 0 with multiplicity $n-1$ and $n$ with multiplicity 1. Therefore, it is easy to see that $(\Gamma_n)_n$ belongs to the spectral class $\delta_0$ with respect to $L$. By Remark 2.6, since $\Gamma_n$ is 1–regular for each $n$, also $K_n$ has eigenvalues 0 with multiplicity $n-1$ and $n$ with multiplicity 1, while $A_n$ has eigenvalues 1 with multiplicity $n-1$ and $1-n$ with multiplicity 1. Therefore, $K$ belongs to the spectral class $\delta_0$, while $A$ belongs to the class $\delta_1$.

Remark 4.1. For simplicity, from here on we consider examples of oriented hypergraphs $\Gamma$ in which $\psi_\Gamma$ has values in $\{0, +1\}$, that is, all vertices are inputs for all hyperedges in which they are contained. Note that such hypergraphs are not a generalization of graphs because, as we observed in Remark 2.1, simple graphs are such that each edge has exactly one input and exactly one output. However, if $\Gamma = (V, H, \psi_\Gamma)$ is a graph and $\Gamma_+ := (V, H, \psi_{\Gamma+})$ is a hypergraph with the same vertex set and the same hyperedge set as $\Gamma$, with the difference that $\psi_{\Gamma+} : V \times H \to \{0, +1\}$, then $D(\Gamma) = D(\Gamma_+)$ and $A(\Gamma) = -A(\Gamma_+)$. Therefore,

$$L(\Gamma_+) = \text{Id} - D(\Gamma_+)^{-1/2} A(\Gamma_+)^{-1/2} = \text{Id} + D(\Gamma)^{-1/2} A(\Gamma) D(\Gamma)^{-1/2}$$

and

$$K(\Gamma_+) = D(\Gamma_+) - A(\Gamma_+) = D(\Gamma) + A(\Gamma),$$

that is, $L(\Gamma_+)$ and $K(\Gamma_+)$ are the signless normalized Laplacian and the signless Kirchhoff Laplacian of $\Gamma$, respectively. In particular (cf. [2, Remark 2.10]),

- $\lambda$ is an eigenvalue of $A(\Gamma)$ if and only if $-\lambda$ is an eigenvalue of $A(\Gamma_+)$;
- $\nu$ is an eigenvalue of $L(\Gamma)$ if and only if $2 - \nu$ is an eigenvalue of $L(\Gamma_+)$. 

Furthermore, if $\Gamma$ is $p$–regular, then $p$ is the only eigenvalue of $D(\Gamma) = D(\Gamma_+)$ and therefore $\nu$ is an eigenvalue for $K(\Gamma)$ if and only if $2p - \nu$ is an eigenvalue for $K(\Gamma_+)$. 

Remark 4.2. As shown in [2, Prop. 4.4], a hypergraph $\Gamma = (V, H, \psi_\Gamma)$ that is bipartite is isospectral (with respect to $D, A, L, L^H, K,$ and $K^H$) to the hypergraph $\Gamma_+$ in the previous remark. Therefore, all the following examples still hold true if, instead of any of the following hypergraphs with only inputs, we consider bipartite hypergraphs with the same vertex set and the same hyperedge set.

We now consider the example of complete hypergraphs, that were introduced in [17].

Definition 4.2. We say that $\Gamma = (V, H, \psi_\Gamma)$ is the $r$–complete hypergraph, for some $r \geq 2$, if $V$ has cardinality $n$, $H$ is given by all possible $\binom{n}{r}$ hyperedges of cardinality $r$, and $\psi_\Gamma : V \times H \to \{0, +1\}$, that is, all vertices are inputs for all hyperedges in which they are contained.

Lemma 4.3. The $r$–complete hypergraph on $n$ nodes is such that:

- The spectrum of $D$ is given by $\binom{n-1}{r-1}$ with multiplicity $n$;
• The spectrum of $L$ is given by $\frac{n-r}{n-1}$ with multiplicity $n-1$ and $r$ with multiplicity 1;

• The spectrum of $A$ is given by $\left(\frac{n-1}{r-1}\right) \cdot (1 - \frac{n-r}{n-1})$ with multiplicity $n-1$ and $\left(\frac{n-1}{r-1}\right) \cdot (1 - r)$ with multiplicity 1;

• The spectrum of $K$ is given by $\left(\frac{n-1}{r-1}\right) \cdot \frac{n-r}{n-1}$ with multiplicity $n-1$ and $\left(\frac{n-1}{r-1}\right) \cdot r$ with multiplicity 1.

Proof. The first claim is trivial. As shown in [2, Prop. 8.2], the spectrum of $L$ in this case is given by $\frac{n-r}{n-1}$ with multiplicity $n-1$ and $r$ with multiplicity 1. Since $\Gamma$ is $\left(\frac{n-1}{r-1}\right)$–regular, by Remark 2.6 this implies that:

• The spectrum of $A$ is given by $\left(\frac{n-1}{r-1}\right) \cdot (1 - \frac{n-r}{n-1})$ with multiplicity $n-1$ and $\left(\frac{n-1}{r-1}\right) \cdot (1 - r)$, with multiplicity 1;

• The spectrum of $K$ is given by $\left(\frac{n-1}{r-1}\right) \cdot \frac{n-r}{n-1}$ with multiplicity $n-1$ and $\left(\frac{n-1}{r-1}\right) \cdot r$, with multiplicity 1.

Corollary 4.4. Let $r \in \mathbb{N}$. For each $n \geq r$, let $\Gamma_n = (V_n, H_n, \psi_{\Gamma_n})$ be the $r$–complete hypergraph on $n$ nodes. Then, the sequence $(\Gamma_n)_{n \geq r}$ belongs to the spectral class $\delta_1$ with respect to $L$, while its spectral classes with respect to $D$, $A$ and $K$ do not exist.

Proof. By Lemma 4.3 it is clear that the weak limit of $\mu(Q_n)$ does not exist if $Q_n \in \{D_n, A_n, K_n\}$. Moreover, again by Lemma 4.3, for every continuous function $f : \mathbb{R} \to \mathbb{R}$

$$\mu(L_n)(f) = \frac{1}{n} \left( (n-1) \cdot f \left( \frac{n-r}{n-1} \right) + f(r) \right) \xrightarrow{n \to \infty} f(1) = \delta_1(f),$$

that is, $(\Gamma_n)_{n \geq r}$ belongs to the spectral class $\delta_1$ with respect to $L$. □

Remark 4.3. From Corollary 4.4 together with Remark 4.1 we can re-deduce the fact that the sequence of complete graphs belongs to the spectral class $\delta_1$ with respect to $L$, as shown in [9, Prop. 2.2]. Furthermore, it is interesting to note that, in the setting of Corollary 4.4, the reason why the spectral classes with respect to $D$, $A$ and $K$ do not exist is that the corresponding eigenvalues tend to infinity and this is due, on its turn, to the fact that the vertex degrees tend to infinity. Hence, in general, it may be more convenient to work on the normalized Laplacian when studying spectral classes, as done in [9], rather than on the other operators.

In view of the last observation, it is natural to ask what happens for growing families of hypergraphs for which the vertex degrees don’t grow with $n$. An example is given by the following proposition.
Proposition 4.5. Let \( p \in \mathbb{N} \) and let \((\Gamma_n)_n\) be a growing family of hypergraphs such that, for each \( n \), \( \Gamma_n \) is a \( p \)-regular hypergraph on \( n \) nodes. Then, \((\Gamma_n)_n\) belongs to the spectral class \( \delta_p \) with respect to \( D \). Furthermore,

\[
(\Gamma_n)_n \text{ has a spectral class with respect to } L \\
\iff (\Gamma_n)_n \text{ has a spectral class with respect to } K \\
\iff (\Gamma_n)_n \text{ has a spectral class with respect to } A.
\]

Proof. Since \( \Gamma_n \) is a \( p \)-regular hypergraph for each \( n \), the only eigenvalue of \( D_n \) is \( p \) (with multiplicity \( n \)) and therefore, in particular, \((\Gamma_n)_n\) belongs to the spectral class \( \delta_p \) with respect to \( D \).

Now, if \((\Gamma_n)_n\) belongs to a spectral class \( \rho \) with respect to \( L \), for each continuous function \( f : \mathbb{R} \to \mathbb{R} \) we have that

\[
\frac{1}{n} \sum_{i=1}^{n} f(\lambda_i(L_n)) \xrightarrow{n \to \infty} \rho(f).
\]

For a given continuous function \( g : \mathbb{R} \to \mathbb{R} \), let \( f(x) := g(p \cdot x) \) for any \( x \in \mathbb{R} \). Then, by Remark 2.6,

\[
\frac{1}{n} \sum_{i=1}^{n} g(\lambda_i(K_n)) = \frac{1}{n} \sum_{i=1}^{n} g(p \cdot \lambda_i(L_n)) = \frac{1}{n} \sum_{i=1}^{n} f(\lambda_i(L_n))
\]

\[
\xrightarrow{n \to \infty} \rho(f) = \int_{\mathbb{R}} f(x) d\rho(x) = \int_{\mathbb{R}} g(p \cdot x) d\rho(x) = \int_{\mathbb{R}} g(p \cdot x) d\nu(p \cdot x) = \nu(g),
\]

where \( \nu \) is a measure such that \( \rho(x) = \nu(p \cdot x) \). By the arbitrariness of \( g \), we have shown that the existence of a spectral class with respect to \( L \) implies the existence of a spectral class with respect to \( K \). With a similar argument, one can show all other implications.

Corollary 4.6. The sequence \((\Gamma_n)_n\) of cycle graphs on \( n \) nodes belongs to the spectral class \( \delta_2 \) with respect to \( D \). Also, it belongs to spectral classes \( \rho \) that have no atoms with respect to \( A \), \( L \), and \( K \), i.e. \( \rho(B) = 0 \) for each finite subset \( B \subset \mathbb{R} \).

Proof. By Proposition 4.5, since each cycle is a \( 2 \)-regular graph, \((\Gamma_n)_n\) belongs to the spectral class \( \delta_2 \) with respect to \( D \). Furthermore, in [9, Prop. 2.5] it is shown that \((\Gamma_n)_n\) belongs to a spectral class with no atoms with respect to \( L \). Together with Proposition 4.5, this proves the claim also for \( A \) and \( K \).
• the hyperedge set is
\[ H = \{ h | h = c \cup \bigcup_{i=1}^{t} v_{ij} \text{ for } j = 1, \ldots, l \}; \]

• \( \psi_T : V \times H \to \{0,+1\} \), i.e. all vertices are inputs for all hyperedges in which they are contained.

Figure 2: A 5-hyperflower with 3 twins.

In Proposition 4.9 below we consider a growing family of hyperflowers in which the core grows with \( n \). In Proposition 4.10, on the contrary, we consider a growing family of hyperflowers in which the peripheral vertices and the number of hyperedges grow. Before, we describe the spectral measures associated to hyperflowers.

**Theorem 4.8.** Let \( \Gamma \) be the \( l \)-hyperflower with \( t \) twins on \( n \) vertices. Its associated spectral measures are:

\[
\begin{align*}
\mu(D) &= \frac{n-t}{n} \cdot \delta_l + \frac{t}{n} \cdot \delta_1 \\
\mu(L) &= \frac{n-t}{n} \cdot \delta_0 + \frac{t-l}{n} \cdot \delta_l + \frac{1}{n} \cdot \delta_{n-t^2+t} \\
\mu(K) &= \frac{n-t}{n} \cdot \delta_0 + \frac{t-l}{n} \cdot \delta_l + \frac{1}{n} \cdot \delta_{nt-UL^2+t} \\
\mu(A) &= \frac{n-t-l}{n} \cdot \delta_l + \frac{(t-1)}{n} \cdot \delta_1 + \frac{t-l}{n} \cdot \delta_{1-t} + \frac{1}{n} \cdot \delta_{a} + \frac{1}{n} \cdot \delta_{b},
\end{align*}
\]

for some \( a, b \in [-ln, ln] \).

**Proof.** Since \( \Gamma \) has \( n-tl \) core vertices of degree \( l \) and \( tl \) peripheral vertices of degree 1, the first claim is immediate. Moreover, as shown in [2, Prop. 6.10], the spectrum of \( L \) in this case is given by:
• 0, with multiplicity \( n - l \);
• \( t \), with multiplicity \( l - 1 \);
• \( \lambda_n = n - tl + t \).

This proves the second claim.

By Remark 2.5 and [2, Prop. 6.10], \( K \) has eigenvalue 0 with multiplicity \( n - l \). Also, it is easy to see that, as in the case of \( L \), the \( l - 1 \) functions that are 1 on the peripheral vertices of a fixed hyperedge, \(-1\) on the peripheral vertices of another hyperedge and 0 otherwise, are \( l - 1 \) linearly independent eigenfunctions with eigenvalue \( t \). Therefore, \( t \) is an eigenvalue with multiplicity at least \( l - 1 \). Since there is only one eigenvalue left, by Remark 2.7 this is

\[
\lambda = \sum_{i \in V} \deg(i) - tl(l - 1) = l(n - tl) + 1(tl) - t(l - 1) = nl - tl^2 + t.
\]

It is left to investigate the eigenvalues of \( A \). Observe that, up to reordering the vertices,

\[
A = \begin{pmatrix}
0 & l & \ldots & l \\
l & 0 & \ldots & l \\
\vdots & \vdots & \ddots & \vdots \\
l & l & \ldots & 0
\end{pmatrix}
- \begin{pmatrix}
1_{(n-t)\times t} & \ldots & 1_{(n-t)\times t} \\
0 & 1 & \ldots & 1 \\
1 & 0 & \ldots & 1 \\
\vdots & \vdots & \ddots & \vdots \\
1 & 1 & \ldots & 0
\end{pmatrix}
\begin{pmatrix}
0 & 1 & \ldots & 1 \\
1 & 0 & \ldots & 1 \\
\vdots & \vdots & \ddots & \vdots \\
1 & 1 & \ldots & 0
\end{pmatrix}
\]

Therefore, the matrix \( A - l \cdot \text{Id} \) is such that its first \( n - tl \) rows (resp. columns) coincide, which implies that it has eigenvalue 0 with multiplicity at least \( n - tl - 1 \). Hence, \( A \) has eigenvalue \( l \) with multiplicity at least \( n - tl - 1 \). Similarly, the fact that the matrix \( A - \text{Id} \) has \( l \) families of \( t \) rows (resp. columns) that coincide, implies that \( A - \text{Id} \) has eigenvalue 0 with multiplicity at least \( l(t - 1) \), therefore \( A \) has eigenvalue 1 with multiplicity at least \( l(t - 1) \). Moreover, similarly to the cases of \( L \) and \( K \), it is easy to check that the \( l - 1 \) functions that are 1 on the peripheral vertices of a fixed hyperedge, \(-1\) on the peripheral vertices of another hyperedge and 0 otherwise, are \( l - 1 \) linearly independent eigenfunctions with eigenvalue \( 1 - t \). We have therefore listed \( n - 2 \) eigenvalues of \( A \) (with multiplicity). By Remark 2.4, the two remaining eigenvalues must be in the interval \([-ln, ln]\). This proves the last claim. \( \square \)
Proposition 4.9. Fix $t, l \in \mathbb{N}$. For each $n \geq tl + 1$, let $\Gamma_n$ be the $l$–hyperflower with $t$ twins on $n$ vertices. Then, $(\Gamma_n)_n$ belongs to the spectral class of $\delta_1$ with respect to $D$ and $A$, and it belongs to the spectral class of $\delta_0$ with respect to $L$ and $K$.

Proof. This follows from Theorem 4.8.

Remark 4.4. If we compare Proposition 4.1 and Proposition 4.9, we can see that the spectral classes of these two families of hypergraphs are the same, with respect to all their corresponding operators. The intuition behind this is clear: a hyperflower with a growing core tends to look like a hypergraph that has only hyperedges of maximal cardinality.

Proposition 4.10. Fix $t, c \in \mathbb{N}$. For each $l \in \mathbb{N}$, let $\Gamma_{c+tl}$ be the $l$–hyperflower with $t$ twins on $c+tl$ vertices. Then, $(\Gamma_{c+tl})_{l \geq 1}$ belongs to the following spectral classes:

- $\delta_1$, with respect to $D$;
- $\frac{t-1}{t} \cdot \delta_0 + \frac{1}{t} \cdot \delta_t$, with respect to $L$ and $K$;
- $\frac{t-1}{t} \cdot \delta_1 + \frac{1}{t} \cdot \delta_{1-t}$, with respect to $A$.

Proof. By Theorem 4.8, the spectral measures associated to $\Gamma_{c+tl}$ are:

- $\mu(D_{c+tl}) = \frac{c}{c+tl} \cdot \delta_l + \frac{l}{c+tl} \cdot \delta_1$
- $\mu(L_{c+tl}) = \frac{c+(t-1)}{c+tl} \cdot \delta_0 + \frac{l-1}{c+tl} \cdot \delta_t + \frac{1}{c+tl} \cdot \delta_{c+l}$
- $\mu(K_{c+tl}) = \frac{c+(t-1)}{c+tl} \cdot \delta_0 + \frac{l-1}{c+tl} \cdot \delta_t + \frac{1}{c+tl} \cdot \delta_{d+l}$
- $\mu(A_{c+tl}) = \frac{c-1}{c+tl} \cdot \delta_l + \frac{(t-1)}{c+tl} \cdot \delta_1 + \frac{l-1}{c+tl} \cdot \delta_{1-t} + \frac{1}{c+tl} \cdot \delta_{a+l} + \frac{1}{c+tl} \cdot \delta_{b+l}$

for some $a_l, b_l \in [-l(c+tl), l(c+tl)]$. The claim follows by considering the limits.

Corollary 4.11 (Star graphs). A growing family of star graphs belongs to the spectral class $\delta_1$ with respect to $D$, $L$ and $K$, and to the spectral class $\delta_0$ with respect to $A$.

Proof. This follows by letting $c = t = 1$ in Proposition 4.10 and by Remark 4.1.

Remark 4.5. Instead of considering the spectral measures for the $n \times n$ matrices associated to hypergraphs, one could also look at the $m \times m$ operators $L^H$ and $K^H$. For instance, if $\Gamma$ is the $l$–hyperflower with $t$ twins on $n$ vertices, by Theorem 4.8 and Remark 2.5 we have that

$$\mu(L^H) = \frac{l-1}{l} \cdot \delta_l + \frac{1}{l} \cdot \delta_{n-l+t}$$

and

$$\mu(K^H) = \frac{l-1}{l} \cdot \delta_l + \frac{1}{l} \cdot \delta_{n-l^2+t}.$$
Hence, in the setting of Proposition 4.9, the growing family of hyperflowers (with growing core and fixed \( l \)) the spectral classes of \( L^H \) and \( K^H \) are not well defined. In the setting of Proposition 4.10, the growing family of hyperflowers with growing number of hyperedges belongs to the spectral class of \( \delta_t \) with respect to both \( L^H \) and \( K^H \).

5 Difference of spectral classes

Theorem 2.8 in \([9]\) states that, if two growing families of graphs \((\Gamma_1,n)_n\) and \((\Gamma_2,n)_n\) differ by at most a finite number \( c \) of edges and their corresponding spectral measures with respect to \( L \) have weak limits, then the two limits coincide. Similarly, Theorem 6.4 in \([14]\) states that the difference of the spectral measures of \((\Gamma_1,n)_n\) and \((\Gamma_2,n)_n\) goes to zero weakly, with respect to \( A, D, K \) and \( L \). In Section 5.1 we generalize the latter result to the case of hypergraphs. Moreover, in Section 5.2 we prove that a strong convergence with respect to the total variation distance holds in various cases.

5.1 Weak convergence

Definition 5.1. Two oriented hypergraphs \( \Gamma_1 \) and \( \Gamma_2 \) differ at most by \( c \) hyperedges if \( \Gamma_1 = (V, H_1, \psi_{H_1}) \), \( \Gamma_2 = (V, H_2, \psi_{H_2}) \) and there exist \( \hat{H}, \hat{H}_1, \hat{H}_2 \subseteq V \) such that:

- \( H_1 = \hat{H} \sqcup \hat{H}_1 \) and \( H_2 = \hat{H} \sqcup \hat{H}_2 \)
- \( \psi_{H_1}|_{\hat{H}} = \psi_{H_2}|_{\hat{H}} \)
- \( \#(\hat{H}_1 \cup \hat{H}_2) \leq c \).

We denote by \( C_c(\mathbb{R}, \mathbb{R}) \) the space of continuous functions \( f: \mathbb{R} \to \mathbb{R} \) with compact support.

Theorem 5.2. Let \( c_1, c_2 \in \mathbb{N} \). Let \((\Gamma_{1,n})_n \) and \((\Gamma_{2,n})_n \) be two sequences such that, for every \( n \), \( \Gamma_{1,n} \) and \( \Gamma_{2,n} \) are two hypergraphs on \( n \) nodes that differ at most by \( c_1 \) hyperedges of cardinality at most \( c_2 \). Denote by \( \mu_{1,n} \) and \( \mu_{2,n} \) the spectral measures associated to one of the matrices \( A, D, K, L \). Then

\[
\mu_{1,n} - \mu_{2,n} \overset{*}{\rightharpoonup} 0,
\]

where \( \overset{*}{\rightharpoonup} \) denotes the weak star convergence, i.e. for each \( f \in C_c(\mathbb{R}, \mathbb{R}) \)

\[
\left| \mu_{1,n}(f) - \mu_{2,n}(f) \right| \to 0.
\]

Remark 5.1. We use the weak convergence in (1) when considering the convergence of one sequence of measures to a given measure, while we use the weak star convergence in (2) when considering the convergence of the difference between two sequences of
measures. Note that the condition for the weak convergence has to be satisfied by every continuous function \( f : \mathbb{R} \to \mathbb{R} \), while the condition for the weak star convergence has to be satisfied by every such function with compact support. Therefore, the weak convergence is stronger than the weak star convergence.

We need some preliminary definitions and results in order to prove Theorem 5.2.

**Definition 5.3.** Given a real \( n \times n \) symmetric matrix \( Q \), its \( 1 \)-Schatten norm is

\[
\|Q\|_{S^1} := \sum_{i=1}^{n} |\lambda_i(Q)|
\]

and its Frobenius norm is

\[
\|Q\|_F := \left( \sum_{i,j=1}^{n} |Q_{ij}|^2 \right)^{1/2} = \sqrt{\text{tr}(Q \cdot Q^\top)}.
\]

The Weilandt-Hoffman inequality [24, Exercise 1.3.6] holds:

\[
\sum_{i=1}^{n} |\lambda_i(Q_1) - \lambda_i(Q_2)| \leq \|Q_1 - Q_2\|_{S^1}.
\] (3)

Moreover, since \( Q \) is symmetric, we can write

\[
\|Q\|_F = \sqrt{\text{tr}(Q^2)} = \left( \sum_{i=1}^{n} \lambda_i(Q^2) \right)^{1/2}.
\] (4)

Theorem 5.4 below generalizes Lemma 6.8 in [14].

**Theorem 5.4.** Let \( \Gamma_1 = (V, H_1, \psi_{H_1}) \) and \( \Gamma_2 = (V, H_2, \psi_{H_2}) \) be two hypergraphs on \( n \) nodes that differ by at most \( c_1 \) hyperedges of cardinality at most \( c_2 \). Let

\[
\Delta_1 := A(\Gamma_1) - A(\Gamma_2) \\
\Delta_2 := D(\Gamma_1) - D(\Gamma_2) \\
\Delta_3 := K(\Gamma_1) - K(\Gamma_2) \\
\Delta_4 := L(\Gamma_1) - L(\Gamma_2).
\]

Then,

\[
\|\Delta_i\|_{S^1} \leq 3c_1^2 \cdot c_2 \quad \text{for} \quad i = 1, 2, 3,
\]

and

\[
\|\Delta_4\|_{S^1} \leq 2\sqrt{2n} \cdot c_1 \cdot c_2.
\]

**Proof.** The fact that \( \Gamma_1 \) and \( \Gamma_2 \) differ by at most \( c_1 \) hyperedges of cardinality at most \( c_2 \) implies that:
• At most $c_1 \cdot c_2$ vertices have different adjacencies in $\Gamma_1$ and $\Gamma_2$.

• For each $i, j \in V$, $|(A_1)_{ij} - (A_2)_{ij}| \leq c_1$.

• For each $i \in V$, $|\deg_{\Gamma_1}(i) - \deg_{\Gamma_2}(i)| \leq c_1$.

Therefore,

• $\Delta_1 = A_1 - A_2$ is a matrix with only zeros on the diagonal that has at most $2c_1 \cdot c_2$ nonzero entries, whose absolute value is bounded by $c_1$;

• $\Delta_2 = D_1 - D_2$ is a diagonal matrix that has at most $c_1 \cdot c_2$ nonzero entries, whose absolute value is bounded by $c_1$;

• $\Delta_3 = K_1 - K_2 = (D_1 - D_2) + (A_1 - A_2)$ has at most $3c_1 \cdot c_2$ nonzero entries, whose absolute value is bounded by $c_1$.

Hence, for $j = 1, 2, 3$, $\Delta_j$ has rank at most $c := 3c_1 \cdot c_2$, and therefore at most $c$ nonzero eigenvalues. It follows that

$$\|\Delta_j\|_{S^1} = \sum_{i=n-c+1}^{n} |\lambda_i(\Delta_j)|$$

(by Cauchy-Schwarz)

$$\leq \sqrt{c} \cdot \left( \sum_{i=n-c+1}^{n} \lambda_i(\Delta_j)^2 \right)^{1/2}$$

(by (4))

$$= \sqrt{c} \cdot \|\Delta_j\|_F$$

$$= \sqrt{c} \cdot \left( \sum_{i,k} (\Delta_j)_{ik}^2 \right)^{1/2}$$

$$\leq \sqrt{c} \cdot (c \cdot c_1^2)^{1/2}$$

$$= 3c_1^2 \cdot c_2.$$

Similarly,

$$\Delta_4 := L_1 - L_2 = D_1^{-1/2} A_1 D_1^{-1/2} - D_2^{-1/2} A_2 D_2^{-1/2}$$

has entries with absolute value

$$|(\Delta_4)_{ij}| = \left| \frac{(A_1)_{ij}}{\sqrt{\deg_{\Gamma_1}(i)(\sqrt{\deg_{\Gamma_1}(j)}}) - \frac{(A_2)_{ij}}{\sqrt{\deg_{\Gamma_2}(i)(\sqrt{\deg_{\Gamma_2}}(j)}} \right|$$

$$\leq \left| \frac{(A_1)_{ij}}{\sqrt{\deg_{\Gamma_1}(i)(\sqrt{\deg_{\Gamma_1}(j)}}) \right| + \left| \frac{(A_2)_{ij}}{\sqrt{\deg_{\Gamma_2}(i)(\sqrt{\deg_{\Gamma_2}}(j)}} \right|$$

$$\leq 2.$$
Moreover, \( \Delta_4 \) has at most \( c_1 \cdot c_2 \) nonzero rows (respectively, columns), therefore it has rank at most \( c_1 \cdot c_2 \). It follows that

\[
\| \Delta_4 \|_{S^1} = \sum_{i=n-c+1}^{n} |\lambda_i(\Delta_4)| \\
\leq \sqrt{c_1 \cdot c_2} \cdot \left( \sum_{i=n-c+1}^{n} \lambda_i(\Delta_4)^2 \right)^{1/2} \\
= \sqrt{c_1 \cdot c_2} \cdot \| \Delta_4 \|_F \\
= \sqrt{c_1 \cdot c_2} \cdot \left( \sum_{i,k} (\Delta_4)_{ik}^2 \right)^{1/2} \\
\leq \sqrt{c_1 \cdot c_2} \cdot \left( 2n \cdot c_1 \cdot c_2 \right)^{1/2} \\
= 2\sqrt{2n} \cdot c_1 \cdot c_2.
\]

We can now prove Theorem 5.2.

\[\square\]

Proof of Theorem 5.2. We first recall the statement of Proposition 6.7 in [14]:

**Proposition** (Prop. 6.7 in [14]). Let \( Q_1, Q_2 \) be two real \( n \times n \) symmetric matrices such that

\[
\|Q_1 - Q_2\|_{S^1} \leq c.
\]

Then, for each \( f \in C_c(\mathbb{R}, \mathbb{R}) \) and for each \( \varepsilon > 0 \), there exists \( \delta > 0 \) such that

\[
\left| \mu(Q_1)(f) - \mu(Q_2)(f) \right| \leq \varepsilon + \frac{2\sup|f|}{\delta n} \cdot c.
\]

We now consider two cases.

1. Case 1: \( \mu_{1,n} \) and \( \mu_{2,n} \) denote the spectral measures associated to one of the matrices \( A, D, K \). By Theorem 5.4 and by Proposition 6.7 in [14], for \( f \in C_c(\mathbb{R}, \mathbb{R}) \) and for each \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that

\[
\left| \mu_{1,n}(f) - \mu_{2,n}(f) \right| \leq \varepsilon + \frac{2\sup|f|}{\delta n} \cdot 3c_1^2 \cdot c_2.
\]

Hence,

\[
\lim_{n \to \infty} \left| \mu_{1,n}(f) - \mu_{2,n}(f) \right| \leq \varepsilon.
\]

2. Case 2: \( \mu_{1,n} \) and \( \mu_{2,n} \) denote the spectral measures associated to \( L \). Similarly to the first case, by Theorem 5.4 and by Proposition 6.7 in [14], for each \( f \in C_c(\mathbb{R}, \mathbb{R}) \) and for each \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that

\[
\left| \mu_{1,n}(f) - \mu_{2,n}(f) \right| \leq \varepsilon + \frac{2\sup|f|}{\delta n} \cdot 2\sqrt{2n} \cdot c_1 \cdot c_2.
\]
Hence, as before, 
\[
\lim_{n \to \infty} \left| \mu_{1,n}(f) - \mu_{2,n}(f) \right| \leq \varepsilon.
\]
This proves the claim.

5.2 Strong convergence

Remark 5.2. As shown in [14], the weak convergence in [14, Theorem 6.4] that we generalized in Theorem 5.2 cannot be substituted by the strong convergence in total variation distance. However, as proved in [14, Cor. 6.11], the convergence in total variation distance holds, in the case of \( L \), when considering growing families of graphs such that, for each \( n \) even, \( \Gamma_{1,n} \) is the disjoint union of two complete graphs on \( n/2 \) nodes, while \( \Gamma_{2,n} \) is a “connected sum” of two complete graphs, namely, it is given by two copies of the complete graph on \( n/2 \) vertices, joined by at most \( c \) edges, where \( c = o(n) \). By Remark 4.1, this holds also for the 2–complete hypergraphs in Def. 4.2.

Here we generalize this result and we show that the strong convergence in total variation distance holds for various families of growing hypergraphs and with respect to all operators \( A, D, K \) and \( L \). While the proof of Lemma 6.9 and Corollary 6.20 in [14] is based on the investigation of the eigenvectors of \( L \) for the given graphs, here we prove some general spectral properties of symmetric matrices and we use them in order to prove our claim.

Definition 5.5. The total variation distance between two measures \( \mu_1 \) and \( \mu_2 \) on an interval \( I \subset \mathbb{R} \) is
\[
d_{\text{tv}}(\mu_1, \mu_2) := \sup_{B \subseteq I \text{ measurable}} \left| \mu_1(B) - \mu_2(B) \right|.
\]

Lemma 5.6. Let \( Q \) be an \( n \times n \) symmetric matrix, let \( c \in \{1, \ldots, n-1\} \) and let \( P \) be a submatrix of \( Q \) of size \( (n-c) \times (n-c) \). For each \( \lambda \in \mathbb{R} \),
\[
M_\lambda(P) \geq M_\lambda(Q) - c \quad \text{and} \quad M_\lambda(Q) \geq M_\lambda(P) - c.
\]

Proof. By repeatedly applying the Cauchy Interlacing Theorem (Theorem 4.3.17 in [10]), for all \( k \in \{1, \ldots, n-c\} \)
\[
\lambda_k(Q) \leq \lambda_k(P) \leq \lambda_{k+c}(Q).
\]
Therefore,
\[
\lambda_k(Q) = \ldots = \lambda_{k+c}(Q) = \lambda \implies \lambda_k(P) = \lambda
\]
and similarly
\[
\lambda_k(P) = \ldots = \lambda_{k+c}(P) = \lambda \implies \lambda_{k+c}(Q) = \lambda.
\]
Hence, if \( Q \) has eigenvalue \( \lambda \) with multiplicity \( M_\lambda(Q) \), then \( P \) has eigenvalue \( \lambda \) with multiplicity at least \( M_\lambda(Q) - c \). That is, \( M_\lambda(P) \geq M_\lambda(Q) - c \) for each \( \lambda \). Similarly, \( M_\lambda(Q) \geq M_\lambda(P) - c \).
**Corollary 5.7.** Let $Q_1$ and $Q_2$ be two $n \times n$ symmetric matrices that differ at most by $c$ rows (respectively, columns). For each $\lambda \in \mathbb{R}$,

$$M_\lambda(Q_1) \geq M_\lambda(Q_2) - 2c.$$ 

**Proof.** Since $Q_1$ and $Q_2$ differ at most by $c$ rows (respectively, columns), there exists a submatrix $P$ of both $Q_1$ and $Q_2$ that has size $(n - c) \times (n - c)$. By Lemma 5.6,

$$M_\lambda(Q_1) \geq M_\lambda(P) - c \geq M_\lambda(Q_2) - 2c.$$

**Theorem 5.8.** Let $s \in \mathbb{N}$. For $n \in \mathbb{N}$, let $Q_{1,n}$ and $Q_{2,n}$ be two $n \times n$ symmetric matrices that differ at most by $c = o(n)$ rows (respectively, columns). Assume that, for each $n$, there exist at most $s$ eigenvalues of $Q_{1,n}$ whose sum of multiplicities is at least $n - k$, where $k = o(n)$. Then,

$$d_{tv}(\mu(Q_{1,n}), \mu(Q_{2,n})) \xrightarrow{n \to \infty} 0.$$ 

**Proof.** By assumption, given $n$ there exist at most $s$ eigenvalues $a_{n,j}$ of $Q_{1,n}$ with respective multiplicities $q_{n,j}$, such that $\sum_j q_{n,j} \geq n - k$. Hence, we can write

$$\mu(Q_{1,n}) = \sum_j \frac{q_{n,j}}{n} \cdot \delta_{a_{n,j}} + \sum_\eta \frac{1}{n} \delta_\eta,$$

where the second sum is over at most $k$ eigenvalues $\eta$ of $Q_{1,n}$. By Corollary 5.7,

$$\mu(Q_{2,n}) = \sum_j \frac{q_{n,j} - 2c}{n} \cdot \delta_{a_{n,j}} + \sum_\eta \frac{1}{n} \delta_\eta,$$

where the sum is over at most $k + 2cs$ eigenvalues $\eta$ of $Q_{2,n}$. Therefore,

$$d_{tv}(\mu(Q_{1,n}), \mu(Q_{2,n})) \leq \frac{k + 2cs}{n},$$

tends to zero for $n \to \infty$, since by assumption $c = o(n)$ and $k = o(n)$. 

**Corollary 5.9.** Let $s \in \mathbb{N}$. For $n \in \mathbb{N}$, let $Q_{1,n}$ and $Q_{2,n}$ be two $n \times n$ symmetric matrices that differ at most by $c = o(n)$ rows (respectively, columns). Assume that, for each $n$, $Q_{1,n}$ has at most $s$ distinct eigenvalues. Then,

$$d_{tv}(\mu(Q_{1,n}), \mu(Q_{2,n})) \xrightarrow{n \to \infty} 0.$$ 

As a consequence of Corollary 5.9, we can prove convergence in total variation distance for spectral measures for various growing families of hypergraphs.
Corollary 5.10. Let $k, r \in \mathbb{N}$ with $r \geq 2$. For each $n \in \mathbb{N}_{\geq 2}$, let $\Gamma_{1,n}$ be the disjoint union of $k$ $r$–complete hypergraphs on $n$ nodes, and let $\Gamma_{2,n}$ be a hypergraph that differs from $\Gamma_{1,n}$ by at most $c_1$ hyperedges of cardinality at most $c_2$, where $c_1 \cdot c_2 = o(n)$. Denote by $\mu_{1,n}$ and $\mu_{2,n}$ the corresponding spectral measures with respect to one of the matrices $A$, $D$, $K$, $L$. Then,
\[
\lim_{n \to \infty} d_{tv}(\mu_{1,n}, \mu_{2,n}) = 0.
\]

Proof. Since $\Gamma_{1,n}$ and $\Gamma_{2,n}$ differ by at most $c_1$ hyperedges of cardinality at most $c_2$, their associated operators differ at most by $c_1 \cdot c_2$ rows (respectively, columns). The claim follows from Lemma 4.3 and Corollary 5.9 with $c = c_1 \cdot c_2$. \hfill \square

Similarly, in Corollary 5.11 and Corollary 5.12 below we prove strong convergence for growing families of hyperflowers, in the settings of Proposition 4.9 and Proposition 4.10, respectively.

Corollary 5.11. Fix $t, l \in \mathbb{N}$. For each $n \geq tl + 1$, let $\Gamma_{1,n}$ be the $l$–hyperflower with $t$ twins on $n$ vertices and let $\Gamma_{2,n}$ be a hypergraph that differs from $\Gamma_{1,n}$ by at most $c_1$ hyperedges of cardinality at most $c_2$. Denote by $\mu_{1,n}$ and $\mu_{2,n}$ the corresponding spectral measures with respect to one of the matrices $A$, $D$, $K$, $L$. Then,
\[
\lim_{n \to \infty} d_{tv}(\mu_{1,n}, \mu_{2,n}) = 0.
\]

Proof. This follows from Theorem 4.8 and Corollary 5.9. \hfill \square

Corollary 5.12. Fix $t, c \in \mathbb{N}$. For each $l \in \mathbb{N}$, let $\Gamma_{1,n,1}$ be the $l$–hyperflower with $t$ twins on $n$ vertices and let $\Gamma_{1,n,2}$ be a hypergraph that differs from $\Gamma_{1,n,1}$ by at most $c_1$ hyperedges of cardinality at most $c_2$. Denote by $\mu_{1,n,1}$ and $\mu_{2,n,1}$ the corresponding spectral measures with respect to one of the matrices $A$, $D$, $K$, $L$. Then,
\[
\lim_{l \to \infty} d_{tv}(\mu_{1,n,1}, \mu_{2,n,1}) = 0.
\]

Proof. This follows from Theorem 4.8 and Corollary 5.9. \hfill \square

Remark 5.3. As shown in [14], if for $n$ even we let $\Gamma_{1,n,1}$ be the path on $n$ vertices and we let $\Gamma_{1,n,2}$ be the disjoint union of two paths on $n/2$ vertices, then the total variation distance between the two measures with respect to $L$ does not tend to zero as $n \to \infty$. In contrast to the above examples, such growing families of paths do not satisfy Corollary 5.9 with respect to $L$ because all eigenvalues of the paths have multiplicity 1. The same holds for the case of growing graph cycles that we investigated in Corollary 4.6 with respect to $D$, $A$, $K$ and $L$.
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