BETHE SUBALGEBRAS IN ANTIDOMINANTLY SHIFTED YANGIANS

VASILY KRYLOV AND LEONID RYBNIKOV

ABSTRACT. The loop group $G((z^{-1}))$ of a simple complex Lie group $G$ has a natural Poisson structure. We introduce a natural family of Poisson commutative subalgebras $\widehat{B}(C) \subset \mathcal{O}(G((z^{-1})))$ depending on the parameter $C \in G$ called classical universal Bethe subalgebras. To every antidominant cocharacter $\mu$ of the maximal torus $T \subset G$ one can associate the closed Poisson subspace $\mathcal{W}_\mu$ of $G((z^{-1}))$ (the Poisson algebra $\mathcal{O}(\mathcal{W}_\mu)$ is the classical limit of so-called shifted Yangian $Y_\mu(\mathfrak{g})$ defined in [BFN Appendix B]). We consider the images of $\widehat{B}(C)$ in $\mathcal{O}(\mathcal{W}_\mu)$, denoted by $\mathcal{B}_\mu(C)$, that should be considered as classical versions of (not yet defined in general) Bethe subalgebras in shifted Yangians. For regular $C$ centralizing $\mu$, we compute the Poincaré series of these subalgebras. For $\mathfrak{g} = \mathfrak{gl}_n$, we define the natural quantization $Y^{\text{rtt}}(\mathfrak{gl}_n)$ of $\mathcal{O}(\text{Mat}_n((z^{-1})))$ and universal Bethe subalgebras $\mathcal{B}(C) \subset Y^{\text{rtt}}(\mathfrak{gl}_n)$. Using the RTT realization of $Y_\mu(\mathfrak{gl}_n)$ (invented by Frassek, Pestun, and Tsymbaliuk), we obtain the natural surjections $Y^{\text{rtt}}(\mathfrak{gl}_n) \twoheadrightarrow Y_\mu(\mathfrak{gl}_n)$ which quantize the embedding $\mathcal{W}_\mu \subset \text{Mat}_n((z^{-1}))$. Taking the images of $\widehat{B}(C)$ in $Y_\mu(\mathfrak{gl}_n)$ we recover Bethe subalgebras $B_\mu(C) \subset Y_\mu(\mathfrak{gl}_n)$ proposed by Frassek, Pestun and Tsymbaliuk.

1. INTRODUCTION

1.1. Yangians, Bethe subalgebras and their classical limits. Let $\mathfrak{g}$ be a simple finite dimensional Lie algebra over complex numbers and $G$ be the corresponding simply connected algebraic group. The Yangian $Y(\mathfrak{g})$ is the Hopf algebra deformation of the algebra $\mathcal{O}(G[[z^{-1}]]_1)$ of functions on the first congruence subgroup deforming the natural Poisson structure on the group scheme $G[[z^{-1}]]_1$ (see [KWWY]). In other words, there exists a filtration on $Y(\mathfrak{g})$ such that $\text{gr}Y(\mathfrak{g}) \simeq \mathcal{O}(G[[z^{-1}]]_1)$ as Poisson algebras (see for example [IR] Section 2).

Bethe subalgebras are a family of commutative subalgebras $B(C) \subset Y(\mathfrak{g})$ depending on $C \in G$. In [IR] Section 4 the associated graded algebra $\overline{B}(C) = \text{gr}B(C) \subset \mathcal{O}(G[[z^{-1}]]_1)$ was described.

In [BK2], [KWWY], [BFN Appendix B] generalizations of $Y(\mathfrak{g})$ were defined. Let us fix a Borel subgroup $B \subset G$ and a maximal torus $T \subset B$. Let $\Lambda$ be the cocharacter lattice of $T$. To every $\mu \in \Lambda$, one can associate the so-called shifted Yangian $Y_\mu(\mathfrak{g})$. By the results of [FKPRW] Section 5, the algebra $Y_\mu(\mathfrak{g})$ is filtered and the associated graded Poisson algebra $\text{gr}Y_\mu(\mathfrak{g})$ can be identified with the algebra of functions on a Poisson scheme that the authors of [FKPRW] denote by $\mathcal{W}_\mu$. This scheme is a closed subscheme of $G((z^{-1}))$. It follows from [KPRW] Theorem A.8 that for antidominant $\mu$ the embedding $\mathcal{W}_\mu \subset G((z^{-1}))$ is Poisson so that the Poisson algebra $\mathcal{O}(\mathcal{W}_\mu)$ is the quotient of the Poisson algebra $\mathcal{O}(G((z^{-1})))$ by the Poisson ideal.
Remark 1.1. The antidominant \( \mu \) is distinguished since for such \( \mu \) we have

\[
W_\mu = G[[z^{-1}]]z^\mu G[[z^{-1}]]_1 \subset G((z^{-1})),
\]

where \( z^\mu \in T((z^{-1})) \subset G((z^{-1})) \) is the element corresponding to \( \mu \): \( \text{Spec } \mathbb{C}[z^\pm] \to T \).

Recall now that for \( \mu = 0 \) we have a family of commutative subalgebras \( B(C) \subset Y_0(\mathfrak{g}) = Y(\mathfrak{g}) \) (depending on \( C \in G \)) and their “classical” limits \( \overline{B}(C) \subset \mathcal{O}(\mathcal{W}_0) \). The natural question is the following.

**Question:** can we define a family of commutative (resp. Poisson commutative) subalgebras

\[
B_\mu(C) \subset Y_\mu(\mathfrak{g}), \quad \overline{B}_\mu(C) \subset \mathcal{O}(\mathcal{W}_\mu)
\]

for antidominant \( \mu \in \Lambda \) generalizing families \( B(C), \overline{B}(C) \) above?

In this note, we answer this question for algebras \( \overline{B}_\mu(C) \). For \( \mathfrak{g} = \mathfrak{gl}_n \) algebras \( B_\mu(C) \) were defined by Frassek, Pestun and Tsymbaliuk (private communication) using their RTT realization of antidominantly shifted Yangians (see [FPT]). Let us recall the definition of \( B_\mu(C) \) (see Section 5 for details). The Yangian \( Y_\mu^{\text{rtt}}(\mathfrak{g}_n) \) is generated by \( \{t_{ij}^{(r)}\}_{1 \leq i,j \leq n} \) (see [FPT] Section 2.3 or Definition 4.6 for details). For \( i,j = 1, \ldots , n \) we set \( t_{ij}(u) := \sum_{r \in \mathbb{Z}} t_{ij}^{(r)} u^{-r} \in Y_\mu^{\text{rtt}}(\mathfrak{g}_n)((u^{-1})) \). Let \( T(u) \in Y_\mu^{\text{rtt}}(\mathfrak{g}_n)((u^{-1})) \otimes \text{End}(\mathbb{C}^n) \) be the matrix \( T(u) := (t_{ij}(u))_{i,j} \). For \( k = 1, \ldots , n \) we denote by \( A_k \in \text{End}(\mathbb{C}^n)^{\otimes k} \) the antisymmetrization map normalized so that \( A_k^2 = A_k \). We set

\[
\tau_{\mu,k}(u,C) := \text{tr}(C^{\otimes k}) A_k C_1 \ldots C_k T_1(u) \ldots T_k(u - k + 1) \in Y_\mu^{\text{rtt}}(\mathfrak{g}_n)((u^{-1})).
\]

The algebra \( B_\mu(C) \) is generated by the coefficients of \( \tau_{\mu,k}(u,C) \), \( k = 1, \ldots , n \). We denote the coefficient of \( u^{-r} \) in \( \tau_{\mu,k}(u,C) \) by \( \tau_{\mu,k}(C)^{(r)} \). Set \( \omega_k^C := -\epsilon_n^C - \ldots - \epsilon_{n-k+1}^C \in (\mathbb{C}^n)^* \), where \( \epsilon_1^C, \ldots , \epsilon_n^C \) is the standard basis of \( (\mathbb{C}^n)^* \). The authors of [FPT] formulated the following conjecture about the structure of the algebras \( B_\mu(C) \) for regular \( C \):

**Conjecture 1.2.** [Frassek, Pestun, and Tsymbaliuk, 2019]

\begin{enumerate}
  \item \textit{A)} For \( C \in \text{GL}_{\text{reg}}^n \) the algebra \( B_\mu(C) \) is a polynomial algebra in the elements \( \{\tau_{\mu,k}(C)^{(r)} | r > \langle \omega_k^C, \mu \rangle \} \).
  \item \textit{B)} For \( C \in \text{GL}_{\text{reg}}^n \) the subalgebra \( B_\mu(C) \subset Y_\mu(\mathfrak{g}) \) is maximal commutative.
\end{enumerate}

**Remark 1.3.** Conjecture 1.2 for \( \mu = 0 \) and \( C \in T_{\text{reg}} \) follows from [NO] Theorem 1.3.

In this note, we prove part A) of the Conjecture 1.2 (assuming that \( C \) lies in the centralizer of \( \mu \) in \( G \)). We prove that for \( C \in Z_G(\mu)_{\text{reg}} \) the algebra \( B_\mu(C) \) is a polynomial algebra in the elements \( \{\tau_{\mu,k}(C)^{(r)} | r > \langle \omega_k^C, \mu \rangle \} \). In particular, it follows that for \( \mu \) such that \( Z_G(\mu) = T \) claim of Conjecture 1.2 A) holds for any \( C \in T \).

1.2. Main results of the paper.
1.2.1. *Classical situation.* Let us start with the classical situation. Recall that \( \mu \in \Lambda \) is antidominant. Recall that \( \mathcal{O}(W_\mu) \) is the quotient of the bigger Poisson algebra \( \mathcal{O}(G((z^{-1}))) \). It turns out (see Definition 2.2 and Proposition 2.4) that one can define a family \( \mathcal{B}(C) \subset \mathcal{O}(G((z^{-1}))) \), \( C \in G \), of Poisson commutative subalgebras (that we call classical universal Bethe subalgebras) and then \( \mathcal{B}_\mu(C) \subset \mathcal{O}(W_\mu) \) can be defined as the image of \( \mathcal{B}(C) \). The algebra \( \mathcal{B}(C) \) is the subalgebra of \( \mathcal{O}(G((z^{-1}))) \) generated by the Fourier coefficients of the functions

\[
G((z^{-1})) \ni g \mapsto \text{tr}_{V_{\omega_i}} \rho_i(C) \rho_i(g) \in \mathbb{C}((z^{-1})),
\]

where \( \rho_i : G \to \text{End}(V_{\omega_i}) \) are the fundamental representations of \( G \).

The scheme \( W_\mu \) has a natural \( \mathbb{C}^\times \)-action that induces the grading on \( \mathcal{O}(W_\mu) \). The subalgebra \( \mathcal{B}_\mu(C) \subset \mathcal{O}(W_\mu) \) is not graded in general, but it has the induced filtration. Let \( L := Z_G(\mu) \) be the centralizer of \( \mu \) in \( G \). For \( C \in L \) we denote by \( \mathcal{B}_L(C) \subset \mathcal{O}(L[[z^{-1}]]) \) the (classical) Bethe subalgebra of \( \mathcal{O}(L[[z^{-1}]]) \). Consider the closed embedding \( L[[z^{-1}]] \subset W_\mu \) given by \( g \mapsto gz^\mu \). This embedding induces surjection \( \mathcal{O}(W_\mu) \twoheadrightarrow \mathcal{O}(L[[z^{-1}]]) \) at the level of functions. The main result of Section 2 is the following theorem (see Theorem 2.14 for details).

**Theorem A.** If \( C \in L^\text{reg} \) then the composition \( \text{gr} \mathcal{B}_\mu(C) \hookrightarrow \mathcal{O}(W_\mu) \twoheadrightarrow \mathcal{O}(L[[z^{-1}]]) \) induces an isomorphism \( \text{gr} \mathcal{B}_\mu(C) \cong \mathcal{B}_L(C) \).

As a corollary, we conclude that the algebra \( \mathcal{B}_\mu(C) \) is a free polynomial algebra, and the size of \( \mathcal{B}_\mu(C) \) is the same as the size of \( \mathcal{B}_L(C) \) (see Corollary 2.15).

**Remark 1.4.** By "size" we always mean a Poincaré series with respect to a certain natural filtration.

Let us briefly describe the idea of the proof of Theorem A. The natural generators of \( \mathcal{B}_\mu(C) \) are the Fourier coefficients of the functions \( g \mapsto \text{tr}_{V_{\omega_i}} \rho_i(C) \rho_i(g) \). Taking their images in \( \mathcal{O}(L[[z^{-1}]]) \), one can see that the highest component of this trace is nothing else but the trace of the same operator but restricted to the subspace of \( V_{\omega_i} \) generated by vectors of \( V_{\omega_i} \) having weight \( \nu \) such that \( \langle \nu, \mu \rangle = \langle w_0(\omega_i), \mu \rangle \) (here \( w_0 \) is the longest element of the Weyl group of \( G \)). This vector subspace is nothing else but the irreducible representation of \( L \) with the lowest weight \( w_0(\omega_i) \). Now Theorem A can be deduced from [IR] Proposition 4.6].

1.2.2. *Quantum situation.* Let us now consider the "quantum" situation. In other words, our goal is to construct Bethe subalgebras in the shifted Yangians \( Y_\mu(\mathfrak{g}) \) (see [BFN] Definition B.2, or [FKPRW] Definition 3.5]). The only known definition of Bethe subalgebras in the standard Yangian \( Y(\mathfrak{g}) \) uses the so-called RTT realization of \( Y(\mathfrak{g}) \). Such a realization of \( Y_\mu(\mathfrak{g}) \) is not known in general but was obtained in [FPT], [FT] for \( \mathfrak{g} \) of type \( ABCD \). In this note, we restrict our discussion only to the type \( A \) case. Using the RTT realization of \( Y_\mu(\mathfrak{g}_n) \) we recall the definition of Bethe subalgebras \( B_\mu(C) \subset Y_\mu(\mathfrak{g}_n) \) which belongs to [FPT] (see Definition 5.1). We actually show that the algebra \( B_\mu(C) \) can be considered as the images of one "universal" Bethe subalgebra \( \mathcal{B}(C) \) inside some algebra \( Y^{\text{rtt}}(\mathfrak{g}_n) \) quantizing \( \mathcal{O}(\text{Mat}_n((-1))) \) similarly to how all \( \mathcal{B}_\mu(C) \) are images of a single \( \mathcal{B}(C) \subset \mathcal{O}(\text{Mat}_n((-1))) \) (see Section 3 for details).
Theorem B. The Poisson algebra \( \mathcal{O}(\text{Mat}_n((z^{-1}))) \) has a natural quantization \( Y^{\text{rtt}}(\mathfrak{g}_n) \) that maps surjectively onto \( Y_\mu(\mathfrak{g}_n) \) for every antidominant \( \mu \in \Lambda \). The subalgebra \( B_\mu(C) \subset Y_\mu(\mathfrak{g}_n) \) is the image of a “universal” Bethe subalgebra \( B(C) \subset Y^{\text{rtt}}(\mathfrak{g}_n) \).

Remark 1.5. The surjection \( Y^{\text{rtt}}(\mathfrak{g}_n) \to Y_\mu(\mathfrak{g}_n) \) is a quantization of the restriction homomorphism \( \mathcal{O}(\text{Mat}_n((z^{-1}))) \to \mathcal{O}(\mathcal{W}_\mu) \), see Corollary 4.13 for details.

Let us briefly describe the construction of the algebras \( Y^{\text{rtt}}(\mathfrak{g}_n) \), \( B(C) \). Recall that the standard RTT Yangian \( Y(\mathfrak{g}_n) \) has the following realization. As an algebra over \( \mathbb{C} \) it is generated by \( \{ t^{(r)}_{ij} \}_{1 \leq i,j \leq n} \) subject to the following relations:

\[
[t^{(p+1)}_{ij}, t^{(q)}_{kl}] - [t^{(p)}_{ij}, t^{(q+1)}_{kl}] = t^{(q)}_{kij} t^{(q)}_{il} - t^{(q)}_{kji} t^{(q)}_{ili}, \quad p, q \in \mathbb{Z}_{\geq 0},
\]

\[
t^{(0)}_{ij} = \delta_{ij}.
\]

We define \( Y^{\text{rtt}}(\mathfrak{g}_n)_{\text{pol}} \) as the algebra over \( \mathbb{C} \) generated by \( \{ t^{(r)}_{ij} \}_{1 \leq i,j \leq n} \) subject to the relations (1.1) with \( p, q \in \mathbb{Z} \). For \( N \in \mathbb{Z}_{\geq 0} \) consider the two-sided ideal \( I_N \subset Y^{\text{rtt}}(\mathfrak{g}_n)_{\text{pol}} \) generated by the elements \( \{ t^{(-r)}_{ij} \mid r > N \} \) and set \( Y^{\text{rtt}}(\mathfrak{g}_n)_N := Y^{\text{rtt}}(\mathfrak{g}_n)_{\text{pol}}/I_N \), \( Y^{\text{rtt}}(\mathfrak{g}_n) := \lim_{\to} Y^{\text{rtt}}(\mathfrak{g}_n)_N \). The subalgebra \( B(C) \subset Y^{\text{rtt}}(\mathfrak{g}_n) \) is defined using the same formulas as one uses in the definition of standard Bethe subalgebra \( B(C) \subset Y(\mathfrak{g}_n) \) (see Section 3.3 for details).

The main result of Section 5.2 is the following theorem (see Corollary 5.5 for details).

Theorem C. For \( C \in L^{\text{reg}} \), the composition \( \text{gr} B_\mu(C) \to \mathcal{O}(\mathcal{W}_\mu) \to \mathcal{O}(L[[z^{-1}]])_1 \) induces the isomorphism \( \text{gr} B_\mu(C) \cong \overline{B}_L(C) \).

As a corollary, we conclude that the algebra \( B_\mu(C) \) is a free polynomial algebra and has the same size as the Cartan subalgebra \( H \subset Y_\mu(\mathfrak{g}_n) \) (see Corollary 5.5), which proves Conjecture 1.2, (A) for \( C \in L^{\text{reg}} \).

The idea of the proof of Theorem C is the following: we reduce it to Theorem A by showing that the associated graded of the natural generators of \( B_\mu(C) \) and of \( \overline{B}_\mu(C) \) are equal (considered as the elements of \( \mathcal{O}(\mathcal{W}_\mu) \)).

Overall, this note should be considered as an attempt to draw attention to study families of commutative subalgebras in shifted Yangians and of their classical and “universal” versions.

1.3. Relation with generalized transversal slices and truncated shifted Yangians. Recall that \( G \) is a simply connected Lie group corresponding to the simple Lie algebra \( \mathfrak{g} \). Recall also that we fixed a maximal torus and a Borel subgroup \( T \subset B \subset G \). To every dominant cocharacter \( \lambda : \mathbb{C}^\times \to T \) and arbitrary \( \mu : \mathbb{C}^\times \to T \) one can associate the closed Poisson subscheme \( \overline{\mathcal{W}}^\lambda_\mu \subset \mathcal{W}_\mu \) defined as follows:

\[
\overline{\mathcal{W}}^\lambda_\mu := \mathcal{W}_\mu \cap \overline{G[z]z^\lambda G[z]},
\]

where \( G[z] \) is the space of maps \( \text{Spec}(\mathbb{C}[z]) \to G \) and the closure is taken in \( G((z^{-1})) \). The scheme \( \overline{\mathcal{W}}^\lambda_\mu \) was introduced in the paper [BFN] and is called a generalized transversal slice in the affine Grassmannian of \( G \). Assume now that \( \mu \) is antidominant. Since the
embedding $\overline{W}_\mu^\lambda \subset W_\mu$ is Poisson, we then can define a family of Poisson commutative subalgebras $\overline{B}_\mu^\lambda(C) \subset \mathcal{O}(\overline{W}_\mu^\lambda)$ depending on $C \in G$. Indeed, we just need to take the images of $\overline{B}_\mu^\lambda(C) \subset \mathcal{O}(\overline{W}_\mu^\lambda)$ in $\mathcal{O}(\overline{W}_\mu^\lambda)$. The following question was raised by the authors of [FPT]: is it true that for $C \in T^{\text{reg}}$ the subalgebra $\overline{B}_\mu^\lambda(C) \subset \mathcal{O}(\overline{W}_\mu^\lambda)$ has transcendence degree equal to $\frac{1}{2} \dim \overline{W}_\mu^\lambda$ (i.e. that the subalgebra $\overline{B}_\mu^\lambda(C) \subset \mathcal{O}(\overline{W}_\mu^\lambda)$ defines a “complete set of integrals” in $\mathcal{O}(\overline{W}_\mu^\lambda)$? We plan to address this question (for generic $C$) in the future (the idea is to “degenerate” $\overline{B}_\mu(C)$ to the subalgebra $\mathcal{O}(T[[z^{-1}]]_z) \subset \mathcal{O}(W_\mu)$ whose image in $\mathcal{O}(\overline{W}_\mu^\lambda)$ has transcendence degree equal to $\frac{1}{2} \dim \overline{W}_\mu^\lambda$).

The Poisson algebras $\mathcal{O}(\overline{W}_\mu^\lambda)$ have natural quantizations $Y_\mu^\lambda(g)$ called truncated shifted Yangians (they were defined in [BFN Appendix B] and in [KPW] Theorem 4.7] the authors proved that $Y_\mu^\lambda(g)$ indeed quantizes $\mathcal{O}(\overline{W}_\mu^\lambda)$). The algebra $Y_\mu^\lambda(g)$ is the quotient of the shifted Yangian $Y_\mu(g)$. Let us now restrict ourselves to the case $g = \mathfrak{gl}_n$. Then, taking images of $B_\mu(C) \subset Y_\mu(\mathfrak{gl}_n)$ in $Y_\mu^\lambda(\mathfrak{gl}_n)$, we obtain the family of commutative subalgebras $B_\mu^\lambda(C) \subset Y_\mu^\lambda(\mathfrak{gl}_n)$ depending on $C \in \text{GL}_n$. It would be very interesting to study this family. Let us point out that the existence of this family as well as its interpretation through commutative subalgebras of quantized Coulomb branch was already noticed in the introduction of the paper [FPT].

1.4. Structure of the paper. In Section 2, we recall the explicit description of the Poisson bracket on $\mathcal{O}(G((z^{-1})))$, define the classical universal Bethe subalgebra $\mathfrak{B}(C) \subset \mathcal{O}(G((z^{-1})))$ (see Definition 2.2), prove its Poisson commutativity (see Proposition 2.4) and then show that for $C \in G^{\text{reg}}$ the natural generators of $\mathfrak{B}(C)$ are algebraically independent (see Proposition 2.5). We then recall closed Poisson subschemes $W_\mu \subset G((z^{-1}))$ and consider the classical Bethe subalgebras $\overline{B}_\mu(C) \subset \mathcal{O}(W_\mu)$ (see Definition 2.8). We then prove Theorem A for $C \in L^{\text{reg}}$ (for example, if $C$ belongs to the regular part of a maximal torus $T \subset G$ we compute the size (Poincaré series) of the algebra $\overline{B}_\mu(C)$ and show that $\text{gr} \overline{B}_\mu(C)$ identifies naturally with the Bethe subalgebra $\overline{B}_L(C) \subset \mathcal{O}(L[[z^{-1}]]_1)$ (see Theorem 2.14 and Corollary 2.15).

In Section 3, we consider the case $g = \mathfrak{gl}_n$ and define the “Yangian” quantization of the Poisson algebra $\mathcal{O}(\text{Mat}_n((z^{-1})))$ (see Definition 3.9). We prove the analog of PBW theorem for this quantization $Y^{\text{rft}}(\mathfrak{gl}_n)$ (see Proposition 3.15) and then show that $\text{gr} Y^{\text{rft}}(\mathfrak{gl}_n) \simeq \mathcal{O}(\text{Mat}_n((z^{-1})))$ as Poisson algebras (see Proposition 3.16). We then define universal Bethe subalgebras $\mathcal{B}(C) \subset Y^{\text{rft}}(\mathfrak{gl}_n)$ (see Definition 3.20). For $C \in G^{\text{reg}}$ we show that $\text{gr} \mathcal{B}(C) = \mathfrak{B}(C)$ and conclude that $\mathcal{B}(C)$ is a polynomial algebra in the natural generators (see Proposition 3.23).

In Section 4, following [FPT], we recall two definitions of antidominantly shifted Yangians for $\mathfrak{gl}_n$ (see Definitions 4.11, 4.16) and then describe functions $\text{gr}^{\text{rft}}_{ij} \in \text{gr} Y^{\text{rft}}(\mathfrak{gl}_n) = \mathcal{O}(W_\mu)$ (see Lemma 4.14). In Corollary 4.15, we prove that the natural surjection $Y^{\text{rft}}(\mathfrak{gl}_n) \twoheadrightarrow Y^{\text{rft}}(\mathfrak{gl}_n)$ quantizes the natural surjection $\mathcal{O}(\text{Mat}_n((z^{-1}))) \twoheadrightarrow \mathcal{O}(W_\mu)$.

In Section 5, we recall Bethe subalgebras $B_\mu(C) \subset Y^{\text{rft}}(\mathfrak{gl}_n)$ (see Definition 5.1) and remind their commutativity from the results of Section 3.3 (see Proposition 5.2).
Theorem \[\text{B}\] then follows from the results of Sections 3, 4, 5. We finish this note with the proof of Theorem \[\text{C}\] assuming that 
\[C \in \mathcal{L}_{\text{reg}} \]
Theorem \[\text{C}\] then concludes. We describe the natural algebraically independent generators of \(B_\mu(C)\), compute its Poincaré series and show that \(\text{gr} B_\mu(C)\) is isomorphic to \(\overline{B}_L(C)\) (see Theorem 5.3 and Corollary 5.5). The note also contains two appendices. In Appendix A, we prove that already for \(g = \mathfrak{sl}_2\) (classical) Bethe subalgebras \(B_\mu(C) \subset \mathcal{O}(\mathcal{W}_\mu)\) can not be obtained as pullbacks of classical Bethe subalgebras in \(\mathcal{O}(\mathcal{W}_0)\) (see Proposition A.1). Appendix B contains a generalization of a well-known theorem of Steinberg that we are using in our arguments (see Proposition B.9).
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2. Classical “universal” Bethe subalgebra in \(\mathcal{O}(G(\langle z^{-1}\rangle))\) and its images in \(\mathcal{O}(\mathcal{W}_\mu)\)

2.1. Classical universal Bethe subalgebra. Let \(g\) be a finite dimensional simple Lie algebra over \(\mathbb{C}\), we denote by \(G\) the simply connected group with Lie algebra \(g\). Recall that we fix a Borel subgroup and a maximal torus \(T \subset B \subset G\). Recall that \(\Lambda = \text{Hom}(\mathbb{C}^\times, T)\) is the cocharacter lattice of \(T\). We denote by \(I\) the set parametrizing vertices of the Dynkin diagram of \(g\). For \(i \in I\) we denote by \(\omega_i\) the corresponding fundamental weight of \(g\) and by \(V_{\omega_i}\) the corresponding (fundamental) representation \(\rho_i: g \to \text{End}(V_{\omega_i})\), abusing the notation we denote by the same letter \(\rho_i\) the corresponding representation of \(G\).

Let \((,\)\) be an invariant nondegenerate form on \(g\) and let \(\{x^a\}_{a=1, \ldots, \dim g}\) be a pair of dual bases (of \(g\) w.r.t. \((,\)). Let \(V\) be a finite dimensional representation of \(G\) and pick \(v \in V, \beta \in V^\ast\). The matrix entry \(\Delta_{\beta, v}(g)\) is the function on \(G\) given by \(\Delta_{\beta, v}(g) = \langle \beta, gv \rangle\). Using this matrix entry we can define the function \(\Delta^{(r)}_{\beta, v}, r \in \mathbb{Z}, G(\langle z^{-1}\rangle)\) whose value at \(g(z^{-1}) \in G(\langle z^{-1}\rangle)\) is the coefficient of \(z^{-r}\) in \(\Delta_{\beta, v}(g(z^{-1}))\). More precisely, these are given by the formula:

\[
\langle \beta, g(z^{-1})v \rangle = \sum_{r \in \mathbb{Z}} \Delta^{(r)}_{\beta, v}(g(z^{-1}))z^{-r}.
\]

It is convenient to introduce the following series (\(u\) is a formal parameter):

\[
\Delta_{\beta, v}(u) := \sum_{r \in \mathbb{Z}} \Delta^{(r)}_{\beta, v}u^{-r} \in \mathcal{O}(G(\langle z^{-1}\rangle))[u, u^{-1}].
\]
There is a nondegenerate pairing on \( g((z^{-1})) \) coming from the residue and the invariant form \( (, ) \) on \( g \). In particular, \( (g((z^{-1})), g[z], z^{-1}g[[z^{-1}]]) \) is a Manin triple. This induces a Poisson-Lie group structure on \( G((z^{-1})) \).

**Remark 2.1.** Let us recall that \( G((z^{-1})) \) is and ind-scheme of ind-infinite type (see, for example, [KV Proposition 2.5.1]). One way to see this is to fix a closed embedding \( G \subset \mathbb{A}^d \) for some \( d \in \mathbb{Z}_{\geq 0} \). This gives a closed embedding of \( G((z^{-1})) \) inside the ind-scheme \( \lim_{\rightarrow \mathbb{N}} \text{Spec}[a_i^{(l)}] | i = 1, \ldots, d, l \in \mathbb{Z}_{\geq -N} \). Preimages of \( \text{Spec}[a_i^{(l)}] | i = 1, \ldots, d, l \in \mathbb{Z}_{\geq -N} \) realize \( G((z^{-1})) \) as an ind-scheme.

The Poisson bracket on \( O(G((z^{-1}))) \) is given by the following formula (see [KWWY Proposition 2.13] and [KPVW Remark A.7]). Let \( \rho_{V_1} : g \to \text{End}(V_1), \rho_{V_2} : g \to \text{End}(V_2) \) be finite dimensional representations of \( g \) (that can be also considered as representations of \( G \)). Pick \( v_1 \in V_1, \beta_1 \in V_1^*, v_2 \in V_2, \beta_2 \in V_2^*, r, s \in \mathbb{Z} \). Then we have

\[
\{ \Delta_{\beta_1,v_1}^{(r+1)} \Delta_{\beta_2,v_2}^{(s)} - \Delta_{\beta_1,v_1}^{(r)} \Delta_{\beta_2,v_2}^{(s+1)} \} = \sum_{a=1}^{\dim g} \Delta_{\beta_1,xav_1}^{(r)} \Delta_{\beta_2,xav_2}^{(s)} - \Delta_{\beta_1,v_1}^{(r)} \Delta_{\beta_2,v_2}^{(s)}
\]

that is equivalent to the following equality

\[
(u_1 - u_2) \{ \Delta_{\beta_1,v_1}(u_1), \Delta_{\beta_2,v_2}(u_2) \} = \sum_{a=1}^{\dim g} \Delta_{\beta_1,xav_1}(u_1) \Delta_{\beta_2,xav_2}(u_2) - \Delta_{\beta_1,v_1}(u_1) \Delta_{\beta_2,v_2}(u_2). \tag{2.1}
\]

**Definition 2.2.** Pick \( C \in G \). The (universal) Bethe subalgebra \( \mathfrak{B}(C) \subset O(G((z^{-1}))) \) is the subalgebra of \( O(G((z^{-1}))) \) generated by the Fourier coefficients of the functions

\[
G((z^{-1})) \ni g \mapsto \text{tr}_{V_1} \rho_i(C)\rho_i(g) \in \mathbb{C}((z^{-1})). \tag{2.2}
\]

For \( r \in \mathbb{Z}, i \in I \) we denote the coefficient of \( z^{-r} \) in \((2.2)\) by \( \sigma_i(C)^{(r)} \in \mathfrak{B}(C) \). So \( \mathfrak{B}(C) \) is generated by the functions \{\( \sigma_i(C)^{(r)} | i \in I, r \in \mathbb{Z} \). It is convenient to think about \((2.2)\) via the generating function \( \sigma_i(u, C) := \sum_{r \in \mathbb{Z}} \sigma_i(C)^{(r)} u^{-r} \).

**Remark 2.3.** It is easy to see that the algebra \( \mathfrak{B}(C) \) contains the Fourier coefficients of \( g \mapsto \text{tr}_{V} \rho(C)\rho(g) \) for every finite dimensional representation \( \rho : G \to \text{End}(V) \).

Let \( V \) be a finite dimensional representation of \( G \) and pick any basis \( e_i \in V \) and the dual basis \( e^\vee_i \in V^* \). Using the basis \{\( e_i \}_{i=1,\ldots,\dim V} \), we can identify \( \text{End}(V) = \text{End}(C^n) \). Let

\[
\mathbf{T}^V(u) \in \text{End}(V) \otimes O(G((z^{-1})))[[u, u^{-1}]] = \text{Mat}_{n \times n} \left( O(G((z^{-1})))[[u, u^{-1}]] \right)
\]

be the following element:

\[
\mathbf{T}^V(u) := (\Delta_{e^\vee_i,e_j}(u))_{ij}.
\]
We also consider the Casimir element $\Omega := \sum_{a=1}^{\dim g} x_a \otimes x_a \in \mathfrak{g} \otimes \mathfrak{g}$, the equality (2.1) is equivalent to

$$\{\pi^{V_1}(u_1), \pi^{V_2}(u_2)\} = \frac{1}{u_2 - u_1} (\rho_1 \otimes \rho_2)(\Omega) \pi^{V_1}(u_1) \pi^{V_2}(u_2) - \pi^{V_2}(u_2) \pi^{V_1}(u_1)(\rho_1 \otimes \rho_2)(\Omega).$$

(2.3)

where $\pi^{V_1}(u_1), \pi^{V_2}(u_2) \in \text{End}(V_1) \otimes \text{End}(V_2) \otimes \mathfrak{g}(G((z^{-1})))[[u_1, u_1^{-1}, u_2, u_2^{-1}]]$ are the images of $\pi^{V_i}(u_1), \pi^{V_i}(u_2)$ under the embeddings $x \otimes y \mapsto x \otimes 1 \otimes y, x \otimes y \mapsto 1 \otimes x \otimes y$, respectively. Indeed, (2.1) can be obtained from (2.3) by evaluating (2.3) on $v_1 \in V_1, \beta_1 \in V_1^*, v_2 \in V_2, \beta_2 \in V_2^*.$

**Proposition 2.4.** The subalgebra $\mathfrak{b}(C) \subset \mathfrak{g}(G((z^{-1})))$ is Poisson commutative.

**Proof.** We follow [IR, proof of Proposition 4.3]. For $i \in I$ set $\pi^{(1)}(u) := \pi^{V_i}(u)$. By (2.3) we have

$$\{\pi^{V_1}(u_1), \pi^{V_2}(u_2)\} = \frac{1}{u_2 - u_1} (\rho_1 \otimes \rho_2)(\Omega) \pi^{V_1}(u_1) \pi^{V_2}(u_2) - \pi^{V_2}(u_2) \pi^{V_1}(u_1)(\rho_1 \otimes \rho_2)(\Omega).$$

We conclude that

$$\{\rho_i(C), \pi^{V_1}(u_1), \rho_j(C) \pi^{V_2}(u_2)\} = \frac{\rho_i(C) \rho_j(C) \pi^{V_2}(u_2)}{u_2 - u_1} (\rho_1 \otimes \rho_2)(\Omega) \pi^{V_1}(u_1) \pi^{V_2}(u_2) - \pi^{V_2}(u_2) \pi^{V_1}(u_1)(\rho_1 \otimes \rho_2)(\Omega).$$

Note now that $[\rho_i(C) \pi^{V_1}(u_1), \pi^{V_2}(u_2)]$ commute (since $\mathfrak{g}(G((z^{-1})))$ is commutative), we conclude that $tr_{\pi^{V_1}(u_1)} \pi^{V_2}(u_2) \rho_i(C) \rho_j(C) \pi^{V_2}(u_2) \pi^{V_2}(u_2) \pi^{V_1}(u_1)(\rho_1 \otimes \rho_2)(\Omega).$

as desired. \hfill \Box

Let $G^{reg} \subset G$ be the subset of regular elements (recall that an element $g \in G$ is called regular if the dimension of the centralizer $Z_G(g)$ is equal to the rank of $\mathfrak{g}$).

**Proposition 2.5.** For $C \in G^{reg}$ the Fourier coefficients $\sigma_i(C)^{(r)}$ of $\sigma_i(u, C)$ are algebraically independent.

**Proof.** The proof is the same as [IR, proof of Proposition 4.6]. \hfill \Box

2.2. **Bethe subalgebras in functions on $\mathcal{W}_\mu$.** Let $\mu \in \text{Hom}(\mathbb{C}^\times, T) = \Lambda$ be an antidominant cocharacter (with respect to a fixed Borel $B \subset G$ containing $T$) and $z^\mu \in T((z^{-1}))$ be the corresponding element. Let $G[[z^{-1}]]_1 \subset G[[z^{-1}]]$ be the subgroup consisting of $g(z^{-1})$ such that $g(0) = 1 \in G$. Consider the following (closed) subscheme of $G((z^{-1})))$:

$$\mathcal{W}_\mu := G[[z^{-1}]]_1 z^\mu G[[z^{-1}]]_1.$$  

(2.4)

**Remark 2.6.** The scheme $\mathcal{W}_\mu$ can be defined for arbitrary $\mu \in \Lambda$ as follows:

$$\mathcal{W}_\mu = U[[z^{-1}]]_1 T[[z^{-1}]]_1 z^\mu U_-[z^{-1}]_1, \quad (2.5)$$
where $U$ is the unipotent radical of $B$ and $U_-$ is the unipotent radical of the opposite Borel $B_- \subset G$. It is easy to see (see for example [KPV] proof of Theorem A.8) that for antidominant $\mu$ the definition (2.3) coincides with (2.4). The fact that $W_\mu \subset G((z^{-1}))$ is closed follows from [MW, Lemma 3.2], see also [KPV] Theorem A.8 (a). To be more precise, it follows from [MW, Lemma 3.2] that $X_\mu := U((z^{-1})) T[[z^{-1}]], z^\mu U_-(z^{-1})) \subset G((z^{-1}))$ is a closed subfunctor. It remains to note that $W_\mu \subset X_\mu$ is closed (use that $X_\mu \simeq U((z^{-1})) \times T[[z^{-1}]], 1 \times U_-((z^{-1}))$ and $W_\mu \simeq U[[z^{-1}]], 1 \times U_-[[z^{-1}]], 1$).

It follows from [KPV] Theorem A.8 (a) that the (closed) embedding $W_\mu \subset G((z^{-1}))$ is Poisson (here, it is crucial that $\mu$ is antidominant).

**Remark 2.7.** Note that we have the decomposition

$$G((z^{-1})) = \bigsqcup_{\mu \in \Lambda^{-}} G[[z^{-1}]], z^\mu G[[z^{-1}]] = \bigsqcup_{\mu \in \Lambda^{-}} G \cdot W_\mu \cdot G,$$

where $\Lambda^{-} \subset \Lambda$ is the subset of antidominant coweights.

**Definition 2.8.** Pick $C \in G$ and antidominant $\mu \in \Lambda$. The Bethe subalgebra $\overline{B}_\mu(C) \subset \mathcal{O}(W_\mu)$ is the subalgebra of $\mathcal{O}(W_\mu)$ generated by the Fourier coefficients of the functions

$$W_\mu \ni g \mapsto \text{tr}_{V(g)} \rho_i(C) \rho_i(g) \in \mathbb{C}((z^{-1})). \quad (2.6)$$

The coefficient of $z^{-r}$ in (2.6) will be denoted by $\sigma_{\mu,i}(C)^{(r)}$. The generating function $\sum_{r \in \mathbb{Z}} \sigma_{\mu,i}(C)^{(r)} u^{-r}$ is denoted by $\sigma_{\mu,i}(u,C)$. More generally, for every finite dimensional representation $\rho: G \to \text{End}(V)$ we denote by $\sigma_{\mu,V}(C)^{(r)} \in \overline{B}_\mu(C)$ the coefficient of $z^{-r}$ in $g \mapsto \text{tr}_V \rho(C) \rho(g)$.

**Remark 2.9.** Note that $\overline{B}_\mu(C)$ is nothing else but the image of $\overline{B}(C) \subset \mathcal{O}(G((z^{-1})))$ under the natural surjection $\mathcal{O}(G((z^{-1}))) \to \mathcal{O}(W_\mu)$ corresponding to the (closed) embedding $W_\mu \subset G((z^{-1}))$, $\sigma_{\mu,i}(C)^{(r)}$ is the image of $\sigma_i(C)^{(r)}$.

**Remark 2.10.** We follow a notation of [FKPRW]. There exists the natural “projection” morphism $\iota_{0 \mu}: W_\mu \to W_0$ (see [FKPRW] Section 5.9) for details. Morphism $\iota_{0 \mu}$ is compatible with Poisson structures. Pullback homomorphism $\iota_{0 \mu}^*: \mathcal{O}(g) \to \mathcal{O}(g)$ of (shifted) Yangians of $g$, see [FKPRW] Proposition 3.8, Section 5.9, and Theorem 5.15 for details. Starting from the classical Bethe subalgebra $\overline{B}_0(D) \subset \mathcal{O}(W_0)$, $D \in G$ and taking its pullback $\iota_{0 \mu}^*(\overline{B}_0(D))$, we obtain a Poisson commutative subalgebra of $\mathcal{O}(W_\mu)$. It is not true in general that a Bethe subalgebra $\overline{B}_\mu(C) \subset \mathcal{O}(W_\mu)$ is equal to $\iota_{0 \mu}^*(\overline{B}_0(D))$ for some $D \in G$ (see Appendix A.1 for details). On the other hand, one can show that for $C, D \in G^{\text{reg}}$ the Poincaré series of $\iota_{0 \mu}^*(\overline{B}_0(D))$ are equal to the Poincaré series of $\overline{B}_\mu(C)$.

For $\lambda \in \Lambda$ we set $\lambda^*: = -w_0(\lambda)$, where $w_0 \in W$ is the longest element in the Weyl group of $g$.

**Lemma 2.11.** We have $\sigma_{\mu,i}(C)^{(r)} = 0$ for $r < \langle \omega_i^*, \mu \rangle$ and $\sigma_{\mu,i}(C)^{(\langle \omega_i^*, \mu \rangle)}$ is a positive integer.
Proof. This follows from the equality $W_\mu = G[[z^{-1}]]_1z^\mu G[[z^{-1}]]_1$. Indeed, pick $g = g_1 z^\mu g_2 \in G[[z^{-1}]]_1z^\mu G[[z^{-1}]]_1$. It is enough to show that if $\lambda$ is a dominant integral weight and $\rho_\lambda : g \to \text{End}(V_\lambda)$ is the corresponding irreducible representation, then for every $g \in W_\mu$, $\rho_\lambda(g)$ as a series in $z$ does not have terms of degree greater than $-\langle \lambda^*, \mu \rangle$ and the term corresponding to $-\langle \lambda^*, \mu \rangle$ is equal to some positive integer number. Indeed, it is clear that $\rho_\lambda(g_1)$, $\rho_\lambda(g_2)$ lie in $\text{id}_{V_\lambda} + z^{-1}\text{End}(V_\lambda)[[z^{-1}]]$. Recall now that $\mu$ is antidominant so $\rho_\lambda(z^\mu)$ lies in $z^{\langle w_0(\lambda), \mu \rangle}\text{End}(V_\lambda) [[z^{-1}]]$. It follows that $\rho_\lambda(g) \in z^{\langle w_0(\lambda), \mu \rangle}\text{End}(V_\lambda) [[z^{-1}]]$. It also follows that the coefficient of $z^{\langle w_0(\lambda), \mu \rangle}$ in $\rho_\lambda(g)$ is equal to the coefficient of $z^{\langle w_0(\lambda), \mu \rangle}$ in $\rho_\lambda(z^\mu)$.

The coefficient of $z^{\langle w_0(\lambda), \mu \rangle}$ in $\rho_\lambda(z^\mu)$ is the operator $V_\lambda \to V_\lambda$ that is equal to identity on weight components $V_\lambda[\nu]$ such that $\langle \nu, \mu \rangle = \langle w_0(\lambda), \mu \rangle$ and is equal to zero on other components. The trace of this operator is equal to some positive integer number. □

Consider the following action $C^\times \curvearrowright W_\mu$: $t \cdot g(z) = g(tz)t^{-\mu}$. We obtain the $\mathbb{Z}$-grading on $\mathcal{O}(W_\mu)$.

Lemma 2.12. Let $V$ be a finite dimensional representation of $G$ and let $\nu, \nu' \in \text{Hom}(T, C^\times)$ be $T$-weights. Pick a vector $v \in V$ of weight $\nu$ and a covector $\beta \in V^*$ of weight $\nu'$. Pick $r \in \mathbb{Z}$ and consider the corresponding function $\Delta_\beta,\nu^r \in \mathcal{O}(W_\mu)$. Then the degree of this function is equal to $r + \langle \nu, \mu \rangle$.

Proof. We need to compute the action of $t \in C^\times$ on the function $\Delta_\beta,\nu^r$. Recall that for $t \in C^\times$, $g \in W_\mu$ we have

$$t \cdot \Delta_\beta,\nu^r(g) = \Delta_\beta,\nu^r(t^{-1} \cdot g) = \Delta_\beta,\nu^r(g(t^{-1}z)t^\mu).$$

So our goal is to compute the coefficient of $z^{-r}$ in

$$\langle \beta, g(t^{-1}z)t^\mu \nu \rangle = t^{\langle \nu, \mu \rangle} \langle \beta, g(t^{-1}z)\nu \rangle$$

that is equal to $t^{\langle \nu, \mu \rangle + r} \Delta_\beta,\nu^r(g)$. So $t \cdot \Delta_\beta,\nu^r(g) = t^{\langle \nu, \mu \rangle + r} \Delta_\beta,\nu^r(g)$, hence $\deg \Delta_\beta,\nu^r(g) = r + \langle \nu, \mu \rangle$. □

Note that the grading on $\mathcal{O}(W_\mu)$ does not induce the grading on the subalgebra $\overline{B}_\mu(C) \subset \mathcal{O}(W_\mu)$ in general. We always have the induced filtration $F^k \overline{B}_\mu(C)$ on $\overline{B}_\mu(C)$. Note that the graded components of $\mathcal{O}(W_\mu)$ are infinite dimensional in general. As a vector space, the algebra $\overline{B}_\mu(C)$ is spanned by the Fourier coefficients $\sigma_{\nu,V_\lambda}(C)^{(r)}$ of the functions $g \mapsto \text{tr}_{V_\lambda} \rho_\lambda(C) \rho_\lambda(g)$ ($V_\lambda$ are finite dimensional irreducible representations of $g$). The proof of Lemma 2.11 implies that $\sigma_{\nu,V_\lambda}(C)^{(r)} = 0$ for $r < \langle \lambda^*, \mu \rangle$ and $\sigma_{\nu,V_\lambda}(C)^{(\langle \lambda^*, \mu \rangle)} \in \mathbb{Z}_{>0}$. It follows from Lemma 2.12 that the degree of $\sigma_{\nu,V_\lambda}(C)^{(r)}$ is at most $r - \langle \lambda^*, \mu \rangle$. In Theorem 2.14 below we show that the degree of $\sigma_{\nu,V_\lambda}(C)^{(r)}$ is precisely $r - \langle \lambda^*, \mu \rangle$ for $C \in \mathbb{Z}_G(\mu)^{\text{reg}}$. As a corollary, we conclude that $\overline{B}_\mu(C)$ is nonnegatively filtered (with only $\mathbb{C}$ in zero degree). So it makes sense to consider Poincaré series of $\overline{B}_\mu(C)$ defined as follows:

$$\dim_q \overline{B}_\mu(C) := \sum_{k \in \mathbb{Z}} \dim(F^k \overline{B}_\mu(C)/F^{k-1} \overline{B}_\mu(C)) \cdot q^k \in \mathbb{Z}[[q]].$$
Using the identification (2.5), we have the projection morphism
\[ \pi : \mathcal{W}_\mu \to T[[z^{-1}]]z^\mu \]
that induces the embedding \( \pi^* : \mathcal{O}(T[[z^{-1}]]z^\mu) \hookrightarrow \mathcal{O}(\mathcal{W}_\mu) \).

Set \( L := Z_G(\mu) \). Group \( L \) is a connected (standard) Levi subgroup of \( G \), containing the maximal torus \( T \). We denote by \( \rho_{L,i} : L \to \text{End}(V_{L,i}) \) the irreducible representation of \( L \) with the lowest weight equal to \(-\omega_i^* = w_0(\omega_i)\). Note that \( V_{L,i} \) can be described as the irreducible \( L \)-subrepresentation of \( V_{\omega_i} \) generated by the lowest weight vector of \( V_{\omega_i} \).

For \( C \in L \) and \( r > 0 \) let \( \sigma_{L,i}(C)^{(r)} \) be the coefficient of \( z^{-r} \) in the function
\[ L[[z^{-1}]] \ni g \mapsto \text{tr}_{V_{L,i}} \rho_{L,i}(C)\rho_{L,i}(g). \]
We denote by \( \overline{\mathcal{B}}_L(C) \subset \mathcal{O}(L[[z^{-1}]]) \) the subalgebra of \( \mathcal{O}(L[[z^{-1}]]) \) generated by \( \sigma_{L,i}(C)^{(r)} \). The algebra \( \overline{\mathcal{B}}_L(C) \) is nothing else but the standard “classical” Bethe subalgebra of \( \mathcal{O}(L[[z^{-1}]]) \) (see [IR] Sections 3, 4, 5). It follows from [IR] Proposition 4.6 that for \( C \in L^{\text{reg}} \) the elements \( \{ \sigma_{L,i}(C)^{(r)}, r > 0 \} \) are algebraically independent. To be more precise, almost the same proof as the proof of [IR] Proposition 4.6 works, the only difference is that instead of using [St2] Theorem 3, pg. 119 (see also [St1] Theorem 8.1) we use Proposition B.9 (see Appendix A).

Remark 2.13. The elements \( \sigma_{L,i}(C)^{(r)} \) such that \( w_{L,0}w_0(\omega_i) \) is a fundamental weight of \( \mathcal{D}(l) := [l,l] \) generate the (classical) Bethe subalgebra in \( \mathcal{O}(L,L[[z^{-1}]]) \) and the rest of the elements \( \sigma_{L,i}(C)^{(r)} \) generate the (Poisson) center of \( \mathcal{O}(L[[z^{-1}]]) \). To see that, one should use the results of the Appendix A. We do not provide the details here but refer interested readers to the Appendix A.

Consider the closed embedding \( L[[z^{-1}]]) \subset \mathcal{W}_\mu \) given by \( g \mapsto gz^\mu \). Note that the restriction of the \( \mathbb{C}^* \)-action on \( L[[z^{-1}]] \) is just the loop rotation given by \( t \cdot g(z) = g(tz) \). This embedding induces a surjection \( \mathcal{O}(\mathcal{W}_\mu) \to \mathcal{O}(L[[z^{-1}]]) \) at the level of functions. Recall that the grading on \( \mathcal{O}(\mathcal{W}_\mu) \) induces the filtration \( F^\bullet \overline{\mathcal{B}}_\mu(C) \) on \( \overline{\mathcal{B}}_\mu(C) \). Clearly we have natural identifications \( \text{gr} \mathcal{O}(\mathcal{W}_\mu) \simeq \mathcal{O}(\mathcal{W}_\mu), \text{gr} \mathcal{O}(L[[z^{-1}]]) \simeq \mathcal{O}(L[[z^{-1}]]) \). We are now ready to prove Theorem 1.

Theorem 2.14. Assume that \( C \in L^{\text{reg}} \). Then the composition
\[ \text{gr} \overline{\mathcal{B}}_\mu(C) \hookrightarrow \mathcal{O}(\mathcal{W}_\mu) \to \mathcal{O}(L[[z^{-1}]])) \]
induces the identification
\[ \text{gr} \overline{\mathcal{B}}_\mu(C) \xrightarrow{\sim} \overline{\mathcal{B}}_L(C). \]
For \( r > \langle \omega_i^*, \mu \rangle \) and \( i = 1, \ldots, \text{rk} \mathfrak{g} \) the element \( \sigma_{\mu,i}(C)^{(r)} \) has degree \( r - \langle \omega_i^*, \mu \rangle \) and the identification above sends \( \text{gr} \sigma_{\mu,i}(C)^{(r)} \) to \( \sigma_{L,i}(C)^{(r-\langle \omega_i^*, \mu \rangle)} \).

Proof. Recall that the functions \( \{ \sigma_{L,i}(C)^{(r)}, r > 0 \} \subset \mathcal{O}(L[[z^{-1}]]) \) are algebraically independent. Using Lemma 2.11, we conclude that we only need to show that
\[ \text{gr} \left( \sigma_{\mu,i}(C)^{(r)}|_{L[[z^{-1}]])} \right) = \sigma_{L,i}(C)^{(r-\langle \omega_i^*, \mu \rangle)}. \]
Recall that $V_{L,i}$ is the irreducible representation of $L$ with the lowest weight equal to $-\omega_i^* = w_0(\omega_i)$. Note that if we decompose $V_{\omega_i}$ as the direct sum of irreducible $L$-modules, then $V_{L,i} \subset V_{\omega_i}$ is precisely the subspace generated by vectors of $V_{\omega_i}$ on which $\mu : \mathbb{C}^\times \to T$ acts via the multiplication by $t^{-\langle \omega_i^*, \mu \rangle}$, while on the other components it acts via multiplication by some $t^j$ with $j < -\langle \omega_i^*, \mu \rangle$ (here we use that $\mu$ is antidominant, cf. proof of Lemma 2.11). Let $\{v_\nu\}$ be some $T$-weight basis of $V_{\omega_i}$.

For $g \in L[[z^{-1}]]$ the value $\sigma_{\mu,i}(C)^{(r)}(gz^\mu)$ is the coefficient of $z^{-r}$ in

$$\text{tr}_{V_{L,i}} \rho_i(C)\rho_i(g)\rho_i(z^\mu) = \sum_{v_\nu} \Delta_{v_{\nu},v_{\nu}}(Cgz^\mu) =$$

$$= \sum_{v_\nu: (r, \mu) = -\langle \omega_i^*, \mu \rangle} \Delta_{v_{\nu},v_{\nu}}(Cgz^\mu) + \sum_{v_\nu: (r, \mu) < -\langle \omega_i^*, \mu \rangle} \Delta_{v_{\nu},v_{\nu}}(Cgz^\mu) =$$

$$= z^{-\langle \omega_i^*, \mu \rangle} \sum_{v_{\nu} \in V_{L,i}} \Delta_{v_{\nu},v_{\nu}}(Cg) + \sum_{v_\nu: (r, \mu) < -\langle \omega_i^*, \mu \rangle} z^{(r, \mu)} \Delta_{v_{\nu},v_{\nu}}(Cg)$$

that is equal to the coefficient of $z^{-r+\langle \omega_i^*, \mu \rangle}$ in

$$\sum_{v_\nu \in V_{L,i}} \Delta_{v_{\nu},v_{\nu}}(Cg) = \text{tr}_{V_{L,i}} \rho_i(C)\rho_i(g)$$

(2.8)

plus coefficients of $z^?$ in some elements $\Delta_{v_{\nu},v_{\nu}}(Cg)$ with $? > -r + \langle \omega_i^*, \mu \rangle$. Note now that the degrees (with respect to our filtration) of the terms coming from (2.8) are equal to $r - \langle \omega_i^*, \mu \rangle$ and degrees of the other terms are $< r - \langle \omega_i^*, \mu \rangle$. The equality (2.7) follows.

As a corollary, we conclude that.

**Corollary 2.15.** The elements $\{\sigma_{\mu,i}(C)^{(r)} \mid r > \langle \omega_i^*, \mu \rangle\}$ are algebraically independent.

The algebra $\mathcal{B}_\mu(C)$ is a polynomial algebra in the elements $\{\sigma_{\mu,i}(C)^{(r)} \mid r > \langle \omega_i^*, \mu \rangle\}$ and the Poincaré series of the algebra $\mathcal{B}_\mu(C)$ coincides with the Poincaré series of $\mathcal{O}(T[[z^{-1}]]z^\mu)$.

**Proof.** Recall that the functions $\{\sigma_{L,i}(C)^{(r)} \mid r > 0\} \subset \mathcal{O}(L[[z^{-1}]]z^\mu)$ are algebraically independent and $\left(\text{gr } \sigma_{\mu,i}(C)^{(r)}\right)|_{L[[z^{-1}]]} = \sigma_{L,i}(C)^{(r-\langle \omega_i^*, \mu \rangle)}$. Hence, it follows from Theorem 2.14 that the elements $\{\sigma_{\mu,i}(C)^{(r)} \mid r > \langle \omega_i^*, \mu \rangle\}$ are algebraically independent so the algebra $\mathcal{B}_\mu(C)$ is a polynomial algebra in them. The claim about the Poincaré series of $\mathcal{B}_\mu(C)$ then follows from the definitions.

**Remark 2.16.** Note that if $\mu$ is regular then Theorem 2.14 tells us that for any $C \in T$ (in particular, for $C = 1$) we have $\text{gr } \mathcal{B}_\mu(C) \simeq \mathcal{O}(T[[z^{-1}]]z^\mu)$ as $\mathbb{C}^\times$-graded algebras.

### 3. Universal Bethe subalgebra in $Y^{\text{unt}}(\mathfrak{gl}_n)$

In this section, we assume that $\mathfrak{g} = \mathfrak{gl}_n$. Note that in Section 2 we assumed that $\mathfrak{g}$ is simple, which does not cover the case $\mathfrak{g} = \mathfrak{gl}_n$. So formally the results of Section 2 cannot be applied to $\mathfrak{gl}_n$. On the other hand, all of them actually work with only
one replacement: we should consider the Poisson algebra \(O(\text{Mat}_n((z^{-1})))\) instead of \(O(\text{GL}_n((z^{-1})))\) (see Section 3.1 below for details). We prefer to deal with \(g = \mathfrak{gl}_n\) (instead of \(g = \mathfrak{sl}_n\)) since all the objects that appear are simpler in this case, and it is the \(\mathfrak{gl}_n\) case not \(\mathfrak{sl}_n\) that will be quantized in Sections 3, 4, 5.

### 3.1. Reformulations of the results of Section 2 for \(g = \mathfrak{gl}_n\)

For \(i, j = 1, \ldots, n\) let \(\Delta_{ij}(g)\) be the function on \(\mathfrak{gl}_n\) given by \(\Delta_{ij}(g) = \langle \epsilon_i^\vee, g\epsilon_j \rangle\). For \(r \in \mathbb{Z}\) let \(\Delta_{ij}^{(r)} \in O(\text{Mat}_n((z^{-1})))\) be the coefficient of \(z^{-r}\) in \(g(z^{-1}) \mapsto \langle \epsilon_i^\vee, g(z^{-1})\epsilon_j \rangle\). We will denote by the same symbol \(\Delta_{ij}^{(r)}\) the restriction of \(\Delta_{ij}^{(r)}\) to \(\text{GL}_n((z^{-1}))\). We also set \(\Delta_{ij}(u) := \sum_{r \in \mathbb{Z}} \Delta_{ij}^{(r)} u^{-r}\). The Poisson bracket of \(\Delta_{ij}(u)\) on \(O(\text{GL}_n((z^{-1})))\) is given by the following formula (cf. (2.1)):

\[
(u_1 - u_2)\{\Delta_{ij}(u_1), \Delta_{kl}(u_2)\} = \Delta_{il}(u_1)\Delta_{kj}(u_2) - \Delta_{kj}(u_1)\Delta_{il}(u_2)
\]

or equivalently

\[
\{\Delta_{ij}^{(p+1)}, \Delta_{kl}^{(q)}\} - \{\Delta_{ij}^{(p)}, \Delta_{kl}^{(q+1)}\} = \Delta_{il}^{(p)}\Delta_{kj}^{(q)} - \Delta_{kj}^{(p)}\Delta_{il}^{(q)}.
\]  

(3.1)

We see that the bracket above restricts to the Poisson bracket on \(O(\text{Mat}_n((z^{-1})))\). We consider \(\text{Mat}_n\) as a monoid over \(\mathbb{C}\). We will be interested in finite dimensional representations \(V\) of this monoid (i.e. irreducible representations of \(\text{GL}_n\subset \text{Mat}_n\), such representations are called polynomial). Every irreducible representation of \(\text{Mat}_n\) can be obtained as a direct summand of the tensor product of representations \(\rho_i: \text{Mat}_n \to \text{End}(\Lambda^i\mathbb{C}^n)\), \(i = 1, \ldots, n\). We will call \(\Lambda^i\mathbb{C}^n\) fundamental representations of the monoid \(\text{Mat}_n\).

The universal Bethe subalgebra of \(O(\text{Mat}_n((z^{-1})))\) is defined as follows (compare with Definition 2.2).

**Definition 3.1.** Pick \(C \in \text{Mat}_n\). The (universal) Bethe subalgebra \(\overline{\mathcal{B}}(C) \subset O(\text{Mat}_n((z^{-1})))\) is the subalgebra of \(O(\text{Mat}_n((z^{-1})))\) generated by the Fourier coefficients of the functions

\[
\text{Mat}_n((z^{-1})) \ni g \mapsto \text{tr}_{\Lambda^i\mathbb{C}^n} \rho_i(C)\rho_i(g) \in \mathbb{C}((z^{-1})).
\]  

(3.2)

For \(r \in \mathbb{Z}\), \(i \in \{1, 2, \ldots, n\}\) we denote by \(\sigma_i(C)^{(r)} \in \overline{\mathcal{B}}(C)\) the coefficient of \(z^{-r}\) in \(\text{tr}_{\Lambda^i\mathbb{C}^n} \rho_i(C)\rho_i(g)\). So \(\overline{\mathcal{B}}(C)\) is generated by the functions \(\{\sigma_i(C)^{(r)} | i \in \{1, 2, \ldots, n\}, r \in \mathbb{Z}\}\). It is convenient to think about \(\overline{\mathcal{B}}(C)\) via the generating function \(\sigma_i(u, C) := \sum_{r \in \mathbb{Z}} \sigma_i(C)^{(r)} u^{-r}\).

**Remark 3.2.** It is easy to see that the algebra \(\overline{\mathcal{B}}(C)\) contains the Fourier coefficients of \(g \mapsto \text{tr}_V \rho(C)\rho(g)\) for every finite dimensional representation \(\rho: \text{Mat}_n \to \text{End}(V)\) of the monoid \(\text{Mat}_n\).

The following proposition should be compared to Proposition 2.5.

**Proposition 3.3.** For \(C \in \text{GL}_n^\text{reg}\) the Fourier coefficients \(\sigma_i(C)^{(r)}\) of \(\sigma_i(u, C)\) are algebraically independent.

**Proof.** The proof is almost the same as [IR, proof of Proposition 4.6], the only difference is that instead of using [St2, Theorem 3, pg. 119] we use Proposition B.9. \(\square\)
Let $T \subset \text{GL}_n$ be the maximal torus consisting of diagonal matrices. Let $B \subset \text{GL}_n$ be
the Borel subgroup consisting of upper triangular matrices. Set $\Lambda := \text{Hom}(\mathbb{C}^r, T)$. Let
$\mu \in \Lambda$ be an antidominant cocharacter (with respect to $B \subset G$) and $z^\mu \in T((z^{-1}))$ be
the corresponding element. Let $\text{GL}_n[[z^{-1}]]_1 \subset \text{GL}_n[[z^{-1}]]$ be the subgroup consisting
of $g(z^{-1})$ such that $g(0) = 1 \in \text{GL}_n$. Consider the following (closed) subscheme of
$\text{GL}_n((z^{-1}))$:

$$W_\mu := \text{GL}_n[[z^{-1}]]_1 z^\mu \text{GL}_n[[z^{-1}]]_1.$$ (3.3)

**Remark 3.4.** Note that $W_\mu$ is closed in both $\text{GL}_n((z^{-1}))$ and $\text{Mat}_n((z^{-1}))$, the argument
is similar to the one in Remark 2.6.

**Definition 3.5.** Pick $C \in \text{GL}_n$ and antidominant $\mu \in \Lambda$. The classical Bethe subalgebra
$\overline{\mathfrak{B}}_\mu(C) \subset \mathcal{O}(W_\mu)$ is the subalgebra of $\mathcal{O}(W_\mu)$ generated by the Fourier coefficients of the functions

$$W_\mu \ni g \mapsto \text{tr}_{\Lambda \subset \mathbb{C}^r} \rho_i(C) \rho_i(g) \in \mathbb{C}((z^{-1})).$$ (3.4)

The coefficient of $z^{-r}$ in (3.4) will be denoted by $\sigma_{\mu,i}(C)(^r)$. The generating function
$\sum_{r \in \mathbb{Z}} \sigma_{\mu,i}(C)(^r) u^{-r}$ is denoted by $\sigma_{\mu,i}(u,C)$. More generally, for every finite dimensiona
representation $\rho: \text{Mat}_n \to \text{End}(V)$ we denote by $\sigma_{\mu,V}(C)(^r) \in \overline{\mathfrak{B}}_\mu(C)$ the
coefficient of $z^{-r}$ in $g \mapsto \text{tr}_V \rho(C) p(g)$.

We identify naturally $\text{Lie} T \simeq \mathbb{C}^n$ and denote by $\epsilon_1, \ldots, \epsilon_n$ the standard basis of
$\mathbb{C}^n$. Recall that $\epsilon_1^*, \ldots, \epsilon_n^* \in (\mathbb{C}^n)^*$ is the dual basis. For $k = 1, \ldots, n$ set
$\omega_k^* := -\epsilon_1^* - \ldots - \epsilon_{n-k+1}^*$. Set $L := Z_{\text{GL}_n}(\mu)$. The following theorem
holds.

**Theorem 3.6.** Assume that $C \in L^{\text{reg}}$. Then the composition

$$\text{gr} \overline{\mathfrak{B}}_\mu(C) \hookrightarrow \mathfrak{O}(W_\mu) \rightarrow \mathfrak{O}(L[[z^{-1}]])$$

induces the identification

$$\text{gr} \overline{\mathfrak{B}}_\mu(C) \xrightarrow{\sim} \overline{\mathfrak{B}}_L(C).$$

For $r > \langle \omega_i^*, \mu \rangle$ and $i = 1, \ldots, n$ the element $\sigma_{\mu,i}(C)(^r)$ has degree $r - \langle \omega_i^*, \mu \rangle$ and
the identification above sends $\text{gr} \sigma_{\mu,i}(C)(^r)$ to $\sigma_{L,i}(C)(r-\langle \omega_i^*, \mu \rangle)$.

**Proof.** The proof is the same as the one of Theorem 2.14 $\square$

**Corollary 3.7.** The elements $\{\sigma_{\mu,i}(C)(^r), r > \langle \omega_i^*, \mu \rangle\}$ are algebraically independent.
The algebra $\overline{\mathfrak{B}}_\mu(C)$ is a polynomial algebra in the elements $\{\sigma_{\mu,i}(C)(^r), r > \langle \omega_i^*, \mu \rangle\}$
and the Poincaré series of the algebra $\overline{\mathfrak{B}}_\mu(C)$ coincides with the Poincaré series of
$\mathcal{O}(T[[z^{-1}]])z^\mu$.

**Proof.** The proof is the same as the one of Corollary 2.15 $\square$

### 3.2. The “Yangian” quantization of $\mathcal{O}(\text{Mat}_n((z^{-1})))$

Consider the rational $R$-matrix $R(u)$ for $\mathfrak{g} = \mathfrak{gl}_n$:

$$R(u) = -u - P, \quad P = \sum_{i,j} E_{ij} \otimes E_{ji},$$

where $E_{ij} \in \mathfrak{gl}_n$ are the elementary matrices.
Remark 3.8. Note that $P \in U(\mathfrak{gl}_n)^{\otimes 2}$ is nothing else but the Casimir element $\Omega$ corresponding to $\mathfrak{gl}_n$.

Definition 3.9. Let $Y^{\text{rtt}}(\mathfrak{gl}_n)^{\text{pol}}$ be the associative $\mathbb{C}$-algebra generated by $\{t^{(r)}_{ij}\}_{r \in \mathbb{Z}}$ subject to the following family of relations:

$$R(u_1 - u_2)T_1(u_1)T_2(u_2) = T_2(u_2)T_1(u_1)R(u_1 - u_2), \quad (3.5)$$

where $T(u) \in Y^{\text{rtt}}(\mathfrak{gl}_n)^{\text{pol}}[[u, u^{-1}]] \otimes \text{End}(\mathbb{C}^n)$ is defined via

$$T(u) = (t_{ij}(u))_{ij} \text{ with } t_{ij}(u) = \sum_{r \in \mathbb{Z}} t^{(r)}_{ij} u^{-r}.$$

Remark 3.10. Note that $(3.5)$ is equivalent to the equality

$$(u_2 - u_1)[T_1(u_1), T_2(u_2)] = PT_1(u_1)T_2(u_2) - T_2(u_2)T_1(u_1)P. \quad (3.6)$$

This equation is a quantization of $(2.3)$. Explicitly, $(3.6)$ is equivalent to the following relations:

$$[t^{(p+1)}_{ij}, t^{(q)}_{kl}] - [t^{(p)}_{ij}, t^{(q+1)}_{kl}] = t^{(q)}_{kj} t^{(p)}_{il} - t^{(p)}_{kj} t^{(q)}_{il}, \quad p, q \in \mathbb{Z}. \quad (3.7)$$

For every $N \in \mathbb{Z}_{\geq 0}$ consider the two-sided ideal $I_N \subset Y^{\text{rtt}}(\mathfrak{gl}_n)^{\text{pol}}$ generated by the elements $\{t^{(r)}_{ij}\}_{r > N}$. We set

$$Y^{\text{rtt}}(\mathfrak{gl}_n)_N := Y^{\text{rtt}}(\mathfrak{gl}_n)^{\text{pol}}/I_N.$$

Let $Y^{\text{rtt}}(\mathfrak{gl}_n)$ be the corresponding completion of $Y^{\text{rtt}}(\mathfrak{gl}_n)^{\text{pol}}$:

$$Y^{\text{rtt}}(\mathfrak{gl}_n) := \lim_{\leftarrow} Y^{\text{rtt}}(\mathfrak{gl}_n)_N.$$

Lemma 3.11. We have an isomorphism of algebras $Y^{\text{rtt}}(\mathfrak{gl}_n)_N \cong Y^{\text{rtt}}(\mathfrak{gl}_n)_0$ given by $t^{(r)}_{ij} \mapsto t^{(r+N)}_{ij}$.

Proof. Follows from the definitions. \qed

Lemma 3.12. The assignment $\Delta(T(u)) = T(u) \otimes T(u)$ or equivalently

$$\Delta(t^{(r)}_{ij}) = \sum_{k=1}^{n} \sum_{p+q=r} t^{(p)}_{ik} \otimes t^{(q)}_{kj}$$

extends to the homomorphism of algebras $\Delta: Y^{\text{rtt}}(\mathfrak{gl}_n)_0 \to Y^{\text{rtt}}(\mathfrak{gl}_n)_0 \otimes Y^{\text{rtt}}(\mathfrak{gl}_n)_0$.

Proof. Follows from the definitions. \qed

As before, let $e_1, \ldots, e_n$ be the standard basis of $\mathbb{C}^n$, let $e_1^\vee, \ldots, e_n^\vee \in (\mathbb{C}^n)^*$ be the dual basis, and recall $\Delta_{ij} = \Delta_{e_i\otimes e_j} \in \mathcal{O}(\text{Mat}_n)$.

Lemma 3.13. We have a (surjective) homomorphism of algebras $Y^{\text{rtt}}(\mathfrak{gl}_n)_0 \to \mathcal{O}(\text{Mat}_n)$ given by $t^{(r)}_{ij} \mapsto \delta_{0,r} \Delta_{ij}$. 

Proof. Follows from the definitions. \qed
Proof. Recall that the algebra $Y^\rtt(\mathfrak{gl}_n)_0$ is generated by $t_{ij}^{(r)}$, $r \in \mathbb{Z}$ subject to relations
\begin{equation}
[t_{ij}^{(p+1)}, t_{kl}^{(q)}] - [t_{ij}^{(p)}, t_{kl}^{(q+1)}] = t_{kj}^{(q)} t_{il}^{(p)} - t_{kj}^{(p)} t_{il}^{(q)}, \quad p, q \in \mathbb{Z},
\end{equation}
(3.8)
\[t_{ij}^{(r)} = 0, \text{ for } r < 0.\]
Note now that the image in $\mathcal{O}(\text{Mat}_n)$ of the LHS of the equality (3.8) is equal to zero since the algebra $\mathcal{O}(\text{Mat}_n)$ is commutative. It remains to note that the image of the RHS is
\[
\delta_{0,q} \Delta_{kj} \delta_{0,p} \Delta_{il} - \delta_{0,p} \Delta_{kj} \delta_{0,q} \Delta_{il} = 0.
\]
\[\square\]

Lemma 3.14. We have a (surjective) homomorphism $Y^\rtt(\mathfrak{gl}_n)_0 \to Y(\mathfrak{gl}_n)$ given by
\[t_{ij}^{(0)} \mapsto \delta_{ij}, \ t_{ij}^{(r)} \mapsto t_{ij}^{(r)} \text{ for } r > 0.\]

Proof. Follows from the definitions. \[\square\]

Composing the homomorphisms defined in Lemmas 3.11 3.12 3.13 3.14 we obtain the homomorphism
\[
Y^\rtt(\mathfrak{gl}_n)_N \xrightarrow{\sim} Y^\rtt(\mathfrak{gl}_n)_0 \xrightarrow{\Delta} Y^\rtt(\mathfrak{gl}_n)_0 \otimes Y^\rtt(\mathfrak{gl}_n)_0 \to \mathcal{O}(\text{Mat}_n) \otimes Y(\mathfrak{gl}_n)
\]
given by:
\[
t_{ij}^{(r)} \mapsto t_{ij}^{(r+N)} \mapsto \sum_{k=1}^{n} \sum_{p+q=r+N, p,q \geq 0} t_{ik}^{(p)} \otimes t_{kj}^{(q)} \mapsto \sum_{k=1}^{n} \Delta_{ik} \otimes t_{kj}^{(r+N)} \text{ for } r > -N,
\]
\[
t_{ij}^{(-N)} \mapsto \sum_{k=1}^{n} \Delta_{ik} \otimes \delta_{kj} = \Delta_{ij} \otimes 1.
\]
We denote this homomorphism by $\Psi_N$.

The algebras $Y^\rtt(\mathfrak{gl}_n)_N$ are naturally filtered by placing $t_{ij}^{(r)}$ in degree $r$.

Proposition 3.15. (PBW theorem for $Y^\rtt(\mathfrak{gl}_n)_N$) The ordered products of the elements of the set $\{t_{ij}^{(r)}, r \geq -N, 1 \leq i, j \leq n\}$ form a $\mathbb{C}$-basis of $Y^\rtt(\mathfrak{gl}_n)_N$. The algebra $\text{gr } Y^\rtt(\mathfrak{gl}_n)_N$ is a polynomial algebra generated by the elements $\{\text{gr } t_{ij}^{(r)}, r \geq -N\}$.

Proof. Let us first of all recall that by Lemma 3.14 $Y^\rtt(\mathfrak{gl}_n)_N \simeq Y^\rtt(\mathfrak{gl}_n)_0$, hence, we can assume that $N = 0$. It follows from the definitions that $\text{gr } Y^\rtt(\mathfrak{gl}_n)_0$ is commutative and the polynomials in $\{t_{ij}^{(r)}, r \geq 0, 1 \leq i, j \leq n\}$ indeed span the algebra $Y^\rtt(\mathfrak{gl}_n)_0$. It remains to show that the elements $\{\text{gr } t_{ij}^{(r)}, r \geq 0, 1 \leq i, j \leq n\}$ are algebraically independent. The algebra $Y(\mathfrak{gl}_n)$ is filtered via $\deg t_{ij}^{(r)} = r$ and this filtration induces the filtration on $\mathcal{O}(\text{Mat}_n) \otimes Y(\mathfrak{gl}_n)$ (placing $\mathcal{O}(\text{Mat}_n)$ in degree zero). The homomorphism
\[
\Psi_0 : Y^\rtt(\mathfrak{gl}_n)_0 \to \mathcal{O}(\text{Mat}_n) \otimes Y(\mathfrak{gl}_n)
\]
is filtered. We have
\[
\text{gr } \left( \mathcal{O}(\text{Mat}_n) \otimes Y(\mathfrak{gl}_n) \right) = \mathcal{O}(\text{Mat}_n) \otimes \mathcal{O}(1 + z^{-1} \text{Mat}_n[[z^{-1}]])
\]
and from the PBW theorems for $O(\mathrm{Mat}_n)$, $Y(\mathfrak{gl}_n)$ we conclude that $O(\mathrm{Mat}_n) \otimes Y(\mathfrak{gl}_n)$ has the following basis:
\[
\{(\Delta_{k_1 l_1} \cdots \Delta_{k_p l_p}) \otimes (t_{i_1 j_1}^{(r_1)} \cdots t_{i_s j_s}^{(r_s)}) \mid \Delta_{k_1 l_1} < \cdots < \Delta_{k_p l_p}, \ t_{i_1 j_1}^{(r_1)} < \cdots < t_{i_s j_s}^{(r_s)}, \ p, s \in \mathbb{Z}_{\geq 0}\},
\]
where $<$ are any orders on the sets \{$\Delta_{k l} \mid 1 \leq k, l \leq n$, \{$t_{i j}^{(r)} \mid 1 \leq i, j \leq n$, \{$1 \leq r$\}.}

It remains to note that the composition (where the first morphism is the natural embedding and $m$ is the multiplication morphism)
\[
\mathrm{Mat}_n \times (1 + z^{-1} \mathrm{Mat}_n[[z^{-1}]]) \to \mathrm{Mat}_n[[z^{-1}]] \times \mathrm{Mat}_n[[z^{-1}]] \xrightarrow{m} \mathrm{Mat}_n[[z^{-1}]]
\]
contains $GL_n[[z^{-1}]]$ in the image so is dominant, hence, induces the embedding at the level of functions. Since the functions \{$\Delta_{ij}^{(r)}, \ r \geq 0, 1 \leq i, j \leq n$\} are algebraically independent functions on $\mathrm{Mat}_n[[z^{-1}]]$ with pullbacks exactly $\text{gr} \left( \sum_{k=1}^{n} \Delta_{ik} \otimes t_{k j}^{(r)} \right)$, this implies that the elements $\text{gr} \left( \sum_{k=1}^{n} \Delta_{ik} \otimes t_{k j}^{(r)} \right)$ are algebraically independent. It follows that the elements \{$\text{gr} t_{ij}^{(r)}, \ r \geq 0, 1 \leq i, j \leq n$\} are algebraically independent (use that $(\text{gr} \Psi_0)(\text{gr} t_{ij}^{(r)}) = \text{gr} \left( \sum_{k=1}^{n} \Delta_{ik} \otimes t_{k j}^{(r)} \right)$).

\[\square\]

**Proposition 3.16.** We have an isomorphism of Poisson algebras
\[
\text{gr} \ Y^{\text{rtt}}(\mathfrak{gl}_n) \xrightarrow{\sim} O(\mathrm{Mat}_n((z^{-1})))
\]
given by $\text{gr} t_{ij}^{(r)} \mapsto \Delta_{ij}^{(r)}$, where $\text{gr} \ Y^{\text{rtt}}(\mathfrak{gl}_n) := \lim_{\leftarrow} \text{gr} \ Y^{\text{rtt}}(\mathfrak{gl}_n)_N$.

**Proof.** Let us first of all show that the map $\text{gr} t_{ij}^{(r)} \mapsto \Delta_{ij}^{(r)}$ defines an isomorphism of algebras $\text{gr} \ Y^{\text{rtt}}(\mathfrak{gl}_n) \xrightarrow{\sim} O(\mathrm{Mat}_n((z^{-1})))$. Recall that
\[
Y^{\text{rtt}}(\mathfrak{gl}_n) = \lim_{\leftarrow} Y^{\text{rtt}}(\mathfrak{gl}_n)_N, \ O(\mathrm{Mat}_n((z^{-1}))) = \lim_{\leftarrow} O(z^N \mathrm{Mat}_n[[z^{-1}]])
\]
so it remains to show that the map $\text{gr} t_{ij}^{(r)} \mapsto \Delta_{ij}^{(r)}$ defines an isomorphism of algebras $\text{gr} \ Y^{\text{rtt}}(\mathfrak{gl}_n)_N \xrightarrow{\sim} O(z^N \mathrm{Mat}_n[[z^{-1}])]$. This is clear since both of these algebras are polynomial algebras in the corresponding generators (here we use Proposition 3.15). The fact that the isomorphism is Poisson follows from the definitions (see Equations (2.3), (3.5) and also Remarks 3.8 [3.10].

It follows from Proposition 3.16 that the algebra $Y^{\text{rtt}}(\mathfrak{gl}_n)$ is a (filtered) quantization of the Poisson algebra $O(\mathrm{Mat}_n((z^{-1})))$. Recall now that in Section 3.1 (see also Section 2) we considered closed Poisson subschemes $W_\mu \subset \mathrm{Mat}_n((z^{-1}))$. We also considered the action of $\mathbb{C}^\times$ on $W_\mu$ given by $g(z) \mapsto g(tz) t^{-\mu}$ for $g(z) \in W_\mu$. Note that more generally for every $\mu_1, \mu_2 \in \Lambda$ such that $\mu_1 + \mu_2 = \mu$ we have a $\mathbb{C}^\times$-action on $W_\mu$ given by $g(z) \mapsto t^{-\mu_1} g(tz) t^{-\mu_2}$, cf. [FKPRW Section 5.9]. This action can be lifted to the action on the whole $\mathrm{Mat}_n((z^{-1}))$. Moreover, note that we have an action of $\mathbb{C}^\times \times T \times T$ on $\mathrm{Mat}_n((z^{-1}))$ given by
\[
(t, s_1, s_2) \cdot g(z) = s_1^{-1} g(tz) s_2^{-1}, \ (t, s_1, s_2) \in \mathbb{C}^\times \times T \times T.
\]
Then the former $\mathbb{C}^\times$-action above just corresponds to the cocharacter $\mathbb{C}^\times \to \mathbb{C}^\times \times T \times T$ given by $t \mapsto (t, t^{\mu_1}, t^{\mu_2})$. Note also that by Proposition 3.16 the action of $\mathbb{C}^\times \times \{1\} \times
\{1\} \subset \mathbb{C}^\times \times T \times T induces the grading on \mathcal{O}(\text{Mat}_n((z^{-1}))) that lifts to the filtration on \mathcal{Y}^{\operatorname{rtt}}(\mathfrak{gl}_n) given by \deg t_{ij}^{(r)} = r. We now claim that:

**Lemma 3.17.** The action of \(T \times T\) on \text{Mat}_n((z^{-1})) induces the \(\Lambda \times \Lambda\)-grading that lifts to the \(\Lambda \times \Lambda\)-grading on \(\mathcal{Y}^{\operatorname{rtt}}(\mathfrak{gl}_n)\) given by the following formula:

\[
\deg t_{ij}^{(r)} = ((0, \ldots, 0, i, 0, \ldots, 0), (0, \ldots, 0, 1, 0, \ldots, 0)) \in \Lambda \times \Lambda,
\]

where we naturally identify \(\Lambda \simeq \mathbb{Z}^n\).

*Proof.* Recall that \(\mathcal{Y}^{\operatorname{rtt}}(\mathfrak{gl}_n)\) is the inverse limit of the algebras \(\mathcal{Y}^{\operatorname{rtt}}(\mathfrak{gl}_n)_N\). The algebra \(\mathcal{Y}^{\operatorname{rtt}}(\mathfrak{gl}_n)_N\) is generated by \(t_{ij}^{(r)}\), \(r \in \mathbb{Z}\), subject to relations:

\[
[t_{ij}^{(p+1)}, t_{kl}^{(q)}] - [t_{ij}^{(p)}, t_{kl}^{(q+1)}] = t_{kj}^{(q)} t_{il}^{(p)} - t_{kj}^{(p)} t_{il}^{(q)}, \quad p, q \in \mathbb{Z},
\]

\[
t_{ij}^{(r)} = 0, \quad \text{for } r < -N.
\]

All of these relations are homogeneous (with respect to the above \(\Lambda \times \Lambda\)-grading). It is also clear that the \(\Lambda \times \Lambda\)-grading above is compatible with the filtration on \(\mathcal{Y}^{\operatorname{rtt}}(\mathfrak{gl}_n)_N\) given by \(\deg t_{ij}^{(r)} = r\). It remains to note that the degree of \(\Delta_{ij}^{(r)} \in \mathcal{O}(\text{Mat}_n((z^{-1})))\) with respect to the \(\Lambda \times \Lambda\)-grading induced by the \(T \times T\)-action on \text{Mat}_n((z^{-1})) is equal to \(((0, \ldots, 0, 1, 0, \ldots, 0), (0, \ldots, 0, 1, 0, \ldots, 0))\). \(\square\)

Using Lemma 3.17 we can now define the “\(\mu\)-twisted” filtration on \(\mathcal{Y}^{\operatorname{rtt}}(\mathfrak{gl}_n)\) as follows: for \(\mu = (d_1, \ldots, d_n) \in \mathbb{Z}^n = \Lambda\) we set

\[
\deg_{\mu}(t_{ij}^{(r)}) := r + d_j. \tag{3.9}
\]

**Remark 3.18.** Note that more generally for every \(\mu_1, \mu_2 \in \Lambda\), we can define the filtration \(\deg_{\mu_1, \mu_2}(t_{ij}^{(r)}) := r + a_i + b_j\), where \(\mu_1 = (a_1, \ldots, a_n) \in \mathbb{Z}^n\), \(\mu_2 = (b_1, \ldots, b_n) \in \mathbb{Z}^n\). The filtration \(\deg_{\mu}\) that we consider corresponds to taking \(\mu_1 = 0, \mu_2 = \mu\) and at the classical level to the \(\mathbb{C}^\times\)-action on \text{Mat}_n((z^{-1})) via \(g(z) \mapsto g(tz)t^{-\mu}\) (recall that the \(\mathbb{C}^\times\)-action on \text{Mat}_n((z^{-1})) sends a function \(f(g)\) to the function \(g \mapsto f(t^{-1}g)\)).

In Section 4 we will discuss certain quotients of \(\mathcal{Y}^{\operatorname{rtt}}(\mathfrak{gl}_n)\) called shifted Yangians. These algebras quantize \(\mathcal{O}(\mathcal{W}_\mu)\) and are equipped with the natural filtration quantizing the \(\mathbb{C}^\times\)-action on \(\mathcal{W}_\mu\) given by \(g(z) \mapsto g(tz)t^{-\mu}\). This filtration is compatible with the “\(\mu\)-twisted” filtration (3.9) on \(\mathcal{Y}^{\operatorname{rtt}}(\mathfrak{gl}_n)\) (see Lemma 4.14 below).

Let us finish this section with the following proposition that is just the generalization of Proposition 3.16 to the case of “\(\mu\)-twisted” filtration (3.9).

**Proposition 3.19.** For every \(\mu \in \Lambda\) we have an isomorphism of graded Poisson algebras

\[\text{gr}_\mu \mathcal{Y}^{\operatorname{rtt}}(\mathfrak{gl}_n) \xrightarrow{\sim} \mathcal{O}(\text{Mat}_n((z^{-1})))\]

given by \(\text{gr}_\mu t_{ij}^{(r)} \mapsto \Delta_{ij}^{(r)}\), where \(\text{gr}_\mu \mathcal{Y}^{\operatorname{rtt}}(\mathfrak{gl}_n) := \lim_{\mu} \text{gr}_\mu \mathcal{Y}^{\operatorname{rtt}}(\mathfrak{gl}_n)_N\), and the grading on \(\mathcal{O}(\text{Mat}_n((z^{-1})))\) corresponds to the \(\mathbb{C}^\times\)-action on \text{Mat}_n((z^{-1})) given by \(g(z) \mapsto g(tz)t^{-\mu}\).
Proof. Follows from Proposition 3.16 and Lemma 3.17 (recall that $\text{gr}_\mu t_{ij}^{(p)} \text{gr}_\mu t_{kl}^{(q)} = \text{gr}_\mu t_{kj}^{(q)} \text{gr}_\mu t_{il}^{(p)}$). Let us explain why the isomorphism is Poisson. Note that the term $[t_{ij}^{(p+1)}, t_{kl}^{(q)}] - [t_{ij}^{(p)}, t_{kl}^{(q+1)}]$ in (3.7) has degree $p + q + d_j + d_l + 1$, and the degree of $t_{kj}^{(q)} t_{il}^{(p)} - t_{kj}^{(p)} t_{il}^{(q)}$ is equal to $p + q + d_j + d_l$. Passing to the associated graded it then follows from (3.7) that the Poisson structure on $\text{gr}_\mu \mathcal{Y}_{\text{rtt}}(\mathfrak{gl}_n)$ is given by

$$\{\text{gr}_\mu t_{ij}^{(p+1)}, \text{gr}_\mu t_{kl}^{(q)}\} - \{\text{gr}_\mu t_{ij}^{(p)}, \text{gr}_\mu t_{kl}^{(q+1)}\} = \text{gr}_\mu t_{ij}^{(p)} \text{gr}_\mu t_{kj}^{(q)} - \text{gr}_\mu t_{kj}^{(p)} \text{gr}_\mu t_{il}^{(q)}.$$ (3.10)

It remains to note that (3.10) clearly coincides with (3.11) after the identification $\text{gr}_\mu t_{ij}^{(r)} \mapsto \Delta_{ij}^{(r)}$ thus implying the compatibility of Poisson structures. □

3.3. Universal Bethe subalgebras $\mathcal{B}(C) \subset \mathcal{Y}_{\text{rtt}}(\mathfrak{gl}_n)$. For every $k = 1, \ldots, n$ we denote by $A_k \in \text{End}(\mathbb{C}^n)^{\otimes k}$ the antisymmetrization map normalized so that $A_k^2 = A_k$. For $C \in \text{GL}_n$ we set

$$\tau_k(u, C)_N := \text{tr}_{(\mathbb{C}^n)^{\otimes k}} A_k C_1 \ldots C_k T_1(u) \ldots T_k(u - k + 1) \in \mathcal{Y}_{\text{rtt}}(\mathfrak{gl}_n)_N((u^{-1})),$$

where $C_i \in \text{End}(\mathbb{C}^n)^{\otimes k}$ is the matrix $1 \otimes \ldots \otimes 1 \otimes C_i \otimes 1 \otimes \ldots \otimes 1$.

Definition 3.20. We denote by $\mathcal{B}(C)_N \subset \mathcal{Y}_{\text{rtt}}(\mathfrak{gl}_n)_N$ the subalgebra generated by the coefficients of $\tau_k(u, C)_N$, $k = 1, \ldots, n$. Let $\mathcal{B}(C)$ be the subalgebra of $\lim \mathcal{B}(C)_N \subset \mathcal{Y}_{\text{rtt}}(\mathfrak{gl}_n)$ generated by the coefficients of the elements $\tau_k(u, C)_N$. We call $\mathcal{B}(C)$ the universal Bethe subalgebra of $\mathcal{Y}_{\text{rtt}}(\mathfrak{gl}_n)$.

Let us show that the algebra $\mathcal{B}(C)$ is commutative. It is enough to show that the algebras $\mathcal{B}(C)_N$ are commutative. This is a direct corollary of the following proposition.

Proposition 3.21. For any $N$ the coefficients of the series $\{\tau_k(u, C)_N\}_{k=1}^n$ pairwise commute.

Proof. The proof is precisely the same as the one of the fact that $[\hat{B}_k(u), \hat{B}_l(v)] = 0$ in [NO] Proposition 1.2, as it utilized only the RTT relation (3.5) and the Yang-Baxter relation $R_{12}(u)R_{13}(u + v)R_{23}(v) = R_{23}(v)R_{13}(u + v)R_{12}(u)$ satisfied by $R(u)$. □

Example 3.22. For $\mathfrak{g} = \mathfrak{gl}_2$ and $C = \text{diag}(c_1, c_2)$ we get:

$$\tau_1(u, C)_N = \tau c_1 T_1(u) = c_1 t_{11}(u) + c_2 t_{22}(u),$$

$$\tau_2(u, C)_N = \tau A_2 C_1 C_2 T_1(u) T_2(u - 1) =$$

$$= \frac{1}{2} c_1 c_2 (t_{11}(u) t_{22}(u - 1) + t_{22}(u) t_{11}(u - 1) - t_{12}(u) t_{21}(u - 1) - t_{21}(u) t_{12}(u - 1)).$$

Recall that the algebra $\mathcal{Y}_{\text{rtt}}(\mathfrak{gl}_n)$ is filtered via $\text{deg} t_{ij}^{(r)} = r$. We obtain a filtration on $\mathcal{B}(C)$.

Proposition 3.23. Assume that $C \in \text{GL}_n^{\text{reg}}$. Then the (commutative) algebra $\mathcal{B}(C)$ is a polynomial algebra in the coefficients of $\tau_k(u, C)$. Under the identification $\text{gr} \mathcal{Y}_{\text{rtt}}(\mathfrak{gl}_n) \simeq \mathcal{O}(\text{Mat}_n((z^{-1})))$ of Proposition 3.16 we have $\text{gr} \mathcal{B}(C) = \overline{\mathcal{B}}(C)$. 
Proof. It follows from Proposition 3.16 that $\text{gr } \tau_k(u, C) = \sigma_k(u, C)$, and thus the claim follows from Proposition 3.3. □

4. ANTIDOMINANTLY SHIFTED YANGIANS FOR $\mathfrak{g}l_n$: STANDARD AND RTT REALIZATIONS

We recall the RTT realization of $Y_\mu(\mathfrak{g})$ for classical $\mathfrak{g}$ that is given in [PPT], [FT]. As in Section 3 we assume that $\mathfrak{g} = \mathfrak{g}l_n$. Let $V = \mathbb{C}^n$ be the tautological representation of $\mathfrak{g}$.

Let us recall the shifted Yangian $Y_\mu(\mathfrak{g}l_n)$. Recall that $e_1, \ldots, e_n$ is the standard basis of $\mathbb{C}^n$ and $e_1^\vee, \ldots, e_n^\vee \in (\mathbb{C}^n)^*$ is the dual basis. We consider the lattice $\Lambda^\vee = \oplus_{j=1}^n \mathbb{Z}e_j^\vee$ and the dual lattice $\Lambda = \oplus_{j=1}^n \mathbb{Z}e_j$. For $\mu \in \Lambda$ we define

$$d_j := e_j(\mu).$$

**Definition 4.1.** The shifted Yangian $Y_\mu(\mathfrak{g}l_n)$ is the associative $\mathbb{C}$-algebra generated by $\{E_i^{(r)}, F_i^{(r)}\}_{i=1}^{r=1} \cup \{D_i^{(s)}, \tilde{D}_i^{(s)}\}_{i=1}^{s=1}$ with the following defining relations:

$$D_i^{(-d_i)} = 1, \quad \sum_{t=d_i}^{r+d_i} (D_i^{(t)} D_i^{(r-t)}) = \delta_{r,0}, \quad [D_i^{(r)}, D_j^{(s)}] = 0,$$ (4.1)

$$[E_i^{(r)}, E_j^{(s)}] = \delta_{i,j} \sum_{t=-d_i}^{r+s-1-d_i+1} D_i^{(t)} D_{i+1}^{(r+s-t-1)},$$ (4.2)

$$[\tilde{D}_i^{(r)}, F_j^{(s)}] = (\delta_{i,j+1} - \delta_{i,j}) \sum_{t=d_i}^{r-1} \tilde{D}_i^{(t)} F_j^{(r+s-t-1)},$$ (4.3)

$$[\tilde{D}_i^{(r)}, E_j^{(s)}] = (\delta_{i,j} - \delta_{i,j+1}) \sum_{t=d_i}^{r-1} E_j^{(r+s-t-1)} \tilde{D}_i^{(t)},$$ (4.4)

$$[F_i^{(r)}, E_i^{(s)}] = \sum_{t=1}^{r-1} F_i^{(t)} F_i^{(r+s-t-1)} - \sum_{t=1}^{s-1} F_i^{(t)} F_i^{(r+s-t-1)},$$ (4.5)

$$[E_i^{(r)}, E_i^{(s)}] = \sum_{t=1}^{s-1} E_i^{(r+s-t-1)} E_i^{(t)} - \sum_{t=1}^{r-1} E_i^{(r+s-t-1)} E_i^{(t)},$$ (4.6)

$$[F_i^{(r+1)}, F_i^{(s+1)}] - [F_i^{(r)}, F_i^{(s+1)}] = -F_i^{(r)} F_i^{(s)} + F_i^{(r+1)} F_i^{(s)},$$ (4.7)

$$[E_i^{(r+1)}, E_i^{(s+1)}] - [E_i^{(r)}, E_i^{(s+1)}] = E_i^{(s)} E_i^{(r)} + E_i^{(s+1)} E_i^{(r)},$$ (4.8)

$$[E_i^{(r)}, E_j^{(s)}] = 0 \text{ if } |i - j| > 1,$$ (4.9)

$$[F_i^{(r)}, F_j^{(s)}] = 0 \text{ if } |i - j| > 1,$$ (4.10)

$$[E_i^{(r)}, [E_i^{(s)}, E_j^{(t)}]] + [E_i^{(s)}, [E_i^{(r)}, E_j^{(t)}]] = 0 \text{ if } |i - j| = 1,$$ (4.11)

$$[F_i^{(r)}, [F_i^{(s)}, F_j^{(t)}]] + [F_i^{(s)}, [F_i^{(r)}, F_j^{(t)}]] = 0 \text{ if } |i - j| = 1.$$ (4.12)

We denote by $H \subset Y_\mu(\mathfrak{g}l_n)$ the (commutative) subalgebra generated by $\{D_i^{(s)}, \tilde{D}_i^{(s)}\}_{i=1}^{s=1}$ and call $H$ the Cartan subalgebra of $Y_\mu(\mathfrak{g}l_n)$.
Remark 4.2. Note that if we define
\[ D_i(z) = \sum_{r \geq d_i} D_i^{(r)} z^{-r}, \quad \tilde{D}_i(z) = \sum_{r \geq d_i} \tilde{D}_i^{(r)} z^{-r} \]
then we have \( D_i(z) \tilde{D}_i(z) = 1 \).

Warning 4.3. The above definition of \( Y_{\mu}(\mathfrak{g}_n) \) slightly differs from the one given in \([\text{FPT}]\) Section 2.1. If \( Y^{\text{FPT}}_{\mu}(\mathfrak{g}_n) \) is the algebra defined in \([\text{FPT}]\) Section 2.1 and \( E_i^{\text{FPT}}, F_i^{\text{FPT}}, D_i^{\text{FPT}}, \tilde{D}_i^{\text{FPT}} \) are the generators of this algebra then the identification \( Y_{\mu}(\mathfrak{g}_n) \rightarrow Y^{\text{FPT}}_{\mu}(\mathfrak{g}_n) \) is given by \( E_i^{(r)} \mapsto -E_i^{\text{FPT}}, F_i^{(r)} \mapsto -E_i^{\text{FPT}}, D_i^{(s_i)} \mapsto -\tilde{D}_i^{\text{FPT}}, \tilde{D}_i^{(s_i)} \mapsto D_i^{\text{FPT}}, \) for \( r \geq 1, s_i \geq -d_i, \tilde{s}_i \geq d_i \).

Similarly to \([\text{FKPRW}]\) Section 5.4 we consider the filtration on \( Y_{\mu}(\mathfrak{g}_n) \) such that
\[ \deg E_i^{(r)} = r, \quad \deg F_i^{(r)} = r + d_i - d_i + 1, \quad \deg D_i^{(s_i)} = s_i + d_i, \quad \deg \tilde{D}_i^{(s_i)} = \tilde{s}_i - d_i. \quad (4.13) \]

Warning 4.4. The assignment \((4.13)\) is insufficient to define our filtration. One should consider a “PBW” basis in \( Y_{\mu}(\mathfrak{g}_n) \) and define the degree of each of the basis elements (as \([\text{FKPRW}]\) do in (5.1)). The relevant PBW basis is described in Proposition 4.12 below, and the filtration is defined in (4.15).

Recall the Poisson subvariety \( W_{\mu} \subset \text{GL}_n((z^{-1})) \subset \text{Mat}_n((z^{-1})) \) (see \([3.3], (2.5)\)) that can be presented as
\[ W_{\mu} = U[[z^{-1}]] z^{\mu} T[[z^{-1}]] U_{-}[[z^{-1}]]. \]

Recall also that we have a \( \mathbb{C}^\times \)-action on \( W_{\mu} \) given by \( t \cdot g(z) = g(tz)t^{-\mu} \). This action induces the grading on \( \mathcal{O}(W_{\mu}) \).

Let \( \overline{t}^{(r)}_{ij} \in \mathcal{O}(W_{\mu}) \) be the function that sends \( g = u \cdot z^\mu \cdot t \cdot u_- \) to the \( z^{-r} \)-coefficient of \((i, j)\)th matrix coefficient of \( u \), let \( \overline{j}^{(r)}_{ji} \in \mathcal{O}(W_{\mu}) \) be the function that sends \( g = u \cdot z^\mu \cdot t \cdot u_- \) to the \( z^{-r} \)-coefficient of \((j, i)\)th matrix coefficient of \( u_- \), and let \( \overline{f}^{(r)}_{ij} \) be the function that sends \( g = u \cdot z^\mu \cdot t \cdot u_- \) to the \( z^{-r} \)-coefficient of \((j, j)\)th matrix coefficient of \( z^\mu \cdot t \). Let \( \overline{F}(u), \overline{G}(u), \overline{E}(u) \in \mathcal{O}(W_{\mu})(u^{-1}) \otimes \text{End}(\mathbb{C}^n) \) be the corresponding generating functions. We note that they are lower-triangular, diagonal, and upper-triangular matrices.

The following proposition is similar to \([\text{FKPRW}]\) Theorem 5.15 together with \([\text{KPRW}]\) Theorem A.11.

Proposition 4.5. There exists the isomorphism of Poisson graded algebras \( \text{gr} Y_{\mu}(\mathfrak{g}_n) \simeq \mathcal{O}(W_{\mu}) \), which identifies \( \text{gr} E_i^{(r)} \) with the function \( \overline{t}^{(r)}_{1i+1} \), \( \text{gr} F_i^{(r)} \) with the function \( \overline{j}^{(r)}_{i+1} \), and \( \text{gr} D_i^{(r)} \) with the function \( \overline{f}^{(r)}_{ii} \).

We shall slightly modify the notations of \([\text{FPT}]\). Recall the rational \( R \)-matrix \( R(u) \):
\[ R(u) = -u - P = \sum_{i,j} E_{ij} \otimes E_{ji}, \]
where \( E_{ij} \in \mathfrak{g}_n \) are the matrix units.
Definition 4.6. The (antidominantly) shifted RTT Yangian $Y_{\mu}^{\text{rtt}}(\mathfrak{gl}_n)$ is the associative $\mathbb{C}$-algebra generated by $\{t^{(r)}_{ij}\}_{r \in \mathbb{Z}}_{1 \leq i,j \leq n}$ subject to the following two families of relations:

$$R(u_1 - u_2)T_1(u_1)T_2(u_2) = T_2(u_2)T_1(u_1)R(u_1 - u_2),$$

where $T(u) \in Y_{\mu}^{\text{rtt}}(\mathfrak{gl}_n)[[u, u^{-1}]] \otimes \text{End}(\mathbb{C}^n)$ is defined via

$$T(u) = (t_{ij}(u))_{ij} = \sum_{i,j} t_{ij}(u) \otimes E_{ij} \text{ with } t_{ij}(u) = \sum_{r \in \mathbb{Z}} t^{(r)}_{ij} u^{-r}.$$  

The second family of relations encodes the fact that $T(u)$ admits the Gauss decomposition:

$$T(u) = E(u) \cdot G(u) \cdot F(u),$$  

(4.14)

where $E(u), G(u), F(u) \in Y_{\mu}^{\text{rtt}}(\mathfrak{gl}_n)((u^{-1})) \otimes \text{End}(\mathbb{C}^n)$ are of the form

$$E(u) = \sum_i E_{ii} + \sum_{i<j} e_{ij}(u) \otimes E_{ij}, \quad G(u) = \sum_i g_i(u) \otimes E_{ii}, \quad F(u) = \sum_i E_{ii} + \sum_{i<j} f_{ji}(u) \otimes E_{ji},$$

with the matrix coefficients having the following expansions in $u$:

$$e_{ij}(u) = \sum_{r \geq 1} e^{(r)}_{ij} u^{-r}, \quad f_{ji}(u) = \sum_{r \geq 1} f^{(r)}_{ji} u^{-r}, \quad g_i(u) = u^{d_i} + \sum_{r \geq 1} g^{(r)}_i u^{-r},$$

where $d_i = e^{i\varphi}_i(\mu)$ as before.

Warning 4.7. In [FPT] authors consider the $R$-matrix $R_{\text{FPT}}^\text{FPT}(u) = -R(u)$. Let $Y_{\mu}^{\text{FPT,rtt}}(\mathfrak{gl}_n)$ be the RTT Yangian as in [FPT] Section 2.3. If $t_{ij}^{\text{FPT,rtt}}, e_{ij}^{\text{FPT,rtt}}, f_{ji}^{\text{FPT,rtt}}, g_i^{\text{FPT,rtt}}$ are the elements as in [FPT] Section 2.3 and $T_{\text{FPT}}^\text{FPT}(u), E_{\text{FPT}}^\text{FPT}(u), F_{\text{FPT}}^\text{FPT}(u)$, $G_{\text{FPT}}^\text{FPT}(u)$ are the corresponding matrices then we have the isomorphism of algebras $Y_{\mu}^{\text{rtt}}(\mathfrak{gl}_n) \cong Y_{\mu}^{\text{FPT,rtt}}(\mathfrak{gl}_n)$ given by

$$T(u) \mapsto (T_{\text{FPT}}^\text{FPT}(u)^{-1})^t,$$

$$E(u) \mapsto (E_{\text{FPT}}^\text{FPT}(u)^{-1})^t, \quad F(u) \mapsto (F_{\text{FPT}}^\text{FPT}(u)^{-1})^t, \quad G(u) \mapsto G_{\text{FPT}}^\text{FPT}(u)^{-1}$$

(similarly to [MNO] Propositions 1.11, 1.12 and Corollary 1.13) one can see that this assignment indeed extends to the isomorphism of algebras. Note that this isomorphism sends $e^{(r)}_{i,i+1}$ to $-f^{(r)}_{i+1,i}$, $f^{(r)}_{i+1,i}$ to $-e^{(r)}_{i,i+1}$. We will see below (Lemma 4.14) that $Y_{\mu}(\mathfrak{gl}_n)$ admits a filtration such that we have an isomorphism of Poisson algebras $	ext{gr} Y_{\mu}(\mathfrak{gl}_n) \cong \mathcal{O}(W_{\mu}) = \mathcal{O}(U[[z^{-1}]] z^{\mu} T[[z^{-1}]] U_{-}[[z^{-1}]])$ given by $	ext{gr} E(u) \mapsto \overline{E}(u)$, 

$$\text{gr} G(u) \mapsto \overline{G}(u), \quad \text{gr} F(u) \mapsto \overline{F}(u).$$

This is the main motivation for us to slightly change the RTT definition of the shifted Yangian given in [FPT] Section 2.3. Note that $\text{gr} Y_{\mu}^{\text{FPT,rtt}}(\mathfrak{gl}_n)$ is naturally identified with $\mathcal{O}(U_{-}[[z^{-1}]] z^{-\mu} T[[z^{-1}]] U[[z^{-1}]])$.

The following lemma is clear from the Gauss decomposition (4.14):

Lemma 4.8. For every $i, j = 1, \ldots, n$, we have $t^{(r)}_{ij} = 0$ for $r \ll 0$.

As a corollary, we obtain:

Corollary 4.9. We have a surjective homomorphism of algebras $Y_{\mu}^{\text{rtt}}(\mathfrak{gl}_n) \twoheadrightarrow Y_{\mu}^{\text{rtt}}(\mathfrak{gl}_n)$ given by $T(u) \mapsto T(u)$. 

The following Lemma holds.

**Lemma 4.10.** (a) For \( i + 1 < j \leq n \), we have the following identities in \( Y_{\mu}^{\text{rtt}}(\mathfrak{gl}_n) \):
\[
\epsilon_{ij}^{(r)} = [\epsilon_{i+1,j}^{(r)}, \epsilon_{i,i+1}^{(1)}], \quad f_{ji}^{(r)} = [f_{i+1,i}^{(1)}, f_{j,i+1}^{(r)}].
\]

(b) For \( i + 1 < j \leq n \), we have the following identities in \( \mathcal{O}(W_{\mu}) \):
\[
\overline{e}_{ij}^{(r)} = \{\epsilon_{i+1,j}^{(r)}, \epsilon_{i,i+1}^{(1)}\}, \quad \overline{f}_{ji}^{(r)} = \{f_{i+1,i}^{(1)}, f_{j,i+1}^{(r)}\}.
\]

**Proof.** Part (a) is similar to [FPT] Lemma 2.46 (see [BK1] Equation (5.5)), the proof of part (b) is analogous. \( \square \)

The following theorem is proven in [FPT] Theorem 2.54.

**Theorem 4.11.** For any antidominant \( \mu \in \Lambda \) there exists the unique isomorphism of algebras \( \Theta : Y_{\mu}^{\text{rtt}}(\mathfrak{gl}_n) \cong Y_{\mu}(\mathfrak{gl}_n) \) given by
\[
e_{i,i+1}(u) \mapsto E_i(u), \quad f_{i+1,i}(u) \mapsto F_i(u), \quad g_j(u) \mapsto D_j(u).
\]

From now on we identify the algebras \( Y_{\mu}^{\text{rtt}}(\mathfrak{gl}_n) = Y_{\mu}(\mathfrak{gl}_n) \) via \( \Theta \). The following proposition follows from [FPT] Corollary 2.24, [FKPRW] Theorem 3.14, and Theorem 4.11.

**Proposition 4.12.** ([PBW theorem for \( Y_{\mu}(\mathfrak{gl}_n) \)]) The set of ordered monomials in the variables
\[
\{\epsilon_{ij}^{(r)} , i < j, r > 0\} \cup \{g_i^{(s_i)} , s_i > -d_i\} \cup \{f_{ji}^{(r)}, i < j, r > 0\}
\]
forms a basis of \( Y_{\mu}(\mathfrak{gl}_n) \) over \( \mathbb{C} \). The filtration (4.13) above can be defined as follows (cf. Warning 4.7):
\[
\deg \epsilon_{ij}^{(r)} = r, \quad \deg g_i^{(s_i)} = s_i + d_i, \quad \deg f_{ji}^{(r)} = r + d_i - d_j.
\]

Let us recall the isomorphism of Poisson algebras \( \text{gr} Y_{\mu}(\mathfrak{gl}_n) \cong \mathcal{O}(W_{\mu}) \) constructed in Proposition 4.5.

**Lemma 4.13.** The isomorphism \( \text{gr} Y_{\mu}(\mathfrak{gl}_n) \cong \mathcal{O}(W_{\mu}) \) identifies \( \text{gr} \epsilon_{ij}^{(r)} \) with the function \( \overline{e}_{ij}^{(r)} \), \( \text{gr} f_{ji}^{(r)} \) with the function \( \overline{f}_{ji}^{(r)} \) and \( \text{gr} D_i^{(r)} \) with the function \( \overline{D}_i^{(r)} \).

**Proof.** Follows from Proposition 4.5 together with Lemma 4.10. \( \square \)

**Lemma 4.14.** The element \( t_{ij}^{(r)} \in Y_{\mu}^{\text{rtt}}(\mathfrak{gl}_n) \) has degree \( r + d_j \) with respect to the filtration above. In particular, the homomorphism \( Y_{\mu}^{\text{rtt}}(\mathfrak{gl}_n) \rightarrow Y_{\mu}(\mathfrak{gl}_n) \) becomes a homomorphism of filtered algebras if we endow \( Y_{\mu}^{\text{rtt}}(\mathfrak{gl}_n) \) with the “\( \mu \)-twisted” filtration (4.9). We have \( \text{gr} t_{ij}^{(r)} = \Delta_{ij}^{(r)} \in \mathcal{O}(W_{\mu}) \).

**Proof.** The equality \( T(u) = E(u) \cdot G(u) \cdot F(u) \) can be rewritten as
\[
t_{ij}(u) = \sum_{k \geq \max(i,j)} \epsilon_{ik}(u)g_k(u)f_{kj}(u), \quad i,j = 1, \ldots, n,
\]
where we assume that \( \epsilon_{kk}(u) = f_{kk}(u) = 1 \) for every \( k = 1, \ldots, n \). So
\[
t_{ij}^{(r)} = \sum_{k \geq \max(i,j), r_1 + r_2 + r_3 = r} \epsilon_{ik}^{(r_1)}g_k^{(r_2)}f_{kj}^{(r_3)}.
\]
Note now that \( \deg(e_{(r_1)}^{(r_1, g_k)} f_{(r_2)}^{(r_2)}) = r_1 + r_2 + d_k + r_3 + d_j - d_k = r + d_j \). Since the elements \( e_{(r_1)}^{(r_1, g_k)} f_{(r_2)}^{(r_2)} \) form a subset of the PBW-basis for \( Y_\mu(\mathfrak{gl}_n) \) (see Proposition 4.12 above) we conclude that \( \deg(t_{ij}^{(r)}) = r + d_j \).

It remains to show that \( \text{gr } t_{ij}^{(r)} = \Delta_{ij}^{(r)} \). Recall that \( T(u) = E(u) \cdot G(u) \cdot F(u) \), the matrix coefficients of \( T(u) \) are \( \Delta_{ij}(u) = \sum_{r \in \mathbb{Z}} \Delta_{ij}^{(r)} u^{-r} \). It follows from Lemma 4.13 that
\[
\text{gr } E(u) = \overline{E}(u), \quad \text{gr } G(u) = \overline{G}(u), \quad \text{gr } F(u) = \overline{F}(u).
\]
Using the decomposition \( T(u) = E(u) \cdot G(u) \cdot F(u) \) we conclude that \( \text{gr } t_{ij}^{(r)} = \Delta_{ij}^{(r)} \).

We obtain the following corollary.

**Corollary 4.15.** The natural surjection \( Y^{\text{rtt}}(\mathfrak{gl}_n) \to Y_\mu(\mathfrak{gl}_n) \) quantizes the surjection \( \mathcal{O}(\text{Mat}_n((z^{-1}))) \to \mathcal{O}(W_\mu) \) induced by the embedding \( W_\mu \subset \text{Mat}_n((z^{-1})) \).

**Proof.** It follows from Lemma 4.14 that the surjection \( Y^{\text{rtt}}(\mathfrak{gl}_n) \to Y_\mu(\mathfrak{gl}_n) \) is indeed a homomorphism of filtered algebras (recall that we consider the “\( \mu \)-twisted” filtration on \( Y^{\text{rtt}}(\mathfrak{gl}_n) \)). It follows from Proposition 3.19 that the identification \( \text{gr}_\mu Y^{\text{rtt}}(\mathfrak{gl}_n) \cong \mathcal{O}(\text{Mat}_n((z^{-1}))) \) sends \( \text{gr}_\mu t_{ij}^{(r)} \) to \( \Delta_{ij}^{(r)} \). Recall also that by Lemma 4.14 the associated graded of \( t_{ij}^{(r)} \in Y_\mu(\mathfrak{gl}_n) \) is equal to \( \Delta_{ij}^{(r)} \in \mathcal{O}(W_\mu) \). We conclude that the associated graded of the surjection \( Y^{\text{rtt}}(\mathfrak{gl}_n) \to Y_\mu(\mathfrak{gl}_n) \) induces the homomorphism \( \mathcal{O}(\text{Mat}_n((z^{-1}))) \to \mathcal{O}(W_\mu) \) that sends \( \Delta_{ij}^{(r)} \) to its restriction to \( W_\mu \). It follows that this map is induced by the natural (closed) embedding \( W_\mu \subset \text{Mat}_n((z^{-1})) \).

\( \square \)

5. **Bethe subalgebras in \( Y_\mu(\mathfrak{gl}_n) \)**

5.1. **Commutative subalgebras** \( B_\mu(C) \). Recall that for \( k = 1, \ldots, n \) we denote by \( A_k \in \text{End}(\mathbb{C}^n)^{\otimes k} \) the antisymmetrization map normalized so that \( A_k^2 = A_k \). We set
\[
\tau_{\mu,k}(u, C) := \text{tr}_{(\mathbb{C}^n)^{\otimes k}} A_k C_1 \ldots C_k T_1(u) \ldots T_k(u-k+1) \in Y^{\text{rtt}}(\mathfrak{gl}_n)((u^{-1})).
\]

As proposed in [FPT], we make:

**Definition 5.1.** We denote by \( B_\mu(C) \subset Y^{\text{rtt}}(\mathfrak{gl}_n) \) the subalgebra generated by the coefficients of \( \tau_{\mu,k}(u, C) \), \( k = 1, \ldots, n \).

Recall now that in Section 5.3 we have defined “universal” Bethe subalgebra \( B(C) \subset Y^{\text{rtt}}(\mathfrak{gl}_n) \) and proved that it is commutative. Recall also that we have the natural surjection (see Corollary 4.9)
\[
Y^{\text{rtt}}(\mathfrak{gl}_n) \to Y_\mu(\mathfrak{gl}_n)
\]
that sends \( B(C) \) onto \( B_\mu(C) \), as follows from the definitions. In particular, we recover the observation of [FPT]:

**Proposition 5.2.** The algebra \( B_\mu(C) \) is commutative.
5.2. Size of $B_{\mu}(C)$ and the associated graded $\text{gr} B_{\mu}(C)$. Let $\tau_{\mu,k}(C)^{(r)}$ be the coefficient of $u^{-r}$ in $\tau_{\mu,k}(u, C)$. Recall that we have a filtration on the algebra $Y_{\mu}(\mathfrak{gl}_n) = Y_{\mu}^{\text{rtt}}(\mathfrak{gl}_n)$ such that the associated graded algebra is isomorphic to $O(W_{\mu})$. Recall also the functions $\sigma_{\mu,k}(u, C)$, $k = 1, \ldots, n$ defined in Section 3.1. For $k = 1, \ldots, n$ recall that $\omega_{\mu}^k = -\epsilon_n - \cdots - \epsilon_{n-k+1}$.

**Lemma 5.3.** The element $\tau_{\mu,k}(C)^{(r)}$ is equal to zero for $r < \langle \omega_{\mu}^k, \mu \rangle$ and $\tau_{\mu,k}(C)^{(\langle \omega_{\mu}^k, \mu \rangle)}$ is a positive integer.

**Proof.** The proof is the same as the one of Lemma 2.11; one should use the decomposition $T(u) = E(u) \cdot G(u) \cdot F(u)$ and the fact that $\tau_{\mu,k}(C, u)$ is the linear combination of the elements of the form $t_{a_1 b_1}(u) \cdots t_{a_k b_k}(u - k + 1)$ where $a_i \neq a_j$, $b_i \neq b_j$ for $1 \leq i < j \leq n$ and $\{a_1, a_2, \ldots, a_k\} = \{b_1, b_2, \ldots, b_k\}$ (use that $A_k$ is the projector onto $\Lambda^k(\mathbb{C}^n) \subset (\mathbb{C}^n)^{\otimes k}$).

Recall that $L = Z_G(\mu)$.

**Theorem 5.4.** For $C \in L^{\text{reg}}$, $k = 1, \ldots, n$, and $r > \langle \omega_{\mu}^k, \mu \rangle$ the element $\tau_{\mu,k}(C, u)^{(r)}$ has degree $r - \langle \omega_{\mu}^k, \mu \rangle$, and we have

$$\text{gr} \tau_{\mu,k}(C)^{(r)} = \text{gr} \sigma_{\mu,k}(C)^{(r)}.$$  

**Proof.** Recall that

$$\tau_{\mu,k}(C, u) = \text{tr}_{(\mathbb{C}^n)^{\otimes k}} A_k C_1 \cdots C_k T_1(u) \cdots T_k(u - k + 1).$$

Note also that

$$\text{tr}_{(\mathbb{C}^n)^{\otimes k}} A_k C_1 \cdots C_k T_1(u) \cdots T_k(u) = \sigma_{\mu,k}(C, u)$$

(see Definition 3.5). It is easy to conclude from Lemma 4.14 that for every $r \in \mathbb{Z}$ the element $\tau_{\mu,k}(C)^{(r)}$ has degree at most $r - \langle \omega_{\mu}^k, \mu \rangle$. Recall now the element $\sigma_{\mu,k}(C)^{(r)}$ (see Definition 3.5). It follows from Theorem 3.6 that the degree of this element is equal to $r - \langle \omega_{\mu}^k, \mu \rangle$. This means that $\text{gr} \sigma_{\mu,k}(C)^{(r)} \in O(W_{\mu})$ is the nonzero element of degree $r - \langle \omega_{\mu}^k, \mu \rangle$. We now conclude from Lemma 4.14 and from the definition of $\tau_{\mu,k}(C)^{(r)}$ that $\tau_{\mu,k}(C)^{(r)}$ is the nonzero element of degree $r - \langle \omega_{\mu}^k, \mu \rangle$ so it is clear that $\text{gr} \tau_{\mu,k}(C)^{(r)} = \text{gr} \sigma_{\mu,k}(C)^{(r)}$ (equality of the elements of $\text{gr} O(W_{\mu}) \simeq O(W_{\mu})$).

We are now ready to prove Theorem C.

**Corollary 5.5.** The composition

$$\text{gr} B_{\mu}(C) \hookrightarrow O(W_{\mu}) \twoheadrightarrow O(L[[z^{-1}]]_1)$$

induces the identification

$$\text{gr} B_{\mu}(C) \xrightarrow{\sim} \overline{B}_{L}(C)$$

which sends $\text{gr} \tau_{\mu,k}(C)^{(r)}$ to $\sigma_{L,k}(C)^{(r - \langle \omega_{\mu}^k, \mu \rangle)}$. The algebra $B_{\mu}(C)$ is a polynomial algebra in the elements $\{\tau_{\mu,k}(C)^{(r)} : r > \langle \omega_{\mu}^k, \mu \rangle\}$ and the Poincaré series of $B_{\mu}(C)$ coincides with the Poincaré series of the Cartan subalgebra $H \subset Y_{\mu}(\mathfrak{gl}_n)$.

**Proof.** Follows from Corollary 3.1, Lemma 5.3, and Theorem 5.3.
Appendix A. Comparing Bethe subalgebras in \( \mathcal{O}(W_0) \) with pullbacks of Bethe subalgebras in \( \mathcal{O}(W_0) \)

In this section, we assume that \( g = \mathfrak{sl}_2 \). Recall that \( T \subset SL_2 \) is the subgroup of diagonal matrices and \( B \subset SL_2 \) is the subgroup of upper triangular matrices. We identify \( \text{Hom}(\mathbb{C}^\times, T) \) with \( \mathbb{Z} \) and fix \( \mu = -n \) for some \( n \in \mathbb{Z}_{\geq 0} \). By [BFN] Section 2(xi)] we have:

\[
W_{-n} = \\
\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mid a, b, c, d \in \mathbb{C}((z^{-1})), d = z^n + \ldots, n > \text{top } z\text{-degree of the series } b, c, ad-bc = 1 \},
\]

in particular \( W_0 = SL_2[[z^{-1}]]_1 \).

It is easy to see that the shift morphism \( \iota_{0,0,-n} \) (from [FKPRW] Section 5.9) sends

\[
g = \left( xz^{-n} + x^{-1}QPz^n \right) x^{-1}Pz^n = \left( \begin{array}{cc} 1 & Q \\ 0 & 1 \end{array} \right) \left( \begin{array}{cc} x & 0 \\ 0 & x^{-1} \end{array} \right) \left( \begin{array}{cc} z^{-n} & 0 \\ 0 & z^n \end{array} \right) \left( \begin{array}{cc} 1 & 0 \\ P & 1 \end{array} \right)
\]

to

\[
\left( x + x^{-1}QP' \right) x^{-1}P' = \left( \begin{array}{cc} 1 & Q \\ 0 & 1 \end{array} \right) \left( \begin{array}{cc} x & 0 \\ 0 & x^{-1} \end{array} \right) \left( \begin{array}{cc} 1 & 0 \\ P' & 1 \end{array} \right),
\]

where \( P' = \sum_1^\infty z^{-k}P_{-k-2n} \).

Recall now that to \( C, D \in SL_2 \) one can associate subalgebras \( \overline{B}_{-n}(C) \subset \mathcal{O}(W_{-n}), \overline{B}(D) \subset \mathcal{O}(SL_2[[z^{-1}]]_1) \) and our goal is to compare \( \overline{B}_{-n}(C) \) with \( \iota_{0,0,-n}(\overline{B}(D)) \).

**Proposition A.1.** For \( n > 0 \) and \( C \in T \), and any \( D \in SL_2 \) the algebras \( \overline{B}_{-n}(C), \iota_{0,0,-n}(\overline{B}(D)) \) are distinct.

**Proof.** Let \( C = \text{diag}(h, h^{-1}) \) for some \( h \in \mathbb{C}^\times \). Recall that \( W_{-n} = B([[z^{-1}]]_1)z^nU_-([[z^{-1}]]_1) \) and consider \( Z := \left\{ \begin{pmatrix} 1 & z^{-1} \\ 0 & 1 \end{pmatrix} \cdot z^\mu \cdot \begin{pmatrix} 1 & 0 \\ \kappa z^{-1} & 1 \end{pmatrix} \mid \kappa \in \mathbb{C} \right\} \subset W_{-n} \).

Recall now that the algebra \( \overline{B}_{-n}(C), C = \text{diag}(h, h^{-1}) \) is generated by the coefficients of the function \( g \mapsto \text{tr}(Cg) \). Being restricted to \( Z \) this function is given by

\[
\kappa \mapsto hz^{-n} + h\kappa z^{-n} + h^{-1}z^n.
\]

So the image of \( \overline{B}_{-n}(C) \) in \( \mathcal{O}(Z) \) will be \( \mathbb{C}[\kappa] \).

Note now that

\[
\iota_{0,0,-n}(\begin{pmatrix} 1 & z^{-1} \\ 0 & 1 \end{pmatrix} \left( \begin{array}{cc} z^{-n} & 0 \\ 0 & z^n \end{array} \right) \left( \begin{array}{cc} 1 & 0 \\ \kappa z^{-1} & 1 \end{array} \right)) = \left( \begin{array}{cc} 1 & z^{-1} \\ 0 & 1 \end{array} \right)
\]

so every function of the form \( \iota_{0,0,-n}(\overline{B}(D)), \overline{B}_{-n}(C) \in \mathcal{O}(Z) \) are different algebras. \( \square \)

**Remark A.2.** Similar argument as the one in Proposition A.1 applies for more general shift morphisms, where \( \mu \) is split into two terms \( \mu_1, \mu_2 \) (see [FKPRW] Proposition 3.8). There exists the “Yangian” (i.e. quantized) version of Proposition A.1, we omit the details.
Appendix B. Generalization of a theorem of Steinberg

In this section, we formulate and prove a generalization of the classical theorem (due to Steinberg) that claims that the differentials at a regular element of characters of fundamental representations of semisimple simply connected groups are linearly independent. We generalize this result to the case of a Levi subgroup $L$ of a reductive group $G$ such that $[G, G]$ is simply connected. Our generalization is well-known to the experts, but we have decided to include the proof for completeness.

B.1. Let $L$ be any reductive group over complex numbers. Let $T \subset L$ be a maximal torus. Recall that an element $C \in L$ is called regular if $\dim Z_L(C) = \dim T$. Let $\text{Rep} L$ be the category of finite dimensional representations of $L$. For $V \in \text{Rep} L$ let $\chi L,V : L \to \mathbb{C}$ be its character. Let $K(\text{Rep} L)$ be the Grothendieck group of the abelian category $\text{Rep} L$. We have the ring homomorphism $K(\text{Rep} L) \to \mathcal{O}(L)$ given by $[V] \mapsto \chi L,V$. The following proposition is standard.

**Proposition B.1.** We have isomorphisms of algebras:

$$K(\text{Rep} L) \otimes \mathbb{Z} \mathbb{C} \cong \mathcal{O}(L)^{L} \cong \mathcal{O}(T)^{W}.$$

**Proof.** Standard, see for example [Se, Theorem 4].

Let $\varphi : L \to T/W$ be the morphism induced by the embedding $\mathcal{O}(T)^{W} \simeq \mathcal{O}(L)^{L} \subset \mathcal{O}(L)$.

**Proposition B.2.** The morphism $\varphi|_{L^{\text{reg}}} : L^{\text{reg}} \to T/W$ is smooth. In particular, for every $C \in L^{\text{reg}}$ we have an exact sequence

$$0 \to T_C(L \cdot C) \to T_CL \to T_{\varphi(C)}(T/W) \to 0.$$

**Proof.** Let $D(L) := [L, L]$ be the derived subgroup of $L$. Let $\widehat{D(L)}$ be the simply connected cover of $D(L)$. Let $Z(L) \subset L$ be the center of $L$ and let $Z(L)^{\circ} \subset Z(L)$ be the connected component of $1 \in Z(L)$. Set $\tilde{L} := \widehat{D(L)} \times Z(L)^{\circ}$. Consider the natural central isogeny $\tilde{L} \to L$ (compare with [K, Theorem 3.2.2]). Let $\tilde{T} \subset \tilde{L}$ be the preimage of $T \subset L$, $\tilde{T}$ is a maximal torus of $\tilde{L}$. It follows from [St2, Section 3.8] that the natural morphism $\tilde{L}^{\text{reg}} \to \tilde{T}/W$ is smooth. Recall now that we have the cartesian diagram

$$\begin{array}{ccc}
\tilde{L}^{\text{reg}} & \to & L^{\text{reg}} \\
\downarrow & & \downarrow \\
\tilde{T}/W & \to & T/W
\end{array}$$

and the morphism $\tilde{T}/W \to T/W$ is étale and surjective. We conclude that $L^{\text{reg}} \to T/W$ is smooth (use smooth descent w.r.t. flat, surjective morphism).

**Remark B.3.** The variety $T/W$ is smooth.

**Proposition B.4.** For $C \in L^{\text{reg}}$ the restrictions of differentials

$$\{d_C(\chi L,V) \mid V \in \text{Rep}(L)\}$$

to $T_CZ_L(C)$ generate $T_C^*Z_L(C)$. 

Proof. We have an exact sequence
\[ 0 \to T_C(L \cdot C) \to T_C L \to T_C(Z_L(C)) \to 0, \]
where \( L \cdot C \) is the \( L \)-orbit of \( C \in L \) w.r.t. the adjoint action. From Proposition B.2 we have an exact sequence
\[ 0 \to T_C(L \cdot C) \to T_C L \to T_{\varphi(C)}(T/W) \to 0. \]
We obtain the natural identification \( T_C(Z_L(C)) \simeq T_{\varphi(C)}(T/W) \). It follows from the definitions that \( T_{\varphi(C)}(T/W) \) is generated by \( \{ d_{\varphi(C)} f \mid f \in \mathcal{O}(T)^W \} \). Now the claim follows from Proposition B.1. \( \square \)

B.2. Assume now that \( \mathcal{D}(L) := [L, L] \) is simply connected and set \( \mathcal{D}(l) := [l, l] \). Let \( V_{l,1}, V_{l,\rk \mathcal{D}(l)} \) be irreducible (finite dimensional) modules over \( L \) that restrict to fundamental representations of \( \mathcal{D}(L) \). For \( i = 1, \ldots, \rk \mathcal{D}(l) \) let \( \lambda_i : T \to \mathbb{C}^\times \) be the highest weight of \( V_{l,i} \). Let \( C_{\nu_1}, \ldots, C_{\nu_{\rk \mathcal{D}(l)}} \) be one-dimensional representations of \( L \) with highest weights \( \nu_1, \ldots, \nu_{\rk \mathcal{D}(l)} \) such that the characters \( \nu_1, \ldots, \nu_{\rk \mathcal{D}(l)} \) induce the isomorphism \( L/\mathcal{D}(L) \to (\mathbb{C}^\times)^{\rk l - \rk \mathcal{D}(l)} \).

Proposition B.5. (a) Algebra \( \mathcal{O}(L)^L \) is generated (over \( \mathbb{C} \)) by the following elements:
\[ \chi_{V_{l,i}}, \chi_{C_{\nu_j}}^{\pm 1} \in \mathcal{O}(L)^L, \]
where \( i = 1, \ldots, \rk \mathcal{D}(l), j = 1, \ldots, \rk \mathfrak{g} - \rk \mathcal{D}(l) \).

(b) The differentials \( \{ d(\chi_{V_{l,i}}), d(\chi_{C_{\nu_j}}) \mid i = 1, \ldots, \rk \mathcal{D}(l), j = 1, \ldots, \rk \mathfrak{g} - \rk \mathcal{D}(l) \} \) are linearly independent at every regular element \( C \in L^{\reg} \).

Proof. Part (a) is easy.

Part (b) follows from part (a) together with Proposition B.4 (use that \( \dim T_C(Z_L(C)) = \rk l \)). \( \square \)

Remark B.6. Collection of representations \( V_{l,1}, \ldots, V_{l,\rk \mathcal{D}(l)}, C_{\nu_1}, \ldots, C_{\nu_{\rk \mathcal{D}(l)}} \) as above can be though of as “fundamental” representations of \( L \).

Let now \( G \) be a reductive group over complex numbers. Assume that \( \mathcal{D}(G) = [G, G] \) is simply connected. Recall that \( T \subset G \) is a maximal torus. Let \( \alpha_i^\vee, i \in I = \{1, \ldots, \rk \mathfrak{g} \} \) be a set of simple coroots of \( G \).

Let \( V_1, \ldots, V_{\rk \mathfrak{g}} \) be irreducible (finite dimensional) modules over \( G \). For \( i = 1, \ldots, \rk \mathfrak{g} \) let \( \lambda_i^- : T \to \mathbb{C}^\times \) be the lowest weight of \( V_i \). We assume that \( \langle \lambda_i^-, \alpha_j^\vee \rangle = -\delta_{ij} \) i.e. that representations \( V_i \) restrict to fundamental representations of \( \mathcal{D}(G) \). Let \( C_{\nu_1}, \ldots, C_{\nu_{\rk \mathfrak{g} - \rk \mathcal{D}(l)}} \) be one-dimensional representations of \( G \) with weights \( \nu_1, \ldots, \nu_{\rk \mathfrak{g} - \rk \mathcal{D}(l)} \) such that the characters \( \nu_1, \ldots, \nu_{\rk \mathfrak{g} - \rk \mathcal{D}(l)} \) induce the isomorphism \( G/\mathcal{D}(G) \to (\mathbb{C}^\times)^{\rk l - \rk \mathcal{D}(l)} \). Let \( L \subset G \) be a (standard) Levi subgroup of \( G \) that contains \( T \). Let \( J \subset I \) be the subset of simple roots corresponding to \( L \). Let \( V_{l,\lambda_j} \subset V_{\lambda_j} \) be the irreducible \( L \)-subrepresentation generated by the lowest vector of \( V_{\lambda_j} \).
Lemma B.7. Representations $V_{L,i}$ for $i \in J$ restrict to fundamental representations of $L$. Representations \{ $V_{L,i}$, $C_{\nu_j}$ | $i \in I \setminus J$, $j = 1, \ldots, \text{rk } g - \text{rk } D(g)$ \} are one-dimensional. The characters
\[
\{ \lambda_i^- , i \in I \setminus J \} \cup \{ \nu_1, \ldots, \nu_{\text{rk } g - \text{rk } D(g)} \}
\]
induce the isomorphism $L/D(L) \sim (\mathbb{C}^\times)^{\text{rk } l - \text{rk } D(l)}$.

Proof. It is clear that $V_{L,i}$ for $i \in J$ restrict to fundamental representations of $L$.

Consider the exact sequence
\[ 1 \to D(L) \cap T \to T \to L/D(L) \to 1. \]
Restrictions of $\lambda_i^-$, $i \in J$ to $D(L) \cap T$ induce the isomorphism $D(L) \cap T \sim (\mathbb{C}^\times)^{\text{rk } l}$. It also follows from the definitions that the characters $\lambda_i^-$, $\nu_j$ induce the isomorphism $T \sim (\mathbb{C}^\times)^{\text{rk } l}$. We conclude that $\lambda_i^-$, $i \in I \setminus J, \nu_1, \ldots, \nu_{\text{rk } g - \text{rk } D(g)}$ induce the isomorphism $L/D(L) \sim (\mathbb{C}^\times)^{\text{rk } l - \text{rk } D(l)}$. □

Remark B.8. Lemma [B.7] shows that “fundamental” weights of $G$ restrict to “fundamental” weights of $L$.

Proposition B.9. The differentials
\[ \{ d(\chi_{V_{L,i}}), i = 1, \ldots, \text{rk } D(g) \} \cup \{ d(\chi_{C_{\nu_j}}), j = 1, \ldots, \text{rk } g - \text{rk } D(g) \} \]
are linearly independent at every regular element $C \in L_{\text{reg}}$.

Proof. Follows from Proposition [B.5] together with Lemma [B.7] □
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