Abstract—Cellular operators are increasingly turning towards renewable energy (RE) as an alternative to using traditional electricity in order to reduce operational expenditure and carbon footprint. Due to the randomness in both RE generation and mobile traffic at each base station (BS), a surplus or shortfall of energy may occur at any given time. To increase energy self-reliance and minimize the network’s energy cost, the operator needs to efficiently exploit the RE generated across all BSs. In this paper, a hybrid energy sharing framework for cellular network is proposed, where a combination of physical power lines and energy trading with other BSs using smart grid is used. Algorithms for physical power lines deployment between BSs, based on average and complete statistics of the net RE available, are developed. Afterwards, an energy management framework is formulated to optimally determine the quantities of electricity and RE to be procured and exchanged among BSs, respectively, while considering battery capacities and real-time energy pricing. Three cases are investigated where RE generation is unknown, perfectly known, and partially known ahead of time. Results investigate the time varying energy management of BSs and demonstrate considerable reduction in average energy cost thanks to the hybrid energy sharing scheme.
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I. INTRODUCTION

Cellular networks are growing at an ever increasing pace as the number of mobile phone users is rising rapidly due to ubiquitous connectivity needs. The demand is expected to continue increasing in the future as smart phones and other wireless devices become affordable for everyone [1]. To cater for this demand, more and more cellular base stations (BSs) are being installed in order to increase capacity, coverage, and quality of service (QoS). This is leading to a massive inflation in energy consumption of cellular networks, which is an alarming concern for cellular operators since energy costs constitute a significant portion of their operational expenditures (OPEX) [2]. Additionally, the prices of information and communication technology (ICT) services worldwide are falling gradually [3]. This is further increasing the pressure on cellular operators to reduce energy consumption in order to maintain profitability. Apart from the financial implications, the rising energy consumption is also contributing negatively towards the environment due to its association with combustion of fossil fuels [4]. Therefore, cellular operators and equipment manufacturers are both focused towards curbing the growing energy consumption of the BSs [5] and increasing self-reliance of energy using renewable sources [6].

Most cellular operators worldwide are deploying renewable energy (RE) generators, e.g., solar panels, wind turbines, etc., at the sites of their BSs to obtain clean and cheap electricity [7]–[9]. These RE generators are used in conjunction with traditional electricity and backup energy storage units to power up the BSs. The amount of RE generated is highly variable in time and space depending on different factors. For instance, solar energy depends on the amount of sunlight, panel area, and energy conversion efficiency, etc. Hence, the BSs generating energy from renewable sources may sometimes have a surplus energy while at other times, they may be energy deficient. The energy deficit may be complemented by purchasing electricity from smart grid (SG) while any surplus RE may be sold back, thanks to the intelligent two-way power flow enabled by the SG [10], [11]. However, it will be more cost effective if the distributed RE generated at BSs sites is synergized by a common energy infrastructure to collectively serve the energy requirements of all BSs [12]–[14]. In other words, the excess RE at one BS will compensate for the deficit at another BS by enabling energy sharing between the two BSs.

Energy sharing allows higher utilization of locally generated RE by the BSs and helps in further curtailing the energy cost by reducing procurement from SG. However, the realization of energy sharing among BSs requires an effective energy transport mechanism. SG may be used for virtually transporting energy between BSs by selling extra energy at one BS and buying the same amount of energy at another BS at a preferential price. However, SG imposes a charge for providing this service that is reflected by the difference between the buying and selling prices. Secondly, the energy cost, and hence the operator’s revenues, are sensitive to variation in SG pricing policies. Another approach for energy sharing could be the connection of BSs by physical power lines. Although this is infeasible for long distances due to high installation costs, resistive power losses, and right-of-way restriction, etc., it may be plausible to install physical power lines for sharing energy among BSs within small localities. In this manner, the operator will not incur any
additional cost for sharing energy within short distances and its profits will be more robust to the variation of SG energy trading prices. For long distances where physical cabling might not be possible, SG infrastructure may be used for energy transfer among BSs.

The physical power lines essentially eliminate the cost of energy sharing among BSs via the SG at the cost of high initial capital investment. However, despite the initial investment required for deploying physical power lines, financial gains from energy sharing might outweigh costs in the long-term. Nevertheless, it is still important to precisely determine which BSs should be connected by physical power lines and which BSs should virtually share energy via SG in order to minimize the capital expenditure. Note that the connections among BSs using physical power lines are permanent. Hence, the installations must be carefully planned after making a thorough assessment of energy requirements.

A. Related Work

Several studies focusing on reducing the conventional electricity usage of cellular networks exist in literature. In fact, different techniques have been used to achieve energy efficiency such as infrastructure sharing [15], [16], BS ON/OFF switching [17]–[19], radio resource management [20], [21], and energy harvesting from renewable sources to power BSs [7]–[9].

In [15], [16], infrastructure sharing approaches are proposed where multiple cellular operators use the same radio access network infrastructure to reduce the otherwise redundant capacity of BSs that results in energy inefficiency. On the other hand, [17]–[19] propose different strategies based on turning off underutilized BSs and increasing the coverage of the remaining BSs to improve energy utilization of the network. In [20], [21], energy efficient radio resource management frameworks are proposed for heterogeneous networks that employ multiple radio access technologies. However, the most promising and currently deployed energy-efficient solutions are based on the use of RE to power cellular networks [7]–[9]. The benefit of using RE in cellular networks has been thoroughly investigated in literature [22]–[26]. RE has shown to yield significant OPEX and carbon dioxide (CO₂) reductions for cellular operators by reducing reliance on traditional electricity supply [22].

In addition to employing RE sources, efficient energy management techniques are required to optimize the energy cost of the BSs. Agglomerative and divisive hierarchical clustering algorithms are developed to determine the energy consumption of BSs for sharing energy is proposed based on average and complete statistics of RE generation and energy consumption of BSs. Agglomerative and divisive hierarchical clustering algorithms are developed to determine the presence of multiple electricity retailers in SG to reduce cost as well as environmental impact. However, they do not account for the time varying effect of RE generation, user traffic, and electricity prices. On the other hand, in [25], the OPEX reduction is achieved by a combination of turning off BSs dynamically and efficient energy procurement from retailers in SG based on the traffic and real-time electricity prices. These frameworks attempt to achieve cost efficiency for each BS individually without any energy interactions among BSs.

Recently, the concept of energy sharing among BSs has emerged as another step towards self-reliance of cellular networks in terms of energy [28]–[30]. This paradigm has also been referred to as energy exchange [28] and energy cooperation [26], [30] in the literature. Energy sharing is motivated by the fact that the distributed RE generated at BSs sites can be connected together to create a microgrid [31] that collectively serves the energy requirements of all BSs. A novel architecture for microgrid connected green cellular networks is proposed in [12] where the REs generated at BSs sites and at centralized locations are integrated to jointly serve all BSs. A framework for energy exchange among BSs using SG is proposed in [28]. However, it presents an offline strategy and does not consider the uncertainty in RE generation. Similarly, in [29], an optimized energy management framework is proposed for microgrid-connected cellular BSs that are equipped with RE generators and battery storage. It uses the SG as the common energy infrastructure and considers time variations and uncertainty in RE generation in the optimization. However, there is no energy sharing using physical power lines. On the other hand, an optimized energy management framework for physically connected BSs that share energy is proposed in [30]. However, it studies the case of two BSs that are connected by resistive power lines and generalizes the model for the larger network. This may not be feasible in practice since connecting each BS with other BSs in a mesh configuration using physical power lines is economically unviable and hence, not well-suited for large-scale cellular networks.

B. Contributions

In this paper, a generalized energy sharing framework is developed for green cellular networks that use a combination of physical power lines among BSs and SG infrastructure to share locally generated RE. Particularly, we emphasize the need to intelligently install physical connections among BSs before overlaying them with virtual connections via SG. To the best of our knowledge, this hybrid framework for energy sharing in cellular networks has not been previously proposed or investigated. The main contributions of this paper are summarized as follows:

1) A generalized hybrid energy sharing framework is developed for cellular BSs possessing RE generation and storage capabilities.

2) Pre-planned deployment of physical power lines among BSs for sharing energy is proposed based on average and complete statistics of RE generation and energy consumption of BSs. Agglomerative and divisive hierarchical clustering algorithms are developed to determine the physical energy sharing links among the BSs. Two metrics are proposed for each algorithm namely the average energy affinity (AEA) and stochastic energy affinity (SEA). The AEA metric is based on the average energy comparisons while the SEA metric is based on a probabilistic comparison.

3) An optimized energy management framework is proposed for sharing energy among BSs via SG while taking into account the already established physical connections. The
energy management solutions are based on the level of a priori knowledge of the system about RE generation, e.g., zero, perfect, and partial knowledge.

The remainder of this paper is organized as follows: Section II presents the system model and provides an outline of the proposed energy sharing methodology. The algorithms to obtain physical connections among BSs are described in Section III while the framework for optimized day-to-day operation is provided in Section IV. Numerical results are presented and explained in Section V. Finally, the paper is concluded in Section VI.

II. SYSTEM MODEL & METHODOLOGY

In this section, we present the proposed system model followed by an elucidation of the energy sharing concept.

A. System Model

We consider a cellular network comprising of $K$ BSs located in an $L \times L$ km$^2$ square region in $\mathbb{R}^2$. The coordinate vectors representing the locations of the BSs are denoted by $X_i, \forall i \in \{1, \ldots, K\}$. We assume a time slotted system with $N$ slots where $n \in \{1, \ldots, N\}$ represents the index of the time slot. Fig. 1 shows the energy sharing model for a typical BS in the network. A typical BS possesses RE generation potential in the form of solar panels and/or wind turbines. The RE generated at BS $i$ is a random variable denoted by $C_i(n) \in [0, C_i^{\max}]$, where $C_i^{\max}$ is the maximum generation capacity available. On the other hand, energy consumption of BS is also a random variable denoted by $E_i(n) \in [0, E_i^{\max}]$, $\forall i \in \{1, \ldots, K\}$. The net renewable energy available (NRE) at a typical BS, denoted by $E_i(n)$, is the difference between $C_i(n)$ and $E_i(n)$. A positive $E_i(n)$ indicates that BS $i$ has surplus RE while negative $E_i(n)$ indicates that it has an energy deficit. Due to the randomness in energy generation and energy consumption of each BS, the NRE at a typical BS is also a random variable over the support $[-C_i^{\max}, C_i^{\max}]$ with a probability density function $f_{E_i}(E_i)$. Note that the energy consumption of BSs might be correlated due to the spatial distribution of users or the use of cooperative communication techniques [32]. Moreover, the RE generation is also spatially correlated due to similar environmental conditions observed by neighbouring BSs. Hence, the resulting NREs of the BSs are not independent in general. The energy quantities used in this paper, e.g., $C_i(n)$, are obtained from their corresponding continuous time power profiles, e.g., $\alpha_i(t)$ as follows: $\alpha_i(t) = \int_{n-1}^{n} \alpha_i(t) dt$, where $\tau$ is the duration of each time slot. Hence, they represent the temporal averages of the energies over the corresponding time slots.

Each BS is also connected to SG which provides access to both traditional electricity and other cellular BSs. SG is a flexible electricity grid which allows the integration of multiple energy sources and provides advanced energy management features [10]. In the considered system model, SG performs the following two main functions: (i) two-way power flow with the cellular BSs, i.e., the BS can procure electricity to meet its requirements and sell electricity in case it has surplus and unwanted RE, and (ii) virtual transport and aggregation of excess RE from a group of BSs to an energy deficient BS, i.e., BSs with surplus energies at different geographical locations can share the energy with an energy deficient BS at a preferential price.

The amount of traditional electricity obtained from SG by BS $i$ is denoted by $q_i^e(n)$ at a price of $c_i^e(n)$ monetary units (MU). The amount of extra electricity sold back to SG at a price of $c_i^e(n)$ MU is denoted by $q_i^e(n)$. Note that the events of a BS procuring electricity from SG and of selling back excess electricity are mutually exclusive. This implies that the product of the energy procured by SG and the energy sold back to SG is zero for the same time instant, i.e., $q_i^e(n)q_i^e(n) = 0, \forall n \in \{1, \ldots, N\}$. Hence, any BS will either procure electricity from SG to meet its energy deficiency or sell any extra available energy back to SG at any particular time. The amount of energy bought by BS $i$ from other BSs via SG during time slot $n$ is denoted by $q_i^q(n) = \sum_{j=1, j \neq i}^K q_{ij}^q(n)$ at a price of $c_i^q(n)$ MU, while the energy sold to other BSs via SG is denoted by $q_i^g(n) = \sum_{j=1, j \neq i}^K q_{ji}^g(n)$ at a price of $c_i^g(n)$ MU. Note that, generally, the order of energy prices is $c_i^e(n) \gg c_i^q(n) \geq c_i^g(n) \geq c_i^e(n)$. This means that the traditional electricity is an expensive source of energy typically priced much higher than the price of energy obtained from other BSs. For the energy that needs to be shared with other BSs of the same cellular network, SG will buy it from the BSs at a lower price than the price at which it will sell at another location, i.e., $c_i^e(n) \geq c_i^g(n)$.

The least price is paid for the extra energy sold by the BSs back to SG. It is pertinent to mention here that if the energy buying and selling prices of the SG are similar, there is no incentive for the operator to install dedicated power lines for energy sharing. However, since the SG is operated by private entities beyond the control of the cellular operator, it is highly unlikely that the energy transport is offered free of charge. Therefore, the presence of physical power lines alongside the already available SG infrastructure may be beneficial in further reducing the energy costs of the cellular operator.

Finally, each BS may also have direct connections with other BSs via physical power lines. This provides the flexibility of sharing energy with other BSs without any charges. However, there may be power losses which need to be taken into account.
The amount of energy obtained by BS $i$ from BS $j$ using a physical power line is denoted by $q_{ij}^0$ while the amount of energy supplied to BS $j$ by BS $i$ is denoted by $q_{ji}^0$. Each BS also owns an energy storage unit, e.g., a battery, with maximum capacity of $B_{i,\text{max}}$ for buffering the generated RE. The energy supplied by the respective batteries to the BSs during time slot $n$ are denoted by $q_{i}^g(n), \forall i \in \{1, \ldots, K\}$. The instantaneous charge level of the battery at BS $i$, denoted by $B_i(n)$, is expressed as follows:

$$B_i(n) = B_i(n-1) + \alpha_i(n) - q_{i}^g(n) - \sum_{j=1}^{K} A_{ij} q_{ij}(n) - q_{i}^l(n),$$

(1)

where $B_i(n-1)$ denotes the charge level of the battery in the previous time slot and the factor $A_{ij}$ is $1$ if BS $i$ and $j$ are connected by physical power lines and $0$ otherwise. The initialization condition for the batteries is $B_i(0) = B_{0}^{*}, \forall i \in \{1, \ldots, K\}$. Note that the battery stores energy obtained from renewable sources only and not from energy shared by other BSs. Note that we are using a simplified linear model for the charging and discharging of the battery for ease of analysis. However, in practice, the batteries display non-linear charging and discharging behaviours with respect to the load.

### B. Energy Sharing among Base Stations

The energy sharing between a pair of BSs can be implemented using the following methods:

1) **Smart Grid Interface**: Since all BSs are connected to SG, it becomes an attractive candidate to be used for energy sharing. The two-way power flow and metering allows for energy to be sold at one geographical location and purchasing the equivalent energy at another location. We refer to this as a *virtual connection* since any BS is able to share energy with another BS without having a direct link between them, however, this does not come for free. SG has a different pricing policy for buying and selling energy. The difference between these prices, i.e., $c^b(n) - c^s(n)$, accounts for any energy losses and the costs for aggregating and virtually transporting energy, incurred by SG. Although there is no upfront investment to enable energy sharing using this approach, it may be costly in the long-term, depending on the amount of energy shared.

2) **Physical Power Lines**: Another approach for sharing energy among BSs is to install physical power lines to connect them together, also referred to as *physical connection*. The initial installation may be costly because of the price of conductor, digging costs, and right-of-way payments, etc. Moreover, resistive losses can be significant particularly for longer distances. The amount of energy lost in the conductor in the form of heat during sharing is a function of the amount of energy transferred and the length of the power lines and is evaluated as follows [33]:

$$E_{\text{loss}}(E, l) = (I^2 R(l)) \tau = \frac{P^2 R(l)}{V^2} \tau = \frac{E^2 R(l)}{V^2 \tau},$$

(2)

where $I$ is the current passing through the conductor, $R(l)$ is the resistance of the conductor of length $l$ km, $E$ is the amount of energy transferred, and $V$ is the root-mean-square (rms) voltage\(^1\). The resistance is a function of the distance and can be expressed as $R(l) = \rho l$ [33], where $\rho$ is the specific resistance of the conductor in $\Omega/m$. This approach can only be employed in a relatively small geographical region to avoid high power losses. In the considered model, we assume that physical power lines can only be installed if two BSs are within a distance of $r$ km from each other. This distance is henceforth referred to as *energy sharing range*. From an economic perspective, physical power lines can yield great benefits if they are planned rationally. This is because there is no external cost incurred by the operator while sharing energy among BSs and the operator is unaffected by SG pricing variations.

### C. Methodology

The objective of the proposed framework is to minimize the energy procurement cost of the cellular network by efficiently sharing RE among BSs via a combination of physical power lines and virtual connections using SG. An example of co-existing physical and virtual energy sharing links in a cellular network is shown in Fig. 2. Virtual connections are flexible and can be added or removed frequently over time as the requirements change. However, physical connections are permanent and hence, need to be carefully planned before installation. Therefore, we first plan the physical connections between any two BSs based on long-term statistics and then develop a generalized framework that decides the energy sharing range

\(^1\)Note that the transmission of electrical energy may be done at higher voltages to reduce power losses. Therefore, additional voltage up-conversion and down-conversion equipment may be required at BSs sites to transmit at high voltages.

---

**Fig. 2:** Example of base stations connected by physical and virtual energy sharing links.
be realized by using physical power lines. Given the locations of the BSs and the statistics of the NRE available at each node, we can abstract the network into a graph with vertices representing the BSs and links representing the power lines. Connecting the BSs together to form clusters from the graph as shown in Fig. 2 without knowledge of the number of clusters, is an unsupervised machine learning problem and is non-deterministic polynomial-time hard (NP-hard). Hence, approximate heuristic algorithms are commonly used to achieve locally optimal results [34]. We propose two algorithms inspired by the hierarchical clustering approaches to achieve an effective grouping of BSs that can significantly share energy most of the time. In the first algorithm, we begin from the case when all BSs are assumed to be disconnected from each other. The links are then iteratively added between two BSs to obtain a clustered graph. We refer to this as the Agglomerative Clustering. The second algorithm begins with a mesh graph, where all BSs are assumed to be connected to each other. Redundant and unviable links are then successively removed to precisely obtain the final set of links that need to be installed. This is referred to as Divisive Clustering. In the following subsections, we present the metrics that are used to assess the energy affinity of the BSs based on average and complete statistics as well as provide the algorithms to obtain the final set of energy sharing links.

A. Metrics for Linking BSs

In order to decide which BSs will share energy using physical power lines, there is a need for a metric that accurately captures the energy affinity between one BS and other BSs. Since the NREs available at BSs are random over time and the physical links are installed on a long-term basis, it may not be reasonable to use instantaneous NRE statistics. Instead, we propose to use two metrics that are based on the amount of information available about the randomness of NRE. The two metrics are explained as follows:

1) **Average Energy Affinity (AEA):** In the event that only the average NRE available at each BS is known, we define AEA metric that measures the association between BS \(i\) and BS \(j\) based on the energy disparity and distance between these two BSs. The AEA metric is expressed by (3), where \(E_i = (1/N) \sum_{n=1}^{N} E[n] \forall i \in \{1, \ldots, K\}\), represents the average NRE available at BS \(i\) over all time slots and \(E[n]\) is the expectation operator. \(\Pi_{ij}\) represents the average energy transfer that takes place between BSs \(i\) and \(j\), if they are connected, and is expressed as \(\Pi_{ij} = \min(|E_i|, |E_j|)\), where \(|.|\) represents the absolute value and \(\text{sgn}(.).

\[\text{sgn}(E_i) = \text{sgn}(E_j)\]

then installing physical power line between them is not useful on average. Hence, to discourage the selection of such links, we assign an arbitrarily large negative constant weight, i.e., \(-\epsilon,\) and scale it by the distance between the BSs so that the worst links can still be ranked according to the distance. However, if signs of the average NRE of the two BSs are different, then the metric prioritizes the links based on the energy difference and the energy loss in the form of heat. A higher value of the metric indicates a high affinity between the two BSs to share energy and vice versa.

2) **Stochastic Energy Affinity (SEA):** In the event that complete statistics of the NREs of BSs are available, a stochastic metric measuring energy affinities between each pair of BSs may be more accurate. The SEA metric, based on probabilistic comparison of the NREs, is given by (4). Instead of considering the difference in the average NRE between the BSs, the SEA metric considers the temporal average of the probability that NREs of the two BSs differ by more than a constant \(\delta\). The constant \(\delta\) controls the number of energy sharing links that will be installed as a higher value of \(\delta\) will lead to fewer pairs of BSs qualifying for sharing energy and vice versa. The condition of the metric also becomes probabilistic and can be expressed as the geometric mean of the probability of NRE of both BSs being either positive or negative is less than a constant \(\phi_1\). In fact, the constant \(\phi_1\) controls the usefulness of the energy sharing link between the BSs. If the link is considered to be less useful, the metric assigns a weight of \(\zeta\) scaled by the distance between the BSs, where \(\zeta\) is an arbitrarily small constant approaching zero introduced to reflect the low importance of the link. Note that the geometric mean is used in the condition instead of the arithmetic mean to reduce the impact of extreme values on the metric. This is because a few time slots in which the probability of two BSs having NREs with opposite signs may completely prevent them to share energy if the arithmetic mean is used. However, the geometric mean is more robust to such rare fluctuations in the probabilities.

B. Clustering Algorithms

The clustering algorithms developed in order to provide the best combination of physical power lines to connect the BSs are provided in this section. Since the number of clusters and the number of BSs are unknown a priori, we use the unsupervised machine learning approach of hierarchical clustering [34] that iteratively leads to the final set of clusters. Table I lists the expressions that are used in the algorithms for the case of AEA and SEA metrics and abbreviates them with labels. These labels are then used in the steps of the algorithms to avoid repetition. The agglomerative and divisive clustering algorithms are presented as follows:

1) **Agglomerative Approach:** In this approach, we begin with each BS as an independent cluster and then successively connect a pair of BSs based on the metric and linkage criterion until all BSs have been clustered. The complete steps of the algorithm are provided in Algorithm 1. The inputs are the locations of the BSs \(X_i\), \(\forall i \in \{1, \ldots, K\}\) and their NREs \(E_n, \forall i \in \{1, \ldots, K\}\). The first step is to classify the BSs that are energy deficient on average for the duration of \(N\) time slots using the expression \(S_1(i)\). This is
We also define a BS association matrix $A_{ij}$ to install only for distances less than $r$ km.

The final association matrix is empty.

**Algorithm 1a Agglomerative Clustering**

1. **Require:** BS locations $X_i, \forall i \in \{1, \ldots, K\}$, NRE $E_i(n), \forall i \in \{1, \ldots, K\}$, $n \in \{1, \ldots, N\}$.
2. **Step:** Identify the BS with maximum energy deficit from the set $E^-, i.e., i = S2(i)$.
3. **Step:** Find BSs that are within a distance of $r$ km of BS $i$, i.e., $N_i = \{j \in \{1, \ldots, K\} \mid \|X_i - X_j\|_2 \leq r\}$.
4. **Step:** Identify BS $j$ such that $\|E_j(n)\| / \|E_i(n)\| > \phi_i$, i.e., $j = \arg \max_{j \in N_i} \|E_j(n)\| / \|E_i(n)\|$.
5. **Step:** Connect BS $i$ and $j$ by updating the association matrix $A_{ij}$ = $A_{ji}$ = 1.
6. **Step:** Execute the energy update procedure described in Algorithm 1b for both AEA and SEA metrics.
7. **Repeat:** until the set of energy deficient BSs $E^-$ is empty.
8. **End if**

**Algorithm 1b Update in Algorithm 1**

1. **Repeat:** AEA UPDATE $\triangleright$ For AEA metric
2. **If:** $M_{ij} > 0$ then
3. **Step:** Update net energy of energy donating BS, i.e., $E_j \leftarrow M_{ij}$.
4. **Else:** Remove BS $i$ from set of energy deficient BSs, i.e., $\{E^-\} \leftarrow \{E^-\} \setminus \{i\}$.
5. **End if**
6. **Step:** Update net energy of energy deficient BS, i.e., $E_i \leftarrow M_{ij}$.
7. **End procedure**
8. **Repeat:** SEA UPDATE $\triangleright$ For SEA metric
9. **Step:** $E_j(n) \leftarrow E_j(n) + \min(\|E_j(n)\|, \|E_i(n)\|), \forall n \in \{1, \ldots, N\}$.
10. **Else:** $E_j(n) \leftarrow E_j(n) - \min(\|E_i(n)\|, \|E_j(n)\|), \forall n \in \{1, \ldots, N\}$.
11. **End procedure**

**Table I: Abbreviations for expressions related to average and stochastic energy affinity metrics**

| Label | AEA | SEA |
|-------|-----|-----|
| $S1(i)$ | $\hat{E}_i < 0$ | $(\prod_{n=1}^{N} P[E_i(n) < 0])^\frac{1}{N}$ |
| $S2(i)$ | $\arg \min_{i \in E^-} \hat{E}_i$ | $\arg \max_{i \in E^-} (\prod_{n=1}^{N} P[E_i(n) < 0])^\frac{1}{N}$ |
| $S3(j)$ | $\max_{j \in N_i} \hat{E}_j < 0$ | $\max_{j \in N_i} (\prod_{n=1}^{N} P[E_j(n) < 0])^\frac{1}{N}$ |
| $S4(i, j)$ | $M_{ij}^{SEA}$ | $M_{ij}^{SEA}$ |

done by evaluating the average probability of a negative NRE of each BS and comparing it with the pre-defined high probability threshold $\phi_i$. We initialize a set $E^-$ containing the indices of all energy deficient BSs, i.e., $E^- = \{i \in \{1, \ldots, K\} : S1(i)\}$. We also define a BS association matrix $A$ of size $K \times K$ whose elements indicate the binary connection status between the BSs, i.e., $A_{ij} = 1$ if BS $i$ is connected to BS $j$ and vice versa. Note that $A_{ii} = 0, \forall i \in \{1, \ldots, K\}$, since it is meaningless to connect a BS with itself. From the set $E^-$, we select the most energy deficient BS, denoted by $\hat{i}$, determined by using the expression $S2(\hat{i})$. Then, we identify the set of BSs that are within a distance of $r$ km from the selected BS, and denote it as $N_i$. This is because physical power lines are restricted by the model to be installed only for distances less than $r$ km. If all neighbouring BSs are energy deficient (checked using the condition in line 3 of Algorithm 1a), energy sharing is not possible. Hence, we remove the selected BS from the set $E^-$ as shown in line 4 and proceed to the next most energy deficient BS. However, if there is at least one neighbouring BS with surplus energy, we compute the metrics denoted by $S4(i, j)$ from (3) and (4), where $j$ is the index of the neighbour BS with surplus energy. The linkage criterion is to maximize the metric. Hence, we select the neighbour BS $j$ such that the metric in $S4(i, j)$ is the maximum one. The association matrix is updated to reflect that BS $i$ and $\hat{j}$ are connected, i.e., $A_{ij} = A_{ji} = 1$.

The linked BSs may still be able to participate in further energy sharing opportunities. Hence, their energy status needs to be updated after the link is established between them. We provide the update procedure for the AEA and SEA metrics in Algorithm 1b. In the AEA case, after the link is established and energy is transferred by the energy donating BS to the energy deficient one, there are two possibilities: either (i) the donor BS is still left with some energy to be shared with other BSs, or (ii) it has donated all its energy to the energy deficient BS. In the case of (i), i.e., $M_{ij} > 0$, we update the average NRE of the donor BS, i.e., $E_j = M_{ij}$ and remove the energy deficient BS from the set $E^-$ indicating that the energy requirements are completely met. On the other hand, in the case of (ii), i.e., $M_{ij} \leq 0$, we set the average NRE of the donor BS to zero and replace the average NRE of the energy deficient BS to the remaining deficiency, i.e., $E_j = M_{ij}$. Note that the energy deficient BS has not been removed from the set $E^-$ since its remaining energy deficiency might be supported by another BS in the next iterations. On the other hand, for the SEA metric, a similar course of action is taken by updating the NREs for each time slot. This has a direct impact on
Algorithm 2: Divisive Clustering

Require: BS locations \( \mathbf{X}_i, \forall i \in \{1, \ldots, K\} \) and NRE \( E_i(n), \forall i \in \{1, \ldots, K\} \).

1: Initialize the BS association matrix \( \mathbf{A}' = \{(A'_{ij}) : A'_{ij} = 0 \forall i = j, A'_{ij} = 1 \forall i \neq j\} \).
2: Define the weight matrix, denoted by \( S4(i,j), \forall i,j \in \{1, \ldots, K\} \), that assigns weights to the entries in the association matrix based on the AEA and SEA metrics.
3: Find the maximum spanning tree from the weighted graph represented by \( S4(i,j), \forall i,j \in \{1, \ldots, K\} \) to obtain the new association matrix \( \mathbf{A} \).
4: for \( \{i,j \in \{1, \ldots, K\} : A_{ij} = 1\} \) do
5: \( A_{ij} = 0 \) if \( \|\mathbf{X}_i - \mathbf{X}_j\|_2 > r \), then
6: Remove the link between BS \( i \) and \( j \), i.e., \( A_{ij} = 0 \).
7: end if
8: end for
9: After determining and installing physical connections among BSs, we develop an optimized energy management framework that minimizes the day-to-day net energy cost of the cellular operator by reducing the electricity procurement from SG. The framework decides the optimal amount of energy to be obtained by each BS from the different available options in order to yield the least cost. The net energy cost of a single BS, denoted by \( \Psi_i(n) \), depends on the energy transactions as well as the respective prices of the energy sources. It can be obtained by subtracting the total revenue earned by selling extra RE (to SG and to other BSs) from the total expense of purchasing additional energy required (from SG and other BSs) as follows:

\[
\Psi_i(n) = c^e(n)q_i^e(n) + c^b(n)q_i^b(n) - c^e(n)q_i^e(n) - c^b(n)q_i^b(n). \quad (5)
\]

To determine the amounts of procured and supplied energies by a BS, we require information about RE generation assuming perfect knowledge of the traffic behaviour. This is crucial since it can have a serious impact on the optimization decisions. As an example, let us assume that during any time slot, if it is known that the RE generation in future time slots will be low, then the optimization framework will be inclined towards conserving the use of energy from the battery in the current time slot and saving it for the future and vice versa. However, in reality the RE generation is random and only prediction models based on historical data are available [35]. In this paper, we refer to the availability of these models as having partial knowledge about future RE generation. This means we only have access to the statistics of RE generation and not the actual realizations. For benchmarking, we also consider the cases where we have perfect knowledge, i.e., full access to all future realizations of the RE in an \( N \)-slot window, and zero knowledge, i.e., access to only the current realization of the generated RE. For the sake of simple presentation, we first present the zero knowledge case followed by the perfect knowledge and partial knowledge cases.

A. Zero Knowledge

In the first case, we assume that each BS has access to the current realization of RE generation but is completely unaware of the RE generation in future time slots. Therefore, the optimization decisions during each time slot \( n \) are made in real-time and cannot be pre-planned. The \( N \) optimization problems in this case are solved at each time slot \( n \) and expressed as follows:
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carried out only once for the period of \( N \) time slots as opposed to the zero knowledge case which needs to be executed after each time slot.

C. Partial Knowledge

In this case, we assume that the BSs only have partial information about the RE generation in future time slots. This means that a portion of the predicted RE generation is uncertain. Therefore, we model the RE generation matrix \( \alpha \) with elements \( \alpha_i(n), \forall i \in \{1, \ldots, K\}, n \in \{1, \ldots, N\} \) as \( \alpha = \alpha + \tilde{\alpha} \), where \( \tilde{\alpha} \) is the deterministic portion of the RE generated, estimated from historical data, and \( \alpha \) is a \( K \times N \) matrix of random variables representing the stochastic portion.

In order to cater for the uncertainty in \( \alpha \), we re-formulate the problem in eqs. (17) to (19) as a stochastic optimization problem [37]. Assuming that we know one of the output variables, we can optimize other variables for any given value of \( \alpha \). However, the decision needs to be updated once the actual realization of \( \alpha \) has been obtained. We choose to fix feasible values of the variables \( q^i(n), \forall n \in \{1, \ldots, N\} \) since they are associated with the price \( c^i(n) \) that is beyond the control of the BS. Hence, fixing the vector \( q^i(n), \forall n \in \{1, \ldots, N\} \) allows us to compute the best combination of other variables provided that \( \alpha \) is known. The problem can be written as a two-stage recourse problem as follows:

\[
\text{minimize } q^-(n) = 0, \forall n \in \{1, \ldots, N\} \sum_{n=1}^{N} \sum_{k=1}^{K} c^i(n)q^i_k(n) + E_{\alpha}[\Psi^*],
\]

where \( E_{\alpha}[\cdot] \) represents the expectation function with respect to \( \alpha \) and \( \Psi^* \) is obtained as follows:

\[
\Psi^* = \text{minimize } f(\tilde{Q}),
\]

subject to

\[
q_i^b(n) + q_i^q(n) + q_i^g(n) + \sum_{k=1}^{K} A_{ij} q_{i,j}^r(n) = C_i(n),
\]

\[\forall i \in \{1, \ldots, K\}, n \in \{1, \ldots, N\}, \quad (20)\]

\[
\sum_{k=1}^{n} q_i^b + \sum_{k=1}^{n} q_i^q + \sum_{j=1}^{K} A_{ij} q_{i,j}^r(k) \leq B_0 + \sum_{k=1}^{n} \alpha_i(k),
\]

\[\forall i \in \{1, \ldots, K\}, n \in \{1, \ldots, N\}, \quad (21)\]

\[
-\sum_{k=1}^{n} q_i^b - \sum_{k=1}^{n} q_i^q - \sum_{j=1}^{K} A_{ij} q_{i,j}^r(k) \leq B_{\max} - B_0 - \sum_{k=1}^{n} \alpha_i(k), \forall i \in \{1, \ldots, K\}, n \in \{1, \ldots, N\},
\]

\[\quad (22)\]

\[
\sum_{i=1}^{K} q_{i}^b(n) = \sum_{i=1}^{K} q_{i}^q(n), \forall n \in \{1, \ldots, N\},
\]

\[\quad (23)\]

\[
A_{ij} q_{i,j}^r \leq A_{ij}(q_{i,j}^r - E\text{loss}(q_{i,j}^r; \|X_i - X_j\|_2)),
\]

\[\quad (24)\]

where \( \tilde{Q} \) represents the set of second stage optimization variables \( \{q^i(n), q^q(n), q^g(n), q^r(n)\}, Q^-(n), Q^+(n)\}.\) The function \( f(\tilde{Q}) \) is defined as follows:

\[
f(\tilde{Q}) = \sum_{n=1}^{N} \sum_{k=1}^{K} \left( c^i(n)q_i^b(n) - c^i(n)q_i^q(n) - c^i(n)q_i^g(n) \right).
\]

If the solution to the second stage problem expressed in eqs. (17) to (20) is obtained in a closed form, then a tractable solution to the first stage problem in eq. (18) can be obtained after evaluating the expectation over \( \alpha \). However, in most cases, obtaining a closed form solution may either be impossible or results in analytically complicated expressions. Hence, the random variables are often discretized to make the two-stage recourse problem tractable for numerical solvers [38]. In our case, we assume that the random variables \( \tilde{\alpha}_i(n) \) have been discretized to take a set of \( M \) possible values. The resulting set of \( M = M^{KN} \) possibilities of the matrix \( \alpha \) is denoted by \( \Omega \). We also assume that the probability mass function (pmf) of \( \tilde{\alpha} \) can be estimated and hence, the pmf of \( \alpha \), denoted by \( P_m \) for \( m = 1, \ldots, M \), can directly be obtained. Consequently, the two-stage problem can be formulated as one large convex optimization problem, also known as the deterministic equivalent of the original problem, which is expressed as follows:

\[
\text{minimize } \sum_{n=1}^{N} \sum_{k=1}^{K} c^i(n)q^r_i(n) + E_{\alpha}[f(\tilde{Q})],
\]

subject to

\[
q^b_i(n) + q^q_i(n) + q^g_i(n) + \sum_{j=1}^{K} A_{ij} q^r_{i,j}(n) = C_i(n),
\]

\[\forall i \in \{1, \ldots, K\}, n \in \{1, \ldots, N\}, \quad (26)\]

\[
\sum_{k=1}^{n} q^b_i + \sum_{k=1}^{n} q^q_i + \sum_{j=1}^{K} A_{ij} q^r_{i,j}(k) \leq B_0 + \sum_{k=1}^{n} \alpha_i(k),
\]

\[\forall i \in \{1, \ldots, K\}, n \in \{1, \ldots, N\}, \quad (27)\]

\[
-\sum_{k=1}^{n} q^b_i - \sum_{k=1}^{n} q^q_i - \sum_{j=1}^{K} A_{ij} q^r_{i,j}(k) \leq B_{\max} - B_0 - \sum_{k=1}^{n} \alpha_i(k), \forall i \in \{1, \ldots, K\}, n \in \{1, \ldots, N\},
\]

\[\quad (28)\]

\[
\sum_{i=1}^{K} q^b_i(n) = \sum_{i=1}^{K} q^q_i(n), \forall n \in \{1, \ldots, N\},
\]

\[\quad (29)\]

\[
A_{ij} q^r_{i,j} \leq A_{ij}(q^r_{i,j} - E\text{loss}(q^r_{i,j}; \|X_i - X_j\|_2)),
\]

\[\forall i \in \{1, \ldots, K\}, j \in \{1, \ldots, K\}, \quad (30)\]

where the subscript \( m \) in the variables is added to indicate their values for the \( m \)th possibility of the matrix \( \tilde{\alpha} \) and the expectation in the objective is evaluated as \( E_{\alpha}[f(\tilde{Q})] = \sum_{m=1}^{M} P_m f(\tilde{Q}_m) \). Notice that the number of constraints of the problem exponentially scales with the number of possibilities \( M \), the number of BSs \( K \), and the number of time slots \( N \). The solution of the convex problem (26)-(31) can be obtained by using off-the-shelf solvers such as CVX [36].

V. Numerical Results

In this section, we present the simulation model and investigate the performance of the proposed energy sharing algorithms and metrics in addition to the optimized energy procurement.

A. Simulation Model

We consider a \( 5 \times 5 \) km² square region in \( \mathbb{R}^2 \) with \( K = 20 \) cellular BSs placed uniformly according to a realization of
the hard core point process with an exclusion distance of 500 m. This ensures that each pair of BSs is separated by at least the minimum exclusion distance to avoid the case of very closely located BSs that may appear in commonly used Poisson point processes. The BSs are randomly labeled as \{1, \ldots, K\} for ease of referencing. A snapshot of the network realization can be seen in Fig. [3]. Note that the choice of BS locations and other simulation parameters is arbitrary and is used for illustrative purposes only without loss of generality in the framework or the results. We assume a total network operation time of \( N = 24 \) hours divided into hourly time slots, i.e., \( n = 1, 2, \ldots, N \). The RE at BSs sites is considered to be generated from solar panels only and is modeled as \( \alpha_i(n) = \bar{\alpha}_i(n) + \hat{\alpha}_i(n) \), where the average RE, \( \bar{\alpha}_i(n) \), is parameterized by the following model [35]:

\[
\bar{\alpha}_i(n) = \frac{\alpha^\text{max}_i \exp(-(n-\mu^\text{a}_i)^2)}{(\sigma^\text{a}_i)^2} \tau.
\] (32)

In this model, \( \alpha^\text{max}_i = A_i \eta \) represents the maximum power generation capacity of BS \( i \) where \( A_i \) is the surface area of the solar panel, \( \eta \) is the peak irradiance and \( \beta \) is the energy conversion efficiency. In our simulations, we use the following parameters: \( A_i = 1 \text{ m}^2, I_i = 1 \text{ kW/m}^2, \forall i \in \{1, \ldots, K\} \), and \( \eta = 20\% \). The parameter \( \mu^\text{a}_i \) represents the position in time of the peak generation, chosen to be mid-day, i.e., 12 hrs, \( \forall i \in \{1, \ldots, K\} \), while \( \sigma^\text{a}_i \) represents the shape width at half maximum of the peak, chosen to be 3 hrs, \( \forall i \in \{1, \ldots, K\} \). The time duration of each slot \( \tau \) is 1 hr. The randomness in RE \( \bar{\alpha}_i(n) \) is modeled as a zero mean Gaussian random variable with a standard deviation of 5 W. For the partial knowledge case, we assume that the random variable \( \bar{\alpha}_i(n) \) can only take the discrete values \( 0.2\bar{\alpha}_i(n) \) and \( -0.2\bar{\alpha}_i(n) \) with equal probabilities. This signifies that the variation in the RE generation is around \( 20\% \) to the mean. Each BS owns a battery to store the generated RE with maximum capacity \( B^\text{max} = 100 \text{ Wh} \). The batteries are initially assumed to be fully charged, i.e., \( B_0 = B^\text{max} \text{ Wh} \), unless otherwise specified. For the zero knowledge case, we set the battery threshold level to \( B^\text{th} = 0.5B^\text{max} \).

The power consumption of the BSs, which is dependent on the traffic, is chosen to have a bi-modal Gaussian profile over time (i.e., \( \sum_{i \in \{a,b\}} \frac{\gamma_i}{2\pi\sigma^\text{d}_{n+i}} \exp\left(-\frac{\gamma_i - \mu^\text{c}_i}{2\sigma^\text{d}_{n+i}}^2\right) \)) with means \( \mu^\text{c}_a = 10 \text{ hrs} \), \( \mu^\text{c}_b = 18 \text{ hrs} \), standard deviations \( \sigma^\text{c}_a = \sigma^\text{c}_b = 3 \text{ hrs} \), and mixing parameters \( \gamma_a = 0.6 \) and \( \gamma_b = 0.4 \). This is consistent with actual cellular traffic measurements in urban areas that show two peak traffic times each day [39]. The maximum power consumption of the BSs \( \rho^\text{max} \) is evaluated as follows: \( \rho^\text{max} = a(\rho^a\rho^\text{max}) + b \), where \( \rho^a \) is the transmit power per user, \( \rho^\text{max} \) is the maximum number of users supported by a BS, \( a \) is the scaling parameter, and \( b \) is the constant power consumption of the BS irrespective of the number of connected users. According to the EARTH model [40], the parameters \( a = 4.7 \text{ W}, b = 130 \text{ W} \) for macro BSs. We choose the maximum number of subscribers \( \rho^\text{max} = 50 \) and \( P^\text{a} = 0.3 \text{ W} \). The energy trading prices used in the paper are as follows: the purchasing price per unit from SG is \( c^\text{p}(n) = 0.8 \text{ MU} \), the selling price of extra energy to SG is \( c^\text{s}(n) = 0.4 \text{ MU} \), and the price for selling energy to other BSs via SG is \( c^\text{e}(n) = 0.6 \text{ MU} \), and the price for selling energy to other BSs via SG is \( c^\text{e}(n) = 0.4 \text{ MU} \). The prices are assumed to be constant for all time slots \( n \in \{1, \ldots, N\} \).

For the physical connections among BSs, we assume that multi-core aluminum conductors with cross sectional area of 300 mm² are used. The specific resistance of such power cables is evaluated to be 0.113 Ω·m at 45°C [41]. It is also important here to mention the parameters required for the evaluation of SEA metric in [4]. In this simulation setting, since \( \alpha_i(n) \) and \( C_i(n) \) are Gaussian random variables, the NRE \( E_i(n) = \alpha_i(n) - C_i(n) \), is also Gaussian with mean \( \mu^E = \mu^\text{a} - \mu^\text{c} \) and standard deviation \( \sigma^E = \sqrt{(\sigma^\text{a})^2 + (\sigma^\text{c})^2} \). Assuming \( E_i \) and \( E_j \) to be independent and denoting \( Z_{ij}(n) = E_i(n) - E_j(n) \), the probability in the SEA metric in [4] can be evaluated as follows:

\[
P[|E_i(n) - E_j(n)| > \delta] = 1 - \frac{1}{2} \text{erf}\left(\frac{\delta - \mu^Z_{ij}}{\sigma^Z_{ij} \sqrt{2}}\right) + \frac{1}{2} \text{erf}\left(\frac{-\delta - \mu^Z_{ij}}{\sigma^Z_{ij} \sqrt{2}}\right),
\] (33)

where \( \text{erf}(\cdot) \) denotes the Gaussian error function, \( \mu^Z_{ij} = \mu^E_i - \mu^E_j \), and \( \sigma^Z_{ij} = \sqrt{(\sigma^E_i)^2 + (\sigma^E_j)^2} \). For the condition statement in [4], the probability is calculated as follows:

\[
P[\bigcap_{k \in \{i,j\}} \{E_k(n) > 0\} \text{ or } \bigcap_{k \in \{i,j\}} \{E_k(n) < 0\}] = P[\{E_i > 0\} \cap \{E_j > 0\}] + P[\{E_i < 0\} \cap \{E_j < 0\}] = \frac{1}{2} \left[ 1 + \text{erf}\left(-\frac{\mu^E_{ij}}{\sqrt{2\sigma^E_{ij}}}ight) \text{erf}\left(\frac{\mu^E_{ij}}{\sqrt{2\sigma^E_{ij}}}ight) \right].
\] (34)

The reference parameters for the SEA metric are selected as follows: the reference energy gap \( \delta \) is chosen to be 0 MU (i.e., sharing even for small energy differences), low probability threshold \( \phi_i = 0.5 \), and high probability threshold \( \phi_h = 0.5 \). Note that these parameters are selected to encourage establishment of maximum energy sharing links. If these reference parameters are tightened, the clustering algorithms will become more selective and fewer links will be formed.

B. Performance of Clustering Algorithms & Metrics

In this subsection, the behaviour and impact of the two proposed clustering algorithms and the underlying metrics are investigated. Fig. [3] shows the physical links obtained using the agglomerative and divisive clustering algorithms employing both AEA and SEA metrics for the chosen network realization. The red triangles represent the BSs having an energy deficiency on average (i.e., average NRE < 0), while the green circles represent the BSs having surplus energy on average (i.e., average NRE > 0). The blue connecting lines represent the physical power lines installed to share energy among BSs. The figure shows that the links established via the agglomerative approach are a subset of the links established via the divisive approach. Furthermore, the links established via the AEA metric are a subset of the links established via the SEA metric. Although the divisive algorithm may link more BSs than the agglomerative one for smaller energy sharing ranges, this is not true in general for larger energy sharing ranges because the MST prevents establishment of cliques and loops in the graph to maintain the tree structure. The agglomerative
algorithm, on the other hand, has more freedom in establishing links and hence, can lead to a higher number of energy sharing links.

On the other hand, the agglomerative algorithm only links two BSs if the link is highly favourable. Therefore, some links might not be established in the agglomerative algorithm which are present in the divisive algorithm. The SEA metric is sensitive to the NREs across time slots. Hence, the SEA adds more links between BSs that experience different NREs across time even if they have an overall positive average NRE. Consequently, all connections in the AEA scheme are established between different coloured BSs only, which clearly identifies the energy donating BS and energy receiving BS. Such discrimination is not possible when using the SEA metric because there is a possibility that despite having an overall positive average NRE, the BS might have some time slots of negative NRE. Hence, it may be beneficial to connect it to another BS that has a higher chance of having surplus energy during the day. As an example, consider the link between BSs 5 and 15. Both have an overall positive NRE but the link between them may be useful in some cases considering variability in RE generation and consumption pattern of the BS. It is pertinent to mention here that physical links obtained using the SEA metric can be different if the reference parameters $\delta_0$, $\phi_r$, and $\phi_h$ are modified. However, in general, the SEA metric is considerate of the variability in NREs of BSs and thus, enables more effective use of energy sharing links as compared to links based on average statistics in AEA metric.

In order to investigate the benefit of the obtained physical links using both metrics and algorithms, we simulate the energy sharing operation of the cellular network for the connected graphs as obtained in Fig. 3. Independent realizations of the generated RE $\alpha$ as well as the energy consumption $C$ of each BS following the distributions specified in Section V-A are used to obtain the energy transactions and the net energy cost of the network. The results are then averaged over 1000 iterations. Note that to avoid ambiguity between the use of SEA metric for clustering and considering randomness in the day-to-day cost minimization, we have used the perfect knowledge case in these simulations. A summary of the averaged results obtained by sweeping the energy sharing range $r$ is presented in Fig. 4.

The energy sharing range directly controls the number of physical links that can be formed in the network. If $r$ is in the range $[0, 0.5]$ km, then there are no linkages among BSs as all BSs are separated from each other by at least 500 m. Hence, these can be used as reference points to measure the effectiveness of installing physical energy sharing links among BSs. As the value of $r$ is increased, more energy sharing links can be installed and hence higher utilization of excess RE can be achieved. It can be observed from Fig. 4(a) that increasing the energy sharing range leads to a reduction in the average net energy cost of the operator. This is mainly due to the increasing role of physical energy sharing links that reduces the energy transactions over SG. Hence, the cost gain comes from the reduction in the price paid to SG for the virtual transport of energy. This can be seen from the opposite behaviour in Fig. 4(c) and Fig. 4(e), i.e., the energy shared over SG decreases while the energy shared over physical links increases as the energy sharing range is increased. Note that the average amount of electricity procured from SG as well as the average amount of electricity sold back to SG remains almost the same as shown by Fig. 4(b) and Fig. 4(d) respectively. This is because the energy consumption of the network does not change as a result of varying $r$. Increasing $r$ only encourages the BSs to share more energy over physical links instead of SG, hence, resulting in lower cost.

While comparing the algorithms and metrics, it can be seen that the lowest average energy cost is achieved by the agglomerative-SEA strategy while the highest cost is achieved by the agglomerative-AEA strategy. Although, the divisive-SEA strategy was supposed to perform the best in terms of cost, however, it turns out that it does not lead to the most number of established links. This is because the number of links in the divisive algorithm are limited by the MST approach that prohibits loops and cliques within the graph while such restrictions are not present in the agglomerative approach. Therefore, the agglomerative-SEA strategy ultimately leads to more number of links if the energy sharing range is high enough as it is not constrained by the structure of the graph. The divisive-SEA, on the other hand, performs better in terms of cost reduction as compared to both divisive-AEA and agglomerative-AEA. In order to determine the best combination of metric and algorithm, we need to be aware of the cost of installation of links that is imposed by these strategies. A simple comparison of the total length of links installed using the four strategies (see Fig. 4(g)) reveals that the agglomerative-SEA strategy requires very high length in order to achieve the lowest average energy cost. This makes it less attractive for practical use since the length of installed links is directly related to the cost of installation. The divisive-SEA strategy, on the other hand, performs reasonably well in terms of cost reduction while requiring significantly lower length of installed links. This makes it an attractive strategy to use from a practical perspective.
C. Comparison of Energy Sharing Strategies

In this subsection, we aim to illustrate the difference in the total net energy cost of the network when using different energy sharing strategies and day-to-day optimization techniques. The case of no energy sharing is used as a benchmark for comparison. For the sake of tractability and ease of interpretation, we use a simple example of $K = 3$ BSs labeled as BS 1, BS 2, and BS 3. It is assumed that BS 1 and BS 2 are connected by a physical link of length 2 km. The third BS is assumed to be isolated and can only share energy via SG. The average amount of RE generated at BS 1 is assumed to be the highest (i.e., 150% of the maximum consumption) followed by BS 2 (80% of the maximum consumption) and BS 3 (60% of the maximum consumption) while the energy consumption of all BSs is assumed to be identical to be able to keep track of the behaviour. The batteries available at BSs sites are assumed to be fully charged at epoch, i.e., $B_i(0) = B_{\text{max}}, \forall i \in \{1, \ldots, K\}$.

The total net energy cost of the network for different energy sharing strategies against increasing electricity price is shown in Fig. 5(a). When the selling price of electricity $e^s(n)$ is lower than its buying price $e^b(n) = 0.2$ MU, the BSs are encouraged to sell all the RE generated instead of sharing and buy electricity from SG to fulfill their requirements. As the price of electricity increases beyond $e^c(n)$, the energy sharing starts taking place via physical connections only since it is free as compared to SG that imposes a charge on transporting energy. This explains the behaviour of total net energy cost in Fig. 5(a) between $e^s(n) = 0.2$ MU and $e^c(n) = 0.4$ MU, i.e., the energy sharing via SG case behaves similar to the case of no energy sharing while the energy sharing via physical links case behaves similar to the hybrid energy sharing case. It is observed that energy sharing has led to a reduction in the total net energy cost of the network. This behaviour ends as the electricity becomes more expensive than buying energy from other BSs using SG, i.e., $e^c(n) = 0.4$ MU. Beyond this point, it can be observed that the lack of energy sharing case, which acts as a benchmark, leads to the highest while the hybrid energy sharing approach leads to the least net energy cost. In this specific scenario of three BSs with a single physical energy sharing link, SG dominates in terms of energy sharing and provides a higher benefit in cost reduction as compared to the physical link. Nevertheless, the difference in the energy sharing via SG case and the hybrid case depends directly on the number of physical energy sharing links in the network. Moreover, in this simple network scenario, the hybrid approach achieves $\approx 37\%$ cost saving as compared to the no energy sharing approach.

In Fig. 5(b) we study the amount of conventional electricity bought from SG against the increasing electricity prices for the different strategies. Note that the amount of electricity bought from SG directly reflects the amount of CO$_2$ emissions and hence, the environmental impact of the network. In general, it can be observed that increasing the electricity price of SG $c^b$ reduces the amount of energy procured from the grid for all strategies. This is because of increasing incentive to utilize renewable energy and energy stored in the battery to reduce costs. The proposed hybrid energy sharing scheme performs best in terms of reducing electricity procurement followed by energy sharing via SG and energy sharing via physical connections only. Although the performance of energy sharing via SG and hybrid energy sharing is the same for sufficiently high electricity price, it is important to note that the energy cost incurred by the hybrid scheme is significantly lower. This confirms that physical connections do not increase the use of RE in the system but essentially contribute to achieve additional energy cost reduction.

Fig. 6 shows a comparison of the total net energy cost of the cellular network for the three day-to-day cost minimization strategies, i.e., zero knowledge, perfect knowledge, and partial knowledge. The results are presented for three different deviations from the mean in the actual RE generation. In general, the perfect knowledge case achieves the lowest cost. It can be seen that when the deviations are small, i.e., 2%, the partial knowledge case achieves lower cost than that of the zero knowledge case. When the deviations increase to 5%, the energy costs of the zero knowledge and perfect knowledge cases are almost the same. However, when the deviations are large, i.e., 10%, the partial knowledge case incurs higher energy cost than that of the zero knowledge case since it becomes risk aware and does not completely deplete its available renewable energy.

D. Day-to-Day Energy Transactions

In this section, we use the same simulation setting as used in Section V.C to illustrate the details of the energy transactions and provide a comparison between solutions obtained for the zero knowledge and perfect knowledge cases. A summary of the time varying energy transactions for both cases is provided in Fig. 7. Fig. 7(a) shows the amount of energy sharing between the BS and Fig. 7(b) shows the amount of energy remaining in the battery over time. The amount of energy supplied by the battery follows the consumption profile of the BSs with two peaks at around 10 am and 6 pm, respectively. The amplitude of the supplied energy from the battery is in accordance with the available RE. It can be observed from Fig. 7(b) that for the case of zero knowledge of future RE, the battery disposes off any energy in excess of $B_{th} = 50$ Wh from the first time slot. The extra electricity is sold back to SG as shown in the first time slot in Fig. 7(d). The aggressiveness in using up energy from the battery is due to the fact that in the zero knowledge case, BSs focus only on the current time slot and fail to plan for the future. On the contrary, in the perfect knowledge case, BSs do not deplete the battery from the beginning (as seen by the red lines in Fig. 7(b)). Instead, they save the energy in the battery for later use during times of high energy consumption and low RE generation.

The electricity supplied by SG and the electricity sold back to SG in the zero knowledge case are significantly higher than that of the perfect knowledge case. This can be observed from Fig. 7(c) and Fig. 7(d) with energy being procured during peak consumption times (i.e., 10 am and 6 pm) and extra energy being sold during peak generation times (12 pm). Next, we observe the behaviour of the energy sharing over both physical and virtual links. Due to the network configuration, only BS 3 is involved in buying energy using SG (see Fig. 7(c)) while BS 1 and BS 2 sell the corresponding energy (see Fig. 7(f))
both zero knowledge and perfect knowledge cases. The energy transactions over physical connections are shown in Fig. 7(g) and Fig. 7(h). It is clear that the perfect knowledge case allows significant energy exchange over physical links during the peak energy consumption times while the zero knowledge is not involved in sharing energy via physical links. This is due to the better planning and management of energy ahead of time in the perfect knowledge case which is absent in the zero knowledge case.

Next, we compare the case of partial knowledge of future RE generation and the case of perfect knowledge averaged over a large number of realizations of the RE $\alpha$. In Fig. 8 we plot the average amount of electricity supplied by the grid for all BSs. The dotted lines represent the solution obtained using Monte Carlo (MC) simulations of the perfect knowledge case with 1000 iterations, whereas the solid lines represent the solution obtained from stochastic programming (SP) in the partial knowledge case. For the sake of clarity and ease of understanding, we select $N = 3$ time slots of 8 hours each. The new set of parameters are selected as follows: the peak traffic times $\mu^T_i = 12$ hrs, $\mu^C_i = 20$ hrs, the initial battery level $B_i(0) = 100$ Wh, $\forall i \in \{1, 2, 3\}$, and the maximum effective battery capacity $B_{\text{max}} = 800$ Wh considering the 8 hours time slots. In the first time slot, there is limited RE generation and hence the associated uncertainty is low. Therefore, the SP and MC solutions are very close. Most of the required energy is procured from SG due to lack of RE generation. In the second time slot, the RE generation is high. Therefore, the BSs utilize RE and share the surplus with each other to minimize the procurement of energy from SG. BS 1 and BS 2 have sufficient RE to completely avoid procurement from SG. However, BS 3 requires additional energy from SG to meet its requirements. Notice, however, that the SP solution for BS 3 is much higher than its MC counterpart. This is because there is higher uncertainty in its generation and the SP solution is affected by the worst case situation to avoid the risk. Finally, in the third time slot, the RE generation decreases. Hence, the BSs are encouraged to procure higher amounts of energies from SG. The gap in the SP and MC solutions depicts the risk associated with each decision and depends on the amount of the available RE.

Fig. 8: Behaviour of energy procurement from the grid under renewable energy uncertainty.

VI. CONCLUSIONS

In this paper, we proposed a hybrid energy sharing framework for cellular networks that are powered by smart grid and have renewable energy generation capabilities. The energy sharing takes place via physical power lines infrastructure as well as the smart grid for virtual energy transportation. Agglomerative and divisive hierarchical clustering algorithms are provided to determine the physical links to be installed based on two different metrics, i.e., average and stochastic energy affinity. After determining the physical connections among BSs, an optimization framework for day-to-day cost optimization is developed for the cases of zero knowledge, perfect knowledge, and partial knowledge about renewable energy generation in the future. The performance of physical connections obtained using the four clustering approaches is compared assuming perfect knowledge of renewable energy generation. The agglomerative algorithm using the stochastic energy affinity metric performs the best in striking a balance between the cost reduction achieved and the initial investment required in installing the links. A comparison is also made between the different day-to-day cost minimization strategies. It is observed that the perfect knowledge case, which is used as a benchmark, performs the best in terms of the energy cost. For the partial knowledge case, the energy cost is higher than that of the perfect knowledge case but lower than that of the zero knowledge case when the uncertainty in the renewable energy generation is low. However, when the uncertainty is sufficiently high, the partial knowledge case becomes risk aware and therefore may incur higher cost than the zero knowledge case.
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Fig. 4: Total cost and associated energy transactions versus energy sharing range; (a) average net energy cost, (b) average electricity procured from SG, (c) average energy shared via SG, (d) average extra electricity sold back to SG, (e) average energy shared over physical links, (f) average energy obtained from the battery, and (g) total length of installed physical links.

Fig. 5: Comparison of energy cost and total amount of conventional energy used among different energy sharing strategies.
Fig. 6: Comparison of energy cost for different day-to-day cost optimization strategies.

Fig. 7: Day-to-day energy transactions of the BSs over time; (a) energy supplied by battery, (b) battery charge level, (c) amount of electricity procured from SG, (d) amount of extra electricity sold to SG, (e) energy bought from other BSs, (f) energy sold to other BSs, (g) energy supplied to other BSs over physical links, and (h) energy obtained from other BSs over physical links.