Performance Analysis of Feature sets in Speaker Diarization techniques
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Abstract: Speech is the most important communication among humans. Processing of speech signal has many strategies including speech coding, speaker recognition, speaker verification, etc. Speaker diarization is the pre-processing stage for many applications of speaker recognition systems. Speaker Diarization is the mission of determining “who Spoke when” for any audio recording that carries an unknown quantity of records and an unknown variety of audio systems. Speaker diarization has come to be an era for many tasks like navigation, retrieval, or higher-level interference on audio data. It mainly performs three operations feature extraction, voice activity detection, and classification. In this paper, we’ve reviewed the few speaker diarization Techniques. The trendy speaker diarization structures finished nice outcomes. In this paper, few speaker diarization device performances are evaluated for Diarization mistakes, Tracking time, and False alarm.
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1. Introduction:
Nowadays, speech processing technology is an important technology in searching for or automated indexing and retrieval of records [11]. For this application extraction of metadata is required, this can be done by several technologies. Speaker diarization is one of the emerging technologies which consist of most important stages segmentation and clustering [18]. In segmentation first task is the extraction of features from the speech signal and indexing them. Indexing of speech signal in its simple form indexing speech, music, or no speech data [12]. In its complex form, indexing the speaker changes is involved.

The main goal of a good speaker diarization system is selecting a better feature extraction technique to improve the accuracy of the speaker diarization system [13]. Theoretically, it needs to be feasible to apprehend speech without delay from the digitized waveform [16]. However, due to the large variability of the speech signal, its miles better to carry out some features extraction that might lessen that variability.

Speaker Diarization is finding lot of applications in several signal processing applications where more than one speaker is involved. Speaker diarization is the pre-processing stage of any speaker
recognition system. Speaker diarization system consists of feature extraction, voice activity detection, segmentation, and clustering [14]. Clustering is the main task of the diarization system. In clustering there are two types of techniques, top-down approach and bottom-up approach [2].

In Bottom up approach, the quantity of methods is reduced by merging clusters in each iteration until it reaches the optimum quantity of models. In Top down approach, the number of models is increased at each iteration by cluster splitting method. Among these two methods, top down approach is less popular than bottom up approach [3]. Both methods are opposing each other. Speaker diarization system consist two main sections, Feature extraction and Classification.

2. Speaker Diarization Techniques:

Speaker diarization is a technique that deals with “who speaks when.” The process involved in speaker diarization is shown in Fig. 1. The important blocks are as follows, Feature extraction, Speech activity detection, Segmentation, and clustering.

The selection of good feature extraction techniques is the fundamental task in any of the speech processing applications. The speech signal is a largely varying signal, to process any speech signal, it is better to extract the features from the speech signal. The extraction of features from any speech signal gives the benefit of reducing the processing complexity by removing the unvoiced part from the signal.

![Fig.1. Speaker Diarization Method](image)

Voice activity detection or Speech activity Detection is an important block in speech processing to detect speech and silence detection and avoid the unwanted part from the signal. In Segmentation, there are two types of segmentation methods: Blind method and Aided segmentation [4]. Clustering is one of the key blocks in speaker diarization where a grouping of the same speaker features is clustered.

The challenges faced in speaker diarization are mainly two. First is optimizing the speaker sequence as the total number of speakers is unknown. Secondly clustering, although we extract features from the input speech signal it also depends on several other factors [3].

The following speaker diarization techniques are discussed in this paper,

2.1. Mel Frequency Cepstral Coefficients (MFCC):

To extract acoustic features from the given speech signal the method used most widely is MFCC. Using the extracted features speech signals are segmented for different speakers [17]. The features of input signal are extracted through MFCC algorithm and clustered using Integer Linear Programming (ILP) [5] based totally clustering mechanism and Lionalgorithm.

In this algorithm, Hilbert envelope of LP residual is considered and cross-correlation between Hilbert envelope and multisource preprocessed HE of LP residual is calculated as follows,
Hilbert envelope of LP residual \( H[n] = \sqrt{e^2(n) + e_k^2(n)} \)

Preprocessed HE is, \( G_i(n) = \frac{h_i^2[n]}{\sum_{m=n-M}^{n+M} h_i^2[m]} \)

The cross-correlation function is

\[
R_{12}[l] = \sum_{n=-N/2}^{N/2} g_1(n)g_2(n-l) \sum_{n=-N/2}^{N/2} g_1^2(n)[ \sum_{n=-N/2}^{N/2} g_2^2(n-l)]^2
\]

2.2. **Tangent weighted MFCC (TMFCC):**

In this algorithm, the MFCC features are integrated with the tangent weighted function to develop a feature extraction technique for speaker diarization system. Thus, the feature of input signal are extracted using TMFCC algorithm and clustered using ILP [5] clustering mechanism and Lion algorithm[7].

Filter bank energy is calculated by “tangent weighted function” as

\[
E(i) = \sum_{k=0}^{N/2} \log|x(n)| Bm(k, \frac{2N}{N}) Wm
\]

Where

\[
Wm = \tanh(-M + M \left[ \frac{m-1}{M-1} \right]) \]

The cepstral coefficients are calculated using,

\[
C_i(n) = \frac{1}{N} \sum_{k=0}^{N-1} Y(k) e^{j(2\pi)n}
\]

2.3. **MKMFCC with WLI Fuzzy:**

In this method, multi kernel MFCC algorithm is used to extract features of input signal and after VAD segmentation for clustering the signals, WLI Fuzzy clustering [8] algorithm is used. The below equation is proposed in [10] to cluster the same speaker.

\[
WLI(k) = \sum_{n=0}^{N} Y(n) e^{j(2\pi)n}
\]

2.4. **XLPS with DNN:**

The “eXtended Linear Prediction (XLPS)” algorithm is used to extract the features of input signal after VAD segmentation, DNN technique is used for grouping of same speaker segments.

\[
E_{XLPS} = X_n \sum_{k=1}^{N} (C_k S_{n+k} Z_{n+k})^2
\]

2.5. **HXLPS with DNN:**

The Holoentrophy extended LP with auto-correlation snapshot is designed by integrating the Holo-entropy function into extended LPS method [10]. In this algorithm features are obtained by hybrid feature extraction technique. The VAD is used to segment the signal then the results are used in collecting the i-vector representation of the signal. These i-vectors are input to the DNN network, where same speaker grouping is obtained.

\[
E_{HXLPS} = \sum_{k=1}^{P} (X_k Y_j, 0 - \sum_{k=1}^{N} \alpha_k (x_k p) X_j - k Y_j, k)^2
\]

3. **Performance Measurements:**

For the performance evaluation of the diarization systems, “English Language Speech Database for Speaker Recognition (ELSDSR)”[15] and Catalan 3/24 database is used to provide audio signals for the evaluation of the speaker diarization system.

3.1. **Tracking distance:**

The tracking distance is the measure of difference between original and speaker output signals. The tracking distance is measured to analyze the efficiency of Speaker diarization
From Tracking distance we can conclude the efficiency of speaker diarization system as if the value of tracking distance is less then performance of the system is better. The Tracking distance is measured using the below equation,

$$\text{Tracking Distance} = \sqrt{(X_{i}^{\text{o}} - X_{i}^{\text{g}})^2}$$

Where,

- $X_{i}^{\text{o}}$ = The speaker output signal
- $X_{i}^{\text{g}}$ = The original Signal

### 3.2. Diarization error rate (DER):

To compare the diarization systems the most widely used metric is Diarization error rate. It is defined as the ratio between sum of false alarm, missed detection and confusion to total duration of speech. DER can be calculated using,

$$\text{DER} = \frac{\text{confusion error} + \text{miss error} + \text{false alarm}}{\text{total response speech time}}$$

### 3.3. False Alarm rate:

It is the defined as the duration of non speech where it is recognized as speech signal incorrectly. This can be calculated as the number of false alarms in total number of warnings.

### 3.4. Missed alarm:

It is the duration of speech incorrectly detected as non speech. This can be calculated as the number missed speech part in total duration of speech.

### 3.5. Confusion:

It is the duration of speaker confusion.

### 4. Results and discussions:

![Tracking distance comparison graph](image)

The above fig.2 shows the graph between Tracking distance and frame length. When the frame length is 0.06, the diarization algorithms MFCC is showing 1.79, TMFCC is showing 1.47, MKMFCC-WLIFUZZY is showing 1.30, XLP-DNN is showing 1.19, and HXLP-DNN is showing 0.61.
Fig. 3 Diarization error rate
The above plot shows the graph between Diarization error rate and lambda. When Lambda is 8, MFCC is 0.49, TMFCC is 0.40, MKMFCC-WLIFUZZY is 0.24, XLP-DNN is 0.11, HXLP-DNN is 0.12.

Fig. 4 False Alarm Rate
The above figure shows the plot between False alarm rate with Frame Length. Frame length from 0.02 to 0.16 is considered for evaluating different diarization systems like MFCC (Mel Frequency Cepstral Coefficients), TMFCC (Tangent-Mel Frequency Cepstral Coefficients), MKMFCC-WLIFUZZY (Multi Kernal MFCC and WliFuzzy clustering), XLP-DNN (Extended Linear prediction with DNN), HXLP-DNN (Holoentrophy eXtended Linear Prediction with DNN).
When the frame length is six, MFCC is 41.3%, TMFCC is 23.4%, MKMFCC-WLIFUZZY is 27.8%, XLP-DNN is 15.8%, HXLP-DNN is 9.5%. Among these all algorithms Holoentrophy with eXtended Linear Prediction is showing lowest false alarm rate.

Comparative Analysis:

The below table Table. 1 gives a comparative analysis of speaker diarization systems with three comparison parameters Tracking distance, Diarization error rate and False alarm.
| Parameters                        | MFCC | TMFCC | MKMFCC | WLIFUZZY | XLP-DNN |
|----------------------------------|------|-------|--------|----------|--------|
| Tracking Distance @Framelength   | 1.79 | 1.47  | 1.30   | 1.19     | 0.61   |
| 0.06                             |      |       |        |          |        |
| Diarization error rate @ Lamda 8 | 0.49 | 0.40  | 0.24   | 0.11     | 0.12   |
| False alarm rate @Framelength 6  | 41.3%| 23.4% | 27.8%  | 15.8%    | 9.5%   |

Table 1. Comparison between the Algorithms

5. Conclusion:
   In this paper we analysed different diarization systems and compared their performance by means of different parameters such as diarization error rate, tracking distance, and false alarm. From the above analysis, we can conclude that, HXLP feature extraction with DNN clustering is showing good results compared with the remaining algorithms.
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