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Abstract. Important techniques in linear programming is modelling and solving practical optimization. Redundant constraints are consider for their effects on general linear programming problems. Identification and reduce redundant constraints are for avoidance of all the calculations associated when solving an associated linear programming problems. Many researchers have been proposed for identification redundant constraints. This paper a compararison of Heuristic method and Llewellyn’s rules for identification of redundant constraints.

1. Introduction
Large-scale linear programming problems is extremely important for different applications in technology and economics [1]. Interior point and simplex are methods that are used for solving large – scale linear programming problems [2]. In fact, large-scale linear programming problems almost always contain a significant number of redundant constraints and variables [3]. One of the most effect on general linear programming problems is redundant constraints. A constraint is said to be redundant if constraint does not change the feasible region that is constituted by this set [4]. If feasible region is empty then the system is inconsistent, the linear programming problems have no solution [5]. Redundant constraints might seem that substantial redundancy could only arise from through poor formulation linear programming problems. Duplicate rows are multiple of row from other rows. Duplicate rows in the same problems are redundant constraints. Reduce redundant constraints in linear programming problems to avoid obviously infeasible models [2]. Detecting and removing redundancy also important in linear programming problems are the avoidance of all the calculations associated with those constraints when solving problems [6].

Many researchers have proposed different methods for identify redundant constraints and reduce linear programming problems. Paulraj et al. proposed Heuristic constraints by using the intercept matrix of constraints of a linear programming problem [7]. Brearly \textit{et al.} proposed a method which requires the lower and upper bounds of the variable. If the lower and upper bounds have a far space, redundant constraints cannot be identified. Stojkovic and Staminirovic proposed a method to identify redundant constraints by applying the maximum and minimum principle. Stojkovic and Staminirovic used objective function and constraints in linear programming problems [8]. Llewellyn’s rules we used
to identify redundant constraints using 4 rules. However Llewellyn’s rules only compare two constraints in linear programming problems. If many constraints are employed will take place many steps and inconsistent conclusion redundant or non-redundant [9].

In this Heuristic method, the dominance property of the intercept matrix of constraints is exploited to reduce the search space to find the optimal or near optimal solution. Heuristic method is used to identify the redundant constraints of linear programming problem before solving it. [10]. Paulraj et al. proposed Heuristic method which use the intercept matrix of constraints in a linear programming problems [7]. The state space simulation Heuristic can be asly incorporated into the increment and iterative approaches, and used to generate new constraints. The intuition behind this Heuristic is that the regions that are visited more likely are also more important for the quality of the solution. Heuristic constraint generation may help us to identify redundant constraint [11].

Identification redundant constraints which use algebraic rules to simplifications and reductions of a linear programming are Llewellyn’s rules. Llewellyn’s rules are used to identify some special redundant constraints. Llewellyn’s rules are intended to identify redundant constraints by the presence of one other constraint and all non-negative variables of constraints [9].

In the paper, we discuss comparison conducted for between Heuristic method and Llewellyn’s rules. There are, in this study discussed comparision Heuristic method and Llewellyn’s rules to identify redundant constraints in linear programming.

2. Methods
Consider the following system of $m$ nonnegative linear inequality in $n$ variable with $\leq m$ :

$$Ax \leq b$$

$$x \geq 0.$$  (2.1)

where matrix $A = [a_{ij}]_{1 \leq i \leq m} \in \mathbb{R}^{mxn}$, vector $b = [b_i]_{1 \leq i \leq m} \in \mathbb{R}^m$, vector $x = [x_j]_{1 \leq j \leq n} \in \mathbb{R}^n$, null vector $0 \in \mathbb{R}^n$.

Let $Ax \leq b$ be constrains of the system (2.1) and let $S = \{x \in \mathbb{R}^n \mid Ax \leq b, x \geq 0\}$ be the feasible region associated with system (2.1). Let $S_k$ be feasible region associated with the system of inequality $A_i x \leq b_i, i = 1, \ldots, m, i \neq k$ where $A_i = [a_{ij}]_{1 \leq i \leq m} \in \mathbb{R}^{mxn}$ is as follow,

$$S_k = \{x \in \mathbb{R}^n \mid \sum_{j=1}^{n} a_{ij}x_j \leq b_i, i = 1, \ldots, m, i \neq k \}$$  (2.2)

Two important problems in linear programming problems are, the first is construction modelling linear program and, the second is eliminate redundant constraints [12]. Redundant constraints in the system (2.1) do not change feasible region $S$. Redundant constraints can be classified, which are weakly redundant and strongly redundant constraints. There kinds of redundants describe as follows,

Definition 2.1. [8]
Given constraint $\sum_{j=1}^{n} a_{kj}x_j \leq b_k$ in the system inequality (2.1),

1. Redundant if $S = S_k$.
2. Weakly redundant if $S_k = 0$.
3. Strongly redundant if $S_k > 0$.

The form of linear programming problem is as follows,

Linear Programming

$$\max z = cx$$

$$Ax \leq b$$

$$x \geq 0.$$  (2.3)

Where matrix $A = [a_{ij}]_{1 \leq i \leq m} \in \mathbb{R}^{mxn}$, vector $b = [b_i]_{1 \leq i \leq m} \in \mathbb{R}^m$, vector $x = [x_j]_{1 \leq j \leq n} \in \mathbb{R}^n$, null vector $0 \in \mathbb{R}^n$, dan vector $c = [c_j]_{1 \leq j \leq n} \in \mathbb{R}^n$.  

Now we write the established algorithm detect redundant constraints. The methods are Heuristic method and Llewellyn’s rules.

**Algorithm 1 [7,8] (Heuristic method)**

**Input :**
Linear Programming

\[
\begin{align*}
\text{max } z &= cx \\
Ax &\leq b \\
x &\geq 0.
\end{align*}
\]

**Output :**
Linear programming without redundant constraints.

1. Let \( I \) is the index related to basic variables (slack variables), with \( I = [1,2, \ldots, m] \), while \( J \) is an index related to the decision variables, with \( J = [1,2, \ldots, n] \).
2. Intercept Matrix \( \theta = [\theta_{ij}] \) with each element of the matrix as follows,

\[
\theta_{ij} = \frac{b_i}{a_{ij}}: a_{ij} > 0 \text{ for } j \in J, i \in I.
\]
3.Calculate \( z_j - c_j \) for all non-basic variables.
4. Calculated \( \beta_j = \min \{\theta_{ij}\} \text{ for } j \in J, i \in I. \)
5. Calculated \( z_j' - c_j' = \beta_j(z_j - c_j) \text{ for } j \in J. \)
6. Select \( z_k' - c_k' = \min \{z_j' - c_j'\} \).
7. If \( z_k' - c_k' \geq 0 \), it has no redundant constraints and stopped. Otherwise, subtract index \( k \) element of \( J \) \((J = J - \{k\})\).
8. Select \( \theta_{ki} = \min \{\theta_{ki}\} = \beta_k \), subtract index \( l \) element of \( I \) \((I = I - \{l\})\) and find \( p \) such that \( \min \{\theta_{pi}\} = \beta_p \) for \( p \in J, \text{ so } J = J - \{p\} \).
9. If \( J = \emptyset \), then go to step 5. Otherwise, go to step 3.
10. If \( I = \emptyset \), then it does not have redundant constraints and stopped. Otherwise, \( i \in I \) as redundant constraints and stopped.

**Algorithm 2 [9] (Llewellyn’s Rules)**

**Input :**
Linear Programming

\[
\begin{align*}
\text{max } z &= cx \\
Ax &\leq b \\
x &\geq 0.
\end{align*}
\]

**Output :**
Linear programming without redundant constraints.

Let \( I \) is the index related to basic variables (slack variables), with \( I = [1,2, \ldots, m] \), while \( J \) is an index related to the decision variables, with \( J = [1,2, \ldots, n] \).

- **Rule 1:** Given two inequalities with \( b_k \) and \( b_s \geq 0 \), \( \forall k, s \in I, \text{ and } k \neq s \), if \( \frac{b_k}{a_{kj}} \geq \frac{b_s}{a_{sj}} \forall j \in J \) then the \( k \)th constraints is redundant.
- **Rule 2:** Given two inequalities with \( b_k \) and \( b_s < 0 \), \( \forall k, s \in I, \text{ and } k \neq s \), if \( \frac{b_k}{a_{kj}} \leq \frac{b_s}{a_{sj}} \forall j \in J \) then the \( k \)th constraints is redundant.

### 3. Result and Discussion

In the section we give several examples linear programming which there established method have not overcame for detecting redundant constraints,

**Example 1**

\[
\begin{align*}
\text{max } 3x_1 + 5x_2 \\
x_1 + x_2 &\leq 5
\end{align*}
\]
6x₁ + 4x₂ ≤ 24
6x₁ + 3x₂ ≤ 18
4x₁ + 6x₂ ≤ 24
x₁ + x₂ ≤ 4
x₁, x₂ ≥ 0.

**Example 2**
max 7x₁ + 5x₂
3x₁ + 2x₂ ≤ 6
2x₁ + 3x₂ ≤ 6
4x₁ + 2x₂ ≤ 8
3x₁ + 5x₂ ≤ 15
4x₁ + 6x₂ ≤ 24

**Example 3**
max 7x₁ + 5x₂
x₁ + x₂ ≤ 5
2x₁ + 3x₂ ≤ 6
3x₁ + 2x₂ ≤ 6
4x₁ + 2x₂ ≤ 8
2x₁ + 4x₂ ≤ 8
x₁, x₂ ≥ 0.

In the Example 1, and Example 2 with 1 weakly redundant constraint, and 2 strongly redundant constraints. Meanwhile Example 3 with 2 weakly redundant constraint, and 1 strongly redundant constraints. The purpose of this examples are to show that Heuristic method can not detect weakly redundant constraints. Examples detecting redundant constraints of linear programming problems above can be served in Table 1.

| No | Example | F  | W  | R          | H          | L          |
|----|---------|----|----|------------|------------|------------|
| 1  | Example 1 | 2 {3,5} | 1 {4} | 3 {1,2,4} | 2 {1,2} | 3 {1,2,3} |
| 2  | Example 2 | 2 {1,2} | 1 {3} | 3 {3,4,5} | 2 {4,5} | 3 {3,4,5} |
| 3  | Example 3 | 2 {2,3} | 2 {4,5} | 3 {1,4,5} | 1 {1} | 3 {1,4,5} |

Nomenclature:
- **F**: Number of constraints feasible region.
- **W**: Number of constraints on feasible region (weakly redundant constraint).
- **R**: Number of constraints redundant constraints.
- **H**: Number of constraints are detected by Heuristic method.
- **L**: Number of constraints are detected by Llewellyn’s rules.

Consider Table 1. In the example 1 linear programming problem with 2 constraints forming the feasible region, 1 weakly redundant constraint, and 2 strongly redundant constraints, solved using Heuristic method only 2 strongly redundant constraints that can be identified and 1 weakly redundant constraints cannot be identified meanwhile using Llewellyn’s rules can identify 3 redundant constraints are 2 strongly redundant constraints and 1 weakly redundant constraint. Example 2 and Example 3 are analogous to Example 1.

4. **Conclusion**

Heuristic method for identifying redundant constraints has been compared with Llewellyn’s rules. Heuristic method can identify redundant constraints in linear programming problems without weakly redundant constraints. Llewellyn’s rules may only be applied if all coefficients have the same signs.
Llewellyn’s rules can identify all redundant constraints in linear programming problems based on term Llewellyn’s rules. Using Llewellyn’s rules on linear programming problems with many constraints will require more time and more work. This is because sometimes comparing with different constraints will lead to different conclusions. While Heuristic method identifies redundant constraints by rapidly with an iteration system. In the other hand, Llewellyn’s rules are a better method than Heuristic method for identifying redundant constraints.

Further research comparing the Heuristic methods, Llewellyn’s rule, and Stojkovic and Stanimirovic method. The three interesting methods for analyzing the characteristics of each method. All three methods use objective functional and constraints to identify redundant constraints.
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