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Abstract
Most of the neural networks (NNs) learned via state-of-the-art machine learning techniques are black-box models. For a widespread success of machine learning in science and engineering, it is important to develop new NN architectures to effectively extract high-level mathematical knowledge from complex datasets. Motivated by this understanding, this paper develops a new NN architecture called the Gumbel-Max Equation Learner (GMEQL) network. Different from previously proposed Equation Learner (EQL) networks, GMEQL applies continuous relaxation to the network structure via the Gumbel-Max trick and introduces two types of trainable parameters: structure parameters and regression parameters. This paper also proposes a two-stage training process with new techniques to train structure parameters in both online and offline settings based on an elite repository. On 8 benchmark symbolic regression problems, GMEQL is experimentally shown to outperform several cutting-edge machine learning approaches.

1 Introduction
Driven by the rising tide of artificial intelligence, machine learning technologies have been increasingly applied to advanced scientific and engineering research [AlQuraishi, 2019; Goh et al., 2017]. Although modern machine learning, in particular deep learning, has achieved outstanding success in fulfilling scientists’ research demand, most of the neural networks (NNs) learned via these state-of-the-art techniques are black-box models [Coccia, 2020]. It is difficult for scientists to directly use such models to drive fruitful scientific explorations. For a widespread success of machine learning in science and engineering, it is important to develop new NN architectures that can effectively extract high-level mathematical knowledge from complex datasets. Motivated by this research opportunity, innovative machine learning models and methods have been developed recently to solve symbolic regression problems [Kim et al., 2020b; Martius and Lampert, 2016; Sahoo et al., 2018; Long et al., 2018; Trask et al., 2018]. Symbolic regression aims to induce tractable mathematical expressions, which are expected to reveal valuable scientific insights and are highly interpretable [Udrescu and Tegmark, 2020]. These problems are much more general and difficult than conventional regression problems that often rely on pre-defined and fixed model structures.

Traditionally, symbolic regression is carried out through evolutionary computation methods, including genetic programming (GP) [Uy et al., 2011; Koza and Koza, 1992; Bäck et al., 2018]. GP can evolve a tree-based representation of mathematical expressions. It has been successfully utilized to extract fundamental laws of physical systems from experimental data [Schmidt and Lipson, 2009]. However, as the space of discoverable expressions becomes huge, GP may not scale well and may fail to identify an expression with high precision [Kim et al., 2020b; Petersen et al., 2019].

Recently deep learning inspired symbolic regression approaches are gaining attention in the research community [Kim et al., 2020b; Sahoo et al., 2018; Long et al., 2018; Zheng et al., 2018; Lu et al., 2020; Louïzos et al., 2017]. For example, the Equation Learner (EQL) network has been proposed in [Martius and Lampert, 2016; Sahoo et al., 2018] to seamlessly integrate symbolic regression and deep learning through a layered network architecture. Each input node in an EQL network represents an individual variable of interest. Other internal nodes represent either a weighted summation of all its inputs or an elementary function, such as +, − and ×. All these internal nodes are organized into consecutive layers. Every layer of weighted summation nodes is connected to a subsequent layer of elementary function nodes. Finally, the output of EQL is determined as a weighted summation of all elementary functions in the last hidden layer. To derive a small and easy-to-interpret expression from EQL, weight regularization techniques have been developed in [Kim et al., 2020b; Wu et al., 2014] to encourage sparse weight distributions across all connections. Based on regularized connections and connection trimming, the final learned expression is formed using all the nodes associated with significant connections.

EQL assumes that every input to an elementary function is a weighted summation. However, for many important mathematical expressions to be learned in practice, such input is determined by either a single variable, constant, or a single elementary function. Moreover, learning regularized connection weights in EQL is highly sensitive to the initial weight
settings [Kim et al., 2020b]. Since EQL has many inter-layer connections and hence a large number of connection weights to train, the training process may easily converge to local optima (see empirical evidence in Section 5), leading to undesirable performance.

To tackle the above issues, we propose a new network architecture called Gumbel-Max Equation Learner (GMEQL) for deep symbolic regression. Different from EQL, all internal nodes in GMEQL represent elementary functions and are organized into multiple layers. Each input of an elementary function node is connected to the output of another node in the previous layer. This connection is stochastic. We define a connection instance as a link from the output of a specific node in one layer to the specific input of another node in the next layer. Every connection is hence associated with multiple connection instances and each connection instance can be sampled with a certain probability. After sampling one connection instance for every connection in GMEQL, a mathematical expression can be obtained through either depth-first or breadth-first traversal of GMEQL, starting from the output nodes.

We can identify two types of trainable parameters in GMEQL: structure parameters that govern the probabilities of sampling any connection instances; and regression parameters that control the weights of all connections. Note that all connection instances for the same connection share the same weight. Hence the total number of regression parameters is much smaller in GMEQL, compared to EQL. Typically, optimizing structure parameters requires us to sample many connection instances for each connection and evaluate the benefit of using every sampled connection instance [Schulman et al., 2015; Williams, 1992]. Since this sampling process is performed in a discrete manner, it is difficult to train structure parameters directly through backpropagation.

For effective training of structure parameters, we propose to apply continuous relaxation to all connection instances based on the Gumbel-Max reparameterization trick [Maddison et al., 2016; Kingma and Welling, 2013; Rezende et al., 2014]. Consequently, the degree of involvement of each connection instance in GMEQL can be measured continuously. This makes it straightforward to train structure parameters through backpropagation. We notice that structure parameters and regression parameters depend heavily on each other. Improper handling of this interdependence can lead to poor training performance. To address this issue, we develop a two-stage training process with stage 1 focusing on training structure parameters alone. Meanwhile, to increase the chance of discovering desirable network structures, we propose to use an elite repository to guide the sampling of connection instances in GMEQL and to facilitate structure parameter training in both online and offline settings.

On 8 benchmark symbolic regression problems, we experimentally compare GMEQL, EQL and another deep reinforcement learning powered algorithm called deep symbolic regression DSR [Petersen et al., 2019]. GMEQL is also compared to the standard GP method. Our experiments clearly show that GMEQL can achieve the highest precision on most of the evaluated symbolic regression tasks.

2 Related Work

Significant efforts have been made in recent years to design NN architectures that can extract interpretable knowledge required for scientific explorations. For example, EQL is developed in [Martius and Lampert, 2016; Sahoo et al., 2018] to induce mathematical expressions from datasets. While being successful on a range of benchmark problems, the performance of EQL can be significantly enhanced by addressing several major issues discussed in Section 1. Another deep learning architecture called the PDE-Net uses constrained convolution operators to identify differential operators that can accurately predict the dynamics of spatiotemporal systems [Long et al., 2018]. It is possible to incorporate such differential operators as activation functions in EQL and GMEQL. However, following many existing works [Kim et al., 2020b; Petersen et al., 2019; Uy et al., 2011], this paper focuses on learning conventional expressions.

Symbolic regression can also be approached through building a generative system [Petersen et al., 2019; Kusner et al., 2017]. For example, GrammarVAE is developed in [Kusner et al., 2017] to generate discrete structures. However this model does not guarantee to generate syntactically valid expressions. Recurrent neural network (RNN) stands for another powerful generative model [Lipton et al., 2015]. For instance, DSR proposed in [Petersen et al., 2019] can train a RNN policy via reinforcement learning to generate descriptive expressions. DSR has successfully solved many benchmark symbolic regression problems. An interactive visualization platform has also been developed to facilitate its practical use [Kim et al., 2020a]. Rather than searching for mathematical expressions indirectly through RNNs and reinforcement learning, it may be more straightforward and efficient to directly explore and optimize expressions embedded within an expressive NN architecture such as GMEQL. In Section 5, the effectiveness of GMEQL and DSR will be studied experimentally.

Our proposed use of the Gumbel-Max trick in GMEQL is closely related to several existing methods for neural architecture search (NAS) [Zoph and Le, 2016; Liu et al., 2018; Xie et al., 2018]. Particularly, the stochastic NAS (SNAS) algorithm exploits this trick to optimize all connections within every cell of a large NN through gradient-descent search [Xie et al., 2018]. Different from SNAS, we extend EQL with the Gumbel-Max trick to facilitate gradient-based learning of mathematical expressions. Furthermore, to improve training performance and expedite the search for accurate expressions, new techniques will be developed in Section 4 to train structure parameters.

3 Gumbel-Max EQL Network

The architecture of the newly proposed GMEQL network is depicted in Figure 1. The network comprises of multiple layers, including one input layer, several hidden layers and one output layer. Each node in the input layer represents either a variable of interest in the regression dataset or a constant (with default value of 1). Each node in the output layer denotes a target output included in the same dataset. Since many regression problems have a single target output [Uy et al., 2011], this paper focuses on learning conventional expressions.
Accordingly, the one-hot vector extracting a mathematical expression from GMEQL, we must connection instances for any connection \( C_{i,j,k} \) as well as all the connection weights \( \{ w_{i,j,k} \} \). This input-output relationship is captured by function \( \hat{Y}(X, \{ S_{i,j,k}^k \}, \{ w_{i,j,k}^k \}) \). For any dataset with \( R \) data instances \( \{ X_i, Y_i \}_{i=1}^R \), the mean absolute error (MAE) of GMEQL on this dataset is defined as:

\[
MAE = \frac{1}{R} \sum_{i=1}^R |Y_i - \hat{Y}(X_i, \{ S_{i,j,k}^k \}, \{ w_{i,j,k}^k \})|
\]  

(1)

The goal of symbolic regression is to minimize MAE by identifying optimal \( \{ S_{i,j,k}^k \} \) and \( \{ w_{i,j,k}^k \} \).

Optimizing \( \{ w_{i,j,k}^k \} \) can be approached directly through backpropagation training guided by MAE. Optimizing \( \{ S_{i,j,k}^k \} \) is conducted in the discrete space of all one-hot vectors and is more challenging. To effectively optimize \( \{ S_{i,j,k}^k \} \), we adopt the Gumbel-Max trick by introducing the structure parameters \( Z_{i,j,k}^k \), \( 1 \leq l \leq M_{k-1} \), with respect to each connection \( C_{i,j,k}^k \). The connection weight \( w_{i,j,k}^k \) for the same connection will be termed the regression parameters. Using \( Z_{i,j,k}^k \), continuous relaxation can be applied to \( S_{i,j,k}^k \). Specifically \( V_{i,j,k}^k \) in (2) measures the degree of involvement of each connection instance. It replaces \( S_{i,j,k}^k \) in \( \hat{Y}(X, \{ S_{i,j,k}^k \}, \{ w_{i,j,k}^k \}) \) while training GMEQL.

\[
V_{i,j,k}^k = \sigma \left( \left[ \frac{z_{i,j,k-1}^l + G_{i,j,k-1}^l}{\lambda}, \ldots, \frac{z_{i,j,k,M_{k-1}}^l + G_{i,j,k,M_{k-1}}^l}{\lambda} \right]^T \right)
\]

(2)

Here \( \sigma(\cdot) \) is the standard softmax function. \( G_{i,j,k}^l, 1 \leq l \leq M_{k-1} \), are independently sampled Gumbel random variables and \( \lambda > 0 \) is the temperature parameter. When \( \lambda \) is small, randomly generated vector \( V_{i,j,k}^k \) in (2) is expected to be very close to an one-hot vector. Using [Maddison et al., 2016] (see Appendix A), the probability for the \( l \)-th dimension of \( V_{i,j,k}^k \), i.e., \( V_{i,j,k}^k(l) \), to be 1 (or close to 1) is

\[
\mathbb{P}(V_{i,j,k}^k(l) \approx 1) = \frac{\exp(z_{i,j,k,l}^k)}{\sum_{l=1}^{M_{k-1}} \exp(z_{i,j,k,l}^k)}
\]

It is immediate to see that structure parameters \( \{ Z_{i,j,k}^k \} \) in GMEQL control the sampling of one-hot like vectors for all connections. Because MAE in (1) is differentiable with respect to \( \{ Z_{i,j,k}^k \} \), structure parameters can be trained using gradient-descent methods, the same as regression parameters.

4 Network Training Algorithm

Although a GMEQL network can be trained directly through backpropagation, we must address three key issues in order to
achieve high training performance. The first issue is caused by the strong interdependence between structure and regression parameters. We found through experiments that jointly training both the structure and regression parameters immediately after network initialization can lead to inferior performance. In fact, it takes time for GMEQL to discover accurate network structures through repeated sampling of connection instances for all connections. This sampling process is strongly influenced by the regression parameters. If the regression parameters are heavily trained in the initial training stage, future sampling of connection instances can be seriously biased.

The second issue concerns the accuracy of the sampled connection instances. In order for GMEQL to learn complex expressions accurately, we must correctly sample connection instances for many connections. The joint probability of doing so can be very low, even after training GMEQL for many iterations.

The third issue considers the question of how to re-use previously sampled networks to expedite the training process. Existing training techniques are developed mainly for the online setting [Kim et al., 2020b; Petersen et al., 2019; Sahoo et al., 2018]. During each training iteration, numerous new samples of connection instances must be generated to train structure parameters (more discussion in Subsection 4.2). To improve sample efficiency, it is desirable to train structure parameters in the offline setting based on accurate network samples obtained previously.

### 4.1 Two-Stage Training Process

To address the first issue, we develop a two-stage training process as summarized in Algorithm 1. Stage 1 focuses solely on training structure parameters in the online setting. By doing so, we can mitigate the bias caused by training regression parameters concurrently. To ease discussion, we define the set of randomly generated vectors \( \{v_{i,j}^k\} \) in (2) with respect to all connections of GMEQL as a sampled network instance, indicated as \( T \). The network instance with the highest accuracy ever sampled is indicated as \( T^* \).

In order to discover as many accurate network instances as possible, we must properly initialize all structure parameters \( \{z_{i,j}^k\} \) and regression parameters \( \{w_{i,j}^k\} \)

1. To reduce the bias imposed by randomly initialized parameters, multiple rounds of independent training of structure parameters will be carried out in stage 1. The most accurate network instances identified across all these rounds will be utilized to train both structure and regression parameters in stage 2.

All trainable parameters will be re-initialized at the beginning of stage 2. This is experimentally shown to improve training stability slightly. Hence, only accurate network instances discovered during stage 1 will be passed to stage 2 through the elite repository \( \Delta \). Different from stage 1, both \( \{z_{i,j}^k\} \) and \( \{w_{i,j}^k\} \) are trained in the online setting in stage 2. \( \{z_{i,j}^k\} \) will be trained in the offline setting too.

1In our experiments, these parameters are initialized independently based on the standard normal distribution

### 4.2 Elite Repository

To address the second issue, we build an elite repository \( \Delta \) in Algorithm 1 to guide the sampling of network instances. Each network instance stored in \( \Delta \) is associated with its own MAE evaluated through (1). \( \Delta \) has a fixed size and only keeps those sampled instances with the lowest MAE. To promote diversity, every instance is converted to an expression through breadth-first graph traversal from the output node, ignoring all connection weights. We require any two network instances in \( \Delta \) to produce different expressions.

Before sampling a new network instance \( T \), an existing instance from \( \Delta \) will be randomly selected. All instances in \( \Delta \) are sorted incrementally based on MAE. One instance \( \hat{T} \) in the sorted list is chosen according to the power-law distribution with exponent 1.5 [Clauset et al., 2009]. \( \hat{T} \) is copied to produce \( T \). Afterwards the vectors \( V_{i,j}^k \) for 20%2 of the connections in \( T \) are re-sampled using (2). By only sampling a small portion of \( V_{i,j}^k \) using structure parameters and inheriting the rest from an accurate network instance \( \hat{T} \in \Delta \), we can significantly increase the chance for Algorithm 1 to discover precise network instances (see experiment results in Section 5).

We label all re-sampled connections in \( T \). During online training of \( \{z_{i,j}^k\} \), only those structure parameters associated with labelled connections will be updated to minimize MAE. This is important to mitigate the bias introduced by \( T \). During each training iteration, Algorithm 1 samples \( p \) new network instances. Driven by the average MAE across all the \( p \) instances, \( \{Z_{i,j}^k\} \) and \( \{w_{i,j}^k\} \) can be trained to reduce MAE through backpropagation. Because training is performed on network instances sampled according to \( \{Z_{i,j}^k\} \), it is termed

---

**Algorithm 1** The algorithm for training GMEQL.

**Input:** GMEQL network, elite repository \( \Delta \), learning rate \( \eta \)

**Output:** \( T^* \)

**Stage 1**

Repeat for \( n \) rounds:

1. Initialize \( \{Z_{i,j}^k\} \) and \( \{w_{i,j}^k\} \)

2. Repeat for \( m \) rounds:
   - Sample \( p \) network instances: \( T_1, \ldots, T_p \)
   - Evaluate MAE of \( T_1, \ldots, T_p \)
   - Store \( T_1, \ldots, T_p \) in \( \Delta \) according to MAE
   - Train \( \{Z_{i,j}^k\} \) to minimize the average MAE across \( T_1, \ldots, T_p \) in the online setting

**Stage 2**

Repeat for \( q \) rounds:

1. Initialize \( \{Z_{i,j}^k\} \) and \( \{w_{i,j}^k\} \)

2. Sample \( p \) network instances: \( T_1, \ldots, T_p \)

3. Evaluate MAE of \( T_1, \ldots, T_p \)

4. Store \( T_1, \ldots, T_p \) in \( \Delta \) according to MAE

5. Train \( \{Z_{i,j}^k\} \) and \( \{w_{i,j}^k\} \) to minimize the average MAE across \( T_1, \ldots, T_p \) in the online setting

6. Random sample \( r \) network instances from \( \Delta \)

7. Train \( \{Z_{i,j}^k\} \) in the offline setting using the \( r \) instances

---

2We experimentally evaluated other settings such as 10% and 30% and found that 20% can produce slightly better results.


offline training in this paper. \( \{ Z^k_{i,j} \} \) can also be trained using previously sampled network instances (these instances were not sampled according to the current \( \{ Z^k_{i,j} \} \)). The corresponding offline training technique will be developed in the next subsection.

### 4.3 Offline Training of Structure Parameters

To tackle the third issue, a new technique to train \( \{ Z^k_{i,j} \} \) in the offline setting is developed in this subsection. Define

\[
J = \sum_T \mathbb{P}(z^k_{i,j})(T) \frac{1}{MAE(T)} \tag{3}
\]

as the expected sampling performance of structure parameters \( \{ Z^k_{i,j} \} \). \( \mathbb{P} \) indicates the probability of sampling any network instance \( T \) according to \( \{ Z^k_{i,j} \} \). We use the reciprocal of MAE achievable by \( T \) in (3) to set the target of maximizing \( J \). Considering a different distribution \( Q \) for sampling \( T \), it is easy to see that

\[
\log J = \log \sum_T \frac{Q(T)}{\mathbb{P}(z^k_{i,j})(T)} \frac{1}{MAE(T)} \geq \sum_T Q(T) \log \frac{\mathbb{P}(z^k_{i,j})(T)}{Q(T)} \frac{1}{MAE(T)} = L. \tag{4}
\]

Rather than maximizing \( J \) directly, its lower bound \( L \) in (4) can be maximized. In fact,

\[
\arg \max L = \arg \max \sum_T Q(T) \log \mathbb{P}(z^k_{i,j})(T). \tag{5}
\]

Assume \( Q \) is realized by sampling network instances from \( \Delta \) according to a power-law distribution. Given a batch \( B \) of network instances retrieved from \( \Delta \), \( \{ Z^k_{i,j} \} \) can be trained in the offline setting with the gradient estimated below:

\[
\frac{1}{\| B \|} \sum_{i \in B} \nabla_{z^k_{i,j}} \log \mathbb{P}(z^k_{i,j})(T). \tag{6}
\]

Consider any network instance \( T \) in (6). Let \( V^k_{i,j} \) be the one-hot like vector with respect to connection \( C^k_{i,j} \) of \( T \), which can be obtained from (2) with a certain probability. The equation below can be derived using [Maddison et al., 2016] (see Appendix B):

\[
\nabla_{z^k_{i,j}} \log \mathbb{P}(z^k_{i,j})(T) = \frac{\exp(z^k_{i,j,a})(V^k_{i,j}(a))^\lambda - 1}{\sum_{b=1}^{M_k-1} \exp(z^k_{i,j,b})(V^k_{i,j}(b))^\lambda} \frac{\exp(z^k_{i,j,a})(V^k_{i,j}(a)) - 1}{\sum_{b=1}^{M_k-1} \exp(z^k_{i,j,b})(V^k_{i,j}(b))} - \frac{\exp(z^k_{i,j,j})(V^k_{i,j}(j))^\lambda}{\sum_{b=1}^{M_k-1} \exp(z^k_{i,j,b})(V^k_{i,j}(b))} \tag{7}
\]

Using the gradients calculated above, structure parameters can be trained offline based on accurate network instances sampled previously, without incurring extra sample cost.

## 5 Experiment

GMEQL, EQL, DSR and a standard GP method are experimentally evaluated in this section on 8 benchmark problems, which have been summarized in Table 1. In this table, problems b1 to b6 are derived from similar problems in many existing works [Petersen et al., 2019; Kim et al., 2020b; Uy et al., 2011]. Different from the original problem versions, we increase the number of variables and introduce multiple real-valued coefficients to make these problems more challenging. Problems b7 and b8 are derived from important physics formula studied in [Udrescu and Tegmark, 2020]. Problem b8 contains both \( \lambda \) and \( \sqrt{\lambda} \) as two component functions. We study this problem because it was shown previously that \( \lambda \) and \( \sqrt{\lambda} \) cannot be handled easily by a NN [Sahoo et al., 2018].

| ID | Expression | No. of Examples | Variable Value Range |
|----|------------|-----------------|----------------------|
| 61 | \(0.8x_1^3 + 0.9x_2^3 + 1.2x_3\) | 300 | (0, 2)\(^3\) |
| 62 | \(0.8x_1^2 + 0.9x_2^2 + 1.2x_3^2 + 1.4x_4\) | 300 | (0, 2)\(^3\) |
| 63 | \(0.8x_1^3 + 1.2x_2 + 1.2x_3 + 0.9x_4^2 + 1.1x_5\) | 300 | (0, 2)\(^3\) |
| 64 | \(1.1x_1^2 + 0.8x_2^2 + 0.9x_3 + 1.3x_4^2 + 0.9x_5\) | 300 | (0, 3)\(^3\) |
| 65 | \(1.5\sin(x_1) + 1.3\sin(x_2^2)\) | 300 | (0, 10)\(^2\) |
| 66 | \(1.2\sin(1.1x_1)\cos(0.9x_2)\) | 300 | (0, 10)\(^2\) |
| 67 | \(1.1x_1 + 0.9x_2 + 2.1x_2x_3\cos(1.2x_4)\) | 300 | (0, 10)\(^3\) |
| 68 | \(\sqrt{1.3 + 1.2x_1^2}\) | 300 | (1, 20)\(^3\) |

GMEQL\(^3\) and EQL are implemented using TensorFlow\(^4\). We also use the implementation of DSR provided by the algorithm inventors\(^5\). The Python library GPyLearn\(^6\) is used for all experiments on GP. We follow closely the hyper-parameter settings recommended in [Kim et al., 2020b; Petersen et al., 2019; Koza and Koza, 1992] for EQL, DSR and GP. We set the population size to 5000 and the maximum number of generations to 100 for GP such that the total number of expressions to be evaluated during a GP run is at the same level as other competing algorithms. For GMEQL, we use Adam with default learning rate of 0.001 to train all network parameters. For other hyper-parameters introduced in Algorithm 1, \( n = 3, m = 2000, p = 40, q = 48000 \) and \( r = 40 \). Meanwhile, the size of the elite repository \( \Delta \) is capped at 400. The temperature \( \lambda = 2/3 \), following [Maddison et al., 2016]. We did not spend huge efforts to fine-tune any of these hyperparameters. Small changes to \( p, q \) and \( r \) do not have noticeable impact on performance. By incrementing \( n \) and \( m \), more reliable learning behavior can be achieved at the expense of increased computation cost.

The main experiment results have been presented in Figure 2 (see Appendix C for more results). Each performance curve in this figure shows the average performance and STD of the respective algorithm over 20 independent runs. As evidenced in the first two rows of Figure 2, GMEQL has clearly outperformed EQL and DSR on most of the benchmark problems.

\(^3\)https://github.com/aaron-vuw/gmeql
\(^4\)https://www.tensorflow.org/
\(^5\)https://github.com/brendenpetersen/deep-symbolic-regression
\(^6\)https://gplearn.readthedocs.io/en/stable/intro.html
On problems \(b6\) and \(b7\), GMEQL and DSR achieved similar performance while DSR obtained slightly better accuracy on \(b6\). However the performance difference on \(b6\) is not significant. Our experiments suggest that learning symbolic expressions embedded in GMEQL directly can often produce more accurate results, in comparison to an indirect approach based on RNNs and reinforcement learning. Meanwhile, GMEQL achieved significantly higher regression accuracy than EQL.

We also perform ablation studies on the key components of Algorithm 1. As shown in Figure 2(i), without stage 1, the sampling of network instances and the training of structure parameters is strongly biased by the trained regression parameters. Despite of fast learning progress initially, subsequent training of GMEQL can easily converge to poor local optima. As indicated in Figure 2(j), without using the elite repository, the chances of sampling accurate network structures can be substantially reduced, leading to clearly inferior performance. The temporary upward spike noticeable at the initial training phase in Figure 2(j) is due to the shift from stage 1 to stage 2 in Algorithm 1 when all structure and regression parameters are reinitialized. Figure 2(k) confirms that the offline training technique developed in Subsection 4.3 can effectively improve the accuracy of trained GMEQL and the sample efficiency of the training process.

GMEQL is compared with the standard GP method in Figure 2(l). On all benchmark problems, GMEQL achieved clearly better regression accuracy. We have also checked the final expressions produced by GMEQL from every algorithm run. The success rates for GMEQL to find the ground-truth expression (or mathematically equivalent expressions) are 61\%, 70\%, 45\%, 40\%, 53\%, 100\%, 47\% and 100\% with respect to \(b1\) to \(b8\) listed in Table 1. The observed success rates are consistently higher than other competing algorithms.

6 Conclusion

In this paper we proposed a new NN architecture called GMEQL for symbolic regression. GMEQL applies continuous relaxation to the network structure via the Gumbel-Max trick and introduces two types of trainable parameters: structure parameters and regression parameters. To achieve high training performance and reliability, a new two-stage training process has been developed in this paper. We further proposed to use an elite repository to increase the chances of discovering accurate network samples. A new training technique in the offline setting has also been developed to expedite the training process and reduce the amount of network samples required for symbolic regression.

While GMEQL was mainly studied for symbolic regression tasks in this paper, we have performed some preliminary study of using GMEQL to find symbolic solutions of differ-
ential equations with initial success. Furthermore, GMEQL can potentially help to learn symbolic rules for robotics control, distributed resource allocation and other challenging decision-making problems. All these possibilities deserve substantial investigations in the future.
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Appendix A

In this appendix, we analyze the probability for any dimension of vector $V_{i,j}^k$ in (2) to be 1 (or close to 1), when temperature $\lambda$ is small. For any $1 \leq l \leq M_k$, if

$$V_{i,j}^k(l) = \frac{\exp((\log \alpha_{i,j,l}^k + G_{i,j,l}^k)/\lambda)}{\sum_{p=1}^{M_k-1} \exp((\log \alpha_{i,j,p} + G_{i,j,p}^k)/\lambda)}$$

then, according to Proposition 1 in [Maddison et al., 2016], the two statements below can be established:

$$S1: \mathbb{P}(V_{i,j}^k(l) > V_{i,j}^k(p), \forall p \neq l) = \frac{\alpha_{i,j,l}^k}{\sum_{p=1}^{M_k-1} \alpha_{i,j,p}^k}$$

$$S2: \mathbb{P}(\lim_{\lambda \to \infty} V_{i,j}^k(l) = 1) = \frac{\alpha_{i,j,l}^k}{\sum_{p=1}^{M_k-1} \alpha_{i,j,p}^k}$$

Statement $S1$ is known as the rounding statement. Statement $S2$ is the so-called zero temperature statement. They together imply that, when $\lambda$ is small, the probability for the $l$-th dimension of $V_{i,j}^k$ to be 1 (or close to 1) is proportional to $\alpha_{i,j,l}$. Comparing (2) and (8), by letting

$$\alpha_{i,j,l}^k = \exp(z_{i,j,l}^k),$$

it is straightforward to show that $V_{i,j}^k$ defined in (2) is equivalent to $V_{i,j}^k$ defined in (8). Hence, following statements $S1$ and $S2$ above, it can be concluded that

$$\mathbb{P}(V_{i,j}^k(l) \approx 1) = \frac{\exp(z_{i,j,l}^k)}{\sum_{l=1}^{M_k-1} \exp(z_{i,j,l}^k)}.$$  

Appendix B

In this appendix, we investigate in more details how to calculate the gradient $\nabla z_{i,j,l}^k \log \mathbb{P}(z_{i,j,l}^k)(T)$ with respect to any sampled network instance $T$ and one of its connection instances $c_{i,j,l}^k$. We will also develop a new approach for training structure parameters in the offline setting.

Because the connection instances for each connection of GMEQL are sampled independently, it is eligible to consider every connection $C_{i,j}$ in isolation. Therefore, $\nabla z_{i,j,l}^k \log \mathbb{P}(z_{i,j,l}^k)(T) = \nabla z_{i,j,l}^k \log \mathbb{P}(V_{i,j}^k = X_{i,j})$, with $X_{i,j} = [x_{i,j,1}, \ldots, x_{i,j,M_k-1}]^T$ representing the sampled degrees of involvement of all connection instances $c_{i,j,l}$ belonging to connection $C_{i,j}^k$ in $T$. Following Definition 1 in [Maddison et al., 2016], if $V_{i,j}^k$ is determined randomly according to (8), then the probability density for $V_{i,j}^k = X_{i,j}$ is:

$$\mathbb{P}(V_{i,j}^k = X_{i,j}) = (M_k-1)! \alpha_{i,j}^{M_k-1} \prod_{a=1}^{M_k-1} \frac{\alpha_{i,j,a} x_{i,j,a}^{-\lambda-1}}{\sum_{b=1}^{M_k-1} \alpha_{i,j,b} x_{i,j,b}^{-\lambda}}.$$  

Using (9),

$$\nabla z_{i,j,l}^k \log \mathbb{P}(z_{i,j,l}^k)(V_{i,j}^k = X_{i,j}) = \sum_{a=1}^{M_k-1} \nabla z_{i,j,l}^k \log \left( \frac{\exp(z_{i,j,a}^{-\lambda})}{\sum_{b=1}^{M_k-1} \exp(z_{i,j,b}^{-\lambda})} \right).$$

Consequently, we can derive the gradient calculation formula presented in (7).

In line with (5) and (6), when $\{Z_{i,j}^k\}$ in (5) approach their optimal values, the gradient computed in (6) and subsequently in (7) is expected to be very close to 0. Taking this reasoning one step further and considering any specific network instance $T$ sampled according to $\mathbb{P}$, if $\nabla z_{i,j,l}^k \log \mathbb{P}(z_{i,j,l}^k)(T)$ in (6) is close to 0, it is likely for $\{Z_{i,j}^k\}$ to be close to its optimal values (at least local optimal values) in (5). Driven by this idea, it can be easily verified from (7) that if

$$\exp(z_{i,j,l}^k) = (V_{i,j}^k(l))^\lambda, \forall i,j,k,l,$$

then

$$\nabla z_{i,j,l}^k \log \mathbb{P}(z_{i,j,l}^k)(T) = \sum_{a=1}^{M_k-1} 1 - \frac{M_k-1}{M_k} = 0.$$

In view of the above, structure parameters $\{Z_{i,j}^k\}$ can be trained in the offline setting to minimize $J'$ below:

$$J' = \frac{1}{|B|} \sum_{T \in B, i,j,k,a} (\exp(z_{i,j,a} - V_{i,j}^k(a)))^2$$

with respect to a batch $B$ of network instances sampled according to $\mathbb{P}$ from the elite repository $\Delta$. In other words, every structure parameter $z_{i,j,l}^k$ can be updated along the gradient direction $-\nabla z_{i,j,l}^k J'$. We have experimentally evaluated this approach for offline training of $\{Z_{i,j}^k\}$. Our experiments (see Appendix C) produced similar performance results, in comparison to training $\{Z_{i,j}^k\}$ based on gradients computed in (7).

We therefore conclude that multiple different learning rules can be derived from the lower bound in (4) to train $\{Z_{i,j}^k\}$ offline. In fact, the (local) optimal values of $\{z_{i,j,l}^k\}_{l=1}^{M_k-1}$ with respect to (5) is unlikely to be unique. Besides (11), it is possible to find other values of $\{z_{i,j,l}^k\}_{l=1}^{M_k-1}$ such that $\nabla z_{i,j,l}^k \log \mathbb{P}(z_{i,j,l}^k)(T) = 0$. Among all the alternatives, (11)
can be easily derived from (7) and is efficient to compute. We will not explore other (local) optimal values of \( \{ \sum_{i,j=1}^{n} k_{i,j,l} M_{i,j,l} \} \) in this paper.

**Appendix C**

In this appendix, we first introduce the hardware/software settings of all experiments. We then discuss the average running time of all competing algorithms. Afterwards, the effectiveness of using (11) to train structure parameters in the offline setting will be experimentally evaluated. Finally, we will investigate the reliability of GMEQL at handling noisy datasets.

All experiments were carried out using Python code. The Python implementation of GMEQL has been made publicly accessible\(^{1}\). To run the Python code, we have the Python 3.6.10 software installed on every computer utilized for the experiments. We also installed TensorFlow (1.14.0), Numpy (1.19.3) and Matplotlib (3.0.2) libraries as requested by the Python code.

No special hardware is needed to run our Python code. We used a group of commodity-grade desktop computers to perform all the experiments reported in the paper. Each computer is installed with the Arch Linux operating system. They have the same/similar hardware configurations, featuring particularly Intel i7 series of processors (both 7-th and 8-th generations) and 8GB of physical memory. No GPUs were involved in any experiments. Each algorithm was configured to run exclusively on one processor core.

In terms of the algorithm running time, GMEQL requires more running time than other algorithms. The average running time of GMEQL on a benchmark problem is about 3 to 4 hours. In comparison, EQL and GP can finish execution within 30 minutes. DSR requires about 2 hours to complete one run. It is to be noted that the observed algorithm running time can be substantially shortened by using multiple CPU cores or GPU acceleration techniques. We do not consider the difference in running time as a major drawback of GMEQL. However, highly efficient implementation of GMEQL and the corresponding training algorithms on massively parallel computing infrastructures is beyond the scope of this paper.

As shown in Figure 4, when the noise level is not high (i.e. 0.1), GMEQL can achieve similar accuracy as the noise-free problem. The performance difference is negligible. On the other hand, upon increasing the noise level to 0.5, the accuracy difference becomes noticeable. Nevertheless, GMEQL still managed to achieve reasonably high accuracy. Across all the different noise levels examined in Figure 4, GMEQL can successfully find the ground-truth expression during some algorithm runs. The observed success rates are 70%, 65%, 35% and 32% respectively, for noise levels of 0, 0.1, 0.2 and 0.5. In addition to the benchmark problem b2 studied in Figure 4, similar results have also been obtained on other benchmark problems. In general, GMEQL can effectively cope with low levels of noise. When the noise level becomes high, additional noise reduction techniques may be required to maintain the accuracy of GMEQL. This will be studied in the future work.

**Figure 4:** Impact of different noise levels on the performance of GMEQL on b2.

---

\(^{1}\)https://github.com/aaron-vuw/gmeql