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Abstract
With the availability of voice-enabled devices such as smartphones, mental health disorders could be detected and treated earlier, particularly post-pandemic. The current methods involve extracting features directly from audio signals. In this paper, two methods are used to enrich voice analysis for depression detection: graph transformation of voice signals, and natural language processing of the transcript based on representational learning, fused together to produce final class labels. The results of experiments with the DAIC-WOZ dataset suggest that integration of text-based voice classification and learning from low level and graph-based voice signal features can improve the detection of mental disorders like depression.

1. Introduction
Large-scale outbreaks such as Ebola virus disease (EVD) epidemic, Corona virus disease (Covid-19) pandemic, and other rapidly spreading diseases have a potential impact on mental health problems (Amsalem et al., 2021). Mental disorders like anxiety and depression have a negative impact on public health efforts and require more efficient methods for detection to enable earlier treatment.

Computational methods for automatic detection of depression convey different types of input modalities, including user-generated text on social media (Peng et al., 2019), interview transcripts (Gong & Poellabauer, 2017; Sun et al., 2017), and the voice signal of the interviewee (Toto et al., 2020; Dubagunta et al., 2019).

Recently, multi-modal approaches that integrate text and voice features have gained attention due to more accurate results for depression detection (Alhanai et al., 2018; Lam et al., 2019; Ye et al., 2021).

Signal processing methods are commonly used for extracting features from voice. However, converting the audio signal into a graph provides a new perspective for the expert to analyse the human voice with a more enriched representation (Yela et al., 2019).

In this paper, we propose a novel method for multi-modal detection of depression from text and voice, that employs low-level audio features, graph-based feature extraction from the audio signal and the transcript as inputs. The major contribution of this work are (i) a novel method of depression detection from text using pretrained models and (ii) mapping of voice signal to a network for extracting graph-based features in depression detection. We evaluated our method on a standard DAIC-WOZ depression detection benchmark and showed that it ties with existing single-modal audio-based detection, and outperforms multi-modal methods with %82.4 F1-score and %86.6 accuracy.

The rest of the paper is organised as follows. Section 2 gives an overview of related work. Section 3 elaborates on the proposed methods. The experimental results are presented in Section 4, and Section 5 concludes the paper.

2. Related Work
In this section, the related work is reviewed in three categories including text-based, voice-based and multi-modal method for depression detection.
2.1. Text-based Depression Detection
The text extracted from the human speech, and validated by the experts as transcripts is used for depression detection. Shared tasks such as 2017 Audio/Visual Emotion Challenge (AVEC) advocate the text processing methods. Two notable works are (Gong & Poellabauer, 2017) that builds a topic model for the analysis of the interview recording. In (Sun et al., 2017) a random forest method with a selected features is constructed according to the transcript in different levels of depression.

User generated text from social media are also used for depression detection including (Peng et al., 2019). A comprehensive survey for this category is provided by (Skaik & Inkpen, 2021). For this type of input, the ground-truth is usually unknown or is known with low confidence. The transformer-based methods with pretrained models have provided higher accuracy than classic methods (Lin et al., 2020).

2.2. Voice-based Depression Detection
Human speech signal is affected by neurophysiological changes that might occur during depression, so analysing voice signals helps in finding out whether the disease is present. In (Ma et al., 2016) the authors propose two deep learning architecture named the DepAudioNet that uses Convolutional Neural Network (CNN) and Long Short-Term Memory (LSTM) with a random sampling strategy for the training phase that handles imbalanced data. A CNN architecture is also exploited in (Dubagunta et al., 2019) with applying different types of filters to input signal. The output is the probability of depression.

The authors in (Tlachac et al., 2020) focused on audio feature engineering and machine learning models based on built on Betti curves that provides higher accuracy than compared voice-based methods. The novelty of (Toto et al., 2020) is in the signal processing phase with a Sliding Window Sub-clip Pooling (SWUP) method.

Using voice features as biomarkers was studied by (Zhang et al., 2020). They collected voice samples from the Mental Health America (MHA) website and extracted acoustic, prosodic and linguistic features for predicting depression and suicidality. The authors in (Bailey & Plumbley, 2020) tried to removed gender bias through balancing the training audio data. In (Shin et al., 2021) specific features of voice were used for depression detection including pitch and the ratio of the actual utterance to the utterance time.

2.3. Multi-modal Voice and Text Approaches
Due to the limited accuracy of single-modal works, multimodal architectures have gained attention recently. Audio, video and semantic features are fused by (Williamson et al., 2016) resulting in increased accuracy compared to single modalities. An data-driven model for integrating voice and text is proposed by (Alhanai et al., 2018). The model uses logistics regression and a LSTM deep neural networks architecture for each modality (audio and text) that are trained separately. A multi-modal model is also trained by integrating audio and text into feedforward layers. The results show that using LSTM for sequence modeling provides higher accuracy and robustness for depression detection, compared to context-free modeling that gives more discriminating power.

In (Lam et al., 2019) a context-aware multi-modal model uses data augmentation procedure based on topic modelling. By exploiting transformer architecture and deep 1D Convolutional Neural Network (CNN) the audio signal features are modeled to achieve higher performance for audio and text modalities. Combining the modalities has also resulted in higher F1 scores compared to other depression detection systems.

A specific data gathering method from Chinese speaking persons was performed by (Ye et al., 2021). Low level audio features extracted from voice, and textual features extracted from the answers to a set of question, and fused together using deep neural networks. A hybrid of deep learning, SVM, and random forests also proposed by (Yang et al., 2021) that uses text, voice and video to detect depression.

To the best knowledge of authors, no existing multi-modal method uses graph-based features of audio signals for depression detection. We will elaborate our model on this novel set of features, as well as state-of-the-art pretrained models for handling text.

3. Proposed Method
In Section 3.1, we will present the concept of a visibility graph as an alternate approach for analysing signals and time-series including audio signals. The proposed multimodal method for depression detection will be described in Section 3.2.

3.1. Mapping of Signals to Graphs
Mapping from a time series to a complex network was proposed by (Lacasa et al., 2008). For this purpose, a
visibility graph (VG) maps an input time-series like an audio signal into a complex network. Two given data points \((t_a, y_a)\) and \((t_b, y_b)\) are visible to each other if any other data point \((t_c, y_c)\) that is placed between them satisfies the following condition shown by Eq. (1):

\[
y_c < y_b + (y_a - y_b) \left( \frac{t_b - t_c}{t_b - t_a} \right),
\]

The two points that satisfy the visibility condition will be mapped into two nodes in the visibility graph, and an edge connects them. The process of mapping a signal into the constructed visibility graph is shown in Fig. 1. The peaks of the input audio signal are detected through the envelope, and placed as graph nodes. Every peak is then connected to all nodes that are visible without obstacles, yielding the edges of the graph. The resulting visibility graph is also shown.

The visibility graph potentially contributes to enriched understanding of the signal in two ways. First, the topology and visual aspects of the graph might help the expert to gaining a deeper insight into the underlying signal. For this purpose, graph algorithm such as community detection are commonly used. This aspect is applicable to smaller graphs where visual inspection is feasible.

Secondly, the network features such as node degrees, centrality and many other features could be extracted from the constructed network, and processed by a machine-learning model. Different domains such as vibration analysis use the second aspect (Zhang et al., 2018). In (Yela et al., 2019) presents a single-modal approach to create a graph for comparing the audio signals and computing the harmonic-based similarity. We will also exploit the second aspect of the visibility graph as part of our multi-modal depression detection that will be described in the next subsection.

3.2. Overall Process

We propose a hybrid architecture for multi-modal depression detection from text and voice inputs. The overall process is shown in Fig. 2. The model consists of two main pipelines for processing text and voice signal. The text pipeline gets the transcription as input and passes it through a transformer-based deep learning for sentence classification. The voice pipeline comprises three main parts that extract different types of features from the patient voice and feed them into the prediction model that classifies the voice signal. At the final stage, the outputs from all machine learning models are fused using a trained random forest classifier and the final label of the patient is predicted. Each part of the proposed method are presented in the following. The details of dataset and specific preprocessings will be described in Section 4.1 and 4.2 respectively.

Text model As mentioned in Section 2, deep learning and specifically, transformer-based architectures such as BERT provide higher accuracy than classic methods for text classification. We also use transformer architecture in our proposed method for depression detection. The preprocessed transcription question and answer text is given to the BERT model with the patient label. The BERT model is then fine tuned on the Sequence Classification task for tuning the binary classifier. After fine-tuning the model, the Scalable Depression Prediction voting mechanism is exploited that performs according to the predicted labels.

Voice model The voice input to our model passes through three different feature extraction modules. In the MFCC
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In the openSMILE module (Eyben et al., 2010), we extracts 88 features based on the eGeMAPSv02 feature set. The third module extract graph-based features from the input voice and will be described in the following section.

Graph-based voice features One of the key contributions of our proposed model are the graph-based features of the speech signal. As noted in Section 3.1, the visibility graph is constructed from the voice input as a time-series. In addition to visually inspection of the graph that could help the experts in detecting depression, different types of graph features could be extracted to train a machine learning model. Our model employs eight graph features for this purpose that will be described in Section 4.

Fusion We first compute the average of three different voice-based detection modules, and merge the result with the output from the text-processing module to determine the final class.

3.3. Scalable Depression Prediction

There are multiple question and answer sections for every patient in the dataset. Our model predicts the depression label based on every single pair of question and answer for each patient. However, we also need to integrate all single predictions to predict the overall label for any patient. For this purpose, we use the method proposed by (Huang et al., 2019) shown by Eq. (2) to compute the probability of depression for a given patient, based on predictions by n sequences of text:

\[
P(\text{depr} = 1 | h_{\text{patient}}) = \frac{P_{\text{max}}^n + P_{\text{mean}}^n n/c}{1 + n/c}
\]

The scaling factor c controls the influence of the number of subsequences n, and \( h_{\text{patient}} \) is represents all of a patient’s texts. The maximum and mean probabilities of depression over n subsequences are \( P_{\text{max}}^n \) and \( P_{\text{mean}}^n \).

4. Experiments

In this section we present the dataset, our experiments based on proposed model, and discuss the results. For our experiments we used Google Colab Pro with 25GB of RAM and Tesla K80 GPU using 12GB of memory. Other settings and parameters are as follows. The BERT-Version was BERTbase, MaxLength=512, BatchSize=8,16, LearningRate was set to 2e-5,3e-5, 5e-5 and the number or epochs was 10.

4.1. Dataset

The Distress Analysis Interview Corpus/Wizard-of-Oz set (DAIC-WOZ) dataset (Gratch et al., 2014; DeVault et al., 2014) comprises voice and text samples from 189 interviewed healthy and control persons, as wells as their PHQ-8 depression detection questionnaire. This dataset is commonly used in many of the depression detection research works, including (Gong & Poellabauer, 2017; Sun et al., 2017) for text-based detection, (Dubagunta et al., 2019; Toto et al., 2020; Tlachac et al., 2020) for voice-based detection, and in multi-modal architectures such as (Alhanai et al., 2018; Yang et al., 2021). We also used both...
voice and textual data (interview transcripts) extracted from this dataset for our experiments.

4.2. Preprocessing

The dataset contains a total number of 189 interviews. Nine interviews (318, 321, 341, 362, 373, 444, 451, 458, 480) are excluded due to problems such as text and voice being out of sync, extra noise, and intermittent microphone. The first and last sentences such as “Okay I think I’ve asked everything I need to” and “Hi I’m Ellie thanks for coming in today” were deleted. Punctuations and signs such as parenthesis and SYNC symbols removed. Abbreviations like “feel lately” (how have you been feeling lately) for which full expressions exist also deleted. Finally, the transcript text for each patient separated into question and answer sections.

Multiple answers and a single question are concatenated into a paragraph. This is a key difference between our work and other methods that we also process the question text. A sample is shown in Figure 3. The size of training, test and validation sets were 2082, 1022 and 622 respectively.

4.3. Text-based detection

We fine tuned different pretrained models to detect depression from the transcripts. The results are reported in Table 1. The best F1-scores are achieved by the general BERT-baseuncased model. Although other specific BERT models were also tuned, but the results suggest that due to the general, non-specific words used by the patients in the interview, the base BERT model stands well above specific BERT models.

The Receiver Operating Characteristic (ROC) curve is shown in Figure 4. Based on the form of the ROC curve and the Area Under the Curve (AUC) value of 88 percent, the proposed text processing method could effectively detect depressed patients as True Positives.

4.4. Voice-based detection

For the Visibility Graph (VG) part of our model as described in Section 3.1, we extracted eight features from the resulting network including average degree, average clustering coefficient, density, transitivity, diameter, local efficiency, global efficiency, and average shortest path. This enriched graph-based features complement our proposed multi-modal depression detection architecture. The results are shown in Figure 5. It shows that the graph generated features contribute to discriminating depression and non-depression classes.

The single-modal experiments results and their fusion are reported in Table 2. It can be observed that in single-modal detection, our text-based method has achieved %72.7 F1-score that is higher than other single-modal scores. The fusion of all prediction models based on voice and text has resulted in %82.4 F1-score that outperforms other models.

5. Conclusion

In this paper we proposed a hybrid architecture for the prediction of depression from two modalities of voice and text. The transformer-based deep learning architecture with fine tuning of pretrained models achieved higher accuracy than existing methods. Moreover, our novel graph-based features extracted through the mapping of
speech signal into a complex network contributed to even more accurate results. Future work includes employing graph-embedding, adding other modalities such as video into the multi-modal architecture, and improved fusion methods.
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