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Abstract
From the perspective of large system, a directed complex dynamic network (DCDN) is regarded as being made up of the nodes subsystem (NS) and the links subsystem (LS), which are coupled to each other. Different from previous studies, which propose the dynamic model of LS with the matrix differential equations, this paper describes the dynamic behaviour of LS with the outgoing links vector at every node, by which the dynamic model of LS can be represented as the vector differential equation to form the outgoing links subsystem (OLS). Due to the fact that vectors have more flexible mathematical properties than matrices, this paper proposes the more convenient mathematic method to investigate the double tracking control problem of NS and OLS. Under the condition that the states of NS are available and the states of OLS are unavailable, the asymptotical state observer of OLS is designed, by which the tracking controllers of NS and OLS are synthesised to ensure achieving the double tracking goals. Finally, an example simulation for supporting the theoretical results is also provided.

1. Introduction
In the past twenty years, the complex dynamic network has been widely used in many real networks such as the power networks (Baggio et al., 2021; Zhu et al., 2020a, 2020b, 2019), the ego-networks (Colleran, 2020; X. M. Wang et al., 2020), and the boolean networks (Zhang et al., 2019), and so on. It is well known in graph theory that a complex dynamic network can be regarded as consisting of a group of dynamic nodes and the dynamic links that connect them. From the perspective of large system, all dynamic nodes can be regarded as the dynamic subsystem which is called the nodes subsystem (NS), and all dynamic links can be regarded also as the dynamic subsystem which is called the links subsystem (LS), and thus the complex dynamic network consists of NS and LS coupled with each other (Z. L. Gao et al., 2018; Liu, Wang, Gao, 2020; Y. H. Wang et al., 2020). By employing the above perspectives, the dynamic behaviours of the complex dynamic network can be reflected by the NS and the LS, respectively. For example, the synchronisation (Y. H. Wang et al., 2012; Zhang et al., 2019, 2015, 2020) and the stability (Zhao & Wang, 2020) are regarded as the dynamic behaviour of NS, and the asymptotic structural balance (Z. L. Gao & Wang, 2018; Liu, Wang & Li et al., 2020; Peng et al., 2020) is regarded as the dynamic behaviour of LS.

It is worth noting that the above dynamic behaviours of NS and LS can be interpreted as the tracking problem in the field of control theory. In other words, the synchronisation can be interpreted as the NS tracking a reference target, and the asymptotic structural balance can be interpreted as the LS tracking a reference relation matrix. Corresponding to the above tracking problem, the ‘mutual assistance’ plays an important role in the above literature, that is, through the mutual coupling relations between NS and LS, the tracking of NS is achieved with the help of LS, and the tracking of LS is achieved with the help of NS.

However, it is noticed that the tracking of NS and the tracking of LS are discussed separately in the above literature excepting (Z. L. Gao et al., 2018; Liu, Wang, 2020a, 2020b, 2019) and 2020).
In Z. L. Gao et al. (2018) and Liu, Wang, and Gao (2020), the tracking targets of NS and LS are required to satisfy certain relation equalities, which limits its widespread application. On the other hand, the weighted-values of links are defined as the state variables of LS in the above literature, and thus the dynamics of LS is represented as the Riccati matrix differential (or difference in discrete-time) equations, by which the difficult theoretical analysis results in the complex mathematic conditions for the asymptotic structural balance.

It is also noticed in the above literature that it is assumed that the states of NS are available and the states of LS are not fully available. The states of LS are more complex and difficult to be measured than the states of NS in the complex dynamic network so it is necessary to employ the measurable outputs of LS to achieve the estimation of uncertain state variables for LS. At present, some research results have been achieved on the state observer (Z. L. Gao et al., 2019; Z. L. Gao, Wang & Peng et al., 2020; Z. L. Gao, Wang & Xiong et al., 2020; Liu, Wang, Gao, 2020) design of LS. In Z. L. Gao et al. (2019), the state observer of LS is synthesised for the first time for the complex dynamic network. In Z. L. Gao, Wang and Peng et al. (2020) and Z. L. Gao, Wang and Xiong et al. (2020), the state observer employs the outputs of LS as its inputs to obtain the state observation information for LS, and then the LS tracks on a reference relation matrix by utilising the state observation information to synthesise the controller of LS, without considering the dynamic behaviour of NS. In view of this, the results in Liu, Wang, Gao (2020) extend the continuous state observer to the discrete state observer for LS. The LS tracks on a reference relation matrix via employing the controller which is designed by using the observation state information about LS. Nevertheless, the previous published studies have not dealt with the double tracking control problems of NS and LS in DCDN.

Inspired by the results of the above discussion, this paper mainly studies the dynamic evolution of the outgoing links at each node instead of the dynamic evolution of the overall links at all nodes. That is, the dynamics of the proposed outgoing links subsystem (OLS) in this paper is mainly represented by the outgoing links vectors at each node rather than the overall links matrix at all nodes, by which the outgoing links vectors represent the combination of weighted-values for a node pointing to other nodes (including self-linking). With this in mind, the main innovations and contributions in this paper compared with the existing research work are as follows.

- The dynamics of LS is represented by the vector differential equations accompanying the outgoing links, whose structure is more concise compared to the matrix differential equations as in Z. L. Gao et al. (2018), Y. H. Wang et al. (2020), Liu, Wang and Li et al. (2020), Z. L. Gao et al. (2019), Z. L. Gao, Wang and Peng et al. (2020) and Z. L. Gao, Wang and Xiong et al. (2020). This representation can effectively avoid the theoretical analysis difficulties caused by the matrices representation (Barnett, 1973; Hao et al., 2019);
- From the angle of state space in control theory, the outgoing links vectors represent the set of the states of outgoing links at each node, which is more geometrically intuitive than the overall link matrix. On the other hand, the dynamic model of OLS is more likely to be extended to the network with nonlinear circumstances via using the vector algebra methods in this paper;
- By using the state observer of OLS, the double tracking controllers of NS and OLS are designed separately to achieve the double tracking goals for the DCDN. In other words, the state of NS tracks the given reference target while the state of OLS tracks the designed goal.

The remaining part of the paper proceeds as follows. In Section 2, the dynamic models of NS and OLS are proposed respectively, and the directed characteristics of OLS are explained. The state observer for OLS is proposed in Section 3. In Section 4, by employing the state observation information of OLS, the tracking controllers of NS and OLS are synthesised separately, by which the complex dynamic network can achieve the double tracking goals based on Lyapunov stability theory and the vector algebra methods. Some numerical examples are given for supporting the theory results in Section 5. Finally, the conclusion is given in Section 6.

2. Model description

Consider a directed complex dynamic network with $N$ nodes, the weighted-value of the $i$th node pointing
to the \( j \)th node is represented as \( l_{ij} = l_{ij}(t) \in \mathbb{R}, \) where \( l_{ij}(t) \) is treated as the self-link, \( i, j = 1, 2, \ldots, N. \) The dynamic equation of the \( i \)th node is described as

\[
\dot{x}_i = A_j x_i + f_i(x_i) + c \sum_{k=1}^{N} l_{ik} \Lambda h_k(x) + u_i, \tag{1}
\]

where \( x_i = [x_{i1}, x_{i2}, \ldots, x_{in}]^T \in \mathbb{R}^n \) is the state vector of the \( i \)th node, \( x = [x_1^T, x_2^T, \ldots, x_N^T]^T \in \mathbb{R}^{nN} \) is the overall state vector of NS, \( A_j \in \mathbb{R}^{n \times n} \) denotes the real constant matrix, \( f_i(x_i) = [f_1(x_i), f_2(x_i), \ldots, f_n(x_i)]^T \in \mathbb{R}^n \) stands the nonlinear continuous function, \( \Lambda = \text{diag}(\Lambda_1, \Lambda_2, \ldots, \Lambda_n) \in \mathbb{R}^{n \times n} \) is the diagonal matrix with the real constant \( \Lambda_l, l = 1, 2, \ldots, n, h_k(x) \in \mathbb{R}^n \) is the nonlinear smooth inner connection vector function, \( c \) is the common coupling connection strength, and \( u_i \in \mathbb{R}^n \) denotes the control input, \( i, k = 1, 2, \ldots, N. \)

Motivated by the outgoing and incoming degree of directed weighted networks (Pan et al., 2021), the following concepts are proposed.

**Definition 2.1:** \( L_i(t) = [l_{i1}(t), l_{i2}(t), \ldots, l_{IN}(t)]^T \in \mathbb{R}^n \) is called the outgoing links vector of the \( i \)th node. Likewise, the incoming links vector of the \( i \)th node is defined as \( \tilde{L}_i(t) = [\tilde{l}_{i1}(t), \tilde{l}_{i2}(t), \ldots, \tilde{l}_{NI}(t)]^T \in \mathbb{R}^n, i = 1, 2, \ldots, N. \)

Then, the dynamical equation (1) can be rewritten as follows

\[
\dot{x}_i = A_j x_i + f_i(x_i) + c \Lambda H(x) L_i(t) + u_i, \tag{2}
\]

where \( H(x) = [h_1(x), h_2(x), \ldots, h_N(x)] \in \mathbb{R}^{n \times N}, \) \( L_i(t) = [\tilde{l}_{i1}(t), \tilde{l}_{i2}(t), \ldots, \tilde{l}_{IN}(t)]^T \in \mathbb{R}^N, i = 1, 2, \ldots, N. \)

**Remark 2.1:** (i) In Definition 2.1, the outgoing links vector at a node is used to describe the links relationships of a node pointing to other nodes. This is inspired by the ones in P. T. Gao et al. (2021). (ii) As part of the coupling, the outgoing links vector \( L_i(t) \) is shown in Equation (2), which reflects the influence of the outgoing links of the \( i \)th node on its dynamics. (iii) Noticing the relation matrix \( Z = Z(t) = [l_{ij}]_{N \times N}, \) it can be easily observed that the outgoing links vector \( L_i(t) \) is the \( i \)th row of \( Z(t), \) and the incoming links vector \( \tilde{L}_i(t) \) is the \( i \)th column of \( Z(t), i = 1, 2, \ldots, N. \) (iv) Especially, if \( L_i(t) = \tilde{L}_i(t), \) the network is undirected.

The dynamical equation of the outgoing links sub-system (OLS) is regarded as follows

\[
\dot{L}_i = B_i L_i + \Phi_i(x) + U_i Y_i = C_i L_i, \tag{3}
\]

where \( B_i \in \mathbb{R}^{N \times N} \) is the constant matrix, \( C_i \in \mathbb{R}^{N_1 \times N} \) is the output matrix, \( \Phi_i(x) \in \mathbb{R}^N \) is the coupling vector, \( U_i \in \mathbb{R}^N \) stands the control input, \( Y_i \in \mathbb{R}^{N_1} \) denotes the output of OLS, \( i = 1, 2, \ldots, N. \)

**Remark 2.2:** (i) Equation (3) represents the outgoing links vector dynamics of the \( i \)th node, in which the vector \( \Phi_i(x) \) shows the coupling relationship between the outgoing links vector of the \( i \)th node and the state of all nodes. (ii) The vector representation (3) for LS is shown relatively rare in the existing literature on the observer design for LS, which helps to reduce the difficult theoretical analysis because of the vectors possessing more properties of flexible mathematical operations than matrices. (iii) Equation (3) (without controller \( U_i \)) can be rewritten as follows

\[
\begin{align*}
\dot{y}_i^s & = \sum_{k=1}^{N} c_{ik}^s L_k, \tag{4}
\end{align*}
\]

where \( B_i = (b_{jk})_{N \times N}, \) \( \Phi_i(x) = (\psi_i^j(x)) \in \mathbb{R}^N, \) \( Y_i = (y_i^s)_{N_1 \times 1}, C_i = (c_{ik})_{N_1 \times N}, i, j, k = 1, 2, \ldots, N, s = 1, 2, \ldots, N_1. \) The schematic diagram of Equation (4) may be explained as follows.

In Figure 1, the node \( k \) represents any node except nodes \( i \) and \( j. \) Figure 1 means that the time derivative of \( l_{ij} \) can be influenced directly by the linear combination operation of \( l_{ik} \) for all \( 1 \leq k \leq N \) with the coupling.
3. Design of asymptotical state observer for OLS

**Definition 3.1:** Consider the DCDN with Equations (2) and (3). If the state of NS in (2) can be available and there exists the dynamical system \( \hat{L}_i = F_i(\hat{L}_i, Y_i, x) \) such that \( E_i = L_i - \hat{L}_i \xrightarrow{t \to +\infty} 0 \) holds, then the dynamical system \( \hat{L}_i = F_i(\hat{L}_i, Y_i, x) \) is called the \( i \)th asymptotical state observer of the \( i \)th OLS, \( i = 1, 2, \ldots, N \).

According to Definition 3.1, our hypothesis is that the \( i \)th asymptotical state observer of the \( i \)th OLS is as follows

\[
\hat{L}_i = B_i\hat{L}_i + \Phi_i(x) - K_i(Y_i - C_i\hat{L}_i) + U_i, \tag{5}
\]

where \( K_i \in \mathbb{R}^{N \times N_i} \) is the gain matrix to be determined, \( i = 1, 2, \ldots, N \).

**Assumption 3.1.** Consider the OLS (3). The double matrices \( (B_i, C_i) \) is completely observable.

If Assumption 3.1 holds, there exists a matrix \( K_i \) such that \( B_i + K_iC_i \) is a Hurwitz stable matrix, and thus there exists the unique symmetric positive definition matrix solution \( M_i \in \mathbb{R}^{N \times N} \) satisfying the following Lyapunov equation for the given positive definition matrix \( Q_i \in \mathbb{R}^{N \times N} \), \( i = 1, 2, \ldots, N \)

\[
(B_i + K_iC_i)^T M_i + M_i(B_i + K_iC_i) = -Q_i. \tag{6}
\]

**Remark 3.1:** In Lyapunov equation (6), two matrices \( K_iC_i \) and \( M_i \) can be obtained by solving the linear matrix inequality (LMI) \( B_i^T M_i + M_iB_i + W_1 + W_1^T < 0 \), where \( M_i > 0, K_iC_i = M_i^{-1}W_1 \). The details for the solving steps can be referred to in Tuan et al. (2001) and Vanantwerp and Braatz (2000).

**Lemma 3.1.** If Assumption 3.1 holds, then Equation (5) is the asymptotical state observer for OLS (3).

**Proof 1.** Let the observation error \( E_i = L_i - \hat{L}_i \), then the following equation can be obtained, \( i = 1, 2, \ldots, N \).

\[
\dot{E}_i = \hat{L}_i - \hat{\hat{L}}_i = B_iL_i + \Phi_i(x) + U_i - [B_i\hat{L}_i + \Phi_i(x) - K_i(Y_i - C_i\hat{L}_i) + U_i] \\
= B_i(L_i - \hat{L}_i) + K_i(C_iL_i - C_i\hat{L}_i) \\
= (B_i + K_iC_i)E_i. \tag{7}
\]

Noticing that \( K_i \) can be chosen such that \( B_i + K_iC_i \) is a Hurwitz stable matrix based on Assumption 3.1, it is seen that \( E_i \) is bounded and \( E_i = L_i - \hat{L}_i \xrightarrow{t \to +\infty} 0 \). Lemma 3.1 is proved.

By using Lemma 3.1, the control input \( U_i \) in OLS (3) can be synthesised by employing the state in Equations (5) and (2), which helps to synthesise the double tracking control scheme for NS and OLS.

4. Double tracking controllers design based on observer

Let \( x_i^* = x_i^*(t) \in \mathbb{R}^N \) and \( L_i^* = L_i^*(t) \in \mathbb{R}^N \) be the state reference tracking goals of NS and OLS, respectively, and suppose that they are the differentiable bounded; In addition, let \( e_i = x_i - x_i^* \) be the tracking error of NS; \( i = 1, 2, \ldots, N \).

**Definition 4.1:** Consider the DCDN with Equations (1) and (3). If \( E_i = L_i - L_i^* \xrightarrow{t \to +\infty} 0 \) and \( e_i = x_i - x_i^* \xrightarrow{t \to +\infty} 0 \) hold for all \( i = 1, 2, \ldots, N \), the DCDN is known to achieve the double tracking goals.

**Control objective:** Suppose that the states \( x_i \) of NS are available and the states \( L_i \) of OLS are unavailable for \( i = 1, 2, \ldots, N \). By employing the observation states of observer (5), synthesise the controller \( u_i \) for NS (2) and the controller \( \hat{U}_i \) for OLS (3), respectively, such that the DCDN can achieve the double tracking goals.

**Remark 4.1:** The control objective of this paper is largely inspired by Pagilla et al. (2006), Chu et al. (2018) and Chu et al. (2021). The web processing line may be treated to be composed of the roller (nodes) and the coupled web (the outgoing links), in which the roller velocity \( s_i \) and web tension \( T_i \) are regarded as the state variables of NS and OLS, respectively. Let \( \tilde{T}_i = T_i - T_{ri} \) and \( \tilde{s}_i = s_i - s_{ri} \) where \( T_{ri} \) and \( s_{ri} \) are the reference tension and velocity, respectively. It can be observed that the control objective for the web processing line is consistent with the one in this paper.
For the NS (2), there exists a matrix \( \tilde{K}_i \in R^{n \times n} \) such that \( A_i + \tilde{K}_i \) is a Hurwitz matrix, that is, the following Lyapunov equation has the unique symmetric positive definite matrix solution \( P_i \in R^{n \times n} \) for the given positive definite matrix \( \tilde{Q}_i \in R^{n \times n} \), \( i = 1, 2, \ldots, N \).

\[
(A_i + \tilde{K}_i)^T P_i + P_i (A_i + \tilde{K}_i) = -\tilde{Q}_i. \tag{8}
\]

**Remark 4.2:** In Lyapunov equation (8), the matrices \( \tilde{K}_i \) and \( P_i \) can be obtained by solving LMI \( A_i^T P_i + P_i A_i + W_2 + W_2^T < 0 \), where \( P_i > 0, \tilde{K}_i = P_i^{-1} W_2 \).

**Assumption 4.1.** Consider the OLS (3). The coupling function \( f_i(x_i) \) is bounded, that is, \( \|f_i(x_i)\| \leq \eta_i(x_i) \), where \( \eta_i(x_i) \geq 0 \) is a known function, and the inner connection function \( H(x) \) is known, which meets

\[
\|H(x)\| < \min_{1 \leq i \leq N} \left\{ \frac{\lambda_{\min}(\tilde{Q}_i)}{c_i}, \frac{\lambda_{\min}(Q_i)}{\sigma} \right\}
\]

and \( 0 < \sigma < \lambda_{\min}(\tilde{Q}_i) \),

where \( \sigma \) is an adjustable positive parameter, \( \| \cdot \| \) stands for the Euclidean norm of the matrix or the vector ‘\( \cdot \)’, \( \lambda_{\min}(\cdot) \) represents the minimum eigenvalue of matrix ‘\( \cdot \)’, \( i = 1, 2, \ldots, N \).

**Assumption 4.2.** Consider the OLS (3). The coupling function \( \Phi_i(x) \) is bounded, that is, \( \|\Phi_i(x)\| \leq g_i(x) \), where \( g_i(x) \geq 0 \) is a known function, \( i = 1, 2, \ldots, N \).

Based on the above control objective, the following double tracking controllers \( u_i \) and \( U_i \) are proposed for NS (2) and OLS (3), respectively.

\[
u_i = \tilde{K}_i x_i + \tilde{x}_i - (A_i + \tilde{K}_i) x_i^* - c \Delta H(x) \hat{L}_i + v_i, \tag{9}
\]

\[
\nu_i = -\eta_i(x_i) \text{sign}(P_i e_i), \tag{10}
\]

\[
U_i = K_i Y_i - (B_i + K_i C_i) L_i - \hat{L}_i^* + \tilde{V}_i, \tag{11}
\]

\[
\tilde{V}_i = -g_i(x) \text{sign}(M_i \dot{E}_i), \tag{12}
\]

where the vector sign function denotes

\[
\text{sign}(\xi^T) = \frac{\xi^T}{\|\xi\|} \xi \neq O \xi \neq O,
\]

it is easily verified that the vector sign function is continuous about \( \xi \). \( \tilde{E}_i = \hat{L}_i - L_i^* \) denotes the estimation error between the observer state \( \hat{L}_i \) and the reference signal \( L_i^* \). \( O \) denotes the zero vector of suitable dimensions.

Consider the DCDN with NS (2) and OLS (3), by using controllers (9) and (11), two error dynamical equations are obtained as follows

\[
\begin{align*}
\dot{e}_i &= \dot{x}_i - \dot{x}_i^* \\
&= A_i x_i + f_i(x_i) + c \Delta H(x) L_i + u_i - \dot{x}_i^* \\
&= (A_i + \tilde{K}_i)(x_i - x_i^*) + c \Delta H(x)(L_i - \hat{L}_i) + f_i(x_i) + v_i, \tag{13} \\
\dot{E}_i &= \dot{L}_i - \dot{L}_i^* \\
&= B_i \dot{L}_i + \Phi_i(x) - K_i (Y_i - C_i \hat{L}_i) + U_i - \dot{L}_i^* \\
&= B_i \dot{L}_i + K_i C_i \hat{L}_i - K_i Y_i + \Phi_i(x) + U_i - \dot{L}_i^* \\
&= (B_i + K_i C_i) \tilde{E}_i + \Phi_i(x) + \tilde{V}_i. \tag{14}
\end{align*}
\]

Considering a positive definite function \( V_1 = V_1(t) = \sum_{i=1}^{N} e_i^T P_i e_i + \sum_{i=1}^{N} E_i^T M_i E_i + \sum_{i=1}^{N} E_i^T M_i E_i \), where the positive definite matrices \( P_i \) and \( M_i \) are determined by Equations (8) and (6), respectively. The orbit derivative of \( V_1 = V_1(t) \) along three error systems (7), (13) and (14) is obtained as follows.

\[
\begin{align*}
\dot{V}_1 &= \sum_{i=1}^{N} e_i^T P_i e_i + \sum_{i=1}^{N} e_i^T P_i \dot{e}_i + \sum_{i=1}^{N} \dot{E}_i^T M_i E_i + \sum_{i=1}^{N} \dot{E}_i^T M_i E_i - \sum_{i=1}^{N} \dot{E}_i^T M_i E_i \\
&= \sum_{i=1}^{N} \left[ (A_i + \tilde{K}_i) e_i + c \Delta H(x) E_i + f_i(x_i) + v_i \right]^T P_i e_i \\
&+ \sum_{i=1}^{N} e_i^T P_i \left[ (A_i + \tilde{K}_i) e_i + c \Delta H(x) E_i \right. \\
&+ f_i(x_i) + v_i \\
&+ \sum_{i=1}^{N} \left[ (B_i + K_i C_i) \dot{E}_i + \Phi_i(x) + \dot{V}_i \right]^T M_i \dot{E}_i \\
&+ \sum_{i=1}^{N} \dot{E}_i^T M_i \left[ (B_i + K_i C_i) \dot{E}_i + \Phi_i(x) + \dot{V}_i \right] \\
&+ \sum_{i=1}^{N} \left[ (B_i + K_i C_i) \tilde{E}_i \right]^T M_i E_i
\end{align*}
\]
Inequality (15) yields

\[
+ \sum_{i=1}^{N} E_i^T M_i (B_i + K_i C_i) E_i
\]

Then, substituting Equations (10) and (12) into Equation (18) is a negative definite function about \( \dot{V}_1 \).

According to Young's inequality, Inequality (16) can be rewritten as

\[
\dot{V}_1 \leq - \sum_{i=1}^{N} \lambda_{\min} (\tilde{Q}_i) \| e_i \|^2 - \sum_{i=1}^{N} \lambda_{\min} (Q_i) \| E_i \|^2
\]

Let \( d_1 = \lambda_{\min} (\tilde{Q}_i) - c \| [\Lambda H(x)]^T P_i \sigma \| ) \) and \( d_2 = \lambda_{\min} (Q_i) - c \| (\Lambda H(x))^T P_i \| \) be rewritten as

\[
\dot{V}_1 \leq - \sum_{i=1}^{N} \| E_i \| \begin{pmatrix} d_1 & 0 & 0 \\ 0 & d_2 & 0 \\ 0 & 0 & d_3 \end{pmatrix} \begin{pmatrix} \| e_i \| \\ \| E_i \| \\ \| \tilde{E}_i \| \end{pmatrix}.
\]
Consider the DCDN with Equations (2), (3) and the state observer (5) for the OLS (3). If Assumptions 3.1–4.2 are satisfied, the DCDN can achieve the double tracking goals.

Remark 4.3: For using Theorem 4.1 to realise the double tracking control of the DCDN, the steps are presented as follows

(i) Determining the reference tracking signals $x_i^*(t)$ and $L_{i}^{*}$.

(ii) Utilising the outputs of OLS to design its observer (5), and the determined matrices $K_i$, $M_i$, $P_i$ and $\bar{K}_i$ can be obtained by solving the LMI in Remark 3.1 and the Lyapunov equation (8) in Remark 4.2, respectively.

(iii) By using the observed state information of OLS from Step (ii), the controller (9)–(10) for NS and the controller (11)–(12) for OLS are designed separately.

(iv) By employing the controllers (9)–(12) of NS and OLS from Step (iii), the DCDN can achieve the double tracking goals.

Remark 4.4: (i) If the state reference tracking signal $x_i^*$ is the same one for all nodes, the results in Theorem 4.1 can be regarded as the synchronisation in Zhang et al. (2019), Zhang et al. (2015), Y. H. Wang et al. (2012) and Zhang et al. (2020). Therefore, the results in Theorem 4.1 are more general due to the different reference tracking signals. (ii) Compared to the existing literature about the tracking problem in control theory, it is observed in this paper that if $L^*_i \neq 0$, the eventual network structure exhibits that all nodes are not isolated when the double tracking goals have happened ($t \to +\infty$). Especially, this implies that all nodes are not isolated when the synchronisation has happened ($t \to +\infty$), which is different from the results (all nodes are isolated when the synchronisation has happened ($t \to +\infty$) in the existing literature (Cai et al., 2014; Chen et al., 2018; Duan et al., 2008; Feng et al., 2018; Huang et al., 2020; Liu et al., 2009; J. L. Wang et al., 2017; Xing et al., 2019; Yu et al., 2009; Zhou et al., 2006).

5. Simulation example

In this paper, we consider the $N$ continuous chaotic Chua’s circuits in Thamilmaran et al. (2004) as the isolate nodes, which are coupled in the form of (2), the dynamics of which is as follows

$$\dot{x}_i = A_i x_i + B \alpha_1 f_i(x_i) + c \Lambda H(x) L_i(t) + u_i,$$

where $x_i = [x_{i1}, x_{i2}, x_{i3}, x_{i4}]^T$ is the state vector of the $i$th Chua’s circuit, $f_i(x_i) = bx_{i1} + 0.5(a-b) (|x_{i1} + 1| - |x_{i1} - 1|)$ denotes the nonlinear vector function,

$$A_i = \begin{bmatrix} 0 & 0 & \alpha_1 & 0 \\ 0 & \alpha_2 & -1 & -1 \\ -\beta_1 & \beta_1 & -\beta_1 & 0 \\ 0 & \beta_2 & 0 & 0 \end{bmatrix}$$

is a constant matrix, $\alpha_1 = 2.1428, \alpha_2 = -0.2025, \beta_1 = 0.09798, \beta_2 = 0.00382, a = -0.04725$ and $b = 3.15$, $\Lambda = \text{diag}(g_1, g_2, g_3, g_4)$ stands the diagonal matrix, where $g_1, g_2, g_3$ and $g_4$ are randomly generated in the interval $[-4, 4]$, the control input $u_i$ is given as (9)–(10); Furthermore, $H(x) = \frac{1-|x|}{1+|x|}$, $X$ denotes the inner connection matrix function, where $X = [x_1, x_2, \ldots, x_N] \in R^{1 \times N}$. Let the common coupling strength $c$ be randomly generated in the interval $[0, 1]$.

The generation rules of matrices $B_i, K_i, C_i, \bar{K}_i, P_i, M_i$, the double tracking goals $x_i^*, L_i^{*}$ and the initial state values $x_i^*(0), L_i^*(0), \bar{L}_i(0)$ are as follows.

(i) Let $B_i = m_1 \text{randn}(N, N)$, where $m_1$ is an adjustable parameter, and $m_1 = 8$.

(ii) Solving for the positive definite matrices $M_i$ and $K_iC_i$ such that LMI $B_i^2 M_i + M_i B_i + W_i + W_i^T < 0$ and $M_i > 0$ holds, it can be obtained the observed gain matrix $K_i C_i = M_i^{-1} W_i$. Similarly, solving for the positive definite matrix $P_i$ and $\bar{K}_i$ such that LMI $A_i^2 P_i + P_i A_i + W_2 + W_2^T < 0$ and $P_i > 0$ holds, it can be obtained $\bar{K}_i = P_i^{-1} W_2$.

(iii) Let the double tracking goals $x_i^* = [\theta \sin(t), \theta \cos(t), \theta \tan(t), \theta \tanh(t)]^T$ and $L_i^* = \text{randn}(N, 1)$, $\sin(t)$, where $\theta$ is an adjustable parameter, and its value is randomly generated in the interval $[-8, 8]$, $i = 1, 2, \ldots, N$. 

(iv) The initial state values of NS and OLS are $x_i(0) = \text{randn}(n, 1)$ and $L_i(0) = \text{randn}(N, 1)$, respectively. Moreover, the initial state values of observer are $\hat{L}_i(0) = \text{randn}(N, 1)$.

The dynamics of $L_i(t)$ is chosen as (3). The coupling term $\Phi_i(x)$ meets Assumption 4.2, the control input $U_i$ are given as (11)–(12). In the process of simulation, other parameters are selected as follows. $N = 30$, $\sigma = \text{rand}(1)$ is an adjustable parameter, $\bar{Q}_i = I_i$, where $I_i$ is the four-dimensional identity matrix. In order to show the advantage of this paper, the simulation results in this paper are compared with the results in Z. L. Gao et al. (2019), Z. L. Gao, Wang and Peng et al. (2020) and Z. L. Gao, Wang and Xiong et al. (2020), respectively.

By using the norm $\|\vartheta\| = \sqrt{\sum^m_k |\vartheta_k|^2}$ for the real vector $\vartheta = (\vartheta_1, \vartheta_2, \ldots, \vartheta_m)^T \in \mathbb{R}^m$, the compared simulation results are shown in Figures 2–5.

From Figures 2–5, we are enabled to make the following conclusions.

(i) From Figures 2 and 4, it can be seen that the tracking controllers in Z. L. Gao et al. (2019), Z. L. Gao, Wang and Peng et al. (2020) and Z. L. Gao, Wang and Xiong et al. (2020) are designed by utilising the observer’s state of LS to control NS to track the reference signal, but tracking error curves show not
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**Figure 2.** (a) The tracking error curves of NS with the control scheme in Z. L. Gao et al. (2019); (b) The tracking error curves of NS with the control scheme in Z. L. Gao, Wang and Peng et al. (2020); (c) The tracking error curves of NS with the control scheme in Z. L. Gao, Wang and Xiong et al. (2020); (d) The tracking error curves of NS with the control scheme in this paper.
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**Figure 3.** (a) The tracking error curves of OLS with the control scheme in Z. L. Gao et al. (2019); (b) The tracking error curves of OLS with the control scheme in Z. L. Gao, Wang and Peng et al. (2020); (c) The tracking error curves of OLS with the control scheme in Z. L. Gao, Wang and Xiong et al. (2020); (d) The tracking error curves of OLS with the control scheme in this paper.
Figure 4. (a) The curves of tracking error norm $\|e_i\|$ of NS with the control schemes in Z. L. Gao et al. (2019), Z. L. Gao, Wang and Peng et al. (2020) and Z. L. Gao, Wang and Xiong et al. (2020) and this paper respectively; (b) The curves of tracking error norm $\|E_i\|$ of OLS with the control scheme in Z. L. Gao et al. (2019), Z. L. Gao, Wang and Peng et al. (2020) and Z. L. Gao, Wang and Xiong et al. (2020) and this paper respectively.

Figure 5. The orbit curves of $L_i^*$'s in this paper.

only the larger chattering problem but also the slower convergence speeds than the ones in this paper. Similarly, it can be observed from Figures 3 and 4 that the tracking controllers are synthesised by employing the observer's state of LS to control LS to track the differentiable bounded reference goal, but the tracking response speeds of OLS in Z. L. Gao et al. (2019), Z. L. Gao, Wang and Peng et al. (2020) and Z. L. Gao, Wang and Xiong et al. (2020) are also slower than one in this paper.

(ii) By utilising the norms $\|e_i\|$ and $\|E_i\|$ in Figure 4, it is shown intuitively that this paper has more advantage over Z. L. Gao et al. (2019), Z. L. Gao, Wang and Peng et al. (2020) and Z. L. Gao, Wang and Xiong et al. (2020) in the convergence speeds of tracking for NS and LS.

(iii) Figure 5 shows that the given tracking signal $L_i^*$ does not converge to zero, which means that the eventual network structure ($t \to +\infty$) is shown as all nodes are not isolated when synchronisation happens, in other words, the connections are still connected in an eventual complex network. This is different from the results in Z. L. Gao et al. (2019), Z. L. Gao, Wang and Peng et al. (2020) and Z. L. Gao, Wang and Xiong et al. (2020) where the connections are disconnected in an eventual complex network.
6. Conclusion

The double tracking control of the DCDN has been achieved via synthesising the double tracking controllers of NS and OLS based on the state observer for OLS. Compared to the existing literature about the tracking problems of complex dynamic networks in control theory, the main advantage in this paper is that the outgoing links vector at every node is utilised to describe the dynamics of LS, by which the mathematical method of this paper is shown the more convenient than the ones in the existing literature. The results in this paper show that the double tracking problems of NS and OLS can be regarded as a generalisation of synchronisation in the existing literature. Moreover, it is observed in this paper that the eventual network structure exhibits the new topological feature, that is, all nodes are not isolated when the double tracking control happens, which is regarded as the new one of the eventual topological structures of networks with synchronisation. The results in simulation examples also support the above observation. How to achieve the tracking control of NS and OLS for DCDN under links topology constrained bit rates (Li et al., 2022) or attacks (Tajudeen et al., 2022) is one of the problems worthy of research in the future work.
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