AN APPLICATION OF THE MODULAR METHOD AND THE SYMPLECTIC ARGUMENT TO A LEBESGUE–NAGELL EQUATION
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Abstract. In this paper, we study the generalized Lebesgue–Nagell equation
\[ x^2 + 7^{2k+1} = y^n. \]
This is the last case of equations of the form \( x^2 + q^{2k+1} = y^n \) with \( k \geq 0 \) and \( q > 0 \) where \( \mathbb{Q}(\sqrt{-q}) \) has class number one. Our proof is based on the modular method and the symplectic argument.

1. Introduction

One of the Diophantine equation which has a very rich history is the Lebesgue-Nagell equation
\[ x^2 + D = y^n, \quad x, y, D, n \in \mathbb{Z}, n \geq 3. \]
The first who solved (1) for general \( n \) is Lebesgue for \( D = 1 \) [Leb50] while Nagell solves the cases \( D = 3, 5 \) [Nag48] in 1923. The cases \( 0 < D \leq 100 \) were studied by many, Cohn solves 77 of the cases [Coh93], Mignotte-De Weger solve the missing by Cohn cases for \( D = 74, 86 \) [MdW96] and Bennett-Skinner solve the cases \( D = 55, 95 \) [BS04]. Finally, the remaining 19 were solved by Bugeaud-Mignotte-Siksek [BMS06] using a variety of modern techniques as linear of forms in logarithms and modular method.

All the above cases were for fix \( D \). In recent years, many authors have studied (1) in the more general case when the prime factors of \( D \) lie in a finite set \( S \). In other words, the solutions of the equation
\[ x^2 + p_1^{a_1} \cdots p_k^{a_k} = y^n, \quad x, y, D, a_i, n \in \mathbb{Z}, n \geq 3, \quad a_i \geq 0. \]
for a fix set \( S = \{p_1, \ldots, p_k\} \). The case when the size of \( S \) is small has gained the interest of several authors. For example, for \( S = \{2\} \) the equation was studied by Brown [Bro77], Arief-Muriefah [AM97], Cohn [Coh92] and Le [Le02]. The case \( S = \{3\} \) is studied in [Bro77, AM98, Luc00, Tao08] and the case \( S = \{5\} \) in [MA99, AM06, Tao09]. In [BP08] Bérczes-Pink completely solve (1) for \( S = \{q\} \) with \( 2 \leq q \leq 100, k \) even and \( \gcd(x, y) = 1 \). The literature is very rich for sets \( S \) with size bigger than 1 and we refer to [BPT12, BP08, CDI+13] for a more detailed exposition of the known results.

It is well-known that \( \mathbb{Q}(\sqrt{-q}) \) has class number one for \( q = 1, 2, 3, 7, 11, 19, 43, 67 \) and 163. It is a natural question to study (1) for \( D = q^k \) and \( q \) as above. As we have already mentioned the cases \( q = 1, 2, 3 \) have completely solved thanks to the
contribution of many authors [Leb50] [Bro77] [Coh92] [AM97] [AM98] [Luc02] [Taa08]. Due to Arif-Murieh [AA02], Saradha-Srinivasan [SS06], Zhu-Le [ZL11] and Bérczes-Pink [BP08] the solutions for the cases $q = 11, 19, 43, 67, 163$ have also been classified. For $D = 7^k$ Luca-Togbé completely solve (11) for $k$ even [LT07] and the case $k$ odd and $y$ odd is studied in [SS06].

In this paper, we study the case $q = 7$ and $k$ odd. From the above we understand that it is enough to consider $y$ being even because this is the remaining case of (11) for $D = 7^k$. A solution of (11) is called non-trivial if $x \neq 0$. The main result of the paper is the following.

**Theorem 1.1.** All non-trivial solutions of the Lebesgue-Nagell equation

\[ x^2 + 7^{2k+1} = y^n, \quad x, y, k, n \in \mathbb{Z}, \ n \geq 3, \ k \geq 0 \]

are

\begin{align*}
  n &= 3 & (|x|, y, k) &= (7^{3\lambda}, 2 \cdot 7^{2\lambda}, 3\lambda), (13 \cdot 7^{3\lambda}, 8 \cdot 7^{2\lambda}, 3\lambda + 1), \\
  & & & (147 \cdot 7^{3\lambda}, 28 \cdot 7^{2\lambda}, 3\lambda + 1), (1911 \cdot 7^{3\lambda}, 154 \cdot 7^{2\lambda}, 3\lambda + 1), \\
  & & & (3 \cdot 7^{3\lambda+2}, 4 \cdot 7^{2\lambda+1}, 3\lambda + 1), (7^{3\lambda+2}, 2 \cdot 7^{2\lambda+1}, 3\lambda + 1), \\
  & & & (39 \cdot 7^{3\lambda+2}, 22 \cdot 7^{2\lambda+1}, 3\lambda + 1),
\end{align*}

\begin{align*}
  n &= 4 & (|x|, y, k) &= (3 \cdot 7^{2\lambda}, 2 \cdot 7^{\lambda}, 2\lambda),
\end{align*}

\begin{align*}
  n &= 5 & (|x|, y, k) &= (5 \cdot 7^{5\lambda}, 2 \cdot 7^{2\lambda}, 5\lambda), (31 \cdot 7^{5\lambda}, 8 \cdot 7^{2\lambda}, 5\lambda).
\end{align*}

for $\lambda \geq 0$ when $k, n$ satisfy one of the following conditions,

- $n = 3, 4, 5$ or,
- $n$ is divisible by a prime congruent to 13, 17, 19, 23 (mod 24) and $k \equiv 1$ (mod 3) or,
- $n$ is divisible by a prime congruent to 5, 7, 13, 23 (mod 24) and $k \equiv 1$ (mod 3).

From the results of Luca-Togbé [LT07], Saradha-Srinivasan [SS06] and Theorem 1.1 we have the following theorem.

**Theorem 1.2.** Suppose $n$ is a prime such that $n \equiv 13, 23$ (mod 24). Then, the Lebesgue-Nagell equation

\[ x^2 + 7^k = y^n, \quad x, y, k, n \in \mathbb{Z}, \ k \geq 0 \]

has no non-trivial solutions.

The proof of Theorem 1.1 is based on the modular method and the symplectic argument when $n$ is ‘big’. For a fix $n$ the solution of (3) is reduced to the solution of Thue and Thue-Mahler equations and we solve these equations for the ‘small’ $n$’s.

The paper is organised as follows. In Section 2 we recall known results and terminology about the modular method and the symplectic argument. We also briefly explain the main idea of the symplectic argument. In Section 3 we show that a non-trivial solution of (3) corresponds to a non-trivial primitive solution of one of the equations $x^2 + 7^{2k+1} = y^n$ or $7x^2 + 1 = y^n$. We also show that the problem can be reduced to the solution of Thue and Thue-Mahler equations. At the end of section we solve (3) for the special case $y = 2$ which we need in the modular method. In Section 5 we study the non-trivial primitive solutions of $x^2 + 7^{2k+1} = y^n$ when
y is even. We introduce two Frey curves of signature \((p, p, 2)\) and \((2, 3, p)\). We use the local information of Frey curves to prove the non-existence of solutions.

The required computations for this paper have been done using Sage [The18] and Pari [http://pari.math.u-bordeaux.fr/]. The code can be found at author’s homepage [https://sites.google.com/site/angeloskoutsianas/research].

### 2. Modular method

Our proof will make use of the modular method and the symplectic argument. We use Frey curves, modularity, Galois representations and level lowering. In this section we will recall some of the results and terminology that are used in the proof. The reader can find a more detailed exposition of the techniques and ideas in e.g. [Coh07, Chapter 15].

Suppose \(f\) is a cuspidal newform of weight 2 and level \(N_f\) with \(q\)-expansion

\[
f(q) = q + \sum_{i \geq 2} a_i(f)q^i.
\]

We denote by \(K_f\) the eigenvalue field of \(f\) and we say \(f\) is irrational if \([K_f : \mathbb{Q}] > 1\) and rational otherwise. Suppose \(n\) is a rational prime and \(n\) a prime ideal in \(K_f\) above \(n\). Then, we can associate a continuous, semisimple representation

\[
\rho_{f,n} : \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \to \text{GL}_2(\mathbb{F}_n)
\]

that is unramified at all primes away from \(2n\) and \(\text{Tr}(\rho_{f,n}(\text{Frob}_n)) \equiv a_n(f) \pmod{n}\). If \(f\) is rational then we use the notation \(\rho_{f,n}\) and we denote by \(E_f\) a corresponding to \(f\) elliptic curve over \(\mathbb{Q}\) due to modularity.

Suppose \(E\) is an elliptic curve over \(\mathbb{Q}\) with conductor \(N_E\). For a prime \(\ell\) of good reduction of \(E\) we have \(a_\ell(E) = \ell + 1 - \#\tilde{E}(\mathbb{F}_\ell)\), where \(\tilde{E}\) is the reduction of \(E\) at \(\ell\). We denote by \(\rho_{E,n}\) the Galois representation of \(\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})\) on the \(n\)-torsion subgroup of \(E\).

**Proposition 2.1.** With the above notation we assume \(\rho_{E,n} \simeq \rho_{f,n}\). Then there exists a prime ideal \(n\) of \(K\) such that for all rational primes \(\ell\)

(i) if \(\ell \nmid nN_E\), then \(a_\ell(f) \equiv a_\ell(E) \pmod{n}\),

(ii) if \(\ell \nmid nN_f\) and \(\ell \parallel N_E\), then \((\ell + 1) \equiv \pm a_\ell(f) \pmod{n}\).

The above proposition is standard (see [Ser87] p. 203], [BS04] Proposition 4.3), etc) and we use it to bound \(n\).

Suppose \(E\) and \(E'\) are two elliptic over \(\mathbb{Q}\) and \(n\) an odd prime. Let \(\phi : E[n] \to E'[n]\) be a \(\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})\)-modules isomorphism, hence there is an element element \(r(\phi) \in \mathbb{F}_n^*\) such that, for all \(P, Q \in E[n]\), the Weil pairings satisfy

\[
e_{E',n}(\phi(P), \phi(Q)) = e_{E,n}(P, Q)^{r(\phi)}.
\]

We say that \(\phi\) is a symplectic isomorphism (resp. anti-symplectic isomorphism) if \(r(\phi)\) is a square (resp. non-square) residue modulo \(n\). If all \(\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})\)-modules isomorphisms \(\phi : E[n] \to E'[n]\) are symplectic (resp. anti-symplectic) we say that the symplectic type of the triple \((E, E', n)\) is symplectic (resp. anti-symplectic).

A variety of criteria that determine the symplectic type of \((E, E', n)\) using local information of \(E, E'\) have been developed even from 90’s [KO92] while very recently we have the complete classification [FK17]. A combination of the modular method and symplectic criteria, which is called the symplectic argument, has been used to the solution of Diophantine equations ([Fre16], [FK16], [FNS17], [BBF18]). The
main idea is the following: after applying modularity and level lowering, we get an isomorphism \( \rho_{E,n} \cong \rho_{f,n} \) for some newform of ‘suitable’ level \( N_f \) and the Frey curve \( E \). Suppose \( f \) is rational and \( E_f \) the corresponding elliptic curve due to modularity. Suppose we have two primes \( \ell_1, \ell_2 \) for which we can determine the symplectic type \((E, E_f, n)\) using only local information of \( E \) and \( E_f \). In many cases the symplectic type given by \( \ell_1 \) and \( \ell_2 \) is different when \( n \) satisfies specific congruence condition. This allows us to prove that no solutions arise from \( E_f \) for these exponents \( n \).

3. Preliminaries

In this section we show that a non-trivial solution of (3) corresponds to a non-trivial primitive solution of one of the two equations

\[
x^2 + 7^{2k+1} = y^n \quad \text{or} \quad 7x^2 + 1 = y^n.
\]

We say a solution primitive if \( \gcd(x, y) = 1 \). In addition, we show that for a fix exponent \( n \) the problem of determining the non-trivial primitive solutions of the above two equations is reduced to the problem of solving Thue and Thue-Mahler equations. Finally, we solve (3) for the case \( y = 2 \).

The case \( y \) is odd has been studied in [SS06], so for the rest of the paper we make the assumption that \( y \) is even. Moreover, we define \( L = \mathbb{Q}(\sqrt{-7}) \) and denote by \( \mathcal{O}_L \) the ring of integers of \( L \). It holds that \( 2 = \pi_2 \bar{\pi}_2 \) where \( \pi_2 = \frac{1 + \sqrt{-7}}{2} \) and \( \bar{\pi}_2 = \frac{1 - \sqrt{-7}}{2} \). It is also known that \( \mathcal{O}_L = \mathbb{Z}[\pi_2] \). We use the same notation for the prime ideals generated by \( \pi_2 \) and \( \bar{\pi}_2 \).

**Lemma 3.1.** A non-trivial solution \((a, b)\) of (3) corresponds to a non-trivial primitive solution to one of the following two equations

\[
(5) \quad x^2 + 7^{2k+1} = y^n,
\]

or

\[
(6) \quad 7x^2 + 1 = y^n,
\]

with \( k \geq 0 \) and \( n \geq 3 \).

**Proof.** Let \((a, b)\) be a solution of (3). Suppose \( p \) is a prime such that \( p \mid (a, b) \). Then from (3) we understand that \( p = 7 \). We write \( a = 7^t a_1 \) and \( b = 7^s b_1 \) where \((a_1, 7) = (b_1, 7) = 1\). So equation (3) becomes

\[
(7) \quad 7^{2t} a_1^2 + 7^{2k+1} = 7^{ns} b_1^n.
\]

By looking to the exponents and keeping in mind that \((a_1, 7) = (b_1, 7) = 1\), we have that either \( 2t = ns < 2k + 1 \) or \( 2k + 1 = ns < 2t \). So, from the initial case we get

\[
(8) \quad a_1^2 + 7^{2(k-t)+1} = b_1^n,
\]

which corresponds to a non-trivial primitive solution of (5) while from the latter case we get

\[
(9) \quad 7 \left(7^{t-k-1} a_1\right)^2 + 1 = b_1^n,
\]

which corresponds to a non-trivial primitive solution of (6). \qed
3.1. **Reduction to Thue and Thue-Mahler equation.** Suppose \((a, b)\) is a non-trivial primitive solution of \((5)\). We also assume that \(n\) is an odd integer. Factorizing \((5)\) over \(L\) we have

\[
(a + 7^k \sqrt{-7})(a - 7^k \sqrt{-7}) = b^n.
\]

Let \(p\) be a prime ideal of \(O_L\) that divides \(\gcd(a + 7^k \sqrt{-7}, a - 7^k \sqrt{-7})\), this implies that \(p | 2\sqrt{-7}\). However, \(a, b, 7\) are pairwise coprime and \(b\) even, hence \(p | 2\).

Because the class number of \(L\) is one and after possibly replacing \(\gamma\) with \(-\gamma\) below we have,

\[
a + 7^k \sqrt{-7} = \pi a_1^{a_2} \bar{\pi} a_2^{a_1} \gamma^n,
\]

where \(\gamma \in O_L\) and \(a_1, a_2 < n\) positive integers. After conjugating and adding or subtracting we have

\[
7^k = \frac{\pi a_1^{a_2} \bar{\pi} a_2^{a_1} \gamma^n - \pi a_2^{a_1} \bar{\pi} a_1^{a_2} \gamma^n}{2\sqrt{-7}},
\]

\[
a = \frac{\pi a_1^{a_2} \bar{\pi} a_2^{a_1} \gamma^n + \pi a_2^{a_1} \bar{\pi} a_1^{a_2} \gamma^n}{2}.
\]

Because \(a\) is odd, \(2 = \pi_2 \bar{\pi}_2\) and \(a_1, a_2 < n\) we conclude that either \(a_1 \leq 1\) or \(a_2 \leq 1\). Moreover, from \((10)\) we have that \(a_1 + a_2 = n\). Without loss of generality we assume that \(a_2 \leq 1\). Suppose \(\gamma = u + v\pi_2\) where \(u, v \in \mathbb{Z}\). Because \(a, 7\) are coprime and \(n > 1\) we understand that \(u, v\) are coprime. The same approach works when \(n\) is even. To sum up, we have the following proposition.

**Proposition 3.2.** Suppose \((a, b)\) is a non-trivial primitive solution of \((5)\). Then, there exist coprime integers \(u, v \in \mathbb{Z}\) such that

\[
a + 7^k \sqrt{-7} = \pm \alpha^e (u + v\pi_2)^n,
\]

where \(e = 0, 1\) and \(\alpha = 2\pi_2^{-n-2}\). The pair \((u, v)\) is an integral solution of the Thue-Mahler equation,

\[
\pm 7^k = \frac{\alpha^e (u + v\pi_2)^n - \bar{\alpha}^e (u + v\bar{\pi}_2)^n}{2\sqrt{-7}}.
\]

Working similarly with the equation \((6)\) we have the following proposition,

**Proposition 3.3.** Suppose \((a, b)\) is a non-trivial primitive solution of \((6)\). Then, there exist coprime integers \(u, v \in \mathbb{Z}\) such that

\[
1 + a \sqrt{-7} = \pm \alpha^e (u + v\pi_2)^n,
\]

where \(e = 0, 1\) and \(\alpha = 2\pi_2^{-n-2}\). The pair \((u, v)\) is an integral solutions of the Thue equation,

\[
\pm 1 = \frac{\alpha^e (u + v\pi_2)^n + \bar{\alpha}^e (u + v\bar{\pi}_2)^n}{2}.
\]

Methods of solving Thue equations have been developed by Tzanakis and de Weger \([TdW92]\) and Bilu and Hanrot and implemented in \texttt{Pari} and \texttt{Magma} \([BCP97]\). On the other hand, even though there are methods of solving Thue-Mahler equations, which have also been developed by Tzanakis and de Weger \([TdW92]\), there was no a general implementation to any of the known software packages. Very recently Adela Gherga has written \texttt{Magma} code implementing the method in \([TdW92]\).
for her thesis, together with some important improvements, and parts of this work will be included in [GvKMS].

3.2. The case \( y = 2 \). Because of a technical step when we apply the modular method we have to exclude the case \( y = 2 \). We do that in the following proposition.

**Proposition 3.4.** The solutions of equation
\[
x^2 + 7^{2k+1} = 2^n,
\]
are \((|x|,k,n) = \{(1,0,3), (3,0,4), (5,0,5), (11,0,7), (13,1,9), (181,0,15)\}\).

**Proof.** Suppose \( a \) is an odd integer which is a solution of the above equation for some \( k \) and \( n \),
\[
a^2 + 7^{2k+1} = 2^n.
\]
Factoring over \( L \) the last equation we have
\[
(a + 7^k\sqrt{-7})(a - 7^k\sqrt{-7}) = 2^n.
\]
Hence, we understand that there exist \( e_1, e_2 \in \mathbb{Z} \) such that
\[
a + (\sqrt{-7})^{2k+1} = (\pm 1) \cdot \pi_2^{e_1} \cdot \tilde{\pi}_2^{e_2}.
\]
We have to mention that \( e_1 + e_2 = n \) and \( e_1, e_2 \geq 0 \). Taking conjugate of the above equation and subtracting we end up with the equation
\[
2 \cdot (\sqrt{-7})^{2k+1} = (\pm 1) \cdot \pi_2^{e_1-1} \cdot \tilde{\pi}_2^{e_2-1} \cdot (\sqrt{-7})^{-2k-1} + (\pm 1) \cdot \pi_2^{e_2-1} \cdot \tilde{\pi}_2^{e_1-1} \cdot (\sqrt{-7})^{-2k-1}.
\]
The last equation is an \( S \)-unit equation. Based on the work of Smart [Sma95, Sma98] and Tzanakis and de Weger [TdW92, TdW89] we can find an upper bound of \( e_1, e_2 \) and \( 2k+1 \). Actually we have \( e_1, e_2, 2k+1 \leq 646 \). Then, after an elementary computation we have the result. \( \square \)

4. Small exponents

As we have seen in Section 3.1 for a fix exponent \( n \) the solution of equations (5) and (6) is reduced to the solution of Thue and Thue-Mahler equations. In this section we consider the cases \( n = 3, 4, 5 \) and 7. For \( n = 7 \) we also assume \( k \equiv 1 \) (mod 3).

**Lemma 4.1.** The non-trivial primitive solutions of (5) for \( n = 3, 4, 5 \) or \( n = 7 \) with \( k \equiv 1 \) (mod 3) are
\[
(|x|, |y|, k, n) = (1, 2, 0, 3), (13, 8, 1, 3), (147, 28, 1, 3), (1911, 154, 1, 3), (3, 2, 0, 4), (5, 2, 0, 5), (181, 8, 0, 5).
\]

**Proof.** For the case \( n = 7 \) we have made the assumption \( k \equiv 1 \) (mod 3). In [PSS07] the authors compute the primitive solutions of the equation \( x^2 + y^3 = z^7 \). None of the solutions has \( y \) a power of 7, hence (5) has no solutions for \( n = 7 \) with \( k \equiv 1 \) (mod 3).

Suppose \( n = 5 \). According to Proposition 3.2 we have to solve the following Thue-Mahler equations
\[
2 \cdot 7^k = v(5u^4 + 10u^3v - 10u^2v^2 - 15uv^3 - v^4),
\]
\[
7^k = -u^5 - 15u^4v - 10u^3v^2 + 50u^2v^3 + 35uv^4 - 3v^5.
\]
where \( u, v \in \mathbb{Z} \) are as in Proposition 3.2. We recall that \( u, v \) are coprime. For the first equation we conclude that either \( v = \pm 2 \) and \( 5u^4 + 10u^3v - 10u^2v^2 - 15uv^3 - v^4 = \pm 7^k \) or \( v = \pm 7^s \) and \( 5u^4 + 10u^3v - 10u^2v^2 - 15uv^3 - v^4 = \pm 2 \). Because of the even degree of the above polynomial we can assume that either \( v = 2 \) or \( v = 7^k \) respectively. It is enough to consider the latter equation \( \pmod{5} \) to conclude that there are no solutions. For the case \( v = 2 \) we have the solution \((u, k) = (-1, 2)\). So, any effort to prove the non-existence of solutions will fail. However, we can bound \( k \) reducing the problem to an \( S \)-unit equation where \( k \) appears as an exponent of one of the generators. Because \( v = 2 \) we actually have to solve the equation
\[
5u^4 + 20u^3 - 40u^2 - 120u - 16 = \pm 7^k.
\]
We define \( g(u) = 5u^4 + 20u^3 - 40u^2 - 120u - 16 \) and \( K = \mathbb{Q}(\theta) \) where \( \theta^4 + 20\theta^3 - 200\theta^2 - 3000\theta - 2000 = 0 \). Using Sage we know that the extension \( K/\mathbb{Q} \) is Galois because the minimal polynomial of \( \theta \) completely splits over \( K \), \( K \) has class number one, there is only one prime ideal \( p_7 \) above 7 with ramification index 2 and \( g \) splits completely over \( K \). We denote by \( \rho_i \) the four roots of \( g \) which all lie in \( K \) and \( \pi_7 \) a uniformizer of \( p_7 \) which we fix. Then there exist units \( \epsilon_i \) such that \( u - \rho_1 = \epsilon_1 \pi_7^{k_1} \), where \( k_i \) are non-negative integers with \( k_1 + k_2 + k_3 + k_4 = 2k \). Because \( \text{Gal}(K/\mathbb{Q}) \) acts transitively over \( \rho_i \)'s and \( u \) is an integer we understand that all \( k_i \)'s are the same and equal to \( k/2 \). Without loss of generality we have
\[
\begin{align*}
u - \rho_1 &= u - \theta/5 = \epsilon_1 \pi_7^{k/2} & \quad \text{and} \quad u - \rho_2 &= u + \theta/5 + 2 = \epsilon_2 \pi_7^{k/2}
\end{align*}
\]
Subtracting the last two equation we have,
\[
1 = \frac{\epsilon_2 \pi_7^{k/2} - \epsilon_1 \pi_7^{k/2}}{2(\theta/5 + 1)}.
\]
The last equation is an \( S \)-unit equation and similarly to the proof of Proposition 3.3 we prove that \( k/2 \leq 11157 \). As long as we have bounded \( k \) we can easily prove that \((u, v, k) = (\pm 1, \mp 2, 2)\) are the only solutions. However, they correspond to the trivial solution with \( a = 0 \).

For the second Thue-Mahler equation \( 7^k = -u^5 - 15u^4v - 10u^3v^2 + 50u^2v^3 + 35uv^4 - 3v^5 \) we asked Adela Gherga to solve the equation using her code and the solutions are the following,
\[
(u, v, k) = (2, -1, 0), (-1, 0, 0).
\]
From the solutions of the Thue-Mahler equation we have that the solutions of (15) for \( n = 5 \) are \((|a|, |b|) = (5, 2), (181, 8)\).

Suppose \( n = 4 \) and \((a, b)\) is a non-trivial primitive solution of (15). It holds
\[
a^2 + 7^{2k+1} = b^4 \quad \text{which is rewritten by}
\]
\[
(b^2 - a)(b^2 + a) = 7^{2k+1}.
\]
Because \( a, b \) are coprime we understand that there exist positive integers \( t, s \) such that \( b^2 - a = 7^t \) and \( b^2 + a = 7^s \) with \( s + t = 2k + 1 \). This implies that \( 2b^2 = 7^t + 7^s \) and \( 2a = 7^t - 7^s \). Because \( a, b \) are coprime we conclude that either \( t = 0 \) or \( s = 0 \), so \( 2b^2 = 7^{2k+1} + 1 \). From [BS04] Theorem 1.1] we have that there is no solution for \( k > 1 \) thus we conclude there is only one solution \((|a|, |b|) = (3, 2)\) for \( k = 0 \).

Finally, we consider the case \( n = 3 \). According to Proposition 3.2 we have to solve the following Thue-Mahler equations
\[
2 \cdot 7^k = v(3u^2 + 3uv - v^2) \quad \text{and} \quad 7^k = u^3 + 3u^2v - 3uv^2 - 3v^3,
\]
where \( u, v \in \mathbb{Z} \) are as in Proposition 3.2.
where \( u, v \in \mathbb{Z} \) are as in Proposition 3.2. We recall that \( u, v \) are coprime. For the first equation we conclude that either \( v = \pm 2 \) and \( 3u^2 + 3uv - v^2 = \pm 7 \) or \( v = \pm 7 \) and \( 3u^2 + 3uv - v^2 = \pm 2 \). Like the case \( n = 5 \) we can assume that either \( v = 2 \) or \( v = 7^k \) respectively. We can exclude the case \( v = 7^k \) by taking the equation either \((\mod 7)\) or \((\mod 2)\) and the case \( v = 2 \) with the plus sign by taking the equation \((\mod 3)\). Finally, for the case \( v = 2 \) and \( 3u^2 + 3uv - v^2 = -7^k \) we have \( 3u^2 + 6u - 4 = 3(u + 1)^2 - 7 = -7^k \) from which we understand that \( k \leq 1 \). For \( k \leq 1 \) there is the solution \((u, v, k) = (-1, 2, 1)\) which corresponds to the trivial solution \( a = 0 \).

For the second Thue-Mahler equation \( 7^k = u^2 + 3uv^2 - 3v^3 \), we asked Adela Gherga to solve the equation using her code and the solutions are the following,

\[
(u, v, k) = (-4, 1, 1), (1, 2, 1), (5, 4, 1), (4, -1, 1), (1, -2, 1), (-5, -4, 1), (2, -3, 0), (-1, 0, 0), (-2, 1, 1), (-2, 3, 0), (1, 0, 0), (2, -1, 1).
\]

From the solutions of the Thue-Mahler equation we have that the solutions of \([8]\) for \( n = 3 \) are \((|a|, |b|) = (1, 2), (13, 8), (147, 28), (181, 64), (1911, 154)\) of \([5]\).

**Lemma 4.2.** The non-trivial primitive solutions of \([8]\) for \( n = 3, 4, 5, 7 \) are \((|x|, |n|) = (3, 3), (1, 3), (39, 3)\).

**Proof.** According to Lemma 3.3 the solution of \([6]\) for fix \( n \) is reduced to the solution of Thue equations. We have written a Sage program (based on functions by Pari) that solves the Thue equations and computes the solutions.

With Lemmas 4.1 and 4.2 we have determined the solutions in Theorem 1.1 for the ‘small’ exponents. For the rest of paper we apply the modular method and the symplectic argument to prove the non-existence of solutions for the ‘big’ exponents under the assumptions of Theorem 1.1.

### 5. Primitive solutions of \( x^2 + 7^{2k+1} = y^n \)

In this section we determine the non-trivial primitive solutions of equation

\[(27) \quad x^2 + 7^{2k+1} = y^n,\]

with \( k \geq 0, n \geq 11 \) an odd prime and \( y \) even. Actually, we prove the following theorem.

**Theorem 5.1.** There are no non-trivial primitive solutions of \((27)\) with \( y \) even and \( n \) an odd prime with \( n \geq 11 \) in the following two cases

- \( n \equiv 13, 17, 19, 23 \) (mod 24) and \( k \not\equiv 1 \) (mod 3),
- \( n \equiv 5, 7, 13, 23 \) (mod 24) and \( k \equiv 1 \) (mod 3).

Suppose \((a, b)\) is a primitive solution of \((27)\) with \( 2 \mid b \). Because of Proposition 3.4 we also assume that \( b \) has an odd prime factor. For a solution \((a, b)\) it is very natural to attach a Frey curve of signature \((n, n, 2)\) [2BS04]. However, this Frey curve does not have enough local information to apply the symplectic argument. For this reason we also attach a Frey curve of signature \((2, 3, n)\) [DG95]. The last Frey curve was studied in details in [Bar10]. The local information of the \((2, 3, n)\) Frey-curve is rich enough and together with the powerful multi-Frey technique [BMS08, BLMS08] allow us to give a contradiction.
5.1. Frey curve of signature \((n, n, 2)\): First of all, we can assume that \(2k + 1 \neq 0 \pmod{n}\), otherwise the solution \((a, b)\) corresponds to a non-trivial primitive solution of the equation

\[
(28) \quad x^2 = y^n + z^n,
\]

which does not have non-trivial primitive solutions \([DM97]\).

Suppose \(2k + 1 \neq 0 \pmod{n}\). Because \(n \geq 11\) is an odd prime we have \(\text{ord}_2(b^n) \geq 11\). Based on the work of Bennett-Skinner \([BS04]\) and assuming that \(a \equiv 1 \pmod{4}\) we associate to the solution \((a, b)\) the Frey curve

\[
(29) \quad E_1 : Y^2 + XY = X^3 + \frac{a - 1}{4}X^2 + \frac{b^n}{64}X.
\]

The invariants of \(E_1\) are the followings,

\[
(30) \quad j(E_1) = 2^6 \frac{(-4a^2 + 3b^n)^3}{7^{2k+1}b^{2n}}, \quad \Delta(E_1) = -\frac{7^{2k+1}b^{2n}}{2^{12}}, \quad N(E_1) = 7 \prod_{p \mid b} p.
\]

Suppose \(\rho_{E_1,n}\) is the representation of \(\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})\) on the \(n\)-th torsion points \(E_1[n]\) of \(E_1\).

**Lemma 5.2.** There exists a rational newform of level \(N_1 = 14\) such that \(\rho_{E_1,n} \simeq \rho_{f_1,n}\).

**Proof.** The curve \(E_1\) does not have complex multiplication and \(\rho_{E_1,n}\) is absolutely irreducible \([BS04]\ Corollary 3.1, Corollary 2.2\). By level lowering \([Rib90]\) we know that there exists a newform \(f_1\) of level \(N_1 = 14\) such that \(\rho_{E_1,n} \simeq \rho_{f_1,n}\). However, there is only one newform of level \(N_1 = 14\) which is rational with corresponding elliptic curve

\[
(31) \quad E_{f_1} : Y^2 + YX + Y = X^3 + 4X - 6.
\]

\(\square\)

**Lemma 5.3.** Suppose \((a, b)\) is a non-trivial primitive solution of \((27)\) with \(n \geq 11\). Then \(3 \nmid a\).

**Proof.** Suppose \(3 \mid a\). Then we have that \(\rho_{E_1,n} \simeq \rho_{f_1,n}\) for the unique rational newform \(f_1\) of level \(N_1 = 14\). It holds \(a_3(f_1) = -2\) while \(a_3(E_1) = 0\). According to Proposition 2.1 we understand that \(n \mid 6\), which is a contradiction to the assumption \(n \geq 11\).

\(\square\)

5.2. Frey curve of signature \((2, 3, n)\): At this point we introduce and study the arithmetic of the Frey curve of signature \((2, 3, n)\) for a non-trivial primitive solution \((a, b)\) of \((5)\). The arithmetic of this curve has been studied in details in \([Bar10]\).

As above we make the assumption that \(a \equiv 1 \pmod{4}\). Because of Lemma 5.2 we have \(3 \nmid b\) and assume that \(a \equiv 1 \pmod{3}\). Because \(a, b\) are coprime we conclude that \(3 \nmid b\).

Suppose that \(2k + 1 = 3\lambda + i\) where \(i = 0, 1, 2\). It holds that \(\lambda\) and \(i\) do not have the same parity. The associate Frey curve is given by

\[
(32) \quad E'_1 : Y^2 = X^3 + 3 \cdot 7^{\lambda+i}X + (-1)^{i+1}2^i \cdot 7^i \cdot a.
\]
The curve is minimal away from 2 and the minimal invariants (for \( p = 2 \) this follows from Lemma 5.3) of \( E'_1 \) are

\[
j(E'_1) = 2^6 \cdot 3^3 \cdot \frac{7^{2k+1}}{b^n}, \quad \Delta(E'_1) = -2^{-6} \cdot 3^3 \cdot 7^{2i} \cdot b^n, \quad c_4(E'_1) = -3^2 \cdot 7^{\lambda' + i}, \quad c_6(E'_1) = (-1)^i \cdot 3^3 \cdot 7^i \cdot a.
\]

**Lemma 5.4.** The conductor of \( E'_1 \) is given by

\[
N(E'_1) = \begin{cases} 
2 \cdot 3^3 \cdot 7^2 \cdot \text{Rad}_{2,3}(b), & i \neq 0, \\
2 \cdot 3^3 \cdot \text{Rad}_{2,3}(b), & i = 0,
\end{cases}
\]

with \( e_3 = 2, 3 \). Moreover, the reduction type at \( p = 3 \) is II for \( e_3 = 3 \) and III for \( e_3 = 2 \).

**Proof.** For \( p \geq 5 \) this follows from the invariants of \( E'_1 \). For \( p = 3 \) we carry out Tate’s algorithm for \( E'_1 \) together with [Pap93, TABLEAU II] and we compute \( e_3 \) and the reduction type (see also [Bar10, Table 5.8]).

The case \( p = 2 \) is more complicated and we use the ideas of the proof in [PSS07, Lemma 4.6]. We recall that we have assumed \( a \equiv 1 \) (mod 4) and \( 2 \mid b \). We also assume that \( i \equiv 1 \) (mod 2). Because \( 2 \nmid a \) there exists \( t = a/7^\lambda \in \mathbb{Z}_2 \). Because \( a^2 + 7^{3\lambda + i} \equiv 0 \) (mod \( 2^7 \)), this implies that \( (a, 7^\lambda) \equiv (-t^3/t^4, -t^2/t^4) \) (mod \( 2^7 \)). The right-hand side of the Weierstrass model of \( E'_1 \) is congruent to \((X - 2t)(X + t)^2 \) (mod \( 2^7 \)), hence the substitution \( X \mapsto X - t \) gives a cubic polynomial congruent to \( X^3 - 3tX^2 \) (mod \( 2^7 \)). Because \( a \equiv 1 \) (mod 4) and \( i \equiv 1 \) (mod 2) we have \( t \equiv 1 \) (mod 4). The substitution \( Y \mapsto Y + X \) shows that the model is not minimal. Thus for the minimal model we have \( v_2(c_{4,\min}) = v_2(c_4(E'_1)) - 4 = 0 \), so \( E'_1 \) has multiplicative reduction at 2. The case \( i \equiv 0 \) (mod 2) is similar. \( \square \)

Because \( b \neq 1 \) we understand that \( E'_1 \) does not have complex multiplication. Suppose \( \rho_{E'_1,n} \) is the representation of \( \text{Gal} (\overline{\mathbb{Q}}/\mathbb{Q}) \) on the \( n \)-th torsion points \( E'_1[n] \) of \( E'_1 \).

**Lemma 5.5.** The representation \( \rho_{E'_1,n} \) is irreducible for \( n \geq 11 \).

**Proof.** Suppose \( \rho_{E'_1,n} \) is reducible, then \( E'_1 \) has a \( \mathbb{Q} \)-rational subgroup of order \( n \). By the work of Mazur [Maz78] we have that for \( n \geq 11 \) and \( n \neq 13 \) this can not happen unless \( b \) is a power of 2. However, we have made the assumption that \( b \) is not a power of 2 because of Proposition 5.3.

Suppose \( n = 13 \) and \( \rho_{E'_1,n} \) is reducible. Then \( E'_1 \) corresponds to a rational point on the modular curve \( X_0(13) \). The \( j \)-map from \( X_0(13) \) to \( X(1) \) is given by

\[
j_{13}(t) = \frac{(t^4 + 7t^3 + 20t^2 + 19t + 1)^3(t^2 + 15t + 13)}{t}.
\]

Then we have \( j(E'_1) = j_{13}(t) \) for some \( t \in \mathbb{Q} \). Let assume that \( t = x/y \) with \( x, y \) non-zero coprime integers. Then we have

\[
2^6 \cdot 3^3 \cdot \frac{7^{2k+1}}{b^n} = \frac{(x^4 + 7x^3y + 20x^2y^2 + 19xy^3 + y^4)^3(x^2 + 15xy + 13y^2)}{y^{13}x}
\]

We can easily see that \((x^4 + 7x^3y + 20x^2y^2 + 19xy^3 + y^4)^3(x^2 + 15xy + 13y^2) \) and \( y^{13}x \) are coprime, thus \( 2^6 \cdot 3^3 \cdot 7^{2k+1} = (x^4 + 7x^3y + 20x^2y^2 + 19xy^3 + y^4)^3(x^2 + 15xy + 13y^2) \).
We define \( h_1 = x^4 + 7x^3y + 20x^2y^2 + 19xy^3 + y^4 \) and \( h_2 = x^2 + 15xy + 13y^2 \). Using Sage we can prove that

\[
\text{res}(h_1, h_2; x) = -2^2 \cdot 3^2 \cdot 11^2 \cdot 23 \cdot y^8,
\]

\[
\text{res}(h_1, h_2; y) = -2^2 \cdot 3^2 \cdot 11^2 \cdot 23 \cdot x^8.
\]

Hence, \( h_1 \) and \( h_2 \) are coprime away from 2,3. Thus we conclude that one of the following cases holds,

\[
(36) \quad \pm 1, \pm 2, \pm 3, \pm 4, \pm 6, \pm 12 = h_1(x, y) \quad \text{or} \quad \pm 2^{a_1} \cdot 3^{a_2} = h_2(x, y),
\]

with \( 0 \leq a_1 \leq 6 \) and \( 0 \leq a_2 \leq 3 \). For the initial case we solve Thue equations using Pari and we find the solutions for which \( xy \neq 0 \) to be \( (x, y) \in \{ (\pm 1, \pm 1), (\pm 2, \pm 1) \} \).

However, for any of the above pairs \((x, y)\) it holds \( v_7(j_{13}(x/y)) = 0 \) which shows that it can not be equal to the \( j(E'_1) \).

For the latter case we understand that \( v_7(h_1(x, y)) > 0 \). But an elementary computation shows that \( h_2(x, y) \not \equiv 0 \) (mod 7) for coprime \( x, y \).

We define

\[
N'_1 = \begin{cases} 
2 \cdot 3^3 \cdot 7^2, & i \neq 0, \\
2 \cdot 3^3, & i = 0,
\end{cases}
\]

with \( \varepsilon_3 = 2,3 \).

**Lemma 5.6.** There exists a newform of level \( N'_1 \) such that \( \rho_{E'_1,n} \simeq \rho_{f'_1,n} \).

**Proof.** Because \( b \neq 1 \) we know that \( E'_1 \) does not have complex multiplication. From Lemma 5.3 \( \rho_{E'_1,n} \) is irreducible, hence by level lowering [Rib90] we know that there exists a newform \( f'_1 \) of level \( N'_1 \) such that \( \rho_{E'_1,n} \simeq \rho_{f'_1,n} \). \( \square \)

There are cases in the modular method when Proposition 2.1 is not enough to eliminate newforms. A standard technique is to compare Galois representations locally, especially the order of the inertia group \( I_\ell \) for a suitable choice of the prime \( \ell \). The following lemma gives all the local information we need for \( \rho_{E'_1,n} \).

**Lemma 5.7.** Suppose \( I_\ell \) is the inertia subgroup of \( \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \) with respect to the prime \( \ell \). Then we have

- \( \#\rho_{E'_1,n}(I_7) = \begin{cases} 
1, & i = 0, \\
6, & i = 1, \\
3, & i = 2.
\end{cases} \)

- \( \#\rho_{E'_1,n}(I_3) = \begin{cases} 
4, & \varepsilon_3 = 2, \\
12, & \varepsilon_3 = 3.
\end{cases} \)

**Proof.** For \( p = 7 \) this is an immediate consequence of the computations of the invariants of \( E'_1 \) and [Kra90, Proposition 1].

Suppose \( p = 3 \). We recall that \( 3 \nmid ab \), so \( v_3(\Delta(E'_1)) = 3 \) and \( v_3(\varepsilon_6(E'_1)) = 3 \). From Lemma 5.3 we know that \( E'_1 \) has \( III \) reduction type when \( \varepsilon_3 = 2 \) and has \( II \) reduction type when \( \varepsilon_3 = 3 \). Combining this with the Corollary of [Kra90, Théorème 1] on page 356 we have the result. \( \square \)
5.3. proof of Theorem 5.1. With the above notation for a non-trivial primitive solution \((a, b)\), the rational newform \(f_1\) of level 14 and prime \(\ell \nmid 48\) we define

\[
R_1(f_1, a) = \begin{cases} 
\alpha_1(E_\ell) - \alpha_1(f_1), & \text{if } \left(\frac{-\tau}{\ell}\right) = -1, \\
(\ell + 1)^2 - \alpha_1(f_1)^2, & \text{if } \left(\frac{-\tau}{\ell}\right) = 1.
\end{cases}
\]

Similarly, for a newform \(f'_1\) of level \(N'_1\) we define

\[
R'_1(f'_1, a) = \begin{cases} 
\text{Norm}_{K'_1/Q}(\alpha_1(E'_\ell) - \alpha_1(f'_1)), & \text{if } \left(\frac{-\tau}{\ell}\right) = -1, \\
\text{Norm}_{K'_1/Q}((\ell + 1)^2 - \alpha_1(f'_1)^2), & \text{if } \left(\frac{-\tau}{\ell}\right) = 1.
\end{cases}
\]

Now let

\[
T_\ell(f_1, f'_1) = \begin{cases} 
\prod_{0 \leq \alpha \leq \ell - 1} \gcd(R_1(f_1, a), R'_1(f'_1, a)), & \text{if } f'_1 \text{ is rational,} \\
\prod_{0 \leq \alpha \leq \ell - 1} \gcd(R_1(f_1, a), R'_1(f'_1, a)), & \text{otherwise.}
\end{cases}
\]

Because of Proposition 2.1, Lemma 5.2 and Lemma 5.6 we have that \(n \mid T_\ell(f_1, f'_1)\).

We have written a simple Sage script that computes \(U(f_1, f'_1) = \gcd(T_\ell(f_1, f'_1))\) for each possible pair \((f_1, f'_1)\). For the cases \(E'_1\) is rational we also check if \(\#\rho_{E'_1,n}(I_\ell)\) and \(\#\rho_{f'_1,n}(I_\ell)\) are equal for \(\ell = 3, 7\) using Lemma 5.7. For these pairs that \(U(f_1, f'_1) \neq 0\) we get \(n \leq 7\).

However, there are six pairs \((f_1, f'_1)\) such that \(U(f_1, f'_1) = 0\) and \(\#\rho_{E'_1,n}(I_\ell) = \#\rho_{f'_1,n}(I_\ell)\) for \(\ell = 3, 7\). This holds for six rational newforms \(f'_1\) with corresponding elliptic curve \(E'_1\) as in the Table 1. We will eliminate these six exceptional cases using the symplectic argument. For a prime \(\ell\) and elliptic curve \(E\) we denote by \(\Delta_\ell(E)\) (or \(\hat{\Delta}(E)\)) the prime to \(\ell\) part of \(\Delta(E)\).

**Lemma 5.8.** Suppose \(E'_1\) is one curve from Table 1. We have that \(E'_1[n]\) and \(E'_1[n]\) are symplectically isomorphic if and only if \((-6/n) = 1\) for \(i \neq 0\) and \((-2/n) = 1\) for \(i = 0\).

**Proof.** We apply [FK17] Theorem 13 for \(\ell = 2\). Both \(E'_1\) and \(E'_{1}\) have multiplicative reduction at 2 and \(n \nmid v_2(\Delta(E'_1))\). It holds \(v_2(\Delta(E'_1)) = 1\) or 9 for \(i \neq 0\) and \(v_2(\Delta(E'_1)) = 3\) for \(i = 0\). In addition, we have \(v_2(\Delta(E'_1)) = -6 + nv_2(b)\). Thus from [FK17] Theorem 13 we have that \(E'_1[n]\) and \(E'_1[n]\) are symplectically isomorphic if and only if \((-6/n) = 1\) for \(i \neq 0\) and \((-2/n) = 1\) for \(i = 0\). \(\square\)

**Lemma 5.9.** Suppose \(E'_{1}\) is one curve from Table 1. We have that \(E'_{1}[n]\) and \(E'_{1}[n]\) are symplectically isomorphic.

| Cremona label | \(E'_1\) : \((a_1, a_2, a_3, a_4, a_6)\) | \(i\) |
|--------------|-----------------------------------|-----|
| 54b1         | \((-1, -1, 1, 1, -1)\)            | 0   |
| 882g1        | \((-1, -1, 1, 1, 39)\)            | 1   |
| 882f1        | \((-1, -1, 1, 64, -13597)\)       | 2   |
| 2646bc1      | \((-1, -1, 1, -3)\)              | 1   |
| 2646g1       | \((-1, -1, 1, 64, 809)\)          | 2   |

Table 1. The exceptional curves \(E'_1\) given by Cremona label.
Proof. We apply the symplectic criteria in [FK17] for \( \ell = 3 \). We have to work according to the value of \( \epsilon_3 \).

Case \( \epsilon_3 = 2 \): It holds \( v_3(\Delta(E'_{f_1})) \equiv 3 \pmod{4} \) and \( \left( \frac{\Delta(E'_{f_1})}{3} \right) = 1 \). Moreover, we have \( v_3(\Delta(E'_{f_1})) \equiv 3 \pmod{4} \) and \( \left( \frac{\Delta(E'_{f_1})}{3} \right) = 1 \) because \( 3 \nmid a \) (Lemma 5.3). With the notation of [FK17] Theorem 5 we have that \( r = 0 \) and \( t = 0 \). Thus, we conclude from [FK17] Theorem 5 \( E'_{f_1}[n] \) and \( E'_{f_1}[n] \) are symplectically isomorphic.

Case \( \epsilon_3 = 3 \): According to Lemma 5.7 we have that \( \#\rho_{E'_{f_1},n}(I_3) = 12 \). Then, according to [FK17] Theorem 10 \( E'_{f_1}[n] \) and \( E'_{f_1}[n] \) are symplectically isomorphic whenever \( (3/n) = 1 \).

Suppose \( (3/n) = -1 \). It holds \( (v_3(c_4(E'_{f_1})), v_3(c_6(E'_{f_1})), v_3(\Delta(E'_{f_1}))) = (2,3,3) \) while \( (v_3(c_4(E_1)), v_3(c_6(E_1)), v_3(\Delta(E_1))) = (2,3,4,3) \) because \( 3 \nmid a \) (Lemma 5.3). Then, according to [FK17] Theorem 11 \( E'_{f_1}[n] \) and \( E'_{f_1}[n] \) are symplectically isomorphic.

Now, Theorem 5.11 is an immediate consequence of the above analysis and Lemmas 5.8 and 5.9.

6. Primitive solutions of \( 7x^2 + 1 = y^n \)

In this section we determine the primitive solutions of equation

\[
7x^2 + 1 = y^n, 
\]

with \( n \geq 11 \) an odd prime and \( y \) even. Suppose \((a, b)\) is a primitive solution of (27) with \( 2 \mid b \). As in Section 5 we apply the modular method. Because \( n \geq 11 \) is an odd prime we have that \( \text{ord}_2(b^n) \geq 11 \). Again, based on the work of Bennett-Skinner [BS04] and assuming that \( a \equiv 3 \pmod{4} \) we associate to the solution \((a,b)\) the Frey curve,

\[
E_2 : Y^2 + XY = X^3 + \frac{7a - 1}{4}X^2 + \frac{7b^n}{64}X. 
\]

The invariants of \( E_2 \) are the followings,

\[
j(E_2) = -2^6(7a^2 - 3)^3, \quad \Delta(E_2) = -\frac{7^3b^{2n}}{2^{12}}, \quad N(E_2) = 7^2 \prod_{p|b} p. 
\]

Suppose \( \rho_{E_2,n} \) is the representation of \( \text{Gal}(\bar{\mathbb{Q}}/\mathbb{Q}) \) on the \( n \)-th torsion points \( E_2[n] \) of \( E_2 \). The curve \( E_2 \) does not have complex multiplication and \( \rho_{E_2,n} \) is absolutely irreducible according to [BS04] Corollary 3.1, Corollary 2.2. By level lowering [Rib90] we know that there exists a newform \( f_2 \) of level \( N_n(E_2) = 98 \) such that \( \rho_{E_2,n} \sim \rho_{f_2,n} \).

**Theorem 6.1.** There are no non-trivial primitive solutions of (39) with \( y \) even and \( n \geq 11 \).

Proof. Suppose \((a,b)\) is a non-trivial primitive solution of (39). From the above there exists a newform \( f_2 \) of level \( N_n(E_2) = 98 \) such that \( \rho_{E_2,n} \sim \rho_{f_2,n} \). There are two newforms of level 98, one is irrational and the other is rational.

Suppose \( f_2 \) is the irrational newform of level 98. Then the eigenvalue field of \( f_2 \) is \( K = \mathbb{Q}(\theta) \) with \( \theta^2 - 2\theta - 1 = 0 \). It holds \( a_3(f_2) = \theta - 1 \) while \( a_3(E_2) = 0, \pm 2 \) (from Weil’s bound). Due to Proposition 2.1 we conclude that \( n \mid \text{Norm}_{K/\mathbb{Q}}(a_3(f_2) - \ldots \ldots) \)
$a_3(E_2)$ or $n \mid \text{Norm}_{K/Q}(a_3(f_2)^2 - 4^2) = 14^2$. This implies that $n \mid 14$ which is a contradiction to the fact that $n \geq 11$.

Suppose $f_2$ is the rational newform of level 98. A corresponding elliptic curve due to modularity is the following

$$E_{f_2} : Y^2 + YX = X^3 + X^2 - 25X - 111.$$  

It is known that $\#\rho_{E_2,n}(I_7) = 4$ [Kra90, BS04]. However, $E_{f_2}$ has potential multiplicative reduction because $v_7(j(E_{f_2})) = -1$. By the theory of Tate curve we have that $n \mid \#\rho_{E_2,n}(I_7)$ (see [Sil94, Chapter V]) which gives a contradiction for $n \geq 11$. □

7. Acknowledgement

The author would like to thank Professor Michael Bennett for useful conversations and suggestions about a first draft. We are also grateful to Adela Gherga for solving all the Thue-Mahler equations we asked her. Finally, we want to thank Professor John Cremona for the access to the servers of Number Theory Group of University of Warwick where all the computations the author did took place.

References

[AAM02] S. A. Arif and Fadwa S. Abu Muriefah. On the Diophantine equation $x^2 + q^{2k+1} = y^n$. J. Number Theory, 95(1):95–100, 2002.

[AM97] S. Akhtar Arif and Fadwa S. Abu Muriefah. On the Diophantine equation $x^2 + 2^k = y^n$. Internat. J. Math. Math. Sci., 20(2):299–304, 1997.

[AM98] S. Akhtar Arif and Fadwa S. Abu Muriefah. The Diophantine equation $x^2 + 3^n = y^n$. Internat. J. Math. Math. Sci., 21(3):619–620, 1998.

[AM06] Fadwa S. Abu Muriefah. On the Diophantine equation $x^2 + 5^{2k} = y^n$. Demonstratio Math., 39(2):285–289, 2006.

[Bar10] Carlos Filipe Barros. On the Lebesgue–Nagell equation and related subjects. PhD thesis, University of Warwick, 2010. [https://homepages.warwick.ac.uk/~maseap/theses/carlosphd.pdf]

[BBF18] Michael A. Bennett, Carmen Bruni, and Nuno Freitas. Sums of two cubes as twisted perfect powers, revisited. Algebra Number Theory, 12(4):959–999, 2018.

[BCP97] Wieb Bosma, John Cannon, and Catherine Playoust. The Magma algebra system. I. The user language. J. Symbolic Comput., 24(3-4):235–265, 1997. Computational algebra and number theory (London, 1993).

[BLMS08] Yann Bugeaud, Florian Luca, Maurice Mignotte, and Samir Siksek. Almost powers in the Lucas sequence. J. Théor. Nombres Bordeaux, 20(3):555–600, 2008.

[BMS06] Yann Bugeaud, Maurice Mignotte, and Samir Siksek. Classical and modular approaches to exponential Diophantine equations. II. The Lebesgue-Nagell equation. Compos. Math., 142(1):31–62, 2006.

[BMS08] Yann Bugeaud, Maurice Mignotte, and Samir Siksek. A multi-Frey approach to some multi-parameter families of Diophantine equations. Canad. J. Math., 60(3):491–519, 2008.

[BP08] Attila Bérczes and István Pink. On the Diophantine equation $x^2 + p^{2k} = y^n$. Arch. Math. (Basel), 91(6):505–517, 2008.

[BP12] Attila Bérczes and István Pink. On the Diophantine equation $x^2 + d^{2l+1} = y^n$. Glasg. Math. J., 54(2):415–428, 2012.

[Bro77] Ezra Brown. Diophantine equations of the form $ax^2 + Db^2 = y^n$. J. Reine Angew. Math., 291:118–127, 1977.

[BS04] Michael A. Bennett and Chris M. Skinner. Ternary Diophantine equations via Galois representations and modular forms. Canad. J. Math., 56(1):23–54, 2004.

[CDI13] Ismail Naci Cangül, Musa Demirci, İlker İnam, Florian Luca, and Gökhan Soydan. On the Diophantine equation $x^2 + 2^a \cdot 3^b \cdot 11^c = y^n$. Math. Slovaca, 63(3):647–659, 2013.
N. Saradha and Anitha Srinivasan. Solutions of some generalized Ramanujan-Nagell equations. *Indag. Math. (N.S.)*, 17(1):103–114, 2006.

T. N. Shorey, A. J. Van der Poorten, R. Tijdeman, and A. Schinzel. Applications of the Gelfond-Baker method to Diophantine equations. pages 59–77, 1977.

Liqun Tao. On the Diophantine equation $x^2 + 3^m = y^n$. *Integers*, 8:A55, 7, 2008.

Liqun Tao. On the Diophantine equation $x^2 + 5^m = y^n$. *Ramanujan J.*, 19(3):325–338, 2009.

N. Tzanakis and B. M. M. de Weger. On the practical solution of the Thue equation. *J. Number Theory*, 31(2):99–132, 1989.

N. Tzanakis and B. M. M. de Weger. How to explicitly solve a Thue-Mahler equation. *Compositio Math.*, 84(3):223–288, 1992.

The Sage Developers. *SageMath, the Sage Mathematics Software System (Version 8.4)*, 2018. [http://www.sagemath.org](http://www.sagemath.org).

Hui Lin Zhu and Mao Hua Le. On some generalized Lebesgue-Nagell equations. *J. Number Theory*, 131(3):458–469, 2011.