Abstract. We study the performance of the perturbative bias expansion when combined with the multi-tracer technique, and their impact on the extraction of cosmological parameters. We consider two populations of tracers of large-scale structure and perform a series of Markov chain Monte Carlo analysis for those two tracers separately. The constraints in $\omega_{\text{cdm}}$ and $h$ using multi-tracer are less biased and approximately 60% better than those obtained for a single tracer. The multi-tracer approach also provides stronger constraints on the bias expansion parameters, breaking degeneracies between them and with their error being typically half of the single-tracer case. Finally, we studied the impacts caused in parameter extraction when including a correlation between the stochastic field of distinct tracers. We also include a study with galaxies showing that multi-tracer still lead to substantial gains in the cosmological parameters.
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Extracting the maximum amount of information from current and forthcoming large-scale structure (LSS) surveys [1–4] is vital to improve the bounds on cosmological parameters [5]. The Effective Field Theory (EFT) of large-scale structure (LSS) has been shown to be a self-consistent framework to parametrize the theoretical uncertainties through controlled expansion parameters [6–10]. At one-loop level, the EFTofLSS has been able to describe data with sub percent precision at (mildly) non-linear scales [11–15] and is now being used to probe new physics [16, 17].

One of the main challenges relies on connecting the galaxy surveys observables with the underlying matter density field. For the galaxy overdensity $\delta_g$, this is done under the EFT framework by considering the relationship

$$\delta_g(x, \tau) = \mathcal{F}[\Phi, \Phi_v],$$

where the functional $\mathcal{F}$ is expanded in terms of operators composed of derivatives of the gravitational potential $\Phi$ and of the velocity potential $\Phi_v$ [18, 19]. As usual for EFT’s, each of those operators is followed by free parameters, here referred to as bias parameters, that must be fitted when comparing the theory with data. These parameters capture both information from the tracer dynamics but also from the smallest scales (UV), with the higher-order coefficients being essential to extract information from the mildly non-linear scales. Efforts are being made to improve our knowledge about the properties of those parameters, which can lead to a more robust understanding of the aspects of tracer formation [20–25]. In addition to those bias coefficients, a stochastic contribution is necessary on top of Eq. (1.1) to take into account the intrinsic small-scale randomness from the initial conditions and
other sources of noise [19], such as sub- or super-Poissonian shot-noise, exclusion and satellite galaxies effects [26].

In parallel to the description of the mildly non-linear scales by the EFTofLSS, the multi-tracer (MT) technique has gathered exciting results extracting information in the linear regime. MT combines the result of different tracers to suppress the cosmic variance, maximizing the information extracted from the largest scales if compared to single-tracer (ST) [27–29]. MT analysis has achieved remarkable results in probing primordial non-Gaussianities and relativistic effects (in linear scales). For that reason MT has been extensively used in some recent survey analyses (see e.g., [30–32]).

In this paper we aim to combine the robustness of the EFTofLSS formalism to get deep into the non-linear regime and the gains brought by the MT analysis. We construct a straightforward generalization of the idea of multi-tracer within perturbation theory and perform a full-shape analysis of the power-spectrum of halos from the MultiDark N-body simulations [33] in real space. We leave the study of redshift-space distortions for future work. We compare the results of MT with the ST by running Markov chain Monte Carlo (MCMC) for a different set of priors in the bias parameters. Despite including many more free parameters than the ST, the MT estimate produced more stringent constraints on the cosmological and bias parameters.

This paper is structured as follows. In Sec. 2 we summarize the theoretical basis of the multi-tracer method and the large-scale bias expansion. We show how the usual ST setup, including the stochastic field and higher-derivative bias, can be extended to accommodate multiple tracers. The simulation data and the setup used to scrutinize the multi-tracer performance are given in Sec. 3. The main results are presented in Sec. 4 and we conclude in Sec. 5. We dedicate Appendix A to provide details of the Taylor expansion used to boost the MCMC analysis. Finally, in Appendix B we study whether co-evolution relations could be used to improve the priors. In Appendix C we include an analysis with galaxies using a halo occupation distribution (HOD) to populate our halos.

2 Theoretical model

In this section we present the theoretical framework which underlies the multi-tracer technique and the large-scale bias expansion. We start by presenting the multi-tracer technique and computing the covariance of the power spectra in the Gaussian approximation. Next we briefly summarize the large-scale bias expansion based on the EFTofLSS, and discuss the specific details related to the bias and stochastic coefficients when considering different tracers.

2.1 The multi-tracer technique

Different tracers of the large-scale structure probe the same underlying density field, albeit in different ways. As a consequence, by distinguishing between tracers, we can beat down the noise introduced by cosmic variance when we measure observables that depend on the relative clustering between the tracers [27, 28]. The idea is that, in any volume containing a realization of the Gaussian processes that give rise to the fluctuations in the density field, the statistical noise from this random process is highly correlated for all tracers of the density field, which means that we may be able to cancel cosmic variance by comparing directly the clustering of the tracers – e.g., by taking ratios of the power spectra or correlation functions. Indeed, it was shown in [29] that ratios of power spectra of different tracers can be measured to an accuracy that is not constrained by cosmic variance – only by the numbers of tracers
and, of course, by the accuracy of the fiducial model. Moreover, in [29] it was also shown that the degrees of freedom corresponding to those ratios are completely independent (in the linear and Gaussian approximations) from the degrees of freedom corresponding to the bandpowers of the matter power spectrum – which means that they can be measured independently.

That idea has been explored as a means to enhance the constraints on parameters from non-Gaussianities to redshift-space distortions, both in simulations and in real data [34–42]. It has also provided a blueprint for combining the clustering information from different types of galaxies in the GAMA [43] and SDSS [30, 32, 44] surveys, as well as surveys on different wavelengths [45–51]. Future surveys such as DESI [52] and J-PAS [53] will map large swaths of the sky using galaxies of different types (Luminous Red Galaxies, Emission Line Galaxies) as well as quasars, in order to improve constraints on cosmological parameters and to test general relativity – see, e.g., [54].

We now present a simplified derivation of the multi-tracer Fisher matrix, under the assumption of Gaussianity – i.e., that the power spectrum covariance, which is a 4-point function, can be reduced to combinations of two-point functions using Wick’s theorem. For simplicity, we write the fundamental degrees of freedom as the Fourier modes of the density contrast of the tracers, together with their complex conjugates (following the notation of [55])

\[ d_a^i(\vec{k}) = \{ \tilde{\delta}_i(\vec{k}), \tilde{\delta}_i^*(\vec{k}) \}, \tag{2.1} \]

where the index \( a \) denotes each degree of freedom of \( \delta \), and \( i \) denotes the tracer species. In this form, the data covariance takes the simple form

\[ \langle d_a^i(\vec{k}) d_b^j(\vec{k}') \rangle = D_{ab} C_{ij}(\vec{k}, \vec{k}'), \tag{2.2} \]

where \( D_{ab} = 1 - \delta_{ab} \) and the correlation function in Fourier space is

\[ C_{ij}(\vec{k}, \vec{k}') = \delta_{kk'} (P_{ij} + \delta_{ij} s_i). \tag{2.3} \]

Here \( P_{ij}(\vec{k}) \) is the power spectrum for tracers \( i, j \), and \( s_i \) is the shot noise term, which for Poisson statistics is simply \( s_i = 1/\bar{n}_i \), with \( \bar{n}_i \) being the number density of the species \( i \). The data covariance and the Fisher matrix are diagonal in the bandpowers as long as the Fourier space bins (the bandpowers) are sufficiently wide, \( \Delta k \gg \sqrt{3/2} V^{-1/3} \) [55, 56] for a volume \( V \). It is worth stressing that the core of the multi-tracer technique is the fact that cosmic variance is a correlated noise for all tracers, which is expressed by Eqs. (2.2) and (2.3).

The Fisher matrix for some set of observables \( \theta^\mu \), measured in a volume \( V \) and over a bandpower (Fourier bin) \( \tilde{V}_k \), is given by the trace

\[ F_{\mu\nu} = \frac{1}{4} V \tilde{V}_k \sum_{ijkl \ abcd} C_{ij}^{ab} \left[ \frac{\partial C_{jk}^{cd}}{\partial \theta^\mu} \right]^{-1} \frac{\partial C_{li}^{da}}{\partial \theta^\nu}, \tag{2.4} \]

where the extra factor of 1/2 of the Fisher matrix is due to the fact that the Fourier modes were counted twice when we constructed our degrees of freedom with the Fourier modes and their complex conjugates. Now, using \( [C_{ij}^{ab}]^{-1} = [D_{ab}]^{-1} [C_{ij}]^{-1} \), and taking into account that \( [D_{ab}]^{-1} = D_{ab} \), the second trace in the equation above gives us back the extra factor of two, and we arrive at

\[ F_{\mu\nu} = \frac{M_k}{2} \sum_{ijkl} C_{ij}^{-1} \frac{\partial C_{jk}}{\partial \theta^\mu} [C_{kl}]^{-1} \frac{\partial C_{li}}{\partial \theta^\nu}, \tag{2.5} \]
where \( M_k = V \tilde{V}_k \) is the number of modes of the bandpower \( k \) in the volume, and
\[
C^{-1}_{ij} = \frac{\delta_{ij}}{s_i} - \frac{1}{s_i} \frac{P_{ij}}{1 + P s_j},
\]
(2.6)
with \( P = \sum_i P_{ii}/s_i \).

We project this Fisher matrix onto the set of bandpowers of all the auto- and cross-spectra, \( \{P_{ij}\} \). The partial derivatives in Eq. (2.5) can be written as
\[
\frac{\partial C_{ij}}{\partial P_{kl}} = \delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk} - \delta_{ij} \delta_{jl} \delta_{ki},
\]
(2.7)
which results in the following expression for the Fisher matrix
\[
F_{ij,kl} \equiv F[P_{ij}, P_{kl}] = \frac{M_k}{4} (2 - \delta_{ij}) (2 - \delta_{kl}) \left( C^{-1}_{ik} C^{-1}_{jl} + C^{-1}_{il} C^{-1}_{jk} \right).
\]
(2.8)
Since the spectra are symmetric, \( P_{ij} = P_{ji} \), this Fisher matrix has redundancies which must be eliminated, so we restrict the degrees of freedom for tracers \( A, B, C, \) etc., to \( \theta^\mu \rightarrow \{P_{AA}, P_{AB}, P_{AC}, \ldots, P_{BB}, P_{BC}, \ldots\} \). Restricting the Fisher matrix to these degrees of freedom and inverting that expression we obtain the completely general covariance matrix
\[
C_{ij,kl} = \frac{1}{M_k} (C_{ik} C_{jl} + C_{il} C_{jk}),
\]
(2.9)
which results in the following terms for two tracers \( A \) and \( B \):
\[
\begin{align*}
C_{AA,AA} &= \frac{1}{M_k} 2P_{AA}^2 N_A^2, \\
C_{AA,AB} &= \frac{1}{M_k} 2P_{AB} P_{AA} N_A, \\
C_{AA,BB} &= \frac{1}{M_k} 2P_{AB}^2, \\
C_{AB,AB} &= \frac{1}{M_k} P_{AB}^2 + \frac{1}{N_k} P_{AA} P_{BB} N_A N_B, \\
C_{BB,BA} &= \frac{1}{M_k} 2P_{AB} P_{BB} N_B,
\end{align*}
\]
(2.10–2.14)
where \( P_{AA}, P_{BB} \) and \( P_{AB} \) are the fiducial spectra and \( N_i = 1 + s_i/P_{ii} = 1 + 1/(\bar{n}_i P_{ii}) \) with the assumption of Poissonian shot noise. This multi-tracer covariance matrix will be used to combine the clustering information from two halo populations, leading to enhancements in the constraining power of that data set when compared with the case when we treat all those halos as a single tracer.

### 2.2 Large-scale bias expansion

A key step in the EFT analysis is to connect the tracers observed by galaxy surveys to the underlying dark matter density field [18]. One such connection is provided by Eq. (1.1), the large-scale bias expansion (see [19] for a review), which consists in expanding the tracer density contrast over a set of operators
\[
\delta_t(x, \tau) = \sum_\mathcal{O} b_\mathcal{O}(\tau) \mathcal{O}(x, \tau) + \epsilon(x, \tau) + \sum_\mathcal{O} \epsilon_{\mathcal{O}}(x, \tau) \mathcal{O}(x, \tau).
\]
(2.15)
These operators are scalars made of combinations of derivatives of the gravitational and velocity potentials ($\Phi$ and $\Phi_v$, respectively) that are invariant under Galilean transformations. In addition, an extra stochastic component $\epsilon$ and a stochastic set of operators $\epsilon \mathcal{O}$ that are uncorrelated with the set $\mathcal{O}$ are also required. It is the case because the non-linear gravitational evolution couples the small and large modes, with the former being not accessible by the effective theory. When connecting to observations, this set of coefficients (the bias parameters) are treated as nuisance parameters and may be fitted together with the cosmological ones [15]. It is important to remark that this bias expansion holds for all tracers in the sense that the set of operators is the same, but the parameters for each tracer may be different.

The most general set of operators that is relevant up to third order in the potentials and their derivatives are

$$\mathcal{O} \in \{ \delta, \delta^2, \delta^3, \mathcal{G}_2[\Phi], \delta \mathcal{G}_2[\Phi], \mathcal{G}_3[\Phi], \Gamma_3[\Phi, \Phi_v], \nabla^2 \delta \} ,$$

(2.16)

where

$$\mathcal{G}_2[\Phi_v] \equiv [\nabla_i \Phi_v]^2 - [\nabla^2 \Phi_v]^2 ,$$

(2.17)

$$\mathcal{G}_3[\Phi_v] \equiv [\nabla^2 \Phi_v]^3 + 2 \nabla_i \Phi_v \nabla_j \Phi_v \nabla_k \Phi_v - 3 [\nabla_i \Phi_v]^2 [\nabla^2 \Phi_v] ,$$

(2.18)

$$\Gamma_3[\Phi, \Phi_v] \equiv \mathcal{G}_2[\Phi] - \mathcal{G}_2[\Phi_v] .$$

(2.19)

We can then organize the power spectrum of a tracer in terms of the operators that contribute at each order in the loop expansion. Each n-loop term embraces the most general set of operators with n integrated momenta and their counter-terms. The power spectrum of a tracer $A$ can be written at one-loop order as [18, 57]:

$$P^{AA}(z, k) = \left( b_1^A \right)^2 \left[ P_0(z, k) + P_1(z, k) \right] + b_1^A b_2^A \mathcal{I}_{g2}(z, k) + 2 b_1^A b_2^A \mathcal{I}_{g2}(z, k) + R^A(z, k)$$

$$+ \left( 2 b_1^A b_2^A + 4 b_1^A b_3^A \right) \mathcal{F}_{g2}(z, k) + \frac{1}{4} \left( b_2^A \right)^2 \mathcal{I}_{g2g2}(z, k)$$

$$+ \left( b_2^A \right)^2 \mathcal{I}_{g2g2}(z, k) + b_2^A b_3^A \mathcal{I}_{g2g2}(z, k) + P_{V2g2}(z, k) + P_{V2g2}(z, k) .$$

(2.20)

In this expression, $P_0$ and $P_1$ are respectively the linear and one-loop contributions from Standard Perturbation Theory (SPT) [58] for the matter and the redshift dependence of the bias parameters was omitted for simplicity. Notice that some operators previously presented in the basis (2.16) are eliminated from the tracer power spectrum via renormalization [18].

We used the publicly available code CLASS-PT [57] to compute each one of the $\mathcal{I}$ and $\mathcal{F}$ terms, whose analytical expressions in terms of $P_0$ and SPT kernels can be found in Refs. [18, 57]. We also use the CLASS-PT built-in IR-resummation method based on [59]. The second-to-last term in Eq. (2.20) comes both from the effective sound-speed of dark matter $c_s^2$ and from non-local formation of tracers at scales $R_s^A$.

$$P_{V2g2}^{AA} = -2 \left[ \left( b_1^A \right)^2 \frac{c_s^2}{k_{NL}^2} + b_1^A \left( R_s^A \right)^2 \right] k^2 P_0 ,$$

(2.21)

where $k_{NL}$ is the matter non-linear scale. Nevertheless, we can reabsorb $R_s^A$ and $c_s^2$ into $b_2^A$, so we end up with the following expression for the higher-derivative contribution

$$P_{V2g2}^{AA} = -2 b_2^A b_3^A \frac{k^2}{k_{norm}^2} P_0 .$$

(2.22)
where we introduced the normalizing factor $k_{\text{norm}} = 0.15 \, h \text{Mpc}^{-1}$. In fact, we will use this same factor to normalize all $k$-dependent operators\(^1\). As will be described below, this redefinition is still possible when considering more tracers and cross-correlations among them.

The last term in Eq. (2.20) represents the stochastic piece in Eq. (2.15) and it can be expanded as

$$P_{eAeA} = \frac{1}{\bar{n}_A} \left( 1 + c_0^A + c_2^A \frac{k^2}{k_{\text{norm}}^2} \right). \quad (2.23)$$

In our analysis the Poissonian shot-noise (the first term $1/\bar{n}_A$) is subtracted from the data. In this way, the second term in the equation above embraces deviations from perfect Poissonian shot-noise [26], whereas the third term is a scale-dependent stochastic term [60, 61].

The different terms of Eq. (2.20) are shown in Fig. 1, where we performed a fit in the simulation data (see Table 1). Since the shapes of some of these spectral corrections are very similar, some parameters are nearly degenerate. One such degeneracy links $b_2^G$ and $b_3^Γ$, such that $b_3^Γ$ is often neglected [15, 62, 63]. We will keep this term in our analysis, since we want to characterize the effect of including co-evolution constraints in multi-tracer analysis (see Appendix B). Note by Fig. 1 that the most relevant contribution on the largest scales (more than the zero and one-loop terms) comes from the shot-noise\(^2\), since all the other terms are built to vanish in the low $k$ regime. Notice that the overall remnant stochastic contribution to this halo population is negative. On the quasi-linear regime, the main contribution comes from the shot-noise, $\mathcal{I}_G$ and $\mathcal{F}_G$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1.png}
\caption{Each term that contributes to the one-loop power spectrum according to Eq. (2.20). Dashed lines represent negative contributions to the power spectrum. The dots indicate the power spectrum of the halo population $A + B$ (see Table 1) and the crosses indicate the estimated error from Eq. (2.10). The left (right) panel shows the positive (negative) contributions.}
\end{figure}

**Multi-tracer**

The simplest way to introduce multiple tracers in the model is to simply perform a bias expansions exactly as in Eq. (2.15), providing each tracer with its own set of bias parameters. However, in addition to the auto-power spectra we must also model the cross-spectra, which

---

1Note that even though the choice of $k_{\text{norm}}$ does not affect the results, each tracer in the multi-tracer analysis carries its own scale controlling its higher-derivative term.

2This will be relevant to explain some degeneracies found between $c_0$ and $b_1$ in Sec. 4.
leads us to write the bias expansion in analogy with Eq. (2.20) as

\[ P^{AB}(z, k) = b_1^A b_2^B \left[ P_0(z, k) + P_1(z, k) \right] + \frac{1}{2} \left( b_1^A b_2^B + b_1^B b_2^A \right) \mathcal{I}_{\delta^2}(z, k) \]

\[ + \left( b_1^A b_2^B + b_1^B b_2^A \right) \mathcal{I}_{\nu_2}\mathcal{G}_2(z, k) + \left[ b_1^A b_2^B + b_1^B b_2^A \right] \left( \frac{2}{5} (b_1^A b_2^B + b_1^B b_2^A) \right) \mathcal{F}_{\nu_2}(z, k) \]

\[ + \frac{1}{4} b_1^A b_2^B \mathcal{I}_{\delta^2\nu_2}(z, k) + b_2^B b_1^A \mathcal{I}_{\nu_2^2\mathcal{G}_2}(z, k) + \frac{1}{2} \left( b_2^B b_1^A \right) \mathcal{I}_{\delta^2\nu_2}\mathcal{G}_2(z, k) \]

\[ + P^{AB}_{\nu_2^2\delta}(z, k) + P_{z\nu_2\nu_2}(z, k), \quad (2.24) \]

The cross-term corresponding to \( \nabla^2\delta \) is

\[ P^{AB}_{\nu_2^2\delta} = -k^2 \mathcal{P}_0 \left[ 2 b_1^A b_2^B \mathcal{I}_{\delta^2\nu_2\delta} + \frac{k^2 (R_z^B)^2 + b_1^A (R_z^A)^2}{k_{NL}^2} \right] \]

\[ = - \left( b_1^A b_2^B \mathcal{I}_{\delta^2\nu_2\delta} + \frac{k^2 \mathcal{P}_{\nu_2^2\delta}}{b_1^A + b_2^B} \right) \]

\[ = - \left( b_1^A b_2^B \mathcal{I}_{\delta^2\nu_2\delta} + \frac{k^2 \mathcal{P}_{\nu_2^2\delta}}{b_1^A + b_2^B} \right) k^2 \mathcal{P}_0, \quad (2.25) \]

such that we are able to reabsorb \( \epsilon_s^2, R_z^A \) and \( R_z^B \) into \( \mathcal{P}_{\nu_2^2\delta} \) and \( \mathcal{P}_{\nu_2^2\delta} \) also for the cross-spectrum.

The stochastic term of the cross-spectrum is more subtle. Tracer formation depends on the initial condition on very small scales [19]. It is reasonable to expect that the initial conditions of two distinct tracers populations A and B are different and thus, since we are assuming Gaussian initial conditions, expect those small scales to be uncorrelated. Nevertheless, features such as the exclusion effect (the impossibility of finding the tracer A inside tracer B and vice-versa) may introduce \( k^0 \) and \( k^2 \) contributions to the noise field. Although being sub-leading when compared to the other contributions, later in this work we check its impact on the constraint of both cosmological and bias parameters. When we consider the correlation of the stochastic field of distinct tracers we will explicitly indicate. In this situation, we considered both white and non-local noise \( (k^0 \text{ and } k^2 \text{ respectively}) \) to the cross-correlation of the stochastic fields

\[ P_{z\nu_2\nu_2}(z, k) = \frac{1}{\sqrt{\mathcal{P}_{\nu_2}\mathcal{P}_{\nu_2}}} \left[ c_{z}^{AB} + c_{z}^{AB} \frac{k^2}{k_{\text{norm}}^2} + \mathcal{O}(k^4) \right], \quad (2.26) \]

so they will be measured in units of the average Poissonian shot-noise of tracers A and B.

To sum up, the two tracers (A and B) power spectrum analysis up to one-loop, in the most complete scenario, requires a set of fourteen parameters (in addition to the cosmological parameters):

\[ \{ b_1^A, b_2^A, b_2^B, b_1^B, b_1^A b_2^B, b_2^B b_1^A, b_2^B b_1^A, b_1^A b_2^B, c_0, c_0, c_1, c_2, c_2 \}. \]

As mentioned above, we will also study the effect of including a stochastic term with \( \{ c_0^{AB}, c_2^{AB} \} \) for the cross-spectrum.

Naturally, a multi-tracer bias expansion has more bias parameters than the single-tracer case. To have a fair comparison between multi-tracer and a single-tracer model, it is useful to define an effective tracer \( \delta_{\text{eff}} \), which is simply the union of the two species. The density contrast of the effective tracer is defined as

\[ \delta_{\text{eff}} = \frac{1}{n} \sum_i \bar{n}_i \delta^i, \quad (2.28) \]
Figure 2: How the combined effective tracer parameters from multi-tracer (blue) compare to the single-tracer (red). The effective tracer bias parameters are computed using Eq. (2.29). Dashed lines indicate the values for the parameters for each tracer obtained when the fit was done together with the other tracer and their cross-spectrum. We used the $G_0$ priors and MCMC scheme described in Sec. 3 and $k_{\text{max}} = 0.14 h \text{Mpc}^{-1}$. Notice via the definition of the effective parameters, Eqs. (2.29) and (2.30), that the combined variance for the effective tracer parameters can in principle be smaller than the variance for the individual tracers. We rescale the bias parameters by their scaling with the spectra amplitude $A$ (see Sec. 3.2).

where $\bar{n} = \sum_i \bar{n}^i$ is the mean number density of the total tracer population and $\bar{n}^i$ is the number density for a specific sub-population. In that way, for two tracers the effective tracer parameters are given by

$$b_{\text{eff}}(\mathcal{O}) = \frac{1}{\bar{n}} \left( \bar{n}^A b^A + \bar{n}^B b^B \right),$$

$$c_{\text{eff}} = \frac{1}{\bar{n}} \left[ \bar{n}^A c^A + \bar{n}^B c^B + 2\sqrt{\bar{n}^A \bar{n}^B} c^{AB} \right],$$

where the last term in Eq. (2.30) corresponds to the stochastic term of the cross-spectrum, which will be set to zero in most of this paper. In Fig. 2 we show how each parameter is
combined into the effective one when using the two equations above. We display the bias and stochastic parameters for each sub-species (dashed) that when combined give the MT effective tracer (blue). The ST is shown in red. Note that the effective parameters are not biased with respect to the single-tracer results. Moreover, one might find it curious that some bias parameters of individual tracers (dashed lines) might be better constrained than the full catalogue (red solid line), which in principle has more signal. Note however that the dashed lines are the values obtained by jointly fitting both sub-species A and B. We postpone a more in-depth explanation for the degeneracies and a comparison between the MT and ST schemes to Sec. 4. We now move to explain the data used and MCMC setup to compare MT to ST.

3 Data and methodology

We start by presenting the simulation data and the halo catalogues used in this work. Next, we detail the specifications used in the MCMC analysis (priors and covariances).

3.1 Simulation and data specifications

In order to test and compare the validity of the theoretical models constructed in Sec. 2 we perform a real space analysis using dark matter halos extracted from the MultiDark N-body simulation [33]. We use the 4 Gpc/h box at z = 0, with fiducial cosmological parameters \( \Omega_m = 0.307, \Omega_b = 0.048, \Omega_\Lambda = 0.693, h = 0.678, n_s = 0.96 \) and \( \sigma_8 = 0.829 \).

The most natural choice to construct distinct populations of tracers is to divide the halos by mass ranges. In this work we split the halo catalogue in two populations, \( A \) and \( B \), with masses below and above \( 13.5 \log M_\odot/h \), respectively. More details on the mass ranges and number densities of those halos can be found in Table 1. For simplicity, in this work we have limited our analysis to these two tracer species, since a sub-division into more tracers would lead to an even larger number of bias parameters.

| Halo Data set | Mass range \( \log M_\odot/h \) | \( \bar{n} \) \( \text{(Mpc}/h\}^{-3} \) | number count |
|---------------|-------------------------------|-----------------|--------------|
| Halo A        | \([13.2, 13.5]\)              | \(1.44 \times 10^{-4}\) | \(9.21 \times 10^6\) |
| Halo B        | \([13.5, 15.7]\)              | \(1.23 \times 10^{-4}\) | \(7.90 \times 10^6\) |
| Halo A + B    | \([13.2, 15.7]\)              | \(2.67 \times 10^{-4}\) | \(1.71 \times 10^7\) |

Table 1: Halo populations used in the analysis. The two sub-catalogues A and B have similar number counts.

The halo cross and auto power spectrum were measured using the usual quadratic estimator,

\[
P_{XY}(k_i) = \frac{1}{M_{k_i}} \sum_{k \in k_i} \tilde{\delta}_X(k) \tilde{\delta}_Y^*(k),
\]

(3.1)

where the bandpower \( k_i \) is defined by \(|k - k_i| < \Delta k/2\), and \( M_{k_i} \) is the number of modes in that bandpower. We employed a grid with 512 cells per dimension (i.e., cells of \( \ell = 7.8125 \text{ h}^{-1} \) Mpc), and computed 64 bins with \( \Delta k = 8\pi/L \), ranging from the fundamental mode to the Nyquist frequency \( (k_0 = 2\pi/\ell) \).
With the purpose of determining a fiducial value for the linear bias \( b_1 \) and \( c_0 \), we performed a simple MCMC analysis considering the following model

\[
P_{XX}^{k=0} = (b_1^X)^2 P_0 + \alpha_{XX} k^2 P_0 + \left( \frac{1}{\bar{n}_X} \right) c_{XX}^0, \tag{3.2}
\]

\[
P_{XY}^{k=0} = (b_1^X b_1^Y) P_0 + \alpha_{XY} k^2 P_0 + \left( \frac{1}{\sqrt{\bar{n}_X \bar{n}_Y}} \right) c_{XY}^0, \tag{3.3}
\]

with some extra \( \alpha \) parameters to absorb a \( k^2 P_0 \) scaling at large scales. We fitted it up to \( k = 0.12 \ h \text{Mpc}^{-1} \) and their values are displayed in Table 2.

|        | \( b_1^X \)   | \( c_{XX}^0 \) | \( c_{XY}^0 \) |
|--------|---------------|----------------|----------------|
| Halo A | 1.288 ± 0.016 | 0.24 ± 0.15    | 0.14 ± 0.16    |
| Halo B | 1.806 ± 0.019 | 0.06 ± 0.21    | 0.14 ± 0.16    |
| Halo A + B | 1.528 ± 0.015 | 0.29 ± 0.31    | -              |

Table 2: Fiducial linear biases obtained by fitting Eqs. (3.2) and (3.3) in the low-k regime of the galaxy power spectra.

In Fig. 3 we show the power spectra for both tracers, normalized by the linear spectrum \( P_0 \) and by the respective linear bias parameters. It is evident that for intermediate values of \( k \) the two tracers already start to develop distinct non-linear evolution. The different shapes for their spectrum are, in fact, the source of the additional information that can be obtained by splitting the tracers into multiple distinct populations\(^3\). We show in the same figure the cross-power spectrum \((AB)\) and the auto-power spectrum of the combined halos \((A + B)\).

3.2 Parameter extraction and data covariance matrix

Parameter extraction is performed by standard Bayesian inference. The likelihood is assumed to be Gaussian,

\[
\ln L = -\frac{1}{2} \chi^2 = -\frac{1}{2} (\mathbf{P} - \mathbf{P}_{\text{data}})^t \cdot [\mathbf{C}]^{-1} \cdot (\mathbf{P} - \mathbf{P}_{\text{data}}), \tag{3.4}
\]

where \( \mathbf{P}_{\text{data}} \) and \( \mathbf{P} \) are the multi-dimensional data and theory vectors, respectively, and \( \mathbf{C} \) is the data covariance matrix. For the multi-tracer setup we have the data vector \( \mathbf{P} = (\tilde{P}_{AA}, \tilde{P}_{AB}, \tilde{P}_{BB}) \), where arrows represent vectors of \( N_k \) bandpowers, i.e.:

\[
\tilde{P}_{XX} = \{P_{XX}(k_1), \cdots, P_{XX}(k_{N_k})\}.
\]

In that way, the covariance matrix will be a \( 3N_k \times 3N_k \) square matrix constructed as

\[
\mathbf{C} = \begin{bmatrix}
C_{AA,AA} & C_{AA,AB} & C_{AA,BB} \\
C_{AB,AA} & C_{AB,AB} & C_{AB,BB} \\
C_{BB,AA} & C_{BB,AB} & C_{BB,BB}
\end{bmatrix}, \tag{3.5}
\]

where \( C_{ij,kl} \) are computed using Eqs. (2.10)-(2.12). Although we have used a theoretical (Gaussian) covariance matrix, a more accurate computation using simulations typically does

\(^3\)Note that the multi-tracer efficiency in extracting information from, e.g., redshift-space distortions or non-gaussianities, relies on the same argument: it is only when the shapes of the spectra are different that there is any information gain in their ratios \([29]\).
Figure 3: The power spectrum for the tracers A and B, the cross spectrum (AB) and the auto-spectrum of the full set of halos (A+B). The spectra are normalized by the linear spectrum $P_0$ and their linear biases.

not impact significantly the constraints on cosmological parameters – see, e.g., [64]. The diagonal part of the covariance matrix is typically dominated by two contributions: the shot-noise and the Gaussian terms. MT typically increases the shot-noise term of the auto-correlation which is already embraced by our theory. In the cross-correlation, the absence of a shot-noise term can make the non-Gaussian contribution more relevant. Though, the Gaussian part is still the most relevant, being five times larger in the regime $k_{\text{max}} < 0.2h\text{Mpc}^{-1}$ considered in this work (see [65]). The non-Gaussian term contributes more for the non-diagonal part of the covariance but it does not degrade the constrain power of the ST [64] (in the mild non-linear regime) and we do not have any a priori reason to believe it would be different in the MT scenario. Finally, in a real survey there will be a series of corrections to the covariance matrix, e.g. from the survey mask and the selection function. So ultimately a proper covariance should be computed on the basis of simulations of the real survey.

| Prior  |
|--------|
| $\omega_{\text{cdm}}$ Flat [0.095, 0.14] |
| $h$ Flat [0.6, 0.75] |
| $A$ Flat [1.49, 2.8] |

Table 3: Priors over the cosmological parameters.

The posterior was sampled using the emcee [66] Python package with the standard move proposal\(^4\). The convergence was monitored using the Gelman-Rubin criteria. For the scale

\(^4\)This move proposal has a free parameter, the stretch scale, denoted by $a$ in the emcee documentation. The default value is $a = 2.0$. However, during our analysis, we concluded that $a$ must be changed to smaller values in order to obtain a satisfactory acceptance ratio. For the single-tracer case the typical values were $a = 1.5 - 1.7$, whereas for multi-tracer we used $a = 1.3 - 1.5$.\)
Table 4: Priors over the bias and stochastic parameters for the three scenarions considered in our analysis: Flat and $G_0(\sigma)$.

| Parameter | Prior Flat | Prior $G_0(\sigma)$ |
|-----------|------------|---------------------|
| $b_1$     | Flat [1.0, 2.2] |                        |
| $b_2$     | Flat $[-5.0, 5.0]$ | Gauss(0, $\sigma$) |
| $b_{\nu_2}$ | Flat $[-5.0, 5.0]$ | Gauss(0, $\sigma$) |
| $b_{\Gamma_3}$ | Flat $[-10.0, 10.0]$ | Gauss(0, 2$\sigma$) |
| $b_{\nabla_25}$ | Flat $[-5.0, 5.0]$ |                   |
| $c_0$     | Flat $[-5.0, 5.0]$ |                   |
| $c_2$     | Flat $[-5.0, 5.0]$ |                   |

reduction factor we adopted the value $\epsilon = 0.03$. The chain analysis was performed using the getdist library [67].

An essential part of Bayesian parameter inference is the choice of priors. In this work, we consider the cosmological parameters $\{\omega_{\text{cdm}}, h, A_s\}$ under the flat priors detailed in Table 3. We rescale the primordial amplitude as $A_s \equiv A \times 10^{-9}$. Even though we let $A$ vary in the analysis, as we restrained this work to the real space, the constraint power over $A$ is minimal and we focus on $\omega_{\text{cdm}}$ and $h$. All the others parameters are fixed to their fiducial values used in the MultiDark simulations. For each set of cosmological parameters we compute $P_0$, $P_1$ and the $I$ and $F$ terms from Eq. (2.20) using the IR-ressummed version of CLASS-PT [57]. We follow [68] and boost the parameter space exploration by Taylor expanding the calculation of the loop corrections, as described in Appendix A.

Many distinct prior choices for the bias and stochastic parameters have been previously considered in the literature. In this paper, we address a more careful study of the effect of the prior choice and how it is affected by multi-tracer analysis. Our main results are obtained considering two distinct prior setups, as in Table 4. The first one is a conservative flat prior over all parameters, labeled as Flat. The second one considers Gaussian priors centered at zero for $b_2, b_{\nu_2}$ and $b_{\Gamma_3}$. We label this prior structure as $G_0(\sigma)$. For $b_{\Gamma_3}$ we consider a variance that is twice the variance of the other parameters, since the typical range of variation of this parameter is higher. We take as fiducial value $\sigma = 2$ and leave a more in-depth study of the effect of changing $\sigma$ to Appendix B. Note that in all the scenarios we use a flat prior for $b_1, b_{\nabla_25}, c_0$ and $c_2$. The very conservative boundaries chosen in that case certificate that the typical expected values for those parameters are quite within those limits. We also consider a prior using the bias co-evolution relations, which are theoretical relations of the higher-order bias $b_{\nu_2}$ and $b_{\Gamma_3}$ with $b_1$ (see Eqs. B.1 and B.2). However, to avoid clutter the discussion, we move these results to Appendix B.

When varying the spectral amplitude it is necessary to rescale the bias parameters in order to reduce the degeneracies between the parameters [61]. Therefore, we make the change

$$b_{|\mathcal{O}_N|} \rightarrow b_{|\mathcal{O}_N|} A^{N/2},$$

\(^5\)This specific choice of parameters is in tandem with the constrain power of the full-shape analysis. As described later in the text, the main gains of MT come from the break of degeneracies in the spectra shape and we here focus on isolating this effect. A more-in-depth discussion of other effects, such as Baryon Acoustic Oscillation and Alcock-Paczynski is left for a future work.

\(^6\)That can be understood in terms of perturbation theory: $b_{\Gamma_3}$ is a higher-order term whose contribution might be more relevant on more non-linear scales. It is therefore less constrained than the other terms.
where \( N \) denotes the order of that specific operator in the bias expansion. We applied this to \( b_1, b_2, b_G^2 \) and \( b_{\Gamma 3} \).

4 Results

Now we compare the constraining power between the single-tracer case, with seven bias and stochastic parameters, and the multi-tracer, with the fourteen parameters described by (2.27). We perform a full-shape power-spectrum analysis through a set of MCMC runs, according to Sec. 3. We study how the constraining power of the MT analysis is compared to ST for different values of \( k_{\text{max}} \), the maximum value of \( k \) for which we fit the data, corresponding to the smallest scales that we assume the EFT setup to provide reliable and unbiased results. By increasing \( k_{\text{max}} \) we tend to shrink the error bars in the parameters, but pushing the theory to very small scales may also bias the parameters.

The priors we considered are described in Table 4, both for MT and ST. In Fig. 4 we show the 1σ intervals for \( \omega_{\text{cdm}}, h \) and \( b_1 \) obtained when using the Flat prior. As previously mentioned, in real space the constraining power for \( A \) is very limited by using only clustering information, and for this reason we will not consider it in our results. For most of the range of \( k_{\text{max}} \) considered here, we find that the MT produced unbiased results. The value of \( \omega_{\text{cdm}} \) gets a slight level of bias for ST. As expected, the MT error bars for the cosmological parameters are on average 60% smaller than those obtained with the ST analysis. The most striking improvement occurs when considering only the largest scales: for \( k < 0.16 \ h \text{Mpc}^{-1} \) the MT improvements in the Flat scenario are up to \( \sim 80\% \) for \( \omega_{\text{cdm}} \) and \( \sim 200\% \) for \( h \) and \( b_1 \).

Note however that combining flat priors for two tracers does not exactly lead to a flat prior on the effective tracer. This can be understood from the fact that the sum of two uniformly distributed variables does not lead to a uniformly distributed random variable. In that sense, one could argue that we would be using the prior twice in the MT case if we compared it to the ST case. We can scrutinize this hypothesis by using Gaussian priors. From Eq. (2.29) we see that a Gaussian prior on the individual tracers can be mapped onto a Gaussian prior for the combined tracer as:

\[
(\bar{n}_A + \bar{n}_B)^2 \sigma_{b,A+B}^2 = \bar{n}_A^2 \sigma_{b,A}^2 + \bar{n}_B^2 \sigma_{b,B}^2.
\]

Therefore, if the individual tracers have approximately equal densities, a prior \( \sigma_{b,A} = \sigma_{b,B} \) would be equivalent to a prior \( \sigma_{b,A+B} \approx 0.71 \sigma_{b,A} \). With this in mind, we compensated the ST \( \sigma \) in the Gaussian prior by that extra factor.

In Fig. 5 we present the results using the Gaussian priors \( G_0 \) (see Table 4). We included the compensating factor for ST and fixed \( \sigma = 2 \) which has shown to be a value for which the error bars are stable. For a more in-depth discussion about the effects of \( \sigma \), see Appendix B. Note that for the considered range of \( k_{\text{max}} \), we again did not find any significant biasing in the cosmological parameters and \( b_1 \) for MT. Still, \( \omega_{\text{cdm}} \) is slightly biased in the ST analysis for intermediate \( k_{\text{max}} \). The estimated error bars for MT are, however, consistently narrower than for ST: for \( \omega_{\text{cdm}} \) and \( h \) the MT error bars are approximately 60% of those obtained using ST. For \( b_1 \) the improvement is even better, and the reason for this will be made clear.

---

Note that for some parameters we still use a flat prior with a broad range to guarantee that they are not affected by border effects in the convolution of the two tracers.
below. Therefore, even with the compensating factor, the MT analysis still provides better constraints than ST, and the results for $G_0$ assimilate to those obtained using the Flat priors.

In order to study the constraining power of MT while considering the full set of parameters, we show in Fig. 6 the combined posteriors obtained from the MCMC for $k_{\text{max}} = 0.14 \, h \text{Mpc}^{-1}$ using the $G_0$ priors. The two-loop contribution starts to become more relevant

Figure 4: The error in $\omega_{\text{cdm}}, h$ and $A^{1/2}b_1$ as a function of $k_{\text{max}}$ using the Flat prior setup for single-tracer (red) and multi-tracer (blue). The color bands indicate the 1σ confidence region. The line plot indicates the error bars normalized by the fiducial value of the parameter.
Figure 5: Same as Fig. 4, but for the $G_0(\sigma)$ prior. We used the compensating factor for $\sigma$ in the ST prior (see discussion around Eq. (4.1)).

on scales $k_{\text{max}} > 0.14 \ h \text{Mpc}^{-1}$ [15, 69], hence we adopt this value as our fiducial $k_{\text{max}}$ for the following figures.\footnote{Other works as [15] could see a deviation from the fiducial parameters for large $k_{\text{max}}$. It was not observed for our results probably due to the relatively smaller box size of MultiDark simulation.} We compare the ST (red) with the MT (blue), and we also consider a scenario including a stochastic term in the cross-spectrum for MT (blue dashed) with $c_0^{AB}$ and $c_2^{AB}$ – for the priors, look at Table 4. We can see substantial improvements in the bias
and stochastic parameters when considering MT, both with and without the stochastic terms. Nevertheless, the addition of $c_0^{AB}$ and $c_2^{AB}$ increases the uncertainties of some parameters. In the presence of a stochastic term in the cross-spectrum, the constraining power of MT is slightly reduced, especially for some of the bias parameters. The exclusion of a cross stochastic term, however, is very well justified, since we expect the small-scale stochastic effects of the two tracers to be uncorrelated\footnote{As previously mentioned, some non-leading order effects might still contribute, such as the exclusion effect for the two halo species.}. When measuring $c_0^{AB}$ using Eq. (3.3) (see Table 2) we find a value for the cross stochastic term that is $1 - \sigma$ consistent with zero. This, when added

Figure 6: The 68% confidence intervals of the sampled posterior for $G_0(\sigma)$ with and without the multi-tracer technique. We fixed $k_{\text{max}} = 0.14 \, h\text{Mpc}^{-1}$. For the MT result we are showing the effective bias and stochastic parameters, defined in Eqs. (2.29) and (2.30), respectively.
to the fact that the halo model [70] predicts a value that is considerably smaller than all other stochastic terms [36], lead us to neglect this term in our main results. We studied the parameter space and concluded that including the cross-stochastic term as free parameter can mildly impact the multi-tracer performance (see Figure 6), indicating that one should look for well-motivated priors in order to better leverage the available information, akin done by [71]. We include in Appendix C an analysis with galaxies that include the cross-stochastic term, in which we populate our halos using a halo occupation distribution. Our results are still similar in that case.

Note from Fig. 6 that the posteriors for $b_1$, $b_\nabla^2\delta$, $c_0$ and $c_2$ become drastically narrower using MT compared with the ST scenario, especially when we neglect the stochastic terms. The reason for that is the following: in the ST scenario the linear bias $b_1$ and the stochastic term $c_0$ present a high degree of degeneracy. This can be understood by inspecting Fig. 1, and noticing that at very low $k$ the dominant terms are in fact the linear power spectrum and the stochastic term. Therefore, a positive shift in $b_1$ can be absorbed by a negative shift in $c_0$ or vice-versa, with the other bias parameters compensating those shifts at intermediate scales.

We display in Fig. 7 the combined posterior for $h$, $\omega_{\text{cdm}}$, $b_1$ and $c_0$ for three different models fitted until $k_{\text{max}} = 0.14 \text{hMpc}^{-1}$ using the $G_0$ prior. The dotted lines denote fits to a linear model including only $b_1$ and $c_0$, for both MT (blue) and ST (red). We progressively add more free parameters in the models described by dashed and solid lines, the latter being the full model considered in our analysis. We can see that both for the minimal linear case (dotted lines) and the model described by dashed lines, there is almost no degeneracy between $c_0$ and $b_1$ for ST. The inclusion of $\Gamma_3$ and, in particular, $c_2$ give enough freedom to the system to start developing the degeneracy between $c_0$ and $b_1$.

Moreover, we notice from Fig. 7 that the benefits from using MT are significantly lower when considering only the simplest model (linear fit, dotted lines). As we add more freedom to the system, we of course expect the constraints on physical parameters to relax, at the same time that they become less biased. This deterioration in the MT scenario, however, is less present than in the ST. The constraining power of MT, in that sense, is more powerful: it captures extra information out of non-linear parameters, these parameters become less degenerate, and the cosmological parameters get less biased when compared to the ST analysis. Note that if we consider the simplified scenario without $b_{\Gamma_3}$ and $c_2$, very often considered in the literature and represented in Fig. 7 by dashed lines, the ST produces relatively smaller error bars and unbiased results. In that scenario, the MT beats the ST by a factor of 43\% for $\omega_{\text{cdm}}$ and 42\% for $h$.

When considering the MT scenario, the cross-spectrum provides a strong constraint on the combination $b_1^A b_1^B$, which then propagates as stronger constraints in $c_0$ in the self-spectra and also in the other free parameters. This can be better seen in the correlation matrices of the bias parameters for single and MTs, shown respectively by the left and right panel of Fig. 8. Notice that while the ST correlation matrix presents diagonal terms that are strongly correlated, the usage of MT has allowed us to break many degeneracies between the free parameters\(^{10}\).

Finally, by splitting a halo catalogue into sub-populations we open the possibility to

\(^{10}\)Some degeneracies, however, do remain. We can see that $b_{\Gamma_2}$ and $b_{\Gamma_3}$ are strongly correlated when using the power spectrum, which justifies the very-often exclusion of one of them from the analysis [15, 63]. Some degeneracies between bias parameters can not be broken by considering only the two-point functions [61, 72, 73].
add/learn information about each sub-species (e.g. by using smaller mass bins or by taking into account assembly bias) [74]. In Appendix B we present a scenario in which we add co-evolution relations to the priors. Co-evolution relations for the bias parameters are determined by the gravitational dynamics of the individual tracer species, and can in principle be used to improve the structure of the priors. However, we could not find strong evidence that the inclusion of co-evolution relations leads to improved constraints, at least at the level of power spectrum, both for single and multi-tracer.

5 Conclusions

Extracting the maximal information out of large-scale structure is a key challenge that demands several different approaches. Extending the power spectrum analysis to higher n-point functions [75, 76] allows us to probe the non-Gaussian component of the density field. Alternatively, attempts to consider non-linear maps of the density field (e.g. through the marked [77] and the log fields [78]) have achieved remarkable results to improve cosmological constraints [79]. The fact that the matter density is probed indirectly via the bias expansion for
tracers opens space for using combinations of tracers to optimize the information content. In this work we have studied how multiple tracers can be used not only to beat down cosmic variance [27], but also to extract more information out of mildly non-linear scales via the EFTofLSS framework.

We divided a halo catalogue into two sub-catalogues by their masses, and used their self- and cross-spectra to constrain the cosmological and bias parameters. While splitting the tracer catalogue into sub-species brings in more information, this comes at the cost of a larger number of free parameters. However, the fact that the non-linear regime for those two sub-populations is non-degenerate (see Fig. 3) leads to overall information gain both for the effective bias coefficients and for the cosmological parameters. We have shown in Appendix C that when considering galaxies instead of halos this break of degeneracy is still valid and leads to substantial improvement in both $\Omega_{\text{cdm}}$ and $h$. Another part of the improvement comes from the cross-spectrum, which was shown to break the degeneracy between $b_1$ and the other parameters (see Fig. 8). We summarize this effective gain in Fig. 9, in which we display the ratio between the 1$\sigma$ region for ST and MT for different parameters. For the cosmological parameters (top) we see that the error bars consistently shrink by a factor of $\sim$0.6 (40% improvement) for different values of $k_{\text{max}}$, while for the bias parameters the gains can be even larger (bottom panel). When considering a simplified model without $b_3$ and $c_2$ the MT improvement drops to 40%. Besides, the results using MT have been shown to be less biased than the ST analysis.

We stress that the division into multiple tracers may open space for considering narrower priors onto the bias free parameters, motivated for instance by the study of other specific properties of their halos or their environments, such as their assembly bias. When considering a single tracer, many properties of those sub-populations might get averaged out, resulting in the loss of useful information. In Appendix B we aimed at including additional information from the sub-species by considering the gravitational evolution of the tracers, but we could
not find any substantial improvements in the resulting constraints.

In this paper we made evident that the usage of two tracers can substantially increase the information that can be extracted from the clustering of tracers, leading to improved constraints, fewer degeneracies, and smaller biases for some parameters. There are many distinct directions to explore after this work, which we leave for future studies, e.g. by considering higher-order n-point function, including redshift-space distortions, adding more information about the tracers through well-motivated theoretical priors, as well as splitting the halo catalogues into more tracers and testing the optimal division between them.
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A Speeding up the MCMC by Taylor expanding

Evaluating an MCMC-based analysis that involves cosmological parameter extraction is numerically expensive, since every step demands solving the Boltzmann system of equations for the linear theory, and calculating the one-loop integrals. Following [68], we performed a Taylor expansion over all perturbation theory diagrams required to describe the tracer power spectrum up to one-loop with respect to the cosmological parameters $A_s$, $h$ and $\omega_{cdm}$. By using the finite differences method up to second-order (stencil size = 5), we Taylor expanded up to the fourth order in each parameter. The reference value for the expansion as well as
the relative step size for which we found the expansion to be efficient and stable are found in Table 5.

| Cosmological parameter | Reference value | Step size |
|------------------------|-----------------|-----------|
| $A_s$                  | $2.14 \times 10^{-9}$ | 10%       |
| $h$                    | 0.678           | 5%        |
| $\omega_{cdm}$        | 0.119           | 4%        |

**Table 5**: The setup used to Taylor expand the bias operators basis. The step size used in the finite difference derivation scheme is expressed as percentages of the reference value.

We found a time factor gain of $\approx 150$ for the Taylor expansion with respect to the usual CLASS-PT routine. We also emphasize the Taylor expansion was performed after the IR-Resummation.

To test the accuracy of this Taylor expansion, we compare its output to the full evaluation of CLASS-PT in Fig. 10, where each line correspond to a different point in the parameter space. These points lie inside the intervals $A_{s,fid} \pm 0.4 \times A_{s,fid}$, $h_{fid} \pm 0.1 \times h_{fid}$, $\omega_{cdm,fid} \pm 0.13 \times \omega_{cdm,fid}$. The colored gray region is the error associated to the halo spectrum. The colored gray region is the error associated to the halo spectrum. Moreover, during a MCMC analysis, the Taylor expanded diagrams will be multiplied by the bias parameters that vary inside some specific range. It could happen that when some walker explores a region

![Figure 10: Relative error between the Taylor expanded and the exact power spectrum calculated by CLASS-PT. Each one of the 27 lines shows the spectrum computed in the range $A_{s,fid} \pm 0.4 \times A_{s,fid}$, $h_{fid} \pm 0.1 \times h_{fid}$, $\omega_{cdm,fid} \pm 0.13 \times \omega_{cdm,fid}$. The colored gray region is the error associated to the halo spectrum.](image-url)
associated to large values of the bias parameters, the error of the Taylor expansion could be increased. To make sure we are safe from this problem, we performed the tests using values for the bias parameters that are higher than the typical ones we find in all analysis. Even in this situation, we concluded that our Taylor expanded diagrams are accurate enough to be used.

B Testing the bias co-evolution relations

The splitting of a tracer into sub-populations opens space to add more information about the bias coefficients of the sub-species that could be blurred in the single tracer analysis. This information input can be translated in terms of narrower priors in the bias parameters. In this section we study the effect of considering an alternative prior to the bias than those pointed out in Table. 4. The idea is not exactly narrowing the priors but using information from the dynamics of the tracer to relate part of the bias coefficients (the so-called co-evolution relations) and study how it affects the multi-tracer analysis.

| Prior        | $G_{co-ev}(\sigma)$ |
|--------------|----------------------|
| $b_1$        | Flat $[1.0, 2.2]$    |
| $b_2$        | Gauss.(Eq. B.3, $\sigma$) |
| $b_{G_2}$    | Gauss.(Eq. B.1, $\sigma$) |
| $b_{\Gamma_3}$ | Gauss.(Eq. B.2, $2\sigma$) |
| $b_{\nabla_2\delta}$ | Flat $[-50, 50]$ |
| $c_0$        | Flat $[-5.0, 5.0]$   |
| $c_2$        | Flat $[-50, 50]$     |

Table 6: Priors over the bias and stochastic parameters for the $G_{co-ev}(\sigma)$.

The dynamics of structure formation imposes constraints on the bias expansion coefficients. We can understand those constraints by considering a multi-fluid component that satisfies the continuity equation\textsuperscript{11} [23, 72, 80]: given the initial conditions for the tracer at a formation time $\tau_*$, we can predict the evolution of the tracer field at later times. It implies that the dynamical component of the bias parameters is set by gravity. The initial values for the bias parameters (their value at formation time) are still however free parameters. A simplified version for the initial conditions assumes that, at the formation time, the tracer depends only on powers of $\delta$, an expansion which is often called local-in-matter-density (LIMD) [19]. The subsequent nonlinear gravitational dynamics sources higher-derivatives operators $G_2$ and $\Gamma_3$, which can be mapped into $b_1$ as [80, 81]:

\[
\begin{align*}
    b_{\bar{G}_2} &= -\frac{2}{7}(b_1 - 1), \\
    b_{\bar{\Gamma}_3} &= \frac{23}{42}(b_1 - 1).
\end{align*}
\]

Even though the validity of assuming vanishing $b_{\bar{G}_2}$ and $b_{\bar{\Gamma}_3}$ at formation time is limited, as pointed out by [80, 82–86], we here consider them as an approximation for the dynamical

\textsuperscript{11}For simplicity we assume no velocity bias, and therefore Euler’s equation is the same both for matter and for the tracer.
contribution. For \( b_2 \), we will use a numerical fit from [87] obtained by using the separate Universe approach

\[
b_2 = 0.412 - 2.143 b_1 + 0.929 (b_1)^2 + 0.008 (b_1)^3.
\]  

(B.3)

Bearing in mind the limitations of the LIMD approximation, we do not rely on the reduced parameter hypersurface delimited by Eqs. (B.1)-(B.3). Instead, analogously to what was done for \( G_0 \) in Sec. 3, we consider a Gaussian prior around Eqs. (B.1)-(B.3) with variance \( \sigma \). The priors considered in this appendix are described in Table 6 and we refer to them as \( G_{\text{co-ev}} \).

\[
\begin{array}{cccc}
\Delta h/h_{\text{fid}} & \text{ST} - G_0(\sigma \times 0.71) & \text{MT} - G_0(\sigma) \\
\Delta \omega_{\text{cdm}}/\omega_{\text{cdm, fid}} & \text{ST} - G_{\text{co-ev}}(\sigma \times 0.71) & \text{MT} - G_{\text{co-ev}}(\sigma) \\
\sigma_{h/h_{\text{fid}}} & \text{ST} - G_0(\sigma \times 0.71) & \text{MT} - G_0(\sigma) \\
\end{array}
\]

Figure 11: Cosmological parameters extracted by using the priors \( G_0 \) (shaded regions and solid lines) and \( G_{\text{co-ev}} \) (bars and dashed lines) as a function of \( \sigma \) with \( k_{\text{max}} = 0.14 \, h \text{Mpc}^{-1} \).

We show in Fig. 11 how the error bars for \( h \), \( \omega_{\text{cdm}} \) and \( b_1 \) evolve as a function of the \( \sigma \) used in the Gaussian priors of \( b_2, b_{G_2} \) and \( b_{T_3} \), both for \( G_0 \) and \( G_{\text{co-ev}} \). We have fixed \( k_{\text{max}} = 0.14 \, h \text{Mpc}^{-1} \). We notice that, as expected, increasing \( \sigma \) leads to a deterioration of constraints. For MT, however, this deterioration is less pronounced. Note also that MT provides a less-biased result for \( \sigma \to 0 \). We also note that the co-evolution relations provide a slightly better result for MT (which is not seen for ST), but this improvement is marginal. The Gaussian prior seems to have converged for \( \sigma = 2 \), which we adopt as the fiducial value in the whole paper.

We provide in Fig. 12 a comparison between \( G_{\text{co-ev}} \) and \( G_0 \) with \( \sigma = 2 \) for different values of \( k_{\text{max}} \). We can see that the effect of adding co-evolution is minimal both for MT and ST. We can see then that the co-evolution relations do not affect the constraints coming from the power spectrum alone. Those relations however might still become relevant when considering higher-order n-point functions, trying to model the matter field directly as e.g., in the forward modelling [88] or when extending the theory to higher \( k_{\text{max}} \).
C Analysis with galaxies

In this appendix we study with more attention the cross stochastic terms that were neglected in the analysis of the main text.

To consider a more realistic case, and a case where we expect a larger cross stochastic term, we populate the halos of the MultiDark simulation with galaxies. We fitted the halo occupation distribution using the IllustrisTNG300 simulation [89–91], similar to the way done in [74].

We populated the halos using galaxies with $M_\star > 10^{11.2} M_\odot / h$, to guarantee that halos less massive than the ones in our simulation have no galaxies. Then, we separate the galaxy sample into two populations, with $g - r < 0.75$ (blue galaxies) and $g - r > 0.75$ (red galaxies), where $g$ and $r$ are the magnitudes of each galaxy in the photometric bands $g$ and $r$, respectively, given by IllustrisTNG\textsuperscript{12}.

|              | $b_1^X$      | $c_0^X$ | $c_0^Y$ |
|--------------|--------------|----------|----------|
| Galaxy A     | 1.706 ± 0.018| 0.28 ± 0.21| 0.39 ± 0.19|
| Galaxy B     | 1.721 ± 0.012| 0.51 ± 0.21| 0.39 ± 0.19|
| Galaxy A + B | 1.714 ± 0.017| 0.77 ± 0.38| -        |

Table 7: Same as Tab. 2 but with the bias and stochastic parameters for the galaxies.

\textsuperscript{12}Note that our separation in blue and red galaxies is not physical. We are in practice considering only red galaxies in this analysis and the cut in color is just a simple way to separate the galaxies in two different samples.
Figure 13: Comparison between the mean number of galaxies per bin of halo mass measured in Illustris-TNG300 (red dots) and the fitting function used to populate the dark matter halos (black lines). The first row shows the mean number for the central galaxies, the second row for the satellites and the third row the total mean number of galaxies. The first column presents the mean number of red galaxies (tracer A), the second column for the blue galaxies (tracer B) and the third one for the combination of the previous two (tracer A+B).

the two populations of galaxies we consider here (blue and red galaxies). We also show the separation between central (first row), satellites (second row), and the total sample of galaxies (third row). The red dots show the measurements from IllustrisTNG300 and the black lines the fitting function used to describe the mean halo occupation distribution of these galaxies.

This HOD was fitted using the expression from [92], for the occupancy of total galaxies, and a second order polynomial for the relative number of red and blue galaxies. The galaxies
were distributed using the NFW profile [93] with the exclusion term proposed in [94] with 
\(\sigma = 0.5\). We can see a good agreement between the fitting function and the simulation data.

**Figure 14**: Same as Fig. 6 but for the two galaxy catalogues generated by populating the halos with a HOD.

By considering two populations of galaxies separated by color and not two populations of halos separated by their masses, we are mixing the masses of the host halos. In that way, we expect to find a non-vanishing stochastic term in the cross spectrum [71].

In Tab. 7 we show the linear bias and first-order stochastic parameters for the three galaxy samples (blue, red and blue+red) in the \(k \to 0\) limit (see Eqs. (3.2) and (3.3)). For the case of galaxies, in contrast to the case of halos (Tab. 2), we see that the stochastic term of the cross spectrum is different from zero in more than two sigmas. Therefore, this term is non-vanishing and should not be neglected.
Fig. 14 shows the same results as in Fig. 6 but for our galaxy catalogue. We show the results considering only one tracer (red lines), the results considering two tracers and fixing the cross stochastic term in zero (blue solid line), and considering the cross stochastic term in the analysis (dotted blue line). Similar to the case of halos, when we fix the cross stochastic terms the constraints are improved, especially for $b_1$, $b_{25}$ and the stochastic terms. However, even fixing these non-vanishing parameters, we see that the constraints are not biased with respect to the case considering the full parameter space.

Therefore, our results for the halos are not dependent of the consideration of the stochastic parameters in the analysis, once they are consistent with zero (see Tab. 2) and, even when they are not, they do not bias the final constraints (see Fig. 14). Using galaxies under the consideration of a non-vanishing cross stochastic term still improves the constraints in the cosmological parameters (21% in $\omega_{\text{cdm}}$ and 22% in $h$). It resembles the fact that most part of the gain in the full-shape analysis of $\Lambda$T comes from the break of degeneracy in the (mild) non-linear part of the spectra, as pointed out in Fig. 3. When we divide galaxies according to their color we checked that their spectra are still non-degenerate. We leave a more detailed analysis for a forthcoming paper [95].
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