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Along with the rapid improvement of the aviation industry, flight density also increases with the increase of flight demand, which directly leads to the increasingly prominent influence of wake vortex on flight safety and aviation control. In this paper, we propose a new joint framework—a deep learning framework—based on multisensor fusion information to address the detection and identification of wake vortices in the near-Earth phase. By setting multiple Doppler lidar in near-Earth flight areas at different airports, a large number of accurate wind field data are captured for wake vortex detection. Meanwhile, the airport surveillance radar is used to locate the wake vortex. In the deep learning framework, an end-to-end CNN-LSTM model has been employed to identify the airplane wake vortex from the data detected by Doppler lidar and the airport surveillance radar. The variables including the wind field matrix, positioning matrix, and the variance sequence are used as inputs to the CNN channel and LSTM channel. The identification and location information of the wake vortex in the wind field image will be output by the framework. Experiments show that the joint framework based on a multisensor possesses stronger ability to capture local feature and sequence feature than the traditional CNN or LSTM model.

1. Introduction

Airplane wake is a special atmospheric turbulence phenomenon which occurs in the whole flight process. Jet flow and wingtip wake are the two main part of airplane wake. To be more specific, wingtip wake consists of two whirlpools with opposite rotation directions, which lasts for tens of seconds to several minutes. In space, airplane wake is a long cylindrical distribution medium target behind the airplane. Generally, it reaches a hundred times of wingspan at the rear of the airplane, with a length of several kilometers, which belongs to a very strong turbulence. In 2004, the Federal Aviation Administration (FAA) defined wake vortex or wingtip wake as “Round air mass caused by the movement of wings in the air during the process of generating lift” (see Figure 1). When the airplane flies through the clouds, the water vapor particles will be stirred by a strong air flow, which looks like a vortex [1–5].

Actually, every airplane creates wake but the strength of the different airplane type is determined by many factors, including the weight, speed, wingspan (or rotor design) of the airplane, and the atmospheric conditions during the process. Part of the reason for wake generation is the same as airplane lift [6–8]. Based on the propulsion of the airplane engine and the configuration characteristics of the wing surface, the pressure difference will be created when the air flows through the wing surface. For the reason that the air pressure of the lower wing surface is higher than that of the upper wing surface, the lift force is formed. At the same time, the high-pressure air from the lower surface of the wing will tumble around the tip of the wing and then get into the low-pressure air above the wing, forming two vortices at the rear. However, the structure of the vortex is small, the two wake vortices will induce each other to eventually form a horseshoe-shaped vortex.

As the aviation industry has grown, the quantity of airplanes has increased sharply, which means that the flight interval between airplanes has been reduced. So the impact of wake on the flight safety and air traffic control has become crucial. Another side effect of airplane wake is restricting airport throughput. That means that decreased utilization of airspace and runways will make it impossible to increase
airport capacity and cause flight delays. In general, the adverse effects of the wake will damage the aerodynamic performance of the rear machine. In serious cases, flight accidents will be triggered, especially in the takeoff and landing, due to the decrease of flight speed and the poor aerodynamic performance [9, 10].

With the development of navigation technology and information technology, experts propose that the utilization of airspace can be improved by reducing the wake spacing of airplanes. However, the primary task of reducing wake separation is to detect and identify the wake of the airplane. The key to solve these problems is to detect and identify the dissipative characteristics of airplane wake by means of technology. In order to achieve this, the development of sensor technology and deep learning technology will provide us with a feasible scheme. The convolutional neural network (CNN) is considered to be one of the most widely used deep learning techniques such as target recognition and image processing, which can provide an idea of accurate eddy current identification based on a flow field image. With the addition of the CNN, the model can identify the flow field image and locate the wake accurately [11–16]. Concurrently, the long short-term memory (LSTM) network also has good performance in sequence feature extraction and data classification [17–19]. In addition, with the maturity of detection equipment technology, lidar has gradually become the most mature way to study airplane wake due to its high precision and high accuracy. At the same time, airport surveillance radar has been applied to airplane detection within the airport, which has also been proved to be effective in detecting and locating airplanes. The fusion of the two sensors can greatly improve the efficiency and accuracy of the wake location [20–31].

Therefore, this paper takes the detection and recognition of airplane wake in the near-Earth stage as the research content and detects the wind field in the flight channel of the airport with the help of Doppler lidar and a surveillance radar is used to obtain the real-time flight status of the airplane. Finally, deep learning technology is used to fuse information of different sensors and realize the accurate identification and prediction of the wake vortex. Effective identification of the wake vortex can improve flight safety and reduce the existing wake interval, so as to ensure flight safety. It is of great significance to the steady development of the civil aviation industry to reduce the second flight delay and relieve the capacity pressure of the airport.

2. Preliminary

As an important basis for studying the dissipation structure and characteristics of airplane wake, the field wind field measurement for wake can accumulate a large amount of measured data, which can be used to better mine the temporal and spatial characteristics of wake in different wind fields and through the auxiliary monitoring of the airport surveillance radar, so as to make the identification results more accurate, which is of great practical significance [5, 6, 31–36].

Coherent Doppler lidar is the product of the combination of traditional radar technology and modern laser technology, which possesses the characteristics of high range and angle resolution, accurate position information, strong antijamming ability, and all-weather operation. Due to unique four-dimensional scattering distribution, we need to fully consider the precise change of the tangential velocity of the wake in space and time and the working characteristics of the lidar. The detection content of coherent Doppler lidar includes the radial velocity information, signal-to-noise ratio information, Doppler spectrum, data and other information. In view of the above requirements, the continuous development of radar technology provides technical possibility for the field wind field measurement.

In order to obtain the 3D scanning of a complex wind field and the accurate data of airplane wake, wind3d 6000 coherent Doppler lidar was selected to collect the wind field data in airports through enough tests (see Figure 2 and Table 1).

Wind3d 6000 radars were placed in several airports to detect the wind field changes in the side direction perpendicular to the airplane wake vortices using the RHI scanning mode. By setting the change period of the pitch angle, we can get the wind field data image \( H^k = (a_{ij})_{mn} \) in polar coordinates as shown in Figure 3, where \( a_{ij} \) is the radial
velocity of the wind field in different locations \((i = \partial_1, \partial_2, \cdots, \partial_m)\) represents pitch angles and \(j = \gamma_1, \gamma_2, \cdots, \gamma_n\) represents distances to range radar \([37–42]\).

Meanwhile, the airport surveillance radar can reliably monitor and track within 75–110 km of the airport and the flight altitude is less than 6000 m which can help coherent Doppler lidar to better obtain the flight state and airplane position (see Figure 4).

It is the fact that the data of the RHI wind field detected by the radar is easily interfered by the external atmospheric environment and the clutter of the equipment itself, in order to eliminate the interference of the signal echo in the transmission and detection process and to strengthen the tail vortex Doppler characteristics of the data. It is necessary to preprocess the data and eliminate the useless noise data and interference data \([43–48]\). At the same time, the surveillance radar data also needs corresponding spatiotemporal alignment and filtering.

3. Methodology

According to the characteristics of data generated by a multisensor, it is obvious that the data is fusion information composed of regional radial wind speed, wind field parameters, flight status, and airplane positioning. Supposing that it is necessary to identify the wake vortices in the wind field, the model needs to possess strong recognition ability for local features and sequence features.

In this paper, we employ a parallel DL framework—LSTM and CNN—to capture fusion information in wake vortex recognition. In this section, we first present a brief review of the traditional LSTM and CNN.

3.1. LSTM. Long short-term memory (LSTM) networks, a special RNN network, are designed to solve the problem of long dependence. The network was introduced by Hochreiter & Schmidhuber (1997) and has been improved and popularized by many people. Their work has been used to solve a variety of problems; until now, it has been widely used.

The core of LSTM is a cell state, which is represented by the horizontal line through the cell. Cells are in the same state as conveyor belts. It runs through the whole cell but has only a few branches, which can ensure that the information flows through the RNNs unchanged.

As a kind of deep learning model, long-term and short-term memory networks have a chain structure. Time stamps are used to connect cells, which can effectively enhance the memory ability of memory cells. Each memory cell is
controlled by three parts: input gate, forgetting gate, and output gate. The input gate is mainly responsible for saving the input vector to the memory cell. In this process, some information will be deleted selectively by the forgotten door. After some processing, the new information will become the input information of the next memory cell and output the final result through the output gate after several iterations. The whole process schematic diagram of the LSTM model is shown in the figure below (see Figure 5).

3.2. CNN. As a convolutional neural network of the feedforward neural network, the connection mode of its neurons is inspired by the visual cortex of animals, with the least number of multilayer perceptron recognition variants. LeNet is an early convolutional neural network, which is Yann LeCun’s successful work after many iterations. The convolution neural network can not only complete the work of the reading postal code and numbers but also accurately process images and recognize video data. Among them, the structure of the convolution neural network is mainly composed of four parts: the convolution layer, activation function, pooling layer, and fully connected layer.

3.2.1. Convolution Layer. The convolution layer is a kind of mathematical operation on the input variables. For example, convolution of variables will produce a third new variable. In the process of feature extraction, multiple filters are needed because the weights of different filters and data windows are different and fixed, so the content of each filter is different.

3.2.2. Activation Function. The activation function is to reflect the more complex mapping relationship in the model, that is, the acquired local features are mapped to the new feature map. At present, the common activation functions are sigmoid, tanh, and ReLu. But the convolution layer usually uses ReLu as its activation function, because it can reduce the overfitting problem and make the calculation easier (see Figure 6).

3.2.3. Pool Layer. The pooling layer is a process of sample discretization, that is, to reintegrate the input sample data and reduce the dimension without reducing the sample characteristics. The most common pooling processes use an abstract form to reduce the number of parameters and the difficulty of calculation.

3.2.4. Random Deactivation. As an artificial intelligence deep learning model, it has the advantages that the traditional model cannot compare; but because of too many parameter settings, it is easy to lead to model overfitting. When the problem of overfitting is solved by random deactivation (dropout layer), it is not necessary to add new constraints or train more models, only to change the eigenvalue of the hidden layer to 0 according to a certain proportion.

3.2.5. Full Connection Layer. As a multilayer perceptron, the all-connected layer refers to the connection between each
neuron in the former layer and each neuron in the latter layer. At the same time, the full connected layer calculates the hidden layer of the model through the linear function and obtains the final output results.

3.3. Combination of CNN and LSTM. Radar data usually appear in polar coordinates (see Figure 7). Therefore, the radar image must be accompanied by periodic characteristics and local characteristics. Focusing on the joint recognition of temporal and image features, the CNN and LSTM, respectively, show good performance in their respective fields. Local features will be better captured by CNN, and temporal features will be more suitable for LSTM. Hence, we will use a combined structure to recognize the wake vortex by a multisensor.

The spatial features in the radar image will be captured by the CNN in this paper. Firstly, due to the dimension requirement of the CNN for input variables, the wind field matrix produced by one radar scanning cycle will be expanded to the \( n \times n \) matrix form which fills in the missing position with \( 0 \) \( \left( H^k = (a_{ij})_{m \times n} \rightarrow \text{HE}^k = (a_{ij})_{m \times n} \right) \). Supposing that we need to recognize the wake vortex in the wind field images, the wake vortex will exhibit some special local characteristics which will trigger a series of wind field evolution. For these regular local features, the CNN will show a good learning ability.

In this paper, LSTM is applied to the learning of sequence features. For the wind field image, when the airplane wake is detected in the region, the wind field intensity around the wake vortex will show an obvious upward trend.

In order to make the model better grasp this trend, this paper deals with the radar data according to the sequence characteristic. We can generate the variance sequence of the radial wind velocity of each radar record point at different pitch angles, and these sequences will contain wake vortex characteristics so that the LSTM model can grasp them.

\[
\begin{align*}
R_j^k &= \sum_i \left( a_{ij} - \text{EX}_j \right)^2, \\
R^k &= \left( R^k_1, R^k_2, \ldots, R^k_n \right),
\end{align*}
\]

where \( R^k \) is the variance sequence of the radial wind velocity and \( j = y_1, y_2, \ldots, y_n \) are data record points at different distances. \( \text{EX}_j \) represents the mean value of radial wind velocity of record point \( j \) at different pitch angles \( i = \partial_1, \partial_2, \ldots, \partial_m \).

Furthermore, in order to better integrate airport surveillance radar information, we transform the spatial coordinate system of the airport surveillance radar into a 200 \( \times \) 200 grid network, in which the grid accuracy is 20 m, where \( M^k = (b_{ij})_{200 \times 200} \) represents the airplane positioning matrix.

The applied combination of the CNN and LSTM is used to capture the spatial features \( \text{HE}^k, M^k \) and the sequence features \( R^k = (R^k_1, R^k_2, \ldots, R^k_n) \), where \( \text{HE}^k \) reflects the local change of regional wind field intensity, \( M^k \) can infer the accurate spatial position of airplane and wake, and \( R^k \) represents the difference characteristics of the wind field sequence. The
fusion of three spatial and sequential variables can greatly improve the detection accuracy of the airplane wake vortex.

Firstly, in order to realize the recognition of variable characteristics, the model will be divided into three channels for learning. Secondly, we add a full connection layer to achieve the fusion of local features and temporal features. Finally, a softmax layer is set to achieve information recognition and classification (see Figure 8).

4. Experiments and Results

4.1. Datasets. In this paper, the real-time wind field data has been generated by coherent Doppler lidars which have been located at Qingdao Liuting Airport (TAO) and Chengdu Shuangliu Airport (CTU) from Aug 16, 2018, to Oct 10, 2018. In addition, the airport surveillance radar data is also matched with the wind field data. In particular, various types of civil airplanes will take off and land at these airports, which will bring more promotion for the recognition accuracy and adaptability of the model.

Due to the low SNR of the echo signal, in order to reduce the interference of the high-frequency clutter in the sensor signal and retain the characteristics of the wake vortex contained in the low-frequency signal, this paper uses the discrete wavelet transform to process the signal. The discrete wavelet basis function is defined as follows:

$$\Psi_{b,c}(t) = \frac{1}{\sqrt{b}} \Psi\left(\frac{t - c}{b}\right).$$  \hspace{1cm} (2)
\( \Psi_{a,b}(t) \) is wavelet basis, \( b \) is the scale factor, and \( c \) is the time translation factor.

In this paper, the high-frequency information and low-frequency information are separated with the wavelet denoising method:

It can be seen that after denoising, the signal-to-noise ratio of data has been significantly improved in Figure 9, which indicates that the data quality after denoising has been significantly improved.

For airport surveillance radar data, it includes the airplane flight number, registration number, wake level, longitude and latitude coordinates, and other parameters. However, track correlation and track filtering need to be carried out for all airplanes within the range based on the
airplane registration numbers, so as to integrate them into relatively complete and smooth independent tracks.

In addition, the track coordinates and wind field coordinates of each aircraft are spatiotemporal aligned and standardized to ensure the real-time matching of the track and wind field.

4.2. Results. In this paper, the dataset will be partitioned into two parts: the first part is training data (40 days) and the second part is test data (16 days). The employed CNN-LSTM with full variables are trained on the training set and validated on the test set. Meanwhile, two CNN networks and a LSTM network with the same topology are adopted to train and test, respectively, where the wind field matrix HE, the airplane positioning matrix $M^k$, and the sequence features $R^k = (R^k_1, R^k_2, \ldots, R^k_n)$ are used as the input variable of CNN and LSTM. The definitions of two models are shown in Tables 2 and 3 as follows:

Figures 10 and 11 show the learning performance of the CNN-LSTM, CNN, and LSTM on the training set, where the training accuracy and validation loss after each training epoch are recorded for all models. It can be observed that the training accuracy of CNN-LSTM increases faster than other models in the initial 5 epochs, and similarly, the training loss of CNN-LSTM also showed a faster decline rate. The training results indicate that CNN-LSTM has a higher convergence speed and learning performance than traditional model frameworks in wake recognition training. In addition, the training process of the LSTM network is relatively difficult due to the single information in variables.

In the following model validation process, the CNN-LSTM shows more excellent recognition ability than other models for the wake vortex in the wind field, which benefits from the fusion of sequence features and local features (see Figures 10 and 11). Moreover, the CNN also shows good image recognition ability, and on the contrary, the LSTM has some disadvantages for image features (see Table 4).

### 5. Conclusions

This paper presents a joint framework to detect and identify airplane wake vortices in the wind field based on a multisensor. The coherent Doppler radar has been proved to have excellent performance in the field of wind field detection. At the same time, airport surveillance radar data is innovatively introduced and fused with wind field data, where the integration of a track enables the model to capture the spatiotemporal variation characteristics of wake vortex easier. Besides that, the employed CNN-LSTM network can capture local features and sequence features simultaneously, which is especially desirable for image recognition with time series features. Therefore, aiming at the problem of wake recognition in the wind field, a fusion framework composed of CNN-LSTM and a multisensor has been regarded as an ideal solution. To validate the effectiveness of the proposed framework, the wind3d 6000 coherent Doppler radars have been installed to continuously monitor the wind field changes over the airport runway in several airports. After the discrete wavelet denoising, the fusion information from the multisensor is transformed into three input forms of the CNN-LSTM model—the wind field matrix and the variance sequence. Through the training and validation of the CNN-LSTM model, the recognition accuracy of this framework for the wake vortex in wind field reaches 90%, which is proved to have high practical value and research significance.

Furthermore, several future work can be considered in this study. Firstly, the model variables can be further integrated by introducing the time dimension. By combining the continuous wind field images into a continuous segment, the spatiotemporal information contained in variables will be significantly improved. It is worth noting that the deep learning framework also needs to be expanded on this basis, which will transform time variables and space variables into spatiotemporal variables. In addition, the influence factors of different meteorological conditions and wind conditions on the wake vortex can be introduced, which may greatly improve the recognition accuracy of the model.

This method provides a new idea for wake detection under multisensor and multisource data and innovatively realizes the real-time fusion and accurate prediction of the track and wake vortex.
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