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Abstract

A traditional approach to initialization in deep neural networks (DNNs) is to sample the network weights randomly for preserving the variance of post-activations. On the other hand, several studies show that during the training process, the distribution of stochastic gradients can be heavy-tailed especially for small batch sizes. In this case, weights and therefore post-activations can be modeled with a heavy-tailed distribution that has an infinite variance but has a finite (non-integer) fractional moment of order $s$ with $s < 2$. Motivated by this fact, we develop initialization schemes for fully connected feed-forward networks that can provably preserve any given moment of order $s \in (0, 2]$ over the post-activations for a class of activations including ReLU, Leaky ReLU, Randomized Leaky ReLU, and linear activations. These generalized schemes recover traditional initialization schemes in the limit $s \to 2$ and serve as part of a principled theory for initialization. For all these schemes, we show that the network output admits a finite almost sure limit as the number of layers grows, and the limit is heavy-tailed in some settings. This sheds further light into the origins of heavy tail during signal propagation in DNNs. We also prove that the logarithm of the norm of the network outputs, if properly scaled, will converge to a Gaussian distribution with an explicit mean and variance we can compute depending on the activation used, the value of $s$ chosen and the network width, where log-normality serves as a further justification of why mean post-activation lengths can be heavy-tailed in DNNs. We also prove that our initialization scheme avoids small network output values more frequently compared to traditional approaches. Our results extend if dropout is used. The proposed initialization strategy does not have an extra cost during the training procedure. We show through numerical experiments that our initialization can improve the training and test performance.

1 Introduction

Initialization of the weights of a deep neural network (DNN) plays a crucial role on the training and test performance [DFS16, HR18, SMDH13] where random weight initialization often yields a favorable starting point for optimization [DFS16]. A common traditional approach to initialization...
that goes back to 1990’s is to initialize the weights randomly in a way to preserve the variance of the preactivations over the layers \[LBOM98, Bot88\] which avoids the network to reduce or magnify the norm of the input signal exponentially. For fully-connected networks with a fixed number of neurons \(d\) at each layer with linear activations, this can be achieved by setting the bias vectors to zero and sampling the weights in an independent and identically distributed (i.i.d.) fashion from a Gaussian or uniform distribution with mean zero and variance \(\sigma^2 = 1/d\) \[LBOM98\], proposed originally for tanh activations \[KK92\]. This initialization is referred to as “Lecun initialization” in the literature. More recently, He et al. \[HZRS15\] showed that the choice of \(\sigma^2 = \frac{2}{d}\) keeps the variance constant if ReLU activation is used instead; where the extra factor of 2 is to account for the fact that ReLU output is zero with probability \(1/2\) when input is a mean-zero symmetric distribution without an atom at zero. This initialization is sometimes referred to as “Kaiming initialization” in the literature \[LS19\]. A similar initialization rule that can preserve the variance for parametric ReLU and Leaky ReLU activations are also developed in He et al. \[HZRS15\], where parametric ReLU and Leaky ReLU are variants of ReLU, proposed to improve the performance of ReLU \[MHNT13\].

On the other hand, recent research shows that during the training process with stochastic gradient descent (SGD), the distribution of stochastic gradients can be heavy-tailed, especially for small batch sizes \[SSG19, PSGN19, ZKV19, SGN+19\], where heavy tailedness of a distribution refers to the fact that its tail is heavier than an exponential distribution \[FKZ11\]. In this setting, based on empirical distribution of stochastic gradients, modelling stochastic gradients with an \(\alpha\)-stable distribution has been proposed \[SSG19, SGN+19\], which is a distribution that does not have a finite variance but rather has a (fractional) moment of order \(s\) satisfying \(s < \alpha < 2\). This heavy-tailed behavior in the stochastic gradients is also naturally inherited by the network weights due to SGD updates. Modelling weights of a well-optimized neural network with a “Pareto distribution” with shape parameter \(\lambda\) is also proposed \[MM19\], which is another heavy-tailed distribution with a power law tail \[Res07\] with an infinite variance when \(\lambda < 2\). These models based on heavy-tailedness of the network weights suggest that pre-activations can also be modeled with a heavy-tailed distribution with a possibly infinite variance. This raises the natural question about whether the traditional approach of preserving the second moment and variance of pre-activations at the initialization level can be relaxed. In particular, we ask the following questions:

“What happens if we initialize the network weights randomly with a Gaussian initialization \(\mathcal{N}(0, \sigma^2)\) to preserve a fractional moment of order \(s \in (0, 2)\), rather than preserving the variance (which corresponds to the \(s = 2\) case)? How should we choose \(\sigma^2\) to preserve the \(s\)-th moment? Can this improve the training process?”

**Contributions.** In this paper, we answer the questions above for ReLU, parametric ReLU, Leaky ReLU, Randomized Leaky ReLU and linear activations for fully-connected deep neural networks. To our knowledge, the choice of \(\sigma^2\) that can preserve the \(s\)-th moment of preactivations has not been studied in the literature before our work. For this purpose, first we develop analytical formulas that express the \(s\)-th moment of the \(k\)-th layer output for any \(s \in (0, 2)\) and in any dimension \(d\) for the ReLU, Leaky ReLU, Randomized Leaky ReLU and linear activations (Theorems \[11\]). Our proof relies on adapting the techniques of \[CNSS4\] developed for the products of random matrices with i.i.d. Gaussian entries to nonlinear stochastic recursions arising in forward propagation with nonlinear activations and exploiting the piecewise linear structure of ReLU and Leaky ReLU activations. This yields explicit formulas regarding how to choose the initialization weight variance \(\sigma^2\) to preserve the \(s\)-th moment (Corollary \[10\]). Our initialization scheme allows to choose a larger \(\sigma^2\) compared to Kaiming initialization, and is the main reason why with our initialization scheme, network outputs small values relatively less frequently so that small gradients occur less frequently in the first SGD iteration at the initialization. In fact, we show that the logarithm of the norm of the network outputs, if properly scaled, will converge to a Gaussian distribution with an explicit mean and variance we can compute as the number of layers grows (Theorem \[5\]), where log-normality serves as a further theoretical justification of why mean post-activation lengths can be heavy-tailed in DNNs. Such a log-normality result was previously shown in \[HN19\] (see also \[Han18\]) for ReLU and linear activations in the regime where the width and depth of the network simultaneously tend to infinity, when the weights are initialized from an arbitrary symmetric distribution with fourth moments; however explicit formulas for the asymptotic mean and variance were not given for the finite width regime. In contrast, our results are explicit for finite width and are also applicable to parametric ReLU and Leaky ReLU activations, enabling us to show that if the number of layers is sufficiently large, our scheme will have a first-order stochastic dominance property over the traditional Kaiming initialization in the sense of...
where we show that the almost sure limit of output layers is heavy tailed for linear activations. The results show that forward pass can make the network output and (hence the gradient of the training cost) heavy-tailed even if the variance of network weights exceed a certain threshold, even if the weights are i.i.d. Gaussian (Theorem 13), shedding further light into the origins of heavy tail observed during the signal propagation in DNNs and initial phases of training in [SSG19, SGN+19]. Our results extend if dropout [SHK+14] is used (Remark 13). Also, our framework recovers a number of traditional initialization schemes such as Lecun initialization and Kaiming initialization in the limit as $s \to 2$, and therefore serves as a principled theory for initialization. Finally, we provide experiments to show that our initialization can provide an improvement in some cases during training over the MNIST and CIFAR-10 datasets.

Related literature. There are alternative approaches to initialization based on taking an average of the width of input and output layers to balance off efficient forward propagation with backward propagation [GB10, DB19]. In this paper, we consider forward propagation, but backward propagation analysis is the same for ReLU and Leaky ReLU activations by simply replacing the number of input layers with number of output layers in the analysis (see e.g. [HZRS15, GB10, DB19]) and our initialization schemes can in principle be combined with such averaging strategies. There are also many other strategies that enhance signal propagation in deep networks such as orthogonal matrix initialization [SMG13], random walk initialization [SA14], edge of chaos initialization [YS17, HDR18, SGSD16] and mean field theory based approaches [BGS19, BGD18, HDR18], batch normalization [IS15], composition kernels [DFS16], approaches for residual networks [YS17, HR18, LQ19] as well as development of alternative activation functions [KUMH17, CUH15, HDR18] and automating the search for good initializations [DS19].

Notation. We use standard notation, common in the machine learning literature; however we provide a detailed discussion of the notation used in our paper in the supplementary material (Appendix A).

2 Preliminaries and Setting

Fully connected feed-forward networks and activation functions. We consider a fully connected feed-forward deep neural network. Given input data $x^{(0)} \in \mathbb{R}^d$, these networks consist of multiple layers. The output of the $k$-th layer which we denote by $x^{(k)}$ follows the following recursion:

\[ x^{(k+1)} = F^{(k+1)}(x^{(k)}), \quad F^{(k+1)}(x) := \phi_a(W^{(k+1)}x + b^{(k+1)}), \]

where $W^{(k+1)} \in \mathbb{R}^{d \times d}$ and $b^{(k+1)} \in \mathbb{R}$ are the weight matrix and the bias of the $(k+1)$-st layer respectively and the function $\phi_a$ denotes the parametric ReLU activation function [HZRS15] applied component-wise to a vector, defined for a scalar input $z \in \mathbb{R}$ as

\[ \phi_a(z) = \begin{cases} z & \text{if } z > 0, \\ az & \text{if } z < 0, \end{cases} \]

where $a \in [0, 1]$ is a parameter. The parameter $a$ can also be learned from data during training [HZRS15], but in this paper we are interested in pre-training where the choice of $a$ will be given and fixed. Depending on the choice of $a$, this class recovers a number of activation functions of interest:

1. For $a = 0$, $\phi_0(x) = \max(0, x)$ is the rectified linear unit (ReLU) which is widely used in practice [MHN13].
2. For $a = 0.01$, this corresponds to Leaky ReLU activation [MHN13]. More recently, some other choices of $a \in (0, 1)$ has also been considered [HZRS15]. If $a$ is chosen randomly, this is referred to as Randomized Leaky ReLU [XWCL15].
3. For $a = 1$, $\phi_1(x) = x$ is the linear activation function.

Gaussian initialization techniques. We consider Gaussian initialization where the network weights are independent and identically distributed (i.i.d) following a Gaussian distribution with constant variance $\sigma^2$ and mean zero and biases are set to zero, i.e. we assume:
(A1) All the weights are independent and identically distributed (i.i.d.) with a centered Gaussian distribution satisfying $W_{i,j}^{(k)} \in \mathbb{R}^{d \times d}$, $W_{i,j}^{(k)} \sim \mathcal{N}(0, \sigma^2)$ for every $i, j$ and $k$ where $\sigma^2 > 0$ is the variance of the $k$-th layer with width $d$.

(A2) The biases are initialized to zero, i.e. $b^{(k)} = 0$ for every $k \geq 1$.

For simplicity of the presentation, above we assume that the width of the network is equal to $d$ and is constant over different layers. However, our results naturally extends to the case if each layer $k$ has a different width $d_k$ (see Remark 3). The popular Kaiming initialization corresponds to the choice of $\sigma^2 = \frac{2}{d(1+\alpha^2)}$ which preserves the second moment of the layer outputs, we will next show that there exists a critical variance level $\sigma^2(s,d)$ that we can compute explicitly, so that the choice of $\sigma^2 = \sigma^2(s,d)$ will preserve the $s$-th moment of the output over the layers in any dimension $d$ for any $s \in (0,\frac{d}{2}]$ given. We start with the ReLU case which corresponds to $\alpha = 0$.

### 3 ReLU Activation

In the next result, we characterize arbitrary moments of the output of the $k$-th layer, i.e. we provide an explicit formula for $\mathbb{E}(\|x^{(k)}\|^s)$ where $s > 0$ can be any real scalar where (throughout this paper) $\| \cdot \|$ denotes the Euclidean ($L_2$) norm. Our result identifies three regimes: For given width $d$ and moment $s > 0$, there exists a threshold $\bar{\sigma}_0(s,d)$ for choosing the standard deviation $\sigma$ of the initialization: If we choose $\sigma = \bar{\sigma}_0(s,d)$, then the network with ReLU activation will preserve the $s$-th moment. The choice of $\sigma$ below (resp. above) this threshold, will lead to $s$-th moment to decay (resp. grow) exponentially fast. The result relies on expressing the output of the layers as a mixture of chi-square distributions with binomial mixture weights based on adaptations of the techniques from [CNS34] from linear stochastic recursions to the nonlinear case. The proof of this result, and the proof of all the other results, can be found in the supplementary material.

**Theorem 1. (Explicit characterization of the critical variance $\bar{\sigma}^2_0(s,d)$)** Consider a fully connected network with an input $x^{(0)} \in \mathbb{R}^d$ and Gaussian initialization satisfying (A1)-(A2) with ReLU activation function $\phi_0(x) = \max(x,0)$. Let $s > 0$ be a given real scalar. The $s$-th moment of the output of the $k$-th layer is given by

$$
\mathbb{E} \left[ \|x^{(k)}\|^s \right] = \|x^{(0)}\|^s (\sigma^s I_0(s,d,d))^{k}, \quad I_0(s,d) = 2^{s/2} \sum_{n=0}^{d} \binom{d}{n} \frac{1}{2^n} \frac{\Gamma(n/2 + s/2)}{\Gamma(n/2)},
$$

where $\Gamma$ denotes Euler’s Gamma function. Then, it follows that we have three possible cases:

(i) If $\sigma = \bar{\sigma}_0(s,d)$ where $\bar{\sigma}_0(s,d) := \frac{1}{\sqrt{I_0(s,d,d)}}$, then the network preserves the $s$-th moment of the layer output, i.e. for every $k \geq 1$, $\mathbb{E} \left[ \|x^{(k)}\|^s \right] = \|x^{(0)}\|^s$, whereas for any $p > s$, $\mathbb{E}[\|x^{(k)}\|^p] \rightarrow \infty$ exponentially fast in $k$.

(ii) If $\sigma < \bar{\sigma}_0(s,d)$, then $\mathbb{E} \left[ \|x^{(k)}\|^s \right] \rightarrow 0$ exponentially fast in $k$.

(iii) If $\sigma > \bar{\sigma}_0(s,d)$, then $\mathbb{E} \left[ \|x^{(k)}\|^s \right] \rightarrow \infty$ exponentially fast in $k$.

**Remark 2. (s = 2 case)** In the special case of $s = 2$, Theorem 1 yields $I_0(2,d) = d/2$ and $\bar{\sigma}^2_0(2,d) = 2/d$ which corresponds to Kaiming initialization, details of this derivation is in Remark 7 in the Appendix.

**Remark 3. (Variable width $d_k$)** If the width $d_k$ of layer $k$ is not a constant equal to $d$ but instead varying over $k$, then our analysis extends to this case naturally where it would suffice the replace the formula (3.1) with $\mathbb{E} \left[ \|x^{(k)}\|^s \right] = \|x^{(0)}\|^s (\sigma^s \prod_{j=1}^{k} I_0(s, d_j))$.

A natural question that arises is how does the critical variance depend on $d$ and $s$ when $d$ is large. The next result gives precise asymptotics for $\bar{\sigma}_0(s,d)$ in the large $d$ regime. The result relies on careful asymptotics for the Gamma functions and binomial coefficients in Theorem 1.

**Corollary 4. (Critical variance $\bar{\sigma}_0(d,s)$ when $d$ is large)** For fixed width $d$ and $s \in (0,\frac{d}{2}]$, we have

$$
\bar{\sigma}^2_0(s,d) = \frac{2}{d} + \frac{5(2-s)}{2d^2} + o\left(\frac{1}{d}\right), \quad \bar{\sigma}_0(s,d) = \sqrt{\frac{2}{d}} + \frac{5\sqrt{2}(2-s)}{8d\sqrt{d}} + o\left(\frac{1}{d\sqrt{d}}\right).
$$

Therefore, it follows from Theorem 1 that if $\sigma^2 = \frac{2}{d} + \frac{5(2-s)}{2d^2}$, then the network will preserve the moment of order $s + o\left(\frac{1}{d}\right)$ of the network output.
Furthermore, according to Corollary 4, \( \sigma \) is the di-gamma function, \( \psi \) is the tri-gamma function and \( \pi \) is the product of the \( \sigma \) function. Moreover, we show that a properly scaled \( \sigma \) with ReLU activations \( \sigma \) is the function of \( \log(\bar{s}) \) and we can characterize. We choose \( \sigma = \sigma_0(s, d) \).

It is not hard to show that under Gaussian initialization with ReLU activation, the network output can be zero with a non-zero probability (see Lemma 7 in the appendix), which is related to the known “dying neuron” problem associated with ReLU activations [LSSK19] which implies that ReLU networks may output zero frequently. The choice of \( \sigma \) will clearly affect the variance of \( x^{(k)} \) (see Theorem 1), however it won’t affect the probability that the \( k \)-th layer output \( x^{(k)} = 0 \). A natural question that arises is what is the effect of \( \sigma \) on the growth rate of \( \|x^{(k)}\| \) conditional on the event that \( x^{(k)} \neq 0 \). For this purpose, given an initial point \( x^{(0)} \in \mathbb{R}^d \) fixed, we consider the conditional probability density function of \( \log(\|x^{(k)}\|) \) given that \( x^{(k)} \neq 0 \), i.e.

\[
f_k(r) := \mathbb{P} \left( \log(\|x^{(k)}\|) = dr \mid x^{(k)} \neq 0, a = 0 \right). \tag{3.2}
\]

Let \( R_{k,0} \) be the random variable corresponding to the density \( f_k(r) \). The quantity

\[
\mu_0(\sigma) := \lim_{k \to \infty} \frac{R_{k,0}}{k}, \tag{3.3}
\]

is a measure of how fast the norm of the output of the layers of the network would grow if we would allow infinitely many layers. It is closely related to the top Lyapunov exponent in the probability and dynamical systems literature [AKO86, CNN84] which arises in the study of random Lipschitz maps, see e.g. [El90]. In the next result, we will obtain an explicit formula for \( \mu_0(\sigma) \) (that depends on \( \sigma \) and dimension \( d \)), showing that \( \mu_0(\sigma) \) is deterministic and does not depend on the initial point \( x^{(0)} \). Furthermore, we show that a properly scaled \( R_{k,0} \) converges to a Gaussian random variable in distribution, with an explicit mean and variance we can characterize.

**Theorem 5. (Asymptotic normality of the log. of the norm of the network output)** Consider a fully connected network with an input \( x^{(0)} \in \mathbb{R}^d \) and Gaussian initialization satisfying (A1)-(A2) with ReLU activation function \( \sigma_0(x) = \max(x, 0) \). Let \( f_k(r) \) be the conditional probability density function of \( \log(\|x^{(k)}\|) \) given that \( x^{(k)} \neq 0 \), defined formally by (3.2). Let \( R_{k,0} \) be the random variable corresponding to the density \( f_k(r) \). Then, the limit \( \mu_0(\sigma) \) defined in (3.3) exists, it is deterministic and independent of \( x^{(0)} \), satisfying the following formula:

\[
\mu_0(\sigma) = \log(\sigma) + \frac{1}{2} \sum_{n=1}^{d} \pi_d(n) \left[ \log(2) + \psi_0 \left( \frac{n}{2} \right) \right]. \tag{3.4}
\]

Furthermore, \( \frac{R_{k,0} - \mu_0(\sigma) k}{\sqrt{k}} \) converge in distribution as \( k \to \infty \) with

\[
s_0^2 = \frac{1}{4} \sum_{n=1}^{d} \pi_d(n) \left[ \psi_1 \left( \frac{n}{2} \right) + \log(2) + \psi_0 \left( \frac{n}{2} \right) \right]^2 - \frac{1}{4} \left( \sum_{n=1}^{d} \pi_d(n) \left[ \log(2) + \psi_0 \left( \frac{n}{2} \right) \right] \right)^2,
\]

where \( \psi_0 \) is the di-gamma function, \( \psi_1 \) is the tri-gamma function and \( \pi_d(n) = \binom{d}{n} \frac{1}{2^{d-n}} \).
Remark 6. (First-order stochastic dominance property compared to Kaiming’s method) Theorem 3 shows that the logarithm of the norm of the k-th layer output \( R_{k,0} \) will be asymptotically normal as \( k \to \infty \) if \( R_{k,0} \) is properly scaled, where the choice of \( \sigma \) will only affect the mean (but not the variance) of the asymptotic normal distribution. This is illustrated in Figure 2 where we plot the probability density function (pdf) on the left panel and the cumulative density function (cdf) of \( R_{k,0} \) on the right panel where we compare two initializations \( \sigma^2 = \frac{2}{3} \) (Kaiming initialization which preserves variances) and our initialization technique \( \sigma^2 = \frac{2}{3} + \frac{2}{\sqrt{d}} \) which preserves the s-th moment with \( s = 1 \). We used \( k = 100 \) layers and dimension \( d = 64 \). We observe from the cdf’s of network outputs on the right panel of Figure 2 that with our choice of \( \sigma \), the norm of the network output is larger in the sense that it has first-order stochastic dominance \([HR69]\) relative to Kaiming initialization. This dominance property will hold for large enough \( k \), as our initialization can choose a larger \( \sigma \) and hence results in a larger mean value \( \mu_0(\sigma) \) in the setting of Theorem 2 noticing that the results also admit non-asymptotic versions according to Remark 3.

4 Parametric ReLU, Randomized Leaky ReLU and Linear Activations

For parametric ReLU activations with \( a > 0 \), we develop an analogous result to Theorem 1 which characterize s-th moments of the k-th layer output \( x^{(k)} \) for \( s \in (0, 2] \).

Theorem 7. (Explicit characterization of the critical variance \( \sigma_a^2(s, d) \)) Consider a fully connected network with an input \( x^{(0)} \in \mathbb{R}^d \) and Gaussian initialization satisfying (A1)–(A2) with activation function \( \phi_\alpha(x) \) for any choice of \( \alpha \in (0, 1] \) fixed. Then, for any \( s \in (0, 2] \), the output of the k-th layer satisfies

\[
\mathbb{E} \left[ \|x^{(k)}\|^s \right] = \|x^{(0)}\|^s \left( \sigma^s I_a(s, d) \right)^k
\]

with

\[
I_a(s, d) = \begin{cases} 
\left( 1 + a^2 \right) \frac{d}{2} \frac{1}{\Gamma(\frac{1-s}{2})} \sum_{n=0}^d \left( \frac{d}{2} \right) \sum_{k=0}^\infty w_{k,n} B(k + 1 - \frac{s}{2}, \frac{d}{2} + \frac{s}{2}) & \text{if } s = 2, \\
\frac{d}{2} \left( 1 - a^2 \right)^k \left( \frac{d-n}{k} + k - 1 \right) n + a^2(d-n) \left( \frac{d-n}{2} + k \right) & \text{if } s \in (0, 2),
\end{cases}
\]

where \( B(\cdot, \cdot) \) is the Beta function and

\[
w_{k,n} = \frac{1}{2} \left( 1 - a^2 \right)^k \left[ \left( \frac{d-n}{k} + k - 1 \right) n + a^2(d-n) \left( \frac{d-n}{2} + k \right) \right].
\]

Let \( \bar{\sigma}_a(s, d) = \frac{1}{\sqrt{I_a(s, d)}} \). We have three possible cases:

(i) If \( \sigma = \sigma_a(s, d) \) where then the network preserves the s-th moment of the layer outputs, i.e. for every \( k \geq 1 \), \( \mathbb{E} \left[ \|x^{(k)}\|^s \right] = \|x^{(0)}\|^s \), whereas for any \( p > s \), \( \mathbb{E}\|x^{(k)}\|^p \to \infty \) exponentially fast in \( k \).

(ii) If \( \sigma < \bar{\sigma}_a(s, d) \), then \( \mathbb{E} \left[ \|x^{(k)}\|^s \right] \to 0 \) exponentially fast in \( k \).

(iii) If \( \sigma > \bar{\sigma}_a(s, d) \), then \( \mathbb{E} \left[ \|x^{(k)}\|^s \right] \to \infty \) exponentially fast in \( k \).

Remark 8. (Extension to Randomized Leaky ReLU) For Randomized Leaky ReLU activation, \( a \) is chosen randomly. Theorem 7 extends simply by replacing \( w_{k,n} \) with \( \mathbb{E}[w_{k,n}] \) where the expectation is taken with respect to the distribution of \( a \). For instance, with a uniform distribution over an interval \( [\ell, u] \) with default values of \( \ell = \frac{1}{2} \) and \( u = \frac{1}{2} \) \([XWCL15]\), \( \mathbb{E}[w_{k,n}] \) can be expressed with a closed-form formula as all the moments of the uniform distribution is explicitly known \([Wa96]\).

We can also show that \( \bar{\sigma}_a(s, d) \) possesses some monotonicity properties.

Corollary 9. (Monotonicity properties of \( \bar{\sigma}_a(s, d) \)) In the setting of Theorem 7 for \( (a, s, d) \in [0, 1] \times (0, \infty) \times \mathbb{Z}_+ \), the function \( (a, s, d) \mapsto \bar{\sigma}_a(s, d) \) is a monotonically (strictly) decreasing function of \( a, d \) and \( s \).

Similar to Corollary 3 for the ReLU case, we can express \( \bar{\sigma}_a^2(s, d) \) as a function of \( s \) for large \( d \).

Corollary 10. (Critical variance \( \bar{\sigma}_a(d, s) \) when \( d \) is large) For fixed width \( d \) and \( s \in (0, 2] \), we have

\[
\bar{\sigma}_a^2(s, d) = \frac{1}{2} \left( \frac{\Gamma(\frac{d}{2})}{\Gamma(\frac{d}{2} + s)} \right)^{2/s} = \frac{1}{d} + \frac{2(s-1)}{2ax^2} + o\left( \frac{1}{d} \right) \text{ with } \bar{\sigma}_a^2(2, d) = \frac{1}{d} \text{ in the special case } s = 2 \text{ which}
\]
corresponds to LeCun initialization. Therefore, it follows from Theorem 7 that if \( \sigma^2 = \frac{1}{3} + \frac{(2-s)}{2s^2} \), then the network with linear activation will preserve the moment of order \( s + o(\frac{1}{s}) \) of the network output. More generally, for \( a > 0 \) small, we have

\[
\sigma_a^2(s, \bar{d}) = \left( \frac{2}{1 + a^2} \right) \frac{1}{\bar{d}} + (2 - s) \left( \frac{5 - (12 - \frac{5}{2}s)a^2}{2 + (s + 2)a^2} \right) \frac{1}{\bar{d}^2} + O\left( \frac{a^4}{\bar{d}^4} \right) + o\left( \frac{1}{\bar{d}^2} \right).
\]

Thanks to Corollary 10, we can approximate \( \sigma_a^2(s, \bar{d}) \) explicitly for Leaky ReLU with \( a = 0.01 \) without evaluating the double sums in (4.2). Leaky ReLU and linear activations do not output zero unless their input is zero; due to their piecewise linear structure. This is why, they can solve the “dying neuron” problem of ReLU activations to certain extent [LSSK19]. Consequently, under Gaussian initialization (A1)–(A2) with for Leaky ReLU and linear activations, i.e. when \( \sigma > 0 \) given, it is straightforward to show that \( \mathbb{P}(x(k) = 0) = 0 \). Similar to our discussion for ReLU activations, we introduce

\[
f_{k,a}(r) := \mathbb{P} \left( \log(|x(k)|) = dr \mid x(k) \neq 0 \right) = \mathbb{P} \left( \log(|x(k)|) = dr \right),
\]

where we used \( \mathbb{P}(x(k) = 0) = 0 \) for \( a \in (0, 1] \). Let \( R_{k,a} \) be the random variable corresponding to the density \( f_{k,a}(r) \). The quantity

\[
\mu_a(\sigma) := \lim_{k \to \infty} \frac{R_{k,a}}{k} \quad \text{for} \quad a \in (0, 1],
\]

is called the top Lyapunov exponent for the random Lipschitz map \( x^{k+1} = \phi_a(W^{k+1}x^k) \) where \( \sigma \) scales the \( W^{k+1} \) term. The following theorem derives an explicit formula for \( \mu_a(\sigma) \) and shows that \( R_{k,a} \) is asymptotically normal if it is properly scaled.

**Theorem 11. (Asymptotic normality of the log of the norm of the network output) Consider** a fully connected network with an input \( x^{(0)} \in \mathbb{R}^d \) and Gaussian initialization satisfying (A1)–(A2) with Leaky ReLU activation function \( \phi_a(x) \) with \( a \in (0, 1] \). Let \( f_{k}(r) \) be the conditional probability density function of \( \log(|x(k)|) \) given that \( x(k) \neq 0 \), defined formally by (4.4). Let \( R_{k,a} \) be the random variable corresponding to the density \( f_{k,a}(r) \). Then, the limit \( \mu_a(\sigma) \), defined in (4.5), exists, is deterministic and independent of \( x^{(0)} \), explicitly given by the formula (1.13) in the supplementary material. Let \( R_{k,a} \) be the random variable corresponding to the density \( f_{k,a}(r) \). Then, \( \frac{R_{k,a} - \mu_a(\sigma)k}{\sqrt{k}} \to \mathcal{N}(0, s_a^2) \) in distribution as \( k \to \infty \) where \( s_a^2 \) is defined by (1.14) in the supplementary material.

**Remark 12. (Non-asymptotic version of Theorems 5 and 11 and stochastic dominance) Theorems 5 and 11 are based on invoking the central limit theorem (CLT) in its proof. If we use a non-asymptotic version of the CLT instead such as the Berry–Esseen theorem [Ber41], the results extend to finite \( k \) in a straightforward fashion. In the supplementary material (Remark 7 and Figure 2), we also illustrate Theorem 11 and the stochastic dominance properties of \( s < 2 \) with respect to \( s = 2 \).

**Remark 13. (Extension of results to dropout) Dropout is a popular technique that randomly removes some neurons to prevent overfitting [SHK+14]. In this case, with zero bias, the layer recursion becomes \( x^{(k+1)} := \phi_a(W^{(k+1)}(x^{(k)} \odot \epsilon^{(k+1)})) \) where \( \odot \) denotes component-wise multiplication and \( \epsilon^{(k+1)} \) is a scaled Bernoulli random variable with i.i.d. components satisfying \( \mathbb{P}(\epsilon^{(k+1)} = 0) = 1 - q \) and \( \mathbb{P}(\epsilon^{(k+1)} = 1) = \frac{1}{q} \) where \( q \) is the probability to keep a neuron with \( q \in (0, 1) \) (see e.g. [PVKK+18]). All the results in this paper generalize naturally with minor modifications (such as scaling with \( q \)) in the results if dropout is used (see Appendix 2). For example, for any \( s \in (0, 2] \) and \( q \in (0, 1) \), the critical threshold for ReLU with dropout becomes \( \sigma_0^2(q, s, d) = \frac{2q}{\pi} + \frac{2-s}{2s^2}(6-q) + O\left( \frac{1}{\pi} \right) \) where our analysis recovers the results of Corollary 4 when \( q = 1 \) and results of [PVKK+18] when \( s = 2 \).

The following theorem shows that if bias vectors are zero, then with both Kaiming initialization and our initialization, the network outputs will converge to an almost sure limit of zero, even if the network outputs preserve moments of order \( s \) for every layer \( k \). The reason this happens is that the network preserves the moments in a highly anisotropic manner, output is often zero but also can take large values with large probabilities in a way to preserve the \( s \)-th moment. This supports empirical results of [SMG13] Sec. 3] that observed this anisotropic behavior for linear activations. Our result
shows that similar behavior happens with non-linear activations. We also show that depending on the
sign of $\mu_\sigma(\sigma)$, both $L_2$ limit and a.s. limit can be only zero or infinity. In the special case of $s = 2$
(for Kaiming initialization), such a convergence result in $L_2$ was previously proven in [HR18] Thm.
5] where the layer widths can be arbitrary.

Theorem 14. (σ determines the almost sure (a.s.) and $L_p$ limit) Consider Gaussian initialization
(A1)–(A2) with activation function $\phi_a(x)$ with $a \in [0, 1]$ and input $x^{(0)} \neq 0$. For ReLU, i.e. when
$a = 0$, regardless of the choice of $\sigma$, the network output $x^{(k)}$ converges to zero a.s as $k \to \infty$.
For parametric ReLU or for linear activations, i.e. when $a \in (0, 1]$, then $\mu_\sigma(\sigma) < 0$ if and only if
$\sigma = \sigma_a(s, d)$ for some $s > 0$ and in this case $x^{(k)}$ converges to zero a.s. for $s \geq 1$ and for $s < 1$,
$x^{(k)}$ converges in $L_p$ for any $p \in (0, s)$ and has a subsequence that converges to zero almost surely,
where $\mu_\sigma(\sigma)$ is as in Theorem 14. On the other hand, if $\mu_\sigma(\sigma) > 0$, then the sequence $x^{(k)}$ converges
to infinity in $L_p$ for any $p > 0$ and $x^{(k)}$ has a subsequence that converges to infinity a.s.

If additive zero mean Gaussian noise is added to network outputs for linear activations, we can prove that
the limit is non-zero and heavy tailed whereas the limit is zero without noise injection. Our
results provides a theoretical support for experimental results of [PSDG14] where additive noise
was observed to improve performance by spreading information propagation more evenly across the
network. The results also show that forward pass can make the network output (and subsequently the
gradient of the training cost) heavy-tailed for Gaussian initialization, shedding further light into the
origins of heavy tail observed during the early iterations of training [SSG19, §GN+19].

Theorem 15. (Heavy-tailed a.s. limit) Under Gaussian initialization (A1)–(A2) with a linear
activation function $\phi_1(x)$, input $x^{(0)} \neq 0$ and $\sigma = \sigma_1(s, d)$ for some $s \in (0, 2)$ where $\sigma_1(s, d)$ is
given explicitly in Corollary 10 if additive i.i.d. mean-zero Gaussian noise is added component-wise
to post-activations, then the layer outputs $x^{(k)}$ admit a non-zero almost sure limit that is heavy tailed
in the sense that it has infinite variance and its moments of order $p$ are infinite for any $p > s$.

5 Numerical Experiments

We compared our initialization method with Kaiming initialization [HZKST15] and Xavier method
[GB10] on fully connected networks with linear, ReLU, Leaky ReLU activation functions. For the
ReLU and linear activations, we also compared our method with random walk initialization
[SA14], which does not have explicit parameters for the Leaky ReLU but directly applicable to
linear and ReLU activations. We only compare our method with initialization strategies that do
not take additional CPU time during training for a fair comparison. We report train loss, test loss,
train accuracy and test accuracy over first 30 epochs of training with SGD to focus on the impact of
initialization on two benchmark problems: MNIST [LBBH98] and CIFAR-10 [KH+09].

Figure 5 is the summary of our results for MNIST with ReLU activation with mean and std of the
runs reported over 20 runs, where we see a clear improvement with our initialization for $s = 0.8$.
More specifically, within our initialization, we chose $\sigma^2 = \frac{2}{d} + \frac{3}{d^2}$ which preserves the moment
$s \approx 0.8$ according to Corollary 4 where $d = 64$ over 20 layers. Further details of the experimental
setup, results for ReLU and linear activations and our experiments on the CIFAR-10 dataset can be found in the Appendix N where we observed qualitatively similar results and our initialization
method often improved performance.
Figure 3: Fully connected network with width $d = 64$ and depth $20$ for ReLU activation on MNIST. The plots are the average results over 20 runs, the mean and standard deviations (std) for runs are provided as a table. The $x$-axis represents the epoch number.

**Broader Impact**

Deep learning is a machine learning technique that allows a computer to learn how to predict and classify information by filtering input signals through a network of layers that mimics the brain structure [GBC16]. It is used in many applications including self-driving cars [HWT+15], finance [HPW17], healthcare [MWW+18] and robotics [Pra15] with much of practical success. A number of network structures have been proposed in deep learning including fully-connected neural networks, convolutional neural networks and residual networks [HZRS16]. A deeper theoretical understanding of how these networks work and how they can be trained more efficiently has been an active research area where the complexity of the deep learning models in terms of number of layers and number of parameters has been a challenge. In this paper, we propose a new initialization strategy that can preserve a fractional moment through the layers for training fully-connected neural networks. The algorithm and the mathematical analysis in our paper contributes to a deeper theoretical understanding of deep neural networks work and how the input signal is propagated through the layers. Our initialization can improve the training process in some cases and contributes to the growing literature about principled initialization strategies in deep learning with a potential impact to deep learning practice.
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A Notation

Let $\| \cdot \|$ denote the Euclidean ($L_2$) norm. We use $x_i$ to denote the $i$-th component of a vector, and $A_{ij}$ to denote the entries of a matrix $A$. For a $d \times d$ symmetric positive semi-definite matrix $\Sigma$, the notation $N(m, \Sigma)$ denotes the $d$-dimensional multi-variate normal distribution with mean $m$ and covariance matrix $\Sigma$. $I_d$ denotes the $d \times d$ identity matrix. For a real number $r \in \mathbb{R}$ and a non-negative integer $k$, we introduce the binomial coefficient

$$\binom{r}{k} := \frac{r(r-1)(r-2) \cdots (r-k+1)}{k!}.$$  

For $z > 0$, (Euler’s) Gamma function is defined as the integral

$$\Gamma(z) = \int_0^\infty x^{z-1} e^{-x} \, dx.$$  

For $z > 0$, the digamma function is defined as

$$\psi_0(z) := \left( \frac{d}{dz} \Gamma(z) \right) / \Gamma(z)$$

and the trigamma function

$$\psi_1(z) := \frac{d}{dz} \psi_0(z).$$

For $x, y > 0$, the Beta function is defined as the integral

$$B(x, y) := \int_0^1 t^{x-1} (1-t)^{y-1} \, dt.$$  

If a sequence of random variables $X_k$ converges to a random variable $X$ in distribution as $k \to \infty$, we denote this by $X_k \Rightarrow X$. The set of positive integers will be denoted by $\mathbb{Z}_+$. Let $f, g$ be real valued functions, defined on some unbounded subset of $\mathbb{R}$, and let $g(x)$ be strictly positive for all large enough values of $x$. We denote $f(x) = O(g(x))$ as $x \to \infty$ if there exists a constant $M > 0$ and $x_0 \in \mathbb{R}$ such that $|f(x)| \leq M g(x)$ for all $x \geq x_0$. We denote $f(x) = o(g(x))$ as $x \to \infty$ if for all $\varepsilon > 0$ there exists a constant $x_0$ such that $|f(x)| \leq \varepsilon g(x)$ for all $x \geq x_0$.

B Proof of Theorem

Proof. When the activation function is linear, $k$-th layer output $x^{(k)}$ obeys a linear recursion where the proof technique of \cite{CN84} about the moments of random Gaussian matrix products are directly applicable. Our main proof idea is to extend this proof technique to non-linear recursions obeyed by $x^{(k)}$ when ReLU activation is used, where we exploit piecewise-linearity properties of the ReLU function. We first note that for $x^{(k)} \neq 0$,

$$\frac{\|x^{(k+1)}\|}{\|x^{(k)}\|} = \frac{\|\phi_0(W^{(k+1)} x^{(k)})\|}{\|x^{(k)}\|} = \left\| \phi_0 \left( W^{(k+1)} \frac{x^{(k)}}{\|x^{(k)}\|} \right) \right\|,$$

which we used the equality $\phi_0(c y) = c \phi_0(y)$ for any given $c > 0$ and arbitrary vector $y$ (with the choice of $y = W^{(k)} x^{(k)}$ and $c = 1/\|x^{(k)}\|$). On the other hand, the entries of the $W^{(k)}$ matrix are i.i.d. Gaussians, where each row is a spherically symmetric random vector (in the sense of \cite[Ch. 4]{FSW18}) with i.i.d. entries. From this symmetry property it follows that the distribution of $W^{(k)} z$ is independent of the choice of $z$ on the unit sphere in $\mathbb{R}^d$. Therefore, if we choose $z = e_1$, we have

$$W^{(k)} \frac{x^{(k)}}{\|x^{(k)}\|} \sim W^{(k)} e_1,$$

where $e_1 = [1, 0, \ldots, 0]^T$ is the first basis vector. Therefore from (B.1), we obtain

$$\frac{\|x^{(k+1)}\|}{\|x^{(k)}\|} \sim \left\| \phi_0 \left( W^{(k+1)} e_1 \right) \right\|.$$
which says that the distribution of the ratio \( \frac{\|x^{(k+1)}\|}{\|x^{(k)}\|} \) is independent of \( x^{(k)} \) and the history \( x^{(j)} \) for \( j < k \). Then, by the independence of the random variables \( \frac{\|x^{(j+1)}\|}{\|x^{(j)}\|} \), we can write

\[
\mathbb{E} \left[ \left( \frac{\|x^{(k)}\|}{\|x^{(0)}\|} \right)^n \right] = \mathbb{E} \left[ \prod_{j=1}^{k} \frac{\|x^{(j)}\|}{\|x^{(j-1)}\|} \right] = \prod_{j=1}^{k} \mathbb{E} \left[ \frac{\|x^{(j)}\|}{\|x^{(j-1)}\|} \right] = \prod_{j=1}^{k} \mathbb{E} \left[ \left\| \phi_0 \left( W^{(j)} e_1 \right) \right\|^n \right] = (\sigma^s \mathbb{E} \left[ \phi_0 \left( z \right) \right]^s)^k, \tag{B.4}
\]

where \( z \) is a \( d \)-dimensional random vector with standard normal distribution \( \mathcal{N}(0, I_d) \). The rest of the proof is about explicit computation of the term \( \mathbb{E} \left[ \phi_0 \left( z \right) \right]^s \) which appear in the product \( (B.4) \) and showing that it is equal to \( I_0(s, d) \) where \( I_0(s, d) \) is defined by \( (3.1) \). Note that

\[
\mathbb{E} \left[ \phi_0 \left( z \right) \right]^s = \mathbb{E} \left[ \phi_0^s(z_1) + \phi_0^s(z_2) + \cdots + \phi_0^s(z_d) \right]^{s/2}, \tag{B.5}
\]

which depends on the orthant that the vector \( z \) resides in \( \mathbb{R}^d \). In particular, there are \( 2^d \) (open) orthants in dimension \( d \), where each orthant is defined by a system of inequalities:

\[
\varepsilon_1 x_1 > 0, \quad \varepsilon_2 x_2 > 0, \quad \varepsilon_3 x_3 > 0, \quad \ldots \varepsilon_n x_n > 0,
\]

where each \( \varepsilon_i \) is 1 or -1. Therefore, we can identify each orthant from an element of the set \( \{+, -\}^d \). For example, the non-negative (open) orthant corresponds to \( \{+, +, \ldots, +\} \) whereas the non-positive (open) orthant corresponds to \( \{-, -, \ldots, -\} \). On every quadrant that corresponds to \( n \) plus signs and \( d - n \) minus signs (with an arbitrary order of the signs), the distribution of \( (B.5) \) is the same as the distribution of

\[
Y_n := \chi^2(n), \tag{B.6}
\]

where \( \chi^2(n) \) denotes a chi-squared distribution with \( n \) degrees of freedom as long as \( n \geq 1 \). If we choose a random quadrant; with probability

\[
p_d(n) = \binom{d}{n} \frac{1}{2^d}, \tag{B.7}
\]

we will be in such a quadrant.\(^1\) Therefore, we can interpret \( \|\phi_0(z)\|^s \) as a mixture of chi-square distributions with weights from the Binomial distribution. It follows from \( (B.5) \)–\( (B.7) \) that we can write

\[
\mathbb{E} \|\phi_0(z)\|^s = \sum_{n=1}^{d} p_d(n) \mathbb{E}(Y_n^{s/2}).
\]

The moments of \( Y_n \) are explicitly known, and we have

\[
\mathbb{E}(Y_n^s) = 2^s \frac{\Gamma(n/2 + s)}{\Gamma(n/2)} \quad \text{for} \quad s \geq 0,
\]

(see \cite[Sec. 8]{Wal96}) for any \( s \geq 0 \) where \( \Gamma(\cdot) \) denotes the Gamma function. Therefore, we obtain

\[
\mathbb{E} \|\phi_0(z)\|^s = I_0(s, d) = \sum_{n=0}^{d} p_d(n) 2^{s/2} \frac{\Gamma(n/2 + s/2)}{\Gamma(n/2)}.
\]

\(^1\)Note that \( p_d(n) = \mathbb{P}(B_d = n) \) where \( B_d \sim \text{Bi}(d, \frac{1}{2}) \) is a random variable with a Binomial distribution, where the parameter \( d \) represents the total number of Bernouilli trials and the parameter \( \frac{1}{2} \) is the success probability for each trial.
We conclude from (B.4) that (3.1) holds. This also implies directly that part (ii) and (iii) are true. Finally, for any \( p > s \), we have \( \hat{\sigma}_0(s, d) > \hat{\sigma}_0(p, d) \) by Corollary 9. Therefore, if \( \sigma = \hat{\sigma}_0(s, d) \), then \( \sigma > \hat{\sigma}_0(p, d) \) and by part (iii), we obtain \( \mathbb{E}[|x^{(k)}|^p] \to \infty \) exponentially fast in \( k \). This completes the proof.

**Remark 16.** In the setting of Theorem 4 in the special case when \( s = 2 \), we obtain \( I_0(2, d) = d/2 \) and we obtain \( I_0(2, d) = 2 \sum_{n=0}^{d} \binom{d}{n} \frac{1}{\sqrt{n}} \mathbb{F}(n/2) = 2 \sum_{n=0}^{d} \binom{d}{n} \frac{1}{\sqrt{n}} n = \frac{d}{2} \) where we used the identity \( \Gamma(x+1) = x\Gamma(x) \) for \( x > 0 \) and the last equality can be obtained from the properties of the Binomial distributions, see e.g. [Wal96, Section 5.2]. Therefore, from part (i) of Theorem 7, \( \hat{\sigma}_0(2, d) = 1/\sqrt{I_0(2, d)} = \sqrt{2}/\sqrt{d} \). In particular, the choice of \( \hat{\sigma}_0(2, d) \) corresponds to Kaiming initialization. Theorem 7 is more general in the sense that it is applicable to any moment \( s > 0 \).

**C Proof of Corollary 4**

**Proof.** This result follows from analyzing the asymptotics of \( I_0(s, d) \) for large \( d \). It is known that for any real \( \alpha > 0 \) and \( z > 0 \), we can write the series expansion

\[
\frac{\Gamma(z + \alpha)}{\Gamma(z)} = z^\alpha S(z, \alpha),
\]

with

\[
S(z, \alpha) := \sum_{m=0}^{\infty} A_m(\alpha) \left( \frac{1}{z} \right)^m = 1 + \frac{\alpha(\alpha - 1)}{2z} + O\left( \frac{1}{z^2} \right),
\]

where \( A_m(\alpha) \) are coefficients of the expansion that admits an explicit representation (see [TE^+51]). Therefore, choosing \( z = n/2 \) and \( \alpha = s/2 \),

\[
\frac{\Gamma(n/2 + s/2)}{\Gamma(n/2)} = \left( \frac{n}{2} \right)^{s/2} S(n/2, s/2),
\]

so that

\[
I_0(s, d) = \sum_{n=1}^{d} p_d(n) n^{s/2} S(n/2, s/2).
\]

Since the \( \Gamma \) function is log-convex [Mer96], we also have

\[
\Gamma\left( \frac{n}{2} + \frac{s}{2} \right) = \Gamma\left( 1 - \frac{s}{2}, \frac{n}{2} + \frac{s}{2} + 1 \right)
\leq \left( \Gamma\left( \frac{n}{2} \right) \right)^{1-\frac{s}{2}} \left( \Gamma\left( \frac{n}{2} + 1 \right) \right)^{\frac{s}{2}}
\leq \Gamma\left( \frac{n}{2} \right)^{\frac{n}{2}} S(n/2, s/2),
\]

where we used the identity \( \Gamma(z+1) = z\Gamma(z) \) for \( z > 0 \). Therefore, we see from (C.2) that

\[
0 \leq S(n/2, s/2) \leq 1,
\]

for every \( s > 0 \) and \( n > 0 \). Note that

\[
\left( \frac{d}{2} \right)^{s/2} \frac{1}{I_0(s, d)} = \frac{1}{\mathbb{E}(F_d(B_d))},
\]

where \( B_d \) is a Binomial random variable, i.e.

\[
\mathbb{P}(B_d = n) = \binom{d}{n} \frac{1}{2^d} \quad \text{for} \quad n = 0, 1, \ldots, d,
\]

and

\[
F_d(X) := \begin{cases} 
2^{s/2} X^{s/2} S(X/2, s/2) & \text{if } X > 0, \\
0 & \text{if } X = 0,
\end{cases}
\]

and

\[
\hat{\sigma}_0(2, d) = 1/\sqrt{I_0(2, d)} = \sqrt{2}/\sqrt{d}.
\]

In particular, the choice of \( \hat{\sigma}_0(2, d) \) corresponds to Kaiming initialization. Theorem 7 is more general in the sense that it is applicable to any moment \( s > 0 \).
satisfying
\[ F_d(X) = 2^{s/2} \frac{X^{s/2}}{d^{s/2}} \left( 1 + \frac{\frac{s}{2} (\frac{s}{2} - 1)}{X} + O\left( \frac{1}{X^2} \right) \right) \quad \text{for} \quad X > 0, \quad (C.6) \]

where we used (C.1). By the normal approximation of the binomial distribution, we also have
\[ Z_d := \frac{B_d - \mathbb{E}(B_d)}{\sqrt{\text{var}B_d}} = B_d - \frac{d}{\sqrt{d/2}} \Rightarrow \mathcal{N}(0, 1) \quad (C.7) \]
in distribution. We also have
\[
\mathbb{E}(F_d(B_d)) = \mathbb{E} \left( F_d\left( \frac{d}{2} + \frac{\sqrt{d}}{2} Z_d \right) \right) = 2^{s/2} \mathbb{E} \left[ \left( \frac{d}{2} + \frac{\sqrt{d}}{2} Z_d \right)^{s/2} S\left( \frac{d}{4} + \frac{\sqrt{d}}{4} Z_d, s/2 \right) \right] = \mathbb{E} \left[ (1 + \frac{1}{\sqrt{d}} Z_d)^{s/2} S\left( \frac{d}{4} + \frac{\sqrt{d}}{4} Z_d, s/2 \right) \right].
\]
Using the Binomial expansion formula,
\[ (1 + x)^{s/2} = \sum_{k=0}^{\infty} \binom{s/2}{k} x^k \quad \text{for} \quad |x| < 1, \]
for \( Z_d < \sqrt{d} \), we can write
\[
(1 + \frac{1}{\sqrt{d}} Z_d)^{s/2} S\left( \frac{d}{4} + \frac{\sqrt{d}}{4} Z_d, s/2 \right) = \sum_{k=0}^{\infty} \binom{s/2}{k} \frac{1}{(\sqrt{d})^k} Z_d^k \sum_{m=0}^{M} A_m(s/2) \left( \frac{d}{2} + \frac{\sqrt{d}}{2} Z_d \right)^m
\]
\[ = \sum_{k=0}^{\infty} \binom{s/2}{k} \frac{1}{(\sqrt{d})^k} Z_d^k \sum_{m=0}^{M} A_m(s/2) \frac{2^m}{d^m} \left( \frac{2}{1 + \frac{\sqrt{d}}{\sqrt{d}}} \right)^m
\]
\[ = \sum_{k=0}^{\infty} \binom{s/2}{k} \frac{1}{(\sqrt{d})^k} Z_d^k \sum_{m=0}^{M} A_m(s/2) \frac{4^m}{d^m} \left( \frac{\infty}{\sqrt{d}} \frac{(-1)^l}{(\sqrt{d})^l} Z_d^l \right)^m
\]
\[ = \left( 1 + \binom{s/2}{1} \frac{1}{\sqrt{d}} Z_d + \binom{s/2}{2} \frac{1}{d} Z_d^2 + \ldots \right) \cdot \left( 1 + \binom{s/2}{2} \frac{4}{d} \left( \sum_{l=0}^{\infty} \frac{(-1)^l}{(\sqrt{d})^l} Z_d^l \right) + \ldots \right)
\]
\[ = 1 + \binom{s/2}{2} \frac{4}{d} + \left( \binom{s/2}{1} \frac{1}{\sqrt{d}} + \binom{s/2}{2} \frac{4}{d \sqrt{d}} \right) Z_d \]
\[ + \left( \binom{s/2}{2} \frac{1}{d} + \binom{s/2}{2} \frac{4}{d^2} \right) Z_d^2 + \ldots, \quad (C.9) \]
where we used the identity \( A_1(s/2) = \frac{s}{2} (s/2 - 1) \). Since \( \mathbb{P}(Z_d \geq \sqrt{d}) = O(e^{-d/2}) \) and the function \( S \) is non-negative and bounded by \( 1 \) according to (C.3), we have
\[
\mathbb{E} \left[ (1 + \frac{1}{\sqrt{d}} Z_d)^{s/2} S_M\left( \frac{d}{2} + \frac{\sqrt{d}}{2} Z_d, s \right) \right] = \mathcal{O}(e^{-d/2}) + \mathbb{E} \left[ 1 + \binom{s/2}{1} \frac{1}{\sqrt{d}} Z_d + \binom{s/2}{2} \frac{5}{d} Z_d^2 + \ldots \right]
\]
\[ = \mathcal{O}(e^{-d/2}) + 1 + \binom{s/2}{2} \frac{4}{d} + \left( \binom{s/2}{2} \frac{1}{d} + \binom{s/2}{2} \frac{4}{d^2} \right) \frac{s^2}{8} - \frac{3s}{4} + 1 \quad (C.10)
\]
\[ = 1 + \binom{s/2}{2} \frac{5}{d} + o\left( \frac{1}{d} \right), \quad \text{for} \quad d > 0. \]
where we used the fact that $E(Z^2_k) \to E(Z^k)$ as $d \to \infty$ for any fixed $k$ implied by (C.7) where $Z$ is a standard-normal variable in $\mathbb{R}$ which satisfies $E(Z) = 0$ and $E(Z^2) = 1$. Then, it follows from (C.4) that
\[
\frac{(d)^{s/2}}{I_0(s, d)} = 1 - \left(\frac{s}{2}\right)^5 d + o\left(\frac{1}{d}\right) = 1 + \frac{5s(2 - s)}{8d} + o\left(\frac{1}{d}\right),
\]
(C.14)
which implies
\[
\tilde{\sigma}_0(s, d) = \frac{1}{\sqrt{I_0(s, d)}} = \frac{\sqrt{2}}{\sqrt{d}} \left(1 + \frac{5s(2 - s)}{8d} + o\left(\frac{1}{d}\right)\right)^{1/s} = \frac{\sqrt{2}}{\sqrt{d}} \left(1 + \frac{5(2 - s)}{8d} + o\left(\frac{1}{d}\right)\right).
\]
Similarly, taking square of both sides,
\[
\tilde{\sigma}_0^2(s, d) = \frac{1}{s/2I_0(s, d)} = \frac{2}{d} \left(1 + \frac{5(2 - s)}{4d} + o\left(\frac{1}{d}\right)\right)
\]
which completes the proof.}

\section{D Probability of zero network output for ReLU activations}

When $X$ is a Gaussian random variable with distribution $\mathcal{N}(0, \sigma^2 I_d)$, we have $P(\phi_0(X) = 0) = P(\text{max}(X_i) = 0) = \prod_{i=1}^n P(X_i \leq 0) = \frac{1}{\sqrt{2 \pi}}$ due to the symmetry of the $i$-th component $X_i$, with respect to the origin, independent of the choice of $\sigma > 0$. The output of the $k$-th layer is actually not Gaussian, nevertheless exploiting its symmetry properties and piecewise linearity of the ReLU activations, the probability that the output $x^{(k)}$ will be zero can be computed with a similar calculation as follows and this probability is independent of the choice of $\sigma$.

\textbf{Lemma 17. Under Gaussian initialization (A1)–(A2) with ReLU activation, i.e. when $a = 0$, for any $\sigma > 0$ given, $P(x^{(k)} = 0) = 1 - (1 - \frac{1}{2d})^k$.}

\textit{Proof.} Consider the first layer,
\[
x^{(1)} = [x^{(1)}_1, x^{(1)}_2, \ldots, x^{(1)}_d]^T, \quad \text{where} \quad x^{(1)}_i = \phi(\sum_{j=1}^d W^{(1)}_{ij} x^{(0)}_j).
\]

According to the assumption, $W^{(1)}_{ij}$ is normally distributed with a zero mean. Then, $\sum_{j=1}^d W^{(1)}_{ij} x^{(0)}_j$ is also normally distributed with zero mean $P(\sum_{j=1}^d W^{(1)}_{ij} x^{(0)}_j \geq 0) = \frac{1}{2}$. Therefore, $P(x^{(1)}_i \neq 0) = 1 - \frac{1}{2} = \frac{1}{2}$ and $P(x^{(1)} \neq 0) = \frac{1}{2^d}$. If consider the $k$-th layer, we can get similarly
\[
P(x^{(k)} \neq 0) = P(x^{(k)} \neq 0|x^{(k-1)} \neq 0) = 1 - \frac{1}{2d}.
\]

Since
\[
P(x^{(k)} \neq 0) = P(x^{(k)} \neq 0|x^{(k-1)} \neq 0)P(x^{(k-1)} \neq 0|x^{(k-2)} \neq 0) \ldots P(x^{(1)} \neq 0) = (1 - \frac{1}{2d})^k,
\]
we can obtain the result
\[
P(x^{(k)} = 0) = 1 - P(x^{(k)} \neq 0) = 1 - (1 - \frac{1}{2d})^k.
\]

\section{E Proof of Theorem 5}

\textit{Proof.} By the same argument given in the proof of Theorem 1 for any $k \geq 0$, if $x^{(k)} \neq 0$, we have
\[
\frac{\|x^{(k+1)}\|}{\|x^{(k)}\|} \sim \|\phi_0(z)\|,
\]
E.1
We note that $z \sim \mathcal{N}(0, I_d)$ is a $d$-dimensional standard normal random vector, and in particular $\frac{\|x^{(k+1)}\|}{\|x^{(k)}\|}$ is independent from the choice of $x^{(k)}$ and the past history $x^{(j)}$ for $j < k$. Let $A_k$ be the event that $x^{(k)} \neq 0$. We note that

$$A_k = \cap_{j=0}^{k} A_j,$$

(E.2)

that is $x^{(k)} \neq 0$ if and only if $x^{(j)} \neq 0$ for $j \leq k$. This fact follows simply from the piecewise linear structure of the ReLU activation function. Conditioning on the event $A_k$, we can write

$$\frac{1}{k} \left( \log \frac{\|x^{(k)}\|}{\|x^{(0)}\|} \right) A_k = \frac{1}{k} \sum_{j=0}^{k-1} \left( \frac{1}{2} \log \frac{\|x^{(j+1)}\|^2}{\|x^{(j)}\|^2} \right) A_j,$$

(E.3)

where the logarithm is well-defined as the ratio $\frac{\|x^{(j+1)}\|}{\|x^{(j)}\|} > 0$ conditional on $A_j$. Due to (E.1) and (E.2), the right-hand side of (E.3) can be viewed as an average of i.i.d. random variables with mean

$$m_1 = \frac{1}{2} \mathbb{E} \log \left( \frac{\|x^{(1)}\|^2}{\|x^{(0)}\|^2} | A_0 \right) = \frac{1}{2} \mathbb{E} \log \left( \|\phi_0(z)\|^2 | z \not\in \mathbb{R}^d \right),$$

where $\mathbb{R}^d = \{x \in \mathbb{R}^d | x_i \leq 0 \text{ for } i = 1, 2, \ldots, d\}$ denotes the (closed) non-positive orthant of vectors and variance

$$m_2 = \text{var} \left( \frac{1}{2} \log \left( \|\phi_0(z)\|^2 | z \not\in \mathbb{R}^d \right) \right) = \frac{1}{4} \text{var} \left( \log \left( \|\phi_0(z)\|^2 | z \not\in \mathbb{R}^d \right) \right).$$

(E.4)

In the rest of the proof, we compute $m_1$ and $m_2$ explicitly showing that they are finite; then by the central limit theorem and the law of large numbers, the theorem will hold with

$$\mu_0(\sigma) = m_1 \quad \text{and} \quad s_0^2 = m_2.$$

(E.5)

We note that

$$m_1 = \log(\sigma) + \mathbb{E} \left( \log \|\phi_0(z)\| | z \not\in \mathbb{R}^d \right),$$

(E.6)

$$m_2 = \log(\sigma) + \frac{1}{2} \mathbb{E} \left( \log \|\phi_0(z)\|^2 | z \not\in \mathbb{R}^d \right).$$

(E.7)

By (B.5) and following the same proof technique in Theorem 1 we can show that given that $z \not\in \mathbb{R}^d$,

$$\left( \|\phi_0(z)\|^2 | z \not\in \mathbb{R}^d \right) \sim Y_n \quad \text{with probability} \quad \pi_d(n) = \frac{p_d(n)}{\sum_{n=1}^{d} p_d(n)} = \left( \frac{d}{n} \right) \frac{1}{2^d - 1},$$

(E.8)

for $n \geq 1$ where $Y_n$ is a chi-square distribution with $n$ degrees of freedom where $p_d(n)$ is given by (B.7). We have also

$$m_1 = \log(\sigma) + \mathbb{E} \log \left( \|\phi_0(z)\|^2 | z \not\in \mathbb{R}^d \right) = \log(\sigma) + \sum_{n=1}^{d} \pi_d(n) \left[ \mathbb{E} \log[Y_n] \right].$$

Using the mixture representation (E.8) and according to Lemma 23 we have

$$\text{var} \left( \log \|\phi_0(z)\|^2 | z \not\in \mathbb{R}^d \right) = \sum_{n=0}^{d} \pi_d(n) \text{var} \left( \log(Y_n) \right) + \sum_{n=0}^{d} \pi_d(n) \left[ \mathbb{E} \log(Y_n) \right]^2$$

$$- \left( \sum_{n=0}^{d} \pi_d(n) \mathbb{E} \log(Y_n) \right)^2.$$

Logarithmic moments of chi-square distributions are explicitly available as

$$\mathbb{E} \log[Y_n] = \log(2) + \Psi \left( \frac{n}{2} \right),$$

where $\Psi$ is the digamma function.

---

1. Here, the equality is to be understood in the sense of distributions, i.e. the left-hand side and the right-hand side have the same distribution.
We conclude from (E.5).

where each \( \varepsilon \) which depends on the orthant that the vector \( z \) where we used the equality \( \phi \) I

For example, the non-negative (open) orthant corresponds to \( \{−m, \ldots, 0\} \) distribution of

and

\[
\text{var}(\log(Y_n)) = \psi_1(n/2),
\]

where \( \psi_1(z) \) is the tri-gamma function (see [CN84 Lemma 2.3]). Therefore, from [E.7], we obtain

\[
m_1 = \log(\sigma) + \frac{1}{2} \sum_{n=1}^{d} \pi_d(n) \left[ \log(2) + \Psi \left( \frac{n}{2} \right) \right].
\]

Then, from [E.4] we get,

\[
m_2 = \frac{1}{4} \text{var}(\|\phi_0(z)\|^2) |z \notin \mathbb{R}^d| = \frac{1}{4} \left( \sum_{n=1}^{d} \pi_d(n) \psi_1(n/2) + \sum_{n=1}^{d} \pi_d(n) \left[ \log(2) + \Psi \left( \frac{n}{2} \right) \right]^2 \right) - \frac{1}{4} \left( \sum_{n=1}^{d} \pi_d(n) \left[ \log(2) + \Psi \left( \frac{n}{2} \right) \right] \right)^2.
\]

We conclude from [E.5].

\[\square\]

\section{F Proof of Theorem 7}

\textbf{Proof.} The approach is similar to the proof of Theorem 1. We first note that for \( x^{(k)} \neq 0, \)

\[
\frac{\|x^{(k+1)}\|}{\|x^{(k)}\|} = \frac{\|\phi_a(W^{(k+1)}x^{(k)})\|}{\|x^{(k)}\|} = \left\| \phi_a \left( \frac{W^{(k+1)}x^{(k)}}{\|x^{(k)}\|} \right) \right\|,
\]

which we used the equality \( \phi_a(cy) = c\phi_a(y) \) for any given \( c > 0 \) and arbitrary vector \( y \) (with the choice of \( y = W^{(k)}x^{(k)} \) and \( c = 1/\|x^{(k)}\| \)). By a similar reasoning to [B.1]–[B.4], we obtain

\[
\mathbb{E} \left[ \left( \frac{\|x^{(k)}\|}{\|x^{(0)}\|} \right)^s \right] = (\sigma^s \mathbb{E} \|\phi_a(z)\|^s)^k,
\]

(F.1)

where \( z \) is a \( d \)-dimensional random vector with standard normal distribution \( \mathcal{N}(0, I_d) \). In the rest of the proof, we compute the term \( \mathbb{E} \|\phi_a(z)\|^s \) explicitly and establish that it is equal to \( I_a(s, d) \) where \( I_a(s, d) \) is given by (4.2). Consider

\[
\mathbb{E} \|\phi_a(z)\|^s = \mathbb{E} \left[ \phi_a^2(z_1) + \phi_a^2(z_2) + \cdots + \phi_a^2(z_d) \right]^{s/2},
\]

where \( z = (z_1, z_2, \ldots, z_d) \) is a \( d \)-dimensional standard normal random vector. We first note that the function \( \phi_a(x) : \mathbb{R}^d \to \mathbb{R} \) has a piecewise linear structure on \( \mathbb{R}^d \) depending on the sign of the components \( x_i \) of a vector \( x \). In particular, we observe that by the definition of the \( \phi_a \) function,

\[
\|\phi_a(z)\|^2 = \phi_a^2(z_1) + \phi_a^2(z_2) + \cdots + \phi_a^2(z_d) = \sum_{i: z_i > 0} (z_i)^2 + 2a^2 \sum_{i: z_i < 0} (z_i)^2,
\]

(F.2)

which depends on the orthant that the vector \( z \) resides in \( \mathbb{R}^d \). In particular, there are \( 2^d \) (open) orthants in dimension \( d \), where each orthant is defined by a system of inequalities:

\[
\varepsilon_1 x_1 > 0, \quad \varepsilon_2 x_2 > 0, \quad \varepsilon_3 x_3 > 0, \quad \ldots \varepsilon_n x_n > 0,
\]

where each \( \varepsilon_i \) is \( 1 \) or \( -1 \). Therefore, we can identify each orthant from an element of the set \( \{+, -\}^d \). For example, the non-negative (open) orthant corresponds to \( \{+, +, \ldots, +\} \) whereas the non-positive (open) orthant corresponds to \( \{-, -, \ldots, -\} \). On every quadrant that corresponds to \( n \) plus signs and \( d - n \) minus signs (with arbitrary order of the signs), the distribution of (F.2) is the same as the distribution of

\[
X_n := Y_n + Z_n,
\]

(F.3)

where

\[
Y_n = \chi^2(n) \quad \text{and} \quad Z_n = a^2 \chi^2(d - n).
\]
\(\chi^2(v)\) denotes a chi-squared distribution with \(v\) degrees of freedom. In this representation, \(Y_n\) and \(Z_n\) are independent as they are related to i.i.d. entries of the \(z\) vector. If we choose a random quadrant, with probability

\[
P(B_d = n) = p_d(n) = \binom{d}{n} \frac{1}{2^d} \quad (F.4)
\]

we will be in such a quadrant where \(B_d\) is a Binomial random variable defined in \(C.5\). Therefore, we can write

\[
E \|\phi_a(z)\|^s = \sum_{n=0}^d p_d(n)E(X_n^{s/2}). \quad (F.5)
\]

In the special case \(s = 2\), we have

\[
E \|\phi_a(z)\|^2 = \sum_{n=0}^d p_d(n)E(X_n) = \sum_{n=0}^d p_d(n)(E(Y_n) + E(Z_n))
\]

\[
= \sum_{n=0}^d p_d(n)(n + a^2(d - n)) = (1 + a^2)\frac{d}{2} = I_a(2, d),
\]

where we used \(\sum_{n=0}^d p_d(n)n = \frac{d}{2}\) and \(F.1\) implies directly that \((4.1)\) holds for the \(s = 2\) case. Next, we consider the case \(s < 2\) where we compute \(E \|\phi_a(z)\|^s\) through moment generating function techniques. We will show that it is equal to \(I_a(s, d)\) defined by \((4.2)\).

Let \(M_X(t) = E(e^{tX})\) denote the moment generating function (MGF) of a random variable \(X\). If we consider arbitrary moments \(\alpha > 0\) (where \(\alpha\) is not necessarily a positive integer) of a non-negative random variable \(X\); we have

\[
E[X^\alpha] = D^\alpha M_X(0), \quad (F.6)
\]

where \(D^\alpha\) denotes the fractional derivative of order \(\alpha\) in the Riemann-Liouville sense \(^{\text{CB86}}}^{\text{2}}\). It is well-known that

\[
M_{X_n}(t) = \frac{1}{(1 - 2t)^{n/2}}, \quad M_{Z_n}(t) = \frac{1}{(1 - 2a^2t)^{(d-n)/2}},
\]

(see e.g. \(^{\text{Bu79}}}^{\text{2}}\)). By independence of \(Y_n\) and \(Z_n\), we have also

\[
M_{X_n}(t) = M_{Y_n}(t)M_{Z_n}(t) \quad (F.7)
\]

\[
= \frac{1}{(1 - 2t)^{n/2} \cdot (1 - 2a^2t)^{(d-n)/2}}. \quad (F.8)
\]

Hence,

\[
\frac{d}{dt}M_{X_n}(t) = \frac{n}{(1 - 2t)^{n/2 + 1}} + \frac{1}{(1 - 2a^2t)^{2n/2 + 1}} + \frac{a^2(d - n)}{(1 - 2a^2t)^{2n/2 + 1}} \quad (F.9)
\]

and by \(^{\text{CB86}}}^{\text{2}}\) eqn. (7)], for \(\alpha \in (0, 1)\), we have also

\[
D^\alpha M_{X_n}(0) = \frac{1}{\Gamma(1 - \alpha)} \int_{-\infty}^{0} (-z)^{-\alpha} \frac{dM_{X_n}(z)}{dz} \, dz \quad (F.10)
\]

\[
= \frac{1}{\Gamma(1 - \alpha)} \int_{-\infty}^{0} (-z)^{-\alpha} \frac{dM_{X_n}(z)}{dz} \, dz. \quad (F.11)
\]

Evaluating this integral requires computing integrals of the form

\[
J_{m,\ell}(\alpha) = \int_{0}^{\infty} z^{-\alpha} \frac{1}{(1 + 2z)^{m/2}} \cdot \frac{1}{(1 + 2a^2z)^{\ell}} \, dz,
\]

\(^{\text{3}}\)In the special case when \(\alpha\) is a positive integer, the fractional derivative reduces to the ordinary derivative and we obtain \(E[X^\alpha] = D^\alpha M_x(0) = \frac{d^\alpha M_X(t)}{dt^\alpha} \big|_{t=0}\).
for integer values of \( m \) and \( \ell \) satisfying \( m + \ell = d + 2 \). If we substitute \( u = 1 - \frac{1}{2z+1} \), then
\[
dz = \frac{1}{2(1-u)^2} du
\]
which leads to
\[
J_{m,l}(\alpha) = \frac{1}{2^{\alpha+1}} \sum_{k=0}^{\infty} \binom{\frac{1}{2} + k - 1}{k} (1 - a^2)^k \int_0^1 u^{-\alpha+k}(1-u)^{m/2+\ell/2+\alpha-2} (1 - (1-a^2)u)^{-\ell/2} du.
\]  
(F.12)

Using the binomial series
\[
(1 + x)^{-n} = \sum_{k=0}^{\infty} \binom{n+k-1}{k} x^k
\]
for \(|x| < 1\),
we obtain
\[
J_{m,l}(\alpha) = \frac{1}{2^{\alpha+1}} \sum_{k=0}^{\infty} \binom{\frac{1}{2} + k - 1}{k} (1 - a^2)^k B(k + 1 - \alpha, m/2 + \ell/2 + \alpha - 1),
\]  
(F.14)

where
\[
B(x, y) = \int_0^1 t^{x-1} (1 - t)^{y-1} dt
\]
is the Beta function. From (F.13), (F.9) and (F.11), we have
\[
\mathbb{E}(X_n^\alpha) = D^\alpha M_{X_n}(0) = \frac{1}{\Gamma(1 - \alpha)} (nJ_{n+2,d-n}(\alpha) + a^2(d - n)J_{n,d-n-2}(\alpha)).
\]  
(F.16)

From (F.5), choosing \( \alpha = s/2 \) for \( s \in (0, 2) \), we conclude that
\[
\mathbb{E} \|\phi_a(z)\|^s = \sum_{n=1}^{d} p_d(n) \mathbb{E}(X_n^{s/2})
\]
\[
= \frac{1}{\Gamma(1 - s/2)} \sum_{n=1}^{d} p_d(n) \left( nJ_{n+2,d-n}(\frac{s}{2}) + a^2(d - n)J_{n,d-n-2}(\frac{s}{2}) \right)
\]  
(F.18)
\[
= \frac{1}{2^{s/2}} \frac{1}{\Gamma(1 - s/2)} \sum_{n=1}^{d} p_d(n) \sum_{k=0}^{\infty} w_{k,n} B(k + 1 - \frac{s}{2}, \frac{d}{2} + \frac{s}{2})
\]  
(F.19)
\[
= I_\alpha(d, s),
\]  
(F.20)

where \( I_\alpha(d, s) \) is as in (F.2) and
\[
w_{k,n} = \frac{1}{2} (1 - a^2)^k \left[ \binom{d-n}{k} + k \right] n + a^2(d - n) \left( \frac{d-n}{2} + k \right).
\]  
(F.21)

This proves (4.1). The proofs of remaining parts of the theorem follow with a similar reasoning to the proof of Theorem \( \text{[4.1]} \) and are omitted.

\[ \square \]

\section*{G \ Proof of Corollary 9}

\textbf{Proof.} First, we consider the case of fixed \( a \) and \( s \) where we vary \( d \). Note that, by definition
\[
\sigma_\alpha(s, d) = \frac{1}{\sqrt{I_\alpha(s, d)}}
\]
where
\[
I_\alpha(s, d) = \mathbb{E} \left[ \phi_a^2(z_1) + \phi_a^2(z_2) + \cdots + \phi_a^2(z_d) \right]^{s/2},
\]
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and $z_i$ are i.i.d. standard normal random variables. Clearly,

$$I_a(s, d + 1) = E \left[ \phi_a^2(z_1) + \phi_a^2(z_2) + \cdots + \phi_a^2(z_{d+1}) \right]^{s/2} > I_a(s, d).$$

where the interchangeability of the differentiation and expectation in (G.1) follows from the fact that $\phi_a^2(z_{d+1}) > 0$ for $z_{d+1} > 0$. Since $\bar{\sigma}_a(s, d) = \frac{1}{\sqrt{I_a(s, d)}}$, we can conclude that $\bar{\sigma}_a(s, d + 1) < \bar{\sigma}_a(s, d)$.

Secondly, we consider the case of fixed $s$ and $d$ and vary $a$. According to (F.2), for every $a \in [0, 1]$ we have

$$I_a(d, s) = E \left[ \sum_{i: z_i > 0} (z_i)^2 + a^2 \sum_{i: z_i < 0} (z_i)^2 \right]^{s/2} \leq E \left[ \sum_{i: z_i > 0} (z_i)^2 + \sum_{i: z_i < 0} (z_i)^2 \right]^{s/2} = I_1(d, s)$$

Differentiating the left hand side with respect to $a$, for $a > 0$ we obtain

$$\frac{d}{da} I_a(d, s) = E \left[ \frac{d}{da} \left( \sum_{i: z_i > 0} (z_i)^2 + a^2 \sum_{i: z_i < 0} (z_i)^2 \right) \right]^{s/2} (G.1)$$

$$= E \left[ 2a \sum_{i: z_i < 0} (z_i)^2 \right]^{s/2} > 0, \quad (G.2)$$

where the interchangeability of the differentiation and expectation in (G.1) follows from the fact that both $I_a(d, s)$ and the expectation in (G.2) are finite. This proves that $I_a(d, s)$ is monotonically strictly increasing in $a$. Since $\bar{\sigma}_a(s, d) = \frac{1}{\sqrt{I_a(s, d)}}$, this implies that $\bar{\sigma}_a(s, d)$ is (monotonically) strictly decreasing in $a$.

Finally, we consider fixed $a$ and $d$ and consider the monotonicity of $\bar{\sigma}_a(s, d)$ with respect to $s$ for $s > 0$. By the definition of $\bar{\sigma}_a(s, d)$, $\sigma = \bar{\sigma}_a(s, d)$ solves the implicit equation

$$F(s, \sigma) = \sigma^{\ast} I_a(s, d) = 1 \quad (G.3)$$

where $\bar{\sigma}_a(s, d) > 0$ for $s > 0$. Differentiating both sides with respect to $s$, by the chain rule,

$$\frac{dF}{d\sigma} (s, \bar{\sigma}_a(s, d)) \frac{d\bar{\sigma}_a(s, d)}{ds} + \frac{dF}{ds} (s, \bar{\sigma}_a(s, d)) = 0,$$

where the derivatives exist as the function $F$ is continuously differentiable in $s$ and $\sigma$. This is equivalent to

$$\frac{s}{\bar{\sigma}_a(s, d)} \frac{d\bar{\sigma}_a(s, d)}{ds} + \frac{dF}{ds} (s, \bar{\sigma}_a(s, d)) = 0. \quad (G.4)$$

Note that we have also

$$F(s, \bar{\sigma}_a(s, d)) = 1. \quad (G.5)$$

For $\sigma = \bar{\sigma}_a(s, d)$, consider the function

$$\kappa(\tilde{s}) := F(\tilde{s}, \sigma) = \sigma^{\ast} I_a(\tilde{s}, d) = E[\phi_a(W e_1)] \|\tilde{s}\|.$$

Clearly, $\kappa(\tilde{s})$ is continuously differentiable with respect to $\tilde{s}$. It is also known that $\kappa(\tilde{s})$ is a log-convex function of $\tilde{s}$ for $\tilde{s} > 0$ (see e.g. [BDGM14]), a fact which follows from the non-negativity of the second derivative of log $\kappa(\tilde{s})$. Therefore, $\kappa(\tilde{s})$ is convex in $\tilde{s}$. If we consider the tangent line to the function $\kappa(\tilde{s})$ at $\tilde{s} = 0$ and $\tilde{s} = s$, by convexity of the function $\kappa$, we have

$$\kappa(\tilde{s}) \geq \kappa(s) + \kappa'(s)(\tilde{s} - s), \quad (G.6)$$

$$\kappa(\tilde{s}) \geq \kappa(0) + \kappa'(0)\tilde{s}, \quad (G.7)$$

for any $\tilde{s} \geq 0$ where $\kappa'(\tilde{s}) := \frac{ds}{d\tilde{s}}(\kappa(\tilde{s}))$. Noticing that $\kappa(0) = \kappa(s) = 1$ and plugging in $\tilde{s} = 0$ in (G.6) and plugging in $\tilde{s} = s$ in (G.7), we obtain

$$1 \geq 1 - sk'(s), \quad (G.8)$$

$$1 \geq 1 + k'(0)s. \quad (G.9)$$
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Since $s > 0$, we conclude that we have necessarily $\kappa'(0) \leq 0$ and $\kappa'(s) \geq 0$. Assume $\kappa'(s) = 0$. Then (G.6) would imply $\kappa(\tilde{s}) \geq \kappa(s) = 1$ for $\tilde{s} \geq 0$ and we would obtain $\kappa'(0) = 0$ and $\kappa(\tilde{s}) = 1$ for $\tilde{s} \in [0, s]$ which would be a contradiction. Therefore, we have necessarily

$$\kappa'(s) = \frac{dF}{ds}(s, \tilde{\sigma}_a(s, d)) > 0.$$  

Then, this implies that

$$\frac{d\tilde{\sigma}_a(s, d)}{ds} = -\left(1 + \kappa'(s) \tilde{\sigma}_a(s, d)\right) \frac{dF}{ds}(s, \tilde{\sigma}_a(s, d)) < 0,$$  

for $s > 0$ and therefore $\tilde{\sigma}_a(s, d)$ is a monotonically (strictly) decreasing function of $s$.

\section{Proof of Corollary 10}

\begin{proof}
For a linear activation function, we have $\alpha = 1$. In this case, $w_{k,n} = d/2$ for $k = 0$ and $w_{k,n} = 0$ for $k > 0$. Then, it follows that

$$I_1(s, d) = 2^{s/2} \sum_{n=1}^{d} p_d(n) \frac{\Gamma(d + \frac{s}{2})}{\Gamma(d/2)} = 2^{s/2} \frac{\Gamma(d + \frac{s}{2})}{\Gamma(d/2)},$$

where we used $B(x, y) = \Gamma(x)\Gamma(y)/\Gamma(x + y)$ and the fact that $\Gamma(d/2 + 1) = \frac{\Gamma(d/2)}{2}$. This yields

$$\tilde{\sigma}_1(s, d) = \frac{1}{\sqrt{d}} \left(\frac{1}{1 + (d/2)}\right)^{1/2}.$$  

In the special case with $s = 2$, using the identity $\Gamma(d/2 + 1) = \frac{\Gamma(d)}{2}$ again, we obtain $\tilde{\sigma}_1(2, d) = \frac{1}{\sqrt{d}}$ which recovers the results of \cite{LBOM98} for linear activations and is the basis for Lecun initialization.

The rest of the proof follows a similar approach to the proof of Corollary 4. From (C.2) and (C.4), we obtain

$$I_1(s, d) = 2^{s/2} \frac{d}{2^{s/2}} \left(1 + \frac{\frac{s}{2} - 1}{d} + O\left(\frac{1}{d^2}\right)\right).$$

This implies that

$$\tilde{\sigma}_1(s, d) = \frac{1}{\sqrt{I_1(s, d)}} = \frac{1}{\sqrt{d}} \left[1 + \frac{\frac{s}{2} - 1}{d} + O\left(\frac{1}{d^2}\right)\right]^{-1/2}$$

$$= \frac{1}{\sqrt{d}} - \frac{\left(\frac{s}{2} - 1\right)}{2d\sqrt{d}} + O\left(\frac{1}{d^2}\right),$$

where we used $(1 + x)^s = 1 + sx + O(x^2)$. Taking square of both sides, we obtain

$$\tilde{\sigma}_1^2(s, d) = \frac{1}{\sqrt{I_1(s, d)}} = \frac{1}{d} + \frac{2 - s}{2d^2} + O\left(\frac{1}{d^2}\right).$$

Next, we approximate $\tilde{\sigma}_1^2(s, d)$ for $\alpha > 0$ small. Following the notation in the proof of Theorem 7 from (F.16) we have,

$$\mathbb{E}(X_n^\alpha) = \frac{1}{\Gamma(1 - \alpha)} \left(nJ_{n+2, d-n}(\alpha) + a^2(d-n)J_{n,d-n+2}(\alpha)\right).$$  

For $m + \ell = d + 2$, from (F.12), we have

$$J_{m, \ell}(\alpha) = \frac{1}{2^{\alpha+1}} \int_0^1 u^{-\alpha}(1 - u)^{m/2 + \alpha - 2} \left(1 + \frac{a^2u}{1 - u}\right)^{-\ell/2} du$$

$$= \frac{1}{2^{\alpha+1}} \int_0^1 u^{-\alpha}(1 - u)^{m/2 + \alpha - 2} \left(1 - \ell \left(\frac{a^2u}{2(1 - u)} + \frac{\ell(\ell + 1)}{2} \frac{a^4u^2}{(1 - u)^2} + O(a^6)\right) du$$

$$= J_{m, \ell}|_{a=0} - \frac{a^2}{2^{\alpha+1}} B(2 - \alpha, m/2 + \alpha - 2) + \frac{\ell(\ell + 2)}{2^{\alpha+4}} a^4 B(3 - \alpha, m/2 + \alpha - 3) + O(a^6),$$

and
where we used the Binomial formula and (F.13). Plugging \( a = 0 \) in (H.2),

\[
J_{m,t}|_{a=0} = \frac{1}{2^{-\alpha+1}} \int_0^1 u^{-\alpha}(1-u)^{m/2+\alpha-2} du = \frac{1}{2^{-\alpha+1}} B(1-\alpha, m/2 + \alpha - 1).
\]

Therefore, from (H.1),

\[
\mathbb{E}(X_n^a) = \mathbb{E}(X_n^a)|_{a=0} + \frac{1}{\Gamma(1-\alpha)} \mathbb{E} \left[ - \frac{a^2(d-n)n}{2^{-\alpha+2}} B(2-\alpha, n/2 + \alpha - 1) + \frac{n(d-n)(d-n+2)a^4}{2^{-\alpha+4}} B(3-\alpha, n/2 + \alpha - 2) + \frac{a^2(d-n)}{2^{-\alpha+1}} B(1-\alpha, n/2 + \alpha - 1) \right]
\[
= \mathbb{E}(X_n^a)|_{a=0} + \mathbb{E} \left[ \frac{a^2(d-n)}{2^{-\alpha+1}\Gamma(1-\alpha)} B(1-\alpha, n/2 + \alpha - 1) \right]
\]

\[
= \mathbb{E}(X_n^a)|_{a=0} + \mathbb{E} \left[ \frac{a^2(d-n)(d-n+2)a^4}{2^{-\alpha+3}\Gamma(1-\alpha)} B(2-\alpha, n/2 + \alpha - 2) + O(a^6) \right],
\]

where we used the identities \( B(x, y) = \Gamma(x)/\Gamma(x+y) \) and \( \Gamma(x+1) = x\Gamma(x) \) for \( x, y > 0 \).

We denote

\[
T_1(n, \alpha) := \frac{a^2(d-n)}{2^{-\alpha+1}\Gamma(1-\alpha)} B(1-\alpha, n/2 + \alpha - 1),
\]

\[
T_2(n, \alpha) := \frac{(d-n)(d-n+2)a^4}{2^{-\alpha+3}\Gamma(1-\alpha)} B(2-\alpha, n/2 + \alpha - 2).
\]

We notice from (F.17) that

\[
I_a(s, d, \alpha) = \mathbb{E} \left[ (X_{B_d})^{s/2} \right] = \mathbb{E} \left[ (X_{B_d})^{s/2} \right],
\]

where \( B_d \) follows a binomial distribution with \( \mathbb{P}(B_d = n) = p_d(n) \). From (H.3), it follows that

\[
I_a(s, d) = I_0(s, d) + \mathbb{E}[T_1(B_d, s/2)] - \mathbb{E}[T_2(B_d, s/2)] + O(a^6 d^{s/2})
\]

Recall that from (C.7) we have

\[
Z_d = \frac{B_d - \mathbb{E}(B_d)}{\sqrt{\text{var} B_d}} = \frac{B_d - d}{\sqrt{d}/2} \to N(0, 1).
\]

Similar to (C.8) - (C.9), we consider

\[
H\left( \frac{s}{2} \right) := \left( 1 + \frac{1}{\sqrt{d}} Z_d \right)^{s/2} S\left( \frac{d}{4} + \frac{\sqrt{d}}{4} Z_d, s/2 \right),
\]

which admits the expansion

\[
\mathbb{E}[H\left( \frac{s}{2} \right)] = \mathcal{O}(e^{-d^{s/2}}) + 1 \left[ \left( s/2 \right) \frac{4}{d} \right] + \left( s/2 \right) \left( \frac{1}{d} \right) \left( s/2 \right) \frac{4}{d^2} \left( \frac{s^2}{8} - \frac{3s}{4} + 1 \right) + o(1/d^2).
\]

If we let \( \alpha = \frac{s}{2} \), we also have

\[
T_1(B_d, \frac{s}{2}) = \frac{a^2(s^2 - \sqrt{d} Z_d)}{2^{-s+2}} \frac{\Gamma(d/4 + \sqrt{d}/Z_d + s/2 - 1)}{\Gamma(d/4 + \sqrt{d}/Z_d)}
\]

\[
= \frac{a^2(s^2 - \sqrt{d} Z_d)}{2^{-s+2}} \left( \frac{d}{4} \right)^{s-1} H\left( \frac{s}{2} - 1 \right)
\]

\[
= \left( \frac{d}{2} \right)^{s-1} \frac{a^2(s^2 - \sqrt{d} Z_d)}{2} H\left( \frac{s}{2} - 1 \right).
\]

According to (C.13), we have

\[
\mathbb{E}[T_1(B_d, \frac{s}{2})] = \left( \frac{d}{2} \right)^{s-1} \frac{a^2(s^2 - \sqrt{d} Z_d)}{2} \left[ 1 + \left( \frac{5}{8}s - 3 \right) (s-2) \frac{1}{d} + o\left( \frac{1}{d} \right) \right].
\]
Similarly, we can write
\[ T_2(B_d, \frac{s}{2}) = \left(\frac{d}{2}\right)^\frac{7}{2} a^4(2-s) s \left(\frac{1}{4} - \frac{1}{2\sqrt{d}Z_d} - \frac{1}{d\sqrt{d}}Z_d + \frac{1}{d} + \frac{1}{4d^2}Z_d^2\right) H\left(\frac{s}{2} - 2\right), \]
and we have
\[ \mathbb{E}[T_2(B_d, \frac{s}{2})] = \left(\frac{d}{2}\right)^\frac{7}{2} a^4(2-s) s \left[\frac{1}{4} + \left(\frac{5}{32} s^2 - \frac{33}{16} s + 7\right)\frac{1}{d} + o\left(\frac{1}{d}\right)\right]. \]
Therefore, we can calculate
\[ I_a(s, d) = I_0(s, d) + \mathbb{E}[T_1(B_d, \frac{s}{2})] - \mathbb{E}[T_2(B_d, \frac{s}{2})] + O(a^6 d^{s/2}) \]
\[ = \left(\frac{d}{2}\right) K \left[1 + \frac{1}{K}(s-2) \left[\frac{5s}{8} + a^2 s \left(\frac{5}{8} s - 3\right) + \frac{a^4 s}{2} \left(\frac{5}{32} s^2 - \frac{33}{16} s + 7\right)\right] \frac{1}{d} + O(a^6) + o\left(\frac{1}{d}\right)\right]^{-2/s} \]
where \( K \) is defined as
\[ K := 1 + \frac{a^2 s}{2} + \frac{a^4 s(s-2)}{8}. \]
Then we obtain
\[ \tilde{\sigma}_a^2(s, d) = I_a^{-2/s}(s, d) \]
\[ = \frac{2}{d} K^{-2/s} \left[1 + \frac{1}{K}(s-2) \left[\frac{5s}{8} + a^2 s \left(\frac{5}{8} s - 3\right) + \frac{a^4 s}{2} \left(\frac{5}{32} s^2 - \frac{33}{16} s + 7\right)\right] \frac{1}{d} + O(a^6) + o\left(\frac{1}{d}\right)\right]^{-2/s} \]
\[ = \frac{2}{d} K^{-2/s} \left[1 + \frac{1}{K}(s-2) \left[\frac{5s}{4} + a^2 \left(\frac{5}{8} s - 3\right) + a^4 \left(\frac{5}{32} s^2 - \frac{33}{16} s + 7\right)\right] \frac{1}{d} + O(a^6) + o\left(\frac{1}{d}\right)\right] \]
If \( a \) is small, we can write
\[ \tilde{\sigma}_a^2(s, d) = \frac{2}{d} \left(1 + \frac{a^2 s}{2} + O(a^4)\right)^{-2/s} \left[1 + \frac{2}{2 + a^2 s}(2-s) \left(\frac{5s}{4} + a^2 \left(\frac{5}{8} s - 3\right)\right) \frac{1}{d} + O\left(a^4\right)\right] \]
\[ = \frac{2}{1 + a^2 d} + (2-s) \left(\frac{5s - 24}{2(s+2) a^2 + 4} + O\left(a^4\right) + o\left(\frac{1}{d^2}\right)\right) \]
which is equivalent to the claimed result for \( \tilde{\sigma}_a^2(s, d) \). This completes the proof.

I  Proof of Theorem[11]

Proof. The proof follows by a similar reasoning to the proof of Theorem[5]. The same proof technique applies where we can show that the theorem holds with constants
\[ \mu_a(\sigma) = \frac{1}{2} \mathbb{E} \log \|\phi_a(\sigma z)\|^2 = \log(\sigma) + \frac{1}{2} \mathbb{E} \left(\log \|\phi_a(z)\|^2\right), \tag{1.1} \]
and
\[ s_a^2 = \frac{1}{4} \text{var} \left(\log \left(\|\phi_a(z)\|^2\right)\right). \tag{1.2} \]
We also recall from (4.2)–(4.4) that
\[ \|\phi_a(z)\|^2 \sim X_n \text{ with probability } p_d(n), \tag{1.3} \]
for \( n \geq 1 \) where \( X_n \) is defined by (4.2) and \( p_d(n) \) is defined by (4.4). In the rest of the proof we compute \( \mathbb{E}(\log(X_n)) \) and \( \text{var}(\log(X_n)) \) for every \( n \geq 1 \) and then use the identities (1.1), (1.2) and (1.3) to obtain an explicit formula for \( \mu_a(\sigma) \) and \( s_a^2 \).
Note that \( X_n \) is non-negative, and we have
\[ \mathbb{E}(\log(X_n)) = \frac{d}{d\sigma} \mathbb{E}(X_n^\sigma)|_{\sigma=0}. \]
and
\[ \text{var}(\log(X_n)) = \frac{d^2}{d\alpha^2} \left( \log \mathbb{E}(X_n^\alpha) \right) |_{\alpha=0} = \frac{d}{d\alpha} \left( \frac{d}{d\alpha} \left( \frac{\mathbb{E}(X_n^\alpha)}{\mathbb{E}(X_n^\alpha)} \right) \right) |_{\alpha=0}, \]

provided that the expectations are finite (see e.g. [CN84]). For computing these expectations, we calculate
\[ \frac{d}{d\alpha} \mathbb{E}(X_n^\alpha) = \frac{d}{d\alpha} \left( \frac{1}{\Gamma(1-\alpha)} \left( n J_{n+2,d-n}(\alpha) + a^2 (d-n) J_{n,d-n+2}(\alpha) \right) \right). \] (1.4)

By the product rule for derivatives, for an integer \( m > 0 \),
\[ \frac{d}{d\alpha} J_{m,d+2-m}(\alpha) = \log(2) J_{m,d+2-m}(\alpha) \]
\[ + \frac{1}{2^{\alpha+1}} \sum_{k=0}^{\infty} \left( \frac{d-m}{2} + k \right) (1 - a^2)^k \frac{d}{d\alpha} B(k+1-\alpha, \frac{d}{2} + \alpha). \] (1.5)

We also have
\[ \frac{d}{d\alpha} B(k+1-\alpha, \frac{d}{2} + \alpha) = \frac{d}{d\alpha} \frac{\Gamma(k+1-\alpha) \Gamma(\frac{d}{2} + \alpha)}{\Gamma(\frac{d}{2} + k + 1)} = b_k B(k+1-\alpha, \frac{d}{2} + \alpha), \]

where
\[ b_{k,\alpha} = \psi_0(\frac{d}{2} + \alpha) - \psi_0(k+1-\alpha), \]

and we used the fact \( B(x,y) = \Gamma(x) \Gamma(y) / \Gamma(x+y) \) for real scalars \( x, y > 0 \). Inserting this formula into (1.5),
\[ \frac{d}{d\alpha} J_{m,d+2-m}(\alpha) = \log(2) J_{m,d+2-m}(\alpha) \]
\[ + \frac{1}{2^{\alpha+1}} \sum_{k=0}^{\infty} \left( \frac{d-m}{2} + k \right) (1 - a^2)^k b_{k,\alpha} B(k+1-\alpha, \frac{d}{2} + \alpha). \]

From (1.4), we also get
\[ \frac{d}{d\alpha} \mathbb{E}(X_n^\alpha) = \frac{1}{\Gamma(1-\alpha)} \frac{d}{d\alpha} \left( n J_{n+2,d-n}(\alpha) + a^2 (d-n) J_{n,d-n+2}(\alpha) \right) \]
\[ + \frac{\psi'(1-\alpha)}{\Gamma^2(1-\alpha)} (n J_{n+2,d-n}(\alpha) + a^2 (d-n) J_{n,d-n+2}(\alpha)) \]
\[ = \frac{1}{\Gamma(1-\alpha)} \frac{d}{d\alpha} \left( n J_{n+2,d-n}(\alpha) + a^2 (d-n) J_{n,d-n+2}(\alpha) \right) \]
\[ + \frac{\psi(1-\alpha)}{\Gamma(1-\alpha)} \left( n J_{n+2,d-n}(\alpha) + a^2 (d-n) J_{n,d-n+2}(\alpha) \right) \]
\[ = \frac{1}{\Gamma(1-\alpha)} \frac{1}{2^{\alpha}} \sum_{k=0}^{\infty} w_{k,n} b_{k,\alpha} B(k+1-\alpha, \frac{d}{2} + \alpha) \]
\[ + \log(2) + \psi(1-\alpha) \mathbb{E}(X_n^\alpha), \] (1.7)

where we used (F.16) and \( w_{k,n} \) is defined by (F.21). Therefore,
\[ \frac{d}{d\alpha} \mathbb{E}(X_n^\alpha) = \sum_{k=0}^{\infty} w_{k,n} b_{k,\alpha} B(k+1-\alpha, \frac{d}{2} + \alpha) + \log(2) + \psi(1-\alpha), \]

where we used (F.16) again. Differentiating with respect to \( \alpha \), we find
\[ \frac{d}{d\alpha} \left( \frac{d}{d\alpha} \mathbb{E}(X_n^\alpha) \right) = \sum_{k=0}^{\infty} w_{k,n} \left( b_{k,\alpha}^2 + \frac{d}{d\alpha} b_{k,\alpha} \right) B(k+1-\alpha, \frac{d}{2} + \alpha) \]
\[ \sum_{k=0}^{\infty} w_{k,n} B(k+1-\alpha, \frac{d}{2} + \alpha) \]
\[ - \left( \sum_{k=0}^{\infty} w_{k,n} b_{k,\alpha} B(k+1-\alpha, \frac{d}{2} + \alpha) \right)^2 - \psi(1-\alpha), \] (1.8)
where
\[ \frac{d}{d\alpha} b_{k,\alpha} = \psi_1 \left( \frac{d}{2} + \alpha \right) + \psi_1 (k + 1 - \alpha). \]

Evaluating the expression (I.7) at \( \alpha = 0 \), we find
\[ m_n : = \mathbb{E}(\log(X_n)) = \frac{d}{d\alpha} \mathbb{E}(X_n^\alpha)|_{\alpha=0} \]
\[ = \sum_{k=0}^{\infty} w_{k,n} b_{k,0} B(k + 1, \frac{d}{2}) + \log(2) - \gamma \]
\[ = \sum_{k=0}^{\infty} w_{k,n} \left( \psi_0 \left( \frac{d}{2} \right) - \psi_0 (k + 1) \right) B(k + 1, \frac{d}{2}) + \log(2) - \gamma. \] (I.9)

In the last two steps, we used the fact that \( \psi_0 (1) = \gamma \) where \( \gamma \) is the Euler–Mascheroni constant. Similarly,
\[ v_n : = \text{var}(\log(X_n)) = \frac{d^2}{d\alpha^2} \mathbb{E}(X_n^\alpha)|_{\alpha=0} \]
\[ = \frac{\sum_{k=0}^{\infty} w_{k,n} (b_{k,0}^2 + \frac{d}{d\alpha} b_{k,0}) B(k + 1, \frac{d}{2})}{\sum_{k=0}^{\infty} w_{k,n} B(k + 1, \frac{d}{2})} - \left( \frac{\sum_{k=0}^{\infty} w_{k,n} b_{k,0} B(k + 1, \frac{d}{2})}{\sum_{k=0}^{\infty} w_{k,n} B(k + 1, \frac{d}{2})} \right)^2 - \psi_1 (1). \] (I.10)

On the other hand, by (F.16) and (F.15), we have
\[ \mathbb{E}(X_n^\alpha) = \frac{1}{\Gamma(1 - \alpha)} \frac{1}{2 - \alpha} \sum_{k=0}^{\infty} w_{k,n} B(k + 1 - \alpha, \frac{d}{2} + \alpha). \] (I.11)

We note that \( X_n^\alpha \leq S_n := 1 + X_n \) for \( \alpha \in [0, 1] \) where \( \mathbb{E}(S_n) < \infty \). Therefore, by the dominated convergence theorem we have
\[ \lim_{\alpha \to 0} \mathbb{E}(X_n^\alpha) = \mathbb{E}(X_n^0) = 1. \]

Taking limits in (I.12) as \( \alpha \to 0 \),
\[ 1 = \lim_{\alpha \to 0} \mathbb{E}(X_n^\alpha) = \frac{1}{\Gamma(1)} \sum_{k=0}^{\infty} w_{k,n} B(k + 1, \frac{d}{2}). \]

Since \( \Gamma(1) = 1 \), this is equivalent to
\[ \sum_{k=0}^{\infty} w_{k,n} B(k + 1, \frac{d}{2}) = 1 \text{ for every } n \geq 1. \]

Plugging this identity into (I.11),
\[ v_n = \sum_{k=0}^{\infty} w_{k,n} (b_{k,0}^2 + \frac{d}{d\alpha} b_{k,0}) B(k + 1, \frac{d}{2}) - \left( \sum_{k=0}^{\infty} w_{k,n} b_{k,0} B(k + 1, \frac{d}{2}) \right)^2 - \psi_1 (1) \]
\[ = \psi_1 \left( \frac{d}{2} \right) + \sum_{k=0}^{\infty} \left[ \psi_1 (k + 1) - \psi_1 (1) \right] w_{k,n} B(k + 1, \frac{d}{2}) \]
\[ + \sum_{k=0}^{\infty} \left[ \psi_0 \left( \frac{d}{2} \right) - \psi_0 (k + 1) \right]^2 w_{k,n} B(k + 1, \frac{d}{2}) \]
\[ - \left[ \sum_{k=0}^{\infty} \left( \psi_0 \left( \frac{d}{2} \right) - \psi_0 (k + 1) \right) w_{k,n} B(k + 1, \frac{d}{2}) \right]^2. \]

We conclude that
\[ \mu_n (\sigma) = \log(\sigma) + \frac{1}{2} \mathbb{E} \log X_n = \log(\sigma) + \frac{1}{2} \sum_{n=0}^{d} p_d(n) m_n \] (I.13)
and
\[
s_n^2 = \frac{1}{4} \left[ \sum_{n=0}^{d} p_d(n) v_n + \sum_{n=0}^{d} p_d(n) m_n \right] - \left( \sum_{n=0}^{d} p_d(n) m_n \right)^2
\]  
(1.14)

where \( p_d(n) \) is defined by (8.7). This completes the proof. □

**Remark 18. (First-order stochastic dominance property compared to Kaiming’s method)** Figure 4 illustrates Theorem 7 showing the pdf and cdf of \( R_{k,a} \) for linear activations \((a = 1)\) and Leaky ReLU activations with \( a = 0.01 \) after \( k = 100 \) layers with two choices of \( \sigma \) according to Kaiming initialization and our initialization technique which preserves approximately the fractional moment of order \( s = 1 \). We observe that the distribution of \( R_{k,a} \) is similar to a Gaussian distribution, and with our initialization, the network output \( R_{k,a} \) possesses a first-order stochastic dominance property in the sense of [HK69] (Remark 5). This dominance property will hold for large enough \( k \), as our initialization can choose a larger \( \sigma \) and hence results in a larger mean value \( \mu_a(\sigma) \) in the setting of Theorem 7 and as the results also admit non-asymptotic versions according to Remark 7.

**J Extensions of results to dropout**

In this section, we consider extensions of our results reported in the main text to dropout which is a mechanism where some neurons are removed randomly to prevent overfitting (see Remark 13 in the main text for more details).

**J.1 ReLU activation with dropout**

**Theorem 19. (Explicit characterization of the critical variance \( \sigma_0^2(s, d) \) with dropout)** Consider a fully connected network with an input \( x^{(0)} \in \mathbb{R}^d \) and Gaussian initialization satisfying (A1)-(A2) with ReLU activation function \( \phi_0(x) = \max(x, 0) \) with dropout where the probability to keep the neurons is given by \( q \in (0, 1] \). Let \( s > 0 \) be a given real scalar. The \( s \)-th moment of the output of the \( k \)-th layer is given by
\[
\mathbb{E} \left[ \|x^{(k)}\|^s \right] = \|x^{(0)}\|^s (\sigma^s I_{0,q}(s, d))^k, \quad I_{0,q}(s, d) = \frac{1}{q^s} 2^{s/2} \sum_{n=0}^{d} q_d(n) \frac{\Gamma(n/2 + s/2)}{\Gamma(n/2)}, \quad (1.1)
\]

where
\[
q_d(n) = \left( \frac{d}{n} \right)^d (\frac{q}{2})^n (1 - \frac{q}{2})^{d-n},
\]  
(1.2)

and \( \Gamma \) is the Gamma function. Then, it follows that we have three possible cases:

(i) If \( \sigma = \sigma_{0,q}(s, d) \) where \( \sigma_{0,q}(s, d) := \frac{1}{\sqrt{I_{0,q}(s, d)}} \), then the network preserves the \( s \)-th moment of the layer outputs, i.e. for every \( k \geq 1 \), \( \mathbb{E} \left[ \|x^{(k)}\|^s \right] = \|x^{(0)}\|^s \), whereas for any \( p > s \), \( \mathbb{E} \|x^{(k)}\|^p \to \infty \) exponentially fast in \( k \).

(ii) If \( \sigma < \sigma_{0,q}(s, d) \), then \( \mathbb{E} \left[ \|x^{(k)}\|^s \right] \to 0 \) exponentially fast in \( k \).

(iii) If \( \sigma > \sigma_{0,q}(s, d) \), then \( \mathbb{E} \left[ \|x^{(k)}\|^s \right] \to \infty \) exponentially fast in \( k \).

**Proof.** The proof follows from minor adaptations to the proof of Theorem 1. In the proof of Theorem 1 it suffices to replace \( p_d(n) \) with
\[
q_d(n) := \left( \frac{d}{n} \right)^d (\frac{q}{2})^n (1 - \frac{q}{2})^{d-n}
\]
and \( X_n \) with \( X_n/q^2 \) as the effect of dropout is to scale the network output and change the mixing probabilities of the chi-square distributions arising in the proof of Theorem 1. This yields
\[
\mathbb{E} \left[ \|x^{(k)}\|^s \right] = \|x^{(0)}\|^s (\sigma^s I_{0,q}(s, d))^k, \quad I_{0,q}(s, d) = \frac{1}{q^s} 2^{s/2} \sum_{n=0}^{d} q_d(n) \frac{\Gamma(n/2 + s/2)}{\Gamma(n/2)}, \quad (1.3)
\]

The proofs of remaining parts follow from a reasoning similar to the proof of Theorem 1 and are omitted. □
Corollary 20. (Critical variance $\sigma_{0,q}(d,s)$ when $d$ is large with dropout) For fixed width $d$ and $s \in (0, 2]$, we have

$$\sigma_{0,q}^2(d, s) = \frac{2q}{d} + \frac{(2-s)(6-q)}{2d^2} + o(\frac{1}{d^2}).$$

Therefore, it follows from Theorem [1] that if $\sigma^2 = \frac{2q}{d} + \frac{(2-s)(6-q)}{2d^2}$, then the network will preserve the moment of order $s + o(\frac{1}{d^2})$ of the network output if dropout is used.

Proof. The proof follows from minor modifications to the proof of Corollary [4]. Following the proof technique of Corollary [4] we can write

$$\left(\frac{d}{2}\right)^{s/2} I_{0,q}(s, d) = \frac{q^s}{E(F_d(B_{d,q}))},$$

where $B_{d,q}$ is a Binomial random variable, i.e.

$$\mathbb{P}(B_{d,q} = n) = q_d(n) = \binom{d}{n} \left(\frac{q}{2}\right)^n \left(1 - \frac{q}{2}\right)^{d-n} \text{ for } n = 0, 1, \ldots, d.$$  \hspace{1cm} (J.4)

By the normal approximation to binomial distribution, we have

$$Z_{d,q} := \frac{B_d - \mathbb{E}(B_d)}{\sqrt{\text{Var}B_d}} = \frac{B_d - dq}{\sqrt{\frac{dq}{2}} \sqrt{2q - q^2}} \longrightarrow N(0, 1)$$  \hspace{1cm} (J.5)

which is similar to (C.7). Then, we follow similar computations to the proof of Corollary [4].

$$\mathbb{E}(F_d(B_{d,q})) = \mathbb{E}\left(F_d\left(\frac{dq}{2} + \frac{\sqrt{d}}{\sqrt{2q-q^2}} Z_d\right)\right)$$

$$= q^{s/2} \mathbb{E}\left[\left(\frac{d}{2} + \frac{\sqrt{d}}{\sqrt{2q-q^2}} Z_d\right)^{s/2}\right]$$

$$= q^{s/2} \mathbb{E}\left[\left(1 + \frac{1}{\sqrt{d}} \frac{\sqrt{2q-q^2}}{\sqrt{q}} Z_{d,q}\right)^{s/2}\right].$$

Using the Binomial expansion,

$$(1 + x)^{s/2} = \sum_{k=0}^{\infty} \binom{s/2}{k} x^k \quad \text{for } |x| < 1.$$  \hspace{1cm} (J.6)

Therefore, for $Z_{d,q} < \sqrt{d} \left(\frac{\sqrt{2q-q^2}}{\sqrt{q}}\right)$, we can write

$$\left(1 + \frac{1}{\sqrt{d}} \frac{\sqrt{2q-q^2}}{\sqrt{q}} Z_{d,q}\right)^{s/2} \mathbb{E}\left(\frac{dq}{2} + \frac{\sqrt{d}}{\sqrt{2q-q^2}} Z_{d,q}\right)$$

$$= \left[\sum_{k=0}^{\infty} \binom{s/2}{k} \left(\frac{\sqrt{2q-q^2}}{\sqrt{q}}\right)^k Z_{d,q}^k\right] \sum_{m=0}^{M} A_m(s/2) \left(\frac{dq}{2} + \frac{\sqrt{d}}{\sqrt{2q-q^2}} Z_{d,q}\right)^m$$

$$= \left[\sum_{k=0}^{\infty} \binom{s/2}{k} \left(\frac{\sqrt{2q-q^2}}{\sqrt{q}}\right)^k Z_{d,q}^k\right] \sum_{m=0}^{M} A_m(s/2) \frac{2^m}{(dq)^m} \left[1 + \frac{1}{\sqrt{d}} \frac{\sqrt{2q-q^2}}{\sqrt{q}} Z_{d,q}\right]^m$$

$$= \left[\sum_{k=0}^{\infty} \binom{s/2}{k} \left(\frac{\sqrt{2q-q^2}}{\sqrt{q}}\right)^k Z_{d,q}^k\right] \sum_{m=0}^{M} A_m(s/2) \frac{4^m}{d^m q^m} \left[\sum_{l=0}^{\infty} \frac{1}{\sqrt{d}} \frac{\sqrt{2q-q^2}}{\sqrt{q}} Z_{d,q}^l\right]^m$$

$$= \left(1 + \binom{s/2}{1} \frac{1}{\sqrt{d}} \frac{\sqrt{2q-q^2}}{\sqrt{q}} Z_{d,q}\right) + \binom{s/2}{2} \frac{1}{dq} \left(2 - \frac{q}{d}\right) \sum_{l=0}^{\infty} \frac{1}{\sqrt{d}} \frac{\sqrt{2q-q^2}}{\sqrt{q}} Z_{d,q}^l + \cdots$$

$$= 1 + \binom{s/2}{1} \frac{1}{\sqrt{d}} Z_{d,q} + \binom{s/2}{2} \frac{6 - q}{dq} Z_{d,q}^2 + \cdots.$$  \hspace{1cm} (J.7)
where we used the identity $A_1(s/2) = (s/2)^2 = \frac{1}{2} (s/2 - 1)$. Since $\mathbb{P}(Z_{d,q} \geq \sqrt{d}) = \mathcal{O}(e^{-d/2})$ and the function $S$ is non-negative and bounded by 1 according to (C.3), we have

$$
\mathbb{E} \left[ (1 + \frac{1}{\sqrt{d}} \sqrt{2 - q} \sqrt{q} Z_{d,q})^{s/2} S(dq/2 + \sqrt{d} 2q - q^2 Z_{d,q}, s/2) \right]
= \mathcal{O}(e^{-\frac{1}{2}(2q-q^2)}) + \mathbb{E} \left[ 1 + \left( \frac{s}{2} \right) \frac{1}{\sqrt{d}} Z_d + \left( \frac{s}{2} \right) \frac{(6-q)}{dq} Z_d^2 + \ldots \right]
= 1 + \left( \frac{s}{2} \right) \frac{6-q}{dq} + o(\frac{1}{d}),
$$

where we used the fact that $\mathbb{E}(Z_{d,q}^k) \to \mathbb{E}(Z^k)$ as $d \to \infty$ for any fixed $k$ implied by (C.7) where $Z$ is a standard-normal variable in $\mathbb{R}$ with the property that $\mathbb{E}(Z) = 0$ and $\mathbb{E}(Z^2) = 1$. Then, it follows from (J.4) that

$$
\frac{(d/2)^{s/2}}{I_{0,q}(d,s)} = q^{s/2} \left[ 1 - \left( \frac{s}{2} \right) \frac{6-q}{dq} + o\left( \frac{1}{d} \right) \right] = q^{s/2} \left[ 1 - \frac{(6-q)s(s-2)}{8dq} + o\left( \frac{1}{d} \right) \right],
$$

which implies

$$
\sigma_{0,q}^2(d,s) = \left( \frac{1}{I_{0,q}(d,s)} \right)^{2/s} = \frac{2q}{d} \left[ 1 - \frac{(6-q)s(s-2)}{8dq} + o\left( \frac{1}{d} \right) \right]^{2/s}
= \frac{2q}{d} \left[ 1 - \frac{(6-q)(s-2)}{4dq} + o\left( \frac{1}{d} \right) \right]
= \frac{2q}{d} \left( \frac{6-q}{2d} \right) + o(1/d^2).
$$

This completes the proof. \qed

### J.2 Parametric ReLU activation with dropout

**Theorem 21.** (*Explicit characterization of the critical variance $\sigma_{a,q}^2(s,d)$ with dropout*) Consider a fully connected network with an input $x^{(0)} \in \mathbb{R}^d$ and Gaussian initialization satisfying (A1)–(A2) with activation function $\phi_a(x)$ for any choice of $a \in (0,1]$ fixed and with dropout where the probability to keep a neuron is $q \in (0,1]$. Then, for any $s \in (0,2]$, the output of the $k$-th layer satisfies

$$
\mathbb{E} \left[ \|x^{(k)}\|^s \right] = \|x^{(0)}\|^s (\sigma^* I_{a,q}(s,d))^k
$$

with $I_{a,q}(s,d)$ defined as:

$$
\begin{cases}
\frac{1}{q^s} (1 + a^2)^{-d/2} & \text{if } s = 2, \\
\frac{1}{q^s} 2s/2 \frac{1}{\Gamma(1-s/2)} \sum_{n=0}^{d} \sum_{m=0}^{d-n} q_d(n,m) \Gamma(k+1, -\frac{s}{2}, \frac{n+m}{2} + \frac{s}{2}) & \text{if } s \in (0,2),
\end{cases}
$$

where $q_d(n,m)$ is defined by (J.13). $B(\cdot, \cdot)$ is the Beta function and

$$
w_{k,n,m} = \frac{1}{2} (1-a^2)^k \left( \frac{\frac{n}{2} + k - \frac{1}{2}}{k} \right)^n a^2 m \left( \frac{\frac{n}{2} + k}{k} \right).$$

Let $\tilde{\sigma}_{a,q}(s,d) = \frac{1}{\sqrt{I_{a,q}(s,d)}}$. We have three possible cases:

(i) If $\sigma = \tilde{\sigma}_{a,q}(s,d)$ where then the network preserves the $s$-th moment of the layer outputs, i.e., for every $k \geq 1$, $\mathbb{E} \left[ \|x^{(k)}\|^s \right] = \|x^{(0)}\|^s$, whereas for any $p > s$, $\mathbb{E}\|x^{(k)}\|^p \to \infty$ exponentially fast in $k$.

(ii) If $\sigma < \tilde{\sigma}_{a,q}(s,d)$, then $\mathbb{E} \left[ \|x^{(k)}\|^s \right] \to 0$ exponentially fast in $k$.

(iii) If $\sigma > \tilde{\sigma}_{a,q}(s,d)$, then $\mathbb{E} \left[ \|x^{(k)}\|^s \right] \to \infty$ exponentially fast in $k$. 
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Proof. The proof follows from minor changes to the proof of Theorem 7. In the absence of dropout (i.e., when $q = 1$), the quantity defined in the proof of Theorem 7 $I_{n}(d, s)$ has the distribution

$$X_{n} := \chi^{2}_{1}(n) + a^{2}\chi^{2}_{2}(d - n),$$

with probability $p_{d}(n)$ where $\chi^{2}_{1}(n)$ and $\chi^{2}_{2}(d - n)$ are independent chi-square distributions with degrees of freedom $n$ and $d - n$ respectively. When there is dropout, the distribution of $X_{n}$ and the corresponding binomial probabilities will be subject to change because now there is the possibility of zero output from some neurons due to dropout and scaling the neuron outputs. The corresponding probabilities will come from the trinomial distribution instead. More specifically, it suffices to replace $X_{n}$ with

$$X_{n,m} = \frac{1}{q^{n}}(\chi^{2}_{1}(n) + a^{2}\chi^{2}_{2}(m))$$

with probabilities from the trinomial distribution

$$q_{d}(n, m) = \frac{d!}{n!(d - n - m)!}(\frac{q}{2})^{n+m}(1 - q)^{d-n-m}. \quad (J.13)$$

Moreover, we can compute $E(X_{n,m}^{s/2})$ by simply replacing $d$ with $n + m$ in the formula for $E((X_{n})^{s/2})$ we obtained in (F.16). After following similar steps to the proof of Theorem 7, we obtain the desired result.

**Corollary 22. (Critical variance $\bar{\sigma}_{1,q}(d, s)$ when $d$ is large with dropout)** For fixed width $d$ and $s \in (0, 2]$, we have

$$\bar{\sigma}_{1,q}^{2}(s, d) = \frac{q}{d} + \frac{(3 - q)(2 - s)}{4d^{2}} + o\left(\frac{1}{d^{2}}\right)$$

with $\bar{\sigma}_{1,q}^{2}(2, d) = \frac{q}{d}$. Therefore, it follows from Theorem 7 that if $\sigma^{2} = \frac{q}{d} + \frac{(3 - q)(2 - s)}{4d^{2}}$, then the network with linear activation will preserve the moment of order $s + o\left(\frac{1}{d^{2}}\right)$ of the network output.

**Proof.** In the linear activation function case, we have $a = 1$, then we obtain $w_{k,n,m} = \frac{m+n}{2}$ for $k = 0$, $w_{k,n,m} = 0$ for $k > 0$. Then it follows that

$$I_{1,q}(s, d) = \frac{1}{q^{s}}2^{s/2}\frac{1}{\Gamma(1 - \frac{s}{2})}\sum_{n=0}^{d}\sum_{m=0}^{d-n}q_{d}(n, m)\frac{m+n}{2}B\left(1 - \frac{s}{2}, \frac{m+n}{2} + \frac{s}{2}\right)$$

$$= \frac{1}{q^{s}}2^{s/2}\sum_{n=0}^{d}\sum_{m=0}^{d-n}q_{d}(n, m)\frac{\Gamma\left(\frac{m+n}{2} + \frac{s}{2}\right)}{\Gamma\left(\frac{m+n}{2}\right)}.$$

where we use the identity $\Gamma\left(\frac{m+n}{2} + 1\right) = \frac{m+n}{2}\Gamma\left(\frac{m+n}{2}\right)$ and the fact that $B(x, y) = \Gamma(x)\Gamma(y)/\Gamma(x + y)$ for $x, y > 0$. Then denote $t = m + n$, we get

$$I_{1,q}(s, d) = \frac{1}{q^{s}}2^{s/2}\sum_{t=0}^{d}h_{d}(t)\frac{\Gamma\left(\frac{t}{2} + \frac{s}{2}\right)}{\Gamma\left(\frac{t}{2}\right)}, \quad (J.14)$$

where

$$h_{d}(t) := \frac{d!}{t!(1 - q)^{d-t}}.$$

We see that in the special case $q = 1/2$, this formula reduces to the analysis provided in Corollary 4. The proof will be similar where we will follow a similar approach to the proof of Corollary 4. Similar to the proof technique of Corollary 4. We write

$$I_{1,q}(s, d) = \frac{1}{q^{s}}2^{s/2}\sum_{t=1}^{d}h_{d}(t)\left(\frac{t}{2}\right)^{s/2}b(t/2, s/2).$$

Note that

$$\frac{\left(\frac{d}{2}\right)^{s/2}}{I_{1,q}(s, d)} = \frac{q^{s}}{\mathbb{E}(F_{d}(H_{d}))}, \quad (J.15)$$
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where $H_d$ is a Binomial random variable, i.e.

$$
\mathbb{P}(H_d = n) = \binom{d}{n} q^n (1 - q)^{d-n} \quad \text{for} \quad t = 0, 1, \ldots, d,
$$

where $F_d$ is defined by (C.6). By the normal approximation of the binomial distribution, we also have

$$
\xi_{d,q} := \frac{H_d - \mathbb{E}(H_d)}{\sqrt{\operatorname{var}H_d}} = \frac{H_d - dq}{\sqrt{dq(1 - q)}} \xrightarrow{d} \mathcal{N}(0, 1) \quad (J.16)
$$
in distribution. We also have

\[
\mathbb{E}(F_d(H_d)) = \mathbb{E} \left( F_d(dq + \sqrt{dq(1 - q)} \xi_{d,q}) \right) = 2^{s/2} \mathbb{E} \left[ \left( dq + \sqrt{dq(1 - q)} \xi_{d,q} \right)^{s/2} S \left( \frac{1}{2} (dq + \sqrt{dq(1 - q)} \xi_{d,q}), s/2 \right) \right] = (2q)^{s/2} \mathbb{E} \left[ (1 + \sqrt{\frac{1 - q}{dq}} \xi_{d,q})^{s/2} S \left( \frac{1}{2} (dq + \sqrt{dq(1 - q)} \xi_{d,q}), s/2 \right) \right].
\]

Recall the Binomial expansion formula,

\[
(1 + x)^{s/2} = \sum_{k=0}^{\infty} \binom{s/2}{k} x^k \quad \text{for} \quad |x| < 1.
\]

For $\xi_{d,q} < \sqrt{\frac{dq}{1 - q}}$, we can write

\[
\left[ 1 + \sqrt{\frac{1 - q}{dq}} \xi_{d,q} \right]^{s/2} S \left( \frac{1}{2} (dq + \sqrt{dq(1 - q)} \xi_{d,q}), s/2 \right) = \sum_{k=0}^{\infty} \binom{s/2}{k} \left( \frac{1 - q}{dq} \right)^{k/2} \xi_{d,q}^{k/2} \left[ \sum_{m=0}^{M} A_m(s/2) \left( \frac{2}{dq + \sqrt{dq(1 - q)} \xi_{d,q}} \right)^m \right]
\]

\[
= \sum_{k=0}^{\infty} \binom{s/2}{k} \left( \frac{1 - q}{dq} \right)^{k/2} \xi_{d,q}^{k/2} \left[ \sum_{m=0}^{M} A_m(s/2) \left( \frac{2}{dq} \right)^m \left( \sum_{\ell=0}^{\infty} (-1)^\ell \left( \frac{1 - q}{dq} \right)^\ell \xi_{d,q}^\ell \right) \right]
\]

\[
= 1 + \left( \frac{s/2}{2} \right) \frac{2}{dq} + \left[ \left( \frac{s/2}{2} \right) \frac{2(1 - q)}{dq^2} + \left( \frac{s/2}{2} \right) \frac{1 - q}{dq} + \left( \frac{s/2}{2} \right) \frac{2(1 - q)}{dq^2} \right] \xi_{d,q}^2 + \ldots.
\]

where we used the identity $A_1(s/2) = \frac{s/2}{2}. \frac{2}{dq}$. Since $\mathbb{P}(\xi_{d,q} \geq \sqrt{\frac{dq}{1 - q}}) = O(e^{-dq/2(1 - q)})$ and the function $S$ is non-negative and bounded by 1 according to (C.3), we have

\[
\mathbb{E} \left[ (1 + \sqrt{\frac{1 - q}{dq}} \xi_{d,q})^{s/2} S \left( \frac{1}{2} (dq + \sqrt{dq(1 - q)} \xi_{d,q}), s/2 \right) \right] = O(e^{-dq/2(1 - q)}) + 1 + \left( \frac{s/2}{2} \right) \frac{2}{dq} + \left[ \left( \frac{s/2}{2} \right) \frac{2 - 1 - q}{dq} + \left( \frac{s/2}{2} \right) \frac{1 - q}{dq} + \left( \frac{s/2}{2} \right) \frac{2 - 1 - q}{dq} \right] + \ldots.
\]

\[
= 1 + \left( \frac{s/2}{2} \right) \frac{3 - q}{dq} + o(1/d),
\]
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where we used the fact that \( \mathbb{E}(\xi_{d,q}^k) \to \mathbb{E}(Z^k) \) as \( d \to \infty \) for any fixed \( k \) implied by (C.7) where \( Z \) is a standard-normal variable in \( \mathbb{R} \) which satisfies \( \mathbb{E}(Z) = 0 \) and \( \mathbb{E}(Z^2) = 1 \). Then, it follows from (J.15) that

\[
\frac{(\frac{d}{2})^{s/2}}{I_{1,q}(s,d)} = q^s \mathbb{E}(F_d(B_d))
= \left( \frac{q}{2} \right)^{s/2} \left( 1 - \frac{3-s}{2d} \right) + o\left( \frac{1}{d} \right)
\]

which implies

\[
\frac{\sigma^2_{1,q}(s,d)}{I_{1,q}(s,d)} = \frac{1}{\sqrt{s/2}I_{1,q}(s,d)}
= \frac{q}{d} \left( 1 + \frac{(3-s)(2-s)}{4dq} + o\left( \frac{1}{d} \right) \right),
\]

which completes the proof for the case \( s \in (0, 2] \). For \( s = 2 \), (J.14) simplifies to

\[
I_{1,q}(2, d) = \frac{1}{q^2} \sum_{t=0}^{d-1} h_d(t) \frac{t}{2} = \frac{d}{q} \quad (J.17)
\]

where we used \( \Gamma\left( \frac{3}{2} + 1 \right) = \frac{1}{2} \Gamma\left( \frac{3}{2} \right) \) and the fact that \( \mathbb{E}(H_d) = qd \). This leads to \( \sigma_{1,q}(2, s) = q/d \) as desired.

## K Proof of Theorem 14

**Proof.** We first consider the ReLU case where \( a = 0 \). In this case, the fact that \( x^{(k)} \) goes to zero a.s. follows from a relatively simple argument. After a simple computation (see Lemma 17), we find that \( \mathbb{P}(x^{(k)} = 0) = 1 - (1 - \frac{1}{2\pi})^k \) regardless of the choice of \( \sigma > 0 \). This implies that for all \( \varepsilon > 0 \),

\[
\sum_{k \geq 1} \mathbb{P}(|x^{(k)}| > \varepsilon) \leq \sum_{k \geq 1} (1 - \frac{1}{2\pi})^k < \infty.
\]

Therefore, \( x^{(k)} \to 0 \) almost surely. We next consider the \( a \in (0, 1] \) case and build on the theory of iterated random Lipschitz maps. Recall that the layer outputs obey the stochastic recursion

\[
x^{(k+1)} = \mathcal{P}^{(k+1)}(x^{(k)}) = M_{W^{(k+1)}, a}(x^{(k)}) \quad (K.1)
\]

where \( M_{W,a}(x) := \phi_a(Wx) \). We also note that for a non-negative random variable

\[
\mathbb{E} \log(M) = \frac{d}{ds} \mathbb{E}(M^s)|_{s=0},
\]

when the expectations are finite. Therefore, choosing \( M = \|\phi_a(W e_1)\| \),

\[
\mu_a(\sigma) = \frac{d}{ds} \mathbb{E}(\|\phi_a(W e_1)\|^s)|_{s=0}. \quad (K.2)
\]

Then, similar to the proof of Corollary 9, we consider \( \kappa(s) = \sigma^s I_s(s,d) = \mathbb{E}(\|\phi_a(W e_1)\|^s) \) where \( I_s(s,d) \) is defined by (4.2). The function \( \kappa(s) \) is convex and continuously differentiable (see the proof of Corollary 9). Notice that \( \mu_a(\sigma) = \kappa(0) \) and \( \kappa(0) = 1 \). If \( \mu_a(\sigma) < 0 \), then \( \kappa(s) < 1 \) for \( s > 0 \) small enough. Since \( \kappa(s) = \mathbb{E}(\|\phi_a(W e_1)\|^s) \) goes to infinity as \( s \) goes to infinity, we conclude that there exists \( s_\ast > 0 \) such that \( \kappa(s_\ast) = 1 \). From the definition of the \( \kappa \) function, this is equivalent to saying \( \sigma = \frac{1}{\sqrt{I_s(s_\ast,d)}} = \bar{\sigma}_a(s_\ast,d) \) for some \( s_\ast > 0 \). Correspondingly, if \( \sigma = \frac{1}{\sqrt{I_s(s_\ast,d)}} = \bar{\sigma}_a(s_\ast,d) \) for some \( s_\ast > 0 \), then \( \kappa(s_\ast) = 1 \) and since \( \kappa(0) = 1 \), by convexity of \( \kappa \) we find that \( \kappa(s) < 1 \) for \( s \in (0, s_\ast) \) which implies \( \mu_a(\sigma) = \kappa'(0) < 0 \). For \( s \in (0, s_\ast) \),
by Corollary \[\text{we have } \bar{\sigma}_a(s_\ast, d) < \bar{\sigma}_a(s, d). \] If apply part \((ii)\) of Theorem \[\text{with the fact that } \sigma = \bar{\sigma}_a(s_\ast, d) < \bar{\sigma}_a(s, d)\], then we obtain \(E(\|x^{(k)}\|^n) \rightarrow 0\), i.e. \(x^{(k)}\) converges to zero in the space \(L_s\).

We next prove that \(x^{(k)}\) has a subsequence that converges to zero a.s. when \(\mu_a(\sigma) < 0\). From Theorem \[\text{we see that for any constant } C > 0, \text{ we have}\]

\[
\lim_{k \to \infty} P(\|x^{(k)}\| > C) = \lim_{k \to \infty} P(\log \|x^{(k)}\| > \log(C))
\]

\[
= \lim_{k \to \infty} P\left(\frac{\log \|x^{(k)}\| - \mu_a(\sigma)k}{\sqrt{k}} > \frac{\log(C) - \mu_a(\sigma)\sqrt{k}}{\sqrt{k}}\right)
\]

\[
= \begin{cases} 
 0 & \text{if } \mu_a(\sigma) < 0, \\
 1 & \text{if } \mu_a(\sigma) > 0.
\end{cases}
\]

We have two cases, depending on the sign of \(\mu_a(\sigma)\).

\[(i) \quad (\mu_a(\sigma) < 0): \text{In this case, for } C = 1/2, \text{ based on (K.5), we can choose } n_1 \text{ large enough so that}\]

\[P(\|x^{(n_1)}\| > \frac{1}{2}) \leq \frac{1}{2}.\]

Continuing by a recursive fashion choose \(n_k\) large enough such that

\[P(\|x^{(n_k)}\| > \frac{1}{2^k}) \leq \frac{1}{2^k}\]

with \(n_1 < n_2 < \cdots < n_k\). Then the event \(A_k = \{\|x^{(n_k)}\| > \frac{1}{2^k}\}\) is such that \(\sum_k P(A_k) < \infty\). By the Borel-Cantelli lemma, we find that

\[P\left(\limsup_{k \to \infty}\{\|x^{(n_k)}\| > \frac{1}{2^k}\}\right) = 0.\]

This proves that for any \(\varepsilon > 0\) given \(P(\|x^{(n_k)}\| \geq \varepsilon \text{ infinity often}) = 0\) which is equivalent to saying \(P(\|x^{(n_k)}\| < \varepsilon) = 1\) or yet equivalently \(x^{(n_k)} \to 0\) almost surely.

In the special case when \(s_\ast > 1\), we can stronger results. In particular, we can consider

\[
\sum_{j=0}^{\infty} \mathbb{E}\|x^{(j+1)} - x^{(j)}\| \leq \sum_{j=0}^{\infty} \left(\mathbb{E}\|x^{(j+1)}\| + \mathbb{E}\|x^{(j)}\|\right)
\]

\[
\leq 2 \sum_{j=0}^{\infty} \mathbb{E}\|x^{(j)}\| < \infty
\]

where we applied part \((ii)\) of Theorem \[\text{with the fact that } \sigma = \bar{\sigma}_a(s_\ast, d) < \bar{\sigma}_a(1, d). \text{ Then, by \cite{Ste99} Lemma 1}, \(x^{(k)}\) converges almost surely to a limit. Since the subsequence \(x^{(n_k)}\) converges to zero, we obtain that \(x^{(k)}\) converges a.s. to zero.

\[(ii) \quad (\mu_a(\sigma) > 0): \text{The proof follows from a similar approach to part } (i). \text{ When } \mu_a(\sigma) > 0, \text{ we see from Theorem \[\text{that all the moments } E(\|x^{(k)}\|^\alpha) \text{ diverges for any } \alpha > 0 \text{ (because if it were not, then } \sigma = \sigma_a(s, d) \text{ for some } s > 0 \text{ which would imply } \mu_a(\sigma) < 0 \text{ by the discussion above). Furthermore, based on (K.5), } x^{(k)} \text{ diverges to infinity in probability and we can choose a subsequence } n_k \text{ such that}\]

\[P(\|x^{(n_k)}\| > 2^k) \geq 1 - \frac{1}{2^k}\]

with \(n_1 < n_2 < \cdots < n_k\). Then the event \(A_k = \{\|x^{(n_k)}\| < 2^k\}\) is such that \(\sum_k P(A_k) < \infty\). By the Borel-Cantelli lemma, we find that

\[P\left(\limsup_{k \to \infty}\{\|x^{(n_k)}\| < 2^k\}\right) = 0.\]

This proves that for any \(\varepsilon > 0\) given \(P(\|x^{(n_k)}\| \leq \varepsilon \text{ infinity often}) = 0\) which is equivalent to saying \(P(\|x^{(n_k)}\| > \varepsilon) = 1\) or yet equivalently \(x^{(n_k)} \to \infty\) almost surely.

\[\square\]
I. Proof of Theorem 15

Proof. Due to the addition of Gaussian noise to post-activations, we have the recursion over the layers

\[ \tilde{x}^{(k+1)} = M_{W^{(k+1)}, \xi^{(k+1)}}(\tilde{x}^{(k)}) := W^{(k+1)}\tilde{x}^{(k)} + \xi^{(k+1)} \]  

(L.1)

where \( \tilde{x}^{(k)} \) denotes the input to the \((k+1)\)-st layer and \( \xi^{(k)} \) is a random vector with components \( \xi_i^{(k)} \) that are i.i.d. mean zero random variables. The map \( M_{W^{(k)}, \xi^{(k)}} \) is a random Lipschitz (linear) map whose convergence behavior has been studied in the literature. If the following conditions hold

\[ \mathbb{E} \left[ \max \left( 0, \log(\|W^{(k+1)}\|) \right) \right] < \infty, \quad \mathbb{E} \left[ \max \left( 0, \log(\|\xi^{(k+1)}\|) \right) \right] < \infty, \]  

(L.2)

\[ c_1 = \inf_k \frac{1}{k} \mathbb{E} \log \|W^{(k)}W^{(k-1)} \ldots W^{(1)}\| < \infty, \]  

(L.3)

then it is known that \( \tilde{x}^{(k)} \) admits an almost sure limit \( \tilde{x}^{(\infty)} \) in which case the limit is given by the formula

\[ x^{(\infty)} = \sum_{j=1}^{\infty} \left( \prod_{i=1}^{j-1} W^{(i)} \right) \xi^{(j)}, \]  

(L.4)

(see e.g. [DF99, Thm. 2.1]). We check the conditions in (L.2) and (L.3). The second condition in (L.2) is satisfied by the assumption on the noise \( \xi^{(k)} \), and the first condition in (L.2) is satisfied as

\[ \mathbb{E} \left[ \max \left( 0, \log(\|W^{(k+1)}\|) \right) \right] \leq \mathbb{E} \left[ \max \left( 0, \frac{1}{2} \log \left( \sum_{i,j=1}^{d} (W_{ij}^{(k+1)})^2 \right) \right) \right] < \infty, \]  

(L.5)

where we used the fact that \( \sum_{i,j=1}^{d} (W_{ij}^{(k+1)})^2 \) is a chi-square distribution with \( d^2 \) degrees of freedom. Finally, the condition (L.3) is equivalent to

\[ c_1 = \inf_k \frac{1}{k} \mathbb{E} \log \frac{\|x^{(k)}\|}{\|x^{(0)}\|}, \]  

(L.6)

where \( x^{(k)} \) are the iterations without noise, i.e. \( x^{(k)} \) satisfies \( x^{(k+1)} = W^{(k+1)}x^{(k)} \) starting from \( x^{(0)} \). It follows from the analysis of Theorem 14 that we have also

\[ c_1 = \mu_1. \]  

(L.7)

Due to the choice of \( \sigma = \tilde{\sigma}_1(s, d) \), by Theorem 14 we have also \( \mu_1 < 0 \). We conclude from (L.7) that \( c_1 < 0 \) and (L.3) is also satisfied. Hence, having checked that assumptions (L.2), (L.3) hold, we conclude that the limit \( \tilde{x}^{(\infty)} \) exists, it is non-zero and is given by the series sum (L.4). With the addition of i.i.d. noise to activations, moments cannot grow slower; i.e. it is not hard to show that

\[ \mathbb{E}(\|\tilde{x}^{(k)}\|_p) \geq \mathbb{E}(\|x^{(k)}\|_p) \]  

with the same initialization i.e. \( x^{(0)} = \tilde{x}^{(0)} \). By Theorem 2 we also know that \( \mathbb{E}(\|x^{(k)}\|_p) \to \infty \) for any \( p > s \) as \( k \to \infty \). Therefore we conclude that

\[ \mathbb{E}(\|\tilde{x}^{(k)}\|_p) \to \infty, \quad \text{for any } p > s, \]

as \( k \to \infty \). Then, we have necessarily \( \mathbb{E}(\|\tilde{x}^{(\infty)}\|_p) = \infty \) because otherwise \( \tilde{x}^{(k)} \) would converge to \( \tilde{x}^{(\infty)} \) in \( L_p \) which would be a contradiction as \( \mathbb{E}(\|\tilde{x}^{(k)}\|_p) \to \infty \). This proves that the limit \( \tilde{x}^{(\infty)} \) is heavy tailed in the sense that its moments of order \( p \) are infinite for any \( p > s \). In particular for \( s < 2 \), this implies that the variance of the limit \( \tilde{x}^{(\infty)} \) is infinite. This completes the proof.

\[ \square \]

M. A Supporting Lemma

Lemma 23. Let \( M_i \) be the random variables and \( p_i \) be the constant weights. Let \( M \) be the mixture distribution \( M := \sum_i p_i M_i \). We have

\[ \text{var}(M) = \sum_i p_i \text{var}(M_i) + \sum_i p_i (\mathbb{E}[M_i])^2 - \left( \sum_i p_i \mathbb{E}[M_i] \right)^2. \]
Proof. Let $\mu^{(r)}$ denote the $r$-th (raw) moment of $M$, and $\mu_i^{(r)}$ the $r$-th moment of $M_i$. Then we obtain

$$
\mu^{(r)} = \sum_i p_i \mathbb{E}[M_i^r] = \sum_i p_i \mu_i^{(r)}.
$$

The variance of $M$ can be written as

$$
\text{var}(M) = \mu^{(2)} - \left(\mu^{(1)}\right)^2 = \sum_i p_i \mu_i^{(2)} - \left(\sum_i p_i \mu_i^{(1)}\right)^2.
$$

Since $\mu_i^{(2)} = \text{var}(M_i) + (\mu_i^{(1)})^2$, we have

$$
\text{var}(M) = \sum_i p_i (\text{var}(M_i) + (\mu_i^{(1)})^2) - \left(\sum_i p_i \mu_i^{(1)}\right)^2
\quad = \sum_i p_i \text{var}(M_i) + \sum_i p_i (\mathbb{E}[M_i])^2 - \left(\sum_i p_i \mathbb{E}[M_i]\right)^2.
$$

\end{proof}

N Further Numerical Experiments and Illustrations

N.1 Numerical Illustrations

In this section, we present additional figures and numerical experiments that were not part of the main text due to space considerations.

Critical variance $\bar{\sigma}_0(s, d)$ as a function of $d$ and $s$. Figures 4a–4b illustrate $\bar{\sigma}_0(s, d)$ as a function of $d$ when $s$ is fixed where we see a monotonic behavior as proven in Corollary 9. We also observe in the figures that it is a monotonically decreasing function of $s$ when $d$ is fixed. Figure 4c plots the relation between $\log(\bar{\sigma}_0(s, d) - \sqrt{\frac{2}{\pi}})$ and $\log(d)$. We have observed that the slope of the graph in Figure 4c is approximately constant at a level of -1 and slope in the Figure 1a approximately -2. This is exactly the behavior predicted by Corollary 9 for large $d$.

Distribution of the network output. The distribution of the natural logarithm of the norm of the output $R_{k,0}$ is plotted in Figure 2 in the main text. Similarly, we plot the distribution of the natural logarithm of the norm of the output $R_{k,a}$ in Figure 5. Figure 6 illustrates the distribution the norm of the $k$-th layer output for linear, ReLU and Leaky ReLU activations which supplements Figures 2 and 5. The distribution is obtained from the samples by standard kernel density estimation methods provided in the Python package seaborn.\footnote{This package is publicly available at \url{https://seaborn.pydata.org/}} We observe that our initialization leads to heavier tails compared to Kaiming initialization, where the frequency of small outputs is less frequent in our method compared to Kaiming initialization.
N.2 Numerical Experiments

CIFAR-10 dataset. CIFAR-10 dataset consists of 60000 32x32 colour images in 10 classes, with 6000 images per class. There are 50000 training images and 10000 test images. For ReLU activations, we compare our initialization method with Kaiming and Xavier method as well as with the random walk initialization. However for the Leaky ReLU activation, we compare our new method with Kaiming and Xavier method only as the parameters of random walk initialization are not available for Leaky ReLU initialization. For understanding the effect of initialization on training, we report the first 50 epochs in the training process where we train our networks with stochastic gradient descent (SGD) using a constant stepsize. We tuned the SGD stepsize and used the same stepsize for each method.

Figure 7 shows the results of a fully connected network with ReLU activation. For our method in the ReLU case, we set \( \sigma^2 = \frac{2}{d} + \frac{4}{d^2} \) in our initialization where we choose \( s \approx 0.8 \) according to Corollary 4. Figure 9 displays the results of network with linear activation on CIFAR-10 with a similar setup where we set \( \sigma^2 = \frac{1}{d} + \frac{1}{d^2} \) which corresponds to the choice of \( s \approx 1 \). Similarly, Figure 10 reports the corresponding results for Leaky ReLU. In all cases (linear, ReLU and Leaky ReLU activations), we use two convolutional layers, 20 fully-connected layers and \( d = 64 \) for all hidden layers in this network. We consider four criteria for comparison: train loss, test loss, train accuracy, and test accuracy. We observe that our method performs no worse than other methods (Xavier initialization, Kaiming initialization, and Random walk initialization) and in many cases leads to an improvement.

MNIST dataset. MNIST database is a database of handwritten digits with a training set of 60,000 examples, and a test set of 10,000 examples. The setup is similar to our experiments for CIFAR-10.

---

\[^2\]This dataset can be downloaded from [https://www.cs.toronto.edu/~kriz/cifar.html](https://www.cs.toronto.edu/~kriz/cifar.html).

\[^3\]This dataset can be downloaded from [http://yann.lecun.com/exdb/mnist/](http://yann.lecun.com/exdb/mnist/).
In our results, we consider 20 runs. Figure 3 (reported in the main text), Figure 10 and Figure 11 show the performance of our method of the fully connected network with ReLU, Leaky ReLU, and linear activations respectively in the first 30 epochs. For the ReLU and Leaky ReLU case, we use 20 layers with \( d = 64 \). For the linear case, we use 30 layers with \( d = 64 \). Similar to the CIFAR-10 experiments, we set \( s \approx 0.8 \) for ReLU, \( s = 1 \) for Leaky ReLU and linear case.

Both MNIST and CIFAR-10 experiments are implemented by the Python package torch.\(^4\) Our experiments are trained on Nvidia GTX 1080Ti GPU. Each experiment of MNIST takes around 3-4 hours, and each experiment of CIFAR-10 takes around 6-7 hours.

\(^4\)This package is publicly available at [https://pytorch.org/](https://pytorch.org/)
Figure 9: Linear fully connected network on CIFAR-10. The results are the average over 10 samples. The x-axis is epoch number.

|           | Train Loss | Test Loss | Train Accuracy | Test Accuracy |
|-----------|------------|-----------|----------------|---------------|
| Xavier    | 1.442      | 1.3636    | 46.92         | 49.79         |
| Randwalk  | 1.4344     | 1.3565    | 47.43         | 50.18         |
| Kaiming   | 1.4479     | 1.3727    | 46.82         | 49.61         |
| s=1       | 1.4255     | 1.3445    | 47.87         | 51.22         |

Figure 10: Fully connected network with Leaky ReLU on MNIST. The results are the average over 20 samples. The x-axis is epoch number.

|           | Train Loss | Test Loss | Train Accuracy | Test Accuracy |
|-----------|------------|-----------|----------------|---------------|
| Xavier    | 2.2975     | 2.2966    | 11.63         | 11.57         |
| Randwalk  | 0.2613     | 0.2394    | 91.40         | 90.55         |
| Kaiming   | 0.2518     | 0.2464    | 91.78         | 90.82         |
| s=1       | 0.2518     | 0.1459    | 91.78         | 90.82         |

Figure 11: Linear fully connected network on MNIST. The results are the average loss over 20 runs. The x-axis is epoch number.

|           | Train Loss | Test Loss | Train Accuracy | Test Accuracy |
|-----------|------------|-----------|----------------|---------------|
| Xavier    | 0.4686     | 0.4485    | 85.71         | 86.52         |
| Randwalk  | 0.4652     | 0.4141    | 86.29         | 87.22         |
| Kaiming   | 0.5011     | 0.4634    | 85.53         | 86.33         |
| s=1       | 0.4586     | 0.4510    | 86.16         | 86.74         |