ON THE RELAXATION OF UNBOUNDED MULTIPLE INTEGRALS
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Abstract. We study the relaxation of multiple integrals of the calculus of variations where the integrands are nonconvex with convex effective domain and can take the value $\infty$. We use local techniques based on measure arguments to prove integral representation in Sobolev spaces of functions which are almost everywhere differentiable. Applications are given in the scalar case and in the case of integrands with quasiconvex growth and $p(x)$-growth.

1. Introduction

Let $m, d \geq 1$ be two integers. Let $\Omega \subset \mathbb{R}^d$ be a nonempty bounded open set with Lipschitz boundary. Define $F : W^{1,p}(\Omega; \mathbb{R}^m) \to [0, \infty]$ by

$$F(u) := \int_{\Omega} f(x, \nabla u(x))dx$$

where the integrand $f : \Omega \times M^{m \times d} \to [0, \infty]$ is Borel measurable, and $M^{m \times d}$ stands for the set of $m$-rows and $d$-columns matrices. The “relaxed” functional $F^*$ is given by

$$F^*(u) := \inf \left\{ \lim_{n \to \infty} F(u_n) : u_n \in W^{1,p}(\Omega; \mathbb{R}^m), u_n \rightharpoonup u \right\}$$

(if $p = \infty$ then replace $\rightharpoonup$ by $\ast \rightharpoonup$). The goal of the paper is to study the integral representation of $F^*$ for nonconvex integrands $f$ which can take the value $\infty$. In this case, the effective domain $\text{dom} f(x, \cdot) := \{ \xi \in M^{m \times d} : f(x, \xi) < \infty \}$ of $f(x, \cdot)$ is the natural set of constraints for the gradients, the interest of such constrained relaxation problems is well described in the book [CDA02].

In the scalar case, i.e., when $\min\{d, m\} = 1$, the integral representation of $F^*$ is studied in [DAMZ04, DAZ05, Zap05]. Under convexity of $\text{dom} f(x, \cdot)$ and some regularity properties of the multifunction $x \mapsto \text{dom} f(x, \cdot)$, integral representations with convexification of $f(x, \cdot)$ are obtained. The present work focuses on the vectorial case, i.e., when $\min\{d, m\} > 1$, in this context less is known, particularly the quasiconvexification process when the integrand $f$ is not finite is not yet understood (for works in this direction see for instance [BB95, AHM07, AHM08, AH10]). The main difficulty in the integral representation of $F^*$ is that usually we use an approximation result of functions of $W^{1,p}(\Omega; \mathbb{R}^m)$ by more regular ones, usually continuous piecewise affine or continuously differentiable functions, and this choice implies different relaxed functionals. This situation is known as Lavrentiev phenomenon (or gap) (see for instance [BB05]). But it is not known whether such approximation results exist when no regularity and growth assumptions are made on $f$ and $\text{dom} f(x, \cdot)$. In our work we study the existence of integral representation of $F$ on $\text{dom} F := \{ u \in W^{1,p}(\Omega; \mathbb{R}^m) : F(u) < \infty \}$ without using of approximation results, and then give some applications showing how to obtain a full integral representation. Following this way, we try to establish conditions for the existence
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of integral representation of $\mathcal{F}$ with the restrictions that $\text{dom} f(x, \cdot)$ is convex for all $x \in \Omega$, $f$ is $p$-coercive and $p \in [d, \infty]$. This simplified framework allows us to deal with functions of $W^{1,p}(\Omega; \mathbb{R}^m)$ that are almost everywhere differentiable in $\Omega$, which is an important ingredient for the possibility of integral representation of $\mathcal{F}$. The techniques we use are based on measure arguments and localization.

2. Main results

We denote by $\mathcal{O}(\Omega)$ the set of all open subsets of $\Omega$. For each $O \in \mathcal{O}(\Omega)$, we will denote by $W_0^{1,p}(O; \mathbb{R}^m)$ the subset of all $\phi \in W^{1,p}(\Omega; \mathbb{R}^m)$ such that $\phi = 0$ in $\Omega \setminus O$ (this definition is equivalent to the classical definition of $W_0^{1,p}(\Omega; \mathbb{R}^m)$ (see for instance [AH96, Chap. 9, p. 233])). We denote by $Q$ any open cube of $\mathbb{R}^d$.

Let $L : \Omega \times \mathbb{M} \rightarrow [0, \infty]$ be a Borel measurable integrand. We consider the following assertions:

(A1) if $p \in [d, \infty]$ then there exists $c > 0$ such that for every $(x, \xi) \in \Omega \times \mathbb{M}$

$$c|\xi|^p \leq L(x, \xi);$$

(A2) if $p = \infty$ then there exists $R_0 > 0$ such that

$$\text{dom} L(x, \cdot) \subset \overline{Q}_{R_0}(0) \text{ a.e. in } \Omega;$$

(A3) there exists $\rho_0 > 0$ such that

$$\overline{Q}_{\rho_0}(0) \subset \Lambda_L := \left\{ \xi \in \mathbb{M} : \int_{\Omega} L(x, \xi) dx < \infty \right\};$$

(A4) for almost all $x \in \Omega$

$$\text{dom} L(x, \cdot) \subset \Lambda_L(x) := \left\{ \xi \in \mathbb{M} : L(x, \xi) = \lim_{\epsilon \to 0} \int_{Q_{\epsilon}(x)} L(y, \xi) dy \right\};$$

(A5) there exists $C > 0$ such that for every $\xi, \zeta \in \mathbb{M}$, $x \in \Omega$, and $t \in [0, 1]$

$$L(x, t\xi + (1-t)\zeta) \leq C(1 + L(x, \xi) + L(x, \zeta));$$

(A6) for almost all $x \in \Omega$

$$\text{dom} L(x, \cdot) \subset \Xi_L := \left\{ \xi \in \mathbb{M} : \inf_{\delta > 0} \omega^L(\xi) \leq \infty \right\},$$

where

$$\omega^L(\xi) := \sup_{Q \subset \Omega} \sup_{\phi \in W_0^{1,p}(Q, \mathbb{R}^m)} \inf_{\text{diam}(Q) < \delta} \int_Q L(x, \xi + \nabla \phi(x)) dx.$$  

Remark 2.1. Some remarks on the previous assertions are in order:

(i) The assertion [A1] (resp. [A2]) is a coercivity condition in the case $p$ finite (resp. $p$ non finite), it is used only in the Subsection 6.2. Note that if $p \in [d, \infty]$ and [A1] or [A2] hold, then due to compact embeddings of $W^{1,p}(\Omega; \mathbb{R}^m)$ in $L^\infty(\Omega; \mathbb{R}^m)$ we have

$$\mathcal{F}(u) = \inf \left\{ \lim_{n \to \infty} F(u_n) : W^{1,p}(\Omega; \mathbb{R}^m) \ni u_n \xrightarrow{L^\infty} u \right\}.$$

(ii) It is easy to see that the combination ([A3] [A4] and [A6]) is equivalent to:

(A7) there exists $\rho_0 > 0$ such that

$$\overline{Q}_{\rho_0}(0) \subset \Lambda_L \subset \text{dom} L(x, \cdot) \subset \Lambda_L(x) \cap \Xi_L \text{ a.e. in } \Omega;$$

(iii) Due to [A5], the effective domain $\text{dom} L(x, \cdot)$ is convex for all $x \in \Omega$, the same holds for $\Lambda_L$ and $\Lambda_L(x)$.

(iv) The assertion [A3] is equivalent to $0 \in \text{int}(\Lambda_L)$ where $\text{int}(\Lambda_L)$ denotes the interior of $\Lambda_L$. 

We denote by $Y$ the cube $[0,1]^d$. Define $ZL : \Omega \times M^{m \times d} \to [0,\infty]$ by

$$ZL(x,\xi) := \liminf_{\varepsilon \to 0} \left\{ \int_Y L(x + \varepsilon y,\xi + \nabla \varphi(y))dy : \varphi \in W_0^{1,p}(Y;\mathbb{R}^m) \right\}.$$  

**Remark 2.2.** (i) The formula which gives $ZL$ can be rewritten

$$ZL(x,\xi) := \liminf_{\varepsilon \to 0} \left\{ \int_{Q_\varepsilon(x)} L(y,\xi + \nabla \varphi(y))dy : \varphi \in W_0^{1,p}(Q_\varepsilon(x);\mathbb{R}^m) \right\},$$

where $Q_\varepsilon(x) = x + \varepsilon Y$ with $\varepsilon > 0$ and $x \in \Omega$.

(ii) If $L$ does not depend on $x$, then $L$ is $W^{1,p}$-quasiconvex in the sense of Ball & Murat [BM84] if and only if $L = ZL$. In fact $ZL$ is the generalization to $x$-dependent integrand of the Dacorogna quasiconvexification formula. If $L$ is a Carathéodory integrand with $p$-polynomial growth then we can freeze the variable $x$ and show that

$$ZL(x,\xi) = \inf \left\{ \int_Y L(x,\xi + \nabla \varphi(y))dy : \varphi \in W_0^{1,\infty}(Y;\mathbb{R}^m) \right\}$$

which is the Dacorogna quasiconvexification formula for each $x$ fixed. However the formula (2.2) can be considered as a natural generalization when we deal with Borel measurable integrand which can take the value $\infty$.

**Definition 2.1.** We say that $L$ is $W^{1,p}$-quasiconvex if $L = ZL$.

We say that $L$ is radially uniformly upper semicontinuous (ru-usc) if there exists $a \in L^{1}_{loc}(\Omega;[0,\infty])$ such that $\liminf_{t \to 1-} \Delta^a(t) \leq 0$ where $\Delta^a : [0,1] \to [\infty,\infty]$ is defined by

$$\Delta^a(t) := \text{ess sup}_{x \in \Omega} \sup_{\xi \in \text{dom}L(x,\cdot)} \frac{L(x,t\xi) - L(x,\xi)}{a(x) + L(x,\xi)}.$$  

The systematic use of the concept of ru-usc functions in the setting of the relaxation of nonconvex functional in the vectorial case starts in [AH10], then it is used to prove homogenization results in [AHM11] [AHM12].

Define $\overrightarrow{Z}L : \Omega \times M^{m \times d} \to [0,\infty]$ by

$$\overrightarrow{Z}L(x,\xi) := \lim_{t \to 1^{-}} ZL(x,t\xi).$$

**Remark 2.3.** (i) In fact, if $L$ is ru-usc then $ZL$ too (see Lemma 4.7).

(ii) If $[A_5]$ holds and $ZL$ is ru-usc then the $\lim$ in the definition of $\overrightarrow{Z}L$ is a limit (see Lemma 4.8).

We state the main result of the paper.

**Theorem 2.1.** Assume that $f$ satisfies $[A_1]$ $[A_2]$ if $p = \infty$, $[A_7]$ and $[A_5]$. If either $f$ is ru-usc or $Zf$ is both ru-usc and $W^{1,p}$-quasiconvex, then for every $u \in \text{dom} F$ we have

$$F(u) = \int_{\Omega} \overrightarrow{Z}f(x,\nabla u(x))dx.$$  

**Remark 2.4.** (i) Under the same assumptions the local version of Theorem 2.1 also holds, i.e., if we set

$$\overline{F}(u;O) := \inf \left\{ \lim_{n \to \infty} \int_{\Omega} f(x,\nabla u_n(x))dx : W^{1,p}(\Omega;\mathbb{R}^m) \ni u_n \to u \right\}$$

then

$$\overline{F}(u;O) = \int_{\Omega} \overrightarrow{Z}f(x,\nabla u(x))dx$$

...
for all $O \in \mathcal{O}(\Omega)$ and $u \in \text{dom} F(\cdot; O)$ where
\[
\text{dom} F(\cdot; O) = \left\{ u \in W^{1,p}(\Omega; \mathbb{R}^m) : \int_O f(x, \nabla u(x))dx < \infty \right\}.
\]

(ii) We do not know whether $\mathcal{Z} f$ is $W^{1,p}$-quasiconvex (i.e., $\mathcal{Z}(\mathcal{Z} f) = \mathcal{Z} f$) when $f$ is assumed to be ru-usc.

If we consider a stronger assumption (see $[\text{A}_8]$) in place of $[\text{A}_3]$ then the following result shows that the full integral representation of $F$ holds.

**Theorem 2.2.** Assume that $f$ satisfies $[\text{A}_1]$, $[\text{A}_2]$ if $p = \infty$, $[\text{A}_4]$, $[\text{A}_5]$, $[\text{A}_6]$ and $[\text{A}_8]$ there exists $\rho_0 > 0$ such that for every $u \in W^{1,p}(\Omega; \mathbb{R}^m)$
\[
|u|_{1,p} \leq \rho_0 \implies \int_{\Omega} f(x, \nabla u(x))dx < \infty.
\]
If either $f$ is ru-usc or $\mathcal{Z} f$ is both ru-usc and $W^{1,p}$-quasiconvex then $[\text{A}_3]$ holds for all $u \in \text{dom} F$.

**Remark 2.5.** (i) Under the same assumptions the local version of Theorem 2.2 also holds, i.e.,
\[
\mathcal{F}(u; O) = \int_{O} \hat{\mathcal{Z}} f(x, \nabla u(x))dx
\]
for all $O \in \mathcal{O}(\Omega)$ and $u \in \text{dom} F(\cdot; O)$.

(ii) Theorem 2.2 is mainly used to propose an alternative of the results of [DAMZ04, DAZ05] (see Subsection 3.2).

(iii) Note that the assertion $[\text{A}_8]$ implies $[\text{A}_3]$. It seems that condition $[\text{A}_8]$ makes sense when $p = \infty$ because in this case we can show that $[\text{A}_3]$ and $[\text{A}_5]$ imply $[\text{A}_8]$ (see Corollary 4.1). The condition $[\text{A}_8]$ means that the effective domain has to be “thick” enough in order to have no gap appears when passing from the representation on $\text{dom} F$ to the representation on $\text{dom} F$.

Theorems 2.1 and 2.2 are consequences of the following proposition. Define $\mathcal{Z} F : W^{1,p}(\Omega; \mathbb{R}^m) \times \mathcal{O}(\Omega) \to [0, \infty]$ by
\[
\mathcal{Z} F(u; O) := \inf \left\{ \lim_{n \to \infty} \int_{O} \mathcal{Z} f(x, \nabla u_n(x))dx : W^{1,p}(\Omega; \mathbb{R}^m) \ni u_n \rightharpoonup u \right\}.
\]

**Proposition 2.1.** Assume that $f$ satisfies $[\text{A}_1]$, $[\text{A}_2]$ if $p = \infty$, $[\text{A}_3]$, $[\text{A}_4]$ and $[\text{A}_5]$. Let $O \in \mathcal{O}(\Omega)$.

(i) Then for every $u \in W^{1,p}(\Omega; \mathbb{R}^m)$ such that $F(tu) < \infty$ for all $t \in [0, 1[$, we have
\[
\mathcal{F}(tu; O) \leq \int_{O} \mathcal{Z} f(x, t\nabla u(x))dx
\]
for all $t \in [0, 1[$.

(ii) If $\mathcal{Z} f$ is ru-usc and $W^{1,p}$-quasiconvex then for every $u \in \text{dom} F$ we have
\[
\mathcal{Z} F(u; O) \geq \int_{O} \hat{\mathcal{Z}} f(x, \nabla u(x))dx.
\]

(iii) If $f$ is ru-usc then for every $u \in \text{dom} F$ we have
\[
\mathcal{F}(u; O) \geq \int_{O} \hat{\mathcal{Z}} f(x, \nabla u(x))dx.
\]

In fact the $\lim$ in the definition of $\mathcal{Z} f$ is a limit if $[\text{A}_4]$ and $[\text{A}_6]$ hold.
Proposition 2.2. If \( L : \Omega \times \mathbb{M}^{m \times d} \) is a Borel measurable integrand satisfying \((A_3)\) and \((A_6)\), then for almost all \( x \in \Omega \) and for every \( \xi \in \text{dom} L(x, \cdot) \)

\[
ZL(x, \xi) = \lim_{\varepsilon \to 0} \inf \left\{ \int_Y L(x + \varepsilon y, \xi + \nabla \varphi(y)) dy : \varphi \in W^{1,p}_0(Y; \mathbb{R}^m) \right\}.
\]

The plan of paper is as follow. In Sect. 3 we give some applications in the case where \( f \) satisfies quasiconvex growth, we show that a full integral representation holds if the functional associated to the quasiconvex growth is sequentially weakly lsc on \( W^{1,p}(\Omega; \mathbb{R}^m) \). The scalar case is treated by using Theorem 2.2 and adding some assumptions on the regularity of \( \text{dom} f(x, \cdot) \). Finally an application of Theorem 2.1 is developed in the context of relaxation with integrand satisfying \( p(x)\)-growth.

In Sect. 4 we first establish some results on \( L \) and the envelope \( ZL \) needed for the proof of Proposition 2.1. Then we introduce the concept of ru-usc functionals and state abstract results needed in the proof of Theorem 2.2.

In Sect. 5 the proofs of Theorem 2.1 and Theorem 2.2 are given by using Proposition 2.1. The proof of Theorem 2.2 use the abstract result on ru-usc functionals of Subsection 4.2 and especially Corollary 4.2.

The Sect. 6 and Sect. 7 are devoted to the proof of Proposition 2.1. The strategy to prove the upper bound part (i) of Proposition 2.1 is inspired by the paper of [BFM98]. They develop a new method to prove integral representations for relaxed functionals and state abstract results needed in the proof of Theorem 2.2.

In Sect. 8 we give the proof of Proposition 2.2 by using some measure arguments. More precisely, the proof consists to see \( ZL(\cdot, \xi) \) as derivate of a set function (see for instance [HK60, Bon72]).

3. Applications

3.1. Relaxation with quasiconvex growth. Let \( p \in ]d, \infty[ \). Let \( G : \mathbb{M}^{m \times d} \to [0, \infty] \) be a Borel measurable integrand. Consider the assertions:

\( (B_1) \) \( G \) is \( W^{1,p} \)-quasiconvex, i.e., for every \( \xi \in \mathbb{M}^{m \times d} \)

\[
G(\xi) = \mathcal{Z}G(\xi).
\]

\( (B_2) \) \( f \) has \( G \)-growth, i.e., there exist \( \alpha, \beta > 0 \) such that for every \( (x, \xi) \in \Omega \times \mathbb{M}^{m \times d} \)

\[
\alpha G(\xi) \leq f(x, \xi) \leq \beta (1 + G(\xi)).
\]

Theorem 3.1. Assume that \( G \) satisfies \((A_1)\) \((A_2)\) \((B_1)\) \((B_2)\) and \( 0 \in \text{int}(\text{dom} G) \). If either \( f \) is ru-usc or \( Zf \) is both ru-usc and \( W^{1,p} \)-quasiconvex then \((2.3)\) holds for all \( u \in W^{1,p}(\Omega; \mathbb{R}^m) \) such that \( \int_\Omega G(\nabla u(x)) dx < \infty \). Moreover \((2.3)\) holds for all \( u \in \text{dom} \mathcal{F} \) if

\[
W^{1,p}(\Omega; \mathbb{R}^m) \ni u \mapsto \int_\Omega G(\nabla u(x)) dx
\]

is sequentially weakly lower semicontinuous (swlsc) on \( W^{1,p}(\Omega; \mathbb{R}^m) \).
Proof. By \((B_2)\), it is easy to see that \(\text{dom} f(x, \cdot) = \text{dom} G = \Lambda f = \Lambda f(x) = \Xi f\) a.e. in \(\Omega\), so \(f\) satisfies \((A_1)\) since \(0 \in \text{int}(\text{dom} G)\). We have also that \(f\) satisfies \((A_2)\) since \(G\) satisfies \((A_1)\) By Lemma 4.4 \(G\) satisfies \((A_3)\) if and only if \(f\) satisfies \((A_1)\). Applying Theorem 2.1 we obtain (2.4) for all \(u \in \text{dom} F\). But \(\text{dom} F = \{u \in W^{1, p}(\Omega; \mathbb{R}^m) : \int_{\Omega} G(\nabla u) dx < \infty\}\) since \((B_2)\). If we assume that \(W^{1, p}(\Omega; \mathbb{R}^m) \ni u \mapsto \int_{\Omega} G(\nabla u) dx\) is swlsc on \(W^{1, p}(\Omega; \mathbb{R}^m)\), then again by using \((B_2)\), \(\text{dom} F = \{u \in W^{1, p}(\Omega; \mathbb{R}^m) : \int_{\Omega} G(\nabla u) dx < \infty\}\), thus \(\text{dom} F = \text{dom} \tilde{F}\) and the integral representation holds for all \(u \in \text{dom} F\).

3.2. Relaxation in the scalar case. Let \(L : \Omega \times \mathbb{R} \to [0, \infty]\) be an integrand. We denote by \(L^* : \Omega \times \mathbb{R} \to [0, \infty]\) the convex lower semicontinuous envelope of \(L(x, \cdot)\) for each \(x \in \Omega\), i.e.,

\[
L^*(x, \xi) := \sup \{g(x, \xi) : g(x, \cdot) \text{ is convex and lsc, } g(x, \cdot) \leq L(x, \cdot)\}
\]

for all \((x, \xi) \in \Omega \times \mathbb{R}\).

To show that the relaxed integrand \(\tilde{L} \) coincides with \(L^*\) when \(m = 1\) we need assumption “à la De Arcangelis and all” (see DAMZO4 DAZO5). For each \(\varepsilon > 0\) define the multifunction \(D_\varepsilon : \Omega \to \mathbb{R}\) by

\[
D_\varepsilon (x) := \bigcup_{\phi \in W^{1, p}_{0}(\Omega; \mathbb{R}^m)} \bigcup_{N} \left\{ \int_{\Omega \setminus N} \text{int}(\text{dom} L(y, \cdot)) - \{\nabla \phi(y)\} \right\}
\]

Consider the following assertion:

\[
(C_1) \quad \text{for almost all } x \in \Omega, \quad \bigcup_{\delta > 0} \bigcap_{\varepsilon \in [0, \delta]} D_\varepsilon (x) \subset \text{dom} L(x, \cdot).
\]

Lemma 3.1. If \(L : \Omega \times \mathbb{R} \to [0, \infty]\) is a Borel measurable satisfying \((C_1)\), \((A_3)\) \((A_4)\) and \((A_6)\) then for a.a. \(x \in \Omega\) and for every \(t \in [0, 1]\) we have

\[
\text{tdom} \tilde{L}(x, \cdot) \subset \text{dom} L(x, \cdot).
\]

Proof. Fix \(x \in \Omega\) such that \((C_1)\) holds and \(0 \in \text{int}(\text{dom} L(x, \cdot))\). Fix \(\xi \in \text{dom} \tilde{L}(x, \cdot)\). Then by Proposition 2.2 there exists \(\varepsilon_0 > 0\) such that

\[
\sup_{\xi \in [0, \varepsilon_0]} \int_{\Omega} L(y, \xi + \sqrt{\varepsilon} \phi(y)) dy < \infty,
\]

for some \(\{\phi_\varepsilon\}_{\varepsilon \in [0, \varepsilon_0]}\), \(\phi_\varepsilon \in W^{1, p}_{0}(\Omega; \mathbb{R}^m)\). It follows that for every \(\varepsilon \in (0, \varepsilon_0]\) there exists a negligible set \(N_\varepsilon \subset \Omega\) such that for every \(y \in Q_\varepsilon(x)\setminus N_\varepsilon\) we have \(\xi + \nabla \phi_\varepsilon(y) \in \text{dom} L(y, \cdot)\). It holds \(t \xi + t \nabla \phi_\varepsilon(y) \in \text{dom} L(y, \cdot)\) for all \(y \in Q_\varepsilon(x)\setminus N_\varepsilon\) and all \(t \in [0, 1]\). Hence \(t \xi \in \bigcap_{y \in Q_\varepsilon(x)\setminus N_\varepsilon} \text{dom} L(y, \cdot) - \{t \nabla \phi_\varepsilon(y)\} \) for all \(t \in [0, 1]\). By convexity of \(\text{dom} L(\cdot, \cdot)\) and the fact that by \((A_3)\) we have \(0 \in \text{int}(\text{dom} L(y, \cdot))\) for all \(y \in Q_\varepsilon(x)\setminus N\) for some negligible set \(N\), we deduce \(t \xi \in \text{dom} L(\cdot, \cdot) \subset \text{int}(\text{dom} L(\cdot, \cdot))\) for all \(y \in Q_\varepsilon(x)\setminus N\) for all \(t \in [0, 1]\). It follows that for every \(t \in [0, 1]\)

\[
t \xi \in \bigcap_{y \in Q_\varepsilon(x)\setminus (N_\varepsilon \cup N')} \text{int}(\text{dom} L(y, \cdot)) - \{t \nabla \phi_\varepsilon(y)\}.
\]

From \((C_1)\) we deduce that \(t \xi \in \text{dom} L(x, \cdot)\) for all \(t \in [0, 1]\) which completes the proof.

Lemma 3.2. If the assumptions of Theorem 2.3 and \((C_1)\) hold then for a.a. \(x \in \Omega\) the integrand \(\tilde{L}(x, \cdot)\) is rank-one convex and equals to \(\tilde{L}(x, \cdot)\) the lsc envelope of \(L(x, \cdot)\).
Proof. We have to show that for a.a. \( x \in \Omega \), for every \( \xi, \zeta \in \mathbb{M}^{m \times d} \) such that \( \text{rank}(\xi - \zeta) \leq 1 \) and for every \( \tau \in [0,1] \) we have
\[
\mathcal{Z} L(x, \tau \xi + (1 - \tau) \zeta) \leq \tau \mathcal{Z} L(x, \xi) + (1 - \tau) \mathcal{Z} L(x, \zeta).
\]
Fix \( x_0 \in \Omega' \) where
\[
\Omega' := \left\{ x \in \Omega : \forall t \in [0,1[ \ t \text{dom} \mathcal{Z} L(x, \cdot) \subset \text{dom} L(x, \cdot) \subset A_L(x) \right\}.
\]
Since Lemma 5.1 and (A3) we have \( \Omega \setminus \Omega' = 0 \).

Fix \( \xi, \zeta \in \text{dom} \mathcal{Z} L(x_0, \cdot) \). Thus \( L(x_0, t \xi) < \infty \) and \( L(x_0, t \zeta) < \infty \) for all \( t \in [0,1[ \).

Fix \( t \in [0,1[ \). If \( \chi \in \{ \xi, \zeta \} \) then
\[
\lim_{\tau \to 1} \mathcal{Z} L(x_0, \tau \xi + (1 - \tau) \zeta) \leq \tau \mathcal{Z} L(x_0, \xi) + (1 - \tau) \mathcal{Z} L(x_0, \zeta).
\]

Letting \( t \to 1 \) and using Lemma 4.8 we obtain that \( \mathcal{Z} L(x_0, \cdot) \) is rank-one convex.

The integral representation of \( \mathcal{F} \) was studied in [DAMZ04, DAMZ05] in the scalar case with \( p = \infty \), we propose here the following alternative result.

**Theorem 3.2.** Assume that \( m = 1 \). Assume that \( f \) satisfies (A1) if \( p = \infty \), (A2) if \( p = 1 \) and (A3) and (A4). If either \( f \) is ru-usc or \( \mathcal{F} \) is both ru-usc and \( W^1,p \)-quasicconvex then for every \( u \in \text{dom} \mathcal{F} \) we have
\[
\mathcal{F}(u) = \int_{\Omega} f^*(x, \nabla u(x)) dx.
\]
Moreover \( f^*(x, \cdot) = \mathcal{F}(x, \cdot) = \mathcal{Z} f(x, \cdot) \) a.e. in \( \Omega \).

**Proof.** By Theorem 2.2 the representation (2.3) holds for all \( u \in \text{dom} \mathcal{F} \). Fix \( \xi \in \mathbb{M}^{1 \times d} \). On one hand, by a well known lower semicontinuity result (see for instance [But89, Theorem 4.1.1]) we have for every \( O \in \mathcal{O}(\Omega) \) and \( u \in W^{1,p}(\Omega) \)
\[
\mathcal{F}(u; O) \geq \inf \left\{ \lim_{n \to \infty} \int_{\Omega} f^*(x, \nabla u_n(x)) dx : W^{1,p}(\Omega) \ni u_n \to u \right\}
\]
\[\geq \int_{\Omega} f^*(x, \nabla u(x)) dx.
\]
It follows that \( \mathcal{Z} f(x, \cdot) \geq f^*(x, \cdot) \) a.e. in \( \Omega \). On the other hand by Lemma 3.2 we have \( \mathcal{Z} f(x, \cdot) \) is convex and lsc and \( f(x, \cdot) \geq \mathcal{F}(x, \cdot) \geq \mathcal{Z} f(x, \cdot) \) a.e. in \( \Omega \), and the proof is complete. ■

**Remark 3.1.** If we consider the case \( p = \infty \) in Theorem 3.2 we can replace the assumption (A3) by (A3) since (A3) and (A5) imply (A3) (see Corollary 4.1).
3.3. Relaxation with \( p(x) \)-growth. Let \( p \in [d, \infty] \). Let \( p : \Omega \to [0, \infty] \) be a measurable function such that \( p \leq p(x) \) for all \( x \in \Omega \).

Let \( f : \Omega \times \mathbb{M}^{m \times d} \to [0, \infty] \) be a Borel measurable integrand.

Consider the assertions:

\[(D_1) \text{ for each } \xi \in \mathbb{M}^{m \times d} \text{ we have} \]
\[|\xi|^p(\cdot) \in L^1(\Omega) \quad \text{and} \quad \lim_{\delta \to 0} \sup_{\text{cube}_d \subset \Omega, \text{diam}(Q) < \delta} \int_Q |\xi|^p(\cdot) \, dx < \infty; \]

\[(D_2) \text{ there exist } \alpha, \beta > 0 \text{ such that for every } (x, \xi) \in \Omega \times \mathbb{M}^{m \times d} \text{ we have} \]
\[\alpha |\xi|^p(x) \leq f(x, \xi) \leq \beta (1 + |\xi|^p(x)). \]

When \([D_2]\) holds, we say that \( f \) has \( p(x) \)-growth. The condition \([D_1]\) is satisfied if \( p(\cdot) \leq p^* \) for some \( p^* \in [d, \infty] \).

**Theorem 3.3.** Assume that \([D_2]\) holds. If \((2.3)\) holds for each \( u \in \text{dom} F \), then \( \widehat{\mathcal{Z}} F \) is a Carathéodory integrand which is ru-usc and rank-one convex with respect to the second variable.

**Proof.** Reasoning as in the proof of the zig-zag lemma (see for instance [BD98] p. 79-80), we obtain that \( \widehat{\mathcal{Z}} f(x, \cdot) \) is rank-one convex for all \( x \in \Omega \). Then \( \widehat{\mathcal{Z}} f(x, \cdot) \) is separately convex. Moreover using \([D_1]\) it is easy to see that \( \widehat{\mathcal{Z}} f \) satisfies: for a.a. \( x \in \Omega \) and for every \( \xi \in \mathbb{M}^{m \times d} \) it holds
\[(3.1) \quad \alpha |\xi|^p(x) \leq \widehat{\mathcal{Z}} f(x, \xi) \leq \beta (1 + |\xi|^p(x)). \]

So by using [Dac08] Theorem 2.31, p. 47 we obtain that for a.a. \( x \in \Omega \) the function \( \widehat{\mathcal{Z}} f(x, \cdot) \) is continuous in \( \text{int}(\text{dom}\, \mathcal{Z} L(x, \cdot)) \). But for a.a. \( x \in \Omega \) we have \( \text{int}(\text{dom}\, \mathcal{Z} f(x, \cdot)) = \text{dom}\, \mathcal{Z} f(x, \cdot) = \mathbb{M}^{m \times d} \) since \((3.1)\).

By \((3.1)\) and [Dac08] Prop. 2.32, p. 51 there exists \( K > 0 \) such that for a.a. \( x \in \Omega \), for every \( t \in [0, 1] \) and every \( \xi \in \mathbb{M}^{m \times d} \)
\[|\widehat{\mathcal{Z}} f(x, t\xi) - \widehat{\mathcal{Z}} f(x, \xi)| \leq K |t\xi - \xi| \left( 1 + |t\xi|^{p(x)} - 1 + |\xi|^{p(x)} \right) \leq (1 - t)4K \left( 1 + |\xi|^{p(x)} \right) \leq (1 - t)4K \left( 1 + \frac{1}{\beta} \widehat{\mathcal{Z}} f(x, \xi) \right) \leq (1 - t)4K (1 + \frac{1}{\alpha}) \left( 1 + \widehat{\mathcal{Z}} f(x, \xi) \right) \]
where we used \([D_2]\). We obtain \( \Delta_{\widehat{\mathcal{Z}} f}(t) \leq (1 - t)4K (1 + \frac{1}{\alpha}) \) which shows that \( \widehat{\mathcal{Z}} f \) is ru-usc by letting \( t \to 1 \). \( \blacksquare \)

**Theorem 3.4.** Assume that \([D_1]\) and \([D_2]\) hold. If \( \mathcal{Z} f \) is \( W^{1,p} \)-quasicomponent and ru-usc, then \((2.3)\) holds for each \( u \in \text{dom} F \).

**Proof.** Since \([D_2]\) and \([D_1]\) we have \( \text{dom} f(x, \cdot) = \mathbb{M}^{m \times d} \) for all \( x \in \Omega \) and \([D_1]\) holds. Moreover, \([A_1]\) holds since \( p(\cdot) \geq p^* > d \). It is easy to check that \([A_g]\) holds since Lemma 3.3 and the fact that for each \( x \) the function \( \xi \mapsto |\xi|^p(x) \) is convex. Apply Theorem 2.4 we have \((2.3)\) for all \( u \in \text{dom} F \). Using convexity it is easy to see that the functional \( W^{1,p}(\Omega; \mathbb{R}^m) \ni u \to \int_{\Omega} |\nabla u(x)|^{p(x)} \, dx \) is swlsc on \( W^{1,p}(\Omega; \mathbb{R}^m) \). Hence
\[\text{dom} F = \text{dom} F = \left\{ u \in W^{1,p}(\Omega; \mathbb{R}^m) : \int_{\Omega} |\nabla u(x)|^{p(x)} \, dx < \infty \right\}, \]
and the proof is complete. \( \blacksquare \)
4. Preliminary results

4.1. Some properties of $L$ and $\Delta L$. The following lemma is an extension for nonconvex functions satisfying $[A_3]$ and $[A_5]$ of the classical local upper bound property for convex functions.

**Lemma 4.1.** Let $L: \Omega \times \mathbb{R}^{m\times d} \to [0, \infty]$ be a Borel measurable integrand. If $L$ satisfies $[A_3]$ and $[A_5]$ then

$$\int_{\Omega} \mathcal{M}_0(x) dx < \infty \quad \text{where} \quad \mathcal{M}_0(\cdot) := \sup_{\xi \in \mathbb{T}_{\rho_0}(0)} L(\cdot, \xi).$$

**Proof.** Each matrix $\xi \in \mathbb{T}_{\rho_0}(0)$ is identified to the vector

$$\xi = (\xi_{11}, \ldots, \xi_{1d}, \ldots, \xi_{id}, \ldots, \xi_{md}, \ldots, \xi_{md}).$$

Consider the finite subset $S := \{(\xi_{11}, \ldots, \xi_{md}) : \xi_{ij} \in \{-\rho_0, 0, \rho_0\}\} \subset \mathbb{T}_{\rho_0}(0)$ and define the function $L^* : \Omega \to [0, \infty]$ by $L^*(x) := \max_{\xi \in S} L(x, \xi).$ The function $L^*$ belongs to $L^1(\Omega)$ since $[A_3]$ Indeed, for each $x \in \Omega$ choose one $\xi_x \in S$ such that

$$L^*(x) = L(x, \xi_x),$$

and for each $\xi \in S$ consider the sets $M_\xi := \{y \in \Omega : \xi_y = \xi\},$ then the finite family $\{M_\xi\}_{\xi \in S}$ is pairwise disjoint, $\Omega = \bigcup_{\xi \in S} M_\xi$ and

$$\int_{\Omega} L^*(x) dx = \sum_{\xi \in S} \int_{M_\xi} L(x, \xi) dx \leq \sum_{\xi \in S} \int_{\Omega} L(x, \xi) dx < \infty.$$

Fix $x \in \Omega.$ Let $\zeta = (\zeta_{11}, \ldots, \zeta_{id}, \ldots, \zeta_{id}, \ldots, \zeta_{md}, \ldots, \zeta_{md}) \in S$ with $\zeta_{ij} = \xi_{ij}$ for all $i \neq 1$ and $j \neq 1.$ If $\xi_{11} \neq 0$ then by $[A_5]$ we have

$$L(x, \xi) = L(x, \xi_{11} \xi_{12}) \leq C (1 + L(x, \rho_0, \ldots, \xi_{md}) + L(x, 0, \ldots, \xi_{md})) \leq 2C (1 + L^*(x)).$$

where $\text{sgn}(\xi_{ij})$ denotes the sign of $\xi_{ij}.$ The same upper bound in (4.1) holds for $L(x, \xi)$ when $\xi_{11} = 0.$

Assume now that $\xi_{ij} = \xi_{ij}$ for all $i \neq 1$ and $j \neq \{1, 2\}.$ Then by using (4.1) and $[A_5]$ we have

$$L(x, \xi) = L(x, \xi_{11} \xi_{12}) \leq C (1 + 2C (1 + L^*(x)) + L^*(x)).$$

Recursively, we obtain $C^* > 0$ which depends on $C$ only, such that

$$L(x, \xi) \leq C^* (1 + L^*(x))$$

for all $(x, \xi) \in \Omega \times \mathbb{T}_{\rho_0}(0).$ Integrating over $\Omega$ we obtain

$$\int_{\Omega} \sup_{\xi \in \mathbb{T}_{\rho_0}(0)} L(x, \xi) dx \leq C^* \left( |\Omega| + \int_{\Omega} L^*(x) dx \right) < \infty.$$

**Corollary 4.1.** If $p = \infty$ then $[A_3]$ and $[A_5]$ imply $[A_6]$, i.e., there exists $\rho_0 > 0$ such that $\int_{\Omega} L(x, \nabla u(x)) dx < \infty$ whenever $|u|_{1, \infty} \leq \rho_0$ for all $u \in W^{1, \infty}(\Omega; \mathbb{R}^m)$.

**Proof.** Remark that $\nabla u(\cdot) \in \mathbb{T}_{\rho_0}(0)$ a.e. in $\Omega$ when $|u|_{1, \infty} \leq \rho_0$, and then apply Lemma 4.1 to complete the proof.

For the proof of Theorem 2.3 we need the following result.
Lemma 4.2. If \( L : \Omega \times \mathbb{M}^{m \times d} \to [0, \infty] \) is a Borel measurable integrand which satisfies [A₄] then for a.a. \( x \in \Omega \) and for every \( \xi \in \mathbb{M}^{m \times d} \) we have
\[
ZL(x, \xi) \leq L(x, \xi).
\]

Proof. Fix \( x_0 \in \Omega \) where \( \Omega' := \{ x \in \Omega : \text{dom} L(x, \cdot) \subset A_L(x) \} \). We have \( |\Omega \setminus \Omega'| = 0 \) since [A₄]. If \( \xi \notin \text{dom} L(x_0, \cdot) \) then \( ZL(x_0, \xi) \leq \infty = L(x_0, \xi) \). Now, if \( \xi \in \text{dom} L(x_0, \cdot) \) then by [A₄] \( \lim_{\varepsilon \to 0} \int_{Q_r(x_0)} L(\varepsilon, \xi) dz = L(x_0, \xi) \). Using the definition of \( ZL \) we finish the proof. ■

Lemma 4.3. If \( L : \Omega \times \mathbb{M}^{m \times d} \to [0, \infty] \) is a Borel measurable integrand which satisfies [A₅] then \( ZL \) satisfies [A₅].

Proof. Let \( x \in \Omega, \xi, \zeta \in \mathbb{M}^{m \times d} \) and \( t \in [0, 1] \). There exist \( \{ \varphi_{\xi, \varepsilon} \}, \{ \varphi_{\zeta, \varepsilon} \} \subset W^{1,p}_0(Q_{2r}(x); \mathbb{R}^m) \) such that
\[
\lim_{\varepsilon \to 0} \int_{Q_r(x)} L(y, \xi + \nabla \varphi_{\xi, \varepsilon}) dy = ZL(x, \xi)
\]
\[
\lim_{\varepsilon \to 0} \int_{Q_r(x)} L(y, \zeta + \nabla \varphi_{\zeta, \varepsilon}) dy = ZL(x, \zeta).
\]

Since \( \varphi_t := t \varphi_{\xi, \varepsilon} + (1 - t) \varphi_{\zeta, \varepsilon} \in W^{1,p}_0(Q_r(x); \mathbb{R}^m) \) we have
\[
ZL(x, t\xi + (1 - t)\zeta) \leq \lim_{\varepsilon \to 0} \int_{Q_r(x)} L(y, t\xi + (1 - t)\zeta + \nabla \varphi_{t}) dy
\]
\[
\leq C \lim_{\varepsilon \to 0} \int_{Q_r(x)} (1 + L(y, \xi + \nabla \varphi_{\xi, \varepsilon}) + L(y, \xi + \nabla \varphi_{\zeta, \varepsilon})) dy
\]
\[
\leq C(1 + ZL(x, \xi) + ZL(x, \zeta))
\]
which completes the proof. ■

The following result shows that the condition [A₅] is shared by integrands with the same growth.

Lemma 4.4. If \( L_1, L_2 : \Omega \times \mathbb{M}^{m \times d} \to [0, \infty] \) are two Borel measurable integrands such that for some \( \alpha, \beta > 0 \) and for every \( (x, \xi) \in \Omega \times \mathbb{M}^{m \times d} \) it holds
\[
\alpha L_2(x, \xi) \leq L_1(x, \xi) \leq \beta (1 + L_2(x, \xi)),
\]
then \( L_1 \) satisfies [A₅] if and only if \( L_2 \) satisfies [A₅].

Proof. Assume that \( L_1 \) satisfies [A₅]. Fix \( x \in \Omega \). Let \( \xi, \zeta \in \mathbb{M}^{m \times d} \) and \( t \in [0, 1] \). Then
\[
L_2(x, t\xi + (1 - t)\zeta) \leq \frac{1}{\alpha} L_1(x, t\xi + (1 - t)\zeta)
\]
\[
\leq \frac{C}{\alpha} (1 + L_1(x, \xi) + L_1(x, \zeta))
\]
\[
\leq \frac{C}{\alpha} (1 + 2\beta + \beta L_2(x, \xi) + \beta L_2(x, \zeta))
\]
\[
\leq \frac{C}{\alpha} (1 + 2\beta)(1 + L_2(x, \xi) + L_2(x, \zeta)).
\]
In the same manner we can verify that if \( L_2 \) satisfies [A₅] then \( L_1 \) too. ■
4.2. Ru-usc functionals. Let \( (X, \tau) \) be a topological vector space and \( J : X \to [0, \infty] \) be a function. For each \( a > 0 \) and \( D \subset \text{dom} J \) we define \( \Delta^a_{J,D} : [0,1] \to [\infty, \infty] \) by
\[
\Delta^a_{J,D}(t) := \sup_{u \in D} \frac{J(tu) - J(u)}{a + J(u)}.
\]
When \( D = \text{dom} J \) we will write \( \Delta^a_J := \Delta^a_{J,D} \).

**Definition 4.1.** Given \( D \subset \text{dom} J \), we say that \( J \) is ru-usc in \( D \), if there exists \( a > 0 \) such that
\[
\lim_{t \to 1} \Delta^a_{J,D}(t) \leq 0.
\]

**Remark 4.1.** If \( J \) is ru-usc in \( D \) then
\[
\lim_{t \to 1} J(tu) \leq J(u) \quad \text{for all } u \in D.
\]
Indeed, given \( u \in D \), we have
\[
J(tu) \leq \Delta^a_{J,D}(t) (a + J(u)) + J(u) \quad \text{for all } t \in [0,1]
\]
which gives (4.2) since \( a + J(u) > 0 \) and \( \lim_{t \to 1} \Delta^a_J(t) \leq 0 \).

**Remark 4.2.** If there exists \( u_0 \in D \) such that \( J \) is “radially” lower semicontinuous at \( u_0 \) in the sense that
\[
\lim_{t \to 1} J(tu_0) - J(u_0) \geq 0.
\]
Then
\[
\lim_{t \to 1} \Delta^a_{J,D}(t) \geq 0 \quad \text{for all } a > 0.
\]
Indeed, given such \( u \in D \), for any \( a > 0 \) we have
\[
\Delta^a_{J,D}(t) \geq \frac{J(tu_0) - J(u_0)}{a + J(u_0)} \quad \text{for all } t \in [0,1]
\]
which gives (4.4) since \( a + J(u_0) > 0 \) and (4.3).

For a subset \( D \subset X \), we denote by \( \overline{D^\tau} \) the closure of \( D \) with respect to \( \tau \).

**Lemma 4.5.** Let \( D \subset \text{dom} J \) be a \( \tau \)-star shaped subset with respect to 0, i.e.,
\[
\overline{tD^\tau} \subset D \quad \text{for all } t \in [0,1].
\]
If \( J \) is ru-usc in \( D \) then
\[
\lim_{t \to 1} J(tu) = \lim_{t \to 1} J(tu)
\]
for all \( u \in \overline{D^\tau} \).

**Proof.** Fix \( u \in \overline{D^\tau} \). It suffices to prove that
\[
\lim_{t \to 1} J(tu) \leq \lim_{t \to 1} J(tu).
\]
Without loss of generality we can assume that \( \lim_{t \to 1} J(tu) < \infty \) and there exist \( \{t_n\}_n, \{s_n\}_n \subset [0,1] \) such that:
- \( t_n \to 1, s_n \to 1 \) and \( \frac{t_n}{s_n} \to 1 \);
- \( \lim_{t \to 1} J(tu) = \lim_{n \to \infty} J(t_nu) \);
- \( \lim_{t \to 1} J(tu) = \lim_{n \to \infty} J(s_nu) \).
From (4.5) we see that for every \( n \geq 1 \), \( s_n u \in D \) so we can assert that for every \( n \geq 1 \),
\[
(4.7) \quad J(t_n u) \leq a \Delta_{J,D}^n \left( \frac{t_n}{s_n} \right) + \left( 1 + \Delta_{J,D}^n \left( \frac{t_n}{s_n} \right) \right) J(s_n u).
\]
On the other hand, as \( J \) is ru-usc in \( D \) we have \( \lim_{n \to \infty} \left( 1 + \Delta_{J,D}^n \left( \frac{t_n}{s_n} \right) \right) \leq 1 \) and \( \lim_{n \to \infty} a \Delta_{J,D}^n \left( \frac{t_n}{s_n} \right) \leq 0 \) since \( a > 0 \), and (4.6) follows from (4.7) by letting \( n \to \infty \).

Define \( \hat{J} : X \to [0, \infty] \) by
\[
\hat{J}(u) := \lim_{t \to 1} J(tu).
\]

**Lemma 4.6.** If \( J \) is ru-usc in a \( \tau \)-star shaped set \( D \subset \text{dom} J \) then \( \hat{J} \) is ru-usc in \( \hat{D}^\tau \cap \text{dom} \hat{J} \).

**Proof.** Fix \( t \in [0,1] \) and \( u \in \hat{D}^\tau \cap \text{dom} \hat{J} \). We have \( tu \in D \) since (4.5) holds. By Lemma 4.5 we can assert that:

- \( \hat{J}(u) = \lim_{s \to 1} J(su) \);
- \( \hat{J}(tu) = \lim_{s \to 1} J(s(tu)) \),

and consequently
\[
(4.8) \quad \frac{\hat{J}(tu) - \hat{J}(u)}{a + J(u)} = \lim_{s \to 1} \frac{J(t(su)) - J(su)}{a + J(su)}.
\]
On the other hand, by (4.5) we have \( su \in D \) for all \( s \in [0,1] \) so
\[
\frac{J(t(su)) - J(su)}{a + J(su)} \leq \Delta_{J,D}^\tau(t) \text{ for all } s \in [0,1].
\]
Letting \( s \to 1 \) and using (4.8) we deduce that \( \Delta_{J,D}^\tau(\text{dom} \hat{J}) \leq \Delta_{J,D}(t) \) for all \( t \in [0,1] \), which implies that \( \hat{J} \) is ru-usc in \( \hat{D}^\tau \cap \text{dom} \hat{J} \) since \( J \) is ru-usc in \( D \).

**Theorem 4.1.** If \( J \) is ru-usc in a \( \tau \)-star shaped set \( D \subset \text{dom} J \), and \( \tau \) sequentially lower semicontinuous on \( D \) then:

(i) \( \hat{J}(u) = \begin{cases} J(u) & \text{if } u \in D \\ \lim_{t \to 1} J(tu) & \text{if } u \in \hat{D}^\tau \setminus D \end{cases} \)

(ii) \( \hat{J} = \hat{J}^D \) on \( \hat{D}^\tau \) where
\[
\hat{J}^D(u) := \inf \left\{ \lim_{n \to \infty} J(u_n) : D \ni u_n \tau \to u \right\}.
\]

**Proof.** (i) By Lemma 4.5 we have \( \hat{J}(u) = \lim_{t \to 1} J(tu) \) for all \( u \in \hat{D}^\tau \). From Remark 4.4 we see that if \( u \in D \) then \( \lim_{t \to 1} J(tu) \leq J(u) \). On the other hand, from (4.5) it follows that if \( u \in D \) then \( tu \in D \) for all \( t \in [0,1] \). Thus, \( \lim_{t \to 1} J(tu) \geq J(u) \) whenever \( u \in D \) since \( J \) is \( \tau \) lsc on \( D \), and (i) follows.

(ii) Let \( u \in \hat{D}^\tau \). Using (4.5) we have \( tu \in D \) for all \( t \in [0,1] \), so by Remark 4.1 and lower semicontinuity it follows that \( \hat{J}(u) = \lim_{t \to 1} J(tu) \geq \hat{J}^D(u) \). It remains to prove that
\[
(4.9) \quad \hat{J}^D(u) \geq \hat{J}(u).
\]
Choose a sequence \( \{u_n\}_n \subset D \) such that \( u_n \xrightarrow{\tau} u \) and \( \lim_{n \to \infty} J(u_n) = J^D(u) \). By (4.13) we see that \( tu_n \in D \) for all \( t \in [0,1] \) and all \( n \geq 1 \), and consequently

\[
\lim_{n \to \infty} J(tu_n) \geq J(tu) \quad \text{for all } t \in [0,1]
\]

because \( J \) is \( \tau \)-lsc on \( D \). It follows that

\[
(4.10) \quad \lim_{t \to 1} \lim_{n \to \infty} J(tu_n) \geq \tilde{J}(u).
\]

On the other hand, for every \( n \geq 1 \) and every \( t \in [0,1] \), we have

\[
J(tu_n) \leq (1 + \Delta^D_j(t))J(u_n) + a\Delta^D_j(t).
\]

As \( J \) is ru-usc in \( D \), letting \( n \to \infty \) and \( t \to 1 \) we obtain

\[
\lim_{t \to 1} \lim_{n \to \infty} J(tu_n) \leq \lim_{n \to \infty} J(u_n) = J^D(u)
\]

which gives (4.9) by combining it with (4.10). \( \blacksquare \)

The following result is a consequence of Theorem 4.1. For a functional \( F : X \to [0,\infty] \) we denote by \( \Phi : X \to [0,\infty] \) the \( \tau \) sequential lsc envelope defined by

\[
\Phi(u) := \inf \left\{ \lim_{n \to \infty} F(u_n) : X \ni u_n \xrightarrow{\tau} u \right\}.
\]

**Corollary 4.2.** Assume that \( \dom F \) is \( \tau \)-star shaped with respect to 0, \( \Phi \) is ru-usc in \( \dom F \), and \( \Phi = I \) on \( \dom F \) where \( I : X \to [0,\infty] \) is a functional. Then

\[
(4.11) \quad \Phi(u) := \begin{cases} I(u) & \text{if } u \in \dom F \\ \lim_{t \to 1} I(tu) & \text{if } u \in \dom F \setminus \dom F \\ \infty & \text{otherwise.} \end{cases}
\]

**Proof.** We have \( \Phi = \Phi^{\dom F} = \Phi^F \) since \( \Phi = I \) on \( \dom F \). Hence \( I = \Phi^{\dom F} \) on \( \dom F \) so \( I \) is \( \tau \)-lsc on \( \dom F \). Apply Theorem 4.1 with \( I = J \) and \( D = \dom F \); it follows that \( \tilde{I} = \tilde{T}^{\dom F} \) and \( \Phi = \tilde{T}^F \). \( \blacksquare \)

4.2.1. **Ru-usc integrands.** Let \( M \subset \mathbb{R}^d \) be a measurable set and let \( L : M \times \mathcal{M}^{m \times d} \to [0,\infty] \) be a measurable integrand. For each \( x \in M \) and for each \( a \in L^1_{\text{loc}}(M; [0,\infty]) \), we define \( \Delta^2_x : [0,1] \to [\infty, \infty] \) by

\[
\Delta^2_x(t) := \underset{\xi \in \dom L(x,\cdot)}{\text{ess sup}} \sup_{\xi \in \dom L(x,\cdot)} \frac{L(x,t\xi) - L(x,\xi)}{a(x) + L(x,\xi)}.
\]

**Definition 4.2.** We say that \( L \) is radially uniformly upper semicontinuous (ru-usc) if there exists \( a \in L^1_{\text{loc}}(M; [0,\infty]) \) such that

\[
\lim_{t \to 1} \Delta^2_x(t) \leq 0.
\]

**Remark 4.3.** If \( L \) is ru-usc then

\[
(4.12) \quad \lim_{t \to 1} L(x,t\xi) \leq L(x,\xi)
\]

for all \( x \in M \) and all \( \xi \in \dom L(x,\cdot) \).

**Remark 4.4.** If there exist \( x \in M \) and \( \xi \in \dom L(x,\cdot) \) such that \( L(x,\cdot) \) is lsc at \( \xi \) then

\[
(4.13) \quad \lim_{t \to 1} \Delta^2_x(t) \geq 0
\]

for all \( a \in L^1_{\text{loc}}(M; [0,\infty]) \).

**Lemma 4.7.** If \( L : \Omega \times \mathcal{M}^{m \times d} \to [0,\infty] \) is a ru-usc Borel measurable integrand then \( \mathcal{E}L \) is ru-usc and \( \Delta^2_{\mathcal{E}L}(t) \leq \Delta^2_x(t) \) for all \( t \in [0,1] \).
5.1. Proof of Theorem 2.1

Let \( O \in \mathcal{O}(\Omega) \) and \( u \in \text{dom} F(\cdot,\cdot) \). If \( Zf \) is \( \text{ru-usc} \) and \( W^{1,p}(\Omega;\mathbb{R}^m) \), then by Lemma 4.2 we have

\[
\mathcal{F}(u, O) \geq \inf \left\{ \lim_{n \to \infty} \int_O Zf(x, \nabla u_n(x)) dx : W^{1,p}(\Omega;\mathbb{R}^m) \ni u_n \to u \right\}.
\]

Using Proposition 2.1 (ii) we obtain

\[
(5.1) \quad \mathcal{F}(u, O) \geq \int_O \tilde{Z}f(x, \nabla u(x)) dx.
\]

If \( f \) is \( \text{ru-usc} \) then (5.1) holds by Proposition 2.1 (iii).
To prove the reverse inequality, note that $tu \in \text{dom}F(\cdot, O)$ for all $t \in [0,1]$ since $(A_3)$ and $(A_5)$. Using Lemma 4.2 and $(A_5)$ we have for every $t \in [0,1]$

$$
Zf(x,t\nabla u(x)) \leq f(x,t\nabla u(x)) \leq C(1 + f(x,0) + f(x,\nabla u(x))) \text{ a.e. in } O.
$$

Then we consider both Proposition 2.1 (i) and Lemma 4.8 and apply the Lebesgue dominated theorem we obtain

$$
\mathcal{F}(u,O) \leq \lim_{t \to 1^-} \mathcal{F}(tu,O) \leq \lim_{t \to 1^-} \int_O Zf(x,t\nabla u)dx \leq \int_O \widehat{Z}f(x,\nabla u)dx
$$

where we used the fact that $\mathcal{F}(\cdot, O)$ is swlsc on $W^{1,p}(\Omega; \mathbb{R}^m)$, which completes the proof.

5.2. Proof of Theorem 2.2 Fix $O \in \mathcal{O}(\Omega)$. By $(A_3)$ and $(A_5)$ $\text{dom}F(\cdot, O)$ is a convex subset of $W^{1,p}(\Omega; \mathbb{R}^m)$ with 0 belongs to the interior of $\text{dom}F(\cdot, O)$ with respect to the norm topology of $W^{1,p}(\Omega; \mathbb{R}^m)$. Hence, by a well-known property of convex set in normed space, we have $\text{tdom}F(\cdot, O) \subset \text{dom}F(\cdot, O)$ for all $t \in [0,1]$, where $\text{dom}F(\cdot, O)$ is the closure of $\text{dom}F(\cdot, O)$ in $W^{1,p}(\Omega; \mathbb{R}^m)$. Since $\text{dom}F(\cdot, O)$ is a convex set we have $\text{dom}F(\cdot, O) = \text{dom}F(\cdot, O)^t$ where $\text{dom}F(\cdot, O)^t$ is the closure of $\text{dom}F(\cdot, O)$ with respect to the weak topology of $W^{1,p}(\Omega; \mathbb{R}^m)$. We deduce that $\text{dom}F(\cdot, O)$ is weakly star-shaped with respect to 0, i.e.,

$$
(5.2) \quad \text{tdom}F(\cdot, O)^t \subset \text{dom}F(\cdot, O) \text{ for all } t \in [0,1].
$$

We claim that $\mathcal{F}(\cdot, O)$ is ru-usc in $\text{dom}F(\cdot, O)$. Indeed, let $u \in \text{dom}F(\cdot, O)$ and $t \in [0,1]$. First, by Proposition 2.1 (i)

$$
\mathcal{F}(tu,O) \leq \int_O \widehat{Z}f(x,t\nabla u)dx \leq \int_O \Delta_{\widehat{Z}f}(t) \left( a(x) + \widehat{Z}f(x,\nabla u) \right) + \widehat{Z}f(x,\nabla u)dx = \Delta_{\widehat{Z}f}(t) \left( |a|_{L^1(\Omega)} + \mathcal{F}(u,O) \right) + \mathcal{F}(u,O).
$$

It follows that $\Delta_{\mathcal{F}(\cdot, O), \text{dom}F(\cdot, O)}(t) \leq \Delta_{\widehat{Z}f}(t)$ for all $t \in [0,1]$. By Lemma 4.8 (if $f$ is ru-usc then combine Lemma 4.7 Lemma 4.8 and $\text{dom}\widehat{Z}f \subset \text{dom}\mathcal{F}$) $\widehat{Z}f$ is ru-usc, it follows that $\mathcal{F}(\cdot, O)$ is ru-usc in $\text{dom}F(\cdot, O)$. Applying Corollary 4.2 with $I(u) = \int_O \widehat{Z}f(x,\nabla u)dx$, $D = \text{dom}F(\cdot, O)$ and by taking account of (5.2), we obtain

$$
(5.3) \quad \mathcal{F}(u,O) := \begin{cases} 
\int_O \widehat{Z}f(x,\nabla u)dx & \text{if } u \in \text{dom}F(\cdot, O) \\
\lim_{t \to 1^-} \int_O \widehat{Z}f(x,t\nabla u)dx & \text{if } u \in \text{dom}F(\cdot, O) \setminus \text{dom}F(\cdot, O) \\
\infty & \text{otherwise}.
\end{cases}
$$

Let $u \in \text{dom}F(\cdot, O) \setminus \text{dom}F(\cdot, O)$. If $I(u) = \infty$ then $\mathcal{F}(u,O) = \infty$, indeed, since

$$
\lim\lim_{t \to 1^-} \int O \widehat{Z}f(x,\nabla u)dx \geq \int O \widehat{Z}f(x,t\nabla u)dx \geq \int O \widehat{Z}f(x,\nabla u)dx = I(u)
$$

we have

$$
\mathcal{F}(u,O) = \lim_{t \to 1^-} \int O \widehat{Z}f(x,t\nabla u)dx \geq \int O \lim_{t \to 1^-} \widehat{Z}f(x,t\nabla u)dx \geq \int O \widehat{Z}f(x,\nabla u)dx = I(u)
$$

where we used (5.3) and Fatou lemma. Assume now that $I(u) < \infty$. On one hand, $\widehat{Z}f(\cdot, \nabla u(\cdot)) \in L^1(\Omega)$, and on the other hand $\widehat{Z}f$ is ru-usc, hence

$$
\widehat{Z}f(x,t\nabla u(x)) \leq \widehat{Z}f(x,\nabla u(x)) + \Delta_{\widehat{Z}f}(t) \left( a(x) + \widehat{Z}f(x,\nabla u(x)) \right)
$$

since $\widehat{Z}f(\cdot, \nabla u(\cdot)) \in L^1(\Omega)$. Therefore

$$
\mathcal{F}(u,O) = \lim_{t \to 1^-} \int O \widehat{Z}f(x,t\nabla u)dx \geq \int O \lim_{t \to 1^-} \widehat{Z}f(x,t\nabla u)dx \geq \int O \widehat{Z}f(x,\nabla u)dx = I(u)
$$

since $\widehat{Z}f(x,\nabla u(x)) \leq \widehat{Z}f(x,\nabla u(x))$ and $\mathcal{F}(u,O) \leq \infty$.
for all \( t \in [0,1] \) and \( x \in \Omega \). Applying the Lebesgue dominated theorem we finally obtain
\[
\lim_{t \to 1} \int_{\Omega} \tilde{Z} f(x, t \nabla u) dx = \int_{\Omega} \tilde{Z} f(x, \nabla u) dx.
\]

6. Proof of Proposition 2.1 (i)

6.1. Local Dirichlet problems associated to a functional. For any functional \( H : W^{1,p}(\Omega; \mathbb{R}^m) \times \mathcal{O}(\Omega) \to [0,\infty] \) we set
\[
m_H(u; O) := \inf \left\{ H(v; O) : v \in u + W^{1,p}_0(\Omega; \mathbb{R}^m) \right\}.
\]

Note that we can write \( m_H(u; O) = \inf \left\{ H(u + \varphi; O) : \varphi \in W^{1,p}_0(\Omega; \mathbb{R}^m) \right\} \) also. For each \( \varepsilon > 0 \) and each \( O \in \mathcal{O}(\Omega) \), denote by \( \mathcal{V}_\varepsilon(O) \) the class of all countable family \( \{Q_i := \overline{Q}_{\rho_i}(x_i)\}_{i \in I} \) of disjointed (pairwise disjoint) closed balls of \( O \) with \( x_i \in O \) and \( \rho_i = \text{diam}(Q_i) \in \{0,\varepsilon\} \) such that \( |O \setminus \bigcup_{i \in I} Q_i| = 0 \). Consider \( m_H^\varepsilon(u; \cdot) : \mathcal{O}(\Omega) \to [0,\infty] \) given by
\[
m_H^\varepsilon(u; O) := \inf \left\{ \sum_{i \in I} m_H(u; Q_i) : \{Q_i\}_{i \in I} \in \mathcal{V}_\varepsilon(O) \right\},
\]
and define \( m_H^\infty(u; \cdot) : \mathcal{O}(\Omega) \to [0,\infty] \) by
\[
m_H^\infty(u; O) := \sup_{\varepsilon > 0} m_H^\varepsilon(u; O) = \lim_{\varepsilon \to 0^+} m_H^\varepsilon(u; O).
\]

The set function \( m_H^\infty \) is of the Carathéodory construction type (see for instance [Fed69], which was introduced by [BFM98] and [BB00b]).

**Lemma 6.1.** Let \( O \in \mathcal{O}(\Omega) \). Assume that \( H(u; \cdot) \) is countably subadditive for all \( u \in W^{1,p}(\Omega; \mathbb{R}^m) \). Then for every \( u \in W^{1,p}(\Omega; \mathbb{R}^m) \) we have
\[
m_H(u; O) \leq m_H^\infty(u; O).
\]

**Proof.** Fix \( \varepsilon > 0 \). Choose \( \{Q_i\}_{i \geq 1} \in \mathcal{V}_\varepsilon(O) \) such that
\[
\sum_{i \geq 1} m_H(u; Q_i) \leq \frac{\varepsilon}{2} + m_H^\varepsilon(u; O).
\]

For each \( i \geq 1 \) there exists \( \varphi_i^\varepsilon \in W^{1,p}_0(Q_i; \mathbb{R}^m) \) such that
\[
H(u + \varphi_i^\varepsilon; Q_i) \leq \frac{\varepsilon}{2^i+1} + m_H(u; Q_i).
\]

Set \( \varphi_\varepsilon := \sum_{i \geq 1} \varphi_i^\varepsilon 1_{Q_i} \in W^{1,p}_0(\Omega; \mathbb{R}^m) \). Using the countable subadditivity of \( H(u; \cdot) \), (6.3), and (6.2) we have
\[
m_H(u; O) \leq H(u + \varphi_\varepsilon; O) \leq \sum_{i \geq 1} H(u + \varphi_i^\varepsilon; Q_i) \leq \frac{\varepsilon}{2} + \sum_{i \geq 1} m_H(u; Q_i) \\
\leq \varepsilon + m_H^\infty(u; O),
\]
we obtain (6.1) by letting \( \varepsilon \to 0 \). \( \square \)

By [BB00b] Prop. 2.1., p. 81], we have the following result (which is needed for the proof of Lemma 6.3).

**Lemma 6.2.** Let \( u \in W^{1,p}(\Omega; \mathbb{R}^m) \). If there exists a finite Radon measure \( \mu_u \) on \( \Omega \) such that for every cube \( Q \in \mathcal{O}(\Omega) \)
\[
m_H(u; Q) \leq \mu_u(Q),
\]
then \( m_H^\infty(u; \cdot) \) can be extended to a Radon measure \( \lambda_u \) on \( \Omega \) satisfying \( 0 \leq \lambda_u \leq \mu_u \).
The proof of the upper bound will be divided into four steps.

6.2. **Step 1:** \( \mathcal{F}(u; O) \leq m_F^*(u; O) \) for all \((u, O) \in W^{1,p}(\Omega; \mathbb{R}^m) \times \mathcal{O}(\Omega)\). Fix \( u \in W^{1,p}(\Omega; \mathbb{R}^m) \). Without loss of generality we assume that \( m_F^*(u; O) < \infty \). Fix \( \varepsilon \in (0, 1] \). Choose \( \{u_i\} \in \mathcal{V}_\varepsilon(O) \) such that

\[
\sum_{i \in I} m_F(u; Q_i) \leq m_F^*(u; O) + \frac{\varepsilon}{2} \leq m_F^*(u; O) + \frac{\varepsilon}{2}.
\]

Given any \( i \in I \) there exists \( v_i \in u + W^{1,p}_0(Q_i; \mathbb{R}^m) \) such that

\[
F(v_i; Q_i) \leq m_F^*(u; Q_i) + \frac{\varepsilon |Q_i|}{2 |O|}
\]

by definition of \( m_F(u; Q_i) \). Define \( u_\varepsilon \in u + W^{1,p}_0(O; \mathbb{R}^m) \) by \( u_\varepsilon := \sum_{i \in I} v_i 1_{Q_i} + u_k 1_{\Omega \setminus \bigcup_{i \in I} Q_i} \). From (6.4) and (6.5) we have that

\[
F(u_\varepsilon; O) \leq m_F^*(u; O) + \varepsilon.
\]

In the case \( p \in [d, \infty[ \), from the \( p \)-coercivity of \( f \), (6.4) and (6.5), we deduce

\[
\sup_{\varepsilon > 0} \int_{O} |\nabla u_\varepsilon|^p dx \leq \frac{1}{c} (m_F^*(u; O) + 1).
\]

By Poincaré inequality there exists \( K > 0 \) depending only on \( p \) and \( d \) such that for each \( v_i \in u + W^{1,p}_0(Q_i; \mathbb{R}^m) \)

\[
\int_{Q_i} |v_i - u|^p dx \leq K \varepsilon^p \int_{Q_i} |\nabla v_i - \nabla u|^p dx,
\]

since \( \text{diam}(Q_i) < \varepsilon \). By summing on \( i \in I \) and using (6.7) and we obtain

\[
\int_{O} |u_\varepsilon - u|^p dx \leq 2^{p-1} K \varepsilon^p \left( \int_{O} |\nabla u_\varepsilon|^p dx + \int_{O} |\nabla u|^p dx \right)
\leq 2^{p-1} K \varepsilon^p \left( \frac{1}{c} (m_F^*(u; O) + 1) + \int_{O} |\nabla u|^p dx \right)
\]

which shows that \( u_\varepsilon \to u \) in \( L^p(O; \mathbb{R}^m) \) as \( \varepsilon \to 0 \). In the case where \( p = \infty \) we have

\[
\|\nabla u_\varepsilon\|_{L^\infty(O; \mathbb{R}^m)} \leq R_0
\]

since (6.6). With similar reasoning we obtain \( u_\varepsilon \to u \) in \( L^\infty(O; \mathbb{R}^m) \) as \( \varepsilon \to 0 \).

Therefore by (6.1) (6.8) if \( p = \infty \), there is a subsequence (not relabeled) such that \( u_\varepsilon \to u \) \((u_\varepsilon \rightharpoonup u \text{ if } p = \infty)\) as \( \varepsilon \to 0 \), and then by (6.6) we have

\[
\mathcal{F}(u; O) \leq \lim_{\varepsilon \to 0} \mathcal{F}(u_\varepsilon; O) \leq m_F^*(u; O).
\]

\[\blacksquare\]

**Remark 6.1.** We note that the previous proof establishes

\[
\mathcal{F}(u; O) \leq \inf \left\{ \lim_{\varepsilon \to 0} F(u_\varepsilon; O) : u + W^{1,p}_0(O; \mathbb{R}^m) \ni u_\varepsilon \to u \text{ in } W^{1,p}(\Omega; \mathbb{R}^m) \right\}
\leq m_F^*(u; O).
\]
6.3. **Step 2:** $m_F^\epsilon(u;x)$ is locally equivalent to $m_F(u;x)$. We are concerned with the proof of the local equivalence of $m_F^\epsilon(u;x)$ and $m_F(u;x)$, this result was established by [BFM98] Lemma 3.5 in the context of relaxation of variational functionals in $BV$, and in a general framework in [BB00b] Theorem 2.3. However, the proof that we propose is inspired by [ABF03] Proof of Theorem 3.11, p. 380. Also, note that by Lemma 6.1 \( \lim_{\epsilon\to 0} m_F^\epsilon(u;\Omega(x_0)) \geq 1 \).

**Lemma 6.3.** If $F(u;\Omega)<\infty$. Then we have

\[
\lim_{\epsilon\to 0} \frac{m_F^\epsilon(u;Q_\epsilon(x_0))}{\epsilon} = \lim_{\epsilon\to 0} \frac{m_F(u;Q_\epsilon(x_0))}{\epsilon} \quad \text{a.e. in } O.
\]

**Proof.** Let $u \in W^{1,p}(\Omega;\mathbb{R}^m)$ be such that $F(u;\Omega)<\infty$. Then for each $U \in \mathcal{O}(O)$

\[
m_F(u;U) \leq \int_U f(x,\nabla u(x))dx < \infty,
\]

so by using Lemma 6.2 with $\mu_u := f(\cdot,\nabla u(\cdot))|_{\partial O}$, $m_F^\epsilon(u;x)$ is the trace of a Radon measure $\lambda_u$ on $O$ satisfying $0 \leq \lambda_u \leq \mu_u$. Since $\mu_u$ is absolutely continuous with respect to $dx$, the Lebesgue measure on $O$, the limit $\lim_{\epsilon\to 0} \lambda_u(Q_\epsilon(x_0))$ exists for a.a. $x_0 \in O$ as the Radon-Nikodym derivative of $\lambda_u$ with respect to $dx$. Moreover, by Lemma 6.6 we have

\[
\lim_{\epsilon\to 0} m_F^\epsilon(u;Q_\epsilon(x_0)) \geq \lim_{\epsilon\to 0} m_F(u;Q_\epsilon(x_0)) \quad \text{a.e. in } O.
\]

It remains to prove that

\[
\lim_{\epsilon\to 0} \frac{m_F^\epsilon(u;Q_\epsilon(x_0))}{\epsilon} \leq \lim_{\epsilon\to 0} \frac{m_F(u;Q_\epsilon(x_0))}{\epsilon} \quad \text{a.e. in } O.
\]

Fix any $\theta > 0$. Consider the following sets

\[ G_\theta := \{ Q_\epsilon(x) : x \in O, \epsilon > 0 \text{ and } m_F^\epsilon(u;Q_\epsilon(x)) > m_F(u;Q_\epsilon(x)) + \theta |Q_\epsilon(x)| \}, \]

\[ N_\theta := \{ x \in O : \exists \delta > 0 \exists \epsilon \in [0,\delta[ \text{ such that } Q_\epsilon(x) \in G_\theta \}. \]

It is sufficient to prove that $N_\theta$ is a negligible set for the Lebesgue measure on $O$. Indeed, given $x_0 \in O \setminus N_\theta$ there exists $\delta_0 > 0$ such that $m_F^\epsilon(u;Q_\epsilon(x_0)) \leq m_F(u;Q_\epsilon(x_0)) + \theta |Q_\epsilon(x)|$ for all $\epsilon \in [0,\delta_0[$. Hence

\[
\lim_{\epsilon\to 0} \frac{m_F^\epsilon(u;Q_\epsilon(x_0))}{|Q_\epsilon(x)|} \leq \lim_{\epsilon\to 0} \frac{m_F(u;Q_\epsilon(x_0))}{|Q_\epsilon(x)|} + \theta,
\]

then we obtain (6.9) by letting $\theta \to 0$.

Fix $\delta > 0$. Consider the set

\[ F_\theta := \{ Q_\epsilon(x) : x \in N_\theta, \epsilon \in [0,\delta[ \text{ and } Q_\epsilon(x) \in G_\theta \}. \]

Using the definition of $N_\theta$ we can see that $\inf_{Q \in F_\theta} \text{diam } (Q) = 0$. By the Vitali covering theorem there exists a disjointed countable subfamily \( \{Q_i\}_{i \geq 1} \) of $F_\theta$ such that

\[
|N_\theta \setminus \bigcup_{i \geq 1} Q_i| = 0.
\]

We have $N_\theta \subset \bigcup_{i \geq 1} Q_i \cup N_\theta \setminus \bigcup_{i \geq 1} Q_i$. To prove that $N_\theta$ is a negligible set is equivalent to prove that $|V_j| = 0$ for all $j \geq 1$ where

\[ V_j := \bigcup_{i=1}^{j} Q_i. \]
Fix $j \geq 1$. Let $\{Q'_i\}_{i \geq 1} \in V_3(\Omega \setminus \bigcup_{i=1}^{j} \overline{Q}_i)$ satisfying
\begin{equation}
\sum_{i \geq 1} m_F(u; Q'_i) \leq m_F^*(u; O \setminus \bigcup_{i=1}^{j} \overline{Q}_i) + \delta.
\end{equation}

Recalling that $m_F^*(u; \cdot)$ is the trace on $O(O)$ of a nonnegative finite Radon measure, we see that
\[ m_F^*(u; O) \geq m_F^*(u; O \setminus \bigcup_{i=1}^{j} \overline{Q}_i) + m_F^*(u; V_j) \]
\[ = m_F^*(u; O \setminus \bigcup_{i=1}^{j} \overline{Q}_i) + \sum_{1 \leq i \leq j} m_F^*(u; Q_i). \]

Since each $Q_i \in G_\theta$, we have by using (6.11)
\[ m_F^*(u; O) \geq \sum_{i \geq 1} m_F(u; Q'_i) - \delta + \sum_{i=1}^{j} m_F(u; Q_i) + \theta |V_j|. \]

It is easy to see that the countable family $\{Q'_i : i \geq 1\} \cup \{Q_i : 1 \leq i \leq j\}$ belongs to $V_3(O)$, thus
\[ m_F^*(u; O) \geq m_F^*(u; O) + \theta |V_j| - \delta. \]

Letting $\delta \to 0$ we have $m_F^*(u; O) \geq m_F^*(u; O)$, and so $|V_j| = 0$ since $\theta > 0$.

**6.4. Step 3: Cut-off technique to substitute $u(\cdot)$ with $u(x_0) + \nabla u(x_0)(\cdot - x_0)$ in $m_F(u; \cdot)$.** Now we use cut-off functions to show that for almost all $x_0 \in \Omega$ we can replace $u$ in $m_F(u; \cdot)$ (locally) with the affine tangent map of $u$ at $x_0$ denoted by $u_{x_0}(\cdot) := u(x_0) + \nabla u(x_0)(\cdot - x_0)$. In the following, we consider $u \in W^{1,p}(\Omega; \mathbb{R}^m)$ satisfying $tu \in \text{dom} F$ for all $t \in [0,1]$.

We claim that for every $t \in [0,1[$
\begin{equation}
\lim_{\varepsilon \to 0} \frac{m_F(tu; Q_{\varepsilon}(x_0))}{\varepsilon^d} = Zf(x_0, t\nabla u(x_0)) \quad \text{a.e. } x_0 \in \Omega.
\end{equation}

Fix $t \in [0,1[$ and consider $\lambda, \alpha \in [0,1[$ such that $\lambda = \frac{t}{\alpha}$. Fix $x_0 \in \Omega$ such that
\begin{align}
\lim_{\varepsilon \to 0} \frac{F(\alpha u; Q_{\varepsilon}(x_0))}{\varepsilon^d} &= f(x_0, \alpha \nabla u(x_0)) < \infty; \\
\lim_{\varepsilon \to 0} \frac{F(tu; Q_{\varepsilon}(x_0))}{\varepsilon^d} &= f(x_0, t\nabla u(x_0)) < \infty; \\
\mathcal{M}_0(x_0) &= \lim_{\varepsilon \to 0} \int_{Q_{\varepsilon}(x_0)} \mathcal{M}_0(x) dx < \infty.
\end{align}

(6.16) $Zf(x_0, t\nabla u(x_0)) = \lim_{\varepsilon \to 0} \inf_{\varphi \in W^{1,p}_0(Q_{\varepsilon}(x_0); \mathbb{R}^m)} \int_{Q_{\varepsilon}(x_0)} f(y, t\nabla u(x_0) + \nabla \varphi) dy$.

To shorten notation the cube $Q_{\varepsilon}(x_0)$ is denoted by $Q_{\varepsilon}$.

Let $\{\varepsilon_n\}_n \subset \mathbb{R}_+^*$ be a sequence such that $\varepsilon_n \to 0$ as $n \to \infty$ and
\[ \lim_{\varepsilon \to 0} \frac{m_F(tu; Q_{\varepsilon})}{\varepsilon^d} = \lim_{n \to \infty} \frac{m_F(tu; Q_{\varepsilon_n})}{\varepsilon_n^d}. \]

Fix $r, s \in [0,1[$ such that $s < r$. Fix $n \geq 1$. Choose $v_n \in u_{x_0} + W^{1,p}_0(Q_{\varepsilon_n}; \mathbb{R}^m)$ such that
\[ F(tv_n; Q_{\varepsilon_n}) \leq m_F(tu_{x_0}; Q_{\varepsilon_n}) + (\varepsilon_n)^{d+1}. \]
Consider a cut-off function $\phi \in W_0^{1,\infty}(Q_{\varepsilon_n}; [0, 1])$ such that $\|\nabla \phi\|_{L^\infty(Q_{\varepsilon_n})} \leq \frac{4}{(r-s)\varepsilon_n}$ and

$$
\phi(x) = \begin{cases} 
1 & \text{on } Q_{\varepsilon_n} \setminus Q_{\varepsilon_n}, \\
0 & \text{on } Q_{\varepsilon_n} \setminus Q_{\varepsilon_n}, \\
0 < \phi < 1 \subset \subset Q_{\varepsilon_n} \setminus Q_{\varepsilon_n}.
\end{cases}
$$

Define $w_n := \phi v_n + (1 - \phi)u \in u + W_0^{1,p}(Q_{\varepsilon_n}; \mathbb{R}^m)$, we have

(6.17) 

$$
m_F(tu; Q_{\varepsilon_n}) \leq F(tv_n; Q_{\varepsilon_n}) + F(tw_n; Q_{\varepsilon_n} \setminus Q_{\varepsilon_n}) + F(tu; Q_{\varepsilon_n} \setminus Q_{\varepsilon_n})
$$

The rest of the proof consists to give estimates from above, as $n \to \infty$, of the last two terms of (6.17) divided by $\varepsilon_n^d$.

By (6.11) we have

(6.18) 

$$
\lim_{n \to \infty} \frac{F(tu; \varepsilon_n^d Q_{\varepsilon_n} \setminus Q_{\varepsilon_n})}{\varepsilon_n^d} = \lim_{n \to \infty} \frac{1}{\varepsilon_n^d} \int_{Q_{\varepsilon_n} \setminus Q_{\varepsilon_n}} f(x, t\nabla u(x_0))dx = (1 - s^d) f(x_0, t\nabla u(x_0)).
$$

By [A_0] we have

(6.19) 

$$
\frac{1}{\varepsilon_n^d} \int_{Q_{\varepsilon_n} \setminus Q_{\varepsilon_n}} f(x, \lambda (\psi \alpha \nabla u(x_0) + (1 - \psi)\alpha \nabla u) + (1 - \lambda) \Phi_{n,t})dx 
\leq C_1 \left( \frac{|Q_{\varepsilon_n} \setminus Q_{\varepsilon_n}|}{\varepsilon_n^d} + \frac{1}{\varepsilon_n^d} \int_{Q_{\varepsilon_n} \setminus Q_{\varepsilon_n}} f(x, \alpha \nabla u(x_0))dx 
+ \frac{1}{\varepsilon_n^d} \int_{Q_{\varepsilon_n} \setminus Q_{\varepsilon_n}} f(x, \Phi_{n,t})dx \right),
$$

where $\Phi_{n,t} := \frac{1}{\varepsilon_n^d} \nabla \phi \otimes (u_{x_0} - u)$ and $C_1 = C^2 + C$. By (5.13), it holds

(6.20) 

$$
\lim_{n \to \infty} \frac{1}{\varepsilon_n^d} \int_{Q_{\varepsilon_n} \setminus Q_{\varepsilon_n}} f(x, \alpha \nabla u(x_0))dx = (r^d - s^d) f(x_0, \alpha \nabla u(x_0)).
$$

Using [A_0] and (6.13) we deduce

(6.21) 

$$
\lim_{n \to \infty} \frac{1}{\varepsilon_n^d} \int_{Q_{\varepsilon_n} \setminus Q_{\varepsilon_n}} f(x, \Phi_{n,t})dx = (r^d - s^d) f(x_0, \alpha \nabla u(x_0)).
$$

Choose $N_0 \geq 1$ such that $\frac{1}{\varepsilon_n} \|u_{x_0} - u\|_{L^\infty(Q_{\varepsilon_n})} \leq \frac{(1 - \lambda)(r-s)\rho_0}{4}$ for all $n \geq N_0$. It follows that $\|\Phi_{n,t}\|_{L^\infty(Q_{\varepsilon_n}^M \setminus Q_{\varepsilon_n})} \leq \rho_0$ for all $n \geq N_0$, and we have by Lemma 4.1

$$
\lim_{n \to \infty} \frac{1}{\varepsilon_n^d} \int_{Q_{\varepsilon_n} \setminus Q_{\varepsilon_n}} f(x, \Phi_{n,t})dx \leq \lim_{n \to \infty} \frac{1}{\varepsilon_n^d} \int_{Q_{\varepsilon_n} \setminus Q_{\varepsilon_n}} M_0(x)dx.
$$

Moreover, by (6.15) we have

(6.22) 

$$
\lim_{n \to \infty} \frac{1}{\varepsilon_n^d} \int_{Q_{\varepsilon_n} \setminus Q_{\varepsilon_n}} M_0(x)dx = (r^d - s^d) M_0(x_0).
Passing to the limit \( n \to \infty \) by taking account of (6.19), and the estimates (6.20), (6.21) and (6.22), we have
\[
\lim_{n \to \infty} \frac{m_F(tu; Q_{\varepsilon_n})}{r_n} \\
\leq s^d \lim_{n \to \infty} \frac{m_F(tu_{x_0}; Q_{s\varepsilon_n})}{s^d r_n} + (1 - r^d) f(x_0, t\nabla u(x_0)) \\
+ 2C_1 r^d - s^d \left( 1 + f(x_0, \alpha \nabla u(x_0)) + f(x_0, \alpha \nabla u(x_0)) + M_0(x_0) \right).
\]
Letting \( r \to 1 \) and \( s \to 1 \), we find
\[
(6.23) \quad \lim_{\varepsilon \to 0} \frac{m_F(tu; Q_{\varepsilon})}{r} = \lim_{n \to \infty} \frac{m_F(tu; Q_{\varepsilon_n})}{r_n} \\
\leq \lim_{s \to 1} \frac{m_F(tu_{x_0}; Q_{s\varepsilon})}{s^d r} \\
= Z f(x_0, t\nabla u(x_0))
\]
where (6.10) is used.

6.5. **Step 4: End of the proof of Proposition 2.1 (i).** Using in turn the results of Subsect. 6.2, 6.3 and 6.4 we obtain for every \( u \in W^{1,p}(\Omega; \mathbb{R}^m) \), every \( O \in \mathcal{O}(\Omega) \) and every \( t \in [0,1] \)
\[
\mathcal{F}(tu; O) \leq m_F(tu; O) = \int_O \lim_{\varepsilon \to 0} \frac{m_F(tu; Q_{\varepsilon_n}(x))}{r_n} dx \\
\leq \int_O Z f(x, t\nabla u(x)) dx.
\]

7. **Proof of Proposition 2.1 (ii) and (iii)**

The proof will be divided into two steps. In the first step we will use a localization technique also known as blow-up method introduced by [FM92] which consists to reduce the proof of the (global) lower bound to a local lower bound by using measure arguments. The second step consists to prove the local lower bound by using cut-off functions.

In this section we denote by \( L \) the integrands \( Z f \) or \( f \).

7.1. **Step 1: Localization technique.** Let \( O \in \mathcal{O}(\Omega) \). Let \( u, \{u_n\}_n \subset W^{1,p}(\Omega; \mathbb{R}^m) \) be such that \( u_n \rightharpoonup u \) in \( W^{1,p}(\Omega; \mathbb{R}^m) \) and
\[
\infty > L(u; O) := \inf \left\{ \lim_{n \to \infty} \int_O L(x, \nabla u_n(x)) dx : W^{1,p}(\Omega; \mathbb{R}^m) \ni u_n \rightharpoonup u \right\} \\
= \lim_{n \to \infty} \int_O L(x, \nabla u_n(x)) dx.
\]
Up to a subsequence, since \( p > d \), we may assume that
\[
(7.1) \quad u_n \to u \text{ in } L^\infty(\Omega; \mathbb{R}^m).
\]
Passing to a subsequence if necessary, we may find a nonnegative Radon measure \( \mu \) such that
\[
L(\cdot, \nabla u_n(\cdot)) dx|_O \rightharpoonup^* \mu \text{ as } n \to \infty \text{ weakly * in the sense of measures}.
\]
It is enough to prove that for all \( t \in [0,1] \)
\[
(7.2) \quad \frac{du}{dx}(t) + \Delta^p L(t, a(\cdot, \frac{du}{dx}(\cdot))) \geq Z L(\cdot, t\nabla u(\cdot)) \text{ a.e. in } O.
\]
Indeed, by Alexandrov theorem, we will have
\[
\mathcal{L}(u; O) = \lim_{n \to \infty} L(u_n; O) \geq \lim_{n \to \infty} \int_O L(x, \nabla u_n) dx = \mu(O) \geq \int_O \frac{d\mu}{dx}(x) dx,
\]
so by integrating over \( O \) in (7.2), we find
\[
\mathcal{L}(u; O) + \Delta^a L(t) (|u|_{L^1(O)} + \mathcal{L}(u; O)) \geq \int_O \mathcal{Z}(x, t\nabla u(x)) dx.
\]
As \( L \) is \( ru \)-use, we obtain the result by passing to the limit \( t \to 1 \) and by using Fatou lemma.

Since \( \int_O f(x, \nabla u(x)) dx < \infty \), we fix \( x_0 \in O \) such that \([A_1]\) holds and
\[
\begin{align*}
(7.3) & \quad f(x_0, \nabla u(x_0)) < \infty; \\
(7.4) & \quad L(x_0, \nabla u(x_0)) \leq f(x_0, \nabla u(x_0)) < \infty; \\
(7.5) & \quad \frac{d\mu}{dx}(x_0) = \lim_{\varepsilon \to 0} \frac{\mu(Q_{\varepsilon}(x_0))}{\varepsilon} < \infty; \\
(7.6) & \quad \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \|u - u(x_0) - \nabla u(x_0)(\cdot - x_0)\|_{L^\infty(Q_{\varepsilon}(x_0), \mathbb{R}^m)} = 0; \\
(7.7) & \quad a(x_0) = \lim_{\varepsilon \to 0} \int_{Q_\varepsilon(x_0)} a(x) dx < \infty; \\
(7.8) & \quad \mathcal{M}_0(x_0) = \lim_{\varepsilon \to 0} \int_{Q_\varepsilon(x_0)} \mathcal{M}_0(x) dx < \infty;
\end{align*}
\]
where \( Q_{\varepsilon}(x_0) := x_0 + \varepsilon Y \). Note that (7.8) is a consequence of Lemma 4.1.

Choose \( \varepsilon_k \to 0 \) such that \( \mu(\partial Q_{\varepsilon_k}(x_0)) = 0 \). Then
\[
\begin{align*}
(7.9) & \quad \lim_{k \to \infty} \frac{\mu(Q_{\varepsilon_k}(x_0))}{\varepsilon_k} = \lim_{k \to \infty} \lim_{n \to \infty} \int_{Q_{\varepsilon_k}(x_0)} L(x, \nabla u_n) dx \\
& \quad = \lim_{k \to \infty} \lim_{n \to \infty} \int_Y L(x_0 + \varepsilon_k y, \nabla v_{n,k}) dy,
\end{align*}
\]
where \( v_{n,k}(y) := \frac{u_n(x_0 + \varepsilon_k y) - u(x_0)}{\varepsilon_k} \). By (7.1) we have
\[
(7.10) \lim_{k \to \infty} \lim_{n \to \infty} \|v_{n,k} - l\nabla u(x_0)\|_{L^\infty(Y; \mathbb{R}^m)} = 0 \quad \text{where} \quad l\nabla u(x_0)(y) := \nabla u(x_0) y.
\]
Fix \( s, r \in ]0, 1[ \) such that \( s < r \). Then (7.5) implies (see Subsect. 7.2.1 for the proof)
\[
(7.11) \lim_{k \to \infty} \lim_{n \to \infty} \frac{\mu_n(Q_{r\varepsilon_k}(x_0) \setminus Q_{s\varepsilon_k}(x_0))}{\varepsilon_k^d} = (r^d - s^d) \frac{d\mu}{dx}(x_0).
\]
By a simultaneous diagonalization of (7.9), (7.10) and (7.11), we may extract a subsequence \( v_n := v_{n,k_n} \) satisfying
\[
\begin{align*}
(7.12) & \quad v_n \to l\nabla u(x_0) \quad \text{in} \quad L^\infty(Y; \mathbb{R}^m), \quad v_n \to l\nabla u(x_0) \quad \text{in} \quad W^{1,p}(Y; \mathbb{R}^m), \\
(7.13) & \quad \frac{d\mu}{dx}(x_0) = \lim_{n \to \infty} \int_Y L(x_0 + \varepsilon_n y, \nabla v_n) dy, \\
(7.14) & \quad (r^d - s^d) \frac{d\mu}{dx}(x_0) = \lim_{n \to \infty} \frac{\mu_n(Q_{r\varepsilon_n}(x_0) \setminus Q_{s\varepsilon_n}(x_0))}{\varepsilon_n^d},
\end{align*}
\]
where \( \varepsilon_n := \varepsilon_n \).
7.2. Step 2: Cut-off technique to substitute \( v_n \) with \( w_n \in l\nabla u(x_0) + W^{1,p}(Y; \mathbb{R}^m) \). For simplicity of notation we set \( \theta_{x_0,n}(y) := x_0 + \varepsilon_n y \) for all \( y \in Y \).

In this section we use cut-off functions to show that there exists \( \{w_n\}_n \subset l\nabla u(x_0) + W^{1,p}_0(Y; \mathbb{R}^m) \) such that for every \( t \in [0, 1] \)

\[
\lim_{n \to \infty} \int_Y L(\theta_{x_0,n}, t\nabla w_n) dy \leq \frac{d\mu}{dx}(x_0) + \frac{d\mu}{dx}(x_0).
\]

If (7.15) holds then

\[
Z L(x_0, t\nabla u(x_0)) \leq \liminf_{\varepsilon \to 0} \left\{ \int_Y L(x_0 + \varepsilon y, t\nabla w) dy : w \in l\nabla u(x_0) + W^{1,p}_0(Y; \mathbb{R}^m) \right\}
\]

\[
\leq \lim_{n \to \infty} \int_Y L(\theta_{x_0,n}, t\nabla w_n) dy = \frac{d\mu}{dx}(x_0) + \Delta^s_L(t) \left( a(x_0) + \frac{d\mu}{dx}(x_0) \right),
\]

and the claim \( 7.2 \) follows.

Now, let us prove (7.15). Fix any \( t \in [0, 1] \). Let \( \phi \in W^{1,\infty}_0(Y; [0, 1]) \) be a cut-off function between \( sY \) and \( Y \setminus rY \) such that \( ||\nabla \phi||_{L^{\infty}(Y)} \leq \frac{1}{4} \). Setting

\[
w_n := \phi v_n + (1 - \phi) l\nabla u(x_0).
\]

We have \( w_n \in l\nabla u(x_0) + W^{1,p}_0(Y; \mathbb{R}^m) \) and

\[
\nabla w_n := \begin{cases} \nabla v_n & \text{on } sY \\ \phi \nabla v_n + (1 - \phi) \nabla u(x_0) + \Phi_{n,s,r} & \text{on } U_{s,r} \\ \nabla u(x_0) & \text{on } Y \setminus rY, \end{cases}
\]

where \( \Phi_{n,s,r} := \nabla \phi \otimes (v_n - l\nabla u(x_0)) \) and \( U_{s,r} := rY \setminus sY \).

For every \( n \geq 1 \), it holds

\[
\int_y L(\theta_{x_0,n}, t\nabla w_n) dy
\]

\[
= \int_{sY} L(\theta_{x_0,n}, t\nabla v_n) dy + \int_{U_{s,r}} L(\theta_{x_0,n}, t\nabla w_n) dy + \int_{Y \setminus rY} L(\theta_{x_0,n}, t\nabla u(x_0)) dy
\]

\[
\leq \int_y L(\theta_{x_0,n}, t\nabla v_n) dy + \int_{U_{s,r}} L(\theta_{x_0,n}, t\nabla w_n) dy + \int_{Y \setminus rY} L(\theta_{x_0,n}, t\nabla u(x_0)) dy.
\]

The rest of the proof consists to give estimates from above, as \( n \to \infty \), of the last three terms of (7.16).

Bound for \( \lim_{n \to \infty} \int_Y L(\theta_{x_0,n}, t\nabla v_n) dy \). Since \( L \) is ru-usc, using (7.13) and (7.7), we have for every \( n \geq 1 \)

\[
\lim_{n \to \infty} \int_y L(\theta_{x_0,n}, t\nabla v_n) dy
\]

\[
\leq \lim_{n \to \infty} \left( \Delta^s_L(t) \int_y a(\theta_{x_0,n}) + L(\theta_{x_0,n}, \nabla v_n) dy + \int_Y L(\theta_{x_0,n}, \nabla v_n) dy \right)
\]

\[
\leq \Delta^s_L(t) \left( a(x_0) + \frac{d\mu}{dx}(x_0) \right) + \frac{d\mu}{dx}(x_0).
\]
Bound for $\lim_{n \to \infty} \int_{Y \setminus \Gamma} L(\theta_{x_0,n}, t \nabla u(x_0)) \, dy$. Similarly to the previous estimate we have

$$\lim_{n \to \infty} \int_{Y \setminus \Gamma} L(\theta_{x_0,n}, t \nabla u(x_0)) \, dy$$

$$\leq \lim_{n \to \infty} \left( \Delta^2_{\theta}(t) \int_{Y \setminus \Gamma} a(\theta_{x_0,n}) + L(\theta_{x_0,n}, \nabla u(x_0)) \, dy + \int_{Y \setminus \Gamma} L(\theta_{x_0,n}, \nabla u(x_0)) \, dy \right)$$

$$\leq \Delta_L^\theta(t) \left( (1 - r^d) a(x_0) + A_r(x_0) \right) + A_r(x_0)$$

where $A_r(x_0) := \lim_{n \to \infty} \int_{Y \setminus \Gamma} L(\theta_{x_0,n}, \nabla u(x_0)) \, dy$. Now, taking account of (7.3) and (7.21), we have, by $\{A_r\}$ an upper bound for $A_r(x_0)$

$$A_r(x_0) \leq (1 - r^d)f(x_0, \nabla u(x_0)).$$

We deduce

$$\lim_{n \to \infty} \int_{Y \setminus \Gamma} L(\theta_{x_0,n}, t \nabla u(x_0)) \, dy$$

$$\leq (1 - r^d) \left( (1 - r^d) a(x_0) + L(x_0, \nabla u(x_0)) \right) + f(x_0, \nabla u(x_0)).$$

Bound for $\lim_{n \to \infty} \int_{U_{s,r}} L(\theta_{x_0,n}, t \nabla w_n) \, dy$. Since $f$ satisfies $\{A_5\}$, we have that $L = \mathcal{Z}$ also satisfies $\{A_5\}$ by Lemma 4.3 Therefore for every $n \geq 1$

$$\int_{U_{s,r}} L(\theta_{x_0,n}, t \nabla w_n) \, dy$$

$$\leq C_1 \left( (r^d - s^d) + \int_{U_{s,r}} L(\theta_{x_0,n}, \nabla v_n) \, dy + \int_{U_{s,r}} L(\theta_{x_0,n}, \nabla u(x_0)) \, dy \right)$$

$$+ \int_{U_{s,r}} L \left( \theta_{x_0,n}, \frac{t}{1 - t} \Phi_{n,s,r} \right) \, dy$$

where $C_1 = C(1 + C)$. Since (7.12) there exists $N_0 \geq 1$ such that for every $n \geq N_0$

$$\left\| t \frac{t}{1 - t} \Phi_{n,s,r} \right\|_{L^\infty(Y; \mathbb{R}^{m \times d})} \leq \rho_0$$

where $\rho_0 > 0$ is given by Lemma 4.1. Taking account of (7.8), we have

$$\lim_{n \to \infty} \int_{U_{s,r}} L \left( \theta_{x_0,n}, \frac{t}{1 - t} \Phi_{n,s,r} \right) \, dy \leq \lim_{n \to \infty} \sup_{\zeta \in \mathbb{R}^m \setminus \{0\}} \int_{U_{s,r} \cap \zeta = 0} L(\theta_{x_0,n}, \zeta) \, dy$$

$$\leq (r^d - s^d) \mathcal{M}_0(x_0).$$

Using similar reasoning as in estimate (7.18), we find

$$\lim_{n \to \infty} \int_{U_{s,r}} L(\theta_{x_0,n}, \nabla u(x_0)) \, dy \leq (r^d - s^d) f(x_0, \nabla u(x_0)).$$

Since (7.14), we have

$$\lim_{n \to \infty} \int_{U_{s,r}} L(\theta_{x_0,n}, \nabla v_n) \, dy = (r^d - s^d) \frac{dx}{dx}(x_0).$$

Collecting (7.20), (7.21) and (7.22), we obtain

$$\lim_{n \to \infty} \int_{U_{s,r}} L(\theta_{x_0,n}, t \nabla w_n) \, dy$$

$$\leq C_1 (s^d - r^d) \left( 1 + \frac{dx}{dx}(x_0) + f(x_0, \nabla u(x_0)) + \mathcal{M}_0(x_0) \right).$$
End of the proof of (7.15). Collecting (7.17), (7.19) and (7.23), we have
\[
\lim_{n \to \infty} \int_Y L(\theta_{x_0,n}, t \nabla w_n) \, dy \\
\leq \Delta^t_L(t) \left( a(x_0) + \frac{d\mu}{dx}(x_0) \right) + \frac{d\mu}{dx}(x_0) \\
+ (1 - r^d) (\Delta^t_L(t)(a(x_0) + L(x_0, \nabla u(x_0))) + f(x_0, \nabla u(x_0))) \\
+ C_1 (r^d - s^d) \left( 1 + \frac{d\mu}{dx}(x_0) + f(x_0, \nabla u(x_0)) + M_0(x_0) \right).
\]
we obtain (7.15) by letting \( r \to 1 \) and \( s \to 1 \). \( \blacksquare \)

7.2.1. Proof of (7.11). By (7.50) we have
\[
\frac{d\mu}{dx}(x_0) = \lim_{\varepsilon \to 0} \frac{\mu(Q_{\varepsilon_\varepsilon}(x_0))}{(\varepsilon \varepsilon)^d} = \lim_{\varepsilon \to 0} \frac{\mu(Q_{\varepsilon_\varepsilon}(x_0))}{(\varepsilon_\varepsilon)^d} = \lim_{\varepsilon \to 0} \frac{\mu(Q_{\varepsilon_\varepsilon}(x_0))}{(\varepsilon_\varepsilon)^d}.
\]
on one hand we have
\[
\lim_{k \to \infty} \lim_{n \to \infty} \frac{\mu_n(Q_{\varepsilon_\varepsilon}(x_0) \setminus Q_{\varepsilon_\varepsilon}(x_0))}{\varepsilon^d_k} \geq \lim_{k \to \infty} \frac{\mu(Q_{\varepsilon_\varepsilon}(x_0) \setminus Q_{\varepsilon_\varepsilon}(x_0))}{\varepsilon^d_k} = (r^d - s^d) \frac{d\mu}{dx}(x_0)
\]
by using (7.24) and Alexandrov theorem. Similarly, on the other hand we have
\[
\lim_{k \to \infty} \lim_{n \to \infty} \frac{\mu_n(Q_{\varepsilon_\varepsilon}(x_0) \setminus Q_{\varepsilon_\varepsilon}(x_0))}{\varepsilon^d_k} \\
\leq \lim_{k \to \infty} \lim_{n \to \infty} \frac{\mu(Q_{\varepsilon_\varepsilon}(x_0))}{(\varepsilon_\varepsilon)^d} \left( r^d - s^d \mu_n(Q_{\varepsilon_\varepsilon}(x_0)) \right) \\
\leq \lim_{k \to \infty} \lim_{n \to \infty} \frac{\mu(Q_{\varepsilon_\varepsilon}(x_0))}{(\varepsilon_\varepsilon)^d} \left( r^d - s^d \mu(Q_{\varepsilon_\varepsilon}(x_0)) \right) \\
\leq \lim_{k \to \infty} \left( r^d \frac{\mu(Q_{\varepsilon_\varepsilon}(x_0))}{(\varepsilon_\varepsilon)^d} - s^d \mu(Q_{\varepsilon_\varepsilon}(x_0)) \right) = (r^d - s^d) \frac{d\mu}{dx}(x_0)
\]
Combining (7.25) and (7.26), we obtain (7.11). \( \blacksquare \)

8. Proof of Proposition 2.2

We denote by Cub the family of all open cubes of \( \mathbb{R}^d \). We denote by Cub_\delta the family of all open cubes \( Q \) of \( \mathbb{R}^d \) such that \( \text{diam}(Q) < \delta \), where \( \delta > 0 \). For each \( E \subset \mathbb{R}^d \), we associate the set \( F_\delta(E) \) of all countable families \( \{Q_i\}_{i \in I} \subset \text{Cub}_\delta \) satisfying \( |E \setminus \bigcup_{i \in I} Q_i| = 0 \), \( Q_i \cap E \neq \emptyset \) for all \( i \in I \), and \( \overline{T_i} \cap \overline{Q_j} = \emptyset \) for all \( i \neq j \). If \( E \neq \emptyset \) then \( F_\delta(E) \neq \emptyset \), indeed, by the Vitali covering theorem, it is always possible by starting from a family of closed cubes of \( \mathbb{R}^d \) with center in \( E \) to find a countable subfamily of open cubes in \( F_\delta(E) \) because the Lebesgue measure of the boundary of a cube is null, i.e., \( |\overline{Q}| = |Q| \) for all \( Q \in \text{Cub} \).
Let $m$ be a nonnegative set function defined for all cubes of $\mathbb{R}^d$ such that $m(\emptyset) = 0$. Let $m^\sharp : \mathcal{P}(E) \to [0, \infty]$ be defined by
\[
m^\sharp(E) := \begin{cases} 
\sup_{\delta > 0} m^\delta(E) & \text{if } E \neq \emptyset \\
0 & \text{otherwise,}
\end{cases}
\]
with $m^\delta(E) := \inf \left\{ \sum_{i \in I} m(Q_i) : \{Q_i\}_{i \in I} \in \mathcal{F}_\delta(E) \right\}$.

We denote by $\omega \in [0, \infty]$ the number
\[
\omega := \lim_{\delta \to 0} \sup_{Q \subseteq \Omega \atop \text{diam}(Q) < \delta} \frac{m(Q)}{|Q|}
\]
where $Q$ denotes any arbitrary open cube of $\mathbb{R}^d$.

The following result is an abstract version of Proposition 2.2.

**Proposition 8.1.** If $\omega<\infty$ and
\[
(8.1) \quad \lim_{\delta \to 0} \frac{m(Q_\delta(x))}{\delta^d} \leq \lim_{\delta \to 0} \frac{m^\delta(Q_\delta(x))}{\delta^d} \ a.e. \ in \ \Omega
\]
then
\[
\lim_{\delta \to 0} \frac{m(Q_\delta(x))}{\delta^d} = \lim_{\delta \to 0} \frac{m^\delta(Q_\delta(x))}{\delta^d} \ a.e. \ in \ \Omega
\]
where $Q_\delta(x) = x + \delta Y$ for any $x \in \Omega$ and $\delta>0$.

The set function $m^\sharp$ is of Carathéodory type construction (see [Fed69, Sect. 2.10, p. 169]). Although we do not know whether it is an outer measure we have the following result.

**Lemma 8.1.** The set function $m^\sharp$ satisfies:
(i) if $E_1, E_2 \subset \mathbb{R}^d$ are two such that $\text{dist}(E_1, E_2)>0$ then $m^\sharp(E_1 \cup E_2) = m^\sharp(E_1) + m^\sharp(E_2)$;
(ii) if $E, V \subset \mathbb{R}^d$ are such that $V$ is a nonempty open set and $E \subset V$ then $m^\sharp(E) \leq m^\sharp(V)$;
(iii) if $\omega<\infty$ then $m^\sharp(E) \leq |E|$ for all closed set $E \subset \Omega$.

**Proof.** (i) We show that for every $E_1, E_2 \subset \mathbb{R}^d$ satisfying $\text{dist}(E_1, E_2)>\delta_0$ for some $\delta_0>0$ we have
\[
(8.2) \quad m^\sharp(E_1 \cup E_2) \geq m^\sharp(E_1) + m^\sharp(E_2).
\]
Fix $\delta \in (0, \delta_0]$. Choose $\{Q_i\}_{i \in I} \subset \text{Cub}_\delta$ satisfying $|(E_1 \cup E_2) \setminus \cup_{i \in I} Q_i| = 0$, $Q_i \cap (E_1 \cup E_2) \neq \emptyset$ for all $i \in I$, and
\[
(8.3) \quad m^\sharp(E_1 \cup E_2) + \delta \geq \sum_{i \in I} m(Q_i).
\]
Let $I_j = \{i \in I : Q_i \cap E_j \neq \emptyset\}$ for $j \in \{1, 2\}$. Since $\text{dist}(E_1, E_2)>2\delta$, if $i \in I_1$ (resp. $i \in I_2$) then $Q_i \cap E_2 = \emptyset$ (resp. $Q_i \cap E_1 = \emptyset$). Thus
\[
0 = |(E_1 \cup E_2) \setminus \cup_{i \in I} Q_i| = |E_1 \setminus \cup_{i \in I_1} Q_i| + |E_2 \setminus \cup_{i \in I_2} Q_i|,
\]
hence $|E_j \setminus \cup_{i \in I_j} Q_i| = 0$ and $Q_i \cap E_j \neq \emptyset$ for all $i \in I_j$. From (8.3) we have
\[
m^\sharp(E_1 \cup E_2) + \delta \geq \sum_{i \in I_1} m(Q_i) + \sum_{i \in I_2} m(Q_i) \geq m^\sharp(E_1) + m^\sharp(E_2),
\]
and (8.2) holds by letting $\delta \to 0$. 

Now, we show that
\[(8.4)\]
\[m^2(E_1 \cup E_2) \leq m^2(E_1) + m^2(E_2).\]

For each \(j \in \{1, 2\}\), choose \(\{Q^j_i\}_{i \in I_j} \in \text{Cub}_\delta\) satisfying \(|E_j \setminus \bigcup_{i \in I_j} Q^j_i| = 0\), \(Q^j_i \cap E_j \neq \emptyset\) for all \(i \in I_j\), and
\[(8.5)\]
\[m^2(E_j) + \delta \geq \sum_{i \in I_j} m(Q^j_i).\]

Since \(\text{dist}(E_1, E_2) > \delta_0\) the countable family of cubes \(\{Q^j_i : i \in I_j \text{ and } j \in \{1, 2\}\}\) is pairwise disjointed, moreover we have
\[|\bigcup_{i \in I_1} Q^1_i \cup \bigcup_{i \in I_2} Q^2_i| \leq |E_1 \setminus \bigcup_{i \in I_1} Q^1_i| + |E_2 \setminus \bigcup_{i \in I_2} Q^2_i| = 0.\]

Summing over \(j \in \{1, 2\}\) in (8.5) we obtain
\[m^2(E_1) + m^2(E_2) + 2\delta \geq \sum_{j \in \{1, 2\}} \sum_{i \in I_j} m(Q^j_i) \geq m^2(E_1 \cup E_2),\]
and (8.4) holds by letting \(\delta \to 0\).

(ii) Let \(E, \bar{E}\) be two sets of \(\mathbb{R}^d\) such that \(V\) is a nonempty open set and \(E \subset V\).

For each \(\delta > 0\) choose \(\{Q_i\}_{i \in I} \in \text{Cub}_\delta\) satisfying \(|V \setminus \bigcup_{i \in I} Q_i| = 0\), \(Q_i \cap V \neq \emptyset\) for all \(i \in I\), and
\[(8.6)\]
\[m^2(V) + \delta \geq \sum_{i \in I} m(Q_i).\]

Consider the open set \(V_\delta := \bigcup_{i \in I} Q_i\), then \(|V \setminus V_\delta| = 0\), but \(V \setminus V_\delta \) is open so \(V \setminus V_\delta = \emptyset\). It means that \(V \subset V_\delta\) so \(V \subset V_\delta\). We deduce that \(I_E \neq \emptyset\) where \(I_E := \{i \in I : Q_i \cap E \neq \emptyset\}\). We have \(|E \setminus \bigcup_{i \in I} Q_i| = |E \setminus \bigcup_{i \in I} Q_i| \leq |V \setminus \bigcup_{i \in I} Q_i| = 0\), thus \(\{Q_i\}_{i \in I} \in \mathcal{F}_\delta(E)\) and so from (8.5)
\[m^2(V) + \delta \geq m^2(E),\]
and (ii) holds by letting \(\delta \to 0\).

(iii) Fix \(\delta > 0\) and \(E \subset \Omega\). Set \(E_\delta = \{x \in \mathbb{R}^d : \text{dist}(x, E) < \delta\}\), then for any countable family \(\{Q_i\}_{i \in I} \in \mathcal{F}_\delta(E)\) we have \(\bigcup_{i \in I} Q_i \subset E_\delta\) since \(Q_i \cap E \neq \emptyset\) for all \(i \in I\) and \(\text{diam}(Q_i) < \delta\). Therefore
\[m^2(E) \leq \sum_{i \in I} m(Q_i) \leq \sum_{i \in I} \frac{m(Q_i)}{|Q_i|} |Q_i| \leq \sup_{\text{diam}(Q_i) < \delta} \frac{m(Q)}{|Q|} |\bigcup_{i \in I} Q_i| \leq \sup_{\text{diam}(Q_i) < \delta} \frac{m(Q)}{|Q|} |E_\delta|.
\]

Passing to limit \(\delta \to 0\) we obtain \(m^2(E) \leq \omega|E|\).

Let \(m^+_\omega, m^-_\omega : \Omega \to [0, \infty]\) be the functions defined by
\[m^+_\omega(x) := \lim_{\delta \to 0} \sup_{x \in Q \in \text{Cub}_\delta} \frac{m^2(Q)}{|Q|} \quad \text{and} \quad m^-_\omega(x) := \lim_{\delta \to 0} \inf_{x \in Q \in \text{Cub}_\delta} \frac{m(Q)}{|Q|}.
\]

Lemma 8.2. Let \(a, b \in \mathbb{R}^+\). Then

(i) there exists a Borel set \(B^+_a \subset \{x \in \Omega : m^+_\omega(x) \geq a\}\) such that \(|\{x \in \Omega : m^+_\omega(x) \leq a\} \setminus B^+_a| = 0\);

(ii) there exists a Borel set \(B^-_b \subset \{x \in \Omega : m^-_\omega(x) \leq b\}\) such that \(|\{x \in \Omega : m^-_\omega(x) > b\} \setminus B^-_b| = 0\).
Proof. Let us prove (ii). Let \( b \in \mathbb{R}^+ \). Set \( M_b = \{ x \in \Omega : m^-_c(x) \leq b \} \). For each \( k \in \mathbb{N}^* \), consider the set
\[
G_k := \{ Q_i(x) : x \in M_k, \ v \in ]0, \frac{1}{k}[ \text{ and } m(Q_c(x)) \leq (b + \frac{1}{k})|Q_c(x)| \}.
\]
For each \( k \geq 1 \) the family \( G_k \) is a fine cover of \( M_k \), and so by the Vitali covering theorem, there exists a disjointed countable family \( \{ Q_{i,k} \}_{i \in I_k} \subset G_k \) such that \( |M \setminus \cup_{i \in I_k} Q_{i,k}| = 0 \). Consider the Borel set \( B^-_k := \cap_{k \in \mathbb{N}} \cup_{i \in I_k} Q_{i,k} \), then \( |M_b \setminus B^+_k| = \sum_{k \geq 1} |M_k \setminus \cup_{i \in I_k} Q_{i,k}| = 0 \). If we show that \( B^-_k \subset M_b \) then the proof of (ii) will be complete. Let \( y \in B^-_k \). Then for every \( k \geq 1 \) there exists \( i_k \in I_k \) such that \( y \in Q_{i_k} \in \text{Cub}_k \) and \( m(Q_{i,k}) \leq (b + \frac{1}{k})|Q_{i,k}| \). It follows that
\[
\inf_{y \in \text{Cub}_k} \frac{m(Q)}{|Q|} \leq \frac{m(Q_{i,k})}{|Q_{i,k}|} \leq b + \frac{1}{k},
\]
letting \( k \to \infty \), we obtain that \( m^-_c(y) \leq b \) which means that \( y \in M_b \).

For the proof of (i), it is enough to remark that for \( a > 0 \)
\[
\{ x \in \Omega : m^+_c(x) \geq a \} = \bigcup_{n \geq 1} \left\{ x \in \Omega : \lim_{b \to 0, x \in \text{Cub}_k} \inf_{y \in \text{Cub}_k} \frac{|Q|}{m^2(Q)} \leq \frac{1}{a} \right\},
\]
and to apply the same reasoning as in the proof of (ii) with the necessary changes. \(\blacksquare\)

**Remark 8.1.** By Lemma 8.2 the functions \( m^-_c \) and \( m^+_c \) are measurable.

**Remark 8.2.** The same conclusions can be drawn if we replace large inequalities with strict inequalities in the Lemma 8.2, indeed, it suffices to see for instance that
\[
\{ x \in \Omega : m^+_c(x) > a \} = \bigcup_{n \geq 1} \left\{ x \in \Omega : m^+_c(x) > a + \frac{1}{n} \right\}.
\]

We denote by \( \text{m}^d \) the set function
\[
\text{m}^d(E) = \inf \{ m^2(O) : E \subset O, \text{ O open} \}
\]
for all \( E \subset \mathbb{R}^d \).

**Lemma 8.3.** If \( \omega < \infty \) then \( \text{m}^d(K) = \text{m}^2(K) \) for all compact \( K \subset \Omega \).

**Proof.** Fix a compact set \( K \subset \Omega \). Note that by Lemma 8.1 (ii) we have \( \text{m}^d(K) \geq \text{m}^2(K) \). So it remains to prove the reverse inequality \( \text{m}^2(K) \leq \text{m}^d(K) \).

By Lemma 8.1 (iii) we have \( m^2(K) \leq \omega |K| \leq \omega |\Omega| < \infty \). Let \( O \subset \Omega \) be an open set such that \( O \supset K \). For each \( n \in \mathbb{N}^* \) such that \( n \geq n_0 \) where \( n_0 := \text{Ent} \left( (\text{diam}(O) - \text{diam}(K))^{-1} \right) + 1 \) (where \( \text{Ent}(r) \) denotes the integer part of the real number \( r \)) there exists \( \{ Q^o_{i,j} \}_{j \geq 1} \subset \mathcal{F}_\omega(K) \) such that
\[
\infty > m^d(K) + \frac{1}{n} \geq \sum_{j \geq 1} m(Q^o_{i,j}).
\]
Note that \( \cup_{j \geq 1} Q^o_{i,j} \subset \{ x \in \mathbb{R}^d : \text{dist}(x, K) < \frac{1}{n} \} \subset O \) because \( n \geq n_0 \) and \( Q^o_{i,j} \cap K \neq \emptyset \) for all \( j \geq 1 \).

Fix \( n \geq n_0 \). Then there exists an increasing sequence \( \{ j_s \}_{s \geq 1} \) such that \( \sup_{s \geq 1} j_s = \infty \) and \( \alpha_s := \sum_{j \geq j_s} m(Q^o_{i,j}) \leq \frac{1}{s} \) for all \( s \geq 1 \). Fix \( s \in \mathbb{N}^* \). For the open set \( O \setminus \cup_{1 \leq j \leq s} Q^o_{i,j} \) we use the Vitali covering theorem to find a disjointed countable family of closed cubes \( \{ Q'_j \}_{j \in I} \) such that \( \text{diam}(Q^o_{i,j}) < \frac{1}{n} \).

\[
\left| (O \setminus \cup_{1 \leq j \leq s} Q^o_{i,j}) \setminus \cup_{i \in I} Q'_j \right| = 0 \quad \text{and} \quad \cup_{i \in I} Q'_j \subset O \setminus \cup_{1 \leq j \leq s} Q^o_{i,j}.
\]
It is easy to see that the countable family
\[ \left\{ Q_k \right\}_{k \in D} := \left\{ Q_i : i \in I \right\} \cup \left\{ Q_j^\varepsilon : 1 \leq j \leq j_k \right\} \in \mathcal{F}_E(O). \]

If \( \omega_n := \sup_{Q \cap \Omega, \text{diam}(Q) < \frac{1}{n}} \frac{m(Q)}{\omega} \), then
\[
m^\varepsilon(O) - m^\varepsilon(K) \leq \sum_{k \in D} m(Q_k^\varepsilon) - \sum_{j \geq 1} m(Q_j^\varepsilon) + \frac{1}{n} \leq m^\varepsilon(K) + \omega(O \setminus \bigcup_{1 \leq j \leq j_k} Q_j^\varepsilon).
\]

Passing to the limit \( s \to \infty \) we obtain \( m^\varepsilon(O) - m^\varepsilon(K) \leq \omega(O \setminus \bigcup_{1 \leq j \leq j_k} Q_j^\varepsilon) + \frac{1}{n} \). If \( E := \bigcap_{n \geq n_0} \bigcup_{j \geq 1} Q_j^\varepsilon \) then \( |K \setminus E| = 0 \), indeed, we have
\[
|K \setminus E| \leq \sum_{n \geq n_0} \sum_{j \geq 1} |Q_j^\varepsilon| = 0.
\]

Letting \( n \to \infty \) it follows that \( m^\varepsilon(O) - m^\varepsilon(K) \leq \omega(O \setminus E) \). Therefore
\[
m^\varepsilon(O) \leq m^\varepsilon(K) + \omega((O \setminus K) \setminus E) + |K \setminus E| \leq m^\varepsilon(K) + \omega(O \setminus K).
\]

Since the open set \( O \) containing \( K \) is arbitrary, by the outer regularity of the Lebesgue measure we obtain \( m^\varepsilon(K) \leq m^\varepsilon(K) \), and the proof is complete. \( \blacksquare \)

**Lemma 8.4.** Let \( a, b > 0 \). Let \( E \subset \Omega \) be an arbitrary set.

(i) If \( E \subset \{ x \in \Omega : m^+(x) > a \} \) then \( m^\varepsilon(E) \geq a|E| \);

(ii) If \( E \subset \{ x \in \Omega : m^-(x) < b \} \) then \( m^\varepsilon(E) \leq b|E| \).

**Proof.** We start by the proof of (i). Fix \( a > 0 \) and let \( E \subset \{ x \in \Omega : m^+(x) > a \} \). Let \( O \) be an open set of \( \Omega \) such that \( O \supset E \). We can rewrite
\[
\{ x \in \Omega : m^+(x) > a \} = \left\{ x \in \Omega : \lim_{\delta \to 0} \inf_{x \in Q \subset \text{Cub}_x} \frac{|Q|}{m^\varepsilon(Q)} < a \right\}.
\]

Fix \( \delta > 0 \) and consider the family of closed cubes
\[ G_\delta := \{ Q \subset E : x \in E, \text{Cub}_x \supset Q, \text{diam}(Q) < \delta \text{ and } |Q| \leq \frac{1}{\delta^d} m^\varepsilon(Q) \} \).

The family \( G_\delta \) is a fine covering of \( E \). By the Vitali covering theorem, there exists a disjointed countable family \( \{ Q \}_{i \in I} \subset G_\delta \) such that \( |E \setminus \bigcup_{i \in I} Q_i| = 0 \). For each \( \varepsilon > 0 \) there exists a finite set \( I_\varepsilon \subset I \) such that \( |E \setminus \bigcup_{i \in I_\varepsilon} Q_i| < \varepsilon \). Then by using Lemma 8.1

(i) \( |E| - \varepsilon = |E \cap \bigcup_{i \in I_\varepsilon} Q_i| \leq \sum_{i \in I_\varepsilon} |Q_i| \leq \frac{1}{\delta^d} \sum_{i \in I_\varepsilon} m^\varepsilon(Q_i) = m^\varepsilon(\bigcup_{i \in I_\varepsilon} Q_i) \leq m^\varepsilon(O) \).

The proof of (i) is complete since the open set \( O \) which contains \( E \) is arbitrary.

It remains to prove (ii). For each \( \delta > 0 \) consider the set
\[ G_\delta := \{ Q \subset E : x \in E, \text{Cub}_x \supset Q, \text{diam}(Q) \leq \delta, \text{diam}(Q) \leq b|Q| \} \).

It is a fine cover of \( E \), i.e., \( \inf \{ \text{diam}(Q) : Q \in G_\delta \} = 0 \). Then there exists a disjointed countable subfamily \( \{ Q \}_{i \in I} \subset G_\delta \) such that \( |E \setminus \bigcup_{i \in I} Q_i| = 0 \) and \( \sum_{i \in I} |Q_i| \leq |E| + \delta \) (see [Mat93], Theorem 2.2, p. 26), so \( \{ Q \}_{i \in I} \in \mathcal{F}_E(E) \). It follows that
\[
m^\varepsilon(E) \leq \sum_{i \in I} m(Q_i) \leq \sum_{i \in I} b|Q_i| \leq b|E| + b\delta,
\]
and the proof of (ii) is complete by letting \( \delta \to 0 \). \( \blacksquare \)
Lemma 8.5. If $\omega<\infty$ then $m^+_\omega(x) \leq m^-_\omega(x)$ a.e. in $\Omega$.

Proof. Fix $a, b \in \mathbb{Q}$ such that $a>b>0$. Consider the following set

$$S_{a,b} := \{ x \in \Omega : m^-_\omega(x) < b < a < m^+_\omega(x) \}.$$ 

By Remark 8.2 and Lemma 8.2 there exists a Borel set $B_{a,b} \subset S_{a,b}$ and $|S_{a,b} \setminus B_{a,b}| = 0$. Fix $\varepsilon > 0$. Since the Lebesgue measure is inner regular, choose a compact set $K_\varepsilon \subset B_{a,b}$ such that $|B_{a,b} \setminus K_\varepsilon| < \varepsilon$. From Lemma 8.3 we have $m^+(K_\varepsilon) = m^+(K_\varepsilon)$ since $\omega<\infty$. Using Lemma 8.3 we obtain $a|K_\varepsilon| \leq m^+(K_\varepsilon) \leq b|K_\varepsilon|$. Therefore $|K_\varepsilon| = 0$ since $b<a$. Hence $|S_{a,b} \setminus (K_\varepsilon \setminus S_{a,b} \setminus B_{a,b})| = 0$, and $|S_{a,b} \setminus B_{a,b}| = 0$ by letting $\varepsilon \to 0$. Now, the set where $m^+_\omega$ is greater than $m^-_\omega$ is a countable union of negligible sets, i.e.,

$$\{ x \in \Omega : m^-_\omega(x) < m^+_\omega(x) \} = \bigcup_{0 < b < a, (a, b) \in \mathbb{Q}^2} S_{a,b},$$

and the proof is complete. ■

Proof of Proposition 8.1 Using (8.1) and the definitions of $m^+_\omega$ and $m^-_\omega$ we have for every $x \in \Omega$

$$m^-_\omega(x) \leq \lim_{\delta \to 0} \frac{m(Q(x) \setminus B(x, \delta))}{\delta d} \leq \lim_{\delta \to 0} \frac{m(Q(x))}{\delta d} \leq m^+_\omega(x).$$

By Lemma 8.5 we obtain

$$m^-_\omega(x) = m^+_\omega(x) = \lim_{\delta \to 0} \frac{m(Q(x))}{\delta d} \quad \text{a.e. in } \Omega$$

which completes the proof. ■

If $L : \Omega \times \mathbb{M}^{m \times d} \to [0, \infty]$ is a Borel measurable integrand then for each $\xi \in \mathbb{M}^{m \times d}$ we denote by $m_\xi : \text{Cub} \to [0, \infty]$ the set function defined by

$$m_\xi(Q) = \inf \left\{ \int_Q L(x, \xi + \nabla \varphi(x)) dx : \varphi \in W_0^{1,p}(Q; \mathbb{R}^m) \right\}.$$

8.1. Proof of Proposition 8.2 The Proposition 8.2 follows from Proposition 8.1 by noticing that

$$ZL(x, \xi) = \lim_{\varepsilon \to 0} \frac{m_\xi(Q(x))}{\varepsilon^d},$$

and by using the following result.

Lemma 8.6. If $[A_3]$ holds then for every $x \in \Omega$ and every $\xi \in \text{dom} L(x, \cdot)$ we have

$$\lim_{\varepsilon \to 0} \frac{m_\xi(Q(x))}{\varepsilon^d} \leq \lim_{\delta \to 0} \frac{m^+_\xi(Q(x))}{\delta^d}. \tag{8.7}$$

Proof. Fix $\varepsilon \in [0, 1]$ and $s \in (0, 1]$. Fix $x \in \Omega'$ where $\Omega' = \{ x \in \Omega : \text{dom} L(x, \cdot) \subset A_L(x) \}$ which satisfies $|\Omega \setminus \Omega'| = 0$ since $[A_3]$. Fix $\xi \in \text{dom} L(x, \cdot)$ and fix $\delta \in [0, 2(2s-1)^{1/d}]$. Choose $\{ Q_i \}_{i \geq 1} \subset F_{s, \varepsilon, \delta}(Q(x))$ such that $|Q(x) \setminus \bigcup_{i \geq 1} Q_i| = 0$, $Q_i \cap Q(x) \neq \emptyset$ for all $i \geq 1$, and

$$\sum_{i \geq 1} m_\xi(Q_i) \leq \frac{\delta s^d}{2} + m^+_\xi(Q(x)). \tag{8.8}$$

If $Q_\delta = \bigcup_{i \geq 1} Q_i$ then $Q_\delta(x) \subset Q_\delta \subset Q_{s\varepsilon}(x)$. Indeed, on one hand we have $Q_\delta \subset \{ y \in \Omega : \text{dist}(y, Q(x)) < s^d \}$ and $\frac{\delta s^d}{2} + \varepsilon \leq s\varepsilon$, thus $Q_\delta \subset Q_{s\varepsilon}(x)$. On the other hand $Q(x) \setminus Q_\delta$ is open and $|Q(x) \setminus Q_\delta| \leq |Q(x) \setminus Q_\delta| = 0$, therefore $Q(x) \setminus Q_\delta = \emptyset$. It follows that $Q_\delta(x) \subset Q_\delta$ and so $Q(x) \subset Q_\delta$. 
For each \( i \geq 1 \) there exists \( \varphi^i_\delta \in W^{1,p}_0(Q_i; \mathbb{R}^m) \) such that

\[
\int_{Q_i} L(y, \xi + \nabla \varphi^i_\delta) dy \leq \frac{\delta \varepsilon^d}{2^{t+1}} + m_\varepsilon(Q_i).
\]

Define \( \varphi_\delta := \sum_{i \geq 1} \varphi^i_\delta|_{Q_i} \in W^{1,p}_0(O_\delta; \mathbb{R}^m) \). By taking account of (8.8) we have

\[
\int_{O_\delta} L(y, \xi + \nabla \varphi_\delta) dy = \sum_{i \geq 1} \int_{Q_i} L(y, \xi + \nabla \varphi^i_\delta) dy \leq \frac{\delta \varepsilon^d}{2} + \sum_{i \geq 1} m_\varepsilon(Q_i) \leq \delta \varepsilon^d + m_\varepsilon^2(Q_\varepsilon(x)).
\]

The function \( \varphi_\delta \) also belongs in \( W^{1,p}_0(Q_{\varepsilon c}(x); \mathbb{R}^m) \), and moreover

\[
\int_{Q_{\varepsilon c}(x)} L(y, \xi + \nabla \varphi_\delta) dy \geq \int_{Q_{\varepsilon c}(x)} L(y, \xi) dy - \int_{Q_{\varepsilon c}(x) \setminus Q_{\varepsilon c}(x)} L(y, \xi) dy \geq m_\varepsilon(Q_{\varepsilon c}(x)) - \int_{Q_{\varepsilon c}(x) \setminus Q_{\varepsilon c}(x)} L(y, \xi) dy.
\]

From [A4] we have

\[
\lim_{\varepsilon \to 0} \frac{1}{(s \varepsilon)^d} \int_{Q_{\varepsilon c}(x) \setminus Q_{\varepsilon c}(x)} L(y, \xi) dy = \lim_{\varepsilon \to 0} \left\{ s d \int_{Q_{\varepsilon c}(x)} L(y, \xi) dy - \int_{Q_{\varepsilon c}(x)} L(y, \xi) dy \right\} \leq (s^d - 1)L(x, \xi).
\]

From (8.10) and (8.11) it holds since \( s > 1 \)

\[
\lim_{\varepsilon \to 0} \frac{m_\varepsilon(Q_{\varepsilon c}(x))}{(s \varepsilon)^d} \leq (s^d - 1)L(x, \xi) + \delta + \lim_{\varepsilon \to 0} \frac{m_\varepsilon^2(Q_\varepsilon(x))}{\varepsilon^d}.
\]

But again since \( s > 1 \) we have

\[
\lim_{\varepsilon \to 0} \frac{m_\varepsilon(Q_{\varepsilon c}(x))}{(s \varepsilon)^d} = \lim_{\varepsilon \to 0} \sup_{r \varepsilon \in [0, x]} \frac{m_\varepsilon(Q_{r \varepsilon}(x))}{(s r)^d} = \lim_{\varepsilon \to 0} \sup_{r \varepsilon \in [0, x]} \frac{m_\varepsilon(Q_{r \varepsilon}(x))}{(s r)^d} = \lim_{\varepsilon \to 0} \frac{m_\varepsilon(Q_\varepsilon(x))}{\varepsilon^d}.
\]

Therefore from (8.12) we obtain

\[
\lim_{\varepsilon \to 0} \frac{m_\varepsilon(Q_\varepsilon(x))}{\varepsilon^d} \leq (s^d - 1)L(x, \xi) + \delta + \lim_{\varepsilon \to 0} \frac{m_\varepsilon^2(Q_\varepsilon(x))}{\varepsilon^d},
\]

letting \( s \to 1 \) and \( \delta \to 0 \) we obtain (8.7) and the proof is complete.

\[ \blacksquare \]
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