Precise reconstruction of the cosmic microwave background lensing potential can be achieved with deep polarization surveys by iteratively removing lensing-induced $B$ modes. We introduce a lensing spectrum estimator and its likelihood for such optimal iterative reconstruction. Our modelling share similarities to the state-of-the-art likelihoods for quadratic estimator-based (QE) lensing reconstruction. In particular, we generalize the $N^{(0)}$ and $N^{(1)}$ lensing biases, and design a realization-dependent spectral debiaser, making this estimator robust to uncertainties in the data modelling. We demonstrate unbiased recovery of the cosmology using map-based reconstructions, focussing on lensing-only cosmological constraints and neutrino mass measurement in combination with CMB spectra and acoustic oscillation data. We find this spectrum estimator is essentially optimal and with a diagonal covariance matrix. For a CMB-S4 survey, this likelihood can double the constraints on the lensing amplitude compared to the QE on a wide range of scales, while at the same time keeping numerical cost under control and being robust to errors.

\section{I. INTRODUCTION}

By probing the matter density fluctuations up to the last scattering surface, gravitational lensing of the Cosmic Microwave Background (CMB) is a powerful probe of the growth of structures, able to constrain the ΛCDM cosmological model, the neutrino mass scale, or modified gravity theories\cite{11}. State-of-the-art reconstructions of CMB lensing maps \cite{2-5} have been obtained with a quadratic estimator (QE) \cite{6}, which uses the anisotropic signatures of local shear and magnification distortions in the two-point function of the CMB. Optimal for current experimental noise levels, the QE will become inefficient for high-resolution, next generation survey data, such as CMB-S4 \cite{7}. Since the primordial B-mode signal is small, it is well known that in principle one may reconstruct the lensing signal almost perfectly from the observed polarization \cite{8}, provided noise and foregrounds levels are put well below the lensing B-mode power of $\sim 5\mu$K-arcmin. In this regime, likelihood-based methods will be able to greatly improve the lensing reconstruction by using effectively higher order statistics of the CMB fields \cite{9-13}.

The QE power spectrum is a four-point function of the CMB maps. In addition to the sought-after lensing signal power $C_{\ell}$, it contains other contributions, or ‘biases’, that can be characterized analytically. The dominant bias, $N^{(0)}_L$, is due to Gaussian (disconnected) contractions of the four CMB data maps \cite{14}, with a contribution from both the instrumental noise and CMB spectra. The next order bias (in an approach perturbative in the lensing power) is $N^{(1)}_L$. It is due to the non-Gaussian secondary trispectrum contractions of the CMB fields created by lensing, and is proportional to $C_{\ell}^{\phi\phi}$ \cite{15}. For a perfectly Gaussian lensing map, the next order term is $N^{(2)}_L$ which can be made negligible using suitable QE weights \cite{16}. The QE lensing map power spectrum can then be written schematically as

$$C_{\ell}^{\phi\phi}_{\text{QE}} \sim C_{\ell}^{\phi\phi} + N^{(0)}_L + N^{(1)}_L. \quad (1.1)$$

This neglects the large-scale structure and post-born bispectrum, which source an additional bias, $N^{(3/2)}_L$. As shown in Refs. \cite{17-20}, this bias is generally expected to be quite small in the QE reconstruction from polarization which we consider here. Eq. (1.1) then suggests that an estimate of the lensing power can be obtained by adequate subtraction of the bias terms. For parameter inference this is only slightly more complicated in practice, since the model-dependence of the QE response and of the biases on the CMB power spectra must be taken into account for the construction of an adequate spectrum likelihood [see e.g. 4].

A lensing map reconstructed with a likelihood-based approach is a highly complicated function of the data, and it is analytically out of reach to track the contributions to its power spectrum in a systematic manner. In this paper we investigate the lensing power spectrum from the optimal lensing map reconstruction developed in \cite{12}, showing that it shares a structure similar enough to the QE spectrum in Eq. (1.1) that it is possible to use the very same type of likelihood construction to perform unbiased parameter inference. While the biases in this case are not four-point statistics of the data, they can nevertheless be accurately obtained with very similar calculations.

Compared to recent early attempts at Monte-Carlo sampling the lensing power \cite{11, 21}, this provides an absolutely massive reduction in numerical cost while reaching the expected improvements of likelihood-based methods as pioneered by Ref. \cite{8}. We demonstrate this by performing parameter inference within ΛCDM and ΛCDM + $\sum m_\nu$ models using optimal lensing map spectra as reconstructed on the full-sky with curved-sky geometry. Our framework is also directly applicable to small and large sky areas inclusive of real-world non-idealities like sky cuts or inhomogeneous noise. The inner workings of this first curved-sky iterative reconstruction code making this possible will be presented elsewhere \cite{22}.

State-of-the-art CMB lensing reconstructions make use of a robust, realization-dependent (RD) subtraction method of
II. ITERATIVE LENSING SPECTRUM ESTIMATOR

We start by reviewing briefly the maximum a posteriori (MAP) lensing reconstruction and discuss its normalization. We follow the algorithm of Ref. [12], which has been demonstrated to work on data [27]. We then present our analytical predictions of the responses and biases, including RD-$N_L^{(0)}$.

A. Estimator and normalization

Let $X^\text{dat}$ be an observed lensed CMB field (in what follows the Stokes parameters Q or U) including instrumental noise, and $\phi$ the lensing potential field (we neglect the small curl component here [9]). Assuming the unlensed CMB and noise fields are Gaussian, we can define the log-likelihood

$$\ln \mathcal{L}(X^\text{dat}|\phi) = -\frac{1}{2} X^\text{dat} \delta \phi^{-1} X^\text{dat} - \frac{1}{2} \ln \det \delta \phi ,$$

where $\delta \phi$ is the observed CMB (so including noise) covariance for fixed lenses, which can be modelled (to some workable approximation at least) using a fiducial model for the data noise, beam and transfer function, as well as fiducial unlensed CMB spectra with lensing and delensing operators at a given $\phi$ [see 12 for more details]. Using a Gaussian prior on the lensing potential with fiducial power spectrum $C_L^{\phi,\text{fid}}$, we obtain the log-posterior

$$\ln \mathcal{P}(\phi|X^\text{dat}) = \ln \mathcal{L}(X^\text{dat}|\phi) - \frac{1}{2} \sum_{LM} \hat{\phi}_{LM} \hat{\phi}_{LM}^{\text{fid}} C_L^{\phi,\text{fid}} .$$

The MAP lensing estimate $\hat{\phi}_{\text{MAP}}^{\text{L}}$ is defined as the one maximizing this posterior. Since the prior gradient is proportional to $\phi$ we can rearrange and write\footnote{Formally, $2\delta / \delta \phi^\dagger$ here means the harmonic transform of the variation $\delta / \delta \phi(\hat{h})$ involving only real-valued variables.}

$$\hat{\phi}_{LM}^{\text{MAP}} = C_L^{\phi,\text{fid}} \frac{2\delta \ln \mathcal{L}}{\delta \phi_{LM}} |_{\phi = \hat{\phi}_{\text{MAP}}}$$

$$= C_L^{\phi,\text{fid}} \left( g^{\text{QD}}_{LM} - \langle g^{\text{QD}}_{LM} \rangle_{\hat{\phi}_{\text{MAP}}} \right)$$

(2.3)

where we introduced the quadratic gradient piece $g^{\text{QD}}$.

$$g^{\text{QD}}_{LM} = -X^\text{dat} \delta \phi^{-1} \delta \mathcal{C}_{\text{MAP}} \delta \phi^{-1} X^\text{dat} .$$

(2.4)

In [23], its average $\langle g^{\text{QD}}_{LM} \rangle_{\hat{\phi}_{\text{MAP}}}$, which is also the first variation of the log-determinant term, is the mean field, just like in the traditional QE analysis, with the difference that the deflection field is fixed to $\hat{\phi}_{\text{MAP}}$ in the average over realizations of the fiducial model. Explicit expressions for the quadratic piece in terms of spin-weight harmonic transforms are given in appendix A of [12].

The quadratic gradient piece has implicit dependence on $\hat{\phi}_{\text{MAP}}$ through the delensing operators involved in the inverse variance filtering step $\delta \mathcal{C}_{\text{MAP}}^{-1}$, applied to the data maps. Nevertheless, Eq. (2.3) shows that the MAP estimate truly is quadratic in these delensed data maps.

Consider now the response to the true lenses

$$\mathcal{W}_{LM,L'M'} = \frac{\hat{\phi}_{\text{MAP}}^{\text{L}}}{\delta \phi_{LM}} \frac{\delta \phi_{L'M'}}{\delta \phi_{LM}} .$$

(2.5)

Since we are maximizing a posterior rather than a likelihood, we expect $\mathcal{W}$ to be a Wiener-filter: unity on resolved scales and suppressed elsewhere. Using Eq. (2.3), we can write:

$$\mathcal{W}_{LM,L'M'} = C_L^{\phi,\text{fid}} \left[ \delta \phi_{LM} \delta \phi_{L'M'} \delta \phi_{LM} \delta \phi_{L'M'} \right]_{\text{MAP}} .$$

(2.6)

The left term of the above equation corresponds to the response of the estimator to the true lensing potential field. This is the direct analog to the standard QE response, for which we use similar notation $\mathcal{R}$. The right term comes from the implicit dependency on $\phi_{\text{MAP}}$. This is equal to $-\mathcal{H} \mathcal{W}$, with $\mathcal{H}$ the log-likelihood Hessian curvature matrix. This results in the matrix equation $\mathcal{W} = C_L^{\phi,\text{fid}} (\mathcal{R} - \mathcal{H} \mathcal{W})$, or

$$\mathcal{W} = \left[ \frac{1}{C_L^{\phi,\text{fid}}} + \mathcal{H} \right]^{-1} \mathcal{R} .$$

(2.7)

In the regime where the prior is irrelevant, $1/C_L^{\phi,\text{fid}}$ becomes negligible in front of $\mathcal{H}$, and assuming that the reconstruction...
must be unbiased, we can write \( H^{-1}R \sim 1 \) the identity matrix. For practical purposes we may tentatively work with a simple isotropic approximation:

\[
W_L \equiv \left[ \frac{1}{C_{L}^{\phi, \text{fid}}} + R_L \right]^{-1} R_L = \frac{C_{L}^{\phi, \text{fid}}}{C_{L}^{\phi, \text{fid}} + 1/R_L}. \tag{2.8}
\]

This is indeed a Wiener-filter with fiducial noise the inverse response \( N_L = 1/R_L \). This relation stands in direct analogy to the standard QE, where the reconstruction noise level \( N^{(0)} \) is the exact inverse of the estimator response, provided the estimator weights are chosen to be optimal and the fiducial noise and CMB model match perfectly that of the data \[28\]. We stick to the notation \( R \) instead of \( N \) to emphasize that it behaves like a response, independent of the data noise maps and true lenses, as we empirically confirm in the next section.

B. Likelihood construction, response and bias calculations

We use as our lensing data-vector the normalized raw spectrum

\[
\hat{C}_{L}^{\phi} = C_{L}^{\phi, \text{MAP}, \text{MAP}} / W_{L}^{2, \text{fid}}, \tag{2.9}
\]

where \( C_{L}^{\phi, \text{MAP}, \text{MAP}} \) is the pseudo power spectrum of the estimated \( \hat{\phi}^{\text{MAP}} \), and \( W_{L}^{2, \text{fid}} \) is our squared fiducial Wiener filter as defined by Eq. \[2.8\]. To build the spectrum likelihood we must consider the case where the fiducial cosmology assumed to reconstruct the lensing map, denoted by the superscript \( \text{fid} \), is different from the sampled cosmology, denoted by \( \theta \). The negative log-likelihood is

\[
-2 \ln L(\theta) = \left( \hat{C}_{L}^{\phi} - C_{L}^{\text{pred}}(\theta) \right) \text{Cov}_{LL}^{-1} \left( \hat{C}_{L}^{\phi} - C_{L}^{\text{pred}}(\theta) \right), \tag{2.10}
\]

where

\[
C_{L}^{\text{pred}}(\theta) = \frac{W_{L}^{2}(\theta)}{W_{L}^{2, \text{fid}}} \left[ C_{L}(\theta) + N_{L}^{(1)}(\theta) \right] + \frac{W_{L}^{2}(\theta)}{W_{L}^{2, \text{fid}}} R_{L}^{2, \text{fid}} R_{L}(\theta) \text{RD}^{-N_{L}^{(0)}}, \tag{2.11}
\]

and the covariance matrix \( \text{Cov}_{LL} \) is estimated from simulations (see Sec. \[2.8\]).

The response \( R_L \) and the \( N_{L}^{(0)} \) and \( N_{L}^{(1)} \) biases are obtained by assuming that they follow the same analytical expressions of the standard QE, but replacing the lensed CMB and lensing convergence spectra in the weights of the estimator by partially delensed CMB and lensing convergence spectra. We proceed as follows. Starting from fiducial and sampled lensing spectra, \( C_{L}^{\phi, \text{fid}} \) and \( C_{L}^{\phi}(\theta) \), and fiducial and sampled unlensed CMB spectra \( C_{L}^{EE, \text{fid}} \) and \( C_{L}^{EE}(\theta) \), we iteratively compute the partially-delensed lensing spectra and the corresponding partially-lensed CMB spectra. We iterate the following three steps:

1. compute the partially-lensed (at the very first iteration fully-lensed) CMB spectra for the fiducial and sampled models, together with the non-perturbative ‘grad-lensed’ spectra using the partially-lensed (at first fully lensed) lensing spectra.

2. calculate a QE reconstruction noise level \( N_{L}^{(0)} \) using the fiducially-lensed spectra as QE weights and the sampled partially-lensed spectra in the lensing response. We turn this into a cross-correlation coefficient \( \rho_L = C_{L}^{\phi, \text{fid}}(C_{L}^{\phi, \text{fid}} + N_{L}^{(0)}) \) of the lensing tracer.

3. from \( \rho_L \), update the fiducial and sampled partially-delensed lensing deflection spectra, given by \((1 - \rho_L^2) C_{L}^{\phi, \text{fid}}(1 - \rho_L^2) C_{L}^{\phi}(\theta) \). We implicitly assume that this is what the MAP reconstruction is achieving.

This procedure converges after a handful of steps. We can then calculate final estimates of the unnormalized \( N^{(0)} \) and \( N^{(1)} \) biases, for any choice of fiducial and sampled spectra. The response \( R_L(\theta) \) is calculated in the same way, using \( C_{L}^{EE}(\theta) \) but always \( C_{L}^{\phi, \text{fid}} \) as lensing potential input. Our procedure is similar to the approaches of Ref. \[30, 31\].

Using the MAP estimate and the fiducial model assumed in the reconstruction procedure, we build simulations of the observed CMB where the unlensed CMB has been deflected by \( \nabla \hat{\phi}^{\text{MAP}} \), and the noise maps follow the fiducial noise model. This forms a set of simulation labeled ‘s’. We then build quadratic estimates in the same way as the likelihood gradients \( \partial \ln L / \partial \theta \) (inclusive of the presence of \( \nabla \hat{\phi}^{\text{MAP}} \) in the filters), with the difference that on one of the two legs we use the actual data map, and on the second one a simulation. This gives a set of ‘estimates’ \( g_{ds} \), where by construction the response to lensing has been suppressed. We also form similar estimates \( g_{ds} \) with a simulation on one leg, and another independent simulation (but still using the same deflection field \( \nabla \hat{\phi}^{\text{MAP}} \)) on the second leg. We then take the auto pseudo spectra of these two sets, noted \( C_{L}^{s} \) and \( C_{L}^{h} \) respectively. The combination

\[
\text{RD}^{-N_{L}^{(0)}(\theta)} = \frac{1}{R_L^2} \left\langle 4 \hat{C}_{L}^{s} - 2 \hat{C}_{L}^{h} \right\rangle_{MC} \tag{2.12}
\]

is then our realization-dependent \( N^{(0)} \) noise estimate. This \( \text{RD}^{-N_{L}^{(0)}} \) is used to debias the power spectrum: we only need to compute it for the final lensing estimate \( \hat{\phi}^{\text{MAP}} \), and not at each step of the iterative lensing reconstruction.

We apply two empirical percent-level corrections, one to the Wiener-filter and one to the response \( R_L \), using fiducial simulations (see below Sec. \[3.4\]), and we neglect any

\[2\] The response function is computed with the grad-(partially)lensed spectra (defined as the cross-spectra of the CMB fields with their gradient, see Appendix C. of \[29\]) which provide the most precise non-perturbative estimate of the response of the CMB spectra to lensing \[29\]. In the case of reconstruction from polarization considered here usage of these is only a tiny correction to the (partially-)lensed spectra however.
cosmology dependence of these corrections. The parameter dependency of $W$ in the first line of (2.1) and the prefactor to $RD-N_L$ in the second line only enter through $C^L_{EE}(\theta)$, which is very tightly constrained by the CMB data, making their variation a tiny correction across a realistic MCMC chain. Furthermore, provided $RD-N_L$ is close to the fiducial, these two terms cancel to a very large extent. Larger is the $C^{\phi^2}(\theta)$ dependence that enters $N_L^{(1)}$ correction, but this is also a small effect in most relevant cases. By looking at reconstructions from simulations with intentionally grossly exaggerated deviations we can sanity check our implementation. To speed up computations while sampling the likelihood, we linearize around the fiducial model for the Wiener-filter, the response and the $N_L^{(1)}$ bias in $C^{\phi^2}(\theta) - C^{\phi^2,\text{fid}}$ and $C^L_{EE}(\theta) - C^L_{EE,\text{fid}}$, following the now standard approach of [2,4,25,32] which we found perfectly fit for our purpose.

With this linearized likelihood, we can also produce lensing-only constraints by marginalizing out the uncertainty in the true CMB spectra [4]. This introduces small additional effects from using the observed realization of the CMB spectra to calculate the filter and responses, and of augmenting the covariance matrix by $\sum_{\ell} \sigma_{\ell}^2 \frac{\partial C_{\ell,EE}}{\partial C_{\ell,EE}} + \frac{\partial C_{\ell,EE}}{\partial C_{\ell,EE}}$, where $\sigma_{\ell}^2$ is the $E$-spectrum covariance, assumed here to be diagonal. In our configuration this results in a 2% to 4% increase on the cosmology dependence of these corrections. The parameter $RD$ is also a small effect in most relevant cases. By looking at simulations with tweaked input lensing potential power, the first has the bias estimated in this fiducial normalization to correct the $W_L$ in the rest of our analysis, as justified by the lower panel. On the largest scales the empirical Wiener-filter is slightly larger than unity. This is due to our approximate treatment of the mean field which speeds up the computations but is otherwise inconsequential. Lower panel: Difference between the $W_L$ bias shown in the upper panel and three test cases discussed in the text: adding a large atmospheric noise component in the input map (green dots), having an input lensing spectrum lowered by 10% (red dots) compared to the fiducial one, and when we multiply this input spectrum by a wiggling function (brown dots). In these three very extreme cases the $W_L$ bias has less than 0.2% difference from the fiducial case normalization bias.

III. RESULTS

A. Lensing power spectrum

We simulate several curved-sky, full sky CMB realizations with variations in the $\phi$ and $E$-mode inputs, with Gaussian noise corresponding roughly to CMB-S4 wide configuration with polarization noise level of $\Delta_P = \sqrt{2} \mu Kac/min and a beam FWHM of 1 arcmin. We start by checking empirically the Wiener-filter $W$ of the $\phi^{\text{MAP}}$ reconstructions, all performed using the same fiducial cosmology. We estimate an effective Wiener-filter from a cross-spectrum to the input lensing map

$$\hat{W}_L = \left( \begin{array}{c} C^{\phi^2,\text{MAP}}_L \\ C^{\phi^2,\phi^2}_L \end{array} \right).$$

Fig. 1 compares the empirical Wiener-filter to our prediction. The lower panel of this figure confirms two important and not a-priori obvious points making the spectrum likelihood tractable: the Wiener-filter is independent of both the actual data noise and of the true lensing signal. To show this clearly we have used some extreme deviations from the fiducial model. To illustrate the first point we have included a large atmospheric noise component in the simulated data map, corresponding to the green points, given by $N_L = \Delta_{\phi}^2 \left( 1 + \left( \frac{\ell}{700} \right)^{-1.4} \right)$, which is completely ignored in the covariance model of the reconstruction, using white noise power $\Delta_{\phi}^2$. To illustrate the second point, we have used simulations with tweaked input lensing potential power. The first has an amplitude decreased by 10% (red points), in the second a strong oscillatory signal has been superimposed to the fiducial spectrum, of the form of a factor $(1 + 0.1 \sin(2\pi \ell/200))$ (brown points).

As already mentioned in the previous section, we correct empirically two analytical ingredients of the MAP spectrum using four independent simulations where the cosmology matches exactly the fiducial model of the reconstruction. The first correction is to the Wiener-filter, as shown in Fig. 1. The second is to the response $R$: we rescale $R_L$ such that $\left< RD-N_L^{(0)} \right> = 1/R_L$, as should hold for a QE with optimal weights.

Fig. 2 shows the estimated lensing spectra, for both QE and MAP estimators, after subtracting it by the spectrum of the input map (cancelling cosmic variance), as well as by the estimated $RD-N_L$ bias. This shows that the estimated $RD-N_L$ and $N_L^{(1)}$ are accurate predictions of the biases in the estimated lensing spectra. The $N_L^{(1)}$ bias predictions starts to be less accurate at the lowest lensing multipoles, possibly in part because they are calculated in the flat-sky approximation. Since $N_L^{(1)}$ is very small on these scales this is of no significant relevance. In our likelihoods the $N_L^{(1)}$ bias for the MAP

FIG. 1. Upper panel: Ratio of the empirical Wiener-filter, estimated from the cross correlation of the input lensing potential $\phi^{\text{in}}$ and the estimated $\phi^{\text{MAP}}$, over the fiducial Wiener-filter $W^{\text{fid}}_L$. Error bars show the standard error in each bin. Our analytical predictions provide a normalization of $\phi^{\text{MAP}}$ with a bias of at most $\sim 3\%$. We use the bias estimated in this fiducial normalization to correct the $W_L$ in the rest of our analysis, as justified by the lower panel. On the largest scales the empirical Wiener-filter is slightly larger than unity. This is due to our approximate treatment of the mean field which speeds up the computations but is otherwise inconsequential. Lower panel: Difference between the $W_L$ bias shown in the upper panel and three test cases discussed in the text: adding a large atmospheric noise component in the input map (green dots), having an input lensing spectrum lowered by 10% (red dots) compared to the fiducial one, and when we multiply this input spectrum by a wiggling function (brown dots). In these three very extreme cases the $W_L$ bias has less than 0.2% difference from the fiducial case normalization bias.
 FIG. 2. Estimated lensing spectra subtracted by the input potential map spectrum (suppressing cosmic variance) for the QE (blue diamonds) and MAP estimators (orange diamonds). These should correspond to the sum of the RD-$N_L^{(0)}$ and $N_L^{(1)}$ biases, shown as solid lines. Also shown are the estimated spectra subtracted by the input spectrum and by RD-$N_L^{(0)}$ (in blue and orange circles for the QE and the MAP respectively). These should be dominated by the $N_L^{(1)}$ bias, with our analytical predictions shown as the dotted lines. The grey line shows the fiducial lensing spectrum.

is set to zero for $L < 50$. We also see that for $L \sim 800$, the RD-$N_L^{(0)}$ bias is reduced by a factor of two with the MAP, owing to the reduction in $B$-power achieved by the iterations. $N_L^{(1)}$, also proportional to the residual lensing power, is suppressed even further.

The robustness of our predicted lensing spectrum $C_{L}^{\text{pred}}$ with respect to the fiducial and true spectra is shown in Fig. 3. We estimate $C_{L}^{\phi\phi}$ for the same three extreme cases of Fig. 1. These three spectra are all normalized with the same $W_L$ corrected for the bias of the fiducial case. The predictions $C_{L}^{\text{pred}}$ include either the $N_L^{(0)}$ or the RD-$N_L^{(0)}$ and the $N_L^{(1)}$ biases. For illustrative purposes, we use here the lensing spectrum of the input maps to cancel cosmic variance instead of the true lensing spectrum. In non-fiducial cases, the $N_L^{(0)}$ debiaser cannot recover an unbiased prediction of the reconstructed spectrum. Debiasing with RD-$N_L^{(0)}$ and including the corrections at first order in $C_{L}^{\phi\phi}(\theta) - C_{L}^{\phi\phi,\text{fid}}$ and $C_{L}^{EE}(\theta) - C_{L}^{EE,\text{fid}}$ for the response and $N_L^{(1)}$ bias allows to get an accurate prediction of the estimated spectrum $C_{L}^{\phi\phi}$.

To obtain the covariance matrix, we estimate the QE and MAP lensing spectra from 1024 flat-sky simulations, as well as their RD-$N_L^{(0)}$. Fig. 4 shows the correlation matrices (the covariance matrix normalized by the diagonal) for the QE and MAP spectra, with and without realization dependent debiasing. We see that, even without realization dependent debiasing, the MAP spectrum is less correlated between different multipole bins. The decrease of non-diagonal correlations using a realization debiaser seems to be negligible, and is only visible in the highest multipole bins ($L > 1500$). It appears this reduction of non-diagonal correlations is less important in the MAP than it is for the QE spectrum. On Fig. 5 we show

the cumulative signal to noise ratio (SNR) given by

$$\text{SNR}(L_{\text{max}}) = \sqrt{\sum_{L_{\text{min}}}^{L_{\text{max}}} C_{L}^{\phi\phi,\text{fid}} \text{Cov}_{LL}^{-1} C_{L}^{\phi\phi,\text{fid}}}.$$  \hspace{1cm} (3.2)

The cumulative SNR of the QE with a realization dependent debiaser saturates around 190 at $L_{\text{max}} = 1000$, while for the MAP the SNR keeps increasing up to $\sim 340$ at $L_{\text{max}} = 1500$. The information gained with the use of the RD-$N_L^{(0)}$ is less important for the MAP than for the QE, because the covariance matrix of the MAP is already optimal in the range of scales which contain most of the signal.

B. Cosmological parameter estimation

We demonstrate the potential of our MAP spectrum estimator to obtain constraints on cosmological models for a CMB-S4 experiment. First, using only our lensing likelihood we measure the constraints on the $\sigma_8$-$\Omega_m^0$ parameter combination. Second, we let free the sum of neutrino masses and obtain constraints on it by adding CMB and baryonic acoustic oscillations (BAO) likelihoods. To check that our pipeline is unbiased, we simulate two datasets, each in a different cosmology. The first one is the Planck FFP10 model with

https://github.com/carronj/plancklens/blob/master/plancklens/data/cls/FFP10_wdipole_params.ini
Both cosmologies we simulate five full-sky lensed CMB, with CMB-S4 noise level, and we estimate the MAP lensing spectrum from the polarization maps. These spectra are binned between $L_{\min} = 10$ and $L_{\max} = 1500$ with a step $\Delta L = 10$ up to $L = 100$, and a step $\Delta L = 50$ above. The covariance matrix for $L > 100$ is obtained from lensing spectra estimated with 1024 flat-sky simulations of $645 \, \text{deg}^2$ each. This matrix is normalized in order to reproduce a 40% sky fraction. The larger scales, $L < 100$, use an analytical Gaussian covariance with same sky fraction. We sample our likelihoods with the code Cobaya [33], using an adaptive MCMC sampler [34,35], and the Boltzmann code CAMB [36,37].

The sensitivity of CMB lensing to $\Lambda CDM$ cosmological parameters is discussed in [38,39]. There is a three parameter degeneracy $\sigma_8 - \Omega_m - H_0$ 'tube', which projects onto a tightly constrained $\sim \sigma_8\Omega_m^{0.25}$. For our lensing-only constraints, we use the same priors as the Planck analysis [4], most notably a prior on the baryon density from abundance measurements that constrains the sound horizon (a prior much weaker than the constraints expected from CMB-S4). The marginalized posterior on the CMB lensing parameter are shown in the lower panel of Fig. 6, where we also show for comparison the constraints from the Planck lensing-only analysis [4]. For both input cosmologies we recover an unbiased estimate of the $\sigma_8\Omega_m^{0.27}$ parameter combination, with constraints about seven times better than current best data (the 0.27 exponent was found with a principal component analysis of our chains).

CMB lensing is sensitive to the sum of neutrino masses through the suppression of the growth on scales smaller than the free streaming scale [41]. Combining primordial CMB spectra and BAO can break the CMB degeneracies by putting constraints on the sound horizon at low and high redshift [42]. Good knowledge of the optical depth to reionization $\tau$ fixes then the primordial fluctuation amplitude. Combining CMB + BAO + CMB lensing then provides a constraint on the neutrinos total mass. Current tightest constraints on the neutrino masses obtained by combining CMB + BAO + CMB lensing datasets are of $\sum m_\nu < 0.12 \, \text{eV}$ (95% confidence level) [43], and the CMB-S4 + DESI BAO + CMB-S4 lensing combination is expected to be able to detect to high significance the minimal neutrino mass allowed by terrestrial experiments [7]. We sample the seven parameters of the $\Lambda CDM + \sum m_\nu$ model for the combined posterior including CMB and BAO likelihoods, with or without our MAP lensing likelihood. We include a Gaussian prior $\sigma_8 = 0.002$. This corresponds roughly to the cosmic variance limit for a full sky polarization survey such as LiteBIRD [44]. Our simulated CMB data vector is a set of simulated TT, TE and EE CMB unlensed spectra ranging from $\ell_{\min} = 30$ to $\ell_{\max} = 3000$, with covariance rescaled to 40% of the sky observations. The BAO likelihood reproduces the one used to forecast the DESI survey [45], following the recipe of [46]. We include the main galaxy sample, the low redshift bright galaxy sample, and the high redshift Lyman-$\alpha$ quasar survey, for a total redshift range from $z = 0.05$ to $z = 3.55$. The marginalized constraints on the sum of neutrino masses are shown in the upper panel of Fig. 6. In both the low- and high-mass cosmologies, our likelihood pipeline obtains an unbiased estimate of the true neutrino masses. We obtain a 3.8$\sigma$ (respectively 6.3$\sigma$ in the high mass case) detection of massive neutrinos, consistent with the forecasts presented in the CMB-S4 Science book [7].

While the total signal to noise ratio of the lensing spectrum
with the MAP is 80% higher than with the QE, the marginalized constraint on the sum of neutrino mass is only slightly improved. We obtain $\sigma_{m_\nu} = 0.016$ eV and $\sigma_{m_\nu} = 0.017$ eV for the MAP and QE respectively. This rather small difference is consistent with the Fisher analysis of [47]. This probably means that the marginalised constraint is not driven by the improvement in statistical power brought by the MAP estimator, but by degeneracies between cosmological parameters. To test this, we perform a principal component analysis of our chains on the parameters $\sum m_\nu$, $\Omega m$ and $\tau$, among the main parameters impacting the amplitude of the lensing power spectrum. We found that the combined parameter $I = (1 + \sum m_\nu - (\sum m_\nu)^{\text{fid}}) (\Omega m/\Omega_{m}^{\text{fid}})^{-1.7} (\tau/\tau^{\text{fid}})^{-0.18}$ gets better constraints with the MAP than with the QE, as shown on the lower panel of Figure 6. The $1\sigma$ constraints are of $\sigma_I = 6.7$ meV and $\sigma_I = 4.7$ meV with the QE and MAP respectively, corresponding to an improvement of 30%. This does not yet match the statistical improvement obtained by the MAP reconstruction, so there might still be some degeneracies left.

In order to assess the impact of the reionisation optical depth prior on the neutrino mass constraints, we compute the Fisher matrix for the combination of our CMB-S4 lensing potential, CMB-S4 unlensed and DESI BAO likelihoods as above. We use either the QE or the MAP lensing likelihoods. Fig. 7 shows the marginalized $1\sigma$ constraints on $\sum m_\nu$ as a function of the standard deviation of the Gaussian prior on $\tau$. When using the MAP lensing likelihood, we see that the constraint is of $\sigma_{m_\nu} = 0.016$ eV when $\tau$ is fixed (i.e. $\sigma(\tau)_{\text{prior}} = 0$) and increases to $\sigma_{m_\nu} = 0.027$ eV with a looser prior on $\tau$. This is in agreement with our constraints from the MCMC chains above (using the prior of $\sigma(\tau)_{\text{prior}} = 0.002$), and is also in agreement with the CMB-S4 forecasts [2]. Here also we see that the improvement from the QE to the MAP constraints is of only a few percents, and at best of 5% when $\tau$ is fixed. As we showed above, there are still degeneracies between cosmological parameters which have to be broken to reach the full statistical power of the MAP lensing reconstruction.

**IV. DISCUSSION**

In this paper we introduced a new CMB lensing power spectrum estimator, using optimal likelihood-based lensing reconstruction which carries much more signal to noise for experiments with low polarization noise. Keeping the numerical cost under control, in principle directly applicable to masked data or with other non-idealities, with a robust realization-dependent debiaser, this essentially solves several practical challenges facing reconstruction of the lensing power spectrum beyond the QE.

Our spectrum estimator uses altogether a single MAP lensing reconstruction, performed assuming a fiducial cosmological model. While the MAP reconstruction is much more expensive than its QE counterpart and dominates the overall numerical cost, the entire pipeline remains all things considered quite economical. As a point of comparison to the li-
FIG. 7. Upper panel: Marginalized 1σ Fisher constraints on the sum of neutrino masses as a function of standard deviation of the Gaussian prior on \( \tau \). Blue (orange) line combines the CMB-S4 and DESI BAO likelihoods with the QE (resp. MAP) lensing likelihood. The dashed line shows the prior of \( \sigma(\tau) = 0.002 \) we used in our MCMC analysis. Lower panel: Improvement (in percent) on the neutrino mass constraint when using the MAP instead of the QE lensing spectrum.

temperature, the recent iterative spectrum estimation proposal of Ref. [48] performs of O(10^3) MAP reconstructions. Owing to the somewhat arbitrary choice of fiducial cosmology, our estimator will be somewhat sub-optimal. However, our cosmological model is so tightly constrained already at the present time, that this can hardly be more than a percent-level effect.

We neglected several issues. CMB foregrounds (such as Galactic dust emission, Sunyaev-Zel’dovich effect, radio sources or the Cosmic Infrared Background), particularly in temperature, can bias the lensing reconstruction by creating non-Gaussian signatures in the observed CMB. [49–57]. It is not known yet what is the size of these biases in the MAP reconstruction. We also neglected the bias from the large-scale bispectrum [17–20], more relevant on the smaller scales probed by CMB-S4 lensing than it is today. This bias is especially important when performing a tomographic analysis of CMB lensing in cross-correlation with galaxy surveys [58–62], a promising probe of the growth of structures. Here also it is not yet known what is the importance of this bias when using the MAP reconstruction. For these cross-correlations, our results will be useful to model accurately the normalization of the MAP estimate. Finally, we did not discuss the origin of the small corrections to the fiducial Wiener-filter and response. As we showed, this does not limit nor bias our analysis, but there is room for a more precise analytical understanding of our results.

We did not consider masking and other instrumental non-idealities either in this work. The MAP reconstruction is known to work on realistic data. It is worth noting that all ingredients introduced here, inclusive of RD–\(N_L^{(0)}\), can be obtained in just the same way on a masked sky. It is well known that close the the mask boundaries, the QE isotropic normalization is inaccurate, and must be corrected for by small Monte-Carlo correction. In a preliminary analysis, we found as expected the same behavior for the MAP reconstruction, with a bias less than a few percents. This bias is of similar size to the one for the full-sky analysis presented in this paper, and hence it is simple to account for them jointly. Another important difference in the masked case is the much larger size of the low-\(L\) mean-field, induced by the large-scale anisotropies from notably the mask and scanning pattern. An exact treatment of this mean-field would in principle require the analysis of a number of simulations at each iteration step, multiplying the numerical cost by this number. However, Ref. [27] already demonstrated that one can make profit of the small size of the \(\phi\) dependence of the mean-field to use the QE mean-field estimate in each of the MAP iterations. For this reason we do not expect the mean-field to slow down the pipeline. We leave for future work the full adaptation of this analysis pipeline to more realistic simulations of the CMB-S4 survey (or other planned observations), or actual data.
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