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Abstract. Hilbertian kernel methods and their positive semidefinite kernels have known an extensive use in various fields of applied mathematics and machine learning, owing to their several equivalent characterizations. We here unveil an analogy with concepts from tropical geometry, proving that tropical positive semidefinite kernels are also endowed with equivalent viewpoints, stemming from Fenchel-Moreau conjugations. We give a tropical analogue of Aronszajn theorem, showing that these kernels correspond to a feature map, define monotonomous operators, and generate max-plus function spaces endowed with a reproducing property. They furthermore include all the Hilbertian kernels classically studied as well as Monge arrays. However, two relevant notions of tropical reproducing kernels must be distinguished, based either on linear or sesquilinear interpretations. The sesquilinear interpretation is the most expressive one, since reproducing spaces then encompass classical max-plus spaces, such as those of (semi)convex functions. In contrast, in the linear interpretation, the reproducing kernels are characterized by a restrictive condition, von Neumann regularity.

1. Introduction

Since the foundation of their theory (see Aronszajn [1950] for a historical summary), reproducing kernel Hilbert spaces (RKHSs) have played an eminent role among linear function spaces (Saitoh and Sawano [2016]), all the more in machine learning (Steinwart and Christmann [2008]; Schölkopf and Smola [2002]). However, optimization problems frequently involve some more intricate functions spaces requiring dedicated structures (Pallaschke and Rolewicz [1997]), such as the space of convex functions used in convex regression (e.g. Seijo and Sen [2011]). For instance, value functions, the solutions of the Hamilton-Jacobi-Bellman (HJB) equation in optimal control, are generically nonsmooth while still being semiconcave (Cannarsa and Sinestrari [2004]). Moreover, Lax-Oleinik semigroups, i.e., evolution semigroups of HJB equations with a Hamiltonian convex in the adjoint variable, are tropically linear. This fact spurred research in tropical functional analysis (Kolokoltsov and Maslov [1997]; McEneaney [2006]). At the price of a change to (max, +) operations, many concepts, e.g. operators, have been defined by analogy with the linear setting. This allowed to develop new classes of numerical methods for the HJB equation (Fleming and McEneaney [2000]; Akian et al. [2008]; McEneaney [2006, 2007]; Dower and McEneaney [2013]). Several research directions...
have been explored at the interface between tropical geometry, probability theory and machine learning. These include studies of the tropicalization of stochastic processes (Akian et al., 1994) or of Gaussian measures (Tran, 2020), tropical support vector machines (Yoshida et al., 2021), tropical principal component analysis (Yoshida et al., 2019) inspired by phylogenetic studies, quantification of the expressivity of deep neural networks (Zhang et al., 2018; Montúfar et al., 2021) or their approximation (Calafiore et al., 2020) through tropical methods. A survey of some of these approaches can be found in Maragos et al. (2021). The proper tropical analogue of RKHSs still remained elusive nonetheless.

One key property of RKHSs is indeed the versatility entailed by the multiple entry points to their theory, either through a real-valued kernel, a nonlinear feature map, a function space or an integral operator. In this article, we uncover similar links between a tropical kernel, a.k.a. a coupling function, its factorization, a tropical function space and monotone operators. Our construction revolves around the famed Fenchel-Moreau conjugations (see e.g. Singer, 1997, Chapter 8) with a particular role played by the assumption of symmetry of the kernel. A conjugation such as the Legendre-Fenchel transform is at the core of convex optimization. Similarly, conjugations appear in the dual formulation of optimal transport (Santambrogio, 2017, Section 4.1). Conjugations have been known since Singer (1984) to correspond to a tropical kernel (see also Akian et al., 2005, for the extension to general Galois connections). Recent applications of conjugations were investigated for instance in Volle et al. (2013); Chancelier and Lara (2021). We here combine the relation between conjugations and kernels with insights from Pallaschke and Rolewicz (1997, Chapter 1) on monotonicity to provide a more complete picture.

More precisely, as shown by Aronszajn (1950), the key result in the Hilbertian case is that positive semidefinite kernels coincide with reproducing kernels, i.e.

Theorem 1 (Aronszajn (1950)). Given a kernel \( k : X \times X \to \mathbb{R} \), the three following properties are equivalent:

i) \( k \) is a positive semidefinite kernel, i.e. a kernel being both:
   - symmetric: \( \forall x, y \in X, \ k(x, y) = k(y, x) \), and
   - positive: \( \forall M \in \mathbb{N}^*, \forall (a_m, x_m) \in (\mathbb{R} \times X)^M, \sum_{n=1}^{M} a_n a_m k(x_n, x_m) \geq 0 \);

ii) there exists a Hilbert space \( (\mathcal{H}, \langle \cdot, \cdot \rangle_{\mathcal{H}}) \) and a feature map \( \Phi : X \to \mathcal{H} \) such that
   - \( \forall x, y \in X, \ k(x, y) = \langle \Phi(x), \Phi(y) \rangle_{\mathcal{H}} \);

iii) \( k \) is the reproducing kernel of the Hilbert space (RKHS) of functions \( \mathcal{H}_k := \mathcal{H}_{k,0} \) where \( k_{k,0} \) is the completion for the pre-scalar product \( \langle k(\cdot, x), k(\cdot, y) \rangle_{k,0} = k(x, y) \) of the space \( \mathcal{H}_{k,0} := \text{span}\{k(\cdot, x) \}_{x \in X} \), in the sense that
   - \( \forall x \in X, \ k(\cdot, x) \in \mathcal{H}_k \) and \( \forall f \in \mathcal{H}, \ f(x) = \langle f, k(\cdot, x) \rangle_{\mathcal{H}} \).

Our goal is to obtain the analogue of Theorem 1 in a max-plus context, and our first main result can be stated informally as follows:

Theorem 2 (Tropical analogue of Aronszajn theorem). Given a kernel \( b : X \times X \to \mathbb{R} \cup \{-\infty\} \), the three following properties are equivalent

i) \( k \) is a tropically positive semidefinite kernel;
ii) there exists a factorization of $b$ by a feature map $\psi : X \to \mathbb{R}_{\text{max}}$ for some set $Z$;

iii) $b$ is the sesquilinear reproducing kernel of a max-plus space of functions $\text{Rg}(B)$, the max-plus completion of $\{\sup_{n \in \{1, \ldots, N\}} a_n + b(\cdot, x_n) \mid N \in \mathbb{N}^*, a_n \in \mathbb{R}_+, x_n \in X\}$, and $b$ defines a tropical Cauchy-Schwarz inequality over $\mathbb{R}_X$.

The precise statements are to be found in Proposition 2, Proposition 3, the definitions and notation being detailed below. While Aronszajn (1950) stresses the connection of reproducing kernels with inner products as in Theorem 1-ii), Schwartz (1964, Propositions 8 and 9) on the contrary approaches kernels through duality pairings. This duality viewpoint will prove important in the following and is summarized in a dictionary to be found in Table 1, translating the concepts from the Hilbertian to the tropical world.

Tropical positive semidefinite matrices have been investigated for discrete sets $X$ (Yu, 2014; Cartwright and Chan, 2012). In particular, Yu defined the tropical positive matrices as the image by the nonarchimedean valuation of the set of positive semidefinite matrices over a real closed nonarchimedean field, and showed that they are characterized by the positivity of their $2 \times 2$ tropical minors. This result will appear as a special case of the tropical positivity of kernels. We also provide an extension to the infinite dimensional setting of a theorem of Cartwright and Chan (2012) showing that any tropical positive semidefinite matrices can be factorized as in Theorem 2-ii) above. The tropicalization of the subclass of totally positive matrices was also investigated in Gaubert and Niv (2018). While our analysis tackles general sets $X$, we leverage the finite case to foster intuitions, and mostly for counter-examples.

As a matter of fact the tropical world can be equipped with two sets of operations, the “linear” $(\max, +)$ and the “sesquilinear” $(\max, \cdot)$. We shall see, as hinted at by the sesquilinear Legendre-Fenchel transform, that the “linear” interpretation of the reproducing property is more restrictive than the “sesquilinear” version. Indeed, we show in Theorem 4 that the “linear” reproducing kernels are characterized by von Neumann regularity; in particular, their ranges are images of linear retractions (idempotent linear maps). von Neumann regularity is much more restrictive in the tropical setting than in the Hilbertian setting: whereas any closed subspace of a Hilbert space is the range of a linear retraction (the orthogonal projection over this space), ranges of tropically linear retractions are rare, and for instance they do not include spaces of convex functions. This comes as a negative result on the descriptive ability of “linear” approaches, studied by e.g. Litvinov (2011).

It has been often hinted that max-plus analysis can be interpreted as a limit case of log-sum-exp operations, a property known as Maslov’s dequantization (Litvinov, 2005), akin to taking the limit in Planck’s constant in passing from quantum to classical mechanics. Similar interpolating relations between optimal transport and RKHSs have been discussed recently in Feydy et al. (2019). Our efforts are thus directed toward bridging the gap between the max-plus and the Hilbertian worlds, defining the adequate tropical analogue to RKHSs. This first enquiry opens many theoretical questions, concerning for instance the analogue to the topological characterization of RKHSs or to the minimal factorization of the kernel (see Steinwart and Christmann, 2008, Theorem 4.21). It also opens up the question of applications of the theory and of the computational advantages of tropical positive
semidefiniteness, since tropical kernels generally benefit from representer theorems (see Corollary 1 below).

The paper is structured as follows. Preliminaries on conjugations are summarized in Section 2. Section 3 introduces tropical positive definite kernels and their factorization. In Section 4, these kernels are identified with monotone operators and shown to lead to a tropical Cauchy-Schwarz inequality. In Section 5 we characterize the tropical ranges of symmetric kernels, which we define as tropical reproducing kernel spaces. The “linear” approach is investigated in Section 6. We conclude stating a representer theorem in Section 7.

2. Tropical functional analysis preliminaries

Notations: Let \( \mathbb{N} = \{0, 1, \ldots\} \), \( \mathbb{N}^* = \{1, 2, \ldots\} \), \( \mathbb{R}_+ \) and \( \mathbb{R}_+^* \) denote the set of natural numbers, positive integers, non-negative and positive reals, respectively. We use the shorthand \( [M] = \{1, \ldots, M\} \). The extended real line is denoted by \( \mathbb{R} = (-\infty, +\infty] \), we also use the notations \( \mathbb{R}_+ = (-\infty, +\infty) \) and \( \mathbb{R}_+ = [-\infty, +\infty) \).

These sets are equipped with the upper (resp. lower) addition and subtraction \( (\max,+) \) (resp. \( (\min,+) \)), extending the usual operations by indicating through a dot whether \(+\infty\) or \(-\infty\) is absorbing, e.g. \( \infty + (-\infty) = -\infty \). \( \infty - \infty = +\infty \). When \( \mathbb{R} \) is equipped with the \((\max,+)(\min,+)\) operations we denote it by \( \mathbb{R}_+ \) (resp. \( \mathbb{R}_+ \)). Given any sets \( X \) and \( E \), we denote by \( E^X \) the set of functions \( f \) from \( X \) to \( E \). If \( E \) is equipped with \((\min,+)\) operations we denote generically its elements by \( f \). A set \( G \) is a complete submodule of \( \mathbb{R}_+^X \) if it is stable under arbitrary sups and addition of constants. When \( X \) is equipped with a topology, a function \( f : X \to \mathbb{R} \) is said to be lower semicontinuous (l.s.c.) if its epigraph is a closed subset of \( X \times \mathbb{R} \).

In all that follows, given a set \( X \), a kernel \( b \) is a function from \( X \times X \) to \( \mathbb{R} \). We shall be interested in at least three specific kernels over \( X = \mathbb{R}^N \) equipped with its Euclidean norm \( \| \cdot \|_2 \) and inner product \( \langle \cdot , \cdot \rangle_2 \) or with a distance \( d \):

\[
(1) \quad b_c(x, y) = (x, y)_2, \quad b_{sc}(x, y) = -\|x - y\|_2^2, \quad b_L(x, y) = -d(x, y).
\]

These kernels are respectively related to the sets of proper convex l.s.c. functions, 1-semiconvex l.s.c. functions, and 1-Lipschitz functions w.r.t. the distance \( d \) (see Section 3). Given a kernel \( b \), we also consider the max-plus linear \( B \) and sesquilinear \( \bar{B} \) operators, defined over \( \mathbb{R}_+^X \) as

\[
(2) \quad B f(x) = \sup_{y \in X} b(x, y) + f(y), \quad \bar{B} f(x) = \sup_{y \in X} b(x, y) - f(y), \quad \forall x \in X, \ f \in \mathbb{R}_+^X,
\]

both with the convention that \(-\infty\) is absorbing. For instance, for \( b = b_c \), \( B \) is the Fenchel transform which is indeed sesquilinear as \( \bar{B}(\min(f,g)) = \max(\bar{B} f, \bar{B} g) \) and \( \bar{B}(f - \lambda) = \bar{B} f + \lambda \), effectively turning \((\min,-)\) into \((\max,+)\) operations. More formally:

Definition 1. A map \( B : \mathbb{R}_+^X \to \mathbb{R}_+^X \) is said to be

i) \( \mathbb{R}_+^X \)-linear if \( B(\sup\{f_i\}_{i \in I}) = \sup\{Bf_i\}_{i \in I} \) and \( B(f + \lambda) = Bf + \lambda \) (with \(+\infty\) absorbing on both sides), for any finite index set \( I \) and \( \lambda \in \mathbb{R}_+ \); we say in addition that \( B \) is continuous if \( B(\sup\{f_i\}_{i \in I}) = \sup\{Bf_i\}_{i \in I} \) holds even for infinite families.
ii) $\mathbb{F}_{\text{max}}$-sesquilinear if $B(\inf\{f_i\}_{i \in I}) = \sup\{Bf_i\}_{i \in I}$ and $B(f + \lambda) = Bf - \lambda$ (with $+\infty$ absorbing on the l.h.s. and $-\infty$ absorbing on the r.h.s.), for any finite index set $I$ and $\lambda \in \mathbb{R}$; we say in addition that $B$ is continuous if $B(\inf\{f_i\}_{i \in I}) = \sup\{Bf_i\}_{i \in I}$ holds even for infinite families.

The range $\text{Rg}(B)$ of $B$ is defined as the set of functions $g \in \mathbb{F}_{\text{max}}$ such that $g = Bf$ for some $f \in \mathbb{F}_{\text{max}}$.

The continuity notion we introduced needs actually to be defined more generally for our analysis. Recall than an ordered set $D$ is directed if for all $d, d' \in D$, there exists $d'' \in D$ such that $d \leq d''$ and $d' \leq d''$.

**Definition 2.** Let $\mathcal{G}$ and $\mathcal{H}$ be complete lattices. A map $B : \mathcal{G} \to \mathcal{H}$ will be said to be continuous, if for all directed subsets $D \subset \mathcal{G}$, $B(\sup D) = \sup B(D)$.

This is precisely the notion of continuity with respect to the [Scott topology](Gierz et al., 2003), which, as noted in Akian (1999); Cohen et al. (2004), is a canonical one in idempotent analysis. In particular, a $\mathbb{F}_{\text{max}}$-linear map is an order preserving self-map of $\mathbb{F}_{\text{max}}^X$, and one can check it is continuous iff the relation $B(\sup\{f_i\}_{i \in I}) = \sup\{Bf_i\}_{i \in I}$ holds for all infinite families of functions $\{f_i\}_{i \in I} \subset \mathbb{F}_{\text{max}}^X$. Dually, we shall think of a $\mathbb{F}_{\text{max}}$-sesquilinear map $B$ as being order preserving, from $\mathbb{F}_{\text{max}}$ equipped with the *opposite* to the standard order, to $\mathbb{F}_{\text{max}}$ equipped with the standard order. In this way a $\mathbb{F}_{\text{max}}$-sesquilinear $B$ can be seen to be continuous iff the relation $B(\inf\{f_i\}_{i \in I}) = \sup\{Bf_i\}_{i \in I}$ holds for all infinite families of functions $\{f_i\}_{i \in I} \subset \mathbb{F}_{\text{max}}^X$, in which the infima and suprema refer to the standard order. Observe that no ambiguity will arise from our convention because a (Scott) continuous map is automatically order preserving.

We define the indicator functions $\delta^1_x, \delta^\top_x \in \mathbb{F}^X$ as follows:

\begin{equation}
\delta^1_x(y) := \begin{cases}
0 & \text{if } y = x, \\
-\infty & \text{otherwise},
\end{cases} \quad \delta^\top_x(y) := \begin{cases}
0 & \text{if } y = x, \\
+\infty & \text{otherwise}.
\end{cases}
\end{equation}

The $\mathbb{F}_{\text{max}}$-sesquilinear and continuous maps, a.k.a. (Fenchel-Moreau) conjugations, have been characterized as the ones having a kernel as in (2).

**Proposition 1** (Theorem 3.1, Singer (1984)). A map $\bar{B} : \mathbb{F}^X \to \mathbb{F}^X$ is $\mathbb{F}_{\text{max}}$-sesquilinear and continuous if and only if there exists a kernel $b : X \times X \to \mathbb{F}$ such that $\bar{B}f(x) = \sup_{y \in X} b(x, y) + f(y)$. Moreover in this case $b$ is uniquely determined by $\bar{B}$ as $b(\cdot, x) = \bar{B}\delta^\top_x$.

**Remark 1.** By a change of sign, this result also holds for $\mathbb{F}_{\text{max}}$-linear operators, $Bf(x) = \sup_{y \in X} b(x, y) + f(y)$. We refer to Akian et al. (2003, Theorem 2.1) for extensions of Proposition 1 which is the tropical analogue of Riesz representation theorem in Hilbert spaces (see also Martinez-Legaz and Singer, 1990). The $\mathbb{F}_{\text{max}}$-sesquilinear and continuous maps verify that $\text{Rg}(\bar{B})$ is a max-plus completion in the sense that it is the smallest complete submodule of $\mathbb{F}_{\text{max}}^X$ containing

\footnote{Introducing two indicator functions is necessary because of change of signs and of the max – min duality.}
Table 1. Corresponding concepts between Hilbertian and tropical kernels

| Concept                  | Hilbertian kernel                                           | Tropical kernel        | Reference |
|--------------------------|-------------------------------------------------------------|------------------------|-----------|
| symmetry                 | $k(x, y) = k(y, x)$                                          | $b(x, y) \equiv b(y, x)$ | Def [4]   |
| positivity               | $\sum_{x, y} a_{x,y} k(x, x) \geq 0$                        | $b(x, y) + b(y, x) \geq b(x, y) + b(y, x)$ | Def [4]   |
| feature map              | $k(x, y) = (\Psi(x), \Psi(y))_{\mathbb{K}}$                 | $b(x, y) = \sup_{x \neq y} \psi(x, z) + \psi(y, z)$ | Prop [2] |
| duality bracket          | $(\mu, f)_{X, \cdot, X} \equiv \int_X f(y) \psi(y) \, dy$   | $\langle \hat{g}, f \rangle = \sup_{x \in X} f(x) - \hat{g}(x)$ | (5)       |
| kernel operator          | $K(\mu)(x) = \int_X k(x, y) \psi(y) \, dy$                  | $B(\hat{f})(x) = \sup_{y \in X} b(x, y) - \hat{f}(y)$ | Prop [1] |
| monotone operator        | $(\mu, K(\mu))_{X, \cdot, X} \geq 0$                       | $(\hat{f}, \hat{B}\hat{g}) \geq (\hat{f}, \hat{B}\hat{g}) + (\hat{g}, \hat{B}\hat{f})$ | Prop [3] |
| function space           | $\mathcal{H}_k = \text{span}(\{k(\cdot, x)\}_{x \in X})$    | $\text{Rg}(B) = \{\sup_{a \in \mathcal{H}} b(\cdot, x) | a \in \mathbb{R}_+\}$ | Prop [3] |
| reproducing property     | $f(x) = (k(\cdot, x), f(\cdot))_{\mathbb{K}}$              | $\hat{g}(x) = (\hat{B}\hat{g}, \hat{B}\hat{f}^T) = (\hat{B}\hat{g})(x)$ | Def [4]   |

\{sup_{n \in \{1, \ldots, N\}} a_n + b(\cdot, x_n) | N \in \mathbb{N}^*, a_n \in \mathbb{R}_+, x_n \in X\} and

\begin{equation}
\text{Rg}(B) = \{\sup_{x \in X} a_x + b(\cdot, x) | a_x \in \mathbb{R}_+\}.
\end{equation}

In the following, we also extensively use the following duality product over $\mathbb{R}_\text{min}^X \times \mathbb{R}_\text{max}^X$, denoting by $\hat{g}$ the elements of $\mathbb{R}_\text{min}^X$:

\begin{equation}
\langle \hat{g}, f \rangle := \sup_{x \in X} f(x) - \hat{g}(x), \quad \forall (\hat{g}, f) \in \mathbb{R}_\text{min}^X \times \mathbb{R}_\text{max}^X.
\end{equation}

This duality product allows to define the adjoint of an operator $B : \mathbb{R}_\text{max}^X \rightarrow \mathbb{R}_\text{max}^X$.

**Definition 3.** If it exists, the adjoint map $B'$ of a $\mathbb{R}_\text{max}$-sesquilinear map $B : \mathbb{R}_\text{max}^X \rightarrow \mathbb{R}_\text{max}^X$ is defined as the one such that:

\begin{equation}
\langle \hat{g}, B' \hat{f} \rangle = \langle \hat{f}, \hat{B} \hat{g} \rangle, \quad \forall (\hat{g}, \hat{f}) \in \mathbb{R}_\text{min}^X \times \mathbb{R}_\text{min}^X.
\end{equation}

If $B' = B$, then $B$ is said to be $\mathbb{R}_\text{max}$-hermitian. If $B$ is continuous with kernel $b(x, y)$, then $B'$ exists and corresponds to $b(y, x)$ [Singer 1997, Theorem 8.4].

3. Tropical positive semidefinite kernels

**Definition 4.** We say that a kernel $b : X \times X \rightarrow \mathbb{R}_+$ is a tropical positive semidefinite (tpsd) kernel if it is

i) symmetric: $\forall x, y \in X$, $b(x, y) = b(y, x)$, and

ii) tropically positive: $\forall x, y \in X$, $b(x, y) + b(y, x) \geq b(x, y) + b(y, x)$.

Notice that all the three kernels of $\{1\}$ are tropically positive semidefinite and finite-valued. Moreover Definition 4 implies that every Hilbertian positive semidefinite kernel is tropically positive semidefinite. Any square Monge matrix corresponds to a tpsd kernel, since the latter relaxes the Monge requirements on all

---

2This is also true for Hilbertian conditionally positive semidefinite (cpsd) kernels, those for which Theorem [1] only holds for $(a_m)_{m \in [M]} \in \mathbb{R}^M$ such that $\sum_{m=1}^M a_m = 0$. Note in the tropical setting we only need to require the property to hold for $M = 2$. For $M = 1$, tropical positivity is always satisfied since $b(x, x) \geq -\infty$. For $M > 2$ we refer to Proposition [8].

3A Monge matrix $B \in \mathbb{R}^{M \times N}$ is one for which $b_{ij} + b_{nj} \leq b_{ij} + b_{nj}$, for all $1 \leq i < m \leq M$ and $1 \leq j < n \leq N$. They correspond to submodular functions over discrete sets, we refer to
the 2-by-2 minors to only the principal minors. Similarly, the logarithm of any positive semidefinite kernel with nonnegative values is a tpsd kernel\footnote{This result is related to the relation between Hilbertian cpd and indefinitely divisible psd kernels (see e.g. Berg et al., 1984). For positive semidefinite kernels, the Gram matrices \((k(x,x) \quad k(x,y))\) are positive semidefinite. Thus, when considering their determinant, we obtain that \(k(x,x)k(y,y) \geq k(x,y)k(y,x)\). Taking the logarithm (since we allow tpsd kernels to have the \(-\infty\) value), we obtain the tropical positivity of \(\log(k)\).} An immediate consequence of Definition 4 is that the set of tropically positive semidefinite kernels is stable for the sum, when adding a constant in \(\mathbb{R}_+\), and for pointwise limits. Other examples of kernels include the opposite of powers of distances over any metric space, such as the Wasserstein distances in optimal transport, or the kernel \(b(X,Y) = -\|\text{Spec} \log(XY^{-1})\|_2^2\) over positive semidefinite matrices acting on \(\mathbb{R}^N\), with \(\text{Spec}\) denoting the eigenspectrum.

We chose to consider \(\mathbb{R}_+\)-valued kernels even though most of our kernels of interest are \(\mathbb{R}\)-valued. Nevertheless, the Dirac mass \(\delta^+_z\) is \(\mathbb{R}_+\)-valued and plays the role of a neutral element. Note that \(\delta^+_z\) is the logarithm of the Hilbertian psd “0-1” kernel defined as \(k(x,x) = 1\), \(k(x,y) = 0\) if \(x \neq y\). It is possible to extend our analysis to \(\mathbb{R}\)-valued kernels, although it would be cumbersome to keep under check two infinite values in our computations, as stressed in Singer (1997, Remark 8.25b). We first show that all tpsd kernels are translations of symmetric diagonal-vanishing and nonpositive-valued kernels (which can be interpreted as costs in a game context). This property may remind of Berg et al. (1984, Lemma 2.1, Proposition 3.2) stated for negative definite kernels.

**Lemma 1.** A kernel \(b : \mathcal{X} \times \mathcal{X} \to \mathbb{R}_+\) is tpsd if and only if there exists a function \(\phi : \mathcal{X} \to \mathbb{R}_+\) and a symmetric kernel \(b_0 : \mathcal{X} \times \mathcal{X} \to \mathbb{R}_+\), with \(b_0(x,x) = 0\) and \(b_0(x,y) \leq 0\) for all \(x, y \in \mathcal{X}\), such that
\[
(\phi(x) + b_0(x,y) + \phi(y)).
\]
Moreover, given \(b(\cdot, \cdot)\), we have that \(\phi(x) = b(x,x)/2\) and \(\text{Rg}(B) = \phi + \text{Rg}(B_0)\).

**Proof.** If \(b\) is tpsd, then we set \(\phi(x) = b(x,x)/2\). If \((\phi(x), \phi(y)) \in \mathbb{R}^2\), we pose \(b_0(x,y) := b(x,y) - \phi(x) - \phi(y)\), and set it to 0 otherwise. If \(\phi(x) = -\infty\) for some \(x \in \mathcal{X}\), then, by the tropical positivity of \(b\), \(b(x,y) = -\infty\) for all \(x \in \mathcal{X}\), whence \(b_0\) satisfies (6). Again the positivity of \(b\) yields that \(b_0\) is symmetric, diagonal-vanishing and nonpositive-valued. Conversely, if \(b\) is defined by (6), it is trivially tropical positive since \(b_0\) vanishes on the diagonal and is nonpositive-valued. Let \(f \in \text{Rg}(B)\), as per (3), we can find \((a_x)_{x \in \mathcal{X}} \in \mathbb{R}^\mathcal{X}_+\) such that, for any \(y \in \mathcal{X}\),
\[
f(y) = \sup_{x \in \mathcal{X}} a_x + b(y,x) = \phi(y) + \sup_{x \in \mathcal{X}} a_x + \phi(x) + b_0(y,x)
\]
so \(f \in \phi + \text{Rg}(B_0)\), the converse is shown similarly. \(\square\)

We now draw the connection with the characterization of Hilbertian positive semidefinite kernels \(k\) through feature maps, as in Theorem 1-ii). The result below shows the analogy with such a characterization for the tropical inner product over \(\mathbb{R}^\mathcal{X}_+\) defined by \((f, g)_{\text{sup}} = \sup_{z \in \mathcal{Z}} f(z) + g(z)\).
Proposition 2. Let \( b : \mathcal{X} \times \mathcal{Z} \to \mathbb{R}_+ \) be a kernel. The following properties are equivalent

i) \( b \) is tpsd;

ii) there exists a set \( \mathcal{Z} \) and a function \( \psi : \mathcal{X} \times \mathcal{Z} \to \mathbb{R}_+ \) such that

\[
b(x, y) = \sup_{z \in \mathcal{Z}} \psi(x, z) + \psi(y, z).
\]

Proof. \([1] \Rightarrow [2]\) Take \( \mathcal{Z} = \mathcal{X} \times \mathcal{X} \), and consider the function \( \psi \) such that, for all \( x, y \in \mathcal{X} \times \mathcal{X} \),

\[
\psi(x, (x, y)) = b(x, x)/2 \quad \text{and} \quad \psi(x, (y, x)) = b(x, y) - b(y, y)/2,
\]

with \(-\infty\) absorbing. We set to \(-\infty\) all the other values of \( \psi(x, (u, v)) \), for which \( x \notin \{ u, v \} \), whence \( \psi \) takes its values in \( \mathbb{R}_+ \). Then, by definition of \( \psi \), since \(-\infty\) is absorbing, the only \( z \) for which the values \( \psi(x, z) \) and \( \psi(y, z) \) can be finite are \( z \in \{(x, y), (y, x)\} \). As \( b \) is symmetric, we obtain that

\[
\sup_{z \in \mathcal{Z}} \psi(x, z) + \psi(y, z) = \max(\psi(x, (x, y)) + \psi(y, (x, y)), \psi(x, (y, x)) + \psi(y, (y, x))) = \max \frac{b(x, x)}{2} + \frac{b(y, y)}{2} \circ \frac{b(x, y)}{2},
\]

the equality holding for \( b(x, x) = -\infty \) or \( b(y, y) = -\infty \), since \( b(y, x) < \infty \) by assumption.

\([2] \Rightarrow [1]\) The kernel \( b \) as defined by (7) is symmetric and we assumed it takes its values in \( \mathbb{R}_+ \). Then, for all \( z \in \mathcal{Z} \),

\[
2(\psi(x, z) + \psi(y, z)) \leq 2 \sup_{z \in \mathcal{Z}} \psi(x, z) + 2 \sup_{z \in \mathcal{Z}} \psi(y, z) = b(x, x) + b(y, y),
\]

taking the supremum over \( z \in \mathcal{Z} \) allows us to conclude. \( \square \)

Examples of factorizations \( \psi(x, z) \) with \( \mathcal{Z} = \mathcal{X} \): Note that if (7) holds for \( \mathcal{Z} = \mathcal{X} \) and \( \psi = b \), then \(-b\) satisfies a triangular inequality. For instance, for the kernels defined in (1), it is true for \( b_\ell \), but it does not hold for \( b_c \) or \( b_{sc} \), for which the feature map cannot be as simple as \( \psi = b \).

i) For \( \mathcal{X} = \mathbb{R}^N \) and \( b_c(x, y) = (x, y)_2 \), we can choose \( \psi(x, z) = \frac{1}{2} \| x \|_2^2 - \| x - z \|_2^2 \).

ii) For \( \mathcal{X} = \mathbb{R}^N \) and \( b_{sc}(x, y) = -\| x - y \|_2^2 \), we can choose \( \psi(x, z) = -2 \| x - z \|_2^2 \).

iii) For \( (\mathcal{X}, d) \) a metric space, \( b(x, y) = -d(x, y)^p \) with \( p \in (0, 1] \), we can choose \( \psi = b \) as a consequence of the subadditivity of \( t \in \mathbb{R}_+ \mapsto t^p \).

However, we cannot always take \( \mathcal{Z} = \mathcal{X} \), even for finite sets. Indeed, the issue of the factorization of \( b \) has been studied in Cartwright and Chan (2012) when \( \mathcal{X} \) is a finite set, of cardinality \(|\mathcal{X}| = n\). Then, the minimal cardinality of \( \mathcal{Z} \) such that there exists a factorization (7) (summarized by the notation \( b = \psi \psi' \)) is called the tropical symmetric Barvinok rank. It is shown in Cartwright and Chan (2012, Theorem 4), that, for every tpsd \( b \), there exists a factorization (7) with \(|\mathcal{Z}| \leq \max(n, n^2/4)\), and that this bound is tight. Hence there exists kernels \( b \) over finite sets \( \mathcal{X} \) for which all \( \mathcal{Z} \) verify \(|\mathcal{Z}| \geq \lceil n^2/4 \rceil > n \). For instance for \( n = 5 \), defining the kernel
through its Gram matrix, we set

$$B = \begin{pmatrix} 0 & -1 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 & -1 \\ 0 & 0 & -1 & 0 & -1 \\ 0 & 0 & -1 & -1 & 0 \end{pmatrix}. $$

Such $B$ corresponds to the complete bipartite graph $K_{\lfloor \frac{n}{2} \rfloor, \lceil \frac{n}{2} \rceil}$, for which the smallest cardinality of $\mathcal{Z}$ as in (7) is the clique cover number, equal to $6 > n = 5$ (Cartwright and Chan, 2012, Remark 3.3).

Nevertheless the feature map $\Phi_b(x) := b(\cdot, x)$ remains of interest even if it does not correspond to a factorization (4). As a matter of fact, the notion of convexity w.r.t.
the family of functions $\Phi_b(\mathcal{X}) = \{ b(\cdot, x) \}_{x \in \mathcal{X}}$ has been extensively studied in Pallaschke and Rolewicz (1997) and Singer (1997, Chapter 9). In particular the tropical SDP inequality corresponds to the monotonicity of $b$ in the sense that, for any $x, y \in \mathcal{X}$ (Pallaschke and Rolewicz (1997, p.5, (1.1.8))

$$\Phi_b(x)(x) + \Phi_b(y)(y) - \Phi_b(x)(y) - \Phi_b(y)(x) = b(x, x) + b(y, y) - b(x, y) - b(y, x) \geq 0.$$  

Monotonicity of $\Phi_b$ makes it a candidate to be the subgradient of a $\Phi_b$-convex function. In Banach spaces, maximal monotone operators are obtained as subgradients of convex functions. In our tropical setting, while we actually do not have the desired maximality, we show in Section 4 that tropical positivity entails monotonicity and that we have an analogue of the Cauchy-Schwarz inequality. This will require to switch our view to the operator $\tilde{B}$ corresponding to $b$.

4. Monotonicity of operators induced by tpsd kernels

The following result explains why, unlike for the Hilbertian kernels of Theorem 1, considering only pairs, rather than sequences of points, is sufficient in the tropical setting. Proposition 3 furthermore relates the tropical positive semidefiniteness of the kernel over elements of $\mathcal{X}$ to the (cyclic) monotonicity of the operator $\tilde{B}$ over functions of $\mathbb{R}^\mathcal{X}$.

**Proposition 3.** Given a kernel $b : \mathcal{X} \times \mathcal{X} \to \mathbb{R}_+$, set $\tilde{B}$ as in (2). Then the following statements are equivalent:

i) the kernel $b$ is tpsd;

ii) for all $M \in \mathbb{N}^\ast$, $(x_m)_{m \in [M]} \in \mathcal{X}^M$ and permutations $\sigma : [M] \to [M]$, the Gram matrices $G := [ b(x_n, x_m) ]_{n,m \in [M]}$ are symmetric and satisfy

$$\sum_{m=1}^{M} b(x_m, x_m) \geq \sum_{m=1}^{M} b(x_m, x_{\sigma(m)});$$

iii) the operator $\tilde{B}$ is $\mathbb{R}_{\max}$-hermitian and monotone for the duality pairing in the sense that

$$\forall f, g \in \mathbb{R}^\mathcal{X}, \langle f, \tilde{B}f \rangle + \langle g, \tilde{B}g \rangle \geq \langle f, \tilde{B}g \rangle + \langle g, \tilde{B}f \rangle;$$

iv) the operator $\tilde{B}$ is $\mathbb{R}_{\max}$-hermitian and

$$\forall f, g \in \mathbb{R}^\mathcal{X}, \max \left( \langle f, \tilde{B}f \rangle, \langle g, \tilde{B}g \rangle \right) \geq \langle f, \tilde{B}g \rangle;$$

with, for any $x$, $b(x, x) = -\infty$ implying that for all $y \in \mathcal{X}$, $b(x, y) = -\infty$;
v) the operator $\tilde{B}$ is $\mathbb{F}_{\max}$-hermitian and cyclic monotone for the duality pairing in the sense that

$$\forall M \in \mathbb{N}^*, \forall (\hat{f}_m)_{m \in [M]} \in \mathbb{R}_{x}^{X,M} \text{ with the convention } f_{M+1} = f_1,$$

$$\sum_{m=1}^{M} \langle \hat{f}_m, \tilde{B} \hat{f}_m \rangle \geq \sum_{m=1}^{M} \langle \hat{f}_m, \tilde{B} \hat{f}_{m+1} \rangle; \quad (11)$$

vi) the operator $\tilde{B}$ is $\mathbb{F}_{\max}$-hermitian and

$$\forall M \in \mathbb{N}^*, \forall (\hat{f}_m)_{m \in [M]} \in \mathbb{R}_{x}^{X,M} \text{ with the convention } f_{M+1} = f_1,$$

$$\max_{m=1,\ldots,M} \langle \hat{f}_m, \tilde{B} \hat{f}_m \rangle \geq \max_{m=1,\ldots,M} \langle \hat{f}_m, \tilde{B} \hat{f}_{m+1} \rangle,$$

with, for any $x$, $b(x,x) = -\infty$ implying that for all $y \in X$, $b(x,y) = -\infty$.

Proof. $\Box$}

This corresponds to the case $M = 2$ and the cycle $(\sigma(1), \sigma(2)) = (2,1)$. 

Since every permutation can be decomposed as a product of cycles, we just have to prove the property for the latter. For $M = 1$, we have by definition that $b(x,x) \geq -\infty$ for all $x \in X$. Fix $M \in \mathbb{N}^*$ with $M \geq 2$. Reindexing $(x_m)_{m \in [M]}$, we can assume w.l.o.g. that $\sigma(m) = m + 1$ for $m \in [M - 1]$ and $\sigma(M) = 1$. Hence, since the kernel is tspd, with the convention that $x_{M+1} = x_1$

$$\sum_{m=1}^{M} b(x_m, x_m) = \frac{1}{2} \sum_{m=1}^{M} b(x_m, x_m) + b(x_{m+1}, x_{m+1})$$

$$\geq \sum_{m=1}^{M} b(x_m, x_{m+1}) = \sum_{m=1}^{M} b(x_m, x_{\sigma(m)}).$$

Notice that for all $x,y \in X$, $\langle \delta_x^T, \tilde{B} \delta_y^T \rangle = b(x,y)$. Hence $\Box$ is just a specialization of $\Box$. To prove $\Box$, note for every $\hat{f}, \hat{g} \in \mathbb{R}_{\min}^X$, according to $\Box$, and since $b$ is tspd, we have that

$$\langle \tilde{f}, \tilde{B} \tilde{f} \rangle + \langle \hat{g}, \hat{B} \hat{g} \rangle = \sup_{x,u \in X} b(x,u) - \tilde{f}(x) - \tilde{f}(u) + \sup_{y,v \in X} b(y,v) - \hat{g}(y) - \hat{g}(v)$$

$$\geq b(x,x) + b(y,y) - 2\tilde{f}(x) - 2\hat{g}(y) \quad \text{setting } u = x, v = y$$

$$\geq 2b(x,y) - 2\tilde{f}(x) - 2\hat{g}(y).$$

Taking the supremum over $x,y \in X$ yields the result.

This equivalence follows from the same computations as for the proof of $\Box$. Cyclic monotonicity is precisely the $\sigma$-cycle considered in the proof above.

This stems from the fact that, applying $\Box$ and the hermitianity of $\tilde{B}$,

$$2\max_{\tilde{f}, \tilde{g}} \langle \tilde{f}, \tilde{B} \tilde{f} \rangle + \langle \hat{g}, \hat{B} \hat{g} \rangle \geq \langle \tilde{f}, \tilde{B} \tilde{f} \rangle + \langle \hat{g}, \hat{B} \hat{g} \rangle \geq \langle \tilde{f}, \tilde{B} \tilde{f} \rangle + \langle \hat{g}, \hat{B} \hat{g} \rangle = 2\langle \tilde{f}, \tilde{B} \tilde{f} \rangle.$$

Since $\tilde{B}$ is $\mathbb{F}_{\max}$-hermitian, $b$ is symmetric. Fix $x,y \in X$. If $b(x,x) + b(y,y) \neq -\infty$, then we can define the functions $\tilde{f}(\cdot) = \delta_x^T(\cdot) - \frac{b(x,x)}{2}$ and $\hat{g}(\cdot) = \delta_y^T(\cdot) - \frac{b(y,y)}{2}$ and apply $\Box$, whence

$$0 = \max_{\tilde{f}, \hat{g}} \langle \tilde{f}, \tilde{B} \tilde{f} \rangle + \langle \hat{g}, \hat{B} \hat{g} \rangle \geq \langle \tilde{f}, \tilde{B} \tilde{f} \rangle + \langle \hat{g}, \hat{B} \hat{g} \rangle = b(x,y) - \frac{b(x,x)}{2} - \frac{b(y,y)}{2}.$$
If \( b(x, x) + b(y, y) = -\infty \), then, by \([vi]\) \( b(x, y) = -\infty \). In both cases, we have shown that \( b \) is tropically positive.

\[ \text{We just have to consider } M = 2 \text{ for } [vi] \Rightarrow [v] \text{ while } [v] = [vi] \text{ is a consequence of the transitivity of the maximum.} \]

The two formulas \((9)-(10)\) can be seen as two different ways of defining a tropical analogue of the monotonicity of a nonlinear operator over a Hilbert space, informally written as \( "\langle \hat{f}, K \hat{f} - K \hat{g} \rangle \geq 0" \). We can moreover interpret \((11)\) as a tropical Cauchy-Schwarz inequality, informally written as \( "\langle \hat{f}, K \hat{f} \rangle \langle \hat{g}, K \hat{g} \rangle \geq \langle \hat{f}, K \hat{g} \rangle" \). From the notion of monotonicity \((9)\), we can define a form of tropical "quadratic" discrepancy \( d_B : \mathbb{R}^X_{\min} \times \mathbb{R}^X_{\min} \to \mathbb{R} \):

\[
(13) \quad d_B(\hat{f}, \hat{g}) := \frac{1}{2} \left( \langle \hat{f}, B \hat{f} \rangle + \langle \hat{g}, B \hat{g} \rangle - \langle \hat{f}, B \hat{g} \rangle - \langle \hat{g}, B \hat{f} \rangle \right).
\]

**Examples of \( d_B \)**: For a metric space \((X, d)\) and \( b(x, y) = -d(x, y) \), we shall see below (p.13) that \( \text{Rg}(B) \) is the set of \( 1 \)-Lipschitz functions (including the constant functions in \( \mathbb{R} \)) and that \( B \hat{f} = -\hat{f} \) for \( \hat{f} \in \text{Rg}(B) \). Hence, for any \( \hat{f}, \hat{g} \in \text{Rg}(B) \), we have that \( \langle \hat{g}, B \hat{f} \rangle = -\inf_X (\hat{f} + \hat{g}) \) and \( 2d_B(\hat{f}, \hat{g}) = \inf_X (\hat{f} + \hat{g}) - \inf_X \hat{f} + \inf_X \hat{g} \).

So \( d_B(\hat{f}, \hat{g}) = 0 \) indicates that \( \hat{f} \) and \( \hat{g} \) have a common infimum. A similar computation for \( b(x, y) = \delta_\infty^+(y) \) gives the same \( d_B \), but defined over \( \mathbb{R}^X_{\min} \). Nevertheless, for non-compact \( X \), even with smooth kernels, \( d_B \) can be infinite. Indeed for \( b(x, y) = (x, y)_2 \), \( \langle \hat{b}(\cdot, w) \hat{b}(\cdot, u) \rangle = \sup_{x, y \in X} b(x, u) - f(x) - g(y) =: (\hat{f}, B(-\hat{g}))_{\sup} \).

5. **A sesquilinear theory: defining Reproducing Kernel Moreau Spaces based on symmetry**

We shall be interested in spaces that are ranges of tropical operators. We start with a characterization of such ranges when the kernels are symmetric.

**Theorem 3.** Let \( \mathcal{G} \) be a complete submodule of \( \mathbb{R}^X_{\max} \). Then the following statements are equivalent:

i) there exists a symmetrical kernel \( b : X \times X \to \mathbb{R} \) such that \( \mathcal{G} = \text{Rg}(B) \);

ii) there exists a \( \mathbb{R}^X_{\max} \)-sesquilinear map \( \tilde{F} : \mathcal{G} \to \mathcal{G} \) such that \( \tilde{F} \tilde{F} = \text{Id}_\mathcal{G} \), i.e. \( \tilde{F} \) is an anti-involution over \( \mathcal{G} \).

If these properties hold, then \( \tilde{F} \) can be taken as the restriction of \( \hat{B} \) to \( \text{Rg}(B) \).

**Proof.** We use the classical property that \( \hat{BB} \hat{B} = \hat{B} \); see e.g. [Akian et al. 2005, p.3], so \( \hat{B} \) is an anti-involution over \( \text{Rg}(B) \).

We first show that \( \tilde{F} \) is necessarily continuous in the sense of Definition 2 and that it can be extended to a \( \mathbb{R}^X_{\max} \)-hermitian and continuous map \( \tilde{F} : \mathbb{R}^X \to \mathbb{R}^X \).

Given an arbitrary index set \( \mathcal{A} \), fix a family \( (g_\alpha)_{\alpha \in \mathcal{A}} \in \mathcal{G}^\mathcal{A} \). We define its infimum relatively to \( \mathcal{G} \) as

\[ \inf_{\mathcal{A}} g_\alpha := \max \{ g \in \mathcal{G} | \forall \alpha \in \mathcal{A}, g \leq g_\alpha \}, \]

noting that the latter set does admit a greatest element, as \( \mathcal{G} \) is a complete submodule of \( \mathbb{R}^X_{\max} \). In particular, if the family \( (g_\alpha)_{\alpha \in \mathcal{A}} \) consists of a single element \( g \),
then, 
\[
\inf^G g = \max\{ h \in G \mid h \leq g \}.
\]
The operation of relative supremum with respect to $G$ is defined in a dual manner, however, since $G$ is stable by arbitrary suprema, it merely coincides with the ordinary supremum of functions. As $\tilde{F}$ is $\mathbb{R}_{\text{max}}$-sesquilinear, it satisfies that 
\[
\forall f, g \in G \text{ s.t. } f \leq g, \tilde{F}(f) = \tilde{F}(\min(f, g)) = \max(\tilde{F}(f), \tilde{F}(g)) \geq \tilde{F}(g),
\]
in other words, $\tilde{F}$ is antitone. Hence, as $\inf^G_{\alpha \in A} g_\alpha \leq g_\beta$ for any $\beta \in A$,
\[
\tilde{F}(\inf^G_{\alpha \in A} g_\alpha) = \sup_{\alpha \in A} \tilde{F}(g_\alpha) \leq \tilde{F}(g_\beta).
\]
Since $G$ is a complete submodule of $\mathbb{R}^X_{\text{max}}$, $\sup_{\alpha \in A} \tilde{F}(g_\alpha) \in G$, so composing by $\tilde{F}$ and using that $\tilde{F}$ is antitone, we derive that
\[
\tilde{F}(\tilde{F}(\inf^G_{\alpha \in A} g_\alpha)) \leq \tilde{F}(\sup_{\alpha \in A} \tilde{F}(g_\alpha)) \leq \tilde{F}(\tilde{F}(g_\beta)).
\]
As $\tilde{F}$ is an anti-involution, taking the infimum in $G$ over $\beta$ on the r.h.s., yields
\[
\inf^G_{\alpha \in A} g_\alpha = \tilde{F}(\inf_{\alpha \in A} \tilde{F}(g_\alpha)) = \tilde{F}(\sup_{\alpha \in A} \tilde{F}(g_\alpha)) \leq \inf^G_{\beta \in A} g_\beta.
\]
So $\inf^G_{\alpha \in A} g_\alpha = \tilde{F}(\sup_{\alpha \in A} \tilde{F}(g_\alpha))$, and, composing again by $\tilde{F}$, we deduce that $\tilde{F}$ is continuous on its domain, meaning that $\tilde{F}$ sends relative infima with respect to $G$ to relative suprema (which coincide with ordinary suprema).

Define now $\tilde{F} : \mathbb{R}^X \to \mathbb{R}^X$ by, for any $f \in \mathbb{R}^X$, $\tilde{F}(f) := \tilde{F}(\inf^G f) \in G$. The function $\tilde{F}$ is automatically an extension of $\tilde{F}$. We now show that $\tilde{F}$ is $\mathbb{R}^X_{\text{max}}$-hermitian. Fix $f \in \mathbb{R}^X_{\text{max}}$ and $\lambda \in \mathbb{R}$, then, as $\tilde{F}$ is $\mathbb{R}^X_{\text{max}}$-sesquilinear, \( \tilde{F}(f + \lambda) = \tilde{F}(\lambda + \inf^G f) = \tilde{F}(f) - \lambda \). Let \((f_\alpha)_{\alpha \in A} \in (\mathbb{R}^X_{\text{max}})^A\). By definition, $\inf^G(\inf_{\alpha \in A} f_\alpha) = \inf^G_{\alpha \in A}(\inf^G f_\alpha)$. As $\tilde{F}$ is continuous,
\[
\tilde{F}(\inf_{\alpha \in A} f_\alpha) = \tilde{F}(\inf^G_{\alpha \in A}(\inf^G f_\alpha)) = \sup_{\alpha \in A} \tilde{F}(\inf^G f_\alpha) = \sup_{\alpha \in A} \tilde{F}(f_\alpha).
\]
Hence $\tilde{F}$ is $\mathbb{R}^X_{\text{max}}$-hermitian and continuous. We can now apply Proposition \( \text{(1)} \) to derive a kernel $b$ associated with $\tilde{F}$. By construction, $\text{Rg}(\tilde{F}) \subseteq G$ and since $\tilde{F}$ is an anti-involution, $G = \text{Rg}(\tilde{F}) \subseteq \text{Rg}(\tilde{F})$, so $G = \text{Rg}(\tilde{F})$. As $\tilde{F}$ is an anti-involution, 
\[
\tilde{F}(\tilde{F}(f)) = \tilde{F}(\inf^G f) = \inf^G f \leq f.
\]
We have thus recovered one of the characterizations of dual Galois connections over $\mathbb{R}^X_{\text{max}}$ as given in [Akian et al., 2005, p.3, Eq.(2a)], so $\tilde{F}$ is equal to its dual connection. [Akian et al., 2005, Theorem 2.1, Proposition 2.3] then allows to conclude that, since the dual connection is simply the transpose $\tilde{F}^\top$ (see also Singer, 1997, Theorem 8.4), the kernel $b$ is symmetric.

\begin{remark}
\text{Theorem 3 should be compared with [Develin and Sturmfels, 2004, Th. 23] and [Cohen et al., 2004, Th. 42], which entail that the row and column spaces of a tropical matrix are anti-isomorphic lattices. By specializing this result, we deduce that the row space of a symmetric matrix is anti-isomorphic to itself. Theorem 3 refines this result (and also extends it to the infinite dimensional setting), showing that a version of the latter anti-isomorphism property characterizes the ranges of symmetric operators.}
\end{remark}
We now leverage the characterization, $BBB\hat{f} = B\hat{f}$, expressed for symmetric kernels in Theorem 3, to define tropical sesquilinear reproducing kernel spaces. As shown in (14), using spaces $\text{Rg}(B)$ to define RKMSs provides a direct analogy with the fact that a RKHS $\mathcal{H}_k$ is the completion for its norm $\| \cdot \|_k$ of $\text{span}(\{k(\cdot, x)\}_{x \in X})$.

**Definition 5.** We call reproducing kernel Moreau spaces (RKMS) the complete submodules $\text{Rg}(B)$ of $\mathbb{R}_\text{max}^X$ where $\hat{B}$ is a $\mathbb{R}_\text{max}$-sesquilinear continuous and hermitian operator associated with the symmetric kernel $b$. For all $\hat{g} \in \text{Rg}(B)$ and $x \in X$, we say that they satisfy a sesquilinear reproducing property

$$
\hat{g}(x) = (B\hat{g})(x) = (\hat{B}\hat{g}, B\hat{g}^\top) = \sup_{z \in X} b(z, x) + [\sup_{y \in X} b(z, y) - \hat{g}(y)].
$$

The sesquilinear reproducing property as defined in (14) is not an empty statement. It characterizes the elements of $\mathcal{G} = \text{Rg}(B)$ through an immediate lemma, proved again using the identity $BBB = \hat{B}$.

**Lemma 2.** ([Singer, 1997, Corollary 8.5]) Let $\hat{B}$ be a $\mathbb{R}_\text{max}$-sesquilinear and continuous operator. Then for any $g \in \mathbb{R}_\text{max}^X$, $\hat{g} = B\hat{B}\hat{g}$ holds if and only if $g \in \text{Rg}(B)$.

For $b = b_c$, $\hat{B}$ is the Fenchel conjugate operator, whence (14) is equivalent to Fenchel’s theorem stating that convex l.s.c. functions are the only fixed points of the Fenchel biconjugate. Note that the difficult part in Fenchel’s theorem is to identify $\text{Rg}(B)$, i.e. proving that all convex l.s.c. functions are outputs of the Fenchel transform.

We choose to interpret $\hat{g} = B\hat{B}\hat{g}$ as a reproducing property, however $BB$ is not a $\mathbb{R}_\text{max}$-(sesquil)inear operator. One may thus wonder whether there is a more direct interpretation. Indeed we can relate (14) to a $\mathbb{R}_\text{min}$-linear operator, but it unfortunately cannot characterize $\text{Rg}(B)$. This will be further emphasized in Section 6.

**Lemma 3.** For all $\hat{g} \in \text{Rg}(B)$ and $x \in X$, (14) is equivalent to

$$
\hat{g}(x) = \inf_{y \in X} \hat{g}(y) + \sup_{z \in X} [b(z, x) - b(z, y)] =: \inf_{y \in X} \hat{g}(y) + c(x, y) =: (C^\text{op}\hat{g})(x)
$$

where $c(x, y) := \sup_{z \in X} [b(z, x) - b(z, y)]$ is the Funk distance between $b(\cdot, x)$ and $b(\cdot, y)$, and $C^\text{op} : \mathbb{R}_\text{min}^X \to \mathbb{R}_\text{min}$ the related $\mathbb{R}_\text{min}$-linear operator.

**Proof.** The term $c(x, y)$ appears by permuting the ‘$\sup$’ into ‘$\inf$’ and using (14) since

$$
\hat{g}(x) = \sup_{z \in X} b(z, x) - [\sup_{y \in X} b(z, y) - \hat{g}(y)] = \sup_{z \in X} \inf_{y \in X} [b(z, x) - b(z, y)] + \hat{g}(y)
$$

$$
\leq \inf_{y \in X} \hat{g}(y) + \sup_{z \in X} [b(z, x) - b(z, y)] = \inf_{y \in X} \hat{g}(y) + c(x, y) \leq \hat{g}(x).
$$

Unfortunately $c$ does not correspond to a unique $b$, nor to a unique $\text{Rg}(B)$, as shown in the examples below:

**Examples of tpsd** $b(x, y)$, $c(x, y)$ and $\text{Rg}(B)$:

i) For $X = \mathbb{R}^N$, $b(x, y) = (x, y)_2$ gives $c(x, y) = \delta^N_2(y)$ whereas $\text{Rg}(B)$ is the set of proper convex l.s.c. functions adding the constant functions $\pm \infty$ ([Singer, 1997, Theorem 3.7]).
ii) For \( X = \mathbb{R}^N \), \( b(x, y) = -\|x - y\|^2 \) gives \( c(x, y) = \delta_x^T(y) \) whereas \( \text{Rg}(B) \) is the set of proper 1-semiconvex l.s.c. functions adding the constant functions \( \pm \infty \) (Singer, 1997, Theorem 3.16).

iii) For any \( X \) and \( \alpha \geq 0 \), \( b(x, y) = \left\{ \begin{array}{ll} 0 & \text{if } y = x, \\ -\alpha & \text{otherwise,} \end{array} \right. \) gives \( c(x, y) = -b(x, y) \) whereas \( \text{Rg}(B) \) is the set of functions \( f \) which difference \( f(x) - f(y) \) is smaller than \( \alpha \). For \( \alpha = +\infty \), \( b(x, y) = \delta_x^+(y) \), \( \text{Rg}(B) \) corresponds to the whole \( \mathbb{R}^X \) (Singer, 1997, Remark 3.2).

iv) For \( (X, d) \) a metric space, \( b(x, y) = -d(x, y)^p \) gives \( c(x, y) = d(x, y)^p \) whereas \( \text{Rg}(B) \) is the set of \( (1, p) \)-Hölder continuous functions w.r.t. the distance \( d \) (i.e. \( |f(x) - f(y)| \leq 1 \cdot d(x, y)^p \)), when adding the constant functions \( \pm \infty \) (Singer, 1997, Theorem 3.14).

Informal analogy between RKMS and RKHS: We can draw an informal analogy between (15) and the reproducing property of functions \( f \) of a RKHS \( \mathcal{H}_k \) defined through a differential operator \( D \) (and its adjoint \( D^* \)) over a bounded open set \( X \), i.e.

\[
(16) \quad f(x) = (f(\cdot), k(\cdot, x))_{\mathcal{H}_k} = \int_{y \in X} f(y)D^*_yD_yk(x, y)dy
\]

where \((*)\) holds for Green kernels with null integral on the boundaries, as per Saitoh and Sawano (2016, Section 1.7). Equation (16) underlines the fact that the integral was formally replaced with an inf, the product with a sum and the differential operator \( D^*D \) by the sup of a difference, all this in a classical tropical fashion. Moreover for the RKHSs defined through differential operators, (16) expresses the fact the functions \( f \in \mathcal{H}_k \) are fixed points for a kernel integral operator, but whose kernel is not simply \( k(x, y) \).

Reproducing but not positive: By Theorem \( \mathbb{K} \) any kernel \( b(x, y) \) that is symmetric, even non-tpsd, gives \( B BB = B \), so the reproducing property \((14)\) can be defined for spaces and kernels that do have not have a notion of positivity. This is true also for Hilbertian kernels, since reproducing properties can be defined for indefinite kernels and their related Krein spaces (see e.g. Ong et al. (2004) and references within). Even the symmetry requirement could be relaxed as was done for tropical operators by Akian et al. (2002); Singer (1997) and for RKHSs by Marx (2003).

Relation between \( B \) and \( C^{op} \): The tropical positive operators \( B \) are \( \mathbb{R}^X_{\max} \)-sesquilinear over \( \mathbb{R}^X \) whereas \( C^{op} \) is \( \mathbb{R}^X_{\min} \)-linear. Based on the non-symmetric \( c(x, y) \) one can define the set of \( c \)-Lipschitz functions.

\[
\text{Lip}_c(X, \mathbb{R}) := \{ g \in \mathbb{R}^{\pm,X} \mid g(x) \leq g(y) + c(x, y) \}.
\]

For finite-valued kernels \( b \), since \( c(x, x) = 0 \), \( \text{Lip}_c(X, \mathbb{R}) \) corresponds to the fixed points \( (g = C^{op}g) \) of \( C^{op} \). By (15),

\[
\text{Rg}^{\max}(B) \subseteq \text{Lip}_c(X, \mathbb{R}) \subseteq \text{Rg}^{\min}(C^{op}) := \{ \inf_{x \in X} a_x + c(\cdot, x) \mid a_x \in \mathbb{R}_+ \}.
\]
with equality when \( c(x, y) = -b(x, y) \) (i.e. \(-b\) is idempotent). Notice that \( R^\text{max}(B) \) is sup-stable, \( \text{Lip}_c(\mathcal{X}, \mathbb{R}) \) is sup-stable and inf-stable while \( R^\text{min}(\text{C}^\text{op}) \) is inf-stable.

6. A LINEAR THEORY: ONLY IDEMPOTENT OPERATORS AND SPACES OF LIPSCHITZ FUNCTIONS

We have seen in Section 5 that one could introduce some tropically linear, rather than sesquilinear, operators. This choice can be related to the identification of kernel integral operators in the Hilbertian context with \( \mathbb{R}^\mathcal{X}_{\text{max}} \)-linear operators in the tropical setting as was done by Litvinov (Section 7 2011). We prove below that discarding sesquilinearity imposes considerable restrictions on the types of spaces that one can consider. These are either ranges of idempotent kernels or lattices of Lipschitz functions. This result further emphasizes why we need to consider \( \mathbb{R}^\mathcal{X}_{\text{max}} \)-sesquilinear operators to properly define the max-plus analogue of RKHSs. Recall for instance that convex l.s.c. functions are defined based on the \( \mathbb{R}^\mathcal{X}_{\text{max}} \)-sesquilinear Fenchel transform, not a linear version of it.

For RKHSs \( (\mathcal{H}_k, \langle \cdot, \cdot \rangle_{\mathcal{H}_k}) \), the reproducing property writes as follows
\[
\forall f \in \mathcal{H}_k, \forall x \in \mathcal{X}, \; f(x) = \langle \delta^\text{lin}_x, f(\cdot) \rangle_{\mathbb{R}^\mathcal{X} \times \mathbb{R}^\mathcal{X}} = (k(\cdot, x), f(\cdot))_{\mathcal{H}_k},
\]
where \( k(\cdot, x) \in \mathcal{H}_k \) and the space of finite measures \( \mathbb{R}^\mathcal{X} \times \mathcal{X} \) is the dual of \( \mathbb{R}^\mathcal{X} \) for the pointwise convergence. The latter is generated by the linear Dirac masses \( \delta^\text{lin}_x : f \in \mathbb{R}^\mathcal{X} \mapsto f(x) \).

Consider a set \( \mathcal{G} \subset \mathbb{R}^\mathcal{X} \). A \( \mathbb{R}^\mathcal{X}_{\text{max}} \)-linear analogy to (17) would be the existence of a kernel \( c : \mathcal{X} \times \mathcal{X} \to \mathbb{R} \) satisfying
\[
\forall g \in \mathcal{G}, \forall x \in \mathcal{X}, \; g(x) = \sup_{y \in \mathcal{X}} \delta^\text{lin}_x(y) + g(y) = \sup_{y \in \mathcal{X}} c(x, y) + g(y).
\]
Although it is always possible to consider \( c(x, y) = \delta^\text{lin}_x(y) \) in (18), since \( \mathcal{G} \subset \mathbb{R}^\mathcal{X}_+ \), \( \delta^\text{lin}_x(\cdot) \notin \mathcal{G} \). Nonetheless among the possible \( c \), there is one that is maximal:

**Proposition 4.** For any set \( \mathcal{G} \subset \mathbb{R}^\mathcal{X}_+ \), there is a kernel \( c_\mathcal{G} \) that is maximal over the kernels \( c \) satisfying (18), for the partial order inherited from \( \mathbb{R} \). Moreover \( c_\mathcal{G} : \mathcal{X} \times \mathcal{X} \to \mathbb{R} \) is given by
\[
c_\mathcal{G}(x, y) := \inf_{g \in \mathcal{G}} g(x) - g(y).
\]
If, for some \( x \in \mathcal{X} \), there exists a function \( g \in \mathcal{G} \) such that \( g(x) < \infty \), i.e. \( \mathcal{G} \) is proper at \( x \), then \( c_\mathcal{G}(x, x) = 0 \) (otherwise \( c_\mathcal{G}(x, x) = +\infty \)). Moreover \( c_\mathcal{G} \) is idempotent in the \( (\text{max,}+) \) sense
\[
c_\mathcal{G}(x, y) = \sup_{z \in \mathcal{X}} c_\mathcal{G}(x, z) + c_\mathcal{G}(z, y).
\]

**Proof.** We first show that \( c_\mathcal{G} \) satisfies (18). Fix any \( x \in \mathcal{X} \) and \( g \in \mathcal{G} \), and define
\[
\tilde{g}(x) = \sup_{y \in \mathcal{X}} g(y) + c_\mathcal{G}(x, y) = \sup_{y \in \mathcal{X}} g(y) + \inf_{h \in \mathcal{G}} h(x) - h(y) \leq g(x).
\]
If \( h(x) = +\infty \) for all \( h \in \mathcal{G} \), since \( +\infty \) is absorbing, \( c_\mathcal{G}(x, y) = +\infty \) for all \( y \in \mathcal{X} \). So \( \tilde{g}(x) \geq g(x) + c_\mathcal{G}(x, x) = +\infty = \infty = g(x) \). Assume now that \( \{g \in \mathcal{G}, g(x) < \infty \} \neq \emptyset \). Since \( +\infty \) is absorbing and \( \mathcal{G} \subset \mathbb{R}^\mathcal{X}_+ \), \( c_\mathcal{G}(x, x) = \inf_{g \in \mathcal{G}, g(x) < \infty} \sup_{y \in \mathcal{X}} g(x) - g(y) = 0 \). Hence, by (21), \( g(x) \geq \tilde{g}(x) \geq g(x) + c_\mathcal{G}(x, x) = g(x) \), whence \( g = \tilde{g} \). By
definition of $\tilde{g}$ in (21), we deduce that $c_{\tilde{g}}$ satisfies (18). Consider now any kernel $c$ satisfying (18), whence, for all $g \in G$ and all $x, y \in \mathcal{X}$,

$$g(x) \geq g(y) + c(x, y).$$

Taking the infimum over $g \in G$, by definition of $c_{\tilde{g}}$ (19), $c_{\tilde{g}}$ is indeed larger than any $c$.

Let $x \in \mathcal{X}$. If $h(x) = +\infty$ for all $h \in G$, then $c_{\tilde{g}}(x, y) = +\infty$ for all $y \in \mathcal{X}$, so (20) holds. Otherwise, we can fix $f \in G$ such that $f(x) < \infty$. Let $z \in \mathcal{X}$. If $f(z) < \infty$, then

$$(22) \quad c_{\tilde{g}}(x, z) + c_{\tilde{g}}(z, y) = \inf_{g \in G} g(x) - g(z) + \inf_{h \in G} h(z) - h(y) \leq f(x) - f(y).$$

Assume now that $f(z) = \infty$. As $f(x) < +\infty$, $c_{\tilde{g}}(x, z) = -\infty$ which is absorbing for the l.h.s. of (22). Hence $c_{\tilde{g}}(x, z) + c_{\tilde{g}}(z, y) = -\infty \leq f(x) - f(y)$. We are thus allowed to take the infimum of the r.h.s. of (22) over all $f \in G$, which yields $c_{\tilde{g}}(x, z) + c_{\tilde{g}}(z, y) \leq c_{\tilde{g}}(x, y)$. Since, for $G$ proper at $x$, we also have

$$\sup_{z \in \mathcal{Z}} c_{\tilde{g}}(x, z) + c_{\tilde{g}}(z, y) \geq c_{\tilde{g}}(x, y),$$

we deduce that (20) holds, which concludes the proof. \qed

Alike $C^{\text{op}}$ in Section 5, the main limitation of $c_{\tilde{g}}$ is that it cannot characterize uniquely each $G \subseteq \mathbb{R}_T^X$. Indeed we show in Proposition 3 below that $\text{Rg}(c_{\tilde{g}}) := \{\sup_{x \in \mathbb{R}^N}[c_{\tilde{g}}(\cdot, x) + a_x] | a_x \in \mathbb{R}_1, x \in \mathcal{X}\}$ is the “closure” in a max-min sense of $G$ and is hence inf and sup-stable.

**Proposition 5.** Let $G \subseteq \mathbb{R}_T^X$ be a set of $\mathbb{R}$-proper functions, and $c_{\tilde{g}}$ as in (19).

Consider $C_{\tilde{g}} : \mathbb{R}_T^X_{\max} \rightarrow \mathbb{R}_T^X_{\max}$ as in (2). Then $C_{\tilde{g}} \supseteq \text{Id}_{\mathbb{R}_T^X}$, in the sense that $C_{\tilde{g}}(f)(x) \geq f(x)$ for all $f \in \mathbb{R}_T^X$, and $\text{Rg}(C_{\tilde{g}})$ is the smallest, in the inclusion sense, inf-stable complete submodule of $\mathbb{R}_T^X_{\max}$ containing $G$. It corresponds to the set of $(\cdot)^{c_{\tilde{g}}}$-Lipschitz functions, $\text{Rg}(C_{\tilde{g}}) = \{f \in \mathbb{R}_T^X | \forall x, y \in \mathcal{X}, f(x) \leq f(y) - c_{\tilde{g}}(x, y)\}$

where $c_{\tilde{g}}$ is the transpose of $c_{\tilde{g}}$.

**Proof.** Let $\mathcal{F}$ be an inf-stable complete submodule of $\mathbb{R}_T^X_{\max}$ containing $G$. Hence $c_{\tilde{g}}(\cdot, y) = \inf_{g \in G} g(\cdot) - g(y) \in \mathcal{F}$ since $g(\cdot) - g(y) \in \mathcal{F}$. The set $\mathcal{F}$ is also sup-stable, so $\text{Rg}(C_{\tilde{g}}) \subseteq \mathcal{F}$. Since $c_{\tilde{g}}(x, x) \in \{0, \infty\}$ by Proposition 4, $C_{\tilde{g}}(f)(x) = \sup_{y \in X} c_{\tilde{g}}(x, y) + f(y) \geq f(x)$ for all $f \in \mathbb{R}_T^X$.

We now prove that $\text{Rg}(C_{\tilde{g}})$ is an inf-stable complete submodule of $\mathbb{R}_T^X_{\max}$. The set $\text{Rg}(C_{\tilde{g}})$ is by definition sup-stable. Let us show that it is also inf-stable. Take any family $(f_\alpha)_{\alpha \in A}$ with $f_\alpha \in \mathbb{R}_T^X$ and $A$ an arbitrary index set. Using successively that $C_{\tilde{g}} = C_{\tilde{g}} C_{\tilde{g}}$ as shown in Proposition 4 (as $G$ is a set of proper functions), then a permutation of inf and sup, and that $C_{\tilde{g}} \supseteq \text{Id}_{\mathbb{R}_T^X}$, we derive that

$$\inf_{\alpha \in A} C_{\tilde{g}} f_\alpha = \inf_{\alpha \in A} C_{\tilde{g}} C_{\tilde{g}} f_\alpha = \inf_{\alpha \in A} \sup_{y \in \mathcal{X}} C_{\tilde{g}} f_\alpha + c_{\tilde{g}}(\cdot, y) \geq \sup_{y \in \mathcal{X}} \inf_{\alpha \in A} C_{\tilde{g}} f_\alpha + c_{\tilde{g}}(\cdot, y) = C_{\tilde{g}}(\inf_{\alpha \in A} C_{\tilde{g}} f_\alpha) \geq \inf_{\alpha \in A} C_{\tilde{g}} f_\alpha,$$

so $\inf_{\alpha \in A} C_{\tilde{g}} f_\alpha = C_{\tilde{g}}(\inf_{\alpha \in A} C_{\tilde{g}} f_\alpha) \in \text{Rg}(C_{\tilde{g}})$ which is thus inf-stable. Finally, as $c_{\tilde{g}}$ satisfies (15) by Proposition 4 for any $g \in G$, $g = C_{\tilde{g}} g \in \text{Rg}(C_{\tilde{g}})$, so $G \subseteq \text{Rg}(C_{\tilde{g}})$. 


Finally we show that $\text{Rg}(C_\varphi)$ is the set of \((-c_\varphi^d)\)-Lipschitz functions. Let $f$ be a \((-c_\varphi^d)\)-Lipschitz function. By definition, for any $x, y \in \mathcal{X}$, $f(x) + c_\varphi(y, x) \leq f(y)$, with equality when $x = y$, so $f(y) = \sup_z c_\varphi(y, x) + f(x)$, and $f \in \text{Rg}(C_\varphi)$. Take now $f = C_\varphi g \in \text{Rg}(C_\varphi)$, thus we obtain that
\[
C_\varphi g(x) - C_\varphi g(y) = \sup_z c_\varphi(x, z) + g(z) - \sup_w c_\varphi(y, w) + g(w)
\]
which concludes the proof. \hfill $\square$

What if we had considered a weighted inner product in (18)? Then we could indeed obtain a formula akin to a reproducing property but only in a very limited context of ranges of idempotent operators. Notice also that this approach does not require the symmetry of the kernels involved.

**Theorem 4.** Let $\mathcal{G}$ be a complete submodule of $\mathbb{R}_\text{max}^X$. The following properties are equivalent:

i) there exists two kernels $a, b : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ such that, when considering the weighted sup-inner product $(f, g)_{\text{sup}, a} = \sup_{y, z \in \mathcal{X}} f(y) + g(z) + a(y, z)$, then, for all $x \in \mathcal{X}$ and $f \in \mathcal{G}$,
\[
(23) \quad f(x) = (f, b(\cdot, \cdot))_{\text{sup}, a} \quad \text{and} \quad b(\cdot, x) \in \mathcal{G};
\]

ii) $\mathcal{G} = \text{Rg}(P)$ for some linear continuous idempotent operator $P : \mathbb{R}_\text{max}^X \to \mathbb{R}_\text{max}^X$, i.e. $P = P^2$;

iii) $\mathcal{G} = \text{Rg}(B)$ for some Von Neumann regular operator $B : \mathbb{R}_\text{max}^X \to \mathbb{R}_\text{max}^X$, i.e. a linear and continuous operator such that there exists a linear continuous $A : \mathbb{R}_\text{max}^X \to \mathbb{R}_\text{max}^X$ satisfying $B = BAB$.

**Proof.** [i] $\to$ [iii] Fix $a, b$ as in [i] then, for all $f \in \mathcal{G}$,
\[
f(\cdot) = \sup_{y, z \in \mathcal{X}} b(\cdot, y) + f(z) + a(y, z),
\]
so $f$ is an arbitrary supremum of elements of $\text{Rg}(B)$, hence $f \in \text{Rg}(B)$. Conversely, since $b(\cdot, x) \in \mathcal{G}$ for all $x \in \mathcal{X}$, $\text{Rg}(B) \subset \mathcal{G}$, so $\text{Rg}(B) = \mathcal{G}$. Hence (23) is equivalent to say that $f = BAB$, or $f \in \text{Rg}(B)$, so $B = BAB$ and $B$ is Von Neumann regular.

[iii] $\to$ [i] Since $\mathcal{G} = \text{Rg}(B)$, and $B = BAB$, for all $x \in \mathcal{X}$ and $f \in \mathcal{G}$, (23) is satisfied when applying Proposition 1 to the $\mathbb{R}_\text{max}$-linear and continuous operators $A, B$ to derive the corresponding kernels $a, b$ (see Remark 1).

[i] $\to$ [iii] Setting $B = P$ and $A = \text{Id}_{\mathbb{R}_\text{max}^X}$ yields the result. In other words, every $(\text{max}, +)$ idempotent operator is Von Neumann regular.

However the $\mathbb{R}_\text{max}$-linear formula Theorem 1 [23] does not cover cases of interest which the $\mathbb{R}_\text{max}$-sesquilinear Definition 6 [14] can tackle. Take for instance $\mathcal{X} =$
Figure 1. A representation of the range of a tropically PSD matrix that is $\mathbb{F}_{\text{max}}$-sesquilinear reproducing (Definition 3), but not $\mathbb{F}_{\text{max}}$-linear reproducing (Theorem 4), since it is not the range of an idempotent matrix.

$\{-1, 0, 1\}$, and $b(x, y) = (x, y)_2$, then $\text{Rg}(B)$ is not the range of an idempotent $\mathbb{F}_{\text{max}}$-linear operator. Indeed, the latter are exactly tropical eigenspaces which have been characterized in the setting of tropical spectral theory (Baccelli et al., 1992, Th. 3.100). The only full-dimensional tropical eigenspaces are indeed alcoved polyhedra, i.e. sets defined by collections of inequalities $x_i - x_j \geq M_{ij}$ for some matrix $M \cup \{-\infty\}$ (Lam and Postnikov, 2007). Here, the range of $B$, whose cross section by the hyperplane orthogonal to the main diagonal is shown on Figure 1, is the union of such a three dimensional alcoved polyhedron (the two dimensional cell of the cross section), and of two cells of lower dimension 2 (edges of the cross section). The points $a, b, a'$, which correspond to the columns of the matrix $B$, are the tropical generators of the range of $B$. The action of the involution $\bar{F}$ (see Theorem 3) is illustrated on the figure, it acts as a central symmetry on the parallelogram $(c, b, c', b')$, whereas it sends the segment $[c, a]$ to $[c', a']$.

7. Application to optimization problems: A representer theorem

One important perk of Hilbertian kernel methods stems from the fact that some infinite-dimensional optimization problems can be solved through equivalent finite-dimensional problems. This behavior is expressed through “representer theorems”, which ensure that the solutions of an optimization problem live in a finite-dimensional subspace of the RKHS and consequently enjoy a finite representation. These “representer theorems” can be informally summarized as: “a finite number of evaluations implies a finite number of coefficients” or “all the information is contained in the samples”. Representer theorems can be found as early as in Kimeldorf and Wahba (1971, Theorems 3.1 and 5.1) for quadratic norm-penalties and exact or (quadratic) approximate interpolation (see Schölkopf et al. 2001 for an extension to more general objectives). We show below that tropical kernels enjoy a similar property.
Given a finite-valued kernel \( b : \mathcal{X} \times \mathcal{X} \to \mathbb{R} \), and a subset \( \hat{\mathcal{X}} \subset \mathcal{X} \), define

\[
\text{Rg}_{\partial \hat{\mathcal{X}}}(B) := \left\{ f \in \text{Rg}(B) \mid \forall x \in \hat{\mathcal{X}}, \exists p_x \in \mathcal{X}, f(x) = b(x, p_x) - \tilde{B}f(p_x) \right\} = \sup_{p \in \mathcal{X}} b(x, p) - \tilde{B}f(p).
\]

This set can be understood as the subset of functions of \( \text{Rg}(B) \) for which there exists a \( B \)-subdifferential at every point of \( \hat{\mathcal{X}} \).\(^5\) For instance, for \( b_c(x, y) = (x, y)_2 \) and \( \mathcal{X} = \mathbb{R}^N \), it is well-known that \( \text{Rg}_{\partial \hat{\mathcal{X}}}(B) \) contains the continuous convex functions, but that is strictly smaller than \( \text{Rg}(B) \) since convex l.s.c. functions may have an empty subdifferential at points that do not lie in the relative interior of their domain. For functions belonging to \( \text{Rg}_{\partial \hat{\mathcal{X}}}(B) \), Proposition\(^6\) below, states that there always exists another function with a finite representation that interpolates a finite number of their values.\(^5\) This entails straightforwardly a representer theorem, Corollary \(^1\) below.

**Proposition 6** (Finite interpolation). Given \( (x_m, y_m)_{m \in [M]} \in (\mathcal{X} \times \mathbb{R})^M \), setting \( \hat{\mathcal{X}} = \{ x_m \}_{m \in [M]} \), the three following statements are equivalent:

i) there exists \( f \in \text{Rg}_{\partial \hat{\mathcal{X}}}(B) \) such that \( y_m = f(x_m) \) for all \( m \in [M] \);

ii) there exists \( (p_m)_{m \in [M]} \in \mathcal{X}^M \) such that \( y_m = f^0(x_m) \) for all \( m \in [M] \), for

\[
f^0(\cdot) := \tilde{B} ( \inf_{m \in [M]} [\delta_{p_m}^+ (\cdot)] + b(x_m, p_m) - y_m ) \];

iii) there exists \( (p_m)_{m \in [M]} \in \mathcal{X}^M \) such that \( y_n - y_m \geq b(x_n, p_m) - b(x_m, p_m) \) for all \( n, m \in [M] \).

**Proof.** [i] \( \Rightarrow [ii] \) Set \( p_m \) for each \( x_m \) as in \( (24) \), then, for all \( n \in [M] \),

\[
y_n \leq \max_{m \in [M]} b(x_n, p_m) - b(x_m, p_m) + y_m = f^0(x_n)
\]

\[
\leq \sup_{p \in \mathcal{X}} b(x_n, p) - \tilde{B}f(p) - \tilde{B}f(x_n) = f(x_n) = y_n,
\]

so \( f^0(x_n) = y_n \).

**Corollary 1** (Representer theorem). Given points \( (x_m)_{m \in [M]} \in \mathcal{X}^M \) and a function \( L : \overline{\mathbb{R}}^M \to \mathbb{R} \), fix \( \hat{\mathcal{X}} = \{ x_m \}_{m \in [M]} \). Then, if the problem

\[
\min_{f \in \text{Rg}(B)} L(f(x_1), \ldots, f(x_m))
\]

\( \square \)

\(^5\) We refer to Martinez-Legaz and Singer \(1995\), Section 2) and Akian et al. \(2005\), Section 3) for more comments on this notion and on its relation with the continuity and coercivity of \( b \).

\(^6\) This may be thought of as an analogue of Carathéodory theorem, since, as soon as they are satisfiable by an element \( f \in \text{Rg}_{\partial \hat{\mathcal{X}}}(B) \), the \( M \) constraints \( y_m = f(x_m) \) can be also satisfied by an element \( f \) written as a supremum of at most \( M \) generators \( b_L(p_m) \). We refer the reader to Develin and Sturmfels \(2004\), Gaubert and Katz \(2007\), Butkovič et al. \(2007\) for background on the discrete tropical analogue of Carathéodory theorem.
has a solution \( \hat{f} \in \text{Rg}_\mathcal{A}(B) \) with finite values \((f(x_m))_{m \in [M]} \in \mathbb{R}^M\), it also has a solution \( f^0 \) as in Proposition 6-ii) which can be obtained solving

\[
\min_{(p_m, y_m)_{m \in [M]} \in (X \times \mathbb{R})^M} \sum_{m} L(y_1, \ldots, y_M)
\]

s.t. \( y_n - y_m \geq b(x_n, p_m) - b(x_m, p_m), \forall n, m \in [M] \).

When \( b \) is the standard scalar product, Corollary 1 recovers a well-known property in convex regression (e.g. Boyd and Vandenberghe 2004, Section 6.5.5), where (25) is then a convex problem provided \( L \) is convex. We have shown that this result thus also holds for very general kernels, not even assuming symmetry or tropical positivity of \( b \). This opens the question of the computational advantages of tropical positive semidefiniteness, both for finite and uncountable sets \( X \).
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