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Abstract. We prove the existence of regular optimal $G$-invariant partitions, with an arbitrary number $\ell \geq 2$ of components, for the Yamabe equation on a closed Riemannian manifold $(M, g)$ when $G$ is a compact group of isometries of $M$ with infinite orbits. To this aim, we study a weakly coupled competitive elliptic system of $\ell$ equations, related to the Yamabe equation. We show that this system has a least energy $G$-invariant solution with nontrivial components and we show that the limit profiles of its components separate spatially as the competition parameter goes to $-\infty$, giving rise to an optimal partition. For $\ell = 2$ the optimal partition obtained yields a least energy sign-changing $G$-invariant solution to the Yamabe equation with precisely two nodal domains.

1. Introduction. This paper is concerned with the existence and asymptotic behavior of solutions to the weakly coupled competitive Yamabe system

$$\begin{cases}
\mathcal{L}_g u_i := -\Delta_g u_i + \kappa_m S_g u_i = |u_i|^{2^* - 2} u_i + \sum_{j=1}^{\ell} \lambda_{ij} |u_j|^{2^*} |u_i|^{2^* - 2} u_i \quad \text{on } M, \\
u_i \neq 0, \quad i = 1, \ldots, \ell,
\end{cases}
$$

where $(M, g)$ is a closed Riemannian manifold of dimension $m \geq 3$, $S_g$ is its scalar curvature, $\Delta_g := \text{div}_g \nabla_g$ is the Laplace-Beltrami operator, $\kappa_m := \frac{m-2}{4(m-1)}$, $2^* := \frac{2m}{m-2}$ is the critical Sobolev exponent, and $\lambda_{ij} = \lambda_{ji} < 0$. We assume that the quadratic form induced by the conformal Laplacian $\mathcal{L}_g$ is coercive.

This system was recently studied by Clapp, Pistoia and Tavares [10]. Here we complement the results obtained in [10] by considering manifolds with symmetries.
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Let $G$ be a compact group of isometries of $M$ and let $G_p := \{ \gamma p : \gamma \in G \}$ denote the $G$-orbit of a point $p \in M$. Recall that a subset $X$ of $M$ is said to be $G$-invariant if $G_p \subset X$ for every $p \in \Omega$ and a function $u : X \to \mathbb{R}$ is called $G$-invariant if it is constant on every $G$-orbit of $\Omega$. We shall say that a solution $(u_1, \ldots, u_\ell)$ to the system (1) is $G$-invariant if every component $u_i$ is $G$-invariant.

We prove the following result.

**Theorem 1.1.** If $1 \leq \dim(G_p) < m$ for every $p \in M$, then the system (1) has a least energy $G$-invariant solution and infinitely many $G$-invariant solutions.

To describe the limit profile of least energy $G$-invariant solutions to the system (1) as $\lambda_{ij} \to -\infty$, we consider the Dirichlet problem

\[
\begin{cases}
\mathcal{L}_g u = |u|^{2^* - 2} u & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega, \\
u \text{ is } G\text{-invariant},
\end{cases}
\]

in a $G$-invariant open subset $\Omega$ of $M$, and set

\[
c^G_\Omega := \inf \left\{ \frac{1}{m} \int_M |u|^{2^*} \, d\mu_g : u \neq 0, \ u \text{ solves (2)} \right\}.
\]

Let $\mathcal{P}^G_{\ell} := \{ \{ \Omega_1, \ldots, \Omega_\ell \} : \Omega_i \neq \emptyset \text{ is a } G\text{-invariant open subset of } M \text{ and } \Omega_i \cap \Omega_j = \emptyset \text{ if } i \neq j \}$.

We shall say that $\{ \Omega_1, \ldots, \Omega_\ell \} \in \mathcal{P}^G_{\ell}$ is an optimal $(G, \ell)$-partition for the Yamabe equation

\[
\mathcal{L}_g u = |u|^{2^* - 2} u \quad \text{on } M,
\]

if

\[
\sum_{i=1}^\ell c^G_{\Omega_i} = \inf_{\{\Theta_1, \ldots, \Theta_\ell\} \in \mathcal{P}^G_{\ell}} \sum_{i=1}^\ell c^G_{\Theta_i}.
\]

The relation between variational elliptic systems having large competitive interaction and optimal partition problems was observed by Conti, Terracini and Verzini in [13, 14] and Chang, Lin, Lin and Lin in [5], and has been extensively studied ever since. An ample list of references is given in [10]. Our next result describes this relation for the system (1).

**Theorem 1.2.** Assume $1 \leq \dim(G_p) < m$ for every $p \in M$. Let $\lambda_n < 0$ be such that $\lambda_n \to -\infty$. For each $n \in \mathbb{N}$, let $(u_{n,1}, \ldots, u_{n,\ell})$ be a least energy $G$-invariant solution to the system (1) with $\lambda_{ij} = \lambda_n$ for all $i \neq j$, such that $u_{n,i} > 0$ for all $n \in \mathbb{N}$ and $i = 1, \ldots, \ell$. Then, after passing to a subsequence, we have that

(i) $u_{n,i} \to u_{\infty,i}$ strongly in $H^1_0(M) \cap C^{0,\alpha}(M)$ for every $\alpha \in (0,1)$, where $u_{\infty,i} \geq 0$, $u_{\infty,i} \neq 0$, and $u_{\infty,i}|_{\Omega_i}$ is a least energy $G$-invariant solution to the problem (2) in $\Omega_i := \{ p \in M : u_{\infty,i}(p) > 0 \}$ for each $i = 1, \ldots, \ell$. Moreover,

\[
\int_M \lambda_n u_{n,i}^2 \to 0 \quad \text{as } n \to \infty \quad \text{whenever } i \neq j.
\]

(ii) $u_{\infty,i}$ is $G$-invariant and $u_{\infty,i} \in C^{0,1}(M)$ for each $i = 1, \ldots, \ell$.

(iii) $\{ \Omega_1, \ldots, \Omega_\ell \} \in \mathcal{P}^G_{\ell}$ and it is an optimal $(G, \ell)$-partition for the Yamabe equation on $(M, g)$. In particular, each $\Omega_i$ is connected.

(iv) $M \setminus \bigcup_{i=1}^\ell \Omega_i = R \cup I$, where $R \cap I = \emptyset$, $R$ is an $(m-1)$-dimensional $C^{1,\alpha}$-submanifold of $M$ and $I$ is a closed subset of $M$ with Hausdorff measure.
An immediate consequence of Theorems 1.1 and 1.2 is the following result.

(v) If \( \ell = 2 \), then \( u_{\infty,1} - u_{\infty,2} \) is a least energy \( G \)-invariant sign-changing solution to the Yamabe equation (4).
where $\nabla_g$ is the weak gradient. Since we are assuming that the conformal Laplacian $\mathcal{L}_g$ is coercive, $\| \cdot \|_g$ is a norm in $H^1_g(M)$, equivalent to the standard one.

Let $G$ be a closed subgroup of the group of isometries of $M$ and set

$$H^1_g(M)^G := \{ u \in H^1_g(M) : u \text{ is } G\text{-invariant} \}.$$  

If $\dim(Gp) < m$ for $p \in M$ then, for any given $k \in \mathbb{N}$, we may choose $u_1, \ldots, u_k \in H^1_g(M)^G$ having pairwise disjoint supports. Hence, $H^1_g(M)^G$ has infinite dimension. The following result will play a crucial role in the proof of Theorem 1.1.

**Lemma 2.1.** If $\dim(Gp) \geq 1$ for every $p \in M$, then the embedding $H^1_g(M)^G \hookrightarrow L^2_g(M)$ is compact.

**Proof.** See [24, Corollary 1]. \hfill \Box

We assume from now on that $1 \leq \dim(Gp) < m$ for every $p \in M$. Set $\mathcal{H}^G := (H^1_g(M)^G)^\ell$ and let $\mathcal{J} : \mathcal{H}^G \to \mathbb{R}$ be given by

$$\mathcal{J}(u_1, \ldots, u_\ell) := \frac{1}{2} \sum_{i=1}^\ell \| u_i \|^2_g - \frac{1}{2\pi} \sum_{i=1}^\ell \int_M |u_i|^{2^*} \, d\mu_g - \frac{1}{2\pi} \sum_{i,j=1 \atop j \neq i}^\ell \int_M \lambda_{ij} |u_j|^{2^*} |u_i|^{\frac{2^*}{2}} \, d\mu_g.$$  

(5)

This functional is of class $C^1$ and its partial derivatives are

$$\partial_i \mathcal{J}(u_1, \ldots, u_\ell) v = \langle u_i, v \rangle_g - \int_M |u_i|^{2^*-2} u_i v \, d\mu_g - \sum_{j=1 \atop j \neq i}^\ell \int_M \lambda_{ij} |u_j|^{\frac{2^*}{2}} |u_i|^{\frac{2^*}{2}} u_i \, d\mu_g.$$  

So, by the principle of symmetric criticality [26], the critical points of $\mathcal{J} : \mathcal{H}^G \to \mathbb{R}$ are the $G$-invariant solutions to the system

$$\mathcal{L}_g u_i = |u_i|^{2^*-2} u_i + \sum_{j=1 \atop j \neq i}^\ell \lambda_{ij} |u_j|^{\frac{2^*}{2}} |u_i|^{\frac{2^*}{2}} u_i \quad \text{on } M, \quad i = 1, \ldots, \ell.$$  

We are interested in solutions $(u_1, \ldots, u_\ell)$ such that every $u_i$ is nontrivial. They belong to the set

$$N^G := \{ (u_1, \ldots, u_\ell) \in \mathcal{H}^G : u_i \neq 0, \partial_i \mathcal{J}(u_1, \ldots, u_\ell) u_i = 0, \forall i = 1, \ldots, \ell \}. \quad (6)$$

Note that $\mathcal{J}(u_1, \ldots, u_\ell) = \frac{1}{m} \sum_{i=1}^\ell \| u_i \|^2_g$ if $(u_1, \ldots, u_\ell) \in N^G$.

**Lemma 2.2.** There exists $d_0 > 0$ such that $\| u_i \|^2_g \geq d_0$ for every $(u_1, \ldots, u_\ell) \in N^G$ and $i = 1, \ldots, \ell$. Therefore, $N^G$ is a closed subset of $\mathcal{H}^G$ and $\inf_{N^G} \mathcal{J} > 0$.

**Proof.** As $\lambda_{ij} < 0$, the Sobolev embedding yields a positive constant $C$ such that

$$\| u_i \|^2_g \leq \int_M |u_i|^{2^*} \, d\mu_g \leq C \| u_i \|^2_g \quad \text{for every } (u_1, \ldots, u_\ell) \in N^G, \quad i = 1, \ldots, \ell,$$

and our claims follow. \hfill \Box

A solution $\bar{u} \in N^G$ to the system (1) satisfying $\mathcal{J}(\bar{u}) = \inf_{N^G} \mathcal{J}$ is called a **least energy $G$-invariant solution**.

The variational approach introduced in [12] can be immediately adapted to establish the existence of infinitely many fully nontrivial critical points of $\mathcal{J}$. We just sketch this procedure.
Given \( \bar{u} = (u_1, \ldots, u_\ell) \) and \( s = (s_1, \ldots, s_\ell) \in (0, \infty)^\ell \), we write \( s\bar{u} := (s_1u_1, \ldots, s_\ell u_\ell) \). Let \( \mathcal{S}^G := \{ u \in H^1_g(M)^G \mid \|u\|_g = 1 \} \), \( \mathcal{T}^G := (\mathcal{S}^G)^\ell \), and
\[
\mathcal{U}^G := \{ \bar{u} \in \mathcal{T}^G : s\bar{u} \in \mathcal{N}^G \text{ for some } s \in (0, \infty)^\ell \}.
\]

**Lemma 2.3.**

(i) Let \( \bar{u} \in \mathcal{T}^G \). If there exists \( s\bar{u} \in (0, \infty)^\ell \) such that \( s\bar{u} \in \mathcal{N}^G \), then \( s\bar{u} \) is unique and satisfies
\[
\mathcal{J}(s\bar{u}) = \max_{s \in (0, \infty)} \mathcal{J}(s\bar{u}).
\]

(ii) \( \mathcal{U}^G \) is a nonempty open subset of the Hilbert manifold \( \mathcal{T}^G \).

(iii) The map \( \mathcal{U}^G \to \mathcal{N}^G \) given by \( \bar{u} \mapsto s\bar{u} \) is a homeomorphism.

**Proof.** The proof is exactly the same as that of [12, Proposition 3.1].

Define \( \Psi : \mathcal{U}^G \to \mathbb{R} \) by
\[
\Psi(\bar{u}) := \mathcal{J}(s\bar{u}).
\]

If \( \Psi \) is of class \( C^1 \) the norm of \( \Psi'(\bar{u}) \) in the cotangent space \( \mathcal{T}_u^*(\mathcal{T}^G) \) to \( \mathcal{T}^G \) at \( \bar{u} \) is defined as
\[
\|\Psi'(\bar{u})\| := \sup_{\bar{v} \neq 0} \|\Psi'(\bar{u})\bar{v}\| / \|\bar{v}\|_g,
\]
where \( \mathcal{T}_u(\mathcal{U}^G) \) is the tangent space to \( \mathcal{U}^G \) at \( \bar{u} \).

A sequence \( (\bar{u}_n) \) in \( \mathcal{U}^G \) is called a \( (PS)^G \)-sequence for \( \Psi \) if \( \Psi(\bar{u}_n) \to c \) and \( \|\Psi'(\bar{u}_n)\|_\ast \to 0 \), and \( \Psi \) is said to satisfy the \( (PS)^G \)-condition if every such sequence has a convergent subsequence. Similarly, a \( (PS)_c^G \)-sequence for \( \mathcal{J} \) is a sequence \( (\bar{u}_n) \) in \( \mathcal{H}^G \) such that \( \mathcal{J}(\bar{u}_n) \to 0 \) and \( \|\mathcal{J}'(\bar{u}_n)\|_{(\mathcal{H}^G)'} \to 0 \). \( \mathcal{J} \) satisfies the \( (PS)^G \)-condition if any such sequence has a convergent subsequence. As usual, \( (\mathcal{H}^G)' \) stands for the dual space of \( \mathcal{H}^G \).

**Lemma 2.4.**

(i) \( \Psi \in C^1(\mathcal{U}^G, \mathbb{R}) \),
\[
\Psi'(\bar{u})\bar{v} = \mathcal{J}'(s\bar{u})|_{s\bar{u}} \bar{v} \quad \text{for all } \bar{u} \in \mathcal{U}^G \text{ and } \bar{v} \in \mathcal{T}_\bar{u}(\mathcal{U}^G),
\]
and there exists \( d_0 > 0 \) such that
\[
d_0 \|\mathcal{J}'(s\bar{u})\|_{(\mathcal{H}^G)'} \leq \|\Psi'(\bar{u})\|_\ast \leq |s\bar{u}|_\infty \|\mathcal{J}'(s\bar{u})\|_{(\mathcal{H}^G)'} \quad \text{for all } \bar{u} \in \mathcal{U}^G,
\]
where \( |s\bar{u}|_\infty = \max\{|s_1|, \ldots, |s_\ell|\} \) if \( s = (s_1, \ldots, s_\ell) \).

(ii) Let \( \bar{u}_n \in \mathcal{U}^G \). If \( (\bar{u}_n) \) is a \( (PS)^G \)-sequence for \( \Psi \), then \( (s\bar{u}_n, \bar{u}_n) \) is a \( (PS)_c^G \)-sequence for \( \mathcal{J} \).

(iii) Let \( \bar{u} \in \mathcal{U}^G \). Then, \( \bar{u} \) is a critical point of \( \Psi \) if and only if \( s\bar{u} \) is a critical point of \( \mathcal{J} \) and only if \( s\bar{u} \) is a \( G \)-invariant solution of (1).

(iv) If \( (\bar{u}_n) \) is a sequence in \( \mathcal{U}^G \) and \( \bar{u}_n \to \bar{u} \in \partial(\mathcal{U}^G) \), then \( \mathcal{J}(\bar{u}_n) \to \infty \).

(v) \( \bar{u} \in \mathcal{U}^G \) if and only if \( -\bar{u} \in \mathcal{U}^G \), and \( \Psi(\bar{u}) = -\Psi(-\bar{u}) \).

**Proof.** The proof of these statements is exactly the same as that of [12, Theorem 3.3].

**Lemma 2.5.** \( \Psi \) satisfies the \( (PS)_c^G \)-condition for every \( c \in \mathbb{R} \).

**Proof.** Let \( (\bar{v}_n) \) be a \( (PS)_c^G \)-sequence for \( \mathcal{J} \) with \( \bar{v}_n \in \mathcal{N}^G \). A standard argument shows that this sequence is bounded. Then, using Lemma 2.1 as in [8, Proposition 3.6], one sees that \( (\bar{v}_n) \) contains a convergent subsequence. The claim now follows from Lemmas 2.4(ii) and 2.3(iii).
Let $Z$ be a nonempty subset of $T^G$ such that $\bar{u} \in Z$ if and only if $-\bar{u} \in Z$. Recall that the genus of $Z$, denoted $\text{genus}(Z)$, is the smallest integer $k \geq 1$ such that there exists an odd continuous function $Z \to S^{k-1}$ into the unit sphere $S^{k-1}$ in $\mathbb{R}^k$. If no such $k$ exists, we define $\text{genus}(Z) := \infty$. We set $\text{genus}(\emptyset) := 0$.

**Lemma 2.6.** $\text{genus}(U^G) = \infty$.

*Proof.* This is shown following the argument in [12, Lemma 4.5].

**Proof of Theorem 1.1.** Lemma 2.4(iv) implies that $U^G$ is positively invariant under the negative pseudogradient flow of $\Psi$, so the usual deformation lemma holds true for $\Psi$ in $U^G$, see e.g. [27, Section II.3] or [30, Section 5.3]. As $\Psi$ satisfies the $(PS)_c^G$-condition for every $c \in \mathbb{R}$,

$$\inf_{U^G} \Psi = \inf_{N^G} J$$

is attained, i.e., the system (1) has a least energy $G$-invariant solution. Moreover, since $\Psi$ is even and $\text{genus}(U^G) = \infty$, a standard variational argument shows that $\Psi$ has an unbounded sequence of critical values. \qed

3. **The limit profile of minimizers.** We assume throughout that $1 \leq \dim(Gp) < m$ for every $p \in M$. Let $\Omega$ be an open $G$-invariant subset of $M$, $H^1_{g,0}(\Omega)$ be the closure of $C_c^\infty(\Omega)$ in $H^1_{g,0}(M)$ and $H^1_{g,0}(\Omega)^G$ be the space of $G$-invariant functions in $H^1_{g,0}(\Omega)$. The solutions of (2) are the critical points of the $C^2$-functional $J_\Omega : H^1_{g,0}(\Omega)^G \to \mathbb{R}$ given by

$$J_\Omega(u) := \frac{1}{2} \|u\|_g^2 - \frac{1}{2} \int_M |u|^2^*\, d\mu_g.$$  

The nontrivial ones belong to the Nehari manifold

$$N^G_\Omega := \{ u \in H^1_{g,0}(\Omega)^G : u \neq 0 \text{ and } J_\Omega(u)u = 0 \},$$

which is a natural constraint for $J_\Omega$. So, a minimizer for $J_\Omega$ over $N^G_\Omega$ is a nontrivial solution of (2). We call it a *least energy $G$-invariant solution*. A standard argument using Lemma 2.1 shows that a minimizer does exist. Note that $J_\Omega(u) = \frac{1}{m} \|u\|_g^2 = \frac{1}{m} \int_M |u|^2^*\, d\mu_g$ if $u \in N^G_\Omega$, so the quantity defined in (3) is

$$c^G_\Omega := \inf_{u \in N^G_\Omega} J_\Omega(u).$$

**Proof of Theorem 1.2.** Let $\lambda_n \to -\infty$. We write $\mathcal{J}_n$ and $N^G_n$ for the functional and the set defined in (5) and (6) with $\lambda_i = \lambda$ for all $i \neq j$. Let

$$\mathcal{M}^G_\ell := \{(v_1, \ldots, v_\ell) \in \mathcal{H}^G : v_i \neq 0, \|v_i\|_g^2 = \int_M |v_i|^2^*\, d\mu_g, \ v_iv_j = 0 \text{ on } M \text{ if } i \neq j \},$$

$$c^G_\ell := \inf_{(v_1, \ldots, v_\ell) \in \mathcal{M}^G_\ell} \frac{1}{m} \sum_{i=1}^\ell \|v_i\|_g^2.$$ 

Since $\dim(Gp) < m$ for $p \in M$, the set $\mathcal{M}^G_\ell$ is nonempty and, so, $c^G_\ell < \infty$.

Let $\bar{u}_n = (u_{n,1}, \ldots, u_{n,\ell}) \in N^G_n$ be such that $\mathcal{J}_n(\bar{u}_n) = \inf_{N^G_n} \mathcal{J}_n$ and $u_{n,i} > 0$ for every $n$ and $i$. Noting that $\mathcal{M}^G_\ell \subset N^G_n$ for every $n \in \mathbb{N}$ and recalling Lemma 2.2, we see that

$$0 < \inf_{N^G_n} \mathcal{J}_n = \frac{1}{m} \sum_{i=1}^\ell \|u_{n,i}\|_g^2 \leq c^G_\ell < \infty \quad \text{for every } n \in \mathbb{N}.$$
Applying Lemma 2.1 and passing to a subsequence, we get that \(u_{n,i} \to u_{\infty,i}\) weakly in \(H^1_g(M)^G\), \(u_{n,i} \to u_{\infty,i}\) strongly in \(L^2_g(M)\) and \(u_{n,i} \to u_{\infty,i}\) a.e. on \(M\), for each \(i = 1, \ldots, \ell\). Hence, \(u_{\infty,i} \geq 0\).

As \(\bar{u}_n \in \mathcal{N}^G_i\), we have that
\[
0 \leq \int_M |u_{n,j}|^2 - |u_{n,i}|^2 \, d\mu_g \leq \int_M |u_{n,i}|^2 \, d\mu_g \leq \frac{C}{-\lambda_n} \quad \text{for each pair } j \neq i,
\]
and, letting \(n \to \infty\), we obtain
\[
\int_M |u_{\infty,j}|^2 - |u_{\infty,i}|^2 \, d\mu_g = 0.
\]
So \(u_{\infty,j}u_{\infty,i} = 0\) a.e. on \(M\) whenever \(i \neq j\). We also have that
\[
0 < d_0 \leq \|u_{n,i}\|_g^2 \leq \int_M |u_{n,i}|^2 \, d\mu_g \quad \text{for every } n \in \mathbb{N} \text{ and } i = 1, \ldots, \ell,
\]
with \(d_0\) as in Lemma 2.2. Passing to the limit as \(n \to \infty\), we see that \(u_{\infty,i} \neq 0\) and
\[
\|u_{\infty,i}\|_g^2 \leq \int_M |u_{\infty,i}|^2 \, d\mu_g \quad \text{for every } i = 1, \ldots, \ell.
\]
Hence, there exists \(t_i \in (0, 1]\) such that \(\|t_i u_{\infty,i}\|_g^2 = \int_M |t_i u_{\infty,i}|^2 \, d\mu_g\). Consequently, \((t_1 u_{\infty,1}, \ldots, t_\ell u_{\infty,\ell}) \in \mathcal{M}^G_\ell\) and
\[
c_i^G \leq \frac{1}{m} \sum_{k=1}^{\ell} \|t_k u_{\infty,i}\|_g^2 \leq \frac{1}{m} \sum_{k=1}^{\ell} \|u_{\infty,i}\|_g^2 \leq \frac{1}{m} \liminf_{n \to \infty} \sum_{k=1}^{\ell} \|u_{n,i}\|_g^2 \leq c_i^G.
\]
It follows that \(t_i = 1\) and \(u_{n,i} \to u_{\infty,i}\) strongly in \(H^1_g(M)\). But then, \(\|u_{\infty,i}\|_g^2 = \int_M |u_{\infty,i}|^2 \, d\mu_g\) and, passing to the limit in
\[
\sum_{k=1}^{\ell} \|u_{n,i}\|_g^2 = \sum_{k=1}^{\ell} |u_{n,i}|_g^2 + \sum_{k,j=1}^{\ell} \int_M \lambda_n |u_{n,j}|^2 |u_{n,i}|^2,
\]
we obtain
\[
\lim_{n \to \infty} \int_M \lambda_n |u_{\infty,j}|^2 |u_{\infty,i}|^2 = 0 \quad \text{for every } i \neq j.
\]
Moreover, \((u_{\infty,1}, \ldots, u_{\infty,\ell}) \in \mathcal{M}^G_\ell\) and
\[
\frac{1}{m} \sum_{k=1}^{\ell} \|u_{\infty,i}\|_g^2 = c_i^G.
\]
We have now all assumptions needed to apply [10, Lemmas 4.3 and 4.4] and conclude that \((u_{n,i})\) is uniformly bounded in the Hölder norm, i.e., for any \(\alpha \in (0, 1)\) there exists \(C_\alpha > 0\) such that
\[
\|u_{n,i}\|_{C^{0,\alpha}(M)} \leq C_\alpha \quad \text{for every } n \in \mathbb{N} \text{ and } i = 1, \ldots, \ell.
\]
As a consequence, \(u_{n,i} \to u_{\infty,i}\) in \(C^{0,\alpha}(M)\) for every \(i\). In particular, \(u_{\infty,i}\) is continuous and \(G\)-invariant, so the set \(\Omega_i := \{p \in M : u_{\infty,i}(p) > 0\}\) is open and \(G\)-invariant. Since \(u_{\infty,i}u_{\infty,j} = 0\) if \(i \neq j\), we have that \(\Omega_i \cap \Omega_j = \emptyset\). This shows that \(\{\Omega_1, \ldots, \Omega_\ell\} \in \mathcal{P}^G_\ell\).

We claim that \(u_{\infty,i}\) is a least energy \(G\)-invariant solution to \((2)\) in \(\Omega_i\) for all \(i\). Otherwise, \(J_{\Omega_i}(u_{\infty,i}) > c_i^{\Omega_i}\) for some \(i\) and there would exist \(v_i \in \mathcal{N}^G_{\Omega_i}\) with
of statements (ii). For every $u \in E$ and
\[
\frac{1}{m} \sum_{i=1}^{\ell} \|v_i\|_g^2 < \frac{1}{m} \sum_{i=1}^{\ell} \|u_{\infty,i}\|_g^2 = c_G^\ell,
\]
contradicting the definition of $c_G^\ell$. Hence, $J_{\Omega_i}(u_{\infty,i}) = c_G^\ell$ for all $i = 1, \ldots, \ell$, as claimed. A similar argument shows that $\Omega$ is connected.

As a consequence, if $\{\Theta_1, \ldots, \Theta_\ell\} \in \mathcal{P}_\ell^G$, taking $w_i \in \mathcal{N}^G_{\Theta_i}$ with $J_{\Theta_i}(w_i) = c_G^\ell$, we have that $(w_1, \ldots, w_\ell) \in \mathcal{M}_\ell^G$ and, therefore,
\[
\sum_{i=1}^{\ell} c_{\Omega_i}^G = \frac{1}{m} \sum_{i=1}^{\ell} \|u_{\infty,i}\|_g^2 = c_G^\ell \leq \frac{1}{m} \sum_{i=1}^{\ell} \|w_i\|_g^2 = \sum_{i=1}^{\ell} c_{\Theta_i}^G.
\]
This shows that $\{\Omega_1, \ldots, \Omega_\ell\}$ is an optimal $(G, \ell)$-partition, and completes the proof of statements (i) and (iii).

Statements (ii) and (iv) are local. In local coordinates the system (1) with $\lambda_{ij}$ replaced by $\lambda_n$ becomes
\[
-\text{div}(A(x)\nabla v_i) = f_i(x, v_i) + a(x) \sum_{j=1}^{\ell} \lambda_n |v_j|^2 |v_i|^2 - 2 v_i, \quad x \in \Omega,
\]
where $\Omega \subset \mathbb{R}^m$ is open and bounded, $a(x) := \sqrt{|g(x)|}$, $A(x) := \sqrt{|g(x)|} (g^{kl}(x))$, $f_i(x, s) := a(x) (|s|^{2^* - 2} - s - \kappa_m S_g(x) s)$ and, as usual, $|g|$ denotes the determinant of the metric $g = (g_{kl})$ in local coordinates and $(g^{kl})$ its inverse. Applying [10, Theorem C.1] we conclude that (ii) and (iv) are true locally on $M$, hence also globally.

A standard argument yields the proof of statement (v). Namely, the $G$-invariant sign-changing solutions to the Yamabe equation (4) belong to the set
\[
\mathcal{E}_M^G := \{ u \in \mathcal{N}_M^G : u^+ \in \mathcal{N}_{M}^G \text{ and } u^- \in \mathcal{N}_{M}^G \},
\]
where $u^+ := \max\{u, 0\} \neq 0$ and $u^- := \min\{u, 0\} \neq 0$. Moreover, as shown in [4, Lemma 2.6], any minimizer of $J_M$ on $\mathcal{E}_M^G$ is a $G$-invariant sign-changing solution of (4). For every $u \in \mathcal{E}_M^G$, we have that $(u^+, u^-) \in \mathcal{M}_2^G$ and $J_M(u) = \frac{1}{m} (\|u^+\|_g^2 + \|u^-\|_g^2)$. Therefore,
\[
\inf_{\mathcal{E}_M^G} J_M \geq c_G^G = \frac{1}{m} (\|u_{\infty,1}\|_g^2 + \|u_{\infty,2}\|_g^2).
\]
As $u_{\infty,1}, u_{\infty,2} \in \mathcal{E}_M^G$, it is a minimizer of $J_M$ on $\mathcal{E}_M^G$. This completes the proof. 

4. The Yamabe system on the standard sphere. In this section we give an account of some known results for the system (1) on the standard sphere.

The stereographic projection $\sigma : S^m \setminus \{N\} \to \mathbb{R}^m$ from the north pole $N$ is a conformal diffeomorphism. The conformal invariance of the operator $\mathcal{L}_g$ (see [23, Proposition 6.1.1]) allows to establish a one-to-one correspondence between solutions to the system (1) on the standard sphere $S^m$ and solutions to the system
\[
\begin{cases}
-\Delta v_i = |v_i|^{2^* - 2} v_i + \sum_{j=1}^{\ell} \lambda_{ij} |v_j|^{2^*} |v_i|^{2^* - 2} v_i \\
v_i \in D^{1,2}(\mathbb{R}^m), \quad v_i \neq 0, \quad i = 1, \ldots, \ell,
\end{cases}
\]

\[\text{(7)}\]
where $D^{1,2}(\mathbb{R}^m) := \{ v \in L^2(\mathbb{R}^m) : \nabla v \in L^2(\mathbb{R}^m, \mathbb{R}^m) \}$; see [8, 11].

Let us first consider the case of the single equation

$$- \Delta u = |u|^{2^*-2} u, \quad u \in D^{1,2}(\mathbb{R}^m).$$

(8)

It is well known [2, 25, 29] that all positive solutions to (8) are the so-called standard bubbles

$$U_{\delta,y}(x) := c_m \frac{\delta^{\frac{n-2}{2}}}{(\delta^2 + |x-y|^2)^{\frac{n-2}{2}}} , \quad x, y \in \mathbb{R}^m, \quad \delta > 0.$$

The existence of sign-changing solutions was first established by W.Y. Ding in [17]. He considered solutions that are invariant under the action of the group $\Gamma := O(n_1) \times O(n_2)$ with $n_1, n_2 \geq 2$ and $n_1 + n_2 = m + 1$, acting on $S^m \subset \mathbb{R}^{m+1} \equiv \mathbb{R}^{n_1} \times \mathbb{R}^{n_2}$ in the obvious way. Using a variational approach he proved the existence of infinitely many $\Gamma$-invariant sign-changing solutions to the Yamabe equation (4) on $S^m$ or, equivalently, to the equation (8) on $\mathbb{R}^m$.

In [15, 16], del Pino, Musso, Pacard and Pistoia exploited the symmetries of the sphere to build solutions to (8) which have large energy and concentrate along some special submanifolds of $S^m$. In particular, for $m \geq 4$ they obtained sequences of solutions to the Yamabe equation whose energy concentrates along a great circle or finitely many great circles that are linked to each other (corresponding to Hopf links embedded in $S^3 \times \{0\} \subset S^m$), and for $m \geq 5$ they also obtained sequences of solutions whose energy concentrates along a two-dimensional Clifford torus in $S^3 \times \{0\} \subset S^m$. These solutions are built via gluing techniques (e.g., a Ljapunov-Schmidt procedure) and can be described as the superposition of the constant solution to (4) with a large number of copies of negative solutions of (4) which are highly concentrated at points evenly arranged along some special submanifolds of the sphere.

Recently, using ODE techniques Fernández and Petean in [19] established the existence of solutions to the Yamabe problem (4) on $S^m$ with precisely $\ell$ nodal domains for each $\ell \geq 2$, whose nodal set consists of isoparametric hypersurfaces.

Regarding the competitive system (where all $\lambda_{ij} < 0$), Guo, Li and Wei [21] established the existence of solutions for (7) with $\ell = 2$ and $\lambda_{12} < 0$ in $\mathbb{R}^3$, and using the approach developed in [15] they built a sequence of positive nonradial solutions whose first component looks like the constant function and the second component resembles a large number of copies of positive solutions of (4) concentrated at points that are placed along a circle. The argument of their proof, which relies on the Ljapunov-Schmidt procedure, cannot be extended to higher dimensions because the coupling terms have linear (if $m = 4$) or sublinear (if $m \geq 5$) growth.

Following the variational approach presented in the previous sections, successively Clapp and Pistoia [8], Clapp and Szulkin [12] and Clapp, Saldaña and Szulkin [11] found $\Gamma$-invariant solutions to the competitive Yamabe system (1) on $S^m$ for the groups considered by Ding, and described the limit profile of least energy solutions as $\lambda_{ij} \to \infty$. In this particular case, Theorems 1.1 and 1.2 were proved in [8, 12] and [8, 11] respectively. In addition, a more accurate description of the optimal $(\Gamma, \ell)$-partition of $S^m$ is provided in [8, 11]. Note that the $\Gamma$-orbit of a point $p \in S^m$ is diffeomorphic to either $S^{n_1-1}$, or $S^{n_1-1} \times S^{n_2-1}$, or $S^{n_2-1}$, and that the map $q : S^m \to [0, \pi]$ given by

$$q(x, y) := \arccos(|x|^2 - |y|^2), \quad \text{where} \quad x \in \mathbb{R}^{n_1}, \quad y \in \mathbb{R}^{n_2},$$

(9)
is a quotient map identifying each \( \Gamma \)-orbit in \( \mathbb{S}^m \) to a single point. So \( g \) maps a \((\Gamma, \ell)\)-partition of \( \mathbb{S}^m \) onto a partition of \([0, \pi]\) by relatively open subintervals. This last partition can be ordered. Taking advantage of this fact, the following result was proved in \([8, 11]\).

**Theorem 4.1.** Let \( \Gamma := O(n_1) \times O(n_2) \) with \( n_1, n_2 \geq 2 \) and \( n_1 + n_2 = m + 1 \) and let \( M := \mathbb{S}^m \). Then, the optimal \((\Gamma, \ell)\)-partition \( \{\Omega_1, \ldots, \Omega_\ell\} \in \mathcal{P}_\Gamma^M \) of \( \mathbb{S}^m \) given by Theorem 1.2 has the following properties: \( \Omega_1, \ldots, \Omega_\ell \) are smooth and connected, \( \Omega_1 \cup \cdots \cup \Omega_\ell = \mathbb{S}^m \) and, after reordering,

\[
\begin{align*}
\bullet & \quad \Omega_i \cong \mathbb{S}^{n_1-1} \times \mathbb{B}^{n_2}, \quad \Omega_i \cong \mathbb{S}^{n_2-1} \times \mathbb{S}^{n_2-1} \times (0,1) \text{ if } i = 2, \ldots, \ell - 1, \quad \text{and} \\
\bullet & \quad \Omega_\ell \cong \mathbb{B}^{n_1} \times \mathbb{S}^{n_2-1} \\
\bullet & \quad \Omega_i \cap \Omega_{i+1} \cong \mathbb{S}^{n_1-1} \times \mathbb{S}^{n_2-1} \quad \text{and} \quad \Omega_i \cap \Omega_j = \emptyset \text{ if } |j-i| \geq 2, \\
\bullet & \quad \text{the function} \\
& \quad u := \sum_{i=1}^\ell (-1)^{i-1} u_{\infty,i}
\end{align*}
\]

is a \( \Gamma \)-invariant sign-changing solution to the Yamabe problem (4) on \( \mathbb{S}^m \) with precisely \( \ell \) nodal domains, and \( u \) has least energy among all such solutions.

As shown by Theorems 1.2 and 4.1 the competitive Yamabe system (1) gives rise to one or even multiple solutions to the Yamabe equation (4). The opposite question has been considered in the literature. Let us call a solution \((u_1, \ldots, u_\ell)\) to the Yamabe system (7) **fully synchronized** if there exist \( c_i \neq 0 \) and a nontrivial solution \( u \) to the single equation (8) such that \( u_i = c_i u \) for all \( i = 1, \ldots, \ell \). It is readily seen that \((c_1 u, \ldots, c_\ell u)\) solves (7) for any solution \( u \) of (8) iff \( c = (c_1, \ldots, c_\ell) \in \mathbb{R}^\ell \) solves the algebraic system

\[
c_i = |c_i|^{2* - 2} c_i + \sum_{j=1}^\ell \lambda_{ij} |c_j|^2 \frac{2}{2*} |c_i|^{2* - 2} c_i, \quad c_i > 0, \quad \text{for every } i = 1, \ldots, \ell. \quad (10)
\]

There are several results concerning the solvability of (10). The easiest case is when \( m = 4 \) (i.e., \( 2* = 4 \)) and \( \ell = 2 \). Indeed, a straightforward computation shows that a solution to (10) exists if and only if \( \lambda_{12} < 0 \) and \( \lambda_{12} = 0 \). Bartsch proved in [3, Proposition 2.1] that, when \( 2* = 4 \) and \( \ell \geq 2 \), a fully synchronized solution to (10) exists when \( \lambda_{ij} := -1 \) for all \( i \neq j \) and \( \lambda > 0 \) for some \( \lambda > 0 \), while Chen and Zou [6, Theorem 1.1] showed that if \( m \geq 5 \) (i.e., \( 2* < 4 \)) and \( \ell = 2 \) a fully synchronized solution to (10) always exists provided \( \lambda_{12} > 0 \). Recently, Clapp and Pistoia complemented these results in [9] showing that, if the system is purely cooperative (i.e., \( \lambda_{ij} \geq 0 \) for all \( i, j = 1, \ldots, \ell, i \neq j \)), there exists a solution to (10). We recall that in the purely cooperative case every positive solution of (7) with \( \ell = 2 \) is fully synchronized, as shown by Guo and Liu in [22]. On the other hand, it is shown in [8, 12] that there exists \( \lambda^* < 0 \) such that the system (7) does not have a fully synchronized solution if \( \lambda_{ij} < \lambda^* \) for all pairs \( i \neq j \).

System (7) with mixed couplings (i.e., \( \lambda_{ij} \) can be positive or negative) has been recently studied by Clapp and Pistoia [9]. Let \( \lambda_{ii} = 1 \) and assume the matrix \((\lambda_{ij})\) is symmetric and admits a block decomposition as follows: For some \( 1 < q < \ell \) there exist \( 0 = \ell_0 < \ell_1 < \cdots < \ell_{q-1} < \ell_q = \ell \) such that, if we set

\[
I_h := \{i \in \{1, \ldots, \ell\} : \ell_{h-1} < i \leq \ell_h\}, \\
J_h := I_h \times I_h, \\
K_h := \{(i, j) \in I_h \times I_h : k \in \{1, \ldots, q\} \setminus \{h\}\},
\]


then
\[ \lambda_{ij} > 0 \text{ if } (i, j) \in I_h \quad \text{and} \quad \lambda_{ij} \leq 0 \text{ if } (i, j) \in K_h, \quad h = 1, \ldots, q. \]

According to the above decomposition, we shall write a solution \( u = (u_1, \ldots, u_\ell) \) to (7) in block-form as
\[
u = (\bar{u}_1, \ldots, \bar{u}_q) \quad \text{with} \quad \bar{u}_h = (u_{\ell_{h-1}+1}, \ldots, u_{\ell_h}).
\]
u is called fully nontrivial if every component \( u_i \) is different from zero. In [9] it is proved that if, either \( m \geq 5 \), or \( m = 4 \) and \( \lambda_{ij} =: b_h > 1 \) for all \( i, j \in I_h \) with \( i \neq j \), the system (7) has a fully nontrivial solution if \( \max(\lambda_{ij}) < \Lambda \) for some \( \Lambda > 0 \). This solution is invariant under the conformal action on \( \mathbb{R}^m \) of the group \( \Gamma \) defined above.

Finally, we would like to mention a couple of results, one of them by Grossi, Gladiali and Troestler [20] where they give sufficient conditions on the matrix \( (\lambda_{ij}) \) to ensure the existence of solutions bifurcating from the bubble of the critical Sobolev equation, and another one by Druet and Hebey [18] where they study the stability of solutions to (7) under linear perturbation.
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