Gauge-invariant theory of quantum light-matter interactions in arbitrary media
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The loss of gauge invariance in models of light-matter interaction which arises from material and photonic space truncation can pose significant challenges to conventional quantum optical models when matter and light strongly hybridize. In structured photonic environments, necessary in practice to achieve strong light-matter coupling, a rigorous model of field quantization within the medium is also needed. Here, we use the framework of macroscopic QED by quantizing the fields in an arbitrary material system, with a spatially-dependent dispersive and absorptive dielectric, starting from a fundamental light-matter action. We truncate the material and mode degrees of freedom while respecting the gauge principle by imposing a partial gauge fixing constraint during canonical quantization, which admits a large number of gauges including the Coulomb and multipolar gauges commonly used in quantum optics. We also consider gauge conditions with explicit time-dependence, enabling us to unambiguously introduce additional phenomenologically time-dependent light-matter interactions in any gauge. Our results allow one to derive rigorous non-relativistic models of ultrastrong light-matter interactions in structured photonic environments with no gauge ambiguity. Results for two-level systems and the dipole approximation are discussed, as well as how to go beyond the dipole approximation for effective single-particle models. By comparing with the limiting case of an inhomogeneous dielectric, where dispersion and absorption can be neglected and the fields can be expanded in terms of the generalized transverse eigenfunctions of the dielectric, we show how lossy systems can introduce an additional gauge ambiguity, which we resolve and predict to have fundamental implications for open quantum system models. Finally, we show how observables in mode-truncated systems can be calculated without ambiguity by using a simple gauge-invariant model of photodetection.

I. INTRODUCTION

In nanophotonics, one often would like to describe the interaction of a small number of emitters, treated as microscopic degrees of freedom, interfacing via the electromagnetic field with a macroscopic medium, wherein the different degrees of freedom are not tracked explicitly. In classical electromagnetism, this is accomplished by the macroscopic Maxwell’s equations, where the medium is, assuming a linear response of the medium to applied fields, ascribed a dielectric function, which in general can be frequency-dependent—allowing for dispersive behavior—and complex (allowing for energy losses via absorption). The requirement of the constituent medium to follow a causal relation implies, via the Kramers-Kronig relations, that in general a frequency-dependent dielectric function is complex, and vice-versa.

In quantum mechanics, the direct quantization of the macroscopic Maxwell’s equations is complicated by the fact that under an imaginary permittivity, the operators describing the electromagnetic field would in general decay to zero amplitude, in violation of the fundamental commutation relations [1]. One particularly successful method to quantizing the electromagnetic field in a dispersive and absorbing medium is the macroscopic quantum electrodynamics (QED) approach [1–8], where the field is expanded in terms of the photonic Green’s function of the medium (obtained from the impulse response of the electric field to a localized dipole source) and a bosonic polariton field. As the Green’s function can be obtained by purely classical calculations—including analytic solutions for simple geometries, and general numerical techniques (e.g., finite-difference time-domain simulations) for general cases—this powerful approach provides a quantum mechanical framework for studying the dynamics of light-matter systems in practical nanophotonic settings. The Green’s function quantization can be regarded as a generalization of the usual normal mode expansion from lossless systems. However, the Green’s functions can also be obtained through mode expansion techniques, even for complex geometries and in the presence of photon loss.

The macroscopic QED formalism can be justified on purely phenomenological grounds, by virtue of its simultaneous fulfillment of the macroscopic Maxwell’s equations and Lorentz equations of motion, the fundamental quantization commutation relations of the electromagnetic field, and the dissipation-fluctuation theorem [4]. Microscopic derivations can also be performed, wherein a material medium “reservoir” field is coupled via the fundamental minimal coupling prescription of QED to the vacuum electromagnetic fields, and a process of “Fano diagonalization” is used to diagonalize the total Hamil-
tonian (medium plus electromagnetic field) in terms of bosonic polariton operators which can then couple to microscopic material particles [3, 9]. In this latter microscopic derivation, the coupling can be written as a quantized Hamiltonian interaction, or more generally quantization can be performed at the level of an initial Lagrangian [7] by identifying canonical variables and quantizing in accordance with Dirac’s prescription for quantization with constraints [10]. Furthermore, its results are also in accordance with the phenomenological quantization approach.

Macroscopic QED, already having proved a powerful theoretical tool for modelling light-matter interactions in a medium (e.g., spontaneous emission in arbitrary environments [11–13], dipole-dipole interactions [14, 15], Casimir-Polder forces [16], and surface-enhanced Raman spectroscopy [17]), is an excellent candidate for improving models and providing fundamental analysis of light-matter interactions in the so-called ultrastrong coupling (USC) regime [18, 19]. In the USC regime, the parameters which characterize the coupling between the material and field degrees of freedom become substantial compared to the bare resonances of the subsystems, which strongly hybridizes the field and matter degrees of freedom, and common frameworks for understanding the dynamics of the interaction break down. These changes can be dynamical, as a consequence of having to forgo the widely used rotating-wave approximation, but recently it has come to be more widely understood that the fundamental Hamiltonian used to describe the coupling between the subsystems itself can become questionable in any situation where the field or material degrees of freedom are expressed in a truncated basis. In particular, the gauge invariance of the theory is broken when the minimal coupling Hamiltonian is expressed in terms of variables which are truncated to a finite energy basis for the material degrees of freedom, or the number of modes (and presumably Fock number states) for the field [20–22]. Notably, the loss of gauge invariance remains highly significant in interaction regimes where the truncation process retains all energy levels near-resonant with the ultrastrong interaction, where a truncated model should, in principle, be accurate and independent of choice of gauge.

The breakdown of gauge-invariance in material systems [21, 23–27] can be understood by noting that a truncation in an energy basis (e.g., to the widely-used two-level system (TLS) model) implies a truncation in a position basis (which is continuous without truncation). As a U(1) gauge theory, QED promotes the global symmetry of the Schrödinger equation’s invariance under a total change in the phase of the state vector to a local symmetry. The presence of this new symmetry induces a minimal coupling to a gauge boson field. In the case of nonrelativistic QED, a transformation of a wavefunction of a particle with charge $q$, through

\[ \psi(x) \rightarrow \exp \left[ i q \Lambda(x)/\hbar \right] \psi(x), \tag{1} \]

can be compensated by a corresponding gauge transformation of the potential fields, $A \rightarrow A + \nabla \Lambda$ and $\phi \rightarrow \phi - \Lambda$. All physical results must be invariant under local U(1) transformations.

Critically, if the model is to be implemented in a truncated basis, the truncation must be carried out in a way which is consistent with the gauge transformation in Eq. (1); that is, a gauge transformation of the field must be able to be compensated with an appropriate dimensional unitary transformation of the state vector. In a different context, these insights form the basis of lattice gauge theory, introduced by Wilson [28] to study quantum chromodynamics on a lattice, where the continuous representation of position is truncated to a finite basis in a manner which respects the gauge symmetry of the theory.

Equivalent insights can be used to show that truncation of photonic degrees of freedom (e.g., the number of photonic modes) also yields gauge-dependent predictions [20, 22], and it has been noted in different contexts, such as high-order harmonic generation [29], and tight-binding models [30], that truncation in the Coulomb gauge (and its analogues) allows for converging results with less modes, while the multipolar gauge (and its analogues) allow for less material states. In the context of media with loss, discrete mode expansions of the electromagnetic fields can take the form of, e.g., quasi-modes [31], or quasinormal modes (QNMs) [32–34]—where for the latter, a fully quantized theory has been developed recently [35] and applied to plasmonic single-photon sources [36], and coupled resonators [37], including gain-loss systems [38, 39], and appears to be an excellent candidate for modelling ultrastrong cavity-QED interactions in realistic media.

In this work, we take the view that any rigorous picture of open system quantum optics that involves a few discrete modes [40] necessitates some degree of mode truncation, and thus understanding gauge invariance in these models is essential.

In the quantization of systems with matter (that is, beyond the “passive” material medium considered in the macroscopic QED approach) an additional gauge symmetry beyond that of the field potentials arises due to the polarization field of the matter component. In this manner, for light-matter interactions it is therefore necessary to formulate a theoretical framework which allows for gauge transformations consistent with this greater class of symmetry under material truncation. Previous work has shown these methods to maintain gauge invariance on the basis of semiclassical arguments [23, 25, 41], which is generally sufficient, as after quantization, the gauge is invariably at least partially fixed by the requirement of constraints to quantize the electromagnetic field (and the same approach can be justified without reference to gauge transformations by instead appealing to the notion of constraining interactions within the correctly-truncated subspace [27]). However, this approach does not shed insight into what exactly the realizable gauges are and
what a gauge transformation consists of in the truncated space. The usual approach is to quantize in the Coulomb gauge and construct the multipolar gauge by means of the unitary Power-Zienau-Woolley (PZW) transformation [42, 43]; however, because a unitary transformation from a fixed gauge cannot implement a generic gauge transformation [44], this has raised questions [45] (and the resolutions to these questions [46–48]) about the validity of such a procedure recently. To be consistent with microscopic QED, any approach must start from a Lagrangian which respects this gauge symmetry of both the electromagnetic and material polarization fields, and contains the material reservoir fields which describe the medium.

In this paper, we accomplish this task by quantizing the electromagnetic fields in the presence of both a material medium reservoir field (the “passive” component), and free charged particles (the “active” component), the latter of which can interact with the electromagnetic fields with arbitrary strength, permitting a future treatment of USC. Using a c-number quantization function method by Woolley [44], we quantize in a way which does not require choosing a specific gauge, allowing us to derive manifestly gauge-invariant models which incorporate a broad class of gauges, including the most commonly used gauges in quantum optics: the Coulomb and multipolar (dipole) gauges. We show explicitly the validity of previous theoretical works on restoring gauge invariance, and shed light on the non-relativistic limit of their application.

Our results provide a rigorous and gauge-invariant framework for describing light-matter interactions in the USC regime from a first-principles approach, for arbitrary media, and one that can still take advantage of a reduced description of the medium in terms of a linear susceptibility function. We stress that from a theoretical perspective, our results need not be implemented in the context of a macroscopically quantized medium, and indeed the formalism also applies for free space quantization, but the presence of a medium (generally one that supports resonant modes) is necessary to reach the USC regime in practice in optical systems.

Our work also lays the necessary groundwork for the future development of first-principles models of loss from cavity-QED systems in the USC regime. This is timely and highly desired, as it as been shown recently that the nearly universally-used phenomenological model of dissipation (standard input-output theory [49]) is insufficient in the USC regime [50]. We expect our work to be useful and applicable to, in addition to quantized QNMs, studies based on, for example, pseudomodes [51, 52], or simulations involving matrix product states [53, 54].

In addition to laying out the fundamental theory of gauge-invariant interactions in quantum light-matter systems in a quantized and arbitrary medium, our work also contributes three additional main findings:

(i) As treating photon loss in quantum optics systems invariably involves truncating a portion of the electromagnetic field dynamical degrees of freedom, we propose that any open quantum systems approach to photon loss (e.g., a master equation) in a system interacting ultra-strongly with matter, from a rigorous theoretical perspective, should be derived in the Coulomb gauge. This apparent breaking of gauge invariance becomes significant in the USC regime, and arises specifically due to the nature of the system-reservoir separation associated with open quantum models; gauge invariance is maintained if the “reservoir” degrees of freedom are tracked dynamically. However, if using a simple (phenomenological) model of system-reservoir coupling, a reduced notion of a gauge transformation can be defined only with respect to a truncated field (eg., a cavity mode in cavity-QED models), which has allowed for previous developments of gauge-invariant models [50, 55]. Nevertheless, it should be noted that the phenomenological approach to system-reservoir coupling for open cavities fails in the USC regime, which is precisely where the notion of gauge invariance is relevant.

(ii) Contrasting previous claims [56, 57], we show that it is possible to introduce unambiguous phenomenological time-dependent light-matter interactions in any gauge, provided the time-dependence of the gauge condition is consistently accounted for in the quantization.

(iii) By considering an explicit model of photodetection in a truncated mode system, we resolve a gauge ambiguity regarding observables, and provide justification for the recent approach that has been used in previous works, for simple model systems of cavity-QED [50, 55, 56, 58].

The rest of our paper is organized as follows. In Sec. II, we present the fundamental action from which we derive Maxwell’s equations and the Lorentz force law in a dispersive and absorbing dielectric, where we treat the medium degrees of freedom explicitly as a frequency and spatially dependent reservoir with an oscillator field.

In Sec. III, we show how this general system can be quantized using Dirac’s method of canonical quantization with constraints, using Woolley’s [44] quantization function approach. Following previous works [7, 9], we then perform a Fano diagonalization to express part of the quantum Hamiltonian for this (arbitrary-gauge) system as a bosonic polariton harmonic oscillator field, which removes any explicit reference to the medium oscillator degrees of freedom, and express the electromagnetic fields in terms of the photonic Green’s function of the medium and the polariton operators.

In Sec. IV, we show how gauge invariance manifests in the quantum theory with the quantization function approach, and show how material and mode truncation can be introduced in a manner that respects the gauge principle. We contrast the form of discrete mode expansion that can be done in a lossy system with the more commonly employed normal mode expansion (namely, using lossless eigenmodes), which is generally only strictly possible in lossless and dispersionless medium. Figure 1 shows a schematic conceptual representation of our approach.
In Sec. V, we generalize the quantization function approach to quantizing in an arbitrary gauge by allowing the gauge condition to have explicit time-dependence. This permits for a broader set of gauge transformations to be considered than have previously appeared in the literature. We then use this formalism to show how phenomenological time-dependent interactions in ultrastrong transverse light-matter interactions can be introduced unambiguously in any gauge.

In Sec. VI, we apply our results to some common approximations in quantum optics, specifically the dipole approximation as well as the material TLS, and show how to go beyond the dipole approximation for the case of an effective single-particle model.

In Sec. VII, we identify and resolve a potential gauge ambiguity regarding observables of the electromagnetic field, by introducing an explicit simple model of photodetection in a truncated mode system. Using our formalism, we show that for mode truncation to be correctly performed, it must be done with respect to the vector potential, and that the correctly mode-truncated form of the electric field operator subsequently takes a modified form.

Finally, in Sec. VIII, we conclude. In addition, we also include two appendices. In Appendix A, we show in more detail how a discrete mode expansion can be generally constructed from the continuous polariton operators, and connect to the important case of quantized QNs. We consider, in Appendix B, the case of an inhomogeneous but nondispersive and lossless dielectric, with a real dielectric permittivity that is independent of frequency $\epsilon(x)$. In this important special case (justifiable in a limited frequency regime), the field variables can be expressed in terms of the so-called generalized transverse eigenfunctions of the system, which are normal modes of Maxwell’s equations in the dielectric medium with closed or periodic boundary conditions. We then discuss how gauge-invariant truncated models can be obtained, similarly to the procedure in the main text.

\section{II. ACTION AND EQUATIONS OF MOTION}

We take our model to consist of the electromagnetic field, a passive medium reservoir field $\mathbf{X}_\omega(x,t)$ (corresponding to “bound” charges), as well as active free particles, indexed by $\alpha$, with charge $q_\alpha$, mass $m_\alpha$, and position coordinate $\mathbf{r}_\alpha(t)$. We would like to ultimately model the interaction of the free charges with the electromagnetic field using a \textit{macroscopic} approach, where the field can be expressed in a quantized form, using the photonic Green’s function of the medium, which is determined by its dielectric function $\epsilon(x,\omega)$. In general, the dielectric constant is a complex-valued function that depends on space and frequency with real and imaginary parts $\epsilon_R(x,\omega)$ and $\epsilon_I(x,\omega)$, respectively. It may also be anisotropic, but we will consider this function as a scalar.

We consider the action $S = \mathcal{S}[\mathbf{A}_\mu; \mathbf{r}_\alpha; \mathbf{X}_\omega]$. This action is a functional of the electromagnetic potential fields $A^\mu(x) = (\delta(x,t)/c, \mathbf{A}(x,t))$, the medium field excitations $\mathbf{X}_\omega(x, t)$, and the material particle coordinates $\mathbf{r}_\alpha(t)$, as well as the time derivatives of each of these respective quantities. The medium is described by a dielectric function with real and imaginary parts $\epsilon_R(x,\omega)$ and $\epsilon_I(x,\omega)$, describing dispersion and absorption of the medium, respectively, and which satisfy the Kramers-Kronig relations. We assume non-magnetic media, such that $\mu(x,\omega)$ is a scalar. Note that here and throughout, $\omega$ refers to a continuous modal index, and not the argument of a Fourier transform of time.
We assume the free particles to have zero net charge, \( \sum_\alpha q_\alpha = 0 \). We express the total action as \([62, 63]\)
\[
S = S_{\text{em}}[A_\mu] + S_X[X_\omega] + S_A[r_\alpha] + S_{\text{int}}[A_\mu; r_\alpha; X_\omega],
\]
where
\[
S_{\text{em}}[A_\mu] = \int d^4x \left[ \frac{\epsilon_0}{2} \mathbf{E} \cdot \mathbf{E} - \frac{1}{2\mu_0} \mathbf{B} \cdot \mathbf{B} \right],
\]
(3a)
\[
S_A[r_\alpha] = \frac{1}{2} \sum_\alpha m_\alpha \dot{r}_\alpha^2,
\]
(3b)
\[
S_X[X_\omega] = \frac{1}{2} \int d^4x \int_0^\infty d\omega \left[ \mathbf{E}_\omega \cdot \mathbf{E}_\omega - \omega^2 X_\omega \right],
\]
(3c)
\[
S_{\text{int}}[A_\mu; r_\alpha; X_\omega] = \int d^4x \int_0^\infty d\omega \alpha(x, \omega) X_\omega \cdot \mathbf{E}
+ \int d^4x J_A^\mu A_\mu,
\]
(3d)

with
\[
\alpha(x, \omega) = \sqrt{\frac{2\epsilon_0\omega}{\pi}} \epsilon_f(x, \omega)
\]
(4)
and the four-current for the free particles is \( J_A^\mu(x) = (\rho_\alpha(x, t), \mathbf{J}_A(x, t)) \). This current satisfies a continuity equation \( \nabla \cdot \mathbf{J}_A + \rho_\alpha = 0 \), where
\[
\rho_\alpha(x, t) = \sum_\alpha q_\alpha \delta(x - r_\alpha),
\]
(5a)
\[
\mathbf{J}_A(x, t) = \sum_\alpha q_\alpha \dot{r}_\alpha \delta(x - r_\alpha).
\]
(5b)

The electric and magnetic fields are expressed in terms of the potentials as \( \mathbf{E} = -\mathbf{A} - \nabla \phi \) and \( \mathbf{B} = \nabla \times \mathbf{A} \), respectively.

Requiring that the action be stationary, we obtain the following set of equations:
\[
\epsilon_0 \nabla \cdot \mathbf{E} + \int_0^\infty d\omega \nabla \cdot [\alpha(x, \omega) X_\omega] = \rho_\alpha,
\]
(6a)
\[
\frac{1}{\mu_0} \nabla \times \mathbf{B} - \epsilon_0 \mathbf{E} - \int_0^\infty d\omega \alpha(x, \omega) \dot{X}_\omega = \mathbf{J}_A,
\]
(6b)
\[
m_\alpha \dot{r}_\alpha = q_\alpha \mathbf{E}(r_\alpha) + q_\alpha \dot{r}_\alpha \times \mathbf{B}(r_\alpha),
\]
(6c)
\[
\dot{X}_\omega + \omega^2 X_\omega = \alpha(x, \omega) \mathbf{E}.
\]
(6d)

Clearly, Eqs. (6a) and (6b) are the Gauss and Ampère-Maxwell laws with active material sources, as well as a polarization field \( \mathbf{P}_M = \int d\omega \alpha(x, \omega) X_\omega \) arising from the passive medium reservoir which also acts as a source—the “passivity” of the medium will ultimately be demonstrated by the “Fano diagonalization” of Sec. III C, which allows the fields to be expressed in terms of bosonic polariton operators and the photonic Green’s function without explicit reference to the medium interaction. Equation (6c) is the Lorentz force equation of motion for the active free particles, and Eq. (6d) is the equation of motion for the passive medium reservoir field.

## III. QUANTIZATION

In order to perform canonical quantization and promote field coordinates to operators on a Hilbert space, we first move to a Hamiltonian picture. To do so, we choose the Lagrangian \( \mathcal{L} \), which satisfies \( \delta S = \int dt \delta \mathcal{L} \), to take the form of the time integrands of the action in Eqs. (3a)-(3d). A total time derivative can be added to the Lagrangian without changing the resulting equations of motion, which is related to gauge symmetry of the theory, discussed in Sec. III A. We then identify the conjugate momenta to the field and particle coordinates:
\[
\Pi_\phi = \frac{\delta \mathcal{L}}{\delta \dot{\phi}} = 0
\]
(7a)
\[
\Pi_A = \frac{\delta \mathcal{L}}{\delta \dot{A}} = -\epsilon_0 \mathbf{E} - \int_0^\infty d\omega \alpha(x, \omega) X_\omega
\]
(7b)
\[
p_\alpha = \frac{\partial \mathcal{L}}{\partial \dot{r}_\alpha} = m_\alpha \dot{r}_\alpha + q_\alpha \mathbf{A}(r_\alpha)
\]
(7c)
\[
\Pi_{X_\omega} = \frac{\delta \mathcal{L}}{\delta \dot{X}_\omega} = X_\omega.
\]
(7d)

The vanishing of \( \Pi_\phi \) is indicative of the fact that the equations of motion have redundant degrees of freedom; while the four-potential contains four degrees of freedom, only three dynamical equations of motion are given by Eq. (6b). In the process of canonical quantization, the usual approach of promoting Poisson brackets to commutators of operators requires a one-to-one correspondence for dynamical equations of motion and unconstrained degrees of freedom. Instead, here we have a constrained system, where the longitudinal component of \( \Pi_A \) is constrained by Gauss’s law (Eq. (6a)), and the canonical momentum \( \Pi_\phi \) is constrained to vanish. These constraints restrict the phase space manifold in which the system is to be quantized, and describe a so-called “singular” system, where the Hessian of the Lagrangian does not have full rank \([10, 64, 65]\).

In addition to the two constraints described above, which we can write as
\[
\chi_0 = \Pi_\phi = 0,
\]
(8a)
\[
\chi_1 = \nabla \cdot \Pi_A + \rho_\alpha = 0,
\]
(8b)
a third constraint on the four-potential is required to ensure that one dynamical equation of motion exists for each of the unconstrained quantization variables. The reason for this is that typically in constrained systems, one can quantize by using Dirac’s prescription, which modifies the Poisson brackets as to include the effect of the constraints in a manner that implies there exist un-
constrained variables which can be quantized in accordance with the usual Poisson bracket prescription [10]. The difficulty here is that we find that the Poisson brackets of the above constraints vanishes, which precludes one from directly applying this procedure. This is ultimately because Eq. (8b) cannot be solved to uniquely eliminate one of the field degrees of freedom (e.g., \( \phi \)) by expressing it in terms of the others, which is a consequence of the gauge freedom of the theory (that is, Eq. (8b) only allows one to solve for the longitudinal part of \( \Pi_A \)) [10]. To remedy this, we will apply another constraint, which we will choose to manifestly preserve the gauge symmetry of the Lagrangian, allowing us to quantize in a (mostly) arbitrary gauge.

A. Gauge Symmetry

Note that under a general gauge transformation

\[
A(x, t) \rightarrow A(x, t) + \nabla \Lambda(x, t),
\]

the Lagrangian is not invariant, while the equations of motion (6) are. However, if we add the additional term

\[
L \rightarrow L - \frac{d}{dt} \int d^3x A(x, t) \cdot P(x, t),
\]

where the auxiliary polarization field \( P \) satisfies \( \nabla \cdot P(x, t) = -\rho_A(x, t) \) (which fixes its longitudinal part, but leaves the transverse part arbitrary), then the Lagrangian becomes invariant. Note here we have used the relation \( \nabla \cdot J_A + \dot{\rho}_A = 0 \). Also note that the action only involves the vector potential in the free particle part, whereas the medium is coupled to the (manifestly gauge invariant) electric field. More fundamentally, this is a consequence of the fact the medium part of the action is chosen to give the macroscopic Maxwell’s equations, in the form of a dielectric function.

Since we know how to quantize in the Coulomb gauge, it would be useful to have a representation of the vector potential in terms of its transverse part \( A_\perp \), which is gauge-invariant. To do this, we use a method devised by Woolley, in which the longitudinal component of the vector potential is determined by a c-number function projected onto the transverse vector potential [44, 48]. We call this method the quantization function approach.

Note that we can write, following Helmholtz’s theorem, the vector potential as \( A = A_\perp + A_\parallel \), where

\[
A_\parallel(x, t) = \nabla^x \int d^3x' K_\parallel(x, x') \cdot A(x', t),
\]

and \( K_\parallel(x', x) \) is the Green’s function for the divergence operator

\[
K_\parallel(x, x') = -\frac{1}{4\pi |x - x'|},
\]

which satisfies \( \nabla^x \cdot K(x, x') = \delta(x - x') \), and we have let the \( \parallel (\perp) \) subscript denote the longitudinal (transverse) part of a function with respect to its first spatial argument. Equation (11) is verified easily by noting that the gradient of \( K_\parallel \) gives the longitudinal Dirac delta function

\[
\nabla^x K_\parallel(x, x') = \delta^\parallel(x - x').
\]

Next, by imposing the constraint

\[
\chi_2 = \int d^3x' A(x', t) \cdot K(x', x) = 0,
\]

and noting that \( K_\parallel(x, x') \) is antisymmetric with respect to exchange of its arguments, it follows that one can write

\[
A(x, t) = A_\perp(x, t) + \nabla^x \int d^3x' A_\perp(x', t) \cdot K_\perp(x', x),
\]

such that the longitudinal part of the vector potential becomes \( A_\parallel(x, t) = \nabla \Lambda(x) \), with the gauge function

\[
\Lambda(x) = \int d^3x' A_\perp(x', t) \cdot K_\perp(x', x).
\]

The transverse part of the quantization function \( K_\perp : \mathbb{R}^3 \rightarrow \mathbb{R}^3 \) is nearly completely arbitrary [44], and uniquely fixes the gauge with respect to the fields. All that remains is to specify the transverse part of the polarization, to describe a unique Lagrangian as per the prescription in Eq. (10). Noting that since we can write the longitudinal part as

\[
P_\parallel(x, t) = -\int d^3x' K_\parallel(x, x') \rho_A(x', t),
\]

we see that the additional term in the Lagrangian becomes (suppressing the time index)

\[
-\frac{d}{dt} \int d^3x \left\{ A_\perp(x) \cdot P_\perp(x) + \int d^3x' K_\perp(x, x') \rho_A(x') \right\}.
\]

A convenient definition for the polarization is thus

\[
P(x, t) = -\int d^3x K(x, x') \rho_A(x', t),
\]

such that the total time derivative vanishes, and the polarization no longer appears at all in the Lagrangian, allowing one to quantize entirely on the basis of the gauge symmetry associated with the electromagnetic field (albeit in a subspace with the reduced gauge symmetry associated with the quantization constraint). Note that with this definition, a gauge transformation consists of the simultaneous change of the gauge function \( K(x, x') \rightarrow K'(x, x') \), with an associated change in the vector potential and transverse polarization \( A_\perp \rightarrow A'_\perp \), \( P_\perp \rightarrow P'_\perp \) as determined by Eqs. (15) and (19). In Sec. V, we extend this scheme to allow for time-dependent gauge conditions, by letting \( K_\perp \) be an explicit function of time, such that a gauge transformation also changes \( \phi \). The quantization function approach can also be used for quantization of systems with no explicit medium reservoir degrees of freedom, when dissipation and dispersion can be neglected.
in the dielectric function $\epsilon$, as we show in Appendix B.

Two important choices of gauge in the theory of light-matter interactions are the Coulomb and multipolar gauges; for the Coulomb gauge

$$K^C_L(x, x') = 0,$$

and for the multipolar gauge,

$$K^mp_L(x, x') = -(x' - r_A) \cdot \int_0^1 ds \delta^L(x - r_A - s(x' - r_A)),$$

where $r_A$ is an arbitrary c-number position, and $\delta^L = I \delta - \delta^\parallel$ is the transverse delta function (using dyadic notation with $I_{ij} = \delta_{ij}$). This form is particularly useful for computing multipolar expansions for charge distributions localized around a position $r_A$ (e.g., a molecular center), and is closely related to the PZW transformation from the Coulomb to multipolar gauges, as discussed more in Sec. IV B.

### B. Canonical Quantization with Constraints

Having specified the gauge of the theory by means of the quantization function $K(x, x')$ (in particular, its transverse component), we can now apply Dirac’s constrained quantization procedure. We note that we have three constraints for this system: $\chi_0 = \chi_1 = \chi_2 = 0$, as given by Eqs. (8a), (8b), and (14). These constraints are to be understood as only applying on a subset of phase space in which all the constraints are applied—in the parlance of Dirac, these are weak equalities [66]. To proceed with the quantization procedure, we must evaluate Poisson brackets between these constraints. In particular, these should be evaluated before applying the constraints. It is easy to verify that the Poisson brackets of $\chi_0$ with the other two constraints vanish. This means $\chi_0$ is a so-called first-class constraint, and the remaining Poisson brackets (over the “second-class” constraints) thus form an orthogonal matrix $C_{ij}(x, x') = \{\chi_i(x), \chi_j(x')\}$, which can be evaluated as

$$C(x, x') = \delta(x - x') \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix},$$

with inverse (in this case) $C^{-1} = C^T$, which satisfies

$$\sum_k \int d^3x'' C_{ik}(x, x'') C^{-1}_{kj}(x'', x') = \delta_{ij} \delta(x - x').$$

From this, one then defines the Dirac bracket [10, 44, 65]:

$$\{A, B\}_D = \{A, B\} - \sum_{ij} \int d^3x \int d^3x' \{A, \chi_i(x)\} C^{-1}_{ij}(x, x') \{\chi_j(x'), B\},$$

and quantizes by imposing $[\hat{A}, \hat{B}] = \hbar \{A, B\}_D$.

Evaluating in this manner, we find the nonzero commutators to be (in the Schrödinger picture)

$$[\hat{X}_\omega(x), \hat{N}_\omega(x')] = i\hbar \delta(x - x')\delta(\omega - \omega')$$

and

$$[\hat{p}_\omega, \hat{N}_\omega(x)] = i\hbar q_\omega \nabla x K(x, \hat{r}_A).$$

We can also construct the quantum Hamiltonian:

$$\hat{H} = \sum_\alpha \hat{H}_\alpha \cdot \hat{p}_\alpha + \int d^3x \hat{A} \cdot \hat{P}_A$$

$$+ \int d^3x \int_0^{\infty} d\omega \hat{X}_\omega \cdot \hat{N}_\omega \cdot \hat{L}.$$

While these commutators define, in principle, a working quantum theory of fields, they do not separate photonic and material degrees of freedom in the form of canonical commutation relations. That is, the operators $\hat{A}$ and $\hat{P}_A$ cannot be expanded as a superposition of bosonic creation and annihilation operators. Nonetheless, a canonical transformation can be easily found to describe the system in terms of new coordinates which do satisfy the usual canonical commutation relations.

After quantization, the “weak equalities” of the constraints become strong equalities, and can be applied to the quantum operators. The constraint $\chi_1(x) = 0$ means that the longitudinal part of $\hat{N}_A(x)$ can be expressed analytically in terms of $\hat{r}_A(x)$:

$$\hat{N}_{A,\parallel}(x) = \hat{P}_{\parallel}(x)$$

$$= \sum_\alpha q_\alpha (\hat{r}_\alpha - r_A) \cdot \int_0^1 ds \delta^\parallel(x - r_A - s(\hat{r}_\alpha - r_A)),$$

where the second equality can be shown to be consistent with Eq. (17). For this work, we take $r_A = 0$ hereafter without loss of generality. Note that, more generally, one can also consider situations where $r_A \rightarrow \hat{r}_A$ corresponds to a dynamical degree of freedom (e.g., a center-of-mass coordinate) [16, 67].

By means of a canonical transformation, we can define new unconstrained canonical coordinates $\hat{A}_j$ and $\hat{P} = \hat{P}_A - \hat{P} [10]$. In this new coordinate system, the field variables are manifestly transverse, and the Gauss’s law
constraint simply becomes $\mathbf{\nabla} \cdot \mathbf{\Pi} = 0$. One can then verify that we have the modified commutators

$$[\mathbf{A}_\perp (x), \mathbf{\Pi} (x')] = i \hbar \delta^4 (x - x') \tag{31a}$$

$$[\mathbf{p}_\alpha, \mathbf{\Pi} (x)] = 0, \tag{31b}$$

which now take their usual form.

### C. Fano diagonalization and Green’s function expansion

As a result of the canonical commutation relations in Eqs. (26), (31a), and (31b), the fields $\mathbf{A}_\perp$ and $\mathbf{X}_\omega$, as well as their conjugates $\mathbf{\Pi}$ and $\mathbf{\Pi}_X$, can be expressed as a sum over bosonic creation and annihilation operators. Furthermore, the total Hamiltonian can be decomposed into a component which only consists of these operators $\hat{H}_F$ as well as a component which involves the polarization operators associated with the $\mathbf{r}_\alpha$ operators and their conjugates $\hat{H}_P$:

$$\hat{H}_F = \frac{1}{2 \epsilon_0} \int d^3 x \left[ \mathbf{\Pi} + \int d\omega \alpha (x, \omega) \mathbf{X}_\omega \right]^2 + \frac{1}{2 \mu_0} \left( \mathbf{\nabla} \times \mathbf{\hat{A}}_\perp \right)^2 + \hat{H}_X, \tag{32}$$

with

$$\hat{H}_X = \frac{1}{2} \int d^3 x \int_0^\infty d\omega \left( \mathbf{\Pi}_\omega^2 + \omega^2 \mathbf{X}_\omega^2 \right), \tag{33}$$

and

$$\hat{H}_P = \sum_\alpha \left[ \mathbf{p}_\alpha - q_\alpha \mathbf{\hat{A}}_\perp (\mathbf{r}_\alpha) \right]^2 - \frac{1}{2 \epsilon_0} \int d^3 x \mathbf{\hat{P}} (x) \cdot \mathbf{\hat{E}} (x)$$

$$- \frac{1}{2 \epsilon_0} \int d^3 x \mathbf{\hat{P}}^2 (x), \tag{34}$$

where Eq. (7b) was used to express the electric field operator in the quantization variables as

$$\mathbf{\hat{E}} (x) = -\frac{1}{\epsilon_0} \left[ \mathbf{\Pi} (x) + \mathbf{\hat{P}} (x) + \int_0^\infty d\omega \alpha (x, \omega) \mathbf{\hat{X}}_\omega (x) \right]. \tag{35}$$

The total Hamiltonian is then $\hat{H} = \hat{H}_F + \hat{H}_P$.

The term $\hat{H}_F$ is quadratic in the quantization variables over bosonic fields, and as such, one should be able to, by a process of Fano diagonalization, express it in the form

$$\hat{H}_F = \int d^3 x \int_0^\infty d\omega \omega \delta (x, \omega) \mathbf{b} (x, \omega) \cdot \mathbf{b} (x, \omega), \tag{36}$$

where $\mathbf{b} (x, \omega)$ are bosonic excitation operators which combine medium harmonic oscillator fields $\mathbf{\hat{X}}_\omega$ and electromagnetic degrees of freedom, and satisfy

$$[\mathbf{b} (x, \omega), \mathbf{b}^\dagger (x', \omega')] = i \hbar \delta (x - x') \delta (\omega - \omega') \tag{37a}$$

$$[\mathbf{b} (x, \omega), \mathbf{b} (x', \omega')] = 0 \tag{37b}$$

$$[\mathbf{b}^\dagger (x, \omega), \mathbf{b}^\dagger (x', \omega')] = 0. \tag{37c}$$

For the Coulomb gauge, this is done precisely in the derivation by (e.g.) Philbin [63]. Here, we can note that the results of this derivation can be applied directly with the substitution ($\mathbf{A}, \mathbf{\Pi}_A$) → ($\mathbf{A}_\perp, \mathbf{\Pi}$). The important result is that the fields can be expressed as

$$\mathbf{\hat{E}}^F (x) = i \int d^3 x' \int_0^\infty d\omega \frac{1}{\epsilon_0 \omega} \mathbf{G} (x, x', \omega) \cdot \mathbf{\hat{J}}_N (x', \omega) + \text{H.c.} \tag{38a}$$

$$\mathbf{\hat{A}}_\perp (x) = \int d^3 x' \int_0^\infty d\omega \frac{1}{\epsilon_0 \omega^2} \mathbf{G}^\perp (x, x', \omega) \cdot \mathbf{\hat{J}}_N (x', \omega) + \text{H.c.}, \tag{38b}$$

where

$$\mathbf{\hat{J}}_N (x, \omega) = \sqrt{\frac{\hbar \omega}{2}} \alpha (x, \omega) \mathbf{b} (x, \omega). \tag{39}$$

Here, $\mathbf{\hat{E}}^F$ is the part of the total electric field operator $\mathbf{\hat{E}} = \mathbf{\hat{E}}^F - \mathbf{\hat{P}} / \epsilon_0$ which can be expressed in terms of the bosonic operators that diagonalize $\hat{H}_F$. In accordance with our assumption of non-magnetic media, the photonic Green’s function $\mathbf{G} (x, x', \omega)$ is a tensor (or dyad) which satisfies the Helmholtz equation for a dipole source:

$$\left[ \mathbf{\nabla} \times \mathbf{\nabla} \times - \frac{\omega^2}{c^2} \mathbf{\hat{c}} (x, \omega) \right] \mathbf{G} (x, x', \omega) = -\frac{\omega^2}{c^2} i \hbar \delta (x - x'), \tag{40}$$

together with the corresponding retarded boundary conditions. For example, for open dielectrics (i.e., cavity resonators surrounded by a homogeneous medium with index of refraction $n_B$), one can use the Silver-Müller radiation condition:

$$\frac{x}{|x|} \times \mathbf{\nabla} \times \mathbf{G} (x, x', \omega) \to i n_B \frac{\omega}{c} \mathbf{G} (x, x', \omega), \tag{41}$$

which holds as $|x| \to \infty$. Here we let the notation $\mathbf{G}^\perp (x, x', \omega)$ refer to the transverse part of $\mathbf{G} (x, x', \omega)$ with respect to the left-hand side of the dyad, and spatial argument $x$.

Note the full vector potential can be expanded in terms of the modified Green’s function such that

$$\mathbf{\hat{A}} (x) = \int d^3 x' \int_0^\infty d\omega \frac{1}{\epsilon_0 \omega^2} \mathbf{G}_A (x, x', \omega) \cdot \mathbf{\hat{J}}_N (x', \omega) + \text{H.c.}, \tag{42}$$

using the modified Green’s function

$$\mathbf{G}_A (x, x', \omega) = \mathbf{G}^\perp (x, x', \omega) + \int d^3 x'' \mathbf{\nabla} \cdot \mathbf{K}_\perp (x'', x) \cdot \mathbf{G}^\perp (x'', x', \omega), \tag{43}$$

which picks up a longitudinal component determined by the quantization function $\mathbf{K}_\perp$. 

IV. GAUGE INVARIANCE AND HILBERT SPACE TRUNCATION

In this section, we first show in Sec. IV A how gauge invariance manifests in the quantized theory, and how gauge transformations can be implemented as unitary transformations within the general gauge function quantization method. We then discuss how material and mode truncation can potentially break this gauge invariance, and how this can be avoided, in Secs. IV B and IV C. Our main contribution in this section is the arbitrary-gauge Hamiltonian under material and mode truncation \( \tilde{\mathcal{H}} \), given by Eq. (84), from which we resolve gauge ambiguities and derive simplified models in later sections.

A. Gauge Invariance in the Quantum Theory

Prior to quantization, gauge invariance manifests as the invariance of the Lagrangian under gauge transformations of the four-potential. After quantization using the arbitrary gauge approach (in terms of the quantization function \( K(x, x') \)), however, the hallmark of gauge invariance is the invariance of the Schrödinger equation under a local phase change of the state vector simultaneous with a gauge transformation of the potentials. Such a process can be implemented as a unitary transformation which transforms the system from one arbitrary gauge Hamiltonian under material and mode truncation to another \([48]\).

As mentioned in the previous section, a gauge transformation consists of the change \( K(x, x') \rightarrow K'(x, x') \) and the associated change in the longitudinal component of the vector potential and the transverse component of the polarization. Thus, for the theory to be gauge invariant, this change should be compensated by a local phase change in the state vector, implemented as a unitary operator.

Specifically, for the quantization scheme developed here and the set of gauge transformations allowed therein, this phase variation can be expressed as a unitary transformation \( |\psi\rangle \rightarrow \tilde{W}|\psi\rangle \), with accompanying change of the Hamiltonian \( \tilde{W}H\tilde{W}^\dagger \), in order to preserve the form of the Schrödinger equation. To be concrete, consider two gauges indexed by \( g \) and \( g' \), with quantization functions \( K^g(x, x') \) and \( K^{g'}(x, x') \), respectively. Then, a gauge transformation from gauge representation \( g \) to \( g' \) can be found as

\[
\tilde{W}_{g'g} = \exp \left[ \frac{i}{\hbar} \int d^3x \right. \left. \sum_{\alpha} q_{\alpha} \left( \hat{A}^{g'}_{\alpha}(x) - \hat{A}_g(\tilde{r}_\alpha) \right) \right],
\]

and \( \hat{A}_g(\tilde{r}_\alpha) \) is the quantized version of the gauge function expressed in Eq. (16) for gauge indexed by \( g \). The state vector transforms as \( |\psi_{g'}\rangle = \tilde{W}_{g'g} |\psi_g\rangle \). To determine the transformation effect on the variables constituting the Hamiltonian, it is useful to note the following relations (suppressing frequency indices):

\[
[\hat{A}_{\perp, i}(x), \hat{A}_{\perp, j}(x')] = \frac{\hbar}{2\epsilon_0} \int d^3r \int_0^\infty \frac{d\omega}{\omega^2} G^{\perp}_{ik}(x, r) G^{\perp \dagger}_{kj}(r, x') - \text{H.c.}
\]

\[
= \frac{\hbar}{\pi\epsilon_0} \int_0^\infty \frac{d\omega}{\omega^2} \text{Im}\{G_{ij}(x, x')\} - \text{H.c.}
\]

\[
= 0,
\]

(45)

where we have used the Green’s function relations \([4]\)

\[
G_{ij}(x, x', \omega) = G_{ji}(x', x, \omega),
\]

(46)

and

\[
\int d^3r G(x, r, \omega) \cdot G(r, x', \omega) = \text{Im}\{G(x, x', \omega)\}.
\]

(47)

Equations (45) and (15) together imply that \( [\hat{A}_g(x), \hat{A}_{\perp, i}(x')] = 0 \) as well.

Of particular use is the transformation of the canonical momenta:

\[
\tilde{W}_{g'g} \left[ \hat{\Pi}(x) + \hat{P}^g(x) \right] \tilde{W}_{g'g}^\dagger = \hat{\Pi}(x) + \hat{P}^{g'}(x)
\]

(48)

\[
\tilde{W}_{g'g} \left[ \hat{\rho}_g - q_\alpha \hat{A}^{g'}(\tilde{r}_\alpha) \right] \tilde{W}_{g'g}^\dagger = \hat{\rho}_g - q_\alpha \hat{A}^{g'}(\tilde{r}_\alpha).
\]

(49)

To show the effect of this transformation on the Hamiltonian, it is useful to write the arbitrary gauge Hamiltonian in the form

\[
\tilde{H} = \int d^3x \left[ \frac{\epsilon_0}{2} \hat{E}_g^2(x) + \frac{1}{2\mu_0} \hat{B}^2(x) \right]
\]

\[
+ \hat{H}_{x_{\omega}} + \sum_{\alpha} \left[ \frac{p_\alpha - q_\alpha \hat{A}(\tilde{r}_\alpha)}{2m_\alpha} \right]^2,
\]

(50)

where

\[
\hat{E}_g(x) = -\frac{1}{\epsilon_0} \left[ \hat{\Pi}(x) + \hat{P}^g(x) + \int_0^\infty d\omega_0(x, \omega) \hat{X}_{\omega}(x) \right].
\]

(51)

The unitary transformation has no effect on \( \hat{B} \) (as a result of Eq. (45)) or the reservoir operators \( \hat{X}_{\omega}, \hat{\Pi}_{x_{\omega}} \), and clearly \( \tilde{W}_{g'g} \hat{E}_g(x) \tilde{W}_{g'g}^\dagger = \hat{E}_g(x) \), as a consequence of Eq. (48). Using this fact and Eq. (49), it is easy to see that the unitary transform has the effect of performing the gauge transform, and thus we confirm the quantum theory is indeed gauge invariant.

B. Material truncation

The issue with truncation is that the transformation given by Eq. (49) necessarily requires the full infinite dimensional operator algebra to be implemented, and thus any method of truncating the operator \( \tilde{W}_{g'g} \) (which must
be truncated to operate on the reduced dimensionality state vector) will fail to give the necessary gauge transformation [20, 21, 23, 24, 26, 68]. This results in a theory which does not respect the gauge principle and gives ambiguous results, especially in the USC regime. This can also be seen as the truncation creating a non-local potential which can be expressed as a function of truncated momentum operators, to which the minimal coupling replacement that ensures gauge invariance has not been applied [23, 25, 69], or inconsistent constraining of interactions to a specific subspace [27].

To circumvent this, we can instead write the Hamiltonian, prior to truncation, in terms of unitary operators which implement the minimal coupling replacement on a Hamiltonian which in the absence of transverse coupling to the electric field (e.g., the eigenstates of a molecular system) has a discrete set of energy levels which are near-resonant with relevant medium-assisted interactions with the electric field. The truncation can then be applied directly to the position operators, which ensures the gauge transformation is consistent with the reduced Hilbert space dimensionality and preserves gauge invariance [25, 27, 70]. This procedure is also consistent with a lattice gauge theory perspective, where the local phase transformation acts on the state vector only at discrete “lattice” points in space equal in number to the number of states left after truncation [41], as well as the Peierls substitution for introducing electromagnetic interactions within tight-binding models [70].

To identify the “bare” matter Hamiltonian, containing only the interparticle Coulomb interactions between the constituent particles, note that in the absence of coupling with the transverse field, the material Hamiltonian becomes

\[
\hat{H}_0 = \sum_\alpha \frac{\hat{p}_\alpha^2}{2m_\alpha} + \sum_{\alpha, \alpha'} V_{\text{Coul}}(\hat{r}_\alpha, \hat{r}_{\alpha'}),
\]

where

\[
\sum_{\alpha, \alpha'} V_{\text{Coul}}(\hat{r}_\alpha, \hat{r}_{\alpha'}) = \int d^3x \frac{\hat{P}_\alpha^2(x)}{2\epsilon_0}
\]

\[
= \frac{1}{2} \sum_{\alpha, \alpha'} \frac{q_\alpha q_{\alpha'}}{4\pi\epsilon_0 |\hat{r}_\alpha - \hat{r}_{\alpha'}|}
\]

and we are assuming that the medium-assisted longitudinal field is sufficiently weak that it suffices to use the unscreened Coulomb potential to calculate the unperturbed material eigenstates—alternatively, we can simply phenomenologically use the eigenstates which are corrected by the medium-assisted longitudinal field as the basis \(\hat{H}_0\) (see Appendix B and Ref. [61] for an analogous discussion in the case of a nondispersive and nonabsorbing medium).

In this manner, we can write the entire arbitrary-gauge Hamiltonian as

\[
\hat{H} = \hat{H}_F + \hat{H}_0 + \hat{H}_{\text{int}},
\]

where

\[
\hat{H}_{\text{int}} = -\sum_\alpha \frac{q_\alpha}{m_\alpha} \hat{p}_\alpha \cdot \hat{A}(\hat{r}_\alpha) + \sum_\alpha \frac{q_\alpha^2}{2m_\alpha} \hat{A}^2(\hat{r}_\alpha)
\]

\[
- \int d^3x \hat{P}(x) \cdot \hat{E}_F(x) + \frac{1}{2\epsilon_0} \int d^3x \hat{P}_\perp^2(x).\]

Next, we introduce the unitary operator

\[
\hat{U} = \exp \left[ \frac{i}{\hbar} \int d^3x \hat{A}(x) \cdot \hat{Z}_\Lambda(x) \right],
\]

where

\[
\hat{Z}_\Lambda(x) = \sum_\alpha q_\alpha \hat{r}_\alpha \int_0^1 ds \delta(x - s\hat{r}_\alpha)
\]

is an operator chosen to implement, approximately, the minimal coupling transformation \(\hat{p}_\alpha \rightarrow \hat{p}_\alpha - q_\alpha \hat{A}(\hat{r}_\alpha)\), as appears in the \(\hat{H}_F\) part of the full Hamiltonian \(\hat{H}\) (Eq. (32)). In actuality, the full transformation of the particle momenta under \(\hat{U}\) is

\[
\hat{U} \hat{p}_\alpha \hat{U}_\dagger = \hat{p}_\alpha - q_\alpha \hat{A}(\hat{r}_\alpha) - q_\alpha \hat{r}_\alpha \times \int_0^1 ds s \hat{B}(s\hat{r}_\alpha).\]

Using this full transformation, we can write the full Hamiltonian as

\[
\hat{H} = \hat{H}_F + \hat{U} \hat{H}_0 \hat{U}_\dagger - \int d^3x \hat{P}(x) \cdot \hat{E}_F(x)
\]

\[
+ \frac{1}{2\epsilon_0} \int d^3x \hat{P}_\perp^2(x) - \hat{H}_{\text{mag}},\]

where

\[
\hat{H}_{\text{mag}} = -\sum_\alpha \frac{q_\alpha}{2m_\alpha} \int_0^1 ds s \left[ \hat{p}_\alpha \cdot \hat{r}_\alpha \times \hat{B}(s\hat{r}_\alpha)\right.
\]

\[
+ \hat{r}_\alpha \times \hat{B}(s\hat{r}_\alpha) \cdot \hat{p}_\alpha - 2q_\alpha \hat{A}(\hat{r}_\alpha) \cdot \hat{r}_\alpha \times \hat{B}(s\hat{r}_\alpha)
\]

\[
- q_\alpha \int_0^1 ds' s' \left[ \hat{r}_\alpha \times \hat{B}(s'\hat{r}_\alpha) \right] \cdot \hat{r}_\alpha \times \hat{B}(s'\hat{r}_\alpha) \].\]

The magnetic terms were analyzed in detail in Ref. [16] (in that case, as they appear in the multipolar gauge), with the conclusion that, for atomic systems, the scaling of these terms relative to the electric dipole interaction is proportional to \(\sim (Z_{\text{eff}}\alpha_0)^2\), where \(Z_{\text{eff}}\) is the effective (screened) charge of the nucleus, and \(\alpha_0\) is the fine-structure constant. For non-relativistic systems, \(Z_{\text{eff}}\alpha_0 \ll 1\), and so going forward we will neglect the influence of \(\hat{H}_{\text{mag}}\). We note that this is an inherent approximation of the theory (although one that is very well-founded in most circumstances), which has to our knowledge has not been acknowledged to date in the literature on restoring gauge invariance in truncated material systems.

The Hamiltonian of Eq. (59), after neglecting the magnetic terms, is gauge invariant under material truncation...
provided we truncate the position operators \( \hat{r}_\alpha = \hat{P} \hat{r}_\alpha \hat{P} \), where
\[
\hat{P} = \sum_{i=1}^{N} |\phi_i\rangle \langle \phi_i |
\]  
(61)
is a projector operator onto a finite set of \( N \) eigenstates of \( \hat{H}_0 \), such that in the truncated space, we have
\[
\hat{P} \hat{H}_0 \hat{P} = \hat{H}_0 = \sum_{i=1}^{N} \hbar \omega_i |\phi_i\rangle \langle \phi_i |,
\]  
(62)
where \( |\phi_i\rangle \) denotes the \( i \)th eigenstate of \( \hat{H}_0 \) with energy \( \hbar \omega_i \). We use throughout this work calligraphic characters to denote operators which act on the truncated space. We stress that, except for \( \hat{H}_0 \), the (correctly) truncated operators are those that are expressed in terms of the projected position operators \( \hat{r}_\alpha \), and not those with the projector operator \( \hat{P} \) directly applied, which generally will violate gauge invariance.

We then take \( \hat{P} \rightarrow \hat{P} \), where
\[
\hat{P} = -\sum_{\alpha} q_{\alpha} \hat{K}(\mathbf{x}, \hat{r}_\alpha),
\]  
(63)
and \( \hat{U} \rightarrow \hat{U} \):
\[
\hat{U} = \exp \left[ \frac{i}{\hbar} \int d^3 x \hat{A}(\mathbf{x}) \cdot \hat{Z}_\Lambda(\mathbf{x}) \right] = \exp \left[ \frac{i}{\hbar} \sum_{\alpha} q_{\alpha} \hat{r}_\alpha \cdot \int_0^1 ds \hat{A}(s \hat{r}_\alpha) \right],
\]  
(64)
where \( \hat{Z}_\Lambda \) is \( \hat{Z}_\Lambda \) expressed in terms of the truncated position operators \( \hat{r}_\alpha \). Thus, the truncated material basis arbitrary-gauge Hamiltonian \( \hat{H} \) can be written as
\[
\hat{H} = \hat{H}_F + \hat{H}_0 \hat{U} \hat{U}^\dagger
\]  
(65)
- \( \int d^3 x \hat{P}(\mathbf{x}) \cdot \hat{E}_F(\mathbf{x}) + \frac{1}{2\epsilon_0} \int d^3 x \hat{P}_\perp(\mathbf{x}) \cdot \hat{A}(\mathbf{x}) \).

In the Coulomb gauge, \( \hat{K}_\perp^C = \hat{P}_\perp^C = \hat{A}_\perp^C = 0 \), and this Hamiltonian \( \hat{H}_C \) can be expressed as
\[
\hat{H}_C = \hat{H}_F + \hat{U} \hat{H}_0 \hat{U}^\dagger - \int d^3 x \hat{P}_\parallel(\mathbf{x}) \cdot \hat{E}_F(\mathbf{x}) \cdot \hat{A}_\perp(\mathbf{x}).
\]  
(66)

Note the last term can also be written as
\[
\int d^3 x \hat{P}_\parallel(\mathbf{x}) \cdot \hat{E}_F(\mathbf{x}) = \sum_{\alpha} q_{\alpha} \hat{r}_\alpha \cdot \int_0^1 ds \hat{E}_F(s \hat{r}_\alpha).
\]  
(67)

In the multipolar gauge, \( \hat{K}_\perp^{mp} \) is given by Eq. (21), which implies (again taking \( r_\Lambda = 0 \))
\[
\hat{P}_\perp^{mp}(\mathbf{x}) = \sum_{\alpha} q_{\alpha} \hat{r}_\alpha \cdot \int_0^1 ds \delta^+(\mathbf{x} - s \hat{r}_\alpha),
\]  
(68)
and
\[
\hat{A}_\perp^{mp}(\mathbf{x}) = -\int_0^1 ds \mathbf{x} \times \hat{B}(s \mathbf{x}).
\]  
(69)

In the multipolar gauge, \( \mathbf{x} \cdot \hat{A}_\perp^{mp}(\mathbf{x}) = 0 \), and from this it is easy to show that \( \hat{U}_{mp} = 1 \). Applying this result, we thus find,
\[
\hat{H}_{mp} = \hat{H}_F + \hat{H}_0 - \sum_{\alpha} q_{\alpha} \hat{r}_\alpha \cdot \int_0^1 ds \hat{E}_F(s \hat{r}_\alpha) + \sum_{\alpha, \alpha'} \frac{q_{\alpha} q_{\alpha'}}{2\epsilon_0} \int_0^1 ds \int_0^1 ds' \delta^+(s \hat{r}_\alpha - s' \hat{r}_{\alpha'}) \cdot \hat{r}_{\alpha'}.
\]  
(70)

As in the untruncated theory, we can implement a gauge change from one fixed gauge to another by means of a unitary transformation:
\[
\hat{V}_{g'g} \hat{H}_g \hat{V}_{g'g}^\dagger,
\]  
(71)
where \( \hat{V}_{g'g} \) is Eq. (44) expressed in terms of the truncated position operators \( \hat{r}_\alpha \), i.e.,
\[
\hat{V}_{g'g} = \exp \left[ -\frac{i}{\hbar} \int d^3 x \left[ \hat{P}_\perp^{g'}(\mathbf{x}) - \hat{P}_\perp^g(\mathbf{x}) \right] \cdot \hat{A}_\perp(\mathbf{x}) \right].
\]  
(72)

It is straightforward to verify that the transformation in Eq. (71) is equivalent to replacing \( \hat{A}^g \) and \( \hat{P}_\perp^g \) in the arbitrary-gauge Hamiltonian \( \hat{H} \) in Eq. (65) with \( \hat{A}^{g'} \) and \( \hat{P}_\perp^{g'} \) (or equivalently, replacing \( \hat{K}^g \) with \( \hat{K}^{g'} \)), respectively, and thus we see that gauge invariance is preserved under material truncation in the fully quantized theory.

It is worth noting that \( \hat{Z}_\Lambda \) is precisely the multipolar polarization \( \hat{P}_\parallel^{mp}(\mathbf{x}) \), and as such, \( \hat{U} = \hat{W}_g \hat{U}_{mp} \), as previously noted. Moreover, if it is evaluated in the Coulomb gauge, then \( \hat{U} \) is the unitary operator which implements the well-known PZW transformation, \( \hat{A}_\perp \) [42, 43, 47]; in this case, \( \hat{U} = \hat{W} \). The PZW transformation \( \hat{U}^\dagger \hat{H}_C \hat{U} = \hat{H}^{mp} \) (where the vector potential in \( \hat{U} \) is taken to be the Coulomb gauge \( \hat{A}_\perp \)) removes the transformation that generates minimal coupling from \( \hat{H}_0 \), which allows one to truncate the energy levels of the bare system without needing to rely on the infinite dimensional operator algebra required to transform the \( \hat{P}_\alpha \) operators. This is why naive truncation (in the sense of \( \hat{H} \rightarrow \hat{P} \hat{H} \hat{P} \)) in the multipolar gauge gives much more accurate results than the Coulomb gauge [21], and is in fact generally assumed to not break gauge invariance [50]. It is worth noting that this argument relies on the neglect of the magnetic terms, however, and should be understood as a non-relativistic approximation. As discussed in the following section, naive truncation in the multipolar gauge also fails in general when anything less than a complete set of modes is used to expand the electromagnetic fields, which is often the case in, for example, cavity-QED.

C. Mode Truncation

In addition to material truncation, we can also consider truncation of the transverse electrodynamic degrees of freedom: for example, a mode truncation, where the “modes” are solutions to Maxwell’s equations subject to
a certain boundary condition (e.g., fixed, periodic, or open). To do so, note that the arbitrary gauge Hamiltonian from Eq. (65) can also be written as

$$\hat{H} = \hat{V} \frac{d}{d\tau} + i\hat{H}_0 \frac{d}{d\tau} - \int d^3x \mathbf{E}_\perp(x) \cdot \mathbf{P}_\perp(x), \quad (73)$$

where

$$\hat{V} = \exp \left[ -i \frac{\hbar}{\ell} \int d^3x \mathbf{P}(x) \cdot \mathbf{A}_\perp(x) \right]. \quad (74)$$

Note that for a fixed gauge indexed by $g$, $\hat{V} = \hat{W}_{g,c}$; this transformation takes an operator from its Coulomb gauge representation to a generic one.

Similar to the analysis in the case of material truncation, one can show that the transformation induced by $\hat{V}$ relies on the operator relationship $[\mathbf{A}_\perp(x), \Pi(x')] = i\hbar \delta_\perp(x-x')$, which requires a complete set of transverse modes to expand the photonic operators in. As such, if the number of modes included in the system Hamiltonian is to be truncated naively, a gauge transformation in the reduced space can no longer be implemented as a unitary evolution, violating gauge invariance. Equivalently, this can be seen as not properly introducing coupling between the truncated subspaces of the system consistently [22]. Truncation of the Fock space photon number also breaks gauge invariance in this manner, although we focus on the case of mode truncation in this work.

To be explicit, consider a mode projection operator $\hat{P}_M$, that satisfies

$$\hat{P}_M \mathbf{A}_\perp(x) \hat{P}_M = \mathbf{A}_\perp(x). \quad (75)$$

The Hamiltonian which retains gauge invariance under mode truncation is then simply Eq. (73), but with $\hat{V} \rightarrow \hat{V}$, and $\hat{V}$ is $\hat{V}$ evaluated in terms of $\mathbf{A}_\perp$ instead of $\mathbf{A}_\perp$.

To give a concrete example, let us consider a modal expansion for the transverse vector potential:

$$\mathbf{A}_\perp(x) = \sum_\mu \sqrt{\frac{\hbar}{2\epsilon_0 \chi_{\mu\mu}}} f_\mu(x) \hat{a}_\mu + \text{H.c.}, \quad (76)$$

where we denote the mode expansion over a finite sum of "relevant" modes with transverse mode profiles $f_\mu(x)$ and annihilation (creation) operators $\hat{a}_\mu$ ($\hat{a}_\mu^\dagger$). We can then define the projection operator as

$$\mathbf{P}_M = \bigotimes_\mu \bigotimes_{n_\mu=0}^{\infty} |n_\mu\rangle \langle n_\mu| \quad (77)$$

Subsequently, the bosonic Hamiltonian is

$$\hat{H}_F = \int d^3x \int_0^\infty d\omega \omega \hat{P}_M \hat{b}^\dagger(\mathbf{x},\omega) \hat{P}_M \cdot \hat{P}_M \hat{b}(\mathbf{x},\omega) \hat{P}_M \quad (78)$$

$$= \sum_{\mu\nu} \hbar \chi_{\mu\nu} \hat{a}_\mu^\dagger \hat{a}_\nu. \quad (78)$$

In Appendix A, we give more details on the construction of these discrete modes from the continuum, and their relationship to the Hermitian matrix $\chi_{\mu\nu}$. It is important to note that the mode functions $f_\mu$ are not the usual normal mode solutions to the Helmholtz expansion, but rather nonorthogonal transverse modal expansion functions which satisfy, if the truncation is not applied,

$$\sum_{\mu\nu} \frac{\chi_{\mu\nu}}{\sqrt{\chi_{\mu\mu} \chi_{\nu\nu}}} f_\mu(x) f_\nu^*(x') = \delta_\perp(x - x'), \quad (79)$$

as shown in Appendix A.

Note that while throughout we refer to these as "modes", they are, more generally, a truncation of the spatial and frequency-dependent degrees of freedom of the electromagnetic fields and passive medium reservoir fields. Specifically, the truncation process involves a projection of a spatial and frequency-dependent orthonormal basis onto the polariton operators $\mathbf{b}(\mathbf{x},\omega)$, $\mathbf{b}^\dagger(\mathbf{x},\omega)$, and need not necessarily satisfy the Helmholtz equation with appropriate boundary conditions—although for truncation to be a useful approximation technique, this is presumed to be the case. A consequence of this is that $\hat{H}_F$ is not diagonal with respect to the finite mode basis (an effect known from, e.g., quantized QNMs [35, 37], quasi-modes [31], as well as supermodes in quantum nonlinear optics [71]). This is why, in contrast to the case of material truncation, we define the mode truncation with respect to the field expansion itself, and not the field Hamiltonian; in the case of a nondispersive and nonabsorbing medium, it is possible to truncate with respect to the true normal modes of the medium, and both approaches are then equivalent. In Appendix B, we discuss this case in more detail.

As an important example, in Appendix A, we show how the discrete modes can be chosen to correspond over a restricted region of space to QNMs—although for this case the completeness relation (79) does not apply directly, as the expansion is only valid over a spatial region where the QNMs form a well-behaved basis for the transverse Green's function. Also note that even in a dielectric medium with permittivity that is real and independent of frequency, it is often useful to use mode expansions which are not the exact "true modes" of the entire system. For example, quasi-modes [31], which use an artificial permittivity to obtain mode functions which represent an idealized version of the system of interest, and QNMs, where the open-boundary conditions lead to non-Hermitian eigenvalues even without dispersion or absorption.

Applying the correctly-truncated unitary transform to the bosonic Hamiltonian, $\hat{V} \hat{a}_\mu \hat{V}^\dagger = \hat{a}_\mu - i\hat{\xi}_\mu$, we obtain

$$\hat{V} \hat{H}_F \hat{V}^\dagger = \hat{H}_F + \left( i \sum_{\mu\nu} \hbar \chi_{\mu\nu}^* \hat{a}_\mu \hat{a}_\nu + \text{H.c.} \right) \quad (80)$$

where

$$\hat{\xi}_\mu = \sum_\alpha \frac{q_\alpha}{\sqrt{2\epsilon_0 \hbar \chi_{\alpha\mu}}} \int d^3x \mathbf{K}_\perp(x, \hat{\xi}_\alpha) \cdot f_\mu^*(x). \quad (81)$$
The second term in Eq. (80) gives the transverse coupling between photonic and material subspaces, and can also be written as

\[
\left( i \sum_{\mu \nu} \hbar \chi_{\mu \nu} \hat{a}_\mu \hat{\xi}_\nu^\dagger + \text{H.c.} \right) = - \int d^3 x \hat{\mathbf{E}}^F_\perp(x) \cdot \mathbf{P}_\perp(x),
\]

(82)

where \( \hat{\mathbf{E}}^F_\perp \) is the part of the correctly mode-truncated transverse electric field operator that can be expressed in terms of the bosonic operators:

\[
\hat{\mathbf{E}}^F_\perp(x) = i \sum_{\mu} \sqrt{\hbar \chi_{\mu \mu}} f'_\mu(x) \hat{a}_\mu + \text{H.c.},
\]

(83)

and \( f'_\mu = \sum_\nu \frac{\chi_{\mu \nu}}{\sqrt{\chi_{\nu \nu}}} f_\nu \). The quantum system after material and photon truncation is visualized in Fig. 2.

In a general gauge, the fully correctly-truncated transverse electric field operator can be found from \( \hat{\mathbf{E}}_\perp = \hat{\mathcal{V}} \hat{\mathbf{E}}^F_\perp \hat{\mathcal{V}}^{-1} \). That this is the correctly-truncated form of the transverse electric field operator can be found by enforcing \( \hat{\mathbf{E}}_\perp = -\frac{d}{dx} \hat{\mathbf{A}}_\perp \), and applying the Heisenberg equation of motion. Of course, we could also define a mode expansion initially with respect to the transverse electric field, however, as discussed in Sec. VII, the vector potential is the field which plays the direct role in photodetection, and thus we argue it is the correct field to construct a truncated mode expansion with respect to.

The fact that the correctly-truncated transverse electric field operator is expanded in terms of mode profiles \( f'_\mu(x) \) which are a linear combination of the mode profiles (in the truncated basis) for the vector potential \( f_\mu(x) \) is a fundamental feature of dissipation, and stands in contrast to the case of a normal mode expansion, presented in Appendix B. Nonetheless, under an assumption of well-separated discrete modes (i.e., high Q-factor resonators, for example), the different modal expansions can be related to each other, allowing the transverse electric field to be expanded in the usual form, which we discuss in Appendix A.

The most general arbitrary-gauge Hamiltonian is then

\[
\hat{\mathcal{H}} = \hat{\mathcal{V}} \hat{\mathcal{H}}_F \hat{\mathcal{V}}^{-1} + \hat{\mathcal{U}} \hat{\mathcal{H}}_0 \hat{\mathcal{U}}^{-1} - \int d^3 x \hat{\mathbf{E}}^F_\parallel(x) \cdot \mathbf{P}_\parallel(x),
\]

(84)

where we use a tilde to denote explicitly quantities with both photonic space truncation as well as material truncation. Note that no loss of gauge invariance occurs if the longitudinal part of the medium-assisted electric field \( \hat{\mathbf{E}}^F_\parallel \) is truncated (i.e., the part that belongs to the photonic subspace). If the transverse mode expansion is complete, in that it satisfies Eq. (79), the untruncated result is recovered. Note also that we can write the first two terms on the right hand side of Eq. (84) as

\[
\hat{\mathcal{V}} g, C \hat{\mathcal{H}}_F \hat{\mathcal{V}}^{-1} + \hat{\mathcal{V}} g, m_p \hat{\mathcal{H}}_0 \hat{\mathcal{V}}^{-1} \hat{\mathcal{V}} g, m_p',
\]

which clearly indicates the special role that the Coulomb and multipolar gauges play in the theorem of gauge invariance in truncated optical systems.

These expressions can be simplified in the Coulomb and multipolar gauges by noting that for the Coulomb gauge, we have \( \mathcal{V} = 1 \), and in the multipolar gauge,

\[
\int d^3 x \mathbf{K}_\perp(x, \hat{\mathcal{E}}_\alpha) \cdot \mathbf{f}_\mu(x) = -\hat{\mathcal{E}}_\alpha \cdot \int_0^1 ds \mathbf{f}_\mu(s \hat{\mathcal{E}}_\alpha).
\]

(85)

A gauge transformation in the truncated photonic space is, similar to Eq. (72),

\[
\hat{\mathcal{V}} g, g = \exp \left[ -i \int d^3 x \left( \mathbf{P}_\perp(x) - \mathbf{P}_\perp(x) \right) \cdot \hat{\mathbf{A}}_\perp(x) \right],
\]

(86)

which again can be shown to be equivalent to a replacement of the truncated vector potential and transverse polarization. Of course, all the results in this section can easily be generalized to consider the case of no material truncation by taking \( \hat{\mathcal{E}}_\alpha \to \mathbf{r}_\alpha \).

The difference between Eq. (84), the correctly mode-truncated arbitrary-gauge Hamiltonian, and a naïvely truncated Hamiltonian \( \hat{\mathcal{P}}_M \hat{\mathcal{H}} \hat{\mathcal{P}}_M \) is twofold: Firstly, the second term in Eq. (80), the interaction term between photonic and material subspaces, is only expressed in terms of the correctly-truncated electric field if the Hamiltonian is properly (not directly) truncated, by instead truncating directly the vector potential as the fundamental field coordinate.

Secondly, the final term in Eq. (80) differs from the final term in Eq. (65) in that it contains explicit reference to the electromagnetic field via the mode functions \( f_\mu \) [22]. In the case where truncation is applied after calculating the unitary transformation induced by \( \hat{\mathcal{V}} \), the transverse delta function in the commutator (31a) (which requires a complete set of transverse modes) is used to remove any reference to the field modes. The additional integration present in the properly truncated case resolves issues with the \( \mathbf{P}_\perp^2 \) term when expressed in the multipolar gauge, where \( \mathbf{P}_\perp \) is expressed in terms of a Dirac delta functions, which can cause problems due to the presence of a product of distributions [43].

It is instructive to compare our modal expansion and truncation in a fundamentally lossy and dispersive system with the more commonly employed case in quantum optics of a normal mode expansion. To focus on the case of light-matter interactions in a medium, we can consider an inhomogeneous dielectric with a real and independent of frequency permittivity \( \epsilon(x) \). In this case, the Helmholtz equation can be used to calculate the true normal modes of this system as the eigenfunctions of \( \nabla \times \nabla \times \mathbf{h}_\mu - \frac{\omega^2}{c^2} \epsilon(x) \mathbf{h}_\mu = 0 \), with appropriate closed or periodic boundary conditions. The modal eigenfunctions here are \( \mathbf{h}_\mu(x) \) with eigenvalue \( \omega_\mu \), and they are generalized transverse in that they satisfy \( \nabla \cdot (\epsilon \mathbf{h}_\mu) = 0 \). In this case, an approximate (macroscopically-averaged) Lagrangian can be used with no reference to the medium oscillator fields. In Appendix B, we quantize this system using Dirac’s constrained quantization procedure for the important case of the generalized Coulomb gauge, which satisfies \( \nabla \cdot (\epsilon \mathbf{A}) = 0 \), and the generalized multipolar...
FIG. 2. Visualization of the photon and material truncation. An exemplary system consisting of a dielectric rod and a point-like emitter can generally be described quantum mechanically by a multi-level electronic system interacting with a continuum of photon modes (left), which reflect hybridized states of the vacuum electric field and the passive dielectric material. The electromagnetic field depends on a three-dimensional integration over the photon Green’s function. The proper truncation of the material and photon degrees of freedom allows for a description of the quantum system with few energy levels (right), while still preserving gauge invariance. The electromagnetic field is obtained from the optical mode functions.

gauge which we obtain by PZW transform. The main result is that the generalized multipolar Hamiltonian $\hat{H}_{gmp}$ can be written as

$$\hat{H}_{gmp} = \hat{H}_0 + \sum_{\mu} \hbar \omega_{\mu} \hat{a}_{\mu}^{\dagger} \hat{a}_{\mu} - \int d^3x \hat{E}^F(x) \cdot \hat{Z}_A(x) + \sum_{\mu} \left[ \int d^3x \hat{Z}_A(x) \cdot \mathbf{h}_\mu(x) \right]^2 \frac{1}{2\epsilon_0},$$

(87)

where the part of the electric field operator which can be expressed in terms of bosonic normal mode operators is

$$\hat{E}^F(x) = i \sum_{\mu} \sqrt{\frac{\hbar \omega_{\mu}}{2\epsilon_0}} \mathbf{h}_\mu(x) \hat{a}_{\mu} + \text{H.c.},$$

where for each mode with profile $\mathbf{h}_\mu$ we can associate creation and annihilation operators which satisfy $[\hat{a}_{\mu}, \hat{a}_{\mu}^{\dagger}] = \delta_{\mu \nu}$. It is important to note that full electric field operator also contains contributions from the material system operators, which must be considered when calculating physical observables; for details, see Appendix B.

One very important difference between the generalized multipolar Hamiltonian (87) and the more general multipolar Hamiltonian (84) is that the interaction term between photonic and material subspaces takes a form which only includes direct mode-polarization couplings in the former case, where loss can be neglected. As a result, a naive truncation of the generalized multipolar Hamiltonian (by applying $\hat{P}_M$ operators directly to $\hat{H}$) only differs from the correct result in the polarization-squared term, which does not couple to the photonic subspace.

In many cases (e.g., a TLS; see Sec. VI B), this term is irrelevant, or otherwise neglected. The ambiguity associated with mode truncation thus does not always play a significant role in light-matter interactions, at least with respect to the Hamiltonian. Note however, that the generalized transverse eigenmodes are found with respect to the entire dielectric system, and thus are generally de-localized and not appropriate for a discrete resonant mode truncation, despite this procedure being common in the literature (i.e., taking a “single-mode” limit). One very important implication of this can be seen by considering open quantum systems.

To be concrete, consider the case of a cavity resonator, with discrete mode operators which couple to external fields and thus exhibits photon loss with some decay rate. Since there is only one electromagnetic field (i.e., of the universe), writing down a Hamiltonian for the cavity field in the multipolar gauge, where the other “reservoir” degrees of freedom are traced out (e.g., in the form of a master equation, using the well-known input-output formalism [49]) will necessarily involve some degree of mode truncation. Thus, we propose that there must be an intrinsic ambiguity associated with open quantum systems with respect to the gauge in which they are derived using the standard methods of quantum optics. In future
work, we will demonstrate this explicitly using quantized QNMs for the Coulomb and multipolar gauges.

A general gauge-invariant solution to this problem may be difficult, as the methods described here to avoid ambiguities with mode truncation rely on the assumption that the “irrelevant” modes to be truncated do not contribute at all to the total Hamiltonian. In contrast, using system-reservoir theory, one would like to split up the Hamiltonian into a “system” part, as well an “environment” part, and a system-environment part. Only after the derivation of a (for example) master equation does the system part remain as the only dynamical degree of freedom.

However, we note that the Coulomb gauge is unique in that it is the only gauge that satisfies $\hat{V} = 1$. Thus, the unitary transformation which transforms the field Hamiltonian $H_F$, and mixes up field and material degrees of freedom, becomes trivial in this gauge. As such, one should safely be able to remove the environmental (reservoir) degrees of freedom by the techniques of open quantum systems, without compromising the theory. We thus conjecture that only the (correctly-truncated) Coulomb gauge is appropriate for deriving rigorous open quantum system models of ultrastrong light-matter interactions. Another way of seeing this is by noting that the Coulomb gauge is the unique gauge (within the gauges realizable in the quantization function method) wherein the reservoir degrees of freedom are constrained entirely within a bosonic subspace, which is necessary to perform a Born-Markov approximation and derive a master equation.

It should of course be noted that one can of course perform a PZW-like transformation by only using the cavity mode degrees of freedom, to get something resembling the multipolar gauge for a truncated mode system. This is equivalent to defining a new class of gauge transformations which act only on the reduced system degrees of freedom, and does not lead to any ambiguity, provided the material degrees of freedom are correctly truncated. Here, we are concerned with the treatment of the entire electromagnetic field and its role in open systems.

V. TIME-DEPENDENT GAUGE TRANSFORMATIONS

In this section we generalize our approach to consider time-dependent gauge conditions and transformations, as well as how to construct gauge-invariant phenomenological time-dependent models of light-matter interaction.

We can extend the previously developed theory of arbitrary gauge quantization by allowing the transverse part of the quantization function to be an explicit function of time, such that $K = K(x, x', t)$. In this case, one can follow the development in prior sections in the exact same way by taking the system to be quantized at a definite time $t_0$, and then determining the explicit time dependence of any observables when calculating expectation values [65, 72]. Alternatively, we can account for the explicit time dependence of observables that arises from the time-dependent gauge condition by means of an additional time-dependent Hamiltonian term, generated by a canonical transformation prior to quantization. This is analogous to the approach in Ref. [56], where, after quantization, a unitary transformation with explicit time-dependence is introduced to define a time-dependent gauge transformation. Here, we generalize this approach by introducing it before quantization, and for arbitrary gauges.

Specifically, a modification to the Hamiltonian arises due to the canonical transformation that takes the coordinates $(A, \Pi_A)$ to $(A_\perp, \Pi)$. With time-independent constraints, this transformation does not alter the Hamiltonian. With time-dependent constraints, however, $P(x)$ becomes explicitly time-dependent, and more care is needed to perform the canonical transformation to the unconstrained variables [72].

A canonical transformation from the set of constrained variables $(A, \Pi_A)$ to the unconstrained variables $(A_\perp, \Pi)$ can be implemented by writing the Lagrangian expressed in terms of the constrained variables as equal to the new Lagrangian expressed in terms of the unconstrained variables, up to a total time derivative which does not affect the extremization of the action:

$$\int d^3x \hat{A} \cdot \Pi_A - H(A, \Pi_A, t) = \int d^3x \hat{A}_\perp \cdot \Pi - H'(A_\perp, \Pi, t) + \frac{dG}{dt}. \quad (88)$$

Here, we have used a condensed notation by suppressing functional dependencies of the fields as well as the dependence of the Hamiltonians $H$ and $H'$ on the variables unaffected by the desired transformation. One way to implement this canonical transformation is by using a type-2 generating function [73]:

$$G = -\int d^3x A_\perp \cdot \Pi + \int d^3x G_2(A, \Pi, t). \quad (89)$$

For Hamilton's equations to be preserved in the unconstrained variables, one requires then $\frac{\partial G_2}{\partial A} = \Pi_A$, $\frac{\partial G_2}{\partial \Pi} = A_\perp$, and $H' = H + \int d^3x \frac{\partial G_2}{\partial t}$. Clearly, this can be accomplished by a form $G_2 = A_\perp \cdot \Pi_A + \Pi \cdot A_\perp$, which we can express as a function of $A$ and $\Pi$ as

$$G_2(A, \Pi, t) = A \cdot [\Pi + P(t)] + \Pi \cdot \int d^3x' \delta^{(3)}(x-x') \cdot A(x'), \quad (90)$$

where we have emphasized that the explicit time dependence comes from (the transverse part of) $P$. From this,
it is easy to determine the relation

\[ H'(t) - H(t) = \int d^3x \frac{\partial G_2(A, \Pi, t)}{\partial t} \]

\[ = -\int d^3x \int d^3x' A_\perp(x, t) \cdot \left[ \frac{\partial}{\partial t} K_\perp(x, x', t) \right] \rho_\Lambda(x', t). \]  

(91)

Upon quantization, this term becomes simply \( \int \hat{A}_\perp \cdot \hat{P}_\perp \), and so the only change in the case of time-dependent gauge function is

\[ \hat{H} \rightarrow \hat{H}(t) = \hat{H} + \int d^3x \hat{A}_\perp(x) \cdot \hat{\dot{P}}_\perp(x, t). \]  

(92)

This additional term added to the Hamiltonian is equivalent to the gauge transformation \( \hat{\phi} \rightarrow \hat{\phi} - \hat{\Delta} \), since this transforms \( \hat{E}_\| \rightarrow \hat{E}_\| + \hat{A}_\| \), which when applied to the longitudinal interaction term in Eq. (84) and employing the quantization constraint relation in Eq. (14) generates the term in Eq. (94). Thus, a broad class of gauge transformations as defined in Eqs. (9a) and (9b) can be implemented within the arbitrary gauge quantization theory.

The notion of gauge transformations also must be modified to account for the explicit time dependence of the gauge transformation function, \( W_{g'}(t) \). Here we shall consider the untruncated case for notational simplicity, although the procedure is identical with truncation of the material and/or photonic subspaces.

It is simple to show that the form of the Schrödinger evolution is conserved under a gauge transformation \( |\psi'_g(t)\rangle = W_{g'}(t) |\psi_g(t)\rangle \), provided the Hamiltonian changes as

\[ \hat{H}'_{g'}(t) = \hat{W}_{g'}(t) \hat{H}_g(t) \hat{W}_{g'}^\dagger(t) - i\hbar \hat{W}_{g'}(t) \frac{\partial}{\partial t} \hat{W}_{g'}^\dagger(t). \]  

(93)

Using the definition of \( \hat{W}_{g'}(t) \) (Eq. (44), but with \( \hat{\Lambda}_g(x) \rightarrow \hat{\Lambda}_{g'}(x,t) \)), one can show the second term in the above equation then takes the form

\[ -i\hbar \hat{W}_{g'}(t) \frac{\partial}{\partial t} \hat{W}_{g'}^\dagger(t) = \int d^3x \left[ \hat{P}_{\perp}^g(x, t) - \hat{P}_{\perp}^{g'}(x, t) \right] \cdot \hat{\dot{A}}_\perp(x). \]  

(94)

Reference [56] poses an apparent problem with this concept of gauge transformations, suggesting that the Coulomb gauge is somehow more fundamental than the multipolar gauge, and must be used when time-dependent interactions are to be considered. Here, in contrast, we take the view that gauge symmetry is a fundamental property of the QED Lagrangian, and thus any gauge should give consistent results, provided any approximations to the theory are implemented consistently across gauges.

When describing time-dependent interactions and/or gauge conditions (as in Refs. [56, 57]), however, the Coulomb gauge is potentially unique in that it is defined, conveniently, by \( K_{\perp}(x, x', t) = 0 \) for all \( t \), and thus is a time-invariant gauge. In constrast, when the light-matter interaction strength is given an explicit time-dependence, the multipolar gauge constraint condition itself should also be given this explicit time dependence to get something similar to the usual form of the multipolar Hamiltonian. Thus, the additional term (Eq. (92)) arises, which does not exist in the time-independent multipolar gauge. It should also be noted that an explicitly time-dependent Hamiltonian is always an approximation, since the energy non-conserving nature of a time-dependent Hamiltonian means some external system has dynamics which are not explicitly modeled. Thus, choosing to impose time-dependence in a specific gauge can potentially lead to different results than if it is imposed in other gauges, and analysis of the physical origin of the time-dependence may need to be taken to resolve this potential ambiguity [57].

For the case of time-dependent coupling between the transverse field and matter, we can introduce this in a way which is unambiguous and equivalent in both the Coulomb and multipolar gauges as follows: in the Coulomb gauge, the minimal coupling is introduced via the transverse part of \( \hat{Z}_\Lambda \) (see Eq. (57)). Thus, we can modulate the transverse field’s interaction strength with matter by phenomenologically modulating this parameter by a time-dependent factor \( \mu(t) \) such that \( \hat{Z}_\Lambda(x) \rightarrow \mu(t) \hat{Z}_\Lambda(x) \). In the multipolar gauge, the coupling is entirely mediated by the transverse polarization \( \hat{P}_{\perp}^{\text{mp}}(x) \). Thus, we can make the equivalent approximation by taking \( \hat{P}_{\perp}^{\text{mp}}(x) \rightarrow \mu(t) \hat{P}_{\perp}^{\text{mp}}(x) \).

Now, in the Coulomb gauge, \( \hat{Z}_\Lambda(x) \) is simply a function which generates (neglecting the magnetic interaction terms) the minimal coupling replacements \( p_\alpha \rightarrow p_\alpha - q_\alpha \hat{A}(r_\alpha) \). In contrast, in the multipolar gauge, \( \hat{P}_{\perp}^{\text{mp}}(x) \) is a parameter which appears in the Lagrangian. As such, by making this quantity time-dependent, we must add to the Hamiltonian the additional term given by Eq. (92), and understand the gauge condition as depending explicitly on time. In either case, we can perform the time-dependent gauge transformation via \( \hat{W}_{C,\text{mp}}(t) \) (see Eq. (44)) to transform from one gauge to another, and the additional term is correctly accounted for by this transformation. As such, one can introduce time-dependent interactions in systems with ultrastrong coupling in either gauge without introducing any ambiguity or violating gauge invariance. Using our formalism of the time-dependent quantization function \( K(x, x', t) \), tis is done without treating any gauge as more fundamental than another, although as noted in Ref. [56], this is most easily done in the Coulomb gauge, where the coupling strength can straightforwardly be made time-dependent.

In contrast to Ref. [57], which claims that introducing time-dependent light-matter interaction strengths necessarily breaks the gauge-invariance of the fundamental light-matter Lagrangian, we note that this is circum-
vented by applying the time-dependent modulation of the interaction strength only to the transverse part of the interaction, since the transverse vector potential is gauge-invariant. This in fact produces equivalent results to the replacements made at the level of the Coulomb and multipolar gauge Hamiltonians described above, and allows one to introduce gauge-invariant time-dependent couplings in a completely unambiguous way.

Thus ultrastrong time-dependent light-matter interactions are not gauge relative, as fully expected, if using a correct and unambiguous theory. Furthermore, it should also be noted that modulating the longitudinal (quasistatic) interaction, as in Ref. [57], is likely to lead to undesired and unphysical predictions beyond just the breaking of gauge invariance, as this would involve the modulation of the Coulomb forces which bind together the constituent atoms of the matter degrees of freedom. Clearly the desired phenomenological model in many cases should be that of a time-dependent transverse coupling only.

VI. THE DIPOLE APPROXIMATION AND TWO-LEVEL SYSTEMS

In this section we apply the results of Sec. III to some commonly used models and approximations in quantum optics. Specifically, we discuss the dipole approximation (or long-wavelength approximation) in Sec. VIA, TLSs in Sec. VIB, and how to go beyond the dipole approximation for effective single-particle models in Sec. VIC. We focus on the case of the dispersive and absorbing dielectric, but analogous results for the case of a real dielectric, where the fields are expanded in terms of the generalized transverse normal modes of the system (see Appendix B) can easily be derived by applying the appropriate approximations to the generalized Coulomb and multipolar gauges in Eqs. (B39) and (B40).

A. Dipole Approximation

In the Coulomb and multipolar gauges, the Hamiltonian is in a particularly convenient form to expand the field potential functions around \( \mathbf{x} = \mathbf{r}_A = 0 \), the center of the (e.g.) molecular charge distribution. In particular, taking this expansion to first order in \( \hat{\mathbf{e}}\mathbf{e} \) results in the dipole approximation. For example, under the dipole approximation, the operator \( \hat{\mathcal{U}} \) becomes (with no mode truncation)

\[
\hat{\mathcal{U}} = \exp \left[ -\frac{i}{\hbar} \hat{\mathbf{d}} \cdot \hat{\mathbf{A}}_0 \right],
\]

where we have defined the dipole operator \( \hat{\mathbf{d}} = \sum_\alpha q_\alpha \hat{\mathbf{e}}_\alpha \). Similarly, \( \hat{\mathcal{V}} \) becomes \( \hat{\mathcal{V}} = \exp \left[ -\frac{i}{\hbar} \hat{\mathbf{d}} \cdot \hat{\mathbf{A}}_{\perp,0} \right] \). Note one could also define a dipole operator for each particle, which is naturally more suited to multi-particle models such as the Dicke and Hopfield models [74]. In this section we shall use fields with the 0 subscript to correspond to the evaluation at the origin (or, more generally at the center of a charge distribution \( \mathbf{x} = \mathbf{r}_A \)); for example, here \( \hat{\mathbf{A}}_0 = \hat{\mathbf{A}}(0) \). The Hamiltonian in the Coulomb gauge is, applying the dipole approximation to Eq. (66) (with no mode truncation):

\[
\hat{\mathcal{H}}_C = \hat{\mathcal{H}}_F + \exp \left[ \frac{i}{\hbar} \hat{\mathbf{d}} \cdot \hat{\mathbf{A}}_{\perp,0} \right] \hat{\mathcal{H}}_0 \exp \left[ -\frac{i}{\hbar} \hat{\mathbf{d}} \cdot \hat{\mathbf{A}}_{\perp,0} \right] - \hat{\mathbf{d}} \cdot \hat{\mathbf{E}}^F_0,
\]

and in the multipolar (or dipole) gauge

\[
\hat{\mathcal{H}}_{mp} = \hat{\mathcal{H}}_F + \hat{\mathcal{H}}_0 - \hat{\mathbf{d}} \cdot \hat{\mathbf{E}}^F_0 + \sum_{\alpha,\alpha'} \frac{2\omega q_\alpha q_{\alpha'}}{2\epsilon_0} \hat{\xi}_\alpha \cdot \hat{\delta}^\perp(0) \cdot \hat{\xi}_{\alpha'}.
\]

The last term in Eq. (97) is not well-defined, which is a well-known problem [22, 43]. However, under mode truncation, the divergence becomes finite:

\[
\hat{\mathcal{H}}_{mp} = \hat{\mathcal{H}}_F + \hat{\mathcal{H}}_0 + \left( i \sum_{\mu \nu} \hbar \chi_{\mu\nu} \hat{\xi}_\mu^\dagger H.c. \right) + \sum_{\mu \nu} \hbar \chi_{\mu\nu} \hat{\xi}_\mu^\dagger \hat{\xi}_\nu - \hat{\mathbf{d}} \cdot \hat{\mathbf{E}}^F_0,
\]

where, within the dipole approximation,

\[
\hat{\xi}_\mu = -\frac{\hat{\mathbf{d}} \cdot \hat{\mathbf{F}}^\mu_0}{\sqrt{2\epsilon_0 \hbar \chi_{\mu\mu}}},
\]

and the mode-truncated result for the Coulomb gauge simply replaces \( \hat{\mathbf{A}}_{\perp,0} \) with \( \hat{\mathbf{A}}_{\perp,0} \). Note that, as mentioned in Sec. IV C and further justified in Sec. VII, the third term on the right-hand side of Eq. (98) can also be written as \(-\hat{\mathbf{d}} \cdot \hat{\mathbf{E}}^F_0(0) \), where \( \hat{\mathbf{E}}^F_0(\mathbf{x}) \) is the correctly-truncated transverse bosonic part of the electric field operator defined in Eq. (83).

B. Two-level systems

If we restrict ourselves to only two material states \( |e\rangle \) and \( |g\rangle \) (for the active media), with energies \(+\hbar \omega_0/2\) and \(-\hbar \omega_0/2\), respectively, then we can take advantage of the SU(2) Pauli matrix algebra, and write \( \hat{\mathcal{H}}_0 = \hbar \omega_0 \hat{\sigma}_z/2 \), where \( \hat{\sigma}_z = |e\rangle \langle e| - |g\rangle \langle g| \). Furthermore, the only information about the TLS which is required, in addition to its energy level separation, is its dipole moment. We shall assume the two states to have parity symmetry, and take the off-diagonal matrix element to be real:

\[
\langle e \mid \hat{\mathbf{d}} \mid e \rangle = \langle g \mid \hat{\mathbf{d}} \mid g \rangle = 0,
\]

\[
\langle e \mid \hat{\mathbf{d}} \mid g \rangle = \langle g \mid \hat{\mathbf{d}} \mid e \rangle = \hat{\mathbf{d}},
\]

such that \( \hat{\mathbf{d}} = \mathbf{d} \hat{\sigma}_x \), where \( \hat{\sigma}_x = |e\rangle \langle g| + |g\rangle \langle e| \). We can then calculate the matrix exponentials in Eq. (96) to obtain the Coulomb gauge Hamiltonian under the dipole approximation.

\[
\hat{\mathcal{H}}_C = \hat{\mathcal{H}}_F + \exp \left[ \frac{i}{\hbar} \hat{\mathbf{d}} \cdot \hat{\mathbf{A}}_{\perp,0} \right] \hat{\mathcal{H}}_0 \exp \left[ -\frac{i}{\hbar} \hat{\mathbf{d}} \cdot \hat{\mathbf{A}}_{\perp,0} \right] - \hat{\mathbf{d}} \cdot \hat{\mathbf{E}}^F_0,
\]
approximation for a TLS:
\[
\hat{H}_C = \hat{H}_F - \mathbf{d} \cdot \mathbf{E}_0 \sigma_x + \frac{\hbar \omega_0}{2} \left[ \cos \left( \frac{2 \mathbf{d} \cdot \mathbf{A}_\parallel}{\hbar} \right) \hat{\sigma}_z + \sin \left( \frac{2 \mathbf{d} \cdot \mathbf{A}_\perp}{\hbar} \right) \hat{\sigma}_y \right],
\]
where \( \hat{\sigma}_y = i \langle g | \langle e | - i | e \rangle \langle g | \). The corresponding multipolar gauge Hamiltonian is also easily obtained:
\[
\hat{H}_{mp} = \hat{H}_F + \frac{\hbar \omega_0}{2} \hat{\sigma}_z - \mathbf{d} \cdot \mathbf{E}_0 \hat{\sigma}_x.
\]
In Eq. (102), we have been able to drop the problematic divergent term \( \mathbf{d} \cdot \hat{\delta}^\perp(0) \cdot \mathbf{d}/(2\epsilon_0) \), which although not well-defined, is a c-number which does not contribute to the Hamiltonian dynamics in the two-level subspace. The mode-truncated Hamiltonian in the TLS approximation is easily obtained by expressing Eqs. (101) in terms of the truncated field \( \mathbf{A}_\perp,0 \) for the Coulomb gauge, and letting \( \mathbf{d} \rightarrow \mathbf{d}_0 \) in Eq. (98). For example, in the single-mode limit where \( \chi_{\mu \nu} = \chi \), we have, in alignment with previous works [25, 50, 56]
\[
\hat{\mathcal{H}}^{(1)}_{C} = \hbar \chi \hat{a}^\dagger \hat{a} - \mathbf{d} \cdot \mathbf{E}_0 \hat{\sigma}_x + \frac{\hbar \omega_0}{2} \left[ \cos \left( 2 \left\{ \eta \hat{a}^\dagger + \eta^* \hat{a} \right\} \right) \hat{\sigma}_z + \sin \left( 2 \left\{ \eta \hat{a}^\dagger + \eta^* \hat{a} \right\} \right) \hat{\sigma}_y \right],
\]
and
\[
\hat{\mathcal{H}}^{(1)}_{mp} = \hbar \chi \hat{a}^\dagger \hat{a} - \mathbf{d} \cdot \mathbf{E}_0 \hat{\sigma}_x + i \hbar \chi \left[ \eta \hat{a}^\dagger - \eta^* \hat{a} \right] + \frac{\hbar \omega_0}{2} \hat{\sigma}_z,
\]
which \( \hat{\chi} = \mathbf{d} \cdot \mathbf{f}(0) / \sqrt{2\epsilon_0} \).

C. Beyond the dipole approximation for a two-level system

Here, we discuss an effective single particle model for a TLS. The results in this section can be generalized to higher-level systems as well.

To derive general results beyond the dipole approximation, one can assume in some instances an effective single-particle model for the polarization consisting of a single charge \( q \) with position operator \( \hat{\xi} \), and a charge \(-q\) which remains in a position eigenstate of the Hamiltonian with eigenvalue \( r_A = 0 \). This is just one toy model (reminiscent of the hydrogen atom), and other effective single-particle models exist; for example, we could also have a charge \(+q\) with position operator \( \hat{\xi} \) and a charge \(-q\) with position operator \(-\hat{\xi}\). Sticking with the former case, we have
\[
\hat{\mathcal{P}}(\mathbf{x}) = -q \mathbf{K}(\mathbf{x}, \hat{\xi}),
\]
where \( \hat{\xi} = \mathbf{d} \hat{\sigma}_x/q \). We can derive simpler expressions by noting that, since \( \hat{\sigma}_x \) is proportional to the position operator, one can immediately evaluate any function of operators which depends only on the position operator by using the eigenbasis of \( \hat{\sigma}_x \). By construction (to preserve gauge invariance upon truncation), we have formulated our theory such that the entire Hamiltonian can be simplified in this manner. For example, for a function \( \tilde{f}(\hat{\xi}) \), one can write
\[
\tilde{f}(\hat{\xi}) = f(\mathbf{r}_{\text{dip}}) + f(-\mathbf{r}_{\text{dip}}) + f(\mathbf{r}_{\text{dip}}) - f(-\mathbf{r}_{\text{dip}}) \frac{\hat{\sigma}_x}{2},
\]
where \( \mathbf{r}_{\text{dip}} = \mathbf{d}/q \) is an effective position coordinate. Such a representation could be of course generalized to include cases where the position operator is a generic Hermitian matrix in the two-level subspace. We find, not yet considering mode truncation,
\[
\hat{\mathcal{H}} = \hat{H}_F + \frac{\hbar \omega_0}{2} \left[ \cos (\mathbf{\Phi}_A) \hat{\sigma}_z + \sin (\mathbf{\Phi}_A) \hat{\sigma}_y \right]
\]
\[
+ \frac{q^2}{4\epsilon_0} \int d^3x \left[ \mathbf{K}^1_\perp(\mathbf{x}, \mathbf{r}_{\text{dip}}) - \mathbf{K}^2_\perp(\mathbf{x}, -\mathbf{r}_{\text{dip}}) \right] \hat{\sigma}_x
\]
\[
+ \frac{q}{2} \int d^3x \mathbf{E}^F(\mathbf{x}) \cdot \left[ \mathbf{K}(\mathbf{x}, \mathbf{r}_{\text{dip}}) + \mathbf{K}(\mathbf{x}, -\mathbf{r}_{\text{dip}}) \right]
\]
\[
+ \frac{q}{2} \int d^3x \mathbf{E}^F(\mathbf{x}) \cdot \left[ \mathbf{K}(\mathbf{x}, \mathbf{r}_{\text{dip}}) - \mathbf{K}(\mathbf{x}, -\mathbf{r}_{\text{dip}}) \right] \hat{\sigma}_x,
\]
where \( \mathbf{\Phi}_A = \mathbf{d} \cdot \int_{-1}^{1} ds \hat{\mathcal{A}}(s\mathbf{r}_{\text{dip}})/\hbar \), and we have dropped the c-number term,
\[
\frac{q^2}{4\epsilon_0} \int d^3x \left[ \mathbf{K}^1_\perp(\mathbf{x}, \mathbf{r}_{\text{dip}}) + \mathbf{K}^2_\perp(\mathbf{x}, -\mathbf{r}_{\text{dip}}) \right],
\]
which does not contribute dynamically. In the case of mode truncation, the Hamiltonian \( \hat{\mathcal{H}} \) is similar to Eq. (107), but with replacements \( \hat{H}_F \rightarrow \hat{H}_F, \mathbf{\Phi}_A \rightarrow \hat{\mathbf{\Phi}}_A, \) and \( \mathbf{E}^F \rightarrow \hat{\mathbf{E}}^F = \mathbf{E}^F + \mathbf{E}_0^F \), where \( \hat{\mathbf{E}}^F_\perp \) is the bosonic portion of the correctly-truncated transverse electric field operator, defined in Eq. (83). Additionally, the second line instead becomes
\[
\frac{q^2}{4\epsilon_0} \sum_{\mu=1}^N \left[ \left( \int d^3x \mathbf{K}_\parallel(\mathbf{x}, \mathbf{r}_{\text{dip}}) \cdot \mathbf{f}_\mu(\mathbf{x}) \right)^2 - \left( \int d^3x \mathbf{K}_\perp(\mathbf{x}, -\mathbf{r}_{\text{dip}}) \cdot \mathbf{f}_\mu(\mathbf{x}) \right)^2 \right] \hat{\sigma}_x,
\]
and the c-number factor that is dropped is modified accordingly to smooth out the divergence.

From this result, it is straightforward to obtain the Coulomb gauge Hamiltonian beyond the dipole approximation:
\[
\hat{H}_C = \hat{H}_F + \frac{\hbar \omega_0}{2} \left[ \cos (\mathbf{\Phi}_A) \hat{\sigma}_z + \sin (\mathbf{\Phi}_A) \hat{\sigma}_y \right]
\]
\[
- \frac{d}{2} \int_{-1}^{1} ds \left[ \mathbf{E}^F_\parallel(s\mathbf{r}_{\text{dip}}) - \mathbf{E}_0^F(-s\mathbf{r}_{\text{dip}}) \right]
\]
\[
- \frac{d}{2} \int_{-1}^{1} ds \mathbf{E}_0^F(s\mathbf{r}_{\text{dip}}) \hat{\sigma}_x.
\]
Similarly, for the multipolar gauge,
\[
\mathcal{H}_{mp} = H_F + \frac{\hbar \omega_0}{2} \sigma_z - \frac{d}{2} \int_0^1 ds \left[ \hat{E}^F(s r_{\text{dip}}) - \hat{E}^F(-s r_{\text{dip}}) \right] - \frac{d}{2} \int_{r_{\text{dip}}}^1 ds \hat{E}^F(s r_{\text{dip}}) \sigma_z.
\]  
\[ (111) \]

Note that the second line of Eqs. (110) and (111) vanish for the common situation in which the electric field is an even function of position (e.g., in cavity-QED where a dipole is placed at a modal antinode). With mode truncation, Eqs. (110) and (111) should be expressed in terms of the truncated field variables, with the additional term to the multipolar gauge Hamiltonian:
\[
\frac{1}{4\epsilon_0} \sum_{\mu=1}^{N_M} \left[ \left( d \int_0^1 ds f_{\mu}(s r_{\text{dip}}) \right)^2 - \left( d \int_{-1}^0 ds f_{\mu}(s r_{\text{dip}}) \right)^2 \right] \sigma_z. 
\]  
\[ (112) \]

Considering a one-dimensional system and neglecting the longitudinal field terms, the Coulomb gauge result shown by Eq. (110) was also found in Ref. [41], where it was noted that due to the spatial integral over the transverse vector potential, going beyond the dipole approximation introduces a natural cut-off for high frequency interactions, as \( \hat{\Phi}_A \) vanishes for mode wavelengths much shorter than \( |r_{\text{dip}}| \). Here, we have extended these results to consider an arbitrary gauge Hamiltonian for the general three-dimensional case, and including the longitudinal terms.

\section*{VII. Resolution of Gauge Ambiguity Associated with Photon Detection and Field Observables}

A potential ambiguity that can arise when determining observables of the electromagnetic field is the gauge-dependent nature of the field operators. As an example, consider the transverse electric field operator in the Coulomb gauge \( \hat{E}_{\perp,C} = \hat{E}_{\perp}^F \), and the multipolar gauge, \( \hat{E}_{\perp,mp} = \hat{E}_{\perp}^F - \frac{1}{e_0} \hat{P}_{\perp}^{mp} \). In this section we focus on gauge ambiguities associated with mode truncation, so the polarization can be truncated or untruncated.

Suppose we want to calculate an observable which is a function of the electric field, \( \langle \hat{O}(E_g) \rangle_g \), for gauges \( g = C, mp \), and the subscript on the expectation value indicates it is to be calculated with respect to a state vector (or density operator) in the gauge \( g \). Without any truncation, we have, by construction of the manifestly gauge invariant quantum theory presented in previous sections, \( \langle \hat{O}(E_C) \rangle_C = \langle \hat{O}(E_{mp}) \rangle_{mp} \). Since \( P \) is only non-zero in the vicinity of the matter charged particles, one should be able to calculate any observable evaluated at locations far away from the position of the free matter particles as \( \langle \hat{O}(E_C) \rangle_C = \langle \hat{O}(E_{mp}) \rangle_{mp} = \langle \hat{O}(E_{\perp}^F) \rangle_C = \langle \hat{O}(E_{\perp}^F) \rangle_{mp} \). However, as the multipolar and Coulomb gauges have different Hamiltonians, \( \langle \hat{O}(E_{\perp}) \rangle_C \) and \( \langle \hat{O}(E_{\perp}^F) \rangle_{mp} \) will generally be different when mode truncation is considered.

To illustrate this issue, consider the following expansion of the bosonic part of the electric field:
\[
\hat{E}_{\perp}(x) = i \sum_{\mu} \sqrt{\frac{\hbar \omega_{\mu}}{2e_0}} \hat{f}_{\mu}(x) \hat{a}_{\mu} + \text{h.c.},
\]  
\[ (113) \]
where \( \hat{f}_{\mu} \) are proposed modal functions for the electric field expansion, described in more detail in Appendix A. We will ultimately show that this is generally not the correct form of the electric field operator mode expansion when mode truncation is to be performed.

Suppose Eq. (113) is expressed in the Coulomb gauge, such that \( \hat{E}_{\perp}^F = \hat{E}_{\perp} \). Then, to obtain the multipolar gauge expression for the transverse electric field, we apply the PZW transformation (using the dipole approximation for simplicity):
\[
\hat{W}_{mp,C} \hat{a}_{\mu} \hat{W}_{mp,C}^{-1} = \hat{a}_{\mu} + \frac{\hat{\sigma} \cdot \hat{f}_{\mu}(0)}{\sqrt{2\hbar \epsilon_0 \omega_{\mu}}},
\]  
\[ (114) \]
and so
\[
\hat{W}_{mp,C} \hat{E}_{\perp}^F(x) \hat{W}_{mp,C}^{-1} = \hat{E}_{\perp}^F(x) + \frac{\hat{\sigma} \cdot \left[ \frac{1}{2} \sum_{\mu} \hat{f}_{\mu}(x) \hat{f}_{\mu}^\dagger(0) + \text{c.c.} \right]}{\sqrt{2\hbar \epsilon_0 \omega_{\mu}}},
\]  
\[ (115) \]
The quantity in square brackets is equal to \( \delta_{\perp}(x) \) if the mode expansion is complete (see Appendix A), but for a finite mode expansion, it becomes nonzero even away from the dipole location at \( x = 0 \). Thus, upon mode truncation we have a potential ambiguity: should we truncate with respect to the photonic Hilbert space, using \( \hat{P}_M \), or with respect to the sum over mode index \( \mu \)?

In Ref. [56], this potential ambiguity was identified, with the proposed solution to truncate with respect to the mode index. However, no definitive argument was given for why this should be the case, beyond the fact that it is unitarily equivalent to the seemingly less ambiguous situation in the Coulomb gauge. Here, we show that this can be justified by a proper restoration of the gauge invariance lost under naive mode truncation.

To resolve this ambiguity, we take an approach similar in spirit to that of Ref. [56], by explicitly modelling the detector degree of freedom, and using the mode truncation procedure outlined in this work to derive a gauge-invariant model of the detector constituent particles.

To do so, we can apply the theory in developed sections by generalizing the quantum charge and current densities to become \( \hat{\rho}_{\Lambda}(x) \rightarrow \hat{\rho}_{\Lambda}(x) + \hat{\rho}_d(x) \), and \( \hat{J}_{\Lambda}(x) \rightarrow \hat{J}_{\Lambda}(x) + \hat{J}_d(x) \) where
\[
\hat{\rho}_d(x) = \sum_{\alpha d} q_{\alpha d} \delta(x - \bar{r}_{\alpha d})
\]  
\[ (116) \]
\[ \hat{J}_d(x) = \sum_{\alpha_d} q_{\alpha_d} \hat{\mathbf{r}}_{\alpha_d} \delta(x - \mathbf{r}_{\alpha_d}), \]  

(117)

corresponding to “detector” particles with position operators \( \mathbf{r}_{\alpha_d} \) and charge \( q_{\alpha_d} \) where again we assume \( \sum_{\alpha_d} q_{\alpha_d} = 0 \). This change induces \( \hat{P}(x) \to \hat{P}(x) + \hat{P}_d(x) \), to reflect the additional detector degrees of freedom in the polarization. We assume these particles to be localized around a position \( \mathbf{r}_d \), and as such, we take the following form for the multipolar gauge polarization (as well as the corresponding change in \( Z_A(x) \)):  
\[ \hat{P}_d(x) = \sum_{\alpha_d} q_{\alpha_d} (\hat{\mathbf{r}}_{\alpha_d} - \mathbf{r}_d) \int_0^1 ds \delta(x - \mathbf{r}_d - s(\mathbf{r}_{\alpha_d} - \mathbf{r}_d)). \]  

(118)

Obviously this is an oversimplified model of photodetection [75], but it is sufficient to capture the essential features with respect to gauge invariance and mode truncation. For the sake of simplicity (and because we assume weak coupling of the detector to the field), we will assume a truncation of the total material subspace such that the detector degree of freedom can be reduced to a TLS with energy separation \( \hbar \omega_d \). Similarly, we assume the dipole approximation at the location of the detector \( \mathbf{r}_d \).

The Hamiltonian for this system under mode truncation is that of Eq. (84), generalized to incorporate the additional detector. Expanding to first order in the detector dipole moment operator \( \hat{d}_d = \sum_{\alpha_d} q_{\alpha_d} (\hat{\mathbf{x}}_{\alpha_d} - \mathbf{r}_d) \), we obtain the Coulomb and multipolar gauge Hamiltonians:

\[ \hat{H}_C^d = \hat{H}_C + \frac{\hbar \omega_d}{2} \hat{\sigma}_z^d + \omega_d \mathbf{d}_d \cdot \hat{A}_\perp(\mathbf{r}_d) \hat{\sigma}_y^d, \]  

(119)

\[ \hat{H}_{\text{mp}}^d = \hat{H}_{\text{mp}} + \frac{\hbar \omega_d}{2} \hat{\sigma}_z^d - \left( \sum_{\mu \nu} \frac{\hbar \chi_{\mu \nu}}{\sqrt{2 \epsilon_0 \hbar \omega_{\mu \nu}}} \hat{\eta}^\dagger_{\mu} \hat{\sigma}_\mu \hat{\sigma}_\nu + \text{H.c.} \right) \hat{\sigma}_x^d, \]  

(120)

where we have used \( \hat{\sigma}_z^d = \mathbf{d}_d \cdot \hat{\sigma}_d \), and we have defined \( \hat{\eta}^\dagger_{\mu} = \mathbf{d}_d \cdot \hat{f}_{\mu}(\mathbf{r}_d) / (\sqrt{2 \epsilon_0 \hbar \omega_{\mu \nu}}) \) and \( \hat{\sigma}_\mu = \hat{\sigma}_\mu + i \hbar \eta_{\mu \nu} \hat{\sigma}_x \), where \( \eta_{\mu \nu} = \mathbf{d}_d \cdot \hat{f}_{\mu}(0) / (\sqrt{2 \epsilon_0 \hbar \omega_{\mu \nu}}) \). Suppose, now, that the detector TLS frequency \( \omega_d \) is resonant with a transition of \( |j\rangle \) and \( |i\rangle \) with frequency \( \omega_j - \omega_i = \omega_d \) [56]. By using perturbation theory (Fermi’s golden rule), the photodetection rate should be proportional to \( R_C \) and \( R_{\text{mp}} \) in the Coulomb and multipolar gauges, respectively, where

\[ R_C = | \langle ic \rangle | \omega_d \mathbf{d}_d \cdot \hat{A}_\perp(\mathbf{r}_d) |jc \rangle |^2, \]  

(121)

\[ R_{\text{mp}} = | \langle im \rangle | \sum_{\mu \nu} \frac{\hbar \chi_{\mu \nu}}{\sqrt{2 \epsilon_0 \hbar \omega_{\mu \nu}}} \hat{\eta}^\dagger_{\mu} \hat{\sigma}_\mu + \text{H.c.} |jm\rangle |^2. \]  

(122)

The aim now is to show these are equivalent. First, we note that in the Coulomb gauge

\[ \frac{\partial}{\partial t} \hat{A}_\perp(x) = i \hbar \left[ \hat{H}_C, \hat{A}_\perp(x) \right] \]  

\[ = -i \sum_{\mu \nu} \frac{\hbar \chi_{\mu \nu}}{\sqrt{2 \epsilon_0 \hbar \omega_{\mu \nu}}} \hat{f}_{\mu}(x) \hat{a}_\nu + \text{H.c.} \]  

\[ = -\hat{E}_\perp(x), \]  

(123)

where \( \hat{E}_\perp \) is the correctly-truncated transverse electric field operator for the Coulomb gauge defined in Eq. (83). It is generally not equal to the transverse electric field operator which one would obtain by simply truncating the expansion in Eq. (113), and this suggests that truncating Eq. (113) directly is the incorrect approach in a dispersive and absorbing medium.

Using Eq. (123), if we take matrix elements with respect to the eigenstates of the Hamiltonian \( \hat{H}_C \), we can derive the relationship:

\[ \langle ic \rangle \hat{A}_\perp |jc \rangle = \frac{1}{\sqrt{2 \epsilon_0 \hbar \omega_{\mu \nu}}} \left( \hat{f}_{\mu} \hat{a}_{\nu}^\dagger - \text{H.c.} \right) \frac{|jc \rangle}{\omega_j - \omega_i}. \]  

Using the fact that \( \omega_d = \omega_j - \omega_i \), and multiplying by a factor of \( |i\rangle^2 = 1 \), we find

\[ R_C = \left| \langle ic \rangle | \sum_{\mu \nu} \frac{\hbar \chi_{\mu \nu}}{\sqrt{2 \epsilon_0 \hbar \omega_{\mu \nu}}} \hat{\eta}^\dagger_{\mu} \hat{a}_{\mu} + \text{H.c.} \right| |jc \rangle \right|^2. \]  

(124)

Now, we note that the PZW transformation (excluding the detector subspace), applied to Eq. (125), simply takes \( \hat{a}_{\mu} \) to \( \hat{a}_{\mu}^\dagger \), and the matrix elements to be evaluated in the eigenstates of the multipolar gauge. Thus, \( R_C = R_{\text{mp}} \), and we can confirm the final result: the operator which should be used to model photodetection at frequency \( \omega \) is \( \omega \hat{A}_\perp(x) \), and this quantity is gauge invariant. Equivalently, the correctly-truncated transverse electric field operator \( \hat{E}_\perp(x) \) can be used, which is \( \hat{E}_\perp(x) = \hat{V} \hat{E}_\perp(x) \hat{V}^\dagger \), and \( \hat{E}_\perp(x) \) is defined in Eq. (83). This fact can be understood by noting that the matrix element of Eq. (122) is that of the operator \( \hat{d}_d \cdot \hat{A}_\perp(\mathbf{r}_d) \).

We also comment that, as has been pointed out previously, the notion of what the “correct” truncated electric field is can be fundamentally ambiguous, and depends on what is ultimately being measured in experiment [56, 76]. In this case, this definition is consistent with photodetection experiments. We also note that this definition of the truncated field violates causality [56], however this is perfectly consistent with a truncated mode approximation [77], at least assuming an anharmonic mode spectrum.

\[ \text{VIII. CONCLUSIONS} \]

In conclusion, we have presented a general theory of gauge-invariant light-matter interactions under material and photonic subspace truncation in an arbitrary
rigorous and accurate models of dipole interactions with material and mode truncation can be used to derive point for more fundamental models of loss and dissipation.

We then quantized the system using a quantization function approach in Sec. III, where the gauge of the system was left arbitrary, allowing us to show manifestly that the quantum theory was gauge invariant, and easily recover known results for the common Coulomb and multipolar gauges. In Sec. IV, we showed how gauge invariance manifests in the quantum theory, and how material and photonic space truncation can be included without sacrificing gauge invariance in the reduced subspace, allowing one to derive models which can be used to model ultrastrong light-matter interactions for common models in quantum optics, including TLSs and single-mode models. We drew contrast with a discrete mode expansion in a lossy systems, where the mode expansion Hamiltonian $\hat{H}_F$ is non-diagonal, with the more familiar normal mode expansion, which can be implemented in free space, or a lossless and dispersionless dielectric. In particular, we argued that this difference requires rigorous open quantum system models of loss in truncated mode systems (e.g., a cavity-qubit system with photon loss) to be derived in the Coulomb gauge, as this gauge is unique in which information regarding the part of the “reservoir” electromagnetic field (to be traced out) can be encoded in a purely photonic operator subspace.

Next, in Sec. V, we extended the arbitrary-gauge quantization function approach to canonical quantization by allowing for gauge conditions with explicit time-dependence, and showed how this could be used to introduce unambiguous phenomenological time-dependent modulation of the transverse light-matter coupling strength. We applied our theory to common models and approximations used in the literature in Sec. VI, including the dipole approximation, the TLS, and how to go beyond the dipole approximation for effective single-particle models. Finally, in Sec. VII, we discussed how a particular gauge ambiguity could arise with respect to observables of a mode-truncated field, and how to resolve this ambiguity by means of an explicit “detector particle” model, where gauge invariance is preserved using the techniques of Sec. IV. This allowed us to show that the vector potential is the fundamental field coordinate to be truncated directly, and subsequently, we showed how to obtain the correctly-truncated electric field from this result.

Finally, we note that our results can be used as a starting point for more fundamental models of loss and dissipation in quantum optics. For example, the techniques of material and mode truncation can be used to derive rigorous and accurate models of dipole interactions with a few discrete modes, modelled as quantized QNMs (as shown in Appendix A). Separating the entire electromagnetic field into QNM and reservoir components, and using standard methods of open quantum systems, a master equation could then be derived to govern the lossy dipole-QNM system. This would solve the long-standing problem of how to go beyond a phenomenological formulation of the system-reservoir coupling in quantum optics and input-output theory [49] in the USC regime for general three-dimensional resonators, which has recently shown to be essential to predicting emission spectra and other observables from cavity-QED systems in the USC regime [50].

Appendix A: Construction of discrete modes from the bosonic continuum and relationship to quantized quasinormal mode theory

In this appendix, we first give detail in Sec. A 1 on how discrete modes can be constructed out of the continuous mode expansion expressed in terms of the macroscopic QED operators $\hat{b}(r, \omega)$, $\hat{b}^\dagger(r, \omega)$, as was used to discuss mode truncation in Sec. IV C, and then in Sec. A 2 connect to the important example of quantized QNMs.

1. Construction of discrete modes in system with dispersion and absorption

In general, we can construct a discrete “modal” operator as $\hat{a}_\mu = \int d^3x \int_0^\infty L_\mu(x, \omega) \cdot \hat{b}(x, \omega)$, where $L_\mu(x, \omega)$ is a function which projects the full bosonic subspace of the Fano diagonalization onto a discrete Fock subspace. For this to be true, we must require $[\hat{a}_\mu, \hat{a}^\dagger_\eta] = \delta_{\mu\eta}$, and so

$$\int d^3x \int_0^\infty d\omega L_\mu(x, \omega) \cdot L^*_\eta(x, \omega) = \delta_{\mu\eta}. \quad (A1)$$

Under this definition, we have $\hat{H}_F = \sum_{\mu\eta} \hbar \chi_{\mu\eta} \hat{a}^\dagger_\mu \hat{a}_\eta$, where

$$\chi_{\mu\eta} = \int d^3x \int_0^\infty d\omega \omega L_\mu(x, \omega) \cdot L^*_\eta(x, \omega), \quad (A2)$$

and

$$\mathbf{f}_\mu(x) = \sqrt{\frac{2\chi_{\mu\mu}}{\pi}} \int d^3x \int_0^\infty d\omega \frac{\sqrt{\epsilon_{||}(x', \omega) \mathbf{G}^||}}{\omega} \mathbf{L}_\mu(x', \omega), \quad (A3)$$

are the mode profiles for the expansion of the vector potential in Eq. (76). Alternatively, one could define mode profiles for an expansion of the transverse electric field,
as in Eq. (113):
\[ f_{\mu}^{E}(x) = \sqrt{\frac{2}{\lambda_{\mu} \pi}} \int_{0}^{\infty} d\omega \omega^{3} \sqrt{\epsilon_f(x', \omega)} G^\perp(x, x', \omega) \cdot L_{\mu}(x, x', \omega). \]  

(A5)

At least in the context of photodetection experiments in the USC regime, we argue in Sec. VII that the properly truncated electric field operator should be expanded in terms of the functions \( f_{\mu} = \sum_{\eta} \frac{\lambda_{\mu \eta}}{\lambda_{\mu} \lambda_{\eta}} f_{\eta}(x) \).

This construction is general, but can be used to describe, e.g., quantized QNMs [35]. Additionally, these “modes” need not be true modes in the sense that they satisfy Maxwell’s equations with the appropriate boundary conditions—rather, they constitute, in the most general case, a truncation of the spatial and frequency-dependent degrees of freedom of the “Pano-diagonalized” polariton operators in which the electromagnetic and passive medium fields are expressed as a linear functional thereof.

By appropriate choice of projection functions, the untruncated results can be recovered by imposing an appropriate completeness relation. Specifically, if the projection functions satisfy:
\[ \sum_{\mu} L_{\mu}(x, \omega) L_{\mu}(x', \omega) = I \delta(x - x') \delta(\omega - \omega'), \]  

(A6)

then,
\[ \sum_{\mu \eta} \frac{\lambda_{\mu \eta}}{\sqrt{\lambda_{\mu} \lambda_{\eta}}} f_{\mu}(x) f_{\eta}(x') = \frac{2}{\pi} \int d^3 y \int_{0}^{\infty} \frac{d\omega}{\omega} \epsilon_f(y, \omega) G^\perp(x, y, \omega) \cdot G^\perp(y, x', \omega) \]
\[ = \frac{2}{\pi} \int_{0}^{\infty} \frac{d\omega}{\omega} \Im \{ G^\perp(x, x', \omega) \} \]
\[ = \delta^\perp(x - x'), \]  

(A7)

where in the second line we have used Eqs. (A2) and (A6), in the third the relations (46), (47), and (A2), and in the fourth an identity related to causality proven in Ref. [5].

Similarly one can show \( \sum_{\mu} f_{\mu}^{E}(x) f_{\mu}(x') = \delta^\perp(x - x') \).

Note that the completeness relation can be put in the more usual form by introducing symmetrized mode functions \( f_{\mu}(x) = \sum_{\eta} \left[ \frac{1}{\sqrt{\lambda_{\eta}}} \right] f_{\eta}(x) / \sqrt{\lambda_{\eta}}. \) That the matrix \( \chi^2 \) necessarily exists relies on \( \chi \) being invertible. From the form of Eq. (A2), and the orthogonality and completeness relations imposed on the projection functions \( \hat{L}_\mu(x, \omega), \chi \) takes the form of an inner product with positive weight function \( \omega \), and thus is invertible. The symmetrized mode functions then satisfy \( \sum_{\mu} f_{\mu}(x) f_{\mu}^{*}(x') = \delta^\perp(x - x'). \)

For an example, a mode expansion that is complete in the spatial part can be found by using plane waves as the basis set for \( L \). In this case, the spatial part could take the form \( \left( \frac{\omega}{2 \pi} \right)^2 e^{ik_x x} \) where \( k_n = (n_x, n_y, n_z) k_0 \), with \( n_x, n_y, n_z \) integers, and \( k_0 \) being a momentum cut-off which would go to zero as the quantization volume \( \to \infty \).

It should be noted that this expansion is not the same as the common normal mode approach often taken in dielectric media without dispersion or absorption, where the mode functions are solutions to the Helmholtz equation. In the absence of loss or dispersion, and with closed or periodic boundary conditions, these are the generalized eigenfunctions which satisfy \( \int d^3 x (x) L_\mu(x) \cdot \Gamma_\mu(x) = \delta_{ij} \). These functions are generalized transverse, in that they satisfy \( \nabla \cdot (\epsilon(x) L_\mu(x)) = 0 \). Only in the limit \( \epsilon_{R}(x, \omega) \to \epsilon(x) \) and \( \epsilon_{I}(x, \omega) \to 0 \), and for closed or periodic boundary conditions, one can expand the fields as linear combinations of these generalized transverse eigenfunctions. In fact, our approach does not even require the modal functions \( f_{\mu}(x) \) to satisfy the Helmholtz equation (although they should for a truncated mode expansion to be useful).

In the case that the projection functions \( \hat{L}_\mu(x, \omega) \) are well-isolated in frequency, one can approximate the matrix \( \chi_{\mu \eta} \) in Eq. (A2) as diagonal, with \( \omega_{\mu} \equiv \lambda_{\mu} \), and in this case the generalized completeness relation, as well as the mode expansions take their more usual forms \( \hat{A}_{\perp}(x) \approx \sum_{\mu} \sqrt{\frac{\omega_{\mu}}{2 \pi \epsilon_{\mu}}} f(x) \mu_{\mu} + H.c. \), and \( \hat{E}_{\perp}(x) \approx i \sum_{\mu} \sqrt{\frac{\omega_{\mu}}{2 \pi \epsilon_{\mu}}} f(x) \mu_{\mu} + H.c. \).

As shown in Appendix B, the development of the arbitrary-gauge quantization of the electromagnetic field is implemented more naturally for lossless and dispersionless systems with closed or periodic boundary conditions by utilizing a constraint equation (analogous to \( \chi_2 \)—Eq. (14)) more suitable for the implementation of the generalized Coulomb and multipolar gauges, as well as an appropriate modified Lagrangian. Such an approach yields mode expansions directly in terms of the generalized eigenfunctions to the Helmholtz equations.

2. Relationship to quantized QNMs

A particularly noteworthy example of the construction of discrete modes out of the bosonic continuum is in the quantized quasinormal mode (QNM) theory [35, 38, 78]. QNMs, with mode profiles \( f_{\mu}(x) \), are eigenfunctions of the Helmholtz equation, which for open boundary conditions is a non-Hermitian eigenproblem:
\[ \nabla \times \nabla \times \hat{f}_{\mu}(x) - \frac{\omega_{\mu}}{c^2} \hat{f}_{\mu}(x) = 0, \]

(A8)

along with suitable boundary conditions (i.e., the Silver-Müller conditions of Eq. (41)). \( \omega_{\mu} = \omega_{\mu} - i \gamma_{\mu} \) is the complex QNM frequency, with real part \( \omega_{\mu} \) and imaginary (dissipative) part \( \gamma_{\mu} \). QNMs allow one to calculate relevant quantum optics quantities such as cavity Q factors, complex effective mode volumes, Purcell factors, and radiative \( \beta \) factors [15, 32–34]. Notably, QNMs are the open-cavity modes for both dielectric resonators and sys-
tems with material loss. In the case of lossless dielectrics (i.e., with no material loss), the dissipation captured in $\gamma_\mu$ is entirely through radiative loss.

For quantized QNMs, the mode projection functions $L_\mu(x, \omega)$ take the form

$$L_\mu(x, \omega) = \sum_\eta \left[ S_{\mu\eta}^{-1} \right]_{\mu\eta} \sqrt{\frac{\omega_\eta}{2\pi}} \frac{\sqrt{\epsilon_f(x, \omega)}}{\omega_\eta - \omega} F_\eta(x, \omega).$$

(A9)

While these are orthonormal, they are not complete, and so approximating the field expansion in terms of purely normal modes with heuristic dissipation is often a very good approximation for single mode high-Q resonators. In the near vicinity of the absorptive region $V$, the dissipation is fully contained through the dissipation theorem [78]. As noted in Appendix A, in that case, the dissipation is fully contained through the vector potential (which plays a more fundamental role in light-matter interactions), so the expressions we show here are slightly different.

However, note that due to the pole in Eq. (A9), for $Q_\mu \equiv \omega_\mu/(2\gamma_\mu) \gg 1$, the frequency integral in the definition of $\chi_{\mu\mu}$ is sharply peaked about $\omega = \omega_\mu$ and thus we can approximate $\chi_{\mu\mu} \approx \omega_\mu$. In this common case, we can also expand

$$\mathbf{E}_F^\perp(x) \approx i \sum_\mu \frac{\hbar \omega_\mu}{2\epsilon_0} F_\mu(x) a_\mu + \text{H.c.},$$

(A15)

which is the same result reached in previous works on quantized QNMs [35].

Appendix B: Quantization and truncation in a dielectric medium without dispersion or dissipation

For a medium with no dispersion or absorption, the dielectric function is real and independent of frequency such that $\epsilon = \epsilon(x)$. In this case, Maxwell’s equations yield eigenmodes of the medium $\mathbf{h}_\mu(x)$ and corresponding eigenvalues $\omega_\mu$ which satisfy the Helmholtz equation with closed or periodic boundary conditions:

$$\nabla \times \nabla \times \mathbf{h}_\mu(x) - \frac{\omega^2}{c^2} \epsilon(x) \mathbf{h}_\mu(x) = 0.$$  

(B1)

The eigenfunctions are generalized transverse, in that they satisfy $\nabla \cdot [\epsilon(x) \mathbf{h}_\mu(x)] = 0$, and can be chosen to be real [61]. These are normal modes, which are orthogonal in the sense that $\int d^3x \epsilon(x) \mathbf{h}_\mu(x) \cdot \mathbf{h}_\nu(x) = \delta_{\mu\nu}$, and complete in the sense that any generalized transverse normal mode expansion can be expanded as a linear combination of them [59, 61, 82]. In Sec. B1, we perform canonical quantization using Dirac’s constrained quantization in the generalized Coulomb gauge, and show how the fields can be expanded in terms of the generalized transverse normal mode expansion, then in Sec. B2, we perform a PZW transformation to obtain the result for the generalized multipolar gauge, recovering previously known results [59–61, 82]. In Sec. B3, we truncate the material and mode degrees of freedom for this system in a manner consistent with gauge invariance in the truncated space.

Note for open resonators and cavities, even with no material loss (i.e., a real dielectric), one should formally use QNMs if performing few mode quantization (as desired in cavity-QED), though mode quantization using normal modes with heuristic dissipation is often a very good approximation for single mode high-Q resonators outside of the USC regime. However, with several cavity modes, it can be essential to capture the effects of the QNM phase [35, 83, 84], even when not considering USC. Performing quantization with material loss and carefully taking the limit of a lossless dielectric, naturally recovers a description that is valid for the QNMs of dielectric cavity systems, which is also consistent with the fluctuation-dissipation theorem [78]. As noted in Appendix A, in that case, the dissipation is fully contained through the
radiative loss, which is an inherent part of the QNM.

1. Canonical quantization in the generalized Coulomb gauge

While results for a nonabsorbing and nondispersive dielectric can be obtained as a limiting case of the theory presented in the main text [78], it is more convenient to start with a different effective Lagrangian which does not explicitly contain the medium reservoir degrees of freedom, and gives the macroscopic Maxwell’s equations upon extremization of the action:

\[ \mathcal{L}_r = \frac{1}{2} \sum_{\alpha} m_\alpha \dot{r}_\alpha^2 + \frac{1}{2} \int d^3x \left[ \epsilon_0 \epsilon(x) E^2 - \frac{1}{\mu_0} B^2 \right] - \int d^3x J^\mu_r A_\mu. \]  

(B2)

This Lagrangian gives the same canonical momenta as the one in the main text for the scalar potential and particle coordinates: \( \Pi_\phi = \rho_\alpha = m_\alpha \dot{r}_\alpha + q_\alpha A(r_\alpha) \), and gives for the vector potential the canonical momentum \( \Pi_A = -\epsilon_0 \epsilon(x) E \). The constraint \( \chi_0 = \Pi_\phi = 0 \) is thus unchanged, as well as Gauss’s law \( \chi_1 = \nabla \cdot \Pi_A - \rho_A = 0 \), provided it is expressed in terms of the new canonical momentum.

To quantize this system in the generalized Coulomb gauge, one approach is to use the quantization function \( \mathbf{K}(\mathbf{x}, \mathbf{x}') \) as in Sec. III B, where the transverse part of this function determines the gauge. We briefly mention how this can be done later, with appropriate constraints on the form of \( \mathbf{K} \). Alternatively, we can take a more direct approach, and explicitly let the gauge constraint be \( \chi_2 = \nabla \cdot (\epsilon \mathbf{A}) = 0 \), and calculate the Dirac brackets from this. Choosing the latter approach, the nonzero elements of the constraint matrix are \( C_{12}(\mathbf{x}, \mathbf{x}') \) and \( C_{21}(\mathbf{x}, \mathbf{x}') = -C_{12}(\mathbf{x}', \mathbf{x}) \), where

\[ C_{12}(\mathbf{x}, \mathbf{x}') = \nabla^\times \cdot [\epsilon(x) \nabla^\times \delta(\mathbf{x} - \mathbf{x}')] \]  

(B3)

This implies

\[ -\nabla^\times \cdot [\epsilon(x) \nabla^\times C_{12}^{-1}(\mathbf{x}, \mathbf{x}')] = \delta(\mathbf{x} - \mathbf{x}'). \]  

(B4)

While we do not solve for an explicit form for the inverse constraint matrix, that \( C_{12}^{-1} \) satisfies Eq. (B4) is in fact the only information needed to quantize the theory.

Constructing the Dirac bracket between the field coordinate and momentum, we obtain,

\[ Q_{ij}(\mathbf{x}, \mathbf{x}') \equiv \{ A_i(x), \Pi_{A_j}(x') \} = \delta_{ij} \delta(\mathbf{x} - \mathbf{x}') - \epsilon(x) \nabla_j^\times \nabla_i^\times C_{12}^{-1}(\mathbf{x}, \mathbf{x}'). \]  

(B5)

We can show that this function is generalized transverse in its first argument, in that it satisfies:

\[ \nabla_i^\times [\epsilon(x) Q_{ij}(\mathbf{x}, \mathbf{x}')] = 0. \]  

(B6)

to prove this, we use Eq. (B4), obtaining

\[ \nabla_i^\times [\epsilon(x) Q_{ij}(\mathbf{x}, \mathbf{x}')] \]

\[ = \nabla_j^\times [\epsilon(x) \delta(\mathbf{x} - \mathbf{x}')] + \epsilon(x') \nabla^\times_i \delta(\mathbf{x} - \mathbf{x}'), \]  

(B7)

and to show this is zero, we can integrate against a test function:

\[ \int d^3x' \nabla_i^\times [\epsilon(x) Q_{ij}(\mathbf{x}, \mathbf{x}')] f_j(x') = 0. \]  

(B8)

Similarly, one can show that \( \nabla_i^\times Q_{ij}(\mathbf{x}, \mathbf{x}') = 0 \) i.e., it is transverse with respect to its second argument). Since \( \hat{Q}_{ij}(\mathbf{x}, \mathbf{x}') \) is generalized transverse with respect to \( \mathbf{x} \) and \( i \), it must have an expansion within the generalized eigenfunctions of the Helmholtz equation: \( \hat{Q}_{ij}(\mathbf{x}, \mathbf{x}') = \sum_{\mu,j} Q_{\mu,j}(\mathbf{x}) h_{\mu,i}(\mathbf{x}) \). The expansion coefficients \( Q_{\mu,j}(\mathbf{x}) \) can be found as \( \int d^3x h_{\mu,i}(x) \cdot Q(\mathbf{x}, \mathbf{x}') \), and so

\[ Q_{\mu,j}(\mathbf{x}') = \epsilon(\mathbf{x}') h_{\mu,j}(\mathbf{x}') \]

\[ - \epsilon(\mathbf{x}') \nabla_j^\times \int d^3x \epsilon(x) h_{\mu,i}(\mathbf{x}) \nabla_i^\times C_{12}^{-1}(\mathbf{x}, \mathbf{x}'). \]  

(B9)

Since the integral in the second line of Eq. (B9) consists of a transverse function \( h_{\mu,i} \) integrated against a longitudinal function \( \nabla C_{12}^{-1} \), it vanishes. As such, we can write

\[ Q_{ij}(\mathbf{x}, \mathbf{x}') = \sum_{\mu} \epsilon(\mathbf{x}') h_{\mu,i}(\mathbf{x}) h_{\mu,j}(\mathbf{x}'). \]  

(B10)

In this form, it can be seen that \( Q \) is the generalized transverse delta function, introduced in other works [60, 61]. For any vector function \( \mathbf{f}(\mathbf{x}) \), one can define

\[ \left[ \mathbf{f}(\mathbf{x}) \right]_\perp^{(x)} = \int d^3x Q(\mathbf{x}, \mathbf{x}') \cdot \mathbf{f}(\mathbf{x}') \]

\[ = \sum_{\mu} h_{\mu,i}(\mathbf{x}) \int d^3x' \epsilon(\mathbf{x}') h_{\mu,i}(\mathbf{x}') \cdot \mathbf{f}(\mathbf{x}'), \]  

(B11)

where \( \mathbf{f}(\mathbf{x}) \bigg|^{(x)}_\perp = [\mathbf{f}(\mathbf{x})]^\perp \) denotes the generalized transverse component of \( \mathbf{f} \), which satisfies

\[ \nabla \cdot \left( \epsilon(x) [\mathbf{f}(\mathbf{x})]_\perp^{(x)} \right) = 0. \]  

(B12)

Now, the only other nonzero Dirac brackets are \( \{ r_{\mu,i}, p_{\alpha,j} \} = \delta_{\alpha\alpha} \delta_{ij} \), and

\[ \{ p_{\alpha,i} , \Pi_{A_j}(x) \} = -q_\alpha \epsilon(x) \nabla_i^\alpha \nabla_j^\times C_{12}^{-1}(\mathbf{r}_\alpha, \mathbf{x}). \]  

(B13)

Thus, we can construct separable photonic and matter Hilbert spaces by, similarly as in Sec. III B, defining a new canonical variable: \( \Pi = \Pi_A - \Pi_{\mathbf{P}^C} \), where

\[ \Pi_{\mathbf{P}^C}(\mathbf{x}) = -\int d^3x' \mathbf{F}(\mathbf{x}, \mathbf{x}') \rho_\alpha(\mathbf{x}), \]  

(B14)

where \( \mathbf{F}(\mathbf{x}, \mathbf{x}') = -\epsilon(x) \nabla^\times C_{12}^{-1}(\mathbf{x}', \mathbf{x}) \). This function is defined by two important properties: \( \mathbf{F}(\mathbf{x}, \mathbf{x}')/\epsilon(x) \) is longitudinal, and its longitudinal part is the Green’s function for the divergence operator; i.e., \( \mathbf{F}(\mathbf{x}, \mathbf{x}') = \mathbf{K}(\mathbf{x}, \mathbf{x}') \). This latter property ensures that \( \Pi \) is trans-
verse, as can be seen from the constraint \( \chi_1 \) (because \( \nabla \cdot \mathbf{P}^\text{sc} = -\rho_A \)). Note that one could alternatively arrive at the quantized theory in the generalized Coulomb gauge by using a quantization function \( \mathbf{K} \) which satisfies these same properties as \( \mathbf{F} \) as the quantization function in the approach from Sec. III B.

We can now promote Dirac brackets (multiplied by \( i\hbar \)) to commutators in the usual fashion, and promote canonical variables to operators. We thus have

\[
[A(x), \Pi(x')] = i\hbar Q(x, x'), \tag{B15}
\]

which implies that the fields have modal expansions [59]

\[
A(x) = \sum_\mu \sqrt{\frac{\hbar}{2\epsilon_0\omega_\mu}} a_\mu(x) + \text{H.c.}, \tag{B16a}
\]

\[
\Pi(x) = -i\epsilon_0\epsilon(x) \sum_\mu \sqrt{\frac{\hbar\omega_\mu}{2\epsilon_0}} a_\mu(x) + \text{H.c.} \tag{B16b}
\]

We then construct the Hamiltonian in the usual manner, finding

\[
\hat{H} = \sum_\alpha \frac{[P_\alpha - q_\alpha \hat{A}(\mathbf{r}_\alpha)]^2}{2m_\alpha} + \frac{1}{2} \left[ \int d^3x \frac{\Pi^2}{\epsilon_0\epsilon(x)} \right] + \hat{B}_\perp^2 - \int d^3x \hat{P}_\perp^\text{sc} \cdot \nabla \hat{\phi}. \tag{B17}
\]

We can now make several simplifications. First, we note that the term \( \int \Pi \cdot \mathbf{P}^\text{sc}/\epsilon(x) \) vanishes, because \( \Pi \) is transverse, and \( \mathbf{P}^\text{sc}/\epsilon(x) \) is longitudinal. Second, the last term can be written as

\[
\int d^3x \mathbf{P}^\text{sc} \cdot \nabla \hat{\phi} = \int d^3x \frac{\mathbf{P}^\text{sc}\epsilon(x)}{\epsilon_0\epsilon(x)} (\epsilon(x)\nabla \hat{\phi}), \tag{B18}
\]

but the longitudinal part of \( (\epsilon(x)\nabla \hat{\phi}) \) can be found from the constraint \( \chi_1 \), by noting that since \( \epsilon(x)\mathbf{A} \) is transverse; then the constraint simply becomes

\[\nabla \cdot (\epsilon_0\epsilon(x)\nabla \hat{\phi}) = -\rho_A = \nabla \cdot \mathbf{P}^\text{sc}. \tag{B19}\]

Thus, the total Hamiltonian in the generalized Coulomb gauge \( \hat{H}_{\text{gc}} \) can be written

\[
\hat{H}_{\text{gc}} = \sum_\alpha \frac{[P_\alpha - q_\alpha \hat{A}(\mathbf{r}_\alpha)]^2}{2m_\alpha} + \hat{H}_F + \hat{V}_{\text{Coul}}, \tag{B20}
\]

with

\[
\hat{H}_F = \frac{1}{2} \int d^3x \left[ \frac{\Pi^2}{\epsilon_0\epsilon(x)} + \frac{\hat{B}_\perp^2}{\mu_0} \right]
= \sum_\mu \hbar\omega_\mu a_\mu \dagger a_\mu, \tag{B21}
\]

where in the second line we have used the expansions in Eq. (B16) and dropped the zero point energy, and

\[\hat{V}_{\text{Coul}} = -\int d^3x \frac{\hat{P}_{\text{gc}} \cdot \mathbf{P}^\text{sc}}{2\epsilon_0\epsilon(x)}. \tag{B22}\]

Explicit expressions can be derived for \( \hat{P}^\text{sc} \), and thus \( \hat{V}_{\text{Coul}} \) using the following method. First, note that the longitudinal part is already fixed by Gauss’s law:

\[
\hat{P}^\text{sc}_\parallel(x) = -\int d^3x' \mathbf{K}_\parallel(x, x') \hat{\rho}_A(x')
= \nabla^x \int d^3x' \hat{\rho}_A(x'). \tag{B23}
\]

Now, we can introduce the auxiliary function \( \hat{N}(x) = (\mathbf{P}^\text{sc} - \hat{P}^\text{sc}_\parallel)/\epsilon(x) \), which is generalized transverse. Thus, this function can be expanded in terms of the modal functions \( \hat{N}(x) = \sum_\mu \hat{n}_\mu a_\mu(x) \), where \( \hat{n}_\mu \) are operator-valued expansion coefficients. These can be found as

\[
\hat{n}_\mu = \int d^3x h_\mu(x) \cdot \left[ \hat{P}_{\text{gc}}(x) - \hat{P}_{\text{gc}}^\text{sc}(x) \right]
= -\int d^3x h_\mu(x) \cdot \hat{P}_{\text{gc}}^\text{sc}(x), \tag{B24}
\]

thus we can find an explicit expression:

\[
\hat{P}^\text{sc}_\parallel(x) = \hat{P}^\text{sc}_\parallel(x) + \epsilon(x)\hat{N}(x)
= \hat{P}^\text{sc}_\parallel(x) - \sum_\mu \epsilon(x) h_\mu(x) \int d^3x \hat{P}_{\text{gc}}^\text{sc}(x') \cdot h_\mu(x)
= \hat{P}^\text{sc}_\parallel(x) - \epsilon(x) \left[ \frac{\hat{P}_{\text{gc}}^\text{sc}(x)}{\epsilon(x)} \right]_{\perp}. \tag{B25}
\]

These results fully recover previous findings on quantization in the generalized Coulomb gauge [59–61, 82], using a constrained quantization approach. Note that the electric field operator is, in the generalized Coulomb gauge,

\[
\hat{E}_{\text{gc}}(x) = -\frac{1}{\epsilon_0\epsilon(x)} \left[ \Pi(x) + \hat{P}_{\text{gc}}^\text{sc}(x) \right]. \tag{B26}
\]

2. PZW transformation to generalized multipolar gauge

As in Sec. III, we can transform from the generalized Coulomb gauge Hamiltonian \( \hat{H}_{\text{gc}} \) to the generalized multipolar Hamiltonian \( \hat{H}_{\text{gm}} \) by the PZW operator:

\[
\hat{H}_{\text{gm}} = \hat{U}_{\text{PZW}}^\dagger \hat{H}_{\text{gc}} \hat{U}_{\text{PZW}}, \tag{B27}
\]

and the unitary operator takes the same form as the usual PZW transformation:

\[
\hat{U}_{\text{PZW}} = \exp \left[ \frac{i}{\hbar} \int d^3x \hat{A}(x) \cdot \hat{Z}_A(x) \right]. \tag{B28}
\]

Note we have used the variable \( \hat{Z}_A(x) = \sum_\alpha q_\alpha \hat{r}_\alpha \int_0^1 ds \delta(x - s\hat{r}_\alpha) \) from the main text to represent
a quantity usually referred to as the polarization in this context, rather than \( \mathbf{P} \), to avoid confusion with the gauge-dependent polarization defined in the main text and previous subsection, which is used in the canonical transformation from \( \mathbf{\Pi}_A \) to \( \mathbf{\Pi} \).

Using the commutation relation (B15), we can find the transformation of the canonical momentum coordinate for the field as

\[
U_{\text{PZW}}^+ \mathbf{\Pi}(x) U_{\text{PZW}} = \mathbf{\Pi}(x) + \int d^3x' \mathbf{Z}_A(x') \cdot \mathbf{Q}(x', x).
\]

(B29)

Note that the second term in Eq. (B29) is not the generalized transverse component of the polarization \( \mathbf{Z}_A \); rather, the second term, when integrated against a vector function \( \mathbf{f}(x) \), is an integral over the dot product of \( \mathbf{Z}_A \) and the generalized transverse component of \( \mathbf{f}(x) \).

Applying the PZW to the Hamiltonian term involving \( \mathbf{\Pi} \), we thus obtain:

\[
U_{\text{PZW}}^+ \int \frac{\mathbf{\Pi}^2}{2\epsilon_0\epsilon(x)} U_{\text{PZW}} = \int d^3x \frac{\mathbf{\Pi}^2}{2\epsilon_0\epsilon(x)} + \int d^3x \frac{\mathbf{\Pi} \cdot \mathbf{Z}_A}{\epsilon_0\epsilon(x)} + \int d^3x \frac{(\mathbf{Z}_A - \mathbf{P}_{\text{C}})^2}{2\epsilon_0\epsilon(x)}.
\]

(B30)

To arrive at the second term in Eq. (B30), we have used the fact that \( \mathbf{\Pi}/\epsilon(x) \) is already generalized transverse. For the third term, we first note that we can use the identity

\[
\epsilon(x')Q_{ji}(x', x) = \epsilon(x)Q_{ij}(x, x')
\]

(B31)

to write it as

\[
\int d^3x \frac{\epsilon(x)}{2\epsilon_0} \left[ \mathbf{Z}_A \right]^{(c)} = \frac{\epsilon(x)}{\epsilon_0} \left[ \mathbf{Z}_A \right]^{(c)} + \frac{\epsilon(x)}{\epsilon_0} \left[ \mathbf{Z}_A \right]^{(c)}.
\]

(B32)

Then, we use the decomposition \( \mathbf{Z}_A = \mathbf{Z}_{A,\perp} + \mathbf{Z}_{A,\parallel} \), and subsequently,

\[
\left[ \frac{\mathbf{Z}_A(x)}{\epsilon(x)} \right]^{(c)} \perp = \left[ \frac{\mathbf{Z}_{A,\perp}(x)}{\epsilon(x)} \right]^{(c)} + \left[ \frac{\mathbf{Z}_{A,\parallel}(x)}{\epsilon(x)} \right]^{(c)}.
\]

(B33)

Finally, we use Eq. (B25), and note that \( \mathbf{Z}_{A,\parallel} = \mathbf{P}_{\text{C}} \).

The entire generalized multipolar gauge Hamiltonian is then, neglecting the magnetic terms as in the main text,

\[
\hat{H}_{\text{gmp}} = \sum_{\alpha} \frac{\mathbf{p}_{\alpha}^2}{2m_{\alpha}} + \hat{H}_F + \int d^3x \frac{\mathbf{\Pi} \cdot \mathbf{Z}_A}{\epsilon_0\epsilon(x)} + \int d^3x \frac{\mathbf{Z}_A^2}{2\epsilon_0\epsilon_0(x)},
\]

(B34)

again in agreement with Refs. [59–61].

The electric field operator in the generalized multipolar gauge is, using Eqs. (B26) and (B29),

\[
\hat{E}_{\text{gmp}}(x) = \hat{E}_{\text{gC}}(x) - \int d^3x \frac{\mathbf{Z}_A(x') \cdot \mathbf{Q}(x', x)}{\epsilon_0(x)}
\]

\[
= \hat{E}_{\text{gC}}(x) - \left[ \frac{\mathbf{Z}_A(x)}{\epsilon_0(x)} \right]^{(c)} - \hat{P}_{\text{C}}
\]

\[
= \hat{E}_{\text{gC}}(x) - \frac{1}{\epsilon_0(x)} \left[ \mathbf{Z}_{A,\perp}(x) - \mathbf{P}_{\text{C}} \right]
\]

\[
= \hat{E}_{\text{C}}(x) - \mathbf{Z}_A(x)\epsilon_0(x),
\]

(B35)

where in the second line we have used Eqs. (B11) and (B31), in the third line we have used Eqs. (B25) and (B33), and in the final line we have used defined \( \hat{E}_{\text{C}}(x) = -\mathbf{\Pi}(x)/[\epsilon_0(x)] \) as the part of the transverse electric field operator that can be expanded in terms of bosonic operators, and Eq. (B26).

3. Material and Mode Truncation

In this subsection, we show how to introduce material and mode truncation in a manner which preserves gauge invariance. The procedure is essentially the same as in Sec. IV, but considering only two gauges (generalized Coulomb and generalized multipolar).

First note that we can write the generalized Coulomb gauge Hamiltonian in the following form:

\[
\hat{H}_{\text{gC}} = \hat{H}_F + \hat{U}_{\text{PZW}}^+ \hat{H}_0 \hat{U}_{\text{PZW}},
\]

(B36)

where \( \hat{H}_0 = \sum_{\alpha} \frac{\mathbf{p}_{\alpha}^2}{2m_{\alpha}} + V_{\text{Coul}} \), and again we have neglected the magnetic terms. From this form, it is easy to see that we can write the generalized multipolar Hamiltonian as

\[
\hat{H}_{\text{gmp}} = \hat{U}_{\text{PZW}}^+ \hat{H}_F \hat{U}_{\text{PZW}} + \hat{H}_0.
\]

(B37)

As in Sec. IV B, we can introduce gauge-invariant interactions within the truncated material space by assuming \( \hat{H}_0 \) to be represented by a discrete energy basis of a few material eigenstates, found in the absence of coupling with the medium. We then truncate the material particle position degrees of freedom in the operator \( \hat{U}_{\text{PZW}} \) to obtain the correct materially-truncated Hamiltonian in either gauge. Note that this procedure, as pointed out in Ref. [61], neglects the influence of local variations in \( \epsilon(x) \) on the energy structure of the truncated material system. Assuming a material system of molecular or atomic scales, this variation can sometimes reduce the free-space Coulomb interaction between material particles by approximately a factor of \( 1/\epsilon(x_0) \), at the location of the system of particles \( x_0 \), but a full treatment of this requires a model of dispersion, and is beyond the scope of this formalism [61]. We can partially circumvent this problem by instead assuming the truncated \( \hat{H}_0 \) to consist of the medium-modified energy levels, and focus on the interactions with the transverse field \( \mathbf{\Pi} \).
To truncate the mode expansion, we can use the mode truncation operator defined in Eq. (77); this is equivalent to letting the sum in the field expansions (B16) run over a finite number of modes, as well as in $\hat{H}_F = \sum \mu \hbar \omega_\mu \hat{a}_\mu^\dagger \hat{a}_\mu$. As with material truncation, we should apply this directly to the unitary operators which generate the minimal coupling Hamiltonian.

Applying both material and mode truncation, then, we find $\hat{U}_{FZW} \to \hat{U}_{FZW}$, such that
\[
\hat{U}_{FZW} = \exp \left[ \frac{i}{\hbar} \int d^3 x \hat{A}(x) \cdot \hat{Z}_A(x) \right].
\]
Thus, we find the correctly-truncated generalized Coulomb gauge Hamiltonian:
\[
\hat{H}_{gC} = \hat{H}_F + \hat{U}_{FZW} \hat{H}_0 \hat{U}_{FZW}^\dagger,
\]
and the correctly-truncated multipolar gauge Hamiltonian
\[
\hat{H}_{gmp} = \hat{U}_{FZW}^{\dagger} \hat{H}_{gC} \hat{U}_{FZW} = \hat{U}_{FZW}^{\dagger} \hat{H}_F \hat{U}_{FZW} + \hat{H}_0,
\]
and, explicitly
\[
\hat{U}_{FZW}^{\dagger} \hat{H}_F \hat{U}_{FZW} = \hat{H}_F - \int d^3 x \hat{E}^F(x) \cdot \hat{Z}_A(x) + \sum_\mu \left[ \int d^3 x \hat{Z}_A(x) \cdot \hat{h}_\mu(x) \right]^2 / 2\epsilon_0,
\]
where $\hat{E}^F(x) = \hat{P}_M \hat{E}^F(x) \hat{P}_M$. The difference with naive, direct mode truncation of the total Hamiltonian is in the third term (the polarization-squared term), as is clear from comparison with Eq. (B34).
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