THE SIEGEL VARIANCE FORMULA FOR QUADRATIC FORMS

NASEER T. SARDARI

Abstract. We introduce a smooth variance sum associated to a pair of positive definite symmetric integral matrices $A_{m \times m}$ and $B_{n \times n}$, where $m \geq n$. By using the oscillator representation, we give a formula for this variance sum in terms of a smooth sum over the square of a functional evaluated on the $B$-th Fourier coefficients of the vector valued holomorphic Siegel modular forms which are Hecke eigenforms and obtained by the theta transfer from $O_{A_{m \times m}}$. By using the Ramanujan bound on the Fourier coefficients of the holomorphic cusp forms, we give a sharp upper bound on this variance when $n = 1$. As applications, we prove a cutoff phenomenon for the probability that a unimodular lattice of dimension $m$ represents a given even number. This gives an optimal upper bound on the sphere packing density of almost all even unimodular lattices. Furthermore, we generalize the result of Bourgain, Rudnick and Sarnak [BRS17], and also give an optimal bound on the diophantine exponent of the $p$-integral points on any positive definite $d$-dimensional quadric, where $d \geq 3$. This improves the best known bounds due to Ghosh, Gorodnik and Nevo [GGN13] into an optimal bound.
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1. Introduction

1.1. Statement of results. In this section, we discuss two applications of the Siegel variance formula (Theorem 1.8 for $n = 1$).

1.1.1. The cutoff phenomenon in large dimension. Suppose that $A_{m \times m}$ is a positive definite symmetric integral matrix with determinant 1, and $C(A)$ denotes the genus of $A$ which is a finite set. It is well known that $C(A)$ has only two possibilities, namely even or odd unimodular lattices. There is a natural probability measure...
defined by Siegel \cite{Sie63} on $C(A)$:

$$
\mu_s(A_i) := \frac{1}{|O_{A_i}(Z)|} \sum_{A_j \in C(A)} |O_{A_j}(Z)|,
$$

where $s \in \{0, 1\}$ depending on $C(A)$ being even or odd, and $|O_{A_i}(Z)|$ is the size of the integral orthogonal group of $A_i$. The first application is on bounding the probability that an odd integer $q$ (even number $2q$) is representable by an odd unimodular lattice (even unimodular lattice) of dimension $m$ with respect to $\mu_s$. Every integer (even integer) is representable over $p$-adic integers $\mathbb{Z}_p$ by an odd unimodular lattice (even unimodular lattice) of dimension $m \geq 4$. This fact and an application of the Hardy-Littlewood circle method implies that every large enough integer (even integer) with respect to $m$ is representable by every odd unimodular (every even unimodular lattice). This is a version of our theorem which shows a cutoff phenomenon at point $q \sim \frac{m}{2\pi e} (2q \sim \frac{m}{2\pi e})$ for the probability measure $\mu_s$.

**Theorem 1.1.** Let $m$ be even and $q$ be an odd integer. We have

$$
\mu_1(x^T A x = q \text{ for some } x \in \mathbb{Z}^m) = \begin{cases}
\leq 5113^{-t} & \text{for } q \leq \frac{m}{2\pi e} + \frac{5}{6\pi e} \log(m) - t - 1, \\
\geq 1 - 5113^{-t} & \text{for } q \geq \frac{m}{2\pi e} + \frac{10}{6\pi e} \log(m) + t,
\end{cases}
$$

where $0 \leq t = o(m)$. Similarly for $\mu_0$, we have

$$
\mu_0(x^T A x = 2q \text{ for some } x \in \mathbb{Z}^m) = \begin{cases}
\leq 5113^{-t} & \text{for } 2q \leq \frac{m}{2\pi e} + \frac{5}{6\pi e} \log(m) - t - 1, \\
\geq 1 - 5113^{-t} & \text{for } 2q \geq \frac{m}{2\pi e} + \frac{20}{6\pi e} \log(m) + t,
\end{cases}
$$

where $0 \leq t = o(m)$. Note that $5113 = \lfloor e^{42.2} \rfloor$.

We give the proof of Theorem 1.1 in Section 2. We have the following conjecture.

**Conjecture 1.2.** Let $q \geq (1 + \epsilon)\frac{m}{2\pi e}$ for some fixed $\epsilon > 0$. Then $q$ is representable by every odd unimodular lattice of dimension $m \gg \epsilon$. Similarly, every even integer $2q \geq (1 + \epsilon)\frac{m}{2\pi e}$ is representable by every even unimodular lattice of dimension $m \gg \epsilon$.

**Remark 1.3.** Let $\delta > 0$ and $L$ be an even unimodular lattice of dimension $m$. Theorem 1.1 implies the sphere packing density of $L$ is less than $m^{2+\delta}2^{-m}$ with $\mu_0$-probability $1 + O(m^{-\delta+\epsilon})$ for any $\epsilon > 0$. Moreover, if $A$ is an odd unimodular lattice, then the sphere packing density is less than $m^{1+\delta}2^{-m}$ with $\mu_1$-probability $1 - m^{-\delta+\epsilon}$ for any $\epsilon > 0$. The problem of studying unimodular lattices with large sphere packing densities has studied by several authors; see \cite{CS97}. The best known upper bounds on the sphere packing density of unimodular lattices is $(1.424)^m2^{-m}$ \cite{RS98}, while the best known lower bound for the density of lattices (not necessarily integral) is $m\log\log(m)2^{-m}$ \cite{Ven13}. So, there is an exponential gap between the upper bound and the lower bound for the sphere packing density of unimodular lattices. We substantially improve the upper bound and show that the sphere packing density is $o(m^{2+\delta}2^{-m})$ for all but a tiny fraction of unimodular lattices with respect to the Siegel mass probability. Conjecture 1.2 implies the sphere packing density of even unimodular lattices is less than $(1 + \epsilon)m^{2-\epsilon}2^{-m}$.\\
1.1.2. **Optimal equidistribution of the integral points on quadrics.** The second application is on the distribution of the integral points on quadrics. Suppose that \( F(x_1, \ldots, x_m) \) is a positive definite integral quadratic form in \( m \geq 3 \) variables with discriminant \( D \). Let \( N > 0 \) be an integer where \( \gcd(N, 2D) = 1 \), and define

\[
V_N(R) := \{(x_1, \ldots, x_m) : F(x_1, \ldots, x_m) = N, \text{ and } x_i \in R \text{ for } 1 \leq i \leq m\},
\]

where \( R \) is any commutative ring. Assume that \( V_N(\mathbb{Z}_p) \not= \emptyset \) for every prime \( p \). Let \( O_F \) be the orthogonal group associate to the quadratic form \( F(x_1, \ldots, x_m) \). Note that \( V_1(\mathbb{R}) \) is a compact homogenous variety with the action of \( O_F(\mathbb{R}) \). Let \( \mu \) be the unique \( O_F(\mathbb{R}) \) invariant probability measure defined on \( V_1(\mathbb{R}) \). Suppose that \( k(x) \) is a fixed positive smooth function supported on \((-2, 2)\), and \( k(x) = 1 \) for \( x \in (-1, 1) \). Let

\[
K_\eta(x, y) := C_\eta k\left(\frac{\sqrt{F(x - y)}}{\eta}\right),
\]

where \( x, y \in V_1(\mathbb{R}) \), \( \eta \in \mathbb{R} \) and \( C_\eta \) is a normalization factor such that

\[
\int_{V_1(\mathbb{R})} K_\eta(x, y) d\mu(y) = 1.
\]

We note that \( K_\eta(x, y) \) is a point-pair invariant function, which means

\[
K_\eta(gx, gy) = K_\eta(x, y)
\]

for every \( g \in O_F(\mathbb{R}) \). Let \( R_F(N) := |V_N(\mathbb{Z})| \). For \( m \geq 4 \) and from \( \gcd(N, 2D) = 1 \) [Sar15a, Remark 1.7], it follows that

\[
N^{m/2-1-\varepsilon} \ll R_F(N) \ll N^{m/2-1+\varepsilon}.
\]

For \( m = 3 \), we further assume that \( N \not= t_i\mathbb{Z}^2 \) for finitely many \( \{t_i\} \) that defines the exceptional-type square classes; see [Han04]. Then by Siegel’s ineffective bound \( L(1, \chi) > q^{-\varepsilon} \), we have the same bounds as in (1.1). Define

\[
\text{Var}_F(N, \eta) := \int_{V_1(\mathbb{R})} (K_\eta(x, N) - R_F(N))^2 d\mu(x),
\]

where \( K_\eta(x, N) := \sum_{y \in V_N(\mathbb{Z})} K_\eta(x, y) \). The following theorem is an application of our main results.

**Theorem 1.4.** Let \( F \) and \( N \) be as above. For \( m \geq 3 \), suppose that \( N \not= t_i\Box \), where \( \{t_i\} \) defines the finitely many exceptional-type square classes. Assume either of these assumptions

- \( m \) is even,
- \( N = sl^2 \) for some bounded square free integer \( s \),
- Lindelöf hypothesis holds for the holomorphic modular forms.

Then, we have

\[
\text{Var}_F(N, \eta) \ll \frac{N^\varepsilon R_F(N)}{\eta^{m-1}},
\]

where the implied constant in \( \ll \) only depends on \( F \) and \( \varepsilon > 0 \).

We give the proof of Theorem 1.4 in Section 3. When \( m = 3 \) Theorem 1.4 essentially follows from the work of Bourgain, Rudnick and Sarnak [BRS17]. They verified, with respect to different statistical tests, that the distribution of the integral points on the 2-sphere is similar to the distribution of a Poisson process. However, for \( m \geq 4 \) it was observed by Wright [Wri33, Wri37] as mentioned...
in [Sar15b] that they are big regions on $V_1(\mathbb{R})$ which repels the integral points. Let $C(x, \eta) := B(x, \eta) \cap V_1(\mathbb{R})$ be a cap of radius $\eta > 0$ centered at $x \in V_1(\mathbb{R})$, where $B(x, \eta)$ is the Euclidean ball of radius $\eta > 0$. Wright [Wr13] showed that there are caps of size $\eta \gg N^{-\frac{1}{4}}$ which does not intersect $\frac{1}{N} V_N(\mathbb{Z})$. In [Sar15a], we proved that every cap of size $\eta \gg N^{-\frac{1}{4}+\delta}$ contains an integral point for $m \geq 5$ and every $\delta > 0$. The following corollary implies that on average the covering properties of $\frac{1}{N} V_N(\mathbb{Z})$ for every $m \geq 4$ is optimal and is as good as the Poisson process.

**Corollary 1.5.** Assume the conditions of Theorem 1.4. Let $\eta \gg R_F(N)^{-\frac{1}{m-1}+\epsilon} \sim N^{-\frac{m-2}{2m-1}+\epsilon}$, then all but a tiny fraction of the caps of $V_1(\mathbb{R})$ with the radius $\eta$ intersects $\frac{1}{N} V_N(\mathbb{Z})$. On the other hand if $\eta \ll R_F(N)^{\frac{1}{m-1}-\epsilon}$ then only a tiny fraction of them intersect $\frac{1}{N} V_N(\mathbb{Z})$.

We give the proof of the Corollary 1.5 in Section 3. See also the work of Ellenberg, Michel and Venkatesh [EMV13] for the non-archimedean version of the above corollary for $F = x_1^2 + x_2^2 + x_3^2$ under the Linnik condition on $N$. When $N = p^{2k}$ for some fixed prime number $p$ and $F = x_1 + \cdots + x_d^2$ for $d = 3, 4$ the above corollary follows from the work of Ghosh, Gorodnik and Nevo [CGN13].

We discuss two related applications of Theorem 1.4 in what follows. First, we recall the definition of the averaged covering exponent of the integral points on the sphere. Let $S^{m-1}(\mathbb{R})$ be the sphere of radius 1 in $\mathbb{R}^m$. Let $S_N^{m-1}(\mathbb{Z})$ be the set of integral points

$$S_N^{m-1}(\mathbb{Z}) := \{(x_1, \ldots, x_m) \in \mathbb{Z}^m : x_1^2 + \cdots + x_m^2 = N\},$$

where $0 \leq N \in \mathbb{Z}$. We have $\frac{1}{N} S_N^{m-1}(\mathbb{Z}) \subset S^{m-1}(\mathbb{R})$. Let $N_{\delta, \epsilon}$ denote the minimum integer such that all but $\epsilon$ fraction of caps $C(x, \epsilon)$ of size $\epsilon$ on $S^{m-1}(\mathbb{R})$ contain a point of $\frac{1}{N} S_N^{m-1}(\mathbb{Z})$. Sarnak defined [Sar15b] the averaged covering exponent of the integral points on the sphere by:

$$K_m := \lim_{\delta \to 0} \limsup_{\epsilon \to 0} \frac{\log (\# S_{N_{\delta, \epsilon}}^{m-1}(\mathbb{Z}))}{\log (1/\text{vol}(C(x, \epsilon)))}.$$

By the Pigeonhole principle, it is easy to see that $K_m \geq 1$. Sarnak proved that $K_4 = 1$ [Sar15b]. This implies the optimal covering properties of the golden quantum gates inside $SU(2)$; see [PS18], [Sar17]. Sarnak’s method is based on the spectral theory of modular forms and uses the Ramanujan bound on the Fourier coefficient of the modular forms. It relies on the coincides that $S^3$ is isomorphic to the units of quaternions. In particular, the analogues result for $S^{m-1}$ does not follow. The following is a corollary of Theorem 1.4.

**Corollary 1.6.** Assume that $m \geq 4$ is even. Then,

$$K_m = 1.$$

For $x \in S^{m-1}(\mathbb{Q})$, let $H(x) := \prod_q \max_{1 \leq i \leq m} (1, |x_i|_q)$, where $|\cdot|_q$ is the $q$ adic valuation of $x_i$. Fix a prime $p \equiv 1 \mod 4$. Then $S^{m-1}(\mathbb{Z}[1/p])$ is dense in $S^{m-1}(\mathbb{R})$. We prove the following quantitative form of the diophantine properties of $S^{m-1}(\mathbb{Z}[1/p])$.

**Corollary 1.7.** Let $m \geq 3$. For almost every $x \in S^{m-1}(\mathbb{R})$, $\delta > 0$, and $\epsilon \in (0, \varepsilon_0(x, \delta))$, there exists $z \in S^{m-1}(\mathbb{Z}[1/p])$ such that

$$|x - z|_\infty \leq \epsilon \text{ and } H(z) \leq \epsilon^{\frac{m-1}{m-\delta}}.$$
We note this exponent is the best possible.

The above corollary answers a question of Ghosh, Gorodnik and Nevo; see [GGN13]. By using the best bound on the generalized Ramanujan conjecture, they proved the above corollary [GGN13, Page 12] for \( m = 3, 4 \) and the following exponents for \( m \geq 5 \)

\[
H(z) \leq \epsilon^{2-\delta} \text{ for even } m, \quad \text{and } H(z) \leq \epsilon^{-\frac{2(m-1)}{m+1}-\delta} \text{ for odd } m.
\]

They raised the question of improving these bounds in [GGN13, Page 11]. As pointed out above and in the abstract, we give a definite answer to this question. We give the proof of Corollary 1.6 and 1.7 in Section 3.

### 1.2. The Siegel variance formula.

In this section we discuss our method. We introduce a variance sum associated to a pair of positive definite symmetric integral matrices and a smooth compactly supported function. By using the oscillator representation, we obtain a formula for this variance sum in terms of the Fourier coefficients of the homomorphic Siegel modular forms which are Hecke eigenform.

We denote this formula by the Siegel variance formula; see (1.10). We apply this formula to prove Theorem 1.1 and Theorem 1.4. More generally, this can be used to study the distribution of the integral solutions of the representation of a quadratic form by another one.

Let \( A \) and \( B \) be two positive definite symmetric integral matrices with dimensions \( m \) and \( n \), respectively. Let \( C(A) := \{ A_1, \ldots, A_k \} \) be a representative set for the genus class of \( A \). Let

\[
V_{A_i,B}(R) := \{ X \in M_{m \times n}(R) : X^\top A_i X = B \},
\]

where \( R \) is a commutative ring. We say \( V_{A_i,B}(R) \) is the set of \( R \) points of the representation variety of \( B \) by \( A_i \).

Next, we associate a variance sum associated to \( V_{A_1,B}(\mathbb{Z}) \subset V_{A_1,B}(\mathbb{R}) \) for each \( A_1 \in C(A) \). The variance sum only depends on a fixed smooth bump function of size \( r \) defined on \( \mathbb{R}^n \), and it is independent of the choice of the representative \( A_1 \) in its equivalence class. Note that \( O_{A_1}(\mathbb{R}) \) acts on \( V_{A_1,B}(\mathbb{R}) \) by matrix multiplication, and this action is transitive for \( m \geq n \). We begin by defining a point-pair \( O_{A_1}(\mathbb{R}) \) invariant function on the representation variety \( V_{A_1,B}(\mathbb{R}) \). Suppose that \( k : \mathbb{R}^n \to \mathbb{R} \) is a fixed positive smooth function with compact support. Define \( |x|_i := \sqrt{x^\top A_i x} \) for \( x \in \mathbb{R}^m \). Let

\[
K_{r,B}(X, Y) := C_{r,B} k \left( \frac{|x_1-y_1|_i}{r}, \ldots, \frac{|x_n-y_n|_i}{r} \right),
\]

where \( X, Y \in V_{A_1,B}(\mathbb{R}) \), \( x_j \) and \( y_j \) are the \( j \)-th column of \( X \) and \( Y \) respectively for \( 1 \leq j \leq n \), and \( C_{r,B} \) is a constant where

\[
\int_{V_{A_1,B}(\mathbb{R})} K_{r,B}(X, Y) d\mu_i(X) = \int_{V_{A_1,B}(\mathbb{R})} K_{r,B}(X, Y) d\mu_i(Y) = 1,
\]

where \( d\mu_i \) is invariant by the action of \( O_{A_1}(\mathbb{R}) \) and it is normalized such that \( \int_{V_{A_1,B}(\mathbb{R})} d\mu_i(Y) = 1 \). Note that \( K_{r,B}(X, Y) \) is a point-pair invariant function

\[
K_{r,B}(gX, gY) = K_{r,B}(X, Y),
\]
where \( g \in O_A(\mathbb{R}) \) and \( gX \) is the matrix multiplication. This implies \( C_{r,B} \) is independent of \( X \in V_{A,B}(\mathbb{R}) \). Finally, we define the following variance sum associated to \( A, B \) and \( r \)

\[
\text{Var}(A_i, B, r) := \int_{V_{A_i,B}(\mathbb{R})} \left( \left( \sum_{Y \in V_{A_i,B}(\mathbb{Z})} K_{r,B}(X, Y) - R_{A_i}(B) \right) \right)^2 d\mu_i(X),
\]

where \( R_{A_i}(B) := |V_{A_i,B}(\mathbb{Z})| \). We define the Siegel variance of representing \( B \) by the genus class of \( A \) at scale \( r \) by:

\[
\text{Var}(B, r) := \frac{\sum_{A_i \in C(A)} \frac{1}{|O_{A_i}(\mathbb{Z})|} \left( \text{Var}(A_i, B, r) + (R_{A_i}(B) - R(B))^2 \right)}{\sum_{A_i \in C(A)} \frac{1}{|O_{A_i}(\mathbb{Z})|}},
\]

where

\[
R(B) := \frac{\sum_{A_i \in C(A)} \frac{1}{|O_{A_i}(\mathbb{Z})|} R_{A_i}(B)}{\sum_{A_i \in C(A)} \frac{1}{|O_{A_i}(\mathbb{Z})|}},
\]

is the weighted number of the integral representation of \( B \) by the genus class of \( A_i \). By the Siegel mass formula [Sie44], we have

\[
R(B) = \sigma_\infty(A, B) \prod_p \sigma_p(A, B),
\]

where

\[
\sigma_p(A, B) := \lim_{k \to \infty} \frac{\{X \in V_{A,B}(\mathbb{Z}/p^k \mathbb{Z})\}}{p^{k(mn-n(n+1)/2)}},
\]

and

\[
\sigma_\infty(A, B) := \frac{\alpha(m, n)|A|^{\frac{m+n}{2}}|B|^{\frac{m-n-1}{2}}}{\varphi(B)},
\]

where \( \alpha(m, n) \) is a fixed constant which depends only on \( m, n \); see [Sie63]. Note that \( \text{Var}(B, r) \) measures how uniform the integral points of the representation varieties of different genus classes are distributed among balls of size \( r \).

Before stating our main result, we introduce some notations from the theory of automorphic forms and the oscillator representation. We give the detailed descriptions of them in Section 1.2 and Section 6. Let \( A_\mathbb{Q} = \mathbb{R} \times \prod_p \mathbb{Z}_p \) be the ring of adeles which is the restrictive direct product of \( \mathbb{R} \) and \( \mathbb{Q}_p \) with respect to \( \mathbb{Z}_p \). Fix \( E \in V_{A,1}(\mathbb{R}) \) and the lattice \((\mathbb{Z}^m, A)\). There exists \( \sqrt{B} \in M_{n \times n}(\mathbb{R}) \) such that \( \sqrt{B} \sqrt{B} = B \). We also fix a choice of \( \sqrt{B} \) for every positive definite symmetric matrix \( B \). We note that \( E_B := E \sqrt{B} \in V_{A,B}(\mathbb{R}) \). Let \( O_{E,A}(\mathbb{R}) \times O_A(\prod_p \mathbb{Z}_p) \) be the stabilizer of \((E, \mathbb{Z}^m)\) by the action of \( O_A(\mathbb{R}) \times O_A(\prod_p \mathbb{Q}_p) \), which is the same as the stabilizer of \((E_B, \mathbb{Z}^m)\). This gives the following isomorphism:

\[
\bigcup_{A_i \in C(A)} O_{A_i}(\mathbb{Z}) \setminus V_{A_i,B}(\mathbb{R}) = O_{A}(\mathbb{Q}) \setminus O_{A}(\mathbb{Q})/O_{E,A}(\mathbb{R})O_A(\prod_p \mathbb{Z}_p).
\]

We write the following spectral decomposition

\[
L^2(O_{A}(\mathbb{Q}) \setminus O_{A}(\mathbb{Q})/O_{E,A}(\mathbb{R})O_A(\prod_p \mathbb{Z}_p)) = \bigoplus_{\pi} \bigoplus_{j=1}^{d_\pi} \phi_{\pi,j},
\]

where \( \bigoplus_{j=1}^{d_\pi} \phi_{\pi,j} \) is a finite sum over an orthonormal basis of \( O_{E,A}(\mathbb{R})O_A(\prod_p \mathbb{Z}_p) \) invariant harmonic polynomials which generate an irreducible automorphic representation isomorphic \( \pi \) of \( L^2(O_{A}(\mathbb{Q}) \setminus O_{A}(\mathbb{Q})) \) (\( \pi \) may appear with multiplicity). More
explicitly, the restriction of \( \phi_{m,j} \) to \( V_{A,B}(\mathbb{R}) \) is a harmonic polynomial with respect to \( A \). Moreover, \( \phi_{m,j} \) generates an irreducible representation \( \tau_{m,j} \times \pi_\infty = \tau(\lambda) \times \lambda \) by the action of \( GL_n(\mathbb{C}) \times O_A(\mathbb{C}) \) on \( M_{m \times n}(\mathbb{R}) \), where \( \tau(\lambda) \times \lambda \) is a finite-dimensional irreducible representation of \( GL_n(\mathbb{C}) \times O_A(\mathbb{C}) \) acting on \( H(\lambda) \) which is the \( \lambda \)-isotropic subspace of harmonic polynomials; see Section 2.5 and [LY80 Section 2.5.39]. By using the result of Kashiwara and Vergne [KV78 Section 6], one can describe explicitly the weight and the level of the associated Siegel modular form. In Proposition 6.4, we show that \( \Theta(\phi_{m,j})(Z) \) is an eigenform of the Hecke operators defined on the space of Siegel modular forms. We also express the Fourier coefficient of the associated Siegel modular forms in terms of the Weyl sums of the automorphic forms on the orthogonal group; see Theorem 6.5.

In Section 6 by using the oscillator representation and fixing an appropriate Siegel theta kernel, we associate a holomorphic Siegel modular form \( \Theta(\phi_{m,j})(Z) \) with values in the vector space \( H(\lambda)^* \) (dual vector space of \( H(\lambda) \)). In Proposition 6.2 we describe explicitly the weight and the level of the associated Siegel modular form. In Proposition 6.3, we show that \( \Theta(\phi_{m,j})(Z) \) is an eigenform of the Hecke operators defined on the space of Siegel modular forms. We also express the Fourier coefficient of the associated Siegel modular forms in terms of the Weyl sums of the automorphic forms on the orthogonal group; see Theorem 6.5.

Let \( h_{r,B}(\pi_\infty) \) be the spherical transformation of the point-pair invariant function \( K_{r,B} \) at \( \pi_\infty \), see equation 1.15. Let \( \Theta(\phi_{m,j},B) \in H(\lambda)^* \) be the \( B \)-th Fourier coefficient of \( \Theta(\phi_{m,j}) \). Furthermore, we define a harmonic polynomial \( p_{\lambda,E} \in H(\lambda) \); see Section 5.2. Finally, we state our main theorem.

**Theorem 1.8.** We have

\[
\text{Var}(B,r) = \sum_{\pi} |h_{r,\pi}(\pi_\infty)|^2 \sum_{j=1}^{d_{\pi}} \left| (\tau_{m,j}(\sqrt{B}))^{-1} \Theta(\phi_{m,j},B,p_{\lambda,E}) \right|^2.
\]

**Remark 1.9.** Suppose that \( n = 1 \) and \( B = N \in \mathbb{Z}^+ \). In the Siegel variance formula, the automorphic forms \( \phi_{m,j} \) that are associated to the degree \( k \) harmonic polynomials (the total dimension is \( k^{m/2} \)) that contribute to the variance are the ones which are the theta lift from weight \( k \) holomorphic modular forms defined on \( SL_2 \) (the dimension grows linearly in \( k \)). By comparing the dimension of them and using Howe one-to-one correspondence, it follows that \( \Theta(\phi_{m,j},B) = 0 \) for all \( \phi_{m,j} \) unless \( \phi_{m,j} \) comes from a lift of \( SL_2 \) weight \( k \) modular form. This and the Ramanujan bound \(|N^{-k/2} \Theta(\phi_{m,j},N)|^2 \ll N^{-k/4} \) are the source of the equidistribution of the integral points at the optimal scale.

1.3. Further motivations and techniques. In this section, we give the history behind the ideas in this paper. Siegel in his study of the Hasse-Minkowski theorem generalized the classical holomorphic modular forms into Siegel modular forms. He showed that the averaged representation number of a positive definite integral symmetric matrix \( B_{m \times n} \) by the genus class of \( A_{m \times n} \) is the \( B \)-th Fourier coefficient of the theta series associated to the genus class of \( A \), which is a holomorphic Siegel modular form (Eisenstein series) [Sie63]. Weil [Wei64,Wei65] gave a group theoretic interpretation of Siegel’s work and introduced the oscillator representation of the metaplectic group (double cover of the symplectic group).

Shintani [Shi75] used the oscillator representation and described the Shimura correspondence [Shi73] between the weight \( k+1/2 \) holomorphic modular forms and the weight \( 2k \) holomorphic modular forms. Moreover, Shintani showed that the average of the integral weight modular forms \( f \) over the closed geodesics with discriminant \( D \) (Weyl sums) is the \( D \)-th Fourier coefficient of \( \Theta(f) \), where \( \Theta(f) \) is the theta transfer of \( f \); see the work of Katok and Sarnak [KS93] for the Maass
forms. In particular, the equidistribution of the CM points or closed geodesics of a given discriminant on the modular curve follows from a sub-convex bound on the Fourier coefficients of the weight 1/2 integral modular forms which was achieved by Iwaniec [Iwa87] for holomorphic and Duke [Duk88] for Maass forms. Our main observation is that by using the oscillator representation and the spectral theory of the metaplectic group one can prove equidistribution results for the integral points on the homogeneous variety of an orthogonal group (a different group!).

One aim of this paper is to generalize Shintani’s correspondence and give a correspondence from the classical automorphic forms of the orthogonal groups to the Siegel modular forms. We describe explicitly the weight (which is a finite dimensional representation of \(GL_n(\mathbb{C})\)) and the level of the associated Siegel modular form; see Proposition 6.2. We also express the Fourier coefficient of the associated Siegel modular forms in terms of the Weyl sums of the automorphic forms on the orthogonal group; see Theorem 6.5. We use this identity to prove some new optimal results for the distribution of the integral points on homogeneous varieties.

Ghosh, Gorodnik and Nevo [GGN13, GGN15, GGN16] and Sarnak [Sar15b] used the spectral theory of automorphic forms for proving some optimal results on the distribution of integral points on homogeneous varieties if the associate automorphic spectrum satisfies the generalized Ramanujan conjecture [Sar05]. Our approach is different and give some optimal results which are not achievable by the previous methods. Our main idea is to generalize the work of Shintani to the dual pairs of reductive groups \((G, G')\) in a symplectic group [How79] and relate the Weyl sums on a homogenous variety \(X\) of \(G\) to the period integrals of the image of the theta transfer of automorphic forms from \(G\) to \(G'\). The theta transfer has a large kernel, and as a result for all but a tiny fraction of automorphic forms of \(G\), the associated Weyl sum is zero! For the remaining non-zero theta transfers, we use bounds on the generalized Ramanujan conjecture for \(G'\). This strategy gives some new optimal results; see Theorem 1.1 and Theorem 1.4 only if the automorphic spectrum of \(G'\) satisfies the Ramanujan conjecture and not necessarily the automorphic spectrum of \(G\)! (or even the image of the automorphic spectrum of \(G\) under the theta transfer which lies inside the automorphic spectrum of \(G'\) satisfies an average version of the generalized Ramanujan conjecture). This is a new feature of our work compare to the work of Ghosh, Gorodnik and Nevo [GGN13, GGN15, GGN16] and Sarnak [Sar15b]; see Corollary 1.6 and the discussion after it.

In this paper, we work with the dual pair \((G, G') = (O_m, Sp_n) \subset Sp_{mn}(\mathbb{Q})\), where \(O_m\) is compact at the archimedean place and \(X = M_{m \times n}\) is the \(m \times n\) matrices. More concretely, we use the oscillator representation in order to relate the distribution of the integral points on the representation variety of pairs of positive definite symmetric integral matrices, to bound the Fourier coefficient of the Siegel modular forms. Bounding the Fourier coefficients of the classical modular forms has been extensively studied after Ramanujan’s conjecture. The natural generalization of the weight \(k\) holomorphic modular forms are the vector valued Siegel modular forms with a weight \(\rho : GL_n(\mathbb{C}) \to V_\rho\), where \(\rho\) is a finite dimensional complex representation. Unfortunately, there are very few results on bounding the Fourier coefficients of the vector valued Siegel modular forms with respect to a norm or a functional on \(V_\rho\). Kitaoka [Kit86, Kit84] generalized the Kloosterman’s method and proved the analogue of the Kloosterman’s bound when \(n = 2\) and \(\rho\) is one dimensional. Böcherer and Raghavan [BRSS] generalized the Rankin-Selberg
method for general $n$ and one dimensional $\rho$. We refer the reader to the work of Kohnen [Koh04] for further discussions and the expected optimal bound when $\rho$ is one dimensional. It seems that the only known results are when $\rho$ is one dimensional. This is partly caused by the lack of the interesting applications. We give some classical application of this problem. In particular, we show that an average version of the Ramanujan bound on the Fourier coefficients of the vector valued Siegel modular forms implies the equidistribution of the integral points on the representation variety of pairs of quadratic forms at the optimal scale. In particular, our results are optimal for $n = 1$; see Theorem 1.1 and Theorem 1.4.
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2. Proof of Theorem 1.1

In this section we give a proof of Theorem 1.1. We use Theorem 1.8 and a proposition, which we formulate next. Recall that $A_{m \times m}$ is a positive definite integral matrix and consider the lattice $(\mathbb{Z}^m, A)$. In the following proposition, we give an upper bound on the number of root vectors of $A$.

Recall that $v \in \mathbb{Z}^m$ is a root vector, if $v^t Av = 2$ or 1.

Proposition 2.1. The number of root vectors of $A_{m \times m}$ of length 1 and length $\sqrt{2}$ is less than $2^m$ and $10^m 2^{m^2}$, respectively.

We give a proof of this proposition at the end of this section. We assume this proposition and Theorem 1.8 and proceed to give a proof of Theorem 1.1.

2.1. Proof of Theorem 1.1

Proof. We assume that $A$ is an even unimodular lattice. The proof for the odd unimodular lattice is similar, and we briefly discuss it at the end. Let $R(N)$ be the representation mass of even integer $N$ by the genus class of $A$ that is defined in (1.7). By the Siegel mass formula (1.8) and the explicit formulas for the local densities; see [Ven13, Lemma 2], we have

$$R(N) = \frac{mN^{m/2-1} \pi^{m/2}}{\Gamma(m/2 + 1)} (1 + O(2^{-m/4})).$$

By the Stirling’s formula $\Gamma(m/2 + 1) = \sqrt{\pi m} (\frac{m}{2\pi e})^{m/2} (1 + O(1/m))$. By choosing $N = \lfloor \frac{m}{2\pi e} + \frac{\log(m)}{2\pi e} - 1 \rfloor$, we have

$$R(N) \leq \frac{2\pi e}{e^{\pi e} \sqrt{\pi}} (1 + O(1/m)) \leq 1.$$

Let $q$ be an odd number such that $2q \leq \frac{m}{2\pi e} + \frac{\log(m)}{2\pi e} - t - 1$, where $0 \leq t = o(m)$. Then

$$R(2q) = (1 + \frac{4\pi e}{m})^{m/2-1} (1 + o(1)) = e^{2\pi e} (1 + o(1)) \geq 5113^2.$$

Hence,

$$R(2q) \leq 5113^{-t}.$$
Note that
\[ \mu_0(x^T A x = 2q \text{ for some } x \in \mathbb{Z}^n) \leq \frac{\sum_{A_i \in C(A)} \left( \frac{1}{|O_{A_i}(Z)|} R_{A_i}(2q) \right)}{\sum_{A_i \in C(A)} \frac{1}{|O_{A_i}(Z)|}} = R(2q) \leq 5113^{-t}. \]

This implies the first part of Theorem 1.1. Next, we give a proof of the second part of Theorem 1.1. Assume that \( q \geq \frac{m}{2 \pi e} + 2.6 \log(m) + t, \) where \( 0 \leq t = o(m). \) We use the trivial point-pair invariant function \( K(x, y) = 1 \) in (1.5), and obtain

\[ \text{Var}(2q) = \frac{\sum_{A_i \in C(A)} \left( \frac{1}{|O_{A_i}(Z)|} \right) \left( (R_{A_i}(2q) - R(2q))^2 \right)}{\sum_{A_i \in C(A)} \frac{1}{|O_{A_i}(Z)|}}. \]

Suppose that \( R_{A_i}(q) = 0 \) for \( \alpha \) proportion of \( A_i \) with respect to the Siegel mass probability. Then,

\[ \text{Var}(2q) \geq \alpha R(2q)^2. \]

One the other hand, by Theorem 1.8 and the fact that \( K(x, y) = 1, \) which implies \( \pi_\infty = 1 \) and \( \deg(\pi_\infty) = 0 \) in the expansion of (1.10), we have

\[ \text{Var}(2q) = \sum_{\pi} |\Theta(\phi_{\pi,j}, 2q)|^2, \]

where the sum is over \( \pi \) with \( \pi_\infty = 1. \) By Proposition 6.2 and 6.4, \( \Theta(\phi_{\pi,j}) \) is a holomorphic cusp form of weight \( m/2 \) and level dividing 8. Hence, we have the following multiplicative relation

\[ \Theta(\phi_{\pi,j}, 2q) = \Theta(\phi_{\pi,j}, 2) \lambda_{\Theta(\phi_{\pi,j})}(q), \]

where \( \lambda_{\Theta(\phi_{\pi,j})}(q) \) is the \( q \)-th Hecke eigenvalue of \( \Theta(\phi_{\pi,j}). \) Since \( m \) is even, by the Ramanujan bound on the Hecke eigenvalues of homomorphic cusp forms, we have

\[ |\lambda_{\Theta(\phi_{\pi,j})}(q)|^2 \leq d(q)^2 q^{m/2-1}, \]

where \( d(q) \) is the number of divisors of \( q. \) Therefore, we have

\[ \text{Var}(2q) = \sum_{\pi} |\Theta(\phi_{\pi,j}, 2q)|^2 = \sum_{\pi} |\Theta(\phi_{\pi,j}, 2)|^2 |\lambda_{\Theta(\phi_{\pi,j})}(q)|^2 \]

\[ \leq d(q)^2 q^{m/2-1} \sum_{\pi} |\Theta(\phi_{\pi,j}, 2)|^2 \]

\[ = d(q)^2 q^{m/2-1} \text{Var}(2), \]

where we used

\[ \text{Var}(2) = \sum_{\pi} |\Theta(\phi_{\pi,j}, 2)|^2. \]

By definition, we have

\[ \text{Var}(2) \leq \frac{\sum_{A_i \in C(A)} \left( \frac{1}{|O_{A_i}(Z)|} \right) (R_{A_i}(2) - R(2))^2}{\sum_{A_i \in C(A)} \left( \frac{1}{|O_{A_i}(Z)|} \right)} \]

\[ \leq \max_i R_{A_i}(2) \frac{\sum_{A_i \in C(A)} \left( \frac{1}{|O_{A_i}(Z)|} \right) |R_{A_i}(2) - R(2)|}{\sum_{A_i \in C(A)} \left( \frac{1}{|O_{A_i}(Z)|} \right)} \]

\[ \leq 2 \max_i R_{A_i}(2) R(2). \]
By Proposition 2.1
\[ \max_i R_{A_i}(2) \leq 10m^2. \]
Hence,
\[ \text{Var}(2) \leq 20m^2 R(2). \]

By equation (2.4), we have
\[ \text{Var}(2q) \leq 20m^2 R(2q) \frac{d(q)}{2^m - 1}. \]

By the Siegel Mass formula in (2.1), we have
\[ R(2q) = R(2)q^{m/2 - 1}(1 + O(2^{-m/4})). \]
Hence,
\[ \text{Var}(2q) \leq 20m^2 R(2q) \frac{d(q)}{2^m - 1}. \]

We compare this upper bound with the lower bound (2.3) and obtain
\[ \alpha R(2q) \leq 20 R(2q) m^2 d(q). \]

By the above and (2.2), we have
\[ \alpha \leq 20m^2 d(q) \leq 20 R(2q) m^2 d(q). \]

We begin by proving some auxiliary lemmas.

Lemma 2.2. Assume that the root vectors of norm 1 of \( A \) spans \( \mathbb{Z}^m \). Then \( A \) is isomorphic to the identity matrix \( I \). Moreover, then number of root vectors of length 1 is \( 2m \), and the number of the root vectors of norm \( \sqrt{2} \) is \( 2m(m - 1) \).

Proof. Let \( B := \{v_1, \ldots, v_m\} \) be a basis of root vectors such that \( v_i^T A v_i = 1 \). By the Cauchy-Schwarz inequality, we have
\[ |v_i^T A v_j| < \left( |v_i^T A v_i| |v_j^T A v_j| \right)^{1/2} = 1, \]
for \( i \neq j \). Since \( v_i \) and \( A \) are integral for \( 1 \leq i \leq m \), it follows that \( v_i^T A v_j = 0 \).
Hence, \( B \) is an orthonormal basis, which implies \( A \) is isomorphic to \( I \). It is easy to check that the root vectors of length 1 are \( \{\pm v_1, \ldots, \pm v_m\} \). By a simple counting, the number of root vectors of length \( \sqrt{2} \) is \( 2m(m - 1) \). This completes the proof of our lemma.

Lemma 2.3. Assume that \( A \) does not have any root vector of length 1, and there exists an orthogonal basis of root vectors of length \( \sqrt{2} \) (for \( \mathbb{R}^m \) not necessarily the lattice!) Then the number of the root vectors of length \( \sqrt{2} \) is less than \( 6m^2 - 4m \).

Proof. Let \( B := \{v_1, \ldots, v_m\} \) be an orthogonal basis of root vectors of length \( \sqrt{2} \). Let \( u \notin \pm B \) be a root vector of length \( \sqrt{2} \). Let \( [u] := (u^T A v_j) \in \mathbb{Z}^n \), where \( v_j \in B \). Let \( \# u \) denote the number of non-zero coordinates of \([u]\). By the plancherel identity, we have
\[ 2 = \sum_{v_j \in B} \frac{|u^T A v_j|^2}{2}. \]
Since \( u \notin \pm B \), it follows that \( \#u = 4 \) and \( u^tA v_j = \pm 1 \) or 0. Let \( S := \{u_1, \ldots, u_R\} \) denote the set of all root vector \( u \) of length \( \sqrt{2} \), where \( u \notin \pm B \). Let \( M_{R \times m} := [u_i^t A v_j] \), for \( u_i \in S \) and \( v_j \in B \). In what follows, we give an upper bound on \( R \). Each row \([u_i]\) contains exactly four \( \pm 1 \) and zero at other entries. So, the matrix \( M \) contains \( 4R \) nonzero elements. By a pigeon-hole argument there exists a column, associated to \( v_j \) for some \( j \), which contains at least \( \frac{4R}{m} \) non-zero elements which are \( \pm 1 \). Without loss of generality, suppose that \( u_i^t A v_1 = \pm 1 \) for \( 1 \leq i \leq \frac{4R}{m} \). By the plancherel identity,
\[
u_i^t A v_j = 1/2 + \sum_{k>1} \frac{(u_i^t A v_k)(u_j^t A v_k)}{2} \in \mathbb{Z},
\]
where \( 1 \leq i, j \leq \frac{4R}{m} \). The integrality of the inner product implies \( u_i \) and \( u_j \) are non-zero at either 1 or 3 other columns. Without loss of generality assume that \( u_i^t A v_j \neq 0 \) for \( 1 \leq j \leq 4 \). Then for \( 1 \leq i \leq \frac{4R}{m} \) \( u_i^t A v_j \neq 0 \) for some \( 2 \leq j \leq 4 \).

By a pigeon-hole argument for some \( 2 \leq j \leq 4 \) there are more than \( \frac{4R}{3m} \) \( u_i \) such that \( u_i^t A v_j \neq 0 \). Without loss of generality assume that \( 1 \leq i \leq \frac{4R}{3m} \), we have \( u_i^t A v_2 \neq 0 \). Finally by the integrality of \( u_i^t A u_j \), it follows that
\[
\frac{4R}{3m} \geq 8(m-2).
\]

This implies \( R \leq 6m(m-2) \). So the total number of root vectors of length \( \sqrt{2} \) is less than \( 6m^2 - 4m \). This completes the proof of our lemma.

\( \Box \)

Lemma 2.4. Assume that \( A \) does not have any root vector of length 1. Then the number of the root vectors of length \( \sqrt{2} \) is less than \( 10m^2 - 4m \).

Proof. Let \( T = \{w_1, \ldots, w_q\} \) be a maximal set of orthogonal root vectors of norm \( \sqrt{2} \). By Lemma 2.3 the number of the root vectors which are in the span of \( T \) is less than \( 6q^2 - 4q \). We proceed and show that the number of root vectors which are not in the span of \( T \) is less than \( 4q^2 \).

Suppose that \( u \) is a root vector, and \( u \notin \text{span}(T) \). Let \([u] := (u^t A w_i)\), where \( w_i \in T \). Let \( \#u \) denote the number of non-zero coordinates of \([u]\). We show that \( \#u = 1, 2 \).

By the plancherel inequality, we have
\[
2 = u^t A u \geq \sum_{w_i \in T} \frac{|u^t A w_i|^2}{2}.
\]
This shows that \( \#u \leq 4 \). The maximality assumption of \( T \) excludes \( \#u = 0 \), and \( u \notin \text{span}(T) \) excludes \( \#u = 4 \). Suppose that \( \#u = 3 \) and \( w_1, w_2 \) and \( w_3 \) have non-zero inner product with \( u \). Then we define
\[
u' := 2u - (u^t A w_1)w_1 + (u^t A w_2)w_2 + (u^t A w_3)w_3 \in \mathbb{Z}^m.
\]
We have \( u^t A u' = 2 \). Note that \( u' \) is a root vector and is orthogonal to all vectors in \( T \), contradicting with the maximality of \( T \). So, the only possibilities for \( \#u \) are \( 1 \) or \( 2 \).

Let \( m(f) \) be the number of roots vectors \( v \notin \text{span}(T) \) such that \([v] = f \). We claim that \( m(f) \leq 2 \). First, suppose that \( \#f = 2 \), and without loss of generality \( f = (1, 1, 0, \ldots, 0) \). Assume the contrary that \( m(f) > 2 \). Then for some root vectors \( u_1, u_2 \) and \( u_3 \) outside \( \text{span}(T) \), we have \([u_1] = [u_2] = [u_3] = f \). We show that
\( u_i \) are orthogonal to each other. Assume the contrary that \( u_1^T A u_2 \neq 0 \). Then, \( u_1^T A u_2 = \pm 1 \). Assume that \( u_1^T A u_2 = -1 \). Then \( u_1 + u_2 \) is a root vector. By plancherel inequality, we have

\[
2 = (u_1 + u_2)^T A (u_1 + u_2) \geq \sum_{w_i \in T} \frac{|(u_1 + u_2)^T A w_i|^2}{2} = 2 \# u \geq 4,
\]

which is a contradiction. So \( u_1^T A u_2 = 1 \), and \( u_1 - u_2 \) is a root vector which is orthogonal to \( T \). This contradicts with the maximality of \( T \). Hence \( u_1, u_2 \) and \( u_3 \) are orthogonal root vectors. Substitute \( w_1 \) and \( w_2 \) from \( T \) with \( u_1, u_2 \) and \( u_3 \). Then the new set is an orthogonal set of root vectors which has 1 more element than \( T \). This contradicts with the maximality of \( T \). This shows that \( m_f \leq 2 \) when \( \# f = 2 \).

Next, suppose that \( \# f = 1 \) and without loss of generality \( f = (1, 0, \ldots, 0) \). Similarly, assume the contrary that \( u_1, u_2 \) and \( u_3 \) are root vectors outside \( \text{span}(T) \) with \( |u_1| = |u_2| = |u_3| = f \). We claim that \( u_1^T A u_j \neq 0 \) for every \( 1 \leq i, j \leq 3 \). Assume the contrary that \( u_1 \) and \( u_2 \) are orthogonal to each other then substitute \( u_1 \) and \( u_2 \) with \( w_1 \). This again contradicts with the maximality of \( T \). Next, we show that \( u_1^T A u_2 \neq 1 \). Otherwise, \( u_1 - u_2 \) is a root vector which is orthogonal to all vectors in \( T \) and this also contradicts with the maximality of \( T \). Hence \( u_1^T A u_j = -1 \) for every \( i \neq j \). Then \( u_1 + u_2 \) is a root vector. By plancherel inequality, we have

\[
2 = (u_1 + u_2)^T A (u_1 + u_2) \geq \frac{|(u_1 + u_2)^T A w_1|^2}{2} = 2,
\]

which implies \( u_1 + u_2 = w_1 \). Similarly, we have \( u_1 + u_3 = w_1 \), and \( u_2 + u_3 = w_1 \). This implies \( u_1 = u_1 = u_1 = w_1/2 \) which is a contradiction. Therefore \( m_f \leq 2 \) for every \( f \in Z^q \).

Note that there are at most \( 2q \) vectors \( f \in \{0, \pm 1\}^q \) with \( \# f = 1 \). Since \( m_f \leq 2 \), there are at most \( 4q \) root vectors \( u \notin \text{span} T \) such that \( \# |u| = 1 \). Similarly, there are at most \( 2q(q - 1) \) vectors \( f \in \{0, \pm 1\}^q \) with \( \# f = 2 \), and that implies there are at most \( 4q(q - 1) \) root vectors \( u \notin \text{span} T \) such that \( \# |u| = 2 \). Therefore, the total number of root vectors \( u \), where \( u \notin \text{span}(T) \), is less than \( 4q^2 \). This completes the proof of our lemma.

\[ \square \]

Finally, we give a proof of Proposition 2.4.

**Proof of Proposition 2.4** Let \( S := \{ \pm v_1, \ldots, \pm v_p \} \) be the set integral vectors such that \( x^T A x = 1 \). By Lemma 2.2, it follows that \( \{ v_1, \ldots, v_p \} \) is an orthonormal set of vectors. Hence, the number of root vectors of length 1 is less than \( 2m \). Let \( V := \text{span}_Z \{ v_1, \ldots, v_p \} \subset Z^m \) be the lattice generated with the root vectors of length 1. It is easy to see that \( Z^n = V \oplus V_\perp \), where \( V_\perp \subset Z^m \) is the orthogonal complement of \( V \subset Z^m \) with respect to \( A \). By our assumption, all the root vectors of \( V_\perp \) has length \( \sqrt{2} \) (there is no root vector of length 1 in \( V_\perp \)). Moreover, if \( u \) is any root vector with length \( \sqrt{2} \) then either \( u \in V \) or \( u \in V_\perp \). By Lemma 2.2, the number of root vectors of length \( \sqrt{2} \) in \( V \) is less than \( 2p(p - 1) \). By Lemma 2.3, the number of root vectors of length \( \sqrt{2} \) is less than \( 10(m - p)^2 \). This completes the proof of our Proposition.

\[ \square \]
3. Proof of Theorem 1.4

Recall the notations while formulating Theorem 1.4 and Theorem 1.8. In this section, we assume that $F(x_1, \ldots, x_m) = x^TAx$ for some positive definite symmetric matrix $A$, where $x = \begin{bmatrix} x_1 \\ \vdots \\ x_m \end{bmatrix}$. We give a sharp upper bound on $\text{Var}(N, \eta)$ by assuming Theorem 1.8.

3.1. Scaling the point-pair invariant function. We prove a simple lemma which relates the point-pair invariant functions $K_\eta(x, y)$ (defined in Theorem 1.4) to $K_{r,N}(x, y)$ (defined in (1.3)). Recall that $K_\eta(x, y) := C_\eta k\left(\frac{\sqrt{F(x-y)}}{\eta}\right)$, where $x, y \in V_1(\mathbb{R})$, $\eta \in \mathbb{R}$ and $C_\eta$ is a normalization factor such that $\int_{V_1(\mathbb{R})} K_\eta(x, y) d\mu(y) = 1$. Moreover, for $x, y \in V_{A_i,1}(\mathbb{R})$, where $A_i \in C(A)$, we defined $K_{r,N}(x, y) := C_{N,r} k\left(\frac{\sqrt{F(x-y)}}{r}\right)$, where $|x - y|_i := \sqrt{(x - y)^T A_i (x - y)}$, and

$$\int_{V_{A_i,N}(\mathbb{R})} K_{r,N}(x, y) d\mu_{i,N}(y) = 1,$$

where $\mu_{i,N}$ is the Haar probability measure on $V_{A_i,N}$.

Lemma 3.1. Assume that $x, y \in V_{A,N}(\mathbb{R})$. We have

$$K_{r,N}(x, y) = K_\eta\left(\frac{x}{\sqrt{N}}, \frac{y}{\sqrt{N}}\right),$$

where $\eta = \frac{r}{\sqrt{N}}$.

Proof. Note that the probability measure $\mu_N$ on $V_{A,N}(\mathbb{R})$ is the pull back of the probability measure $\mu$ on $V_{A,1}(\mathbb{R})$ by the scaling map with $1/\sqrt{N}$. Hence, we have

$$K_{r,N}(x, y) = C_{N,r} k\left(\frac{|x - y|}{r}\right),$$

where $|x - y| = \sqrt{(x - y)^T A (x - y)} = \sqrt{F(x - y)}$. The lemma follows from the above identity and the definition of $K_\eta(x, y)$. $\square$

3.2. Proof of Theorem 1.4

Proof. Let $\{\phi_{k,i}\}$ be an orthonormal basis of automorphic forms which are harmonic polynomials of degree $k$ in $L^2(O_A(\mathbb{Q})\backslash O_A(\mathbb{A}_Q)/O(\prod_p \mathbb{Z}_p))$. We consider them as harmonic polynomials on the disjoint union of the following quadrics

$$\bigcup \{(X, A_i) : X \in O_{A_i}(\mathbb{Z}) \backslash V_{A_i,1}(\mathbb{R}), A_i \in C(A)\}.$$

By Theorem 1.8 we have

$$\text{Var}(N, r) = \sum_{k=1}^\infty h_r(k)^2 N^{-k} \Theta(\phi_{k,i}, N)^2,$$

where $\Theta(\phi_{k,i}, N)$ is the $N$-Fourier coefficient of $\Theta(\phi_{k,i})$ that is the theta transfer of $\phi_{k,i}$. By Proposition 6.2 and 6.4, $\Theta(\phi_{k,i})$ is a Hecke holomorphic modular form of weight $m/2 + k$ and level dividing $4|A|$. Recall that $\text{gcd}(N, |A|) = 1$. Hence, by the multiplicative property of the Fourier coefficients, we have

$$\Theta(\phi_{k,i}, N) = \lambda_N(\phi_{k,i})(N) \Theta(\phi_{k,i}, 1),$$
where $\lambda_{\Theta(\phi_{k,i})}(N)$ is the $N$-th Hecke eigenvalue of $\Theta(\phi_{k,i})$. By the assumptions of Theorem 1.4, the Ramanujan bound holds for $\lambda_{\Theta(\phi_{k,i})}(N)$, and we have

$$
\lambda_{\Theta(\phi_{k,i})}(N) \ll N^{k+m/2-1+\varepsilon},
$$

where the implied constant involved in $\ll$ only depends on $\varepsilon$. Hence,

$$
\text{Var}(N, r) = \sum_{k=1}^{\infty} h_{N,r}(k)^2 N^{-k} \Theta(\phi_{k,i}, N)^2 
\ll N^{m/2-1+\varepsilon} \sum_{k=1}^{\infty} h_{N,r}(k)^2 \Theta(\phi_{k,i}, 1)^2.
$$

(3.1)

It follows from the definition of the spherical transform $h_{N,r}(k)$ in (4.5) that

$$
h_{N,r}(k) = h(\frac{r}{\sqrt{N}}, k).
$$

Hence, by Theorem 1.8, we have

$$
\text{Var}(1, \frac{r}{\sqrt{N}}) = \sum_{k=1}^{\infty} h_{N,r}(k)^2 \Theta(\phi_{k,i}, 1)^2.
$$

By substituting the above in (3.1), we obtain

$$
\text{Var}(N, r) \ll N^{m/2-1+\varepsilon} \text{Var}(1, \frac{r}{\sqrt{N}}).
$$

Next, we give an upper bound on $\text{Var}(1, \frac{r}{\sqrt{N}})$. For simplicity we write $\eta = \frac{r}{\sqrt{N}}$ and $K_{\eta}(x, y) = K_{\frac{r}{\sqrt{N}}, 1}(x, y)$ for $x, y \in V_{A, 1}(\mathbb{R})$. By (1.3), we have

$$
\text{Var}(1, \eta) \leq \max_i \left( \int_{V_{A, 1}(\mathbb{R})} \left( \sum_{Y \in V_{A, 1}(\mathbb{Z})} K_{\eta}(x, y) - R(1) \right)^2 \mu_i(x) \right) 
\leq \sup_{i, x} \left( \int_{V_{A, 1}(\mathbb{R})} \left( \sum_{Y \in V_{A, 1}(\mathbb{Z})} K_{\eta}(x, y) - R(1) \right) \left( \sum_{Y \in V_{A, 1}(\mathbb{Z})} K_{\eta}(x, y) - R(1) \right) \mu_i(x) \right) 
\leq C_{1, \eta} \max_i (R_A(1) + R(1)) \ll C_{1, \eta} \ll \eta^{-(m-1)}.
$$

Therefore, we have

$$
\text{Var}(N, r) \ll \frac{N^{m/2-1+\varepsilon}}{\eta^{m-1}}.
$$

By assuming $m \geq 4$, and bounding the local densities in Hardy-Littlewood formula [Sar15a, Remark 1.7], we have

$$
N^{m/2-1+\varepsilon} \ll N^\varepsilon R_F(N).
$$

Therefore,

$$
\text{Var}(N, r) \ll \frac{N^\varepsilon R_F(N)}{\eta^{m-1}},
$$

where the implicit constant in $\ll$ only depends only on $A$ and $\varepsilon$. This completes the proof of Theorem 1.4. \"
3.3. Proof of Corollary 1.5

Proof. Assume that \( \eta \ll R_F(N)^{-\frac{1}{m-1}} \). We prove the second part of the corollary. Let \( E(N, \eta) := \{ x \in V_1(\mathbb{R}) : \forall y \in \frac{1}{\sqrt{N}} V_N(\mathbb{Z}), \sqrt{F(x - y)} \geq \eta \} \). Since \( k \) is positive and \( k(x) = 1 \) for \( x \in (-1, 1) \), we have

\[
(1 - \mu(E(N, \eta))) C_\eta \leq \int_{V_1(\mathbb{R})} \sum_{y \in \frac{1}{\sqrt{N}} V_N(\mathbb{Z})} K_\eta(x, y) d\mu(x) = R_F(N).
\]

It is easy to check that \( C_\eta \gg \eta^{-(m-1)} \). Therefore, by \( (1.1) \)

\[
(1 - \mu(E(N, \eta))) \ll R_F(N) \eta^{(m-1)} \ll R_F(N)^{-\frac{1}{m-1}} \epsilon \ll N^{-\epsilon}.
\]

This completes the proof of the second part of the corollary. Next, assume that \( \eta \gg R_F(N)^{-\frac{1}{m-1}} \epsilon \). By Chebyshev’s inequality and Theorem 1.4

\[
\mu(E(N, \eta)) R_F(N)^2 \leq \text{Var}_F(N, \eta) \ll \frac{N^\epsilon R_F(N)}{\eta^{m-1}}.
\]

Therefore, by \( (1.1) \)

\[
(3.2) \quad \mu(E(N, \eta)) \ll \frac{N^\epsilon}{\eta^{m-1} R_F(N)} \ll N^{-\epsilon}.
\]

This completes the proof of the corollary. \( \square \)

3.4. Proof of Corollary 1.6

Proof. Recall that \( \bar{K}_m := \lim_{\delta \to 0} \limsup_{\epsilon_0 \to 0} \frac{\log \left( \# S_{N, \epsilon_0}^{m-1}(\mathbb{Z}) \right)}{\log \left( 1/\text{vol} \left( C(x, \epsilon_0) \right) \right)} \), and \( \bar{K}_m \geq 1 \). It is enough to show that \( \bar{K}_m \leq 1 + \epsilon \) for any \( \epsilon > 0 \). We have vol \( (C(x, \epsilon_0) \gg \epsilon_0^{-m+1} \).

Since \( m \) is even then Theorem 1.4 and inequality \( (3.2) \) holds unconditionally for \( S^{m-1} \), and we have

\[
\mu(E(N, \epsilon_0)) \ll \frac{N^\epsilon}{\text{vol} \left( C(x, \epsilon_0) \right) \# S_{N}^{m-1}(\mathbb{Z})}.
\]

Hence, by the definition of \( N_{\delta, \epsilon_0} \), we have

\[
\# S_{N, \epsilon_0}^{m-1}(\mathbb{Z}) \leq \text{vol} \left( C(x, \epsilon_0)^{(1-\delta/(m-1))} \right).
\]

Therefore,

\[
\bar{K}_m := \lim_{\delta \to 0} \limsup_{\epsilon_0 \to 0} \frac{\log \left( \# S_{N, \epsilon_0}^{m-1}(\mathbb{Z}) \right)}{\log \left( 1/\text{vol} \left( C(x, \epsilon_0) \right) \right)} \leq \lim_{\delta \to 0} (1 + \delta/(m - 1) - \epsilon) \leq 1 + \epsilon.
\]

for every \( \epsilon > 0 \). This concludes the proof of Corollary 1.6. \( \square \)
3.5. **Proof of Corollary 1.7**

*Proof.* The proof is based on a Borel-Cantelli argument. Define 

$$A_{k,\epsilon} := \{ x \in S^{m-1}(\mathbb{R}) : |x - z| > \epsilon, \forall z \in S^{m-1}(\mathbb{Z}[1/p]) \text{ with } H(z) \leq p^k \}.$$ 

We note that there is a one-to-one correspondence between $z \in S^{m-1}(\mathbb{Z}[1/p])$ with $H(z) \leq p^k$ and the integral points $\frac{1}{p^k}S^{m-1}(\mathbb{Z})$. Letting $N = p^{2k}$ in Theorem 1.4, it follows that inequality (3.2) holds unconditionally for $\frac{1}{p^k}S^{m-1}(\mathbb{Z})$, and we have 

$$\mu(A_{k,\epsilon}) \leq \frac{p^{2k\epsilon}}{\epsilon^{m-1}p^{(m-2)k}}.$$ 

Let $B_{k,\delta} := A_{k,p^{-(\frac{1}{2} - \delta)}}$. By the above inequality $\mu(B_{k,\delta}) \leq p^{-k(\delta(m-1) - 2\epsilon)}$ for any $\epsilon > 0$. Note that $\sum_k \mu(B_{k,\delta}) \leq \sum_k p^{-k(\delta(m-1) - 2\epsilon)} \ll \infty$. By the Borel-Cantelli lemma, for almost all $x \in S^{m-1}(\mathbb{R})$, there exists $k_x$ such that $x \notin B_k$ for every $k > k_x$. In other words, for almost every $x \in S^{m-1}(\mathbb{R})$, $\delta > 0$, and $\epsilon \in (0, \varepsilon_0(x, \delta))$, there exists $z \in S^{m-1}(\mathbb{Z}[1/p])$ such that $|x - z|_{\infty} \leq \epsilon$ and $H(z) \leq \epsilon^{-\frac{1}{2} - \delta}$. This concludes the proof of Corollary 1.7. 

### 4. The Siegel Variance Formula

Recall the definition of the Siegel variance sum $\text{Var}(B, r)$ in (1.6). In this section, we give an adelic integration formula for $\text{Var}(B, r)$. First, we write $\text{Var}(A_1, B, r)$ and $\text{Var}(B, r)$ in terms of the $O(A_1, \mathbb{Z})$ orbits of $V_{A_1, B}(\mathbb{Z})$. We define the $O(A_1, \mathbb{Z})$ invariant function 

$$\tilde{K}_r(X, Y) := \sum_{\gamma \in O(A_1, \mathbb{Z})} K_{r, B}(\gamma X, Y),$$ 

where $X, Y \in O(A_1, \mathbb{Z}) \backslash V_{A_1, B}(\mathbb{Z})$.

**Lemma 4.1.** We have 

$$\frac{\text{Var}(A_1, B, r)}{|O(A_1, \mathbb{Z})|} = \int_{O(A_1, \mathbb{Z}) \backslash V_{A_1, B}(\mathbb{R})} \left( \left( \sum_{Y \in O(A_1, \mathbb{Z}) \backslash V_{A_1, B}(\mathbb{Z})} \frac{\tilde{K}_r(X, Y)}{|O(A_1, \mathbb{Z})|} \right) - R_{A_1}(B) \right)^2 d\mu_1(X),$$

where $|O_{L_i, Y(\mathbb{Z})}|$ is the size of the stabilizer of $Y$ in $O(A_1, \mathbb{Z})$.

*Proof.* We have 

$$\sum_{Y \in V_{A_1, B}(\mathbb{Z})} K_{r, B}(X, Y) = \sum_{Y \in O(A_1, \mathbb{Z}) \backslash V_{A_1, B}(\mathbb{Z})} \frac{\tilde{K}_r(X, Y)}{|O(A_1, \mathbb{Z})|}$$

Therefore, 

$$\text{Var}(A_1, B, r) = \int_{V_{A_1, B}(\mathbb{R})} \left( \left( \sum_{Y \in O(A_1, \mathbb{Z}) \backslash V_{A_1, B}(\mathbb{Z})} \frac{\tilde{K}_r(X, Y)}{|O(A_1, \mathbb{Z})|} \right) - R_{A_1}(B) \right)^2 d\mu_1(X).$$

The lemma follows from the fact that $\tilde{K}_r(X, Y)$ is $O(A_1, \mathbb{Z})$ invariant on the $X$ variable and $O(A_1, \mathbb{Z}) \backslash V_{A_1, B}(\mathbb{R})$ is a fundamental domain for this action. 

**Lemma 4.2.** We have 

$$\text{Var}(B, r) = \frac{\sum_{A_1} \int_{O(A_1, \mathbb{Z}) \backslash V_{A_1, B}(\mathbb{R})} \left( \left( \sum_{Y \in O(A_1, \mathbb{Z}) \backslash V_{A_1, B}(\mathbb{Z})} \frac{\tilde{K}_r(X, Y)}{|O(A_1, \mathbb{Z})|} \right) - R(B) \right)^2 d\mu_1(X)}{\sum_{A_1} \frac{1}{|O(A_1, \mathbb{Z})|}}.$$
Proof. By (1.3), we have
\[ \int_{V_{A_1,B}(\mathbb{R})} \sum_{Y \in V_{A_1,B}(\mathbb{Z})} K_{r,B}(X,Y) d\mu_1(X) = R_{A_1}(B). \]
Hence, by lemma 4.1
\[ \frac{\text{Var}(A_1, B, r) + (R_{A_1}(B) - R(B))^2}{O_{A_1}(\mathbb{Z})} = \int_{O_{A_1}(\mathbb{Z}) \setminus V_{A_1,B}(\mathbb{R})} \left( \sum_{Y \in O_{A_1}(\mathbb{Z}) \setminus V_{A_1,B}(\mathbb{Z})} \frac{K_{r}(X,Y)}{|O_{L_1,X,Y}(\mathbb{Z})|} - R(B) \right)^2 d\mu_1(X). \]
By summing both side of the above identity over \( A_1 \) and dividing by \( \sum_{A_1} \frac{1}{|O_{A_1}(\mathbb{Z})|} \), we conclude the lemma. \( \square \)

4.1. The Siegel variance as an adelic integral. In this section, we give a formula for \( \text{Var}(B, r) \) in terms of an integral over a double quotient of the adelic orthogonal group.

4.1.1. Adelic point-pair invariant function. We extend the point-pair invariant function \( K_{r,B}(X,Y) \) (defined in (1.3)) into an automorphic point-pair invariant function on the adelic points of the orthogonal group \( O_A \). We begin by defining the adelic points of the orthogonal group \( O_A \). Let \( O_A(R) \) denote the orthogonal group of \( A \) with coefficients in a commutative ring \( R \), which we consider as a subset of \( GL_m(R) \):
\[ O_A(R) := \{ X \in GL_m(R) : X^t A X = A \}. \]
Let \( \mathcal{A}_f = \prod_p \mathbb{Z}_p \) be the ring of finite adèles which is the restrictive direct product of \( \mathbb{Q}_p \) with respect to \( \mathbb{Z}_p \). Let \( \mathcal{L}_{A,B} \) denote the space of \( (X, L) \), where \( X \in V_{A,B}(\mathbb{R}) \) and \( L \subset \mathbb{Q}^m \) is a lattice where \( (L, A) \) has the same genus as \( (\mathbb{Z}^m, A) \) :
\[ \mathcal{L}_{A,B} := \{ (X, L) : X \in V_{A,B}(\mathbb{R}), L \subset \mathbb{Q}^m, (L \otimes \mathbb{Z}_p, A) \sim (\mathbb{Z}_p^d, A), \forall \text{ prime } p \}, \]
where \( (L \otimes \mathbb{Z}_p, A) \sim (\mathbb{Z}_p^d, A) \) means there exists \( g \in O_A(\mathbb{Q}_p) \) such that \( g \mathbb{Z}_p^d = L \otimes \mathbb{Z}_p \). Note that \( O_A(\mathcal{A}_f) \) acts transitively on \( \mathcal{L}_{A,B} \) by:
\[ (g_{\infty} \prod_p g_p)(X, L) := (g_{\infty}X, (\prod_p g_p(L \otimes \mathbb{Z}_p)) \cap \mathbb{Q}^n), \]
where \( (g_{\infty} \prod_p g_p) \in O_A(\mathcal{A}_f) \). It is well-known that \( C(A) \), the genus class of \( A \), is isomorphic to \( O_A(\mathcal{A}_f)/O_A(\prod_p \mathbb{Z}_p) \). Suppose that \( \{ L_i \subset \mathbb{Q}^n : 1 \leq i \leq h \} \) is a representative set for the genus class of the lattice \( (\mathbb{Z}^n, A) \) such that \( (L_i, A) \) is isomorphic to \( (\mathbb{Z}^m, A_i) \), which means \( L_i^t A L_i = A_i \). We extend \( K_{r,B}(X,Y) \) into a function on \( \mathcal{L}_{A,B} \) and denote the extension by \( K_{r,B}((X, L_1), (Y, L_2)) \) again. Define
\[ K_{r,B}((X, L_1), (Y, L_2)) := \begin{cases} K_{r,B}(X,Y) & \text{if } L_1 = L_2, \\ 0 & \text{otherwise}. \end{cases} \]
We sum \( K_{r,B}(X,Y) \) over the orbit of \( O_A(\mathcal{A}_f) \), and obtain
\[ K_{r,B}((X, L_1), (Y, L_2)) := \sum_{\gamma \in O_A(\mathcal{A}_f)} K_{r,B}(\gamma(X, L_1), (X,L_2)). \]
Note that $K_{r,B}$ is invariant by the action of $O_A(Q)$ on the left:

$$K_{r,B}((X, L_1), (Y, L_2)) = K_{r,B}(\gamma(X, L_1), (Y, L_2)) = K_{r,B}((X, L_1), \gamma(Y, L_2)),$$

for every $\gamma \in O_A(Q)$. Hence, $K_{r,B}((X, L_1), (Y, L_2))$ defines an automorphic kernel on $O_A(Q) \setminus \mathcal{L}_{A,B} \times O_A(Q) \setminus \mathcal{L}_{A,B}$. Given $(X, L_1), (Y, L_2) \in \mathcal{L}_{A,B}$, it follows that

$$K_{r,B}((X, L_1), (Y, L_2)) = \delta(L_1, L_2) \sum_{\gamma \in O_{L_2}} K_{r,B}(\gamma(Y, L_2), X, Y),$$

where

$$\delta(L_1, L_2) = \begin{cases} 1 & \text{if } L_1 \text{ and } L_2 \text{ are in the same genus class of lattices}, \\ 0 & \text{otherwise}, \end{cases}$$

and $O_{L_2}$ is the stabilizer of $L_2$ in the orthogonal group $O_A(Q)$, and if $\delta(L_1, L_2) = 1$, then there exists $\gamma_{(1,2)} \in O_A(Q)$ which maps $L_1$ to $L_2$. Recall that $E_B = E \sqrt{B}$. Fix $E_B := (E_B, \mathbb{Z}^m) \in \mathcal{L}_{A,B}$. Let $O_{A,E}(\mathbb{R})$ denote the stabilizer of $E_B$, then $O_{A,E}(\mathbb{R})O_A(\prod_p \mathbb{Z}_p)$ is the stabilizer of $E_B \in \mathcal{L}_{A,B}$, and we have the following isomorphism

$$\mathcal{L}_{A,B} = O_A(\mathbb{A}_Q)/O_{A,E}(\mathbb{A}_Q).$$

Therefore, we can view $K_{r,B}$ as an automorphic point-pair invariant function on

$$O_A(Q)\setminus O_A(\mathbb{A}_Q)/O_{A,E}(\mathbb{A}_Q) \times O_A(\mathbb{A}_Q)/O_{A,E}(\mathbb{A}_Q).$$

4.1.2. Integration formula for $\text{Var}(B, r)$. Let

$$S_B := \{(X, L) \in \mathcal{L}_{A,B} : x_j \in L, \text{ where } x_j \text{ is the } j\text{-th column of } X \text{ for } 1 \leq j \leq n\}.$$

Note that $S_B = \bigcup_{k=1}^h S_{L_i,B}$, where

$$S_{L_i,B} := \{(X, L) \in S_B : (L, A) \text{ is equivalent to } (L_i, A)\}.$$

Note that $S_{L_i,B}$ is invariant by the action of $O_A(Q)$. Finally, we define the adelic variance:

$$\text{VAR}(B, r) := \int_{O_A(Q)\setminus \mathcal{L}_{A,B}} \left( \sum_{Q \in O_A(Q)\setminus S_B} \frac{K_{r,B}(X, Q)}{|O_A(Q)|} - \mathcal{R}(B) \right)^2 d\tilde{\mu}(X),$$

where $|O_A(Q)|$ is the size of the stabilizer of a representative of $Q \in O_A(Q)\setminus S_B$, and $d\tilde{\mu}(X)$ is a normalized $O(\mathbb{A}_Q)$ invariant measure such that

$$\int_{O_A(Q)\setminus \mathcal{L}_{A,B}} d\tilde{\mu}(X) = 1,$$

and

$$\mathcal{R}(B) = \int_{O_A(Q)\setminus \mathcal{L}_{A,B}} \sum_{Q \in O_A(Q)\setminus S_B} \frac{K_{r,B}(X, Q)}{|O_A(Q)|} d\tilde{\mu}(X).$$

**Proposition 4.3.** We have

$$\int_{O_A(Q)\setminus \mathcal{L}_{A,B}} K_{r,B}(X, Y)d\tilde{\mu}(X) = \int_{O_A(Q)\setminus \mathcal{L}_{A,B}} K_{r,B}(X, Y)d\tilde{\mu}(Y) = 1,$$

$$\mathcal{R}(B) = \mathcal{R}(B),$$

$$\text{VAR}(B, r) = \text{Var}(B, r).$$
Proof: We have \( O_A(\mathbb{Q}) \setminus \mathcal{L}_{A,B} = \bigcup_{i=1}^{h} \{(L_i, X) : X \in O_L \setminus V_{A,B}(\mathbb{R})\} \), where \( O_L \) is the stabilizer of \( L_i \) by the action of \( O_A(\mathbb{Q}) \). Since the action of \( O_A(\mathbb{Q}) \) is transitive on \( \mathcal{L}_{A,B} \) and \( d\mu \) is a Haar measure, it follows that

\[
\hat{\mu}\left(\{(L_i, X) : X \in V_{A,B}(\mathbb{R})\}\right) = \frac{1}{h|O_{L_i}|},
\]

for every \( 1 \leq i, j \leq h \). Since \( \int_{O_A(\mathbb{Q}) \setminus \mathcal{L}_{A,B}} d\hat{\mu}(X) = 1 \), we have

\[
\hat{\mu}\left(\{(L_i, X) : X \in O_L \setminus V_{A,B}(\mathbb{R})\}\right) = \frac{1}{\sum_i 1/|O_{L_i}|}.
\]

Recall that \( \int_{V_{A,B}(\mathbb{R})} d\mu_i(Y) = 1 \) and \( L_i^T A L_i = A_i \). This implies \( \left( \sum_i 1/|O_{L_i}| \right) d\hat{\mu} \) restricted to \( \{(L_i, X) : X \in O_L \setminus V_{A,B}(\mathbb{R})\} \) is equal to \( d\mu \) on \( O_L \setminus V_{A,B}(\mathbb{R}) \). Let \( Y = (L, Y) \). By (4.11), we have

\[
\int_{O_A(\mathbb{Q}) \setminus \mathcal{L}_{A,B}} K_{r,B}(X, Y) d\hat{\mu}(X) = \int_{O_L \setminus V_{A,B}(\mathbb{R})} \sum_{\gamma \in O_L} K_{r,B}((\gamma X, Y)) d\mu(X)
\]

\[
= \int_{V_{A,B}(\mathbb{R})} K_{r,B}(X, Y) d\mu(X) = 1.
\]

This completes the proof of the first identity. For the second identity, we have

\[
\left( \sum_{A_i} \frac{1}{|O_{A_i}|} \right) R(B) = \sum_{i=1}^{h} \int_{O_L \setminus V_{A_i,B}(\mathbb{R})} \sum_{Q \in O_A(\mathbb{Q}) \setminus S_{L_i,B}} \frac{K_{r,B}((L_i, X), Q)}{|O_{Q}(\mathbb{Q})|} d\mu(X).
\]

By unfolding \( \sum_{Q \in O_A(\mathbb{Q}) \setminus S_{L_i,B}} \frac{K_{r,B}((L_i, X), Q)}{|O_{Q}(\mathbb{Q})|} \), we have

\[
\left( \sum_{A_i} \frac{1}{|O_{A_i}|} \right) R(B) = \sum_{i=1}^{h} \frac{1}{|O_{A_i}(\mathbb{Z})|} \int_{V_{A_i,B}(\mathbb{R})} \sum_{Q \in V_{A_i,B}(\mathbb{Z})} K_{r,B}(X, Q) d\mu_i(X)
\]

\[
= \sum_{i=1}^{h} \frac{1}{|O_{A_i}(\mathbb{Z})|} R_{A_i}(B) = \left( \sum_{A_i} \frac{1}{|O_{A_i}(\mathbb{Z})|} \right) R(B).
\]

Finally, by Lemma 4.2, we have

\[
\left( \sum_{A_i} \frac{1}{|O_{A_i}(\mathbb{Z})|} \right) \text{VAR}(B, r) = \sum_{i=1}^{h} \int_{O_L \setminus V_{A_i,B}(\mathbb{R})} \left( \left( \sum_{Q \in O_A(\mathbb{Q}) \setminus S_{L_i,B}} \frac{K_{r,B}(X, Q)}{|O_{Q}(\mathbb{Q})|} - R(B) \right)^2 d\mu(X) \right)
\]

\[
= \sum_{A_i} \int_{O_{A_i}(\mathbb{Z}) \setminus V_{A_i,B}(\mathbb{R})} \left( \left( \sum_{Y \in O_A(\mathbb{Q}) \setminus V_{A_i,B}(\mathbb{Z})} \frac{K_r(X, Y)}{|O_{L_i,Y}(\mathbb{Z})|} - R(B) \right)^2 d\mu(X) \right)
\]

\[
= \left( \sum_{A_i} \frac{1}{|O_{A_i}(\mathbb{Z})|} \right) \text{VAR}(B, r).
\]

This completes the proof of the lemma. \( \square \)
4.2. Siegel variance in terms of the Weyl sums. In this section, we write the spectral decomposition of $K_{r,B}$. Let $\{\phi_{\pi,j}(\alpha)\}$ be an orthonormal basis of $L^2\left(O_A(Q)\backslash O_A(\mathbb{A}_Q)\right)/O_A(\prod_p \mathbb{Z}_p)$, where $\pi$ is an automorphic representation and $\phi_{\pi,j}$ is an $O_A(\mathbb{R})O_A(\prod_p \mathbb{Z}_p)$ invariant vectors in $\pi$. We write $\pi = \pi_{\infty} \prod_p \pi_p$, where $\pi_p$ and $\pi_{\infty}$ are the local components of the automorphic representation $\pi$. We identify $O_A(Q)\backslash O_A(\mathbb{A}_Q) = O_A(Q)\backslash O_A(\prod_p \mathbb{Z}_p)$. By Lemma 4.3, we have

$$K_{r,B}(\alpha,\beta) = 1 + \sum_{\pi} \sum_{j=1}^{d_{\pi}} h_r(\pi_{\infty})\phi_{\pi,j}(\alpha)\overline{\phi_{\pi,j}(\beta)},$$

where the sum is over $\phi_{\pi,j}$ such that

$$\int_{O_A(Q)\backslash \mathcal{L}_{A,B}} \phi_{\pi,j}(\alpha)d\tilde{\mu}(\alpha) = 0,$$

and $h_r(\pi_{\infty})$ is the spherical transformation of the point-pair invariant kernel $K_{r,B}$, which is defined by:

$$h_r(\pi_{\infty})\phi_{\pi,j}(\alpha) = \int_{O_A(Q)\backslash \mathcal{L}_{A,B}} K_{r,B}(\alpha,\beta)\phi_{\pi,j}(\beta)d\tilde{\mu}(\beta).$$

By Lemma 4.3 we obtain

$$\text{VAR}(B,r) = \int_{O_A(Q)\backslash \mathcal{L}_{A,B}} \left(\sum_{\pi} \sum_{j=1}^{d_{\pi}} h_r(\pi_{\infty})\phi_{\pi,j}(\alpha)W(\phi_{\pi,j},B)\right)^2 d\tilde{\mu}(\alpha),$$

where

$$(4.6) \quad W(\phi_{\pi,j},B) := \sum_{Q \in O_A(Q)\backslash \mathcal{S}_B} \frac{\phi_{\pi,j}(Q)}{|O_A(Q)|},$$

which is a generalization of Weyl’s sum associated to $\phi_{\pi,j}$. By using the orthogonality of $\phi_{\pi,j}$, only the diagonal terms contribute to $\text{VAR}(B,r)$, and we have the following proposition.

**Proposition 4.4.** We have

$$\text{VAR}(B,r) = \sum_{\pi} \sum_{j=1}^{d_{\pi}} |h_r(\pi_{\infty})|^2 |W(\phi_{\pi,j},B)|^2.$$  

(4.7)

5. Harmonic polynomials

5.1. Harmonic polynomials for $n=1$. In this section, we restrict ourself to the case $n=1$ and cite some standard results on the spherical harmonic polynomials.

Let $F(x) := x^\top Ax$, where $x = \begin{bmatrix} x_1 \\ \vdots \\ x_m \end{bmatrix}$. Let $A^{-1} = [a_{ij}]$ denote the inverse of $A$, and

$$\Delta_A := \sum_{i,j} a_{ij} \frac{\partial^2}{\partial x_i \partial x_j}$$

be the Laplacian operator associated to $A$. Let $H_k$ be the space of harmonic polynomials of degree $k$ with respect to the symmetric matrix $A$, which is

$$H_k := \{p(x) : \Delta_A p(x) = 0, \text{ and } \deg p = k\}.$$
Proposition 5.1. We have

\[ L^2(V_N(\mathbb{R})) = \bigoplus_k H_k \]

Proof. This proposition is standard; see [LV80, Section 2.5.12] for the proof. \(\square\)

Fix \(e \in V_N(\mathbb{R})\) and let \(O_{A,e} \subset O_A(\mathbb{R})\) be the centralizer of \(e\). It follows that there exists a unique \(p_{k,e}(x) \in H_k\), such that

\[
\begin{align*}
\{ p_{k,e}(x) &= p_{k,e}(gx), \text{ for every } g \in O_{A,e} \text{ and } x \in V_N(\mathbb{R}), \\
 p_{k,e}(e) &= 1.
\}
\]

The following mean value theorem is standard for the harmonic polynomials.

Lemma 5.2. Let \(p_{k,e}(x)\) be as above and \(q(x) \in H_k\). We have

\[
\int_{O_{A,e}} q(gx) d\mu(g) = q(e)p_{k,e}(x),
\]

\[ p_{k,e}(ue) = p_{k,e}(u^{-1}e), \text{ where } u \in O_F(\mathbb{R}), \]

\[
\int_{V_N(\mathbb{R})} q(x)p_{k,e}(x) d\mu(x) = q(e)|p_{k,e}|^2, \text{ where } |p_{k,e}|^2 = \int_{V_N(\mathbb{R})} |p_{k,e}(x)|^2 d\mu(x).
\]

Proof. The proof is an easy consequence of the uniqueness of \(p_{k,e}(x)\). \(\square\)

5.2. Harmonic polynomials for general \(n\). In this section, we record a generalization of the results of the previous section from the work of Kashiwara and Vergne [KV78]. We give an orthonormal basis consisting of the generalized harmonic polynomials for \(L^2(V_{A,B}(\mathbb{R}))\). We will use the result of this section later in Section 6.2 and 6.5 and describe the weight of the Siegel modular forms which appears in formula (1.10).

We begin by defining some notations. Let \(W := \mathbb{R}^n\) and \(W^*\) be its dual vector space. We take the symplectic space \(V := W + W^*\) with the symplectic form \(B(x_1 + f_1, x_2 + f_2) = f_2(x_1) - f_1(x_2)\). Then \(W\) and \(W^*\) are complementary Lagrangian subspaces in \((V, B)\). Let \(E := (\mathbb{R}^m, A)\) be the inner product space with respect to the symmetric form \(A\). Let \(P\) be the vector space of all complex valued polynomials on \(\text{Hom}(W, E) = M_{m \times n}[\mathbb{R}]\), which is isomorphic to the space of complex valued polynomials on \(\text{Hom}(W^C, E^C) = M_{m \times n}[\mathbb{C}]\). We denote by \(O_A(\mathbb{C})\) the orthogonal group of \(A\) with complex coefficients. The group \(GL(n, \mathbb{C}) \times O_A(\mathbb{C})\) acts on \(P\) via \((H, \sigma)P = P(\sigma^{-1}XH)\), where \(H \in GL_n(\mathbb{C})\) and \(\sigma \in O_A(\mathbb{C})\).

For \(X \in \text{Hom}(W^C, E^C)\) consider the symmetric matrix \(X^TAX\). The coefficients \((X^TAX)_{i,j}\) for \(1 \leq i, j \leq n\) generate the algebra of all \(O_A(\mathbb{C})\)-invariant polynomials on \(\text{Hom}(W, E)\). Thus we can describe the algebra \(D_A\) of all \(O_A(\mathbb{C})\)-invariant constant coefficient differential operators on \(\text{Hom}(W, E)\) as follows. We fix a basis of
In other words the correspondence \( \lambda \) direct sum of involution \( \sigma \) Theorem 5.4.

Proof. The space of all polynomial is dense in \( \text{Inv} \) is constant on \( \alpha \) for every \( H \) dimensional irreducible representation of \( GL(n,C) \). We define the space of the harmonic polynomials by

\[
H := \{ P \in \mathcal{P} : \text{ such that } \Delta_{ij} P = 0 \text{ for all } 1 \leq i, j \leq n \}.
\]

\( H \) is stable under the action of \( GL(n,C) \times O_A(C) \). We write \( \mathcal{H} = \oplus H(\lambda) \) for the decomposition of \( \mathcal{H} \) in isotopic components under \( O_A(C) \). We cite the following theorem from [LV80, Theorem 2.5.41]

**Theorem 5.3.** The isotopic component \( H(\lambda) \) of \( H \) of type \( \lambda \) under \( O_A(C) \) is irreducible under \( GL(n,C) \times O_A(C) \) and it is isomorphic to \( \tau \otimes \lambda \) for some finite dimensional irreducible representation of \( GL(n,C) \). Moreover, the isotopic component of \( H(\tau) \) of \( H \) of type \( \tau \) under \( GL(n,C) \) is irreducible under \( GL(n,C) \times O_A(C) \).

In other words words the correspondence \( \lambda \rightarrow \tau \) is injective.

Let \( f \in H(\lambda) \). Then the restriction of \( f \) to \( V_{A,B}(\mathbb{R}) \subset \text{Hom}(W,E) = M_{m \times n}[\mathbb{R}] \) defines an embedding of \( H(\lambda) \) into \( L^2(V_{\lambda}(\mathbb{R})) \). We have the following generalization of Proposition 5.1.

**Theorem 5.4.** We have

\[
L^2(V_{A,B}(\mathbb{R})) = \oplus H(\lambda)
\]

Proof. The space of all polynomial is dense in \( L^2(V_{A,B}(\mathbb{R})) \). Let \( \text{Inv} \) be the sub-algebra of the \( O_A(C) \) invariant polynomials. The space of all polynomials is the direct sum of \( \mathcal{P} = H + \mathcal{H} \text{Inv} \); see [LV80] Section 2.5.11. Since the restriction of \( \text{Inv} \) is constant on \( V_{A,B}(\mathbb{R}) \). Hence, \( L^2(V_{A,B}(\mathbb{R})) = H = \oplus H(\lambda). \)

Let \( V_{E_B} : \mathcal{P} \rightarrow \mathbb{C} \) be the evaluation of the polynomials at \( E_B \). There exists a unique \( p_{\lambda,E_B}(X) \in H(\lambda) \) that represent the restriction of \( V_{E_B} \) to \( H(\lambda) \), which means for every \( q(X) \in H(\lambda) \), we have

\[
(5.2) \quad \int_{V_{A,B}(\mathbb{R})} q(X) p_{\lambda,E_B}(X) d\mu(X) = q(E_B).
\]

**Lemma 5.5.** We have

\[
p_{\lambda,E_B}(\alpha X) = p_{\lambda,E_B}(X)
\]

for every \( \alpha \in O_A(\mathbb{R}) \). Moreover, we have

\[
p_{\lambda,E_B}(g^{-1}E_B) = p_{\lambda,E_B}(gE_B)
\]

for every \( g \in O_A(\mathbb{R}) \). Finally

\[
p_{\lambda,E_B} = \tau(\sqrt{E})^{-1} p_{\lambda,E}.
\]

Proof. Note that the functional \( V_{E_B} \) is invariant by \( O_A(\mathbb{R}) \), which means

\[
V_{E_B}(g(X)) = V_{E_B}(g(\alpha X))
\]

for every \( \alpha \in O_A(\mathbb{R}) \). This concludes the first part of the lemma. Let \( \mathcal{P}_{O_A(\mathbb{R})} \) be the set of harmonic polynomials which are invariant by \( O_A(\mathbb{R}) \). There is an involution \( \sigma \) defined on \( \mathcal{P}_{O_A(\mathbb{R})} \) as follows. For \( q \in \mathcal{P}_{O_A(\mathbb{R})} \) and \( X = gE_B \) define

\[
\sigma(q)(X) := q(g^{-1}E_B).
\]
It is easy to see that \( \sigma(q) \in \mathcal{P}_{O_A,E}(\mathbb{R}) \) and \( \mathcal{V}_{E,B}(q) = \mathcal{V}_{E,B}(\sigma(q)) \). This implies \( \sigma(p_{\lambda,E,B}) = p_{\lambda,E,B} \), which concludes the second part of the lemma. Finally, we have

\[
\int_{\mathcal{V}_{A,B}(\mathbb{R})} q(X)\tau(\sqrt{B})^{-1}p_{\lambda,E}(X)d\mu(X) = \int_{\mathcal{V}_{A,B}(\mathbb{R})} q(X)p_{\lambda,E}(X^{\perp})d\mu(X)
\]

(5.3)

\[
= \int_{\mathcal{V}_{A,B}(\mathbb{R})} q(Y\sqrt{B})p_{\lambda,E}(Y)d\mu(Y)
\]

\[
= q(E\sqrt{B}) = q(E_B).
\]

This concludes the proof of the lemma. \( \square \)

5.3. The weight space with a functional. Let \( \mathcal{H}(\lambda)^* \) be the dual vector space of \( \mathcal{H}(\lambda) \). \( GL_n(\mathbb{C}) \) acts on \( \mathcal{H}(\lambda)^* \) by \( \tau^{-1} \). Every \( f \in \mathcal{H}(\lambda) \) defines a functional \( \langle f, \mathcal{H}(\lambda)^* \rangle \to \mathbb{C} \).

6. The oscillator representations and Weyl’s sums

In this section, we describe the Schrödinger Model of the oscillator representation. We use this model to construct an explicit automorphic Siegel’s theta kernel. Next, we define the theta transfer \( \Theta(\pi) \) of an automorphic representation \( \pi \) of \( O_A \). We show that \( \Theta(\phi_\pi) \) is a holomorphic Siegel modular form with values in the dual space of vectors of \( \pi_\infty \) and describe explicitly its weight and its level in terms of \( \pi_\infty \) and \( A_{m \times m} \). We also show that \( \Theta(\pi) \) is an eigenfunction of the Hecke operators at the unramified places. Finally, we relate the Weyl sums \( W(\phi_\pi, B) \) to \( \langle \Theta(\pi, B), \phi_\pi \rangle \), where \( \Theta(\pi, B) \) is the \( t \)-th Fourier coefficient of \( \Theta(\pi) \). This generalizes the result of Shintani [Shi73].

6.1. The Schrödinger Model of the oscillator representation. We begin by describing the oscillator representation. Let \( W := \mathbb{Q}^n \) and \( W^* \) be its dual vector space. Consider the \( 2n \) dimensional symplectic vector space \( W \oplus W^* \) with the symplectic form:

\[
\langle (x_1, y_1), (x_2, y_2) \rangle := y_2(x_1) - y_1(x_2).
\]

We fix the lattices \( L_W := \mathbb{Z}^n \subset W \) and \( L_{W^*} := \mathbb{Z}^n \subset W^* \). Let \( E = \mathbb{Q}^m \) be an orthogonal vector space with the positive definite symmetric form

\[
(x, y) = x^T A y.
\]

We fix the lattice \( L_E := \mathbb{Z}^m \subset E \) and denote its dual lattice by \( L_{E^*} := A^{-1} \mathbb{Z}^m \subset E \). Consider the \( 2nm \) dimensional symplectic vector space \( (W \oplus W^*) \otimes E \) with the symplectic form

\[
\langle w_1 \otimes v_1, w_2 \otimes v_2 \rangle = (w_1, w_2)(v_1, v_2),
\]

where \( v_1, v_2 \in E \) and \( w_1, w_2 \in W \oplus W^* \). Note that \( L := L_W \otimes L_{E^*} \otimes L_{W^*} \otimes L_E \) is a self dual lattice inside \( (W \oplus W^*) \otimes E \). We write a complete polarization as \( (W \oplus W^*) \otimes E = W \otimes E \oplus W^* \otimes E \), which means \( W \otimes E \) and \( W^* \otimes E \) are the isotropic subspace of the symplectic vector space \( (W \oplus W^*) \otimes E \). We consider the adelic points of \( (W \oplus W^*) \otimes E \) with respect to the self dual lattice \( L \). We identify \( W^* \otimes E \) with \( \text{Hom}(W, E) \). Let \( S(\text{Hom}(W, E) \otimes A_Q) \) be the Schwartz-Bruhat functions defined on the adelic space \( \text{Hom}(W, E) \otimes A_Q \). Fix \( \psi \) to be the continuous additive character on \( \mathbb{Q} \backslash A_Q / \prod_p \mathbb{Z}_p \) which is defined as follows on a complete representative set:

\[
\psi((a_\infty, 0, 0, \ldots)) := \exp(2\pi ia_\infty).
\]
By using standard the standard basis in the lattices $L_{W \oplus W^*}$ and $L$, we identify the symplectic group $SP_{W \oplus W^*}(A_Q)$ with $SP_{2n}(A_Q)$ and $SP_{W \oplus W^* \oplus E}(A)$ with $SP_{2mn}(A_Q)$. We note that under these coordinates the matrix representation of $s \otimes I_{m \times m} \in SP_{2mn}$ for $s = \begin{bmatrix} g_{11} & g_{12} \\ g_{21} & g_{22} \end{bmatrix} \in SP_{2n}(A_Q)$ is

$$(6.1) \begin{bmatrix} g_{11} \otimes I_{m \times m} & g_{12} \otimes A \\ g_{21} \otimes A^{-1} & g_{22} \otimes I_{m \times m} \end{bmatrix}.$$ 

Weil defined the Metaplectic group $\widehat{SP}_{2mn}[A_Q]$ (double cover of the symplectic group $SP_{2mn}[A_Q]$) and constructed the unitary oscillator representation $\omega_\psi$. In what follows, we record some properties of $\omega_\psi$. From [HPS83, Section 2]; we refer the reader to [HPS83, Section 2] and [Gel79] for the definition and further properties of $\omega_\psi$. In the Schrödinger Model of the oscillator representation, $\omega_\psi$ acts on $L^2(Hom(W, E) \otimes A_Q)$. It is not convenient and necessary for our purpose to give the action of $\widehat{SP}_{2mn}[A_Q]$. We only need the action of a parabolic subgroup of $\widehat{SP}_{2mn}[A_Q]$, which we describe next. Let $P \subset SP_{2mn}$ be the stabilizer of $W \otimes E$. Let $M \subset P$ (maximal levi subgroup) be the stabilizer of $W \otimes E$ and $W^* \otimes E$ and $N \subset P$ (maximal unipotent subgroup) be the subgroup which acts as identity on $W \otimes E$. We have a factorization $P = MN$. More concretely,

$$(6.2) P = \left\{ \begin{bmatrix} (g')^{-1} & 0 \\ 0 & g \end{bmatrix} : g \in GL(W^* \otimes E) \right\},$$

$$(6.3) M = \left\{ \begin{bmatrix} (g')^{-1} & 0 \\ 0 & g \end{bmatrix} : g \in GL(W^* \otimes E) \right\},$$

$$(6.4) N = \left\{ \begin{bmatrix} I_m & n \\ 0 & I_m \end{bmatrix} : n : W^* \otimes E \to W \otimes E \text{ and } n = n^\top \right\}.$$ 

We denote the image of $P$ and $M$ in $\widehat{SP}_{2mn}[A_Q]$ by $\widehat{P}$ and $\widehat{M}$. It follows that $N$ has a unique lift in $\widehat{SP}_{2mn}[A_Q]$, so we may regard $N \subset \widehat{SP}_{2mn}[A_Q]$. Given $\tilde{g} \in \widehat{M}$, its image in $M$ will be denoted by $g$. The oscillator representation acts as follows in the Schrödinger Model; see [HPS83, Gel79]. For $\Phi \in L^2(W^* \otimes E)$ we have

$$(6.3) \omega_\psi \left( \begin{bmatrix} I_m & n \\ 0 & I_m \end{bmatrix} \right) \Phi(X) = \psi \left( \frac{1}{2} \langle X, n(X) \rangle \right) \Phi(X),$$

$$\omega_\psi (\tilde{g}) \Phi(X) = \gamma(\tilde{g}) | \det(g) |^{-1/2} \Phi(g^{-1}(X)),$$

where $X \in W^* \otimes E$, $g \in GL(W^* \otimes E)$ and $\gamma(\tilde{g})$ is a certain root of unity, and $\det$ is the usual determinant function on $GL(W^* \otimes E)$, and $|.|$ denotes the standard absolute value on $A_Q$. In particular, for $(\alpha, \bar{s}) \in O_A \times GL(W^*) \subset GL(W^* \otimes E)$, we have

$$(6.4) \omega_\psi (\alpha, \bar{s}) \Phi(X) = \gamma(\bar{s}) | \det(s) |^{-m/2} \Phi(\alpha^{-1} \circ X \circ s^\top - 1),$$

where $s^\top \in GL(W)$ is the transpose of $s$ and $\alpha^{-1} \circ X \circ s^\top - 1 \in Hom(W, E)$ is the composition of the linear maps. Here we have for convenience replaced $O_A$ with $O_A$ itself and identified $\widehat{SP}_{2mn}[A_Q]$ with the image of $\omega_\psi$; see [HPS83, Section 4] for further discussion.
6.2. Construction of the Siegel theta kernel. In this section, we construct Siegel’s theta kernel. We begin by defining the Siegel upper half place associated to the symplectic space \((W \oplus W^*, \langle \cdot, \cdot \rangle)\). Let
\[
\mathbb{D} := \{ Z \in W^* \otimes \mathbb{C} \to W \otimes \mathbb{C} \text{ such that } Z^T = Z, \ \text{and } \Im(Z) > 0 \},
\]
where \(\Im(Z)\) is obtained by taking the imaginary part of every matrix entry of \(Z\) and \(\Im(Z) > 0\) means \(\Im(Z)\) is positive definite. Let \(s := \begin{bmatrix} g_{11} & g_{12} \\ g_{21} & g_{22} \end{bmatrix} \in \text{SP}_{2n}(\mathbb{Q})\), where \(g_{11} \in \text{Hom}(W, W)\), \(g_{12} \in \text{Hom}(W^*, W)\), \(g_{21} \in \text{Hom}(W, W^*)\) and \(g_{22} \in \text{Hom}(W^*, W^*)\). Then \(s\) acts on \(\mathbb{D}\) as follows:
\[
(6.5) \quad s : Z \to (g_{11} \circ Z + g_{12}) \circ (g_{21} \circ Z + g_{22})^{-1}
\]
where \(\circ\) is the composition of linear maps in \(\text{Hom}\). For \(Z \in \mathbb{D}\) and \(f \in \mathcal{H}(\lambda) = \lambda \otimes \tau\), where \(\mathcal{H}(\lambda)\) is the irreducible representation of \(\text{GL}(n, \mathbb{C}) \times O_A(\mathbb{C})\) defined in Theorem 5.3, we define \(\varphi_{f,Z} \in \mathcal{S}(\text{Hom}(W, E)(\mathbb{A}_\mathbb{Q}))\), as follows:
\[
(6.6) \quad \varphi_{f,Z}(X_\infty \prod_p X_p) := \exp (i \pi \text{tr}(Z X_\infty^T A X_\infty)) f(X_\infty) \prod_p 1_{Z_p}(X_p),
\]
where \(1_{Z_p}(X_p) = 1\) if \(X_p \in \mathbb{Z}_p^d\) and \(1_{Z_p}(X_p) = 0\) otherwise. Let \(\mathcal{H}(\lambda)^*\) be the dual vector space of \(\mathcal{H}(\lambda)\) that is defined in Section 5.3. We define \(\phi_{\lambda,Z} \in \mathcal{S}(\text{Hom}(W, E)(\mathbb{A}_\mathbb{Q})), \mathcal{H}(\lambda)^*\) to be the unique function that satisfies: \(\langle \phi_{\lambda,Z}, g \rangle = \varphi_{g,Z}\) for every \(g \in \mathcal{H}(\lambda)\). Next, we describe the automorphic properties of \(\varphi_{f,Z}\) and \(\phi_{\lambda,Z}\) as a function of \(Z\) on the Siegel half plane. Recall that by Theorem 5.3:
\[
\tau \big((g_{21} Z + g_{22})^{-1}\big) f(X_\infty) = f \big(X_\infty \circ ((g_{21} Z + g_{22})^{-1}\big).
\]

Lemma 6.1. Let \(f \in \mathcal{H}(\lambda)\) and \(\hat{s} \in \text{SP}_{2n}(\mathbb{R})\) where \(s = \begin{bmatrix} g_{11} & g_{12} \\ g_{21} & g_{22} \end{bmatrix} \in \text{SP}_{2n}(\mathbb{R})\). We have
\[
(6.6) \quad \omega_{\psi}(\hat{s}) \varphi_{f,Z} = \gamma(\hat{s}) \det(g_{21} Z + g_{22})^{-m/2} \varphi(\tau(g_{21} Z + g_{22})^{-1}) f, s(Z),
\]
and equivalently,
\[
(6.7) \quad \omega_{\psi}(\hat{s}) \phi_{\lambda,Z} = \gamma(\hat{s}) \det(g_{21} Z + g_{22})^{-m/2} (\tau(g_{21} Z + g_{22}))^{-1} \phi_{\lambda,s(Z)},
\]
Proof. We refer the reader to [LV80] Section 2.5.42. \(\square\)

Let \(\Theta\) be the following distribution on \(\mathcal{S}(\text{Hom}(W, E))\) which sends a function to the sum of its values on the rational points of \(\text{Hom}(W, E)(\mathbb{Q})\):
\[
\Theta(f) := \sum_{a \in \text{Hom}(W, E)(\mathbb{Q})} f(a).
\]
Let \(\vartheta(g, f) := \Theta(\omega_{\psi}(g) f)\). It is well-known that \(\text{SP}_{2mn}(\mathbb{Q})\) splits in \(\text{SP}_{2mn}(\mathbb{A}_\mathbb{Q})\) and we consider \(\text{SP}_{2mn}(\mathbb{Q}) \subset \text{SP}_{2mn}(\mathbb{A}_\mathbb{Q})\). It follows (by a generalized poisson formula) that \(\vartheta(g, f)\) is invariant by the action of \(\text{SP}_{2mn}(\mathbb{Q})\) on the left and it defines an automorphic function on \(L^2 \left(\text{SP}_{2mn}(\mathbb{Q}) \backslash \text{SP}_{2mn}(\mathbb{A}_\mathbb{Q})\right)\).

For \(\alpha \in O_A(\mathbb{A}_\mathbb{Q}), \hat{s} \in \text{SP}_{2n}(\mathbb{A}_\mathbb{Q})\) and \(\lambda \in \mathcal{H}(\lambda)\) for some \(\lambda\), we define the Siegel theta kernel \(\vartheta(\alpha, \hat{s}, f, Z)\) to be the following:
\[
(6.8) \quad \vartheta(\alpha, \hat{s}, f, Z) := \Theta(\omega_{\psi}((\alpha, \hat{s})) \varphi_{f,Z}).
\]
Note that \(\theta(\alpha, s, f, Z)\) is \(O_A(\mathbb{Q}) \times SP_{2n}(\mathbb{Q})\) invariant, and it defines a kernel which transfers the space cusp forms \(\mathcal{A}^{0}(O_A(\mathbb{Q}) \backslash O_F(\mathbb{A}_F))\) to the automorphic forms of \(L^2(SP_{2n}(\mathbb{Q}) \backslash \text{SP}_{2n}(\mathbb{A}_F))\) (possibly zero) and vice versa. Similarly, we define \(\theta(\alpha, s, \lambda, Z)\) with values in \(\mathcal{H}(\lambda)^*\) to be the unique function which satisfies

\[
(\theta(\alpha, s, \lambda, Z), g) = \theta(\alpha, s, g, Z)
\]

for every \(g \in \mathcal{H}(\lambda)\).

### 6.3. The weight and the level of the theta lift.

For \(\alpha \in O_A(\mathbb{Q}) \backslash O_F(\mathbb{A}_F)\) we write \(\theta(\alpha, \lambda, Z) := \theta(\alpha, \hat{I}_{n \times n}, \lambda, Z)\), where \(\hat{I}_{n \times n}\) is the identity element of \(\text{SP}_{2n}(\mathbb{A}_F)\). In this section, we show that \(\theta(\alpha, \lambda, Z)\) is a holomorphic Siegel modular form of \(Z\) with values in the vector space \(\mathcal{H}(\lambda)^*\). Moreover, we show that its weight is given by the irreducible representation \(\gamma \det^{m/2}(\tau)^{-1}\) and its level by the level of \(A\). We begin by defining the associated congruence subgroup of \(\text{SP}_{2n}(\mathbb{Z})\). Let \(D\) be the level of \(A\) which is the smallest integer such that \(DA^{-1}\) is integral and has even entries on its diagonal. We define the congruence subgroup \(\Gamma_0^\alpha(D) \subset \text{SP}_{2n}(\mathbb{Z})\):

\[
\Gamma_0^\alpha(D) := \left\{ \begin{bmatrix} g_{11} & g_{12} \\ g_{21} & g_{22} \end{bmatrix} \in \text{SP}_n(\mathbb{Z}) : g_{21} \in DM_{n \times n}(\mathbb{Z}), \text{ and } g_{12} \in 2M_{n \times n}(\mathbb{Z}) \right\}.
\]

**Proposition 6.2.** Let \(s_0 = \begin{bmatrix} g_{11} & g_{12} \\ g_{21} & g_{22} \end{bmatrix} \in \Gamma_0^\alpha(D)\). We have

\[
\theta(\alpha, \lambda, Z) = \gamma(s_0) \det(g_{21}Z + g_{22})^{-m/2} \left(\tau(g_{21}Z + g_{22})\right)^{-1} \theta(\alpha, \lambda, s_0Z).
\]

**Proof.** It is enough to show that for every \(g \in \mathcal{H}(\lambda)\), we have

\[
\vartheta(\alpha, \hat{I}_{n \times n}, g, Z) = \gamma(s) \det(g_{21}Z + g_{22})^{-m/2} \vartheta \left(\alpha, \hat{I}_{n \times n}, (\tau(g_{21}Z + g_{22})\right)^{-1} g, s_0Z).
\]

Since \(\text{SP}_{2n}\) and \(O_A\) commute in \(\text{SP}_{2mn}\), \(s_0 \in \Gamma_0^\alpha(D) \subset \text{SP}_{2n}(\mathbb{Q})\) and \(\Theta\) is invariant by \(\text{SP}_{2mn}(\mathbb{A}_F)\), we have

\[
\vartheta(\alpha, \hat{I}_{n \times n}, g, Z) = \Theta(\omega_\psi(s_0) \circ \omega_\psi(\alpha) \varphi_{g, Z}) = \Theta(\omega_\psi(\alpha) \circ \omega_\psi(s_0) \varphi_{g, Z}).
\]

By (6.2), the image of \(s_0\) inside \(\text{SP}_{2mn}\) is

\[
\begin{bmatrix}
g_{11} \otimes I_{m \times m} & g_{12} \otimes A \\
g_{21} \otimes A^{-1} & g_{22} \otimes I_{m \times m}
\end{bmatrix}.
\]

We write \(s_0 = s_0^\infty s_{0, \infty}\), where \(s_{0, \infty} \in \text{SP}_{2n}\left( \prod_p \text{SP}_{2mn}(\mathbb{Q}_p) \right)\) and \(s_{0, \infty} \in \text{SP}_{2n}(\mathbb{R})\). By the definition of \(D\), \(\varphi_{g, Z}\) and (6.3), it follows that \(\omega_\psi(s_0^\infty) \varphi_{g, Z} = \varphi_{g, Z}\). Finally by Lemma 6.3 we have

\[
\omega_\psi(s_{0, \infty}) \varphi_{g, Z} = \gamma(s_0) \det(g_{21}Z + g_{22})^{-m/2} \varphi_{(\tau(g_{21}Z + g_{22})\right)^{-1} g, s_0Z}.
\]

This concludes the proof of our Proposition. \(\square\)

Proposition 6.2 implies that \(\theta(\alpha, \lambda, Z)\) has weight \((\tau^\infty_\infty)^{-1}\) and level \(\Gamma_0^\alpha(D) \subset \text{SP}_{2n}(\mathbb{Z})\), where \(D\) is the discriminant of \(A\).
6.4. Hecke operators and the theta lift. In this section, we briefly explain the Hecke algebra of the orthogonal group $O_A$ and its dual pair $\mathcal{SP}_{2n}$, at the unramified primes. We cite a result of Howe [How79, Theorem 7.1], that implies the theta transfer sends the eigenfunction of the Hecke operators of $O_A$ to the eigenfunction of the Hecke operators of $\mathcal{SP}_{2n}$.

Let $p$ be a prime number where $\gcd(p, D) = 1$. Let $\tilde{J}_p$ be the maximal compact subgroup of $\mathcal{SP}_{2mn}(\mathbb{Q}_p)$. It follows that $\tilde{J}_p$ splits and is isomorphic to $\tilde{J}_p = \mathcal{SP}_{2mn}(\mathbb{Z}_p) \times \{ \pm 1 \}$; see [How79, Section 3]. Let $K_p$ and $K'_p$ be the maximal compact subgroups of $O_A(\mathbb{Q}_p)$ and $\mathcal{SP}_{2n}(\mathbb{Q}_p)$. Up to conjugation, we can assume that $K_p$ and $K'_p$ contained in $\tilde{J}_p$. Let $C_c^\infty(O_A(\mathbb{Q}_p)//K_p)$ be the (Hecke) algebra of $K$-bi-invariant functions on $O_A(\mathbb{Q}_p)$. Define $C_c^\infty(\mathcal{SP}_{2n}(\mathbb{Q}_p)//K'_p)$ similarly. Let $I(K_p, K'_p)$ be the vectors fixed by $\omega_\psi(K_p)$ and by $\omega_\psi(K'_p)$. Then $\omega_\psi(C_c^\infty(O_A(\mathbb{Q}_p)//K_p))$ and $\omega_\psi(C_c^\infty(\mathcal{SP}_{2n}(\mathbb{Q}_p)//K'_p))$ leaves $I(K_p, K'_p)$ invariant. We consider the restrictions $\omega_\psi(C_c^\infty(O_A(\mathbb{Q}_p)//K_p))|I(K_p, K'_p)$. We cite the following result of Howe [How79, Theorem 7.1]

**Theorem 6.3** (Howe). The restrictions $\omega_\psi(C_c^\infty(O_A(\mathbb{Q}_p)//K_p))|I(K_p, K'_p)$ and $\omega_\psi(C_c^\infty(\mathcal{SP}_{2n}(\mathbb{Q}_p)//K'_p))|I(K_p, K'_p)$ are the same algebra of operators.

Suppose that $\phi_\pi$ is a smooth function which belongs to the automorphic irreducible representation of $\pi$ of $L^2(O_A(\mathbb{Q})\backslash O_F(\mathbb{A}_Q))$ and is invariant by $K_p$ and $\pi_\infty = \lambda$. We define

(6.11) $\Theta(\phi_\pi)(\lambda, Z) := \int_{O_A(\mathbb{Q})\backslash O_A(\mathbb{A})} \theta(\alpha, \lambda, Z) \overline{\phi_\pi(\alpha)} d\mu(\alpha).

**Proposition 6.4.** $\Theta(\phi_\pi)(Z, f)$ is an eigenfunction of $C_c^\infty(\mathcal{SP}_{2n}(\mathbb{Q}_p)//K'_p)$.

**Proof.** This is a consequence of of Theorem 6.4. See also Howe [HPSS83, Proposition 2.3] for more details. □

6.5. Weyl’s sums and the Fourier coefficient of the theta lift. Let $B \in \text{Hom}(W, W^*)$ be a positive symmetric definite matrix $B^t = B$. Recall

$N = \left\{ \left[ \begin{array}{cc} I_m & n \\ 0 & I_m \end{array} \right] n : W^* \otimes E \to W \otimes E \text{ and } n = n^t \right\} \subset \mathcal{SP}_{2n}.

Note that by definition 6.3, $\Theta(\phi_\pi,j)(\lambda, Z)$ is invariant by sending $Z$ to $Z + 2n$ where $n \in N(\mathbb{Z})$. We define the $B$-th Fourier coefficient of $\Theta(\phi_\pi)(Z, f)$ which is an element of $\mathcal{H}(\lambda)^*\otimes \mathcal{H}(\lambda)$ as follows:

(6.12) $\Theta(\phi_\pi,j)(\lambda, B) := \exp(-i\pi tr(ZB)) \int_{N(\mathbb{Q})\backslash N(\mathbb{A})} \Theta(\phi_\pi)(\lambda, Z + 2n) \psi(-tr(nB)) dn.

Recall the Weyl sums $W(\phi_\pi,j, B)$ and $p_{\lambda, E_B} \in \mathcal{H}(\lambda)$ defined in (6.1) and (5.2) respectively.

**Theorem 6.5.** We have

$\langle \Theta(\phi_\pi,j)(\lambda, B), p_{\lambda, E_B} \rangle = W(\phi_\pi,j, B).

**Proof.** By Lemma 6.3, we have $\varphi_{f,Z+2n} = \omega_\psi(2n)\varphi_{f,Z}$. By (6.3), we have $\varphi_{f,Z+2n} = \omega_\psi(2n)\varphi_{f,Z} = \psi((\alpha^{-1}H, n(\alpha^{-1}H))) \varphi_{f,Z}$

Therefore,
\[ \langle \Theta(\phi_{\pi,j})(\lambda, B), p_{\lambda, E_B} \rangle = \exp(-i \mathrm{tr}(ZB)) \int_{N(\mathbb{Q}) \setminus N(A)} \int_{O_A(Q) \setminus O_A(\mathbb{A}_Q) \mathcal{H} \in \text{Hom}(W, E)(\mathbb{Q})} \sum_{\psi} (\langle \alpha^{-1}H, n(\alpha^{-1}H) \rangle - \mathrm{tr}(nB)) \varphi_{p_{\lambda, E_B}, Z}(\alpha^{-1}H) \bar{\phi}_{\pi,i}(\alpha) d\alpha, \]

where

\[ \varphi_{p_{\lambda, E_B}, Z}(X_{\infty}, \prod_p X_p) := \exp(i \pi \mathrm{tr}(Z \mathbf{X}_\infty^\top A \mathbf{X}_\infty)) p_{\lambda, E_B}(X_{\infty}) \prod_p \mathbf{1}_{Z_p}(X_p). \]

Note that \( \langle \alpha^{-1}H, n(\alpha^{-1}H) \rangle = \mathrm{tr}(nH^\top (\alpha^{-1})^\top A \alpha^{-1}H) = \mathrm{tr}(nH^\top A H) \) is independent of \( \alpha \). Moreover, \( \varphi_{p_{\lambda, E_B}, Z}(\alpha^{-1}H) = 0 \) unless \( \alpha^{-1}H \in \text{Hom}(W, E)(\prod_p \mathbb{Z}_p) \), which implies \( H^\top A H \in \text{Hom}(W, E)(\mathbb{Z}) \). By the orthogonality of the additive character \( \psi \), for \( \varphi_{p_{\lambda, E_B}, Z}(\alpha^{-1}H) \neq 0 \) we have

\[ \int_{N(\mathbb{Q}) \setminus N(A)} \psi (\langle \alpha^{-1}H, n(\alpha^{-1}H) \rangle - \mathrm{tr}(nB)) dn = \delta(H^\top A H = B). \]

where

\[ \delta(X, Y) = \begin{cases} 1 & \text{if } X = Y \\ 0 & \text{otherwise}. \end{cases} \]

Therefore,

\[ \langle \Theta(\phi_{\pi,j})(\lambda, B), p_{\lambda, E_B} \rangle = \int_{O_A(Q) \setminus O_A(\mathbb{A}_Q) \mathcal{H} \in \mathcal{L}_{A, B}(\mathbb{Q})} \sum_{\psi} \varphi_{p_{\lambda, E_B}, Z}(\alpha^{-1}H) \bar{\phi}_{\pi,i}(\alpha) \prod_p \mathbf{1}_{Z_p}(\alpha^{-1}H_p) d\alpha. \]

Recall that \( \phi_{\pi,i} \) is defined on \( O_A(Q) \setminus O_A(\mathbb{A}_Q) / O_A(\mathbb{R}) O_A(\prod_p \mathbb{Z}_p) \). By Lemma 5.5, \( \varphi_{p_{\lambda, E_B}, Z}(\alpha^{-1}H) \), as a function of \( \alpha \), is also defined on \( O_A(\mathbb{A}_Q) / O_A(\mathbb{R}) O_A(\prod_p \mathbb{Z}_p) \). We identify \( O_A(Q) \setminus O_A(\mathbb{A}_Q) / O_A(\mathbb{R}) O_A(\prod_p \mathbb{Z}_p) \) with \( O_A(\mathbb{Q}) \setminus \mathcal{L}_{A, B} \). Recall from [11] \( O_A(\mathbb{Q}) \setminus \mathcal{L}_{A, B} = \cup_{i=1}^{\infty} \{ (L_i, X) : X \in O_{L_i} \setminus \mathcal{L}_{A, B}(\mathbb{R}) \} \). Hence,

\[ \int_{O_A(Q) \setminus O_A(\mathbb{A}_Q) \mathcal{H} \in \mathcal{L}_{A, B}(\mathbb{Q})} \sum_{\psi} \varphi_{p_{\lambda, E_B}, Z}(\alpha^{-1}H) \bar{\phi}_{\pi,j}(\alpha) \prod_p \mathbf{1}_{Z_p}(\alpha^{-1}H_p) d\alpha \]

\[ = \sum_{L_i} \frac{1}{|O_{L_i}|} \sum_{\mathcal{H} \in \mathcal{L}_{A, B}(\mathbb{Q})} \int_{\mathcal{O}_A(\mathbb{R}) / O_A(\mathbb{R})} \phi_{\pi,j}( (L_i, gE) ) p_{\lambda, E_B}(g^{-1}H) \prod_p \mathbf{1}_{Z_p}(\alpha^{-1}H_p) dg, \]

where we have; see [5.2]

\[ \prod_p \mathbf{1}_{Z_p}(\alpha^{-1}H_p) \begin{cases} 1 & \text{if } H \in S_{L_i, B} \\ 0 & \text{otherwise}. \end{cases} \]

Therefore,

\[ \langle \Theta(\phi_{\pi,j})(\lambda, B), p_{\lambda, E_B} \rangle = \sum_{L_i} \frac{1}{|O_{L_i}|} \sum_{\mathcal{H} \in S_{L_i, B}} \int_{\mathcal{O}_A(\mathbb{R}) / O_A(\mathbb{R})} \phi_{\pi,j}( (L_i, gE) ) p_{\lambda, E_B}(g^{-1}H) dg. \]
Since $H \in V_{A,B}(\mathbb{Q})$, there exists $\alpha_H \in O_A(\mathbb{R})/O_{A,E}$ such that $\alpha_H E = H$. By the symmetry of $p_{\lambda,E_B}$ proved in Lemma 5.5, we have

$$
\int_{O_A(\mathbb{R})/O_{A,E}} \phi_{\pi,j}((L_i, gE))p_{\lambda,E_B}(g^{-1}H)dg = \int_{O_A(\mathbb{R})/O_{A,E}} \phi_{\pi,j}((L_i, gE))p_{\lambda,E_B}(g^{-1}\alpha_H E)dg
$$

By the symmetry of $p_{\lambda,E_B}$, we have

$$
\int_{O_A(\mathbb{R})/O_{A,E}} \phi_{\pi,j}((L_i, \alpha_H gE))p_{\lambda,E_B}(g^{-1}E)dg = \int_{O_A(\mathbb{R})/O_{A,E}} \phi_{\pi,j}((L_i, \alpha_H gE))p_{\lambda,E_B}(gE)dg = \phi_{\pi,j}((L_i, \alpha_H E)) = \phi_{\pi,j}((L_i, H)).
$$

Therefore,

$$
(\Theta(\phi_{\pi,j})(\lambda, B), p_{\lambda,E_B}) = \sum_{L_i} \frac{1}{|O_{L_i}|} \sum_{H \in S_{L_i,B}} \phi_{\pi,j}((L_i, H)) = W(\phi_{\pi,j}, B).
$$

This concludes the proof of our theorem.

\[ \square \]

7. **Proof of Theorem 1.8**

**Proof.** By Propositions 4.3 and 4.4, we have

$$
\text{Var}(B,r) = \sum_{\pi} d_{\pi} \sum_{j=1}^{d_{\pi}} |h_{\pi}(\pi_{\infty})|^2 |W(\phi_{\pi,j}, B)|^2.
$$

By Theorem 6.5 and Lemma 5.5, we have

$$
W(\phi_{\pi,j}, B) = (\Theta(\phi_{\pi,j})(\lambda, B), p_{\lambda,E_B}) = (\Theta(\phi_{\pi,j})(\lambda, B), \tau(\sqrt{B})^{-1}p_{\lambda,E})
$$

(7.1)

$$
= (\tau(\sqrt{B})^{-1}\Theta(\phi_{\pi,j})(\lambda, B), p_{\lambda,E}).
$$

This concludes the proof of Theorem 1.8.

\[ \square \]
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