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Abstract—In learning theory, the performance of an online policy is commonly measured in terms of the static regret metric, which compares the cumulative loss of an online policy to that of an optimal benchmark in hindsight. In the definition of static regret, the action of the benchmark policy remains fixed throughout the time horizon. Naturally, the resulting regret bounds become loose in non-stationary settings where fixed actions often suffer from poor performance. In this paper, we investigate a stronger notion of regret minimization in the context of online caching. In particular, we allow the action of the benchmark at any round to be decided by a finite state machine containing any number of states. Popular caching policies, such as LRU and FIFO, belong to this class. Using ideas from the universal prediction literature in information theory, we propose an efficient online caching policy with a sub-linear regret bound. To the best of our knowledge, this is the first data-dependent regret bound known for the caching problem in the universal setting. We establish this result by combining a recently-proposed online caching policy with an incremental parsing algorithm, namely Lempel-Ziv ‘78. Our methods also yield a simpler learning-theoretic proof of the improved regret bound as opposed to the involved problem-specific combinatorial arguments used in the earlier works.

I. INTRODUCTION AND RELATED WORK

We investigate the standard caching problem from an online learning perspective [1]–[5]. Consider a library consisting of \( N \) unit-sized files \( \{1, 2, \ldots, N\} \equiv [N] \), and a cache of storage capacity \( C \) (typically \( C \ll N \)). The system evolves in discrete rounds. At the beginning of round \( t \), an online caching policy \( \pi \) prefetches (possibly in a randomized fashion) a set of \( C \) files, denoted by the incidence vector \( y_t \in \{0, 1\}^N \), where \( \|y_t\|_1 = C \). After that, the user requests a file, which is denoted by the incidence vector \( x_t \in \{0, 1\}^N \), such that \( \|x_t\|_1 = 1 \) (see Figure 1).\(^1\) The file request sequence \( \{x_t\}_{t \geq 1} \) could be adversarial. In the case of a cache-hit, which occurs when the requested file is present in the cache, the policy receives a unit reward. In the complementary event of a cache-miss, the policy receives zero rewards. For simplicity, we do not charge any cost for file downloads (see [5] for a model with download cost). Thus, the reward accrued by the policy at round \( t \) is given by \( \langle x_t, y_t \rangle \). The goal of the caching policy is to achieve a hit rate close to that of an optimal offline finite-state prefetcher (FSP) described next.

Definition 1 (Finite State Prefetcher (FSP) [1]). An FSP is described by a quintuple \((\mathcal{S}, [N], g, f, s_0)\), where \( \mathcal{S} \) is a finite set of states, \([N]\) is a library of \( N \) files, \( g : \mathcal{S} \times [N] \to \mathcal{S} \) is the state transition function, \( f : \mathcal{S} \to [N]^{C} \) is a possibly randomized prefetching policy that caches a set of \( C \) files depending on the current state, and \( s_0 \) is the initial state. The components of an FSP without the prefetcher function \( f \) is known as a Finite State Machine (FSM).

Let \( x_1, x_2, \ldots \) be an \( N \)-ary sequence denoting the file requests. On round \( t \), an FSP \( \hat{\pi} \), which is currently at state \( s_t \), first prefetches (possibly randomly) a set of \( C \) files given by \( \hat{y}_t(\hat{\pi}) = f(s_t) \), observes the file request \( x_t \) for round \( t \), incurs cache hits/misses, and then finally changes its state to \( s_{t+1} = g(s_t, x_t) \). The reward obtained by an FSP \( \hat{\pi} \) at round \( t \) is given by the inner-product \( \langle x_t, \hat{y}_t(\hat{\pi}) \rangle \). Denote the set of all FSPs containing at most \( s \) states by \( \mathcal{G}_s \) and define the set of all FSPs by \( \mathcal{G} = \bigcup_{s=1}^{\infty} \mathcal{G}_s \). Informally, our objective is to design an online caching policy \( \pi \) that performs as well as the best FSP in hindsight that knows the entire file request sequence a priori. Quantitatively, our goal is to design an online caching policy \( \pi \) that attains a sublinear bound uniformly for all file request sequences for the regret metric \( R_T^\pi \) defined below:

\[
R_T^\pi = \sup_{\{x_{t}\}_{t \geq 1}} \left( \max_{\pi \in \mathcal{G}} \sum_{t=1}^{T} \langle x_t, \hat{y}_t(\hat{\pi}) \rangle - \sum_{t=1}^{T} \langle x_t, y_t(\pi) \rangle \right)
\]  \hspace{1cm} (1)

A brief discussion on the benchmark class \( \mathcal{G} \) used in the performance metric (1) is in order. In the case of the standard static regret minimization problems, the action of the offline benchmark \( \hat{y}_t \) remains constant throughout the entire time horizon of interest [6]. A number of recent papers studied the static regret minimization problem in the context of caching and proposed efficient online policies achieving sublinear regret [2]–[5], [7], [8]. However, in terms of the absolute performance (total number of cache hits), these policies may perform poorly in “non-stationary” settings where the best

\[^{1}\text{We will be using the (one-hot encoded) vectorized symbols } x_t, y_t \in \{0, 1\}^N \text{ and the corresponding scalars } x_t, y_t \in [N] \text{ interchangeably throughout the paper.}\]

\[^{2}\text{To be precise, the class } \mathcal{G} \text{ is parameterized by the numbers } N \text{ and } C. \text{ Since these parameters will be clear from the context, we drop the parameters to avoid cluttering the notations.}\]
We assume that the size of the cache is $s$, the benchmarks are allowed to vary slowly with time, and the request sequence, the sequence of states visited by the FSM is fixed. Let $\tau$ denote the frequency of the requests at each state, it is easy to see that the static policy $\pi$ is optimal for the given FSM if $\tau(s) = 0$. The fraction of cache misses conceded by the optimal offline policy is $0.083$.

For an offline static cache configuration has a poor hit rate. In the online learning literature, several generalizations of the static regret metric have been proposed to quantify the performance of policies in non-stationary environments. For example, the Tracking Regret metric allows changing the benchmark a fixed number of times within a given time horizon $[9]–[11]$. The Adaptive Regret metric compares the performance of an online policy over any arbitrary sub-interval $[s, e] \subseteq [T]$ with the best static policy $\pi^*([s, e])$ for that sub-interval $[12]–[15]$. In Dynamic Regret, the benchmarks are allowed to vary slowly with time, subject to certain regularity constraints [14], [16], [17]. The FSP benchmark considered in the paper includes a rich class of comparators, which arises naturally in many contexts. In Section VII-C of the accompanying technical report [18], we show that popular caching policies with optimal competitive ratios, such as LRU and FIFO, belong to this class.

The seminal paper [19] considers a special case of the regret minimization problem (1), which, in our setup, corresponds to a library of size $N = 2$ and a cache of capacity $C = 1$. In this context, the authors proposed an efficient universal prefetching policy by utilizing the Lempel-Ziv incremental parser [20]. Follow this up, the paper [1] considered the online caching problem with arbitrary values for $N$ and $C$, and proposed a universal caching policy achieving a sublinear regret. One of the key contributions of [1] is the design of a new prefetching policy that is competitive against a single state FSP. In this paper, we give a tighter data-dependent regret bound by utilizing a recent online learning policy obtained by combining the standard HEDGE algorithm with Madow’s sampling [6], [21]–[23]. These improved bounds are obtained by using general learning-theoretic techniques, as opposed to the involved combinatorial arguments employed in [1]. We also mention the paper [24] which proposes a universal caching policy that is constant-factor optimal in the stochastic setting.

II. CHARACTERIZATION OF FINITE-STATE PREFETCHERS

Before designing online policies, we first characterize the offline performance of the FSPs. In particular, we show that with almost no loss of generality, our attention can be restricted to a sub-class of FSPs, known as Markov Prefetchers.

Characterization of the Optimal Offline Prefetcher: Assume that an FSM $\mathcal{M}$ is run with the file request sequence $x_1^T$. In this case, the optimal offline prefetcher $f^*$, that maximizes the cumulative hits, is easy to determine (see Figure 2 for an illustration). Let the variable $N_T(s, i)$ denote the number of times the $i$th file was requested while the FSM was visiting state $s$. Let the set $A_s$ denote the most frequently-requested collection of $C$ files while the FSM was on the state $s$. Since the set of the prefetched file depends only on the current state of the FSM, the optimal offline prefetcher function for $\mathcal{M}$ is given by $f^*(s) = A_s$. We now recall a special sub-class of FSPs, known as Markov Prefetchers, that plays a central role in universal caching.

Definition 2 ($k$th-order Markov Prefetcher [19]). A $k$th order Markov Prefetcher is a sub-class of FSPs with $N^k$ states, where the state at round $t$ is given by the $k$-tuple of the previous $k$ file requests, $i.e., s_t = (x_{t-1}, x_{t-2}, \ldots, x_{t-k})$. The state transition function $g(\cdot)$ is defined naturally using a shift operator.

For any given file request sequence $x_1^T$, let $\bar{\pi}_S(x_1^T)$ denote the maximum fraction of cache hits achieved by any FSP containing at most $S$ states and $\bar{\mu}_k(x_1^T)$ denote the maximum fraction of cache hits achieved by a $k$th order Markov prefetcher. The following result, which is a generalization of [19, Theorem 2] shows that the Markov Prefetchers are asymptotically optimal in the class of FSPs.

**Theorem 1.** The hit rate of a Markovian prefetcher of a sufficiently large order $k$ exceeds the hit rate of any FSP with a fixed ($S$) number of states (up to a vanishingly small term). In particular, for any file request sequence $x_1^T$, we have

\[
\bar{\pi}_S(x_1^T) - \bar{\mu}_k(x_1^T) \leq \min \left(1 - C/N, \frac{\ln S}{2(k + 1)}\right).
\]

Please refer to Section VII-A of the technical report [18] for the proof of Theorem 1. The proof closely follows the arguments for the binary case given in [19]. The message conveyed by Theorem 1 is that, in order to be competitive with any FSP with a finite number of states $S$, an online policy only needs to be competitive with respect to a Markov prefetcher of $k$th order.
a sufficiently large order \((k \gg \ln(S))\). The latter problem can be handled using techniques from the online learning theory, which we discuss in the following section.

III. AN ONLINE CACHING POLICY THAT IS COMPETITIVE AGAINST ALL FINITE-STATE PREFETCHERS

As the first step towards designing a universal caching policy, we propose a basic online prefetcher that is competitive against the optimal offline single-state (i.e., zeroth-order Markov) prefetcher, where the action of the comparator remains fixed throughout. Subsequently, we show how to extend the proposed prefetcher to compete against multi-state FSPs. We use the classic Prediction with Expert advice framework [6] to design our basic online prefetching policy. This is in sharp contrast with the paper [1], which proposes a problem-specific basic prefetching policy and carries out its analysis using an involved combinatorial method.

A. Prediction with Expert advice and Online Caching

For the sake of completeness, we first briefly review the framework of Prediction with Expert Advice. Assume that there is a set of \(M\) experts. Consider a two-player sequential game played between the learner and an adversary described next. At each round \(t\), the adversary selects a reward value \(r_{t,i} \in [0, 1]\) for each expert \(i \in [M]\). At the same time (without knowing the rewards for the current round), the learner samples an expert randomly according to a probability distribution \(p_t\) and accrues the expected reward \(<p_t, r_t>\). The objective of the learner is to achieve a small regret (1) with respect to the best expert in hindsight. Many variants of the above problem have been studied in the literature and multiple different online policies achieving sublinear regret for this problem are known [25], [26].

One of the most fundamental algorithms for the experts problem is HEDGE (also known as EXPONENTIAL WEIGHTS). Let the vector \(R_{t-1} = \sum_{j=1}^{t-1} r_j\) denote the cumulative rewards of all experts up to round \(t-1\). At round \(t\), the HEDGE policy chooses the distribution \(p_t^{\text{HEDGE}} \propto \exp(\eta R_{t-1})\) for some fixed learning rate \(\eta > 0\). It is well-known that the HEDGE policy achieves the following regret bound [25]:

\[
\max_{i \in [M]} R_{T,i} = \sum_{i=1}^{T} \sum_{t=1}^{M} \left( p_t^{\text{HEDGE}}, r_t \right) \leq \frac{\ln M}{\eta} + \eta \sum_{t=1}^{T} \sum_{i=1}^{M} p_t,i t_{t,i},
\]

(3)

where \(l_{t,i} = 1 - r_{t,i}\) is the loss of the \(i\)th expert at round \(t\).

**Connection to the Caching problem:** The problem of designing an online prefetcher that competes against a static benchmark can be straightforwardly reduced to the previous experts framework. For this purpose, define an instance of the experts problem with \(M = \left(\begin{array}{c} N \\end{array}\right)\) experts, each corresponding to a subset of \(C\) files. Let the reward \(r_{t,i}\) accrued by the \(i\)th subset at round \(t\) be equal to 1 if the \(i\)th expert (which corresponds to a particular subset of \(C\) files) contains the file \(x_t\) requested at round \(t\). Else, the value of \(r_{t,i}\) is set to zero. A simple but computationally inefficient online caching policy can be obtained by using the HEDGE policy on the experts problem defined above. However, a major issue with this naïve reduction is that, apparently, it needs to maintain an exponentially large probability vector \(p_t\) (with \(\left(\begin{array}{c} N \\end{array}\right)\) components) at every round \(t\), which is clearly computationally infeasible. In a recent paper, we proposed the SAGE policy, which gives a near-linear time implementation of the HEDGE policy in this context [21, Algorithm 3]. We now review the SAGE policy and show how it can be used in the context of Universal Caching.

B. The SAGE Framework for Online Caching [21]

The SAGE framework, proposed in [21, Algorithm 1], gives a generic meta-policy that yields an efficient implementation of the HEDGE policy by using randomized sampling and exploiting the linearity of the reward function. In particular, we observe that in the online caching problem, the reward accrued by the learner at any round depends only on the marginal inclusion probabilities of each file, and not on their joint distribution. Hence, any online learning policy, that yields the same marginal inclusion probabilities as the HEDGE policy, achieves the same regret as the HEDGE policy. It is inconsequential whether the joint inclusion probabilities are the same or different for these two policies. Based on the above simple observation, the SAGE meta-policy works as follows.

(a) First, it efficiently computes the marginal file inclusion probabilities induced by the HEDGE policy by exploiting the linearity of the reward function.

(b) Then it efficiently samples a subset of \(C\) files without replacement consistent with the marginals computed in the previous step. In the following, we outline how the above two steps can be carried out efficiently.

**a) Efficient computation of the marginal inclusion probabilities:** Let the expert \(S\) correspond to the subset of \(S\) of files (with \(|S| = C\)). The HEDGE policy assigns the following probability mass to the expert \(S\) at round \(t\):

\[
p_t(S) = \frac{w_{t-1}(S)}{\sum_{S' \subseteq [N]:|S'|=C} w_{t-1}(S')},
\]

(4)

where \(w_{t-1}(S) = \exp(\eta R_{t-1}(S))\), s.t. \(R_{t-1}(S) = \sum_{t=1}^{t-1} \mathbb{1}(x_r \in S)\) denotes the cumulative (offline) cache hits accrued by the subset \(S\) up to round \(t\), and \(\eta\) is the learning rate. Consequently, the marginal inclusion probability for the \(i\)th file is given by:

\[
p_t(i) = \frac{w_{t-1}(i) \sum_{S \subseteq [N]\setminus\{i\}:|S|=C-1} w_{t-1}(S)}{\sum_{S' \subseteq [N]:|S'|=C} w_{t-1}(S')}.
\]

(5)

In the above, we have defined \(w_{t-1}(i) = \exp(\eta R_{t-1}(i))\), where \(R_{t-1}(i) = \sum_{t=1}^{t-1} \mathbb{1}(x_r = i)\) denotes the total number of times the \(i\)th file was requested up to time \(t - 1\). Both the numerator and the denominator in the probability expression (5) have exponentially many terms and are non-trivial to compute directly. A key observation made in [21] is that both the numerator and denominator can be expressed in terms of certain elementary symmetric polynomials (ESP), which can be efficiently evaluated. To see this, define the vectors \(w_t = (w_{t}(i))_{i \in [N]}\) and \(w_{t,i} = (w_{t}(i))_{i \in [N]\setminus\{i\}}\). Let \(e_k(w)\) denote the ESP of order \(k\), defined as follows:

\[
e_k(w) = \sum_{I \subseteq [N]:|I|=k,j \in I} \prod w_j.
\]
With the above definitions in place, the probability term given in (5) can be expressed in terms of ESPs as:

\[ p_i(i) = \frac{w_i(i)e_{C-1}(w_{-i}, i)}{e_C(w_i)}. \]  

(6)

It is known that any ESP of order \( k \) with \( N \) variables can be computed efficiently in \( O(N) \) time using FFT-based polynomial multiplication methods [27], [28].

b) Sampling without replacement according to a pre-specified set of inclusion probabilities: Consider the problem of efficiently sampling a subset of \( C \) items without replacement from a universe of \( N \) items, where the \( i \)-th item is included in the sampled subset with a prescribed probability \( p_i \in [0, 1], 1 \leq i \leq N \). In other words, if the set \( S \) is sampled with probability \( P(S) = p_i, \forall i \in [N] \). Given that the inclusion probabilities satisfy the necessary and sufficient condition \( \sum_{i=1}^{N} p_i = k \), the sampling problem can be efficiently solved using Madow’s systematic sampling procedure given below [22].

Algorithm 1 Madow’s sampling

Input: A random set \( S \) of size \( N \), size of the sample set \( C \), probability \( p \).

Output: A random set \( S \) of size \( C \) s.t. \( P(i \in S) = p, \forall i \).

1. Let \( P_0 = 0 \) and \( P_i = P_{i-1} + p_i, \forall i \in [N] \).
2. Sample a uniform random variable \( U \in [0, 1] \).
3. \( S \leftarrow \emptyset \)
4. for \( i \leftarrow 0 \) to \( k - 1 \) do
5. Select element \( j \) if \( P_{j-1} \leq U + i \\leq P_j \)
6. \( S \leftarrow S \cup \{j\} \)
7. end for
8. return \( S \)

Combining part (a) and (b), the overall SAGE caching policy is summarized in Algorithm 2.

Algorithm 2 Online Caching with the SAGE framework

Input: \( w(i) = 1, \forall i \in [N] \), learning rate \( \eta > 0 \).

Output: A subset of \( C \) cached files at every round

1. for \( t = 1, 2, \ldots, T \) do
2. \( w(i) \leftarrow \exp(\eta \mathbb{1}(x_{t-1} = i)w(i)), \forall i \in [N] \).
3. \( p(i) \leftarrow \frac{w(i)e_{C-1}(w_{-i}, i)}{e_{C}(w)} / \forall i \in [N] \), \( \triangleright \) Efficient evaluation using FFT
4. Sample a set of \( C \) files, with marginal inclusion probabilities \( p \) computed as above, using Madow’s sampling (Algorithm 1).
5. end for

Static regret bound for the SAGE policy: Recall that the quantity \( \tilde{\pi}_1(x^T) \) denotes the hit rate achieved by the optimal offline FSP containing a single state. By tuning the learning rate \( \eta \) adaptively, the HEDGE policy achieves the following data-dependent regret bound [21, Eqn. (14)]:

\[ T(\tilde{\pi}_1 - \pi_{\text{HEDGE}}) \leq \sqrt{2CL^{\pi}_T \ln(Ne/C)} + C\ln(Ne/C), \]  

(7)

where \( l_T^{\pi}_T \equiv T - T\tilde{\pi}_1(x^T) \) is the cumulative number of cache misses incurred by the optimal offline caching configuration in hindsight. From the above discussion, it is clear that the SAGE policy also achieves the regret bound (7). Since \( l_T^{\pi}_T \leq T \), Eqn. (7) trivially yields a sublinear \( O(\sqrt{T}) \) static regret bound for the online caching problem. Hence, our regret bound (7) improves upon the previous \( O(NC^2 \log T/\sqrt{T}) \) regret bound of the prefetcher (referred to as “\( P_1 \))” proposed by [1, Theorem 1, Lemma 3]. More importantly, Eqn. (7) gives what is known as a “small-loss” bound [29]. In particular, for any request sequence for which the optimal static offline policy conceals a small number of cache-misses (i.e., \( l_T^{\pi}_T \ll T \)), Eqn. (7) provides a much tighter bound. We will exploit the small-loss bound in our subsequent analysis.

C. Augmenting the SAGE policy with a Markovian Prefetcher

Equation (7) gives an upper-bound on the static regret for the SAGE caching policy against all offline static prefetchers where the action of the benchmark policy does not change with time. Now consider any given FSM \( \mathcal{M} \) containing \( S \) number of states. For each state \( s \in S \), let \( x_s \) be the subsequence of the original file requests obtained by aggregating the requests when the FSM \( \mathcal{M} \) was visiting the state \( s \). Upon running a separate copy of the SAGE policy for each state of the given FSM \( \mathcal{M} \), we obtain the following regret bound:

\[ R_T = T(\tilde{\pi}^M_S(x^T) - \pi_S^{\text{SAGE}}(x^T)) \]

\[ = T \sum_{s=1}^{S} (\tilde{\pi}^M_S(x_s) - \pi_S^{\text{SAGE}}(x_s)) \]

\[ \leq \sum_{s=1}^{S} \sqrt{2CL^s T_{x_s} \ln(Ne/C)} + CS \ln(Ne/C) \]

\[ \leq \sqrt{2CSL^s T_{x_s} \ln(Ne/C)} + CS \ln(Ne/C), \]  

(8)

where \( L^s_{x_s} \) denotes the total number of cache misses in the state \( s \) incurred by the optimal offline single-state prefetcher and \( L^s_{x_s} = \sum_{t=1}^{T} l^s_{T,x_s} \). In the above, inequality (a) follows from Eqn. (7) applied to each of the \( S \) states of the FSM \( \mathcal{M} \) separately, and inequality (b) follows from an application of Jensen’s inequality. Specializing the bound (8) to a \( k^{th} \) order Markov prefetcher containing \( S = N^k \) many states, we obtain

\[ T(\tilde{\mu}_k(x^T) - \pi_k^{\text{SAGE}}(x^T)) \leq \sqrt{2N^kCL^k T_{x_s} \ln(Ne/C)} \]

\[ + N^k C \ln(Ne/C), \]  

(9)

where \( L^k_{T,x_s} \) denotes the minimum number of cache misses incurred by the optimal \( k^{th} \) order Markovian prefetcher for the file request sequence \( x^T \). Note that the cumulative cache misses \( L^k_{T,x_s} \) could be much smaller than the horizon-length \( T \) for many “regular” request sequences. Hence, Theorem 2 gives a new and tighter adaptive regret bound compared to the previously-known weaker \( O(\sqrt{T}) \) bound given by [19, Eqn. (24)].

EXAMPLE 1: Consider a “regular” request sequence \( x^T \) generated by an \( m^{th} \) order Markov FSM. By taking \( k \geq m \),
we can ensure that $L^*_{T,k}(x^T) = 0$ for this sequence. Hence, in this case, the first term on the RHS of the bound (9) vanishes, resulting in $O(1)$ regret.

Combining the regret bound (8) with Theorem 1, we have the following guarantee against any FSM containing $S$ many states:

**Theorem 2.** For any file request sequence $x^T$, the regret of the $k$th order Markovian FSP containing a separate copy of the SAGE caching policy on each state, compared to an optimal offline FSP containing at most $S$ states, is upper-bounded as:

$$R_T \equiv T(\bar{\pi}_S(x^T) - \pi_{k}^{SAGE}(x^T)) \leq T \min \left( 1 - C/N, \sqrt{\frac{\ln S}{2(k+1)}} + \sqrt{\frac{2NkC\log N + Ne}{C}} \right).$$

**EXAMPLE 2:** Consider a file request sequence $x^T_Q$ generated by any FSM containing at most $Q$ states. The FSM needs not be Markovian (c.f. **EXAMPLE 1**). Refer to Section VIII of the technical report [18] for details on the request sequence generation. Combining Theorem 1 and Theorem 2, we have:

$$\text{Expected fraction of cache misses conceded by the SAGE policy used with a } k \text{th order Markovian FSM} \leq \min \left( 1 - C/N, \sqrt{\frac{\ln Q}{2(k+1)}} + \sqrt{\frac{2NkC\ln N / C}{T}} \right).$$

where we have used the fact that an optimal FSM with $Q$ many states incurs zero cache misses for the request sequence $x^T_Q$. If the value of $Q$ is known (however, the structure of the FSM remains unknown), the optimal order $k^*$ of the Markovian prefetcher minimizing the upper bound in Eqn. (10) can be computed using calculus. From Eqn. (10), it also follows that for any fixed value of $Q$, the expected fraction of cache-misses can be made approach to zero at the rate of $O(T^{-1/2})$ by taking $k \gg \ln Q$. See Section VIII of [18] for numerical results.

In the following section, we design a universal caching policy that achieves a sublinear $O((\log T)^{-1/2})$ regret bound for all file request sequences against any FSP containing unknown and arbitrarily many states $S$.

**IV. A Universal Caching Policy**

In **Theorem 2**, we are free to choose the order $k$ of the Markovian FSM as a function of the (known) horizon-length $T$. Since the number of states $S$ in the benchmark comparator could be arbitrarily large, it is clear that in order to achieve asymptotically zero regret (normalized w.r.t. the horizon length $T$), the order $k$ of the Markovian prefetcher needs to be increased accordingly with $T$. By setting $N_k = O(T^2)$ in **Theorem 2**, we obtain the following bound on the regret against all FSPs having arbitrarily many states: $R_T \leq O(T^{-1/2})$.

**Efficient implementation using Lempel-Ziv (LZ) parsing**

Similar to the binary prediction problem considered in [19], we can use incremental parsing algorithms, such as Lempel-Ziv'78 [20] to adaptively increment the order of the Markovian Prefetcher when the horizon length $T$ is not known a priori [1], [30]. However, instead of constructing a binary parse tree as in [19], we build an $N$-ary tree with the SAGE policy running at each node. In particular, the LZ parsing algorithm parses the $N$-ary request sequence into distinct phrases such that each phrase is the shortest phrase that is not a previously parsed phrase. In the parse tree, each new phrase corresponds to a leaf in the tree. The parsing proceeds as follows: the LZ tree is initialized with a root node and $N$ leaves. The current tree is used to create the next phrase by following the path from the root to leave according to the consecutive file requests. Once a leaf node is reached, the tree is extended by making the leaf an internal node, and adding $N$ offsprings to the tree and then moving to the root of the tree. Each node of the tree now corresponds to a state of the Markovian prefetcher and runs a separate instance of the SAGE policy. A classical result, established in [31, Theorem 2], tells that the number of nodes in an $N$-ary LZ tree generated by an arbitrary sequence of length $T$ grows sub-linearly as $c(T) = O(T \log N / \log T)$. Hence, for any fixed $k$, the fraction of file requests made on a node with depth less than $k$ vanishes asymptotically. Hence, the expected fraction of cache hits $\pi^{LZ}$ achieved by the LZ prefetcher is asymptotically lower bounded by that of a $k$th order Markovian FSP containing $N_k \approx c(T)$ states up to a sublinear regret term. The following theorem makes this statement precise.

**Theorem 3.** For any integer $k \geq 0$, the regret of the LZ prefetcher w.r.t. an offline $k$th order Markovian prefetcher can be upper-bounded as:

$$R_T \equiv T(\bar{\mu}_k - \pi^{LZ}) \leq \delta(c(T), \mu^*_T + L^*_{LZ}) + kc(T),$$

where $c(T) \equiv O(T \log N / \log T)$ and $\delta(B, l_B) \equiv \sqrt{2BC^2 \ln(Ne/C) + CB \ln(Ne/C)}$.

See Section VII-B of the technical report [18] for the proof.

**V. Conclusion**

In this paper, we proposed an efficient online universal caching policy that results in a sublinear regret against all finite-state prefetchers containing arbitrarily many states. We presented the first data-dependent regret bound for the universal caching problem by making use of the SAGE framework [21]. In the future, it will be interesting to extend these techniques to other online learning problems to design policies with improved regret guarantees. Furthermore, designing universal algorithms that also guarantee sublinear dynamic regret and take into account the file download costs will be of interest.
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