The Influence of Different Saliency on Full-Reference Sonar Image Quality Evaluation
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Abstract. With the advent of sonar technology, our understanding of the ocean has become more comprehensive, especially for deep sea biology and geology. However, the sonar image is easily degraded during the underwater acoustic channel acquisition process, which affects the later research work. To this end, this paper compares and analyzes multiple saliency models and combines them with PSNR, SSIM and GSIM to explore an effective sonar image quality evaluation method. Finally, an experimental analysis on the newly established sonar image quality database shows that the difference of the significance model in predicting human attention has a performance gain effect on the image quality evaluation method when fused with the saliency model.

1. Introduction

It is well known that ordinary optical camera systems are completely unusable in the dark and in mixed water. With the advent of sonar technology, underwater rescue, mineral resource exploration and protection of aquatic animals have been carried out smoothly. As an intermediate medium, the sonar image is able to present underwater images to us. Due to the uncertainty of the underwater acoustic channel propagation environment, the sonar image is easily interfered by several typical distortions in the acquisition process, resulting in image degradation, which has a very negative impact on subsequent processing such as image feature extraction and automatic target recognition. Therefore, it is necessary to explore effective sonar image quality evaluation (IQE) methods.

The earliest proposed IQE metrics are the mean square error (MSE) and the peak signal to noise ratio (PSNR), which measure the degree of difference between the distorted image and the original image. However, as image complexity continues to increase, their relevance to human judgment of images is also decreasing. Later, people began to explore the IQE method from different angles. For example, the structural similarity index (SSIM) [1] predicts the image quality by comparing the brightness, contrast, and structural similarities between the lossless image and the lossy image. The gradient similarity index (GSIM) [2]-[3] is a comparison of the gradient difference between the lossless image and the lossy image to predict the image quality.
The research progress of image quality evaluation shows that adding visual attention to objective evaluation has potential added value. For example, in [4], a special saliency model was developed to optimize two IQE methods, namely visual information fidelity (VIF) and MSSIM, thus significantly improving their performance. In both literature [5] and [6], the saliency is introduced in IQE design to improve its correlation with subjective quality evaluation. In addition, saliency also plays a significant role in improving the contrast and sharpness of images. Guided by saliency, the contrast enhancement algorithms QMC [7] and RIQMC [8] are superior to the recently developed enhancement techniques. The ARISM model was proposed in [9] based on the idea of saliency, which effectively solved the problem of sharpness degradation. Therefore, it is usually effective to use a specific saliency model to specifically optimize the target IQE.

The sonar image has different characteristics from the natural scene image (NSIs) [10]-[11]. NSIs are mostly color images taken by ordinary cameras, which have large pixel values and complex texture content. The sonar image is a grayscale image formed by special equipment, which has small changes in pixel value, less detail, and concentrated information distribution. Therefore, the methods used to evaluate the quality or distortion of natural scene images are not necessarily applicable to sonar images. As far as we know, NSIs have been studied by most researchers, but the research on sonar IQE is very limited [12]-[13]. In order to solve the problem of sonar IQE, we analyze eight kinds of saliency models in this paper, and combine with PSNR, SSIM and GSIM to explore an effective sonar IQE method.

The rest of this paper is organized as follows. In section 2, we first analyze the eight saliency models and the three IQE metrics and then discuss how to fuse them. Section 3 gives the experimental results on the sonar image quality database (SIQD) [14] and discusses which fusion method is better for the prediction of sonar image quality. Finally, we conclude in the section 4.

2. Methodology

In order to explore an effective evaluation method for sonar image quality, we fused eight saliency models and three IQE methods, respectively, and tested the performance of the fused model and the original model on the newly established sonar image quality database.

The eight state-of-the-art models of saliency model, namely AIM [15], SUN [16], SR [17], PFT [18], SeR [19], SWD [20], HFT [21], and CovSal [22], are used in this paper. AIM and SUN are implemented in slightly different ways. They use shannon's visual feature self-information metric to calculate significance. SR and PFT are simple and effective models for studying the Fourier transform phase spectrum. The SeR method first computes the local regression kernel of the image, which is used to measure the similarity between the pixel and its surrounding environment. The ‘self-similarity’ measure is then used to calculate visual significance. SWD method measures the significance of image by calculating the difference between image blocks and the spatial distance between image blocks and center offset, and then negatively weighting the difference according to the corresponding spatial distance. HFT is to reconstruct the two-dimensional signal by using the original phase and amplitude spectrum, and filter the scale selected according to the minimum entropy of significance graph to get the significance graph. CovSal solves the influence of different feature dimensions on the overall visual significance, and proposes to use the covariance matrix of simple image features as the meta feature of significance estimation.

As shown in Figure 1, the left-most image is an original image in the SIQD database, and the remaining eight images are the saliency maps generated by AIM, CovSal, HFT, PFT, SeR, SR, SUN, SWD. Next, we use the common similarity measurement method to detect the saliency difference between the lossless image and the lossy image, and define the saliency comparison as:

\[
S(x, y) = \frac{2S_x \times S_y + C_1}{S_x^2 + S_y^2 + C_1}
\]

(1)
where \( x \) and \( y \) are lossless and lossy sonar images, \( S_x \) and \( S_y \) are the saliency maps of the lossless and lossy sonar images, and \( C_1 \) is used here to prevent the denominator of Eqs. 1 from going to zero.

\[
F_{\text{MSE}} = \frac{\sum S(x, y) \times \text{MSE}(x, y)}{\sum S(x, y)}
\]

where \( \sum \) is the summation symbol. Finally, PSNR is defined as:

\[
\text{PSNR} = 10 \log_{10} \left[ \frac{(n-1)^2}{F_{\text{MSE}}} \right]
\]

where \( n \) is the upper limit of the pixel value in the image, and we take \( n = 255 \). In order to prevent the case of \( F_{\text{MSE}} = 0 \), we set an upper limit on PSNR: \( \text{PSNR} = \min(1000, \text{PSNR}) \).

The SSIM metric is used to evaluate the image quality based on the comparison of local brightness, contrast and structure of lossless and lossy images. Specifically, the similarity of brightness, contrast, and structure between two image blocks \( \hat{x} \) and \( \hat{y} \) extracted from lossless and lossy images is defined as:

\[
\begin{align*}
\text{Br}(\hat{x}, \hat{y}) &= \frac{2\mu_x \times \mu_y + C_2}{\mu_x^2 + \mu_y^2 + C_2} \\
\text{Co}(\hat{x}, \hat{y}) &= \frac{2\sigma_x \times \sigma_y + C_1}{\sigma_x^2 + \sigma_y^2 + C_3} \\
\text{St}(\hat{x}, \hat{y}) &= \frac{\mu_x + C_4}{\mu_x \mu_y + C_4}
\end{align*}
\]

where \( \mu, \sigma \) are mean and standard deviation, and \( \mu_x \mu_y \) is the cross-correlation evaluations. The function of \( C_2 \) to \( C_4 \) are the same as \( C_1 \), and \( C_4 = C_3 / 2 \). Then, SSIM is obtained by merging the above three kinds of information:

\[
\text{SSIM}(\hat{x}, \hat{y}) = \frac{(2\mu_x \times \mu_y + C_2)(2\mu_x \mu_y + C_1)}{(\mu_x^2 + \mu_y^2 + C_2)(\sigma_x^2 + \sigma_y^2 + C_3)}
\]

Finally, SSIM and saliency maps are fused to evaluate the sonar image quality:
The GSIM metric is used to predict the quality of sonar image by comparing the gradient difference between lossless image and lossy sonar image. In order to respect the integrity of the original algorithm, we still use Prewitt gradient operator here:

\[
g_h = \frac{1}{3} \begin{bmatrix} 1 & 0 & -1 \\ 1 & 0 & -1 \\ 1 & 0 & -1 \end{bmatrix}, \quad g_v = \frac{1}{3} \begin{bmatrix} 1 & 1 & 1 \\ 0 & 0 & 0 \\ -1 & -1 & -1 \end{bmatrix}
\]

where \(g_h\) and \(g_v\) are separately indicating Prewitt convolution masks in the horizontal and vertical directions. The typical Prewitt gradient operator is applied to gradient extraction:

\[
G_{mx} = \sqrt{(g_h * x)^2 + (g_v * x)^2}, \quad G_{my} = \sqrt{(g_h * y)^2 + (g_v * y)^2}
\]

where \(G_{mx}\) and \(G_{my}\) represents the gradient magnitude map of lossless and lossy images, and \(*\) represents the convolution operator. Similarly, we use the similarity measurement method to detect the difference between the two on a large scale:

\[
GSIM(x, y) = \frac{2G_{mx} \times G_{my} + C_5}{G_{mx^2} + G_{my^2} + C_5}
\]

where, the function of \(C_5\) is the same as \(C_1\) to \(C_4\). Finally, GSIM and saliency maps are fused to evaluate the sonar image quality:

\[
\frac{GSIM}{S} = \frac{\sum S(x, y) \times GSIM(x, y)}{\sum S(x, y)}.
\]

### 3. Experimental Results and Analysis

In this section, we will test the performance of each fusion method on the newly established SIQD database. The SIQD database includes 40 lossless sonar images captured by acoustic lens sonar or side-scan sonar (as display in Figure 2, which includes swimmers, shipwrecks, seabed and underwater creatures) and 800 lossy sonar images generated from lossless sonar images with 4 distortion types at four to six distortion levels. For more information, readers can refer to [14].

Due to the nonlinearity in the process of subjective scoring, we first used the five-parameter logistic regression function to carry out the nonlinear mapping for the objective quality prediction score [23]-[24]:

\[
f(s) = \alpha_1 \left(0.5 - \frac{1}{1 + e^{\alpha_3(s - \alpha_2)}}\right) + \alpha_4s + \alpha_5
\]

where \(s\) and \(f(s)\) are the objective quality prediction score and its regression version, and \(\alpha_1\) to \(\alpha_5\) are five free parameters.

Then, we use five performance indicators suggested by the video quality experts group, to evaluate the performance of the fused model. Firstly, the Pearson Linear Correlation Coefficient (PLCC) is used to predict the accuracy between subjective quality score and \(f(s)\). Second, the Spearman Rank Order Correlation Coefficient (SROCC) and the Kendall's Rank Order Correlation Coefficient (KROCC) are used to predict the monotonicity between subjective quality score and objective quality prediction score. Prediction consistency can be estimated using the Root Mean-Square (RMS) error and the Mean Absolute Error (MAE) between subjective quality score and \(f(s)\). The larger the value...
of SROCC, KROCC and PLCC, and the smaller the value of RMS and MAE, the better the performance of IQE model [25]-[26].

Table 1: Test results of SROCC, KROCC, PLCC, RMS, and MAE metrics on SIQD database

| Criteria | Metric | original | AIM | covSal | HFT | PFT | SeR | SR | SUN | SWD |
|----------|--------|----------|-----|--------|-----|-----|-----|----|-----|-----|
| SROCC    | PSNR   | 0.2754   | 0.2759 | 0.2275 | 0.2754 | 0.2755 | 0.2754 | 0.2755 | 0.2767 | 0.2755 |
|          | SSIM   | 0.5545   | 0.4177 | 0.5445 | 0.1708 | 0.1708 | 0.5443 | 0.5444 | 0.0993 | 0.1708 |
|          | GSIM   | 0.7127   | 0.6550 | 0.7127 | 0.7136 | 0.7137 | 0.7142 | 0.7138 | 0.6180 | 0.7133 |
| KROCC    | PSNR   | 0.2914   | 0.3094 | 0.2914 | 0.2912 | 0.2912 | 0.2909 | 0.2912 | 0.2913 | 0.3065 |
|          | SSIM   | 0.5674   | 0.5688 | 0.5674 | 0.5672 | 0.5672 | 0.5672 | 0.5673 | 0.5691 | 0.5672 |
|          | GSIM   | 0.7017   | 0.6444 | 0.7017 | 0.7027 | 0.7027 | 0.7033 | 0.7027 | 0.6042 | 0.7022 |
| PLCC     | PSNR   | 0.2078   | 0.2215 | 0.2078 | 0.2077 | 0.2077 | 0.2074 | 0.2077 | 0.2170 | 0.2077 |
|          | SSIM   | 0.4033   | 0.4035 | 0.4033 | 0.4026 | 0.4026 | 0.4031 | 0.4033 | 0.4038 | 0.4026 |
|          | GSIM   | 0.5063   | 0.4634 | 0.5063 | 0.5072 | 0.5073 | 0.5079 | 0.5073 | 0.4315 | 0.5068 |
| RMS      | PSNR   | 11.148   | 11.146 | 11.147 | 11.147 | 11.147 | 11.147 | 11.147 | 11.144 | 11.147 |
|          | SSIM   | 9.3926   | 10.308 | 9.3927 | 9.3927 | 9.3928 | 9.3923 | 9.3928 | 9.540 | 11.380 |
|          | GSIM   | 7.6736   | 8.4797 | 7.6736 | 7.6654 | 7.6627 | 7.6556 | 7.6622 | 8.7875 | 7.6671 |
| MAS      | PSNR   | 13.444   | 13.443 | 13.443 | 13.443 | 13.443 | 13.443 | 13.443 | 13.438 | 13.443 |
|          | SSIM   | 11.730   | 12.706 | 11.729 | 13.779 | 13.778 | 11.731 | 11.730 | 13.915 | 13.779 |
|          | GSIM   | 9.8094   | 10.567 | 9.8094 | 9.7972 | 9.7959 | 9.7882 | 9.7940 | 10.994 | 9.8016 |

The performance comparison of the fused model is shown in Table 1. The boldface type represents the performance score of the original model, and the red font type represents the model whose performance increases after the fusion with the saliency model. As listed in Table 1, the performance of PSNR and GSIM is improved after the fusion with saliency model, while the performance gain of SSIM is not obvious. Specifically, for PSNR, the saliency model AIM and SUN can improve the performance of PSNR on five indicators in terms of predicting sonar image quality. For GSIM, the performance of GSIM in predicting sonar image quality on five indicators can be improved when fused with saliency models (namely HFT, PFT, SeR, SR, and SWD). However, for SSIM, the addition of the significance model did not increase the performance of SSIM, which may be caused by the high
similarity between the brightness features extracted from SSIM and the significance model. In a word, saliency model is of guiding significance for IQE.

4. Conclusion
This paper is a stage study on sonar IQE, which is devoted to find a better method for sonar IQE. We compares and analyses eight saliency models and combines them with PSNR, SSIM and GSIM to explore an effective sonar IQE method. Experimental results on the SIQD database show that most of the saliency models have positive effects on IQE, and in the future work, we will consider fusing GSIM with the significance model (such as HFT, PFT, SeR, SR, or SWD) to explore the IQE method with better performance.
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