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Abstract

Motivated by the study of hammock (aka brick-wall) networks, we introduce in this paper the notion of X-path. Using the Jordan Curve Theorem for piecewise smooth curves, we prove duality properties for hammock networks. Consequences for reliability polynomials are given.
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1 Introduction

The concept of network reliability can be traced back to 1956, when Von Neumann, and Moore and Shannon, respectively, published two prescient papers. The original purpose of Moore and Shannon was to understand the reliability of electrical circuits/networks having unreliable individual components. In order to improve the reliability of such networks, they introduced a new type of reliability enhancement scheme called brick-wall (or hammock) network. In the last few years, the interest regarding the work of Moore and Shannon has been growing (see [2], [4], [8], [9]), not only from theoretical point of view, but also because of its applicability in various fields ranging from biology/medicine to engineering and even social sciences.

The problem of finding the reliability polynomial of a network belongs to the class of \#P–complete problems, a class of computationally equivalent counting problems (introduced by Valiant in [12]) that are at least as difficult as the \(NP\–\)complete problems ([13], [11]). Although the brick-wall networks were proposed more than sixty years ago, for their reliability polynomials no general close form formula have been
reported yet. Recently, in [2], the reliability polynomials have been calculated exactly for a few particular cases of small size, more precisely for the 29 hammock networks presented by Moore and Shannon in their original paper. For completing this task, the authors used an algorithm based on a recursive depth-first traversal of a binary tree. Another important step was achieved in [3] where the first and second non-zero coefficients of the reliability polynomial have been computed, for any hammock network. The methods used to prove the formulas for these leading coefficients involve the transition matrix of certain linear transformations, lattice paths and generating functions.

The main goal of this paper is to propose, in Theorem 1, a direct proof of duality properties for hammock networks. An important consequence is a significant reduction of requested calculus for finding reliability polynomials of all hammock networks. It should be noted that, while this paper studies an applied mathematical subject, it uses, as a key tool, the Jordan curve theorem, which is a pure mathematical result (in fact, it is the first theorem discovered in set-theoretic topology).

The concept of brick-wall lattice path, introduced in [3], has been proved to be a useful and versatile tool in the study of brick-wall networks. Here, when studying hammock networks, it is natural to define and to use the concept of \( X \)-path, which generates all possible connections through the network. We refer the reader to [6] and [11] for more details about lattice paths, and to [1] for definitions and results about network reliability.

\section{The reliability polynomial of a network}

A network is a probabilistic graph \( \mathbb{N} = (V, E) \), where \( V \) is the set of nodes (vertices) and \( E \) is the set of (undirected) edges. The edges can be represented as independent identically distributed random variables: each edge operates (is closed) with probability \( p \) and fails (is open) with probability \( q = 1 - p \). We assume that nodes do not fail, hence the failure of the network is always a consequence of edge failures.

Let \( K \) be a subset of \( V \) containing some special nodes (called terminals). The \( K \)-reliability of the network \( N \) is the probability that there exists a path (a sequence of adjacent edges) made of operational (closed) edges between any pair of nodes in \( K \). This is a polynomial function in \( p \) denoted by \( h_K(p) \). If \( K = V \) then \( h_K(p) \) is called the all-terminal reliability of the network. If the subset \( K \) contains two nodes: \( S \) (source/input) and \( T \) (terminus/output) then \( h_K(p) \) is called two-terminal reliability. This paper studies the two-terminal reliability only and we denote it by \( h(p) \).

A \emph{pathset} in the network \( N \) is a subset of \( E \) which contains a path between the nodes \( S \) and \( T \). A minimal pathset (\emph{minpath}) is a pathset \( P \) such that, if any edge
e of $P$ is removed, then $P - \{e\}$ is no longer a pathset (the nodes $S$ and $T$ are disconnected). We denote by $\mathcal{P}$ the set of all the pathsets of $N$.

A cutset in the network $N$ is a subset of edges, $C \subseteq E$, such that the complementary set, $E - C$, contains no path between $S$ and $T$ ($E - C$ is not a pathset). A minimal cutset (mincut) is a cutset $C$ such that, if any edge $e$ of $C$ is removed, then $C - \{e\}$ is no longer a cutset ($E - C \cup \{e\}$ is a pathset). We denote by $\mathcal{C}$ the set of all the cutsets of $N$.

If $n = |E|$ is the size of the graph, $N_i$ is the number of pathsets with exactly $i$ edges and $C_i$, the number of cutsets with exactly $i$ edges, then the reliability of the network can be expressed as (see [1])

$$h(p) = \sum_{P \in \mathcal{P}} p^{|P|} q^{n-|P|} = \sum_{i=1}^{n} N_i p^i (1 - p)^{n-i},$$  \hspace{1cm} (1)

or, in terms of cutsets, as

$$h(p) = 1 - \sum_{C \in \mathcal{C}} q^{|C|} p^{n-|C|} = 1 - \sum_{i=1}^{n} C_i (1 - p)^i p^{n-i}.$$  \hspace{1cm} (2)

3 Hammock networks

A brick-wall network is formed by $w \times l$ identical devices disposed in $w$ lines, each line consisting of $l$ devices connected in series. Besides the horizontal connections, there exist also vertical connections. Out of all $(l - 1)(w - 1)$ possible vertical connections, half are present and the other half are absent. The vertical connections are arranged regularly in an alternate way which gives rise to the “brick-wall” pattern shown in Fig. 1.

![Brick-wall networks](image)

Figure 1: Brick-wall networks of dimensions $w = 4, l = 4$

Brick-wall networks were also named hammock networks by Moore and Shannon, from their appearance when the nodes $S$ and $T$ are pulled apart and every vertical connection collapses into a node. In this case, rectangular “bricks” deform into
rhombuses. As can be seen from Fig. 2, the “hammock” representation fits the above definition of the probabilistic graph, unlike the “brick-wall” representation, where the vertical edges have no probability assigned to them (i.e., it is assumed they are always closed).

In Fig. 2 a brick-wall network with $w = 3$, $l = 7$ and the equivalent hammock network are presented. Notice that, in order to preserve the regularity of the hammock network, the nodes $S$ and $T$ can be replaced by “fictive” nodes, $S_1, S_2, \ldots, S_k$, and, respectively, $T_1, T_2, \ldots, T_h$, where $k, h \in \left\{ \left\lfloor \frac{w}{2} \right\rfloor, \left\lfloor \frac{w}{2} \right\rfloor + 1 \right\}$.

![Figure 2: Hammock network of dimensions $w = 3, l = 7$](image)

**Definition 1.** Let $S \subseteq \mathbb{Z}^2$. A lattice path with steps in $S$ is a sequence of lattice points, $v_0, v_1, \ldots, v_k \in \mathbb{Z}^2$, such that $v_i - v_{i-1} \in S$ for all $i = 0, 1, \ldots, k$.

![Figure 3: The X - path (1, 2), (2, 1), (3, 0), (4, 1), (3, 2), (4, 3)](image)
Definition 2. An \( X \)-path is a lattice path \( v_0, v_1, \ldots, v_k \) with steps in the set
\[
S = \{(1, 1), (-1, 1), (1, -1), (-1, -1)\};
\]
such that \( v_i \neq v_j \), \( \forall i \neq j \).

In particular, we consider an \( X \)-path to be the set of \( k \) line segments connecting the points \( v_0, v_1, \ldots, v_k \).

As can be understood, from a lattice point \((x, y)\) it is allowed to move in four directions and reach one of the four neighboring points \((x + 1, y + 1)\), \((x - 1, y + 1)\), \((x + 1, y - 1)\) and \((x - 1, y - 1)\). If \((x, y)\) is a starting point then any direction may be chosen, if not, we must take into account that \( v_i \neq v_j \), \( \forall i \neq j \).

We notice that the sum of coordinates of any neighbor point has the same parity as \( x + y \). We say that a lattice point \((x, y)\) is even (odd) if \( x + y \) is even (odd). An \( X \)-path is even (odd) if it contains even (respectively, odd) points. For example, the \( X \)-path represented in Fig. 3 contains only odd points.

Let \( \mathcal{V}_{l,w} = \{ A_{x,y} = (x, y) \in \mathbb{Z}^2 : 0 \leq x \leq l, 0 \leq y \leq w \} \) be the set of all lattice points in the rectangle \([0, l] \times [0, w] \) and \( \mathcal{V}_{l,w}^{(1)} = \{ A_{x,y} \in \mathcal{V}_{l,w} : x + y = \text{even} \} \), \( \mathcal{V}_{l,w}^{(2)} = \{ A_{x,y} \in \mathcal{V}_{l,w} : x + y = \text{odd} \} \) be the subsets of even (respectively, odd) points in the rectangle \([0, l] \times [0, w] \).

We denote by \( \mathcal{E}_{l,w} = \{ A_{x,y}A_{x',y'} : A_{x,y}, A_{x',y'} \in \mathcal{V}_{l,w}, |x - x'| = |y - y'| = 1 \} \) the set of all the line segments of length \( \sqrt{2} \) connecting points of \( \mathcal{V}_{l,w} \). Let \( E_{l,w}^{(1)} = \{ A_{x,y}A_{x',y'} \in \mathcal{E}_{l,w} : x + y = \text{even} \} \) be the subset of all even edges of \( \mathcal{E}_{l,w} \) and let \( E_{l,w}^{(2)} = \{ A_{x,y}A_{x',y'} \in \mathcal{E}_{l,w} : x + y = \text{odd} \} \) be the subset of odd edges (the two disjoint subsets form a partition of \( \mathcal{E}_{l,w} \)).

A hammock network of the first kind of dimensions \((l, w)\) is the probabilistic graph \( H_{l,w}^{(1)} = \left( \mathcal{V}_{l,w}^{(1)}, E_{l,w}^{(1)} \right) \), while a hammock network of the second kind is \( H_{l,w}^{(2)} = \left( \mathcal{V}_{l,w}^{(2)}, E_{l,w}^{(2)} \right) \). We assume that each edge is closed with probability \( p \) and open with probability \( 1 - p \). The input (source) nodes are \( S_j = A_{0,y} \) (with \( y = \text{even} \) for the first kind and \( y = \text{odd} \) for the second kind), and the output (terminus) nodes are \( T_k = A_{i,z} \) (with \( l + z = \text{even} \), respectively, odd).

A subset of even (respectively, odd) edges \( P \subset E_{l,w}^{(i)} \) is a pathset in \( H_{l,w}^{(i)} \) if it contains an \( X \)-path connecting a source node \( S_j \) with a target node \( T_k \). Let \( P_{l,w}^{(i)} \) be the set of all pathsets in \( H_{l,w}^{(i)} \). A subset \( C \subset E_{l,w}^{(i)} \) is a cutset in \( H_{l,w}^{(i)} \) if \( E_{l,w}^{(i)} - C \) contains no \( X \)-path connecting a source node \( S_j \) with a terminus node \( T_k \). Let \( C_{l,w}^{(i)} \) be the set of all cutsets in \( H_{l,w}^{(i)} \). By using these notations in formulas (1) and (2), the reliability polynomials of hammock networks of the first and of second type, \( h_{l,w}^{(1)}(p) \)
and $h_{l,w}^{(2)}(p)$, can be written:

$$h_{l,w}^{(i)}(p) = \sum_{P \in \mathcal{P}_{i,l,w}} p^{|P|}(1 - p)^{|w - |P|} = 1 - \sum_{C \in \mathcal{C}_{i,l,w}} (1 - p)^{|C|}p^{|w - |C|}, \quad i = 1, 2$$

(3)

Figure 4: Hammock networks of the first kind (a) and of the second kind (b)

Remark 1. If $l = \text{odd}$ or $w = \text{odd}$, then the hammock networks $H_{l,w}^{(1)}$ and $H_{l,w}^{(2)}$ are isomorphic and the reliability polynomials are identical: $h_{l,w}^{(1)} = h_{l,w}^{(2)}$. If $l$ and $w$ are both even numbers, then we have two different networks of dimensions $(l, w)$: $h_{l,w}^{(1)} \neq h_{l,w}^{(2)}$. For example, in Fig. 4 the hammock networks of the first type and second type of dimensions $w = l = 4$ are represented (corresponding to the brick-wall networks from Fig. 1).

4 Dual network

For every edge $e \in \mathcal{E}_{l,w}$, $e = A_{x,y}A_{x+1,y \pm 1}$, we denote by $\bar{e} = A_{x+1,y}A_{x,y \pm 1}$ its complementary edge (the edge that cuts $e$). It can be seen that the complementary edge of an even edge is odd and the complementary edge of an odd edge is even. Thus, if $e \in \mathcal{E}_{l,w}^{(i)}$, then $\bar{e} \in \overline{\mathcal{E}}_{l,w}^{(i)} = \mathcal{E}_{l,w} - \mathcal{E}_{l,w}^{(i)} = \mathcal{E}_{l,w}^{(2/i)}$. By using the notation $\overline{\mathcal{V}}_{l,w}^{(i)} = V_{l,w} - V_{l,w}^{(i)} = V_{l,w}^{(2/i)}$, the dual network of $H_{l,w}^{(i)} = (V_{l,w}^{(i)}, E_{l,w}^{(i)})$ is $H_{l,w}^{(i)} = (\overline{\mathcal{V}}_{l,w}^{(i)}, \overline{\mathcal{E}}_{l,w}^{(i)})$ with the source nodes $S_j^i = A_{x,0} \in \overline{V}_{l,w}^{(i)}$ and the terminus nodes $T_k^i = A_{z,w} \in \overline{V}_{l,w}^{(i)}$ (see Fig. 5). The probability of an edge $\bar{e} \in \overline{\mathcal{E}}_{l,w}^{(i)}$ being closed is the probability of the edge $e \in \mathcal{E}_{l,w}^{(i)}$ being open (“cut”): $q = 1 - p$.

Remark 2. Since for every edge $e \in \mathcal{E}_{l,w}$, $\bar{e} = e$ it follows that $\overline{H}_{l,w}^{(i)} = H_{l,w}^{(i)}$. 


Remark 3. The networks $H_{l,w}^{(i)}$ and $H_{w,l}^{(2/i)}$ are isomorphic (since they are symmetric with respect to the first bisectrix) and the reliability polynomial of the dual network $H_{l,w}^{(i)}$ can be written

$$h_{l,w}^{(i)}(p) = h_{w,l}^{(2/i)}(1 - p).$$

(4)

Figure 5: Dual networks

Let $G_{l,w}^{(i)}$ be the graph obtained from $H_{l,w}^{(i)}$ by replacing the “fictive” nodes $S_1, S_2, \ldots, S_k$ and $T_1, T_2, \ldots, T_h$ with the nodes $S$ and $T$, respectively, and let $G_{l,w}^{(i)}$ be the graph obtained from $H_{l,w}^{(i)}$ by the same operation (the terminal nodes, in this case, are $S'$ and $T'$). We notice that, if we consider the terminal nodes $S$ and $T$ as being placed to $\pm \infty$, then $G_{l,w}^{(i)}$ as defined above corresponds to the definition of the dual graph of $G_{l,w}^{(i)}$. In Fig. 5 the hammock network of dimensions $w = 3, l = 7$ (from Fig. 2), and its dual network (red), are presented.

5 The reliability polynomial of a hammock network

The main result of this paper is represented by Theorem 1 whose corollaries make the connection between the reliability polynomials of a hammock network and its dual. The proof of this theorem relies on the Jordan Curve Theorem [5] which states that every simple closed plane curve divides the plane into an "interior" region bounded by the curve and an "exterior" region, so that every continuous path connecting a point from one region to a point from the other intersects that curve somewhere.
Theorem 1. Let \( \Sigma = \{e_1, e_2, \ldots, e_n\} \subset E^{(i)}_{t,w} \) be a subset of edges of the network \( H^{(i)}_{t,w} \) and let \( \Sigma = \{\bar{e_1}, \bar{e_2}, \ldots, \bar{e_n}\} \subset \bar{E}^{(i)}_{t,w} \) be the set of complementary edges \((i = 1, 2)\). Then the following statements hold:

i) If \( \Sigma \) is a mincut in \( H^{(i)}_{t,w} \), then \( \Sigma \) is a minpath in \( \bar{H}^{(i)}_{t,w} \);

ii) If \( \Sigma \) is a minpath in \( H^{(i)}_{t,w} \), then \( \Sigma \) is a mincut in \( \bar{H}^{(i)}_{t,w} \).

Proof. i) Since \( \Sigma \) is a mincut, for every \( e_i \in \Sigma \) there exists an \( X \)–path which contains \( e_i \) and connects a source node (denoted by \( S_i \)) to a terminus node (denoted by \( T_i \)): \( \xi_i = \sigma_i \cup e_i \cup \tau_i \), where \( \sigma_i \) is an \( X \)–path from \( S_i \) to \( e_i \) and \( \tau_i \) is an \( X \)–path from \( e_i \) to \( T_i \) such that \( \sigma_i, \tau_i \subset E^{(i)}_{t,w} - \Sigma \). Let \( E_i, F_i \) be the end vertices of \( e_i \), where \( E_i \) is reachable from the source node \( S_i \) and \( F_i \) from the target node \( T_i \). We can see that \( \sigma_i \cap \tau_j = \emptyset \) for \( i \neq j \) (otherwise \( \Sigma \) would not be a cutset). As a consequence, \( E_i \neq F_j \) for \( i \neq j \). Obviously, in order to be a cutset, \( \Sigma \) must contain an edge with a vertex on \( Ox \) axis. It can be proved that \( \Sigma \) cannot contain two such edges. Suppose \( e_i, e_j \in \Sigma \) are two edges with a vertex on \( Ox \) and \( e_i \) is closer to \( O \) then \( e_j \). If \( F_i \in Ox \), we consider the simple closed curve \( \gamma = \tau_i \cup T_i A_{t+1, -1} \cup A_{t+1, -1} F_i \) (see Fig. 6), otherwise we take \( \gamma = \tau_i \cup T_i A_{t+1, -1} \cup A_{t+1, -1} F_i' \cup F_i' F_i \), where \( F_i' \) is the projection of \( F_i \) on \( Ox \) axis. We notice that \( E_j \) belongs to the interior domain region bounded by \( \gamma \) (otherwise, if \( E_j \) was on \( \tau_i \), we would have \( \sigma_j \cap \tau_i \neq \emptyset \)). Since \( E_j \) is an interior point and \( S_j \) is an exterior point of \( \gamma \), it follows (by Jordan curve theorem) that the continuous path \( \sigma_j \) connecting the two points intersects \( \gamma \) somewhere, so \( \sigma_j \cap \tau_i \neq \emptyset \), which is impossible (see Fig. 6). It follows that \( \Sigma \) contains exactly one edge with a vertex on the \( Ox \) axis. Let \( e_F \) be this “initial” edge. Similarly, \( \Sigma \) contains exactly one edge with a vertex on the straight line \( y = w \), and let \( e_F \) be this final edge.

Figure 6: A mincut \( \Sigma \) (red) cannot have two edges with a vertex on the \( Ox \) axis.
We shall prove that any square with sides in $E_{l,w}^{(i)}$ has either two sides or none in $\Sigma$. Let $MNPQ$ be a square with sides in $E_{l,w}^{(i)}$, such that $MN = e_i \in \Sigma$. We know that one of the endpoints of $e_i$ (suppose $M = E_i$) is connected to a source node by an $X$–path $\sigma_i$, and that the other one, $N = F_i$, is connected to one of the terminus nodes by an $X$–path $\tau_i$. If all the other sides of the square were in $E_{l,w}^{(i)} - \Sigma$, then the $X$–path $\sigma_i \cup MQ \cup QP \cup PN \cup \tau_i \subset E_{l,w}^{(i)} - \Sigma$ would connect a source node to a terminus node, so $\Sigma$ would not be a cutset. On the other hand, if $MNPQ$ has at least 3 edges in $\Sigma$, $e_i = MN$, $e_j = MQ$ and $e_k = NP$, it follows that two opposite vertices are reachable from source nodes (suppose $M = E_i = E_j$, $P = E_k$) and the other two are reachable from terminus nodes ($N = F_i = F_k$, $Q = F_j$). If $\tau_i \cap \tau_j \neq \emptyset$, we denote by $\gamma$ the simple loop formed by $QN$, $\tau_i$ and $\tau_j$. Otherwise, $\gamma = QN \cup \tau_i \cup T_lT_j \cup \tau_j$.

We shall prove that any square with sides in $E_{l,w}^{(i)}$ has either two sides or none in $\Sigma$. Let $\Sigma = \{ e_1, e_2, \ldots, e_n \}$ be a minpath in $H_{l,w}$ such that $MN = e_i \in \Sigma$. We know that one of the endpoints of $e_i$ (suppose $M = E_i$) is connected to a source node by an $X$–path $\sigma_i$, and that the other one, $N = F_i$, is connected to one of the terminus nodes by an $X$–path $\tau_i$. If all the other sides of the square were in $E_{l,w}^{(i)} - \Sigma$, then $\Sigma$ would not be a cutset. On the other hand, if $MNPQ$ has at least 3 edges in $\Sigma$, $e_i = MN$, $e_j = MQ$ and $e_k = NP$, it follows that two opposite vertices are reachable from source nodes (suppose $M = E_i = E_j$, $P = E_k$) and the other two are reachable from terminus nodes ($N = F_i = F_k$, $Q = F_j$). If $\tau_i \cap \tau_j \neq \emptyset$, we denote by $\gamma$ the simple loop formed by $QN$, $\tau_i$ and $\tau_j$. Otherwise, $\gamma = QN \cup \tau_i \cup T_lT_j \cup \tau_j$.

We can change the indices of the edges of $\Sigma$ such that $e_1 = e_I$, $e_2$ is the other edge in $\Sigma$ of the square with a side $e_1$, and so on up to the final edge, $e_n = e_F$. It follows that $\Sigma = \{ \bar{e}_1, \bar{e}_2, \ldots, \bar{e}_n \}$ is an $X$–path connecting a point on $Ox$ to a point on the horizontal line $y = w$, so $\Sigma$ is a minpath in $H_{l,w}^{(i)}$ (see Fig. 8).

ii) Since $\Sigma$ is a minpath in $H_{l,w}^{(i)}$, it follows that it is an $X$–path connecting a source node $S_i$ (located on $Oy$) to a terminus node $T_j$ (located on the straight line $x = l$). We consider the simple closed curve $\gamma = \Sigma \cup T_lA_{l-1} \cup A_{l-1}A_0 \cup A_0 \cup A_0 \cup A_i = \Sigma$. If $\sigma$ is an $X$–path in $H_{l,w}^{(i)}$, connecting a source node $S_i' = A_{x,0}$ (an interior point of $\gamma$) to a target node $T_j' = A_{x,w}$ (an exterior point) then, by Jordan Curve Theorem,
Figure 8: If $\Sigma$ is a mincut in $H_{l,w}^{(i)}$, then $\overline{\Sigma}$ is a minpath in $H_{l,w}^{(i)}$.

It follows that $\sigma \cap \gamma \neq \emptyset$. Hence $\sigma$ contains at least one edge that “cuts” an edge of $\Sigma$ (an edge of $\overline{\Sigma}$). Thus, any pathset in $H_{l,w}^{(i)}$ contains at least one edge of $\overline{\Sigma}$, so $\overline{\Sigma}$ is a cutset. It remains to prove that $\Sigma$ is a mincut. Suppose that some edges can be eliminated from $\overline{\Sigma}$ to obtain a mincut $\Sigma' \subset \overline{\Sigma}$. As it was proved above, it follows that $\overline{\Sigma} \subset \Sigma$ is a minpath in $H_{l,w}^{(i)}$, which is impossible, because $\Sigma$ is a minpath.

Theorem 1 states that $\Sigma \subset E_{l,w}^{(i)}$ is a minpath in $H_{l,w}^{(i)}$ if and only if $\Sigma \subset E_{l,w}^{(i)}$ is a mincut in $H_{l,w}^{(i)}$. The symmetric statement is also true, by Remark 2. $\Sigma$ is a mincut in $H_{l,w}^{(i)}$ if and only if $\Sigma$ is a minpath in $H_{l,w}^{(i)}$. The corollary below gives a more general result, for any pathset and, respectively, cutset.

**Corollary 1.** Let $\Sigma = \{e_1, e_2, \ldots, e_n\} \subset E_{l,w}^{(i)}$ be a subset of edges of the network $H_{l,w}^{(i)}$ and let $\overline{\Sigma} = \{\overline{e}_1, \overline{e}_2, \ldots, \overline{e}_n\} \subset E_{l,w}^{(i)}$ be the set of complementary edges. Then $\Sigma$ is a pathset in $H_{l,w}^{(i)}$ if and only if $\overline{\Sigma}$ is a cutset in $H_{l,w}^{(i)}$.

As a consequence, by using the equation (3) and Remark 3, we have the following corollary:

**Corollary 2.** For any $l, w \geq 1$ and $i = 1, 2$ the following relation is true for all $p \in [0, 1]$:

$$h_{l,w}^{(i)}(p) = 1 - h_{w,l}^{(2/i)}(1 - p).$$

(5)

By Remark 1 if at least one of $l$ or $w$ is an odd number, then $h_{l,w}^{(1)} = h_{l,w}^{(2)} = h_{l,w}$. Consequently:
Corollary 3. If at least one of the integers \( l \) and \( w \) is odd, then the following relation is true for all \( p \in [0, 1] \):

\[
h_{l,w}(p) = 1 - h_{w,l}(1 - p).
\]  

(6)

For \( l \neq w \) this means that the plots of the reliability polynomials \( h_{l,w}(p) \) and \( h_{w,l}(p) \) are symmetric one to each other with respect to the point \( \left( \frac{1}{2}, \frac{1}{2} \right) \) (see Fig. 9).

Figure 9: The plots of \( h_{l,w}(p) \) and \( h_{w,l}(p) \) when at least one dimension is odd.

For \( l = w = 2k + 1 \) it means that the point \( \left( \frac{1}{2}, \frac{1}{2} \right) \) is a center of symmetry for the plot of the reliability polynomial \( h_{2k+1,2k+1}(p) \) (see Fig. 10).

Figure 10: The plot of \( h_{2k+1,2k+1}(p) \)

Corollary 4. Let \( h(p) = h^{(i)}_{l,w}(p) \) be the reliability polynomial of a hammock network of dimensions \( (l, w) \), either of kind 1 or 2. Then the derivatives of \( h \) verify the following relations:

\[
h^{(k)}(0) = 0, \forall k = 0, 1, \ldots, l - 1
\]  

(7)
\[ h(1) = 1, \ h^{(k)}(1) = 0, \forall k = 1, 2, \ldots, w - 1 \]  \hspace{1cm} (8)

**Proof.** Since any pathset of a hammock network has at least \( l \) edges, by equation (1), we have:

\[ h(p) = \sum_{i=l}^{wl} N_i p^i (1-p)^{wl-i} = \sum_{i=l}^{wl} b_i p^i \]  \hspace{1cm} (9)

and relation (7) follows immediately.

Let \( \overline{h}(p) = h^{(2/i)}(p) \) be the reliability polynomial of the dual network, Since \( w \) is the length of the dual network, it follows by (7) that \( \overline{h}^{(k)}(0) = 0, \forall k = 0, 1, \ldots, w - 1. \) By Corollary 2 we have that \( h(p) = 1 - \overline{h}(1-p) \), and it follows that \( h(1) = 1 \) and \( h^{(k)}(p) = (-1)^{k+1} \overline{h}^{(k)}(1-p) \) for all \( k \geq 1. \) For \( p = 1 \) we obtain \( h^{(k)}(1) = (-1)^{k+1} \overline{h}^{(k)}(0) = 0, \forall k = 1, 2, \ldots, w - 1. \)  \hspace{1cm} \( \square \)

**Acknowledgments**

This research was funded by the European Union through the European Regional Development Fund under the Competitiveness Operational Program (BioCell-NanoART = Novel Bio-inspired Cellular Nano-architectures, POC-A1-A1.1.4-E nr. 30/2016).

**References**

[1] C.J. Colbourn, The Combinatorics of Network Reliability, Oxford University Press, Oxford, 1987.

[2] S.R. Cowell, V. Beiu, L. Dăuș, P. Poulin: On the exact reliability enhancements of small hammock networks, IEEE Access 6 (2018) 25411-25426.

[3] L. Dăuș, V. Beiu, S.R. Cowell, P. Poulin, Brick-wall lattice paths and applications, Tech. Rep. arXiv, 17 Apr. 2018, http://arxiv.org/abs/222.7960.

[4] V. Drăgoi, S.R. Cowell, V. Beiu, S. Hoară, P. Gașpar, How reliable are compositions of series and parallel networks compared with hammocks?, International Journal of Computers, Communications and Control, 13 (5) (2018) 772-791.

[5] T. Hales, The Jordan curve theorem, formally and informally, The American Mathematical Monthly, 114 (10) 882984
[6] K. Humphreys, A history and a survey of lattice path enumeration, Journal of Statistical Planning and Inference 140 (2010) 2237-2254.

[7] E.F. Moore, C.E. Shannon, Reliable circuits using less reliable relays Part I, J. Frankl. Inst. 262 (3) (1956) 191-208.

[8] M. Nath, Y. Ren, Y. Khorramzadeh, S. Eubank, Determining whether a class of random graphs is consistent with an observed contact network, Journal of Theoretical Biology 440 (2018) 121132.

[9] M. Nath, Y. Ren, S. Eubank, An approach to structural analysis using Moore-Shannon network reliability, in: Complex Networks and Their Applications VII. Studies in Computational Intelligence, vol 812, Springer, 2019, pp. 537-549.

[10] J. von Neumann, Probabilistic logics and the synthesis of reliable organisms from unreliable components, in: Automata studies, Princeton University Press, 1956, pp. 4398.

[11] R.P. Stanley, Enumerative Combinatorics: Volume I, 2nd Edition, Cambridge University Press, 2012.

[12] L. Valiant, The Complexity of Computing the Permanent, Theoretical Computer Science 8 (2) (1979) 189201.

[13] L. Valiant, The Complexity of Enumeration and Reliability Problems, SIAM J. Comput. Vol. 8, No. 3, (1979) 410-421.