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Abstract—Waveform optimization has shown its great potential to boost the performance of far-field wireless power transfer (WPT). Current research has optimized transmit waveform, adaptive to channel state information, to maximize the harvested power in WPT while accounting for the energy harvester (EH)/s non-linearity. However, the existing transmit waveform design disregards the non-linear high power amplifiers (HPA) at the transmitter. Driven by this, this article optimizes a multi-carrier waveform at the input of HPA to maximize the harvested DC power considering both HPA’s and EH’s non-linearities. Two optimization models are formulated based on whether the frequencies of the input waveform are concentrated within the transmit pass band or not. Analysis and simulations show that, while EH’s non-linearity boosts the power harvesting performance, HPA’s non-linearity degrades the harvested power. Hence, the optimal waveform shifts from multi-carrier that exploits EH’s non-linearity to single-carrier that reduces HPA’s detrimental non-linear distortion as the operational regime of WPT becomes more sensitive to HPA’s non-linearity and less sensitive to EH’s non-linearity (and inversely). Simultaneously, operating towards HPA’s non-linear regime by increasing the input signal power benefits the harvested power since HPA’s DC power supply is better exploited, whereas the end-to-end power transfer efficiency might decrease because of HPA’s increasing non-linear degradation. Throughout the simulations, the proposed waveforms show significant gain over those not accounting for HPA’s non-linearity, especially in frequency-flat channels. We also compare the two proposed waveforms and show that the severity of HPA’s non-linearity dictates which of the two proposed waveforms is more beneficial.

Index Terms—Waveform design, power harvesting, non-linearities, power amplifier, wireless power transmission.

I. INTRODUCTION

FUTURE networks are expected to cope with the emergence of trillions of low-power sensors for applications in the Internet of Things (IoT). However, the explosion in the number of these low-power devices is challenging traditional battery power supply that needs periodic replacement or wired power supply. Nevertheless, thanks to the advances in efficient electronics and computation architectures, the power consumption of these remote devices reduces dramatically, which gives rise to far-field wireless power transfer (WPT) as an alternative source of power [2], [3].

Far-field WPT generates and transmits suitable RF signals that propagate over the air before being captured and rectified into DC current via rectenna circuits at the receivers. The availability of RF signals as a power source releases WPT from batteries or wires, which makes it more sustainable, flexible, and controllable. Since the discovery of WPT’s promising potential to address the powering bottlenecks in IoT, scientists have been making every effort to boost the end-to-end power transfer efficiency (PTE) of WPT on several fronts, namely, circuits design [4], [5], RF signals design [6], [7], reconfigurable intelligent reflective surfaces (RIS) and materials [6], [8], [9].

Signals and waveforms play a crucial role in the end-to-end PTE of WPT, which is the product of the DC-to-RF conversion efficiency at the transmitter, the over-the-air RF-to-RF conversion efficiency, and the RF-to-DC conversion efficiency at the receiver [6]. As part of the overall PTE, the RF-to-RF and the RF-to-DC conversion efficiency have been comprehensively experimented given different types of signals and energy harvester (EH)/rectenna structures [10], [11], [12]. Experimental research verifies the advantages of receiving signals featuring a high peak-to-average-power ratio (PAPR) regarding the RF-to-DC conversion efficiency, but without consideration of channel state information (CSI) [12], [13]. A noteworthy contribution later is in [11] where a multi-carrier transmit waveform emitted at the transmitter was theoretically designed, adaptive to CSI and rectenna’s non-linear characteristics, to maximize the DC current at the rectenna’s output, so that the product of the RF-to-RF and the RF-to-DC conversion efficiency was maximized. Specifically, [11] characterized the non-linear rectenna via Taylor expansion and then expressed the generated DC power as a non-linear function of the transmitted waveform. Waveform optimization based on this non-linear rectenna model has shown a significant gain in the power harvesting performance over those assuming linear rectennas [7], [14], [15].

The model in [11] gives rise to further flourishment in the field of signal design in far-field WPT. A corresponding low-complexity algorithm was developed in [16], and the efficiency of these waveforms was validated through prototyping and experimentation in [17]. Moreover, the model has been extended to general scenarios such as limited-feedback [18], large-scale
[14], multi-input-multi-output [19], multi-user [14], [15] and opportunistic/fair-scheduling [20], [21]. For further improvement on the joint RF-to-RF and RF-to-DC conversion efficiency, hybrid beamforming and RIS have also been exploited [9], [22], [23]. Besides the performance advancement, WPT has also found applications in integrated systems such as wireless information and power transfer (WPT) [24] and wireless powered backscatter communications [25].

However, the above waveforms were performed without much consideration of the DC-to-RF conversion efficiency as part of the overall PTE, i.e., they neglected the transmitter’s architecture, especially the most non-linear and power-consuming component, namely the high power amplifier (HPA) at the transmitter. Indeed, recent research has experimentally verified and characterized the performance degradation caused by non-linear HPAs in WPT/WPT systems [26], [27], [28], [29], [30]. Effort has also been made to explore the beneficial signals that trade off between HPA’s and EH’s non-linearities in WPT systems [1]. [31] claimed the advantage of single-carrier QPSK signals over uniformly power-allocated multi-carrier signals in the presence of HPA’s and EH’s non-linearities, but was based on a simplified platform compared with [17] and ignored the performance gain achievable from the CSI knowledge. An interesting observation is in [6] where the input constellation of WPT was optimized using machine learning techniques. In [6], WPT’s optimal input constellation shifted from forming a single high-amplitude WPT mass point (with other low-amplitude WIT mass points) given a linear HPA to forming two WPT mass points with relatively lower amplitudes given a non-linear HPA, to combat HPA’s non-linear degradation. The input distribution was also optimized in WPT with HPA’s and EH’s non-linearities in [32]. However, the paper was based on a single-carrier assumption, getting rid of the problems of inter-carrier interference and frequency leakage from HPA’s and EH’s non-linearities in a multi-carrier scenario. This drives our interest to explore the fundamental question of how the optimal multi-carrier waveform changes when HPA’s non-linearity is also considered in WPT.

To combat HPA’s non-linear effect at the waveform-design level, mainly two lines of methods have been proposed, namely designing signals less susceptible to HPA’s non-linearity and by means of digital pre-distortion (DPD). The former method decreases the input signals’ exposure to HPA’s non-linear region, such as PAPR reduction [33], distortion power minimization [33] and out-of-band leakage power reduction [34]. Indeed, PAPR reduction has been introduced as a transmit waveform constraint in WPT in [11]. However, this class of methods might be less efficient in the system-level design since they either neglect channels and receiver architectures [33], [34] or dismiss HPA’s transfer characteristics [11]. In contrast, DPD pre-distorts the desired input signal according to HPA’s transfer characteristics to linearize the transfer function of the joint pre-distorter-and-HPA structure or, if not achievable, to minimize the non-linear effect of the HPA on system performance [35]. In the latter case, the signal is designed to compensate for HPA’s non-linearity and also to adapt to system characteristics.

Following the above analysis, this article explores designing the predistorted input waveform at the HPA to boost the power harvesting performance in a practical multi-carrier WPT system accounting for both HPA’s and rectenna’s non-linearities. Notice that although the problem has been firstly handled in [1], the method therein is to optimize the transmit signal and hence suffers from a corresponding input signal at the HPA with unlimited bandwidth, whose effect is left uncovered. Also, while the article shows the performance gain by considering HPA’s non-linearity, it lacks insight into how the optimal waveform is affected by HPA’s non-linearity and how it trades off between HPA’s and EH’s non-linearities, which should be a significant feature to inspire any future wireless powered systems. Overall, the contributions of the article are summarized as follows:

1) First, we model a practical WPT system accounting for both transmitter’s and receiver’s non-linearities as in Fig. 1. The transmitter is composed of a non-linear HPA and a band pass filter (BPF) without loss of generality. On this basis, we develop the relationship between the input waveform of HPA $x_{\text{HPA}}(t)$ (namely the input waveform), the waveform after HPA $x_{\text{HPA}}(t)$ and the transmit waveform at the antenna $x_{\text{tr}}(t)$ (namely the transmit waveform). The transmit waveform, $x_{\text{tr}}(t)$, after propagation over the air, is picked up and transferred into DC power by a non-linear rectenna as in [11]. Based on the transmitter’s and rectenna’s model, we formulate an end-to-end waveform optimization problem that maximizes the generated DC power given power constraints both at the HPA’s input (the input power constraint) and at the transmit antennas (the transmit power constraint). This contrasts with all prior works on waveform optimization in [6], [11], [14], [16] that consider non-linearity at the rectenna side only.

2) Second, we formulate and solve a first optimization model where the input waveform shares the same frequencies as those of the transmit waveform (within the transmit pass band), abbreviated as Model I. In the problem formulation, the harvested power (objective function) and the transmit power constraint are expressed as a function of the transmit waveform instead of the input waveform to avoid high complexity, by introducing the transmit waveform as auxiliary variables. The relationship between the input waveform and the transmit waveform is clarified through multiple non-linear equalities. We adopt successive convex programming (SCP) to approximate the objective function first and then use sequential quadratic programming (SQP) to handle the non-linear constraints, abbreviated as SCP-SQP. Model I tackles the problems in [1] (particularly the input waveform with unlimited bandwidth) by realizing an end-to-end optimization where the input waveform is optimized directly.

3) Third, we formulate and solve a second optimization model where the out-of-band frequencies of the transmit frequencies are utilized additionally when designing the input waveform, abbreviated as Model II. The aim is to concentrate the frequencies of the waveform after the nonlinear HPA within the pass band of the BPF in Fig. 1 (or the transmit pass band) to avoid power loss at BPF. This assumption allows the input power constraint to be re-formulated as a function of the transmit waveform, making the whole optimization with respect to the transmit waveform only (instead of both the input and transmit...
waveforms as in Model I). Consequently, this halves the number of variables in Model I and avoids numerous non-linear equality constraints, making the program more stable in large-scale problems. The resulting problem is solved by SCP and the interior-point (IP) method, abbreviated as SCP-IP. Model II corresponds to the conference paper in [1], but is complemented in this article by providing an approximated input signal whose frequency components out of the transmit pass band (or an extended bandwidth dependent on HPA’s non-linearity) are cut off.

4) Fourth, we provide simulation results to verify the performance gain of waveforms that consider both HPA’s and EH’s non-linearities over those that ignore HPA’s non-linearity. We also demonstrate that HPA’s non-linearity, in sharp contrast with EH’s non-linearity, degrades the harvested power in WPT significantly, especially in frequency-flat channels. Simulations also show that operating towards the non-linear regime of HPA exploits its DC power supply more and gives larger harvested power.

Section II concludes that being over time.

\[ \tilde{x}_m(t) = \sum_{n \in \mathbb{N}} \tilde{w}_m^n e^{j2\pi f_n t}, \]

(1)

II. WPT SYSTEM MODEL

In this section, we introduce a practical WPT architecture with a non-linear HPA at the transmitter and a non-linear EH at the receiver. At the transmitter, the generated multi-carrier signal is first amplified and then filtered before being transmitted. The RF signal then propagates through Rayleigh fading channels and is picked up by the EH for the purpose of power harvesting. The functioning of different building blocks will be clarified throughout the article.

We consider a single-user single-input-single-output (SISO) multi-carrier WPT system as depicted in Fig. 1. The non-linear analysis of the transmitter starts from the input of the non-linear HPA at the RF chain. For simplicity, we denote the complex input signal at the HPA as \( \tilde{x}_m(t) \), the complex signal at the output of the HPA as \( \tilde{x}_{\text{HPA}}(t) \), and the complex transmit signal as \( \tilde{x}_t(t) \).

We consider a multi-carrier scenario where \( N \) evenly frequency-spaced sub-carriers are finally transmitted. The frequency of the \( n^{\text{th}} \) (\( n = 0, \ldots, N - 1 \)) transmitted sub-carrier of \( \tilde{x}_t(t) \) is \( f_n = f_0 + (n - 1)\Delta f \) with \( f_0 \) being the lowest sub-carrier frequency and \( \Delta f \) being the frequency spacing.

At the transmitter, the complex input signal at the HPA is:

\[ \tilde{x}_m(t) = \tilde{x}_m(t) e^{j\Delta x m(t)} = \sum_{n \in \mathbb{N}} \tilde{w}_m^n e^{j2\pi f_n t}, \]

(2)

where \( \tilde{x}_m(t) = |\tilde{x}_m(t)| e^{j\Delta x m(t)} \) is the amplitude of \( \tilde{x}_m(t) \) and \( \Delta x m(t) \) is the phase of \( \tilde{x}_m(t) \). \( \tilde{w}_m^n = \tilde{w}_m^n + j\tilde{w}_m^n \) denotes the complex weight of the \( n^{\text{th}} \) sub-carrier of \( \tilde{x}_m(t) \), with \( \tilde{w}_m^n \) and \( \tilde{w}_m^n \) being the corresponding real and imaginary part respectively. \( \kappa^m_n \) is the integer set which indicates the frequency range that \( \tilde{x}_m(t) \) involves.\(^1\)\(^2\)

\(^1\)If \( \kappa^m_n = [0, \ldots, N - 1] \), \( \tilde{x}_m(t) \) will have the same activated frequencies with the transmit signal \( \tilde{x}_t(t) \). In this case, the signal after HPA, \( \tilde{x}_{\text{HPA}}(t) \), will incur out-of-band frequencies (at the multiples of \( \Delta f \) due to the HPA’s non-linearity) which are going to be filtered out by the BPF in Fig. 1. This corresponds to the first model (Model I) in the paper.

\(^2\)Otherwise, if assuming the input signal with unlimited bandwidth, i.e., \( \kappa^m_n = [-f_0/\Delta f + 1, \ldots, \infty] \), the input signal \( \tilde{x}_m(t) \) can be designed to concentrate the frequency components of \( \tilde{x}_{\text{HPA}}(t) \) within the transmit pass band. In this case, the signal after the non-linear HPA can pass the BPF in a lossless way, i.e., \( \tilde{x}_{\text{HPA}}(t) = \tilde{x}_m(t) \). This corresponds to the second model (Model II) in the article.
Similarly, the complex signal at the output of the HPA is:

$$\tilde{\mathbf{x}}_{\text{HPA}}(t) = \sum_{n \in \text{HPA}} \tilde{w}^\text{HPA}_n e^{j2\pi f_n t} = \sum_{n \in \text{HPA}} (\tilde{w}^\text{HPA}_n + j\tilde{\beta}^\text{HPA}_n) e^{j2\pi f_n t},$$

(3)

where $\tilde{w}^\text{HPA}_n = \tilde{w}^\text{HPA}_n + j\tilde{\beta}^\text{HPA}_n$ denotes the complex weight of the $n^{\text{th}}$ sub-carrier of $\tilde{\mathbf{x}}_{\text{HPA}}(t)$, with $\tilde{w}^\text{HPA}_n$ and $\tilde{\beta}^\text{HPA}_n$ being the corresponding real and imaginary part respectively ($\tilde{w}^\text{HPA}_n / \tilde{\beta}^\text{HPA}_n$ for $\forall n$ is a function of $\{\tilde{w}^\text{in}_n, \tilde{\beta}^\text{in}_n\}$, and can be viewed as a simplified form of $\tilde{w}^\text{HPA}_n / \tilde{\beta}^\text{HPA}_n = (\tilde{w}^\text{in}_n, \tilde{\beta}^\text{in}_n)$, whose relationship is characterized later in Section III). $\tilde{\alpha}^\text{HPA}$ represents the frequency set that $\tilde{\mathbf{x}}_{\text{HPA}}(t)$ involves.

The BPF then removes the frequencies out of the transmit passband $[f_0, f_0 + (N - 1)\Delta f]$, which gives the real transmit signal as:

$$\tilde{x}^\text{tr}(t) = \Re \{\tilde{\mathbf{x}}^\text{tr}(t)\} = \Re \left\{\sum_{n=0}^{N-1} \tilde{w}^\text{tr}_n e^{j2\pi f_n t}\right\},$$

(4)

where $\tilde{x}^\text{tr}(t)$ is the complex transmit signal. $\tilde{w}^\text{tr}_n = \tilde{w}^\text{tr}_n + j\tilde{\beta}^\text{tr}_n$ denotes the complex weight of the $n^{\text{th}}$ sub-carrier of $\tilde{x}^\text{tr}(t)$, with $\tilde{w}^\text{tr}_n$ and $\tilde{\beta}^\text{tr}_n$ being the corresponding real and imaginary part respectively ($\tilde{w}^\text{tr}_n / \tilde{\beta}^\text{tr}_n$ for $\forall n$ is a function of $\{\tilde{w}^\text{in}_n, \tilde{\beta}^\text{in}_n\}$, and can be viewed as a simplified form of $\tilde{w}^\text{tr}_n / \tilde{\beta}^\text{tr}_n = (\tilde{w}^\text{in}_n, \tilde{\beta}^\text{in}_n)$).

The transmitted signal $\tilde{x}^\text{tr}(t)$ then propagates through a multi-path channel with $L$ paths. Assume that the signal received from the $l^{\text{th}}$ ($l = 1, \ldots, L$) path is:

$$\tilde{y}_l(t) = \Re \left\{\sum_{n=0}^{N-1} \alpha_l \tilde{w}^\text{tr}_n e^{j(2\pi f_n (t - \tau_l) + \zeta_l)}\right\},$$

(5)

where $\alpha_l$ denotes the amplitude suppression degree at the $l^{\text{th}}$ path and $\tau_l$ denotes the path delay, assuming a narrowband balanced array here. $\zeta_l$ is the phase shift propagating through the $l^{\text{th}}$ path.

Then, the total real received signal is the sum over (5):

$$\tilde{y}(t) = \sum_{l=1}^{L} \tilde{y}_l(t) = \Re \left\{\sum_{n=0}^{N-1} \sum_{l=1}^{L} \alpha_l e^{j2\pi (-f_n \tau_l + \zeta_l)} \tilde{w}^\text{tr}_n e^{j2\pi f_n t}\right\},$$

$$\Delta \Re \left\{\sum_{n=0}^{N-1} \tilde{h}_n \tilde{w}^\text{tr}_n e^{j2\pi f_n t}\right\},$$

(6)

where $\tilde{h}_n = \sum_{l=1}^{L} \alpha_l e^{j2\pi (-f_n \tau_l + \zeta_l, l)}$ denotes the equivalent complex channel that the $n^{\text{th}}$ sub-carrier experiences during transmission.

### III. HPA and Rectenna Analytical Models

This section models the HPA’s and rectenna’s transfer characteristics in WPT. We develop the relationship between the signals at each stage, and finally characterize the harvested power explicitly.

#### A. HPA Model

1) HPA model characterization: The input signal $\tilde{x}^\text{in}(t)$ is amplified and filtered before being transmitted. Generally, a practical HPA will exert non-linear amplitude distortion and phase shift on its input signal. The HPA’s distorted effect on both amplitude and phase are normally characterized by functions with respect to the amplitude of the input signal. Mathematically, the transfer characteristic of a practical HPA can be interpreted by:

$$f_{\text{HPA}}(\tilde{x}) = A(x)e^{j\Phi(x)},$$

(7)

where $\tilde{x} = x e^{j\angle \tilde{x}}$ with $x$ being the amplitude of $\tilde{x}$ and $\angle \tilde{x}$ being the phase of $\tilde{x}$. Function $A(x)$ represents the amplitude distortion of the HPA, and function $\phi(x)$ characterizes the phase shift of the HPA.

In this article, we focus on a classic solid-state-power amplifier (SSPA) modelled in [36]:

$$A(x) = \frac{G_x}{\left[1 + \left(\frac{G_x}{A_s}\right)^{2\beta}\right]^{\frac{1}{2\beta}},}$$

(8)

$$\phi(x) = 0,$$

(9)

where $G$ is the small-signal amplifier gain of SSPA, $A_s$ is the saturation voltage of SSPA, and $\beta$ (positive) is the smoothing parameter of SSPA. (9) indicates that the SSPA does not have phase shift. Features of SSPA are clarified in Fig. 2, where the small signal input is offered an amplifier gain of $G = 2$ approximately while the large signal input is shown to be suppressed below the saturation voltage of SSPA ($A_s$). The larger the smoothing parameter $\beta$, the higher the linearity SSPA exhibits below its saturation voltage.

Combing (2) and (7), the complex signal at the output of the HPA (SSPA) becomes:

$$\tilde{x}_{\text{HPA}}(t) = f_{\text{HPA}}(\tilde{x}^\text{in}(t)) = \frac{G\tilde{x}^\text{in}(t)}{\left[1 + \left(\frac{G\tilde{x}^\text{in}(t)}{A_s}\right)^{2\beta}\right]^{\frac{1}{2\beta}}},$$

(10)

2) HPA non-linearity and efficiency measurement: This section introduces several important metrics to characterize HPA’s operating status so that in the future analysis, we can build a relationship between the severity of HPA’s non-linearity and the power harvesting performance as well as the trend of the optimal
waveform’s. Firstly, to show how HPA’s non-linearity affects WPT’s waveform preference, it would be beneficial to evaluate HPA’s non-linearity numerically. An effective measurement is the output backoff (OBO) at HPA’s operating point, which is defined as the ratio of HPA’s saturation power \( P_{s,\text{HPA}} \) to HPA’s output signal power \( P_{\text{out,HPA}} \):

\[
OBO \triangleq \frac{P_{\text{out,HPA}}}{P_{s,\text{HPA}}} = \frac{A^2_s}{E\{x^{\text{HPA}}(t)\}^2},
\]

(11)

where \( x^{\text{HPA}}(t) = |\tilde{x}^{\text{HPA}}(t)| \) is the amplitude of the signal after HPA. Smaller OBO indicates more severe HPA’s non-linearity.

Besides the severity of non-linearity, power efficiency (PE) is also an important metric to evaluate HPA’s performance, defined as the ratio of HPA’s output signal power \( P_{\text{out,HPA}} \) to HPA’s DC power supply \( P_{\text{DC,HPA}} \). Here, we use a generalized PE approximation for all Class B HPAs (feature high PE) in [37]:

\[
\text{PE} \triangleq \frac{P_{\text{out,HPA}}}{P_{\text{DC,HPA}}} = \frac{\pi}{4} \frac{E\{x^{\text{HPA}}(t)\}}{A_s E\{x^{\text{HPA}}(t)\}}.
\]

(12)

From (12), the PE of HPA describes the efficiency of using HPA’s DC power supply. Usually, higher input signal power drives more efficient use of HPA’s DC power supply and produces higher output signal power, until HPA’s saturation voltage is reached where the produced output power saturates.

One limitation of the PE metric in (12) is that it does not account for the power source from the input signal. When HPA approaches its saturation region, the output power is comparable to or even less than the input power of HPA, while the PE in (12) keeps increasing. In this context, a more effective metric of HPA efficiency is the added PE (APE), where the power of the input signal is also taken into consideration. APE is defined as the ratio of the produced signal power (the difference between HPA’s output power and HPA’s input power \( P_{\text{in,HPA}} \)) to HPA’s DC power supply:

\[
\text{APE} \triangleq \frac{P_{\text{APE}}}{P_{\text{DC,HPA}}} = \frac{\pi}{4} \frac{E\{x^{\text{HPA}}(t) - \tilde{x}^{\text{in}}(t)^2\}}{A_s E\{x^{\text{HPA}}(t)\}}.
\]

(13)

APE gives us an insight into HPA’s PE considering all its power sources, including the input signal power and the DC power supply. In contrast with the PE metric in (12) which prefers high input power, the APE in (13) might decrease or even become negative when the input signal power increases to HPA’s highly non-linear operation regime, where the produced output power saturates regardless of the input signal power. In this condition, increasing the input signal power is not beneficial in terms of the whole system’s overall PTE, and APE would then become an important measurement metric. The PE and APE metrics are introduced to give an insight into where the performance gain of the proposed waveforms comes from when analyzing the simulations in Section V.

3) Analytical insights into HPA and BPF outputs: In this section, we assume that the input waveform of HPA has the same activated frequencies as those of the transmit waveform, from \( f_0 \) to \( f_{N-1} \) with frequency spacing \( \Delta f \). In this case, due to HPA’s non-linearity, \( \tilde{x}^{\text{HPA}}(t) \) incurs distorted weights across the in-band frequencies and intermodulation leakage across the out-of-band frequencies at the multiples of \( \Delta f \). For the convenience of the following optimization formulation, we need to explicitly build the relationship between HPA’s input waveform \( \tilde{x}^{\text{in}}(t) \), HPA’s output waveform \( \tilde{x}^{\text{HPA}}(t) \) and the transmit waveform \( \tilde{x}^{\text{in}}(t) \).

Towards this, our main idea is to sample \( \tilde{x}^{\text{HPA}}(t) \) in (10) and then conduct FT. Starting from (10), we have:

\[
\tilde{x}^{\text{HPA}}(t) = f_{\text{HPA}}(\tilde{x}^{\text{in}}(t) e^{j2\pi f_0 t}) = \frac{G \tilde{x}^{\text{in}}(t)}{\left[1 + \left(\frac{G \tilde{x}^{\text{in}}(t)}{A_s}\right)^{2\beta}\right]^\frac{1}{\beta}} e^{j2\pi f_0 t}.
\]

(14)

where \( \tilde{x}^{\text{in}}(t) e^{-j2\pi f_0 t} \) is the baseband signal of \( \tilde{x}^{\text{in}}(t) \). (14) indicates that the spectrum of \( \tilde{x}^{\text{HPA}}(t) \) is the convolution between the spectrum of the baseband function \( A(x^{\text{in}}_B(t)) \) and the spectrum of \( \tilde{x}^{\text{in}}(t) \). The latter part is easily represented by \( \{\tilde{x}^{\text{in}}(t)\} \) from (2).

Remark 1: We avoid sampling directly on \( A(x^{\text{in}}(t)) \) since a large number of samples would be required to achieve our desired frequency resolution \( \Delta_f \) given its carrier frequency \( f_0 \), following the Nyquist sampling theorem. This will result in higher complexity or numerous equality constraints in the following optimization problem. On the other hand, sampling the baseband signal \( A(x^{\text{in}}_B(t)) \) is more practical.

To sample \( A(x^{\text{in}}_B(t)) \), we approximate its major frequency components are limited within \([0, f_{\text{MAX}}^B]\) with \( f_{\text{MAX}}^B = \kappa' \Delta_f \). \( \kappa' \) is the non-linear extending coefficient larger than 1. Then, based on the Nyquist sampling theorem, we set the sampling frequency at 2\( \kappa' \Delta_f \). Further, to guarantee the frequency resolution of \( \Delta_f \), we take 2\( \kappa' \) samples, corresponding to a sampling interval of \( t_s = T/2\kappa' \) for a period of \( T = 1/\Delta_f \). Denote the 2\( \kappa' \)-sampled list of \( A(x^{\text{in}}_B(t)) \) by \( \{A[k]\} \) for \( k = 0, \ldots, 2\kappa' - 1 \). From (14), we have:

\[
\{\tilde{x}^{\text{in}}_n\} = F \{\tilde{x}^{\text{HPA}}(t)\} \big|_{f = n\Delta_f + f_0} = F \{A(x^{\text{in}}_B(t)) \tilde{x}^{\text{in}}(t)\} \big|_{f = n\Delta_f + f_0} = \frac{1}{2\kappa' N} \text{DFT} \{A[k]\} \oplus_{2\kappa' \mathbb{N}} \{\tilde{x}^{\text{in}}_n\},
\]

(15)

with

\[
A[k] = \frac{G}{[1 + (G x^{\text{in}}_B(t) / A_s)^{2\beta}]^{\frac{1}{\beta}}},
\]

(16)

where \( A[k] = A(x^{\text{in}}_B(t_k)) \) with \( t_k = kt_s, n = 0, \ldots, 2\kappa' - 1 \) for \( \{\tilde{x}^{\text{in}}_n\} \).

From (15), we get the real part of \( \tilde{x}^{\text{in}}_n \) as:

\[
\tilde{x}^{\text{in}}_n = \frac{1}{2\kappa' N} \Re \left\{ \sum_{n_1 = 0}^{N-1} \sum_{k=0}^{2\kappa'-1} A[k] e^{-j2\pi k(n-n_1) \Delta f / 2\kappa' \mathbb{N}} \right\} = \frac{1}{2\kappa' N} \sum_{n_1 = 0}^{N-1} \sum_{k=0}^{2\kappa'-1} A[k] \cos \left( \frac{2\pi k(n-n_1) \Delta f}{2\kappa' \mathbb{N}} \right).
\]
whose equivalent circuit is depicted and transmit power otherwise.

\[ I_{\text{out}} = E \{ \tilde{i}(t) \} = \sum_{i=0}^{4} k_i R_{\text{ant}}^i E \{ \tilde{y}(t) \} \]

where the second equation comes from [11]. To maximize the generated power at the load R is equivalent to maximize the current at the load R, i.e., \( I_{\text{out}} \), which, from [11], is in proportion to the scaling term (as a function of the transmit waveform \( \{ \tilde{w}_n \} \), \( \{ \tilde{w}_n^\mu \} \)):

\[ z_{\text{DC}} \left( \{ \tilde{w}_n \} \right) \triangleq k_2 R_{\text{ant}} \sum_{n=0}^{N-1} |\tilde{w}_n^\mu|^2 + k_1 R_{\text{ant}}^2 E \{ \tilde{y}(t)^4 \} \]

\[ = \frac{k_2 R_{\text{ant}}}{2} \sum_{n=0}^{N-1} |\tilde{w}_n^\mu|^2 + \frac{3k_1 R_{\text{ant}}^2}{8} \sum_{n_0+n_1+n_2+n_3=0}^{N-1} \tilde{h}_{n_0} \tilde{w}_{n_0}^\mu \tilde{h}_{n_1} \tilde{w}_{n_1}^\mu \tilde{h}_{n_2} \tilde{w}_{n_2}^\mu \tilde{h}_{n_3} \tilde{w}_{n_3}^\mu \]

with \( k_2 = 0.0034 \) and \( k_1 = 0.3829 \). (20a) only reserves the second and the fourth order terms of the Taylor approximation, which have been able to capture the non-linear properties of the rectenna.

Based on the scaling term \( z_{\text{DC}} \), the scaling term of the end-to-end PTE of the system is defined as:

\[ \text{PTE} \triangleq \frac{z_{\text{DC}}^2}{P_{\text{m,HPA}} + P_{\text{DC,HPA}}} \]

where \( P_{\text{m,HPA}} + P_{\text{DC,HPA}} \) refers to all the power supply at the transmitter.

IV. Optimization Solutions

In this section, we first formulate a generalized optimization problem with respect to the input waveform of HPA to maximize the harvested power, subject to the input and transmit power constraints. Then, for tractability, we specify and solve the generalized optimization model based on two different assumptions on the frequencies of the input waveform at HPA:

1) Model I: the input waveform at HPA has the same multi-carrier frequencies as the transmit waveform within the transmit pass band.

2) If only retaining the second order Taylor expansion term, the generated power at the load R would be a linear function of the received RF signals, in which case the preferred waveform for the EH shifts from multi-carrier transmission to single-carrier transmission [11]. Considering HPA's preference for low-PAPR waveforms, there would be no trade-off on waveform design between the linear EH and the non-linear HPA, and the optimal waveform becomes single-carrier transmission regardless of HPA’s non-linearity.

3We use \( z_{\text{DC}} \) to represent the harvested power in the article because it is directly in proportion to the generated DC current at the load and thus in proportion to the harvested power. Similarly, the PTE defined in (21) is in proportion to the real end-to-end PTE and will represent the end-to-end PTE in the article. The end-to-end PTE is put forward to highlight an appropriate operating region of the WPT system, where both a satisfying harvested energy and an efficient power transfer efficiency are achieved.

4The input power constraint at HPA avoids poor amplifier PE which occurs when the power of HPA’s input signal gets close to or exceeds HPA's saturation power.

5The transmit power constraint at antennas limits the RF exposure to human beings over propagation.
2) Model II: the input waveform at HPA uses the frequencies out of the transmit pass band to adaptively design the input waveform that can pass the BPF after HPA in a lossless way.

A. Problem Formulation

We first formulate a general form of the optimization problem to maximize the harvested power in WPT:

\[
\begin{align*}
\max_{\{m_n\}, \{\hat{w}_n\}} & \quad \bar{z}_{\text{DC}}(\{m_n\}, \{\hat{w}_n\}), \\
\text{s.t.} & \quad \frac{1}{2} \sum_{n \in \mathcal{N}} |m_n|^2 + |\hat{w}_n|^2 \leq P_{\text{in}}^\text{max}, \\
& \quad \frac{1}{2} \sum_{n=0}^{N-1} |m_n|^2 + |\hat{w}_n|^2 \leq P_{\text{tr}}^\text{max}
\end{align*}
\]

(22a)

(22b)

(22c)

where \(P_{\text{in}}^\text{max}\) and \(P_{\text{tr}}^\text{max}\) are the input power constraint and the transmit power constraint respectively.

The main difficulty of solving problem (22) is that, the scaling term \(\bar{z}_{\text{DC}}\), as a non-linear function of \(\{m_n\}, \{\hat{w}_n\}\) in (22b), involves extremely high-complexity if written as a function of \(\{m_n\}, \{\hat{w}_n\}\) by adopting the waveform relationship modelled in section III-A2. The same issue occurs for the transmit power constraint in (22c). Hence, two possible solutions we propose in the following are: 1) similarly to slack variables, we introduce \(\{\hat{m}_n\}, \{\hat{\hat{w}}_n\}\) as auxiliary variables, to avoid expressing the objective function (also the transmit power constraint) as a function of the input waveform, with the non-linear relationship between \(\{m_n\}, \{\hat{w}_n\}\) and \(\{\hat{m}_n\}, \{\hat{\hat{w}}_n\}\) represented by the non-linear equalities (Model I); 2) we represent the input power constraint in (22b) as a function of the transmit waveform \(\{m_n\}, \{\hat{w}_n\}\), and make problem (22) a function of \(\{\hat{m}_n\}, \{\hat{\hat{w}}_n\}\) instead (Model II). To achieve this, we assume that the frequencies of HPA’s output, \(x_{\text{H}}(t)\), are concentrated within the pass band of BPF, which makes BPF lossless and avoids characterizing the inverse function of the BPF. Consequently, we can write the input power constraint with respect to \(\{\hat{m}_n\}, \{\hat{\hat{w}}_n\}\) explicitly. Correspondingly, to concentrate the frequencies of \(x_{\text{H}}(t)\) within BPF’s pass band after the non-linear HPA, the corresponding HPA’s input, \(x_{\text{H}}(t)\), will have out-of band frequencies. Details are given as follows.

B. Model I: Input Waveform with the Same Frequencies as the Transmit Waveform

As it has been mentioned, Model I solves the optimization problem where the input waveform at HPA assumes to have the same frequencies as the transmit waveform. In this context, for tractability, we collect both the input waveform of HPA \(\{m_n\}, \{\hat{w}_n\}\) and the transmit waveform \(\{\hat{m}_n\}, \{\hat{\hat{w}}_n\}\) into optimization variables so that the objective function and the transmit power constraint are in a much simpler form. The relationship between the transmit waveform and the input waveform is derived in (17) and (18). Intuitively, the auxiliary variables \(\{\hat{m}_n\}, \{\hat{\hat{w}}_n\}\) enable us to handle the original high complexity in (22a) and (22c) separately. The corresponding optimization problem is written as:

\[
\begin{align*}
\max_{\{\hat{m}_n\}, \{\hat{\hat{w}}_n\}} & \quad \bar{z}_{\text{DC}}(\{\hat{m}_n\}, \{\hat{\hat{w}}_n\}), \\
\text{s.t.} & \quad \frac{1}{2} \sum_{n=0}^{N-1} |\hat{m}_n|^2 + \hat{\hat{w}}_n^2 \leq P_{\text{in}}^\text{max}, \\
& \quad \frac{1}{2} \sum_{n=0}^{N-1} |\hat{m}_n|^2 + \hat{\hat{w}}_n^2 \leq P_{\text{tr}}^\text{max}
\end{align*}
\]

(23a)

(23b)

(23c)

where the constraints in (23b) and (23c) feature high non-linearity.

Problem (23) maximizes a convex objective (Appendix A), which can be efficiently solved by SCP. In SCP, the objective term is linearly approximated by its first-order Taylor expansion at a fixed operating point, forming a new tractable optimization problem whose optimal solution is used as a new operating point of the next iteration. The procedure is repeated until two successive solutions are close enough and can be viewed as the solution of problem (23). Assume \(\{\hat{m}_n(l-1)\}, \{\hat{\hat{w}}_n(l-1)\}, \{\hat{m}_n(l-1)\}, \{\hat{\hat{w}}_n(l-1)\}\) are the values of the operating point at the beginning of the \(l\)th iteration. Then, \(\bar{z}_{\text{DC}}(\{\hat{m}_n\}, \{\hat{\hat{w}}_n\})\) at the \(l\)th iteration is linearly approximated as:

\[
\bar{z}_{\text{DC}}^{(l)}(\{\hat{m}_n\}, \{\hat{\hat{w}}_n\}) = \sum_{n=0}^{N-1} \bar{z}_{\text{DC}}^{(l)} m_n + \bar{z}_{\text{DC}}^{(l)} \hat{w}_n,
\]

(24)

where \(\{\hat{m}_n^{(l)}\}, \{\hat{\hat{w}}_n^{(l)}\}\) are the first-order Taylor coefficients at the \(l\)th iteration, shown in (25) and (26) below.

Correspondingly, problem (23) can be transformed into:

\[
\begin{align*}
\max_{\{\hat{m}_n\}, \{\hat{\hat{w}}_n\}} & \quad \bar{z}_{\text{DC}}^{(l)}(\{\hat{m}_n\}, \{\hat{\hat{w}}_n\}), \\
\text{s.t.} & \quad g_i^{(l)}(\{\hat{m}_n^{(l)}\}, \{\hat{\hat{w}}_n^{(l)}\}) \leq 0, \quad i = \{1, 2\}, \\
& \quad g_i^{(l)}(\{\hat{m}_n^{(l)}\}, \{\hat{\hat{w}}_n^{(l)}\}) = 0, \quad i = \{1, \ldots, 2N\}
\end{align*}
\]

(27a)

(27b)

(27c)

where \(g_i^{(l)}(\{\hat{m}_n^{(l)}\}, \{\hat{\hat{w}}_n^{(l)}\})\) refers to the inequality constraint in (23b) and (23c) respectively. \(g_i^{(l)}(\{\hat{m}_n^{(l)}\}, \{\hat{\hat{w}}_n^{(l)}\})\) refers to all the equality constraints in (23d) and (23e).

Problem (27) can be solved by SQP in a highly efficient way. SQP is extended from solving the KKT conditions of an arbitrary non-linear program by using the Newton-Raphson (NR) method (named by KKT-NR [38]). To summarize, in KKT-NR, the NR method is used to solve the KKT functions iteratively with a closed-form solution over each iteration, and shows a fast-convergence property. In this context, SQP constructs a linearly constrained quadratic problem (LCQP) which has the same solution and which approximates the original program at the initial point at each iteration. In this way, SQP achieves the convergence property of the KKT-NR’s method. Hence in
SQP, the original non-linear programming is solved by iterative approximations, where in each iteration, only a low-complex LCQP problem needs to be solved. Specifically, in each iteration, we get the direction of the optimized variables from the sub-program:

$$\max_{\Delta w} \nabla^T \nabla w^{T} \nabla H^{i}(\Delta w_{k}) + \frac{1}{2} \Delta w^{T} H^{i}(\Delta w_{k}) \Delta w$$

s.t. $$\nabla^T g^{i} (\Delta w_{k}) + g^{i} (\Delta w_{k}) \leq 0, i = \{1, 2\}$$

where $$w = [w_{n}^{in}, \ldots, w_{N}^{in}]^T$$ and $$\nabla w^{in} = [\nabla w_{n}^{in}, \ldots, \nabla w_{N-1}^{in}]^T$$. $H^{i}(\Delta w_{k})$ is the Hermitian matrix of the Lagrangian function in problem (27) at the initialized point $w_{k}$:

$$H^{i}(\Delta w_{k}) = \frac{\partial^2 L^{i}(w)}{\partial w_{j1} \partial w_{j2}},$$

$$L^{i}(w) = \frac{\nabla^{T} L^{i}(w)}{\partial w},$$

where $u_{i}^{k} (i = [1 \ldots 2N])$ and $v_{i}^{k} (i = [1 \ldots 2])$ are the initialization of the Lagrangian multipliers at each iteration, which are obtained from the Lagrangian multipliers of the LCQP sub-program in the previous iteration.

Problem (28) is an easily handled LCQP problem. When $\Delta w$ converges to 0, the sub-program in (28) converges to the original program as is easily seen [39].

Since SQP derives from the NR method to solve KKT conditions, it also preserves the features of the KKT-NR method, i.e., it is not a feasible-point (points that satisfy the constraints) method which means that the results from its sub-programs in (28) might not satisfy all the constraints in the original program. This is beneficial in the sense that the initialized point can be picked more randomly. However, it also gives probability that one of the sub-program gives a solution far from being feasible and requires more iterations to come back (In this condition, terminating the iteration in advance might result in worse performance). This drawback makes the results susceptible to the initializations and the functions’ derivative features, especially in large-scale problems or in problems with numerous constraints. Hence, when solving problem (23), we introduce auxiliary variables and handle the corresponding objective function iteratively by SCP. In this way, we construct simpler sub-programs to be solved by SCP and get more sophisticated initialization points in each iteration. The structure is named by SCP-SQP as in Algorithm 1.

**Remark 2:** The solution in Model I can also be applied to other HPA models or to more sophisticated architectures in WPT, such as when considering clipping DACs at the transmitter. First, using DFT and sampling to develop the relationship between waveforms at different stages is easy to be extended to other

```
Algorithm 1: SCP-SQP.

Input: $((\bar{w}_{n}^{in}), \{\tilde{g}_{n}^{i}\}, \{\tilde{g}_{n}^{0}\})^{(0)}, \epsilon_{0} > 0, i \leftarrow 1;
Output: $((\bar{w}_{n}^{in}), \{\tilde{g}_{n}^{i}\}, \{\tilde{g}_{n}^{0}\})^{(0)};
Repeat:
1: Compute $((\bar{w}_{n}^{in}), \{\tilde{g}_{n}^{i}\})$ using (25) and (26) at the operating point $((\bar{w}_{n}^{in}), \{\tilde{g}_{n}^{i}\})^{(l-1)}$;
2: Compute $((\bar{w}_{n}^{in}), \{\tilde{g}_{n}^{i}\}, \{\tilde{g}_{n}^{0}\})$ in problem (27) using SCP in Algorithm 2;
3: Update $((\bar{w}_{n}^{in}), \{\tilde{g}_{n}^{i}\}, \{\tilde{g}_{n}^{0}\})$ as the current solution;
4: Quit if $|\triangle w| ((\bar{w}_{n}^{in}), \{\tilde{g}_{n}^{i}\}, \{\tilde{g}_{n}^{0}\})^{(l)} | < \epsilon_{0};$
5: $i \leftarrow i + 1;
```

```
Algorithm 2: SCP.

Input: $k = 0, w^{(k)} \leftarrow w^{(k-1)}, \{u_{n}^{k}\}, \{v_{n}^{k}\}, \epsilon_{S} > 0, \alpha;
Output: $w^{(k)};
Repeat:
1: Compute $H^{i}(w^{(k)})$, $\nabla g^{i}(w^{(k)}), g^{i}(w^{(k)}), \nabla g^{i}(w^{(k)})$, and $g^{i}(w^{(k)})$;
2: Compute $\Delta w_1$ and $\Delta w_{2}$ by solving the LCQP in (28);
3: $w^{(k+1)} \leftarrow w^{(k)} + \Delta w_{1}$;
4: Quit if $\|\Delta w\| < \epsilon_{S}, w^{(k)} \leftarrow w^{(k+1)};
5: $k \leftarrow k + 1;
```

\[
\bar{\pi}^{(l)} = k_{2} R_{\text{ant}} \bar{w}_{n}^{tr,(l-1)} \bar{n}_{1}^{2} + 3 / 8 k_{4} R_{\text{ant}} \left[ 4 m_{n}^{tr,(l-1)} | \bar{u}_{n}^{tr,(l-1)} |^{2} | \bar{n}_{1}^{2} + \sum_{n_{1}} 8 m_{n}^{tr,(l-1)} | \bar{u}_{n_{1}}^{tr,(l-1)} |^{2} | \bar{n}_{1}^{2} \right]
\]

\[
+ \sum_{n_{2} = n_{2} \neq 2n_{2}} 4 \bar{R}_{n_{2}} \left[ 4 m_{n}^{tr,(l-1)} | \bar{u}_{n_{2}}^{tr,(l-1)} |^{2} \bar{n}_{1}^{2} \bar{n}_{2}^{2} + \bar{n}_{3}^{2} \right]
\]

\[
\bar{\alpha}^{(l)} = k_{2} R_{\text{ant}} \bar{w}_{n}^{tr,(l-1)} \bar{n}_{1}^{2} + 3 / 8 k_{4} R_{\text{ant}} \left[ 4 m_{n}^{tr,(l-1)} | \bar{u}_{n}^{tr,(l-1)} |^{2} | \bar{n}_{1}^{2} + \sum_{n_{1}} 8 m_{n}^{tr,(l-1)} | \bar{u}_{n_{1}}^{tr,(l-1)} |^{2} | \bar{n}_{1}^{2} \right]
\]

\[
- \sum_{n_{2} = n_{2} \neq 2n_{2}} 4 \bar{R}_{n_{2}} \left[ 4 m_{n}^{tr,(l-1)} | \bar{u}_{n_{2}}^{tr,(l-1)} |^{2} \bar{n}_{1}^{2} \bar{n}_{2}^{2} + \bar{n}_{3}^{2} \right]
\]
architectures. Second, the proposed SCP-SQP algorithm is also robust to solving various non-linear programs and can be extended to multi-input multi-output or multi-user scenarios.

C. Model II: Input Waveform Utilizing Out-of-Band Frequencies

We now take advantage of the out-of-band frequencies at HPA’s input so that after HPA, the signal $x_{\text{HPA}}(t)$ can pass the BPF in a lossless way. Another benefit of this model is that under a lossless BPF scenario, the input power can be written as a function of the transmit waveform, the same as the objective function and the transmit power constraint. Hence, compared with Model I, Model II formulates the optimization problem with respect to the transmit waveform only, which releases the numerous non-linear equality constraints between the input waveform and the transmit waveform. Specifically, we form the optimization problem as:

$$\max_{\{\hat{w}_n\}, \{\tilde{w}_n\}} \ z_{\text{DC}}(\{\hat{w}_n\}, \{\tilde{w}_n\}) = \frac{1}{2T} \int_T x^2(t) - A_s^2 \ dt \leq P_{\text{in}}^\text{max},$$

$$\text{s.t.} \quad \frac{1}{2} \sum_{n=0}^{N-1} \tilde{w}_n^2 + \hat{w}_n^2 \leq P_{\text{w}}^\text{max},$$

where the constraint in (31b) is shown to be the input power constraint in Appendix B. (31b) can be proved convex in Appendix C.

Problem (31) maximizes a convex objective function, which can be solved by SCP. Similarly to the SCP-SQP method, at the $l$th iteration, problem (31) is approximated as:

$$\max_{\{\hat{w}_n\}, \{\tilde{w}_n\}} \ z_{\text{DC}}^{(l)}(\{\hat{w}_n\}, \{\tilde{w}_n\}) = \frac{1}{2T} \int_T x^2(t) - A_s^2 \ dt \leq P_{\text{in}}^\text{max},$$

$$\text{s.t.} \quad \frac{1}{2} \sum_{n=0}^{N-1} \tilde{w}_n^2 + \hat{w}_n^2 \leq P_{\text{w}}^\text{max},$$

Problem (32) is a convex problem with a linear objective function and two non-linear convex inequality constraints. However, problem (32) involves a highly non-linear inequality constraint in (31c), which can be efficiently solved by the IP method. The IP method uses the Barrier’s method to bring the inequality constraints into the objective function equivalently and then solves the resultant program by using Gradient Descend (GD) method.

Specifically, the non-linear constraints in (32b), according to the Barrier’s method, are omitted by reformulating problem (32) into:

$$\min_{\{\hat{w}_n\}, \{\tilde{w}_n\}} \ z_{\text{DC}}^{(l)}(\{\hat{w}_n\}, \{\tilde{w}_n\}) + \frac{2}{\mu} \sum_{i=1}^2 I_i(\{\hat{w}_n\}), \{\tilde{w}_n\})),$$

where

$$I_(x) = \begin{cases} 0, & x \leq 0, \\ \infty, & x > 0, \end{cases}$$

Algorithm 3: SCP-IP.

Input: $\{\{\hat{w}_n\}, \{\tilde{w}_n\}\}^{(l)}$, $\epsilon_0 > 0$, $l < 1$;
Output: $\{\{\hat{w}_n\}, \{\tilde{w}_n\}\}^{(l)}$;
Repeat:  
1: Compute $\{\{\hat{w}_n\}, \{\tilde{w}_n\}\}^{(l)}$ using (25) and (26) at the operating point $\{\{\hat{w}_n\}, \{\tilde{w}_n\}\}^{(l-1)}$ using Taylor expansion;
2: Compute $\{\{\hat{w}_n\}, \{\tilde{w}_n\}\}^{(l)}$ using Algorithm 4;
3: Update $\{\{\hat{w}_n\}, \{\tilde{w}_n\}\}^{(l)}$ with $\{\{\hat{w}_n\}, \{\tilde{w}_n\}\}^{(l-1)}$;
4: Quit if $|z_{\text{DC}}(\{\hat{w}_n\}, \{\tilde{w}_n\})^{(l)} - z_{\text{DC}}(\{\hat{w}_n\}, \{\tilde{w}_n\})^{(l-1)}| < \epsilon_0$;
5: $l \leftarrow l + 1$;

Algorithm 4: IP.

Input: $\{\{\hat{w}_n\}, \{\tilde{w}_n\}\}^{(l)}$;
Output: $\{\{\hat{w}_n\}, \{\tilde{w}_n\}\}^{(l)}$;
Repeat:  
1: Compute $\{\{\hat{w}_n\}, \{\tilde{w}_n\}\}$ by minimizing problem (38) using Newton’s Method with initialized point $\{\{\hat{w}_n\}, \{\tilde{w}_n\}\}^{(l)}$;
2: Update $\{\{\hat{w}_n\}, \{\tilde{w}_n\}\}$ using $\{\{\hat{w}_n\}, \{\tilde{w}_n\}\}$;
3: Quit if $2/l < \epsilon_B$;
4: $l \leftarrow l + 1$;

Further, to make problem (33) differentiable, $I_-(x)$ is approximated as:

$$\hat{I}_-(x) = \frac{1}{2} \int_T x^2(t) - A_s^2 \ dt / 2T^2 - P_{\text{in}}^\text{max},$$

$$\hat{I}_+(x) = \frac{1}{2} \sum_{n=0}^{N-1} \tilde{w}_n^2 + \hat{w}_n^2 - P_{\text{w}}^\text{max},$$

where $t$ is a parameter that sets the accuracy of the approximation. The larger the $t$, the closer the $\hat{I}_- (x)$ to $I_-(x)$.

Consequently, for a specific $t$, the optimization problem (33) becomes:

$$\min_{\{\hat{w}_n\}, \{\tilde{w}_n\}} \ z_{\text{DC}}^{(l)}(\{\hat{w}_n\}, \{\tilde{w}_n\}) - \frac{2}{\mu} \sum_{i=1}^2 I_i(\{\hat{w}_n\}, \{\tilde{w}_n\}^{(l)}),$$

which can be solved by GD methods such as Newton’s Method. The whole algorithm, named as SCP-IP, is summarized in Algorithm 3.

Remark 3: One concern with Model II is that the correspondient input signal incurs unlimited bandwidth (equivalent to the output signal of a non-linear inverse HPA feeding the transmit waveform) and might be impractical from the implementation aspect. However, if the out-of-band frequency components of the input signal decay rapidly, the desired input signal can be approximated by cutting off those insignificant frequency components.

Remark 4: From the mechanisms of SCP-SQP and SCP-IP, we can deduce the pros and cons of these two algorithms. For SCP-SQP, one of its limitations comes from the rapidly...
increasing number of variables and non-linear constraints given large $N$. Due to its origination from the KKT-NR method, this algorithm might be sensitive to bad performance, especially with large-scale problems (numerous constraints are involved), and will rely on the initialisation point heavily. In contrast, the SCP-IP strategy is only constrained by two inequalities and formulates a convex sub-program in each iteration, which provides more robustness. However, its integral non-linear constraint makes the sub-program more time-consuming on the other hand. Unfortunately, it is hard to mathematically evaluate the complexity of the algorithms, especially for the SCP-IP in Model II where an integral inequality constraint is involved. However, numerous simulations show a polynomial time-complexity with the increase in the number of variables, as well as a linear rate of convergence for the SCP for both algorithms. As expected, the SCP-IP from Model II requires a longer time due to its non-linear inequality constraint but shows a tendency to be more efficient given a large number of variables.\textsuperscript{8,9}

V. SIMULATIONS

The power harvesting and the end-to-end PTE performance of the proposed waveforms are evaluated under a Wi-Fi-like scenario with $f_0 = 5.18$ GHz and bandwidth $B = 10$ MHz unless specified. We set a 38 dBm transmit power, a 2 dBi receive antenna gain and a 58 dB path loss. For the simulation baseline of SSPA, set the smoothing parameter to $\beta = 4$, the saturation voltage to $A_s = 10$ dBV and the small-signal gain to $G = 1$ without loss of generality.

A. Frequency-flat channels

We start from frequency-flat channels to evaluate the power harvesting and the end-to-end PTE performance of WPT and to uncover the waveform tendency considering both HPA’s and EH’s non-linearities. The frequency-flat scenario is defined as $h_n = 1$ for $\forall n$.

Fig. 4 plots $z_{DC}$ (top) and the end-to-end PTE (bottom) in a frequency-flat WPT system as a function of the input/transmit power constraint ($P_{\text{in}}^{\max} = P_{\text{tr}}^{\max}$) using different input waveforms at the HPA, where $z_{DC}$ of an ideal amplifier is used (the magenta line) as a benchmark. Fig. 4 (top) demonstrates that HPA’s non-linearity significantly reduces the harvested power in WPT, especially when the transmit power increases to a level comparable with HPA’s saturation power. On the other hand, the harvested power (Fig. 4, top) verifies the performance gain of the two end-to-end optimized waveforms (Model I, red, and Model II, black) over the optimal transmit waveform in [11] (the blue line) as the input of the non-linear HPA. Nevertheless, the transmit waveform with PAPR constraints (green) can compensate for HPA’s non-linearity to a certain degree. As a response to Remark 3, the performance and analysis of an approximated input signal of Model II is given in Appendix D.

To gain a deeper insight into HPA’s non-linear effect on the power harvesting performance and the waveform tendency, Fig. 4 (bottom) plots the end-to-end PTE defined in (21). Fig. 5 evaluates HPA’s operating points (severity of non-linearity and PE) by characterizing its OBO, PE, and APE that correspond to the simulation points in Fig. 4. Fig. 6 then plots three examples of the optimal input waveforms from Model I and Model II,
respectively with HPA working in its linear, non-linear and saturation regime. Details are as follows.

In the small-signal region ($P_{tr}^{max} < -3\text{ dBW}, \text{OBO} > 10\text{ dB})$, the HPA works in the linear regime and can be regarded as ideal, i.e. negligible power loss or out-of-band frequency leakage. In this case, the waveforms obtained from Model I and Model II in Fig. 6 (top) overlap, both giving the maximal harvested power the same as that from the optimal transmit waveform with ideal HPA. However, in this region, the PE of HPA is low (< 40%) as shown in Fig. 5 (middle). Increasing the input power exploits the HPA's DC power supply better, and hence gives larger PE (Fig. 5, middle), APE (Fig. 5, bottom) and also the end-to-end PTE in WPT (Fig. 4, bottom).

However, when the transmit power increases to over $-3\text{ dBW}$ (OBO < 10 dB), the HPA's non-linear effect becomes non-negligible. In this non-linear region ($-3\text{ dBW} \leq P_{tr}^{max} \leq 8\text{ dBW}$), while the harvested power still increases with the transmit power, the performance gap between different waveforms enlarges (Fig. 4). The waveforms from Model I and Model II give the best performance, followed by the optimal transmit waveform with and without PAPR constraints. The reason for the performance gap is indicated in Fig. 5 (top), where the two end-to-end optimization waveforms provide significantly smaller OBO, or equivalently speaking, larger output power after HPA than the No-HPA waveform in [11]. This is achieved by allocating power to fewer sub-carriers as shown in Fig. 6 (middle). Such an allocation exploits HPA's DC power supply better and is proved effective to compensate for HPA's non-linear degradation in Fig. 5 (bottom), where the HPA's APE of the proposed input waveforms of HPA (Model I and Model II) maintains the same level as the small signal regime. Consequently, we still observe an increase in the end-to-end PTE in Fig. 4 (bottom) for the proposed waveforms, whereas the end-to-end PTE of the No-HPA waveform starts decreasing because its high-PAPR waveform comes across severe power loss from HPA's non-linear degradation effect.

Interestingly, although in Fig. 4, the performance of Model I and Model II almost overlap in the non-linear region, their corresponding optimal waveforms in Fig. 6 (middle) are quite different from each other. Taking the point at $P_{tr}^{max} = 0\text{ dBW}$ as an example, the transmit waveform from Model I shows slightly higher PAPR than that from Model II (5.07 over 4.33) but lower transmit power ($-0.01\text{ dBW}$ over $-0.02\text{ dBW}$) on the other hand. The former makes the waveform from Model I beneficial for the EH's non-linearity, while the latter indicates that the waveform from Model II passes through the HPA and BPF with less power loss, resulting in their similar power harvesting performance in the end. Such a waveform difference is attributed to their signal models. The waveform from Model II tends to have a relatively lower PAPR transmit solution because its maximal magnitude of the transmit signal, equivalent to the signal after HPA, is strictly restricted by the HPA's saturation voltage. A lower PAPR (and also the lossless BPF) makes the waveform from Model II more beneficial from the transmitter's side. In comparison, the waveform from Model I caters to the EH's non-linearity slightly better.

If further increasing the power constraint to $P_{tr}^{max} > 8\text{ dBW}$, the HPA's saturation effect will dominate, in which condition the harvested power tends to saturate rather than increase (Fig. 4). The resultant optimal input waveforms (Fig. 6, bottom) show a further reduction in PAPR. Despite this reduction in PAPR, Fig. 5 (bottom) illustrates that waveform design can no longer compensate for HPA's non-linear degradation, giving APE lower than 0. Understandably, in this region, although the harvested power (Fig. 4) and the HPA's PE (Fig. 5, middle) keep non-decreasing, the end-to-end PTE of all the waveforms drops with increasing transmit power (Fig. 4 bottom). This end-to-end PTE trend indicates inappropriate operating points in WPT for $P_{tr}^{max} > 8\text{ dBW}$. Inspired by this, most of the following simulations are based on the operating point that gives the best overall performance in terms of both $z_{DC}$ and the end-to-end PTE, i.e., $P_{tr}^{max} = 8\text{ dBW}$ for $A_s = 10\text{ dBW}$ and $\beta = 4$.

An extension of Fig. 4 is shown in Fig. 7, where different levels of input power are compared ($P_{tr}^{max} = P_{tr}^{max} + \{-6,-4,-2,0,2\} \text{ dBW}$) in terms of the power harvesting performance and the end-to-end PTE. An indication here is that increasing the input power can compensate for HPA's non-linear...
Fig. 8. The optimal waveforms and their power harvesting performance given a frequency-selective channel realization, \( G = 1, \ As = 10 \text{ dBV}, \ \beta = 4, \ N = 8, \ B = 10 \text{ MHz} \). Fig. 8(a), from top to bottom, plots the magnitude response of this channel realization, the waveform from the three models with \( P_{\text{max}}^{\text{tr}} = -5/5 \text{ dBW} \), and the waveform from the three models with \( P_{\text{max}}^{\text{tr}} = 5 \text{ dBW} \). Fig. 8(b) plots the harvested power \( z_{\text{DC}} \) on the top and the end-to-end PTE at the bottom.

Degradation to some extent (Fig. 7). This is reasonable since larger input power gives larger transmit power at the antenna and therefore, larger harvested power at the receiver. However, this does not necessarily give higher end-to-end PTE since a larger input signal might suffer more severe power loss due to HPA’s non-linearity.

B. Frequency-Selective Channels

We then evaluate the power harvesting performance of different waveforms in frequency-selective scenarios. We assume a large open space environment with an NLOS channel from model B in [40] with 18 delay taps whose power is normalized to 1. For each realization, we assume that the complex channel gain for each tap is modelled as an independent circularly symmetric complex Gaussian random variable, with zero mean and the variance being their normalized tap power.

As a comparison to the frequency-flat scenario, Fig. 8(a) and (b) evaluate the waveforms’ performance based on one realization of a frequency-selective channel. Fig. 8(a) (top) illustrates the magnitude response of the channel realization. Fig. 8(a) (middle and bottom) displays the magnitude of the optimal waveforms from Model I, Model II and the No-HPA waveform in [11] in linear and non-linear region \( (P_{\text{max}}^{\text{tr}} = -5/5 \text{ dBW}) \) respectively. Fig. 8(b) plots the corresponding harvested power (top) and the end-to-end PTE (bottom).

Fig. 8(a) (middle and bottom) shows that the No-HPA waveform also features relatively lower PAPR in this frequency-selective channel realization. As a result, a smaller performance gap between the proposed waveforms and the No-HPA waveform is observed in Fig. 8(b), compared with that in Fig. 4. Also interestingly, with HPA’s non-linearity, Fig. 8(b) (top) displays larger harvested power than that from the frequency-flat scenario in Fig. 4. This is reasonable since, with significant HPA’s non-linearity, the proposed waveforms from Model I and Model II concentrate power on sub-carriers with the strongest channels for both frequency-flat and frequency-selective scenarios. On the other hand, the normalized frequency-selective channels offer more powerful strongest sub-carriers than the normalized frequency-flat channels. Consequently, the end-to-end PTE (Fig. 8(b), bottom) with frequency-selective channels is also significantly larger than that of the frequency-flat channels in Fig. 4 (bottom).

Compared with the optimal waveforms from the frequency-flat channels in Fig. 6, the optimal waveforms from the frequency-selective channels in Fig. 8(a) do not show much difference. This is because the EH’s non-linearity is preferring a lower PAPR waveform in frequency-selective scenarios, and mitigates the trade-off between the HPA’s and the EH’s non-linearity.

Fig. 9 further identifies the effect of the bandwidth on the average harvested power over hundreds of channel realizations.

---

10 We only explore the effect of CSI’s magnitudes here, since the phases of channels do not affect the power harvesting performance significantly from simulations.
It demonstrates that all these three waveforms benefit from larger bandwidth, attributing to their common preference for strong channel transmission. Larger bandwidth provides more diversity between channels and thus has a larger probability of owning a more powerful strongest sub-carrier. This is highly beneficial especially when HPA's non-linearity urges single-carrier transmission. Even for the No-HPA waveform in [11] that does not consider HPA's non-linearity, transmission with larger bandwidth gives rise to lower PAPR solutions of the No-HPA waveform and mitigates its power loss through the non-linear HPA.

Although we omit MISO in the previous formulations, the models in Section III and the optimizations in Section IV can be straightforwardly extended to MISO scenarios, whose average harvested power is plotted in Fig. 10. Fig. 10 shows that increasing the number of antennas benefits both the performance of Model I and Model II, since it provides more channel diversity. However, in contrast with Fig. 9 where the No-HPA waveform also benefits from the increased bandwidth, in Fig. 10, the performance gap between the No-HPA waveform and the proposed waveforms enlarges with the increasing number of antennas. This originates from the ‘matched filter’ solution of the No-HPA waveform in MISO, where power is allocated to each antenna proportional to the channel strength, making the strongest antenna more vulnerable to heavier power loss from HPA. On the contrary, the waveforms from Model I and Model II can obtain a flexible trade-off between exploiting channel’s diversity and reducing HPA’s power loss.

Fig. 11 compares the average harvested power as a function of the number of sub-carriers with different saturation voltages of HPA. In [11], without HPA’s non-linearity, the ideal harvested power increases proportionally to the number of sub-carriers. In contrast, in Fig. 11, the average harvested power shows a tendency to saturate when increasing the number of sub-carriers. This comes from a fine balance between HPA’s non-linearity (favours low-PAPR transmission) and EH’s non-linearity (favours relative high-PAPR transmission), which consequently favours only a limited number of sub-carriers for transmission. The more severe the HPA’s non-linearity, the more dominant HPA’s non-linear effect exerts on the input waveform design. Correspondingly, in Fig. 11, smaller saturation power indicates a higher non-linear operating point of HPA (smaller OBO) and thus shows a more significant saturation tendency as well as less harvested power.

C. Comparison between Model I and Model II

So far, no significant difference has been observed between the two end-to-end optimized waveforms from Model I and Model II. As an explanation, first, the waveforms from Model I and Model II converge to very similar solutions in the small-signal linear region and the saturation region. For the former, they approach the No-HPA waveform since the EH’s non-linear effect dominates, while for the latter, they approach single-carrier transmission to mitigate the power loss caused by the HPA’s non-linearity. Second, even within the non-linear region where the two models give different waveforms as in Fig. 6 (middle), the performance gap between Model I and Model II in Fig. 4 is still not significant. For one reason, as it has been mentioned in section V-A, the waveform from Model I features relatively higher PAPR and is more advantageous for the EH’s non-linearity while the waveform from Model II suffers less power loss at the transmitter, finally leading to a similar end-to-end power harvesting performance between Model I and Model II. For another reason, the previous simulations are based on an HPA’s smoothing parameter of $\beta = 4$, which is commonly used but whose transfer characteristic experiences a sharp saturation after the linear region (Fig. 2). Compared with $\beta = 1$, a higher smoothing parameter of $\beta = 4$ decreases the performance gap between the two models because most of the signal can be regarded as working in a linear region.

Hence, to reveal the performance difference between Model I and Model II, we plot the power harvesting performance of different HPAs, characterized by different smoothing parameters in Fig. 12. Fig. 12 firstly shows that HPA with a smaller smoothing parameter produces less harvested power. This is reasonable
waveforms transform from high-PAPR to low-PAPR or even to single-carrier transmission. This reveals the trade-off between HPA’s and rectenna’s non-linearity, i.e., the former causes power loss and can be compensated by low-PAPR transmission, while the latter boosts the harvested power and is better exploited with high-PAPR transmission. We also show that while increasing the input signal power makes use of HPA’s DC power supply better and generates higher harvested power, the end-to-end PTE of the WPT system decreases when operating in HPA’s highly non-linear (saturation) regime, since HPA’s non-linear degradation becomes more and more severe. We also compare the waveforms from the two models and show that they share very similar performance in most scenarios, but they feature different waveforms and might slightly outperform each other dependent on HPA parameters.

VI. CONCLUSION

This article investigates the optimal input waveform of HPA that maximizes the power harvesting performance in WPT, accounting for both HPA’s and rectenna’s non-linearities and adaptive to the CSI. Two models are proposed and solved based on whether the input waveform of HPA has the flexibility to transmit over the frequencies out of the transmit pass band or not. Simulations verify the advantages of these two optimized input waveforms at HPA, especially with highly non-linear HPA and in frequency-flat channels. The proposed waveforms show that, as the HPA experiences more non-linearity, the optimal waveforms transform from high-PAPR to low-PAPR or even to single-carrier transmission. This reveals the trade-off between HPA’s and rectenna’s non-linearity, i.e., the former causes power loss and can be compensated by low-PAPR transmission, while the latter boosts the harvested power and is better exploited with high-PAPR transmission. We also show that while increasing the input signal power makes use of HPA’s DC power supply better and generates higher harvested power, the end-to-end PTE of the WPT system decreases when operating in HPA’s highly non-linear (saturation) regime, since HPA’s non-linear degradation becomes more and more severe. We also compare the waveforms from the two models and show that they share very similar performance in most scenarios, but they feature different waveforms and might slightly outperform each other dependent on HPA parameters.

APPENDIX

A. Convexity Proof of the Objective Function in (23a)

The objective function in (23a) is easily seen to be increasing and convex with respect to \( \bar{g}(t)^2 = \bar{g}(\{w_n^f, \{\tilde{w}_n^r\}, t\}^2 \) from (20a). On the other hand, if omitting \( t \) here, \( \bar{g}(\{w_n^f, \{\tilde{w}_n^r\})^2 = \Delta y_1(y_2(\{w_n^f, \{\tilde{w}_n^r\})) \) is a composition of a convex function \( y_1(x) = x^2 \) and an affine function \( y_2(\{w_n^f, \{\tilde{w}_n^r\}) = \sum_{n=1}^{N} w_n^f \cos(2\pi f_n t) - \tilde{h}_n \sin(2\pi f_n t) - \tilde{h}_n \cos(2\pi f_n t) + \tilde{h}_n \sin(2\pi f_n t) \) with respect to the joint variables \( \{w_n^f, \{\tilde{w}_n^r\}\} \). Such a composition makes \( \bar{g}(\{w_n^f, \{\tilde{w}_n^r\})^2 \) convex with respect to \( \{w_n^f, \{\tilde{w}_n^r\}\} \) jointly. As a proof,

\[
\bar{g}(\{w_n^f, \{\tilde{w}_n^r\})^2 = y_1(y_2(\{w_n^f, \{\tilde{w}_n^r\}), (39)
\]

Thus, we have:

\[
y_1(y_2(\theta \{w_n^f, \{\tilde{w}_n^r\} + (1 - \theta) \{w_n^f, \{\tilde{w}_n^r\}, \} + (1 - \theta) y_2(\{w_n^f, \{\tilde{w}_n^r\}), (40)
\]

\[
\leq \theta y_1(y_2(\{w_n^f, \{\tilde{w}_n^r\} + (1 - \theta) f_1(y_2(\{w_n^f, \{\tilde{w}_n^r\}), (41)
\]

which provides the convexity.

Hence, the objective \( z_{DC} \) is increasing and convex with respect to \( \bar{g}(\{w_n^f, \{\tilde{w}_n^r\}, t) \) while \( \bar{g}(\{w_n^f, \{\tilde{w}_n^r\}, t) \) is convex with respect to \( \{w_n^f, \{\tilde{w}_n^r\}\} \), which implies that \( z_{DC} \) is convex with respect to \( \{w_n^f, \{\tilde{w}_n^r\}\} \).

B. Proof of the Input Power Constraint in (31b)

Firstly, we derive the inverse transfer characteristics of HPA (SSPA in (10)). Given the amplitude distortion function \( A(\cdot) \) in (8) and the phase shift \( \Phi(\cdot) \) in (9), the inverse transfer function of HPA is characterized by \( f^{-1}(\cdot)_{HPA} \), composed of the inverse amplitude function \( A^{-1}(\cdot) \) and the inverse phase shift function \( \Phi^{-1}(\cdot) \) such that:

\[
f_{HPA}(f^{-1}(\cdot)_{HPA}(\tilde{x}^f)) = A(A^{-1}(x^u))\exp(2\pi i f + \Phi(x^f) + \Phi^{-1}(x^f)) = \tilde{x}^u,
\]

(42)

where \( \tilde{x}^f / x^u \) is short for \( \tilde{x}^f(t) / x^u(t) \), and \( \tilde{x}^u = x^u e^{2\pi i f} \).
Hence, we obtain the inverse transfer characteristics of HPA:
\[
A^{-1}(x^n) = \frac{x^n}{G} \left[ 1 - \left( \frac{x^n}{A_s} \right)^{2\beta} \right]^{-\frac{1}{\beta}},
\]
and
\[
\Phi^{-1}(x^n) = 0,
\]
\[
f_{\text{HPA}}(x^n) = \frac{x^n}{G} \left[ 1 - \left( \frac{x^n}{A_s} \right)^{2\beta} \right]^{-\frac{1}{\beta}}.
\]

Then, from Parseval’s theorem (the signal power in the frequency domain equals the signal power in the time domain), combining (45), we have:
\[
\sum_{n=0}^{N-1} \tilde{u}_n \tilde{u}_n = \frac{1}{T} \int |f_{\text{HPA}}(x^n)|^2 dt
\]
\[= \frac{1}{2TG^2} \int_T |x^n - 2\beta - A_s^{-2\beta}|^{\frac{1}{\beta}} dt,
\]
where \(x^n\) is short for the transmit signal, with \(\tilde{x}\) being the corresponding amplitude. (46) corresponds to the constraint in (31b).

C. Convexity Proof of the Constraint in (31b)

Denote the constraint in (31b) as \(f(\{\tilde{w}_n, \tilde{w}_n^\prime\}) = h(g(\{\tilde{w}_n, \tilde{w}_n^\prime\}))\), with \(h(x) = \frac{1}{2TG^2} \int_T |x^n - 2\beta - A_s^{-2\beta}|^{\frac{1}{\beta}} dt\) and
\[g(\{w^n, w^n\}) = x^n((\tilde{w}_n, \tilde{w}_n^\prime), t) = |\sum_n (w^n + j\tilde{w}_n)| e^{jwn^t}|^2.
\]

For \(h(x)\), we have:
\[
\nabla h(x) = \frac{1}{2TG^2} \int_T \left[ 1 - \left( \frac{x^n}{A_s^n} \right) \right]^{\frac{\beta + 1}{\beta}} dt > 0
\]
And the second derivative:
\[
\nabla^2 h(x) = \frac{1}{2TG^2} \int_T \left[ \beta + 1 \frac{1}{A_s^n} \right] \left[ 1 - \left( \frac{x^n}{A_s^n} \right) \right]^{\frac{2\beta + 1}{\beta}} x^{\beta - 1} dt > 0.
\]

At the same time, \(g(\{\tilde{w}_n, \tilde{w}_n^\prime\})\) can be proved convex with respect to \(\{\tilde{w}_n, \tilde{w}_n^\prime\}\), since again, \(g(\{\tilde{w}_n, \tilde{w}_n^\prime\})\) is a composition of a convex norm function with an affine function (Appendix A). Given increasing and convex \(h(x)\), together with convex \(g(\{w^n, w^n\})\), we can see that \(f(\{\tilde{w}_n, \tilde{w}_n^\prime\})\) is convex regarding \(\{\tilde{w}_n, \tilde{w}_n^\prime\}\).

D. Approximating the Input Signal of Model II

Fig. 13 shows the spectrum of the input signal from Model II corresponding to Fig. 4 on the top and plots the performance of an approximated signal (Model II APPR) whose out-of-band frequencies are cut off. If this shows that the approximated signal achieves almost the same performance as the desired signal from the waveform ‘Model II’. This can be explained by the magnitude spectrum on the top figure, where the out-of-band frequency components are almost negligible. Indeed, through simulations, even if introducing more HPA non-linearities by decreasing the smoothing parameter to \(\beta = 1\), the signal from ‘Model II’ can be perfectly approximated simply by extending the input bandwidth to 1.5 times of the transmit bandwidth.

**ACKNOWLEDGMENT**

Part of Section IV-C in this article is published at the 2022 International Conference on Acoustics, Speech, and Signal Processing in [DOI: 10.1109/ICASSP43922.2022.9746380]. Compared with the conference version, this article: 1) proposes a new model that addresses the drawbacks of the model in [DOI: 10.1109/ICASSP43922.2022.9746380], i.e., the resultant input waveform at the HPA incurs infinite bandwidth and the optimization in each iteration involves an integral inequality constraint with high computational complexity; 2) provides details and analysis of the resultant waveform in [DOI: 10.1109/ICASSP43922.2022.9746380]; 3) gives insight into the conflicting effect of HPA’s and EH’s non-linearities on both the power harvesting performance and the waveform shapes.

**REFERENCES**

[1] Y. Zhang and B. Clerckx, “Waveform optimization for wireless power transfer with power amplifier and energy harvester non-linearities,” in Proc. IEEE Int. Conf. Acoust., Speech Signal Process., 2022, pp. 8632–8636.

[2] E. Mustafa et al., “Joint wireless power transfer and task offloading in mobile edge computing: A survey,” Cluster Comput., vol. 25, pp. 2429–2448, 2022.

[3] G. K. Ijermar, K. L. M. Ang, and J. K. Seng, “Mobile collectors for opportunistic Internet of things in smart city environment with wireless power transfer,” Electronics, vol. 10, no. 6, 2021, Art. no. 697.

[4] Y.-H. Suh and K. Chang, “A high-efficiency dual-frequency rectenna for 2.45- and 5.8-GHz wireless power transmission,” IEEE Trans. Microw. Theory Techn., vol. 50, no. 7, pp. 1784–1789, Jul. 2002.

[5] J.-P. Curty, N. Joehl, F. Krummenacher, C. Dehollain, and M. J. Declercq, “A model for \(\mu\)-power rectifier analysis and design,” IEEE Trans. Circuits Syst. I: Regular Papers, vol. 52, no. 12, pp. 2771–2779, Dec. 2005.

[6] B. Clerckx, K. Huang, L. R. Varshney, S. Ulukus, and M.-S. Alouini, “Wireless power transfer for future networks: Signal processing, machine learning, computing, and sensing,” IEEE J. Sel. Topics Signal Process., vol. 15, no. 5, pp. 1060–1094, Aug. 2021.

[7] B. Clerckx, A. Costanzo, A. Georgiadis, and N. B. Carvalho, “Toward IG mobile power networks: RF, signal, and system designs to make smart objects autonomous,” IEEE Microw. Mag., vol. 19, no. 6, pp. 69–82, Sep./Oct. 2018.

[8] R. Dickinson and W. C. Brown, “Radiated microwave power transmission system efficiency measurements,” Jet Propulsion Lab., California Inst. of Tech. Pasadena, CA, United States, Tech. Rep. JPL-TM-53-727, Sep. 1975.

[9] Z. Feng, B. Clerckx, and Y. Zhao, “Waveform and beamforming design for intelligent reflecting surface aided wireless power transfer: Single-user and multi-user solutions,” IEEE Trans. Wireless Commun., vol. 21, no. 7, pp. 5546–5561, Jul. 2022.
[10] A. Collado and A. Georgiadis, “Improving wireless power transmission efficiency using chaotic waveforms,” in Proc. IEEE/MTTS Int. Microw. Symp. Dig., 2012, pp. 1–3.

[11] B. Clerckx and E. Bayguzina, “Waveform design for wireless power transfer,” *IEEE Trans. Signal Process.*, vol. 64, no. 23, pp. 6313–6328, Dec. 2016.

[12] A. Bouventura, D. Belo, R. Fernandes, A. Collado, A. Georgiadis, and N. B. Carvalho, “Boosting the efficiency: Unconventional waveform design for efficient wireless power transfer,” *IEEE Microw. Mag.*, vol. 16, no. 3, pp. 87–96, Apr. 2015.

[13] M. S. Trotter, J. D. Gartside, and G. D. Gurgin, “Power-optimized waveforms for improving the range and reliability of RFID systems,” in *Proc. IEEE Int. Conf. RFID*, 2009, pp. 80–87.

[14] H. Yang and B. Clerckx, “Large-scale multiantenna multisine wireless power transfer,” *IEEE Trans. Signal Process.*, vol. 65, no. 21, pp. 5812–5827, Nov. 2017.

[15] S. Abeywickrama, R. Zhang, and C. Yuen, “Refined nonlinear rectenna modeling and optimal waveform design for multi-user multi-antenna wireless power transfer,” *IEEE J. Sel. Topics Signal Process.*, vol. 15, no. 5, pp. 1198–1210, Aug. 2021.

[16] B. Clerckx and E. Bayguzina, “Low-complexity adaptive multisine waveform design for wireless power transfer,” *IEEE Antennas Wireless Propag. Lett.*, vol. 16, no. 5, pp. 2207–2210, May 2017.

[17] J. Kim, B. Clerckx, and P. D. Mitcheson, “Signal and system design for wireless power transfer: Prototype, experiment and validation,” *IEEE Trans. Wireless Commun.*, vol. 19, no. 11, pp. 7453–7469, Nov. 2020.

[18] H. Huang and B. Clerckx, “Waveform design for wireless power transfer with limited feedback,” *IEEE Trans. Wireless Commun.*, vol. 17, no. 1, pp. 514–529, Jan. 2018.

[19] S. Shen and B. Clerckx, “Beamforming optimization for MIMO wireless power transfer with nonlinear energy harvesting: RF combining versus DC combining,” *IEEE Trans. Wireless Commun.*, vol. 20, no. 1, pp. 199–213, Jan. 2021.

[20] K.-W. Kim, H.-S. Lee, and J.-W. Lee, “Opportunistic waveform scheduling for wireless power transfer with multiple devices,” *IEEE Trans. Wireless Commun.*, vol. 19, no. 9, pp. 5651–5665, Sep. 2020.

[21] K.-W. Kim, H.-S. Lee, and J.-W. Lee, “Waveform design for fair wireless power transfer with multiple energy harvesting devices,” *IEEE J. Sel. Areas Commun.*, vol. 37, no. 1, pp. 34–47, Jan. 2019.

[22] S. Shen and B. Clerckx, “Joint waveform and beamforming optimization for MIMO wireless power transfer,” *IEEE Trans. Commun.*, vol. 69, no. 8, pp. 5445–5455, Aug. 2021.

[23] Y. Zhao, B. Clerckx, and Z. Feng, “IRS-aided SWIPT: Joint waveform, active and passive beamforming design under nonlinear harvester model,” *IEEE Trans. Commun.*, vol. 70, no. 2, pp. 1345–1359, Feb. 2022.

[24] B. Clerckx, “Wireless information and power transfer: Linearity, waveform design, and rate-energy tradeoff,” *IEEE Trans. Signal Process.*, vol. 66, no. 4, pp. 847–862, Feb. 2018.

[25] B. Clerckx, Z. B. Zawawi, and K. Huang, “Wirelessly powered backscatter communications: Waveform design and SNR-energy tradeoff,” *IEEE Commun. Lett.*, vol. 21, no. 10, pp. 2234–2237, Oct. 2017.

[26] P. Mukherjee, S. Lajnef, and I. Krikidis, “MIMO SWIPT systems with power amplifier nonlinearities and memory effects,” *IEEE Wireless Commun. Lett.*, vol. 9, no. 12, pp. 2187–2191, Dec. 2020.

[27] H. H. Jang, K. W. Choi, and D. I. Kim, “Novel frequency-splitting SWIPT for overcoming amplifier nonlinearity,” *IEEE Wireless Commun. Lett.*, vol. 9, no. 6, pp. 826–829, Jun. 2020.

[28] I. Krikidis, “Information-energy capacity region for SWIPT systems with power amplifier nonlinearity,” in *Proc. IEEE Int. Symp. Inf. Theory*, 2020, pp. 3067–3071.

[29] J. J. Park, J. H. Moon, H. H. Jang, and D. I. Kim, “Performance analysis of power amplifier nonlinearity on multi-tone SWIPT,” *IEEE Wireless Commun. Lett.*, vol. 10, no. 4, pp. 765–769, Apr. 2021.

[30] L. Chen et al., “Performance tradeoff analysis of hybrid signaling SWIPT systems with nonlinear power amplifiers,” *Electronics*, vol. 10, no. 11, Art. no. 1364.

[31] N. Ayir, T. Rihonen, M. Allén, and M. F. T. Fierrez, “Waveforms and end-to-end efficiency in RF wireless power transfer using digital radio transmitters,” *IEEE Trans. Micro. Theory Techn.*, vol. 69, no. 3, pp. 1917–1931, Mar. 2021.

[32] N. Khalif and I. Krikidis, “Information energy capacity region for SWIPT systems over Rayleigh-fading channels,” *IEEE Trans. Commun.*, vol. 71, no. 3, pp. 1416–1429, Mar. 2023.