MORE: A METRIC LEARNING BASED FRAMEWORK FOR OPEN-DOMAIN RELATION EXTRACTION
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ABSTRACT
Open relation extraction (OpenRE) is the task of extracting relation schemes from open-domain corpora. Most existing OpenRE methods either do not fully benefit from high-quality labeled corpora or can not learn semantic representation directly, affecting downstream clustering efficiency. To address these problems, in this work, we propose a novel learning framework named MORE (Metric learning-based Open Relation Extraction). The framework utilizes deep metric learning to obtain rich supervision signals from labeled data and drive the neural model to learn semantic relational representation directly. Experiments result in two real-world datasets show that our method outperforms other state-of-the-art baselines. Our source code is available on Github1.

Index Terms— Open-domain, relation extraction, deep metric learning

1. INTRODUCTION

Relation extraction (RE) is an important NLP task that aims to detect and categorize semantic relations between entities and has many applications, such as knowledge graph construction [1], information retrieval [2], and logic reasoning [3]. However, with the rapid emergence of novel knowledge, the corresponding relationship types in open-domain corpora are also increasing, which is challenging for RE to handle. Thus, OpenRE is proposed to solve this problem [4], which aims at extracting relational schemes from the open-domain corpus without predefined relation types.

Existing OpenRE methods are divided into two main categories: tagging-based and clustering-based. The tagging-based methods formulate OpenRE as a sequence labeling problem [4, 5], but these methods often extract surface forms and are difficult to be utilized for downstream tasks. Meanwhile, many efforts are devoted to exploring clustering-based methods that cluster semantic patterns into certain relation types, such as [6, 7], yet those schemes are laborious and time-consuming due to the high dependence on rich features. Recently, neural networks began to be exploited in clustering-based OpenRE tasks to alleviate the above issues. For example, Hu et al. [8] utilize a neural model to capture self-supervision signals and detect novel instances in an open scene. Gao et al. [9] propose a siamese network, which accumulates novel types with its few-shot instances. Besides these bootstrapping methods, another supervised scheme learns the similarity metrics from labeled instances and further transfer the relational knowledge to open-domain corpora, namely Relational Siamese Networks (RSNs) [10]. However, RSNs target at learning a similarity classifier rather than building relational representations directly. Thus this may affect the speed and efficiency of downstream clustering.

To address this issue, we propose a new supervised learning scheme, which applies deep metric learning to clustering-based OpenRE and build semantic embeddings directly. From our insight view, the essential objective of the cluster-based OpenRE algorithm is to distinguish relational texts and detect the novel classes. Thus, learning semantic representations from sentences is crucial for downstream clustering. Furthermore, metric learning algorithms aim to learn the representations and acquire semantic space directly. Therefore, it is rational to take metric learning into count. However, most prevailing deep metric learning methods, such as triplet loss [11], N-pair-me [12], or Proxy-NCA [13], always suffer from poor supervision signals from the limited number of data points, which may harm the performance of novel relation detection. Inspired by [14], we take Ranked List Loss (RLL) as our choice, which can capture set-based supervision signals and gain richer information. In addition, we design virtual adversarial training to enhance the model’s robustness and deal with the noise in open scenes. Experiments demonstrate that MORE can learn more semantic representations and achieve state-of-the-art results on real-world datasets. To sum up, the main contributions of us are as follows:

1. To the best of our knowledge, we are the first to adopt deep metric learning in OpenRE tasks and propose a new
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learning framework MORE that can learn semantic representations and be used for downstream clustering directly. Meanwhile, we also design virtual adversarial training on our model to smooth the semantic space.

2. Experiments illustrate that the proposed MORE achieves state-of-the-art performance on real-world datasets, even if the imbalance distribution presents in the test set. Moreover, the visual analysis also demonstrates its excellent ability of representation learning.

2. METHODOLOGY

As shown in Figure 1, the proposed framework MORE exploits the neural encoders to extract relational representations and use them to calculate the Ranked List Loss (RLL). Besides, we set virtual adversarial training to smooth the semantic space.

2.1. Neural Encoders

As a vital component of our method, neural encoder aim at learning semantic representations of relationship types. In this paper, we have experimented with two different encoders.

CNN Following [10], we take the CNN encoder as our first choice, which includes an embedding layer followed by a one-dimensional convolutional layer and a max-pooling layer. The model setting we used is the same as [10].

BERT Inspired by SelfRE [8], which exploits the pre-trained language model, we also choose BERT [15] as our encoder and follow the operation proposed by [16] to fit our OpenRE task better. Specifically, for a sentence $S = \{s_1, ..., s_T\}$, where $s$ indicates the token and $T$ is the length of $S$. We insert four special tokens before and after each entity mentioned in a sentence and get a new sequence:

$$S = \{s_1, ..., [E_{1\text{start}}], s_p, ..., s_q, [E_{1\text{end}}],$$

$$... , [E_{2\text{start}}], s_k, ..., s_l, [E_{2\text{end}}], ..., s_T\}$$

We use this sequence as the input of BERT, and we concatenate the last hidden state of BERT’s outputs corresponding to $[E_{1\text{start}}], [E_{2\text{start}}], [E_{1\text{end}}], ..., s_T$ as our relational representation.

After obtaining the relational representations, we then use a fully-connected layer to map representations into hidden states. Next, we apply $L_2$ normalization on every hidden state and use Euclidean distance to measure the similarity among them.

2.2. Ranked List Loss

We utilize deep metric learning to optimize the semantic space after defining the distance metric between representations in normalized Euclidean space. Unlike most other metric learning methods, such as triplet loss [11], N-pair-mc [12], which are limited from point-based or pair-based information. Ranked List Loss (RLL) explores the set-based similarity structure from the training batch, and obtain richer supervision signals. For an anchor selected from the training batch, RLL rank the similarity of all the same type (positive) points before the different categories (negative) points and preserve a margin between them.

To be specific, given a set of normalized relation representations $\mathcal{R} = \{r_1, ..., r_n\}$, where $n$ indicates the total number of labeled sentences. We sample $m(m \leq n)$ instances of $c$ types randomly from $\mathcal{R}$ and group them into a batch $\mathcal{B} = \{r_k, ..., r_{k+t}\}$. Intuitively, given an instance (anchor) $r_i$ in $\mathcal{B}$, we expect the positive points in $\mathcal{B}$ can be gathered together while those negative points are the opposite. Then, we calculate the following formula:

$$L(r_i, \mathcal{B}; f) = \sum_{r_j \in \mathcal{B}, j \neq i} [(1 - y_{ij}) [\alpha_N - d_{ij}] +$$

$$+ y_{ij} [d_{ij} - \alpha_p]_+]$$

(2)

where $f$ is model parameters, $y$ indicates the relation type, $y_{ij} = 1$ if $r_j$ is a positive point, and $y_{ij} = 0$ otherwise. $d_{ij}$ denotes the Euclidean distance between two points. $\alpha_p, \alpha_N$ represent the positive and negative boundary respectively, $[\cdot]_+$ denote the hinge function. As shown in Figure 2, those positive instances outside the $\alpha_p$ will be pulled closer, while those negative points within the $\alpha_N$ will be pushed farther. The remaining uninformative points that already meet our objective will not be taken into count because of the hinge function.

More concisely, for $r_i$ in $\mathcal{B}$, let’s define $L_P(r_i, \mathcal{B}; f)$ as the total loss of all informative positive points, and $L_N(r_i, \mathcal{B}; f)$ is the sum of all informative negative samples loss, the optimization objective function can be summarized as below:

$$L_{\text{RLL}}(\mathcal{B}; f) = \sum_{r_i \in \mathcal{B}} [(1 - \lambda) L_P(r_i, \mathcal{B}; f) + \lambda L_N(r_i, \mathcal{B}; f)]$$

(3)

Here, the $\lambda$ is used to control the balance between $L_P(r_i, \mathcal{B}; f)$ and $L_N(r_i, \mathcal{B}; f)$, which we set to 0.5 practically.

Usually, given $r_i$ as a anchor, numerous informative negative points can be found in $\mathcal{B}$. To deal with the magnitude difference laying in the negative loss, we follow [14], weighting the negative examples according to the values of their loss:

$$w_{ij} = \exp[T_\alpha * (\alpha - d_{ij})], r_j \in \mathcal{R}_i^N$$

(4)
Where \( R_i^N \) represents the set of informative negative samples of \( r_i \), and \( T_n \) indicates the temperature which controls the degree of weighting these samples. For example, when \( T_n \) is 0, every instance will be treated equally. And setting \( T_n \) to \(+\infty\) when devoting almost all attention to the hardest sample. Consequently, the \( L_N(r_i, B; f) \) in [3] can be updated as:

\[
L_N(r_i, B; f) = \sum_{r_j \in R_i^N} \frac{w_{ij}}{\sum_{r_j \in R_i^N} w_{ij}} (\alpha_N - d_{ij})
\]

(5)

After the model retrieve the supervision signals of \( B \), we sample the next \( m \) instances from \( R \) and build a new group iteratively.

2.3. Virtual adversarial training

To alleviate the diversity and noise present in the text of open scenarios, we set virtual adversarial training (VAT) [17] to smooth the semantic space and enhance the model’s robustness.

Specifically, for a given sentence \( S \) and its original representation \( r \), we first generate a normalized perturbation on the word embeddings within \( S \) randomly and take this disturbed embeddings as the input of encoder to build a new representation \( \tilde{r} \). Next, we calculate the Euclidean distance between \( r \) and \( \tilde{r} \) and take the gradient \( g \) of the distance. Then, we regard \( \epsilon \) times normalized \( g \) as the worst-case perturbation \( \xi \), where \( \epsilon \) is a small decimal we set to 0.02 in all our experiments. Finally, we use \( \xi \) to disturb the representation build by the model and penalize our model with the VAT loss:

\[
L_{adv}(B; f) = \frac{1}{m} \sum_{i=1}^{m} D(F(S_i; f), F(S_i + \xi; f))
\]

(6)

\( F(S_i + \xi; f) \) denotes the distributed representation encoded by the neural model, while \( F(S_i; f) \) is the original one and \( D \) calculates the Euclidean distance between two representations. Intuitively, we expect any representation \( r_i \) in \( B \) is stable as possible under such worst-case perturbations.

Thence, the final objective loss function can be written as:

\[
L(B; f) = L_{RLL}(B; f) + \beta L_{adv}(B; f)
\]

(7)

Where \( \beta \) is a factor that indicates the weight of virtual adversarial training, and we set it to 1, same as [17].

3. EXPERIMENT

In this section, we conduct some experiments on real-world RE datasets to show the effectiveness of our model.

3.1. Experiment Setting

Datasets We perform our experiments on two datasets. The first one is FewRel [18], derived from Wikipedia and annotated by crowd workers. Different from most other datasets, the entity pair of each instance in FewRel is unique, which makes the model unable to obtain shortcuts by memorizing the entities. Following [10], we choose 64 relations as the train set and randomly select 16 relations with 1600 instances as the test set; the remaining sentences are validation set. The other one is NYT+FB [19][20], which is built by distant supervision. To fit the supervision setting, we divide the original dataset again and generate NYT+FB-sup. Usually, the relations which occur frequently are common categories, and those relations with rare instances are insufficient to be regarded as novel types. Therefore, we select relations with the number of instances between 20 and 2000 as novel relations. We finally obtain 72 novel relations equally divided between the test and validation set, leaving 190 relations as the train set, which contain both common and extremely rare types to simulate an unbalanced real environment.

Evaluation Metrics We adopt B^3 \( F_1 \) score [21] as our metrics, which is widely used in previous works [10][8][7][22]. \( F_1 \) calculates the harmonic mean of precision and recall, its value is more affected by the lower one, which can fairly demonstrate the performance of the model.

Implementation Details In all our experiments, we choose Adam [23] for our optimization. We fix the learning rate with 0.003 and 0.00001 on CNN and BERT respectively. For the content of a batch \( B \), we set the number of relation types \( c \) to 24, each type with 10 instances. For the hyperparameter \( \alpha_P, \alpha_N \), we set 0.8 and 1.2 separately, thus preserving a margin of 0.4 between these two boundaries. The temperature factor \( T_n \) in this work is 10. On FewRel, we choose K-Means [24] as our downstream clustering algorithm and set the number of clusters with 16. And on NYT+FB-sup, to deal with the imbalance, we choose Mean-Shift [25] instead of K-means, which can automatically find clusters based on spatial density.

3.2. Result

We compare with four baselines [10][8][22][7] on two datasets. All these models are evaluated on the test set to show their
FewRel

| Method          | Prec. | Rec. | F1   |
|-----------------|-------|------|------|
| VAE [22]        | 17.9  | 69.7 | 28.5 |
| RW-HAC [7]      | 31.8  | 46.0 | 37.6 |
| SelfORE [8]     | 50.8  | 51.6 | 51.2 |
| RSNs [10]       | 48.9  | 77.5 | 59.9 |
| MORE(CNN)       | 56.6  | 60.3 | 58.4 |
| MORE(CNN)+VAT   | 57.1  | 68.0 | 62.0 |
| MORE(BERT)      | **70.1** | **79.6** | **74.5** |

Table 1. The results on FewRel.

NYT+FB-sup

| Method          | Prec. | Rec. | F1   |
|-----------------|-------|------|------|
| VAE [22]        | 20.3  | 40.7 | 27.1 |
| RW-HAC [7]      | 25.2  | 33.9 | 28.9 |
| SelfORE [8]     | 30.9  | 46.4 | 37.1 |
| RSNs [10]       | 31.1  | **52.0** | 38.8 |
| MORE(CNN)       | 36.4  | 48.9 | 41.8 |
| MORE(CNN)+VAT   | 39.1  | 49.1 | 43.5 |
| MORE(BERT)      | **48.7** | 50.8 | **49.7** |

Table 2. The results on NYT+FB-sup.

The main results can be seen in Table 1 and Table 2, the scores of all algorithm are the highest one among the statistical testings(some borrowed from the original paper). We can draw the following conclusions:

(1) Benefit by the rich supervision signals come from the labeled data, MORE outperforms all unsupervised or self-supervised methods on both datasets, such as SelfORE [8] which used to achieve admirable results on NYT+FB. The results indicate the effectiveness of prior knowledge transfer, which is conducive to novel type-detection in open scenarios.

(2) MORE(BERT) outperforms RSNs on precision and $F_1$. However, the superiority is not obvious on recall because the clustering method adopted by RSNs is Louvain [26], which constantly produces coarse-grained clustering results, as mentioned in [10]. It is also worth noting that, with only a CNN that is the same as RSNs used, MORE(CNN) can also achieve notable results, demonstrating the capability of our metric learning-based scheme.

(3) With the pre-trained language model, MORE’s performance has been significantly improved on both two datasets. The result reflects that benefit from the plentiful information captured by RLL, BERT can be fine-tuned to pay more attention to the contextualized relation extraction, thereby constructing more richly semantic embeddings.

(4) The $F_1$ scores of all methods on NYT+FB-sup are lower than the results on FewRel, which is mainly because the noisy training signals from distance supervision and the data is unevenly distributed. However, even in a tough setting, MORE can still maintain a better performance than others. The result proves that MORE is robust to noise in the dataset and able to distinguish those ambiguous novels and rare classes in open-domain corpora.

(5) Virtual adversarial training has not achieved a significant improvement compared with RSNs, indicating the smoothing difference between Euclidean space and probability distribution space. We will leave this optimization problem for our future work.

Besides, due to the massive consumption of computing resources for fine-tuning of BERT, we do not apply virtual adversarial training on MORE(BERT), which we will resolve in the future.

3.3. Visual Analysis

In order to intuitively demonstrate the capability of MORE on semantic representation learning, we visualize the semantic space of relational representations with t-SNE [27]. Specifically, We randomly sample 4 relation types from the test set of FewRel, 100 instances per type, and construct representations from these instances on MORE(CNN) and RSNs respectively, colored according to their ground-truth types.

As shown in Figure 3, the semantic space of MORE is more distinguishable that almost all four types can preserve the intraclass similarity within a hypersphere while leaving a distinct margin between any two categories. In contrast, RSNs attempt to shrink the representations of the same type into one point, thus the distribution of points in each cluster is denser than MORE. However, excessive attention to the similarity between point pairs may drop the intraclass similarity structure, so it is easier for RSNs to divide samples of the same category into multiple subcategories.

4. CONCLUSION

In this paper, we propose a novel framework for open-domain relation extraction, which utilizes deep metric learning to drive the neural model to learn relational representations directly, thereby conducive to the efficiency of downstream clustering. Moreover, we set virtual adversarial training to enhance the robustness of the neural encoder. Our experiments demonstrate the capability of our scheme on relational representation learning and novel relation detection.
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