FMM-LU: A fast direct solver for multiscale boundary integral equations in three dimensions
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Abstract

We present a fast direct solver for boundary integral equations on complex surfaces in three dimensions, using an extension of the recently introduced strong recursive skeletonization scheme. For problems that are not highly oscillatory, our algorithm computes an LU-like hierarchical factorization of the dense system matrix, permitting application of the inverse in $O(N)$ time, where $N$ is the number of unknowns on the surface. The factorization itself also scales linearly with the system size, albeit with a somewhat larger constant. The scheme is built on a level-restricted, adaptive octree data structure and therefore it is compatible with highly nonuniform discretizations. Furthermore, the scheme is coupled with high-order accurate locally-corrected Nyström quadrature methods to integrate the singular and weakly-singular Green’s functions used in the integral representations. Our method has immediate application to a variety of problems in computational physics. We concentrate here on studying its performance in acoustic scattering (governed by the Helmholtz equation) at low to moderate frequencies.
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1 Introduction

Integral equation formulations lead to powerful methods for the solution of boundary value problems governed by the partial differential equations (PDEs) of classical mathematical physics. The corresponding free-space Green’s functions are well-known, and in the absence of source terms, boundary integral formulations are restricted to the surface of the domain, thereby reducing the dimensionality of the problem. There has been a resurgence of interest in these methods over the past few decades because of the availability of fast algorithms for applying the dense matrices which arise after discretization. These include hierarchical schemes such as fast multipole methods (FMMs), panel clustering methods, $\mathcal{H}$-matrix methods and multigrid variants, as well as FFT-based schemes such as the method of local corrections, pre-corrected FFT methods, etc. The literature on such methods is vast and we point only to a few review articles and monographs [5, 9, 36, 46, 50].

Assuming $N$ is the number of degrees of freedom used in sampling the surface and the corresponding charge and/or dipole densities, and $A$ is the $N \times N$ system matrix obtained after the application of a suitable quadrature rule to the chosen integral representation, these algorithms permit $A$ to be applied to a vector in $O(N)$ or $O(N \log N)$ time. When the linear system is well-conditioned, this generally allows for the rapid iterative solution of large-scale problems in essentially optimal time.

Despite these advances, there are several tasks where iterative solvers are not satisfactory. The obvious case is in problems which they themselves are ill-conditioned (such as high-frequency scattering problems). An equally important area where direct methods are preferred is in inverse problems, or in any other setting where one needs to solve the same system matrix with multiple right-hand sides. Finally, fast direct solvers are very useful when exploring low-rank perturbations of the geometry and, hence, the system matrix. Updating the solution in such cases requires only a few applications of $A^{-1}$ or a fast update of the inverse itself [31, 53].

In the last few years, several algorithmic ideas have emerged which permit the construction of a compressed approximation of $A^{-1}$ at a cost of the order $O(N)$ or $O(N \log^p N)$, for modest $p$. In this paper, we describe such a scheme, which we refer to as the FMM-LU method. It uses FMM-type hierarchical compression strategies to rapidly compute an LU-factorization of the system matrix. In this manuscript, we apply the method to adaptive, multiscale surface discretizations of boundary integral equations coupled to high-order accurate quadratures; this leads to efficient, high-fidelity solvers for geometrically intricate models. We will concentrate here boundary value problems for the Helmholtz equation at low to moderate frequencies, but the scheme is equally applicable to many other families of boundary value problems (e.g. Laplace, Stokes, Maxwell, etc.).

The paper is organized as follows: Section 2 provides a brief derivation of the boundary integral equations of interest, and an overview of the Nyström method for their discretization. In Section 3 we review the notion of strong skeletonization for matrices, i.e. the algebraic analog of FMM-based compression [23, 33, 34, 55]. This was used by Minden, Ho, Damle and Ying [54] to develop the strong recursive skeletonization factorization method (RS-S), of which our algorithm is a variant. We then present in Section 4 efficient quadrature coupling and our modifications of strong skeletonization, leading to the FMM-LU scheme. (Closely related are the inverse FMM approach [2, 25] and the $\mathcal{H}^2$ matrix formalism [7, 8].) Section 5 contains several numerical examples demonstrating the asymptotic scaling of our algorithm, as well as the accuracy obtained in solving realistic boundary value problems. In Section 6, we provide some guidelines regarding the current generation of fast direct solvers, discuss the limitations of the present scheme, and speculate about potential avenues for future improvement.

Remark 1. The algorithm described in the present paper has several new features. First, it was
designed with complex, multiscale geometries in mind as well as high-order accurate surface discretization and quadrature. We make use of an adaptive octree data structure to keep track of analytical estimates concerning the maximal rank of well-separated blocks which could be at different levels in the tree hierarchy. This affects the manipulation of Schur complements in the LU-factorization, and also requires the development of quadrature machinery which permits on-the-fly extraction of near field matrix elements when targets are on-or-close-to a surface triangle where accurate approximation of a layer potential requires some care. The key ingredient here is the use of generalized Gaussian quadrature [14, 15] for self-interactions on surface panels and precomputed hierarchical interpolation matrices to accelerate adaptive integration in the near field.

Related work

Fast direct solvers for integral equations have their origin in the solution of two-point boundary value problems in one dimension [1, 19, 35, 58, 64]. There is an extensive literature in this area and the methods are, by now, quite mature. In higher dimensions, a major distinction in fast algorithms for both hierarchically compressible matrices and their inverses concerns which blocks are left intact and which are subject to compression. For the sake of simplicity, let us assume an octree data structure has been imposed on a surface discretization and refined uniformly. Let us also assume that the unknowns are ordered so that the points in each (non-empty) leaf node, denoted by \( B_i \), are contiguous. If all block submatrices \( A_{ij} \) corresponding to interactions between leaf nodes \( i \) and \( j \), with \( i \neq j \), are (hierarchically) compressed, using the method of [22, 45] leads to the recursive skeletonization methods of [29, 41, 43, 49, 51].

These methods are, more or less, optimal for boundary integral equations in two dimensions but not in three dimensions. In three dimensions, the interaction between neighboring leaf nodes leads to relatively high-rank block matrices. In the literature, this is referred to as weak admissibility, weak skeletonization, or \( \mathcal{H} \)-matrix compression [9, 38, 40]. To overcome this obstacle, borrowing from the language of fast multipole methods, one can instead choose to compress only those block matrices \( A_{ij} \) corresponding to well-separated interactions, which are known a priori to be low-rank to any fixed precision (based on an analysis of the underlying PDE or integral equation). Well-separated here means that leaf nodes \( B_i \) and \( B_j \) are separated by a box of the same size. In the literature, this is referred to as strong admissibility, strong skeletonization, mosaic-skeletonization, or \( \mathcal{H}^2 \)-matrix compression [2, 8, 25, 39, 47, 54].

Fast solvers for boundary integral equations in three dimensions using weak skeletonization without additional improvements have led to solvers whose compression/factorization costs are of the order \( O(N^{3/2}) \), with subsequent applications of the inverse requiring only \( O(N \log N) \) work. Fortunately, the implicit constants associated with these asymptotics are relatively small [41]. A variety of improvements have been developed to reduce the factorization costs by introducing auxiliary variables in a geometrically-aware fashion [24, 42].

Strong skeletonization-based schemes are more complicated to handle in terms of data structures and linear algebraic manipulation, but have significant advantages. First, a large body of work by Hackbusch and collaborators has led to a rigorous algebraic theory for hierarchically compressible \( \mathcal{H}^2 \)-matrices and fast solvers with linear or quasilinear complexity [6, 7, 10]. The constants implicit in the asymptotic scaling with this approach, however, are quite large. To improve performance, the inverse fast multipole method (IFMM) was introduced by Ambikasaran, Coulier, Darve, and Pouransari [2, 25], and the strong skeletonization method was introduced by Minden, Ho, Damle and Ying [54], which, as noted above, we will largely follow here.
Finally, we should note that an early fast solver for volume integral equations in two dimensions was presented in [20] and that related fast solvers have been developed using direct discretization of the PDE rather than integral equations [28, 57, 63]. Closely related to our work here is that of [59] which makes use of strong admissibility in the sparse matrix setting.

2 Problem setup

Let $\Omega$ be a bounded region in $\mathbb{R}^3$ with smooth boundary $\Gamma = \partial \Omega$. Given a kernel $K$, consider the following integral equation for $x \in \Gamma$,

$$\alpha \sigma(x) + \int_\Gamma K(x, y) \sigma(y) \, da(y) = f(x). \quad (2.1)$$

Here $f$ is a given function on the boundary, $\sigma$ is an unknown function to be determined, and $\alpha \in \mathbb{C}$ a constant. Such integral equations (and their analogs for the vector-valued case) naturally arise in the solution of boundary value problems for the Laplace, Helmholtz, Yukawa, Maxwell, and Stokes equations, just to name a few. In these settings, the kernel $K$ is typically related to the Green’s function (or its derivatives) of the corresponding partial differential equation.

For example, consider the exterior Dirichlet boundary value problem for the Helmholtz equation with wave number $k$ and boundary data $f$; the Helmholtz potential $u$ defined in $\mathbb{R}^3 \setminus \Omega$ satisfies

$$(\Delta + k^2) u = 0 \quad \text{in} \quad \mathbb{R}^3 \setminus \Omega,$$

$$u = f \quad \text{on} \quad \Gamma,$$

$$\lim_{r \to \infty} r \left( \frac{\partial u}{\partial r} - iku \right) = 0. \quad (2.2)$$

Let $G_k = G_k(x, y)$ denote the free-space Green’s function for the Helmholtz equation given by

$$G_k(x, y) = \frac{e^{ik|x-y|}}{4\pi|x-y|}, \quad (2.3)$$

and let

$$K(x, y) = (n(y) \cdot \nabla_y G_k(x, y)) - i k G_k(x, y), \quad (2.4)$$

where $n(y)$ is the outward normal at $y \in \Gamma$. The above kernel is the kernel of what is known as the combined field representation. Suppose that $\sigma$ satisfies (2.1) with $\alpha = 1/2$ and $K$ as defined above, then the potential $u$ given by

$$u(x) = \int_\Gamma K(x, y) \sigma(y) \, da(y), \quad x \in \mathbb{R}^3 \setminus \Omega, \quad (2.5)$$

is the solution to the exterior Dirichlet problem for the Helmholtz equation in (2.2). We will often denote the above formula more succinctly as $u = \mathcal{K}_\Gamma \sigma$, where $\mathcal{K}_\Gamma$ is the layer potential operator along $\Gamma$ with kernel $K$. A more detailed derivation and associated proofs for this fact can be found in [44], for example.

The integral equation (2.1) can be discretized with high-order accuracy using (for example) a suitable Nyström method [3] resulting in the following linear system

$$\alpha \sigma_i + \sum_{j=1, j\neq i}^N K(x_i, x_j) \sigma_j w_{ij} = f(x_i). \quad (2.6)$$
Here $x_i$ and $w_{ij}$ are the quadrature nodes and weights, respectively, while $\sigma_i$ is an approximation to the true value $\sigma(x_i)$. The kernel $K$ is often singular at the origin and smooth away from the origin. When using high-order discretization methods, it is often possible to use quadrature weights independent of the target location, except possibly for a local neighborhood of targets close to each source, i.e. $w_{ij} = w_j$ for all $x_j \in \text{Far}(x_i)$, for a suitably defined well-separated region $\text{Far}(x_i)$. Such quadratures are often referred to as locally-corrected quadratures for obvious reasons. Many existing quadrature methods such as coordinate transformation methods, singularity subtraction methods, quadrature by expansion, Erichsen-Sauter rules, and generalized Gaussian methods combined with adaptive integration can be used as locally-corrected quadratures [12–15,17,18,27,27,32,48,56,60–62,67].

In this setting, the discrete linear system (2.6) then takes the form

$$\alpha \sigma_i + \sum_{j=1}^{N} K(x_i,x_j) \sigma_j w_j + \sum_{j=1}^{N} K(x_i,x_j) w_{ij} = f(x_i) \text{.}$$ (2.7)

We further re-scale the above equation so that the unknowns are $\tilde{\sigma}_j = \sigma_j \sqrt{w_j}$ for which the discrete linear system becomes

$$\alpha \tilde{\sigma}_i + \sum_{j=1}^{N} \sqrt{w_j} K(x_i,x_j) \sqrt{w_j} \tilde{\sigma}_j + \sum_{j=1}^{N} \sqrt{w_j} K(x_i,x_j) \frac{w_{ij}}{\sqrt{w_j}} \sigma_j = \sqrt{w_i} f(x_i) \text{.}$$ (2.8)

The scaling by the square root of the weights in the above equation formally embeds the discrete solution $\sigma_j$ in $L^2$ and results in the discretized operators (including sub-blocks of the matrices) to have norms and condition numbers which are close to (and converge to) those of the continuous versions of the corresponding operators [11]. In the following work, we restrict our attention to the fast solution of linear systems of the form (2.8).

**Remark 2.** In many locally-corrected quadrature methods, in order to accurately compute far interactions the underlying discretization may require some additional oversampling to meet an a priori specified precision requirement. See [32] for a thorough discussion. In short, let $s_j$, $\tilde{w}_j$, $\tilde{\sigma}_j$, for $j = 1, 2, \ldots M > N$, denote the set of oversampled discretization nodes, the corresponding quadrature weights for integrating smooth functions on the surface, and the interpolated density at the oversampled discretization nodes, respectively. For triangulated/quadrangulated surfaces, these can be obtained via local polynomial interpolation of the chart information and the density. The linear system (without the square root scaling) then takes the form

$$\alpha \tilde{\sigma}_i + \sum_{j=1}^{M} K(x_i,s_j) \tilde{\sigma}_j \tilde{w}_j + \sum_{j=1}^{N} K(x_i,x_j) \sigma_j w_{ij} = f(x_i) \text{.}$$ (2.9)

The need for oversampling often arises when using low-order discretizations. The extension of our approach, and other existing approaches, to discretizations which require oversampling for far interactions is currently being pursued and the results will be reported at a later date. The main ideas are similar, but constructing an efficient algorithm requires addressing several implementation details.
3 Strong skeletonization factorization

The basic structure of the FMM-LU factorization is closely related to the strong skeletonization factorization (RS-S) introduced in [54]. In this section, we briefly review key elements of RS-S. To the extent possible, we use the same notation as in [54] to clearly highlight our modifications to their approach.

Suppose that all the discretization points \( x_i \in \Gamma, i = 1, 2, \ldots, N \) are contained in a cube \( C \). We will superimpose on \( C \) a hierarchy of refinements as follows: the root of the tree is \( C \) itself and defined as level 0. Level \( l + 1 \) is obtained from level \( l \) recursively by subdividing each cube at level \( l \) into eight equal parts as the number of points in that cube at level \( l \) is greater than some specified parameter \( s = O(1) \). The eight cubes created by subdividing a larger cube are referred to as children of the parent cube. When the refinement has terminated, \( C \) is covered by disjoint childless boxes at various levels of the hierarchy (depending on the local density of the given points). These childless boxes are referred to as leaf boxes. For any box \( B \) in the hierarchy, the near field region of \( B \) consists of other boxes at the same level that touch \( B \), and the far field region is the remainder of the domain.

For simplicity, we assume that the above described octree satisfies a standard restriction — namely, that two leaf nodes which share a boundary point must be no more than one refinement level apart. In creating the adaptive data structure as described above, it is very likely that this level-restriction criterion is not met. Fortunately, assuming that the tree constructed to this point has \( O(N) \) leaf boxes and that its depth is of the order \( O(\log N) \), it is straightforward to enforce the level-restriction in a second step requiring \( O(N \log N) \) effort with only a modest amount of additional refinement [26].

Remark 3. The near field region and far field region of a box \( B \) in the octree hierarchy is almost always different from the near region and far regions of source and target locations associated with the locally-corrected quadrature methods in (2.8). In practice, for almost all targets, the near field region of the locally-corrected quadrature corrections is a subset of near field region of the leaf box \( B \) containing the target. In the event that this condition is violated, the RS-S algorithm of [54] would require additional modifications to handle the associated quadrature corrections discussed in Section 4.3.

3.1 Strong skeletonization

The idea of strong skeletonization was recently introduced in [54] and extends the idea of using the interpolative decomposition to globally compress a low-rank matrix to the situation in which only a particular off-diagonal block is low-rank. In the context of solving a discretized boundary integral equation, the off-diagonal low-rank block is a result of far field interactions via the kernel (e.g. Green’s function) of the integral equation. We briefly recall the standard interpolative decomposition [45] and the form of strong skeletonization as presented in [54].

Lemma 1 (Interpolative decomposition). Given a matrix \( \mathbf{A}_{IJ} \in \mathbb{C}^{|I| \times |J|} \) with rows indexed by \( I \) and columns indexed by \( J \), an \( \varepsilon \)-accurate interpolative decomposition (ID) of \( \mathbf{A} \) is a partitioning of \( J \) into a set of so-called skeleton columns denoted by \( S \subset J \) and redundant columns \( R = J \setminus S \), and a construction of a corresponding interpolation matrix \( \mathbf{T} \) such that

\[
\| \mathbf{A}_{IR} - \mathbf{A}_{IS} \mathbf{T} \| \leq \varepsilon \| \mathbf{A}_{IJ} \|, \tag{3.1}
\]

i.e. the redundant columns are well-approximated, to the required tolerance \( \varepsilon \), by linear combinations of the skeleton columns. Equivalently, after an application of a permutation matrix \( \mathbf{P} \) such that
\( \mathbf{AP} = [\mathbf{A}_{JR} \ \mathbf{A}_{JS}] \), the interpolative decomposition results in the \( \epsilon \)-accurate low-rank factorization 
\( \mathbf{A}_{IJ} \mathbf{P} \approx \mathbf{A}_{JS} [\mathbf{T} \ \mathbf{I}] \) with the error estimate,
\[
\| \mathbf{A}_{IJ} \mathbf{P} - \mathbf{A}_{JS} [\mathbf{T} \ \mathbf{I}] \| \leq \epsilon \| \mathbf{A}_{IJ} \|. 
\] (3.2)

The norms above can be taken to be the standard induced spectral norm.

The ID is most robustly computed using the strong rank-revealing QR factorization of Gu and Eisenstat [37]. However, in this work we use a standard greedy column-pivoted QR [52]. While both algorithms have similar computational complexity when \( |J| \leq |I| \), i.e. \( O(|I| \cdot |J|^2) \), the greedy column pivoted QR tends to have better computational performance.

Next, consider a three-by-three block matrix \( \mathbf{A} \in \mathbb{C}^{N \times N} \) and suppose that \( \mathbf{A}_{IJ} = \mathbf{I} [\mathbf{J} \mathbf{K} \mathbf{I}] \) is a partition of the index set, with \( |N| = \{1, 2, \ldots, N\} \), such that \( \mathbf{A}_{IK} = 0 \) and \( \mathbf{A}_{KI} = 0 \), i.e.
\[
\mathbf{A} = 
\begin{bmatrix}
\mathbf{A}_{II} & \mathbf{A}_{IJ} & 0 \\
\mathbf{A}_{JI} & \mathbf{A}_{JJ} & \mathbf{A}_{JK} \\
0 & \mathbf{A}_{KJ} & \mathbf{A}_{KK}
\end{bmatrix}.
\] (3.3)

Assuming that \( \mathbf{A}_{IJ} \) is invertible, then using block Gaussian elimination the matrix \( \mathbf{A}_{IJ} \) can be decoupled from the rest of the matrix as follows
\[
\mathbf{L} \cdot \mathbf{A} \cdot \mathbf{U} = 
\begin{bmatrix}
\mathbf{I} & 0 & 0 \\
-\mathbf{A}_{JI} \mathbf{A}_{IJ}^{-1} \mathbf{I} & \mathbf{I} & 0 \\
0 & 0 & \mathbf{I}
\end{bmatrix} 
\begin{bmatrix}
\mathbf{I} & -\mathbf{A}_{JI} \mathbf{A}_{IJ}^{-1} \\
0 & \mathbf{I} \\
0 & 0 
\end{bmatrix} 
= 
\begin{bmatrix}
\mathbf{A}_{II} & 0 & 0 \\
0 & \mathbf{S}_{JJ} & \mathbf{A}_{JK} \\
0 & \mathbf{A}_{KJ} & \mathbf{A}_{KK}
\end{bmatrix},
\] (3.4)

where \( \mathbf{S}_{JJ} = \mathbf{A}_{JJ} - \mathbf{A}_{JI} \mathbf{A}_{IJ}^{-1} \mathbf{A}_{IJ} \) is the only non-zero block of the matrix that has been modified. The matrix \( -\mathbf{A}_{JI} \mathbf{A}_{IJ}^{-1} \mathbf{A}_{IJ} \) is often referred to as the Schur complement update.

Suppose now that the matrix \( \mathbf{A} \) arises from the discretization of an integral operator. Further suppose that \( \mathcal{B} \) is a set of indices of points \( x_i \) contained in a box \( B \) in the octree, that \( \mathcal{N} \) are the indices of the set of points contained in the near field region of \( B \), and that \( \mathcal{F} \) are the indices of points contained in the far field region of \( B \). Using an appropriate permutation matrix \( \mathbf{P} \), we can obtain the following block structure for \( \mathbf{A} \):
\[
\mathbf{P}^T \mathbf{A} \mathbf{P} = 
\begin{bmatrix}
\mathbf{A}_{BB} & \mathbf{A}_{BN} & \mathbf{A}_{BF} \\
\mathbf{A}_{NB} & \mathbf{A}_{NN} & \mathbf{A}_{NF} \\
\mathbf{A}_{FB} & \mathbf{A}_{FN} & \mathbf{A}_{FF}
\end{bmatrix}.
\] (3.5)

The blocks corresponding to interactions between points in \( B \) and its far field, i.e. \( \mathbf{A}_{BF} \) and \( \mathbf{A}_{FB} \), are assumed to be numerically low-rank and can therefore be compressed using interpolative decompositions. As before, we partition \( \mathcal{B} \) into a collection of redundant points \( \mathcal{R} \) and a set of skeleton points \( \mathcal{S} \) such that, up to an appropriate permutation of rows and columns (which can be absorbed into the permutation matrix \( \mathbf{P} \) above), we have
\[
\mathbf{A}_{2B} = 
\begin{bmatrix}
\mathbf{A}_{TR} & \mathbf{A}_{TS} \\
\mathbf{A}_{RS}^T & \mathbf{A}_{FS}^T
\end{bmatrix} \approx 
\begin{bmatrix}
\mathbf{A}_{TS} \\
\mathbf{T} \mathbf{I}
\end{bmatrix}.
\] (3.6)

Note that in the relationship above the same interpolation matrix \( \mathbf{T} \) is used to compress both \( \mathbf{A}_{FB} \) and \( \mathbf{A}_{BF}^T \). Clearly this is possible when the kernel of the associate integral equation is symmetric. If the kernel is not symmetric, empirically the same matrix \( \mathbf{T} \) can be used at the cost of a small increase in \( |S| \). Using the same matrix \( \mathbf{T} \) simplifies various subsequent linear algebra manipulations,
but strictly speaking, is not necessary. Different interpolation matrices can be used for each of $A^T_{RF}$ and $A_{FB}$. Using different compression matrices will result in smaller skeleton sets at the cost of more linear algebraic bookkeeping.

Further splitting the indices $B = R \cup S$ in (3.5), and combining with (3.6), we get

$$P^T A P = \begin{bmatrix} A_{RR} & A_{RS} & A_{RN} & A_{RF} \\ A_{SR} & A_{SS} & A_{SN} & A_{SF} \\ A_{NR} & A_{NS} & A_{NN} & A_{NF} \\ A_{FR} & A_{FS} & A_{FN} & A_{FF} \end{bmatrix} = \begin{bmatrix} A_{RR} & A_{RS} & A_{RN} & T^T A_{SF} \\ A_{SR} & A_{SS} & A_{SN} & A_{SF} \\ A_{NR} & A_{NS} & A_{NN} & A_{NF} \\ A_{FR} & A_{FS} & A_{FN} & A_{FF} \end{bmatrix}.$$

(3.7)

Since the redundant rows and columns of the interaction between points in $R$ and $F$ can be well-approximated by the corresponding rows and columns of the interactions between points in $S$ and $F$, we can decouple points $R$ from the far field points $F$ as follows. Let $E, F$ denote the elimination matrices defined on the partition $[N] = R \cup S \cup N \cup F$ as

$$E = \begin{bmatrix} I & -T^T \\ & I \\ & & I \\ & & & I \end{bmatrix} \quad \text{and} \quad F = \begin{bmatrix} I \\ & -T \end{bmatrix}.$$

(3.8)

Then

$$E P^T A P F = \begin{bmatrix} X_{RR} & X_{RS} & X_{RN} & 0 \\ X_{SR} & A_{SS} & A_{SN} & A_{SF} \\ X_{NR} & A_{NS} & A_{NN} & A_{NT} \\ 0 & A_{FS} & A_{FN} & A_{FF} \end{bmatrix}. \quad \text{and} \quad X_{SF} \begin{bmatrix} I \\ & -T \end{bmatrix}.$$

(3.9)

where the notation $X_{ij}$ is used to indicate blocks of the above matrix whose entries are different from the entries of the original matrix in (3.7). We also note that the matrices $E$ and $F$ are, in fact, block diagonal when viewed over the partition $[N] = B \cup N \cup F$, and therefore the above factorization can be considered a type of LU elimination.

Now, assuming again that the block $X_{RR}$ is invertible, we can use it as a pivot block to completely decouple the redundant indices $R$ from the rest of the problem as follows. Let $L$ and $U$ denote the block upper and lower triangular elimination matrices given by

$$L = \begin{bmatrix} I \\ -X_{SR} X_{RR}^{-1} \\ -X_{NR} X_{RR}^{-1} \\ & I \end{bmatrix}, \quad U = \begin{bmatrix} I & -X_{RR}^{-1} X_{RS} & -X_{RR}^{-1} X_{RN} \\ & I \\ & & I \\ & & & I \end{bmatrix}.$$

(3.10)

Then

$$Z(A; B) = L E P^T A P F U = \begin{bmatrix} X_{RR} & 0 & 0 \\ 0 & X_{SS} & X_{SN} & A_{SF} \end{bmatrix}.$$

(3.11)

The matrix in (3.11) is of the form (3.3). This process of decoupling the redundant degrees of freedom of $B$ from the rest of the problem is referred to as the strong skeletonization of $A$ with respect to $B$. The resulting matrix is denoted by $Z(A; B)$, as above.
Since the matrices $E$ and $F$ are block diagonal with respect to the partition $[N] = \mathcal{B} \cup \mathcal{N} \cup \mathcal{F}$, equation (3.11) can be re-written in terms of a block LU-like factorization of the original matrix $A$:

$$A = \left(PE^{-1}L^{-1}\right)Z(A; B)\left(U^{-1}F^{-1}P^{T}\right).$$

(3.12)

For notational convenience, let $V$ and $W$ denote the left and right skeletonization operators defined by

$$V = PE^{-1}L^{-1}, \quad W = U^{-1}F^{-1}P^{T},$$

(3.13)

with the understanding that these matrices will be stored and used in factored form for computational efficiency. Moreover, the matrices $L, U, E^{-1}, F^{-1}$ are block triangular matrices with identities on the diagonal and hence their inverses can be trivially computed by toggling the sign of the nonzero off-diagonal blocks. With this shorthand, we can obtain an even more compact representation of $Z(A; B)$ given by

$$Z(A; B) = V^{-1}AW^{-1}.$$  

(3.14)

Remark 4. The elimination matrices $E$ and $F$ are referred to as $U_T$ and $L_T$ in [54]. However, for clarity of identifying the block lower and upper triangular structure in $V = PE^{-1}L^{-1}$ and $W = U^{-1}F^{-1}P^{T}$ with respect to the partition $[N] = \mathcal{B} \cup \mathcal{N} \cup \mathcal{F}$, we have renamed $U_T = E$ and $L_T = F$.

### 3.2 Low-rank approximation using proxy surfaces

In this section, we briefly discuss an indirect, efficient, and accurate approach for constructing an accelerated compression is given in Section 4. In what follows, in a slight abuse of notation, we will associate points in the original discretization of the boundary integral equation $x_i$ with their index value $i$. We will therefore say, interchangeably for clarity, that $i \in \mathcal{B}$ or $x_i \in \mathcal{B}$ or $x_i \in \mathcal{B}$.

In order to achieve the linear-time speedup in compression of these off-diagonal blocks, we must make two additional assumptions regarding the discrete linear system (2.8):

1. For each box $B$, there exists a partition of the far field index set $\mathcal{F} = \mathcal{Q} \cup \mathcal{P}$, with $|\mathcal{Q}| = O(1)$, such that for all $x_j \in B$ and $x_i \in \mathcal{P}$, the corresponding matrix entries in $A_{FB}$ are given by $\sqrt{w_i}K(x_i, x_j)\sqrt{w_j}$. We also assume that the converse holds: for all $x_j \in \mathcal{P}$ and $x_i \in B$, the corresponding matrix entries in $A_{BF}$ are given by $\sqrt{w_j}K(x_i, x_j)\sqrt{w_j}$. This is equivalent to assuming that for these well-separated regions $B$ and $\mathcal{P}$, a smooth source-dependent quadrature rule can be used to accurately discretize the underlying integral equation. One could, in principle, require this assumption to hold for all points in $\mathcal{F}$. However, due to Schur complement updates arising from the strong skeletonization procedure, as we will see, this condition will be violated for some points in $\mathcal{F}$. This issue is discussed in further detail in Section 3.3.

2. The kernel $K$ is a linear combination of the Green’s function of a homogeneous elliptic partial differential equation (denoted by $G$) and its derivatives. In particular, if $\gamma$ denotes a smooth surface embedded in $\mathbb{R}^3$ then the interaction kernel $K: \mathbb{R}^3 \times \gamma \rightarrow \mathbb{C}$ is then assumed to satisfy the following conditions:
• For \( x \in \gamma \), the integrals of the kernel along \( \gamma \) should be interpreted in a principal value sense.

• For \( x \notin \gamma \), \( K(\cdot, y) \) satisfies the underlying PDE for all \( y \in \gamma \). This assumption is true for both the Helmholtz single and double layer potentials, for example.

The above assumptions will be used in constructing efficient compression using Green's identities and what are known as proxy surfaces.

We now give a brief overview of this compression procedure for the block \( A_{FB} \). This block of the discretized integral equation maps charges located in \( B \) to potentials located in \( F \). In particular, charges located in \( B \) induce a potential – outside of \( B \) – which satisfies the underlying homogeneous elliptic PDE, and therefore, this potential can be represented by an equivalent charge density distributed along a proxy surface \( \gamma \) which encloses \( B \) but does not include points in \( P \). This effectively means that the block \( A_{FB} \) can be split and factored as

\[
A_{FB} \approx \begin{bmatrix}
A_{QB} \\
\sqrt{D_F} M_{FB} K_{FB} \sqrt{D_B}
\end{bmatrix} = \begin{bmatrix}
I & 0 \\
0 & \sqrt{D_F} M_{FB} K_{FB} \sqrt{D_B}
\end{bmatrix}.
\]  

(3.15)

Specific details of computing the above factorization are contained in Section 4.1, as well as a justification of such a factorization. The implication of the above factorization is the following: since both \( |B| \) and \( |Q| \) are \( O(1) \), and as will be shown later on \( \gamma \) can be discretized using a modest

number of points proportional to the size of \( B \) in the oscillatory regime, the matrix on the right in (3.15) has dimensions which are \( O(1) \). This means that an interpolative decomposition on the columns of this matrix can be computed with \( O(1) \) work. Denoting this compression as

\[
\begin{bmatrix}
A_{QB} \\
K_{FB} \sqrt{D_B}
\end{bmatrix} P \approx \begin{bmatrix}
K_{QB} \sqrt{D_B} \\
K_{FB} \sqrt{D_B}
\end{bmatrix} \begin{bmatrix} T & I \end{bmatrix},
\]

(3.16)

we have effectively computed a low-rank approximation of \( A_{FB} \) at a cost of only \( O(1) \) flops. The matrix \( P \) above is a permutation matrix that appropriately re-orders the columns according to those which have been chosen as skeleton columns and those which are redundant columns.

The compression of the dual matrix \( A_{BF} \) can be done in a nearly identical manner after observing that all potentials which satisfy the underlying PDE in the box \( B \) can be represented using a charge density lying on the same proxy surface \( \gamma \), and therefore an interpolative decomposition on the rows of this matrix can be computed in \( O(1) \) time. More details, and a justification, are found in Section 4.1. Lastly, these two compressions can be done simultaneously in order to generate the same interpolation "T" matrix for both \( A_{FB} \) and \( A_{BF} \) at a modest increase in rank. While not strictly necessary, this somewhat simplifies the subsequent factorization procedure and associated storage costs.

**Remark 5.** In [42], the authors discuss compression via the proxy method applied to integral equations of the form

\[
\alpha(x)\sigma(x) + b(x) \int_{\Gamma} K(x - y)c(y)\sigma(y) \, da(y) = f(x).
\]

(3.17)

In particular, when constructing \( K^{ext} \), they emphasize the need for including both matrices \( G_{PB}b_B \) and \( G_{FB}c_B \), where \( b_B \) and \( c_B \) are diagonal matrices with entries \( b(x_i) \) and \( c(x_i) \), for \( x_i \in B \), respectively. Handling non-uniform quadrature weights \( w_j \) is equivalent to compressing a discretized version of (3.17) with \( b(x_j) = \sqrt{w_j} \), \( \alpha(x) = \alpha \), and \( c(x_j) = \sqrt{w_j} \).
3.3 The RS-S Algorithm

In this section, we provide a brief summary of the RS-S algorithm. We refer the reader to the original manuscript for a detailed description [54]. The RS-S algorithm proceeds by sequentially applying the strong skeletonization procedure to each box in the level-restricted tree. The boxes in the tree hierarchy are traversed in an upward pass, i.e. boxes at the finest level will be processed first followed by boxes at subsequent coarser levels. After each application of the strong skeletonization procedure, only the skeleton points \( S \) associated with each box are retained for further processing. These will be referred to as the active degrees of freedom. Even when constructing near field and far field index sets of a box, only the active degrees of freedom contained in the respective regions are retained (other degrees of freedom have been deemed redundant and decoupled from the system).

For boxes at coarser levels, the active degrees of freedom for each box is the union of the active degrees of freedom of each of its children boxes. After regrouping the active indices from all the children of boxes at coarser levels, the process of strong skeletonization can be applied to those boxes as well. This process is continued until there are no remaining active degrees of freedom in the far field region of any box at a given level or the algorithm reaches level 1 in the tree structure (for which the statement is trivially true since there are no boxes in the far field region of any box).

Similar to before, let \( V_i \) and \( W_i \) denote the left and right skeletonization operators associated with box \( B_i \) defined in (3.13). Suppose that the multi-level RS-S algorithm of [54] terminates at box \( B_M \); let \( B_t \) denote the remaining active degrees of freedom in the domain. Let \( P_t \) denote the permutation which orders the points in \( B_t \) in a contiguous manner. Then the RS-S factorization of the matrix \( A \) takes the form

\[
A \approx (V_1V_2 \cdots V_M) P_t D P_t^T (W_M W_{M-1} \cdots W_1). \tag{3.18}
\]

Here \( D \) is the block diagonal matrix given by

\[
D = \begin{bmatrix}
X_{R_1 R_1} & & \\
& \ddots & \\
& & X_{R_M R_M}
\end{bmatrix}, \tag{3.19}
\]

where \( R_j \) are the redundant indices in \( B_j \). An approximate factorization of \( A^{-1} \) is readily obtained from the formula above and is given by

\[
A^{-1} \approx \left( W_1^{-1} \cdots W_M^{-1} \right) P_t D^{-1} P_t^T \left( V_M^{-1} \cdots V_1^{-1} \right). \tag{3.20}
\]

In the event that the matrix \( A \) is positive definite, one can also compute the generalized square-root and the log-determinant of the matrix \( A \) using the factorization above.

One crucial detail still remains to be resolved for the construction of this factorization: how best to obtain a partition \( \mathcal{F} = Q \cup \mathcal{P} \) of the active far field indices for each box such that the first condition in Section 3.2 is satisfied. In particular, it must be shown that even after several recursive applications of the strong skeletonization procedure the matrix entries corresponding to \( A_{\mathcal{P} \mathcal{B}} \) are still given by \( \sqrt{w_j} K(x_i, x_j) \sqrt{w_i} \) and are unaffected by Schur complements introduced during the elimination procedure. That this is even possible is not immediately obvious since the Schur complement update obtained by applying the strong skeletonization procedure to one box might potentially affect the interaction between a different box and its far interactions. Recall that the Schur complement constructed during the strong skeletonization procedure applied to box \( B \) updates the interaction between points in the near field region of \( B \). Referring to Figure 5 in [54],
using strong skeletonization to compress the operator $A$ with respect to points in $B_1$ updates the entries of the matrix corresponding to interactions of points contained in $B_2$ and $B_3$ since both of them are in the near field region of $B_1$. However, $B_3$ is in the far field region of $B_2$, and thus the entries of $A_{\mathcal{F}_2 \mathcal{B}_2}$ (where $\mathcal{F}_2$ denotes the far field region of $B_2$) will not correspond to the original matrix entries. However, all such interactions can be included in the partition $Q_2$ of $\mathcal{F}_2 = Q_2 \cup \mathcal{P}_2$.

A systematic way of addressing this issue and constructing the partition $\mathcal{F} = Q \cup \mathcal{P}$ was presented in [54]. Suppose that $D$ is a sphere enclosing the box $B$ with radius equal to $5R/2$, where $R$ is the side-length of box $B$. Let $\mathcal{P}$ denote the set of indices in $\mathcal{F}$ such that if $x_i \in \mathcal{P} \cap B_\ell$ then $B_\ell \in D^{c\varepsilon}$. This choice ensures that all the matrix entries in $A_{\mathcal{P}_B}$ and its transpose are always of the form $\sqrt{w_i}K(x_i, x_j)\sqrt{w_j}$ and $\sqrt{w_i}K(x_j, x_i)\sqrt{w_j}$, respectively. Furthermore, this choice also ensures that after merging the active degrees of freedom from boxes at finer levels, the partition $\mathcal{F} = Q \cup \mathcal{P}$ still satisfies the constraint. These results are proven in [54] (Theorem 3.1, and Corollary 3.2 respectively). The additional buffer of placing the proxy surface separated by two boxes at the same level is crucial in proving those results.

Under mild assumptions on the ranks of the interactions between a box and its far field, the cost of computing the RS-S factorization ($t_f$), the cost of applying the compressed operator and its inverse ($t_a$, $t_s$), and the memory required ($m_f$) in the algorithm all scale linearly in the number of discretization points $N$ independent of the ambient dimension of the data. In particular, if the ranks of the far field blocks are $O(L - \ell + c)^{q}$ for boxes on level $\ell$ where $c, q > 0$, then $t_f, t_s, t_a, m_f = O(N)$ with the implicit constant being a polynomial power of $\log(1/\varepsilon)$, where $\varepsilon$ is the requested tolerance. These conditions are typically satisfied for discretizations of boundary integral equations for non-oscillatory problems.

**Remark 6.** A naive implementation of looping over all Schur complements for updating matrix entries could result in an $O(N^2)$ complexity for constructing the RS-S factorization. Letting $S^{(i)}$ denote the Schur complement obtained from eliminating the redundant degrees of freedom in box $B_i$, one can precompute pairs $(i, j)$ corresponding to Schur complements $S^{(i)}$ which would impact the matrix entries $A_{B_i(Q \cup \mathcal{N}_j)}$ and its transpose. Using this list, one can avoid having to loop over all Schur complement blocks and therefore retain the $O(N)$ complexity for constructing the RS-S factorization.

### 4 Quadrature coupling in multiscale geometries

The primary source of error in constructing the RS-S factorization is in the compression of the matrix $A_{\mathcal{F}_2 \mathcal{B}_2}$ corresponding to far interactions (and its dual) using the proxy method [65, 66]. Recall that after using the proxy method for compression as discussed in Section 3.2, the interpolative decomposition is computed for a matrix whose entries are kernel evaluations $K(x_i, x_j)$. In the following section, we present three modifications to the standard RS-S algorithm of [54]:

1. Properly formulating the proxy surface compression procedure when the kernel $K$ is obtained using the combined field integral representation;

2. Determining a properly sampled discretization of the proxy surface $\gamma$ using $n_\gamma$ points which is based on the box size in the tree hierarchy, so as to sufficiently sample the operator when the kernel $K$ is oscillatory without excessive oversampling; and

3. Finally, constructing a partition $\mathcal{F} = Q \cup \mathcal{P}$ capable of handling near field quadrature corrections for multiscale geometries.
We first turn to the accelerated proxy compression of matrix blocks obtained when using a combined field representation for the solution to a Dirichlet problem.

### 4.1 Proxy compression for combined field representations

As discussed in the introduction, in order to solve the exterior Dirichlet scattering problem for the Helmholtz equation, we employ an integral equation formulation whose kernel is given by the combined field potential $K$:

$$K(x, y) = (n(y) \cdot \nabla_y G_k(x, y)) - ikG_k(x, y).$$  \hspace{1cm} (4.1)

After inverting the resulting integral equation

$$\frac{1}{2} \sigma + \mathcal{K}_\Gamma \sigma = f, \quad \text{on } \Gamma,$$  \hspace{1cm} (4.2)

the solution $u$ to the boundary value problem is given as

$$u(x) = \mathcal{K}_\Gamma \sigma(x), \quad \text{for } x \in \mathbb{R}^3 \setminus \Omega.$$  \hspace{1cm} (4.3)

Our goal in the following is to justify the method of proxy compression, i.e. to show that the appropriate row or column spaces of submatrices $A_{FB}$ and $A_{BF}$, respectively, are spanned by proxy kernel matrices which only involve the kernel $K$ evaluated at proxy points and the relevant set of sources or targets.

#### 4.1.1 Outgoing skeletonization

To this end, for a given box $B$, a region $D$ and its boundary $\gamma$ can be chosen such that $B \subset D$ and that $x_i \in \mathcal{P} \implies x_i \in D^c$. See Figure 1 for a geometric setup of the situation. We therefore, by our earlier assumptions, have that $K : \mathbb{R}^3 \setminus P \times P \to \mathbb{C}$ and that $K(\cdot, y)$ satisfies the underlying PDE (i.e. Helmholtz equation) in $\mathbb{R}^3 \setminus P$ for each $y \in P$. For this box $B$, now consider what we will call the associated exterior proxy boundary value problem:

$$\begin{align*}
(\Delta + k^2)v &= 0, \quad \text{in } \mathbb{R}^3 \setminus D, \\
v &= \mathcal{K}_B \tau, \quad \text{on } \gamma, \\
\lim_{r \to \infty} r \left( \frac{\partial v}{\partial r} - ikv \right) &= 0,
\end{align*}$$  \hspace{1cm} (4.4)

where $\mathcal{K}_B \tau$ is Helmholtz potential due to any function $\tau$ supported on the piece of $\Gamma$ contained inside box $B$, i.e.

$$\mathcal{K}_B \tau(x) = \int_{\Gamma \cap B} K(x, y) \tau(y) \, da(y), \quad \text{for } x \in \gamma.$$  \hspace{1cm} (4.5)

The above boundary value problem is clearly an exterior Dirichlet problem for the Helmholtz equation, and can be solved using an integral equation method by first representing $v$ as $v = \mathcal{K}_\gamma \mu$ for some unknown density $\mu$ defined along $\gamma$. (Note that in practice, $\gamma$ is usually taken to be the surface of a sphere but there is no mathematical reason why this must be the case.)

The solution to the boundary value problem (4.4) is unique and can be formally obtained, as was for $u$ in the introduction, as

$$v = \mathcal{K}_\gamma \left( \frac{1}{2} I + \mathcal{K}_\gamma \gamma \right)^{-1} \mathcal{K}_B \tau,$$  \hspace{1cm} (4.6)
Figure 1: The proxy surface setup for a box $B$. The near field is denoted by $N$, and the far field has been partitioned as $\mathcal{F} = Q \cup \mathcal{P}$.

where it is understood that the inverse operator in the middle is a map from $\gamma$ to $\gamma$, i.e. that $K_{\gamma\gamma}$ is a map from $\gamma$ to $\gamma$ and is interpreted in the proper principal value sense. Finally, consider a discretization and $L^2$ embedding [11] of the above form of $v$ which maps sources at a collection of $x_j \in \mathcal{B}$ with strengths $t_j = \tau(x_j)$ to their potentials $v_i$ at target locations $x_i \in \mathcal{P}$:

$$\sqrt{D_{\mathcal{F}}} v = \sqrt{D_{\mathcal{P}}} K_{\mathcal{P}\gamma} \sqrt{D_{\gamma}} \left( 1/2 + \sqrt{D_{\gamma}} K_{\gamma\gamma} \otimes W_{\gamma\gamma} \sqrt{D_{\gamma}^{-1}} \right)^{-1} \sqrt{D_{\gamma}} K_{\gamma\mathcal{B}} \sqrt{D_{\mathcal{B}}} \left( \sqrt{D_{\mathcal{B}}} t \right)$$

$$= \sqrt{D_{\mathcal{P}}} M_{\mathcal{P}\gamma} K_{\gamma\mathcal{B}} \sqrt{D_{\mathcal{B}}} \left( \sqrt{D_{\mathcal{B}}} t \right),$$

where $K_{\gamma\gamma} \otimes W_{\gamma\gamma}$ denotes the elementwise Hadamard product of the kernel matrix $K_{\gamma\gamma}$ with a matrix $W_{\gamma\gamma}$ of quadrature corrections and the matrices $D_\ell$ contain smooth quadrature corrections along their diagonal. Upon further inspection, however, assuming that the discretization of the above integral equation along $\gamma$ was suitably accurate and that the source and target locations $x_j$ and $x_i$ were chosen to be the same as in the original discretization of $\Gamma$, we have that it must be true that

$$K_{\mathcal{P}\mathcal{B}} = M_{\mathcal{P}\gamma} K_{\gamma\mathcal{B}}$$

(4.8)

due to the uniqueness of the exterior Helmholtz Dirichlet problem (i.e. if the boundary data in (4.4) was chosen to agree with that induced by sources located at discretization points $x_j \in B$, then the solution $v$ at $x_i$ must agree with the potential generated via multiplication by $K_{\mathcal{P}\mathcal{B}}$). Therefore, due to the partition of the far field $\mathcal{F} = Q \cup \mathcal{P}$, it must also be true that (after a suitable permutation of rows)

$$A_{\mathcal{F}\mathcal{B}} = \begin{bmatrix} A_{Q\mathcal{B}} \\ A_{P\mathcal{B}} \end{bmatrix} = \begin{bmatrix} A_{Q\mathcal{B}} \\ \sqrt{D_{\mathcal{P}}} K_{\mathcal{P}\mathcal{B}} \sqrt{D_{\mathcal{B}}} \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & \sqrt{D_{\mathcal{P}}} M_{\mathcal{P}\gamma} \end{bmatrix} \begin{bmatrix} A_{Q\mathcal{B}} \\ K_{\gamma\mathcal{B}} \sqrt{D_{\mathcal{B}}} \end{bmatrix}.$$  

(4.9)

A note on dimensions of the above matrices: recall that, by assumption, $|Q| = O(1)$ and therefore the bulk of the discretization nodes in $\mathcal{F}$ are contained in $\mathcal{P}$, i.e. that $|\mathcal{P}| = O(N)$. This implies that the matrix on the very right above has dimensions which are $O(n_{\gamma}) \times O(1)$, where $n_{\gamma}$ denotes the number of points used to discretize the proxy surface. Choosing $n_{\gamma}$ is discussed in the following section. Next we detail how to use the above factorization to compute a column skeletonization of the original submatrix $A_{\mathcal{F}\mathcal{B}}$. 


First, a column skeletonization of the matrix on the right in (4.9) is performed which yields a decomposition of $B$ into redundant and skeleton points, i.e. $B = R \cup S$:

\[
\begin{bmatrix}
A_{QS} \\
K_{\gamma S} \sqrt{D_S}
\end{bmatrix}
= 
\begin{bmatrix}
A_{QS} \\
K_{\gamma S} \sqrt{D_S}
\end{bmatrix}
\begin{bmatrix}
T_{SR} & I
\end{bmatrix}
P_B
\]

(4.10)

where $P_B$ is a permutation of the matrix performing a reordering of columns according to the split $B = R \cup S$, and in our continued abuse of notation, it is implied that this is an \(\epsilon\)-accurate approximation. Inserting (4.10) into (4.9), we have

\[
A_FB = 
\begin{bmatrix}
I & 0 \\
0 & \sqrt{D_F} M_{\gamma y}
\end{bmatrix}
\begin{bmatrix}
A_{QS} \\
K_{\gamma S} \sqrt{D_S}
\end{bmatrix}
\begin{bmatrix}
T_{SR} & I
\end{bmatrix}
P_B
\]

\[
= 
\begin{bmatrix}
A_{QS} \\
\sqrt{D_F} M_{\gamma y} K_{\gamma S} \sqrt{D_S}
\end{bmatrix}
\begin{bmatrix}
T_{SR} & I
\end{bmatrix}
P_B.
\]

(4.11)

Again, due to the uniqueness of the exterior Helmholtz boundary value problem in (4.4), it must be true that $M_{\gamma y} K_{\gamma S} = K_{\gamma S}$, and therefore we have computed a low-rank approximation to the original matrix $A_FB$ since

\[
A_FB = 
\begin{bmatrix}
A_{QS} \\
\sqrt{D_F} K_{\gamma S} \sqrt{D_S}
\end{bmatrix}
\begin{bmatrix}
T_{SR} & I
\end{bmatrix}
P_B
\]

(4.12)

Remark 7. In the publicly available software associated with [54], the authors use a slightly simpler method to obtain interpolative decompositions of matrices such as $A_FB$ via proxy compression. It appears that in practice, their method doesn’t seem to affect the accuracy of the computed solution on simple geometries for requested tolerances of $10^{-8}$ or greater. Our discussion above was meant to be a fully self-contained treatment of proxy compression, as was implemented in our solver.

4.1.2 Incoming skeletonization

The above algorithm for compressing $A_FB$ can immediately be extended to the row compression of the dual block $A_{BF}$ by considering instead the associated interior proxy boundary value problem (analogous to (4.4)). We refer to this procedure as calculating the incoming skeleton nodes for a box $B$. In this case, unfortunately, it may be the case that the wavenumber $k$ is such that it is an interior Dirichlet eigenvalue of the Laplace operator inside $\gamma$, and therefore (4.4) is not uniquely solvable. However, this doesn’t matter for our purposes since all we hope to capture in the row compression is an accurate approximation to the row space of the associated matrix block. Since only the existence of the matrix $M_{\gamma y}$ is used – it is never explicitly formed or is any piece of it inverted – the calculation is nearly identical and the row skeletonization can be computed by only forming and approximating the matrices $A_{BQ}$ and $K_{BQ}$.

4.1.3 Simultaneous skeletonization

Lastly, as mentioned in Section 3.2, it is sometimes useful to choose identical incoming and outgoing skeleton points for a particular box. If this is desired, then a single interpolative decomposition can
be performed:

\[
\begin{bmatrix}
A_{QS} \\
A_{QS}^T \\
K_{\gamma B} \sqrt{D_{\gamma B}} \\
K_{\gamma S}^T \sqrt{D_{\gamma S}}
\end{bmatrix}
= 
\begin{bmatrix}
A_{QS} \\
A_{QS}^T \\
K_{\gamma S} \sqrt{D_{\gamma S}} \\
K_{\gamma S}^T \sqrt{D_{\gamma S}}
\end{bmatrix}
\begin{bmatrix}
T_{SR} & I \\
I & P_B
\end{bmatrix}.
\]  

(4.13)

It is easily verified that the matrix \( T_{SR} \) above compresses both \( A_{FB} \) and \( A_{FB}^T \). In practice, the rank used in the above low-rank approximation is slightly larger than if the blocks had been compressed separately (but, the subsequent bookkeeping and factorization is slightly simpler and uses less storage).

### 4.2 Proxy surface discretization

Recall that when using the proxy surface compression technique, the matrix \( K_{\gamma B} \) in (4.8) must accurately capture the subspace of potentials supported on the proxy surface, and likewise, \( K_{\gamma S} \) must accurately capture the subspace of potentials induced by densities on the proxy surface \( \gamma \). We therefore must take some care when choosing how to select points \( y_\ell \) on \( \gamma \).

For oscillatory problems, it turns out that the ranks of \( A_{FB} \) tend to grow with the size of the box measured in number of wavelengths. This growth in rank can be attributed to the oscillatory nature of the Green’s function \( G_k \), which, in turn, necessitates an increased number of points to sample the proxy for accurately computing the implied integrals and subsequent low-rank approximation. One can use standard multipole estimates for appropriately choosing \( n_\gamma \) to enable accurate compression of the far field blocks \([21,36]\).

In particular, in the oscillatory regime, the rank of the far field blocks tend to scale quadratically with the size of the box measured in wavelengths. Note that this does not affect the overall complexity of the method. In the limit \( N \to \infty \), when the size of the problem as measured in wavelengths is fixed, \( n_\rho \) is still a constant and typically \( \ll N \). However, in the regime where the boundary is sampled at fixed number of points per wavelength, then the cost of the factorization typically grows like \( O(N^2) \) since \( k \propto N \). This is the expected behavior of fast direct solvers which are based on low-rank approximation, as demonstrated in \([12,30,50]\). We numerically verify this behavior for our approach as well in Section 5.

**Remark 8.** When finding the skeleton and redundant points in a box, the far interaction matrices and the blocks affected by Schur complements are simultaneously compressed. Due to presence of the near blocks which contain the Schur complements, in practice, for small wave numbers, it is possible to use fewer points than predicted by standard multipole estimates.

### 4.3 Far field partitioning

Recall that a necessary criterion for determining the split \( F = Q \cup \mathcal{P} \) for a box \( B \) is that the interactions corresponding to points \( x_j \in B \) and the points \( x_i \in \mathcal{P} \) are of the form \( \sqrt{w_i} K(x_i, x_j) \sqrt{w_j} \). There are two mechanisms by which the condition would be violated: (1) if \( x_i \in \text{Near}(x_j) \) from the quadrature perspective, then the original matrix entry has target dependent weights and is of the form \( \sqrt{w_i} K(x_i, x_j) w_{ij} \sqrt{w_j} \), or (2) if the matrix entries have been updated due to Schur complements arising from a previous application of the strong skeletonization procedure to a different box.

Depending on the subdivision criterion used for generating the octree, the near interactions associated with the locally-corrected quadrature may spill over into the far field region of the box,
i.e. for a point \( x_j \in B \), there may exist \( x_i \in \text{Near}(x_j) \cap \mathcal{F} \), where \( \mathcal{F} \) is the far field region associated with box \( B \). In this situation, the partition \( \mathcal{F} = Q \cup \mathcal{P} \) can be modified to include all such near quadrature corrections of point that spill over into the far region of the corresponding box, i.e. if \( x_i \in \text{Near}(x_j) \cap \mathcal{F} \) for any \( x_j \in B \) then \( x_i \in Q \) even if it would not have been affected by previously computed Schur complement blocks. In practice, this situation is rarely encountered and typically happens for at most \( O(1) \) boxes even in multiscale geometries.

In the original RS-S factorization, the second issue is handled by defining the index set \( Q \) to consist of all points in all boxes \( B_j \) which are not adjacent to \( B \), but which are separated by exactly one box-width in the \( L^\infty \) sense. We propose a minor modification to include only boxes \( B_j \) which have been affected by previous applications of the strong skeletonization procedure which can be precomputed. To allow for this modification, we also need to set the proxy surface to be the sphere of radius \( 3R/2 \) centered at the box center of \( B \) as opposed to the \( 5R/2 \) in the original RS-S factorization.

### 5 Numerical experiments

In this section, we illustrate the performance of our approach. For examples in Sections 5.1 and 5.2, we consider a wiggly torus as the geometry where the boundary \( \Gamma \) is parameterized by \( X : [0, 2\pi]^2 \rightarrow \Gamma \) as

\[
X(u, v) = \begin{bmatrix}
1.2 \cdot (2 + \cos(v) + 0.25 \cos(5u)) \cos(u) \\
(2 + \cos(v) + 0.25 \cos(5u)) \sin(u) \\
1.7 \cdot \sin(v)
\end{bmatrix},
\]

(5.1)

see Figure 2. In Section 5.3, the geometry is a multiscale plane where the ratio of the largest triangle to the smallest one is \( O(10^3) \). For all three examples, we consider the solution of the exterior Dirichlet problem (2.2) using the combined field representation

\[
u(x) = \mathcal{D}_k[\sigma]\Gamma(x) - ikS_k[\sigma](x), \quad x \in \mathbb{R}^3 \setminus \Omega,
\]

(5.2)

which on imposing the Dirichlet boundary conditions results in the following integral equation for the unknown density \( \sigma \),

\[
\frac{\sigma(x)}{2} + \mathcal{D}_k[\sigma]\Gamma(x) - ikS_k[\sigma](x) = f(x), \quad x \in \Gamma.
\]

(5.3)

Here \( f \) is the prescribed Dirichlet data, \( k \) is the Helmholtz wavenumber, and \( \mathcal{D}_k, S_k \) are interpreted using their on-surface principal value senses. Let \( \lambda = 2\pi/k \) denote the corresponding wavelength.

Suppose that (5.3) is discretized using the Nyström method where the layer potentials are evaluated using the locally corrected quadrature methods discussed in [32]. We assume that the surface \( \Gamma \) is given by the disjoint union of patches \( \Gamma_j, \Gamma = \bigcup_{j=1}^{N_{\text{patches}}} \Gamma_j \), where each patch is parametrized by a non-degenerate chart \( X^j : T_0 \rightarrow \Gamma_j \), with \( T_0 = \{(u, v) : u > 0, v > 0, u + v \leq 1\} \) being the standard right simplex. We further assume that the charts \( X^j \), their derivative information, the density \( \sigma|_{\Gamma_j} \) and the data \( f|_{\Gamma_j} \) are discretized using order \( p \) Vioreanu-Rokhlin nodes on \( T_0 \).

Let \( N = N_{\text{patches}}p(p+1)/2 \) be the total number of discretization points. Let \( \varepsilon \) denote the tolerance used for computing the factorization (i.e. the tolerance requested in each interpolative decomposition performed). For a patch \( \Gamma_j \), let \( R_j \) denote the diameter of the patch and let \( \text{ppw}_j = R_j/k/\pi \) denote the effective sampling rate on \( \Gamma_j \) measured in points per wavelength. Let \( \text{ppw}_{\min} = \min_j \text{ppw}_j \).

Let \( t_f, t_s \) denote the factorization time and the solve time for computing FMM-LU factorization.
including quadrature corrections, respectively. Let $T_{\text{init}}$ denote the problem setup time which is dominated by the time taken to generate the quadrature corrections. Let $m_f$ denote the memory required per discretization node for storing the factorization in $GB$, and $S_f = N/t_f$, $S_s = N/t_s$, and $S_{\text{init}} = N/T_{\text{init}}$ denote the corresponding speeds for the different tasks measured in points processed per second. Lastly, let $N_0$ denote the size of the system matrix inverted directly at the root level.

The fast direct solver was implemented in python, and relied on interfaces contained in the fmm3dbie library, freely available at github.com/fastalgorithms/fmm3dbie. Our code can be obtained at gitlab.com/fastalgorithms/adaptive_dir_h2. The experiments were run on a single core of a linux workstation with 192GB RAM. The current implementation is to demonstrate the accuracy of our approach and the complexity scaling with respect to the total number of discretization points for the various parts of the algorithm. An improved solver with better computational performance will be released soon.

5.1 Accuracy and convergence

To test the accuracy of the solver, suppose that the Dirichlet data is the potential due a collection of 50 random point sources located in the interior given by

$$f(x) = \sum_{j=1}^{50} q_j e^{i k |x - x_j|}. \quad (5.4)$$

In this setting, due to uniqueness, the exact solution in the exterior is given by the right hand side of the above expression evaluated at $x \in \Omega^c$. Let $u_{\text{comp}}$ denote the numerically computed solution and let $\varepsilon_a$ denote the relative $L^2$ error at 50 random target locations in the exterior denoted by $t_j$, $j = 1, 2, \ldots, 50$, given by

$$\varepsilon_a = \frac{\sqrt{\sum_{j=1}^{50} |u_{\text{comp}}(t_j) - u(t_j)|^2}}{\sqrt{\int_{\Gamma} |\sigma(x)|^2 \, da(x)}}. \quad (5.5)$$

In Table 1, we tabulate $t_f$, $t_s$, $t_q$ and $m_f$ for $p = 6$ and $\varepsilon = 5 \times 10^{-7}$. For these experiments $k = 0.97$ is chosen such that the torus is contained in a bounding box of size $1.2 \lambda \times 1.1 \lambda \times 0.5 \lambda$, and $\varepsilon = 5 \times 10^{-7}$. We observe the expected linear scaling in $t_q$. However, for $t_f$, $t_s$, and $m_f$ we observe sub-linear scaling due to the wave number being held fixed and refinement in $N$. The additional degrees of freedom introduced beyond a certain sampling in points per wavelength are more easily compressed. We observe the expected convergence rate of $\max(h^{p-1}, \varepsilon)$ for $\varepsilon_a$. This is consistent
with the analysis in [4]. However, for \( p = 4 \), and \( N_{\text{patches}} = 12800 \), we also do not observe the expected order of convergence to the desired tolerance. This can be explained by the fact that the matrix entries corresponding to the far-interactions were generated using the underlying smooth quadrature as opposed to an appropriately oversampled smooth quadrature rule.

### 5.2 Oscillatory problems sampled at fixed points per wavelength

In this section, we perform the accuracy test as in Section 5.1 when the surface \( \Gamma \) is sampled at a fixed number of points per wavelength. For these examples, \( p = 6, \varepsilon = 5 \times 10^{-7} \) and \( k/\sqrt{N_{\text{patches}}} \) is held fixed, so that \( \text{pwp}_{\min} \approx 10 \). In Table 2, we tabulate \( \varepsilon_a, N_0, t_f, t_s, t_q, \) and \( m_f \). The error \( \varepsilon_a \) remains nearly constant as \( k, N_{\text{patches}} \) are increased since the surface is being sampled at nearly the same number of points per wavelength. The size of the matrix at the root level \( N_0 \) grows like \( N^{3/9} \). Since the factorization time will be typically dominated by the direct inversion at the root level as \( k \to \infty \), the computational complexity of the constructing the factorization will be \( O(N_0^2) = O(N^{4/3}) \). In the current experiments, we still observe an \( O(N) \) scaling in the factorization time as the frequency \( k \) is not sufficiently large. The solve time, time for generating the locally corrected quadrature and the memory used continue to scale as \( O(N) \) even in this setting. This can be explained by the fact that at the root level, the solve time and memory requirement grow as \( O(N_0^2) = O(N^{8/9}) \), so the dominant cost for both the solve time and memory used is at the leaf level of the tree which is \( O(N) \). Since we are using locally-corrected quadratures, the number of near interactions that need to be precomputed are more or less constant as \( k, N_{\text{patches}} \to \infty \), and thus the cost of computing them scales like \( O(N) \).

| \( p \) | \( N_{\text{patches}} \) | \( N \) | \( k \) | \( t_f \) (s) | \( t_s \) (s) | \( t_q \) (s) | \( m_f \) (GB) | \( \varepsilon_a \) |
|------|----------------|------|------|----------------|----------------|----------------|----------------|----------------|
| 4    | 98             | 980  | 0.97 | 0.6          | 0.03          | 1.2            | 0.02           | 3.7 \times 10^{-3} |
| 4    | 200            | 2000 | 0.97 | 3.2          | 0.04          | 2.2            | 0.07           | 5.3 \times 10^{-4} |
| 4    | 800            | 8000 | 0.97 | 52.5         | 0.1           | 7.6            | 0.6            | 8.6 \times 10^{-5} |
| 4    | 3200           | 32000| 0.97 | 273.4        | 0.3           | 28.5           | 2.3            | 9.8 \times 10^{-6} |
| 4    | 7200           | 72000| 0.97 | 540.6        | 0.8           | 72.4           | 4.3            | 2.9 \times 10^{-6} |
| 4    | 12800          | 128000| 0.97 | 861.2        | 1.2           | 123.2          | 7.1            | 1.2 \times 10^{-6} |
| 6    | 98             | 2058 | 0.97 | 3.6          | 0.03          | 4.3            | 0.07           | 3.8 \times 10^{-4} |
| 6    | 200            | 4200 | 0.97 | 17.6         | 0.06          | 8.0            | 0.2            | 1.7 \times 10^{-5} |
| 6    | 800            | 16800| 0.97 | 159.3        | 0.2           | 28.1           | 1.4            | 8.9 \times 10^{-7} |
| 6    | 3200           | 67200| 0.97 | 624.3        | 0.8           | 113.0          | 4.5            | 2.8 \times 10^{-8} |
| 6    | 7200           | 151200| 0.97 | 1128.6       | 1.5           | 229.9          | 8.8            | 1.1 \times 10^{-8} |
| 6    | 12800          | 268800| 0.97 | 1667.5       | 2.4           | 402.4          | 14.3           | 1.1 \times 10^{-8} |
| 8    | 98             | 3528 | 0.97 | 11.9         | 0.04          | 10.4           | 0.2            | 5.0 \times 10^{-5} |
| 8    | 200            | 7200 | 0.97 | 48.2         | 0.09          | 18.1           | 0.5            | 2.6 \times 10^{-6} |
| 8    | 800            | 28800| 0.97 | 263.3        | 0.3           | 66.9           | 2.2            | 1.1 \times 10^{-8} |
| 8    | 3200           | 115200| 0.97 | 846.8        | 1.1           | 287.2          | 7.0            | 1.2 \times 10^{-8} |
| 8    | 7200           | 259200| 0.97 | 1612.7       | 2.3           | 576.5          | 13.7           | 1.2 \times 10^{-8} |
| 8    | 12800          | 460800| 0.97 | 2615.6       | 4.2           | 1065.4         | 23.0           | 1.1 \times 10^{-8} |

Table 1: Scaling results in \( t_f, t_s, t_q \) and \( m_f \) as \( p \) and \( N_{\text{patches}} \) is varied. The results are for fixed \( k = 0.97 \) and \( \varepsilon = 5 \times 10^{-7} \).
Table 2: Scaling results in $t_f$, $t_s$, $t_q$ and $m_f$ as $p$ and $N_{\text{patches}}$ is varied. The results are for fixed $\text{ppw}_{\text{min}} = 10$ and $\varepsilon = 5 \times 10^{-7}$.

| $p$ | $N_{\text{patches}}$ | $N$  | $k$  | $t_f$ (s) | $t_s$ (s) | $t_q$ (s) | $m_f$ (GB) | $N_0$   | $\varepsilon_a$ |
|-----|----------------------|------|------|-----------|-----------|-----------|------------|---------|----------------|
| 6   | 3200                 | 67200| 3.88 | 724.0     | 0.7       | 130.2     | 5.3        | 5700    | $1.4 \times 10^{-7}$ |
| 6   | 7200                 | 151200| 5.82 | 1511.8    | 1.9       | 260.8     | 10.8       | 7391    | $5.3 \times 10^{-8}$  |
| 6   | 12800                | 268800| 7.76 | 2531.2    | 3.0       | 470.1     | 18.2       | 9109    | $7.3 \times 10^{-8}$  |
| 6   | 28800                | 604800| 11.64| 5505.9    | 7.8       | 1077.3    | 38.1       | 12805   | $1.3 \times 10^{-7}$  |
| 6   | 51200                | 1075200| 15.52| 9756.3    | 12.1      | 1936.4    | 65.5       | 16921   | $1.5 \times 10^{-7}$  |

5.3 Computing an azimuthal sonar cross section

In this section, we compute the azimuthal monostatic sonar cross section for sound soft acoustic scatterers. As before let $\Gamma$ denote the boundary of the scatterer whose interior is defined by $\Omega$. Let $\phi$ denote the azimuthal angle in the $xy$ plane of the object, and let the azimuthal sonar cross section in the $\phi$ direction denoted by $R(\phi)$. Let $\mathcal{F}[u](\theta, \phi)$ denote the far field pattern of an outgoing solution $u$ to the Helmholtz equation. Let $u_{\phi_0}$ denote the scattered field due to a plane wave incident in the direction $\mathbf{d} = (\cos(\phi_0), \sin(\phi_0), 0)$ Then $R(\phi_0) = \mathcal{F}[u_{\phi_0}](0, -\phi_0)$, i.e. it is the far field signature of the solution $u_{\phi_0}$ evaluated at $(0, -\phi_0)$.

As before, we represent the scattered field $u_{\phi_0}$ using the combined field layer potential with density $\sigma_{\phi_0}$. Then $\sigma_{\phi_0}(x)$ satisfies,

$$\frac{1}{2} \sigma_{\phi_0}(x) + \int_{\Gamma} K(x, y) \sigma(y) \, da(y) = -e^{ikx \cdot d}. \quad (5.6)$$

The azimuthal sonar cross section $R(\phi_0)$ can be expressed in terms of the solution $\sigma_{\phi_0}$ as

$$R(\phi_0) = \frac{-ik}{4\pi} \int_{\Gamma} e^{ikx \cdot d} (1 - \mathbf{n}(x) \cdot d) \sigma_{\phi_0}(x) \, da(x), \quad (5.7)$$

from which one can derive compute $\mathcal{F}[u_{\phi_0}](0, -\phi_0)$.

In this example, we compute the azimuthal sonar cross section of a model airplane. The model airplane is 49.3 wavelengths long, with a wingspan of 49.2 wavelengths and a vertical height of 13.7 wavelengths. The plane also has several multiscale features: 2 antennae on the top of the fuselage, and 1 control unit on the bottom of the fuselage, see Figure 3. The ratio of the diameter of the largest triangle in the mesh to the smallest triangle is $O(10^3)$. The plane is discretized with $N_{\text{patches}} = 125,344$, and $p = 4$ resulting in $N = 1,253,440$ discretization points.

In Figure 3, we plot the solution $\sigma_{\phi_0}$ for $\phi_0 = \pi/2$, and in Figure 4, we plot the azimuthal sonar cross section computed at 1000 equispaced azimuthal angles on $(0, 2\pi]$. We also tested the accuracy of the factorization using the approach discussed in Section 5.1. To generate the boundary data, we use 120 point sources located in the interior of the plane, and test the accuracy of the computed solution on a $101 \times 101$ lattice of targets on a slice which cuts through the wing edge, whose normal is given by $(0, 0, 1)$. In this example, the requested precision was set to $\varepsilon = 5 \times 10^{-5}$, the factorization was computed on a 40 core linux workstation with 768 GB RAM, $t_f = 17810s$, $t_s = 32.2s$, $t_q = 60.5s$, $m_f = 459.5GB$, $N_0 = 17466$, and $\varepsilon_a = 7.4 \times 10^{-4}$. 
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Figure 3: A multiscale model A380 aircraft. Plotted on surface is $\text{Re}(\sigma_{\pi/2})$.

Figure 4: Azimuthal sonar cross section of the mock-up A380.
6 Conclusions

Fast direct solvers for boundary integral equations on complicated surfaces in three dimensions are beginning to become competitive with iterative techniques coupled with fast-multipole methods (or related acceleration techniques). A prototype for these schemes is the recursive skeletonization method introduced by Martinsson and Rokhlin [51], which motivated the subsequent hierarchical methods of [29, 41, 43, 49] and is related to the $H$-matrix approach of [9, 38, 40]. These methods are more or less optimal in two dimensions but not in three dimensions because of the high-rank interaction between adjacent surface patches. The methods of [2, 8, 25, 39, 47, 54] which rely on strong skeletonization (strong admissibility, mosaic-skeletonization, $H^2$-matrix compression, or the inverse FMM) avoid direct compression of these interactions, introducing more complex linear algebraic structures, with one approach described in the body of the present paper.

While we have focused on the FMM-LU solver as an extension of the “RS-S” method [54], using high-order accurate quadratures at high precision, it should be noted that one can use a direct solver at low precision as a preconditioner instead. As noted in [54], this may be a more practical approach because of the reduction in memory requirements. At present, the strong skeletonization framework seems to lead to methods with both the best asymptotic scaling and the lowest memory requirements.

While we have used the Helmholtz equation as our model problem, we have limited our attention to the low or moderate frequency regime. For highly oscillatory problems, even well-separated blocks are high-rank and the interpolative decomposition does not lead to significant compression.

There are a number of open problems in this rapidly evolving field: a better understanding of the rank structure of the Schur complements that play a role in the recursive solver, optimization of proxy surface selection, extension to the high-frequency regime, and implementation on high-performance computing architectures. Finally, a number of integral equation formulations of scattering problems involve the composition of integral operators (see, for example, the regularized combined field equation for sound-hard scatterers [16, 32]). In that setting, the entries of the system matrix are not directly available. We are currently working on a number of these issues.
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