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Abstract
We present a three-stage probabilistic model for the progression of chronic myeloid leukemia (CML), as manifested by the leukemic stem cells, progenitor cells and mature leukemic cells. This progression is captured through the process of cell division and cell mutation, with probabilities of occurrence being assigned to both of them. The key contributions of this study include, the determination of the expected number of the leukemic stem cells, progenitor cells, mature leukemic cells, as well as total number of these cells (in terms of probabilities, and contingent on the initial cell count), expected time to reach a threshold level of total and injurious leukemic cells, as well as the critical time when the disease changes its phases, the probability of extinction of CML, and the dynamics of CML evolution consequent to primary therapy. Finally, various illustrative numerical simulations, in order to validate the analytical results, are presented.
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1 Introduction

The occurrence of leukemia is triggered by a disruption of the highly regulated and complex process of hematopoiesis, resulting from the generation of a handful of mutated blood cells [1]. Leukemia can be acute or chronic and myeloid or lymphocytic, contingent on the maturity state and type of cells, respectively. Chronic myeloid leukemia (CML), a commonly occurring type of leukemia, is typically attributed to the translocation between chromosomes 9 and 22, resulting in a longer chromosome 9, and a shorter chromosome 22, than the typical chromosomes [2]. CML, which is characterized by elevated levels of white blood cells, accounts for a fifth of the total leukemia incidences, of which 90 percent cases are associated with the Philadelphia (Ph) chromosome, resulting from the translocation of chromosomes 9 and 22. The BCR gene is usually found in chromosome 22 and ABL gene is located in chromosome 9. The combination of these two genes forms an abnormal gene called BCR-ABL, which causes CML cells to reproduce and grow out of control. The typical progression of CML occurs in three stages [3, 4], namely, the chronic phase (a period of relatively low cell count, accompanied by a high level of cellular differentiation), the accelerated phase (during which higher cell levels is observed, along with decline in the extent of differentiation), and the blast phase (where an effectively uncontrolled cell growth, but low extent of differentiation, is observed). In absence of intervention, the disease can progress to the accelerated phase over a span of 7–10 years [4], which then progresses to the blast phase.

Michor et al. [5], in a basic model, proposed to capture the dynamics and progression of CML, and considered an ordinary differential equation (ODE) driven setup for normal and leukemic (non-resistant and resistant) cells, for a four-compartment model of stem cells, progenitor cells, differentiated cells and terminally differentiated cells. The model evaluated the success of imatinib during the molecularly targeted therapy in case of CML, and concluded that, while imatinib achieves success in case of inhibition of differentiated leukemic cells, it does not cause a decline in the levels of leukemic stem cells. Further, the authors also make an estimation of the likelihood of development of resistance to imatinib, as well as the time-point at which the resistance is detected. It is believed that the proliferation of cancerous stem cells, and progenitor cells brings forth, and abets the cellular growth in CML [6]. In this paper [6], a stochastic model is considered, with primitive and proliferating, as well as quiescent CML cell populations, to explain the clinically observed data exhibiting, bi-phasic, one-phasic and reverse bi-phasic decline pattern, as also the emanation of quiescent stem cells and treatment resistance. An agent based model (ABM) to capture the “age-structure” of CML stem cells, is proposed in [7] through the usage of normal hematopoiesis, leukemia genesis (for normal and leukemia cells) and leukemia treatment (using imatinib). A mathematical model considered in [8], included the leukemic and normal cells, both stem-like and differentiated, leading to a four-dimensional coupled delay differential equation (DDE) system. An ODE driven model to analyze the dynamics of imatinib therapy is developed in [9], with the focus being on patients exhibiting a non-monotonic BCR-ABL ratio, during the course of the therapy, by considering mature cells (quiescent, cycling, progenitor and mature), along with the concentration of immune cells. A simplified version of the model in [9] was considered in [10],
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Population of hematopoietic stem cells and differentiated cells, both normal and cancerous, were considered in a compartment model in [11], in the paradigm of an optimal control problem, with the objective of minimizing the treatment cost and load of the cancerous cells. In another control theoretic problem [12], a two population model, involving short-term hematopoietic stem cells and differentiated cells, possessing the ability to self-renew, and lacking the same, respectively, is considered, in presence of imatinib. In a recent work on optimization of combination therapy of leukemia, of imatinib and interferon-α, populations of CML cells and effector T cells cytotoxic to CML, are incorporated into the model [13].

A stochastic approach to address the problem of acquired drug resistance to imatinib, and the consequent disease progression was considered in [14], wherein a multi-type branching process was used to encapsulate the evolution of several clones of CML cells, resistant to imatinib. The model for hematopoiesis in CML, emphasized the stochastic aspects applicable in case of abnormalities in hematopoiesis, that is typical in cases of blood cancers. To this end, stochastic compartments and stochastic competition were taken into account in the hybrid discrete-continuous modeling framework. A causal Bayesian network model for explaining the progression of CML from the chronic phase to blast crisis is presented in [4]. In a recent article, the authors presented deterministic and stochastic models for a triple treatment scenario of Wnt/β-catenin signaling, combined with Tyrosine Kinase Inhibitors (TKI) (which targets the BCR-ABL protein) and interferon alfa (IFN-α) [15].

We also briefly review here, some of the literature on usage of branching process in epidemiological and cancer modeling. An epidemiological model for determination of the number of generations until extinction (for a branching process), in the paradigm of infectious disease modeling was discussed in [16]. Accordingly, several processes were used to obtain the generation distributions, and reconciled in terms of application, to several infectious disease settings. In [17], the modeling was carried out for a population of cancerous cells, exhibiting exponential growth, progressing to treatment resistance, as a result of one mutation, followed by development of disease phenotype, after subsequent mutations. From a stochastic perspective, the distribution of the arrival time of the \( k \)-th mutation, as well as the growth progression of the count of type \( k \) cells, was established. A random fitness increments approach, to model the progression of tumors was studied in [18]. A multi-type branching process was analyzed for accumulated mutations in cells, chosen from some distribution. An ovarian cancer model, with the objective of ascertaining an opportune window for screening was discussed in [19]. The model is driven by a branching process, to describe the growth and progression of three cellular populations, namely, primary, peritoneal, and metastatic, with the model parameters being reconciled with the clinical data.

From a therapeutic perspective, TKIs, such as imatinib can have curative impact on CML, albeit the longer periods of treatment being required to achieve a desired result [20]. A mathematical model focused on the combination treatment of imatinib (for molecular targeted therapy) and interferon alfa-2a (IFN-α) (immunotherapy) presented in [21] incorporated time-varying delays in treatment terms, and demonstrated how the dual therapy led to improved outcomes in case of CML patients.
In this paper, we study on the dynamics of CML evolution, considering various stages of disease progression and different types of cells involved in leukemic cancer. We also determine the expected time to reach a possible state of CML and the chance of disease extinction. The rest of the paper is organized as follows. In Sect. 2, the probabilistic modeling of CML progression is described, using the theory of multi-type branching processes. Some analytical results on cells count, estimated time, and associated probabilities for occurrence of various kinds of leukemic cells and subsequent conditions are established in Sect. 3. Section 4 is devoted to several numerical simulations. Finally, the conclusion is summarized in Sect. 5.

2 Model

In CML patients, the leukemic cells develop through various cell differentiation and cell mutations. Initially, the leukemic stem cells are produced in the bone marrow, and then these cells get transformed to progenitor cells, which finally differentiate to mature leukemic cells, which are responsible for leukemic cancer. As observed earlier, the CML typically progresses in three phases, namely, chronic phase, accelerated phase and blast phase. The chronic phase is the initial stage of CML, where the myeloblasts capture up to 10% of blood cells or bone marrow, and these increase to 10–19% in the accelerated phase. The blast phase (acute phase or blast crisis) is the severe stage where the blood cells or bone marrow contain more than 20% myeloblasts. Using the theory of multi-type branching processes, we analyze the three stages of CML progression based on three different types of leukemic cells, namely, stem cells, progenitor cells and mature leukemic cells. By calculating the percentage of total leukemic cells in blood, this study also helps in estimating the time when CML progresses from one phase to another (chronic, accelerated or blast).

We categorize the cells produced in the three stages of CML to be denoted as Type-$i$ cells, for $i = 0, 1, 2$. Let us assume that a cell of these three types, generate new cells, by following the Poisson distribution, with parameter $\lambda$, which are then called the offsprings of the parent cell. The offspring mean denoted by $\lambda$ is the same for all types of cells. Further, assume that each Type-$i$ cell ($i = 0, 1$) generates both Type-$i$ cells (through cell division) and Type-$(i + 1)$ cells (through cell mutation), but a Type-2 cell generates only Type-2 cells (through cell division). Let $p$ be the probability of the birth of the new cell through mutation, and hence $(1 - p)$ is the probability of cell division for Type-$i$ cells, $i = 0, 1$. Further, the assumption is that each of the three types of cells either generates new cells (through cell division or cell mutation) with probability $a$ after time $\Delta t$, or dies within the interval $\Delta t$ with probability $(1 - a)$. Thus $a$ is the survival probability for each cell. When a cell generates progenies, it bursts and hence after generating some new cells, it dies. We take $\Delta t$ to be a unit time in which this happens. Let $Z_i(t)$ be the number of Type-$i$ cells at time $t$. Suppose that the development of CML can be traced back to the initial source of $s$ number of Type-0 cells. We denote $X_i^{(k)}(t)$ and $Y_i^{(k)}(t)$ to be the number of cells produced by the cell division and cell mutation, respectively, from the $k$-th individual of Type-$i$ cells,
We assume that each individual of Type-0 cells gives birth to a random number of Type-1 cells denoted by $X$. Hence $X$ is a random variable which follows the Poisson distribution, with parameter $\lambda$, and this is called offspring distribution, with $\lambda$ being the offspring mean. Suppose $X^{(k)}_i$ and $Y^{(k)}_i$ are independent identically distributed (i.i.d.) random variable with the same probability distribution as $X$. If $k$-th individual of Type-$i$ cells has $U^{(k)}_i$ offspring at time $t$, where $U^{(k)}_i$’s are i.i.d. random variable, then after $(t + 1)$ time, Type-$i$ cells have total of $\sum_k U^{(k)}_i$ offspring, which is also a Poisson random variable with parameter ($\lambda \times$ the number of Type-$i$ cells). The schematic representation of the model is presented in Fig. 1.

### 3 Model analysis

In this section, we carry out the model analysis in detail. We begin with the estimation of the total number of offspring (total progeny) after development of leukemic cancer cells and calculate the time duration of the process. In the discussion, we consider $\lambda a > 1$, as the number of CML cells initially increases over time. Moreover, we use $t = 1, 2, 3, \ldots$ to denote $t = \Delta t, 2\Delta t, 3\Delta t, \ldots$.
Theorem 1 The expected number of total leukemic cells at time $t$ is given by,

$$E[Z(t)|Z(0) = s] = s\lambda' a', \ t \geq 0.$$  

Proof We begin with $Z_0(0) = s$ cells. Now, recall that the probability of survival and the offspring mean for each cell, in a unit interval of time, are given by $a$ and $\lambda$, respectively. Hence, each of the $s$ cells produces $\lambda a$ offsprings, on an average, after a unit interval of time. Therefore, at time $t = 1$, the expected number of CML cells (both Type-0 and Type-1 cells) becomes $s\lambda a$. Using a similar argument, at time $t = 2$, the expected number of CML cells (Type-0, Type-1 and Type-2 cells) is given by $s\lambda^2 a^2$. Proceeding in the same manner, we can conclude that the expected number of total leukemic cells (all three types of cells) at time $t$ will be $s\lambda^t a^t$. \hfill \Box

Theorem 2 The expected number of Type-0 cells at time $t$ is given by,

$$E[Z_0(t)|Z(0) = s] = s\lambda a' (1 - p)^t, \ t \geq 0.$$  

Proof We begin with $Z_0(0) = s$ cells. Further, $a$ is the probability of survival and $\lambda$ is the offspring mean for a cell, in a unit interval of time, with $(1 - p)$ being the probability of cell division. Hence, each of Type-0 cells produces $\lambda a (1 - p)$ off-springs on an average, after a unit interval of time. Hence, at time $t = 1$, the expected number of Type-0 cells comes out to be $s\lambda a(1 - p)$. Similarly, at time $t = 2$, the expected number of Type-0 cells is given by $s\lambda^2 a^2 (1 - p)^2$. Proceeding in the same way, we can conclude that the expected number of Type-0 cells at time $t$ will be $s\lambda^t a'(1 - p)^t$. \hfill \Box

Theorem 3 The expected number of Type-1 cells at time $t$ is given by,

$$E[Z_1(t)|Z(0) = s] = ts\lambda a^t p(1 - p)^{t-1}, \ t \geq 1.$$  

Proof We use the principle of mathematical induction in order to prove the theorem. Initially, at time $t = 0$, there are no Type-1 cell. At time $t = 1$, the expected number of Type-1 cells is given by $s\lambda a p$, which comes only from Type-0 cells, through the process of cell mutation. Then Type-1 cells will be produced through both the processes, namely, the cell mutation from Type-0 cells, and the cell division from Type-1 cells. Therefore, the number of Type-1 cells at time $t = 2$ depends on the number of Type-0 cells, as well as the number of Type-1 cells at $t = 1$. At time $t = 2$, the number of Type-1 cells produced from Type-0 cells is $s\lambda^2 a^2 p(1 - p)$, which is the same as the number of Type-1 cells produced from Type-1 cells. Therefore, the expected number of Type-1 cells at time $t = 2$ is equal to $2s\lambda^2 a^2 p(1 - p)$. At time $t = 3$, the number of Type-1 cells produced from Type-0 cells is $s\lambda^3 a^3 p(1 - p)^2$ and those which are produced from Type-1 cells is $2s\lambda^3 a^3 p(1 - p)^2$. Therefore, the expected number of Type-1 cells at time $t = 3$ is equal to $3s\lambda^3 a^3 p(1 - p)^2$.

Let us now assume that the theorem holds for $t = m$. Hence,

$$E[Z_1(m)|Z(0) = s] = ms\lambda^m a^m p(1 - p)^{m-1}.$$  
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Now, the value of \( E[Z_1(m + 1)|Z(0) = s] \) is dependent on \( E[Z_0(m)|Z(0) = s] \) and \( E[Z_1(m)|Z(0) = s] \). Therefore, we have,

\[
E[Z_0(m)|Z(0) = s] = s\lambda^m a^m (1 - p)^m.
\]

The number of Type-1 cells produced from \( s\lambda^m a^m (1 - p)^m \) Type-0 cells, through the cell mutation is \( s\lambda^{m+1} a^{m+1} p(1 - p)^m \). Further, the number of Type-1 cells produced from \( ms\lambda^m a^m p(1 - p)^{m-1} \) Type-1 cells through the cell division is \( ms\lambda^{m+1} a^{m+1} p(1 - p)^m \). Therefore, we finally obtain,

\[
E[Z_1(m + 1)|Z(0) = s] = (m + 1)s\lambda^{m+1} a^{m+1} p(1 - p)^m.
\]

Hence, by the principle of mathematical induction, the Theorem holds. \( \square \)

**Theorem 4** The expected number of Type-2 cells at time \( t \) is given by,

\[
E[Z_2(t)|Z(0) = s] = s\lambda^t a^t p^2 \left[ 1 + 2(1 - p) + 3(1 - p)^2 + \cdots + (t - 1)(1 - p)^{t-2} \right], \quad t \geq 2,
\]

or,

\[
E[Z_2(t)|Z(0) = s] = s\lambda^t a^t \left[ 1 - (1 - p)^t - tp(1 - p)^{t-1} \right], \quad t \geq 2.
\]

**Proof** We use the principle of mathematical induction to prove the theorem. At \( t = 0 \) and \( t = 1 \), there is no Type-2 cell. At \( t = 2 \), the expected number of Type-2 cells is given by \( s\lambda^2 a^2 p^2 \), which comes only from \( s\lambda a p \) Type-1 cells through the process of cell mutation. Then, the Type-2 cells will be produced through both the processes, namely, the cell mutation from Type-1 cells, and the cell division from Type-2 cells. Therefore, the number of Type-2 cells at time \( t = 3 \) depends on the number of Type-1 cells as well as Type-2 cells at time \( t = 2 \). At time \( t = 3 \), the number of Type-2 cells that are produced from \( 2s\lambda^2 a^2 p(1 - p) \) Type-1 cells is \( 2s\lambda^3 a^3 p^2(1 - p) \) and those which are produced from \( s\lambda^2 a^2 p^2 \) Type-2 cells is \( s\lambda^3 a^3 p^2 \). Therefore, the expected number of Type-2 cells at time \( t = 3 \) is equal to \( 2s\lambda^3 a^3 p^2(1 - p) + s\lambda^3 a^3 p^2 \), i.e., \( s\lambda^3 a^3 p^2[1 + 2(1 - p)] \). At time \( t = 4 \), the number of Type-2 cells that are produced from \( 3s\lambda^3 a^3 p(1 - p)^2 \) Type-1 cells is \( 3s\lambda^4 a^4 p^2(1 - p)^2 \) and those which are produced from \( s\lambda^3 a^3 p^2[1 + 2(1 - p)] \) Type-2 cells is \( s\lambda^4 a^4 p^2[1 + 2(1 - p)] \). Therefore, the expected number of Type-2 cells at time \( t = 4 \) is equal to \( 3s\lambda^4 a^4 p^2(1 - p)^2 + s\lambda^4 a^4 p^2[1 + 2(1 - p)] \), i.e., \( s\lambda^4 a^4 p^2[1 + 2(1 - p) + 3(1 - p)^2] \).

Let us consider that the theorem holds for \( t = m \). Hence,

\[
E[Z_2(m)|Z(0) = s] = s\lambda^m a^m p^2 \left[ 1 + 2(1 - p) + 3(1 - p)^2 + \cdots + (t - 1)(1 - p)^{m-2} \right].
\]
Now, the value of $E[Z_2(m + 1)|Z(0) = s]$ is dependent on $E[Z_1(m)|Z(0) = s]$ and $E[Z_2(m)|Z(0) = s]$. We have $E[Z_1(m)|Z(0) = s] = ms\lambda^m a^m p(1 - p)^{m-1}$. The number of Type-2 cells produced from $ms\lambda^m a^m p(1 - p)^{m-1}$ Type-1 cells through the cell mutation is $ms\lambda^{m+1} a^{m+1} p^2 (1 - p)^{m-1}$. Further, the number of Type-2 cells produced from $s\lambda^m a^m p^2 \left[1 + 2(1 - p) + 3(1 - p)^2 + \cdots + (t - 1)(1 - p)^{m-2}\right]$ Type-2 cells through the cell division is $s\lambda^{m+1} a^{m+1} p^2 \left[1 + 2(1 - p) + 3(1 - p)^2 + \cdots + (t - 1)(1 - p)^{m-2}\right]$. Therefore,

$$E[Z_1(m + 1)|Z(0) = s] = ms\lambda^{m+1} a^{m+1} p^2 (1 - p)^{m-1} + s\lambda^{m+1} a^{m+1} p^2 \left[1 + 2(1 - p) + 3(1 - p)^2 + \cdots + (t - 1)(1 - p)^{m-2}\right] + (m - 1)(1 - p)^{m-2} + m(1 - p)^{m-1}.$$ 

Hence, by the principle of mathematical induction, the Theorem holds. Furthermore, we obtained in Theorem 1 that $E[Z(t)|Z(0) = s] = E[Z_0(t)|Z(0) = s] + E[Z_1(t)|Z(0) = s] + E[Z_2(t)|Z(0) = s] = s\lambda^i a^i$. Hence,

$$E[Z_2(t)|Z(0) = s] = s\lambda^i a^i - E[Z_0(t)|Z(0) = s] - E[Z_1(t)|Z(0) = s] = s\lambda^i a^i \left[1 - (1 - p)^t - tp(1 - p)^{t-1}\right], \ t \geq 2.$$ 

The results presented in Theorems 1–4 are presented in a summarized form in Table 1.

**Theorem 5** The time to reach the leukemia of $M$ cells on average is given by,

$$T = \frac{\ln (M/s)}{\ln(\lambda a)}, \ \lambda a > 1.$$
\textbf{Proof} If $T$ be the time required to reach $M$ number of leukemic cells on average, then we can write, from Theorem 1, 

\[ s \lambda^T a^T = M, \]

which gives,

\[ T = \frac{\ln (M/s)}{\ln(\lambda a)}, \quad \lambda a > 1. \]

\[ \square \]

\textbf{Theorem 6} If $T_{12}$ be the time required to reach injurious leukemic cells (cells which have more harmful effect in the host, i.e., the cells of Type-1 and Type-2) of average size $M_{12}$, the following relation holds,

\[ s \lambda^{T_{12}} a^{T_{12}} \left[ 1 - (1 - p)^{T_{12}} \right] = M_{12}. \]

\textbf{Proof} Let $T_{12}$ be the time required to reach $M_{12}$ number of injurious leukemic cells. Then, from Theorems 3 and 4, we arrive at the following,

\[ M_{12} = T_{12} s \lambda^{T_{12}} a^{T_{12}} p(1 - p)^{T_{12}-1} + s \lambda^{T_{12}} a^{T_{12}} \left[ 1 - (1 - p)^{T_{12}-1} - T_{12} p(1 - p)^{T_{12}-1} \right] \]

\[ = s \lambda^{T_{12}} a^{T_{12}} \left[ 1 - (1 - p)^{T_{12}} \right]. \]

\[ \square \]

Finally, we determine the probability of CML extinction, under the model considerations. The event \{ $Z(t) = 0$, for some $t > 0 \mid Z(0) = s$ \} is called the disease extinction. Then we have the following Theorem.

\textbf{Theorem 7} If $P(t)$ be the probability of extinction of CML at time $t$, then,

\[ P(t) \geq (1 - a)^{s \lambda t^{l-1} a^{t-1}}, \quad t \geq 1. \]

\textbf{Proof} According to Theorem 1, the expected number of total leukemic cells at time $t$ is $s \lambda^t a^t$. The disease CML becomes extinct at time $t$ if all leukemic cells produced till time $t - 1$ die before $t - 1$ or during $t - 1$ to $t$. Hence, the probability of extinction of CML at time $t$ is given by,

\[ P(t) \geq (1 - a)^{s \lambda t^{l-1} a^{t-1}}, \quad t \geq 1. \]

\[ \square \]

We now discuss about the consequences of the primary therapy on CML patients. The primary therapy for CML prevents the expansion of Type-0 cells, but it does
not have a direct effect on Type-1 and Type-2 cells, since these cells are resistant to primary therapy. The effect on Type-0 cells, due to primary therapy results in changes in the development of Type-1 and Type-2 cells. Accordingly, we let the effect of the primary therapy be manifested through change in the probability of cell survival and cell mutation for Type-0 cells to $\bar{a}$ and $\bar{p}$, respectively, whereas those for Type-1 and Type-2 cells remains the same as prior to therapy. Then the results can be written in the following Theorems.

**Theorem 8** If the primary CML therapy is initiated, the expected number of total leukemic cells at time $t$ is given by,

$$E[\tilde{Z}(t)|Z(0) = s] = s\lambda' \bar{a} \left[ \bar{p} a'^{-1} + \bar{p} a'^{-2} (\bar{a}(1 - \bar{p})) + \bar{p} a'^{-3} (\bar{a}(1 - \bar{p}))^2 + \cdots \right. \\
\left. + \bar{a} (\bar{a}(1 - \bar{p}))^{t-2} + (\bar{a}(1 - \bar{p}))^{t-1} \right].$$

**Proof** In order to prove this Theorem, we consider the following three facts:

- Type-0 cells produce the cells of same type at a rate $\lambda$, with probability $1 - \bar{p}$ (cell division), where the survival probability of Type-0 cells is $\bar{a}$.
- Type-0 cells produce Type-1 cells at a rate $\lambda$, with probability $\bar{p}$ (cell mutation), where the survival probability of Type-0 cells is $\bar{a}$.
- Both Type-1 and Type-2 cells produce new leukemic cells of any type at a rate $\lambda$, with probability 1 (cell division and mutation together), where the survival probability of Type-1 or Type-2 cells is $a$.

Therefore, the number of total leukemic cells at $t = n$ is dependent on the following three evaluations:

- Number of Type-0 cells produced from Type-0 cells, present at $t = n - 1$, through cell division.
- Number of Type-1 cells produced from Type-0 cells, present at $t = n - 1$, through cell mutation.
- Total number of Type-1 and Type-2 cells produced from both of Type-1 and Type-2 cells, present at $t = n - 1$, through cell division and mutation together.

(A) Calculation of total leukemic cells at $t = 1$,

- The number of Type-0 cells produced from Type-0 cells, present at $t = 0$, through cell division is $s\lambda \bar{a}(1 - \bar{p})$.
- The number of Type-1 cells produced from Type-0 cells, present at $t = 0$, through cell mutation is $s\lambda \bar{a} \bar{p}$.
- There is no such type of leukemic cells which is produced from Type-1 or Type-2 cells, present at $t = 0$.

Therefore, at $t = 1$, the number of total leukemic cells becomes $s\lambda \bar{a}(1 - \bar{p}) + s\lambda \bar{a} \bar{p} = s\lambda \bar{a}$.

(B) Calculation of total leukemic cells at $t = 2$,

- The number of Type-0 cells produced from Type-0 cells, present at $t = 1$, through cell division is $s\lambda^2 \bar{a}^2(1 - \bar{p})^2$.  
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The number of Type-1 cells produced from Type-0 cells, present at \( t = 1 \), through cell mutation is \( s\lambda^2\hat{a}^2\hat{p}(1 - \hat{p}) \).

The total number of Type-1 and Type-2 cells produced from both of Type-1 and Type-2 cells, present at \( t = 1 \), through cell division and mutation together is \( s\lambda^2a\hat{a}\hat{p} \).

Therefore, at \( t = 2 \), the number of total leukemic cells is,

\[
s\lambda^2\hat{a}^2(1 - \hat{p})^2 + s\lambda^2\hat{a}^2\hat{p}(1 - \hat{p}) + s\lambda^2a\hat{a}\hat{p} = s\lambda^2\hat{a}[\hat{p}a + \{\hat{a}(1 - \hat{p})]\}.
\]

(C) Calculation of total leukemic cells at \( t = 3 \),

The number of Type-0 cells produced from Type-0 cells, present at \( t = 2 \), through cell division is \( s\lambda^3\hat{a}^3(1 - \hat{p})^3 \).

The number of Type-1 cells produced from Type-0 cells, present at \( t = 2 \), through cell mutation is \( s\lambda^3\hat{a}^3\hat{p}(1 - \hat{p})^2 \).

Total number of Type-1 and Type-2 cells produced from both of Type-1 and Type-2 cells, present at \( t = 2 \), through cell division and mutation together is \( s\lambda^3a\hat{a}^2\hat{p}(1 - \hat{p}) + s\lambda^3a^2\hat{a}\hat{p} \).

Therefore, at \( t = 3 \), the number of total leukemic cells is,

\[
s\lambda^3\hat{a}^3(1 - \hat{p})^3 + s\lambda^3\hat{a}^3\hat{p}(1 - \hat{p})^2 + s\lambda^3a\hat{a}^2\hat{p}(1 - \hat{p}) + s\lambda^3a^2\hat{a}\hat{p} = s\lambda^3a\left[\hat{p}a^2 + \hat{p}a\{\hat{a}(1 - \hat{p})\} + \{\hat{a}^2(1 - \hat{p})^2\}\right].
\]

Proceeding in the same manner, one can obtain that the expected number of total leukemic cells at time \( t \) is equal to,

\[
s\lambda^t\hat{a}\left[\hat{p}a^{t-1} + \hat{p}a^{t-2}\{\hat{a}(1 - \hat{p})\} + \hat{p}a^{t-3}\{\hat{a}(1 - \hat{p})\}^2 + \cdots + \hat{p}a\{\hat{a}(1 - \hat{p})\}^{t-2} + \{\hat{a}(1 - \hat{p})\}^{t-1}\right].
\]

\[\square\]

**Theorem 9** If the primary CML therapy is initiated, the expected number of Type-0 cells at time \( t \) is given by,

\[
E[\tilde{Z}_0(t) | Z(0) = s] = s\lambda^t\hat{a}^t(1 - \hat{p})^t.
\]

**Proof** The proof is similar to Theorem 2. \[\square\]

**Theorem 10** If the primary CML therapy is initiated, the expected number of Type-1 cells at time \( t \) is given by

\[
E[\tilde{Z}_1(t) | Z(0) = s] = s\lambda^t\hat{a}\hat{p}\left[\{a(1 - p)\}^{t-1} + \{a(1 - p)\}^{t-2}\{\hat{a}(1 - \hat{p})\} + \{a(1 - p)\}^{t-3}\{\hat{a}(1 - \hat{p})\}^2 + \cdots + \{a(1 - p)\}\{\hat{a}(1 - \hat{p})\}^{t-2} + \{\hat{a}(1 - \hat{p})\}^{t-1}\right].
\]
In order to prove this theorem, we consider the following two facts:

- Type-0 cells produce Type-1 cells at a rate $\lambda$ with probability $\tilde{p}$ (cell mutation), where the survival probability of Type-0 cells is $\tilde{a}$.
- Type-1 cells produce the same cells at a rate $\lambda$ with probability $1 - p$ (cell division), where the survival probability of Type-0 cells is $a$.

Therefore, the number of Type-1 cells at $t = n$ is dependent on the following two evaluations:

- Number of Type-1 cells produced from Type-0 cells, present at $t = n - 1$, through cell mutation.
- Number of Type-1 cells produced from Type-1 cells, present at $t = n - 1$, through cell division.

(A) Calculation of Type-1 cells at $t = 1$,

- The number of Type-1 cells produced from Type-0 cells, present at $t = 0$, through cell mutation is $s\lambda\tilde{a}\tilde{p}$.
- There is no such Type-1 cells which is produced from Type-1 cells present at $t = 0$.

Therefore, at $t = 1$, the number of Type-1 cells becomes $s\lambda\tilde{a}\tilde{p}$.

(B) Calculation of Type-1 cells at $t = 2$,

- The number of Type-1 cells, produced from Type-0 cells present at $t = 1$, through cell mutation is $s\lambda^2\tilde{a}^2\tilde{p}(1 - \tilde{p})$.
- The number of Type-1 cells produced from Type-1 cells, present at $t = 1$, through cell division is $s\lambda^2a\tilde{a}\tilde{p}(1 - p)$.

Therefore, at $t = 2$, the number of Type-1 cells becomes $s\lambda^2\tilde{a}^2\tilde{p}(1 - \tilde{p}) + s\lambda^2a\tilde{a}\tilde{p}(1 - p) = s\lambda^2\tilde{a}\tilde{p}\left[a(1 - p) + \tilde{a}(1 - \tilde{p})\right]$.

(C) Calculation of Type-1 cells at $t = 3$,

- The number of Type-1 cells produced from Type-0 cells, present at $t = 2$, through cell mutation is $s\lambda^3\tilde{a}^3\tilde{p}(1 - \tilde{p})^2$.
- The number of Type-1 cells produced from Type-1 cells, present at $t = 2$, through cell division is $s\lambda^3a\tilde{a}\tilde{p}(1 - p)(1 - \tilde{p}) + s\lambda^3a^2\tilde{a}\tilde{p}(1 - p)^2$.

Therefore, at $t = 3$, the number of Type-1 cells is

$$s\lambda^3\tilde{a}^3\tilde{p}(1 - \tilde{p})^2 + s\lambda^3a\tilde{a}\tilde{p}(1 - p)(1 - \tilde{p}) + s\lambda^3a^2\tilde{a}\tilde{p}(1 - p)^2 = s\lambda^3\tilde{a}\tilde{p}\left[a(1 - p)\right]^2 + a(1 - p)\tilde{a}(1 - \tilde{p}) + \tilde{a}(1 - \tilde{p})\right]^2].$$

Proceeding in the same manner, one can obtain that the expected number of Type-1 cells at time $t$ equals,

$$s\lambda^t\tilde{a}\tilde{p}\left[a(1 - p)\right]^{t-1} + a(1 - p)\tilde{a}(1 - \tilde{p}) + \tilde{a}(1 - \tilde{p})\right]^{t-2} + \tilde{a}(1 - \tilde{p})\right]^{t-3} + \tilde{a}(1 - \tilde{p})\right]^{t-4} + \cdots + a(1 - p)\tilde{a}(1 - \tilde{p})\right]^{t-2} + \tilde{a}(1 - \tilde{p})\right]^{t-1}].$$
Theorem 11  If the primary CML therapy is initiated, the expected number of Type-2 cells at time $t$ can be calculated using the following relation,

$$E[\bar{Z}_2(t) | Z(0) = s] = E[\bar{Z}(t) | Z(0) = s] - E[\bar{Z}_0(t) | Z(0) = s] - E[\bar{Z}_1(t) | Z(0) = s].$$

Proof  The proof follows from Theorems 8, 9 and 10. $\square$

Remark 1  If the primary therapy is initiated at $t = 0$, then the number of Type-0, Type-1 and Type-2 cells can directly be calculated using Theorems 9, 10 and 11, respectively.

Remark 2  If the primary therapy is initiated at some generic time $t_g$, then substituting $s = s \lambda^{t_g} a^{t_g} (1 - p)^{t_g}$ in the formulae of Theorems 9, 10 and 11 is used for calculating the number of Type-0, Type-1 and Type-2 cells, respectively.

4 Numerical results

In this penultimate section, we present various illustrative numerical results, pertaining to the derivations made in Sect. 3. The levels of the three types of CML cells, as well as the total number of cells, as they progress over time are numerically illustrated. We also demonstrate how the number of CML cells can be impacted by the values of the parameters, such as the initial levels of the leukemic stem cells, the probability of survival of the CML cells, cell division or mutation rates, and the offspring mean. The simulation is carried out in order to observe the probability of extinction of the disease, with respect to the variation in the values of the parameters. Finally, we determine the optimal time, at which the progression of the disease changes from one state to another. For the purpose of some illustrative results, we choose the values of the parameters to be, $s = 1$, $p = 0.3$, $a = 0.5$, $\lambda = 3$, with the time window under consideration being $T = 50$.

We begin with the results for the progression of the cells over time. Accordingly, Fig. 2 shows the changes in the levels of the three types of CML cells over time. We observe from the figure, that from the initial time of $t = 0$, until the time of $t = 40$, the leukemic stem cells and the progenitor cells, gradually increase with time, but there is no noticeable increment in the levels of the mature leukemic cells. However, beyond this point, there is a rapid and accelerated growth of the mature leukemic cells, thereby resulting in the host being predominantly invaded by these cells.

In Fig. 3, we plot the percentage of injurious cells (cells which will have more harmful effect in the host, i.e., the cells of Type-1 and Type-2), defined as $\frac{Z_1 + Z_2}{Z_0 + Z_1 + Z_2} \times 100$, as a function of time. It captures the progression of percentage of the progenitor cells and the mature leukemic cells, as a percentage of the total number of the leukemic cells, over time. As can be seen from Fig. 3, the injurious cells, for all practical purpose have taken over the host after about time $t = 12$, since the detection.

Now, we present the three dimensional results for the progression of the three types of cells, against the ranges of $a \in [0, 0.5]$ and $\lambda \in [0, 3]$ in Fig. 4. It can be observed...
that until one reaches fairly close to the maximum values in the ranges of $a$ and $\lambda$, the progression of the disease is reasonably under control, beyond which the cell levels dramatically reach fatal levels in the host.

We next look at the probability of extinction for various parameter values in Fig. 5. For the first figure, we choose the ranges of values of $\lambda$ to be $[0, 3]$. The extinction is almost certain upto nearly the value of $\lambda = 2$. However, beyond this point, there
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Fig. 4 Progression of the leukemic stem cells ($Z_0$), the progenitor cells ($Z_1$) and the mature leukemic cells ($Z_2$) as a function of $\alpha$ and $\lambda$.

is a very small window of $\lambda$ (among the values of $\lambda \alpha > 1$) for which there is a positive probability of extinction, and then the probability is virtually nonexistent (demonstrating extremely poor prognosis).

Finally, we look at the illustration for the results in Theorems 5 and 6. For the implementation of the result in Theorem 5, we consider the values of $0 \leq M \leq 10^8$, and plot the corresponding expected times $T$ to reach a level of $M$ leukemic cells can be seen in Fig. 6. This result helps in determining the expected time at which the CML disease changes from being the less injurious chronic phase, to the more serious and fatal condition based on the percentage of leukemic cells in the patient’s blood. For the result in Theorem 6, we consider the ranges $0 \leq T_{12} \leq 45$ and $10^2 \leq M_{12} \leq 10^8$ (chosen for illustrative purpose), and present the implicit plot for the same in Fig. 7.
5 Conclusion

In this study, the evolution of CML is discussed through various stages of disease progression with three types of leukemic cells. We have analytically calculated the expected number of total leukemic cells, as well as three types of leukemic cells, before and after initiation of the therapy. The expected times to reach a certain number of total leukemic cells and injurious leukemic cells are estimated. The probability of extinction of the CML is also analytically determined. The progression of different leukemic cells are graphically plotted which exhibited a sudden and large increment in Type-2 cells,
as compared to other two types of cells. The numerical findings also suggested that after a while, the leukemic cells are dominated by the injurious cells. The changes in the number of leukemic cells, contingent on the values of survival probability and offspring mean are shown graphically. The chance of disease extinction is numerically shown for different values of offspring mean, which depicted that the chance of CML extinction is almost impossible without therapy, when the offspring mean exceeds 2. Thus, the findings obtained can help in determining the percentage of leukemic cells in a patient’s blood or bone marrow at a specific time and to diagnose the phase (chronic phase, accelerated phase, or blast phase) which the patient is going through. Also, it can help in estimating the time needed to go to the next phase/stage of CML, and to predict the condition of the patient in advance, so that the medical practitioner can advice on the appropriate therapeutic intervention.
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