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Abstract—Solving optimal control problems is well known to be very computationally demanding. In this paper we show how a combination of Pontryagin's minimum principle and machine learning can be used to learn optimal feedback controllers for a parametric cost function. This enables an unmanned system with limited computational resources to run optimal feedback controllers, and furthermore change the objective being optimised on the fly in response to external events. Thus, a time optimal control policy can be changed to a fuel optimal one, in the event of e.g., fuel leakage. The proposed approach is illustrated on both a standard inverted pendulum swing-up problem and a more complex interplanetary spacecraft orbital transfer.

Index Terms—Neural Networks, Machine Learning, Optimal Control, Online Planning

I. INTRODUCTION

Applying an optimal control policy is often desirable, but sometimes not feasible for many unmanned systems. The reason for this is that optimal control algorithms are known to be very computationally intensive [1], and many unmanned systems have both limited computational resources onboard and limited access to offline resources. This is true for systems operating in remote areas, such as space or maritime environments, as well as other systems working under varying conditions in terms of network connectivity, such as search and rescue robots.

One way to address this problem is to pre-compute optimal trajectories, and then apply a feedback controller to track those trajectories. However, this is not viable when unforeseen events such as disturbances might bring the vehicle away from the given trajectory. Another way to make optimal control feasible is to apply a Model Predictive Control (MPC) approach where the optimisation horizon is shortened to make the computations feasible, and then performed in an iterative fashion to provide reactivity in response to unforeseen events. This approach often performs well, but not as good as the optimal solution.

In this paper we address the problem of optimal control by solving a very large set of optimal control problems offline, and then use supervised learning to train an artificial neural network (ANN) to reproduce these control policies. The result is a feedback controller that runs on low performance hardware, and produces trajectories that are optimal with respect to exactly the criteria that corresponds to the given parameter, see Figure 1.

\begin{figure}[h]
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\caption{(a) A family of optimal control solutions of the inverted pendulum problem, ranging from a quadratic control cost ($\alpha = 0$) to time optimal cost ($\alpha = 1$). (b) Running the trained ANN with $\alpha = 0$ initially, switching to $\alpha = 0.5$ at $t = 2$ and then to $\alpha = 1.0$ at $t = 4$. Note how the trajectory starts out similar to the solid line in (a) and finishes similar to the dashed, but with a slight smoothing of the discontinuities. Note also that it is a state feedback control, and not just switching between pre-computed open loop control sequences. The corresponding state trajectories can be seen in Figure 2.}
\end{figure}

This enables the on-board software to change the optimality criterion in the middle of a mission. Imagine a vehicle that started off on a time optimal trajectory towards a given destination but suddenly finds itself having less energy than expected. Perhaps due to a battery failure, a broken solar panel or a leaking fuel tank. It can then instantly switch to a fuel optimal controller. Conversely, a vehicle that was saving fuel for future transitions might suddenly be in a hurry to reach a destination and can then instantly switch to a controller that reaches the goal in the shortest possible time.
The main contribution of this paper is that we learn a family of optimal controllers for a given system and task, in such a way that the resulting feedback controller is executable on a system with limited computational resources, and the optimality criterion can be instantly changed.

We illustrate the proposed approach on two different problems. First we choose the classical inverted pendulum swing up problem, where a cart has to move along a line to swing up and then balance a pendulum hanging from the cart. Then we address a more complex, higher dimensional, interplanetary low-thrust orbit transfer problem, where a spacecraft chooses the orientation of its ion propulsion thruster to transfer from one orbit around the Sun to another one. In both cases we show that our ANNs achieve near-optimal performance with respect to the chosen optimality criterion.

The outline of the paper is as follows. In Section II we describe related work. Then, in Section III we explain the homotopy continuation method we use for optimal control. In Section IV we explain our method of dataset generation, our machine learning setup, and the results we achieved. Finally, in Section V we reflect upon our results and discuss what they entail.

II. RELATED WORK

Nonlinear optimal control problems are important for many robotic systems [2]–[4], but they are notoriously difficult to solve [1]. While it is intractable for most nonlinear systems to find an exact solution to the optimal control problem (closed-loop), numerical approximations to the alternative infinite-time horizon trajectory optimisation problem (open-loop) can be obtained through variational methods [5], such as Pontryagin’s minimum principle [6]. The control sequence resulting from this open loop solution can be applied directly; however, inaccuracies in the model can result in deviations. Although such a solution could serve as a motion guideline for simpler embedded controllers, the guiding trajectory may become irrelevant if the environment changes or if the system ventures away from it.

An alternative approach is to rely on MPC methods, where the finite-time horizon optimal control problem is solved to some extent on a receding time interval. With advances in MPC’s efficiency [7] and increasing computation capabilities, MPC approaches have become popular in a variety of applications [4], [8]–[10]. While MPC can be quite effective in implementation, the need to employ a receding horizon for computational tractability results in suboptimal trajectories. Furthermore, discrepancies between the dynamics model and reality may have adverse effects in the trajectory [11]. A key difficulty of the MPC method is that it requires a model.

For many complex systems, generating an accurate analytical dynamics model is impossible. As a result, some works [12]–[15] have used machine learning methods to learn a dynamics model to use in conjunction with MPC. While these methods can give good results, the need to solve the finite-horizon trajectory optimisation problem still stands. Considering that the problem becomes more difficult as the time horizon increases, there is an evident trade off between computational tractability and trajectory optimality [11], [16]. The major distinction to make between MPC approaches and the imitation learning approach of this work is that our method does not require knowledge of the underlying system, we only need expert (optimal) demonstrations, i.e. state-control pairs. Hence, we avoid the need to learn the dynamics and employ the computationally burdensome MPC.

With recent advances in machine learning, the problem of determining control policies has been reconsidered using artificial neural networks [17]. A number of approaches considered learning reactive control policies directly through imitation learning [18]–[20], circumventing MPC’s need for iterative optimisations. Contrary to what was commonly believed [21], it was shown in [22] that such networks can, in deterministic systems, effectively learn control policies by imitating optimal demonstrations originating from the solution to Pontryagin’s minimum principle [6]. In [23] the study of these networks was extended to higher state space dimensions and more complicated boundary conditions, shown in the case of an interplanetary spacecraft trajectory.

In [22]–[24], the method of homotopic continuation [25] was used to solve trajectory optimisation problems with particularly adverse cost functions. In these works, a trajectory cost function, parameterised by a homotopy parameter \( \alpha \in [0,1] \), was used to describe the trade off between two objectives. With homotopic continuation, the trajectory optimisation problem was solved with increasing \( \alpha \) in order to obtain solutions at both \( \alpha = 0 \) and \( \alpha = 1 \). This method was employed to independently learn the optimal state feedback controllers corresponding to two separate objectives.

We go beyond these works by letting the ANN learn the complete homotopy path between different optimal control policies, with the homotopy parameter deciding the objective function as input to the network. Thus we enable vehicles with limited computational resources to reactively change between e.g., fuel and time optimal control on the fly.

III. OPTIMAL CONTROL

In this section we generate a very large database of optimal trajectories that will be used for learning in Section IV.

Throughout the paper we consider nonlinear autonomous dynamical systems of the form \( \dot{s} = f(s,u) \), with a scalar trajectory cost function of the form \( J = \int_{t_0}^{t_1} L(u(t))\,dt \). Through Pontryagin’s minimum principle [6], we are able to determine the expression of the system’s optimal control \( u^* \), in terms of the state \( s \) and costate \( \lambda \), as well as the costate dynamics \( \dot{\lambda} \). By solving the resulting two-point boundary value problem, we are able to determine an optimal trajectory \( s(t), u(t) \), i.e. and open loop solution. In this work, we state this problem as a nonlinear programme and solve it.

It should be noted that, although Pontryagin’s minimum principle requires an analytical dynamics model, the alternative set of direct methods [5] can be used in the case of black-box dynamics, giving similar expert demonstrations.
using sequential quadratic programming, where we must choose the proper optimisation variables \( z^* \), to solve the optimal trajectory. With the shooting method of trajectory optimisation, the nominal set of optimisation variables is \( z^* = [T, \lambda(t_0)] \), where the initial costate variables \( \lambda(t_0) \) are chosen and the state dynamics \( \dot{s} \) and costate dynamics \( \dot{\lambda} \) are numerically integrated from an initial state \( s(t_0) \) between the times \( t_0 \) and \( t_f \). The optimisation algorithm determines \( z^* \), which satisfies the problems equality constraints, e.g. reaching some final state \( s(t_f) = s_f \). For more detail on this process, the reader is referred to [5].

A. Homotopy

Under certain trajectory cost functions \( J \), computing an optimal trajectory can be quite difficult, one such is example is when the optimal control profile \( u^*(t) \) is discontinuous, so-called bang-bang control. In order to decrease the burden of finding a solution, homotopy methods [26] can be employed to achieve convergence.

To elaborate further, consider two different trajectory costs, \( L_0(u(t)) \) and \( L_1(u(t)) \). One can define a combined homotopic trajectory cost function

\[
J = \alpha \int_{t_0}^{t_f} L_0(u(t))dt + (1-\alpha) \int_{t_0}^{t_f} L_1(u(t))dt,
\]

where the parameter \( \alpha \in [0, 1] \) characterises the balance of the objectives’ priorities. Assuming \( L_1(u(t)) \) is the more difficult cost to deal with, we can solve the trajectory optimisation problem first with \( \alpha = 0 \), then use the solution to resolve the problem with a slightly increased homotopy parameter. With this process, we iteratively solve the trajectory optimisation problem until \( \alpha = 1 \), at which point we will have converged to a solution under the difficult cost function. The processes of perturbing the state and changing the perturbation size are expressed as functions, as one can perform these processes in multiple ways. Once \( n \) optimal trajectories are found, the perturbation loop terminates, and the set of solutions is returned. In this work, we solve for each state homotopy path in parallel from various points along an initial trajectory.

Algorithm 1: Policy homotopy

1. **Function** homotopy_policy \((z^*, \alpha^*)\):
2. \( T \leftarrow \emptyset \)
3. \( \alpha \leftarrow \alpha^* \)
4. **while** \( \alpha \leq 1 \) **do**
5. \( z = \text{solve}(z^*, \alpha) \)
6. **if** successful\((z)\) **then**
7. \( z^* \leftarrow z \)
8. \( \alpha^* \leftarrow \alpha \)
9. \( T \leftarrow T \cup \{(\alpha^*, z^*)\} \)
10. \( \alpha \leftarrow \alpha \in [\alpha^*, 1] \)
11. **else**
12. \( \alpha \leftarrow \alpha \in [\alpha^*, \alpha] \)
13. **return** \( T \)

Algorithm 2: State Homotopy

1. **Function** homotopy_state \((s^*, z^*, n)\):
2. \( T \leftarrow \emptyset \)
3. **while** length\((T) \) \(< n \) **do**
4. \( s \leftarrow \text{perturb}(s^*, \delta) \)
5. \( z = \text{solve}(s^*, z^*) \)
6. **if** successful\((z)\) **then**
7. \( s^* \leftarrow s \)
8. \( z^* \leftarrow z \)
9. \( T \leftarrow T \cup \{(s^*, z^*)\} \)
10. \( \delta \leftarrow \text{increase}(\delta) \)
11. **else**
12. \( \delta \leftarrow \text{decrease}(\delta) \)
13. **return** \( T \)

B. Inverted pendulum swing up

For our first test case, we consider the simple first order dynamics of the nondimensional inverted pendulum implemented in [27].

\[
\dot{s} = \begin{bmatrix}
\dot{x} \\
\dot{\nu} \\
\dot{\theta} \\
\dot{\omega}
\end{bmatrix} = \begin{bmatrix}
\nu \\
u \\
\omega \\
\sin(\theta) - u \cos(\theta)
\end{bmatrix} = f(s, u),
\]

where \( x \) is the cart position, \( \nu \) is the cart velocity, \( \theta \) is the pole angle (clockwise from upright), \( \omega \) is the pole angular velocity, and \( u \in [-1, 1] \) is the control input to the cart’s horizontal motion.
We define a homotopic trajectory cost function

$$J = \alpha \int_0^T dt + (1 - \alpha) \int_0^T u^2 dt,$$

(3)

where the homotopy is defined from quadratically optimal control ($\alpha = 0$) to time optimal ($\alpha = 1$).

Using Pontryagin’s minimum principle we define the Hamiltonian

$$H = \dot{\lambda}_v + \lambda_v u + \lambda_\theta \omega + \lambda_{\alpha \theta} (\sin(\theta) - u \cos(\theta)) + \alpha + (1 - \alpha) u^2$$

(4)

We then minimise the Hamiltonian with respect to the control input $u$ to find the optimal control as a function of both states and costates

$$u^* = \frac{\lambda_v - \lambda_{\alpha \theta} \cos(\theta)}{2(\alpha - 1)}.$$  

(5)

The quadratically optimal control ($\alpha = 0$) becomes

$$u^* = \frac{\lambda_{\alpha \theta} \cos(\theta)}{2} - \frac{\lambda_v}{2}$$

(6)

As we drive the homotopy parameter to unity, the optimal switching function becomes

$$\sigma = \lambda_v - \lambda_{\alpha \theta} \cos(\theta),$$

(7)

which defines the optimal control with bound considerations as

$$u^* = \begin{cases} -1 & \text{if } \sigma < 0 \\ 1 & \text{if } \sigma > 0 \end{cases}$$

(8)

where it should be noted that the edge case $\sigma = 0$ is only encountered instantaneously if at all, so singular control analysis is not necessary here.

Lastly, we compute the costate equations of motion

$$\dot{\lambda} = -\nabla_s H$$

(9)

Considering the task of swinging up the pendulum, we nominate initial and terminal state constraints

$$s(t_0) = [0 \ 0 \ \pi \ 0]^\top$$

(10)

$$s(t_f) = [0 \ 0 \ 0 \ 0]^\top,$$

(11)

as well as the free-time condition

$$H(s(t), \lambda(t), u(t)) = 0$$

(12)

to form a two-point boundary value problem. With the shooting method parameterisation, the decision vector is $z = [T, \lambda(t_0)]^\top$, where $T = t_f - t_0$ is the trajectory duration and $\lambda(t_0)$ is the initial costate vector.

Following Algorithm [1] we compute our initial path homotopy between quadratic and time optimal control, as shown in Figure 2.

C. Spacecraft orbit transfer

As an increase in complexity of boundary conditions and dimensionality, we now consider the problem of optimising a spacecraft’s trajectory from Earth to the orbit of Mars. Its heliocentric dynamics are given by the following system of ordinary differential equations

$$\dot{s} = \begin{bmatrix} \frac{\dot{r}}{m} \\ \frac{\dot{v}}{m} \\ \frac{\dot{r}}{m} \end{bmatrix} - \begin{bmatrix} \frac{r \cdot \dot{v}}{m} \\ \frac{v \cdot \dot{v}}{m} \\ \frac{r \cdot \dot{v}}{m} \end{bmatrix} = f(s,u),$$

(13)

where the state variables are: position $r = [x,y,z]^\top$, velocity $v = [v_x, v_y, v_z]^\top$, and mass $m$. The control inputs are the thrust throttle $u \in [0,1]$ and direction $\hat{u} = [\hat{u}_x, \hat{u}_y, \hat{u}_z]^\top$. The constant parameters governing the dynamics are: maximum thrust capability $T = 0.2 \ [N]$, specific impulse $I_{sp} = 2500 \ [s]$, gravitational acceleration at sea level $g_0 = 9.81 \ [m \cdot s^{-1}]$, and standard gravitational parameter of the sun $\mu = 1.3271 \times 10^{20} \ [m^3 \cdot s^{-2}]$.

We again construct a homotopic trajectory cost function,

$$J = \int_0^T \beta (\alpha + u (1 - \alpha)) dt + \int_0^T u^2 (1 - \beta) dt,$$

(14)

where we have added a secondary homotopy parameter $\beta \in [0,1]$ as a means to feasibly arrive to a solution of the problem at $\alpha \in [0,1], \beta = 1$ through homotopy continuation. The homotopy paths are defined as

- quadratic to effort: $\alpha = 0, \beta \in [0,1]$
- quadratic to time: $\alpha = 1, \beta \in [0,1]$
- effort to time: $\alpha \in [0,1], \beta = 1$

Using Pontryagin’s minimum principle we then define the Hamiltonian

$$H = \lambda_r \cdot v + \lambda_v \cdot \left( \frac{Tu}{m} \cdot \hat{u} - \frac{\mu}{r^3} \cdot r \right) + \lambda_\theta \left( - \frac{Tu}{I_{sp} g_0} \right) + \beta (\alpha + u (1 - \alpha)) + u^2 (1 - \beta)$$

(15)

Fig. 2: The state trajectories corresponding to the controls in Figure 1. Each trajectory shows the path of the tip of the pendulum, starting from straight down $(0, -1)$ to straight up $(0, 1)$. The homotopy path between quadratically optimal control ($\alpha = 0$) and effort/time optimal control ($\alpha = 1$) is shown in (a), and the solution of running the trained ANN with $\alpha = 0$ initially, switching to 0.5 and then to 1.0 is shown in (b).
 Firstly, to find the optimal thrust direction \( \mathbf{u}^* \), we isolate the portion of the Hamiltonian \( \mathcal{H} \) that depends on it: 
\[
\mathcal{T}_m(\mathbf{u} \cdot \lambda_v).
\]
Considering that \( T, m, \) and \( u \) are positive numbers, the optimal thrust direction must be directed opposite of the velocity costate \( \lambda_v \) to minimise the Hamiltonian:
\[
\mathbf{u}^* = -\frac{\lambda_v}{\lambda_v}.
\]

Substituting the optimal thrust direction back into the original Hamiltonian we obtain
\[
\mathcal{H} = \lambda_v \cdot \mathbf{v} - \lambda_v \frac{T u}{m} - \lambda_v \cdot \left( \frac{\mu}{r^3} \mathbf{r} \right) - \lambda_m \left( \frac{T u}{I_{sp} g_0} \right)
+ \beta (\alpha + u(1 - \alpha)) + u^2 (1 - \beta).
\]

Minimising the new Hamiltonian with respect the control throttle \( u \) we find
\[
u^* = \frac{1}{2(1 - \beta)} \left( \left[ T (\lambda_v \cdot \lambda_v) + T \lambda_m \right] \frac{1}{m \lambda_v} + \lambda_m \right). \]

In the case of quadratic control \( (\beta = 0) \) the optimal control becomes
\[
u^* = \frac{T}{2} \left( \frac{\lambda_v \cdot \lambda_v}{m \lambda_v} + \lambda_m \right).
\]

Driving the homotopy parameter \( \beta \) to unity, we obtain the optimal control switching function
\[
\sigma = \frac{\lambda_v \cdot \lambda_v}{m \lambda_v} + \lambda_m + 1 - \alpha.
\]

With a choice of homotopy parameter \( \alpha \in [0, 1] \), describing the tradeoff between effort optimal control \( (\alpha = 0) \) and time optimal control \( (\alpha = 1) \), the optimal control is defined with bound constraints as
\[
u^* = \begin{cases} 
0 & \text{if } \sigma < 0 \\
1 & \text{if } \sigma > 0.
\end{cases}
\]

Finally, we compute the costate equations of motion
\[
\dot{\lambda} = -\nabla_{\mathbf{x}} \mathcal{H} = \left[ \begin{array}{c}
\frac{\mu}{r^3} \lambda_v - 3 \mu \left( \lambda_v \cdot \mathbf{r} \right) \\
\frac{T}{m} \lambda_{m} - \frac{T}{m} \lambda_v \\
t_0 \end{array} \right].
\]

As the progression of that spacecraft’s mass \( m \) is affected by the control input \( u \), we nominate the transversality condition on it
\[
\lambda_m(t_f) = 0.
\]

We enforce transversality on the mean anomaly of the spacecraft’s final orbit so that the optimiser can choose the best state along Mars’s orbit with
\[
\frac{r^3}{\sqrt{\mu^2 (\mathbf{r} \cdot \mathbf{r}) + (\mathbf{v} \cdot \mathbf{v})(\mathbf{r} \cdot \mathbf{r})^3}} = 0,
\]
see [23] for details. With these boundary constraints and the free-time horizon condition, the culminating two-point boundary value problem is formed. With the shooting method parameterisation, the decision vector is \( \mathbf{z} = [T, M(t_f), \mathbf{\lambda}(t_0)]^T \), where \( T = t_f - t_0 \) is the time of flight, \( M(t_f) \) is the mean anomaly of the final orbit, and again \( \lambda(t_0) \) is the initial costate vector.

Following Algorithm 1 again, we compute each homotopy path, as shown in Figure 3 and 4, for an interplanetary transfer from Earth’s position and velocity to somewhere along Mars’s orbit.

IV. LEARNING

In this section we will first describe the data sets generated in the previous section in detail, then we outline the neural architecture used and finally evaluate the result of the learning process.

A. Datasets

In order to learn the homotopy path of the control policies examined, we first start by assembling databases from which to learn. We use Algorithm 2 to generate an initial database of optimal control trajectories from various initial states with a specific homotopy parameter configuration. We then compute the homotopy path of the control policy for each trajectory in the database in parallel, using Algorithm 1. Finally, we conflate this set of trajectories into a single unified dataset of state-control pairs \( [s(t), \alpha(t), u(t)]^T \), where the state is augmented by the homotopy parameter \( \alpha \).

For the inverted pendulum swing-up task, we first generate an initial database of quadratically optimal control trajectories, \( \alpha = 0 \). We then compute the homotopy path of the control policy for each trajectory until effort/time optimal control is achieved, \( \alpha = 1 \), keeping the intermediate trajectories of the path, \( \alpha \in (0, 1) \). We generate a database of 945 trajectories, equating to 577,480 state-control pairs.

For the spacecraft orbit transfer, we generate and initial database of quadratically optimal control trajectories, \( \alpha = 0 \). We then compute the homotopy path between quadratically optimal control and effort optimal control, \( \alpha = 0, \beta \in [0, 1] \), for every trajectory in the database. With the effort optimal trajectories of the resulting database, we then compute the homotopy path between effort and time optimal control, \( \alpha \in [0, 1], \beta = 1 \), keeping the intermediate trajectories. We generate a database of 5525 trajectories, equating to 2,124,668 state-control pairs.

B. Neural network architecture

We extend the state of each system to include the homotopy parameter as an input to a feedforward ANN, as reflected in Figure 6, in order to learn the mapping between the chosen homotopy parameter and the resulting optimal control policy \( [s, \alpha]^T \to u^* \).

For the output layers of our networks, we apply the hyperbolic tangent activation function. For the pendulum, the single output is left as it is, \( u \in [-1, 1] \). For the spacecraft, three outputs are generated; the first is scaled to the thrust bounds \( u_1 \mapsto u \in [0, 1] \), the second to an inclination angle \( u_2 \mapsto \phi \in [0, \pi] \), and the third to a azimuthal angle \( u_3 \mapsto \theta \in [0, 2\pi] \). The two spherical angles are then

\[2\] We pick the starting time to be \( 0 \text{ MJD2000} \) (using the so-called Modified Julian Date notation).
mapped to a unit vector describing the thrust direction \( \hat{u} = [\sin(\theta) \cos(\phi), \sin(\theta) \sin(\phi), \cos(\theta)]^{\top} \).

For our ANN architectures we restrict our attention to fully connected multi-layer perceptrons with varying numbers of hidden layers and a uniform amount of nodes per layer. We express the networks’ hidden architectures in the format Nodes \( \times \) Layers, where \( n \times m \) would express a network of \( m \) hidden layers, each having \( n \) nodes. For every layer except the last, we apply the softplus activation function instead of the more conventionally used rectified linear units, as it results in smoother and more meaningful control strategies, as indicated in [24]. For training we use a mean squared error (MSE) loss function coupled with the Adam training algorithm [28] at a learning rate of \( 1 \times 10^{-3} \) with a decay rate of \( 1 \times 10^{-5} \) to train our networks.

### C. Evaluation

To evaluate our method, we consider neural networks of varying numbers of hidden layers and number of nodes per layer. We train these networks for 4,000 episodes independently with a randomised subset of 20,000 state-control pairs from each dataset, reserving 10% as a testing set.

We judge the performance of each network in the state-control regression task by the training and testing loss it has achieved. Since success in the regression task does not necessarily guarantee that the system controlled by the trained network will behave optimally as expected, we also evaluate the performance of our networks in the simulated tasks with the policy trajectory optimality metric given in [24], reflecting how well the networks learn the optimal behaviour.

We find that our networks are able to achieve good MSE in the regression task (Tables A and B), which results in near-optimal trajectories (Tables C and D) when the ANN is used to control the system directly. We observe that both
increasing the node breadth for a given number of layers and increasing the number of layers for a given node breadth generally increases both the regression performance of the networks and the optimality of their resulting trajectories. Interestingly we find that, for the implemented ANNs, the pendulum swingup task, although having a mathematically simpler description, proves to be a more difficult problem, possibly due to its greater number of control switches. In the spacecraft orbit transfer case, our ANNs are able to learn the mapping between the two discontinuous control profiles of fuel and time optimal control, as reflected in Figure 10. We observe, however, that employing the networks to predict a full vector output in the action space may cause adverse interactions between the individual controls, as can be seen in the sudden spikes of the thrust direction \( \hat{u} \) around the throttle switching points in Figures 8 and 10. Despite this, the networks still perform well given that the control switching is instantaneous.

| Nodes × Layers | Training Loss | Testing Loss |
|----------------|---------------|--------------|
| 50 × 2         | 0.043434      | 0.049832     |
| 50 × 4         | 0.034315      | 0.043264     |
| 100 × 2        | 0.038298      | 0.044142     |
| 100 × 4        | 0.029807      | 0.036758     |

(a) Inverted pendulum swingup

| Nodes × Layers | Training Loss | Testing Loss |
|----------------|---------------|--------------|
| 50 × 2         | 0.014710      | 0.013711     |
| 50 × 4         | 0.014066      | 0.012860     |
| 100 × 2        | 0.018373      | 0.018608     |
| 100 × 4        | 0.012590      | 0.011232     |

(b) Spacecraft orbit transfer

TABLE I: Regression performances on the datasets.

![Fig. 7](image1.png)  
Fig. 7: The training (solid lines) and validation (dashed line) history of the networks by architecture, reflected by Tables II for the inverted pendulum swingup (top) and the interplanetary spacecraft orbit transfer (bottom).

V. CONCLUSIONS

We presented a novel approach to learning a family of optimal state feedback control policies and evaluated it on two common dynamical systems. We’ve shown that the continuation between objectives for optimal state feedback policies can be learnt by extending the input state with a homotopy parameter, describing the trade off in priority between different objectives. We’ve shown that our networks

![Fig. 8](image2.png)  
Fig. 8: The approximation of the nominal control profiles for the spacecraft orbit transfer in Figure 3c by the best ANN in Table Ib.

![Fig. 9](image3.png)  
Fig. 9: The spacecraft orbit transfer as controlled by the best ANN in Table Ib.

![Fig. 10](image4.png)  
Fig. 10: The control profiles of the thrust magnitude \( u \) and direction \( \hat{u} = [\hat{u}_x, \hat{u}_y, \hat{u}_z] \) of the spacecraft orbit transfer in Figure 9 as controlled by the best ANN in Table Ib.
achieve good \textit{MSE} values in the database regression task and that near-optimal control can be achieved across a spectrum of objective priority trade offs. We observe that both increasing the layer breadth for a given number of layers and increasing the number of layers given a node breadth increases both the regression and trajectory optimality of the networks. We suspect that better performance would be achieved by training an ANN for each of the given system’s actions, to avoid adverse interactions around discontinuities, or by increasing both the number of layers and nodes per layer.
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\begin{table}[ht]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
\textbf{\(\alpha\)} & \textbf{Nodes \times Layers} & \textbf{Mean} & \textbf{Mean} \\
\hline
0.0 & 50 \times 2 & 1.915094 & 2.433904 \\
0.0 & 50 \times 2 & 0.160555 & 0.254219 \\
0.0 & 50 \times 2 & 0.057574 & 0.109408 \\
0.0 & 2.160594 & 0.355176 & 0.468579 \\
0.0 & 0.954027 & 0.665326 & 0.574547 \\
0.0 & 0.111737 & 0.979295 & 0.975896 \\
0.0 & 0.519775 & 0.346438 & 0.242022 \\
0.0 & 0.832056 & 0.210354 & 0.353348 \\
0.0 & 0.940100 & 0.622716 & 0.765109 \\
0.0 & 1.231413 & 1.173717 & 1.259935 \\
0.0 & 0.799833 & 1.096328 & 1.055260 \\
0.0 & 1.103462 & 0.189937 & 0.768724 \\
\hline
\end{tabular}
\caption{Optimality gap (%) between the ANN controlled trajectory and the optimal trajectory for each neural network architecture (columns) and homotopy parameter (rows) in the (a) pendulum swing-up problem and (b) spacecraft orbit transfer problem.}
\end{table}