REFLECTION PRINCIPLES FOR FUNCTIONS OF NEUMANN AND DIRICHLET LAPLACIANS ON OPEN REFLECTION INVARIANT SUBSETS OF $\mathbb{R}^d$

JACEK MALECKI AND KRZYSZTOF STEMPAK

Abstract. For an open subset $\Omega$ of $\mathbb{R}^d$, symmetric with respect to a hyperplane and with positive part $\Omega_+$, we consider the Neumann/Dirichlet Laplacians $-\Delta_{N,D,\Omega}$ and $-\Delta_{N,D,\Omega_+}$. Given a Borel function $\Phi$ on $[0,\infty)$ we apply the spectral functional calculus and consider the pairs of operators $\Phi(-\Delta_{N,\Omega})$ and $\Phi(-\Delta_{N,\Omega_+})$, or $\Phi(-\Delta_{D,\Omega})$ and $\Phi(-\Delta_{D,\Omega_+})$. We prove relations between the integral kernels for the operators in these pairs, which in particular cases of $\Omega_+ = \mathbb{R}^d - 1 \times (0,\infty)$ and $\Phi_t(u) = \exp(-tu)$, $u \geq 0$, $t > 0$, were known as reflection principles for the Neumann/Dirichlet heat kernels. These relations are then generalized to the context of symmetry with respect to a finite number of mutually orthogonal hyperplanes.
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1. Introduction

Let $\Omega$ be a nonempty open subset of $\mathbb{R}^d$, $d \geq 1$, and let $\Delta = \sum_1^d \partial_j^2$ denote the Laplacian. If not otherwise stated, $-\Delta_\Omega$ will mean the differential operator $f \mapsto -\Delta f$ with domain $C^\infty_c(\Omega)$ (the space of compactly supported $C^\infty$ functions on $\Omega$), which is dense in $L^2(\Omega)$. Clearly $-\Delta_\Omega$ is symmetric,

$$\langle (-\Delta_\Omega)f, g \rangle_{L^2(\Omega)} = \langle f, (-\Delta_\Omega)g \rangle_{L^2(\Omega)}, \quad f, g \in \text{Dom}(-\Delta_\Omega) = C^\infty_c(\Omega),$$

and non-negative, $\langle (-\Delta_\Omega)f, f \rangle_{L^2(\Omega)} \geq 0$ for $f \in \text{Dom}(-\Delta_\Omega)$.

The Sobolev spaces $H^n(\Omega)$ and $H^0_0(\Omega)$, $n \in \mathbb{N}$, denoted also as $W^{n,2}(\Omega)$ and $W^0_0^{n,2}(\Omega)$, are defined as follows (see, for instance, [13, Appendix D] or [14, Chapter 6]): $H^n(\Omega)$ is the linear space of functions $f \in L^2(\Omega)$ for which the distributional derivative $\partial^a f$...
belongs to $L^2(\Omega)$ for all $\alpha \in \mathbb{N}^d$, $|\alpha| \leq n$, endowed with the inner product

$$\langle f, g \rangle_{H^n(\Omega)} = \sum_{|\alpha| \leq n} \langle \partial^\alpha f, \partial^\alpha g \rangle_{L^2(\Omega)},$$

and $H^0_0(\Omega)$ is the closure of $C_c^\infty(\Omega)$ in $(H^n(\Omega), \| \cdot \|_{H^n(\Omega)})$. Then $H^n(\Omega)$ (and thus also $H^0_0(\Omega)$) is a Hilbert space.

Let $t_\Omega$ be the sesquilinear form defined on the domain $H^1(\Omega)$ by

$$t_\Omega[f, g] = \int_\Omega (\nabla f)(x) \cdot (\nabla g)(x) \, dx = \int_\Omega \sum_{j=1}^d \partial_j f(x) \partial_j g(x) \, dx.$$

The Neumann Laplacian on $\Omega$, denoted by $-\Delta_{N,\Omega}$, is defined as the operator on $L^2(\Omega)$ associated with the form $t_{N,\Omega} := t_\Omega$; in particular, Dom($-\Delta_{N,\Omega}$) $\subset$ Dom($t_{N,\Omega}$) := $H^1(\Omega)$. On the other hand, the Dirichlet Laplacian on $\Omega$, denoted $-\Delta_{D,\Omega}$, is defined as the operator on $L^2(\Omega)$ associated with the form $t_{D,\Omega}$, which is the restriction of $t_\Omega$ to $H^1_0(\Omega)$; in particular, Dom($-\Delta_{D,\Omega}$) $\subset$ Dom($t_{D,\Omega}$) := $H^1_0(\Omega)$. Since the forms $t_{N,\Omega}$ and $t_{D,\Omega}$ are Hermitian, closed and non-negative, the associated operators are self-adjoint and non-negative. See [13, Chapter 10 and Section 3 of Chapter 12]. Each of the operators $-\Delta_{N/D,\Omega}$ is indeed an extension of $-\Delta_\Omega$; this follows from the definitions in terms of forms, with an application of Green’s formulas for functions from Sobolev classes, that can be found, for instance, in [13 Appendix D]. We also mention that $-\Delta_{D,\Omega}$ coincides with the Friedrichs extension of $-\Delta_\Omega$, the closure of $-\Delta_\Omega$. See [13 Section 10.6.1].

In the setting of a general open set $\Omega$ it is known (see, for instance, [13 Section 10.6.1]) that

$$\text{Dom}(-\Delta_{D,\Omega}) = H^\Delta(\Omega) \cap H^1_0(\Omega)$$

and

$$-\Delta_{D,\Omega}f = -\Delta f \quad \text{for} \quad f \in \text{Dom}(-\Delta_{D,\Omega}).$$

Here, for the sake of convenience, we used the notation

$$H^\Delta(\Omega) = \{ f \in L^2(\Omega) : \Delta f \in L^2(\Omega) \}$$

and for $f \in L^2(\Omega) \subset C_c^\infty(\Omega)'$, $\Delta f$ is understood in the distributional sense. Note that $H^2(\Omega) \subset H^\Delta(\Omega)$ but in general the inclusion may be proper. Contrary to the case of the Dirichlet Laplacian much less is known about the explicit description of Dom($-\Delta_{N,\Omega}$), the domain of the Neumann Laplacian, in the setting of general $\Omega \subset \mathbb{R}^d$.

If $\Omega$ is an open bounded subset in $\mathbb{R}^d$, $d \geq 2$, with boundary $\partial \Omega$ of class $C^2$, or an open bounded subset of $\mathbb{R}$, then there are much finer results concerning properties of
Then, for every semigroup \( \{ \exp(-t(-\Delta_{D,\Omega})) \}_{t>0} \) of bounded on \( L^2(\Omega) \) operators, called the \textit{Dirichlet heat semigroup}. Each \( \exp(-t(-\Delta_{D,\Omega})) \), \( t > 0 \), is an integral operator with a kernel \( p_t^{D,\Omega}(x,y) \), that is for every \( f \in L^2(\Omega) \) there holds

\[
\exp(-t(-\Delta_{D,\Omega}))f(x) = \int_{\Omega} p_t^{D,\Omega}(x,y)f(y)dy, \quad x - \text{a.e.}
\]

Moreover, as a function on \( (0,\infty) \times \Omega \), \( p_t^{D,\Omega}(x,y) \) is \( C^\infty \) and strictly positive. See [6] Theorem 5.2.1. Then \( \{ p_t^{D,\Omega}(x,y) \}_{t>0} \), is called the \textit{Dirichlet heat kernel on} \( \Omega \).

Analogously, we consider the \textit{Neumann heat semigroup} \( \{ \exp(-t(-\Delta_{N,\Omega})) \}_{t>0} \) associated with \( -\Delta_{N,\Omega} \). As before, each \( \exp(-t(-\Delta_{N,\Omega})) \), \( t > 0 \), is an integral operator with a kernel \( p_t^{N,\Omega}(x,y) \) which, as a function on \( (0,\infty) \times \Omega \times \Omega \), is \( C^\infty \) and strictly positive. Then \( \{ p_t^{N,\Omega}(x,y) \}_{t>0} \), is called the \textit{Neumann heat kernel on} \( \Omega \).

Clearly, in the special case of \( \Omega = \mathbb{R}^d \), skipping in the notation the symbol \( \mathbb{R}^d \), we have

\[
p_t^N(x,y) = p_t^D(x,y) = p_t(x,y) := (4\pi t)^{-d/2} \exp(-\|x-y\|^2 / 4t).
\]

It is also known that for the half-space \( \mathbb{R}^d_+ := \mathbb{R}^{d-1} \times (0,\infty) \) the corresponding Neumann/Dirichlet heat kernels, denoted \( p_t^{N,+}(x,y) \) and \( p_t^{D,+}(x,y) \), are related to \( p_t(x,y) \) by

\[
p_t^{N,+}(x,y) = p_t(x,y) + p_t(\tilde{x},y), \quad p_t^{D,+}(x,y) = p_t(x,y) - p_t(\tilde{x},y),
\]

where \( x, y \in \mathbb{R}^d_+ \), and \( \tilde{x} = (\tilde{x},-x_d) \) denotes the reflection point of \( x = (\tilde{x},x_d) \in \mathbb{R}^d_+ \), with respect to the hyperplane orthogonal to \( (0,\ldots,0,1) \).
The aim of this paper is to prove that a similar principle holds for kernels of operators emerging in spectral calculus applied to Neumann/Dirichlet Laplacians in the general setting of an open $\Omega \subset \mathbb{R}^d$, which is symmetric with respect to the hyperplane $\langle v \rangle^\perp$.

Let $\sigma_v$ be the orthogonal reflection with respect to $\langle v \rangle^\perp$ (see Section 2 for details). Recall that $-\Delta_{N/D, \Omega}$ and $-\Delta_{N/D, \Omega^+}$ are non-negative and hence their spectra are contained in $[0, \infty)$.

**Theorem 1.1.** Let $\Omega$ be an open subset of $\mathbb{R}^d$ symmetric with respect to $\langle v \rangle^\perp$ with $\Omega^+$ as its positive part. Let $\Phi$ be a Borel function on $[0, \infty)$. Assume that $\Phi(-\Delta_{N, \Omega})$ is an integral operator with the kernel $K^\Phi_{-\Delta_{N, \Omega}}$. Then $\Phi(-\Delta_{N, \Omega^+})$ is also an integral operator with the kernel $K^\Phi_{-\Delta_{N, \Omega^+}}$ given by

$$K^\Phi_{-\Delta_{N, \Omega^+}}(x,y) = K^\Phi_{-\Delta_{N, \Omega}}(x,y) + K^\Phi_{-\Delta_{N, \Omega}}(\sigma_v(x), y), \quad x, y \in \Omega^+. \quad (1.1)$$

Similarly, if $\Phi(-\Delta_{D, \Omega})$ is an integral operator with the kernel $K^\Phi_{-\Delta_{D, \Omega}}$, then $\Phi(-\Delta_{D, \Omega^+})$ is also an integral operator with the kernel $K^\Phi_{-\Delta_{D, \Omega^+}}$ given by

$$K^\Phi_{-\Delta_{D, \Omega^+}}(x,y) = K^\Phi_{-\Delta_{D, \Omega}}(x,y) - K^\Phi_{-\Delta_{D, \Omega}}(\sigma_v(x), y), \quad x, y \in \Omega^+. \quad (1.2)$$

As a direct corollary of Theorem 1.1, we obtain the following identities that can be called the reflection principles for the Neumann and Dirichlet heat kernels.

**Corollary 1.2.** Let $\Omega$ be an open subset of $\mathbb{R}^d$ symmetric with respect to $\langle v \rangle^\perp$ and let $p_t^{N, \Omega^+}$ and $p_t^{D, \Omega^+}$, and $p_t^{N, \Omega}$ and $p_t^{D, \Omega}$, denote the Neumann and the Dirichlet heat kernels on $\Omega^+$ and $\Omega$, respectively. Then

$$p_t^{N, \Omega^+}(x,y) = p_t^{N, \Omega}(x,y) + p_t^{N, \Omega}(\sigma_v(x), y), \quad x, y \in \Omega^+, \quad t > 0 \quad (1.3)$$

and

$$p_t^{D, \Omega^+}(x,y) = p_t^{D, \Omega}(x,y) - p_t^{D, \Omega}(\sigma_v(x), y), \quad x, y \in \Omega^+, \quad t > 0. \quad (1.4)$$

The paper is organized as follows. Section 2 is devoted to the statements and proofs of auxiliary results and the proof of Theorem 1.1. In Section 3 we use a probabilistic approach to verify (1.4). Finally, in Section 4 we first show how to extend Theorem 1.1 to a more complex setting of multiple reflections associated to an orthogonal root system. Then we discuss several applications of Theorem 1.1 by considering resolvents, Riesz potential operators and heat semigroups associated to the Neumann/Dirichlet Laplacians on open sets in $\mathbb{R}^d$ that result in reflection principle formulas for the corresponding integral kernels. These include resolvent kernels and thus also Green’s functions, Riesz
potential kernels, and heat kernels. We also discuss concrete examples. In particular, we recover (1.3) and (1.4) for several symmetric open sets Ω by comparing formulas for the Neumann/Dirichlet heat kernels for $-\Delta_{N/D, \Omega}$ and $-\Delta_{N/D, \Omega^+}$ which are known to be given in terms of series.

2. Preliminaries and proofs of main results

Given a vector $0 \neq v \in \mathbb{R}^d$ let $\sigma_v$ denote the orthogonal reflection with respect to the hyperplane $\langle v \rangle \perp$ perpendicular to $v$,

$$\sigma_v(x) = x - 2\frac{\langle v, x \rangle}{\|v\|^2}v, \quad x \in \mathbb{R}^d.$$  

If $d = 1$, then the ”hyperplane” reduces to $\{0\}$ and $\sigma_v(x) = -x$.

Let $\Omega$ be an open set in $\mathbb{R}^d$ symmetric in $\langle v \rangle \perp$, that is $\sigma_v(\Omega) = \Omega$. We distinguish the positive part of $\Omega$ by setting

$$\Omega^+ = \{\omega \in \Omega: \langle \omega, v \rangle > 0\}.$$  

Given a function $f$ on $\Omega^+$ we define $E f$ and $O f$, its even and odd extensions on $\Omega$ with respect to $\langle v \rangle \perp$, by setting for $x \in \Omega^- := \sigma_v(\Omega^+)$,

$$E f(x) = f(\sigma_v(x)) \quad \text{and} \quad O f(x) = -f(\sigma_v(x)).$$

On the set $\Omega \cap \langle v \rangle \perp$ of Lebesgue measure zero, the definitions of both extensions are immaterial but, if necessary, for instance for $O f$, we can set $O f(x) = 0$ for $x \in \Omega \cap \langle v \rangle \perp$.

Also, for a function $F$ on $\Omega$, by $F_{\text{even}}$ and $F_{\text{odd}}$ we mean the even and odd parts of $F$ (with respect to $\langle v \rangle \perp$),

$$F_{\text{even}}(x) = (F(x) + F(\sigma_v(x)))/2 \quad \text{and} \quad F_{\text{odd}}(x) = (F(x) - F(\sigma_v(x)))/2;$$

if not otherwise stated, we consider $F_{\text{even}}$ and $F_{\text{odd}}$ as restrictions to $\Omega^+$, hence treat them as functions on $\Omega^+$.

In what follows we shall use, without further mentioning, the following identities,

$$\int_{\Omega} E \phi \cdot \Psi = 2 \int_{\Omega^+} \phi \cdot \Psi_{\text{even}}, \quad \int_{\Omega} O \phi \cdot \Psi = 2 \int_{\Omega^+} \phi \cdot \Psi_{\text{odd}};$$

here $\phi$ and $\Psi$ are suitable functions on $\Omega^+$ and $\Omega$, respectively. Also, if $V$ is a linear space of functions on $\Omega$, then by $V_{\text{even}}$ and $V_{\text{odd}}$ we denote the linear space of functions on $\Omega^+$ consisting of even and odd parts of functions from $V$, respectively.
Lemma 2.1. We have
\[ H^1(\Omega_+) = \left( H^1(\Omega) \right)_{\text{even}} \quad \text{and} \quad H^1_0(\Omega_+) = \left( H^1_0(\Omega) \right)_{\text{odd}}. \] \tag{2.1}

Proof. In the case \( d = 1 \), both identities in (2.1) immediately follow from known characterizations of \( H^1(I) \) and \( H^1_0(I) \), where \( I \subset \mathbb{R} \) is an open interval (see, for instance, [13, Appendix E]). Thus, we can assume that \( d \geq 2 \).

Since the Laplacian is rotationally invariant, in what follows without any loss of generality, but only for the sake of simplicity, we can assume (and we do this in the proof of Proposition 2.2) that \( v \) is the \( d \)-th unit vector \( v_d = (0, \ldots, 0, 1) \). Thus, for a given function \( f \) on \( \Omega_+ \) its even and odd extensions on \( \Omega \) with respect to the \( d \)-th variable are
\[ E f(\tilde{x}, x_d) = f(\tilde{x}, |x_d|) \quad \text{and} \quad O f(\tilde{x}, x_d) = \text{sgn}(x_d) f(\tilde{x}, |x_d|), \]
for \( x = (\tilde{x}, x_d) \in \Omega, \ x_d \neq 0 \). Also, for a function \( F \) on \( \Omega \), the even and odd parts of \( F \) (with respect to the \( d \)-th variable), are
\[ F_{\text{even}}(x) = \left( F(\tilde{x}, x_d) + F(\tilde{x}, -x_d) \right)/2 \quad \text{and} \quad F_{\text{odd}}(x) = \left( F(\tilde{x}, x_d) - F(\tilde{x}, -x_d) \right)/2. \]

Recall, that we treat \( F_{\text{even}} \) and \( F_{\text{odd}} \) as the restrictions to \( \Omega_+ \).

We begin with the first identity in (2.1) and, proving the inclusion \( \subset \) we follow the proof of [3, Lemma 9.2] (see also [7, Lemma 7.1.2]); we include details for the sake of completeness. Take \( f \in H^1(\Omega_+) \). We show that \( \partial_j(E f) = E(\partial_i f) \), for \( j = 1, \ldots, d-1 \), and \( \partial_d(E f) = O(\partial_d f) \), which means that \( E f \in H^1(\Omega) \). Fix \( \varphi \in C^\infty_c(\Omega) \) and let \( \text{supp} \varphi \subset B_R(0) \). Let \( \eta \in C^\infty(0, \infty) \) be such that \( \eta(t) = 0 \) for \( 0 < t < 1/2 \) and \( \eta(t) = 1 \) for \( t > 1 \). Let \( \eta_k(t) = \eta(kt) \). For \( j = 1, \ldots, d-1 \) we write
\[ \int_{\Omega} E f \partial_j \varphi = 2 \int_{\Omega_+} f \partial_j(\varphi_{\text{even}}). \] \tag{2.2}
Clearly, \( \varphi_{\text{even}} \) not necessarily is in \( C^\infty_c(\Omega_+) \), but \( (\eta_k \varphi_{\text{even}})(x) := \eta_k(x_d) \varphi_{\text{even}}(x), \ x = (\tilde{x}, x_d) \in \Omega_+, \) is. Hence
\[ \int_{\Omega_+} f \partial_j(\eta_k \varphi_{\text{even}}) = - \int_{\Omega_+} \partial_j f \eta_k \varphi_{\text{even}}. \]
Noticing that \( \partial_j(\eta_k \varphi_{\text{even}}) = \eta_k \partial_j(\varphi_{\text{even}}) \), then letting \( k \to \infty \) and using the Lebesgue dominated convergence theorem gives
\[ \int_{\Omega_+} f \partial_j(\varphi_{\text{even}}) = - \int_{\Omega_+} \partial_j f \varphi_{\text{even}}. \]
Now we rewrite (2.2) to
\[ \int_\Omega \mathcal{E} f \partial_j \varphi = -2 \int_{\Omega^+} \partial_j f \varphi_{\text{even}} = - \int_\Omega \mathcal{E} (\partial_j f) \varphi. \]
This means that the weak \( j \)th derivative of \( \mathcal{E} f \) in \( L^2(\Omega) \) is \( \mathcal{E} (\partial_j f) \).

To treat the case \( j = d \) we write
\[ \int_\Omega \mathcal{E} f \partial_d \varphi = 2 \int_{\Omega^+} f \partial_d (\varphi_{\text{odd}}). \]
Since \( \varphi_{\text{odd}}(\tilde{x}, 0) = 0 \) for \((\tilde{x}, 0) \in \Omega\), and \( \text{supp} \varphi \subset B_R(0) \) for some \( R > 0 \), hence there exists \( M > 0 \) such that for \((\tilde{x}, x_d) \in \Omega\) we have
\[ |\varphi_{\text{odd}}(\tilde{x}, x_d)| \leq M |x_d|. \]
Clearly, \( \varphi_{\text{odd}} \) not necessarily is in \( C_\infty^\infty(\Omega^+) \), however \( \eta_k \varphi_{\text{odd}} \) is. Therefore,
\[ \int_{\Omega^+} f \eta'(k x_d) \varphi_{\text{odd}} \rightarrow 0 \quad (2.3) \]
with \( k \rightarrow \infty \). Indeed, if \( C = ||\eta'||_{\infty} \), then
\[ k \int_{\Omega^+} f \eta'(k x_d) \varphi_{\text{odd}} \leq kCM \int_{A(k,R)} |f| x_d dx \leq CM \int_{A(k,R)} |f| dx, \]
where \( A(k,R) = B_R(0) \cap \{(\tilde{x}, x_d) \in \Omega^+: 0 < x_d < 1/k\} \), and the last quantity tends to \( 0 \) as \( k \rightarrow \infty \). This means that letting \( k \rightarrow \infty \) shows that
\[ \int_{\Omega^+} f \partial_d (\varphi_{\text{odd}}) = - \int_{\Omega^+} \partial_d f \varphi_{\text{odd}} \]
and hence
\[ \int_\Omega \mathcal{E} f \partial_d \varphi = -2 \int_{\Omega^+} \partial_d f \varphi_{\text{odd}} = - \int_\Omega \mathcal{O}(\partial_d f) \varphi. \]
This proves that the weak \( d \)th derivative of \( \mathcal{E} f \) in \( L^2(\Omega) \) is \( \mathcal{O}(\partial_d f) \) and finishes the proof of the inclusion \( \subset \) in (2.1).

To prove the opposite inclusion for the first identity in (2.1), take \( F \in H^1(\Omega) \). Without any loss of generality we can assume that \( F \) is even (otherwise, take \( F_{\text{even}} \) treated at this moment as a function on \( \Omega \); clearly, \( F_{\text{even}} \in H^1(\Omega) \) and even parts of \( F \) and \( F_{\text{even}} \) coincide). Since \( C_\infty^\infty(\Omega^+) \subset C_\infty^\infty(\Omega) \), hence \( F_{\text{even}} = F|_{\Omega^+} \in H^1(\Omega^+) \).

We now pass to the second identity in (2.1) and prove the inclusion \( \subset \). Fix \( f \in H^1_0(\Omega^+) \) and take a sequence \( \varphi_n \in C_\infty^\infty(\Omega^+) \) such that \( \varphi_n \rightarrow f \) in \( H^1(\Omega^+) \). This means, in
Proposition 2.2. We have $\text{Dom}(\Delta)$ is as Cauchy sequence in $H^1(\Omega_+)$, and hence $\{\mathcal{O}_n\}$ is a Cauchy sequence in $H^1(\Omega)$. Let $F$ be the limit of $\mathcal{O}_n$ in $H^1(\Omega)$. Since $\mathcal{O}_n \in C_c^\infty(\Omega)$, we have that $F \in H^1_0(\Omega)$. It is also clear that $F$ is odd on $\Omega$ and $F|_{\Omega_+} = f$. This shows that $f \in (H^1_0(\Omega))_{\text{odd}}$.

To prove the opposite inclusion for the second identity in (2.1) first note that if $F \in H^1(\Omega)$, then $F|_{\Omega_+} \in H^1(\Omega_+)$. This is because $C_c^\infty(\Omega_+) \subset C_c^\infty(\Omega)$, and hence $\partial_j(F|_{\Omega_+}) = (\partial_j f)|_{\Omega_+}$, $j = 1, \ldots, d$. Thus, if we fix $F \in H^1_0(\Omega)$, then $F_{\text{odd}} \in H^1(\Omega_+)$. It remains to verify that $F_{\text{odd}} \in H^1_0(\Omega_+)$. Take a sequence $\Phi_n \in C_c^\infty(\Omega)$ such that $\Phi_n \to F$ in $H^1(\Omega)$. Then also $(\Phi_n)_{\text{odd}} \to F_{\text{odd}}$ in $H^1(\Omega)$. Now it suffices to check that if $\Phi \in C_c^\infty(\Omega)$ is odd, then $\varphi := \Phi|_{\Omega_+}$ can be approximated by functions from $C_c^\infty(\Omega_+)$ in $H^1(\Omega_+)$. Fix such $\Phi$, take the same $\eta$ as before, consider $\eta_k \varphi \in C_c^\infty(\Omega_+)$ and write

$$
\|\eta_k \varphi - \varphi\|^2_{H^1(\Omega_+)} = \|\varphi(\eta_k - 1)\|^2_{L^2(\Omega_+)} + \sum_{j=1}^d \|\partial_j(\varphi(\eta_k - 1))\|^2_{L^2(\Omega_+)}.
$$

It is clear that $\|\varphi(\eta_k - 1)\|^2_{L^2(\Omega_+)} \to 0$ as $k \to \infty$. For the remaining terms note that for $j = 1, \ldots, d - 1$ we have $\partial_j(\varphi(\eta_k - 1)) = (\partial_j \varphi)(\eta_k - 1)$ and hence again $\|\partial_j(\varphi(\eta_k - 1))\|^2_{L^2(\Omega_+)} \to 0$ as $k \to \infty$. For $j = d$,

$$
\partial_d(\varphi(\eta_k - 1)) = (\partial_d \varphi)(\eta_k - 1) + k\eta'(kx_d)\varphi.
$$

Therefore it remains to check that

$$
k^2 \int_{\Omega_+} |\eta'(kx_d)\varphi(x)|^2 \, dx \to 0
$$

as $k \to \infty$. But this is done by an argument analogous to that used for (2.3). This finishes the proof the second identity in (2.1) and completes the proof of Lemma 2.1. □

It is worth noticing here that for $f \in H^1(\Omega_+)$, if $F \in H^1(\Omega)$ is such that $f = F_{\text{even}}$, then we can simply assume that $F$ is even (see a comment in the proof of Lemma 2.1). Analogous remark applies to $f \in H^1_0(\Omega_+)$.

Recall that in the setting of a sesquilinear form $t$ with domain $\text{Dom}(t)$, defined on a Hilbert space $(\mathcal{H}, \langle \cdot, \cdot \rangle)$, the associated operator $A_t$ is defined by $A_t h = u_h$, where $h \in \text{Dom}(A_t)$ and

$$
\text{Dom}(A_t) = \{ h \in \text{Dom}(t) : \exists u_h \in \mathcal{H} \forall h' \in \text{Dom}(t) t[h, h'] = \langle u_h, h' \rangle \}.
$$

**Proposition 2.2.** We have

$$
\text{Dom}(\Delta) = \left( \text{Dom}(\Delta) \right)_{\text{even}} \quad (2.4)
$$
and
\[ (-\Delta_{N,\Omega}) (F_{\text{even}}) = \left( (-\Delta_{N,\Omega}) F \right)_{\text{even}}, \quad \text{for} \quad F \in \text{Dom}(-\Delta_{N,\Omega}). \]  
(2.5)

Similarly,
\[ \text{Dom}(-\Delta_{D,\Omega}) = \left( \text{Dom}(-\Delta_{D,\Omega}) \right)_{\text{odd}} \]
(2.6)
and
\[ (-\Delta_{D,\Omega}) (F_{\text{odd}}) = \left( (-\Delta_{D,\Omega}) F \right)_{\text{odd}}, \quad \text{for} \quad F \in \text{Dom}(-\Delta_{D,\Omega}). \]  
(2.7)

Proof. We consider only the case of the Neumann Laplacians and prove (2.4) and (2.5); the arguments leading to (2.6) and (2.7) are analogous. For simplicity of notation till the end of this proof we write \(-\Delta\) and \(-\Delta_{N,\Omega}\) instead of \(-\Delta_{N,\Omega}^{-}\) and \(-\Delta_{N,\Omega}^{+}\), correspondingly. Analogously, we write \(t\) and \(t_{+}\) rather than \(t_{N,\Omega}\) and \(t_{N,\Omega^{+}}\). Recall, that for simplicity we also assume that \(v_{d} = (0, \ldots, 0, 1)\).

We first prove the inclusion \(\subset\) in (2.4). Take \(f \in \text{Dom}(-\Delta_{+})\). Hence \(f \in H^{1}(\Omega_{+})\) and there is \(u_{f} \in L^{2}(\Omega_{+})\) such that for any \(g \in H^{1}(\Omega_{+})\) we have
\[ t_{+}[f, g] = \langle u_{f}, g \rangle_{L^{2}(\Omega_{+})}, \]  
(2.8)
which also means that \((-\Delta_{+}) f = u_{f}\). Consider \(\mathcal{E} f\) which, by Lemma 2.1, is in \(H^{1}(\Omega)\). We shall verify that for every \(G \in H^{1}(\Omega)\) it holds
\[ t[\mathcal{E} f, G] = \langle \mathcal{E}(u_{f}), G \rangle_{L^{2}(\Omega)}, \]  
(2.9)
which will mean that \(\mathcal{E} f \in \text{Dom}(-\Delta)\) and hence \(f \in \left( \text{Dom}(-\Delta) \right)_{\text{even}}\), and also that \((-\Delta)(\mathcal{E} f) = \mathcal{E}(u_{f})\), which implies that \((-\Delta) F_{\text{even}} = (-\Delta_{+})(F_{\text{even}})\) for \(F \in \text{Dom}(-\Delta)\).

For any \(G \in H^{1}(\Omega)\) we have
\[ t[\mathcal{E} f, G] = \sum_{j=1}^{d-1} \int_{\Omega} \partial_{j}(\mathcal{E} f) \overline{\partial_{j} G} + \int_{\Omega} \partial_{d}(\mathcal{E} f) \overline{\partial_{d} G} \]
\[ = \sum_{j=1}^{d-1} \int_{\Omega} \mathcal{E}(\partial_{j} f) \overline{\partial_{j} G} + \int_{\Omega} \partial_{d}(\mathcal{E} f) \overline{\partial_{d} G} \]
\[ = 2 \sum_{j=1}^{d-1} \int_{\Omega_{+}} \partial_{j} f \overline{(\partial_{j} G)_{\text{even}}} + 2 \int_{\Omega_{+}} \partial_{d} f \overline{(\partial_{d} G)_{\text{odd}}} \]
\[ = 2 \sum_{j=1}^{d-1} \int_{\Omega_{+}} \partial_{j} f \overline{(G_{\text{even}})} + 2 \int_{\Omega_{+}} \partial_{d} f \overline{(G_{\text{odd}})} \]
\[ = 2 t_{+}[f, G_{\text{even}}]. \]
On the other hand,
\[
\langle \mathcal{E}(u_f), G \rangle_{L^2(\Omega)} = 2\langle u_f, G_{\text{even}} \rangle_{L^2(\Omega_+)};
\]
and hence inserting \( G_{\text{even}} \) for \( g \) in (2.8) gives (2.9); note that \( G_{\text{even}} \in H^1(\Omega_+) \) by Lemma 2.1.

To prove the opposite inclusion, take \( F \in \text{Dom}(-\Delta) \). Hence \( F \in H^1(\Omega) \) and there is \( U_F \in L^2(\Omega) \) such that for any \( G \in H^1(\Omega) \) we have
\[
t[F, G] = \langle U_F, G \rangle_{L^2(\Omega)}, \tag{2.10}
\]
which also means that \( (-\Delta)F = U_F \). We shall verify that for every \( g \in H^1(\Omega_+) \) it holds
\[
t_+ [F_{\text{even}}, g] = \langle (U_F)_{\text{even}}, g \rangle_{L^2(\Omega_+)} \tag{2.11}
\]
which will mean that \( F_{\text{even}} \in \text{Dom}(-\Delta_+) \) (note that \( F_{\text{even}} \in H^1(\Omega_+) \) by Lemma 2.1) and that \( (-\Delta_+)(F_{\text{even}}) = ((-\Delta)F)_{\text{even}} \) for \( F \in \text{Dom}(-\Delta) \).

For any \( g \in H^1(\Omega_+) \) we have
\[
2t_+[F_{\text{even}}, g] = 2\sum_{j=1}^{d-1} \int_{\Omega_+} \partial_j(F_{\text{even}}) \overline{\partial_j g} + 2\int_{\Omega_+} \partial_d(F_{\text{even}}) \overline{\partial_d g}
\]
\[
= 2\sum_{j=1}^{d-1} \int_{\Omega_+} (\partial_j F)_{\text{even}} \overline{\partial_j g} + 2\int_{\Omega_+} (\partial_d F)_{\text{odd}} \overline{\partial_d g}
\]
\[
= \sum_{j=1}^{d-1} \int_{\Omega} \partial_j F \mathcal{E}(\partial_j g) + \int_{\Omega} \partial_d F \mathcal{O}(\partial_d g)
\]
\[
= \sum_{j=1}^{d-1} \int_{\Omega} \partial_j F \overline{\partial_j(\mathcal{E}g)} + \int_{\Omega} \partial_d F \overline{\partial_d(\mathcal{E}g)}
\]
\[
= t[F, \mathcal{E} g].
\]

On the other hand,
\[
2\langle (U_F)_{\text{even}}, g \rangle_{L^2(\Omega_+)} = \langle U_F, \mathcal{E} g \rangle_{L^2(\Omega)},
\]
and hence inserting \( \mathcal{E} g \) for \( G \) in (2.10) gives (2.11); note that \( \mathcal{E} g \in H^1(\Omega) \) by Lemma 2.1. This completes the proof of (2.11) and thus the conclusion following it and hence finishes the proof of (2.4) and (2.5). \( \square \)

Before proceeding to the proof of Theorem 1.1 we need to make some preparatory comments. It is well known that, as a part of the spectral theorem, the following commuting property of the functional calculus holds: if \( A \) is a self-adjoint operator on a Hilbert space \( \mathcal{H} \) and \( B \) is a bounded operator on \( \mathcal{H} \) such that \( BA \subset AB \), then also
$B\Psi(A) \subset \Psi(A)B$, for any Borel function $\Psi$ on $\mathbb{R}$. In addition, if $\Psi$ is bounded, then $\Psi(A)$ is a bounded operator and the latter inclusion becomes the identity. See, for instance, [5, Theorem 4.1 (d), p. 323] specified to self-adjoint operators, or [12].

We shall need the following two-Hilbert space and two-operator version of the above. Namely, if $A_1$ and $A_2$ are self-adjoint operators on Hilbert spaces $\mathcal{H}_1$ and $\mathcal{H}_2$, respectively, and $B: \mathcal{H}_1 \to \mathcal{H}_2$ is a bounded operator such that $BA_1 \subset A_2B$, then also $B\Psi(A_1) \subset \Psi(A_2)B$, for any Borel function $\Psi$ on $\mathbb{R}$. Again, if $\Psi$ is bounded, then the last inclusion becomes the identity. Such a version is known, at least as a folklore, but it is hard to find it in the literature in the above formulation. However, see [13, Proposition 5.15], where it is said that in the above mentioned setting the condition $BA_1 \subset A_2B$ is equivalent with the condition $BE_1(M) = E_2(M)B$, where $M$ is an arbitrary Borel subset of $\mathbb{R}$, and $E_i$ denotes the spectral measure corresponding to $A_i$, $i = 1, 2$. This equivalent condition easily implies the claim, that is $B\Psi(A_1) \subset \Psi(A_2)B$, for any Borel function $\Psi$ on $\mathbb{R}$.

We take an opportunity to point out that the version we need can be also inherited from the usual property of the functional calculus of one self-adjoint operator by considering the direct sum $A_1 \oplus A_2$ on $\mathcal{H}_1 \oplus \mathcal{H}_2$ and taking as a bounded operator on $\mathcal{H}_1 \oplus \mathcal{H}_2$ the operator $(x, y) \mapsto (0, Bx)$. (Checking that we indeed end up in the one-Hilbert space setting with all necessary assumptions satisfied, and the conclusion from the one-Hilbert space version implies the desired inclusion is straightforward.) This argument, that changes the intertwining condition onto the commuting condition, is known as Berberian’s trick; we owe this information to Professor Jan Stochel to whom we are very indebted.

**Proof of Theorem 1.1.** We consider only the case of the Neumann Laplacians and prove (1.1); the arguments leading to (1.2) are analogous. As in the proof of Proposition 2.2 for simplicity of notation till the end of this proof we write $-\Delta$ and $-\Delta_+$ instead of $-\Delta_{N,\Omega}$ and $-\Delta_{N,\Omega,+}$, and consequently, $\Phi(-\Delta)$ and $\Phi(-\Delta_+)$ instead of $\Phi(-\Delta_{N,\Omega})$ and $\Phi(-\Delta_{N,\Omega,+})$, correspondingly. Analogously, we write $K^\Phi$ rather than $K^\Phi_{-\Delta_{N,\Omega}}$. Keeping in mind delicacies usually connected to domains of unbounded operators we decided to be slightly pedantic in what follows.

The reflection $\sigma_v$ induces a natural action on functions defined on $\Omega$: if $F$ is such a function, then $\tilde{F}(x) := F(\sigma_v(x))$, $x \in \Omega$. As an easy calculation shows, the mapping $\gamma: L^2(\Omega) \to L^2(\Omega)$ leaves $\text{Dom}(-\Delta)$ invariant, and hence it is a bijection on $\text{Dom}(-\Delta)$. 


This implies that
\[(−ΔF)^− = −Δ F, \quad F ∈ \text{Dom}(−Δ).\]  \hfill (2.12)

Thus, by the spectral theorem, also
\[(Φ(−Δ)F)^− = Φ(−Δ)F, \quad F ∈ \text{Dom}(Φ(−Δ)),\]
and, consequently, since \(\text{Dom}(Φ(−Δ))\) is dense in \(L^2(Ω)\), for the kernel \(K^Φ\) we have
\[K^Φ(σ_v(x), y) = K^Φ(x, σ_v(y)), \quad (x, y) ∈ Ω × Ω – a.e.\]  \hfill (2.13)

On the other hand, by using Proposition 2.2, it is also clear that
\[−Δ + \mathcal{D}, Ω\] and \[−Δ + \mathcal{N}, Ω\] refer to a Wiener process killed
upon leaving Ω and a reflected Wiener process, respectively. In this section we present
the reflection principle from the point of view of a killed Wiener process and strong
Markov property.

Let $W = (W_t)_{t \geq 0}$ be a $d$-dimensional Wiener process starting from $x \in \mathbb{R}^d$ and denote
by $P^x$, $E^x$ and $\mathcal{F} = (\mathcal{F}_t)_{t \geq 0}$ the corresponding probability distribution, expecting value
and the filtration generated by $W$. We will simply write $P$ and $E$ whenever $x = 0$.
Recall that $P^x$ is absolutely continuous with respect to Lebesgue measure and
$P^x(W_t \in dy)/dy = \frac{1}{(2\pi t)^{d/2}} \exp\left(-\frac{\|x - y\|^2}{2t}\right)$,
which is just $p_{t/2}(x, y)$. To distinguish the probabilistic approach from the previous one
we will write $g_t(x, y) := p_{t/2}(x, y)$.

For a given nonempty open set $\Omega \subset \mathbb{R}^d$ we define the first exit time of $W$ from $\Omega$ by
$\tau_\Omega = \inf\{t : W_t \notin \Omega\}$.
Continuity of paths implies that $\tau_\Omega$ is an $(\mathcal{F}_t)$-Markov stopping time. We denote by
$W^\Omega = (W^\Omega_t)_{t \geq 0}$ the process killed upon leaving the set $\Omega$ and write $g_t^\Omega(x, y)$ for its
transition density function, i.e.
$g_t^\Omega(x, y) = E^x[t < \tau_\Omega, W_t \in dy]/dy$.
By the strong Markov property, we can describe it in the following way
$g_t^\Omega(x, y) = g_t(x, y) - E^x[t > \tau_\Omega; g(t - \tau_\Omega, W_{\tau_\Omega}, y)], \quad x, y \in \Omega$.
The identity given above is often called the Hunt formula.

The classical reflection principle in $\mathbb{R}$ is a consequence of a strong Markov property
and it states that for a given stopping time $\tau$ the process
$W_\tau^\tau = \begin{cases} W_t, & t \leq \tau \\ 2W_\tau - W_t, & t > \tau \end{cases}$
is also a Wiener process. Note that the paths of $W^\tau$ are glued with the original trajectory
of $W_t$ (up to time $\tau$) and the trajectory reflected with respect to a line $y = W_\tau$ (after $\tau$). Applying the result to the special case $\tau = \inf\{t : W_t = a\}$, $a > 0$, we obtain
$P(\sup_{0 \leq s \leq t} W_s \geq a) = 2P(W_t > a)$.
This essentially weaker relation is also often called the reflection principle.
We will study another consequence of the strong Markov property. We establish the relation between the transition density functions of an open set \( \Omega \subset \mathbb{R}^d \), which is symmetric in \( \langle v \rangle^\perp \), and its positive part \( \Omega_+ \). Let us also denote \( \Omega_b = \Omega \setminus (\Omega_+ \cup \Omega_-) \), where \( \Omega_- = \sigma_v(\Omega_+) \).

**Proposition 3.1.** Let \( \Omega \) and \( \Omega_+ \) be as described above. Then

\[
g_{\Omega_+}^t(x, y) = g_{\Omega}^t(x, y) - g_{\Omega}^t(\sigma_v(x), y), \quad x, y \in \Omega_+.
\]

**Proof.** Since \( \Omega_+ \subset \Omega \) we obviously have \( \tau_{\Omega_+} \leq \tau_{\Omega} \) and for a given Borel set \( A \subset \Omega_+ \) we have

\[
P^x[t < \tau_{\Omega_+}, W_t \in A] = P^x[t < \tau_{\Omega}, W_t \in A] - P^x[\tau_{\Omega_+} \leq t < \tau_{\Omega}, W_t \in A].
\]

Note that \( \tau_{\Omega_+} \leq \tau_{\Omega} \) if and only if \( W_{\tau_{\Omega_+}} \in \Omega_b \) and consequently, using the strong Markov property, we get

\[
P^x[\tau_{\Omega_+} \leq t < \tau_{\Omega}, W_t \in A] = P^x[W_{\tau_{\Omega_+}} \in \Omega_b, \tau_{\Omega_+} \leq t, E^{W_{\tau_{\Omega_+}}}[t - \tau_{\Omega_+} < \tau_{\Omega}, W_{t - \tau_{\Omega_+}} \in A]].
\]

Note that \( (W_{\tau_{\Omega_+} + s})_{s \geq 0} \) is a Wiener process starting from a point \( W_{\tau_{\Omega_+}} \in \Omega_b \) and \( (W_{\tau_{\Omega_+} + s})_{s \geq 0} - W_{\tau_{\Omega_+}} \) is independent from \( \tau_{\Omega_+} \). Consequently \( \sigma_v(W_{\tau_{\Omega_+} + s}) \) is also a Wiener process starting from the same point. Moreover, the first exit time from \( \Omega \) for both processes are the same due to the symmetry of \( \Omega \). Since \( \{\sigma_v(W_{t - \tau_{\Omega_+}}) \in A\} = \{W_{t - \tau_{\Omega_+}} \in \sigma_v(A)\} \) we can simply rewrite the last above-given expression as

\[
P^x[W_{\tau_{\Omega_+}} \in \Omega_b, \tau_{\Omega_+} \leq t, E^{W_{\tau_{\Omega_+}}}[t - \tau_{\Omega_+} < \tau_{\Omega}, W_{t - \tau_{\Omega_+}} \in \sigma_v(A)]].
\]

Thus, the strong Markov property implies that

\[
P^x[\tau_{\Omega_+} \leq t < \tau_{\Omega}, W_t \in A] = P^x[\tau_{\Omega_+} \leq t < \tau_{\Omega}, W_t \in \sigma_v(A)].
\]

Note that we can drop the condition \( \tau_{\Omega_+} \leq t \) since \( \sigma_v(A) \subset \Omega_- \) and consequently \( W_t \notin \Omega_+ \) implies \( \tau_{\Omega_+} < t \). Once again we can consider \( \sigma_v(W) \) instead of \( W \) and using the symmetry of \( \Omega \) arrive at

\[
P^x[t < \tau_{\Omega_+}, W_t \in A] = P^x[t < \tau_{\Omega}, W_t \in A] - P^x[t < \tau_{\Omega}, W_t \in \sigma_v(A)]
\]

\[
= P^x[t < \tau_{\Omega}, W_t \in A] - P^{\sigma_v(x)}[t < \tau_{\Omega}, W_t \in A],
\]

which ends the proof. \( \square \)
4. Applications and Examples

In this section we first extend Theorem 1.1 to the setting, where a single reflection in $\mathbb{R}^d$ is replaced by $k$ reflections $1 \leq k \leq d$, associated with mutually orthogonal $k$ vectors. Then we discuss applications of Theorem 1.1 including resolvents, Riesz potentials, Green’s functions and heat semigroups associated to the Neumann/Dirichlet Laplacians on open sets of $\mathbb{R}^d$. These result in reflection principle formulas for the corresponding integral kernels, i.e. resolvent kernels, Riesz potential kernels, Green’s functions, and heat kernels. We also discuss concrete examples for several symmetric open sets $\Omega$ by comparing formulas for the Neumann/Dirichlet heat kernels for $-\Delta_{N,D,\Omega}$ and $-\Delta_{N,D,\Omega+}$ which are known to be given in terms of series.

4.1. Reflection principles for orthogonal root systems. Theorem 1.1 easily leads to a corollary, where symmetries related to a reflection group associated with an orthogonal root system are involved. Recall that a (normalized) root system in $\mathbb{R}^d$ is a finite set $\mathcal{R}$ of unit vectors such that $\sigma_\alpha(\mathcal{R}) = \mathcal{R}$ for every $\alpha \in \mathcal{R}$. Clearly, $\mathcal{R} \cap \mathcal{R}_\alpha = \{\alpha, -\alpha\}$ for every $\alpha \in \mathcal{R}$. The subgroup of $O(d)$ generated by the reflections $\sigma_\alpha$, $W = W(\mathcal{R}) = \text{gp}\{\sigma_\alpha : \alpha \in \mathcal{R}\}$, is called the finite reflection group, or Weyl group, associated with $\mathcal{R}$. A choice of $\alpha \in \mathbb{R}^d$ such that $\langle \alpha, \check{\alpha} \rangle \neq 0$ for every $\alpha \in \mathcal{R}$, gives the partition $\mathcal{R} = \mathcal{R}_+ \bigsqcup \mathcal{R}_-$, where $\mathcal{R}_+ = \{\alpha \in \mathcal{R} : \langle \alpha, \check{\alpha} \rangle > 0\}$ and $\mathcal{R}_- = \sigma_\check{\alpha}(\mathcal{R}_+)$. $\mathcal{R}_+$ is then referred to as the set of positive roots. This partition distinguishes $C_+ = \{x \in \mathbb{R}^d : \forall \alpha \in \mathcal{R}_+ \langle x, \alpha \rangle > 0\}$, which is called the positive Weyl chamber. A root system $\mathcal{R}$ is called orthogonal if $\mathcal{R}_+$ is orthogonal as a set of vectors (this does not depend on the choice of $\check{\alpha}$). For a comprehensive treatment of the general theory of finite reflection groups the reader is kindly referred to [10].

Given an orthogonal root system $\mathcal{R}$ in $\mathbb{R}^d$ with $\mathcal{R}_+$ as a set of positive roots, without any loss of generality (possibly by rotating and permuting the coordinate axes) we can assume that $\mathcal{R}_+ = \{e_1, \ldots, e_k\}$, where $k \in \{1, \ldots, d\}$, and $e_j$ is the $j$th coordinate unit vector. Thus, given $1 \leq k \leq d$ let $\mathcal{R}_+^{(k)} = \{e_j : j = 1, \ldots, k\}$ be the system of positive roots so that $\mathcal{R}^{(k)} = \mathcal{R}_+^{(k)} \sqcup (-\mathcal{R}_+^{(k)})$ is the orthogonal root system in $\mathbb{R}^d$. The corresponding positive Weyl chamber is $\mathbb{R}^d_{k,+} := \{x \in \mathbb{R}^d : x_i > 0 \text{ for } i = 1, \ldots, k\}$. Together with $\mathbb{R}^d_{k,+}$ consider the open sets

$$
\mathbb{R}^d_{j,+} := \{x \in \mathbb{R}^d : x_i > 0 \text{ for } i = 1, \ldots, j\}, \quad j = k - 1, \ldots, 0,
$$
so that $\mathbb{R}^d_{0,+} = \mathbb{R}^d$ and $\mathbb{R}^d_{j,+}$ is a 'half' of $\mathbb{R}^d_{j-1,+}$ in the sense that

$$\mathbb{R}^d_{j-1,+} = \mathbb{R}^d_{j,+} \cup \sigma_{e_{j-1}}(\mathbb{R}^d_{j,+}) \cup \{ x \in \mathbb{R}^d : x_i > 0 \text{ for } i = 1, \ldots, j-1 \text{ and } x_j = 0 \}.$$ 

Let $\Omega \subset \mathbb{R}^d$ be an open set, symmetric with respect to the Weyl group associated with $R^{(k)}$. This is equivalent with the statement that $\sigma_{e_j}(\Omega) = \Omega$ for $j = 1, \ldots, k$. Let $\Omega_j = \Omega \cap \mathbb{R}^d_{j,+}$. Applying successively Theorem 1.1 to the sets $\Omega = \Omega_0, \Omega_1, \ldots, \Omega_k$, allows to express the kernels associated with $\Phi(-\Delta_{N/D,\Omega})$ through the kernels associated with $\Phi(-\Delta_{N/D,\Omega})$. Here we use the notation: for $x = (x_1, \ldots, x_d) \in \mathbb{R}^d_{k,+}$ and $\varepsilon \in \{-1, 1\}^k$ we write $\varepsilon x = (\varepsilon x_1, \ldots, \varepsilon x_k, x_{k+1}, \ldots, x_d)$ and $\text{sgn}(\varepsilon) = \prod_{i=1}^{k} \varepsilon_i$.

**Corollary 4.1.** Let $\Omega$ be an open subset of $\mathbb{R}^d$ symmetric with respect to $\langle e_j \rangle^\perp$, $j = 1, \ldots, k$, with $\Omega_{k,+} = \Omega \cap \mathbb{R}^d_{k,+}$ as its positive chamber. Let $\Phi$ be a Borel function on $[0, \infty)$. Assume that $\Phi(-\Delta_{N/D,\Omega})$ is an integral operator with the kernel $K_{-\Delta_{N/D,\Omega}}$. Then $\Phi(-\Delta_{N/D,\Omega_{k,+}})$ is also an integral operator with the kernel $K_{-\Delta_{N/D,\Omega_{k,+}}}$ given by

$$K_{-\Delta_{N/\Omega_{k,+}}}^\Phi(x, y) = \sum_{\varepsilon \in \{-1, 1\}^k} K_{-\Delta_{N,\Omega}}(\varepsilon x, y), \quad x, y \in \Omega_{k,+},$$

or by

$$K_{-\Delta_{D,\Omega_{k,+}}}^\Phi(x, y) = \sum_{\varepsilon \in \{-1, 1\}^k} \text{sgn}(\varepsilon) K_{-\Delta_{D,\Omega}}(\varepsilon x, y), \quad x, y \in \Omega_{k,+},$$

respectively.

Notice that the above corollary generalizes the result of Theorem 1.1 (the case of $k = 1$, up to a rotation of coordinate axes). Notice also that the formulas for $p_{\text{tr}/2}(x, y)$ discussed after the statement of Corollary 1.2 are consistent with the formulas given in Corollary 4.1 (the case of $k = d = 2$).

### 4.2. Resolvent kernels, Riesz potentials and Green’s functions.

Although the considerations that follow could be carried on in the setting of a general open set $\Omega$, we concentrate the attention on the case $\Omega = \mathbb{R}^d$. This allows us to write several relevant formulas in their closed forms.

Recall that we have $-\Delta_{N,\mathbb{R}^d} = -\Delta_{D,\mathbb{R}^d}$, and hence the kernels of the operators $\Phi(-\Delta_{N/D,\mathbb{R}^d})$, if exist, are identical. Therefore, in what follows, in the case of $\Omega = \mathbb{R}^d$ we skip the characters $N$ and $D$, and the symbol $\mathbb{R}^d$, and denote the resolvent kernels, Riesz potential kernels, and Green’s functions corresponding to $-\Delta$ simply by $r_\lambda, R_\sigma,$
and $G$, respectively. When it comes to the analogous kernels associated with the half-space $\mathbb{R}^d_+$, $d \geq 1$, we keep the convention used in Section I (related to the heat kernels) and simply write $r^{N/D, +}_\lambda$, $R^{N/D, +}_\sigma$, and $G^{N/D, +}$.

Considering in Theorem 1.1 $\Phi_\lambda(u) = (u + \lambda)^{-1}$, $u \geq 0$, $\lambda > 0$, we arrive at the corresponding resolvent operator $R_\lambda = (-\Delta + \lambda I)^{-1}$. Then the resolvent kernel $r_\lambda$, if exists, is given by

$$r_\lambda(x, y) = \int_0^\infty e^{-\lambda t} p_t(x, y) \, dt.$$ 

It is easily seen that for any $d \geq 1$ and $x, y \in \mathbb{R}^d_+$, $x \neq y$, the above integral converges and we have (see [9, 8.432 (7)])

$$r_\lambda(x, y) = \frac{\lambda^{(d-2)/4}}{2\pi^{d/2}} \frac{K_{d/2-1}(\|x - y\|\sqrt{\lambda})}{\|x - y\|^{d/2-1}},$$

where $K_\nu(z)$ is the modified Bessel function of the second kind of order $\nu$ (also called Macdonald's function). Therefore, from Theorem 1.1 we directly obtain for $x, y \in \mathbb{R}^d_+$, $x \neq y$,

$$r^{N/D, +}_\lambda(x, y) = \frac{\lambda^{(d-2)/4}}{2\pi^{d/2}} \left( \frac{K_{d/2-1}(\|x - y\|\sqrt{\lambda})}{\|x - y\|^{d/2-1}} \pm \frac{K_{d/2-1}(\|\tilde{x} - y\|\sqrt{\lambda})}{\|\tilde{x} - y\|^{d/2-1}} \right), \quad (4.1)$$

where $\tilde{x} = (x_1, \ldots, x_{d-1}, -x_d)$ for $x = (x_1, \ldots, x_d) \in \mathbb{R}^d_+$, and the sign from the symbol $\pm$ is chosen accordingly to the choice of $N$ or $D$. Since $K_{-1/2}(u) = \sqrt{\pi/(2u)} e^{-u}$, therefore, in dimension 1, $r_\lambda(x, y) = e^{-\sqrt{\lambda} |x-y|/(2\sqrt{2\lambda})}$, and (4.1) specified to $d = 1$ takes the form

$$r^{N/D, +}_\lambda(x, y) = \frac{1}{\sqrt{2\lambda}} e^{-\sqrt{2\lambda} (\cosh / \sinh)(\sqrt{2\lambda} y)}$$

for $x \geq y \geq 0$ (recall that $r^{N/D, +}_\lambda(x, y)$ is symmetric in $x$ and $y$).

On the other hand, the function $\Phi_\sigma(u) = 1/u^\sigma$, $\Re(\sigma) > 0$, leads to the Riesz potential operator, and its kernel $R_\sigma$, if exists, is given by

$$R_\sigma(x, y) = \frac{1}{\Gamma(\sigma)} \int_0^\infty p_t(x, y) t^{\sigma-1} \, dt. \quad (4.2)$$

It is easily seen that in the case when $0 < \Re(\sigma) < d/2$, the above integral converges for $x, y \in \mathbb{R}^d$, $x \neq y$, and it is known that then,

$$R_\sigma(x, y) = c_{d, \sigma} \frac{1}{\|x - y\|^{d-2\sigma}}.$$
where \( c_{d,\sigma} = \Gamma(d/2 - \sigma)/(2^{d/2}\pi^{d/2}\Gamma(\sigma)) \). Thus, in the same range of \( \sigma \), by Theorem 1.1 for any \( x, y \in \mathbb{R}^d \), \( x \neq y \), we get

\[
R^{N/D,+}_\sigma(x, y) = c_{d,\sigma} \left( \frac{1}{\|x - y\|^{d-2\sigma}} \pm \frac{1}{\|\hat{x} - y\|^{d-2\sigma}} \right).
\]

The case \( \sigma = 1 \) is special and then the operator is customary called the Newtonian potential operator and its kernel, if exists, the Newtonian potential. Note that this is also the limiting case \( \lambda = 0 \) for the resolvent operators, and hence, equivalently, the kernel is also known as Green’s function and will be denoted by \( G \). Thus, for \( d \geq 3 \) Green’s function corresponding to \(-\Delta\) exists and we have \( G = R_1 \) and, by Theorem 1.1 for \( x, y \in \mathbb{R}^d \), \( x \neq y \), we get

\[
G^{N/D,+}(x, y) = c_{d,1} \left( \frac{1}{\|x - y\|^{d-2}} \pm \frac{1}{\|\hat{x} - y\|^{d-2}} \right).
\]

It is interesting to stop by for a moment to clear the picture of Newtonian potentials for \( d = 1 \). The Newtonian potential on \( \mathbb{R} \) does not exist (the integral defining \( R_1(x, y) \) in (4.2) diverges for any \( x, y \in \mathbb{R} \)). However, the Newtonian potential for the Dirichlet Laplacian on the half-line \((0, \infty)\) does exist. It may be easily checked that the integral defining \( R^{D,+}_1(x, y) \), analogous to that in (4.2), with \( \sigma = 1 \) but with \( p_t \) replaced by \( p_{t}^{D,+} \), converges (due to a cancellation) for any \( x, y \in \mathbb{R}_+, x \neq y \). Moreover, a calculation shows that \( R^{D,+}_1(x, y) = \min\{x, y\}\). To complete the picture we mention that the Newtonian potential for the Neumann Laplacian on the half-line \((0, \infty)\) does not exist. This is because, this time, the integral defining \( R^{N,+}_1(x, y) \), analogous to that in (4.2), with \( \sigma = 1 \) but with \( p_t \) replaced by \( p_{t}^{N,+} \), diverges for any \( x, y \in \mathbb{R}_+ \).

4.3. **Subordinate killed and reflected Brownian motion.** One of the consequences of Theorem 1.1 is the reflection principle for subordinate killed/reflected Brownian motion. Let \( W = (W_t)_{t \geq 0} \) be a \( d \)-dimensional Wiener process and denote by \( S = (S_t)_{t \geq 0} \) an independent subordinator, i.e. an increasing (a.s.) Lévy process, with Laplace exponent \( \phi \). The function \( \phi \) is a Bernstein function vanishing at zero and it has the following integral representation

\[
\phi(\lambda) = b\lambda + \int_{(0,\infty)} (1 - e^{-\lambda t})\mu(dt), \quad \lambda \geq 0,
\]

where \( b \geq 0 \) and \( \mu \) stands for a Borel measure on \((0, \infty)\) such that \( \int_{(0,\infty)} (1 \wedge t)\mu(dt) < \infty \). The process \( X_t = W_{S_t} \) is called a subordinate Brownian motion. For a given open set \( \Omega \subset \mathbb{R}^d \) we can consider the process \( X \) killed upon exiting \( \Omega \) and obtain \( X^\Omega \), a killed
subordinate Brownian motion, which has been intensively studied in recent years (see [14] and references therein). However, we can reverse the order of subordinating and killing, i.e. we can consider a killed Wiener process $W^\Omega$ subordinated by $S$. The process $Y_t = W^\Omega_{S_t}$ is called a subordinate killed Brownian motion and its infinitesimal generator is $-\phi(-\Delta_{D,\Omega})$. Note that the processes $X$ and $Y$ are different. However, the process $Y$ is very natural, useful and frequently applied in studying properties of $X$ (see [11]). In the same way we can consider subordinated reflected Brownian motion. In both cases the densities of transition probabilities exists (since $g_{D,\Omega}(x,y)$ and $g_{N,\Omega}(x,y)$ exists) and consequently, by Theorem 1.1, the reflection principles hold for transition probability densities of subordinate killed and reflected Brownian motions.

4.4. Heat kernels. It is interesting to recover (1.3) and (1.4) for several open sets by using formulas for Neumann and Dirichlet heat kernels given in terms of series.

4.4.1. Intervals. The Dirichlet heat kernel for an interval $(a,b)$ is given by the following formula (see, for instance, [7, p. 10] and [6, p. 108])

$$p_t^{D,(a,b)}(x,y) = \frac{2}{b-a} \sum_{n=1}^{\infty} e^{-\frac{n^2 \pi^2 t}{(b-a)^2}} \sin \left( \frac{n\pi}{b-a} (x-a) \right) \sin \left( \frac{n\pi}{b-a} (y-a) \right),$$

for $x, y \in (a,b)$ and $t > 0$. Due to the translational invariance and scaling property it is enough to consider the interval $(-\pi,\pi)$, where

$$p_t^{D,(-\pi,\pi)}(x,y) = \frac{1}{\pi} \sum_{n=1}^{\infty} e^{-\frac{n^2 \pi^2 t}{4}} \sin \left( \frac{n\pi}{2} (x+\pi) \right) \sin \left( \frac{n\pi}{2} (y+\pi) \right).$$

Using standard trigonometric formulas, for $t > 0$ and $x, y \in (0, \pi)$ we obtain

$$p_t^{D,(-\pi,\pi)}(x,y) - p_t^{D,(-\pi,\pi)}(-x,y) = \frac{2}{\pi} \sum_{n=1}^{\infty} e^{-\frac{n^2 \pi^2 t}{4}} \sin \left( \frac{n\pi}{2} \right) \cos \left( \frac{n\pi}{2} (y+\pi) \right)$$

$$= \frac{2}{\pi} \sum_{k=1}^{\infty} e^{-k^2 t} \sin (kx) \cos (k(y+\pi))$$

$$= \frac{2}{\pi} \sum_{k=1}^{\infty} e^{-k^2 t} \sin (kx) \sin (ky)$$

$$= p_t^{D,(0,\pi)}(x,y).$$

Analogously, the Neumann heat kernel for $(a,b)$ is given by

$$p_t^{N,(a,b)}(x,y) = \frac{2}{b-a} \sum_{n=0}^{\infty} e^{-\frac{n^2 \pi^2 t}{(b-a)^2}} \cos \left( \frac{n\pi}{b-a} (x-a) \right) \cos \left( \frac{n\pi}{b-a} (y-a) \right),$$
and similar calculations lead to

$$p_t^{N,(−π,π)}(x, y) + p_t^{N,(−π,π)}(−x, y) = p_t^{N,(0,π)}(x, y).$$

4.4.2. Cones on the plane. Given $\Phi \in (0, 2\pi]$ let $\Omega_\Phi$ denote the open (infinite) cone

$$\Omega_\Phi = \{x = \rho e^{i\theta} \in \mathbb{R}^2: 0 < \rho < \infty, \ 0 < \theta < \Phi\} \quad (4.3)$$
on the plane with vertex at the origin and aperture $\Phi$. By $p_t^{D,\Phi}$ and $p_t^{N,\Phi}$ we shall denote the Dirichlet and Neumann heat kernels related to $\Omega_\Phi$, respectively.

We shall verify the formula

$$p_t^{D,\Phi/2}(x, y) = p_t^{D,\Phi}(x, y) − p_t^{D,\Phi}(\hat{x}, y), \quad x, y \in \Omega_{\Phi/2}, \quad (4.4)$$

where $\hat{x} = \rho e^{i(\Phi−\theta)}$ denotes the reflection of $x = \rho e^{i\theta}$ with respect to the bisector of the cone $\Omega_\Phi$, by using an old Carslaw and Jaeger formula that expresses $p_t^{D,\Phi}(x, y)$ by a convergent series; see [11, p.379]. This formula was generalized by Bañuelos and Smits to higher dimensions, cf. [2, Lemma]. Specifying [2, (2.2)] to dimension 2 one gets for $x = \rho e^{i\theta} \in \Omega_\Phi$, $y = r e^{i\eta} \in \Omega_\Phi$ (with the rescaling $t \to 2t$, to stick to our setting),

$$p_t^{D,\Phi}(x, y) = \frac{1}{2\Phi t} \exp \left(−\frac{\rho^2 + r^2}{4t}\right) \sum_{j=1}^{\infty} I_{\pi j/\Phi}(\frac{\rho r}{2t}) 2 \sin \left(\frac{j\pi}{\Phi} \theta\right) \sin \left(\frac{j\pi}{\Phi} \eta\right),$$

where $I_\nu(z)$ denotes the modified Bessel function of order $\nu$. Using the elementary formula for the product of sines leads to

$$p_t^{D,\Phi}(x, y) = \frac{1}{2\Phi t} \exp \left(−\frac{\rho^2 + r^2}{4t}\right) \left(B_\Phi(\frac{\rho r}{2t}, \theta - \eta) - B_\Phi(\frac{\rho r}{2t}, \theta + \eta)\right), \quad (4.5)$$

where

$$B_\Phi(\tau, \gamma) = \sum_{j=1}^{\infty} I_{\pi j/\Phi}(\tau) \cos \left(\frac{j\pi}{\Phi} \gamma\right).$$

Note also that

$$B_\Phi(\tau, \Phi - \gamma) = \sum_{j=1}^{\infty} I_{\pi j/\Phi}(\tau) \cos \left(\frac{j\pi}{\Phi} (\Phi - \gamma)\right) = \sum_{j=1}^{\infty} (-1)^j I_{\pi j/\Phi}(\tau) \cos \left(\frac{j\pi}{\Phi} \gamma\right).$$

Consequently, we have

$$B_\Phi(\tau, \gamma) + B_\Phi(\tau, \Phi - \gamma) = 2 \sum_{j=1}^{\infty} I_{2\pi j/\Phi}(\tau) \cos \left(\frac{2j\pi}{\Phi} \gamma\right) = 2B_{\Phi/2}(\tau, \gamma),$$

and now (4.4) follows from (4.5).
The case $\Phi = 2\pi$ deserves an additional comment. Then $\Omega_{2\pi}$ is the whole plain with the non-negative $x_1$-axis $\{ (x_1,0) : x_1 \geq 0 \}$ removed, $\{ p_t^{D,2\pi} \}$ is the Dirichlet heat kernel for this open set and we have

$$p_t^{D,2\pi}(x,y) = p_t^{D,2\pi}(\bar{x},y) - p_t^{D,2\pi}(\bar{x},y), \quad x,y \in \Omega_{2\pi}. \quad (4.6)$$

However, the heat kernel for the upper half-plane $\Omega_{\pi} = \mathbb{R}^2_+ \times \{ p_D,\pi \}$ is also expressible through the Euclidean heat kernel $\{ p_t \}$ on the plane and hence $(4.6)$ holds with $p_t$ replacing $p_{t}^{D,2\pi}$ on the right hand side of $(4.6)$. We check this by a direct calculation.

Indeed, $B_{\pi}(\tau,\gamma) = \frac{1}{2} (e^{\tau \cos \gamma} - I_{0}(\tau))$, (see [1, 9.6.34]), and hence for $x = (x_1,x_2) = \rho e^{i\theta}$, $y = (y_1,y_2) = re^{i\eta}$, $x_2,y_2 > 0$, we have

$$p_t^{D,\pi}(x,y) = \frac{1}{2\pi t} \exp \left( -\frac{\rho^2 + r^2}{4t} \right) \left( B^{\pi}(\frac{\rho r}{2t},\theta - \eta) - B^{\pi}(\frac{\rho r}{2t},\theta + \eta) \right)$$

$$= \frac{1}{4\pi t} \exp \left( -\frac{\rho^2 + r^2}{4t} \right) \left( \exp \left( \frac{\rho r}{2t} \cos(\theta - \eta) \right) - \exp \left( \frac{\rho r}{2t} \cos(\theta + \eta) \right) \right)$$

$$= \frac{1}{4\pi t} \exp \left( -\frac{\rho^2 + r^2}{4t} \right) \exp \left( \frac{\rho r}{2t} \cos \theta \cos \eta \right)$$

$$\times \left( \exp \left( \frac{\rho r}{2t} \sin \theta \sin \eta \right) - \exp \left( -\frac{\rho r}{2t} \sin \theta \sin \eta \right) \right)$$

$$= \frac{1}{4\pi t} \exp \left( -\frac{(x_1 - y_1)^2}{4t} \right) \left( \exp \left( -\frac{(x_2 - y_2)^2}{4t} \right) - \exp \left( \frac{(x_2 + y_2)^2}{4t} \right) \right)$$

$$= p_t(x,y) - p_t(\bar{x},y).$$

Although the case of the Neumann Laplacian on cones was not discussed in [2], it is clear that repeating the arguments from the proof of [2, Lemma 1] (specified to the dimension 2 and with the rescaling $t \rightarrow 2t$) leads to the following.

**Lemma 4.2.** The Neumann heat kernel related to the cone $\Omega_{\Phi}$, $0 < \Phi \leq 2\pi$, is given, in polar coordinates, by

$$p_t^{N,\Phi}(x,y) = \frac{1}{2\Phi t} \exp \left( -\frac{\rho^2 + r^2}{4t} \right) \sum_{j=0}^{\infty} I_{\pi j/\Phi} \left( \frac{\rho r}{2t} \right) 2 \cos \left( j \frac{\pi}{\Phi} \theta \right) \cos \left( j \frac{\pi}{\Phi} \eta \right).$$

Then the the product formula for the cosines leads to

$$p_t^{N,\Phi}(x,y) = \frac{1}{2\Phi t} \exp \left( -\frac{\rho^2 + r^2}{4t} \right) \left( B^{\Phi}(\frac{\rho r}{2t},\theta - \eta) + B^{\Phi}(\frac{\rho r}{2t},\theta + \eta) \right);$$

and, consequently, we obtain the following.
Corollary 4.3. For \(0 < \Phi \leq 2\pi\) we have
\[
 p_t^{N,\Phi/2}(x, y) = p_t^{N,\Phi}(x, y) + p_t^{N,\Phi}(\tilde{x}, y), \quad x, y \in \Omega_{\Phi/2}.
\] (4.7)

The remark concerning the limiting case \(\Phi = 2\pi\) also applies here.

If \(\Phi_n = 2\pi/2^n, n \in \mathbb{N}_0\), then for the diadic cones \(\Omega_{\Phi_n}\), (4.4) gives the following recurrence relation for the kernels \(p_t^{D,\Phi_n}\):
\[
p_t^{D,\Phi_n+1}(x, y) = p_t^{D,\Phi_n}(x, y) - p_t^{D,\Phi_n}(\sigma_n x, y), \quad x, y \in \Omega_{\Phi_n+1}.
\]

Here \(\sigma_n\) denotes the reflection with respect to the bisector of the cone \(\Omega_{\Phi_n}\). In the case of the first quarter \(\Omega_{\pi/2}\), for \(x = (x_1, x_2), y = (y_1, y_2), x_1, x_2, y_1, y_2 > 0\),
\[
p_t^{D,\pi/2}(x, y) = \frac{1}{4\pi t} \left( \exp \left( -\frac{(x_1 - y_1)^2}{4t} \right) - \exp \left( -\frac{(x_1 + y_1)^2}{4t} \right) \right)
\times \left( \exp \left( -\frac{(x_2 - y_2)^2}{4t} \right) - \exp \left( -\frac{(x_2 + y_2)^2}{4t} \right) \right).
\]

In the case of the cone \(\Omega_{\pi/4}\) with aperture \(\pi/4\), for \(x = (x_1, x_2)\) and \(y = (y_1, y_2), 0 < x_2 < x_1, 0 < y_2 < y_1\),
\[
p_t^{D,\pi/4}(x, y) = \frac{1}{4\pi t} \left( \exp \left( -\frac{(x_1 - y_1)^2}{4t} \right) - \exp \left( -\frac{(x_1 + y_1)^2}{4t} \right) \right)
\times \left( \exp \left( -\frac{(x_2 - y_2)^2}{4t} \right) - \exp \left( -\frac{(x_2 + y_2)^2}{4t} \right) \right)
- \frac{1}{4\pi t} \left( \exp \left( -\frac{(x_2 - y_1)^2}{4t} \right) - \exp \left( -\frac{(x_2 + y_1)^2}{4t} \right) \right)
\times \left( \exp \left( -\frac{(x_1 - y_2)^2}{4t} \right) - \exp \left( -\frac{(x_1 + y_2)^2}{4t} \right) \right).
\]

Analogous comments are in order for the Neumann heat kernel associated with the diadic cones.

4.4.3. Truncated cones. Given \(\Phi \in (0, 2\pi]\) let \(\tilde{\Omega}_\Phi\) denote the open truncated cone
\[
\tilde{\Omega}_\Phi = \{\rho e^{i\theta} \in \mathbb{R}^2; 0 < \rho < 1, \ 0 < \theta < \Phi\},
\]
with vertex at the origin, aperture \(\Phi\), and ‘radius’ \(R = 1\) (restricting the attention to \(R = 1\) does not limit the generality). Accordingly, by \(\tilde{p}_t^{D,\Phi}\) and \(\tilde{p}_t^{N,\Phi}\) we shall denote the Dirichlet and Neumann heat kernels related to \(\tilde{\Omega}_\Phi\). Given \(\nu > -1\) let \(\{b_{\nu,s}\}_{s=1}^\infty\) denote the increasing sequence of the consecutive positive zeros of the Bessel function \(J_\nu\).

The functions
\[
\tilde{\varphi}_{j,s}^\Phi(x) = \frac{2}{\sqrt{\Phi}} d_{j,s}(\Phi) J_{\nu_{j/\Phi}}(b_{\nu_{j/\Phi,\nu,s}\Phi}) \sin(j \frac{\pi}{\Phi} \theta), \quad j, s \in \mathbb{N},
\]
where $x = \rho e^{i\theta}$ and

$$d_{j,s}(\Phi) = \frac{1}{J_{1+\pi j/\Phi}(\beta_{\pi j/\Phi,s})},$$

constitute the complete orthonormal system in $L^2(\widehat{\Omega}_\Phi, dx)$. Moreover, $\varphi_{j,s}^{\Phi}$ are eigenfunctions of $-\Delta_{D,\widehat{\Omega}_\Phi}$, that is $\varphi_{j,s}^{\Phi} \in \text{Dom}(-\Delta_{D,\widehat{\Omega}_\Phi})$, and

$$-\Delta_{D,\widehat{\Omega}_\Phi} = \lambda_{j,s}^{\Phi} \varphi_{j,s}^{\Phi}, \quad \lambda_{j,s}^{\Phi} = (\beta_{\pi j/\Phi,s})^2.$$

Hence, for $x = \rho e^{i\theta}, y = r e^{i\eta} \in \widehat{\Omega}_\Phi$ and $t > 0$,

$$\hat{p}_t^{D,\Phi}(x, y) = \frac{4}{\Phi} \sum_{j,s=1}^{\infty} d_{j,s}(\Phi)^2 e^{-t \lambda_{j,s}^{\Phi}} \varphi_{j,s}^{\Phi}(r, \eta),$$

and the product formula for the sines leads to

$$\hat{p}_t^{D,\Phi}(x, y) = \frac{2}{\Phi} \left( \hat{B}^{\Phi}(t, \rho, r; \theta - \eta) - \hat{B}^{\Phi}(t, \rho, r; \theta + \eta) \right),$$

where

$$\hat{B}^{\Phi}(t, \rho, r; \gamma) = \sum_{j,s=1}^{\infty} d_{j,s}(\Phi)^2 e^{-t \lambda_{j,s}^{\Phi}} J_{j/\Phi}(b_{\pi j/\Phi,s} \rho) J_{j/\Phi}(b_{\pi j/\Phi,s} r) \cos(j \frac{\pi}{\Phi} \gamma).$$

Note that

$$\hat{B}^{\Phi}(t, \rho, r; \Phi - \gamma) = \sum_{j=1}^{\infty} (-1)^j \sum_{s=1}^{\infty} d_{j,s}(\Phi)^2 e^{-t \lambda_{j,s}^{\Phi}} J_{j/\Phi}(b_{\pi j/\Phi,s} \rho) J_{j/\Phi}(b_{\pi j/\Phi,s} r) \cos(j \frac{\pi}{\Phi} \gamma);$$

and, consequently (note that $d_{j,s}(\Phi/2) = d_{2j,s}(\Phi)$ and $\lambda_{j,s}^{\Phi/2} = \lambda_{2j,s}^{\Phi}$), we have

$$\hat{B}^{\Phi}(t, \rho, r; \Phi - \gamma) + \hat{B}^{\Phi}(t, \rho, r; \Phi + \gamma) = 2 \hat{B}^{\Phi/2}(t, \rho, r; \gamma).$$

This leads to

$$\hat{p}_t^{D,\Phi/2}(x, y) = \hat{p}_t^{D,\Phi}(x, y) - \hat{p}_t^{D,\Phi}(\hat{x}, y), \quad x, y \in \widehat{\Omega}_{\Phi/2}. \quad (4.8)$$

Specified to $\Phi = 2\pi$, (4.8) represents the reflection formula for the truncated cone $\widehat{\Omega}_{2\pi}$, i.e. the open unit ball $B = \{(x_1, x_2) : x_1^2 + x_2^2 < 1\}$ with the segment $\{(x_1, 0) : 0 \leq x_1 \leq 1\}$ removed, where $\{\hat{p}_t^{D,2\pi}\}$ is the Dirichlet heat kernel on $\widehat{\Omega}_{2\pi}$. Clearly, the analogous formula holds with the left-hand side unchanged but with $\{\hat{p}_t^{D,B}\}$, the Dirichlet heat kernel on $B$, replacing $\{\hat{p}_t^{D,2\pi}\}$ on the right-hand side of (4.8). We shall check that this is indeed the case by writing down explicitly $\hat{p}_t^{D,B}$ and comparing it with $\hat{p}_t^{D,\pi}$.

It is known, see for instance [8, Theorem 5.4, p. 151], that the system of functions

$$\left\{ \frac{\sqrt{2}}{\sqrt{\pi} J_{j+1}(b_{j,s})} J_j(b_{j,s} \rho) \{\sin, \cos\} (j\theta) : j, s \in \mathbb{N} \right\} \cup \left\{ \frac{1}{\sqrt{\pi} J_1(b_{0,s})} J_0(b_{0,s} \rho) : s \in \mathbb{N} \right\},$$
is an orthonormal basis in $L^2(B, dx)$, and, moreover, the functions are eigenfunctions of $-\Delta_{D,B}$ corresponding to the eigenvalues $b_{j,s}^2$, $j, s \in \mathbb{N}$. Hence, the Dirichlet heat kernel for $B$ is given by

$$
\hat{p}_t^{D,B}(x, y) = \frac{1}{\pi} \sum_{j=1}^{\infty} \sum_{s=1}^{\infty} \frac{1}{J_{j+1}(b_{j,s})^2} e^{-b_{j,s}^2 t} J_j(b_{j,s} \rho) J_j(b_{j,s} r) \left( \cos j \theta \cos j \eta + \sin j \theta \sin j \eta \right) + \frac{1}{\pi} \sum_{s=1}^{\infty} \frac{1}{J_1(b_{0,s})^2} e^{-b_{0,s}^2 t} J_0(b_{0,s} \rho) J_0(b_{0,s} r),
$$

for $t > 0, x = \rho e^{i\theta}, y = r e^{i\eta}, 0 < \rho, r < 1, 0 < \theta, \eta \leq 2\pi$. Recall that

$$
\hat{p}_t^{D,\pi}(x, y) = \hat{p}_t^{D,B}(x, y) - \hat{p}_t^{D,B}(\tilde{x}, y)
$$

follows for $x = \rho e^{i\theta}, y = r e^{i\eta}, 0 < \theta, \eta < \pi$, where, as before, $\tilde{x} = \rho e^{i(2\pi - \theta)}$.

Finally, note that using the orthonormal basis \{\hat{\psi}_{j,s}\}_{j,s=1}^{\infty} that consists of eigenfunctions of $-\Delta_{N,\Omega}$, where $\hat{\psi}_{j,s}$ differs from $\hat{\varphi}_{j,s}$ by replacing the sines by the cosines, and applying the arguments analogous to those just used, gives the corresponding formula for the Neumann heat kernel, that is

$$
\hat{p}_t^{N,\Phi/2}(x, y) = \hat{p}_t^{N,\Phi}(x, y) + \hat{p}_t^{N,\Phi}(\tilde{x}, y), \quad x, y \in \hat{\Omega}_{\Phi/2}.
$$

The comments concerning the case $\Phi = 2\pi$ apply here as well.
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