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Neural Machine Translation (NMT) has seen a tremendous spurt of growth in less than ten years, and has already entered a mature phase. While considered as the most widely used solution for Machine Translation, its performance on low-resource language pairs still remains sub-optimal compared to the high-resource counterparts, due to the unavailability of large parallel corpora. Therefore, the implementation of NMT techniques for low-resource language pairs has been receiving the spotlight in the recent NMT research arena, thus leading to a substantial amount of research reported on this topic. This paper presents a detailed survey of research advancements in low-resource language NMT (LRL-NMT), along with a quantitative analysis aimed at identifying the most popular solutions. Based on our findings from reviewing previous work, this survey paper provides a set of guidelines to select the possible NMT technique for a given LRL data setting. It also presents a holistic view of the LRL-NMT research landscape and provides a list of recommendations to further enhance the research efforts on LRL-NMT.
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1 INTRODUCTION

Since the beginning of time, language and communication has been central to human interactions. Therefore, translating between different languages has been pivotal in societal and cultural advancements.

Machine Translation (MT) was one of the first applications conceived to be solvable by computers; this vision was birthed by the “translation memorandum” presented by Warren Weaver, and the word-for-word translation system by IBM in 1954 [74].

Consequently, different techniques were developed to address the problem of Machine Translation, with a prominent being Statistical Machine Translation (SMT). Because the performance of the SMT system is directly impacted by the number of parallel sentence pairs available for training, a heavy emphasis has been placed on creating parallel datasets (also known as bitext) in addition to research on new MT techniques.

In 2013, the introduction of end-to-end neural encoder-decoder based MT systems saw a breakthrough with promising results, which soon got popularized as Neural Machine Translation (NMT). Currently NMT is the dominant technique in the community. However, it was quickly realized that
these initial NMT systems required huge volumes of parallel data to achieve comparable results to that of SMT [93].

High resource language pairs (such as English and French) do not have dataset size concerns because researchers have created ample amounts of parallel corpora over the years. However, the requirement of having large amounts of parallel data is not a realistic assumption for many of the 7000+ languages currently in use around the world and therefore is considered a major challenge for low-resource languages (LRLs) [93]. Due to economic and social reasons, it is useful to automatically translate between most of these LRLs, particularly for countries that have multiple official languages. Therefore, in recent years, there has been a noticeable increase in NMT research (both by academia and industry) that specifically focused on LRL pairs.

Despite this emphasis, we are not aware of any literature review that systematically examines the NMT techniques tailored for LRL pairs. Although there exists some work that discusses the challenges of using NMT in the context of LRL pairs [187] and the application of specific techniques for LRL pairs [34], none of them gives a comprehensive view of the available NMT techniques for LRL pairs. This makes it difficult for new researchers in the field to identify the best NMT technique for a given dataset specification. In addition, none of these surveys presents a holistic view of the NMT landscape for LRL pairs to derive insights on research efforts and current practices.

This survey aims to address the above shortcomings in the NMT research landscape for LRLs. More specifically, it provides researchers working on LRLs a catalogue of methods and approaches for NMT and identifies factors that positively influence NMT research on LRL pairs. To achieve these aims, we answer the following research questions:

1. **NMT Techniques**: What are the major NMT techniques that can be applied to LRL pairs, and what are the current trends?
2. **Technique Selection**: How to select the most suitable NMT technique for a given language?
3. **Future Directions**: How to increase research efforts and what are the future directives for NMT on LRL pairs?

To answer the above questions, we first conducted a systematic analysis of the NMT techniques that have been applied for LRL pairs, and their progress (Section 3). Secondly, we critically analysed the applicability of these techniques for LRL pairs in practical terms. Based on our observations, we provide a set of guidelines for those who want to use NMT for LRL pairs to select the most suitable NMT technique by considering the size and type of the datasets, as well as the available computing resources (Section 4). Lastly, we conducted a comprehensive analysis of the amount of NMT research conducted for LRLs in the world (Section 5). Here, we note a strong correlation between the amount of NMT research per language and the amount of publicly available parallel corpora for that language. We also note the recent rise of regional level research communities that contributed to parallel dataset creation, and thus NMT for LRL pairs in turn.

Therefore, our recommendations to advance the area of NMT for LRL pairs are to 1) create LRL resources (datasets and tools), 2) make computational resources and trained models publicly available, and 3) involve research communities at a regional-level. Based on our analysis of the existing NMT techniques, we also recommend possible improvements to existing NMT techniques that would elevate the development of NMT techniques that work well LRL pairs.

2 **BACKGROUND**

2.1 **Low-Resource Languages (LRLs)**

For Natural Language Processing (NLP), a low-resource problem can arise mainly due to the considered languages being low-resourced, or the considered domains being low-resourced [71]. In
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1The English-French corpus Cho et al. [25] used contained 348 Million parallel sentences.
this paper, we focus on LRLs only. Researchers have attempted to define LRLs by exploring various criteria such as the number of mother-tongue speakers and the number of available datasets. According to Besacier et al. [16], an LRL is a language that lacks a unique writing system, lacks (or has) a limited presence on the World Wide Web, lacks linguistic expertise specific to that language, and/or lacks electronic resources such as corpora (monolingual and parallel), vocabulary lists, etc. NLP researchers have used the availability of data (in either labelled, unlabelled or auxiliary data), and the NLP tools and resources as the criteria to define LRLs [71].

Over the years, there have been many initiatives to categorise languages according to the aforementioned different criteria [69, 82]. Given that the category of a language may change with time, we rely on the language categorization recently proposed by Joshi et al. [82] to identify LRLs. As shown in Table 1, Joshi et al. [82] categorised 2485 languages into six groups based on the amount of publicly available data.

| Class | Description | Language Examples |
|-------|-------------|-------------------|
| 0     | Have exceptionally limited resources, and have rarely been considered in language technologies. | Slovene, Sinhala |
| 1     | Have some unlabelled data; however, collecting labelled data is challenging. | Nepali, Telugu |
| 2     | A small set of labeled datasets has been collected, and language support communities are there to support the language. | Zulu, Irish |
| 3     | Has a strong web presence, and a cultural community that backs it. Have been highly benefited by unsupervised pre-training. | Afrikaans, Urdu |
| 4     | Have a large amount of unlabeled data, and lesser, but still a significant amount of labelled data. have dedicated NLP communities researching these languages. | Russian, Hindi |
| 5     | Have a dominant online presence. There have been massive investments in the development of resources and technologies. | English, Japanese |

Table 1. Language Categories identified by Joshi et al. [82]

Unlike other NLP tasks, MT take place between two languages. Thus, in MT the resourcefulness of a language pair is determined by the available amount of parallel corpora between the considered languages. The terms ‘high-resource’, ‘low-resource’, as well as ‘extremely low-resource’ have been commonly used when referring to the parallel corpora at hand. However, there is no minimum requirement in the size of the parallel corpora to categorise a language pair as high, low, or extremely low-resource. Some early research considered even 1 million parallel sentences as LR [196]. More recent research seems to consider a language pair as LR or extremely LR if the available parallel corpora for the considered pair for NMT experiments is below 0.5 Million, and below 0.1 Million, respectively [99, 109, 129, 132, 183]; however, these are not absolute values for the size of the corpora. Even if a particular language has a large number of monolingual corpora while still having a small parallel corpus with another language, this language pair is considered as LR for the NMT task. We assume that languages that have been labelled as LR by Joshi et al. [82] have very small parallel corpora with other languages, or have no parallel corpora at all.

An LRL is also known as under resourced, low-density, resource-poor, low data, or less-resourced language [16]
2.2 Related Work

Some of the previous survey papers discussed different NMT architectures [130, 150, 160, 178, 187]. They did not contain any reference of LRL-NMT, except for Zhang and Zong [187], which briefly identified Multilingual NMT (multi-NMT), unsupervised, and semi-supervised LRL-NMT techniques. Another set of papers surveyed only one possible NMT methodology, for example multi-NMT [34], leveraging monolingual data for NMT [56], use of pre-trained embeddings for NMT [132], or domain adaptation techniques for NMT [27]. Out of these surveys, Gibadullin et al. [56] specifically focused on LR settings, may be because monolingual data is more useful in that scenario. We also observed that some surveys focused on the broader MT, both SMT and NMT, in problem domains such as document-level MT [116], while others focused on MT for a selected set of languages [5]. On a different front, we found surveys that discussed LRL scenarios in the general context of NLP, but did not have a noticeable focus on NMT or even MT [71].

Table 2 categorises the survey papers discussed above. In conclusion, although there are surveys that dedicated a brief section on LRL-NMT and others that explicitly focus on LRLs for a selected NMT technique, there is no comprehensive survey on leveraging NMT for LRLs.

| Type of survey                  | Examples                                                                 |
|--------------------------------|--------------------------------------------------------------------------|
| NMT Architectures              | Zhang and Zong [187], Yang et al. [178], Stahlberg [150], Popescu-Belis  |
|                                | [130], Vázquez et al. [160]                                             |
| Specific NMT Methodologies     | Dabre et al. [34], Chu and Wang [27], Gibadullin et al. [56], Qi et al.  |
|                                | [132]                                                                    |
| Specific MT Problem Domain     | Maruf et al. [116]                                                       |
| Specific Language              | Alsohybe et al. [5]                                                       |
| LRL NLP                        | Hedderich et al. [71]                                                    |

Table 2. Type of Survey papers

2.3 Scope of the Survey

Most of the NMT techniques discussed in this paper can be used in the context of LRL translation as well as LR domain translation. However, an LR domain, such as medical or finance, can exist for a high-resource language, such as English as well [71, 103]. In that case, additional language resources (e.g. WordNet, Named Entity Recognisers) can be utilised in developing the solution. However, such resources might not be available for LRL pairs. Thus, solutions that only apply for LR domains are considered out of scope for this paper. In this paper, we use the phrase low-resource language NMT (LRL-NMT) to refer to NMT techniques that are applicable for translation between LRL pairs.

Similarly, we omit techniques that focused on NMT in general, without any specific focus on the translation of LRL pairs. We also omit techniques that focus on speech translation only, and multimodal translation (which is typically between images and text), as such research is not common in the context of LRL pairs. Some techniques (e.g. data augmentation (Section 3.2) and pivoting(Section 3.7)) have been used in the context of SMT as well, which is not discussed in this review.

NMT solutions for zero-shot translation (no parallel data to train an MT model) are included because of its relationship to the task of translation of LRL pairs, with an overlap between the techniques used.
3 NMT TECHNIQUES FOR LOW-RESOURCE LANGUAGES

3.1 Overview

NMT methodologies fall broadly into supervised, semi-supervised, and unsupervised. Supervised NMT is the default architecture that relies on large-scale parallel datasets. Recurrent neural architecture with attention [13], as well as the recently introduced transformer architecture [159], are commonly used. However, due to space limitations, we do not detail out these techniques, and interested readers can refer to the aforementioned references. Both these neural architectures rely on large parallel corpora, an advantage not available to LRLs. A solution is to synthetically generate data, which is called data augmentation (Section 3.2). These techniques can be applied irrespective of the NMT architecture used. In the extreme case where no parallel data is available, unsupervised NMT techniques (Section 3.3) can be employed. Even if the available parallel corpora is small, it is possible to combine them with the monolingual data of the languages concerned, in a semi-supervised manner (Section 3.4).

Even if parallel data is available, building (bilingual) NMT models between each pair of languages is not practical. As a solution, multi-NMT models (Section 3.5) were introduced, which facilitate the translation between more than one language pair using a single model. Most of the multi-NMT models are based on supervised NMT, while some research is available on the applicability of semi-supervised, and unsupervised NMT in a multilingual setting. Although multi-NMT models were initially introduced to avoid the need to build individual bilingual translation models, their capability in the translation of LRL pairs is shown to be promising.

Transfer learning (Section 3.6) is a technique that is commonly used in low-resource NLP, including NMT. Here, an NMT model trained on a high-resource language pair is used to initialize a child model, which reduces the amount of time taken to train the latter, while guaranteeing better performances over training the child model from scratch. In particular, transfer learning on multi-NMT models have shown very good performance for LRL pairs. This is a very promising development, as it is time-consuming to train a multi-NMT model every time a dataset for a new language pair comes up.

Zero-shot NMT (Section 3.7) is a problem related to LRL-NMT. In zero-shot, there is no parallel data, and the model is trained with no parallel data for the considered language pair. While some researchers [18, 118] consider zero-shot to be synonymous to extremely LR case, others [80, 88] disagree. Promising solutions for zero-shot translation that have been presented include pivoting, multi-NMT, unsupervised NMT, and transfer learning. Zero-shot translation is extremely useful because it eliminates the requirement of the existence of parallel data between every pair of languages.

Figure 1 gives an overview of these techniques. Note that it does not cover all the possible scenarios. For example, semi-supervised NMT techniques can work with monolingual data available either at the source or target side, and multi-NMT works with more than three languages. The following sub-sections discuss the aforementioned techniques at length. At the end of each sub-section, we discuss how the technique has been employed with respect to LRLs.

3.2 Data Augmentation Techniques

Data augmentation (DA) is a set of techniques that is used to create additional data either by modifying existing data or adding data from different sources, to be used in training Machine Learning models. For the problem of MT, data augmentation is used to generate synthetic parallel sentence pairs to train data-centric MT models, such as SMT and NMT. In contrast to the other techniques discussed in this section, data augmentation techniques usually do not alter the NMT architecture but generate data to train these neural architectures. Data augmentation techniques
for NMT could be divided into 3 categories: i) word or phrase replacement based augmentation, ii) back-translation based augmentation, and iii) parallel corpus mining.

1. Word or phrase replacement based augmentation: In this technique, a subset of sentences from an existing parallel or monolingual corpus is selected, and new synthetic sentences are generated by replacing words or phrases in that selected set of sentences. One solution is to use a bilingual dictionary and replace all the words [119] or rare words [127] in the selected sentences of a monolingual corpus, with the words in the other language in order to generate its translation. Another solution is to replace frequent words in the target sentences with rare words in the target vocabulary and then modifying the aligned source words accordingly [47]. The main problem with such synthetic data is a lack of fluency. There have been subsequent attempts to select the best set of words considering fluency [52, 166]. Alternatively, instead of replacing words, phrases can be replaced, which preserves the context and in turn, improves the fluency of resulting sentences [108]. To further improve fluency, syntactic rules (e.g. morphological, POS, or dependency rules) have been imposed during word replacement [41, 157].

2. Back-Translation based Data Augmentation: Back-Translation is the process of translating a monolingual corpus in the target language by pre-existing MT system, in the reverse translation direction, into the source language. Then the obtained synthetic source language sentences along with their respective target language sentences are used to construct a synthetic parallel corpus [144]. Usually, target-side sentences are selected to be back-translated, because monolingual target data helps improve the fluency of the translation model. Fadaee and Monz [48] empirically showed that starting with the source side has a lesser success. Synthetic data generated using BT tends to be noisier than the original parallel data, especially if the MT system used to generate the synthetic data is suboptimal. This is particularly the case with MT systems trained with very small amounts of data. Thus, subsequent research improved BT using data selection, data filtering, distinguishing between synthetic and original data, sampling and iterative BT. These improvements are further discussed below. **Iterative back-translation:** In one form of iterative back-translation, source and target monolingual data are back-translated using source to target and target to source NMT models, respectively. This procedure is continued iteratively, where the same set of sentences is back-translated several times until no improvement is observed in both translation direction [10, 72]. Another option is to improve the forward and backward translators in an iterative manner [31, 70]. However, in these
systems, the two translators are trained independently. As a solution, Zheng et al. [191] jointly trained the two translators.

**Monolingual data selection**: In BT, simply back-translating all the available monolingual data would not guarantee optimal results. One factor that determines the performance of back-translation is the original-synthetic data ratio [45]. Thus, the synthetic to original parallel data ratio has to be selected carefully. The purpose of data selection is to select the best subset from the available monolingual corpora to be back-translated [39, 48].

**Synthetic parallel data filtering**: Even if a subset of monolingual data is selected to be back-translated, the resulting synthetic data could contain noise. Data filtering refers to the process of selecting a subset of the generated synthetic parallel sentences (the highest quality ones) to be used alongside the original data to train the NMT system [77, 78].

**Distinguishing between original and back-translated data**: Even after monolingual and parallel data filtering discussed above, it is highly likely that this data would be of lesser quality, compared to the original parallel data. It has been shown that adding a tag to the back-translated data to distinguish them from original data gives better results [21, 85, 115]. An alternative is to distinguish these two types of data by assigning a weight according to the quality of sentences [39, 85, 163].

**Sampling**: In sampling, multiple source sentences are generated per target sentence in an attempt to average out errors in synthetic sentences [58, 75]. Note that this technique as well as the previously discussed two techniques can be applied with other forms of DA techniques as well. However, we find experiments reported only in the context of BT.

3. Parallel Data Mining (bitext mining) from comparable corpora: Comparable corpora refer to text on the same topic that is not direct translations of each other but may contain fragments that are translation equivalents (e.g. Wikipedia or news articles reporting the same facts in different languages). Parallel sentences extracted from comparable corpora have been long identified as a good source of synthetic data for MT.

Because recently introduced multilingual sentence embeddings have become the common technique for generating parallel data to train NMT models, we only discuss those techniques. In these techniques, a multilingual sentence embedding representation is first learnt between two or more languages. Then, during the sentence ranking step, for each given sentence in one language, a set of nearest neighbours is identified as parallel sentences from the other language, using a sentence similarity measurement technique.

**Multilingual Embedding generation**: Early research used NMT inspired encoder-decoder architectures to generate multilingual sentence embeddings. These include bilingual dual encoder architectures [64, 179], and shared multilingual encoder-decoder architectures [140]. Artetxe and Schwenk [11] leveraged the shared encoder-decoder model across 93 languages, which is publicly released under the LASER toolkit. This toolkit was the base for subsequent massive-scale parallel corpus extraction projects [14, 141, 142].

The above-discussed multilingual embedding generation techniques require large parallel corpora during the training process. As a result, unsupervised [95], as well as self-learning [138] NMT architectures have been used to generate multilingual embeddings. A notable development is the use of pre-trained multilingual embedding models such as multilingual BERT (mBERT) or XLM-R [2, 84, 155, 184].

**Sentence Ranking**: The choice of the sentence similarity measurement technique has been largely unsupervised (cosine similarity was the simplest one employed). However, this simple method is

---

3 We only discuss multilingual sentence embedding techniques that have been evaluated on NMT tasks. Some techniques have been evaluated on some other NLP tasks s.a. Natural Language Inference.
suboptimal, and improved cosine similarity measurements are available \[11, 64, 68\]. In addition, supervised sentence measurement techniques have been employed to a lesser extent \[2, 155\].

### 3.2.1 Data Augmentation for Low-Resource Language NMT

The above three data augmentation techniques have shown promising results for translation between LRL pairs. However, each technique has its practical limitations when applied to the translation of LRL pairs. BT assumes that an MT system is already available between the given language pair. Moreover, as evidenced by many empirical studies, the success of BT depends on many factors such as the original-synthetic parallel data ratio, and the domain relatedness of the parallel and monolingual data \[44, 48, 176\]. In addition, there have been attempts to leverage high-resource language data for LRL with BT; however, its success depends on the relatedness of the high-resource language and LRL \[83\] or the availability of bilingual lexicons \[175\].

Word or phrase replacement based augmentation techniques rely on language-specific resources (e.g. bilingual dictionaries, Part of Speech (POS) taggers, dependency parsers) that many LRLs would not have. One possibility to explore the use of neural language models trained on monolingual data (e.g. BERT and its variants) to increase the fluency of the synthetic data. For parallel data mining, the applicability of pre-trained multilingual models such as LASER or mBERT is restricted to the languages already included in the pre-trained model. Thus, it is worthwhile to investigate the heuristic and statistical-based parallel corpus mining techniques employed in early SMT research, in the context of LRLs.

### 3.3 Unsupervised NMT

The generation of parallel corpora for language translation is expensive and resource-intensive. In contrast, monolingual corpora are often easier to obtain. As a result, unsupervised NMT using monolingual corpora or cross-lingual word embeddings (i.e., cross-lingual representations of words in a joint embedding space) is less data-intensive for LRL-NMT. Generally, the architecture for unsupervised NMT makes use of Generative Adversarial Networks (GANs) and contains the following three steps \[180\]: i) initialization, ii) back-translation, and iii) discriminative classifier.

**Initialization**: The underlying goal of the initialization step is to bridge the gap between the input representations of the different languages in an unsupervised manner. As shown in Figure 2, the unsupervised NMT model is initialized by learning a mapping between two or more languages. The intuition is that human beings live a shared common experience in the same physical world. Thus, the embedding of different languages should have a shared mathematical context. Researchers have experimented with various linguistic resources and neural input representations for initialisation. The traditional lexical resources include bilingual dictionaries \[9, 42, 100, 102\] or word-by-word gloss \[131\] (inferred by aligning words \[101\], phrases \[8, 102\], or sub-words \[8\]). Neural representations include cross-lingual n-grams, word embeddings, language models (LMs) or dependency embeddings \[26, 29, 43, 136\]. These neural input representations are either jointly trained by concatenating the source and target monolingual corpora or by learning the transformation between the separate monolingual embeddings to map them into the shared space. One such technique is to leverage the available bilingual dictionaries by initialising the model with bilingual word embedding \[9, 42, 100\]. Instead of words, using sub-word representations such as Byte Pair Encoding (BPE) has shown more promise \[102\].

In recent works, it has been shown that the cross-lingual masked LMs could be more effective in initialising the models \[29\]. During training, the LM tries to predict the percentage of tokens that are randomly masked in the input. Ren et al. \[136\] further extended on the same lines by using n-grams instead of BPE tokens and inferred the cross-lingual n-gram translation tables.
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Footnote: The input corpora used for training data for unsupervised NMT is assumed to be monolingual corpora, while testing uses parallel corpora to evaluate the true translation.
Fig. 2. The initialization step of unsupervised NMT, where two languages are mapped to a common space. The input is a trained embedding for each language and a dictionary of mapped words. The dictionary pairs help guide the two embeddings by a) rotation and b) alignment. The resulting embedding space of the dictionary pairs is matched.

**Back-Translation**: Next, the generative step uses back-translation (discussed previously in Section 3.2) by a denoising autoencoder that combines forward and backward translation from source to target, then target back to the source. The loss function compares the original source text against the doubly translated text. Again, the intuition is that there exists a common latent space between two languages so that the model can reconstruct the sentence in a given noisy version and then reconstruct the source sentence given noisy translation. Recent back-translation based on multi-NMT (Section 3.5) models have shown much better results compared to the bilingual counterpart [53, 105, 143, 154, 162].

**Adversarial Architecture**: Finally, a discriminative step uses a binary classifier to differentiate the source language from the target language by distinguishing translated target text from original target text. An adversarial loss function trades-off between the reconstruction loss from the back-translation against the discrimination loss from the classifier. The result of this step is a high-quality translation that is more fluent for LRLs. Existing methods in the unsupervised NMT literature modifies the adversarial framework by incorporating additional adversarial steps or additional loss functions into the optimization step. These include dual cycle-GAN architecture [8] and local-global GAN [182]. On the other hand, those methods that add a loss function include embedding agreement [153], edit and extract [173], and comparative translations [153].

3.3.1 **Unsupervised NMT for Low-Resource Languages.** The majority of the early unsupervised techniques focused on high-resource languages that have monolingual data in abundance [137, 143, 148, 173, 181]; except for English-Russian and English-Romanian [42, 136, 180]. However, having the required input representation for the LRLs is a limitation because some LRLs do not have bilingual dictionaries or proper word alignments. On the other hand, to build a neural representation, large monolingual corpora are needed. How these resources perform in extreme LRLs has not been properly studied. More recent work that explored the conditions for using unsupervised NMT for LRLs having less monolingual data is a promising development [26, 43, 87, 114]. Various researchers have found a reduced translation quality for LRL pairs that are not from similar linguistic families or similar domains [43, 87, 114]. Four areas of concerns are: i) different script and dissimilar language, ii) imperfect domain alignment or domain mismatch, iii) diverse datasets, and iv) extremely LRLs [114]. To resolve issues i and ii, Kim et al. [87] proposed robust training by using language models that are agnostic to language similarity and domain similarity, while Chronopoulou et al. [26] resolved issue i by combining transfer learning from HRL to LRL with unsupervised NMT to improve translations on a low-resource supervised setup.
3.4 Semi-Supervised NMT

In contrast to unsupervised techniques, semi-supervised techniques assume the availability of some amount of parallel corpora alongside monolingual corpora. Semi-supervised techniques can be categorised according to the way the monolingual data is utilised:

**Using monolingual data to generate synthetic parallel data:** The simplest strategy is to create the synthetic parallel corpus (this is essentially data augmentation) either by 1) copying monolingual data of one language as the translated text [33], or 2) creating the source side with a null token [144]. A better way to generate synthetic data is through back-translation, as discussed in Section 3.2.

**Using monolingual data to generate a language model (LM):** A LM can be integrated into the target-side of the NMT to improve the fluency of the generated text. This is named LM fusion, which can be broadly categorised as shallow fusion and deep fusion [63]. In shallow fusion, the LM is used to score the candidate words generated by the decoder of the NMT system either during inference time [63, 147], or training time [151]. In deep fusion, the NMT architecture is modified to concatenate the LM with the decoder. Deep fusion provides better performance. However, LM model fusion has few limitations: 1) The NMT model and LM are trained independently and are not fine-tuned, 2) LM is only used at the decoder, 3) in deep fusion, only the final layers of the LM are integrated, disregarding the low-level LM features, and 4) the NMT architecture has to be changed to integrate the LM [15, 134].

Instead of LM fusion, Baziotis et al. [15] used the trained LM model as a weakly informative prior, which drives the output distributions of the NMT model to be probable under the distributions of the LM. This does not require any change to the NMT architecture. Another alternative is to use LMs to initialize the NMT model. Ramachandran et al. [134] initialized both encoder and decoder with the LMs of respective languages, while Abdou et al. [1] used source embeddings to initialize the encoder. Following this line of research, recently there have been initiatives to incorporate BERT fine-tuning for NMT [194]. A promising extension is the use of pre-training multilingual LMs, such as mBART, in the form of an autoregressive sequence-to-sequence model [109].

**Changing the NMT training objective to incorporate monolingual data:** Cheng et al. [23] appended a reconstruction term to the training objective, which reconstructs the observed monolingual corpora using an autoencoder. This method assumes both source and target monolingual corpora are available. They jointly train source-to-target and target-to-source translation models, which serve as the encoder and decoder (respectively) for the autoencoder. Zhang et al. [188] also made use of both source and target monolingual data and employed source-to-target and target-to-source translation models. They introduced a new training objective by adding a joint Expectation Maximization (EM) estimation over the monolingual data to the Maximum Likelihood Estimation (MLE) over parallel data.

**Multi-task learning:** Here, separate NMT models are used. Zhang and Zong [186] trained one model on the aligned sentence pairs to predict the target sentence from the source sentence, while the other is trained on the source monolingual data to predict the reordered source sentence from original source sentences. In essence, they strengthened the encoder using source-side monolingual data. Domhan and Hieber [37] followed a similar approach, however, they strengthened the decoder using target-side monolingual data. A similar technique is joint learning, where the source-to-target and target-to-source translation models, as well as language models, are aligned through a shared latent semantic space [192].

**Dual Learning:** Dual learning is based on the concept of Reinforcement Learning (RL) and requires monolingual data on both sides. Parallel data is used to build two weak source-to-target and target-to-source translation models. Then, monolingual data of both sides undergo a two-hop
translation. For example, source side data is first translated using the source-to-target model, the output of which is again translated by the target-to-source model. This final output is evaluated against the original monolingual sentence and is used as a reward signal to improve the translation models [70]. This process is carried out iteratively and shows some resemblance to iterative BT [192]. However, RL based techniques are known to be very inefficient [168, 174]. Wu et al. [174] also argued that the above RL based technique does not properly exploit the monolingual data, and suggested several improvements. Wang et al. [168] transferred the knowledge learned in this dual translation task into the primary source-to-target translation task.

3.4.1 Semi-supervised NMT for Low-Resource Languages. Although semi-supervised techniques have been presented as a solution to the scarcity of parallel data, we note the following concerns with respect to their applicability in the context of LRLs: 1) A LRL translation scenario has been simulated by taking small amounts of parallel data from high-resource languages such as English, French, German, and Chinese. 2) Some research has employed very large monolingual corpora. Although many LRLs have monolingual corpora with sizes larger than parallel corpora, it is difficult to assume they would have such large amounts of monolingual corpora, 3) Lack of comparative evaluations across the different semi-supervised techniques. Except for a few research [15, 168, 192], most of the others compared with back-translation only. Interestingly some reported results less than BT [37] and iterative BT [177], while some reported only marginal gains over BT [168, 174, 192]. This makes one doubt the actual benefit of these sophisticated techniques. Thus to establish the usefulness of these techniques for true LRLs, experiments should be carried out concerning a wide array of languages and different monolingual dataset sizes.

Although integrating massive language models such as BERT have shown promising results, these techniques have also been tested with high-resource languages. How these models would work with models built with rather small amounts of monolingual data should be investigated. However, multilingual models such as mBART are indeed very promising for the translation of LRL pairs, which has been already proven [49] as further discussed in Section 3.5.

3.5 Multilingual NMT

Multilingual NMT (multi-NMT) systems are those handling translation between more than one language pair [34, 66]. Recent research has shown multilingual models outperform their bilingual counterpart, in particular when the number of languages in the system is small and those languages are related [96, 156]. Particularly, in English-centric datasets, multi-NMT models trained with roughly 50 languages have shown clear performance gains over bilingual models for LRLs [6]. This is mainly due to the capability of the model to learn an interlingua (shared semantic representation between languages) [80]. Training multi-NMT models is a more practical solution as opposed to building separate bilingual models in a real-world setting [6].

Despite these benefits, multi-NMT faces challenging problems such as i) Inclusion of a large number of languages that have varying differences among them, ii) noise especially in the parallel data used, iii) data imbalance (some languages just having a fraction of parallel sentences compared to high-resource languages), and iv) other discrepancies concerning factors such as writing style and topic [6].

With respect to the translation task, multi-NMT can be categorised into three types (Figure 3):

1) Translating from one source language to multiple target languages, (one-to-many) (Figure 3 (a)): This is essentially a multi-task problem, where each target becomes a new task [38, 139].
(2) Translating from multiple source languages to a single target language, (many-to-one) (Figure 3 (b)): This can be considered as a multi-source problem, considered relatively easier than the multi-task problem [54, 195].

(3) Translating from multiple languages to multiple languages, (many-to-many) (Figure 3 (c) and (d)). This is the multi-source, multi-target problem, and the most difficult scenario [50, 80].

Supervised multi-NMT architectures introduced to tackle the aforementioned translation tasks can be broadly categorized into three paradigms: i) single encoder-decoder for all the languages (all source sentences are fed into the encoder irrespective of the language, and the decoder can generate any of the target languages (Figure 3. (c)); ii) per-language encoder-decoder (each source language has its own encoder, and each target language has its own decoder (Figure 3. (d))); and iii) shared (a single) encoder/decoder at one side, with per-language decoder/encoder at the other side (Figure 3. (a) and (b)). The main objective of these different architectures is to maximize the common information shared across languages while retaining language-specific information to distinguish between different languages. This mainly depends on how parameters are shared between individual encoders and decoders. All of these architectures are based on either the recurrent model with attention [80], or the transformer-based model [158]. Comparison of the recurrent model against the transformer model under the same settings has shown that the latter is better [96, 98, 139]. Almost all the recent multi-NMT architectures are based on the transformer model.

**Single encoder-decoder for all the languages:** For large-scale multi-NMT implementations, this is currently the state-of-the-art, especially in real-world industry-level systems [3, 6, 81]. Since all the source languages share the same encoder and all the target languages share the same decoder, while simultaneously supporting one-to-many, many-to-one, and many-to-many cases, this model is commonly known as the ‘universal NMT model’. The main advantage of a universal model is lower model complexity compared to per language encoder-decoder models (discussed next) because it has a lower parameter count. Moreover, as demonstrated by Johnson et al. [80], this universal model is capable of learning a form of interlingua, which is crucial in facilitating zero-shot translation (see Section 3.7).

A major challenge in using this architecture is enabling the decoder to distinguish the target language. The common practice is to add a language identification tag to the source sentence [18, 66, 80, 170]. An alternative is to add the language name as an input feature [67]. More recent work has used language-dependent positional embeddings representations [170, 172, 193].

**Per-language encoder-decoder:** In this architecture, there is a separate encoder per source language, as well as a separate decoder per each target language[50]. As opposed to the universal NMT models described above, the requirement to capture language-independent features can be easily achieved by this setup. However, sharing common information across languages is a challenge. The commonly applied solution is the use of shared parameters in the model, employing shared attention [50, 110, 133, 161]. Platanios et al. [129] extended this idea even further, and introduced a contextual parameter generator, which enables the model to learn language-specific parameters, while sharing information between similar languages.

**Single encoder with per-language decoder / per-language encoder with single decoder:** The single encoder per language with multiple decoder architecture supports the one-to-many scenario, where a single source language gets translated to multiple languages via multiple decoders (multi-task). The multiple encoders, single decoder architecture supports the many-to-one scenario, where multiple encoders process separate source languages while using a single decoder to translate into one target language (multi-source).

In the one-to-many scenario, each decoder has its attention mechanism, so no parameter sharing takes place at the decoder side [38]. A more effective model is to allow partial sharing of parameters
Fig. 3. Supervised multi-NMT architectures.

across decoders [139, 171]. When there are multiple encoders alongside a single decoder, encoder output has to be combined to be sent to the decoder. Initial solutions assumed the used corpus is multi-way parallel [195]. Ways to relax this restriction are either to mark a corresponding sentence as null if a particular language does not have that sentence [124] or to generate the missing sentences with a pre-trained model [123].

Many research has evaluated the pros and cons of these different architectures. For example, Hokamp et al. [73] showed that a unique decoder for each target language or unique decoder attention parameters for each target language outperform models with fully shared decoder parameters. Sachan and Neubig [139] obtained better results with partial parameter sharing in the transformer model, over the full-parameter sharing recurrent model of Johnson et al. [80]. However, the best model selection would depend on the nature of the task at hand. For example, if the model is expected to deal with hundreds of languages, it is desirable to have maximum parameter sharing like in Johnson et al. [80], to reduce the model complexity [6].

3.5.1 Multi-NMT for Low-Resource Languages. All of the three supervised multi-NMT techniques discussed above have been leveraged for LRL translation. In addition, the multilingual version of unsupervised and semi-supervised NMT models, as well as transfer learning on multi-NMT parent models have been used for LRL translation.

1. Supervised multi-NMT architectures: In the available multilingual datasets, the LRL pairs are heavily under-represented. Thus, the results of supervised multi-NMT models for the LRL pairs are far below the results for high-resource languages, even though they use the same multi-NMT model [3]. The simplest strategy to alleviate this problem would be to over-sample the parallel corpus related to the LRL pair. There are different sampling strategies such as simple over-sampling and temperature-based sampling [6, 50, 164, 167]. Sampling data into mini-batches also has to be given careful consideration, to avoid any form of bias. Some strategies include scheduling (cycle through the bilingual language pairs) [50], using mini-batches that consist of different languages [80, 139], or using mini-batches that contain data from the same target [18]. Data augmentation [129] (Section 3.2) and pivoting [51] (Section 3.7) can also be used to generate parallel data for LRL pairs.

2. Unsupervised multi-NMT: When a multi-NMT model is built entirely upon monolingual data, it is referred to as unsupervised multi-NMT, which are trained following a similar process to that of bilingual unsupervised models (see Section 3.3). The difference between bilingual and multilingual NMT comes from the way the input representation is constructed. In the English-centric unsupervised model proposed by Sen et al. [143], first, the embeddings of non-English
languages are mapped into the latent space of English embeddings. Sun et al. [154] constructed a multilingual masked language model using only a single encoder. Better results over the pure unsupervised model can be obtained if at least one language has parallel data with some other language [53, 105, 162].

3. Semi-supervised multi-NMT In semi-supervised multi-NMT, monolingual data is used to create an additional training objective on top of the supervised translation training objective. While Siddhant et al. [146] used the MASS objective [149] for this purpose, Wang et al. [169] employed two monolingual auxiliary tasks: masked language modelling (MLM) for the source-side, and denoising autoencoding for the target side. Semi-supervised NMT is further discussed in Section 3.4.

4. Transfer Learning on a pre-trained multi-NMT model: Transfer Learning is discussed in Section 3.6. Here we note that transfer learning using a multilingual parent has been identified as a promising approach for LRL-NMT [35, 60, 61, 97, 121]. In particular, some LRL data may not be available during multi-NMT training time and very large multilingual models cannot be re-trained every time parallel data for a new language pair becomes available [97, 122].

Input Representation: Despite the multi-NMT methodology selected, a major factor that decides the success of multi-NMT for LRLs is the input representation. The input representation determines the ability to group semantically similar words from different languages in the embedding space. Input representation can be broadly broken down into two categories: surface form (word-level) representation, and embedding-based representation.

When the surface form representation is used, a semantic grouping of words is achieved by adding a language token to each word [66], or by using additional information s.a POS of words [46]. However, using word-level input results in large vocabulary sizes that are difficult to scale [129]. Even if there are linguistically similar languages that share a common script, the amount of vocabulary overlap is minimal [34]. LRLs are severely affected by this [60].

As a solution, sub-word level encoding (BPE [80, 139], sentence piece representation [6], or transliteration [57, 112] was used. Gu et al. [60] noted that even sub-word level encoding does not create enough overlap for extremely LRLs, since it still uses the surface form of the word. Further, as Wang et al. [165] pointed out, with such sub-word based techniques, semantically similar and similarly spelt words could get split into different sub-words for different languages.

An alternative is to use input representations based on cross-lingual embeddings. Qi et al. [132] argued that, when the input languages are in the same semantic space, the encoder has to learn a relatively simple transform of the input. Moreover, in such shared spaces, LRLs get enriched with more semantic information with the help of high-resource languages. Such universal embedding representations have shown very promising results for LR as well as extremely LRL pairs [60, 165]. A very interesting development is the use of multilingual denoising models pre-trained on monolingual data of a large number of languages (e.g. mBART [109]), which can be fine-tuned on multilingual translation tasks. This has shown very promising results for LRL pairs [49].

In summary, we see research efforts on multiple fronts to leverage multi-NMT for LRLs. While earlier research experimented with datasets sub-sampled from high-resource language pairs [38, 50, 66], later research has experimented with actual LRLs [112]. Moreover, it is encouraging to see very promising results from transfer learning over multi-NMT models, as training large multi-NMT models is time-consuming. However, most of this research has been carried out holistically, without focusing on individual language, or language-family characteristics. How these characteristics can be exploited to better leverage NMT for LRLs would result in multi-NMT models that are more focused on a required set of languages.
3.6 Transfer Learning in NMT

Transfer learning is a sub-area in Machine Learning that reuses (i.e. transfers or adapts) knowledge that is gained from solving one particular task, problem, or model (parent) by applying it to a different but related one (child) [126]. Zoph et al. [196] first introduced the viability of transfer learning for NMT. In NMT, the parent model is first trained on a large corpus of parallel data from a high-resource language pair (or pairs), which is then used to initialize the parameters of a child model that is trained on a relatively smaller parallel corpus of the LRL pair (Figure 4).

The advantages of transferring knowledge from the parent model to the child model include i) reducing the size requirement on child training data, ii) improving the performance of the child task, and iii) faster convergence compared to child models trained from scratch.

The transfer process in NMT models can be broadly categorised as either warm-start and cold-start [121]. Due to the availability of child parallel data during parent model training, warm-start systems are more accurate and has been the focus of most of the previous work [36, 90, 113, 122, 196]. However, cold-start systems are also of importance due to their resemblance to a real-life scenario where child parallel data is not always available at parent model training time [86, 91, 97].

As shown in Figure 4, the first step in transfer learning is to train a parent model, which could be either bilingual or multilingual (note that the source and target in multi-NMT models can be many-to-one, one-to-many, or many-to-many. A special case of multi-NMT based transfer learning is fine-tuning large-scale multilingual language models such as mBART using small amounts of parallel data [30], as already mentioned in Section 3.5). However, the bilingual parent model is more common. The majority of the time, the parent and child have the same target language [4, 36, 86, 113, 118, 122, 196], while others use the same source language for both the parent and child [91]. However, it is also possible for the parent and child not to have shared languages in common [90, 111, 112]. Often, multi-NMT models used as parents in transfer learning have been trained on the many-to-one setting [35, 60, 61, 97, 121]. Despite the parent model being trained on either bilingual or multilingual source-target languages, the child has always been bilingual with the exception of Lakew et al. [97], which progressively fine-tuned a parent model in order to build a model that adequately performs on multiple language pairs.

Improvements in transfer learning for NMT corresponds to three main aspects: i) minimizing the language space mismatch between languages, ii) fine-tuning technique and iii) the transfer protocol.

Minimizing the language space mismatch: Transfer learning systems have to address the problem of language space mismatch, since parent and child languages may not have the same feature distribution [79]. When the surface form is used as input, this language mismatch problem becomes a vocabulary mismatch between parent and child models. In the warm-start systems, sub-word segmentation models can be applied to the parent and child training data to build joint vocabularies [35, 121]. Gheini and May [55] took this idea even further and introduced a universal vocabulary for the parent to train on. Lakew et al. [97] showed that a vocabulary based on sub-wording can be employed even in the cold-start scenarios by building a dynamic
vocabulary. However, for cold-start scenarios, the better alternative is to pre-train a universal input representation, including child monolingual data, if available [60, 79, 86].

**Fine-tuning technique:** Transferring knowledge from the parent model to the child model requires fine-tuning the parameters trained in the parent model on the child dataset. Conversely, when a particular layer of the parent model is not fine-tuned, this is called freezing that layer of the parent model. Below we list the research experiments with differing fine-tuning strategies, where the best freezing setup depends on factors such as the neural architecture employed, the translation task, and the dataset size. Thus we do not draw any conclusions on the best fine-tuning strategy.

**No fine-tuning:** The whole parent model is frozen (in other words, copied) to the child [4, 79].

**Fine-tune the embedding layer:** Similarity between parent and child language pairs (e.g. whether parent and child have the same target) determines which embedding has to be fine-tuned. For example, if the parent and child translate to the same target language, parent decoder embeddings can be transferred to the child [196]. When the surface form input is used, the most naive way of transferring the embedding layer is to randomly initialize the parent embedding layer before training the child model [196]. A better alternative is to take the parent and child vocabulary overlap while replacing the rest of the parent embeddings with child embeddings [97, 122].

**Fine-tune all of the parent model:** No layer of the parent model is freezeed [79, 91, 97, 112].

**Fine-tune a custom set of layers:** This includes fine-tuning a selected combination on input, and inner layers of the encoder and decoder [4, 86, 91, 196].

**Transfer Protocol:** Varying the transfer protocol is also a promising way to improve NMT transfer learning. This can be done in different forms:

- Train a chain of consecutive NMT models by transferring the parameters of a parent model to new LRL pairs [97].
- Train the initial NMT model on a parallel corpus for a resource-rich language pair, fine-tune it with the combined corpus of parent and child (can be more than one child), and finally, fine-tune further with the selected child data only [35, 113].
- First train the unrelated high-resource language pair, then fine-tune it on a similar intermediate language pair and finally fine-tune on the LRL pair [76, 111].

Multiple factors determine the success of transfer learning. The relationship between the languages used in parent and child models has been identified as the most crucial [36, 122, 196]. High relatedness between languages guarantees high vocabulary overlap when the surface form is used as input and would result in more meaningful cross-lingual embeddings as well. Much research has exploited vocabulary overlap of related languages using sub-word segmentation to achieve good results with transfer learning [122], even when parent and child have no language in common [90]. An important consideration is the size of the sub-word vocabulary. It should be selected in such a way that the child is not overwhelmed by the parent [90, 121]. For related languages, transliteration has shown to reduce lexical divergence [57, 112, 122]. The syntactic divergence between parent and child can be reduced by re-ordering the parent data [86, 118]. Other factors that influence transfer learning include the size of the parent and child corpora, domains of the parent and child data, the number of shared words (vocabulary overlap), and the language script [4, 35, 90, 91, 106].

**3.6.1 Transfer Learning for Low-Resource Languages.** Transfer learning was originally introduced as a solution to low-resource (both domain and language) NMT. With respect to translation of LRL pairs, transfer learning using a high-resource pair always yielded better results than training the child model from scratch. This holds even for extremely LR children as well [97]. Interestingly, some research has shown that transfer learning is better than training a child pair (or a set of pairs) with one or more parent pairs in a multi-NMT manner [86, 97, 112, 113]. However, that research has been conducted against an early multi-NMT model [80], considering very few languages. Whether
the same observation would hold if a more novel multi-NMT model (discussed in Section 3.5) is used along with a large number of language pairs should be subject to more research. On the other hand, transfer learning using pre-trained multi-NMT parent models has received only limited attention [57, 60, 121]. As mentioned above, multiple factors affect the success of transfer learning. Thus the impact of these factors should be evaluated extensively to determine their exact impact on LRL-NMT. Zero-shot translation adds an extra condition to the cold-start scenario, meaning that child parallel data unavailable, as discussed in Section 3.7.

3.7 Zero-shot NMT

In the zero-shot scenario, no parallel corpus is available for the considered source(X)-target(Z) language pair. We have identified pivoting, transfer learning, multi-NMT and unsupervised NMT as existing solutions in the literature for zero-shot NMT.

**Pivot-based solutions:**

An initial solution for zero-shot translation was the pivot-based translation, also known as pivoting. Pivoting relies on the availability of an intermediate high-resource language (Y), called the ‘pivot language’. In pivoting, the translation of X-Z is decomposed into the problem of training the two high-resource independent models: source-pivot (X-Y) and pivot-target (Y-Z). A source sentence is first translated using the X-Y model, the output of which is again translated using the Y-Z model to obtain the target sentence.

This basic form of pivoting has two main limitations. First, it suffers from the error propagation problem. Since the source-pivot and pivot-target models are independently trained, errors made in the first phase are propagated into the second phase. This is particularly the case when the source-pivot and pivot-target languages are distantly related. Second, as models have to be independently trained, the total time complexity is increased.

To reduce the problem of error propagation, source-pivot and pivot-target models can be allowed to interact with each other during training by sharing the word embedding of the pivot language [24]. Another solution is to combine pivoting with transfer learning [88]. Here, the high-resource source-pivot and pivot-target models are first independently trained as in the basic pivoting technique, acting as the parent models. Then the source-target model (child model) is initialized with the source encoder from the pre-trained source-pivot model, and the target decoder from the pivot-target model. In addition to reducing the error propagation, this method reduces time complexity, since only one trained model is used for translation. Another way to reduce error propagation is to use a source-pivot parallel corpus to guide the learning process of a pivot-target model [22]. Zheng et al. [190] proposed a similar approach by training the source-target model via Maximum Likelihood Estimation, where the training objective is to maximize the expectation concerning a pivot-source model for the intended source-to-target model on a pivot-target parallel corpus.

It has been shown that adding even small amounts of true parallel source-target sentences (thus the extremely low-resource scenario) does increase the translation accuracy in pivoting [22, 24, 88, 135]. Another possibility is to make use of monolingual data to generate synthetic parallel data. Pivot monolingual data is preferred because compared to source or target, pivot language would have much more monolingual data [32].

A common observation of the above discussed pivoting research (with the exception of [32, 135]) is that, although the focus is on zero-shot translation between a source and target, large parallel corpora have been employed for source-pivot and pivot-target pairs. However, some LRLs may not have large parallel datasets even with a high-resource language such as English. Moreover, as empirically shown by Liu et al. [107], the performance of pivoting depends on the relatedness of the selected languages. Thus, we believe that more research is needed to determine the impact of pivoting for zero-shot NMT in the context of LRL pairs.
Transfer Learning-based Solutions: As mentioned in Section 3.6, transfer learning can be considered a form of zero-shot translation, when no parallel data is available for the child model. Ji et al. [79] explored transfer learning for zero-shot translation by mimicking the pivoting technique, assuming a high-resource pivot language. They use source-pivot data to build a universal encoder, which is then used to initialize a pivot-target model. This model is used to directly translate source sentences into target sentences.

Multi-NMT-based Solutions: Although pivot-based models have been the solution for zero-shot NMT for a long time, recent research showed that multi-NMT models can outperform the pivot-based zero-shot translation [6]. Many-to-many models have recently shown to beat the English-centric multi-NMT models in zero-shot settings [49].

A multi-NMT model can provide a reasonable translation between a source-target pair when the two languages are included in the model in the form of parallel data with any other language because the multi-NMT model is capable of learning an ‘interlingua’ (see Section 3.5). If the multi-NMT model is truly capable of learning a language-independent interlingua, there should be less correlation between the source and target languages. However, when the model is trained with a large number of languages, the modelling capacity (loosely measured in terms of the number of free parameters for neural networks [3]) has to be distributed across all the languages, suggesting that the overall model capacity is faced with a bottleneck [6, 185]. Thus, the learned interlingua is not fully language independent. Two solutions have been presented to solve this problem: to explicitly make the source and target languages independent [6, 62, 128, 145], and to improve model capacity [49, 185].

As another solution, synthetic data can be generated between zero-shot language pairs using techniques such as pivoting [51] and back-translation [62, 98, 143, 185]. This synthetic parallel data is included in the multilingual corpus used to train the multi-NMT model.

Unsupervised NMT-based solutions: Unsupervised NMT techniques discussed in Section 3.3 rely only on monolingual data. Thus, this translation task can be considered as a zero-shot translation task.

3.8 Analysis on the Popularity of LRL-NMT Techniques

So far we have discussed seven different techniques that can be used for the translation of LRL pairs, as well as zero-shot translation. This section provides a quantitative view of the use of these techniques in the related literature.

Figure 5 shows how the use of different techniques varied from 2014 onwards based on the research papers indexed in Google Scholar. For each of the technique, Google Scholar was searched with the following query: "<technique_name>" + "low-resource" + "neural machine translation" for the year range 2014-2020. However, we acknowledge that the search results contain noise. For example, in certain cases, unsupervised NMT research was referred in unsupervised text generation papers. However, here we are only interested in a comparative view, thus we assume the noise is equally distributed across the search results for all the techniques.

Figure 5 shows that multi-NMT had the highest number of papers till 2019, however, unsupervised techniques have surpassed it marginally after that. In particular, the use of multi-NMT for LRL pairs started growing with the promising results shown by Firat et al. [50] and Johnson et al. [80] around 2016 and 2017. Transfer learning, and semi-supervised had similar growth till 2018, whereas from 2019 onwards transfer learning has seen a steep increase in popularity. Data augmentation techniques have gained popularity in 2020 as well. However, pivoting seems to have lost its traction, which may be due to the recent advancements in multi-NMT that outperformed pivoting for zero-shot translation [6]. Overall, it can be seen that the interest of the NMT research community towards LRLs is steadily increasing irrespective of the type of technique.
4 GUIDELINES TO SELECT A TECHNIQUE FOR A GIVEN DATA SPECIFICATION

The effectiveness and viability of the techniques presented in Section 3 depend on the size and nature of the available parallel and monolingual data and the computational resources at hand. This section gives a set of guidelines to advise practitioners of LRL-NMT on the suitable technique for a particular data setup. These guidelines should not be construed as rigid criteria but only as an advisory for the practitioners.

Figure 6 shows a possible process that can be followed in selecting an NMT technique. This flowchart only provides guidelines for the bilingual scenario where parallel data is available for a pair of languages. However, it should be noted that if sufficient computing resources are available, the multilingual versions of all the techniques can be used as they have shown promising results with respect to LRL pairs. We did not show the multilingual scenario just for the sake of clarity.

We considered the availability and size of the parallel corpus, the availability of monolingual corpora, and language similarity as the major factors to select a technique. The foremost factor that we have considered is the availability of parallel corpora. If a parallel corpus is available for a language pair, the next step is to check its size (step 1). There is no definite threshold suggested in the literature for the size of the parallel corpus to be considered an LRL scenario in NMT. However, following our discussion in Section 2.1, here we considered an LRL scenario where a particular language pair has less than 0.5M parallel sentences. This is not a hard threshold but a mere suggestion. If a particular language pair has more than 0.5M sentences, we can achieve a reasonable performance through supervised NMT techniques (step 2).

If the parallel corpus has less than 0.5M sentences, there could be multiple steps taken by a practitioner (as shown by steps 3-5 in Figure 6). One of the steps could be to increase the size of the dataset by using data augmentation (step 3) which is further followed by a supervised NMT technique (step 6). Data augmentation can be performed by using resources such as bilingual dictionaries and monolingual data. The other option could be to integrate the available monolingual and parallel data to perform semi-supervised NMT (step 5).

If the source and target languages have parallel data available with some other common language such as English, then we can also recommend attempting pivoting (step 10). However, if such parallel datasets are not available, a practitioner can attempt transfer learning (step 11). For this scenario, a parallel corpus between two high-resource languages can be used to build the parent model, which can further be fine-tuned to the LRL child. Transfer learning can be performed on
multi-NMT models as well even when high-end GPU machines are not available. As discussed in Section 3.6, the effectiveness of transfer learning depends on the language relatedness, therefore the selection of parent model has to be done carefully. It should be noted that it is always possible to increase the original dataset size by applying data augmentation techniques, before applying pivoting, transfer learning, or semi-supervised solutions.

If the considered LRLs do not have parallel data but have a reasonable amount of monolingual corpora (which is a reasonable assumption for most of the LRLs), unsupervised NMT can be applied (step 13). If a considered language pair neither has any parallel data, nor the monolingual corpora\(^6\), the only option is to manually create parallel and/or monolingual corpora (step 14).

We would like to conclude with the following two remarks. First, for each of the discussed LRL-NMT techniques, a large body of past related research is available; therefore, practitioners have to carefully select the most appropriate technique to be used as the baseline for their considered languages. This decision not only depends on the exact size of the available datasets but also the language characteristics and any other associated language/linguistic resources such as POS taggers and bilingual dictionaries. Second, LRL-NMT should be considered as an iterative process. For example, as shown by step (15), once a parallel corpus is manually created, the considered language pair now has a parallel dataset less than 0.5M. With that, either transfer learning, or semi-supervised NMT can be tried out. With this trained model, more parallel data can be generated. Although the generated parallel data might not be 100% accurate, the noise can be removed via post-processing (manual/automatic/hybrid) to obtain cleaner data. It is possible to train a new model with this newly cleaned data by integrating it with the original corpus.

5 LANDSCAPE OF LOW-RESOURCE LANGUAGES AND NMT RESEARCH

There are over 7000 languages being spoken around the world. A look into the related research reported in Section 3 reveals the NMT techniques have mostly been tested on the same set of languages. Identifying reasons for this imbalance in language selection would lead to efforts for more language diversity and inclusion in NMT research. We built upon the work by Joshi et al. [82] in which 2485 languages have been divided into 6 classes (see Table 1) based on the amount of publicly available un-annotated and annotated corpora. Although Joshi et al. [82] did not specifically refer to parallel data available for NMT, we hypothesize that there exists a strong correlation between the language class (and consequently the amount of publicly available data for that language) and the amount of NMT research available for this language.

5.1 Methodology

We queried Google Scholar with the query “neural machine translation” + “language” (e.g. “neural machine translation” + “Hindi”). We excluded results before 2014 along with patents and citations. It should be noted that the search results were noisy; the most common among them being the ambiguity in the language name, where the language name is the same as the other entities such as location or author name. For example, the language ‘Swati’, a Bantoid language spoken in Africa is also a common Indian name. Therefore, we manually checked and removed 240 such languages from our analysis.

In order to find the LRLs that have been frequently used by the NMT community, we studied the outlier languages in language Classes 0-2 in Joshi et al. [82], using the obtained Google Scholar search results \(N_{GS}\). For each class \(c\), the outlier languages were identified using the following equation:

\[
N_{GS}^l > Q_3^c + 1.5IQR^c
\]

\(^{6}\)We refer to electronic resources, which could be the case with endangered languages that do not have any web presence.
where $N_{GS}^l$ represents the number of Google Scholar results obtained for a language $l$, $Q_3^c$ is the third quartile and $IQR_c^c$ is the interquartile range of Google Scholar results for a language class $c$. In order to ascertain the factors responsible for the interest of the researchers towards these languages, we manually selected some of these outliers with geographical variations and plotted the number of search results with respect to the year. These languages are selected such that it has a diverse mix of language class $c$.

5.2 Results and Discussions

We found 12.6%, 11.2% and 7.1% of languages as outliers for Class 0-2 respectively. A few random outlier examples are Sinhala & Slovene (Class 0), Nepali & Telugu (Class 1), and Irish (Class 2), as shown in Figure 7(a). We identified the possible factors responsible for the growth of research for some languages and put them into four categories: geographic considerations, dataset availability, open source frameworks and models, and community involvement.

**Geographic considerations**: We hypothesize that the geographical location where a language is spoken might play an important role in the growth of that language. To validate the importance of geography, we looked at the outlier languages from Class 0-2 with respect to their geographical\n
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7Hausa and Swahili (from African macroarea) were not among the outlier languages, yet they were included in the plot to show geographical diversity.
In Figure 8(a), we plot the percentage of outlier vs its geographical region. We found that in Class 0, approximately 25% of the outliers are languages from the European region, whereas in Class 1, approx 7% of the total languages from Europe are outliers.

Thus it is safe to assume that the early growth for NMT was mostly driven by the geographical location of the language. This could be due to the availability of funds, resources, and regional level joint projects. One of the prominent examples is the growth of European languages. Some of the recent trends are also supporting this. For example, the steady increase in the research activity for Irish and Slovene, outliers from Class 2 and Class 0 respectively (see Figure 7) might be due to their presence in the European region.

**Dataset availability:** The next source of growth is driven by the availability of the datasets. For example, Sinhala and Nepali, outlier languages from Class 0 and Class 1, respectively have seen a steep rise from 2018-19 onwards (see Fig 7(b)). One reason could be due to the release of the FLoRes Evaluation Datasets [65], which includes both Sinhala-English and Nepali-English. Our analysis revealed that the inclusion of a language in the standard yearly challenge such as WMT has a considerable impact on its growth in terms of NMT. For example, WMT-2019 [92] shared task had Nepali-Hindi parallel corpus. Similarly, Nepali and Sinhala were also part of Google’s 102 languages corpus [3]. Similarly, the increase in the number of publications for the Gujarati language from 2019 onwards could be attributed to the fact that the Gujarati-English language pair was included in the Shared Machine Translation task in WMT 2019 [20].

To quantify the relationship between the availability of datasets and research activity around that language, we used the resource matrix. This contains the details of the number of monolingual corpora and parallel corpora for 64 languages. Even though the list is not exhaustive, it is helpful for the growth analysis as it contains the languages from all the classes. In Figure 8(b), we plot the total number of datasets available v.s. the research activity (number of Google Scholar results for NMT) for a particular language. The number of datasets (X-axis) has been calculated by summing the number of monolingual datasets available for a source language and parallel corpora available between a source language and the other target languages. It can be observed that the availability
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8. The geographical area of a language is determined by using WALS data [40]

9. More information on this source: http://matrix.statmt.org/resources/matrix?set=all
of datasets is directly correlated with the research activity \((r = 0.88)\), which further strengthens our claim that the NMT growth for a particular language is directly proportional to the data availability.

**Open-source frameworks and models accessibility** The availability of open-source frameworks and models is a major contributing factor towards the growth of research in the area of NMT. Frameworks such as OpenNMT [89], and fairseq [125], as well as pre-trained models such as mBART [109] provide an easy and scalable implementation that helps in building a baseline and improving it for existing and new languages. These open-source projects are periodically maintained, flexible, and provide most of the latest NMT-related techniques. Since these projects provide standardized codes, it becomes easy to adapt for the LRLs even by novice researchers. It eliminates the need to develop the codes from scratch and helps in accelerating the research process.

**Community involvement:** A recent development is a group of like-minded researchers coming together to increase the visibility of MT systems in the context of languages used in a particular region. It consists of both dataset building and the development of the standardized code and also focuses on training a new generation of enthusiasts to carry forward the work. One of the prominent examples is the Masakhane project [120], which aims to put the Africa AI, specifically African language MT, into the world map. Within about two years, the Masakhane community has covered more than 38 African languages and resulted in multiple publications [120]. As we could see from Figure 7(b), two of the representative languages, Swahili and Hausa, have a steep growth after 2018, which coincides with the inception of the Masakhane project.

Our results and analysis highlight i) the importance of community building and region-level projects, ii) the inclusion of LRL datasets into yearly challenges and large multilingual datasets, and iii) the availability of open source models and frameworks to increase the focus on LRLs in the NMT landscape. This analysis could provide a cue to the researchers and funding agencies worldwide for the development of LRL resources.

### 6 DISCUSSION

This section discusses the open questions in LRL-NMT research and provides the answers to our initial research questions.
6.1 Open Questions for LRL-NMT and Future Directions

While notable advances have been made in LRL-NMT in recent years, there remain interesting directions for exploration in model improvements as well as equitable and inclusive access.

6.1.1 Model Improvements. Based on the various LRL-NMT techniques discussed, there are multiple improvements that can be applied to the model: allowing the multilingual models to include more LRL pairs, making the models more robust to limitations in the input dataset, expanding the interpretability and explainability of the model in understanding their behaviour on LRL pairs, and mitigating biases in the model.

Model Capacity to Include LRLs. Massive multi-NMT models is a promising technique, especially for systems produced by multinational tech companies [3, 6, 49]. In particular, multi-NMT for zero-shot translation is an important line of research, as it eliminates the need for parallel datasets between every possible language. The work of Fan et al. [49] is of particular interest, as it deals with a non-English-centric multilingual dataset, yet managed to outperform English-centric models in zero-shot translation. However, despite multi-NMT being able to cover about 100 languages [3, 6], only a small fraction of LRLs are included from the more than 7000 possible languages. Therefore, more efforts need to be invested in scaling multi-NMT models that are capable of handling a larger number of languages, which would inherently cover LRLs and extremely LRLs. It is important to investigate how these LRLs are better represented in these massive models without compromising the performance of high-resource languages. Fan et al. [49] recently reported promising results on this line, which should be further explored.

Model Robustness to Limiting Input Factors: Techniques discussed in Section 3 are limited by various input requirements such as the size of the datasets, domain of the datasets, and language relatedness. Although some ablation studies [4, 6, 44] have been done to understand the effect of input requirements, they are not sufficient or not exhaustive in considering model robustness. For the example of language similarity, LRLs that have syntactic differences between spoken and written forms (e.g. Sinhala) is a challenge. Another challenge is translating code-mixed data. In terms of domain relatedness, most publicly available datasets are from sources that do not resemble real-life translations. Thus, more focus should be given to multilingual domain adaption research, where pre-trained multi-MNT models can be fine-tuned to the task at hand (e.g. translating legal or medical records). Thus, empirical experimentation with the goal to extend the field to new approaches and architectures to address these limitations must be conducted.

Model Interpretability and Explainability: Explaining and interpreting neural models is a challenge for researchers in Deep Learning. For multi-NMT, there have been experiments [80, 94] that delve into models to examine how the learning takes place, and how different languages behave. There have also been attempts to provide theoretical interpretations on aspects of NMT models [189]. However, we believe more research in NMT model interpretability (such as interlingua learning and parent-child transfer) would help developing solutions specific to LRLs.

Mitigating Model Bias: It has already been shown that gender bias exists in NMT models when trained on high-resource languages [104, 152]. Recently, the existence of biases in the context of LRL MT is a problem that has not come into light as far as we know. In particular, when translating between languages belonging to different regions and cultures in multilingual settings, there can be undesirable influences from high-resource languages. As discussed later in this section, parallel data extracted from the web tends to contain bias. While there should be parallel efforts to free datasets of bias, it is important to develop models that are robust to dataset bias in order to prevent
the ramification of propagating stereotypes from the social context of high-resource languages in to LRLs.

6.1.2 Equitable and Inclusive Access. Findings in our trend analysis (Section 3.8) suggest that more resources should be made available to underrepresented geographic regions, especially for communities that are traditionally excluded in technological development and those who face social-economic inequities. Therefore the inclusion of these communities can be prioritized when creating datasets and when providing accessibility to substantial computing resources required for building time-consuming and expensive neural models. These communities will also benefit from open-source tools and frameworks, as well as the availability of trained models.

**Creation of Datasets:** Most of the datasets used in NMT have originated in a small number of regions in the world focusing on English-centric translations, however about 40% the content on the Internet is now non-English. Although LRL-NMT was initially applied to large corpora by sub-sampling HRLs such as English, French, and German, [7, 8] it was later adapted for LRL pairs such as English-Esperanto, [101], English-Urdu, English-Romanian, and English-Russian [29, 102]. This focus shifted to European LRLs, and more recently to non-European languages such as Indian, African, East Asian, and Middle Eastern languages [20, 65, 92, 120]. However, the amount of such datasets is less than high resource counterparts.

Therefore, on par with current trends in some Machine Learning communities, more focus can be given to those that present new LRL datasets rather than the novelty of the employed technique, when accepting papers to conferences and evaluating value of this type of research. Contribution of conferences such as LREC, and journals such as the LREC journal is commendable, in this regard. Projects such as ParaCrawl [14] have automatically mined a large amount of parallel data from the web for multiple language pairs, including LRL such as Irish and Nepalese. In addition, regional communities can take the lead in dataset creation due to their expertise in their own cultural context thus could provide better judgement on the bias (discussed in the next point).

More recently, the problem of dataset bias has received significant attention from the community [19]. For example, the public crawl data available demonstrate a narrow sub-segment of population and may encode values and perspectives that exist within Western society. More specifically, it has been shown that scrapped text contains geographical bias [59, 117], as well as an age and gender bias [28]. Furthermore, these web crawl datasets contain the potential to harm due to abusive language, hate speech, microaggressions, dehumanization, and social-political biases [12]. Thus, data pre-processing mechanisms can be employed with input from experts such as social scientists, regional communities, and linguists familiar with different languages.

**Open-source Tools and Frameworks.** Same as creating new LRL datasets, accessibility to tools and frameworks for LRLs are critical in advancing the field. Therefore, creating and making them open-source for free access is of tremendous benefit to LRL community. We like to note the positive impact created by open source initiatives such as HuggingFace.

**Availability of Trained models:** Although the community has a recent focus on developing computationally efficient NMT models [17], the public release of large-scale multi-NMT models has been limited, with the exception of the work by [109]. By giving public access to these models, these time-consuming and expensive models can be used as the parent models to be transferred to the LRL child models. Therefore publicly releasing NMT models including massive multi-NMT
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10 [https://www.visualcapitalist.com/the-most-used-languages-on-the-internet/](https://www.visualcapitalist.com/the-most-used-languages-on-the-internet/)

11 [100] excluded because low-resource was suggested but not experimented

12 [https://huggingface.co/](https://huggingface.co/)
models would be tremendously beneficial to those working in LRL-NMT as well as advancing the field in other areas.

**Availability of Computational Resources:** The community has a recent focus on developing computationally efficient NMT models and providing computational resources for researchers [17]. However, more efforts need to be put forth by the research community, industry organizations, and governments in distributing resources and attention. Furthermore, computational resources can also be made available as part of conferences and challenges to further encourage LRLs researchers to participate.

### 6.2 Answering the Research Questions

Key findings of this survey can be summarized as follows:

1. **Techniques and Trends:** Our survey found that there is a substantial amount of LRL-NMT research, and the trend continues. All the LRL-NMT techniques (data augmentation, unsupervised NMT, semi-supervised NMT, multi-NMT, and transfer learning for NMT) except pivoting show an upward trend with respect to the research publications, suggesting that these techniques have established themselves as the de facto solutions for LRL-NMT.

2. **Technique Selection:** The decision chart we produced on technique selection can be taken as a guide in selecting the most appropriate NMT technique for a given data specification, also considering the availability of computational resources. However, we note that this selection also depends on other factors such as language relatedness, and the domain of data. These factors were discussed with respect to individual LRL-NMT techniques.

3. **Future Directions:** We identified multiple research areas for the research community to collectively increase efforts on LRL-NMT. These initiatives were broadly categorised as model improvements and equitable and inclusive access.

### 7 CONCLUSIONS

Due to the recent advancements in the field, NMT is no longer an unattainable goal for LRLs. However, the sheer volume as well as the acceleration of research taking place makes it difficult to select the state-of-the-art LRL-NMT techniques for a given data specification, as no guidelines are available for the selection of the most appropriate NMT technique for a given data setup. The contribution of this survey paper is to give a comprehensive picture of the LRL-NMT landscape, highlighting the recent trends in technological advancements and provide a guideline to select the most appropriate LRL-NMT technique for a given data setup. Based on our findings through research publications and our quantitative analysis, we provided a set of recommendations to advance the LRL-NMT solutions. We believe that these recommendations would be positively received by the NMT research community.
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