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Abstract—This paper develops a new image synthesis approach to transfer an example image (style image) to other images (content images) by using Deep Convolutional Neural Networks (DCNN) model. When common neural style transfer methods are used, the textures and colors in the style image are usually transferred imperfectly to the content image, or some visible errors are generated. This paper proposes a novel saliency constrained method to reduce or avoid such effects. It first evaluates some existing saliency detection methods to select the most suitable one for use in our method. The selected saliency detection method is used to detect the object in the style image, corresponding to the object of the content image with the same saliency. In addition, aim to solve the problem that the size or resolution is different in the style image and content, the scale-invariant feature transform is used to generate a series of style images and content images which can be used to generate more feature maps for patches matching. It then proposes a new loss function combining the saliency loss, style loss and content loss, adding gradient of saliency constraint into style transfer in iterations. Finally the source images and saliency detection results are utilized as multichannel input to an improved deep CNN framework for style transfer. The experiments show that the saliency maps of source images can help find the correct matching and avoid artifacts. Experimental results on different kind of images demonstrate that our method outperforms nine representative methods from recent publications and has good robustness.

Index Terms—Image Style Transfer, Saliency Constraint, Scale-Invariant Feature Transform, Deep Convolutional Neural Networks.

I. INTRODUCTION

Many research works have proved that convolutional neural networks have a strong ability to extract image features, which makes deep learning technology all-pervasive, especially in the field of machine learning and computer vision. Recent literature has shown that deep learning can achieve great results for problems of object detection [11], super-resolution [12], image segmentation [13], image style transfer [43], [45] and so on. Image style transfer is a new technique of synthesising an image in the style of other single image or images. Neural image style transfer is an important application of neural networks. It can produce impressive results and simulate the painter’s image [1]. It also has many successful industrial applications, such as Cartoons [9], makeup [8], and videos [10]. When common neural style transfer methods are applied in image style transfer, however, artefacts are often generated or the textures and colours from the style image are transferred unsuitably to the result image, resulting in unacceptable outputs.

This paper proposes a novel saliency constraint approach that bases on DCNNs for the image style transfer. First, the saliency detection is done for the images (including the style image and content image) to generate saliency maps. Then proposes a new loss function combining the saliency loss, style loss and content loss. In our approach, the saliency maps are utilized to capture style elements and to preserve the structure of the style image and content image. A brief summary of contributions in the paper is given as follows:

1) An amended deep convolutional neural networks model which has N channels of regular filters is augmented by concatenating a saliency detection channel. The feature maps of some special layers in the model are chosen for a loss function. Both the style and content images and their saliency detection results are input into the new convolutional neural networks model to keep the content structure and find a right place for style transferring.
2) In order to solve the problem that the size or resolution is different in the style image and content, and generate more feature maps of the style image and content for patches matching, the Scale-Invariant Feature Transform is used to generate a series of style images and content images. Those image are input to the DCNN model and used to generate local patches that will be used in patches matching. This can help to find a right local patch and generate a better style transfer result.
3) A novel loss function combining saliency loss, style loss and content loss is proposed. Unlike the common approaches, the new loss function consists of three parts: style loss, content loss and saliency loss. The result is updated by adding the gradient of saliency constraint in iterations. The saliency loss can help keep object structures in the content image.
4) Saliency constraint is utilized for three purposes. Firstly, to generate a salient map and it is then used to augment the trained convolutional neural networks. Secondly, saliency constraint is used to improve the loss function. Thirdly, the size ratio of the content salient map and the style salient map are utilized to rescale the style image. The saliency maps of two source images can help find the correct matching during style transfer.

II. RELATED WORK

Image style transfer using deep networks model. In deep learning, a convolutional neural network (CNN, or ConvNet)
is a class of deep neural networks. The success of deep CNNs (DCNNs) in image processing has also raised interest in image style transfer. The process of image neural style transfer can be accomplished in three steps. At first, given two source images (one style image and one content image), a DCNNs model (such as VGG-19) [6], [28] is trained by the style image, style features are obtained from convolution layers of the trained DCNN model. Then, the content image is selected to be input the DCNN too, and content features are also obtained from convolution layers of the trained DCNN model. At last, the third step generates a random noise image in initialization. According to the style and content features of these convolution layers, the random noise image corresponding to these features is restored by an optimization function [7], [26]. VGG-19 deep neural networks model has been widely used in style transfer research to produce promising results. Gatys et.al. [1], [23] applied VGG-19 in unguided environments to generate a new image which is similar with a famous painting. Their work has been adopted in various papers. In [9], the Gram matrix method is extended by adding several controlling perceptual factors, and measures that can control the spatial scale, spatial position and color information were introduced. In [24], an alternative method for training compact feed-forward convolution networks was proposed to significantly improve the speed of image generation. Johnson et.al. [2] presented a new image style transfer method by fusing the advantages of the feed-forward CNN training and a perceptual loss function. Instead of using global representations of styles that were computed by Gram matrices, Li and Wand [4] used the local patches in image style transfer. Based on Gram matrix. Xia et.al. [10] provided a way to transfer styles from one image to a video.

According to the way the image is optimized, there are two main types of approaches in style transfer based on deep neural networks model, global approaches based on the Gram matrix, such as [1], [3], [23] and local approaches based on patch matching, such as [4], [5], [41]. Li and Wand [4] presented a combination of generative Markov Random Field (MRF) models for image style transfer, which can gives effective transfer results and keep the information of the content image. But their approach also generates visible artefacts with uncertain cause and mistake because of matching errors between the feature maps from the style image and the feature maps from the output image. We adapt the method in [4] and attempt to improve it in our method.

According to the speed of style transfer, neural style transfer methods also can be divided into two categories: slow neural networks model image optimization and fast neural networks model image optimization. The first class of methods achieves style transfer and image reconstruction by gradually optimizing images [1], [3], [4], [23]. The second class of methods utilizes the idea of fast image reconstruction technology, optimizes the generation of offline/pre-trained models and uses a single forward transfer to generate stylized images [2], [5], [7].

In particular, Generative Adversarial Networks (GAN) has demonstrated a great power to image and video processing [29], [42]. A GAN consists of two neural networks, which is named discriminator networks and generator networks respectively, competing against each other in a zero-sum game. The generalization of discriminator/generator can be measured by the difference between its performance on training data and the whole data space. Recently several important architectures are proposed for text, image and video synthesis [35], [37], [44]. In [36], an unsupervised representation learning method with deep convolutional network named DCGANs was designed for image generation. In [5], the authors proposed an improved model named MsGAN which is based on Markovian and DCGANs for image style transfer. In [38], a new network model named conditional adversarial networks (cGAN) is investigated for solving problems in image-to-image translation. In [9], the authors proposed a model name CartoonGAN for Cartoon video style transfer.

**Saliency detection.** Human visual system has a strong ability to quickly search and find interested objects in the face of natural scenes. This visual attention mechanism is an important mechanism for processing visual information in computer vision. Saliency detection aims to quickly obtain important information from massive image and video data, and it has become an important topic in the research of computer vision [22], [31].

The advantages of saliency detection mainly lie in two aspects [15]. Firstly, it can allocate more computing resources to more important information in image or video. Secondly, the intuition of introducing visual saliency is more in line with human visual cognitive mechanism. Recently, saliency detection has exhibited important application value in target recognition, object detection [14], [16], semantic segmentation [17], image recognition [21] and so on. With a saliency detection model, we can predict which information in the content is important, and gain more visual attention through computer vision algorithms. Co-saliency detection [32] is used to discover the common saliency on multiple images. A few methods of co-saliency detection were proposed by combining existing saliency detection methods [30], [33]. Zhi et.al. [29] developed a co-saliency detection based on hierarchical segmentation and Cao et. al. [19] developed a co-saliency detection via rank constraint.

### III. Architecture

VGG [23] has shown its special characteristic for style transfer. Many aforementioned style transfer methods are based on VGG 19-layer networks model. Although there are style transfer methods based on other network models, such as ResNet [25], VGG based methods produce superior results than others. Therefore in our proposed method, we chose to use VGG19 but augment it with saliency detection channel and enhance it by introducing a novel loss function. In our augmented networks model, saliency constraint is utilized for three purposes. Like common deep CNNs, the feature maps in the layer \( l \) denoted as \( \Omega(x^l) \) and consist of \( N \) channels. Only some special layers which can mainly represent patterns from the source images are chosen for the loss function optimization. There are three novel features in our framework. Firstly salient maps are resized and inserted to the DCNNs model, and they are utilized to augment the trained model,
and find the correct matching. Secondly saliency constraint is utilized to improve the loss function, and keep the object structures in the content image. Thirdly, the scale-invariant feature transform (SIFT) [8] and the style salient map is utilized to rescale the style image. Our augmented networks model is shown in figure [4].

Figure [4] shows that some special layers (such as Conv5_1, Conv4_1, Conv3_1) which is the same in common method are chose in building content and style loss model, and the augmented networks model (left part in the figure [4]) also takes two saliency detection maps as input. The content saliency detection map and the style saliency detection map are edited as feature maps, then two maps are down-sampled to produce a saliency detection channel \( s_l \) in the 1th layer, let saliency maps have the same resolution as \( x_l \). We augmented the networks model by concatenating those feature maps and saliency maps to form the new output with \( N+ \) the saliency detection channel, defined as \( d_l \) in each selected layer and \( N \) is the number of feature maps in in the 1th layer, and it is shown in figure [1]. In order to constric the weight of salient maps, a parameter \( \beta \) is defined to balance their importance. It is shown in Eq[1] and the processing is shown in figure [2].

\[
d_l = (x_l, \beta s_l).
\]  

We have found experimentally that \( \beta = 30 \) can achieve good results.

IV. STYLE TRANSFER WITH SALIENCY CONSTRAINED

OPTIMIZATION FUNCTION

In our image style transfer method, the proposed loss function combines the saliency 7 constraint and a patch-based matching. The patches are from the feature map in VGG19 networks model and saliency maps. The loss function consists of style matching error \( L_{style} \), content reconstruction error \( L_{content} \) and salient error \( L_{saliency} \), which combines an MRF and a deep CNN model. The goal of the learning process is to minimize the loss function.

At first, two source images (a style image \( x_s \), a content image \( x_c \) ) and their salient maps \( f_{style} \) and \( f_{content} \) and are input into the augmented networks model, where \( x_s, x_c \in \mathbb{R}^{3\times w_s\times h_s}, f_{style} \in \mathbb{R}^{w_s\times h_s}, f_{content} \in \mathbb{R}^{w_c\times h_c} \), respectively. \( x \) is a output image after style transfer, and is denoted by \( x \in \mathbb{R}^{3\times w_c\times h_c} \).

In our method, we make the neural feature maps encoding of \( x \) similar to \( x_c \) and use the local patches similar to patches in feature maps of \( x_s \). The same number of new neural feature maps are generated and replace the previous neural feature maps in the networks models. Meanwhile, we penalise patch matches with two salient maps. After a backwards operation, the output is \( x \) and the style of \( x_c \) is transferred onto the layout of \( x_c \). An energy loss function is defined as follows.

\[
L(x) = a_1 L_{style}(\Omega(x), \Omega(x_s), \Omega(f_{content}), \Omega(f_{style}))+a_2 L_{saliency}(\Omega(f_{content}), \Omega(f_s))+a_3 L_{content}(\Omega(x), \Omega(x_c)).
\]  

where \( \Omega(x_s) \) is denoted as the feature map (activation) of the style image \( x_s \) in the same layer, and \( \Omega(f_{content}) \) and \( \Omega(f_{style}) \) are the salient maps of the content and style images down-sampled to the same resolution as \( \Omega(x) \) and \( \Omega(x_s) \). As shown in Eq[2] the energy loss function consists of three parts, \( L_{style} \), \( L_{saliency} \) and \( L_{content} \) are defined as the style loss function, saliency loss function and content loss function respectively, and \( a_1, a_2, a_3 \) are their coefficients, respectively. We generate \( x \) by minimizing the loss function.

Specifically, the loss function \( L_{style} \) incorporates salient maps as follows.

\[
L_{style}(\Omega(x), \Omega(x_s), \Omega(f_{content}), \Omega(f_{style})) = \sum_{i=1}^{P1} \left\| \Gamma_i(\Omega(x)) - \Gamma_i(\Omega(x_s)) \right\|^2 + \sum_{i=1}^{P2} \sum_{k=1}^{2} \left\| \tilde{\Gamma}_i(\Omega(f_{content})) - \tilde{\Gamma}_i(\Omega(f_{style})) \right\|^2,
\]  

where \( x \) is the generated image. \( \Gamma_i(\Omega(x)) \) is the local patches from \( \Omega(x) \) and there is \( P1 \) patches with each of size \( t \times t \). Similarly, \( \tilde{\Gamma}_i(\Omega(f_{content})) \) and \( \tilde{\Gamma}_i(\Omega(f_{style})) \) are the down-sampled salient maps, and there are \( P2 \) patches with each of size \( t \times t \).

\( \phi(i) \) is defined as an operation using normalized cross-correlation which can find the best matching patch. It is denoted as follows.

\[
\phi(i) := \arg\max_{j=1,...,P_s} \frac{\Gamma_j(\Omega(x_s)) \cdot \Gamma_j(\Omega(x_c))}{|\Gamma_j(\Omega(x_s))|}.
\]  

where \( \Gamma_j(\Omega(x_s)) = (\Gamma_j(\Omega(x_s)), \beta \Gamma_j(\Omega(f_{content}))) \), \( \Gamma_j(\Omega(x_c)) = (\Gamma_j(\Omega(x_c)), \beta \Gamma_j(\Omega(f_{style}))) \).

For each patch \( \Gamma_j(\Omega(x_s)) \) with salient maps \( \Gamma_j(\Omega(f_{content})) \) we find its best matching patch \( \Gamma_{\phi(i)}(\Omega(f_{style})) \) or \( \Gamma_{\phi(i)}(\Omega(x_s)) \). The best matching patch thus have both style similarity and saliency consistency.

The squared euclidean distance (SED) formula [1], [2], [4] is a common method for calculating the similarity of two images. \( L_{saliency} \) and \( L_{content} \) are denoted as a loss of SED between \( \Omega(f_s) \) and \( \Omega(f_{content}) \), between \( \Omega(x) \) and \( \Omega(x_c) \) respectively.

\[
L_{saliency}(\Omega(f_{content}), \Omega(f_s)) = \left\| (\Omega(f_{content}) - \Omega(f_s)) \right\|^2.
\]  

\[
L_{content}(\Omega(x), \Omega(x_c)) = \left\| (\Omega(x) - \Omega(x_c)) \right\|^2.
\]

V. SALIENCY DETECTION AND IMAGE RESCALE

A. Saliency detection

In this paper we aim at generating salient maps automatically. At present, the saliency detection method can be divided into two categories. The common methods which are based on local information and co-saliency methods which combine the local information and global information. We evaluate three popular common methods [22], [27], [31] and two classic co-saliency methods [29], [30] with different content images to select the one for using in our study. Saliency detection
results of these five methods in our evaluation are shown as in figure [3].

As shown in figure [3], the method in [27] generates some inaccurate results, such as those in rows 2, 3, and 5. Because some images are very abstract, the co-saliency methods [29], [30] cannot generate a satisfactory result for some style images such as in rows 2, 3, and 5 of figure [3](e, f). Comparing the results in figure [3](b-f), the method in [22] which is based on a Fully Convolutional Neural Networks (FCNN) model generate better results, so it is selected for use in our automatic salient map extraction.

B. Image Rescale with Scale-Invariant Feature Transform

During image style transfer, when the sizes of two input images (the style image and the content image) are different, or the resolutions are not the same, the result of style transfer will be affected greatly. In [2], Johnson et al. proposed a method based on super-resolution to improve the results. We can resize the two images and make the two input images' scales consistent. But this still cannot solve the size difference problem completely, because even though the size of style image and content image are the same, the size of target in two source images may be different. Scale-invariant feature transform (SIFT) is which is a feature extraction algorithm in computer vision [39]. SIFT can help to locate local features in the image, which is usually called "key points" of the image [40].

In order to solve the problem that the size or resolution of the style image and content is different, and generate more local patches for patch matching, the scale-invariant feature transform is used to generate a series of new style images and content images which have different sizes and resolutions.
Fig. 3: Saliency detection results with different methods.
After that, those new images are input to the DCNN model and used to more feature maps. These feature maps are segmented to local patches according to Eq.\(n\). This can supply more choices in for patch matching and help to find right matching patches. During our method, the input image scale-invariant feature transform is based on Eq.\(m\) and \(n\).

\[
G(w,h,\sigma) = \frac{1}{2\pi\sigma^2} \exp\left[-\frac{w^2+h^2}{2\sigma^2}\right]. \quad (7)
\]

\[
D(w,h,\sigma) = (G(w,h,k\sigma) - G(w,h,\sigma)) \ast I(w,h) = I_g(w,h,k\sigma) - L(w,h,\sigma), \quad (8)
\]

where \(G\) is a Gaussian filter, \(I_g\) is an image generated by convolution of a Gaussian filter with the original image. \(I(w,h)\) denotes an input image which is \(w \times h\), and \(k\) denotes a scale coefficient of an adjacent scale-space factor. \(\sigma\) denotes a Scale kernel factor. The process of image rascal with scale-invariant feature transform is show in figure [4].

Different scale images are obtained by changing \(\sigma\). Then the images are adjacent in the same resolution to get a Difference of Gaussian (DOG) pyramid. We have found experimentally that and \(\sigma = 1.6, k = 3\) can achieve good results.

### VI. RESULTS AND COMPARISON

We use the pre-trained 19-layer VGG-Network with the augmented network model. The stride, iteration and local patch size are set as 1, 100 and 3\(\times3\) respectively. Specially, layers Conv4\_1, Conv3\_1 are chosen as content layers, and Conv5\_1 is chosen as style layers for feature maps extraction. In order to improve the results, we run the iterations in three loops with re-sizing the image at three increasing resolutions. On a GTX Titan with 12Gb of GPU RAM, a 256\(\times256\) image takes about 15 minutes in the style transfer.

According to the experiments, the table [1] shows that when set scales size \(n = 6\), the proposed method can achieve a balance between the runtime and good results.

In our experiments, nine famous methods which represent different categories mentioned above are compared with the proposed method: local patch matching [4], gram matrix [1], [2], fast methods [2], [6], [7], and slow methods [1], [4]. We also experiment with the replacement of VGG19 by ResNet50 [25] in our evaluation.

#### A. Comparison with No Saliency Maps Using

At first, in order to show the saliency map is useful, we compare the proposed approach with the method without using saliency maps. Figure [3] shows results with different examples.

As clearly shown in figure [3] the method which doesn’t use any saliency maps generates errors, such as the facial parts (eyes, nose) that are transferred to wrong places (in rows 2 and 3 of figure [5]c), and the style of wall is transferred into the car (in rows 1 of figure [5]c). The method using saliency maps can achieve effective results and preserve the content of the source images as shown in figure [5]d). It is evident that the saliency maps of source images can help find the correct matching. They can achieve background texture and object texture style transfer separately, and prevent them from contaminating each other.

#### B. Single Object Style Transfer with Different Methods

The next set of experiments is to compare the proposed method with nine representative methods. Each of content and style images used in the experiments contains only one object (Note each pair of the content and style images are merged as shown in the first column of figure [6] to save space). The input style images like boat, train, bus and car are shown in figure [3]. And the style man and women are shown in figure [5]. The comparison results are shown in figure [6]. It is observed from figure [6] that our approach achieves effective results, and preserves the content of the images. Most results of [4] have many errors in which styles are mismatched. Method in [1] cannot transfer enough style to content images, and the results don’t contain much style information. Methods in [2], [7], [6], [6] and ResNet50 output some imperfect results too. It seems that due to the complexity of ResNet50, the feature maps do not work as well as those of VGG19 networks model. The texture style cannot be transformed properly. Because MGANS need huge training dataset, the methods based on MGANs [5] cannot generate good results when the datasets only has a limited images. The content information is destroyed badly. Although the methods of cGANS [25](iteration=100) and cGANS(iteration=200) can obtain a strong style results in different iteration, they keep very little content information. It is evident that the proposed method can generate better results in specific parts of background area and face area in the image.

#### C. Multi Objects Style Transfer with Different Methods

Next we demonstrate style transfer experiments when multiple objects are present. Figure [7] shows man and dog in the source images and the corresponding saliency detection results.

The style transfer results from images of figure [7]a) (as content) and figure [7]e) (as style) are shown in are shown in figure [8].

Figure [8] shows that methods in [2], [1], [6] and ResNet50 generate many artifacts, e.g., the style in the cloth (in style image) is transferred into to human face, see figure [8]a,b,e). The results that are generated by methods in [1], [4] are imperfect. Figure [8]d) shows mismatched style in nose and mouth. Especially, we can find that, figure [8]h) and (i) are very different from others. The two images are very similar to the style image. It is because the method in cGANS generated strong style results and they keep very little content information. The proposed approach can achieve better results in style details and keep the background clean without artifacts.

Comparing with patch-based approach method in [4], our method can achieve background texture and object texture style transfer separately, and avoid errors in transferring (mouth in figure [8]c)). A further example for images in figure [7]c) (as content) and figure [7]e) (as style) shown in figure [9].

Figures [9]c), (d) and (g) show that the cloth color in style image is transferred into human’s face. There are artifacts in...
Fig. 4: Image rescale with scale-invariant feature transform.

TABLE I: The runtime with different scales.

| scales | 3    | 6    | 9    | more than 1 h | more than 5 h |
|--------|------|------|------|---------------|---------------|
| run time | around 5 mins | around 15 mins | more than 1 hour | more than 5 hours |

Fig. 5: Style transfer comparison without/with saliency constrained. (a) content, (b) style, (c) the results without saliency map, (d) the results with saliency constrained.

D. Quantitative Evaluation.

Since there is no standard metrics for the quantitative comparisons of style transfer, the user evaluation is a popular method in style transfer quantitative comparisons [28], [34]. We performed a user study in which the users were presented with a style image, a content image, and stylised output images from the following nine methods: I (Johnson et al. [2]), II (Gatys et al. [1]), III (Li and Wand [4]), IV, which is our method, V (Ulyanov et al. [7]), VI (LFW [6]), VII (ResNet50), VIII (MGANs [5]), IX (cGANS [38] (iteration=200)).

Two-alternative forced choice (2AFC) is a subjective experience measurement approach of human through their pattern of choices [18], and it is simplistic and reliable. Our user study is developed by using the 2AFC.

In the first part of the user evaluation, a user answers the following question:

Task: Given two result images, which image do you prefer (for example which image combines content image and style image better)?

Four images (two rows and two columns) will be shown in each trial, one style image and one content image in the first row, and two stylized images in the second row, respectively. The order of the two stylized images in a trial are randomized. The user chooses the image (that she/he believes that it combines the style and content images in the first row better) from the two result images in the second row. The full image set which were shown in figures 6, and 5 include 7 sets (4 sets of human face and 6 sets other objects), 9 methods, so $10 \times 9 = 90$ test images. 60 persons were asked to participate the study. Their ages range from 18 to 50. So for each method, its result will be compared $10 \times 8 = 80$ with other results. The total click number of participants for each method is counted and analyzed. The results of different methods are shown in figure 10.

In figure 10 red lines are denoted as the mean. Blues lines are denoted as the quartiles, and black lines are denoted as extremes of the distributions. Next, a statistical method named
Fig. 6: Different objects style transfer comparison. (a) input, (b) Johnson et al. [2], (c) Gatys et al. [1], (d) Li and Wand [4], (e) Ulyanov et al. [7], (f) LFYW [6], (g) ResNet50 [25], (h) MGANs [5], (i) cGANS [38](iteration=100), (j) cGANS [38](iteration=200), (k) Ours.
Fig. 7: Saliency detection results.

Fig. 8: Style transfer comparison, (a) Johnson et al. [2], (b) Gatys et al. [1], (c) Li and Wand [4], (d) Ulyanov et al. [7], (e) LFYW [6], (f) ResNet50 [25], (g) MGANs [5], (h) cGANS [38] (iteration=100), (i) cGANS [38] (iteration=200), (j) Ours.

Fig. 9: Style transfer comparison, (a) Johnson et al. [2], (b) Gatys et al. [1], (c) Li and Wand [4], (d) Ulyanov et al. [7], (e) LFYW [6], (f) ResNet50 [25], (g) MGANs [5], (h) cGANS [38] (iteration=100), (i) cGANS [38] (iteration=200), (j) Ours.
analysis of variance (ANOVA) was used to test differences of the participants’ clicks in this user study. In order to better understand the results, the p-values which is used to show the level of marginal significance within a statistical hypothesis test are shown in table II. Usually the values less than 0.05 show statistically significant.

We can see from figure 10 and table II that the proposed approach has the highest mean score, our stylised images are preferred by the majority of the participants.

Then we also evaluate the stylization perception of several techniques by asking the participants to score images on a scale of 1 to 9 for each of the nine results, ranging from "bad" to "excellent" which is used in [34]. There are 10 different cases for each of the nine methods used for the following question:

- Task: Given the nine result images, which image better matches the target style? Then give a scale of 1 to 9 for each image.

Figure 11 summarizes the average scores of the study by different methods based on the evaluation of users.

In the second study, the average score of the test reflects the style similarity of the generated image to the style of the reference style image. Our proposed algorithm obtains the highest score, which demonstrates that the proposed method can transfer style effectively and preserve the information of the content image. The methods based on ResNet50 and cGANS [38](iteration=200) score lowest.

E. Failure cases and Limitations.

Inaccurate saliency detection may occur, which may generate new errors in patch matching. If objects in the input images are inaccurately detected, the faulty saliency detection parts will lead to wrong style transfer. Some examples of the effect of an inaccurate saliency detection are shown in figure 12. The red color belonging to the style train is transferred onto the hill in content image because of inaccurate saliency detection of style image. Figure 12(h) is more accurate than figure 12(e), so figure 12(i) which has less red color in the hill is better than figure 12(f). Despite this inaccuracy, the result remains considerably better than the figure 12(c) which is without saliency constrained.

F. Effect of Style Loss Weight

As shown in Eq 2, the energy loss function contains three weights $\alpha_1$, $\alpha_2$, and $\alpha_3$ for style loss function, saliency loss function and content loss function respectively. Based on the empirical results of published studies (e.g., [1], [2] and [4]) and our experiments, we found that the weights $\alpha_1 \in [10^{-5}, 2 \times 10^{-4}]$, $\alpha_2 \in [0, 200], \alpha_3 \in [0, 100]$ can produce satisfactory results.

In this investigation of the effect of the style loss weight, experiments are carried out by changing style loss weight $\alpha_1$ while keeping $\alpha_3 = 20$ and $\alpha_2 = 50$ fixed. Figure 13 shows the results with modifying $\alpha_1$ from $\alpha_1 = 10^{-5}$ to $\alpha_1 = 2 \times 10^{-4}$.

When $\alpha_1$ is smaller, the results in matched patches have stronger content consistency. On the other hand, setting $\alpha_3$ to a larger value, the results have greater style structure information.
TABLE II: The $p$-value of the ANOVA test.

| id | Method          | $p$-value |
|----|-----------------|-----------|
| I  | Johnson et al.  | 0.0122    |
| II | Gatys et al.    | 0.0019    |
| III| Li and Wand     | 0.0036    |
| IV | Ulyanov et al.  | 0.0866    |
| V  | LFYW            | 0.0047    |
| VI | ResNet50        | 0.0030    |
| VII| MGANs           | 0.0050    |
| VIII| cGANS     | 4.7341e-8|

G. Effect of Saliency Weight

Next more experiments are carried out by changing salient loss weight $\alpha_2$ while keeping $\alpha_3 = 20$ and $\alpha_1 = 10^{-4}$ fixed. The results by modifying $\alpha_2$ from $\alpha_2 = 10$ to $\alpha_2 = 150$ are shown as figure 14.

It is observed from figure 14 that, when $\alpha_2$ is smaller, more green color in style image is transferred into human’s face. On the other hand, setting $\alpha_2$ to a larger value, the results have more errors, for example, human’s right eye is disappeared.

H. Effect of Content Loss Weight

At last, more experiments are carried out where the content loss weight $\alpha_3$ is modified while $\alpha_1 = 10^{-4}$ and $\alpha_2 = 50$ are fixed. The results with modifying $\alpha_3$ from $\alpha_3 = 10$ to $\alpha_3 = 60$ are demonstrated in figure 15. When $\alpha_3$ is too small, the results in matched patches have strong style consistency. On the other hand, setting $\alpha_3$ to a larger value, the results have sufficient content structure information.

It is easily observed from figure 15 that, when $\alpha_3$ is smaller, more red color in style image is transferred into human’s face and dog body. And the results have more errors. On the other hand, setting $\alpha_3$ to a larger value, the results in matched patches have stronger content consistency, and very fewer color in style image is transferred.

VII. Conclusions

This paper investigates the advantage of incorporating saliency extraction in image style transfer. In the proposed method, we modify the traditional DCNN model by concatenating a saliency detection channel with regular filters, and then propose a novel loss function combining saliency constraint. The new loss function consists of three parts: style loss, content loss and saliency loss. The result is updated by adding the gradient of saliency constraint in iterations. The experiments results on different kind of images show that the proposed method can generate better results than recent approaches considered in the paper. The saliency maps of two source images (content and style image) can help find the correct matching. The correctness and accuracy of the salient maps are critical. They can achieve background texture and object texture style transfer separately, and prevent them from contaminating each other. The proposed method remains having some limitations, for example, if the saliency detection results are inaccurate, it would generate new errors in the patches matching and lead to wrong style transfer. Further study will investigate more accurate saliency constraint method and systematically fine tune the weight of each part of the loss function to improve results.
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