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Frame tension governs the thermal fluctuations of a fluid membrane: a new evidence†

Marc Durand

Two different tensions can be defined for a fluid membrane: the internal tension, \( \gamma \), conjugated to the real membrane area in the Hamiltonian, and the frame tension, \( \tau \), conjugated to the projected (or frame) area. According to the standard statistical description of a membrane, the fluctuation spectrum is governed by \( \gamma \). However, using rotational invariance arguments, several studies argued that fluctuation spectrum must be governed by the frame tension \( \tau \) instead. These studies disagree on the origin of the result obtained with the standard description yet: either a miscounting of configurations, quantified with the integration measure, or the use of a quadratic approximation of the Helfrich Hamiltonian. Analyzing the simplest case of a one-dimensional membrane, for which arc length offers a natural parametrization, we give a new proof that the fluctuations are driven by \( \tau \), and show that the origin of the issue with the standard description is a miscounting of membrane configurations. The origin itself of this miscounting depends on the thermodynamic ensemble in which calculations are made.

1 Introduction

Bilayer membranes are quasi-two-dimensional fluid sheets formed by spontaneous self-assembly of lipid molecules in water. They are of the utmost importance for the proper function of living cells, as they spatially separate intracellular compartments and present a boundary to the extracellular environment. Their mechanical properties play a key role in many cellular processes like motility, proliferation and endocytosis. Hence, a physical understanding of the bilayer membrane and its mechanics is necessary for the proper understanding of biological cells, and has motivated a long series of investigations. In particular, a number of questions have been raised regarding the definition of the tension of a fluid membrane, stirring up much debate among physicists.

The elasticity of a fluid membrane is traditionally studied in the framework of the Helfrich effective Hamiltonian:

\[
\mathcal{H} = \int_A dA \left\{ \gamma + \frac{\kappa}{2} H^2 + \frac{\kappa}{2} G \right\}.
\]

Here the integral runs over the surface area \( A \) of the membrane, \( H \) and \( G \) are the mean and Gaussian curvatures, while \( \kappa \) and \( \kappa \) are the bending rigidity and the Gaussian rigidity, respectively. According to Gauss-Bonnet theorem, the surface integral over the Gaussian curvature \( G \) can be written as a constant plus a boundary term which, for larger membranes, is negligible in comparison with the \( \gamma A \) term.

It must be noted that Eq. 1 applies to a fluid membrane with fluctuating area \( A \): either the membrane is incompressible but exchanges lipid molecules with a reservoir, and then the intrinsic (or internal) tension \( \gamma \) is essentially the chemical potential of the reservoir of molecules; or the membrane is compressible but contains a fixed number of molecules, and then \( \gamma \) is the mechanical tension associated with a departure of the lipid surface concentration from the equilibrium configuration.

The intrinsic tension \( \gamma \) must not be confused with the frame tension \( \tau \), which corresponds to the force per unit length that the interface would exert on a surrounding frame whose area \( A_p \) is kept fixed, and which is the actual mechanically accessible quantity. Intrinsic and frame tensions are clearly different for a fluctuation area: \( \gamma \) is the conjugate variable to the surface area \( A \), while \( \tau \) is the conjugate variable to its area projected on the frame \( A_p = L_p \times L_p \). The latter is then a thermodynamic quantity which depends on the entropy of the membrane, and can be seen as the renormalized version of the former.

When the membrane fluctuates only weakly about a plane, its statistical properties are treated analytically, based on the following set of assumptions:

1. Monge parametrization: the membrane position is described in terms of its height \( h(x,y) \) above the underlying reference plane as a function of the orthogonal coordinates \( x \)
and $y$, thereby excluding conformations in which the surface forms overhangs. The area of the membrane is then $A = \int_{A_p} \sqrt{1 + (\nabla h)^2} \, dx \, dy$.

2. Assuming small fluctuations, the energy of the membrane is described with the quadratic approximation of the Helfrich Hamiltonian Eq. 1 (omitting the contribution of the Gaussian curvature):

$$\mathcal{H} \simeq \int_{A_p} \, dx \, dy \left\{ \gamma \left( 1 + \frac{1}{2} (\nabla h)^2 \right) + \frac{\kappa}{2} (\nabla^2 h)^2 \right\}. \tag{2}$$

3. Monge integration measure: the membrane partition function $\Xi$ is obtained by summing over all interface configurations, which mathematically expresses as a functional integral:

$$\Xi = \int e^{-\beta \mathcal{H}[\mathcal{F}]} \Xi[h]. \tag{3}$$

Defining an integration measure $\Xi[h]$ requires a discretization of the interface $\mathcal{F}$. Here, the membrane is discretized in $N_p \times N_p$ patches with constant dimension $a_p$ (with $N_p \equiv L_p / a_p \gg 1$) on the reference frame, and the integration measure is $\Xi[h]_{\text{Monge}} \equiv \prod_{m,n=1}^{N_p} dh_{mn} / \ell$ where $\ell$, the quantum of height fluctuation, is a characteristic length introduced to render the integration measure properly dimensionless.

In the rest of the present paper, we will refer to this set of assumptions as the Monge model (although this is more than just the Monge parametrization, obviously).

A third tension has been introduced in literature, named fluctuation tension $r$, and defined as the $q^2$-coefficient in the membrane fluctuation spectrum:

$$\langle |\tilde{h}(q)|^2 \rangle = \frac{k_B T}{A_p (aq^2 + \mathcal{O}(q^4))}. \tag{4}$$

Using very general arguments based on rotational invariance of the free energy of an incompressible membrane, Cai et al.\cite{Cai} came to the conclusion that the fluctuation tension must coincide with the frame tension: $r = \tau$. This result was then extended to the case of a compressible membrane by Farago.\cite{Farago} Yet, evaluation of the height fluctuations based on the Monge model yields $r = \gamma$ instead (see Section 2). The reason advanced to explain this discrepancy differs with authors: Farago then Schmid\cite{Schmid} attributes this issue to the use in the Monge model of the approximated Hamiltonian Eq. 2 which does not satisfy rotational invariance. For Cai et al.\cite{Cai} on the other hand, the issue comes from the non-rotational invariance of the integration measure $\Xi[h]_{\text{Monge}}$. Hence, for Farago and Schmid, if one uses the exact Helfrich Hamiltonian but keeps the Monge measure in the calculations, one should recover $r = \tau$, while for Cai et al., the integration measure must be modified. In their study\cite{Cai} the latter derive the corrective terms to the integration measure in order to recover $r = \tau$, while still using the approximated Hamiltonian Eq. 2. In spite of the results presented in these different studies, expressions of Eq. 4 with both $r = \tau$\cite{Farago, Schmid} and $r = \gamma$\cite{Cai} are still commonly found in the devoted literature, and still nowadays the exact relation between the different membrane tensions is the object of numerical investigations\cite{Elucidating whether the fluctuation tension $r$ matches the frame tension $\tau$, or the intrinsic tension $\gamma$, or none of them, is not just a purely academic question: it is also crucial for experimental and particle-based numerical investigations dealing with membrane fluctuations. The intrinsic tension, introduced within the Helfrich Hamiltonian, is not a quantity which is directly measurable; its determination relies on accurate theoretical relationship with the frame or fluctuation tension.

In the present paper, focusing on the simpler case of a one-dimensional (1D) membrane embedded in the plane (or equivalently, a two-dimensional membrane which fluctuates along one direction only), we provide a new demonstration that the membrane fluctuations are governed by the frame tension. This demonstration reinforces previous arguments advanced to justify that $r = \tau$, and then increases our confidence in the final result. Moreover, our analysis allows to clearly point out the inconsistencies in the Monge model: in agreement with Cai et al., we show that they are caused by an inaccurate integration measure, rather than the use of the approximated Hamiltonian. Nonetheless, restoring rotational invariance of the integration measure is not mandatory to recover $r = \tau$ from calculations: a consistent expansion of the Hamiltonian and the measure leads to the correct result.

The outline of the paper is as follows: in Section 2 we give one more evidence than the Monge model has some consistency issues: analyzing the fluctuations of a 1D incompressible membrane either with fluctuating physical length $L$ but fixed projected length on the frame $L_p$, or with fixed $L$ but fluctuating $L_p$, we show that Monge model does not satisfy equivalence of thermodynamic ensembles, in contradiction with fundamentals of statistical physics. Specifically, we obtain $r = \gamma$ in the first ensemble, while $r = \tau$ in the second ensemble. In Section 3 we discuss the coarse-graining procedure upon which the Monge model is built, highlighting the origin of the troubles with this model: the choices made for the expression of the coarse-grained Hamiltonian (or its quadratic approximation) and that of the integration measure are not compatible choices to build a free energy that satisfies rotational invariance. In Section 4 we develop a coarse-grained model for a 1D membrane, for which a rotationally invariant integration measure is built from first principles. Using a consistent expansion of this measure an the Hamiltonian, we obtain $r = \tau$ for a membrane with fluctuating length and then recover ensemble equivalence. In Section 5 we show that to obtain this result, the only correction needed to the Monge model is to take into account the fluctuating character of the number of patches in the integration measure. We then discuss the situation of a compressible membrane with a fixed number of molecules. We show that here again, the Monge integration measure must be modified to recover $r = \tau$. We also discuss the case of an interface between two fluids, which has no bending rigidity and so is stabilized by surface tension only. In that case intrinsic tension and frame tension cannot be distinguished for small fluctuations.
2 One more evidence of Monge model inconsistency: non-equivalence of ensembles

We start our analysis by calculating the average square height and average length of a 1D incompressible membrane within two different statistical ensembles using the Monge model, and show that the expressions are different in the thermodynamic limit, in contradiction with fundamentals of statistical physics.

2.1 \((T, L_p, \gamma)\) ensemble

We first consider an incompressible membrane in the ensemble \((T, L_p, \gamma)\) where temperature \(T\), projected length \(L_p\) and intrinsic tension \(\gamma\) are fixed (see Fig. 1a). The 1D version of Helfrich Hamiltonian Eq. 1 is

\[
\mathcal{H} = \int_0^L ds \left\{ \frac{\gamma + \kappa}{2} C(s)^2 \right\},
\]

where \(\gamma\) is the local curvature along arc length \(s\), and \(L\) the length of the membrane, and its quadratic approximation writes

\[
\mathcal{H} = \gamma L_p + \int_0^{L_p} dx \left\{ \frac{\gamma}{2} \left( \frac{dh}{dx} \right)^2 + \kappa \left( \frac{d^2 h}{dx^2} \right)^2 \right\}
\]

In agreement with the Monge model, we consider a discretized version of the membrane made of \(N_p \gg 1\) patches whose \(x\) coordinates are distributed evenly, with projected distance \(a_p = L_p/N_p\). Assuming fixed boundary conditions \(h(x = 0) = h(x = L_p) = 0\), we expand \(h(x)\) as a sine Fourier series:

\[
h(x) = \sum_{n=1}^{N_p-1} \tilde{h}_n \sin \left( \frac{n\pi x}{L_p} \right).
\]

The Hamiltonian Eq. 6 rewrites in terms of the \(\tilde{h}_n\) as:

\[
\mathcal{H} = L_p \left( \gamma + \frac{1}{4} \sum_{n=1}^{N_p-1} (\kappa \gamma_n^2 + \kappa q_n^4) \tilde{h}_n^2 \right)
\]

where \(q_n = n\pi/L_p\).

We then evaluate the partition function of the membrane \(Z_{\text{Monge}} = \int e^{-\beta \mathcal{H}} d\mathcal{H}_{\text{Monge}}, \) with \(d\mathcal{H}_{\text{Monge}} = \prod_{n=1}^{N_p-1} d\tilde{h}_n/\ell \equiv \prod_{n=1}^{N_p-1} d\tilde{h}_n/\ell\). We introduced in the last equality \(J_{h \rightarrow \tilde{h}}\) the Jacobian associated with the change of variables from the real to reciprocal space. Because of the linear relationship between the two sets of variables (Eq. 7), we know that \(J_{h \rightarrow \tilde{h}}\) is constant. Its value can be obtained, e.g., by calculating a simple Gaussian integral in both direct and reciprocal spaces. We show in Appendix A that, with our choice for normalization of Fourier coefficients, one has \(J_{h \rightarrow \tilde{h}} = ((N_p - 1)/2)^{N_p/2}\). Summing over all Fourier components \(\tilde{h}_n\) finally yields

\[
Z_{\text{Monge}} = J_{h \rightarrow \tilde{h}} e^{-\beta \mathcal{H}} \prod_{n=1}^{N_p-1} \frac{4\pi}{\beta L_p c^2 (\gamma_n^2 + q_n^4)}.
\]

Let us emphasize again that the number of molecules that compose the interface fluctuates, so \(Z_{\text{Monge}}\) is really a grand-canonical partition function. Assuming moderate tension and/or thermodynamic limit \((\sqrt{\beta}/\gamma \ll L_p)\), and using a continuous description of Fourier modes, it comes

\[
\ln Z_{\text{Monge}} = -\beta L_p \left( \gamma + \frac{k_B T}{2\pi} \int_0^{\pi/a_p} \ln \left[ \frac{\beta a_p c^2}{2\pi} (\gamma q^2 + q^4) \right] dq \right).
\]

Note that the introduction of the Jacobian \(J_{h \rightarrow \tilde{h}}\) ensures that \(\ln Z_{\text{Monge}}\) is extensive at the thermodynamic limit: \(\ln Z_{\text{Monge}} \propto L_p\). It will also affect the expression of the frame tension \(\tau\). We then obtain the average squared amplitude of height straightforwardly:

\[
\langle h^2 \rangle = -\kappa L_p \left( \frac{\partial \ln Z_{\text{Monge}}}{\partial q_n} \right) \bigg|_{T, \gamma} = \frac{2k_B T}{L_p} \frac{(\gamma_n^2 + q_n^4)}{4}. \quad (11)
\]

where \(\alpha_n = L_p (\gamma_n^2 + q_n^4)/4\). Actually, defining the fluctuation tension from the mean square amplitude of Fourier mode is not very convenient when it comes to compare between different thermodynamic ensembles, because the wavenumber does not necessarily follows the same discretization in different ensembles (e.g., multiples of \(\pi/L_p\) in ensemble where \(L_p\) is fixed, and multiples of \(\pi\) in ensemble where \(L\) is fixed). As a consequence, the variable \(\tilde{h}_n\) does not correspond to a same wavenumber value in different ensembles. To avoid this complication, we express the average of real variables such as the average squared height \(\langle h^2 \rangle\) or equivalently, the average membrane length \(L = L_p (1 + (\pi^2/2))\), which can be deduced directly from the partition function as:

\[
\langle L \rangle = L_p \left( 1 + \frac{k_B T}{2\pi} \int_0^{\pi/a_p} dq \frac{2\pi}{\gamma + q^4} \right) \quad (12)
\]

\[
\langle L \rangle = L_p \left( 1 + \frac{k_B T}{2\pi \sqrt{\gamma}} \left( \frac{\pi}{a_p} \frac{\sqrt{\gamma}}{2} \right) \right). \quad (13)
\]

Eqs 11 and 13 are the 1D versions of the expressions of \(\langle h^2 \rangle\) and \(\langle L \rangle\) derived for a 2D membrane with the Monge model. As announced above, within this description the fluctuation tension identifies with the intrinsic tension: \(r = \gamma\). In ref. the expression of \(\langle L \rangle\) has been derived assuming \(\sqrt{\kappa/\gamma} \gg a_p\), whereas Eq. 13 assumes \(\sqrt{\kappa/\gamma} \ll L_p\). Hence, both expressions converge to the same following formula within the range \(a_p \ll \sqrt{\kappa/\gamma} \ll L_p\):

\[
\langle L \rangle \approx L_p \left( 1 + \frac{k_B T}{4\sqrt{\kappa/\gamma}} \right). \quad (14)
\]

The frame tension is given by

\[
\tau = -k_B T \frac{\partial \ln Z_{\text{Monge}}}{\partial L_p} \bigg|_{T, \gamma} = \gamma + \frac{k_B T}{2\pi} \int_0^{\pi/a_p} \ln \left[ \frac{\beta a_p c^2}{2\pi} (\gamma q^2 + q^4) \right] dq \quad (15)
\]
whenever \( k \) is \( \ll \) \( \sqrt{\kappa/\gamma} \ll L_p \), verified by most membranes, this expression simplifies to:

\[
\tau = \gamma \left[ 1 + \frac{k_BT}{2\gamma a_p} \ln \left( \frac{\pi^3 \kappa \ell^2}{2 \pi^2 a_p^2 k_BT} \right) \right].
\]

(18)

Although the condition \( \sqrt{\kappa/\gamma} \gg a_p \) is not required for our purpose, it is easy to see in this regime that \( \gamma \) differs from \( \tau \) according to Eq. 14; the small fluctuations approximation is satisfied whenever \( k_BT/\sqrt{\gamma} \ll 1 \). Since \( \sqrt{\kappa/\gamma} \gg a_p \), \( k_BT/\gamma a_p \) can have any finite value. According to Eq. 18, one then has \( \tau \sim \gamma \) in general (anticipating that \( \gamma \sim a_p \), as we will argue in Section 4, the argument of the In function is \( \gg 1 \), so \( \gamma \approx \gamma \)). The specific case of an interface between two immiscible fluids, for which \( \kappa = 0 \), will be discussed in Section 5.3.

Note that including quartic terms in the expansion of the Helmholtz Hamiltonian would lead to corrective terms into the fluctuation spectrum and thus in the expression of \( r \). Using Wick's theorem, it comes that \( r = \gamma \left(1 + \mathcal{O}(k_BT/\gamma L)\right) \). Clearly, these corrective terms cannot yield \( r = \tau \), as this was already emphasized by Cai et al. In the rest of the manuscript we will not consider these corrections coming from the quartic terms in \( \mathcal{H} \).

2.2 \((T, \tau, L)\) ensemble

The same incompressible membrane is now treated within the \((T, \tau, L)\) ensemble in which the frame tension \( \tau \) and the membrane length \( L \) are fixed, while the projected length \( L_p \) fluctuates. The effective Hamiltonian associated with this ensemble is derived from \( \mathcal{H} \) by a double Legendre transform:

\[
\mathcal{H}' = \mathcal{H} - \gamma L - \tau L_p
\]

(19)

\[
\mathcal{H}' = \frac{\kappa}{2} \int_0^L C^2(s) ds - \tau \int_0^L \sqrt{1 - \left( \frac{dh}{ds} \right)^2} ds
\]

(20)

and its quadratic approximation writes:

\[
\mathcal{H}' = -\tau L + \int_0^L ds \left( \frac{\tau}{2} \left( \frac{dh}{ds} \right)^2 + \frac{\kappa}{2} \left( \frac{d^2 h}{ds^2} \right)^2 \right).
\]

(21)

Note that we have parametrized the height with the arc length \( s \) rather than \( x \), because \( L \) and not \( L_p \) is fixed here. Still using fixed boundary conditions \( h(x = 0) = h(x = L) = 0 \), we expand the membrane height as \( h(x) = \sum_{n=1}^{N-1} \tilde{h}_n \sin(n \pi x/L) \). The approximated Hamiltonian then rewrites:

\[
\mathcal{H}' = -L \left( \tau - \sum_{n=1}^{N-1} \left( \frac{\beta a_p^2}{2\pi^2} (\tau q_n^2 + \kappa q_n^4) \right) \right).
\]

(22)

where \( q_n = n \pi / L \). After integrating the canonical partition function \( Z = (N/2)^{N/2} \exp(-\beta \mathcal{H}') \prod_{n=1}^{N-1} dh_n / \ell \) over the variables \( h_n \), and still assuming moderate tension or thermodynamic limit \( (\sqrt{\kappa/\gamma} \ll L) \), we obtain

\[
\ln Z = B L \left( \frac{k_BT}{2\pi} \int_0^{\pi/a} \ln \left( \frac{\beta a_p^2}{2\pi} (\tau q^2 + \kappa q^4) \right) dq \right),
\]

(23)

where \( a = L/N \) is the patch length. It comes straightforwardly

\[
\langle \tilde{h}_n^2 \rangle = \frac{2k_BT}{L(\tau q_n^2 + \kappa q_n^4)}.
\]

(24)

Note that this expression is identical to Eq. 11 with the substitution \( \gamma \rightarrow \tau \) and \( L_p \rightarrow L \). From this observation, ref. 8 (see footnote 5 herein) argued that the fluctuation tension should be renormalized as \( r = (L_p/L)\tau \). However, as we already emphasized above, we are comparing the square amplitude of height for two different wavenumbers in the two ensembles, since here \( q_n = n \pi / L \neq n \pi / L_p \). Hence, \( \langle \tilde{h}_n^2 \rangle \) does not correspond to the same quantity in both ensembles. Instead, we compare the relation between membrane and frame length in both ensembles:

\[
\langle L_p \rangle = k_BT \frac{\partial \ln Z}{\partial \tau} = L \left( 1 - \frac{k_BT}{2\pi} \int_0^{\pi/a} dq \frac{1}{\tau + \kappa q^2} \right)
\]

(25)

\[
\langle L_p \rangle = L \left( 1 - \frac{k_BT}{2\pi} \arctan \left( \frac{\pi}{\sqrt{\kappa}} \right) \right).
\]

(26)

which can be inverted, in the regime of small fluctuations \( (L - L_p)/L_p \ll 1 \), as:

\[
\langle L_p \rangle = L \left( \frac{1}{2} \int_0^{\pi/a} dq \frac{1}{\tau + \kappa q^2} \right).
\]

(27)

The internal tension \( \gamma = k_BT \partial \ln Z / \partial L |_{\tau, \tau} \) expresses here as

\[
\gamma = \tau - k_BT \int_0^{\pi/a} dq \frac{1}{\tau + \kappa q^2}.
\]

(28)

Eq. 27 then implies that here \( r = \tau \). Moreover, following the same arguments as in Section 2.1, one can easily realize from Eq. 28 that \( \gamma \neq \tau \) for finite values of \( k_BT/\tau \).

Note that we took care to distinguish the patch length (named \( a_p \) and \( a \)) respectively in the two ensembles. It could be argued that the difference between these two cutoffs exactly compensate for the apparent difference in the expression of the average squared height or average length obtained in the two ensembles. A relation between \( a \) and \( a_p \) can be set by imposing ensemble equivalence for the average energy \( \langle \mathcal{H} \rangle \): according to equipartition theorem, each quadratic term in Eqs. 8 and 22 contributes \( k_BT/2 \) to the average energy. Thus, equivalence of ensemble requires that the number of modes in both ensembles, respectively \( N_p = L_p/a_p \) and \( N = L/a \), are equal. Clearly, with this relation Eqs. 24 and 27 do not match Eqs. 11 and 13. Therefore, ensemble equivalence is not satisfied for the average squared height or average length, in the thermodynamic limit \( (L, L_p \rightarrow \infty) \), in contradiction with fundamentals of statistical physics.

Let us emphasize that we assumed \( L_p \sqrt{\gamma/\kappa} \gg 1 \) in the calculations, so we are not in the vanishing tension regime, and the equivalence of ensembles is not questionable here. Indeed, Eq. 27 (or 13) shows that in this regime, \( L \) and \( L_p \) are extensive vari-
ables which are linearly related for a fixed tension. In the next two sections we identify the origins of the paradox we pointed out, and show that \( r = \tau \) is the correct result indeed.

3 Tracking the Monge model inconsistencies

The description of a membrane at the mesoscopic scale – where it appears as a continuous sheet – relies on a coarse-graining construction from its description at the atomic level. To understand the origin of the issue pointed above, it is useful to come back to the coarse-graining construction at the roots of the Monge model. As before, we consider a 1D incompressible membrane with fluctuating number of molecules. Our starting point is then the classical grand-canonical partition function of the lipid molecules that compose the membrane. After integrating over the molecules’ momenta, this writes:

\[
\Xi = \sum_{N} \frac{e^{\beta \mu_{0} N}}{N!} \int \cdots \int e^{-\beta U(\{r_{\alpha}\})} \prod_{\alpha=1}^{N} \frac{d^{2}r_{\alpha}}{2\pi},
\]

where \( N \) is the (fluctuating) number of molecules, the \( r_{\alpha} = (x_{\alpha}, y_{\alpha}) \) are their position vectors, \( \mu_{0} \) the chemical potential of the reservoir of molecules, \( U(\{r_{\alpha}\}) \) the intermolecular potential, and \( \lambda \) the thermal de Broglie length.

We now want to sum over all microstates corresponding to a same membrane shape. In a first step, we define a discrete interface by introducing \( N_{p} \ll N \) points (but \( N_{p} \gg 1 \)), whose locations are the coarse-grained degrees of freedom (dof) that define the membrane shape. In the Monge model, these points are distributed evenly on the reference axis \( x \), with fixed projected distance \( a_{p} \), and the height \( h_{n} \) of point \( n \) \((1 \leq n \leq N_{p})\) is defined as the height of the center of mass of \( x \) coordinate lies within \([na_{p}, (n+1)a_{p}]\). Note that this is not the only coarse-grained model we could build, e.g., rather than points evenly distributed along the reference frame, we could have chosen them evenly distributed along the membrane geometric support. Grouping all microscopic configurations with same heights \( \{h_{n}\} \), the partition function rewrites:

\[
\Xi = \cdots \int e^{-\beta \mathcal{H}^{*}(\{h_{n}\})} \prod_{n=1}^{N_{p}-1} (dh_{n}/\ell), \tag{29}
\]

where \( \mathcal{H}^{*}(\{h_{n}\}) \) is defined through:

\[
e^{-\beta \mathcal{H}^{*}(\{h_{n}\})} = \sum_{N} \frac{e^{\beta \mu_{0} N}}{N!} \int \cdots \int \prod_{\alpha=1}^{N} \frac{d^{2}r_{\alpha}}{2\pi} e^{-\beta U(\{r_{\alpha}\})} \times \prod_{n=1}^{N_{p}} \ell \delta (h_{n} - y_{n}(\{r_{\alpha}\})). \tag{30}
\]

In this equation \( y_{n}(\{r_{\alpha}\}) \) is the height of the center of mass of the patch \( n \), expressed in terms of the molecules coordinates \( r_{\alpha} \):

\[
y_{n}(\{r_{\alpha}\}) = \frac{\sum_{\alpha} \Pi_{n}(x_{\alpha}) y_{\alpha}}{\sum_{\alpha} \Pi_{n}(x_{\alpha})} \tag{31}
\]

where \( \Pi_{n} \) is the boxcar function, defined as

\[
\Pi_{n}(x) = \begin{cases} 1, & \text{if } x \in [na_{p}, (n+1)a_{p}] \\ 0, & \text{else.} \end{cases}
\]

Within the context of a continuum model, the quantum of height fluctuations \( \ell \) introduced in Eq. (29) may be thought of as an arbitrary coarse-graining length for vertical displacements, so that the height of a patch center must be increased or decreased by an amount \( \ell \) or greater before its new height is treated as distinct from its old one in the sum over membrane configurations(32). At the microscopic level, \( \ell \) is actually related to the range of the interaction potential \( U(\{r_{\alpha}\}) \) between molecules.

In the continuous limit \((N_{p} \rightarrow \infty, a_{p} \rightarrow 0)\), \( \Xi \) is expressed as a functional integral

\[
\Xi = \int e^{-\beta \mathcal{H}[\mathcal{D}]} \mathcal{D}[\mathcal{H}], \tag{33}
\]

where \( \mathcal{H}[\mathcal{D}] \) is the Helfrich Hamiltonian (Eq. 5) and \( \mathcal{D}[\mathcal{H}] \) is the measure for functional integration, which should physically correspond to an integration over all interface configurations, not counting any configuration twice. Comparing Eqs. (29) and (33) it is tempting to identify \( \mathcal{H}[\mathcal{D}] \) with \( \mathcal{H}^{*}(\{h_{n}\}) \), and the integration measure \( \mathcal{D}[\mathcal{H}] \) with \( \mathcal{D}[\mathcal{H}]_{\text{Monge}} \equiv \prod_{n=1}^{N_{p}-1} (dh_{n}/\ell) \). This is actually the identification made in the Monge model. However, other choices are possible: we can introduce any function \( f(\{h_{n}\}) \) and make the identification \( \mathcal{D}[\mathcal{H}] \equiv f(\{h_{n}\}) \prod_{n=1}^{N_{p}-1} (dh_{n}/\ell) \), \( \mathcal{H}[\mathcal{H}] \equiv \mathcal{H}^{*}(\{h_{n}\}) + k_{B}T \ln f(\{h_{n}\}) \). At this point, it may seem artificial or useless to introduce such a function, as the two terms cancel each other. However, the expression of \( \mathcal{H}[\mathcal{D}] \) (Eq. 5) is obtained from an independent reasoning, based on symmetry and
invariance properties, and not through the identification with the microscopic description above\cite{4,6}. Therefore, the \( f \) function appears in the measure only, and it is important to have the correct one to evaluate \( \Xi \) correctly. Both \( \mathcal{H}[h] \) and \( \mathcal{D}[h] \) are quantities that should depend solely on the interface shape, and not on the way the surface is parametrized. They should also be invariant under translation and rotation, as \( \Xi \). These properties restrain the possible expressions for \( f \). Actually, there is something wrong with the choice made within the Monge model (\( f \equiv 1 \)): the Hamiltonian \( \mathcal{H} \) does not satisfy rotational invariance, because of the Delta Dirac terms in Eq. (\ref{eq:30}) and thus should not be identified with the (rotationally invariant) Helfrich Hamiltonian \( \mathcal{H}[h] \). Likewise, the measure \( \mathcal{D}[h]_{\text{Monge}} \) does not satisfy rotational invariance, as pointed out by Cai et al.\cite{3}. Hence, there is a clear inconsistence in the Monge model: in one hand, the model uses the rotationally invariant Helfrich Hamiltonian for the continuous description of the interface, implying a non-trivial function \( f \) to ensure that \( e^{-\beta \mathcal{H}^* ((h_{nm})) / f ((h_{nm}))} \) is rotationally invariant. On the other hand, the naive integration measure used in the model sets \( f ((h_{nm})) = 1 \). Stated differently, identifying \( \mathcal{H}^* \) with the Helfrich Hamiltonian (or its quadratic approximation) and using \( \mathcal{D}[h]_{\text{Monge}} \) as integration measure are incompatible choices to make \( \Xi \) rotationally invariant. It is also clear that replacing the Helfrich Hamiltonian with its quadratic approximation cannot be the (only) cause of the rotational non-invariance of \( \Xi \), contrary to what has been argued in previous studies\cite{18,29}, the \( f \) function that makes \( e^{-\beta \mathcal{H}^* ((h_{nm})) / f ((h_{nm}))} \) is still different from 1.

To restore the rotational invariance of \( \Xi \), Cai et al.\cite{3} introduced two corrective terms to the Monge measure. The first one, named Faddeev-Popov term, corrects the fact that the Monge measure \( \mathcal{D}[h]_{\text{Monge}} \) induces over-counting of configurations of a fluid membrane. Indeed, the infinitesimal vertical displacement \( dh_n \) of point \( n \) has a component which is locally tangent to the bilayer. At first order, this locally tangent displacement does not change the shape of the membrane, and then should be disregarded to avoid multiple counting of a same configuration\cite{29}. Faddeev-Popov term regularizes this overcounting by removing the locally tangential component from the measure. However, Cai et al. acknowledged that this term is still not sufficient to restore the rotational invariance of \( \Xi \). They introduced a second term, named Liouville term, to meet this requirement. The interpretation of this term is less obvious, but the above derivation of the coarse-graining procedure helps us to gain insight on its origin: we passed from a fined-grained description where the number of molecules fluctuates, to a coarse-grained description, where the number \( N_p \) of membrane patches is fixed (while their masses fluctuate). But \( N_p \) or equivalently the projected distance \( a_p = L_p / N_p \) has been chosen arbitrarily. Its value should be related to the average of the fluctuating number of molecules that compose the interface. An alternative approach, which we will develop in the next section, is to let this number of patches fluctuate by grouping a fixed number of molecules on every patch.

Note that Cai et al. determine the expression of the Liouville term by imposing \( r = \tau \), which is required by the rotational invariance of \( \Xi \). Hence, the equality \( r = \tau \) is not an outcome of the correction, but a requisite instead. In the next Sections we show that a consistent expansion of the Hamiltonian and the measure – what requires to take the fluctuating character of the number of patches into account – allows us to obtain \( r = \tau \).

4 Fixing Monge model: a self-similar coarse-graining

The previous section showed that the Monge model is built on the passage from a fined-grained description in which the number of molecules (with fixed masses) fluctuates to a coarse-grained description in which the number of patches (with fluctuating masses) is fixed. No relation is set on the number of such patches and the average number of molecules in the membrane. We develop here an alternate coarse-graining in which each patch contains a fixed number of molecules. The number of patches \( N \) is then a fluctuating variable, and considering that the membrane is incompressible, the average number of patches is here trivially related to the average number of molecules in the membrane. This “self-similar” coarse-graining does not alter the system description: like in the fined-grained description, the membrane is made of a fluctuating number of particles (the patches) with fixed masses, and distributed evenly along the membrane physical length. Furthermore, since patches are all identical, a chemical potential of the patches \( \mu \) can be defined unambiguously, and is related to the chemical potential of molecules \( \mu_0 \) through \( \mu = \mu_0 \Gamma a \), where \( a \) is the size of a patch and \( \Gamma \) the linear density of molecules. The definition of a unique chemical potential is less obvious within the Monge model, where patches do not have constant sizes. The intrinsic tension \( \gamma \) of the membrane is defined as \( \gamma = -\mu / a \).

For a 1D incompressible membrane, patches can only rotate and translate. This is why the 1D case is much simpler than its two-dimensional counterpart, whose patches also deform from one configuration to another, as changes in membrane conformation are generally not isometric. A coarse-grained configuration of the 1D membrane is then specified by the number of patches it contains \( N \), and the orientation \( \theta_n \) of each one of them. However, the variables \( \theta_n \) cannot vary independently as the projected membrane length of the \( x \) and \( y \) axes are fixed. Each coarse-grained configuration of the membrane is counted only once in the evaluation of the grand-canonical partition function by summing uniformly over the patch orientations which are compatible with these constraints. Grouping all fine-grained configurations corresponding to a given value of the variables \( \theta_n \), the grand-canonical partition function becomes:

\[
\Xi = \sum_{N \geq N_0} \int e^{-\beta \mathcal{H}^* ((h_{nm}))} \mathcal{D}_N[\theta], \tag{34}
\]

where \( N_0 = L_p / a \) is the minimal number of patches, and

\[
\mathcal{D}_N[\theta] \equiv \delta \left( a \sum_{k=0}^{N-1} \cos \theta_k - L_p \right) \delta \left( a \sum_{k=0}^{N-1} \sin \theta_k \right) \prod_{n=0}^{N-1} d\theta_n. \tag{35}
\]

In the continuous limit (\( N \to \infty, a \to 0 \), with \( Na = L \)), the membrane is parametrized by the local tangent angle \( \theta(s) \) along the curvilinear coordinate \( s \) (\( s \in [0, L] \)). Clearly, the measure \( \mathcal{D}_N[\theta] \) is invariant by rotation of the reference frame. Subsequently the
coarse-grained Hamiltonian $\mathcal{H}^*\{\theta_p\}$ is also rotationally invariant and can be identified with the Helfrich Hamiltonian Eq. [5], which rewrites in terms of $\theta(s)$ as

$$\mathcal{H} = \int_0^L ds \left\{ \gamma + \frac{k}{2} \left( \frac{d\theta}{ds} \right)^2 \right\}, \quad \text{(36)}$$

In order to evaluate $\Xi$, we now assume small fluctuations: $\cos \theta_k \approx 1 - \frac{\theta_k^2}{2}$, $\sin \theta_k \approx \theta_k$. In the continuous limit, the two constraints rewrite as

$$L - \int_0^L \frac{\theta^2(s)}{2} ds = L_p, \quad \int_0^L \theta(s) ds = 0.$$  

Note that this expansion breaks the rotational invariance of the measure $\mathcal{P}_N[\theta]$, but is consistent with the expression of the Helfrich Hamiltonian Eq. [36], which is limited to quadratic terms in $\theta(s)$. Expressing the first constraint with help of the identity

$$\delta(x) = \frac{1}{2\pi i} \int_{-i\infty}^{i\infty} e^{\omega x} d\omega,$$  

the partition function rewrites:

$$\Xi \simeq \int_{L \geq L_p} \frac{dL}{L} e^{-\beta \gamma L} \int_{\theta_{-\infty}}^{\theta_{+\infty}} \frac{d\omega (L-L_p)}{2\pi i} e^{-\omega \frac{\theta^2}{2} + \omega \theta} ds$$

$$\int_{-i\infty}^{i\infty} \frac{d\omega}{2\pi i} e^{\omega \frac{\theta^2}{2} - \omega \theta} ds$$

where $\mathcal{P}_N[\theta(s)] \equiv \delta(\sum_{p=1}^N \theta_p) \prod_{n=1}^{N-1} d\theta_n$. Introducing the Fourier expansion $\theta(s) = \sum_{p=1}^{N-1} \theta_p \cos(p \pi s/L)$, in which the zeroth order term has been eliminated to satisfy the second constraint, it comes:

$$\Xi \simeq \int_{L \geq L_p} \frac{dL}{a} e^{-\beta \gamma L} \int_{-i\infty}^{i\infty} \frac{d\omega (L-L_p)}{2\pi i} e^{-\omega \frac{\theta^2}{2} + \omega \theta} ds$$

$$\times J_{\theta \rightarrow \tilde{\theta}} \prod_{p=1}^{N-1} \frac{d\tilde{\theta}_p}{\tilde{\theta}_p} \exp \left[ -\frac{L}{4\beta} (\beta \kappa \theta^2_p + \omega) \sum_{p=1}^{N-1} \tilde{\theta}_p^2 \right]. \quad \text{(39)}$$

We show in Appendix B that the Jacobian associated with the change of variables is still $J_{\theta \rightarrow \tilde{\theta}} \approx (N/2)^{N/2}$ when $N = L/a \gg 1$. Here again, taking the Jacobian into account ensures that $\ln \Xi$ is an extensive quantity for large membranes, and will also affect the expression of the frame tension $\tau$. After integrating over the $\tilde{\theta}_p$ variables, we get:

$$\Xi = \int_{L \geq L_p} \frac{dL}{a} \int_{-i\infty}^{i\infty} \frac{d\omega}{2\pi} e^{\frac{\omega L - \gamma L}{2}}$$

$$\times \frac{\beta \alpha}{4\beta} \left[ \frac{\alpha}{\beta} \right] \left[ \frac{\kappa}{\beta} \right] \left( \frac{\kappa}{\beta} \right)^L \left( \frac{\kappa}{\beta} \right)^{L_p}$$

where $g(\omega, L) = -\beta \gamma L + \omega (L - L_p) - Lu(\omega)$, with $u(\omega) = \int_0^\pi d\varphi \ln \left[ \frac{\varphi}{\pi} \sqrt{(\omega + k\beta q^2)} \right] dq/2\pi$. Here again, we assumed $\sqrt{\kappa}/\gamma \ll L$ so that the lower bound in the integral is $\omega = 0$.

This double integral can be evaluated in the thermodynamic limit ($L, L_p \to \infty$) thanks to the saddle point approximation: $\Xi \approx e^{\frac{\omega \theta^2}{2}}$ where $\omega^*$ and $L^*$, the values of $\omega$ and $L$ that extremize $g(\omega, L)$, are given implicitly by:

$$(L^* - L_p) - L^* \omega^* (L^*) = 0, \quad \text{(41)}$$

and

$$\omega^* = u(\omega^*) + \beta \gamma. \quad \text{(42)}$$

Using this last equation, it comes: $\ln \Xi = g(\omega^*, L^*) = -\omega^* L^*$. From Eq. [42] we also see that $\omega^*$ is independent of $L_p$, so the frame tension is $\tau = -k_B T \partial \ln \Xi / \partial L_p = k_B T \omega^*$. Injecting this relation into Eq. [42] finally yields:

$$\gamma = \tau - \frac{k_B T}{2\pi} \int_{-i\infty}^{i\infty} \frac{d\omega}{2\pi i} \left[ \frac{\beta \alpha}{\beta} \left( \frac{\kappa}{\beta} \right)^2 \right] dq$$

$$\ln \Xi = -L_p \beta \left[ \frac{\gamma + k_B T}{2\pi} \int_{-i\infty}^{i\infty} \ln \left[ \frac{\beta \alpha}{\beta} \left( \frac{\kappa}{\beta} \right)^2 \right] dq \right]. \quad \text{(44)}$$

Eq. [44] is identical to Eq. [10] derived with the Monge model, just by replacing $\gamma$ with $\tau$ and taking $\ell = \alpha \pi / \beta$. The quantum of height fluctuations is then of the order of magnitude of a patch size (which is few molecule sizes), while Morse et al. argued that should be of the order of the de Broglie length (which is smaller than molecule size). However, if we had introduced a quantum of angle fluctuations $\Theta$ in the integration measure, i.e. $\mathcal{P}_N[\theta(s)] \equiv \delta(\sum_{p=1}^N \theta_p) \prod_{n=1}^{N-1} d\theta_n/\Theta$, we then would end up with $\ell = \Theta \alpha / \pi$.

Equation [43] can be inverted for small fluctuations ($k_B T / \sqrt{\kappa} \ll 1$). The frame tension is thus

$$\gamma = \tau + k_B T \frac{\beta \alpha}{\beta} \int_{-i\infty}^{i\infty} \ln \left[ \frac{\beta \alpha}{\beta} \left( \frac{\kappa}{\beta} \right)^2 \right] dq \left[ 1 + O \left( \frac{k_B T}{\sqrt{\kappa}} \right) \right], \quad \text{(45)}$$

in agreement with previous studies.

The average length is $\langle L \rangle = -k_B T \partial \ln \Xi / \partial \gamma = k_B T L_p \partial \omega^* / \partial \gamma$. 

---

*Fig. 2 Coarse-grained models of an incompressible lipid bilayer in the $(T, L_p, \gamma)$ ensemble. (a) Monge model, in which every patch has a fixed projected length $a_p$, and contains a fluctuating number of molecules; (b) Self-similar coarse-grained description, in which every patch has a fixed length $a$ and contains a fixed number of molecules.*
Deriving Eq. \[42\] with respect to \(\gamma\) gives: \(\partial \omega^*/\partial \gamma = u'(\omega^*)\partial \omega^*/\partial \gamma + \beta\). Together with Eq. \[41\] this yields \(\partial \omega^*/\partial \gamma = \beta L^*/L_p\), and thus \((L) = L^*\): the average and most probable values coincide, as expected. Equation \[41\] then rewrites

\[
L_p = (L) \left(1 + \frac{k_B T}{2 \pi} \int_0^{a/a^*} dq \frac{d q}{\tau + k q^2}\right). \tag{46}
\]

This equation is identical to Eq. \[26\] derived in the \((T, \tau, L)\) ensemble. Assuming small fluctuations, the relation is inverted as

\[
(L) = L_p \left(1 + \frac{k_B T}{2 \pi} \int_0^{a/a^*} dq \frac{d q}{\tau + k q^2}\right). \tag{47}
\]

Eq. \[47\] is then identical to Eq. \[12\] with the substitution \(\gamma \to \tau\) (and the undetermined length \(a_p\) replaced with the physical patch length \(a\)). Using the same substitution in Eq. \[11\] the height fluctuations are characterized by:

\[
\langle \ell^2_n \rangle = \frac{2k_B T}{L_p(\tau \alpha^2 + k \alpha^2)}. \tag{48}
\]

These results prove that the fluctuation tension \(r\) does coincide with the frame tension \(\tau\), in agreement with Cai et al. It is also worth noticing that Eq. \[46\] suggests a linear scaling of \((L - L_p)\) with \((L)\) rather than \(L_p\), when departing from the regime of small fluctuations, in agreement with the numerical findings of ref. \[31\].

5 Discussion

5.1 Varying patch number is mandatory to recover \(r = \tau\)

Starting from a coarse-grained description in which both the Hamiltonian and the measure are rotationally invariant, we were able to recover \(r = \tau\) for an incompressible membrane within the \((T, L_p, \gamma)\) ensemble. However, let us emphasize again that to obtain this result, we used a quadratic expansion of the measure \(\mathcal{D}_N[\theta]\) to breaking its rotational invariance. Moreover, the approximation \(\sin \theta(s) \approx \theta(s), \cos \theta(s) \approx 1 - \theta(s)^2/2\) used in the measure is equivalent to assume that \(\theta(s) \approx h(s)\). Therefore, the associated measures are also linearly related: \(\mathcal{D}_N[\theta] = \mathcal{D}_N[\theta^N]\) (the factor \(\ell^N\) has been introduced to make the measure dimensionless), with \(\ell = 1/\alpha^N\) (the derivation of this Jacobian is reported in Appendix \[C\]). Accordingly, the Faddeev-Popov corrective term, which is a correction to the linear relationship between the two measures, and whose expression is derived in Appendix \[C\] is a second order correction to the expression of \(\tau\), in agreement with Cai et al.\[31\] Moreover, inserting \(\theta(s) \approx dh/ds\) in Eq. \[35\] breaks the rotational invariance of the Hamiltonian. Yet, substituting \(\theta(s) \to dh/ds\) (and using \(\ell = \alpha/\alpha^N\)) in the grand-canonical partition function (Eq. \[38\]) will not change its final expression (Eq. \[44\]). Hence, the use of an approximated Hamiltonian cannot explain the Monge model inaccuracies and the non-equivalence of ensembles discussed in Section 2 either. This should come as no surprise: ensemble equivalence is a very general feature of standard statistical physics and does not makes any assumption on the realism of the Hamiltonian. It can also be noticed that in the ensemble \((T, \tau, L)\), we obtained \((\ell) = r = \tau\) while using both an approximated measure and an approximated Hamiltonian. Therefore, the only remaining reason why the Monge model in the \((T, L_p, \gamma)\) does not give the right value for \(r\) is because it disregards the inherent fluctuation of the number of patches. This correction can be identified with the Liouville corrective term introduced in \[31\]. Note that the saddle point approximation we used in our derivation allows us to replace the sum over the patch number with a fixed ad-hoc patch number \(N^*\), and can be interpreted as a correction (so-called Liouville correction) to the Monge measure. However, for calculating accurately other quantities, such as \(\langle h^4\rangle\), the other corrections to the Monge model (expansion of \(\mathcal{H}\) to higher terms, and Faddeev-Popov term) might be mandatory.

5.2 The case of a compressible membrane

At this point, one question still remains: we mentioned in the introduction that the same Helfrich Hamiltonian also applies to compressible membranes with fluctuating surface area but fixed number of molecules; the term \(\gamma T\) then corresponds to a stretching energy. This is the point of view adopted by Farago and Pincus. For a 1D membrane, the relevant thermodynamic ensemble is the ensemble of fixed temperature, number of patches and projected length, \((T, N, L_p)\). How can we then explain that the result obtained with the Monge model \((r = \gamma)\) is still not correct in this ensemble? Clearly, the issue cannot be associated with a fluctuating number of patches as in the \((T, \gamma, L)\) ensemble. Farago then invoked the lack of rotational invariance of the approximated Hamiltonian to explain the inaccuracies in the Monge model. Yet, we obtained \(r = \tau\) in the \((T, L_p, \gamma)\) and \((T, L_p, \gamma)\) ensembles while using the very same approximated Hamiltonian, and all three ensembles should be equivalent in the thermodynamic limit. More likely, the issue originates from the measure \(\mathcal{D}_N[\theta]_{\text{Monge}}\) that still does not properly enumerates the membrane configurations: because the allowed displacements of the patches are those which keep uniform patch length, we should consider all the possible membrane conformations for a given patch length \(a\), and sum over all possible values of \(a\). The partition function then writes:

\[
\Xi = \int_{\mathcal{D}_N[\theta]} \frac{d \theta}{e^{-\beta \mathcal{H}[\theta]}} \mathcal{D}_N[\theta], \tag{49}
\]

where \(\mathcal{D}_N[\theta]\) and \(\mathcal{H}[\theta]\) are given by Eqs. \[35\] and \[36\] respectively. Taking the fluctuating character of the patch size \(a\) is thus essential to get the correct result, the same way that the fluctuation of patch number is essential to recover \(r = \tau\) in the \((T, L_p, \gamma)\). Indeed, in both cases this boils down to sum over membrane length \(L\), and the partition function \[38\] is in fact identical to Eq. \[38\].

5.3 The case of a fluid interface

We finally focus our attention to the case of an interface between two immiscible fluids, and ask ourselves whether internal and frame tensions should be distinguished. At the difference of a membrane, an interface between two immiscible fluids has no bending rigidity (\(\kappa = 0\)). The interface is stabilized by the surface tension only, whose origin comes from a non-affinity between molecules of the two bulk phases and therefore is very different from – and usually much larger than – typical tension value in a membrane. The high tension criterion \(k_B T/\tau a \ll 1\), which
is required to be in the small fluctuations regime (Eq. 27) when \( \kappa \to 0 \), is then satisfied. According to Eq. 45, \( \tau \) and \( \gamma \) are then equal up to \( O((k_BT/\tau a)^2) \) and so can be used indifferently in the expressions of the height and length fluctuations of a fluid interface.

6 Conclusion

In summary, starting from the description of a membrane at the molecular level, we first revealed the inconsistencies lying in the foundations of the Monge model to describe the statistics of an incompressible membrane: the choices made for the expression of the coarse-grained Hamiltonian (or its quadratic approximation) and that of the integration measure are not compatible choices to build a free energy that satisfies rotational invariance. By analyzing the simpler case of a 1D membrane, for which an integration measure that satisfies rotational invariance can be built from first principles, we found in agreement with previous studies that the lack of rotational invariance of the measure used in the Monge model has two origins itself: first, it assumes a fixed number of patches, while for an incompressible membrane with fluctuating length the number of patches must fluctuate; and second, for a given number of membrane patches, there is an over-counting of membrane configurations because the size of a patch is allowed to vary with this linear measure. Finally, using a consistent expansion of the measure and the Hamiltonian, we were able to prove that the frame tension \( \tau \) drives the thermal fluctuations of a membrane. Our analysis then shows that to obtain this result, rotational invariance of the Hamiltonian is not necessary, and one can use its quadratic approximation. Only the measure used in the Monge model must be amended, in agreement with Cai et al., although its rotational invariance is not required either. In fact, the only correction that must be taken into account is the fluctuating character of the membrane length. We believe that the multiplicity of the arguments advanced to justify that \( r = \tau \) will reinforce the conviction in these results, and hence will encourage the use of the correct expressions in future studies. As a final note, let us emphasize that the Helfrich model represents a simplified version of a real membrane; in particular it is described as an infinitely thin sheet, and energy does not depend on the local lipid concentration along the membrane. All the discussion about whether \( r = \tau \) or not is restricted in the context of this specific theoretical framework. But real membranes are more complex, and recent particle-based numerical simulations taking into account the fluctuations of lipid concentration and membrane thickness have been performed in recent years. These simulations have shown that for membranes under very strong stretching, the fluctuation tension deviates from the frame tension. A possible explanation for this result is the existence of a coupling term between membrane height and membrane thickness.
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Appendix

A Expression of \( J_{h \rightarrow h} \)

The integration measure in the Monge model is \( \mathcal{D}[h]_{\text{Monge}} = \prod_{n=1}^{N-1} dh_n/\ell \equiv J_{h \rightarrow h} \prod_{n=1}^{N-1} dh_n/\ell \), where \( J_{h \rightarrow h} \) is the constant Jacobian associated with the linear change of variables Eq. 7. Its value can be obtained e.g., by calculating a simple Gaussian integral \( \mathcal{I} \) in both direct and reciprocal spaces. Using the identity 

\[
J_{h \rightarrow h} = a_p \sum_{n=1}^{N-1} h_n^2 = (L_p/2) \sum_{n=1}^{N-1} h_n^2,
\]

the integral writes

\[
\mathcal{I} = \int \mathcal{D}[h] e^{-a_p \sum_n h_n^2} = J_{h \rightarrow h} \int \mathcal{D}[\tilde{h}] e^{-a_p \sum \tilde{h}_n^2},
\]

where \( \alpha \) is any constant with positive real part. The first expression gives \( \mathcal{I} = (\pi/\alpha a_p)^{(N-1)/2} \), and the second one \( \mathcal{I} = J_{h \rightarrow h} (2\pi/L_p)^{(N-1)/2} \). Therefore, \( J_{h \rightarrow h} = (N/2)^{(N-1)/2} \).

B Expression of \( J_{\theta \rightarrow \hat{\theta}} \)

We evaluate the Jacobian \( J_{\theta \rightarrow \hat{\theta}} \) associated with the linear change of variables \( \{ \theta_n \} \rightarrow \{ \hat{\theta}_p \} \), with \( \theta_n = \sum_{m=0}^{N-1} \hat{\theta}_p \cos(p\pi n/N), n \in \{0,\ldots,N-1\} \). As in Appendix A, \( J_{\theta \rightarrow \hat{\theta}} \) is obtained by evaluating a simple integral expressed with both sets of variables. Note however that here the \( N \) variables \( \theta_n \) are not independent, but are constrained by \( \sum_{n=0}^{N-1} \sin \theta_n \approx 0 \). This constraint is properly taken into account by introducing a Dirac delta in the integration. For the variables \( \{ \hat{\theta}_p \} \) on the other hand, this constraint simply reads \( \hat{\theta}_0 = 0 \). The second constraint of fixed projected length \( \sum_{n=0}^{N-1} \cos \theta_n = L_p \) does not need to be considered to evaluate \( J_{\theta \rightarrow \hat{\theta}} \), since its value does not depend on the choice of the integral to evaluate. Let us then evaluate the integral

\[
\mathcal{I} = \int e^{-\sum_n \hat{\theta}_p^2} \mathcal{D}[\theta],
\]

with \( \mathcal{D}[\theta] \equiv \delta(\sum_{n=0}^{N-1} \theta_n) \prod_{n=0}^{N-1} d\theta_n \). Using the identities \( \delta(x) = \int_{-\infty}^{+\infty} e^{iqx}/2\pi, \) and \( \int_{-\infty}^{+\infty} \exp[iq\theta_n - \theta_n^2] d\theta_n = e^{-q^2/4} \sqrt{\pi} \), it comes:

\[
\mathcal{I} = \frac{\pi^{N/2}}{2\pi} \int_{-\infty}^{+\infty} dq e^{-Nq^2/4} = \frac{\pi^{(N-1)/2}}{\sqrt{N}}.
\]

The integral \( \mathcal{I} \) rewrites with variables \( \hat{\theta}_p \) as

\[
\mathcal{I} = J_{\theta \rightarrow \hat{\theta}} \int e^{-\frac{\pi}{2} \sum_{p=1}^{N-1} \hat{\theta}_p^2} \prod_{p=1}^{N-1} d\hat{\theta}_p
\]

\[
= J_{\theta \rightarrow \hat{\theta}} (2\pi/N)^{\frac{N-1}{2}},
\]

where we used the equality \( \sum_{n=0}^{N-1} \theta_n^2 = \frac{N}{2} \sum_{p=1}^{N-1} \hat{\theta}_p^2 \). Comparing both expressions Eqs. 53 and 55 finally yields

\[
J_{\theta \rightarrow \hat{\theta}} = \left( \frac{N}{2} \right)^{\frac{N-1}{2}},
\]

Hence, for \( N \gg 1 \), \( \ln J_{\theta \rightarrow \hat{\theta}} \sim \frac{N}{2} \ln \frac{N}{2} \).
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C Expression of $J_{\theta \rightarrow h}$

The two sets of variables are related through $\theta_n = \arcsin((h_{n+1} - h_n)/a)$. Since $h_0 = h_N = 0$, and $\theta_{N-1} = -\sum_{k=0}^{N-2} \theta_k$, there are $N-1$ independent variables for each set. The Jacobian matrix associated with the change of variables $\theta_n \rightarrow h_n$ is

$$J_{m,n} = \frac{\partial \theta_m}{\partial h_{n+1}} = \begin{cases} \frac{1}{a} \sqrt{1 - \left(\frac{h_{n+1} - h_n}{a}\right)^2} & \text{if } n = m \\ \frac{-1}{a} \sqrt{1 - \left(\frac{h_{n+1} - h_n}{a}\right)^2} & \text{if } n = m - 1 \\ 0 & \text{else.} \end{cases}$$

(57)

and thus its determinant is

$$J_{\theta \rightarrow h} = \frac{1}{a^N} \prod_{n=1}^{N-1} \left(1 - \left(\frac{h_n - h_{n+1}}{a}\right)^2\right)^{-1/2}.$$  

(58)

At first order, $\theta(s) \approx dh/ds$, and then:

$$J_{\theta \rightarrow h} \approx \frac{1}{a^N}. \quad (60)$$

Note that expanding the logarithm at next order yields, in the continuous limit:

$$J_{\theta \rightarrow h} \approx \frac{1}{a^N} \exp \left[ -\frac{1}{2} \sum_{n=1}^{N-1} \ln \left( 1 - \left(\frac{h_n - h_{n+1}}{a}\right)^2 \right) \right]. \quad (59)$$

(61)

in which we recognize the Faddeev-Popov corrective term[3].
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