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Abstract. We show that the values of a certain family of weakly holomorphic modular functions at points in the divisors of any meromorphic modular form with algebraic Fourier coefficients are algebraic. We use this to extend the classical result of Schneider by proving that zeros or poles of any non-zero meromorphic modular form with algebraic Fourier coefficients are either transcendental or imaginary quadratic irrational.

1. Introduction

Throughout the paper, we call a modular form, which is holomorphic away from the infinity, weakly holomorphic and write $M_k^\#(N)$ to denote the space of the infinite dimensional complex vector space of weakly holomorphic modular forms of weight $k$ for $\Gamma_0(N)$. Then the modular $j$-function defined for $\tau$ in the complex upper half-plane $\mathbb{H}$ by

$$j(\tau) := q^{-1} + 744 + 196884q + 21493760q^2 + \cdots, \quad (q = e^{2\pi i \tau})$$

is a weakly holomorphic modular function on the full modular group $\Gamma(1) = SL_2(\mathbb{Z})$. It follows from the theory of complex multiplication that if $\tau$ is an imaginary quadratic irrational number, then $j(\tau)$ is an algebraic integer, known as singular moduli. In 1937, Schneider [21] showed that the values of the $j$-function at algebraic number of degree larger than 2 are transcendental.

For the normalized Hecke operator $T(n)$, the weakly holomorphic modular functions given by

$$(1.1) \quad J_n(\tau) := (j(\tau) - 744)|T(n), \quad (n \geq 1)$$

and $J_0(\tau) := 1$ form a basis of $M_k^\#(1)$. In [4, Corollary 2], Bruinier, Kohnen and Ono proved that the sum of the values of $J_n$ at the points in the divisor of an algebraic modular form on $\Gamma(1)$ are algebraic, and also the values of $j$ at those points are algebraic. Therefore, the result of Schneider leads us to conclude that zeros and poles of an algebraic modular form of level 1 are transcendental or imaginary quadratic irrational. The arguments in [4] is constructive in that it proposes a method for obtaining the minimal polynomials of the algebraic values of $j$.

Gun, Murty and Rath [13, Theorem 6] later showed that zeros of an algebraic modular form of
forms that vanish at all cusps except for the infinity. We write for each 
\( f_{1,m}(\tau) = J_m(\tau) \) and \( g_{N,n}(\tau) \) for the action of \( \Gamma(1) \) on \( \mathbb{H} \). Using this elegant result of Rankin and Swinnerton-Dyer along with the result of Schneider and the theory of complex multiplication, Kohnen \[18\] proved that the zeros of both \( E_k(\tau) \) and \( J_n(\tau) \) in \( \mathcal{F} \), other than \( i \) or \( \rho := e^{2\pi i/3} \), are transcendental.

Duke and Jenkins \[11\] also studied the location of zeros of a family of weakly holomorphic modular forms for \( \Gamma(1) \). For even weight \( k = 12\ell + k' \), where \( k' \in \{0, 4, 6, 8, 10, 14\} \), they constructed a basis

\[ \{ f_{k,m} = q^{-m} + O(q^{\ell+1}) | m \geq -\ell \} \]

of \( M^\eta_k(1) \) and showed that when \( m \geq |\ell| - \ell \), the zeros of \( f_{k,m} \) all lie on the unit circle. Shortly thereafter, applying Kohnen’s method, Jennings-Shaffer and Swisher \[14\] proved that these zeros, other than \( i \) and \( \rho \), are transcendental.

In this paper, we investigate the algebraic nature of divisors of an algebraic modular form on \( \Gamma_0(N) \) for any given level \( N \). In \[15\], the authors constructed a reduced row echelon basis for \( M^\eta_k(N) \). Assume, for simplicity, \( \infty \) is not a Weierstrass point of \( X_0(N) \). Then if \( m \geq g + 1 \), when \( g := g(N) \) is the genus of \( X_0(N) \) with \( g > 0 \), there is always a weakly holomorphic modular function that has only pole at \( \infty \) of order \( m \) by the Weierstrass gap theorem. By performing Gauss elimination on the coefficients of these functions, we can obtain the unique modular function of the form

\[ f_{N,m}(\tau) = q^{-m} + \sum_{\ell=1}^{g} a_N(m, -\ell) q^{-\ell} + O(q) \]

for each \( m \geq g + 1 \). Taking account of Yang’s construction of the two generators of the function fields of the modular curves \( X_0(N) \) in \[22\], which can be represented in terms of Dedekind eta-functions or generalized Dedekind eta-functions, we can assure that the coefficients of \( f_{N,m} \) are all algebraic, and most likely rational. Furthermore, for each \( m \), \( f_{N,m} = Q_m(f_{N,g+1}, f_{N,g+2}, \ldots, f_{N,2g+1}) \) for some polynomial \( Q_m \) in \( X_1, \ldots, X_{g+1} \) with algebraic coefficients. When \( g = 0 \), obviously, we take \( f_{N,1} \) as the Hauptmodul of \( \Gamma_0(N) \) and \( f_{N,m} \) as the Faber polynomial in \( f_{N,1} \). Suppose the basis elements have the Fourier expansion

\[ f_{N,m}(\tau) = q^{-m} + \sum_{\ell=1}^{g} a_N(m, -\ell) q^{-\ell} + \sum_{n=1}^{\infty} a_N(m, n) q^n, \ (m \geq g + 1). \]

In addition, \( f_{N,0} = 1 \) and \( f_{N,m} = 0 \) for \( 1 \leq m \leq g \) when the genus \( g \) is positive. Of course, \( f_{1,m}(\tau) = J_m(\tau) \). We also constructed a basis for \( S^\eta_2(N) \), the subspace of \( M^\eta_2(N) \) consisting of forms that vanish at all cusps except for the infinity. We write for each \( n \geq -g \)

\[ g_{N,n}(\tau) = q^{-n} + \sum_{m \geq g+1} b_N(n, m) q^m. \]

The Fourier coefficients of \( f_{N,m}(\tau) \) and \( g_{N,n}(\tau) \) satisfy the following duality condition (\[15\], Theorem 1.12.)

\[ a_N(m, n) = -b_N(n, m), \ (m \geq g + 1, n \geq -g). \]
Following the method in [4], we show that the values of \( f_{N,m} \) at the points in the divisor of an algebraic modular form on \( \Gamma_0(N) \) are algebraic, from which we infer that zeros and poles of an algebraic modular form of arbitrary level \( N \) are transcendental or imaginary quadratic irrational.

In the next section, we introduce some preliminaries and state our results. Then we prove the main theorems through the following three sections and provide some examples in the last section. One example illustrates how to compute a minimal polynomial of the algebraic values of \( f_{11,2} \) at zeros of a function related with the elliptic genus of \( K3 \). Another example shows the values of \( f_{27,n} \) for all \( n \geq 2 \) at the zeros of the function \( \frac{\eta(3\tau)^3}{\eta(27\tau)^3} + 3 \), where \( \eta \) is the Dedekind eta-function, belong to the cubic field \( \mathbb{Q}(\sqrt[3]{9}) \). The last example presents an application of a main theorem to finding an explicit representation of traces of singular moduli of \( f_{N,n} \) for certain \( N \)'s in terms of exponents appearing in the product representation of a meromorphic modular function.

2. Statement of Results

For even integer \( k \geq 4 \), the normalized Eisenstein series of weight \( k \)

\[
E_k(\tau) := 1 - \frac{2k}{B_k} \sum_{n=1}^{\infty} \sigma_{k-1}(n)q^n
\]

is a weight \( k \) modular form for \( \Gamma(1) \). Here, \( B_k \) is the usual \( k \)th Bernoulli number and \( \sigma_{k-1}(n) := \sum_{d|n} d^{k-1} \). The weight 2 Eisenstein series

\[
E_2(\tau) := 1 - 24 \sum_{n=1}^{\infty} \sigma_1(n)q^n
\]

is not a modular form. However, \( E_2(\tau) - \frac{3}{\pi \Im(\tau)} \) transforms like a modular form of weight 2. Among the most important results on Eisenstein series established by Ramanujan are his differential equations

\[
\Theta(E_2) = \frac{1}{12} (E_2^2 - E_4), \quad \Theta(E_4) = \frac{1}{3} (E_2E_4 - E_6), \quad \Theta(E_6) = \frac{1}{2} (E_2E_4 - E_6^2),
\]

where \( \Theta := dq = \frac{1}{2\pi i} \frac{d}{d\tau} \) is the Ramanujan’s differential operator. It satisfies

\[
\Theta \left( \sum_{n=h}^{\infty} a(n)q^n \right) = \sum_{n=h}^{\infty} na(n)q^n.
\]

For a meromorphic modular form \( f \) of weight \( k \) on \( \Gamma_0(N) \), \( \Theta(f) \) fails to be modular, but the Serre derivative \( \partial_k(f) := \Theta(f) - \frac{kE_2f}{12} \) preserves modularity with weight raised by 2. Hence \( \frac{\partial_k(f)}{f} \) is modular of weight 2. Bruinier, Kohnen and Ono [4, Theorem 1] proved that if

\[
(2.1) \quad f(\tau) = q^h + \sum_{n=h+1}^{\infty} a_f(n)q^n
\]
is a non-zero weight $k$ meromorphic modular form on $\Gamma(1)$, then

$$
\sum_{z \in \mathcal{F}_1} e_{1,z} \ord_z(f) \sum_{n=0}^{\infty} J_n(z) q^n = -\frac{\partial_k(f)}{f}.
$$

Here, $\mathcal{F}_N$ is the fundamental domain of $\Gamma_0(N)$ and $1/e_{N,z}$ is the cardinality of $\Gamma_0(N)z/\{\pm 1\}$ for each $z \in \mathbb{H}$, where $\Gamma_0(N)z$ denotes the stabilizer of $z$ in $\Gamma_0(N)$. Note that if we take $f(\tau) = j(\tau) - j(z)$ for some $z \in \mathcal{F}_1$ in (2.2), then we have the Asai-Kaneko-Ninomiya’s identity [1, Theorem 3]:

$$
\sum_{n=0}^{\infty} J_n(z) q^n = \frac{1728E_4^2(\tau)E_6(\tau)}{E_3^3(\tau) - E_6^2(\tau)} \cdot \frac{1}{j(\tau) - j(z)}.
$$

Bruinier, Kohnen and Ono [4, Proposition 2.1] also proved that any meromorphic function in a neighborhood of $q = 0$ with the Fourier expansion in (2.1) has an infinite product expansion

$$
f = q^h \prod_{n=1}^{\infty} (1 - q^n)^{c(n)}
$$

for uniquely determined complex numbers $c(n)$ and

$$
\frac{\Theta(f)}{f} = h - \sum_{n=1}^{\infty} \sum_{d|n} c(d) dq^n.
$$

Hence

$$
\frac{\partial_k(f)}{f} = h - \frac{k}{12} + \sum_{n=1}^{\infty} \left( - \sum_{d|n} c(d) d + 2k\sigma_1(n) \right) q^n.
$$

Moreover, they proved [4, Theorem 5] that for each $n \in \mathbb{N}$, it satisfies that

$$
\sum_{z \in \mathcal{F}_1} e_{1,z} \ord_z(f) J_n(z) = \sum_{d|n} c(d) d - 2k\sigma_1(n).
$$

These results have been generalized by Bringmann et al. [3, Theorem 1.3] and Choi, Lee and Lim [6, Theorem 1.1] to Niebur-Poincaré harmonic weak Maass functions $J_{N,n}(\tau)$ of arbitrary level $N$. For every point $z \in \mathbb{H}$, we define

$$
H_{N,z}(\tau) := \sum_{n=0}^{\infty} J_{N,n}(z) q^n,
$$

$$
F_{N,z}(\tau) := \sum_{n=0}^{\infty} \hat{f}_{N,n}(z) q^n = 1 + \sum_{n=g+1}^{\infty} \hat{f}_{N,n}(z) q^n.
$$

In [6, Theorem 1.1], it is shown that if $f$ is a meromorphic modular function on $\Gamma_0(N)$ with the product expansion as (2.3), then it satisfies

$$
\sum_{z \in \mathcal{F}_N} e_{N,z} \ord_z(f) H_{N,z}(\tau) = -\frac{\partial_k(f)}{f} + E_f(\tau),
$$
where \( E_f(\tau) \) is a modular form in the Eisenstein space of weight 2 on \( \Gamma_0(N) \). Letting \( E_f(\tau) = \sum_{n=0}^{\infty} \varepsilon_f(n)q^n \) and comparing coefficients of \( q^n \) on each side of (2.7), we find a generalization of (2.6):

\[
\sum_{z \in \mathcal{F}_N} e_{N,z} \operatorname{ord}_z(f) J_{N,n}(z) = \sum_{d|n} c(d)d - 2k\sigma_1(n) + \varepsilon_f(n), \quad (n \in \mathbb{N}).
\]

One can establish similar results for \( F_{N,z}(\tau) \) and \( \tilde{f}_{N,n}(\tau) \).

**Theorem 2.1.** Let \( g \) be the genus of \( X_0(N) \) and \( \infty \) be not a Weierstrass point of \( X_0(N) \). Assume

\[
f(\tau) = q^h + \sum_{n=h+1}^{\infty} a_f(n)q^n = q^h \prod_{n=1}^{\infty} (1 - q^n)^{c(n)}
\]

is a meromorphic modular form of weight \( k \) on \( \Gamma_0(N) \) and \( E_f(\tau) \) is a modular form in the Eisenstein space of weight 2 on \( \Gamma_0(N) \) whose constant coefficient is identical to that of \( \frac{\partial h(f)}{f} \) at each cusp of \( \Gamma_0(N) \) except for the infinity cusp. Then for all \( \tau \in \mathbb{H} \),

\[
\sum_{z \in \mathcal{F}_N} e_{N,z} \operatorname{ord}_z(f) F_{N,z}(\tau) = -\frac{\partial h(f)}{f} + E_f(\tau) + \sum_{\ell=1}^{g} \left( -\sum_{d|\ell} c(d)d + 2k\sigma_1(\ell) - \varepsilon_f(\ell) \right) a_{N,-\ell}(\tau).
\]

Hence, for each \( n \geq g + 1 \), it satisfies that

\[
\sum_{z \in \mathcal{F}_N} e_{N,z} \operatorname{ord}_z(f) \tilde{f}_{N,n}(z) = \sum_{d|n} c(d)d - 2k\sigma_1(n) + \varepsilon_f(n)
\]

\[
+ \sum_{\ell=1}^{g} \left( \sum_{d|\ell} c(d)d - 2k\sigma_1(\ell) + \varepsilon_f(\ell) \right) a_{N,n,-\ell}.
\]

**Remark 2.2.** The spaces covered in [15] are those of weakly holomorphic modular functions on subgroups of \( \text{PSL}_2(\mathbb{R}) \) generated by \( \Gamma_0(N) \) and some Atkin-Lehner involutions. The method of construction of bases of the spaces applies to any subgroup \( \Gamma \), where \( X(\Gamma) \) is a compact Riemann surface. Similar results with equations (2.9) and (2.10) in Theorem 2.1 hold for such bases as well.

As an application of Theorem 2.1, we determine the algebraicity of the values of \( \tilde{f}_{N,n}(\tau) \) at the divisors of meromorphic modular forms on \( \Gamma_0(N) \) in the fundamental domain \( \mathcal{F}_N \). For the purpose, we first need to establish the algebraicity of Fourier coefficients of \( E_f(\tau) \) in Theorem 2.1.

**Theorem 2.3.** For any meromorphic modular form \( f \), the Fourier coefficients of \( E_f(\tau) \) are algebraic.

Theorem 2.1 and Theorem 2.3 together imply the sum of the values of \( \tilde{f}_{N,n} \) at points of divisors of an algebraic modular form is algebraic. In addition, we show that the values of \( \tilde{f}_{N,n} \) is algebraic at those points.

**Theorem 2.4.** Let \( f(\tau) \) be a meromorphic modular form on \( \Gamma_0(N) \) with algebraic Fourier coefficients. If \( z_0 \in \mathcal{F}_N \) is a point for which \( \operatorname{ord}_{z_0}(f) \neq 0 \), then \( \tilde{f}_{N,n}(z_0) \) for all \( n \) are algebraic.
Assume all \( f_{N, g+1}(z_0), f_{N, g+2}(z_0), \ldots, f_{N, 2g+1}(z_0) \) are algebraic. Then since \( j = \frac{P(f_{N, g+1}, \ldots, f_{N, 2g+1})}{Q(f_{N, g+1}, \ldots, f_{N, 2g+1})} \) for some polynomials \( P \) and \( Q \) with algebraic coefficients, \( j(z_0) \) is algebraic. Therefore, by Schneider’s theorem, \( z_0 \) must be either transcendental or imaginary quadratic.

**Corollary 2.5.** Any zero or a pole of a meromorphic modular form of arbitrary weight and level with algebraic Fourier coefficients is either transcendental or imaginary quadratic.

### 3. Proof of Theorem 2.1

For each cusp \( s \), we take \( \gamma_s = \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right) \in SL_2(\mathbb{Z}) \) satisfying \( \gamma_s(\infty) = s \). Then there exists a unique positive real number \( h_s \), so called width of the cusp \( s \) such that
\[
\gamma_s^{-1} \Gamma_0(N) \gamma_s = \{ \pm (1/h_s)^m | m \in \mathbb{Z} \}.
\]

Let \( S_N \) be the set of inequivalent cusps of \( \Gamma_0(N) \) and \( S_N^* = S_N \setminus \{ \infty \} \).

If \( g(\tau) = \sum_{n=0}^{\infty} a_g(n)q^n \) is a meromorphic modular form of weight 2 on \( \Gamma_0(N) \), then \( g(\tau) \) has a Fourier expansion at each cusp \( s \) in the form
\[
(g|_2 \gamma_s)(\tau) = \sum_{n \geq n_0(s)} a_g^{(s)}(n)q^{n/h_s}.
\]

Here \( |_k \) is the usual weight \( k \) slash operator. Now we use the canonical quotient map \( \pi \) from \( \mathbb{H} \cup \mathbb{Q} \cup \{ \infty \} \) to \( X_0(N) \) to consider \( \omega_g = g(\tau)d\tau \), a meromorphic 1-form on \( X_0(N) \).

Then we see that for each cusp \( s \) and \( \tau \in \mathbb{H} \),
\[
\text{Res}_{\pi(s)} \omega_g = \frac{h_s}{2\pi i} a_g^{(s)}(0) \quad \text{and} \quad \text{Res}_{\pi(\tau)} \omega_g = e_{N, \tau} \text{Res}_{\tau} g.
\]

We recall that \( f_\theta := \frac{\partial_k(f)}{f} = \frac{\Theta(f)}{f} - \frac{kE_2}{12} \) is a meromorphic modular form of weight 2 on \( \Gamma_0(N) \). Moreover, it is holomorphic at each cusp and has only simple poles, if any, with the residue at each point \( \tau \in X_0(N) \)
\[
\text{Res}_{\pi(\tau)} \omega_{f_\theta} = \frac{1}{2\pi i} e_{N, \tau} \text{ord}_\tau f.
\]

Hence we have from (3.1) and (3.2) that for any \( \tau \in \mathcal{F}_N \),
\[
e_{N, \tau} \text{ord}_\tau f = 2\pi i(e_{N, \tau}) \text{Res}_{\tau} (f_\theta)
\]
and for each cusp \( s \),
\[
a_{f_\theta}^{(s)}(0) = \frac{\text{ord}_s f}{h_s} - \frac{k}{12}.
\]

Let \( P_g \) be the set of singular points of \( g(\tau) \) on \( \mathcal{F}_N \). In addition, we let \( \mathcal{F}_N(g, \varepsilon) \) denote a punctured fundamental domain for \( \Gamma_0(N) \), which is obtained from \( \mathcal{F}_N \) by deleting sufficiently small \( \varepsilon \)-neighborhoods of singular points of \( g \) and inequivalent cusps of \( \Gamma_0(N) \). We further let \( \gamma(t, \varepsilon) \) denote the circle around \( t \) with the radius \( \varepsilon \) so that \( \partial \mathcal{F}_N(g, \varepsilon) = \bigcup_{t \in P_g} \mathcal{F}_N(g, \varepsilon) \cap \mathcal{F}_N(\gamma(t, \varepsilon)) \).

Following arguments in [2, Proposition 3.5], we use
\[
d(g \cdot f_{N,n} d\tau) = g \cdot \xi_0(f_{N,n}(\tau)) dxdy,
\]
where \( \tau = x + iy \) and \( \xi_0 \) is the differential operator \( \xi_0 = 2i \frac{\partial}{\partial \bar{\tau}} \) and apply Stokes' theorem to have

\[
\int_{\mathcal{F}_N(g, \varepsilon)} g(\tau) \cdot \xi_0(f_{N,n}(\tau)) dxdy = \sum_{s \in S_N} \int_{\gamma(s, \varepsilon)} g(\tau)f_{N,n}(\tau) d\tau + \sum_{z \in P_g} \int_{\gamma(z, \varepsilon)} g(\tau)f_{N,n}(\tau) d\tau.
\]

(3.5)

Since \( \xi_0(f_{N,m}(\tau)) = 0 \), using the same computation as [5, Lemma 3.1], we find that

\[
0 = \lim_{\varepsilon \to 0} \int_{\mathcal{F}_N(g, \varepsilon)} g(\tau) \cdot \xi_0(f_{N,n}(\tau)) dxdy = a_g(n) + \sum_{\ell=1}^g a_N(n, -\ell)a_g(\ell) + \sum_{s \in S_N} h_s g(s)f_{N,n}(s) + \sum_{z \in P_g} 2\pi i (e_{N,z}) \text{Res}_z(g)f_{N,n}(z).
\]

(3.6)

Now we consider \( \mathcal{E}_2(N) \), the Eisenstein space of weight 2 on \( \Gamma_0(N) \). We can always choose \( E_f(\tau) \in \mathcal{E}_2(N) \) so that its constant coefficient is identical to that of \( f_\theta \) at each cusp of \( \Gamma_0(N) \) except for the infinity cusp: Let \( S_N = \{s_1, s_2, \ldots, s_t = \infty\} \) be the set of inequivalent cusps of \( \Gamma_0(N) \). Then \( \dim \mathcal{E}_2(N) = t - 1 \). Suppose \( \mathcal{E}_2(N) \) is spanned by \( \{E^{(1)}, E^{(2)}, \ldots, E^{(t-1)}\} \). Recall from (3.4) that the constant term of \( f_\theta \) at each cusp \( s_i \) is given by

\[
c_i := \frac{\text{ord}_{s_i} f}{h_{s_i}} - \frac{k}{12}.
\]

(3.7)

By solving the system of equations

\[
\alpha_1 E^{(1)}(s_i) + \alpha_2 E^{(2)}(s_i) + \cdots + \alpha_{t-1} E^{(t-1)}(s_i) = c_i \quad (1 \leq i < t)
\]

(3.8)

for \( (\alpha_1, \alpha_2, \ldots, \alpha_{t-1}) \), we obtain the desired modular form

\[
E_f(\tau) = \alpha_1 E^{(1)}(\tau) + \alpha_2 E^{(2)}(\tau) + \cdots + \alpha_{t-1} E^{(t-1)}(\tau).
\]

(3.9)

Since the coefficient matrix of the system of equations in (3.8) is non-singular, which can be easily shown by the Residue Theorem, the existence and the uniqueness of such modular form are guaranteed.

We shall take \( g = f_\theta - E_f \) in (3.6). Then by (2.5) and (3.3), we obtain (2.10). Multiplying both sides of (2.10) by \( q^n \) and summing on \( n \), and then applying the coefficient duality in (1.4) yields (2.9).

4. PROOF OF THEOREM 2.3

Define for any point \((a, b) \in (\mathbb{Z}/N\mathbb{Z})^2\) of order \( N \),

\[
C^{(a,b)}_2(\tau) := \sum_{n=1}^{\infty} \sum_{\substack{c,d\equiv(a,b)(N) \quad \text{gcd}(c,d)=n \quad \text{gcd}(n,N)=1}} \frac{1}{(ct+d)^2}.
\]
For a primitive Dirichlet character \( \varphi \) modulo \( u \) such that \( u^2 = N \), the Eisenstein series \( G_2^{\varphi, \varphi}(\tau) \) is defined by

\[
G_2^{\varphi, \varphi}(\tau) := \sum_{c=0}^{\frac{u-1}{2}} \sum_{d=0}^{\frac{u-1}{2}} \sum_{e=0}^{\frac{u-1}{2}} \varphi(cd) G_2^{\varphi, \varphi}(cu, d + eu)(\tau)
\]

and the normalized Eisenstein series \( E_2^{\varphi, \varphi}(\tau) \) is given by

\[
E_2^{\varphi, \varphi}(\tau) := -\frac{u^2}{4\pi^2 g(\varphi)} G_2^{\varphi, \varphi}(\tau),
\]

where \( g(\varphi) := \sum_{n=0}^{u-1} \varphi(n) e^{\frac{2\pi i n}{u}} \) is the Gauss sum.

It follows from [10, Theorem 4.6.2] that \( \{E_2(\tau) - dE_2(d\tau) : d|N, d \neq 1\} \cup \{E_2^{\varphi, \varphi}(t\tau) : 1 < tu^2|N, \varphi \text{ is not trivial}\} \) is a basis of \( \mathcal{E}_2(N) \).

Hence if \( N \) is square-free, \( \{E_2(\tau) - dE_2(d\tau) : d|N, d \neq 1\} \) is a basis of \( \mathcal{E}_2(N) \) and

\[
E_f(\tau) = \sum_{d|N, d \neq 1} \alpha_d (E_2(\tau) - dE_2(d\tau))
\]

for some constants \( \alpha_d \). In [6, Lemma 5.1 (2)], it is proved that the constant term of \( E_2(\tau) - dE_2(d\tau) \) at cusp \( \frac{1}{v} \) is \( 1 - \frac{\gcd(d,v)^2}{d} \) and thus, due to (3.7), (3.8) and (3.9), the Fourier coefficients of \( E_f \) are algebraic.

Now assume \( N \) is not square-free. Then we have to consider both \( E_2(\tau) - dE_2(d\tau) \) and \( E_2^{\varphi, \varphi}(t\tau) \). We first note that it holds that

\[
E_2|2\gamma(\tau) = E_2(\tau) - \frac{6ci}{\pi(c\tau + d)} \text{ for any } \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma(1),
\]

and then compute the constant coefficients of all \( E_2(\tau) - dE_2(d\tau) \) appearing in the basis for \( \mathcal{E}_2(N) \).

**Proposition 4.1.** Suppose \( N \) is not square-free and \( v \) is a divisor of \( N \) such that \( \gcd(v, N/v) > 1 \). Let \( \frac{u}{v} \) be a cusp on \( X_0(N) \) with \( e > 1 \). Then the constant term of \( E_2(\tau) - dE_2(d\tau) \) at \( \frac{u}{v} \) is equal to \( 1 - \frac{\gcd(d,v)^2}{d} \), which is the constant term of \( E_2(\tau) - dE_2(d\tau) \) at \( \frac{1}{v} \).

**Proof.** We need to compute \( (E_2(\tau) - dE_2(d\tau))|2\gamma, \) where \( \gamma \in \Gamma(1) \) satisfies \( \gamma(\infty) = \frac{u}{v} \). Taking \( f \) and \( h \) so that \( ch - f v = 1 \), we obtain such \( \gamma = \begin{pmatrix} e & f \\ v & h \end{pmatrix} \). Let \( s = \gcd(d,v) \) and let \( d = d_1s \) and \( v = v_1s \). Since \( \gcd(v_1, d_1) = 1 \), we can choose \( a, b \in \mathbb{Z} \) so that \( ad_1e - bv_1 = 1 \). If we let \( \alpha = \begin{pmatrix} d_1 & e \\ v_1 & a \end{pmatrix} \in \Gamma(1) \), then

\[
\begin{pmatrix} d & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} e & f \\ v & h \end{pmatrix} = \alpha \begin{pmatrix} s & k \\ 0 & d_1 \end{pmatrix},
\]
where \(k = adf - bh\). Let \(\beta = \begin{pmatrix} s & k \\ 0 & d_1 \end{pmatrix}\). By (4.3), we have

\[
E_2|_{\beta}(\tau) = E_2(\tau) - \frac{6vi}{\pi(v\tau + h)}.
\]

Applying (4.4) in the second and (4.3) in the last equality below, we have

\[
dE_2(d\tau)|_{\beta} = E_2|_{\alpha\beta}(\tau) = \left( E_2(\tau) - \frac{6v_1i}{\pi(v_1\tau + a)} \right)|_{\beta}.
\]

Here,

\[
E_2|_{\beta}(\tau) = dE_2(\beta(\tau))d_1^{-2} = \frac{\gcd(d,v)^2}{\pi}E_2(\frac{\gcd(d,v)^2\tau + k\gcd(d,v)}{d})
\]

and

\[
\frac{6v_1i}{\pi(v_1\tau + a)}|_{\beta} = d\frac{6v_1i}{\pi(v_1\beta(\tau) + a)}d_1^{-2} = \frac{6vi}{\pi(v\tau + h)}.
\]

It follows from (4.5) through (4.8) that

\[
(E_2(\tau) - dE_2(d\tau)|_{\beta} = E_2(\tau) - \frac{\gcd(d,v)^2}{\pi}E_2(\frac{\gcd(d,v)^2\tau + k\gcd(d,v)}{d}) - \frac{6vi}{\pi(v\tau + h)}.
\]

Hence the constant term of \(E_2(\tau) - dE_2(d\tau)\) at \(\frac{v}{v}\) is \(1 - \frac{\gcd(d,v)^2}{\pi}\). \(\square\)

Now we compute the constant coefficients of \(E_2^{\varphi,\psi}(d\tau)\) appearing in the basis for \(E_2(N)\).

**Proposition 4.2.** Suppose \(N = u^2\) for some positive integer \(u\). Let \(\varphi\) be a primitive Dirichlet character modulo \(u\) and let \(\frac{v}{v}\) with \(v|N\) be any cusp of \(X_0(N)\). Then the constant term \(c_{\frac{v}{v}}\) of \(E_2^{\varphi,\psi}(\tau)\) at \(\frac{v}{v}\) is given by

\[
c_{\frac{v}{v}} = \begin{cases} -\frac{1}{2g(\varphi)}\sum_{d \in (\mathbb{Z}/u\mathbb{Z})^\times} \varphi(-ed^2) \frac{1}{1 - \cos(2d\pi/u)}, & v = u, \\
0, & \text{otherwise}. \end{cases}
\]

**Proof.** We first compute the constant coefficient of \(G_2^{\varphi,\psi}(\tau)\). Note that \(\Gamma(1) = \bigcup_{(r,s)}\Gamma_0(N)\gamma_{(r,s)}\) where \(\{\gamma_{(r,s)} = (\varphi, \psi) \mid \gcd(r,s) = 1, s|N, 0 < r \leq \frac{N}{2}\}\) is a set of coset representatives of \(\Gamma_0(N)\backslash\Gamma(1)\). For computing the constant term of \(G_2^{\varphi,\psi}|_{\gamma}(\tau)\) for \(\gamma \in \Gamma(1)\), it suffices to compute \(G_2^{\varphi,\psi}|_{\gamma(r,s)}(\tau)\) for some \((r,s)\), because \(\Gamma_0(N)\) acts on \(G_2^{\varphi,\psi}\) trivially (See [10, p.127]). By (4.1), we see that

\[
G_2^{\varphi,\psi}|_{\gamma}(\tau) = \sum_{c=0}^{u-1}\sum_{d=0}^{u-1}\sum_{e=0}^{u-1} \varphi(cd)G_2^{(cu,d+eu)}(\varphi,\psi)(\tau).
\]

Let us consider the case of \(s > 1\). Since \((cu, d+eu)\gamma_{(r,s)} = (dr + (cp + er)u, ds + (cq + es)u)\), the constant term of \(G_2^{(cu,d+eu)}(\varphi,\psi)(\tau)\) is equal to 0 unless \(dr + (cp + er)u \equiv 0 \pmod{N}\) by [10, Eq.(4.23)]. Since \((cu, d+eu) \in (\mathbb{Z}/N\mathbb{Z})^2\) is of order \(N\), so is \((cu, d+eu)\gamma\). But if \(dr + (cp + er)u \equiv 0 \pmod{N}\), then \((cu, d+eu)\gamma\) cannot be of order \(N\), because \(\gcd(ds + (cq + es)u, N) > 1\).
Thus the constant term of $G_2^{(cu,d+eu)\gamma(r,s)}(\tau)$ is equal to 0 and hence so is the constant term of $G_2^{\gamma(r,s)}(\tau)$.

The next case to consider is when $s = 1$ and $u \mid r$. In this case, we may write $\gamma = (1, 0)$ for $r = 1, 2, \ldots, N$. For these $\gamma$, $(cu,d+eu)\gamma = (dr + (c + er)u, d + eu)$. If $dr + (c + er)u \equiv 0 \pmod{N}$, then $u | \gcd((c+er)u, N)$ and $\gcd((c+er)u, N) | dr$, which implies $u | dr$. But this cannot occur, because $\gcd(d, N) = 1$ and $u \mid r$. Hence, again by [10, Eq.(4.23)], the constant term of $G_2^{(cu,d+eu)\gamma}(\tau)$ is equal to 0, and thus so is the constant term of $G_2^{\gamma} \gamma(\tau)$.

Finally, we assume that $s = 1$ and $u \nmid r$, that is, $\gamma = (\frac{1}{u} 0)$. Thus the constant term of $G_2^{(cu,d+eu)\gamma}(\tau)$ is equal to 0, and thus so is the constant term of $G_2^{\gamma} \gamma(\tau)$.

By [10, Eq.(4.23)], the constant term of $G_2^{\gamma} \gamma(\tau)$ is then

$$G_2^{\gamma} \gamma(\tau) = \sum_{e=0}^{u-1} \sum_{d \in (\mathbb{Z}/u\mathbb{Z})^*} \varphi(-\ell d^2)G_2^{(0,d+eu)}(\tau).$$

where $\zeta(2) = \sum_{m=1}^{\infty} \frac{1}{m^2}$ for $a$ not congruent to 0 modulo $t$. Hence using (4.2) and [17, Lemma 3.6] in turn, we find that the constant term of $E_2^{\gamma} \gamma(\tau)$ is

$$\sum_{d \in (\mathbb{Z}/u\mathbb{Z})^*} \varphi(-\ell d^2)\zeta(2) = -\frac{1}{2g(\varphi)} \sum_{d \in (\mathbb{Z}/u\mathbb{Z})^*} \varphi(-\ell d^2) \frac{1}{1 - \cos(2d\pi/u)}.$$

Now we are ready to compute the constant terms of $E_2^{\gamma} \gamma(\tau)$ at cusps $\frac{a}{v}$ with $v | N$ and $v > 1$. First suppose all prime factors of $N$ divide $v$. For $\gamma = (\frac{e}{v} \frac{f}{h}) \in \Gamma(1)$ such that $\gamma(\infty) = \frac{e}{v}$, the congruence $hx \equiv v \pmod{N}$ has a unique solution $x = r$, because $\gcd(h,v) = 1$ and $\gcd(h,N) = 1$. Then

$$\frac{e}{v} \frac{f}{h} \equiv \left(\begin{array}{cc} e & f \\ v & h \end{array}\right) \equiv \left(\begin{array}{cc} e & f \\ v-hr & h \end{array}\right) \frac{1}{r} \frac{1}{1}.$$

Thus $\gamma = \delta(\frac{1}{r} \frac{0}{1})$ for some $\delta \in \Gamma_0(N)$. Here $v \mid r$. Moreover, we note that $u \mid v$ if and only if $u \mid r$. Hence by the arguments above, the constant term of $E_2^{\gamma} \gamma(\tau)$ may not be zero only when $r = \ell u$ or equivalently $v = tu$ for some $t | u$. But since $\gcd(\ell, u) = 1$, $t = 1$. If we take $h^{-1}$ modulo $N$, then $h^{-1} \equiv e \pmod{v}$, because $eh-vf = 1$ and $v | N$. Hence $r \equiv h^{-1}v \equiv h^{-1}tu \equiv (e+n\ell u)tu$ (mod $N$) for some $n$. That is, $r \equiv ev \pmod{N}$. Consequently, we have a non-zero constant term of $E_2^{\gamma} \gamma(\tau)$ at the cusp $\frac{a}{v}$ only when $v = u$, which is the constant term of $E_2^{\gamma} \gamma(\tau)$ that is computed in (4.9).

Next, we suppose a prime factor $p$ of $N$ does not divide $v$. Since $\gcd(ep,v) = 1$, there exist $f, h$ so that $cph - fv = 1$. Then $\gamma = (\frac{e}{v} \frac{f}{ph}) \in \Gamma(1)$ satisfies $\gamma(\infty) = \frac{e}{v}$. But $\gamma$ is not of the form $\delta(\frac{1}{r} \frac{0}{1})$ for any $\delta \in \Gamma_0(N)$, because as $p \mid \gcd(ph,N)$, $\gcd(ph,N) \nmid v$, which means the congruence
phx \equiv v \pmod{N} \) has no solution. Thus \( \gamma = \delta \gamma(r,s) \) for some \( \delta \in \Gamma_0(N) \) and \( s > 1 \), which implies that the constant term of \( E_2^{\varphi, \bar{\varphi}}|_{2\gamma}(\tau) \) is equal to 0.

Finally, we compute the constant term \( c_{\bar{v}}^s \) of \( E_2^{\varphi, \bar{\varphi}}(\tau) \) at the cusp \( \frac{\bar{v}}{v} \) under the condition \( 1 < tu^2|N \) and \( v|N \).

**Lemma 4.3.** Let \( s = \frac{\bar{v}}{v} \) be a cusp on \( X_0(N) \) and \( M|N \). Then the cusp \( s \) is \( \Gamma_0(M) \)-equivalent to \( s' = \frac{me}{v} \) with \( v' = \gcd(v, M) \) and \( m = \frac{v}{v'} \). Moreover, if \( f \) is a modular form of weight \( k \) on \( \Gamma_0(M) \), then the constant term of \( f(\tau) \) at \( s \) is the same as the constant term of \( f(\tau) \) at \( s' \).

**Proof.** Since \( \gcd(Me, v) = v' \), we can choose relatively prime integers \( c \) and \( d \) such that

\[
(4.10) \quad ceM + dv = v',
\]

from which we have \( ceM + dv = 1 \). Thus if we let \( g = \gcd(v', \frac{M}{v}) \), then we have \( dm \equiv 1 \pmod{g} \).

On the other hand, applying [19, Theorem A] in (4.10), we may assume \( \gcd(cM, d) = 1 \). Then \( \gcd(cM, d) = 1 \), and we can choose \( a \) and \( b \) so that \( ad - cbM = 1 \). Since \( a \equiv d^{-1} \equiv m \pmod{g} \), we find that \( s' = \delta s \) where \( \delta := (\frac{a}{cM, d}) \in \Gamma_0(M) \).

Assume that \( \gamma'(\infty) = s' \) for \( \gamma' \in \Gamma(1) \). Since \( s' = \delta s \), \( \delta^{-1} \gamma'(\infty) = s \), and hence the constant term of \( f_k \delta^{-1} \gamma' \) is the same as the constant term of \( f_k \gamma' \).

Note that \( E_2^{\varphi, \bar{\varphi}}(tt') \in \mathcal{E}_2(M) \) when \( M = tu^2|N \). Hence by Lemma 4.3, it suffices to compute the constant term of \( E_2^{\varphi, \bar{\varphi}}(tt') \) at the cusps of \( \Gamma_0(M) \) in order to obtain the constant term at the cusps of \( \Gamma_0(N) \).

**Proposition 4.4.** Let \( N = tu^2 \) for some positive integer \( u \). Let \( \varphi \) be a primitive Dirichlet character modulo \( u \) and let \( \frac{\bar{v}}{v} \) with \( v|N \) be any cusp of \( X_0(N) \). Then the constant term \( c_{\bar{v}}^s \) of \( E_2^{\varphi, \bar{\varphi}}(tt') \) at \( \frac{\bar{v}}{v} \) is given by

\[
c_{\bar{v}}^s = \begin{cases} 
\frac{1}{2tg(\varphi)} \sum_{d \in \langle 2/u \rangle} \varphi(-ed^2 / \gcd(v,t)) \frac{1}{1 - \cos(2d\pi/u)}, & v = u \gcd(v,t), \\
0, & \text{otherwise}.
\end{cases}
\]

**Proof.** We choose \( e, f \) so that \( eh - fv = 1 \). Then \( \gamma = \left( \begin{array}{cc} e & f \\ v & h \end{array} \right) \in \Gamma(1) \) and \( \gamma(\infty) = \frac{\bar{v}}{v} \). Let \( s = \gcd(t, v) \) and write \( t = t_1s \) and \( v = v_1s \). As in the proof of Proposition 4.1, we have

\[
\left( \begin{array}{cc} t & 0 \\ 0 & 1 \end{array} \right) \gamma = \alpha \beta,
\]

where \( \alpha = \left( \begin{array}{cc} t_1e & b \\ v_1 & a \end{array} \right) \in \Gamma(1) \) and \( \beta = \left( \begin{array}{cc} s & k \\ 0 & t_1 \end{array} \right) \) with \( k = atf - bh \). Hence

\[
E_2^{\varphi, \bar{\varphi}}(tt')|_{2\gamma} = \frac{1}{t} E_2^{\varphi, \bar{\varphi}}|_{2\left( \begin{array}{cc} t & 0 \\ 0 & 1 \end{array} \right)} \gamma(\tau) = \frac{1}{t} E_2^{\varphi, \bar{\varphi}}|_{2\alpha \beta}(\tau)
\]

and the constant term we look for is that of \( \frac{1}{t} E_2^{\varphi, \bar{\varphi}}(\tau) \) at the cusp \( \left( \begin{array}{cc} e_{t_1} \\ v_1 \end{array} \right) \). By Proposition 4.2, it is non-zero if and only if \( v_1 = u \), i.e. \( v = us \).

We have computed the constant coefficients of basis elements of \( \mathcal{E}_2(N) \) at each cusp in Propositions 4.1, 4.2 and 4.4 when \( N \) is not square-free. Since they are all algebraic, the Fourier coefficients of \( E_f(\tau) \) should be algebraic by (3.7), (3.8) and (3.9).
5. Proof of Theorem 2.4

First, we briefly describe how to construct basis elements $f_{N,m}$ of $M_0^f(N)$ with algebraic Fourier coefficients using the method of finding two generators of the function field of $\Gamma_0(N)$ introduced by Yang. Following Yang [22], for $a$ not congruent to 0 modulo $N$, we define a generalized Dedekind $\eta$-function by

$$\eta_a(\tau) = q^{NB(a/N)/2} \prod_{m=1}^{\infty} \left(1 - q^{(m-1)N+a} \right) \left(1 - q^{mN-a} \right),$$

where $B(x) = x^2 - x + \frac{1}{6}$. Consider the function

$$f(\tau) = \prod_a \eta_a(\tau)^{r_a},$$

where $a$ and $r_a$ are integers with $a \not\equiv 0 \pmod{N}$. By [22, Proposition 3], $f$ is a modular function of $\Gamma_1(N)$ if the following hold:

(i) $\sum a r_a \equiv 0 \pmod{12}$
(ii) $\sum a r_a \equiv 0 \pmod{2}$
(iii) $\sum a^2 r_a \equiv 0 \pmod{2N}$

We note that $f$ satisfying the conditions (i), (ii), and (iii) has integer Fourier coefficients, because $\eta_a(\tau)$ does so. Yang proved that there are at least two functions $X$ and $Y$ of $\Gamma_1(N)$ that have poles only at $\infty$ and whose orders of poles are relatively prime. Then $X$ and $Y$ are generators of the function field of $\Gamma_1(N)$.

To construct a modular function of $\Gamma_0(N)$ with a pole of order $m$ at $\infty$ and analytic elsewhere, Yang first found a function $f$ on $\Gamma_1(N)$ that has a pole of order $m$ at $\infty$, poles of order $< m$ at other cusps equivalent to $\infty$ under $\Gamma_0(N)$, and regular at any other points. Then the function

$$\sum_{\gamma \in \Gamma_0(N)/\Gamma_1(N)} f(\gamma \tau)$$

is modular of $\Gamma_0(N)$ with the desired properties. In general, this argument holds for any intermediate subgroup $\Gamma$ between $\Gamma_1(N)$ and $\Gamma_0(N)$, which is normal in $\Gamma_0(N)$. We note that if $f$ of (5.1) is a modular function of $\Gamma$, then $\sum_{\gamma \in \Gamma_0(N)/\Gamma_1(N)} f(\gamma \tau)$ has algebraic (most likely rational) Fourier coefficients because of the transformation formula in [22, Proposition 2].

For example, we construct a basis $\{f_{31,m}\}$ of $M_0^f(31)$. If we find modular functions of $\Gamma_0(31)$ with unique poles of order 3, 4, and 5 at $\infty$, then by using them we can construct $f_{31,m}$ for all $m \geq 3$. Let $\Gamma$ be the subgroup generated by $\Gamma_1(31)$ and $\left(\begin{array}{cc} 5 & -1 \\ 31 & -6 \end{array} \right)$. Then $f_k = f_k^{\eta_1^{4k} \eta_2^{12k} \eta_3^{3k} \eta_4^{12k} \eta_5^{3k} \eta_6^{12k}}$ is a modular function of $\Gamma$ for any integer $k$ not divisible by 31. There are essentially five distinct $f_k$, and they are $f_1$, $f_2$, $f_3$, $f_4$, and $f_8$. Moreover, the cusp $\infty$ splits into five cusps $\frac{1}{31}$, $\frac{2}{31}$, $\frac{3}{31}$, $\frac{4}{31}$, and $\frac{8}{31}$ in $\Gamma$. The orders of $f_k$ at those cusps are as follows:

| $f_k$ | $\frac{1}{31}$ | $\frac{2}{31}$ | $\frac{3}{31}$ | $\frac{4}{31}$ | $\frac{8}{31}$ |
|-------|----------------|----------------|----------------|----------------|----------------|
| $f_1$ | 3              | 0              | -4             | 2              | -1             |
| $f_2$ | 0              | 2              | 3              | -1             | -4             |
| $f_3$ | -4             | 3              | -1             | 0              | 2              |
| $f_4$ | 2              | -1             | 0              | -4             | 3              |
We solve the integer programming problem
\[
\begin{align*}
3x_1 - 4x_3 + 2x_4 - x_5 &= -3 \\
2x_2 + 3x_3 - x_4 - 4x_5 &\geq -3 \\
-4x_1 + 3x_2 - x_3 + 2x_5 &\geq -3 \\
2x_1 - x_2 - 4x_4 + 3x_5 &\geq -3 \\
-x_1 - 4x_2 + 2x_3 + 3x_4 &\geq -3
\end{align*}
\]
to find a solution \((x_1, x_2, x_3, x_4, x_5) = (0, 0, 1, 1, 1)\) so that we obtain
\[
\sum_{\gamma \in \Gamma_0(N)/\Gamma} f_3 f_4 f_8(\gamma \tau) = \frac{1}{q^3} + \frac{2}{q^2} + 2 - q + 3q^2 + 2q^3 + q^4 + 2q^5 - \cdots,
\]
which is invariant under \(\Gamma_0(31)\) and has a unique pole of order 3 at \(\infty\). Similarly, we have that
\[
\sum_{\gamma \in \Gamma_0(N)/\Gamma} f_3(\gamma \tau) = \frac{1}{q^4} + \frac{1}{q^3} + \frac{1}{q^2} + \frac{1}{q} - 1 + q + 3q^2 + q^3 + q^4 + \cdots \quad \text{and}
\]
\[
\sum_{\gamma \in \Gamma_0(N)/\Gamma} f_3 f_8(\gamma \tau) = \frac{1}{q^5} + \frac{1}{q^4} + \frac{1}{q^3} + \frac{1}{q^2} + 2 + q + 5q^2 + 2q^3 - q^4 + 2q^5 + \cdots,
\]
which are invariant under \(\Gamma_0(31)\) and have unique poles of order 4 and 5 at \(\infty\), respectively. By using them, we have the following basis elements with rational coefficients:
\[
\begin{align*}
\tilde{f}_{31,3} &= \frac{1}{q^3} + \frac{2}{q^2} - q + 3q^2 + 2q^3 + q^4 + 2q^5 - \cdots, \\
\tilde{f}_{31,4} &= \frac{1}{q^4} - \frac{1}{q^3} + \frac{1}{q} + 2q - q^3 - 2q^5 + \cdots, \\
\tilde{f}_{31,5} &= \frac{1}{q^5} - \frac{1}{q} + 2q^2 + q^3 - 2q^4 + 2q^5 + \cdots
\end{align*}
\]

Next, we establish a recurrence relation between Fourier coefficients of a meromorphic modular form and exponents in its product representation.

**Proposition 5.1.** Suppose
\[
(5.2) \quad f(\tau) = 1 + \sum_{m=1}^{\infty} a(m)q^m = \prod_{n=1}^{\infty} (1 - q^n)^{c(n)}
\]
is a non-zero meromorphic function in a neighborhood of $q = 0$, then for each $m \geq 1$, it satisfies that

$$
(5.3) \quad c(m) = -a(m) - \frac{1}{m} \left( \sum_{1 \leq u < m \atop u|m} uc(u) + \sum_{1 \leq k < m} a(m - k) \sum_{u|k} uc(u) \right).
$$

**Proof.** Following the method in [16, Section 4] we observe that

$$
\prod_{n=1}^{\infty} (1 - q^n)^{c(n)} = \prod_{n=1}^{\infty} \exp(\log(1 - q^n)c(n)) = \exp\left(\sum_{n=1}^{\infty} c(n) \log(1 - q^n)\right) = \exp(-\sum_{n=1}^{\infty} c(n) \sum_{m=1}^{\infty} (q^n)^m/m) = \exp(-\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} uc(n)q^{nm}/(nm)) = \exp(-\sum_{m=1}^{\infty} \sum_{u|m} uc(u)q^m/m) =: V.
$$

We note that $\Theta(\log V) = \Theta(V)/V$. Since

$$
V = 1 + \sum_{m=1}^{\infty} a(m)q^m = \exp(-\sum_{m=1}^{\infty} \sum_{u|m} uc(u)q^m/m),
$$

the relation $V\Theta(\log V) = \Theta(V)$ gives rise to

$$
(\sum_{m=1}^{\infty} \sum_{u|m} uc(u)q^m)(1 + \sum_{m=1}^{\infty} a(m)q^m) = -\sum_{m=1}^{\infty} ma(m)q^m.
$$

Comparing the coefficients of $q^m$ on both sides, we get

$$
\sum_{u|m} uc(u) + \sum_{1 \leq k < m} \sum_{u|k} a(m - k) uc(u) = -ma(m),
$$

which renders the desired recursion. \hfill \Box

Now we begin to prove Theorem 2.4. It follows from (2.10), Theorem 2.3, Proposition 5.1 and algebraicity of coefficients of $\tilde{f}_{N,n}$ that

$$
(5.4) \quad \sum_{z \in \mathcal{F}_N} e_{N,z} \ord_z(f) \tilde{f}_{N,n}(z) \text{ is algebraic.}
$$

Before all else, we consider the case when the genus is 1. It is well known that the values of $\tilde{f}_{N,2}(z)$ and $\tilde{f}_{N,3}(z)$ at elliptic points $z$ are algebraic by Shimura Reciprocity Theorem [9, Theorem 15.12] and there are only a finite number of elliptic points of $X_0(N)$. Hence if $z_1, z_2, \ldots, z_\ell$ are all of non-elliptic points of $X_0(N)$ for which $\ord_z(f) \neq 0$ (not necessarily distinct), we find from (5.4) that for every $n \geq 2$,

$$
(5.5) \quad \sum_{s=1}^{\ell} \tilde{f}_{N,n}(z_s) = \sum_{s=1}^{\ell} Q_n(\tilde{f}_{N,2}(z_s), \tilde{f}_{N,3}(z_s)) \text{ is algebraic,}
$$
where $Q_n(X,Y)$ is a monic polynomial in $X$ and $Y$ with algebraic coefficients. Using induction on $n + m$ ($n, m \geq 0$) with (5.5), one can show that

$$
\sum_{s=1}^{\ell} f_{N,2}^m(z_s) f_{N,3}^m(z_s) \text{ are algebraic}
$$

for all $m \geq 0$ and $n \geq 0$. In particular, for every positive integer $n$, $\sum_{s=1}^{\ell} f_{N,2}^m(z_s)$ and $\sum_{s=1}^{\ell} f_{N,3}^m(z_s)$ are algebraic. Thus by solving for the elementary symmetric functions in $f_{N,i}(z_1), f_{N,i}(z_2), \ldots, f_{N,i}(z_{\ell})$ for $i = 1, 2$, we find that $\prod_{s=1}^{\ell} (x - f_{N,2}(z_s))$ and $\prod_{s=1}^{\ell} (x - f_{N,3}(z_s))$ are polynomials with algebraic coefficients. Therefore for every $z_0 \in \mathcal{F}_N$ for which $\mathrm{ord}_{z_0}(f) \neq 0$, $f_{N,2}(z_0)$ and $f_{N,3}(z_0)$ are both algebraic, and hence $f_{N,n}(z_0) = Q_n(f_{N,2}(z_0), f_{N,3}(z_0))$ are algebraic for all $m \geq 2$.

For a general genus $g$, we use the fact

$$
f_{N,n}(z_s) = Q_n(f_{N,g+1}(z_s), f_{N,g+2}(z_s), \ldots, f_{N,2g+1}(z_s))
$$

for some polynomial $Q_n(X_1, X_2, \ldots, X_g)$ with algebraic coefficients and the same arguments above to show $f_{N,n}(z_0)$ are algebraic for all $n \geq g + 1$.

6. Examples

Example 6.1. Consider a weight 2 modular form on $\Gamma_0(11)$

$$
f(\tau) := \frac{1}{10}(E_2(\tau) - 11E_2(11\tau) + 24\Delta_{11}(\tau)),
$$

where $\Delta_{11}(\tau) := g_{11,-1}(\tau)$ is the unique normalized cusp form on $\Gamma_0(11)$. This function is related with $Z_{K3}(z;\tau)$, the elliptic genus of $K3$. More precisely, the twisted elliptic genus of $11A$ type conjugacy class of Mathieu group $M_{24}$ is given by [12, Eq. (2.13)]

$$
Z_{11A}(z;\tau) = \frac{1}{12}Z_{K3}(z;\tau) - \frac{11}{6} f(\tau) \frac{\theta_{11}(z;\tau)^2}{\eta(\tau)^6},
$$

where $\theta_{11}(z;\tau)$ is the Jacobi theta function defined by $\theta_{11}(z;\tau) = \sum_{n \in \mathbb{Z}} q^{\frac{e}{4}(n+\frac{1}{2})^2} e^{2\pi i(n+\frac{1}{2})(z+\frac{1}{2})}$.

Suppose $z_1$ and $z_2$ are zeros of $f(\tau)$ in the fundamental domain $\mathcal{F}_{11}$, then the algebraic values $f_{11,2}(z_1)$ and $f_{11,2}(z_2)$ are roots of a quadratic polynomial $X^2 + 22X + 233$.

Proof. By valence formula, $f$ has two zeros in $X_0(11)$. Moreover, applying the Residue Theorem to the 1-form $f(\tau)d\tau$, we find that

$$
\begin{align*}
&(\text{width of the cusp } \infty) \cdot \text{(constant term of } f(\tau) \text{ at the cusp } \infty) \\
&\quad + (\text{width of the cusp } 0) \cdot \text{(constant term of } f(\tau) \text{ at the cusp } 0) = 0.
\end{align*}
$$

Hence we find that the constant term of $f(\tau)$ at the cusp 0 is $-\frac{1}{11}$, and thus $f$ has two zeros, say $z_1$ and $z_2$ in $Y_0(11)$.

On the other hand, if we write

$$
f(\tau) = 1 + \sum_{m=1}^{\infty} a(m)q^m = \prod_{n=1}^{\infty} (1 - q^n)^{c(n)},
$$
then from the initial values \(a(0) = 1, a(1) = 0, a(2) = 12, a(3) = 12, a(4) = 12, \ldots, \) and Proposition 5.1, we have \(c(1) = 0, \ c(2) = -12, \ c(3) = -12, \ c(4) = 66, \) etc. Since \(E_2(11)\) is spanned by \(E_2(\tau) - 11E_2(11\tau)\) whose constant term at the cusp 0 is 1 - \(\frac{\gcd(11,1)^2}{11}\) = \(\frac{10}{11}\) and the constant term of \(f_\theta\) at the cusp 0 is \(-\frac{1}{6}\) by (3.4), it is clear by (3.8) and (3.9) that
\[
E_f(\tau) = -\frac{11}{60}(E_2(\tau) - 11E_2(11\tau)) = \sum_{n=0}^\infty \varepsilon_f(n)q^n = -\frac{1}{6} - \frac{2}{5}q - \frac{6}{5}q^2 - \frac{8}{5}q^3 - \frac{14}{5}q^4 + \cdots.
\]
It then follows from (2.10) with \(n = 2, 3, 4\) that
\[
f_{11,2}(z_1) + f_{11,2}(z_2) = \sum_{d|2} c(d)d - 12 + \varepsilon_f(2) + (c(1) - 4 + \varepsilon_f(1))a_{11}(2, -1) = -22,
\]
\[
f_{11,3}(z_1) + f_{11,3}(z_2) = \sum_{d|3} c(d)d - 16 + \varepsilon_f(3) + (c(1) - 4 + \varepsilon_f(1))a_{11}(3, -1) = -34,
\]
and
\[
f_{11,4}(z_1) + f_{11,4}(z_2) = \sum_{d|4} c(d)d - 28 + \varepsilon_f(4) + (c(1) - 4 + \varepsilon_f(1))a_{11}(4, -1) = 242,
\]
because \(a_{11}(2, -1) = 2, a_{11}(3, -1) = 1, \) and \(a_{11}(4, -1) = -2.\)

Since \(f_{11,4} = f_{11,2}^2 - 4f_{11,3} - 4f_{11,2},\) we have
\[
x_1'' + x_2'' = x_1^2 + x_2^2 - 4(x_1' + x_2') - 4(x_1 + x_2),
\]
where \(x_i = f_{11,2}(z_i), \ x_i' = f_{11,3}(z_i) \) and \(x_i'' = f_{11,4}(z_i)\) for \(i = 1, 2.\) We then obtain that \(x_1^2 + x_2^2 = 18\) and therefore \(x_1x_2 = 233.\) Thus we conclude that \(x_1 = f_{11,2}(z_1) \) and \(x_2 = f_{11,2}(z_2)\) are roots of a quadratic polynomial \(X^2 + 22X + 233.\)

**Example 6.2.** For an example of a non square-free level, we take a look at the case when level \(N = 27.\) We denote the cusps of \(\Gamma_0(27)\) except for the infinity by \(s_1 = 0, s_2 = \frac{1}{3}, s_3 = \frac{1}{9}, s_4 = \frac{2}{3}, \) and \(s_5 = \frac{2}{9}.\) We also let \(d_1 = 1, d_2 = 3, d_3 = 9, \) and \(d_4 = 27.\)

Let \(\varphi\) be a primitive Dirichlet character of conductor 3. Then \(E^{(1)}(\tau) := E_2(\tau) - 3E_2(3\tau), \ E^{(2)}(\tau) := E_2(\tau) - 9E_2(9\tau), \ E^{(3)}(\tau) := E_2(\tau) - 27E_2(27\tau), \ E^{(4)}(\tau) := E_2^3(\varphi(\tau)), \) and \(E^{(5)}(\tau) := E_2^{2\varphi}(3\tau)\) form a basis for the Eisenstein space \(E_2(27).\)

According to Proposition 4.1, the constant terms of \(E^{(i)}(\tau)\) at \(s_j\) for \(1 \leq i \leq 3\) and \(1 \leq j \leq 3\) are
\[
1 - \frac{\gcd(d_{i+1}, d_j)^2}{d_{i+1}}
\]
and the constant terms of \(E^{(i)}(\tau)\) at \(s_j\) for \(1 \leq i \leq 3\) and \(j = 4, 5\) are
\[
1 - \frac{\gcd(d_{i+1}, d_{j-2})^2}{d_{i+1}}.
\]

Also, by Proposition 4.2 and Lemma 4.3, the constant terms of \(E^{(4)}(\tau)\) at \(s_j\) for \(1 \leq j \leq 5\) are equal to \(0, -\frac{2\sqrt{3}}{9}i, -\frac{2\sqrt{3}}{9}i, \frac{2\sqrt{3}}{9}i\) and \(\frac{2\sqrt{3}}{9}i,\) respectively. By Proposition 4.4, the constant terms of \(E^{(5)}(\tau)\) at \(s_3\) and \(s_5\) are equal to \(-\frac{2\sqrt{3}}{27}i\) and \(\frac{2\sqrt{3}}{27}i,\) respectively, and 0 at other cusps.
Therefore, for a weight $k$ meromorphic modular form $f$ on $\Gamma_0(27)$, solving the linear system in (3.8), we have
\[ E_f(\tau) = \alpha_1 E^{(1)}(\tau) + \alpha_2 E^{(2)}(\tau) + \alpha_3 E^{(3)}(\tau) + \alpha_4 E^{(4)}(\tau) + \alpha_5 E^{(5)}(\tau), \]
where
\begin{align*}
\alpha_1 &= \frac{3}{8} c_1 - \frac{5}{24} c_2 + \frac{1}{48} c_3 - \frac{5}{24} c_4 + \frac{1}{48} c_5 \\
\alpha_2 &= -\frac{3}{8} c_1 + \frac{1}{48} c_2 - \frac{1}{12} c_3 + \frac{1}{48} c_4 - \frac{1}{12} c_5 \\
\alpha_3 &= \frac{9}{8} c_1 + \frac{1}{8} c_2 + \frac{1}{16} c_3 + \frac{1}{8} c_4 + \frac{1}{16} c_5 \\
\alpha_4 &= \frac{3\sqrt{3}i}{4} c_2 - \frac{3\sqrt{3}i}{4} c_4 \\
\alpha_5 &= -\frac{9\sqrt{3}i}{4} c_2 + \frac{9\sqrt{3}i}{4} c_3 + \frac{9\sqrt{3}i}{4} c_4 - \frac{9\sqrt{3}i}{4} c_5
\end{align*}
and $c_j$ is the constant term of $f_0$ at the cusp $s_j$ ($1 \leq j \leq 5$).

**Example 6.3.** Let
\[ f(\tau) := f_{27,3}(\tau) = \frac{\eta(3\tau)^3}{\eta(27\tau)^3} + 3 = q^{-3} \prod_{n=1}^{\infty} (1 - q^n)^{c(n)} \in M_0^*(27). \]
Suppose $z_1$, $z_2$ and $z_3$ are zeros of $f(\tau)$ in the fundamental domain $\mathcal{F}_{27}$, then the values $f_{27,n}(z_1)$, $f_{27,n}(z_2)$ and $f_{27,n}(z_3)$ for all $n \geq 2$ satisfy
\[ f_{27,n}(z_1) + f_{27,n}(z_2) + f_{27,n}(z_3) = \sum_{d|n} c(d) d. \]
Furthermore, $f_{27,n}(z_1)$, $f_{27,n}(z_2)$ and $f_{27,n}(z_3)$ for all $n \geq 2$ are values in the cubic field $\mathbb{Q}(\sqrt[3]{3})$.

**Proof.** The following is the list of the first few basis elements of $M_0^*(27)$.
\begin{align*}
f_{27,2}(\tau) &= q^{-2} + q + 2q^4 + q^7 + q^{10} - q^{13} + q^{16} - 3q^{19} - 2q^{22} + 3q^{25} + 3q^{28} + \cdots \\
f_{27,3}(\tau) &= q^{-3} + 5q^6 - 7q^{15} + 3q^{24} + 15q^{33} - 32q^{42} + 9q^{51} + 58q^{60} - 96q^{69} + \cdots \\
f_{27,4}(\tau) &= q^{-4} + 2q^{-1} + 5q^2 + 2q^5 + 4q^8 - 4q^{11} + 5q^{14} - 10q^{17} - 3q^{20} - 14q^{23} + 13q^{26} + \cdots \\
f_{27,5}(\tau) &= q^{-5} + q + 2q^4 + 7q^7 + 8q^{10} - 10q^{13} - 6q^{16} - 18q^{19} + 20q^{22} - 19q^{25} + 4q^{28} + \cdots \\
f_{27,6}(\tau) &= q^{-6} + 10q^3 + 11q^{12} - 64q^{21} + 109q^{30} + 44q^{39} - 503q^{48} + 744q^{57} + 295q^{66} - \cdots \\
&\vdots
\end{align*}

Applying Proposition 5.1 to $q^3 f = q^3 f_{27,3} = 1 + 5q^9 - 7q^{18} + \cdots = \prod_{n=1}^{\infty} (1 - q^n)^{c(n)}$, we compute $c(1) = c(2) = \cdots = c(8) = 0$ and $c(9) = -5$. Thus $f = q^{-3}(1 - q^9)^{-5} \cdots$. Then by (2.4), we find that
\[ f_0(\tau) = -3 - \sum_{n=1}^{\infty} \sum_{d|n} c(d) dq^n = -3 + 45q^9 + \cdots. \]
We note that $f$ is non-vanishing at each cusp $s_i$ for $1 \leq i \leq 5$ by the Iseki's transformation formula [8, Theorem 5.8.1]. Since $f$ has neither zero nor pole at each cusp $s_i$ for $1 \leq i \leq 5$,
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which proves (6.1). The first non-zero value of this occurs when n = 9 as

f 27,9(z1) + f 27,9(z2) + f 27,9(z3) = −45.

Let x_i = f 27,2(z_i) and y_i = f 27,3(z_i) for i = 1, 2, 3. Of course, y_1 = y_2 = y_3 = 0. Then since

f 27,4 = f 27,2, f 27,5 = f 27,2f 27,3 − f 27,2, and f 27,6 = f 27,3, we obtain from (6.1) that

x_1 + x_2 + x_3 = 0,

y_1 + y_2 + y_3 = 0,

x_1^2 + x_2^2 + x_3^2 = 0,

(x_1 y_1 − x_1) + (x_2 y_2 − x_2) + (x_3 y_3 − x_3) = 0,

y_1^2 + y_2^2 + y_3^2 = 0.

This along with the relation f 3 27,2 = f 27,3 + 3f 27,3 + 9 yields that x_1 x_2 + x_2 x_3 + x_1 x_3 = 0 and

x_1 x_2 x_3 = 9, and hence the values f 27,2(z_1), f 27,2(z_2), and f 27,2(z_3) are zeros of X^3 − 9. As each

f 27,n(τ) is generated by f 27,2(τ) and f 27,3(τ), all values f 27,n(z_i) (i = 1, 2, 3 and n ≥ 2) lie in a cubic field.

Example 6.4. Let S be a subset of the exact divisors of N and Γ = N + S denote the subgroup of PSL_2(ℝ) generated by Γ_0(N) and the Atkin-Lehner involutions W_{Q,N} for all Q ∈ S. For a positive integer D that is congruent to a square modulo 4N, we denote by Q_{D,N} the set of positive definite binary quadratic forms

Q = [a, b, c] = aX^2 + bXY + cY^2 (a, b, c ∈ ℤ, N|a)

of discriminant D, with the usual action of the group Γ. To each Q ∈ Q_{D,N}, we associate its unique root α_Q ∈ ℍ, called a CM point. Assume Γ is of genus zero, and let j_Γ denote the corresponding Hauptmodul. Then

f(τ) = \prod_{Q ∈ Q_{D,N}/Γ} (j_Γ(τ) − j_Γ(α_Q))

is a meromorphic modular form of weight 0 on Γ with a Heegner divisor, that is, a form whose zeros and poles are all at CM points and cusps. Hence by Borcherds’ isomorphism, there is a certain weight 1/2 weakly holomorphic modular form g with Fourier expansion g(τ) = \sum_{n \geq n_0} A(n)q^n satisfying f = q^h \prod_{n=1}^\infty (1 − q^n)^{A(n)} with h = −|Q_{D,N}/Γ|.

We note that if we consider f as a meromorphic modular form on Γ_0(N), then the left-hand side of (2.10) is the D-th modular trace of f_{N,m}, i.e.

MT(D, f_{N,m}) := \sum_{Q ∈ Q_{D,N}/Γ_0(N)} e_{N,α_Q} f_{N,m}(α_Q).
Therefore, by applying Theorem 2.1 to $f$, we can express the modular trace of $f_{N,m}$ in terms of $A(n)$ and a coefficient of a certain weight 2 modular form in the Eisenstein space on $\Gamma_0(N)$.

For a specific example, we let $\Gamma$ be the group generated by $\Gamma_0(N)$ and the Fricke involution $W_N := \left( \begin{smallmatrix} 0 & -1 \\ N & 0 \end{smallmatrix} \right)$ and consider a function discussed in [7, Theorem 1.4], which is a weakly holomorphic modular function on $\Gamma$. Again, $\Gamma$ is of genus zero and $j_N^+$ denotes the corresponding Hauptmodul.

We define the Hurwitz-Kronecker class number $H(D)$ and a class number $H_N^+(D)$ by

$$H(D) = \sum_{Q \in \mathcal{Q}_D, \Gamma(1)} e_{1,\alpha_Q} \quad \text{and} \quad H_N^+(D) = \sum_{Q \in \mathcal{Q}_D/N} e_{\Gamma,\alpha_Q},$$

respectively. Here $1/e_{\Gamma,z}$ is the cardinality of $\Gamma_z/\{\pm 1\}$ for each $z \in \mathbb{H}$, where $\Gamma_z$ denotes the stabilizer of $z$ in $\Gamma$. For each cusp $\mathfrak{s}$ in $S := S_N - \{0, \infty\}$, define $k_{\mathfrak{s}} := (v, N/v)$ if $\mathfrak{s}$ is represented by a rational number $e/v$ such that $v$ is a divisor of $N$ and $e$ is coprime to $v$. Then for each positive integer $\ell$ such that $-\ell$ is congruent to a square modulo $4N$, the following holds:

$$f(\tau) := \prod_{\mathfrak{s} \in S} \left( j_N^+(\tau) - j_N^+(\mathfrak{s}) \right)^{-\frac{1}{2}k_{\mathfrak{s}}H(\ell/k_{\mathfrak{s}}^2)} \prod_{Q \in \mathcal{Q}_D/N} \left( j_N^+(\tau) - j_N^+(\alpha_Q) \right)^{e_{\Gamma,\alpha_Q}},$$

where the class number $H(\ell/k_{\mathfrak{s}}^2)$ is defined to be zero if $k_{\mathfrak{s}}^2 \nmid \ell$ and $B(\nu^2, \ell)$ is the coefficient of $q^\nu$ in a weakly holomorphic modular form of weight $3/2$ for $\Gamma_0(4N)$ given in [7, Eq.(12)]. Utilizing Theorem 2.1 with some power $f^m$ of $f$ (we choose a suitable $m$ in order to have integer exponents in the definition of $f$), we obtain

$$\text{MT}(D, f_{N,m}) = -\sum_{d\mid n} B(d^2, \ell) d + \frac{1}{m} \varepsilon_{f^m}(n).$$

Meanwhile, according to the theory of theta lifting developed by Bruinier and Funke [2], $\text{MT}(D, f_{N,m})$ can also be interpreted as a coefficient of $q^D$ of a certain harmonic weak Maass form of weight $3/2$.
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