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1.Introduction

The stability of energy commodity markets is crucial to the global economy. On the one hand, energy commodities provide the industrial materials necessary for economic development and guarantee sustainable expansion and reproduction. On the other hand, speculative investments in energy commodities have caused abnormal volatility in financial markets and consequently affected economic stability. COVID-19 epidemic in 2020 has had a significant negative impact on all countries and the global economy has been struck hard. Although the epidemic is gradually being brought under control in all countries with vaccination, the recovery rate globally, except China, is still weak. In this context, a stable and reliable energy supply has drawn sufficient attention from China. To address this issue, scholars have conducted studies from multiple perspectives [1, 2]. At the moment, the global economy is underperforming and various economies are trying their best to seek recovery measures. Therefore, it is increasingly critical to analyze the impact of international energy commodities on the domestic economy.

International commodity markets have been the focus of scholars in the study of shocks from external financial markets. The commodity market has a long history and plays a vital role in contemporary economic life. Bulk commodities have financial and commodity attributes. They are the basic raw materials used in industrial production and can be used as a tool to predict global economic development trends [3, 4]. In recent years, as commodities’ financial attributes have become stronger and stronger, people have also regarded commodity futures as a financial investment tool. Especially, when the major economies have not fully recovered and the global stock market has not performed well, hot money is flowing in and out of the stock market and the commodity futures market rapidly, which has a significant impact on the economic and financial development of other regions.

Since joining the WTO, China has played an increasingly prominent role in global economic growth, and its ties with
other regions have become increasingly close [5]. In recent years, China’s relatively high economic growth rate has made it depend on imports of bulk commodities remain high. The global share of domestic consumption of several major bulk commodities has shown an upward trend. In 2017, China’s coal and steel consumption accounted for 65.2% and 46.7% of the world’s total consumption, respectively, making China the world’s largest coal and steel consuming country, showing a relatively apparent demand in short supply [6]. Therefore, studying the bulk commodity market has an essential guiding role in economic growth. In addition, discovering the frequency and magnitude of price fluctuations in the international commodity futures market, exploring how price fluctuations in the international commodity futures market affect China’s economy, and analyzing the transmission mechanism between different markets are all very valuable issues. Finally, reasonable predictions of future fluctuations based on the research results, and then formulating measures to deal with commodity price fluctuations to curb the economic downturn, are of great significance for maintaining national economic security and stability.

2. Literature Review

The research on the international commodity market’s impact on China’s economy is mainly divided into price channel transmission and financial channel transmission. The former refers to the direct transmission of international commodity prices to the domestic macro economy, such as through price levels and industrial chains; the latter refers to the transmission of the domestic macro economy through the intermediate variable of China’s financial market, such as the capital market and currency market.

2.1. Price Channel

2.1.1. Price Level. Most scholars believe that fluctuations in international commodity markets are transmitted through the domestic price level and that different regions are affected differently. The transmission of oil price changes to inflation is relatively low in CEE countries [7]. Moreover, there is an asymmetric behavior between oil spot prices and inflation rates [8], and deviations in oil price forecasts may affect deviations in inflation forecasts [9]. Joshi and Acharya established a VAR model and found that the co-integration relationship between commodity prices and India’s domestic inflation data is becoming stronger [10]. Estrades and Terra used the DSGE model to find that the increase in commodity prices positively affects domestic economic development [11]. Filis believes that fluctuations in international oil prices can significantly affect the inflation levels of importing and exporting countries [12].

2.1.2. Industry Chain. Price changes in the international bulk commodity market can be directly transmitted to the material economy through the industrial chain and cause changes in the price level. Rising international oil prices increase the production cost of energy-intensive products using petroleum-related products as raw materials, which is not conducive for the export of such products [13] and the international commodity prices’ transmission effect is from the upstream to the downstream of the industrial chain [14]. Fluctuations in the international bulk commodity market can also be transmitted between industries, thereby affecting a country’s macroeconomics. Oil price fluctuations have been transmitted to various countries’ macroeconomics through the industrial chain linkages under economic integration [15]. Price fluctuations in the international bulk commodity market will also affect a country’s foreign trade situation. Blattman et al. analyzed the data of 35 commodity exporting countries and believed that trade fluctuations caused by the violent fluctuations of commodity prices would reduce foreign investment and thereby affect the economic growth of these countries [16].

2.2. Financial Channel

2.2.1. Capital Market Channel. Volatility in the international bulk commodity market will be transmitted to the material economy through the linkage effect of domestic and foreign financial markets. Many scholars have researched this transmission channel. Rudiger and Fischer believed that by influencing a country’s import and export and international trade balances, the exchange rate would affect the country’s economy and corporate investment, and ultimately affect the company’s stock price on the stock market [17]. Buyukshan and Robe found that the strength of the spillover effect between the international commodity market and the stock market is related to the strength of the commodity’s financial attributes [18]. Quadrini believes that the material economy sector will be affected by asset price fluctuations, and this impact needs to be achieved through the credit path [19]. Hammersland et al. used two mutually reinforcing financial accelerator mechanisms to explain that financial accelerators can magnify asset prices’ effect on the material economy [20].

2.2.2. Currency Market Channel. In terms of currency transmission channels, many scholars have discussed from the perspective of interest rates and credit. In the neoclassical price mechanism proposed by Jorgenson and Tobin [21, 22], monetary policy can affect the material economy by adjusting short-term interest rates. Jain and Ghosh found that international commodity prices significantly impact a country’s currency exchange rate [23]. Credit has also played a vital role in economic development. Oliner and Rudolph explained the credit mechanism’s role in the transmission of monetary policy by studying the relationship between corporate investment and financing, in which small firms are the main transmission carriers of the credit mechanism [24]. Hume and Sentence studied the relationship between global credit peaks and the macroeconomic environment [25]. They believed that the credit peaks since the mid-1990s had no significant impact on high-speed economic growth and inflation.
2.3. Literature Summary. It can be seen from the above that most scholars study the impact of commodity market price fluctuations on China’s macroeconomic variables such as prices and output. In addition, the generalization of the transmission channels is not the same, and most scholars have not fully considered the transmission of the international commodity futures market as an intermediate variable. Based on this, this article reclassifies the transmission channels. In addition, in terms of research methods, commodity futures markets are high-frequency daily data, while many economic variables are low-frequency data published monthly, quarterly, and annually. Such frequency differences will lead to forced frequency reduction in research by many scholars. Such processing methods will lose the information in the high-frequency data and reduce the credibility of the research. Therefore, it is necessary to seek new models to process data of different frequencies. Thus, this article adopts the MIDAS model and introduces the mediation effect and the moderating effect, which is a supplement to the research on the mixing data model and an innovation in macroeconomic forecasting. On the one hand, MIDAS can overcome the errors and limitations caused by studying variables of different frequencies, and the results obtained are more accurate. On the other hand, prediction research based on mixed frequency data helps to make reasonable expectations and inferences about current and future economic trends, and assists in the formulation of national macroeconomic policies.

3. Transmission Path

After sorting out previous studies, this article reorganizes the transmission path and summarizes the impact of the international commodity futures market on the Chinese economy into three routes as seen in Figure 1: the material economy, the financial market, and the exchange rate. The first is that the international commodity futures market affects different sectors of the domestic industrial chain. The second is the link between domestic and international commodity futures markets. The third is to affect trade prices through changes in RMB’s exchange rate against the US dollar.

3.1. Material Economy Route. This route refers to the fact that international commodity futures directly affect domestic consumer prices through international trade, affect domestic producer prices, and ultimately transmit to domestic consumer prices. Therefore, the domestic production sector plays an intermediary role. As China imports a large amount of bulk commodities, domestic bulk commodities’ prices will be directly affected by international market prices and are extremely sensitive to fluctuations in international commodity futures prices. Specifically, when a certain commodity price increases and is imported into the country, the price of industrial products in the domestic industrial chain will also increase.

3.2. Financial Market Route. This route means that the prices of international commodity futures affect the domestic commodity futures market and the domestic economy. Due to the close links between global financial markets, price changes in the international commodity futures market will be quickly transmitted to the domestic commodity futures market, which is a short-term impact. In this process, due to the existence of capital controls in China’s financial market, actual transmission may be lagging and insignificant compared to theory. In addition, futures play the role of price discovery. When prices in the international commodity futures market fluctuate, the domestic commodity futures market will change accordingly, which will then be transmitted to the material economy through price channels and affect the domestic consumer sector. This stage involves macro factors such as price levels, so the impact is relatively long term and indirect.

3.3. Exchange Rate Route. This route means that international commodity futures prices will affect various domestic production and consumption fields through the exchange rate. Generally speaking, the extent to which the international market price of a certain type of commodity can impact the domestic economy through a country’s exchange rate is closely related to the proportion of imports of that type of commodity in the total supply. If the import proportion is large, then the fluctuation of its international price will have a greater impact through the exchange rate, otherwise it will not. At present, China belongs to the former situation. As China has a strong import dependence on bulk commodities, the transmission of rising international bulk commodity prices to the domestic economy will be affected mainly by the RMB exchange rate fluctuation.

To sum up, when the price of the international commodity futures market fluctuates, its impact will be directly transmitted to the domestic consumer sector on the one hand. On the other hand, it will be transmitted to the domestic producer sector through the domestic production sector’s intermediary variable.
4. Data and Model

4.1. Data. The variables used in this paper include international commodity futures price index, Nanhua futures commodity index, average daily coal consumption of six major power plants, exchange rate, and consumer price index (CPI). This paper selects the daily and monthly data of relevant variables from January 2010 to January 2020 as the research object.

International commodity futures market: there are many international commodity futures market indicators, and the most representative one is the CRB series price index, including spot price index and the futures price index. Since the international commodity futures trading volume is much larger than the spot trading volume and the fluctuations are more significant, it is more suitable to use the futures index as a variable. Therefore, this paper selects the RJ/CRB futures price composite index to measure the international bulk commodity price.

China’s commodity futures market: we chose Nanhua Futures Commodity Index to represent the domestic commodity futures market. It was launched by the Nanhua Futures Exchange in 2004 and optimized from a price index to an investment index in 2008. The index provides investors with a more scientific and reasonable reference standard for futures investment returns.

Domestic production sector: we chose the average daily coal consumption of the six major power generation groups to represent the domestic production sector. Power generation has a very direct connection with industrial production. The average daily coal consumption of the six major power generation groups is often used to track industrial production. The coal consumption of the six power generation groups is the sum of the six power plants’ coal consumption located in the southeast coastal area. The coal consumption of the six major power generation groups is daily high-frequency data, which can predict the changes in the country’s total power generation to a certain extent, reflecting the changes in macro-industrial economic indicators.

Exchange rate: exchange rate is one of the most easily affected variables. The international bulk commodities are generally priced in US dollars, and the impact of exchange rates must be considered when influencing China’s price level. Considering the availability of data, this article adopts the daily data of the US dollar against the RMB central parity.

Domestic consumption sector: we chose the consumer price index to represent the domestic consumption sector. The consumer price index is selected as the proxy variable of the national downstream price level. Its statistical scope covers all aspects of the national urban and rural residents’ consumption. Simultaneously, it has good stability and can better reflect the domestic downstream consumption price level.

According to the sample frequency and availability, the sample window selected for model estimation is from January 2010 to January 2020, with 2367 observations for each set of high-frequency daily data and 121 observations low-frequency monthly data. We chose data from January 2010 to December 2018 for the in-sample forecast and January 2019 to January 2020 for the out-of-sample forecast. Given that CPI is monthly data, seasonal effects are excluded from the original data. The above data are from Wind and China Economic Network database.

4.2. MIDAS Model. The Mixed Data Sampling (MIDAS) model proposed by Ghysels can make full use of the information of the original data without processing the mixed frequency data. The MIDAS model has been studied and applied by many scholars, and the model form has been more expanded. At first, the MIDAS model was used to predict financial market fluctuations. Now, the MIDAS model has been widely used in analyzing and predicting future macroeconomic trends. The existing research mainly uses the MIDAS model to forecast macroeconomic variables of a country.

5. Empirical Analysis

In this part, six weight function regression models of Beta-Midas, Beta-non-zero-MIDAS, Exp-Almon-Midas, Stepfun-Midas, and Almon-Midas are used to study the prediction effect of each high-frequency explanatory variable on CPI, and the lag order of high-frequency variables starts from the first order to the optimal order. In parameter estimation, the optimal weight function is selected according to the principle that the smaller the error is, the greater the goodness of fit is. The errors include Root Mean Square Error (RMSE), Mean Squared Error of Forecast (MSFE), and Discounted Mean Squared Error of Forecast (DMSFE). RMSE, MSFE, and DMSFE of each model are used to reflect the prediction accuracy when making the in-sample forecast. The optimal weight function and the optimal lag order are selected according to the model’s output and prediction accuracy. In the empirical analysis, we compare the models’ fitting results and prediction accuracy with and without autoregressive terms. The results show that the fitting results and prediction accuracy of the model are better with an autoregressive term.

5.1. Univariate MIDAS Model. When the explanatory variable is the RJ/CRB International Commodity Futures Index, the goodness of fit and in-sample and out-of-sample prediction accuracies at different lag orders are shown in Table 1 (due to limited space, only part of the lag order results and the selected mixing model are shown in this paper). We found that the RMSE of Beta-AR(1)-MIDAS, Beta non-zero-AR(1)-MIDAS, and Exp Almon-AR(1)-MIDAS are more stable compared to the others. When the lag order equals 13, the RMSE, MSFE, and DMSFE of Almon-AR(1)-MIDAS model are 0.5046, 0.2546, and 0.0868, respectively, which is a better prediction accuracy than other models. After the lag order increases, the goodness of fit and prediction accuracy are both higher than that of lag order 13. Therefore, the Almon-AR(1)-MIDAS (13) has the highest in-sample prediction accuracy for the low-frequency CPI. As shown in Figure 2, the fluctuation range of the 13 coefficients
estimated by the Almon-AR(1)-MIDAS (13) is (−0.02, 0.04), that is, the RJ/CRB International Commodity Futures Index has both positive and negative effects on the CPI. The first-order delay effect is −0.0019, that is, the RJ/CRB International Commodity Futures Index on the previous trading day will cause the CPI to fall this month by 0.0019 units. The impact of the RJ/CRB International Commodity Futures Index on the CPI this month will last for 13 trading days.

When the explanatory variable is average daily coal consumption of six power plants, the goodness of fit and in-sample and out-of-sample prediction accuracy at different lag orders are shown in Table 2. Table 2 shows that Stepfun-AR(1)-MIDAS has the highest goodness of fit among the six models when the lag order increases to 20 or higher, indicating that when the lag order increases, the fitting effect of Stepfun-AR(1)-MIDAS has gradually become prominent. Moreover, when the lag order reaches 22, the RMSE, MSFE, and DMSFE of Stepfun-MIDAS are 0.5055, 0.255, and 0.0793, respectively, which are all the lowest. Therefore, Stepfun-AR(1)-MIDAS (22) has the best fitting effect and prediction accuracy, indicating that the impact of the average daily coal consumption of the six major power plants on the CPI is relatively long term and durable, and the duration is about one month. Figure 3 shows that the 22 coefficients estimated by the Stepfun-AR(1)-MIDAS (22) model fluctuate randomly between −0.006 and 0.01. The lagging influence of the six major power plants’ average daily coal consumption on the CPI presents both positive and negative effects. At first, the average daily coal consumption of the six major power plants positively affected the CPI. The increase in the average daily coal consumption of the six major power plants would increase the CPI this month, but the effect gradually turned negative as it approached the end of the month. The impact of the average daily coal consumption of the six major power plants on the CPI will extend to 22 trading days.

When the explanatory variable is Nanhua Futures Commodity Index, the goodness of fit and in-sample and out-of-sample prediction accuracy at different lag orders are shown in Table 3. When the lag order increases to 15, the prediction effect of Almon-AR(1)-MIDAS is better than

Table 1: RJ/CRB International Commodity Futures Index: the goodness of fit and in-sample and out-of-sample prediction accuracy at different lag orders.

| Model            | Index | Lag order |
|------------------|-------|-----------|
|                  |       | 13        | 20        | 25        | 30        | 35        | 40        |
| Beta-MIDAS       | $R^2$ | 0.8629    | 0.8629    | 0.8629    | 0.8630    | 0.8675    | 0.8680    |
|                  | RMSE  | 0.6430    | 0.6407    | 0.6430    | 0.6445    | 0.6500    | 0.6359    |
|                  | MSFE  | 0.4134    | 0.4105    | 0.4134    | 0.4154    | 0.3969    | 0.4044    |
|                  | DMSFE | 0.1044    | 0.1041    | 0.1044    | 0.1046    | 0.1026    | 0.1044    |
| Beta-nonzero-MIDAS | $R^2$ | 0.8628    | 0.8631    | 0.8633    | 0.8633    | 0.8677    | 0.8675    |
|                  | RMSE  | 0.6382    | 0.6408    | 0.6421    | 0.6458    | 0.6331    | 0.6327    |
|                  | MSFE  | 0.4073    | 0.4107    | 0.4123    | 0.4171    | 0.4009    | 0.4003    |
|                  | DMSFE | 0.1032    | 0.1042    | 0.1047    | 0.1053    | 0.1034    | 0.1031    |
| Exp Almon-MIDAS  | $R^2$ | 0.8908    | 0.8937    | 0.9011    | 0.9038    | 0.9120    | 0.9201    |
|                  | RMSE  | 0.7368    | 0.7863    | 0.8514    | 0.8703    | 0.8488    | 0.8936    |
|                  | MSFE  | 0.5429    | 0.6183    | 0.7249    | 0.7575    | 0.7204    | 0.7986    |
|                  | DMSFE | 0.1336    | 0.1412    | 0.1661    | 0.1773    | 0.1826    | 0.1799    |
| U-MIDAS          | $R^2$ | 0.8796    | 0.8803    | 0.8858    | 0.8852    | 0.8897    | 0.8916    |
|                  | RMSE  | 0.7100    | 0.7160    | 0.7483    | 0.7358    | 0.7004    | 0.7181    |
|                  | MSFE  | 0.5041    | 0.5127    | 0.5600    | 0.5414    | 0.4906    | 0.5156    |
|                  | DMSFE | 0.1370    | 0.1348    | 0.1463    | 0.1459    | 0.1470    | 0.1487    |
| Stepfun-MIDAS    | $R^2$ | 0.8716    | 0.8682    | 0.8717    | 0.8695    | 0.8751    | 0.8750    |
|                  | RMSE  | 0.5046    | 0.5868    | 0.7108    | 0.6905    | 0.6276    | 0.5997    |
|                  | MSFE  | 0.2546    | 0.3443    | 0.5052    | 0.4768    | 0.3939    | 0.3597    |
|                  | DMSFE | 0.0868    | 0.0942    | 0.1342    | 0.1319    | 0.1216    | 0.1068    |
other models. When the lag order further increases, each model’s goodness of fit shows an increasing trend, and the RMSE generally changes in the same direction as the goodness of fit. In terms of prediction accuracy, the prediction accuracy of Exp-Almon-AR(1)-MIDAS model has been maintained at a relatively stable level. WZ’s RMSE is stable between 0.49 and 0.50, and the prediction effect is more stable than other models. When the lag order changes to 23, RMSE, MSFE, and DMSFE of the Almon-AR(1)-MIDAS are 0.4715, 0.2223, and 0.0876, respectively, which are lower than other models. When the lag order increases again, the prediction accuracy of the Almon-AR(1)-MIDAS model begins to decrease. After comparing different models and comparing different lag orders, when the lag order changes to order 23, the fitting effect and prediction accuracy of the Almon-AR(1)-MIDAS(23) model are relatively better.

It can be seen from Figure 4 that the 23 coefficients estimated by the Almon-AR(1)-MIDAS model fluctuate randomly between $-0.001$ and $0.002$. WZ’s lagging influence of the Nanhua Commodity Index on the CPI also has positive and negative situations, but the total delay effect is positive. WZ’s first-order delay effect of the Nanhua Futures Commodity Index on the CPI is 0.0016, that is, the growth of the Nanhua Futures Commodity Index will increase the CPI, and the impact on the CPI will extend to 23 trading days, that is, the CPI this month happened to be affected by the fluctuation of the Nanhua Futures Commodity Index.

When the explanatory variable is the exchange rate, the goodness of fit and in-sample and out-of-sample prediction accuracy at different lag orders are shown in Table 4. Table 4 shows that the goodness of fit and prediction accuracy of Beta-AR(1)-MIDAS, Beta-nonzero-AR(1)-MIDAS, and Exp Almon-AR(1)-MIDAS models are close at each order, with no significant difference. The goodness of fit of the Almon-MIDAS model is slightly better than other models, but the prediction accuracy is inferior to other models at higher orders. When the lag order reaches 20, the values of U-AR(1)-MIDAS prediction accuracy indicators RMSE, MSFE, and DMSFE are 0.4669, 0.2180, and 0.1210, respectively which...
are the lowest among all models and lag order. Therefore, it can be seen from Table 3 that when the exchange rate lag order is 20, the U-AR(1)-MIDAS (20) model has the best prediction performance and can extract the potential information of high-frequency data to the maximum. Figure 5 shows that the 20 coefficients estimated by the U-AR(1)-MIDAS (20) model make random fluctuations in the positive and negative directions between -20 and 15. The first-order effect of delay is 1.26, that is, the rise in the exchange rate of USD/RMB on the previous trading day will drive the CPI increase of this month by 1.26 units. The influence of USD/RMB’s exchange rate on the CPI of this month will last 20 trading days.

5.2. Multivariate MIDAS Model. In the univariate MIDAS model, the prediction results obtained by different high-frequency explanatory variables will be different. And, there are multiple routes through which price fluctuations can be transmitted, so it is impossible to use a univariate model to predict the CPI accurately. In this part, we consider combining univariate models from different routes to reduce prediction errors. By combining the information contained in different variables, the forecast accuracy of the model can be optimized. The combined prediction model can refer to [26]. In addition, we chose four different weight functions as follows:

Equal weight function:

$$\omega_{i,t} = \frac{1}{n}$$  \hspace{1cm} (1)

AIC weight function:

$$\omega_{i,t} = \frac{\exp(-\text{AIC}_i)}{\sum_{i=1}^{n} \exp(-\text{AIC}_i)}$$  \hspace{1cm} (2)

BIC weight function:

$$\omega_{i,t} = \frac{\exp(-\text{BIC}_i)}{\sum_{i=1}^{n} \exp(-\text{BIC}_i)}$$  \hspace{1cm} (3)
MSFE weight function:

\[ \omega_{i,t} = \frac{m_{i,t}^{-1}}{\sum_{i=1}^{n} m_{i,t}^{-1}} \]

\[ m_{i,t} = \sum_{j=1}^{I} \delta^{-i} (y_{j+h} - \tilde{y}_{j+h})^2 \]

\( \delta = 1 \) when using MSFE weight function, \( \delta = 0.9 \) when using DMSFE weight function.

We introduced control variables and intermediate variables into the model. We selected the average daily coal consumption of the six power plants as the intermediate variables, and the Nanhua Futures Commodity Index, and the exchange rate as the control variables. We introduce the cross-multiplication of RJ/CRB International Commodity Futures Index, Nanhua Futures Commodity Index, and the exchange rate to reflect the moderating effect. We introduce the cross-multiplication of the average daily coal consumption of the six power plants, the Nanhua Futures Commodity Index, and the exchange rate to reflect the mediating effect. According to each high-frequency explanatory variable’s optimal weight function and optimal lag order, we construct a combined forecasting model to make out-of-sample forecasts for the CPI from January 2019 to January 2020. Table 5 shows the goodness of fit and prediction accuracy at the optimal lag order of each cross-multiplication variable.

### 5.2.1. Combined Forecast of the International Commodity Futures Market and the Domestic Production Sector

According to the univariate model results in Table 6, the AR(1)-MIDAS(13) model with MSFE weight function is better than other models in the goodness of fit and prediction accuracy. WZ herefore, this model is more suitable for out-of-sample CPI forecast under the material economy transmission route.

### 5.2.2. Combined Forecast of the International Commodity Futures Market, Chinese Commodity Futures Market, and Domestic Production Sector

According to the results in
Table 5: The goodness of fit and prediction accuracy at the optimal lag order of each cross-multiplication variable.

| Model          | Index       | CRB × coal | NH × coal | Exchange × coal | CRB × NH | CRB × exchange |
|----------------|-------------|------------|-----------|-----------------|----------|----------------|
|                | Lag = 36    | Lag = 24   | Lag = 22  | Lag = 37        | Lag = 24 |
| Beta-MIDAS     | $R^2$       | 0.8652     | 0.8602    | 0.8696          | 0.8740   | 0.8657         |
|                | RMSE        | 0.5542     | 0.5567    | 0.6349          | 0.6626   | 0.6733         |
|                | MSFE        | 0.3072     | 0.3100    | 0.4031          | 0.4390   | 0.4534         |
|                | DMSFE       | 0.0882     | 0.0901    | 0.1044          | 0.1017   | 0.1099         |
| Beta-nonzero-MIDAS | $R^2$       | 0.8668     | 0.8582    | 0.8598          | 0.8735   | 0.8665         |
|                | RMSE        | 0.5792     | 0.5502    | 0.5404          | 0.6665   | 0.6772         |
|                | MSFE        | 0.3355     | 0.3028    | 0.2921          | 0.4442   | 0.4586         |
|                | DMSFE       | 0.0947     | 0.0893    | 0.0853          | 0.1018   | 0.1116         |
| Exp Almon-MIDAS | $R^2$       | 0.8659     | 0.8615    | 0.8706          | 0.8742   | 0.8659         |
|                | RMSE        | 0.5222     | 0.5662    | 0.6259          | 0.6646   | 0.6794         |
|                | MSFE        | 0.2727     | 0.3206    | 0.3917          | 0.4417   | 0.4616         |
|                | DMSFE       | 0.0837     | 0.0920    | 0.1034          | 0.1024   | 0.1111         |
| U-MIDAS        | $R^2$       | 0.9316     | 0.9095    | 0.9070          | 0.9220   | 0.9020         |
|                | RMSE        | 0.5205     | 0.5288    | 0.5906          | 0.8027   | 0.8192         |
|                | MSFE        | 0.2710     | 0.2796    | 0.3488          | 0.6443   | 0.6711         |
|                | DMSFE       | 0.0626     | 0.0769    | 0.0981          | 0.1264   | 0.1475         |
| Stepfun-MIDAS  | $R^2$       | 0.9096     | 0.8919    | 0.8907          | 0.8940   | 0.8688         |
|                | RMSE        | 0.5118     | 0.4745    | 0.4944          | 0.7087   | 0.7423         |
|                | MSFE        | 0.2619     | 0.2252    | 0.2444          | 0.5022   | 0.5509         |
|                | DMSFE       | 0.0742     | 0.0722    | 0.0798          | 0.1295   | 0.1378         |
| Almon-MIDAS    | $R^2$       | 0.9043     | 0.8870    | 0.8885          | 0.8778   | 0.8731         |
|                | RMSE        | 0.4911     | 0.4863    | 0.5091          | 0.6344   | 0.5910         |
|                | MSFE        | 0.2412     | 0.2365    | 0.2592          | 0.4024   | 0.3493         |
|                | DMSFE       | 0.0613     | 0.0679    | 0.0809          | 0.1054   | 0.0933         |

Table 6: The goodness of fit and prediction accuracy of RJ/CORB and coal.

| Weight function | The goodness of fit and prediction accuracy | Lag = 13 | Lag = 22 | Lag = 36 |
|-----------------|-------------------------------------------|----------|----------|----------|
| MSFE            | $R^2$                                     | 0.8389   | 0.8303   | 0.8320   |
|                 | RMSE                                      | 0.5346   | 0.5644   | 0.5552   |
|                 | MSFE                                      | 0.2858   | 0.3186   | 0.3083   |
| DMSFE           | $R^2$                                     | 0.8373   | 0.8315   | 0.8273   |
|                 | RMSE                                      | 0.5359   | 0.5691   | 0.5539   |
|                 | MSFE                                      | 0.2872   | 0.3238   | 0.3068   |
| AIC             | $R^2$                                     | 0.7736   | 0.7681   | 0.8225   |
|                 | RMSE                                      | 0.5821   | 0.5585   | 0.5346   |
|                 | MSFE                                      | 0.3388   | 0.3120   | 0.2858   |
| BIC             | $R^2$                                     | 0.7736   | 0.7977   | 0.8225   |
|                 | RMSE                                      | 0.5821   | 0.5472   | 0.5346   |
|                 | MSFE                                      | 0.3388   | 0.2995   | 0.2858   |
| Equal weight    | $R^2$                                     | 0.8380   | 0.8338   | 0.8387   |
|                 | RMSE                                      | 0.5353   | 0.5757   | 0.5597   |
|                 | MSFE                                      | 0.2865   | 0.3314   | 0.3133   |

AR(1)-MIDAS(22) model with MSFE weight function is better than other models in the goodness of fit and prediction accuracy. Therefore, this model is more suitable for out-of-sample forecasts of CPI under the exchange rate route.

5.2.4. Comparison of the Predicted and the Observed CPI. Table 9 shows the goodness of fit and prediction accuracy of combined forecasting model under three routes. The forecast CPI under the three routes is weighted and averaged to obtain a total predicted CPI. The comparison of the predicted and the observed CPI is shown in Figure 6. As shown in Figure 6, observed and predicted CPI are consistent in most months, except for February, March, October, November 2019, and January 2020. Changes in CPI in recent months may be ascribed to expected shocks such as price rise during the Chinese Lunar New Year, higher pork prices due to African swine fever, and the COVID-19 epidemic.

5.2.3. Combined Forecast of the International Commodity Futures Market, Exchange Rate, and Domestic Production Sector. According to the results in Table 8, the AR(1)-MIDAS(22) model with AIC weight function is better than other models in the goodness of fit and prediction accuracy. Therefore, this model is more suitable for out-of-sample CPI forecasts under the financial market route.

5.3. Conclusion. In this paper, four kinds of high-frequency daily data are used to predict China’s CPI by using the MIDAS model. The four variables have different effects on China’s CPI, and each high-frequency variable has different influence route on China’s CPI forecast. Judging from the fit and prediction effect of a single variable, the RJ/CORB commodity price index’s optimal lag order is 13. The optimal lag order of the other three high-frequency day variables representing domestic conditions is 22, 23, and 20. Considering that the data samples selected are all data from...
domestic trading days, we can consider 23 trading days consisting of a month, excluding holidays and other factors. Therefore, the three high-frequency daily variables in China can predict CPI more perfectly with the current month’s data.

In the material economy route, the R/CRB commodity price index’s direct impact on the CPI fluctuates, but the overall effect is positive. However, the optimal lag order is significantly smaller than other high-frequency explanatory variables, which indicates that the impact of the international commodity futures market on China’s CPI is mainly short term. After adding the intermediary variable, the optimal lag order has increased significantly, indicating that the impact of international commodity futures prices on China’s industrial output needs a longer time. Therefore, its impact on China’s CPI will also have a time lag effect, and R/CRB commodity price index has a long-term effect on the CPI.

In the financial market route, after adding the Nanhua Commodity Futures Index as a regulatory variable to the model, the effects of moderating effect and mediating effect are alternating between the positive and the negative. The mediating effect of the Nanhua Commodity Futures Index
and the average daily coal consumption of the six power plants are unstable for the CPI. The optimal lag order of the moderating effect of the RJ/CRB Commodity Price Index and Nanhua Commodity Futures Index is greater, and their influence on the CPI is longer.

The US dollar to the RMB exchange rate is added as the adjustment variable in the exchange rate route. The optimal lag order of the adjustment variable and the intermediary variable is the same. The effect on the CPI lasts about one month, indicating that this route conducts the domestic CPI more rapidly. The reason may be that exchange rate changes can more directly affect domestic purchasing power, and the real-time effect is more pronounced. In contrast, domestic and foreign financial markets' linkage effect has a short-term time lag, which takes longer to transmit to the domestic production and consumption side.

Based on the univariate model’s fit and prediction results, we further construct the combined prediction model and analyze its prediction accuracy and effect. The results show that the combined prediction model with MSFE as the weight in the material economic route, the combined prediction model with AIC as the weight in the financial market route, and the combined prediction model with MSFE as the weight in the exchange rate route have high precision in China’s CPI forecast. Finally, integrating the three routes can effectively predict the CPI in a normal month.

6. Policy Suggestions

China’s strong dependence on international commodities will undoubtedly make the fluctuation of international commodity futures market and domestic economy interrelated. Its price increase will affect China’s economic growth and promote inflation, thus affecting the economy’s stability. Therefore, preventing and eliminating the risk of external shocks and effectively defusing the shocks caused by price fluctuations in the international commodity market must be considered. This article gives the following suggestions.

First of all, it is necessary to monitor the price change in real time and pay attention to the conduction effect of international commodity futures price fluctuation. Real-time monitoring and capturing the volatility of the international market is the prerequisite for proposing follow-up measures. The previous research and analysis makes it known that the international market price fluctuations will impact domestic industrial and consumer price levels. Simultaneously, the linkage of domestic and foreign futures market is a conduction route that cannot be ignored, and the change of international market price will increase the domestic financial risk. Therefore, real-time monitoring and early warning of international commodity futures prices are indispensable to develop timely and effective strategies to deal with financial uncertainty without risk.

Secondly, identify the main factors that cause fluctuations in international commodity futures prices and effectively resolve different channels’ impact. The influence factors of international commodity futures price are very complicated. At different times and under different conduction routes, international commodities’ conduction effect on China’s economy will be different. Therefore, in dealing with the impact of international prices, it is essential to establish monitoring and early warning mechanisms. Relevant departments should improve the ability to collect and process information on the futures market and make reasonable predictions on important commodities’ future trends. In addition, we should improve the ability to identify the dominant factors. According to domestic and foreign economy and finance, the corresponding policy means should be formulated for different transmission channels, monetary policy, and fiscal policy, and administrative intervention should be effectively adopted to guide enterprises to adopt flexible financial instruments to resolve risks.

Third, we must develop the domestic commodity futures market and strive for pricing power. China has a great demand for resources, and bulk commodities such as iron ore and crude oil account for a large proportion of world
demand. However, under the current trade background, China can only trade following the requirements of foreign exchange, has no right to speak in the process of commodity pricing, and has no advantage in import and export trade. From the research of this article, the fluctuation of international commodity futures prices will be carried out through the linkage of domestic and foreign markets. Therefore, China’s futures market needs to be further improved. In terms of countermeasures, China’s participation in the formation of international commodity futures prices mainly includes: perfecting the commodity varieties of China’s futures market, reasonably exploring the reasons for price changes in the international commodity futures market, combining the background of domestic and foreign markets to forecast its future trends, while guarding against potential imported inflation risks.

Finally, the government should establish a strategic commodity reserve system. Changes in international commodity prices depend on supply and demand factors and are also affected by political factors. Since bulk commodities have strategic reserves, the establishment of a strategic reserve system is of great significance. When prices fluctuate sharply or frequently, the country can use strategic reserves to alleviate the shock caused by price fluctuations. On the one hand, it is necessary to reduce the degree of dependence on imports of bulk commodities. Relevant departments use policy measures to encourage domestic cultivation of agricultural products that are highly dependent on imports and control the industrial sector’s demand for bulk commodities to reduce unnecessary consumption. On the other hand, in conjunction with the national development plan, actively expand the overseas sources of commodities, encourage enterprises to invest in overseas resources, and establish strategic cooperative relations with those that produce strategic resources and commodities.
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