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A Supplementary Sections

A.1 SaG Policy Algorithm

Our SaG policy can be summarized as follows:

\begin{algorithm}
\caption{SaG Policy Learning}
\textbf{Input}: RGB-D image $I$, density threshold $p$;
\textbf{Output}: action decision $a_t$ at time $t$;
1: $H, M \leftarrow \text{ObjectSegmentation}(I)$;
2: \textbf{if} density($H$) $> p$ \textbf{then}
3: \quad $s_t \leftarrow \text{HeightmapProjection}(I, H, M)$
4: \quad $Q_p \leftarrow \Phi_p(s_t)$
5: \quad $a_t \leftarrow \max_a Q_p$
6: \textbf{else}
7: \quad $M \leftarrow \text{AllOnesMask}()$
8: \quad $s_t \leftarrow \text{HeightmapProjection}(I, H, M)$
9: \quad $Q_g \leftarrow \Phi_g(s_t)$
10: \quad $a_t \leftarrow \max_a Q_g$
11: \textbf{end if}
\end{algorithm}

A.2 Implementation and Training Details

The deep Q-learning network in our work is an encoder-decoder structure with fully convolutional networks [1]. Both PushNet $\phi_p$ and GraspNet $\phi_g$ have a structure of a 3-layer residual network followed by bilinear upsampling.

The training objective is to minimize the temporal difference error $\delta_t$

$$\delta_t = Q_\pi(\theta_t; s_t, a_t) - (R_{a_t}(s_t, s_{t+1}) + \gamma \max_a Q_\pi(\theta_t^{-1}; s_{t+1}, a))$$  (1)
using the Huber loss function \[4\]

\[
\mathcal{L}_{\delta} = \begin{cases} 
\frac{1}{2} \delta_t^2, & \text{if } |\delta_t| \leq 1 \\
|\delta_t| - \frac{1}{2}, & \text{otherwise}
\end{cases}
\] (2)

where \(\theta_t\) are the DQN parameters at time \(t\), and the target network parameters \(\theta_t^-\) are held fixed between updates. Only the single-pixel gradient where the motion primitive is executed in each iteration was computed and allowed to pass through the DQN. All other pixels back-propagate with 0 loss as in \[5\].

Multi-stage training is used. In the first two stages, the cluttered scenario is formulated with six objects in singulation training. Eight objects are randomly dropped in the workspace for grasping training. We train the singulation policy for 2500 episodes and the grasping policy for 1500 episodes, respectively. The coordination stage finally matches the data distribution of the two policies and is trained for 1500 episodes.

\[\text{Fig. 1. Training performance.}\] The blue line demonstrates that the singulation success rate reaches over 60% in 2500 iterations, while the grasping performance achieves about 80% in 1500 iterations.

The training curve is shown in Fig. 1. In stage one, we calculate the \(c^i\) center location-based pairwise distances after each interaction and form a graph. When the graph density reaches zero in one trial, we define it as a successful trial. The singulation performance is defined as the singulation success rate (%) over the last 100 trials. When the number of pushing action reaches a maximum number of 10, we regard it as a failed trial. The grasping performance is defined as the grasping success rate (%) over the last \(j = 200\) attempts.

The optical flow binary classifier takes as inputs the FlowNet2 generated optical flow and task relevant features. The optical flow is fed into a pre-trained ResNet-101 encoder, and task features are passed into a simple MLP (three fully connected layers with batch normalization \[2\] and RELU \[3\]). We concatenate
the two outputs and finally pass to a fully connect layer to output a single dimension probability. We use the binary cross-entropy loss to train the classifier.

A.3 More Visualizations

Fig. 2. More visualizations of real robot test cases.
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