Contextual Modeling for 3D Dense Captioning on Point Clouds
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Abstract

3D dense captioning, as an emerging vision-language task, aims to identify and locate each object from a set of point clouds and generate a distinctive natural language sentence for describing each located object. However, the existing methods mainly focus on mining inter-object relationship, while ignoring contextual information, especially the non-object details and background environment within the point clouds, thus leading to low-quality descriptions, such as inaccurate relative position information. In this paper, we make the first attempt to utilize the point clouds clustering features as the contextual information to supply the non-object details and background environment of the point clouds and incorporate them into the 3D dense captioning task. We propose two separate modules, namely the Global Context Modeling (GCM) and Local Context Modeling (LCM), in a coarse-to-fine manner to perform the contextual modeling of the point clouds. Specifically, the GCM module captures the inter-object relationship among all objects with global contextual information to obtain more complete scene information of the whole point clouds. The LCM module exploits the influence of the neighboring objects of the target object and local contextual information and thereby generate comprehensive and detailed descriptions of the located objects. Extensive experiments on the ScanRefer and Nr3D datasets demonstrate that our proposed method sets a new record on the 3D dense captioning task, and verify the effectiveness of our raised contextual modeling of point clouds.

Introduction

With continuous advance in deep learning, there has been increasing attentions on the intersection of computer vision (CV) and natural language processing (NLP), such as image captioning (Xu et al. 2015)\textsuperscript{1}, Lu et al. 2017, Zhang et al. 2021\textsuperscript{2} and dense image captioning (Johnson, Karpathy, and Fei-Fei 2016)\textsuperscript{3}, Yang et al. 2017\textsuperscript{4}, Kim et al. 2019\textsuperscript{5}. Image captioning aims at generating a single sentence for an image, while dense image captioning is the task of localizing multiple objects in a given image and describing each object by natural language sentences. Such captioning tasks are mainly restricted to 2D images. Recently, some researchers have extended the dense captioning task from 2D images to 3D point clouds and proposed the 3D dense captioning task (Chen et al. 2021\textsuperscript{a}, Jiao et al. 2022, Wang et al. 2022\textsuperscript{b}). Different from 2D images captured from only one single viewpoint, 3D point clouds (Chen, Chang, and Nießner 2020)\textsuperscript{c}, (Achlioptas et al. 2020)\textsuperscript{d} can provide complete physical information of objects, such as the actual size and space locations in the real environment. However, the complexity of 3D point clouds makes the 3D dense captioning task even more challenging.

In general, the existing 3D dense captioning methods (Chen et al. 2021\textsuperscript{a}, Jiao et al. 2022, Wang et al. 2022\textsuperscript{b}) usually adopt a detector to generate candidate objects and model the inter-object relationship to learn the complicated object features for generating the corresponding descriptions, as illustrated in Fig.1(a). Concretely, Chen et al. (2021\textsuperscript{a}) propose the first baseline method, namely Scan2Cap, which depicts the relationship between the target object and candidate objects by establishing a message-passing network. Jiao et al. (2022\textsuperscript{b}) propose to progressively encode inter-object relations among candidate objects by a multi-order relation mining model. Wang et al. (2022\textsuperscript{b}) design a spatiality-guided encoder to investigate the relative spatiality between the candidate objects. However, existing

\textsuperscript{a}Corresponding authors.
methods only focus on mining the relationships between candidate objects, while ignoring the contextual information within the point clouds. Unfortunately, the lack of contextual information, especially the non-object details and background environment within the whole point clouds, may result in low-quality and inaccurate descriptions. For example, as shown in Fig.1(a), Scan2Cap generates wrong object position “in the middle of the room”, with only modeling the inter-object relationship between candidate objects.

To overcome the shortcomings of existing approaches, we make the first attempt to incorporate the contextual information into the 3D dense captioning task, with the proposed pipeline illustrated in Fig.1(b). Specifically, taking the input point clouds, a detector is used to extract candidate objects and superpoints. Here, the superpoints are obtained by sampling and clustering the point clouds step by step, which distributes evenly not only within the interior but also outside of objects. As such, they can enrich the candidate object representations and meanwhile capture the non-object details and background environment of the whole point clouds. Based on the obtained candidate objects and superpoints, we perform the contextual modeling globally and locally, which is realized in two individual modules, namely Global Context Modeling (GCM) and Local Context Modeling (LCM). GCM exploits the relationships among all the candidate objects and superpoints to obtain more complete scene information of the whole point clouds. LCM relies on the neighboring objects and superpoints of the target object to attain more complicated object features, which can further enrich the object representation. By fusing the exploited global and local features, our proposed model is able to generate more comprehensive and detailed descriptions. For example, as illustrated in Fig.1(b), by considering the candidate objects and superpoints, our model can recognize the “white blanket” on the bed and infer the correct relative position of the bed and nightstand. We conduct experiments on the 3D dense captioning benchmark datasets ScanRefer and Nr3D to quantitatively verify the effectiveness of our model. And the experiment results show that our proposed model achieves the state-of-the-art performance.

In summary, the contributions of this paper lie in the following three-fold:

1. We make the first attempt to incorporate the contextual information of the point clouds into 3D dense captioning task.
2. We design two modules, namely Global Context Modeling (GCM) and Local Context Modeling (LCM), to effectively mine the relationship between the target object and the objects as well as the superpoints. Specifically, GCM exploits the relationships between all objects and superpoints, and LCM establishes the relationship between the target object and its neighboring objects as well as superpoints.
3. Extensive experiments demonstrate that our proposed method achieves the state-of-the-art performances on ScanRefer (54.30% CIDEr@0.5IoU) and Nr3D (37.37% CIDEr@0.5IoU) datasets.

### Related Work

#### Image Captioning

In the last few years, image captioning has attracted significant research interest and many researchers have proposed a series of methods (Xu et al. 2015; Anderson et al. 2018; Zhang et al. 2021). Some methods (Xu et al. 2015; Lu et al. 2017; Deshpande et al. 2019) utilize the visual representation of multiple image regions as input to generate descriptions. Following BUTD (Anderson et al. 2018), a trend is to combine the attention mechanism and object detection to improve the performance of the image captioning (Dutta et al. 2019; Zhong et al. 2020). After that, with the thriving of the Transformer (Vaswani et al. 2017), Transformer-based methods (Li et al. 2019; Pan et al. 2020; Zhang et al. 2021) have become predominant in the field of image captioning.

#### Dense Captioning

The dense captioning task is introduced by Johnson, Karpathy, and Fei-Fei (2016), as a variant of image captioning that tries to localize and describe all objects in images. Yang et al. (2017) propose a context fusion component to emphasize the visual cues of the surrounding salient image regions as context features to generate better descriptions. Kim et al. (2019) capture the relational information between detected objects, which provide exact concepts and richer representation. Further, Yin et al. (2019) integrate mutual interactions from neighboring contextual regions of the target object and global visual information for more accurate dense captioning. Song et al. (2019) propose a semantically symmetric LSTM model, which not only understands particular regions of the image but also utilizes global features as contextual information.

#### 3D Dense Captioning

3D dense captioning is closely related to the dense captioning task. In the 3D dense captioning task, Chen et al. (2021b) propose the first baseline model Scan2Cap. Scan2Cap uses a message-passing network to mine the relationship between the target object and different objects, and enhance object relation representation. Jiao et al. (2022) propose a Multi-Order RELation mining model to encode object relations progressively in the graph. SpaCap3D (Wang et al. 2022) uses a spatially-guided encoder and an object-centric decoder to learn the contribution of surrounding objects to the target object. Despite achieving impressive results, these methods ignore the contextual information and only consider the influence of the adjacent objects of the target object. Therefore, to make full use of the contextual information, we develop a contextual modeling method that integrates global and local contextual information of the point clouds.

#### Method

**Framework Overview**

Fig. 2 illustrates our proposed framework by incorporating the contextual information for 3D dense captioning, which consists of three modules: a detector, a context identification module, and a caption decoder. First, the detector takes
Figure 2: An overview of our proposed method, which consists of three components: a detector, a context identification module, and a caption decoder. Given a set of point clouds, the detector extracts the superpoints and candidate objects. For all superpoints and candidate objects, the context identification module specifies the target object and selects the neighboring objects and superpoints around the target object. Each layer in our caption decoder consists of two modules, namely GCM and LCM. GCM learns the global features from all objects and superpoints to obtain more complete scene information of the whole point clouds. LCM yields the local features from the neighboring objects and superpoints to enrich each object representation. Finally, the global and local features are fused together to generate the corresponding descriptions.

Detector
Given a set of input point clouds, the purpose of the detector is to generate superpoints and candidate objects. To obtain effective feature representations from the original disordered and scattered point clouds, we first sample and cluster the point clouds step by step to generate the superpoints (the procedure is similar to most point clouds backbone, such as PointNet++ (Qi et al. 2017)). Here, we denote the superpoints as \( \{(p_i, f_i)\}_{i=1}^{N_{SP}} \), where \( N_{SP} \) is the number of superpoints, \( p_i \) is the center coordinate \((x, y, z)\) and \( f_i \) represents the visual feature vector of the corresponding superpoint. Please note that the superpoints distributes evenly not only within the interior but also outside of objects. As such, they can enrich the candidate object representations and meanwhile capture the non-object details and background environment of the whole point clouds. Besides, the superpoints can be further aggregated to extract candidate objects accompanied with their corresponding bounding box. We denote the candidate objects as \( \{(l_i, v_i)\}_{i=1}^{N_{OBJ}} \), where \( N_{OBJ} \) is the number of candidate objects, \( l_i \) is the bounding box and \( v_i \) represents the appearance feature vector of the candidate object.

Context Identification
For the 3D dense captioning task, we need to specify the target object from all the candidate objects and identify its context for decoding the corresponding caption during the training and inference stage. As shown in Fig. 3 during train-
The context identification module specifies the target object and selects the neighboring objects and superpoints close to the target object as its context.

To obtain more comprehensive understanding of the whole point clouds, for example, we compare all the predicted bounding box \( l_i \) with the ground truth bounding box of the object to be described, and select the object with the highest Intersection over Union (IoU) score as the target object. In addition, to solve the field-of-view problem, it is necessary to mine the spatial relationship of the target object and its neighboring objects and superpoints. One on hand, we calculate the distance between all objects and the target object and then select the neighboring objects close to the target object. On the other hand, referring to the distances between the target object and the superpoints, we also select the neighboring superpoints close to the target object, which can further enrich the object representations and express the non-object details and background environment. During the inference, we take all objects generated by the detector as the target object one by one without any ground truth bounding box and thereafter identify its context.

**Caption Decoder**

Our proposed caption decoder consists of multiple decoder layers, stacking together to characterize each located candidate object of the point clouds and thereby yield its corresponding caption. Each decoder layer consists of two separate modules, namely GCM and LCM. On one hand, to obtain more comprehensive understanding of the whole point clouds, GCM takes all the candidate objects and superpoints extracted from the detector as input to generate the global representations. On the other hand, to enrich the object representations, LCM yields the local representations by exploiting the relationships between the target object and the neighboring objects as well as superpoints. Finally, the global and local representations are fused together to generate the corresponding descriptions.

**Global Context Modeling.** To obtain more comprehensive understanding of the whole point clouds, GCM takes all the candidate objects and superpoints into account for yielding the global representations. The superpoints distribute evenly not only within the interior but also outside of objects. As such, the superpoints together with candidate objects can well characterize the whole point clouds, for example, identifying the relative position of each located object.

The detailed pipeline of GCM is illustrated in Fig. 2.

For the \( l \)-th layer of caption decoder, we feed the fused feature \( h_{l-1} \) yielded from the previous decoder layer into an FC layer. Afterwards, an Attention layer with an Add & Norm layer is performed to generate the feature \( \tilde{h}_{l-1} \). Considering that the bounding boxes \( \{ l_i \} \) contains the position information of candidate objects, we take the bounding boxes \( \{ l_i \} \) into an FC layer and add the appearance features \( \{ v_i \} \) of candidate objects to get object embeddings. After that, we feed the feature \( \tilde{h}_{l-1} \), object embeddings, and appearance features \( \{ v_i \} \) to an Attention layer with an MLP layer to generate the enhanced object features, which aggregates the fused feature from the previous decoder layer and the initial object features. Similarly, we feed the center coordinates \( \{ p_i \} \) into an FC layer and add the visual features \( \{ f_i \} \) of superpoints to obtain superpoint embeddings. Next, we take the feature \( \tilde{h}_{l-1} \), superpoint embeddings, and visual features \( \{ f_i \} \) to an Attention layer with an MLP layer to generate the enhanced superpoint features, which aggregates the fused feature from the previous decoder layer and the initial superpoint features. Then, we use the enhanced object features and enhanced superpoint features as the input of an Add & Norm layer to get the fused visual features. Finally, we integrate the feature \( \tilde{h}_{l-1} \) and the fused visual features by using an Add & Norm layer with an MLP layer to obtain the global representations. Please note that we use the previously generated word as \( h_0 \) in the first decoder layer.

**Local Context Modeling.** To generate the comprehensive and detailed descriptions, each located candidate objects needs to be more accurately depicted and characterized. Besides the category information of the object, the attribute information of the object, such as color and accessories, can further help improving the quality of the caption. However, these attribute information seem to be difficult to be captured by only referring the candidate objects as well as their neighboring objects. We propose LCM to further incorporate the neighboring superpoints of the target object, which contain detailed local features of the target object and its surrounding background information, to enrich the representation of the target object. The detailed pipeline of LCM is shown in Fig. 2.

First, we feed the appearance feature of the target object and the feature \( \tilde{h}_{l-1} \) into an MLP layer, respectively, and then use an Add & Norm layer to obtain the feature \( \hat{h}_{l-1} \). Next, the feature \( \hat{h}_{l-1} \) and the appearance features of the neighboring objects are input to an Attention layer with an MLP layer to generate the target-oriented object features. Besides, we take the feature \( \hat{h}_{l-1} \) and visual features of the neighboring superpoints into an Attention layer with an MLP layer to output the target-oriented superpoint features. Since the neighboring objects and superpoints of the target object already contain the relative position information, so we do not use the bounding boxes and center coordinates. Then, we input the target-oriented object features and target-oriented superpoint features to an Add & Norm layer to get the target-oriented visual features. After that, we use the feature \( \hat{h}_{l-1} \) and target-oriented visual features as the input of
an Add & Norm layer with an MLP layer to obtain the local representations.

Finally, we adopt an Add & Norm layer to fuse the global and local representations, and use an FFN layer to generate the fused feature $h_{t-1}$, which will be taken as the input of the next decoder layer. The output fused feature $h_t$ of the last decoder layer is fed into an FC layer to predict the next word.

**Training and Inference**

During the training phase, to generate the descriptions, we adopt a teacher-forcing strategy that uses the ground truth captioning token as the previously generated word. Besides, we design a multi-stage training scheme to train our model. First, we train the caption decoder with the frozen pre-trained detector and then fine-tune the detector and decoder together. Given the ground truth description $y_{1:T}$ of the target object with the length of $T$ and a captioning model with parameters $\theta$, we optimize the generated word token probabilities by a conventional cross-entropy loss:

$$L_{XE}(\theta) = -\sum_{t=1}^{T} \log(p_{\theta}(y_t \mid y_{1:t-1})).$$

To further boost the captioning performances, we follow the self-critical sequence training scheme described in (Rennie et al. 2017) and adopt the CiDEr score as the reward:

$$L_{SC}(\theta) = -E_{y_{1:T} \sim p_\theta} [r(y_{1:T})].$$

During the inference phase, our model takes a set of point clouds as input and generates the descriptions of all the detected objects. First, the given point clouds are fed into the detector to extract all candidate objects and superpoints. And then, the context identification module takes all candidate objects as the target object one by one without any ground truth bounding box and generates their corresponding neighboring objects and superpoints. Afterwards, for each target object, we input all objects and superpoints, as well as the neighboring objects and superpoints to the caption decoder for producing the corresponding captions.

**Experiments**

In this section, we first describe our experimental settings, including the datasets, evaluation metrics, as well as the implementation details. Afterwards, we compare our proposed method with the state-of-the-art methods. Finally, we present a more detailed analysis of our method, including the qualitative results and ablation studies.

**Experimental Settings**

**Dataset and Metrics.** Following the existing methods (Chen et al. 2021b, Yuan et al. 2022, Wang et al. 2022), we evaluate our proposed method on the ScanRefer (Chen, Chang, and Nießner 2020) and Nr3D (Achlioptas et al. 2020) datasets. The ScanRefer dataset annotates 46,173 descriptions for 9,943 objects in 703 ScanNet 3D scenes, while the Nr3D dataset annotates 41,503 descriptions for 5,878 objects in 641 ScanNet 3D scenes. We follow the official ScanRefer benchmark splits to divide our data into train/validation/test sets containing 36,665, 9,508, and 5,410 samples, respectively. And, we follow the official Nr3D benchmark splits to divide our data for training and validation. Same as the previous work (Chen et al. 2021b), we perform the experiment comparisons and analyses on the validation set.

To fully illustrate the effectiveness of our method, we evaluate the performances from the perspectives of both detection and captioning. For detection, we utilize the mean average precision (mAP) thresholded by 0.5 IoU score (mAP@0.5IoU) to evaluate our model. For captioning, we use multiple metrics $m@0.5IoU$ defined in Scan2Cap (Chen et al. 2021b). The metric $m@0.5IoU$ only considers the description of the candidate objects whose IoU score of bounding box and GT bounding box are larger than 0.5. The captioning metric $m$ represents standard evaluation criteria for image captioning, such as CiDEr(C@0.5IoU), BLEU-4(B-4@0.5IoU), METEOR(M@0.5IoU), and ROUGE-L(R@0.5IoU).

**Implementation Details.** For the sake of fairness, we adopt VoteNet (Qi et al. 2019) as the detector same as the existing methods. Following Scan2Cap (Chen et al. 2021b), we set the number of input point clouds to 40,000 and use the same data augmentation strategy. Specifically, the number of candidate objects $N_{obj}$ is 256, and the number of superpoints $N_{sp}$ is set as 1,024. For the context identification module, according to the number of objects in human-annotated sentences, we set the numbers of neighboring objects and neighboring superpoints as 5 and 10, respectively. The caption decoder consisting of two decoder layers.

**Performance Comparisons**

As shown in Table 1, we compare our method with Scan2Cap (Chen et al. 2021b), MORE (Jiao et al. 2022), X-Trans2Cap (Yuan et al. 2023), SpaCap3D (Wang et al. 2022), as well as D3Net (Chen et al. 2021a) and 3DJCG (Cai et al. 2022). Please note that D3Net and 3DJCG perform dual learning for the 3D dense captioning task, which unifies the dense captioning and visual grounding tasks into one framework. The performance results are directly copied from the original paper or supplementary materials, with ‘∗’ indicating that the results have not been disclosed. For a fair comparison, all of the compared methods use VoteNet (Qi et al. 2019) as the detector.

We compare the results with different data types and training strategies. First, we compare the results with and without 2D projection data. “3D” refers to using only the 3D coordinate $(x, y, z)$ as the input feature, while “2D+3D” means that the 2D multi-view features from the pre-trained ENet (Paszke et al. 2016) and the normal coordinate from the point clouds are taken as the extra features besides the 3D coordinate information. Compared with the results based on 3D data, the results of “2D+3D” achieve remarkable improvements in most evaluation metrics. It shows that adding auxiliary features to the point clouds can enrich their feature representation ability and effectively boost the qualities of the generated descriptions. In addition, most models in the table use the cross-entropy loss for training, while “∗∗” indicates training with the CiDEr score reward, such as D3Net∗ and Our∗. From the results of D3Net∗ and Our∗, it can be observed that the reinforcement learning algorithm, specif-
Table 1: Performance comparisons of 3D dense captioning results obtained by our and the state-of-the-art methods using VoteNet as the detector on the ScanRefer dataset. “-” indicates that the results have not been disclosed. “*” indicates training with the CiDEr score reward.

| Method         | Data | C@0.5IoU | B-4@0.5IoU | M@0.5IoU | R@0.5IoU | mAP@0.5IoU |
|---------------|------|----------|------------|----------|----------|------------|
| Scan2Cap      | 3D   | 32.94    | 20.63      | 21.10    | 41.58    | 27.45      |
| MORE          | 3D   | 38.98    | 23.01      | 21.65    | 44.33    | 31.93      |
| X-Trans2Cap   | 3D   | 41.52    | 23.83      | 21.90    | 44.97    | 34.68      |
| SpaCap3D      | 3D   | 42.53    | 25.02      | 22.22    | 45.65    | 34.44      |
| Ours           | 3D   | 42.77    | 23.60      | 22.05    | 45.13    | 36.99      |
| 3DJCG         | 3D   | 47.68    | 31.53      | 24.28    | 51.08    | -          |
| Ours*         | 3D   | 47.32    | 24.76      | 21.66    | 43.62    | 38.03      |
| Scan2Cap      | 2D+3D | 39.08    | 23.32      | 21.97    | 44.78    | 32.21      |
| D3Net         | 2D+3D | 39.08    | 23.32      | 21.97    | 44.78    | 36.13      |
| MORE          | 2D+3D | 40.94    | 22.93      | 21.66    | 44.42    | 33.75      |
| X-Trans2Cap   | 2D+3D | 43.87    | 25.05      | 22.46    | 45.28    | 35.31      |
| SpaCap3D      | 2D+3D | 44.02    | 25.26      | 22.33    | 45.36    | 36.64      |
| Ours           | 2D+3D | 46.11    | 25.47      | 22.64    | 45.96    | 42.91      |
| 3DJCG         | 2D+3D | 49.48    | 31.03      | 24.22    | 50.80    | -          |
| D3Net*        | 2D+3D | 47.32    | 24.76      | 21.66    | 43.62    | 38.03      |
| Ours*         | 2D+3D | 54.30    | 27.24      | 23.30    | 45.81    | 42.77      |

Among these methods, Scan2Cap uses a message passing network and a 2-layer gated recurrent unit (GRU) to generate descriptions and obtains 39.08% on C@0.5IoU. MORE proposes a multi-order graph, which can efficiently capture the spatial relations of objects and achieves better performance. However, Scan2Cap and MORE adopt an RNN-based caption decoder, which restricts the performance of their long sequence relationship modeling. X-Trans2Cap proposes a Transformer-based method and introduces additional 2D data as auxiliary features, which improves 2.93% on C@0.5IoU than MORE. Besides, SpaCap3D designs a spatiality-guided Transformer to further investigate the relative spatiality of objects and achieve better performances. By unifying dense captioning and visual grounding tasks, D3Net and 3DJCG achieve great improvements compared with the methods with single dense captioning task. It is worth noting that the performance of 3DJCG is better than D3Net. The main reason is that 3DJCG adopts the Transformer structure to capture the relationship between candidate objects and generate the corresponding descriptions, while D3Net still relies on one RNN-based decoder. However, these methods only use object features to mine spatial relationships but ignore the contextual information within the point clouds, especially the non-object details and background information. Our proposed method incorporates both object features and contextual information depicted by the superpoints, achieving the best performance with 54.30% C@0.5IoU on the ScanRefer dataset. We believe that the performances can be further improved by unifying the visual grounding and dense captioning tasks as one whole framework same as 3DJCG, which will be investigated in our future work.

Moreover, we also evaluate our method against the state-of-the-art methods on the Nr3D dataset. As shown in Table 2, the same conclusion can be drawn. The experimental results on these two datasets show that our method is superior to the existing methods, which indicates the superior-
GT: this is a black chair. It is the second chair from the left.

Scan2Cap: this is a brown chair. It is to the right of another chair.

Ours: this is a black chair. It is the second chair from the right.

GT: there is a table in the corner between the couches with a vase on it.

Scan2Cap: this is a square table. It is in front of a couch.

Ours: this is a small round table. It is in between two couches.

GT: this is a toilet. The toilet is situated between the bathtub and the sink.

Scan2Cap: this is a white toilet. It is to the right of the sink.

Ours: this is a white toilet. It is to the left of the sink.

Figure 4: Qualitative results of Scan2Cap and our proposed method. We only highlight the ground truth bounding box (in red) to locate the target object. It can be observed that our method performs superiorly to Scan2Cap in mining spatial relations between objects and generates more detailed and vivid descriptions closer to the human annotations. Best viewed in color.

Table 3: Ablation studies on different components of our proposed model.

| Model | GCM(object) | GCM(superpoint) | LCM(object) | LCM(superpoint) | C@0.5IoU | B-4@0.5IoU | M@0.5IoU | R@0.5IoU |
|-------|-------------|-----------------|-------------|-----------------|-----------|-------------|-----------|----------|
| A     | ✓           |                 |             |                 | 45.91     | 24.63       | 22.22     | 45.54    |
| B     | ✓           | ✓               |             |                 | 44.71     | 25.20       | 22.37     | 45.91    |
| C     | ✓           | ✓               | ✓           |                 | 45.93     | 25.14       | 22.22     | 45.54    |
| D     | ✓           | ✓               | ✓           | ✓               | 46.11     | 25.47       | 22.64     | 45.96    |

Conclusion

In this work, we first introduce point clouds clustering features as contextual information into the 3D dense captioning task. Specifically, we propose a contextual modeling method, including GCM and LCM modules. GCM exploits the relationships among all the candidate objects and superpoints to obtain more complete scene information of the whole point clouds, while LCM establishes the relationship between the target object and its neighboring objects and superpoints to attain more complicated object features to enrich the object characterization. Experiments on the ScanRefer and Nr3D datasets demonstrate the effectiveness of our proposed method. In the future, we will expand our work into the broader field of 3D vision and language tasks, such as 3D visual grounding. With richer contextual information of the 3D scenes being introduced, the corresponding performances are expected to be further improved.
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