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Abstract—This paper considers the notion of herdability, a set-based reachability condition, which asks whether the state of a system can be controlled to be element-wise larger than a non-negative threshold. The basic theory of herdable systems is presented, including a necessary and sufficient condition for herdability. This paper then considers the impact of the underlying graph structure of a linear system on the herdability of the system, for the case where the graph is represented as signed and directed. By classifying nodes based on the length of each walk from an input, we find a class of completely herdable systems as well as provide a complete characterization of nodes that can be herded in systems with an underlying graph that is a directed out-branching rooted at a single input.

I. INTRODUCTION

Controllability is a fundamental property of a dynamical system, and has been an area of study since the work of Kalman et. al. in the 1960s [1]. However there are cases where a system need not be completely controllable to achieve desirable system outcomes. This paper considers a class of these systems by considering the reachability of a specific set, rather than the whole state space as in controllability.

As an example, consider the case where the state of a dynamical system represents the percentage of a given community that will vote for a political candidate and the control input represents advertising. Here an advertising campaign is successful if the state can be driven high enough for the candidate to win, regardless of whether communities can be made to vote at any specific percentage as would be required by complete controllability.

In order to study systems that are not completely controllable but for which certain desirable control outcomes are still achievable, this paper introduces a set-based reachability condition known as herdability, which considers whether the components of the state can be driven above a non-negative threshold. This target set describes desired behavior in social and biological sciences where many systems act based on thresholds, for example collective social behavior [2] and the firing of a neuron [3]. More formally, a continuous time, linear system,

\[ \dot{x} = Ax + Bu \tag{1} \]

where \( A \in \mathbb{R}^{n \times n} \) and \( B \in \mathbb{R}^{n \times m} \), is completely herdable if there exists a control input that makes the state enter the set \( \mathcal{H}_d = \{ x \in \mathbb{R}^n : x_i \geq d \} \) for all \( d \geq 0 \), where \( x_i \) is the \( i \)-th element of \( x \). Returning to the example of voting in an election, \( x_i \) is now the percentage of community \( i \) that will vote for a candidate and reaching the set \( \mathcal{H}_{0.5} = \{ x \in \mathbb{R}^n : (x)_i \geq 0.5 \} \) wins the election.

This paper considers the herdability of linear systems based on the structure of the underlying interaction graph, which encodes information about how states and inputs interact with each other. The relationship between a graph and a dynamical system has been previously considered using two primary approaches.

The first approach moves from a specific graph structure to a system dynamic, most often consensus dynamics [4]. The controllability of these consensus systems has been shown to be directly related to the structure of the graph, in that system controllability is lost when nodes are symmetric with respect to an input [5]–[10]. As will be seen in this paper, it is in fact a loss of symmetry that causes a loss of herdability.

The second approach takes a dynamical system and maps it to a graph to discuss properties of all systems that share the same graph structure. This approach is known as structural controllability [11]–[13]. In structural controllability, a dynamical system is represented by a graph in which each edge of the graph is assigned a weight in \( \mathbb{R} \). A system is structurally controllable if and only if it is controllable for almost all weights that are assigned to the edges, which can be verified directly from the structure of the underlying graph. Structural controllability has been extended to sign controllability, which determines controllability based on the sign pattern of the system matrices [14], [15] or the sign pattern of the underlying graph [16].

This paper shares the approach of sign controllability in that the control properties of classes of systems are considered based on the sign pattern of the graph structure. Specifically this paper represents the interaction structure as a signed, directed graph as the sign pattern is often sufficient information to determine the herdability of a system. Signed graphs are used in the social networks context to represent systems in which agents are both friends and enemies [17]. In this light, the central problem of the paper can be phrased in a social networks context as follows: how does the grouping of friends and enemies in the network relate to the ability to convince agents in the system to hold an opinion in \( \mathcal{H}_d \)?

The rest of the paper is organized as follows: Section II introduces the basic theory of herdable system. In Section III a graph theoretic characterization of the interaction structure of a linear system is presented. Section IV considers a necessary condition for complete herdability based on the underlying graph structure. Section V considers the sign
herdability of a system based on the underlying graph. The paper concludes in Section VI.

Notation:

For a vector \( k \in \mathbb{R}^n \), \( k_i \) refers to the \( i \)-th element of \( k \). For a matrix \( K \in \mathbb{R}^{n \times m} \), \( K_{ij} \) refers to the \( i \)-th row of \( K \), \( K_{j,i} \) refers to the \( j \)-th column of \( K \) and \( K_{i,j} \) to the \( i,j \)-th element of \( K \). The cardinality of the set \( S \) is expressed as \( |S| \). Let \( \text{sgn}(\cdot) \) denote the sign function which follows

\[
\text{sgn}(x) = \begin{cases} 
-1 & \text{for } x < 0, \\
0 & \text{for } x = 0, \\
1 & \text{for } x > 0.
\end{cases}
\]

Let \( 0_n \in \mathbb{R}^n \) be a vector of zeros, \( 1_n \in \mathbb{R}^n \) be a vector of ones. Logical AND is denoted by \( \land \) and \( \lor \) denotes logical EXCLUSIVE OR. A vector is unsigned if all non-zero elements have the same sign. If a vector \( v \) is unsigned then \( \text{sgn}(v) = 1 \) (\( \text{sgn}(v) = -1 \)) is all elements of \( v \) are positive (negative).

II. Characterizing Herdability

In this section, the basic theory of the herdability of continuous time, linear dynamical systems is presented as well as a characterization of herdability based on the system controllability matrix. Of course before characterizing herdability, the following definitions of herdability are required.

**Definition 1:** The state \( i \) of a linear system is herdable if \( \forall x(0) \in \mathbb{R}^n \) and \( h \geq 0 \), there exists a finite time \( t_f \) and an input \( u(t), t \in [0, t_f] \) such that \( x(t_f) = h \) under \( u(t) \).

**Definition 2:** A set of states, \( X \subseteq \{1, 2, \ldots, n\} \), is herdable if \( \forall x(0) \in \mathbb{R}^n \) and \( h \geq 0 \), there exists a finite time \( t_f \) and an input \( u(t), t \in [0, t_f] \) such that \( x(t_f) = h, \forall i \in X \) under control input \( u(t) \).

**Definition 3:** A linear system is completely herdable if the set of states \( X = \{1, 2, \ldots, n\} \) is herdable.

To translate the definition of herdability to a necessary and sufficient condition for herdability requires some basic concepts from the study of linear systems, specifically the interplay between the reachable subspace and the controllability matrix. Define the reachable subspace \( \mathcal{R}[0,t] \) as

\[
\mathcal{R}[0,t] = \left\{ x_1 \in \mathbb{R}^n : \exists u(\cdot), x_1 = \int_0^t e^{A(t-\tau)}Bu(\tau)d\tau \right\}.
\]

The controllability matrix \( C \) of a linear system is

\[
C = [B, AB, A^2B, \ldots, A^{n-1}B]
\]

It is possible to characterize the herdability of a system based on its controllability matrix. Recall the following from [18] (though any introductory linear systems text will do):

**Lemma 1:** Theorem 11.5 from [18]

\[
\mathcal{R}[0,t] = \text{range}(C).
\]

With Lemma 1 it is possible to prove the following condition for the herdability of a set of states.

**Theorem 1:** A set of states \( X \subseteq \{1, 2, \ldots, n\} \) is herdable if and only if there exists a vector \( k \in \text{range}(C) \) that satisfies \( k_i > 0 \) for all \( i \in X \).

**Proof:** Define \( K \) to be the set that contains the positive elements of \( k, K = \{ p \in \mathbb{R} \mid p > 0 \land \exists i \text{ such that } k_i = p \} \).

\( (k \in \text{range}(C) \Rightarrow X \text{ is herdable}) \) Consider the problem of controlling all states in the set \( X \) to be greater than some lower threshold \( h \geq 0 \) from an initial condition \( x(0) \). Suppose there is a \( k \in \text{range}(C) \), that satisfies \( k_i > 0 \) if \( i \in X \). As \( k \in \text{range}(C) \), \( \exists \alpha \) such that \( C\alpha = k \). If

\[
\gamma > \frac{\max_j \left( h1_n - e^{At}x(0) \right) j}{\min K}
\]

and \( v = \gamma \alpha \) then for all \( i \in X \) it holds that

\[
(Cv)_i > (h1_n - e^{At}x(0))_i.
\]

As the range of \( C \) is the same as the reachable subspace, \( \exists u(\cdot) \) such that for all \( i \in X \)

\[
(e^{At}x(0) + \int_0^t e^{A(t-\tau)}Bu(\tau)d\tau)_i > h
\]

then all states in \( X \) can be made larger than \( h \) and as \( h \) is arbitrary the subset of states \( X \) is herdable.

\( (X \text{ is herdable } \Rightarrow k \in \text{range}(C)) \) As the set of state nodes \( X \) is herdable, each element of \( X \) can be made larger than some \( h^* > 0 \) from any initial condition. Consider the initial condition \( x(0) = 0_n \). Then by the herdability of the set \( X \) there exists a vector \( k^* \) that satisfies \( k^*_i > h^* \forall i \in X \) and an input \( u(\cdot) \) such that

\[
\int_0^t e^{A(t-\tau)}Bu(\tau)d\tau = k^*
\]

Then \( k^*_i > h^* > 0 \forall i \in X \). By the definition of \( \mathcal{R}[0,t] \), \( k^* \in \mathcal{R}[0,t] \) and consequently \( k^* \in \text{range}(C) \) by Lemma 1. ■

**Corollary 1:** A linear system is completely herdable if and only if there exists an element-wise positive vector \( k \in \text{range}(C) \).

Verifying the existence of an element-wise positive vector \( k \in \text{range}(C) \) can be difficult, especially when dealing with large systems. As such, this paper considers a sufficient condition for complete herdability, which will subsequently be expanded on based on the underlying system graph.

**Theorem 2:** If for each state \( i \in \{1, 2, \ldots, n\} \), there exists a \( j \) such that \( (C)_{ij} \neq 0 \) and the vector \( (C)_{.j} \) is unisigned, then the system is completely herdable.

**Proof:** For state \( i \) let \( z^i \) be the column which corresponds to the unisigned vector with non-zero element \( i \). Consider \( \Gamma = \bigcup z^i \), the set of all \( z^i \) such that there is no repeated values. This is necessary as it may be that for two states \( i \) and \( j \), \( z^i = z^j \).

Construct the vector \( \alpha \) such that \( \alpha_i = 0 \) if \( \alpha_i \notin \Gamma \), \( \alpha_i = 1 \) if \( \alpha_i \in \Gamma \) and \( \text{sgn}((C)_{.,i}) = 1 \) and \( \alpha_i = -1 \) if \( \alpha_i \in \Gamma \) and \( \text{sgn}((C)_{.,i}) = -1 \). As the condition of the Theorem holds for all \( i \in \{1, 2, \ldots, n\} \), there exists \( k \in \mathbb{R}^n \) which is element wise positive such that \( C\alpha = k \) and the system is completely herdable by Corollary 1. ■
III. Characterizing Dynamical Systems via Graphs

This paper concerns itself with the underlying graphical structure of the dynamical system in Equation (1); more specifically its representation as one of two graphs. Each of these graphs contain different levels of information about the interactions between the states and inputs. The first graph is a signed graph \( G^s = (V, E, s(\cdot)) \) where \( s(\cdot) \) accepts an edge and returns a label in \( \{+1, -1\} \), which is the sign of the edge. This signed graph represents a class of systems whose edge weights all have the same sign pattern. The second graph is a weighted graph \( G^w = (V, E, w(\cdot)) \) where \( w(\cdot) \) accepts an edge and returns a weight in \( \mathbb{R} \). The weighted graph is the representation of a single system.

As will be shown, the weighted graph \( G^w \) can be directly related to the controllability matrix and therefore the controllability properties of the system. This paper focuses on the interplay between \( G^s \) and \( G^w \), in that the presented structural results are cases where the results for the heredability of a system based on the weighted \( G^w \) can be extended to all signed graphs with the same sign structure \( G^s \) regardless of the weights of the edges in \( G^w \), a notion similar to sign controllability [14]–[16]. As such, this paper will concern itself with extending Theorem 2 to consider the sign heredability of a class of systems.

The formal definition of the graphs follows. The set of vertices satisfies \( V = V_x \cup V_u \), \( V_x \cap V_u = \emptyset \), where \( V_x = \{v_1, v_2, \ldots, v_m\} \) is a set of vertices representing the states of the system and \( V_u = \{u_1, u_2, \ldots, u_n\} \) represents the inputs to the system. An arbitrary element of \( V \) will be referred to by \( v_i \) for some index \( i \), as will elements \( v_j \in V_x \) and \( u_l \in V_u \). The state \( i \) will be interchangeably referred to by the node \( v_i \) as well as the input \( j \) and the node \( v_{uj} \).

The edge set satisfies \( E = E_x \cup E_u \), where the edges in \( E_x \) represent interactions between states of the system, while \( E_u \) represents interactions between the inputs and the states. Denote the directed edge from \( v_i \) to \( v_j \) as \( (v_i, v_j) \). Then \( (v_i, v_j) \in E_x \iff A(j, i) \neq 0 \) and \( (u_l, v_j) \in E_u \iff B(j, i) \neq 0 \). An arbitrary element of \( E \) will be referred to by \( e_i \) for some \( i \). By partitioning the node and edges sets, it is possible to define the signed subgraph \( G_x = (V_x, E_x) \), which captures only interactions between states as well as the input subgraph \( G_u = (V_u, E_u) \) which captures interactions from the inputs to the states. Note that the input nodes do not interact with each other nor is it possible to have an edge \( (v_i, v_j) \).

When considering the signed graph \( G^s \), \( s((v_i, v_j)) = \text{sgn}(A(j, i)) \) and \( s((u_l, v_j)) = \text{sgn}(B(j, i)) \). Similarly \( G^w \), \( w((v_i, v_j)) = A(j, i) \) and \( w((u_l, v_j)) = B(j, i) \).

As an example, consider the system

\[
\dot{x} = \begin{bmatrix} -1 & 0 & 0 \\ 5 & 0 & 2 \\ 4 & -3 & 0 \end{bmatrix} x + \begin{bmatrix} 0 & -2 \\ 2 & 0 \\ 0 & 3 \end{bmatrix} u \tag{2}
\]

which is translated into \( G^s \) and \( G^w \) in Fig. 1.

To describe these graphs requires a number of basic definitions from graph theory [19]. A walk from \( v_0 \) to \( v_p \), \( \pi(v_0, v_p) \), is any alternating sequence of nodes and edges \( \pi(v_0, v_p) = v_0, v_1, v_2, v_3, \ldots, v_{p-1}, v_p \) such that \( v_i \in V \forall i \) and \( e_i = (v_i-1, v_i) \in E \). The set of walks from \( v_0 \) to \( v_p \) is \( \theta(v_0, v_p) \). A node \( v_j \) is reachable from \( v_i \), which will be written as \( v_i \rightarrow v_j \), if \( \theta(v_i, v_j) \neq \emptyset \). The length of a walk, \( \text{len}(\pi) \), is equal to the number of edges in \( \pi \).

A walk has an associated sign which follows

\[
s(\pi) = \prod_{e_i \in \pi} s(e_i),
\]

as well as an associated weight:

\[
w(\pi) = \prod_{e_i \in \pi} w(e_i).
\]

This is distinct from the weight of a walk as it is treated in many applications, such as shortest path algorithms, which consider \( w(\pi) = \sum_{e_i \in \pi} w(e_i) \) [20]. Referring back to the example in Fig. 1, the walk \( \pi(u_1, x_3) = u_1, (u_1, x_2), (x_2, x_3), x_3 \) is of length 2 and has \( s(\pi(u_1, x_3)) = -1 \) and \( w(\pi(u_1, x_3)) = -6 \).

To begin classifying the system in Equation (1) based on the signed graph \( G^s \), we define two basic types of sets. Let \( \mathcal{N}^d \) be the set of nodes reachable from \( v_{uj} \) via at least one negative walk of length \( d \). Similarly \( \mathcal{P}^d \) is the set of nodes reachable from \( v_{uj} \) through at least one positive walk of length \( d \). If there is only one input to the system, the superscript will be dropped to refer to \( \mathcal{N} \) and \( \mathcal{P} \) instead of \( \mathcal{N}^d \) and \( \mathcal{P}^d \). Returning to the example shown in Fig. 1a, \( \mathcal{N}^1 = \emptyset, \mathcal{P}^1 = \{x_2\}, \mathcal{N}^2 = \{x_2, x_3\}, \) and \( \mathcal{P}^2 = \emptyset \).

As will be seen, the sets \( \mathcal{P}^d \) and \( \mathcal{N}^d \) can provide sufficient information to determine the heredability of a system, and in doing so determine the sign heredability of a class of systems. To show this requires classifying the structure of the weighted graph \( G^w \). Consider the total weight of positively signed walks from input \( v_{uj} \) to node \( v_{xi} \) with length \( d \),

\[
\rho_{ji}^+ = \sum_{e_i \in \mathcal{P}^d(v_{uj}, v_{xi})} \rho_{ji}^+ \tag{1}
\]

where \( \theta^d_{v_{uj}, v_{xi}} \) is the set of positive walks of length \( d \) from \( v_{uj} \) to \( v_{xi} \). From the definition of \( \mathcal{P}^d \), it holds that \( \rho_{ji}^+ > 0 \) if \( v_{xi} \in \mathcal{P}^d \) and 0 else. Similarly the total weight of negatively signed walks from input \( v_{uj} \) to node \( v_{xi} \) with

1Reachability is discussed within both graph theory and control theory. This paper will use the term reachable in both senses, with clarification only if it is uncertain which notion of reachability is considered.
length \( d \) is

\[
\rho_{j \rightarrow i, d} = \sum_{\pi \in \theta_{d}^{-}(u_{uj}, v_{xi})} w(\pi),
\]

where \( \theta_{d}^{-}(u_{uj}, v_{xi}) \) is the set of negative walks of length \( d \) from \( u_{uj} \) to \( v_{xi} \) and it follows that \( \rho_{j \rightarrow i, d} < 0 \) if \( v_{xi} \in N_{d}^{-} \) and 0 else. The weight of all walks from input \( u_{uj} \) follows:

\[
\rho_{j \rightarrow i, d} = \rho_{j \rightarrow i, d}^{+} + \rho_{j \rightarrow i, d}^{-}.
\]

Consider the example shown in Fig. 2.

![Diagram](image.png)

Fig. 2: An example of a signed graph where \( N_{d} \) and \( P_{d} \) don't completely determine \( \rho_{j \rightarrow i, d} \)

The signed graph represents all systems of the form

\[
x = \begin{bmatrix} 0 & 0 & 0 & 0 \\ -\alpha_{1} & 0 & 0 & 0 \\ \alpha_{2} & 0 & 0 & 0 \\ 0 & \alpha_{3} & \alpha_{4} & 0 \end{bmatrix} x + \begin{bmatrix} \beta_{1} \\ 0 \\ 0 \\ 0 \end{bmatrix} u
\]

where \( \alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, \beta_{1} > 0 \). Here the total walk weight to node \( v_{x2} \) at length 2 is \( \rho_{1 \rightarrow 4,2} = \beta_{1} (\alpha_{2} \alpha_{4} - \alpha_{1} \alpha_{3}) \), the sign of which depends on the values of the various constants.

The case where the sign of \( \rho_{j \rightarrow i, d} \) is determined by \( N_{d}^{-} \) and \( P_{d}^{+} \) is shown in the following Lemmas. These Lemmas follow directly from the definitions of the sets \( P_{d}^{+} \) and \( N_{d}^{-} \) and as such are presented without proof.

**Lemma 2:** If \( v_{xi} \in P_{d}^{+} \land v_{xi} \notin N_{d}^{-} \) then \( \rho_{j \rightarrow i, d} > 0 \).

**Lemma 3:** If \( v_{xi} \in N_{d}^{-} \land v_{xi} \notin P_{d}^{-} \) then \( \rho_{j \rightarrow i, d} < 0 \).

It is possible to relate \( \rho_{j \rightarrow i, d} \) with the system matrices \( A, B \) and ultimately the controllability properties of the system. Define a weighted adjacency matrix \( A_{w} \) for \( G_{x}^{w} \), where \( (A_{w})_{i,j} = w((v_{xj}, v_{xi})) \) if \( (v_{xj}, v_{xi}) \in E_{x} \) and \( (A_{w})_{i,j} = 0 \) if not. Define a weighted adjacency matrix \( B_{w} \) for \( G_{y}^{w} \), where \( (B_{w})_{i,j} = w((u_{uj}, v_{xi})) \) if \( (u_{uj}, v_{xi}) \in E_{u} \) and \( (B_{w})_{i,j} = 0 \) if not. Note that from the definition of the weight of an edge, \( A_{w} = A \) and \( B_{w} = B \).

**Lemma 4:**

\[
(A_{d-1}^{d-1} B)_{i,j} = \rho_{j \rightarrow i, d}.
\]

**Proof:** The result will be shown via proof by induction on \( d \). Consider the case of \( d = 1 \). By the definition of the weight of an edge: \( (B)_{i,j} = \rho_{j \rightarrow i, 1} \). Consider the weight of all walks of length \( d \) from an input \( u_{uj} \) to a state node \( v_{xi} \). By assumption, \( (A_{d-2} B)_{i,j} = \rho_{j \rightarrow i, d-1} \). Then

\[
(A_{d-1}^{d-1} B)_{i,j} = \sum_{k=1}^{n} (A)_{i,k} \rho_{j \rightarrow k, d-1}.
\]

As a walk of length \( d \) is the concatenation of a walk of length \( d - 1 \) and a walk of length 1, it follows from the definition of the weight of a walk that

\[
\sum_{k=1}^{n} (A)_{i,k} \rho_{j \rightarrow k, d-1} = \rho_{j \rightarrow i, d}.
\]

**Proof:** From Lemma 4,

\[
(A_{d-1}^{d-1} B)_{i,j} = \rho_{j \rightarrow i, d}.
\]

Given the structure of \( C \), Lemma 4 shows that the herd-ability of the system in Equation (1) is determined by walks on \( G_{u}^{w} \) which have lengths from 1 to \( n \). Further:

**Lemma 5:** \( (C)_{i, (m(d-1)+1)} = \rho_{j \rightarrow i, d} \).

**Proof:** From Lemma 4,

\[
(A_{d-1}^{d-1} B)_{i,j} = \rho_{j \rightarrow i, d}.
\]

From the definition of the controllability matrix, the sub-matrix

\[
(C)_{i, m(d-1)+1:m d} = A_{d-1}^{d-1} B.
\]

The result follows.

**IV. A NECESSARY CONDITION FOR COMPLETE HERDABILITY**

This section shows how graph structure and system herdability are related by providing a necessary condition for complete herdability of a system known as input connectability. It also explores some examples that show why input connectability is only a necessary condition.

**Definition 4:** A graph is input connectable if

\[
\bigcup_{v_{uj} \in V_{u}} \mathcal{R}_{j} = V_{x},
\]

where \( \mathcal{R}_{j} \) is the set of nodes reachable from \( v_{uj} \): \( \mathcal{R}_{j} = \{ v_{xi} \in V_{x} | v_{uj} \rightarrow v_{xi} \} \).

Input connectability is an important indicator of the ability to control a system and is a necessary condition for structural controllability [11] and sign controllability [16]. To see how input connectability impacts herdability requires the following extension of Theorem 1.

**Lemma 6:** A state \( i \) is herdable if and only if \( \exists j \) such that

\[
(C)_{i,j} \neq 0.
\]

**Proof:** ((\( C)_{i,j} \neq 0 \Rightarrow i \text{ Herdable}) If \( (C)_{i,j} \neq 0 \) then by appropriate choice of the \( j \)-th element of a vector \( z, (Cz)_{i} = w \) for a positive constant \( w \). Then there is a vector \( k \in \text{range}(C) \) with \( k_i > 0 \) and \( v_{xi} \) is herdable by Theorem 1.

(Herdable \( \Rightarrow (C)_{i,j} \neq 0 \)) Suppose the contrary. Then by assumption \( \forall j (C)_{i,j} = 0 \). Consider making \( x(t) \geq h \) from an initial state \( x(0) = 0_n \). As \( \forall j (C)_{i,j} = 0 \), it holds that \( \forall z \in \text{range}(C), z_i = 0 \) and by Lemma 1 for any reachable \( x(t) \forall t \geq 0, x(t)_i = 0 \) and state \( i \) is not herdable.

**Theorem 3:** If a system is completely herdable, then it is input connectable.

**Proof:** Suppose the system is not input connectable. Then by assumption, there exists a node \( v_{xi} \) such that \( v_{xi} \notin \bigcup_{j} \mathcal{R}_{j} \) and as such there is no walk from an input to \( v_{xi} \). If there is no walk to \( v_{xi} \), then \( (C)_{i,:} = 0_n \) by Lemma 5 and the node will not be herdable by Lemma 6. As such, the system is not completely herdable.
Consider the following two examples which illustrate why input connectability is only a necessary condition for herdability. The first example considers the signed dilation, shown in Fig. 3. Fig. 3a represents systems of the form

\[ x = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} x + \begin{bmatrix} \beta_1 \\ \beta_2 \end{bmatrix} u \]

where \( \beta_1, \beta_2 > 0 \), which gives a controllability matrix:

\[ C = \begin{bmatrix} \beta_1 \\ \beta_2 \end{bmatrix} \]

This system is always completely herdable. On the other hand, Fig. 3b can be translated to systems of the form:

\[ \dot{x} = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} x + \begin{bmatrix} -\beta_1 \\ \beta_2 \end{bmatrix} u \]

where \( \beta_1, \beta_2 > 0 \). This gives a controllability matrix:

\[ C = \begin{bmatrix} -\beta_1 \\ \beta_2 \end{bmatrix} \]

V. GRAPH STRUCTURE BASED HERDABILITY

This section, in contrast to Section IV, will use the graph characterization of a system to discuss sufficient conditions for herdability, specifically extending Theorem 2 to consider the underlying graph structure of the system.

Theorem 5: If for each \( v_{xi} \in V \), there exists a distance \( d \) and an input \( v_{uj} \) such that \( v_{xi} \in \mathcal{N}_d^i \cup \mathcal{P}_d^i \) and \( \mathcal{N}_d^i = \emptyset \cup \mathcal{P}_d^i = \emptyset \) then the system is completely sign herdable.

Proof: Consider the herdability of a node \( v_{xi} \) which satisfies \( v_{xi} \in \mathcal{N}_d^i \cup \mathcal{P}_d^i \) and \( \mathcal{N}_d^i = \emptyset \cup \mathcal{P}_d^i = \emptyset \) for some \( d \). As \( \mathcal{N}_d^i = \emptyset \cup \mathcal{P}_d^i = \emptyset \), it must be that all nodes at distance \( d \) from the input \( v_{uj} \) are all in either \( \mathcal{N}_d^j \) or \( \mathcal{P}_d^j \). Then by Lemma 2 and Lemma 3, all nonzero elements of \( (C)_{m(d-1)+j} \) have the same sign. As this hold for all \( v_{xi} \), the system is completely herdable by Theorem 2. As the herdability does not depend on the edge weights, this holds for all systems with the same sign pattern and the system is sign herdable.

If a system is not completely herdable, it is still possible to control a subset of the system nodes to enter the set \( \mathcal{H}_d \). One such case is systems with an underlying graph that is a rooted out-branching. In fact in such a system, it is possible to completely characterize the nodes that can be herded based on the underlying graph structure. A directed graph, \( \mathcal{G} = (V, E) \) is a rooted out-branching if it has a root node \( v_i \in V \) such that for every other node \( v_j \in V \) there is a single directed walk from \( v_i \) to \( v_j \). The case considered here is that of a single input, input rooted out-branching, which means that every node \( v_{xi} \in V \) has a single in-bound walk from the single input \( v_u \). The unique walk from \( v_u \) to \( v_{xi} \) in the input-rooted out-branching will be referred to as \( \pi_k(v_u, v_{xi}) \). Consider the maximum walk length between \( v_u \) and a state node, which is \( d_{max} = \max_{v_{xi} \in V_x} \text{len}(\pi_k(v_u, v_{xi})) \). Let \( \mathbb{H}_u \) be the set of nodes made larger than some lower threshold \( h \geq 0 \) via a signal from the input \( v_u \).

Theorem 6: In an input rooted, out-branching, \( \mathbb{H}_u \) follows

\[ \mathbb{H}_u = \bigcup_{d=1}^{\infty} \mathcal{X}_d, \text{where } \mathcal{X}_d \in \{ \mathcal{P}_d, \mathcal{N}_d, \emptyset \} \]

Proof: Consider the ability to herd a node \( v_{xi} \) and assume that \( \text{len}(\pi_k(v_u, v_{xi})) = d \). As there is only one walk from \( v_u \) to \( v_{xi} \) it holds that \( C_{i,d} = 0, \forall d \neq d_i \in D \). Then \( C_{i,d} \) uniquely determines the ability to herd all nodes at distance \( d \). If \( \alpha_{d} = 1 \) then \( C_{i,d}(d_i) = 0, \forall d_i \text{ such that } v_{xi} \in \mathcal{P}_d \), and \( \mathcal{P}_d \) is herdable by Theorem 1. If \( \alpha_d = -1 \) then
\((C_d \alpha_d)_j > 0, \forall j\) such that \(v_{xi} \in N_{di}\) and \(N_{di}\) is herdable by Theorem 1. Finally if \(\alpha_d = 0\) then \(C_d \alpha_d = 0\), and no nodes are herdable.

Construct a vector \(\alpha \in \mathbb{R}^n\) where \(\forall d \in \{1, 2, \ldots, d_{\max}\}\)

\[
\alpha_d = \begin{cases} 
1 & \text{so that } X_d = P_d, \\
-1 & \text{so that } X_d = N_d, \\
0 & \text{so that } X_d = \emptyset,
\end{cases}
\]

and where the remaining \(n - d_{\max}\) elements are 0. Then \(C_d\alpha\) shows the herdability of the set of nodes \(\bigcup_{d=1}^{d_{\max}} X_d\).

**Corollary 2:** The maximal collection of nodes, \(H^*_n\), that can be herdied in a input rooted out-branching satisfies

\[
[H^*_n] = \sum_{l=1}^{d_{\max}} \max(|N_l|, |P_l|).
\]

In the case of an single input, input connectable, directed out-branching where \(\forall d \in \{1, 2, \ldots, d_{\max}\}\), \(N_{di} = \emptyset \cup P_d = \emptyset\), Corollary 2 shows that \([H^*_n] = n\), i.e. that the system is completely herdable. Fig. 4 shows an example of an input rooted, out-branching.

![Fig. 4: An example of an input rooted out-branching](image-url)

The graph in Fig. 4 represents the following class of systems:

\[
\dot{x} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ -\alpha_1 & 0 & 0 & 0 & 0 & 0 \\ 0 & \alpha_2 & 0 & 0 & 0 & 0 \\ 0 & 0 & -\alpha_3 & 0 & 0 & 0 \\ 0 & 0 & 0 & \alpha_4 & 0 & 0 \end{bmatrix} x + \begin{bmatrix} -\beta_1 \\ 0 \\ 0 \\ 0 \\ 0 \end{bmatrix} u
\]

where \(\alpha_1, \alpha_2, \alpha_3, \alpha_4, \beta_1, \beta_2 > 0\). It follows from Theorem 6 (and can be verified by calculation of the controllability matrix \(C\)), that the possible sets of herdied nodes are \(\{1, 3, 6\}, \{1, 4, 5\}, \{2, 3, 6\}, \{2, 4, 5\}\).

The result of Theorem 6 is similar in nature to the \(k\)-walk controllability theory [22]. The \(k\)-walk theory shows that for each \(d \in \{1, 2, \ldots, d_{\max}\}\) a single node at distance \(d\) can be controlled. In the graph given in Fig. 4, the possible sets of nodes that can be controlled are \(\{1, 3\}, \{1, 4\}, \{1, 5\}, \{1, 6\}, \{2, 3\}, \{2, 4\}, \{2, 5\}, \{2, 6\}\). The maximal collection of nodes that are controlled in a directed out-branching from input \(v_{vi}\), \(C^*_n\), satisfies \(|C^*_n| = d_{\max}\). In the case of herding a network, Corollary 2 shows that the maximal collection of nodes, \(H^*_n\), will satisfy \(d_{\max} \leq |H^*_n| \leq n\). The lower bound is achieved if the graph is a directed line graph and the upper bound is achieved if Theorem 5 is satisfied. In the worst case, the same number of nodes can be herdied as can be controlled and depending on the network structure many more nodes can be herdied.

**VI. Conclusion**

In this paper, we introduce the notion of herdability and present a characterization of the herdability of a system via a condition on the range of the controllability matrix, \(C\). A classification of the underlying system graph allowed for the exploration of some consequences of the condition on the range of \(C\). It was shown that input connectability is a necessary condition for complete herdability and that the sets \(P_d^j\) and \(N_d^j\) can be used to characterize both a class of completely herdable systems and the nodes that can be herdied in a single input, input rooted out-branching.
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