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Abstract
Gene–environment (G×E) interactions have important implications to elucidate the etiology of complex diseases beyond the main genetic and environmental effects. Outliers and data contamination in disease phenotypes of G×E studies have been commonly encountered, leading to the development of a broad spectrum of robust regularization methods. Nevertheless, within the Bayesian framework, the issue has not been taken care of in existing studies. We develop a fully Bayesian robust variable selection method for G×E interaction studies. The proposed Bayesian method can effectively accommodate heavy-tailed errors and outliers in the response variable while conducting variable selection by accounting for structural sparsity. In particular, for the robust sparse group selection, the spike-and-slab priors have been imposed on both individual and group levels to identify important main and interaction effects robustly. An efficient Gibbs sampler has been developed to facilitate fast computation. Extensive simulation studies, analysis of diabetes data with single-nucleotide polymorphism measurements from the Nurses’ Health Study, and The Cancer Genome Atlas melanoma data with gene expression measurements demonstrate the superior performance of the proposed method over multiple competing alternatives.

KEYWORDS
Bayesian variable selection, gene–environment interactions, Markov chain Monte Carlo, robust analysis, sparse group selection

1 | INTRODUCTION

Deciphering the genetic architecture of complex diseases is a challenging task, as it demands the elucidation of the coordinated function of multiple genetic factors, their interactions, as well as gene–environment (G×E) interactions. How the genetic contributions to influence the variations in the disease phenotypes are mediated by the environmental factors reveals a unique perspective of the disease etiology beyond the main genetic effects and their interactions (or epistasis) (Hunter, 2005; Simonds et al., 2016). Till now, G×E interaction analyses have been extensively conducted, especially within the framework of genetic association studies, to search for the important main and interaction effects that are associated with the disease trait (Mukherjee et al., 2011).

With the availability of a large number of genetic factors, such as single-nucleotide polymorphisms (SNPs) or gene expression, G×E interactions are of high dimensionality even though the preselected environmental factors are usually low dimensional. Therefore, variable selection has emerged as a powerful tool to identify G×E interactions associated with phenotypic traits (Fan and Lv, 2010; Wu and Ma, 2015), and an increasing amount of G×E
studies have recently been conducted along this line, especially with regularization methods (Zhou et al., 2021).

A prominent trend among these studies is to incorporate robustness in regularized identification of main and interaction effects in order to accommodate data contamination and heavy-tailed distributions in the disease phenotypes. Using the datasets analyzed in this article as an example, the disease outcomes of interest are weight from the Nurses’ Health Study (NHS) and (log-transformed) Breslow’s depth from The Cancer Genome Atlas (TCGA) Skin Cutaneous Melanoma (SKCM) data. We generate the box-plots (Figure 1) and histograms (Web Figure 1) of residuals corresponding to the two disease phenotypes using Bayesian linear regression with clinical covariates and five genetic variates that have the most significant p-values in the marginal model. The long tails can be clearly observed. In practice, such a heavy-tailed distribution is frequently encountered and arises due to multiple reasons. For instance, some phenotypes have skewness in nature. For the subjects recruited for the NHS, their ages are in the range from 41 to 68 as the average age for the onset of type 2 diabetes is 45 (Centers for Disease Control and Prevention, 2020). The subjects’ weight among this age group does have a right-skewed tendency. In addition, in the study of complex diseases such as cancer, even patients of similar profiles may have different subtypes as rigorous recruitment of patients is usually not possible on the grounds of cost. The data from the major disease subtype can be viewed as being “contaminated” by other subtypes or outliers. As nonrobust approaches cannot efficiently accommodate data contamination and long-tailed distributions, which inevitably leads to biased estimates and false identifications, the robust regularization methods have thus been extensively developed for GxE studies (Wu and Ma, 2015; Zhou et al., 2021).

Nevertheless, within the Bayesian framework, robust variable selection methods have not yet been investigated for gene–environment interactions. In fact, our literature search indicates that only limited number of Bayesian variable selection methods have been developed for GxE studies and none of them is robust (Zhou et al., 2021). Driven by the urgent need to conduct robust Bayesian analysis, we propose robust Bayesian variable selection methods tailored for interaction studies by adopting a Bayesian formulation of the least absolute deviation (LAD) regression to accommodate data contamination and long-tailed distributions in the phenotype. Such a formulation is a special case of the Bayesian quantile regression (Yu and Moyeed, 2001). The LAD loss has been a very popular choice for developing robust regularization methods for data with structured sparsity, including networks (Wu et al., 2018; Ren et al., 2019) and sparse group structure (Wu et al., 2018). Its computational convenience has been revealed within the Bayesian framework as an efficient Gibbs sampler can be constructed when the loss is combined with LASSO, group LASSO, and elastic net penalties (Li et al., 2010). Furthermore, following the strategy of bi-level selection from a nonrobust Bayesian setting (Xu and Ghosh, 2015), we have developed the Bayesian LAD sparse group selection for robust GxE interaction studies. The spike-and-slab priors have been imposed on both the individual and group level to ensure the shrinkage of posterior estimates corresponding to unimportant main and interaction effects to zero exactly. Such a prior leads to the direct sparsity and is superior to the Laplacian types of shrinkage in terms of identification and prediction results (George and McCulloch, 1993; Cassese et al., 2014; Tang et al., 2017; Rocková and George, 2018).

In this study, our objective is to tackle the challenging task of developing a fully Bayesian robust variable selection method for GxE interactions, which has been well motivated by the success of regularization methods (especially those robust ones) in GxE studies and a lack of robust interaction analysis within the Bayesian framework. The significance of the proposed study lies in the following aspects. First, it advances from existing Bayesian GxE studies by incorporating robustness to accommodate data contamination and heavy-tailed distributions in the disease phenotype. Second, on a broader scope, although robust Bayesian quantile regression-based variable selection has been proposed under LASSO, group LASSO, and elastic net, the more complicated sparse group (or bi-level) structure, which is of particular importance in high dimensional data analysis in general (Breheny and Huang, 2009), has not been fully understood yet. We are among the first to develop a robust Bayesian bi-level selection method. Third, unlike existing Bayesian regularized quantile regression methods which build upon the priors under the Laplacian
type of shrinkage, we conduct efficient Bayesian regularization on both the individual and group levels by borrowing strength from the spike-and-slab priors. This approach leads to better identification and prediction performance over the competing alternatives, as demonstrated in extensive simulation studies and case studies of NHS data with SNP measurements and TCGA melanoma data with gene expression measurements. To facilitate reproducible research and fast computation using our Markov chain Monte Carlo (MCMC) algorithms, we implement the proposed and alternative methods in C++, which are available from an open-source R package roben (Ren et al., 2020) on CRAN.

2 | DATA AND MODEL SETTINGS

Use subscript $i$ to denote the $i$th subject. Let $(Y_i, X_i, E_i, W_i)$, $(i = 1, ..., n)$ be independent and identically distributed random vectors. $Y_i$ is a continuous response variable representing the phenotypic trait. $X_i$ is the $p$-dimensional vector of $G$ factors. The environmental factors and clinical covariates are denoted as the $k$- and $q$-dimensional vectors $E_i$ and $W_i$, respectively. Considering the following model:

$$
Y_i = \sum_{i=1}^{q} \alpha_i W_{i t} + \sum_{m=1}^{k} \beta_m E_{im} + \sum_{j=1}^{p} \gamma_j X_{ij} + \epsilon_i
$$

$$
= \sum_{i=1}^{q} \alpha_i W_{i t} + \sum_{m=1}^{k} \beta_m E_{im} + \sum_{j=1}^{p} \left( \gamma_j X_{ij} + \sum_{m=1}^{k} \zeta_{jm} E_{im} X_{ij} \right) + \epsilon_i
$$

$$
= \sum_{i=1}^{q} \alpha_i W_{i t} + \sum_{m=1}^{k} \beta_m E_{im} + \sum_{j=1}^{p} \left( U_{ij}^T \beta_j \right) + \epsilon_i,
$$

(1)

where $\alpha_i$'s, $\beta_m$, $\gamma_j$, and $\zeta_{jm}$ are the regression coefficients for the clinical covariates, environmental factors, genetic factors, and GxE interactions, correspondingly. We define $\beta_j = (\gamma_j, \zeta_{j1}, ..., \zeta_{jk})^T \equiv (\beta_{j1}, ..., \beta_{jk})^T$ and $U_{ij} = (X_{ij}, X_{ij} E_{i1}, ..., X_{ij} E_{ik})^T \equiv (U_{i1}, ..., U_{ik})^T$, where $L = k + 1$. The coefficient vector $\beta_j$ represents all the main and interaction effects with respect to the $j$th genetic measurement. The $\epsilon_i$'s are random errors. Denote $U_i = (U_{i1}^T, ..., U_{ip}^T)^T$, $\alpha = (\alpha_1, ..., \alpha_q)^T$, $\theta = (\beta_1, ..., \beta_k)^T$, and $\beta = (\beta_1^T, ..., \beta_p^T)^T$. The vector $\beta$ is of length $p \times L$. Then model (1) can be written in a more concise form as

$$
Y_i = W_i^T \alpha + E_i^T \theta + U_i^T \beta + \epsilon_i.
$$

(2)

2.1 | Bayesian LAD regression

The LAD regression is well known for its robustness to long-tailed distributions in response. For a Bayesian formulation of LAD regression, we assume that $\epsilon_i$'s are independently and identically distributed random variables from the Laplace distribution with density

$$
f(\epsilon_i|\nu) = \frac{\nu}{2} \exp\{-\nu|\epsilon_i|\}, \quad i = 1, ..., n,
$$

(3)

where $\nu^{-1}$ is the scale parameter of the Laplace distribution. Let $Y = (Y_1, ..., Y_n)^T$. With clinical covariates $W = (W_1, ..., W_n)^T$, environment factors $E = (E_1, ..., E_n)^T$, and genetic main effects and GxE interactions $U = (U_1, ..., U_n)^T$, the likelihood function can be expressed as

$$
f(Y|W, E, U, \alpha, \theta, \beta, \nu) = \prod_{i=1}^{n} \frac{\nu}{2} \exp\{-\nu|Y_i - \mu_i|\},
$$

(4)

where $\mu_i = W_i^T \alpha + E_i^T \theta + U_i^T \beta$.

Based on Kozumi and Kobayashi (2011), the Laplace distribution is equivalent to the mixture of an exponential and a scaled normal distribution. Specifically, let $z$ and $\tilde{u}$ be the standard normal and exponential random variables, respectively. If a random variable $\epsilon$ follows the Laplace distribution with parameter $\nu$, then it can be represented as follows:

$$
\epsilon = \nu^{-1} \kappa \sqrt{\tilde{u}} z,
$$

(5)

where $\kappa = \sqrt{8}$ is a constant. Therefore, the response $Y_i$ can be rewritten as $Y_i = \mu_i + \nu^{-1} \kappa \sqrt{\tilde{u}_i} z_i$, where $z_i \sim N(0, 1)$ and $\tilde{u}_i \sim \text{Exp}(1)$. Let $u = \nu^{-1} \tilde{u}$. Then $u$ follows the exponential distribution $\text{Exp}(\nu)$, where $\nu$ is the rate parameter. We thus have the following hierarchical representation of the Laplace likelihood:

$$
Y_i = \mu_i + \nu^{-1} \kappa \sqrt{u_i} z_i,
$$

$$
u u_i | \nu \sim \text{Exp}(\nu),
$$

$$
z_i \sim N(0, 1).
$$

The conditional distribution of $Y_i$ is normal with mean $\mu_i$ and variance $\nu^{-1} \kappa^2 u_i$. Therefore, the hierarchical representation allows us to express the corresponding
likelihood function based on a multivariate normal distribution, making it much easier to formulate a Gibbs sampler that utilizes all the samples for posterior inference. Gibbs sampling is a special case of the Metropolis–Hastings (M-H) algorithm with an acceptance rate for samples being 1. Therefore, it is more efficient in sampling and less computationally intensive than the regular M-H algorithm.

**Remark:** The Laplace distribution in Bayesian LAD regression can be treated as a special case of the asymmetric Laplace distribution (ALD) in Bayesian quantile regression (Yu and Moyeed, 2001; Yu and Zhang, 2005). The connection between these two distributions is described in Section 1.1 in Web Appendix A.

### 2.2 Bayesian sparse group variable selection for G×E interactions

The proposed fully Bayesian sparse group variable selection is motivated by the following considerations. In model (1), the coefficient vector \( \beta_j \) corresponds to the main and interaction effects with respect to the \( j \)th genetic variant. Whether the genetic variant is associated with the phenotype or not can be determined by whether \( \beta_j \neq 0 \). A zero coefficient vector suggests that the variant does not have any effect on the disease outcome. If \( \beta_j \neq 0 \), then a further investigation on the presence of the main effect, the interaction, or both are of interest, which can be facilitated by examining the nonzero component in \( \beta_j \). Therefore, a tailored robust Bayesian variable selection method for G×E studies should accommodate the selection on both group (the entire vector of \( \beta_j \)) and individual (each component of \( \beta_j \)) levels at the same time.

In order to impose the robust bi-level sparsity to identify important main and interaction effects, we conduct the decomposition of \( \beta_j \) by following the reparameterization from Xu and Ghosh (2015). Here, \( \beta_j \) is defined as

\[
\beta_j = V_j^{\frac{1}{2}} b_j,
\]

where \( b_j = (b_{j1}, ..., b_{jL})^T \) and \( V_j^{\frac{1}{2}} = \text{diag}(\omega_{j1}, ..., \omega_{jL}) \), \( \omega_{jl} \geq 0 \) (\( l = 1, ..., L \)). To determine whether the \( j \)th genetic factor has any effect at all, we conduct group-level selection on \( b_j \) by adopting the following multivariate spike-and-slab priors

\[
b_j | \phi_j^b \overset{\text{ind}}{\sim} \phi_j^b N_l(0, I_l) + (1 - \phi_j^b) \delta_0(b_j),
\]

\[
\phi_j^b | \pi_0 \overset{\text{ind}}{\sim} \text{Bernoulli}(\pi_0),
\]

where \( I_l \) is an identity matrix, \( \delta_0(b_j) \) denotes a point mass at 0, and \( \pi_0 \in [0, 1] \). We introduce a latent binary indicator variable \( \phi_j^b \) for each group \( j = 1, ..., p \) to tackle the group-level selection. In particular, when \( \phi_j^b = 0 \), the coefficient vector \( b_j \) has a point mass density at zero and all predictors representing the main and interaction effects in the \( j \)th group are excluded from the model, indicating that the \( j \)th genetic factor is not associated with the phenotype. On the other hand, when \( \phi_j^b = 1 \), the components in coefficient vector \( b_j \) have nonzero values.

To further determine whether there is an important main genetic effect, G×E interaction, or both, we impose sparsity within the group \( j \) by assigning the following spike-and-slab priors on each \( \omega_{jl} \) (\( j = 1, ..., p \) and \( l = 1, ..., L \))

\[
\omega_{jl} | \phi_{jl}^w \overset{\text{ind}}{\sim} \phi_{jl}^w N^+(0, s^2) + (1 - \phi_{jl}^w) \delta_0(\omega_{jl}),
\]

\[
\phi_{jl}^w | \pi_1 \overset{\text{ind}}{\sim} \text{Bernoulli}(\pi_1),
\]

where \( N^+(0, s^2) \) denotes a normal distribution, \( N(0, s^2) \), truncated below at 0. When the binary indicator variable \( \phi_{jl}^w = 0 \), \( \omega_{jl} \) is set to zero by the point mass function \( \delta_0(\omega_{jl}) \). Within the \( j \)th group, when the component \( \omega_{jl} = 0 \), we have \( \beta_{jl} = 0 \) and the corresponding \( U_{jl} \) is excluded from the model, even when \( b_j \neq 0 \). This implies that the \( j \)th genetic variant does not have the main effect (if \( l = 1 \)) or the interaction effect with the \( (l - 1) \)th environment factor (if \( l > 1 \)). The \( \beta_{jl} \) is nonzero if and only if the vector \( b_j \neq 0 \) and the individual element \( \omega_{jl} \neq 0 \).

In (6) and (7), \( \pi_0 \) and \( \pi_1 \) control the sparsity on the group and individual levels, respectively. Their values should be carefully tuned. Fixing their values at 0.5 makes the prior essentially weakly informative since equal prior probabilities are given to all the submodels. Instead of fixing \( \pi_0 \) and \( \pi_1 \), we assign conjugate beta priors \( \pi_0 \sim \text{Beta}(a_0, b_0) \) and \( \pi_1 \sim \text{Beta}(a_1, b_1) \), which can automatically account for the uncertainty in choosing \( \pi_0 \) and \( \pi_1 \). We fix parameters \( a_0 = b_0 = a_1 = b_1 = 1 \). For computational convenience, we assign a conjugate inverse-Gamma hyperprior on \( s^2 \)

\[
s^2 \sim \text{Inv-Gamma}(1, \eta).
\]

\( \eta \) is estimated with the Monte Carlo expectation maximization (EM) algorithm (Park and Casella, 2008; Xu and Ghosh, 2015). For the \( t \)th EM update,

\[
\eta^{(t)} = \frac{1}{E_{\eta^{(t-1)}} \frac{1}{s^2} | Y}. 
\]
where the posterior expectation of $\frac{1}{\nu}$ is estimated from the MCMC samples based on $\eta^{(t-1)}$. To maintain conjugacy, we place a Gamma prior on $\nu$,

$$\nu \sim \text{Gamma}(c, d),$$

where $c$ and $d$ are set to small values. The details of full conditional distributions and the Gibbs sampler are available from Web Appendix A.

We term the proposed robust Bayesian sparse group variable selection with spike-and-slab priors as RBSG–SS, with direct competitors robust Bayesian group selection with spike-and-slab priors (denoted as RBG–SS) and robust Bayesian Lasso with spike-and-slab priors (denoted as RBL–SS), and ones without the spike-and-slab priors: RBSG, RBG, and RBL. The nonrobust counterparts are BSG–SS, BG–SS, BL–SS, BSG, BG, and BL, respectively. The summary of abbreviations and definitions of all methods can be found in Web Table 1. All the 12 methods under comparison have been implemented in the C++-based R package roben (Ren et al., 2020) available from CRAN. It is worth mentioning that besides RBSG–SS, the three alternatives RBG–SS, RBL–SS, and RBSG have also been proposed for the first time. The summary of all the methods, including detailed descriptions and the comparison table, is provided in Web Appendix A in the Supporting Information.

Remark: The proposed RBSG–SS respects the weak hierarchy as environmental main effects always retain in the model. Following Wu et al. (2018) and studies alike, we can readily extend the proposed method to accommodate a strong hierarchy (i.e., the genetic main effect also stays in the model once its corresponding GxE interaction is identified) under the spike-and-slab priors by penalizing interaction effects on both the group and individual level while only regularizing the main genetic effect on the group level. We have not pursued imposing the strong hierarchy as it does not lead to improved prediction and identification performance over the RBSG–SS.

### 3 | SIMULATION

We comprehensively evaluate the proposed and alternative methods through simulation studies. Under all the settings, the responses are generated from model (1) with $n = 500, q = 3, p = 100$, and $k = 5$, which leads to a total dimension of 608 with 105 main effects, 500 interactions, and three additional clinical covariates. The genetic main effects and GxE interactions form 100 groups with group size $L = 6$. We consider five error distributions for $\epsilon_i$: N(0, 1) (Error 1), Laplace($\mu, b$) with the mean $\mu = 0$, and the scale parameter $b = 2$ (Error 2), 10% Laplace(0.1) + 90% Laplace(0, $\sqrt{5}$) (Error 3), $t$-distribution with 2 degrees of freedom ($t(2)$) (Error 4), LogNormal(0, 1) (Error 5). All of them are heavy-tailed distributions except the first one.

We assess the performance in terms of identification and prediction accuracy. For methods incorporating spike-and-slab priors, we adopt the median probability model (MPM) (Barbieri and Berger, 2004; Xu and Ghosh, 2015) to identify important effects. In particular, for the proposed RBSG–SS, we define $\phi_{jl} = \phi_{jl}^g \delta_{jl}^g$ for the $l$th predictor in the $j$th group. At the $g$th MCMC iteration, this predictor is included in the model if the indicator $\delta_{jl}^g$ is 1. Suppose we have collected $G$ posterior samples from the MCMC after burn-ins, then the posterior probability of including the $l$th predictor from the $j$th group in the final model is

$$p_{jl} = \hat{p}(\phi_{jl} = 1|y) = \frac{1}{G} \sum_{g=1}^{G} \delta_{jl}^g,$$

$$j = 1, \ldots, p \text{ and } l = 1, \ldots, L.$$  

A higher posterior inclusion probability $p_{jl}$ can be interpreted as a stronger piece of empirical evidence that the corresponding predictor has a nonzero coefficient and is associated with the phenotype. The MPM model is defined as the model consisting of predictors with at least $\frac{1}{2}$ posterior inclusion probability. When the goal is to select a single model, Barbieri and Berger (2004) recommend using MPM because of its optimal prediction performance. Meanwhile, the 95% credible interval (95% CI) (Li et al., 2015) is adopted for methods without spike-and-slab priors.

Prediction performance is evaluated using the mean prediction errors on an independently generated testing dataset under the same data-generating model over 100 replicates. For all robust approaches, the prediction error is defined as mean absolute deviations (MAD). MAD can be computed as $\frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|$. The prediction error for non-robust ones is defined as the mean squared error (MSE), that is, $\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2$.

The $G$ factors are simulated in the following four examples (settings). In the first example, a gene expression matrix with $n = 500$ and $p = 100$ has been generated from a multivariate normal distribution with marginal mean 0, marginal variance 1, and an autoregression correlation structure ($\rho = 0.3$). In the second example, the SNP data are obtained by dichotomizing the gene expression values (from the first setting) at the first and third quartiles, with the three-level (0,1,2) for genotypes (aa, Aa, AA), respectively. In the third setting, the SNP data are simulated under a pairwise linkage disequilibrium (LD) structure. Let the minor allele frequencies (MAFs) of two neighboring SNPs with risk alleles A and B be $r_1$ and $r_2$, respectively. The frequencies of four haplotypes are as
\[ p_{ab} = r_1r_2 + \delta, \quad p_{ab} = (1 - r_1)(1 - r_2) + \delta, \quad p_{AB} = r_1(1 - r_2) - \delta, \quad \text{and} \quad p_{AB} = (1 - r_1)r_2 - \delta, \] where \( \delta \) denotes the LD. Assuming Hardy–Weinberg equilibrium and given the allele frequency for \( A \) at locus 1, we can generate the SNP genotype (AA, Aa, aa) from a multinomial distribution with frequencies \((r_1^2, 2r_1(1 - r_1), (1 - r_1)^2)\). The genotypes at locus 2 can be simulated according to the conditional genotype probability matrix in Cui et al. (2008). We have \( \delta = r_p \sqrt{r_1(1 - r_1)r_2(1 - r_2)} \) with MAFs 0.3 and pairwise correlation \( r_p = 0.6 \). In the last example, we consider a more practical correlation structure by extracting the first 100 SNPs from the NHS data analyzed in the case study, so the correlation is based on the real data. For each simulation replicate, we randomly sample 500 subjects from the dataset.

For E factors, five continuous variables are generated from a multivariate normal distribution with marginal mean 0, marginal variance 1, and auto regression (AR) correlation structure with \( \rho = 0.5 \). We then dichotomize one of them at 0 to create a binary E factor. Besides, we simulate three clinical covariates from a multivariate normal distribution and AR correlation structure with \( \rho = 0.5 \) and dichotomize one of them at 0 to create a binary variable.

For the clinical covariates and environmental main effects, the coefficients \( \alpha_i \)s and \( \theta_{m_j} \)s are generated from Uniform\([0.8, 1.5]\). For genetic main effect and GxE interactions, we randomly selected 25 \( \beta_{j|i} \)s in nine groups to have nonzero values that are generated from Uniform\([0.3, 0.9]\). All other \( \beta_{j|i} \)s are set to zeros.

We have collected the posterior samples from the Gibbs sampler running 15,000 iterations while discarding the first 7500 samples as the burn-in. The Bayesian estimates are calculated using the posterior medians. Simulation results for the gene expression data in Example 1 are tabulated in Tables 1 and 2. We can observe that the performance of methods that adopt spike-and-slab priors in Table 1 is consistently better than methods without spike-and-slab priors in Table 2. Although methods without spike-and-slab priors have slightly lower FPs than their counterparts with spike-and-slab priors under some error distributions, they tend to have much lower TPs and higher prediction errors under all the error distributions. For example, under Error 2, RBSG identifies 14.48 (SD 2.04) out of the 25 true positives, much lower than the true positives of 21.66 (SD 1.72) from RBSG–SS. Meanwhile, its false positives 0.64 (SD 0.85) is only slightly lower than the FP of RBSG–SS (1.32 (SD 1.33)). The prediction error of RBSG, 2.57 with an SD of 0.11, is also inferior to that of the RBSG–SS (2.15 (SD 0.10)). Such an advantage can also be observed by comparing other methods in Table 1 with their counterparts (without spike-and-slab priors) from Table 2.

Among all the methods with spike-and-slab priors, as shown in Table 1, the proposed RBSG–SS priors has the best performance in both identification and prediction in the presence of data contamination and heavy-tailed errors. Under the mixture Laplace error (Error 3), RBSG–SS identifies 21.28 (SD 2.24) true positives, with a small number of false positives, 1.48 (SD 1.34). RBG–SS has a true positive of 24.80 (SD 0.73); however, the number of false positives, 30.64 (SD 4.23), is much higher. This is due to the fact that RBG–SS only conducts a group-level selection and does not impose the within-group sparsity. Compared to RBSG–SS, RBL–SS ignores the group structure, leading to fewer true positives of 18.14 (SD 2.68). In terms of prediction, RBSG–SS has the smallest L1 error, 2.29 (0.12), among all the three robust methods with spike-and-slab priors. Although the difference in prediction error between RBSG–SS and RBG–SS is not distinct, considering the much smaller number of false-positive main and interaction effects, we can fully observe the advantage of RBSG–SS over RBG–SS in prediction.

Moreover, a cross-comparison between the robust and nonrobust methods further demonstrates the necessity of developing robust Bayesian methods. For instance, under the error of \( t \) distribution with 2 degrees of freedom (Error 4), RBSG–SS has identified 23.80 (SD 1.30) true main and interaction effects with only 0.53 (SD 0.86) false positives. Its direct nonrobust competitor, BSG–SS, leads to a true positive of 16.20 (SD 6.45) with 3.73 (SD 4.61) false effects. The superior performance of RBSG–SS over the other two nonrobust methods, BG–SS and BL–SS, is also clear. Although a comparison between the prediction errors of robust and nonrobust methods is not straightforward as the two are computed under the L1 and least-square errors, the identification results convincingly suggest the advantage of robust methods over nonrobust ones. The graphical representation for Tables 1 and 2 using TP, FP, as well as other metrics such as the Matthew correlation coefficient and F-score, can be found in Web Appendix D.

Similar patterns have been observed in Web Table 3–8 for Examples 2, 3, and 4, respectively, in Web Appendix B. Overall, based on the investigations of all the methods through comprehensive simulation studies, we can establish the advantage of conducting robust Bayesian bi-level selection incorporating spike-and-slab priors.

We demonstrate the sensitivity of RBSG–SS to the choice of the hyperparameters for \( \pi_0, \pi_1, \) and \( v \) in Web Appendix B. The results are tabulated in Web Table 9, showing that the MPM model is insensitive to different specifications of the hyperparameters. The convergence of the MCMC chains and the computational cost are also assessed. The results provided in Web Figure 2 and Web Table 10 show that the convergence of the proposed
TABLE 1  Simulation results in Example 1 for methods with spike–and–slab priors. \((n, q, k, p) = (500, 3, 5, 100)\). mean (SD) of true positives (TP), false positives (FP), and prediction errors (Pred) based on 100 replicates

|           | RBSG–SS | RBG–SS | RBL–SS | BSG–SS | BG–SS | BL–SS |
|-----------|---------|--------|--------|--------|-------|-------|
| Error 1   | TP      | 24.97 (0.18) | 25.00 (0.00) | 24.93 (0.25) | 24.97 (0.18) | 25.00 (0.00) | 24.93 (0.25) |
|           | FP      | 1.30 (1.24) | 29.60 (2.42) | 1.30 (1.44) | 0.47 (0.68) | 29.00 (0.00) | 0.43 (0.73) |
|           | Pred    | 0.83 (0.03) | 0.86 (0.03) | 0.84 (0.04) | 1.07 (0.07) | 1.13 (0.07) | 1.08 (0.08) |
| Error 2   | TP      | 21.66 (1.72) | 24.84 (0.55) | 18.58 (2.14) | 19.98 (1.95) | 24.58 (0.86) | 15.54 (2.04) |
|           | FP      | 1.32 (1.33) | 30.96 (4.27) | 1.62 (1.64) | 1.82 (1.53) | 30.98 (4.83) | 0.92 (0.94) |
|           | Pred    | 2.15 (0.10) | 2.17 (0.09) | 2.24 (0.12) | 9.32 (0.97) | 8.98 (0.79) | 10.09 (1.08) |
| Error 3   | TP      | 21.28 (2.24) | 24.80 (0.73) | 18.14 (2.68) | 19.00 (2.61) | 24.40 (1.09) | 14.24 (2.39) |
|           | FP      | 1.48 (1.34) | 30.64 (4.23) | 1.42 (1.63) | 2.04 (1.73) | 30.20 (4.73) | 1.18 (1.16) |
|           | Pred    | 2.29 (0.12) | 2.32 (0.11) | 2.41 (0.12) | 11.11 (0.12) | 10.59 (0.95) | 12.02 (1.12) |
| Error 4   | TP      | 23.80 (1.30) | 24.93 (0.37) | 21.80 (1.94) | 16.20 (2.65) | 21.83 (5.24) | 12.53 (5.79) |
|           | FP      | 0.53 (0.86) | 29.47 (2.56) | 0.20 (0.41) | 3.73 (4.61) | 35.77 (23.92) | 1.93 (2.49) |
|           | Pred    | 1.50 (0.14) | 1.52 (0.13) | 1.53 (0.14) | 12.48 (6.56) | 12.34 (7.27) | 13.35 (6.72) |
| Error 5   | TP      | 24.33 (0.76) | 25.00 (0.00) | 22.93 (1.20) | 22.93 (1.26) | 25.00 (0.00) | 18.00 (2.17) |
|           | FP      | 0.26 (0.45) | 29.00 (0.00) | 0.13 (0.35) | 4.30 (3.40) | 34.80 (8.11) | 1.23 (1.55) |
|           | Pred    | 1.16 (0.10) | 1.18 (0.10) | 1.18 (0.10) | 4.75 (1.24) | 4.78 (1.23) | 5.18 (1.34) |

Gibbs sampler can be achieved with a reasonable computation time.

We have performed additional simulation studies to further investigate and demonstrate the advantage of RBSG–SS over the alternatives with spike-and-slab priors. The rest of the methods are not included in the new simulations due to their inferior performance. Specifically, we have reported the identification performance for main and interaction effects separately, and the estimation accuracy for zero-effects and nonzero effects separately for Examples 1–4. Example 5, the additional data-generating setting using the TCGA SKCM data analyzed in the case study, has also been considered. The results are tabulated in Web Appendix C. In addition, instead of merely using positive nonzero coefficients, we have considered randomly assigning half of the nonzero effects from Uniform\([0.3,0.9]\) and the other half from Uniform\([−0.9,−0.3]\). The results are provided in Web Tables 63–67 in Web Appendix D, demonstrating the advantage of RBSG–SS. Besides, we have conducted additional simulations to compare the performance of the proposed method with three frequentist methods, Quantile Lasso (QL), quantile group Lasso...
(QGL), and sparse group Lasso (SGL). The results given in Web Appendix D show that RBSG-SS outperforms the frequentist methods in both identification and prediction. Overall, RBSG-SS has shown superior performance to the alternatives in all studies.

Remark: Identification of important effects by robust methods without spike-and-slab priors has been conducted using the 95% credible interval, which has been widely adopted in existing regularized Bayesian quantile regression studies based on the asymmetric Laplace (AL) likelihood. As the AL likelihood is usually not the true data-generating likelihood, Yang et al. (2016) has proposed an adjustment on posterior variance to construct asymptotically valid credible intervals, which improves the performance. We have compared the proposed RBSG-SS and other spike-and-slab based methods with Bayesian quantile LASSO implemented by using Package bayesQR. The results in Web Table 49 have shown that the method without the spike-and-slab prior consistently has inferior performance. Since by construction, Bayesian shrinkage using the spike-and-slab priors leads to the sparsity directly and outperforms the counterparts that depend on credible intervals to impose the sparsity, we have not implemented such a correction on the alternative methods without spike-and-slab priors.

4 | REAL DATA ANALYSIS

4.1 | Nurses’ Health Study data

NHS is one of the largest investigations into the risk factors for major chronic diseases in women. As part of the Gene Environment Association Studies initiative (GENEVA), the NHS provides SNP genotypes data as well as detailed information on dietary and lifestyle variables. Obesity level is one of the most important risk factors for type 2 diabetes mellitus (T2D), a chronic disease due to both genetic and environmental factors. In this study, we analyze the NHS type 2 diabetes data to identify main and interaction effects associated with obesity. We use weight as the response and focus on SNPs on chromosome 10. We consider five environmental factors, including the total physical activity (act), glycemic load (gl), cereal fiber intake (ceraf), alcohol intake (alcohol), and a binary indicator of whether an individual has a history of high cholesterol (chole). All these environmental exposures have been suggested to be associated with obesity and diabetes (Hu et al., 2001). In addition, we include three clinical covariates: height, age, and a binary indicator of whether an individual has a history of hypertension (hbp). In the NHS study, about half of the subjects are diagnosed with type 2 diabetes and the other half are controls without the disease. We only use healthy subjects in this study. After cleaning the data through matching phenotypes and genotypes, removing SNPs with MAF less than 0.05 or deviation from the Hardy–Weinberg equilibrium, the working dataset contains 1732 subjects with 35,099 SNPs.

For computational convenience, prescreening can be conducted to reduce the feature space to a more attainable size for variable selection. For example, Li et al. (2015) and Wu et al. (2014) use the single SNP analysis to filter SNPs in a Genome wide association study before downstream analysis. In this study, we use a marginal linear model with weight as the response variable to evaluate the penetrance effect of a variant under environmental exposure. The marginal linear model uses a group of genetic main effect and GxE interactions corresponding to an SNP as the predictors and tests whether this SNP has any effect, main, or GxE interaction. The SNPs with p-values less than a certain cutoff (0.001) for any main or interaction effect from the test are kept. Two-hundred and fifty-three SNPs pass the screening.

The proposed approach RBSG-SS identifies 22 main SNP effects and 45 GxE interactions. The detailed estimation results are provided in Web Table 11. Genes corresponding to these SNPs are identified, and discussions on their biological functionalities are provided in Web Appendix B. Literature mining suggests that these genes and interactions may have important implications in obesity, which may provide support to the validity of RBSG-SS. The convergence of the MCMC chains is assessed, and the results can be found in Web Appendix D.

In addition to the proposed approach, we also conduct analysis using the alternatives RBL–SS, BSG–SS, and BL–SS. As other alternative methods show inferior performance in simulation, they are not considered in real data analysis. Detailed estimation results are provided in Web Tables 12–14 in Web Appendix B. In Table 3, we provide the numbers of identified main and interaction effects with pairwise overlaps to show the difference in terms of identification between the proposed method and the others. To further investigate the biological similarity of the identified genes, we also conduct the gene ontology (GO) analysis. We can find an obvious difference between the proposed RBSG–SS and the three alternatives. The GO analysis results are provided in Web Figure 3 from Web Appendix B.

With real data, it is difficult to assess the selection accuracy objectively. The prediction performance may provide additional information to the selection results. Following Yan and Huang (2012) and Li et al. (2015), we refit the models identified by RBSG–SS and RBL–SS using the robust Bayesian Lasso and refit the models selected by BSG–SS and BL–SS using the Bayesian Lasso. For robust methods, the prediction mean absolute deviations (PMAD) are
TABLE 3  Identification results for real data analysis. The numbers of main G effects and interactions identified by different approaches and their overlaps

|          | Main G effects | Interactions |
|----------|----------------|--------------|
|          | RBSG-SS | RBL-SS | BSG-SS | BL-SS | RBSG-SS | RBL-SS | BSG-SS | BL-SS |
| NHS      |         |         |        |       |          |        |        |       |
|          | 22      | 20      | 16     | 13    | 45       | 21     | 17     | 10    |
|          | 29      | 20      | 16     |       | 39       | 14     | 14     |       |
|          | 29      | 25      |        |       | 34       | 22     |        |       |
|          | 27      |          |        |       |          |        |        |       |
| SKCM     |         |         |        |       |          |        |        |       |
|          | 16      | 10      | 14     | 13    | 32       | 11     | 18     | 10    |
|          | 17      | 12      | 14     |       | 33       | 15     | 24     |       |
|          | 22      | 15      |        |       | 29       | 14     |        |       |
|          |          | 20      |        |       |          |        |        |       |

computed based on the posterior median estimates, while the prediction mean squared errors, or PMSEs, are computed for nonrobust methods. Other procedures, such as posterior predictive checking, are also potentially applicable but it requires further investigation before their application in the current data setting. To facilitate the cross-comparison in prediction between robust and nonrobust methods, we also computed PMAD for nonrobust methods and PMSE for robust methods. We evaluated the prediction performance based on multiple data splitting. For each split, one-fifth of the subjects are randomly selected as the testing set and the rest of the data is used as the training set. Both PMAD and PMSE are computed for each method on the testing set. The mean and standard deviation of prediction errors over 100 splittings are recorded. For robust methods RBSG-SS and RBL-SS, the PMADs are 8.61 (SD 0.30) and 8.84 (SD 0.34) and the PMSEs are 122.41 (SD 10.38) and 128.36 (SD 11.17), respectively. For nonrobust methods BSG-SS and BL-SS, the PMADs are 8.95 (SD 0.34) and 9.22 (SD 0.36) and the PMSEs are 131.08 (SD 11.17) and 139.03 (SD 11.46), respectively. RBSG-SS has the smallest PMADs and PMSEs than the alternatives.

4.2  TCGA skin cutaneous melanoma data

We analyze the TCGA SKCM data. TCGA is a collaborative effort supported by the National Cancer Institute and the National Human Genome Research Institute and has published high-quality clinical, environmental, as well as multiomics data. For this study, we use the level-3 gene expression data of SKCM downloaded from the cBio Cancer Genomics Portal (Cerami et al., 2012). Our goal is to identify genes that have a genetic main effect or G×E interaction effects on the Breslow’s thickness, an important prognostic variable for SKCM (Marghoob et al., 2000). The log-transformed Breslow’s depth is used as the response variable and four E factors, age, American Joint Committee on Cancer pathologic tumor stage, gender, and Clark level are considered. Data are available on 294 subjects and 20,531 gene expressions. We adopt the same screening method used in the first case study to select 109 genes for further analysis.

The proposed RBSG–SS identifies 16 main effects and 32 G×E interactions. The detailed estimation results are available from Web Table 15. For the identified genes, published literature provides independent evidence of their associations with cutaneous melanoma. Discussions are given in Web Appendix B. Details on diagnostic analysis of the convergence of the MCMC chains can be found in Web Appendix D.

Analysis is also conducted via the three alternative methods, and the results are summarized in Table 3. Detailed estimation results are provided in Web Tables 16–18. Again, the proposed RBSG–SS identifies different sets of main and interaction effects from the rest. We further investigate the biological similarity of the identified genes by GO analysis (Web Figure 3), which suggests an obvious difference. Prediction performance is also evaluated.

In the multiple data splitting, the robust methods RBSG-SS and RBL-SS have PMADs as 0.66 (SD 0.08) and 0.82 (SD 0.11), and PMSEs as 0.87 (SD 0.34) and 1.15 (0.43), respectively. The nonrobust methods BSG-SS and BL-SS have PMADs as 0.79 (SD 0.09) and 0.87 (SD 0.12) and PMSEs as 0.96 (SD 0.29) and 1.25 (SD 0.46), respectively. RBSG-SS outperforms the alternatives in terms of both PMADs and PMSEs.

Remark: Methods incorporating spike-and-slab priors lead to the posterior inclusion probabilities that can be used as a measure for quantifying uncertainty for variable selection. The inclusion probabilities of both case studies are provided in Section 3.3 from Web Appendix C. A higher posterior inclusion probability indicates a more
stable selection result for the corresponding effects and suggests the stronger empirical evidence that it has a nonzero coefficient.

5 | DISCUSSION

In this study, we have developed robust Bayesian variable selection methods for gene–environment interaction studies. The robustness comes from the Bayesian formulation of LAD regression which corresponds to the symmetric Laplace distribution, a special scenario of the ALD in Bayesian quantile regression. The symmetric assumption has been adopted in our study since the distributions of residuals shown in Figure 1 are not extreme, and RBSSG-SS with a quantile level at 50% works well in such a case as partially demonstrated by its ideal performance under the skewed log-normal error in simulation. Nevertheless, determining the optimal (combination of) quantiles is an interesting topic for future research. In G×E studies, the demand for robustness arises in (1) heavy-tailed distribution and data contamination in the response and/or (2) in the predictors, as well as (3) model misspecification. We have focused on the first case, which is frequently encountered in practice. Investigations of the robust Bayesian methods accommodating the other two cases are interesting and will be pursued in the future.

Recently, penalization has emerged as a powerful tool for dissecting G×E interactions (Zhou et al., 2021). Our literature review suggests that Bayesian variable selection methods, although tightly related to penalization, have not been fully explored for interaction analyses, let alone the robust ones. We are among the first to conduct robust G×E analysis within the Bayesian framework. The proposed Bayesian LAD sparse group selection is not only specifically tailored for G×E studies but also generally applicable for problems incorporating the bi-level structure in a broader context, such as simultaneous selection of prognostic genes and pathways (Liu et al., 2019). The spike-and-slab priors have been incorporated to further improve identification and prediction performance. As a by-product, the Bayesian LAD LASSO and group LASSO, both with spike-and-slab priors, have also been investigated for the first time. The computational feasibility and reproducibility of the Gibbs samplers are guaranteed by the R package roben (Ren et al., 2020) available on CRAN, with the core modules of the MCMC algorithms developed in C++.

In G×E studies, the form of interaction effects can be linear, nonlinear, and both linear and nonlinear, resulting in parametric (Wu et al., 2018; Zhou et al., 2019), nonparametric (Li et al., 2015; Wu et al., 2018) and semiparametric variable selection methods (Wu et al., 2014, 2015; Ren et al., 2020) to dissect G×E interactions, respectively. The proposed study can be potentially generalized to these studies within a robust Bayesian framework. For example, variable selection for multiple semiparametric G×E studies can be formulated as a combination of individual- and group-level selection problems, where the robust Bayesian methods based on sparse group, group and individual level selection are directly applicable. The proposed robust Bayesian framework has paved the way for future investigations.
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