Learning offline: memory replay in biological and artificial reinforcement learning
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Learning to act in an environment to maximise rewards is among the brain’s key functions. This process has often been conceptualised within the framework of reinforcement learning, which has also gained prominence in machine learning and artificial intelligence (AI) as a way to optimise decision-making. A common aspect of both biological and machine reinforcement learning is the reactivation of previously experienced episodes, referred to as replay. Replay is important for memory consolidation in biological neural networks, and is key to stabilising learning in deep neural networks. Here, we review recent developments concerning the functional roles of replay in the fields of neuroscience and AI. Complementary progress suggests how replay might support learning processes, including generalisation and continual learning, affording opportunities to transfer knowledge across the two fields to advance the understanding of biological and artificial learning and memory.

Replay in biological and artificial reinforcement learning

Research into reinforcement learning (see Glossary) in biology, psychology, and AI has a long and symbiotic history [1]. In recent years, deep reinforcement learning has shown remarkable success in problems previously thought intractable. Key to the success of these algorithms is the practice of interleaving new trials with old ones, a technique known as experience replay [2], and an example of convergence between biological and artificial neural networks. Replay has proved important for cognitive theories of memory [3], and the importance of replay in deep reinforcement learning supports the theory that ‘offline’ activity can aid learning and memory, raising general computational principles through which this can be achieved by any intelligent system. The relative ease of manipulating replay in artificial systems compared with biological brains means that advances in deep reinforcement learning can offer useful test cases for neuroscientists. Meanwhile, the continuing search for ever-better learning algorithms in AI could be informed by recent neurobiological insights into how self-organised activity can lead to selective strengthening or weakening of specific memories [4–8], generalisation from individual experiences to abstract knowledge [9], and, more generally, flexible adaptation to a changing world [10–13].

Here, we review recent developments in both fields. We discuss the successes of uniform experience replay and prioritised experience replay in AI, reviewing analogous neurobiological phenomena evident in rodent and human experiments. Our review converges on the proposal that methods which avoid explicit storage of past trials and generate their own replay samples may better reflect biological processes and hold the key to flexible reinforcement learning.

Highlights

- Reinforcement learning in deep neural networks often relies on the interleaving of new and old episodes, a technique which mimics the replay of neuronal activity in the brain.
- Biological replay is important for memory consolidation, and has wider roles in other cognitive processes such as planning and generalisation. Deep neural networks offer a framework for understanding the role of replay in learning and memory.
- We suggest how recent developments could be leveraged to support more robust, efficient, and flexible reinforcement learning agents by avoiding explicit storage of past trials.
- Theoretical advances and more sophisticated experimental task designs will help uncover how biological replay supports complex cognition over time and throughout the brain.

Uniform experience replay and its origins in neuroscience

Reinforcement learning in AI was developed in the mid-20th century, taking inspiration from earlier animal behaviour research [1]. In training reinforcement learning algorithms, an artificial agent collects data samples through continuous interaction with a real or simulated world, learning policies for selecting actions given
the state of the environment in a way that maximises a reward function. Given limited online experience, learning can be accelerated by storing past experiences and subsequently sampling from them repeatedly, in effect to increase the training set.

Experience replay first appeared in the AI literature in the early 1990s as a means to achieve such an increase [2] (Box 1), and grew in popularity with the advent of deep reinforcement learning and its applications to Atari games and Go in the early 2010s [14,15]. Independently, a series of neurophysiology studies beginning in the 1980s and 1990s found a similar phenomenon of reusing past experience in the mammalian brain (see Figure 1, Box 2 and recent reviews for more detail [3,16–19]). These neuroscience replay studies unveiled, among other insights, potential mechanisms of sleep-dependent memory consolidation, with replay providing a cellular basis for the long-standing observation that sleep supports memory [20].

How does replay improve memory? One of the leading hypotheses is that replay induces Hebbian plasticity between the cells being replayed [21–25], thereby strengthening their synaptic connections. Replay events, particularly during non-rapid-eye-movement (non-REM) sleep, typically reiterate neural patterns on a faster timescale than during the original experience [26–28], which might further encourage spike-timing-dependent plasticity [21]; one could call this the ‘offloading plasticity until later’ theory of how replay supports memory consolidation. However, while the importance of replay for spatial (hippocampus-dependent) memory has been established, questions remain about which aspects of the experience are represented in replayed activity, how replay patterns propagate through the brain, and the roles of replay in wider cognitive processes.

Computational studies have suggested functions for replay that extend beyond memory consolidation (Box 3). The complementary learning systems theory has used the so-called ‘penguin problem’ to illustrate the necessity of maintaining a network that is stable enough for acquired knowledge to persist, but plastic enough to incorporate new knowledge [29]. In this illustration, a network was trained to classify living things from their characteristics, before being presented with an anomalous semi-aquatic bird (the penguin) that has feathers and wings like a bird, but does not fly and swims like a fish. Updating the connection weights to incorporate this new information disrupted and worsened performance for other birds [29]. The proposed solution was replay, interleaving training of the new item (penguin) with older, similar items (other birds); this proved sufficient to maintain both representations without interference. One could call this the ‘preventing catastrophic interference’ theory of how replay improves memory consolidation, an idea that dates back to connectionist models early in the history of artificial neural networks [30].

Models of replay are often concerned with its role in reinforcement learning. Although biological replay is discussed commonly in terms of episodic memory consolidation and the integration of new memory traces into long-term storage [3,16–19,29,31–37], evidence from animal studies usually comes from spatial navigation tasks in which food rewards or electrical brain stimulation are used to reinforce exploration and navigation of an environment [4,5,8,10–12,26,27,29,31–48]. The additional plasticity that replay incurs may itself reinforce habitual behaviours that are driven by the replayed activity patterns [39]. Replay of activity in the hippocampus alone is necessary for stabilising newly formed representations of the environment, ensuring that learned state transitions are maintained for subsequent visits [49,50]. In addition, the recruitment of other brain areas that are involved in evaluating likely outcomes and rewards during replay may promote further updating of stored action values or state values in neural reinforcement learning circuits [13,40,48,51].

These two functional roles of replay (preventing catastrophic interference and facilitating reinforcement learning) are particularly relevant for deep reinforcement learning. The fact that the use of experience replay was crucial to the first notable success of reinforcement learning with deep neural networks showed that
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**Box 1. Experience replay in artificial intelligence**

In discrete time sequences, incoming data samples are usually represented in the form of an experience tuple, consisting of a state $s$ at time step $t$, action $a$ performed at time step $t$, reward $r$ obtained at time step $t$, and the next state $s_{t+1}$ at next time step $t + 1$. This **experience tuple** is first stored in a buffer and, during the learning phase, samples are randomly drawn in mini-batch from this buffer uniformly.

In deep Q networks, these mini-batch samples are then used to learn the agent’s Q-value function, the expected future reward associated with each pair of states and actions, using off-policy Q-learning. The Q-value function is policy-dependent as it relies on data collected resulting from the agent’s actions derived from its policy (behaviour). In the tabular setting, this Q-value function can be represented by a table of size $|S| \times |A|$, where $|S|$ is the number of states and $|A|$ is the number of actions in the environment. It is defined as:

$$Q^*(s, a) = E_{\pi}[r_1 + \gamma r_2 + \gamma^2 r_3 + \ldots | s_0 = s, a_0 = a]$$

where $\gamma$ is the discount factor that controls how much the agent prioritises immediate rewards against long-term rewards. The off-policy update rule for the Q-value function is:

$$Q(s, a) \leftarrow Q(s, a) + \alpha [r_{t+1} + \gamma \max_{a'} Q(s', a')]$$

where $\alpha$ is the learning rate. The Q-value function is said to have been completely learnt when its values have converged.

As the agent continuously explores the environment and collects data samples, sooner or later the buffer will become full, and the oldest samples will be replaced by newer samples. This strikes a balance between learning the most recent samples and allowing older samples to ‘live’ longer than they usually would, such as in the classical online learning setting. Experience replay has shown to improve the learning efficiency of artificial agents [105].
these proposed functions of replay have application beyond the mammalian brain and extend to artificially intelligent systems [14]. In this work, an artificial neural network composed of several convolutional and fully connected layers received visual input (images from Atari 2600 computer games) while producing joystick movements to play the game. Its learning algorithm builds on classical Q-learning, which maps states (visual input) to actions (joystick output). The error generated by the Q-learning loss function is then used to train the deep neural network using the backpropagation algorithm. This process gradually optimises the neuron parameters (e.g., synaptic weights) towards an optimal mapping between the state space (Atari images) and the possible actions (Figure 2).

A necessary element of the deep Q network (DQN) is that past trials are stored in a memory buffer and regularly played back to the network. Because the incoming training data depends on the agent’s previous actions, the distribution of the training data is prone to shift as the agent’s action policy for how it behaves also shifts, leading to non-stationary data distributions. Such temporal correlations between successive online learning trials can cause a phenomenon known as catastrophic forgetting, where weight parameters undergo changes that optimise for the most recent gameplay at the cost of older gameplay; this results in behaviour learned from the previous task being rapidly overwritten by the agent’s new behaviour. Experience replay proved a crucial intervention to break temporal correlations between successive online learning trials, which stabilises learning and ultimately leads to much improved performance.

Experience replay itself was proposed in machine learning long before the deep reinforcement breakthrough, but it was only when experience replay and deep reinforcement learning were combined that closer parallels with replay in the brain emerged [14]. It can be argued that DQNs exemplify how artificial neural networks can be used as models of biological learning to test theories of how replay can support learning. Manipulating biological replay has largely been limited to broad disruption of replay patterns [4,5,10,41,42], typically during a relatively brief period immediately before the deep reinforcement breakthrough, but it was only when such place cells remained active even after the animal was taken away from the maze and left to rest or sleep in one place [31–34]. This reactivation of place cell pairs was above both the level of chance and the level of their coactivation during rest before exploring the environment; that is to say that the hippocampal trace of previous behaviour was being replayed during rest, when the animal was not running or exploring and the hippocampus was otherwise unengaged with the task of navigation (Figure 1).

Further research has shown that such replay extends outside the hippocampus to cortical [35–37] and limbic [38–40] brain areas, which are involved in processing non-spatial information, suggesting a brain-wide phenomenon in which many facets of an experience, including sensory and reward-related properties, can be reactivated together.

In humans, the non-invasive, non-surgical experimental methods usually required for recording neural activity offer lower spatial and temporal resolution, making replay detection more difficult. Nevertheless, classifiers trained on

---

**Box 2. Hippocampal replay**

Pyramidal neurons in the hippocampus exhibit spatial receptive fields: their firing rate increases by as much as tenfold when the animal is in a particular location [106]. Taken together, such ‘place cells’ have been proposed to form a cognitive map of an environment from which an animal may be able to plan routes, find shortcuts, and make other inferences. As the animal traverses a room or a habitat, the sequence of increased firing rates of one place cell after another can provide a read-out of the animal’s trajectory through the environment [29]. Following earlier predictions [107,108], a series of studies in the 1990s showed that pairs of place cells that were coactive during behaviour (i.e., encoding overlapping or adjacent locations on a maze) became coactive again when the animal was taken away from the maze and left to rest or sleep in one place [31–34]. This reactivation of place cell pairs was above both the level of chance and the level of their coactivation during rest before exploring the environment; that is to say that the hippocampal trace of previous behaviour was being replayed during rest, when the animal was not running or exploring and the hippocampus was otherwise unengaged with the task of navigation (Figure 1).

Fig. 1. Replay of hippocampal place cells. Replay of hippocampal place cells during a single lap of a linear track. (A) Spiking of place cells during a sharp-wave ripple, representing a forward replay. (B) Sequential spiking of place cells that encode successive locations on the track; colours represent the location on the track to which the cell is tuned. Black trace at the top shows concurrent local field potential. Red and blue boxes outline bursts of spiking, which are magnified in A and C, respectively. (C) Spiking of place cells during a sharp-wave ripple, representing a reverse replay. (D) Animal’s running velocity, including periods of immobility before and after the run. Figure adapted from [119].
human neural activity during a task show hippocampal reactivation of task representations during subsequent rest, with a bias towards replaying items that are highly rewarded and subsequently better remembered [109,110]. Replay has also been shown to selectively strengthen weaker memories [111] and re-evaluate state-action values for reinforcement learning [13], and with tentative evidence of hippocampal-to-cortical transfer of task-relevant information [112].

Evidence for the causal role of replay in memory consolidation has come from studies in which sharp-wave ripples in the hippocampus are either disrupted or prolonged. Hippocampal replay relies on synchronous excitation of large neuronal populations, which occurs during sharp-wave ripples [31]: distinctive, transient bursts of high-frequency oscillatory activity [113] that promotes the firing of a subset of pyramidal cells, resulting in replay sequences [26,27]. Disrupting the ripples, which also disrupts coincident replay events, results in slower spatial learning on timescales of minutes [4,5,10], and days [41,42]. Disrupting the replay event but not the ripple itself (technically a much harder feat) has also been shown to slow down learning [43]. Extending the duration of ripples, conversely, appears to increase replay and improve spatial memory [5]. Finally, studies that invoke or bias replay of some experiences over others can selectively improve the memory of those items [6–8,44]. The definitive evidence for a link between replay and memory consolidation would be performance improvement following the induction of a replay event from scratch. Such a test, however, is technically challenging, and to our knowledge has not been achieved experimentally so far.

Following learning, which is found to diminish learning. Whereas in DQNs the consequences of manipulations such as including, excluding, or tweaking replay have been examined more comprehensively [14,52], the effects of such manipulations in biological settings have been relatively less studied.

However, the differences between how experience replay is implemented algorithmically and how biological replay occurs physiologically merit further consideration. In the early experience replay method [14], the memory buffer consisted of past samples taken at random from the replay buffer. The memory buffer was set with an arbitrary capacity of the most recent one million trials; when full, the older samples in memory were replaced with new ones to maintain relatively recent training data. Several of these features of artificial experience replay (specifically the storage of exact copies of previous trials [53,54], the prioritisation of recent experience [55], uniform sampling from the memory buffer [56], and its fixed capacity [53]) have been developed further in recent years, and all of them can be said to be unrepresentative of biological replay to varying degrees. In the following sections, we highlight how advances in experience replay algorithms have come closer to replicating biological replay and the implications for replay as a cognitive mechanism.

Prioritised experience replay

In principle, replaying activity corresponding to past trials effectively increases the training set, by supplementing ‘live’, online experiences with additional samples. Further, manipulating the set of replayed experiences (the replay buffer) can alter the statistics of this training set to promote more efficient learning. For example, given limited time or resources, prioritising more ‘important’ samples for replay can produce faster and more efficient learning of the encoded information. Depending on what is considered important for the animal or agent, this can be achieved by biasing replay towards rarer events to overcome the under-representation of such information online, towards information that is likely to be needed in the near future [4,11,37,38,57,58], or towards the most surprising or unexpected information [46,48].

One approach is to select samples stored in the replay buffer by prioritising them according to the magnitude of the temporal-difference error [56]: a measure of how unexpected a transition between temporally successive states has been. This prioritised replay has also been applied to computational models in neuroscience research, showing that considering rewards while accessing memory can lead to better planning and decision making [58]. Replaying surprising information is particularly beneficial, because examples where observed outcomes diverge from predictions indicate that the predictions need improving, so there is more to be gained from updating the weights that produced the erroneous prediction. Predictive coding, based on a mental model of the environment, is a feature of neural activity in the hippocampus and elsewhere [59] and offers an efficient way of learning by correcting for errors in predictions. Dopaminergic signals, which influence plasticity in the hippocampus and other brain areas that exhibit replay, have been argued to encode reward-prediction errors during reinforcement learning [60]. This means that there is a normative case to be made for the brain to prioritise neural activity associated with errors and there are plausible neuromodulatory mechanisms by which this might be instantiated. Relatively, it has been shown that using DQNs with replay biased by prediction errors can speed up learning [56].

In the biological context, prioritised experience is exemplified by the finding in rats that there is greater replay immediately following reward in a reinforcement learning task than following the absence of reward [46] or following reward that does not depend on reinforcement learning [61], suggesting a bias towards (positive) reward-prediction error. Biological prioritised experience replay is believed to rely on neuromodulatory influences in networks of neurons [62]. The association between reward and replay had been observed not only immediately after a trial during wakefulness but also during subsequent sleep; however, these findings are consistent with several possible computational roles for reward in replay [63]. More generally, replay has been found to be biased by aversive as well as rewarding outcomes [40,64], suggesting that the brain does engage in methods of prioritising some replay events over others. In addition to carefully designed experiments to tease out how replay contributes to reinforcement learning in animals [63], directly examining the effects of prioritised replay on a deep neural network can be an important proof of principle for how different replay regimes affect learning.

Overall, this is a research area where AI, we would argue, could be a good model for biological learning, because the prediction-error theory of the midbrain dopaminergic circuit has been successful historically in explaining a wide range of experimental findings, and several parts of that circuit have been implicated in replay [13,36–39]: hippocampus and prefrontal cortex for encod-
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fig. 2. Deep Q network (DQN) with memory buffer. Top: a DQN trained to play the Atari game Boxing. At every time-step $t$, the DQN outputs an action corresponding to a joystick movement (1), which causes the game to produce a new reward (game score) and a new observation (pixel values; 2). The observation is transformed into a series of four visual frames that make up the state, and the tuple of state, reward, action and subsequent state are stored in the replay buffer (3). These tuples are then sampled from the buffer and replayed to the DQN so that it optimises a function mapping state inputs to action outputs in order to maximise reward (4). Bottom: at each update, Q-values for a given pair of state $s$ and action $a$ from the sample are updated according to the difference between the observed value and expected value, where the observed value is the reward $r$ from the sample added to expected future reward $\max Q(s', a')$ discounted by a factor $\gamma$ and expected value is the previous Q-value of the state-action pair. Over repeated updates, the Q-values converge on an approximation of how a state-action pair (top node) maps onto possible subsequent states (white nodes) and actions (bottom nodes).

...rewards, dopaminergic signalling, and temporal-difference errors.

Other reviews have covered in greater depth the suitability of deep neural networks as models of neuronal function [71–74]. There are fundamental differences between biological and artificial networks, but, in various domains, DNNs can be useful as abstract neural models especially for manipulations that are not easy to test biologically; for example, to model how different neural architectures and cost functions can support learning and performance. This is exemplified by convolutional neural networks and long short-term memory architectures, which have been successfully used as models for visual processing and short-term memory, respectively [75]. For replay, manipulating the rules for prioritising replay in deep neural networks can offer insight into how it supports cognitive functions. Where deep neural networks diverge from biological networks, there is an opportunity to identify the necessary elements for recreating desired features. In-depth investigation of how such differences affect information processing in both biological and artificial neural networks has the potential to reveal the key computational principles underlying learning in these systems.

For example, it may be important to establish some quantification of phenomena such as interleaving of online and offline episodes. Quantifying replay over the course of learning in animal studies is difficult for several reasons, among which is a lack of consistency in how replay is defined, measured, and reported. However, the majority of decodable replay events immediately following an episode or trial are repetitions of the same hippocampal activity rather than replays of a different episode [45], a proportion that decreases with learning [76]. Specifically, 0.4–2 hippocampal replays of a familiar, low-reward and low-prediction-error episode per online trial have been reported [77–79], rising to 1–4 replays per online trial for higher-reward episodes [45,76,77,79] and as many as 9 replays per online trial for episodes with high-reward-prediction error [77]. This compares to, for example, a mini-batch of 32 samples from the replay buffer for each online trial in a DQN [14]. Similarly, before initiating an action, the majority of decodable replay events reflect the upcoming trajectory [12,45] (but see [79]), a proportion that increases with learning [76].

Does this mean replays during learning are mostly massed repetitions and not interleaved? This remains to be seen. Some place cells are selective not just for spatial location but also temporal or behavioural context [45,77,78,80]; whether they differentially participate in replay events to interleave different contexts for the same spatial trajectory is not clear. In addition, what is replayed in prefrontal cortex appears to be mostly independent of what is replayed in hippocampus [81], which suggests that interleaving may happen at a higher cortical, rather than hippocampal, level. Finally, decodable replay events typically coincide with half or less of sharp-wave ripple events, which means the remaining ripples may contain undetected replays of hippocampal activity encoding other environments or tasks [47] (but see [79]).

Biological replay continues for hours after training at a slowly decaying rate [82], so sleep or extended rest may offer an opportunity for increasingly interleaved replay of these new episodes with older ones [47]. However, what is replayed, apart from the novel experience, is largely unknown, because studies typically record a single task in one environment to which replayed activity can be decoded. Ambitious experiments with several environments or reinforcement learning tasks, varying in their similarity to each other and recorded over long timescales, would be beneficial for testing predictions about how replay is interleaved.
Memory buffer as a limitation of replay

Uniform and prioritised experience replay have proved useful for learning individual, relatively deterministic tasks such as video games. But as the AI field becomes more ambitious in its application domains, the tasks to which models are applied become more complex and less constrained, necessitating more sophisticated solutions. One example is hindsight experience replay [83], in which the learning agent breaks down complicated goals into simpler ones by redefining its goal (target state) retrospectively when replaying past experience. This flexibility makes it easier to learn from sparse rewards and allows learning of many policies in parallel, supporting efficient learning for robotics where there are many more degrees of freedom in how an agent can interact with the physical world than a joystick-controlled video game with limited screen resolution. Even this has limitations when the tasks to be learned are too distinct from each other.

A further limitation is that memory buffers in deep reinforcement learning are often designed to contain one million transitions, an arbitrary hyperparameter that is commonly untuned. With more complex tasks, a limited memory buffer cannot contain a representative set of samples from a very large state-space: some will fail to be stored in the memory buffer, so the network is at risk of converging on solutions that are not appropriate for these forgotten experiences. This storage issue is particularly problematic for continual learning when many tasks must be learned in sequence, which is becoming an important problem as AI progresses towards ever more complex challenges.

One response to this challenge is to innovate ways to prioritise the samples that are stored in the memory buffer, contrasting with the simpler approach of just making the buffer bigger. Techniques have been developed to penalise, limit, or freeze weight changes in the network that were important for one task when learning a new additional task. For example, with elastic weight consolidation, the learnt connections that are important for one task but not another can be restricted to limit weight changes, ensuring that new learning is encoded by a different set of connections in the same network [84]. To some degree this resembles the largely non-overlapping cortical neuronal representations that are enforced when successive tasks are learnt in quick succession, which has been shown to prevent interference [85], although this is not characteristic of hippocampus [86], and over longer timescales and larger spatial scales ‘representational drift’ achieves a similar effect by different mechanisms [80]. Variations of this approach mean that the replay buffer can either be abolished altogether, or used only to store a limited selection of recent samples (such as from the current task) [87–91].

Although these approaches prevent catastrophic forgetting, often without needing a replay buffer, they often assume a series of discrete, well-defined tasks with parameters that do not need to be updated once learned [92]. This may not be suitable for autonomous agents that face continuous, unsupervised learning in the real world. In addition, reducing the overlap between representations of different tasks in the network disregards the potential benefits of transfer learning, in which shared representations can speed up learning on new, similar tasks.

How can replay be used to support continual learning? To some extent, maintaining the memory buffer as a representative sample of tasks past and present can mitigate catastrophic forgetting [55], but eventually the trade-off remains between a large computationally costly memory buffer and remembering insufficient samples. Another ethical consideration is that explicitly storing training data may also violate privacy for some applications. Given that the mammalian brain achieves both continual learning and transfer learning with ease despite limits on resources, again neuroscience has major potential to offer inspiration for solving this problem: converging new evidence suggests that the hippocampus is capable of generating its own samples to train from.

Box 3. Proposed computational functions of replay

Replay has been proposed to serve a variety of cognitive and network functions for learning, some of which depend biologically on brain area and sleep–wake state (during behaviour, extended rest, rapid eye movement (REM) sleep, or non-REM sleep). The theories and perspectives outlined briefly in the following bullet points are not mutually exclusive, and some of them are not unique to reinforcement learning, but they suggest how replay can support learning from individual rewarded episodes.

- Consolidation of new memories rapidly encoded by a fast learner (the hippocampus) into long-term storage in a slow learner (the cortex) [57]. Memory encoding can form rapidly in the hippocampus but takes longer to be integrated into cortical representations (but see [114,115]). Replay serves as additional training to supplement online learning, in order to strengthen cortical representations [116].
- Generalising across episodes. Representations formed quickly and sparsely, for example in the hippocampus, enable pattern separation, which is beneficial for one-shot learning or retention of individual episodes of experience, but poorly suited to generalising across episodes. By contrast, a slower-learning cortex can integrate multiple episodes and encode statistical regularities between them, but takes many examples to achieve this (but see [117]). Replay serves as additional training for the cortex from individual episodes initiated by the hippocampus.
- Preventing catastrophic interference. Gradual interleaving of online and offline information regularises synaptic changes or weight changes to ensure that network representations of older information are not supplanted by those of newer information [30,57].
- Stabilising learning. Experiences close in time tend to be correlated, which can result in large, fluctuating weight changes. Interleaving uncorrelated samples constrains weight changes for more stable learning [57,118].
Fig. 3. Biological and artificial generative replay. (A) Hippocampal replay sequences have been found to reflect paths through the environment never taken by the animal, as demonstrated by decoding of locations during a replay event along the top of the maze when the animal had only explored it in a figure-of-eight pattern. Bottom: spiking of hippocampal cells that have place fields on the left and right loops of the maze, respectively, during a replay event. Top: decoded position during replay event. Colour indicates temporal order in the replay sequence. (B) Images generated by a generative adversarial network trained to reproduce handwritten MNIST digits and Street View House Numbers, instead of explicitly storing copies of such images in a memory buffer as in standard experience replay. Sample examples from early (top) and later in training (bottom) are shown; as training progresses, the samples produced by the generator increasingly resemble real images and are increasingly recognisable as numbers. Panels (A) and (B) adapted from [53,94], respectively.

Generative replay

Brains are not structured in a way that separates the processing network away from the learning network that stores exact copies of past trials. Moreover, neuronal firing in brains is inherently stochastic. The result is that no two patterns of activity, either the original online activity encoding the novel experience, or any subsequent replay, are exactly the same. In the context of spatial navigation, sequences of activity during replay events can reflect random walks through the cognitive map [93], encoding paths through the environment that have never been observed directly by an animal, including reverse trajectories in a one-way system, shortcuts, and blocked-off paths that were seen but not taken [94,95] (Figure 3). One can interpret this as if the hippocampus generates its own samples (its own training data) from a minimal stored model.

Deep neural networks can generate their own samples too, although so far this has been achieved primarily in supervised classification tasks with relatively simple datasets and with minimal applications for reinforcement learning. Typically, a generative adversarial network, autoencoder, or restricted Boltzmann machine is trained to generate data with the same parameter distributions as incoming data. The generated data is then replayed to the (main) solver model, so that even as new tasks are learned, the cumulative input distribution of all previous tasks continue to be replayed with minimal storage burden.

MNIST database of handwritten digits learnt without succumbing to catastrophic forgetting [53] (Figure 3). So far, implementations of generative replay usually train a separate network for each task, assuming well-isolated tasks. The challenge for efficient deep generative replay is training a generator that is flexible enough to be scalable to many tasks and complex inputs.

Future research on this topic could, in principle, apply generative replay to a broader range of reinforcement learning tasks and extend it as a model of biological replay. Hippocampal replay is influenced by neuromodulation both at the time of encoding and during replay [96], which could serve to bias the generative mechanism towards goal states or high-error transitions, or otherwise alter the parameters of the generated samples in a way that enhances reinforcement learning. There is also evidence of a bidirectional process whereby cortical activity can prompt or select replay patterns in hippocampus [8,44,97], in addition to the hippocampus replaying information to the cortex and other brain areas. These are under-explored in modelling hippocampal replay and may also serve to improve the performance of deep generative replay for more complex tasks. There are many ways in which replayed information need not reflect online updates: low-dimensional representations, top-down influences, biasing towards salient information, and different update or plasticity rules could all be used to improve replay algorithms. For example, work on deep generative replay suggests that freezing weights in initial layers of the network and replaying low-dimensional information may reduce the computational burden [54]. An improved understanding of how replay patterns propagate through cortical...
and subcortical networks may inspire further refinements to this approach.

Finally, the additional flexibility that comes with generative replay may offer other benefits: one example of non-stereotyped replay is that hidden structures can be inferred from information presented in a disjointed way. This pertains not only to finding shortcuts in spatial environments [94], but, more abstractly, to replaying sequences of images in the appropriate order [9]. Inferring hidden structures from segmented experience may not be possible with an explicit memory buffer, but such forms of biologically inspired replay might allow deep neural networks to gain more insight from their training than current methods can support. A possible role for replay in transfer learning, in which knowledge of past tasks is leveraged to improve learning on new tasks, is yet to be investigated in either neuroscience or machine learning, but may offer both improved algorithms and better insight into cognitive processes.

Future directions

Recent experimental innovations allow recording of broader areas of the brain over longer timescales to capture more neural data [9,80,97]. This richer data offers possibilities for exploring how replay spreads throughout the brain [8,81] and over time [47,53,82], but will need strong theory to guide the boundless possibilities for analysis. Meanwhile, reinforcement learning in AI is increasingly taking advantage of more complex and brain-inspired representations of the world to meet the challenges of complex, noisy, and non-stationary applications, including hierarchies of learners [98], and distributions of values [99]. Increasingly sophisticated task designs in experimental neuroscience may advance current understanding of replay in the mammalian brain [8,81], generalisations [81], interleaved episodes [47], and other ways of organising information to support complex cognition. In turn, these biological insights could help improve the use of past samples in machine learning to support transfer, continual and hierarchical reinforcement learning. While this recent focus on increasing the quantity of data is valuable, understanding the role of replay in complex cognitive processes will require more sophisticated and carefully designed experimental designs than are now available.

Other developments include encoding states of the world as successor representations [100], a computational structure that represents states in terms of where they might lead to (i.e., expected occupancies of future states). Successor representations make learning more efficient, generalise better in multi-task settings [101], and can be used as a model of hippocampal place cells [59]. Replaying the successor representations themselves, rather than pixel observations as is typical in experience replay [14], could further support learning in complex settings, not only improving machine learning algorithms but also shedding light on the function of hippocampal replay.

Beyond gaining insights into optimisation of cognitive processes, closer integration of research on replay for reinforcement learning in AI and neuroscience could lead to new avenues for understanding disease aetiology and symptoms. Reinforcement learning is altered, for instance, in patients with Parkinson’s disease and schizophrenia (conditions that are characterised by altered dopamine levels), both during learning itself and in the consolidation period of hours or days afterwards [102,103]. Future models of replay for reinforcement learning that explicitly relate to the various neural circuits affected by such conditions may help to explain how they give rise to the associated cognitive changes.

Outstanding questions

To what extent does replay reflect individual episodes versus aggregated statistics in the brain and how does the replay of individual versus generalised information support learning and consolidation in both biology and AI?

Replay in deep reinforcement learning often starts at the input layer and propagates to higher layers; in the mammalian brain it is unclear how different brain areas interact during replay events. Can replay originate in lower layers (corresponding to sensory cortices, in brains), higher layers (hippocampus, prefrontal cortex), and output layers (striatum)? How does it propagate through the network and what influence does this have on learning?

How does replay of newer versus older information, and overlapping versus distinct representations, support learning and consolidation?

How can generative replay be used to support continual learning?”
timescales of seconds to weeks; therefore, hypotheses about lifelong learning may be more easily developed and tested in deep neural networks. Conversely, as research on replay throughout the brain develops, it may hold keys to solving some of the biggest challenges in AI today, including continual learning where algorithms fall short of what brains can do with ease [104]. A more ambitious long-term goal for AI, with prospects of its feasibility being debated, is the design of an artificial general intelligence that can tackle virtually any task in the grasp of humans.
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