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Abstract

We derive analytic energy gradients of the driven similarity renormalization group (DSRG) multireference second-order perturbation theory (MRPT2) using the method of Lagrange multipliers. In the Lagrangian, we impose constraints for a complete-active-space self-consistent-field reference wave function and the semicanonical orthonormal molecular orbitals. Solving the associated Lagrange multipliers is found to share the same asymptotic scaling of a single DSRG-MRPT2 energy computation. A pilot implementation of the DSRG-MRPT2 analytic gradients is used to optimize the geometry of the singlet and triplet states of \( \mathit{p} \)-benzyne. The equilibrium bond lengths and angles are similar to those computed via other MRPT2s and Mukherjee’s multireference coupled cluster theory. An approximate DSRG-MRPT2 method that neglects the contributions of three-body density cumulant is found to introduce negligible errors in the geometry of \( \mathit{p} \)-benzyne, lending itself to a promising low-cost approach for molecular geometry optimizations using large active spaces.

1. INTRODUCTION

Analytic energy derivatives play a central role in modern quantum chemistry.\(^1\) They enable efficient geometry optimizations and \textit{ab initio} (including non-adiabatic) molecular dynamics simulations,\(^2\text{-}^4\) two tasks
that require rapid evaluation of energy gradients with respect to nuclear coordinates. Recent developments of analytic gradients for local correlation methods have extended first principles geometry optimizations to weakly correlated molecules with hundreds of nuclear degrees of freedom.\textsuperscript{5–7} For strongly correlated systems (e.g., diradicals and transition-metal complexes), multireference (MR) methods\textsuperscript{8–11} are generally necessary to obtain accurate global potential energy surfaces (PESs). Unfortunately, the development of analytic energy gradients for multireference theories has trailed that of single-reference methods both in terms of the underlying mathematical formalism and the broad availability of software implementations, limiting studies of strongly correlated systems.

Within the domain of MR methods, the sweet spot between accuracy and computational cost is found in second-order perturbation theory (MRPT2). Various MRPT2 methods have been proposed over the years,\textsuperscript{12–25} among which the most widely applied are the complete-active-space (CAS) second-order perturbation theory (CASPT2)\textsuperscript{14} and $n$-electron valence second-order perturbation theory (NEVPT2).\textsuperscript{18} The CASPT2 scheme based on a single CAS configuration interaction (CI) state is known to suffering from the intruder-state problem. This issue is commonly addressed by applying level shifts to the diagonal elements of the one-body zeroth-order Hamiltonian.\textsuperscript{26,27} A different, parameter-free approach is used in NEVPT2 to deal with intruder states, whereby the zeroth-order Hamiltonian is augmented with bi-electronic terms, as proposed by Dyall.\textsuperscript{28} Nonetheless, both CASPT2 and NEVPT2 in principle require the four-body reduced density matrix (4-RDM) of the CASCI wave function that are both costly to compute and store in memory. Numerous efforts have been made to reduce the cost of high-order density matrices. For example, building and storing the 4-RDM can be avoided using a cumulant decomposition\textsuperscript{29–35} and subsequently neglecting contributions from the 4-body density cumulant. This approach has lent itself to efficient and robust implementations of CASPT2 that can handle up to thirty active orbitals.\textsuperscript{36,37} Such approximations are less successful in NEVPT2 and “false intruders” may appear due to the density dependencies of the Koopman’s matrices in the energy denominators.\textsuperscript{38,39} For a similar reason, the use of Cholesky decomposed integrals may also destabilize the numerical robustness of the NEVPT2 method.\textsuperscript{40} For certain formulations of MRPT2, it is possible to avoid computing the 4-RDM by introducing appropriate intermediates, employing an uncontracted formalism, or a matrix product state reference.\textsuperscript{24,41–45}

The developments of analytic energy gradients for MRPT2s were largely overlooked for a long time. The very first derivation were reported by Nakano and co-workers in 1998,\textsuperscript{46} on the multi-configurational quasidegenerate perturbation theory (MC-QDPT).\textsuperscript{47} However, applications of MC-QDPT gradient theory were
restricted to small systems until the recent work of Park that employs the analytic gradient theory of the extended MC-QDPT to optimize the conical intersections of a retinal model chromophore. The analytic first derivatives have also been developed for Werner’s partially contracted CASPT2 and Hoffmann’s generalized Van Vleck perturbation theory, along with their extensions for excited states.

More recently, significant advances have been made in developing the analytic gradients for CASPT2 and NEVPT2. The analytic gradients for the fully internally contracted CASPT2 were first achieved by MacLeod and Shiozaki via automatic code generation. Multi-state generalizations of CASPT2 have also been derived by Shiozaki and co-workers, and made publicly available through the BAGEL package. Song, Martínez, and Neaton developed the analytic gradients for the reduced scaling CASPT2 based on supporting subspace method. Gradient theory for NEVPT2 was introduced independently by Park and Nishimoto.

The driven similarity renormalization group (DSRG) provides an alternative framework to formulate MR theories that avoid the intruder-state problem and yield smooth PESs. In the DSRG, the many-body Hamiltonian is unitarily transformed in such a way that interactions that couple the reference state and the excited configurations are zeroed (this is equivalent to a unitary internally contracted theory). Importantly, this decoupling depends on the magnitude of the energy denominator of each interaction removed, and it is gradually suppressed when a denominator approaches zero. This feature of the DSRG introduces a separation of energy scales, the extent of which is controlled via the so-called flow parameter $s$. For finite values of $s$, the MR-DSRG methods yield continuous potential energy surfaces that are free from the characteristic “spikes” caused by intruder states.

Over the past few years, we have proposed and implemented several practical MR-DSRG ansätze. The least computational demanding member of this family is the DSRG-MRPT2 method. This approach uses a diagonal normal-ordered Fock operator as the zeroth-order Hamiltonian. As a result, the DSRG-MRPT2 energy only depends on the reference 1-, 2-, and 3-RDMs. Previous benchmarks on small molecules show that the DSRG-MRPT2 approach yields PESs of similar accuracy to other MRPT2s. When combined with factorization of the two-electron integrals, DSRG-MRPT2 be routinely applied to systems with more than two thousand basis functions. The DSRG-MRPT2 approach has also been combined with approximate CASCI methods to target large active spaces. These encouraging results motivate us to further extend its applicability.

Herein, we report a pilot implementation of the analytic energy gradients for the state-specific unrelaxed
DSRG-MRPT2 method. The DSRG-MRPT2 energy is not variationally optimized with respect to the orbital and CI coefficients, nor the cluster amplitudes. Following a standard approach, we construct a Lagrangian function \( L \) and incorporate constraints for non-variational quantities. As anticipated from previous experiences, the computational bottleneck of the gradient procedure is solving the coupled Z-vector equations for the orbital and CI coefficients. Due to the complexity of the DSRG-MRPT2 analytic gradients, in this work we restrict our derivation to the original unrelaxed approach. Variants of the DSRG-MRPT2 that include reference relaxation will be considered in future works.

This paper is organized as follows. We start by introducing the DSRG-MRPT2 energy expressions and the amplitude equations in Sec. 2.1, followed by a general discussion of gradient theory using the method of Lagrange multipliers in Sec. 2.2. We report expressions for all the constraints and the corresponding Lagrange multipliers in Sec. 2.3 and 2.4, respectively. The theory section is concluded with a brief discussion on the computational cost and limitations of the current implementation (see Sec. 2.5). In Sec. 3, we report the adiabatic singlet–triplet splittings of \( p \)-benzyne computed from the DSRG-MRPT2 optimized geometries using analytic gradients. Finally, we conclude this work in Sec. 4 by pointing out several future directions and applications of DSRG-MRPT2 gradient theory.

2. THEORY

We first introduce the orbital notation adopted in this work. Consider a set of CASSCF orthonormal molecular spin orbitals (MSOs) \( \mathcal{G} \equiv \{ \psi_p(r, \omega) = \phi_p(r)\sigma_p(\omega), p = 1, 2, \ldots, N_G \} \). Each MSO is a product of a molecular orbital (MO) \( \phi_p(r) \) and a spin function \( \sigma_p(\omega) \), and the spatial and spin coordinates are indicated with \( r \) and \( \omega \), respectively. An MO is a linear combination of nonorthogonal atomic orbitals (AOs) \( \chi_\mu(r) \):

\[
\phi_p(r) = \sum_\mu^{\text{AO}} \chi_\mu(r) C_{\mu p},
\]

where \( C_{\mu p} \) is the orbital coefficient matrix. The MSOs are assumed to be orthonormal, in which case the MSO overlap integral \( S_p^q \) is an identity matrix:

\[
S_p^q = \langle \psi_p | \psi_q \rangle = \delta_p^q,
\]

where \( \delta_p^q \) is the Kronecker delta. We partition the MSOs into three subsets: core (\( \mathcal{C} \), doubly occupied), active (\( \mathcal{A} \), partially occupied), and virtual (\( \mathcal{V} \), unoccupied). For convenience, we also introduce composite orbital
spaces, namely, hole \((\mathbb{H} = \mathbb{C} \cup \mathbb{A})\) and particle \((\mathbb{P} = \mathbb{A} \cup \mathbb{V})\). The indices labeling MSOs are summarized in Table 1, and Greek letters \(\mu, \nu, \rho, \tau\) are utilized to index AOs.

| Space         | Symbol | Size | Indices          | Description        |
|---------------|--------|------|------------------|--------------------|
| Core          | \(\mathbb{C}\) | \(N_C\) | \(m, n, o\)     | Occupied           |
| Active        | \(\mathbb{A}\) | \(N_A\) | \(u, v, w, x, y, z\) | Partially occupied |
| Virtual       | \(\mathbb{V}\) | \(N_V\) | \(e, f\)        | Unoccupied         |
| Hole          | \(\mathbb{H}\) | \(N_H\) | \(i, j, k, l\)  | \(\mathbb{C} \cup \mathbb{A}\) |
| Particle      | \(\mathbb{P}\) | \(N_P\) | \(a, b, c, d\)  | \(\mathbb{A} \cup \mathbb{V}\) |
| General       | \(\mathbb{G}\) | \(N_G\) | \(p, q, r, s\)  | \(\mathbb{C} \cup \mathbb{A} \cup \mathbb{V}\) |

The CASSCF reference wave function \(\Psi_0\) (often referred to as the “reference” in the following) is a linear combination of Slater determinants \(\Phi_I\):

\[
|\Psi_0\rangle = \sum_{I} c_I \mid \Phi_I \rangle,
\]

with \(c_I\) being the vector of CI coefficients. These determinants form a complete active space (CAS) denoted by \(\mathcal{M}_0\). Any \(\Phi_I \in \mathcal{M}_0\) can be expressed as

\[
|\Phi_I\rangle = \hat{\mathcal{I}}^{\dagger} \prod_{m} \hat{a}_{m}^\dagger \mid -\rangle,
\]

where \(\mid -\rangle\) is the true vacuum and \(\hat{a}_{m}^\dagger\) (\(\hat{a}_{m}\)) is a fermionic creation (annihilation) operator. In Eq. (4), the operator \(\hat{\mathcal{I}}^{\dagger} = \hat{a}_{m}^\dagger \hat{a}_{m} \cdot \cdot \cdot\) is one of the \(|\mathcal{M}_0\rangle\) choices of creating \(n_{\mathcal{A}}\) electrons in the \(N_A\) active orbitals in such a way that \(\Phi_I\) has the desired spin and spatial symmetry. In the following, we use capital letters \(I\) and \(J\) to label the index of determinants in \(\mathcal{M}_0\).

It is convenient to express the properties of the reference in terms of general \(n\)-particle reduced density matrices (\(n\)-pRDMs), with elements defined as

\[
\gamma_{ijkl\ldots}^{\mu\nu\ldots} = \langle \Psi_0 | \hat{a}_{k}^\dagger \hat{a}_{l}^\dagger \cdot \cdot \cdot \hat{a}_{j} \hat{a}_{i} | \Psi_0 \rangle.
\]

For example, the reference energy \(E_0 = \langle \Psi_0 | \hat{H} | \Psi_0 \rangle\) may be expressed in terms of the 1- and 2-pRDMs (\(\gamma_{\psi}^{\mu}\)
and $\gamma_{uv}^{\alpha\beta}$, and the one-electron ($h_p^C$) and antisymmetrized two-electron ($v_{pq}^{rs}$) integrals. In particular, we have

$$E_0 = \langle \Psi_0 | H | \Psi_0 \rangle = E_0^c + E_0^a,$$

where the core ($E_0^c$) and active ($E_0^a$) parts of the energy are defined as:

$$E_0^c = \sum_m h_m^c + \frac{1}{2} \sum_{mn} v_{mn}^c,$$

$$E_0^a = \sum_{uv} f_{uv}^a + \frac{1}{4} \sum_{uvxy} v_{uvxy}^a \gamma_{xy}^a.$$

In Eq. (8), we have introduced the core Fock matrix ($f_{pq}^C$):

$$f_{pq}^C = h_p^C + \sum_m v_{pm}^C.$$

We further define a generalized Fock matrix of the reference with components $f_{pq}^P$ given by:

$$f_{pq}^P = f_{pq}^C + \sum_{uv} v_{pquv}^P \gamma_{uv}^P.$$

The DSRG-MRPT2 method is formulated in the semicanonical orbital basis, such that the core, active, and virtual blocks of the generalized Fock matrix (see Fig. 1) are diagonal:

$$f_{pq}^P = f_{pq}^C + v_{pquv}^P \gamma_{uv}^P.$$

We further define a generalized Fock matrix of the reference with components $f_{pq}^P$ given by:

$$f_{pq}^P = f_{pq}^C + v_{pquv}^P \gamma_{uv}^P.$$

The diagonal entries $f_{pq}^P$ can thus be viewed as orbital energies and they are denoted as $\epsilon_p$. From here, the
Møller–Plesset denominators are defined as:

\[
\Delta_{ij\cdots}^{a\cdots b} = \epsilon_i + \epsilon_j + \cdots - \epsilon_a - \epsilon_b - \cdots.
\]  

(12)

In this semicanonical basis, the zeroth-order Hamiltonian \(\hat{H}^{(0)}\) of DSRG-MRPT2 has a simple form:

\[
\hat{H}^{(0)} = E_0 + \sum_p \epsilon_p \{\hat{a}_p^\dagger \hat{a}_p\},
\]  

(13)

where the curly braces “\{\}” indicate operator normal ordering with respect to the state \(\Psi_0\), following the approach of Mukherjee and Kutzelnigg. \(^{31}\)

**2.1 DSRG-MRPT2 Energy.** In this section, we summarize the DSRG-MRPT2 energy expression within the unrelaxed formalism. The reader is encouraged to consult Ref. 68 for a detailed derivation. In Table 2, we summarize the scalar and tensorial quantities that enter in the DSRG-MRPT2 energy expression.

| Name       | Expression   | Description                      |
|------------|--------------|---------------------------------|
| \(E_0\)    | Eq. (6)      | CASCI reference energy          |
| \(E^{(2)}\)| Eq. (15)     | DSRG second-order energy correction |
| \(h_q^p\)  | \(\langle \psi_p | \hat{h} | \psi_q \rangle\) | 1-electron integrals            |
| \(v_{pq}^{rs}\) | \(\langle \psi_p \psi_q | \psi_r \psi_s \rangle\) | antisymmetrized 2-electron integrals |
| \(f_p^q\)  | Eq. (9)      | core Fock matrix                |
| \(f_p^q\)  | Eq. (10)     | generalized Fock matrix         |
| \(\gamma_{ij\cdots}^{a\cdots b}\) | Eq. (19) | modified first-order Fock matrix |
| \(\Delta_{ij\cdots}^{a\cdots b}\) | Eq. (12) | Møller–Plesset denominators      |
| \(\tilde{f}_{ij\cdots}^{a\cdots b}\) | Eqs. (17) & (18) | modified first-order integrals   |
| \(t_{ij\cdots}^{a\cdots b}\) | Eqs. (21) & (22) | first-order cluster amplitudes   |

The unrelaxed DSRG-MRPT2 energy \(E(s)\) is the sum of the reference energy \(E_0\) [Eq. (6)] and a second-order correction \(E^{(2)}(s)\):

\[
E(s) = E_0 + E^{(2)}(s),
\]  

(14)

where \(s \in [0, +\infty)\) is the DSRG flow parameter, whose significance will be clarified later. The second-order energy correction in Eq. (14) is given by the fully contracted terms from an effective first-order Hamiltonian.
\( \tilde{H}^{(1)}(s) \) and a first-order cluster operator \( \hat{T}^{(1)}(s) \):

\[
E^{(2)}(s) = \langle \Psi_0 | [\tilde{H}^{(1)}(s), \hat{T}^{(1)}(s)] | \Psi_0 \rangle .
\] (15)

Detailed expressions for equation (15) are presented in Appendix A. In general, \( E^{(2)}(s) \) is a sum of tensor contractions of the first-order cluster amplitudes \( t^i_a(1)(s), t^{ij}_{ab}(1)(s) \), the modified first-order integrals \( \tilde{h}^a(i)(s), \tilde{h}^{ab}(i)(s) \), and 1-, 2- and 3-pRDMs. For brevity, in the following we drop the superscript “(1)” for the first-order quantities and the label “(s)” for \( s \)-dependent amplitudes or integrals.

The effective first-order Hamiltonian possesses the form

\[
\tilde{H} = \sum_i \sum_a \tilde{h}^a_i \hat{a}^\dagger_i a^i + \frac{1}{4} \sum_{ij} \sum_{ab} \tilde{h}^{ab}_{ij} \hat{a}^{\dagger ij} a^{ij},
\] (16)

where the modified first-order integrals are given by:

\[
\tilde{h}^a_i = f^a_i + \tilde{f}^a_i - \Delta^i_a t^i_a, \quad \forall i, a \in \mathbb{A},
\] (17)

\[
\tilde{h}^{ab}_{ij} = 2\tilde{v}^{ab}_{ij} - \Delta^{ij}_{ab} t^{ij}_{ab}.
\] (18)

In Eq. (16), we have introduced a compact notation for a string of creation and annihilation operators: \( \hat{a}^{pq\ldots}_{rs\ldots} = \hat{a}_p^\dagger \hat{a}_q^\dagger \ldots \hat{a}_r \hat{a}_s \ldots \). In Eq. (17), we have also defined an auxiliary one-body intermediate \( \tilde{f}^a_i \)

\[
\tilde{f}^a_i = f^a_i + \sum_{ux} \Delta^x_u \gamma^x_u t^u_{ax}.
\] (19)

The DSRG-MRPT2 cluster operator \( \hat{T} \) is written as

\[
\hat{T} = \sum_i \sum_a t^i_a \hat{a}^\dagger_i a^i + \frac{1}{4} \sum_{ij} \sum_{ab} t^{ij}_{ab} \hat{a}^{\dagger ij} a^{ij},
\] (20)

where the cluster amplitudes are determined via:

\[
t^i_a = \tilde{f}^a_i \mathcal{R}_a(\Delta^i_a), \quad \forall i, a \in \mathbb{A},
\] (21)

\[
t^{ij}_{ab} = \tilde{v}^{ab}_{ij} \mathcal{R}_a(\Delta^{ij}_{ab}), \quad \forall i, j, a, b \in \mathbb{A}.
\] (22)
Here, $\mathcal{R}_s(\Delta)$ is a function that regularizes the inverse of $\Delta$:}
\[ \mathcal{R}_s(\Delta) = \frac{1 - e^{-s\Delta^2}}{\Delta}. \] 

(23)

As noted in Eqs. (21) and (22), internal excitations labeled solely by active indices are excluded from the
definitions of cluster amplitudes. For this reason, along with the fact that $f^v_u (\forall u, v \in \mathcal{A})$ contribute only
to $\tilde{H}^{(0)}$, the one-body components of $\tilde{H}$ should not include elements labeled by only active indices either
[see Eq. (17)]. Contrarily, no index restrictions apply to $\tilde{h}^{ab}_{ij}$ [Eq. (18)] because $v^{xy}_{uv}$ are proper contributions
to the first-order Hamiltonian. We also point out that both $\tilde{h}^{ab}_{ij}$ and $t^{ij}_{ab}$ are antisymmetric with respect to
individual permutations of upper or lower indices, e.g., $t^{ij}_{ab} = -t^{ji}_{ba} = -t^{ij}_{ab} = t^{ji}_{ba}$.

The denominators $\Delta^{jj}_{ab}$... that enter into the DSRG-MRPT2 amplitudes [Eqs. (21) and (22)] may be
positive or close to zero. When the latter occurs, these amplitudes remain bounded for finite values of $s$
because the divergence of the denominator is suppressed by the regularizer $\mathcal{R}_s$ [Eq. (23)]. However, even if
a denominator is not zero, the magnitude of $\mathcal{R}_s$ can be as large as $\approx 0.6382 \sqrt{s}$. Therefore, it is necessary
to use a value of $s$ that balances the amount of correlation captured by the DSRG-MRPT2 with the risk of
reintroducing intruders. Previous work has found a “Goldilocks zone” for $s$ around $\approx 1 E^{-2}_h$ that yields
accurate results and avoids intruders.

2.2 DSRG-MRPT2 Gradients. Analytic expressions for the DSRG-MRPT2 gradients are obtained by taking
the total derivatives of the energy [Eq. (14)] with respect to external perturbations. Without loss of generality,
in this work we take the external perturbations to be nuclear displacements. The difficulty of deriving the
DSRG-MRPT2 gradient theory can be easily appreciated. Consider the derivative of an amplitude $t^a_i$
with respect to an atomic coordinate $R$ in the gradient contribution $\frac{\partial E}{\partial t^a_i} \frac{\partial t^a_i}{\partial R}$. As shown in Eq. (21), all quantities
that enter in the equation for $t^a_i$ ($f^i_u$, $\Delta^v_u$, and $t^{iv}_{u'v'}$) depend on $R$, leading to numerous contributions to the
derivative equations.

More importantly, the DSRG-MRPT2 energy implicitly depends on both the orbital coefficients $C_{\mu\rho}$
[Eq. (1)] and the CI coefficients $c_I$ [Eq. (3)]. These quantities are determined by the CASSCF stationary
conditions but are not variationally optimized in DSRG-MRPT2. Thus, computing the DSRG-MRPT2
gradients requires the evaluation of $\partial C_{\mu\rho} / \partial R$ and $\partial c_I / \partial R$, which can be solved via the coupled-perturbed
(CP) CASSCF equation. For a molecule with $M$ atoms, there are $3M$ CP-CASSCF equations, the solution
of which becomes computationally impractical for large systems. As realized by Handy and Schaefer,79
the $3M$ CP-CASSCF equations may be replaced with a single perturbation-independent response equation (Z-vector approach), whose solution suffices to compute the energy derivatives for all nuclei. The Lagrangian formulation of the gradient theory of Helgaker and Jørgensen$^{76}$ directly leads to a set of response equations equivalent to the Z-vector approach.

Herein, we follow the standard approach for deriving analytic energy gradients based on the method of Lagrange multipliers.$^{76,77}$ The DSRG-MRPT2 Lagrangian ($\mathcal{L}$) reads as

$$\mathcal{L} = \mathcal{E} + \sum_{n=1}^{2} (\mathcal{T}_n + \tilde{\mathcal{H}}_n) + \mathcal{F} + \mathcal{W} + \mathcal{X} + \mathcal{Y},$$

(24)

with scalar terms reflecting the constraints on the $n$-body cluster amplitudes ($\mathcal{T}_n$), the $n$-body modified integrals ($\tilde{\mathcal{H}}_n$), the use of semicanonical CASSCF orbitals ($\mathcal{F}$), the orthonormality of the MSOs ($\mathcal{W}$), and the use of a CASCI reference ($\mathcal{X}$) subject to normalization ($\mathcal{Y}$). In general, each of these terms is written as a dot product between a vector (or tensor) of equality constraints and the associated Lagrange multipliers, where every constraint is a zero-valued function of some parameters. All terms of Eq. (24) are summarized in Table 3 and explicit definitions are discussed in detail in section 2.3.

| Term | Constraints | Multipliers | Description |
|------|-------------|-------------|-------------|
| $\mathcal{T}_n$ | $T_{ij}^{ab}$ | $\tau_{ij}^{ab}$ | $n$-body cluster amplitudes |
| $\tilde{\mathcal{H}}_n$ | $\tilde{H}_{ij}^{ab}$ | $\kappa_{ij}^{ab}$ | $n$-body modified integrals |
| $\mathcal{F}$ | $F_q^p$ | $\zeta_q^p$ | CASSCF semicanonical orbitals |
| $\mathcal{W}$ | $W_p^q$ | $\omega_q^p$ | orthonormal orbitals |
| $\mathcal{X}$ | $X_I$ | $\xi_I$ | CI coefficients from CASCI |
| $\mathcal{Y}$ | $Y$ | $\zeta$ | normalized CI coefficients |

Table 3: Summary for the DSRG-MRPT2 Lagrangian constraints.

When the Lagrangian is stationary with respect to variations of all the parameters and multipliers, the DSRG-MRPT2 analytic energy gradients (evaluated at the reference geometry $R_0$) can be computed as:

$$\left. \frac{d\mathcal{E}}{dR} \right|_{R=R_0} = \left. \frac{\partial \mathcal{L}}{\partial R} \right|_{R=R_0} = \sum_{pq} \Gamma_{pq}^p (h_q^p)^x + \sum_{pq} \Gamma_{pq}^p (\nu_{pq}^x)^x + \sum_{pq} \omega_q^p (S_p^q)^x.$$

(25)

Here, $(h_q^p)^x$, $(\nu_{pq}^x)^x$, $(S_p^q)^x$ are skeleton one-electron, antisymmetrized two-electron, and overlap derivative
MSO integrals, respectively. These quantities are multiplied by the corresponding relaxed one-body density \( \Gamma_p^q \), relaxed two-body density \( \Gamma_{pq}^rs \), and the energy-weighted density \( \omega_p^q \), which can be obtained by collecting the respective terms in front of \( h_p^q \), \( v_{pq}^rs \), and \( S_p^q \) in \( L \). Contributions to the relaxed densities are given in Appendix B.

2.3 DSRG-MRPT2 Lagrangian Constraints.

2.3.1 CASSCF Semicanonical Orbitals. To impose that the orbitals are variationally optimized using CASSCF and satisfy the semicanonical condition [Eq. (11)], we include the term \( F \) in the Lagrangian function [Eq. (24)]. This term is defined as:

\[
F = \sum_{pq} \zeta_p^q F_p^q,
\]

where \( \zeta_p^q \) are the Lagrange multipliers associated with the constraints \( F_p^q = 0 \). For converged CASSCF orbitals, the following conditions are satisfied:

\[
\begin{align*}
F_e^m &= 0, \\
\tilde{f}_e^m &= 0, \\
f_m - \tilde{f}_m &= 0,
\end{align*}
\]

Equation (27) is easily translated to the following constraints:

\[
\begin{align*}
F_e^m &= F_e^m = f_e^m, \\
F_u^m &= F_u^m = -\tilde{f}_e^m, \\
F_m^m &= F_m^u = f_m^u - \tilde{f}_m^u,
\end{align*}
\]

where the symmetry of \( F_p^q \) reflects the Hermiticity of \( f_p^q \) and \( \tilde{f}_p^q \).

We impose the semicanonical orbital basis condition [Eq. (11)] by defining the diagonal blocks of \( F_p^q \) as:

\[
F_p^q = f_p^q - \epsilon_p \delta_p^q, \quad \forall \ p, q \in \mathbb{O}, \quad \forall \ O \in \{\mathbb{C}, \mathbb{A}, \mathbb{V}\}.
\]

We point out that in our formulation the orbital energies \( \epsilon_p \) in Eq. (32) are treated as parameters constrained
to take the value of diagonal elements of the generalized Fock operator, as done in MC-QDPT2 and CASPT2 gradient theories.\textsuperscript{46,59} It can be easily checked that the quantities \(F^a_p\) implicitly depend on three sets of parameters: 1) the MSO coefficients \(C\) (via the one- and two-electron integrals), 2) the reference CI coefficients \(c\) (via the 1- and 2-pRDMs), and 3) the MSO orbital energies \(\epsilon\).

### 2.3.2 Cluster Amplitudes and Modified Integrals

The DSRG-MRPT2 correlation energy \(E^{(2)}\) [see Eq. (15)] is a function of cluster amplitudes \((t_1, t_2)\), modified integrals \((\tilde{h}_1, \tilde{h}_2)\), and the reference \(n\)-pRDMs, as shown in Appendix A. To shift the dependence of \(C\) away from \(E^{(2)}\), we consider both cluster amplitudes and modified integrals as parameters in the DSRG-MRPT2 Lagrangian. This aspect is embodied in the \(T_n\) and \(\tilde{H}_n\) constraints in Eq. (24), which are given by

\[
T_n = \frac{1}{(n!)^2} \sum_{ij} \sum_{ab} \tau_{ij}^{ab},
\]

\[
\tilde{H}_n = \frac{1}{(n!)^2} \sum_{ij} \sum_{ab} \tilde{\tau}_{ij}^{ab}.
\]

The constraints for the one- and two-body cluster amplitudes are obtained by rearranging Eqs. (21) and (22):

\[
T^i_a = f^i_a R_s(\Delta^i_a) - t^i_a, \quad \forall i, a \in \mathcal{A},
\]

\[
T^{ij}_{ab} = \nu^{ij}_{ab} R_s(\Delta^{ij}_{ab}) - t^{ij}_{ab}, \quad \forall i, j, a, b \in \mathcal{A},
\]

with the associated Lagrange multipliers \(\tau^i_a\) and \(\tau^{ij}_{ab}\), respectively. Similarly, Eqs. (17) and (18) result in constraints for the modified integrals:

\[
\tilde{H}^a_i = f^a_i + \Delta^a_i t^i_a - \tilde{h}^a_i, \quad \forall i, a \in \mathcal{A},
\]

\[
\tilde{H}^{ab}_{ij} = 2\nu^{ab}_{ij} - \Delta^{ij}_{ab} - \tilde{h}^{ab}_{ij},
\]

with the corresponding multipliers denoted as \(\kappa^a_i\) and \(\kappa^{ab}_{ij}\), respectively. Notice again that Eqs. (35)–(37) inherit the restrictions of indices from Eqs. (21), (22), and (17). As far as the implicit dependence on parameters concerned in these constraints, \(T^{ij}_{ab}\) depends on \(t_2\), \(C\), and \(\epsilon\), while \(T^i_a\) depends on \(t_1\), \(C\), \(\epsilon\), \(c\) and \(t_2\). Compared to the same-rank amplitude constraints, the one- and two-body constraints for modified integrals simply add additional dependences on \(\tilde{h}_1\) and \(\tilde{h}_2\), respectively.
2.3.3 Reference CI Coefficients. Next, we discuss constraints that arise from enforcing the variational condition on the reference and its normalization. The reference wave function $\Psi_0$ [Eq. (3)] satisfies the eigenvalue problem:

$$\sum_{I,J}^M \langle \Phi_I | \hat{H} | \Phi_J \rangle c_{IJ} = E_0 c_I, \quad \forall I \in M_0,$$

subject to the normalization condition $\|c\|^2 = \sum_{I}^{M_0} c_I^2 = 1$. As such, we may write out the CI constraints as a vector ($X_I$) and a scalar ($Y$) defined as

$$X_I = \langle \Phi_I | \hat{H} | \Psi_0 \rangle - E_0 c_I,$$

$$Y = 1 - \sum_{I}^{M_0} c_I^2,$$

and associate each constraint of Eq. (40) with a multiplier $\xi_I$ and Eq. (41) with the multiplier $\iota$. In Eq. (40), we have used the fact that the $c_I$ coefficients are real to symmetrize the expression for $X_I$. It is easily verified that the $X_I$ and $Y$ constraints only depend on the parameters $C$ and $c$.

In the DSRG-MRPT2 Lagrangian [Eq. (24)], the CI constraints are imposed via both $X$ and $Y$:

$$X = \sum_{I}^{M_0} \xi_I X_I = (E^c_0 - E_0) \sum_{I}^{M_0} \xi_I c_I + \tilde{E}^a_0,$$

$$Y = \iota \left(1 - \sum_{I}^{M_0} c_I^2\right),$$

where $E^c_0$ has been defined in Eq. (7). The term $\tilde{E}^a_0$ in Eq. (42) is similar to Eq. (8) except that the 1- and 2-pRDMs in Eq. (8) should be replaced to the corresponding modified RDMs (mRDMs) given by:

$$\gamma_{xy...}^{uv...} = \sum_{IJ} \xi_I c_J \langle \Phi_I | \hat{a}^{uv...} | \Phi_J \rangle.$$

As noted by Celani and Werner, any multiple of $c_I$ can be added to $\xi_I$ without altering the Lagrangian contribution $X$ (since $\sum_{I}^{M_0} c_I X_I = 0$). It is thus convenient to use this degree of freedom to make $\xi$ and $c$ orthogonal:

$$\sum_{I}^{M_0} \xi_I c_I = 0.$$
2.3.4 Orbital Orthonormality. Lastly, the orthonormality of MSOs is imposed via the Lagrangian term $\mathcal{W}$:

$$\mathcal{W} = \sum_{pq} \omega_p^q W_p^q,$$

where the constraints are defined by

$$W_p^q = \delta_p^q - S_p^q.$$

The multipliers $\omega_p^q$ are identified as elements of the energy-weighted density matrix. The MSO orthonormality constraint [Eq. (47)] depends parametrically only on the orbital coefficients $C$.

2.4 DSRG-MRPT2 Lagrange Multipliers. After defining each term in the DSRG-MRPT2 Lagrangian, we solve for the Lagrange multipliers by imposing stationarity with respect to all the parameters ($C, c, \tilde{h}_1, \tilde{h}_2, t_1, t_2,$ and $\epsilon$). These parameters can be separated into two categories. The orbital and CI coefficients stationary conditions resemble the coupled perturbed CASSCF equations, which require an iterative procedure for the solution of the corresponding multipliers ($\zeta$ and $\xi$). Instead, the multipliers associated with the remaining parameters can be obtained in a direct way.

2.4.1 Modified Integrals. We first solve the Lagrange multipliers $\kappa_1$ and $\kappa_2$ corresponding to the modified integrals constraints. Taking the derivative of $L$ with respect to the modified integrals and setting them to zero leads to:

$$\frac{\partial L}{\partial \tilde{h}_i^a} = 0 \quad \Rightarrow \quad \kappa_i^a = \frac{\partial E^{(2)}}{\partial \tilde{h}_i^a} = \langle \Psi_0 | \{ \hat{a}_i^a \} \{ \tilde{F} \} | \Psi_0 \rangle,$$

$$\frac{\partial L}{\partial \tilde{h}_{ij}^{ab}} = 0 \quad \Rightarrow \quad \kappa_{ij}^{ab} = 4 \frac{\partial E^{(2)}}{\partial \tilde{h}_{ij}^{ab}} = \langle \Psi_0 | \{ \hat{a}_{ij}^{ab} \} \{ \tilde{F} \} | \Psi_0 \rangle.$$

We point out that 1) $\kappa_{ij}^{ab}$ is antisymmetric with respect to individual permutations of upper or lower indices and 2) those elements labeled by active indices are zero ($\kappa_u^v = \kappa_{uv}^{xy} = 0, \forall u, v, x, y \in \mathcal{A}$). Explicit expressions of $\kappa_i^a$ and $\kappa_{ij}^{ab}$ are reported in Appendix C.1, where we evaluate the fully connected terms of the commutators in Eqs. (48) and (49). Identical expressions can be alternatively obtained by directly taking the partial derivatives of $E^{(2)}$ with respect to the modified integrals ($\tilde{h}_i^a$ and $\tilde{h}_{ij}^{ab}$) and antisymmetrizing the resulting contributions to $\kappa_{ij}^{ab}$ with respect to index permutations.
2.4.2 Cluster Amplitudes. The Lagrange multipliers for the one-body cluster amplitudes can be easily solved:

\[
\frac{\partial L}{\partial t_a} = 0 \implies \tau_a^i = \frac{\partial E^{(2)}}{\partial t_a^i} - \kappa_a^i \Delta_a^i. \tag{50}
\]

For the two-body multipliers, we have

\[
\frac{\partial L}{\partial t_{ab}^{ij}} = 0 \implies \tau_{ab}^{ij} = 4 \frac{\partial}{\partial t_{ab}^{ij}} (E^{(2)} + \mathcal{T}_1 + \mathcal{H}_1) - \kappa_{ab}^{ij} \Delta_{ab}^{ij}. \tag{51}
\]

The derivatives of the second-order energy correction with respect to cluster amplitudes can be written as:

\[
\frac{\partial E^{(2)}}{\partial t_a^i} = \langle \Psi_0 | [\hat{H}, \{\hat{a}_a^i \}] | \Psi_0 \rangle, \tag{52}
\]

\[
\frac{\partial E^{(2)}}{\partial t_{ab}^{ij}} = \frac{1}{4} \langle \Psi_0 | [\hat{H}, \{\hat{a}_{ab}^{ij} \}] | \Psi_0 \rangle, \tag{53}
\]

and their explicit expressions are presented in Appendix C.1. To continue, we evaluate the partial derivatives of \( f_k^c \) [Eq. (19)] with respect to \( t_{ab}^{ij} \):

\[
\frac{\partial f_k^c}{\partial t_{ab}^{ij}} = \frac{1}{4} \mathcal{P}(ab) \mathcal{P}(ij) (\Delta_a^i \gamma_b^i \delta_{j_k}^c), \tag{54}
\]

where \( \mathcal{P}(pq) \) is an antisymmetrizer with respect to indices \( p \) and \( q \): \( \mathcal{P}(pq) f(p, q, r, \ldots) = f(p, q, r, \ldots) - f(q, p, r, \ldots) \). We may then calculate the \( \mathcal{T}_1 \) and \( \mathcal{H}_1 \) terms in Eq. (51) as

\[
\frac{\partial \mathcal{T}_1}{\partial t_{ab}^{ij}} = \frac{1}{4} \mathcal{P}(ab) \mathcal{P}(ij) \left[ \Delta_a^i \gamma_b^i \tau_{j_k}^c \mathcal{R}_s(\Delta_b^j) \right], \tag{55}
\]

\[
\frac{\partial \mathcal{H}_1}{\partial t_{ab}^{ij}} = \frac{1}{4} \mathcal{P}(ab) \mathcal{P}(ij) \left( \Delta_a^i \gamma_b^i \kappa_{j_k}^c \right). \tag{56}
\]

Two aspects are worth mentioning. First, only the active-active block of the 1-pRDM contributes to Eqs. (54)–(56). Hence, \( \gamma_a^i \) may be replaced with \( \gamma_u^i \) (\( \forall u, v \in \mathcal{A} \)) after appropriate reindexing. Second, multipliers labeled only by active indices (\( \tau_u^i \) and \( \tau_{uv}^{xy}, \forall u, v, x, y \in \mathcal{A} \)) are not defined because internal excitations are forbidden and they are conveniently set to zero in our implementation.
2.4.3 Orbital Energies. The diagonal elements of $\zeta$ can be obtained by making the Lagrangian stationary with respect to the semicanonical orbital energies:

$$\frac{\partial L}{\partial \epsilon_p} = 0 \Rightarrow \zeta_p^p = \frac{\partial}{\partial \epsilon_p} \left[ \sum_{n=1}^{2} (T_n + \tilde{H}_n) \right].$$

(Eq. 57)

Evaluating the derivatives that enter into Eq. (57) is straightforward and the resulting expressions are provided in Appendix C.2.

2.4.4 Energy-Weighted Density, Orbital Rotations, and CI Coefficients. The remaining unknowns are the energy-weighted density ($\omega$) and the orbital ($\zeta$) and CI ($\xi$ and $\iota$) multipliers. In principle, these quantities are all coupled together, but as shown by Celani and Werner, it is possible to write separate equations for $\zeta$ and $\xi$ from those for $\omega$. The equations for $\zeta$ and $\xi$ form a coupled linear systems, whose solution may be then used to evaluate $\omega$.

When differentiating the Lagrangian with respect to the orbital coefficients $C$, it is convenient to express this quantity as a unitary transformation of the unperturbed orbitals ($C_0$):

$$C = C_0 \exp(\vartheta).$$

(Eq. 58)

Here, $\vartheta$ is an anti-Hermitian matrix whose elements become the actual variational parameters. This parameterization ensures that the perturbed orbitals remain orthonormal.

Imposing the stationarity of the Lagrangian with respect to orbital rotations

$$\left( \frac{\partial L}{\partial \vartheta} \right)_{\vartheta=0} = \left( C^+ \frac{\partial L}{\partial C} \right)_{\vartheta=0} = 0,$$

(Eq. 59)

yields a set of equations that depend on $\omega$, $\zeta$, and $\xi$ (via the mRDMs $\tilde{\gamma}^{uv::}$), as reported in Appendix C.3. A way to decouple $\omega$ from the other variables is suggested by the structure of the MSO overlap contribution to Eq. (59)

$$\frac{\partial W}{\partial \vartheta_p^p} = \frac{\partial W}{\partial \vartheta_p^q} = -\sum_r (\omega_p^r S^r_{pq} + \omega_q^r S^q_{rq}) = -(\omega_p^q + \omega_q^p).$$

(Eq. 60)

To remove the dependence on $\omega$, it is sufficient to consider the antisymmetric part of $\frac{\partial L}{\partial \vartheta_p^q}$,

$$\frac{\partial L}{\partial \vartheta_p^p} - \frac{\partial L}{\partial \vartheta_p^q} = 0,$$

(Eq. 61)
which only depends on the unsolved orbital ($\zeta$) and CI ($\xi$) multipliers. Equation (61) forms a set of linear equations of the form

$$A^{oo} \zeta + A^{oc} \xi = b^o,$$

where $A^{oo}$ and $A^{oc}$ are matrices of dimension $N_{\text{indep}}^2$ and $N_{\text{indep}} N_{\text{det}}$, where $N_{\text{indep}}$ is the number of independent orbital rotation parameters and $N_{\text{det}}$ the number of CI determinants. The vector $b^o$ collects all constant terms and is of dimension $N_{\text{indep}}$. Equation (62) alone is insufficient to determine $\zeta$ and $\xi$, and must be augmented with additional conditions obtained from imposing stationarity with respect to the CI coefficients.

The derivative of $L$ with respect to the CI coefficients takes the form

$$\frac{\partial L}{\partial c_I} = \frac{\partial}{\partial c_I}(E + T_1 + \hat{H}_1 + F + X + Y) = 0, \quad \forall I \in M_0.$$  

Equation (63) consists of a large set of linear equations for the orbital multipliers $\zeta$ and the CI multipliers $\xi$, that is,

$$A^{co} \zeta + A^{cc} \xi = b^c,$$

where the matrices $A^{co}$ and $A^{cc}$ are of size $N_{\text{indep}} N_{\text{det}}$ and $N_{\text{det}}^2$, respectively, while the vector $b^c$ contains $N_{\text{det}}$ entries. The Lagrange multiplier connected to the CI normalization condition [i, see Eq. (43)] can be computed as:

$$\iota = \frac{1}{2} \sum_{I=1}^{M_0} c_I \frac{\partial}{\partial c_I}(E + T_1 + \hat{H}_1 + F),$$

which depends on the orbital multipliers $\zeta$ (see Appendix C.4). Equation (65) is obtained from Eq. (63) $(\sum_{I=1}^{M_0} c_I \frac{\partial L}{\partial c_I} = 0)$ using the fact that $\|c\|_2^2 = 1$ and $\hat{H} |\Psi_0\rangle = E_0 |\Psi_0\rangle$.

The linear equations for the orbital and CI multipliers [Eqs. (62) and (64)] may be combined into a single linear system of the form $Ax = b$ with entries defined as follows

$$A \equiv \begin{pmatrix} A^{oo} & A^{oc} \\ A^{co} & A^{cc} \end{pmatrix}, \quad x \equiv \begin{pmatrix} \zeta \\ \xi \end{pmatrix}, \quad b \equiv \begin{pmatrix} b^o \\ b^c \end{pmatrix}.$$  

When written in this form, $A$ may be identified as a Jacobian matrix. Expressions for all the blocks of $A$ and $b$ are reported in Appendix D. We postpone the discussion of how this linear system is solved to Sec. 2.4.5.

Once $\zeta$ and $\xi$ are determined, the symmetric counterpart of Eq. (61) (i.e., $\partial L/\partial \theta_P^q + \partial L/\partial \theta_P^q = 0$) can
be used to recover the energy-weighted density:

$$\omega^q_p = \frac{1}{4} \left( \frac{\partial}{\partial q^q} + \frac{\partial}{\partial q^p} \right) \left[ E_0 + \sum_{n=1}^{2} (\mathcal{T}_n + \mathcal{H}_n) + \mathcal{F} + X \right]. \quad (67)$$

Here, we have ignored the contribution from $E^{(2)}$ because it is independent on orbital rotations, as stated in Sec. 2.3.2.

### 2.4.5 Iterative Solution of the Orbital and CI Multipliers

The system of linear equations for the orbital and CI multipliers involve $N_{\text{indep}} + N_{\text{det}}$ variables. When either the number of independent pairs or the size of the CI space becomes too large, it is unfeasible to store $A$ explicitly and solve the linear system by direct inversion. The standard solution to this problem is employ a direct iterative linear solver that directly builds a vector $\sigma \equiv Ax$, thus avoiding the storage problem.

As noted in Sec. 2.3.3, to find a unique solution to the CI multiplier equations, we impose the constraint $\xi \cdot e = 0$ [see Eq. (45)]. To enforce this constraint in the solution of the linear system, we define a projection matrix $P$

$$P = \begin{pmatrix} 1 & 0 \\ 0 & 1 - ce^T \end{pmatrix}. \quad (68)$$

Then the constraint $\xi \cdot e = 0$ is equivalent to the condition $Px = x$, and we may use this result to write the linear system in the form

$$(PAP)x = Pb. \quad (69)$$

The matrix $PAP$ is rank deficient since the vector $x^\parallel = (0, e)^T$ is such that $Px^\parallel = 0$. This linear system can be solved using the generalized minimal residual method without explicitly storing the matrix $PAP$.

### 2.5 Computational Cost

We end this section by briefly discussing the computational cost of the DSRG-MRPT2 analytic gradients. In general, the cost of solving the Lagrange multipliers has the same scaling of a DSRG-MRPT2 single-point computation with a slightly larger prefactor. A vanilla DSRG-MRPT2 energy computation based on the CASSCF orbitals can be largely separated into four steps:

1. Solve the CASSCF problem for the orbital and CI coefficients.
2. Compute the 1-, 2-, and 3-pRDMs using the CASSCF wave function.
3. Transform the one- and two-electron integrals to the MO basis.
4. Build the modified integrals and cluster amplitudes, and use these quantities to evaluate the DSRG-MRPT2 correlation energy via tensor contractions.

In comparison, the gradient computations take the following additional steps:

5. Compute the multipliers \( \kappa_1, \kappa_2, \tau_1, \tau_2, \) and \( \zeta_\rho^p. \)

6. Setup the coupled linear system [Eq. (66)] and solve for the multipliers \( \zeta \) and \( \xi. \)

7. Form the relaxed density matrices and energy-weighted density.

8. Transform the MO densities in step 7 to the AO basis and contract it with skeleton derivative integrals.

We can see a rough correspondence between these two procedures. For example, step 5 in the gradients computation corresponds to step 4 of the energy computation. In these two steps, with the assumption of using a small active space \( (N_A \ll N_C \ll N_V) \), the computational cost is dominated by the tensor contraction of an MP2-like term with a scaling of \( O(N_C^2N_V^2) \). The cost of solving the linear system (step 6) is slightly higher than the cost of second-order CASSCF optimization (step 1). In fact, the linear system [Eq. (66)] is analogous to the Newton optimization step in CASSCF, where \( A \) and \( b \) correspond to the Hessian and the gradient vector, respectively. However, the \( b^c \) vector contains terms involving \( \partial \gamma_{xyvw} / \partial c_I \), which share the same \( O(N_A^6N_{\text{det}}) \) scaling of computing the 3-pRDM. This steep cost may be avoided by considering the additional tensor contractions and introducing clever intermediates, as suggested in Ref. 45. The computational scaling for the MO to AO transformation of the relaxed densities (step 8) is identical to the integral transformation step for the DSRG-MRPT2 energy (step 3). Overall, we see that the computational cost to obtain the analytical gradients is similar to that of an energy computation.

3. RESULTS

We implemented the DSRG-MRPT2 analytic energy gradients in the open-source program Forte. The one- and two-electron integrals along with the corresponding derivative integrals were obtained from Psi4 1.4. The correctness of the implementation was validated by comparing the analytic gradients against five-point finite-difference numerical gradients using a 0.005 a.u. step size. In particular, we tested the gradient and the optimized bond lengths of HF and N\(_2\) using CASSCF(2,2) and CASSCF(6,6) reference wave functions, respectively. The cc-pCVDZ basis set\(^{88,89}\) was used for all computations in this work.
As a pilot application of the DSRG-MRPT2 gradient theory, we optimized the geometry of \( p \)-benzyne for both singlet and triplet states. The resulting geometries were used to compute the adiabatic singlet–triplet gap (\( \Delta E_{ST} = E_T - E_S \)). We compared the DSRG-MRPT2 results to those of CASPT2,\(^{16}\) the partially contracted NEVPT2 (pc-NEVPT2),\(^{18}\) and Mukherjee’s state-specific multireference coupled cluster theory with singles, doubles, and perturbative triples [Mk-MRCCSD(T)].\(^{90,91}\) We employed the minimal CAS(2,2) active space that consists of two electrons in the two \( \sigma \) orbitals located on the dehydrogenated carbon atoms. For geometry optimizations, the maximum component of the gradient was converged to less than \( 2 \times 10^{-6} \) a.u. Both CASPT2 and pc-NEVPT2 results were obtained using Molpro 2015.1\(^{92}\) while those from Mk-MRCCSD(T) were computed using Psi4 1.4.\(^{87}\)

Figure 2: Equilibrium geometries of singlet and triplet \( p \)-benzyne optimized using various multireference methods using the cc-pCVTZ basis set. The DSRG flow parameter was set to \( 1.0E^{-2}h \). The CASSCF(2,2) reference was used for all computations.

Figure 2 presents the DSRG-MRPT2 optimized geometries of singlet and triplet \( p \)-benzyne. Here, we set the flow parameter to \( s = 1.0E^{-2}h \), a value that previously shown to yield reliable singlet–triplet gap of \( p \)-benzyne.\(^{68}\) The DSRG-MRPT2 optimized geometries are in excellent agreements to those of CASPT2 and pc-NEVPT2. For example, the DSRG-MRPT2 bond lengths and angles deviate from those of CASPT2 by at most 1.0 pm (C\(_5\)–C\(_6\) of the singlet) and 0.8° (\( \angle H_1C_2C_3 \) of the singlet), respectively. Compared to Mk-MRCCSD(T), DSRG-MRPT2 underestimates all C–C bonds by roughly 1 pm for both singlet and triplet states.

In Fig. 3, we show the sensitivity of the DSRG-MRPT2 optimized bond distances and angles [computed as deviations from CASPT2 values] with respect to the flow parameter \( s \). As \( s \) increases from 0, all geometric parameters vary quickly and converge roughly around \( s = 1E^{-2}h \). Interestingly, the bond lengths first decrease for \( s < 0.04E^{-2}h \) and then start to increase for \( 0.04 < s < 1E^{-2}h \). When \( s \) keeps growing from 1 to \( 10E^{-2}h \), small yet noticeable changes are observed for the C\(_5\)–C\(_6\) bond (\( \leq 0.4 \) pm) and \( \angle H_1C_2C_3 (< 0.4°) \) of the
The bottom panel of Fig. 3 also reports the adiabatic singlet–triplet splittings of $p$-benzyne computed using various multireference methods. For DSRG-MRPT2, we again see a quick convergence of $\Delta E_{ST}$ near $s = 1 E_h^{-2}$, while further increase of $s$ leads to only 0.1 kcal mol$^{-1}$ difference in $\Delta E_{ST}$. The DSRG-MRPT2 ($s = 1$) prediction of $\Delta E_{ST}$ is 2.7 kcal mol$^{-1}$, which is 0.6, 1.8, 1.6 kcal mol$^{-1}$ smaller than that of pc-NEVPT2, CASPT2, and Mk-MRCCSD(T), respectively. This underestimation has been observed previously, even when $\Delta E_{ST}$ is computed using optimized Mk-MRCCSD/cc-pVTZ geometries. However, we note that the $\Delta E_{ST}$ of DSRG-MRPT2 can be improved via reference relaxation. Specifically, using the corresponding unrelaxed DSRG-MRPT2 geometries reported in Fig. 2, the partially relaxed and the relaxed
versions of DSRG-MRPT2 ($s = 1$) predict the $\Delta E_{ST}$ to be 3.57 and 3.76 kcal mol$^{-1}$, respectively. These values fall in between the pc-NEVPT2 and Mk-MRCCSD(T) results.

4. CONCLUSIONS

We have derived and implemented the analytic energy gradients of the unrelaxed DSRG-MRPT2 approach. Our derivation uses the method of Lagrange multipliers to impose constraints on the first-order modified integrals and cluster amplitudes, the orbitals, and CI coefficients. Despite the complexity of the final Lagrangian, analytic expressions for the DSRG-MRPT2 gradient could still be derived by hand (albeit via a laborious procedure). Inheriting the numerical robustness of the DSRG equations, the corresponding Lagrangian is similarly well-behaved even when small energy denominators arise, circumventing the intruder state-problem in linear-response computations.

We have used the DSRG-MRPT2 analytic gradients to optimize the equilibrium structures of $p$-benzyne and study the dependence of the optimized geometry on the flow parameter $s$. The optimized geometries of both the singlet and triplet states show very good agreement with those computed with CASPT2, pc-NEVPT2, and Mk-MRCCSD(T). Comparing geometries between the two states, those of the singlet are more sensitive to the value of $s$. The $s$-dependency plot also shows that sufficient correlation contributions are captured with $s$ equal to $1.0 \, E_h^{-2}$. Finally, we investigate the singlet-triplet splittings of $p$-benzyne, which are underestimated using the DSRG-MRPT2 formalism compared against other MRPT2 approaches.

The current work paves a way for expanding the application of MR-DSRG methods beyond the computation of energies. When compared to other MRPT2 methods, one significant advantage of the DSRG-MRPT2 is the intrinsically lower computational cost due to the absence of the 4-pRDM in the formalism. The cost of DSRG-MRPT2 may be further reduced by neglecting the 3-body cumulants, without introducing artificial intruders. With this approximation, one avoids the computation of the reference 3-pRDM. The active space dependence of the DSRG-MRPT2 gradients is reduced to $O(N_A^5 N_V)$ for the correlation energy terms and $O(N_A^4 N_{det})$ for the CASCI contribution to the response equations. To test the accuracy of this approximation, we re-optimized the singlet and triplet geometries of $p$-benzyne using $s = 1 \, E_h^{-2}$. Comparing to the geometries optimized using the complete DSRG-MRPT2 theory (i.e., with 3-body cumulant contributions), the equilibrium bond lengths and bond angles deviate by at maximum 0.4 pm ($\text{C}_5 - \text{C}_6$ of the singlet) and 0.5° ($\angle \text{H}_1\text{C}_2\text{C}_3$ of the singlet), respectively. We also employed these geometries yet computed the $\Delta E_{ST}$ using the complete DSRG-MRPT2 theory. The resulting spin gap is 2.67 kcal mol$^{-1}$, only 0.03 kcal mol$^{-1}$
smaller than the exact answer (see Fig. 3). Such negligible deviation indicates that the pruned DSRG-MRPT2 scheme may be used to optimize the geometry without significant degradation of the accuracy.

The current results motivate us for further developments of the theory. On the algorithmic side, an important bottleneck is the high memory cost required to store the two-electron integrals, which may be alleviated by applying resolution the identity techniques (i.e., density fitting). Another important limitation of the current implementation is the explicit storage of derivatives of the reduced density matrices required to solve the coupled equations for the orbital and CI multipliers. From the theory perspective, it would highly desirable to develop the gradient theory for the state-averaged DSRG-MRPT2\textsuperscript{93} to allow optimizations of both ground- and excited-state PESs, in particular near conical intersections. A more challenging future extension is the development of analytic gradients of higher-order MR-DSRG theories, including third-order perturbation theory and nonperturbative MR-DSRG methods. These extensions would require significant human effort and the use of automatic implementation techniques.\textsuperscript{1,56,62}

\section*{APPENDIX A. DSRG-MRPT2 ENERGY EXPRESSION}

The DSRG-MRPT2 energy contributions are reported in Table A1. In our previous work,\textsuperscript{68,73} these terms are written in terms of cluster amplitudes, modified first-order integrals, 1-pRDM, one-hole RDM (1-hRDM), and two- and three-body density cumulants. In contrast, here we expand the 1-hRDM and all density cumulants in terms of 1-, 2-, and 3-pRDMs for the purpose of deriving the CI response terms (see Appendix C.4).
APPENDIX B. CONTRIBUTIONS TO THE RELAXED DENSITY MATRICES

We first focus on the one-body relaxed density matrix elements $\Gamma^q_\rho$. Assuming the use of real orbitals, the nonzero elements of $\Gamma^q_\rho$ are given by

\[
\Gamma^e_f = \xi^e_f, \quad \forall e, f \in \mathbb{V} \tag{A1}
\]
\[
\Gamma^m_n = \delta^m_n + \xi^m_n, \quad \forall m, n \in \mathbb{C} \tag{A2}
\]
\[
\Gamma^a_v = \gamma^v_u + \tilde{\gamma}^u_v + \xi^v_u, \quad \forall u, v \in \mathbb{A} \tag{A3}
\]
\[
\Gamma^e_m = \alpha^e_m + 2\xi^e_m, \quad \forall e \in \mathbb{V}, \forall m \in \mathbb{C} \tag{A4}
\]
\[
\Gamma^a_m = \alpha^m_u + 2\sum_v \xi^v_u \eta^v_u, \quad \forall u \in \mathbb{A}, \forall m \in \mathbb{C} \tag{A5}
\]
\[
\Gamma^e_u = \alpha^e_u - 2\sum_v \xi^v_u \eta^v_u, \quad \forall e \in \mathbb{V}, \forall u \in \mathbb{A} \tag{A6}
\]

where $\eta^q_\rho = \delta^a_b - \gamma^a_b$ are the 1-hRDM elements and we also introduce an intermediate $\alpha^{ab\ldots} = 2\kappa^{ab\ldots} + \tau^{ij\ldots} \mathcal{R}_s(\Delta^{ij\ldots})$ for convenience. In deriving Eqs. (A1)–(A6), we have used the fact that $\xi$ is symmetric, that is, $\xi^q_p = \xi^p_q$. 
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The two-body relaxed density matrix elements can be summarized as follows. There are seven terms involving $\alpha_{ij}^{ab}$:

$$\Gamma_{mn}^{ef} = \frac{1}{4} \alpha_{mn}^{ef}, \quad (A7)$$

$$\Gamma_{uv}^{ef} = \frac{1}{4} \alpha_{uv}^{ef}, \quad (A8)$$

$$\Gamma_{mn}^{uv} = \frac{1}{4} \alpha_{mn}^{uv}, \quad (A9)$$

$$\Gamma_{mn}^{eu} = \frac{1}{2} \alpha_{mn}^{eu}, \quad (A10)$$

$$\Gamma_{mu}^{uv} = \alpha_{mu}^{uv} + (\alpha_{m}^{e} + 2 \alpha_{m}^{e}) \gamma_{v}^{u}, \quad (A11)$$

$$\Gamma_{ux}^{ey} = \frac{1}{2} \alpha_{ux}^{ey} + \alpha_{u}^{e} \gamma_{x}^{y} - \sum_{v} \zeta_{v}^{e} \gamma_{ux}^{v}, \quad (A12)$$

$$\Gamma_{my}^{ux} = \frac{1}{2} \alpha_{my}^{ux} + (\alpha_{m}^{u} + 2 \alpha_{m}^{u}) \gamma_{x}^{y} - \sum_{v} \zeta_{m}^{v} \gamma_{ux}^{v}. \quad (A13)$$

The remaining eight terms are expressed as:

$$\Gamma_{fm}^{em} = \Gamma_{f}^{e}, \quad (A14)$$

$$\Gamma_{mn}^{en} = \Gamma_{m}^{e}, \quad (A15)$$

$$\Gamma_{mn}^{un} = \Gamma_{m}^{u}, \quad (A16)$$

$$\Gamma_{am}^{em} = \Gamma_{a}^{e}, \quad (A17)$$

$$\Gamma_{no}^{om} = \frac{1}{2} \delta_{n}^{m} + \zeta_{n}^{m}, \quad (A18)$$

$$\Gamma_{vn}^{um} = \zeta_{v}^{m} \gamma_{u}^{v}, \quad (A19)$$

$$\Gamma_{fv}^{eu} = \zeta_{f}^{e} \gamma_{u}^{v}, \quad (A20)$$

$$\Gamma_{xy}^{uv} = \frac{1}{4} (\gamma_{xy}^{uv} + \tilde{\gamma}_{xy}^{uv}) + \xi_{x}^{u} \gamma_{v}. \quad (A21)$$

Here, we follow the index convention in Table 1 and thus omit the orbital type in the above equations for brevity.

**APPENDIX C. DERIVATIVES IN MULTIPLIER EQUATIONS**

**C.1 Modified Integrals and Cluster Amplitudes.** In this appendix, we derive the expressions for the derivatives given by Eqs. (48), (49), (52) and (53). Because $\bar{H}$ and $\bar{T}$ include only one- and two-body operators, we
only need to derive the fully connected terms from the following three types of commutators \([\{\hat{a}^i_a\}, \{\hat{a}^j_b\}]\), \([\{\hat{a}^i_{cd}\}, \{\hat{a}^j_{kl}\}]\), and \([\{\hat{a}^{ij}_{ab}\}, \{\hat{a}^{cd}_{kl}\}]\). These commutators are evaluated to be

\[
\{\hat{a}^i_a, \hat{a}^j_b\}_0 = \gamma^i_j \eta^b_a - \eta^i_j \gamma^b_a, \tag{A22}
\]

\[
\{\hat{a}^i_a, \hat{a}^{cd}_{kl}\}_0 = \mathcal{P}(cd) \delta^i_{a^{cd}_{kl}} - \mathcal{P}(kl) \delta^i_{a^{cd}_{kl}}, \tag{A23}
\]

\[
\{\hat{a}^{ij}_{ab}, \hat{a}^{cd}_{kl}\}_0 = \mathcal{P}(kl) \mathcal{P}(cd) \left( \gamma^i_k \gamma^j_l \eta^c_a \eta^d_b - \eta^i_k \eta^j_l \gamma^c_a \gamma^d_b \right) + \mathcal{P}(kl) \left( \gamma^i_k \gamma^j_l - \eta^i_k \eta^j_l \right) \lambda^{cd}_{ab} + \mathcal{P}(cd) \left( \eta^c_a \eta^d_b - \gamma^c_a \gamma^d_b \right) \lambda^{ij}_{kl} + \mathcal{P}(ij) \mathcal{P}(ab) \mathcal{P}(kl) \mathcal{P}(cd) \gamma^i_k \eta^c_a \lambda^{jd}_{bl} - \mathcal{P}(ij) \mathcal{P}(ab) \mathcal{P}(kl) \mathcal{P}(cd) \eta^i_k \gamma^c_a \lambda^{jd}_{bl} + \mathcal{P}(ab) \mathcal{P}(cd) \delta^i_{a^{cd}_{kl}} - \mathcal{P}(ij) \mathcal{P}(kl) \delta^i_{a^{cd}_{lk}} \lambda^{jd}_{bal}. \tag{A24}
\]

Here, we have introduced the two- and three-body density cumulants defined by:

\[
\lambda^{xy}_{uv} = \gamma^{xy}_{uv} - \gamma^x_u \gamma^y_v + \gamma^y_u \gamma^x_v, \tag{A25}
\]

\[
\lambda^{xyz}_{uvw} = \gamma^{xyz}_{uvw} - \sum_{\pi} (-1)^{N(\pi)} \gamma^x_u \lambda^{yz}_{vw} - \det(\gamma^x_u \gamma^y_v \gamma^z_w). \tag{A26}
\]

In Eq. (A26), \(\det(\cdot)\) indicates the sum of all permutations of lower (or upper) labels with a sign factor corresponding to the parity of permutations and \(\sum_{\pi} (-1)^{N(\pi)}\) indicates a sum over all permutations of the lower and upper labels with a sign factor given by the number of inversions in \(\pi \ [N(\pi)]\).31
It is now easy to check that

\[ \frac{\partial E^{(2)}}{\partial h_i^a} = \sum_j \sum_{i,b} t_{ib}^j \gamma_i^j \eta_a \]

\[ + \frac{1}{2} \sum_{kl} \sum_d \gamma_k^{kl} \eta_a^{kl} - \frac{1}{2} \sum_{cd} \sum_l \gamma_i^{cd} \eta_a^{cd}, \tag{A27} \]

\[ 4 \frac{\partial E^{(2)}}{\partial h_{ij}^{ab}} = \mathcal{P}(ab) \sum_{kl} t_{kl}^{ab} \lambda_{kl}^{cd} - \mathcal{P}(ij) \sum_c t_{c}^{ij} \lambda_{ij}^{cd} \]

\[ + \sum_{kl} \sum_c t_{kl}^{cd} \eta_{ab}^{cd} \gamma_{kl}^{cd} - \mathcal{P}(ij) \mathcal{P}(ab) \eta_{ab}^{cd} \gamma_{kl}^{cd} \]

\[ + \frac{1}{2} \sum_{kl} \sum_{cd} t_{kl}^{cd} \gamma_{kl}^{cd} + \eta_{ab}^{cd} \lambda_{ij}^{cd} \]

\[ + \frac{1}{2} \mathcal{P}(ab) \sum_{kl} \sum_{cd} t_{kl}^{cd} \gamma_{kl}^{cd} \eta_{ab}^{cd} \lambda_{ij}^{cd} \]

\[ - \frac{1}{2} \mathcal{P}(ij) \sum_{kl} \sum_{cd} t_{kl}^{cd} \lambda_{ij}^{cd} \lambda_{ij}^{cd}. \tag{A28} \]

The derivatives of \( E^{(2)} \) with respect to amplitudes can be obtained by making the replacements of \( t_{ia}^i \rightarrow h_i^a \) and \( t_{ab}^{ij} \rightarrow h_{ij}^{ab} \) in Eqs. (A27) and (A28).

Several properties can be used to further simplify Eqs. (A27) and (A28). The 1-pRDMs \( \gamma_p^q \) and 1-hRDMs \( \eta_p^q \) possess very simple structures:

\[ \gamma_p^q = \begin{cases} \delta_p^q & \forall p, q \in \mathbb{C} \\ \gamma_p^q & \forall p, q \in \mathbb{A}, \end{cases} \quad \eta_p^q = \begin{cases} \delta_p^q & \forall p, q \in \mathbb{V} \\ \delta_p^q - \gamma_p^q & \forall p, q \in \mathbb{A}. \end{cases} \tag{A29} \]

Density cumulants are only nonzero when all indices are active orbitals, that is, \( \lambda_{r,s,\ldots}^{pq} = 0 \) if any of the indices \( p, q, r, s, \ldots \) is not active.
C.2 Orbital Energies. For convenience, we first evaluate the derivatives of $\tilde{f}^a_i$ and $R_s(\Delta^{ij}_{ab\ldots})$ with respect to semicanonical orbital energies:

$$\frac{\partial \tilde{f}^a_i}{\partial \epsilon_p} = \sum_j \sum_b t_{ab}^{ij} (\gamma_j^p \delta_p^b - \gamma_p^b \delta_j^p), \quad (A30)$$

$$\frac{\partial R_s(\Delta^{ij}_{ab\ldots})}{\partial \epsilon_p} = [2s e^{-s(\Delta^{ij}_{ab\ldots})^2} - R_s(\Delta^{ij}_{ab\ldots})/\Delta^{ij}_{ab\ldots}] D^{ij}_{ab\ldots}, \quad (A31)$$

where $D^{ij}_{ab\ldots} = \partial \Delta^{ij}_{ab\ldots}/\partial \epsilon_p = \delta^i_p + \delta^j_p + \cdots - \delta^p_a - \delta^p_b - \cdots$. Using these expressions, the partial derivatives in Eq. (57) are calculated as follows:

$$\frac{\partial T_1}{\partial \epsilon_p} = \sum_i \sum_a \tau_{ia}^t \left[ R_s(\Delta_a^i) \frac{\partial \tilde{f}^a_i}{\partial \epsilon_p} + \tilde{f}^a_i \frac{\partial R_s(\Delta_a^i)}{\partial \epsilon_p} \right], \quad (A32)$$

$$\frac{\partial T_2}{\partial \epsilon_p} = \frac{1}{4} \sum_{ij} \sum_{ab} \tau_{ij}^{ab} \frac{\partial R_s(\Delta_{ij}^{ab})}{\partial \epsilon_p}, \quad (A33)$$

$$\frac{\partial \tilde{H}_1}{\partial \epsilon_p} = \sum_i \sum_a \kappa_{ia}^t (\partial \tilde{f}^a_i / \partial \epsilon_p) - \sum_i \sum_a \kappa_{ia}^t D^i_a, \quad (A34)$$

$$\frac{\partial \tilde{H}_2}{\partial \epsilon_p} = -\frac{1}{4} \sum_{ij} \sum_{ab} \kappa_{ij}^{ab} D^{ij}_{ab}. \quad (A35)$$

C.3 Orbital Rotations. The derivatives of the Lagrangian amplitude contributions with respect to orbital rotations are given by

$$\frac{\partial T_i}{\partial \theta_{q_p}} = \sum_i \sum_a \tau_{ia}^t \frac{\partial f^a_i}{\partial \theta_{q_p}}, \quad (A36)$$

$$\frac{\partial T_2}{\partial \theta_{q_p}} = \frac{1}{4} \sum_{ij} \sum_{ab} \tau_{ij}^{ab} \frac{\partial v_{ij}^{ab}}{\partial \theta_{q_p}}, \quad (A37)$$

where $\tau_{ia}^t = \tau_{ia}^t R_s(\Delta_a^i)$ and $\tau_{ij}^{ab} = \tau_{ij}^{ab} R_s(\Delta_{ij}^{ab})$. The orbital response from modified integrals also appears transparent:

$$\frac{\partial \tilde{H}_1}{\partial \theta_{q_p}} = 2 \sum_i \sum_a \kappa_{ia}^t \frac{\partial f^a_i}{\partial \theta_{q_p}}, \quad (A38)$$

$$\frac{\partial \tilde{H}_2}{\partial \theta_{q_p}} = \frac{1}{2} \sum_{ij} \sum_{ab} \kappa_{ij}^{ab} \frac{\partial v_{ij}^{ab}}{\partial \theta_{q_p}}. \quad (A39)$$
The derivatives of the bare integrals with respect to orbital rotations are shown to be:

\[
\frac{\partial f_r^s}{\partial \theta_p^q} = f_p^p \delta_r^q + f_p^p \delta_q^p + \delta_q \in \mathbb{A} \left[ \sum_{\mathbf{x}} \left( f_r^x \gamma^q_{r x} + f_r^x \gamma^p_{r x} \right) \right],
\]

(A40)

\[
\frac{\partial v_{ij}^{ab}}{\partial \theta_p^q} = v_{ij}^{ab} \delta_r^q + v_{ij}^{ab} \delta_j^a + v_{ij}^{ab} \delta_i^b.
\]

(A41)

In Eq. (A40), we have introduced the indicator function:

\[
\delta_{p \in \mathbb{D}} := \begin{cases} 
1 & \text{if } p \in \mathbb{D}, \\
0 & \text{otherwise.}
\end{cases}
\]

(A42)

The orbital response term from the reference energy \(E_0\) is well-known from CASSCF orbital conditions:

\[
\frac{\partial E_0}{\partial \theta_p^q} = 2 \left[ \delta_q \in \mathbb{A} f_p^q + \delta_q \in \mathbb{A} \tilde{f}_p^q \right].
\]

(A43)

Similar equations can be obtained for the CI term in \(L\):

\[
\frac{\partial X}{\partial \theta_p^q} = 2 \left[ \delta_q \in \mathbb{A} \sum_{uv} v_{pu}^q \gamma_v^u + \delta_q \in \mathbb{A} \tilde{f}_p^q \right],
\]

(A44)

where \(\tilde{f}_p^q (\gamma \rightarrow \tilde{\gamma})\) holds a similar form of Eq. (28) with the pRDMs \(\gamma\) [Eq. (5)] replaced by the corresponding mRDMs \(\tilde{\gamma}\) [Eq. (44)].

Finally, for the Lagrangian term on orbital constraints \(\mathcal{F}\), we have

\[
\frac{\partial \mathcal{F}}{\partial \theta_p^q} = \sum_{rs} \zeta_r^s \left( \left[ 1 - \delta_{r \in \mathbb{A}} \delta_{s \in \mathbb{V}} \right] \frac{\partial f_r^s}{\partial \theta_p^q} - \delta_{r \in \mathbb{A}} \delta_{s \in \mathbb{D}} \frac{\partial \tilde{f}_r^s}{\partial \theta_p^q} \right),
\]

(A45)

where we adopt the short-hand notation \(\delta_{r \in \mathbb{A}} \delta_{s \in \mathbb{V}} = \delta_{r \in \mathbb{A}} \delta_{s \in \mathbb{V}} + \delta_{s \in \mathbb{H}} \delta_{r \in \mathbb{V}}\) and \(\mathbb{D} = \mathbb{C} \cup \mathbb{V}\). The derivatives
\[ \frac{\partial \bar{f}_r^u}{\partial \theta_p^q} \text{ in Eq. (A45) are worked out to be} \]
\[
\frac{\partial \bar{f}_r^u}{\partial \theta_p^q} = \bar{f}_p^u \delta^q_r + \delta_q \epsilon \left[ \sum_{v}^{\Lambda} (v_r^p + v_x^q) \gamma_v^u \right]
+ \delta_q \epsilon \left[ f_r^p \gamma_q^u + \sum_{x y}^{P} \left( \frac{1}{2} v_{r x}^p \gamma_{x y}^u + v_{r x}^p \gamma_{x y}^u \right) \right].
\]

(A46)

C.4 CI Coefficients. We now evaluate all terms in Eq. (63). It is straightforward to see that the \( \frac{\partial X}{\partial c_I} \) term yields:
\[
\frac{\partial X}{\partial c_I} = \sum_{j}^{M_0} \xi_j \langle \Phi_j | \hat{H}^a | \Phi_I \rangle,
\]
where the active part of the bare Hamiltonian is defined by
\[
\hat{H}^a = \sum_{uv}^{A} f^u_v \partial_v^u + \frac{1}{4} \sum_{uvxy}^{A} v_{xy}^u \partial_{xy}^u
\]

(A48)

The derivatives of \( E + T_1 + \hat{H}_1 + \mathcal{F} \) with respect to \( c_I \) can generally be written as
\[
\frac{\partial}{\partial c_I} (E + T_1 + \hat{H}_1 + \mathcal{F}) = \sum_{uv}^{A} g_v^u \partial_v^u + \sum_{uvxy}^{A} g_{xy}^u \partial_{xy}^u + \sum_{uvxyz}^{A} g_{xyz}^u \partial_{xyz}^u
\]

(A49)

Here, the effective integrals are given by
\[
g_v^u = \bar{f}_v^u + \partial E^{(2)}_{\gamma_v^u} + \sum_{i}^{P} \sum_{a}^{H} \left[ \alpha_{i a}^v \gamma_{i a}^u + (\bar{f}_l^i + \kappa_{l}^a) \Delta_{a i}^u v_{a v} \right]
+ \sum_{r s}^{G} \left[ 1 - \delta_{r e} \delta_{s e} \right] \xi_r^s \gamma_{r s}^u - 2 \sum_{r}^{D} \xi_r^u \bar{f}_r^v,
\]

(A50)
\[
g_{uv}^x = \frac{1}{4} v_{xy}^u + \partial E^{(2)}_{\gamma_{xy}^u} - \sum_{r}^{D} \xi_r^u \gamma_{xy}^u,
\]

(A51)
\[
g_{uvw}^{xyz} = \frac{1}{4} \sum_{m}^{G} h_{m x y z}^{u v w} - \frac{1}{4} \sum_{e}^{V} \bar{f}_{x y z}^{u v w}.
\]

(A52)
In Eqs. (A50) and (A51), the partial derivatives of $E^{(2)}$ with respect to $\gamma^v_\mu$ and $\gamma^{xy}_{uv}$ are given by:

$$\frac{\partial E^{(2)}}{\partial \gamma^v_\mu} = \sum_e V_e \chi^v_\mu - \sum_m \tilde{h}_m^e \chi^v_\mu$$

$$+ \frac{1}{2} \sum_{ab} \sum_m \tilde{h}_{ab}^e \mu_m - \frac{1}{2} \sum_{mn} \sum_{a} \sum_{m} \tilde{h}_{mn}^e \mu_m$$

$$+ \sum_{v} \gamma^v \left[ \mathcal{P}(u_x) \sum_m \tilde{h}_{xu}^e m - \mathcal{P}(v_y) \sum_e \tilde{h}_{e}^e x_y \right]$$

$$+ \sum_{xy} \gamma^y \left[ \mathcal{P}(u_x) \sum_m \tilde{h}_{my}^e v_m - \mathcal{P}(v_y) \sum_e \tilde{h}_{e}^e x_y \right]$$

$$- \sum_{xy} \gamma^y \sum_a \sum_m (\tilde{h}_{au}^e m x + \tilde{h}_{mu}^e m x)$$

$$+ \frac{1}{2} \sum_{wxy} h^{wz}_{w} \sum_e \left( \tilde{h}_{ew}^x w + \tilde{h}_{ew}^x w \right)$$

$$- \frac{1}{2} \sum_{wxy} h^{wz}_{w} \sum_m \left( \tilde{h}_{xw}^m m u + \tilde{h}_{xw}^m m u \right)$$

$$+ \sum_{wxy} \gamma^w \gamma^x \left( \sum_m \tilde{h}_{xw}^e m w - \sum_e \tilde{h}_{xw}^e m w \right)$$

$$\text{(A53)}$$

$$\frac{\partial E^{(2)}}{\partial \gamma^{xy}_{uv}} = \frac{1}{2} \sum_e \tilde{h}_t^x e_y - \frac{1}{2} \sum_m \tilde{h}_y^m m x$$

$$+ \frac{1}{2} \sum_e \tilde{h}_t^x e_y - \frac{1}{2} \sum_m \tilde{h}_y^m m x$$

$$+ \frac{1}{8} \sum_{ab} \sum_m \tilde{h}_{ab}^e \mu u + \frac{1}{8} \sum_{mn} \sum_{a} \sum_{m} \tilde{h}_{mn}^e \mu m + \sum_{a} \sum_{m} \tilde{h}_{mn}^e \mu m$$

$$+ \frac{1}{2} \sum_{wz} \gamma^w \sum_e \left( \tilde{h}_{ew}^w e z + \tilde{h}_{ew}^w e z \right)$$

$$- \frac{1}{2} \sum_{wz} \gamma^w \sum_m \left( \tilde{h}_{xw}^m m u + \tilde{h}_{xw}^m m u \right).$$

$$\text{(A54)}$$

The RDM derivatives in Eq. (A49) are generically written as

$$\frac{\partial \gamma^{uv}_{xy} \ldots}{\partial c_I} = \langle \Phi | \hat{a}^{uv}_{xy} \ldots + \hat{a}^{xy}_{uv} \ldots | \Psi_0 \rangle.$$ 

$$\text{(A55)}$$

As such, the one- and two-body terms of Eq. (A49) can be computed using a standard CI sigma build with
the revised integrals \( g_u^\nu \) and \( s_{x'y}^{uv} \). In this work, we store the derivatives \( \partial \gamma_{uvw}^{xyz} / \partial c_I \) appeared in Eq. (A49), which requires further optimizations in the future.

Finally, for the \( Y \) term, we have

\[
\partial Y / \partial c_I = -2 \iota c_I. \quad (A56)
\]

The multiplier \( \iota \) can be easily obtained from Eq. (65) using Eq. (A49):

\[
\iota = \sum_{uv} g_u^\nu \gamma_u^\nu + \sum_{uxy} g_{x'y}^{uv} \gamma_{uv}^{xy} + \sum_{uvwxyz} g_{xyw}^{uv} \gamma_{uvw}^{xyz}, \quad (A57)
\]

using the fact that \( \gamma_{xy}^{uv} = \frac{1}{2} \sum_{M_0} c_I \partial \gamma_{uv}^{xy} / \partial c_I \). Note that \( \iota \) depends on the orbital multipliers \( \zeta_p^q \) and changes every iteration of solving the linear system [Eq. (66)].

**APPENDIX D. THE RESPONSE EQUATION FOR THE ORBITAL AND CI COEFFICIENTS**

We are now equipped to show all the components of the coupled linear system [Eq. (66)]. The four blocks of the coefficient matrix \( A \) can be written in the partial derivative form:

\[
A_{pq,rs}^{oo} = \frac{\partial}{\partial \xi_r^s} P(pq) \left( \frac{\partial F}{\partial \xi_r^s} \right) = \frac{\partial F_r^s}{\partial \xi_r^s} - \frac{\partial F_p^s}{\partial \xi_r^s}, \quad (A58)
\]

\[
A_{pq,J}^{oc} = \frac{\partial}{\partial \xi_J} P(pq) \left( \frac{\partial X}{\partial \xi_J} \right) = \frac{\partial X_J}{\partial \xi_J} - \frac{\partial X_p}{\partial \xi_J}, \quad (A59)
\]

\[
A_{1,r}^{co} = \frac{\partial}{\partial \xi_r} \frac{\partial}{\partial c_I} F = \frac{\partial F_r}{\partial c_I}, \quad (A60)
\]

\[
A_{1,J}^{cc} = \frac{\partial}{\partial \xi_J} \frac{\partial}{\partial c_I} X = \frac{\partial X_J}{\partial c_I}. \quad (A61)
\]

As such, the orbital [Eq. (62)] and CI [Eq. (64)] response equations can be written as

\[
\sum_{rs} G_{pq,rs} c_r^s + \sum_{J} M_0 A_{pq,J}^{oc} c_J = b_{pq}^o, \quad (A62)
\]

\[
\sum_{rs} G_{1,r}^{co} c_r^s + \sum_{J} M_0 A_{1,J}^{cc} c_J = b_1^c. \quad (A63)
\]
The block elements of the \( b \) vector on the right-hand-side of Eqs. (A62) and (A63) are given by

\[
b_{pq}^o = -\mathcal{P}(pq) \left( \frac{\partial}{\partial \theta^q_p} \left[ E_0 + \sum_{n=1}^2 (T_n + \mathcal{H}_n) \right] \right),
\]

(A64)

\[
b_{ij}^c = -\frac{\partial}{\partial c_I} (E + T_I + \mathcal{H}_I + \mathcal{Y}).
\]

(A65)

For \( b_{pq}^o \), all components of Eq. (A64) have been reported in Sec. C.3, specifically Eqs. (A36)–(A43). The expression of \( b_{ij}^c \) can be obtained using Eqs. (A49)–(A52) by omitting the \( \zeta^s \) contributions in Eqs. (A50) and (A51).

We may further express \( A_{pq,rs}^{oo} \) [Eq. (A58)] in terms of \( f_r^s \) and \( \tilde{f}_r^s \), resulting in the following cases:

\[
A_{pq,rs}^{oo} = \mathcal{P}(pq) \left[ 1 - \delta_{r \in V \delta_{s \in A}} \left( \partial f_r^s / \partial \theta^q_p \right) \right]
- \mathcal{P}(pq) \left[ \delta_{r \in D \delta_{s \in A}} \left( \partial f_r^s / \partial \theta^q_p \right) \right].
\]

(A66)

The partial derivatives appeared in Eq. (A66) are reported in Eqs. (A40) and (A46). Simplifications may be achieved by utilizing the CASSCF semicanonical orbital constraint [Eqs. (27) and (32)]. For example, when all \( p, q, r, s \in \mathbb{C} \), the expression of \( A_{pq,rs}^{oo} \) is simply

\[
A_{pq,rs}^{oo} = \Delta^p_q (\delta_r^s \delta_p^q + \delta_r^q \delta_p^s), \quad \forall p, q, r, s \in \mathbb{C}.
\]

(A67)

In Eq. (A59), the partial derivatives \( \partial X_J / \partial \theta^q_p \) yield:

\[
\left( \frac{\partial X_J}{\partial \theta^q_p} \right)^\perp = \delta_{q \in \mathbb{K}} \left( 2 \sum_{\nu} f_p^\nu \frac{\partial \tilde{\gamma}^q_{\nu}}{\partial \xi_J} + \sum_{vxy} v^x_{p\nu} \frac{\partial \tilde{\gamma}^q_{xy}}{\partial \xi_J} \right)
+ \delta_{q \in \mathbb{C}} \left( 2 \sum_{uv} v^q_{p\nu} \frac{\partial \tilde{\gamma}^u_{xy}}{\partial \xi_J} \right),
\]

(A68)

where \( \partial \tilde{\gamma}^{uv \ldots / \partial \xi_J} = \langle \Phi_J | \hat{\alpha}^{uv \ldots} | \Psi_0 \rangle \) and we only keep those components that are perpendicular to the CI vector \( e \). For the \( A_{I,rs}^{co} \) term [Eq. (A60)], we write

\[
A_{I,rs}^{co} = \left[ 1 - \delta_{r \in V \delta_{s \in A}} \right] \left( \frac{\partial f_r^s}{\partial c_I} \right) - \delta_{r \in D \delta_{s \in A}} \left( \frac{\partial \tilde{f}_r^s}{\partial c_I} \right).
\]

(A69)
Here, the derivatives of $f_s^r$ and $\tilde{f}_s^r$ with respect to $c_I$ are evaluated to be

$$\frac{\partial f_s^r}{\partial c_I} = \sum_{uv} \gamma_{uv}^s \frac{\partial \gamma_{uv}^s}{\partial c_I}, \quad (A70)$$

$$\frac{\partial \tilde{f}_s^r}{\partial c_I} = \sum_{v} \tilde{f}_p^v \frac{\partial \gamma_{uv}^s}{\partial c_I} + \frac{1}{2} \sum_{v} \gamma_{xy}^{pv} \frac{\partial \gamma_{xy}^{pv}}{\partial c_I}. \quad (A71)$$

Lastly, the $A_{I,J}^{cc}$ term [Eq. (A61)] can be easily derived using Eq. (A47):

$$A_{I,J}^{cc} = \langle \Phi_I | \hat{H}^a | \Phi_J \rangle. \quad (A72)$$
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