An improved Vision Transformer-based method for classifying surface defects in hot-rolled strip steel
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Abstract—A new Vision Transformer(ViT) model is proposed for the classification of surface defects in hot rolled strip, optimizing the poor learning ability of the original Vision Transformer model on smaller datasets. Firstly, each module of ViT and its characteristics are analyzed; Secondly, inspired by the deep learning model VGGNet, the multilayer fully connected layer in VGGNet is introduced into the ViT model to increase its learning capability; Finally, by performing on the X-SDD hot-rolled steel strip surface defect dataset. The effect of the improved algorithm is verified by comparison experiments on the X-SDD hot-rolled strip steel surface defect dataset. The test results show that the improved algorithm achieves better results than the original model in terms of accuracy, recall, F1 score, etc. Among them, the accuracy of the improved algorithm on the test set is 5.64% higher than ViT-Base and 2.64% higher than ViT-Huge; the accuracy is 4.68% and 1.36% higher than both of them, respectively.

1. Introduction
Currently, artificial intelligence is increasingly used in industrial inspection. Algorithms using artificial intelligence have been gradually replacing manual work in the field of hot rolled strip defect detection due to their more automated advantages. Hot rolled strips are strips and plates produced by hot rolling, which have important applications in many fields such as automobiles and home appliances. The detection of surface defects in hot rolled strip is an important part of hot rolled strip production and is closely related to the surface quality of the strip.

Different kinds of strip surface defects often require different methods of treatment. For example, red iron sheet defects need to be avoided by checking the heating temperature to ensure the proper rolling temperature, while severe slag inclusions defects have to be avoided by removing a portion of the strip with defects. If the strip surface defects are not treated correctly in time, it may lead to the problem of broken strips in the subsequent processing stage, affecting the next production; or the surface quality of the finished strip cannot meet the customer has to reduce the price of sales, thus bringing losses to the enterprise. Therefore, the classification of strip steel surface defects is of great importance. The traditional method of classifying surface defects of hot-rolled strip often relies on manual work, which can meet the needs of production to a certain extent, but there are problems such as low efficiency, long hours of work boring and easy to cause visual fatigue of staff, has been gradually replaced by the strip defect detection system, a typical strip defect detection system as shown in Figure 1.
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The steel strip defect detection system in Figure 1 has been widely used in actual production [1,2], and the defect detection system is mainly composed of detection devices, servers, and consoles. Among them, the inspection device includes industrial camera, industrial light source, protective cover, etc. The inspection devices are symmetrically distributed on the upper and lower surfaces of the strip, and each inspection device generally contains 5-7 industrial cameras. As the strip passes through the inspection device, the industrial camera's shield opens and the camera takes high-speed pictures of the strip surface at a rate of more than 20 frames per second and passes the picture data to the server via fiber optic or network cable, where the algorithm within the server collates and analyzes the picture data and later displays the results to the operator via the console. In this process, the algorithm within the server is the key; in this regard, a lot of research has been conducted by domestic and foreign scholars, and certain results have been achieved.

2. Related Work

In recent years, scholars have introduced convolutional neural networks (CNNs) for strip steel defect classification. Fu G et al [3] proposed a compact and effective convolutional neural network (CNN) model that emphasizes the training of low-level features and combines multiple sensory fields for fast and accurate steel surface defect classification. Y Liu et al [4] used GoogLeNet as the base model and added constant mapping to it to enhance the algorithm to some extent. The network achieves a speed of 125 FPS, which fully meets the real-time requirements of the actual steel strip production line. Konovalenko et al [5] used a deep learning model based on ResNet50 as the base classifier to perform classification experiments on planar images with three types of impairments, and the results showed that the model has excellent recognition ability, high speed and accuracy at the same time. X Feng et al [6] used the RepVGG model as the base classifier and added spatial attention to enhance the classification ability of the original model, and the improved model achieved the best results in terms of accuracy, recall, and other metrics.

The CNN-based model can automatically perform extraction of strip surface defect features, which improves the efficiency compared to manual feature extraction. However, due to the nature of the convolution operator, the resulting feature maps are locally sensitive; that is, CNNs are more adept at extracting locally valid information in images, but lack an overall grasp of the input data itself. If the algorithm needs to improve the CNN's ability to characterize the overall features of the image, it needs to use larger convolutional kernels and deeper convolution to expand the perceptual field of the model. This can lead to a dramatic increase in model complexity and even cause a dimensional catastrophe that makes training unconvergent.

To solve the above-mentioned problems caused by CNN induction bias (invariance of convolutional operations), scholars have used the Transformer model, which is entirely based on the attention mechanism, in the field of image classification in computer vision. The Transformer model [7], proposed by Google in 2017, was earlier used in Natural Language Processing (NLP) and achieved brilliant results in this field, which has now become a mainstream algorithm in the field of natural language processing. Inspired by this, the Vision Transformer (ViT) [8] model first applied...
Transformer to the field of image classification, and when pre-trained on a large amount of data and migrated to multiple medium-sized or small image recognition benchmarks, ViT yielded excellent results compared to state-of-the-art convolutional networks, while requiring relatively less computational resources for training.

Although ViT has some advantages over CNN, the algorithm requires a large amount of data for pre-training, and direct training on a small data set is not effective. In the problem of classifying surface defects of hot rolled steel strips, large-scale data sets for pre-training ViT algorithm do not exist yet, and the features of surface defects of steel strips are very different from those of existing large data sets, which makes it impossible to solve the problem of classifying surface defects of steel strips by pre-training on existing large data sets and then migrating them. Therefore, how to improve the ViT algorithm and enhance its classification capability with a small amount of data is the key to the problem.

3. Our Method

3.1. Vision Transformer

The design idea of Vision Transformer (ViT) is simple: first, the input image is divided into patches of fixed size, then the embedded patches are obtained by linear transformation, next, the embedded patches of the image are added with additional vectors (class token) and location information for classification into the ViT encoder for feature extraction. The structure of ViT is shown in Fig. 2.

![Fig. 2 The basic structure of ViT](image)

The original input image is divided equally into several small pieces, and each piece is straightened into a 1-dimensional vector. In this process, the width and height of each block need to be the same, and the original image needs to be divided into an integer number of blocks. After straightening, each vector is transformed linearly, and then a vector for classification is added, stitched together and position information is added. The collated vectors are fed into the Transformer encoder, and the MLP header, which contains two fully-connected layers, outputs the category to which the image belongs.

3.2. The Improvement of ViT

The original ViT model requires large-scale datasets for pre-training, which is very limited in the field of strip steel defects where large-scale datasets are lacking for pre-training. In order to optimize the effectiveness of the ViT model in the field of strip defects classification, this paper improves the original ViT model. The goal of this paper is to improve the classification accuracy index of the algorithm while reducing the computational complexity of the algorithm; so that the algorithm achieves better performance than before the improvement and lays a good foundation for further improvement.

As reducing the computational complexity tends to make the model have less number of parameters; while improving the classification accuracy of the model wants to increase the nonlinear expression capability of the model, which generally requires increasing the number of parameters of
the model. In order to meet the objectives of both model accuracy and efficiency improvement, the design idea of this paper is to reduce the width of the model while increasing the depth of the model.

First, for the original ViT model, we reduce the number of nodes in the encoder. The comparison of the modified results with the original ViT-related parameters is shown in Table 1. From the table, it can be seen that the hidden layer dimension \( D \) and MLP dimension are reduced significantly. Since the hidden layer dimension \( D \) and MLP dimension exist in each encoder layer, these two parameters are highly related to the number of parameters of the final model, so the number of parameters of the changed model will be effectively reduced.

| Model       | Hidden Layer Dimension \( D \) | MLP Dimension | Encoder layer |
|-------------|---------------------------------|---------------|---------------|
| ViT-Base    | 768                             | 3072          | 12            |
| ViT-Large   | 1024                            | 4096          | 24            |
| ViT-Huge    | 1280                            | 5120          | 24            |
| Ours method | 144                             | 100           | 12            |

In order to improve the model nonlinear expression capability, inspired by VGGNet[9] and AlexNet[10], two fully connected layers of the same size are added to the fully connected layer of ViT in this paper, so that the original fully connected structure of ViT with three layers becomes four layers. Compared with ViT-Base, the comparison diagram before and after the improvement is shown in Fig. 3.

(a) Before improvement  
(b) After improvement

Fig. 3 Multi-layer perceptron layer before and after improvement

The fully connected layer containing 3072 neurons in Figure 4(a) is replaced with a fully connected layer containing two 100-neuron layers in Figure 4(b). Although the number of participants in the two fully connected layers containing 100 neurons is approximately three times that of the single fully connected layer with 3072 neurons, the improved model reduces the hidden layer dimension from 768 to 144, and thus the number of participants remains relatively small in aggregate. Since the classification of strip surface defects requires a high level of abstraction of features for effective differentiation; therefore, theoretically a deeper fully connected layer in this paper would be more useful for classifying strip surface defects, which will be verified by experiments below.

4. The Experimental results

4.1 The dataset

The dataset used for the experiments in this paper is from the X-SDD hot-rolled strip surface defect dataset from the literature [6], which contains seven categories of defect data from the hot-rolled strip site. The dataset contains a total of 1360 defect images, of which 70%, i.e., 952 images, are selected as training samples and the remaining 408 images are used as test samples. The pattern of defects is shown in Figure 4, and the defects represented by (a)-(g) are: oxide scale of plate system, red iron sheet, surface scratches, slag inclusions, finishing rollprinting, iron sheet ash and oxide scale of temperature system, respectively. As can be seen from the figure, the data set selected in this paper has
a relatively obvious degree of differentiation, and defects can be accurately classified by human eyes; in practice, trained quality inspectors can classify these defects with nearly 100% accuracy. Therefore, this dataset can be used as a benchmark dataset to validate the improved ViT algorithm proposed in this paper.

Fig.4 X-SDD: Surface Defects Dataset for Hot Rolled Steel Strips

4.2 Experimental environment
The experiments in this paper were conducted in an Intel Core i3-4160 CPU (3.60G HZ) environment with 8G RAM and Win10 operating system. Random horizontal and vertical flips were used to enhance the dataset during the training phase, and the images were normalized using mean and variance. The input data size was uniformly adjusted to 224 pixel × 224 pixel, the batch size was set to 10, the learning rate was set to 0.0001, and the model was optimized using the Adam optimizer. 100 rounds of experiments were trained on the jupyter environment of Anaconda.

4.3 Experimental results and analysis
In this paper, several metrics are selected to evaluate the experimental results, such as January, Macro-recall, Macro-precision, and Macro-F1. Among them, Macro-recall, Macro-precision, and Macro-F1 are obtained by considering the multiclassification problem as multiple two The recalls, accuracies and F1 scores are averaged according to Equations (1)-(3).

\[
Recall = \frac{TP}{TP + FN} \tag{1}
\]

\[
Precision = \frac{TP}{TP + FP} \tag{2}
\]

\[
F_1 = \frac{2PR}{P + R} \tag{3}
\]

where TP denotes true cases, i.e., the total number of positive samples predicted by the classifier as positive TN denotes true negative cases, i.e., the total number of negative cases predicted by the classifier; FP denotes false positive cases, i.e., the total number of negative cases predicted by the classifier; and FN denotes true negative cases, i.e., the total number of positive cases predicted by the classifier. Considering each class as a binary classification problem with the sum of the other classes, we can obtain TP, TN, FP, and FN for each class, which leads to Eqs. (4)-(8).

\[
n_{\text{correct}} = TP_0 + TP_1 + \ldots + TP_{N-1} \tag{4}
\]

\[
Accuracy = \frac{n_{\text{correct}}}{n_{\text{total}}} \tag{5}
\]

\[
Macro - Recall = \sum_{i=1}^{N} Recall_i \tag{6}
\]

\[
Macro - Precision = \sum_{i=1}^{N} Precision_i \tag{7}
\]
where $N$ represents the defect type and $n_{\text{total}}$ represents the total number of samples. The experimental results are shown in Table 2.

| Model         | Accuracy | Macro-Recall | Macro-Precision | Macro-F1 |
|---------------|----------|--------------|-----------------|----------|
| ViT-Base      | 71.57%   | 72.81%       | 70.84%          | 69.84%   |
| ViT-Large     | 72.06%   | 67.77%       | 69.22%          | 68.04%   |
| ViT-Huge      | 74.75%   | 74.92%       | 74.16%          | 73.36%   |
| **Our Method** | **77.21%** | **74.38%**  | **75.52%**      | **74.12%** |

As can be seen from Table 2, compared to the three basic structures given in the literature [8], this paper, with simple modifications to the model, makes the model have higher Accuracy, Macro-Precision, and Macro-F1. The accuracy is 77.21%, which is 25.64% higher than ViT-Base, 25.64% higher than ViT-Large 5.15%, and also 2.46% higher than ViT-Huge; this indicates that the improved model improves significantly in the accuracy index. The improved model is only 0.46% smaller than ViT-Huge in the Macro-Recall metric, and is higher than the original ViT algorithm in all other metrics, which indicates that the improved model is balanced in all aspects. Among ViT-Base, ViT-Large, and ViT-Huge, ViT-Huge performs best in all four metrics, which indicates that a sufficiently large number of parameters can make the model achieve better results under the original ViT structure.

5. Conclusion
This paper pioneers the use of ViT method to classify the surface defects of hot rolled strip on X-SDD strip surface defect dataset, and improves the original ViT algorithm to propose a new ViT incorporating multiple fully connected layers. The performance of the improved model is substantially improved compared with the original ViT-Base. Nevertheless, the accuracy of the ViT algorithm in classifying surface defects in strip steel needs to be further improved, and further work will be carried out subsequently.
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