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Abstract
Intelligent agents should be able to learn useful representations by observing changes in their environment. We model such observations as pairs of non-i.i.d. images sharing at least one of the underlying factors of variation. First, we theoretically show that only knowing how many factors have changed, but not which ones, is sufficient to learn disentangled representations. Second, we provide practical algorithms that learn disentangled representations from pairs of images without requiring annotation of groups, individual factors, or the number of factors that have changed. Third, we perform a large-scale empirical study and show that such pairs of observations are sufficient to reliably learn disentangled representations on several benchmark data sets. Finally, we evaluate our learned representations and find that they are simultaneously useful on a diverse suite of tasks, including generalization under covariate shifts, fairness, and abstract reasoning. Overall, our results demonstrate that weak supervision enables learning of useful disentangled representations in realistic scenarios.

1. Introduction
A recent line of work argued that representations which are disentangled offer useful properties such as interpretability (Adel et al., 2018; Bengio et al., 2013; Higgins et al., 2017a), predictive performance (Locatello et al., 2019b; 2020), reduced sample complexity on abstract reasoning tasks (van Steenkiste et al., 2019), and fairness (Locatello et al., 2019a; Creager et al., 2019). The key underlying assumption is that high-dimensional observations \( x \) (such as images or videos) are in fact a manifestation of a low-dimensional set of independent ground-truth factors of variation \( z \) (Locatello et al., 2019b; Bengio et al., 2013; Tschannen et al., 2018). The goal of disentangled representation learning is to learn a function \( r(x) \) mapping the observations to a low-dimensional vector that contains all the information about each factor of variation, with each coordinate (or a subset of coordinates) containing information about only one factor. Unfortunately, Locatello et al. (2019b) showed that the unsupervised learning of disentangled representations is theoretically impossible from i.i.d. observations without inductive biases. In practice, they observed that unsupervised models exhibit significant variance depending on hyperparameters and random seed, making their training somewhat unreliable.

On the other hand, many data modalities are not observed as i.i.d. samples from a distribution (Dayan, 1993; Storck et al., 1995; Hochreiter & Schmidhuber, 1999; Bengio et al., 2013; Peters et al., 2017; Thomas et al., 2017; Schölkopf, 2019). Changes in natural environments, which typically correspond to changes of only a few underlying factors of variation, provide a weak supervision signal for representation learning algorithms (Földiák, 1991; Schmidt et al., 2007; Bengio, 2017; Bengio et al., 2019). State-of-the-art weakly-supervised disentanglement methods (Bouchacourt et al., 2018; Hosoya, 2019; Shu et al., 2019).
assume that observations belong to annotated groups where two things are known at training time: (i) the relation between images in the same group, and (ii) the group each image belongs to. Bouchacourt et al. (2018) and Hosoya (2019) consider groups of observations differing in precisely one of the underlying factors. An example of such a group are images of a given object with a fixed orientation, in a fixed scene, but of varying color. Shu et al. (2020) generalized this notion to other relations (e.g., single shared factor, ranking information). In general, precise knowledge of the groups and their structure may require either explicit human labeling or at least strongly controlled acquisition of the observations. As a motivating example, consider the video feedback of a robotic arm. In two temporally close frames, both the manipulated objects and the arm may have changed their position, the objects themselves may be different, or the lighting conditions may have changed due to failures.

In this paper, we consider learning disentangled representations from pairs of observations which differ by a few factors of variation (Bengio, 2017; Schmidt et al., 2007; Bengio et al., 2019) as in Figure 1. Unlike previous work on weakly-supervised disentanglement, we consider the realistic and broadly applicable setting where we observe pairs of images and have no additional annotations: It is unknown which and how many factors of variation have changed. In other words, we do not know which group each pair belongs to, and what is the precise relation between the two images. The only condition we require is that the two observations are different and that the change in the factors is not dense. The key contributions of this paper are:

- We present simple adaptive group-based disentanglement methods which do not require annotations of the groups, as opposed to (Bouchacourt et al., 2018; Hosoya, 2019; Shu et al., 2020). Our approach is readily applicable to a variety of settings where groups of non-i.i.d. observations are available with no additional annotations.
- We theoretically show that identifiability is possible from non-i.i.d. pairs of observations under weak assumptions. Our proof motivates the setup we consider, which is identifiable as opposed to the standard one, which was proven to be non-identifiable (Locatello et al., 2019b). Further, we use theoretical arguments to inform the design of our algorithms, recover existing group-based VAE methods (Bouchacourt et al., 2018; Hosoya, 2019) as special cases, and relax their impractical assumptions.
- We perform a large-scale reproducible experimental study training over 15 000 disentanglement models and over one million downstream classifiers\(^1\) on five different data sets, one of which consisting of real images of a robotic platform (Gondal et al., 2019).

\(^1\)We invested approximately 5.85 GPU years (NVIDIA P100) for our experimental evaluation.

We demonstrate that one can reliably learn disentangled representations with weak supervision only, without relying on supervised disentanglement metrics for model selection, as done in previous works. Further, we show that these representations are useful on a diverse suite of downstream tasks, including a novel experiment targeting strong generalization under covariate shifts, fairness (Locatello et al., 2019a) and abstract visual reasoning (van Steenkiste et al., 2019).

2. Related work

Recovering independent components of the data generating process is a well-studied problem in machine learning. It has roots in the independent component analysis (ICA) literature, where the goal is to unmix independent non-Gaussian sources of a \(d\)-dimensional signal (Comon, 1994). Crucially, identifiability is not possible in the nonlinear case from i.i.d. observations (Hyvärinen & Pajunen, 1999). Recently, the ICA community has considered weak forms of supervision such as temporal consistency (Hyvärinen & Morioka, 2016, 2017), auxiliary supervised information (Hyvarinen et al., 2019; Khemakhem et al., 2019), and multiple views (Gresele et al., 2019). A parallel thread of work has studied distribution shifts by identifying changes in causal generative factors (Zhang et al., 2015; 2017; Huang et al., 2017), which is linked to a causal view of disentanglement (Suter et al., 2019; Schölkopf, 2019).

On the other hand, more applied machine learning approaches have experienced the opposite shift. Initially, the community focused on more or less explicit and task dependent supervision (Reed et al., 2014; Yang et al., 2015; Kulkarni et al., 2015; Cheung et al., 2014; Mathieu et al., 2016; Narayanaswamy et al., 2017). For example, a number of works rely on known relations between the factors of variation (Karaletsos et al., 2015; Whitney et al., 2016; Fracaro et al., 2017; Denton & Birodkar, 2017; Hsu et al., 2017; Yingzhen & Mardt, 2018; Locatello et al., 2018) and disentangling motion and pose from content (Hsieh et al., 2018; Fortuin et al., 2019; Deng et al., 2017; Goroshin et al., 2015).

Recently, there has been a renewed interest in the unsupervised learning of disentangled representations (Higgins et al., 2017a; Burgess et al., 2018; Kim & Mnih, 2018; Chen et al., 2018; Kumar et al., 2018) along with quantitative evaluation (Kim & Mnih, 2018; Eastwood & Williams, 2018; Kumar et al., 2018; Chen et al., 2018; Ridgeway & Mozer, 2018; Duan et al., 2019). After Locatello et al. (2019b) proved that unsupervised learning of disentangled representations is theoretically impossible without inductive biases, the focus shifted back to semi-supervised (Locatello et al., 2020; Sorrenson et al., 2020; Khemakhem et al., 2019) and weakly-supervised approaches (Bouchacourt et al., 2018; Hosoya, 2019; Shu et al., 2020).
3. Generative models

We first describe the generative model commonly used in the disentanglement literature, and then turn to the weakly-supervised model used in this paper.

**Unsupervised generative model** First, a \( z \) is drawn from a set of independent ground-truth factors of variation \( p(z) = \prod_i p(z_i) \). Second, the observations are obtained as draws from \( p(x|z) \). The factors of variation \( z_i \) do not need to be one-dimensional but we assume so to simplify the notation.

**Disentangled representations** The goal of disentanglement learning is to learn a mapping \( r(x) \) where the effect of the different factors of variation is axis-aligned with different coordinates. More precisely, each factor of variation \( z_i \) is associated with exactly one coordinate (or group of coordinates) of \( r(x) \) and vice-versa (and the groups are non-overlapping). As a result, varying one factor of variation and keeping the others fixed results in a variation of exactly one coordinate (group of coordinates) of \( r(x) \). Locatello et al. (2019b) theoretically showed that learning such a mapping \( r \) is theoretically impossible without inductive biases or some other, possibly weak, form of supervision.

**Weakly-supervised generative model** We study learning of disentangled image representations from paired observations, for which some (but not all) factors of variation have the same value. This can be modeled as sampling two images from the causal generative model with an intervention (Peters et al., 2017) on a random subset of the factors of variation. Our goal is to use the additional information given by the pair (as opposed to a single image) to learn a disentangled image representations. We generally do not assume knowledge of which or how many factors are shared, i.e., we do not require controlled acquisition of the observations. For example, we may want to learn a disentangled representation of a robot arm observed through a camera: In two temporally close frames some joint angles will likely have changed, but others will have remained constant. Other factors of variation may also change independently of the actions of the robot. An example can be seen in Figure 1 (right) where the first degree of freedom of the arm and the color of the background changed. More generally this observation model applies to many practical scenarios.

4. Identifiability and algorithms

First, we show that, as opposed to the unsupervised case (Locatello et al., 2019b), the generative model (1)–(2) is identifiable under weak additional assumptions. Note that the joint distribution of all random variables factorizes as

\[
p(x_1, x_2, z, \tilde{z}, S) = p(x_1|z)p(x_2|f(z, \tilde{z}, S))p(z)p(\tilde{z})p(S)
\]

where the likelihood terms have the same distribution, i.e.,

\[
p(x_1|z) = p(x_2|\tilde{z}), \forall \tilde{z} \in \text{supp}(p(z)).
\]

We show that to learn a disentangled generative model of the data \( p(x_1, x_2) \) it is therefore sufficient to recover a factorized latent distribution with factors \( p(z_i) = p(\tilde{z}_i) \), a corresponding likelihood \( q(x_1|\cdot) = q(x_2|\cdot) \), as well as a distribution \( p(S) \) over \( S \), which together satisfy the constraints of the true generative model (1)–(2) and match the true \( p(x_1, x_2) \) after marginalization over \( \tilde{z}, \hat{z}, \hat{S} \) when substituted into (3).

**Theorem 1.** Consider the generative model (1)–(2). Further assume that \( p(z_i) = p(\tilde{z}_i) \) are continuous distributions, \( p(S) \) is a distribution over \( S \) s.t. for \( S, S' \sim p(S) \) we have \( P(S \cap S' = \{i\}) > 0, \forall i \in [d] \). Let \( g^* : \mathcal{Z} \to \mathcal{X} \) in (2) be smooth and invertible on \( \mathcal{X} \) with smooth inverse (i.e., a diffeomorphism). Given unlimited data from \( p(x_1, x_2) \) and the true (fixed) \( k \), consider all tuples \( (z_i, q(x_1|z_i), p(S)) \) obeying these assumptions and matching \( p(x_1, x_2) \) after marginalization over \( z, \tilde{z}, \hat{S} \) when substituted in (3). Then, the posteriors \( q(\hat{z}|x_1) = q(x_1|z)p(z)/p(x_1) \) are disentangled in the sense that the aggregate posteriors \( q(\hat{z}) = \int q(\hat{z}|x_1)p(x_1)dx_1 = \iint q(\hat{z}|x_1)p(x_1|z)p(z)dzdx_1 \) are
We conceive two weakly-supervised generative models. First note that the aggregate posterior \(q(\hat{z})\) is a coordinate-wise reparameterization of the true distribution of the factors of variation (up to index permutations). In other words, there exists a one-to-one mapping between every entry of \(z\) and a unique matching entry of \(\hat{z}\), and thus a change in a single coordinate of \(z\) implies a change in a single matching coordinate of \(\hat{z}\) (Bengio et al., 2013). Changing the observation model from single i.i.d. observations to non-i.i.d. pairs of observations generated according to the generative model (1)–(2) allows us to bypass the non-identifiability result of (Locatello et al., 2019b). Our result requires strictly weaker assumptions than the result of Shu et al. (2020) as we do not require group annotations, but only knowledge of \(k\). As we shall see in Section 4.1, \(k\) can be cheaply and reliably estimated from data at run-time. Although the weak assumptions of Theorem 1 may not be satisfied in practice, we will show that the proof can inform practical algorithm design.

### 4.1. Practical adaptive algorithms

We conceive two \(\beta\)-VAE (Higgins et al., 2017a) variants tailored to the weakly-supervised generative model (1)–(2) and a selection heuristic to deal with unknown and random \(k\). We will see that these simple models can very reliably learn disentangled representations.

The key differences between theory and practice are that: (i) we use the ELBO and amortized variational inference for distribution matching (the true and learned distributions will not exactly match after training), (ii) we have access to a finite number of data only, and (iii) the theory assumes known, fixed \(k\), but \(k\) might be unknown and random.

**Enforcing the structural constraints** Here we present a simple structure for the variational family that allows us to tractably perform approximate inference on the weakly-supervised generative model. First note that the alignment constraints imposed by the generative model (see (7) and (8) evaluated for \(g = g^*\) in Appendix A) imply for the true posterior

\[
p(z_i | x_1) = p(z_i | x_2) \quad \forall i \in S,
\]

\[
p(z_i | x_1) \neq p(z_i | x_2) \quad \forall i \notin S,
\]

(with probability 1) and we want to enforce these constraints on the approximate posterior \(q_{\phi}(\hat{z}|x)\) of our learned model. However, the set \(S\) is unknown. To obtain an estimate \(\hat{S}\) of \(S\) we therefore choose for every pair \((x_1, x_2)\) the \(d-k\) coordinates with the smallest \(D_{KL}(q_{\phi}(\hat{z}_i | x_1) || q_{\phi}(\hat{z}_i | x_2))\). To impose the constraint (4) we then replace each shared coordinate with some average \(a\) of the two posteriors

\[
\tilde{q}_{\phi}(\hat{z}_i | x_1) = a(q_{\phi}(\hat{z}_i | x_1), q_{\phi}(\hat{z}_i | x_2)) \quad \forall i \in \hat{S},
\]

\[
\tilde{q}_{\phi}(\hat{z}_i | x_1) = q_{\phi}(\hat{z}_i | x_1) \quad \text{else},
\]

and obtain \(\tilde{q}_{\phi}(\hat{z}_i | x_2)\) in analogous manner. As we later simply use the averaging strategies of the Group-VAE (GVAE) (Hosoya, 2019) and the Multi Level-VAE (ML-VAE) (Bouchacourt et al., 2018), we term variants of our approach which infers the groups and their properties adaptively Adaptive-Group-VAE (Ada-GVAE) and Adaptive-ML-VAE (Ada-ML-VAE), depending on the choice of the averaging function \(a\). We then optimize the following variant of the \(\beta\)-VAE objective

\[
\max_{\phi, \theta} E_{(x_1, x_2)}[\log(p_{\theta}(x_1 | \hat{z}))]
\]

\[
+ E_{q_{\phi}(\hat{z}|x_1)}[\log(p_{\theta}(x_2 | \hat{z}))]
\]

\[
- \beta D_{KL}(q_{\phi}(\hat{z}|x_1) || p_{\theta}(\hat{z}))
\]

\[
- \beta D_{KL}(q_{\phi}(\hat{z}|x_2) || p_{\theta}(\hat{z}))
\]

where \(\beta \geq 1\) (Higgins et al., 2017a). The advantage of this averaging-based implementation of (4), over implementing it, for instance, via a \(D_{KL}\)-term that encourages the distributions of the shared coordinates \(\hat{S}\) to be similar, is that averaging imposes a hard constraint in the sense that \(q_{\phi}(\hat{z}|x_1)\) and \(q_{\phi}(\hat{z}|x_2)\) can jointly encode only one value per shared coordinate. This in turn implicitly enforces the constraint (5) as the non-shared dimensions need to be efficiently used to encode the non-shared factors of \(x_1\) and \(x_2\).

We emphasize that the objective (6) is a simple modification of the \(\beta\)-VAE objective and is very easy to implement. Finally, we remark that invoking Theorem 4 of (Khemakhem et al., 2019), we achieve consistency under maximum likelihood estimation up to the equivalence class in our Theorem 1, for \(\beta = 1\) and in the limit of infinite data and capacity.

**Inferring \(k\)** In the (practical) scenario where \(k\) is unknown, we use the threshold

\[
\tau = \frac{1}{2} \left( \max_i \delta_i + \min_i \delta_i \right),
\]

where \(\delta_i = D_{KL}(q_{\phi}(\hat{z}_i | x_1) || q_{\phi}(\hat{z}_i | x_2))\), and average the coordinates with \(\delta_i < \tau\). This heuristic is inspired by the “elbow method” (Ketchen & Shook, 1996) for model selection in \(k\)-means clustering and \(k\)-singular value decomposition and we found it to work surprisingly well in practice (see the experiments in Section 5). This estimate relies on the assumption that not all factors have changed. All our adaptive methods use this heuristic. Although a formal recovery argument cannot be made for arbitrary data sets, inductive biases may limit the impact of an approximate
k in practice. We further remark that this heuristic always yields the correct k if the encoder is disentangled.

**Relation to prior work** Closely related to the proposed objective (6) the GVAE of Hosoya (2019) and the ML-VAE of Bouchacourt et al. (2018) assume S is known and implement a using different averaging choices. Both assume Gaussian approximate posteriors where \(\mu_j, \Sigma\) are the mean and variance of \(q(z_j|x_j)\) and \(\mu, \Sigma\) are the mean and variance of \(q(\hat{z}_j|x_j)\). For the coordinates in S, the GVAE uses a simple arithmetic mean \((\mu = \frac{1}{2}(\mu_1 + \mu_2)\) and \(\Sigma = \frac{1}{2}(\Sigma_1 + \Sigma_2)\)) and the ML-VAE takes the product of the encoder distributions, with \(\mu, \Sigma\) taking the form:

\[
\Sigma^{-1} = \Sigma_1^{-1} + \Sigma_2^{-1}, \quad \mu^T = (\mu_1^T\Sigma_1^{-1} + \mu_2^T\Sigma_2^{-1})\Sigma.
\]

Our approach critically differs in the sense that S is not known and needs to be estimated for every pair of images.

Recent work combines non-linear ICA with disentanglement (Khemakhem et al., 2019; Sorrenson et al., 2020). Critically, these approaches are based on the setup of Hyvarinen et al. (2019) which requires access to label information \(u\) such that \(p(z|u)\) factorizes as \(\prod_i p(z_i|u)\). In contrast, we base our work on the setup of Gresele et al. (2019), which only assumes access to two sufficiently distinct views of the latent variable. Shu et al. (2020) train the same type of generative models over paired data but use a GAN objective where inference is not required. However, they require known and fixed k as well as annotations of which factors change in each pair.

**5. Experimental results**

**Experimental setup** We consider the setup of Locatello et al. (2019b). We use the five data sets where the observations are generated as deterministic functions of the factors of variation: *dSprites* (Higgins et al., 2017a), *Cars3D* (Reed et al., 2015), *SmallNORB* (LeCun et al., 2004), *Shapes3D* (Kim & Mnih, 2018), and the real-world robotics data set *MPI3D* (Gondal et al., 2019). Our unsupervised baselines correspond to a cohort of 9000 unsupervised models \(\beta\)-VAE (Higgins et al., 2017a), AnnealedVAE (Burgess et al., 2018), Factor-VAE (Kim & Mnih, 2018), \(\beta\)-TCVAE (Chen et al., 2018), DIP-VAE-I and II (Kumar et al., 2018), each with the same six hyperparameters from Locatello et al. (2019b) and 50 random seeds.

To create data sets with weak supervision from the existing disentanglement data sets, we first sample from the discrete \(z\) according to the ground-truth generative model (1)–(2). Then, we sample \(k\) factors of variation that should not be shared by the two images and re-sample those coordinates to obtain \(\hat{z}\). This ensures that each image pair differs in at most \(k\) factors of variation. For \(k\) we consider the range from 1 to \(d - 1\). This last setting corresponds to the case where all but one factor of variation are re-sampled. We study both the case where \(k\) is constant across all pairs in the data set and where \(k\) is sampled uniformly in the range \([d - 1]\) for every training pair \((k = \text{Rnd} \text{ in the following})\). Unless specified otherwise, we aggregate the results for all values of \(k\).

For each data set, we train four weakly-supervised methods: Our adaptive and vanilla (group-supervision) variants of GVAE (Hosoya, 2019) and ML-VAE (Bouchacourt et al., 2018). For each approach we consider six values for the regularization strength and 10 random seeds, training a total of 6000 weakly-supervised models. We perform model selection using the weakly-supervised reconstruction loss (i.e., the sum of the first two terms in (6))\(^2\). We stress that we do not require labels for model selection.

To evaluate the representations, we consider the disentanglement metrics in Locatello et al. (2019b): BetaVAE score (Higgins et al., 2017a), FactorVAE score (Kim & Mnih, 2018), Mutual Information Gap (MIG) (Chen et al., 2018), Modularity (Ridgeway & Mozer, 2018), DCI Disentanglement (Eastwood & Williams, 2018) and SAP score (Kumar et al., 2018). To directly compare the disentanglement produced by different methods, we report the DCI Disentanglement (Eastwood & Williams, 2018) in the main text and defer the plots with the other scores to the appendix as the same conclusions can be drawn based on these metrics. Appendix B contains full implementation details.

**5.1. Is weak supervision enough for disentanglement?**

In Figure 2, we compare the performance of the weakly-supervised methods with \(k = \text{Rnd}\) against the unsupervised methods. Unlike in unsupervised disentanglement with \(\beta\)-VAEs where \(\beta \gg 1\) is common, we find \(\beta = 1\) (the ELBO) performs best in most cases. We clearly observe that weakly-supervised models outperform the unsupervised ones. In Figure 6 in the appendix, we further observe that they are competitive even if we allow fully supervised model selection on the unsupervised models. The Ada-GVAE performs similarly to the Ada-ML-VAE. For this reason, we focus the following analysis on the Ada-GVAE, and include Ada-ML-VAE results in Appendix C.

**Summary** With weak supervision, we reliably learn disentangled representations that outperform unsupervised ones. Our representations are competitive even if we perform fully supervised model selection on the unsupervised models.

**5.2. Are our methods adaptive to different values of \(k\)?**

In Figure 3 (left), we report the performance of Ada-GVAE without model selection for different values of \(k\) on MPI3D

\(^{2}\)In Figure 9 in the appendix, we show that the training loss and the ELBO correlate similarly with disentanglement.
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Figure 2. Our adaptive variants of the group-based disentanglement methods (models 6 and 7) significantly and consistently outperform unsupervised methods. In particular, the Ada-GVAE consistently yields the same or better performance than the Ada-ML-VAE. In this experiment, we consider the case where the number of shared factors of variation is random and different for every pair with high probability ($k = \text{Rnd}$). Legend: 0=$\beta$-VAE, 1=FactorVAE, 2=$\beta$-TCVAE, 3=DIP-VAE-I, 4=DIP-VAE-II, 5=AnnealedVAE, 6=Ada-ML-VAE, 7=Ada-GVAE

Figure 3. (left) Performance of the Ada-GVAE with different $k$ on MPI3D. The algorithm adapts well to the unknown $k$ and benefits from sparser changes. (center and right) Comparison of Ada-ML-VAE with the vanilla ML-VAE which assumes group knowledge. We note that group knowledge may improve performance (center) but can also hurt when it is incomplete (right).

We observe that Ada-GVAE is indeed adaptive to different values of $k$ and it achieves better performance when the change between the factors of variation is sparser. Note that our method is agnostic to the sharing pattern between the image pairs. In applications where the number of shared factors is known to be constant, the performance may thus be further improved by injecting this knowledge into the inference procedure.

Summary

Our approach makes no assumption of which and how many factors are shared and successfully adapts to different values of $k$. The sparser the difference on the factors of variation, the more effective our method is in using weak supervision and learning disentangled representations.

5.3. Supervision-performance trade-offs

The case $k = 1$ where we actually know which factor of variation is not shared was previously considered in (Bouchacourt et al., 2018; Hosoya, 2019; Shu et al., 2020). Clearly, this additional knowledge should lead to improvements over our method. On the other hand, this information may be correct but incomplete in practice: For every pair of images, we know about one factor of variation that has changed but it may not be the only one. We therefore also consider the setup where $k = \text{Rnd}$ but the algorithm is only informed about one factor. Note that the original GVAE assumes group knowledge, so we directly compare its performance with our Ada-GVAE. We defer the comparison with ML-VAE (Bouchacourt et al., 2018) and with the GAN-based approaches of (Shu et al., 2020) to Appendix C.3.

In Figure 3 (center and right), we observe that when $k = 1$, the knowledge of which factor was changed generally improves the performance of weakly-supervised methods on MPI3D. On the other hand, the GVAE is not robust to incomplete knowledge as its performance degrades when the factor that is labeled as non-shared is not the only one. The performance degradation is stronger on the data sets with more factors of variation (dSprites/Shapes3D/MPI3D) as can be seen in Figure 12 in the appendix. This may not come as a surprise as group-based disentanglement methods all assume that the group knowledge is precise.

Summary Whenever the groups are fully and precisely known, this information can be used to improve disentanglement. Even though our adaptive method does not use group annotations, its performance is often comparable to the methods of (Bouchacourt et al., 2018; Hosoya, 2019; Shu et al., 2020). On the other hand, in practical applications there may not be precise control of which factors have changed. In this scenario, relying on incomplete group knowledge significantly harms the performance of GVAE and ML-VAE as they assume exact group knowledge. A blend between our adaptive variant and the vanilla GVAE may further improve performance when only partial group knowledge is available.

5.4. Are weakly-supervised representations useful?

In this section, we investigate whether the representations learned by our Ada-GVAE are useful on a variety of tasks. We show that representations with small weakly-supervised reconstruction loss (the sum of the first two terms in (6)) achieve improved downstream performance (Locatello et al., 2019b; 2020), improved downstream generalization (Peters et al., 2017) under covariate shifts (Shimodaira, 2000; Quionero-Candela et al., 2009; Ben-David et al., 2010), fairer downstream predictions (Locatello et al., 2019a), and improved sample complexity on an abstract reasoning task (van Steenkiste et al., 2019). To the best of our
knowledge, strong generalization under covariate shift has not been tested on disentangled representations before.

**Key insight** We remark that the usefulness insights of Locatello et al. (2019b; 2020; 2019a); van Steenkiste et al. (2019) are based on the assumption that disentangled representations can be learned without observing the factors of variation. They consider models trained without supervision and argue that some of the supervised disentanglement scores (which require explicit labeling of the factors of variation) correlate well with desirable properties. In stark contrast, we here show that all these properties can be achieved simultaneously using only weakly-supervised data.

### 5.4.1. Downstream Performance

In this section, we consider the prediction task of Locatello et al. (2019b) that predicts the values of the factors of variation from the representation. We also evaluate whether our weakly-supervised reconstruction loss is a good proxy for downstream performance. We use a setup identical to Locatello et al. (2019b) and train the same logistic regression and gradient boosted decision trees (GBT) on the learned representations using different sample sizes (10/100/1000/10000). All test sets contain 5000 examples.

In Figure 4 (left), we observe that the weakly-supervised reconstruction loss of Ada-GVAE is generally anti-correlated with downstream performance. The best weakly-supervised disentanglement methods thus learn representations that are useful for training accurate classifiers downstream.

**Summary** The weakly-supervised reconstruction loss of our Ada-GVAE is a useful proxy for downstream accuracy.

### 5.4.2. Generalization under covariate shift

Assume we have access to a large pool of unlabeled paired data and our goal is to solve a prediction task for which we have a smaller labeled training set. Both the labeled training set and test set are biased, but with different biases. For example, we want to predict object shape but our training set contains only red objects, whereas the test set does not contain any red objects. We create a biased training set by performing an intervention on a random factor of variation (other than the target variable), so that its value is constant in the whole training set. We perform another intervention on the test set, so that the same factor can take all other values. We train a GBT classifier on 10000 examples from the representations learned by Ada-GVAE. For each target factor of variation, we repeat the training of the classifier 10 times for different random interventions. For this experiment, we consider only dSprites, Shapes3D and MPI3D since Cars3D and SmallNORB are too small (after an intervention on their most fine grained factor of variation, they only contain 96 and 270 images respectively).

In Figure 4 (center) we plot the rank correlation between disentanglement scores and weakly-supervised reconstruction, and the results for generalization under covariate shifts for Ada-GVAE. We note that both the disentanglement scores and our weakly-supervised reconstruction loss are correlated with strong generalization. In Figure 4 (right), we highlight the gap between the performance of a classifier trained on a normal train/test split (which we refer to as weak generalization) as opposed to this covariate shift setting. We do not perform model selection, so we can show the performance of the whole range of representations. We observe that there is a gap between weak and strong generalization but the distributions of accuracies significantly overlap and are significantly better than a naive classifier based on the prior distribution of the classes.

**Summary** Our results provide compelling evidence that disentanglement is useful for strong generalization under covariate shifts. The best Ada-GVAE models in terms of weakly-supervised reconstruction loss are useful for training classifiers that generalize under covariate shifts.

### 5.4.3. Fairness

Recently, Locatello et al. (2019a) showed that disentangled representations may be useful to train robust classifiers that are fairer to unobserved sensitive variables independent of the target variable. While they observed a strong correlation...
Weakly-Supervised Disentanglement Without Compromises

Figure 5. (left) Rank correlation between both disentanglement scores and our weakly-supervised reconstruction loss with the unfairness of GBT10000 on all the data sets for Ada-GVAE. (center) Unfairness of the unsupervised methods with the semi-supervised model selection heuristic of (Locatello et al., 2019a) and our weakly-supervised Ada-GVAE with \( k = 1 \). (right) Rank correlation with downstream accuracy of the abstract visual reasoning models of (van Steenkiste et al., 2019) throughout training (i.e., for different sample sizes).

between demographic parity (Calders et al., 2009; Zliobaite, 2015) and disentanglement, the applicability of their approach is limited by the fact that disentangled representations are difficult to identify without access to explicit observations of the factors of variation (Locatello et al., 2019b).

Our experimental setup is identical to the one of Locatello et al. (2019a) and we measure unfairness of a classifier as in Locatello et al. (2019a, Section 4). In Figure 5 (left), we show that the weakly-supervised reconstruction loss of our Ada-GVAE correlates with unfairness as strongly as the disentanglement scores, even though the former can be computed without observing the factors of variation. In particular, we can perform model selection without observing the sensitive variable. In Figure 5 (center), we show that our Ada-GVAE with \( k = 1 \) and model selection allows us to train and identify fairer models compared to the unsupervised models of Locatello et al. (2019a). Furthermore, their model selection heuristic is based on downstream performance which requires knowledge of the sensitive variable. From both plots we conclude that our weakly-supervised reconstruction loss is a good proxy for unfairness and allows us to train fairer classifiers in the setup of Locatello et al. (2019a) even if the sensitive variable is not observed.

Summary We showed that using weak supervision, we can train and identify fairer classifiers in the sense of demographic parity (Calders et al., 2009; Zliobaite, 2015). As opposed to Locatello et al. (2019a), we do not need to observe the target variable and yet, our principled weakly-supervised approach outperforms their semi-supervised heuristic.

5.4.4. Abstract Visual Reasoning

Finally, we consider the abstract visual reasoning task of van Steenkiste et al. (2019). This task is based on Raven’s progressive matrices (Raven, 1941) and requires completing the bottom right missing panel of a sequence of context panels arranged in a 3 \( \times \) 3 grid (see Figure 17 (left) in the appendix). The algorithm is presented with six potential answers and needs to choose the correct one. To solve this task, the model has to infer the abstract relationships between the panels. We replicate the experiment of van Steenkiste et al. (2019) on Shapes3D under the same exact experimental conditions (see Appendix B for more details).

In Figure 5 (right), one can see that at low sample sizes, the weakly-supervised reconstruction loss is strongly anti-correlated with performance on the abstract visual reasoning task. As previously observed by van Steenkiste et al. (2019), this benefit only occurs at low sample sizes.

Summary We demonstrated that training a relational network on the representations learned by our Ada-GVAE improves its sample efficiency. This result is in line with the findings of van Steenkiste et al. (2019) where disentanglement was found to correlate positively with improved sample complexity.

6. Conclusion

In this paper, we considered the problem of learning disentangled representations from pairs of non-i.i.d. observations sharing an unknown, random subset of factors of variation. We demonstrated that, under certain technical assumptions, the associated disentangled generative model is identifiable. We extensively discussed the impact of the different supervision modalities, such as the degree of group-level supervision, and studied the impact of the (unknown) number of shared factors. These insights will be particularly useful to practitioners having access to specific domain knowledge. Importantly, we show how to select models with strong performance on a diverse suite of downstream tasks without using supervised disentanglement metrics, relying exclusively on weak supervision.

This result is of great importance as the community is becoming increasingly interested in the practical benefits of disentangled representations (van Steenkiste et al., 2019; Locatello et al., 2019a; Creager et al., 2019; Chao et al., 2019; Iten et al., 2020; Chartsias et al., 2019; Higgins et al., 2017b). Future work should apply the proposed framework to challenging real-world data sets where the factors of variation are not observed and extend it to an interactive setup involving reinforcement learning.
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A. Proof of Theorem 1

Recall that the true marginal likelihoods \( p(\mathbf{x}_1|\cdot) = p(\mathbf{x}_2|\cdot) \), are completely specified through the smooth, invertible function \( g^* \). The corresponding posteriors \( p(\cdot|\mathbf{x}_1) = p(\cdot|\mathbf{x}_2) \) are completely determined by \( g^{-1} \). The model family for candidate marginal likelihoods \( q(\mathbf{x}_1|\cdot) = q(\mathbf{x}_2|\cdot) \) and corresponding posteriors \( q(\cdot|\mathbf{x}_1) = q(\cdot|\mathbf{x}_2) \) are hence conditional distributions specified by the set of smooth invertible functions \( g: \mathcal{Z} \to \mathcal{X} \) and their inverses \( g^{-1} \), respectively.

In order to prove identifiability, we show that every candidate posterior distribution \( q(\mathbf{z}|\mathbf{x}_1) \) (more precisely, the corresponding \( g \)) on the generative model (1)–(2) satisfying the assumptions stated in Theorem 1 inverts \( g^* \) in the sense that the aggregate posterior \( q(\mathbf{z}) = \int q(\mathbf{z}|\mathbf{x}_1)p(\mathbf{x}_1)d\mathbf{x}_1 \) is a coordinate-wise reparameterization of \( p(\mathbf{z}) \) up to permutation of the indices. Crucially, while neither the latent variables nor the shared indices are directly observed, observing pairs of images allows us to verify whether a candidate distribution has the right factorization (3) and sharing structure imposed by \( S \) or not.

The proof is composed of the following steps:

1. We characterize the constraints that need to hold for the posterior \( q(\mathbf{z}|\mathbf{x}_1) \) (the associated \( g^{-1} \) inverting \( g^* \) for fixed \( S \)).

2. We parameterize all candidate posteriors \( q(\mathbf{z}|\mathbf{x}_1) \) (the associated \( g^{-1} \) as a function \( g^* \) for a fixed \( S \)).

3. We show that, for fixed \( S \), \( q(\mathbf{z}|\mathbf{x}_1) \) (the associated \( g^{-1} \)) has two disentangled coordinate subspaces, one corresponding to \( S \) and one corresponding to \( \bar{S} \), in the sense that varying \( z_S \) and keeping \( z_{\bar{S}} \) fixed results in changes of the coordinate subspace of \( \mathbf{z} \) corresponding to \( S \) only, and vice versa.

4. We show that randomly sampling \( S \) implies that every candidate posterior has an aggregated posterior which is a coordinate-wise reparameterization of the distribution of the true factors of variation.

**Step 1** We start by noting that since any continuous distribution can be obtained from the standard uniform distribution (via the inverse cumulative distribution function), it is sufficient to simply set \( p(\mathbf{z}) \) to the \( d \)-dimensional standard uniform distribution and try to recover an axis-aligned, smooth, invertible function \( g: \mathcal{Z} \to \mathcal{X} \) (which completely characterizes \( q(\mathbf{x}_1|\mathbf{z}) \) and \( q(\mathbf{z}|\mathbf{x}_1) \) via its inverse) as well as the distribution \( p(S) \).

Next, assume that \( S \) is fixed but unknown, i.e., the following reasoning is conditionally on \( S \). By the generative process (1)–(2) we know that all smooth, invertible candidate functions \( g \) need to obey with probability 1 (and irrespective of whether \( p(\mathbf{z}) \) or \( p(\mathbf{z}) \) is used)

\[
\begin{align*}
g_i^{-1}(\mathbf{x}_1) &= g_i^{-1}(\mathbf{x}_2) \quad \forall i \in T, \quad (7) \\
g_j^{-1}(\mathbf{x}_1) &\neq g_j^{-1}(\mathbf{x}_2) \quad \forall i, j \in \bar{T}, \quad (8)
\end{align*}
\]

for all \( (\mathbf{x}_1, \mathbf{x}_2) \in \text{supp}(p(\mathbf{x}_1, \mathbf{x}_2|S)) \), where \( T \in S \) is arbitrary but fixed. \( T \) indexes the the coordinate subspace in the image of \( g^{-1} \) corresponding to the unknown coordinate subspace \( S \) of \( S \) of shared factors of \( \mathbf{z} \). Note that choosing \( T \in S \) requires knowledge of \( k \) (\( d \) can be inferred from \( p(\mathbf{x}_1, \mathbf{x}_2) \)). Also note that \( g^* \) satisfies (7)–(8) for \( T = S \).

**Step 2** All smooth, invertible candidate functions can be written as \( g = g^* \circ h \), where \( h: [0, 1]^d \to \mathcal{Z} \) is a smooth invertible function with smooth inverse (using that the composition of smooth invertible functions is smooth and invertible) that maps the \( d \)-dimensional uniform distribution to \( p(\mathbf{z}) \).

We have \( g^{-1} = h^{-1} \circ g^*-1 \), i.e., \( g^{-1}(\mathbf{x}_1) = h^{-1}(g^*^{-1}(\mathbf{x}_1)) = h^{-1}(\mathbf{z}) \) and similarly \( g^{-1}(\mathbf{x}_2) = h^{-1}(f(\mathbf{z}, \tilde{\mathbf{z}}, S)) \). Expressing now (7)–(8) through \( h \) we have with probability 1

\[
\begin{align*}
h_i^{-1}(\mathbf{z}) &= h_i^{-1}(f(\mathbf{z}, \tilde{\mathbf{z}}, S)) \quad \forall i \in T, \quad (9) \\
h_j^{-1}(\mathbf{z}) &\neq h_j^{-1}(f(\mathbf{z}, \tilde{\mathbf{z}}, S)) \quad \forall i, j \in \bar{T}. \quad (10)
\end{align*}
\]

Thanks to invertibility and smoothness of \( h \) we know that \( h^{-1} \) maps the coordinate subspace \( S \) of \( \mathcal{Z} \) to a \((d - k)\)-dimensional submanifold \( \mathcal{M}_S \) of \([0, 1]^d \) and the coordinate subspace \( \bar{S} \) to a \( k \)-dimensional sub-manifold \( \bar{\mathcal{M}}_S \) of \([0, 1]^d \) that is disjoint from \( \mathcal{M}_S \).
Step 3  Next, we shall see that for a fixed $S$ the only admissible functions $h: [0,1]^d \to \mathbb{R}^d$ are identifying two groups of factors (corresponding to two orthogonal coordinate subspaces): Those in $S$ and those in $\bar{S}$.

To see this, we prove that $h$ can only satisfy (9)–(10) if it aligns the coordinate subspace $S$ of $\mathcal{Z}$ with the coordinate subspace $T$ of $[0,1]^d$ and $\bar{S}$ with $\bar{T}$. In other words, $\mathcal{M}_S$ and $\mathcal{M}_{\bar{S}}$ lie in the coordinate subspaces $T$ and $\bar{T}$, respectively, and the Jacobian of $h^{-1}$ is block diagonal with blocks of coordinates indexed by $T$ and $\bar{T}$.

By contradiction, if $\mathcal{M}_S$ does not lie in the coordinate subspace $\bar{T}$ then (9) is violated as $h$ is smooth and invertible but its arguments obey $z_i \neq f(z, \bar{z}, S) \forall \bar{z}$ for every $i \in \bar{S}$ with probability 1.

Likewise, if $\mathcal{M}_{\bar{S}}$ does not lie in the coordinate subspace $T$ then (10) is violated as $h$ is smooth and invertible but its arguments satisfy $z_S = f(z, \bar{z}, S)_S$ with probability 1.

As a result, (9) and (10) can only be satisfied if $h^{-1}$ maps each coordinate in $S$ to a unique matching coordinate in $T$. In other words there exists a permutation $\pi$ on $[d]$ such that $h^{-1}$ can be simplified as $h^{-1} = \bar{h}$, where

$$h_T^{-1}(z) = \bar{h}_T(z_{\pi(S)})$$

(11)

$$h_T^{-1}(z) = \bar{h}_T(z_{\pi(S)}).$$

(12)

Note that the permutation is required because the choice of $T$ is arbitrary. This implies that the Jacobian of $\bar{h}$ is block diagonal with blocks corresponding to coordinates indexed by $T$ and $\bar{T}$ (or equivalently $S$ and $\bar{S}$).

For fixed $S$, i.e., considering $p(x_1, x_2|S)$, we can recover the groups of factors in $g_S^S$ and $g_S^\bar{S}$ up to permutation of the factor indices. Note that this does not yet imply that we can recover all axis-aligned $g$ as the factors in $g_T$ and $\bar{g}_T$ may still be entangled with each other, i.e., $\bar{h}$ is not axis aligned within $T$ and $\bar{T}$.

Step 4  If now $S$ is drawn at random, we observe a mixture of distributions $p(x_1, x_2|S)$ (but not $S$ itself) and $g$ needs to associate every $(x_1, x_2) \in \text{supp}(p(x_1, x_2|S))$ with one and only one $S$ to satisfy (7)–(8), for every $S \in \text{supp}(p(S))$.

Indeed, suppose that $(x_1, x_2)$ are distributed according to a mixture of $p(x_1, x_2|S = S_1)$ and $p(x_1, x_2|S = S_2)$ with $S_1, S_2 \in \text{supp}(p(S))$, $S_1 \neq S_2$. Then (7) can only be satisfied with probability 1 for a subset of coordinates of size $|S_1 \cap S_2| < d - k$ due to invertibility and smoothness of $g$, but $|T| = d - k$. The same reasoning applies for mixtures of more than two subsets of $p(x_1, x_2|S)$. Therefore, (7) cannot be satisfied for $(x_1, x_2)$ drawn from a mixture of distribution $p(x_1, x_2|S)$ but associated with a single $T$.

Conversely, for a given $S$, all $(x_1, x_2) \in \text{supp}(p(x_1, x_2|S))$ need to be associated with the same $T$ due to invertibility and smoothness of $g$. In more detail, all $(x_1, x_2) \in \text{supp}(p(x_1, x_2|S))$ will share the same $d - k$-dimensional coordinate subspace due to (9)–(10) and therefore cannot be associated with two different $T$ as $|T| = d - k$.

Further, note that due to the smoothness and invertibility of $g$, for every pair of associated $S_1, T_1$ and $S_2, T_2$ we have $|S_1 \cap S_2| = |T_1 \cap T_2|$ and $|S_1 \cup S_2| = |T_1 \cup T_2|$. The assumption

$$P(S \cap S' = \{i\}) > 0 \quad \forall i \in [d] \quad \text{and} \quad S, S' \sim p(S)$$

(13)

hence implies that we “observe” every factor through $(x_1, x_2) \sim p(x_1, x_2)$ as the intersection of two sets $S_1, S_2$, and this intersection will be reflected as the intersection of the corresponding two coordinate subspaces $T_1, T_2$. This, together with (11)–(12) finally implies

$$h_i^{-1}(z) = \bar{h}_i(z_{\pi(i)}) \quad \forall i \in [d]$$

(14)

for some permutation $\pi$ on $[d]$. This in turns imply that the Jacobian of $\bar{h}$ is diagonal.

Therefore, by change of variables formula we have

$$q(\bar{z}) = p(\bar{h}(z_{\pi([d])})) \left| \det \frac{\partial}{\partial z_{\pi([d])}} \bar{h} \right| = \prod_{i=1}^d \rho(\bar{h}_i(z_{\pi(i)})) \left| \frac{\partial}{\partial z_{\pi(i)}} \bar{h}_i \right|$$

(15)

where the second equality is a consequence of the Jacobian being diagonal, and $\partial \bar{h}_i / \partial z_{\pi(i)} \neq 0$, thanks to $\bar{h}$ being invertible on $Z$. From (15), we can see that $q(\bar{z})$ is a coordinate-wise reparameterization of $p(z)$ up to permutation of the indices. As a consequence, a change in a coordinate of $\bar{z}$ implies a change in the unique corresponding coordinate of $z$, so $q(\bar{z}|x_1)$ (or, equivalently, $g$) disentangles the factors of variation.
**Weakly-Supervised Disentanglement Without Compromises**

Table 1. Encoder and Decoder architecture for the main experiment.

| Encoder | Decoder |
|---------|---------|
| Input: 64 × 64 × number of channels | Input: $\mathbb{R}^{10}$ |
| 4 × 4 conv, 32 ReLU, stride 2 | FC, 256 ReLU |
| 4 × 4 conv, 32 ReLU, stride 2 | FC, 4 × 4 × 64 ReLU |
| 4 × 4 conv, 64 ReLU, stride 2 | 4 × 4 upconv, 64 ReLU, stride 2 |
| 4 × 4 conv, 64 ReLU, stride 2 | 4 × 4 upconv, 32 ReLU, stride 2 |
| FC 256, F2 2 × 10 | 4 × 4 upconv, number of channels, stride 2 |

**Final remarks** The considered generative model is identifiable up to coordinate-wise reparametrization of the factors. $p(S)$ can then be recovered $p(x_1, x_2)$ via $g$. Note that (13) effectively ensures that to a weak supervision signal is available for each factor of variation.

**B. Implementation Details**

We base our study on the disentanglement_lib of (Locatello et al., 2019b). Here, we report for completeness all the hyperparameters used in our study. Our code will be released as part of the disentanglement_lib.

In our study, fix the architecture (Table 1) along with all other hyperparameters (Table 3) except for one hyperparameter for each model (Table 2). All hyperparameters for the unsupervised models are identical to (Locatello et al., 2019b). As our methods penalize the rate term in the ELBO similarly to $\beta$-VAE, we use the same hyperparameter range. We however note that in most cases, our model selection technique selects $\beta = 1$. Exploring a different range for $\beta$ smaller than one is beyond the scope of this work. For the unsupervised methods we use the same 50 random seeds of (Locatello et al., 2019b). For the weakly-supervised methods, we use 10.

**Downstream Task** The vanilla downstream task is based on (Locatello et al., 2019b). For each representation, we sample training sets of sizes 10, 100, 1000 and 10,000. The test set always contains 5000 points. The downstream task consists in predicting the value of each factor of variation from the representation. We use the same two models of (Locatello et al., 2019b): a cross validated logistic regression from Scikit-learn with 10 different values for the regularization strength ($Cs = 10$) and 5 folds and a gradient boosting classifier (GBT) from Scikit-learn with default parameters.

**Downstream Task with Covariate Shift** We consider the same setup of the normal downstream task, but we only train a gradient boosted classifier with 10,000 examples (GBT10000). For every target factor of variation we repeat 10 times the following process: sample another factor of variation uniformly and fix its value over the whole training set to an uniformly sampled value. The test set contains only examples where the intervened factors take values that are different from the one in the training set. We report the average test performance.

**Fairness Downstream Task** The fairness downstream task is based on (Locatello et al., 2019a). We train the same GBT10000 on each representation predicting each factor of variation and measure the unfairness using the formula in their Section 4.

**Abstract reasoning task** We use the same Shapes3D simplified data set when training the relational network (scale and azimuth can only take four values instead of 8 and 16 to make the task feasible for humans). We consider the case where the rows in the grid have either 1, 2, or 3 constant ground-truth factors. We train the same relational model (Santoro et al., 2018) as in (van Steenkiste et al., 2019) (with identical hyperparameters) on the frozen representations of our adaptive methods.

We use hyperparameters identical to (van Steenkistle et al., 2019) which are reported here for completeness. The downstream classifier is the Wild Relation Networks (WReN) model of (Santoro et al., 2018). For the experiments, we use the following random search space over the hyper-parameters. The optimizer’s parameters are depicted in Table 4. The edge MLP $g$ has either 256 or 512 hidden units and 2, 3, or 4 hidden layers. The graph MLP $f$ has either 128 or 256 hidden units and 1 or 2 hidden layers before the final linear layer to compute the score. We also uniformly sample whether we apply no dropout, dropout of 0.25, dropout of 0.5, or dropout of 0.75 to units before this last layer and 10 random seeds.
### Table 2. Model’s hyperparameters. We allow a sweep over a single hyperparameter for each model.

| Model       | Parameter | Values                      |
|-------------|-----------|-----------------------------|
| β-VAE       | β         | [1, 2, 4, 6, 8, 16]         |
| AnnealedVAE | c_{max}   | [5, 10, 25, 50, 75, 100]    |
|             | iteration threshold | 100000                   |
| FactorVAE   | γ         | 1000                        |
| DIP-VAE-I   | λ_{od}    | [1, 2, 5, 10, 20, 50]       |
|             | λ_d       | 10λ_{od}                    |
| DIP-VAE-II  | λ_{od}    | [1, 2, 5, 10, 20, 50]       |
|             | λ_d       | λ_{od}                      |
| β-TCVAE     | β         | [1, 2, 4, 6, 8, 10]         |
| GVAE        | β         | [1, 2, 4, 6, 8, 16]         |
| Ada-GVAE    | β         | [1, 2, 4, 6, 8, 16]         |
| ML-VAE      | β         | [1, 2, 4, 6, 8, 16]         |
| Ada-ML-VAE  | β         | [1, 2, 4, 6, 8, 16]         |

Table 3. Other fixed hyperparameters.

| Parameter          | Values          |
|--------------------|-----------------|
| Batch size         | 64              |
| Latent space dimension | 10          |
| Optimizer          | Adam            |
| Adam: beta1        | 0.9             |
| Adam: beta2        | 0.999           |
| Adam: epsilon      | 1e-8            |
| Adam: learning rate | 0.0001         |
| Decoder type       | Bernoulli       |
| Training steps     | 300000          |

(b) Architecture for the discriminator in FactorVAE.

| Parameter          | Values          |
|--------------------|-----------------|
| Batch size         | 64              |
| Optimizer          | Adam            |
| Adam: beta1        | 0.5             |
| Adam: beta2        | 0.9             |
| Adam: epsilon      | 1e-8            |
| Adam: learning rate | 0.0001         |

(c) Parameters for the discriminator in FactorVAE.

### Table 4. Parameters for the optimizer in the WReN.

| Parameter          | Values          |
|--------------------|-----------------|
| Batch size         | 32              |
| Optimizer          | Adam            |
| Adam: beta1        | 0.9             |
| Adam: beta2        | 0.999           |
| Adam: epsilon      | 1e-8            |
| Adam: learning rate | [0.01, 0.001, 0.0001] |
Figure 6. Our adaptive variants of the group-based disentanglement methods with unsupervised model selection based on the reconstruction loss are competitive with fully supervised model selection on the unsupervised models. In this experiment, we consider the case where the number of shared factors of variation is random and different for every pair. Legend: 0=β-VAE, 1=FactorVAE, 2=β-TCVAE, 3=DIP-VAE-I, 4=DIP-VAE-II, 5=AnnealedVAE, 6=Ada-ML-VAE, 7=Ada-GVAE

Figure 7. Our adaptive variants of the group-based disentanglement methods are competitive with unsupervised methods also in terms of Completeness. In this experiment, we consider the case where the number of shared factors of variation is random and different for every pair. Legend: 0=β-VAE, 1=FactorVAE, 2=β-TCVAE, 3=DIP-VAE-I, 4=DIP-VAE-II, 5=AnnealedVAE, 6=Ada-ML-VAE, 7=Ada-GVAE

C. Additional Results

C.1. Section 5.1

In Figure 6, we show that our methods are competitive even with fully supervised model selection on the unsupervised methods.

While our main analysis is focused on DCI Disentanglement (Eastwood & Williams, 2018), we report in Figure 8 the performance of our methods when evaluated using each disentanglement score as well as Completeness (Eastwood & Williams, 2018) in Figure 7. Overall, we observe that the trends we observed in Section 5.1 for DCI Disentanglement can be observed also for the other disentanglement scores (with the partial exception of Modularity (Ridgeway, 2016)). In Figure 9 we show that the disentanglement metrics are consistently correlated with the training metrics. We chose the weakly-supervised reconstruction loss for model selection but ELBO and overall Loss are also suitable.
Figure 8. Our adaptive variants of the group-based disentanglement methods are competitive with unsupervised methods on all disentanglement scores. In this experiment, we consider the case where the number of shared factors of variation is random and different for every pair. Legend: 0=β-VAE, 1=FactorVAE, 2=β-TCVAE, 3=DIP-VAE-I, 4=DIP-VAE-II, 5=AnnealedVAE, 6=Ada-ML-VAE, 7=Ada-GVAE
**Figure 9.** Rank correlation between training metrics and disentanglement scores for Ada-GVAE (top) and Ada-ML-VAE (bottom).
Figure 10. Performance of the Ada-GVAE with different degrees of supervision in the data. The best performances are when $k = 1$—only one factor is changed in each pair—and they consistently degrade the fewer factors are shared until only a single factor of variation is shared. In the most general case, each pair has a different number of shared factors and the performance is consistent with the trend observed before.

Figure 11. Performance of the Ada-ML-VAE with different amounts of supervision in the data. The best performances are when $k = 1$—only one factor is changed—and they consistently degrade the fewer factors are shared until only a single factor of variation is shared. In the most general case, each pair has a different amount of shared factors and the performance are consistent with the trend observed before.

C.2. Section 5.2

Performance of Ada-GVAE 10 and Ada-ML-VAE 11 for different values of $k$. Generally, we observe that performances are best when the change between the pictures is sparser, i.e., $k = 1$. We again note that the higher is $k$ the more similar the performances are with the vanilla $\beta$-VAE.

C.3. Section 5.3

In Figures 12 and 13, we observe that, regardless of the averaging, when $k = 1$ and the different factor is known to the algorithm, this knowledge improves the disentanglement. However, when this knowledge is incomplete it harms the disentanglement. In Figure 14 we show how our method compare with the Change and Share GAN-based approaches of (Shu et al., 2020). The goal of this plot is to show that ball-park the two approaches achieves similar results. We stress that strong conclusions should not be drawn from this plot as (Shu et al., 2020) used different experimental conditions from ours. Finally, we remark that (Shu et al., 2020) assume access to which factors was either shared or changed in the pair. Our method was designed to benefit from very similar images and without any additional annotation, so it is not completely surprising that when $k = d - 1$ our performances are worse. It is however interesting to notice how the GAN based methods perform especially well on the data sets SmallNORB and MPI3D where VAE based approaches struggle with reconstruction as the objects are either too detailed or too small.
We consider the disentanglement of a representation $z = (z_1, \ldots, z_d)$ with $d$ factors, under the following assumptions:

1. **Independent Factors:** Each $z_j$ represents a single factor of variation.
2. **Complete Knowledge:** Group knowledge is available for all factors.
3. **Flexible Disentanglement:** The disentanglement is flexible and independent of the group knowledge.

We evaluate the disentanglement performance on various datasets and conditions, comparing Ada-GVAE and Ada-ML-VAE with the vanilla versions. The results show that group knowledge can significantly improve disentanglement, but it can also hurt when incomplete.

**Figure 12.** Comparison of Ada-GVAE with the vanilla GVAE which requires group knowledge. We note that group knowledge can improve disentanglement but can also significantly hurt when it is incomplete. Top row: $k = \text{Rnd}$, bottom row: $k = 1$.

**Figure 13.** Comparison of Ada-ML-VAE with the vanilla ML-VAE which assumes group knowledge. We note that group knowledge improves performances but can also significantly hurt when it is incomplete.

**Figure 14.** Comparison between the Change and Share GAN-based approach of (Shu et al., 2020) without model selection. Legend $0=$Change, $1=$Share, $2=$Ada-GVAE $k = 1$, $3=$Ada-GVAE $k = d - 1$, $4=$Ada-ML-VAE $k = 1$, $5=$Ada-ML-VAE $k = d - 1$. We remark that these methods are not directly comparable as (1) the experimental conditions are different and (2) Shu et al. (2020) have access to additional supervision (which factor is shared or changed).
Figure 15. (left) Rank correlation between our weakly-supervised reconstruction loss and performance of downstream prediction tasks with Logistic Regression (LR) and Gradient Boosted decision-Trees at different sample sizes for the Ada-ML-VAE. We observe a general negative correlation that indicates that models with a good weakly-supervised reconstruction loss may also be more accurate. (center) Rank correlation between disentanglement scores and weakly-supervised reconstruction loss with strong generalization under covariate shifts for the Ada-ML-VAE. (right) Generalization gap between weak and strong generalization for the Ada-ML-VAE over all models. The horizontal line is the accuracy of random chance.

C.4. Section 5.4

In Figure 15 we show the figure analogous to Figure 4 for the Ada-ML-VAE. We observe that the trends are comparable to the ones we observed for the Ada-GVAE. In Figures 16 and 17, we show the results on the fairness and abstract reasoning downstream task for the Ada-ML-VAE. Overall, we observe that the conclusions we drew for the Ada-GVAE is valid for the Ada-ML-VAE too: good models in terms of weakly-supervised reconstruction loss are useful on all the considered downstream tasks.
Figure 17. (left) Example of the abstract visual reasoning task of (van Steenkiste et al., 2019). The solution is the panel in the central row on the right. (right) Rank correlation between disentanglement metrics, prediction accuracy, weakly-supervised reconstruction and down-stream accuracy of the abstract visual reasoning models throughout training (i.e., for different sample sizes) for the Ada-ML-VAE.