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Abstract. Line congruences are 2-dimensional families of lines in 3-space. The singularities that appear in generic line congruences are folds, cusps and swallowtails ([8]). In this paper we give a geometric description of these singularities. The main tool used is the existence of an equiaffine pair defining a generic line congruence.
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1. Introduction

Line congruences are 2-dimensional families of lines in 3-space. This is a classical topic of projective differential geometry ([9]). The most popular example of a line congruence is the family of euclidean normal lines of a surface, but we can consider also the Blaschke normals of a non-degenerate surface, normals of a convex surface with respect to a non-euclidean norm in \( \mathbb{R}^3 \), lines connecting points of a pair of surface patches with parallel tangents, among other examples.

In this paper we shall be interested only in local questions concerning the line congruence, and so we consider the parameter space as a subset \( U \subset \mathbb{R}^2 \). For each \( (u, v) \in U \), we denote by \( f(u, v) \) a base point and by \( \xi(u, v) \) a vector in the direction of the corresponding line. Thus the line congruence can be written as a map \( F : U \times \mathbb{R} \rightarrow \mathbb{R}^3 \) given by

\[
F(u, v, t) = f(u, v) + t\xi(u, v).
\]  

In [8], it is proved that the generic singularities of such map are folds, cuspidal edges and swallowtails. In this paper, we shall describe geometrically the precise conditions for their occurrences.
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Line congruences determine principal directions as solutions of a binary differential equation (BDE). Denoting by $\delta$ the discriminant of the BDE, the set $\delta = 0$ is generically a smooth curve dividing the parameter space in regions with two principal directions and no principal directions. At the discriminant curve $\delta = 0$ there is only one principal direction. Points of the discriminant curve with transversal principal direction are called regular, while points with tangent principal direction are called singular.

Outside the discriminant curve, the singularities of a line congruence occur at certain points called ridge points. Generically, these points also form a regular curve in the parameter space. We prove that at ridge points with transversal principal direction, the singularity is a cuspidal edge, while at points with tangent principal directions, the singularity is generically a swallowtail. Although these results can obtained from a more general result (Prop.1.3. of [11]), our approach using jets has the advantage of providing explicit examples of each type of singular point.

Returning to the discriminant curve, we give a geometric characterization of the generic singularities. We show that, at a regular point, the singularity is a fold, while at a singular point, the singularity is generically a cuspidal edge. Moreover, the ridge curve touches the discriminant curve only at singular points and the condition for a singular point to be a cuspidal edge is that the contact between the ridge curve and the separatrix is of order two.

In the proof of the results, we shall consider the support function of an equiaffine pair. It happens that the bifurcation set of the support function of an equiaffine pair $(f, \xi)$ coincides with the focal set of the line congruence, which is the image of the singular set of the map (1.1). Our main tool is the existence, outside umbilical points, of an equiaffine pair representing an arbitrary line congruence. Since umbilical points do not occur in generic line congruences, we can use equiaffine pairs to prove our results.

The paper is organized as follows: In section 2 we define the basic elements of a line congruence, in section 3 we study the ridge curves outside the discriminant set and in section 4 we describe the geometry of the principal directions and ridge curves at the discriminant set. In section 5 we discuss properties of equiaffine pairs and in section 6 we prove that, outside umbilical points, every line congruence can be represented by an equiaffine pair. In section 7, respectively 8, we use the equiaffine pairs to describe geometrically the singularities of the line congruence outside the discriminant set, respectively, at the discriminant set.
2. Elements of a Line Congruence

2.1. Space of Line Congruences

In this section we use homogeneous coordinates.

Plücker coordinates. Consider a line defined by 2 points \( y = [y_1 : y_2 : y_3 : y_4] \) and \( z = [z_1 : z_2 : z_3 : z_4] \) in the projective 3-space \( \mathbb{P}^3 \) and let

\[
\omega_{ij} = y_i z_j - y_j z_i,
\]

\( 1 \leq i, j \leq 4, \; i \neq j \). The Plücker (homogeneous) coordinates of the line is defined by

\[
\omega = \begin{bmatrix}
\omega_{12} & \omega_{34} & \omega_{13} & \omega_{42} & \omega_{14} & \omega_{23}
\end{bmatrix}
\]

in the projective space \( \mathbb{P}^5 \). Then \( \omega \) belongs to the hyperquadric \( Q \) defined by

\[
\omega_{12}\omega_{34} + \omega_{13}\omega_{42} + \omega_{14}\omega_{23} = 0.
\]

The space of lines is thus represented by a 4-dimensional submanifold \( Q \) of \( \mathbb{P}^5 \) (for details see \[9\], p. 72).

Consider a line \( q_0 \) in the affine plane \( \omega_{34} = -1 \). In a neighborhood of \( q_0 \), Equation (2.2) can be written as

\[
\omega_{12} = \omega_{13}\omega_{42} + \omega_{14}\omega_{23}.
\]

Thus, in this neighborhood, a line is represented by the four independent coordinates

\[
\tilde{\omega} = (\omega_{13}, \omega_{42}, \omega_{14}, \omega_{23}).
\]

Immersive line congruences. Consider a line congruence \( L \) defined in the domain \( U \) and assume that \( (0,0) \in U \) with \( L(0,0) = q_0 \) in the affine plane \( \omega_{34} = -1 \). Then, by the above considerations, we can consider the line congruence as a smooth map \( L : U \subset \mathbb{R}^2 \to \mathbb{R}^4 \). We shall denote by \( \mathcal{U} \) the space line congruences and by \( \mathcal{U}_{im} \subset \mathcal{U} \) the subspace of maps \( L : U \to \mathbb{R}^4 \) that are immersions. It is not difficult to prove that \( \mathcal{U}_{im} \) is open and dense in \( \mathcal{U} \) (see for example \[3\], prop.8.19).

Transversal surfaces. Denote by \( \mathcal{U}_0 \) the space of line congruences \( L \) defined in a neighborhood \( U \) of \( (0,0) \) such that there exists a smooth regular surface \( f(u, v) \) that is transversal to the lines \( L(u, v) \). It is easy to see that a line congruence \( L \) belongs to \( \mathcal{U}_0 \) if and only if it can be written in the form (1.1) with

\[
f(u, v) = (u, v, 0), \quad \xi(u, v) = (\tilde{\xi}(u, v), 1), \quad (u, v) \in U,
\]

where \( U \) is some neighborhood of \( (0,0) \) and \( \tilde{\xi} = (\xi_1, \xi_2) : U \to \mathbb{R}^2 \) is some smooth map.

Proposition 2.1. The space \( \mathcal{U}_0 \) is open and dense in \( \mathcal{U}_{im} \).

Proof. Consider a line congruence \( L \in \mathcal{U}_{im} \). Then one of the following determinants must be non-zero

\[
\begin{vmatrix}
\frac{\omega_{14}}{\partial u} & \frac{\omega_{12}}{\partial u} \\
\frac{\omega_{14}}{\partial v} & \frac{\omega_{12}}{\partial v}
\end{vmatrix}, \quad \begin{vmatrix}
\frac{\omega_{13}}{\partial u} & \frac{\omega_{23}}{\partial u} \\
\frac{\omega_{13}}{\partial v} & \frac{\omega_{23}}{\partial v}
\end{vmatrix}, \quad \begin{vmatrix}
\frac{\omega_{21}}{\partial u} & \frac{\omega_{22}}{\partial u} \\
\frac{\omega_{21}}{\partial v} & \frac{\omega_{22}}{\partial v}
\end{vmatrix}.
\]
Case 1: In the first case, the line congruence can be seen as a map \((\omega_{14}, \omega_{42}) = L(\omega_{13}, \omega_{23})\). Since \(\omega_{34} = -1\), the lines are generated by two points of the form
\[ [u : v : 0 : 1], \ [p : q : 1 : 1], \]
which implies that
\[ \omega_{14} = u - p, \ \omega_{42} = q - v, \ \omega_{13} = u, \ \omega_{23} = v. \]
We conclude that \((p, q)\) are functions of \((u, v)\), which proves the proposition in this case.

Case 2: The second case is similar. The line congruence can be seen as a map \((\omega_{13}, \omega_{23}) = L(\omega_{14}, \omega_{42})\), and the lines are defined by points of the form
\[ [p : q : 1 : 1], \ [u : v : 1 : 0], \]
which implies that
\[ \omega_{14} = -u, \ \omega_{42} = v, \ \omega_{13} = p - u, \ \omega_{23} = q - v. \]
We conclude that \((p, q)\) are functions of \((u, v)\), which proves the proposition in this case.

Case 3: In the third case, the line congruence can be seen as a map \((\omega_{23}, \omega_{42}) = L(\omega_{13}, \omega_{14})\). Choose points in the lines of the form
\[ [u : p : 0 : 1], \ [v : q : 1 : 1], \]
which implies that
\[ \omega_{14} = u - v, \ \omega_{42} = q - p, \ \omega_{13} = u, \ \omega_{23} = p, \]
and we conclude that \(p\) and \(q\) are functions of \((u, v)\). If \(p_v(0, 0) \neq 0\), we can make the change the variables \(U = u, V = p(u, v)\) to obtain our result. Similarly if \(q_u(0, 0) \neq 0\) we can make the change the variables \(U = q(u, v), V = V\) to obtain the result. Assume then that \(q_u = p_v = 0\) at the origin.

By Thom’s transversality theorem, the complement of the set of line congruences satisfying the three equations \(q_u = p_v = 0\) and \(q_v = p_u\) is open and dense. Thus we can consider only line congruences as above satisfying the property that \(q_v \neq p_u\) at the origin. For such line congruences, the map
\[ (u, v) \rightarrow \left[ \frac{1}{2}(u + v) : \frac{1}{2}(p + q) : \frac{1}{2} : 1 \right] \]
is an immersion transversal to the lines \(L(u, v)\), which proves the proposition.

\[ \square \]

The space \(U_0\) can be identified with the space of smooth maps \(\bar{\xi} : U \rightarrow \mathbb{R}^2\) endowed with the \(C^\infty\)-topology. From now on we shall consider only line congruences in \(U_0\).
2.2. Principal directions and focal set

Any 1-parameter family of lines \((u(t), v(t))\) determines a ruled surface. This ruled surface is developable if and only if \([\xi, f_t, \xi_t] = 0\), which is equivalent to

\[
[\xi, f_u, \xi_u] \, du^2 + ([\xi, f_v, \xi_u] + [\xi, f_u, \xi_v]) \, dudv + [\xi, f_v, \xi_v] \, dv^2 = 0.
\]

The solutions of the above Binary Differential Equation (BDE) are called the principal (curvature) lines of the congruence. Writing

\[
\begin{align*}
\xi_u &= -af_u - cf_v + \tau_1 \xi \\
\xi_v &= -bf_u - df_v + \tau_2 \xi
\end{align*}
\]  

(2.5)

the above BDE becomes

\[
ccd^2 + (d - a)dudv - bdv^2 = 0.
\]  

(2.6)

Equation (2.5) can be written more compactly in the form

\[
D_X \xi = -f_*(SX) + \tau(X)\xi,
\]  

(2.7)

where \(X \in \mathfrak{X}(U)\), \(\tau = (\tau_1, \tau_2)\) is a 1-form in \(U\) and

\[
S = \begin{bmatrix} a & b \\ c & d \end{bmatrix}
\]

is a linear map called shape operator. Note that the eigenvectors of the shape operator are tangent to the principal lines of the congruence. If we change \(f\) by \(f + \lambda \xi\), then the new shape operator is \(S(I - \lambda S)^{-1}\), and if we change \(\xi\) by \(\lambda \xi\), \(S\) is multiplied by \(\lambda\). In any case, the eigenvectors of \(S\) are not changed. Thus we can say that the principal lines of the congruence is independent of the choice of \(f\) or \(\xi\).

The focal set is the image of the singular set of the map (1.1). Since, for \(X \in \mathfrak{X}(U), t \in \mathbb{R}\),

\[
D_X F = f_*((I - tS)X) + t\tau(X)\xi, \quad D_t F = \xi,
\]

we conclude that \(F\) is singular if and only if \(t = \lambda_i^{-1}\), where \(\lambda_i, i = 1, 2\), denote the eigenvalues of the shape operator. Thus the focal set is the union \(F_1 \cup F_2\), where

\[
F_i = f + \lambda_i^{-1} \xi.
\]  

(2.8)

The focal set is the envelope of the lines of the line congruence and is thus independent of the choice of \(f\) and \(\xi\).

2.3. Ridge and discriminant sets

We say that \((u, v)\) is a \(i\)-ridge point if the focal surface \(F_i\) is singular at this point. Differentiating Equation (2.8) we obtain, for \(X \in \mathfrak{X}(U)\),

\[
D_X F_i = f_*((I - \lambda_i^{-1} S)X) + (\tau(X)\lambda_i^{-1} - d\lambda_i(X)\lambda_i^{-2}) \xi.
\]  

(2.9)

Thus \(D_X F_i = 0\) if and only if \(X\) is a principal direction associated with the eigenvalue \(\lambda_i\) and

\[
d\lambda_i(X) - \lambda_i \tau(X) = 0.
\]
One can verify without difficulties that the ridge set is independent of the choice of $f$ and $\xi$. We shall verify below that generically the ridge set is a smooth curve.

The eigenvalues $\lambda_i$, $i = 1, 2$, of $S$ are the solutions of the quadratic equation

$$\lambda^2 - (a + d)\lambda + ad - bc = 0.$$  

Denote by

$$\delta(u, v) = (a - d)^2 + 4bc$$  

the discriminant of this equation. Then there are 2 distinct eigenvectors in the set $\delta > 0$ and no eigenvectors in the set $\delta < 0$. In the set $\delta = 0$, the discriminant set, the principal directions are coincident. It is clear that the set $\delta = 0$ depends only on the congruence and not on the choice of $f$ and $\xi$.

In order to guarantee that $\delta = 0$ is a regular curve, we must verify that $0$ is a regular value of $\delta$. Denote by $U_1 \subseteq U_0$ the set of line congruences where this occurs. A line congruence belongs to $U_0 \setminus U_1$ if and only if $\delta = \delta_u = \delta_v = 0$. It is clear that line congruences in $U_1$ do not admit umbilical points.

The condition for the regularity of $\delta$ involves 3 equations in 2 variables, and the equations involve up to second derivatives of $\bar{\xi}$. Thus, by Thom’s transversality theorem, $U_1 \subseteq U_0$ is open and dense. From now on we shall always assume that the line congruence belongs to $U_1$.

### 2.4. Local model and notation

Let

$$f(u, v) = (u, v, 0), \quad \xi(u, v) = (\xi_1(u, v), \xi_2(u, v), 1)$$

and write

$$\left\{ \begin{array}{l}
\xi_u = -af_u - cf_v \\
\xi_v = -bf_u - df_v
\end{array} \right. \quad (2.11)$$

The $k$-jets of $a, b, c$ and $d$ are denoted

$$a = a_0 + a_{10}u + a_{01}v + \frac{1}{2} (a_{20}u^2 + 2a_{11}uv + a_{02}v^2) + \cdots,$$

$$b = b_0 + b_{10}u + b_{01}v + \frac{1}{2} (b_{20}u^2 + 2b_{11}uv + b_{02}v^2) + \cdots,$$

$$c = c_0 + c_{10}u + c_{01}v + \frac{1}{2} (c_{20}u^2 + 2c_{11}uv + c_{02}v^2) + \cdots,$$

$$d = d_0 + d_{10}u + d_{01}v + \frac{1}{2} (d_{20}u^2 + 2d_{11}uv + d_{02}v^2) + \cdots.$$

Since $b_u = a_v$ and $d_u = c_v$, we have that

$$b_{10} = a_{01}, \quad d_{10} = c_{01}, \quad b_{20} = a_{11}, \quad b_{11} = a_{02}, \quad d_{20} = c_{11}, \quad d_{11} = c_{02},$$

and so on.
3. Ridges at Non-Discriminant Points

In this section we obtain conditions in the jets of $a, b, c$ and $d$ for a non-discriminant point to be in the ridge set, for the ridge set to be a regular curve, for the tangent to the ridge curve to coincide with the principal direction and for this contact to be of degree 2. We start with a general lemma that will be useful also for points in the discriminant set.

3.1. Equations of the ridge set

The eigenvalues of the shape operator are

$$
\lambda_1 = \frac{1}{2} \left( a + d + \sqrt{\delta} \right) \quad \text{and} \quad \lambda_2 = \frac{1}{2} \left( a + d - \sqrt{\delta} \right),
$$

where $\delta = (d - a)^2 + 4bc$.

**Lemma 3.1.** Outside the discriminant curve, the equation of the ridge set $d\lambda_1(w_1) = 0$ is $g_1 = 0$, $g_1 = A\sqrt{\delta} + B$, where

$$
A = (a - d)a_u + cd_v + 2ca_u + bc_u,
$$

$$
B = (a - d)^2a_u + (a - d)(2ca_v - cd_v + bc_u) + 2c(2bd_u + ba_u + cb_v).
$$

**Proof.** We have that

$$
2d\lambda_1(w_1) = \frac{1}{2}(a - d + \sqrt{\delta}) \left( a_u + d_u + \frac{\delta_u}{2\sqrt{\delta}} \right) + c \left( a_v + d_v + \frac{\delta_v}{2\sqrt{\delta}} \right).
$$

Thus

$$
8\sqrt{\delta}d\lambda_1(w_1) = (a - d + \sqrt{\delta}) \left( 2\sqrt{\delta}(a_u + d_u) + \delta_u \right) + 2c \left( 2\sqrt{\delta}(a_v + d_v) + \delta_v \right).
$$

The second member can be written as $A\sqrt{\delta} + B$, where

$$
A = 4c(d_v + a_v) + 2(a - d)(a_u + d_u) + 2(a - d)(a_u - d_u) + 4(b_u c + c_u b),
$$

$$
B = 2c(2(a - d)(a_v - d_v) + 4(b_v c + c_v b)) + 2\delta(d_u + a_u) + (a - d)(2(a - d)(a_u - d_u) + 4(b_u c + c_u b)).
$$

This completes the proof. □

3.2. Regularity of the ridge set

In the complement of the discriminant set, the function $g_1$ defined in the above lemma is smooth. Similarly, the ridge curve $d\lambda_2(w_2) = 0$ outside the discriminant curve can be written as $g_2 = 0$, for some smooth function $g_2$.

Denote by $U_2 \subset U_0$ the subset of line congruences such that the conditions $g_i = (g_i)_u = (g_i)_v = 0$, $i = 1, 2$, do not occur simultaneously in the complement of the discriminant set. It is clear that, for line congruences in $U_2$, the ridge set is a regular curve.

Observe that the 3 equations $g_i = (g_i)_u = (g_i)_v = 0$ in 2 variables $(u, v)$ involve up to third order derivatives of $\xi_1$ and $\xi_2$. Thus, by Thom’s transversality theorem, the set $U_2$ is open and dense in $U_0$. From now on we shall assume that our line congruences belong to $U_2 \cap U_1$. 
3.3. Principal direction tangent to the ridge curve

At a point \( p = (0, 0) \) with two distinct principal directions, we may assume that \((1, 0)\) and \((0, 1)\) are eigenvectors, which is equivalent to \( b_0 = 0 \) and \( c_0 = 0 \). Assume also that \( p \) is not umbilic, which means that \( a_0 - d_0 \neq 0 \).

We may assume, w.l.o.g., that \( a_0 - d_0 > 0 \), which implies \( \lambda_1(0, 0) = a_0 \), \( w_1 = (\lambda_1 - d, c) \) is an eigenvector of \( \lambda_1 \) with \( w_1(0, 0) = (a_0 - d_0, 0) \) From Lemma 3.1 at the origin, \( g_1 = 2(a_0 - d_0)a_{10} \). Thus the origin is a 1-ridge point if and only if \( a_{10} = 0 \). In this section we shall assume that \( a_{10} = 0 \).

**Lemma 3.2.** The eigenvector \( w_1 \) is tangent to the ridge curve at the origin if and only if \( (a_0 - d_0)a_{20} + 3c_{10}a_{01} = 0 \).

**Proof.** Since, at the origin, \( A = B = 0 \), we have that \((g_1)_u = A_u \delta + B_u \).

Now straightforward calculations show that
\[
(g_1)_u(0, 0) = 2(a_0 - d_0) [(a_0 - d_0)a_{20} + 3c_{10}a_{01}],
\]
which proves the lemma. \( \square \)

3.4. Contact of the ridge curve with the principal line

The principal line at the origin has a second order contact with the \( u \)-axis if and only if \( c_{10} = 0 \). In fact, the angular coefficient of \( w_1 = (\lambda_1 - d, c) \) satisfies
\[
\frac{c}{\lambda_1 - d} = c_{10}u + O(u^2).
\]

By a change of variables of the form \( V = v - \frac{c_{10}}{2}u^2 \), we may assume that \( c_{10} = 0 \).

Consider a point where the principal direction is tangent to the ridge curve. By Lemma 3.2, since \( c_{10} = 0 \), we have that \( a_{20} = 0 \).

**Lemma 3.3.** At a non-discriminant ridge point, assume that \( c_{10} = a_{20} = 0 \). Then the contact of the ridge curve with the principal line is of order 2 if and only if
\[
4c_{20}a_{01} + (a_0 - d_0)a_{30} \neq 0. \tag{3.1}
\]

**Proof.** Observe that, at the origin
\[
(g_1)_{uu} = A_{uu}(a_0 - d_0) + B_{uu} = 2a_{30}(a_0 - d_0)^2 + 8(a_0 - d_0)c_{20}a_{01},
\]
which proves the lemma. \( \square \)

4. Properties of the Discriminant Set

Consider the local model and notation of Section 2. We shall assume that the origin is a discriminant point with principal direction \((0, 1)\). Then necessarily \( a_0 = d_0, b_0 = 0 \) and \( c_0 \neq 0 \).

The eigenvector \((0, 1)\) is tangent to the discriminant curve \( \delta = 0 \) if and only if \( b_{01} = 0 \). Points of the discriminant set with \( b_{01} \neq 0 \) will be called **regular** while points with \( b_{01} = 0 \) will be called **singular**.

At a singular point of the discriminant set, \( \delta_v = 0 \) and \( \delta_u = 4c_0b_{10} \).
Since 0 is a regular value of \( \delta \), we conclude that \( b_{10} \neq 0 \).
4.1. Principal Directions

In this section we describe the behaviour of the principal lines at the discriminant curve. Our approach follows [6]. Let \( p = \frac{du}{dv} \) and write Equation (2.6) as \( F = 0 \), where

\[
F(u,v,p) = cp^2 + (d-a)p - b.
\]

Then \( F = 0 \) define a surface in the \((u,v,p)\) space. Since \( \frac{\partial F}{\partial u}(0,0,0) = -b_{10} \neq 0 \), we can write \( F = 0 \) in a neighborhood of \((0,0,0)\) as \( u = f(v,p) \), for some function \( f \). Moreover, since \( pdv = du = f_v dv + f_p dp \), we have the direction field given by

\[
(f_v - p)dv + f_p dp = 0. \tag{4.1}
\]

Note that at the origin, \( f_p = \frac{d_0 - a_0}{b_{01}} = 0 \) and \( f_v = -\frac{b_{01}}{b_{10}} \). Thus \((p,v) = (0,0)\) is a singular point of Equation (4.1) if and only if \( b_{01} = 0 \), or equivalently, the discriminant point is singular. By [6], the principal lines are cusps at regular points of the discriminant curve.

Assume now that the discriminant point is singular, i.e., \( b_{01} = 0 \). The linear part at the origin of Equation (4.1) is given by the matrix

\[
L = \frac{1}{a_{01}} \begin{bmatrix}
d_{01} - a_{01} & 2c_{00} \\
b_{20} & 2a_{01} - d_{01}
\end{bmatrix}.
\]

Denote by the determinant of \( L \)

\[
\Delta_1 = (d_{01} - a_{01})(2a_{01} - d_{01}) - 2c_0 b_{20}.
\]

If \( \Delta_1 < 0 \), the origin is a folded saddle. If \( \Delta_1 > 0 \), the eigenvalues of \( L \) are real (folded node) if \( \Delta_2 > 0 \) or complex (folded focus) if \( \Delta_2 < 0 \), where

\[
\Delta_2 = (2d_{01} - 3a_{01})^2 + 8c_0 b_{02}.
\]

Denote by \( \beta, p = \beta v \), the direction of the eigenvectors of \( L \). The projections of the lines \( p = \beta v \) are called the separatrices of the line congruence. Straightforward calculations show that, at the origin,

\[
2c_0 \beta^2 + (2d_{01} - 3a_{01}) \beta - b_{02} = 0. \tag{4.2}
\]

The discriminant of this equation is exactly \( \Delta_2 \). Thus if \( \Delta_2 > 0 \), there are two separatrices while if \( \Delta_2 < 0 \) there are no separatrices.

**Example** 1. Consider a Darbouxian umbilical point given by the BDE

\[
udu^2 + mvdudv - udv^2 = 0,
\]

where \( m \) is a parameter and the one-parameter unfolding

\[
(u + s)du^2 + mvdudv - (u - s)dv^2 = 0.
\]

This last BDE can be realized as the principal directions BDE of the line congruence with shape operator

\[
c = u + s, \ b = u - s, \ d = (m + 1)v + 1, \ a = v + 1.
\]

The matrix \( L \) at \((s,0,0)\) is then

\[
L = \begin{bmatrix}
m & 2s \\
0 & -m + 1
\end{bmatrix}
\]
Thus the point is a folded saddle for \( m < 0 \) and \( m > 1 \), and a folded node for \( 0 < m < 1 \). For \( m > 1 \), this the only point of the discriminant set with tangent principal direction. For \( m < 1 \), there are more 2 such points, both folded saddles (see Figure 1).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Discriminant curve (red) and principal lines (black) of Example 1 with \( m < 0, 0 < m < 1 \) and \( m > 1 \), respectively.}
\end{figure}

\section*{4.2. Discriminant ridge points}

We consider the eigenvectors \( w_i = (\lambda_i - d, c) \) associated to \( \lambda_i \) with \( w_i(0,0) = (0, c_0) \). We can then use Lemma 3.1 to obtain that the origin is a ridge point if and only if \( B = 2c_0^2b_{01} = 0 \). Thus we can conclude that the ridge curve touches the discriminant curve only at singular points. In this section we shall assume \( b_{01} = 0 \).

Let \( A \) and \( B \) be given by Lemma 3.1 and denote
\[
A_0 = A(0,0) = c_0(2a_{01} + d_{01})
\]
and
\[
B_1 = B_v(0,0) = c_0 \left( a_{01}(a_{01} - d_{01}) + (a_{01} - d_{01})^2 + 2c_0b_{02} \right).
\]
Denote also
\[
Q = \frac{1}{4a_{01}c_0}\delta_{vv}(0,0) = \frac{1}{2a_{01}c_0} \left( (a_{01} - d_{01})^2 + 2c_0b_{02} \right).
\]

\begin{proposition}
Assume that \( A_0 \neq 0 \). Then the ridge curve can be written locally as a graph \( u = u(v) \) of the form
\[
u(v) = \alpha \frac{v^2}{2} + O(v^3),
\]
where
\[
\alpha = \frac{B_1^2}{2c_0a_{01}A_0^2} - Q.
\]
Moreover, the part \( v < 0 \) corresponds to one eigenvalue while the part \( v > 0 \) corresponds to the other eigenvalue.
\end{proposition}
Proof. Assume w.l.o.g. that $A_0 > 0$ and $B_1 > 0$. Then the condition for ridge point associated with $\lambda_1$, $A \sqrt{\delta} + B = 0$, can be written as $G = 0$, where

$$G = A^2 \delta - B^2$$

with $v < 0$. A similar calculation shows that the condition for ridge point associated with $\lambda_2$ is given by $G = 0$ with $v > 0$.

Observe that, at the origin

$$G_u = A_0^2 \delta_u(0,0) = 4A_0^2 a_{01} c_0 \neq 0$$

and $G_v = 0$. Moreover

$$G_{vv} = A_0^2 \delta_{vv}(0,0) = 2B_1^2 = 4a_{01} c_0 A_0^2 Q - 2B_1^2,$$

thus proving the proposition. □

4.3. Contact between a ridge curve and a separatrix

**Proposition 4.2.** Assume that $\Delta_1 \neq 0$. Then the contact between the ridge curve and a separatrix is of order $\geq 3$ if and only if

$$3a_{01} d_{01} = c_0 b_{02}.$$

**Proof.** If we substitute $\alpha$ given by Proposition 4.1 in Equation (4.2) we obtain

$$(3a_{01} d_{01} - c_0 b_{02}) (2a_{01}^2 + 4a_{01} d_{01} - b_{02} c_0) \Delta_1^2 = 0.$$

To conclude the proof we shall verify that the first factor must be zero. Observe that along the ridge we have

$$\delta = 2a_{01} (c_0 \alpha + Q) v^2 = \frac{B_1^2}{A_0^2} v^2.$$

Since $v < 0$, the slope of the eigenvector $w_1$ is then

$$\frac{1}{2c} \left((a - d) - \frac{B_1}{A_0} v\right) = \frac{1}{2c_0} \left((a_{01} - d_{01}) - \frac{B_1}{A_0}\right) v + O(v^2).$$

Hence the contact of the ridge curve with a principal line is of order greater than 2 if and only if

$$(a_{01} - d_{01}) - \frac{B_1}{A_0} - 2c_0 \alpha = 0.$$

This equation can be written as $(3a_{01} d_{01} - c_0 b_{02}) \Delta_1 = 0$, thus proving the proposition. □

In Figure 2 one can see an illustration of the ridge curve making a contact of order 2 with the discriminant curve and the separatrices.
4.4. Focal set at the discriminant curve

In this section give a somewhat informal description of the focal set at the discriminant curve. The formal proofs are consequences of the singularity classification of the next sections.

At the discriminant curve, we write $\lambda_1 = \lambda_2 = \lambda = \frac{1}{2}(a + d)$. Equation (2.9) with $\tau = 0$ is written as

$$D_X F_i = f_* \left((I - \lambda^{-1} S)X\right) - \lambda^{-2} D_X \lambda_i \xi.$$  

(4.3)

Moreover, differentiating $2\lambda_i = a + d \pm \sqrt{\delta}$ in the direction $X \in \mathcal{X}(U)$ we obtain

$$2D_X \lambda_i = D_X (a + d) \pm \frac{D_X \delta}{2\sqrt{\delta}}.$$  

(4.4)

If $X$ is not tangent to the discriminant curve, then $D_X \delta \neq 0$ at a discriminant point. Thus Equation (4.4) implies that $D_X \lambda_i$ is close to $\infty$ for a point close to the discriminant curve $\delta = 0$. Then Equation (4.3) implies that $D_X F_i$ is close to the $\xi$ direction for a point close to the discriminant curve.

If $X \in \mathcal{X}(U)$ is tangent to the level sets of $\delta$ close to the discriminant curve, then $D_X \lambda_i$ is close to $D_X (a + d)$. If moreover $X$ is not an eigenvector, $f_* \left((I - \lambda^{-1} S)X\right)$ is a non-zero vector in the image by $f_*$ of the eigenvector direction. Thus, by Equation (4.3), $D_X F_i$ is a vector linearly independent from $\xi$. We conclude that, at a non-singular discriminant point, the focal set has a tangent plane generated by the image by $f_*$ of the eigenvector direction and $\xi$.

At a singular discriminant point, the tangent direction is also an eigenvector. Thus, by Equation (4.3), the image of $DF_i$ is the 1-dimensional subspace generated by $\xi$. In case $a_{01} + d_{01} \neq 0$, $D_X F_i$ is non-zero in the $\xi$-direction. Thus the image of the discriminant curve by $F$ is regular with tangent vector in the $\xi$-direction. Moreover, from Proposition 4.1, the ridge changes color when touching the discriminant curve. Thus the image of the
discriminant curve is passing from one focal surface $F_i$ to the other (see Figure 3). This configuration of focal sets and ridges appears also in the context of surfaces in Minkowski 3-space (see [13], Figure 3).

![Figure 3](image_url)

**Figure 3.** At a singular point, the image of the discriminant curve (red) separates the two branches of the focal set, while the image of the ridge curve (green) is the cuspidal edge.

5. **Equiaffine Pairs**

Given a pair $(f, \xi)$, we can write, for $X, Y \in \mathfrak{X}(U)$,

$$D_X f_* Y = f_* (\nabla_X Y) + h(X, Y) \xi,$$

where $h$ is a metric. We say that the pair $(f, \xi)$ is *equiaffine* if $h$ is non-degenerate and $\tau = 0$, where $\tau$ is defined by Equation (2.7) (see [12]).

5.1. **Some examples**

**Surfaces in $\mathbb{R}^3$.** The normal vectors $\xi$ to a surfaces $f$ in the Euclidean 3-space define a very well-known line congruence. Since the shape operator is self-adjoint, it admits two orthogonal eigenvectors at each point. The pair $(f, \xi)$ is equiaffine.

**Surfaces in normed 3-spaces.** Consider a norm in $\mathbb{R}^3$ whose unitary ball is a convex symmetric set $B$. Then the $B$-normal lines $\xi$ of a given surface $f$ defines an equiaffine pair. If we assume that $U$ is an ovaloid, then the corresponding shape operator admits two distinct eigenvalues at each point ([1]).

**Surfaces in Minkowski 3-space.** Consider a surface in the Minkowski space $\mathbb{R}_1^3$. Outside the set of points with degenerate metric, the unitary Minkowski normals define an equiaffine vector field. In the Riemannian part of the surface the discriminant curve is empty, but in the Lorentzian part it may be non-empty (see [13]).

**Blaschke affine vector field of a non-degenerate surface.** For a non-degenerate surface, the Blaschke vector field is an equiaffine vector field. For convex surfaces, the shape operator admits a pair of distinct eigenvectors at each point. For non-convex surfaces, the discriminant curve may be non-empty. The curvature lines for this type of line congruence was described in [2].
Asymptotic lines of a surface in $\mathbb{R}^4$. Every surface $G$ in 4-space is locally the projective pedal of an equiaffine pair $(f, \xi)$, and the asymptotic lines of $G$ correspond to the curvature lines of $(f, \xi)$ (5).

Center symmetry sets. Given an oval in $\mathbb{R}^3$, consider the two dimensional family of lines connecting points with parallel tangents. This construction is strongly related to equiaffine pairs. In fact, the vector connecting the points with parallel tangents is an equiaffine vector field with respect to both surfaces. Conversely, if $(f, \xi)$ is an equiaffine pair, then the lines generated by $\xi$ is connecting points with parallel tangent planes of $f$ and $f + \xi$. The focal set of this line congruence is called the centre symmetry set (7).

5.2. Co-normal vector field and the support function

Consider an equiaffine pair $(f, \xi)$. The co-normal vector field $\nu$ is defined by the conditions

$$\nu \cdot f_u = \nu \cdot f_v = 0, \quad \nu \cdot \xi = 1.$$  

Since $(f, \xi)$ is equiaffine, we obtain $\nu \cdot \xi_u = \nu \cdot \xi_v = 0$ and hence $\nu_u \cdot \xi = \nu_v \cdot \xi = 0$. From $h_{11} = \nu \cdot f_{uu}$, $h_{12} = \nu \cdot f_{uv}$ and $h_{22} = \nu \cdot f_{vv}$, we obtain that

$$\nu_u \cdot f_u = -h_{11}, \quad \nu_v \cdot f_v = -h_{22}, \quad \nu_u \cdot f_v = \nu_v \cdot f_u = -h_{12}.$$  

We can also write

$$\begin{bmatrix}
\nu_{uu} \cdot \xi & \nu_{uv} \cdot \xi \\
\nu_{uv} \cdot \xi & \nu_{vv} \cdot \xi
\end{bmatrix} = \begin{bmatrix}
\nu_u \cdot \xi_u & \nu_u \cdot \xi_v \\
\nu_v \cdot \xi_u & \nu_v \cdot \xi_v
\end{bmatrix} = \begin{bmatrix}
h_{11} & h_{12} \\
h_{12} & h_{22}
\end{bmatrix} \cdot \begin{bmatrix}
a & b \\
c & d
\end{bmatrix}. \quad (5.2)$$

The support function $\rho$ is defined as

$$\rho(u, v, Z) = \nu(u, v) \cdot (Z - f(u, v)),$$

where $\nu$ is the co-normal vector field and $Z = (x, y, z)$ is a point in 3-space. Differentiating we obtain

$$\rho_u = \nu_u \cdot (Z - f), \quad \rho_v = \nu_v \cdot (X - f).$$

Thus $\rho_u = \rho_v = 0$ if and only if $Z = f + t \xi$, for some $t = t(u, v)$. Differentiating once more we obtain

$$\rho_{uu} = \nu_{uu} \cdot (Z - f) + h_{11}, \quad \rho_{vv} = \nu_{vv} \cdot (Z - f) + h_{22}, \quad \rho_{uv} = \nu_{uv} \cdot (Z - f) + h_{12}. \quad (5.3)$$

From Equations (5.2), we obtain that at $\rho_u = \rho_v = 0$,

$$\begin{bmatrix}
\rho_{uu} & \rho_{uv} \\
\rho_{uv} & \rho_{vv}
\end{bmatrix} = \begin{bmatrix}
h_{11} & h_{12} \\
h_{12} & h_{22}
\end{bmatrix} \cdot \begin{bmatrix}
a & b \\
c & d
\end{bmatrix} + I. \quad (5.4)$$

The critical point $(u, v)$ of $\rho$ is thus degenerate if and only if $t$ is equal to the inverse of an eigenvalue of the shape operator. We conclude that the focal set is the bifurcation set of the support function. The singularities of the line congruence are thus given by the degenerate singular points of $\rho$. Moreover, $A_i$-points of $\rho$, $i = 2, 3, 4$, correspond respectively to fold, cusps and swallowtails of the line congruence.
6. Line congruences as equiaffine pairs

It is proved in ([7]) that, outside umbilical points, every line congruence can be obtained as the lines connecting points of two surfaces with parallel tangents. Inspired by the ideas of this paper, we prove in this section that, outside umbilical points, every line congruence can be represented by an equiaffine pair.

6.1. Main result
Let \( f(u, v) = (u, v, 0) \) and \( \xi = (\xi_1, \xi_2, 1) \). Then the shape operator is given by
\[
S = \begin{bmatrix}
a & b \\
c & d
\end{bmatrix},
\]
where \( a = -(\xi_1)_u \), \( b = -(\xi_1)_v \), \( c = -(\xi_2)_u \) and \( d = -(\xi_2)_v \).

Proposition 6.1. In a neighborhood of a non-umbilical point of a line congruence, we can find an equiaffine pair representing the line congruence.

Proof. The proof of this proposition will be divided in two steps: First we construct an equiaffine pair \((\tilde{f}, \tilde{\xi})\), then prove that \( h \) is non-degenerate separately for non-discriminant and discriminant points.

For the first set, let \( p(u, v) \) be a solution of the partial differential equation
\[
bp_{uu} + (d - a)p_{uv} - cp_{vv} = 0.
\]
(6.2)

In general, this equation can be solved outside umbilical points (see [7], last page).

Given \( p \), we can find \( q(u, v) \) satisfying
\[
q_u = -(ap_u + cp_v), \quad (\xi_3)_v = -(bp_u + dp_v).
\]

The co-normal \( \nu \) is then defined as
\[
\nu = (p_u, p_v, q - p_u\xi_1 - p_v\xi_2),
\]
and the affine normal by \( \tilde{\xi} = \frac{1}{q}\xi \). One can easily verify that
\[
\nu \cdot \tilde{\xi} = 1, \quad \nu \cdot \tilde{\xi}_u = 0, \quad \nu \cdot \tilde{\xi}_v = 0.
\]
Moreover define \( k = \frac{d}{q} \) and
\[
\tilde{f} = (u + k\xi_1, v + k\xi_2, k).
\]

One can easily verify that \((\tilde{f}, \tilde{\xi})\) is an equiaffine pair representing the line congruence \((f, \xi)\).

For the second step, consider a point outside the discriminant set. We may assume that, at the origin \( d - a > 0 \) and \( b = c = 0 \). In this case, we may choose a solution \( p \) of Equation (6.2) with \( p = p_u = p_v = p_{uv} = 0 \) and \( p_{uu} = p_{vv} = -1 \) at the origin. Moreover we can choose \( q = 1 \) at the origin, which implies that \( \nu = (0, 0, 1) \) and \( k = 0 \) at the origin. Since \( \xi = (0, 0, 1) \) we conclude that, at the origin \( \tilde{f} = (0, 0, 0), \tilde{f}_u = (1, 0, 0), \tilde{f}_v = (0, 1, 0) \). Finally \( \nu_u \cdot \tilde{f}_u = (\nu_1)_u = p_{uu} = -1 \) at the origin. Similarly \( \nu_u \cdot \tilde{f}_v = p_{uv} = 0 \) and
parameters of the equiaffine pair.  □  neighborhood of the origin.  = 1 at the origin, which implies that  ν = (0, 0, 1) and  k = 0 at the origin. Since  ξ = (0, 0, 1) we conclude that, at the origin  f = (0, 0, 0),  f_u = (1, 0, 0),  f_v = (0, 1, 0). Finally  ν_u ·  f_u = (ν)_u =  p_{uu} = 0 at the origin. Similarly  ν_u ·  f_v =  p_{uv} = 1 and  ν_v ·  f_v =  p_{vv} = 0. We conclude that  h_{11} =  h_{22} = 0 and  h_{12} = 1, and so the surface  f is convex and non-degenerate in a neighborhood of the origin.  □

Parameters of the equiaffine pair.  The parameters  a,  b,  c and  d are defined by the relations

\[ \xi_u = -\ddot{a}f_u - \ddot{c}f_v, \quad \xi_v = -\ddot{b}f_u - \ddot{d}f_v. \]

Lemma 6.2.  The 1-jet of  a,  b,  c and  d at the origin coincides with the 1-jet of  a,  b,  c and  d, respectively.

Proof.  At the origin, since  q_u = q_v = 0 and  q = 1, we obtain that  \( \xi_u = \xi_u, \)  \( \xi_v = \xi_v, \)  \( \ddot{f}_u = f_u, \)  \( \ddot{f}_v = f_v, \) which implies that

\[ \ddot{a}_0 = a_0, \quad \ddot{b}_0 = b_0, \quad \ddot{c}_0 = c_0, \quad \ddot{d}_0 = d_0. \]

Considering only the first two coordinates, at the origin  \( \ddot{\xi}_{uu} = \xi_{uu}, \)  \( \ddot{\xi}_{uv} = \xi_{uv}, \)  \( \ddot{\xi}_{vv} = \xi_{vv}, \)  \( \ddot{f}_{uu} = f_{uu}, \)  \( \ddot{f}_{uv} = f_{uv}, \)  \( \ddot{f}_{vv} = f_{vv}, \) which implies that

\[ \ddot{a}_{10} = a_{10}, \quad \ddot{a}_{01} = a_{01}, \]

and the same hold for  b,  c and  d.  □

6.2.  Non-discriminant points

At non-discriminant points, we may assume that, at the origin  b = c = 0,  h_{11} = h_{22} = 1,  h_{12} = 0.

Lemma 6.3.  Assume  b_0 = c_0 = 0,  a_0 = d_0 ̸= 0. Then  \( \ddot{a}_{20} = a_{20} \) and  \( \ddot{c}_{20} = c_{20}. \) Moreover if  a_{10} = c_{10} = 0, then  \( \ddot{a}_{30} = a_{30}. \)

Proof.  We have that

\[ \ddot{\xi}_{uu} = -\ddot{a}_{uu}\ddot{f}_u - 2\ddot{a}_u\dddot{f}_{uu} - \ddot{a}\dddot{f}_{uu} - \dddot{c}_{uu}\ddot{f}_v - 2\dddot{c}_u\dddot{f}_{uv} - \dddot{c}\dddot{f}_{uv}. \quad (6.3) \]

Considering only the first two coordinates at the origin,

\[ \ddot{\xi}_{uu} = -\ddot{a}_{uu}\ddot{f}_u - \ddot{a}\dddot{f}_{uu} - \dddot{c}_{uu}\ddot{f}_v = (\ddot{a}_{20} + 3a_0^2, -\dddot{c}_{20}), \quad (6.4) \]

since, at the origin,

\[ \dddot{f}_{uu} = 3k_{uu}(\xi)_u = -3a_0. \]

On the other hand,

\[ \dddot{\xi}_{uu} = \frac{1}{q}\xi_{uu} + 3\left(\frac{1}{q}\right)\xi_{uu} + 3\left(\frac{1}{q}\right)\xi_u + \left(\frac{1}{q}\right)\xi. \quad (6.5) \]
At the origin, considering the first two coordinates,
\[ \xi_{uuu} = \xi_{uuu} - 3 \frac{q_{uu}}{q^2} \xi_u = (-a_{20} + 3a_{0}^2, -c_{20}). \]  
(6.6)

The first part of the lemma is proved by comparing Equations (6.4) and (6.6).

To prove the second part, differentiate Equations (6.3) and take the first coordinate to obtain
\[ (\tilde{\xi}_1)_{uuuu} = -\tilde{a}_{30} - a_0 (\tilde{f}_1)_{uuuu}. \]

Since \( (\tilde{f}_1)_{uuuu} = 4k_{uuu}(\xi_1)_u \) and we can choose \( p_{uuu}(0, 0) = 0 \), we obtain that \( k_{uuu} = 0 \) and conclude that \( (\tilde{\xi}_1)_{uuuu} = -\tilde{a}_{30} \). Now differentiate (6.5) with respect to \( u \) at the origin and take the first coordinate to obtain
\[ (\tilde{\xi}_1)_{uuuu} = -a_{30} + 4 \left( \frac{1}{q} \right)_{uuu} (\xi_1)_u \]

Since \( q_u = q_{uu} = q_{uuu} = 0 \) at the origin, we conclude that \( (\tilde{\xi}_1)_{uuuu} = -a_{30} \) and the second part of the lemma is proved.

Lemma 6.4. We have that, at the origin \( \tilde{f}_{uv} = 0 \). Moreover,
\[ (h_{12})_u = \frac{a_{01} - c_{10}}{a_0 - d_0}. \]

Proof. Since \( b = c = 0 \), we can take \( p = p_u = p_v = p_{uv} = 0 \) and \( p_{uu} = p_{vv} = -1 \) at the origin. Differentiating the PDE with respect to \( u \) at the origin we obtain
\[ -b_u + (d - a)p_{uuu} + c_u = 0. \]

Since \( c_v = d_u \), we conclude that, at the origin,
\[ p_{uuu} = \frac{a_v - c_u}{a - d}. \]

Now one can check that \( (\nu_u \cdot \tilde{f}_v)_u = p_{uuu} \) at the origin. Thus
\[ (h_{12})_u = -p_{uuu}, \]
proving the lemma.

\[ \square \]

6.3. Discriminant points

Lemma 6.5. Assume \( a_0 = d_0, b_0 = 0, c_0 \neq 0 \). Then \( \bar{b}_{02} = b_{02} \) and \( \bar{c}_{20} = c_{20} \).

Proof. Since
\[ \xi_{vv} = -\tilde{b}_v \tilde{f}_u - \tilde{b}_f_{uv} - \tilde{d}_v \tilde{f}_v - \tilde{d} \tilde{f}_{vv}, \]
the first component at the origin of \( \xi_{vv} \) is
\[ (\xi_1)_{vvv} = -\tilde{b}_{02} - \tilde{d} \tilde{f}_{vvv} = -\tilde{b}_{02}, \]  
(6.7)
since the first component of \( \tilde{f}_{vvv} \) at the origin is zero. On the other hand, differentiating
\[ \xi_{vv} = \frac{1}{q} \xi_{vv} - 2 \frac{q_v}{q^2} \xi_v - \left( \frac{q_v}{q^2} \right)_v \xi \]
with respect to $v$ we obtain, at the origin,

$$(\xi_1)_{vvv} = (\xi_1)_{vvv} = -b_{02}. \tag{6.8}$$

Comparing Equations (6.7) and (6.8), the lemma is proved. $\Box$

**Lemma 6.6.** Assume $b_{01} = 0$. At the origin, the following formulas hold:

$$\nu_{vv} \cdot f_v = (\nu_2)_{vv} = k_{vvv} = p_{vvv} = \frac{d_{01} - a_{01}}{c_0}.$$  
$$\nu_v \cdot f_{vv} = (\tilde{f}_1)_{vv} = 0.$$  

**Proof.** From Equation (6.2) we have that, at the origin,

$$(a_{01} - d_{01})h_{12} - c_0p_{vvv} = 0$$

Thus $p_{vvv} = \frac{d_{01} - a_{01}}{c_0}$. This proves the first claim. For the second claim,

$$(\tilde{f}_1)_{vv} = 0$$

since $k = k_v = k_{vv} = 0$ at the origin. $\Box$

### 7. Singularities at Non-Discriminant Points

Given $f = (u,v,0)$ and $\xi = (\xi_1, \xi_2, 1)$, take the equiaffine pair $(\tilde{f}, \tilde{\xi})$ as in section 6. The relevant parameters are not affected by the change from $(f, \xi)$ to $(\tilde{f}, \tilde{\xi})$, as proved in Section 6.2.

In this section we shall be dealing with the equiaffine pair $(\tilde{f}, \tilde{\xi})$, but in order to keep the notation shorter we shall use the notation $(f, \xi)$ with the hope that this will cause no confusion.

#### 7.1. Singularities of type $A_2$ at non-discriminant points

Differentiating $\rho_{uu} = \nu_{uu}(Z - f) + h_{11}$, with respect to $u$ we obtain

$$\rho_{uuu} = \nu_{uuu}(Z - f) - \nu_{uu}f_u + (h_{11})_u. \tag{7.1}$$

Differentiating $\nu_{uu} \cdot \xi = -h_{11}a - h_{12}c \tag{7.2}$

with respect to $u$ we obtain

$$\nu_{uuu} \cdot \xi - \nu_{uu}(af_u + cf_v) = -(h_{11})_ua - h_{11}a_u - (h_{12})_uc - h_{12}c_u. \tag{7.3}$$

At the origin, we have

$$\frac{1}{a_0}\nu_{uuu} \cdot \xi - \nu_{uu}f_u + (h_{11})_u = -\frac{a_{10}}{a_0}.$$  

We conclude that

$$\rho_{uuu} = \frac{1}{a_0}\nu_{uuu} \cdot \xi - \nu_{uu} \cdot f_u + (h_{11})_u = -\frac{a_{10}}{a_0}.$$  

Thus if $a_{10} \neq 0$, the origin is a $A_2$-point of the support function. From Section 3.3 we conclude the following:
Corollary 7.1. A point $p$ is a $A_2$ point of the support function if and only if $p$ is not a ridge point.

7.2. Singularities of type $A_3$ at non-discriminant points

From now on we shall assume $a_{10} = 0$.

Lemma 7.2. At the origin,

$$\rho_{uuv} = -\frac{c_{10}}{a_0}.$$ 

Proof. Differentiating Equation (5.3) with respect to $u$ we obtain

$$\rho_{uuv} = \nu_{uuv}(Z - f) - \nu_{uv}f_u + (h_{12})_u.$$ 

At the origin,

$$\rho_{uuv} = \frac{1}{a_0} \nu_{uuv} \xi + \frac{1}{a_0} \nu_{uv} \xi_u + (h_{12})_u.$$ 

Differentiating Equation (5.3) with respect to $u$ we obtain

$$\nu_{uuv} \cdot \xi + \nu_{uv} \xi_u = -(h_{12})_u a - h_{12} a_u - (h_{22})_u c - h_{22} c_u.$$ 

At the origin,

$$\nu_{uuv} \cdot \xi + \nu_{uv} \xi_u + a(h_{12})_u = -c_u.$$ 

Thus, at the origin,

$$\rho_{uuv} = -\frac{c_{10}}{a_0},$$

thus proving the lemma. \qed

Lemma 7.3. At the origin,

$$\rho_{uuuu} = -\frac{1}{a_0(a_0 - d_0)} (3(a_{01} - c_{10}) c_{10} + (a_0 - d_0)a_{20}).$$

Proof. Differentiating Equation (7.2) with respect to $v$ we obtain

$$\rho_{uuuu} = \nu_{uuuu}(Z - f) - 2\nu_{uuu}f_u - \nu_{uu} \cdot f_{uu} + (h_{11})_{uu}. \quad (7.5)$$

At the origin

$$\rho_{uuuu} = \frac{1}{a_0} \nu_{uuuu} \xi + \frac{2}{a_0} \nu_{uuu} \xi_u - \nu_{uu} \cdot f_{uu} + (h_{11})_{uu}.$$ 

Since, at the origin

$$\xi_{uu} = -c_u f_v - a f_{uu},$$

we obtain that

$$-\nu_{uu} \cdot f_{uu} = \frac{1}{a_0} (\nu_{uu} \xi_{uu} + c_{10} \nu_{uu} \cdot f_v).$$

On the other hand, since at the origin $f_{uv} = 0$,

$$\nu_{uu} \cdot f_v = -(h_{12})_u.$$ 

We conclude that, at the origin

$$\rho_{uuuu} = \frac{1}{a_0} \nu_{uuuu} \xi + \frac{2}{a_0} \nu_{uuu} \xi_u + \frac{1}{a_0} \nu_{uu} \cdot \xi_{uu} + (h_{22})_{uu} - \frac{c_{10}}{a_0} (h_{12})_u.$$
Differentiating Equation (7.4) with respect to $u$, at the origin, we obtain

$$\nu_{uuu} \cdot \xi + 2\nu_{uu} \cdot \xi_u + \nu_{uuu} \cdot \xi_u + a_0(h_{11})_{uu} = -2c_{10}(h_{12})_{u} - a_{20}. $$

Thus

$$\rho_{uuv} = -\frac{1}{a_0} (3c_{10}(h_{12})_{u} + a_{20}).$$

Since $(h_{12})_{u} = \frac{a_{01}-c_{10}}{a_0-d_0}$, the lemma is proved. □

**Lemma 7.4.** The condition for an $A_3$ point of the support function is

$$3a_{01}c_{10} + (a_0 - d_0)a_{20} \neq 0. $$

**Proof.** The condition for $A_3$ point is $3\rho_{uuv}^2 \neq \rho_{vv}\rho_{uuv}$. □

From Lemma 3.2, we conclude the following:

**Corollary 7.5.** A point $p$ is an $A_3$ point of the support function if and only if $p$ is a ridge point but the principal direction is not tangent to the ridge curve.

### 7.3. Singularities of type $A_4$ at non-discriminant points

In this section we shall assume that the principal direction is tangent to the ridge curve. In terms of jets, we have that $a_{10} = 0$ and the condition of Lemma (3.2) holds. As mentioned in Section 3.4, we may in fact assume that $c_{10} = a_{20} = 0$.

**Lemma 7.6.** Assume that $c_{10} = a_{20} = 0$. Then the point is an $A_4$ point for $\rho$ if and only if

$$4a_{01}c_{20} + (a_0 - d_0)a_{30} \neq 0. \quad (7.6)$$

**Proof.** From Equation (7.5) we obtain that, at the origin,

$$\rho_{uuuu} = \frac{1}{a_0} \nu_{uuuu} \cdot \xi + \frac{3}{a_0} \nu_{uuu} \cdot \xi_u - 3\nu_{uu} \cdot f_{uu} - \nu_{uu} \cdot f_{uuu} + (h_{11})_{uuu}. $$

But

$$\nu_{uu} \cdot f_{uu} = -\frac{1}{a_0} \nu_{uu} \cdot \xi_{uu}, \quad \nu_{uu} \cdot f_{uuu} = -\frac{1}{a_0} \nu_{uu} \cdot \xi_{uu} + \frac{c_{20}}{a_0} \nu_{uu} \cdot f_v. $$

We conclude that

$$\rho_{uuuu} = \frac{1}{a_0} (\nu_{uu} \cdot \xi)_{uuu} + (h_{11})_{uuu} - \frac{c_{20}}{a_0} (h_{12})_{u}$$

But

$$(\nu_{uu} \cdot \xi)_{uuu} = -a_0(h_{11})_{uuu} - a_{30} - 3(h_{12})_{u}c_{20}. $$

Thus

$$\rho_{uuuu} = -\frac{a_{30}}{a_0} - 4\frac{c_{20}}{a_0} \frac{a_{01}}{a_0-d_0} = -\frac{1}{a_0(a_0-d_0)} (4a_{01}c_{20} + (a_0 - d_0)a_{30}),$$

thus proving the lemma. □

From Lemma 3.3, we conclude the following:

**Corollary 7.7.** A point $p$ is a $A_4$ point of the support function if and only if $p$ is a ridge point, the principal direction is tangent to the ridge curve and the contact between the principal line and the ridge curve is exactly 2.
8. Singularities at Discriminant Points

Given \( f = (u, v, 0) \) and \( \xi = (\xi_1, \xi_2, 1) \), take the equiaffine pair \((\tilde{f}, \tilde{\xi})\) as in section 6. The relevant parameters are not affected by the change from \((f, \xi)\) to \((\tilde{f}, \tilde{\xi})\), as proved in Section 6.3.

In this section we shall be dealing with the equiaffine pair \((\tilde{f}, \tilde{\xi})\), but in order to keep the notation shorter we shall use the notation \((f, \xi)\) with the hope that this will cause no confusion.

8.1. Singularities of type \(A_2\) at discriminant points

A singular point is a fold point of \(G\) or a regular point of the focal set if and only \(\rho_{vvv} \neq 0\) at this point. We shall prove now that this is equivalent to \(b_{01} \neq 0\), which means that the eigenvector is not tangent to the double eigenvalues curve.

Differentiating \(\rho_{vv} = \nu_{vv}(Z - f) + h_{22}\),

with respect to \(v\) we obtain

\[
\rho_{vvv} = \nu_{vvv}(Z - f) - \nu_{vv}f_v + (h_{22})_v. \tag{8.2}
\]

At the double eigenvalues curve, we have \(a = d\), \(b = 0\). We may also assume that, at this point, \(h_{11} = h_{22} = 0\), \(h_{12} = 1\). Differentiating

\[
\nu_{vv} \cdot \xi = -h_{12}b - h_{22}d \tag{8.3}
\]

with respect to \(v\) we obtain

\[
\nu_{vvv} \cdot \xi - \nu_{vv} (bf_u + df_v) = -(h_{12})_v b - h_{12}b_v - (h_{22})_v d - h_{22}d_v. \tag{8.4}
\]

At the point, we have

\[
\rho_{vvv} = \frac{1}{d_0} \nu_{vvv} \cdot \xi - \nu_{vv} \cdot f_v + (h_{22})_v = -\frac{1}{d_0} b_{01}.
\]

We have thus proved the following:

**Proposition 8.1.** A discriminant point \(p\) is an \(A_2\) point if and only if it is regular.

8.2. Singularities of type \(A_3\) at discriminant points

We now describe conditions for a singular point of the discriminant to correspond to a cuspidal edge of the focal set. We shall assume \(b_v = 0\).

**Lemma 8.2.** At the origin,

\[
\rho_{uvv} = \frac{-b_{10} + d_{01} - a_{01}}{d_0}.
\]

**Proof.** Differentiating Equation (8.1) with respect to \(u\) we obtain

\[
\rho_{uvv} = \nu_{uvv}(Z - f) - \nu_{vv}f_u + (h_{22})_u. \tag{8.5}
\]

Differentiating Equation (8.3) with respect to \(u\) we obtain

\[
\nu_{uvv} \cdot \xi - \nu_{vv} (af_u + cf_v) = -(h_{12})_u b - h_{12}b_u - (h_{22})_u d - h_{22}d_u.
\]
At the origin,
\[ \rho_{uvv} = \frac{1}{d_0} \nu_{uvv} \cdot \xi - \nu_{vv} \cdot f_u + (h_{22})_u = - \frac{b_u}{d_0} + \frac{c_0}{d_0} \nu_{vv} \cdot f_v. \]

From Lemma 6.6, \[ \rho_{uvv} = - \frac{b_{10} + d_{01} - a_{01}}{d_0}, \]
thus proving the lemma. \[ \square \]

**Lemma 8.3.** At the origin,
\[ \rho_{vvvv} = \frac{1}{c_0 d_0} (3(a_{01} - d_{01})d_{01} - c_0 b_{02}). \]

**Proof.** Differentiating Equation (8.2) with respect to \( v \) we obtain
\[ \rho_{vvvv} = \nu_{vvvv} (Z - f) - 2 \nu_{vvv} f_v - \nu_{vv} \cdot f_v + (h_{22})_{vv}. \]
Differentiating Equation (8.4) with respect to \( v \) leads to, at the origin
\[ \nu_{vvvv} \cdot \xi + 2 \nu_{vvv} \cdot \xi_v + \nu_{vv} \cdot \xi_v + d_0 (h_{22})_{vv} = - b_{vv} + 2 (h_{22})_v d_v. \]
Since, at the origin,
\[ \xi_v = - d_0 f_v, \quad \xi_v = - d_v f_v - d_0 f_{vv}, \]
we obtain
\[ \nu_{vv} \cdot \xi_v = - d_0 \nu_{vv} \cdot f_v - d_v \nu_{vv} \cdot f_v \]
and so
\[ d_0 \rho_{vvvv} = d_v \nu_{vv} \cdot f_v - b_{vv} - 2 (h_{22})_v d_v. \]
But differentiating \( h_{22} = \nu \cdot f_{vv} \) we obtain, at the origin, since \( f_{vv} = 0 \),
\[ (h_{22})_v = \nu \cdot f_{vvv} = g_{vvv}. \]
Thus
\[ d_v \nu_{vv} \cdot f_v - b_{vv} - 2 (h_{22})_v d_v = - 3 g_{vvv} d_v - b_{vv}. \]
We conclude that
\[ \rho_{vvvv} = \frac{1}{d_0} \left( \frac{3(a_{01} - d_{01})d_{01}}{c_0} - b_{02} \right), \]
thus proving the lemma. \[ \square \]

**Proposition 8.4.** A singular point of the discriminant set is an \( A_3 \)-point of the support function if and only if
\[ 3d_{01} a_{01} \neq c_0 b_{02}. \]

**Proof.** The condition for cuspidal edge is that
\[ \frac{1}{2} \rho_{uu} u^2 + \frac{1}{2} \rho_{uvv} uv^2 + \frac{1}{24} \rho_{vvvv} v^4 \]
is not a perfect square, which is equivalent to
\[ 3 \rho_{uvv}^2 \neq \rho_{uu} \rho_{vvvv}. \]
Straightforward calculations complete the proof. \[ \square \]
From Proposition \[4.2\] we obtain the our main result:

**Corollary 8.5.** A singular point of the discriminant curve is a cuspidal edge if and only if the contact between the ridges and the separatrix is exactly 2.
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