These tutorials introduce some basics of imaging with coherent X-rays, focusing on phase contrast. We consider the transport-of-intensity equation, as one particular method for X-ray phase contrast imaging among many, before passing on to the inverse problem of phase retrieval. These ideas are applied to two-dimensional and three-dimensional propagation-based phase-contrast imaging using coherent X-rays. We then consider the role of partial coherence, and sketch a generic means by which partially coherent X-ray imaging scenarios may be modelled, using the space–frequency description of partial coherence. Besides covering fundamental concepts in both theory and practice, we also give opinions on future trends in X-ray phase contrast imaging including X-ray tomography, and comparison of different phase contrast imaging methods. These tutorials will be accessible to those with a basic background in optics (e.g. wave equation, Maxwell equations, Fresnel and Fraunhofer diffraction, and the basics of Fourier and vector analysis) and interactions of X-rays with matter (e.g. attenuation mechanisms and complex refractive index).

Fifteen video lectures, based directly on these notes, are at: https://bit.ly/2GdoVg8

We humbly dedicate these notes to the memory of Claudio Ferrero.
I. INTRODUCTION TO THESE TUTORIALS

We consider the field of X-ray phase contrast imaging from a tutorial perspective. We cover some basics of the field, augmenting our discussions throughout with speculations regarding future lines of development of the field. The primary intended audience is those commencing research in the field, although it is our intention that these largely self-contained notes be more broadly accessible.

Each of the three parts of our tutorial commences with a theory component focused upon the mathematical-physics underpinning of the topics treated therein. The first two parts are rounded out with a complementary component giving practical applications and examples.

The first part of these notes deals with X-ray imaging basics, sketching a passage from the Maxwell equations of classical electrodynamics, through to the paraxial wave equation describing coherent scalar X-ray fields. We also introduce the projection approximation, Fresnel diffraction, absorption contrast and phase contrast. We then examine, from a practical perspective, the validity conditions of the projection approximation, including the conditions under which this approximation is likely to break down. Some attention is also given to the question of tomography beyond the projection approximation, including the roles of diffraction tomography and the multi-slice approach.

The second part deals with elements of X-ray phase contrast imaging and the associated inverse problem of phase retrieval. We begin with an outline of the transport-of-intensity equation, which is tied to one of the common phase-contrast methods, namely propagation-based X-ray phase contrast. Rather than subsequently considering in detail a multiplicity of other powerful methods for X-ray phase contrast imaging, we instead generalise a wide class of such phase contrast imaging systems, by considering many of them to be particular examples of shift-invariant coherent linear imaging systems. We give some time to considering the associated transfer function concept, and the realisation of X-ray phase contrast imaging in such a general setting. We indicate some key concepts in the underpinning theory of forward problems and inverse problems, before considering the inverse problem of phase retrieval. Two particular examples of phase retrieval are briefly considered, namely transport-of-intensity phase retrieval in both two and three spatial dimensions. The practice component then gives broader consideration to the suite of available X-ray phase contrast imaging methods, and discusses some similarities between certain of these methods. We emphasise that no one method of X-ray phase contrast imaging is superior to all others in all circumstances, arguing rather that each have their relative strengths and weaknesses.

The third and final part considers partial coherence, with particular reference to X-ray phase contrast imaging using partially coherent radiation processed via arbitrary linear imaging systems. We seek to give a general means to theoretically and computationally model a very large class of such X-ray phase contrast imaging systems, both those that currently exist, and many of those that may be developed in the future. The key underpinning idea is the space–frequency description of partial coherence, whereby one has a statistical ensemble of strictly monochromatic fields at each spatial frequency, independently propagating through a given generalised X-ray phase contrast imaging system. This allows one to determine, in an efficient manner, the resulting spectral density (i.e. ensemble averaged intensity) at any point in the imaging system, together with the transport through the system of coherence functions such as the cross-spectral density, the Wigner function and the ambiguity function. Lastly, we give a number of opinions and speculations regarding possible future developments in the field.

Further detail, on many of the topics presented here, is available in the text by Paganin (2006). Note also that these tutorials do not claim in any way to be a representative overview of the field. Rather, they are intended as an introductory overview of certain key aspects of the field, which contains enough entry points to the published literature to empower a journey of further exploration.

Part I

X-ray imaging basics

II. THEORY

We cover some basics of coherent X-ray imaging, including the wave equations for X-ray waves and their interactions with matter, the projection approximation, Fresnel diffraction and phase contrast.

A. Vector vacuum wave equations

The Maxwell equations, which govern the evolution of classical electromagnetic fields in space and time, lead to the following d’Alembert equations for the electric field $E(x, y, z, t)$ and magnetic field $B(x, y, z, t)$ in free space:

$$\left(\frac{1}{c^2}\frac{\partial^2}{\partial t^2} - \nabla^2\right)E(x, y, z, t) = 0,$$  \hspace{1cm} (1)

$$\left(\frac{1}{c^2}\frac{\partial^2}{\partial t^2} - \nabla^2\right)B(x, y, z, t) = 0.$$  \hspace{1cm} (2)

Here, $(x, y, z)$ are Cartesian spatial coordinates, $t$ is time, $c$ is a speed given by $c = \frac{1}{\sqrt{\mu_0\varepsilon_0}},$ \hspace{1cm} (3)
the Laplacian in three spatial dimensions is
\[ \nabla^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2}, \tag{4} \]
\( \epsilon_0 \) is the electrical permittivity of free space and \( \mu_0 \) is the magnetic permeability of free space. Système-Internationale (SI) units are used consistently. The notation used throughout is the same as Paganini (2006).

The above equations imply two facts which were quite revolutionary when first discovered: (i) Electromagnetic disturbances propagate as waves in vacuum; (ii) the speed \( c \) of these electromagnetic waves, given by the Maxwell relation (Eq. [3]), coincides so closely with the speed of light in vacuum, to suggest that light is an electromagnetic wave. In the late nineteenth-century context in which it was derived, this then-radical observation unified what were previously thought to be three separate bodies of physics knowledge: electricity, magnetism and (visible light) optics.

This was indeed a colossal moment in the history of physics. Before the advent of the Maxwell equations and the associated discovery that visible light is an electromagnetic disturbance, there were five separate theories describing aspects of the physical world: electricity, magnetism, (visible light) optics, thermodynamics and mechanics. With both the Maxwell equations and the discovery that light is an electromagnetic wave, the first three of these theories united into one overarching theory of electromagnetism and electromagnetic waves. Such a unification remains a guiding light in modern quests for a unification of quantum theory with Einstein’s gravitational theory of general relativity.

Returning to the main thread of our argument, we now know that the class of electromagnetic waves is not exhausted by those that are visible to the human eye. Of particular focus to us are X-ray electromagnetic waves.

B. Scalar vacuum wave equation & complex wave-function

Equations [1] and [2] are a pair of vector equations, or, equivalently, a set of six scalar equations: three for the Cartesian components of the electric field, and three for the Cartesian components of the magnetic field. Each of these six scalar vacuum field equations has the form:
\[ \left( \frac{1}{\epsilon_0 c^2} \frac{\partial^2}{\partial t^2} - \nabla^2 \right) \Psi(x, y, z, t) = 0. \tag{5} \]

It is convenient to treat \( \Psi(x, y, z, t) \) as a complex function, termed the “wave function”, which describes the X-ray field. Only the real part of this wave-function is physically meaningful, but we will not need to make use of this fact at any point in these notes. By transitioning from a vector-wave description to a scalar-wave description of the X-ray field, polarisation is implicitly neglected (or a single linear polarisation is implicitly assumed). This assumption is often reasonable in many paraxial imaging and diffraction contexts. However, note that there are many cases (e.g. magnetic scattering of circularly-polarised X-rays, and dynamical diffraction from near-perfect crystals) where the effects of X-ray polarisation must be taken into account.

C. Physical meaning of intensity and phase

At each point \( (x, y, z) \) in space, for each instant of time \( t \), \( \Psi(x, y, z, t) = 0 \) is a complex number. Complex numbers have magnitude and phase, so we may write:
\[ \Psi(x, y, z, t) = \sqrt{I(x, y, z, t)} \exp[i\phi(x, y, z, t)]. \tag{6} \]

The magnitude of \( \Psi(x, y, z, t) \) has been written as \( \sqrt{I(x, y, z, t)} \), so that
\[ I(x, y, z, t) = |\Psi(x, y, z, t)|^2, \tag{7} \]
where \( I(x, y, z, t) \) is the intensity of the field. The phase of \( \Psi(x, y, z, t) = 0 \) has been denoted \( \phi(x, y, z, t) \). For the instant of time \( t \), surfaces of constant phase may be identified with wave-fronts of the X-ray field. These fronts move at (extremely close to) the speed of light in vacuum\(^1\) in a direction that is typically away from the source generating those waves – see Fig. 1(a).

D. Fully coherent fields

Assume the field to be strictly monochromatic, and therefore perfectly coherent, so that its time development at any point in space oscillates with a fixed angular frequency \( \omega \):
\[ \Psi(x, y, z, t) = \psi_\omega(x, y, z) \exp(-i\omega t), \tag{8} \]

where
\[ \omega = 2\pi f = ck; \tag{9} \]
\( f \) denotes frequency, and \( k \) is the wave-number corresponding to vacuum wavelength \( \lambda \):
\[ k = 2\pi/\lambda. \tag{10} \]

Substitution of Eq. [8] into Eq. [5] gives the Helmholtz equation in vacuum:
\[ (\nabla^2 + k^2) \psi_\omega(x, y, z) = 0. \tag{11} \]

\(^1\) We are here alluding to the subtlety that the speed of light in vacuum is in general less than the speed of a plane wave in vacuum. See Giovannini et al. (2015) for further information on this fascinating point.
The vacuum Helmholtz equation (Eq. 11) therefore becomes the Helmholtz equation in the presence of non-magnetic scattering media:

$$\left[ \nabla^2 + k^2 n_\omega^2(x, y, z) \right] \psi_\omega(x, y, z) = 0.$$  \hspace{1cm} (14)

See e.g. Paganin (2006) for a full derivation of the above equation, which elaborates on the key assumptions that the scattering medium be (i) linear, (ii) isotropic, (iii) static, (iv) non-magnetic, (v) have zero charge density and (vi) zero current density, and (vii) be spatially slowly varying in its material properties.

As an interesting aside, note that the above equation is mathematically identical in form to the time-independent Schrödinger equation for non-relativistic electrons in the presence of a scalar scattering potential (this latter equation assumes that the effects of electron spin can be ignored, and that the material with which the electron interacts is non-magnetic). Hence, the research fields of coherent X-ray optics and transmission electron microscopy have much in common. Indeed, we are of the view that fundamental progress in both fields would advance more rapidly if more workers from each field were to familiarise themselves with work from both fields.

As a second aside, we recall the statement invoked in deriving Eq. (14), namely the three assumptions that the scattering “media will be assumed to be static, non-magnetic, and sufficiently slowly spatially varying, so that they may be described by a position-dependent refractive index”. The breakdown of any or all of these three key assumptions leads to interesting generalisations that will not be considered here. For example,

(i) the breakdown of the first assumption enters us into the very interesting realm of time-dependent samples, including those that experience radiation damage during the act of X-ray imaging;

(ii) the breakdown of the second assumption is key to the study of magnetic materials using, for example, circularly polarised X-rays;

(iii) the breakdown of the third assumption will become progressively more important as X-ray imaging is pushed more and more often to regions of high resolution, e.g. on nm and smaller length scales.

E. Coherent paraxial fields

With reference to Fig. 1(b), assume our monochromatic complex scalar X-ray wave-field to be paraxial, in the sense described in the caption to the said figure. Under this approximation it is natural to express the complex disturbance $\tilde{\psi}_\omega(x, y, z)$ as a product of a $z$-directed plane wave $\exp(ikz)$, and a perturbing envelope $\psi_\omega(x, y, z)$. Without any loss of generality, we then have:

$$\psi_\omega(x, y, z) \equiv \tilde{\psi}_\omega(x, y, z) \exp(ikz).$$  \hspace{1cm} (15)

Conveniently,

$$|\tilde{\psi}_\omega(x, y, z)|^2 = |\psi_\omega(x, y, z)|^2 = I_\omega(x, y, z),$$  \hspace{1cm} (16)

so that the intensity of the envelope $\tilde{\psi}_\omega(x, y, z)$ is the same as the intensity of $\psi_\omega(x, y, z)$.

Now, if Eq. (15) is substituted into Eq. (14) and a term containing the second $z$ derivative is discarded as being
We assume the object to be sufficiently slowly varying in space, that all streamlines of the X-ray flow may be well approximated by straight lines parallel to $z$. Under this so-called projection approximation, the validity conditions for which are further discussed in Sec. III.A below, the transverse Laplacian may be neglected in Eq. [17].

Thus:

$$
\frac{\partial}{\partial z} \tilde{\psi}_\omega(x, y, z) \approx \frac{k}{2i} \left[1 - n^2_\omega(x, y, z)\right] \tilde{\psi}_\omega(x, y, z). 
$$

(19)

For each fixed point $(x, y)$, this is a simple linear first-order ordinary differential equation, which can be immediately integrated with respect to $z$ to give:

$$
\tilde{\psi}_\omega(x, y, z = z_0) \approx \exp \left\{ \frac{k}{2i} \int_{z=0}^{z=z_0} \left[1 - n^2_\omega(x, y, z)\right] dz \right\} \tilde{\psi}_\omega(x, y, z = 0).
$$

(20)

At this point, it is convenient to introduce a complex form for the refractive index, the real part of which corresponds to the refractive index; we shall see that the imaginary part of this complexified refractive index can be related to the absorptive properties of a sample. With this in mind, write the complex refractive index as

$$
n_\omega = 1 - \delta_\omega + i \beta_\omega,
$$

(21)

where

$$
|\delta_\omega|, |\beta_\omega| \ll 1
$$

(22)

since the complex refractive index for hard X-rays is typically extremely close to unity. Hence:

$$
1 - n^2_\omega(x, y, z) \approx 2[\delta_\omega(x, y, z) - i \beta_\omega(x, y, z)],
$$

(23)

where we have discarded terms containing $\delta^2_\omega, \beta^2_\omega$ and $\delta_\omega \beta_\omega$ since these will be much smaller than the terms that have been retained in the right side of Eq. [23].

If the above expression is substituted into Eq. [20], we obtain

$$
\tilde{\psi}_\omega(x, y, z = z_0) \approx \tilde{\psi}_\omega(x, y, z = 0)
$$

$$
\times \exp \left\{ -ik \int_{z=0}^{z=z_0} [\delta_\omega(x, y, z) - i \beta_\omega(x, y, z)] dz \right\}.
$$

This shows that the exit wave-field $\tilde{\psi}_\omega(x, y, z = z_0)$ may be obtained from the entrance wave-field $\tilde{\psi}_\omega(x, y, z = 0)$ via multiplication by a transmission function $T(x, y)$.

The transmission function is the second line of Eq. [24].

The position-dependent phase shift

$$
\arg T(x, y) \equiv \Delta \phi(x, y),
$$

(25)

due to the object, is:

$$
\Delta \phi(x, y) = -k \int \delta_\omega(x, y, z) dz.
$$

(26)
The above expression quantifies the deformation of the X-ray wave-fronts due to passage through the object. Physically, for each fixed transverse coordinate \((x, y)\), phase shifts (and the associated wave-front deformations) are continuously accumulated along energy-flow streamlines (loosely, “rays”) such as \(AB\) in Fig. 2. In making all of these statements, it is useful to look back to Fig. 1 and recall the direct connection between the phase of a complex wave-field, and its associated wave-fronts. The phase shifts—associated with passage of an X-ray wave through an object—quantify the wave-front deformations and associated refractive properties of the object. Also, since we are working with a wave picture rather than the less-general ray picture for X-ray light, refraction is associated with wave-front deformation rather than ray deflection.

Refraction, due to the object, is a property that may be augmented by the attenuation due to the object. This latter quantity may be obtained by taking the squared modulus of Eq. 24 to give the Beer–Lambert law:

\[
I_\omega(x, y, z = z_0) = \exp \left[- \int \mu_\omega(x, y, z)dz\right] I_\omega(x, y, z = 0).
\]

Above, we have used the following expression relating the imaginary part \(\beta_\omega\) of the refractive index, to the associated linear attenuation coefficient \(\mu_\omega\):

\[
\mu_\omega = 2k\beta_\omega. \tag{28}
\]

Note for later reference, that Eq. 27 may also be written in the logarithmic form:

\[
\log_\omega[I_\omega(x, y, z = z_0)/I_\omega(x, y, z = 0)] = - \int \mu_\omega(x, y, z)dz. \tag{29}
\]

Equation 27 forms the basis for absorption contrast imaging. In particular, if a two-dimensional position sensitive detector is placed in the plane \(z = z_0\) in Fig. 2, and the illuminating radiation has an intensity \(I_\omega(x, y, z = 0)\) that is approximately constant with respect to \(x\) and \(y\), then all contrast in the resulting “contact” image will be due to local absorption of rays such as \(AB\) in Fig. 2. While the logarithm of this image is sensitive to the projected linear attenuation coefficient \(\int \mu_\omega(x, y, z)dz\), the contact image contains no contrast whatsoever, due to the phase shifts quantified by Eq. 26. This lack of phase contrast, in conventional contact X-ray imaging, is unfortunate, since many structures of interest (such as soft biological tissues) are close to being non-absorbing, meaning that they are poorly visualised, if at all, in absorption-contrast X-ray imaging.

G. Fresnel diffraction & propagation-based phase contrast

Consider Fig. 3, which shows a source \(A\) radiating into space. Optical elements and samples, which may lie between \(A\) and the plane \(z = 0\), are not shown. The diffraction problem seeks to determine the wave-field over the plane \(z > 0\), given the disturbance over the plane \(z = 0\). The space \(z \geq 0\) is assumed to be vacuum, and all waves in this space are assumed to be both paraxial with respect to the optic axis \(z\), and monochromatic.

In the space \(z \geq 0\) the waves will obey the “\(n_\omega(x, y, z) = 1\)” special case of Eq. 17, namely:

\[
\left(2ik \frac{\partial}{\partial z} + \nabla^2\right) \tilde{\psi}_\omega(x, y, z) = 0. \tag{30}
\]

The solution to the diffraction problem, based on the above free-space paraxial equation, may be written as:

\[
\psi_\omega(x, y, z = \Delta) = D_\Delta \psi_\omega(x, y, z = 0), \quad \Delta \geq 0. \tag{31}
\]

Here, \(D_\Delta\) is a (Fresnel) diffraction operator, which acts on the unpropagated forward-travelling field \(\psi_\omega(x, y, z = 0)\), propagating it a distance \(\Delta\), to give \(\psi_\omega(x, y, z = \Delta)\). An expression for \(D_\Delta\), which may be readily derived from the free-space paraxial equation, will be given later.

From the squared magnitude of Eq. 31 it is clear that the intensity of the propagated field depends on both the intensity and phase of the unpropagated field. This point is both trivial—because the right side of the squared modulus of Eq. 31 obviously depends on the phase—and of profound importance, since it implies that the Fresnel diffraction pattern, namely the propagated intensity over the plane \(z > 0\) in Fig. 3, provides the phase contrast that was missing from the contact image.

This mechanism, for obtaining intensity contrast (in the plane \(z > 0\)) that is sensitive to phase variations (in the plane \(z = 0\)), is known as propagation based phase contrast. This phenomenon has been known under different names for millennia in visible-light optics,
e.g. from the heat shimmer over a hot road, and known for many decades in both the visible-light microscopy (e.g. Zernike, 1942; Bremner, 1952) and electron microscopy (e.g. Cowley, 1959) communities. The X-ray community only became significantly aware of this phenomenon from the early 1990s (e.g. White and Cerrina, 1992), including pioneering studies by a number of scientists from the European Synchrotron, such as those of Snigirev and colleagues (1995), and Cloetens and colleagues (1996). Other noteworthy X-ray papers from this period include those of Wilkins and colleagues (1996), and Nugent and colleagues (1996).

For the remainder of this subsection, we seek to further develop the intuition of the reader, regarding the qualitative nature of propagation-based X-ray phase contrast.

With this end in mind, consider Fig. 4 in which a small X-ray source $S$ illuminates an object $H$ shown in grey. The source-to-object distance is denoted by $R_1$ and the object-to-detector distance is denoted by $R_2$. The distance $R_2$ is assumed to be large enough that propagation-based phase contrast is manifest over the detector plane $B$, but not so large that multiple Fresnel diffraction fringes are present. Assuming the object to be sufficiently thin that the projection approximation holds, one may identify three different features within the object, which are here labelled $J$, $L$, and $N$.

- Features such as $J$ correspond to either the thin object in projection behaving locally like a convex lens, or a point within the volume of an object which has a local peak of density. Because the real part of the complex refractive index is less than unity for X-rays, convex X-ray lenses are defocusing optical elements (cf. the case for visible light, where convex lenses are focusing optics since the real part of the refractive index is greater than unity). Since $J$ may be considered as a defocusing feature in the object, the local ray density at point $K$ on the detector will be lessened via the refractive effects of $J$; hence point $K$ in the detector will have reduced brightness, on account of the propagation distance $R_2$ that lies between $J$ and $K$.

- Features such as $L$, which may be either a concave feature in the projected thickness of the sample or a feature within the sample which has a local trough of density, will act as a converging lens for X-rays. Hence the intensity at point $M$ will be increased by the effects of refraction by feature $L$, provided that $R_2$ is large enough for the intensity-increasing effects of the focusing element $L$ to be manifest at point $M$ on the detector. Note the crucial role played by the object-to-detector distance $R_2$, through which the wave propagates before reaching the detector.

- One also has propagation-based phase contrast due to features such as $N$, which correspond to points on the edge of the object. Here, “edge” refers to the edge of the object when projected along the optic axis $z$. On account of Fresnel diffraction in the slab of vacuum between the object and the detector, the propagation-based phase contrast signature of an edge such as $N$ will be an increase of intensity at point $P$, with a corresponding decrease at point $Q$. Such “edge contrast” is a characteristic feature of propagation-based X-ray phase contrast.

Before proceeding, we need to briefly outline the idea of image blurring due to non-zero source size. See Fig. 5. The fact, that the X-ray source is not a point, will lead to some blurring of images formed using such a source. For a so-called “extended incoherent source”, say a planar source of diameter $D$, one can by definition consider each point on the source to be an independent radiator of X-rays. Provided that the source is not too large, and that the assumption of independent radiators is reasonable, each of the radiators will form a separate image of the object, with images due to separate points on the source being transversely displaced from one another. The net effect, of adding all of the slightly-displaced images formed by each point on the extended incoherent

\[ \text{FIG. 4 Geometric-optics diagram to aid understanding of propagation-based X-ray phase contrast imaging. Here, } S \text{ is a small X-ray source, which illuminates an object shown in grey. The imaging plane is shown to the right of the image. The source-to-object and object-to-detector distances are denoted by } R_1 \text{ and } R_2 \text{ respectively. Reproduced with permission from Gureyev et al. (2009).} \]
source, is to *blur* the resulting image obtained over the plane $B$. The transverse length scale, over which this blurring takes place, may be obtained via the similar-triangles construction in Fig. 5. Here, we see that the transverse spatial extent $D_{\text{eff}}$ of the source-size induced blurring, of the image of the object $H$ that is obtained over the detector plane $B$, is given by $D_{\text{eff}} = DR_2/R_1$. This effect is known as “penumbral blurring”. Note that the source-size induced blurring becomes progressively worse as $R_2$ increases, for fixed $D$ and $R_1$.

Following on from the above aside regarding source-size-induced blurring, we now return to the main thread of our discussion regarding propagation-based phase contrast. To further develop the reader’s intuition regarding the key features of such a mechanism for phase contrast—an image-sharpening effect which competes with penumbral image blurring—consider the simulations shown in Fig. 6. These simulations correspond to an X-ray wavelength of 0.5 Å, and a fixed source-to-object distance $R_1$ of 10 cm. The two variables are (i) the diameter of the source $D$, which decreases from top to bottom in the figure, and (ii) the object-to-detector propagation distance $R_2$, which increases from left to right. The simulated sample is a solid carbon sphere with diameter 0.5 mm. When the source has the relatively large diameter of $D = 100 \mu$m, corresponding to the top row of Fig. 6 increasing the object-to-detector distance $R_2$ has the expected effect of progressively blurring the image of the sphere. A similar trend is seen in the second row, corresponding to halving the source diameter. All of the images in the top two rows of Fig. 6 may be taken as demonstrating absorption contrast alone, with a dark “shadow” of the carbon sphere corresponding to the absorption of X-rays that pass through the sphere. However, in the bottom two rows of the figure, the source size is sufficiently small to have reduced the source-size-induced blurring to such a degree that propagation-based phase contrast is manifest. Edge contrast, in the sense described earlier in this subsection, is clearly evident in both of the bottom rows, for object-to-detector propagation distances of 10 cm or greater (columns 2, 3 and 4 of the bottom two rows). If the object-to-detector propagation distance is zero, however, one has a contact image that displays no propagation-based X-ray phase contrast (column 1). In all of the above, one has an evident trade-off: $R_2$ must be sufficiently large to obtain propagation-induced phase contrast, while being sufficiently small for the penumbral blurring to be sufficiently mild that it does not wash out the sharpening effect of propagation-based phase contrast.

Before proceeding, we strongly recommend to readers who have not previously seen propagation-based X-ray phase contrast images, that they briefly study some of the images in one of more of the classic early papers (Snigirev et al., 1995; Cloetens et al., 1996; Wilkins et al., 1996; Nugent et al., 1996). This will further develop the reader’s intuition for the qualitative nature of such contrast, beyond what has been sketched in these notes.

### III. PRACTICE

#### A. Validity of the projection approximation

The first practice tutorial discusses the limits of validity of the projection approximation, and some of the consequences of the breakdown of the projection approximation for high resolution X-ray microscopy.

Let us suppose we want to image a cell of thickness $T$,
FIG. 7 Diagram and notations used in the discussion of the projection approximation. T is the sample thickness and a is the feature of interest. With some generalisation, one could assume a to be the resolution of the imaging system. Image drawn by Kristina Pelliccia.

with the aim of resolving an organelle of size a within the cell. The projection approximation in this configuration is valid if we can neglect diffraction effects within the sample, i.e. we can assume that X-rays propagate along straight lines in the sample. Radiation of wavelength λ scattered by the organelle will have a typical (maximum) diffraction angle of the order of

$$\Delta \theta = \frac{\lambda}{a}. \quad (32)$$

Therefore the maximum spread of the radiation at the exit face of the sample (assuming the organelle to be close to the entrance face) will be $\Delta \theta T$. The projection approximation is valid if we can neglect the diffraction spread when compared to the resolution, i.e.

$$\frac{\lambda}{a} T \ll a. \quad (33)$$

The previous inequality can be redefined in terms of the Fresnel number

$$N_F = \frac{a^2}{\lambda T} \gg 1. \quad (34)$$

Figure 8 shows a contour map of the Fresnel number $N_F$, as a function of resolution $a$ and sample thickness $T$, calculated at the X-ray wavelength $\lambda = 1.5 \, \text{Å}$. The black line marks the contour $N_F = 10$. As a rule of thumb, a Fresnel number below this value is a situation where the projection approximation might not hold.

FIG. 8 Contour map of the Fresnel number $N_F$, as a function of resolution $a$ and sample thickness $T$, calculated at the X-ray wavelength $\lambda = 1.5 \, \text{Å}$. The black line marks the contour $N_F = 10$. As a rule of thumb, a Fresnel number below this value is a situation where the projection approximation might not hold.

The region on the left of the $N_F = 10$ contour (cold colours) is where the projection approximation is at risk. In this region, namely the domain of ultra high resolution X-ray microscopy systems typical of synchrotron beam-lines, the sample thickness becomes very large compared to the resolution. Admittedly, in this region lays one of the major strength of X-rays when compared with other probes for microscopy: X-rays can visualise minute details within larger samples—for instance single cells within a larger tissue—in a less invasive fashion.

Quantitative analysis at such a high resolution level however, requires one to take into account that the projection approximation may no longer hold. Let us briefly discuss two consequences of this fact. The first deals with solving the inverse problem of tomography; the second implication is relevant when modelling X-ray optical elements.

B. X-ray tomography beyond the projection approximation

One of the main consequences of the projection approximation is that the attenuation and phase shift experienced by an X-ray monochromatic beam can be expressed as line integrals, as in Eqs 26 and 27. That is, X-ray tomography is based on a geometrical model of the approximation is generally valid. This region corresponds to the range of values attained, for instance, by modern micro-CT (computed tomography) systems, where resolution of a few micrometers and sample thickness of a few millimetres are the state of the art.

The region on the left of the $N_F = 10$ contour (cold colours) is where the projection approximation is at risk. In this region, namely the domain of ultra high resolution X-ray microscopy systems typical of synchrotron beam-lines, the sample thickness becomes very large compared to the resolution. Admittedly, in this region lays one of the major strength of X-rays when compared with other probes for microscopy: X-rays can visualise minute details within larger samples—for instance single cells within a larger tissue—in a less invasive fashion.
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propagation of X-rays through samples.

Therefore, one of the most important consequences—as far as X-ray imaging is concerned—of the failure of the projection approximation, is that conventional tomography algorithms must be revisited. Specifically, the well known Fourier slice theorem is no longer valid. In this case, one must turn to what has been termed “diffraction tomography”, which has found wide applications in optical 3D imaging of semi-transparent samples.

The concept of diffraction tomography was first introduced by Wolf (1969). A recent review of the literature of diffraction tomography can be found in Müller et al., 2016. Diffraction tomography makes use of the so-called Fourier diffraction theorem, which reduces to the Fourier slice theorem in the geometrical-optics limit (Gbur and Wolf, 2001).

C. Describing the propagation through thick samples: multi-slice approach

Simulating and modelling high resolution transmission X-ray optics, or reflective optics, is a second example of situations where the projection approximation generally does not hold. Transmission optics such as refractive X-ray lenses or Bragg–Fresnel lenses can be, to some extent, considered thin in the medium resolution range. High resolution applications however, demand extremely fine X-ray optical structures (for instance outermost zone of Fresnel or Bragg–Fresnel lenses are in the nm range). This fact can be appreciated in Fig. 9, which is a close-up view of the contour map in Fig. 8 applicable in the region relevant to high resolution X-ray optics.

Modelling X-ray propagation through such elements always requires dropping the projection approximation in favour of a more accurate approach. Furthermore, conventional reflective optics must be considered “thick” in all cases, as obviously the beam angular deviation in reflection is always significant. In all those cases, the multi-slice approximation is a very useful approach.

Originally introduced by Cowley and Moodie (1957 and 1959) in the context of Transmission Electron Microscopy, the multi-slice approximation is being increasingly used to simulate high resolution X-ray optics and imaging. See for instance Paganin (2006), Martz et al. (2007), Döring et al. (2013) or Li et al. (2017). Incidentally, and building upon a deliberately-provocative remark made earlier in these notes, contemporary work in X-ray multi-slice gives an excellent example of how progress in X-ray optics would be accelerated by more workers in this field being familiar with electron optics, since the multi-slice method was brought to a very high state of development by the electron-optics community, decades before the method began to be employed in earnest by the X-ray optics community.

![Figure 9](image-url) Contour map of the Fresnel number $N_F$, as a function of resolution $a$ and sample thickness $T$, calculated at the X-ray wavelength $\lambda = 1.5 \, \text{Å}$, for the high resolution case applicable to modelling X-ray diffractive optics. As before, the black line marks the contour $N_F = 10$.

In the multi-slice approach, the thick sample is decomposed into a number of slices along the optic axis direction. The thickness of each slice should be chosen to guarantee that such a slice can be considered optically thin. This corresponds to $N_F \gg 1$ for each individual slice. Therefore, for each slice one can assume the projection approximation to be valid.

Following Eq. (24) and dropping the subscript $\omega$ for clarity, the transmission function of the slice $j$ can be written as:

$$\mathcal{T}_j(x, y) = \exp\left\{ -ik \tilde{n}_j(x, y) \Delta z \right\}. \quad (35)$$

In Eq. (35)

$$\tilde{n}_j(x, y) = \int_{z_{j-1}}^{z_j} \tilde{n}(x, y, z) \text{d}z / \Delta z \approx \tilde{n}(x, y, z = z_j) \quad (36)$$

is the complex refractive index of slice $j$, located at the longitudinal position $z = z_j$ and, with similar notation,

$$\mathcal{T}_j(x, y) = \mathcal{T}(x, y, z = z_j). \quad (37)$$

The slice thickness is

$$\Delta z = z_j - z_{j-1}. \quad (38)$$

Note that, in deriving Eq. (35) by passing from the first to the second line of Eq. (36) we assumed the refractive index of each slice to be independent of $z$, within the volume occupied by the said slice. This will be a good approximation if the slices are thin enough (compared to the length scale over which $\tilde{n}$ varies).
Under these assumptions, the propagation of the wave field to the next slice can be performed using Fresnel propagation in vacuum, using Eq. \ref{eq:31}

\[ \psi_{j+1}(x, y) = D_{\Delta z} \left[ \psi_j(x, y) \mathcal{T}_j(x, y) \right]. \] (39)

The multi-slice algorithm applies this procedure iteratively, to propagate through all slices of the sample. The previously-cited papers of Martz et al. (2007), Döring et al. (2013) and Li et al. (2017) give excellent examples of the application of this very powerful and general method for considering X-ray interactions with samples, in situations where the projection approximation has broken down. For those seeking to apply the multi-slice method in an X-ray setting, much can be learned from the electron-optics text by Kirkland (2010).

Part II
Elements of X-ray phase retrieval

The second part of our notes introduces the transport-of-intensity equation, as a means for quantifying the contrast present in propagation-based X-ray phase contrast images. We then consider generalised phase contrast X-ray imaging systems, these being an infinite variety of imaging systems that yield phase contrast in the sense that they are sensitive to the refractive (phase) effects of X-ray-transparent samples. Finally, the inverse problem of phase retrieval (namely the decoding of X-ray phase contrast images to obtain information regarding the object that resulted in such images) is considered, and applied to both two-dimensional and three-dimensional phase-contrast X-ray imaging.

IV. THEORY

A. Transport-of-intensity equation (TIE)

Substitute Eq. \ref{eq:6} into Eq. \ref{eq:30} and expand, cancel a common factor, and then take the imaginary part. This gives a continuity equation expressing local conservation of optical energy (Teague, 1983; cf. Madelung, 1927), called the transport of intensity equation (TIE):

\[ -\nabla_\perp \cdot \left[ I(x, y, z) \nabla_\perp \phi(x, y, z) \right] = k \frac{\partial I(x, y, z)}{\partial z}. \] (40)

Physically, this equation asserts that the divergence of the transverse Poynting vector (transverse energy-flow vector) \( S \propto I \nabla_\perp \phi \) governs the longitudinal rate of change of intensity. If the divergence of the Poynting vector is positive, because the wave-field is locally behaving as an expanding wave, optical energy will be moving away from the local optic axis and so the longitudinal derivative of intensity will be negative (local defocusing; see points \( J \) and \( K \) in Fig. \ref{fig:4} for an example). Conversely, if the divergence of the Poynting vector is negative, because the wave-field is locally contracting, optical energy will be moving towards the local optic axis and so the longitudinal derivative of intensity will be positive (local focusing; see points \( L \) and \( M \) in Fig. \ref{fig:4} for an example). Indeed, if we speak of the negative divergence “\( -\nabla_\perp \cdot S \)” as the “convergence”, then the TIE merely makes the intuitive statement that “the convergence of the transverse Poynting vector is proportional to the \( z \) rate of change of intensity”:

\[ \frac{\partial I(x, y, z)}{\partial z} \approx \frac{I(x, y, z + \delta z) - I(x, y, z)}{\delta z} \] (41)

is substituted into Eq. \ref{eq:30} before being solved for the propagated intensity, to give the following approximate description for propagation-based phase contrast, in the regime of sufficiently small propagation distance \( \delta z \):

\[ I(x, y, z + \delta z) \approx I(x, y, z) - \frac{\delta z}{k} \nabla_\perp \cdot \left[ I(x, y, z) \nabla_\perp \phi(x, y, z) \right]. \] (42)

Propagation-based methods are not the only means by which phase contrast can be achieved. Many other extremely important methods exist, including methods utilising crystals (e.g. Förster et al. (1980)), diﬀractive imaging from far-ﬁeld patterns (Miao et al. 1999), perfect gratings (Momose et al. 2003; Weitkamp et al. 2005; Pfeiffer et al. 2008), random gratings (Bérujon et al., 2012; Morgan et al., 2012; see Zdora (2018) for a comprehensive review), edge illumination (e.g. Diemoz et al., 2017, and references therein), ptychography (Pfeiffer, 2018) and of course interferometry (Bonse and Hart, 1965). Due to time limitations, these will not be reviewed here, but we note that (i) some of these methods will be brieﬂy covered in the practice sessions, in Sec. \[ \Box \] (ii) many of these methods can be considered to be special cases of the set of all possible linear shift invariant phase contrast imaging systems, which will be treated later in the present text. Taken together, the previously listed suite of methods forms a powerful toolbox for the X-ray imaging of samples, with each method having its particular strengths and limitations. No method is superior to all others in all scenarios and circumstances.
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B. Arbitrary imaging systems

We have already seen that the act of free-space propagation, from plane to plane, can achieve phase contrast in the sense that the propagated image (over the downstream plane, such as that given by the detector \(B\) in Fig. 4) has a transverse intensity distribution that depends on the transverse X-ray phase shifts is an upstream plane (such as the plane at the exit-surface of the object in Fig. 4). What happens if we generalise this propagation-based X-ray phase-contrast-imaging setup, to a more general X-ray phase-contrast-imaging system, by interposing an optical imaging system in between the object and the detector?

Consider an arbitrary coherent X-ray imaging system that takes a two-dimensional monochromatic paraxial complex X-ray wave-field \(\psi_{\text{IN}}(x,y)\) as input: this corresponds to the \((x,y)\) plane labelled “A” in Fig. 10 which is perpendicular to the optic axis \(z\). Assume also that the state of the imaging system can be characterised by a set of real control parameters \(\tau_1, \tau_2, \cdots\), with \(\psi_{\text{OUT}}(x,y,\tau_1, \tau_2, \cdots)\) being the corresponding complex output wave-field.

We may consider the action of this imaging system, in operator terms. That is, we may consider the imaging system to be described by an operator \(D(\tau_1, \tau_2, \cdots)\) that acts on the input field to give the output field. This may be written in the following way:

\[\psi_{\text{OUT}}(x,y,\tau_1, \tau_2, \cdots) = D(\tau_1, \tau_2, \cdots)\psi_{\text{IN}}(x,y). \quad (43)\]

At this stage our imaging system has a very high degree of generality: its arbitrariness is limited only by the implicit assumptions associated with a forward-propagating monochromatic scalar input being mapped to a forward-propagating monochromatic scalar output that has the same energy

C. Arbitrary linear imaging systems

Make the further assumption that the imaging system is linear, i.e. that the output field is a linear function of the input field. Stated differently, we are here assuming the superposition principle to hold: if the input field is given by the sum of two particular input fields \(\alpha\psi_{\text{IN}}^{(1)}(x,y) + \beta\psi_{\text{IN}}^{(2)}(x,y)\), where \(\alpha\) and \(\beta\) are arbitrary complex weighting coefficients, then the output field will (by assumption) always be equal to the sum of corresponding outputs, i.e.

\[D[\alpha\psi_{\text{IN}}^{(1)}(x,y) + \beta\psi_{\text{IN}}^{(2)}(x,y)] = \alpha D\psi_{\text{IN}}^{(1)}(x,y) + \beta D\psi_{\text{IN}}^{(2)}(x,y) + \gamma.\]

The complex constant \(\gamma\), while consistent with the assumption of linearity, will be set to zero since it is natural to assume that a zero input field corresponds to a zero output field. Assume further that any magnification, rotation and shear is taken into account by appropriate choice of coordinates for the plane occupied by the output wave-field. The action of the imaging system can then be described by the following linear integral transform which may be viewed as a continuous form of matrix multiplication:

\[\psi_{\text{OUT}}(x,y,\tau_1, \tau_2, \cdots) = \int dx' dy' G(x,y, x', y', \tau_1, \tau_2, \cdots)\psi_{\text{IN}}(x', y'). \quad (44)\]

The kernel of the above linear integral transform has been denoted by \(G\), since it is a Green function. It may also be interpreted as a generalised Huygens wavelet.

\[3\] For our purposes, an operator “acts” on a given function to give a new function. Thus, if the operator \(A\) acts on the function \(f\) to give a different function \(g\), this would be written as \(Af=g\). We follow the usual convention that each operator acts on the element to the right of it, with the rightmost operator acting first: for example, if \(A, B\) are two operators, then \(BAf\) is the same as \(B(Af)\), so that \(f\) is first acted upon by \(A\) to give \(Af\), with the result being subsequently acted upon by \(B\) to give \(BAf\).

\[4\] These implicit assumptions include the imaging system being time-independent, elastically scattering and non back-scattering.

\[5\] An integral transform is an integral that transforms one function into another. A linear integral transform is an integral that (i) transforms one function into another, and (ii) has the property of linearity. The linearity property, by definition, requires the linear integral transform of a sum of two functions, to be equal to the sum of the corresponding transforms. Example: For a function \(f(x)\) of one variable \(x\), an arbitrary linear integral transform could be written as \(g(x) = \int f(x')K(x,x')dx' + L(x)\), where \(K(x,x')\) and \(L(x)\) are arbitrary functions. In the main text, we use linear integral transforms to represent the action of linear imaging systems. Here, the linear integral transform serves to change (transform!) the field input into the imaging system, into the field that is output by the imaging system. Finally, we note that: (i) The function \(K(x,x')\) is often called the kernel of the linear integral transform; (ii) if one can assume that a zero input gives a zero output, then \(L(x) = 0\).
To see this latter point, choose the special case

$$\psi_{\text{IN}}(x', y') = \delta(x' - x_0, y' - y_0) \quad (45)$$

in the above expression, where $\delta(x, y)$ is a two-dimensional Dirac delta, corresponding to a single point

$$(x, y) = (x_0, y_0) \quad (46)$$

being illuminated in the input plane of the imaging system. Via the sifting property of the Dirac delta\(^6\) Eq. 44 gives the associated output field as $G(x, y, x_0, y_0, \tau_1, \tau_2, \cdots)$. Therefore $G(x, y, x_0, y_0, \tau_1, \tau_2, \cdots)$ is the output field as a function of $x$ and $y$ coordinates in the output plane, which would be obtained if a unit-strength point source were to be located at position $(x_0, y_0)$ in the input plane, and the imaging system interposed between input and output plane were to have the state characterised by the particular control parameters $\tau_1, \tau_2, \cdots$. Hence $G(x, y, x_0, y_0, \tau_1, \tau_2, \cdots)$ is indeed a generalised Huygens-type wavelet, with the form of the wavelet depending on both the state of the imaging system and on the position $(x_0, y_0)$ of the input “pinpoint of X-ray light”.

We close this sub-section by reversing the chain of logic that is given above, so as to physically motivate the writing down of Eq. 44 for an arbitrary linear imaging system. We characterise such an imaging system by the fact that, if the input is a “pinpoint of X-ray light” $\delta(x-x', y-y')$ at some point $(x', y')$ in the entrance plane $A$ of Fig. 10 then the corresponding output field—considered as a function of coordinates $(x, y)$ over the output plane $B$—will be given by $G(x, y, x', y', \tau_1, \tau_2, \cdots)$. In this expression for the output field $G$, the coordinates $(x', y')$ of the input “pinpoint of X-ray light” are considered to be fixed, with the parameters $\tau_1, \tau_2, \cdots$ describing the state of the imaging system also being fixed. To proceed further, we can used the sifting property of the Dirac delta to decompose an arbitrary input field $\psi_{\text{IN}}(x, y)$ as a superposition (described by the continuous sum, namely the integral sign below) of X-ray pinpoints of light, each such pinpoint having the form $\delta(x - x', y - y')$, so that:

$$\psi_{\text{IN}}(x, y) = \int dx' dy' \psi_{\text{IN}}(x', y') \delta(x - x', y - y'). \quad (47)$$

In order to map inputs to outputs, namely to convert $\psi_{\text{IN}}(x, y)$ in the above integral (superposition of pinpoint inputs, each of which have the form $\delta(x - x', y - y')$ multiplied by a weighting coefficient $\psi_{\text{IN}}(x', y')$) into $\psi_{\text{OUT}}(x, y)$, we need only replace each of the pinpoint inputs $\delta(x - x', y - y')$ under the integral sign, with its corresponding output $G(x, y, x', y', \tau_1, \tau_2, \cdots)$. This direct employment of the superposition principle—which is justified on account of our key assumption that the imaging system is linear—leads directly to Eq. 44.

D. Arbitrary linear shift-invariant imaging systems

We specialise still further, by assuming the linear imaging system to be shift invariant. This augments the previous assumptions, with the additional assumption that, if there is a transverse shift of the input wave-field, this merely serves to transversely shift the output wave-field. Such an assumption cannot hold for arbitrarily large transverse shifts, but is often approximately true for a sufficiently small range of transverse shifts in the vicinity of the centre of the field of view of a coherent linear imaging system. The assumption of (transverse) shift invariance implies that Eq. 44 may be simplified to:

$$\psi_{\text{OUT}}(x, y, \tau_1, \tau_2, \cdots) = \int dx' dy' G(x - x', y - y', \tau_1, \tau_2, \cdots)\psi_{\text{IN}}(x', y'). \quad (48)$$

This will be recognised as a two-dimensional convolution (folding, Faltung) integral, and hence may be more compactly written as:

$$\psi_{\text{OUT}}(x, y, \tau_1, \tau_2, \cdots) = \psi_{\text{IN}}(x, y) \star G(x, y, \tau_1, \tau_2, \cdots), \quad (49)$$

where $\star$ denotes two-dimensional convolution.

A very rich variety of imaging systems in coherent X-ray optics may be described using the formalism based on Eq. 43, including propagation-based X-ray phase contrast, analyser-crystal-based phase contrast, imaging/microscopy using compound refractive lenses, imaging/microscopy using Fresnel zone plates, inline holography, off-axis holography, Zernike phase contrast imaging, imaging/microscopy using Kirkpatrick–Baez mirrors, interferometry, grating-based X-ray imaging, speckle-tracking X-ray imaging and various forms of imaging system that perform optical encryption. However, systems such as reflective optics and X-ray waveguides, where multi-slice is required to describe passage of X-rays through optical elements, need the more general form given by Eq. 44.

---

\(^6\) Here and elsewhere, the reader is assumed to be familiar with the basics of Fourier analysis in an optics context. Such basics include the sifting property of the Dirac delta, the concept of convolution, the convolution theorem, and the Fourier derivative theorem. See e.g. Appendix A in Paganin (2006), for an overview of these basics that employs a notation consistent with these notes.
E. Transfer function formalism

Fourier transform\(^7\) both sides of Eq. [49] with respect to \(x\) and \(y\), indicated by the operator \(\mathcal{F}\). Invoke the convolution theorem of Fourier analysis, to convert convolution to multiplication. The inverse Fourier transform of the resulting expression is the following operator-type description of the action of the imaging system:

\[ \psi_{\text{OUT}}(x, y; \tau_1, \tau_2, \cdots) = \mathcal{D}(\tau_1, \tau_2, \cdots)\psi_{\text{IN}}(x, y) \quad (50) \]

where the Fourier transform of our Huygens-type wavelet has been termed the transfer function:

\[ T(k_x, k_y; \tau_1, \tau_2, \cdots) \equiv 2\pi\mathcal{F}[G(x, y; \tau_1, \tau_2, \cdots)], \quad (51) \]

\((k_x, k_y)\) denotes Fourier-space (spatial frequency) coordinates corresponding to real-space coordinates \((x, y)\), and the generalised diffraction operator quantifying our imaging system is the following Fourier-space filtration:

\[ \mathcal{D}(\tau_1, \tau_2, \cdots) = \mathcal{F}^{-1}T(k_x, k_y; \tau_1, \tau_2, \cdots)\mathcal{F}. \quad (52) \]

In the above, it is important to recall that all operators act from right to left: i.e., if the operator \(\mathcal{D}(\tau_1, \tau_2, \cdots)\) is applied to an input field, that input field is first acted upon by the Fourier transform \(\mathcal{F}\), then multiplied by the transfer function \(T\), and then inverse Fourier transformed. We previously stated this as, “We follow the usual convention that each operator acts on the element to the right of it, with the rightmost operator acting first.”

In words, Eqs [50] and [52] state the following: In order to map the input field \(\psi_{\text{IN}}(x, y)\) to the corresponding field \(\psi_{\text{OUT}}(x, y)\) output by a linear shift-invariant imaging system, a sequence of three steps may be used:

1. Apply the Fourier transform operator \(\mathcal{F}\) to the input field;
2. Multiply the resulting object, which will be a function of the Fourier coordinates \((k_x, k_y)\), by the transfer function \(T(k_x, k_y; \tau_1, \tau_2, \cdots)\) corresponding to the linear shift-invariant imaging system being in a state described by the control parameters \((\tau_1, \tau_2, \cdots)\);
3. Apply the inverse Fourier transform operator.

This verbal description may be considered as pseudo code for a computational simulation of a linear shift-invariant imaging system: the resulting computer codes are typically rendered extremely efficient by the use of the fast Fourier transform (FFT) to implement both the forward and inverse Fourier transform operators. From a more physical perspective: Step 1 is a decomposition of the input field into its constituent plane-wave components (Fourier components), Step 2 is a filtration of these plane-wave components in which each such plane-wave component is weighted by a different multiplicative factor that is given by the transfer function \(T\), and Step 3 is a synthesis in which all of the resulting weighted plane waves are added up to give the output field. For more on the synthesis–decomposition concept in optics, we refer the reader to Gureyev et al. (2018).

An important special case of a linear shift-invariant imaging system, is the previously considered case of free-space propagation through vacuum by a distance \(\Delta\), in which case we write \(\mathcal{D}(\tau_1, \tau_2, \cdots) \rightarrow \mathcal{D}_{\Delta}\), with

\[ \mathcal{D}_{\Delta} = \exp(i\mathbf{k}\Delta)\mathcal{F}^{-1}\exp\left[\frac{-i\mathbf{k}\Delta(k_x^2 + k_y^2)}{2k}\right]\mathcal{F}. \quad (53) \]

This is a two-Fourier-transform version of the Fresnel diffraction integral. For more detail on this connection, we refer the reader to Pagani (2006).

A second important special case corresponds to analyser-based X-ray phase contrast, where the X-ray field transmitted through a sample is reflected from the surface of a near-perfect crystal before having its intensity registered by a position-sensitive detector. In this case, upon suitable rotation of the \((x, y)\) coordinates,

\[ \mathcal{D}(\tau_1, \tau_2, \cdots) \rightarrow \mathcal{A} = \mathcal{F}^{-1}A(k_x)\mathcal{F}, \quad (54) \]

where the analyser-crystal transfer function \(A(k_x)\) is a polarisation-dependent function of \(k_x\) whose exact form is not needed here (cf. Pagani et al., 2004a,b).

F. Phase contrast

The squared magnitude of the input–output equation

\[ \psi_{\text{OUT}}(x, y; \tau_1, \tau_2, \cdots) = \mathcal{D}(\tau_1, \tau_2, \cdots)\psi_{\text{IN}}(x, y) \quad (55) \]

gives the intensity, output by our shift-invariant linear imaging system, as:

\[ I_{\text{OUT}}(x, y; \tau_1, \tau_2, \cdots) = |\mathcal{D}(\tau_1, \tau_2, \cdots)\psi_{\text{IN}}(x, y)|^2 \quad (56) \]

Evidently—and with the important exception of the “perfect imaging system” case where \(\mathcal{D}\) is equal to unity—the output intensity typically depends upon both the intensity and phase of the input, since the right side
of Eq. (56) will typically couple the phase of the input field to the intensity of the output field. Any state \((\tau_1, \tau_2, \cdots)\) of the imaging system, which generates an output intensity that is influenced by the input phase, is said to exhibit phase contrast. Again, most states of an imperfect imaging system described by the operator \(D \neq 1\) will yield both intensity contrast and phase contrast.

Let us re-iterate a most important point. If we define a “perfect” imaging system as one which perfectly reproduces the input field, up to magnification, then such a system will have

\[
D(\tau_1, \tau_2, \cdots) \rightarrow 1. \tag{57}
\]

Equation (56) reduces to

\[
I_{\text{OUT}}(x, y, \tau_1, \tau_2, \cdots) = I_{\text{IN}}(x, y). \tag{58}
\]

Therefore, an imaging system which is perfect at the field level, in the sense that the diffraction operator that maps input field to output field is given by \(D = 1\), yields no phase contrast. This trivial statement may be compared with the rather important statement that imperfect (aberrated) imaging systems typically do exhibit phase contrast. See e.g. Paganin and Gureyev (2008) and Paganin et al. (2018) for further information, regarding the nature of the phase contrast that may be associated with arbitrary linear shift-invariant imaging systems.

G. Forward and inverse problems

So-called forward problems, in physics, seek to determine effects from causes. Examples of such forward problems include:

1. Solving the Schrödinger equation of non-relativistic quantum mechanics, to determine the allowed energy levels of a hydrogen atom;

2. Determining the spectrum of different sound pitches that would be created if a guitar string of a given length and tension etc. were to be plucked at a particular position;

3. Using the transfer-function formalism to calculate the intensity distribution of a propagation-based phase contrast image, for a specified sample with known three-dimensional complex refractive index, under the projection approximation, for known experimental parameters such as X-ray wavelength, source-to-detector distance etc.

Inverse problems, on the other hand, seek to determine causes from effects. Examples include:

1. Schrödinger’s inferring of his famous equation, based on data available at the time, such as the measured energy levels of the hydrogen atom;

2. Determining the position at which a guitar string of known length is plucked, given a measurement of the spectrum of different sound pitches created by the plucked string;

3. Determining both the magnitude and the phase of the projected complex refractive index created by a sample, under the projection approximation, for known experimental parameters such as X-ray wavelength, source-to-detector distance etc., and a known propagation-based phase contrast intensity image.

If the underlying fundamental physics equations are known, and enough reasonable initial data is specified, the forward problems of classical physics are typically soluble. This broad statement is based on the fact that, in performing an experiment to model a given classical-physics scenario, nature always chooses a “solution” — namely the actual physical state for a classical system at a given specified time in its future — for a specified starting state of the system.

Inverse problems are harder, in general, than their associated forward problems. Solutions to specified inverse problems do not necessarily exist; even if they do exist, they may not be unique; even if a unique solution exists, it may not be stable with respect to perturbations in the data due to realistic amounts of experimental noise, and other imperfections present in any real experiment. If an inverse problem is indeed such that there exists a unique solution that is stable with respect to perturbations in the input data, it is said to be well posed in the sense of Hadamard (Hadamard, 1923; Kress, 1984). While such a property is desirable from both an analytic and aesthetic perspective, the class of inverse problems that scientists
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8 This solution may not necessarily be uniquely obtained from the starting point (e.g. in dissipative systems with a point-like attractor, whereby a family of state-space trajectories may converge upon a single point in state space; see Ruelle 1989), and it may exhibit sensitive dependence upon initial conditions (e.g. in non-dissipative chaotic systems with strange attractors; again see Ruelle 1989), but such subtleties do not change the fact that, classically speaking, “nature always chooses a solution”. Moreover, if one’s systems of equations, which model a given scenario in the physical world, should evolve to states that are singular (e.g. the infinite energy densities associated with ray caustics in geometric optics), then this lets one know that a more general theory is needed (e.g. wave optics, which smooths out the inﬁnities predicted by crossing rays in geometric optics; see Berry & Upstill 1980, Berry 1998, and Paganin 2006); again, the existence of singularities in one’s physical model does not contradict the earlier statement regarding nature always ﬁnding a solution. Also, there may be the more subtle problem that, for a given system of equations, it may not be rigorously known whether solutions to the equations as posed even exist for certain specified classes of initial condition (e.g. such questions remain outstanding for the Navier–Stokes equations of classical fluid mechanics; see Kreiss & Lorenz 1989); again, such interesting subtleties do not contradict our earlier statement.
and engineers may wish to solve, is rather broader than the class of inverse problems that are well posed in the sense of Hadamard. In this latter context, various forms of optimisation method are very powerful, although a treatment of such methods is beyond the scope of these notes.

H. Two inverse problems

We open this sub-section by revising what we have learned so far regarding the forward problem of imaging using generalised shift-invariant linear (phase contrast) imaging systems. We separately consider the forward and inverse problems at the levels of (i) fields, (ii) intensities. Note that the former problem is somewhat idealised, since complex X-ray wave-fields are not measured directly. Rather, it is time-averaged intensities that are directly measured by X-ray detectors, with the time average being taken over the acquisition time of the detector.

(i) At the field level for an arbitrary linear shift invariant imaging system, we learned that the input field may be related to the output via Eq. [50] with the input-to-output operator $D(r_1, r_2, \cdots)$ given by Eq. [52]. The associated inverse problem, namely the determination of the input field given the output field, is solved by:

$$\psi_{IN}(x, y) = D^{-1} \left( \frac{1}{T(\kappa_x, \kappa_y, r_1, r_2, \cdots)} \right) \psi_{OUT}(x, y, r_1, r_2, \cdots). \quad (59)$$

Often there are division-by-zero issues associated with spatial frequencies $(\kappa_x, \kappa_y)$ at which the transfer function $T(\kappa_x, \kappa_y, r_1, r_2, \cdots)$ vanishes. This amounts to information loss in the forward problem, leading to instability in the associated inverse problem. Sometimes one can “regularise” the above expression by replacing $1/T$ with $T^* /(|T|^2 + 8)$ where 8 is a small positive real number. A more sophisticated solution is to consider several outputs associated with $N > 1$ different states of the imaging system, leading to the following solution to the field-level inverse problem (Schiske 1968; Paganin et al. 2004c):

$$\psi_{IN}(x, y) = D^{-1} \left( \sum_{j=1}^{j=N} \frac{T_j^*(\kappa_x, \kappa_y)}{\sum_{p=1}^{p=N} |T_p(\kappa_x, \kappa_y)|^2} \right) \psi_{OUT}(x, y, r_1, r_2, \cdots). \quad (60)$$

Here, $T_j(\kappa_x, \kappa_y)$ denotes the transfer function associated with the $jth$ state of the imaging system, and $\psi_{OUT}(x, y)$ denotes the corresponding output. The above expression will have no division-by-zero issues if $\sum_{p=1}^{p=N} |T_p(\kappa_x, \kappa_y)|^2$ is non-zero at every spatial frequency $(\kappa_x, \kappa_y)$. If division-by-zero issues remain, one can always regularise the above expression, or increase the number of different states of the imaging system that is utilised.

(ii) The inverse problem of phase retrieval, or more properly of phase–amplitude retrieval, seeks to reconstruct both the intensity and phase of the input field, given only the intensity of the output field corresponding to one or more states $(r_1, r_2, \cdots)$ of the imaging system. This problem is vastly more difficult than the previously-considered field-level inverse problem. Indeed, no closed form solution exists in general, to the phase–amplitude retrieval problem. Note the evident parallels with the concept of inline holography as conceived by Gabor (1948), in which imaging is viewed as a two-step process: data recording, followed by reconstruction. The “holographic” spirit of this latter point implicitly runs through many of our subsequent discussions regarding phase retrieval. Before proceeding, however, we make the following general remark, which again has parallels with holography: Since imperfect shift-invariant aberrated imaging systems typically yield measurable output images $I_{OUT}(x, y)$ that are affected by the phase of the input complex field $\psi_{IN}(x, y)$, the output intensity may be viewed as containing encrypted or encoded information regarding the phase of the input field. Under this view, the phase-retrieval problem corresponds to seeking a means to decrypt or decode one or more measured output-intensity maps, so as to infer the phase distribution (or, more generally, both the phase and the amplitude/intensity) of the input field.

I. Transport-of-intensity phase retrieval

For propagation based X-ray phase contrast imaging of a single-material object with projected thickness $T(x, y)$ that is normally illuminated by plane waves of uniform intensity $I_0$, under the projection approximation, it is evident from Eqs [26] and [27] that both the phase and the amplitude at the exit surface of the object may be obtained from $T(x, y)$. This opens the logical possibility that the projected thickness of the single-material sample may be obtained from a single propagation-based phase contrast image $I(x, y, z = T)$, obtained at a distance $\Delta$ downstream of the object that is sufficiently small for the Fresnel number $\pi N\Delta$ to be much greater than unity (this corresponds to the “single edge fringe” regime exemplified by the propagation-based phase contrast images in

\footnote{For a single-material object illuminated by normally incident plane waves of uniform intensity $I_0$, the phase shift in Eq. [26] becomes $\Delta \phi(x, y) = -k \delta_0 T(x, y)$, and the absorption-contrast intensity map in Eq. [27] becomes $I(x, y, z = \delta_0) = I_0 \exp[-\mu T(x, y)]$. Here, $T(x, y)$ is the projected thickness of the single-material sample, and the wavenumber $k$ is equal to $2\pi$ divided by the X-ray wavelength $\lambda$.}

\footnote{Here, the Fresnel number is as defined in Eq. [24] but with the important difference that the $T$ in the denominator is replaced by the object-to-detector propagation distance $\Delta$.}
the bottom right of Fig. 6. With the previously mentioned approximations, but no further approximations of any kind, the transport-of-intensity equation (Eq. 40) may be solved exactly, to give the projected thickness of the sample from a single propagation-based phase contrast image (Paganin et al., 2002):

\[
T(x, y) = -\frac{1}{\mu} \log_e \left( \mathcal{F}^{-1} \left\{ \mathcal{F} \left[ I(x, y, z = \Delta) \right] / I_0 \right\} \left( 1 + (\delta \Delta/\mu)(k_x^2 + k_y^2) \right) \right).
\]  

(61)

The above algorithm has been widely utilised, and is now known as “Paganin’s algorithm” or “Paganin’s method”. Its advantages, bought at the price of the previously stated strong assumptions, include simplicity, speed, very significant noise robustness and the ability to process time-dependent objects frame-by-frame. While the method provides quantitative results when its key assumptions are sufficiently well met, qualitative reconstructions obtained under a broader set of conditions are often of utility where non-quantitative morphological information is sufficient.

A variant of the Paganin algorithm has been developed for analyser based phase contrast imaging and other phase contrast imaging systems that yield first-derivative phase contrast (Paganin et al., 2004b). Another variant has been developed for phase contrast imaging systems that simultaneously yield both first-derivative and second-derivative phase contrast (Pavlov et al., 2004 and 2005).

J. The inverse problem of tomography

Suppose that a static non-magnetic three-dimensional object is placed upon a spindle about which the object can be rotated through a set of azimuthal angles \( \varphi \) which are (say) equally spaced throughout the interval from 0 to \( \pi \) radians. Suppose further that the sample is normally illuminated with uniform intensity monochromatic scalar X-ray plane waves, and that all of the assumptions needed for the projection approximation are valid.

As we have previously learned in our discussions relating to the projection approximation, both the phase and the logarithm of the intensity, of the exit surface wavefield for each orientation, may be obtained via a simple linear projection of the complex refractive index (see Eqs. 28 and 29 respectively). This process may be inverted in the process of tomography, with the imaginary part of the three-dimensional complex refractive index being obtainable from measurements of the logarithm of the exit-surface intensity over the set of azimuthal angles of the spindle. Similarly, if a suitable phase retrieval can be performed for each orientation of the object, the recovered set of two-dimensional phase maps may be inverted to give the real part of the complex refractive index of the sample.

Note that when the Paganin method is utilised in a tomographic context, its domain of utility broadens since many objects may be viewed as locally composed of a single material of interest, in three spatial dimensions, that cannot be described as composed of a single material in projection (Beltran et al., 2010 and 2011). In such a tomographic setting, the algorithm is sufficiently robust with respect to noise that Beltran et al. (2010, 2011) noted it could exhibit signal-to-noise ratio (SNR) boosts of up to 85 (resp. 200). More recent studies have shown that this SNR boost has, as an approximate upper limit, 0.3 \( \delta_\omega/\beta_\omega \), if Poisson statistics are assumed (Nesterets and Gureyev, 2014; Gureyev et al., 2014). Interestingly, this boost in SNR can be even more marked for very small exposure times (Kitchen et al., 2017). Since signal-to-noise varies with the square root of dose, this SNR-boost implies that reduction in dose of a factor of \( 300^2 = 90,000 \) is possible, at least in principle, when the Paganin method is applied to tomography (Kitchen et al., 2017). This fact is of importance in dose-sensitive applications of the method (e.g. to biomedical imaging), as well as time-sensitive applications where imaging speed is an issue. Largely on account of its SNR-boosting properties, new applications of the Paganin method are regularly published in a variety of fields; we refer the reader to

[https://bit.ly/2FtA3Fw](https://bit.ly/2FtA3Fw)

for the latest articles applying the method. Note also the important caveat that the method trades simplicity against resolution (and often numerical precision), in the sense that the often rather gross approximation of a single-material object will often break down when one seeks to image at sufficiently high resolution, or in many (but not all) imaging scenarios where quantitative information is required. In such circumstances, more sophisticated approaches—such as the holotomography method reported in Cloetens et al. (1999)—are required. Note also that an approximate solution derived e.g. using the transport of intensity equation may always be used as starting point for a more sophisticated iterative reconstruction (Gureyev et al., 2004).

V. PRACTICE

A. A quick survey of modern X-ray phase-contrast imaging methods

Here we describe a few phase contrast methods that have received attention in recent years, and are currently used in the X-ray imaging community. This survey is by no mean exhaustive, and does not cover all the experimental details of the various techniques. A recent key review on the subject, providing insights on the relative strengths and weaknesses of each method, is in Wilkins et al. (2014). Bravin et al. (2013) not so long ago published
a review discussing preclinical and clinical applications of phase contrast imaging.

Our approach is to look at the different techniques following the Transport of Intensity Equation (TIE), and specifically its version valid for small object-to-detector propagation distances $\delta z$, as written in Eq. 42. To make our approach clearer, we expand the divergence operator on the right hand side of Eq. [12]

\[ I(x, y, z + \delta z) \approx I(x, y, z) - \frac{\delta z}{k} \left[ \nabla_\perp I(x, y, z) \cdot \nabla_\perp \phi(x, y, z) + I(x, y, z) \nabla_\perp^2 \phi(x, y, z) \right]. \]

Under the approximations used to derive this finite-difference version of the TIE, the terms in the square brackets describe the phase contrast contribution to the image. (i) The phase gradient corresponds to the direction of a local stream line (Fig. 1), whereas (ii) the Laplacian measures the curvature of the wave front (Fig. 1). Stated differently: (i) The first term in square brackets contains the (transverse) phase gradient, and represents a prism-like effect that transversely displaces optical energy in a manner proportional to the local deflection angle $\nabla_\perp \phi/k$. (ii) The second term in the square brackets is a lensing term that contains the transverse Laplacian, which describes the local concentration or rarefaction of optical energy density (and hence intensity) due to the sample locally focusing or defocusing the X-ray radiation streaming through it (cf. features $J$ and $L$ in Fig. 4). With the exception of direct methods to measure the phase—such as interferometry—many (but certainly not all!) commonly used phase contrast methods measure phase derivatives, and many such methods can be described using Eq. [62].

Methods such as X-ray grating interferometry (Mo- mose et al. 2003, Weitkamp et al. 2005, Pfeiffer et al. 2008) or analyser-based X-ray imaging (Chapman et al. 1997, Wernick et al. 2003, Rigon et al. 2007) provide image contrast dependent upon the first derivative of the phase in the transverse plane (first term in the square bracket). Propagation-based methods (Sinigirev et al. 1995, Cloetens et al. 1996, Wilkins et al. 1996) measure the second derivative of the phase, described by the second term in the square brackets.

Before going into some more detailed analysis it is worth pointing out two general facts about phase contrast X-ray imaging, which descend straight from Eq. [62].

**Fact 1:** All phase contrast imaging techniques require propagation.

**Fact 2:** Both gradient and Laplacian of the phase can be present, at the same time, in phase contrast images.

Fact 1 is the obvious consequence of the observation that the second line of Eq. [62] vanishes if $\delta z = 0$. More physically, phase contrast signal—for cases when it is not generated by interferometry—is generated by refraction. X-rays passing through a sample are refracted as well as absorbed. Normally refraction effects goes unnoticed as the refraction angle is extremely small. To become appreciable, measuring refraction requires the detector to be placed some distance away from the sample to analyze the wave front.

Fact 2 is strictly speaking correct only for methods that are sensitive to the phase gradient. Since all of these methods still requires propagation, they will always measure a combination of gradient and Laplacian of the phase (Pavlov et al. 2004, 2005; Diemoz et al., 2017).

### B. Phase gradient methods

In this category we find methods such as analyser-based imaging (ABI), grating interferometry (GI) and its variants, edge illumination (EI) and its variants (Olivo et al. 2011, Munro et al. 2013), as well as speckle tracking (Bérujon et al. 2012, Morgan et al. 2012, Zdora 2018). At the same time, scanning methods using a focused beam as probe (Sayre and Chapman 1995, Schneider 1998) also yield phase gradients and can be included in this description.

Looking once again at Eq. [62] we immediately understand what all of these methods have in common. To measure the phase transverse gradient $\nabla_\perp \phi(x, y, z)$ one must introduce a transverse intensity gradient $\nabla_\perp I(x, y, z)$ and allow for some propagation distance $\delta z$. Interestingly, such an intensity gradient can be introduced in a single frame or throughout multiple frames. Techniques such as speckle tracking or single-image phase retrieval using a grating before the object work by introducing spatial intensity variations in the field of view. Methods such as ABI or grating interferometry (for instance when using diffraction-enhanced imaging or fringe scanning respectively) rely on intensity gradients generated across several images. In this case the phase retrieval method will require more that one image to work. Typically single-image methods are quicker and enable lower X-ray dose, while multi-image methods can attain better spatial resolution.

Another case of multi-image phase retrieval is represented by scanning methods. In this case the intensity gradient is given by the beam itself, that can be shaped either before (i.e. in STXM, Scanning Transmission X-ray Microscopy) or after the sample (EI) to yield the desired phase gradient.

Given the common basis we are here describing, it is not surprising that different methods may share similar approaches. In the next subsection we will focus on the complementarity between ABI and GI, showing how similar approaches have been discovered and applied independently by the two communities.
C. Analyser-based and grating-based imaging

In the spirit of the unified view of gradient-based phase contrast imaging methods, we discuss here in more detail the strong analogy between two popular methods for X-ray phase-contrast imaging, namely ABI and GI. Both methods, in their general form, work by realising an angular scan of either a crystal or one of the gratings. Note that a relative transverse shift $x$ of a grating with respect to the other in GI can be seen as a relative angular change $x/p$ where $p$ is the grating period.

The analogy therefore begins by considering the angular transmission function of both systems: a rocking curve for ABI and a periodic transmission function for GI (see Fig. 11). Historically the development of ABI and GI followed two different approaches, where ABI was brought to fame by a two-image phase retrieval method developed by Chapman et al. (1997), while GI phase retrieval was initially based on the fringe scanning (also known as phase stepping) technique (Momose et al. 2003, Weitkamp et al. 2005). The fringe scanning method is based on the assumption of periodicity of the GI transmission function. A rocking curve used in ABI on the other hand is not periodic, and therefore fringe scanning is unique to GI.

Thus, with the exception of fringe scanning, we can draw a strong analogy between other phase retrieval methods independently developed for ABI and GI. We can divide these methods into two categories, which we will here call the geometric approach and convolution approach respectively.

The geometric approach is based on Taylor expansion of the transmission function $T$. We here consider the transmission function to be a function of the angle which an X-ray makes with respect to the optic axis; while there are two such angles, corresponding to each of the two independent orthogonal transverse directions, for simplicity we here consider $T$ to be a function of only one angle. Taylor expansion truncated at the first order means that the transmission function, considered as a function of angle, is locally approximated by a straight line. The intensity transmitted at each point by a sample in this case can be approximated by:

$$I(\theta) \approx I_0(\theta) T(\theta_0 - \Delta \theta_R). \quad (63)$$

Here $I_0(x, y)$ is the intensity before the sample, $\Delta \theta_R$ is the angular shift due to local refraction and $|T| < 1$ accounts for the angle-dependent attenuation. This approximation holds for instance for the flanks of the rocking curve (hence the DEI method by Chapman et al. 1997) or the linear part of the sinusoidal transmission function of the GI (hence the two-image methods developed in a tomographic setup for GI by Zhu et al. 2010).

A better approximation is represented by truncating the Taylor series at the quadratic term, which means approximating the transmission function locally as a parabola. In this case the sample action is modelled through a combination of attenuation, refraction and scattering, and the intensity after the sample:

$$I(\theta) \approx I_0(\theta) \int T(\theta_0 - \Delta \theta_R - \Delta \theta_S) f(\Delta \theta_S) d\Delta \theta_S. \quad (64)$$

In this case the sample is assumed not only to attenuate and refract, but also to scatter with a typical scattering width $\Delta \theta_S$. A typical imaging detector is insensitive to such an angular spread generated by scattering, which therefore will be integrated in detection. It is however possible to separate attenuation, refraction and scattering width by acquiring at least three images. A three-image algorithm was developed by Rigon et al. (2007) in ABI and by Pelliccia et al. (2013) in GI. The algorithm is in fact formally the same in both cases.

The methods described above rely on a Taylor expansion of the transmission function. A more accurate approach, which on the other hand requires more images, is represented by the convolution approach. In this case the
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11 "Diffraction enhanced imaging".
interference after the sample is modelled by the convolution product
\[ I(\theta) \approx I_0(\theta) \ast S(\theta), \]  
where the overall effect of the sample is modelled by the function \( S(\theta) \) which has the effect of attenuating, shifting and broadening the transmitted intensity. A phase retrieval algorithm based on the convolution approach was proposed by Wernick et al. (2003) for ABI and by Modregger et al. (2012) in GI. In both cases the algorithm works by determining the shape of \( S(\theta) \) by a deconvolution procedure. The technique obviously requires more than three images to produce a reliable estimate of the system transmission function, but has the advantage of increased accuracy (no Taylor expansion involved) in the phase retrieval process. It is worth noting that the convolution method reduces to the geometric method in the limit specified by Eq. [63] (Pelliccia et al., 2013).

One can also perform Taylor expansions of the complex transfer function, to first order (Paganin et al., 2004b) and second order (Pavlov et al., 2004 and 2005) in spatial frequency, for arbitrary shift invariant linear imaging systems, in the contexts of both the forward problem of generalised phase contrast and the associated inverse problem of phase retrieval. Thus, for example, a first-order Taylor expansion of the complex transfer function \( T(k_x, k_y, \tau_1, \tau_2, \cdots) \) in Eq. [51], about a Fourier-space point \((k_x^0, k_y^0)\) located near the centre of the Fourier transform of the input wave-field, would approximate the transfer function as \( T \approx \gamma_1 + \gamma_2(k_x - k_x^0) + \gamma_3(k_y - k_y^0) \), where the constants \( \gamma_1, \gamma_2, \gamma_3 \) are functions of the aberration coefficients \( \tau_1, \tau_2, \cdots \). This approach yields equations for the output intensity, obtained from a fairly general perspective, that are very closely related to the “phase gradient methods” considered earlier (Paganin et al., 2004b). Similarly, if the transfer function is expanded to second order in spatial frequency, using \( T \approx \gamma_1 + \gamma_2(k_x - k_x^0) + \gamma_3(k_y - k_y^0) + \gamma_4(k_x - k_x^0)^2 + \gamma_5(k_y - k_y^0)^2 + \gamma_6(k_x - k_x^0)(k_y - k_y^0) \), one obtains equations for the output intensity that simultaneously exhibit both phase-gradient contrast, and Laplacian-type phase contrast (Pavlov et al., 2004 and 2005).

Part III

Partial coherence for arbitrary phase contrast imaging systems

The final part considers partial coherence in the context of arbitrary linear (phase contrast) imaging systems.

VI. THEORY

A. Partial coherence

The reader is assumed to be familiar with elementary concepts of partial coherence, including the concepts of spatial and temporal coherence. Hence we assume a more advanced (albeit very intuitive, if one thinks about it for long enough!) perspective based on the coherence-optics equivalent of the density-matrix formalism of quantum mechanics. This formalism is known as the space-frequency description of partial coherence (Wolf, 1982; see also Mandel and Wolf, 1995, and references therein).

Our intent here is rather modest. We will briefly introduce the space–frequency description of partial coherence, in which a given partially coherent field may be described via a two-point correlation function known as the cross spectral density. The cross-spectral density may be obtained at any given angular frequency via a suitable averaging procedure over an ensemble of strictly monochromatic fields, all of which have the same angular frequency.\(^{12}\) We then use this space–frequency description of partially coherent X-ray fields to describe the action of any phase contrast imaging system, provided that the system is linear and the effects of polarisation may be neglected.

An advantage of the particular formalism adopted here, apart from its broad applicability to a rich variety of both existing and future phase-contrast X-ray imaging and other coherent X-ray imaging scenarios, is the readiness with which the resulting mathematical expressions may be implemented in computer code. Indeed, much of the mathematics that will follow is, in essence, computer pseudo-code rather than explicit calculations per se.

Since the context is phase-contrast imaging, or imaging more broadly, we describe a given paraxial complex scalar partially coherent X-ray field via a stochastic process that can be characterised via an ensemble of strictly monochromatic fields
\[ \{ \psi(\omega, x, y), c_j \} \]

at each angular frequency \( \omega \), with all fields in each ensemble having the same angular frequency \( \omega \) (Wolf, 1982; Mandel and Wolf, 1995). Here, the index \( j \) labels each member of the ensemble, with the associated real statistical weight \( c_j \). Each of these weights lies between zero and unity inclusive, with
\[ \sum_j c_j = 1. \]

\(^{12}\) Cf. the Gibbs-type statistical ensembles that are often used in the formalism of thermodynamics.
In general, these weights will depend on angular frequency, although for compactness our notation does not explicitly indicate this dependence.

The cross spectral density \( W_\omega(x_1, y_1, x_2, y_2) \) is a two-point correlation function that quantifies the degree of correlation between the optical disturbance at the pair of points \((x_1, y_1)\) and \((x_2, y_2)\), at the specified angular frequency \(\omega\). It is given by the ensemble average over all of the \(N\) members of the statistical ensemble:

\[
W_\omega(x_1, y_1, x_2, y_2) = \frac{1}{N} \sum_{j=1}^{N} c_j \langle \psi_\omega^{(j)*}(x_1, y_1) \psi_\omega^{(j)}(x_2, y_2) \rangle \omega.
\]

The associated spectral density, which may be viewed as the “diagonal of the cross spectral density”, is:

\[
S_\omega(x, y) \equiv W_\omega(x, y, x, y) = \langle |\psi_\omega^{(j)}(x, y)|^2 \rangle \omega.
\]

Note that the spectral density is simply the average intensity, being a weighted average over the intensities of the individual fields that make up the statistical ensemble \(\{\psi_\omega^{(j)}(x, y), c_j\}\). We note also that the measured intensity \(I(x, y)\), registered by a detector which integrates over angular frequencies \(\omega\), will be given by the following weighted average of the spectral density:

\[
I(x, y) = \int S_\omega(x, y) S(\omega) d\omega,
\]

where \(S(\omega)\) is a measure of the variable efficiency of the detector, as a function of angular frequency \(\omega\). Note that the shape of the energy spectrum is implicitly taken into account in the cross-spectral density itself, considered as function of energy \(E = h\omega\) where \(h\) is Planck’s constant \(h\) divided by \(2\pi\). Note also that the set of weights \(\{c_j\}\), used to construct each of the \(\omega\)-dependent quantities \(S_\omega(x, y)\) in the above spectral sum, will in general be different for each \(\omega\). Thus, for the purposes of this paragraph only, \(c_j\) would be better noted as \(c_{j,\omega}\). Notwithstanding this, for the sake of notational simplicity we will denote the statistical weights at a given fixed angular frequency \(\omega\), as \(c_j\), henceforth.

Lastly, we point out that the energy spectrum in the above equation is implicit in the normalisation of the \(\psi_\omega^{(j)}(x, y)\) functions; thus, if \(\omega\) takes a value \(\omega\) which is such that there is very little X-ray power at energy \(h\omega\), all of the \(\psi_\omega^{(j)}(x, y)\) functions will be multiplied by a suitably small normalisation factor.

We will take the cross spectral density as the descriptor of partially coherent X-ray fields whose statistics are independent of time (a property known as statistical stationarity). We have also implicitly made the assumption of ergodicity, namely the assumed equality of ensemble averages with time averages. Moreover, if Gaussian statistics may be assumed, then all higher-order correlation functions may be determined from the two-point field correlation function \(W\) with which we are working. Proper treatments of these important points will not be given here; they are available in standard texts such as that of Mandel and Wolf (1995).

B. Modelling a wide class of partially coherent X-ray phase contrast imaging systems

We now turn to the question of how the space–frequency description for partial coherence may be used to study how cross-spectral densities are transformed upon passage through linear imaging systems utilising partially coherent X-ray radiation. Given the previously-mentioned trivial relation between cross-spectral density and spectral density, and the fact that spectral density may be averaged over angular frequency to give the total detected intensity distribution, the formalism outlined below will allow one to determine the intensity distribution output by any linear phase contrast imaging system. This covers a rather broad class of existing X-ray phase contrast imaging systems as well as many other coherent-X-ray-optics imaging systems, and we dare say that it also covers a rather large class of coherent imaging systems that will be developed in the future. While we ignore the effects of polarisation, this can be readily taken into account in a generalisation of the ideas presented here, if required.

Rather than writing down mathematical expressions, we instead list a sequence of steps that is able to calculate the intensity distribution produced by an arbitrary linear X-ray phase contrast imaging system, illuminating an object, utilising partially coherent radiation under the space–frequency description of partial coherence:

- Assume a particular realistic model of the X-ray source after it has passed through whatever conditioning optics, such as monochromators, that may be present in a given X-ray phase contrast imaging system. This will imply a given statistical ensemble of strictly monochromatic fields

\[
\{\psi_\omega^{(j)}(x, y), c_j\},
\]

at the entrance surface of an object that is to be imaged.

(a) One simple example, of such a statistical ensemble, is an ensemble of monochromatic X-ray plane waves whose directions of propagation are uniformly distributed within some narrow cone whose axis coincides with the optic axis (Pelliccia and Paganin, 2012).

(b) A second example, of a suitable ensemble of strictly monochromatic fields, could be an ensemble of \(z\)-directed plane waves that each have a spatially random continuous phase perturbation imprinted upon them (Irvine et al., 2010; Morgan et
al., 2010). This spatially random phase perturbation could be chosen to have a specified transverse correlation length, and a specified root-mean-square phase excursion. This provides an excellent model, for example, for partially coherent X-ray imaging systems that utilise a random phase diffuser to “clean up” an illuminating beam that contains unwanted structure on account of imperfect optics.

- Assume that the object is static, non-magnetic, elastically scattering, and sufficiently gently spatially varying for the projection approximation to be valid. The ensemble of fields \( \{ \psi^{(j)}(x,y), c_j \} \) at the entrance surface of the object then leads to the ensemble of fields

\[
\{ \psi^{(j)}(x,y), c_j \} = \{ \psi^{(j)}(x,y)T^{(j)}(x,y), c_j \} \tag{72}
\]

data the nominal exit surface of the object, where \( T^{(j)}(x,y) \) is the complex transmission function corresponding to illumination of the object by the strictly monochromatic field \( \psi^{(j)}(x,y) \). For sufficiently paraxial fields, \( T^{(j)}(x,y) \) may be taken to be independent of \( j \), and equal to the complex transmission function that is predicted by the projection approximation, for a \( z \)-directed plane wave of angular frequency \( \omega \).

- Each member in the ensemble of fields \( \{ \psi^{(j)}(x,y), c_j \} \) at the exit surface of the object may then be individually propagated through a specified linear imaging system, to give the ensemble of strictly monochromatic fields

\[
\{ \psi^{(j)}(x,y), c_j \} = \{ D^{(j)}(\tau_1(\omega), \tau_2(\omega), \cdots)\psi^{(j)}(x,y), c_j \} \tag{73}
\]

denotes the operator which maps the \( j \)th input field at angular frequency \( \omega \), to the \( j \)th output field at the same angular frequency, when the imaging system is in a state characterised by the control parameters \( \tau_1(\omega), \tau_2(\omega), \cdots \). Note that the control parameters of the imaging system will in general vary with angular frequency, even though the said imaging system would typically have the same physical configuration for all angular frequencies. However, for paraxial fields, one could often assume \( D^{(j)}(\tau_1(\omega), \tau_2(\omega), \cdots) \) to be independent of \( j \).

- The exit-surface, of the previously mentioned generalised imaging system, is assumed to coincide with the surface of the detector. The cross-spectral density \( W \), the spectral density \( S \), and the average intensity \( I \), over the surface of the detector, can then be calculated using the ensemble \( \{ \psi^{(j)}(x,y), c_j \} \), together with the previously specified formulae for \( W \), \( S \), and \( I \).

As an example of the logic outlined in general terms above, consider the X-ray phase-contrast imaging setup that is sketched in Fig. 12. Here, a monochromated X-ray source (energy \( E = h\omega \)) illuminates a thin object, before passing through a linear shift-invariant imaging system (LSI), and having the resulting intensity distribution being measured by a position sensitive two-dimensional detector.

**Example for strictly monochromatic case:** If one can assume a strictly monochromatic paraxial field and a thin object, the projection approximation can be used to map the complex field \( \psi(x,y) \) over the entrance-surface \( \alpha \) of the object, to the field

\[
T(\omega,x,y)\psi(x,y) : \text{plane } \beta \tag{75}
\]

over the exit surface \( \beta \) (see Eqs 26 and 27 for how to calculate the complex transmission function \( T(\omega,x,y) \) under the projection approximation). To propagate through vacuum by the distance \( Z_1 \) between the exit surface \( \beta \) of the object and the entrance surface \( \gamma \) of the linear shift-invariant imaging system (LSI system), one can apply the free-space diffraction operator \( D_{Z_1} \) to the field over the plane

\[
\}

\footnotesize{13} This ignores potentially important effects such as a moving sample, or the time-dependent accumulation of radiation damage by a radiation-sensitive sample.

\footnotesize{14} This allows polarisation effects to be ignored, for example.

\footnotesize{15} This enables the assumption that the energy of the X-rays is not changed upon passing through the sample. We thereby ignore often-important phenomena such as fluorescence.

\footnotesize{16} If the projection approximation breaks down, one could employ a better approximation, such as the multi-slice method that was mentioned earlier in these notes.
β: see Eqs. [31] and [53]. This gives:
\[ \mathcal{D}_{Z_2} \mathcal{T}_\omega(x, y) \psi_\omega(x, y) : \text{plane } \gamma \] (76)
over the entrance surface \( \gamma \) of the LSI system. [As an aside, we re-iterate the fact that operators act from right to left, thus e.g. the above equation should be read as meaning “take the complex field \( \psi_\omega(x, y) \) over then plane \( \alpha \), then multiply by the complex transmission function of the object that is given by \( \mathcal{T}_\omega(x, y) \) under the projection approximation, then apply the diffraction operator \( \mathcal{D}_{Z_2} \) to the resulting field so as to propagate it through a distance of \( Z_1 \).”] Assuming the LSI system to be in a state characterised by the control parameters \( (\tau_1, \tau_2, \cdots) \), one can then use Eq. [52] to propagate to the plane \( \delta \), over which the complex disturbance will be:
\[ \mathcal{D}(\tau_1, \tau_2, \cdots) \mathcal{D}_{Z_2} \mathcal{T}_\omega(x, y) \psi_\omega(x, y) : \text{plane } \delta. \] (77)
Free-space propagation through a distance \( Z_2 \) then gives the complex disturbance over the surface of the detector:
\[ \mathcal{D}_{Z_2} \mathcal{D}(\tau_1, \tau_2, \cdots) \mathcal{D}_{Z_1} \mathcal{T}_\omega(x, y) \psi_\omega(x, y) : \text{plane } \epsilon. \] (78)
The squared modulus of the above expression gives the intensity measured by the detector. Alternatively, one could calculate the phase \( \phi_\omega(x, y, z = \epsilon) \) of the above expression, to determine the phase of the coherent X-ray wave-fronts impinging upon the detector. Other quantities can also be derived from the above expression for the complex field \( \psi_\omega(x, y, z = \epsilon) \) over the plane \( \epsilon \) coinciding with the surface of the detector, such as the transverse energy-flow vector (Poynting vector)
\[ S_\perp(x, y) \propto |\psi_\omega(x, y, z = \epsilon)|^2 \nabla_\perp \psi_\omega(x, y, z = \epsilon) \] (79)
or other related quantities such as the angular-momentum density and the vorticity of the transverse energy-flow vector (see e.g. Berry 2009 for how these last-mentioned quantities may be calculated).

**Example for partially-coherent case:** The above case showed how to propagate the strictly monochromatic field \( \psi_\omega(x, y) \) over the entrance surface \( \alpha \) of the object in Fig. [12] through both the object and an LSI system, to the surface \( \epsilon \) of a two-dimensional detector. If the field is partially coherent, then for each angular frequency \( \omega \) corresponding to each energy \( E \) via \( E = \hbar \omega \), one can instead have an *ensemble* of strictly monochromatic fields of the form specified by Eqs. [66] and [67]. Each field \( \psi_\omega^{(j)}(x, y) \) is propagated through the optical system in exactly the same way as for the coherent case, with the associated statistical weights \( c_j \) being unchanged via propagation through the optical system. [Note, however, that while the weights \( c_j \) do not change, the normalisation of the individual wave functions may change, as they may be transmitted through the sample or LSI system with different efficiency.

This immediately yields an expression for converting the ensemble of strictly monochromatic input fields (over plane \( \alpha \)) in Eq. [60] to the following ensemble of output fields over the plane \( \epsilon \):
\[ \{ \mathcal{D}_{Z_2} \mathcal{D}(\tau_1, \tau_2, \cdots) \mathcal{D}_{Z_2} \mathcal{T}_\omega(x, y) \psi_\omega^{(j)}(x, y), c_j \}. \] (80)

The resulting statistical ensemble can be used to calculate a number of derived quantities of interest:

- The cross-spectral density \( W_\omega(x_1, y_1, x_2, y_2) \) (see Eq. [68]);
- The spectral density \( S_\omega(x, y) \) (see Eq. [69]), which may be integrated over \( \omega \) to give the total spectral density (see Eq. [70]);
- The position-dependent ensemble-averaged angular momentum density and vorticity, via ensemble averaging the expressions for these quantities that appear in a coherent-optics context in Berry (2009);
- The Wigner function, the ambiguity function, the generalised radiance function etc. are two-point correlation functions that can all be derived from the ensemble in Eq. [80].

This amounts to a computationally simple means for modelling the important “coherence transport” problem, especially when the just-mentioned correlation functions are calculated for different points along the optic axis, as one traverses the various optical elements in sequence from the source to the detector. The above formalism may also be trivially generalised to the case of four-point correlation functions, six-point correlations functions and so on. Four-point correlation functions are primarily of interest in the X-ray context of the Hanbury Brown–Twiss effect, which plays a role in X-ray ghost imaging (Yu et al. 2016; Pelliccia et al. 2016; Schori and Shwartz 2017; Zhang et al. 2018; Pelliccia et al. 2018; Schori et al. 2018; Ceddia and Paganin 2018; Gureyev et al. 2018; Kingston et al. 2018; Kim et al. 2018; Kingston et al. 2019). While interesting, X-ray ghost imaging will not be discussed in these tutorials. Also,

---

17 We thank C. Detlefs for bringing this point to our attention.

18 See e.g. Alonso (2011) for a description of how the Wigner, ambiguity, generalised-radiance and related functions may be calculated from the statistical ensemble of fields in Eq. [80].
as previously mentioned, for the common special case of Gaussian statistics, all higher-order correlation functions are either determined by the two-point correlation functions that have been our main focus, or they vanish (see e.g. Mandel and Wolf, 1995). We also note that the correlation functions of various orders would be of pivotal importance in the context of the nascent field of quantum X-ray optics (Adams et al., 2013; Kuznetsova and Kocharovskaya, 2017), which has yet to mature to the same stage of development as quantum optics in the context of visible light. This maturation of quantum X-ray optics in coming years is an obvious emerging research opportunity for coming generations, as one can readily ascertain by studying the most recent literature.

C. Speculations regarding future trends

Below we give a sequence of speculations regarding possible future trends in X-ray phase contrast imaging in particular, and coherent X-ray imaging more broadly. These speculations, which range from the self-evident to the tentatively hypothetical, are intended as both stimulus and guide for future research in the field.

(a) As one moves to progressively higher resolution, e.g. in tomography, the projection approximation will become increasingly ill behaved. One will eventually need to embrace fully dynamical models such as the multislice approximation, in the context of the inverse problem of tomography, or diffraction-tomography methods, to a larger degree than is the case at present. This transition is already in progress, as even a cursory survey of recent literature will show. On a related note, and again as one moves to ever-higher resolution, the scalar approximation for the X-ray wave-field may begin to break down e.g. when large scattering angles or magnetic phenomena are considered (Detlefs, 2019). In all of this, much guidance is to be gleaned from the existing literature on electron tomography, which has—very broadly speaking—been forced to grapple with such problems at an earlier stage than the X-ray tomography community. Much can also be learned from the very well established field of X-ray scattering and absorption by magnetic materials—see e.g. the text by Lovesey and Collins (1996)—together with any aspects of X-ray physics in which the effects of magnetism and/or polarisation are important.

(b) Some emphasis has been given in these notes to X-ray phase contrast imaging using shift-invariant linear imaging systems that possess arbitrary aberrations. This was done, in part, because a large fraction of the existing suite of phase contrast imaging systems (e.g. propagation-based phase contrast, Zernike phase contrast, analyser-crystal phase contrast, edge-illumination phase contrast etc.) may be viewed as aberrated imaging systems, in the sense of possessing a complex transfer function that is not unity. This emphasis also had the following future speculation in mind: As coherent X-ray imaging systems become more mature, the ability to tune particular aberrations will become increasingly refined, in light of the fact that non-zero aberrations are a necessary condition for the existence of phase contrast. Rather than considering oneself to be limited to the particular aberrations associated with a particular phase-contrast imaging system, it may be fruitful to instead consider a near future where a suite of different aberration parameters may be accessed or tuned at will. Again, this speculated future state of affairs—for coherent X-ray imaging—is a current reality for electron imaging, now that transmission electron microscopes that are corrected for spherical aberration and have tunable aberrations have become available (Pennycook, 2017).

(c) Here we remark on possible future developments regarding the complementarity between iterative and deterministic methods for solving inverse imaging problems in coherent X-ray optics.

- Iterative methods have the virtue of applicability to a wider class of inverse imaging problems, and in particular to imaging problems for which deterministic closed-form solutions are not known. Iterative methods typically rely on minimisation of an error metric, which is often rather easy to write down but typically rather computationally expensive to minimise. Such computational expense, which typically seeks error-metric minimisation in a function space of high dimension, will become less of a limitation in light of the availability of cheap ever-more-powerful computing machines. The ideas of compressive sensing and machine learning are both readily incorporated into iterative approaches, which again speaks in their favour regarding future applications. One negative of iterative approaches is that they often leave obscure the question of the uniqueness, and therefore the correctness, of the resulting reconstruction. They also often leave obscure the fundamental questions of the stability of reconstructions with respect to imperfections in the input data. These negatives must be balanced against the very rich variety of successful iterative image reconstructions in the context of coherent X-ray imaging that are extant, a state of affairs that will surely continue in future for a wide variety of imaging scenarios.

- Deterministic approaches seek closed-form solutions to the inverse problems of coherent X-ray optics. While applicable to a smaller class of (simpler) problems compared to the larger set of problems that may be treated iteratively, deterministic approaches often but not always have the advantage of greater conceptual clarity and speed of reconstruction. The conceptual clarity is provided by knowledge that the provided solution is both...
unique and stable with respect to perturbations in the input data that will be present for any realistic experiment, while speed is provided by application of an often-simple closed-form formula. It is possible that, in the future, some problems that were hitherto only thought to be soluble via iterative means, may turn out to be addressable by deterministic means, after all.

- Lastly, we remark that iterative and deterministic methods are not mutually exclusive, as there are many situations in which the approximate solutions provided by the latter may be iteratively refined by the former. Both iterative and deterministic methods are important, and the just-described complementarity is likely to prevail in future. See e.g. Pavlov et al. (2018) for more information.

(d) The key ideas of compressed sensing, machine learning and artificial intelligence are likely to play an increasing role in both the quantitative and qualitative analysis of X-ray imaging data, on a variety of levels. For example:

- Compressed sensing comes with the promise of significant improvements in the efficiency of X-ray data collection, permitting reconstructions of a sample of interest to be performed, under certain circumstances, with fewer data (and therefore less dose) than was previously thought possible.

- Machine learning (an approach that is surging massively across many fields) comes with the promise of very holistic and flexible analyses which make fuller use of the totality of available X-ray data, than has been the case hitherto. In this context we note the illuminating comment of Carsten Detlefs (2019): "Machine learning depends critically on the availability of training data. In many cases a forward simulation of a known (virtual) sample is much easier to compute than the reconstruction of an unknown sample. Thus, virtual experiments might be used to train machine learning algorithms without the need for (costly) synchrotron experiments. On the other hand, the quality of the machine analysis depends critically on the quality of the training data. Therefore any bias, systematic error, or failure to represent a systematic error in the real experiment may lead to flaws in the analysis."

- Artificial intelligence, besides the role it can play in machine learning, brings the promise of automated or semi-automated assessment of large volumes of X-ray imaging data, e.g. in a medical-diagnosis or an industrial-testing context.

(e) We have nowhere mentioned speckles, in our discussions relating to partial coherence. This is remiss, given that the concept of unresolved speckle lies at the heart of most phenomena relating to partial coherence (see e.g. Nugent et al. 2003; Vartanyants & Robinson 2003; Nesterets 2008). The following comment from Vartanyants & Robinson (2003), regarding unresolved speckle, is particularly illuminating: "It is important to note that the ‘decoherence’ effect of optics is not a degradation of the inherent source coherence, but instead the creation of an entirely new component to the coherence function with a dramatically reduced coherence length." Typical scalar partially coherent X-ray fields are littered with a profusion of speckles that are too rapidly varying in both space and time to be resolved by one’s detectors. The idea that one averages over such speckles, with a spatial average over the detector element and a temporal average over the detection time, gives a means for visualising and indeed modelling partially coherent X-ray fields. With current computing power, and increased computing power projected for the future, such direct spatio-temporal modelling of partially coherent fields in terms of underpinning fluctuating speckle fields, forms a very promising and conceptually illuminating avenue for future research. Note that, at the scalar-field level, such speckle fields are thread by typically complicated—indeed fractal (O’Holleren et al., 2008)—random networks of nodal-line-threaded phase singularities associated with X-ray vortices. For more on X-ray phase vortices and their associated nodal lines (“threads of darkness”), see e.g. Chapter 5 of Paganin (2006), together with references therein. If one ascends to a vectorial description of the classical X-ray electromagnetic field for partially-coherent X-ray imaging scenarios, the speckles in the instantaneous energy density will remain, but the phase vortices will be threaded by a random network of vectorial singularities (see e.g. Nye (1999), and references therein, for a discussion of the singularities of vector fields such as the electric and magnetic fields).

(f) Virtual optics, in which the computer forms an intrinsic component of an X-ray optical imaging system, has of course long been a reality, e.g. in X-ray computed tomography (Diemoz et al. 2017), interferometry (Bonse & Hart, 1965), holography (Gabor, 1948), crystallography (Hammond, 2001), coherent diffractive imaging (Miao et al. 1999), ptychography (Pfeiffer, 1999) etc. In virtual-optics systems, the computer forms an intrinsic component of the imaging system, with (i) hardware optics streaming and manipulating X-ray optical information at the field level, supplemented by (ii) digital computers that stream and manipulate digital optical information at the level of bits. Stated differently, an analogue computer (optical hardware streaming and manipulating physical X-ray wave-fields) is coupled with a digital computer (digital information processing unit). As computers become both more powerful and cheaper, it is likely that further impetus will be given to enhancing the role of computers as an intrinsic component of X-ray imaging.
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