AN ALGORITHM TO CALCULATE GENERALIZED SEIFERT MATRICES
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Abstract. We develop an algorithm for computing generalized Seifert matrices for colored links given as closures of colored braids. The algorithm has been implemented by the second author as a computer program called Clasper. Clasper also outputs the Conway potential function, the multivariable Alexander polynomial and the Cimasoni-Florens signatures of a link, and displays a visualization of the C-complex used for producing the generalized Seifert matrices.

1. Introduction

1.1. Background. A Seifert surface for an oriented knot \( K \subset S^3 \) is a connected compact oriented surface \( F \subset S^3 \) with \( \partial F = K \). Recall [Ro90, Chapter VIII] that the corresponding Seifert form is defined as
\[
H_1(S) \times H_1(S) \rightarrow \mathbb{Z}
\]
\[
([\gamma], [\delta]) \mapsto \text{lk}(\gamma^+, \delta),
\]
where \( \gamma^+ \) denotes a positive push-off of \( \gamma \) and \( \text{lk} \) denotes the linking number of oriented disjoint curves in \( S^3 \). Any choice of a basis for \( H_1(S) \) now defines a corresponding matrix, called Seifert matrix. Seifert matrices, have played an important role in knot theory ever since they were introduced by Herbert Seifert [Sc34]. For example a Seifert matrix \( A \) can be used to calculate the Alexander polynomial \( \Delta_K(t) = \det(At - A^T) \in \mathbb{Z}[t^{\pm 1}] \) and it can be used to define the Levine-Tristram signature function \( \sigma(K) : S^1 \rightarrow \mathbb{Z} \) by setting \( \sigma_z(K) := \text{sign}(A(1-z) + A^T(1-z)) \). There are various algorithms for computing Seifert matrices for a knot [O'B02, Col16]. In particular, Julia Collins gave an algorithm to determine a Seifert matrix from a given braid description [Col16]. An implementation of this algorithm is available online [CKL16].

Less known are the generalizations of Seifert surfaces and Seifert matrices to links. Let \( L = L_1 \sqcup \cdots \sqcup L_\mu \subset S^3 \) be a \( \mu \)-colored oriented link, i.e. \( L \) is a disjoint union of finitely many oriented knots that get grouped into \( \mu \) sets. Daryl Cooper [Coo82] and David Cimasoni [Ci04] introduced the notion of a C-complex for \( L \). A C-complex consists, roughly speaking, of \( \mu \) embedded compact oriented surfaces \( S_1 \sqcup \cdots \sqcup S_\mu \) with \( \partial S_i = L_i \) and a few restrictions on how the \( S_i \) are allowed to intersect. We postpone the definition to Section 2.1 but we hope that Figure 1 gives at least an idea of the concept.

Given a C-complex \( S \) and given a basis for \( H_1(S) \) one obtains for any choice of \( \epsilon \in \{\pm 1\}^\mu \) a generalized Seifert matrix \( A^\epsilon \). These \( 2^\mu \) generalized Seifert matrices can be used to define and calculate the Conway potential function, which in turn determines the multivariable Alexander polynomial [Ci04, p. 128] [DMO21]. We recall the formulae in Theorem 1. Furthermore, David Cimasoni and Vincent Florens used generalized Seifert matrices to define a generalization of the Levine-Tristram signature function [CF08], namely the Cimasoni-Florens signature function \( \sigma_L : (S^1)^\mu \rightarrow \mathbb{Z} \). The generalized Seifert matrices can also be used to determine the Blanchfield pairing of a colored link [CFT18, Con18].
1.2. Our results. Our goal was to come up with an algorithm that computes generalized Seifert matrices of colored links, and implement it as a computer program. To formulate an algorithm one first has to settle on the input. The usual proof of Alexander’s Theorem (see for example the account of Burde-Zieschang-Heusener \cite{BZH14, Proposition 2.12}) shows that every oriented $\mu$-colored link is the closure of a $\mu$-colored braid (i.e. a braid together with an integer $0 \leq k < \mu$ associated to each component of its closure). The description of braids as sequences of elementary crossings makes them a convenient input type for a computer program.

We give an algorithm that takes as input a colored braid, produces a C-complex $S$ for its closure, and computes the associated generalized Seifert matrices $A^\epsilon$ (with respect to some basis of $H_1(S)$).

In this paper, our algorithm is explained in natural language. Despite its geometrical flavor, it is formal enough to be implemented as a computer program:

We provide a computer program, called Clasper, implementing our algorithm. Clasper displays a visualization of the constructed C-complex and outputs a family of generalized Seifert matrices. It also computes the Conway potential function, the multivariable Alexander polynomial, and the Cimasoni-Florens signatures of the colored link.

Clasper was programmed by the second author. A Windows installer, as well as the Python source code, can be downloaded at https://github.com/Chinmaya-Kausik/py-knots. Figure 2 shows the user interface of Clasper.

1.3. Organization of the article. In Section 2 we give the definition of C-complexes and we show how they can be used to define generalized Seifert matrices. Furthermore we recall how generalized Seifert matrices can be used to compute the multivariable Alexander polynomial and how they can be used to define the Cimasoni-Florens signatures. In Section 3 we explain our algorithm for computing generalized Seifert matrices for colored links given by a braid description. Section 4 contains additional remarks on the technical details of the implementation by the second author.
Figure 2. The Clasper interface. Top: Clasper takes as input a braid given as its sequence of crossings, number of strands, and information about the coloring of its closure, and outputs a family of generalized Seifert matrices thereof. Clasper also computes the Conway potential function, multivariable Alexander polynomial, and Cimasoni-Florens signature (at a user-specified point). Bottom: Clasper displays a diagram of the input colored braid and a schematic of the C-complex from which the generalized Seifert matrices were produced. See Subsection 3.2.2 for how to interpret such a schematic, and Figure 13 (right) for the C-complex represented in this screenshot.
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2. C-complexes and generalized Seifert matrices

2.1. C-complexes.

Definition 1. A C-complex (where “C” is short for “clasp”) for a colored oriented link $L = L_1 \cup \cdots \cup L_\mu \subset S^3$ is a collection of surfaces $S_1, \ldots, S_\mu$ such that:

- each $S_i$ is a compact oriented surface in $S^3$ with $\partial S_i = L_i$, where we demand that the equality is an equality of oriented 1-manifolds,
- every two distinct $S_i, S_j$ intersect transversely along a (possibly empty) finite disjoint union of intervals, each with one endpoint in $L_i$ and the other in $L_j$, but otherwise disjoint from $L$. Such an intersection component is called a clasp – see Figure 1 for an illustration,
- the union $S_1 \cup \cdots \cup S_\mu$ is connected, and
- there are no triple points: for distinct $i,j,k$, we have $S_i \cap S_j \cap S_k = \emptyset$.

C-complexes were introduced for 2-component links by Cooper [Coo82] and in the general case by Cimasoni [Ci04]. Cimasoni [Ci04, Lemma 1] showed that every colored oriented link admits a C-complex. In this paper we will give a different proof, in fact we will outline an algorithm which takes as input a braid description of a colored oriented link and which produces an explicit C-complex.

We remark that any two C-complexes for a colored link are related by a finite sequence of moves of certain types, a complete list of which was given by Davis-Martin-Otto [DMO21, Theorem 1.3] building on work of Cimasoni [Ci04]. We will however not make use of this fact.

2.2. Push-offs of curves and generalized Seifert matrices. Let $L$ be a $\mu$-colored oriented link and let $S_1, \ldots, S_\mu$ be a C-complex for $L$. Following Cooper [Coo82] and Cimasoni [Ci04] we will now associate to this data generalized Seifert pairings and generalized Seifert matrices. The approach to defining generalized Seifert pairings and matrices is quite similar to the more familiar definition for knots recalled in the introduction.

First note that the orientation of the link $L$ induces an orientation on each Seifert surface $S_i$ in our C-complex $S$, which in turn induces an orientation of the normal bundle of $S_i$. Now, each of the $2^\mu$ tuples of signs $\epsilon = (\epsilon_1, \ldots, \epsilon_\mu)$, with $\epsilon_i = \pm 1$, prescribes a way of pushing a point $p \in S$ off of $S$: at the Seifert surface $S_i$ and away from the clasps, we let the sign $\epsilon_i$ determine whether to push $p$ in the positive or negative direction of the normal bundle of $S_i$, and at a clasp between $S_i$ and $S_j$, we move $p$ in the “diagonal” direction specified by $\epsilon_i, \epsilon_j$. The push-off of a path $\gamma$ in $S$ specified by a tuple $\epsilon \in \{\pm 1\}^\mu$ will be denoted by $\gamma^\epsilon$; see Figure 3.

Given any $\epsilon \in \{\pm 1\}^\mu$ Cimasoni defines the generalized Seifert pairing

$$\alpha^\epsilon : H_1(S) \times H_1(S) \to \mathbb{Z}$$

$$([\gamma], [\delta]) \mapsto \text{lk}(\gamma^\epsilon, \delta).$$

Finally we pick a basis of $H_1(S)$. The collection of matrices $A^\epsilon$ of $\alpha^\epsilon$ with respect to this basis is called a collection of generalized Seifert matrices of $L$.

2.3. The Conway potential function, the multivariable Alexander polynomial and generalized signatures. In this section we turn to the discussion of several applications of generalized Seifert matrices.
In 1970 John Conway \cite{Con70} associated to any $\mu$-colored link $L$ a rational function on $\mu$ variables, now called the Conway potential function $\nabla_L(t_1, \ldots, t_\mu) \in \mathbb{Q}(t_1, \ldots, t_\mu)$. Cimasoni showed that the Conway potential function can be computed using generalized Seifert matrices. To state Cimasoni’s Theorem we need the following definition.

**Definition 2.** Let $S = (S_1, \ldots, S_\mu)$ be a C-complex for a $\mu$-colored link. We define the sign of a clasp $C$ by choosing one of its endpoints $P$, and then taking the sign of the intersection between the Seifert surface and the link component at $P$. This definition is independent of the choice of endpoint $P$; see Figure 4.

The sign of a C-complex $S$ is defined to be the product of the signs of all clasps, and denoted by $\text{sgn}(S)$.

The following theorem of Cimasoni \cite[p. 128]{Ci04} gives a way to calculate the Conway potential function.

**Theorem 1.** Let $L$ be a $\mu$-colored oriented link and let $S$ be a C-complex for $L$. Choose a basis for $H_1(S)$ and use it to define the $2^\mu$ generalized Seifert matrices $A^\epsilon$ with $\epsilon = (\epsilon_1, \ldots, \epsilon_\mu) \in \{\pm 1\}^\mu$. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{Push-offs of a path $\gamma$ in a C-complex determined by a $\mu$-tuple $\epsilon$. Arrows indicate the framings of the normal bundles of the Seifert surfaces induced by their orientations. In this example, the C-complex is comprised of $\mu = 2$ Seifert surfaces. We show all its push-offs $\gamma^\epsilon$, determined by the four possible pairs $\epsilon \in \{\pm 1\}^\mu$.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{The sign of a clasp $C$. Link orientations and induced normal framings on the Seifert surfaces are indicated by arrows. Left: a negative, or left-handed clasp. Right: a positive, or right-handed clasp.}
\end{figure}
\{±1\}^\mu$. Then
\[\nabla_L(t_1, \ldots, t_\mu) = \text{sgn}(S) \cdot \prod_{i=1}^\mu (t_i - t_i^{-1})^{-1 + \chi(U_{j \neq i} S_i)} \cdot \det \left( - \sum_{\epsilon \in \{±1\}^\mu} A^\epsilon \cdot \epsilon_1 \cdots \epsilon_\mu \cdot t_1^{\epsilon_1} \cdots t_\mu^{\epsilon_\mu} \right).\]

In fact the right-hand side of Theorem 1 can be used as a definition of the Conway potential function \[\text{Cimasoni–Florens [CF08, Lemma 4]}\] \[\text{DMO21, Lemma 2.1}]. Also note that for \(\mu = 1\) the above definition differs from the definition of the one-variable Conway polynomial \(\nabla_L(z)\) given by Lickorish \[\text{Li97}\] and LinkInfo \[\text{LM22} \] by the substitution \(z = t - t^{-1}\).

Next recall that given a \(\mu\)-colored oriented link \(L\) we can use presentation matrices for the Alexander module \(H_1(S^3 \setminus L; \mathbb{Z}[t_1^{±1}, \ldots, t_\mu^{±1}])\) to define the multivariable Alexander polynomial \(\Delta_L(t_1, \ldots, t_\mu)\), which is well-defined only up to multiplication by a term of the form \(±t_1^{k_1} \cdots t_\mu^{k_\mu}\), with \(k_i \in \mathbb{Z}\). The Conway potential function can be viewed as a refinement of the multivariable Alexander polynomial \(\Delta_L(t_1, \ldots, t_\mu)\). More precisely Conway shows \[\text{Con70, p. 338}\] that, up to the above indeterminacy, the following equality holds
\[\nabla_L(t_1, \ldots, t_\mu) = \begin{cases} \frac{1}{t_1 - t_1^{-1}} \cdot \Delta_L(t_1^2), & \text{if } \mu = 1, \\ \Delta_L(t_1, \ldots, t_\mu), & \text{if } \mu \geq 2. \end{cases}\]

It follows from this equality that the multivariable Alexander polynomial \(\Delta_L(t_1, \ldots, t_\mu)\) is determined by the Conway potential function \(\nabla_L(t_1, \ldots, t_\mu)\). In particular, in light of Theorem 1, it can be determined by the generalized Seifert matrices.

**Definition 3.** Let \(L\) be a \(\mu\)-colored oriented link and let \(S\) be a \(C\)-complex for \(L\). We pick a basis for \(H_1(S)\) and we use it to define the generalized Seifert matrices \(A^\epsilon\). Following Cimasoni–Florens \[\text{CF08}\] we define
\[H(\omega) := \prod_{i=1}^\mu (1 - \overline{w}_i) \cdot A(\omega_1, \ldots, \omega_\mu),\]
where
\[A(t_1, \ldots, t_\mu) := \sum_{\epsilon \in \{0,1\}^\mu} \epsilon_1 \cdots \epsilon_\mu \cdot t_1^{1-\epsilon_1} \cdots t_\mu^{1-\epsilon_\mu} \cdot A^\epsilon \]
and \(\omega = (\omega_1, \ldots, \omega_\mu) \in (S^1 \setminus \{1\})^\mu\). We define the **generalized signature** of \(L\) at \(\omega\) as
\[\sigma_L(\omega) = \text{signature of the hermitian matrix } H(\omega)\]
and we define the **nullity** of \(L\) at \(\omega\) as
\[\eta_L(\omega) = b_0(S) - 1 + \text{nullity of the matrix } H(\omega).\]

We have the following theorem due to Cimasoni–Florens \[\text{CF08, Theorem 2.1}\] and Davis–Martin–Otto \[\text{DMO21, Theorem 3.2}\].

**Theorem 2.** Let \(\omega = (\omega_1, \ldots, \omega_\mu) \in (S^1 \setminus \{1\})^\mu\). The signature and nullity of a \(\mu\)-colored oriented link at \(\omega\) are invariant under isotopy of colored links.

As is explained in \[\text{CF08}\], the signature and nullity invariants of links contain a lot of deep information on links:

1. If \(L\) is a \(\mu\)-colored oriented link that is isotopic to its mirror image, then the signature function is identically zero \[\text{CF08, Corollary 2.11}\].
(2) Two \( m \)-component oriented links \( L = L_1 \sqcup \cdots \sqcup L_m \) and \( J = J_1 \sqcup \cdots \sqcup J_m \) are called \textbf{smoothly concordant} if there exist disjoint properly smoothly embedded oriented annuli \( A_1, \ldots, A_m \subset S^3 \times [0, 1] \) such that \( \partial A_i = L_i \times \{0\} \cup (J_i) \times \{1\} \). If we treat \( L \) and \( J \) as \( m \)-colored links in the obvious way, then [CF08, Theorem 7.1] for every prime power \( q = p^k \) and every \( \omega_1, \ldots, \omega_m \in S^1 \setminus \{1\} \) with \( \omega_1^q = \cdots = \omega_m^q = 1 \) we have
\[
\sigma_L(\omega_1, \ldots, \omega_m) = \sigma_J(\omega_1, \ldots, \omega_m).
\]

We also point the reader towards two other applications:

(1) If \( L \) is a \( \mu \)-colored link and \( S_1, \ldots, S_\mu \) is a C-complex, such that for any \( i \neq j \) we have \( S_i \cap S_j = \emptyset \), then the generalized Seifert matrices can be used to give an explicit presentation matrix for the multivariable Alexander module \( H_1(S^3 \setminus L; \Lambda_\mu) \), where \( \Lambda_\mu := \mathbb{Z}[t_1^{\pm 1}, \ldots, t_\mu^{\pm 1}, (1 - t_1)^{-1}, \ldots, (1 - t_\mu)^{-1}] \) [CF08, Theorem 3.2].

(2) Generalized signatures can be used to calculate Casson-Gordon invariants [CG75, CG78] (which are a special case of Atiyah-Patodi-Singer invariants [APS75]) of surgeries \( M \) on links, corresponding to characters \( \chi : H_1(M) \to S^1 \) [CF08, Theorem 6.4].

3. Explanation of the algorithm

We now describe our algorithm, which takes as input a colored braid, and produces:

(1) a C-complex for it, encoded as a graph with decorations (which we will call a “decorated spine”), and

(2) a family of generalized Seifert matrices for that C-complex (with respect to some homology basis).

With these matrices in hand, the computation of the Conway potential function and the Cimasoni-Florens signatures are conceptually straightforward using Theorem 1 and Definition 3.

In Subsection 3.1, we warm up by explaining how to produce a Seifert surface for the closure of a braid on only one color, and how to and encode this Seifert surface as a decorated spine. This should help the reader familiarize themselves with our conventions. Subsection 3.2 lays out the full algorithm for braids on multiple colors, exemplifying the construction of the C-complex on a running example, and its encoding as a decorated spine. Finally, Subsection 3.3 explains how to produce a homology basis for the C-complex and construct its associated generalized Seifert matrices. This is essentially an analysis of how to read off the relevant linking numbers from the decorated spines.

3.1. Constructing Seifert surfaces. We warm up to the construction end encoding of the C-complex with the case where there is a single color – in other words, we construct a Seifert surface for a link given as the closure of a braid.

More concretely, the input data is a number \( n \) of strands, together with a sequence \( s = (s_1, \ldots, s_m) \) of integers in \( \{-(n-1), \ldots, n-1\} \setminus \{0\} \) specifying the crossings. We will adopt the convention of orienting the strands from left to right, and numbering the \( n \) positions from bottom to top; see Figure 5 (left) for an example. Each integer \( \pm s_i \) then represents a crossing between the strands in positions \( s_i \) and \( s_i + 1 \), with a plus sign indicating that the over-crossing strand goes down one position (right-handed crossing), and a minus sign meaning that it goes up (left-handed crossing).

We close the braid by drawing \( n \) arcs above it as illustrated in Figure 5 (center), and apply Seifert’s algorithm to the resulting diagram. Explicitly, this means that each of the
Figure 5. Constructing a surface from a braid. Left: an example of a single-color braid. The numbers on the left indicate our convention for numbering the positions in a braid, and the numbers above the braid indicate the ordering of the crossings. Here, the number of strands is \( n = 4 \), and the sequence representing the braid is \( s = (-1, 2, -1) \). Center: a diagram for the closure of the braid. Right: the surface obtained by applying Seifert’s algorithm, visualized as a stack of Seifert disks connected by half-twisted bands. In this example, the surface is not connected.

\( n \) positions gives rise to a Seifert disk, and a crossing between the strands in positions \( k \) and \( k + 1 \) translates into a half-twisted band connecting the corresponding disks, the sign of the crossing determining the handedness of the twist. It is often convenient to visualize the Seifert disks as a “stack of pancakes”, as in Figure 5 (right). Since all half-twisted bands connect Seifert disks in a manner that respects their top and bottom sides, the resulting surface is orientable.

The surface we produced might not yet be a Seifert surface, because it could be disconnected. We remedy this by adding, for each pair of adjacent disks that are in different connected components, a pair of half-twisted bands with opposite handedness – see Figure 6. This is a harmless modification, as the diagram for the braid closure changes by a Reidemeister move of type II.

Figure 6. Adding half-twisted bands to ensure connectedness. We obtain a Seifert surface from the surface in Figure 5 (right) by adding a pair of half-twisted bands with opposite handedness connecting the disks in positions 3 and 4. This does not change the underlying link.

The resulting Seifert surface \( S \) can be encoded as a graph \( G \) with \( n \) vertices, each corresponding to a Seifert disk, and one edge for each half-twisted band. We call this graph the spine of the Seifert surface. We can fully encode \( S \) by decorating each edge of the spine with either a plus sign or a minus sign to record the handedness of the corresponding half-twist, and by remembering the vertical ordering of the Seifert disks and the ordering of the edges around the stack of disks. See Figure 7 (left) for an example. We will refer to this package of data as the decorated spine for the surface. We also remark that the spine embeds naturally as a strong deformation retract of the surface, as illustrated in Figure 7 (right). We draw the embedding in such a way that the vertices of the spine all lie to the
right of the edges. Later, it will turn out to be convenient that we have adopted one such choice.

![Decorated spine](image)

**Figure 7.** A decorated spine. Left: the spine for the Seifert surface in Figure 6. Edges are labeled with signs indicating the handedness of the corresponding half-twisted bands, the ordering of the vertices is to be read from bottom to top, and the ordering of the edges from left to right. Right: an embedding of the spine as a strong deformation retract of the Seifert surface.

3.2. **Constructing C-complexes.** We now explain how to generalize the previous construction to colored links. This time, besides the input data of the number $n$ of strands in the braid and the sequence $s = (s_1, \ldots, s_m)$ of crossings, we also have the data of a $\mu$-coloring of the braid. What this means in practice is that if $\sigma \in \Sigma_n$ is the permutation induced by the braid, then to each orbit of $\sigma$ we associate a color in $\{0, \ldots, \mu - 1\}$. See Figure 8 (top) for an example.

3.2.1. **From crossings to hooks.** To understand the translation of the input data into a decorated graph, it is useful to draw the braid diagram with the strands sorted by color, as we now explain. We start by considering all the strands with color 0, and isotope them as a stack to the bottom of the braid, keeping everything else fixed in place. We adopt the convention that the strands are to be moved across the back of the braid. This is not an isotopy relative endpoints of the braid, but the endpoints are moved in parallel, so it extends to an isotopy of the braid closure. This modification does not affect crossings between 0-colored strands, however some of these strands might get caught in differently-colored strands, leaving hook formations where some of the crossings used to be – see Figure 8 (middle). Specifically, each time a 0-colored strand crosses over a strand with a different color, that crossing will appear as a hook in the modified diagram. The handedness of this hook depends on whether the 0-colored strand was moving one position up or down. On the other hand, crossings of 0-colored strands under strands of different colors will not manifest in the final picture.

Having moved the 0-colored strands to the bottom of the picture, we then proceed by moving the 1-colored strands, as a stack, to the space above the 0-colored strands, and so on until all colors have been moved. In the end, we obtain a diagram for a braid whose closure is isotopic to that of our starting braid, and where each position contains only strands of a fixed color – see Figure 8 (bottom). Moreover, the only interactions between different strands are either crossings between strands of the same color (which may be positive or negative), or hooks of some strand around a strand of a higher color. These hooks have a handedness, as already explained, may span several positions in the braid, and may travel across the front or the back of the strands in intermediate positions. This last distinction
Sorting the strands by color. Top: a braid on \(n = 4\) strands and \(\mu = 3\) colors, with crossing sequence \((-2, -3, 2, -3, -1, -2, -3)\). Numbers on the left indicate the color of the strand starting on that position. Middle: dragging the 0-colored strands across the back produces hooks at the points where they crossed over strands of different color. Bottom: repeating the procedure for all colors yields a diagram with crossings between strands of the same color and hooks between strands of different colors. Here, crossing #5 is preserved, crossings #2 and #4 do not show up in the final diagram because the higher-colored strand crosses over a lower-colored strand, crossing #3 produces a right-handed hook, and crossings #1, #6 and #7 produce left-handed hooks. In the original braid, crossing #3 occurs below the 1-colored strand, so the resulting hook appears in front of that strand. In contrast, crossing #7 occurs above the 1-colored strand, and hence gives rise to a hook passing behind that strand.

is a reflection of whether the crossing that originated the hook occurred above or below the intermediate strand.

3.2.2. Filling in the surfaces. In a similar fashion to what was done in the single-color case, we can now stare at such a diagram and visualize a collection of (possibly disconnected) orientable surfaces bounded by link components of the same color, with surfaces of different colors intersecting only along clasps or ribbons, as in Figure 9. More explicitly, these surfaces are constructed by starting with a disk for each of the \(n\) positions, filling in the crossings between strands of the same color with half-twisted bands, and filling in the hooks with protrusions of the disks, which we will call fingers. Each finger forms a clasp with the Seifert disk at the position where its boundary hooks, and whenever the finger passes behind some strand, it creates a ribbon intersection with the corresponding disk. A finger without ribbon intersections is said to be clean.
Constructing colored surfaces from a braid with strands sorted by color. Following up the example from Figure 8, we see a Seifert disk for each position in the braid, each now having a well-defined color. As in the single-color case, crossing #5 gives rise to a half-twisted band between two disks of the same color. The hooks from crossings #1, #3, #6 and #7 yield fingers connecting disks of different colors, with a clasp intersection at the apex. Moreover, since the hook from crossing #7 passes behind the 1-colored strand, it also produces a ribbon intersection between the finger and the 1-colored disk. The fingers arising from crossings #1, #3 and #6 are clean.

3.2.3. Removing ribbon intersections. In order to turn this collection of surfaces into a C-complex, we need to exchange the ribbon intersections that show up by clasp intersections. It turns out that the framework developed so far can neatly handle this situation, because of the following observation:

**Observation.** Let $1 \leq k_1 < k_2 < k_3 \leq n$. Suppose a finger from disk #($k_1$) whose boundary hooks with disk #($k_3$) has its bottom-most ribbon intersection with disk #($k_2$). Then the isotopy type of the link does not change when that ribbon intersection is removed, and two clean fingers from disk #($k_1$) to disk #($k_2$) are added: a right-handed one to the left of the original finger, and a left-handed one to the right.

As illustrated in Figure 10 by sequentially applying this observation to the ribbon intersections in our colored surfaces from the bottom to the top, we reach a setting where all fingers are clean, and so there are only clasp intersections between the surfaces.

3.2.4. Cleaning up. At this point, we might not yet be in the presence of a C-complex, because the surfaces in each color might fail to be connected, and thus fail to be Seifert surfaces. Moreover, the union of all surfaces might not be connected. Before addressing that, however, we perform a clean-up step that is relevant only for reasons of computational efficiency: we simplify our surfaces by removing consecutive pairs of oppositely oriented half-twisted bands or fingers between the same disks (say, by scanning from left to right). This step is carried out cyclically, that is, if the first and last bands or fingers connect the same pair of disks and have opposite signs, they are also removed. This step is repeated until no such redundant pairs remain. Clearly this does not change the isotopy type of the link. We exemplify on our running example in Figure 11.

3.2.5. Guaranteeing connectedness conditions. Next, we make sure that all Seifert disks of the same color are connected by at least one half-twisted band. This is done exactly as in the single color case: whenever two adjacent disks of the same color are not connected to
Figure 10. Exchanging ribbon intersections for clean fingers. Top: in the running example from Figure 9, the only ribbon intersection occurs at the right-most finger. This ribbon intersection is removed at the cost of adding two clasp intersections given by clean fingers. Bottom: a more complicated example, where this trick is iterated over multiple ribbon intersections in a finger, from bottom to top.

Figure 11. The result of removing the redundant pair of fingers from the surfaces in Figure 10 (top). In this example, this completes the cleanup step.

one another, add a pair of half-twisted bands with opposite handedness between them. In this way, we end up with a Seifert surface for each color.

The next step is to ensure that the C-complex itself is connected. To this end, we sort the Seifert surfaces into the connected components of the C-complex, and add a pair of consecutive oppositely oriented clean fingers between the bottom-most disk of the bottom-most component, and the bottom-most disk of each of the other components. As before, this does not change the isotopy type of the link. The result of the processing form this and the previous paragraph is exemplified with a toy example in Figure 12 (top).

As mentioned at the end of Section 2.3, one might wish to use the generalized Seifert matrices for computing a presentation matrix for the multivariable Alexander module $H_1(S^3 \setminus L; \Lambda_\mu)$ [CF08, Theorem 3.2]. This application, however, requires not only that the C-complex be connected, but in fact that every two Seifert surfaces have non-empty intersection. If this stronger condition is desired, our algorithm introduces, additionally, pairs of fingers between the bottom-most disks of every two disjoint Seifert surfaces, as exemplified in Figure 12 (bottom).
3.2.6. Encoding the C-complex as a decorated spine. We are now ready to encode our C-complex as a decorated graph, which we do by extending the definition of a decorated spine to the multi-colored setting. We have one vertex for each Seifert disk, remembering their bottom-to-top ordering, as well as their color. Now we add one edge for each half-twisted band or finger, remembering the left-to-right order. We don’t have to explicitly remember whether each edge represents a half-twisted band or a finger, as that is determined by whether its endpoints are of the same color. We do however need to store a sign for each edge, as before, to encode the handedness of the corresponding half-twisted band or finger. In Figure 13 we give an example of a decorated spine, and also illustrate the fact that the spine embeds as a strong deformation retract of the clasp complex. In the schematic, we again drew the vertices of the embedded spine to the right of all edges, for reasons that will become apparent in the next subsection.

3.3. Reading off a Seifert matrix. We now explain how to read off a Seifert matrix for the C-complex $S$ from its decorated spine.

First, one must choose a basis for the first homology $H_1(S)$. Since $S$ strongly deformation retracts onto its spine $G$, this amounts to finding a basis for the homology of a finite connected graph. This is a routine exercise, but we give a quick sketch: choose a maximal tree $T$ for $G$, and then $G/T$ is a wedge of, say, $r$ circles, with the collapse map $G \to G/T$ being a homotopy equivalence. After orienting each of the $r$ circles, the resulting collection of oriented loops gives a basis of $H_1(G/T)$. Now, each loop lifts to an edge $e$ of $G$ that is not in $T$, say oriented from the vertex $v_1$ to the vertex $v_2$. The corresponding element of $H_1(G)$ is represented by the circuit obtained by concatenating $e$ with the unique path in $T$ from $v_2$ to $v_1$. 
We are now armed with a collection of circuits in the spine $G$, and wish to read off the linking numbers of the corresponding embedded curves in the C-complex $S$, and their push-offs. We remind the reader that the linking number $lk(J,K)$ of two knots $J,K$ can be computed from a diagram as the signed count of the number of crossings of $K$ over $J$, with the sign convention depicted in Figure 14. We will use diagrams for the curves in our homology basis for $S$ and their push-offs obtained from depictions as in Figure 13. The local nature of the linking number computation is then well-suited to our description of $H_1(S)$ as a collection of circuits in $G$, because we can simply count the contribution of each pair of edges. More explicitly, let $\gamma,\delta$ be circuits in $G$ given as sequences of oriented edges $\gamma = (\alpha_1,\ldots,\alpha_r), \delta = (\beta_1,\ldots,\beta_s)$. For a $\mu$-tuple of signs $\epsilon \in \{\pm 1\}^\mu$, we have

$$\text{lk}(\gamma^\epsilon, \delta) = \sum_{1 \leq i \leq r \atop 1 \leq j \leq s} [\alpha_i^\epsilon, \beta_j],$$

where the $\epsilon$-superscript denotes the push-off dictated by $\epsilon$, as described in Section 2.2, and for oriented edges $\alpha, \beta$ of $G$, the symbol $[\alpha^\epsilon, \beta]$ denotes the signed number of crossings of $\beta$ over $\alpha^\epsilon$ in some fixed diagram for $\gamma$ and $\delta$.

At this point, we have reduced the computation of the desired linking numbers $\text{lk}(\gamma^\epsilon, \delta)$ to counting the signed crossings $[\alpha^\epsilon, \beta]$ for oriented edges $\alpha, \beta$ of $G$. We emphasise that the symbol $[\alpha^\epsilon, \beta]$ makes sense only under a choice of diagram, which should be globally fixed.
in order for the above formula for linking numbers to hold. This is where it is relevant
that we insist on always drawing the vertices of the spine $G$ to the right of the edges, as in
Figures 7 and 13. Having fixed this convention, we proceed to investigate how to read off
the symbols $[\alpha^\epsilon, \beta]$ from $G$ and its decorations.

Denote the endpoints of $\alpha$ by $u_1, u_2$, with $\alpha$ oriented from $u_1$ to $u_2$, and similarly suppose
$\beta$ goes from $v_1$ to $v_2$. We assume that $\alpha$ and $\beta$ are both oriented “upwards” in $G$, that is,
for the total vertex order packaged into the decoration of $G$, we have $u_1 < u_2$ and $v_1 < v_2$.
The other cases are recovered from the obvious identities $[\alpha^\epsilon, \beta] = [\alpha, \beta] = -[\alpha^\epsilon, \beta]$, where
over-lines indicate orientation reversal.

Observe now that in our picture of the spine $G$ embedded in $S$, the four points in the
set $P := \{u_1^1, u_2^2, v_1, v_2\}$ are all distinct and vertically aligned. This is true even if one of the $u_i$, equals one of the $v_j$, because then the push-off given by the sign $\epsilon_i$ moves $u_i$ above or below $v_j$. Reading these points from bottom to top, one thus obtains a total order on $P$
that is easily recovered from the decoration of $G$: we first order $P$ partially by reading the
indices of $u_1, u_2, v_1, v_2$, and then break potential ties, necessarily between a $u_i$ and a $v_j$, by
reading the sign $\epsilon_i$.

One now sees that $[\alpha^\epsilon, \beta]$ can only be non-zero if the $u_i^1$ and the $v_j$ are alternating, that
is, if $u_1^1 < v_1 < u_2^2 < v_2$ or $v_1 < u_1^1 < v_2 < u_2^2$. Let us thus assume we are in this situation,
and consider first the case where the edges $\alpha$ and $\beta$ are distinct. In this case, it is clear that
one among $\alpha^\epsilon, \beta$ crosses over the other precisely once. The value of $[\alpha^\epsilon, \beta]$ is then non-zero
exactly if it is $\beta$ crossing over $\alpha^\epsilon$. Now, our convention of drawing the vertices of $G$ to the
right of all edges implies that $\beta$ crosses over $\alpha^\epsilon$ precisely if in the total ordering of edges of $G$
we have $\alpha < \beta$. We then see by direct inspection that

$$[\alpha^\epsilon, \beta] = \begin{cases} 1 & \text{if } v_1 < u_1^1 < v_2 < u_2^2, \\ -1 & \text{if } u_1^1 < v_1 < u_2^2 < v_2. \end{cases}$$

If $\alpha = \beta$, we must analyse several cases. Still under the assumption that $\alpha$ is oriented
upwards and that $\alpha, \alpha^\epsilon$ have endpoints that alternate along the vertical direction, we have
to consider:

- whether $\alpha$ corresponds to a half-twisted band or a finger,
- the handedness of the half-twisted hand or finger,
- whether the sign of $\epsilon$ at the endpoints of $\alpha$ is $+$ or $-$ (in the case of fingers, the
  assumption that the endpoints of $\alpha, \alpha^\epsilon$ alternate implies that the push-off direction
dictated by $\epsilon$ is the same at both endpoints).

This amounts to eight cases, which are depicted in Figure 15. By direct inspection, we obtain
the results in the following table:

| half-twisted band | left-handed | right-handed |
|--------------------|-------------|--------------|
| $[\alpha^+, \alpha]$ = +1 | $[\alpha^+, \alpha]$ = 0 |
| $[\alpha^-, \alpha]$ = 0 | $[\alpha^-, \alpha]$ = −1 |
| finger             | $[\alpha^+, \alpha]$ = +1 | $[\alpha^+, \alpha]$ = 0 |
| $[\alpha^-, \alpha]$ = 0 | $[\alpha^-, \alpha]$ = −1 |

With this, we finish the explanation of how to determine the value of $[\alpha^\epsilon, \beta]$ (in a diagram
following our conventions) for any two oriented edges in $G$, just by reading the decoration
of $G$. Hence, by the linking number formula on page 14, we know how to compute $\text{lk}(\gamma^\epsilon, \delta)$
Figure 15. An upwards-oriented edge $\alpha$ of the spine $G$, together with its push-offs $\alpha^+, \alpha^-$. We consider the cases where $\alpha$ corresponds to a half-twisted band (top) or a finger (bottom), and whether this band/finger is left-handed (left) or right-handed (right).

for any circuits $\gamma, \delta$ in $G$. Applying this to a homology basis for $G$ we produce the desired generalized Seifert matrix.

4. Additional comments on the implementation

In this brief section we say a few words about the actual computer implementation of our algorithm.

4.1. Input format. In Clasper, the input format for the braids follows the convention of the “braid notation” in LinkInfo [LM22] and of the website “Seifert Matrix Computations” (SMC) [CKL16]. Note that in the explanation of the notation in SMC, the positions in the braid are numbered from top to bottom, but the sign convention for left/right-handed crossings is the same as ours. Hence, given a sequence of crossings, the braid specified by our convention and the one specified as in SMC differ merely by a rotation of half a turn about a horizontal line in the projection plane, which is immaterial.

4.2. Output format. Clasper displays the colored link invariants on the graphical interface, and also allows the user to them as $\LaTeX$ code.

The button “Export Seifert matrices” allows the user to save a text file containing a presentation matrix for the multivariable Alexander module $H_1(S^3 \setminus L; \Lambda_\mu)$ (where $\Lambda_\mu := \mathbb{Z}[t_1^{\pm 1}, \ldots, t_\mu^{\pm 1}, (1-t_1)^{-1}, \ldots, (1-t_\mu)^{-1}]$), and the collection of generalized Seifert matrices used to compute it, in a format compatible with SageMath. Above each generalized Seifert matrix is indicated the sign tuple $\epsilon \in \{0,1\}^\mu$ to which it corresponds. For the running example in this section, the output looks as follows.
AN ALGORITHM TO CALCULATE GENERALIZED SEIFERT MATRICES

Presentation Matrix
Matrix([[0, t0*t1*t2 - t0*t2], [t1 - 1, -t0*t1*t2 + 1]])

Generalized Seifert Matrices

[-1, -1, -1]
Matrix([[0, -1], [0, 0]])

[-1, -1, 1]
Matrix([[0, 0], [0, 0]])

[-1, 1, -1]
Matrix([[0, 0], [0, 0]])

[-1, 1, 1]
Matrix([[0, 0], [0, 0]])

[1, -1, -1]
Matrix([[0, 0], [0, 0]])

[1, -1, 1]
Matrix([[0, 0], [-1, 0]])

[1, 1, -1]
Matrix([[0, 0], [0, 0]])

[1, 1, 1]
Matrix([[0, 0], [-1, 1]])

4.3. Optimizing determinant computations. In our approach for determining the Conway potential function of a braid closure, the most computationally demanding step is the calculation of the determinant

\[
\det \left( -\sum_{\epsilon \in \{\pm 1\}^\mu} A^\epsilon \cdot \epsilon_1 \cdots \epsilon_\mu \cdot \epsilon_1^{\epsilon_1} \cdots \epsilon_\mu^{\epsilon_\mu} \right),
\]

which appears in the formula in Theorem 4. We employ the Bareiss algorithm for efficient computation of determinants using integer arithmetic.

Moreover, in order to try and streamline this step, Clasper computes several different spines for the braid closure, obtained by randomly permuting the colors of the link. In other words, when performing the step described in Subsection 3.2.1, we “drag down” the colors in different orders. The idea is to find C-complexes whose spines have homology with small rank, so that the determinant computation is performed on smaller matrices. We do this by trying out 500 randomly chosen permutations of the colors, and selecting one with minimal homology rank.

4.4. Signature computations and floating point arithmetic. The computation of Cimasoni-Florens signatures is carried out in floating point arithmetic. Clasper will consider to be 0 any eigenvalue of absolute value below $10^{-5}$, but will also display the computed eigenvalues of the relevant matrix $H(\omega)$ from Definition 3.
4.5. Libraries used and download location. Clasper was written by the second author in Python 3 using the libraries numpy, matplotlib, tkinter and sympy. A Windows installer and the Python source code are available at https://github.com/Chinmaya-Kausik/py_knots
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