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Abstract

We outline a microscopic approach to the superconducting fluctuations and pairing correlations in the attractive Hubbard model above $T_c$, using the functional integral method. A crossover from BCS superconductivity to Bose condensation of preformed pairs is studied by constructing the appropriate Ginzburg–Landau functionals. The differences between the lattice and the continuum models are discussed. The case of quasi-two-dimensional superconductors as well as the model with non-local pairing interaction are also examined. The effects of gaussian fluctuations of the order parameter are analyzed in the T-matrix approach, the self-consistent Hartree approach and finally within the Ginzburg–Landau theory. Similarities with a paramagnon theory of itinerant-electron magnetism are pointed out.
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I. INTRODUCTION.

The problem of a crossover from a weak coupling BCS superconductivity to Bose condensation of preformed local pairs has recently attracted great attention, stimulated by the experimental results concerning unusual properties of new high $T_c$ superconductors as well as the discovery of Bose condensates in optically trapped dilute atomic gases. It has been established that high temperature superconductors (HTS) generally exhibit a low carrier density, small value of the Fermi energy ($\propto 0.1 - 0.3$ eV), short coherence length $\xi_0$ and they are \textit{extreme type II superconductors} with the Ginzburg-Landau parameter $\kappa \gg 1$ [1–4]. Experimental studies of HTS and also other non conventional superconductors indicate that the cuprate high $T_c$, bismuthates, fullerenes and Chevrel phases belong to a unique group of superconductors characterized by high transition temperatures relative to the values of $n_s/m^*$. These materials have their $T_c$ proportional to $T_F$ (the Fermi temperature) or $T_B$ (the Bose-Einstein condensation temperature) [2], with $T_B \approx (3 - 30)T_c$ and $T_F \approx (10 - 100)T_c$. Moreover, the existence of the pseudogap phase in the underdoped HTS is well experimentally established and it can be interpreted as a state with pairing without long-range phase coherence [4,5]. The above points show that these materials are not in a weak coupling BCS limit, but rather in the intermediate to extreme strong coupling regime.

One of the central questions regarding the physics of HTS is the understanding of the evolution from a weak coupling limit of large Cooper pairs to the strong coupling regime of small local pairs with increasing coupling constant and description of the intermediate (crossover) regime.

Several attempts to describe the crossover have employed the BCS mean field theory, generalized to allow a change in the chemical potential due to the pairing away from the weak coupling limit [6–11]. It has been shown that the BCS wave function for $T = 0$K is a reasonable ansatz for any attraction strength. For the fermions in continuum, the controlling parameter is $\xi_0 k_F$ ($\xi_0$ - the coherence length, $k_F$ - the Fermi momentum) and the BCS and BC limits correspond to $\xi_0 k_F \gg 1$ and $\xi_0 k_F \ll 1$, respectively. An extension to finite
temperatures has been first proposed by Nozierés and Schmitt-Rink [9], who included single-
pair fluctuations within a T-matrix approximation and found that $T_c$ for the 3D continuum
dilute fermion system evolves smoothly between the limits (see also Refs. [12–14]). Similar
analysis has also been carried out for a 2D dilute attractive Fermi gas [15,16].

In this paper we overview the functional integral approach to the crossover problem
using mainly the Hubbard model with on-site attraction. The attractive Hubbard model
is a generic model of superconductivity on a lattice which can describe the evolution from
the BCS type superconductivity to a Bose condensation of real space pairs, with increasing
coupling strength (for review see Refs. [1,17,18]). The layout of this paper is the following.
In Section II, we present application of the functional integration method to the negative
U Hubbard model. In Section III, the crossover is studied by a detailed derivation of the
Ginzburg–Landau theory in the weak attraction limit and the corresponding Ginzburg–
Pitaevskii functional in the strong coupling regime. We discuss the differences between
the lattice and continuum fermion models with s-wave attraction. The case of quasi-2D-
superconductivity and the model with pair hopping interaction are also discussed. In Section
IV, we discuss the Gaussian fluctuations and the T-matrix approach. The self-consistent
approach to the superconducting fluctuations and pairing correlations is further discussed
in Section V, where a derivation of a self–consistent Gaussian theory is given. In Section VI
we analyze the amplitude fluctuations above $T_c$ using the Ginzburg–Landau theory.

II. FUNCTIONAL INTEGRAL APPROACH.

Here we will outline the functional integral approach to the attractive Hubbard model.
The Hamiltonian of the model can be split into two parts

$$H = H_0 + H_1,$$

$$H_0 = \sum_{i,j,\sigma} t_{ij} c_{i\sigma}^{\dagger} c_{j\sigma}$$

$$H_1 = -|U| \sum_i \rho_i^{\dagger} \rho_i,$$
where \( \rho_i^\dagger = c_i^\dagger c_i^\dagger \), and \( \hat{t}_{ij} = t_{ij} - \mu \delta_{ij} \). \( t_{ij} \) is the transfer integral, \(|U|\)-the on-site attraction and \( \mu \) stands for the chemical potential. The grand partition function of the model (1) in the interaction representation with respect to \( H_0 \) is given by

\[
Z = Tr \exp[-\beta(H_0 + H_1)] = Tr[e^{-\beta H_0}T_\tau \exp(-\int_0^\beta d\tau H_1(\tau))] = Z_0 \left< T_\tau \exp(-\int_0^\beta d\tau H_1(\tau)) \right>_0 ,
\]

where \( T_\tau \) is the "time" ordering operator, \( H_1(\tau) = \exp(\tau H_0)H_1 \exp(-\tau H_0) \), \( Z_0 = T r e^{-\beta H_0} \), \( \langle \cdots \rangle_0 = T r \left( \cdots e^{-\beta H_0} \right) / (T r e^{-\beta H_0}) \) and \( \beta = (k_B T)^{-1} \). The functional integral representation of \( Z \) in terms of auxiliary fields \( \Delta_i(\tau) \) is obtained in a standard manner by making use of the Hubbard–Stratonovich transformation [19]

\[
Z = Z_0 \int D^2 \Delta \exp(-\Psi[\Delta_i(\tau)]) ,
\]

where

\[
\Psi[\Delta_i(\tau)] = \sum_i \int_0^\beta d\tau |\Delta_i(\tau)|^2 / |U| - \Omega[\Delta] ,
\]

\[
\Omega[\Delta] = -\ln \left< T_\tau \left[ \exp(\sum_i \int_0^\beta d\tau \Delta_i(\tau) \rho_i^\dagger(\tau) + H.c) \right] \right>_0 ,
\]

\( D^2 \Delta = D\Delta D\Delta^* \). Introducing the Nambu representation \( \Psi_i^\dagger = (c_i^\dagger, c_i^\dagger) \), one obtains for \( \Omega[\Delta] \)

\[
\Omega[\Delta] = -\ln \left< T_\tau \left[ \exp(\sum_i \int_0^\beta d\tau \Psi_i^\dagger \hat{\Delta}_i(\tau) \Psi_i(\tau)) \right] \right>_0 ,
\]

where \( \hat{\Delta}_i = \begin{pmatrix} 0 & \Delta_i \\ \Delta_i^* & 0 \end{pmatrix} \). The matrix Green’s function

\[
\hat{G}_{i,j}(\tau, \tau') = -\langle T_\tau \Psi_i(\tau) \Psi_j^\dagger(\tau') \rangle = \begin{pmatrix} G_{ij}(\tau, \tau') & F_{ij}(\tau, \tau') \\ F_{ij}^\dagger(\tau, \tau') & -G_{ij}(\tau, \tau') \end{pmatrix} ,
\]

where the field operators are given in the Heisenberg representation with respect to the Hamiltonian (1), can be evaluated within the functional integral scheme as follows
\[ \hat{G}_{i,j}(\tau, \tau') = \langle \hat{G}_{i,j}(\tau, \tau', \{\Delta\}) \rangle_{\Delta}, \quad (10) \]

where the average \( \langle \cdots \rangle_{\Delta} = \int D^2 \Delta \exp(-\Psi[\Delta])(\cdots)/\int D^2 \Delta \exp(-\Psi[\Delta]) \) denotes the functional average. The Green’s function: \( \hat{G}_{i,j}(\tau, \tau', \{\Delta\}) \) is just the Green function for electrons in the random fields \( \Delta_i(\tau) \) and is given as

\[ \hat{G}_{i,j}(\tau, \tau', \{\Delta\}) = -\langle T_{\tau} \Psi_i(\tau) \Psi_j^\dagger(\tau') S(\lambda) \rangle_0 \]

\[ = -\langle T_{\tau} \Psi_i(\tau) \Psi_j^\dagger(\tau') \rangle_{H_0 + H_r}, \quad (11) \]

\[ S(\lambda) = T_{\tau} \exp \left( -\lambda \int_0^\beta d\tau \Psi^\dagger \hat{\Delta}_i(\tau) \Psi_i(\tau) \right), \quad (12) \]

\( \langle \cdots \rangle_{H_0 + H_r} \) denotes the average with the Hamiltonian \( H_0 + H_r \) with \( H_0 \) given by Eq.(1) and \( H_r \) given below

\[ H_r = -\lambda \sum_i \left( \rho_i^\dagger \Delta_i(\tau) + H.c. \right), \quad (13) \]

and \( \lambda \) is a formal parameter being set to 1 at the end. This local Green’s function satisfies the BCS equation in the presence of spatially and time varying local order parameter:

\[ \sum_i \left( -\frac{\partial}{\partial \tau} \delta_{il} - \hat{t}_{il} \sigma_z - \lambda \hat{\Delta}_i(\tau) \right) \hat{G}_{lj}(\tau, \tau', \{\Delta\}) = \delta_{lj} \delta(\tau - \tau') \quad (14) \]

where \( \sigma_z \) is the Pauli matrix. An exact representation for the partition function can be given by

\[ Z = Z_0 \int D^2 \Delta \exp[-\Psi] \]

\[ \Psi = \sum_i \int_0^\beta d\tau |\Delta_i(\tau)|^2 / |U| - Tr \ln(1 - \hat{\Delta} \hat{G}_0), \quad (15) \]

where

\[ \hat{G}^{-1}_0 = \left( -\frac{\partial}{\partial \tau} - \hat{t}_{ij} \sigma_z \right) \delta_{ij} \delta(\tau - \tau') \]

(16)

We note that formal power series expansion of \( \Psi \) will contain only even powers in \( \Delta \) and it has the form

\[ Tr \ln(1 - \hat{\Delta} \hat{G}_0) = -\sum_{k=1}^{\infty} \frac{Tr \left( \hat{\Delta} \hat{G}_0 \right)^{2k}}{2k}. \quad (17) \]
The explicit form of the expansion up to the 4th order is given below

\[
\Psi^{(4)} = \sum_{q,n} \left( \frac{1}{|U|} + \chi(q, i\varepsilon_n) \right) |\Delta_q(i\varepsilon_n)|^2
\]

\[
+ \frac{1}{2N\beta p_1p_2p_3n_1n_2n_3} \sum \Gamma^{+-+}(p_1, p_2; p_3; n_1, n_2, n_3) \Delta_{p_1}^*(i\varepsilon_{n_1}) \Delta_{p_2}^*(i\varepsilon_{n_2}) \Delta_{p_3}(i\varepsilon_{n_3}) \Delta_{p_1+p_2-p_3}(i\varepsilon_{n_1} + i\varepsilon_{n_2} - i\varepsilon_{n_3}) ,
\]

In the above equation

\[
\chi(q, i\varepsilon_n) = \frac{1}{N} \sum_{k} \frac{f(\varepsilon_k - \mu) - f(-\varepsilon_{k+q} + \mu)}{\varepsilon_k + \varepsilon_{k+q} - 2\mu - i\varepsilon_n} ,
\]

is the free particle pairing susceptibility, \( f(x) = (\exp(\beta x) + 1)^{-1} \) is the Fermi distribution function, \( \varepsilon_n = \frac{2\pi}{\beta} n \) are the bosonic Matsubara frequencies. \( \Delta_k(i\varepsilon_n) \) is the Fourier transform of the field \( \Delta_i(\tau) \) and is given by

\[
\Delta_q(i\varepsilon_n) = \frac{1}{\sqrt{\beta N}} \sum_j \int_0^\beta d\tau e^{i(\varepsilon_n\tau - q R_j)} \Delta_j(\tau).
\]

The quartic term is of the form

\[
\Gamma^{+-+}(0, 0, 0; m_1, m_2, m_3) = \frac{1}{\beta N} \sum_{k,m} G_0^+(k, i\omega_m) G_0^-(k + p_1, i\omega_m - i\varepsilon_n)
\]

\[
G_0^+(k + p_3 - p_2, i\omega_m + i\varepsilon_{n_2} - i\varepsilon_{n_3}) G_0^-(k + p_3, i\omega_m - i\varepsilon_{n_3}) ,
\]

where \( G_0^{-1} = i\omega_n - (\varepsilon_k - \mu)\sigma_z \) is the Fourier transform of the free fermion Green’s function and \( \omega_n = \frac{2\pi}{\beta}(n + \frac{1}{2}) \) are the fermionic Matsubara frequencies. If we neglect all the frequency dependence of \( \Delta \) in the expansion(17) (the static approximation), then we have the following result for the quartic term (we also neglect the momentum dependence):

\[
\Gamma^{+-+}(0, 0, 0) = \frac{b}{2} = \frac{1}{\beta N} \sum_{km} \left[ \frac{1}{(i\omega_m)^2 - \varepsilon_k^2} \right]^2 , \quad \varepsilon_k = \varepsilon_k - \mu ,
\]

which is the standard expression for the quartic term in the Ginzburg-Landau (G-L) theory. We note that the corresponding coefficients can be evaluated explicitly and basing on such expansion one can study the question of the crossover from the BCS pairing (when \( \mu \approx E_F \)) to the bosonic limit of tightly bound pairs (\( \mu \approx -E_b/2 \), where \( E_b \) is the binding energy for
two fermions in an empty lattice). For completeness, we give below the time-independent Ginzburg-Landau functional

\[
\frac{\bar{\Psi}}{\beta} = \sum_{\mathbf{q}} \left( \bar{a} + c \frac{q^2}{2m} \right) |\Delta_q|^2 + \frac{b}{2} \sum_{k_1,k_2,k_3} \Delta_{k_1}^* \Delta_{k_2}^* \Delta_{k_3} \Delta_{k_1+k_2-k_3},
\]

(23)

where \( \Delta_q = \Delta_q(0) \). The coefficients appropriate to a weak coupling superconductor are given by

\[
\bar{a} = N(E_F) \ln \frac{T}{T_c}, \quad c = \frac{7\zeta(3)N(E_F)E_F}{12\pi^2(k_B T_c)^2}, \quad b = \frac{7\zeta(3)N(E_F)}{8\pi^2(k_B T_c)^2},
\]

(24)

where \( N(E_F) \) is the density of states (DOS) at the Fermi level and \( E_F \) is the Fermi energy. The above G-L functional will be used in Section VI in discussing the effects of amplitude fluctuations above \( T_c \).

**III. FROM BCS TO BOSE SUPERCONDUCTIVITY**

As mentioned above, given the functional integral representation (15), the evolution from BCS to Bose type superconductivity can be analyzed. The coefficient in quadratic term of (18) is of the form

\[
A(\mathbf{q}, i\varepsilon_n) = \frac{1}{|U|} + \chi(\mathbf{q}, i\varepsilon_n).
\]

(25)

It is convenient to eliminate the pairing potential \(|U|\) in favor of the two-particle binding energy in vacuum, \( E_b \), [7], through the relation

\[
\frac{1}{|U|} = \frac{1}{N} \sum_k \frac{1}{2\varepsilon_k + E_b}.
\]

(26)

In the long-wave limit, assuming the parabolic spectrum for fermions with the mass \( m \), the expansion is given by

\[
A(\mathbf{q}, i\varepsilon_n) = \bar{a} + c \frac{q^2}{2m} - i\delta \varepsilon_n,
\]

(27)

where
At the transition point, thus the form of the time-dependent G-L functional.

\[ q = (it \frac{\hbar}{m_f}) \]

For a constant DOS, the above procedure yields

\[ \bar{\eta} = \frac{1}{N} \sum_{\mathbf{k}} \frac{1}{2\varepsilon_k + E_b} - \frac{1}{N} \sum_{\mathbf{k}} \frac{\tanh(\beta \varepsilon_k/2)}{2\varepsilon_k} \],

(28)

\[ c = \frac{1}{N} \sum_{\mathbf{k}} \left\{ \frac{\tanh(\beta \varepsilon_k/2)}{4\varepsilon_k^2} - \frac{\beta}{8\varepsilon_k \cosh^2(\beta \varepsilon_k/2)} \right\} + \left( \frac{\beta^2 \tanh(\beta \varepsilon_k/2)}{\cosh^2(\beta \varepsilon_k/2)} \right) + \frac{\beta}{\varepsilon_k \cosh^2(\beta \varepsilon_k/2)} \left( \frac{\mathbf{k} \cdot \mathbf{n}}{8m \varepsilon_k} \right), \]

(29)

\[ b/2 = \frac{1}{N} \sum_{\mathbf{k}} \left( \frac{\tanh(\beta \varepsilon_k/2)}{4\varepsilon_k^2} - \frac{\beta}{8\varepsilon_k \cosh^2(\beta \varepsilon_k/2)} \right) \],

(30)

and the coefficient \( \bar{d} \) will be specified later.

In the BCS/Fermi liquid regime \( E_b/E_F \ll 1, \mu \approx E_F \gg T \) and we recover the standard form of the Ginzburg Landau functional:

\[ S_{GL} = \sum_{q} \left( \bar{\eta} + c \frac{q^2}{2m} - i\bar{d}\varepsilon_n \right) |\Delta_q|^2 + \frac{b}{2} \sum_{1,2,3} \Delta_{1,2,3}^4 \Delta_{1+2-3}^4 \]

(31)

\[ q = (\mathbf{q}, i\varepsilon_n), \] with the coefficients \( \bar{\eta}, b, c \) given by Eqs.(24) and with \( \bar{d} = \pi N(E_F)/8k_BT_c \).

Indeed, with the rescaling \( \Phi(k) = \sqrt{2\varepsilon} \Delta_k \) (the Gorkov relation), it takes the conventional form of the time-dependent G-L functional.

In the opposite Bose limit \( E_b/E_F \gg 1 \), and the chemical potential \( \mu \) approaches \( E_b/2 \) at the transition point, thus \( -\mu \gg T_c \). Defining the effective chemical potential \( \mu = \bar{\mu} - \frac{E_b}{2} \), we then obtain

\[ \bar{\eta} = -\frac{N(0)}{2E_b} \bar{\mu}, \]

\[ c = \frac{N(0)}{4E_b}, \]

\[ \bar{d} = \frac{N(0)}{2E_b}, \]

where \( N(0) \) is the DOS in 2D. After the rescaling of the pair-field amplitude \( \Phi(q, i\varepsilon_n) = \sqrt{\frac{N(0)}{2E_b}} \Delta_q(i\varepsilon_n) \), the effective action becomes

\[ S_{eff} = \sum_{q} \left( \frac{q^2}{2m^*} - 2\bar{\mu} - i\varepsilon_n \right) |\Phi(q)|^2 + \bar{b} \sum_{1,2,3} \Phi^*(1)\Phi^*(2)\Phi(3)\Phi(1 + 2 - 3), \]

(32)

where \( m^* = 2m, \bar{\mu} = E_b/2 + \mu, \) and \( \bar{b} \) is the parameter describing the interaction between the tightly bound pairs. Eq.(32) yields required Gross-Pitaevski functional describing interacting bosons in the dilute limit, with the effective mass \( m^* = 2m \) and the effective chemical potential \( \bar{\mu} \) [20,21]. The parameter \( \bar{b} \) describes repulsive interaction between the bosons and it strongly depends on dimensionality. For a constant DOS, the above procedure yields

\[ b/2 = \frac{N(0)}{16} \frac{1}{|\mu|^2}, \]

(33)

where \( N(0) = \frac{m}{2\pi} \). In the limit \( |\mu| \rightarrow E_b/2, \) the rescaling gives \( \bar{b} \approx 2/N(0) \). Thus, the only interaction is due to the Pauli principle for constituent fermions. However, in general,
one would expect, that the effective boson-boson repulsion should also be controlled by the scattering length for two bosons. In the strictly d=2 case, the scattering amplitude at long-waves and low-frequencies vanishes, so the above mapping must be taken with care, and the effects of higher orders in the expansion (18) may be of importance. We also notice that in 2D, the coefficient $b$ of the GL functional (Eq.(33)), when $\mu \to 0$, is divergent, thus indicating a singular point in the evolution from BCS to Bose limit. This however can be again cured by taking into account the interaction between the fluctuations [22].

A question of the derivation of the time-dependent Ginzburg-Landau functional by this method, in the weak and strong coupling regimes, is discussed in Ref. [12].

Finally, we should mention that the effective mass of the bosons $m^\ast$ in the continuum limit approaches 2m. If the tight binding spectrum of the form $\epsilon_k = -2t(cos(k_xa) + cos(k_ya) + cos(k_za))$, $a$ being the lattice constant, is used, one obtains the following expansion for $A(q, i\varepsilon_n)$:

$$A(q, i\varepsilon_n) = \bar{a} + Cq^2 - id\varepsilon_n, \quad (34)$$

where $\bar{a}$ and $b$ are given by Eq.(28) and Eq.(31) and

$$C = \frac{1}{2N} \sum_k \left( \frac{f'(\bar{\varepsilon}_k)}{2\bar{\varepsilon}_k} + \frac{1 - 2f(\bar{\varepsilon}_k)}{4\bar{\varepsilon}_k^2} \right) 2t\cos(k_xa)$$

$$+ \frac{1}{2N} \sum_k \left( \frac{f''(\bar{\varepsilon}_k)}{2\bar{\varepsilon}_k} - \frac{2f'(\bar{\varepsilon}_k)}{4\bar{\varepsilon}_k^2} - \frac{1 - 2f(\bar{\varepsilon}_k)}{4\bar{\varepsilon}_k^3} \right) 4t^2a^2\sin^2(k_xa), \quad (35)$$

$f''$ are the derivatives of the Fermi function. The coefficient $\bar{d}$ can be obtained by first making an analytical continuation $\chi(q = 0, i\varepsilon_n) \to \chi(q = 0, \omega + i0^+)$ and then expanding in $\omega$ [12]. One gets:

$$\bar{d} = \frac{1}{N} \sum_k \frac{1 - 2f(\bar{\varepsilon}_k)}{4\bar{\varepsilon}_k^2} + i\frac{\pi N(\mu)\beta}{8} \Theta(\mu), \quad (36)$$

where $\Theta(\mu)$ is the Heaviside step function. In the Bose limit the coefficients take the form: $\bar{a} = -2\bar{\mu}/U^2, C = 2t^2a^2/|U|^3, d = 1/U^2$, and upon rescaling the pair-field amplitudes one gets the functional (32), with the bosonic mass $m^\ast = |U|/(4t^2a^2)$. This result is in accord with the perturbation expansion for the attractive Hubbard model in the strong coupling limit [1].
A. Quasi-two dimensional case

Let us now consider the quasi-two dimensional case and assume the following spectrum for the fermions interacting via the on-site attractive potential $U$:

$$
\varepsilon_k = \frac{k^2}{2m_{\parallel}} - 2t_\perp \cos(k_z d),
$$

(37)

where $k^2 = k_x^2 + k_y^2$, $m_{\parallel}$ is the in-plane fermion mass and $t_\perp$ is the hopping amplitude between the neighboring planes at distance $d$. In contrast to the strictly 2D case, now the $s$-wave BCS pairing and the bound state formation are not necessarily related to each other. The bound state condition Eq.(26), shows that for a given ratio of $t_{\parallel}/t_\perp$ the threshold must be reached for $|U|$, to form the bound state in vacuum. In the BCS case, evaluation of the quadratic and quartic coefficients will yield an appropriate generalization of the G-L functional to the quasi 2D case.

Let us consider the strong coupling case above the threshold to form the bound pair, and where $\mu$ is below the bottom of the fermionic band and the temperature region $k_B T < E_b$. In such a case we can neglect the Fermi factors in the evaluation of the quadratic coefficient and obtain

$$
A(q, i\varepsilon_n) = \frac{1}{N} \sum_k \frac{1}{2m_{\parallel}} - 4t_\perp \cos(k_z d) + 4t_\perp + E_b - \frac{1}{N} \sum_k \frac{k^2}{2m_{\parallel}} + \frac{q^2}{4m_{\parallel}} - 4t_\perp \cos(q_z d/2) \cos(k_z d) + 4t_\perp - 2\mu - i\varepsilon_n,
$$

(38)

and $q = (q, q_z)$.

After integrating over $k$, one gets:

$$
A(q, i\varepsilon_n) = \frac{N(0)}{2} \ln \left( \frac{\frac{q^2}{4m_{\parallel}} - 2\mu - i\varepsilon_n + \sqrt{(\frac{q^2}{4m_{\parallel}} - 2\mu - i\varepsilon_n)^2 - 16t_\perp^2 \cos^2(\frac{q d}{2})}}{E_b + 4t_\perp + \sqrt{(E_b + 4t_\perp)^2 - 16t_\perp^2}} \right).
$$

(39)

Introducing the effective chemical potential by the relation $\mu = -\frac{1}{2}E_b - 2t_\perp + \bar{\mu}$, and expanding (39) to lowest order in $q_{\parallel}$ and $i\varepsilon_n$, we obtain
\[ A(q, i\varepsilon_n) = \frac{N(0)}{2E_b} \left( \frac{q^2}{4m_\parallel} + \frac{(4t_\perp)^2}{8E_b} (1 - \cos(q_zd)) - 2\bar{\mu} - i\varepsilon_n \right). \quad (40) \]

By rescaling the pairing-field amplitude \( \Phi(q, i\varepsilon_n) = \sqrt{\frac{N(0)}{2E_b}} \Delta_q(i\varepsilon_n) \), one obtains the Gross-Pitaevski action for the quasi-2D-bosons

\[ S_{\text{eff}} = \sum_q \left( \frac{q^2}{4m_\parallel} + \frac{1}{2m_\perp^2 d^4E_b} (1 - \cos(q_zd)) - 2\bar{\mu} - i\varepsilon_n \right) |\Phi(q)|^2 + \bar{b} \sum_{1,2,3} \Phi^*(1)\Phi^*(2)\Phi(3)\Phi(1 + 2 - 3), \quad (41) \]

where \( m_\perp = 1/t_\perp^2 d^2 \) is the fermionic mass in the perpendicular direction. The bosons have the in-plane mass \( 2m_\parallel \) and the perpendicular mass \( m_\perp^* = 2E_b m_\perp^2 d^2 \) being much greater than \( m_\perp \). The physical origin of the increased perpendicular mass is clear, to move the pair between the planes one has to break it first. Indeed, these (composite) bosons will condense at the temperature given by [23]

\[ k_B T_c = \frac{\pi n^* d}{2m_\parallel \ln(2k_B T_c \nu E_b m_\parallel^2 d^4)} \approx \frac{E_F}{2 \ln((4k_B T_c E_b m_\parallel^2 d^4)}, \quad (42) \]

\( n^* = n/2 \) is the boson density, \( n \) being the electron density and \( E_F = \pi n d/m_\parallel \). Thus, the transition temperature for the quasi-two dimensional case in the preformed pair regime is proportional to \( E_F \). This temperature will decrease with increasing interaction making the pair binding stronger. We should point out that independently, same result has been obtained in Ref. (24), by using a different approach.

**B. The extended Hubbard model with pair-hopping interaction**

The above derivations of the Ginzburg-Landau functionals can be extended to the case of the Hubbard model with the pair hopping interaction (the Penson-Kolb-Hubbard model), which involves the non-local pairing interaction and is given by the Hamiltonian:

\[ \tilde{H} = \sum_{i,j,\sigma} \hat{c}^\dagger_{i\sigma} c_{j\sigma} + U \sum_i \hat{\rho}^\dagger_i \hat{\rho}_i - \frac{1}{2} \sum_{i,j} (J_{ij} \hat{\rho}^\dagger_i \hat{\rho}_j + \text{H.c.}) , \quad (43) \]

where \( J_{ij} \) is the pair-hopping (intersite charge exchange) parameter [25]. The functional integral representation of the partition function of the model (43) is given by Eq.(15) with
\[
\Psi = \sum_{q,n} \frac{|\Delta_q(i\varepsilon_n)|^2}{V_q} - Tr \ln(1 - \hat{\Delta} \hat{G}_0),
\]  
(44)

where \(V_q = -U + J_q\) and \(J_q = 2J(\cos(k_xa) + \cos(k_ya) + \cos(k_za))\) is the Fourier transform of \(J_{ij}\). The coefficient of the quadratic term in the power series expansion of \(\Psi\) in \(\Delta\) is

\[
A(q, i\varepsilon_n) = \frac{1}{V_q} + \chi(q, i\varepsilon_n),
\]  
(45)

where the pairing susceptibility is determined from Eq.(19). The small \(q, \omega\) expansion is now of the following form

\[
A(q, i\varepsilon_n) = \bar{a}_1 + C_1 q^2 - id\varepsilon_n,
\]  
(46)

where

\[
\bar{a}_1 = \frac{1}{V_0} - \frac{1}{N} \sum_k \frac{\tanh(\beta \varepsilon_k/2)}{2\varepsilon_k} = \frac{1}{N} \sum_k \frac{1}{2\varepsilon_k + E_b} - \frac{1}{N} \sum_k \frac{\tanh(\beta \varepsilon_k/2)}{2\varepsilon_k},
\]

\[
C_1 = \frac{Ja^2}{V_0^2} + C,
\]  
(47)

and \(C\) is given by Eq.(35). The complete expansion of the functional (44) to the 4th order is fully specified by the above expressions together with the coefficient \(\bar{d}\) given by Eq.(36) and \(b\) given by Eq.(30).

IV. GAUSSIAN FLUCTUATIONS AND THE T–MATRIX APPROACH

In this Section we will analyze the contribution from the Gaussian fluctuations to the free energy and the self-consistent T-matrix approach. The effect of Gaussian fluctuations of the order parameter is obtained by keeping the quadratic terms only in the full functional. The corresponding contribution to the thermodynamic potential is simply given by

\[
\beta \mathcal{F}^{(2)} = \frac{1}{N} \sum_{q,n} \ln[1 + |U|\chi(q, i\varepsilon_n)],
\]  
(48)

where

\[
\chi(q, i\varepsilon_n) = -\frac{1}{\beta N} \sum_{km} G_0(k, i\omega_m)G_0(q - k, i\varepsilon_n - i\omega_m),
\]  
(49)
with \( G_0(\mathbf{k}, i\omega_n)^{-1} = i\omega_n - (\varepsilon_k - \mu) \), and is given by Eq.(19).

The BCS pairing instability corresponds to a singularity for \( \mathbf{q} = 0, \omega = 0 \) in \( \mathcal{F}^{(2)} \), and the condition (the Thouless criterion) \( 1 + |U| \chi(0, 0) = 0 \) gives \( T_c \).

Equations (48,49) can be used to form a fully renormalized, conserving approximation for the free energy and Green function [26–28]. Let the functional \( \Phi[G] \) be defined as

\[
\Phi[G] = \frac{1}{\beta N} \sum_{\mathbf{q}n} \ln[1 - |U| \bar{\chi}(\mathbf{q}, i\varepsilon_n)], \tag{50}
\]

\[
\bar{\chi}(\mathbf{q}, i\varepsilon_n) = \frac{1}{\beta N} \sum_{\mathbf{k}m} G(\mathbf{k}, i\omega_m) G(\mathbf{q} - \mathbf{k}, i\varepsilon_n - i\omega_m), \tag{51}
\]

where \( G(\mathbf{k}, i\omega_n) \) is the full Green function and we use conventional definition of the pairing susceptibility Eq.(51).

The corresponding self-consistent approximation for the free energy is given by the functional

\[
\mathcal{F}[\Sigma, G] = -\frac{2}{\beta N} \sum_{\mathbf{k}n} \exp(i\omega_n \eta) \left\{ \Sigma(\mathbf{k}, i\omega_n) G(\mathbf{k}, i\omega_n) + \ln[-G_0(\mathbf{k}, i\omega_n)^{-1} + \Sigma(\mathbf{k}, i\omega_n)] \right\} + \Phi[G], \tag{52}
\]

evaluated at its stationary point with respect to variations of \( G \) and \( \Sigma \). At this stationary point \( G, \Sigma, \) and \( \Phi \) are related by:

\[
G(\mathbf{k}, i\omega_n) = [G_0(\mathbf{k}, i\omega_n)^{-1} - \Sigma(\mathbf{k}, i\omega_n)]^{-1}, \tag{53}
\]

\[
\Sigma(\mathbf{k}, i\omega_n) = \frac{1}{2} \frac{\delta \Phi[G]}{\delta G(\mathbf{k}, i\omega_n)}. \tag{54}
\]

Evaluation of \( \Sigma(\mathbf{k}, i\omega_n) \) yields

\[
\Sigma(\mathbf{k}, i\omega_n) = \frac{1}{\beta N} \sum_{\mathbf{q}m} T(\mathbf{q}, i\varepsilon_m) G(\mathbf{q} - \mathbf{k}, i\varepsilon_m - i\omega_n), \tag{55}
\]

where

\[
T(\mathbf{q}, i\varepsilon_n) = \frac{-|U|}{1 - |U| \bar{\chi}(\mathbf{q}, i\varepsilon_n)} \tag{56}
\]
is the T-matrix.
The electron concentration as a function of $T$ and $\mu$ is obtained as $n(T, \mu) = -\partial F / \partial \mu$.

By using stationary properties of $F$ one gets the expected result

$$n(T, \mu) = \frac{2}{\beta N} \sum_{\kappa \sigma} \exp(i\omega_n \eta) G(k, i\omega_n). \tag{57}$$

The above equations (53, 55, 56, 51, 57) constitute the system of self-consistent T-matrix equations and they were recently analyzed numerically for the attractive Hubbard model in two dimensions (mostly in low concentration regime) [29].

V. SELF-CONSISTENT APPROACH TO THE SUPERCONDUCTING FLUCTUATIONS

A. Hartree theory and variational principle approach

We would like to derive the best Gaussian form for the superconducting fluctuations. Let us seek for a trial functional $\Psi_T$ in the following form

$$\Psi_T[\Delta_q] = \sum_q A_q |\Delta_q|^2, \tag{58}$$

where $q = (q, i\varepsilon_n)$. Application of the Feynman variational principle allows us to write the corresponding variational free energy $F_0$

$$\beta F_0 = -\ln \int D^2 \Delta \exp(-\Psi_T[\Delta_q]) + \langle \Psi - \Psi_T \rangle_T, \tag{59}$$

where $\langle \cdots \rangle_T = \int D^2 \Delta \exp(-\Psi_T[\Delta_q])(\cdots) / \int D^2 \Delta \exp(-\Psi_T[\Delta_q])$. To evaluate the RHS of Eq.(59) we consider two cases:

1. We use expansion of the exact functional $\Psi$ truncated at the 4th order term.

2. We use the exact form of $\Psi$ given by Eq.(15)

In the first case we use $\Psi$ as given by Eq.(18) and after exploring the properties of Gaussian integrals we obtain for $F_0$
\[
\beta F_0 = -\ln \int D^2 \Delta e^{-\Psi_T[\Delta_q]} + \sum_q \left[ \frac{1}{|U|} + \chi(q) - A_q \right] \langle |\Delta_q|^2 \rangle \\
+ \frac{1}{2N\beta} \sum_{p_1, p_2} \Gamma^{-+} (p_1, p_2, p_2) \langle |\Delta_{p_1}|^2 \rangle \langle |\Delta_{p_2}|^2 \rangle \\
+ \frac{1}{2N\beta} \sum_{p_1, p_2} \Gamma^{++} (p_1, p_2, p_1) \langle |\Delta_{p_1}|^2 \rangle \langle |\Delta_{p_2}|^2 \rangle ,
\]

where \( \langle |\Delta_p|^2 \rangle \) is the functional average with \( \Psi_T \). The best coefficients \( A_q \) are obtained from the stationary condition \( \frac{\delta (\beta F_0)}{\delta A_q} = 0 \). With the notation \( t_q = \langle |\Delta_q|^2 \rangle \) for the mean square amplitude of the order parameter (fluctuating in space and time), we obtain

\[
A_q = \frac{1}{|U|} + \chi(q) + \frac{1}{2N\beta} \sum_p \left[ \Gamma^{-+} (q, p, p) + \Gamma^{++} (p, q, p) \right] t_p .
\]

(61)

Since \( \Psi_T \) is the Gaussian functional then \( t_q = \frac{1}{A_q} \), and we obtain the following self-consistent equation for \( t_q \):

\[
t_q = \left[ \frac{1}{|U|} + \chi(q) + \frac{1}{2N\beta} \sum_p \left[ \Gamma^{-+} (q, p, p) + \Gamma^{++} (p, q, p) \right] t_p \right]^{-1} .
\]

(62)

If we neglect the frequency dependence and perform small momentum expansion for \( \chi(q) \) and also neglect the momentum dependence of the \( \Gamma \) terms in (62), then we recover the Hartree equation for the amplitude fluctuations used in Section VI.

B. Fully self-consistent approach

In the second case we use the complete functional (15) to evaluate the trial free energy (59) \[31\]. By making the substitution \( \Delta_q = A_q^{-1/2} \xi_q \), one gets

\[
\beta F_0 = -\sum_q (1 - \ln(|U|A_q)) + \int D^2 \xi_q \exp -\sum_q |\xi_q|^2 \Psi [A_q^{-1/2} \xi_q] .
\]

(63)

The stationary condition \( \frac{\delta (\beta F_0)}{\delta A_q} = 0 \), after integrating by parts, yields the following expression for \( A_q \)

\[
A_q = \left\langle \frac{\delta^2 \Psi}{\delta \Delta_q \delta \Delta_q^2} \right\rangle_T ,
\]

(64)
i.e. the optimal quadratic functional coefficients are self-consistently averaged second derivatives of the true functional. We note that the random phase approximation (RPA) result is obtained if the second derivative is evaluated at the origin:

\[ A_q = \frac{\delta^2 \Psi}{\delta \Delta_q \delta \Delta^*_q} |_{\Delta=0} \]  

and it simply yields Eq.(25) with the free particle–particle susceptibility (19). By using Eq.(64) and the free energy functional Eq.(15), after tedious manipulations (similar to those in Ref. [30]), one arrives at

\[ \frac{\delta^2}{\delta \Delta_q \delta \Delta^*_q} \left( -Tr \ln(1 - \hat{\Delta} \hat{G}_0) \right) = \sum_{k,k'} \mathcal{G}^{11}_{k,k'}\{\Delta\}\mathcal{G}^{22}_{k+q,k'+q}\{\Delta\}, \]  

where \( \mathcal{G}^{\alpha\beta}_{kk'}\{\Delta\} \), \( \alpha = 1, 2 \), denotes the diagonal matrix element of the space-time Fourier transform of \( \hat{G}_{i,j}(\tau, \tau'; \{\Delta\}) \) given by Eq.(14). We note that \( \hat{G}\{\Delta\} = \hat{G}_0(1 - \hat{\Delta} \hat{G}_0)^{-1} \) is the electron propagator in the random potential \( \Delta_i(\tau) \). The expression for the coefficient \( A_q = A(q, i\epsilon_n) \) is then given by

\[ A(q, i\epsilon_n) = \frac{1}{|U|} + \bar{\chi}(q, i\epsilon_n), \]  

where

\[ \bar{\chi}(q, i\epsilon_n) = \frac{1}{\beta N} \sum_{k,k',m} \langle \mathcal{G}^{11}(k, k', i\omega_m; \{\Delta\})\mathcal{G}^{22}(k+q, k'+q, i\omega_{m+n}; \{\Delta\}) \rangle_T \]  

Therefore, we have derived a self-consistent theory of superconducting fluctuations in which the paring susceptibility \( \bar{\chi}(k, (i\epsilon_n)) \) is given by the averaged particle–particle propagator in the presence of the random fields. In this approach the particle–particle propagator in Eq.(67) is just the product of two local Green functions self-consistently averaged with the Gaussian weight \( \exp(-A_q|\Delta_q|^2) \). (To lowest order in \( |U| \), when we ignore the random fields, \( \bar{\chi} \) reduces to the bare \( \chi \), and we recover the RPA result). The above theory is very similar in the spirit to the paramagnetic polaron theory in itinerant-electron magnetism [30] and can be used to describe incoherent local pair state. Finally, we note that the presented theory when resorting to the static approximation yields a theoretical foundation for the approach in which the electronic DOS is evaluated with the assumption of existence the local order parameter amplitude above \( T_c \) and averaged with the Gaussian weight.
VI. AMPLITUDE FLUCTUATIONS ABOVE $T_c$ IN THE GINZBURG-LANDAU THEORY AND INCOHERENT LOCAL PAIR STATE

It is of interest to study further the fluctuation effects (and pairing correlations) and their role in establishing pair formation above $T_c$, within the conventional Ginzburg-Landau theory. From the previous analysis, one comes to the conclusion that above $T_c$ there will be a region of parameters in which there are pairs with amplitude and phase fluctuating in space and time. Such a state, however, has no long-range phase coherence which is necessary to establish the superconducting state. This scenario is somewhat similar to a local-moment itinerant electron magnetism in transition metals and alloys, in which the magnetic moments exist above transition temperature but their direction is random. A possibility of such a state in the negative $-U$ Hubbard model has been considered earlier [1] to describe the intermediate region between BCS and the local pair regime. Such an incoherent local pair state has also been analyzed by Gyorffy et al [32,33] within the coherent potential approximation to the negative $-U$ Hubbard model with the use of a constant density of states.

In order to show the existence of a finite gap amplitude above $T_c$, we consider the standard Ginzburg-Landau functional (G-L) and apply the Hartree approximation to treat the interaction between superconducting fluctuations [33].

In zero magnetic field one has

$$F[\Psi(r)] = \int d\mathbf{r} \left[ a(t)|\Psi(r)|^2 + b|\Psi(r)|^4 + \frac{\hbar^2}{4m} |\nabla \Psi(r)|^2 \right], \tag{69}$$

where $t = T/T_c$ and $m$ is an effective electron mass. The superconducting order parameter $\Psi(r)$ can be related to the gap parameter $\Delta(r)$, for example, via the Gorkov relation:

$$\Psi(r) = \left( \frac{7\zeta(3)n}{8\pi k_B T_c} \right)^{1/2} \Delta(r),$$

with $n$ the number of electrons per unit volume. With the Fourier transform to reciprocal space we have

$$F[\Delta_k]/\Omega = \sum_k \left[ a(t) + c k^2 \right] |\Delta_k|^2 + b \sum_{p,q} \Delta_k \Delta_p^* \Delta_q \Delta_{k-p+q}^*, \tag{70}$$
where $\Omega$ is the volume of the system. Assuming that $b$ and $c$ are temperature independent and performing the simplest quadratic factorization of the last term we obtain the gaussian form of the G-L functional:

$$F[\Delta_k]/\Omega = \sum_k \left[ a(t) + ck^2 + 2b \sum_q < |\Delta_q|^2 > \right] |\Delta_k|^2. \quad (71)$$

In the above equation the expectation value has to be calculated as the functional average:

$$\langle .... \rangle = \frac{\int D^2 \Delta(....) \exp[-F[\Delta_k]/(k_B T)]}{\int D^2 \Delta \exp[-F[\Delta_k]/(k_B T)]}. \quad (72)$$

The mean square gap amplitude $\Delta^2 = \sum_k < |\Delta_k|^2 >$ is then given by the following self-consistent equation

$$\Delta^2 = \frac{k_B T}{\Omega} \sum_k \left[ \frac{1}{a(t) + ck^2 + 2b \Delta^2} \right]. \quad (73)$$

In 2D we obtain

$$\ln(1 + w/x) = (\tilde{d}/t)(x + 1 - t), \quad (74)$$

where the following relations have been used

$$a(t) = a(0)(1 - t), \quad t = T/T_c, \quad |\Delta_0|^2 = -a(0)/2b,$$

$$x = \Delta^2/|\Delta_0|^2 - 1 + t, \quad w = (k_c \xi_0)^2,$$

$$\tilde{d} = \frac{4\pi |a(0)|\xi_0^2 |\Delta_0|^2}{k_B T_c}, \quad a(0) = -\frac{7\zeta(3)h^2 n|\Delta_0|^2}{8\pi m(k_B T_c)^2}. \quad (74)$$

In 3D case we get

$$w^* - \sqrt{x} \arctan\left(\frac{w^*}{\sqrt{x}}\right) = (d^*/t)(x + 1 - t), \quad (75)$$

where

$$w^* = k_c \xi_0, \quad d^* = \frac{7\zeta(3)h^2 n|\Delta_0|^2 \xi_0}{16m(k_B T_c)^3}. \quad (75)$$

$\xi_0$ and $\Delta_0$ are the zero temperature coherence length and the zero temperature energy gap, respectively, $k_c$ denotes the momentum cutoff.
We have solved these equations with the use of parameters appropriate for YBa$_2$Cu$_3$O$_7$, taking $|\Delta_0| = 20meV$, $T_c = 92$ K, $n = 6 \times 10^{14}cm^{-2}$ (for 2D case) and $n \sim 10^{21}cm^{-3}$ (for 3D case), $m = 5m_e$, $k_c = \xi_0^{-1}$. The result is illustrated in Figs.1-2 for several values of $\bar{d}$ and $d^*$. For both 2D and 3D cases for $T$ above $T_c$, $\Delta$ smoothly decreases and saturates at a finite value. Depending on the values of $\bar{d}$ and $d^*$, $\Delta$ is of order $(0.1 - 0.2)\Delta_0$ for 2D case and of order $(0.05 - 0.125)\Delta_0$ in 3D.

The parameter $k_c$ is not precisely defined in the Ginzburg-Landau theory and we consider it to vary. If we allow randomness of $\Delta(r)$ down to the atomic scale, then $k_c$ can be taken as an inverse of the lattice constant (4Å), giving $w = 9$ (2D) and $w^* = 3$ (3D). In this case, we observe (Figs.1-2) that after an initial decrease, $\Delta/\Delta_0$ starts to increase and saturates at larger values. The gap magnitude is of the order $(0.15 - 0.275)\Delta_0$ in 2D and $(0.1 - 0.2)\Delta_0$ in 3D, depending on the values of the parameters $\bar{d}$ and $d^*$. Thus if we lower $k_c$, increasing temperature is more effective in making larger thermal fluctuations in the amplitude of the local order parameter $\Delta(r)$. This characteristic behavior is very similar to that known in the theory of local moment magnetism [34]. The above calculations carried out at the phenomenological Ginzburg-Landau level clearly illustrate the importance of the fluctuations above $T_c$ and point out toward a possibility of existence of a state with incoherent pairs. In the incoherent local pair state the one-particle density of states will develop a pseudogap or real gap depending on the electron density and the strength of the attractive interaction.
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FIG. 1. $\Delta\Delta_o$ versus $T/T_c$ in two dimensions for two different values of the cutoff $k_c$.

FIG. 2. $\Delta\Delta_o$ versus $T/T_c$ in three dimensions for two different values of the cutoff $k_c$. 