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Abstract—This paper provides a novel definition for Lyapunov functions for difference inclusions defined by convex processes. It is shown that this definition reflects stability properties of nonstrict convex processes better than previously used definitions. In addition the paper presents conditions under which a weak Lyapunov function for a convex process yields a strong Lyapunov function for the dual of the convex process.

I. INTRODUCTION

In this paper we study Lyapunov functions for systems given by difference inclusions of the form

\[ x_{k+1} \in H(x_k), \]

where \( H : \mathbb{R}^n \rightrightarrows \mathbb{R}^n \) is a convex process: a set-valued map whose graph is a convex cone. Since being introduced in [1], [2] these maps have attracted attention for a few reasons. Mainly, these systems can used to describe the dynamics of conically constrained linear systems. Such conic constraints encompass for example nonnegative controls, systems evolving only in the nonnegative orthant, and more general dynamics arising from physical modeling. This means that systems of this form are encountered in various applications, including von Neumann-Gale economic growth models [3], cable-suspended robots [4], [5] and chemical reaction networks [6]. Lastly, as shown in e.g. [7], [8], difference inclusions of convex processes can be used as approximations of more complex set-valued maps. As such, local properties of more general difference inclusions can be described in terms of properties of an approximating convex process.

All of these reasons have led to interest in the analysis of systems described by convex processes. In [9] and [10] the controllability problem is resolved for strict (nonempty ev- erywhere) convex processes in continuous-time and discrete-time, respectively. The works [11] and [12] similarly characterize stabilizability for strict convex processes. An important ingredient of these results is the use of duality: Controllability and stabilizability of a convex process can be characterized in terms of spectral properties of the dual (or adjoint) convex process.

However, the assumption of strictness excludes many interesting dynamical systems from consideration. In terms of constrained linear systems, this assumption allows for only constraints on the inputs, but not on the states. Moreover, as shown in [13], the aforementioned duality relation cannot be established for nonstrict convex processes in general. This has led to the work in [4] and [14]: These papers give conditions on the domain of a convex process under which the previously mentioned results can be generalized.

A similar duality relation arises when considering Lyapunov functions for difference inclusions of convex processes. As is the case for linear systems, Lyapunov functions have proven to be a natural and useful tool in stability analysis of difference inclusions, as evidenced by e.g. [6], [15]–[17]. For the more specific class of convex processes, [11] already employed Lyapunov functions in proving its relation between stabilizability of a primal system and stability of the dual. This relation was made much more explicit in the extensive treatise on Lyapunov functions given in [18]. A result of particular interest is Theorem 2.2 of [18]. This theorem reveals for strict convex processes that the convex conjugate of a weak Lyapunov function for the primal system is a (strong) Lyapunov function for the dual.

This last result is the starting point of the investigation in this paper. We study weaker conditions on the domain of a convex process under which a similar result can be shown to hold. Our contribution is twofold: First, we modify the definitions of weak and strong Lyapunov functions to better reflect the stability properties of nonstrict convex processes. We will illustrate this by means of a few examples. Second, we will prove results generalizing those of, among others, Theorem 2.2 of [18]. To be precise, we show that we can obtain a strong Lyapunov function for the dual by taking a restriction of a weak Lyapunov function of the primal and then taking the convex conjugate. The domain conditions required to obtain this result can be shown to be in some sense close to those required for the existence of such a strong Lyapunov function.

This paper is organized as follows: We start with some preliminary knowledge on convex processes and extended real-valued functions in Section II and Section III respectively. After this, we define weak and strong Lyapunov functions and motivate this definition in Section IV. In Section V we provide the main results of the paper and lastly we provide conclusions in Section VI.

II. CONVEX PROCESSES

Given a convex set \( S \subseteq \mathbb{R}^n \), we denote its closure by \( \text{cl} \ S \) and its relative interior by \( \text{ri} \ S \). Given in addition the convex set \( T \) and scalar \( \rho \in \mathbb{R} \) we define the sum and scalar product of sets as:

\[ S + T = \{ s + t \mid s \in S, t \in T \}, \quad \rho S = \{ \rho s \mid s \in S \}. \]

We consider convex cones: nonempty convex sets that are closed under nonnegative scalar multiplication.
A set-valued map $H : \mathbb{R}^n \rightrightarrows \mathbb{R}^n$ is called a convex process, a linear process, closed if its graph
\[
\text{gr}(H) = \{(x,y) \in \mathbb{R}^n \times \mathbb{R}^n \mid y \in H(x)\}
\]
is a convex cone, a subspace, closed, respectively.

The domain and image of $H$ are defined as $\text{dom}(H) = \{x \in \mathbb{R}^n \mid H(x) \neq \emptyset\}$ and $\text{im}(H) = \{y \in \mathbb{R}^n : \exists x \text{ s.t. } y \in H(x)\}$. If $\text{dom}(H) = \mathbb{R}^n$, we say that $H$ is strict.

In this paper we consider systems described by a difference inclusion of the form:
\[
 x_{k+1} \in H(x_k) \quad k \geq 0,
\]
where $H : \mathbb{R}^n \rightrightarrows \mathbb{R}^n$ is a convex process. By a trajectory of (1), we mean a sequence $(x_k)_{k \in \mathbb{N}}$ such that (1) holds for all $k \geq 0$. The behavior (see e.g. [19]) is the set of all trajectories:
\[
\mathcal{B}(H) := \{(x_k) \in (\mathbb{R}^n)^\mathbb{N} \mid (x_k) \text{ is a trajectory of } (1)\}.
\]
The set of feasible states of the difference inclusion (1) is the set of states from which a complete trajectory emanates:
\[
\mathcal{F}(H) := \{\xi \mid \exists (x_k) \in \mathcal{B}(H) \text{ with } x_0 = \xi\}.
\]
The set of stabilizable states is the set of states from which a stable trajectory exists:
\[
\mathcal{S}(H) := \{\xi \mid \exists (x_k) \in \mathcal{B}(H) \text{ with } x_0 = \xi, \lim_{k \to \infty} x_k = 0\}.
\]
In addition, we define the set of strongly stable states as the set of states from which all trajectories are stable:
\[
\tilde{\mathcal{S}}(H) := \{\xi \mid \forall (x_k) \in \mathcal{B}(H) \text{ with } x_0 = \xi, \lim_{k \to \infty} x_k = 0\}.
\]
It is straightforward to show that if $H$ is a convex process, the sets $\mathcal{F}(H)$ and $\mathcal{S}(H)$ are convex cones. The set $\tilde{\mathcal{S}}(H)$ is a convex cone if it is not empty.

We say the system (1) (or the convex process $H$) is stabilizable if every feasible state is stabilizable, that is, $\mathcal{F}(H) \subseteq \mathcal{S}(H)$. Similarly, we say it is strongly stable if $\mathcal{F}(H) \subseteq \tilde{\mathcal{S}}(H)$.

The notion of stabilizability considered in this paper differs slightly from the ones employed in e.g. [12] and [20], where it is named weak asymptotic stabilizability, and weak asymptotic stability respectively. These papers require all points in $\mathbb{R}^n$ to be stabilizable, which immediately requires the process to be strict in order to be stabilizable. This motivates these papers in their assumption of strictness. On the other hand, we argue that in the case of, for example, constrained linear systems, the question whether all feasible states are stabilizable is more natural.

We denote the image of a set $S$ under $H$ by $H(S) = \{y \in \mathbb{R}^n \mid \exists x \in S \text{ s.t. } y \in H(x)\}$. This shorthand allows us to define powers of convex processes, by taking $H^1 = H$ and for $q \geq 1$:
\[
H^{q+1}(x) := H(H^q(x)) \quad \forall x \in \mathbb{R}^n.
\]
We can define the inverse of a convex process by $H^{-1}(y) = \{x \mid y \in H(x)\}$. Note that this is always defined as a set-valued map. For negative powers of $H$ we use the shorthand $H^{-n}(x) = (H^{-1})^n(x)$. We define the set of $q$-step trajectories as
\[
\mathcal{B}_q(H) := \{(x_k)_{k=0}^q \in (\mathbb{R}^n)^{q+1} \mid (x_k) \text{ satisfies } (1)\}.
\]
Using this, we say that a point $\xi \in \mathbb{R}^n$ is reachable if there exists a $q$-step trajectory from the origin, reaching $\xi$. The set of such points is the reachable set:
\[
\mathcal{R}(H) = \{\xi \mid \exists (x_k)_{k=0}^q \in \mathcal{B}_q(H) \text{ s.t. } x_0 = 0, x_q = \xi\}.
\]
For a convex cone $C \subseteq \mathbb{R}^n$, we define $\text{lin}(C) = -C \cap C$ and $C = -C$. It is clear that $\text{lin}(C)$ is the largest subspace contained in $C$ whereas $\text{Lin}(C)$ is the smallest subspace that contains $C$.

Let $H$ be a convex process. Associated with $H$, we define the two linear processes $L_- \text{ and } L_+$ by
\[
gr(L_-) = \text{lin} \{\text{gr}(H)\} \text{ and } gr(L_+) = \text{Lin} \{\text{gr}(H)\}.
\]
(2)
By definition, we therefore have
\[
gr(L_-) \subseteq \text{gr}(H) \subseteq gr(L_+).
\]
It is clear that $L_- \text{ and } L_+$ are, respectively, the largest and the smallest (with respect to the graph inclusion) linear processes satisfying (3). We call $L_- \text{ and } L_+$, respectively, the minimal and maximal linear processes associated with $H$.

If $H$ is not clear from context, we write $L(H)$ and $L(H)$ in order to avoid confusion. Similarly, for the respective reachable sets, we write:
\[
\mathcal{R}_- = \mathcal{R}(L_-), \quad \mathcal{R}_+ = \mathcal{R}(L_+).
\]
(3)
For a nonempty set $C \subseteq \mathbb{R}^n$, we define the negative and positive polar cone, respectively,
\[
C^- = \{y \in \mathbb{R}^n \mid \langle x, y \rangle \leq 0 \quad \forall x \in C\},
\]
\[
C^+ = \{y \in \mathbb{R}^n \mid \langle x, y \rangle \geq 0 \quad \forall x \in C\}.
\]
For a subspace $\mathcal{V}$, we have that $\mathcal{V}^- = \mathcal{V}^+ = \mathcal{V}^\perp$, where the last denotes the orthogonal complement of $\mathcal{V}$. As such, the positive and negative polar cones generalize the notion of orthogonal complement. Given sets $C \text{ and } S$, we have the following:
\[
\langle C + S \rangle^- = C^- \cap S^- \quad \langle C \cap S \rangle^- = \text{cl}(C^- + S^-).
\]
(4)
The same equations hold for the positive polar cone.

Based on the definition of the negative and positive polar cones, we define negative and positive dual processes $H^-$ and $H^+$ of $H$ as follows:
\[
p \in H^-(q) \iff \langle p, x \rangle \geq \langle q, y \rangle \quad \forall (x,y) \in \text{gr}(H),
\]
\[
p \in H^+(q) \iff \langle p, x \rangle \leq \langle q, y \rangle \quad \forall (x,y) \in \text{gr}(H).
\]
(5a)
(5b)
The positive dual is alternatively called the adjoint, (left-) transpose in the literature.

Note that $H^+(q) = -H^-(q)$ for all $q$. If $H$ is closed, we know that $(H^+)^- = H$ and
\[
H(0) = (\text{dom } H^+)^+ = (\text{dom } H^-)^-.
\]
(6)
If $L$ is a linear process it is clear that the negative and positive dual processes coincide, in which case we denote
it by \( L^\perp := L^+ = L^- \). The reachable and feasible sets of a linear process \( L \) can be determined in a finite number of steps. To be precise, \( F(L) = L^{-n}(\mathbb{R}^n) \) and \( R(L) = L^n(0) \). The feasible and reachable set of a linear process and its dual are related by:

\[
F(L^\perp) = R(L)^\perp, \tag{7a}
\]

\[
R(L^\perp) = F(L)^\perp. \tag{7b}
\]

In addition, the minimal and maximal linear processes associated with a convex process enjoy the following additional properties:

\[
L_{\perp}^-(H^-) = L_{\perp}^-(H^+) = L_{\perp}^+, \tag{8a}
\]

\[
L_{\perp}^+(H^+) = L_{\perp}^+(H^-) = L_{\perp}^-. \tag{8b}
\]

**Lemma 1.** Let \( H \) be a convex process and let \( L \) be a linear process such that \( \text{gr}(L) \subseteq \text{gr}(H) \). For all \( x \in \text{dom}(H), y \in \text{dom}(L) \), we have \( H(x + y) = H(x) + L(y) \).

**Proof.** Let \( x \in \text{dom}(H) \) and \( y \in \text{dom}(L) \). We will prove the equality by mutual inclusion. Note that, as \( \text{gr}(L) \subseteq \text{gr}(H) \), we know that \( L(y) \subseteq H(y) \), and therefore

\[
H(x) + L(y) \subseteq H(x) + H(y) \subseteq H(x + y).
\]

For the reverse inclusion, first observe that \( y \in \text{dom}(L) \) implies that \( -y \in \text{dom}(L) \) as \( L \) is linear. Then, we have

\[
H(x + y) + L(-y) \subseteq H(x) + L(-y) = H(x) + L(y),
\]

This shows that \( H(x + y) \subseteq H(x) - L(-y) = H(x) + L(y) \), where the last equality follows from \( L \) being linear. The following lemma will show that under a simple condition on \( H \), we have that \( F(H^-) \cap \text{cl}(F(H^+)) = \{0\} \) and \( F(H^-) \cap \text{cl}(F(H^-)) = \{0\} \). These latter conditions will play a central role in the results of Section V.

**Lemma 2.** Let \( H \) be a convex process such that \( \text{dom}(H) + R_- = \mathbb{R}^n \). Then, \( F(H) \cap \text{cl}(F(H^+)) = \{0\} \) and \( F(H^-) \cap \text{cl}(F(H^-)) = \{0\} \).

**Proof.** Let \( \text{dom}(H) + R_- = \mathbb{R}^n \). We start with proving the following using induction:

\[
\text{dom} \, H^k + R_- = \mathbb{R}^n \quad \forall k \geq 1. \tag{9}
\]

First note that the case of \( k = 1 \) is evident. Now assume that \( k \geq 1 \) and \( \text{dom} \, H^k + R_- = \mathbb{R}^n \). Let \( x \in \text{dom} \, H^k \) and \( y \in H^k(x) \). By assumption, we can write \( y = \xi - \zeta \), where \( \xi \in \text{dom} \, H \) and \( \zeta \in R_- \). Since \( R_- = R(L^-) \), we have \( \zeta \in L_k^-(\alpha) \) for some \( \alpha \in R_- \), and therefore we can conclude via Lemma 1 that:

\[
\xi = y + \zeta \in H^k(x) + L_k^-(\alpha) = H^k(x + \alpha).
\]

As \( \zeta \in \text{dom} \, H \), this means that \( x + \alpha \in \text{dom} \, H^{k+1} \), and therefore that \( H^k \subseteq \text{dom} \, H^{k+1} + R_- \). We can now conclude that

\[
\mathbb{R}^n = \text{dom} \, H^k + R_- \subseteq \text{dom} \, H^{k+1} + R_-,
\]

which concludes the induction step, proving (9).

Now let \( x \in \text{dom} \, H^n \) and \( y \in H^n(x) \). Again, we can write \( y = \xi - \zeta \), where \( \xi \in \text{dom} \, H \) and \( \zeta \in R_- \). As \( R_- = \mathbb{R}^n \), we have that \( \zeta \in L_n^+(0) \), and therefore we can use Lemma 1 to conclude that:

\[
\xi = y + \zeta \in H^n(x) + L^n(0) = H^n(x).
\]

Therefore \( \text{dom} \, H^n = \text{dom} \, H^{n+1} \). By weak invariance (see e.g. [14, Section V]) this implies that \( \text{dom} \, H^n = F(H) \).

Combining this with (9), we get that:

\[
\mathbb{R}^n = \text{dom} \, H + R_- = F(H) + R_- \tag{10}
\]

By (8) and (7), we have:

\[
F(H^+) \subseteq F(L_+(H^+)) = F(L_+) = R_- \tag{11}
\]

As the right-hand side is closed by definition, we have that \( \text{cl}(F(H^+)) \subseteq R_- \).

Taking the negative polar of (10), we have by (4) that \( F(H^-) \cap R_-^\perp = \{0\} \). By the previous, we therefore have that \( F(H^+) \cap \text{cl}(F(H^+)) = \{0\} \). We can repeat the same arguments for \( F(H^-) \cap \text{cl}(F(H^-)) = \{0\} \).

### III. Extended real-valued functions

Let \( f \) be an extended real-valued function, i.e., a function \( f : \mathbb{R}^n \to \mathbb{R} \cup \{\pm \infty\} \). We define the epigraph of \( f \) by

\[
\text{epi} \, f := \{(x, \alpha) \in \mathbb{R}^n \times \mathbb{R} \mid \alpha \geq f(x)\}.
\]

A function is said to be convex or closed if its epigraph is convex or closed as a set. The (effective) domain of the function is the set \( \text{dom} \, f = \{x \in \mathbb{R} \mid f(x) < \infty\} \). The function \( f \) is proper if \( f(x) > -\infty \) for all \( x \in \mathbb{R}^n \) and \( \text{dom} \, f \neq \emptyset \).

Let \( C \subseteq \mathbb{R}^n \). The indicator function of \( C \) is the function \( \delta(\cdot \mid C) \) given by:

\[
\delta(x \mid C) := \begin{cases} 0 & x \in C \\ \infty & x \notin C. \end{cases}
\]

It is straightforward to check that \( \text{dom} \, \delta(\cdot \mid C) = C \) and that the indicator function is convex or closed if and only if \( C \) is.

The function \( f \) is called positively homogeneous of degree 2 if \( f(\lambda x) = \lambda^2 f(x) \) for all \( \lambda \geq 0 \) and \( x \in \mathbb{R}^n \). If \( f \) is positively homogeneous of degree 2, it is straightforward to check that the domain of \( f \) is a cone.

A function \( f \) is positive semi-definite if \( f(0) = 0 \) and \( f(x) \geq 0 \) for all \( x \in \mathbb{R} \). Clearly, any such function is proper. Let \( V \) denote the set of all extended real-valued functions that are closed, convex, positive semi-definite and positively homogeneous of degree 2.

Given an extended real-valued function \( f \), we define its convex conjugate by

\[
f^*(y) := \sup_{x \in \mathbb{R}^n} \{y \cdot x - f(x)\}.
\]

It is well known (see e.g. [2, Theorem 12.2]) that the convex conjugate of a proper closed convex function is again a proper closed convex function. In addition, if \( f \) is closed and convex, then \( f^{**} = f \). As taking the convex conjugate also preserves positive semi-definiteness and positive homogeneity of degree 2, we see that \( f \in V \) if and only if \( f^* \in V \).
It is straightforward to show that if $f_1(x) \geq f_2(x)$ for all $x \in \mathbb{R}^n$, then $f_1^*(y) \leq f_2^*(y)$ for all $y \in \mathbb{R}^n$.

Given proper convex functions $f$ and $g$, we define their infimal convolution $f \circ g$ by the relation $\text{epi}(f \circ g) := \text{epi } f + \text{epi } g$, or equivalently:

$$(f \circ g)(x) := \inf_{y \in \mathbb{R}^n} f(x - y) + g(y).$$

A consequence of [2, Theorem 16.4] is the following:

**Corollary 3.** Let $f$ and $g$ be proper convex functions, then $(f \circ g)^* = f^* + g^*$ and $(\text{cl}(f) + \text{cl}(g))^* = \text{cl}(f^* \circ g^*)$. If in addition $\text{ri}(\text{dom } f) \cap \text{ri}(\text{dom } g) \neq \emptyset$, then $(f + g)^* = f^* \circ g^*$.

**Example 4.** Let $C$ be a convex cone, then the following are straightforward to check:

$$f(x) = \frac{1}{2} \|x\|^2 \implies f^*(y) = \frac{1}{2} \|y\|^2,$$

$$g(x) = \delta(x \mid C) \implies g^*(y) = \delta(y \mid C^\circ).$$

Denote the squared distance function to $C$ as $h(x) := \inf_{y \in C} \frac{1}{2} \|x - y\|^2 = (f \circ g)(x)$.

We can use Corollary 3 to state:

$$h^*(y) = \frac{1}{2} \|y\|^2 + \delta(y \mid C^\circ).$$

We define the restriction of $f$ to $C$ by $f|_C(x) = f(x) + \delta(x \mid C)$.

If $f \in \mathcal{V}$ then for any closed convex cone $C$ we have that $f|_C \in \mathcal{V}$.

**Definition 5.** Let $C$ be a convex cone. We say a function $f \in \mathcal{V}$ is positive definite with respect to $C$ if there exist $0 < \alpha < \beta < \infty$ such that for all $x \in C$:

$$\alpha \|x\|^2 \leq f(x) \leq \beta \|x\|^2.$$

In particular, this implies that if $f$ is positive definite with respect to $C$, then $0 < f(x) < \infty$ for all $x \in C$. Clearly, this also implies that $C \subseteq \text{dom } f$.

It is well known that if $f$ is positive definite with respect to $\mathbb{R}^n$, then so is $f^*$. This result is generalized in the following theorem.

**Theorem 6.** Let $f \in \mathcal{V}$ and let $C, D \subseteq \mathbb{R}^n$ be convex cones such that $f$ is positive definite with respect to $C$ and $C^\circ \cap \text{cl}(D) = \{0\}$. Then, $(f|_C)^* \in \mathcal{V}$ and $(f|_{C^\circ})^*$ is positive definite with respect to $D$.

**Proof.** First, we will prove that $(f|_C)^* = (f|_{\text{cl}(C)})^*$. Note that $\text{ri}(C) \cap \text{ri}(\text{dom } f) = \text{ri}(C)$, and therefore we know by Corollary 3 that:

$$(f|_C)^* = (f + \delta(\cdot \mid C))^* = f^* \circ \delta(\cdot \mid C^\circ).$$

As the convex conjugate of a function is always closed, and therefore equal to its closure, we can apply Corollary 3 again, leading to:

$$(f|_{C^\circ})^* = \text{cl}(f^* \circ \delta(\cdot \mid C^\circ)) = (\text{cl}(f) + \text{cl}(\delta(\cdot \mid C))^*)^* = (f|_{\text{cl}(C)})^*.$$

Then, as $\text{cl}(C)$ is closed, we have $f|_{\text{cl}(C)} \in \mathcal{V}$ and therefore we know that $(f|_{C^\circ})^* \in \mathcal{V}$.

From Definition 5, we know there exists $0 < \alpha < \infty$ such that

$$\alpha \|x\|^2 + \delta(x \mid C) \leq f(x).$$

Recall that $f(x) \geq h(x)$ for all $x \in \mathbb{R}^n$ implies that $(f|_C)^*(y) \leq h^*(y)$ for all $y \in \mathbb{R}^n$. By using Corollary 3 and Example 4 we therefore have that for all $y \in \mathbb{R}^n$:

$$(f|_C)^*(y) \leq \frac{1}{2\alpha} \inf_{x \in C} \|y - x\|^2.$$

Note that $0 \in C^\circ$, and therefore:

$$(f|_C)^*(y) \leq \frac{1}{2\alpha} \|y\|^2. \quad (12)$$

Before we are able to prove that $(f|_C)^*$ is positive definite with respect to $D$, we require a preliminary result. Given $D$, we define the function $h$ by:

$$h(y) := \inf_{x \in C^\circ} \|y - x\|^2 + \delta(y \mid D).$$

Taking $S = \{y \mid \|y\|^2 = 1\}$, we have that:

$$\inf_{y \in S} h(y) = \inf_{y \in S} \inf_{x \in \text{cl}(D), x \neq C^\circ} \|y - x\|^2 \geq \inf_{y \in S \cap \text{cl}(D), x \neq C^\circ} \|y - x\|^2.$$

We will now prove by contradiction that the last term of the previous inequality is strictly greater than 0. Assume the contrary, i.e. that there exist sequences $(x_k)_{k=0}^{\infty}, (y_k)_{k=0}^{\infty}$ where $x_k \in C^\circ$ and $y_k \in S \cap \text{cl}(D)$ for all $k \geq 0$, such that $\lim_{k \to \infty} \|y_k - x_k\|^2 = 0$.

Note that $S \cap \text{cl}(D)$ is both closed and bounded. Therefore there exists a subsequence $(y_{k_\ell})_{\ell=0}^{\infty}$ that converges to $\bar{y} \in S \cap \text{cl}(D)$. We can now use the triangle inequality to show that

$$\lim_{\ell \to \infty} \|\bar{y} - x_{k_\ell}\|^2 \leq \lim_{\ell \to \infty} \|\bar{y} - y_{k_\ell}\|^2 + \lim_{\ell \to \infty} \|y_{k_\ell} - x_{k_\ell}\|^2 = 0.$$

This means that $\bar{y}$ is a limit point of $C^\circ$. As $C^\circ$ is closed, this implies that $\bar{y} \in C^\circ \cap \text{cl}(D)$. Recall that by assumption $C^\circ \cap \text{cl}(D) = \{0\}$ and $0 \notin S$, thus leading to a contradiction.

Following the previous, we know that there exists $\gamma > 0$ such that $\inf_{y \in S} h(y) \geq \gamma$. As $h$ is positively homogeneous of degree 2, we can conclude that $h(y) \geq \gamma \|y\|^2$ for all $y \in \mathbb{R}^n$.

Similar to the first part of this proof, there exists $0 < \beta < \infty$ such that for each $y \in \mathbb{R}^n$ we have the inequality:

$$\frac{1}{4\beta} \inf_{x \in C^\circ} \|y - x\|^2 \leq (f|_C)^*(y).$$

Using our previous results, we therefore have that:

$$(f|_C)^*(y) + \delta(y \mid D) \geq \frac{1}{4\beta} h(y) \geq \frac{\gamma}{4\beta} \|y\|^2.$$

Combining this with (12) shows that $(f|_C)^*$ is positive definite with respect to $D$, thus proving the theorem.

**Remark 7.** Indeed, if $f$ is positive definite with respect to $\mathbb{R}^n$, we can take $D = \mathbb{R}^n$ and see that $f^* = (f|_{\mathbb{R}^n})^* \in \mathcal{V}$ is positive definite with respect to $\mathbb{R}^n$. 
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IV. LYAPUNOV FUNCTIONS

These preliminaries lead us to a definition of Lyapunov functions for convex processes.

**Definition 8.** Let $H$ be a convex process. A function $V \in \mathcal{V}$ is a weak Lyapunov function for $H$ if $V$ is positive definite with respect to $\mathcal{F}(H)$ and there exists $\gamma \in (0, 1)$ such that

$$\forall x \in \mathcal{F}(H), \quad \exists \gamma V \in (0, 1) \text{ s.t. } V(y) \leq \gamma V(x). \quad (13)$$

A function $V \in \mathcal{V}$ is a strong Lyapunov function for $H$ if $V$ is positive definite with respect to $\mathcal{F}(H)$ and there exists $\gamma \in (0, 1)$ such that

$$\forall x \in \mathcal{F}(H), \quad \exists \gamma V \in (0, 1) \text{ s.t. } V(y) \leq \gamma V(x). \quad (14)$$

We will first compare this definition to earlier notions of Lyapunov functions for convex processes. In terms of the notation of this paper, the definition for a weak Lyapunov function used in [18] requires $V \in \mathcal{V}$ to be positive definite with respect to $\mathbb{R}^n$ and the existence of $\gamma \in (0, 1)$ such that

$$\forall x \in \text{dom } H, \quad \exists \gamma H \in \mathcal{H}(x) \text{ s.t. } V(y) \leq \gamma V(x). \quad (15)$$

Similarly, (strong) Lyapunov functions are defined in [18] as functions $V \in \mathcal{V}$ that are positive definite with respect to $\mathbb{R}^n$ such that there exists $\gamma \in (0, 1)$ for which

$$\forall x \in \text{dom } H, \quad \forall y \in H(x) \text{ s.t. } V(y) \leq \gamma V(x). \quad (16)$$

Note that for strict convex processes $\text{dom } H = \mathcal{F}(H) = \mathbb{R}^n$, which makes these definitions coincide with Definition 8. On the other hand, for nonstrict convex processes, important differences arise. Using the following two examples, we will argue that Definition 8 is more natural for both weak and strong Lyapunov functions. First, we consider weak Lyapunov functions. The following is an example of a convex process and a function that is a weak Lyapunov function in the sense of (15), which fails to be stabilizable.

**Example 9.** Let $H : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ be the convex process given by:

$$H(x) = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} x + \mathbb{R} \times \{0\}$$

and empty otherwise. Here ‘$\geq$’ is understood to hold element-wise. It is straightforward to check that $\mathcal{F}(H) = \text{dom } H$. Let $V(x) = \frac{1}{2}||x||^2$, then for each $x \in \text{dom } H$, there exists $y \in H(x)$ such that $V(y) = \frac{1}{2}||x||^2$. On the other hand, it is straightforward to check that $H$ is not stabilizable. Indeed, for $x \in \mathcal{F}(H)$, we have that $y \in \mathcal{F}(H) \cap H(x)$ implies that $V(y) \geq V(x)$.

The following is an example of a convex process which is stable, but for which there does not exist any strong Lyapunov function in the sense of (16).

**Example 10.** Let $H : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ be the convex process given by:

$$H(x) = -\frac{1}{2} x + \{0\} \times \mathbb{R}$$

and empty for other $x$. It is straightforward to see that $\mathcal{F}(H) = \{ x \mid [0 \ 1] x = 0 \}$, and that $H(x) \cap \mathcal{F}(H)$ contains only $-\frac{1}{2} x$ for any $x \in \mathcal{F}(H)$. Therefore $H$ is stable. However, for e.g. the point $x = (0, 1)$, we have that $x \in \text{dom } H$ and $H(x) = \{(0, 0) \mid \alpha \leq -\frac{1}{2}\}$. Clearly, for this $x$, there does not exist a function $V \in \mathcal{V}$ that is positive definite with respect to $\mathbb{R}^n$ and $\gamma \in (0, 1)$ for which we have that $V(y) \leq \gamma V(x)$ for each $y \in H(x)$.

V. DUALITY THEOREMS

A direct consequence of Definition 8 arises when considering strong Lyapunov functions. Let $H$ be a convex process. If there exists a strong Lyapunov function $V$ for $H$, then for every $y \in \mathcal{F}(H) \cap H(0)$ we have $V(y) \leq \gamma V(0)$. As $y \in \mathcal{F}(H)$ and $V$ is positive definite with respect to $\mathcal{F}(H)$, this implies that $y = 0$. This means that a necessary condition for the existence of a strong Lyapunov function is that $\mathcal{F}(H) \cap H(0) = \{0\}$.

The following theorem will relate weak Lyapunov functions for $H$ to strong Lyapunov functions for $H^+$. By the previous and the equality from (6), $H^+$ admits a strong Lyapunov function only if $\mathcal{F}(H^+) = \text{dom } H^- = \{0\}$. In fact, the following theorem works under a slightly stronger assumption, namely that $\mathcal{F}(H^-) = \text{cl}(\mathcal{F}(H^+)) = \{0\}$. Note that by Lemma 2 we can guarantee that this last condition holds if $\text{dom } H + \mathbb{R}_- = \mathbb{R}^n$.

**Theorem 11.** Let $H$ be a closed convex process such that $\mathcal{F}(H^-) = \text{cl}(\mathcal{F}(H^+)) = \{0\}$. If $V \in \mathcal{V}$ is a weak Lyapunov function for $H$, then $W := (V|_{\mathcal{F}(H)})^*$ is a strong Lyapunov function for $H^+$.

**Proof.** We can use Theorem 6 to conclude that $W \in \mathcal{V}$ and $W$ is positive definite with respect to $\mathcal{F}(H^+)$. What remains is to prove that there exists $\gamma \in (0, 1)$ such that (14) holds for $H^+$ and $W$. Let $q \in \mathcal{F}(H^+)$ and $p \in \mathcal{F}(H^+) \cap H^+(y)$, then

$$W(p) = (V + \delta(\cdot | \mathcal{F}(H)))^*(p) = \sup_{x \in \mathcal{F}(H)} \{ p \cdot x - V(x) \}.$$
Note that if $H$ is a strict convex process, the condition $\text{dom } H + \mathbb{R}^n = \mathbb{R}^n$ holds immediately. This means that the previous theorem is a generalization of [18, Theorem 2.2].

The following theorem, which is based on [18, Theorem 2.4], provides conditions under which a strong Lyapunov function for a convex process $H$ can be transformed into a weak Lyapunov function for another convex process.

**Theorem 12.** Let $H$ and $G$ be closed convex processes such that $\mathcal{F}(H)^- \cap \text{cl}(\mathcal{F}(G)) = \{0\}$ and for all $x \in \mathcal{F}(H)$ and $q \in \mathcal{F}(G)$:

$$\inf_{p \in \mathcal{F}(H)^- \cap \mathcal{G}(G)} p \cdot x \leq \sup_{y \in \mathcal{F}(H) \cap H(x)} y \cdot q.$$  \hspace{1cm} (17)

If $V \in \mathcal{V}$ is a strong Lyapunov function for $H$, then $W := (V|_{\mathcal{F}(H)})^*$ is a weak Lyapunov function for $G$.

**Proof.** We can follow the proof of Theorem 11, to see that $WV$ and $W$ is positive definite with respect to $\mathcal{F}(G)$.

Note that to prove the theorem it suffices to prove that for every $q \in \mathcal{F}(G)$, the following holds:

$$\inf_{p \in \mathcal{F}(G)^- \cap \mathcal{G}(G)} W(p) \leq \gamma W(q).$$

Let $q \in \mathcal{F}(G)$, then:

$$\inf_{p \in \mathcal{F}(G)^- \cap \mathcal{G}(G)} W(p) = \inf_{x \in \mathcal{F}(H)} \sup_{y \in \mathcal{F}(H) \cap H(x)} \{p \cdot x - V(x)\}.$$

As $V|_{\mathcal{F}(H)}$ is coercive, we can swap the infimum and supremum using [2, Theorem 37.3], leading to:

$$\inf_{p \in \mathcal{F}(G)^- \cap \mathcal{G}(G)} W(p) = \sup_{x \in \mathcal{F}(H)} \inf_{y \in \mathcal{F}(H) \cap H(x)} \{p \cdot x - V(x)\}.$$

Then, we can apply the inequality of (17) to obtain:

$$\inf_{p \in \mathcal{F}(G)^- \cap \mathcal{G}(G)} W(p) \leq \sup_{x \in \mathcal{F}(H)} \inf_{y \in \mathcal{F}(H) \cap H(x)} \{q \cdot y - V(x)\}.$$

As $V$ is a strong Lyapunov function for $H$, we know that $V(x) \geq \frac{1}{\gamma} V(y)$ for all $y \in \mathcal{F}(H) \cap H(x)$.

$$\inf_{p \in \mathcal{F}(G)^- \cap \mathcal{G}(G)} W(p) \leq \sup_{x \in \mathcal{F}(H)} \inf_{y \in \mathcal{F}(H) \cap H(x)} \{q \cdot y - \frac{1}{\gamma} V(y)\} \leq \sup_{y \in \mathcal{F}(H)} \{q \cdot y - \frac{1}{\gamma} V(y)\} = \gamma W(q).$$

Thus proving the theorem.

So far, checking the conditions under which the previous theorem works might seem daunting. However, for a few choices of $G$, we can check this condition easily.

**Example 13.** If $G = H^+$, we see that the assumption that (17) is satisfied for all $x \in \mathcal{F}(H)$ and $q \in \mathcal{F}(H^+)$ holds immediately. As any strong Lyapunov function is a weak Lyapunov function, this reduces Theorem 12 to a specific case of Theorem 11.

**Example 14.** If $G = H^-$, the assumption that (17) is satisfied for all $x \in \mathcal{F}(H)$ and $q \in \mathcal{F}(H^-)$ is equivalent to the assumption that for all $x \in \mathcal{F}(H)$ and $q \in \mathcal{F}(H^+)$:

$$\sup_{x \in \mathcal{F}(H^-) \cap H^+(q)} p \cdot x \leq \inf_{y \in \mathcal{F}(H) \cap H(x)} y \cdot q.$$  \hspace{1cm} (18)

In turn, we can use [11, Theorem 2.9] to show that this follows if for example $\mathcal{F}(H) \subseteq \text{ri dom } H$. As an example, for linear processes this condition is always satisfied.

VI. CONCLUSIONS

In this paper, we have provided a new definition for Lyapunov functions for difference inclusions of nonstrict convex processes. As shown in a few examples, this definition better captures the stabilizability properties of these systems. Building on this definition, we have shown that under certain conditions, a weak Lyapunov functions for a convex process can naturally be transformed to a strong Lyapunov function for its dual. In addition we reveal conditions under which a strong Lyapunov function can be transformed to a weak Lyapunov function for another associated convex process. These results generalize known results and the conditions required on the domain are, in some sense, close to being necessary.
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