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Abstract. Let $\gamma_{a,b}(n)$ be the number of smooth words of length $n$ over the alphabet $\{a, b\}$ with $a < b$. Say that a smooth word $w$ is left fully extendable (LFE) if both $aw$ and $bw$ are smooth. In this paper, we prove that for any positive number $\xi$ and positive integer $n_0$ such that the proportion of $b$'s is larger than $\xi$ for each LFE word of length exceeding $n_0$, there are two constants $c_1$ and $c_2$ such that for each positive integer $n$, one has

$$c_1 \cdot n^{\log_{1+(a+b-2)(1-\xi)}(2b-1)} < \gamma_{a,b}(n) < c_2 \cdot n^{\log_{1+(a+b-2)/(a+b)}(2b-1)}.$$ 

In particular, taking $a = 1$ and $b = 2$ in the above inequalities arrives at Huang and Weakley’s result. Moreover, for 2-letter even alphabet $\{a, b\}$, there are two suitable constants $c_1$, $c_2$ such that

$$c_1 \cdot n^{\log_{(a+b)/2}((2b-1)/2)} < \gamma_{a,b}(n) < c_2 \cdot n^{\log_{((a+b)/2)/2}((2b-1)/2)}$$

for each positive integer $n$.
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1. Introduction

The curious Kolakoski sequence $K$ which Kolakoski introduced in [19], is the infinite sequence over the alphabet $\Sigma = \{1, 2\}$, which starts with 2 and equals the sequence defined by its run lengths:

$$K = 2 2 1 1 2 2 1 1 2 2 1 1 2 2 1 1 2 2 \cdots.$$

Here, a run is a maximal subsequence of consecutive identical symbols. The Kolakoski sequence $K$ has received a remarkable attention in $[1, 2, 3, \cdots, 26]$. For research situations of the Kolakoski sequence $K$ and related problems before 1996, readers can refer to Dekking [12].

Keane [17] asked whether the density of 1's in $K$ is 0.5. Chvátal [9] proved that the upper density of 1's as well as the upper density of 2's in $K$ is less than 0.500838. Steacy [24] studied the structure in the kolakoski sequence $K$ and obtained some conditions which are equivalent to Keane's problem.

In order to study whether the Kolakoski sequence $K$ is recurrent and/or is closed under complement, Dekking [11] introduced the notion of $C^\infty$-words over the alphabet $\{1, 2\}$ for the first time and noted that the finite factors of $K$ must be $C^\infty$-words. Moreover, he proved that there exists a suitable positive constant $c$ such that $c \cdot n^{2.15} \leq \gamma(n) \leq n^{7.2}$ and conjectured that there are suitable constants $c_1$ and $c_2$ such that $c_1 n^q \leq P_K(n) \leq c_2 n^q$, where $\gamma(n)$ denote the number of $C^\infty$-words of length $n$, $P_K(n)$ denote the number of subwords (factors) of length $n$ which occur in the Kolakoski sequence $K$, $q = (\log 3) / \log(3/2)$.

Weakley [26] showed that there are positive constants $C_1$ and $C_2$ such that for each $n$ satisfying $B(k - 1) + 1 \leq n \leq A(k) + 1$ for some $k$, $C_1 n^q \leq \gamma(n) \leq C_2 n^q$, where $A(k), B(k)$ denote respectively the minimum and the maximal length of FE words of height $k$ ( [26] Corollary 9).

Huang and Weakley [15] proved that for any positive number $\phi$ and positive integer $n_0$ satisfying $|u|_2 / |u| > \frac{1}{2} - \phi$ for each LDE word $u$ of length exceeding $n_0$, there are two suitable constants $c_1$ and $c_2$ such that

$$c_1 n^{\log 3 / (\log(3/2) + \phi + (2/N))} < \gamma(n) < c_2 n^{\log 3 / (\log(3/2) - \phi)}$$

for each $n \in N$.

With the best value known for $\phi$, and large $N$, this gives

$$c_1 n^{2.7087} < \gamma_1(n) < c_2 n^{2.7102}.$$
A naturally arising question is whether or not we can establish the estimates of subword complexity function of smooth words for the other 2-letter alphabets. This paper is a study of subword complexity function of smooth words for any 2-letter alphabets (Theorem 10). We establish the bounds of minimal and maximal heights of smooth words of length $n$ (Lemma 9), the best bounds of minimal and maximal heights of smooth words of length $n$ for 2-letter even alphabets (Lemma 13) and the good lower and upper bounds of the subword complexity function $\gamma_{a,b}(n)$ for 2-letter even alphabet $\{a, b\}$ (Theorem 14), which would give $\gamma_{a,b}(n) \approx cn^{\log(2b-1)/\log \frac{a+b}{2}}$, where $c$ is a suitable constant.

The paper is structured as follows. In Section 2, we shall first fix some notations and introduce some notions. Second in Section 3, we give some lemmas which are needed to establish the estimates of the complexity function for arbitrary 2-letter alphabets. Third, in Section 4, we obtain the lower and upper bounds of the subword complexity function of smooth words. Moreover, in Section 5, we establish the good lower and upper bounds of the subword complexity function $\gamma_{a,b}(n)$ for 2-letter even alphabets. Finally, in Section 6, we end this paper with some concluding remarks.

### 2. Definitions and notation

Let $\Sigma = \{a, b\}$ with $a < b$ and $a$, $b$ being positive integers, $\Sigma^*$ denotes the free monoid over $\Sigma$ with $\varepsilon$ as the empty word. A finite word over $\Sigma$ is an element of $\Sigma^*$. If $w = w_1w_2 \cdots w_n$, $w_i \in \Sigma$ for $i = 1, 2, \cdots, n$, then $n$ is called the length of the word $w$ and is denoted by $|w|$. Let $|w|_\alpha$ be the number of $\alpha$ which occur in $w$ for $\alpha \in \Sigma$, then $|w| = |w|_a + |w|_b$.

Given a word $w \in \Sigma^*$, a factor (or subword) $u$ of $w$ is a word $u \in \Sigma^*$ such that there exist $x, y \in \Sigma^*$ such that $w = xuy$. If $x = \varepsilon$ then $u$ is called prefix. A run (or block) is a maximal factor of the form $u = \alpha^k, \alpha \in \Sigma$. Finally, $N$ is the set of positive integers and the cardinal number of $A$ is denoted by $|A|$ for a set $A$.

The reversal (or mirror image) of $u = u_1u_2 \cdots u_n \in \Sigma^*$ is the word $\tilde{u} = u_nu_{n-1} \cdots u_2u_1$. The complement (or permutation) of $u = u_1u_2 \cdots u_n \in \Sigma^*$ is the word $\bar{u} = \bar{u}_1 \bar{u}_2 \cdots \bar{u}_n$, where $\bar{a} = b, \bar{b} = a$.

Now we generalize the definition of differentiable words, which Dekking first introduced in [11], to over arbitrary 2-letter alphabet $\{a, b\}$ from the alphabet $\{1, 2\}$.

To do so, for $w \in \Sigma^*$, $r(w)$ denotes the number of runs of $w$, $fr(w)$ and $lr(w)$...
denote the first and last runs of \( w \) respectively, and \( lfr(w) \) and \( llr(w) \) denote the lengths of the first and last run of \( w \) respectively. For example, if \( w = a^2b^2a^3b^3 \), then \( r(w) = 4, fr(w) = a^2, lr(w) = b^3, lfr(w) = 2 \) and \( llr(w) = 3 \).

Then we first need to introduce the concept of the closure of a word \( w \) over \( \Sigma \) in order to establish the notion of differentiable word for arbitrary 2-letter alphabets.

**Definition 1.** Let \( w \in \Sigma^* \) and

\[
  w = \alpha_{t_1} \bar{\alpha}_{t_2} \beta_{t_k},
\]

where \( \alpha \in \Sigma, \beta = \alpha \) if \( 2 \nmid k \), or else \( \beta = \bar{\alpha}, 1 \leq t_i \leq b \) for \( 1 \leq i \leq k \).

\[
  \hat{w} = \begin{cases} 
    w, & \text{if } lfr(w) \leq a \text{ and } llr(w) \leq a \\
    \alpha^{b-t_1}w, & \text{if } lfr(w) > a \text{ and } llr(w) \leq a \\
    w\beta^{b-t_k}, & \text{if } lfr(w) \leq a \text{ and } llr(w) > a \\
    \alpha^{b-t_1}w\beta^{b-t_k}, & \text{if } lfr(w) > a \text{ and } llr(w) > a
  \end{cases}
\]

Then \( \hat{w} \) is said to be the closure of a word \( w \).

For example, let \( w = 33111331331331133, u = 331313331, \) then \( u \) is a factor of \( w \), and \( \hat{w} = 33311331331331331133, \hat{u} = 333131333111 \). Thus \( \hat{u} \) is a factor of \( \hat{w} \), which also holds in general (see Lemma 3 (1)).

**Definition 2.** Let \( w \in \Sigma^* \) be of the form (2.1). If the length of every run of \( w \) only takes \( a \) or \( b \) except for the lengths of the first and last runs, then we call that \( w \) is differentiable, and its derivative, denoted by \( D(w) \), is the word whose \( j \)th symbol equals the length of the \( j \)th run of \( w \), discarding the first and/or the last run if its length is less than \( b \).

If \( \hat{w} \) is differentiable, then we call that \( w \) is closurely differentiable. If a finite word \( w \) is arbitrarily often closurely differentiable, then we call \( w \) a \( C_{a,b}^\infty \)-word or a smooth word over the alphabet \( \{a, b\} \), and the set of all smooth words over the alphabet \( \{a, b\} \) is denoted by \( C_{a,b}^\infty \) or \( C^\infty \).

Let \( \rho(w) = D(\hat{w}) \), then it is clear that \( w \) is a smooth word if and only if there is a positive integer \( k \) such that \( \rho^k(w) = \varepsilon \).

Note that if \( b = a + 1 \) then \( \hat{w} = w \). Thus, \( w \) is differentiable if and only if \( w \) is closurely differentiable, which suggests that \( w \) is a smooth word if and only if there is a positive integer \( k \) such that \( D^k(w) = \varepsilon \).
By the definition 2, it is clear that if $b - a \geq 2$ and $a \neq 2$, then $a^{b-1}b^a a^b b^{-1}$ is differentiable but not closurely differentiable. Moreover, $D$ is an operator from $\Sigma^*$ to $\Sigma^*$, $r(w) \leq |D(w)| + 2$ and

$$D(\hat{w}) = \begin{cases} 
  bD(w), & b > lfr(w) > a \text{ and } llr(w) \leq a \\
  D(w)b, & b > llr(w) > a \text{ and } lfr(w) \leq a \\
  bD(w)b, & b > lfr(w) > a \text{ and } b > llr(w) > a \\
  D(w), & \text{otherwise}
\end{cases} \quad (2.2)$$

From (2.2), it follows that if $w$ is closurely differentiable, then it must be differentiable.

A word $v$ such that $D(v) = w$ is said to be a primitive of $w$. The two primitives of $w$ having minimal length are the shortest primitives of $w$. For example, $b$ have $2b^2$ primitives of the form $\alpha^i \hat{\alpha}^b \alpha^j$, where $\alpha = a, b$, $i, j = 0, 1, \cdots b - 1$, and $a^b, b^b$ are the shortest primitives. It is easy to see that for any word $w \in C^\infty$, there are at most $2b^2$ primitives, and the difference of lengths of two primitives of $w$ is at most $2(b - 1)$.

The height of a smooth word $w$ is the smallest integer $k$ such that $D^k(w) = \varepsilon$. We write $ht(w)$ for the height of $w$. For example, if $w = 32^33^32^33^22^33^32^3$, then $ht(w) = 3$.

It immediately follows from the definition 2 that

(1) $D(\hat{u}) = \hat{D(u)}$, $D(\tilde{u}) = D(u)$ for each $u \in \Sigma^*$
(2) $w \in C^\infty \iff \hat{w}, \tilde{w} \in C^\infty$.

### 3. Some lemmas

The following Lemmas 3 to 5 reveal the relations among the operators mirror image, complement, closure and derivative.

**Lemma 3** ([16], Lemma 5). Let $w$ be a differentiable word and $u$ is a factor of $w$. Then

(1) both $\hat{u}$ and $w$ are factors of $\hat{w}$;
(2) $\hat{\hat{w}} = \tilde{w}, \tilde{\hat{w}} = \hat{\tilde{w}}$;
(3) $D(u)$ is a factor of $D(w)$;
(4) If $w$ is closurely differentiable, then both $\rho(u)$ and $D(w)$ are factors of $\rho(w)$, and $\rho(\hat{w}) = \rho(w)$, $\rho(\tilde{w}) = \rho(w)$.
**Proof.** (1) From the definition 1 of the closure of a word, it follows the assertion (1).

(2) It immediately follows from the definitions of the closure, complement and mirror image of a word \( w \) and the definition of the operators \( \rho \).

(3) Since \( u \) is a factor of \( w \), by the definition 2 of the derivative of a word \( w \), we see that \( D(u) \) is a factor of \( D(w) \).

(4) Since \( w \) is closurely differentiable and \( \rho(w) = D(\hat{w}) \), by the assertion (1), \( \hat{u} \) and \( w \) are both factors of \( \hat{w} \). Moreover by the assertion (3), we see that \( D(\hat{u}) \) and \( D(w) \) are factors of \( D(\hat{w}) \), that is, both \( \rho(u) \) and \( D(w) \) are factors of \( \rho(w) \). Finally, by the assertion (2), we have \( \rho(\hat{w}) = D(\hat{w}) = D(\bar{w}) = D(\hat{w}) = \rho(w) \). Similarly, \( \rho(\hat{w}) = D(\hat{w}) = D(\bar{w}) = \bar{D}(\hat{w}) = \bar{\rho}(w) \).

From the definitions 1-2, it immediately follows that

**Lemma 4** ([16], Lemma 6). Let \( w = w_1w_2 \cdots w_n \) be a differentiable word with \( n \geq a + 1 \).

1. If \( lfr(w) = b \) then \( w_iw \) is not a differentiable word and \( D(\bar{w}_i^i w) = D(w) \) for \( i \leq b - 1 \);
2. If \( lfr(w) < b \) then \( D(\bar{w}_i^b-lfr(w)) = bD(w) \);
3. If \( lfr(w) \leq a \) and \( r(w) > 1 \) then \( D(\bar{w}_1a-lfr(w)) = aD(w) \).

**Lemma 5** ([16], Lemma 7). (1) Let \( w = w_1w_2 \cdots w_n \) be a smooth word. Then any factor of \( w \) is also a smooth word;

2. Any smooth word \( w = w_1w_2 \cdots w_n \) has both a left and a right smooth extensions.

**Proof.** (1) If \( w \) is a smooth word and \( u \) is a factor of \( w \), then note that \( w \in C^\infty \iff \rho^k(w) = \varepsilon \) for some positive integer \( k \), by Lemma 3 (4), we obtain that \( \rho^i(u) \) is a factor of \( \rho^i(w) \) for any positive integer \( i \leq k \). And hence \( \rho^k(w) = \varepsilon \) suggests \( \rho^k(u) = \varepsilon \), so that \( u \) is a smooth word.

(2) We verify the assertion (2) by induction on \( |w| \). Since \( D(\bar{w}) = \bar{D}(w) \), we only need to verify that \( w \) has a left smooth extension. It is clear that if \( r(w) \leq 1 \), where \( r(w) \) is the number of runs of \( w \), then the assertion (2) holds. We proceed to the induction step. Assume now that \( r(w) \geq 2 \) and the assertion (2) holds for smooth words shorter than \( w \).

If \( lfr(w) \leq a \) then by Lemma 4 (2-3), we have \( D(\bar{w}_1a-lfr(w)) = aD(w) \) and \( D(\bar{w}_1b-lfr(w)) = bD(w) \). Thus by \( |D(w)| < |w| \), we see that at least one of \( aD(w) \) and \( bD(w) \) is a smooth word, which means that \( w \) has a left smooth extension.
If \( b > \text{lfr}(w) > a \), then by \( w \in C^\infty \), we obtain that \( \hat{w} \) is a left smooth extension of \( w \).

If \( b = \text{lfr}(w) \), then by Lemma 4 (1), we see that \( \bar{w}_1w \) is a left smooth extension of \( w \). \( \square \)

Now we are in a position to generalize the notion of LDE words to over arbitrary 2-letter alphabets from the alphabet \( \{1, 2\} \), which Weakley first introduced in [26].

If \( aw \) and \( bw \) are both smooth, then the word \( w \) is said to be left fully extendable (LFE). Clearly, LFE words are closed under complement. For every nonnegative integer \( k \), let \( LF_k \) denote the set of LFE words of length \( k \).

Let \( \gamma_{a,b}(k) \) denote the number of smooth words of length \( k \) over the alphabet \( \{a, b\} \). Being similar to Weakley [26], define the differences of \( \gamma_{a,b} \) by \( \gamma'_{a,b}(k) = \gamma_{a,b}(k+1) - \gamma_{a,b}(k) \) for each \( k \geq 0 \). From the definition of LFE words, it immediately follows that \( \gamma'_{a,b}(k) = |LF_k| \) for each nonnegative integer \( k \). Since \( \gamma(0) = \gamma'(0) = 1 \), so

\[
\gamma_{a,b}(k) = \gamma_{a,b}(0) + \sum_{i=0}^{k-1} \gamma'_{a,b}(i) = 1 + \sum_{i=0}^{k-1} |LF_i| = 2 + \sum_{i=1}^{k-1} |LF_i| \text{ for } k \geq 1. \tag{3.1}
\]

**Lemma 6.** Let \( w = w_1w_2 \cdots w_k \) be a smooth word, where \( k \in N \). If \( w \) is a LFE word then \( D(w) \) is also a LFE word, and if \( k \geq b \) or \( r(w) > 1 \) then \( w = w_1^aw_{a+1} \cdots w_k \), where \( w_1 \neq w_{a+1} \).

**Proof.** Assume that \( w \) is a LFE word of length exceeding 0. If \( k = |w| < b \) then it follows from both \( w_1w \) and \( \bar{w}_1w \) being smooth words that \( w = \alpha^t \beta^j \), where \( \alpha \in \Sigma, \beta = \alpha \) if \( 2 \nmid t \), otherwise \( \beta = \bar{\alpha}, 0 \leq j, t \leq b - 1, j + t \geq 1, k = t \cdot a + j \). So \( D(w) = a^{t-1} \) if \( j, t \geq 1 \), or else \( D(w) = \varepsilon \). So, in view of \( t < b \) we see that \( aD(w) \) and \( bD(w) \) are both smooth words, that is, \( D(w) \) is a LFE word.

If \( k \geq b \), since \( w_1w \) is a smooth word, we get \( \text{lfr}(w) < b \), which suggests that \( w = w_1^aw_{a+1} \cdots w_k \) and \( w_{a+1} \neq w_1 \) by \( \bar{w}_1w \in C^\infty \). Moreover, note that each smooth word has a left smooth extension (Lemma 5 (2)), from \( w_1w, \bar{w}_1w \in C^\infty \) it follows that \( aD(w)(= D(\bar{w}_1w)) \) and \( bD(w)(= D(w_1^b-a)w) \) are both smooth words, that is, \( D(w) \) is a LFE word. \( \square \)

Let \( LF \) denote the set \( \bigcup_{i=0}^{\infty} LF_i \) and \( P(A) = \{ u \in LF : |u| > 0 \text{ and } D(u) \in A \} \) for \( A \subseteq \Sigma^* \). We now give the number of the elements contained in \( P^j(\varepsilon) \) for \( j \in N \).

**Lemma 7.** \( |P^j(\varepsilon)| = 4(b-1)(2b-1)^{j-1} \) for \( j \in N \).
Proof. By Lemma 6 and the definition of $P(A)$, we see that $P^{j+1}(\varepsilon)$ is exactly composed of all LFE primitives of $P^j(\varepsilon)$.

Since for each LFE words of the form $\alpha \ldots b$ there are exactly $2b$ LFE primitives:

$$\beta^a \Delta_\beta^{-1}(\alpha \ldots b) \gamma^j,$$

where $\alpha, \beta \in \Sigma$, $j = 0, 1, \ldots, b - 1$; $\gamma = \beta$ if $2 \mid |\alpha \ldots b|$, or else $\gamma = \beta$.

for each LFE words of the form $\alpha \ldots a$ there are exactly $2(b - 1)$ LFE primitives:

$$\beta^a \Delta_\beta^{-1}(\alpha \ldots a) \gamma^j,$$

where $\alpha, \beta \in \Sigma$, $j = 1, \ldots, b - 1$; $\gamma = \beta$ if $2 \mid |\alpha \ldots a|$, or else $\gamma = \beta$.

In addition, because of $\alpha \ldots b = \bar{\alpha} \ldots a$, we see that the numbers of LFE words of the form both $\alpha \ldots b$ and $\alpha \ldots a$ are equal in all LFE words of the same heights. It follows that

$$|P^j(\varepsilon)| = 2b \cdot \frac{1}{2} |P^{j-1}(\varepsilon)| + 2(b - 1) \cdot \frac{1}{2} |P^{j-1}(\varepsilon)|$$

$$= (2b - 1) |P^{j-1}(\varepsilon)|$$

for $j \in N$, which suggests that

$$|P^j(\varepsilon)| = (2b - 1)^{j-1} |P(\varepsilon)|.$$ (3.2)

Since the primitives of $\varepsilon$ are of the form $\alpha^i \bar{\alpha}^j$, where $0 \leq i, j \leq b - 1$ and $i + j \geq 1$, so by $\bar{\alpha}(\alpha^i \bar{\alpha}^j) \in C^\infty$, we get that if $i \geq 1$ and $j \geq 1$ then $i = a, j = 1, 2, \ldots, b - 1$, if $i \geq 1$ and $j = 0$ then $\alpha^{i+1}$, $\bar{\alpha} \alpha^i \in C^\infty$, which suggests $1 \leq i \leq b - 1$. Thus $\varepsilon$ have exactly $4(b - 1)$ LFE primitives. Thus (3.2) gives the desired result. □

Lemma 8. Let $\xi$ be a positive real number and $n_0$ a positive integer such that

$$|u|_a/|u| > \xi$$

for every LFE word $u$ of length exceeding $n_0$. (3.3)

Then

(1) $|D(w)| \leq \alpha |w|$ for each LFE word $w$ with $|w| > N_0$, where $\alpha = 1/(1 + (a + b - 2)\xi)$, $N_0$ is a suitable positive integer.

(2) $|w| \leq \beta |D(w)| + q$ for each LFE word $w$, where $\beta = 1 + (a + b - 2)(1 - \xi)$, $q$ is a suitable positive constant.

Proof. (1) Since the complement of any smooth word is still a smooth word of the same length and $|u|_a = |\bar{u}|_b$, the hypothesis (3.3) of Lemma 8 means that

$$|u|_a/|u| > \xi$$

for every LFE word $u$ with $|u| \geq n_0$. (3.4)
It is easy to see

\[ |w| = |D(w)| + (a-1)|D(w)|_a + (b-1)|D(w)|_b + c, \text{ where } 0 \leq c \leq 2(b-1). \] (3.5)

From (3.3) to (3.5), one has \(|w| \geq (1 + (a+b-2)\xi)|D(w)| \) for \(|D(w)|_b/|D(w)| > \xi\), which implies \(|D(w)| < \alpha|w|\) for every LFE word \(w\) with \(|w| \geq N_0\), where \(N_0\) is a suitable positive integer such that \(|D(w)| \geq n_0\) as soon as \(|w| \geq N_0\).

(2) As \(|D(w)|_a/|D(w)| + |D(w)|_b/|D(w)| = 1\), from (3.3) and (3.4) ones get

\[ |D(w)|_a/|D(w)| < 1 - \xi \text{ for each LFE word } w \text{ with } |w| \geq N_0, \] (3.6)
\[ |D(w)|_b/|D(w)| < 1 - \xi \text{ for each LFE word } w \text{ with } |w| \geq N_0. \] (3.7)

So, from (3.5) to (3.7) it follows that \(|w| \leq \beta|D(w)| + 2(b-1)\) for \(|w| \geq N_0\), which means that (2) also holds. □

The next lemma establishes the bounds of the heights of \(C^\infty\)-words of length \(n\), which is of independent interest.

**Lemma 9.** Let \(ht_{max}(n)\) and \(ht_{min}(n)\) denote respectively the maximal and the minimal heights of LFE words of length \(n\), then for any positive number \(\xi\) and positive integer \(n_0\) satisfying \(|u|_b/|u| > \xi\) for each LFE word \(u\) with \(|u| > n_0\), there are two suitable constants \(t_1\) and \(t_2\) such that for every positive integer \(n\), one has

\[ ht_{min}(n) > \frac{\log n}{\log(1 + (a + b - 2)(1 - \xi))} + t_1, \] (3.8)
\[ ht_{max}(n) < \frac{\log n}{\log(1 + (a + b - 2)\xi)} + t_2, \] (3.9)

where \(t_1 = -\frac{\log(2(b-1) + \frac{1}{\log \beta})}{\log \beta}\), \(q\) and \(\beta\) are determined by Lemma 8 (2).

**Proof.** First, one checks (3.9). Since \(|D(w)| < |w|\) for each \(|w| > 0\), and \(|D(w)| \leq \alpha|w|\) for each LFE word \(w\) satisfying \(|w| \geq N_0\) by Lemma 8 (1).

Let \(k_0 - 1\) be the greatest height of all LFE words of length \(< N_0\) and \(m_0\) is the least positive integer such that if \(|w| = m_0\), then the height of each LFE word \(w\) is no less than \(k_0\). Thus for every LFE word \(w\), if \(|w| \geq m_0\), then one can get

\[ |D^k(w)| < \alpha^{k-k_0}|w| \text{ for } k \geq k_0. \]

Hence

\[ |D^k(w)| < 1 \text{ as soon as } \alpha^{k-k_0}|w| \leq 1 \]

\[ \iff k \geq \log(|w|)/\log(1/\alpha) + k_0, \]
which means that the height $k-1$ of $w$ is smaller than $\log(|w|)/ \log(1+(a+b-2)\xi)+k_0$. Since there are only finite many LFE words satisfying $|w| < m_0$, so there is a suitable constant $t_2$ such that (3.9) holds for each LFE word.

Second, by Lemma 8 (2), one has $|w| \leq \beta|D(w)| + q$ for each LFE word $w$, where $\beta = 1 + (a + b - 2)(1 - \xi)$, $q$ is a suitable constant, which means that

$$|w| < \beta^k|D^k(w)| + q\frac{\beta^k - 1}{\beta - 1}$$

$$< 2(b - 1)\beta^k + \frac{q\beta^k}{\beta - 1}$$

$$= (2(b - 1) + \frac{q}{\beta - 1})\beta^k$$

$$= m\beta^k,$$

where $m = 2(b - 1) + q/(\beta - 1)$, $k$ is the height of $w$. Thus the length $|w|$ of a LFE word $w$ of height $k$ is less than $m\beta^k$, and it follows that

$$k > (\log |w| - \log m)/ \log \beta,$$

which gives the desired lower bound of $ht_{\min}(n)$, where $t_1 = -\log m/ \log \beta$. □

**Remark 1.** (1) From (3.3) and (3.4) it immediately follows that the positive real number $\xi$ satisfying the condition (3.3) must be smaller than 1/2.

(2) From the proof of Lemma 8 we easily see that if we substitute LFE words in Lemma 8 with some infinite subclass of smooth words, which is closed under complement, then the corresponding result also holds.

(3) From the proof of Lemma 9 we see that if we replace LFE words in Lemma 9 with some infinite subclass of smooth words, which is closed under both complement and the operator $D$, then the corresponding result still holds.

### 4. The subword complexity of smooth words

Now, we can establish our main result on subword complexity function $\gamma_{a,b}(n)$ of smooth words over 2-letter alphabets.

**Theorem 10.** For any positive real number $\xi$ and positive integer $n_0$ satisfying $|u|_b/|u| > \xi$ for every LFE word $u$ with $|u| > n_0$, there exist two suitable constants $c_1$ and $c_2$ such that

$$c_1n^{\frac{\log(2b-1)}{\log(1+(a+b-2)(1-\xi))}} \leq \gamma_{a,b}(n) \leq c_2n^{\frac{\log(2b-1)}{\log(1+(a+b-2)\xi)}}$$

for every positive integer $n$. 
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Proof. First, from the definition of $ht_{\text{max}}(n)$, one sees that the length of LFE words of the height larger than $ht_{\text{max}}(n)$ must be larger than $n$. Thus $\cup_{i=1}^{n-1} LF_i \subseteq \cup_{j=1}^{ht_{\text{max}}(n)} P^j(\varepsilon)$. So from (3.1) and Lemma 7, for any $n \in N$, one has

$$\gamma_{a,b}(n) = 2 + \sum_{i=1}^{n-1} |LF_i|$$

$$\leq 2 + \sum_{j=1}^{ht_{\text{max}}(n)} |P^j(\varepsilon)|$$

$$= 2 + \sum_{j=1}^{ht_{\text{max}}(n)} 4(b-1) \cdot (2b-1)^{j-1}$$

$$= 2 \cdot (2b-1)^{ht_{\text{max}}(n)}.$$  \hspace{1cm} (4.1)

So combining (3.9) and (4.1) yields the desired upper bound of $\gamma_{a,b}(n)$, where $c_2 = 2(2b-1)^{t_2}$.

Second, from the definition of $ht_{\text{min}}(n)$, it follows that the length of all LFE words with the height no more than $ht_{\text{min}}(n) - 1$ must be less than $n$. Thus, again from (3.1) and Lemma 7, for any $n \in N$ one can get

$$\gamma_{a,b}(n) = 2 + \sum_{i=1}^{n-1} |LF_i|$$

$$\geq 2 + \sum_{j=1}^{ht_{\text{min}}(n)-1} |P^j(\varepsilon)|$$

$$= 2 + \sum_{j=1}^{ht_{\text{min}}(n)-1} 4(b-1) \cdot (2b-1)^{j-1}$$

$$= 2 \cdot (2b-1)^{k},$$ \hspace{1cm} (4.2)

where $k = ht_{\text{min}}(n) - 1$. Thus, the desired lower bound of $\gamma_{a,b}(n)$ is obtained from (3.8) and (4.2), where $c_1 = 2(2b-1)^{t_1-1}$, $t_1$ is decided by Lemma 9. \hspace{1cm} $\square$

Remark 2. Theorem 10 indicates that only if we could get lower and upper bounds of letters frequency of LFE words, then correspondingly we could obtain an estimate of subword complexity function $\gamma_{a,b}(n)$ of smooth words.

Taking $\Sigma = \{1, 2\}$ in Theorem 10, we obtain

Corollary 11. For any positive number $\xi$ and positive integer $n_0$ satisfying $|u|_2/|u| > \xi$ for each LDE word $u$ with $|u| > n_0$, there exist two suitable constants $c_1$ and $c_2$ such that

$$c_1 \cdot n^{\log_3 \log(2-\xi)} \leq \gamma_{1,2}(n) \leq c_2 \cdot n^{\log_3 \log(1+\xi)}$$

for each $n \in N$. \hspace{1cm} 11
It is obvious that Corollary 11 suggests the main Theorem 1 in [15].

5. The subword complexity of smooth words on 2-letter even alphabets

Lemma 12. If \( w \) is a 2-times differentiable finite word over 2-letter even alphabet \( \{a, b\} \), then

\[
\begin{align*}
(1) \quad |w|_a - |w|_b & \leq b; \\
(2) \quad \frac{1}{2} - \frac{b}{2|w|} & \leq \frac{|w|_b}{|w|} \leq \frac{1}{2} + \frac{b}{2|w|}; \\
(3) \quad \lim_{|w| \to \infty} \frac{|w|_a}{|w|} = \lim_{|w| \to \infty} \frac{|w|_b}{|w|} = \frac{1}{2}; \\
(4) \quad \rho |D(w)| - q_2 \leq |w| \leq \rho |D(w)| + q_1,
\end{align*}
\]

where \( q_1 = (\rho - 1)b + 2(b - 1) \), \( q_2 = (\rho - 1)b \), \( \rho = \frac{a+b}{2} \).

**Proof.** It is obvious that \( (1) \Rightarrow (2) \Rightarrow (3) \). So we only need to check \( (1) \) and \( (4) \).

(1) Since \( w \in C_{a,b}^2 \), we have \( D^2(w) \in \Sigma^* \). Thus \( D^2(w) = \alpha t_1 \bar{\alpha} t_2 \cdots \beta t_k \), where \( \alpha \in \Sigma \), \( t_i \in \mathbb{N} \) for \( i = 1, 2, \cdots, k \), and if \( 2 \mid k \) then \( \beta = \bar{\alpha} \), otherwise \( \beta = \alpha \). It follows that

\[
\begin{align*}
\Delta_{\gamma_1}^{-1}(D^2(w)) &= \gamma_{t_1}^{\alpha} \gamma_{t_2}^{\alpha} \cdots \gamma_{t_k}^{\beta} \cdots \gamma_{k+1}^{\beta}, \\
D(w) &= \bar{\gamma}_1 \Delta_{\gamma_1}^{-1}(D^2(w)) \gamma_{k+1}^j, \tag{5.1}
\end{align*}
\]

where \( 0 \leq i, j \leq b - 1 \), \( \gamma_i \in \Sigma \) and if \( 2 \mid t_m \) then \( \gamma_{m+1} = \gamma_m \) or else \( \gamma_{m+1} = \bar{\gamma}_m \).

Note that \( a \) and \( b \) are both even numbers, from (5.1) it immediately follows

\[
\Delta_{\gamma_1}^{-1}(\Delta_{\gamma_1}^{-1}(D^2(w)))) = \gamma_{\gamma_1}^{\gamma_1} \cdots \gamma_{\gamma_1}^{\gamma_1} \gamma_{\gamma_1}^{\gamma_1} \cdots \gamma_{\gamma_1}^{\gamma_1} \cdots \gamma_{\gamma_1}^{\gamma_1} \gamma_{\gamma_1}^{\gamma_1} \cdots \gamma_{\gamma_1}^{\gamma_1} \gamma_{\gamma_1}^{\gamma_1} \cdots \gamma_{\gamma_1}^{\gamma_1}, \tag{5.3}
\]

where \( \alpha, \beta, \gamma, \gamma_1, \cdots, \gamma_{k+1} \in \Sigma \).

Then (5.3) gives

\[
|\Delta_{\gamma}^{-1}(\Delta_{\gamma_1}^{-1}(D^2(w))))|_a = |\Delta_{\gamma}^{-1}(\Delta_{\gamma_1}^{-1}(D^2(w))))|_b = \frac{1}{2}. \tag{5.4}
\]
Now from (5.2) ones get

\[ w = \xi^c_1 \Delta_\xi^{-1}(D(w))\eta^{c_2} \]

\[ = \xi^c_1 \Delta_\xi^{-1}(\gamma^i_1)\Delta_{\mu}^{-1}(\Delta_{\gamma^i_1}(D^2(w)))\Delta_{\mu}^{-1}(\gamma^j_{k+1})\eta^{c_2} \]  \hspace{1cm} (5.5)

where 0 ≤ i, j, c_1, c_2 ≤ b - 1, \mu = \bar{\xi} if 2 | i or else \mu = \xi, \eta = \bar{\xi} if 2 | (i + j) or else \eta = \xi. Note that

\[ ||\xi^c_1 \Delta_\xi^{-1}(\gamma^i_1)|_{\alpha} - |\xi^c_1 \Delta_\xi^{-1}(\gamma^i_1)|_{\bar{\alpha}}| \leq b, \]

\[ ||\Delta_{\mu}^{-1}(\gamma^j_{k+1})\eta^{c_2}|_{\alpha} - |\Delta_{\mu}^{-1}(\gamma^j_{k+1})\eta^{c_2}|_{\bar{\alpha}}| \leq b. \]

And if

\[ |\xi^c_1 \Delta_\xi^{-1}(\gamma^i_1)|_{\alpha} \geq |\xi^c_1 \Delta_\xi^{-1}(\gamma^i_1)|_{\bar{\alpha}} \]

then

\[ |\Delta_{\mu}^{-1}(\gamma^j_{k+1})\eta^{c_2}|_{\alpha} \leq |\Delta_{\mu}^{-1}(\gamma^j_{k+1})\eta^{c_2}|_{\bar{\alpha}}. \]

Thus combining (5.4) and (5.5) produces the desired result (1).

(4) From (1) it immediately follows that

\[ |w|_{\alpha} - b \leq |w|_{\bar{\alpha}} \leq |w|_{\alpha} + b \text{ for } \alpha \in \Sigma. \]  \hspace{1cm} (5.6)

Since |w| = |w|_{\alpha} + |w|_{\bar{\alpha}}, from (5.6) we get

\[ \frac{|w|}{2} - \frac{b}{2} \leq |w|_{\alpha} \leq \frac{|w|}{2} + \frac{b}{2} \text{ for } \alpha \in \Sigma. \]  \hspace{1cm} (5.7)

So, combining (3.5) and (5.7) gives the desired result (4). □

From Remark 1 and Lemma 12 (4), we can establish the following useful bounds of the heights of smooth words of length \( n \) for 2-letter even alphabets.

**Lemma 13.** Let \( a, b \) be both even numbers. Then there are two constants \( t_1, t_2 \) such that for each positive integer \( n \), ones have

\[ ht_{\min}(n) > \frac{\log n}{\log \rho} + t_1, \]  \hspace{1cm} (5.8)

\[ ht_{\max}(n) < \frac{\log n}{\log \rho} + t_2, \]  \hspace{1cm} (5.9)

where

\[ t_1 = -\frac{\log(3b - 2 + 2(b - 1))}{\log \rho}, \]
\[ t_2 = 2 - \log \left( \frac{2}{\rho - 1} \right) \frac{\rho - 2 - \log(\rho - 2)}{\log(\rho - 1)} \]

\[ \rho = \frac{a + b}{2}, \]

\[ -2.3347 < -\frac{\log 13}{\log 3} \leq t_1 < -1, \quad 0.7944 < 2 - \frac{\log 20}{\log 12} \leq t_2 \leq 2 - \frac{\log 2}{\log 3} \approx 1.36907. \]

**Proof.** First, from the proof of (3.8) and the right half part of Lemma 12 (4) it immediately follows the desired lower bound of \( h_{\text{min}}(n) \), where

\[ t_1 = - \frac{\log(3b - 2 + \frac{4(b - 1)}{a + b - 3})}{\log \frac{b + a}{2}}. \]

Thus

\[ t_1 < - \frac{\log b}{\log \frac{b + b}{2}} = -1, \]

and if \( a = b - 2 \) then

\[ t_1 = - \frac{\log(3b - 2 + \frac{2(b - 1)}{b - 2})}{\log(b - 1)} \to -1 \quad (b \to \infty). \]

If \( b = 4 \) then \( a = 2 \), which means \( t_1 = - \frac{\log 13}{\log 3} \). For \( b \geq 4 \), we have

\[ t_1 \geq - \frac{\ln(3b - 2 + \frac{4(b - 1)}{b})}{\ln \frac{b + 2}{2}} = - \frac{\ln \frac{3b^2 + 2b - 4}{b}}{\ln \frac{b + 2}{2}}. \]  

Let

\[ g(b) = \ln 3 \ln \frac{3b^2 + 2b - 4}{b} - \ln 13 \ln \frac{b + 2}{2}, \]

then

\[ g'(b) = (\ln 3) \frac{3b^2 + 4}{3b^2 + 2b^2 - 4b} - \frac{\ln 13}{b + 2}. \]

By Maple, we easily see that the roots of the equation \( 3(\ln 3 - \ln 13)b^3 + (6 \ln 3 - 2 \ln 13)b^2 + 4(\ln 3 + \ln 13)b + 8 \ln 3 = 0 \) are approximately equal to \(-1.003, -0.894, 2.229\). Hence, since \( g'(4) < 0 \) and \( g'(b) \) is continuous in \([4, +\infty)\), we obtain \( g'(b) < 0 \) for all \( b \geq 4 \). Therefore \( g(b) \leq g(4) = 0 \), which suggests

\[ \frac{\ln \frac{3b^2 + 2b - 4}{b}}{\ln \frac{b + 2}{2}} \leq \frac{\ln 13}{\log 3}. \]
Then (5.10) gives \( t_1 \geq -\frac{\log 13}{\log 3} \).

Second, we use an argument similar to the proof of (3.8) to obtain the upper bound of \( ht_{\text{max}}(n) \). Note that if \( ht(w) \geq 2 \), then \(|w| > 2b\). Then from the left half part of Lemma 12 (4), we get

\[
|D(w)| < \frac{1}{\rho} |w| + b. \tag{5.11}
\]

Now assume \( w \) is a smooth word of length \( n \) with height \( k \) larger than or equal to 2. Since \( ht(w) \geq 2 \), from (5.11), we arrive at

\[
2b < \left| D^{k-2}(w) \right| < \frac{1}{\rho} \left| D^{k-3}(w) \right| + b < \frac{1}{\rho^2} \left| D^{k-4}(w) \right| + \frac{1}{\rho} b + b < \cdots \]

\[
< \frac{1}{\rho^{k-2}} |w| + \frac{1}{\rho^{k-3}} b + \cdots + \frac{1}{\rho^2} b + \frac{1}{\rho} b + b < \frac{1}{\rho^{k-2}} |w| + \frac{1}{1 - \rho^{-1}} b.
\]

Thus

\[
\rho^{k-2} < \frac{|w|}{\tau}, \text{ where } \tau = \frac{\rho - 2}{\rho - 1} b,
\]

which means

\[
k < \frac{\log n}{\log \rho} + 2 - \frac{\log \tau}{\log \rho}, \tag{5.12}
\]

Note that the length \( n \) of a smooth word of height 1 is greater than or equal to \( a + 2 \geq 4 \), so

\[
\frac{\log n}{\log \rho} + 2 - \frac{\log \tau}{\log \rho} \geq 2 + \frac{4(\rho - 1)}{b(\rho - 2)} \geq 1,
\]

which means (5.12) holds for every smooth word. Now from (5.12) it immediately follows the desired upper bound (5.9) of \( ht_{\text{max}}(n) \).

From

\[
(b - 3)^2 - (a - 1)^2 - 8 \geq 0 \text{ for } b \geq a + 4,
\]

we get

\[
(b - a)(a + b - 4) \geq 2(a + b),
\]
\[2b - (a + b) \geq \frac{2(a + b)}{a + b - 4},\]

\[b \geq \rho + \frac{\rho}{\rho - 2},\]

\[\frac{b\rho - 2}{\rho - 1} \geq \rho,\]

which means

\[\frac{\log(\frac{(a+2)b}{\rho})}{\log \rho} > 1 > \frac{\log 2}{\log 3} \text{ for } b \geq a + 4.\]

Thus if \(b \geq a + 4\) then \(t_2 \leq 2 - \frac{\log 2}{\log 3} \approx 1.36907.\)

If \(b = a + 2\) then \(\rho = a + 1\), so

\[t_2 = 2 - \frac{\ln \frac{(a-1)(a+2)}{a}}{\ln(a+1)}.\]

Let

\[f(a) = \ln(3) \ln \frac{(a-1)(a+2)}{a} - \ln(2) \ln(a + 1)\]

then

\[f'(a) = \ln(3) \frac{a^2 + 2}{(a-1)(a+2)a} - \frac{\ln 2}{a + 1}\]

\[> \ln(3)\left(\frac{a^2 + 2}{(a-1)(a+2)a} - \frac{1}{a + 1}\right)\]

\[= \ln(3) \frac{4a + 2}{(a^2 - 1)(a+2)a}\]

\[> 0 \text{ for every } a > 1.\]

Hence, \(f(a) \geq f(2) = 0\) for each \(a \geq 2\), that is,

\[\frac{\ln \frac{(a-1)(a+2)}{a}}{\ln(a + 1)} \geq \frac{\ln 2}{\ln 3} \text{ for each } a \geq 2,\]

which also gives the desired result \(t_2 \leq 2 - \frac{\log 2}{\log 3}.\)

Finally, machine computation shows

\[t_2 \geq 2 - \frac{\log 20}{\log 12} \text{ for } b \leq 58.\]  \hfill (5.13)

Moreover, in view of \(a < b\), we obtain

\[t_2 \geq 2 - \frac{\log b}{\log \frac{b}{2}}.\]  \hfill (5.14)
And let
\[ h(b) = 2 - \frac{\ln b}{\ln \frac{b}{2}}, \]
then
\[ h'(b) = \frac{\frac{1}{b}(\ln b - \ln \frac{b}{2})}{(\ln \frac{b}{2})^2} > 0 \text{ for } b \geq 4. \]
which means
\[ h(b) \geq h(60) \approx 0.7962 > 2 - \frac{\log 20}{\log 12} \text{ for } b \geq 60. \]
Thus (5.13), (5.14) and (5.15) give the desired lower bound of the constant \( t_2. \)

**Theorem 14.** Let \( a, b \) be both even numbers. Then there exist two suitable constants \( c_1, c_2 \) such that
\[ c_1 n^{\log(2b-1)/\log 2} \leq \gamma_{a,b}(n) \leq c_2 n^{\log(2b-1)/\log 2}, \]
where \( c_1 = 2(2b-1)^{t_1-1}, c_2 = 2(2b-1)^{t_2}, t_1, t_2 \) are determined by Lemma 13.

**Proof.** From the proof of Theorem 10 we easily see that (4.1) and (4.2) always hold. Thus combining (5.8) and (4.2) gives
\[ \gamma_{a,b}(n) \geq c_1 n^{\log(2b-1)/\log 2}. \]
Similarly, from (5.9) and (4.1) it follows
\[ \gamma_{a,b}(n) \leq c_2 n^{\log(2b-1)/\log 2}. \]

6. Concluding remarks

To establish the estimates of subword complexity function of smooth words to follow our thoughts and methods is an interesting problem for large alphabets \( \Sigma_n \) containing \( n \) letters, where \( n \geq 3. \)

For the 3-letter alphabet \( \Sigma_3 = \{2, 4, 6\} \), let
\[ w_1 = 6^4 2^6 4^6 6^6 6^6 6^6 4^6, \]
\[ w_2 = 4^2 6^6 4^6 6^6 6^6 4^6, \]
\[ w_3 = 4^2 6^6 4^6 6^6 6^6. \]
\[ v_1 = 4^62^6, \]
\[ v_2 = 2^66^26^26^46^2, \]
\[ v_3 = 2^64^26^2, \]
\[ u_1 = 2^62^6, \]
\[ u_2 = 4^42^62^62^62^4, \]
\[ u_3 = 2^24^26^2, \]

then \( D(w_1) = 26^6 \), \( D(w_2) = 6^6 \), \( D(w_3) = 6^5 \), \( D(v_1) = 62 \), \( D(v_2) = 6^4 \), \( D(v_3) = 6^22 \), \( D(u_1) = 26 \), \( D(u_2) = 2^66 \), \( D(u_3) = 2 \), we easily see that each of \( w_1, w_2 \) and \( w_3 \) has only one left smooth extension and \( D(w_i) \) has exactly \( i \) left smooth extensions for \( i = 1, 2, 3 \); each of \( v_1, v_2 \) and \( v_3 \) has exactly two left smooth extensions and \( D(v_i) \) has exactly \( i \) left smooth extensions for \( i = 1, 2, 3 \); each of \( u_1, u_2 \) and \( u_3 \) has exactly three left smooth extensions and \( D(u_i) \) has exactly \( i \) left smooth extensions for \( i = 1, 2, 3 \).

Thus for large alphabets containing at least three letters, the estimates of factor complexity function of smooth words become more complicated than the case for 2-letter alphabets.
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