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Abstract. Human Activity Recognition (HAR) is a vast and exciting topic for researchers and students. HAR aims to recognize activities by observing the actions of subjects and surrounding conditions. This topic also has many significant and futuristic applications and a basis of many automated tasks like 24*7 security surveillance, healthcare, laws regulations, automatic vehicle controls, game controls by human motion detection, basically human-computer interaction. This survey paper focuses on reviewing other research papers on sensing technologies used in HAR. This paper has covered distinct research in which researchers collect data from smartphones; some use a surveillance camera system to get video clips. Most of the researchers used videos to train their systems to recognize human activities collected from YouTubes and other video sources. Several sensor-based approaches have also covered in this survey paper to study and predict human activities, such as accelerometer, gyroscope, and many more. Some of the papers also used technologies like a Convolutional neural network (CNN) with spatiotemporal three-dimensional (3D) kernels for model development and then using to integrate it with OpenCV. There are also work done for Alzheimer's patient in the Healthcare sector, used for their better performance in day-to-day tasks. We will analyze the research using both classic and less commonly known classifiers on distinct datasets available on the UCI Machine Learning Repository. We describe each researcher's approaches, compare the technologies used, and conclude the adequate technology for Human Activity Recognition. Every research will be discussed in detail in this survey paper to get a brief knowledge of activity recognition.

1. Introduction

Our research topic, i.e., Human Activity Recognition (HAR) is a very vast and exciting topic for research and a mode of attraction for students. There are already many kinds of research done in this domain of Computer Vision and AI. These researches also help automate applications when implemented for real-world performance, like long-distance broadcasts, video surveillance, human-computer interaction (HCI), and many more in the healthcare sector. However, it is also having its difficulty phase in terms of sensor motions and their installations; background activities also affect the model outcomes, variability in the activities played by different humans, variation in scale, viewpoint, and partial occlusion. As the thinking capabilities advance and hardware configurations for HAR system upgrades, research approaches are continually increasing. In this survey paper, much research on sensing technologies, video analysis for activities, and computer vision techniques used in HAR are reviewed. The most commonly used techniques for the HAR system, irrespective of computational powers or activities classification algorithms, are considered.

As we approach any separation process, we should consider two questions: "What action?" about the recognition problem, and "Where is the video?" with a local problem. When trying to identify human activity, one has to determine the person's kinetic state so that the computer can see the activity. The
system can quickly determine some activities which happen in daily life, such as "walking," "running," "yoga," and many more. While in comparison with daily activities, activities like "peeling apple" are more complex to determine. They should be divided into more specific activities to get recognized by the system. The HAR system should first recognize the objects to better recognize the activity as it provides more information about the ongoing event [1].

HAR system has an inherent hierarchical structure, which indicates three different levels (figure 1). First, core technologies are used step by step; the first step is object segmentation followed by feature extraction from each frame of the video, and then using algorithms will help classify the human activities. The first level is then needed to integrate with some system to observe the results of algorithms and video processing in which the second layer comes into the picture. The HAR system comprises three categories of activities namely, recognition of one-on-one work, social interaction and crowd behaviour, and unusual activity recognition. Finally, the top layer, i.e., application implementation of the HAR system, can be performed in any places, majorly crowded areas for better law regulations like surveillance environments, entertainment environments, and healthcare systems.

Human activities also follow a hierarchical structure having activities divided into three categories. First is action primitive; this consists of complex activities. The second category comprises action/activities, and then finally, complex integration is a third category that refers to human activities involving people or objects over two people. In this survey paper, we will also combine these three categories. The first verb refers to activities that involve parts of the human body, such as the arms, legs, hands, upper limbs, and many more [2]. This category includes activities like "stretching the upper body," "rotating hands," and many others. The second category, i.e., Actions and activities, refers to the movement of the whole body made in the first few actions in a series of moments and performed by one person in the frame. This category includes activities such as walking, eating, upstairs, yoga, and many others. Interactions refer to the activities performed by more than one person, such as arm wrestling, and these types of activities are sometimes very complex to recognize.
Also, for real world deployment of HAR, efficient video analysis is very important, both in online and on the edge mode of video recognition. To get efficient results we need to use more advance technologies like deep learning [86, 87, 78, 88, 93, 89, 92]. Video understanding is more difficult as compare to image recognitions, as videos include temporal models. For e.g., for distinguishing between forward and backward walking, reversing the sequence will give different results, so temporal modelling is essential. Many previous approaches use 2D CNN [84, 77, 87, 92]. In recent approaches 3D is being a most promising techniques in video recognition as they consider both spatial and temporal features, but we have to compromise on computational cost and deployment, that’s why it cannot be applied in online video recognition. We proposed a method in consideration of all the constraints i.e., Temporal Shift Module (TSM) (figure 2).

We tried the shift strategy used in image recognition for video recognition too, but we face two major issues: (1) not efficient: shift operation is conceptually zero FLOP but it is having data movement. And the extra data movement cost too much which is non-negligible and will result in increase of latency. (2) not accurate: too many shifting of channels will lead to performance degradation as it will destroy the spatial modelling capability. To tackle with these problems, we have come up with two solutions, (1) instead of moving all the channels, we will be moving some of its portion turn by turn, which will reduce the data movement cost. (figure 3a) (2) Use of residual branch, which will preserve the activation of the current frame, and will not destroy 2D CNN spatial modelling capability.

Many researchers have already concluded the HAR system in three ways of representation, i.e., Global, Local, and Depth-based. Researchers of [3] use image descriptors as space-time shapes, a clear example of Global representation. The evolution comes with space-time interest point (STIP), proposed in [4], an example of local representation that uses HOG (Histogram of Oriented Gradients) and HOF (Histogram of optical flow) as the image descriptors for informative interest points. Depth-based representation becomes a new research topic with advancements in cameras with an RGB camera, different sensors like accelerometer, gyroscope, and many others.

Machine learning classification techniques like DTW (Dynamic Time Warping) were designed for speech recognition; also Hidden Markov Model (HMM) was one of them; these algorithms were not
explicitly designed for HAR [5, 6]. Also, many deep learning techniques were developed for a large amount of image classification [7]. With the increase in crime rates, another research area is proposed, i.e., Human tracking to keep surveillance over abnormal behaviours.

The rest of the paper covers the following sections: in section 2, we will discuss the researches covered in some previous surveys, then further in section 3, we will cover some common challenges faced in human activity recognition and how to overcome them. In section 4, we presented human activities' categorization as local and global representations in RGB videos and depth image approaches. Section 5 reviewed the various HAR methods and classification techniques and analyzed the pros and cons of different approaches used for HAR. In section 6, we reviewed different human tracking methods and discussed some futuristic research topics in HAR. Finally, at last, we will conclude our survey in the last section.

2. Previous Surveys and Taxonomy

Numerous research published are covered area of human activity recognition. [8] divided the study into 2D (with exact and external shapes) and 3D methods. In [9], introduced a new tax code focusing on mobility, followed by a deep sensors multiview cameras, and the acquisition of activities recognition. In line with the spirit of the previous tax [10] the successive category of management has been promoted. A study by [11] focused on high-performance perceptions and raised four times as much tax, including the beginning of the human movement, tracking, positioning, and visualization.

[12] proposed research differentiating between "actions" and "activities," in this research author categorizes activities according to their activity’s complexities. [13] also categorize human activity methods in their approach in two categories, i.e., "top-down" and "bottom-up." In the same way, [14] also divided the methods of human activity recognition into tree-based taxonomy into two categories, "single layer" and "hierarchical" methods. Researchers like the proposed methods [15, 16] by modeling 3D data. Work recognition with representation of the human body in 3D modelling is more accurate and beneficial for analysis than 2D functions seen in photographs, as deep cameras are used to detect the most powerful features of connected organs and joints in the human body. [17] The recently proposed study focuses on methods that exploit 3D depth data from two phases of HAR 3D stereo systems and motion capture systems. Motion imaging systems have also played their role in the skeletal muscles described using deep sensors.

[18] suggested the HAR method from standing images as all known methods were used for video processing, and most HAR systems are proposed to be known for face and measurement techniques. As [19] proposed computer-to-human communication [52,53], the focus was on facial expressions, placement measurement process, and speech recognition. Research is proposed on state recognition methods that include non-verbal means, such as facial expressions and facial expressions. [21] have studied modern HAR techniques, and have gone through many open computer problems and how they can enhance the efficiency of the human-computer system. [22] presented a review of modern observational perspectives using critical and perceptual autonomous states and provided a list of data-related data ideas related to human speech. [23] suggested analyzing a variety of non-verbal forms (i.e., visual and auditory cues) behavioural recognition patterns and data details of automated agreements and disagreements. Such social values can play an important role in analyzing social behaviour, which is the key to public participation. Finally, a complete technical analysis of human behaviour recognition from a data perspective and information presented in [24].

2D CNN methods with two types of streamed data i.e., spatial and temporal are more efficient than 3D approaches [77,91], as Temporal Segment Networks [87] use some segments of frames to extract features. But this is not much effective in more complex temporal frames and videos. 3D CNN can efficiently learn spatial-temporal frames. As they are costly in terms of computation and deployment is also difficult. 3D CNN is also having more hyper parameters than 2D CNNs, that make it more chances for over-fitting. Our TSM approach is also just like 3D CNN with spatial-temporal modelling ability and computational abilities of 2D CNNs. As discussed above, we can use 3D CNN method for direct temporal modelling. An alternative way to perform temporal modelling is with the help of 2D CNN and post-hoc fusion [83, 80, 92, 79]. Use of LSTM to aggregate with 2D CNN features also proposed in previous studies [90, 79, 85, 81, 82].
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Transfer Learning is used to transfer useful information for better classification like weights of the model [94], features, objects of the classifiers. A most in-demand application of transfer learning is used in CNN to predict the diseases by classification from images [95, 96]. Transfer learning is also used in transferring images features to ECG machine for disease prediction [97]. Among all of these applications and methods one important thing is to know what parameters to transfer prior implementing final model.

3. Challenges in Human Activity Recognition (HAR)

3.1 Intraclass Variation and Interclass Similarity
There is no grammar and a firm definition of human activity, unlike speech recognition. This creates double confusion. On the other hand, the same function can vary from topic to topic, leading to intraclass diversity. Play, speed and energy also increase meeting spaces. On the other hand, different tasks may present similar situations (e.g., using laptops and reading). These functions are called interclass simulations, which are more common in HAR. Accurate and differentiating features need to be developed and removed from activity videos to address these issues.

3.2 Recognition under Real-World Settings

3.2.1 Unsaturated Backgrounds. Performance recognition's complexity comes when most situations use dynamic recording devices, while applications such as video recognition and fall system use still cameras. A typical example of a powerful recording is a sports event broadcast. People uses portable devices with embedded cameras and smart glasses also to record the streaming video. These streaming videos having more complex background with changing location which make them strong and complex backgrounds to recognise the activity. Second, the actual videos are full of visuals, lighting variations, and viewing changes, making it challenging to see tasks in complex and different situations.

3.2.2 More than two subject Interactions and Crowded Activities. Previous research focused on human activities of low-level types such as running, jumping, and raising hands. One common feature of these functions is based on single type communication without personal or human communication. They involve only an individual in an activity. However, people often do activities with one or more people and objects in the real world. The football game is an excellent example of a partnership where many players (i.e., personal contact) in a team defend the ball (e.g., personal contact) and compete with players from another team. It is a challenge to find and follow many topics in a row or to see all the team's activities as "playing football" instead of "it works."

3.2.3 Distanced and Degraded-Quality Videos. Far distanced and low-impact videos with high visibility are available in most video viewing contexts. Larger and denser areas such as airport

Figure 4: Long-Distance and Low-Quality videos: (a) Abnormal behaviours in surveillance. (b) HAR in long-distance broadcasts.
municipalities and passenger passengers are independent times where things happen more often. Besides, high-quality surveillance cameras cannot deliver high-quality videos like current data sets when the target person is clear and transparent. While we do not expect to follow everyone in these situations, some unusual or criminal-related behaviour should be identified by the HAR system (Figure 4 (a)). Another common long-distance case is the distribution of the ball (Figure 4 (b)). Due to the long-range of cameras, the issue is small, making it difficult to analyze the torso [10], and the low quality of those long-distance videos increases the difficulty.

3.2.4 How to overcome these challenges. To overcome these challenges, we need to include alternatives, namely, (i) backlash [25, 26]; in this case, the system distinguishes a domain that does not function over time (background) in relation to people, moving or changing objects in the framework (front of the earth); (ii) tracking a person, in this case the tracking of a person's position over time, which also helps to follow an unusual behaviour [27, 28, 29]; and (iii) the discovery of a person's object and the acquisition of an act [30, 31, 32], in this system can identify the activities and actions of the person in the image.

4. Human Activity Representation and Categorization

4.1 Depth-Based Representation

Previous HAR researches takes a look at traditional RGB cameras to captured feasible quality videos. Whereas Deep cameras are having complex performance and high cost that’s why they are limited for researches [34]. Some less expensive cameras such as Microsoft Kinetics [35] are present which helps researchers a lot with similar quality of data and depth resolutions and also, they are more accessible and more comfortable. To detect joints in real time scenarios there are kinetic SDK (accept algorithms in [35]). There’s a major impact on computer viewing community due to availability of depth maps and skeletal information. These factors are prominent solution for solving HAR problem i.e., instead of conventional RGB-based methods use of in-depth maps or also can be used as enhancers in RGB designed approaches. This section has reviewed recent developments in job representation separately using in-depth maps or skeletons.

4.1.1 Depth Maps Representation. In-depth maps contain deeper links compared to standard color images and are very informative. The methods presented in this section view depth maps as spacecraft and extract features directly from them. These features are used independently or integrated with the RGB channel to create multiple features. Li et al. [36] used an action graph model that represents tasks that use many key positions that serve as locations in the action graph. All functions share the same standing sets, and each stand looks like a 3D dot bag from a depth map. However, incorporating all 3D points is expensive for a computer; therefore, proposing a more direct and effective method of sampling 3D representation points, achieving an accuracy of more than 90% recognition by sampling approximately 1% point report.

4.1.2 Skeleton-Based Representations. Skeletal structure of Bones and integrated joint’s positions are the main focused features produced in deep maps. The Kinect device is ubiquitous in this case due to easy access to bones and joints. The Kinect v1 SDK system has 20 members, while the latest version (Kinect v2) has 25 members, adding five members close to the hands and neck (see Figure 4). We have reviewed recent papers on skeleton-based presentations and summarized three aspects of efforts to improve the effectiveness of skeleton-based presentations.

First, the skeletal model has a natural defect that is always a problem with the skeletal system when working at the edges (see Figure 5) [36]. Factors from the bones and spine can end up being 1 wrong. Current methods often solve it by combining other solid materials to close or reduce the problems of closure by separating all the bones in different parts of the body and behaving independently because not all body parts are included.
4.2 Human Activity Categorization

The categorization of human activity recognition tasks is the most challenging task as they involve classification among different datasets that the model gets to train and test the system. Many researchers have divided HAR programs into two main categories, i.e., (i) Unimodal approaches and (ii) multidisciplinary approaches. After that further division, the two categories were divided into some more subdivisions.

Unimodal approaches detect activities from single-dimensional data, such as images, and are subdivided into (i) space-time, (ii) stochastic, (iii) statutory-based, (iv) structural-based methods.

As we discuss space approaches, transient factors include job recognition [37, 38] or trajectories [39, 40]. Stochastic methods use a mathematical model to identify human activities (e.g., Markov's hidden models) [41, 42] and, as the name suggests in methods based on the Rule, use rules to identify human activities [43, 44]. The most effective approach is modeling, using high-level thinking to mimic body movements [45, 46].

Multimodal approaches encompass all the collected data from different sources [47] and are then divided into three categories: (i) relevant, (ii) behavioural, and (iii) human communication methods.

Affected methods use communication methods to determine a person's feelings and state of touch [48, 49]. Behavioural approaches focus on facial expressions, hand gestures, and placement of recognition to determine a person's work [50, 51].

5. Activity Classification Methods and Approaches

5.1 Unimodal Methods

Unimodal methods use single modality data, such as images. Many methods present task recognition as a set of visual objects extracted from videos or images and use multiple classification models to detect this function [54, 55]. Some methods use captions of movement trajectories as it will be challenging to ensure that the movement is continuous or not [56, 57], while others use the light flow feature, which helps them see activities from full-motion video.

5.1.1 Space-Time Methods. The excessive amount of work known is based on the space system [79]. It is understandable that the timing approach is based on human movements' movement over time and is used in human tracking systems to monitor abnormal behaviour. This tracking space method is based on positions, footprints and travel descriptions (Wang et al., 2013). (Efros et al. 2003) presented a study on long-distance recognizing where objects have small resolutions. Numerous such research are presenting different applications of space-time methods.

5.1.2 Stochastic Methods. The stochastic approach is the most commonly used approach from the beginning of the research area in computer vision and Machine Learning. Many researchers presented the use of Hidden Markov Model, many researchers also consider Hidden Conditional Random Fields for stochastic models (Bishop 2006, Quattoni et al. 2007). Human behaviour detection forms sequences of actions; this is presented in research by (Robertson and Reid et al. (2006), providing information vectors of positions, velocity, and local descriptors. These features are then used by the HMM model to predict human activities.

5.1.3 Rule-Based Methods. This method used pre-set sets of instructions to perform the recognition. Each sets of instruction is integrated used for development of a proper efficient human activity recognising model. Many types of research are conducted using a rule-based approach in HAR, and the rule-based approach is less regulated than others, as there are specific rules set out in the system.

5.1.4 Shape-Based Methods. Shape-based methods are all about human pose detection and body parts' appearance to keep track of human activities. Human emotions are represented as 2D space as rectangular patches, and the volume of motions are represented as 3D space as volumetric
shapes. Human bodies are presented as limbs jointly connected. By fetching all this information from videos, algorithms can detect the activities more clearly and accurately.

5.2 Multimodal Methods

In recent years, much attention has been given to the identification of multiple jobs. Many approaches are based on two different type of integration: initial integration and time integration. One of the easiest ways to get efficient performance is to integrate features in a wide vector and get the result of feature extraction (Sun et al., 2009). This combination method can improve visual performance, but the vector of the new feature is much larger.

Multimodal indicators are often compiled over time; therefore, the temporary organization of a large event and various approaches is important to understand the data. Other than visual synchronization, audio-visual analysis is used for many other purposes like keeping an eye on human trajectories (Lichtenauer et al., 2011, Perez et al., 2004) and active identity (Wu et al., 2013). Multimodal approaches are considered as three approaches: (i) affective modes, (ii) ethical approaches, and (iii) modes based on social media interaction. These methods describe the action of an atom or a combination that may be related to the emotional state of the person he is talking to emotionally and physically.

5.2.1 Affective Methods. This method is related to a person's emotional state, which can be recognized by hand gestures, speech, facial expressions, psychological changes, and activities. This is a combined form of computer vision, artificial intelligence, pattern recognition, and emotional science. This can be used to advance HAR by recognizing more proper and formal activities like "ongoing meeting" instead of predicting some people are sitting and talking, "a man trying to catch a bus" instead of running. Researches [20] are all about this approach of combining the emotional state of a person with its activity prediction.

5.2.2 Behavioural Methods. This method is very similar to the affective method as in this, we will be talking about a person's behaviour, and in the previous method, we were talking about whether a person is affected or not overtime, which can be viewed by a change in a person's psychological state. Factors that can affect a person's mood or behaviour can be segregated into different features like mood, emotions, interactions with other humans, actions, and activity. Hence, it will be difficult to predict the complex actions and human behaviour. Research in [70] presented an advancement for behaviour detection by integrating speech and visual detection.

5.2.3 Methods Based on Social Networking. A very basic task in every human life is social interaction, this is also a best way of detecting human activity as how frequent a person post their daily updates anyone can get the track of their activities and also there can be misuse of this in kidnapping or any other abnormal activity. Most common platforms for social interactions like Facebook, Youtube, and twitter measure social involvement of any person. A recent survey [71] provide full up-to-date information to automate human behaviour analysis.

5.2.4 Multimodal feature fusion. In this multimodal feature fusion, we try to recognize people's activities in a crowded area where everyone is performing different activities with different sounds. In this case, the HAR system will use visual information to recognize underlying activities easily recognized. However, the HAR system will perform recognition more accurately by taking account of audio-visual analysis. In crowded areas, many humans perform similar actions with their body parts but emit different audio. Through this audio-visual analysis, the HAR system can easily recognize the activities. The audio-visual information will help the system understand who the target person is for test sequences and distinguish different activities performed by different persons. The dimensionality of data from different modalities collected is the biggest challenge of multimodal recognition. As the dimension of video, data is much more complicated than that of audio data, so in this case, dimensionality reduction is useful. To perform these two types of techniques, we can use that proposed in [72, 73].
Early Fusion, is the process that occur on extraction level to extract features from different frames, at the time of extracting features and combining different modality by dimensionality reduction of data and forming a single vector that is viewed as an individual. The main advantage is that when we have so many different modalities that are positively correlated, the result will be more accurate since, in this Fusion, we need only a single learning phase. However, this approach may fail at the time of one modality dominating over others.

Another category is late Fusion; this Fusion is done at the decision level. It learns parameters of each modality separately by several probabilistic models. They will be combined in a supervised framework providing a final score [75, 76]. The strengths of each modality affect the results of recognition in a better way. However, this approach is time-consuming in comparison to another approach.

Also, a third approach is presenting by [74], known as slow Fusion. This approach combines the above-discussed approaches and acts as a hierarchical approach, this will pass all the layers from a fusion layer to get combined data and also this process is slightly a slower process. Furthermore, it is having advantages of both the fusion levels, but there is also a computational restriction because of the different level of raw data that is to be processed.

5.3 Classification Approaches
As the next stage, we will discuss some classification algorithms to recognize human activities from features extracted from videos and images. The classification approaches are considered in mainly three categories: frame pattern matching, discriminative models and generative models. Pattern matching-based methods are relatively more straightforward but sometimes expensive because of its computational requirements. Generative algorithms learn using joint probabilities. Now comes with discriminative methods that give results directly as generative methods include hidden Markov model, dynamic bayesian method, and discriminative approach include models such as Artificial neural network (ANN), relevance vector machine (RVM) and support vector machines (SVM).

5.3.1 Template-Based Approaches.

5.3.1.1 Template Matching. The template matching approach uses two components to match on shapetime, i.e., the motion-energy image that captures any motion over time, motion-history image that captures the last occurrence of any motion. Furthermore, when found in the frame, it generates a template of an activity. They can also be regarded as a shape-time approach. This approach is presented in [68, 69].

5.3.1.2 Dynamic Time Warping. This method is just like its name, a dynamic programming algorithm initially developed for speech recognition which is used as matching two sequences with variances. Its task to represent the words as templates and if found a new word than giving a word score for it. When it comes to applying DTW in HAR since human activities captured videos and videos that are collected online too is considered as a sequence of keyframes. Then the activity recognition task is then transformed to a frame pattern matching problem. Then research [67] proposed the solution of learning gestures using pre-trained models. The result was gained after gestures features after matching patterns among frames can be obtained from means and variances of correlations between features of image frames and new videos.

5.3.2 Generative Models

5.3.2.1 Hidden Markov Model Approach. One of the tasks of hidden markov model is human activity recognition. Hidden Markov Model is first proposed for speech recognition. In research [63], Yamato et al. was the first one to use HMM for activity recognition. They used the number of pixels as feature extracted from each frame. Then they use HMM to train on features combined vector of sequence from each frame including some probability gained by some matrices, confusion matrix and transition matrix. But after all this, the problem gets transformed into a
simple evolution problem. Then some advancements are presented to combine human body parts and track them for feature extraction. Then in combination of all the approaches, researchers presented an approach which is a coupled HMM approach used for human computer interaction in research [64-66].

5.3.2.2 *Dynamic Bayesian Networks.* A dynamic bayesian network, unlike HMMs, has an essential feature as it contains more than one random variable, which can contain only one random variable. In this way, HMMs are the simplified form of DBN with a restricted number of the random variable and a fixed graph structure. Research [62] proposed a model for two hands gestures; in this, we can see three hidden variables. These three hidden variables represent two hand motions and their spatial relation. Furthermore, we can extract at least five features, i.e., two hands motion and relative position with face and spatial relation observed between two hands.

5.3.3 *Discriminative Models*

5.3.3.1 *Support Vector Machines.* This method is the most commonly used model applicable in real world for discriminative models, and now getting started in HAR. Preciously, research [60] presented an SVM model to distinguish between two classes. In this, the author proposed a model to create a margin between two classes. Furthermore, research [61] presented a combination of space-time features and combined their SVM model to implement the HAR system through video processing. A dataset known as KTH sets a benchmark in HAR research areas; they used this data for their model training.

5.3.3.2 *Conditional Random Fields.* This method compactly represents the conditional probability of an event to be held, i.e., the sequence of event $Y$ from the combinations of sequence $X$, and it is a type of undirected graphical model. [59] compared HMMs and CRFs, and they discovered that CRF’s performance is better than HMMs, although HMM’s model features are independent of the assumptions of HMMs. Whereas the HMMs model is independent of the given labels; thus, these complex features invalidate its assumptions, and the method that is no longer a proper generative model is making of HMM.

5.3.3.3 *Deep Learning Architectures.* In the deep learning approach, we are having four approaches, i.e., Recurrent neural network (RNNs), Deep neural networks (DNNs), convolutional neural network (CNNs), and some emergent neural networks. Among these categories, ConVents is the one which is widely used for prediction with deep learning architecture. However, in HAR's case, the dataset that we get is very small compared to the ideal data that Convent needed to be trained on. One research of [58] represents the solution to combining hand-crafted features with improving the performance.

5.3.4 *Temporal Shift Module*

5.3.4.1 *Offline Video Recognition.* After we get videos, we first grouped $T$ frames as a sample to process on 2D CNN models. The model processed each frame and test them on a threshold and gathered all the results for final prediction. Our TSM model performs on same computational cost as 2D CNN performs. TSM will work on each frame’s residual block and this help in better temporal fusion of information at low computation. TSM is also beneficial in conversion of any 2D CNN model into 3D CNN model and this will not require any extra computation. This make our TSM model compatible on any hardware specifications, just with a pre-requisite of 2D CNN compatibility.

5.3.4.2 *Online Video Recognition.* Online video recognition is most important in real-life deployment of HAR. This is sometime difficult task to get a solution with high accuracies and low time
complexities. Online video recognition can be used in Augmented Reality or Self driving cars for crowd detection and their activities and also in its complex applications. Our TSM model is capable of achieving acceptable accuracies for online video recognition.

In Offline mode, TSM uses features of succeeding frames to use in the current frame that’s why it is also known as bi-directional shifts (figure 2). In online mode TSM performs smart functions as it uses preceding frame feature for current frames, in this way our model performs shift in uni-direction. The online video recognition gives us low latency as we use only a minor part of frames to get features whereas some methods [93] uses large number of frames to predict one result which leads to high time-complexity. Low memory consumption will be there as we are saving only that minor part of frames in cache memory.

5.3.5 Transfer Learning. In HAR transfer learning is emerging because of many important applications such as disorder of movement, obesity, and patient monitoring from distance in some deadly diseases [98, 99]. This method starts with clustering of videos as much as possible to segregate similar actions and to predict them in clusters. Then, the analyzing of CNN architecture layers will be done by using CCA similarity [100]. From the report generated we will be able to know what features to transfer and tune the layers again for more accuracy.

5.3.6 BERT in 3D CNN architecture

5.3.6.1 Temporal Modelling. In this method, researchers first perform classification with the help of 3D CNN excluding the BERT based temporal model and they extracted features from the output of classification. Then to preserves the information they use BERT classification approach by adding those extracted features to the parameters of BERT encoding and also additional classification features appended in the results [101].

5.3.6.2 Feature Reduction. BERT is producing too many parameters to be worked on. As if there are approx. 500 feature dimensions then the BERT will have approx. 2-3 million of parameters and if we increase the features dimension as this will depend on the inputs, BERT parameters will increase immensely. There is the need to reduce features for this, researchers come up with two approaches i.e., with help of modified block which will be used for feature reduction (FRMB) and also an approach of feature reduction with additional block (FRAB) is also proposed along 3D CNN model backbone model. In FRMB, the backbone model gets replaced with a block which will be reducing dimensions of features. While in FRAB, they use an additional block for features dimension reduction (for e.g., ResNetXt101 as backbone of 3D CNN architecture figure 5).
Figure 5: Feature Reduction Approaches

5.3.6.3 SlowFast Architecture. SlowFast approach [102] includes both streams fast and slow. As before this approach there were different modalities for each stream, but now there will be only one architecture that will work for both streams namely fast and slow. Now, due to its different streams lead to different temporal resolutions will not allow BERT temporal approach to implement. In this, two different approaches are proposed Early Fusion and Late Fusion. In early fusion, only one BERT model is utilized, and the concatenation of streams will be done before the BERT layer. And to make this merger efficient there will be reduction of temporal resolution for fast stream. In late fusion, the outputs of two BERT layers from each stream will be concatenated as we need two different BERT models in this fusion (figure 6).

Figure 6: Implementation of both Fusion techniques
6. Human Tracking approaches and Futuristic approaches

6.1 Human Tracking
Another topic of concern for research is human tracking for video surveillance. In video surveillance this process will locate human’s trajectories, and then the system analyzes the person's trajectories for better performance. This tracking of human trajectories will help in abnormal behaviours. Human tracking [33] can be performed using two approaches, i.e., (i) kernel-based approach and (ii) filtering-based approach.

6.1.1 Filter Based Tracking. In the filter-based method, there are two most used techniques, i.e., Particle filter (PF) and Kalman filter (KF), and also filter based approach is itself a widely used technique to track the humans. Gaussian noise perturbed a state estimation method i.e., KF and it is based on linear dynamical systems. Furthermore, for non-gaussian and multimodality cases, we have particle filter, it is a conditional density propagation method.

6.1.2 Kernel Based Tracking. In the kernel-based tracking, the system uses color histograms of weighted objects to track the objects from one frame to another over time, and this process is iteratively performed on mean shift procedure is also called mean-shift tracking. The mean shift procedure provides the fast speed of convergence and low requirements of computation.

6.2 Further Discussion
In this section, we will be discussing three futuristic solutions, applications, and advancements.
First, the biggest challenge in HAR is computational power as we have a computational constrained system, and to overcome this, we can go for embedded sensors, microchips in hardware. Furthermore, we can go for more advanced classification approaches to recognize activity in patches from a computer vision perspective. We can also degrade the quality of the input image and focus on balancing algorithm efficiency, information, and accuracy rate.
Second, many tasks in HAR is done on single datasets, but we can go for evolution to combine many large datasets and make complex and single data. This evolution will make our results more efficient, and also it will require advanced algorithms to train the system. Another evolution is to compare the algorithms and unite them to make a more successful model, and it will also work for real world inputs.
Third, we can make our results more attractive by including the behaviour of the surroundings like instead of saying a person is running, we should rather say a person is trying to catch the bus; instead of saying many people sitting and talking, we should rather say a meeting is going on. We should include Natural Language Processing (NLP), which will also provide us with behavioural context with actions and activities.

7. Conclusion
Human activity recognition is a very prominent topic and widely used in video surveillance, healthcare, and human-computer interaction. As technology advances, crime increases, so we need to advance our HAR application for better law regulation. Furthermore, challenges will increase when we come to real scenarios.
In this review, human activities are divided into three categories of different forms of performing actions, first action primitives, then actions/activities, and thirdly interactions. We have discussed the representation of human activity recognition, classification approaches, and the category of different approaches of HAR. We have also summarized the classification approaches, and we have taken from the beginning to the latest technology, i.e., deep learning approaches. We have gone through an advanced application of HAR, i.e., human tracking.
As there are many surveys on human activity recognition, none of them adequately describe human activity recognition as they discuss the computational issues in human activity recognition. At last, we can conclude that, though humans keep on understanding different methods for HAR, there are more severe challenges in real scenarios such as human poses detection, handling background errors, occlusion, and many more.
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