Attributing drivers of the 2016 Kenyan drought
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ABSTRACT: In 2016 and continuing into 2017, Kenya experienced drought conditions, with over 3 million people in need of food aid due to low rainfall during 2016. Whenever extreme events like this happen, questions are raised about the role of climate change and how natural variability such as the El Niño - Southern Oscillation influenced the likelihood and intensity of the event. Here we aim to quantify the relative contributions of different climate drivers to this drought by applying three independent methodologies of extreme event attribution. Analysing precipitation data for the South East and North West of Kenya we found no consistent signal from human-induced climate change and thus conclude that it has not greatly affected the likelihood of low rainfall such as in 2016. However, 2016 was a La Niña year and we show that this event was indeed more likely because of the specific sea surface temperatures. There is a trend in temperatures in the region due to climate change that may have exacerbated the effects of this drought. By analysing precipitation minus evaporation and soil moisture, simulated by one climate model only, we did not see a reduction in moisture in simulations in the current climate compared with simulations without climate change. However, there are expected effects of higher temperatures that our simulations do not cover, such as increased demand on water resources and stress on livestock. Although we find no significant influence of climate change on precipitation, we cannot rule out that temperature-related impacts of drought are linked to human-induced climate change.
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1. Introduction

At the beginning of 2017, much of Kenya was suffering the effects of the low rainfall and high temperatures that occurred in 2016. By January, 2.6 million people in Kenya were in need of food aid according to a report conducted by the Kenya Food Security Steering Group (KFSSG, 2017), rising to over 3 million in March. The Kenyan National Drought Management Authority had declared alert stage in 15 counties, and alert stage in 7 counties (NDMA, 2017). In March 2017, the Kenyan government declared the drought a National Emergency.

This is not the first time reduced rainfall has resulted in a crisis in Kenya. The deadly 2010–2011 La Niña-driven drought is still fresh in the minds of many East Africans. The Kenyan NDMA was established following the 2010–2011 drought to ensure a coordinated effort to manage drought risk in the future.

Kenya is highly vulnerable to drought. Most of the country (over 80%) is characterized as arid or semi-arid lands, with annual rainfall less than 550 or 850 mm, respectively. Under this definition, the arid and semi-arid lands house the majority of all livestock in Kenya (70%) and around 30% of the population (Republic of Kenya, 2012). In addition to low rainfall, there is a wide range of year-to-year variability in rainfall (see Section 2). For example, North West (NW) Kenya, an arid region, had 500 mm of rainfall in 1997 but only 150 mm in 2000. This variability in rainfall makes droughts a common occurrence. The areas analysed in this study, which were affected by the 2016 drought (NW and South East (SE) Kenya), are in arid or semi-arid regions.

The food insecurity in the current 2016–2017 drought was firstly attributable to the low rainfall in the October–December (OND) 2016 ‘short rains’ (Figure 1(a)), particularly in the NW and the SE of Kenya. In addition to the lack of rain in the OND season, some areas including the SE were still dealing with the effects of low rainfall from the previous March–May (MAM) 2016 ‘long rains’. Accordingly, there is a large precipitation...
deficit in the SE for the whole year (Figure 1(b)). A common way to look at the severity of a drought is the standardized precipitation index (SPI, McKee et al., 1993), representing the cumulative probability of a rainfall event. The SPI for OND (Figure 1(c)) shows drought conditions in the NW and SE, and corresponds well with the precipitation anomaly in Figure 1(a). The SPI in MAM (Figure 1(d)) shows drought conditions in that season were limited to the SE, and were more severe than in the OND season in some regions. Other areas of East Africa, including Somalia and Ethiopia, were also experiencing drought conditions and food insecurity in early 2017, however, for this study we focus on the conditions in Kenya.

During 2016, starting in June and peaking in November, there was a strong La Niña event with a relative NINO3.4 index of −1.3 °C (this definition accounts for global warming, see Section 3 for details). La Niña is the negative phase of the El Niño - Southern Oscillation (ENSO). La Niña events have a negative correlation with OND rainfall in Kenya (Mutai and Ward, 2000; Nicholson and Selato, 2000). There was also a negative dipole mode index (DMI) during much of 2016. The DMI represents the Indian Ocean dipole (IOD), which is the difference between the sea surface temperatures (SSTs) in the western and eastern Indian Ocean (Saji et al., 1999). The DMI is also correlated with OND East African rainfall, and a negative dipole results in reduced rainfall in the eastern sector of East Africa (Black et al., 2003).

There is also a strong correlation between ENSO and the DMI, so it is difficult to separate their relative influences. However, it has been hypothesized that the East African rainfall is more closely connected to the IOD, and the influence of ENSO is manifested through its link with the IOD (Goddard and Graham, 1999; Black, 2005). IOD events may occur in connection with an El Niño event, but can be triggered independently from ENSO (Ashok et al., 2003; Fischer et al., 2005), so although in 2016 there were both negative ENSO and IOD events, this is not necessarily the case more generally. For instance, in 2011 there was a positive IOD index during La Niña, and above-average OND rainfall in Kenya.

Recent studies have also indicated that different patterns of the ENSO SST anomalies of the same phase can lead to significantly different teleconnections. Hoell et al. (2014) separated La Niña events into different phases and found that La Niña events characterized by cool central Pacific SSTs and warm west Pacific SSTs have a different
influence on the Indian Ocean and East African rainfall compared to the canonical east Pacific La Niña pattern (particularly in the MAM season). In addition, Preethi et al. (2015) compared the influence of the canonical El Niño, El Niño Modoki, and IOD on African rainfall. They found that El Niño Modoki and canonical El Niño have opposite impacts, resulting in below and above mean East African OND rainfall, respectively. ENSO clearly plays an important role with respect to drought risk in East Africa. However, the literature discussed shows that disentangling the role of Pacific SSTs and the influence of the Indian Ocean, as well as potential role of anthropogenic climate change is not straightforward and will likely not be uniform in time and space.

Previous studies on drought in Kenya have found differing results when analysing the effect of anthropogenic climate change. A number of studies have pointed out a drying trend of the long rains in East Africa in recent decades (e.g. Lyon and DeWitt, 2012) and there have been a number of studies discussing whether this is due to internal climate variability or forced by human-induced climate change. The drying trend is small compared to natural variability as noted by Yang et al. (2014), and this low signal to noise makes it difficult to attribute the cause of this trend, especially over a period as short as a few decades. This discussion has also been complicated by an increase in precipitation predicted by climate simulations. For example, Shongwe et al. (2011) used multi-model ensembles from global climate models (GCMs) to show the whole rainfall distribution in East Africa is positively shifted in a future climate: mean precipitation rates increase as does the intensity of high rainfall, and droughts become less severe. They describe physical mechanisms explaining this trend. However, they also stress that natural variability is so large that this trend will not become visible until well after the beginning of this century.

However, while GCMs show an increase in precipitation, atmospheric simulations forced by the observed patterns of SST variability can reproduce the recent drying of the long rains (Yang et al., 2014; Hoell et al., 2017). The SST patterns are a result of both natural and anthropogenic forcing, and using additional simulations, Hoell et al. (2017) indicated that the interaction of internal variability and anthropogenic forcing may have enhanced the drying trend compared to internal variability acting alone. Rowell et al. (2015) also examined a number of hypotheses for the drying trend not being present in coupled climate models, including changes to anthropogenic aerosols and inadequate representation of physics in climate models. They also determined that it was unlikely the drying trend could have resulted from natural variability alone. A mechanism of drying over East Africa was proposed by Liebmann et al. (2017), connecting increased convection over Indonesia to increased upper atmosphere easterly winds and lower rainfall in MAM, but did not separate the effect of anthropogenic forcing and natural variability.

Previous attribution studies have looked at the influence of human-induced climate change on specific droughts in East Africa. Lott et al. (2013) used event attribution methodologies on the 2010–2011 drought in Kenya and Somalia. They found that the 2010 short rains failed due to the La Niña event in 2010, however, human influence increased the probability of the dry 2011 long rains. In contrast, Marthews et al. (2015) found no anthropogenic influence on the likelihood of low rainfall in the long rains of 2014 in northern Kenya and southern Ethiopia, but human influences did increase temperatures and incoming ground surface radiation and thus the factors exacerbating the impacts of drought. We note that the results of these two studies for the long rains are not necessarily contradictory as they looked at different regions in East Africa and different years (both studies used SST-forced attribution), which may have different drivers of the drought. This indicates attribution results for a particular drought cannot be easily generalized to other droughts and highlights the importance of a case-based approach to an attribution analysis of individual events. It should also be noted that model dependencies are very large for drought attribution, as exemplified by the differing trends shown in Shongwe et al. (2011), and shown thoroughly for Europe in Hauser et al. (2017).

Another attribution study (Funk et al., 2013) examined the ENSO-related SST effects rather than anthropogenic influence on the 2012 MAM rainfall deficit in eastern Kenya and southern Somalia. By repeating the analysis for the time periods 2003–2012 and 1993–2002 they found that while ENSO was a key driver of the dry spells in 1993–2002, effects other than ENSO contributed to the dry spells in the more recent 2003–2012 period. However, this may just reflect natural variability and the influence of the Indian Ocean independent of ENSO.

This study aims to investigate the respective contributions of anthropogenic climate change and large scale variability in SSTs for a specific case – the low rainfall over the OND season in NW Kenya and the yearly rainfall deficit in the SE Kenya. Focusing on a single OND season for the NW region allows us to more clearly examine possible connections with the Pacific and Indian Oceans. Analysing the whole year’s rainfall in the SE can be linked to the accumulated impact of low rainfall for more than one season. The analysis is performed on observational data sets and multiple climate models with different experimental setups. Combining different approaches in this way, gives us a range of possible responses of this event to anthropogenic forcing and natural variability and hence greater confidence in the results.

For this study, we do not focus on the recent drying trend of the long rains, as we are investigating changes due to anthropogenic forcings in the order of a century rather than decades. The focus here is on the short rains and yearly rainfall rather than the long rains. There is not a significant drying trend reported in the short rains or yearly rainfall in the regions analysed in this study.

Section 2 describes the data products and models used; being observational data (Section 2.1), global climate models (Section 2.2), and large ensembles of regional climate models (Section 2.3). Section 3 then gives a brief description of the methods of analysis used and Section
4 gives an evaluation of the models against observations. We show our analysis of the low precipitation in Section 5, which is again broken up into analysis of observations (Sections 5.1 and 5.2), a comparison with the 2010–2011 drought (Section 5.3), analysis of the global climate models (Section 5.4) and the large ensembles of regional climate models (Section 5.5). In Section 6, we discuss other factors in the drought such as temperature, and look at the large ensembles of regional climate simulations to give an indication of the influence of climate change to available moisture (precipitation minus evaporation and also soil moisture).

2. Data and models

Different regions in Kenya have different rainfall characteristics, so we analyse a couple of smaller regions rather than the country as a whole. The areas of interest for this study are restricted to the regions in Kenya that had the most significant dry anomalies in 2016 (Figure 1). We label these the NW and SE (see Figure 2). The regions are defined by county boundaries to avoid selection bias in choosing specific regions for this analysis and to assist in making these regions relatable to people in Kenya. The NW region includes the counties Turkana and Marsabit, and the SE region includes Kwale, Kilifi, Mombasa, and Lamu.

Kenya has seasonal rainfall dominated by two rainy seasons: MAM and OND. The seasonal cycle of precipitation in the NW and SE are shown in Figures 3(a) and (b), respectively. There is high year to year variability, shown in the time-series of precipitation anomalies in Figures 3(c) and (d) and also the 95% range in Figures 3(a) and (b). The NW of Kenya is very dry with average rainfall of less than 1 mm day\(^{-1}\) for much of the year. In the year 2016 it was especially dry in OND (Figures 1(a) and 3(c)). Considering the SE of Kenya, the dry anomaly extended over both rainy seasons (Figures 1(b) and 3(d)).

For the NW region, we analyse the short rains only (OND), as this region had above average rainfall in the 2016 MAM rainy season and it is the rainfall deficit that is relevant to the drought’s impact. In the SE, we consider the whole year from January to December 2016, as this captures the impact of below average rainfall for two consecutive rainy seasons.

2.1. Observational data

For observations, we use both station data and gridded data of monthly precipitation. The station data for the years 1981–2016 are provided by the Kenya Meteorological Department. These time series are extended back in time by the corresponding data sets in the monthly Global Historical Climatology Network station database (Peterson and Vose, 1997). We analyse two stations in the NW of Kenya for the OND season. These are Lodwar (3.10°N; 35.60°E, 515 m above sea level, 1920–2016) and Marsabit (2.00°N; 37.90°E, 1447 m above sea level, 1918–2016). The only station in the SE for which we have a long time series is Lamu (2.27°S; 40.90°E, 30 m above sea level, 1906–2016). We analyse the station data of Lamu for January–December 2016 but note that this station is not representative for the entire SE region.

The gridded data set is a combination of two data sets: CHIRPS (Climate Hazards Group InfraRed Precipitation with Station data; Funk et al., 2015b) and CenTrends (Cen-tennial Trends; Funk et al., 2015a). CHIRPS is the state of the art observational daily dataset for East Africa for the years 1981–2016. CenTrends, on the other hand, is a monthly data set, available for 1900–2014. CenTrends and CHIRPS are based on a similar assimilation technique and underlying observational data for their overlap period. They are highly correlated, with correlations over 0.95, justifying the extension of the CenTrends data set with monthly averaged data from CHIRPS. A correction according to the regression between the two would result in no difference in the NW region and slightly higher precipitation values in the SE region. To avoid the introduction of extra errors we do not adjust this value, but bear in mind that return period in the SE region might be slightly overestimated. With the two data sets together, referred to as the CenTrends-ext data set, we can provide information about both the trend in the past and the current situation.

2.2. Global climate models

We analyse output from two global climate models (GCMs). The first GCM is EC-Earth (Hazeleger et al., 2010) which is a coupled atmosphere–ocean model with a resolution of T159 (about 125 km over Kenya). The version used is EC-Earth 2.3, which is based on the European
Figure 3. Seasonal cycle of CHIRPS monthly precipitation in: (a) NW Kenya from 1987 to 2009 and (b) SE Kenya from 1987 to 2009. For (a) and (b) the solid line is the mean precipitation and the dashed lines are the 95% range for each month, (c) time-series of precipitation anomalies over the past 7 years for the NW region, and (d) time-series of precipitation anomalies for the SE region. Blue/red means more/less than average precipitation (panels (c) and (d) show anomalies with respect to 1986–2009).

Centre for Medium-Range Weather Forecasts (ECMWF) seasonal forecasting model system 3 (Stockdale et al., 2011). For EC-Earth, continuous simulations from 1860 to 2015 are used as per the CMIP5 historical setup until 2005 and the RCP8.5 scenario from 2006 (see Taylor et al., 2012). The ensemble includes 16 members.

The second model used is UK Met Office model HadGEM3-A (Christidis et al., 2013). In the European CLimate Extremes Interpretation and Attribution (EUCLEIA) project, HadGEM3-A is an atmosphere-only model and was run with N216 horizontal resolution (about 60 km). These simulations are also part of the Climate of the Twentieth Century (C20C) Detection and Attribution project. For this model we have both historical simulations for 1960–2015, driven by observed SST, and historicalNat simulations (Taylor et al., 2012) representing the historical period but with only non-anthropogenic forcings. The SST for these runs has been obtained by subtracting an estimate of the forced change in SST obtained from the mean CMIP5 ensemble response. As the runs for 2016 were not yet available at the time of writing, we used the trend up to 2015 as the indicator for the effects of natural and anthropogenic forcings.

2.3. Large ensemble regional climate modelling

To obtain an extensive sample of possible weather under different scenarios, we make use of the large ensemble distributed computing framework of weather@home (Massey et al., 2015). This uses the Met Office Hadley Centre regional atmospheric circulation model HadRM3P, at 50-km resolution over Africa, nested in the global atmosphere-only model HadAM3P. With this model, thousands of simulations are run for two scenarios: Actual and Natural. The Actual simulations use current greenhouse gas (GHG) and aerosol concentrations, and observed SSTs and sea-ice extent from the OSTIA data set (Donlon et al., 2012). The Natural simulations use preindustrial levels of GHGs, multiple anthropogenic warming patterns subtracted from the OSTIA SSTs (as per Schaller et al., 2016) and the maximum observed sea-ice extent in the OSTIA data set. In addition to simulations of 2016, we have a reference data set of Actual simulations from 1987 to 2009 (referred to as Climatology).

Different simulations were produced by varying the initial conditions. Forty starting conditions from previous simulations were used in each scenario and different initial condition perturbations were applied to the potential temperature to obtain thousands of unique initial conditions, producing different simulations of possible weather. A larger number of simulations were computed covering just OND 2016, than were computed for the whole year of 2016, due to computational constraints. The number of ensemble members for each of the scenarios are: Actual: 3474 for OND and 2536 for January–December; Natural: 7003 for OND and 4285 for January–December; and Climatology: 3596.

3. Methods

We used statistical methods to analyse the precipitation in the NW and SE regions of Kenya. As mentioned above, we considered precipitation from the observational data
sets CHIRPS, CenTrends and observations from stations in Marsabit, Lamu, and Lodwar. The GCMs are EC-Earth version 2.3 and HadGEM3-A, and the regional climate model is weather@home.

In order to determine the return times of the low precipitation values we fit the low tail of the observed and modelled precipitation distributions to a generalized Pareto distribution (GPD, Coles, 2001), which has a cumulative distribution function:

\[ H(x - \mu) = 1 - \left( 1 - \frac{\xi(x - \mu)}{\sigma} \right)^{-1/\xi} \]  \hspace{1cm} (1)

where \( \mu \) is the threshold, in this case chosen so that the lowest 20% of data points are fitted, \( \sigma \) is the scale parameter, and \( \xi \) is the shape parameter. To allow for a trend in probability the threshold and shape parameters are dependent on the 4-year running mean of global mean temperature (\( T \), also referred to as smoothed GMST) with a trend \( \alpha \) such that their ratio is constant and with an exponential dependence that scales the whole PDF:

\[
\begin{align*}
\mu &= \mu_0 \exp \left( \frac{\alpha T}{\mu_0} \right) \\
\sigma &= \sigma_0 \exp \left( \frac{\alpha T}{\mu_0} \right)
\end{align*}
\]

The trend \( \alpha \) is fitted together with the other parameters in a maximum likelihood procedure. The fit is constrained to have zero probability below zero precipitation (\( \xi < 0, \sigma < \mu \xi \)). Unphysically large shape parameters are suppressed by a penalty term that keeps them roughly in the range \( |\xi| < 0.4 \) (as per Schaller et al., 2014; van der Wiel et al., 2017).

When calculating the distribution, the value of the year of interest is not used in the fit. As the GPD includes a covariate (smoothed GMST) that varies with time, we can evaluate the precipitation distribution for a given year (for this study, 1920, and 2016). The precipitation series are also shown twice, scaled with the fitted trend to 2016 and 1920 GMST values. The difference in the two distributions shows whether there is a trend, with the uncertainty range estimated with a 1000-member nonparametric bootstrap. This takes into account dependencies between ensemble members of SST-forced models with a moving block technique.

The EC-Earth and HadGEM3-A models are analysed using the same method as for the observations, calculating the return times and trend from the GPD fit. These models have multiple long climate simulations, which reduces the statistical uncertainty shown in the confidence interval bounds, compared to the observations. The models have an additional structural uncertainty due to how the models represent climate processes and this is not included in the uncertainty estimates quoted in for each model. However, the spread across the different models, with different representations of the physics, gives an idea of this structural uncertainty.

For the weather@home data, we take advantage of the thousands of simulations to describe the distribution of possible weather under different climate conditions, and do not fit an extreme value distribution to determine return periods. The sampling uncertainty of return periods in weather@home data is calculated by randomly resampling the distribution 1000 times. Again we note that this uncertainty represents the variability in the model, but not the structural uncertainty due to model physics. Hence a small uncertainty range does not indicate confidence in the results but indicates that the type of event is well sampled using this methodology. Comparisons with the other methods are necessary to assess confidence in results. For this study we do not bias correct the weather@home data. Therefore, we use a threshold based on the observed return period, instead of the observed magnitude of the event which would first require the data to be bias corrected.

In the gridded observational data sets we also analyse the role of ENSO in this drought. As the teleconnection to East African rainfall is related to the ENSO variability and not to the trend, a detrended NINO3.4 index is used for this analysis, see Philip et al. (2017) and van Oldenborgh et al. (submitted). The detrended NINO3.4 index is defined in this study as SST in the NINO3.4 region (5°S–5°N, 120–170°W) minus SST averaged of 30°S–30°N to remove to first-order effects of global warming from the index. Detrending in this manner is preferable to a linear detrending of the index itself, as the warming signal is nonlinear. The 30°S–30°N region was chosen to represent tropical SSTs as the difference in NINO3.4 temperature and the wider tropical region is important for ENSO. Correlations between monthly precipitation and the NINO3.4 index of the same month are calculated. We then subtract a linear approximation of the influence of ENSO from the observational data for each month in the 2016 event. This allows us to calculate the return time for a hypothetical event for 2016 as if it had happened under ENSO-neutral conditions. In order to keep the precipitation values above zero we apply a logarithmic transformation on the precipitation before subtracting the influence of NINO3.4.

We also look at correlations of the Kenyan precipitation and Indian Ocean SSTs, represented by the DMI. The DMI is comprised of the difference between the western Indian Ocean (WIO) SSTs, 10°S–10°N, 50–70°E, and the south eastern Indian Ocean SSTs, 10–0°S, 90–110°E. The DMI is not detrended as per NINO3.4 as it represents a difference or gradient in the Indian Ocean SSTs. The WIO index (detrended by subtracting the influence of change in GMST) is also considered as a separate index.

### 4. Evaluation of model precipitation

The gridded CenTrends-ext precipitation data is more comparable to the model data than the station data so is used to evaluate the model precipitation distributions. For precipitation in NW Kenya in October–December and SE Kenya in January–December, the GPD fit of the CenTrends-ext data gives a good description of the dry tail.
Table 1. GPD fit parameters for EC-Earth and HadGEM3-A, compared against CenTrends-ext.

| Region                  | Parameter | Observation | EC-Earth | HadGEM3-A |
|-------------------------|-----------|-------------|----------|-----------|
| NW Kenya (October–December) | $\sigma/\mu$ | 0.25 (0.14, 0.31) | 0.34 (0.30, 0.38) | 0.19 (0.16, 0.23) |
|                         | $\xi$     | 0.25 (0.14, 0.31) | 0.34 (0.30, 0.38) | 0.19 (0.16, 0.23) |
|                         | Bias factor | 1.15 | 1.33 |
| SE Kenya (January–December) | $\sigma/\mu$ | 0.09 (0.05, 0.13) | 0.11 (0.10, 0.14) | 0.10 (0.08, 0.11) |
|                         | $\xi$     | 0.10 (0.05, 0.13) | 0.14 (0.10, 0.14) | 0.23 (0.08, 0.11) |
|                         | Bias factor | 0.83 | 1.18 |

The parameters used for validation are the ratio of parameters $\sigma/\mu$ (scale and location parameters) and $\xi$ (shape parameter). Uncertainty ranges for the parameters are shown in brackets. The bias correction factor calculated from the data is also shown.

The GPD fits of the monthly precipitation from the EC-Earth and HadGEM3-A models were validated against the fits for the CenTrends-ext precipitation distributions, see Table 1. This table also includes the multiplicative bias correction factor. The seasonal cycles for the models in each region are also shown in Figure 4. The parameters validated are the ratio of $\sigma$ and $\mu$ (as it is assumed that the scale parameter $\sigma$ scales with the position parameter $\mu$), and also the shape parameter $\xi$. If the model parameters are within the uncertainty bounds of the fit parameters in observations we consider this model for analysis and employ a multiplicative bias correction for the model value in 2016 if necessary.

The GPD fit parameters, $\sigma/\mu$ and $\xi$, of the EC-Earth precipitation time series in the NW region, are respectively just within and just outside the confidence margins of the fit parameters given from observations. We include the EC-Earth results for this region but keep in mind that this is at the edge of the plausible range of distributions. The fit parameters for the SE region are well within the confidence margins from observations, so we trust this result, although we have to remark that this region contains only three grid boxes in this model. We also note that from Figure 4(a), the short rains start earlier than the observations in NW Kenya. The seasonal cycle is represented better in the SE, although with an underestimation of rainfall during the long rains (Figure 4(b)).

A statistical model evaluation of HadGEM3-A monthly precipitation in the NW region shows that the fit parameters of the time series are within the uncertainty range of the parameters fitted from observations, so we include this model in our analysis. The seasonal cycle is represented well (Figure 4(c)), and as the historicalNat runs do not show a trend over the whole period, this gives us greater confidence in the trend of the historical runs.

In the SE region the situation is more complicated. The fit parameters of the time series of SE Kenya precipitation for HadGEM3-A in January–December are within the uncertainty range of the parameters from observations, so we include this model in our analysis. The seasonal cycle is represented well (Figure 4(c)), and as the historicalNat runs do not show a trend over the whole period, this gives us greater confidence in the trend of the historical runs.

In the SE region the situation is more complicated. The fit parameters of the time series of SE Kenya precipitation for HadGEM3-A in January–December are within the uncertainty range of the parameters from observations, so we include this model in our analysis. The seasonal cycle is represented well (Figure 4(d)). However, the historicalNat runs have a strong significant trend towards drier conditions. The 2016 low rainfall was 33 times more likely to occur in 2016 than in 1920, based on the historicalNat
trend. To compare, the trend in the historical simulations is about half of that (the 2016 event was 14 times more likely to occur in 2016 than in 1920). Using a linear subtraction of the two trends indicates a wetting trend due to anthropogenic influences. However, as the model drift is relatively large, we do not trust this linear subtraction and do not consider this model further for the SE region.

Comparing the weather@home climatology to the CHIRPS data set, the weather@home model does have biases in rainfall, see Figure 5(a). The NW region has a wet bias in the short rains (OND) of 0.8 mm day$^{-1}$. As this region is particularly dry, this is a large percentage bias relative to CHIRPS (75%). The SE has a dry bias in the annual mean ($-1.3$ mm day$^{-1}$) which is 51% drier than CHIRPS. Because of this, we do not estimate return times from the absolute precipitation values in the model. However, we note that despite the absolute magnitude of rainfall not being well captured, the model does replicate the seasonal cycle reasonably well (Figures 5(b) and (c)). During OND in the NW, the weather@home precipitation matches the spread of precipitation in the CHIRPS data set despite the average being too high. In addition, the year to year variability of the weather@home OND rainfall, forced by SSTs, shows a similar response to the observations in both regions. For the weather@home analysis, the return periods from the CenTrends-ext data set were used as the threshold for the 2016 event.

5. Precipitation analysis

5.1. Return times in station observations

The data for the precipitation stations at Marsabit in the NW and Lamu in the SE are shown in Figure 6. Results for Lodwar are not shown, as this time series did not fit a GPD properly and we were not able to calculate a return time. Probably this is because this station is so dry that it happens more often than not that there is hardly any precipitation. It is very difficult to estimate the return time of a value of almost zero. For the remaining two stations, the data are plotted against the covariate used in the GPD fits (smoothed GMST), showing the trends in the data (Figures 6(a) and (b)). Return time plots of the data are shown in Figure 6(c) and (d), with the distributions of the data shown twice; shifted by the trend to 2016 levels and 1920 levels.

The return time of the OND 2016 event in Marsabit, in the NW, is about 12 years (95% CI: 3–70 years) and the trend is not significant. The best estimate of the GPD fit for the return time of the 2016 event (January–December) in Lamu, in the SE region, is about 2000 years, but the GPD does not fit the tail of the distribution very well. The lower bound of the return time of 120 years would be a better estimate for the occurrence of an event like this, given the limited amount of data. This time series shows a trend towards more precipitation (a ratio between the return times of 2016 and 1920 of at most 0.4): in 1920 the return period was about 50 years (95% CI: 5–150 years).

5.2. Return times in gridded observations

The return times of the CenTrends-ext data, shifted to 2016 and 1920 levels, are shown in Figure 7. The return time of the OND 2016 event in NW region is about 3 years (95% CI: 1–9 years) and there is no significant trend. The area-averaged drought is somewhat less extreme than the drought measured by station data. For the SE region, the return time of the 2016 January–December
precipitation was about 5 years (95% CI: 2–21 years), with no significant trend. This is much less extreme than in the station data of Lamu. From Figures I(a) and (b), we see that the Lamu station is in the driest part of the SE region, so we expected the area average to be less extreme than in the station data. Lamu is one of the worst-affected areas, although this station might not be representative for the whole region due to coastal influence or the patchy nature of this drought.

In general, precipitation in Kenya in OND is positively correlated with El Niño, which means that in an El Niño year we expect more rain. As in 2016 we experienced La Niña conditions, we expect this season to be drier than under normal conditions. There is also a strong correlation between precipitation and Indian Ocean SSTs (WIO and DMI), especially in OND. The MAM precipitation is not correlated significantly with either NINO3.4 or Indian Ocean SSTs in the NW or SE of Kenya.

For the NW region, the variance explained by NINO3.4 in OND is 16%. When we subtract the influence of NINO3.4 linearly from the logarithm of monthly precipitation, the OND average precipitation in 2016 in an ENSO-neutral year would have been 0.89 mm day\(^{-1}\) instead of 0.62 mm day\(^{-1}\). In OND, the WIO explains 45% of the variance in NW Kenya precipitation, and subtracting the influence of WIO (detrended with GMST) the average precipitation would have been 0.95 mm day\(^{-1}\). Here we have not disentangled the influence of WIO and NINO3.4 but point out that ENSO may be acting through its teleconnection with the Indian Ocean. We calculated the return time of the 2016 event as if it had happened under these neutral ENSO conditions. This would have been a relatively normal year, with a return period of 2 years (95% CI: 1–3). We conclude that indeed, La Niña and the Indian Ocean SSTs caused the difference between a normal year and a dry year.

In the SE region the correlation with NINO3.4 is especially high in SON, where it explains about 17% of the variance. Because the correlation during the rest of the year is lower or not significant, the variance explained by NINO3.4 over the whole year is slightly lower, about 14%. When we subtract the influence of NINO3.4 from precipitation, the yearly average precipitation is 2.0 mm day\(^{-1}\) instead of 1.9 mm day\(^{-1}\) (also 2.0 mm day\(^{-1}\) with WIO influence subtracted, which explains 3% of the variance in precipitation). We also calculate the return time of the 2016 event in this region if it had happened under normal ENSO conditions. It would have been a relatively dry year even under normal conditions, with a return period of about 4 years (95% CI: 2–11).
Figure 7. Same as for Figures 6(c) and (d) but for CenTrends-ext data averaged over (a) NW Kenya for OND averages and (b) SE Kenya for January–December averages.

5.3. Comparison with 2010–2011 drought

As an indication of the relative severity, we compare the precipitation in the 2016 drought with the October–June 2010 drought, which caused widespread famine. In Marsabit, the return period of OND 2010 was 11 years (95% CI: 3–40), compared to 12 years in 2016. So the 2016 drought is comparable to the OND part of the 2010–2011 drought, at this specific station.

In Lamu, the dry season October 2010–June 2011, had a return period of 80 years (95% CI: 5–400 years), compared to greater than 120 years in January–December 2016. However, in this fit the year 2016 is used as well, which makes the trend towards more rainfall not significant, highlighting the sensitivity of this analysis as the fit only includes the driest 20% years. Also, considering that we are comparing two different periods (October 2010–June 2011 and January–December 2016) and that the estimate of the 2016 drought is not very well-defined for this specific station, we are not able to rank these droughts with confidence.

For the CenTrends-ext data in the NW, the return period for OND 2010 was about 60 years (95% CI: 4–180 years), compared to 3 years in 2016. So over this area, the 2016 drought was not unusual and the OND part of the 2010–2011 drought was much worse. In the SE, October 2010–June 2011 had a return period of at least 50 years. So this 2010–2011 drought was much worse than the January–December 2016 drought with a return period of 5 years, although we have to keep in mind that these consider different seasons.

From this analysis, we conclude that the 2010–2011 drought was more severe than the 2016 drought on the larger scale (in the gridded CenTrends-ext data set), however, this does vary from place to place. For example, Marsabit experienced conditions in 2016 similar to 2010–2011, and Lamu was especially dry in 2016, although the return period was not easily comparable to 2010–2011.

5.4. Global climate model analysis

Return periods for the GCMs EC-Earth and HadGEM3-A were calculated using GPD fits for the OND season in the NW and January–December in the SE, as per the observations. Values for the multiplicative bias correction are given in Table 1.

In EC-Earth, the 2016 OND event in the NW had a return period of about 6 years (95% CI: 4–9 years) (see Figure 8(a)). There is no significant trend in the model. The correlation of OND precipitation in NW Kenya with the detrended NINO3.4 index in EC-Earth is very low so we are not able to calculate the influence of El Niño in this region.

Results for the SE in EC-Earth, indicate a return period of the January–December 2016 event of about 5 years (95% CI: 4–5 years) (see Figure 8(b)). In this region we see a small trend towards less precipitation: the ratio
between 2016 and 1920 is 1.4 (95% CI: 1.1–2.1). This means that in 1920 such an event would have happened every 7 years instead of roughly every 5 years now.

The variance of SE Kenya precipitation explained by the detrended NINO3.4 index in EC-Earth is about 10%, which is comparable to that in CenTrends-ext data. We therefore calculate the return time of the January–December 2016 precipitation value in which the influence of NINO3.4 is subtracted, similar to the analysis done in observations, with a multiplicative bias correction. If the influence of La Niña is subtracted, this increases the rainfall, resulting in an event with return period of 3 years (95% CI: 3–4 years) instead of 5 years.

In the HadGEM3-A model, our results for the NW indicate a return period of the 2016 OND event of about 33 years (95% CI: 17–44 years) (see Figure 9). In this region we see a small trend towards more precipitation: the ratio between 2016 and 1920 is 0.23 (95% CI: 0.12–0.72). This means that in 1920 such an event would have happened every 8 years (95% CI: 5–15 years) instead of once every 33 years now.

The variance explained by the detrended NINO3.4 index in OND is about 10%, which is slightly lower than in CenTrends data. We calculate the return time of the OND 2016 precipitation value in which the influence of the detrended NINO3.4 is subtracted, similar to the analysis done in observations, with a multiplicative bias correction. Without La Niña, the event would have a magnitude that occurs once in 5 years (95% CI: 3–5 years), so would not be particularly exceptional.

5.5. weather@home analysis

Figure 10 shows the weather@home distributions of precipitation for the two regions. These consistently show that the 2016 simulations are drier than the climatology, which can mainly be attributed to the SSTs (e.g. La Niña) that occurred in 2016 compared to the average year. In addition, the Actual 2016 simulations are slightly wetter than the Natural 2016 in the NW for OND, indicating that this event may have been made less likely due to climate change.

To quantify the changes in return time in the weather@home model, we use the return time from the CenTrends-ext data set to define the event. From Section 5.2, the CenTrends-ext 2016 precipitation had return periods of 5 and 3 years, respectively, in the SE for January–December and NW for OND.

To determine the change in likelihood due to anthropogenic influence, we take the distribution from the Actual 2016 simulations as a reference and see how they changed from the Natural 2016 simulations, for the 1 in 5-year event in the SE and 1 in 3-year event in the NW. The 1 in 5-year occurrence of yearly rainfall in the SE is not changed between the 2016 Actual and 2016 Natural simulations. The event in the NW has become less likely due to climate change in the OND season, with a ratio between Actual and Natural simulations of 0.76 (CI: 0.71–0.81). We also note that the event has become also less likely due to climate change in the SE for the OND season, compensated by an increase of probability of drought in the MAM season (not shown). This indicates that human-induced warming is influencing the seasons differently, as found by Lott et al. (2013).

By comparing the return times between the climatology and Actual 2016 simulations, we see the effect of
the SST patterns of 2016 compared to a normal year. For the SE, we take the 1 in 5-year threshold in the climatology simulations. This event occurs most years with the SSTs in Actual 2016, at least four times more likely (CI: 4.06–4.64). In OND in the NW, an event that occurs 1 in 3 years in the climatology simulations, occurs most years in the Actual 2016 simulations and is at least 2 times as likely (CI: 2.50–2.75). The event was thus mainly caused by the SST patterns observed during OND 2016 which include La Niña and IOD.

The correlation of precipitation in Kenya with SST indices (DMI for Indian Ocean dipole and detrended NINO3.4 for ENSO) is strong in the OND season, with the DMI better correlated than NINO3.4 or WIO. These are based on 3-month means against OND precipitation, for 1987–2009 weather@home climatology simulations. For precipitation in the SE, NINO3.4 explains 29% of the variance in OND whereas the DMI explains 40% of the variance. The correlations are not so strong in the NW, with NINO3.4 explaining 4% of the variance or the DMI explaining 21% of the variance. Teleconnections between the different regions mean the indices are not independent, but this shows the Indian Ocean SSTs are more closely linked to Kenyan OND precipitation than Pacific SSTs in this model.

We note that for OND 2016, the DMI was −0.5 (from the OSTIA SSTs forcing the weather@home model), whereas the NINO3.4 was −1.1. We also looked at lags in the correlation between the SST indices and the weather@home precipitation and found that the 1–2-month lagged NINO3.4 has a slightly greater correlation for SE region precipitation but for all other cases (DMI and NINO3.4 for NW Kenya) the current SST indices correlated higher than the index from the previous months.

6. Other factors in the 2016 drought

Although there is no clear evidence as to the anthropogenic effects on the Kenyan precipitation in this drought, other factors such as temperature can play an important role. For example, higher temperatures may result in an increase in evapotranspiration and reduce moisture availability, impacting negatively on agriculture and worsening the effects of the drought. In the OND season of 2016, the NE was 0.8 °C and the SE was 0.7 °C above normal (using the MERRA data set, compared to 1981–2010). These higher temperatures have been reported in connection with drier conditions and lower expected crop yields (e.g. FEWSNet, 2017a).
To investigate a connection between higher temperatures and moisture availability, we conducted an examination of additional variables in the weather@home simulations. Specifically, we looked at the net precipitation minus evaporation (P – E) and soil moisture in the top 10 cm of soil. Firstly, we note that the simulations indicate a shift of the temperature distribution in the Actual 2016 simulations, compared to the Natural 2016 simulations, as expected due to climate change. The Actual 2016 simulations were also warmer than in the Climatology simulations, relating to the particular conditions of 2016 (not shown). However, return time plots of P – E and soil moisture (Figure 11) show the same trend as the precipitation with there being slightly more moisture in the Actual 2016 simulations compared to the Natural 2016 simulation, and the Climatology simulations being wetter. This can be explained by the precipitation limiting the moisture supply – if there is no precipitation, there cannot be much additional evaporation. We do additionally note that due to the biases in the precipitation we do not quantify the change in return periods for these variables compared to the climatology.

We see that in the weather@home model, the moisture availability is dominated by the precipitation and not decreased significantly due to temperature effects for the 2016 OND season in the NW and January–December 2016 in the SE. However, as we do not have long time series of measurements of variables such as soil moisture or evaporation, we cannot easily evaluate the model performance for these quantities. The model does have biases in precipitation, and there may be influences of temperature on water availability that the model does not capture well, such as the effect on water storages or irrigated plots.

This analysis is a probe into possible factors impacting the drought other than precipitation; however, without corroborating evidence from other methods, we do not make any strong conclusions based on these results. On the other hand, we consider that higher temperatures would also be expected to increase water demand and stress on livestock (Rojas-Downing et al., 2017). So even without a reduction in water availability, the effects of a drought in a warming world may be exacerbated for specific industries. This is a complicated system though, and there are also possible opposing effects such as reductions in stomatal conductance due to increased CO2 levels acting to reduce evapotranspiration. Only an attribution study integrated with a realistic impact model will be able to draw firm conclusions.

7. Conclusions

The low precipitation of the 2016 Kenyan drought in the gridded observational data sets were not particularly extreme in the regions analysed, with return periods of 5 years (SE, January–December) and 3 years (NW, OND). However, the 2016 rainfall deficit at the specific stations we looked at was more extreme. In Lamu, an event as observed in 2016 is expected to occur less than once in 120 years and in Marsabit around once in 12 years. This indicates that although the 2016 event may not appear to be an extremely dry year over the spatial average of rainfall, individual locations may have had little to no rain.

There is no detectable change in the likelihood of low rainfall like the drought event observed during the ‘short rain’ period in 2016 in the NW of Kenya and over the annual mean of 2016 in the SE region in Kenya. Models confirm this, suggesting that anthropogenic climate change did not result in a significant trend in such a drought event. We show the spread of the possible ratios of return times between 2016 and pre-industrial in Figure 12. In these plots, a ratio of 1 represents no change due to climate change, less than 1 means the event has become less likely due to climate change (a wetting trend), and greater than 1 means the event has become more likely due to climate change (a drying trend). The trends due to climate change were not significant for the majority of methods considered. The averages (calculated from the gridded observations and climate models) are consistent with 1 (no change).

In comparison to anthropogenic climate change, the year to year variability of rainfall due to factors such as ENSO has a large influence on a drought like this. The year 2016 was a La Niña year, which is correlated with lower rainfall in Kenya in the OND season. In terms of variance of rainfall explained by the NINO3.4 index, this is 16% in the NW (OND) and 14% in the SE for
the CenTrends-ext data set (January–December). If the influence of ENSO on the rainfall deficit is subtracted from the 2016 event, this results in estimated rainfall of 0.89 mm day−1 instead of the observed 0.62 mm day−1 in the NE and 2.0 mm day−1 instead of 1.9 mm day−1 in the SE. So the hypothetical event with neutral ENSO conditions would have occurred slightly more frequently, every 2 years in the NW and every 4 years in the SE. The models that correctly reproduce the effects of La Niña show comparable results. The weather@home ensemble studies the effect of global SSTs on the probability of drought, and finds that it made two (NW) to four (SE) times more likely by these SSTs.

The SST patterns, including the pattern associated with La Niña, did increase the likelihood of this drought. Seasonal forecasts now have some skill in predicting ENSO months ahead, and hence can give advance warning of the likelihood of low rainfall. This information is already available in the form of seasonal outlooks provided by the Kenya Meteorological Department for each rainy season; this study highlights the benefits of using this information to determine the likelihood of drought conditions. Increasing the quality and informed use of forecast data can be very useful in reducing impacts of droughts. If governments, aid organizations, and the general population can make decisions knowing the likelihood of drought conditions, they may be able to prevent or at least reduce such high levels of food insecurity.

Precipitation is not the only relevant variable though, and higher than normal temperatures in 2016 might have accelerated forage and water depletion across most of the pastoral and marginal agricultural areas (FEWSNet, 2017b). This additional stressor has increased due to climate change and will have implications during future extreme heat and drought events, as well as for livelihood activities such as crop production. The lack of significant climate change signal for precipitation in the areas studied highlights the importance of planning for the large year-to-year variations in climate. In addition, the dominant influence of predictable climate patterns, such as La Niña, during the 2016–2017 drought implies a high potential for using forecasts to trigger preventative actions, before the onset of the meteorological event.

To conclude, there is no detectable change in the likelihood of low rainfall like the drought in 2016, due to anthropogenic climate change, as observed in the short rains in NW Kenya and yearly rainfall in SE Kenya. We do note that the timing of rainfall events is also important for agriculture. This study investigated change in seasonal averaged rainfall, but it is also possible that there are changes in timing, frequency, and duration of rainfall events within a season due to climate change. Further investigation into changes to rainfall over shorter time scales, and using impact models will be beneficial in future studies.
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