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ABSTRACT

Carryover, or the effects of treatment after it ceases, has been largely ignored in statistical literature except as a nuisance parameter. When testing for carryover, comparing cumulative incidence rates is biased when diagnosis is based on a noisy measurement crossing a threshold (such as in blood pressure) then followed by open-label treatment. This issue was raised in the context of preventing hypertension by the TROPHY trial. We show that modelling the noisy measurement itself using linear mixed effect models, then computing the expected proportion over the threshold, gives valid tests and consistent estimates. The key insight is that the data made unavailable by open-label treatment after diagnosis are missing at random. We demonstrate the analysis in simulations based on a large set of blood pressure measurements from a New Zealand healthcare organisation and show that properly specified random effects models accurately estimate carryover effects even in the presence of data censored at diagnosis.

1. Introduction

One goal of healthcare is prevention; “prevention is better than treatment” [1]. As such, some researchers want to investigate treatments that delay the onset of diseases, this is equivalent to measuring the carryover effects. Unfortunately, statistical methodology has not yet been developed that enables investigators to test a carryover hypothesis. We use Stephen Senn’s Definition of carryover effects as the “residual effects” of treatment after it has ceased [2]. He also laments “that little has appeared... on the subject of modelling for carry-over [sic] that is more grounded in clinical and pharmacological reality” [2]. This article begins to fill this gap. Recently, three studies have attempted to measure carryover effects of pharmacological treatments [3–5] but all used faulty methodology. For the purpose of concreteness we focus on one, the TROPHY trial.

Rates of diabetes and hypertension are on the rise and responsible for increased death and disease [6]. To explore a prevention strategy to reducing rates of hypertension, AstraZeneca tested Candesartan for carryover effects. Since parallel-group trials with blinding are the gold standard for determining causality [7], TROPHY trial investigators believed it could effectively test a carryover hypothesis. They randomised 809 participants with blood pressure (BP) close to the 140/90 mm Hg threshold for hypertension to the treatment arm (Candesartan for 2 years followed by 2 years of monitoring) or placebo for 4 years. Fig. 1 plots a possible BP trajectory of a participant in the treatment arm of the TROPHY trial which involved BP measurements every 3 months for the duration of the study. Investigators diagnosed participants with hypertension when any 3 measurements were above the 140/90 mm Hg threshold. Cumulative incidence in the treatment arm was 53.2% and 63.0% in the placebo arm. The investigators concluded that “the effect of active treatment on delaying the onset of hypertension can extend up to 2 years after the discontinuation of treatment” [5].

Other authors have criticised TROPHY’s design. Meltzer (2006) said an “idiosyncratic primary endpoint seriously impairs external applicability.” Persell and Baker (2006) noted that cumulative diagnosis rates would differ even with identical underlying BP.

A person is diagnosed with hypertension when their long-term average BP exceeds a threshold. However, BP measurements vary for multiple reasons [8–13]. Investigators must carefully consider this variation when analysing data as the instantaneous BP, not the long-term average, is used in most analyses, and was used in TROPHY. The long-term average BP requires multiple measurements over multiple days and is.

Not practical to implement. Noisy measurements complicates
diagnosis of hypertension which occurs when long-term average BP crosses a threshold; localising when the threshold is crossed is challenging.

We can visualize the problem with the TROPHY design by simulating systolic BP ($Y_{it}$ for individual $i$ at time $t_j$) as normally distributed around an individual-specific long-term average trend

$$Y_{it} = a_i + b_j t_j + c_i X_{it} + d_i Z_{it} + \varepsilon_{it}$$

where $Y_{it}$ is the BP measurement of person $i$ at time $t_j$, $a_i \sim \text{Unif}(125, 140)$, $b_i \sim N(0, \Sigma)$, $c_i$ estimates the treatment effects, $d_i$ estimates the carryover, $X_{it}$ is 1 if person $i$ is on treatment at time $t$ and 0 otherwise, and $Z_{it}$ starts at 1 when someone stops treatment and decreases linearly to 0 over the predefined carryover period. TROPHY’s inclusion criteria allowed for randomisation of participants with baseline BP close to the threshold of 140/90 mm Hg. To account for this, we modeled a uniform distribution on the individual random intercepts.

Fig. 2 visualises variation and its impact upon diagnosis using the threshold of 140 mm Hg. The plot on the left includes long-term average values for both treatment and control arms. The plot on the right includes both long-term and instantaneous BP for the treatment arm. In the plot on the right, two points show the impact of variation on instantaneous BP. At time 0 there are two instantaneous measurements: one slightly before treatment starts, the other after. At the first measurement, the participant has instantaneous BP in excess of the threshold despite the long-term average BP being below it. For the second measurement, because the long-term average BP is much lower, the instantaneous BP is not likely to be in excess of the threshold. Medicated participants have lower long-term average BP, so are less likely to have instantaneous BP in excess of the threshold.

In the TROPHY trial, hypertension was diagnosed when 3 measurements were above the threshold and the treatment arm had lower BP for the first two years. Random variation likely resulted in measurements in excess of the threshold in the control arm regardless of carryover and when the long-term average measurement was in fact below the threshold. Furthermore, simulations suggest an 80% Type I error rate for the null hypothesis of no carryover in the underlying data [14].

Another complication of the TROPHY trial is missing data. After
diagnosis occurs, participants must be treated for hypertension and subsequent measurements cannot be used to determine the long-term average BP. This further impairs our ability to test a carryover hypothesis.

A more thorough discussion of the faults in TROPHY and carryover effects can be found in Sturdevant and Lumley (2016) [15].

1.1. Solutions

We explored several methods to test a carryover hypothesis: a simple design, a rerandomisation design, methodology similar to the Prostate Cancer Prevention Trial (PCPT), and using a mixed effect model to effectively impute missing data.

In a simple design, comparing cumulative incidences in a parallel or a crossover design is ineffective at testing a carryover hypothesis [15]. In the parallel design, noisy measurements combined with treatment result in diagnosis rates which are consistently lower in the treatment arm regardless of carryover. In the crossover design, a nominal trend results in more diagnoses in the second period which skews estimates. In addition, a three arm trial with both parallel, crossover and control arms are also ineffective. Sturdevant and Lumley (2016) [15] discuss this further.

In a rerandomisation design, participants are randomised to treatment or control at the beginning of the study, after the first period the remaining participants are rerandomised to treatment or control [16]. Applying this method to TROPHY would require investigators rerandomise remaining participants after treatment has ceased in the treatment arm, then analysing data. Nason suggests two methods for analysis: mixture models and the Maentel—Haenszel estimator. Our data violates one assumption for the mixture model, that there is no “period effect” [16]. In BP measurements, there is a non-negligible trend which results in more diagnosis in the second period [14,17]; this also caused the crossover design to fail [15]. The second approach uses the Maentel—Haenszel estimator. This estimator compares risks of participants with the same treatment in the past period but different treatments in the current period [18]. Investigators would compare risks of participants who both had treatment in the first period, but are currently on treatment or control. Unfortunately, our question differs: for people with different treatments in the past period but the same (control) treatment in the current period, how does the risk differ? It may be possible to modify the estimator to look at carryover, but it does not currently. Currently, rerandomisation is not a feasible solution to test a carryover hypothesis.

The PCPT was designed to determine if treatment with finasteride was effective at preventing prostate cancer [19]. The investigators randomised 18,882 men to treatment or placebo for 7 years. Finasteride impacts upon PSA levels which increases rates of diagnosis in the treatment arm. The investigators addressed this in two ways: all participants were required to have biopsies at the end of the study, and the investigators used different thresholds of PSA levels in the two arms of the study to determine if a biopsy was necessary; high levels were sent to a statistical centre for analysis [19].

Although extremely burdensome, PCPT methodologies could be implemented as a solution. Ambulatory BP (participants wear a cuff for an extended time which measures BP every 15–30 min) could be used a few years after the end of the trial to diagnose hypertension in all participants [20]. A wash-out period is necessary to remove any carryover effects.

Although extremely dubious, thresholds in the treatment and control arms could have been adjusted to allow similar diagnosis rates in both arms. An initial threshold in both arms of 140–90 mm Hg could be used. The first half of the trial would require more participants diagnosed in the treatment group, as their BP is artificially lowered. The second half requires more diagnosis in the control group. A further complication is variation in the impact of treatment on BP [21]. Diagnosing people with the highest BP with treatment may not equate to diagnosing people with the highest underlying BP. We believe that simplier methodologies exist.

As a simple design, a rerandomisation design, and methodology similar to the PCPT are either not feasible nor practical for this problem, the rest of this article will discuss a mixed effect model.

1.2. Mixed effect model

As we discussed in the introduction, analysis of data is complicated due to missing data. However, all data subsequent to diagnosis is missing deterministically based upon previous measurements. As missing data is based on previous measurements, the missing data is missing at random and a linear mixed model should give unbiased estimates of carryover parameters.

Mathematically, to discuss diagnosis times we define $D_t$ to be the time person $i$ is diagnosed as hypertensive. We let $Y_{it}$ be the systolic BP of person $i$ at time $t$ and $Y_{it}$ be the counterfactorial trajectory of systolic BP of person $i$ at time $t$ without treatment after diagnosis. To discuss how data relate to diagnosis we use rule $f_{it}$ laid out in trial protocol that defines when person $i$ is diagnosed as hypertensive using $Y_{it}$. For example, the TROPHY trial diagnosed people with hypertension when 3 measurements were above the threshold. We have that $Y_{it} = Y_{it} > D_{it}$ (until diagnosis occurs). After $D_{it}$ they differ due to $f_{it}$: if person $i$ is in the control group after diagnosis they will receive treatment per trial protocol, if not they will receive new treatment or more treatment after diagnosis. $f_{it}$ results in measurements $Y_{it}, t > D_{it}$ not adhering to Eq (2).

The $D_{it}$ can be seen as a stopping time for the stochastic process.

$$
Y_{it} = a_i + \beta Y_{it} + \delta Z_{it} + \epsilon_{it}
$$

where $Y_{it}$ is the systolic BP measurement, $a_i$ estimates the intercept for person $i$, $\beta$ is the average trend, $\delta$ is the average treatment effect, $Z_{it}$ is 1 if person $i$ is on treatment at time $t$ and 0 otherwise, and $\epsilon_{it}$ is 1 at the beginning of period 2, when treatment ceases, and decreases linearly to 0 over the predefined carryover period. Unfortunately, we cannot access all $Y_{it}$ as diagnosis occurs and subsequent data is missing due to ensuing treatment beginning when $f_{it} = 1$.

To estimate parameters we analyse $Y_{it}$ where data is available only until diagnosis. The unavailability of all $Y_{it}$ results in biased parameter estimates if analysis is based on a linear model.

As our missing data is due to diagnosis based upon past measurements, and none of the parameters have any impact upon diagnosis, our data is missing at random [22]. We formalise in Theorem 1.1.

**Definition.** $D_t = d$ if $f_{it} = 1$ and $f_{it} = 0$ for all $t < d$.

**Theorem 1.1.** If we set $Y_{it}$ to missing for $t > D_{it}$ it is missing at random.

**Proof.** Diagnosing person $i$ is based on $Y_{it}$ in a deterministic manner defined by $f_{it}$, $D_t = d$ is completely determined by $Y_{it}, t < d$, and therefore is independent of $Y_{it}, t > D_t$ conditional on $Y_{it}, t < d$. If $Y_{it}, t > D_t$ are treated as missing, they are missing at random.

If we coerced $Y_{it}$ then missing data after diagnosis would be missing at random only if diagnosis was deterministic given the coerced data. For example, if $A_{it}$ was the indicator that $Y_{it} \geq 140$ missing data after diagnosis would be missing at random if $f_{it}$ defined hypertension by counting the number of measurements above the 140 mm Hg. It would not be missing at random if $f_{it}$ diagnosed hypertension by averaging measurements as the likelihood ceases to factor into independent products with only one containing parameters. For the rest of this article we refer to $Y_{it}, Y_{it} > D_t$ as $Y_{it}$.

If data missing after diagnosis are missing at random, the likelihood of the parameters factors into the data distribution and a function of the parameters for the probability of missingness. These two sets of parameters differ and are independent. The restricted maximum likelihood of the parameters is dependent on only the likelihood for the parame-
ters; the probability of missingness is irrelevant. This likelihood for person \( i \) is:

\[
l_i = \sum_{j=1}^{M} \left( -\frac{1}{2} \log|\Sigma| - \frac{1}{2} \left( Y_{ij} - (a_i + t_{ij} + X_{ij} + Z_{ij})\right)\Sigma\left( Y_{ij} - (a_i + t_{ij} + X_{ij} + Z_{ij})\right) \right)
\]

with measurement times \( t_j = t_1, t_2, ..., t_M \). The likelihood for the whole data set is \( L = \prod_{i=1}^{N} l_i \) where there are \( i = 1, 2, ..., N \) participants.

We found the restricted maximum likelihood (REML) estimates by maximising \( \int L \theta \) where \( \theta = (\alpha, \beta, \gamma, \delta)^T \). This gave consistent estimates

\[
\begin{pmatrix}
\hat{a}_i
\hat{b}_i
\hat{c}_i
\hat{d}_i
\end{pmatrix}
\]

of distribution \( N \left[ \begin{pmatrix}
\alpha
\beta
\gamma
\delta
\end{pmatrix}, \Sigma \right] \)

where \( \Sigma \) is an unconstrained covariance matrix not assumed to be diagonal. We optimised the likelihood using the lmer function from the lme4 package in R.

With this model, we used a parametric bootstrap to find the risk ratio (\( rr \)) of hypertension. We define the \( rr \) as "a measure of the risk of a certain event happening in one group compared to the risk of the same event happening in another group \([23]\)." Mathematically, we have

\[
rr = \frac{TE/(TE + TN)}{CE/(CE + CN)}
\]

where \( TE \) is the number of people with hypertension in the treatment arm, \( TN \) the number of non-hypertensives in the treatment arm, \( CE \) is the number of people with hypertension in the control arm, and \( CN \) the number of non-hypertensives in the control arm. We bootstrapped the risk ratio for diagnosis of hypertension at the first time point after treatment ceases. In Fig. 1 we find the \( rr \) 2 years and 3 months after the start of the trial, when systolic BP with no carryover and all other lengths of carryover differs the most.

To find the true risk ratio of hypertension from the mixed model, Eq (2), we simulated 10^4 participants with no measurement error (\( \epsilon_{ij} = 0 \)). When carryover is 0, at the first measurement after treatment ceased, the risk ratios were centred around 1. Risk ratios centred on 1 suggests that diagnosis of hypertension is equiprobable in the two arms: because there is no carryover, the effects of treatment cease immediately, with no residual benefits of treatment, diagnosis rates in the two arms should be similar.

To test a carryover hypothesis fit a mixed model using lmer; conduct a parametric bootstrap of the risk ratio for the first measurement after treatment ceases using bootMer and check to see if 1 is in the confidence interval. If it is, based upon our simulations there is a 99% probability that no carryover was in the model used to simulate the data. After some preliminary data analysis to ensure the assumptions of our models, the details follow in Section 2.

1.3. Exploring the correlation structure

Assumptions for a linear mixed model are: random effects in the data, normality of random effects, and errors are normal \( \epsilon_{ij} \sim N(\mu = 0, \sigma^2) \), and uncorrelated \([24]\). The first two assumptions show that when using linear mixed models, correct specification of the random effects is important. To ensure a random effects model was realistic, we analysed a large dataset of longitudinal BP.

Repeated BP measurements were found in the chronic care management programme in Counties Manukau. Counties Manukau has high Pacific.

- **Fig. 3.** Q-Q Plots for both systolic and diastolic blood pressures. Besides terminal digit preference, there is not evidence against normality.

- **Fig. 4.** The relative flatness of the variogram shows no autocorrelation. The red line indicates a 4 year lag, which is the length of our study.
Table 1
Summary of fixed and random effects trends for systolic and diastolic blood pressures. Random effects represent the data better.

|                | Less than 50 | More than 50 |
|----------------|--------------|--------------|
| **Systolic**   |              |              |
| Fixed trend    | 70%          | 64%          |
| Random trend   | 97%          | 92%          |
| **Diastolic**  |              |              |
| Fixed trend    | 85%          | 72%          |
| Random trend   | 97%          | 96%          |

Islander and Maaori population [25]; 34% of the population lives in “very deprived” conditions [25]. The District Health Board analysed increasing rates of acute adult medical admissions and found that they could be reduced by up to 30% “with more timely primary care intervention.” The aim of the study was “to develop an effective and efficient process for the seamless delivery of care for targeted patients with specific chronic diseases.” One of the critical objectives was “to achieve best-practice management of ... blood pressure control” [25]. We obtained 103,098 repeated BP measurements from 9,043 people from the chronic care management programme in Counties Manukau [25].

Our purpose was to explore the correlation structure of BP for people who were prehypertensive. To have data that reflected this population, we deleted rows with missing systolic measurements or systolic measurements below 50 mm Hg or above 160 mm Hg. The elevated upper bound of 160 mm Hg was due to the uncertainty in measurement; systolic BP can vary up to 20 mm Hg in any given day [26]. We deleted diastolic measurements less than 30 mm Hg which were likely the result of a recording error. Participants with only 1 measurement were also deleted.

1.4. Normality

Fig. 3 demonstrates a well-documented phenomenon: terminal digit preference in BP measurements. Research indicates the terminal digit is 0 in 45% of systolic BP measurements and 48% of diastolic BP. Even numbers are more likely to occur than odd, with the most common odd digit being 5 [27]. Besides terminal digit preference the quantiles of the data appear to follow a normal distribution.

1.5. Correlation structure

We used a variogram to determine how time impacted upon systolic BP. For each person, we found all combinations of measurement times and the corresponding BP measurements. We computed $y_{ijk} = \frac{1}{2}BP_{ij} - BP_{ij}^2$ and $x_{ijk} = t \_i - t \_k$ where $t \_j$ and $BP_{ij}$ refer to time of measurement and BP measurement, respectively, for person $i$ at time $t$. For the first 4 years, we partitioned them into 90 day intervals, after 4 years, we increased the interval lengths to 180 days for smoothness; 4 years is also the duration of our study. Fig. 4 shows the mean of each partition.

The stability of Fig. 4 suggests no evidence of autocorrelation in this data. Fluctuations are likely due to variation among the data.

1.6. Random effects

We also used these data to identify if fixed or random effects in the gradient most accurately represented the measurements within people. We separated the data into participants above and below age 50 and randomly drew 10,000 samples of size 400 from both subpopulations. We fit 2 mixed effect models to both systolic and diastolic BP to all 20,000 samples. One model was $Y_{ij} = a + b t \_i + \epsilon$, the other $Y_{ij} = a + b t \_i + \epsilon + \delta$; the first model has a fixed trend, the second a random trend. We fit fixed and random trend effects for systolic and diastolic BP to the 23,786 measurements for people less than age 50, and the 79,312 above to find the population trend. The percent of confidence intervals for $β$ and $b_i$ which contained the population trend are found in Table 1. A random effect model is more likely to contain the true trend in its confidence interval, so was used for both trend and treatment effect in our third set of simulations.

2. Methods

We conducted three systematic simulation studies as outlined in Fig. 5.

The first set demonstrated that restricted maximum likelihood gave unbiased estimates of the carryover parameter using the lmer function in R [28,29]. The second set demonstrated the same using both systolic and diastolic BP. The third involved using the bootMer function to find confidence intervals for the risk ratio.

Our first simulations removed some of the complications by only simulating systolic BP. We started simply to explore bias in our estimates prior to proceeding. We began by randomly generating a number from a uniform distribution between 125 and 140 mm Hg; TROPHY trial participants had systolic BP close to the 140 mm Hg threshold [5]. Trends of 0, 1, and 2 mm Hg per year were used as systolic BP increases over time [30,31]. The treatment arm was given treatments of either –5 mm Hg or −10 mm Hg for either 1, 1.5, 2, 2.5, or 3 years [14]. Measurements were taken every 3 months, 6 months, or yearly, and carryovers of length 0, 0.5, 1, 1.5, and 2 years were included. BP varies due to both measurement error and intraindividual variability which we combined and assumed normally distributed standard deviations of 3, 5, and 7 mm Hg [14,17]. We analysed the data by fitting a model similar to Eq (2) using both lm and lmer in R; lm fits a linear model, while lmer fits a mixed effect model with random and fixed effects outlined in Fig. 5.

The second set of simulations involved both systolic and diastolic measurements. Although more extreme, the simulations were qualitatively similar and had the goal of exploring bias in estimates. A description of the systolic BP simulation is above. Baseline diastolic BP was randomly generated between 80 and 90 mm Hg and a quadratic
effect with age meant trends of −1, 0, and 1 mm Hg per year were used [32]. All combinations of systolic and diastolic trends were used in the simulation. To reflect day-to-day variation and measurement error, we added normally-distributed random error with standard deviation 3, 5, and 7 mm Hg for systolic BP which corresponded to 2, 3, and 4 mm Hg for diastolic BP [32]. Active treatment was assumed to lower systolic pressure by 5 or 10 mm Hg which corresponded to diastolic decreasing by 3 and 6 mm Hg, respectively [32]. We used the same lengths of study, durations of treatments, and carryover lengths as our first set.

We fit the mixed effects model $Y_{iktj} = a_{ik} + \beta_k t_{itj} + \gamma_k X_{itj} + \delta_k Z_{itj} + \epsilon_{iktj}$ using lm and lmer in R. Here, $Y_{iktj}$ is systolic BP when $k$ is 1, and diastolic BP otherwise. The lm estimates used a sum of squares maximisation, while lmer used restricted maximum likelihood [28, 29].

In the third set of simulations we generated data using random effects for both treatment effect and trend. When both systolic and diastolic were included, and diagnosis happened early in a simulated trial, the model fit by lmer was unidentifiable or barely identifiable. For that reason, we included on systolic BP. In addition, these simulations included bootstrapping the risk ratio at the time point after treatment ceased.

We generated baseline systolic measurements as above. Our simulated trend for each person was sampled from a random normal distribution with mean 0, 1 or 2 mm Hg per year and standard deviation 1.5 mm Hg, which our data indicated. Random treatment effects were found by sampling from a normal distribution with mean −5, −10 or 0 mm Hg and standard deviation 2.5 mg Hg [21]. We fit a mixed effects model with random effects for intercept, trend, and treatment effects. We used the measurement schedules and lengths of carryover outlined above.

\[
Y_{itj} = a_i + h_{itj} + c_{itj} X_{itj} + d_{itj} Z_{itj} + \epsilon_{itj} \quad (4)
\]

For each combination of parameters we simulated 400 trials, fit a mixed effects model using lmer, and used the bootMer function to simulate 100 parametric bootstraps of the risk ratio found in Eq (3) [28, 29]. A schematic of these simulations can be found in Fig. 9.

In a parametric bootstrap we assume a distribution based on the estimates obtained from fitting a model to the data, then sample from this distribution [33]. In our case, we fit a mixed effects model and sampled from the model to find bootstrap estimates of the risk ratio.

We explored differing definitions of hypertension that investigators could define in trial protocol and used them for all 3 sets of simulations. There were 6 rules, some of which involved averaging multiple measurements, and others that counted the number of measurements above the threshold. Our rules diagnosed hypertension when:

---

Fig. 6. Boxplots of mean bias in estimates of carryover parameter for the mixed effects model (left panel) and the linear model (right panel) from our primary simulations. Bias in the mixed effects model is consistently smaller.
3. Results and discussion

3.1. Primary simulation results

Our first simulation demonstrated that the lmer function in R gave negligibly biased estimates for the carryover parameter. Fig. 6 shows bias in estimates for carryover found using the linear model and the mixed effects model fit to 100 simulated trials. The relevant parameters are: treatment effect –10 mm Hg, carryover 2 years, and diagnosis defined by 3 measurements above the 140 mm Hg threshold. The horizontal axis separates lengths of treatment 1, 1.5, 2, 2.5, or 3 years and the bottom two graphs have standard deviation 3 mm Hg, the top 7 mm Hg. Trials with standard deviation 5 mm Hg were also simulated with results similar to those in Fig. 6.

The baseline BP for the simulated data came from a uniform distribution as described in Sec 2 but our model assumed a normal distribution for baseline BP. As we can see from Fig. 6 our model appears to be robust to the normality assumption at baseline.

3.2. Bivariate simulation

Fig. 7 shows the mean biases in our estimates of the carryover parameter from all 7016 combinations of parameters discussed in Sec 2. For each set of parameters, we conducted 100 bivariate simulated trials,
Fig. 9. Schematic overview of bootstrapping for relative risks. This method allows us to accurately test a carryover hypothesis. Adapted from [34].

Fig. 10. Proportion of bootstrap confidence intervals that contain 1 partitioned by length of carryover. When carryover is 0, 1 is the true value and is likely to be in the confidence intervals.
then found the mean of the 100 estimates of the carryover parameters. All the biases for feasible models for both systolic and diastolic measurements were computed and are included here.

The bivariate linear mixed model also appears robust to the normality assumption at baseline as the simulated data came from a uniform distribution.

### 3.3. Risk ratio

Simulations that used a parametric bootstrap to find a 95% confidence interval of the risk ratio for the time after treatment ceased are helpful in testing a carryover hypothesis.

Mathematically, we let \( r_{k_j}(f_j^*) \) be the \( k \)th simulated bootstrap risk ratio from the \( j \)th simulated trial at time \( t \). We define \( f_j^* \) as the mixed effect model found using lmer to maximise the likelihood from the \( j \)th simulated trial. For one combination of parameters in our simulations, \( l = 1, 2, \ldots, 400 \) and \( j = 1, 2, \ldots, M \). We found the 97.5% and 2.5% quantiles of \( r_{k_j}(f_j^*) \) where \( k = 1, 2, \ldots, 100 \) and \( t \) was the first time point after treatment ceased. We tested these confidence intervals for 1.

Intuitively, with no carryover in the model, equiprobable distribution in the treatment and control arms (risk ratio of 1) after treatment ceases seems predictable. As there is no extended impact of treatment, due to randomisation, BP in both arms is similar, and diagnosis rates should be similar. To support this we use data. The true risk ratio was found by using a sample size of 10\(^4\) and no error, all other parameters were the same as those discussed in Sec 2. As we have no error in the data, we diagnose hypertension when 1 measurement is above the threshold. We found the risk ratio of incidence hypertension at times when simulated carryover was present in the model (i.e. \( Z_k \neq 0 \) in Eq (4)). We plotted the true risk ratio at the first measurement after treatment ceases. Fig. 8 shows the stability around 1 when carryover is 0. With increasing magnitudes of carryover, no participants in the treatment arm are diagnosed which results in a risk ratio of 0. This complicates distinguishing magnitudes of carryover which requires further work.

We simulated 400 trials for each combination of parameters. For each trial we fit a mixed effect model and used the bootMer function in the lme4 package in R to find 100 parametric bootstraps of risk ratio at the first measurement after treatment ceased (the first \( t \) where \( Z_k \neq 0 \)). Using these, we computed a 95% confidence interval which we tested for 1. The coverage for the combination of parameters was the percentage of bootstrap confidence intervals that contained the value 1, Fig. 10. This coverage at the first measurement after treatment ceased has by length of carryover. If I is in the confidence interval our simulations suggest that it is 99% likely that the data came from a simulation that contained no carryover in the model. The process is outlined in Fig. 9.

### 4. Conclusion

To summarise, our simulations suggest that using a mixed effect model similar to (4) to estimate carryover parameters will give negligibly biased estimates in both systolic and diastolic models. Once a model is fit, a parametric bootstrap of the risk ratio can be found for the measurement directly after treatment ceases using the bootMer function. If I is in the bootstrap confidence interval it is highly likely there is no carryover in the model from which the data were simulated. This tests a carryover hypothesis. However, testing for duration of carryover will require more effort as insufficient participants are diagnosed in the treatment arm. Survival analysis may provide a viable solution in these situations.
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