LOCALLY NILPOTENT DERIVATIONS OF GRADED INTEGRAL DOMAINS AND CYLINDRICITY

MICHAEL CHITAYAT AND DANIEL DAIGLE

Abstract. Let $B$ be a commutative $\mathbb{Z}$-graded domain of characteristic zero. An element $f$ of $B$ is said to be cylindrical if it is nonzero, homogeneous of nonzero degree, and such that $B(f)$ is a polynomial ring in one variable over a subring. We study the relation between the existence of a cylindrical element of $B$ and the existence of a nonzero locally nilpotent derivation of $B$. Also, given $d \geq 1$, we give sufficient conditions that guarantee that every derivation of $B^{(d)} = \bigoplus_{i \in \mathbb{Z}} B_{di}$ can be extended to a derivation of $B$. We generalize some results of Kishimoto, Prokhorov and Zaidenberg that relate the cylindricity of a polarized projective variety $(Y, H)$ to the existence of a nontrivial $G_a$-action on the affine cone over $(Y, H)$.

1. Introduction

Let $B$ be a ring (by which we mean a commutative, associative, unital ring). A derivation $D : B \to B$ is said to be locally nilpotent if, for each $b \in B$, there exists $n > 0$ such that $D^n(b) = 0$. We write LND($B$) for the set of locally nilpotent derivations $D : B \to B$. The ring $B$ is said to be rigid if LND($B$) = \{0\}.

It has been known for a long time that the rigidity of $B$ is related to the geometry of Spec $B$ in the following way. If $B$ is an affine domain over a field $k$ of characteristic zero, then $B$ is non-rigid if and only if there exists $f \in B \setminus \{0\}$ such that the basic open set $\mathbb{D}(f) = \{p \in \text{Spec } B \mid f \notin p\}$ is isomorphic to $\mathbb{A}_k^1 \times Z$ for some affine variety $Z$.

A graded ring $B$ is said to be rigid if LND($B$) = \{0\}, i.e., if it is rigid as a non-graded ring. If $B$ is $\mathbb{N}$-graded, it is natural to ask whether the rigidity of $B$ is related to the geometry of the scheme Proj $B$, and in particular to the existence of an open subset $\mathbb{D}_+(f) = \{p \in \text{Proj } B \mid f \notin p\}$ of Proj $B$ isomorphic to a product $\mathbb{A}_k^1 \times Z$. To discuss this question, it is convenient to introduce the following definition:

An element $f$ of a $\mathbb{Z}$-graded domain $B$ is cylindrical if it is nonzero, homogeneous of nonzero degree, and is such that $B(f)$ is a polynomial ring in one variable.
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By $B_{(f)}$, we mean the degree-0 subring of the graded ring $B_f = S^{-1}B$ where $S = \{1, f, f^2, \ldots\}$; saying that $B_{(f)}$ is a polynomial ring in one variable means that there exists a subring $R$ of $B_{(f)}$ such that $B_{(f)}$ is a polynomial ring in one variable over $R$.

Now, let $B$ be an $\mathbb{N}$-graded affine domain over a field $k$ of characteristic zero. Clearly, $B$ has a cylindrical element if and only if there exists a homogeneous $f \in B \setminus \{0\}$ of positive degree such that $\mathbb{D}_+(f) \cong \mathbb{A}^1_k \times Z$ for some affine variety $Z$. So, returning to the question of how the rigidity of $B$ is related to the geometry of $\text{Proj} \ B$, one natural question to ask is the following: how is the rigidity of $B$ related to the existence of a cylindrical element of $B$? Note that this question is formulated in purely algebraic language.

Theorem 0.6 and Corollary 3.2 of [KPZ13] answer this question in the context of the Dolgachev-Pinkham-Demazure (DPD) construction (these two results of [KPZ13] are quoted in Section 5). The DPD construction allows us to go back and forth between $\mathbb{N}$-graded normal affine $k$-domains $B$ and polarized projective $k$-varieties $(Y, H)$. The results of [KPZ13] relate the rigidity of $B$ to the geometric properties of the associated polarized projective variety $(Y, H)$. The fact that the results of [KPZ13] are written in the formalism of the DPD construction has benefits and disadvantages. The obvious benefit is that the body of knowledge concerning polarized projective varieties can be brought to bear for studying the rigidity of graded rings. The disadvantage is that those two results of [KPZ13] are difficult to use in an algebraic setting.

The aim of the present article is to give algebraic analogues and generalizations of the results of [KPZ13]. In doing so, we fill a gap in the proof of Theorem 0.6 of [KPZ13] (see Remark 4.4 for details). We also give some results on the extension of derivations.

Recall that the saturation index $e(B)$ of a graded domain $B = \bigoplus_{i \in \mathbb{Z}} B_i$ is defined by $e(B) = \gcd \{ i \in \mathbb{Z} \mid B_i \neq 0 \}$. We claim that Theorem 0.6 and Corollary 3.2 of [KPZ13], once translated into algebraic language, are equivalent to parts (1) and (2), respectively, of the following assertion:

1.1. Let $B = \bigoplus_{i \in \mathbb{N}} B_i$ be an $\mathbb{N}$-graded normal domain that is finitely generated as an algebra over an algebraically closed field of characteristic zero, and assume that the transcendence degree of $B$ over $B_0$ is at least 2 and that $e(B) = 1$.

(1) The following hold:

(a) If $B$ is non-rigid, then $B$ has a cylindrical element.

(b) If $B$ has a cylindrical element then there exists $d \geq 1$ such that $B^{(d)}$ is non-rigid, where $B^{(d)} = \bigoplus_{i \in \mathbb{N}} B_{id}$.

(2) If $e(B/p) = 1$ for all $p \in \text{Proj}(B)$, then $B$ is non-rigid if and only if $B$ has a cylindrical element.

The claim that 1.1 is equivalent to the two aforementioned results of [KPZ13] is not entirely obvious. Section 5 is devoted to proving this claim.

We say that $B$ is saturated in codimension 1 if $e(B/p) = e(B)$ for every homogeneous prime ideal $p$ of $B$ of height 1. The following generalizes 1.1 (and hence Theorem 0.6 and Corollary 3.2 of [KPZ13]):
1.2. **Theorem.** Let $B = \bigoplus_{i \in \mathbb{Z}} B_i$ be a $\mathbb{Z}$-graded domain that satisfies one of:

(i) the transcendence degree of $B$ over $B_0$ is at least 2;
(ii) there exist $i, j$ such that $i < 0 < j$, $B_i \neq 0$ and $B_j \neq 0$.

Assume that $B$ is finitely generated as an algebra over a field of characteristic zero.

(1) The following are equivalent:
   (a) There exists $d \geq 1$ such that $B^{(d)}$ is non-rigid, where $B^{(d)} = \bigoplus_{i \in \mathbb{Z}} B_{id}$.
   (b) $B$ has a cylindrical element.

(2) If $B$ is saturated in codimension 1 and $B$ is normal, then conditions (a) and (b) are equivalent to:
   (c) $B$ is non-rigid.

The proof of Theorem 1.2 can be found in paragraph 4.7. Note that, in both (1) and (2), our assumptions on the grading and the base field are weaker than in 1.1.

In part (1), we are not assuming that $B$ is normal. In part (2), the hypothesis “$B$ is saturated in codimension 1” is considerably weaker than the assumption “$e(B/p) = 1$ for all $p \in \text{Proj}(B)$” of 1.1(2) (to get an idea of how much generality is gained, see Example 3.16). Note that Theorem 1.2 is a corollary of more general and more precise results that can be found in Section 4.

The following simple observation (proved in 4.8) also deserves to be mentioned:

1.3. **Proposition.** Let $B$ be a $\mathbb{Z}$-graded domain containing a field $k$. If $B$ has a cylindrical element then there exists a field $K$ such that $k \subseteq K \subseteq \text{Frac}(B)$ and $\text{Frac}(B) = K^{(2)}$.

Some of our proofs in Section 4 were obtained from those of [KPZ13] by a process that could be described as “removing the geometry”. Once the geometry is removed, one realizes that some hypotheses are no longer necessary. Except for Section 5, which mixes algebra and geometry, our proofs are completely algebraic.

Section 3 studies the question whether derivations of $B^{(d)}$ can be extended to derivations of $B$, where $B$ is a $\mathbb{Z}$-graded ring. The following is a special case of Theorem 3.2.

1.4. **Corollary.** Let $B = \bigoplus_{i \in \mathbb{Z}} B_i$ be a $\mathbb{Z}$-graded noetherian normal domain containing $\mathbb{Q}$. If $B$ is saturated in codimension 1 then, for every $d > 0$, the following hold:

(a) Every derivation $\delta : B^{(d)} \to B^{(d)}$ extends uniquely to a derivation $D : B \to B$.
(b) Every locally nilpotent derivation $\delta : B^{(d)} \to B^{(d)}$ extends uniquely to a locally nilpotent derivation $D : B \to B$.

Note that part (2) of Theorem 1.2 is an immediate consequence of part (1) and of Corollary 1.4. When $B$ is not assumed to be saturated in codimension 1, Theorem 3.2 gives information about the values of $d$ for which all derivations of $B^{(d)}$ extend to derivations of $B$. The material contained in 3.12 3.16 facilitates the determination of those values of $d$ in applications.

We thank M. Zaidenberg and Y. Prokhorov for answering our questions about the DPD construction.
Conventions. If $B$ is an algebra over a ring $A$, the notation $B = A^n$ (where $n \in \mathbb{N}$) means that $B$ is isomorphic as an $A$-algebra to a polynomial ring in $n$ variables over $A$. If $L/K$ is a field extension, we write $L = K^n$ to indicate that $L$ is a purely transcendental extension of $K$ of transcendence degree $n$. The word “domain” means “integral domain”, and “affine $k$-domain” (where $k$ is a field) means a domain which is a finitely generated $k$-algebra. We write $\text{Frac} B$ for the field of fractions of a domain $B$. If $A \subseteq B$ are domains, $\text{trdeg}(B : A)$ denotes the transcendence degree of $\text{Frac} B$ over $\text{Frac} A$. We use “\(\setminus\)” for set difference, “\(\subset\)” for strict inclusion and “\(\subseteq\)” for general inclusion. We write $\mathbb{Q}_{>0} = \{ x \in \mathbb{Q} \mid x > 0 \}$ and we follow the convention that $0 \in \mathbb{N}$.

2. Preliminaries

2.1. Let $G$ be an abelian group (with additive notation). A $G$-grading of a ring $B$ is a family $\{ B_i \}_{i \in G}$ of subgroups of $(B, +)$ satisfying $B = \bigoplus_{i \in G} B_i$ and $B_i B_j \subseteq B_{i+j}$ for all $i, j \in G$. The phrase “let $B = \bigoplus_{i \in G} B_i$ be a $G$-graded ring” means that we are considering the ring $B$ together with the $G$-grading $\{ B_i \}_{i \in G}$.

Let $B = \bigoplus_{i \in G} B_i$ be a $G$-graded ring.

1. An element of $B$ is homogeneous if it belongs to $\bigcup_{i \in G} B_i$. If $x$ is a nonzero homogeneous element, the degree of $x$, $\deg(x)$, is the unique $i \in G$ such that $x \in B_i$. The degree of a non-homogeneous element is not defined.
2. $B_0$ is a subring of $B$ and is called the degree-0 subring of $B$.
3. Given a homogeneous element $f$ of $B$, $B(f)$ denotes the degree-0 subring of the $G$-graded ring $B_f = S^{-1}B$ where $S = \{ 1, f, f^2, \ldots \}$. Given a homogeneous prime ideal $\mathfrak{p}$ of $B$, $B(\mathfrak{p})$ denotes the degree-0 subring of the $G$-graded ring $S^{-1}B$ where $S$ is the set of homogeneous elements of $B \setminus \mathfrak{p}$.
4. Given a subgroup $H$ of $G$, we define the graded subring $B^{(H)}$ of $B$ by $B^{(H)} = \bigoplus_{i \in H} B_i$. Given $d \in G$, let $\langle d \rangle$ denote the subgroup of $G$ generated by $d$; then $B^{(\langle d \rangle)}$ is abbreviated to $B^{(d)}$, i.e., we define $B^{(d)} = \bigoplus_{i \in \langle d \rangle} B_i$.

The following is surely well known but we don’t know a reference, so we provide a proof.

2.2. Lemma. Let $G$ be an abelian group, $B = \bigoplus_{i \in G} B_i$ a $G$-graded ring, and $R$ a subring of $B_0$. If $B$ is finitely generated as an $R$-algebra then so is $B^{(H)}$ for every subgroup $H$ of $G$.

Proof. Choose a finite generating set $\{ g_1, \ldots, g_r \}$ of the $R$-algebra $B$ such that each $g_i$ is homogeneous; let $d_i = \deg(g_i)$ for $i = 1, \ldots, r$, note that

$$M = \{ (k_1, \ldots, k_r) \in \mathbb{Z}^r \mid \sum_{i=1}^r k_i d_i \in H \}$$

is a subgroup of $\mathbb{Z}^r$ and define $N = M \cap \mathbb{N}^r$. By Proposition 8.3 on page 59 of [Gri01], $N$ is a finitely generated submonoid of $\mathbb{N}^r$. Let $\{ e_1, \ldots, e_s \}$ be a finite generating set of $N$, where $e_i = (e_{i,1}, \ldots, e_{i,r})$ for each $i$. Let $h_i = g_1^{e_{i,1}} \cdots g_r^{e_{i,r}}$ for $i = 1, \ldots, s$. Then it is easily verified that $h_1, \ldots, h_s$ generate the $R$-algebra $B^{(H)}$. \(\square\)
2.3. Lemma. Let \( M \) be an additive submonoid of \( \mathbb{Z} \) and let \( d \in \mathbb{Z} \setminus \{0\} \).

If \( \gcd(\gcd(M), d) = 1 \), then there exists \( m \in M \) such that \( \gcd(m, d) = 1 \).

Proof. We may assume that \( d \neq \pm 1 \), otherwise the claim is trivial. Let \( p_1, \ldots, p_n \) \((n \geq 1)\) be the prime factors of \( d \). Let \( I \) be the ideal of \( \mathbb{Z} \) generated by \( M \). Then \( I \nsubseteq p_i \mathbb{Z} \) for all \( i \in \{1, \ldots, n\} \). By [Mat81] (1.B), \( I \nsubseteq \bigcup_{i=1}^n p_i \mathbb{Z} \). Pick \( \xi \in I \) such that \( \xi \notin \bigcup_{i=1}^n p_i \mathbb{Z} \). Then \( \xi = x - y \) for some \( x, y \in M \). Let \( q = p_1 \cdots p_n \geq 2 \) and define \( m = \xi + qy \). Then \( m \notin \bigcup_{i=1}^n p_i \mathbb{Z} \) (so \( \gcd(m, d) = 1 \)) and \( m = x + (q-1)y \in M \). \( \square \)

The following fact appeared in [NG67] Section 1 and [Wri81] Prop. 2.1.

2.4. Slice Theorem. Let \( B \) be a \( \mathbb{Q} \)-algebra, \( D \in \text{LND}(B) \) and \( A = \ker(D) \). If \( s \in B \) satisfies \( Ds = 1 \) then \( B = A[s] = A[1] \) and \( D = \frac{d}{ds} : A[s] \to A[s] \).

A subring \( A \) of a domain \( B \) is said to be factorial closed in \( B \) if for every \( x, y \in B \), the condition \( xy \in A \setminus \{0\} \) implies \( x, y \in A \). The following is well known (see for instance [Fre17] Sec. 1.4 or [Dai 5.3, 7.5]):

2.5. Lemma. If \( B \) is a domain of characteristic zero and \( D \in \text{LND}(B) \setminus \{0\} \) then \( \text{trdeg}(B : \ker D) = 1 \) and \( \ker(D) \) is factorial closed (and hence algebraically closed) in \( B \).

2.6. Let \( G \) be an abelian group and \( B = \bigoplus_{i \in G} B_i \) a graded ring. A derivation \( D : B \to B \) is homogeneous if there exists \( d \in G \) such that \( D(B_i) \subseteq B_{i+d} \) holds for all \( i \in G \); if \( D \) is homogeneous and nonzero then \( d \) is unique, and is called the degree of \( D \). Let \( \text{HLND}(B) \) be the set of homogeneous locally nilpotent derivations \( D : B \to B \). The graded ring \( B \) is said to be rigid if \( \text{LND}(B) = \{0\} \), i.e., if it is rigid as a non-graded ring. Graded rings \( B \) satisfying \( \text{HLND}(B) = \{0\} \) and \( \text{LND}(B) \neq \{0\} \) do exist, and are not rigid; see for instance Propositions 6.5 and 6.6 of [DFMJ17]. However, the next result states that the conditions \( \text{HLND}(B) = \{0\} \) and \( \text{LND}(B) = \{0\} \) are equivalent if we assume that \( G \) is torsion-free and that \( B \) is an affine domain over a field of characteristic zero.

2.7. Lemma. Let \( G \) be a torsion-free abelian group and \( R = \bigoplus_{i \in G} R_i \) a \( G \)-graded domain which is finitely generated as an algebra over a field of characteristic zero. If \( R \) is non-rigid then there exists a nonzero homogeneous locally nilpotent derivation \( D : R \to R \).

Proof. (See [Dai12, 1.7, 1.9] for details.) Since \( G \) is torsion-free, we can (and shall) endow it with a total order (cf. [AF88] Prop. 1.1.7). Using that order, define a degree function \( \deg : R \to G \cup \{-\infty\} \) by declaring that if \( x = \sum_{i \in G} x_i \in R, x_i \in R_i, \) then \( \deg(x) = \max \{ i \in G \mid x_i \neq 0 \} \) if \( x \neq 0 \) and \( \deg(x) = -\infty \) if \( x = 0 \). Then one defines the associated graded ring \( \text{Gr}(R) = \bigoplus_{i \in G} B_{\leq i}/B_{<i} \), where \( B_{\leq i} = \{ x \in B \mid \deg(x) \leq i \} \) and \( B_{<i} = \{ x \in B \mid \deg(x) < i \} \). Let \( D : R \to R \) be any nonzero locally nilpotent derivation. By Theorem 1.7(a) of [Dai12], \( \deg D \) is defined; this means that there exists \( d \in G \) satisfying \((i) \deg(Dx) - \deg(x) \leq d \) for all \( x \in R \setminus \{0\} \), and
(ii) \( \deg(Dx) - \deg(x) = d \) for some \( x \in R \setminus \{0\} \). As is well known, it then follows that an associated derivation \( \text{Gr}(D) : \text{Gr}(R) \to \text{Gr}(R) \) is defined, and that \( \text{Gr}(D) \) is nonzero, homogeneous and locally nilpotent. Since \( \text{Gr}(R) \cong R \), this proves the claim. \( \square \)

We offer a slightly improved version of the Theorem of Vasconcelos [Vas69]:

2.8. **Lemma.** Let \( A \subseteq B \) be domains of characteristic zero such that \( B \) is integral over \( A \). If \( \delta : A \to A \) is a locally nilpotent derivation and \( D : B \to B \) a derivation that extends \( \delta \), then \( D \) is locally nilpotent.

**Proof.** The Theorem of Vasconcelos says that this is true under the additional assumption that \( \mathbb{Q} \subseteq A \). Note that \( \mathbb{Z} \subseteq A \) and let \( S = \mathbb{Z} \setminus \{0\} \). We have \( \mathbb{Q} \subseteq S^{-1}A \subseteq S^{-1}B \), \( S^{-1}B \) is integral over \( S^{-1}A \), \( S^{-1}\delta : S^{-1}A \to S^{-1}A \) is locally nilpotent, and \( S^{-1}D : S^{-1}B \to S^{-1}B \) extends \( S^{-1}\delta \); so, by the Theorem of Vasconcelos, \( S^{-1}D \) is locally nilpotent. Consequently, \( D \) is locally nilpotent. \( \square \)

3. **Extension of derivations**

Given a \( \mathbb{Z} \)-graded domain \( B = \bigoplus_{i \in \mathbb{Z}} B_i \), one may ask which \( d \geq 1 \) have the property that every derivation \( ^1 \) of \( B^{(d)} \) extends to a derivation of \( B \), and what hypotheses on \( B \) guarantee that all \( d \geq 1 \) have that property. The present section investigates these questions.

If \( B = \bigoplus_{i \in \mathbb{Z}} B_i \) is a \( \mathbb{Z} \)-graded domain then one defines the *saturation index* \( e(B) \) of \( B \) by \( e(B) = \gcd \{ i \in \mathbb{Z} \mid B_i \neq 0 \} \). We say that \( B \) is *saturated in codimension 1* if \( e(B/p) = e(B) \) for every homogeneous prime ideal \( p \) of \( B \) of height 1.

3.1. **Notation.** Let \( B = \bigoplus_{i \in \mathbb{Z}} B_i \) be a \( \mathbb{Z} \)-graded domain such that \( e(B) = 1 \).

(1) Let \( \Pi(B) \) be the set of prime numbers \( p \) satisfying

\( p \mid e(B/p) \) for some height 1 homogeneous prime ideal \( p \) of \( B \).

(2) Let \( \Pi^*(B) = \{ d \in \mathbb{N} \setminus \{0\} \mid \text{no element of } \Pi(B) \text{ divides } d \} \).

Note that \( \Pi^*(B) \) is closed under multiplication and that the following are equivalent:

- \( B \) is saturated in codimension 1,
- \( \Pi(B) = \emptyset \),
- \( \Pi^*(B) = \mathbb{N} \setminus \{0\} \).

We will see in Lemma 3.12 that \( \Pi(B) \) is a finite set under mild hypotheses on \( B \).

We state the main result of this section:

3.2. **Theorem.** Let \( B = \bigoplus_{i \in \mathbb{Z}} B_i \) be a \( \mathbb{Z} \)-graded noetherian normal domain of characteristic zero and such that \( e(B) = 1 \). For each \( d \in \Pi^*(B) \) such that \( d \) is a unit of \( B \), the following hold.

---

1 The derivations that we are considering are not assumed to be homogeneous.
(a) Every derivation \( \delta : B^{(d)} \to B^{(d)} \) extends uniquely to a derivation \( D : B \to B \).

(b) Every locally nilpotent derivation \( \delta : B^{(d)} \to B^{(d)} \) extends uniquely to a locally nilpotent derivation \( D : B \to B \).

The proof of Theorem 3.2 consists of 3.3–3.11. In paragraphs 3.3–3.6 the rings are not necessarily graded.

3.3. Notation. We write \((A, B) \in \text{EXT}\) as an abbreviation for:

- \(A\) is a ring, \(B\) is an \(A\)-algebra, and for every derivation \(\delta : A \to A\) there exists a unique derivation \(D : B \to B\) that makes the following diagram commute:

\[
\begin{array}{ccc}
B & \xrightarrow{D} & B \\
\downarrow & & \downarrow \\
A & \xrightarrow{\delta} & A
\end{array}
\]

3.4. Examples. If \(L/K\) is a separable algebraic field extension, then \((K, L) \in \text{EXT}\). If \(A\) is a ring and \(S\) is a multiplicative set of \(A\), then \((A, S^{-1}A) \in \text{EXT}\). If \(A\) is a ring and \(B = \{0\}\) is the null \(A\)-algebra, then \((A, B) \in \text{EXT}\).

3.5. Lemma. Let \(B\) be a noetherian normal domain and \(A\) a subring of \(B\). Suppose that \((\text{Frac} A, \text{Frac} B) \in \text{EXT}\) and that there exists a family \((f_i)_{i \in I}\) of elements of \(A \setminus \{0\}\) satisfying:

- \((A_{f_i}, B_{f_i}) \in \text{EXT}\) for every \(i \in I\);
- no height 1 prime ideal of \(B\) contains all \(f_i\).

Then \((A, B) \in \text{EXT}\).

Proof. First note that if \(B\) is a field then \((A, B) \in \text{EXT}\) easily follows from the assumption \((\text{Frac} A, B) \in \text{EXT}\). So we may assume that \(B\) is not a field. This implies that there exists a height 1 prime ideal of \(B\), so \((f_i)_{i \in I}\) is not the empty family.

Let \(\delta : A \to A\) be a derivation. Then \(\delta\) extends uniquely to a derivation \(\delta' : \text{Frac} A \to \text{Frac} A\); since \((\text{Frac} A, \text{Frac} B) \in \text{EXT}\), \(\delta'\) extends uniquely to a derivation \(\Delta : \text{Frac} B \to \text{Frac} B\).

Note that if \(D_1\) and \(D_2\) are derivations \(B \to B\) that extend \(\delta\), then their extensions \(D'_1, D'_2 : \text{Frac} B \to \text{Frac} B\) are extensions of \(\delta'\) (because \(D'_1, D'_2\) extend \(\delta\)) and hence satisfy \(D'_1 = \Delta = D'_2\). So \(\delta\) has at most one extension to a derivation \(B \to B\).

For each \(i \in I\), let \(\delta_i : A_{f_i} \to A_{f_i}\) be the unique derivation that extends \(\delta\); since \((A_{f_i}, B_{f_i}) \in \text{EXT}\), \(\delta_i\) extends uniquely to a derivation \(\Delta_i : B_{f_i} \to B_{f_i}\). Since the extension \(\Delta'_i : \text{Frac} B \to \text{Frac} B\) of \(\Delta_i\) is an extension of \(\delta'\), we must have \(\Delta'_i = \Delta\). Consequently, \(\Delta(B) \subseteq B_{f_i}\). This shows that \(\Delta(B) \subseteq \bigcap_{i \in I} B_{f_i}\).

Let \(\text{Spec}^1(B)\) denote the set of height 1 prime ideals of \(B\). If \(p \in \text{Spec}^1(B)\) then there exists \(i \in I\) such that \(f_i \notin p\); then \(\Delta(B) \subseteq B_{f_i} \subseteq B_p\), showing that

\[
\Delta(B) \subseteq \bigcap_{p \in \text{Spec}^1(B)} B_p = B,
\]
the last equality because $B$ is a noetherian normal domain. Since $\Delta(B) \subseteq B$, the restriction $D : B \to B$ of $\Delta$ is a derivation that extends $\delta$. So $(A, B) \in \text{EXT}. \quad \square$

It is well known (cf. [MM09]) that locally nilpotent derivations can be lifted through an étale ring extension. The following shows that the same is true for arbitrary derivations:

3.6. Lemma. Let $A$ be a ring, $A[X] = A[X_1, \ldots, X_n] = A^n$, $f_1, \ldots, f_n \in A[X]$, $B = A[X]/(f_1, \ldots, f_n)$, and $\pi : A[X] \to B$ the canonical homomorphism of the quotient ring. Let $P \in A[X]$ be the determinant of the Jacobian matrix $\frac{\partial (f_1, \ldots, f_n)}{\partial (X_1, \ldots, X_n)}$. If $\pi(P)$ is a unit of $B$, then $(A, B) \in \text{EXT}.$

Proof. Let $\delta : A \to A$ be a derivation. Let $J^*$ denote the adjoint matrix of $J = \left( \frac{\partial f_i}{\partial X_j} \right)$; then $J^*$ has entries in $A[X]$ and $JJ^* = P1_n$. Let $D_0 : A[X] \to A[X]$ be the derivation which extends $\delta$ and satisfies $D_0(X_j) = 0$ for $1 \leq j \leq n$. Define $g_1, \ldots, g_n \in A[X]$ by

$$
\begin{pmatrix}
g_1 \\
\vdots \\
g_n
\end{pmatrix} = -J^* \begin{pmatrix}
D_0(f_1) \\
\vdots \\
D_0(f_n)
\end{pmatrix}.
$$

Let $D_1 : A[X] \to A[X]$ be the unique $A$-derivation such that $D_1(X_j) = g_j$ for $1 \leq j \leq n$. Then the derivation $D = PD_0 + D_1 : A[X] \to A[X]$ satisfies

$$
D(a) = P\delta(a) \quad \text{for } a \in A \quad \text{and} \quad D(X_i) = g_i \quad \text{for } 1 \leq i \leq n
$$

and a straightforward calculation shows that $D(f_i) = 0$ for all $i = 1, \ldots, n$. So we may consider the derivation $D = D \pmod{(f_1, \ldots, f_n)} : B \to B$. Recall that $u = \pi(P)$ is a unit of $B$. We have $D(a) = u\delta(a)$ for all $a \in A$, so the derivation $u^{-1}D : B \to B$ is an extension of $\delta$.

To prove uniqueness of extensions, it suffices to show that the only $A$-derivation of $B$ is $0$. Suppose that $D : B \to B$ is an $A$-derivation. Let $J(\pi) \in M_n(B)$ be the matrix whose $(i, j)$-th entry is $\pi(\frac{\partial f_i}{\partial X_j}) \in B$. Then $\det(J(\pi)) = \pi(\det J)$ is a unit of $B$, so $J(\pi)$ is an invertible matrix. Let $x_i = \pi(X_i)$ for $1 \leq i \leq n$. For each $i \in \{1, \ldots, n\}$ we have $0 = D(0) = D(f_i(x_1, \ldots, x_n)) = \sum_{j=1}^n \frac{\partial f_i}{\partial X_j}(x_1, \ldots, x_n)D(x_j) = \sum_{j=1}^n \pi(\frac{\partial f_i}{\partial X_j})D(x_j)$, so

$$
J(\pi) \begin{pmatrix} D(x_1) \\
\vdots \\
D(x_n) \end{pmatrix} = \begin{pmatrix} 0 \\
\vdots \\
0 \end{pmatrix}.
$$

Since $J(\pi)$ is invertible, we have $D(x_j) = 0$ for all $j$, so $D = 0$. \quad \square

3.7. Notation. Let $B = \bigoplus_{i \in \mathbb{Z}} B_i$ be a $\mathbb{Z}$-graded domain. For each $d \in \mathbb{N} \setminus \{0, 1\}$, let $X_d$ be the set of nonzero homogeneous $x \in B$ satisfying $\gcd(\deg(x), d) = 1$.

3.8. Notation. Let $S$ be a subset of a ring $R$. We define the notation “$\text{HT}(S) > 1$” to mean that no height 1 prime ideal of $R$ contains $S$. (Caution: if $p$ is the zero ideal of a field $K$ then $p$ is a prime ideal of height 0, so $\text{ht}(p) = 0$, but $\text{HT}(p) > 1$ is also true.)
3.9. Lemma. Let $B = \bigoplus_{i \in \mathbb{Z}} B_i$ be a $\mathbb{Z}$-graded noetherian normal domain of characteristic zero such that $e(B) = 1$. Let $d \in \mathbb{N} \setminus \{0, 1\}$ and assume that $d$ is a unit of $B$ and that $\text{HT}(\mathcal{X}_d) > 1$.

Every derivation $\delta : B^{(d)} \to B^{(d)}$ extends uniquely to a derivation $D : B \to B$, and if $\delta$ is locally nilpotent then so is $D$.

Proof. No height 1 prime ideal of $B$ contains $\{ x^d \mid x \in \mathcal{X}_d \}$. Since $\text{Frac}(B)/\text{Frac}(B^{(d)})$ is an algebraic extension of fields of characteristic zero, we have $(\text{Frac}(B^{(d)}), \text{Frac}(B)) \in \text{EXT}$. Let us prove:

(1) $(B^{(d)}_{x^d}, B_x) \in \text{EXT}$ for all $x \in \mathcal{X}_d$.

If [1] is true then $(B^{(d)}, B) \in \text{EXT}$ by Lemma 3.5.

Let $U$ be the set of nonzero homogeneous elements of $B^{(d)}$. Then $\mathcal{A} = U^{-1}B^{(d)} = \bigoplus_{i \in \mathbb{Z}} \mathcal{A}_i$ is a $\mathbb{Z}$-graded domain, $e(\mathcal{A}) = d$, $\mathcal{A}_d \neq 0$ and $\mathcal{A}_0$ is a field. It is easy to see that, given any $y \in \mathcal{A}_d \setminus \{0\}$, we have $\mathcal{A} = \mathcal{A}_0[y^{\pm 1}]$ where $y$ is transcendental over $\mathcal{A}_0$. In particular, $\mathcal{A}$ is a normal domain. Let $K = \text{Frac} \mathcal{A} = \text{Frac}(B^{(d)})$.

Let $x \in \mathcal{X}_d$. We claim that

(2) for every $r \in \mathbb{N} \setminus \{0, 1\}$ such that $r \mid d$ and every $n \in \mathbb{Z} \setminus \{0\}$, no element $k$ of $K$ satisfies $nk^r = x^d$.

Indeed, assume that $k \in K$ satisfies $nk^r = x^d$ and let $i = \deg(x)$. Since $\mathcal{A}_0$ is a field of characteristic zero, we have $\frac{1}{n} \in \mathcal{A}_0$, so $k^r = \frac{1}{n} x^d \in \mathcal{A}_d$, so $k$ is integral over $\mathcal{A}$. Since $k \in \text{Frac} \mathcal{A}$ and $\mathcal{A}$ is normal, we get $k \in \mathcal{A}$. Since $k \in \mathcal{A}$ and $k^r = \frac{1}{n} x^d \in \mathcal{A}_d$ is homogeneous, it follows that $k$ is homogeneous and so $k \in \mathcal{A}_d$. We have $\gcd(i, d) = 1$ because $x \in \mathcal{X}_d$, so $r \nmid i$, so $di/r \notin \mathbb{Z}$, so $\mathcal{A}_d = 0$; then $k = 0$ and hence $x = 0$, a contradiction. This proves [2]. Now [2] together with Theorem 9.1 in Chapter VI of [Lan93] implies that the polynomial $T^d - x^d \in K[T]$ is irreducible. Thus,

(3) $T^d - x^d$ is the minimal polynomial of $x$ over $K$.

Let $A = (B^{(d)}_{x^d}) \subseteq B_x$ and observe that $B_x$ is $\mathbb{Z}$-graded and that $(B_x)^{(d)} = A$. Let us argue that $A[x] = B_x$. To see this, consider a nonzero homogeneous element $\xi$ of $B_x$. Since $\deg(x)$ is a unit in $\mathbb{Z}/d\mathbb{Z}$, there exists $j$ such that $0 \leq j < d$ and $\deg(\xi) \equiv j \deg(x) \pmod{d}$. Then $\deg(\xi/x^j) \in d\mathbb{Z}$, so $\xi/x^j \in (B_x)^{(d)} = A$, so $\xi \in A[x^j] \subseteq A[x]$. It follows that $A[x] = B_x$.

Consider the surjective $A$-homomorphism $\varphi : A[T] \to B_x$ that sends $T$ to $x$. We have $T^d - x^d \in \ker \varphi$ and, by [3], no polynomial in $A[T]$ of degree less than $d$ belongs to ker $\varphi$. By the division algorithm, it follows that ker $\varphi = (T^d - x^d)$, so $A[T]/(T^d - x^d) \cong B_x$.

If $P \in A[T]$ denotes the determinant of the $1 \times 1$ Jacobian matrix $\begin{pmatrix} \partial(T^d - x^d) \end{pmatrix}$, then $\varphi(P) = dx^{d-1}$ is a unit in $B_x$ (because $d$ is a unit of $B$ by assumption). So, by Lemma 3.6, we have $(A, B_x) \in \text{EXT}$. This proves [1]; as noted at the beginning of the proof, it follows that $(B^{(d)}, B) \in \text{EXT}$.
If \( \delta \in \text{LND}(A) \) then, since \((B^{(d)}, B) \in \text{EXT}\), there exists a derivation \( D : B \to B \) that extends \( \delta \). Since \( B \) is integral over \( B^{(d)} \), Lemma 2.8 implies that \( D \in \text{LND}(B) \). \( \square \)

3.10. **Lemma.** Let \( B = \sum_{i \in \mathbb{Z}} B_i \) be a \( \mathbb{Z} \)-graded domain such that \( e(B) = 1 \). For each \( d \in \mathbb{N} \setminus \{0, 1\} \) we have \( \mathcal{X}_d \neq \emptyset \) and the following are equivalent:

(a) \( \text{HT}(\mathcal{X}_d) > 1 \);

(b) \( \gcd(e(B/p), d) = 1 \) for every height 1 homogeneous prime ideal \( p \) of \( B \);

(c) \( d \in \Pi^*(B) \).

**Proof.** Let \( d \in \mathbb{N} \setminus \{0, 1\} \). Let \( M = \{ i \in \mathbb{Z} \mid B_i \neq 0 \} \). Since \( e(B) = 1 \), we have \( \gcd(M) = 1 \), so \( \gcd\left(\gcd(M), d\right) = 1 \). Lemma 2.3 implies that there exists \( m \in M \) such that \( \gcd(m, d) = 1 \). Then \( B_m \neq 0 \) and \( \emptyset \neq B_m \setminus \{0\} \subseteq \mathcal{X}_d \), so \( \mathcal{X}_d \neq \emptyset \).

It is clear that \((b) \Leftrightarrow (c)\). Let us prove \((a) \Leftrightarrow (b)\).

Assume that \((a)\) holds and let \( p \) be a height 1 homogeneous prime ideal of \( B \). By \((a)\), we have \( \mathcal{X}_d \not\subseteq p \); pick \( x \in \mathcal{X}_d \setminus p \) and let \( m = \deg(x) \). Then \( \gcd(m, d) = 1 \) and \( B_m \not\subseteq p \); the fact that \( B_m \not\subseteq p \) implies that \( (B/p)_m \neq 0 \), so \( e(B/p) \mid m \), so \( \gcd(e(B/p), d) = 1 \), showing that \((b)\) holds. So \((a)\) implies \((b)\).

We prove the converse by contradiction: assume that \((b)\) is true and \((a)\) is false. Since \((a)\) is false, there exists a height 1 prime ideal \( p \) of \( B \) such that \( \mathcal{X}_d \subseteq p \). The ideal of \( B \) generated by all homogeneous elements of \( p \) is a homogeneous prime ideal \( q \) of \( B \) that contains \( \mathcal{X}_d \); since \( 0 \not\in \mathcal{X}_d \neq \emptyset \), we have \( q \neq 0 \), so \( 0 \neq q \subseteq p \), so \( p = q \), so \( p \) is homogeneous. By \((b)\), it follows that \( \gcd\left(e(B/p), d\right) = 1 \). Consider the submonoid \( M = \{ i \in \mathbb{Z} \mid (B/p)_i \neq 0 \} \) of \( \mathbb{Z} \). Since \( \gcd\left(\gcd(M), d\right) = 1 \), Lemma 2.3 implies that there exists \( m \in M \) such that \( \gcd(m, d) = 1 \) (so \( B_m \setminus \{0\} \subseteq \mathcal{X}_d \)) and \( (B/p)_m \neq 0 \), so \( B_m \not\subseteq p \), so \( \mathcal{X}_d \not\subseteq p \), a contradiction. So \((b)\) implies \((a)\). \( \square \)

3.11. **Proof of Theorem 3.2.** Let \( d \in \Pi^*(B) \) and assume that \( d \) is a unit of \( B \). If \( d = 1 \) then clearly assertions \((a)\) and \((b)\) of Theorem 3.2 are true. Assume that \( d \geq 2 \). Then Lemma 3.10 implies that \( \text{HT}(\mathcal{X}_d) > 1 \), so Lemma 3.9 implies that \((a)\) and \((b)\) hold. \( \square \)

We now give some complementary information about \( \Pi(B) \).

3.12. **Lemma.** Let \( B = \sum_{i \in \mathbb{Z}} B_i \) be a \( \mathbb{Z} \)-graded domain such that \( e(B) = 1 \).

(a) If \( S \) is a subset of \( \mathbb{Z} \setminus \{0\} \) satisfying \( \text{HT}\left( \bigcup_{i \in S} B_i \right) > 1 \), then each element of \( \Pi(B) \) is a prime factor of some element of \( S \).

(b) If \( \text{HT}\left( \bigcup_{i \in \mathbb{Z} \setminus \{0\}} B_i \right) > 1 \) and \( B \) is noetherian, then \( \Pi(B) \) is a finite set.

(c) If the condition \( \text{HT}\left( \bigcup_{i \in \mathbb{Z} \setminus \{0\}} B_i \right) > 1 \) is false, then \( \Pi(B) \) is the set of all prime numbers and \( \Pi^*(B) = \{1\} \).

**Proof.** (a) Suppose that \( S \subseteq \mathbb{Z} \setminus \{0\} \) satisfies \( \text{HT}\left( \bigcup_{i \in S} B_i \right) > 1 \), and let \( p \in \Pi(B) \). Then there exists a homogeneous prime ideal \( p \) of \( B \) of height 1 such that \( p \mid e(B/p) \).
Since $\text{HT} \left( \bigcup_{i \in S} B_i \right) > 1$, we have $\bigcup_{i \in S} B_i \not\subseteq p$, so there exists $i \in S$ such that $B_i \not\subseteq p$. Then $(B/p)_i \neq 0$, so $e(B/p) \mid i$, so $p \mid i$, which proves (a).

(b) Let $I$ be the ideal of $B$ generated by $\bigcup_{i \in \mathbb{Z} \setminus \{0\}} B_i$. Since $B$ is noetherian, there exists a finite subset $F = \{f_1, \ldots, f_r\}$ of $\bigcup_{i \in \mathbb{Z} \setminus \{0\}} (B_i \setminus \{0\})$ that generates $I$. Let $d_i = \deg f_i$ ($1 \leq i \leq r$) and note that $S = \{d_1, \ldots, d_r\}$ is a subset of $\mathbb{Z} \setminus \{0\}$ with the property that $\text{HT} \left( \bigcup_{i \in S} B_i \right) > 1$. By part (a), each element of $\Pi(B)$ is a prime factor of some element of $S$. So $\Pi(B)$ is finite.

(c) If the condition $\text{HT} \left( \bigcup_{i \in \mathbb{Z} \setminus \{0\}} B_i \right) > 1$ is false then some height 1 prime ideal $p$ of $B$ satisfies $\bigcup_{i \in \mathbb{Z} \setminus \{0\}} B_i \subseteq p$. Since $e(B) = 1$, we have $B \neq B_0$, so $p$ is a minimal prime over-ideal of $\bigcup_{i \in \mathbb{Z} \setminus \{0\}} B_i \not\subseteq \{0\}$, so $p$ is homogeneous (the ideal generated by the homogeneous elements of $p$ is a nonzero prime ideal included in $p$, so equal to $p$). Then $\{ i \in \mathbb{Z} \mid (B/p)_i \neq 0 \} = \{0\}$, so $e(B/p) = 0$. Since every prime number divides 0, $\Pi(B)$ is the set of all prime numbers. Consequently, $\Pi^*(B) = \{1\}$. □

3.13. Lemma. Let $B = \bigoplus_{i \in \mathbb{Z}} B_i$ be a $\mathbb{Z}$-graded noetherian domain such that $e(B) = 1$, and suppose that $B = B_0[x_1, \ldots, x_n]$ where $n \geq 2$ and, for each $i \in \{1, \ldots, n\}$, $x_i \neq 0$ is homogeneous of degree $d_i \in \mathbb{Z} \setminus \{0\}$.

- Let $e_i = \gcd(d_1, \ldots, d_i, \ldots, d_n)$ for each $i \in \{1, \ldots, n\}$.
- Let $U = \{ i \mid 1 \leq i \leq n \text{ and } x_i \text{ is a unit of } B \}$ and $U^c = \{1, \ldots, n\} \setminus U$.
- Let $E$ be the set of prime factors of $\prod_{i \in U^c} e_i$ ($E = \emptyset$ if $U^c = \emptyset$).

(a) $E \subseteq \Pi(B)$
(b) If $U \neq \emptyset$ then $\Pi(B) \subseteq \text{set of prime factors of } \gcd \{ d_i \mid i \in U \}$.
(c) If $\text{HT} \left( \bigcup_{i \in \mathbb{Z} \setminus \{0\}} B_i \right) > 1$ then $\Pi(B) \subseteq \text{set of prime factors of } d_1 \cdots d_n$.
(d) If $\text{HT} \left( \{x_i, x_j\} \right) > 1$ for every choice of distinct $i, j \in \{1, \ldots, n\}$, then $\Pi(B) = E$.

Proof. (a) Let $p \in E$. Then there exists $i \in U^c$ such that $p \mid e_i$. Note that $e_i > 1$. For each $j \in \mathbb{Z} \setminus e_i \mathbb{Z}$, every monomial $a x_1^{m_1} \cdots x_n^{m_n}$ ($a \in B_0 \setminus \{0\}$, $m_k \in \mathbb{N}$) belonging to $B_j$ must satisfy $m_i > 0$. So $B_j \subseteq x_i B$ for each $j \in \mathbb{Z} \setminus e_i \mathbb{Z}$. Since $B$ is noetherian and $x_i$ is neither 0 nor a unit of $B$, there exists a height 1 homogeneous prime ideal $p$ of $B$ satisfying $x_i \in p$. Then $B_j \subseteq p$ for each $j \in \mathbb{Z} \setminus e_i \mathbb{Z}$, i.e., $\{ j \in \mathbb{Z} \mid (B/p)_j \neq 0 \} \subseteq e_i \mathbb{Z}$. Then $e_i \mid e(B/p)$, so all prime factors of $e_i$ belong to $\Pi(B)$, so $p \in \Pi(B)$.

(b) Let $i \in U$. Then no prime ideal of $B$ contains $B_{d_i}$, so in particular $\text{HT}(B_{d_i}) > 1$; then Lemma 3.12(a) applied to $S = \{d_i\}$ shows that every element of $\Pi(B)$ divides $d_i$.

Assertion (c) follows by applying Lemma 3.12(a) to $S = \{d_1, \ldots, d_n\}$.

(d) By (a), it suffices to show that $\Pi(B) \subseteq E$. Let $p \in \Pi(B)$. For every choice of distinct $i, j \in \{1, \ldots, n\}$, $p$ must divide one of $d_i, d_j$ (by Lemma 3.12(a) applied to $S = \{d_i, d_j\}$). It follows that at most one $i \in \{1, \ldots, n\}$ is such that $p \mid d_i$. So we can choose $i \in \{1, \ldots, n\}$ such that $p \mid d_j$ for all $j \in \{1, \ldots, n\} \setminus \{i\}$. Then $p \mid e_i$. If $i \in U$ then $p \mid d_i$ by (b), so $p$ divides $\gcd(d_i, e_i) = 1$, a contradiction. This shows that $p \mid e_i$ for some $i \in U^c$, so $p \notin E$. □
3.14. Proposition. Let $k$ be a field of characteristic zero and $B = \bigoplus_{i \in \mathbb{Z}} B_i$ a $\mathbb{Z}$-graded normal affine $k$-domain. Suppose that $B = B_0[x_1, \ldots, x_n]$ where $n \geq 2$ and, for each $i \in \{1, \ldots, n\}$, $x_i$ is a homogeneous prime element of $B$ of degree $d_i \in \mathbb{Z} \setminus \{0\}$. Assume that

(i) $\gcd(d_1, \ldots, d_i, \ldots, d_n) = 1$ for every $i \in \{1, \ldots, n\}$;

(ii) for every choice of distinct $i, j \in \{1, \ldots, n\}$, $x_i, x_j$ are not associates.

Then the following are equivalent:

(a) $B$ is non-rigid;

(b) $B^{(d)}$ is non-rigid for all $d \geq 1$;

(c) $B^{(d)}$ is non-rigid for some $d \geq 1$.

Proof. If $i, j \in \{1, \ldots, n\}$ are distinct then, by assumption (ii), $(x_i)$ and $(x_j)$ are distinct prime ideals of $B$ of height 1, so $\text{HT}(\{x_i, x_j\}) > 1$. By Lemma 3.13 together with assumption (i), it follows that $B$ is saturated in codimension 1. So (c) implies (a) by Theorem 3.2. It is obvious that (b) implies (c), and the fact that (a) implies (b) can be seen as follows. Suppose that $B$ is non-rigid and consider $d \geq 1$. By Lemma 2.7 there exists a nonzero homogeneous locally nilpotent derivation $D : B \to B$. Let $A = \ker(D)$. We have $e(A) = 1$ by Corollary 4.2 of [DFMJ17] together with assumptions (i) and (ii). So we can pick a homogeneous $a \in A \setminus \{0\}$ such that the degree of the derivation $aD : B \to B$ is a multiple of $d$. Then $aD$ maps $B^{(d)}$ into itself and, consequently, the restriction of $aD$ to $B^{(d)}$ is a nonzero element of $\text{LND}(B^{(d)})$. Thus, $B^{(d)}$ is non-rigid. This proves the claim. \hfill \Box

In view of the next result, it may be useful to recall that if $R$ is an affine domain over a field then $R$ is a universally catenary noetherian domain.

3.15. Corollary. Let $R$ be a universally catenary noetherian domain and $n \geq 2$. Define a $\mathbb{Z}$-grading on $R[X] = R[X_1, \ldots, X_n] = R^n$ by choosing $d_1, \ldots, d_n \in \mathbb{Z} \setminus \{0\}$ such that $\gcd(d_1, \ldots, d_n) = 1$ and declaring that $R \subseteq R[X]_0$ and that, for each $i \in \{1, \ldots, n\}$, $X_i$ is homogeneous of degree $d_i$. Suppose that $F$ is a homogeneous prime element of $R[X]$ such that

\begin{equation}
F \notin (X_i, X_j) \text{ for every choice of } i, j \in \{1, \ldots, n\},
\end{equation}

where $(X_i, X_j)$ is the ideal of $R[X]$ generated by $X_i, X_j$. Consider the $\mathbb{Z}$-graded domain $B = R[X]/(F)$. Then $\Pi(B) = E$, where $E$ is defined in Lemma 3.13.

Proof. Let $\pi : R[X] \to B$ be the canonical homomorphism of the quotient ring and define $x_i = \pi(X_i)$ for all $i \in \{1, \ldots, n\}$. Thus, $B = \bar{R}[x_1, \ldots, x_n]$ where $\bar{R} = \pi(R)$. Since $\bar{R} \subseteq B_0$, we have $B = B_0[x_1, \ldots, x_n]$. Note that $x_i \neq 0$ for all $i$ (because of (11)), so $e(B) = 1$. In view of Lemma 3.13 it suffices to check that $\text{HT}(\{x_i, x_j\}) > 1$ for every choice of distinct $i, j \in \{1, \ldots, n\}$. Let $i, j$ be distinct elements of $\{1, \ldots, n\}$. Proceeding by contradiction, suppose that the condition $\text{HT}(\{x_i, x_j\}) > 1$ is false; then there exists a height 1 prime ideal $\mathfrak{p}$ of $B$ such that $\{x_i, x_j\} \subseteq \mathfrak{p}$. Let $\mathfrak{P} = \pi^{-1}(\mathfrak{p}) \in$.
Spec $R[X]$. Since $R$ is universally catenary, $R[X]$ is catenary, so all maximal prime chains $0 = \mathfrak{q}_0 \subset \cdots \subset \mathfrak{q}_\ell = \mathfrak{P}$ between 0 and $\mathfrak{P}$ in $R[X]$ have the same length, equal to $\operatorname{ht} \mathfrak{P}$. Since $0 \subset (F) \subset \mathfrak{P}$ is such a maximal prime chain, we have $\operatorname{ht} \mathfrak{P} = 2$. Since $(X_i, X_j)$ is a prime ideal of $R[X]$ of height $\geq 2$ satisfying $(X_i, X_j) \subseteq \mathfrak{P}$, we have $\mathfrak{P} = (X_i, X_j)$, so $F \in (X_i, X_j)$, contradicting (1). This contradiction shows that $\text{HT}((x_i, x_j)) > 1$, which completes the proof. \qed

3.16. Example. Let $k$ be a field, $n \geq 3$ and $a_1, \ldots, a_n \in \mathbb{N} \setminus \{0\}$, and define $d_i = \text{lcm}(a_1, \ldots, a_n)/a_i$ ($1 \leq i \leq n$). Note that $\gcd(d_1, \ldots, d_n) = 1$. Define an $\mathbb{N}$-grading on $k[X_1, \ldots, X_n]$ by declaring that, for each $i \in \{1, \ldots, n\}$, $X_i$ is homogeneous of degree $d_i$. Then $X_i^{a_i} + \cdots + X_n^{a_n}$ is a homogeneous prime element of $k[X_1, \ldots, X_n]$, so $B = k[X_1, \ldots, X_n]/(X_i^{a_i} + \cdots + X_n^{a_n})$ is an $\mathbb{N}$-graded domain and $e(B) = 1$. Moreover, $B$ is normal, since Spec $B$ is a hypersurface with at most one singular point. One calls $B$ a Pham-Brieskorn ring. Let $e_i = \gcd(d_1, \ldots, \hat{d}_i, \ldots, d_n)$ for each $i \in \{1, \ldots, n\}$. By Corollary 3.15

$$\Pi(B) \text{ is the set of prime factors of } \prod_{i=1}^{n} e_i.$$ In particular, $B$ is saturated in codimension 1 if and only if $e_1 = \cdots = e_n = 1$.

Let us compare this with the condition “$e(B/p) = 1$ for all $p \in \operatorname{Proj}(B)$” of 1.1(2). It is easy to see that, given distinct $i, j \in \{1, \ldots, n\}$, there exists $p_{i,j} \in \operatorname{Proj}(B)$ satisfying $x_ix_j \notin p_{i,j}$ and $x_k \in p_{i,j}$ for all $k \in \{1, \ldots, n\} \setminus \{i, j\}$; moreover, for each $p \in \operatorname{Proj}(B)$ there exist distinct $i, j \in \{1, \ldots, n\}$ such that $x_ix_j \notin p$. From these observations, it follows that $B$ satisfies “$e(B/p) = 1$ for all $p \in \operatorname{Proj}(B)$” if and only if $d_1, \ldots, d_n$ are pairwise relatively prime. We may reformulate these conditions directly in terms of the tuple $(a_1, \ldots, a_n)$ that defines $B = k[X_1, \ldots, X_n]/(X_i^{a_i} + \cdots + X_n^{a_n})$, as follows:

- $B$ is saturated in codimension 1 if and only if
  $$\text{lcm}(a_1, \ldots, \hat{a}_i, \ldots, a_n) = \text{lcm}(a_1, \ldots, a_n) \text{ for every } i \in \{1, \ldots, n\}.$$  

- $B$ satisfies “$e(B/p) = 1$ for all $p \in \operatorname{Proj}(B)$” if and only if
  $$\text{lcm}(a_i, a_j) = \text{lcm}(a_1, \ldots, a_n) \text{ for every choice of distinct } i,j \in \{1, \ldots, n\}.$$  

So, when applied to the class of Pham-Brieskorn rings, Theorem 1.1(2) is considerably more general than assertion 1.1(2).

Let us also point out that if $n \geq 4$ and $B$ is saturated in codimension 1 then, by Proposition 3.14, the following are equivalent:

(a) $B$ is non-rigid;
(b) $B^{(d)}$ is non-rigid for all $d \geq 1$;
(c) $B^{(d)}$ is non-rigid for some $d \geq 1$. 

4. Cylindrical elements of a graded ring

Given a ring $B$, the phrase “$B$ is a polynomial ring in one variable” means that there exists a subring $A$ of $B$ such that $B$ is a polynomial ring in one variable over $A$. Observe that the zero ring is a polynomial ring in one variable.

4.1. Definition. Let $G$ be an abelian group and $B$ a $G$-graded ring. An element $f$ of $B$ is cylindrical if it is nonzero and homogeneous, the element $\deg(f)$ of $G$ has infinite order, and $B(f)$ is a polynomial ring in one variable.

4.2. Lemma. Let $G$ be a torsion abelian group, $S = \bigoplus_{i \in G} S_i$ a graded ring, $R = \bigoplus_{i \in G} R_i$ a graded subring of $S$, and suppose that

\begin{enumerate}[(i)]
\item $S = R[v] = R[1]$ for some homogeneous element $v$ of $S$,
\item the set $H = \{ i \in G \mid R_i \neq 0 \}$ is a subgroup of $G$.
\end{enumerate}

Then one of the following conditions is satisfied:

\begin{enumerate}[(a)]
\item $S_0 = (R_0)[1]$, 
\item there exists $e \in H \setminus \{0\}$ such that, if $k > 0$ denotes the order of $e$ in $H$, then, for every $r \in R_e \setminus \{0\}$, $(S_0)_e$ is a polynomial ring in one variable.
\end{enumerate}

Proof. Let $d = \deg(v) \in G$ and let $n \geq 1$ be the positive generator of the subgroup $\{ i \in \mathbb{Z} \mid \text{id} \in H \}$ of $\mathbb{Z}$. We claim:

\begin{equation}
S_0 \subseteq R[v^n].
\end{equation}

Indeed, if $s \in S_0$ then $s = \sum_{i \in \mathbb{N}} a_i v^i$ for a unique family $(a_i)$ of elements of $R$. Since $s$ and $v$ are homogeneous, and since $R[v] = R[1]$, it follows that each $a_i$ is homogeneous and $\deg(a_i v^i) = 0$ for each $i$ such that $a_i \neq 0$. This last condition implies that $id \in H$ (and hence $n \mid i$) for each $i$ such that $a_i \neq 0$, so $s \in R[v^n]$. This proves [5].

Note that if $nd = 0$ then $\deg(v^n) = 0$, so (5) implies that $S_0 = R_0[v^n] = (R_0)[1]$, so (a) is satisfied.

From now-on, assume that $nd \neq 0$. Define $e = nd \in H \setminus \{0\}$, let $k \geq 1$ be the order of $e$ in $H$, and note that $R_e \neq 0$ (since $R_i \neq 0$ for every $i \in H$). Let $r \in R_e \setminus \{0\}$ and let us prove that $(S_0)_e$ is a polynomial ring in one variable. Consider diagram (A):

\begin{equation}
\begin{array}{ccc}
S & \xrightarrow{\text{R}} & R[v] \\
\downarrow & & \downarrow \\
S_0 & \xrightarrow{\text{R}[v^n]} & R[v^n] \\
\end{array}
\quad
\begin{array}{ccc}
S_r & \xrightarrow{\text{R}[v^n]} & \mathcal{R}[v^n] \\
\downarrow & & \downarrow \\
(S_0)_r & \xrightarrow{\text{R}[v^n]} & \mathcal{R}[v^n] \\
\end{array}
\end{equation}

and note that the four arrows in (A) are degree-preserving homomorphisms of graded rings. Let $\mathcal{R} = R_{e,k} = \bigoplus_{i \in G} R_i$. Diagram (B) is obtained from diagram (A) by localization with respect to the multiplicative subset $\{ (r^k)^i \mid i \in \mathbb{N} \}$ of $R_0$; so the arrows in (B) are injective degree-preserving homomorphisms of graded rings. Note that $r$ is a unit of $\mathcal{R}$, define $w = \frac{v^n}{r} \in \mathcal{R}[v]$ and observe that $\mathcal{R}[v^n] = \mathcal{R}[w] = \mathcal{R}[1]$; see
diagram (B). Since \( w \) is a homogeneous element of \( \mathcal{R}[v] \) of degree 0, we have
\[
(\mathcal{R}[w])_0 = \mathcal{R}_0[w] = (\mathcal{R}_0)^{[1]}.
\]

Note that \( S_{rk} = (\bigoplus_{i \in G} S_i)_{rk} = \bigoplus_{i \in G} (S_i)_{rk} \) and in particular \( (S_{rk})_0 = (S_0)_{rk} \). This means that \( (S_0)_{rk} \) is the degree-0 subring of the graded ring \( S_{rk} = \mathcal{R}[v] \). So the image of \( (S_0)_{rk} \) in \( \mathcal{R}[w] \) is precisely the degree-0 subring of \( \mathcal{R}[w] \), so \( (S_0)_{rk} = (\mathcal{R}_0)^{[1]} \) by (7). \( \square \)

4.3. **Proposition.** Let \( B = \bigoplus_{i \in \mathbb{Z}} B_i \) be a \( \mathbb{Z} \)-graded \( \mathbb{Q} \)-domain and \( D : B \to B \) a nonzero homogeneous locally nilpotent derivation such that \( \ker D \not\subset B_0 \). Then some element of \( D(B) \cap \ker(D) \) is a cylindrical element of \( B \).

**Proof.** Let \( A = \ker(D) \). Since \( D(B) \cap A \) is a nonzero homogeneous ideal of \( A \) and \( A \not\subset B_0 \), we can pick a nonzero homogeneous element \( h \) of \( D(B) \cap A \) of nonzero degree. Let \( m = \deg(h) \in \mathbb{Z} \setminus \{0\} \), \( G = \mathbb{Z}/m\mathbb{Z} \), and \( \pi : \mathbb{Z} \to G \) the canonical surjective homomorphism. Define a \( G \)-grading \( B = \bigoplus_{j \in G} B'_j \) by declaring that \( B'_j = \bigoplus_{i \in \pi^{-1}(j)} B_i \) for each \( j \in G \). Since \( h - 1 \) is a \( G \)-homogeneous element of \( B \), the ring \( S = B/(h - 1) \) is \( G \)-graded, say \( S = \bigoplus_{j \in G} S_j \). Let \( \rho : B \to S \) be the canonical homomorphism of the quotient ring and note that \( \rho(B'_j) = S_j \) for all \( j \in G \). We note:
\[
(\text{8}) \quad \rho(\text{the only } \mathbb{Z} \text{-homogeneous element of } \ker \rho = 0 \text{ is } 0)
\]
(this follows from the fact that if \( x, y \in B \setminus \{0\} \) are such that \( xy \) is \( \mathbb{Z} \)-homogeneous then both \( x \) and \( y \) are \( \mathbb{Z} \)-homogeneous, and the observation that \( h - 1 \) is not \( \mathbb{Z} \)-homogeneous).

Since \( \rho(h) \) is a unit of \( S \), \( \rho \) factors through the localization \( B \to B_h \). Then we have
\[
\begin{array}{ccc}
B & \xrightarrow{\rho} & B_h \\
\downarrow \rho_h & & \downarrow \rho_h \\
S & \xrightarrow{\rho'} & S_0
\end{array}
\]
where (since \( \rho(h) = 1 \)) \( \rho_h(x/h^n) = \rho(x) \) for every \( x \in B \) and \( n \in \mathbb{N} \). We claim that \( \rho' \) is bijective. Indeed, suppose that \( x/h^n \in B_{(h)} \) \( (n \in \mathbb{N}, x \in B_{mn}) \) satisfies \( \rho'(x/h^n) = 0 \); then \( 0 = \rho_h(x/h^n) = \rho(x) \), so \( x = 0 \) by (8). So \( \rho' \) is injective. To prove surjectivity, consider \( y \in S_0 \). Since \( \rho(B'_j) = S_j \) for each \( j \in G \), there exists \( x \in B'_0 = \bigoplus_{i \in m\mathbb{Z}} B_i \) such that \( \rho(x) = y \). Write \( x = \sum_{i \in \mathbb{Z}} x_{mi} (x_{mi} \in B_{mi}) \); then the element \( \xi = \sum_{i \in \mathbb{Z}} \frac{x_{mi}}{h^i} \) of \( B_{(h)} \) satisfies \( \rho'(\xi) = \sum_{i \in \mathbb{Z}} \rho'(\frac{x_{mi}}{h^i}) = \sum_{i \in \mathbb{Z}} \rho_h(\frac{x_{mi}}{h^i}) = \sum_{i \in \mathbb{Z}} \rho(x_{mi}) = \rho(x) = y \). So,
\[
(\text{9}) \quad \rho' \text{ is bijective and consequently } B_{(h)} \cong S_0.
\]

Since \( h - 1 \in A \), \( D \) induces a \( G \)-homogeneous locally nilpotent derivation \( \bar{D} : S \to S \); more precisely, we have \( \bar{D}(\rho(x)) = \rho(D(x)) \) for all \( x \in B \). Let \( R = \ker(\bar{D}) \) and note that \( R \) is a \( G \)-graded subring of \( S \). By definition of \( h \), there exists a \( \mathbb{Z} \)-homogeneous \( \beta \in B \) satisfying \( D(\beta) = h \); define \( v = \rho(\beta) \) and note that \( v \) is a \( G \)-homogeneous element of \( S \) satisfying \( \bar{D}(v) = \bar{D}(\rho(\beta)) = \rho(D(\beta)) = \rho(h) = 1 \). Since \( \mathbb{Q} \subseteq B \) by
assumption, the Slice Theorem 2.4 implies that $S = R[v] = R^{[1]}$. We record this as:

$$S = R[v] = R^{[1]}$$ for some $G$-homogeneous element $v$ of $S$.

Next, we claim that

$$H = \{ i \in G \mid R_i \neq 0 \}$$ is a subgroup of $G$.

Note that if $R$ is a domain then $H$ is closed under addition and hence is a subgroup of $G$ (because $G$ is a finite group). However, $R$ is not necessarily a domain. The proof of (11) has several steps. First, we show that

$$\rho(A) = R.$$ Indeed, let $y \in R$. Pick any $x \in B$ satisfying $\rho(x) = y$. Then $0 = D(y) = \rho(D(x))$, so $D(x) = (h - 1)g$ for some $g \in B$. Then $g \in D(B)$ by (12), so there exists $w \in B$ such that $D(w) = g$. Since $D(x - (h - 1)w) = D(x) - (h - 1)g = 0$, we have $x - (h - 1)w \in A$ and hence $y = \rho(x - (h - 1)w) \in \rho(A)$. Thus, $R \subseteq \rho(A)$. It is clear that $\rho(A) \subseteq R$, so (13) follows.

To prove (11), consider the submonoid $H' = \{ i \in Z \mid A_i \neq 0 \}$ of $Z$. If $i \in H'$ then pick $a \in A_i \setminus \{0\}$ and note that $\rho(a) \neq 0$ by (8), so $\rho(a) \in R(\{0\}) = \{0\}$, so $\pi(i) \in H$, which shows that $\pi(H') \subseteq H$. If $j \in H$ then pick $y \in R_j \setminus \{0\}$; by (13), there exists $x \in A$ such that $\rho(x) = y$. Write $x = \sum_{i \in Z} x_i$ with $x_i \in A_i$. Since $y \neq 0$ and $\rho(B_i) \subseteq \rho(\pi(i))$ for every $i \in Z$, there exists an $i \in Z$ such that $\rho(i) = j$ and $x_i \in A_i \setminus \{0\}$; then $i \in H'$, so $j \in \pi(H')$, which shows that $H \subseteq \pi(H')$. Thus, $H = \pi(H')$ is closed under addition. Since $G$ is finite, $H$ is a subgroup of $G$.

This proves (11). In view of (10) and (11), Lemma 4.2 implies that one of the following conditions is satisfied:

(a) $S_0 = (R_0)^{[1]}$,

(b) there exists $e \in H \setminus \{0\}$ such that, if $k > 0$ denotes the order of $e$ in $H$, then, for every $r \in R_e \setminus \{0\}$, $(S_0)^{r,k}$ is a polynomial ring in one variable.

Moreover, we have $B^{(h)} \cong S_0$ by (9). If (a) holds then $B^{(h)}$ is a polynomial ring in one variable; since the $Z$-degree of $h$ is $m \neq 0$, $h$ is a cylindrical element of $B$ and we are done.
Suppose that (b) holds, and let \( e \in H \setminus \{0\} \) and \( k > 0 \) be as in (b). Since \( \pi(H') = H \), there exists \( i \in H' \) such that \( \pi(i) = e \). We have \( A_i \neq 0 \) by definition of \( H' \); pick \( x \in A_i \setminus \{0\} \) and define \( r = \rho(x) \in R_e \setminus \{0\} \) (\( r \neq 0 \) by (8)). Let \( a = x^k \); then \( a \) is a nonzero \( \mathbb{Z} \)-homogeneous element of \( A \) and \( \rho(a) = r^k \). The \( \mathbb{Z} \)-degree of \( a \) is \( ki \neq 0 \), and \( ki \in m\mathbb{Z} \) because \( \pi(ki) = k\pi(i) = ke = 0 \). So there exists an integer \( \ell > 0 \) such that some element \( \alpha \) of \( \{ah^\ell, \frac{E}{R}\} \) belongs to \( A_{(h)} \). Since \( \rho'(\alpha) = \rho(a) = r^k \), the isomorphism \( \rho' \) extends to \( (B_{(h)})_\alpha \cong (S_0)_{r\ell} \), which, by (b), is a polynomial ring in one variable. Since \( B_{(ah)} \cong (B_{(h)})_\alpha \), \( B_{(ah)} \) is a polynomial ring in one variable. We have \( B_{(ah)} = B_{(a^2h)} \) and at least one element \( f \) of \( \{ah, a^2h\} \) has nonzero \( \mathbb{Z} \)-degree. Then \( f \) is a cylindrical element of \( B \) and an element of \( D(B) \cap \ker(D) \). This proves the Proposition. \( \square \)

4.4. Remark. We point out an issue with Lemma 1.8 of [KPZ13]. That Lemma is used in the proof of Proposition 2.7, which is the crucial step in the proof of Theorem 0.6. To prove the Lemma, it has to be shown that \( F^\partial \subseteq \rho(A^\partial) \), or equivalently \( \rho^{-1}(F^\partial) \subseteq A^\partial \). Let \( E = \rho^{-1}(F^\partial) \), which is a subring of \( A = \bigoplus_{j \in \mathbb{N}} A_j \). The proof of \( E \subseteq A^\partial \) given in [KPZ13] consists in showing that \( E \cap A_j \subseteq A^\partial \) for every \( j \). For this to prove the desired inclusion, one needs

\[
E = \sum_{j \in \mathbb{N}} (E \cap A_j)
\]

to be true, but (14) is not mentioned in the proof. In fact (14) is true, but (as far as we can tell) is harder to prove than \( E \cap A_j \subseteq A^\partial \). Indeed, \( E \cap A_j \subseteq A^\partial \) follows from the simple observation (8) in our proof of Proposition 4.3, whereas a proof of (14) would have to include something equivalent to our proof of (12).

4.5. Corollary. Let \( G \) be an abelian group and \( B = \bigoplus_{i \in G} B_i \) a \( G \)-graded \( \mathbb{Q} \)-domain. Suppose that \( d \) is an element of \( G \) of infinite order and that \( D : B^{(d)} \to B^{(d)} \) is a nonzero homogeneous locally nilpotent derivation such that \( \ker D \nsubseteq B_0 \). Then some element of \( D(B^{(d)}) \cap \ker(D) \) is a cylindrical element of \( B \).

Proof. Since \( \langle d \rangle \cong \mathbb{Z} \), we may regard \( B^{(d)} = \bigoplus_{i \in \langle d \rangle} B_i \) as a \( \mathbb{Z} \)-graded ring. Then Proposition 4.3 implies that some \( f \in D(B^{(d)}) \cap \ker(D) \) is a cylindrical element of \( B^{(d)} \). Then \( f \) is a nonzero homogeneous element of \( B \) and \( \deg(f) \) has infinite order. Since \( B_{(f)} = (B^{(d)})_{(f)} \), it follows that \( B_{(f)} \) is a polynomial ring in one variable, so \( f \) is a cylindrical element of \( B \). \( \square \)

4.6. Proposition. Let \( G \) be an abelian group and \( B = \bigoplus_{i \in G} B_i \) a \( G \)-graded domain which is finitely generated as a \( \mathbf{k} \)-algebra, where \( \mathbf{k} \) is a field of characteristic zero and \( \mathbf{k} \subseteq B_0 \). Let \( f \) be a cylindrical element of \( B \) and let \( d = \deg(f) \in G \). Then there exists a nonzero homogeneous locally nilpotent derivation \( D : B^{(d)} \to B^{(d)} \) such that \( \ker(D) \nsubseteq B_0 \) and, for some \( n \geq 1 \), \( f^n \in D(B^{(d)}) \cap \ker(D) \).

Proof. Since \( B_{(f)} \) is a polynomial ring in one variable and is not the zero ring, there exist a locally nilpotent derivation \( \delta : B_{(f)} \to B_{(f)} \) and an element \( t \in B_{(f)} \) such that \( \delta(t) = 1 \) (write \( B_{(f)} = R[t] = R[t] \) and let \( \delta : R[t] \to R[t] \) be the \( t \)-derivative). The fact
that $d = \deg(f)$ has infinite order implies that $B(f)[f] = (B(f))[1]$, so there is a unique locally nilpotent derivation $\Delta : B(f)[f] \to B(f)[f]$ that extends $\delta$ and satisfies $\Delta(f) = 0$. By localization, we obtain a locally nilpotent derivation $\Delta' : B(f)[f, f^{-1}] \to B(f)[f, f^{-1}]$ that extends $\Delta$. Note that $f \in B^{(d)}$ and that $(B^{(d)})_f = B(f)[f, f^{-1}].$ So $\Delta'$ is a locally nilpotent derivation of $(B^{(d)})_f$. Since $B$ is a finitely generated $k$-algebra, so is $B^{(d)}$ by Lemma 2.2. As is well known, this implies that there exists a positive integer $n$ such that $f^n \Delta' : (B^{(d)})_f \to (B^{(d)})_f$ maps $B^{(d)}$ into itself. Since $f^n \Delta'$ is locally nilpotent (because $\Delta'(f) = 0$), it follows that the restriction $D : B^{(d)} \to B^{(d)}$ of $f^n \Delta'$ is a locally nilpotent derivation. Moreover, it is easy to see that $D$ is homogeneous. Since $D(f) = 0$, we have $\ker(D) \not\subseteq B_0$. Since $t \in B(f)$, we can pick $m \geq 1$ such that $tf^m \in B^{(d)}$. Then $D(tf^m) = f^n \Delta'(tf^m) = f^m \delta(t) = f^m+n$, so $D \neq 0$ and $f^{m+n} \in D(B^{(d)}) \cap \ker(D)$.

4.7. Proof of Theorem 1.2. Let us prove assertion (1). Let $k$ be the field over which $B$ is a finitely generated algebra. Since $k \subseteq B$ and $B$ is a domain graded by a torsion-free abelian group, we have $k \subseteq B_0$. So (b) implies (a) by Proposition 4.6. We prove the converse. In view of Corollary 4.5, it suffices to show that

(15) if $d \in \mathbb{Z} \setminus \{0\}$ and $B^{(d)}$ is non-rigid, then there exists a nonzero homogeneous locally nilpotent derivation $D : B^{(d)} \to B^{(d)}$ such that $\ker(D) \not\subseteq B_0$.

Suppose that $d \neq 0$ is such that $B^{(d)}$ is non-rigid. Note that $B^{(d)}$ is a $\mathbb{Z}$-graded domain which (by Lemma 2.2) is a finitely generated $k$-algebra. By Lemma 2.7, there exists a nonzero homogeneous locally nilpotent derivation $D : B^{(d)} \to B^{(d)}$. We have to show that $\ker(D) \not\subseteq B_0$. Arguing by contradiction, assume that $\ker(D) \subseteq B_0$. Since (by Lemma 2.3) $\operatorname{trdeg}(B : \ker D) = 1$, condition (i) cannot hold; so (ii) holds and we may consider $x \in B_i \setminus \{0\}$ and $y \in B_j \setminus \{0\}$ where $i < 0 < j$. Clearly, $y$ is transcendental over $B_0$; so $\operatorname{trdeg}(B : B_0) \geq 1 = \operatorname{trdeg}(B : \ker D)$, so $B_0$ is algebraic over $\ker(D)$, so $B_0 = \ker(D)$, since $\ker(D)$ is algebraically closed in $B$. We have $x^iy^{|i|} \in B_0 = \ker(D)$, so $x, y \in \ker(D)$ because $\ker(D)$ is factorially closed in $B$ by Lemma 2.2. So $x, y \in B_0$, which contradicts the choice of $x, y$. So $\ker(D) \not\subseteq B_0$. This proves (15) and completes the proof of assertion (1) of the Theorem. Assertion (2) immediately follows from assertion (1) and Theorem 3.2 (or its special case Corollary 1.4). \hfill \square

We use the following notation in the next proof. If $B$ is a $\mathbb{Z}$-graded domain, we write $\operatorname{HFrac}(B)$ for the degree-0 subring of the $\mathbb{Z}$-graded ring $S^{-1}B$, where $S$ is the set of all nonzero homogeneous elements of $B$. Note that $\operatorname{HFrac}(B)$ is a subfield of $\operatorname{Frac}B$, and that if the grading is non-trivial then $\operatorname{Frac}B = (\operatorname{HFrac}B)^{(1)}$. Also, it is easy to check that $\operatorname{HFrac}(B^{(d)}) = \operatorname{HFrac}(B)$ for any $d \in \mathbb{Z} \setminus \{0\}$.

4.8. Proof of Proposition 1.3. Let $f$ be a cylindrical element of $B$. Since $f$ is a nonzero homogeneous element of nonzero degree, the grading is non-trivial and consequently $\operatorname{Frac}(B) = (\operatorname{HFrac}B)^{(1)}$. Let $d = \deg(f)$. Since $\operatorname{Frac}(B(f)) = \operatorname{HFrac}(B^{(d)}) = $
HFrac\( (B) \), we have
\[
\text{Frac}(B) = \left( \text{Frac} B_{(f)} \right)^{(1)}.
\]
Since \( B_{(f)} = R^{[1]} \) for some subring \( R \) of \( B_{(f)} \), we have \( \text{Frac}(B) = K^{(2)} \) where \( K = \text{Frac}(R) \). Since \( B \) is a domain graded by a torsion-free abelian group, we have \( k \subseteq B_0 \). So \( k \subseteq B_{(f)} = R^{[1]} \), so \( k \subseteq R \), so \( k \subseteq K \).

\[\Box\]

5. CYLINDRICAL ELEMENTS AND \( H \)-POLAR CYLINDERS

The purpose of this section is to show that Theorem 0.6 and Corollary 3.2 of [KPZ13] are equivalent to assertion \( \square \) stated in the introduction. We begin by recalling the part of the Dolgachev-Pinkham-Demazure (DPD) construction that we need to properly state the results of [KPZ13].

5.1. Let \( Y \) be a noetherian normal integral scheme and \( K \) the function field of \( Y \). We write \( \text{Div}(Y) \) for the group of Weil divisors of \( Y \). A divisor \( D \in \text{Div}(Y) \) is said to be Cartier if \( Y \) can be covered by open sets \( U_i \) such that, for each \( i \), we have \( D|_{U_i} = \text{div}_{U_i}(f_i) \) for some \( f_i \in K^* \). If \( D \in \text{Div}(Y) \) then the sheaf \( \mathcal{O}_Y(D) \) on \( Y \) is defined by
\[
\Gamma(U, \mathcal{O}_Y(D)) = \{0\} \cup \{ f \in K^* \mid \text{div}_U(f) + D|_U \geq 0 \} \quad (\emptyset \neq U \subseteq Y \text{ open}).
\]
It is well known that \( \mathcal{O}_Y(D) \) is coherent, and that \( D \) is Cartier if and only if \( \mathcal{O}(D) \) is invertible. Refer to [Har77 II.7.4] for the notion of an ample invertible sheaf on \( Y \). One says that the divisor \( D \in \text{Div}(Y) \) is ample if \( \mathcal{O}(D) \) is an ample invertible sheaf. It follows that ample divisors are in particular Cartier.

5.2. Given \( Y \) and \( K \) as in 5.1 let \( \text{Div}_\mathbb{Q}(Y) \) be the group of \( \mathbb{Q} \)-divisors of \( Y \), i.e., the free \( \mathbb{Q} \)-module on the set of prime divisors of \( Y \) (so \( \text{Div}(Y) \subseteq \text{Div}_\mathbb{Q}(Y) \)). Given \( D = \sum r_i C_i \in \text{Div}_\mathbb{Q}(Y) \) (where the \( C_i \) are prime divisors and \( r_i \in \mathbb{Q} \)), one defines \( [D] = \sum [r_i] C_i \in \text{Div}(Y) \). Elements \( D \) and \( D' \) of \( \text{Div}_\mathbb{Q}(Y) \) are said to be linearly equivalent (\( D \sim D' \)) if there exists \( f \in K^* \) such that \( D - D' = \text{div}_Y(f) \). A \( \mathbb{Q} \)-divisor \( D \in \text{Div}_\mathbb{Q}(Y) \) is said to be \( \mathbb{Q} \)-ample if there exists \( n \geq 1 \) such that \( nD \in \text{Div}(Y) \) and \( nD \) is ample in the sense of 5.1. Note that a divisor \( D \in \text{Div}(Y) \) is ample if and only if it is Cartier and \( \mathbb{Q} \)-ample.

5.3. Let \( B \) be an \( \mathbb{N} \)-graded domain. An element \( \xi \) of \( \text{Frac} B \) is said to be homogeneous if it can be written as \( \xi = a/b \) for some homogeneous elements \( a, b \in B \) with \( b \neq 0 \). Moreover, if \( \xi = a/b \) with \( a \in B_m \) and \( b \in B_n \setminus \{0\} \) then we say that \( \xi \) is homogeneous of degree \( m - n \). We write \( \{ \text{Frac} B \}_d \) for the set of homogeneous elements of \( \text{Frac} B \) of degree \( d \). Note that the function field of \( \text{Proj} B \) is \( \{ \text{Frac} B \}_0 \). We shall also use the following notation, for a homogeneous element \( f \) of \( B \):
\[
\mathbb{V}_+(f) = \{ p \in \text{Proj}(B) \mid f \in p \} \quad \text{and} \quad \mathbb{D}_+(f) = \text{Proj}(B) \setminus \mathbb{V}_+(f).
\]

Different authors use different definitions of linear equivalence in \( \text{Div}_\mathbb{Q}(Y) \). We use the same definition as in [KPZ13] and [Dem88].
5.4. Let $B$ be an $\mathbb{N}$-graded noetherian normal domain such that the prime ideal $B_+$ has height greater than 1. Let $X = \text{Spec } B$ and $Y = \text{Proj } B$. We shall now define a $\mathbb{Q}$-linear map $D \mapsto D^*$ from $\text{Div}_\mathbb{Q}(Y)$ to $\text{Div}_\mathbb{Q}(X)$.

Let $K(X)$ and $K(Y)$ be the function fields of $X$ and $Y$ respectively. Let $Y^{(1)}$ be the set of homogeneous prime ideals of $B$ of height 1. Since $\text{ht}(B_+) > 1$, we have $Y^{(1)} = \{ y \in Y \mid \text{dim } O_{Y,y} = 1 \}$. For each $\mathfrak{p} \in Y^{(1)}$, $B_{\mathfrak{p}} \supset B(\mathfrak{p})$ is an extension of DVRs; let $e_{\mathfrak{p}}$ denote the ramification index of this extension. Then $e_{\mathfrak{p}} \in \mathbb{N} \setminus \{0\}$. If $v^Y_{\mathfrak{p}} : K(Y)^* \to \mathbb{Z}$ and $v^X_{\mathfrak{p}} : K(X)^* \to \mathbb{Z}$ denote the normalized valuations of $B(\mathfrak{p})$ and $B_{\mathfrak{p}}$ respectively, then $v^Y_{\mathfrak{p}}(\xi) = e_{\mathfrak{p}} v^Y_{\mathfrak{p}}(\xi)$ for all $\xi \in K(Y)^*$. Let $C^Y_{\mathfrak{p}}$ (resp. $C^X_{\mathfrak{p}}$) denote the closure of $\{ \mathfrak{p} \}$ in $Y$ (resp. in $X$). Then $C^Y_{\mathfrak{p}}$ (resp. $C^X_{\mathfrak{p}}$) is a prime divisor of $Y$ (resp. of $X$), and every prime divisor of $Y$ is a $C^Y_{\mathfrak{p}}$ for some $\mathfrak{p} \in Y^{(1)}$. We define $(C^Y_{\mathfrak{p}})^* = e_{\mathfrak{p}} C^X_{\mathfrak{p}}$ for each $\mathfrak{p} \in Y^{(1)}$, and extend linearly to a $\mathbb{Q}$-linear map $\text{Div}_\mathbb{Q}(Y) \to \text{Div}_\mathbb{Q}(X)$, $D \mapsto D^*$.

It is not hard to see that the linear map $D \mapsto D^*$ has the following two properties:

\[(16) \quad (\text{div}_Y(\xi))^* = \text{div}_X(\xi) \text{ for all } \xi \in K(Y)^*,\]
\[(17) \quad \text{if } f \text{ is a nonzero homogeneous element of } B \text{ and } D \in \text{Div}_\mathbb{Q}(Y) \text{ satisfies } D^* = \text{div}_X(f), \text{ then } D \geq 0 \text{ and } \text{supp}(D) = \mathbb{V}_+(f).\]

5.5. Notation. Given a noetherian normal integral scheme $Y$ and $D \in \text{Div}_\mathbb{Q}(Y)$, define the $\mathbb{N}$-graded ring

\[A(Y, D) = \bigoplus_{i \in \mathbb{N}} H^0(Y, O_Y([iD]))T^i,\]

where $T$ is an indeterminate over the function field $K$ of $Y$. Note that $A(Y, D)$ is a graded subring of $K[T]$ and that $A_0 = O_Y(Y)$.

5.6. Notation. Given a field $k$, let $P_k$ be the class of pairs $(Y, H)$ satisfying (i) and (ii):

(i) $Y$ is a normal integral scheme which is projective over a finitely generated $k$-algebra $R$ such that $\dim Y > \dim R$;
(ii) $H$ belongs to $\text{Div}_\mathbb{Q}(Y)$ and is $\mathbb{Q}$-ample.

Note that (i) has the following consequence:

(iii) $Y$ is of finite type over $k$, $O_Y(Y)$ is a finitely generated $k$-algebra such that $\dim Y > \dim O_Y(Y)$, and the canonical morphism $Y \to \text{Spec } O_Y(Y)$ is projective.

(By [Har77], Thm III.5.2], $O_Y(Y)$ is a finitely generated $R$-module; so $O_Y(Y)$ is a finitely generated $k$-algebra and $\dim Y > \dim R \geq \dim O_Y(Y)$. Since the composition $Y \to \text{Spec } O_Y(Y) \to \text{Spec } R$ is projective and $\text{Spec } O_Y(Y) \to \text{Spec } R$ is separated, $Y \to \text{Spec } O_Y(Y)$ is projective and (iii) is true.)

The following is well known.

\[^{3}\text{The word “normalized” means that the maps } v^Y_{\mathfrak{p}} \text{ and } v^X_{\mathfrak{p}} \text{ are surjective.}\]
5.7. Theorem. Let \((Y, H) \in \mathbf{P}_k\) and \(A = A(Y, H)\).

(a) The ring \(A\) is an \(\mathbb{N}\)-graded normal domain, a finitely generated \(k\)-algebra, and satisfies \(\text{Frac}(A) = K(T)\), \(e(A) = 1\), and \(\text{ht}(A_+) > 1\), where \(K\) is the function field of \(Y\).

(b) Let \(Z = \text{Proj} A\) and \(X = \text{Spec} A\), and consider the map \(\text{Div}_Q(Z) \to \text{Div}_Q(X)\), \(D \mapsto D^*\), defined in (5.3). There exists an isomorphism \(j : Y \to Z\) of schemes over \(k\) such that, if \(D \in \text{Div}_Q(Z)\) is the image of \(H\) by the isomorphism \(\text{Div}_Q(Y) \to \text{Div}_Q(Z)\) induced by \(j\), then \(D^* = \text{div}_X(T)\).

(c) If \(H' \in \text{Div}_Q(Y)\) is linearly equivalent to \(H\) then \(A(Y, H)\) and \(A(Y, H')\) are isomorphic as graded \(k\)-algebras.

5.8. Here are some references for Theorem 5.7. (a) The Corollaire in [Dem88, 3.2] shows that \(\text{Frac}(A) = K(T)\), which implies that \(e(A) = 1\). The fact that \(A\) is normal is stated without proof in [Dem88, 3.1]; the proof can be found in that of the Lemme in [Dem88, 2.7]. The fact that \(A\) is a finitely generated \(k\)-algebra is proved in Proposition 3.3 of [Dem88], apparently under the assumption that \(Y\) is projective over \(k\). The general case is well known, and can be seen as follows. Recall that \(Y\) is projective over a finitely generated \(k\)-algebra \(R\). Let \(N > 0\) be such that \(NH \in \text{Div}(Y)\) is an ample Cartier divisor. Let \(\mathcal{L} = \mathcal{O}_Y([NH]) = \mathcal{O}_Y(NH)\). Then \(\mathcal{L}\) is an ample invertible sheaf on \(Y\), so \(\bigoplus_{n \in \mathbb{N}} \Gamma(Y, \mathcal{L}^n)\) is a finitely generated \(R\)-algebra (hence a finitely generated \(k\)-algebra) by Proposition 3.2.1 of [Dol]. Since \(A^{(N)} = \bigoplus_{n \in \mathbb{N}} \Gamma(Y, \mathcal{L}^n)T^n\), \(A^{(N)}\) is a finitely generated \(k\)-algebra. The fact that \(A\) is a finitely generated \(k\)-algebra then follows by the argument given in the proof of Proposition 3.3 of [Dem88]. Finally, we have \(\text{ht}(A_+) = \dim A - \dim A_0 = (\dim(Y) + 1) - \dim \mathcal{O}_Y(Y) > 1\), where we use \(A_0 = \mathcal{O}_Y(Y)\), \(\dim Y > \dim \mathcal{O}_Y(Y)\) (see 5.6(iii)), and \(\dim(A) = \dim(Y) + 1\) (because \(Y \cong \text{Proj} A\), see (b)).

(b) The Proposition in paragraph 3.2 of [Dem88] defines an open immersion \(j : Y \to Z\) which is such that \(\xymatrix{ Y \ar[d]^{p_Y} & Z \ar[d]^{p_Z} \\
\text{Spec} \mathcal{O}_Y(Y) & \text{Spec} A_0 }\) commutes. It was noted in 5.6(iii) that the canonical morphism \(p_Y\) is projective; so \(p_Z \circ j\) is projective, hence proper. Since \(p_Z\) is separated, \(j\) is proper, so \(j\) is an isomorphism. Commutativity of the diagram also shows that \(j\) is a morphism over \(k\), since \(k \subseteq A_0\). The equality \(D^* = \text{div}_X(T)\) follows from the Corollaire in [Dem88, 2.9], together with the remark on page 50 that the results of 2.9 “se transportent au cône mutatis mutandis”.

(c) If \(H' = H + \text{div}_Y(\xi)\), where \(\xi \in K^*\), then the \(K\)-automorphism of \(K[T]\) that sends \(T\) to \(\xi T\) maps \(H^0(Y, \mathcal{O}_Y(nH'))T^n\) onto \(H^0(Y, \mathcal{O}_Y(nH))T^n\) (for each \(n \in \mathbb{N}\)). Since \(k \subseteq K\), this gives a \(k\)-isomorphism of graded rings \(A(Y, H') \to A(Y, H)\).
5.9. **Theorem** (Théorème 3.5, [Dem88]). Let \( k \) be a field and \( B \) an \( \mathbb{N} \)-graded normal domain which is a finitely generated \( k \)-algebra and such that \( e(B) = 1 \) and \( \text{ht}(B_+) > 1 \). Let \( u \in (\text{Frac} \, B)_1 \setminus \{0\} \). There exists a unique \( H \in \text{Div}_Q(Y) \) satisfying \( H^* = \text{div}_X(u) \), where \( Y = \text{Proj} \, B \) and \( X = \text{Spec} \, B \). Moreover, \( H \) is \( \mathbb{Q} \)-ample and
\[
B = \bigoplus_{n \in \mathbb{N}} H^0(Y, O([nH]))u^n.
\]

5.10. **Remarks.** The following comments are related to Theorem 5.9:

(a) The assumption \( e(B) = 1 \) implies that \( (\text{Frac} \, B)_1 \setminus \{0\} \neq \emptyset \).
(b) The last assertion of the Theorem is an equality of rings.
(c) Since \( B \) is a finitely generated \( k \)-algebra, so is \( B_0 = B/B_+ \). The condition \( \text{ht}(B_+) > 1 \) implies that \( \dim Y > \dim B_0 \). Since the canonical morphism \( \text{Proj} \, B \to \text{Spec} \, B_0 \) is projective, we see that \( Y \) is projective over a finitely generated \( k \)-algebra \( R = B_0 \) such that \( \dim Y > \dim R \). That is, \( (Y, H) \in \mathbb{P}_k \). Moreover, \( A(Y, H) \cong B \).
(d) If \( u, u' \in (\text{Frac} \, B)_1 \setminus \{0\} \) and \( H, H' \in \text{Div}_Q(Y) \) satisfy \( H^* = \text{div}_X(u) \) and \( (H')^* = \text{div}_X(u') \), then \( H \sim H' \). Indeed, \( H - H' = \text{div}_Y(u/u') \).

5.11. Let \( k \) be a field. Theorems 5.7 and 5.9 define two bijections, inverse of each other:

1. Define an equivalence relation \( \approx \) on \( \mathbb{P}_k \) by declaring that \( (Y, H) \approx (Y', H') \) if and only if there exists an isomorphism \( \theta : Y \to Y' \) over \( \text{Spec} \, k \) that carries \( H \) to a \( \mathbb{Q} \)-divisor of \( Y' \) linearly equivalent to \( H' \). The equivalence class of \( (Y, H) \) is denoted \( [Y, H] \).
2. Let \( \text{GND}_k \) be the class of \( \mathbb{N} \)-graded normal domains \( B \) such that \( e(B) = 1 \), \( \text{ht}(B_+) > 1 \), and \( B \) is a finitely generated \( k \)-algebra. Two elements \( B = \bigoplus_{i \in \mathbb{N}} B_i \) and \( B' = \bigoplus_{i \in \mathbb{N}} B'_i \) of \( \text{GND}_k \) are isomorphic \( (B \cong B') \) if there exists an isomorphism of \( k \)-algebras \( \psi : B \to B' \) such that \( \psi(B_i) = B'_i \) for all \( i \in \mathbb{N} \).
3. Theorems 5.7 and 5.9 and Remark 5.10 give two maps
\[
\mathbb{P}_k /\approx \xrightarrow{\text{[5.9]}} \text{GND}_k /\cong \quad \text{and} \quad \text{GND}_k /\cong \xrightarrow{\text{[5.9]}} \mathbb{P}_k /\approx
\]
\[
[Y, H] \quad \mapsto \quad [A(Y, H)] \quad \text{and} \quad [B] \quad \mapsto \quad [Y, H].
\]

By part (b) of Theorem 5.7, the composition
\[
\mathbb{P}_k /\approx \to \text{GND}_k /\cong \to \mathbb{P}_k /\approx
\]

is the identity map of \( \mathbb{P}_k /\approx \). By Theorem 5.9, the composition
\[
\text{GND}_k /\cong \to \mathbb{P}_k /\approx \to \text{GND}_k /\cong
\]

is the identity map of \( \text{GND}_k /\cong \).

5.12. **Caution.** Let \( k \) be a field, \( B \in \text{GND}_k \), \( X = \text{Spec} \, B \) and \( Y = \text{Proj} \, B \). Consider:

(a) the set of \( \mathbb{Q} \)-ample \( \mathbb{Q} \)-divisors \( H \) of \( Y \) such that \( A(Y, H) \cong B \),
(b) the set of \( H \in \text{Div}_Q(Y) \) such that \( H^* = \text{div}_X(u) \) for some \( u \in (\text{Frac} \, B)_1 \setminus \{0\} \).
By Theorem 5.9, (b) is a nonempty subset of (a). By Remark 5.10(d), any two elements of (b) are linearly equivalent. However, the elements of (a) are not necessarily linearly equivalent to one another (example: if \( P, Q \) are distinct closed points of \( \mathbb{P}^1 \) then \( A(\mathbb{P}^1, \frac{1}{2} P) \cong A(\mathbb{P}^1, \frac{1}{2} Q) \) but \( \frac{1}{2} P \sim \frac{1}{2} Q \). Thus, in some cases, (b) is a proper subset of (a). However, injectivity of the map \( P_k/\sim \to \text{GND}_k/\sim \) of 5.11 implies that if \( H, H' \) are elements of (a) then there exists a \( k \)-automorphism of \( Y \) that carries \( H \) to a \( \mathbb{Q} \)-divisor of \( Y \) that is linearly equivalent to \( H' \).

Let us now define some terminology used in [KPZ13].

5.13. Definition. Let \( k \) be a field and \((Y, H) \in P_k\). An open subset \( U \) of \( Y \) is \( H \)-polar if \( U = Y \setminus \text{supp}(D) \) for some effective \( \mathbb{Q} \)-divisor \( D \in \text{Div}_\mathbb{Q}(Y) \) which is linearly equivalent to \( sH \) for some \( s \in \mathbb{Q}_{>0} \).

5.14. Remark. Let \((Y, H) \in P_k\) and let \( H' \in \text{Div}_\mathbb{Q}(Y) \) be such that \( \alpha H \sim \beta H' \) for some \( \alpha, \beta \in \mathbb{Q}_{>0} \). Then \((Y, H') \in P_k\) and, for any open subset \( U \) of \( Y \),

\[
U \text{ is } H\text{-polar if and only if } U \text{ is } H'\text{-polar.}
\]

5.15. Definition. Let \( k \) be a field and \((Y, H) \in P_k\). An open subset \( U \) of \( Y \) is a cylinder if \( U \cong A^1 \times Z \) for some variety \( Z \). If \( U \) is a cylinder and is \( H \)-polar in the sense of 5.13, we call it an \( H \)-polar cylinder. The pair \((Y, H)\) is cylindrical if some open subset of \( Y \) is an \( H \)-polar cylinder.

5.16. Remark. Let \((Y, H), (Y', H') \in P_k\) be such that \( (Y, H) \approx (Y', H') \) (see 5.11). Then \((Y, H)\) is cylindrical if and only if \((Y', H')\) is cylindrical. (This follows from Remark 5.14.)

5.17. Definition. In the terminology of [KPZ13], an affine \( k \)-variety \( \text{Spec} \) \( R \) is cylindrical if there exists \( f \in R \setminus \{0\} \) such that \( \mathbb{D}(f) \cong A_k^1 \times Z \) for some affine variety \( Z \).

In view of the second paragraph of the Introduction, we see that \( \text{Spec} \) \( R \) is cylindrical if and only if \( R \) is non-rigid (assuming that \( \text{char} \) \( k = 0 \)). So, in Theorem 0.6, the condition “\( V \) is cylindrical” is equivalent to \( A \) being non-rigid, and “\( V^{(d)} = \text{Spec} A^{(d)} \) is cylindrical” is equivalent to \( A^{(d)} \) being non-rigid.

**Theorem 0.6 of [KPZ13].** [Let \( k \) be an algebraically closed field of characteristic 0.] Let \( A = \bigoplus_{\nu \geq 0} A_{\nu} \) be a positively graded affine domain over \( k \). Define the projective variety \( Y = \text{Proj} A \) relative to this grading, let \( H \) be the associated \( \mathbb{Q} \)-divisor on \( Y \), and let \( V = \text{Spec} A \), the affine quasicone over \( Y \).

(a) If \( V \) is cylindrical, then the associated pair \((Y, H)\) is cylindrical.

(b) If the pair \((Y, H)\) is cylindrical, then for some \( d \in \mathbb{N} \) the Veronese cone \( V^{(d)} = \text{Spec} A^{(d)} \) is cylindrical, where \( A^{(d)} = \bigoplus_{\nu \geq 0} A_{d\nu} \).

5.18. Three assumptions are missing from the statement of Theorem 0.6: (i) \( A \) is normal; (ii) \( e(A) = 1 \); and (iii) \( A \) has transcendence degree at least 2 over \( A_0 \), or equivalently, \( \text{ht}(A_+) > 1 \).
Indeed, assumptions (i) and (ii) are used in the proof, and hence should appear in
the statement of the Theorem. Moreover, \( A(Y, H) \) is always normal and such that
\( e(A(Y, H)) = 1 \), so if one of (i), (ii) is false then no \( H \) can satisfy \( A(Y, H) = A \), so the
associated \( \mathbb{Q} \)-divisor \( H \) does not exist.

Here is an example showing that assertion (a) of Theorem 0.6 is false if we do not
assume (iii). Let \( R \) be a normal affine \( k \)-domain such that no open subset of \( \text{Spec} \, R \) is
isomorphic to a product \( \mathbb{A}^1 \times Z \) with \( Z \) a variety. Let \( A = R[T] = R[1] \), with standard
\( \mathbb{N} \)-grading \( (A_0 = R \text{ and } T \in A_1) \). It is clear that \( V = \text{Spec} \, A \) is cylindrical. Let
\( Y = \text{Proj} \, A \). Then \( Y = \mathbb{D}_+(T) \cong \text{Spec} \, A(T) \cong \text{Spec} \, R \), so \( Y \) does not contain any open
set of the form \( \mathbb{A}^1 \times Z \). In particular, no element \( H \) of \( \text{Div}_\mathbb{Q}(Y) \) is such that \((Y, H)\) is
cylindrical, so assertion (a) is false. (In the proof of the Theorem, just before [KPZ13,
2.8], the authors write that if (iii) is false then assertion (a) of Theorem 0.6 is true by
virtue of Proposition 0.5. By the above example, that is not correct.)

5.19. We shall now restate Theorem 0.6 of [KPZ13] with the correct assumptions, i.e.,
we shall assume that \( A \) satisfies conditions (i–iii) of paragraph 5.18. This is equivalent
to assuming that \( A \in \text{GND}_k \) (see 5.11). There remains the question of how to interpret
the phrase “let \( H \) be the associated \( \mathbb{Q} \)-divisor on \( Y \)” (where \( Y = \text{Proj} \, A \)). A priori, it
could mean that \( H \) belongs to one or the other of the sets (a) and (b) of 5.12. It turns
out that the Theorem is valid regardless of which interpretation we choose, so we opt
for the more general case (i.e., \( H \) belongs to the larger set (a)):

**Restatement of Theorem 0.6.** Let \( k \) be an algebraically closed field of characteristic
zero, let \( A \in \text{GND}_k \), let \( Y = \text{Proj} \, A \) and let \( H \) be a \( \mathbb{Q} \)-ample \( \mathbb{Q} \)-divisor of \( Y \) such that
\( A(Y, H) \cong A \). Let \( V = \text{Spec} \, A \).

(a) If \( V \) is cylindrical, then \((Y, H)\) is cylindrical.

(b) If the pair \((Y, H)\) is cylindrical, then for some \( d \in \mathbb{N} \) the Veronese cone \( V^{(d)} = \text{Spec} \, A^{(d)} \) is cylindrical.

We want to understand what the condition “\((Y, H)\) is cylindrical” means for the
graded ring \( A \) in the above statement. This is achieved in Corollary 5.21(a).

5.20. **Lemma.** Let \( k \) be a field, \( B \in \text{GND}_k \), \( X = \text{Spec} \, B \) and \( Y = \text{Proj} \, B \). Let
\( u \in (\text{Frac} \, B)_1 \setminus \{0\} \) and let \( H \in \text{Div}_\mathbb{Q}(Y) \) be such that \( H^* = \text{div}_X(u) \).

(a) An open subset \( U \) of \( Y \) is \( H \)-polar if and only if there exist \( n \geq 1 \) and \( f \in \mathbb{B}_n \setminus \{0\} \) such that \( U = \mathbb{D}_+(f) \).

(b) An open subset \( U \) of \( Y \) is an \( H \)-polar cylinder if and only if \( U = \mathbb{D}_+(f) \) for
some cylindrical element \( f \) of \( B \).

(c) The pair \((Y, H)\) is cylindrical if and only if \( B \) has a cylindrical element.

(d) The following are equivalent.
   (i) \( H \) is a Cartier divisor of \( Y \);
   (ii) \( e(B/p) = 1 \) for all \( p \in \text{Proj} \, B \).
Proof. Theorem 5.9 implies that \( u \) and \( H \) exist and that we have the equality of rings
\[
B = \bigoplus_{n \in \mathbb{N}} H^0(Y, \mathcal{O}([nH]))u^n.
\]

Let us first prove:
\[
\text{(19)} \quad \text{If } n \in \mathbb{N} \setminus \{0\} \text{ and } f \in B_n \setminus \{0\}, \text{ then the } \mathbb{Q}\text{-divisor } D = \text{div}_Y(f/u^n) + nH \text{ satisfies } D \geq 0 \text{ and } \text{supp}(D) = \mathbb{V}_+(f).
\]

To see this, first note that \( f/u^n \in (\text{Frac} B)_0 = K(Y) \), so it makes sense to define \( D = \text{div}_Y(f/u^n) + nH \in \text{Div}_{\mathbb{Q}}(Y) \). We have \( D^* = (\text{div}_Y(f/u^n))^* + nH^* = \text{div}_X(f/u^n) + n\text{div}_X(u) = \text{div}_X(f) \) by (16) and because \( H^* = \text{div}_X(u) \), so (17) gives \( D \geq 0 \) and \( \text{supp}(D) = \mathbb{V}_+(f) \), proving (19).

(a) Let \( U \) be an \( H \)-polar open set. Then \( U = Y \setminus \text{supp}(D) \) for some \( D \in \text{Div}_{\mathbb{Q}}(Y) \) such that \( D \geq 0 \) and \( D \sim sH \) for some \( s \in \mathbb{Q}_{>0} \). Write \( \text{div}_Y(g) + sH = D \geq 0 \), where \( g \in K(Y)^* \). Choose \( m \in \mathbb{Z}_{>0} \) such that \( ms \in \mathbb{Z}_{>0} \) and write \( n = ms \). Then \( \text{div}_Y(g^m) + nH = mD \geq 0 \), so \( \text{div}_Y(g^m) + |nH| \geq 0 \), so \( g^m \in H^0(Y, \mathcal{O}([nH])) \). Let \( f = g^m u^n \). We have \( f \in B_n \setminus \{0\} \) by (18), and (19) then implies that \( \mathbb{V}_+(f) = \text{supp}(\text{div}_Y(fu^{-n}) + nH) = \text{supp}(mD) = \text{supp}(D) \), so \( U = Y \setminus \mathbb{V}_+(f) = \mathbb{D}_+(f) \).

Conversely, let \( n \in \mathbb{N} \setminus \{0\} \), \( f \in B_n \setminus \{0\} \) and \( U = \mathbb{D}_+(f) \). By (19), the \( \mathbb{Q}\)-divisor \( D = \text{div}_Y(f/u^n) + nH \) satisfies \( D \geq 0 \) and \( \text{supp}(D) = \mathbb{V}_+(f) \), so \( U = Y \setminus \text{supp}(D) \). Since \( D \) is effective and linearly equivalent to \( nH \), \( U \) is \( H \)-polar. This proves (a).

(b) Suppose that \( U \) is an \( H \)-polar cylinder. By part (a), we have \( U = \mathbb{D}_+(f) \) for some nonzero homogeneous element \( f \) of \( B \) of positive degree. There exists a variety \( Z \) such that \( A^1 \times Z \cong U = \mathbb{D}_+(f) \cong \text{Spec } B(f) \), so \( B(f) \) is a polynomial ring in one variable, so \( f \) is a cylindrical element of \( B \). Conversely, let \( f \) be a cylindrical element of \( B \) and let \( U = \mathbb{D}_+(f) \). Then (a) implies that \( U \) is \( H \)-polar. Since \( B(f) \) is a polynomial ring in one variable, \( U \cong \text{Spec } B(f) \) is an \( H \)-polar cylinder.

(c) follows immediately from (b).

(d) First note that if \( n > 0 \) and \( f \in B_n \setminus \{0\} \), then for every \( D \in \text{Div}(Y) \) we have \( D|_{\mathbb{D}_+(f)} = 0 \iff D^*|_{\mathbb{D}(f)} = 0 \). Consequently, for every choice of \( n > 0 \), \( f \in B_n \setminus \{0\} \) and \( g \in (\text{Frac } B)^*_f \), we have
\[
\text{(20)} \quad H|_{\mathbb{D}_+(f)} = \text{div}_Y(g)|_{\mathbb{D}_+(f)} \iff (H - \text{div}_Y(g))|_{\mathbb{D}_+(f)} = 0 \iff (H - \text{div}_Y(g))^*|_{\mathbb{D}(f)} = 0 \iff (\text{div}_X(u) - \text{div}_X(g))|_{\mathbb{D}(f)} = 0 \iff \text{div}_X(u/g)|_{\mathbb{D}(f)} = 0 \iff u/g \in B^*_f,
\]
where \( B^*_f \) is the set of units of \( B_f \).

Now suppose that (i) holds. Let \( p \in \text{Proj}(B) \). Since \( H \) is Cartier, there exist an open neighborhood \( U \) of \( p \) in \( Y = \text{Proj}(B) \) and an element \( g \) of \( K(Y)^* = (\text{Frac } B)^*_f \) such that \( H|_U = \text{div}_Y(g)|_U \). Choose \( n > 0 \) and \( f \in B_n \setminus \{0\} \) such that \( p \in \mathbb{D}_+(f) \subseteq U \); then \( H|_{\mathbb{D}_+(f)} = \text{div}_Y(g)|_{\mathbb{D}_+(f)} \).

Now suppose that (i) holds. Let \( p \in \text{Proj}(B) \). There exist \( n > 0 \), \( f \in B_n \setminus \{0\} \) and \( g \in (\text{Frac } B)^*_f \) such that \( p \in \mathbb{D}_+(f) \) and \( H|_{\mathbb{D}_+(f)} = \text{div}_Y(g)|_{\mathbb{D}_+(f)} \). By (20), it follows
that \( u/g \in B_f^* \), so \( u/g \in B_p^* \). We claim that

\[
(21) \quad u/g = a/b \text{ for some homogeneous } a, b \in B \setminus p.
\]

Indeed, since \( u/g \in (\text{Frac} B)_1 \), we have \( u/g = \alpha/\beta \) for some homogeneous elements \( \alpha, \beta \in B \setminus \{0\} \) with \( \deg(\alpha) - \deg(\beta) = 1 \). Since \( u/g \in B_p^* \), we have \( \alpha/\beta = \alpha'/\beta' \) for some (not necessarily homogeneous) elements \( \alpha', \beta' \in B \setminus p \). We can write \( \alpha' = \sum_i \alpha'_i \) and \( \beta' = \sum_i \beta'_i \) \((\alpha'_i, \beta'_i \in B_i)\). Since \( \beta' \notin p \), we can choose \( j \) such that \( \beta'_j \notin p \). From \( \alpha \beta' = \beta \alpha' \) together with the fact that \( \alpha, \beta \) are homogeneous, we deduce that \( \alpha \beta'_j = \beta \alpha'_{j+1} \), so \( \alpha'_{j+1}/\beta'_j = \alpha/\beta = u/g \in B_p^* \). If \( \alpha'_{j+1} \in p \) then \( \alpha'_{j+1}/\beta'_j \in pB_p \) (because \( \beta'_j \notin p \)), a contradiction. So \( \alpha'_{j+1} \notin p \), i.e., \( a = \alpha'_{j+1} \) and \( b = \beta'_j \) satisfy the requirement of (21). Since \( a, b \notin p \), the degrees of \( a \) and \( b \) belong to \( e(B/p)Z \); since \( \deg(a) - \deg(b) = \deg(u/g) = 1 \), we obtain \( e(B/p) = 1 \). This shows that (i) implies (ii).

Conversely, suppose that (ii) holds. Let \( p \in \text{Proj}(B) \). Since \( e(B/p) = 1 \), there exist homogeneous elements \( a, b \in B \setminus p \) such that \( \deg(a) - \deg(b) = 1 \). Then \( g = ub/a \) belongs to \((\text{Frac} B)_0^* \). Let \( f = ab; \) then \( p \in D_+(f) \) and \( u/g = a/b \in B_f^* \). By (20), it follows that \( H|_{D_+(f)} = \text{div}_Y(g)|_{D_+(f)} \). This shows that (ii) implies (i).

5.21. Corollary. Let \( k \) be a field, and let \( B \in \text{GND}_k \) and \( (Y, H) \in \text{P}_k \) be such that \( A(Y, H) \cong B \).

(a) \((Y, H)\) is cylindrical if and only if \( B \) has a cylindrical element.

(b) \( H \) is a Cartier divisor of \( Y \) if and only if \( e(B/p) = 1 \) for all \( p \in \text{Proj} B \).

Proof. Let \( X = \text{Spec} B \) and \( Y' = \text{Proj} B \). Let \( u \in (\text{Frac} B)_1 \setminus \{0\} \) and let \( H' \in \text{Div}_Q(Y') \) be such that \((H')^* = \text{div}_X(u) \). Then \( A(Y', H') \cong B \) by Theorem 5.9, so \((Y, H) \cong (Y', H') \) by injectivity of the map \( P_k/\approx \to \text{GND}_k/\approx = \) of 5.11.

(a) By Remark 5.16, \((Y, H)\) is cylindrical if and only if \((Y', H')\) is cylindrical. By Lemma 5.20(c), \((Y', H')\) is cylindrical if and only if \( B \) has a cylindrical element.

(b) Since \((Y, H) \cong (Y', H')\), there exists a \( k \)-isomorphism \( Y \to Y' \) that carries \( H \) to a \( Q \)-divisor \( D \) of \( Y' \) such that \( D \sim H' \). Clearly, \( H \) is a Cartier divisor of \( Y \) if and only if \( D \) is a Cartier divisor of \( Y' \), if and only if \( H' \) is Cartier. By Lemma 5.20(d), \( H' \) is Cartier if and only if \( e(B/p) = 1 \) for all \( p \in \text{Proj} B \).

In view of part (a) of Corollary 5.21, it is now clear that Theorem 0.6 of [KPZ13] as stated just before Lemma 5.20 is equivalent to part (1) of assertion 1.4. We now turn our attention to:

Corollary 3.2 of [KPZ13]. [Let \( k \) be an algebraically closed field of characteristic 0.] Let \( Y \) be a normal algebraic \( k \)-variety projective over an affine variety \( S \) with \( \dim Y \geq 1 \). Let \( H \in \text{Div}(Y) \) be an ample divisor on \( Y \), and let \( V = \text{Spec} A(Y, H) \) be the associated affine quasicone over \( Y \). Then \( V \) admits an effective \( G_a \)-action if and only if \( Y \) contains an \( H \)-polar cylinder.
The hypotheses of this result are equivalent to “\((Y, H) \in \mathbb{P}_k\) and \(H\) is Cartier”. So Corollary 3.2 of [KPZ13] is equivalent to the following assertion:

\[
\text{Let } k \text{ be an algebraically closed field of characteristic } 0, \text{ and let } (Y, H) \in \mathbb{P}_k \text{ be such that } H \text{ is Cartier. Then } A(Y, H) \text{ is non-rigid if and only if } (Y, H) \text{ is cylindrical.}
\]

So, by parts (a) and (b) of Corollary 5.21, we see that Corollary 3.2 of [KPZ13] is equivalent to part (2) of assertion 1.1.
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