A tale of two contribution mechanisms for nonlinear public goods
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Amounts of empirical evidence, ranging from microbial cooperation to collective hunting, suggest public goods produced often nonlinearly depend on the total amount of contribution. The implication of such nonlinear public goods for the evolution of cooperation is not well understood. There is also little attention paid to the divisibility nature of individual contribution amount, divisible vs. non-divisible ones. The corresponding strategy space in the former is described by a continuous investment while in the latter by a continuous probability to contribute all or nothing. Here, we use adaptive dynamics in finite populations to quantify and compare the roles nonlinearity of public-goods production plays in cooperation between these two contribution mechanisms. Although under both contribution mechanisms the population can converge into a coexistence equilibrium with an intermediate cooperation level, the branching phenomenon only occurs in the divisible contribution mechanism. The results shed insight into understanding observed individual difference in cooperative behavior.

Evolutionary game theory is a basic and general mathematical tool for studying the emergence of cooperation, which mostly centers on the prisoner’s dilemma game and the public goods game. The prisoner’s dilemma game has been widely employed to elucidate the cooperation conundrum between individual and group interests through pairwise interactions¹⁻³. However in many realistic situations ranging from cellular organisms to hunter business to national negotiations, group activities with multiple agents instead of two individuals are usually involved, where the public good is produced to non-exclusively benefit all group members irrespective of whether or not they have contributed to its production. Such group activities can be succinctly characterized by public goods games ⁴⁻⁹.

In simplest public goods games, each player belonging to a community is provided with the same endowment and adopts one of two feasible actions, say full cooperation (contributing all) and full defection (contributing nothing). The sum of contributions collected from the community is augmented by an enhancement factor and then equally distributed among individuals in the community irrespective of their actions. It is clear that groups full of cooperators are better off than groups full of defectors, whereas a defector always outperforms a cooperator in any given mixed group. In this case, players pursuing their own immediate self-interest do harm groups’ interest and thus a social dilemma arises.

So far, amounts of studies have investigated the evolutionary dynamics of simplest public goods games, where the production function, linking the average contribution of the group to the ultimate amount of public goods produced, is linear. However, nonlinear production functions are abundant ranging from microbes to high-advanced organism to human society¹⁰⁻¹⁶. For example, nonlinear production of public goods has been uncovered in both Myxococcus and an engineered Escherichia coli system¹⁰,¹¹. Nonlinear relationships between carnivore hunting success and group size are revealed in many empirical studies¹²⁻¹⁵. In addition, sigmoid production functions are widely used in economics¹⁶, which accelerate at the beginning of production and then decelerate. The effect of nonlinear production functions on the evolutionary dynamics of public goods games deserves further and intensive investigations due to its ubiquity.

To date, public goods games adhering to nonlinear production functions are usually probed among binary strategy, all or nothing¹⁷⁻¹⁸. However, the continuous strategy may better capture the flexibility of behavior. One typical continuous strategy, termed the cooperative investment, represents the fraction of the endowment contributed. Obviously, it is reasonable for the divisible endowment, e.g., the time and effort spent in producing the public good. But when individual ‘probabilistically’ change their contribution according to environments and risk orientation, it is natural to assume that a player performs his actions with a fixed probability, i.e., the cooperative probability that a player invests all and otherwise invests nothing. In fact, the cooperative investment...
and the cooperative probability can be envisaged as two different contribution mechanisms, both ubiquitous in real life. Nonetheless, their adaptive dynamics in finite populations remains unclear.

In this paper, we will compare the roles nonlinear production functions play in the evolution of both the cooperative investment and the cooperative probability in finite populations. Throughout, \( \rho(y, x) \) and \( p(y, x) \) separately represent the fixation probability and the payoff of a single mutant with \( y \) in a resident population that is monomorphic for \( x \), \( x(t) \) is the first-order derivative of \( x(t) \) with respect to \( t \), \( \frac{\partial^m f(y, x)}{\partial y^m} \) is the \( m \)-order partial derivative of \( f(y, x) \) with respect to \( y \), and \( \frac{\partial^m f(y, x)}{\partial y^m} \) represents that \( y \) in \( \frac{\partial^m f(y, x)}{\partial y^m} \) is replaced by \( x \).

**Results**

**Model description.** Consider a population of size \( N \), from which groups of size \( n \) are randomly chosen to play public goods games. Each individual is initialized with the same endowment (1 for simplicity), which is then allocated according to his strategy \( x \in [0, 1] \). The strategy \( x \) may represent the amount of an individual contributing in a game. In this situation, \( x \) is the cooperative investment. In addition, the strategy \( x \) may as well indicate the probability that a player invests 1 and otherwise invests 0. At this time, \( x \) is the cooperative probability. The production function, describing the relationship between the average investment per person in a group and public goods produced, is denoted by \( g(s) \). Similar to games in economics, the initial endowment is added to the payoff and the remaining function denoted by \( h(s) \) is used to describe the link between the investment and the remaining endowment (i.e., the initial endowment minus the cost incurred by his investment). The production function \( g(s) \) is assumed to increase satisfying \( g(0) = 0 \), and the remaining function \( h(s) \) decrease satisfying \( h(0) = 1 \) and \( h(1) = 0 \).

**Comparison of two contribution mechanisms.** The adaptive dynamics of the cooperative investment seems much different from that of the cooperative probability (see Supplementary Information). Nonetheless when linear production function \( g(s) \) and linear remaining function \( h(s) \) are used, the evolution of the cooperative investment exactly coincides with that of the cooperative probability, which is monotonic and yields no singular strategy. If nonlinear \( g(s) \) and nonlinear \( h(s) \) are adopted, the difference between the evolution of two contribution mechanisms becomes striking.

As to the cooperative investment, the adaptive dynamics with quadratic production and remaining functions generates at most one singular point, whereas that with cubic production and remaining functions yields at most two singular points. The corresponding examples are shown in figure 1: (a) A unique branching point \( x^* = 0.5 \). The initially uniform population first converges to \( x^* \), and subsequently splits into two clusters, one full of cooperators and the other full of defectors. (b) A unique CESS \( x^* = 0.5 \). All individuals from an initially uniform population eventually contribute \( x^* \) to the production of public goods. (c) A unique repellor \( x^* = 0.5 \). Depending on the start-up strategy, the initially uniform population evolves to all cooperators or to all defectors. Owing to the co-occurrence of a repellor and a branching point in (d) and (e), whether the initially uniform population undergoes evolutionary branching is up to the initial strategy. The evolutionary branching forms a cooperators branch consisting of individuals contributing \( 1 \) and a defectors branch consisting of individuals contributing \( 0 \). Due to the existence of the cooperators branch in (d) or the defectors branch in (e), the repellor can not block the proceeding of the defectors branch in (d) or the cooperators branch in (e). We note that the trajectory obtained by the Monte Carlo simulation is completely accordant with the “pairwise invisibility plot” (see Method for PIP).

In contrast with the adaptive dynamics of the cooperative investment, all three types of singular points don’t emerge but instead just the CESS and the repellor emerge from that of the cooperative probability”. The unique singular point coming from the adaptive dynamics with convex \( g(s) \) is a repellor (figure 2a), and the unique singular point from that with concave \( g(s) \) is a CESS (figure 2b). The evolutionary outcome induced by a unique repellor of the cooperative probability is exactly the same as that of the cooperative investment. However, a unique CESS of the cooperative probability statistically leads to the coexistence of cooperators and defectors. This is completely different from the evolutionary result induced by a unique CESS of the cooperative investment. The co-occurrence of a repellor and a CESS can be observed for sigmoid \( g(s) \) which is first convex and then concave (figure 2c) or inverse sigmoid \( g(s) \) which is first concave and then convex (figure 2d). Here, the trajectory obtained by the Monte Carlo simulation exhibits perfect agreement with the “PIP”.

We here come to some conclusions for general adaptive dynamics (see Supplementary Information). If the strategy \( x \) is away from a singular strategy, the adaptive dynamics of \( x \) is directional and local game between \( x \) and \( x + \sigma \) is of either type (i) or type (ii). Furthermore if an attracting singular point emerges of \( x + \sigma \) and \( x \), the one closer to the attracting singular strategy replaces the other with a greater probability than the reverse situation. If \( x \) is a singular strategy, local games among two strategies \( x \) and \( x + \sigma \) can exhibit very rich evolutionary dynamics. A branching point and its neighboring strategy must be favored by selection to replace each other and thus their local game is of type (iii). In contrast, local game between a CESS and its neighboring point may be of either type (i) or type (iv) in which selection acts against the CESS being replaced by its neighboring point. In addition, if \( x \) is a repellor, three generic games except type (i) can describe the evolutionary dynamics among two strategies \( x \) and \( x + \sigma \).

In particular, all above four generic selection scenarios (i)–(iv) can appear in local games among two similar cooperative investment levels but just selection scenarios (i) and (ii) emerge in local games among two similar cooperative probability levels. In terms of the cooperative probability, local game between the CESS and its nearby strategy is only of type (i) and local game between the repellor and its neighboring point is only of type (ii). Moreover, the evolution of the cooperative probability can’t result in a branching point. Since it is just local game between the singular point and its nearby point that can exhibit selection scenarios (iii) and (iv), evolutionary game dynamics described by type (iii) and type (iv) cannot appear in local games among two similar cooperative probability levels.

In large populations, we consider two types of adaptive dynamics, where the “invasion fitness” is either \( p(y, x) - \rho(x, x) \) or \( p(y, x) - \rho(x, x) \) (see Supplementary Information). They exhibit consistence upon nonsingular points and their evolutionary direction. Further they display consistent convergence but inconsistent stability of a given singular point. From the view of the evolution of the cooperative probability, these two types of adaptive dynamics yield no
inconformity. However, as to the cooperative investment, a branching point obtained by $p(y, x) - p(x, x)$ may turn into a CESS if $p(y, x) - p(x, x)$ is used.

**Discussion**

We consider the adaptive dynamics of both the cooperative investment and the cooperative probability in finite populations. In principle, the singular point, resulting from the evolution of the cooperative investment or the cooperative probability, seems to open up the possibility of a branching point, a CESS or a repeller. These three possibilities indeed occur in the adaptive dynamics of the cooperative investment, but it turns out that just either a repeller or a CESS exhibits in that of the cooperative probability.

Previous theoretical studies have examined the effect of nonlinear production functions on the evolutionary dynamics.\(^{3,11,18,19}\) In contrast to our present model, some of previous models make a survey upon binary strategy\(^ {11,18}\). Continuous strategy, however, can better capture the flexibility of behavior in real life. Therefore in our model, the adaptive dynamics of continuous strategy is investigated and is further connected with the evolutionary dynamics of binary strategy by considering local game among two similar strategies. In fact, some of previous models have probed the adaptive dynamics of the cooperative investment in infinitely large populations.\(^ {11,18}\) It is not a priori clear under which circumstances adaptive dynamics in infinitely large populations is a good approximation of the dynamics in a realistic system which is finite and subject to fluctuations. Unlike these models, we allow the population is finite and determine the adaptive evolution of the cooperative investment. A second set of previous models consider adaptive dynamics of the cooperative probability in not only infinite but also finite populations.\(^ {20,22}\) We note that they only apply to two-person games and involve no nonlinear benefit functions. In contrast with these models, we show how nonlinear production functions exert influence on the adaptive dynamics of the cooperative probability in public goods games.

Our work provides a natural explanation for the emergence of individual difference in cooperative behaviors (i.e., the amount of contribution varies from person to person). Individual variation in cooperative behaviors is ubiquitous among many species ranging from cellular microbes to high-advanced organisms to humans.\(^ {23-29}\) For example, social amoeba communally form a fruiting body where spore cells selfishly promote their own reproduction at the
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**Figure 1** | The adaptive dynamics of the cooperative investment with varying production and remaining functions $g(s)$ and $h(s)$. The left column shows the trajectories obtained by numerical simulations (see Supplementary Information), the middle column the PIP. The singular strategies (dashed horizontal lines) are indicated where appropriate. The right column shows the production function $g(s)$ (increasing) and the remaining function $h(s)$ (decreasing) accrued in homogeneous populations. (a) A branching point 0.5. (b) A CESS 0.5. (c) A repeller 0.5. (d and e) Two singular strategies; in (d), a branching point 0.67 along with a repeller 0.29; in (e), a branching point 0.31 together with a repeller 0.69. We adopt the fixation probability $p(y, x) = p(x, x)$ as the ‘invasion fitness’ and perform a single simulation in (a) and two distinct simulations in (b)–(e). The abscissa ‘time’ represents the number of updating steps divided by $5 \times 10^3$. Parameters: $N = 10, N = 100, \sigma = 0.00035, \sigma = 0.01$, (a) $g(s) = -11s^2 + 22s$ and $h(s) = 0.85s - 1.8s + 1$, (b) $g(s) = s^2 + 10s$ and $h(s) = -s^2 + 1$, (c) $g(s) = s^2 + 10s$ and $h(s) = s^2 - 2s + 1$, (d) $g(s) = -s^2 - 2.9s^2 + 14.6s$ and $h(s) = -0.1s^2 + 0.54s^2 - 1.44s + 1$, (e) $g(s) = s^2 - 5.9s^2 + 16.2s$ and $h(s) = 0.1s^2 + 0.25s^2 - 1.35s + 1$. 
cost of the stalk cells who are willing to sacrifice reproduction\(^2\). African lions and bottlenose dolphins do not all invest the same amount of energy but perform consistent different roles in the communal hunt\(^2\)\(^4\)\(^5\). In predator inspection, some individuals of three-spined sticklebacks, guppies and African lions lead the approach to the predator, whereas others lag behind\(^2\)\(^6\)\(^7\)\(^8\). In experimental economic games, participants differ in the amount of contribution\(^2\)\(^9\). Our results show that there are two ways in which the stable co-occurrence of cooperators and defectors is maintained: (i) A branching point from the cooperative investment leads to evolutionary diversification from initially uniform populations to a stable state, where fixed proportion of the population contribute more consistently and the rest contribute less consistently. (ii) A CESS from the cooperative probability induces the initially uniform population to eventually reside in a stable state, in which all individuals randomly choose to contribute all or nothing with a fixed probability and thus generate the mix of cooperators and defectors. The former scenario generates consistent individual difference in cooperativeness and the latter yields non-consistent individual difference in cooperativeness. Although a great quantity of studies have investigated the emergence of consistent individual difference in behavior, few were proceeded under the framework of evolutionary game theory and thus there have been calls to take into consideration such issues under the framework of evolutionary game theory\(^3\)\(^0\)\(^3\(^1\). Our results just have bridged the gap between individual difference in cooperative behaviors revealed in experimental findings and the adaptive dynamics in public goods games.

**Methods**
The powerful tool addressing the evolution of continuous strategy is the adaptive dynamics\(^3\)\(^2\), which says that the evolution of continuous strategy \(s\) on average takes the population up the gradient of ‘invasion fitness’ \(\zeta(y,x)\), i.e. \(x'(t) = \frac{\partial \zeta}{\partial y} = n(s)\) (see the electronic supplementary material). The point

---

**Figure 2** The adaptive dynamics of the cooperative probability with varying production functions \(g(s)\). The left column shows the trajectories obtained by numerical simulations (see Supplementary Information), the middle column the PIP. The singular strategies (dashed horizontal lines) are indicated where appropriate. The right column shows the production function \(g(s)\) accrued in homogeneous populations. (a) A repeller 0.67. (b) A CESS 0.35. (c and d) Two singular strategies; in (c), a CESS 0.73 along with a repeller 0.27; in (d), a CESS 0.16 together with a repeller 0.84. We adopt the fixation probability \(p(y,x) = p(x)\) as the ‘invasion fitness’ and perform two distinct simulation in (a and b) and three distinct simulations in (c) and (d). The abscissa ‘time’ represents the number of updating steps divided by \(10^5\). Parameters: \(N = 100, n = 10, \sigma = 0.00001, n = 0.01, (a) g(s) = 0 for 0 \leq s < 1, g(s) = 3.5 for s = 1, (b) g(s) = 0 for s = 0, g(s) = 3.5 for 0 < s < 1, (c) g(s) = 0 for s = 0, g(s) = 1.75 for 0 < s < 0.5, g(s) = 3.5 for s = 1, (d) g(s) = 0 for 0 \leq s < 0.5; g(s) = 1.75 for s = 0.5, g(s) = 3.5 for 0.5 < s \leq 1.

---
satisfying $\eta(x) = 0$ is a singular strategy whose evolutionary direction needs close investigations upon $\eta'(x)$ and $\frac{\partial^2}{\partial y^2} \zeta(y, x)$. The singular point $x^*$ is an attracting point in the sense that the initially uniform population converges to it if $\eta'(x^*) < 0$. In the opposite case, i.e., $\eta'(x^*) > 0$, the singular point is a repeller in that the initially uniform population evolves away from it and the bistable dynamics occurs. The subsequent fate of the attracting singular point $x^*$ is up to the sign of $\frac{\partial^2}{\partial y^2} \zeta(y, x)$. If $\frac{\partial^2}{\partial y^2} \zeta(y, x) > 0$, evolutionary branching emerges, where the initially uniform population splits into two strategic clusters after it converges to $x^*$. Otherwise, the attracting point $x^*$ is a convergent evolutionary stable strategy (CESS) in the sense that the population remains at $x^*$ after it approaches infinitely to or reach $x^*$. As a convenient graphical means to indicate the sign of $\zeta(y, x) - \zeta(x, x)$ for all possible values of $x$ and $y$, we use the “pairwise invasibility plot” (PIP) where the horizontal axis is the resident strategy $x$ and the vertical axis is the mutant strategy $y$. In PIP, the region with $\zeta(y, x) - \zeta(x, x) > 0$ is marked by ‘+’, the region with $\zeta(y, x) - \zeta(x, x) < 0$ is marked by ‘−’, and the intersection of the diagonal with another line on which which $\zeta(y, x) = \zeta(x, x)$ corresponds to the singular strategy. If the singular point $x^*$ is an attracting point, in PIP, there is a ‘+’ region above the diagonal on the left and below the diagonal on the right of $x^*$. If the singular point $x^*$ is evolutionary stable, in PIP, the vertical line through $x^*$ lies completely inside a ‘−’ region.
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