Abstract

Neural networks are prone to catastrophic forgetting when trained incrementally on different tasks. In order to prevent forgetting, most existing methods retain a small subset of previously seen samples, which in turn can be used for joint training with new tasks. While this is indeed effective, it may not always be possible to store such samples, e.g., due to data protection regulations. In these cases, one can instead employ generative models to create artificial samples or features representing memories from previous tasks. Following a similar direction, we propose GenIFeR (Generative Implicit Feature Replay) for class-incremental learning. The main idea is to train a generative adversarial network (GAN) to generate images that contain realistic features. While the generator creates images at full resolution, the discriminator only sees the corresponding features extracted by the continually trained classifier. Since the classifier compresses raw images into features that are actually relevant for classification, the GAN can match this target distribution more accurately. On the other hand, allowing the generator to create full resolution images has several benefits: In contrast to previous approaches, the feature extractor of the classifier does not have to be frozen. In addition, we can employ augmentations on generated images, which not only boosts classification performance, but also mitigates discriminator overfitting during GAN training. We empirically show that GenIFeR is superior to both conventional generative image and feature replay. In particular, we significantly outperform the state-of-the-art in generative replay for various settings on the CIFAR-100 and CUB-200 datasets.

1 Introduction

Humans have the innate ability to continuously learn new tasks while remembering and leveraging prior knowledge. Similarly, it has been shown that neural networks are able to transfer knowledge from one task to another [1]. Unlike humans, however, when neural networks are fine-tuned on a new task, they suffer from a phenomenon called catastrophic forgetting [2,3]. They immediately forget how to solve previously learned tasks when trained on subsequent ones. This very problem lies at the core of Continual Learning (CL) [4–7]. In particular, CL explores scenarios in which a neural network sequentially learns different tasks, with the restriction that data from previous tasks cannot be kept for future training. These settings simulate real world constraints where data providers cannot grant unlimited and indefinite access to their data. This is especially relevant for confidential or privacy-regulated data, e.g., personal or medical patient data.

In this work, we focus on class-incremental learning (CIL) – a problem setting where a neural network is to incrementally learn different classification tasks [8,9]. The vast majority of techniques proposed...
Figure 1: Generative feature matching architectures. The diagrams show how the generator $G$, the discriminator $D$, and the model $M$ interact in (a) conventional direct and (b) the proposed indirect feature matching.

to tackle CIL employs some form of training data replay, i.e., a subset of samples from previous tasks to be used for joint training with new tasks [10–15]. While these methods provide effective remedies against catastrophic forgetting, they, strictly speaking, violate the CL constraints and are thus not applicable in scenarios where data from previous tasks is unavailable. This violation can be circumvented by leveraging generative models, e.g., by training variational auto-encoders (VAEs) [16] or generative adversarial networks (GANs) [17] to synthesize artificial samples mimicking the previous tasks. These samples can then be replayed during the training of new tasks.

The above strategy, however, implies training not only a classifier but also a generative model in a continual fashion, which further complicates the learning problem. Therefore, researchers have recently proposed to simplify the generative problem by learning the synthesis of deep features as opposed to raw training images [18–21]. Such generative feature replay has emerged as a promising alternative to conventional generative (image) replay, since replacing the manifold of raw training images with the representation learned by a classifier can simplify the target distribution for a generative model. Yet, this approach has a caveat, as the generated features can only mitigate forgetting in deeper classifier representations, implying that the feature extractor itself must not change during training. Therefore, most such techniques leverage frozen pretrained feature extractors [19, 21], which comes at the cost of restricting the classifier’s ability to learn new tasks and hence necessitating sufficient and careful pretraining.

In this work, we propose to overcome these limitations by matching deep features in an indirect manner (see Figure 1). This in turn enables us to employ generative implicit feature replay during classifier training. In particular, we train a GAN generator to synthesize training images, while the discriminator only sees the representation learned by the classifier, which forces the generator to create samples that invoke a “realistic” classifier response. This approach combines the advantages of both feature and image replay. First, the complexity of the distribution to be generated is reduced, similarly to conventional feature replay. Second, as in image replay, the classifier also remains fully trainable during CL, enabling effective learning of new tasks. In addition, our approach allows us to leverage image-level augmentations to prevent overfitting in both the classifier and the discriminator, which is not possible with conventional generative feature replay.

2 Related work

Most CL approaches rely on either regularization, isolated parameters, experience replay, or a combination thereof [7]. Many of the early CL methods [22–24] employ some form of prior-focused regularization and penalize changes in the classifier weights that are deemed important for previous tasks. At inference time, these methods rely on knowledge of the task membership of a given sample. However, in real world applications where the task associated to an unseen sample is typically unknown, such approaches suffer from catastrophic forgetting [5–6]. Another popular CL strategy is parameter isolation, where methods try to prevent forgetting by design, e.g., using fixed networks with learnable masks on their weights [25–26]. As with regularization-based techniques, these methods typically require task membership information at test time. The recently proposed SupSup model [27] tries to avoid this limitation using a dedicated task inference technique. However, a continually trained classifier never sees data from different tasks simultaneously, rendering it unable to learn class relations across different tasks.
To learn this inter-task relationship, related work proposed to replay previous samples during the training of new tasks, which has proven to be effective [19, 28, 29]. Such a replay mechanism can be implemented with either real (exemplar replay) or artificial samples (generative replay). iCaRL [10] was among the first proposed exemplar replay methods, using selectively stored exemplars together with a nearest-mean classifier. A major problem with storing a small subset of exemplars is the resulting imbalance between previous and current data, which several methods have tried to address [11, 13, 12, 14]. More recently, approaches inspired by meta-learning have become increasingly popular in CIL [30, 15], resulting in state-of-the-art performance on common benchmarks [31]. Despite these promising results, such exemplar replay based techniques are often not applicable in practice, particularly in scenarios where previous data is inaccessible once learned. Moreover, even in applications where this strong constraint is relaxed, addressing the imbalance between previous exemplars and current samples is non-trivial.

Both aforementioned problems can be circumvented by leveraging generative replay. Once a generative model is trained, the training data is no longer required. Furthermore, such models by definition allow sampling, effectively mitigating any sample imbalance problem. Generative replay using GANs was pioneered in DGR [32], demonstrating feasibility on semi-complex datasets. Wu et al. [33] later pointed out that naïvely leveraging GANs mostly shifts the problem of catastrophic forgetting from the classifier to the generative model, and proposed a generator distillation approach to mitigate forgetting in the generative model. However, pure generator distillation can lead to increasingly corrupted samples over long task sequences [34]. Another strategy against generator forgetting (inspired by parameter isolation) is to expand the generator over time using task-specific parameters. DGM [35] followed this approach and proposed learnable neural masks to prevent changes in generator parameters that are important for previous tasks. Cong et al. [34] also employed model expansion and added task-specific style parameters to a “well-behaved” pretrained GAN, showing that this approach does not suffer from samples being gradually corrupted. In order to scale up to long task sequences, these methods require dedicated compression mechanisms, e.g., enforcing sparse masks [35] or using singular value decomposition for task-specific parameters [34].

Continually learning to generate realistic images is exceedingly difficult. Previous works have therefore proposed to synthesize corresponding classifier features instead, which can greatly reduce the complexity of the distribution to learn. Apart from simplifying the training for generative models, feature replay is further motivated by its parallels to the brain, which also does not pass on mental images back to the retina [19]. Accordingly, in the brain-inspired BI-R [19], a VAE and a classifier were merged into a single model that internally replayed previously learned feature representations. FearNet [18] was another brain-inspired technique that consisted of short- and long-term memory modules combined with a mechanism for generative feature replay. Unlike these brain-inspired approaches, Liu et al. [20] employed a conditional GAN [36] for feature matching. They further introduced a feature distillation loss in the classifier to mitigate forgetting in the feature extractor. However, since this feature distillation loss must be computed on current samples, the classifier representation of previous data is still exposed to changes over time. Moreover, distilling classifier features on current samples conflicts with the goal of learning new classification tasks. Similarly to [20], ILCAN [21] used a conditional GAN to generate synthetic features. However, their generator was not conditioned on class labels, but instead on discriminative feature embeddings that are extracted by the classifier. They found this coupling between the classifier embeddings and the generator input to be beneficial for incremental learning. Note that ILCAN (as well as BI-R and FearNet) relied on a pretrained frozen feature extractor.

In this work, we propose an approach that does neither rely on a frozen feature extractor nor on feature distillation. Thanks to this additional flexibility, our classifier can learn new tasks more easily, while simultaneously retaining previously acquired knowledge. These aspects together result in improved CL performance. In addition, by encoding the classifier features in the image domain, image-based augmentations can be leveraged, which mitigates overfitting in both the classifier and the discriminator. This is particularly effective in limited data scenarios that typically occur in long task sequences with small task sizes.

3 Generative implicit feature replay

In a classical supervised learning problem with i.i.d. data, a classifier is trained on a set sampled from the distribution $S = X \times C$ containing samples $(x, y) \in S$ from all classes $y \in C = \{1, ..., C\}$. In a
When learning a new task \( t = n \) on synthetic images from \( G_{n-1} \) encouraging \( G \) initializes from \( \mathbf{x}_{n-1} \) has been trained on \( \mathcal{S}_{t-1:n-1} = \mathcal{X}_{t-1:n-1} \times \mathcal{C}_{t-1:n-1} \), where \( |\mathcal{C}_{t-1:n-1}| = K \). For a given image \( \mathbf{x} \in \mathcal{X}_n \) belonging to the new task, we define the \( k \)-th logit of the current classifier as \( M_{n-1,k} (\mathbf{x}) \). Analogously, for a synthetic image \( \mathbf{x}' \) belonging to a previously learned task, the \( k \)-th logit of the previous classifier is denoted by \( M_{n-1,k} (\mathbf{x}') \). The corresponding predicted class probabilities \( q_{n,k} (\mathbf{x}) \) and \( q_{n-1,k} (\mathbf{x}') \) are defined as:

\[
q_{n,k} (\mathbf{x}) = \frac{e^{M_{n-1,k} (\mathbf{x})}}{\sum_{j=1}^{K} e^{M_{n-1,j} (\mathbf{x})}}, \quad q_{n-1,k} (\mathbf{x}') = \frac{e^{M_{n-1,k} (\mathbf{x}')}}{\sum_{j=1}^{K} e^{M_{n-1,j} (\mathbf{x}')}}.
\]
When training large networks on small datasets, there is a risk of overfitting to the training samples, which results in poor generalization performance. This pertains not only to classifiers, but also to discriminators in GANs. Recently, multiple works [40, 42, 43] identified discriminator overfitting as a root cause for inferior GAN performance on limited training data. As a remedy, Karras et al. proposed an effective pipeline for adaptive discriminator augmentation (ADA). To the best of our knowledge, discriminator overfitting has not been discussed in the context of generative replay for CIL. However, we argue that this aspect is particularly relevant in this scenario, since the dataset sizes per task are typically small in CIL compared to the vast amount of images GANs are usually trained on in non-CIL scenarios.

In our approach, we tackle the problem of discriminator overfitting from two orthogonal directions. First, since we perform indirect feature matching, ADA can be applied on both synthetic and real images. To mitigate forgetting when learning new tasks, $M_n$ minimizes a distillation loss. Knowledge distillation was initially proposed by Hinton et al. [38] and has since become popular in CL [39, 10, 11, 15]. For a synthetic previous image $\tilde{x}'$, we define our distillation loss as

$$L_{OD,n} = - \sum_{k=1}^{K} q_{n-1,k}(\tilde{x}') \log(q_{n,k}(\tilde{x}')), \quad (2)$$

where OD refers to output distillation. For the current task objective, i.e., the loss function on real samples, we minimize cross-entropy, denoted by $L_{curr}$. The final training objective is thus defined as

$$L_{M,n} = L_{curr,n} + \lambda_{OD} L_{OD,n}, \quad (3)$$

where $\lambda_{OD}$ is a distillation weighting coefficient. We empirically found that using an adaptive instead of a constant $\lambda_{OD}$ is beneficial. Our idea is inspired by recent work in the GAN literature [40], where the probability of applying augmentations changes dynamically according to a certain heuristics (see Section 3.3). For this purpose, we define a target ratio $\rho^*$ between $L_{curr}$ and $\lambda_{OD} L_{OD}$. Throughout training, $\lambda_{OD}$ automatically changes over time to maintain the given target ratio. Note that although we replace a hyperparameter ($\lambda_{OD}$) by another one ($\rho^*$), we find $\rho^*$ to be easier to optimize in practice, while yielding superior results (see Section 5.2).

### 3.2 GAN training

Since we perform indirect feature matching, $G$ synthesizes samples in the image domain, while $D$ must learn to distinguish between features of synthetic images and features of real images. However, as shown in Figure 2(d), the features that are considered as real by $D$ actually comprise both current real and previous synthetic features. More formally, for task $n$ the corresponding set of surrogate images is defined as $X'_n = X_n \cup X'_{1:n-1}$. The discriminator loss can then be written as

$$L_{D,n} = \mathbb{E}_{y \sim \mathcal{P}_1} \left[ f(D_n(h_n(G_n(z, y)), y)) \right] + \mathbb{E}_{x, y \sim \mathcal{P}_{X_n} \times \mathcal{C}_1} \left[ f(-D_n(h_n(x), y)) \right] + R_1(D_n), \quad (4)$$

where $f(x) = \log(1 + e^x)$ is the softplus function and $R_1$ [41] represents a gradient penalty that is computed only on the features corresponding to images from the surrogate image set $x \in X'_n$.

The goal of the generator is to fool $D$ by generating images that result in realistic classifier representations. Accordingly, $G$ minimizes the following loss:

$$L_{G,n} = \mathbb{E}_{z \sim \mathcal{P}_z} \left[ f(-D_n(h_n(G_n(z, y)), y)) \right] + \lambda_{GD} \mathbb{E}_{z \sim \mathcal{P}_z} \left[ G_n(z, y) - G_{n-1}(z, y) \right]. \quad (5)$$

Intuitively, the first term promotes “realism” on the feature level, while the second term encourages $G$ not to forget how to synthesize samples from previously learned classes. The second term can therefore be seen as a form of generator distillation (GD). Note that while the first term is evaluated in the feature space, the second term is computed in the image space.

### 3.3 Preventing overfitting

When training large networks on small datasets, there is a risk of overfitting to the training samples, which results in poor generalization performance. This pertains not only to classifiers, but also to discriminators in GANs. Recently, multiple works [40, 42, 43] identified discriminator overfitting as a root cause for inferior GAN performance on limited training data. As a remedy, Karras et al. proposed an effective pipeline for adaptive discriminator augmentation (ADA). To the best of our knowledge, discriminator overfitting has not been discussed in the context of generative replay for CIL. However, we argue that this aspect is particularly relevant in this scenario, since the dataset sizes per task are typically small in CIL compared to the vast amount of images GANs are usually trained on in non-CIL scenarios.

In our approach, we tackle the problem of discriminator overfitting from two orthogonal directions. First, since we perform indirect feature matching, ADA can be applied on both synthetic and real images.
images. Note that this is not the case in direct feature matching, since appropriate image-space augmentations are not well defined in feature space. Second, our discriminator loss (Eq. 4) contains not only current real but also previous synthetic features. We found this detail to be crucial, since it effectively prevents the discriminator from becoming too confident, which greatly improves the results. In addition to ADA, indirect feature matching additionally enables us to leverage common image-space augmentations for classifier training such as random cropping and flipping. Note that in the case of direct feature matching, such augmentations can only be applied to current task samples, while our approach can leverage them also in the distillation component. We have found this approach to reduce forgetting by mitigating overfitting to the current task.

4 Experiments

We evaluate our method on two popular CIL benchmark datasets, namely CIFAR-100 [44] and CUB-200 [45]. In order to leverage models pretrained on ImageNet [46], we normalize images from both datasets with the known mean and standard deviation of ImageNet.

**CIFAR-100** contains 50,000 training images and 10,000 test images, belonging to 100 different object categories. All images are of size $32 \times 32$. **CUB-200** consists of 5,994 training and 5,794 test images grouped into 200 classes of different birds. This amounts to a small set of at most 30 training images per class. Most images are roughly of size $500 \times 500$. Note that due to a small overlap between ImageNet and CUB-200, we excluded 43 images from the CUB-200 test set.

4.1 Implementation

To evaluate the incremental learning performance, the datasets were split into different tasks, adopting the setting proposed in the previous works [13, 15, 18, 21, 20], where task $t = 1$ consists of learning half of the classes in the dataset, i.e., 50 classes for CIFAR-100 and 100 classes for CUB-200. The second half of a dataset is then split into equally sized tasks containing either 25, 10, 5, or 2 classes. For a fair comparison with previously reported results, we use the exact same task split.

For both datasets, we train a ResNet-18 [47] initialized with weights pretrained on ImageNet. The classifier is trained using the RAdam optimizer [48] with an initial learning rate of $1\cdot 10^{-4}$ and a weight decay of $5\cdot 10^{-4}$. On CIFAR-100, we train the classifier for 50 epochs on each task, where the learning rate is divided by a factor of 5 after 15, 30, and 40 epochs respectively. On CUB-200, each task is trained on for 200 epochs, and analogously, the learning rate is divided by a factor of 5 after 60, 120, and 160 epochs respectively.

Since our classifier is pretrained on images of size $224 \times 224$, we upsample the CIFAR-100 images accordingly. During classifier training, both the real and the synthetic images are augmented using random horizontal flips. For CUB-200, due to the small number of samples per class, we use both horizontal flips and random crops as augmentations. CUB-200 images were first resized such that the shorter side has length 128, and then upsampled to obtain a shorter side length of 256. The reason for this procedure is twofold: First, we found that an upper bound classifier trained on random crops of size $224 \times 224$ extracted from 256-short-side images yields a competitive upper bound on this dataset. Second, training our generator to synthesize $128 \times 128$ images is significantly faster than doubling the resolution, without compromising the CL accuracy.

Our generator follows an architecture inspired by StyleGAN [49], which we render conditional by feeding class information to the generator and by employing a projection discriminator [57]. Both generator and discriminator are trained using a learning rate of $2.5\cdot 10^{-3}$. The discriminator further uses mini-batch discrimination and is stabilized with $R_1$ regularization (see Section 3.2). At inference time (i.e., when sampling from the generator to distill the classifier), we use a generator with averaged parameters [50]. For generator distillation, we set the coefficient $\lambda_{GD}$ to 10. To mitigate discriminator overfitting, ADA is employed [40]. We empirically found that it is beneficial to limit the probability $p$ of augmentations for the discriminator to 0.5. In such limited-data scenarios, $p > 0.5$ would otherwise trigger relatively soon and lead to leaky augmentations, i.e., the generator would start to synthesize e.g. upside-down images. All models were implemented in PyTorch [51] and trained using a single NVIDIA A100 Tensor Core GPU. Training classifier and GAN on the smallest task in CIFAR-100 takes a bit more than 1 hour, while the largest task on CUB-200 requires 4 hours of training. Please refer to the supplemental material for more implementation details and visualizations.
Table 1: Average incremental accuracies $\alpha_{all}$ on CIFAR-100 and CUB-200. Competitor results are reported from the benchmark experiments in [21].

| Classes per task | CIFAR-100 | CUB-200 |
|------------------|-----------|---------|
| Upper bound      |           |         |
| iCaRL [10]       | 0.609     | 0.514   |
| EEIL [11]        | 0.567     | 0.517   |
| FearNet [18]     | 0.663     | 0.560   |
| ILCAN [21]       | 0.670     | 0.576   |
| GenIFeR (ours)   | 0.726     | 0.649   |

4.2 Results

We evaluate GenIFeR using two metrics: the overall test accuracy $\alpha_{all,T}$ at the end of a sequence with $T$ tasks, i.e., the final accuracy over all classes in the dataset, and the average incremental accuracy $\alpha_{all} = \frac{1}{T-1} \sum_{t=2}^{T} \alpha_{all,t}$. Note that a normalized version of the latter was introduced by Kemker and Kanan [18], but as pointed out in ILCAN [21], normalizing $\alpha_{all}$ with a low upper bound accuracy (from training on the entire dataset) can result in higher values for this metric despite achieving low overall accuracy. We therefore adopt the formulation presented in ILCAN and report our results accordingly, which also guarantees a fair comparison to our baselines.

The average incremental accuracies $\alpha_{all}$ on CIFAR-100 and CUB-200 for different task sizes are shown in Table 1. When comparing the results for different datasets, note that the same task size effectively results in a different number of learned tasks, or sequence length. With respect to the length of a learned task sequence, one may therefore consider e.g. the 5-class scenario in CIFAR-100 to be comparable to the 10-class scenario in CUB-200, since both task sequences comprise in total 10 tasks. In Table 1, each row represents a different method. The second row shows the upper bound, i.e., the accuracy achieved by our classifier when trained offline on the entire dataset. Our upper bound on CIFAR-100 is the same as in ILCAN, while on CUB-200 our upper-bound is slightly below theirs (0.720 vs. 0.755). iCaRL and EEIL are exemplar-based methods, while FearNet and ILCAN are generative replay approaches achieving state-of-the-art results in the aforementioned settings on CIFAR-100 and CUB-200. In summary, GenIFeR significantly outperforms all baseline methods on both datasets across all task sizes.

In addition to $\alpha_{all}$, on CIFAR-100 we also report the evolution of $\alpha_{all,t}$ over time for 10 classes per task in comparison to ILCAN, the previous state of the art on this dataset (see Figure 3a). Note that a monotonic decrease over time is to be expected, since a classification problem typically becomes more difficult with an increasing number of classes. However, the largest part of the decrease must be attributable to a forgetting of previously learned tasks. As can be seen in Figure 3a, our method outperforms ILCAN after each added task, while maintaining a relatively flat slope over time.

Finally, we would like to emphasize that iCaRL and EEIL employ ResNet-32 as classifier backbone, while FearNet and ILCAN rely on a pretrained ResNet-50. In contrast, GenIFeR uses a pretrained ResNet-18, which consists of significantly fewer classifier parameters. The fact that we significantly outperform previous state of the art in CIL, even exemplar-based approaches, underlines the effectiveness of our generative replay technique in mitigating catastrophic forgetting.

5 Discussion

In the following sections, we discuss the impact of our proposed contributions, in particular indirect feature matching and adaptive output distillation.

5.1 Indirect feature matching

In order to evaluate the effectiveness of indirect feature matching, we conducted multiple ablation experiments. First, given our network architectures in GenIFeR, we replaced indirect feature matching...
Figure 3: Overall test accuracy (a) for our proposed method GenIFeR vs. ILCAN and the upper bound (UB) on CIFAR-100 with 10 classes per task, and (b) for proposed GenIFeR, image matching (IM), direct feature matching (DFM), and the upper bound (UB) on CUB-200 with 10 classes per task.

Table 2: Average incremental accuracies $\alpha_{\text{all}}$ using generative image replay on CUB-200

| Classes per task | 25 | 10 | 5 |
|------------------|----|----|---|
| Constant $\lambda_{OD}$ | 0.577 | 0.556 | 0.518 |
| Adaptive $\lambda_{OD}$ | 0.595 | 0.587 | 0.548 |

(IFM) by a direct version (see Figure 1) similarly to [19–21]. This approach is herein called direct feature matching (DFM). To this end, we employed the same discriminator as in IFM, but modified the generator to directly produce features, while maintaining its overall capacity. Note that with DFM, we can neither use ADA for discriminator augmentations, nor augmentations on synthetic data during classifier training. Second, we compare IFM with matching the distribution of raw images (as in [33, 35, 34]), herein called image matching (IM). We used the same generator as for IFM, but adapted the discriminator to distinguish images instead of features, again while maintaining its overall capacity. In contrast to DFM, discriminator augmentations as well as augmentations for the classifier training can still be used in this case.

We empirically found that matching features from the 4th ResNet block works best, which we utilized throughout our experiments on feature matching. Note, however, that other blocks (e.g. block 3) work as well in principle, and we did not perform an exhaustive evaluation thereof. Figure 3b shows the evolution of the overall test accuracy for IFM (ours), IM, and DFM. While IM and IFM are relatively close at the beginning of the task sequence, the discrepancy between them steadily increases as more tasks are learned and IFM clearly outperforms IM at the end. This corroborates the hypothesis that matching a distribution of features is more effective than matching the distribution of raw images, since the distribution becomes increasingly more complex over time. Therefore, IFM becomes increasingly beneficial for longer task sequences, which is an important property in practice. DFM on the other hand clearly performs worst, suffering from catastrophic forgetting already early in the sequence. The most obvious reason for this is that ADA, a technique against discriminator overfitting, cannot be applied in feature space, since it is defined in image space. Since a CUB-200 task in this setting corresponds to only 300 images in the training set, $D$ overfitting is unavoidable. Another reason for the strong contrast to both IM and IFM is the fact that the feature extractor in DFM must be frozen up to the matching ResNet block in order to avoid catastrophic forgetting in the network parameters before the matching layer. This leaves little capacity in the remaining layers to learn new tasks without forgetting previously learned tasks.

5.2 Adaptive output distillation

Finally, we show results of our proposed adaptive output distillation coefficient in comparison to grid-searched constant coefficients on various task sizes. To this end, we evaluate the average incremental
accuracy for generative image replay on CUB-200. We use image replay as opposed to feature replay for these experiments, since in image replay, the generator is decoupled from the classifier, which enables us to perform a grid search of $\lambda_{OD}$ without re-training the GAN on the entire task sequence for each value of $\lambda_{OD}$. However, we found that the conclusions also apply on feature replay, although we did not perform an extensive evaluation in the form of a fine-grained grid search.

As shown in Table 2, using an adaptive $\lambda_{OD}$ leads to better results across all task sizes, compared to grid-searched constant coefficients. While we were able to achieve these results using a single $\rho^*$, the optimal grid-searched constant $\lambda_{OD}$ is different for different task sizes. We conjecture that the main advantage of an adaptive coefficient comes from the fact that the coefficient can be low in situations where the previous tasks are already remembered well, whereas it can increase when there is a need to put more emphasis on remembering old task compared to learning new tasks. This flexibility seems to be advantageous in CIL, since over long task sequences, different tasks exhibit varying levels of difficulty and new and old classes have varying amount of features in common. Thus, remembering previous tasks while learning new ones may involve a varying level of difficulty in different scenarios and at different stages. A potential disadvantage of the adaptive coefficient for any defined value $\rho^*$ is that in some cases, e.g., when for some reason a new task cannot be learned at all, the coefficient may keep rising in order to achieve the targeted loss ratio $\rho^*$. In practice, such a scenario is effectively avoided by clamping $\lambda_{OD}$ to a maximum value of 100. As long as the coefficient is not constantly at this maximum, we can always benefit from a distillation loss that is only weighted as much as is necessary.

6 Conclusions

We have proposed generative implicit feature replay for CIL. This novel framework has several advantages compared to previously proposed methods. In contrast to exemplar-based approaches, we do not require storing any real samples. Therefore, our method can be applied in real-world scenarios, including those with confidentiality or patient-privacy concerns. We have also showed that the concept of indirect feature matching is superior to direct feature matching as well as image matching. By matching feature representations while generating raw images, we are able to combine the best of these two worlds: First, matching the distribution of features is easier for a GAN, which becomes increasingly important for longer task sequences. Second, by generating images, we can benefit from image-level augmentations, which helps to reduce overfitting in both the classifier as well as the discriminator.

7 On potential negative societal impacts

Developing a system that is able to continually learn new tasks can have advantages and disadvantages for society. Considering the example of a machine learning (ML) system deployed in the healthcare domain, it is important to be able to regularly update the system and learn from new data. If the system is locked after initial training, there is no way to remove potential biases or errors in the initial training data. On the other hand, if a deployed ML system naively trains on new incoming data without any precautions, additional unwanted biases or even wrong diagnoses may be learned. It is therefore crucial for all stakeholders involved to put in place the necessary safeguards and regulations such that these ML systems can be deployed without exhibiting unexpected and unwanted behavior.
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Supplemental Material

In this supplemental material we present additional results, visualizations, and analyses of GenIFeR, our framework for class-incremental learning. In Appendix A, we first report additional ablation experiments that demonstrate the effectiveness of augmentations. Next, in Appendix B we show sample images of our generative replay. Furthermore, we provide details on the employed generator and discriminator architectures in Appendix C. In Appendix D, the update rule for the adaptive output distillation is explained in detail. Finally, hyperparameter settings for both the classifier and GAN training can be found in Appendix E.1 and Appendix E.2 respectively.

A The effectiveness of augmentations

We conduct an ablation study to evaluate the effectiveness of augmentations for both the classifier as well as the discriminator. To this end, we compare our proposed GenIFeR to configurations, where either no augmentations on previous synthetic images are employed during classifier training, or no ADA (adaptive discriminator augmentation) [40] is employed during GAN training. Figure 4 shows the corresponding evolution of the overall test accuracy for 10 classes per task on CUB-200. We can see that the accuracy drops significantly when either of the augmentations is omitted. Note that both augmentations are essential for the achieved accuracy especially as more tasks are added. This confirms the effectiveness of augmentations for class-incremental learning, in particular for small sized datasets such as CUB-200.

![Figure 4: Overall test accuracy for our proposed GenIFeR, without augmentations of previous synthetic images during classifier training (w/o CA), and without augmentations for the discriminator (w/o ADA) on CUB-200 with 10 classes per task.](image-url)
B  Qualitative results

Figure 5 and Figure 6 show example images created by the generator right after pretraining on task $t = 1$.

Figure 5: Generated images after pretraining on task ($t = 1$) in CUB-200. Each column shows different samples of one class.

Figure 6: Generated images after pretraining on task ($t = 1$) in CIFAR-100. Each column shows different samples of one class.

Figure 7 and Figure 8 illustrate the continual GAN training for CUB-200 and CIFAR-100, respectively. After learning each task, we show generated images belonging to all tasks seen so far. One can observe that the initially learned task images are not forgotten after a sequence of several tasks, while at the same time, the GAN learns to generate images of new tasks successfully. The former property is further illustrated in Figure 9. It shows that at the end of the task sequence, the generated images for the first task are almost indistinguishable from images generated right after learning this task.
Figure 7: Generated images on CUB-200 for 10 classes per task. In each square of images, one column shows samples of one class. Training progress goes from top to bottom, i.e., the bottom row of squares shows images of task $t \in \{1, 2, ..., 10\}$ after the GAN has been trained on task $t = 10$. To compare images of the same task at different points in the task sequence, the same random noise inputs are used.
Figure 8: Generated images on CIFAR-100 for 10 classes per task. In each square of images, one column shows samples of one class. Training progress goes from top to bottom, i.e., the bottom row of squares shows images of task $t \in \{1, 2, \ldots, 5\}$ after the GAN has been trained on task $t = 5$. To compare images of the same task at different points in the task sequence, the same random noise inputs are used.
Figure 9: Detailed view of (a) generated CUB-200 images for $t = 1$ right after training on $t = 1$ and (b) generated images for $t = 1$ after training on $t = 10$. After 10 tasks, only very subtle changes can be observed, e.g., in the eyes of the birds.
C GAN architecture

Figure 10: Generator and discriminator architectures. (a) $c$ is a learned input constant, $z$ is the random noise vector input, and $n_i$ are noise maps that are fed to different layers. $y$ is a one-hot vector containing the class information. A StyleConv module consists of style modulation, convolution, and noise injection. FC represents fully-connected layers. (b) The input to the discriminator is $h(x')$, i.e., the feature representation of an image $x'$. 
D Adaptive output distillation

We employ an update rule for the adaptive $\lambda_{OD}$ similar to the one proposed by Karras et al. [40] for the probability of their adaptive discriminator augmentations. Let $i$ be the index of a batch of images used during classifier training. The output distillation coefficient $\lambda_{OD}$ is only updated every $I$ batches, i.e., it remains constant between $i+1$ and $i+I$. Given a target ratio $\rho^*$ between $L_{curr}$ and $\lambda_{OD} L_{OD}$, the goal is to modify $\lambda_{OD}$ such that the estimated current ratio $\rho_i$ (moving average) is close to $\rho^*$:

$$\lambda_{OD,i + I} = \lambda_{OD,i} + \text{sgn}(\rho_i - \rho^*) \frac{I}{S}$$

$$\rho_i = \frac{1}{I} \sum_{j=i-I+1}^{i} \frac{L_{curr}^j}{\lambda_{OD,j} L_{OD}^j},$$

(6)

where $S$ is a scaling factor for the updates to $\lambda_{OD}$. To avoid negative or exceedingly high values, we limit $\lambda_{OD}$ to a range of $[0, 100]$.

E Hyperparameters

E.1 Classifier

Table 3: Hyperparameters for the classifier training. The batch ratio $\eta$ denotes the ratio between previous and current samples in a batch.

|                      | CIFAR-100 | CUB-200 |
|----------------------|-----------|---------|
| Epochs per task      | 50        | 200     |
| Target loss ratio $\rho^*$ | 0.45    | 0.9     |
| Update interval $I$  | 4         |         |
| Scaling factor $S$   | 10        |         |
| Batch size           | 32        |         |
| Batch ratio $\eta$   | 0.5       |         |
| Optimizer            | RAdam     |         |
| Learning rate        | 0.0001    |         |
| Weight decay         | 0.0005    |         |
| $\lambda_{OD,max}$   | 100       |         |

E.2 GAN

For generator distillation, we use $\lambda_{GD} = 10$ with an additional ratio $\kappa = \frac{n_{prev}}{n_{curr}}$ between the number of previous and current classes. $\lambda_{GD}$ is then scaled by this factor, in order to increase the emphasis of the generator distillation (in relation to the GAN loss) as more tasks are added. We use $\gamma = 0.1$ for the discriminator’s $R_1$ regularization (see [41]). As in previous work, we minimize $R_1$ regularization only every $I_{R_1} = 16$ discriminator steps (referred to as lazy $R_1$ regularization in [49]). For all settings, we employed a batch size of 64 and a learning rate of 0.0025 for both discriminator and generator. Note that the discriminator is updated once per generator update. Details on the duration of the GAN training for each task size are provided in Table 4.

Table 4: Number of images (multiples of 1000) that the GAN sees during training of one task.

|                      | CIFAR-100 | CUB-200 |
|----------------------|-----------|---------|
| Classes per task     | 20 (pretraining) | 25 | 10 | 5 | 2 | 50 (pretraining) | 25 | 10 | 5 |
| Images seen by GAN per task ($\times$ 1000) | 16000 | 6400 | 2560 | 1280 | 960 | 16000 | 1920 | 1920 | 1280 |