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Abstract

Orbital eccentricities directly trace the formation mechanisms and dynamical histories of substellar companions. Here, we study the effect of hyperpriors on the population-level eccentricity distributions inferred for the sample of directly imaged substellar companions (brown dwarfs and cold Jupiters) from hierarchical Bayesian modeling (HBM). We find that the choice of hyperprior can have a significant impact on the population-level eccentricity distribution inferred for imaged companions, an effect that becomes more important as the sample size and orbital coverage decrease to values that mirror the existing sample. We reanalyze the current observational sample of imaged giant planets in the 5–100 au range from Bowler et al. and find that the underlying eccentricity distribution implied by the imaged planet sample is broadly consistent with the eccentricity distribution for close-in exoplanets detected using radial velocities. Furthermore, our analysis supports the conclusion from that study that long-period giant planets and brown dwarf eccentricity distributions differ by showing that it is robust to the choice of hyperprior. We release our HBM and forward-modeling code in an open-source Python package, ePop!, and make it freely available to the community.

Unified Astronomy Thesaurus concepts: Extrasolar gaseous giant planets (509)

1. Introduction

The orbital eccentricities of exoplanets reflect the physical processes that sculpt the formation and dynamical evolution of planetary systems. Models of giant planet formation from the axisymmetric accretion of gas within a protoplanetary disk lead to circular, coplanar orbits (Armitage 2013). Subsequent interactions with other planets (e.g., Rasio & Ford 1996; Jurić & Tremaine 2008; Dawson & Murray-Clay 2013), the disk itself (e.g., Goldreich & Sari 2003), or massive outer companions (e.g., Naoz 2016) can increase a planet’s eccentricity. Once these eccentricities have been excited, however, dissipative forces (e.g., Ogilvie 2014) and torques from the disk and central star can act to damp orbital eccentricities over time (e.g., Duffell & Chiang 2015; Morbidelli 2018). The statistical properties of planet eccentricities at different ages, planet masses, orbital separations, and host star masses will help unravel the dominant physical processes at play in planet formation and evolution, which can be challenging to infer in individual systems.

The dominant theories of giant planet formation at wide separations predict qualitatively different population-level eccentricity distributions. Unperturbed objects formed within disks through core (or pebble-assisted) accretion or disk instability are expected to have low eccentricities. Conversely, companions that form through cloud fragmentation or experience outward scattering are expected to have eccentricities spanning a wide range (e.g., Veras et al. 2009; Bate 2012).

The growing population of exoplanets discovered using direct imaging presents an exciting opportunity to test planet formation mechanisms. These self-luminous giant planets are primarily young and orbit over a wide range of separations (5–10,000 au; Bowler 2016). The innermost planets from this sample (5–100 au) have detectable orbital motion, which enables their eccentricities to be constrained (e.g., Chauvin et al. 2012; Konopacky et al. 2016; Blunt et al. 2017; Pearce et al. 2019; Nowak et al. 2020).

The eccentricities of these long-period planets as an ensemble can provide important information about the dominant formation pathways for young giant planets. A natural methodology to determine the population-level eccentricity distribution underlying these samples is hierarchical Bayesian modeling (HBM), which allows joint modeling of the individual orbits and the population-level distribution (Hogg et al. 2010). In particular, Bowler et al. (2020; hereinafter BBN20) used this approach to analyze a sample of 27 imaged substellar companions (consisting of 9 giant planets and 18 brown dwarfs), and found that the giant planets in the sample had preferentially low eccentricities, while the brown dwarfs exhibited a broad range of eccentricities—implying that the dominant formation pathways for brown dwarf companions and giant planets between 5 and 100 au are different. However, the functional forms of the recovered eccentricity distributions were sensitive to the choice of the mass ratio or companion mass as a threshold to define the sample, hinting at the presence of small number statistical effects. The authors noted that while their results were sufficient to show that brown dwarfs and giant planets have qualitatively different underlying eccentricity distributions, forward-modeling experiments indicated that the data were not sufficient to constrain the exact shape of the population-level distributions.
In this work, we evaluate the reliability of using HBM to infer population-level eccentricity distributions of directly imaged planets, focusing in particular on the effect of hyperpriors on our ability to recover accurate underlying parameters. For this study, we adopt the beta distribution to model the ensemble behavior of individual systems.

The beta distribution is a continuous probability distribution defined on [0, 1] and has two shape parameters, \( \alpha \) and \( \beta \). This model has been frequently adopted for the purpose of inferring population-level eccentricity distributions (e.g., Kipping 2013; Shabram et al. 2016; Eylen et al. 2019, BBN20, Dong et al. 2021). Most of these studies used uniform hyperpriors on the beta distribution hyperparameters; to our knowledge, there has yet to be a systematic exploration of the impact that the hyperprior choice has on HBM using the beta distribution, either within or outside of the astronomical literature. Though previous studies have made use of alternate model choices to model eccentricity distributions such as the Rayleigh distribution and mixture models for eccentricity distribution with HBM (Eylen et al. 2019), we focus only on the beta distribution in this study because we expect the small sample size of imaged planets will make it challenging to extract additional meaningful information that otherwise might be possible with a more detailed model comparison using a large sample.

This study is structured as follows. In Section 2, we outline the HBM framework we adopt for this analysis. We also present ePop!, a Python package for performing hierarchical modeling of eccentricities based on a sample of individual eccentricity distributions. Subsequent sections are structured as a series of experiments to assess the fidelity of various hyperpriors on both synthetic and real observations of imaged planets. In Section 3, we use the behavior of the beta distribution to provide intuition and context for these effects. In Section 4, we isolate the impact of different hyperpriors by examining an idealized case for which the individual eccentricity posteriors are purely Gaussian. In Section 5, we conduct a realistic forward-modeling experiment simulating the observation and analysis process from astrometric measurements of individual systems to the reconstruction of an underlying eccentricity distribution. The aim of this exercise is to evaluate biases from the choice of hyperprior and the approach to orbit fitting using only small orbit arcs. Finally, in Section 6, we reanalyze the observations presented in BBN20 to test the impact of alternative hyperpriors on the inferred population-level eccentricity distribution of the widely separated giant planets uncovered by current direct-imaging surveys.

2. ePop!

To address the dearth of the HBM software available to the astronomical community, we developed ePop!, an open-source package written in Python for fitting population-level eccentricity distributions to sets of individual system eccentricity distributions.

Hierarchical modeling is widely used to simultaneously determine Bayesian posteriors for individual objects in a sample as well as posteriors over the population-level parameters for an assumed model. This approach is inefficient for our science case, where calculating individual system orbital posteriors for directly imaged companions can be time-consuming and computationally nontrivial when only short orbit arcs are available (e.g., Blunt et al. 2017). Moreover, for directly imaged planets and brown dwarfs, orbit posteriors in some cases are already available and do not need to be recomputed.

Hogg et al. (2010) developed an approximation to the HBM likelihood that makes use of precomputed samples from individual system posteriors. This procedure separates the steps of inferring individual and population-level posteriors. We use this approach to define our hierarchical likelihood as:

\[
L_v \approx \prod_{i=1}^{N} \frac{1}{K} \sum_{j=1}^{K} B_v(e_{ij}),
\]

where \( N \) is the number of systems under consideration, \( K_i \) is the number of samples contained within the \( i \)th individual eccentricity posterior, \( e_{ij} \) is the \( j \)th eccentricity sample for the \( i \)th system, and \( v \) is the vector of population-level model parameters, defined in our nominal model to be:

\[
v = (\alpha, \beta),
\]

where \( \alpha, \beta \) are the beta distribution hyperparameters. We assume that the eccentricity prior on each individual system is uniform. The beta distribution, \( B_v \), is defined as:

\[
B_v(e) = \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha) \Gamma(\beta)} e^{\alpha-1} (1 - e)^{\beta-1},
\]

where \( \Gamma \) is the Gamma function. Using the affine-invariant Markov Chain Monte Carlo (MCMC) sampler emcee (Foreman-Mackey et al. 2013), ePop! computes the posterior of the hyperparameter vector \( v \) following the likelihood function defined in Equation (1). In addition, ePop! contains functionality for applying different hyperpriors on hyperparameters \( \alpha \) and \( \beta \), in the form of prior objects in the code. Examples of families of hyperpriors that can be used are summarized in Table 1. In the code block below, ePop! is used to compute the posterior of the hyperparameters for a set of individual eccentricity posteriors using a log-uniform hyperprior.

```python
import ePop
import glob

fnames = sorted(glob.glob('*.posterior/*'))

# load individual eccentricity distributions
posts = [np.load(f) for f in fnames]

# create Likelihood object and choose prior
like = ePop.hier_sim.Pop_Likelihood(posts, prior='log_uniform')

# sample the hyperparameters using MCMC
beta_samples = like.sample(2000, burn_steps=500, nwalkers=30).
```

ePop! currently uses the beta distribution for hierarchical modeling, but it can be expanded to include other parametric model families in the future.
Prior Parameters Functional Form
---
Uniform Lower Bound: \( x_0 \), Upper Bound: \( x_1 \)
\[ p(x) = \begin{cases} \frac{1}{x_1 - x_0}, & \text{if } x \in [x_0, x_1] \\ 0, & \text{otherwise} \end{cases} \]

Truncated Gaussian Mean: \( \mu \), Standard Deviation: \( \sigma \)
\[ p(x) = \begin{cases} \frac{1}{\frac{1}{2} \sigma} \left( \frac{1}{\sqrt{2\pi}} \right) e^{-\frac{(x - \mu)^2}{2\sigma^2}}, & \text{if } x > 0 \\ 0, & \text{otherwise} \end{cases} \]

Log-uniform Lower Bound: \( x_0 \), Upper Bound: \( x_1 \)
\[ p(x) = \begin{cases} \frac{1}{\log(x_1 / x_0)}, & \text{if } x \in [x_0, x_1] \\ 0, & \text{otherwise} \end{cases} \]

Log-normal Log-space Mean: \( \mu \), Log-space Standard Deviation: \( \sigma \)
\[ p(x) = \begin{cases} \frac{1}{\sqrt{2\pi}} e^{\frac{-(\log(x) - \mu)^2}{2\sigma^2}}, & \text{if } x > 0 \\ 0, & \text{otherwise} \end{cases} \]

Gamma Shape: \( \alpha \), Rate: \( \beta \)
\[ p(x) = \begin{cases} \frac{\beta^\alpha}{\Gamma(\alpha)} x^{\alpha-1} e^{-\beta x}, & \text{if } x > 0 \\ 0, & \text{otherwise} \end{cases} \]

Table 1

| Prior             | Hyperpriors in ePop! |
|-------------------|----------------------|
| Uniform           |                      |
| Truncated Gaussian|                      |
| Log-uniform       |                      |
| Log-normal        |                      |
| Gamma             |                      |

3. On Hyperpriors for Beta Distributions

Many studies using the beta distribution for HBM have imposed uniform priors on hyperparameters \( \alpha \) and \( \beta \) (e.g., Eyalen et al. 2019, BBN20, Dong et al. 2021). However, few studies have investigated whether uniform hyperpriors on the beta distribution’s shape parameters actually correspond to an uninformative (or reasonably weakly informative) prior on the underlying eccentricity distribution. For the context of this study, we seek to identify hyperpriors that result in a family of broad and flexible eccentricity distributions, with a preference for wider, more uniform distributions. Physically, this preference is motivated by the desire to encompass a variety of different planetary formation models. An example, we would like to equally weight zero-peaked distributions characteristic of formation in a disk (Armitage 2013) and the broader distributions characteristic of outward dynamical ejections (Veras et al. 2009).

To visualize what uniform, log-uniform, and (truncated) Gaussian7 hyperpriors on the beta distribution parameters correspond to in the eccentricity space, we draw 1000 samples of \( (\alpha, \beta) \) from each hyperprior distribution (assuming no covariance between \( \alpha \) and \( \beta \)) and then plot the corresponding eccentricity distributions in Figure 1. Nine permutations of hyperpriors are examined in total: three each for the uniform, log-uniform and truncated Gaussian functional forms. In the case of the uniform and log-uniform hyperpriors, we test three sets of bounds on \( (\alpha, \beta) \): [0.01, 10], [0.01, 100], and [0.01, 1000]. For the case of the truncated Gaussian functional form, we examine the impact that hyperprior width has on the range of eccentricity distributions it can produce by testing three values of \( \sigma \): 0.1, 0.4, and 1.0. For each \( \sigma \), we choose the value of \( \mu \) for which the median of the hyperprior parameterized by \( (\mu, \sigma) \) is 1, a decision motivated by the fact that \( \alpha = \beta = 1 \) corresponds to a uniform eccentricity distribution in the eccentricity space. Following this process yields truncated Gaussian hyperpriors parameterized by \( (\mu, \sigma) = (1.0, 0.1), (1.0, 0.4), \) and \( (0.69, 1.0) \). Further details regarding the hyperpriors we test are summarized in Table 2.

As seen in Figure 1, sampling from a uniform hyperprior on the beta distribution parameters with bounds [0.01, 1000] returns distributions that are generally narrow peaked. This behavior can be explained by the nature of how \( \alpha \) and \( \beta \) impact the beta distribution:

1. \( \alpha, \beta > 1 \): Higher values of the beta parameters correspond to more narrowly peaked distributions. The ratio \( \alpha / \beta \) determines the location of the peak.
2. \( \alpha < 1 \): Asymptotic at 0.
3. \( \beta < 1 \): Asymptotic at 1.
4. \( \alpha = \beta = 1 \): Uniform, flat distribution.

In cases where the observational sample size is small or individual orbits are poorly constrained (such as in the current sample of imaged planets), the linearly uniform hyperprior distributions are biased toward narrow eccentricity distributions, and can impart this feature onto the derived population-level distributions. Moreover, for a uniform hyperprior distribution in \( \alpha \) and \( \beta \), the broader the adopted range for each parameter, the more narrowly constrained the family of hyperprior distributions will be in the eccentricity space. This can be seen by looking at the bounds; a range of \( (0, 10) \) in \( \alpha \) and \( \beta \) (with mean values of 5 in each hyperparameter) will return a broader set of distributions than a range of \( (0, 100) \) (with mean values of 50). This is opposite to the usual, more intuitive sense of uniform priors on unknown parameters in Bayesian inference: in this case the broader the prior range on hyperparameters, the more restricted the resulting hyperprior distributions will be in the physical space.

On the other hand, sampling from log-uniform hyperpriors between [0.01, 100] or the specific truncated Gaussian hyperpriors listed in Section 3 returns a family of distributions for which the median is a uniform eccentricity distribution. We wish to find hyperpriors that do not impart a systematic bias toward any specific shape and are also capable of producing a variety of flexible behaviors; among those we examine, both the Gaussian hyperprior with \( \mu = 0.69, \sigma = 1.0 \) and log-uniform hyperprior between [0.01, 100] encompass eccentricity distributions with a wide variety of qualitative shapes (in the process capturing many of the morphologies predicted by different models of planet formation and orbit evolution) and have median distributions that are close to uniform in eccentricity—qualities that stand out as promising candidates for use as hyperpriors in HBM.

Note. See Figure 1 for a visualization of their corresponding eccentricity distributions.

Table 2

| Hyperprior Parameters | Value | Median | 68% Interval |
|-----------------------|-------|--------|-------------|
| Uniform on [0.01, 10] | 5.0   | [1.6, 6.4] |
| Uniform on [0.01, 100] | 500  | [160, 640] |
| Log-uniform on [0.01, 10] | 0.32 | [0.03, 3.32] |
| Log-uniform on [0.01, 100] | 1.00 | [0.05, 30.89] |
| Log-uniform on [0.01, 1000] | 3.16 | [0.06, 158.62] |

For the truncated Gaussian case, we draw from a normal distribution but discard samples where \( \alpha \) or \( \beta \) are negative, for which the beta distribution is undefined. See Table 1 for the equation for the truncated Gaussian functional form.
4. Experiment with Gaussian Posteriors

4.1. Method

To explore the impact that the choice of hyperpriors has on the population parameter posteriors, we follow the approach of BBN20 (see their Section 4.3.1) in which synthetic individual posteriors are drawn from a known underlying eccentricity distribution. For this experiment, we randomly draw \( N \) eccentricity values from an underlying “true” population-level distribution and, for the purposes of this exercise, assume Gaussian eccentricity posteriors centered on each draw with standard deviation \( \sigma \). Here, \( N \) represents the number of objects in an observational sample, and \( \sigma \) describes how well each object’s orbit is constrained.

Once the set of posteriors is constructed, we carry out the hierarchical modeling with ePop! to sample the posterior...
parameters over population-level hyperparameters. We conduct three experiments, each imposing a different hyperprior on \((\alpha, \beta)\). In the first, we test a uniform hyperprior on the interval \([0.01, 1000]\), mirroring the choices made by BBN20 in order to facilitate comparison with their results. For the second fit, we impose a truncated Gaussian hyperprior with \(\mu = 0.69, \sigma = 1.0\), and for the third, we impose a log-uniform prior with bounds \([0.01, 100]\). These specific shape parameters and ranges were selected so that the median values of \(\alpha\) and \(\beta\) are both 1.0 for experiments 2 and 3, which correspond to a flat distribution in the eccentricity space. To quantify how well a given fit recovers the true underlying eccentricity distribution, we calculate a normalized residual metric \(\mathcal{M}\):

\[
\mathcal{M} = \frac{1}{J} \sum_{i=1}^{J} \int_{0}^{1} |B_{\nu}(e) - B_{\nu}(e)| \, de,
\]

where \(J\) is the number of eccentricity distributions randomly drawn from the beta distribution hyperparameter posteriors, \(\mathcal{M}\) is the average area of the absolute deviation between the “true” distribution \((B_{\nu})\) and the family of posterior eccentricity distributions. Smaller values of \(\mathcal{M}\) indicate fits that better recover the underlying eccentricity distribution: \(\mathcal{M} = 0\) corresponds to the limiting case in which the underlying distribution is perfectly recovered. In the context of this study, we use \(\mathcal{M}\) to assess the relative performance of different hyperpriors with respect to how accurately they recover known underlying eccentricity distributions.

4.2. Results

The results of the fits using the uniform, truncated Gaussian, and log-uniform hyperpriors are shown in Figures 2–4, respectively. For these tests, we adopt the radial velocity (RV) exoplanet eccentricity distribution from Kipping (2013), for which \(\alpha = 0.87\) and \(\beta = 3.03\). The nine panels in each figure display how the results change when the number of systems \((N)\) is varied from 5, 20, and 50, and \(\sigma\) is varied from 0.2, 0.05, and 0.01. For each panel, we compute and include the corresponding \(\mathcal{M}\) metric value. As seen in Figure 2, using a uniform hyperprior reliably recovers the input distribution in the best case scenario \((N = 50, \sigma = 0.01)\), but fails when \(N\) is small (first row) or when the individual eccentricity posteriors are less constraining (high \(\sigma\), first column).

In particular, the recovered distributions in these cases tend to be narrowly peaked and show little improvement across the first row or the first column, even when \(N\) increases to 50 or \(\sigma\) improves to 0.01. Similar behavior was observed by BBN20 in their version of this experiment. The small size of the current sample of imaged giant planets means that attempts to infer its underlying eccentricity distribution may be impacted by the choice of hyperprior.

On the other hand, using the truncated Gaussian hyperprior with \(\mu = 0.69, \sigma = 1.0\) results in marked improvement in our ability to recover the underlying distribution, even when contending with broad individual posteriors and small sample sizes, as seen in Figure 3. We observe a similar level of improvement when we impose the log-uniform hyperprior with bounds \([0.01, 100]\). The recovered distributions in the first row and column of both Figures 3 and 4 do not exhibit the same narrow peaks seen in the case of uniform hyperpriors. Even in the the worst case from our experiment \((N = 5, \sigma = 0.2)\), both hyperpriors manage to recover distributions qualitatively consistent with the input RV exoplanet distribution.

5. Forward Modeling

5.1. Method

To test whether the findings of Section 4 persist under realistic conditions, we developed a method for testing the overall validity of hierarchical eccentricity modeling for the directly imaged population of substellar objects by carrying out a series of end-to-end tests. We simulated the process of taking data, fitting orbits, and recovering the underlying distribution to assess how similar the recovered distribution was to the underlying distribution. An illustration of this process is shown in Figure 5. Specifically, this entailed:

1. Generating a sample: We begin by assuming an underlying population-level distribution (either uniform or the RV exoplanet distribution from Kipping 2013) from which we then sample \(N\) eccentricities (corresponding to individual systems). We assume that each system has a host star of 1 \(M_\odot\) and draw semimajor axes from a log-uniform distribution between 10 and 100 au, which is within the 1\(\sigma\) results of Nielsen et al. (2019). We draw inclinations from a distribution uniform in \(\cos i\) to account for the isotropic distribution of exoplanet orbital inclinations.

2. Simulating astrometry and fitting orbits: For each system, we use a Keplerian model to simulate five astrometric points evenly spaced over an observational window of 2000 days. To mimic observational uncertainties, we add Gaussian noise to the simulated astrometry, and then use the Orbits for the Impatient (OFITI; Blunt et al. 2017) implementation in orbitize! (Blunt et al. 2020) to sample the orbital posterior distribution.

3. Hierarchical Bayesian Modeling: We then use ePop! to sample the posterior over population-level parameters of the beta distribution model, given the set of \(N\) eccentricities from the orbit fits. For each set of posteriors, we perform this fit four times, applying morphologically different hyperpriors on \((\alpha, \beta)\) in each case to test their impact on the final results. For this purpose, we use the following hyperpriors: truncated Gaussian with \(\mu = 0.69, \sigma = 1.0\), uniform on \([0.01, 100]\), log-uniform on \([0.01, 100]\), and log-normal with \(\mu = 4.0, \sigma = 0.5\). See Figure 6 for a visualization of these hyperpriors. We chose the log-normal hyperprior (which has a nonuniform mean eccentricity distribution) to investigate the effects of imposing a strongly biased hyperprior on the recovered distributions.

5.2. Results

We focus our analysis on two choices of underlying models: a uniform eccentricity distribution, and the RV exoplanet distribution—a choice motivated by the open question of whether it is possible to recover distributions that we may expect a priori, given the complications introduced by incorporating realistic observing conditions and uncertainties. For each case, we first simulate a set of systems following the procedure outlined in Section 5.1, and then perform orbit fits on subsamples of size \(N = 5, 10, 20,\) and 45. Representative individual eccentricity posteriors (with true eccentricities
highlighted) from these fits for both the uniform and RV exoplanet eccentricity distributions are shown in Figure 7. We then perform hierarchical fits to these subsamples using the four different hyperpriors previously discussed, which are shown in Figure 6.

For the case where we forward model an input uniform eccentricity distribution (Figure 8), we find that the Gaussian hyperprior consistently performs the best out of the hyperpriors tested; this hyperprior consistently produced the lowest $\mathcal{M}$ values for every sample size $N$. We further observe that the hyperpriors follow a clear hierarchy across sample sizes: the Gaussian performs the best, followed by the log-uniform, uniform, and then log-normal—a picture broadly in-line with the results of Section 4. See Table 3 for a summary of the recovered posteriors on $(\alpha, \beta)$ and corresponding values of $\mathcal{M}$ for each fit we perform as part of this test case.

Although convergence to the true distribution is reached fairly quickly for the truncated Gaussian case, there remains significant power at high and low eccentricities. This may be caused by biases that arise when fitting systems with low eccentricities.
orbital coverage. For example, the inclination of a system can exert great influence on estimates of orbital eccentricity, an effect that can manifest as posteriors that are skewed away from the true eccentricity, biased toward high or low eccentricity, or bimodal (Ferrer-Chávez et al. 2021). The compounding of such biases in individual eccentricity posteriors, combined with the effects of measurement uncertainty may be responsible for HBM’s struggles with inferring the exact underlying population-level distributions, even for large sample sizes.

Forward modeling an underlying RV exoplanet eccentricity distribution (Figure 9) yields similar results. Once again, the Gaussian hyperprior most consistently infers the correct underlying distribution, followed by the log-uniform, uniform, and log-normal hyperpriors. The corresponding values of $\alpha$, $\beta$, and $\mathcal{M}$ for each subsample fit are summarized in Table 4.

The major takeaways from our forward-modeling exploration are as follows:

1. We qualitatively recover both the uniform and RV exoplanet input eccentricity distributions under realistic observational data sets of imaged planets by imposing a truncated Gaussian hyperprior with $\mu = 0.69$ and $\sigma = 1.0$ on both $\alpha$ and $\beta$.
2. For both underlying distributions, and for each sample size tested, the truncated Gaussian hyperprior recovers the most accurate population-level distributions, an indication that it is robust to biases that arise when fitting the orbits of directly imaged systems with low orbital coverage. We interpret this as evidence that the truncated Gaussian hyperprior with $\mu = 0.69$ and $\sigma = 1.0$ is well-suited for use in efforts to infer eccentricity distributions using HBM.

3. Using a uniform hyperprior imposes a nonphysical peak in the recovered distributions, similar to the results observed for the imaged giant planet population in BBN20.

6. Reanalyzing the Imaged Substellar Companion Sample

We now use ePop!’s HBM functionality to fit for the population-level eccentricity distributions underlying the sets of imaged companions analyzed by BBN20 using lessons learned from our experiments. This sample contains a total of 27 substellar companions separated by a mass threshold of 15 $M_{\text{Jup}}$ into subsamples of 9 giant planets and 18 brown dwarfs. To facilitate a direct comparison and highlight the impact of hyperprior choice, we conduct our analysis on this sample of substellar companions using the exact eccentricity posteriors as BBN20. See Table 5 in BBN20 for details about the systems contained in this sample, as well as of the origins of the eccentricity posteriors we make use of in this study.
Following the approach of previous sections, we perform fits using the following three hyperpriors on ($\alpha, \beta$): truncated Gaussian with $\mu = 0.69$ and $\sigma = 1$, uniform on [0.01, 1000], and log-uniform on [0.01, 100]. The findings of Section 5 imply that the truncated Gaussian hyperprior is able to recover qualitatively accurate underlying eccentricity posteriors for small samples, at least in the cases of underlying uniform and RV exoplanet eccentricity distributions. Motivated by these results, we argue that the eccentricity distributions recovered by the truncated Gaussian hyperprior are more likely to be accurate, as compared to those recovered by the uniform and log-uniform hyperpriors. The recovered distributions are presented in Table 5.

For the imaged planet sample, using the truncated Gaussian hyperprior yields $\alpha = 0.7^{+0.4}_{-0.3}$ and $\beta = 2.3^{+0.8}_{-0.7}$, a range of hyperparameters corresponding to the family of distributions shown in the middle panel of Figure 10. Notably, this range encompasses the RV exoplanet eccentricity distribution ($\alpha = 0.87$, $\beta = 3.03$, from Kipping 2013). This suggests that

![Flowchart summarizing the forward-modeling process described in Section 5.1. We begin by assuming an underlying eccentricity distribution, from which we randomly sample $N$ systems. Then for each system, we use a Keplerian model to simulate five evenly spaced astrometric points. Orbit fits are performed for each system using OFTI, which produce a set of $N$ eccentricity posteriors. Finally, we use ePop! to run a hierarchical fit on this set of posteriors, producing a posterior on hyperparameters $\alpha$ and $\beta$, which translates to a posterior of underlying population-level eccentricity distributions.](image)

Figure 5: Flowchart summarizing the forward-modeling process described in Section 5.1. We begin by assuming an underlying eccentricity distribution, from which we randomly sample $N$ systems. Then for each system, we use a Keplerian model to simulate five evenly spaced astrometric points. Orbit fits are performed for each system using OFTI, which produce a set of $N$ eccentricity posteriors. Finally, we use ePop! to run a hierarchical fit on this set of posteriors, producing a posterior on hyperparameters $\alpha$ and $\beta$, which translates to a posterior of underlying population-level eccentricity distributions.

| Hyperprior                           | $N$ | $\alpha$       | $\beta$       | $M$  |
|--------------------------------------|-----|----------------|----------------|------|
| Uniform on [0.01, 1000]              | 5   | $59^{+33}_{-23}$ | $34^{+21}_{-16}$ | 1.47 |
| Log-uniform on [0.01, 100]           | 5   | $4.7^{+3.5}_{-2.5}$ | $3.2^{+1.8}_{-1.3}$ | 0.85 |
| Truncated Gaussian: $\mu = 0.69, \sigma = 1$ | 5   | $5^{+4.4}_{-0.4}$ | $0.56^{+0.46}_{-0.25}$ | 0.61 |
| Log-normal: $\mu = 1.0, \sigma = 0.4$ | 5   | $63^{+26}_{-21}$ | $36^{+20}_{-16}$ | 1.49 |
| Uniform on [0.01, 1000]              | 10  | $53^{+25}_{-18}$ | $66^{+23}_{-18}$ | 1.52 |
| Log-uniform on [0.01, 100]           | 10  | $5.7^{+4.3}_{-3.8}$ | $6.5^{+3.1}_{-2.8}$ | 0.91 |
| Truncated Gaussian: $\mu = 0.69, \sigma = 1$ | 10  | $1.1^{+0.30}_{-0.24}$ | $1.1^{+0.40}_{-0.35}$ | 0.28 |
| Log-normal: $\mu = 1.0, \sigma = 0.4$ | 10  | $53^{+25}_{-18}$ | $66^{+23}_{-18}$ | 1.54 |
| Uniform on [0.01, 1000]              | 20  | $56^{+30}_{-22}$ | $21^{+12}_{-11}$ | 1.44 |
| Log-uniform on [0.01, 100]           | 20  | $11^{+2.0}_{-1.8}$ | $4.8^{+2.7}_{-2.6}$ | 1.06 |
| Truncated Gaussian: $\mu = 0.69, \sigma = 1$ | 20  | $1.00^{+0.37}_{-0.31}$ | $1.18^{+0.40}_{-0.35}$ | 0.28 |
| Log-normal: $\mu = 1.0, \sigma = 0.4$ | 20  | $60^{+27}_{-29}$ | $23^{+11}_{-11}$ | 1.49 |
| Uniform on [0.01, 1000]              | 45  | $2.3^{+1.2}_{-0.92}$ | $2.6^{+1.0}_{-0.91}$ | 0.53 |
| Log-uniform on [0.01, 100]           | 45  | $1.5^{+0.95}_{-0.86}$ | $1.8^{+0.94}_{-0.89}$ | 0.38 |
| Truncated Gaussian: $\mu = 0.69, \sigma = 1$ | 45  | $1.4^{+0.35}_{-0.32}$ | $1.2^{+0.30}_{-0.29}$ | 0.22 |
| Log-normal: $\mu = 1.0, \sigma = 0.4$ | 45  | $8.2^{+4.6}_{-4.2}$ | $7.6^{+4.8}_{-4.3}$ | 1.01 |

Note. The quoted uncertainties correspond to the 68% credible intervals for $\alpha$ and $\beta$. See Figure 8 for a visualization of these distributions. For each sample size $N$, fits using the truncated Gaussian recover the most accurate family of population-level distributions, as evidenced by the small values of these fits’ corresponding $M$ metrics (in bold).
Figure 7. Visualization of the simulated forward modeled sample. In the top panel, we show the individual eccentricity posteriors (violin plots) obtained by using OPIT to perform orbit fits to the simulated astrometry for each of the 45 systems drawn from an underlying uniform population-level eccentricity distribution. In each individual violin plot, the black dot corresponds to the “true” eccentricity of the individual system, while the gray box corresponds to the interquartile range of its eccentricity posterior. On the right, we plot the histogram of true eccentricities for the simulated sample, where the thick black curve shows the underlying uniform eccentricity distribution. The bottom panel shows the analogous information for the ensemble of 45 systems drawn from an underlying RV exoplanet distribution.

The distributions themselves are shown in Figures 10 and 11. Using a log-uniform prior results in significantly different recovered distributions; the hyperparameter ranges in this case shift to $\alpha = 4.2^{+0.2}_{-0.2}$ and $\beta = 26^{+40}_{-183}$. Interestingly, there is a striking resemblance between these results for the imaged planet sample (right panel of Figure 10, $N=9$) and the distributions recovered for the $N=10$ sample of eccentricity posteriors for forward modeled systems drawn from an assumed underlying RV exoplanet eccentricity distribution (Figure 9)—another possible indication that imaged planets have a similar eccentricity distribution to RV exoplanets. Finally, applying a uniform hyperprior yields $\alpha = 106^{+45}_{-48}$, $\beta = 699^{+314}_{-314}$. This corresponds to a range of narrow distributions (left panel of Figure 10) with pronounced peaks at $e \sim 0.15$—mirroring the results from BBN 2020. The narrowly peaked nature of this family of distributions is likely

Table 4

| Hyperprior                   | $N$ | $\alpha$ | $\beta$ | $\mu$ |
|------------------------------|-----|----------|---------|-------|
| Uniform on [0.01, 100]      | 5   | $22^{+14}_{-11}$ | $69^{+32}_{-22}$ | 1.36  |
| Log-uniform on [0.01, 100]  | 5   | $1.2^{+1.1}_{-0.9}$ | $2.6^{+2.6}_{-2.2}$ | 0.95  |
| Truncated Gaussian: $\mu = 0.69, \sigma = 1.0$ | 5   | $0.8^{+0.4}_{-0.3}$ | $1.3^{+0.4}_{-0.2}$ | 0.01  |
| Log-normal: $\mu = 1.0, \sigma = 0.4$ | 5   | $25^{+17}_{-13}$ | $73^{+29}_{-20}$ | 1.43  |
| Uniform on [0.01, 1000]     | 10  | $12.2^{+7.7}_{-3.9}$ | $72^{+20}_{-30}$ | 1.24  |
| Log-uniform on [0.01, 100]  | 10  | $2.7^{+0.7}_{-0.4}$ | $20^{+11}_{-20}$ | 0.9   |
| Truncated Gaussian: $\mu = 0.69, \sigma = 1.0$ | 10  | $0.6^{+0.3}_{-0.2}$ | $1.4^{+0.4}_{-0.2}$ | 0.5   |
| Log-normal: $\mu = 1.0, \sigma = 0.4$ | 10  | $15^{+10}_{-7}$ | $78^{+19}_{-26}$ | 1.29  |
| Uniform on [0.01, 1000]     | 20  | $12^{+9}_{-5}$ | $69^{+22}_{-26}$ | 1.24  |
| Log-uniform on [0.01, 100]  | 20  | $0.59^{+0.29}_{-0.24}$ | $1.0^{+0.6}_{-0.6}$ | 0.87  |
| Truncated Gaussian: $\mu = 0.69, \sigma = 1.0$ | 20  | $0.60^{+0.29}_{-0.24}$ | $1.23^{+0.49}_{-0.48}$ | 0.55  |
| Log-normal: $\mu = 1.0, \sigma = 0.4$ | 20  | $16^{+8}_{-6.3}$ | $77^{+27}_{-25}$ | 1.3   |
| Uniform on [0.01, 1000]     | 45  | $10^{+3}_{-2}$ | $76^{+28}_{-15}$ | 1.23  |
| Log-uniform on [0.01, 100]  | 45  | $5.4^{+3}_{-2}$ | $76^{+28}_{-15}$ | 1.06  |
| Truncated Gaussian: $\mu = 0.69, \sigma = 1.0$ | 45  | $0.60^{+0.20}_{-0.15}$ | $1.7^{+0.43}_{-0.43}$ | 0.35  |
| Log-normal: $\mu = 1.0, \sigma = 0.4$ | 45  | $12^{+13}_{-12}$ | $82^{+13}_{-22}$ | 1.27  |

Note. See Figure 9 for a visualization of these distributions.

The eccentricity distribution underlying the population of imaged giant planets is consistent with the eccentricity distribution of RV exoplanets that reside much closer to their host stars. A similar result was found by BBN20 using a mass ratio threshold.

Table 5

| Sample                   | Hyperprior            | $\alpha$ | $\beta$ |
|--------------------------|-----------------------|----------|---------|
| Giant Planets            | Truncated Gaussian:   | $0.7^{+0.4}_{-0.3}$ | $2.3^{+0.8}_{-0.7}$ |
|                          | $\mu = 0.69, \sigma = 1.0$ |          |         |
| Giant Planets            | Log-Uniform on [0.01, 100] | $4.2^{+3.2}_{-2.8}$ | $26^{+40}_{-38}$ |
| Giant Planets            | Uniform on [0.01, 1000] | $106^{+45}_{-48}$ | $699^{+314}_{-314}$ |
| Brown Dwarfs             | Truncated Gaussian:   | $1.6^{+0.6}_{-0.5}$ | $1.2^{+0.7}_{-0.4}$ |
|                          | $\mu = 0.69, \sigma = 1.0$ |          |         |
| Brown Dwarfs             | Log-Uniform on [0.01, 100] | $1.5^{+1.1}_{-1.1}$ | $1.2^{+0.7}_{-0.4}$ |
| Brown Dwarfs             | Uniform on [0.01, 1000] | $2.5^{+1.1}_{-1.1}$ | $1.8^{+0.7}_{-0.7}$ |

Note. The distributions themselves are shown in Figures 10 and 11.
a consequence of biases imparted by the uniform hyperprior (Section 3).

For the brown dwarf subsample, we find that the choice of hyperprior does not exert a significant impact on the inferred eccentricity distributions. As can be seen in Figure 11, the hyperpriors we test recover similar eccentricity distributions. The results of each fit are consistent with those of BBN20, who (using a uniform hyperprior) found $\alpha = 2.3$ and $\beta = 1.7$ for the best-fit hyperparameters for the brown dwarf subsample. The decreased influence of the hyperprior choice in this case can be explained by its larger sample size ($N = 18$) relative to the imaged planet subsample ($N = 9$) as well as the presence of brown dwarfs with tightly constrained nonzero and nonoverlapping eccentricity posteriors, which disfavors the narrowly peaked eccentricity distributions preferred by the uniform and log-uniform hyperpriors. In contrast, the individual eccentricity
posteriors for the imaged planets in the sample tend to be much broader, so the choice of hyperprior more readily influences the inferred population-level distributions. We note, however, that our results show a clear difference between the eccentricity distributions of the imaged planet and brown dwarf samples—a distinction that is robust to the hyperprior choice.

7. Conclusion

In this study, we performed a systematic exploration of the impact that the choice of hyperprior has on the population-level eccentricity distributions recovered using HBM for a model parameterized by a beta distribution. Our key finding is that imposing a uniform prior on hyperparameters $(\alpha, \beta)$—a choice often made in previous studies attempting such population-level analysis—imparts a significant bias onto the resulting posteriors when the sample size is small or when individual eccentricity constraints are large. This can be explained by the fact that a uniform prior in the $(\alpha, \beta)$ space corresponds to a narrowly peaked family of beta distributions in the eccentricity space. Moreover, the wider the hyperparameter range, the narrower the eccentricity hyperprior distributions become. As such, we argue that a uniform hyperprior on $(\alpha, \beta)$ does not
accurately represent our prior expectation for population-level eccentricity distributions and should not be used as a default choice for HBM with the beta distribution.

Instead, a truncated Gaussian hyperprior (with $\mu = 0.69$, $\sigma = 1.0$) on the beta distribution hyperparameters appears to be a much more suitable hyperprior. The family of distributions it produces cover a wide range of morphologies, including the shapes predicted by different planet formation theories. We thus recommend the truncated Gaussian hyperprior with $(\mu, \sigma) = (0.69, 1.0)$ for use as a weakly informative hyperprior when performing HBM using the beta distribution.

We performed a series of forward-modeling experiments to explore how well we can recover a known underlying eccentricity distribution from a sample of substellar companions. Two assumed underlying distributions were explored, the RV exoplanet distribution from Kipping (2013), and the uniform eccentricity distribution, using four qualitatively distinct hyperpriors. In both cases, and for all sample sizes tested, we found that a truncated Gaussian prior with $\mu = 0.69$ and $\sigma = 1.0$ performed the best and was able to most consistently recover the input distributions.

Applying these findings to the analysis of real data for imaged substellar companions, we first confirm the key finding of BBN20: imaged giant planets and brown dwarfs have different eccentricity distributions, a distinction that is robust to the choice of hyperprior and points to separate formational pathways for the two classes of objects. This echoes the results of Nielsen et al. (2019), who found different distributions in mass and semimajor axis for imaged giant planets and brown dwarfs. We calculate new results for the population-level eccentricity distribution of widely separated imaged giant planets and find that its underlying eccentricity distribution is similar to the eccentricity distribution of RV exoplanets from Kipping (2013). Given the small size of the current imaged planet sample, there is a need for additional discoveries and continued monitoring of known companions to firmly establish the exact degree of similarity between the eccentricities of these two classes of planets. However, even at this stage, these findings raise an interesting question regarding planet formation: are the mechanisms involved in the formation and subsequent dynamical evolution of close-in planets in the RV exoplanet sample related to those responsible for forming gas giants imaged at wide separations observed using direct imaging?
Or is this resemblance coincidental? BBN20 recovered a distribution similar to RV exoplanets for imaged giant planets when the observational sample of substellar companions was split by the mass ratio rather than by mass, indicating the sensitivity of the population-level eccentricity posterior to the exact make up of the sample. There are many possible extensions to the method we have developed in this study that may help elucidate our understanding of the formation of widely separated giant planets. The forward modeling can be made even more realistic by incorporating a mixture of well-constrained and less-constrained posteriors to better mimic the status of observational samples today. Furthermore, simulating data with multiple observation types (such as radial velocities and sky-plane astrometric accelerations from Gaia/Hipparcos) in addition to astrometry from high-contrast imaging would make the method more realistic. In the future, with more systems in hand, eccentricity distributions could be studied as functions of other quantities of interest such as planet mass, stellar metallicity, and separation, which will provide a more granular understanding of the factors affecting planet formation and dynamical evolution. Furthermore, leveraging such a sample will enable expansion beyond the beta distribution and allow for detailed model comparisons that will help determine the most reliable model choices for inferring eccentricity distributions with HBM. Together with advances in individual orbit characterization made possible by microarcsecond astrometry from instruments such as GRAVITY (Lacour et al. 2014; Gravity Collaboration et al. 2017, 2019), hierarchical inference of planet population eccentricities will establish a more complete view of the planet formation process.
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