Analysis of a Chaotic System with Line Equilibrium and Its Application to Secure Communications Using a Descriptor Observer
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Abstract: In this work a novel chaotic system with a line equilibrium is presented. First, a dynamical analysis on the system is performed, by computing its bifurcation diagram, continuation diagram, phase portraits and Lyapunov exponents. Then, the system is applied to the problem of secure communication. We assume that the transmitted signal is an additional state. For this reason, the nonlinear system is rewritten in a rectangular descriptor form and then an observer is constructed for achieving synchronization and input reconstruction. If we assume some rank conditions (on the nonlinearities and the solvability of a linear matrix inequality (LMI)) on the system matrices then the observer synchronization can be feasible. We evaluate and demonstrate our approach with specific numerical results.

Keywords: descriptor systems; chaos; synchronization; observer design; secure communication; hidden attractors; linear matrix inequality (LMI)

1. Introduction

Over the last decades, the phenomenon of chaotic synchronization has been widely studied in the literature [1]. This problem appears when two or more chaotic systems are coupled, with an initial system called the master system driving the rest, called slave systems. The goal in this case is to have the trajectory of the slave system converge to the master system, as time approaches infinity. As chaotic systems are very sensitive to changes in the initial conditions and system parameters, the control and synchronization of chaotic systems is a challenging task. Over the years, chaos synchronization has found applications in many scientific disciplines, including, but not limited to, encryption and secure transmission [2–8], optics and lasers [9,10], engineering [11] and robotics [12–14]. So far, a wide variety of design approaches have been applied for synchronization [2,15–24].
As mentioned above, secure communications is among the state-of-the-art applications of chaos synchronization [5]. This is based on the concept of initially masking an information signal using a chaotic system and then transmitting it. The signal retrieval at the receiver is accomplished after suitable signal processing. There have been several different approaches to this problem [21,25–29]. This work considers the descriptor observer approach, which is studied in [15–20,28,30–32]. In this work, a nonlinear system (the master system) is designed, and a desired transmitted signal is fed to the system as an input. Then, the input signal is treated as an additional state, leading to the reformulation of the system as a rectangular descriptor system. For this system, an observer is then constructed as the slave system, which can estimate the system states and the transmitted signal simultaneously and with the same accuracy, thus achieving synchronization and input reconstruction. In addition, this design is based on the formulation and solvability of a linear matrix inequality (LMI), which is easy to perform in Matlab, and also some mild conditions on the system nonlinearities and the ranks of the involved matrices. A simplified scheme of this design is shown in Figure 1.

The authors in [20] propose an observer design that can easily be implemented, under specific conditions. These are the conditions on the type of the system nonlinearities and the requirement that the information signal is also transmitted through the output. The latter was also reported in [17]. The above-mentioned studies have raised a question. This is if this kind of approach could work for a nonlinear system with pure nonlinear terms. This means that there is no semilinear part, and that a hidden attractor with a line equilibrium exists.

A hidden attractor is an attractor who has basin of attraction that does not intersect with any open neighbourhood of an equilibrium. A related point to consider is that there are three basic families of a rare type of chaotic systems that have hidden attractors, the systems with stable equilibria [33,34], the systems with an infinite number of equilibrium points [35,36], and the systems without any equilibrium points [8,37–46], see Figure 2. This case is interesting, since using systems with hidden attractors adds complexity to the dynamical system that is used as the master system. Therefore, the proposed system will have more complex behavior. In this case, the system will be less sensitive to intruders who want to reconstruct the transmitted signal or to get information by using well-known methods, such as frequency detection techniques. Thus, possible implementations of this technique could be more secure.

---

**Figure 1.** A simplified outline of the observer design.

**Figure 2.** The three main categories of systems with hidden attractors.
Therefore, in this work we study the application of [20] in such a system and extend the work of [30], by further analysing the dynamical behavior of the proposed chaotic system with line equilibrium, and considering additional simulations in the synchronization section. The results open up the potential of several future extensions.

The rest of this paper is organized in the following way. In Section 2, we present and analyze the proposed chaotic system. Section 3 gives a description of the problem of secure communication. The numerical results are reported in Section 4. Finally, Section 5 gives the conclusion and a discussion on future work.

2. The Proposed Dynamical System

2.1. System Description

We consider the following novel three-dimensional dynamical system

\[
\begin{align*}
\dot{x}_1(t) &= x_2(t)x_3(t) \\
\dot{x}_2(t) &= x_1(t)|x_1(t)| - x_2(t)|x_2(t)| \\
\dot{x}_3(t) &= |x_1(t)| - ax_1(t)x_2(t)
\end{align*}
\]

where \(a\) is the system parameter. System (1) has the following features:

1. The system has only five terms. Till now only few chaotic 3D dynamical systems with five terms have been reported in literature. Most of them belong to the class of jerk systems and they have been introduced by Professor Sprott and his colleagues [47,48]. However, there are few others, which are written in the general 3D dynamical system’s form [49–53]. In 1997, Fu and Heidel rigorously proved that there can be no simpler system with a quadratic nonlinearity [54].

2. It is a system without linear terms. Till now, there are only few chaotic 3D dynamical systems without linear terms, which have been reported in literature [55,56].

3. By solving

\[
\begin{align*}
0 &= x_2(t)x_3(t) \\
0 &= x_1(t)|x_1(t)| - x_2(t)|x_2(t)| \\
0 &= |x_1(t)| - ax_1(t)x_2(t)
\end{align*}
\]

It is easy to verify that (1) has a line of equilibrium points \(E(0,0,x_3(t))\). Therefore, system’s attractor is hidden.

4. The amplitude \(x_3(t)\) is easily controllable.

5. The system is symmetric through the transformation \((x_1, x_2, x_3) \rightarrow (-x_1, -x_2, x_3)\).

This symmetry is observed in Figure 3, where two symmetric system’s periodic attractors, in the three different planes, for \(a = 3\) and initial conditions \((x_1(0), x_2(0), x_3(0)) = (1, 0.5, 1)\), with red color, and \((x_1(0), x_2(0), x_3(0)) = (-1, -0.5, 1)\), with blue color, has been captured.

Therefore, as far as the authors know, a 3D autonomous nonlinear dynamical system like this, which combines the aforementioned features and especially the first three of them, is the first of this kind.
Figure 3. Symmetric system’s attractors in (a) $x_1 - x_2$ plane, (b) $x_1 - x_3$ plane, and (c) $x_2 - x_3$ plane, for $a = 3$ and initial conditions $(x_1(0), x_2(0), x_3(0)) = (1, 0.5, 1)$, with red color, and $(x_1(0), x_2(0), x_3(0)) = (-1, -0.5, 1)$, with blue color.

2.2. Dynamical Analysis

In this section, we perform the analysis of system’s (1) dynamical behavior with initial conditions $(x_1(0), x_2(0), x_3(0)) = (1, 0.5, 1)$, by using well-known tools from the nonlinear theory, such as the bifurcation diagram, the continuation diagram, the spectrum of Lyapunov exponents and the phase portraits. In more details, in order to study the system dynamical behavior, we numerically integrate (1) using the fourth-order Runge-Kutta algorithm. For each set of parameter $a$ and initial conditions used in this work, we select the time step to be equal to $\Delta t = 0.001$ and the computations are carried out in extended precision mode. For every parameter settings, the system is integrated for a sufficiently long time and the transient is discarded. Furthermore, the system’s (1) Lyapunov exponents, for the selected set of initial conditions is calculated, by using the algorithm in [57].

Therefore, for revealing system’s (1) dynamics, regarding the value of parameter $a$, the system’s bifurcation diagram of $x_3$ versus the parameter $a$ has been plotted (Figure 4a, blue colour). The bifurcation diagram is produced by plotting the variable $x_3$ when the trajectory cuts the plane $x_1 = 0$ with $dx_1/dt < 0$, as the control parameter $a$ increases in tiny steps in the range $0.5 \leq a \leq 3.0$. As illustrated in Figure 4a system (2) inserts to a chaotic region, which is interrupted by small periodic windows, through a period-doubling route, as the parameter $a$ increases.

Next, the continuation diagram is obtained by plotting the variable $x_3$ when the trajectory cuts the plane $x_1 = 0$ with $dx_1/dt < 0$, as the control parameter, is increased in tiny steps in the same range of $0.5 \leq a \leq 3.0$ (Figure 4a, red colour). However, for this diagram the final state of the system, for a value of each control parameter, serves as the initial state for the system for the next value of the control parameter. This is the main difference between the continuation diagram and the bifurcation diagram. The comparison of the bifurcation diagram with the continuation diagram is a simple but effective way to find the ranges of values, in which a system develops coexisting attractors. In this way periodic and chaotic coexisting attractors for low values of the control parameter $a$ are revealed. Figure 5 depicts the coexisting attractors for $a = 0.726$. 
Figure 4. (a) Bifurcation diagram (blue) (with same initial conditions in each iteration) and continuation diagram (red) (with different initial conditions in each iteration), and (b) Lyapunov Exponents (LE) of system (1) versus parameter $a$.

Figure 5. Coexisting chaotic attractors in $x_1 - x_3$ plane, for $a = 0.726$ and initial conditions $(x_1(0), x_2(0), x_3(0)) = (1, 0.5, 1)$, with red color, and $(x_1(0), x_2(0), x_3(0)) = (-1, 1.27, -2.05)$, with blue color.
Furthermore, the spectrum of Lyapunov exponents (LE) versus the parameter $a$ is depicted in Figure 4b. From this diagram the system’s dynamical behavior, as it has been presented in Figure 4a, well coincides with the spectrum of the Lyapunov exponents. Consequently, as it is known from the nonlinear theory in periodic regions the system has only the maximum Lyapunov exponent equal to zero, while in chaotic regions the system has a positive maximum Lyapunov exponent.

Moreover, one may look at the plots of Figure 4a, and observe another interesting phenomenon. This phenomenon is called antimonotonicity and it has been introduced by Dawson et al. [58]. It is a fundamental phenomenon in the bifurcations theory [59–61], according to which periodic orbits are not only created but also destroyed, when one increases the control parameter smoothly in any neighborhood of a homoclinic tangency value, leading to reversals of period doubling cascades. So, antimonotonicity is due to tangential intersections between the stable and unstable manifolds of a system. According to the phenomenon of antimonotonicity, the system enters to chaos with the well-known period doubling route (period-1 $\rightarrow$ period-2 $\rightarrow$ ... $\rightarrow$ chaos) and exits from the chaos following the reverse period doubling route (chaos $\rightarrow$ ... $\rightarrow$ period-2 $\rightarrow$ period-1). This procedure has as a result the forming of a chaotic bubble in the bifurcation diagram.

In both diagrams of Figure 4a, the phenomenon of antimonotonicity is revealed. In more details, with the increase of the parameter $a$, a chaotic bubble of period-1 is generated, from 0.5 to 3 with step 0.002. Also, from Figure 4a chaos for a wide range of the parameter $a$ is illustrated. In Figure 6 phase portraits for various values of the parameter $a$ depict this behavior from period-1 to chaos and back to period-1 through the mechanism of period doubling. Figure 7 shows the 3D phase portrait for $a = 1.5$. 

Figure 6. Cont.
Figure 6. Phase portraits in $x_1 - x_3$ plane, for (a) $a = 0.5$ (period-1), (b) $a = 0.7$ (period-2), (c) $a = 0.708$ (period-4), (d) $a = 1.5$ (chaos), (e) $a = 2.09$ (period-5), (f) $a = 2.59$ (period-4), (g) $a = 2.7$ (period-2), and (h) $a = 3.0$ (period-1).

Figure 7. 3D Phase portrait for $a = 1.5$. 
3. Realization of the System

In this section, we present an electronic circuit that emulates the proposed system (1). In that way, we demonstrate the system’s feasibility. From the viewpoint of practical applications [62,63] the hardware implementation of a mathematical chaotic model is an important issue, especially if the circuit is realized using commercially available components like amplifiers and integrated circuits [64–66].

The schematic of the circuit that emulates the system (1) is shown in Figure 8. This circuit consists of three integrators (U₁ – U₃), one inverting amplifier (U₄), that are realized using the operational amplifier TL084, four signal multipliers (U₅ – U₈) of type AD633, as well as two absolute value circuits.

Figure 8. Schematic of the circuit emulating system (1).
Using Kirchhoff’s circuit laws, we express the circuital equations of the designed circuit of Figure 8 as:

\[
\begin{align*}
\dot{X} &= \frac{1}{RC} (YZ) \\
\dot{Y} &= \frac{1}{RC} (X|X| - Y|Y|) \\
\dot{Z} &= \frac{1}{RC} (|X| - \frac{R}{R_a} XY)
\end{align*}
\]  

(3)

where the variables \(X\), \(Y\), and \(Z\) denote the voltages in the outputs of the integrators \(U_1 - U_3\). We normalize the differential equations of system (3) using \(\tau = \frac{t}{RC}\). One may notice that this system is equivalent to the system (1), with \(a = \frac{R}{R_a}\). We select the circuit components with the following values: \(R = 10 \, k\Omega\), \(R_1 = 5 \, k\Omega\), \(R_2 = 45 \, k\Omega\), and \(C = 10 \, nF\), while the power supplies of all active devices are \(\pm 15 \, V\), and the circuit of Figure 8 has been designed in Multisim and the Spice results are depicted in Figure 9, for parameter \(a = 1.5\). In this way, the phase portraits of circuit’s behavior in various planes, for the same value of the parameter \(a\), as in the corresponding phase portrait of Figure 6d, are depicted. As expected, the obtained results from the Spice confirm the feasibility of the introduced system (1).

![Figure 9. Chaotic attractors produced from the circuit of Figure 8, for \(a = 1.5\), in (a) \(x - y\) plane, (b) \(x - z\) plane and (c) \(y - z\) plane.](image)

4. Application to Secure Communications

In this section, we consider the application of the proposed system to the problem of secure communications. Now, the non-autonomous case of (1) is considered

\[
\begin{align*}
\dot{x}_1(t) &= x_2(t)x_3(t) + a_1s(t) \\
\dot{x}_2(t) &= x_1(t)|x_1(t)| - x_2(t)|x_2(t)| + a_2s(t) \\
\dot{x}_3(t) &= |x_1(t)| - ax_1(t)x_2(t) + a_3s(t) \\
y(t) &= C_1 \left( x_1(t) \quad x_2(t) \quad x_3(t) \right)^T + Ds(t)
\end{align*}
\]  

(4)
where \( s(t) \) is the transmitted signal that is injected linearly in the system, \( y(t) \) the measurable output, \( a_1, a_2, a_3 \) are the transmitted signal coefficients and \( C_1, D \) are matrices of appropriate dimensions. So here, the design assumes an input-state-output formulation.

To proceed with synchronization, and also successful estimation of the input signal, the transmitted signal is considered as an additional system state. This leads to the reformulation of the system as a rectangular descriptor system of the form

\[
\begin{align}
E \dot{x}(t) &= Ax(t) + f(x) \\
y(t) &= Cx(t)
\end{align}
\]

where

\[
E = \begin{pmatrix} I_3 & 0 \end{pmatrix}, \quad A = \begin{pmatrix} 0 & 0 & a_1 \\ 0 & 0 & a_2 \\ 0 & 0 & a_3 \end{pmatrix}, \quad C = \begin{pmatrix} C_1 & D \end{pmatrix},
\]

\[
x(t) = \begin{pmatrix} x_1(t) \\ x_2(t) \\ x_3(t) \\ s(t) \end{pmatrix}, \quad f(x) = \begin{pmatrix} x_2(t)x_3(t) \\ x_1(t)|x_1(t)| - x_2(t)|x_2(t)| \\ |x_1(t)| - ax_1(t)x_2(t) \end{pmatrix}
\]

With this reformulation, by constructing an observer for the system (5), the augmented state \( x(t) \) can be estimated, and thus synchronization and input estimation can be simultaneously achieved, with the same precision. We make the following assumptions for the system:

(A.1) \( \text{rank}(E^T, C^T)^T = n \), where \( n \) is the number of columns of \( E \). So, by considering the form of \( E \), one can see that this is equivalent to \( D \) having full column rank.

(A.2) The nonlinear part satisfies the Lipschitz property, that is, there exists a positive scalar \( \gamma > 0 \) such that

\[
||f(x) - f(y)|| \leq \gamma ||x - y||, \quad \forall x, y \in \mathbb{R}^n
\]

Remark 1. Assumption A.2 covers a wide range of chaotic systems. Even for systems that are not globally Lipschitz, a constant \( \gamma \) can be found so that the system satisfies the Lipschitz property locally, which can be useful for applications.

Under the above assumptions, the aim is to design an observer for system (5). The observer has the following form

\[
\begin{align}
\dot{z}(t) &= Nz(t) + Ly(t) + Rf(\hat{x}) \\
\hat{x}(t) &= z(t) + My(t)
\end{align}
\]

where the matrices \( N, L, R, M \) must be computed, so that the state \( \hat{x} \) approximates \( x \), that is

\[
||\hat{x} - x|| \to 0 \quad \text{as} \quad t \to \infty, \quad \forall x(0), z(0)
\]

In the same way as in [20,30,67], we apply the following steps for calculation of the observer matrices.

1. Compute the matrix \( R \), following the procedure given in ([67] Appendix A.)
2. Compute the matrices \( \tilde{E} = RE, \tilde{A} = RA \) that correspond to the system

\[
\tilde{E}\dot{\hat{x}} = \tilde{A} + Rf(x), \quad y = Cx
\]
and check the solvability of the LMI

$$\left( A^T P + P A - C R^T K + \gamma^2 I \begin{bmatrix} PR \\ -I \end{bmatrix} \right) < 0 \quad (9)$$

for $P > 0$ and $\hat{K}$.

3. If $(9)$ is solvable, the observer matrices can then be computed by

$$K = P^{-1} \hat{K}, \quad N = \hat{A} - KC \quad (10)$$
$$\hat{E} = I - MC, \quad L = K + NM \quad (11)$$

and the observer $(7)$ can synchronise with system $(4)$ and thus achieve synchronization with the states, and reconstruction of $s(t)$.

**Remark 2.** In [68], the detectability condition

$$\text{rank}\left( \begin{bmatrix} sE - A \\ C \end{bmatrix} \right) = n, \forall s \in \hat{C}^+$$

is shown to be necessary for the solvability of the LMI $(9)$, where $\hat{C}^+ = \{s \in C, \text{Re}(s) \geq 0\}$. To satisfy this, based on the structure of $A$, the addition of multiple outputs may be considered, to counter the absence of linear terms.

5. Simulation Results

For the simulation of the above observer design, we first consider the parameter values $a = 1.7$ and $a_1 = 1, a_2 = 0.5, a_3 = 0$ and

$$C = \begin{pmatrix} 1 & 3 & 0 & 0.2 \\ 0 & 2 & 0.5 & 0 \\ 2 & 0 & 1 & 0 \end{pmatrix}$$

The transmitted signal is $s(t) = 0.3\cos(\pi t)$. The initial conditions are taken as $x_1(0) = 0.1, x_2(0) = 0.1, x_3(0) = 0.1, z_1(0) = 1, z_2(0) = 1, z_3(0) = 1, z_4(0) = 0$. The simulation results are shown in Figure 10. It is seen that the observer successfully estimates the states and input signal.

This design can also be used for the transmission of binary signals. Here we consider a binary information signal. The signal takes a random value of 1 or 0 every 0.2 s. The observer estimations are shown in Figure 11. The parameter values are $a = 1.5, a_1 = 1, a_2 = a_3 = 0$ and the output matrix is chosen as

$$C = \begin{pmatrix} 1 & 0 & 1 & 0.1 \\ 0 & 1 & 0.5 & 0 \\ 1 & 2 & 0 & 0 \end{pmatrix} \quad (13)$$

As a further thought, Figure 12 depicts the transmission of two signals $s_1(t) = 0.5\cos(2\pi t)$ and $s_2(t) = \cos(0.5\pi t) + 0.5\sin(0.8\pi t) + 1$, with $a = 1.1, E = (I_3, 0_{3 \times 2})$,

$$C = \begin{pmatrix} 1 & 0 & 1 & 1 & 0.5 \\ 0 & 1 & 0.5 & 0.5 & 0.7 \\ 1 & 2 & 0 & 1 & 0.3 \end{pmatrix}, A = \begin{pmatrix} 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix}$$
Figure 10. Time response of states $x_1(t), x_2(t), x_3(t)$ and signal $s(t)$ and their estimations $\hat{x}_1(t), \hat{x}_2(t), \hat{x}_3(t), \hat{s}(t)$.

Figure 11. Time response of states $x_1(t), x_2(t), x_3(t)$ and signal $s(t)$ and their estimations $\hat{x}_1(t), \hat{x}_2(t), \hat{x}_3(t), \hat{s}(t)$ for a binary information signal.

Figure 12. Estimation of signals $s_1(t) = 0.5\cos(2\pi t)$ and $s_2(t) = \cos(0.5\pi t) + 0.5\sin(0.8\pi t) + 1$. 
6. Conclusions and Future Aspects

In the present work, a novel chaotic system with line equilibrium and one parameter was studied. First, a dynamical analysis was performed and it was shown that the system is chaotic for a range of parameter values. Then, the system was applied to the problem of secure communication. By considering the transmitted signal as an additional state, an observer was designed for a rectangular system to estimate the states and signal.

Subsequent studies of this work will consider more aspects for chaos based secure communication, utilizing systems with hidden attractors. These include systems of higher dimension, hyperchaotic systems [15,22], and discrete time systems [69,70]. Also, the transmission of different types of signals, for example for image transmission will also be considered, and also the nonlinear transmission of the information signal. Reduced order observers will be studied as well. The circuit implementation is also under study. It has been previously pointed that hardware limitations can arise, for example, in [15] it is noted that the resistance and capacitance of the circuit elements in the master and slave system will have slight deflections. Still, there is an interest in working on a design that will be robust in countering such limitations. Sensitivity analysis can be first studied numerically, considering minimal norm matrix perturbations. Also, the emergence of noise in the communication channel is a realistic implementation problem that should also be addressed.
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