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Abstract: This article discusses the connection between crystallography and material science. It sheds light on some of the research opportunities that are currently available and it critically reviews the directions taken by the scientific community in the field of crystal engineering. The focus is on materials formed by the assembly of organic and organometallic molecular building blocks.
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1. Introduction

Historically chemistry (alchemy)[1] has been the science searching for new materials and tuning their properties for desired applications. In the last century a somewhat new perception of the science of materials emerged, which is multidisciplinary and at the crossroads of basic sciences and engineering. During this transformation, it is sometime overlooked that a ‘narrower’ science, namely crystallography, has produced some time ago a substantial amount of the theoretical basis (as well as the corresponding scientific language) necessary for the development of this new material science. In fact, crystallography is itself at the crossroads of chemistry, physics, mathematics and biology and – transgressing the definition of a crystal[2] – crystallographers often investigate amorphous samples, material surfaces and fibers as well.

Originally born as a purely natural science, crystallography relies since the 19th century also on formal sciences, especially mathematics, which provided the group theory basis of crystallography. In addition, what is nowadays called the fabrication of materials has always been within the realm of crystallography; it includes the studies of the kinetics and thermodynamics of crystal growth, of phase transformations and of material processing. Furthermore, the inherent connection between crystallography and engineering is often overlooked, especially by chemists. Metallurgy, the ancestor of material science, could be considered as a discipline quite entangled with engineering. Metallurgists are the ‘crystallographers of metals’, they use crystallographic concepts to analyze and describe the structures of metals and alloys, their mechanical, electrical, optical and magnetic properties as well as the phase transitions and the reactions occurring during metal processing. Surprisingly, however, metallurgists are not interacting routinely with the rest of the crystallographic community (and vice versa), neither at meetings, in the national and international associations, nor in the scientific journals traditional dealing with crystallographic topics. This lack of interaction is probably due to the now widespread and erroneous perception of crystallography as a subfield of (molecular) structural chemistry or biology. A comprehensive discussion of the position of crystallography within the sciences is beyond the scope of this paper. The interested reader is referred to a series of recent review papers in which the author has tried to address this problem.[3] Additional interesting reading material on this subject is found in the ‘white paper’ on Crystal and Materials Technology for Energy Savings, Renewable Energy, Health and Education recently edited by Bruni and Scheel.[4]

This article focuses on molecular-based materials with the aim of highlighting the importance of crystallography in the design of new materials and investigations of their properties. Moreover, a critical discussion is presented of the field and scope of crystal engineering.

2. Molecular Materials and the Role of Crystallography

In general, organic and metal organic materials are based on the aggregation of a single type of molecules, or on the self-assembly of different neutral or ionic molecules. These so-called building blocks form multi-dimensional architectures, typically in the solid state.

Although the crystalline phase of an organic or organo-metallic molecular compound is not necessarily an interesting material itself, the stereo-electronic flexibility of such molecules can be the basis for property control obtained through the periodically homogeneous organization of atoms and molecules in space, as it occurs in a crystal or in a partially crystalline phase. Amino acids for example, well-known building blocks of life, have been proposed for use as optical device materials,[5] which exploit the above mentioned property amplification obtained through the homogeneous assembly of molecules. Two features in particular are making these compounds quite attractive: i) α-amino acids are chiral (with the exception of glycine) and naturally available in enantiopure form and their homo-chiral crystals show high non-linear optical efficiency;[6] ii) mono-crystals of large size and good quality are easily grown, a prerequisite for their use as devices.
This simple example shows that engineering molecular materials implies the selection of adequate molecular carriers of specific functionalities, and their optimal arrangement in an ideally periodic system. Given that large-size crystals are necessary for real-world devices, controlling the crystal growth is a third important aspect of the engineering process, i.e. controlling the production of real crystals, as opposed to ideal ones.[17]

The role of crystallography in these studies is obvious, but unfortunately often not fully appreciated and sometime limited to mere X-ray crystal structure determination. In fact, crystallography is still considered a descriptive science whose main contribution is simply the interpretation of the diffraction pattern from single crystals (nowadays a well-established and rapid procedure) or powders, in order to yield information on the nature and the disposition of atoms and molecules in the solid state, on the type of supra-molecular networks and on some specific geometric parameters, such as intermolecular distances. It should be pointed out, however, that this viewpoint does not reflect a limitation of crystallography as a science, it rather indicates restricted usage of its potential by scientists.

The great potential of crystallography will be illustrated in more detail in section 4, after having reviewed energetic aspects of molecular materials in section 3.

3. Forces between Molecules

Molecules use different forces to aggregate in the crystalline solid state, as summarized in Fig. 1. First there are the covalent bonds. In organic molecules these bonds are very strong and highly directional. In a crystal, three-dimensional crystalline architectures can be formed which are normally rather robust. Molecules may react in solution to form polymers or oligomers that become insoluble and rapidly crystallize. The first synthetic organic polymers were mono-dimensional chains, held together by weaker London type forces (see below). The rapid crystallization, the low dimensionality and the conformational flexibility of the covalent network made these polymers very poorly, if at all, crystalline and this is exactly the source of their – temperature dependent – plastic behavior.[11]

In the past two decades the covalent bond between metals and organic ligands has been deployed extensively for synthesizing metal–organic polymers. In this case, the junction between the building blocks is softer: the bond is still partially covalent, i.e. associated with the donation and acceptance of electron pairs (from the ligand to the metal and vice versa),[12] and somewhat more polar. It remains quite directional, but is usually weaker than homopolar bonds between main group atoms. The dimensionality of the network can be quite high due to the stereochemical flexibility of the metal centers. Therefore, these materials are normally crystalline and sometime quite robust, i.e. resistant to thermal, mechanical or chemical stress.[13]

Their properties such as porosity, anisotropic magnetism and conductivity, light emissivity and absorptivity are based on the periodicity and homogeneity of the crystals.

The field of organometallic coordination compounds has impressively grown, thanks primarily to the appeal of porous materials such as the metal–organic framework compounds (MOFs).[14] They have attracted chemists for a number of reasons: first their preparation is simple and often low-cost, normally based on self-assembly processes in solution; second the structures of MOFs are extremely attractive, with intriguing topologies that have triggered a renewed interest[15] in mathematical and theoretical crystallography.[16] The functionalities of MOFs are also potentially interesting and useful, although the majority of the compounds reported so far have not yet found applications. Despite the widespread research activities, modeling MOFs[17] and predicting their topologies, structures and properties is still quite difficult. So far most of the approaches used to fabricate these materials are empirical. ‘Material design’ is much less advanced than ‘drug design’. Nevertheless, MOFs have contributed significantly to a renaissance of purely organic polymers, the closely analogous ‘covalent organic frameworks’ (COF) in particular.[18] These are porous crystals based on organic monomers and strong covalent bonds. Note however, that research on these species, sometime considered as very new, have been proposed already in the 1960s when inclusion compounds of organic polymers have been reported for the first time.[19]

Crystal engineers make use not only of the strongest, but very often of the weaker interactions as well. In this respect they mimic nature. The best known such interaction is of course the hydrogen bond (HB). The HB is special because of its extremely varied nature ranging from
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evident justification of their properties. In fact, because it allows a more physically oriented description of the interactions occurring in crystals and a more strongly localized and actually quite covalent, hence insensitive to the global charges of the donor and acceptor ions. The prefix perspensive regions. Any intermediate situation overlap of electrostatic, induction and dispersive forces. In the plot of Fig. 1, the strong HB is located at the crossover of covalent, electrostatic and induction forces, whereas the weak HB is at the overlap of electrostatic, induction and dispersive regions. Any intermediate situation is also possible depending on the nature of the HB donor and acceptor groups.

While the HB is genuinely diverse, it has become quite popular in recent times to ‘discover’ new types of HB interactions, assigning ad hoc names to them which tend to stress sometime minor and sometime even irrelevant differences. For example, Braga et al. suggested to call the HB occurring between two equally charged molecular ions ‘pseudo-hydrogen bond’. These authors claimed that, because they are not stably in isolated species, the HB would not be a true one. After some discussion in the literature, it was demonstrated that the HB in those cases is strongly localized and actually quite covalent, hence insensitive to the global charges of the donor and acceptor ions. The prefix ‘pseudo’ was fortunately abandoned soon afterwards.

From the material crystallography point of view, the main question is how HBs determine material properties. Given the large variety of hydrogen-bonded supramolecular structures a universally valid answer to this question is probably impossible. However, we can identify a) in the absence of stronger covalent interactions, the HB organizes the molecules in space, taking advantage of its directionality; b) the HB polarizes the molecules involved so that their stereo-electronic features are modified. The role of ‘organizer’ is very often the most important for HBs in molecular materials, because, as mentioned above, many properties depend more on the periodical homogeneity of a crystal, than on the electronic/electrostatic perturbation locally produced by an HB. Note that polarization effects occurring in crystals are mainly due to the sum of many long range interactions that repeat periodically, rather than to the strength of a few short range interactions. Consider, for example the dipole moment enhancement occurring in molecules embedded in polar crystals: after the real extent of these enhancements had been established, it was found that this effect cannot be attributed to just one or a few HBs within the first coordination sphere. It is important to understand that the dipole enhancement is not just due to the molecule being in a polarizing medium, because an enhancement of the same extent is not observed in solution, which is only a statistically but not periodically homogeneous medium. This observation once more demonstrates the unique amplification effect due to the crystal lattice.

Among the many weaker intermolecular interactions the ‘halogen bond’, and more recently even the ‘chalcogen bond’ has attracted a growing interest. The name ‘halogen bond’ was chosen by virtue of the structural analogy with the HB. It can be adequately described within the conventional schemes of intermolecular interactions, taking into account induction, exchange-repulsion and dispersion as implemented in semi-classical approaches, see caption of Fig. 1. In a recent work, Stone suggested that the real driving force of the halogen bond could be the need to minimize the short range repulsion rather than an electrostatic attraction. It is also interesting to note that materials based on halogen bonding are often investigated for the same structural features and applications as those based on other intermolecular forces. This analogy renders the distinction questionable.

Counteracting this tendency to differentiate intermolecular interaction from each other, Gilli and collaborators have recently proposed a unifying approach that even includes the HB. They tend to classify all intermolecular interactions within the well established framework of frontier molecular orbital interactions, that work so well in explaining chemical bonding and reactions in classical organic and organometallic chemistry. Applying this approach, there would be no discontinuity in the scheme of Fig. 1 between heteropolar (donor–acceptor) covalent interactions and polarization induced ones. Frontier orbitals minimize the role of permanent and field-induced molecular electric moments, because they emphasize ‘orbital controlled’ (or soft) acid–base interactions.

In practice, it should be considered that molecular materials are largely dominated by soft interactions, unless hard cations are present which is rarely the case. Moreover, the oribitalistic description of soft interactions inherently includes both a true covalent effect (a dative-type bond) and a polarization effect, due to a configuration interaction producing a substantial redistribution of electron density within the interacting molecules, see caption of Fig. 1.

This unifying theory based on simplified quantum mechanical theory is preferable to the sometime random structural classifications because it allows a more physically oriented description of the interactions occurring in crystals and a more evident justification of their properties. In fact, an inspection of the binding energies and the anisotropies associated with intermolecular interactions could inform us, for example, on the resistance of a material against mechanical stress (compression, expansion and shear); covalent bonds have high force constants and binding energies, therefore the corresponding materials have a large bulk modulus and a small thermal expansion. Among the non-covalent materials, those based on ionic bonds or HBs are normally harder than those aggregated through dispersive forces. The latter interactions leave the materials extremely compressible, at least in the range of few kbar. At higher pressure, phase transformations or chemical reactions form new covalent bonds thus producing harder materials. This simple consideration is also useful for mixed materials, for example layered structures, where two directions are associated with covalent connections, and are therefore less compressible, whereas the third direction is softer and more compressible. Analysis of chemical bonding also enables the evaluation of hardness.

This property, although associated with some obvious effects such asindentation, lacks a precise definition.

All research on molecular materials takes enormous advantage of crystallographic studies. A fundamental contribution is certainly the crystal structure determination, obtained normally through X-ray, neutron or electron diffraction on single crystals or powders. Also important is the rationalization of the supramolecular architectures in terms of network topology, the prediction of crystal structures, the determination of molecular electrostatic or magnetic moments and their derivatives, the analysis of chemical bonding, the accurate measurement or calculation of crystal properties etc. Moreover, studies of disorder, extended defects, modulation etc., are extremely important because they inform us on the behavior of real crystals and not only of the ideal ones.

4. Beyond Crystal Structure Determination

As anticipated above, crystallography is not only the science of ‘determining crystal structures’; its contribution to the field of molecular material science is much wider. Some examples of such contributions are briefly discussed in the following paragraphs.

4.1 Crystal Structure Prediction

From the material science point of view, crystal structure prediction is even more important than crystal structure determination. In contrast to molecular
chemistry, where simple stereo-electronic rules enable scientists to anticipate the product(s) of a synthesis, or at least to formulate a short list of reasonable hypotheses, supramolecular chemistry is much less predictable due to the complex phenomen-on of polymorphism, the crystal analog of molecular isomerism. It is produced by the large number of competing intermolecular interactions, with comparable binding energies to stabilize the supra-molecular assemblies.

In the past decades more and more efforts were spent on developing theoretical tools for predicting the solid-state forms of organic and organometallic molecules. A unifying approach is missing as yet. However, depending on the class of compounds, semi-empirical or ab initio calculations have had at least partial success.

Nevertheless, the crystal structure prediction of molecular materials remains a rather complex, time consuming business, certainly not doable on the back of an envelope. Currently there are two main limitations: the accuracy in the evaluation of the interaction energies and the completeness of the inspection of the energy landscape associated with the multidimensional conformational/configurational space of supramolecular arrangements. In fact, it is quite difficult to identify the stable structure (that of lowest free energy) from a collection of phases with very similar enthalpies. Moreover, the conformational space is sometimes so complex that the structure of the stable phase cannot be identified.

What one can realistically expect, even from semi-empirical calculations, is a reasonable idea of the stability of a given crystal phase, in other words being able to exclude the phases that are highly unlikely to occur, even as metastable ones.

4.2 Topology

The physical properties of crystals are usually represented by tensors whose forms are determined by the crystal class, i.e. the point group symmetry of the crystal. However, the symmetry alone does not predict the magnitude of a property and thus the efficiency of a given material; it simply determines whether or not a macroscopic property is theoretically allowed (necessary condition).

The functionality of a given phase, e.g. conductivity, magnetism, elasticity, toughness, ductility, often depends on a particular net of bonds. Therefore, the topology of the crystal net is an important additional descriptor. It could be regarded as a sufficient condition for a property, if the definition of the topological object ‘bond’ is correctly chosen.

So far, topological research has been oriented mainly toward the classification of networks, rather than towards their implications for material properties. Exceptions are the properties purely related to structure, such as porosity and interpenetration. Network classification has been extensively studied by Blatov et al. following earlier ideas by O’Keefe. Note that the topological classification of networks represents the basis for the modern and popular reticular chemistry, proposed by O’Keefe and Yaghiri. The concept of reticular chemistry is probably the only attempt so far to formulate a paradigm of supramolecular synthesis somehow comparable with synthesis design and retro-synthetic approaches commonly adopted in organic chemistry.

Of course, the topological classification of three-dimensional periodic networks is a pure mathematical analysis, but if applied in combination with the physical origin of a given property, it may become an important tool for material design.

4.3 Reverse Crystal Engineering and Material Design

The term ‘Crystal Engineering’ first appeared in the 1970s. It started being used frequently during the 1990s and today it is common practice to associate ‘engineering’ concepts with much of the traditional crystallographic work. A provocative discussion was initiated a few years ago by Jack Dunitz who in a short article reported on the same crystal structure determinations that he had carried out more than 50 years earlier for his PhD thesis, and had already published in the 1940s. He vividly illustrated the difference in discussing the very same compounds then and now. While somewhat bizarre, the article implicitly criticizes the use of the word ‘crystal engineering’; new words do not necessarily bring new insight.

While this criticism is still valid, it is also true that the combination of a basic science and engineering could have contributed to a more application-oriented molecular crystallography. This would have required more attention to the design of materials and a better understanding of the machinery beneath their functionalities, rather than the more traditional ‘description & classification’ approach of a natural science. However, the ‘crystal engineering’ language has mainly generated new, sometime exotic, descriptions of the structures and has only marginally increased the application-oriented nature of this science. An important aspect of engineering has so far been neglected: reverse engineering. This concept is somewhat similar to ‘retro-synthesis’ in organic chemistry, which enables the prediction of the fastest and/or the cheapest routes to synthesize a target molecule. In material science, reverse engineering implies in first instance an understanding of which component is important (and why) in order to generate the desired functionality and secondly ideas on how to improve the component and its functionality.

In crystal engineering, the purpose of a reverse analysis is finding the suitable functional groups and their arrangement, hence the ideal crystal structure that would produce a desired microscopic or macroscopic property.

As a matter of fact, the products obtained during a ‘crystal engineering’ research project are very rarely engineered; even the most interesting materials are often obtained from some kind of ‘trial & error’ combination of building blocks, at best selected to design new structural – but more rarely functional – features.

Admittedly this criticism is severe though necessary. However, it frees the way to developing a serious reverse crystal engineering approach, therefore filling the gap between the current crystal engineering and a more rigorous applied discipline.

Fig. 2 summarizes the important steps of the process, which include the selection of a suitable arrangement of functional molecules or groups, the design of the corresponding stable or metastable crystal structure and eventually its preparation. The first step involves pure modeling and requires a rapid, though sufficiently accurate, estimation of material properties from a given assembly of molecules. The approach needs to be applied systematically to a large number of ideal candidate crystal structures. In order to efficiently explore the associated immense conformational search spaces, the evaluation of a property must be rapid, i.e. necessarily based on a large number of approximations. Once the potentially interesting arrangements of building blocks have been recognized, the stability of the corresponding crystal structure must be tested. As mentioned above, crystal structure prediction is now
sufficiently advanced to rapidly scrutinize candidate structures. The identification of the stable phase at given thermodynamic conditions, is difficult, but not at all a problem for reverse crystal engineering. In fact, metastable phases with potentially interesting properties should not be screened out and treated like the stable phase of a material. Metastable phases can often be synthesized anyway and put to practical use. One notable example is diamond. If we were asked to predict whether a hard material can be produced from elemental carbon, we would make an obvious mistake if we would first scrutinize the phase most stable at ambient condition (graphite) rather than the metastable ones (including diamond). Of course, the fact that the interesting phase is only metastable at ambient conditions makes its synthesis more difficult, but – at least in this case – still feasible.

The idea of optimizing material properties, instead of minimizing lattice energy or enthalpy of a crystal, has been carried out by Oganov and co-workers for elemental solids and binary inorganic compounds. His approach takes advantage of his previous research in the field of crystal structure prediction, which uses evolutionary algorithms to explore the complicated energy landscape associated with the structures of minerals, inorganic phases and (more recently) molecular crystals. The evolutionary algorithm locates the relevant minima even in a very complicated energy landscape. However, it is important to stress that the energy landscape itself depends on the type of calculations; it may well differ for semi-empirical and first principle calculations, the latter being typically limited to density functional theory (DFT). For inorganic materials, the property optimization can also be carried out at a DFT level. For molecular materials an analogous calculation would be much more intricate because of the large number of atoms per unit cell.

In recent work, Krawchuk et al. proposed a way to simplify the calculation of optical properties in organic materials by using atomic (hyper)polarizabilities that are easily and rapidly calculated for the building blocks in isolation (Fig. 3). This approach simplifies the estimation of optical properties enormously and it is easily combined with the generation of ideal crystal structures through evolutionary algorithms as proposed by Oganov.

Thus the methods of crystal property calculations developed for binary phases may easily be applied to molecular materials as well.

As mentioned in section 4.1, current modeling methods cannot at present evaluate the synthesis conditions necessary to obtain a given material, e.g. temperature and pressure. This is in keeping with analogous limitations of computational chemistry which is also still quite far from the calculation of the best solvent, temperature and concentrations necessary to carry out a given chemical reaction.

4.4 Material Response

The material crystallography approach can be made even more powerful, if the response of a material to an external perturbation is experimentally investigated. Such experiments provide empirical access to some of the information obtained from modeling. If the latter uses crucial approximations it requires experimental validation.

Among the many possible studies of crystalline materials, those that attract the largest interest nowadays are the in situ experiments, where the response of a material to a given stimulus is recorded together with the structural data. Such stimuli range from those that are easy to measure, such as thermal or mechanical stress, to more complex and perhaps combined ones, such as a temperature or pressure gradient combined with an electric, magnetic or light induced excitation. In the past few decades, the technological improvement has been enormous so that today a combined diffraction and/or spectroscopic experiment can be performed under many environmental conditions. This often requires access to large scale facilities, in particular synchrotron stations, because the response of materials may be very weak and therefore the largest possible sources may be necessary to detect it. In the future, free electron lasers will make this kind of studies even more informative.

4.5 Electron Distribution and Material Properties

One of the most appealing applications of X-ray diffraction in the past 4–5 decades has been the accurate determination of the electron density distribution in crystalline materials. While research in this direction had been already anticipated by Debye in 1915, it did not become possible until X-ray diffraction intensities could be measured with sufficient accuracy and the amplitude of atomic motions in crystal could be significantly reduced by lowering the temperature of the experiment.

In principle, chemical and physical properties can be understood once the distribution of electrons is known with precision. For example, the electrostatic forces produced by a molecule and acting on another molecule reveal the potential sites of hard nucleophilic–electrophilic interactions. The direction of the largest electron density accumulations in a crystal inform us on some potential properties of a species, for example its compressibility, which is associated with the amount of kinetic energy density. In this respect, the quantum theory of atoms in molecules has proven to be a very useful tool for characterizing the nature of the chemical bonds in molecules and solids. It provides a basis for the above discussion on networks of bonds and their correlation with material functionality.

The connection between many crystal properties and electron density remains somewhat empirical. In fact, it is often the changes of the electron density distribution, with respect to time or in response to an applied field, that determine the properties, such as the electric or magnetic susceptibility of a crystal (depending on the polarizability of the electron density under an electric or a magnetic field). The current density is another fundamental property that is correlated with many physical quantities. Traditional X-ray diffraction experiments on crystals, maintained in their ground state, are unable to detect material response. However, many recent developments allow scientists to anticipate at least approximately the changes of the ground state electron density as a function of an applied field, thus opening new opportunities. Moreover, femtosecond X-ray diffraction enables nowadays the deter-
mination of at least approximate time resolved electron density maps.\cite{1}

5. Conclusions

It is the disposition of atoms in the structure and their linkage that determines the properties of any material. While this concept is easily understood, its usage in scientific research is quite complicated for many reasons: the structure of a material is not easily predicted, the role and the nature of the chemical bonding are sometime ambiguous, the precise connection between the structure and the property is not always clear.

In this review article, it was shown that crystallographic modeling has been and still remains essential for the complete understanding of modern material chemistry and engineering. Crystallography provides the main background for material science and engineering. However, this is not sufficiently recognized, and crystallography is often considered (and used) just as an analytical tool. In the author’s view, this is one of the reasons why the design of materials or metals and alloys, is not a force, however in Morse-type potential order, for example). The interaction between monopolar charges (the strongest because the interaction between monopolar charges (the longest ranging of such interactions) is non-directional by definition. This contrasts with the covalent interactions which are most directional when they are strongly directional (e.g. double or higher bond order, for example).

However, a sensible application of crystallographic concepts and approaches is vital for a successful progress of molecular material science.
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