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Abstract—Up to now, most existing steganalytic methods are designed for grayscale images, and they are not suitable for color images that are widely used in current social networks. In this paper, we design a universal color image steganalysis network (called UCNet) in spatial and JPEG domains. The proposed method includes preprocessing, convolutional, and classification modules. To preserve the steganographic artifacts in each color channel, in preprocessing module, we firstly separate the input image into three channels according to the corresponding embedding spaces (i.e. RGB for spatial steganography and YCbCr for JPEG steganography), and then extract the image residuals with 62 fixed high-pass filters, finally concatenate all truncated residuals for subsequent analysis rather than adding them together with normal convolution like existing CNN-based steganalyzers. To accelerate the network convergence and effectively reduce the number of parameters, in convolutional module, we carefully design three types of layers with different shortcut connections and group convolution structures to further learn high-level steganalytic features. In classification module, we employ a global average pooling and fully connected layer for classification. We conduct extensive experiments on ALASKA II to demonstrate that the proposed method can achieve state-of-the-art results compared with the modern CNN-based steganalyzers (e.g., SRNet and J-YeNet) in both spatial and JPEG domains, while keeping relatively few memory requirements and training time. Furthermore, we also provide necessary descriptions and many ablation experiments to verify the rationality of the network design.

Index Terms—Steganalysis, Steganography, Color Images, Convolutional Neural Network (CNN).

I. INTRODUCTION

IMAGE steganography aims to embed secret information into digital image without introducing obvious visual artifacts. On the opposite side, steganalysis aims to detect covert communication established via steganography. Recently, most modern steganographic methods (1–5) are image content adaptive, which significantly enhance the steganography security. Thus, steganalysis is facing severe challenges.

Image steganalysis techniques can be divided into two categories, that is, traditional methods based on handcrafted features and CNN-based methods. Feature extraction is the key issue in traditional methods. For instance, in spatial domain, Penvy et al. [6] obtained 686-dimensional features by extracting inter-pixel relationships. Fridrich et al. [7] used several different high-pass filters and calculated the co-occurrence matrix for the obtained features to get 34671-dimensional features (called SRM). Holub et al. [8] proposed a random projection feature analysis method based on the residuals of SRM. In JPEG domain, Kodovský et al. [9] presented a rich model of JPEG to capture the changes brought by the steganographic signal more comprehensively. Holub et al. [10] proposed a DCTR feature with 64 kernels using discrete cosine transform. Later, Song et al. [11] used Gabor filters instead of SRM kernels to detect JPEG steganography, and also achieved better performance. Recently, many CNN-based steganalytic methods (e.g., [12–20]) have been proposed and achieve much better results compared with traditional ones. For instance, in spatial domain, Ye et al. [14] proposed a CNN structure and also with the help of selection channel knowledge, the model gained better detection accuracy over the SRM (called YeNet). Yedroudj et al. [16] achieved further performance improvement based on YeNet using data augmentation, batch normalization (called Yedroudj-Net). Deng et al. [19] introduced covariance pooling to the steganalysis task (we call it CovNet) and achieved better results. In JPEG domain, Xu [13] designed a 20-layer CNN-based steganalyzer called J-XuNet for detecting J-UNIWARD [21]. Boroumand et al. [17] described a universal deep steganalysis residual network (called SRNet), and showed its effectiveness in both spatial and JPEG steganography. Huang et al. [18] presented a selection-channel-aware CNN called J-YeNet by extending the YeNet [14] for JPEG steganalysis.

Note that all above mentioned methods are designed for detecting grayscale stegos, and they are not very suitable for detecting color stegos generated by some steganography methods, such as [22–27]. Recently, several traditional steganalytic methods, such as [28–31], have been proposed for color images. For instance, Goljan et al. [30] proposed an extension of the SRM [7] for steganalysis of color images (called CRM). Yang et al. [31] presented a variant of SRM feature based on the embedding change probabilities in differential channels between different color channels. In spatial domain, Zeng et al. [32] first design a wider separate-then-reunion network (called WISERNet) for steganalysis of color images, and achieve better results compared with related methods based on handcrafted features. Except for WISERNet, to our best knowledge, the recent CNN-based steganalyzers for color images are directly based on some existing methods for
grayscale images or some effective models in computer vision. For instance, in JPEG domain, Youosi et al. [33] and Chubachi [34] adjust the existing networks (i.e., SRNet) for color JPEG images. Furthermore, they introduce other improvement strategies, such as model pre-training on a big image dataset (e.g., ImageNet [35]) or ensemble model with different CNNs, to further enhance detection performances of the existing networks. Butora and Youosi et al. [36], [37] explored the effect of several variants of EfficientNet in steganalysis. Although these steganalyzers can achieve satisfactory results, some inherent steganographic artifacts within color images have not been fully exploited for steganalysis, such as the relationship between color channels. Like SRNet for grayscale images, in addition, a universal steganalytic network that is effective in both spatial and JPEG domains for color images is critically needed.

Aiming at color images, we design a universal deep steganalytic network based on channel representation in this paper. In the proposed method, we firstly separate the color input image into three channels according to their embedding spaces (i.e. RGB for spatial steganography and YCbCr for JPEG steganography). To enhance the steganographic noise signal in both spatial and JPEG domains, we combine 30 basic linear filters from SRM and 32 Gabor filters for calculating image residuals. To well preserve steganographic artifacts in each color channel, we then concatenate all truncated residuals for subsequent analysis instead of adding them together like existing steganalytic networks. Furthermore, we carefully design three types of layers with different shortcut connections and group convolution structures to further learn high-level steganalytic features. Extensive experimental results evaluated on ALASKA II show that the proposed method can achieve state-of-the-art results compared with some modern CNN-based steganalyzers, while maintaining lower resource requirements and number of parameters. In addition, sufficient ablation experiments are also provided to verify the rationality of the network design.

The rest of the paper is organized as follows. Section ?? describes the proposed method in detail. Section ?? shows comparative experimental results and discussions. Finally, the concluding remarks of this paper and future works are given in Section [I]

II. CONCLUSION REMARKS

Most existing steganalytic methods are originally designed for detecting grayscale images, and they are not very effective in color image steganalysis based on our experiments. In this paper, therefore, we proposed a universal deep network for steganalysis of color image based on channel representation, and demonstrate that the proposed method can achieve the best detection performances for compared with some modern steganalytic networks in both spatial and JPEG domains. The major contributions of this work are as follows:

- To well preserve the steganographic artifacts in color images, we employ the color channel separation and then concatenate feature maps instead of the convolution summation which is commonly used in existing steganalytic networks;
- To extract the high-level steganalytic features, we carefully design three new types of layers and then combined them into a continuous convolutional module. Experimental results on ALASKA II demonstrate the superiority of the proposed steganalyzer compared with the modern steganalytic networks in both spatial and JPEG domains;
- To verify the rationality of our proposed model, we give some necessary descriptions about our network design in three modules (i.e., preprocessing, convolutional, and classification). Furthermore, we provide extensive ablation experiments of the proposed model.

Our future work will focus on two aspects: 1) we will integrate selection-channel-aware into the proposed steganalyzer, and adaptively enhance the model features from different levels of network. In addition, we will design an effective strategy to improve inter-channel correlation by combining embedding probability information for each channel of color images; 2) We will further explore deep learning-based architectures for color image steganalysis using inter-channel correlation, such as introducing quaternion convolutional neural networks to preserve inter-channel dependencies and thus extract richer steganalytic features.
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