1. Introduction

The decarbonization of society requires efficient storage of energy for portable, mobile, and stationary applications, e.g., stabilization of power grids based on fluctuating renewable energy sources. A promising approach for this challenge are electrochemical storage systems in the form of batteries. For mobile applications, lithium-ion batteries are the state-of-the-art technology as they comprise high energy density and good cyclability.\(^{[1]}\) Improving the performance of lithium-ion batteries is, thus, key toward a green future.

A critical issue limiting the performance and lifetime of lithium-ion batteries is the coupling of chemistry and mechanics inside the battery active particles. The lithium uptake of the host material leads to volume mismatch inside the particles. This causes mechanical stress, which eventually leads to particle fracture and thereby capacity loss.\(^{[2,3]}\) In turn, the mechanical stress influences the diffusion of lithium inside the host.\(^{[2,3,4]}\) These effects are especially pronounced for phase separating materials, e.g., lithium manganese oxide spinel \(\text{Li}_{x}\text{Mn}_2\text{O}_4\) (LMO), lithium iron phosphate \(\text{Li}_x\text{FePO}_4\) (LFP) and group IV elements (silicon, germanium, and tin), which form a lithium poor and a lithium rich phase during battery operation.\(^{[5–22]}\)

Physical models extend our understanding of the chemical–mechanical coupling and the phase separation within the electrode particles. The Cahn–Hilliard theory\(^{[15,16]}\) provides a framework to consistently describe diffusion and phase separation based on a free energy functional. By extending this free energy functional for mechanical contributions, a consistent description of the chemical–mechanical coupling emerges. Several groups implemented these models to describe the lithiation of silicon\(^{[17–20]}\) \(\text{Li}_x\text{Mn}_2\text{O}_4\),\(^{[11,21–23]}\) \(\text{Li}_x\text{FePO}_4\),\(^{[23–30]}\) or the sodiation of \(\text{Na}_x\text{FePO}_4\).\(^{[23–25]}\)

However, phase-field models are computationally demanding, which impedes their application in simulations of full cells. The geometric nonlinearity of large deformations and the higher order differential operators impose a numerical challenge. In addition, the quasi-instantaneous formation and comparable slow migration of an almost sharp phase transition causes a strong variation of the spatial and temporal scales. Thus, the accurate solution of the model equations requires a high spatial and temporal resolution and many large linear systems to solve.
In literature, similar phase-field models coupling chemical–mechanical intercalation processes were already discussed.\textsuperscript{[11,17–19,21–26,30–34]} To overcome the numerical challenge caused by the higher order differential operators, oftentimes a mixed formulation was considered, introducing a new solution variable and splitting the equations into two second-order equations.\textsuperscript{[11,17–19,21–26,30–34]} In contrast, Xu and co-workers\textsuperscript{[32–34]} treated the fourth-order derivative straightforward using the isogeometric analysis. However, only marginally advanced numerical techniques such as adaptivity were used to overcome the heterogeneities in spatial and temporal scale.\textsuperscript{[25]}

In this article, we develop a phase-field model for phase separating electrode materials coupling chemistry, mechanics, and phase separation consistently with a common free energy functional. We consider a mixed formulation of the model equations and present a convergent, space and time adaptive, higher order finite element solver with a fully implicit, variable-step, variable-order time integration scheme. Due to the adaptive solution algorithm, we create large computational savings, which allows us to perform numerical experiments in crucial parameter regimes efficiently.

The rest of this article is organized as follows: Next in Section 2, we derive our model to describe phase transformation and chemical–mechanical coupling during battery operation. Following, we explain our numerical solution algorithm in Section 3. We discuss the simulation results of this methodology in Section 4 and summarize the key findings in Section 5.

2. Model Development

In this section, we derive a phase-field model to describe the chemical–mechanical coupling in phase transforming materials. First, we model the chemical and mechanical deformation of the electrode particle. Afterwards, we state a phase-field model accounting for the phase separation of the material. From this phase-field model, we consistently derive equations to describe mechanics and chemistry in the last two subsections.

2.1. Deformation

During battery operation, the particle deforms from its initial (reference) configuration $\Omega_0$ to the current configuration $\Omega$, as shown in Figure 1. We describe this process with the deformation gradient $\mathbf{F} = \partial \mathbf{x}/\partial \mathbf{x}_0$, which corresponds to the mapping of a point $\mathbf{x}_0$ from the reference configuration to a point $\mathbf{x}$ in the current configuration. The displacement $\mathbf{u}$ is incorporated in this mapping according to

$$\mathbf{F} = \mathbf{I} + \nabla \mathbf{u}$$

with the identity matrix $\mathbf{I}$.\textsuperscript{[35,36]} We multiplicatively split the deformation according to

$$\mathbf{F} = \mathbf{F}_\text{ch}\mathbf{F}_\text{el}$$

into a chemical part $\mathbf{F}_\text{ch}$, caused by lithium uptake of the host material, and an elastic part $\mathbf{F}_\text{el}$, caused by mechanical stress. We assume an isotropic and linear chemical expansion of the host material with rising lithium content according to

$$\mathbf{F}_\text{ch} = \lambda_\text{ch}\mathbf{I}$$

with $\lambda_\text{ch} = \sqrt{1 + \psi}$.

Here, $\psi$ denotes the partial molar volume of lithium inside the host material and $c$ the lithium concentration. In the following subsections, we derive the balance equations in the non-deforming reference configuration $\Omega_0$.

2.2. Phase-Field Model

2.2.1. Free Energy Density

We derive a thermodynamically consistent model based on a free energy density $\psi$, which guarantees a strictly positive entropy production.\textsuperscript{[37]} The free energy density consists of a chemical part $\psi_{\text{ch}}$, an interfacial part $\psi_{\text{int}}$, and an elastic part $\psi_{\text{el}}$.\textsuperscript{[11,17,24,26]}

$$\psi = \psi_{\text{ch}} + \psi_{\text{int}} + \psi_{\text{el}}$$

The chemical free energy density $\psi_{\text{ch}}$ has the form

$$\psi_{\text{ch}} = RT\varepsilon_{\text{max}}\left[\alpha_1\tilde{\varepsilon} + \frac{\alpha_2}{2}\tilde{\varepsilon}^2 + \tilde{\varepsilon}\log(\tilde{\varepsilon}) + (1 - \tilde{\varepsilon})\log(1 - \tilde{\varepsilon})\right]$$

depending on the normalized lithium concentration $\tilde{\varepsilon} = c/c_{\text{max}}$ with the maximum lithium concentration of the host material $c_{\text{max}}$, the universal gas constant $R$, and the operation temperature $T$ in Kelvin. The first two terms account for the energetic contributions from the interaction of lithium ions with the host material ($\alpha_1$) and other lithium ions ($\alpha_2$).\textsuperscript{[24,31,38]}

Thereby, these parameters determine the equilibrium
concentrations $\bar{\varepsilon}_a$ and $\bar{\varepsilon}_b$. The third and fourth term describe the entropic contributions based on a solid solution approach. These interactions lead to a double well potential, as shown in Figure 2, with two stable phases $\alpha$ and $\beta$.\cite{11, 24, 33}

The interfacial energy functional

$$\psi_{\text{int}} = \frac{1}{2} RT_c \max \chi |\nabla \varepsilon|^2$$

(6)

gives rise to a separation of these phases. The interfacial energy coefficient $\kappa$ determines the magnitude of the interfacial energy and thereby the interface thickness $s$\cite{35, 36} according to

$$s = (\bar{\varepsilon}_b - \bar{\varepsilon}_a) \sqrt{\frac{\kappa}{2 \Delta \psi_{\text{ch}}}}$$

(7)

with the normalized equilibrium concentrations of the lithium poor $\bar{\varepsilon}_a$ and lithium rich phase $\bar{\varepsilon}_b$. The excess free energy density $\Delta \psi_{\text{ch}}$ is defined as the difference of the normalized chemical free energy density $\psi = F / RT_{\text{max}}$ at $(\bar{\varepsilon}_a + \bar{\varepsilon}_b)/2$ and the normalized chemical free energy density obtained as mixture of the $\alpha$ and $\beta$ phases\cite{32}

$$\Delta \psi_{\text{ch}} = \psi_{\text{ch}}\left(\frac{\bar{\varepsilon}_a + \bar{\varepsilon}_b}{2}\right) - \frac{1}{2} \left(\psi_{\text{ch}}(\bar{\varepsilon}_a) + \psi_{\text{ch}}(\bar{\varepsilon}_b)\right)$$

(8)

We describe the elastic energy inside the host material with a linear elastic approach\cite{35, 36}

$$\psi_{\text{el}} = \frac{1}{2} E_{\text{el}} : \mathbf{C}_{\text{el}}$$

with $E_{\text{el}} = \lambda \text{tr}(\mathbf{F}_{\text{el}})\mathbf{I} + 2G\mathbf{F}_{\text{el}}$

(9)

where $\lambda = 2G(1 - \nu)$ and $G = E_{\text{el}}/(2(1 + \nu))$ are the Lamé constants, which depend on the elastic modulus $E_{\text{el}}$ and Poisson’s ratio $\nu$ of the host material.

We define the elastic strain $\mathbf{E}_{\text{el}}$ as the difference between total C and stress-free chemical deformation $\mathbf{C}_{\text{ch}}$ with the deformation gradients $\mathbf{F}$ and $\mathbf{F}_{\text{ch}}$ defined by Equation (1) and (3)

$$\mathbf{E}_{\text{el}} = \frac{1}{2}(\mathbf{C} - \mathbf{C}_{\text{ch}})$$

with $\mathbf{C} = \mathbf{F}^T \mathbf{F}$ and $\mathbf{C}_{\text{ch}} = \mathbf{F}_{\text{ch}}^T \mathbf{F}_{\text{ch}}$

(10)

Based on this free energy density, we proceed to derive constitutive equations to describe the coupling of chemistry and mechanics.

2.2.2. Chemistry

The lithium concentration inside the host changes over time due to a gradient in the lithium flux $\mathbf{N}$

$$\partial_t \tilde{\varepsilon} = - \nabla \cdot \mathbf{N}$$

(11)

At the particle boundary, we neglect surface wetting\cite{39} and apply a uniform and constant external flux $N_{\text{ext}}$. We measure this flux in terms of the C-rate, which describes the hours it takes to fully charge the particle, $t_{\text{cycle}} = 1 / \text{C-rate}$. The external flux in C is transformed to SI units by

$$|N_{\text{ext}}| \text{[mol m}^{-2} \text{s}^{-1}] = \frac{1}{3600} \frac{c_{\text{max}}}{A_V} N_{\text{ext}}[\text{C}]$$

(12)

with the specific surface $A_V = S / V$ in m$^2$ m$^{-3}$. Using the C-rate, we obtain the state of charge (SOC) of the particle by

$$\text{SOC} = \frac{1}{V} \int_{t_0} N_{\text{ext}}[\text{C}] \cdot t \, [\text{h}]$$

(13)

with the normalized initial concentration $\bar{\varepsilon}_0$.

Inside the particle, a gradient in the chemical potential $\mu$ drives the lithium flux according to

$$N = - m(\tilde{\varepsilon}) \nabla \mu$$

(14)

with the isotropic mobility $m$ of the lithium atoms inside the host material. Following Di Leo et al.\cite{26}, we define the mobility as

$$m(\tilde{\varepsilon}) = \frac{D_{\text{max}}}{RT} (1 - \tilde{\varepsilon})$$

(15)

with the diffusion coefficient $D$ of lithium atoms inside the host material.

We determine the chemical potential as variational derivative of the system’s free energy $\Psi = \int_{t_0} \psi d\mathbf{x}_0$ with respect to the lithium concentration $\tilde{\varepsilon}$\cite{30}

$$\mu = \partial_t \psi - \nabla \cdot \partial_\varepsilon \psi$$

$$= RT \left[ \alpha_1 + \alpha_2 \tilde{\varepsilon} + \log \left( \frac{\tilde{\varepsilon}}{1 - \tilde{\varepsilon}} \right) \right] - \frac{\nu}{3 \Delta_{\text{ch}}} \text{tr}(\mathbf{C}_{\text{el}}) - RT \kappa \Delta_c$$

(16)

2.2.3. Mechanics

Mechanical stresses arise inside the host material due to large deformations during lithiation. We describe the mechanics with the momentum balance in the reference configuration $\Omega_0$

$$\nabla \cdot \mathbf{P} = 0$$

(17)

which neglects body and inertial forces. Here, $\mathbf{P} = \text{det}(\mathbf{F}) \sigma \mathbf{F}^{-T}$ denotes the first Piola–Kirchhoff stress tensor, which is the transformation of the Cauchy stress $\sigma$ to the reference configuration. We determine the first Piola–Kirchhoff stress tensor $\mathbf{P}$ thermodynamically consistent as the partial derivative of the free energy with respect to the deformation gradient $\mathbf{F}$\cite{36}

$$\mathbf{P} = \partial_\mathbf{F} \psi = \mathbf{F} \mathbf{C}_{\text{el}}$$

(18)

3. Numerical Treatment

In this section we first introduce the normalization of the model equations from Section 2 and state the mathematical problem summarizing all equations in an initial boundary value problem. Afterward, we describe the space and time discretization with finite elements and a family of multistep methods. Finally, we present and explain the space and time adaptive solution algorithm, which we will use for our numerical experiments in Section 4.
3.1. Mathematical Problem Formulation

3.1.1. Normalization

We normalize the underlying model equations to improve the numerical simulation stability. We define the length scale of the reference configuration $L_0$ as reference for the spatial scale, the cycle time $t_{cycle}$ for the time scale, and the maximum lithium concentration $c_{max}$ as reference concentration. We normalize the energy density using $RTc_{max}$. Table 1 shows the arising dimensionless quantities.

The normalization yields three dimensionless parameters characterizing the chemical–mechanical intercalation process: The Fourier number of mass transport $Fo$ relates the diffusion time scale to the process time scale. The numbers $E_{H}$ and $k$ relate the mechanical and the interfacial energy scale to the chemical energy scale.

In the following, we consider the model equations in terms of these dimensionless quantities and suppress the accentuation $\sim$ to enhance readability.

3.1.2. Problem Statement

For the mathematical problem formulation, we introduce the chemical potential $\mu$ as additional solution variable to circumvent the regularity requirements on the finite element method imposed by the higher order differential operators. Thus, we split the fourth-order diffusion equation into two second-order equations.[37,30]

To simplify the model equations further, we express the stress and strain tensors $P$, $E_{ij}$ as well as the deformation gradient $F$ in terms of the displacement $u$. We thus rely on the normalized concentration $c$, the chemical potential $\mu$, and the displacement $u$ as variables and recover the stress in a postprocessing step.

The resulting dimensionless initial boundary value problem then reads as: Let $t_f > 0$ be the final simulation time and $\Omega_0 \subset \mathbb{R}^3$ be the bounded domain representing the reference configuration of an arbitrarily shaped electrode particle. Find the normalized lithium concentration $c:[0, t_f] \times \Omega_0 \rightarrow [0, 1]$, the chemical potential $\mu:[0, t_f] \times \bar{\Omega}_0 \rightarrow \mathbb{R}$, and the displacement $u:[0, t_f] \times \bar{\Omega}_0 \rightarrow \mathbb{R}^3$, up to rigid body motions, satisfying

$$
\begin{align*}
\mathbb{1} & \quad \partial_t c = -\nabla \cdot \{ N(c, \mu) \} & \text{in } (0, t_f) \times \Omega_0 \\
\mathbb{2} & \quad \mu = \mathbb{2} \cdot \psi(c, \nabla c, \nabla u) & \text{in } (0, t_f) \times \Omega_0 \\
\mathbb{3} & \quad V \cdot P(c, \nabla u) = 0 & \text{in } (0, t_f) \times \Omega_0 \\
\mathbb{4} & \quad \nabla c = 0 & \text{on } (0, t_f) \times \partial \Omega_0 \\
\mathbb{5} & \quad N(c, \mu) \cdot n = N_{ext} & \text{on } (0, t_f) \times \partial \Omega_0 \\
\mathbb{6} & \quad P(c, \nabla u) \cdot n = 0 & \text{on } (0, t_f) \times \partial \Omega_0 \\
\mathbb{7} & \quad c(0, \cdot) = c_0 & \text{in } \bar{\Omega}_0 
\end{align*}
$$

where we assume the initial condition $c_0$ to be consistent with the boundary conditions.

Table 1. Normalization of basic model parameters.

| $\overline{t}$ | $L_{cycle}$ | $X_0$ | $X_0/L_0$ | $\bar{u}$ | $u/L_0$ | $\bar{t}$ | $\epsilon/c_{max}$ | $\bar{\mu}$ | $\mu/RT$ | $\bar{\psi}$ | $\psi/RTc_{max}$ | $\bar{\psi}_{ext}$ | $\psi_{ext}/RTc_{max}$ | $Fo$ | $D_{cycle}/L_0^2$ | $\bar{e}$ | $k/L_0^2$ | $E_{H}$ | $E_{H}/RTc_{max}$ |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| $t_{cycle}$ | $L_0$ | $X_0$ | $L_0$ | $u$ | $L_0$ | $t$ | $\epsilon$ | $c_{max}$ | $\mu$ | $RT$ | $\psi$ | $RTc_{max}$ | $\psi_{ext}$ | $RTc_{max}$ | $Fo$ | $D_{cycle}/L_0^2$ | $\bar{e}$ | $k/L_0^2$ | $E_{H}$ | $E_{H}/RTc_{max}$ |

3.2. Numerical Solution Method

In a straightforward way, we extend our discretization scheme from the study by Castelli and Dörfel.\[41\]

3.2.1. Space and Time Discretization

To derive the spatial discrete formulation, we first multiply the partial differential equations of (19) with test functions and integrate over the reference domain $\Omega_0$. Integration by parts yields the weak formulation with the solutions $c$, $\mu \in V$, and $u \in V^*$ with suitable function spaces.[35] The space $V^*$ incorporates appropriate displacement constraints, which will be specified later for the precise application case in Subsection 4.1. To abbreviate our notation, we denote $(f, g) = \int_{\Omega_0} f g dX_0$ as the $L^2$-inner product for two functions $f, g \in L^2(\Omega_0)$ as well as $(v, w) = \int_{\Omega_0} v \cdot w dX_0$ for two vectors $v, w \in L^2(\Omega_0; \mathbb{R}^3)$ and $(S, T) = \int_{\Omega_0} S \cdot T dX_0$ for two tensors $S, T \in L^2(\Omega_0; \mathbb{R}^{3,3})$. We indicate boundary integrals with the subscript $\partial \Omega_0$.

For the application of the isoparametric Lagrangian finite element method\[35\] we replace the domain $\Omega_0$ of the reference configuration by a computational domain $\Omega_h$, which we assume to be a polytop with appropriate boundary approximation of curved boundaries. Next, we chose an admissible mesh $T_h$ of the computational domain $\Omega_h$ and approximate $V_h \subset V$ and $V^*_h \subset V^*$ to be finite dimensional subspaces with bases $\{\varphi_i \in V_h: i = 1, \ldots, N_x\}$ and $\{\xi_i \in V^*_h: i = 1, \ldots, 3N_x\}$. Now, we seek $c_h:[0, t_f] \rightarrow \{c_h \in V_h: c_h(x) \in [0, 1]\}$, $\mu_h:[0, t_f] \rightarrow \mu$, $u_h:[0, t_f] \rightarrow \nabla c_h$ to be solutions of the spatial discrete problem

$$
\begin{align*}
(\varphi_i, \partial_t c_h) &= -(\nabla \varphi_i, m(c_h) \mu_h) - (\nabla \varphi_i, N_{ext} \theta_h) & \text{in } (0, t_f) \times \bar{\Omega}_h \\
0 &= -(\varphi_i, \mu_h) + (\varphi_i, \partial_\varphi \theta_h (c_h) + \partial_\theta \psi (c_h, \nabla u_h) + \kappa (\nabla \varphi_i, \psi_h)) & \text{in } (0, t_f) \times \bar{\Omega}_h \\
0 &= -(\xi_i, P(c_h, \nabla u_h)) & \text{in } (0, t_f) \times \bar{\Omega}_h 
\end{align*}
$$

for all $i, j = 1, \ldots, N_x$ and $k = 1, \ldots, 3N_x$. We insert the finite element ansatz, namely, the basis representation of the solution variables

$$
\begin{align*}
c_h(t, x) &= \sum_{i=1}^{N_x} c_i(t) \varphi_i(x) \\
\mu_h(t, x) &= \sum_{i=1}^{N_x} \mu_i(t) \varphi_i(x), \\
u_h(t, x) &= \sum_{i=1}^{3N_x} \xi_i(t) \xi_i(x)
\end{align*}
$$

and gather the time-dependent coefficients in a common vector-valued function

$$
\begin{align*}
y(t) &= \{(c_i(t)), (\mu_i(t)), (\xi_i(t))\}^T
\end{align*}
$$

such that we can reformulate the spatially discrete problem (20) as general nonlinear differential algebraic equation (DAE): Find
\[ y : [0, t_f] \to \mathbb{R}^{SN} \text{ satisfying} \]
\[ M \delta y = f(t, y) \quad \text{for} \quad t \in (0, t_f) \quad y(0) = y^0 \]  
(25)

The mass matrix of the DAE is singular with its only nonzero block entry \( M_{11} = [(\varphi_i, \varphi_j)]_{ij} \) denoting the mass matrix of the finite element space \( V_h \). The right hand side is defined according to the weak formulation (20); with \( y \) related to \( c_h, \mu_h, u_h \) as described, we have \( f : [0, t_f] \times \mathbb{R}^{SN} \to \mathbb{R}^{SN} \),

\[ f(t, y) = \begin{pmatrix}
  -M_{11} c_h \dot{y}_h - N_{\text{ext}} \\
  -M \mu_{11} \Psi_{ch}(c_h) + \Psi_{cl}(c_h, V u_h) + k \kappa \phi c_h \\
  -\Sigma(c_h, V u_h)
\end{pmatrix} \]  
(26)

with the matrices
\[ M = [(\varphi_i, \varphi_j)]_{ij} \]  
(27)
\[ K_1 = [(\nabla \varphi_i, \nabla \varphi_j)]_{ij} \]  
(28)
\[ K_m(c_h) = [(\nabla \varphi_i, \mu_1 c_h \nabla \varphi_j)]_{ij} \]  
(29)

and the vectors for the nonlinearities and the boundary condition
\[ \Psi_{ch}(c_h) = [(\varphi_i, \partial_r \psi_{ch}(c_h))]_{ij} \]  
(30)
\[ \Psi_{cl}(c_h, V u_h) = [(\varphi_i, \partial_r \psi_{cl}(c_h, V u_h))]_{ij} \]  
(31)
\[ \Sigma(c_h, V u_h) = [(\nabla \psi_k, P(c_h, V u_h))]_{ij} \]  
(32)
\[ N_{\text{ext}} = [(\varphi_i, N_{\text{ext}}) a_{\text{ext}}]_{ij} \]  
(33)

with the ranges of the indices \( i, j, k \) as above.

The resulting DAE (25) can be treated similar to a stiff ordinary differential equation. Therefore, we employ the family of numerical differentiation formulas in a variable-step, variable-order algorithm, in Matlab known as ode15s. Thereby, the time step size and the order are adaptively changed by an error control.

Finally, the space and time discrete problem for advancing one time step from \( t_n \) to \( t_{n+1} = t_n + \tau_n \) with the time step size \( \tau_n > 0 \) is to find the discrete solution \( y^{n+1} \approx y(t_{n+1}) \) satisfying

\[ \xi_n M(\Phi^n + y^{n+1}) = \tau_n f(t_{n+1}, y^{n+1}) \]  
(34)

with \( \Phi^n \) depending on the solutions at some previous time steps \( y^n, \ldots, y^{n-k} \) and a constant \( \xi_k > 0 \) for the chosen order \( k \) [Ref. 43, Sect. 2.3].

### 3.2.2. Space and Time Adaptive Algorithm

We use a revised version of the space and time adaptive solution algorithm already used in the study by Castelli and Dörfler for the simulation of phase separation in electrode particles without mechanical coupling, see Algorithm 1. In the following we discuss some single steps and refer to Ref. [46] for further details.

In Line 2 we linearize the nonlinear algebraic system (34) using the Newton–Raphson method and solve for the updates with a direct LU-decomposition. Note that a suitable initialization of the Newton–Raphson method reduces the number of iteration steps. During the time integration we use the predictor of the scheme for the initialization. The starting values of the Newton–Raphson method used for the first time step are given later in Subsection 4.1.

The estimation of the temporal error in Line 3 is incorporated in the time integration method. We measure the spatial regularity using a gradient recovery estimator. For a general finite element solution \( v_h \) (here \( c_h, \mu_h, u_h \)), we recover the gradient \( G(v_h) \) in the finite element space of \( v_h \), as in the study by Castelli and Dörfler. Therefore, we define local estimates for each element \( Q \) of the mesh \( T_n \) by

\[ \eta^2_Q(v_h) := \int_Q |G(v_h) - \nabla v_h|^2 \, dx \]  
(35)

and the global estimate

\[ \text{est}_v := \left( \sum_{Q \in T_n} \eta^2_Q \right)^{1/2} \]  
(36)

with

\[ \eta^2_Q := \eta^2_Q(c_h) + \eta^2_Q(\mu_h) + \eta^2_Q(u_h) \]  
(37)

In Line 8 and 17 we change the time step size and order adaptively according to Refs. [42–45]. For the spatial marking in Line 11 and 18, we use a maximum strategy according to Bañuelas and Nürnberg. Thereby, we introduce the two parameters \( \theta_0 \) and \( \theta_1 \), controlling the amount of cells that are locally coarsened or refined.

Note that the temporal error and the spatial regularity estimates of Line 3 are multiplied by weights \( \omega_{\text{rel}}, \omega_{\text{sp}} \) such that we realize a mixed error control, compare [Ref. 45, Chap. 1.4], with \( \text{RelTol, AbsTol} \), and \( \text{RelTol_c, AbsTol_c} \).
4. Numerical Experiments

In the following section we present and discuss the results of our numerical experiments obtained with the adaptive finite element solver from Section 3 for the model developed in Section 2. Therefore we first specify the simulation setup in Subsection 4.1. The discussion of the results is then split into a physical analysis in Subsection 4.2 and a numerical analysis of the efficiency in Subsection 4.3.

4.1. Simulation Setup

Throughout the numerical experiments we apply the so far generally derived formalism to the lithiation of a LFP electrode particle with the model parameters and their normalized value given in Table 2, corresponding to the external lithium flux $N_{ext} = 1C$.

As an exemplary particle geometry, we consider a spherical electrode particle and assume a radial symmetric solution. Thus, the 3D geometry reduces to the radial direction. A final 2D example will demonstrate the capabilities and superior efficiency of our numerical solution method.

In the following we define the additional boundary conditions for both geometries based on symmetry arguments and briefly discuss some further implementation details.

4.1.1. Radial Symmetry

The computational domain becomes the 1D unit interval $Ω_0 = (0, 1)$, representing a radial line from the particle center $Γ_0 = \{0\}$ to the surface $Γ_{ext} = \{1\}$ (see Figure 3a). At the artificial boundary in the particle center, we assume a natural boundary condition for the concentration, a no-flux condition for the lithium flux, and fix the radial displacement

$$\nabla c \cdot n = 0 \quad N \cdot n = 0 \quad u = 0 \quad \text{on } (0, t_f) \times Γ_0$$

(38)

We translate the radial symmetry into the discrete finite element formulation by using the modified quadrature weight $dX_0 = 4πr^2dr$. Assuming radial symmetry and a constant initial concentration $c_0$, an appropriate starting value for the Newton–Raphson method at the first time step is given by $c_0$, the constant chemical potential $μ_0 = \partial_x ψ_{ch}(c_0)$, and the stress-free radial displacement $u_0(r) = r(X_{ch}(c_0) - 1)$.

4.1.2. Spheroidal Electrode Particle

We consider the quarter of the cross section of a spheroidal particle (quarter of an ellipse) with a fraction of the semi-axes 1 : 0.6 (see Figure 3b), inspired by Di Leo et al. We generate two flat boundaries $Γ_{0,x}$ and $Γ_{0,y}$ at the semi-axes and one curved boundary $Γ_{ext}$ representing the particle surface, which we approximate with an isoparametric mapping. On the semi-axes we assume natural boundary conditions for the concentration and a vanishing lithium flux. The displacement on the semi-axes is only allowed in the radial direction. Summing up we have the following artificial boundary conditions

$$\nabla c \cdot n = 0 \quad \text{on } (0, t_f) \times Γ_{0,x}, \quad u_y = 0 \quad \text{on } (0, t_f) \times Γ_{0,x}$$

$$N \cdot n = 0 \quad \text{on } (0, t_f) \times Γ_{0,y}, \quad u_x = 0 \quad \text{on } (0, t_f) \times Γ_{0,y}$$

(39)

For this geometry we initialize the Newton–Raphson method at the first time step with the given constant initial concentration $c_0$ along with $μ_0 = 0$ and $u_0 = 0$.

4.1.3. Mesh Width

For the accurate resolution of the phase transition, we distribute at least ten degrees of freedom (DOFs) inside the interfacial zone. Following Equation (7), we determine the dimensionless interface thickness $s ≈ 0.02$. Thus, we obtain the estimate $h < 0.02p/10$ for the minimal mesh width, knowing that for a $p$-th order Lagrangian finite element method the approximate distance of two DOFs is about $h/p$.

### Table 2. Model parameters for a LFP particle.

| Description       | Symbol | Value   | Unit   | Dimensionless | Source |
|-------------------|--------|---------|--------|---------------|--------|
| Operation temperature | $T$ | 298.15 | K      | 1             | Chosen |
| Particle length scale | $l_0$ | $150 \times 10^{-9}$ | m      | 1             | Chosen |
| Diffusion coefficient | $D$ | $1 \times 10^{-15}$ | m$^2$s$^{-1}$ | 1.6 $\times 10^7$ | [49] |
| Coefficient for $ψ_{ch}$ | $a_1$ | 4.5 | –      | 4.5           | [27] |
| Coefficient for $ψ_{ch}$ | $a_2$ | -9 | –      | -9            | [27] |
| Interfacial energy coefficient | $κ$ | $8.8 \times 10^{-18}$ | m$^2$ | 3.91 $\times 10^{-4}$ | [27] |
| Young’s modulus | $E_{ri}$ | $124.5 \times 10^9$ | Pa     | 2.19 $\times 10^3$ | [50] |
| Poisson ratio | $ν$ | 0.26 | –      | 0.26          | [50] |
| Partial molar volume | $ν$ | $2.9 \times 10^{-6}$ | m$^3$mol$^{-1}$ | 6.64 $\times 10^{-2}$ | [51] |
| Maximal concentration | $c_{max}$ | $2.29 \times 10^2$ | mol$^{-3}$ | 1             | [51] |
| Initial concentration | $c_0$ | $2.29 \times 10^2$ | mol$^{-3}$ | 1             | Chosen |

$Γ_{0,x}$, $Ω_0$, $Γ_{ext}$

Figure 3. a) 1D radial particle domain and b) 2D quarter domain of the cross section of a spheroidal particle.
4.1.4. Solver Parameters

We employ fourth-order isoparametric Lagrangian finite elements for all numerical experiments. In addition, we use for the adaptive space–time algorithm the tolerances $\text{RelTol}_t = 10^{-3}$, $\text{AbsTol}_t = 10^{-8}$ and the marking parameters for local coarsening $\theta_c = 0.05$ and refinement $\theta_r = 0.5$. Solely for the simulation to Figure 5 we deviate and use a uniform mesh ($h = 2^{-7}$) because the strongly varying $C$-rates would require different tolerances for spatial adaptivity.

4.1.5. Implementation

We implement the numerical methods described in Section 3 as C++ code based on the functionalities of the finite element library deal.ii\textsuperscript{[52]} and the direct LU-decomposition of the UMFPACK package.\textsuperscript{[53]} We execute the simulations on a laptop pc with 4 GB RAM and four Intel i5-4200U CPUs with 1.6 GHz. For the 2D simulation, we instead use a node of a cluster with 96 GB RAM and 20 Intel Xeon Silver 4114 CPUs with 2.2 GHz. To speed up the computational time, we enable shared memory parallelization for the assembly of the system matrices, residuals, and spatial estimates.

4.2. Chemomechanics

In this subsection, we analyze the relationship between phase separation and mechanical stress. We start by investigating the stress evolution during lithiation. Afterward, we look at the development of the maximum stress inside the particle for different charging rates. We then analyze the influence of the interface properties on the mechanical stress and conclude with the investigation of the chemical potential during charging and discharging.

4.2.1. Lithium Insertion

In Figure 4, we see the normalized concentration $c$ and the radial $\sigma_r$, tangential $\sigma_\phi$ as well as hydrostatic stress $\sigma_h = 1/3\sigma_r + 2/3\sigma_\phi$ inside the particle during lithium insertion with $N_{\text{cat}} = 1$. We observe three different states throughout lithiation. First, for $\text{SOC} \lesssim 0.2$, the particle exhibits only a single phase and the stress magnitude is low. Second, for $0.2 \lesssim \text{SOC} \lesssim 0.94$, the particle separates into a lithium poor phase and a lithium rich phase. Figure 4a shows the emergence of both phases, which develop to the concentration distribution shown in Figure 4b. Along the phase boundary, a sharp transition of the concentration and the hydrostatic stress from tensile (lithium poor phase) to compressive (lithium rich phase) occurs. Third, if $\text{SOC} \gtrsim 0.94$, the lithiation of the lithium poor phase sets in and the phase boundary vanishes, as shown in Figure 4c. The stress in the lithium poor part remains tensile, whereas the stress in the lithium rich part vanishes.

We observe a tensile stress in the lithium poor phase and a compressive stress in the lithium rich phase because the different degrees of lithiation cause a volume mismatch inside the particle. The elastic deformation compensates this trend by compressing the lithium rich phase and expanding the lithium poor phase. This leads to a sharp drop of the tangential stress $\sigma_\phi$ from tensile to compressive at the interface. The radial stress $\sigma_r$, in contrast, shows a continuous transition across the interface to fulfill the mechanical equilibrium.

Comparing our results for the mechanical stress with the literature, we see that the radial and the tangential stresses are in excellent qualitative agreement with Walk et al.\textsuperscript{[11]} Likewise, the

![Figure 4](https://example.com/figure4.png)

**Figure 4.** Concentration (top) and radial $\sigma_r$, tangential $\sigma_\phi$, and hydrostatic stresses $\sigma_h$ (bottom) inside the particle at three characterizing SOCs for lithium insertion. a,d) Initiation of phase separation. b,e) Migration of the phase transition. c,f) Vanishing of the phase transition.
4.2.2. Maximum Stress

Variation of the C-rate: In Figure 5, we present the maximum stress for different SOC and charging rates. Figure 5a shows the absolute value of the maximum hydrostatic stress $|\sigma_{h,max}|$ inside the particle during charging with various C-rates. Again, we identify the three distinct states (SOC $\leq 0.2$, $0.2 < $SOC $\leq 0.94$, $0.94 < $SOC). For low C-rates, the stress vanishes in the first and third state, which correspond to a purely lithium poor and rich phase. In the second state, however, a large hydrostatic stress emerges with two maxima at the phase separation (SOC $\approx 0.2$), respective at the complete lithiation of the lithium poor phase (SOC $\approx 0.94$), and a minimum in between. For higher C-rates, the end point of the simulation is shifted towards lower SOC. Moreover, the first phase (SOC $\leq 0.2$) is less homogeneous and exhibits high stresses. In Figure 5b, we plot the maximum stress over the applied C-rate. We see that the stress approaches a constant value of $|\sigma_{h, total}| \approx 2.15 \text{ GPa}$ for $N_{\text{ext}} = 0$, i.e., quasi-static charging. This stress is largely constant for low C-rates, but increases to a maximum of $|\sigma_{h, total}| \approx 2.3 \text{ GPa}$ at $N_{\text{ext}} = 10 \text{ C}$. For higher C-rates, we first see a decrease to $|\sigma_{h, total}| \approx 1.8 \text{ GPa}$ at about $N_{\text{ext}} = 50 \text{ C}$, followed by a continuous increase with rising $N_{\text{ext}}$.

As already discussed in Figure 4, inhomogeneous lithiation causes volume mismatches and thereby mechanical stress. For single phases, the concentration is distributed evenly for C-rates up to $10 \text{ C}$ because $F_0 > 1$. When the C-rate increases further, the lithium concentration becomes less homogeneous and thus gives rise to a hydrostatic stress, which increases with the C-rate. Upon the initial phase separation (SOC $\approx 0.2$), a large compressive stress arises in the outer lithium rich phase. This stress decreases with increasing SOC because the size of the lithium rich phase approaches that of the lithium poor phase. Thereby, each element of the lithium poor phase is stretched further, while each element of the lithium rich phase is compressed less. At SOC $\approx 0.5$, compressive and tensile stress are equally large, leading to the observed minimum in Figure 5a. For higher SOC, the tensile stress in the particle center is the maximum absolute stress. This stress further increases with decreasing size of the lithium poor phase, until the phase ultimately vanishes at SOC $\approx 0.94$.

The charging rate affects the maximum stress only weakly below $N_{\text{ext}} = 0.1 \text{ C}$ (Figure 5b) because the phases are homogeneously lithiated due to $F_0 \gg 1$. The sharp decrease in maximum stress for $10 \text{ C} < N_{\text{ext}} < 50 \text{ C}$ comes from the premature end of the simulation. Thereby, the stress no longer reaches its maximum at SOC $\approx 0.94$ and thus decreases until the compressive stress at the phase separation, SOC $\approx 0.2$, is the maximum stress. Higher charging currents $N_{\text{ext}} > 50 \text{ C}$ cause larger concentration gradients in the evolving lithium rich bulk phase. The simulation ends prematurely as the concentration reaches its maximum at the particle surface, so that the maximum arising stress occurs at the initiation of the phase separation.

Our results for the maximum absolute stress over SOC are in good qualitative accordance with the results of Zhang and Kamlah.[24] Likewise, the dependence of the maximum absolute stress on the charging rate accords to the work of Kamlah and co-workers.[11,21] However, we see that our solver exits prematurely above $10 \text{ C}$, as soon as the concentration reaches its maximum at the particle surface. We could resolve this issue by using Butler–Volmer boundary conditions instead of a constant charging rate.[26,39]

Variation of the Interfacial Energy Coefficient: Next, we analyze how the interfacial energy parameter $\kappa$ influences the hydrostatic stress at the phase boundary. In Figure 6a, we see the dependence of the concentration profile on the interfacial energy quantified by the parameter $\kappa$ for an SOC of 0.5. We observe that the phase separation becomes more diffuse with increasing $\kappa$ up to a completely homogeneous concentration at $\kappa/L_0^2 = 2 \times 10^{-1}$. In Figure 6b, we plot the maximum resulting stress as a function of $\kappa$. We see that the arising stress is constant for several orders of magnitude, $1 \times 10^{-5} < \kappa/L_0^2 < 5 \times 10^{-2}$. For larger $\kappa$, the maximum stress sharply drops until it reaches approximately zero for $\kappa/L_0^2 = 0.115$.

The interface thickness depends on the interfacial energy coefficient according to $s \sim \sqrt{\kappa}$ (see Equation (7)). The total stress $|\sigma_{h, total}|$ decreases with increasing interface thickness $s$ because the volume mismatches at more diffuse interfaces are weaker. For $\kappa/L_0^2 = 0.115$, the phase separation is completely suppressed because the energy penalty $\sim \kappa |\nabla c|^2$ is higher than the energy gain of the separation into two phases. In this regime, the free

![Figure 5. a) Maximal hydrostatic stress over SOC for different lithium insertion rates and b) maximal hydrostatic stress in the whole particle over applied C-rate coded with the same colors in both figures.]
energy follows the profile shown in Figure 2 without undergoing the spinodal decomposition.21,22

Our concentration profiles are in good accordance with the results of Kamlah and co-workers21,22 and show that the interface parameter \( \kappa \) is critical to determine the stress inside the particle. However, the values for \( \kappa \) vary throughout the literature as shown in Table 3. 3D particle simulations rely on a low computational expense of the problem. Thus, larger values for \( \kappa \) are used to increase the interface thickness and thereby the element size of the underlying mesh.26,30,32,33 Based on Figure 6b, we argue that this approach underestimates the resulting stress at the interface.

Table 3. Normalized interface thickness \( s/L_0 \) in different simulations, calculated by Equation (7) with the respective parameters.

| Material | Source | Coeff. \( k \) [m\(^2\)/C\(_0\)] | Particle scale \( L_0 \) [m\(^{-1}\)] | Interface thickness \( s/L_0 \) |
|----------|--------|---------------------------------|---------------------------------|-----------------------------|
| LMO [11] | 7.0 × 10\(^{-18}\) | 1 × 10\(^{-6}\) | 6.4 × 10\(^{-1}\) |
| LMO [32] | 4.2 × 10\(^{-14}\) | 1 × 10\(^{-6}\) | 5.4 × 10\(^{-1}\) |
| LFP [24] | 8.8 × 10\(^{-18}\) | 150 × 10\(^{-9}\) | 2.0 × 10\(^{-2}\) |
| LFP [39] | 8.8 × 10\(^{-18}\) | 100 × 10\(^{-9}\) | 3.1 × 10\(^{-2}\) |
| LFP [26] | 2.5 × 10\(^{-16}\) | 500 × 10\(^{-9}\) | 5.7 × 10\(^{-2}\) |
| LFP [30] | 2.7 × 10\(^{-17}\) | 40 × 10\(^{-9}\) | 1.0 × 10\(^{-1}\) |
| LFP [54] | 4.1 × 10\(^{-14}\) | 1 × 10\(^{-6}\) | 2.8 × 10\(^{-1}\) |

Variation of the Partial Molar Volume: In Figure 7, we illustrate a sensitivity analysis of the partial molar volume \( \nu \). Figure 7a shows the concentration profile along the particle for SOC = 0.5 for different values of \( \nu \). We see that the interface becomes sharper for lower \( \nu \) and more diffuse for higher \( \nu \) until the profile degenerates to a single phase for \( \hat{\nu} / \nu = 1.5 \). In addition, the difference between the equilibrium concentrations shrinks with increasing \( \nu \). Figure 7b shows the impact of \( \nu \) on the maximum hydrostatic stress during charging. We observe that the stress increases linearly with the partial molar volume up to its maximum at \( \hat{\nu} / \nu = 1.08 \). For larger \( \hat{\nu} / \nu \), the stress sharply decays toward zero at \( \hat{\nu} / \nu \approx 1.35 \). Smaller partial molar volumes decrease the elastic deformation and thereby also the stress and the elastic free energy. Thus, more chemical excess free energy \( \Delta \psi \) converts into interfacial energy instead of elastic energy and the interface thickness becomes smaller. By increasing the partial molar volume, we revert this effect until the elastic free energy induced by phase separation is larger than \( \Delta \psi \), so that phase separation is suppressed. This analysis shows that \( \nu \) is a key parameter of the model and requires precise determination.

4.2.3. Hysteresis

Now, we investigate how mechanics influences the phase separation. In Figure 8, we illustrate the chemical part of the chemical potential, \( \mu_{\text{ch}} = \alpha_1 + \alpha_2 \zeta + \log (\zeta/(1 - \zeta)) \) in black and the simulated chemical potential during lithiation and delithiation in red.
and blue, respectively, both with a quasi-static insertion rate of $N_{\text{ex}} = 0.01 \text{ C}$. In Figure 8a, we plot the hysteresis of the chemical potential without the mechanical effects. During lithiation, the chemical potential follows the black curve at low states of charge and then sharply drops to a negative value at the maximum of the chemical potential. During delithiation, the black and the red curve coincide for high states of charge and a sharp drop toward positive values occurs at the minimum of the chemical potential. In Figure 8b, we see the effects of mechanics on the chemical potential. The sharp decline of the chemical potential is smaller and shifted behind the maximum (lithiation) and minimum (delithiation). Moreover, the chemical potential decreases linearly over the state of charge instead of remaining constant.

To understand the hysteresis, we rely on the Gibbs stability criterion resulting from the second law of thermodynamics,$^{[55–57]}$

$$\frac{\partial \mu}{\partial c} > 0 \quad (40)$$

First, the particle lithiates to a SOC between the lithium poor phase and the lithium rich phase, which fulfills Equation (40). Once the chemical potential reaches the unstable region $\partial \mu / \partial c < 0$, the spinodal decomposition sets in and the particle spontaneously separates into a lithium poor and a lithium rich phase.$^{[24]}$ For delithiation, the process is inverted because $-c$ instead of $c$ increases over time. By including mechanics into this process, we extend the chemical potential by the elastic contributions

$$\mu_{\text{el}} = -\frac{\nu}{3\lambda} \text{tr}(CE_{\text{el}}) \quad (41)$$

Deriving Equation (41) with respect to the concentration yields

$$\frac{\partial \mu_{\text{el}}}{\partial c} = \left(\frac{\nu}{3\lambda}\right)^2 \text{tr}(C(E_{\text{el}} + 2C_{\text{ch}})) \quad (42)$$

The derivative is positive, if the elastic deformation is smaller than the chemical deformation, which in our case is always fulfilled. Therefore, the Gibbs stability criterion (40) is valid for higher SOC, so that the spinodal decomposition is shifted to higher SOC (lithiation) and lower SOC (delithiation). After the spinodal decomposition, the elastic part of the chemical potential, Equation (41), keeps rising according to Equation (42). Thus, we observe a linear decline of the chemical potential, so that the overall chemical potential remains constant.

### 4.3. Numerical Efficiency

So far, we discussed the results of the numerical experiments from a physical point of view. In the rest of this section, we discuss the numerical aspects of the solution algorithm presented in Section 3. We first validate our implemented solver numerically. Then, we compare the efficiency of the adaptive algorithm to standard methods. Finally, we use our adaptive solver to the 2D geometry.

#### 4.3.1. Solver Validation

We validate our implementation by measuring the convergence of the numerical solution for spatial and temporal refinement, respectively. Because no exact solution is known for this problem, we consider the $H^1$-errors of the solution $y_h = [c_h, \mu_h, u_h]^T$ to a reference solution $y_r$ at time $t_r = 0.29$ (SOC = 0.3), when a phase transition is present

$$\text{ERR} := \left( | | c_h(t_r, \cdot) - c_r(t_r, \cdot) ||^2_{H^1(\Omega)} + | | \mu_h(t_r, \cdot) - \mu_r(t_r, \cdot) ||^2_{H^1(\Omega)} + | | u_h(t_r, \cdot) - u_r(t_r, \cdot) ||^2_{H^1(\Omega)} \right)^{1/2} \quad (43)$$

The reference solution $y_r$ is assumed to approximate the unknown exact solution $y_{\text{ex}}$ more accurately than $y_h$ and is computed once with fourth-order finite elements and the tolerances RelTol$_h = 10^{-8}$, AbsTol$_h = 10^{-11}$ and RelTol$_e = 10^{-20}$, AbsTol$_e = 2 \times 10^{-11}$.

For the experimental order of convergence of the spatial error, we fix an accurate time integration (RelTol$_t = 10^{-7}$, AbsTol$_t = 10^{-10}$) and compute the errors of the numerical solution on a series of successively uniformly refined meshes.
According to the theory of finite elements, our implementation shows the optimal order of convergence for the finite element degrees one to four. A convergence analysis of the time integration with fixed spatial tolerances (RelTol$_x = 10^{-20}$, AbsTol$_x = 10^{-9}$) for fourth-order finite elements yields errors about $10^{-8}$. This validates our implementation.

### 4.3.2. Adaptivity

Next, we discuss the efficiency of our adaptive solution algorithm by analyzing the computational savings through spatial and temporal adaptivity for the simulation of lithium insertion as in Subsection 4.2.1.

**Spatial Adaptivity:** In Figure 9a, we illustrate the concentration profile in a phase separated state. Because the concentration profile is approximately constant except for the phase transition, a locally high resolution of the transition is advantageous. Accordingly, our algorithm distributes the DOFs adaptively considering the regularity estimator with respect to all solution variables ($c_h$, $\mu_h$, $u_h$). The black circles in Figure 9a indicate the refinement level of the cells to reach a certain regularity tolerance. We observe that primarily the phase transition zone is resolved with additional DOFs. However, the mesh can also be locally refined in pure phases, for example, in the lithium rich phase in Figure 9a, because we measure the regularity of all solution components.

Over time the phase transition migrates through the particle and the mesh is adapted. In Figure 9b, we plot the number of DOFs over time for different finite element orders. We again observe the three states of single- and two-phase diffusion. In particular, we see that higher order methods are beneficial for saving DOFs. This is due to better approximation properties of higher order curvatures in the solution profiles, as, for example, in the chemical potential profile.

We emphasize the computational savings by a comparison of the number of DOFs. For the adaptive fourth-order method, the minimal mesh width was $2^{-9}$ and 1539 DOFs were distributed at maximum. In contrast, a linear finite element method would require, at least, a uniform mesh width $2^{-11}$ and $3 \times (2^{11} + 1) = 6147$ DOFs to distribute the same number of DOFs in the phase transition zone. We already reduced the maximum size of the linear systems by at least a factor of four. Thus, spatial adaptivity is one key for highly efficient solution algorithms.

**Temporal Adaptivity:** Another important key for the efficient solution is the adaptive time integration. In particular, we use an error controlled adaptive change in the time step size and the used order. Thereby, we benefit from higher order methods, which allow even larger time step sizes at the same error tolerance. In Figure 10a, we plot the time step size and the used order.
over time. We identify the three regimes of single- and two-phase diffusion as before. The time step size varies over several orders of magnitude to capture the initiation and decay of the phase transition at the given tolerances. During two-phase diffusion up to the decay of the phase transition, we observe a decreasing time step size. This reflects the observation that in the radially symmetric case the phase transition migrates with increasing velocity toward the particle center. Thus, to keep the tolerances of the time integration, smaller time step sizes are necessary for the accelerating process.

The essential benefit from the temporal adaptivity is the use of large time step sizes during the two-phase diffusion. This advantage is particularly reflected in the number of time steps and the computational time. In Figure 10b, we plot the computational times for the whole solution process over the number of time steps for different strategies of time integration and finite element orders. To neglect the influence of spatial adaptivity, we use a uniform spatial discretization in all cases such that the phase transition is always resolved with at least ten unknowns \((h = 2^{\log_2(10^3)})\). In terms of computational time and number of time steps, the most efficient strategy is the fully adaptive algorithm changing the time step sizes and the orders adaptively (♦). Using the backward Euler method with an adaptive time step size (▴), the computational times already increase by a factor of about ten. Last, we compare the number of time steps and the computational time for a constant step backward Euler method (■). With the smallest adaptively chosen time step size from (▴), the estimated number of time steps would increase by a factor of about 8000, compared with the fully adaptive strategy (♦). Hereby estimated means that we determined the computational time of one time step as average over 1000 steps and extrapolated this value to the total number of time steps.

4.3.3. Spheroidal Electrode Particle

As proof of concept, we demonstrate the capabilities and efficiency of our adaptive solution algorithm at the 2D geometry described in Subsection 4.1. Even if the theory was derived assuming 3D geometries, the mathematical problem is still valid in lower dimensions. So neglecting any additional 3D symmetry we solve the model equations in Cartesian coordinates and postpone the further study of 2D and 3D particle geometries to future work.

In Figure 11, we see the concentration profile of the ellipse in the current configuration at three characteristic states during lithium insertion. In accordance with Santoki et al.,[58] we observe in Figure 11a the initiation of the phase separation at surfaces with high curvature. The insertion process is then followed by the migration of two traveling fronts until they merge in the particle center. During lithiation we observe that unstable nucleation can occur forming small domains of lithium rich phases. However, these domains vanish after a short time and only the two stable fronts remain.

In addition, Figure 11 visualizes the adaptive mesh. We see clearly that the mesh is only resolved at the phase transition, which migrates through the particle’s domain over time. In the lithium poor and rich bulk phases, a coarser resolution can be applied. During the simulation we distributed between \(2.5 \times 10^3\) and \(1.7 \times 10^5\) DOFs. In contrast, a uniform mesh with the same maximum level as in the adaptive case would have approximately \(2.1 \times 10^7\) DOFs. Thus, we reduced the number of DOFs by a factor of at least \(10^2\) and solved this example in less than 5 h on the cluster specified in Section 4.1.

5. Summary and Conclusion

Summing up, we have developed a thermodynamically consistent phase-field model coupling Cahn–Hilliard-type phase separation and finite deformations during the lithiation of electrode particles in lithium-ion batteries. In addition, we have presented our implemented space and time adaptive, higher order finite element solver for the numerical simulation of the resulting model equations. For the example of lithium iron phosphate as electrode material, we have performed several simulations to investigate physical and numerical aspects of the model and the solver.

A comparison of our simulation results with the literature[11,17,21–26,33] showed excellent qualitative accordance. In particular, we revealed that the interfacial energy coefficient \(\kappa\) is critical to determine the maximum occurring stress inside an electrode particle. However, 3D phase-field simulations, as, for example, in Refs. [26,32,33], often rely on larger values of \(\kappa\) than radially symmetric, 1D simulations[23–25] to reduce the computational costs, eventually leading to underestimated stress magnitudes.

Comparing the computational time with our problem-tailored solution algorithm to a standard implementation based on a constant step size backward Euler scheme together with a linear finite element method implementation revealed an estimated speedup of about 8000. We achieve this speedup, by using a space and time adaptive, higher order finite element solver. The time adaptivity greatly decreases the simulation time by selectively resolving the emergence and decay of the phase transitions, always resolving the phase transition with at least ten unknowns.

Figure 11. Concentration profile in a 2D ellipsoidal particle domain at different SOCs with adaptive meshes.
separation. The spatial adaptivity reduces the computational costs by only locally refining the mesh at the phase transition. The advantages of adaptive methods are especially beneficial for the 2D example of a generic spherical shaped electrode particle. With this analysis we have demonstrated that adaptive methods are a powerful tool for efficient simulations.

Future works will rely on this numerical efficiency and extend the implementation to three dimensions. This paves the way to analyze the anisotropy of typical cathode particles as well as inhomogeneous boundary conditions, e.g., constrained expansion and nonuniform charging. Furthermore, our implementation enables the simulation of almost sharp interfaces. By implementing an additional model for particle fracture, it will, thus, be possible to resolve mechanical degradation in unprecedented speed and accuracy. In addition, we can implement our fast single particle model in multiscale battery simulations to increase computational efficiency.
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