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Abstract

Spacetime wormholes can lead to surprises in black hole physics. We show that a very old black hole can tunnel to a white hole/firewall by emitting a large baby universe. We study the process for a perturbed thermofield double black hole in Jackiw-Teitelboim (JT) gravity, using the lowest order (genus one) spacetime wormhole that corresponds to single baby-universe emission. The probability for tunneling to a white hole is proportional to $t^2e^{-2S}$ where $t$ is the age of the black hole and $S$ is the entropy of one black hole.
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1 Introduction

Stable black holes in AdS are expected to exhibit very small but erratic fluctuations in late time correlation functions $\langle \phi(t) \phi(0) \rangle$ \cite{1,2,3}. Polchinski suggested that these fluctuations might imply that old black holes have firewalls, because the erratic time dependence seems to conflict with fields being in the smooth infalling vacuum state near the horizon \cite{4}. Currently, a black hole explanation for the fluctuations in $\langle \phi(t) \phi(0) \rangle$ remains elusive, so it is hard to check Polchinski’s suggestion directly. However, in some cases averages over these fluctuations have been explained using wormholes \cite{5,6,7,8}, and one can ask: do such wormholes create firewalls? We will analyze this question in Jackiw-Teitelboim (JT) gravity and find that the answer is yes.

This relates to an open problem left in the wake of the Mathur/AMPS firewall paradox \cite{9,10} and work addressing it \cite{11,12,13,14,15,16,17,18,19}: do firewalls exist for a black hole in a typical quantum state at some energy? Arguments that firewalls should exist were given in \cite{20,21}; other points of view include \cite{22,23,24,25,26,27,28,29,30}. One precise version of the question is as follows. Consider a state obtained by acting on the $L$ side of the thermofield double state with a simple operator $W$, and time evolving the other side by amount $t$:

$$W_L \otimes e^{-iH_R t} |\text{TFD}\rangle = \frac{1}{\sqrt{Z(\beta)}} \sum_n e^{-\left(\beta^2 + i t\right)E_n} W_L |n\rangle \otimes |\bar{n}\rangle_R. \quad (1.1)$$

By varying $t$ one can form a large set of states. If we choose $L,R$ to be black holes and pick a typical state from this set, is it safe to jump into $R$?

According to the classical black hole geometry, it is safe if $t > 0$, but it is dangerous if $t < 0$.\footnote{More precisely, the criterion should be $t \gtrapprox -t_\ast$ where $t_\ast$ is the scrambling time. In this paper we focus on timescales far longer than $t_\ast$ so we approximate $t_\ast = 0$.} The basic reason is illustrated below: the infaller from the black dot will not be affected by the $W$ perturbation if the time is positive, but it will suffer a collision if the time is negative.

This collision might look innocuous, but the relative boost between the $W$ perturbation and the infaller grows rapidly as $-t$ becomes large, and we will assume that this is effectively a firewall. (See appendix A for some discussion.) Another way of thinking about this \cite{25} is that for $t > 0$, we have a black hole and for $t < 0$, we have a white hole. It is safe to jump into black holes because their interiors are expanding and perturbations get diluted. But it is dangerous to jump into white holes, with contracting interiors and blueshifted perturbations.

This classical answer – “safe for $t > 0$, dangerous for $t < 0$” – is not consistent with the finiteness of the black hole entropy. In finite entropy systems, the set of states one obtains by evolving far into the future is the same as the set one gets by evolving far into the past, and they should not have different properties for the infalling observer. Instead one might guess
that if we evolve far into the future or the past, the quantum state will have a significant black hole component and also a significant white hole component, and that we end up with the same distribution for both signs of $t$. This scenario was referred to as a "gray hole" by Susskind [25].

In this paper, we explore a mechanism for the gray hole scenario, where black holes can tunnel into white holes by emitting a baby universe. This is a slight generalization of the "wormhole shortening" effect identified by Saad [7] who showed in JT gravity that the length of an Einstein-Rosen bridge can be reduced by a tunneling process that emits a baby universe. The tunneling process can be visualized as the following evolution of a spatial slice of the two-sided black hole:

$$\ell_1 \rightarrow \text{black hole} \rightarrow \ell$$

(1.3)

On the left we start out with a long spatial slice of length $\ell_1$. Two points on the $\ell_1$ slice approach each other and pinch off, and we end up with a spatial slice of length $\ell$ and a closed universe of length $a$. There is an approximate conservation in the total spatial length [7], so that $\ell \approx \ell_1 - a$ – emitting a baby universe makes the spatial wormhole shorter.

Because the spatial length of a black hole interior is proportional to its age [35, 36, 33], one can also say that emitting the baby universe makes the black hole younger:

$$(\text{effective age of BH after tunneling}) = (\text{age beforehand}) - (\text{size of baby universe}).$$

(1.4)

It turns out that this statement generalizes correctly to the case $a > \ell_1$, where the effective age after tunneling is negative. This case does not correspond to the cartoon (1.3) directly, but it can be obtained by applying negative time evolution to both the $\ell_1$ and $\ell$ slices.

Eq. (1.4) can be derived using the JT gravity trumpet path integral $Z_{\text{trumpet}}(\beta) = e^{-a^2/4\beta}/\sqrt{4\pi\beta}$. After replacing $\beta$ by $\beta + i(t - t')$, the trumpet can be interpreted as a tunneling amplitude from the thermofield double state of age $t$ to the thermofield double state with age $t'$ plus a baby universe of size $a$:

$$\langle \text{age } t'; a | \text{age } t \rangle = \exp \left[ -\frac{a^2}{4(\beta + i(t - t'))} \right]$$

$$= \frac{\exp \left[ \frac{i a^2}{4(t - t')} - \beta \frac{a^2}{4(t - t')^2} \right]}{\sqrt{4\pi i(t - t')}}$$

$$(1.5)$$

$$\approx \exp \left[ i \frac{a^2}{4(t - t')} - \beta \frac{a^2}{4(t - t')^2} \right].$$

(1.6)

To study this amplitude at fixed energy, we multiply by $e^{\beta E}$ and integrate over $\beta$ along an inverse Laplace transform contour. This imposes a delta function that sets $2\sqrt{E}(t - t') = \pm a$. This reproduces (1.4) up to a sign that will be analyzed below.

---

2JT gravity [31, 32] is a simple quantum gravity theory of two dimensional negatively curved spacetimes. Some references useful for this paper are [33, 34, 7].
For the states defined in (1.1), this means that even if \( t \) is large and positive, baby universe emission allows the effective value of \( t \) experienced by the infalling observer to be negative – it might be a firewall.

The main task in this paper is to calculate the probability that the effective age of the black hole is negative, given that the original \( t \) parameter is large and positive. We refer to this as \( P_{\text{firewall}}(t) \). We work with JT gravity using \[33\ \text{[7]}. In the leading disk topology, there is no baby universe emission, and the probability of a firewall is zero for large \( t \). At genus one, the tunneling process in (1.3) can happen. As a function of the “true” age of the state, we find that the probability of tunneling to a negative “apparent” age is

\[
P_{1,\text{firewall}}(t) = \frac{1}{2} \left( \frac{t}{2\pi} \right)^2 e^{-2S(E)}.
\]

Here the subscript 1 refers to the genus, and \( S(E) \) is the thermal entropy of a single black hole at energy \( E \). This is our main result.

The important aspect of (1.8) is the enhancement by \( t^2 \). This is related to the fact that the baby universe is characterized by a size and a twist \( \{a, s\} \), and that these parameters need to be integrated over. We argue for a specific region over which they should be integrated, using the spatial slice that defines the interior to gauge-fix the mapping class group.

The growth with \( t \) leads to two puzzles. First, how does the entire probability distribution remain normalized if the handle disk gives a contribution that grows with time? We argue that there are accompanying negative contributions that effectively borrow probability mass from the leading disk answer to pay for (1.8). Second, what happens at \( t \sim e^{S} \)? We don’t know, but an appealing possibility is that including the full genus expansion (and perhaps its nonperturbative completion) will lead to a symmetric late time value \( P_{\text{firewall}} = P_{\text{smooth}} = \frac{1}{2} \).

In the rest of the paper we will compute (1.8). Our strategy is to first compute the probability distribution for the length of the spatial slice across the interior of the black hole. Then we will go back one step in the computation and determine whether the spatial slice is expanding (black hole) or contracting (white hole). We illustrate this first with the disk topology.

## 2 Disk

In this section, we study the disk topology and compute \( P_0(\ell) \), the probability distribution for the geodesic length \( \ell \) across a two-sided black hole. The subscript zero refers to the genus. \( P_0(\ell) \) depends on the age \( t \) and energy \( E \) of the black hole, and in the approximation of large energy \( E \) and large \( t \), the formula is very simple:

\[
P_0(\ell) = \delta(\ell - \ell_t), \quad \ell_t = 2\sqrt{E}t - \log(4E).
\]

The answer (2.1) can be derived by computing the length of a geodesic in the classical geometry of the thermofield double black hole. However, we will practice for later sections by deriving it from the quantum formulation of JT gravity \[33\ [37\ [7].
2.1 JT gravity wave function setup

The starting point is to decompose the path integral on the disk topology into an inner product of two states in the Hilbert space of JT gravity on an interval $[33, 37, 38]$, as in the following picture.

\[ \langle \beta/2 + it | \ell \rangle = \int_0^\infty dE_1 \rho(E_1) \langle \ell | E_1 \rangle e^{-(\frac{\beta}{2} + it)E_1} . \]  

(2.3)

The wiggly boundary represents the shape of the regularized boundary, with fluctuations described by the Schwarzian theory \cite{39, 40, 41}. In later drawings we will leave the regularized boundary and its wiggles implicit. The bottom half of this disk corresponds to the Hartle-Hawking state for boundary time $\beta/2 + it$, expressed in the length basis:

\[ \langle \ell | \beta/2 + it \rangle = \int_0^\infty dE \rho(E) \langle \ell | E \rangle \langle E | \beta/2 + it \rangle . \]  

(2.4)

Similarly, the top half represents $\langle \beta/2 + it | \ell \rangle$. In JT gravity, the wave functions $\langle \ell | E \rangle$ \cite{42, 37, 33, 27} and the density of states $\rho(E)$ \cite{43, 44} are

\[ \langle \ell | E \rangle = 2^{3/2} K_{2i\sqrt{E}}(2e^{-\ell/2}), \quad \rho(E) = \frac{\sinh(2\pi\sqrt{E})}{(2\pi)^2} . \]  

(2.5)

They satisfy the orthogonality and completeness relations

\[ \int_{-\infty}^\infty d\ell \langle E | \ell \rangle \langle \ell | E' \rangle = \frac{\delta(E - E')}{\rho(E)} , \]  

(2.6)

\[ \int_0^\infty dE \rho(E) \langle \ell | E \rangle \langle E | \ell' \rangle = \delta(\ell - \ell') . \]  

(2.7)

The disk partition function is obtained by gluing together two of these wave functions by integrating over $\ell$:

\[ Z_{\text{disk}} = e^{S_0} \int_{-\infty}^\infty d\ell \langle \beta/2 + it | \ell \rangle \langle \ell | \beta/2 + it \rangle \]  

\[ = e^{S_0} \int_{-\infty}^\infty d\ell \int_0^\infty dE_1 dE_2 \rho(E_1) \rho(E_2) \langle \ell | E_1 \rangle \langle E_1 | E_2 \rangle e^{-\frac{\beta}{2}(E_1 + E_2) - it(E_1 - E_2)} . \]  

(2.8)

The result is exactly independent of $t$, since the integral over $\ell$ sets $E_1 = E_2$.

---

\(^3\)Using the holographic regularization scheme: $ds^2|_{\text{bdy}} = \frac{1}{\epsilon^2} du^2$, $\phi|_{\text{bdy}} = \frac{1}{2\epsilon}$, and $\ell = \ell_{\text{actual}} + 2 \log \epsilon$. 
To get the probability distribution for the length $\hat{P}_0(\ell)$, one sets up the same computation but omits the integral over $\ell$. More precisely, we will study a fixed-energy version of the probability distribution, where we integrate over $\beta$ along an inverse Laplace transform contour:

$$\hat{P}_0(\ell) \equiv e^{S_0} \int \frac{d\beta}{2\pi i} e^{\beta E} \langle \frac{\beta}{2} + it | \ell \rangle \langle \ell | \frac{\beta}{2} + it \rangle. \quad (2.10)$$

The integral over $\beta$ sets $E_1 + E_2 = 2E$, so we can parametrize the energies as

$$E_1 = E + \sqrt{E} \omega, \quad E_2 = E - \sqrt{E} \omega, \quad (2.11)$$

and the probability distribution is

$$\hat{P}_0(\ell) = e^{S_0} \int (2\sqrt{E} d\omega) \rho(E_1) \rho(E_2) \langle \ell | E_1 \rangle \langle E_1 | \ell \rangle e^{-2\sqrt{E} t \omega}. \quad (2.12)$$

We introduced the notation $\hat{P}$ instead of $P$ because of a technicality: the $\hat{P}$ is an un-normalized probability distribution, and to get the properly normalized $\hat{P}$ we will have to divide by the partition function.

In this paper we are interested in very long times $t$, and we can simplify the calculations a bit by implicitly “smearing out” $t$ and/or $\sqrt{E}$ by integrating these variables against smooth window functions. For $\sqrt{E}$, a small time-independent width is sufficient. For $t$, we should choose a width $1 \ll \Delta t \ll t$. This will be useful in later computations, but one immediate consequence is that it will force $\omega$ to be small in the integral (2.12).

### 2.2 Semiclassical approximation

We would like to evaluate (2.12) approximately, with the assumption that $E$ and $t$ are both large. For these purposes, we can use a semiclassical approximation to the wave functions $\langle \ell | E \rangle$. The semiclassical regime is large $E$, and a plot of the wave function looks like this:

$$\langle \ell | E \rangle \approx \frac{(8\pi)^{1/2}}{E^{1/4}} e^{-\pi \sqrt{E}} \cos \left[ \sqrt{E} (\ell + \log(4E) - 2) - \frac{\pi}{4} \right]. \quad (2.14)$$

The oscillating region starts approximately at $\ell = -\log(E)$. This is the reglarized length of the shortest geodesic that connects the left and right boundaries of the thermofield double black hole. For smaller values of $\ell$, the wave function is exponentially suppressed, and for larger values, it oscillates.

In the oscillating region, the wave function (2.5) can be approximated as

$$\langle \ell | E \rangle \approx \frac{(8\pi)^{1/2}}{E^{1/4}} e^{-\pi \sqrt{E}} \cos \left[ \sqrt{E} (\ell + \log(4E) - 2) - \frac{\pi}{4} \right]. \quad (2.14)$$
The cosine has two terms $e^{\pm i \sqrt{E \ell}}$, corresponding to the expanding (+) and contracting (−) portions of the wave function. In the classical geometry of the thermofield double black hole, the expanding branch corresponds to $\ell$ being a spatial slice that passes through the future interior, and the contracting branch passes through the past interior (white hole).

Because both the bra $\langle E_2 | \ell \rangle$ and the ket $\langle \ell | E_1 \rangle$ contain two branches, there are four total terms in integrand of (2.12). Expanding the phases to linear order in $\omega$ (which is appropriate if we smear out $t$ and/or $E$), these four terms have the following schematic form

\[
\left( e^{i \omega \ell} + e^{+2i \sqrt{E} \ell} + e^{-i \omega \ell} + e^{-2i \sqrt{E} \ell} \right) e^{-2\sqrt{E}t \omega}.
\]  
(2.15)

Here the $\pm \pm$ symbols refer to the branch choice for the bra and ket, respectively. Only the $++$ term will survive the integral over $\omega$, and it gives

\[
\hat{P}_0(\ell) \approx e^{S_0} e^{2\pi \sqrt{E}} \int \frac{d\omega}{2\pi} e^{i \omega (\ell - \ell_t)}
\]
\[
\approx e^{S(E)} \delta(\ell - \ell_t).
\]  
(2.16)  
(2.17)

Here we defined

\[
\ell_t = 2\sqrt{E}t - \log(4E).
\]  
(2.18)

Recall that $\hat{P}$ is an un-normalized probability distribution. The properly normalized $P$ is obtained by dividing by the microcanonical partition function, $P = e^{-S(E)} \hat{P}$, giving (2.1).

So far, we have computed the distribution for the geodesic length $\ell$ across a two-sided black hole, in the approximation of the disk topology. However, the computation also gives more than that: we found that only the expanding component of the wave function contributes. This means that we have a black hole and not a white hole. This could be formalized by working with the probability distribution of the relative boost angle of the two-sided black hole, but for simplicity we will just continue to work with $\ell$ and insert an extra step of keeping track of the expanding vs. contracting branches.

## 3 Handle disk

In this section, we keep the same boundary conditions as in the disk case, but we study a bulk topology with a handle. Our goal is to compute the probability distribution for the length of the spatial slice connecting two boundary points, keeping track of whether the spatial slice is expanding (black hole) or contracting (white hole). We are interested in the case where $e^S$ is large and $t$ is large, keeping terms in the probability distribution with mass of order $t^2 e^{-2S}$.

\footnote{The below is correct after integrating over $t$ or $\sqrt{E}$ with smooth window functions, as discussed above.}
3.1 First method

To analyze the JT path integral, it is convenient to decompose the handle disk as follows:

Here $\ell$ is the spatial slice connecting the two boundary points, and $\ell_1, \ell_2$ are geodesics that separate off the asymptotic trumpet region. There is a closed universe of size $a$ and twist parameter $s$.

The shaded region in (3.1) corresponds to the tunneling process sketched in the introduction (1.3). The JT gravity expression for this part of the geometry is

\[ \hat{P}_1(\ell) \overset{?}{=} e^{-S_0} \int \frac{d\beta}{2\pi i} e^{\beta E} \int_{-\infty}^{\infty} d\ell_1 d\ell_2 \int da ds (\beta^2 + i\ell_2) (\ell_2, \ell) (\ell, a|\ell_1) (\ell_1|\beta^2 + i\ell) \]

\[ = e^{-S_0} \int da ds \int (2\sqrt{E}d\omega) \langle E_2|\ell|\ell\rangle e^{-2\sqrt{E}d\omega} \frac{\cos(a\sqrt{E_1})}{2\sqrt{E_1}} \frac{\cos(a\sqrt{E_2})}{2\sqrt{E_2}}. \]

In going to the second line we inserted the energy representation to replace the integrals over $\ell_1$ and $\ell_2$ by integrals over $E_1, E_2$. The $\beta$ integral then fixed $E_1 + E_2 = 2E$, and we parametrized the difference of energies in terms of $\omega$ as in the disk computation:

\[ E_1 = E + \sqrt{E}\omega, \quad E_2 = E - \sqrt{E}\omega. \]

The product of cosines expands to four oscillating terms, and we keep the two terms where the phases approximately cancel if $E_1 \approx E_2$. Similarly, in the semiclassical approximation of the wave functions $\langle \ell|E_1 \rangle$ and $\langle E_2|\ell \rangle$, one has four oscillating terms of which we keep the two where
the phases approximately cancel (this corresponds to the expanding branches for the \( \ell_1, \ell_2 \) slices). One ends up with four terms total, corresponding to the independent choices of \( \pm \) signs in the following expression (where we expanded the phase to linear order in \( \omega \) using large \( \Delta t \))

\[
\hat{P}_1(\ell) \approx e^{-S(E)} \frac{2^5 \pi^3 E}{24 \pi^2 E} \int da \int ds \exp \left\{ i \omega \left( \pm (\ell + \log(4E)) \pm a - 2 \sqrt{\Delta t} \right) \right\} \theta(\ell + \log E)
\]

\[
\approx e^{-S(E)} \frac{2^4 \pi^2 E}{24 \pi^2 E} \int da \int ds \delta(\pm \ell \pm a - \ell_t) \theta(\ell).
\]  

(3.9)

In the second line, we omitted some unimportant \( \log(E) \) terms and did the integral over \( \omega \).

The delta function and theta function in (3.9) can be satisfied in three different ways \( \ell = \ell_t \pm a \) and \( \ell = a - \ell_t \). These three terms correspond to three different types of geometry that can contribute to \( P(\ell) \). In the late-time limit that we are interested in, the lengths \( \ell_1, \ell_2 \) will be large. Also, for most of the support of the probability distribution, \( \ell \) and \( a \) will likewise be large. But the Gauss-Bonnet theorem implies that the area of the tunneling amplitude region remains small, so the geometry can be approximated by thin strips. In the three cases, the portion of the geometry between \( \ell_1 \) and \( \ell_2 \) can be approximated by the following thin strip geometries:

\[
\begin{align*}
\ell &= \ell_t - a \\
\ell &= a - \ell_t \\
\ell &= a + \ell_t
\end{align*}
\]

(3.10)

In each case, the two boundaries labeled \( a \) should be identified with each other, up to a twist by distance \( s \). These geometries are a good approximation in the sense that distances between points are correct up to order one precision.

We can use these strip diagrams to confront the main subtlety, namely that different \( \ell \) geodesics are possible on the same geometry. If our goal was to compute the partition function of the handle disk, we could pick any gauge-fixing condition to determine \( \ell \), such as requiring it to be the shortest geodesic connecting the boundary points. But we are interested in the fate of the infalling observer, and we need to choose the \( \ell \) slice that defines the correct interior. At least for genus one, it seems to be possible to select this using a very simple criterion: the spatial slice should not have shortcuts, meaning that distant points along the spatial \( \ell \) slice should not be close together through the spacetime geometry. This criterion is designed to avoid overcounting geodesics that cover portions of the same fundamental spatial slice more than once. We will now discuss this criterion for the three cases (3.10).

\( \ell = \ell_t - a \): The delta function that is satisfied at this location comes from the integral over \( \omega \) of \( e^{i \omega (\ell + a - \ell_t)} \), which arises from the term \( e^{i \sqrt{\Delta t} \ell} \) in the wave function \( \langle \ell | E_1 \rangle \). This corresponds to the expanding (firewall-free) branch of the wave functions. From the thin strip diagram, it is clear that for any value of \( a \) and the twist \( s \), distant points on the \( \ell \) slice are not close to each other, so the “no shortcut” criterion does not impose any restriction on the moduli. The twist \( s \) should therefore be integrated over the full fundamental region \( 0 < s < a \), and \( a \) should be
integrated over $0 < a < \ell_t$, where the upper limit comes from requiring that $\ell = \ell_t - a$ is positive. The total probability mass of this region is

$$
\tilde{P}_{1,\text{smooth}} = \frac{e^{-S(E)}}{2^4 \pi E} \int_0^{\ell_t} da \int_0^a ds = \frac{e^{-S(E)} \ell^2}{(2\pi)^2}.
$$

(3.11)

$\ell = a - \ell_t$: This term arises from $e^{i\omega(-\ell+a-\ell_t)}$, which corresponds to a contracting (firewall) branch of the wave functions. In this case, the “no shortcut” criterion is important. To see this, suppose first that the twist satisfies $0 < s < \ell$. Then for example the two points with x marks below will be identified with other:

![Diagram](image1)

(3.12)

Keeping in mind that the strip is very thin, this means that distant points along the $\ell$ geodesic are actually very close to each other in the full geometry.

In this situation, there is a more fundamental geodesic $\ell'$ that is a better candidate for the correct spatial slice. Below we draw $\ell$ as the dashed geodesic, and $\ell'$ as the thick solid geodesic. The two drawings below are equivalent, related by an action of the mapping class group

![Diagram](image2)

(3.13)

The representation on the right makes it clear that the dashed $\ell$ geodesic is essentially a repetition of a portion of the solid $\ell'$. The mapping class group element that maps the left sketch into the right can be viewed as mapping $\ell$ to $\ell'$, and “unwinding” the $\ell$ geodesic once, removing a partial repetition of length $s$. In the thin strip approximation, it acts as (assuming $\ell > s$)

$$(a, s, \ell) \rightarrow (a', s', \ell') = (a - s, s, \ell - s).$$

(3.14)

If we iterate this operation, we will eventually reach a situation with $\ell < s$ where there are no shortcuts. This is the geodesic we should use to define the interior without overcounting.

As an aside, we can ask what happens if we blindly act with the same element of the mapping class group once more, in the situation with $\ell < s$. The analog of (3.13) is now

![Diagram](image3)

(3.15)
and the action of the mapping class group element in the strip approximation is

\[ (a, s, \ell) \rightarrow (a', s', \ell') = (a - s, \ell, s - \ell). \]  \(3.16\)

In this case, the \(\ell\) and \(\ell'\) geodesics are quite different from each other. The \(\ell'\) geodesic might be shorter than the \(\ell\) geodesic, or it might be longer, depending on the value of \(s\). But because \(\ell'\) does not correspond to any of the cases in \(3.10\), it apparently should not contribute. The reason for this is that the \(\ell'\) geodesic does not intersect the boundary orthogonally, and in the next section we will see that this means that the action is not stationary with respect to the positions of the endpoints. So the correct geodesic is sometimes but not always the shortest one.

The bottom line is that if \(\ell > |s|\), the \(\ell\) geodesic can be simplified to a more fundamental geodesic \(\ell'\) of length \(\ell - |s|\), but if \(\ell < |s|\), it cannot. So in the moduli space integral, we should restrict the twist to satisfy \(|s| > \ell\). Within the fundamental domain \(0 < s < a\) for the twist, this condition becomes \(s > \ell\) and \((a - s) > \ell\). Using the delta function that sets \(\ell = a - \ell_t\), we can rewrite these constraints as

\[ a - \ell_t < s < \ell_t. \]  \(3.17\)

These inequalities imply \(a < 2\ell_t\), and in order for \(\ell\) to be positive, we need \(a > \ell_t\). So the total probability mass of this portion of the distribution is

\[ \tilde{P}_{1, \text{firewall}} = \frac{e^{-S(E)}}{2^4 \pi^2 E} \int_{\ell_t}^{2\ell_t} da \int_{\ell_t}^{\ell_t} ds = \frac{e^{-S(E)} t^2}{(2\pi)^2 \ 2}. \]  \(3.18\)

Multiplying by the normalization factor \(e^{-S(E)}\) gives the answer quoted in the introduction \(1.8\).

Note that \(P_{1, \text{firewall}} = P_{1, \text{smooth}}\) although this was not obvious at intermediate stages, because the computation of \(P_{1, \text{smooth}}\) did not depend on any mapping class group issues.

\(\ell = \ell_t + a\): This again corresponds to the expanding (firewall-free) branch of the wave functions. However, for this class of thin-strip geometry, because the \(\ell\) geodesic follows the entire \(a\) geodesic, any value of the twist \(s\) will lead to a nonlocal identification along the \(\ell\) geodesic. More precisely, the \(\ell\) geodesic closely follows the \(\ell_1\) or \(\ell_2\) geodesics except for an excursion around the \(a\) cycle. We interpret this to mean that the \(\ell_1\) or \(\ell_2\) geodesics define the correct interior. Computing the total probability mass in this region is subtle because the closed geodesic that is homologous to the asymptotic boundary (called \(b\) below) is small, and the naive gluing procedure above does not include the mapping class group restriction on the corresponding twist parameter \(\tau\). In the next section we will treat this more accurately and conclude that the small \(b\) region gives a negative contribution that “borrows” probability from the disk answer.

### 3.2 Second method

The full handle disk path integral is an integral over the following variables:

\[ (\text{two points on asymptotic bdy}), (\text{bdy wiggles connecting these pts}), b, a, s \]  \(3.19\)

The integral over the boundary wiggles can be done by using the wave functions \(\langle \beta_2 + it | \ell_2 \rangle\) and \(\langle \ell_1 | \beta_2 + it \rangle\), and we are left with seven coordinates to integrate over: the locations of two points.
together with $b,a,s$. In the region between the $b$ geodesic and the asymptotic boundary, it is convenient to use the coordinates

$$ds^2 = d\sigma^2 + \cosh^2 \sigma d\tau^2, \quad \tau \sim \tau + b$$

and to parametrize the boundary $(\sigma, \tau)$ points as $(\sigma_1, x_1)$ and $(\sigma_2, b/2 + x_2)$:

$$\ell \sim \ell + b$$

We would like to integrate over this seven dimensional space with the constraint that $\ell$ is held fixed, and subject to some inequalities that ensure $\ell$ defines the physical interior.

The variable $\sigma_1 - \sigma_2$ does not affect the lengths $\ell, \ell_1, \ell_2$, so it can be integrated out, leaving a six-dimensional space that can be parametrized in terms of $\ell_1, \ell_2, b, \tau, a, s$ where $\tau$ is the twist on the $b$ cycle. In terms of these variables, the integrand consists simply of the wave functions $\langle \beta \frac{1}{2} + it | \ell_2 \rangle$ and $\langle \ell_1 | \beta \frac{1}{2} + it \rangle$ together with a factor of $\langle \ell_2, b | \ell_1 \rangle$ that represents the remainder of the trumpet path integral. Note that this $\langle \ell_2, b | \ell_1 \rangle$ is the same function that appeared in (3.4), as a baby universe creation operator, but here its interpretation is different. The only factor associated to the handle part of the spacetime is the flat Weil-Petersson measure $d\alpha ds$:

$$\hat{P}_1(\ell) = e^{-S_0} \int \frac{d\beta}{2\pi i} e^{\beta E} d\ell_1 d\ell_2 db d\tau da ds \langle \beta \frac{1}{2} + it | \ell_2 \rangle \langle \ell_1 | \beta \frac{1}{2} + it \rangle \delta(\ell - \ell(\text{moduli}))$$

Here $\ell$ is the argument of the distribution $P_1(\ell)$ that we trying to compute, and $\ell(\text{moduli})$ is the length of the geodesic labeled $\ell$ in the figure, see [B.4].

### 3.2.1 Three-holed sphere with $a > \ell_t$

As a warmup for the handle disk computation, we will first consider the case where the handle is replaced by a three-holed sphere with two holes of fixed size $a$:

$$\hat{p}(\ell) = e^{-S_0} \int \frac{d\beta}{2\pi i} e^{\beta E} d\ell_1 d\ell_2 db d\tau \langle \ell_2, b | \ell_1 \rangle \delta(\ell - \ell(\text{moduli})).$$
Let’s first discuss the integral \( \int df(\ell) \). This integral removes the \( \delta \) function, and one can then do the \( \ell_1 \) and \( \ell_2 \) integrals using orthogonality of the wave functions, getting\(^5\)

\[
\int_{-\infty}^{\infty} df(\ell) = e^{-S_0} \int \frac{d\beta}{2\pi i} e^{\beta E} \int_0^b db \int_0^{b/2} d\tau \int dE' \frac{\cos(b\sqrt{E'})}{2\pi \sqrt{E'}} e^{\beta E'}
\]

\[
= e^{-S_0} \int_0^\infty db \frac{\cos(b\sqrt{E})}{4\pi \sqrt{E}}
\]

\[
= -e^{-S_0} \frac{1}{4\pi E^{3/2}}.
\]

The twist \( \tau \) was integrated from zero to \( b/2 \) instead of \( b \) because of the \( \pi \) rotation symmetry of the three-holed sphere. An important feature of this result is that the whole answer comes from the lower limit of the integral, near \( b = 0 \). This is true if we integrate over \( \ell \), but for fixed \( \ell \) there are important contributions from large \( b \).

To calculate \( \hat{p}(\ell) \) for fixed \( \ell \), it is convenient to change variables

\[
\{\ell_1, \ell_2, b, \tau\} \rightarrow \{x_{12}, \tilde{\sigma}_+, b, \frac{x_{12} + \tau}{2}\},
\]

where \( x_{12} = x_1 - x_2 \), and \( \tilde{\sigma}_+ = \hat{\sigma}_1 + \hat{\sigma}_2 \) is the sum of the regularized \( \sigma \) variables \( e^{\hat{\sigma}} = e^{\sigma} \). Changing variables from \( \tau \) to \( \frac{x_{12} + \tau}{2} \) is just a change of gauge for the overall \( U(1) \) gauge symmetry. The change of variables from \( \ell_1, \ell_2 \) to \( \tilde{\sigma}_+, x_{12} \) follows from

\[
e^{\tilde{\ell}_1} = e^{\tilde{\sigma}^+} \sinh^2(\frac{b}{4} - \frac{x_{12}}{2}), \quad e^{\tilde{\ell}_2} = e^{\tilde{\sigma}^+} \sinh^2(\frac{b}{4} + \frac{x_{12}}{2}).
\]

To simplify further, we will analyze the large \( b \) region with \( b_0 < b < \infty \), where we have imposed a lower cutoff \( b_0 \) satisfying \( 1 \ll b_0 \ll t \). After working out the answer from this region, we will use \( (3.27) \) to indirectly work out the contribution from small \( b \). The simplification of the lower cutoff is that we can now take \( b \) to be large. With this assumption, the measure in the new coordinates is simple \( df_1 df_2 db = 2d\tilde{\sigma}_+ dx_{12} db \), so

\[
\hat{p}(\ell) = 2e^{-S_0} \int \frac{d\beta}{2\pi i} e^{\beta E} dx_1 dx_2 d\tilde{\sigma}_+ db (\frac{\beta}{2} + it|\ell_2)(\ell_1|\frac{\beta}{2} + it) (\ell_2, b|\ell_1) \delta(\ell - \ell\text{(moduli)}).
\]

Here and below, \( \hat{p}(\ell) \) stands for the probability distribution for the length on the three-holed sphere geometry.

One can pull out the pieces that depend on \( \beta \) and do the integral by imitating the steps that led to \((2.17)\) in the disk computation

\[
\int \frac{d\beta}{2\pi i} e^{\beta E}(\frac{\beta}{2} + it|\ell_2)(\ell_1|\frac{\beta}{2} + it) = \int (2\sqrt{E}d\omega) \rho(E_1)\rho(E_2)\langle E_2|\ell_2\rangle\langle E_1|\ell_1\rangle e^{-2\sqrt{E}t\omega}
\]

\[
\approx e^{(2\pi + i(\ell_1 - \ell_2))\sqrt{E}} \int \frac{d\omega}{2\pi} e^{i\omega\frac{(\ell_1 + \ell_2)}{2} - \ell_1} \approx e^{(2\pi + i(\ell_1 - \ell_2))\sqrt{E}} \frac{e^{i\omega\frac{(\ell_1 + \ell_2)}{2} - \ell_1}}{2(2\pi)^2} \delta(\frac{\ell_1 + \ell_2}{2} - \ell_1)
\]

\[
\approx e^{2\pi\sqrt{E}} e^{-2i\sqrt{E}x_{12}} \delta\left(\frac{\tilde{\sigma}_+ + b}{2} - \ell_1\right).
\]

\(^5\)Smearing over \( E \) a bit allows us to drop the contribution from \( b = \infty \) below.
The integrand also contains the factor $\langle \ell_2, b | \ell_1 \rangle$ which is given by (3.4):

$$\langle \ell_2, b | \ell_1 \rangle = 2K_0 \left( 4e^{-\frac{\hat{\sigma}_+}{2}} \frac{\sinh \frac{b}{2}}{\cosh \frac{b}{2} - \cosh \frac{x_{12}}{2}} \right) \approx 2K_0 \left( 4e^{-\frac{\hat{\sigma}_+}{2}} \right) \approx \hat{\sigma}_+ \theta(\hat{\sigma}_+). \quad (3.35)$$

We used large $b$ in the first approximation. The second approximation is valid for large $|\hat{\sigma}_+|$, and although we will not use this below, it is helpful for intuition. In particular, the factor of $\hat{\sigma}_+$ can be understood as coming from the integral over $\hat{\sigma}_1 - \hat{\sigma}_2$ which is implicit in $\langle \ell_2, b | \ell_1 \rangle$ (see appendix C). Also, the theta function $\theta(\hat{\sigma}_+)$ forces $\hat{\sigma}_+$ to be positive, so $b$ is effectively confined to the range

$$b < 2\ell_t. \quad (3.36)$$

Inserting (3.34) and (3.35), (3.30) becomes

$$\hat{p}(\ell) \supset e^{-S_0} e^{2\pi \sqrt{E}} \int_{|b|}^{\infty} dB K_0(4e^{\frac{b-2\ell_t}{4}}) \int dx_1 dx_2 e^{-2i\sqrt{E}x_{12}} \delta(\ell - \ell(\text{moduli})) \mid_{\hat{\sigma}_+ = \ell_t - \frac{b}{2}}. \quad (3.37)$$

The general expression for $\ell(\text{moduli})$ is given in (B.4). For most of the support of $P_{\text{firewall}}$, we will have $a \gg \ell_t$, and together with (3.36), this implies $a \gg b/2$. This condition simplifies the general expression somewhat, to (B.11):

$$\ell(\text{moduli}) = \hat{\sigma}_+ + a - \frac{b}{2} + 2 \log 2 + 2 \log \cosh \frac{x_1}{2} + 2 \log \cosh \frac{x_2}{2}. \quad (3.38)$$

This expression for $\ell$ has an intuitive explanation using a strip diagram representation

Here (in contrast to strip diagrams we drew earlier), the strip corresponds only to the shaded region of the geometry at left in (3.39), with the outer circle representing the $b$ geodesic. As before, the inner loops represent two copies of the $a$ geodesic. The portion of the $\ell$ curve shown on the strip diagram has length $a - \frac{b}{2} + |x_1| + |x_2|$. In the full formula (3.38) the $|x|$ functions are smoothed out into $2 \log \cosh \frac{x_1}{2}$, and we also have a $\hat{\sigma}_+$ term, which represents the distance from the regularized asymptotic boundary to the $b$ circle.

The integral (3.37) is now completely explicit

$$\hat{p}(\ell) \supset e^{-S_0} e^{2\pi \sqrt{E}} \int_{|b|}^{\infty} dB K_0(4e^{\frac{b-2\ell_t}{4}}) \int_{-\infty}^{\infty} dx_1 dx_2 e^{-2i\sqrt{E}x_{12}} \delta(\ell - (\ell_t + a - b + 2 \log 2 + 2 \log \cosh \frac{x_1}{2} + 2 \log \cosh \frac{x_2}{2})) \quad (3.40)$$

In principle, the $x$ variables should be integrated over a finite range proportional to $b$, but the large $b$ assumption allows us to replace this with the whole real line\footnote{This is a bit subtle because endpoint contributions in oscillating integrals are numerically large. But they will be oscillating as a function of $b$, and after using the $\delta$ function constraint, they will be oscillating as a function of $\ell$ and $\ell_t$, and they will be suppressed by smearing out $t$ and/or $\sqrt{E}$.} Because of the oscillating phase
factor $e^{-2i\sqrt{Ex}t}$, the dominant contribution comes from the small $x$ region where the log cosh($x/2$) functions are close to a nonanalyticity. In other words, the integral over the boundary wiggles that led to this phase factor effectively imposes an on-shell condition that $\ell$ should be extremal with respect to the angular variables. In this region, we have $\ell \approx \sigma_+ + a - \frac{b}{2} = \ell_t + a - b$.

To do the $x_1, x_2$ integrals, we can expand the $\delta$ function in powers of the log cosh($x_i/2$) quantities. The important term is the lowest-order term where both log cosh($x_i/2$) variables appear:

$$\delta(\ell - \ell(\text{moduli})) = \cdots + 4 \log \cosh \frac{x_1}{2} \log \cosh \frac{x_2}{2} \delta''(\ell + b - \ell_t - a) + \cdots \quad (3.41)$$

This is the important term because lower order terms will give zero after integrating over $x_i$, and higher-order terms will be proportional to sufficiently high derivatives of $\delta$ functions that the resulting contribution to the probability distribution will locally integrate to zero. The $x_i$ integral of the term involving (3.41) can be analyzed using

$$\int_{-\infty}^{\infty} dx \ e^{-2i\sqrt{Ex}x} \log(\cosh \frac{x}{2}) = -\frac{\pi}{2\sqrt{E} \sinh(2\pi\sqrt{E})} \approx -\frac{\pi}{\sqrt{E}} e^{-2\pi\sqrt{E}}. \quad (3.42)$$

Keeping only the term (3.41) and doing the $x$ integrals with (3.42), we get

$$\int dx_1 dx_2 e^{-2i\sqrt{Ex}x_1x_2} \delta(\ell - \ell(\text{moduli})) \approx \frac{4\pi^2}{E} e^{-4\pi\sqrt{E}} \delta''(\ell + b - \ell_t - a) \quad (3.43)$$

and therefore

$$\tilde{p}(\ell) \geq e^{-S(E)} \frac{8\pi^2}{E} \int_{b_*}^{\infty} db \ 2K_0(4e^{-\frac{b}{E}}) \delta''(\ell + b - \ell_t - a) \quad (3.44)$$

$$= e^{-S(E)} \frac{8\pi^2}{E} \left[ \partial^2_{\ell t} 2K_0(4e^{-\frac{\ell t - a}{E}}) + \text{(terms from } b_* \text{ limit)} \right]. \quad (3.45)$$

The second derivative of the Bessel function is a positive function that is localized near the region $\ell + \ell_t - a = 0$. Since we are implicitly smearing out $t$ and/or $E$ with window functions, we can approximate this Bessel expression as a delta function with the same total weight

$$\partial^2_{\ell t} 2K_0(4e^{-\frac{\ell t - a}{E}}) \rightarrow \frac{1}{2} \delta(\ell + \ell_t - a). \quad (3.46)$$

Comparing to our earlier computation, this term reproduces the “firewall” delta function in (3.9). However, what the current method makes clear is that there are additional terms coming from the small $b$ region, and that they must have negative total integral so as to reproduce (3.27). We interpret these extra terms as interference terms for which the correct spatial slice is $\ell_1$ or $\ell_2$, and not the slice $\ell$. We will try to justify this interpretation in the next paragraphs, but first let’s work out its implication. The $\ell_1$ and $\ell_2$ slices have length close to $\ell_t$, so if we let $L$ be the length of the physical spatial slice, the total distribution will be

$$\tilde{p}(L) = e^{-S(E)} \frac{2^4\pi^2}{E^2} \left[ \delta(L + \ell_t - a) - \delta(L - \ell_t) \right] - \frac{e^{-S_0}}{4\pi E^{3/2}} \delta(L - \ell_t). \quad (3.47)$$

Here we have simply used that the small $b$ terms must contribute something proportional to $\delta(L - \ell_t)$, with a coefficient determined by (3.27).
We have three indirect arguments for the above interpretation. The first is based on consistency of the probability interpretation. Negative terms are not allowed in a probability distribution, but because the negative terms in (3.47) are proportional to $\delta(L - \ell_t)$, they can combine with the disk answer (2.17) to give a positive distribution. From this perspective it is also important to note that the $\ell_1$ and $\ell_2$ slices are expanding, so the negative terms in (3.47) represent expanding slices as in the disk geometry. This interpretation would not work if we had continued to view $\ell$ as the physical slice, because in the small $b$ region, we have $\ell \sim \ell_t + a$ which is different from the disk.

A second argument is the analogy to a model discussed in appendix D where the holes are replaced with non-backreacting defects. There, the positive term corresponds to an inner product of bulk states with one defect in the ket and one in the bra, meaning that the spatial slice goes between them and therefore resembles $\ell$. The negative terms correspond to bulk configurations with both defects in the ket or both in the bra, so that the spatial slice is more like $\ell_1$ or $\ell_2$.

A third, somewhat vaguer argument is based on the geometry with large $b$ vs. small $b$. In the large $b$ region, we have $\hat{\sigma}_+ \approx 0$, so that the asymptotic boundary can be thought of as being close to the $b$ geodesic. A spatial geodesic fired orthogonally from the boundary will prefer to go through the holes. In the small $b$ region, we have $\hat{\sigma}_+ \approx \ell_t$, and the (regularized) angle (C.8) between the $\ell_1$ and $\ell_2$ slices becomes very small. The $\ell, \ell_1, \ell_2$ geodesics are very similar to each other, but the $\ell$ geodesic adds an extra loop around the $a$ cycle, creating a shortcut.

### 3.2.2 Back to the handle disk

Now we return to the case of the handle disk, where it is also necessary to integrate over $a$ and $s$. Compared to the three-holed sphere, the new subtlety is that we need to work out a restricted integration region that takes into account the “no shortcut” rule for the $\ell$ geodesic.

After identifying the two $a$ loops together in (3.39), this strip geometry can be represented as a trivalent band geometry, made from three strips of lengths $y_1, y_2, y_3$, glued with a twist so that the geometry has a single boundary.

\[ b = 2(y_1 + y_2 + y_3). \]  

At right, we showed the $a$ geodesic, which has length

\[ a = y_1 + 2y_2 + y_3. \]
This geodesic looks a bit odd, but it is determined by the condition that it should be a simple closed geodesic that does not intersect $\ell$. Note that points along the $a$ geodesic with separation $y_1 + y_2$ are actually close together in the strip geometry. This determines

$$s = y_1 + y_2.$$  

(3.51)

These three relations can be inverted to get

$$y_1 = \frac{b}{2} - (a - s), \quad y_2 = a - \frac{b}{2}, \quad y_3 = \frac{b}{2} - s.$$  

(3.52)

Now, the condition we would like to impose is that the $\ell$ geodesic should not have shortcuts. This means that on the trivalent band geometry, portions of the $\ell$ geodesic should not overlap. So, for the case $x_1 > 0, x_2 > 0$ shown in (3.48), we require $y_1 > x_1 + x_2$. Together with $y_3 > 0$ this leads to the bounds $a + x_1 + x_2 - b/2 < s < b/2$, so the total volume of the $s$ integral is $b - a - x_1 - x_2$. By similarly analyzing cases with one or both of $x_1, x_2$ negative, one finds the formula

$$\int_{\text{no shortcuts}} ds = b - a - |x_1| - |x_2| = (\ell_t - \ell) \theta(\ell_t - \ell).$$  

(3.53)

In the last step we assumed that the $|x|$ functions from the strip approximation should be replaced by their $2 \log \cosh(x/2)$ counterparts, and we then used (3.38) and the delta function in (3.34).

We can use this to integrate the positive term from the three-holed sphere answer over the restricted moduli space of $a, s$

$$\tilde{P}_{1, \text{firewall}}(\ell) = \int_0^\infty da (\ell_t - \ell) \theta(\ell_t - \ell) e^{-S(E)} \frac{1}{8\pi^2 E} \frac{1}{2} \delta(\ell + \ell - a)$$  

(3.54)

$$= \frac{e^{-S(E)}}{16\pi^2 E} (\ell_t - \ell) \theta(\ell_t - \ell).$$  

(3.55)

After integrating over $\ell$ we recover (3.18). For the negative terms, the correct spatial slice is either the $\ell_1$ or $\ell_2$ slice, not $\ell$. So we should not impose the no shortcut condition for $\ell$. We will not try to analyze the negative terms in detail, because we believe they must effectively subtract from the disk answer a probability mass equal to that of the positive terms. To give a concrete formula, what we expect is that after combining the disk answer with the firewall and smooth genus one contributions, the probability distribution for the physical length should be

$$P(L) = \left(1 - \frac{\ell^2 e^{-2S(E)}}{(2\pi)^2} \right) \delta(L - \ell_t) + \frac{e^{-2S(E)}}{8\pi^2 E} (\ell_t - L) \theta(\ell_t - L) \theta(L) + O(e^{-4S}).$$  

(3.56)

The first term represents the contribution of the disk, together with the putative negative terms from the handle disk. The second term represents $P_{1, \text{firewall}}$ plus an identical term for $P_{1, \text{smooth}}$.

Finally, we would like to compare our computation here to the volume of the moduli space $V_{1,1}(b)$ [45 46]. First, let’s review the computation of that volume in the thin-strip limit. The trivalent band picture makes this computation simple, since in the $y_1, y_2, y_3$ coordinates, the mapping class group reduces to cyclic permutations which can be accounted for by ignoring the MCG and then dividing by three [45]. The measure can be obtained by computing

$$d\left(\frac{b}{2}\right) da ds = dy_1 dy_2 dy_3,$$  

(3.57)
so we have
\[ V_{1,1}(b) = \frac{1}{3} \int_0^\infty \delta(y_1 + y_2 + y_3 - \frac{b}{2})dy_1dy_2dy_3 = \frac{1}{3} \cdot \frac{b^2}{8} = \frac{b^2}{24}. \] (3.58)

This is the right answer for the volume in the large \( b \) limit.\(^7\)

In our computation, we did not divide by the factor of three for the cyclic permutations of the \( y_1, y_2, y_3 \) lengths, and correspondingly our \( a \) and \( s \) integral was (with \( x_1 = x_2 = 0 \) and \( b = 2\ell_t \))
\[ \int_{b/2}^{b} da \int_{a-b/2}^{b/2} ds = \frac{b^2}{8}, \] (3.59)
which is three times larger than the volume of the moduli space. This can be traced to the fact that there are three “on shell” choices of the \( \ell \) geodesic – corresponding to \( \ell \) threading any one of the \( y_1, y_2, y_3 \) strips. These three choices intersect the \( b \) geodesic at different points, so they correspond to placing the operators on the asymptotic boundary at different angles relative to the handle. Since we integrate over the locations of the operators on the asymptotic boundary, we should sum over these three. By choosing the \( \ell \) geodesic to pass through the \( y_2 \) strip, we have used this sum to gauge-fix the cyclic \( \mathbb{Z}_3 \) mapping class group in the trivalent band picture.

4 Discussion

So is the horizon of an old black hole safe?

We found that it can be dangerous. The old black hole might have tunneled to a white hole, with a firewall on the horizon. The contribution to this probability from a genus one wormhole, \( P_{1,\text{firewall}}(t) \), grows with time and becomes of order one when the age of the black hole is order \( e^{S(E)} \). The wormhole that describes this tunneling also contributes to late-time two point functions \(^7\), but in the present case it is enhanced by an additional zero mode integral that corresponds to the age of the final black hole in the tunneling process.\(^8\) In the two point function, this final age is restricted by the operator insertions to be near zero, see appendix \(^E\).

It is interesting to compare to the normalized spectral form factor (SFF)
\[ |\langle \text{TFD}|e^{-iH_Rt}|\text{TFD}\rangle|^2 = \frac{Z(\beta + it)Z(\beta - it)}{Z(\beta)^2}. \] (4.1)

After replacing \( t \to t - t' \), this is the overlap of a TFD state at time \( t \) with one at time \( t' \). In this paper, we computed the projection of the late-time TFD onto states with bulk age \( t' \), defined with respect to a special spatial slice. In the calculation of \( P_{1,\text{smooth}} \) this distinction isn’t important, and our quadratic answer is precisely the integral of the linear “ramp” in the microcanonical spectral form factor between \( 0 < t' < t \). In systems without time-reversal, this linear ramp continues all the way to the plateau time \( t = 2\pi e^{S(E)} \), and it is interesting that extrapolation of

\(^7\)The volume \( V_{1,1}(b) \) is often given as one half this value, because the genus one surface has a rotation symmetry that means that the twist on the \( b \) cycle should only be integrated from zero to \( b/2 \), rather than \( b \). By replacing \( V_{1,1}(b) \) by half of its value here, one can then integrate the twist from zero to \( b \).

\(^8\)The idea that \( e^{S_{BH}} \) final states can enhance tunneling was discussed in \(^{17}\) in the context of fuzzballs \(^{48}\).
$P_1$ to this time would lead to $P_{\text{firewall}} = P_{\text{smooth}} = \frac{1}{2}$. So, perhaps the physics of the plateau could be relevant at late times.

What does the “bulk age” mean in the boundary theory? A related problem is to interpret the length of the Einstein-Rosen bridge. This was conjectured to be dual to the computational complexity of the boundary state \[36\]. It was pointed out in \[49\] that higher genus corrections will be important in computing the length at late time. In \[49\], a definition of the length was used that involves a regularized sum over all possible geodesics. Our work suggests that just one geodesic could be used. From (3.56), we get

$$\int d\ell P(\ell) \ell = 2\sqrt{E} \left( t - \frac{t^3}{6\pi^2} e^{-2S(E)} \right) + O(e^{-4S(E)}). \quad (4.2)$$

As in \[49\], there are sizable corrections when $t$ is only a fraction of $e^{S(E)}$, which may not be consistent with expectations for computational complexity. Another perspective is Krylov complexity \[51, 52, 53\] which would define bulk age by orthogonalizing time-evolved TFD states.

A **concrete open problem** is to determine the value that $P_{\text{firewall}}(t)$ saturates to, by analyzing higher order effects. At very late times, a time-evolved state should become typical within the set of all possible time-evolved states, and among this class of states one would expect equal probability for a black hole or a white hole, suggesting $P_{\text{firewall}}(\infty) = 1/2$. It is not clear what notion of typicality is relevant, or how long it takes to set in, but the growth of $P_1(t)$ suggests that *something* has to happen around $t \sim e^{S(E)}$, and saturation to $1/2$ is a natural guess. The only hint of this within our calculations was that the genus one contribution (by itself) had equal probability of being a firewall or a smooth state.

A **second open problem** is how our conclusions would change in a bulk theory dual to a specific quantum system, rather than an ensemble average. The half-wormhole model \[54, 55, 56\] suggests that we replace the handle disk by the drawing at left below, where the jagged boundaries represent pseudorandom boundary conditions associated to the specific theory:

Presumably the handle disk computation we did can be viewed as an average over the half-wormhole contributions at left. But we can also imagine a half-wormhole geometry like one on the right. Can this represent a firewall? This figure does not seem to contribute to the black hole $\rightarrow$ white hole tunneling, which is the firewall mechanism we examined in this paper. However, there might be more than one way to create a firewall: tunneling to a white hole is one way, but perhaps tunneling to a dangerous half-wormhole state is another.

---

\[9\]This was pointed out to us by L. Susskind, but see \[50\].
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A Shocks make the singularity close to the horizon

For a white hole of age $t' < 0$, classical geometry predicts that the infaller and the $W$ perturbation will collide with a center of mass energy of order

$$E_{\text{c.o.m}}^2 \sim s \propto e^{\frac{2\pi}{\beta}(-t')}.$$  \hfill (A.1)

For the white holes that are discussed in this paper, with ages $t'$ of order $-e^{S(E)}$, this energy would be $\exp(\#e^{S(E)})$, a ridiculously large value. What should the infaller expect?

First, let’s discuss scattering at more modest energies $s G_N \sim 1$, so that the scattering is approximately elastic. Then the infaller’s experience can be described as propagation on a black hole with a shock wave near the horizon. This shock wave geometry is obtained by gluing together two halves of the unperturbed thermofield double geometry by a null translation by amount

$$\Delta v \sim e^{\frac{2\pi}{\beta}(t-t_*)}$$  \hfill (A.2)

along the $u = 0$ horizon \[57, 58\]. Here $t_*$ is the scrambling time. The geometry with the shock is pictured at right in the Kruskal diagrams below:

We have also drawn an infaller’s trajectory with dotted lines. It is apparent that the proper time the infaller experiences between the horizon and the singularity is reduced by the shock. For large $\Delta v$, one finds

$$t_{\text{proper}} \propto \frac{1}{\Delta v} \sim e^{-\frac{2\pi}{\beta}(-t'-t_*)} \quad (-t' > t_*).$$  \hfill (A.4)

This means that for strong shocks (but still within the validity of this approximation) the singularity approximately coincides with the horizon. A plausible scenario is that the correct extrapolation of this experience to arbitrarily high energies is simply that the infaller’s experience effectively terminates at the horizon, and we do not need to fully answer the question of what
happens in ultra-high energy scattering. Of course, it is also possible that there are surprises in store at very high energies and that this simple extrapolation is incorrect.\footnote{The tunneling from a black hole to a white hole or vice versa discussed in this paper can be considered such a surprise, but it is already taken into account for the purposes of this appendix.}

In this paper we have worked with JT gravity. In this case gravitational scattering is elastic at all energies, and there is no black hole singularity. The analog of the statement that the proper time until the singularity becomes small is that the infaller will experience a very rapidly changing dilaton after passing through the shock. In near extremal black holes to which JT is an approximation, there are singularities that the infaller will rapidly hit. We are not focusing too much on the aspects that are special to JT, because we hope that the overall picture in this paper, that the late-time black hole can tunnel into a white hole, will also be true in more interesting theories of quantum gravity.

B The length of $\ell$ on the handle disk

The purpose of this appendix is to compute the length $\ell$ of the geodesic connecting the red and black boundary points in the geometry below:

\[
\begin{align*}
\ell & = \left( \cosh \frac{x_1 - x_2}{2} + \cosh \frac{x_1 + x_2}{2} \sqrt{1 + \frac{\sinh^2 \frac{b}{4}}{\cosh^2 \frac{a}{2}}} \right)^2 \frac{\cosh^2 \frac{a}{2}}{\sinh^2 \frac{b}{4}} e^{\tilde{\sigma}_1 + \tilde{\sigma}_2}.
\end{align*}
\]
It can be derived by representing the geometry (B.1) as a quotient of the full hyperbolic space.

Intermediate steps in the derivation of (B.4) are quite complicated, so we will just check it in the limit \( a \gg b/2 \gg 1 \) that was used in the main text. In this limit, the length of the portion of \( \gamma \) that lies within the three-holed sphere becomes long and (thanks to Shunyu Yao for the following formula, which was worked out using chapter 2 of [59])

\[
\text{length of } \gamma \text{ within three-holed sphere} = 2\arccosh \sqrt{1 + \frac{\cosh^2 \frac{a}{2}}{\sinh^2 \frac{b}{2}}} \quad (B.5)
\]

\[
\approx a - \frac{b}{2} + 2 \log 2. \quad (B.6)
\]

This immediately allows us to compute the length of \( \gamma \) itself, as

\[
\text{length}(\gamma) = \sigma_1 + \sigma_2 + \text{length within three-holed sphere} \quad (B.7)
\]

\[
\approx \sigma_1 + \sigma_2 + a - \frac{b}{2} + 2 \log 2. \quad (B.8)
\]

Because the length of \( \gamma \) within the three-holed sphere is long, the \( \gamma \) and \( \ell \) geodesics will closely approximate each other for most of this length. So we can compute the \( x_1 \) dependence by evaluating the \( x_1 \) dependence of a simpler problem: a geodesic that connects \((\sigma_1, x_1)\) to a distant point with \( \tau \) coordinate equal to zero:

\[
(B.9)
\]

For large \( \sigma_1 + \sigma \), this geodesic has length

\[
\sigma_1 + \sigma + 2 \log \cosh \frac{x_1}{2} \quad (B.10)
\]

so we conclude that the \( x_1 \) dependent part of \( \ell \) is \( 2 \log \cosh \frac{x_1}{2} \). The logic is similar for the \( x_2 \)-dependent part, and we conclude that (after holographic regularization)

\[
\ell \approx \hat{\sigma}_1 + \hat{\sigma}_2 + a - \frac{b}{2} + 2 \log 2 + 2 \log \cosh \frac{x_1}{2} + 2 \log \cosh \frac{x_2}{2}. \quad (B.11)
\]

This agrees with (B.4) if \( a \gg b/2 \gg 1 \).

C  Geometry of the baby universe emission amplitude

In this appendix, we will derive a simple expression of the baby universe emission amplitude \( \langle \ell_2, b|\ell_1 \rangle \) (3.35) in terms of the trumpet coordinates of the two boundary points \((\sigma_{1,2}, \tau_{1,2})\). Since JT gravity only has boundary degrees of freedom, the action of this amplitude is purely geometrical, given by its renormalized hyperbolic area. Using the Gauss-Bonnet theorem, the hyperbolic area is given by the jump angles \( \alpha_{1,2} \) at the two boundary points:

\[
A = -\frac{1}{2} \int R = -2\pi + \sum_i \alpha_i. \quad (C.1)
\]
So we only need to work out the jump angles $\alpha_{1,2}$. It is most straightforward to work in the embedding coordinates $\vec{Y} = (Y^{-1}, Y^0, Y^1)$:

\begin{align}
Y^{-1} &= \cosh \sigma \cosh \tau, \quad Y^0 = \cosh \sigma \sinh \tau, \quad Y^1 = \sinh \sigma, \\
Y \cdot Y &= \eta_{ab} Y^a Y^b = -(Y^{-1})^2 + (Y^1)^2 + (Y^1)^2 = -1.
\end{align}

(C.2) (C.3)

In this coordinate, any geodesic is specified by a normal vector $\vec{Z}$ such that:

\[ \vec{Z} \cdot \vec{Y} = 0. \]

(C.4)

In particular, given two points $A, B$ on the geodesic $\vec{Y}_A, \vec{Y}_B$, we have:

\[ \vec{Z}_{AB} = \frac{\vec{Y}_A \times \vec{Y}_B}{|\vec{Y}_A \times \vec{Y}_B|}. \]

(C.5)

Now the jump angle between two geodesics $AB$ and $CA$ intersecting at point $A$ is equal to the angle between their normal directions:

\[ \alpha_A = \arccos(\vec{Z}_{AB} \cdot \vec{Z}_{CA}). \]

(C.6)

To get the jump angle $\alpha_2$ at the location $(\sigma_2, \tau_2)$ in (3.21), we can use:

\[ \vec{Y}_2 = \vec{Y}(\sigma_2, \tau_2), \quad \vec{Y}_1 = \vec{Y}(\sigma_1, \tau_1), \quad \vec{Y}_{1'} = \vec{Y}(\sigma_1, b + \tau_1). \]

(C.7)

This gives:

\[ \alpha_2 = 4\epsilon \frac{(e^b - 1)e^{\tau_1 + \tau_2 - \hat{\sigma}_2}}{(e^{b + \tau_1} - e^{\tau_2})(e^{\tau_2} - e^{\tau_1})} = 4\epsilon \frac{\sinh \frac{b}{2}}{\cosh \frac{b}{2} - \cosh x_{12}} e^{-\hat{\sigma}_2}, \]

where we have used $\tau_1 = x_1, \tau_2 = \frac{b}{2} + x_2$. In the limit of $b \gg 1$, this simplifies:

\[ \alpha_2 \sim 4\epsilon e^{-\hat{\sigma}_2}, \]

(C.8)

A similar analysis gives:

\[ \alpha_1 \sim 4\epsilon e^{-\hat{\sigma}_1}. \]

(C.9)

Together we have area:

\[ A \sim -2\pi + 4\epsilon (e^{-\hat{\sigma}_1} + e^{-\hat{\sigma}_2}). \]

(C.10)

The JT action is given by the renormalized area:

\[ I = -\phi_b (A + 2\pi) = -4\phi_r (e^{-\hat{\sigma}_1} + e^{-\hat{\sigma}_2}) = 2e^{-\hat{\sigma}_1} + 2e^{-\hat{\sigma}_2}. \]

(C.11)

where in the last step we used convention of this paper $\phi_r = \frac{1}{2}$. The baby universe emission amplitude (3.35) is

\[ \frac{1}{2} \int_{-\infty}^{\infty} d\hat{\sigma} e^{-I}. \]

(C.12)
D Model with light defects

In this appendix we will discuss a toy model that was helpful for us in interpreting calculations in this paper. Consider JT gravity with a gas of conical defects of angle $2\pi - \alpha$, as considered in [60, 61]. In the limit of small $\alpha$, the defects do not backreact, and they become marked points that should be integrated with measure

$$\lambda e^{-\alpha \phi(x)} \sqrt{g(x)} d^2 x,$$

where $\lambda \ll 1$ is a fugacity that controls the expansion.

In the limit of small $\alpha$, path integrals with defect insertions are very easy to compute, because the factor of $\alpha$ ensures that the only contribution can come from the region where the insertion points explore the large volume near the boundary, and the result is therefore proportional to the regularized length of the boundary. Explicitly, near the boundary

$$\phi = \phi_r, \quad ds^2 = \frac{dz^2 + du^2}{z^2},$$

and the integral over the small $z$ region gives

$$\lambda \int_0^z \frac{dz'}{z' \phi_r} e^{-\frac{\alpha}{\phi_r} \phi} \approx \frac{\lambda}{\phi_r} \int du.$$

where in the last line we used small $\alpha$. In the convention $\phi_r = 1/2$, this leads to the simple general formula

$$\text{[path integral with bdy length } u \text{ and } k \text{ defects]} = \frac{(2\lambda u)^k}{k!} \text{[same thing w/o defects].}$$

Let’s now get to the point of this model. We consider the time-evolved thermofield double state, $|\frac{\beta}{2} + it\rangle$ and let $|k\rangle$ be the $k$-defect contribution to it:

$$|k\rangle = |\frac{\beta}{2} + it \rangle \text{ with } k \text{ defect insertions}. \quad (D.5)$$

Suppose that we want to compute the norm of the portion of the state that contains one defect in its preparation, namely

$$\langle 1|1 \rangle = Z_{\text{disk}} \times (2\lambda)^2 \langle \frac{\beta}{2} + it |\frac{\beta}{2} - it \rangle \langle \frac{\beta}{2} - it |\frac{\beta}{2} + it \rangle \propto t^2. \quad (D.6)$$

To compute this term, it is not sufficient to simply compute the two-defect (order $\lambda^2$) correction to the inner product $\langle \frac{\beta}{2} + it |\frac{\beta}{2} + it \rangle$. The reason is that the $\lambda^2$ term in this inner product contains two types of terms,

$$\langle \frac{\beta}{2} + it \langle \frac{\beta}{2} + it \rangle |_2 = \langle 1|1 \rangle + \left[ \langle 0|2 \rangle + \langle 2|0 \rangle \right]$$

$$= (2\lambda)^2 Z_{\text{disk}} \times \left\{ \left[ \frac{\beta}{2} + it \right] \left[ \frac{\beta}{2} - it \right] + \left[ \frac{1}{2} \left[ \frac{\beta}{2} + it \right]^2 + \frac{1}{2} \left[ \frac{\beta}{2} - it \right]^2 \right] \right\} \quad (D.8)$$

$$= (2\lambda)^2 Z_{\text{disk}} \times \left\{ \frac{\beta^2}{4} + t^2 + \left[ \frac{\beta^2}{4} - t^2 \right] \right\} \quad (D.9)$$

$$= (2\lambda)^2 Z_{\text{disk}} \times \frac{\beta^2}{2}. \quad (D.10)$$
The term \( \langle 1 | 1 \rangle \) is present, and it makes a positive contribution that grows with time. But there is also an interference-type term that comes with a negative sign and cancels the time-dependent part of \( \langle 1 | 1 \rangle \). This cancellation is necessary for unitarity, which implies that \( \langle \beta^2 + it | \beta^2 + it \rangle \) should be independent of time.

### E Connection to the correlator

In this appendix, we explain a connection to the correlation function computed by Saad in [7]. The two-sided correlation function in the TFD at inverse temperature \( \beta \) or energy \( \sqrt{E} = \pi / \beta \) is proportional to

\[
\frac{1}{\cosh^2(\frac{\pi t}{\beta})} = \frac{1}{\cosh^2(\sqrt{Et})}.
\]

(E.1)

As shown in the introduction, emitting a baby universe of size \( a \) can change the age to

\[
\sqrt{Et}' = \sqrt{Et} - \frac{a}{2},
\]

(E.2)

so one finds an answer proportional to (after normalizing by the disk)

\[
e^{-2S} \int da ds \frac{1}{\cosh^2(\sqrt{Et} - a/2)}.
\]

(E.3)

For large \( \Delta \), the \( a \) parameter will be localized near \( 2\sqrt{Et} \), and the only zero mode is the twist \( s \), which gives a factor of \( \int ds = a \sim t \). However, if we take \( \Delta \) to be small, then fluctuations in \( a \) become large and the answer becomes of order

\[
\frac{t}{\Delta} e^{-2S}.
\]

(E.4)

The factor of \( t \) represents the \( s \) zero mode and the factor of \( 1/\Delta \) represents fluctuations in \( a \) around the value \( 2\sqrt{Et} \). These fluctuations have both positive and negative \( t' \) and therefore include both black hole and white hole states.

For most of the integration region leading to this factor \( t/\Delta \), the geodesic that is relevant for the correlator also contributes to the probability distribution we computed in this paper. In principle, the correlator includes a sum over geodesics, but for large \( a \), this sum is not significant.
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