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Abstract
Digital technology now plays a critical role in policing and security management, with policing apps, drones and body-worn cameras potentially being game-changers. Adoption of such technologies is, however, not straightforward and depends upon the buy-in of senior management teams and users. This study examines what obstacles practitioners face in the procurement, deployment and use of crime prevention and detection technologies. The issue is explored through a number of expert interviews conducted with practitioners in London between August 2019 and March 2020. This work expands previous, more theoretical, literature on the topic by adding a practical perspective and advances the understanding of issues faced in innovation processes and their management. We identified a variety of issues and obstacles to technological innovation for policing. These include the deployment of new systems at the cost of old ones, lack of financial and political support, issues in public–private partnerships, and public acceptability. Although individual practitioners may have the expertise and willingness to unleash the full potential of surveillance and crime-reduction technologies, they are usually restrained by institutional rules or, in some cases, inefficiencies. In terms of the latter, this study especially highlights the negative impact of a lack of technical interoperability of different systems, missing inter- and intra-agency communication, and unclear guidelines and procedures.
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Introduction
Technology has become prevalent in most areas of society and, in a struggle to keep up with recent advances, public agencies are forced to innovate at an ever-increasing rate. The use of technology has, however, been an important part of police work, and technological innovation has gone hand-in-hand with the evolution of police practice (Borrion, 2018). Improving effectiveness and efficiency to keep up with growing demand while remaining within tight budgetary constraints is a core driver of this symbiotic relationship (Chan, 2001; Laufs et al., 2020b). Moreover, the ‘entrepreneurial revolution’ has increasingly left many organisations involved in policing internally scrutinised by management systems and internal audits and externally under the eye of ‘watchdogs’, public complaints systems and central auditors. Chan (2001) goes as far as to suggest that ‘technology has redefined the value of communicative and technical resources, institutionalised accountability through built-in formats and procedures of reporting and restructured the daily routines of operational policing’. The effect of technological innovation on...
organisations can vary depending on the nature and the design of the technology and the way in which change is managed. The impact of information technologies is considered to be especially substantial, because officers increasingly cannot complete their tasks without them (Chan, 2001). With additional challenges brought on by the COVID-19 pandemic, the overall dependence of the police on technological innovation to improve their operations increased manifold (Azoulay and Jones, 2020; Laufs and Waseem, 2020).

Today many police forces are more ‘tech-savy’ than ever before (National Police Chief’s Council, 2016). With industry standing ready to satisfy this appetite with crime analysis software, drones and body-worn cameras, among others, there is an increased use of technological products (Higgins, 2016; McQuade, 2001; Rogers and Scally, 2018). This development is not hard to understand because both crime and policing co-evolve with technology in what Ekblom (1999, 2005) has called an ‘arms race’.

Because this is such an important issue for the future of policing and crime prevention, it is not surprising to see public and academic discussions on this topic. However, these are generally dominated by a focus on theoretical and philosophical aspects of technological innovation in the field. With an overwhelming focus on the implications for wider society, there is limited research approaching the topic from practitioners’ perspectives and discussing the impact on those who actually use those technologies.

This article addresses this gap by examining the institutional realities of technological innovation in policing and public security. In doing so, it specifically focuses on the use of so-called surveillance-oriented security technologies (SOSTs), which refer to all technological solutions aimed at detecting or preventing crime by gathering data and monitoring citizens (Pavone and Esposti, 2012). Although not all new security technologies are surveillance-oriented, the term is still useful because a large proportion of technologies for crime prevention and detection include, or rely on, some form of monitoring or sensing component (Laufs et al., 2020a). The most commonly known form of a SOST is arguably closed-circuit television (CCTV), which is implemented widely across London and the UK (Dixon et al., 2003). As such, the innovation and deployment of new CCTV systems and the improvement of existing (and possibly more intrusive) systems are a key focus of this article. In addition, other technological solutions (both software and hardware) are considered that may support police in overcoming operational challenges in their day-to-day activities. Here, however, a special focus is placed on smart devices and those aimed at automating tasks.

Similar to many other police forces in the UK and around the world, police and crime prevention services in London have faced austerity and budget cuts over the past decade, with severe detrimental effects across almost all areas of activity (Brown, 2020; Greig-Midlane, 2019).

At the same time, London is at the forefront of digital transformation and modernisation, and on the path to becoming a ‘smart city’. Briefly defined, this means any city that uses new information and communication technologies to improve the well-being of its citizens and make services more resource-efficient (Elmaghraby and Losavio, 2014). This also includes improvements to citizens’ safety and security and, as such, by default, police and surveillance in the city (Laufs et al., 2020a). The ‘smartification’ of the city infrastructure and the rapid deployment of new technologies means that practitioners are confronted with new solutions and also new problems on a daily basis. A large part of this process are the aforementioned SOSTs and the deployment of technological solutions to tackle resource insufficiencies.

To explore practitioner perspectives and the practical issues encountered in the procurement and deployment of new SOSTs, a series of expert interviews were conducted with 20 London-based senior crime-reduction practitioners. Their views were elicited about the utility of smart and emerging digital technologies for crime prevention and detection, and specifically SOSTs. Further questions probed the obstacles that are most likely to impede effective procurement and operation. Specifically focused on a group of stakeholders underrepresented in the literature (D Liu et al., 2018), this study offers a glimpse into practitioners’ perceptions of smart infrastructures. The findings contribute to a richer picture of SOSTs in smart cities and their future use, and inform the ongoing debates on their likely risks and benefits.

In the following, we discuss why technological innovation is necessary and how the debate on policing and surveillance is often one-sided. We then lay out the methodological foundations before identifying and discussing themes emerging from the interviews.

**Background**

*Innovation and practitioner perspectives – beyond theoretical issues*

The first important question to answer is why focusing on practical issues of the deployment of new SOSTs and especially practitioners’ perspectives is important. Although discussing overarching and often philosophical issues of security versus privacy and questions of individual rights is crucial, it rarely provides direct insight into how new technologies are actually used on the ground, and therefore perhaps into the types of outcomes they can be expected to achieve. In many instances, the voices of those working in the field and using new technological solutions in their
daily work are not part of the discussion when examining issues of surveillance and crime prevention. As such, this article does not seek to discuss the broad issues where public discussion often invokes images of a surveillance state and ‘big brother’. An example of this is the controversial issue of facial-recognition technologies for policing and security purposes. The heated discussion surrounding the deployment of facial recognition around a large multimodal transport hub in London (Sabbagh, 2019) and trials by London’s Metropolitan Police Services between 2016 and 2020 are just the tip of the iceberg (Bradford et al., 2020; Fussey and Murray, 2019). Against this dystopian backcloth of public debate, academics have been assessing the societal impacts of smart technology and technological innovation in general, often framing them as conflicts between security and privacy or between public order and individual rights. In many instances, however, these discussions have neglected the fact that technological innovation can be instrumental in bridging the gaps between increasing demand for police services and decreasing public funding. In the past decades, for example, many organisations, including police forces across the world, have initiated a digital ‘transformation’ (ICT) in the hope of reducing operating expenses and improving service effectiveness, accountability and procedural regularity (Adams et al., 2009; Chan, 2001; Crow and Smykla, 2019; Ekblom, 2005; Laufs et al., 2020b; Lum et al., 2017; Weisburd and Braga, 2019).

This shows that technological innovation in policing and crime prevention is not an obscure scenario in the distant future, but rather a necessity that dictates routines and day-to-day activities for practitioners. Indeed, digitalisation and technological innovation play a key role in the Policing Vision 2025 published by the National Police Chief’s Council (2016) and the Metropolitan Police Service (2017a, 2017b), which stresses that more must be done to exploit the operational benefits of advances in technology in coming years. This highlights that it is crucial to go beyond the broad philosophical discussions and to explore questions of practical realities in the deployment of new technologies for crime prevention and policing.

**Privacy versus security – an outdated debate?**

Public support for crime-reduction measures fluctuates over time and often as a result of critical events. Deployment of new surveillance technologies or the introduction of new surveillance powers, for example, often occur in the aftermath of tragedies or mass-casualty events, when the perceived need for increased security within the population is highest (Dinev et al., 2008; Thompson et al., 2020), or as a way to cope with otherwise scarce resources by means of automation (Joh, 2019; Leese, 2021; D Wilson, 2019). By contrast, public support is lowest after data leaks and surveillance scandals such as the Snowden revelations (Hintz and Dencik, 2016; Lischka, 2017; Murata et al., 2017).

As a result, the introduction of more technology-oriented security policies and increasingly intrusive SOSTs has provoked two main reactions in most countries, ranging from those who support increased surveillance in the name of (national) security and efficiency to those who argue that restrictions are undemocratic, unjustified or plain useless (Tsoukala, 2006). This dichotomy goes back to the age-old debate of security versus privacy. Often, this discussion is portrayed as a cost–benefit problem and as a trade-off where one has to choose between security improvements gained through better SOSTs or privacy (Pavone and Esposti, 2012; Pavone et al., 2016).

Several studies examine different angles of this trade-off discussion (Bowyer, 2004; Davis and Silver, 2004; Riley, 2007; Strickland and Hunt, 2005). Nevertheless, pitting privacy and security against each other, and viewing the debate as a zero-sum game, is far from uncontroversial (Pavone and Esposti, 2012). One important criticism of the framing is that it oversimplifies an otherwise highly complex discussion (Monahan, 2006; Tsoukala, 2006). At the same time, it deepens the divide between practitioners aiming to improve security and civil society organisations and citizens concerned about their privacy rights. Although both issues are important and should work in balance, the way the debate is framed has negative consequences for both sides.

In addition, it is questionable to what extent this debate applies today and whether it is still timely in its current form. As discussed before, both security and privacy are conceptually shifting. New SOSTs and smart capabilities growingly blur the lines between private and public, between volunteered and mandated data. With the rise of the age of data and information, the trade-off between security and privacy becomes increasingly blurry. Today, privacy of one’s information and personal data also means security from at least some forms of crime in both the online and offline realms (Braun et al., 2018; Sen et al., 2013; van Heek et al., 2017).

**Potential issues in the deployment of new technologies**

This study discusses known issues that can substantially hinder or even stop the use of new technologies in an organisation. For enterprise risk assessment, the |ISO31000 (2018) standard distinguishes between internal factors (that pertain to the organisation) and external ones. In the following, we focus especially on internal factors because these were overwhelmingly identified by the participants.
This section not only provides background about the topic, but also lays out a reference frame for the subsequent analysis. The issues and themes discussed herein will guide the analysis and help to contextualise the experiences and information gathered from participants.

A key issue that may occur when deploying a new technology is the impact it can have on the working practices and the working culture within an organisation (Rogers and Scally, 2018). This goes especially for law enforcement environments, with often complex subcultures, as discussed by Reiner (2010). New technologies that promise to change the status quo of individual labour realities can be seen as threatening and potentially be rejected by workers (Eugene III, 2001; Hassell, 2006; Nhan, 2014). An example is the introduction of computer-aided dispatch in many US law enforcement agencies in the 1970s and 1980s (Rogers and Scally, 2018). The system was initially widely disliked because of the significant changes it brought to the way police operated. Although police agencies have made significant strides in changing attitudes towards new technologies, there might still be some concern, especially in light of the significant potential offered by smart applications and artificial intelligence (Bartsch, 2011).

Another pitfall that might occur when deploying new security technologies is the tendency to impose them on existing structures instead of taking more holistic approaches and ensuring they are integrated into existing systems and can be used to their full potential (Rogers and Scally, 2018). In addition, the use of new technologies in existing systems (both physical and organisational) can lead to the improper use of technologies because they are used to solve problems in the traditional way rather than innovate processes as a whole (Chan, 2001). This issue is especially hard to tackle in countries like the UK and the USA due to the decentralised and, to some extent, fragmented nature of the policing system. Although some constabularies might be frontrunners in deploying new technologies, many of the deployed smart technologies cannot live up to their full potential until inter- and intra-force structures change. This is especially the case in areas such as common databases or county lines where intelligence and information-exchange structures between forces often require common standards (Allen et al., 2008; Elliott-Davies et al., 2016; Grace, 2019; Newell, 2013).

In addition, a lack of training and experience can be a significant obstacle to the usability of new technologies (Chan, 2001; White and Escobar, 2008). Because urban, societal and demographic developments do not stop, adequate training is much needed for police to be successful in the future (Taylor et al., 2014).

Lastly, budgetary and legislative constraints in particular can have a negative effect on the attitude practitioners have towards the deployment and use of new security technologies (Rogers and Scally, 2018). Although to some extent, these constraints can be reasonable or even act as important safeguards, practitioners may feel as if they lack support from their superiors or the general legitimisation to employ new technologies (Kirmeyer and Dougherty, 1988).

Much research and also practical evaluations that integrate user focus and usability issues do not make the effort to identify practical user requirements and institutional restraints (Brell et al., 2018). Lack of understanding of practitioners’ perspectives makes it difficult to improve the usability of new technologies, which in turn can hinder the work of security professionals (Werlinger et al., 2009). This is reiterated by Botta et al. (2007) and Werlinger et al. (2008), who argue that, in addition to human and organisational factors, technological factors can also have a major influence on professional performance.

Academically, these issues are rarely discussed in terms of security or policing work, especially not with regard to deployment and use of new technologies. This is problematic for two main reasons. First, police work can often set a precedent for organisations with strong and highly intricate group and social dynamics (Hirschmann and Christe-Zeyse, 2016; Ingram et al., 2018). Second, it is a field in which day-to-day operations can change significantly due to the use of new technologies (Chan, 2001). Thus, exploring the perspectives of security professionals with regard to the use of new technologies is an important topic that should have a more prominent place in the agenda of policing research.

**Why expert interviews**

The aim of this research was to gain insights into the planning, procurement and use of new security technologies for policing. Complementing studies that have analysed policy documents or measured the success or failure of outcomes, this work focuses on practitioners and the issues they face in day-to-day operations.

Furthermore, official record keeping, position papers or policy documents do not tell us much about the precise tactics and strategies of their deployment or capture more informal interactions and processes (Beyers et al., 2014). Another caveat of simple policy analysis lies in the fact that, in some instances, the official position of the organisation may differ from that of those directly working on the issue (Beyers et al., 2014).

Thus, to understand practitioners’ perspectives, this study followed the method proposed by Brell et al. (2018). In their article, the authors carry out qualitative expert interviews to discuss possible use-cases of new technologies and identify the benefits and barriers of new traffic-monitoring technologies. Other authors such as
Beyers et al. (2014) discuss the rationale of interviewing as a data collection instrument in more detail and highlight the merits of it for the purpose of exploratory studies.

Experts can provide ‘inside’ information that is especially crucial when examining the reality of policy planning processes and day-to-day operations (Dorussen et al. 2005). As such, they bridge the gap between single in-depth case studies and large-N comparisons (Dorussen et al., 2005).

Method

Between August 2019 and March 2020 (pre-COVID), we conducted in-depth interviews with 20 practitioners involved in the deployment and use of new technologies for policing and public security in London. This section discusses how we selected the experts, the interview process and the steps taken to analyse the data.

Preparation, process and issues of validity

Semi-structured interviews were chosen as because they offer a balance between the issue-focus of structured surveys and the flexibility of open-ended questions (Dorussen et al., 2005). Interviews were conducted in situ to maximise the comfort of participants and minimise strain on their time (Werlinger et al., 2009). In addition, being on-site meant that participants were able to show the researchers what they were talking about and, in several instances, this allowed for the direct referral of further participants who were working at the same time.

Before the interviews, questions were formulated and clustered by theme (Appendix 1). The latter was done to hold participants’ attention and obtain fully thought-out responses (Beyers et al., 2014; Schuman and Presser, 1996). In formulating the interview questions, we consciously avoided using academic language, jargon and leading or assumptive statements (Schwarz et al., 1999). Similarly, open questions were prioritised to allow stakeholders to freely express their views.

Recruitment and participants

Population boundaries were set using Christopoulos’s (2009) seven-question checklist, and only officials and experts working directly with security technologies for public safety in crime prevention or detection in London were considered eligible for the study. The population of interest was not limited to police or those in enforcement capacities, but included those working with CCTV, e.g. councils and other public officials. Involving those working with CCTV was considered appropriate because it has become a mainstream crime prevention strategy in many countries around the world (Pizza, 2018). It is especially prevalent in the UK, with an estimated over 4.2 million cameras across the country (Norris and McCahill, 2006; Piza et al., 2019) and more than half a million in London alone (Skogan, 2019; Webster, 2019).

To find participants, this study used the peer-esteem snowball technique (PEST) presented by Christopoulos (2009), which combines network analysis, snowball sampling and elite interview methods to confidently construct pseudo-representative samples of experts. Not only did this reduce the risk of selection bias, but it also helped to take into account network boundaries, provided an estimate of the population size and allowed for clustering of expert opinions on the basis of their nomination network. As such, applying the technique contributed to addressing known weaknesses of snowball sampling, including selection bias, population clustering and the difficulty in motivating expert participants, as discussed by Erickson (1979).

In an initial step, the researchers identified gatekeepers to the expert population (Christopoulos, 2009). Although PEST suggests using a number of unbiased informants, this was not applicable to our case because the pool was already restricted through the limited number of public institutions working in the field. In a second stage, participants were asked to provide further nominations in a series of snowball waves. The generic stages of PEST are outlined in Table 1.

Interviews with security professionals present several challenges (Botta et al., 2007; Kotulic and Clark, 2004). Practitioners often do not have time to participate, may not be willing to disclose sensitive information, and there is often no publicly available contact information (Werlinger et al., 2009). To overcome these challenges, this study leveraged professional connections of the researchers to find initial contacts.

Sampling dimensions included the participant’s role within their organisation as well as their level of seniority (Bartsch, 2011). Table 2 gives an overview of the (anonmised) participants along with their affiliation and position within their organisation.

Participants were grouped according to their affiliation and professional role. Affiliations were either policing organisations or CCTV control rooms. Professional roles included participants with management and planning duties, as well as officers who conducted day-to-day policing operations on the ground (e.g. patrolling) or generally those working directly with security technologies for crime detection and prevention in their day-to-day work. The exact affiliations of the participants (see also Table 2) could not be disclosed due to confidentiality reasons.

Interview protocol

In total, 20 experts were interviewed, varying from one to seven experts per organisation. Each interview lasted
between 30 and 60 minutes. This qualitative approach produced rich data that were subsequently analysed using a systematic approach (Halperin and Heath, 2017; Miles and Huberman, 1984).

Although the interviews did not ask for sensitive information per se, the first participants who were interviewed requested for their answers not to be recorded. As a result, the researchers followed the example by Chong (2008) and resorted to taking detailed notes and writing down specific quotes during the interviews. These notes were then transcribed and revised shortly after the interviews, as suggested by Beamer (2002). Upon completion, the interview notes were discussed with the interviewees to ensure accuracy and awareness of the interviewers’ work (Bryman and Cassell, 2006).

Although this approach was not ideal and recordings would have provided a range of benefits, the researchers followed best practice from the literature. In fact, the literature suggests that such an approach delivers comparable results with regard to data quality to directly recorded interviews with few drawbacks (Rutakumwa et al., 2020).

Nevertheless, this also means an increased role for the researcher in the recording of the data, resulting in a need for increased sensitivity to the significance of the researcher for the research process (reflexivity) (Bryman and Cassell, 2006). In other words, the increased involvement of the researchers in the data collection and interpretation process (i.e. the taking of notes as opposed to simple recording) increases the implications of the researcher in the generated data (Bryman and Cassell, 2006). Defending such an approach, Rutakumwa et al. (2020) write that ‘choosing not to use an audio recorder […] should not be viewed as a weakening of research conduct but rather as a successful indicator of the researchers’ sensitivity to the integrity of the research project’.

Interviews were only conducted if participants provided informed consent to take part in the study as per UCL ethics regulations.

### Coding and analysis method

To analyse the rich data, the detailed interview notes were synthesised, and common themes were identified (Huberman and Miles, 2002). The coding frame was not derived purely from the data themselves but rather previously defined research questions were used to shape the analytical lens (Halperin and Heath, 2017). This helped reduce the amount of data to be processed and allowed for more efficient extraction of the most important and meaningful parts. Setting a predefined coding frame allowed us to summarise patterns of similarities and variability better and identify differences between the different groups of participants. The study maintained enough flexibility to explore the explanations given by the participants in more depth (Glaser et al., 1968).

Responses were broken down into single statements that were then clustered around common concepts and themes. This was done iteratively within each interview, and related statements were then grouped together (Appleton, 1995; Bartsch, 2011). In addition, this study organised statements based on the participant’s position within their organisation. This allowed us to determine whether responses to a single question differed between participants of different levels of seniority or affiliation.

The analysis followed the pattern of clustering answers within the following four categories: (a) what knowledge practitioners had about recent technological developments; (b) what benefits and issues experts could identify with regard to these new technologies (e.g. benefits to their

---

**Table 1.** Generic stages of peer-esteem snowball technique (adapted from Christopoulos, 2009).

| Stage           | Example                |
|-----------------|------------------------|
| First stage     | Selection of seed      |
|                 | nominees               |
| Second stage    | Approach first-wave    |
|                 | nominees               |
| Subsequent stages | Approach all new    |
|                 | nominees and           |
|                 | non-respondents        |
| Final stage     | Reach population       |
|                 | saturation or significant sample size |

**Table 2.** Affiliation and role of participants. For confidentiality purposes, all participants are anonymised.

| Affiliation         | Senior leadership | Front-line practitioners |
|---------------------|-------------------|-------------------------|
| CCTV control rooms  | 3                 | 3                       |
| Police              | 7                 | 7                       |
day-to-day work); (c) what obstacles they had met previously and were likely to face in the deployment and use of new security technologies; and (d) what they would emphasise in the design of new security technologies. In the following, each theme is discussed, and the responses pertaining to it analysed. The analysis also reports some of the comments that were discussed by only one or two experts but that the researchers found particularly useful in thinking about the use of new security technologies or generally representative of the consensus among experts.

**Results**

Presentation of the results is structured around the interview topics to allow a better overview and easier comparability when replicating this study in other settings. This section gives insights into not only the most important findings, but also the lack thereof in some of the categories. A contextualisation and evaluation of the importance of individual results along with the resulting implications follow in the subsequent discussion.

**What knowledge did practitioners have about technological innovation in crime prevention and policing?**

This first category of questions served to assess the participants’ knowledge, categorise their responses to other questions and ensure that answers were given on the basis of a sufficient knowledge base (Halperin and Heath, 2017; Tourangeau and Smith, 1996). All but one participant showed knowledge about new security technologies and smart cities. The participant that did not show much knowledge in this area was retained because of their role within the Metropolitan Police Service. The concrete technologies mentioned ranged from smart streetlights to autonomous cars and parking, as well as the use of smart drone technology and urban surveillance:

I know about smart streetlights and smart parking. (Police)

It is happening increasingly. They recently started a smart city initiative in my area. (Police)

As police, we need to go with the times. My smartphone has great capabilities, and I think we could really use better technology to improve police work. (Police)

All participants confirmed that they had acquired this knowledge in a work-related context, with one participant stating that they had to ‘[…] constantly evolve in order to stay ahead’. Participants were also able to describe situations in which they had previously encountered the deployment and use of new technologies. They were able to recount numerous examples from their professional and personal lives, and many were up to date with regard to new technological innovations and smart capabilities.

**Differences between groups.** Overall, answers were largely homogenous, with all participants showing knowledge of new security technologies and, at least to some extent, about smart cities. Despite the rather homogenous knowledge demonstrated by the participants, the specific technologies that each practitioner recounted depended heavily on their work. Although all participants were asked the same questions about their knowledge of new SOSTs and smart cities, their interpretation of these terms was highly subjective. No further explanation or clarification was given at first to avoid priming the participants. Whereas many CCTV operators described SOSTs, including the use of wireless mobile cameras, sound surveillance as well as smart street lighting systems, police officers described primarily wearable devices or new technologies for patrol vehicles:

Mobile camera units can help us with watching new hot spots and to see whether we need permanent cameras. (CCTV)

We could really use something like [smart] glasses that allow us to see an augmented version and information of the suspects. (Police)

[We need] a mobile tracker to point us in the right direction when on foot. (Police)

This divide, however, was not only seen horizontally between participants from different organisations, but also was nuanced depending on the level of seniority within the same organisation. Whereas front-line participants and operators recounted practical interventions to help in day-to-day operations, participants who worked in management positions often interpreted the question to include technologies for personnel management and more efficiency-improvement tasks.

**What benefits and issues did practitioners identify in interventions?**

The second set of questions aimed to discuss which benefits and issues practitioners identified with regard to new security technologies and what impact this could have on their day-to-day operations. Two themes emerged from the stated benefits: efficiency and effectiveness. Besides these, practitioners described operational concerns, but did not mention issues of social acceptability or privacy risks to the same extent.
Benefits for efficiency. The first sub-theme of efficiency emphasised that the bottom line of all innovation should be to make police work more efficient and to reduce administrative and staffing work:

Clocking in and out from a shift should be digital. Sometimes we start our shifts before, for example, if we come to help with an incident before clocking in. A digital system would make this much easier. (Police)

Especially for managing staff and the organisation we need better digital systems. (Police)

Participants agreed almost unanimously that a key priority should be to reduce the time individual employees spend on non-crime-related tasks. All of the participants in the CCTV control rooms noted, for example, that they were often understaffed and faced a growing work load of requests from both public and private bodies. Although one might argue that most public bodies are always under-funded and short-staffed (Barnes and Henly, 2018; Vinod Kumar, 2014), interviewees were able to give very specific examples in which this became a security issue. One participant working in a CCTV control room noted that:

[W]hile at high times four staff are on watch, this is often reduced to two. This means that [the control room] is often understaffed, and operators have to complete multiple tasks at once.

Conditions like these are problemactic in terms of the occupational health of the operators (Laufs and Waseem, 2020) but are also a threat to public safety and crime prevention if there are too many incidents for operators to respond to (Rankin et al., 2012). This is a known problem and has been identified previously in the literature (Keval and Sasse, 2010). As a result, participants suggested that smart technologies would offer new avenues to cope with the work load and help optimise staff performance. In particular, they automatic video classification and person/video re-identification as promising tools for the future. Both technologies refer to the use of artificial intelligence to automatically classify the content of video data (Boukerche et al., 2017; Brezeale and Cook, 2008; Laufs et al., 2020a).

Another advantage that operators saw in technology was that maintenance and troubleshooting could be improved as most software issues could be fixed remotely and only required one call to the company running the system. This advantage, especially prevalent in cloud-based systems (Valentin et al., 2017), meant that lengthy repair processes could in many cases be foregone and issues of data storage and loss to a large extent ruled out.

Issues of interoperability. Participants stressed that the deployment of new technologies had downsides too:

If we get a new system, it won’t work with the existing ones. (CCTV)

We got a new system to manage staffing and clocking in and out, but it did not work and was not as flexible as the way we did things before, so we stopped using it. (Police)

We have a brand-new communication system, but we cannot use it because some of the other agencies are not on the same system. (CCTV)

The most common issue named by participants was that new and old systems were often incompatible. Many described day-to-day practices in which new systems did not match existing application programming interfaces (APIs) and thus were not usable. Participants reported that this slowed down their work significantly. Not only did software and integration issues make single tasks harder, but they contributed to a less productive and more tense work environment:

Everyone got annoyed because we had to use the new system, but it took much longer than how we did things before. (Police)

Even the installation of new hardware elements such as cameras was not always straightforward. One CCTV operator recounted how the procurement of new cameras had been highly problematic because they were not compatible with the current software and that the procurement of new software was pricey and much discussed within the organisation. The participant lamented that there were no larger studies exploring the feasibility of new features or which software would be most sustainable in the future. Because the subscription to new software was too expensive, an interim solution was decided, and old cameras were integrated into the old system, which ultimately limited their functionality. Although the academic literature proposes some solutions to this problem, such as customisable plug-and-play solutions (Baldoni et al., 2017), they rarely reflect the realities of CCTV control rooms as bottlenecks of multi-agency collaboration. Proposals of single system architectures or platforms for smart interventions as proposed by de Diego et al. (2018) or Valentin et al. (2017) are thus often hard to set up under real conditions.

Compatibility issues are present even in the more modernised CCTV control rooms. In contrast to the first CCTV control room visited by the interviewer, the second had just undergone a complete refurbishment. The entire borough had been equipped with 70 new high-definition cameras, and additional smart technologies such as smart lampposts had been rolled out. The security-relevant data
from all of these smart interventions converged in the control room, but despite the modernisation efforts, compatibility issues were still prevalent. Although the borough had updated all its systems, the aforementioned bottleneck meant that several other agencies, such as police and other emergency services, had communication channels to this control room. Here, the radio used to keep in touch with the police was older than the other systems and, as such, was not compatible. Although the new digital phone system was able to connect different stakeholders simultaneously and could log incidents automatically, the old radio system only worked one-to-one:

A very annoying problem [...] that despite the investments and modernisations we cannot use the new radios because they are not compatible with the ones the police give us. Now we can only wait till they get on the new system and even then, we won’t know if it will be the same. (CCTV)

Similar issues were reported by participants who worked for the police, with some stating that the installation of new patrol car tracking systems had ‘disturbed their routines’ and ‘cost lots of time’. As such, participants showed themselves generally open to the installation and usage of new technologies but were critical towards those that were meant to replace larger parts of the system or had too much of an impact on their daily operations. Although there was no general rejection of new technologies, some practitioners were disillusioned by the new systems that had been put in place. This issue is in itself not new as already two decades ago, Chan (2001) urged that technologies for policing must be compatible with those of other agencies.

Benefits for effectiveness. The focus of this study does not solely lie on CCTV. While those participants working immediately with CCTV (three) primarily described technologies to make their work more efficient, it was police officers who identified technologies with the aim of making crime prevention and detection more effective.

It would be very useful to get something to find suspects and where they live faster. Maybe even see who lives at a certain address or whether they are there. (Police)

It would be very useful to be able to see someone’s criminal history before approaching them. (Police)

Those in management positions were very conscious of potential benefits for staff allocation and budgeting, whereas front-line participants focused primarily on how technologies could help them identify and apprehend offenders. Within the latter group, whereas CCTV operators placed a larger emphasis on analytical capabilities, police officers clearly highlighted communicative and mobility technologies. Participants stressed that currently, prevention programmes were not reaching the right people and that they would have to ‘get in their channels’ to make programmes more effective. In contrast to this, the question of whether this would affect personal liberties and the extent to which some suggestions could be considered invasive was not much discussed. This was partly because there were no established structures and that these issues would have to be discussed on a political rather than an operational level.

Issues of social acceptability. Although many of the technologies identified and discussed by the experts have undeniable benefits, issues of ethics and social acceptability were little discussed as potential drawbacks. This could be attributed to a range of reasons (e.g. practitioners’ perspective on the issue or their perception that this was not a topic the interviewer wanted to hear from them), but it nevertheless brings up questions with regard to the ethical deployment and usage of these technologies. Most of the practitioners stated that although they were involved in procurement decisions, assessments of social acceptability and possible ethical drawbacks were not up to them. Instead, participants recalled how these issues were ‘up to the politicians’ (CCTV) and rather ‘strategic and political decision’ (police) instead of practical ones.

Only one expert, one of the control room managers, stated that the local council had considered ‘systems with artificial intelligence and facial recognition software’ but had been ‘scared off by a possible backlash’. This indicates that issues of social acceptability can have a great impact on the acquisition process, with interventions deemed too risky not selected.

What institutional obstacles did practitioners face in deploying and using new security technologies?

Deployment at the cost of existing systems. One of the biggest obstacles that practitioners identified for the deployment and use of new technologies was that the practical impacts on their work were often not sufficiently considered in the procurement and deployment process:

We had a system that worked well, but that was replaced. It would have been better to spend that money on something else. (Police)

It made our work much harder because everyone had to get used to the new interface and the way it worked. It made it much more difficult. (CCTV)
Another example of this is the response from one practitioner about the redesign of a CCTV control room which was moved out of a building shared with the local police unit and into a third location in an effort to streamline police services and increase CCTV capabilities. This redesign of the control room was not discussed with operators or middle management, a fact that was heavily criticised by the participant:

It made it much harder to communicate with the police because before, they were in the same building and would just come upstairs. Now we have to call them or email them, and it takes up much more time. (CCTV)

As a result of the move, operators had less contact with the police and more work with administrative processes (such as writing emails or phone calls) that would previously have been addressed in person. Although new software was bought to make work in the control room more efficient, it was quickly rendered useless as it was incompatible with other systems used in the control room and by other agencies.

Another participant reported that a new shift management system for the police station causing severe delays in people clocking in and out because it did not allow for the needed flexibility in working hours. Although both moves were meant to improve efficiency and lower the administrative work load within the organisations, they ultimately increased the amount of paperwork and labour needed to deal with problems.

This study suggests that these negative impacts and unintended consequences were, to a large extent, limited to the use of efficiency-oriented technologies, i.e. those aiming to reduce administrative work and increasing productivity.

Although most organisations may go through a transitional phase, the cases described by participants indicated more severe structural issues as unintended consequences (see also Chan, 2001; Patel et al., 2018). The current study also found a sharp discrepancy between the answers provided by front-line practitioners and those with management responsibilities. The latter emphasised the positive effect of new technologies in managing their workforce and accomplishing their job; the former often highlighted the negative impacts and unintended consequences of the deployment of new systems. Although this had to do with their respective roles, it showed at least some disconnect between managers and front-line participants.

Financial and political commitments. Within the police as well as the CCTV control rooms, managers showed a keen interest in deploying and using a variety of new technologies to enhance efficiency and effectiveness:

We are already behind with digitalisation. We need to do better. (CCTV)

There are not many projects where this is not discussed. It seems to be everywhere now, so we try to use it to make things better. (Police)

However, participants identified a lack of political commitment and financial support as significant obstacles, particularly with regard to the use of smart surveillance systems and more far-reaching and comprehensive approaches. One participant formulated his disagreement like this:

[Politicians] don’t want to put all of their eggs in one basket. They make small commitments rather than large ones that would bind them in the future.

This echoes the concern that several practitioners did not feel fully supported in their roles by their superiors and the institutions they worked for. In many cases, the use of new technologies was not governed by clear regulations. The resulting ambiguity led to frustrations amongst many practitioners.

Public–private partnerships. Practitioners identified the interaction with private partners such as private security companies, real estate developers and private land/building owners as potential obstacles. This was particularly the case in scenarios in which private entities limited the control of police or crime prevention and policing depended on their approval or cooperation:

On one hand, we need to work with them, but they also can become a headache. (CCTV)

There is a lack of communication between them and us, and they usually use their own systems instead of relying on us. (CCTV)

Participants working in the control rooms stated that rapidly constructed new developments in particular were increasingly becoming a problem for existing CCTV infrastructure. Newly planted trees obstructed cameras, and many new developments relied on private CCTV services that did not allow access to their cameras. This created more and more ‘blind spots’, which intensified issues such as person or vehicle re-identification. As a solution, the participant suggested that increased dialogue between developers and CCTV would be needed.
Issues with this regard were exclusive to participants working with CCTV and those remotely controlling surveillance technologies. They also mentioned that while the deployment of a new communication system with local security guards had been set up to reduce the work load of police, it had only increased the work load for control rooms where more and more lines of communication converged.

Social acceptability. Lastly, several practitioners identified either implicitly or explicitly social acceptability4 and the public’s trust as a limiting factor:

We have to be careful what the public think we do with this. (Police)

There is a lot of debate, and we want a system that works and not something controversial. (CCTV)

Participants from the newly renovated CCTV control room in particular mentioned that whereas more advanced surveillance technologies had been considered before the modernisation, only a few had ultimately been deployed. Practitioners in this control room stated that they:

… had to reject a few [surveillance technologies] because of financial reasons. They were simply too expensive. […] we could not do most of them because people would not have liked it.

Participants from the police made similar suggestions, stating that public acceptability of the technologies would be a significant obstacle and that people would consider many interventions to be an invasion of privacy. However, none of the practitioners was able to provide specific metrics that were or could be used to evaluate how the public felt about a certain crime prevention or detection tool.

Even though some participants referred to public opinion surveys on facial recognition and other more advanced technologies (Bradford et al., 2020; Bromberget al., 2019; Fussey and Murray, 2019), they highlighted that there were no specific surveys for each individual case they referred to. This means that although social acceptability and the view of the general public can hinder or even fully stop the deployment and use of new crime prevention and detection tools, the threshold for this is often arbitrary and rarely follows an evidence base.

Discussion and recommendations

This article identified a variety of issues and obstacles to technological innovation for policing and the deployment of new SOSTs. These include the deployment of new systems at the cost of old ones, lack of financial and political support, issues in public–private partnerships, and public acceptability. The following discussion groups and contextualises these findings, highlighting the most important ones and laying out implications for further research as well as recommendations for improving innovation practice in the field of security and policing. The section first discusses the institutional and technological foundations needed for technological innovation before examining discrepancies and synergies between the academic debate and practice, especially with regard to issues of social acceptability and ethics.

Institutional and organisational requirements for successful innovation

The expert interviews conducted in this study indicate that there are two possible areas that need to be examined specifically when troubleshooting technological innovation in policing. These are institutional foundations and organisational support to enable practitioners to work effectively and technological coordination and interoperability.

With regard to the former, this research found that practitioners are often more open-minded and eager to increase technological innovation than initially assumed. If solely considering the general characterisation of security practitioners and police in the literature as usually not tech-savvy individuals, such a result would have been unexpected (Sheng et al., 2009; Werlinger et al., 2009). Many of these studies are, however, decades-old, and this research finds that those working with technologies today are often not only knowledgeable in their field, but also seem to keep up to date with trends and recent developments.

Nevertheless, there is a significant amount of scepticism, and many practitioners believe that technologies would make their work more difficult in some respects. Despite this, many interviewees suggested that they were in favour of increasing innovation and were actively bringing in ideas.

One important take-away message is that there is a lack of institutionalisation of technological innovation in policing. Strict hierarchies and inflexible structures create bottlenecks for innovation that make bottom-up innovation often impossible and can reduce the effectiveness of top-down innovation (Borins, 2002). Instead, efficient leadership and institutional structures that allow innovation are needed to enable both top-down and bottom-up initiatives. This includes political leadership that provides clear rules and regulations but does not interfere with day-to-day operations (Borins, 2002).
In several cases, participants felt that they did not have the support of their superiors for deploying or using smart technologies to the fullest. This disconnect may indicate an obstacle to effective change management (Campbell et al., 2003; Hirschmann and Christe-Zeyse, 2016). A lack of support from superiors can have several negative effects on the motivation of staff and the overall work environment (Kirmeyer and Dougherty, 1988). Insecurities felt in the (middle-) management of an organisation will inevitably translate to the lower ranks, and can severely hinder the widespread deployment and use of new technologies, and ultimately foster a general rejection of them, as described by McQuade (2001) or Chan (2001).

This creates a circle of problems that hinder innovation, especially as with limited budgets and increased public attention, political support and budgetary commitments come under increased scrutiny, and decision processes become longer (Abramovaite et al., 2018; Schmidt et al., 2015). As such, this project suggests that clear guidelines are needed that emphasise coherence in dealing with technologies and discourage managers from undermining organisation-wide initiatives directly or indirectly.

It is important to note here that throwing technology at the problem is not an answer, as studies such as the one by Garicano and Heaton (2010) find that the use of new technologies alone has neutral, and at worst detrimental, effects on police productivity, if not accompanied by appropriately flexible organisational and management practices. This is further supported by the findings of Mastrobuoni (2020) which suggest that the success of technological innovation depends largely on the surrounding institutional framework.

Change is often wanted by police forces and other agencies but rarely institutionalised. This is problematic because innovation (especially technological) does not bring about exclusively benefits, but also unexpected drawbacks. A lack of standardised processes and the capacity of practitioners to foresee them is therefore problematic (de Diego et al., 2018). Because public agencies are often not set up to follow the fast-paced, dynamic environment that technological innovation requires, many practitioners stated that they were faced with bureaucratic challenges in almost all of their actions, not only restricting their ability to do their job, but also negatively impacting their work morale. Front-line participants working for the police suggested, for example, that tools for demand prediction and management would be useful to streamline organisational structures and free up resources. Although demand is extremely difficult to predict, some tools exist to make or at least improve predictions (Borrion et al., 2020; Boulton et al., 2017; Davies and Bowers, 2019; Laufs et al., 2020b).

In many instances, practitioners voiced concerns about the chronic need for additional staff and resources. Although one might argue that a lack of funding is a common frustration, especially in public agencies, that does not necessarily advance the understanding of their view on the procurement and deployment of new SOSTs, this is not the case. A key aim of this article was to explore practitioner perspectives on technological innovation in their organisations and the priorities when procuring and deploying new SOSTs. The aforementioned frustrations with resources and financing were often mentioned and thus should not be discounted, but rather seen as an important part of the practitioner perspective.

Working conditions as described by some of the practitioners are problematic in terms of the occupational health of the operators (Laufs and Waseem, 2020) and can also constitute a threat to public safety and crime prevention if there are too many incidents for operators to respond to (Rankin et al., 2012). This is a known problem and has been identified in the literature previously (Keval and Sasse, 2010).

This, and the fact that budgetary and resource constraints were so often mentioned, highlights the need for new technologies to manage increasing work loads and more diverse ranges of tasks in times of austerity and shrinking resources. Particularly with even tighter budgetary constraints as a result of the COVID-19 pandemic, public agencies will need to embrace innovation to manage resource shortfalls and maintain effectiveness (Azoulay and Jones, 2020). Nevertheless, practitioners also saw potential in the use of new technologies to deal with resource shortages and staffing problems. This echoes the findings by JM Wilson and Weiss (2014), who examined how individual staffing and individual work load can affect policing operations.

**Interoperability of systems and the way to smartness**

In addition to the lack of support and institutional structures to enable effective work, practitioners also identified technological issues that were hindering progress. This included specifically the interoperability of systems both between those of different providers and between different agencies.

A common theme across all participants, regardless of their level of seniority or affiliation, was that new solutions should be compatible with existing systems or, as one participant put it: ‘new technologies should be fluid and should piggyback on what is already there’. This echoes the findings of several authors, such as Datta and Sarkar (2017) and Patel et al. (2018), who propose that, especially in a public context, systems compatibility should be prioritised. This issue is in itself not new because two decades ago, Chan (2001) urged that technologies for policing must be compatible with those of other agencies.

Although the academic literature proposes some solutions to this problem, such as customisable plug-and-play
solutions (Baldoni et al., 2017), they rarely reflect the realities of CCTV control rooms as bottlenecks of multi-agency collaboration. Proposals of single system architectures or platforms for smart interventions, as proposed by de Diego et al. (2018) or Valentín et al. (2017), are thus often hard to set up under real conditions.

This study recommends a more coordinated and collaborative approach to ensure interoperability and harmonisation of systems. This is especially important in the context of future smart cities, where the fragmented deployment of smart technologies can have significant impacts on their usefulness (Fernandez-Anez et al., 2018; Libbe, 2018). Chmutina and Bosher (2017) repeatedly emphasise the importance of a holistic approach to smart infrastructure, especially with regard to security. Even though the literature discusses this issue primarily with regard to achieving broad coverage of smart technologies across a city, the examples above give insights into the potential side effects on a micro-level (i.e. the effects of just one change to one office).

In addition, the results indicate that issues with private stakeholders lead to increased inefficiencies in the new systems, which echoes the findings of T Liu et al. (2020). Issues of public–private partnerships are not new (Cvrtila and Perešin, 2014; Purtova, 2018), but they are more relevant than ever in the context of smart cities, for instance, as future urban infrastructure is likely to be increasingly privatised (T Liu et al., 2020). Most models of the smart city rely heavily on the harmonious interplay of private and public agents and on the mutually beneficial use of each other’s infrastructures (Ankitha et al., 2017; Choi and Na, 2017). To foster such a mutually beneficial relationship, we suggest an inclusive forum encouraging relevant stakeholders to take a more unified approach to crime prevention and the deployment of smart technologies in an area, as suggested by Borrion et al. (2019).

**Ethical concerns and social acceptability**

The findings also indicate a disconnect between practitioner needs and those issues dominating the public discourse on the matter. At the same time, however, ethical and normative debates are necessary to maintain a balance in the procurement and use of new SOSTs.

Although individual practitioners may have the expertise and willingness to deploy SOSTs to their full potential, they are usually restrained by institutional rules and regulations (or, in some cases, inefficiencies). Indeed, practitioners are bound by codes of practice and their actions are limited by laws and guidelines to ensure no actions are taken unlawfully (Germain et al., 2011). As such, this form of restraint is a crucial and reassuring element of a functioning security system in a liberal democracy. However, once legal and ethical requirements are satisfied, practitioners also face the issue of social acceptability when deploying new crime prevention and detection technologies. Because the evidence base on this is still insufficient and because many organisations rely on arbitrary thresholds, it is hard to overcome or even define the obstacle that social acceptability presents.

As a result, considerations of this nature are often only a minor and not institutionalised part of the SOST implementation processes. This may, of course, be attributed to the fact that procurement decisions and considerations of this nature are made by policy-makers rather than those operating or working with the technologies directly. Although this separation of those directly involved in the use of surveillance and those making procurement decisions is essential in a democratic society, it brings about several issues for both sides of the equation. Although most practitioners are likely proponents of the introduction of more advanced SOSTs rather than scrutinising ethical or acceptability concerns, limiting their involvement in the procurement decision to merely practical issues can be problematic. Ethical considerations and also those of social acceptability need to be made when examining the full picture rather than selective opinion snapshots. Here, further research is needed to explore the interplay between day-to-day practice and overarching ethical issues.

This is also highlighted by the before-mentioned concerns about resource constraints, which not only present practical obstacles to policing and surveillance, but also are an important part of the ethics debate. If the budgetary situation is too dire, practical needs may outweigh ethical concerns or those of social acceptability (Pavone and Esposti, 2012). At the same time, those deploying SOSTs might consider their use ethical and proportionate because they are in control and proportionality of surveillance is always relative (Macnish, 2014). This means that leaving ethical considerations up to non-governmental organisations and privacy rights groups, and operational concerns to practitioners pits these groups against each other in a struggle to win political favour either for or against deployment of a new system. At the same time, police rely on an ethical and socially acceptable deployment of new SOSTs because strong opposition to a new technology has the potential to harm police–community relations and trust in police (Bradford et al., 2020; Neyland, 2006). Thus, a better approach would be to engage with both groups and search for acceptable solutions that satisfy ethical standards just as much as operational needs. This echoes the findings of several previous studies, suggesting that more inclusive and nuanced approaches that highlight issues of function creep, data commercialisation, discrimination or privatisation of data are needed (Amoore, 2006; Côté-Boucher, 2008; Liberatore, 2007; Lodge, 2007; Spence, 2005).
Overall, a more distinct evaluation process is needed that includes various perspectives and leaves room to find a compromise. This article suggests that the gap between the practical needs of practitioners and socially acceptable and democratic solutions needs to be bridged by further research and active engagement of citizens by the government.

**Limitations**

Although expert interviews were considered the most appropriate design for this study, there are still some limitations. In theory, it would be useful to increase the sample size, but the pool of potential experts on this matter is very limited on a local or even national scale. As such, significantly increasing the sample size was not a feasible option in the case of this research.

Because not all experts are equally knowledgeable and may make mistakes, the data are admittedly, to some extent, more diverse and ‘messy’ than in other modes of research (Dorussen et al., 2005). This, and similar issues of (inter-) expert reliability are often not discussed extensively in much of the current literature, and it is crucial to at least acknowledge them (Dorussen et al., 2005; Halperin and Heath, 2017; Hooghe et al., 2010).

Other issues of validity could be disregarded altogether. Issues such as the time-lag between the interview and the topic or events in question were not relevant in this case because this study aimed to explore the professional opinion and experiences of stakeholders, factors that would likely not change significantly overnight (Beyers et al., 2014).

**Future research questions**

This research was useful to explore the practical concerns of practitioners about the procurement and deployment of new SOSTs and other smart technologies, however, it also brought up a range of new research topics that should be addressed in subsequent studies.

First, while our research suggests that the police as an institution are often too stiff for the growingly fast-paced technological developments, additional research is needed to understand exactly which institutional dynamics should be changed to increase flexibility and allow for better technological innovation in the police.

Second, future research should pick up findings regarding the arbitrary threshold for social acceptability and the lack of established procedures. This is needed because social acceptability is an essential prerequisite for the success of any new policing technology (Bradford et al., 2020). In addition, a lack of acceptance by the public can not only impact the intervention in question, but also may have a lasting negative impact on police–community relations as a whole (Nam, 2018).

Third, the question remains whether the results of this study can be seen as indicators of a ‘smartification of policing’? Although the answers to the first background question were mainly used to categorise the subsequent responses, they also helped to put our findings into the context of the existing literature. Experts showed knowledge of technologies and did not show any direct dislike of their deployment or use. Although this may be expected given most individuals work directly with technology in their day-to-day work, it stands in contrast to previous findings and the general characterisation of crime prevention practitioners and police in the academic debate. This sample was too small to tell much about the wider organisations; however, it would be interesting to identify, through further research, the extent to which we can observe a technologisation or even smartification of policing.

Lastly, this research uncovered possible detrimental effects of increased privatisation in the field of public security and surveillance. It further suggested that the distinct lack of institutionalised measures and the reliance on external agencies hinders technological innovation and prevents police forces from staying up to date. Here, it would be useful for further research to examine the individual steps in public procurement processes and identify opportunities for streamlining them.

**Conclusion**

Overall, this article identified three key areas for improving current practices of procuring and deploying new surveillance technologies for policing and crime prevention in London. First, institutional set-ups need to be made more flexible and conducive for (technological) innovation. This includes increasing support from policy-makers and leaders, as well as regulatory clarify for the deployment and use of new SOSTs.

Second, this article highlights issues of interoperability as current, but also future obstacles to the use of SOSTs in policing and crime prevention. Here, not only technologically compatible systems should be procured but their deployment should also take practitioner concerns into account to minimise disruptions in day-to-day operations.

Lastly, this article highlighted the current lack of guidelines and evidence with regard to social acceptability. More research is needed to provide a better evidence base for future deployments of new SOSTs. At the same time, evaluation processes should be formalised and made more inclusive to ensure issues of ethics and social acceptability are not overshadowed by budgetary constraints and resource shortages.
These results only partially corroborate the findings of previous studies or the characterisation of police and crime prevention practitioners in the academic debate and, as a result, have several implications for the academic debate on technological innovation in policing and crime prevention. The theoretical discussion often highlights ethical issues and those of social acceptability, even though – in our interviews at least – most practitioners discussed these as rather peripheral issues in the procurement and implementation of new SOSTs.

Instead, practitioners focused on functionality and direct impacts on effectiveness and efficiency in their daily work. The main implications arising from this are that the academic debate needs to place a greater focus on practitioner perspectives and operational and practical issues. This can be done by involving practitioners and those working with SOSTs on a daily basis more and emphasising the importance of ethical and socially acceptable deployment from the onset of the procurement process (Azoulay and Jones, 2020). The overall lack of research reaffirms the urgency of this project. Not only is it important to evaluate the social acceptability level of individual interventions, but the findings of this study also indicate that there is a practical need for general criteria to evaluate to what extent the general public will examine a specific intervention.
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Notes
1. It is also noteworthy that the CCTV control rooms are not run by police forces but by local authorities. Although their primary function is detecting crime and securing evidence (through video recording), they also operate to monitor other factors such as traffic.
2. For a more in-depth discussion of the benefits and drawbacks of different data-recording methods in interviews, we recommend Hayes and Mattimoe (2004).
3. Smart lampposts use sensors to adapt the lighting to the flows of traffic and pedestrians to reduce electricity usage, minimise costs, reduce maintenance and CO2 emissions, and enhance public safety and well-being (Dizon and Pranggono, 2021). Their utility can go far beyond lighting because smart lampposts can include video-monitoring devices, air pollution sensors, RFID readers, emergency call buttons or charging ports for electric vehicles (Babu et al., 2021).
4. Note that this was not discussed as an ethical or moral dimension but rather as a practical concern for the procurement and use of new technologies.
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**APPENDIX 1: Interview questions**

**Overall aim and objectives**

1. Realistic scenarios
   - Are you aware of any smart city initiatives?
   - What are possible deployment scenarios in London?
   - Which alternatives are most feasible? — financially, ethically, practically …?

2. The current process
   - How long does it take to deploy a new technology?
   - What things are primarily considered in the process?
   - What kinds of consultations are being held before?
• Are issues of ethics and social acceptability considered before?
• I know that many councils now try to buy new security technologies in bulk/together, has this changed the evaluation and consultation process in any way?

3. Suggestions for the future
• Where do you see room for improving the current consultation processes?
• (This is kind of inevitable.) In an ideal world what would smart security systems look like?
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