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Abstract—In a spin chain governed by a local Hamiltonian, we consider a microcanonical ensemble in the middle of the energy spectrum and a contiguous subsystem whose length is a constant fraction of the system size. We prove that if the bandwidth of the ensemble is greater than a certain constant, then the average entanglement entropy (between the subsystem and the rest of the system) of eigenstates in the ensemble deviates from the maximum entropy by at least a positive constant. This result highlights the difference between the entanglement entropy of mid-spectrum eigenstates of (chaotic) local Hamiltonians and that of random states. We also prove that the former deviates from the thermodynamic entropy at the same energy by at least a positive constant.
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I. INTRODUCTION

ALMOST all quantum many-body systems are chaotic.1

Although generic chaotic systems are not exactly solvable, an analytical understanding of quantum chaos may be gained from the following assumption.

Assumption 1: The properties of a quantum chaotic system are described by a random state (subject to macroscopic constraints if any).

Remark 1: This assumption underlies the typicality argument [2], [3], [4], which explains the emergence of the canonical ensemble in isolated quantum many-body systems.

Using techniques from probability theory, one can derive some consequences of the random-state description in Assumption 1. One might expect that such consequences are universal properties of quantum chaotic systems. This approach is elegant and independent of the microscopic details of the system under consideration. In various specific models, certain consequences of Assumption 1 have been numerically observed [5], [6], [7], [8] or even rigorously proved [9], [10] to be at least approximately valid. The empirical success of the random-state description (Assumption 1) may be surprising especially when the chaotic system under consideration is deterministic (not random).

Physical systems usually have some structure. In a quantum spin system on a lattice, interactions among spins may be local in the sense that the interaction range of each term in the Hamiltonian is upper bounded by a constant. Since locality is not captured by Assumption 1, it is important to understand whether and to what extent the properties of chaotic systems with local interactions deviate from the consequences of the random-state description. This is a technically challenging task—it is difficult to verify or refute Assumption 1 for a particular chaotic system. Whether the deviation exists may depend on the property under consideration.

Entanglement, a concept of quantum information theory, has been widely used in condensed matter and statistical physics to provide insights beyond those obtained via “conventional” quantities. A large body of literature exists on ground-state entanglement [11], [12], [13], [14], [15] and entanglement dynamics [5], [16], [17], [18] in various systems. The scaling of entanglement [19] reflects the efficiency of tensor network simulations of quantum many-body systems [20], [21], [22], [23], [24].

It is important and of high current interest to understand the entanglement of excited eigenstates of chaotic local Hamiltonians. To this end, heuristic descriptions of universal entanglement scaling behavior have been developed [6], [7], [8], [25], [26], [27], [28], [29], [30], [31], [32], [33], [34]. In particular, Assumption 1 raises the following question.

Question 1: Does the difference between the entanglement entropy of mid-spectrum eigenstates of chaotic local Hamiltonians and that of random states vanish in the thermodynamic limit?

The thermodynamic limit is the limit where the system size (number of spins in a spin system) goes to infinity.

Assume without loss of generality that the Hamiltonian under consideration is traceless so that the mean energy (average of all eigenvalues) of the Hamiltonian is zero.

Definition 1 (Mid-Spectrum Eigenstate): For a traceless Hamiltonian, an eigenstate with energy $E$ is a mid-spectrum eigenstate if the ratio of the number of eigenvalues in the

1This statement is not mathematically precise because “chaotic” is not defined. In this paper we do not attempt to define it; for there is no clear-cut definition of quantum chaos.
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entanglement of mid-spectrum eigenstates of (chaotic) local Hamiltonians and that of random states was observed numerically in [6], [30]. However, to my knowledge, it was highlighted only in recent works [34], [35], [36]. These numerical studies are limited to relatively small system sizes and suffer from significant finite-size effects. The numerical values of the difference in all these studies are quite small ($\lesssim 0.1$). Strictly speaking, whether they vanish in the thermodynamic limit cannot be concluded from the numerical results. Heuristic explanations for the numerically observed differences were given in Refs. [32], [34]. It was even conjectured in [32, Eqs. (14) and (15)] that in the thermodynamic limit, the difference in Question 1 approaches a universal (model-independent) function of the ratio of the subsystem size to the system size.

This paper focuses on one-dimensional quantum systems and rigorously answers Question 1 in the negative. In a spin chain governed by a (not necessarily chaotic) local Hamiltonian, we consider a microcanonical ensemble in the middle of the energy spectrum and a contiguous subsystem whose length is a constant fraction of the system size. We prove that if the bandwidth of the ensemble is greater than a certain constant, then the average entanglement entropy (between the subsystem and the rest of the system) of eigenstates in the ensemble deviates from the maximum entropy by at least a positive constant.

The maximum entropy is the logarithm of the Hilbert space dimension of the smaller of the subsystem and the rest of the system.

by at least a positive constant. Therefore, the italicized statement above cannot be understood heuristically from eigenstate thermalization.

The rest of this paper is organized as follows. Section II provides basic definitions and technical background. Section III presents the main result, whose relationship with the thermodynamic entropy is discussed in Section IV. The main text of this paper should be easy to read, for most of the technical details are deferred to Appendices A, B.

II. Preliminaries

We use standard asymptotic notation. Let $f : \mathbb{R}^+ \to \mathbb{R}^+$ be two functions. One writes $f(x) = O(g(x))$ if and only if there exist constants $M, x_0 > 0$ such that $f(x) \leq M g(x)$ for all $x > x_0$; $f(x) = \Omega(g(x))$ if and only if there exist constants $M, x_0 > 0$ such that $M g(x) \leq f(x)$ for all $x > x_0$; $f(x) = \Theta(g(x))$ if and only if for any constant $M > 0$ there exists a constant $x_0 > 0$ such that $f(x) < M g(x)$ for all $x > x_0$.

Consider a chain of $N$ spins, each of which has local dimension $d = \Theta(1)$. The system is governed by a local Hamiltonian

$H = \sum_{i=1}^{N} H_i,$

where $H_i$ is the nearest-neighbor interaction between spins at sites $i$ and $(i \bmod N) + 1$. For concreteness, we use periodic boundary conditions, but all the results below also hold for other boundary conditions. Assume without loss of generality that $\text{tr}(H_i) = 0$ (traceless) for all $i$ so that the mean energy of $H$ is $\text{tr}H/d^N = 0$. We also assume that the expansion of $H_i$ in the generalized Pauli basis does not contain any terms acting only on the spin at site $(i \bmod N) + 1$. This is again without loss of generality since such terms can be included in $H_{(i \bmod N) + 1}$. These two assumptions imply that

$\text{tr}(H_i H_{i'}^\dagger) = 0, \quad \forall i \neq i'.$

We do not assume translational invariance. $\|H_i\|$ may be site dependent but should be $\Theta(1)$ for all $i$.

Lemma 1 [37], [38], [39]:

$s^2 := \text{tr}(H^2)/d^N = \Theta(N).$ (3)

Remark 2: $s^2$ is the variance of all eigenvalues of $H$.

Proof: Using Eq. (2) and since $\|H_i\| = \Theta(1)$ for all $i$,

$\frac{\text{tr}(H^2)}{d^N} = \sum_{i,i'=1}^{N} \frac{\text{tr}(H_i H_{i'}^\dagger)}{d^N} = \sum_{i=1}^{N} \frac{\text{tr}(H_i^2)}{d^N} = \sum_{i=1}^{N} \Theta(1) = \Theta(N).$ (4)

Let $\mathcal{A}$ be a contiguous subsystem of $L$ spins and $\mathcal{B}$ be the complement of $\mathcal{A}$ (rest of the system). Assume without

The assumption that $\|H_i\| = \Theta(1)$ for all $i$ can be relaxed. The proof of Theorem 2 remains valid if $\|H_i\| = O(1)$ for all $i$ and if condition (33) holds.

---

2After this paper was posted on arXiv, [35], [36] appeared.

3The maximum entropy is the logarithm of the Hilbert space dimension of the smaller of the subsystem and the rest of the system.
loss of generality that $L \leq N/2$. Let $d_A := d^L$ and $d_{\bar{A}} := d^{N-L}$ be the Hilbert space dimensions of subsystems $A$ and $\bar{A}$, respectively.

**Definition 2 (Entanglement Entropy):** The entanglement entropy of a pure state $|\psi\rangle$ is defined as the von Neumann entropy

$$S(\psi_A) = -\text{tr}(\psi_A \ln \psi_A)$$

of the reduced density matrix $\psi_A := \text{tr}_{\bar{A}} |\psi\rangle\langle\psi|$. We call $\max_{|\psi\rangle} S(\psi_A) = \ln d_A = L \ln d$ the maximum entropy.

a) **Entanglement of random states:** We briefly review the

**Theorem 1:** [Conjectured and Partially Proven by Page [40]; Proven in [41], [42], [43]] For a pure state $|\psi\rangle$ chosen uniformly at random with respect to the Haar measure,

$$E_{|\psi\rangle} S(\psi_A) = \frac{d_{dA}}{2} \sum_{k=d_A+1}^{2} \frac{1}{k} - \frac{d_A - 1}{2d_A} = \ln d_A - \frac{d_A}{2d_A} + O(1/d_A).$$

The second step of Eq. (6) uses the formula

$$\sum_{k=1}^{n} \frac{1}{k} = \ln n + \gamma + \frac{1}{2n} + O(1/n^2)$$

for $n = d_A$ and $n = d_{\bar{A}}d_A$, where $\gamma \approx 0.577216$ is the Euler-Mascheroni constant.

The distribution of $S(\psi_A)$ is highly concentrated about the mean $E_{|\psi\rangle} S(\psi_A)$ [44]. This can also be seen from the exact formula [45], [46] for the variance of $S(\psi_A)$.

Suppose $f := L/N$ is a fixed constant such that $0 < f \leq 1/2$. Theorem 1 implies that in the thermodynamic limit $N \to \infty$,

$$E_{|\psi\rangle} S(\psi_A) = L \ln d - d^{(f-1)N/2} + O(d^{-N}).$$

Thus, for $0 < f < 1/2$, the difference between the entanglement entropy of random states and the maximum entropy is exponentially small $e^{-\Omega(N)}$. For $f = 1/2$ (equal bipartition), the difference is exponentially close to $1/2$.

b) **Entanglement of non-mid-spectrum eigenstates:** Recall that we assume that the Hamiltonian $H$ (1) is traceless. If the energy of a (possibly mixed) state $\rho$ is significantly away from zero, then the subsystem entropy deviates significantly from the maximum entropy in the following sense. Let $\rho_A := \text{tr}_{\bar{A}} \rho$ be the reduced density matrix of subsystem $A$. Let $E_{|\psi\rangle}|_{L_{1}}$ denote averaging over all contiguous subsystems of length $L$. There are $N$ such subsystems.

**Lemma 2:** For $L > 1$,

$$E_{|\psi\rangle}|_{L_{1}} S(\rho_A) = L \ln d - \Omega\left(L \ln^2 (\rho H)/N^2 \right).$$

On the left-hand side of Eq. (10), we average over all contiguous subsystems of length $L$. This is not strictly necessary for deriving the bound on the right-hand side. For example, if $L = N/2$ (which implies that $N$ is even) and if $|\text{tr}(\rho H)|$ is greater than a certain constant, then the derivation remains valid upon replacing $E_{|\psi\rangle}|_{L}$ by averaging over only two contiguous subsystems $A$ and $\bar{A}$. If $\rho$ is a pure state, then

$$S(\rho_A) = \frac{S(\rho_A) + S(\rho_{\bar{A}})}{2} = \frac{N}{2} \ln d - \Omega\left(A^2 (\rho H)/N \right).$$

Proof: For $d = 2$, the lemma is proved in [8]. It is straightforward to extend the proof to any integer $d > 2$.

It is straightforward to extend Lemma 2 to two and higher spatial dimensions.

Let $\{|\psi_j\rangle\}_{j=1}^{N}$ be a complete set of eigenstates of $H$ with corresponding energies $|E_j|$. Since $H$ is a local Hamiltonian, the distribution of $E_j$’s (density of states) is approximately normal [47], [48], [49] with mean $\text{tr} H/d = 0$ and variance $s^2$ (3). Hence, $|\psi_j\rangle$ is a mid-spectrum or non-mid-spectrum eigenstate (Definition 1) if $|E_j| = o(\sqrt{N})$ or $|E_j| = \Omega(\sqrt{N})$, respectively. Let $\psi_{j,A} := \text{tr}_{\bar{A}} |\psi_j\rangle\langle\psi_j|$ be the reduced density matrix of subsystem $A$. For any non-mid-spectrum eigenstate and $L = \Omega(N)$, Lemma 2 implies that

$$E_{|\psi\rangle}|_{L_{1}} S(\psi_{j,A}) = L \ln d - \Omega(1).$$

By contrast, Lemma 2 cannot determine whether the entanglement entropy of a mid-spectrum eigenstate deviates from the maximum entropy by at least a positive constant.

III. Results

Let

$$J = \{j : E - \Delta \leq E_j \leq E + \Delta \}$$

be a microcanonical ensemble of bandwidth $2\Delta$. The main result of this paper, proved in Appendix A, is the following theorem.

**Theorem 2:** Suppose $L = \Omega(N)$, there is a constant $C > 0$ such that for any $|E_j| = o(\sqrt{N})$ and any $\Delta > C$,

$$\frac{1}{|J|} \sum_{j \in J} S(\psi_{j,A}) = L \ln d - \Omega(1).$$

Theorem 2 is particularly interesting when $C < \Delta = o(\sqrt{N})$. In this case, $|E_j| = o(\sqrt{N})$ so that $|\psi_j\rangle$ is a mid-spectrum eigenstate for all $j \in J$.

Comparing Theorem 1 and Theorem 2 for $C < \Delta = o(\sqrt{N})$, the entanglement entropy of mid-spectrum eigenstates of any one-dimensional local Hamiltonian is provably different from that of random states. The difference is $\Omega(1)$ if $N/2 - C \geq L = \Omega(N)$ for a certain constant $C > 0$. We conjecture that the difference is also $\Omega(1)$ if $N/2 - C \leq L \leq N/2$, for $L = N/2$, [6], [30], [32], [34], [35], [36] provide empirical evidence for this conjecture.

a) **Superposition of eigenstates:** Let $\{|\psi_j\rangle\}_{j=1}^{N}$ be an arbitrary orthonormal basis of the subspace

$$\mathcal{H}_J := \{ |\psi_j\rangle : j \in J\}.$$ 

(14)

Let $\psi_{j,A} := \text{tr}_{\bar{A}} |\psi_j\rangle\langle\psi_j|$ be the reduced density matrix of subsystem $A$. $^6$In the proof of [8], $\rho$ is an eigenstate of $H$. However, the proof does not use this property of $\rho$. Thus, without modification it applies to any (possibly mixed) state.
Theorem 3: Suppose $L = \Omega(N)$. There is a constant $C > 0$ such that for any $|E| = o(\sqrt{N})$ and for any $\Delta$ such that $C < \Delta = O(\sqrt{N})$,

$$\frac{1}{|J|} \sum_{j=1}^{|J|} S(\psi_{j,A}) = L \ln d - \Omega(1).$$  \hspace{1cm} (15)

Remark 3: Corollary 2 in Appendix A extends Theorems 2 and 3 to the Rényi entropy of $\psi_{j,A}$ and $\psi_{j,A}$, respectively.

Corollary 1: Let $|\psi\rangle$ be a pure state chosen uniformly at random with respect to the Haar measure from $\mathcal{H}_J$. Suppose $L = \Omega(N)$. There is a constant $C > 0$ such that for any $|E| = o(\sqrt{N})$ and for any $\Delta$ such that $C < \Delta = O(\sqrt{N})$,

$$\Pr_{|\psi\rangle \in \mathcal{H}_J} (S(\psi_{A}) = L \ln d - \Omega(1)) = 1 - e^{-2|E|^2/N^2}.$$  \hspace{1cm} (16)

We split the Hamiltonian (1) into three parts: $H = H_A + H_B + H_\delta$, where $H_{A(\delta)}$ contains terms acting only on subsystem $A(\delta)$, and $H_\delta$ contains boundary terms. For example, if subsystem $A$ consists of spins at sites 1, 2, $\ldots$, $L$, then

$$H_A = \sum_{i=1}^{L-1} H_i, \quad H_\delta = \sum_{i=L+1}^{N-1} H_i, \quad H_\delta = H_L + H_N.$$  \hspace{1cm} (17)

Note that $H_A$ and $H_\delta$ are Hermitian matrices of order $d_A$ and $d_\delta$, respectively. Let

$$s_A^2 := \text{tr}(H_A^2)/d_A, \quad s_\delta^2 := \text{tr}(H_\delta^2)/d_\delta.$$  \hspace{1cm} (18)

Conjecture 1: Let $|\psi\rangle$ be a pure state chosen uniformly at random with respect to the Haar measure from $\mathcal{H}_J$. Let $f := L/N$ be a fixed constant and $\delta$ denote the Kronecker delta. If

$$\lim_{N \to \infty} s_A^2/s^2 = f,$$  \hspace{1cm} (19)

then for $d = 2$, any $|E| = o(\sqrt{N})$, and any $\Delta = O(\sqrt{N})$,

$$\lim_{N \to \infty} (L \ln 2 - E_{|\psi\rangle \in \mathcal{H}_J} (S(\psi_{A})) = \frac{\delta_{f,1/2} - f - \ln(1 - f)}{2}.$$  \hspace{1cm} (20)

The proof of Lemma 1 implies that Eq. (19) holds for not only any translation-invariant but also many disordered systems. For example, Eq. (19) holds with overwhelming probability if each $H_i$ is a random Hermitian matrix of order $d_i^2$ sampled independently from the Gaussian unitary ensemble.

Conjecture 1 can be heuristically justified in the same way as [32, Eqs. (14) and (15)]. Condition (19) is not but should have been included in [32] because it is necessary for the heuristic justification there.

IV. Eigenstate Thermalization

The eigenstate thermalization hypothesis (ETH) states that for expectation values of local observables, a single eigenstate resembles a thermal state with the same energy [50, 51, 52]. An entropic variant of the ETH states that the entanglement entropy of an eigenstate between a contiguous subsystem (smaller than half the system size) and the rest of the system is approximately equal to the thermodynamic entropy of the subsystem at the same energy [25, 26, 27, 28, 30].

For any local Hamiltonian (regardless of whether it is chaotic), the subsystem entropy of a (possibly mixed) state $\rho$ is, in the following sense, upper bounded by the thermodynamic entropy at the same energy. Let

$$\sigma_A(\beta) := e^{-\beta H_A}/tr e^{-\beta H_A}$$  \hspace{1cm} (21)

be the thermal state of subsystem $A$ at inverse temperature $\beta$. Recall the definition of $E_{|A|=L}$ in the paragraph preceding Lemma 2. Let

$$\mathcal{E}(\beta) := E_{|A|=L} (\sigma_A(\beta) H_A).$$  \hspace{1cm} (22)

It is easy to see that $\mathcal{E}(0) = 0$ and that $\mathcal{E}$ is strictly monotonically decreasing. The effective inverse temperature of $\rho$ is determined by solving the equation

$$\mathcal{E}(\beta) = (L - 1) tr (\rho H)/N.$$  \hspace{1cm} (23)

Note that “$L - 1$” on the right-hand side is the number of terms in $H_A$. Let

$$S(\beta) := E_{|A|=L} (\sigma_A(\beta)).$$  \hspace{1cm} (24)

It is easy to see that $S(0) = L \ln d$ and that $S$ is strictly monotonically increasing (decreasing) for negative (positive) $\beta$.

Lemma 3:

$$E_{|A|=L} (S(\rho_A)) \leq S(\beta),$$  \hspace{1cm} (25)

where $\beta$ is the solution of Eq. (23).

Proof: It follows from [53, Lemma 11] or [54, Lemma 11] and the observation that

$$E_{|A|=L} (tr (\rho_{|A|=L} H_A \otimes \mathbb{I}_\delta)) = (L - 1) tr (\rho H)/N,$$  \hspace{1cm} (26)

where $\mathbb{I}_\delta$ is the identity operator on subsystem $\delta$.

It is straightforward to extend Lemma 3 to two and higher spatial dimensions.

Question 2: For eigenstates of chaotic local Hamiltonians, does the difference between the left-hand side (entanglement entropy) and the right-hand side (thermodynamic entropy) of (25) vanish in the thermodynamic limit?

Suppose $L = \Omega(N)$. We answer Question 2 for mid-spectrum eigenstates, i.e., $|\psi\rangle$ with $|E| = o(\sqrt{N})$. In this case, the right-hand side of (25) can be rigorously calculated: Lemma 6 in Appendix B implies that the solution of Eq. (23) is

$$\beta = -\Theta(E_f/N).$$  \hspace{1cm} (27)

Then, Lemma 7 in Appendix B implies that

$$S(\beta) = L \ln d - \Theta(L E_f^2 / N^2) = L \ln d - o(1).$$  \hspace{1cm} (28)

Thus, the bound in Lemma 3 is the same as that in Lemma 2. Comparing Eqs. (13) and (28), the answer to Question 2 for mid-spectrum eigenstates is no.
APPENDIX A
PROOFS FOR SECTION III

Proof of Theorem 2: Since the distribution of $E_j$’s is approximately normal [47], [48], [49] with mean zero and variance $\sigma_j^2$ (3),
\[
1 \geq \left| \left\{ j : |E_j - E| \leq \sqrt{N} \right\} \right| / |J| \\
\geq \left| \left\{ j : |E_j - E| \leq \sqrt{N} \right\} \right| / \Delta^2 = \Omega(1), \quad \forall \Delta > \sqrt{N}. \tag{29}
\]
It suffices to prove Theorem 2 with the additional constraint that $\Delta \leq \sqrt{N}$. This is a special case of Theorem 3.

Before proving Theorem 3, it is instructive to verify Eq. (15) in a simple example.

Example 1: Consider a chain of $N$ qubits (spin-1/2’s) governed by the Hamiltonian
\[
H = \sum_{i=1}^{N} \sigma_i^z;
\tag{30}
\]
where $\sigma_i^z$ is the Pauli $z$ matrix at site $i$. Suppose $N$ is even.

Let $E = 0$ and $\Delta = 1$ so that $|J| = \binom{N/2}{N/2}$. Let $\Pi = \Pi^2$ be the projection onto the subspace $\mathcal{H}_J = \text{ker}H$ so that
\[
\rho_A := \frac{1}{|J|} \sum_{j=1}^{|J|} \psi_{j,A} = \frac{1}{|J|} \ell_A^J \Pi
\]
\[
= \left( \frac{N}{N/2} \right)^{-1} \bigoplus_{k=0}^{L} \left( \frac{N-L}{N/2-k} \right) \ell_A^J
\]
in the computational basis, where $I_n$ is the identity matrix of order $n$. For $N/2 \geq L = \Omega(N)$,
\[
\frac{1}{|J|} \sum_{j=1}^{|J|} S(j, A) \leq S(\rho_A) = \frac{L}{k=0} \left( \binom{L}{k} \right) \left( \frac{N-L}{N/2-k} \right) \ln \left( \frac{N}{N-L} \right)
\leq L \ln 2 - \Theta(1). \tag{31}
\]
Eq. (30) is a very special Hamiltonian. For general $H$, $\rho_A$ cannot be calculated analytically. However, we can still prove that many diagonal elements of $\rho_A$ (in a particular basis) deviate significantly from $1/d_A$. Thus, $S(\rho_A)$ deviates significantly from the maximum entropy.

Proof of Theorem 3: Recall the definitions of $s_A^2, s_A^2$ (18). Similar to Lemma 1,
\[
s_A^2 = \Theta(L), \quad s_A^2 = \Theta(N-L). \tag{33}
\]
Let $|a_k\rangle_{k=1}^{d_A}$ and $|\tilde{a}_k\rangle_{k=1}^{d_A}$ be complete sets of eigenstates of $H_A$ and $H_{\bar{A}}$ with corresponding eigenvalues $|a_k|$ and $|\tilde{a}_k|$, respectively. Assume without loss of generality that $E \leq 0$.

Let
\[
K := \left\{ k : C_1 \sqrt{L} \leq \epsilon_k < (C_1 + 1) \sqrt{L} \right\}, \\
A := \Delta + C_2, \quad Q_A := \sum_{E: |\epsilon_k| \leq A} |\tilde{a}_k\rangle \langle \tilde{a}_k|, \tag{34}
\]
\[
P := \sum_{k=1}^{d_A} |a_k\rangle \langle a_k| \otimes (1_A - Q_{E-\epsilon_k}),
\]

\[
\begin{align*}
P_K & := \sum_{k \in K} |a_k\rangle \langle a_k| \otimes (1_A - Q_{E-\epsilon_k}), \\
\text{where} \quad C_1, C_2 > 0 \text{ are constants to be chosen later. The distributions of $E_j$’s, of $\epsilon_k$’s, and of $\epsilon_j$’s are all approximately normal [47], [48], [49]. Specifically, [48, Lemma 1] implies that} \\
& \quad |J|/d_A \geq T_1 - T_2, \quad m := |K|/d_A \geq T_2 - R_2, \\
& \quad \text{tr}Q_{E-\epsilon_k}/d_A^2 \leq T_3 + R_3, \quad \forall k \in K, \tag{36}
\end{align*}
\]
\[
T_1 = e^{-\frac{(E-\Delta)^2}{2\sigma^2}} \frac{\sqrt{N}}{\pi}, \quad T_2 = e^{-\frac{(C_1+1)^2}{2\sigma^2}} \frac{\sqrt{L}}{s_A \sqrt{2\pi}},
\]
\[
T_3 = e^{-\frac{\left(\max\{|c_1, c_2|\sqrt{E-\Delta}\right)^2}{2\sigma^2}} \frac{\sqrt{N}}{s_A \sqrt{2\pi}}, \tag{37}
\]
\[
R_1 = c_1/\sqrt{N}, \quad R_2 = c_1/\sqrt{L}, \quad R_3 = c_1/\sqrt{N-L} \tag{38}
\]
for some constant $c_1 > 0$. Let
\[
\rho := \frac{1}{|J|} \sum_{j=1}^{|J|} |\psi_j\rangle \langle \psi_j| = \frac{1}{|J|} \sum_{j=1}^{|J|} |\psi_j\rangle \langle \psi_j|,
\]
\[
\rho_A := \ell_A^J \rho = \frac{1}{|J|} \sum_{j=1}^{|J|} |\psi_j\rangle \langle \psi_j|, \tag{39}
\]
Recall the definition of $H_A$ (17). Since $\|H_A\| = O(1)$, [55, Th. 2.3] implies that
\[
\langle \psi_j|P|\psi_j \rangle = \| \langle \psi_j|P| \psi_j \rangle \| \leq c_2 e^{c_3(\Delta-\lambda)} = c_2 e^{c_3 c_2} \tag{40}
\]
for all $j \in J$, where $c_2, c_3 > 0$ are constants. Hence,
\[
\text{tr}(|\rho P|) \leq c_2 e^{-c_3 c_2}. \tag{41}
\]
For $x, y > 0$, we write $x \ll y$ if $x/y$ is upper bounded by a sufficiently small positive constant. For a sufficiently large constant $C \gg 1$,
\[
R_1 < R_3 < T_1. \tag{42}
\]
Let $C_1, C_2$ be constants such that
\[
\frac{\Delta^2}{L} + \frac{N}{L} \ln \left( \frac{2 + C_2}{C} \right) \ll C^2 \ll C_2. \tag{43}
\]
Since $R_2/T_2 = O(1/\sqrt{L})$ and $(C_1 + 1)^2 \ll C_2$,
\[
\frac{\text{tr}(|\rho P|)}{m} \leq c_2 e^{-c_3 c_2} \frac{T_2}{T_1} = c_2 e^{-\frac{(c_1+1)^2}{2\sigma^2}} \frac{s_A}{s_A^2} \left( \frac{c_2}{C} \right) \ll 1. \tag{44}
\]
Since $0 \leq -E = o(\sqrt{N})$ and $\Lambda/\Delta \leq 1 + C_2/C$,
\[
\frac{T_3}{T_1} = e^{-\frac{(E-\Delta)^2}{2\sigma^2}} \frac{\left(\max\{|c_1, c_2|\sqrt{E-\Delta}\right)^2}{2\sigma^2} \frac{s_A}{s_A^2} \left( 1 + \frac{C_2}{C} \right) \ll 1. \tag{45}
\]
so that
\[
\frac{d_A \text{tr} Q_{E-k}}{|J|} \leq \frac{T_3 + R_3}{T_1 - R_1} \leq 1, \quad \forall k \in K. \quad (46)
\]

Let \( p_k := \langle ak | \rho_A | ak \rangle \) so that \( \sum_{k=1}^{d_A} p_k = 1 \). Since \( \rho \leq I/|J| \),
\[
\sum_{k \in K} p_k = \sum_{k \in K} \langle ak | \rho_A | ak \rangle = \sum_{k \in K} \text{tr}(\rho(\langle ak | \otimes 1_A))
\]
\[
= \text{tr}(\rho P_k) + \sum_{k \in K} \text{tr}(\rho(\langle ak | \otimes Q_{E-k})).
\]
\[
\leq \text{tr}(\rho P) + \sum_{k \in K} \frac{d_A \text{tr} Q_{E-k}}{|J|} \leq \frac{m}{4} + \frac{|K|}{4d_A} = \frac{m}{2}. \quad (47)
\]

Using the concavity of the von Neumann entropy and \[56, \text{Eq. (1.42)}\],
\[
\frac{1}{|J|} \sum_{j=1}^{d_A} S(\psi_{j,A}) \leq S(\rho_A) \leq - \sum_{k=1}^{d_A} p_k \ln p_k. \quad (48)
\]

Maximizing the rightmost subject to the constraint (47) and since \( m \geq T_2 - R_2 = \Theta(1) \),
\[
- \sum_{k=1}^{d_A} p_k \ln p_k \leq \frac{m \ln(2d_A)}{2} + \left(1 - \frac{m}{2}\right) \ln \frac{d_A(1 - m)}{1 - m/2}
\]
\[
= L \ln d + \frac{m \ln 2}{2} + \left(1 - \frac{m}{2}\right) \ln \frac{1 - m}{1 - m/2} = L \ln d - \Theta(1). \quad (49)
\]

**Definition 3 (Rényi Entropy):** The Rényi entropy \( S_\alpha \) of order \( \alpha \in (0, 1) \cup (1, \infty) \) of a state \( \rho \) is defined as
\[
S_\alpha(\rho) = \frac{1}{1 - \alpha} \ln \text{tr}(\rho^\alpha). \quad (50)
\]

The von Neumann entropy can be formally written as \( S_1 \) since
\[
S(\rho) = \lim_{\alpha \to 1} S_\alpha(\rho). \quad (51)
\]

**Corollary 2:** For any constant \( \alpha > 0 \), Theorems 2 and 3 remain valid upon replacing \( S(\psi_{j,A}) \) and \( S(\phi_{j,A}) \) in Eqs. (13) and (15) by \( S_\alpha(\psi_{j,A}) \) and \( S_\alpha(\phi_{j,A}) \), respectively.

**Proof:** Since \( S_\alpha \) is monotonically non-increasing in \( \alpha \), it suffices to prove the case where \( 0 < \alpha < 1 \). We follow the proof of Theorem 3. Similar to (48), using the concavity of the Rényi entropy for \( 0 < \alpha < 1 \) \[57\] and \[56, \text{Eq. (1.42)}\],
\[
\frac{1}{|J|} \sum_{j=1}^{d_A} S_\alpha(\psi_{j,A}) \leq S_\alpha(\rho_A) \leq - \sum_{k=1}^{d_A} p_k \ln p_k. \quad (52)
\]

Maximizing the rightmost subject to the constraint (47),
\[
\frac{1}{1 - \alpha} \sum_{k=1}^{d_A} p_k^\alpha \leq \frac{1}{1 - \alpha} \ln \left( m d_A^{1-\alpha} / 2^2 \right) - (m/2)^\alpha (1 - m) d_A^{1-\alpha}
\]
\[
= L \ln d + \frac{1}{1 - \alpha} \ln \left( m/2^2 \right) - (1 - m/2)^\alpha (1 - m) d_A^{1-\alpha}
\]
\[
= L \ln d - \Theta(1). \quad (53)
\]

**Proof of Corollary 1:** Let \( C \) be a sufficiently large constant. Since \( C < \Delta = O(\sqrt{N}) \), \[48, \text{Lemma 1} \) implies that
\[
|J| = \Omega(d^N \Delta / \sqrt{N}). \quad (54)
\]

Since \( |\psi\rangle \) is a Haar-random state in \( \mathcal{H}_J \), Theorem 3 implies that
\[
\mathbb{E}_{|\psi\rangle \in \mathcal{H}_J} S(\rho_A) = L \ln d - \Theta(1). \quad (55)
\]

**Lemma 4** [44, **Lemma III.2**]: For any two pure states \( |\phi_1\rangle, |\phi_2\rangle \),
\[
|S(\phi_{1,A}) - S(\phi_{2,A})| \leq \eta |||\phi_1| - |\phi_2||, \quad \phi_{i,A} := \text{tr}_A |\phi_i\rangle \langle |\phi_i||, \quad i = 1, 2, \quad (56)
\]
where the Lipschitz "constant" is upper bounded by \( \eta = O(1 / d_A) \).

**APPENDIX B**

**LEMMAS FOR SECTION IV**

**Lemma 5** **(Moments [37], [38], [58]):**
\[
\frac{\text{tr}(H_A^r)}{d_A} = \mathcal{O}(L), \quad (58)
\]
\[
|\text{tr}(H_A^r)/d_A| = (O(Lr)^{r/2}, \quad \forall r \in \mathbb{N}^+, \quad (59)
\]
where the constant hidden in the Big-O notation is independent of \( r \).

**Lemma 6:** For \( |\beta| = o(1/\sqrt{L}) \),
\[
\mathcal{E}(\beta) = -\beta(L - 1) x^2 / N + O(\beta^2 L + |\beta|^3 L^2). \quad (60)
\]

**Proof:** Using **Lemma 5,**
\[
\frac{1 - \text{tr} - \beta H_A}{d_A} = \sum_{r=0}^{\infty} \frac{(-\beta)^r \text{tr}(H_A^{r+1})}{r!} = 1 + O(\beta^2 L), \quad (61)
\]
\[
\frac{1 - \text{tr} - \beta H_A}{d_A} = \sum_{r=0}^{\infty} \frac{(-\beta)^r (O(Lr)^{r/2})}{r!} = 1 + O(\beta^2 L), \quad (62)
\]
Hence,
\[
\mathcal{E}(\beta) = \mathcal{E}_{|\beta|=1} \text{tr}(\sigma_A(\beta) H_A) = \mathcal{E}_{|\beta|=1} \sum_{r=0}^{\infty} \frac{(-\beta)^r \text{tr}(H_A^{r+1})}{r!} = - \beta \mathcal{E}_{|\beta|=1} = \frac{1}{L} \mathcal{L} \pm O(\beta^2 L + |\beta|^3 L^2)
\]
\[
= - \beta(L - 1) x^2 / N + O(\beta^2 L + |\beta|^3 L^2). \quad (63)
\]
Lemma 7: For $|\beta| = o(1/\sqrt{L})$, 
\[ S(\beta) = L \ln d - \frac{\beta^2 (L-1) \epsilon^2}{2N} + O\left( |\beta|^4 L + |\beta|^4 L^2 \right). \] (64)

Proof: It follows from Lemma 6 and the thermodynamic relation 
\[ dS(\beta)/d\beta = \beta d\mathcal{E}(\beta)/d\beta = d(\beta\mathcal{E}(\beta))/d\beta - \mathcal{E}(\beta). \] (65)
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