Simultaneous confidence intervals for the interpretation of primary and secondary effects in factorial designs without a pre-test on interaction

Ludwig A. Hothorn,
Im Grund 12, D-31867 Lauenau, Germany (e-mail:ludwig@hothorn.de)
(retired from Leibniz University Hannover)
April 19, 2022

Abstract
The analysis of low dimensional factorial designs with possible interactions is a relevant issue. Instead of the common pre-tests for interaction, a simultaneous inference procedure of the primary factor at the respective level of the secondary factor as well as pooled over all its levels is proposed.

1 Introduction
In biomedical trials, the methodologically so predominantly focused one-way layouts already exist, but factorial designs with commonly a few factors are the standard in the recent literature, particularly in biological experiments [27]. From this it follows how to analyze the main effects considering the interaction effects appropriately?

2 Model
Here, we consider a generally unbalanced (i.e. replicated) factorial design with a few factors, e.g., 2 or 3 factors, where at least one factor has more than just 2 factor levels (to exceed the trivial 2x2 design). Notice, we consider qualitative factors only; the relationship between a quantitative covariate and a qualitative factor is a different issue, see e.g. [23]. Without limiting generalizability, a scenario with only two factors is simplified below. From the point of view of interpretation, one factor $A_i$ is usually of primary interest, usually the one with $k > 2$ levels, while the secondary factor $B_j$ should describe different conditions for the primary factor, such as males and females in randomized clinical trials [3].

A central inference issue hereby is the possible $A x B_{(i,j)}$ interaction, but not in the sense of an existing or negligible interaction. In fact, it is usual to perform the inference between the levels $A_i$ either separately for each level $B_j$ (exactly if the global $F_{A x B}$-test is significant) or pooled over the levels $B_j$ (exactly if the global $F_{A x B}$-test is non-significant) by means of an ANOVA $F_{A x B}$-pretest (at whatever level) [6]. This approach contains several pitfalls, at least: i) the combination of pre- and main test may contain inconsistencies of the decision when controlling of the $\alpha$ level [19], ii) the different power dependencies of pre- and main test on the same $n_i$ (where commonly lower power for the interaction pre-test), iii) although already the consequence of a significant level $\alpha$-test on the separate analysis is not too clear, the test for negligible interaction should be performed as an equivalence test, which however itself depends
on the tolerable threshold, the choice of which is unclear with respect to separate/pooled analysis [5, 8], and iv) the $AxB_{(ij)}$ interaction is a global test, which is sensitive to at least one, any interaction $AxB_{(ij)}$, but does not allow to say which one it is. In a not too rare data situation, however, this relevant interaction may occur only in one (or a few) constellation(s), which is/are unimportant from the point of view of the primary factor. Then its power would be significantly reduced by a separate analysis on the $B_j$ levels, which is actually unnecessary for the selected $A_i$ levels of interest. I.e., a global interaction F-test is not the method of choice but interaction contrasts are more appropriate [18], which allow both global and individual statements jointly. 

Mindful of these drawbacks, we propose an approach without any interaction pre-test: the simultaneous analysis between the levels of the primary factor for both per $B_j$ levels and their pooled levels. I.e., simultaneous in the sense of FWER control by means of multiple contrast tests [14]. This allows the direct interpretation of the main effects of the primary factor, given existing or not existing interactions as well of those of the secondary factor within a single-step approach. Obviously, there are two drawbacks to this approach: i) it is conservative compared to unadjusted ANOVA tests (but see the multiplicity-adjusted versions [13]), ii) it defers the pre-main test problem to the interpretation of a large number of individual comparisons. It is thus limited to small dimensions of I, especially J (which is also recommended from a power point of view).

A similar approach is slicing into individual contrasts [25], which however is oriented towards the analysis of a resulting cell means model using analysis of means (ANOM) [22].

### 3 Simultaneous confidence intervals between the levels of the primary factor for both separate and joint secondary factor levels

Instead of a pre-test approach, a simultaneous single-step procedure, considering of $\vartheta$ multiple contrast tests, e.g. Dunnett tests [9] jointly, each of the $\vartheta$ levels of the secondary factor [15]. Extending this approach, the global Dunnett test and the $\vartheta$ secondary level tests are recommended simultaneously, since a problem-adequate interpretation is possible and the inherent loss of power is small due to its high correlation [12, 13].

First, a multi-way ANOVA model without interactions is formulated in the appropriate linear, generalized linear or mixed effect model according to the specific type of endpoint and the chosen design. Second, for the primary factor, the multiple comparison procedure appropriate to the design and experimental question is chosen as the multiple contrast test, e.g., comparisons to a control [9], comparisons to the overall mean [22], or all-pair comparisons [17]. These comparisons are formulated pooled across the levels of the secondary factor as well as separately for each level of the secondary factor. Assuming for example, $A_i$ where $i = 0, 1, \ldots, k$ and $B_j$ with $j = 1, 2$ Dunnett-type comparisons result in $(2 + 1)k$ individual comparisons. Third, the simultaneous confidence intervals (or adjusted p-values) are estimated for this purpose by formulating their joint contrast matrix for this complex, user-specific contrast test [15]. Technically, this can be realized relatively easily with the CRAN package multcomp [16].

#### 3.1 A parametric approach

A first example considers the baseline adjusted abdominal pain score as primary endpoint in a unbalanced randomized dose finding trial with 4 doses and zero-dose placebo (primary factor) to treat the irritable bowel syndrome in males and females, as the secondary factor [3] (see the box plots in Figure 1).
This example assuming normal distributed errors was selected because the global interaction ANOVA F-test is not significant ($p = 0.72$), and therefore, for the most part, only a Dunnett test would be performed across males and females. Table 1 shows the one-sided adjusted p-values for the 12 individual comparisons for the joint test considering males, females and pooled data assuming homogeneous variances. Significant increases of the endpoint with higher doses (2,3,4) vs. placebo in the pooled analysis are remarkable. On the other hand, a higher sensitivity in females compared to males of this dosing effect can be seen in their simultaneous analysis. The price of conservatism can be simply seen in this particular example: the analysis of the pooled data alone yields, for example, a p-value of 0.01 for the $[4 - 0]$ comparison compared with 0.026 in the joint test here.

| No | Type | Comparison | adjusted p-value |
|----|------|------------|-----------------|
| 1  | Males| 1:1 - 0    | 0.082           |
| 2  | Males| 1:2 - 0    | 0.302           |
| 3  | Males| 1:3 - 0    | 0.476           |
| 4  | Males| 1:4 - 0    | 0.419           |
| 5  | Females| 2:1 - 0  | 0.451           |
| 6  | Females| 2:2 - 0  | 0.146           |
| 7  | Females| 2:3 - 0  | 0.030           |
| 8  | Females| 2:4 - 0  | 0.070           |
| 9  | Pooled| p: 1 - 0  | 0.085           |
| 10 | Pooled| p: 2 - 0  | 0.041           |
| 11 | Pooled| p: 3 - 0  | 0.019           |
| 12 | Pooled| p: 4 - 0  | 0.026           |

Table 1: Joint Dunnett tests for males, females and pooled data in the IBS trial

Of course, the interpretability of the joint test depends on only a few levels of the primary factor, and especially on only a few levels of the secondary factor, with a total of about two secondary factors being the highest. This is reasonably the case in many practical designs in bio-medicine.

A second unbalanced small $n_i$ example in molecular plant science with a significant ANOVA concentration-by-type interaction F-test ($p=0.02$) was selected, with a primary factor dose on three ordered concentrations (0,1,10) and a secondary factor type on 2 levels (wild type Col and mutant) [27].

The box plots in Figure 2 reveals a stronger dose-response relationship in the wild type compared to the mutant. Figure 3 shows the simultaneous confidence intervals for Williams-type multiple contrast test assuming a dose-response trend assuming either variance homogeneity or allowing heteroscedasticity by using a sandwich estimator [11].
Table 2: Williams-type adjusted estimates

Table 2 reveals the largest value of the test statistics (and hence smallest p-value) for the pooled approach allowing heteroscedasticity for the Williams-type contrast \((10 + 1)/2 - 0\), i.e. a plateau shaped dose-response relationship is likely. This is because the smallest variance estimator in this particular case. The commonly-used separate analysis (after significant interaction) for the Col-stratum alone reveals a much larger p-value because of the much higher variance estimator, simply because of the reduced sample sizes, particularly relevant in such a small \(n_i\) study.

A third example was selected with even an qualitative interaction, i.e. the primary effect is not unidirectional in all levels of the secondary factor.
In this unbalanced small \(n_i\), placebo-controlled, two-arm, randomized multi-centre depression trial the primary endpoint (change from the baseline to the end of the 9-week acute treatment phase in the 17-item Hamilton depression rating scale HAMD17 score) reveals in centre 101 curious lower scores in the placebo group, see Figure 3. The separate, un-adjusted per-centre p-values for a decrease are (0.000045, 0.994, 0.00036, 0.0064, 0.00095).

### 3.2 A nonparametric version

Multiple contrasts are also available for relative effect sizes as a non-parametric method [20] with the package nparcomp [21]. Thus, arbitrarily distributed endpoints with heterogeneous variances, which can be arbitrarily discrete from an asymptotic point of view, can be evaluated accordingly.

| No | Type | Comparison | adjusted p-value |
|----|------|------------|-----------------|
| 1  | Males| 1:1 - 0    | 0.087           |
| 2  |     | 1:2 - 0    | 0.331           |
| 3  |     | 1:3 - 0    | 0.684           |
| 4  |     | 1:4 - 0    | 0.537           |
| 5  | Females| 2:1 - 0  | 0.399           |
| 6  |     | 2:2 - 0    | 0.176           |
| 7  |     | 2:3 - 0    | 0.040           |
| 8  |     | 2:4 - 0    | 0.037           |
| 9  | Pooled| p: 1 - 0   | 0.075           |
| 10 |     | p: 2 - 0   | 0.049           |
| 11 |     | p: 3 - 0   | 0.041           |
| 12 |     | p: 4 - 0   | 0.022           |

Table 3: Joint nonparametric Dunnett tests for males, females and pooled data in the IBS trial

Compared to the parametric analysis (see Table 1), the conclusions are similar, but the clearest effect
3.3 Comparing proportions by means of generalized linear models approach

The rate of reocclusion were considered in a three-arm randomized clinical trial comparing aspirin and aspirin + dipyridamole with placebo in 6 different sites (group G1 in [7]).

| No | Contrast                  | Site     | estimate | se  | t     | p         |
|----|---------------------------|----------|----------|-----|-------|-----------|
| 1  | Drug Aspirin - Control    | S1       | -0.7     | 0.45| -1.47 | 0.5730    |
| 2  | Drug Aspirin+Dipyr - Control | S2   | -0.3     | 0.25| -1.33 | 0.6674    |
| 3  | Drug Aspirin - Control    | S3       | -0.4     | 0.17| -2.49 | 0.0768    |
| 4  | Drug Aspirin+Dipyr - Control | S4   | -0.7     | 0.49| -1.39 | 0.6286    |
| 5  | Drug Aspirin - Control    | S5       | -2.4     | 0.80| -2.97 | 0.0199    |
| 6  | Drug Aspirin+Dipyr - Control | S6   | -0.7     | 0.49| -1.39 | 0.6284    |
| 7  | Drug Aspirin - Control    | Pooled   | -1.3     | 0.22| -5.94 | 0.0000    |
| 8  | Drug Aspirin+Dipyr - Control | Global | -0.48    | 0.12| -4.04 | 0.000005  |
| 9  | Drug Aspirin+Dipyr - Control | Control | -0.5     | 0.22| -2.24 | 0.1474    |

Table 4: Joint glm-based Dunnett tests for per-site and pooled data
3.4 Considering variance heterogeneity

Variance heterogeneity is quite common in bio-medical trials. Depending on the type of unbalancedness and related variance heterogeneity the Dunnett-type inference may be unacceptable liberal power-loss causing conservative or even can cause comparison-specific bias. Therefore, related adjustments by either using a sandwich estimator [11]). in the linear model or adjusted degree of freedom(s) [10] [26] can be recommended. The above first example reveals clearly the advantage for such an approach.

4 Conclusions

As an alternative to the usual pre-tests for interaction, a simultaneous procedure is proposed, which realizes the inference of the primary factor at the respective level of the secondary factor as well as pooled over all its levels jointly. This approach correctly controls for FWER, is somewhat conservative, but allows individual interpretation of the effects of potential interactions at the level of mean value comparisons. Both adjusted p-values and simultaneous confidence intervals (compatible with them) are available. For designs with not too many factors and factor levels, this approach is relatively easy to realize with library(multcomp).

Another advantage of this approach is its flexibility for different types of variables, since it is based just on GLM’s.
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5 Appendix: R Code

5.1 Example: parametric test

```r
library(DoseFinding)
data(IBScovars)
IBScovars$Dose<-as.factor(IBScovars$dose)

library(multcomp)
Mod1<-lm(resp~Dose+Gender, data=IBScovars)
Mod2<-lm(resp~Dose+Gender+Dose*Gender, data=IBScovars)
IBScovars<-droplevels(IBScovars[IBScovars$gender==1, ])
IBScovars<-droplevels(IBScovars[IBScovars$gender==2, ])
Mod3<-lm(resp~Dose, data=IBScovars[IBScovars$gender==1, ])
Mod4<-lm(resp~Dose, data=IBScovars[IBScovars$gender==2, ])

X1 <- glht(Mod1, linfct = mcp(Dose="Dunnett"),alternative="greater", vcov = sandwich)
pre<-anova(Mod2)[3,5]
X3 <- glht(Mod3, linfct = mcp(Dose="Dunnett"),alternative="greater", vcov = sandwich)
X4 <- glht(Mod4, linfct = mcp(Dose="Dunnett"),alternative="greater", vcov = sandwich)

Du <- contrMat(table(IBScovars$Dose), "Dunnett")
K1 <- cbind(Du, matrix(0, nrow = nrow(Du), ncol = ncol(Du)))
rownames(K1) <- paste(levels(IBScovars$Gender)[1], rownames(K1), sep = ":")
K2 <- cbind(matrix(0, nrow = nrow(Du), ncol = ncol(Du)), Du)
rownames(K2) <- paste(levels(IBScovars$Gender)[2], rownames(K2), sep = ":")
K <- rbind(K1, K2)
colnames(K) <- c(colnames(Du), colnames(Du))

IBScovars$ww <- with(IBScovars, interaction(Dose,Gender))
Mod5 <- lm(resp ~ ww - 1, data = IBScovars)

X5 <- glht(Mod5, linfct = K)
nn<-c(21,24,26,27,20,50,54,49,45,53)
w1<-nn[1]/(nn[1]+nn[6]); w6<-nn[6]/(nn[1]+nn[6])
w2<-nn[2]/(nn[2]+nn[7]); w7<-nn[7]/(nn[2]+nn[7])
w3<-nn[3]/(nn[3]+nn[8]); w8<-nn[8]/(nn[3]+nn[8])
w4<-nn[4]/(nn[4]+nn[9]); w9<-nn[9]/(nn[4]+nn[9])
w5<-nn[5]/(nn[5]+nn[10]); w10<-nn[10]/(nn[5]+nn[10])
```

Acknowledgment: My special thanks go to my son Prof. Dr. Torsten Hothorn (University of Zurich) for his inspiring lecture on the occasion of my retirement - exactly this was the starting point for the above approach.
K3<-rbind("p: 1 - 0" = c(-w1, w2, 0, 0, 0, -w6, w7, 0, 0, 0),
"p: 2 - 0" = c(-w1, 0, w3, 0, 0, -w6, 0, w8, 0, 0),
"p: 3 - 0" = c(-w1, 0, 0, w4, 0, -w6, 0, 0, w9, 0),
"p: 4 - 0" = c(-w1, 0, 0, 0, w5, -w6, 0, 0, 0, w10))

K5<-rbind(K1,K2,K3)

library(sandwich)

X6<-glht(Mod5, linfct = K5, alternative="greater", vcov = sandwich)

library(ggplot2)

xx11<-fortify(summary(X1))

xx13<-fortify(summary(X3))

xx14<-fortify(summary(X4))

xx15<-fortify(summary(X5))

xx16<-fortify(summary(X6))

xx<-rbind(xx11[,c(1,5,6)],xx13[,c(1,5,6)],xx14[,c(1,5,6)],xx15[,c(1,5,6)],xx16[,c(1,5,6)])

library(xtable)

print(xtable(xx16[,c(1,6)], caption="c", digits=3))

5.2 Example: nonparametric test

library(nparcomp)

m4<-nparcomp(resp~ww, data=IBScovars, asy.method = "probit",
type = "UserDefined", alternative = "greater",
plot.simci = TRUE, info = FALSE, correlation=TRUE, contrast.matrix=K5)

S4<-summary(m4)