Floquet dynamics in light-driven solids

M. Nuske,1,2,3 L. Broers,1,2 B. Schulte,4 G. Jotzu,4 S. A. Sato,5,4 A. Cavalleri,4 A. Rubio,4,6 J. W. McIver,4 and L. Mathey1,2,3

1Zentrum für Optische Quantentechnologien, Universität Hamburg, 22761 Hamburg, Germany
2Institut für Laserphysik, Universität Hamburg, 22761 Hamburg, Germany
3The Hamburg Center for Ultrafast Imaging, Luruper Chaussee 149, Hamburg 22761, Germany
4Max Planck Institute for the Structure and Dynamics of Matter, Luruper Chaussee 149, 22761 Hamburg, Germany
5Center for Computational Sciences, University of Tsukuba, Tsukuba 305-8577, Japan
6Center for Computational Quantum Physics (CCQ), Flatiron Institute, 162 Fifth Avenue, New York, NY 10010, USA

We demonstrate how the properties of light-induced electronic Floquet states in solids impact natural physical observables, such as transport properties, by capturing the environmental influence on the electrons. We include the environment as dissipative processes, such as inter-band decay and dephasing, often ignored in Floquet predictions. These dissipative processes determine the Floquet band occupations of the emergent steady state, by balancing out the optical driving force. In order to benchmark and illustrate our framework for Floquet physics in a realistic solid, we consider the light-induced Hall conductivity in graphene recently reported by J. W. McIver, et al., Nature Physics (2020). We show that the Hall conductivity is estimated by the Berry flux of the occupied states of the light-induced Floquet bands, in addition to the kinetic contribution given by the average band velocity. Hence, Floquet theory provides an interpretation of this Hall conductivity as a geometric-dissipative effect. We demonstrate this mechanism within a master equation formalism, and obtain good quantitative agreement with the experimentally measured Hall conductivity, underscoring the validity of this approach which establishes a broadly applicable framework for the understanding of ultrafast non-equilibrium dynamics in solids.

Light control of matter has emerged as a new chapter of condensed matter physics. While the established approach to solid state physics is to probe equilibrium or near-equilibrium properties of a given material, we now take a more active stance, to design non-equilibrium states with desired properties by periodic driving. This new vantage point is reflected in recent experimental work on light-controlled superconductivity, see e.g. [1–5], where a superconducting state is either enhanced or induced by applying terahertz pulses. More generally, optical control provides a dynamical avenue towards creating functionalities on demand in materials [6], for which we provide an efficient theoretical framework and understanding.

A natural theoretical description of a periodically driven system utilizes Floquet theory to determine its quasi-energy states. This approach formally represents a periodically driven, time-dependent Hamiltonian as a time-independent one, which allows the use of time-independent methodologies. If the quasi-energy states are interpreted as the eigenstates of an effective Hamiltonian, this effective Hamiltonian can be qualitatively distinct from the unperturbed Hamiltonian. This approach constitutes ‘Floquet engineering’ via periodic driving. Implementing this approach in nearly-isolated cold atom systems has resulted in spectacular properties [7–15].

While this approach has a suggestive character, we demonstrate that a naive treatment of the Floquet states as energy states, which are then occupied by electrons with an equilibrium distribution, is in general not a correct prediction for the driven system. Firstly, the measurable properties, such as transport properties, of the driven systems are generally different from the measurable properties of the effective Hamiltonian. The linear response to a probing term in the Hamiltonian, which models the physical probe, interferes with the driving term. The resulting linear response cannot be expressed as the linear response of the effective Hamiltonian, in general. Secondly, for a well behaved effective Hamiltonian to describe the low-frequency dynamics, the high-frequency limit of the driving frequency is desirable. Typically that implies that the driving frequency is large compared to the electronic band width, to avoid resonant driving of interband transitions. However, in this high-frequency limit a high driving intensity is required, so that the far off-resonant optical pumping has a noticeable effect on the system. As we point out below, this implies currently unrealistic experimental and material requirements. Thirdly, the steady state of the electrons that emerges in the driven system is in general not an equilibrium distribution on the Floquet quasi-energies. These properties of driven systems emphasize clear distinctions between a system with a Floquet engineered Hamiltonian and a system with a static Hamiltonian.

In this paper, we present how the Floquet band properties manifest themselves in transport properties in an optically driven solid. As a central example we consider light control of graphene. References [17–21] have proposed to illuminate graphene with circularly polarized light with the purpose of inducing a topologically insulating state [22–24], with the same low-energy behavior as the Haldane model [27]. We note that these proposed ex-
Figure 1: Dirac cone of the undriven (a) and driven (b) graphene band structure (top) and the corresponding real-space lattice (bottom). The band structure of graphene driven with circularly polarized light develops gaps at each resonance and at the Dirac point. Applying a longitudinal field $E_L$ induces a transverse Hall current $j_{xy}$. (c) Electron distribution $n(k, \omega)$ as a function of momentum times $\hbar v_F$. Note that $\hbar v_F k = 200 \text{meV}$ corresponds to $k \approx 0.03 \text{Å}^{-1}$. The distribution is shown after a steady state is achieved for a tanh-type ramp to the driven state. The parameters for (c) are inspired by experimental ones used in [16]. Dotted gray lines show the numerically computed Floquet band structure, see App. [E] The maxima of the electron distribution of the driven state agree perfectly with the Floquet band structure. We show a slice along the $k_x$-direction of the band structure shown in panel (b). Dashed gray lines separate the different Floquet replicas. (d) Floquet band structure colored by Berry curvature, for details see App. [E] The Berry curvature is integrated over ring segments of momentum space. This integrated quantity suppresses the curvature at the Dirac point. We only show the first Floquet replica since Berry curvature and Floquet energies are periodic with $\omega_{dr}$. We use $E_{dr} = 26 \text{MV m}^{-1}$, $\omega_{dr} = 2\pi \cdot 48 \text{THz} \approx 200 \text{meV/}\hbar$, $T_1 = 1 \text{ps}$, $T_2 = 0.2 \text{ps}$, $T_p = 0.4 \text{ps}$, temperature $T = 80 \text{K}$ and $\mu = 0$. Faint gray lines indicate the Dirac cone for undriven graphene.

Experiments would only reproduce the behavior of the Hal- dane model in a band insulating state, under the above mentioned assumption of a large driving frequency. As we demonstrate below, neither of these assumptions is fulfilled.

Our primary experimental motivation derives from the measurements of Ref. [16]. The authors report on a newly developed on-chip femtosecond technology to detect the Hall current of graphene illuminated with light with a frequency of tens of terahertz, which is orders of magnitude below the band width of graphene. These measurements illustrate the realistic regime of current experiments, and are of guidance for our study. However, we emphasize that our conceptual approach directly applies to any light-driven Dirac material [28] [32], and more broadly to any solid with well-defined electron-like quasiparticles. A theoretical study on dissipative dynamics in graphene has been reported in Ref. [33] [34].

Geometric-dissipative origin of Hall conductivity

We develop a master equation description for the transport properties of illuminated graphene under realistic conditions. As a key addition to the unitary evolution we include several dissipative processes to provide an effective model for the relaxation and dephasing of the electronic states. These are shown schematically in Fig. 1(a). The form and the magnitude of the dissipative processes determine the steady state that is induced by the optical driving. For this steady state, we determine the Hall current $j_y$ by applying a DC probing field $E_L$ along the x-axis. From the linear response definition $j_y = \sigma_{xy} E_L$, we determine the Hall conductivity $\sigma_{xy}$.

Furthermore, we determine the distribution of electrons in momentum and frequency space $n(k, \omega)$, which is the Fourier transform of the single-particle correlation function. $n(k, \omega)$ is depicted in Fig. 1(c). This distribution describes what frequencies and momenta are contained in the time evolution of the electrons, shown here for the steady state. This quantity is closely related to the quantity measured in time- and angle-resolved photoemission spectroscopy (trARPES) experiments [35].
We note that this distribution is consistent with the Floquet bands, depicted in Fig. 1(b) and shown as dashed lines in Fig. 1(c). Furthermore, the Floquet bands are populated primarily in regions that are close to the original Dirac dispersion. This implies that the predominantly occupied Floquet band switches as each resonance.

We refer to this property of the band occupation as a split-band picture. This is in contrast to the majority of previous works on Floquet theory where the properties of the continuously connected bands are studied. With these observations we determine the derived quantity \( n_\sigma(k) \), with band index \( \sigma = \pm 1 \), which is determined by integrating the distribution \( n(k, \omega) \) for fixed \( k \) in the vicinity of every second frequency maximum, see also App. D. This provides an estimate of the occupation of the Floquet states that includes the dissipative broadening of the bands.

As an additional property of the driven state, we determine the Floquet bands, see Fig. 1(b) and (c). From these, we determine the \( \gamma \)-component of the band velocity \( v_\gamma^\sigma \) and the Berry Curvature \( \Omega^\sigma \). We combine these quantities and define

\[
\Phi_{xy} = \frac{1}{A} \sum_{k \in 1.8Z} \Omega^\sigma(k) n_\sigma(k)
\]

\[
\bar{v}_y = \frac{1}{nA} \sum_{k \in 1.8Z} v_y^\sigma(k) n_\sigma(k)
\]

where \( A \) is the lattice size and \( n = 1/A \sum_{k} n_\sigma(k) \) is the electron density. The Berry flux \( \Phi_{xy} \) is the sum over the Berry curvature of the Floquet bands, weighted with the band occupation \( n_\sigma(k) \). Similarly, the average band velocity \( \bar{v}_y \) is the sum over the \( y \)-component of the band velocity of the Floquet bands, weighted with the band occupation, and normalized with the electron density. The average band velocity term is non-zero for the light-driven state in the presence of the DC field \( E_L \), due an occupation imbalance along the \( y \)-direction, contributing to the Hall current. The central result of our study is that the combination of these quantities provides a good estimate of the Hall conductivity

\[
\sigma_{xy} = n \bar{v}_y / E_L + \Phi_{xy}
\]  

Both the Berry flux and the average band velocity is a sum weighted with the steady state distribution of the driven state, which in turn is determined by the dissipative processes. Our result demonstrates that the Hall conductivity is a geometric-dissipative phenomenon. As we demonstrate below, for small driving field \( E_{dr} \), the average band velocity dominates in this prediction, whereas for large driving field, the Berry flux dominates. We note that the non-vanishing expectation value of \( \bar{v}_y \) derives from an occupation imbalance in the transverse direction of the probe, which was also discussed in Ref. [33].

We note that the Floquet states not only display a topological band gap at the Dirac points, as they would for large driving frequencies, see Refs. [22-26]. In addition to this renormalization of the Dirac cone, additional resonances appear at integer multiples of the driving frequency. Frequency space naturally separates into Floquet zones of the size of the driving frequency, in analogy to Brillouin zones. Each Floquet zone contains two bands, corresponding to the underlying two-band structure of graphene. Each resulting Floquet band has additional Berry curvature at the resonances, in addition to the curvature at the Dirac point. Integrating over the entire band gives the Chern number of each band. For the example shown, there are about 80 resonances stemming from multi-photon absorption, and the Chern number of the Floquet bands is of the order of \( 10^2 \cdot 10^3 \). However, this is not the magnitude of the Hall conductivity, because the band is not occupied in a band insulating state, but rather has the electron distribution depicted in Fig. 1(c). For this example, we find that 99.8% of the Hall conductivity can be accounted for by summing the contributions from the Dirac point and the first four resonances. We note that the total Hall current has the opposite sign of that expected in the high-frequency limit. We observe that the Hall conductivity is not quantized in an obvious fashion, however, we find a soft plateau of the conductivity as a function of the driving field, more pronounced when depicted as a function of fluence, see App. D. While the magnitude of the conductivity at the plateau depends on the model assumptions, such as the choice of dissipative processes, the robustness of this feature might point to an underlying principle to be discussed elsewhere.

**Rabi solution**

The key qualitative difference to the proposals that utilize high-frequency driving, is the occurrence of resonances at integer multiples of the driving frequency. As depicted in Fig. 1(d), these resonances create Berry curvature of the Floquet bands. To demonstrate this point we determine the Berry curvature at the single-photon resonance within a Rabi picture, which provides access to all properties near the single-photon resonance and provides analytical expressions. We expand on this analysis in a Floquet picture further down, which treats the full system within a numerical framework. We describe the graphene dispersion and the interaction of the electrons with the electromagnetic field via

\[
H_R = \hbar \nu_F k \sigma_z + \frac{\sigma_{pol} eE_{dr} \nu_F}{2\omega_{dr}} \begin{pmatrix} 0 & i e^{-i \omega_{dr} t - i \tau_z \sigma_{pol} \phi_k} \\ -i e^{i \omega_{dr} t + i \tau_z \sigma_{pol} \phi_k} & 0 \end{pmatrix}
\]

and hence the solutions \( |\psi_{R, \pm(t)} \rangle \) can be obtained in analogy to the Rabi problem, see App. B. Here \( k e^{i \phi_k} = k_x + i k_y \) and \( \tau_z = \pm 1 \) labels the two inequivalent Dirac points, \( \sigma_{pol} = \pm 1 \) determines the polarization of the light, \( \nu_F \) denotes the Fermi velocity and \( \epsilon > 0 \) is the elementary charge. We then compute the instantaneous
We determine the Hall conductivity. We factorize the density matrix \( \rho \) around the Dirac point, of size \( k \) where we choose a discrete lattice of momenta \( \mathbf{k} \), centered around the Dirac point, of size \( N \times N \). We represent each \( \rho_{\mathbf{k}} \) in the four-dimensional basis of \( |0\rangle, c_{k,+}^\dagger |0\rangle, c_{k,-}^\dagger |0\rangle, c_{k,+}^\dagger c_{k,-}^\dagger |0\rangle \). The operators \( c_{\mathbf{k},\sigma} \) describe the upper and the lower band of momentum \( \mathbf{k} \), depicted in Fig. 1(a). We note that using this four-dimensional basis enables us to determine the electron distribution \( n(\mathbf{k},\omega) \), and treat undoped and doped graphene in a systematic manner, by varying the chemical potential. For each \( \rho_{\mathbf{k}} \), we solve the master equation. The master equation contains unitary contributions from the equilibrium Hamiltonian \( H_0 \) and the light-matter interaction \( H_{em} \). The latter contains both the circularly polarized driving term, with electric-field strength \( E_{dr} \), as well as a longitudinal DC probing field \( E_L \). In addition to these unitary contributions, we introduce dissipative processes, depicted in Fig. 1(a), modeled via Lindblad operators, see App. A. The first describes decay from the upper to the lower band, with rate \( \gamma_1 = 1/T_1 \). The second describes dephasing between the upper and the lower band, described by a rate \( \gamma_2 \), which we combine into \( \gamma_2 = 1/T_2 = 1/(2T_1) + 2\gamma_z \). The third rate \( \gamma_\rho = 1/T_\rho \) corresponds to single-particle exchange with a fermionic bath of temperature \( T \) and chemical potential \( \mu \).

We first demonstrate that the experimental results of Ref. 14 are captured with this model. In Fig. 2 we compare the circular dichroism of the Hall conductivity, which is defined as one half the difference of the response for right- and left-handed circular polarization, of the measurement and our calculation. We find that both the peak-field dependence in Fig. 2(b) as well as the chemical potential dependence for high fluence in Fig. 2(a) are in quantitative agreement. The chosen \( E_{dr} \) and \( \omega_{dr} \) correspond to the peak driving field and central frequency of the laser pulses used in the experiment, respectively 14. The dissipation rate \( T_1 \) is inspired by Ref. 30 and for \( T_2 \) we choose 20 fs, which is chosen to be notably smaller than \( T_1 \). The decay rate \( T_\rho \) is adjusted to match the experimental data. We find that \( T_\rho = 30 \text{–} 50 \text{fs} \) are appropriate depending on the electric field strength, see Fig. 2(b). We emphasize that the properties of the driven state crucially depend on the dissipative environment. Both the measurable properties, such as the transport behavior, and the steady state itself are shaped by the dissipation. This key result demonstrates the urgency of including the dissipative environment to model a material, and provides guidance for the design of light-induced...
material properties. On the conceptual side, it is this dis-}


cipative environment that is not captured in a Floquet analysis, but profoundly alters the physical behavior of the system.

**Berry flux of Rabi states**

In Fig. 3(b) we depict the contributions to the Hall conductivity in momentum space $\tilde{\sigma}_{xy}(k) = \sigma_{xy}(k)/A$, as defined in App. A. In addition to the negative contributions near the Dirac point, which are not captured by the Rabi approach, there are negative contributions below the single photon resonance, and positive contributions above the resonance. For comparison we depict the contributions to the Berry flux $\Phi_{xy}$ as determined within the Rabi approximation, in Fig. 3(a). We find that the Rabi solution for the curvature gives a qualitatively correct description of the momentum resolved conductivity. We note that the Rabi solution does not capture two-photon processes, which create the gap opening at the Dirac point, as well as higher order gaps.

In Fig. 3(c) we depict a quantitative comparison. We show the momentum-resolved conductivity contributions integrated over a disk of radius $k_r$, i.e. we show $\sum_{|k|<k_r} \tilde{\sigma}_{xy}(k)$. Similarly, we show the contributions to the Berry flux $\Phi_{xy}$ integrated to $k_r$, as well as the sum of the curvature and band velocity contributions $\Phi_{xy} + n\overline{v}/E_L$, integrated up to $k_r$. We note that the integrated conductivity has been shifted up such that it has a zero crossing at $\hbar v_F k_r \approx 30 \text{ meV}$, so that the behavior at the single photon resonance can be compared directly to the Rabi solution.

We find that the momentum-resolved representation of $n\overline{v}/E_L + \Phi_{xy}$ gives a good prediction for the momentum-resolved conductivity. Generally, the agreement is good for small dissipation, in particular for small $\gamma_z$. The total value of the conductivity, which is the measurable conductivity of the system, is positive, and therefore of opposite sign than the contributions near the Dirac point. This implies that the positive contributions above the resonance, i.e. momentum states with $v_F k > \omega_d/2$, exceed the negative contributions below the resonance, i.e. $v_F k < \omega_d/2$. The sign change of the contributions is a direct consequence of the split-band picture depicted in Fig. 3(c). As mentioned above, in this picture the predominantly occupied band switches at each resonance. The specific value of the conductivity depends continuously on the driving frequency and the dissipative properties of the system.

The momentum resolved Berry flux, which is depicted in Fig. 3(a), derives from the Berry curvature and the occupation of the Floquet bands. The Rabi approximation describes the Floquet bands near the single photon resonance. In Fig. 3(c) and 3(d), this resonance occurs at $\hbar v_F k \approx \pm 100 \text{ meV}$. The Rabi approximation of the curvature, given in Eq. 2, predicts negative values of the curvature for the upper band, and positive curvature for the lower band, localized near the resonance. The occupation of the upper band $n_+(k)$ is larger than the occupation of the lower band $n_-(k)$ for momenta smaller than the resonance. For momenta larger than the resonance we have $n_+(k) < n_-(k)$. This change of predominant occupation results in a partial cancellation of the Berry flux. However, the lower-band contribution dominates, resulting in a positive contribution for the flux. Both the Berry curvature and the Berry flux are rotationally symmetric. In contrast, the average band velocity is manifestly anisotropic, since the band velocity $v_y$ vanishes along the $k_z$-direction, see also Ref. [33]. This gives rise
Figure 4: (a) Comparison of the electric-field dependence of the conductivity dichroism, the Berry flux and the averaged band velocity. Black diamonds show the simulated conductivity dichroism, the faint dashed line the sum of the Berry flux and the average band velocity within the Rabi approximation. Red triangles show the sum of the Berry flux and the average band velocity, based on Floquet states. Blue squares show the Berry flux only and blue circles the average band velocity only. (b) We show the conductivity density $\tilde{\sigma}_{xy}$ integrated over a disk in momentum space with radius $k_r$, for zero dephasing rate $\gamma_z = 0$. This integrated conductivity agrees with the sum over the Berry flux and the average band velocity, integrated over the same disk. For both panels the parameters are $\omega_{dr} = 2\pi \times 48 \, \text{THz} \approx 200 \, \text{meV}/\hbar, T_1 = 1 \, \text{ps}, T_p = 0.4 \, \text{ps}, T = 80 \, \text{K}$ and $E_L = 1.7 \, \text{kV/m}$. In panel (a) $T_2 = 0.2 \, \text{ps}$ and in panel (b) $T_2 = 2 \, \text{ps}$ and $E_{dr} = 26 \, \text{MV/m}$. All observables are shown after a steady state is achieved for a tanh-type ramp of the driving field strength.

Berry flux of Floquet states

We expand this analysis by determining the Floquet bands of the driven system, and their band velocity and curvature, as described in App. 2. While the Rabi solution gives access to the properties of the single-photon resonance, the Floquet analysis gives the light-induced band properties to any order. We utilize the band velocities and the Berry curvature that is obtained from the Floquet bands, and combine them with the band occupations derived from $n(k, \omega)$, as shown in Fig. 1(c), to determine the average band velocity and the Berry flux.

In Fig. 4(a), we display these quantities, and the sum of the average band velocity and the Berry flux. We find again that the sum of the Berry flux and the average band velocity gives a good prediction for the conductivity. The prediction is particularly good for small dissipation. We also display the Rabi approximation, which gives a good estimate at small $E_{dr}$. We note that for small $E_{dr}$ the band velocity contribution dominates, whereas for larger values of $E_{dr}$, the Berry flux dominates. The Berry flux dominated regime is achieved in the strongly driven regime, because the Floquet bands become flat, and the band velocities throughout the bands approach zero.

In Fig. 4(b) we display the momentum resolved contributions to the conductivity for zero dephasing rate $\gamma_z = 0$. Our prediction for the conductivity based on Berry flux and averaged band velocity agrees almost perfectly with the simulated conductivity. We note that we find equally good agreement for non-zero $\gamma_z$, when considering only the momentum modes along the $k_y$-direction, see App. 3. When considering all momenta and non-zero $\gamma_z$, the contributions to $n\bar{v}/E_L + \Phi_{xy}$ deviate from the contributions to the conductivity $\sigma_{xy}$, giving rise to the deviation between $n\bar{v}/E_L + \Phi_{xy}$ and $\sigma_{xy}$ in Fig. 4(a). This suggests an additional contribution due to the dephasing rate $\gamma_z$, possibly related to coherences between the Floquet bands, to be discussed elsewhere.

We note that at integer multiples of the resonance frequency at $2\nu_k k \approx n\omega_{dr}$, the momentum resolved sum of the Berry flux and average band velocity changes sign. This behavior was described for the single photon resonance above, and repeats itself for higher orders. We observe that while the momentum resolved contribution to all three quantities is large, there is a near-cancellation of these contributions for higher order resonances.

Conclusion

The conceptual achievement that we put forth here, is widely applicable for the description of light-induced dynamics in solids with well-defined electronic quasiparticles. We have presented a versatile and efficient master equation approach that includes the dissipative environment, enabling the description of light-driven solids under realistic conditions. The dissipative environment, which is ignored in the Floquet description of the driven system, shapes the emerging steady state by balancing out the light-induced force on the electrons. Furthermore, our approach is well suited to describe realistic driving frequencies that are small compared to the electronic bandwidth, and therefore induce resonant interband excitations, and treat the dynamics that are induced by probing processes explicitly.

Even though the construction of the light-induced Flo-
Floquet states is an incomplete description of a light-driven solid, because the dissipative environment is ignored, we point out what features of Floquet states manifest themselves in its presence, resulting in Floquet physics in realistic materials. The key elements of our approach were exemplified for the recently observed light-induced Hall effect in graphene, for which we obtain a quantitative understanding. We have shown that the Hall conductivity is predicted by the sum of the average band velocity and the Berry flux of the light induced Floquet bands. Therefore our prediction combines geometric properties of the Floquet bands, and dissipative properties of the material, which identify the Hall effect as a geometric-dissipative effect. This insight, derived from our master equation description, demonstrates the effectiveness of our approach, and motivates its application to a wide range of light-induced dynamics in solids.
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Appendix A: Numerical Algorithm for the computation of currents

We use the von Neumann equation for the unitary part of the time evolution and include interactions as well as other damping and dephasing effects by including Lindblad operators. When using the Weyl gauge the Hamiltonian does not couple different momentum points. As mentioned in the main text we therefore consider the ansatz $\rho = \prod_k \rho_k$ for the density matrix $\rho$ of the system. The full time evolution of the density matrix is then governed by the master equation \[37\]

$$\frac{d}{dt} \rho_k = \frac{i}{\hbar} [\rho_k, H_k] - \frac{1}{2} \sum_\alpha (L^\alpha L^\alpha \rho_k + \rho_k L^\alpha L^\alpha - 2L^\alpha \rho_k L^\alpha) \ .$$

The first line of this equation describes the unitary part of the time evolution, fully determined by the Hamiltonian of the system. The second line with the Lindblad operators $L^\alpha$ accounts for damping and dephasing effects.

In the Weyl gauge (for details see App. [F]) the graphene Hamiltonian with light field coupled via minimal coupling can be written such that it remains diagonal in momentum space

$$H = \sum_k H_k \ .$$

Each momentum mode is modeled by a two-level system (see Fig. [E]) and hence there are four possible fermionic states, that correspond to an empty mode, a particle on the A sublattice, a particle on the B sublattice and a fully occupied mode

$$\Psi_k = (|11\rangle \ |01\rangle \ |10\rangle \ |00\rangle) \ ,$$

where $|11\rangle = c_{k,A}^\dagger c_{k,B}^\dagger |0\rangle$ and $c_{k,\sigma}^\dagger$ creates an electron with momentum $k$ in band $\sigma$.

In order to write the Hamiltonian with respect to this basis we introduce a set of Pauli-type matrices

$$\sigma_x = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \sigma_y = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & -i & 0 & 0 \\ i & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix},$$

$$\sigma_z = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \sigma_z^{(0)} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix},$$

$$\sigma_z^{(2)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \sigma_y = \begin{pmatrix} 0 & 0 & 1/2 & 0 \\ 0 & 0 & 0 & 0 \\ 1/2 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}.$$

For the linearized dispersion relation the Hamiltonian for each momentum point further splits into a sum of two terms

$$H_k = H_{0,k} + H_{em}(t) \quad (A1)$$

where

$$H_{em}(t) = H_{dr,k}(t) + H_{L,k}(t) \ .$$

The first contribution is the equilibrium Hamiltonian without any light field applied. Except for the chemical potential it contains only terms of type $\sigma_{x,y,z}$ because the empty and the fully occupied sector do not have a unitary time evolution. In our calculations we include the chemical potential in $H_{0,k}$, such that it becomes

$$H_{0,k} = \Psi_k \left[ \hbar v_F (\tau_z k_z \sigma_x + k_y \sigma_y) - \mu \left( 1 + \sigma_z + \sigma_z^{(0)} + \sigma_z^{(2)} \right) \right] \Psi_k \ .$$

Here $\tau_z = \pm 1$ is the valley index, describing the two Dirac points, $k$ is the momentum relative to the Dirac momenta $K$ and $K'$ and $v_F \approx 10^6 \text{ m s}^{-1}$ is the Fermi velocity. We suppress spin indices.

The second and third terms represent the two light fields, that are coupled through the Peierls substitution $k \rightarrow k - \frac{z}{q} A(r, t)$, with charge $q = -e$ and $e > 0$ being the elementary charge. The second term resembles the experimental driving or pump pulse and is a circularly polarized electromagnetic field propagating along the z-direction

$$H_{dr,k}(t) = e v_F \Psi_k \left( \tau_z A_{dr,x} \sigma_x + A_{dr,y} \sigma_y \right) \Psi_k \ .$$

where

$$A_{dr} = \begin{pmatrix} A_{dr,x} \\ A_{dr,y} \end{pmatrix} = - \int_0^t dt' E_{dr}(t') \ ,$$

$$E_{dr}(t) = - E_{dr} g_{env}(t) (\cos(\omega_{dr} t) \epsilon_x + \sigma_{pol} \sin(\omega_{dr} t) \epsilon_y) \ .$$

$\sigma_{pol}$ defines the polarization of the light, $\epsilon_x, \epsilon_y$ are unit vectors in x- and y-direction and $g_{env}(t)$ is the envelope of the pulse. The envelope $g_{env}(t)$ is either chosen to be a Gaussian envelope or a tanh-type switch on. Furthermore we only give the fields in the x-y-plane (at $z = 0$) as,
without loss of generality, we choose the graphene sheet to lie in this plane.
For $g_{\text{env}}(t) = 1$ we obtain

$$H_{\text{dir}, k} = \frac{e E_{\text{dr}} v_F}{\omega_{\text{dr}}} \Psi_k^\dagger \left( \tau_z \sin(\omega_{\text{dr}} t) \sigma_x - \sigma_{ \text{pol} } \cos(\omega_{\text{dr}} t) \sigma_y \right) \Psi_k ,$$

(A3)

The third term is a direct-current, longitudinal field, that resembles the experimental probe field

$$H_{L, k} = e v_F s_{\text{switch}}(t) \Psi_k^\dagger (\tau_z A_{L,x} \sigma_x + A_{L,y} \sigma_y) \Psi_k ,$$

where

$$E_L(t) = E_L e_x ,$$
$$A_L(t) = - \int_0^t dt' E_L(t) = - E_L t e_x$$

and $s_{\text{switch}}(t)$ denotes a switch-on during the first 0.1 ps.

In the high-frequency limit for the pump pulse the second term of the Hamiltonian can be approximated by an effective Hamiltonian describing the low-frequency dynamics of the system \cite{22, 23}

$$H_{\text{eff}, k} = -g_{\text{env}}(t) \sigma_{ \text{pol} } \Delta_{hf} \Psi_k^\dagger \sigma_z \Psi_k ,$$

where $\Delta_{hf} = (\hbar v_F E_{\text{dr}})^2 / (\hbar \omega_{\text{dr}})^3$.

In addition to the unitary time evolution governed by the Hamiltonian $H_k$ we include Lindblad operators defined in the basis that diagonalizes the instantaneous Hamiltonian $H_{\text{dir}, k}(t)$

$$\Phi_k = U_k \Psi_k ,$$

where

$$U_k = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1/\sqrt{2} & \tau_z e^{-i\gamma \phi_k / \sqrt{2}} & 0 \\
0 & \tau_z e^{i\gamma \phi_k / \sqrt{2}} & -1/\sqrt{2} & 0 \\
0 & 0 & 0 & 1
\end{pmatrix} .$$

(A4)

and $\phi_k$ is defined via

$$|k + e / h A| e^{i \phi_k} = \left( k_x + e / h A_x + i(k_y + e / h A_y) \right) .$$

In this basis we introduce

$$L^\alpha = \sqrt{c_{\alpha}} \left( \begin{array}{cccc}
\delta_{\alpha,1} & 0 & 0 & 0 \\
0 & \delta_{\alpha,2} & 0 & 0 \\
0 & 0 & \delta_{\alpha,3} & 0 \\
0 & 0 & 0 & \delta_{\alpha,4}
\end{array} \right)$$

for $\alpha = 1, 2, \ldots, 10$

$$L^{11} = \sqrt{\gamma_{12}} \sigma_z$$

with for now arbitrary constants $c_\alpha$. Here $c_5$ and $c_6$ correspond to decay effects and $\gamma_{12}$ corresponds to dephasing effects in the singly occupied sector. Additionally we explicitly allow for exchange of particles with the backgate. The time scale and dynamics for the exchange of particles are set by the damping constants $c_1 - c_4$ and $c_7 - c_{10}$.

We note that the transformation in Eq. (A4) is ill-defined when $|k + e / h A| = 0$. In this case $H_k = 0$ and the instantaneous Hamiltonian is diagonal with respect to any basis. We choose to implement the same Lindblad operators as above in the original $AB$-basis for this case.

We find that the resulting equations of motion for the density matrix decouple into different sectors and write the density matrix in the sector that is relevant for computing the current as

$$\rho_k = \rho_{k,x} \sigma_x + \rho_{k,y} \sigma_y + \rho_{k,z} \sigma_z$$

$$+ \rho_{k,0} \sigma_0 + \rho_{k,2} \sigma_2 .$$

The resulting equations of motion are

$$\hbar \partial_t \rho_{k,x} = \delta_{k,eA} \rho_{k,x} - \epsilon_{k,eA} \rho_{k,y} - [\Gamma + (c_1 + c_3 + c_8 + c_{10}) / 2] \rho_{k,x}$$
$$\hbar \partial_t \rho_{k,y} = \epsilon_{k,eA} \rho_{k,x} - [\Gamma + (c_1 + c_3 + c_8 + c_{10}) / 2] \rho_{k,y}$$
$$\hbar \partial_t \rho_{k,z} = \delta_{k,eA} \rho_{k,z} + c_3 (1/2 + \rho_{k,0} - \rho_{k,z}) - c_4 \rho_{k,2} + c_5 (1/2 + \rho_{k,0} - \rho_{k,z}) - c_6 (1/2 + \rho_{k,z} - \rho_{k,2})$$
$$- c_7 \rho_{k,0} - c_8 (1/2 + \rho_{k,z} - \rho_{k,2})$$
$$\hbar \partial_t \rho_{k,0} = -(c_7 + c_9) \rho_{k,0} - c_10 (1/2 + \rho_{k,0} - \rho_{k,z}) - c_8 (1/2 + \rho_{k,2} - \rho_{k,0} - \rho_{k,z})$$
$$\hbar \partial_t \rho_{k,2} = -(c_2 + c_4) \rho_{k,2} + c_3 (1/2 + \rho_{k,0} - \rho_{k,z}) + c_1 (1/2 + \rho_{k,z} - \rho_{k,2}) .$$

We note that while we give the equations of motion in the basis diagonalizing $H_{k}$ here, we implement them in
the original $AB$-basis in the numerical simulations.

We choose the damping constants Boltzmann distributed
\[ \gamma_2 = 1/T_2 \]
\[ \gamma_1 = 1/T_1 \]
\[ c_5 = c_6 \exp(-2\beta\epsilon) \]
\[ c_1 = c_2 \exp(-\beta(-\epsilon - \mu)) \]
\[ c_3 = c_4 \exp(-\beta(\epsilon - \mu)) \]
\[ c_7 = c_8 \exp(-\beta(\epsilon - \mu)) \]
\[ c_9 = c_{10} \exp(-\beta(-\epsilon - \mu)) \]
where $\epsilon = v_F \sqrt{(\hbar k_x + eA_x)^2 + (\hbar k_y + eA_y)^2}$ are the instantaneous eigenenergies.

This ensures that the ground state of the system without the light field is Fermi distributed with chemical potential $\mu$ and inverse temperature $\beta = 1/(k_B T)$.

Note that $T_1$ and $T_2$ are the commonly-introduced decoherence measures. In analogy we define a third time scale $T_p$ for the exchange of particles with the backgate.

We solve the master equation numerically and then compute the current for each momentum point
\[ j_k = \left\langle \frac{\partial H_k}{\partial A} \right\rangle = ev_F \tau_+ (\sigma_x) e_x + (\sigma_y) e_y \]
where Pauli matrices here refer to the singly-occupied sector and empty and doubly occupied modes do not contribute to the current. The conductivity is then obtained as $\sigma_{xy}(k) = \lim_{E_L \to 0} \text{Im} \eta_{jk}/E_L$. We perform the calculation of $\eta_{jk}$ at experimentally realistic values of $E_L$ and have checked that these values realize the linear response limit. Finally we define the conductivity density
\[ \tilde{\sigma}_{xy} = \frac{1}{A} \sigma_{xy}(k) \]
where $A$ is the lattice size and the full conductivity
\[ \sigma_{xy} = \sum_k \tilde{\sigma}_{xy} \]

We note that a similar method for the calculation of current has been used in Ref. [33]. The crucial difference is that we explicitly allow for the exchange of particles by including the empty and the fully occupied mode. In particular this also implies that we introduce a separate time scale for particle-exchange processes $T_p$. Also in our case the trace of the density matrix is ensured to be 1 at all times as in Ref. [33]. Quantitatively the approach presented here yields better agreement to experimental data from Ref. [16]. Furthermore including the empty and doubly-occupied mode is crucial for the calculation of the single-particle correlation function.

Appendix B: Rotating wave approximation for graphene: Rabi-Bloch bands

We start from the graphene Hamiltonian from Eq. [A1] with no longitudinal field
\[ H_k = H_{0,k} + H_{dr,k}(t) \]
The undriven Hamiltonian is diagonalized by
\[ H_0^d = U^+ H_0 U = \hbar v_F k \sigma_z \]
\[ U = 1/\sqrt{2} \left( \begin{array}{cc} 1 & e^{i\phi_k} \\ e^{i\phi_k} & -1 \end{array} \right) \]
\[ e^{i\phi_k} = \frac{\tau_z k_x + ik_y}{k} \]
In this basis the driving Hamiltonian is
\[ H_{dr,k}(t) = \frac{e^{2\tau_F} v_F}{\omega_{dr}} \left( \begin{array}{cc} -i\sigma_{pol} & -i\sigma_{pol} \tau_x \tau_t \\ i\sigma_{pol} \tau_x \tau_t & -i\sigma_{pol} \end{array} \right) \]
where
\[ s_{dr} = \sin(\omega_{dr} t - \tau_z \sigma_{pol} \phi_k) \]
\[ c_{dr} = \cos(\omega_{dr} t - \tau_z \sigma_{pol} \phi_k) \]
Next we do the rotating wave approximation, keeping only those terms, non-oscillatory in the rotating frame. Then
\[ H_{dr,k}(t) \approx \frac{\sigma_{pol} e^{2\tau_F} v_F}{2\omega_{dr}} \left( \begin{array}{cc} 0 & -i \frac{e^{-i\omega_{dr} t} + i\tau_x \sigma_{pol} \phi_k}{\Omega_R} \\ i\frac{e^{i\omega_{dr} t} - i\tau_x \sigma_{pol} \phi_k}{\Omega_R} & 0 \end{array} \right) \]
In analogy to the Rabi problem the system can now be solved analytically. The eigenenergies are $E_{R,\pm} = -\hbar \omega_{dr}/2 \pm \hbar \Omega_R$ and the eigenstates are
\[ |\psi(t)\rangle = |\psi_{R,+}(t)\rangle e^{-i\Omega_R t} + |\psi_{R,-}(t)\rangle e^{i\Omega_R t} \]
where
\[ |\psi_{R,\pm}(t)\rangle = \left( \begin{array}{c} -i\sigma_{pol} e^{i\tau_x \sigma_{pol} \phi_k} \left( \frac{a + \frac{a\Delta - b\lambda}{\Omega_R}}{b + \frac{b\Delta + a\lambda}{\Omega_R}} \right) e^{-i\omega_{dr} t/2} \\ b + \frac{b\Delta + a\lambda}{\Omega_R} \end{array} \right) \]
Furthermore
\[ \Delta = \frac{\omega_{dr} - 2v_F k}{2} \]
\[ \Omega_R = \sqrt{\lambda^2 + \Delta^2} \]
\[ \lambda = \frac{e^{2\tau_F} v_F}{2\hbar \omega_{dr}} \]
and the constants $a$ and $b$ are integration constants constrained by normalizing $|\psi_{R,\pm}(t)\rangle$. The remaining freedom in $a$ and $b$ determines the initial state. The band velocity in the y-direction is immediately obtained as
\[ v_y^\pm(k) = \partial_y E_{R,\pm} \]
Further note that
\[ \sigma_{\text{pol}} e^{i\tau_x} \sigma_{\text{pol}} \phi_k = \frac{\tau_z (\sigma_{\text{pol}} k_x + i k_y)}{k}. \]

Next we determine the instantaneous Berry curvature. For this we need the eigenstates with respect to the original \(AB\)-basis
\[ |\psi_{AB}^{R,+}(t)\rangle = U |\psi_{R,+}(t)\rangle \]
The Berry connection is now given by
\[ A_j^\pm = i \langle \psi_{AB}^{R,+} | \partial_j | \psi_{AB}^{R,+} \rangle \]
and as a result we obtain the Berry curvature as
\[ \Omega^\pm(k) = \partial_b A_x - \partial_x A_y \]
\[ = \mp \frac{\sigma_{\text{pol}} v_F \lambda^2}{2k^2 \Omega_R^2} \pm \frac{\text{Re} [(k_y + i \sigma_{\text{pol}} k_x) e^{i\omega_0 t}] v_F \lambda \Delta}{2k^2 \Omega_R^2}. \]

Finally we can compute the resulting Hall conductivity from Eq. 11 from the main text, where the Rabi occupations are computed from the density matrix \( \rho_k \) as
\[ n_{R,+}(k) = \langle \psi_{AB}^{R,+} | \rho_k | \psi_{AB}^{R,+} \rangle. \]

Note that both the Berry curvature and the occupations are time dependent. Therefore there is a time-independent contribution from time-dependent curvature and occupations. We have checked that this contribution is at least an order of magnitude smaller than the time-independent contribution and hence the quantities can be averaged independently. The result is that the time-dependent contribution to the Berry curvature is
\[ \Omega^\pm(k, t) \approx \frac{\Omega^\pm(k)}{n_{R,+}(k, t)}. \]

Hence we can drop the second, time-dependent contribution to the Berry curvature.

Appendix C: Numerical results within the Rabi approximation

As described in the main text, mapping graphene onto the Rabi problem is a good approximation close to the first resonance. By the nature of the approximations made the Rabi results are not valid close to the Dirac point and hence the contribution of the Dirac point can not be captured. We have therefore shifted the curves in Fig. 6(b), such that only the conductivity density of the first resonance is integrated. For completeness we show the unshifted version in Fig. 6(a). For the low dissipation considered the Dirac point obtains a significant contribution that is larger than the contribution of the first resonance. We also show results for higher dissipation in Fig. 6(b) and (c), where the contribution of the Dirac point is small.

Appendix D: Calculation of single-particle correlation function

Given a density matrix at a certain time \( \rho(t_1) \) by the numerical methods of Appendix A, the single-particle correlation function \( \langle c(t_2)^\dagger c(t_1) \rangle \) can be calculated. The state is acted upon with an annihilation operator \( c \) which gives a matrix of the shape
\[ c \rho(t_1) = \begin{pmatrix} 0 & 0 & 0 & 0 \\ r_1 & 0 & 0 & 0 \\ r_2 & 0 & 0 & 0 \\ 0 & r_3 & r_4 & 0 \end{pmatrix}. \]

This object is evolved to a later time \( t_2 \) using the equations of motion
\[ \dot{r}_1 = -r_1 (i \mu + \Gamma_1 + \Gamma_3 + \Gamma_4) - e^{-i \phi} r_2 (+i v_F |q| + \Gamma_3 - \Gamma_4) \]
\[ \dot{r}_2 = -r_2 (i \mu + \Gamma_1 + \Gamma_3 + \Gamma_4) - e^{+i \phi} r_1 (+i v_F |q| + \Gamma_3 - \Gamma_4) \]
\[ \dot{r}_3 = -r_3 (i \mu + \Gamma_2 + \Gamma_3 + \Gamma_4) - e^{+i \phi} r_4 (-i v_F |q| + \Gamma_3 - \Gamma_4) \]
\[ \dot{r}_4 = -r_4 (i \mu + \Gamma_2 + \Gamma_3 + \Gamma_4) - e^{-i \phi} r_3 (-i v_F |q| + \Gamma_3 - \Gamma_4), \]
where
\[
\Gamma_1 = \frac{1}{2}(\gamma_{-}^{(ub)} + \gamma_{-}^{(ld)} + \gamma_z)
\]
\[
\Gamma_2 = \frac{1}{2}(\gamma_{+}^{(uu)} + \gamma_{+}^{(lw)} + \gamma_z)
\]
\[
\Gamma_3 = \frac{1}{4}(\gamma_{+}^{(uu)} + \gamma_{+}^{(ld)} + \gamma_{+}^{(ub)})
\]
\[
\Gamma_4 = \frac{1}{4}(\gamma_{+}^{(ub)} + \gamma_{+}^{(lw)} + \gamma_{+}^{(ld)}).
\]
Here it is \( q = q_x + iq_y \), the momentum and \( \phi = \arg(q) \) its phase. \( \mu \) is the chemical potential.

At any time \( t_2 \) this state can be acted upon with \( c^\dagger \) and traced over to give the correlation function.

The occupations of the system are then calculated using an approach inspired by trARPES \([35]\):
\[
n(k, \omega) = \frac{1}{t - t_0} \int_{t_0}^{t} \int_{t_0}^{t} \langle c (t_2) c (t_1) \rangle e^{i \omega (t_2 - t_1) dt_1 dt_2}
\]
\[
= \frac{2}{t - t_0} \Re \left[ \int_{t_0}^{t} \int_{t_1}^{t} \langle c (t_2) c (t_1) \rangle e^{i \omega (t_2 - t_1) dt_2 dt_1} \right].
\]

The occupations of the individual Floquet bands are assigned by integrating \( n(k, \omega) \) over frequency intervals of multiples of \( \omega_d/2 \), starting and ending centered at the band gaps.
\[
n_{\alpha, \pm}(k) = \int_{(\alpha + \frac{1}{2} \pm \frac{1}{4}) \omega_d}^{(\alpha + \frac{1}{2} \pm \frac{1}{4}) \omega_d} n(k, \omega) d\omega
\]
The effective Floquet band occupations are found by summation over the Floquet index:
\[
n_{\pm}(k) = \sum_{\alpha} n_{\alpha, \pm}(k).
\]

**Appendix E: Floquet-Berry-curvature calculation**

Here we present the details on the calculation of the Berry curvature of Floquet bands. For each momentum \( k \) we use the quasi-energy operator in the extended Floquet-Hilbert space (for details see for example \([39]\))
\[
Q = \begin{pmatrix}
\ldots & \ldots & \ldots & \ldots \\
H_0 & H_1 & \ldots & \ldots \\
H_{-1} & H_0 + i\omega dt & \ldots & \ldots \\
\ldots & \ldots & \ldots & \ldots 
\end{pmatrix}
\]
where
\[
H_m = \int dt e^{-im\omega dt}(H_{0,k} + H_{dt,k}(t)) \quad \text{and} \quad g_{\text{env}}(t) = 1.
\]
In order to get the Floquet eigenstates and eigenenergies we diagonalize \( Q \) after truncating such that \(-4 \leq m \leq 4\). The Floquet band structure is obtained from combining the eigenenergies of different momentum points. Subsequently we use the method presented in \([39]\) in order to determine the Berry curvature numerically. Finally the Floquet band velocity is obtained by numerically computing the momentum derivative of the Floquet eigenenergies.

**Appendix F: Weyl gauge**

Here we discuss the meaning of different gauge choices and their importance for our method. For all our calculations we choose the Weyl gauge, i.e., we choose the scalar potential \( \phi = 0 \) and the time-dependent vector potential \( \mathbf{A}(\mathbf{r}, t) = -\int dt \mathbf{E}(\mathbf{r}, t) \). Using the Peierls Substitution \( \mathbf{k} \to \mathbf{k} - \frac{q}{\hbar} \mathbf{A}(\mathbf{r}, t) \) this leads to time-dependent shift of the momentum in the Hamiltonian. This can be viewed as a time-dependent shift of the band structure. The Weyl gauge is particularly useful for an electric field that is spatially constant within the graphene sheet in the \( x-y \)-plane. In this case the vector potential within the \( x-y \)-plane can also be chosen independent of position and hence the contribution to the Hamiltonian decouples in momentum space. As an example for the choice of gauge we consider a uniform electric field \( \mathbf{E} = E\hat{e}_x \) and vanishing magnetic field \( \mathbf{B} = 0 \). For this case the Weyl gauge implies \( \mathbf{A} = -E\mathbf{t} \). The vector potential is indeed independent of position. An alternative gauge choice would be a special case of the Coulomb gauge, \( \mathbf{A} = 0 \). This choice implies \( \phi = Ex \) which can be viewed as a tilt of the lattice potential. The resulting Hamiltonian obtains a non-trivial spatial dependence and hence is not diagonal any more in momentum space.

**Appendix G: Hall conductivity for a cut along the y-direction**

In Fig. 7 we display the momentum resolved contributions to the conductivity, integrated over the momentum state interval from \(-k_y^{\text{max}} \) to \( k_y^{\text{max}} \) on the \( k_y \)-axis. The corresponding integral over the contributions to \( \nu_x/E_L + \Phi_{xy} \) are depicted as well. We find essentially perfect agreement for these quantities. Hence, the devi-
ations between these quantities in Fig. (a) in the main text arise predominantly from the $k_x$-direction, where the averaged band velocity vanishes and only the Berry flux contributes.

**Appendix H: Subsequent opening of gaps**

For larger electric field strength it is no longer sufficient to consider the first resonance only. The contribution in the high-frequency limit without damping has been analyzed in Ref. [22,29]. In this limit there are no resonant contributions and the total Hall current is $\sigma_{xy} = -2e^2/h$. For this result it is assumed that only the lower graphene band is occupied. Under experimental conditions finite frequency driving leads to excitations into the upper graphene band. For intermediate driving strength the Berry curvature is still well localized around the Dirac point and individual resonances. We can therefore investigate each of the contributions separately. Depending on the strength of damping and dephasing effects one obtains a steady state with significant occupation in the upper graphene band close to the Dirac point, see Fig. (a). The upper band has opposite Berry curvature and hence contributes to the Hall current with opposite sign. Hence the Hall current arising from the Dirac point is significantly reduced for experimental conditions. Since the occupation of the lower band is always larger than the one of the upper band the net contribution from the Dirac point is always negative.

The main resonant contribution comes from those gaps that are lying on the original lower Dirac cone. For these gaps the Floquet band below the gap has positive curvature while the band above has equal and opposite curvature. Hence for equal occupation of both bands close to the gap, there is no net contribution to the current. This is the case for higher order gaps with magnitude smaller than temperature and damping. We say that these gaps are closed, see Fig. (b). In Fig. (b) only the first gap is open for electric field strengths smaller than 8 MV m$^{-1}$. In this regime the current is well described by the Rabi-Berry curvature. For field strengths larger than 10 MV m$^{-1}$ we expect the current arising from the first resonance to saturate. The reduction that can be seen in this regime in Fig. (a) is a numerical artifact that we explain in App. I. While the current arising from the first resonance saturates, the second resonance gap opens and for higher $E_{dr}$ leads to a further increase of the Hall conductivity. At even higher field strengths higher-order gaps open subsequently. For each gap the net contribution to the current is positive since there is more occupation in the band below the gap than in the one above. Hence the total resonant contribution is opposite to the high-frequency contribution. Furthermore we find numerically that the magnitude of the high-frequency contribution is always smaller than the magnitude of the resonant contributions and usually is a minor effect. This is in agreement with the sign of the current in Ref. [16].

Appendix I: Resonance-resolved conductivity and resonance broadening

For low driving field strength $E_{dr}$ the current is well localized around individual resonances. In contrast, for large $E_{dr}$ resonances start overlapping and it is therefore difficult to identify the current arising from individual resonances. We show an example of this phenomenon in Fig. (a). For low values of $E_{dr}$ there is no contribution to the current in between resonances. Hence the integrated conductivity shown in Fig. (a) is constant. For larger values of $E_{dr}$ resonances get broadened and there is no such constant regime. This is an indication that the contribution of neighboring resonances is now overlapping. Since the contribution from resonances is always negative below and positive above the resonance, overlapping reso-
nances lead to canceling contributions. When we compute the resonance-resolved conductivity as in Fig. 8 we do this by integrating the current up to the momentum value half-way in between the corresponding resonances. In other words we use the corresponding value of the curve in Fig. 9. Once resonances start overlapping the contributions cancel and hence lead to decreasing contributions of the inner resonances. This is the reason why the curves in Fig. 8 decrease.

Appendix J: Chemical potential dependence at low fluence

The momentum-resolved conductivity allowed us to identify the different contributions to the transverse current. In experiment, however, such data is not easily accessible. Instead it is possible to tune the applied backgate, i.e. the chemical potential [10]. When increasing the chemical potential, momenta close to the Dirac point are fully occupied and, due to Pauli blocking, do not contribute to the conductivity. For momentum modes smaller than the first bare resonance negative contributions to the conductivity dominate. For increasing chemical potential conductivity from these modes becomes suppressed and the total conductivity increases. Near the first resonance the situation reverses. Now momentum modes above the resonance become fully occupied and increasing the chemical potential further leads to decreasing total conductivity. Hence the chemical-potential-resolved transverse conductivity shows a clear signature of the resonant behavior.

Appendix K: Comparison of fixed chemical potential and fixed density.

For the simulation of the experiment from Ref. [16] it is crucial to work at fixed chemical potential instead of fixed density. To illustrate the difference we show a simulation enforcing fixed density for each momentum mode during the time evolution in Fig. 11(a). The parameters are the same as in Fig. 2(a) in the main text. The shape of the curve is fundamentally different from the experimental data. We conclude that the exchange of electrons with non-illuminated regions of the graphene sample as well as with the substrate is important even on the short time scales of the circularly polarized pulse.

Appendix L: Fluence dependence

For completeness and for better comparison to the experiments in Ref. [15] we show the data from Fig. 2(b) in the main text as a function of fluence instead of peak driving field in Fig. 11(b).
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