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ABSTRACT. We give a Chevalley formula for an arbitrary weight for the torus-equivariant $K$-group of semi-infinite flag manifolds, which is expressed in terms of the quantum alcove model. As an application, we prove the Chevalley formula for an anti-dominant fundamental weight for the (small) torus-equivariant quantum $K$-theory $QK_T(G/B)$ of a (finite-dimensional) flag manifold $G/B$; this has been a longstanding conjecture about the multiplicative structure of $QK_T(G/B)$. In type $A_{n-1}$, we prove that the so-called quantum Grothendieck polynomials indeed represent (opposite) Schubert classes in the (non-equivariant) quantum $K$-theory $QK(SL_n/B)$; we also obtain very explicit information about the coefficients in the respective Chevalley formula.

1. INTRODUCTION

This paper is concerned with a geometric application of the combinatorial model known as the quantum alcove model, introduced in [28]. Its precursor, the alcove model of the first author and Postnikov, was used to uniformly describe the highest weight Kashiwara crystals of symmetrizable Kac-Moody algebras [37], as well as the Chevalley formula for the equivariant $K$-theory of a (finite-dimensional) flag manifold $G/B$ [36]. More generally, the quantum alcove model was used to uniformly describe certain crystals of affine Lie algebras (single-column Kirillov-Reshetikhin crystals) and Macdonald polynomials specialized at $t = 0$ [34, 35]. The objects of the quantum alcove model (indexing the crystal vertices and the terms of Macdonald polynomials) are paths in the quantum Bruhat graph on the Weyl group [4]. In this paper we complete the above picture, by extending to the quantum alcove model the geometric application of the alcove model, namely the $K$-theory Chevalley formula.

To achieve our goal, we need to consider the so-called semi-infinite flag manifold $QG$ associated to a connected, simply-connected simple algebraic group $G$ over $\mathbb{C}$, with Borel subgroup $B$ and maximal torus $T \subset B$. We give a Chevalley formula for an arbitrary weight for the $(T \times \mathbb{C}^*)$-equivariant $K$-group $K_{T \times \mathbb{C}^*}(QG)$ of $QG$, which is described in terms of the quantum alcove model. In [20] and [11], the Chevalley formulas for $K_{T \times \mathbb{C}^*}(QG)$ were originally given in terms of the quantum LS path model in the case of a dominant and an anti-dominant weight, respectively. For a general (neither dominant nor anti-dominant) weight, there is no quantum LS path model, but there is a quantum alcove model. Hence, in order to obtain a Chevalley formula for an arbitrary weight, we first need to translate the formulas above to the quantum alcove model by using the weight-preserving bijection between the two models given by Propositions [28] and [31]. Starting from these translated formulas (Theorems [20] and [32]), we prove a Chevalley formula for $K_{T \times \mathbb{C}^*}(QG)$ (Theorem [33]) for an arbitrary weight, based on the combinatorics of the quantum alcove model. Furthermore, by examining this proof based on the Yang-Baxter equation for quantum Bruhat operators, we were able to generalize quantum Yang-Baxter moves for the quantum alcove model associated to a dominant weight (obtained in [29]) to the case of an arbitrary weight; see [21].
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and [22]. Here we should add that an inverse Chevalley formula, which describes the structure of $K_{T\times C^*}(Q_G)$ as a module over the representation ring of $T\times C^*$, is obtained in [33], [24], and [31] by an approach through the nil-DAHA (nil double affine Hecke algebra) in simply-laced types.

The study of the equivariant K-group of semi-infinite flag manifolds was started in [20]. A breakthrough in this study is [16] and [17] (see also [19]), in which Kato established a certain $Z[P]$-module isomorphism from the (small) $T$-equivariant quantum $K$-theory $QK_T(G/B)/Q$ of the finite-dimensional flag manifold $G/B$ onto the $T$-equivariant $K$-group $K_T(Q_G)$ of $Q_G$; here $P$ is the weight lattice generated by the fundamental weights $\omega_k, k \in I$. This isomorphism sends each (opposite) Schubert class in $QK_T(G/B)$ to the corresponding semi-infinite Schubert class in $K_T(Q_G)$; moreover, it respects the quantum multiplication in $QK_T(G/B)$ with the line bundle class $[O_{G/B}(-\omega_k)]$ and the tensor product in $K_T(Q_G)$ with the line bundle class $[O_{Q_G}(w_0\omega_k)]$ for all $k \in I$, where $w_0$ is the longest element of the Weyl group $W$ of $G$. Based on this result, a longstanding conjecture in [36] on the multiplicative structure of $QK_T(G/B)$, i.e., the Chevalley formula (Theorem 49) for anti-dominant fundamental weights $-\omega_k, k \in I$, for $QK_T(G/B)$, is proved by our anti-dominant Chevalley formula for $K_{T\times C^*}(Q_G)$ under the specialization at $q = 1$. Also, from the anti-dominant Chevalley formula for $QK_T(G/B)$, we can deduce a Chevalley formula for anti-dominant fundamental weights $-\omega_k, k \in I \setminus J$, for the $T$-equivariant quantum $K$-theory $QK_T(G/P_J)$ of a partial flag manifold $G/P_J$, where $P_J \supset B$ is the parabolic subgroup corresponding to a subset $J \subset I$, by making use of the $Z[P]$-algebra surjection from the polynomial version of $QK_T(G/B)$ onto that of $QK_T(G/P_J)$ established in [18]; see [23] and [25].

As another application of our Chevalley formula for $QK_T(G/B)$, we can prove an important conjecture in [30] for the non-equivariant quantum $K$-theory $QK(SL_n/B)$ of the flag manifold $SL_n/B$ of type $A_{n-1}$ (Theorem 51): the quantum Grothendieck polynomials, introduced in [30], indeed represent (opposite) Schubert classes in $QK(SL_n/B)$. In this way, we generalize the results of [10], where the quantum Schubert polynomials are constructed as representatives for (opposite) Schubert classes in the quantum cohomology of $SL_n/B$. Therefore, we can use quantum Grothendieck polynomials to compute structure constants in $QK(SL_n/B)$ with respect to the (opposite) Schubert basis; in actual calculations, we just need to expand their products in the basis they form, which is done by [30, Algorithm 3.28]; see [30, Example 7.4]. This is important, since computing even simple products in quantum $K$-theory is notoriously difficult. Also, in our recent preprint [42], the second and third authors proved a Pieri-type multiplication formula for quantum Grothendieck polynomials (i.e., [30, Conjecture 6.7]), which is a vast generalization of the Chevalley formula (or, equivalently, Monk-type multiplication formula) and enables us to compute many structure constants to which the Chevalley formula does not apply. Finally, still for $QK(SL_n/B)$, we obtain very explicit information about the coefficients in the respective Chevalley formula (Theorem 58, Proposition 60 and Theorem 63).
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2. Background on the quantum Bruhat graph and its parabolic version

2.1. Root systems. Let $\mathfrak{g}$ be a finite-dimensional simple Lie algebra over $\mathbb{C}$ with Cartan subalgebra $\mathfrak{h}$. Denote by $\Pi^\vee = \{\alpha_i^\vee\}_{i \in I}$ and $\Pi = \{\alpha_i\}_{i \in I}$ the set of simple coroots and simple roots of $\mathfrak{g}$, respectively, and set $Q^\vee := \sum_{i \in I} \mathbb{Z}\alpha_i^\vee$, $Q^{\vee,+} := \sum_{i \in I} \mathbb{Z}_{\geq 0}\alpha_i^\vee$. Let $\Phi$, $\Phi^+$, and $\Phi^-$ be the set of
roots, positive roots, and negative roots of \( g \), respectively, with \( \theta \in \Phi^+ \) the highest root for the set \( \Phi \) of roots of \( g \); we set \( \rho := (1/2) \sum_{\alpha \in \Phi^+} \alpha \). For \( \alpha \in \Phi \), we set

\[
\sgn(\alpha) := \begin{cases} 1 & \text{if } \alpha \in \Phi^+, \\ -1 & \text{if } \alpha \in \Phi^-,
\end{cases}
\]

and denote by \( \alpha^\vee \) the coroot of \( \alpha \). Also, let \( \varpi_i, i \in I \), denote the fundamental weights for \( g \), and set \( P := \sum_{i \in I} \mathbb{Z}\varpi_i \) and \( P^+ := \sum_{i \in I} \mathbb{Z}_{\geq 0}\varpi_i \). Let \( W := \langle s_i \mid i \in I \rangle \) be the (finite) Weyl group of \( g \), where \( s_i \) is the simple reflection with respect to \( \alpha_i \) for \( i \in I \). We denote by \( \ell : W \to \mathbb{Z}_{\geq 0} \) the length function on \( W \), by \( e \in W \) the identity element, and by \( w_0 \in W \) the longest element. For \( \alpha \in \Phi \), denote by \( s_\alpha \in W \) the reflection with respect to \( \alpha \); note that \( s_{-\alpha} = s_\alpha \).

Let \( J \) be a subset of \( I \). We set \( Q_J := \sum_{i \in J} \mathbb{Z}\alpha_i \), \( \Phi_J := \Phi \cap Q_J \), \( \Phi_J^\pm := \Phi^\pm \cap Q_J \), \( \rho_J := (1/2) \sum_{\alpha \in \Phi_J^+} \alpha \). We denote by \( W_J := \langle s_i \mid i \in J \rangle \) the parabolic subgroup of \( W \) corresponding to \( J \), and we identify \( W/W_J \) with the corresponding set of minimal coset representatives, denoted by \( W^J \); note that if \( J = \emptyset \), then \( W^J = W^0 \) is identical to \( W \). For \( w \in W \), we denote by \( |w| = |w|^J \in W^J \) the minimal coset representative for the coset \( wW_J \in W/W_J \).

Let \( W_{af} := \langle s_i \mid i \in I_{af} \rangle \), with \( I_{af} := I \cup \{ \emptyset \} \), be the (affine) Weyl group of the untwisted affine Lie algebra \( g_{af} \) associated to \( g \). For each \( \xi \in Q^\vee \), let \( t_\xi \in W_{af} \) denote the translation by \( \xi \) (see [15, Section 6.5]). Then, \( \{t_\xi \mid \xi \in Q^\vee \} \) forms an abelian normal subgroup of \( W_{af} \), in which \( t_\xi t_\zeta = t_{\xi + \zeta} \) holds for \( \xi, \zeta \in Q^\vee \). Moreover, we know from [15, Proposition 6.5] that

\[
W_{af} \cong W \times \{t_\xi \mid \xi \in Q^\vee \} \cong W \rtimes Q^\vee;
\]

note that \( s_0 = s_0 t_{-\theta^\vee} \). We set \( W_{af}^{\geq 0} := W \times Q^\vee^+, \) which is a subset of \( W_{af} \).

2.2. The quantum Bruhat graph. We take and fix a subset \( J \) of \( I \).

Definition 1. The (parabolic) quantum Bruhat graph \( QB(W^J) \) is the \( (\Phi^+ \setminus \Phi_J^+)^\vee \)-labeled directed graph whose vertices are the elements of \( W^J \), and whose directed edges are of the form: \( w \stackrel{\beta}{\to} v \) for \( w, v \in W^J \) and \( \beta \in \Phi^+ \setminus \Phi_J^+ \) such that \( v = [w\beta] \), and such that either of the following holds:

(i) \( \ell(v) = \ell(w) + 1 \); (ii) \( \ell(v) = \ell(w) + 1 - 2(\rho - \rho_J, \beta^\vee) \). An edge satisfying (i) (resp., (ii)) is called a Bruhat (resp., quantum) edge.

When \( J = \emptyset \), we write \( QB(W) \) for \( QB(W^0) \); note that in this case, \( W^0 = W \), \( \Phi^+_0 = \emptyset \), \( \rho_0 = 0 \), and that \( |w| = w \) for all \( w \in W \). The quantum Bruhat graph \( QB(W) \) originates in the Chevalley formula for the quantum cohomology of flag manifolds [12].

Remark 2 (see [33, Remark 6.13]). For each \( v, w \in W^J \), there exists a directed path in \( QB(W^J) \) from \( v \) to \( w \).

For a directed path \( p : v = v_0 \to v_1 \to v_2 \to \cdots \to v_l = w \) in \( QB(W^J) \), we define the weight \( wt^J(p) \) of \( p \) by

\[
wt^J(p) := \sum_{1 \leq k \leq l; \atop v_{k-1} \stackrel{\beta_k}{\to} v_k \text{ is a quantum edge}} \beta_k^\vee \in Q^\vee^+;
\]

when \( J = \emptyset \), we write \( wt(p) \) for \( wt^0(p) \). We know the following from [33, Proposition 8.1].

Proposition 3. Let \( v, w \in W^J \). If \( p \) and \( q \) are shortest directed paths in \( QB(W^J) \) from \( v \) to \( w \), then \( wt^J(p) \equiv wt^J(q) \) modulo \( Q^\vee_J \). In particular, if \( J = \emptyset \), then \( wt(p) = wt(q) \).
For $v, w \in W^J$, we denote by $\ell^J(v \Rightarrow w)$ the length of a shortest directed path in $QB(W^J)$ from $w$ to $v$. When $J = \emptyset$, we write $\ell(v \Rightarrow w)$ for $\ell^\emptyset(v \Rightarrow w)$.

Assume that $J = \emptyset$. In this case, we denote by $wt(w \Rightarrow v)$ the weight $wt(p)$ of a shortest directed path in $QB(W)$ from $w$ to $v$, which is independent of the choice of a shortest directed path by Proposition \cite{3}. Also, we will use the shellability of the quantum Bruhat graph $QB(W)$ with respect to a reflection order on the positive roots \cite{8}, which we now recall.

**Theorem 4 \cite{4}**. Fix a reflection order on $\Phi^+$.

1. For any pair of elements $v, w \in W$, there is a unique directed path from $v$ to $w$ in the quantum Bruhat graph $QB(W)$ such that its sequence of edge labels is strictly increasing (resp., decreasing) with respect to the reflection order.
2. The path in (1) has the smallest possible length $\ell(v \Rightarrow w)$.

### 2.3. Additional results.

In this subsection, we fix a dominant weight $\lambda \in P^+$, and set $J = J_\lambda := \{i \in I \mid \langle \lambda, \alpha_i^\vee \rangle = 0\} \subset I$. Let $v, w \in W^J$, and let $p$ be a shortest directed path in $QB(W^J)$ from $v$ to $w$. Then we deduce by Proposition \cite{3} that $\langle \lambda, wt^J(p) \rangle$ does not depend on the choice of a shortest directed path $p$. We write $\langle \lambda, wt^J(v \Rightarrow w) \rangle$ for $\langle \lambda, wt^J(p) \rangle$.

**Definition 6**. For a rational number $b \in Q$, we define $QB_{b\lambda}(W^J)$ (resp., $QB_{b\lambda}(W)$) to be the subgraph of $QB(W^J)$ (resp., $QB(W)$) with the same vertex set but having only those directed edges of the form $w \overset{b}{\Rightarrow} v$ for which $b\langle \lambda, \beta^\vee \rangle \in Z$ holds.

**Lemma 5 \cite{34} Lemma 7.2**. Keep the notation and setting above. Let $\sigma, \tau \in W^J$. Then, $\langle \lambda, wt^J(\sigma \Rightarrow \tau) \rangle = \langle \lambda, wt(v \Rightarrow w) \rangle$ for all $v \in vW_H$, $w \in wW_H$.

**Lemma 6**. For a rational number $b \in Q$, we define $QB_{b\lambda}(W^J)$ (resp., $QB_{b\lambda}(W)$) to be the subgraph of $QB(W^J)$ (resp., $QB(W)$) with the same vertex set but having only those directed edges of the form $w \overset{b}{\Rightarrow} v$ for which $b\langle \lambda, \beta^\vee \rangle \in Z$ holds.

**Lemma 7 \cite{34} Lemma 6.2**. Keep the notation and setting above. Let $w \overset{1}{\Rightarrow} ws_\gamma$ be an edge in $QB_{b\lambda}(W)$ for some rational number $b$. Then there exists a directed path from $\lfloor w \rfloor$ to $\lfloor ws_\gamma \rfloor$ in $QB_{b\lambda}(W)$ (possibly of length 0).

**Lemma 8 \cite{34} Lemma 6.7**. Consider two directed paths in $QB(W)$ between some $w$ and $v$. Assume that the first one is a shortest path, while the second one is in $QB_{b\lambda}(W)$, for some rational number $b$. Then the first path is in $QB_{b\lambda}(W)$ as well.

We now recall \cite{33} Proposition 7.2, which constructs the analogue of (one version of) the so-called Deodhar lifts \cite{7} for the quantum Bruhat graph; we will call them quantum right Deodhar lifts.

**Proposition 9 \cite{33}**. Given $v, w \in W$, there exists a unique element $x \in vW_H$ such that $\ell(w \Rightarrow x)$ attains its minimum value as a function of $x \in vW_H$.

We refer also to \cite{33} Theorem 7.1, stating that the mentioned minimum is, in fact, attained by the minimum of the coset $vW_H$ with respect to the $w$-tilted Bruhat order $\leq_w$ on $W$ (see \cite{4}). Therefore, it makes sense to denote it by $\min(vW_H, \leq_w)$, although we will not use this stronger result.

The quantum Bruhat graph analogue of the second version of the Deodhar lifts was given in \cite{34} Proposition 2.25; we will call these quantum left Deodhar lifts. The mentioned result is stated based on the so-called dual $v$-tilted Bruhat order $\leq_v^*$ on $W$, introduced in \cite{4} Definition 2.24. It is proved by reduction to \cite{33} Theorem 7.1.

**Proposition 10 \cite{34}**. Given $v, w \in W$, the coset $wW_H$ has a unique maximal element with respect to $\leq_v^*$, which is denoted by $\max(wW_H, \leq_v^*)$.

For our purposes, the weaker version of this result, which is stated below, suffices; this is the analogue of Proposition \cite{9}.
Proposition 11. Given $v, w \in W$, there exists a unique element $x \in wW_J$ such that $\ell(x \Rightarrow v)$ attains its minimum value as a function of $x \in wW_J$.

The mentioned element is $\max(wW_J, \preceq^* v)$. In [33] we gave a proof of Proposition 9, i.e., [33, Proposition 7.2], which is independent of [33, Theorem 7.1], mentioned above; this proof was based on [33, Lemmas 7.4, 7.5]. Likewise, Proposition 11 can be proved independently of Proposition 10, as an immediate consequence of the analogues of the mentioned lemmas. These analogues are stated as Lemmas 23 and 24 in Section 3.4, and are also needed in the proof of Lemma 25 in that section.

3. Background on the combinatorial models

Throughout this section, $\lambda$ is a dominant weight whose stabilizer is the parabolic subgroup $W_J$ of $W$ for a subset $J \subset I$.

3.1. Quantum LS paths.

Definition 12 ([34]). A quantum LS path $\eta \in \text{QLS}(\lambda)$ is given by two sequences

$$(1) \quad (0 = b_1 < b_2 < b_3 < \cdots < b_t < b_{t+1} = 1); \quad (\kappa(\eta) = \sigma_1, \sigma_2, \ldots, \sigma_t = \iota(\eta)), $$

where $b_k \in \mathbb{Q}$, $\sigma_k \in W_J$, and there is a directed path in $\text{QB}_{b_k\lambda}(W_J)$ from $\sigma_{k-1}$ to $\sigma_k$, for each $k = 2, \ldots, t$. The elements $\sigma_k$ are called the directions of $\eta$, while $\iota(\eta)$ and $\kappa(\eta)$ are the initial and final directions, respectively.

This data encodes the sequence of vectors

$$(2) \quad u_t := (b_{t+1} - b_t)\sigma_t \lambda, \ldots, u_2 := (b_3 - b_2)\sigma_2 \lambda, \quad u_1 := (b_2 - b_1)\sigma_1 \lambda.$$ 

We can view the quantum LS path $\eta$ as a piecewise-linear path given by the sequence of points

$$0, u_t, u_{t-1} + u_t, \ldots, u_1 + \cdots + u_t.$$ 

There is also a standard way to express $\eta$ as a map $\eta : [0, 1] \rightarrow \mathfrak{h}_R^*$ with $\eta(0) = 0$ (where $\mathfrak{h}_R^* = \mathbb{R} \otimes \mathfrak{z}X$ is the real part of the dual Cartan subalgebra), but we do not need this here. The endpoint of the path, also called its weight, is $\text{wt}(\eta) := \eta(1) = u_1 + \cdots + u_t$.

We define the (tail) degree function (cf. [34, Corollary 4.8]) by

$$(3) \quad \text{deg}(\eta) := - \sum_{k=2}^{t} (1 - b_k)\langle \lambda, \text{wt}_J(\sigma_{k-1} \Rightarrow \sigma_k) \rangle.$$ 

Given $w \in W$, we define $\iota(\eta, w) \in W$, called the initial direction of $\eta$ with respect to $w$, by the following recursive formula:

$$
\begin{cases}
  w_0 := w, \\
  w_k := \min\{\sigma_k W_J, \preceq_{w_{k-1}}\} \quad \text{for } k = 1, \ldots, t, \\
  \iota(\eta, w) := w_t.
\end{cases}
$$

Also, we set

$$(5) \quad \xi(\eta, w) := \sum_{k=1}^{t} \text{wt}(w_{k-1} \Rightarrow w_k).$$
and

\[ \text{deg}_w(\eta) := -\sum_{k=1}^{t} (1 - b_k) (\langle \lambda, \text{wt}(w_{k-1} \Rightarrow w_k) \rangle). \]

Given \( v \in W \), we define \( \kappa(\eta, v) \in W \), called the \textit{final direction of \( \eta \) with respect to \( v \)}, by the following recursive formula:

\[
\begin{cases}
  v_{t+1} := v, \\
  v_k := \max(\sigma_k W_J, \zeta_{A_{k+1}}^*) & \text{for } k = 1, \ldots, t, \\
  \kappa(\eta, v) := v_1.
\end{cases}
\]

Also, we set

\[ \zeta(\eta, v) := \sum_{k=1}^{t} \text{wt}(v_k \Rightarrow v_{k+1}). \]

3.2. \textbf{The quantum alcove model.} We say that two alcoves are adjacent if they are distinct and have a common wall. Given a pair of adjacent alcoves \( A \) and \( B \), we write \( A \overset{\beta}{\Rightarrow} B \) for \( \beta \in \Phi \) if the common wall is orthogonal to \( \beta \) and \( \beta \) points in the direction from \( A \) to \( B \). Recall that alcoves are separated by hyperplanes of the form

\[ H_{\beta, l} = \{ \mu \in h^*_R | \langle \mu, \beta^\vee \rangle = l \}. \]

We denote by \( s_{\beta, l} \) the affine reflection in this hyperplane.

The fundamental alcove is defined as

\[ A_o = \{ \mu \in h^*_R | 0 < \langle \mu, \alpha^\vee \rangle < 1 \quad \text{for all } \alpha \in \Phi^+ \}. \]

\textbf{Definition 13 (\cite{[36]}).} An alcove path is a sequence of alcoves \( (A_0, A_1, \ldots, A_m) \) such that \( A_{j-1} \) and \( A_j \) are adjacent, for \( j = 1, \ldots, m \). We say that \( (A_0, A_1, \ldots, A_m) \) is reduced if it has minimal length among all alcove paths from \( A_0 \) to \( A_m \).

Let \( \lambda \) be any weight, and \( A_\lambda = A_o + \lambda \) the translation of the fundamental alcove \( A_o \) by the weight \( \lambda \).

\textbf{Definition 14 (\cite{[36]}).} The sequence of roots \( \Gamma(\lambda) = (\beta_1, \beta_2, \ldots, \beta_m) \) is called a \( \lambda \)-chain (of roots), respectively reduced \( \lambda \)-chain, if

\[ A_0 = A_o \xrightarrow{-\beta_1} A_1 \xrightarrow{-\beta_2} \cdots \xrightarrow{-\beta_m} A_m = A_{-\lambda} \]

is an alcove path, respectively reduced alcove path.

A reduced alcove path \( (A_0 = A_o, A_1, \ldots, A_m = A_{-\lambda}) \) defines a total order on the hyperplanes, to be called \( \lambda \)-\textit{hyperplanes}, which separate \( A_o \) from \( A_{-\lambda} \). This total order is given by the sequence \( H_{\beta_i, -l_i} \) for \( i = 1, \ldots, m \), where \( H_{\beta_i, -l_i} \) contains the common wall of \( A_{i-1} \) and \( A_i \). Note that \( \langle \lambda, \beta_i^\vee \rangle \geq 0 \), and that the integers \( l_i \), called \textit{heights}, have the following ranges:

\[ 0 \leq l_i \leq \langle \lambda, \beta_i^\vee \rangle - 1 \text{ if } \beta_i \in \Phi^+, \quad \text{and} \quad 1 \leq l_i \leq \langle \lambda, \beta_i^\vee \rangle \text{ if } \beta_i \in \Phi^-.
\]

Note also that a reduced \( \lambda \)-chain \( (\beta_1, \ldots, \beta_m) \) determines the corresponding reduced alcove path, and hence we can identify them as well.
Remark 15. An alcove path corresponds to the choice of a word for an element of the affine Weyl group $W_{af} \cong W \rtimes Q$ (corresponding to the Langlands dual $\mathfrak{g}^\vee$ of $\mathfrak{g}$) sending $A_\emptyset$ to $A_{-\lambda}$ [36, Lemma 5.3]. For $\lambda$ dominant, another equivalent definition of a reduced alcove path/\lambda-chain, based on a root interlacing condition which generalizes a similar condition characterizing reflection orders, can be found in [37, Definition 4.1, Proposition 10.2].

When $\lambda$ is dominant, we have a special choice of a reduced $\lambda$-chain in [37, Section 4], which we now recall.

Proposition 16 ([27]). Given a total order $I = \{1 < 2 < \cdots < r\}$ on the set of Dynkin nodes, one may express a coroot $\beta^\vee = \sum_{i=1}^r c_i \alpha_i^\vee$ in the $\mathbb{Z}$-basis of simple coroots. Consider the total order on the set of $\lambda$-hyperplanes defined by the lexicographic order on their images in $\mathbb{Q}^{r+1}$ under the map

$$H_{\beta,-l} \mapsto \frac{1}{\langle \lambda, \beta^\vee \rangle} (l, c_1, \ldots, c_r).$$

This map is injective, thereby endowing the set of $\lambda$-hyperplanes with a total order, which is a reduced $\lambda$-chain. We call it the lexicographic (lex) $\lambda$-chain, and denote it by $\Gamma_{\text{lex}}(\lambda)$.

The rational number $l/\langle \lambda, \beta^\vee \rangle$ is called the relative height of the $\lambda$-hyperplane $H_{\beta,-l}$. By definition, the sequence of relative heights in the lex $\lambda$-chain is weakly increasing.

The objects of the quantum alcove model are defined next. This model was introduced in [28] and then used in [34, 35] in connection with Kirillov-Reshetikhin crystals and Macdonald polynomials specialized at $t = 0$. Here we consider a generalization of it, by letting $\lambda$ be any weight, as opposed to only a dominant weight, as originally considered; another aspect of the generalization is making the model depend on a fixed element $w \in W$, such that the initial model corresponds to $w$ being the identity element $e$. In addition to $w$, we fix an arbitrary $\lambda$-chain $\Gamma(\lambda) = (\beta_1, \ldots, \beta_m)$, and set $r_i := s_{\beta_i}, \tilde{r}_i := s_{\beta_i,-l_i}$.

Definition 17 ([28]). A subset $A = \{j_1 < j_2 < \cdots < j_s\}$ of $[m] := \{1, \ldots, m\}$ (possibly empty) is a $w$-admissible subset if we have the following directed path in the quantum Bruhat graph $QB(W)$:

$$\Pi(w, A) : \quad w \xrightarrow{|\beta_{j_1}|} wr_{j_1} \xrightarrow{|\beta_{j_2}|} wr_{j_1} r_{j_2} \xrightarrow{|\beta_{j_3}|} \cdots \xrightarrow{|\beta_{j_s}|} wr_{j_1} r_{j_2} \cdots r_{j_s} =: \text{end}(w, A).$$

We let $A(w, \Gamma(\lambda))$ be the collection of all $w$-admissible subsets of $[m]$. We now associate several parameters with the pair $(w, A)$. The weight of $(w, A)$ is defined by

$$\text{wt}(w, A) := -w \tilde{r}_{j_1} \cdots \tilde{r}_{j_s} (-\lambda).$$

Given the height sequence $(l_1, \ldots, l_m)$ mentioned above, we define the complementary height sequence $(\tilde{l}_1, \ldots, \tilde{l}_m)$ by $\tilde{l}_i := \langle \lambda, \beta_i^\vee \rangle - l_i$. Given $A = \{j_1 < \cdots < j_s\} \in A(w, \Gamma(\lambda))$, we set

$$A^- := \{j_i \in A \mid wr_{j_1} \cdots r_{j_{i-1}} > wr_{j_1} \cdots r_{j_{i-1}} r_{j_i}\};$$

in other words, we record the quantum steps in the path $\Pi(w, A)$ given by (11). We also define

$$\text{down}(w, A) := \sum_{j \in A^-} |\beta_j|^{\vee} \in Q^{\vee,+}, \quad \text{height}(w, A) := \sum_{j \in A^-} \text{sgn}(\beta_j) \tilde{l}_j.$$

For examples, we refer to [27, 34].
3.3. **Galleries.** In this section, we recall from [36, Appendix] the reformulation of the alcove model in terms of so-called *galleries*, which are similar, but not equivalent, to the LS-galleries of Gaussent-Littelmann [13]. We also extend this concept to the quantum alcove model, as described in Section [3.2].

**Definition 18** ([36]). A gallery is a sequence \( \gamma = (F_0, A_0, F_1, A_1, F_2, \ldots, F_m, A_m, F_{m+1}) \) such that \( A_0, \ldots, A_m \) are alcoves; \( F_i \) is a codimension 1 common face of the alcoves \( A_{i-1} \) and \( A_i \), for \( i = 1, \ldots, m \); \( F_0 \) is a vertex of the first alcove \( A_0 \); and \( F_{m+1} \) is a vertex of the last alcove \( A_m \). If \( F_{m+1} = \{ \mu \} \), then the weight \( \mu \) is called the weight of the gallery, and is denoted by \( \text{wt}(\gamma) \).

A \( \lambda \)-chain \( \Gamma(\lambda) \) corresponds to an alcove path from \( A_0 \) to \( A_{-\lambda} \) (cf. Definition [14]), and thus determines an unfolded gallery

\[
\gamma(\lambda) = (F_0 = \{0\}, A_0 = A_\circ, F_1, A_1, F_2, \ldots, F_m, A_m = A_{-\lambda}, F_{m+1} = \{-\lambda\});
\]

see [36, Lemma 18.3]. We fix such structures.

We can define several operations on galleries \( \gamma = (F_0, A_0, F_1, A_1, F_2, \ldots, F_m, A_m, F_{m+1}) \).

First, we consider the translation \( \gamma + \mu \) for a weight \( \mu \), and the image \( w(\gamma) \) under a Weyl group element \( w \in W \). Then, as in [36, Section 18.1], we define the *tail-flip operators* \( f_i \), for \( i = 1, \ldots, m \).

To this end, let \( \widehat{\tau}_i \) be the affine reflection with respect to the affine hyperplane containing the face \( F_i \). The operator \( f_i \) sends the gallery \( \gamma \) to the gallery

\[
f_i(\gamma) := (F_0, A_0, F_1, A_1, \ldots, A_{i-1}, F_i = F_i, A_i, F_{i+1}, A_{i+1}, \ldots, A_m, F_{m+1}),
\]

where \( A'_j := \widehat{\tau}_i(A_j) \) and \( F'_j := \widehat{\tau}_i(F_j) \), for \( j = i, \ldots, m + 1 \). In other words, \( f_i \) leaves the initial segment of the gallery from \( A_0 \) to \( A_{i-1} \) intact, and reflects the remaining tail by \( \widehat{\tau}_i \). Clearly, the operators \( f_i \) commute.

Given a subset \( A = \{ j_1 < j_2 < \cdots < j_s \} \) of \([m]\), we associate with it the gallery \( \gamma(w, A) := w f_{j_1} \cdots f_{j_s}(\gamma(\lambda)) \).

For obvious reasons, we call the elements of \( A \) **folding positions**.

**Proposition 19.** (1) We have

\[
\text{wt}(w, A) = -\text{wt}(\gamma(w, A)).
\]

(2) The first alcove of \( \gamma(w, A) \) is \( w(A_0) \), and the last alcove is \( v(A_0) + \text{wt}(\gamma(w, A)) \), where \( v := \text{end}(w, A) \).

**Proof.** Part (1) is a slight extension of [36, Lemma 18.4], whose proof is completely similar. The first part of (2) is straightforward. For the second part of (2), assuming first that \( w \) is the identity element \( e \), we proceed by induction on the cardinality of \( A \). The base case \( A = \emptyset \) is obvious. Using the above notation, let \( A = \{ j = j_s \} \), and \( \widehat{\tau}_j = r_j + \mu \), where \( r_j \) is the corresponding non-affine reflection. Then the last alcove in \( \gamma(e, A) \) is

\[
\widehat{\tau}_j(A_{-\lambda}) = r_j(A_{-\lambda}) + \mu = r_j(A_\circ) + r_j(-\lambda) + \mu = r_j(A_\circ) + \widehat{\tau}_j(-\lambda) = r_j(A_\circ) + \text{wt}(\gamma(e, A)),
\]

which verifies the statement. We continue in this way, by adding \( j_{s-1} > \cdots > j_1 \) to \( A \), in this order, and by applying \( w \) at the end.

**Definition 20.** Consider two galleries

\[
\gamma = (F_0, A_0, F_1, \ldots, A_m, F_{m+1}), \quad \gamma' = (F'_0, A'_0, F'_1, \ldots, A'_m, F'_{m+1}),
\]

such that \( F_{m+1} = F'_0 \) and \( A_m = A'_0 \). Under these conditions, their concatenation \( \gamma \ast \gamma' \) is defined in the obvious way:

\[
\gamma \ast \gamma' := (F_0, A_0, F_1, \ldots, A_m = A'_0, F'_1, \ldots, A'_m, F'_{m+1}).
\]
3.4. Additional shellability results. In [39, Section 4.3], we constructed a reflection order $<_{\lambda}$ on $\Phi^+$ which depends on $\lambda$. The bottom of the order $<_{\lambda}$ consists of the roots in $\Phi^+ \setminus \Phi^+_J$. For two such roots $\alpha$ and $\beta$, define $\alpha < \beta$ whenever the hyperplane $H_{(\alpha,0)}$ precedes $H_{(\beta,0)}$ in the lex $\lambda$-chain (see Proposition [16]). This forms an initial section (see [8]) of $<_{\lambda}$. The top of the order $<_{\lambda}$ consists of the positive roots in $\Phi^+_J$, and we fix any reflection order for them. We refer to the reflection order $<_{\lambda}$ throughout.

**Remark 21.** It is not hard to see that, in the lex $\lambda$-chain, the order on the $\lambda$-hyperplanes $H_{\beta,-1}$ with the same relative height (not necessarily equal to 0) is given by the order $<_{\lambda}$ on the corresponding roots $\beta$. We will use this fact implicitly below.

We recall [34, Lemma 6.6], which characterizes the quantum right Deodhar lifts in shellability terms.

**Lemma 22** ([34]). Consider $\sigma, \tau \in W^J$ and $w_J \in W_J$. Write $\min(\tau W_J, \preceq_{\sigma w_J}) \in \tau W_J$ as $\tau w'_J$, with $w'_J \in W_J$.

1. There is a unique directed path in $QB(W)$ from $\sigma w_J$ to some $x \in \tau W_J$ whose edge labels are increasing with respect to $<_{\lambda}$ and lie in $\Phi^+ \setminus \Phi^+_J$. This path ends at $\tau w'_J$.
2. Assume that there is a directed path from $\sigma$ to $\tau$ in $QB_{b\lambda}(W^J)$ for some $b \in \mathbb{Q}$. Then the path in (1) from $\sigma w_J$ to $\tau w'_J$ is in $QB_{b\lambda}(W)$.

In order to state the analogue of Lemma 22 for the quantum left Deodhar lifts, namely Lemma 23, we need the reverse of the reflection order $<_{\lambda}$, which is denoted $<^*_{\lambda}$ (this has all the roots in $\Phi^+_J$ at the beginning). It is well-known that $<^*_{\lambda}$ is a reflection order as well. We also need the following two lemmas, which are proved in the same way as their counterparts in [33], namely Lemmas 7.4 and 7.5 in this paper.

**Lemma 23.** Assume that $\ell(x \Rightarrow v)$, as a function of $x \in w W_J$, has a minimum at $x = x_0$. Then the path from $x_0$ to $v$ has increasing edge labels with respect to $<^*_{\lambda}$ (cf. Theorem [1]) has all its labels in $\Phi^+ \setminus \Phi^+_J$.

**Lemma 24.** Assume that the paths with increasing edge labels from two elements $x_0, x_1$ in $w W_J$ to $v$ (cf. Theorem [1]) have all labels in $\Phi^+ \setminus \Phi^+_J$. Then $x_0 = x_1$.

**Lemma 25.** Consider $\sigma, \tau \in W^J$ and $w_J \in W_J$. Write $\max(\sigma W_J, \preceq_{\tau w_J}) \in \sigma W_J$ as $\sigma w'_J$, with $w'_J \in W_J$.

1. There is a unique directed path in $QB(W)$ from some $x \in \sigma W_J$ to $\tau w_J$ whose edge labels are increasing with respect to $<^*_{\lambda}$ and lie in $\Phi^+ \setminus \Phi^+_J$. This path starts at $\sigma w'_J$.
2. Assume that there is a directed path from $\sigma$ to $\tau$ in $QB_{b\lambda}(W^J)$ for some $b \in \mathbb{Q}$. Then the path in (1) from $\sigma w'_J$ to $\tau w_J$ is in $QB_{b\lambda}(W)$.

**Proof.** The proof is completely similar to that of Lemma 22 i.e., [34, Lemma 6.6], based on Lemmas 23, 24, 8 and Theorem 1 (2). □

4. Chevalley formulas for semi-infinite flag manifolds

Consider a connected, simply-connected simple algebraic group $G$ over $\mathbb{C}$, with Borel subgroup $B = TN$, maximal torus $T$, and unipotent radical $N$. The *semi-infinite flag manifold* $Q_G^{\text{rat}}$ associated to $G$ is an ind-scheme of infinite type whose set of $\mathbb{C}$-valued points is $G(\mathbb{C}((z))) / (T(\mathbb{C}) \cdot N(\mathbb{C}((z))))$; note that $Q_G^{\text{rat}}$ is an inductive limit of copies of the (reduced) closed subscheme $Q_G$ of infinite type, introduced in [11, Section 4.1] (for details, see [17] and also [19]). In this paper, we concentrate on the semi-infinite Schubert (sub)variety $Q_G = Q_G(e) \subset Q_G^{\text{rat}}$ corresponding to the identity element...
e ∈ W_{af}, which we also call the semi-infinite flag manifold. Also, for each x ∈ W_{af} ≥ 0 = W × Q^{v,+}, one has the corresponding semi-infinite Schubert (sub)variety Q_G(x) ⊂ Q_G, which is the closure of the orbit under the Iwahori subgroup I ⊂ G(C[z]) through the (T × C^*)-fixed point labeled by x (in exactly the same way as in [20] Section 4.2 and [41] Section 2.3). The (T × C^*)-equivariant K-group K_{T × C^*}(Q_G) of Q_G has a topological (in the sense of [20] Proposition 5.11) Z[q, q^{-1}][P]-basis of semi-infinite Schubert classes, and its multiplicative structure is determined by a Chevalley formula, which expresses the tensor product of a semi-infinite Schubert class with the class of a line bundle. In [20] and [41], the Chevalley formulas were given in the case of a dominant and an anti-dominant weight λ, respectively. These formulas were expressed in terms of the quantum LS path model. We will express them in terms of the quantum alcove model based on the lexicographic λ-chain. The goal is to generalize these formulas for an arbitrary weight λ, and we will also see that an arbitrary λ-chain can be used. Throughout this section, W_J is the stabilizer of λ, and we use freely the notation of Section 2.

More precisely, the (T × C^*)-equivariant K-group K_{T × C^*}(Q_G) is the Z[q, q^{-1}][P]-submodule of the Laurent series (in q^{-1}) extension Z((q^{-1})[P] ⊗_{Z[q^{-1}][P]} K'_{T × C^*}(Q_G)) of the equivariant (with respect to the Iwahori subgroup I, together with the loop rotation action of C^*) K-group K'_{I × C^*}(Q_G) of Q_G, introduced in [20], consisting of all infinite linear combinations of the classes [O_{Q_G(x)}], x ∈ W_{af} ≥ 0 = W × Q^{v,+}, of the semi-infinite Schubert variety Q_G(x) ⊂ Q_G with coefficient a_x ∈ Z[q, q^{-1}][P] such that the sum ∑_{x ∈ W_{af} ≥ 0} |a_x| of the absolute values |a_x| lies in Z≥0[P](q^{-1}); see [20] Section 5) for details. Here Z[P] is the group algebra of P, spanned by formal exponentials e^{μ} for μ ∈ P, with e^{μ}e^{ν} = e^{μ+ν}, and it is identified with the representation ring of T. Note that for each x ∈ W_{af} ≥ 0 and ν ∈ P, the twisted semi-infinite Schubert class [O_{Q_G(ν)}] · [O_{Q_G(x)}], defined by the tensor product in K'_{I × C^*}(Q_G), indeed lies in K_{T × C^*}(Q_G); this is seen by using [21] Theorem 5.16 and (the proof of) [20] Corollary 5.12. We also consider the Z[q, q^{-1}][P]-submodule K'_{T × C^*}(Q_G) of K_{T × C^*}(Q_G) consisting of all finite linear combinations of the classes [O_{Q_G(x)}], x ∈ W_{af} ≥ 0, with coefficients in Z[q, q^{-1}][P].

The T-equivariant K-groups of Q_G, denoted by K_T(Q_G) and K'_T(Q_G), are obtained from the K_{T × C^*}(Q_G) and K'_{T × C^*}(Q_G), respectively, by the specialization q = 1. Hence the Chevalley formulas for K_T(Q_G) (for arbitrary weights) and K'_T(Q_G) (for anti-dominant weights) are obtained from the corresponding ones for K_{T × C^*}(Q_G) by setting q = 1. More precisely, the T-equivariant K-group K_T(Q_G) is defined to be the Z[P]-module \( \prod_{x ∈ W_{af} ≥ 0} Z[P][O_{Q_G(x)}] \) (direct product) consisting of all infinite linear combinations of the classes \([O_{Q_G(x)}], x ∈ W_{af} ≥ 0\), with coefficients in Z[P]; note that for each ν ∈ P, a Z[P]-linear endomorphism \([O_{Q_G(ν)}] \cdot \cdot \cdot \) of K_T(Q_G) is induced from the Z[q, q^{-1}][P]-linear endomorphism \([O_{Q_G(ν)}] \cdot \cdot \cdot \) of K_{T × C^*}(Q_G) by the specialization (of coefficients) at q = 1. Also, K'_T(Q_G) is defined to be the Z[P]-submodule of K_T(Q_G) consisting of all finite linear combinations of the classes \([O_{Q_G(x)}], x ∈ W_{af} ≥ 0\), with coefficients in Z[P].

### 4.1. Chevalley formula for dominant weights.

We start with the Chevalley formula for dominant weights, which was derived in terms of semi-infinite LS paths in [20], and then restated in [41] Corollary C.3 in terms of quantum LS paths.

Let \( λ = \sum_{i ∈ I} λ_i ω_i \) be a dominant weight. We denote by \( \overline{\text{Par}}(λ) \) the set of I-tuples of partitions \( \chi = (\chi^{(i)})_{i ∈ I} \) such that \( \chi^{(i)} \) is a partition of length at most \( λ_i \) for all \( i ∈ I \). For \( \chi = (\chi^{(i)})_{i ∈ I} ∈ \overline{\text{Par}}(λ) \), we set \( |\chi| := \sum_{i ∈ I} |\chi^{(i)}| \), with \( |\chi^{(i)}| \) the size of the partition \( \chi^{(i)} \). Also, set \( i(\chi) := \sum_{i ∈ I} λ_i^{(i)} α^{v}_i ∈ Q^{v,+} \), with \( λ_i^{(i)} \) the first part of the partition \( \chi^{(i)} \).
Theorem 26 (20 11). Let \( x = \text{wt}_\xi \in W' \subseteq W = Q^{+, -} \). Then, in \( K_T \otimes \mathbb{C}(Q_G) \), we have
\[
[\mathcal{O}_{Q_G}(-w_\lambda)] \cdot [\mathcal{O}_{Q_G}(x)] = \sum_{\eta \in \text{QLS}(\lambda)} \sum_{h \in \text{Par}(\lambda)} q^{\deg_w(h)} e^{\text{wt}(\eta)} [\mathcal{O}_{Q_G}(i(\eta, w) x + \xi(x, w) + \xi(x, \lambda))].
\]

Remark 27. The original Chevalley formula for a dominant weight, as stated in [11 Corollary C.3], is in terms of a slightly different version of quantum LS paths. They can be recovered from those in Definition 12 simply by replacing the numbers \( b_i \) with \( 1 - b_i \) (arranged increasingly) and by reversing the second sequence in (1); indeed \( Q \mathcal{B}_{b_\lambda}(W) \) is identical to \( Q \mathcal{B}_{(1-b)\lambda}(W) \). The same observation applies to the original Chevalley formula for an anti-dominant weight, as stated in [11 Theorem 1]; see Theorem 30 below.

We now translate this formula in terms of the quantum alcove model for the lex \( \lambda \)-chain \( \Gamma_{\text{lex}}(\lambda) \). To this end, given \( w \in W \), we construct a bijection \( A \mapsto \eta \) between \( A(w, \Gamma_{\text{lex}}(\lambda)) \) and \( \text{QLS}(\lambda) \), for which several properties are then proved.

In order to construct the forward map, let \( A = \{ j_1 < \cdots < j_s \} \) be in \( A(w, \Gamma_{\text{lex}}(\lambda)) \). The corresponding heights are within the first range in (9). Consider the weakly increasing sequence of relative heights
\[
h_i := \frac{l_{i \lambda}}{\langle \lambda, \beta^\vee_j \rangle} \in [0,1) \cap \mathbb{Q}, \quad i = 1, \ldots, s.
\]
Let \( 0 < b_2 < \cdots < b_t < 1 \) be the distinct nonzero values in the set \( \{ h_1, \ldots, h_s \} \), and let \( b_1 := 0, b_{t+1} := 1 \). For \( k = 1, \ldots, t \), let \( I_k := \{ 1 \leq i \leq s \mid h_i = b_k \} \); these sets are all non-empty, except perhaps \( I_1 \).

Recall the path \( \Pi(w, A) \) in \( Q \mathcal{B}(W) \) given by (11). We divide this path into subpaths corresponding to the sets \( I_k \), and record the last element in each subpath; more precisely, for \( k = 0, \ldots, t \), we define the sequence of Weyl group elements
\[
w_k := w \prod_{i \in I_1 \cup \cdots \cup I_k} r_{j_i},
\]
where the non-commutative product is taken in the increasing order of the indices \( i \); in particular, \( w_0 := w \). For \( k = 1, \ldots, t \), let \( \sigma_k := [w_k] \in W^r \). We can now define the forward map as
\[(w, A) \mapsto \eta := ((b_1, b_2, \ldots, b_t, b_{t+1}); (\sigma_1, \ldots, \sigma_t)).\]
We will verify below that the image is in \( \text{QLS}(\lambda) \).

The inverse map is constructed using the quantum right Deodhar lift and the related shellability property of the quantum Bruhat graph. We begin with a quantum LS path \( \eta \in \text{QLS}(\lambda) \) of the form (1). Letting \( w_0 = w \), define the lifts
\[
w_k = \min(\sigma_k w_j, \sigma_k w_{k-1}) \quad \text{for } k = 1, \ldots, t.
\]
By Lemma 22 for each \( k = 1, \ldots, t \), there is a unique directed path from \( w_{k-1} \) to \( w_k \) in \( Q \mathcal{B}_{b_\lambda}(W) \) with labels in \( \Phi^+ \setminus \Phi^+_J \), which are increasing with respect to the reflection order \( <_\lambda \). Let us replace each label \( \beta \) in this path with the pair \( (\beta, b_k(\lambda, \beta^\vee)) \), where the second component is in \( \{ 0, 1, \ldots, \langle \lambda, \beta^\vee \rangle - 1 \} \), by the definition of \( Q \mathcal{B}_{b_\lambda}(W) \). Thus, each such pair defines a \( \lambda \)-hyperplane. By concatenating these paths, we obtain a directed path in \( Q \mathcal{B}(W) \) starting at \( w \), together with a sequence of \( \lambda \)-hyperplanes. We will show that this sequence is lex-increasing, and thus it defines a \( w \)-admissible subset.
Proposition 28. The map $A \mapsto \eta$ constructed above is a bijection between $\mathcal{A}(w, \Gamma_{\text{lex}}(\lambda))$ and $\text{QLS}(\lambda)$. It maps the corresponding parameters in the following way:

$$\text{(16)} \; \text{wt}(w, A) = \text{wt}(\eta), \; \text{end}(w, A) = \iota(\eta, w), \; \text{down}(w, A) = \xi(\eta, w), \; \text{height}(w, A) = \deg_w(\eta).$$

Proof. We start by showing that the forward map is well-defined. By the definition of relative height, the subpath of $\Pi(w, A)$ from $w_{k-1}$ to $w_k$ is in $\text{QB}_b^\lambda(W)$. Thus, Lemma 7 implies that $\eta \in \text{QLS}(\lambda)$. For the well-definedness of the inverse map, it suffices to prove that the constructed sequence of $\lambda$-hyperplanes is lex-increasing. Indeed, the relative heights of the $\lambda$-hyperplanes are the numbers $b_k$, and hence they weakly increase by construction; on the other hand, within the same relative height, the $\lambda$-hyperplanes increase because of the compatibility of the reflection order $<_\lambda$ with the lex $\lambda$-chain (see Remark 21).

To show that the two maps are mutually inverse, the crucial fact to check is that the forward map is identical with the one in (4), on which the definitions of $\text{QLS}(\lambda)$ depend. Indeed, the above construction is identical with the one in (4), on which the definitions of $\iota(\eta, w)$, $\xi(\eta, w)$, and $\deg_w(\eta)$ are based. Thus, the last three properties in (16) follow. To be more precise, for the last one we note that, if the relative height of the $\lambda$-hyperplane $H_{\beta_j - l_j}$ is $b_0$ (for $j \in A$, cf. (14)), then we have

$$\text{(17)} \; (1 - b_k)\langle \lambda, \beta_j^\vee \rangle = \langle \lambda, \beta_j^\vee \rangle - l_j = \tilde{l}_j.$$

Finally, the weight preservation follows via the same argument as in the proof of [39, Proposition 4.18], which extends to the present setup by [39, Remark 4.19]. Indeed, the above construction of the map from $\mathcal{A}(w, \Gamma_{\text{lex}}(\lambda))$ to $\text{QLS}(\lambda)$ is completely similar to that of the map in the mentioned proof. \qed

We translate the formula in Theorem 26 to the quantum alcove model via Proposition 28.

Theorem 29. Let $\lambda$ be a dominant weight, $\Gamma_{\text{lex}}(\lambda)$ the lex $\lambda$-chain, and let $x = \text{wt}_\xi \in W_{af}^\geq$. Then, in $K_{T \times C^*}(Q_G)$, we have

$$[\mathcal{O}_{Q_G}(-w_\xi \lambda)] \cdot [\mathcal{O}_{Q_G}(x)] = \sum_{A \in \mathcal{A}(w, \Gamma_{\text{lex}}(\lambda))} \sum_{\chi \in \text{Par}(\lambda)} q^{-\text{height}(w, A) - (\lambda, \xi) - |x|} e^{\text{wt}(w, A)} \mathcal{O}_{Q_G}(\text{end}(w, A) + \text{down}(w, A) + i(\chi)) \cdot \mathcal{O}_{Q_G}(\text{end}(w, A) + i(\chi)).$$

4.2. Chevalley formula for anti-dominant weights. We continue with the Chevalley formula for an anti-dominant weight $\lambda$, which was derived in terms of quantum LS paths in [41, Theorem 1].

Theorem 30 ([41]). Let $\lambda$ be an anti-dominant weight, and let $x = \text{wt}_\xi \in W_{af}^\geq$. Then, in $K'_{T \times C^*}(Q_G) \subset K_{T \times C^*}(Q_G)$, we have

$$[\mathcal{O}_{Q_G}(-w_\xi \lambda)] \cdot [\mathcal{O}_{Q_G}(x)] = \sum_{v \in W} \sum_{\eta \in \text{QLS}(-\lambda)} (-1)^{\ell(v) - \ell(w)} q^{-\deg(\eta) - (\lambda, \xi)} e^{-\text{wt}(\eta)} \mathcal{O}_{Q_G}(\text{wt}_\xi + \text{wt}_\xi(\eta, v)) \cdot \mathcal{O}_{Q_G}(\text{wt}_\xi + \text{wt}_\xi(\eta, v)).$$

We now translate this formula in terms of the quantum alcove model for the lex $\lambda$-chain $\Gamma_{\text{lex}}(\lambda)$, which is defined just as the reverse of the lex $(-\lambda)$-chain described in Proposition 16. Note that the alcove path corresponding to the former (ending at $A_\lambda - \lambda$) is just the translation by $-\lambda$ of the
alcove path corresponding to the latter (ending at $A_0 + \lambda$). Given $w \in W$, we construct a bijection $A \mapsto (\eta, v)$ between $A(w, \Gamma_{\text{lex}}(\lambda))$ and the set
\[\text{QLS}_w(-\lambda) := \{ (\eta, v) \mid \eta \in \text{QLS}(-\lambda), v \in W, \kappa(\eta, v) = w \} .\]

The construction of the bijection is very similar to the one above, in the dominant case, and so we only highlight the differences. In order to construct the forward map, let $A = \{j_1 < \cdots < j_s\}$ be in $A(w, \Gamma_{\text{lex}}(\lambda))$. The corresponding heights are within the second range in (9), while the relative heights $h_i$, defined as in (11), belong to $(0, 1] \cap \mathbb{Q}$. The numbers $b_k$ are defined in the same way, for $k = 1, \ldots, t + 1$, as are the sets $I_k$, for $k = 2, \ldots, t + 1$; all of the latter are non-empty, except perhaps $I_{t+1}$. Then, for $k = 1, \ldots, t + 1$, we define
\[w_k := w \prod_{i \in I_2 \cup \cdots \cup I_k} r_{j_i} \quad \text{(in particular, $w_1 := w$)},\]
and the forward map as
\[(w, A) \mapsto (\eta := ((b_1, b_2, \ldots, b_t, b_{t+1}); (\sigma_1, \ldots, \sigma_t)), w_{t+1}), \quad \text{where } \sigma_k := |w_k| .\]

For the inverse map, we start with $(\eta, v) \in \text{QLS}_w(-\lambda)$, and construct the sequence $w_k$, for $k = 1, \ldots, t + 1$, via the quantum left Deodhar lifts, as in (7). By Lemma 25, for each $k = 1, \ldots, t$ there is a unique directed path from $w_k$ to $w_{k+1}$ in $\text{QB}_{b_\lambda}(W)$ with labels $\beta$ for $\beta \in \Phi^- \setminus \Phi^\vee_\gamma$, which are increasing with respect to the reflection order $<_\gamma$. Like in the dominant case, by concatenating these paths we obtain a directed path in $\text{QB}(W)$ starting at $w$, together with a sequence of $\lambda$-hyperplanes $(\beta, b_k(\lambda, \beta^\vee))$, where $\beta$ are the above labels, and the second component is in $\{1, \ldots, \langle \lambda, \beta^\vee \rangle\}$.

**Proposition 31.** The map $A \mapsto (\eta, v)$ constructed above is a bijection between $A(w, \Gamma_{\text{lex}}(\lambda))$ and $\text{QLS}_w(-\lambda)$. It maps the corresponding parameters in the following way:
\be
\text{(18)} \quad \text{wt}(w, A) = -\text{wt}(\eta), \quad \text{end}(w, A) = v, \quad \text{down}(w, A) = \zeta(\eta, v), \quad \text{height}(w, A) = \deg(\eta).
\ee

**Proof.** This proof is completely similar to that of Proposition 28 and so we highlight the minor differences. To show that the two maps are mutually inverse, we use the uniqueness part in Lemma 25 (1).

Another difference is concerned with proving $\text{height}(w, A) = \deg(\eta)$. Note first that
\[\text{height}(w, A) = \text{height}(w, A),\]
where $\overline{A}$ is the subset of $A$ which corresponds to ignoring the $\lambda$-hyperplanes of relative height equal to 1; indeed, the contribution of each such hyperplane is 0, see (13). Thus, height$(w, A)$ is defined based on shortest directed paths in $\text{QB}(W)$ from $w_{k-1}$ to $w_k$, for $k = 2, \ldots, t$. Comparing with the definition (3) of $\deg(\eta)$, where $\sigma_k := |w_k|$, and using Lemma 5 as well as the analogue of (17), the desired equality is proved. \hfill \Box

We translate the formula in Theorem 30 to the quantum alcove model via Proposition 31. We use the notation $|A|$ to indicate the cardinality of the set $A$.

**Theorem 32.** Let $\lambda$ be an anti-dominant weight, $\Gamma_{\text{lex}}(\lambda)$ the $\lambda$-chain, and let $x = \text{wt}_\xi \in W_{\alpha_0}^\geq 0$. Then, in $K^\times_{T \times C^*}(Q_G) \subset K_{T \times C^*}(Q_G)$, we have
\[\text{[O}_{Q_G}(-w_\alpha \lambda) \cdot [\text{O}_{Q_G}(x)] = \sum_{A \in A(w, \Gamma_{\text{lex}}(\lambda))} (-1)^{|A|} q^{-\text{height}(w, A) - \langle \lambda, \xi \rangle} e^{\text{wt}(w, A)} [\text{O}_{Q_G}(\text{end}(w, A)t_{\xi + \text{down}(w, A)})].\]
4.3. Chevalley formula for arbitrary weights. We now state the Chevalley formula for an arbitrary weight \( \lambda = \sum_{i \in I} \lambda_i \varpi_i \); this is the natural common generalization of Theorems 29 and 32. In order to exhibit the general formula, let \( \Par(\lambda) \) denote the set of \( I \)-tuples of partitions \( \chi = (\chi^{(i)})_{i \in I} \) such that \( \chi^{(i)} \) is a partition of length at most \( \max(\lambda_i, 0) \).

**Theorem 33.** Let \( \lambda \) be an arbitrary weight, \( \Gamma(\lambda) \) an arbitrary reduced \( \lambda \)-chain, and let \( x = \text{wt}_\xi \in W_{af}^{\geq 0} = W \times Q^{V,+} \). Then, in \( K_{T \times C^*}(Q_G) \), we have

\[
[O_{Q_G}(-w_0 \lambda)] \cdot [O_{Q_G}(x)] = 
\sum_{\Delta \in A(u, \Gamma(\lambda))} \sum_{\chi \in \Par(\lambda)} (-1)^{n(\Delta)} q^{-\text{height}(w, \Delta) - \langle \chi, \lambda \rangle} \cdot \text{e}^{\text{wt}(w, A)} \left[ O_{Q_G}(\text{end}(w, A) \chi + \text{down}(w, A) + (\chi)) \right],
\]

where \( n(\Delta) \) is the number of negative roots in \( \{ \beta_1, \ldots, \beta_s \} \).

**Example 34.** Assume that \( g \) is of type \( A_2 \), and \( \lambda = \varpi_1 - \varpi_2 \). Then, \( \Gamma(\lambda) := (\alpha_1, -\alpha_2) \) is a reduced \( \lambda \)-chain. Assume that \( w = s_1 = s_{\alpha_1} \). In this case, we see that \( A(s_1, \Gamma(\lambda)) = \{ \emptyset, \{ 1 \}, \{ 2 \}, \{ 1, 2 \} \} \), and we have the following table:

| \( A \) | \( n(\Delta) \) | \( \text{height}(s_1, A) \) | \( \text{wt}(s_1, A) \) | \( \text{end}(s_1, A) \) | \( \text{down}(s_1, A) \) |
|------|------|------|------|------|------|
| \( \emptyset \) | 0 | 0 | \( s_1 \lambda \) | \( s_1 \) | 0 |
| \( \{ 1 \} \) | 1 | 1 | \( \lambda \) | \( e \) | \( \alpha_1^\vee \) |
| \( \{ 2 \} \) | 1 | 0 | \( s_1 \lambda \) | \( s_1 s_2 \) | 0 |
| \( \{ 1, 2 \} \) | 1 | 1 | \( \lambda \) | \( s_2 \) | \( \alpha_1^\vee \) |

Also, we identify \( \Par(\lambda) \) with \( Z_{\geq 0} \). Therefore, we obtain

\[
[O_{Q_G}(-w_0 \lambda)] \cdot [O_{Q_G}(s_1 t_\xi)] = 
\sum_{m \in Z_{\geq 0}} q^{-\langle \lambda, \xi \rangle - m - 1} \left\{ \begin{array}{ll}
\text{e}^{s_1 \lambda}[O_{Q_G}(s_1 t_{\xi + m \alpha_1^\vee})] & \text{if } \Delta = \emptyset \\
\text{e}^{-s_1 \lambda}[O_{Q_G}(t_{\xi + m \alpha_1^\vee})] & \text{if } \Delta = \{ 1 \} \\
\text{e}^{s_1 \lambda}[O_{Q_G}(s_1 s_2 t_{\xi + m \alpha_1^\vee})] & \text{if } \Delta = \{ 2 \} \\
\text{e}^{-s_1 \lambda}[O_{Q_G}(s_2 t_{\xi + m \alpha_1^\vee})] & \text{if } \Delta = \{ 1, 2 \} \end{array} \right\}
\]

As an immediate consequence of Theorem 33, we obtain the semi-infinite analog of the duality formulas [36, Theorems 8.6 and 8.7], which hold in \( K_T(Q_G) \) (not in \( K_{T \times C^*}(Q_G) \)). For \( \zeta \in Q^{V,+} \), we define the following \( \mathbb{Z}[P] \)-linear operator (acting on the right) on \( K_T(Q_G) \):

\[
[O_{Q_G}(x)] \cdot t_\zeta := [O_{Q_G}(x t_\zeta)], \quad x \in W_{af};
\]

we also consider an arbitrary (possibly, infinite) sum, with coefficients in \( \mathbb{Z}[P] \), of the operators \( t_\zeta \), \( \zeta \in Q^{V,+} \), which is a well-defined operator on \( K_T(Q_G) \). Now, for an arbitrary \( \lambda \in P \), we introduce the following operator on \( K_T(Q_G) \):

\[
c^v_w(\lambda) := \sum_{A \in A(u, \Gamma(\lambda))} (-1)^{n(\Delta)} e^{\text{wt}(w, A) t_{\text{down}(w, A)}} \quad \text{for } v, w \in W.
\]

Then, we can express the general Chevalley formula for \( q = 1 \), that is, the general Chevalley formula for \( K_T(Q_G) \), as:

\[
[O_{Q_G}(-w_0 \lambda)] \cdot [O_{Q_G}(x)] = \sum_{v \in W} [O_{Q_G}(v)] \left( c^v_w(\lambda) \sum_{\chi \in \Par(\lambda)} t_{\xi + i(\chi)} \right)
\]
for an arbitrary \( \lambda \in P \) and \( x = wt_\xi \in W_{af}^{\geq 0} \).

**Corollary 35.** Let \( \lambda \in P \). For \( v, w \in W \), we have the following equalities for the operators \( c_w^v(\lambda) \):

\[
\begin{align*}
c_w^v(\lambda) &= (-1)^{\ell(v,w)} \theta(c_{wv_0}(w,\lambda)), \\
c_w^v(\lambda) &= (-1)^{\ell(v,w)} \eta(c_{wv_0}(w,\lambda)),
\end{align*}
\]

where \( \ell(v,w) \) denotes the length of a shortest directed path from \( w \) to \( v \) in \( QB(W) \), while \( \theta : e^\mu \mapsto e^{-w_0\mu} \) and \( \eta : t_\zeta \mapsto t_{-w_0\zeta} \) for \( \mu \in P \) and \( \zeta \in Q^+/+ \).

**Proof.** Equalities (19) and (20) can be proved by arguments similar to those in the proofs of [36, Theorems 8.6 and 8.7], respectively; in addition, we make use of the following facts about \( QB(W) \):

- the maps \( w \mapsto wv_0 \) and \( w \mapsto w_0w \) are anti-automorphisms of \( QB(W) \);
- the lengths of all paths from \( w \) to \( v \) in \( QB(W) \) have the same parity.

For the latter fact, we refer to [31, Section 6]. More precisely, by using the argument in the last paragraph of the proof of [31, Theorem 6.4], including the related setup, we can show that any path from \( w \) to \( v \) in \( QB(W) \) can be transformed into the unique label-increasing one by using [31, Lemma 6.7], combined with removing loops of length 2. The needed fact immediately follows. \( \square \)

**Remark 36.** By combining equations (19) and (20), we obtain

\[
c_w^v(-w_0\lambda) = \theta\eta(c_{wv_0}(w,\lambda)),
\]

which is the semi-infinite analog of [36, Corollary 8.8]. This equality can also be explained (as in the geometric proof of [36, Proposition 8.9]) by using the Dynkin diagram automorphism induced by “\(-w_0\)”; see [24, Remark A.4].

### 5. Proof of Theorem 33

#### 5.1. Quantum Bruhat operators at “\( q = 1 \)”.

Let \( \theta^v \) be the highest coroot for the set \( \Phi^v := \{\alpha^v \mid \alpha \in \Phi\} \) of roots of \( g^v \); the element \( \theta^v \) should not be confused with the coroot \( \theta^v \) of the highest root \( \theta \) for the set \( \Phi \) of roots of \( g \). Let \( h := \langle \rho, \theta^v \rangle + 1 \) denote the Coxeter number of \( g^v \), and consider the group algebra \( Z[P/h] \supset Z[P] \). We set \( \tilde{K}_T(Q_G) := K_T(Q_G) \otimes_{Z[P]} Z[P/h] \); recall that the \( T \)-equivariant \( K \)-group \( K_T(Q_G) \) consists of all (possibly infinite) linear combinations of the classes \( [\mathcal{O}_{Q_G(x)}] \), \( x \in W_{af}^{\geq 0} = W \times Q^{v,+} \), with coefficients in \( Z[P] \). For a positive root \( \beta \in \Phi^+ \), we define a \( Z[P/h] \)-linear operator \( Q_\beta \) on \( K_T(Q_G) \) by:

\[
Q_\beta[\mathcal{O}_{Q_G(wt_\xi)}] := \begin{cases} 
[\mathcal{O}_{Q_G(ws_\beta t_\xi)}] & \text{if } w \rightarrow ws_\beta \text{ is a Bruhat edge in } QB(W), \\
[\mathcal{O}_{Q_G(ws_\beta t_\xi t_{\xi+\beta}^v)}] & \text{if } w \rightarrow ws_\beta \text{ is a quantum edge in } QB(W), \\
0 & \text{otherwise},
\end{cases}
\]

where \( w \in W \) and \( \xi \in Q^{v,+} \). Also, we set \( Q_{-\beta} := -Q_\beta \) for \( \beta \in \Phi^+ \). For a weight \( \nu \in P \), we define

\[
X^\nu[\mathcal{O}_{Q_G(wt_\xi)}] = e^{w_0/h[\mathcal{O}_{Q_G(wt_\xi)}]},
\]

where \( w \in W \) and \( \xi \in Q^{v,+} \). For \( i \in I \), we define

\[
t_i[\mathcal{O}_{Q_G(xt_\alpha^v)}] = [\mathcal{O}_{Q_G(xt_\alpha^v)}] \quad \text{for } x \in W_{af}^{\geq 0}.
\]

The following lemma is easily shown; cf. [35, Equations (10.3)-(10.5)].

**Lemma 37.**
(1) We have $Q_{\alpha,\beta}^2 = 0$ for $\beta \in \Phi^+ \setminus \Pi$, where $\Pi = \{\alpha_i\}_{i \in I}$ is the set of simple roots. For $i \in I$, we have $Q_{\pm \alpha_i}^2 = t_i, Q_{\alpha, -\alpha_i} = Q_{-\alpha, \alpha_i} = -t_i$, and $$(X^{\alpha_i} + Q_{\alpha_i})(X^{-\alpha_i} + Q_{-\alpha_i}) = (X^{-\alpha_i} + Q_{-\alpha_i})(X^{\alpha_i} + Q_{\alpha_i}) = 1 - t_i.$$ (2) We have $X^\mu X^\nu = X^{\mu+\nu}$ for $\mu, \nu \in P$. (3) We have $Q_{\beta} X^\nu = X^{s_{\nu}^\beta} Q_{\beta}$ for $\nu \in P$ and $\beta \in \Phi$.

We set
$$R_\beta := X^\rho(X^\beta + Q_{\beta}^{-1})X^{-\rho}$$ for $\beta \in \Phi$.

**Proposition 38.** The family $\{R_\beta \mid \beta \in \Phi\}$ satisfies the Yang-Baxter equation. Namely, if $\alpha, \beta \in \Phi$ satisfy $\langle \alpha, \beta^\vee \rangle \leq 0$, or equivalently, $\langle \beta, \alpha^\vee \rangle \leq 0$, then
$$R_\alpha R_{s_\alpha s_\beta} R_{s_\beta s_\alpha} \cdots R_{s_\beta s_\alpha} = R_\beta R_{s_\beta s_\alpha} R_{s_\alpha s_\beta} \cdots R_{s_\alpha s_\beta} R_\alpha R_{s_\alpha s_\beta} R_{s_\beta s_\alpha}.$$ **Proof.** We set $\tilde{R}_\beta := 1 + Q_{\beta}$ for $\beta \in \Phi$. It follows from Corollary 4.4] that the family $\{\tilde{R}_\beta \mid \beta \in \Phi^+\}$ satisfies the Yang-Baxter equation; to apply this corollary, in view of the $\mathbb{Z}[P]$-module isomorphism from $QK_T(G/B) = K_T(G/B) \otimes \mathbb{Z}[P] \mathbb{Z}[P]/Q$ onto $K_T(Q_G)$, explained in Section 6 below, we take a field $k$ containing the ring $\mathbb{Z}[Q^\vee, \pm] = \mathbb{Z}[Q_i \mid i \in I]$ of formal power series in the variables $Q_i = Q^{\alpha_i^\vee}, i \in I$, and a $k$-valued multiplicative function $E$ on $\Phi^+$ given by $E(\alpha_i) := Q_i$ for each $i \in I$.

In order to prove that the family $\{\tilde{R}_\beta \mid \beta \in \Phi\}$ also satisfies the Yang-Baxter equation, we make use of the following observation. Noting that the leftmost operator (say $R_\alpha$) on the left-hand side of the Yang-Baxter equation is identical to the rightmost operator on the right-hand side of the equation, we multiply both sides of the Yang-Baxter equation by the operator $R_{-\alpha}$ on the left and on the right. If $\alpha$ is not a simple root (resp., $\alpha = \alpha_i$ for some $i \in I$, then the leftmost two operators $R_{-\alpha} R_\alpha$ on the left-hand side and the rightmost two operators $R_{-\alpha} R_\alpha$ on the right-hand side are both identical to 1 (resp., $1 - t_i$) by Lemma 37 (1). Here we remark that the operator $1 - t_i$ on $K_T(Q_G)$ is invertible, with its inverse $(1 - t_i)^{-1} = 1 + t_i + t_i^2 + \cdots$, and commutes with $R_\gamma$ for all $\gamma \in \Phi$. Hence, in the case that $\alpha = \alpha_i$, we can remove the operator $1 - t_i$ from both sides of the equation by multiplying both sides by the inverse $(1 - t_i)^{-1}$. With this observation, the same argument as for Lemma 9.2 shows that the family $\{\tilde{R}_\beta \mid \beta \in \Phi\}$ also satisfies the Yang-Baxter equation.

Now our assertion can be proved in exactly the same as Theorem 10.1]: use the commutation relations in Lemma 37 instead of Equations (10.3)–(10.5) in the proof of Theorem 10.1].

**Remark 39.** The Yang-Baxter property, as stated in Proposition 38, is a weaker version of the similar property in Definition 9.1. Indeed, the additional requirement in the mentioned definition is that $R_{-\alpha} = (R_\alpha)^{-1}$. By Lemma 37 this still holds in our case if $\alpha$ is not a simple root, whereas $R_{-\alpha} = (1 - t_i)(R_\alpha)^{-1}$ when $\alpha = \alpha_i$ for some $i \in I$.

Let $\lambda \in P$ be an arbitrary weight. Recall that a reduced $\lambda$-chain $\Gamma = (\beta_1, \ldots, \beta_m)$ corresponds to the following reduced alcove path:
$$A_0 = A_0 \xrightarrow{-\beta_1} A_1 \xrightarrow{-\beta_2} \cdots \xrightarrow{-\beta_m} A_m = A_{-\lambda} = (A_0 - \lambda).$$

**Remark 40.** Let $\Gamma$ be a reduced $\lambda$-chain, and let $\Gamma'$ be an arbitrary (not necessarily reduced) $\lambda$-chain. We deduce from the proof of Lemma 9.3] that $\Gamma$ can be obtained from $\Gamma'$ by a sequence of the following two procedures (YB) and (D):

(YB) for $\alpha, \beta \in \Phi$ such that $\langle \alpha, \beta^\vee \rangle \leq 0$, or equivalently, $\langle \beta, \alpha^\vee \rangle \leq 0$, one replaces a segment of the form $\alpha, s_\alpha, s_\alpha s_\beta \alpha, \ldots, s_\beta \alpha, \beta$ by $\beta, s_\beta \alpha, \ldots, s_\alpha s_\beta \alpha, s_\alpha \beta, \alpha$;
5.2. Quantum Bruhat operators for generic \( q \). For simplicity of notation, we write \( [\mathcal{O}_{Q_G(x)}] \) as \( [x] \) for \( x \in W_{\text{af}} \geq 0 = W \times Q^{\vee,+} \). For \( \beta \in \Phi \) and \( k \in \mathbb{Z} \), we define a \( \mathbb{Z}[q,q^{-1}][P/h] \)-linear operator \( Q_{\beta,k} \) on \( \tilde{K}_{T \times C^*}(Q_G) := K_{T \times C^*}(Q_G) \otimes_{\mathbb{Z}[q,q^{-1}][P]} \mathbb{Z}[q,q^{-1}][P/h] \) as follows; recall that, by definition, the \( (T \times C^*) \)-equivariant \( K \)-group \( K_{T \times C^*}(Q_G) \) consists of all infinite linear combinations of the classes \( [x] \), \( x \in W_{\text{af}} \geq 0 \), with coefficients \( a_x \in \mathbb{Z}[q,q^{-1}][P] \) such that the sum \( \sum_{x \in W_{\text{af}} \geq 0} |a_x| \) of the absolute values \( |a_x| \) lies in \( \mathbb{Z}_{\geq 0}[P](\langle q^{-1} \rangle) \):

\[
Q_{\beta,k}[ut_\xi] = \begin{cases} 
\text{sgn}(\beta)[us_\beta t_\xi] & \text{if } u \frac{[\beta]}{\beta} \text{ is a Bruhat edge in } QB(W), \\
\text{sgn}(\beta)q^{-\text{sgn}(\beta)k}[us_\beta t_{\xi+1}] & \text{if } u \frac{[\beta]}{\beta} \text{ is a quantum edge in } QB(W), \\
0 & \text{otherwise},
\end{cases}
\]

where \( u \in W \) and \( \xi \in Q^{\vee,+} \). For a weight \( \nu \in P \), we define

\[
X^\nu[ut_\xi] = e^{\nu/h}[ut_\xi],
\]

where \( u \in W \) and \( \xi \in Q^{\vee,+} \). The following lemma is shown in the same way as Lemma [37]

**Lemma 41.**

1. We have \( Q_{\beta,k}Q_{\pm,\lambda} = 0 \) for \( \beta \in \Phi \setminus (\Pi \cup (-\Pi)) \) and \( k \in \mathbb{Z} \), where \( \Pi = \{\alpha_i\}_{i \in I} \) is the set of simple roots.
2. We have \( X^\mu X^\nu = X^{\mu+\nu} \) for \( \mu, \nu \in P \).
3. We have \( Q_{\beta,k}X^\nu = X^{s_{\beta,k}}Q_{\beta,k} \) for \( \nu \in P \), \( \beta \in \Phi \), and \( k \in \mathbb{Z} \).

We set

\[
R_{\beta,k} := X^\beta(Q_{\beta,k})X^{-\beta} \quad \text{for } \beta \in \Phi \text{ and } k \in \mathbb{Z}.
\]

Let

\[
\Xi : A_0 \xrightarrow{-\beta_1} A_1 \xrightarrow{-\beta_2} \cdots \xrightarrow{-\beta_m} A_m
\]

be a sequence of adjacent alcoves (note that \( A_0 \) is not necessarily identical to \( A_m \)). For an arbitrary sequence of integers \( k = (k_1, k_2, \ldots, k_m) \), we set

\[
R_{\Xi,k} := R_{\beta_{m,k_m}}R_{\beta_{m-1,k_{m-1}}} \cdots R_{\beta_2,k_2}R_{\beta_1,k_1}.
\]

By the same argument as for [36] Proposition 14.5, we can prove the following proposition; notice that in the proof of [36] Proposition 14.5, they use only the commutation relations corresponding to those in Lemma 2, (3), together with some facts about central points of alcoves [36] Lemmas 14.1 and 14.2.

**Proposition 42.** Keep the notation and setting above. Then, for \( u \in W \) and \( \xi \in Q^{\vee,+} \),

\[
R_{\Xi,k}[ut_\xi] = \sum_{A = \{j_1, \ldots, j_s\}} e^{-\mu_A}Q_{\beta_{j_s,k_j}} \cdots Q_{\beta_{j_2,k_2}}Q_{\beta_{j_1,k_1}}[ut_\xi],
\]

where \( A = \{j_1, \ldots, j_s\} \) runs over all subsets of \( [m] := \{1,2,\ldots,m\} \), and \( \mu_A \in P \) is a weight depending only on \( A \). In particular, if \( A_0 = A_m \) and \( A_m = A_{-\lambda} \) for a weight \( \lambda \in P \), then \( \mu_A = \tilde{\tau}_{j_1}\tilde{\tau}_{j_2}\cdots\tilde{\tau}_{j_s}(-\lambda) \) for \( A = \{j_1, \ldots, j_s\} \subseteq [m] \).

**Definition 43.** Let \( \Xi \) be as in (30), and \( u \in W \). A subset \( A = \{j_1 < j_2 < \cdots < j_s\} \) of \( [m] = \{1, \ldots, m\} \) (possibly empty) is a \( u \)-admissible subset (with respect to \( \Xi \)) if there exists a directed path of the form \( (11) \) (with \( w \) replaced by \( u \)) in the quantum Bruhat graph \( QB(W) \); we
define \( \text{end}(u, A) \in W \) in the same manner as in (11). Let \( A(u, \Xi) \) denote the collection of all \( u \)-admissible subsets of \([m]\).

Let \( \Xi \) be as in (30), and \( u \in W \). For \( A \in A(u, \Xi) \), we define \( \text{wt}(u, A) \), \( A^- \), and \( \text{down}(u, A) \) (resp., \( n(A) \)) in exactly the same way as in Section 3.2 (resp., Theorem 3.3). Let \( k = (k_1, k_2, \ldots , k_m) \) be an arbitrary sequence of integers. For \( A = \{ j_1 < j_2 < \cdots < j_s \} \in A(u, \Xi) \), we set

\[
\text{height}_k(u, A) := \sum_{j \in A^-} \text{sgn}(\beta_j)k_j.
\]

Then the next corollary follows from Proposition 42, together with the definition of \( Q_{\beta, k} \), and the definitions of \( A(u, \Xi) \), \( n(A) \), \( \text{height}_k(u, A) \), \( \text{end}(u, A) \), \( \text{down}(u, A) \), \( \text{wt}(u, A) \) above.

**Corollary 44.** Keep the notation and setting above. Then,

\[
R_{\Xi, k}[ut_\xi] = \sum_{A \in A(u, \Xi)} (-1)^{n(A)}q^{-\text{height}_k(u, A)}e^{-u\mu_A}[\text{end}(u, A)t_\xi + \text{down}(u, A)];
\]

note that if \( A_0 = A_\circ \) and \( A_m = A_{-\lambda} \) for some weight \( \lambda \in P \) (that is, if \( \Xi \) is a \( \lambda \)-chain), then \( -u\mu_A = \text{wt}(u, A) \).

Now, let \( \alpha, \beta \in \Phi \) be such that \( \langle \alpha, \beta^\vee \rangle \leq 0 \), or equivalently, \( \langle \beta, \alpha^\vee \rangle \leq 0 \). Let

\[
\Xi : A_0 \rightarrow_{\beta_1} A_1 \rightarrow_{\beta_2} \cdots \rightarrow_{\beta_m} A_m
\]

be a sequence of adjacent alcoves (note that \( A_0 \) is not necessarily \( A_\circ \)) with

\[
\beta_1 = \alpha, \quad \beta_2 = s_\alpha \beta, \quad \beta_3 = s_\alpha s_\beta \alpha, \quad \ldots, \quad \beta_{m-1} = s_\beta \alpha, \quad \beta_m = \beta.
\]

Then we have a sequence of adjacent alcoves of the form:

\[
\Theta : A_0 = B_0 \rightarrow_{\gamma_1} B_1 \rightarrow_{\gamma_2} \cdots \rightarrow_{\gamma_m} B_m = A_m,
\]

where

\[
\gamma_1 = \beta, \quad \gamma_2 = s_\beta \alpha, \quad \ldots, \quad \gamma_{m-2} = s_\alpha s_\beta \alpha, \quad \gamma_{m-1} = s_\alpha \beta, \quad \gamma_m = \alpha.
\]

**Proposition 45.** Let \( \Xi \) and \( \Theta \) be as above. Assume that \( k = (k_1, k_2, \ldots , k_m) \) and \( l = (l_1, l_2, \ldots , l_m) \) are sequences of integers satisfying the condition that

\[
\left( \bigcap_{p=1}^m H_{\beta_p, k_p} \right) \cap \left( \bigcap_{p=1}^m H_{\gamma_p, l_p} \right) \neq \emptyset.
\]

Then the equality \( R_{\Xi, k} = R_{\Theta, l} \) holds.

In the proof of Proposition 45, we use the following.

**Lemma 46.** Keep the notation and setting of Proposition 43. Let \( A \in A(u, \Xi) \). If \( B \in A(u, \Theta) \) (resp., \( B \in A(u, \Theta) \)) satisfies \( \text{down}(u, A) = \text{down}(u, B) \), then \( \text{height}_k(u, A) = \text{height}_k(u, B) \), where \( k^B := k \) (resp., \( k^B := 1 \)).

**Proof.** If \( B \in A(u, \Xi) \) (resp., \( B \in A(u, \Theta) \)), then we set \( \beta_p^B := \beta_p \) (resp., \( \beta_p^B := \gamma_p \)) for \( 1 \leq p \leq m \). We have

\[
\sum_{a \in A^-} \text{sgn}(\beta_a)\beta_a^\vee = \sum_{a \in A^-} |\beta_a|^\vee = \text{down}(u, A) = \text{down}(u, B)
\]

\[
= \sum_{b \in B^-} |\beta_b|^\vee = \sum_{b \in B^-} \text{sgn}(\beta_b^B)\beta_b^B)^\vee.
\]
Let us take an element $\mu$ in the (non-empty) intersection (34). Then we have $\langle \mu, \beta_p^\vee \rangle = k_p$ for $1 \leq p \leq m$. Also, if we write $k^B$ as $k^B = (k_1^B, k_2^B, \ldots, k_m^B)$, then $\langle \mu, (\beta_p^B)^{\vee} \rangle = k_p$ for $1 \leq p \leq m$. Therefore, we see that

$$\text{height}_k(u, A) = \sum_{a \in A^-} \text{sgn}(\beta_a)k_a = \sum_{a \in A^-} \text{sgn}(\beta_a)\langle \mu, \beta_a^\vee \rangle$$

$$= \sum_{b \in B^-} \text{sgn}(\beta_b^B)\langle \mu, (\beta_b^B)^{\vee} \rangle = \sum_{b \in B^-} \text{sgn}(\beta_b^B)k_b^B = \text{height}_kB(u, B),$$

as desired.

**Proof of Proposition 45.** We show that $R_{\Xi, k}[ut_\xi] = R_{\Theta, 1}[ut_\xi]$ for each $u \in W$ and $\xi \in Q^{\vee,+}$. Fix $u \in W$ and $\xi \in Q^{\vee,+}$ arbitrarily, and write $R_{\Xi, k}[ut_\xi]$ and $R_{\Theta, 1}[ut_\xi]$ as:

$$R_{\Xi, k}[ut_\xi] = \sum_{v \in W, \zeta \in Q^{\vee,+}} a_v,\zeta(q)|vt_\zeta|, \quad R_{\Theta, 1}[ut_\xi] = \sum_{v \in W, \zeta \in Q^{\vee,+}} b_v,\zeta(q)|vt_\zeta|,$$

where $a_v,\zeta(q)$ and $b_v,\zeta(q)$ are elements of $\mathbb{Z}[q, q^{-1}][P]$; it suffices to show that $a_v,\zeta(q) = b_v,\zeta(q)$ for all $v \in W$ and $\zeta \in Q^{\vee,+}$. By Corollary 44 we have for $v \in W$ and $\zeta \in Q^{\vee,+}$,

$$a_v,\zeta(q) = \sum_{\begin{array}{c} A \in \mathcal{A}(u, \Xi) \\ \text{end}(u, A) = v, \xi + \text{down}(u, A) = \zeta \end{array}} (-1)^{n(A)}q^{-\text{height}_k(u, A)}e^{-u\mu_A},$$

$$b_v,\zeta(q) = \sum_{\begin{array}{c} A \in \mathcal{A}(u, \Theta) \\ \text{end}(u, A) = v, \xi + \text{down}(u, A) = \zeta \end{array}} (-1)^{n(A)}q^{-\text{height}_1(u, A)}e^{-u\mu_A}.$$

From Lemma 46 we see that the function $A \mapsto \text{height}_k(u, A)$ is constant on the subset $\{ A \in \mathcal{A}(u, \Xi) \mid \text{end}(u, A) = v, \xi + \text{down}(u, A) = \zeta \}$. Hence it follows that

$$a_v,\zeta(q) = q^{C_v,\zeta} \sum_{\begin{array}{c} A \in \mathcal{A}(u, \Xi) \\ \text{end}(u, A) = v, \xi + \text{down}(u, A) = \zeta \end{array}} (-1)^{n(A)}q^{-u\mu_A} = q^{C_v,\zeta}a_v,\zeta(1)$$

for some integer $C_v,\zeta \in \mathbb{Z}$. Similarly, we deduce that

$$b_v,\zeta(q) = q^{D_v,\zeta} \sum_{\begin{array}{c} A \in \mathcal{A}(u, \Theta) \\ \text{end}(u, A) = v, \xi + \text{down}(u, A) = \zeta \end{array}} (-1)^{n(A)}q^{-u\mu_A} = q^{D_v,\zeta}b_v,\zeta(1)$$

for some integer $D_v,\zeta \in \mathbb{Z}$. Here we see from Proposition 45 that $a_v,\zeta(1) = b_v,\zeta(1)$; note that the specialization of the operator $Q_{\beta, k}$ at $q = 1$ is identical to $Q_\beta$ given by (21), and hence the specialization of the operator $R_{\beta, k}$ at $q = 1$ is identical to $R_\beta$ given by (24). Therefore, we find that

$$a_v,\zeta(q) = 0 \iff b_v,\zeta(q) = 0.$$

Hence it remains to show that if $a_v,\zeta(q) \neq 0$, or equivalently, if $b_v,\zeta(q) \neq 0$, then $C_v,\zeta = D_v,\zeta$; notice that in this case,

$$\{ A \in \mathcal{A}(u, \Xi) \mid \text{end}(u, A) = v, \xi + \text{down}(u, A) = \zeta \} \neq \emptyset,$$

$$\{ A \in \mathcal{A}(u, \Theta) \mid \text{end}(u, A) = v, \xi + \text{down}(u, A) = \zeta \} \neq \emptyset.$$

Also, we deduce from Lemma 46 that if $A \in \mathcal{A}(u, \Xi)$ and $B \in \mathcal{A}(u, \Theta)$ satisfy $\text{down}(u, A) = \text{down}(u, B)$, then $\text{height}_kB(u, A) = \text{height}_1(u, B)$. From these, we obtain $C_v,\zeta = D_v,\zeta$. This completes the proof of Proposition 45.
5.3. Proof of Theorem \[33\] Fix \(w \in W\). Let \(\lambda \in P\) be an arbitrary weight, and let
\[
\Gamma : A_0 = A_0 \xrightarrow{-\beta_1} A_1 \xrightarrow{-\beta_2} \cdots \xrightarrow{-\beta_m} A_m = A_{-\lambda}
\]
be an arbitrary (not necessarily reduced) \(\lambda\)-chain of roots, where \(A_{-\lambda} = A_0 - \lambda\). Let \(H_{\beta_i,-l_i}\) be the common wall of \(A_{i-1}\) and \(A_i\) for \(i = 1, 2, \ldots, m\). We set
\[
\tilde{l}_i := (\lambda, \beta_i^\vee) - l_i
\]
for \(i = 1, 2, \ldots, m\), and then \(\tilde{\Gamma} := (\tilde{l}_1, \tilde{l}_2, \ldots, \tilde{l}_m)\); note that \(\text{height}(w, A) = \text{height}_{\tilde{\Gamma}}(w, A)\) for \(A \in \mathcal{A}(w, \Gamma)\). If we set
\[
\mathbf{G}_\Gamma(w, \xi) := \sum_{\chi \in \text{Par}(\lambda)} \sum_{A \in \mathcal{A}(w, \Gamma)} (-1)^{\mu(A)} q^{-\text{height}(w, A) - |\chi| - \langle \lambda, \xi \rangle} e^{\omega(w, A)} t_{\xi + \text{down}(w, A) + \iota(\chi)}
\]
for \(\xi \in Q^{\vee,+}\), then we see by Corollary \[44\] that
\[
\mathbf{G}_\Gamma(w, \xi) = \sum_{\chi \in \text{Par}(\lambda)} q^{-|\chi| - \langle \lambda, \xi \rangle} R_{\Gamma, \tilde{\Gamma}}[\omega(w, A) + \iota(\chi)].
\]
Let \(\Gamma\) be as in \[35\]. Let \(\alpha, \beta \in \Phi\) be such that \(\langle \alpha, \beta^\vee \rangle \leq 0\), or equivalently, \(\langle \beta, \alpha^\vee \rangle \leq 0\). Assume that there exist \(1 \leq u < t \leq m\) such that
\[
\beta_u = \alpha, \quad \beta_{u+1} = s_\alpha \beta, \quad \beta_{u+2} = s_\alpha s_\beta \alpha, \quad \ldots, \quad \beta_{t-1} = s_\beta \alpha, \quad \beta_t = \beta;
\]
we set
\[
X := \{1, 2, \ldots, u-1\}, \quad Y := \{u, u, \ldots, t-1, t\}, \quad Z := \{t+1, t+2, \ldots, m\}.
\]
Let
\[
\Gamma' : A_0 = B_0 \xrightarrow{-\gamma_1} B_1 \xrightarrow{-\gamma_2} \cdots \xrightarrow{-\gamma_{m-1}} B_{m-1} \xrightarrow{-\gamma_m} B_m = A_{-\lambda}
\]
be the \(\lambda\)-chain obtained by applying the procedure (YB) in Remark \[40\] to
\[
(\beta_u, \beta_{u+1}, \ldots, \beta_{t-1}, \beta_t)
\]
in \(\Gamma\); that is, \(\gamma_p = \beta_p\) for all \(p \in X \cup Z\), and
\[
(\gamma_u, \gamma_{u+1}, \ldots, \gamma_{t-1}, \gamma_t) = (\beta_t, \beta_{t-1}, \ldots, \beta_{u+1}, \beta_u) = (\beta, s_\beta \alpha, \ldots, s_\alpha s_\beta \alpha, s_\alpha \beta, \alpha).
\]
Let \(H_{\gamma_i,-k_i}\) be the common wall of \(B_{i-1}\) and \(B_i\) for \(i = 1, 2, \ldots, m\). We set \(\tilde{k}_i := (\lambda, \gamma_i^\vee) - k_i\) for \(i = 1, 2, \ldots, m\), and then \(\tilde{\kappa} := (\tilde{k}_1, \tilde{k}_2, \ldots, \tilde{k}_m)\); note that \(\text{height}(w, B) = \text{height}_{\tilde{\kappa}}(w, B)\) for \(B \in \mathcal{A}(w, \Gamma')\).

Proposition 47. Keep the notation and setting above. Then, \(R_{\Gamma, \tilde{\Gamma}} = R_{\Gamma', \tilde{\kappa}}\), and \(\mathbf{G}_\Gamma(w, \xi) = \mathbf{G}_{\Gamma'}(w, \xi)\) for all \(\xi \in Q^{\vee,+}\).

Proof. We see from (the last sentence of) \[36\] Lemma 5.3 that the sequences of hyperplanes \(H_{\beta_i,-l_i}\), \(i = 1, 2, \ldots, m\), and \(H_{\gamma_i,-k_i}\), \(i = 1, 2, \ldots, m\), coincide, except that the segments corresponding to \(i = u, u+1, \ldots, t-1, t\) are reversed. It follows from \[29\] Lemma 3.5 that
\[
\left( \bigcap_{p=u}^{t} H_{\beta_p,-l_p} \right) \cap \left( \bigcap_{p=u}^{t} H_{\gamma_p,-k_p} \right) \neq \emptyset.
\]
If $\mu$ is an element of this (non-empty) intersection, then $-\lambda - \mu$ is an element of the intersection
\[
\left( \bigcap_{p=0}^{t} H_{\beta_p, -i_p} \right) \cap \left( \bigcap_{p=0}^{t} H_{\gamma_p, -k_p} \right);
\]
in particular, this intersection is non-empty. Therefore, by applying Proposition [45] to the sub-products in $R_{\Gamma, \tilde{I}}$ and $R_{\Gamma', \tilde{K}}$ corresponding to the subset $Y$ of $[m]$ (i.e., the parts changed by the procedure (YB)), we deduce that $R_{\Gamma, \tilde{I}} = R_{\Gamma', \tilde{K}}$. Therefore, we obtain
\[
G_{\Gamma}(w, \xi) = \sum_{\chi \in \text{Par}(\lambda)} q^{-|\chi|-\langle -\lambda, \xi \rangle} R_{\Gamma, \tilde{I}}[wt_{\xi+i}(\chi)] = \sum_{\chi \in \text{Par}(\lambda)} q^{-|\chi|-\langle -\lambda, \xi \rangle} R_{\Gamma', \tilde{K}}[wt_{\xi+i}(\chi)]
\]
as desired. \(\square\)

Let $\lambda \in P$ be as above. We set $R_{q}^{[\lambda]} := R_{\Gamma, \tilde{I}}$, with $\Gamma$ a reduced $\lambda$-chain and $\tilde{I}$ given by (39); by Proposition [47] and Remark [40] we see that the operator $R_{q}^{[\lambda]}$ does not depend on the choice of a reduced $\lambda$-chain $\Gamma$. For simplicity of notation, we write $[O_{Q_{\omega}}(\nu)]$ as $[\nu]$ for $\nu \in P$.

**Theorem 48.** Let $x = wt_{\xi} \in W_{\bar{m}}^{\geq 0}$, with $w \in W$ and $\xi \in Q^{\nu, +}$. Let $\lambda \in P$ be an arbitrary weight, and let $\Gamma$ be an arbitrary reduced $\lambda$-chain. Then,
\[
[-w_{0}\lambda] \cdot [x] = \sum_{\chi \in \text{Par}(\lambda)} q^{-|\chi|-\langle -\lambda, \xi \rangle} R_{q}^{[\lambda]}[wt_{\xi+i}(\chi)].
\]

**Proof.** If $\lambda$ is a dominant (resp., anti-dominant) weight, then equation (46) follows from Theorem [29] (resp., Theorem [52]) and (41), together with the fact that the operator $R_{q}^{[\lambda]}$ does not depend on the choice of a reduced $\lambda$-chain $\Gamma$; recall that the lex $\lambda$-chain $\Gamma_{\text{lex}}(\lambda)$ is a reduced $\lambda$-chain.

Now, let $\lambda \in P$. Then, $\lambda = \lambda^{+} + \lambda^{-}$, where
\[
\lambda^{+} := \sum_{i \in \mathcal{I}} \max(\langle \lambda, \alpha_{i}^{\vee} \rangle, 0) \omega_{i}, \quad \lambda^{-} := \sum_{i \in \mathcal{I}} \min(\langle \lambda, \alpha_{i}^{\vee} \rangle, 0) \omega_{i};
\]
note that $\lambda^{+}$ is dominant and $\lambda^{-}$ is anti-dominant. Let $\Gamma^{\pm}$ be reduced $\lambda^{\pm}$-chains, respectively, and write them as:
\[
\begin{align*}
\Gamma^{+} : A_{0} = A_{0}^{0} \xrightarrow{-\beta_{1}^{\nu}} \cdots \xrightarrow{-\beta_{m'}^{\nu}} A_{m'} &= A_{-\lambda^{+}}, \\
\Gamma^{-} : A_{0} = A_{0}^{0} \xrightarrow{-\beta_{1}^{\nu}} \cdots \xrightarrow{-\beta_{m'}^{\nu}} A_{m'} &= A_{-\lambda^{-}},
\end{align*}
\]
we have $\beta_{i}^{\nu} \in \Phi^{+}$ for all $1 \leq i \leq m'$, and $\beta_{i}^{\nu} \in \Phi^{-}$ for all $1 \leq i \leq m''$. Let $H_{\beta_{i}^{\nu} - \beta_{i}^{\nu}}$ be the common wall of $A_{i-1}^{0}$ and $A_{i}^{0}$ for $i = 1, 2, \ldots, m'$, and let $H_{\beta_{i}^{\nu} - \beta_{i}^{\nu}}$ be the common wall of $A_{i-1}^{0}$ and $A_{i}^{0}$ for $i = 1, 2, \ldots, m''$. Let $\Gamma_{0}$ be the concatenation of $\Gamma^{+}$ and $\Gamma^{-}$, that is,
\[
\Gamma_{0} : A_{0} = A_{0}^{0} \xrightarrow{-\beta_{1}^{\nu}} \cdots \xrightarrow{-\beta_{m'}^{\nu}} A_{m'} = A_{-\lambda^{+}} \xrightarrow{-\beta_{m'+1}^{\nu}} \cdots \xrightarrow{-\beta_{m}^{\nu}} A_{m} = A_{-\lambda^{-}},
\]
where $m = m' + m''$, and
\[
A_{i} = \begin{cases} 
A_{i}^{0} & \text{for } 0 \leq i \leq m', \\
A_{i-1}^{0} - \lambda^{+} & \text{for } m' \leq i \leq m = m' + m'',
\end{cases}
\]
\[
\beta_{i} = \begin{cases} 
\beta_{i}^{\nu} & \text{for } 0 \leq i \leq m', \\
\beta_{i-1}^{\nu} & \text{for } m' \leq i \leq m = m' + m''.
\end{cases}
\]
If we denote by $H_{\beta_i, -l_i}$ the common wall of $A_{i-1}$ and $A_i$ for $i = 1, 2, \ldots, m$, then

$$(49) \quad l_i = \begin{cases} l'_i & \text{for } 0 \leq i \leq m', \\ l''_{i-m'} + \langle \lambda^+, (\beta''_{i-m'})^\vee \rangle & \text{for } m' \leq i \leq m = m' + m''. \end{cases}$$

We will show that

$$(50) \quad [-w_0 \lambda] \cdot [x] = \mathbf{G}_{\Gamma_0}(w, \xi).$$

From Theorems 29 and 32 we see that

$$(51) \quad [-w_0 \lambda] \cdot [x] = [-w_0 \lambda^-] \cdot [-w_0 \lambda^+] \cdot [x]$$

$$= \sum_{A \in A(w, \Gamma^+)} \sum_{\lambda^+ \in \text{Par}(\lambda^+)} q^{-\text{height}(w, A) - \langle \lambda^+, \xi \rangle - |\chi|} e^{wt(w, A)} [-w_0 \lambda^-] \cdot [\text{end}(w, A)t_{\xi + \text{down}(w, A) + i(\chi)}]$$

$$= \sum_{A \in A(w, \Gamma^+)} \sum_{B \in A(\text{end}(w, A), \Gamma^-)} \sum_{\lambda^- \in \text{Par}(\lambda^-)} (-1)^{|B|} \times q^{-\text{height}(w, A) - \langle \lambda^+, \xi \rangle - |\chi| - \text{height}(\text{end}(w, A), B) - \langle \lambda^-, \xi + \text{down}(w, A) + i(\chi) \rangle} \times e^{wt(w, A) + wt(\text{end}(w, A), B)} [\text{end}(w, A, B)t_{\xi + \text{down}(w, A) + i(\chi) + \text{down}(\text{end}(w, A), B)}];$$

note that $\langle \lambda^-, \iota(\chi) \rangle = 0$ and $\text{Par}(\lambda^+) = \text{Par}(\lambda)$. We have a natural bijection from the set $\{ (A, B) | A \in A(w, \Gamma^+), B \in A(\text{end}(w, A), \Gamma^-) \}$ onto $A(w, \Gamma_0)$ given by concatenating $A \in A(w, \Gamma^+)$ with $B \in A(\text{end}(w, A), \Gamma^-)$, which we denote by $A * B$. In addition, it is easily verified that

$$n(A * B) = |B|, \quad \text{down}(w, A) + \text{down}(\text{end}(w, A), B) = \text{down}(w, A * B),$$

and

$$\text{height}(w, A) + \text{height}(\text{end}(w, A), B) + \langle \lambda^-, \text{down}(w, A) \rangle$$

$$= \sum_{j \in A^+} (\langle \lambda^+, (\beta'_j)^\vee \rangle - l'_j) - \sum_{j \in B^+} (\langle \lambda^-, (\beta''_j)^\vee \rangle - l''_j) + \sum_{j \in A^-} \langle \lambda^-, (\beta'_j)^\vee \rangle$$

$$= \sum_{j \in A^+} (\langle \lambda, (\beta'_j)^\vee \rangle - l'_j) - \sum_{j \in B^+} (\langle \lambda, (\beta''_j)^\vee \rangle - \langle \lambda^+, (\beta''_j)^\vee \rangle - l''_j)$$

$$= \text{height}(w, A * B) \quad \text{by } (48) \text{ and } (49).$$

On another hand, consider the galleries $\gamma(w, A)$ and $\gamma(\text{end}(w, A), B) + \text{wt}(\gamma(w, A))$, which are constructed based on $\Gamma^+$ and $\Gamma^-$, respectively (cf. Section 5.3). By Proposition 19 (2), these galleries can be concatenated (cf. Definition 20). Moreover, by the construction of these galleries, we have

$$\gamma(w, A) * (\gamma(\text{end}(w, A), B) + \text{wt}(\gamma(w, A))) = \gamma(w, A * B),$$

where $\gamma(w, A * B)$ is constructed based on $\Gamma_0$. By considering the weights of the two sides, and by applying Proposition 19 (1), we derive

$$\text{wt}(w, A) + \text{wt}(\text{end}(w, A), B) = \text{wt}(w, A * B).$$
We conclude that the right-hand side of (51) is identical to $G_{Γ_0}(w, ξ)$, as desired. Hence, by (41), we have
\begin{equation}
[-w_0λ] : [x] = G_{Γ_0}(w, ξ) = \sum_{χ ∈ \text{Par}(λ)} q^{-|χ|-⟨λ, ξ⟩} R_{Γ_0, I_0}^{[w_0 χ + (χ)]},
\end{equation}
where $I_0$ is given by (39) for $Γ_0$ (see also (49)).

Now, let $Γ$ be an arbitrary reduced $λ$-chain, with $I$ given by (39) for this $Γ$. Because the concatenation $Γ_0$ above of $Γ^+$ and $Γ^-$ is a $λ$-chain, there exists a sequence $Γ_0, Γ_1, \ldots, Γ_s = Γ$ of $λ$-chains such that $Γ_t$ is obtained from $Γ_{t-1}$ by applying either (YB) or (D) for each $t = 1, 2, \ldots, s$ (see Remark 40). For $t = 1, 2, \ldots, s$, let $I_t$ be given by (39) for $Γ_t$. We show that
\begin{equation}
R_{Γ_{t-1}, I_{t-1}} = R_{Γ_t, I_t} \quad \text{for all } t = 1, 2, \ldots, s.
\end{equation}
If $Γ_t$ is obtained from $Γ_{t-1}$ by applying (YB), then it follows from Proposition 47 that $R_{Γ_{t-1}, I_{t-1}} = R_{Γ_t, I_t}$. Assume that $Γ_t$ is obtained from $Γ_{t-1}$ by applying (D).

**Claim 48.1.** For $0 ≤ u ≤ s$, the $λ$-chain $Γ_u$ does not contain both of the roots $α_i$ and $−α_i$ for any $i ∈ I$.

**Proof of Claim 48.1.** We show this claim by induction on $0 ≤ u ≤ s$. Assume that $u = 0$. Let $i ∈ I$, and assume that $⟨λ, α_i⟩ > 0$; note that $⟨λ^+, α_i⟩ > 0$ and $⟨λ^-, α_i⟩ = 0$. We see from [36, Lemma 6.2]) that $Γ^+$ contains $α_i$, but does not contain $−α_i$, and that $Γ^−$ contains neither $α_i$ nor $−α_i$. Hence the concatenation $Γ_0$ of $Γ^+$ and $Γ^−$ contains $α_i$, but does not contain $−α_i$. Similarly, if $⟨λ, α_i⟩ < 0$ (resp., $= 0$), then $Γ_0$ contains $−α_i$, but does not contain $α_i$ (resp., $Γ_0$ contains neither $α_i$ nor $−α_i$).

Assume that $u > 0$. If $Γ_u$ is obtained from $Γ_{u-1}$ by applying (D), then it is obvious by our induction hypothesis (for $Γ_{u-1}$) and the definition of (D) that $Γ_u$ does not contain both of the roots $α_i$ and $−α_i$ for any $i ∈ I$. Assume that $Γ_u$ is obtained from $Γ_{u-1}$ by applying (YB). Then we deduce by the definition of (YB) that the roots appearing in $Γ_u$ are the same as those appearing in $Γ_{u-1}$. It follows from this fact and our induction hypothesis (for $Γ_{u-1}$) that $Γ_u$ does not contain both of the roots $α_i$ and $−α_i$ for any $i ∈ I$. This proves Claim 48.1.

Now, let us show (53) in the case that $Γ_t$ is obtained from $Γ_{t-1}$ by applying (D). In this case, a product of the form $R_{β, k} R_{−β, k}$ for some $β ∈ \Phi$ and $k ∈ \mathbb{Z}$ appears (at the part corresponding to the part in $Γ_{t-1}$ deleted by (D)) in $R_{Γ_{t-1}, I_{t-1}}$. We deduce by Claim 48.1 that $β ∉ Π \cup (−Π)$. Hence it follows from Lemma 41 that $R_{β, k} R_{−β, k}$ is the identity map. Therefore, we also obtain $R_{Γ_{t-1}, I_{t-1}} = R_{Γ_t, I_t}$ in this case. Thus we have shown (53), which implies that
\begin{equation}
R_{Γ_0, I_0} = R_{Γ_1, I_1} = \cdots = R_{Γ_s, I_s} = R_{Γ_I, I} = R_q^{[λ]}.
\end{equation}
Combining (52) and (54), we obtain (46). This completes the proof of Theorem 48.

Theorem 33 follows from Theorem 48 and (41).

6. The quantum $K$-theory of flag manifolds

Y.-P. Lee defined the (small) quantum $K$-theory of a smooth projective variety $X$, denoted by $QK(X)$ (see [26]). This is a deformation of the ordinary $K$-ring of $X$, analogous to the relation between quantum cohomology and ordinary cohomology. The deformed product is defined in terms of certain generalizations of Gromov-Witten invariants (i.e., the structure constants in quantum cohomology), called quantum $K$-invariants of Gromov-Witten type.
In order to describe the (small) $T$-equivariant quantum $K$-theory $QK_T(G/B)$, for the finite-dimensional flag manifold $G/B$, we associate a (Novikov) variable $Q_k$ to each simple coroot $\alpha_k^\vee$, with $k \in I = \{1, \ldots, r\}$, and let $\mathbb{Z}[Q] := \mathbb{Z}[Q_1, \ldots, Q_r]$, $\mathbb{Z}[Q] := \mathbb{Z}[Q_1, \ldots, Q_r]$; given $\xi = d_1\alpha_1^\vee + \cdots + d_r\alpha_r^\vee$ in $Q^{V^+}$, let $Q^\xi := Q_1^{d_1} \cdots Q_r^{d_r}$. Also, let $\mathbb{Z}[P][Q] := \mathbb{Z}[P] \otimes \mathbb{Z}[Q]$ and $\mathbb{Z}[P][Q] := \mathbb{Z}[P] \otimes \mathbb{Z}[Q]$, where the group algebra $\mathbb{Z}[P]$ of $P$ was defined at the beginning of Section 3. We define $QK_T(G/B)$ to be the $\mathbb{Z}[P][Q]$-module $K_T(G/B) \otimes_{\mathbb{Z}[P]} \mathbb{Z}[P][Q]$ equipped with the quantum multiplication, denoted by $\cdot$, where $K_T(G/B)$ denotes the ordinary $T$-equivariant $K$-theory of $G/B$. The algebra $QK_T(G/B)$ has a $\mathbb{Z}[P][Q]$-basis given by the classes $[O^w]$, $w \in W$, of the structure sheaf of the (opposite) Schubert variety $X^w \subset G/B$ of codimension $\ell(w).

6.1. Main results. It is proved in [16] that there exists a $\mathbb{Z}[P]$-module isomorphism from $QK_T(G/B)$ onto $K_T(Q_G)$ that respects the quantum multiplication in $QK_T(G/B)$ and the tensor product in $K_T(Q_G)$. More precisely, the isomorphism respects the quantum multiplication in $QK_T(G/B)$ with the line bundle class $[O_{G/B}(\omega_k)]$ and the tensor product in $K_T(Q_G)$ with the line bundle class $[O_{Q_G}(w_0\omega_k)]$, for all $k \in I$; in our notation, the line bundle $O_{G/B}(\nu)$ over $G/B$ for $\nu \in P$ denotes the $G$-equivariant line bundle constructed as the quotient space $G \times \mathbb{C}_\nu$ of the product space $G \times \mathbb{C}_\nu$ by the usual (free) left action of $B$, given by $b.(g, u) := (gb^{-1}, bu)$ for $b \in B$ and $(g, u) \in G \times \mathbb{C}_\nu$, where $\mathbb{C}_\nu$ is the one-dimensional $B$-module of weight $\nu \in P$. Here we remark that in order to translate the Chevalley formula in $K_T(Q_G)$ for fundamental weights into the one in the quantum $K$-theory of $G/B$, we need to consider $K_T(G/B) \otimes_{\mathbb{Z}[P]} \mathbb{Z}[P][Q] (\supset K_T(G/B) \otimes_{\mathbb{Z}[P]} \mathbb{Z}[P][Q])$ equipped with the quantum multiplication, denoted by $\cdot$, where $K_T(G/B)$ denotes the ordinary $T$-equivariant $K$-theory of $G/B$. The algebra $QK_T(G/B)$ has a $\mathbb{Z}[P][Q]$-basis given by the classes $[O^w]$, $w \in W$, of the structure sheaf of the (opposite) Schubert variety $X^w \subset G/B$ of codimension $\ell(w).

Theorem 49. Let $k \in I$, and fix a reduced $(-\omega_k)$-chain $\Gamma(-\omega_k)$. Then, in $QK_T(G/B)$, we have for $w \in W$,

$$
(55) \left[Q^\omega\right] \cdot [O^w] = \left(1 - e^{w(\omega_k) - \omega_k}\right)[O^w] + \sum_{A \in A(w, \Gamma(-\omega_k)) \setminus \{\emptyset\}} (-1)^{|A| - 1} Q_{\text{down}(w, A)} e^{-\omega_k - wt(w, A)}[O^{\text{end}(w, A)}].
$$

Remark 50. The non-equivariant version of (55) (obtained by setting all equivariant coefficients $e^\gamma$ to 1) was conjecturally stated in a slightly different form as [36, Conjecture 17.1], which we now explain. The quantum Bruhat operators defined in [4] were used. These are operators $Q_\beta$ indexed by positive roots $\beta$, which are defined on the group algebra of the Weyl group $W$ over $\mathbb{Z}[Q]$; the action of $Q_\beta$ on $w \in W$ corresponds to the edge $w \xrightarrow{\beta} ws_\beta$ of $QB(W)$ (if we do not have this edge in $QB(W)$, then we define $Q_\beta(w) := 0$). Let the reduced $(-\omega_k)$-chain in Theorem 49 be $(\beta_1, \ldots, \beta_m)$, and note that its reverse is a reduced $\omega_k$-chain. The formula in [36, Conjecture 17.1] was expressed via the action of the operator

$$
1 - (1 - Q_{\beta_m}) \cdots (1 - Q_{\beta_1}).
$$

By expanding the above product and acting on $w$, we obtain an alternating sum of $Q_{\beta_j} \cdots Q_{\beta_1}(w)$ for $w$-admissible subsets $\{j_1 < \cdots < j_s\}$ in $A(w, \Gamma(-\omega_k)) \setminus \{\emptyset\}$. This gives precisely the non-equivariant version of (55).
Let us now turn to the type $A_{n-1}$ flag manifold $F_{1n} := SL_n/B$ and its (non-equivariant) quantum $K$-theory $QK(F_{1n}) = K(F_{1n}) \otimes \mathbb{Z}[Q]$, where $\mathbb{Z}[Q] = \mathbb{Z}[Q_1, \ldots, Q_{n-1}]$. In [30], the first author and Maeno defined the so-called quantum Grothendieck polynomials, denoted by $G^Q_w$ for $w \in S_n$; the quantum Grothendieck polynomial $G^Q_w$ is defined to be the image of the classical Grothendieck polynomial $G_w$ under the $K$-theoretic quantization map $\hat{Q}$ for each $w \in S_n$. According to the Monk-type multiplication formula (i.e., [30, Theorem 6.4]) for quantum Grothendieck polynomials, whose proof is based on intricate combinatorics, these polynomials multiply precisely as stated by the Monk-type multiplication formula (i.e., [30, Theorem 6.4]) for quantum Grothendieck polynomials, instead of [10, Proposition 5.4] (we refer the reader to [30, Appendix B] for a proof in the torus-equivariant case); we also use the fact that for $w \in S_{n+1} \setminus S_n$, the associated classical Grothendieck polynomial $G_w$ lies in the ideal $I_n$ of $Z[x] := Z[x_1, \ldots, x_n]$ generated by the elementary symmetric polynomials $e^i_k$, $1 \leq k \leq n$, which follows since the ordinary $K$-theory $K(F_{1n})$ of $F_{1n}$ has a presentation of the form $Z[x]/I_n$, and the classical Grothendieck polynomial $G_w$ represents the (opposite) Schubert class $[O^w]$ in $K(F_{1n})$ for each $w \in S_n$ under this presentation.

We are now ready to state our main result of this paper, which settles the main conjecture (i.e., Conjecture 7.1) in [30].

**Theorem 51.** For each $w \in S_n$, the quantum Grothendieck polynomial $G^Q_w$ represents the (opposite) Schubert class $[O^w]$ in $QK(F_{1n}) = K(F_{1n}) \otimes \mathbb{Z}[Q_1, \ldots, Q_{n-1}]$.

**Proof of Theorem 51.** We set $Z[Q] = \mathbb{Z}[Q_1, \ldots, Q_{n-1}]$, $Z[Q]_{\text{loc}} := Z[Q][1-Q_1]^{-1}, \ldots, (1-Q_{n-1})^{-1}] \subset Z[Q]$, and $Z[Q]_{\text{loc}}[x] := Z[Q]_{\text{loc}}[x_1, \ldots, x_n]$. Let $(I^Q_n)_{\text{loc}}$ denote the ideal of $Z[Q]_{\text{loc}}[x]$ generated by the specialization at $Q_n = 0$ of the $E^k_n$ for $1 \leq k \leq n$. We know from
Remark 3.27] that the residue classes modulo \((I_n^Q)_\text{loc}\) of the quantum Grothendieck polynomials \(\mathfrak{S}^Q_w, w \in S_n\), form a \(\mathbb{Z}[Q]_{\text{loc}}\)-basis of the quotient ring \(\mathbb{Z}[Q]_{\text{loc}}[x]/(I_n^Q)_{\text{loc}}\); we refer the reader to [40, Appendix B] for a detailed proof of this fact in the torus-equivariant case. Hence it follows that the residue classes modulo \(\overline{T}_n^Q\) of the \(\mathfrak{S}^Q_w, w \in S_n\), form a \(\mathbb{Z}[Q]\)-basis of the quotient ring \(\mathbb{Z}[Q][x]/\overline{T}_n^Q \cong \mathbb{Z}[Q] \otimes_{\mathbb{Z}[Q]_{\text{loc}}} (\mathbb{Z}[Q]_{\text{loc}}[x]/(I_n^Q)_{\text{loc}}).\) Also, we know that the (opposite) Schubert classes \([O^w], w \in S_n\), form a \(\mathbb{Z}[Q]\)-basis of \(QK(Fl_n) = K(Fl_n) \otimes \mathbb{Z}[Q]\). Therefore, we can define a \(\mathbb{Z}[Q]\)-module isomorphism \(\Phi\) from \(\mathbb{Z}[Q][x]/\overline{T}_n^Q\) to \(QK(Fl_n)\) by: \(\Phi(\mathfrak{S}_w^Q \mod \overline{T}_n^Q) = [O^w]\) for \(w \in S_n\).

Here we consider the quotient ring \(\mathbb{Z}[x]/I_n\), where \(I_n\) is, as above, the ideal of \(\mathbb{Z}[x]\) generated by the elementary symmetric polynomials \(e_k^n, 1 \leq k \leq n\). We can easily verify by direct computation (the well-known fact) that the quotient ring \(\mathbb{Z}[x]/I_n\) is generated as an algebra over \(\mathbb{Z}\) by the residue classes modulo \(I_n\) of the classical Grothendieck polynomials \(\mathfrak{S}_{s_k} = 1 - \prod_{j=1}^k (1-x_j)\) for \(1 \leq k \leq n-1\).

Since the specialization at \(Q_1 = \cdots = Q_{n-1} = 0\) of the quantum Grothendieck polynomial \(\mathfrak{S}_w^Q\) is identical to the classical Grothendieck polynomial \(\mathfrak{S}_w\), for each \(1 \leq k \leq n-1\) and the specialization at \(Q_1 = \cdots = Q_{n-1} = 0\) of \(\overline{T}_k\) is \(e_n^k\) for each \(1 \leq k \leq n\) by [30, Proposition 3.22], it follows that the specialization at \(Q_1 = \cdots = Q_{n-1} = 0\) of \(\overline{T}_n^Q\) is \(\mathfrak{S}_{s_k} = 1 - \prod_{j=1}^k (1-x_j)\) for \(1 \leq k \leq n\). Hence, from the coincidence between the quantum \(K\)-Chevalley formula (obtained from formula (55)) for opposite Schubert classes in the non-equivariant \(QK(Fl_n)\) and the Monk-type multiplication formula, together with the property above, for quantum Grothendieck polynomials, we deduce that the \(\mathbb{Z}[Q]\)-module isomorphism \(\Phi\) is, in fact, a \(\mathbb{Z}[Q]\)-algebra isomorphism such that \(\Phi(\mathfrak{S}_w^Q \mod \overline{T}_n^Q) = [O^w]\) for all \(w \in S_n\). This completes the proof of the theorem.

\[\square\]

Remark 52. Instead of the complete Noetherian integral domain \(\mathbb{Z}[Q]\), we can use the Noetherian integral domain \(\mathbb{Z}[Q]_{\text{loc}}\), which is a localization \(S^{-1}(\mathbb{Z}[Q])\) of \(\mathbb{Z}[Q]\) with respect to the multiplicative set \(S := 1 + (Q_1, \ldots, Q_{n-1})\) (cf. [14, Appendix A]). We know from [2, Chapter 3, Exercise 2] that the ideal \(S^{-1}(Q_1, \ldots, Q_n)\) is contained in the Jacobson radical of \(S^{-1}(\mathbb{Z}[Q]) = \mathbb{Z}[Q]_{\text{loc}}\). Also, as mentioned in the proof above, the residue classes modulo \((I_n^Q)_{\text{loc}}\) of the quantum Grothendieck polynomials \(\mathfrak{S}^Q_w, w \in S_n\), form a \(\mathbb{Z}[Q]_{\text{loc}}\)-basis of the quotient ring \(\mathbb{Z}[Q]_{\text{loc}}[x]/(I_n^Q)_{\text{loc}}\); in particular, the quotient ring \(\mathbb{Z}[Q]_{\text{loc}}[x]/(I_n^Q)_{\text{loc}}\) is a finitely generated module over \(\mathbb{Z}[Q]_{\text{loc}}\). Thus, we can apply Nakayama’s lemma to the quotient ring \(\mathbb{Z}[Q]_{\text{loc}}[x]/(I_n^Q)_{\text{loc}}\), and hence the same argument as in the proof above shows that the quotient ring \(\mathbb{Z}[Q]_{\text{loc}}[x]/(I_n^Q)_{\text{loc}}\) is isomorphic to the subalgebra \(K(Fl_n) \otimes \mathbb{Z}[Q]_{\text{loc}}\) of \(QK(Fl_n) = K(Fl_n) \otimes \mathbb{Z}[Q]\). Here observe that by [2, Remark on page 110], the quotient ring \(\mathbb{Z}[Q]_{\text{loc}}[x]/(I_n^Q)_{\text{loc}}\) can be thought of as a subalgebra of the quotient ring \(\mathbb{Z}[Q][x]/\overline{T}_n^Q\); in contrast, it is closely related to the finiteness result of Anderson-Chen-Tseng (see [1, Proposition 9]) that \(K(Fl_n) \otimes \mathbb{Z}[Q]_{\text{loc}}\) is indeed a subalgebra of \(QK(Fl_n) = K(Fl_n) \otimes \mathbb{Z}[Q]\).

Theorem 51 leads to an important application of quantum Grothendieck polynomials: computing the structure constants in \(QK(Fl_n)\) with respect to the (opposite) Schubert basis. More precisely, the computation reduces to expanding the products of these polynomials in the basis they form. This is achieved by [30, Algorithm 3.28], which can be easily programmed; see also [30, Example 7.4]. This application extends the similar one of Schubert polynomials, Grothendieck polynomials, and quantum Schubert polynomials, which was the main motivation for defining these polynomials.
6.2. The type A quantum $K$-Chevalley coefficients. This section refers entirely to type $A_{n-1}$, more precisely to $QK(Fl_n)$. Given a degree $d = (d_1, \ldots, d_{n-1})$, let $N_{sk,w}^{v,d}$ be the coefficient of $Q_1^{d_1} \cdots Q_{n-1}^{d_{n-1}} |O^v|^{-1}$ in the expansion of $[O^{s_k}] \cdot [O^w]$, for $k \in \{1, \ldots, n-1\}$. Based on Theorem \[49\] and results in \[27\], we describe more explicitly the quantum $K$-Chevalley coefficients $N_{sk,w}^{v,d}$, where the index $k$ is fixed in this subsection. We need more background and notation.

We start by recalling an explicit description of the edges of the quantum Bruhat graph on the Weyl group $W$ of type $A_{n-1}$, namely the symmetric group $S_n$. The permutations $w \in S_n$ are written in one-line notation $w = w(1) \cdots w(n)$. For simplicity, we use the same notation $(i, j)$ with $1 \leq i < j \leq n$ for the positive root $\alpha_{ij} = \varepsilon_i - \varepsilon_j$ and the reflection $s_{\alpha_{ij}}$, which is the transposition $t_{ij}$ of $i$ and $j$; in particular, we write $w \cdot (i, j)$ for $wt_{ij}w$, where $w \in S_n$. We need the circular order $\prec_i$ on $[n] := \{1, \ldots, n\}$ starting at $i$, namely $i \prec_i i + 1 \prec_i \cdots \prec_i n \prec_i 1 \prec_i \cdots \prec_i i - 1$. It is convenient to think of this order in terms of the numbers $1, \ldots, n$ arranged clockwise on a circle. We make the convention that, whenever we write $a \prec b \prec c \prec \cdots$, we refer to the circular order $\prec = \prec_a$. We also consider the reverse circular order $\prec^r_i$ starting at $i$, namely $i \prec^r_i i + 1 \prec^r_i \cdots \prec^r_i n \prec^r_i \cdots \prec^r_i i - 1$, and use the same conventions.

**Proposition 53** \[27\]. For $w \in S_n$ and $1 \leq i < j \leq n$, we have an edge $w \xrightarrow{(i,j)} w \cdot (i, j)$ if and only if there is no $l$ such that $i < l < j$ and $w(i) \prec w(l) \prec w(j)$.

It is proved in \[36\] Corollary 15.4 that, given our fixed $k \in I$, we have the following reduced $\varpi_k$-chain $\Gamma(\varpi_k)$:

\[
\begin{align*}
(k, k + 1), & \quad (k, k + 2), & \quad \ldots, & \quad (k, n), \\
(k - 1, k + 1), & \quad (k - 1, k + 2), & \quad \ldots, & \quad (k - 1, n), \\
\ldots & \quad \ldots & \quad \ldots & \quad (1, n). \\
\end{align*}
\]

Alternatively, we can use the following reduced $\varpi_k$-chain $\Gamma'(\varpi_k)$:

\[
\begin{align*}
(k, k + 1), & \quad (k - 1, k + 1), & \quad \ldots, & \quad (1, k + 1), \\
(k, k + 2), & \quad (k - 1, k + 2), & \quad \ldots, & \quad (1, k + 2), \\
\ldots & \quad \ldots & \quad \ldots & \quad (1, n). \\
\end{align*}
\]

We will also need a reduced $(-\varpi_k)$-chain $\Gamma(-\varpi_k)$, and we choose it to be just the reverse of $\Gamma(\varpi_k)$. Similarly, we define another reduced $(-\varpi_k)$-chain $\Gamma'(-\varpi_k)$ as the reverse of $\Gamma'(\varpi_k)$.

Given $v, w \in S_n$, we write $v \xrightarrow{\varpi_k} w$ whenever there is a path from $v$ to $w$ in $Q\Gamma(S_n)$ with edges labeled by a subsequence of $\Gamma(\varpi_k)$. We also write $v \xrightarrow{\varpi_k^r} w$ (or $w \xrightarrow{\varpi_k} v$) whenever there is a path from $w$ to $v$ in $Q\Gamma(S_n)$ with edges labeled by a subsequence of $\Gamma(-\varpi_k)$.

We consider the following conditions on a pair $(v, w)$ of permutations in $S_n$; the first two appeared in \[27\] Section 4.1.

**Condition A1.** For any pair of indices $1 \leq i < j \leq k$, both statements below are false:

\[
v(i) = w(j), \quad v(i) \prec w(j) < w(i).
\]

**Condition A2.** For every index $1 \leq i \leq k$, we have

\[
w(i) = \min \{w(j) \mid i \leq j \leq k\},
\]

where the minimum is taken with respect to the circular order $\prec_{w(i)}$ on $[n]$ starting at $v(i)$.

**Condition A1’.** For any pair of indices $n \geq i > j \geq k + 1$, both statements below are false:

\[
v(i) = w(j), \quad v(i) \prec^r w(j) <^r w(i).
\]
Condition A2'. For every index \( n \geq i \geq k + 1 \), we have
\[
w(i) = \min \{ w(j) \mid i \geq j \geq k + 1 \},
\]
where the minimum is taken with respect to the reverse circular order \( \prec_{w(i)}^{r} \) on \([n]\) starting at \( v(i) \).

It is clear that Conditions A1 and A2, respectively A1' and A2', are equivalent. We also consider similar conditions obtained by swapping the orders \( \prec \) and \( \prec' \), which we label B1, B2, B1', B2', respectively.

**Proposition 54.** We have \( v_{r}w \) if and only if the pair \((v, w)\) satisfies Conditions A1 and A1'. Moreover, the corresponding path \( v = v_{0}, v_{1}, \ldots, v_{m} = w \) in \( \text{QB}(S_{n}) \) (with edges labeled by a subsequence of \( \Gamma(\varpi_{k}) \)) is unique, and we have
\[
v_{0}(i) \preceq v_{1}(i) \preceq \cdots \preceq v_{m}(i) \quad \text{for } 1 \leq i \leq k,
v_{0}(i) \preceq' v_{1}(i) \preceq' \cdots \preceq' v_{m}(i) \quad \text{for } n \geq i \geq k + 1.
\]

**Proof.** Given \( v_{r}w \), the pair \((v, w)\) satisfies Condition A1 by [27, Lemma 4.8 (1)]. On another hand, the given path from \( v \) to \( w \) in \( \text{QB}(S_{n}) \) with edges labeled by a subsequence of \( \Gamma(\varpi_{k}) \) can be transformed into a similar path with edges labeled by a subsequence of \( \Gamma' (\varpi_{k}) \). Indeed, by comparing the structures of \( \Gamma(\varpi_{k}) \) and \( \Gamma'(\varpi_{k}) \), we can see that the first sequence of roots can be transformed into the second one by repeatedly swapping successive orthogonal roots; this implies that we can realize the mentioned transformation of paths in \( \text{QB}(S_{n}) \) by swapping successive commuting transpositions. We will prove Condition A1' based on the new path. The first part is immediate. Now assume for contradiction that \( v(i) \preceq w(j) \preceq w(i) \) for \( n \geq i > j \geq k + 1 \). Examining the sequence of transpositions that involve position \( i \), we can see that one of them violates the criterion in Proposition 53.

Now assume that the pair \((v, w)\) satisfies Conditions A1 and A1'. By [27, Lemma 4.8 (2)], there exists a unique path \( v = v_{0}, v_{1}, \ldots, v_{m} \) in \( \text{QB}(S_{n}) \) with \( v_{m}(i) = w(i) \) for \( i = 1, \ldots, k \). Moreover, the stated property of the entries \( v_{j}(i) \) for a fixed \( i \in \{1, \ldots, k\} \) is part of the same lemma. Meanwhile, the case of \( i \in \{k + 1, \ldots, n\} \) is proved in a similar way, by using the path labeled by a subsequence of \( \Gamma' (\varpi_{k}) \) which is obtained from the above one. Finally, based on the first part of this proof, the pair \((v, v_{m})\) satisfies Condition A1', which further implies that \( v_{m} = w \). \( \square \)

**Remark 55.** (1) Fix \( v \in W = S_{n} \) and a representative \( \sigma \) of a parabolic coset modulo \( W_{I \setminus \{k\}} \). It is easy to see that there is a unique permutation \( w \in w_{I \setminus \{k\}} \) such that the pair \((v, w)\) satisfies Conditions A1 and A1'. Indeed, the equivalent Conditions A2 and A2' lead to an algorithm which suitably reorders the entries \( \sigma(1), \ldots, \sigma(k) \) and \( \sigma(k + 1), \ldots, \sigma(n) \), respectively. More precisely, we iterate the construction of \( w(i) \) given by Condition A2 for \( i = 1, \ldots, k \), and the construction given by Condition A2' for \( i = n, \ldots, k + 1 \). This reordering algorithm is explained in more detail in [27]; see Remark 4.5 and Example 4.6 therein.

(2) Given a pair \((v, w)\) which satisfies Conditions A1 and A1', the construction of the unique path from \( v \) to \( w \) in Proposition 54 is given by [27, Algorithm 4.9]; this is a greedy type algorithm.

We have the following corollary of Proposition 54.

**Corollary 56.** We have \( v_{r}w \) if and only if the pair \((v, w)\) satisfies Conditions B1 and B1'. Moreover, the corresponding path \( w = v_{m}, v_{m-1}, \ldots, v_{0} = v \) in \( \text{QB}(S_{n}) \) (with edges labeled by a subsequence of \( \Gamma(-\varpi_{k}) \)) is unique, and we have
\[
v_{0}(i) \preceq v_{1}(i) \preceq \cdots \preceq v_{m}(i) \quad \text{for } 1 \leq i \leq k,
v_{0}(i) \preceq v_{1}(i) \preceq \cdots \preceq v_{m}(i) \quad \text{for } n \geq i \geq k + 1.
\]
Proof. We use the involution on $W$ given by $w \mapsto w^\varnothing := w_\sigma w$, which maps (quantum) edges of $QB(W)$ to reverse (quantum) edges with the same labels, cf. [33, Proposition 4.4.1]. Therefore, we have $v^\varnothing w = w^\varnothing v$ if and only if $v^\varnothing \vdash w^\varnothing = w_{i^\varnothing} v_{i^\varnothing}$, where $i^\varnothing := n + 1 - i$, and we note that the involution $i \mapsto i^\varnothing$ on $[n]$ maps the order $<_i$ to $<_i^\varnothing$. Therefore, Conditions A1 and A1’ correspond to Conditions B1 and B1’ under this involution. We conclude that the statements of the corollary are translations of those in Proposition [54].

Remark 57. By analogy with Remark [55] (1), Conditions B2 and B2’ lead to a corresponding reordering algorithm. Furthermore, there is an algorithm for constructing the unique path in $QB(S_n)$ in Corollary 56 which is completely similar to [27, Algorithm 4.9], cf. Remark [55] (2).

We are now ready to prove the main result of this section, which completely determines the quantum $K$-Chevalley coefficients $N^{v,d}_{s_k,w}$.

Theorem 58. For $QK(Fl_n)$, we always have $N^{v,d}_{s_k,w} \in \{0, \pm 1\}$. More precisely, for every $v$ and parabolic coset $\sigma W_{I \setminus \{k\}}$ not containing $v$, there are unique $d$ and $w \in \sigma W_{I \setminus \{k\}}$ (determined via the algorithms in Remark 57 and [55]), cf. also Proposition 59 such that $N^{v,d}_{s_k,w} = \pm 1$ (the sign is as in (55)). Meanwhile, if $v \in \sigma W_{I \setminus \{k\}}$, then all the mentioned coefficients are 0.

Proof. Fix $v$ and a parabolic coset $\sigma W_{I \setminus \{k\}}$. By (55) and Corollary 56, a necessary condition to have $N^{v,d}_{s_k,w} \neq 0$ for $w \in \sigma W_{I \setminus \{k\}}$ is that $w$ satisfies Conditions B1 and B1’. The unique such $w$ in $\sigma W_{I \setminus \{k\}}$ is constructed via the reordering algorithm mentioned in Remark 57. Using Corollary 56 again, we know that there is a unique $w$-admissible subset $A \in \mathcal{A}(w, \Gamma(-\varpi_k))$ with $\text{end}(w, A) = v$; this can be constructed via the second algorithm mentioned in Remark 57. If $v \in \sigma W_{I \setminus \{k\}}$, then we have $w = v$ and $A = \emptyset$, but the corresponding term does not appear in the right-hand side of the non-equivariant version of (55). Otherwise, the corresponding degree $d = (d_1, \ldots, d_{n-1})$ and the sign of $N^{v,d}_{s_k,w} = \pm 1$ are calculated based on (55).

We will now show that the degree $d$ in Theorem 58 can be determined based on $v$ and $w$ only, that is, without constructing the respective path in $QB(S_n)$ from $w$ to $v$. We use the notation $| \cdot |$ to indicate the cardinality of a set.

Proposition 59. Given a pair $(v, w)$ satisfying Conditions B1 and B1’, with $v \neq w$, the unique degree $d = (d_1, \ldots, d_{n-1})$ for which $N^{v,d}_{s_k,w} = \pm 1$ is expressed as follows:

$$d_i = \begin{cases} \{|j \mid j \leq i, \ v(j) < w(j)\} & \text{if } i \in \{1, \ldots, k\}, \\ \{|j \mid j > i, \ v(j) > w(j)\} & \text{if } i \in \{k, \ldots, n-1\}. \end{cases}$$

Proof. Consider $i, j \in \{1, \ldots, k\}$. It follows from Corollary 56 and particularly (57), that at most one of the roots $(j, l)$ in $\Gamma(-\varpi_k)$ (for $l > k$) labels a quantum edge in the corresponding path from $w$ to $v$; moreover, this happens if and only if $v(j) < w(j)$. On the other hand, the simple root $\alpha_i = (i, i + 1)$ appears in the decomposition of $(j, l)$ if and only if $j \leq i$. This gives the formula for $d_i$ with $i \in \{1, \ldots, k\}$. The proof is completely similar for $i \in \{k, \ldots, n-1\}$, based on (58).

Example 60. Consider $v = 12534$ in $S_5$, $k = 2$, and $\sigma = 34125$ in $W^{\Gamma(2)}$. The reordering algorithm in Remark 57 outputs $w = 43215 \in \sigma W_{I \setminus \{2\}}$. The second algorithm mentioned in Remark 57 determines the following path from $w$ to $v$ in $QB(S_5)$; its edges are labeled by a subsequence of...
Lemma 62. The sets of roots $\Gamma(-\varpi_2)$, which corresponds to an admissible subset $A$:

\[
\begin{array}{cccc}
4 & 3 & < & 5 \\
2 & 1 & \rightarrow & 2 \\
5 & 1 & \rightarrow & 2 \\
\end{array}
\]

Thus, we have $\text{down}(w, A) = (1, 4) + (2, 3)$, and hence $d = (1, 2, 1, 0)$; in fact, it is easier to determine $d$ based on Proposition 59. Finally, we have $N_{w,d} = -1$.

Remark 61. Analogous results to Proposition 54 and the algorithms in Remark 55 were given for type $C$ in [27], and for types $B$, $D$ in [38]; they were used in connection with affine crystals and Macdonald polynomials. In addition, they can be used to obtain more explicit information about the quantum $K$-Chevalley coefficients in the respective types, by analogy with the above approach in type $A$.

6.3. Minimum and maximum degrees in type $A$. Given the expansion of a product of two Schubert classes in quantum cohomology, there is interest in the following questions: are there minimum and maximum degrees, and do the degrees form intervals? These facts were proved to be true for type $A$ Grassmannians, where there is a single quantum variable $Q$ (see [44]). For a partial flag manifold $G/P$, only the existence of a minimum power is known, which was proved to be the smallest degree of a rational curve between general translates of the corresponding Schubert varieties [6]. Below we address these questions for the expansion of $[O^s_k] \cdot [O^w]$ in $QK(Fl_n)$, for a fixed $k \in I = \{1, \ldots, n - 1\}$.

We use the notation above; in particular, recall that $v \cdot (i, j)$ stands for $vt_{ij}$, where $v \in S_n$. We consider the set of roots in $\Gamma(-\varpi_k)$, for which we use the same notation, and we denote the corresponding linear order by $<$; in other words, we have $(1, n) < \cdots < (1, k + 1) < \cdots < (k, n) < \cdots < (k, k + 1)$. We also consider the following partial order on these roots: $(a, b) \leq (c, d)$ whenever $c \leq a \leq k < b \leq d$; if $c < a \leq k < b < d$, then we write $(a, b) \ll (c, d)$.

Given a permutation $v \in S_n$, we define

\[
\Gamma_v := \{(i, j) \in \Gamma(-\varpi_k) \mid v(i,j) \rightarrow v \cdot (i, j) \text{ is a quantum edge}\}.
\]

For $A \subseteq \Gamma(-\varpi_k)$, we write $\Gamma_v^A := \Gamma_v \cap A$. In particular, if

\[
A = \{(i, j) \in \Gamma(-\varpi_k) \mid (i, j) > (a, b)\}, \quad B = \{(i, j) \in \Gamma(-\varpi_k) \mid (i, j) \ll (c, d)\},
\]

then we write

\[
\Gamma_v^{> (a,b)} := \Gamma_v^A, \quad \Gamma_v^{< (c,d)} := \Gamma_v^B, \quad \Gamma_v^{> (a,b), < (c,d)} := \Gamma_v^{A \cap B}.
\]

We use implicitly the quantum Bruhat graph criterion in Proposition 53.

Lemma 62. The sets of roots $\Gamma_v$ and $\Gamma_v^{< (c,d)}$ have maxima and minima with respect to the partial order $\preceq$.

Proof. Due to the structure of $\Gamma(-\varpi_k)$, it suffices to show that, if $(p, q)$ and $(r, s)$ belong to $\Gamma_v$ or $\Gamma_v^{< (c,d)}$, where $p < r < k < q < s$, then so do $(p, s)$ and $(r, q)$. We have $v(p) > v(r) > v(q) > v(s)$, which implies the mentioned statement.

We fix $w \in S_n$, and use Lemma 62 in the following constructions based on $\Gamma_w$, which is assumed to be non-empty. Define the sequence of roots $(p_1, q_1), \ldots, (p_L, q_L)$ recursively by

\[
(p_1, q_1) := \max_{\prec} \Gamma_w, \quad (p_{l+1}, q_{l+1}) := \max_{\prec} \Gamma_w^{< (p_l,q_l)}.
\]
for \( l = 1, \ldots, L - 1 \), where \( \Gamma_w^{(p_L,q_L)} = \emptyset \). Also, let \((r,s) := \min \preceq \Gamma_w\). For \( 1 \leq i < j \leq n \), let
\[
d(i, j) := (0, \ldots, 0, 1, \ldots, 1, 0, \ldots, 0)
\]
\( i-1 \) times \( j-i \) times \( n-j \) times
be the degree corresponding to the root \( \alpha_{ij} \).

We consider the non-zero degrees \( d = (d_1, \ldots, d_{n-1}) \) which occur in the expansion of \([\mathcal{O}^v]\cdot[\mathcal{O}^w]\), i.e., for which \( N_{v,d} \neq 0 \) for some \( v \in S_n \). We assume that \( \Gamma_w \neq \emptyset \), because otherwise there are no non-zero degrees. The following is the main result about the mentioned degrees.

**Theorem 63.** Among the considered degrees, there is a maximum and a minimum one, with respect to the componentwise order. They are
\[
d(p_1, q_1) + \cdots + d(p_L, q_L) \quad \text{and} \quad d(r, s),
\]
respectively.

**Example 64.** Consider \( n = 4, w = 4321 \), and \( k = 2 \). We have \( \Gamma_w = \{(1, 3), (1, 4), (2, 3), (2, 4)\} = \Gamma(-\varpi_k) \). Thus, by Theorem 63 the maximum and minimum degrees are \((1, 2, 1)\) and \((0, 1, 0)\), respectively.

**Remark 65.** (1) In quantum cohomology, the minimum degree in the corresponding Chevalley formula \([12]\) is the same as in quantum \( K \)-theory, while the maximum degree is \( d(p_1, q_1) \), cf. Theorem 63.

(2) The non-zero degrees which occur in the expansion of \([\mathcal{O}^v]\cdot[\mathcal{O}^w]\) generally do not form an interval (between the minimum and the maximum one). Indeed, continuing Example 64 it is easy to see that \((0, 2, 0)\) is not a degree in the corresponding expansion.

To prove Theorem 63 we need the following lemmas.

**Lemma 66.** Consider an edge \( v \xrightarrow{(i,j)} v \cdot (i,j) \) in \( \text{QB}(S_n) \) labeled by \((i,j) \in \Gamma(-\varpi_k)\), and the subset \( A \) of the roots in \( \Gamma(-\varpi_k) \) occurring after some root \( \alpha \geq (i,j) \). Then we have
\[
\Gamma^A_{v, (i,j)} \subseteq \Gamma^A_v \quad \text{or} \quad \Gamma^A_{v, (i,j)} \subseteq \Gamma^A_v,
\]
depending on the edge labeled \((i,j)\) being or not being a quantum edge, respectively.

**Proof.** Let \((a, b) \in \Gamma^A_{v, (i,j)}\). If \((a, b) \not\prec (i,j)\), then the statement is obvious, and so we are left with the cases \( i = a < b < j \) or \( i < a < j \leq b \). Assume first that \( v \xrightarrow{(i,j)} v \cdot (i,j) \) is a quantum edge. The case \( i = a < b < j \) is easily ruled out, because it would imply \( v(i) > v(j) > v(b) \), which contradicts the quantum property of the edge labeled by \((i,j)\). Similarly for the case \( i < a < j = b \), and so we are left with the case \( i < a < j < b \). But then the same quantum edge property implies \( v(i) > v(a) > v(j) \), which makes it impossible to have \((a,b) \in \Gamma_{v,(i,j)}\); so this case is ruled out, too.

We now assume that \( v \xrightarrow{(i,j)} v \cdot (i,j) \) is a cover of the Bruhat order. This means that there is no entry with value between \( v(i) \) and \( v(j) \) among \( v(i+1), \ldots, v(j-1) \); we will use this fact implicitly below. We again start with the case \( i = a < b < j \). We must have \( v(b) < v(i) < v(j) \), which in turn implies \((a,b) \in \Gamma_v\). Similarly for the case \( i < a < j = b \), and so we are left with the case \( i < a < j < b \). The fact that \((a,b) \in \Gamma_{v,(i,j)}\) implies \( v(b) < v(i) < v(j) < v(a) \), and then \((a,b) \in \Gamma_v\). \( \square \)

**Lemma 67.** Assume that we have a path in \( \text{QB}(S_n) \) starting at \( w \) with edges labeled by roots \( (i_1, j_1) < \cdots < (i_l, j_l) \) in \( \Gamma(-\varpi_k) \), in this order. Then we have
\[
\Gamma^{(i_l,j_l)}_{w, (i_1,j_1) \cdots (i_l,j_l)} \subseteq \Gamma^{(i_l,j_l)}_w, \quad \text{or} \quad \Gamma^{(i_l,j_l)}_{w, (i_1,j_1) \cdots (i_l,j_l)} \subseteq \Gamma^{(i_l,j_l)}_w
\]
depending on the path containing or not containing a quantum step, respectively, where in the first case \((i_a, j_a)\) is the label of the last quantum step.

Proof. We iterate the result in Lemma 66.

Proof of Theorem 63. By (59), the terms in the expansion of \([\mathcal{O}^{s_k}] \cdot [\mathcal{O}^w]\) are indexed by paths in \(\text{QB}(S_n)\) starting at \(w\) with edges labeled by roots in \(\Gamma(-\pi_k)\), in the corresponding order \(<\). Fix such a path, and let \((p'_1, q'_1) < \cdots < (p'_m, q'_m)\) be the labels of its quantum steps; then the degree corresponding to this path is \(d(p'_1, q'_1) + \cdots + d(p'_m, q'_m)\).

By Lemma 67, all \((p'_1, q'_1)\) are in \(\Gamma_w\), and we have \((p'_1, q'_1) \ll \cdots \ll (p'_2, q'_2) \ll (p'_1, q'_1)\). By the construction (59), we have \((p'_1, q'_1) \preceq (p'_1, q'_1)\) and \((p'_2, q'_2) \preceq (p'_1, q'_1)\). Combining the above facts, we have \((p'_2, q'_2) \ll (p_1, q_1)\), and by invoking again (59), we derive \((p'_2, q'_2) \preceq (p_2, q_2)\). Continuing in the same way, we deduce \(m \leq L\), and \((p'_1, q'_1) \preceq (p_i, q_i)\) for all \(i = 1, \ldots, m\).

On another hand, it is easy to see that the path starting at \(w\) with labels \((p_1, q_1), \ldots, (p_L, q_L)\), in this order, is indeed a path in \(\text{QB}(S_n)\) whose steps are all quantum ones; note that \((p_1, q_1) \ll \cdots \ll (p_2, q_2) \ll (p_1, q_1)\). This concludes the proof related to the maximum degree. The statement about the minimum degree is immediate based on the corresponding construction.

Corollary 68. Among the terms in the quantum \(K\)-Chevalley formulas for the expansion of \([\mathcal{O}^{s_k}] \cdot [\mathcal{O}^w]\), where \(k \in I\) is fixed and \(w \in W\), there is a maximum degree (with respect to the componentwise order), namely

\[
d_{\text{max}} = (1, 2, \ldots, \overline{k} - 1, \overbrace{\overline{k}, \ldots, \overline{k}}^{n+1-\overline{k} \text{ times}}, \overline{k} - 1, \ldots, 2, 1),
\]

where \(\overline{k} := \min(k, n-k)\). The maximum is attained (among other instances) for any \(w, v\) with \(w(i) = n + 1 - i\) and \(v(i) = i\) for \(i \leq \overline{k}\) or \(i > n - \overline{k}\), while \(v(i) = w(i)\) for \(\overline{k} < i \leq n - \overline{k}\). The maximum total degree is \(k(n-k)\).

Proof. If \(w, v\) are as stated, then there is a path in \(\text{QB}(S_n)\) from \(w\) to \(v\) consisting only of quantum edges, which are labeled by \((1, n), \ldots, (\overline{k}, n + 1 - \overline{k})\). On another hand, in the construction (59) corresponding to the quantum \(K\)-Chevalley formula for \([\mathcal{O}^{s_k}] \cdot [\mathcal{O}^w]\), it is clear that we have \(L \leq \overline{k}\) and \((p_1, q_1) \preceq (1, n), \ldots, (p_L, q_L) \preceq (L, n + 1 - L)\). This implies the stated result.

Remark 69. The maximum total degree in Corollary 68 is equal to the (complex) dimension of the Grassmannian consisting of the \(k\)-dimensional subspaces in \(\mathbb{C}^n\), that is, the length of the maximum element in \(W^I(k)\).
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