Chasing collective variables using autoencoders and biased trajectories
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Abstract

Free energy biasing methods have proven to be powerful tools to accelerate the simulation of important conformational changes of molecules by modifying the sampling measure. However, most of these methods rely on the prior knowledge of low-dimensional slow degrees of freedom, i.e. Collective Variables (CV). Alternatively, such CVs can be identified using machine learning (ML) and dimensionality reduction algorithms. In this context, approaches where the CVs are learned in an iterative way using adaptive biasing have been proposed: at each iteration, the learned CV is used to perform free energy adaptive biasing to generate new data and learn a new CV. In this paper, we introduce a new iterative method involving CV learning with autoencoders: Free Energy Biasing and Iterative Learning with AutoEncoders (FEBILAE). Our method includes a reweighting scheme to ensure that the learning model optimizes the same loss at each iteration, and achieves CV convergence. Using the alanine dipeptide system and the solvated chignolin mini-protein system as examples, we present results of our algorithm using the extended adaptive biasing force as the free energy adaptive biasing method.

1 Introduction

In the last decades, molecular dynamics (MD) simulations have helped gain insight into the microscopic and macroscopic properties of biomolecular processes. However, the time scales accessible to MD simulations are often significantly smaller than the times needed for the observation of slow conformational changes of the systems under study. This is due to the presence of energy or entropy traps in the energy landscape, which causes the system to be stuck within metastable states and thus hinders the full exploration of the configurational space. As a consequence, thermodynamic quantities (obtained from trajectorial averages) can not be accurately estimated.

To cope with this issue, several methods for enhanced sampling have been designed to mitigate the sampling difficulties associated with metastability. Most of these methods
can be broadly divided into two categories according to whether or not they use collective variables (CV), also known as reaction coordinates, which are low dimensional or coarse-grained representations of the system:

- Collective variable free methods alter the canonical distribution by e.g. modifying the system temperature or the system Hamiltonian in order to accelerate crossing energetic or entropic barriers. This category includes, for example, simulated tempering, \textsuperscript{5} parallel tempering, \textsuperscript{6} replica exchange MD, \textsuperscript{7} multicanonical simulation, \textsuperscript{8} temperature-accelerated dynamics \textsuperscript{9} or the Wang-Landau algorithm. \textsuperscript{10}

- Collective variable based methods modify the system’s dynamics by adding a bias in order to accelerate the dynamics by flattening the energy barriers along a chosen CV. Most of these methods simultaneously calculate the free energy associated to these CVs. Notable examples include metadynamics, \textsuperscript{11,12} which biases the system’s evolution using a potential constructed as a sum of Gaussian variables centered along the trajectory of the CV; likewise, umbrella sampling \textsuperscript{13,14} adds a biasing potential along the CVs, often of harmonic form, to force the system to visit intermediate regions between metastable states. Adaptive biasing force (ABF) methods \textsuperscript{15–17} add a biasing force to the system dynamics so as to eliminate any average force acting along the CVs, rendering the dynamics more diffusive along these directions. The efficiency of these methods crucially relies on the prior knowledge of a proper low dimensional CV which contains most of the metastable functions of the dynamics, and thus in particular clearly distinguishes between the metastable states.

In simple cases, the CV can be chosen based on intuition and prior knowledge of the system at hand. This is for example the case for alanine dipeptide, \textsuperscript{18} for which two known CVs are the $\phi$ and $\psi$ dihedral angles. For more complex systems, adequate CVs are often difficult to guess. There have been attempts in the last years to extract CVs using dimensionality reduction and machine learning (ML) methods.\textsuperscript{19}
Collective variable discovery methods range from simple linear projections such as principle component analysis (PCA) or factor analysis, to more elaborate algorithms involving non linear and/or dynamically relevant projections of the configurational space. Below, we recall some notable works on automatic CV discovery and design, but we do not aim to be exhaustive nor do we give a detailed comparison of these algorithms. For a more complete overview on optimization and learning methods for CV discovery and in molecular dynamics in general, we refer the reader to Refs. 20–22. We choose here to distinguish between three broad categories of methods: Operator-based methods, which aim at building a coarse grained description of the dynamics; metastable state separation methods, which use supervised machine learning; and unsupervised learning methods for dimensionality reduction.

Operator-based methods account for the dynamical properties of the system under study by using the approximation of a transfer operator or generator associated with the dynamics. Notable examples are the variational approach to conformational dynamics\textsuperscript{23,24} (VAC) and its linear version, time lagged independent component analysis (tICA), the extended dynamic mode decomposition\textsuperscript{24,25} (EDMD), Diffusion Maps\textsuperscript{26,27} or Markov State Models,\textsuperscript{28,29} which can also be considered a special case of VAC. Methods like VAC can often be optimized by using a well defined dictionary of functions to represent the system (instead of using the system coordinates in the case of tICA\textsuperscript{30}). For instance, VAMPNets\textsuperscript{31} and state-free reversible VAMPNets\textsuperscript{32} learn this dictionary using neural networks.

Methods for metastable state separation use supervised learning for feature selection and feature engineering.\textsuperscript{33–35} Supervised learning models are trained on a labeled dataset and learn a mapping from the datapoints to their labels. In CV discovery, the dataset is the set of sampled configurations and the labels are usually their corresponding states (which are thus assumed to be known). In particular, feature selection based CV learning uses a set of candidate CVs as input features. Each feature is then given an importance score according to its contribution to the learned model, and the most relevant features are selected as final CVs. Feature engineering methods on the other hand compute a new CV from the input features.
Notable examples include Ref 33 where decision functions learned by support vector machines are used as collective variables; Ref 36 where a 1-dimensional path CV is constructed as a nonlinear combination of classifier CVs obtained from a supervised neural network model; or Ref 37 where a neural network is also used in combination with an LDA objective function.

Unsupervised learning models for CV identification, on the other hand, are trained on unlabeled datapoints (namely the sampled configurations without any additional information). These learning models aim at recovering patterns and intrinsic properties of the visited configurational space. Currently, the most used non linear ML dimensionality reduction method for CV discovery is auto-associative neural networks, also known as autoencoders (AE). Autoencoders are a type of neural networks that aim at learning low dimensional representations of the data. The network is composed of two parts. The first part is the encoder that learns the representation or encoding of the input. The second part is the decoder, it simultaneously learns to reconstruct the input from the encoding. Then, the obtained encoding map can be used as a CV. Many state-of-the-art methods for CV unsupervised learning include autoencoders in their framework. For example, time lagged autoencoders train the decoder to predict the time-lagged configuration instead of the input configuration, thus factoring time evolution into the learned CV. Some works use variational autoencoders, a class of models which combine autoencoder structure with Bayesian inference to learn a latent variable distribution through a probabilistic (instead of deterministic) encoder and decoder, resulting in a generative decoder in addition to the dimensionality reducing encoder. Variational dynamics encoders employ the time-lag refinement on variational autoencoders. To learn CVs which resolve the different metastable states, the authors in Ref 43 use Gaussian mixture variational AEs. Another example is Ref 44 where extended autencoders are used to predict the committor function. Of course, many methods for unsupervised CV learning do not include autoencoders, instead using, e.g. Bayesian models or information theory based methods.

Naturally, any learning or dimensionality reduction model requires a certain amount of
good quality data to learn relevant information. In the case of molecular dynamics, the lack of data (incomplete sampling) is the initial problem at hand. A natural solution to overcome this difficulty is to use learning models in some iterative fashion. This can be done by training models on available data and using the learned CVs for enhanced sampling to generate additional learning data, and so on. Autoencoders have been used in iterative methods for CV learning in previous literature. For example, molecular enhanced sampling with autoencoders (MESA)\(^{47,48}\) is a framework that alternates between autoencoder learning of CVs and free-energy biasing (more specifically umbrella sampling) along those CVs. Note first that this kind of iterative procedure can in theory be used for any dimensionality reduction model and any CV biasing method. However, it is important to note that biased sampling makes the distribution of the sampled configurations drift from the Boltzmann–Gibbs density. Changing the distribution of the data results in changing the loss function optimized by any model. In the case of iterative algorithms for CV learning and enhanced sampling, this implies that at each iteration, the training data coming from a biased simulation has a different distribution, and the model optimizes a different loss. This means that iterative models such as MESA are not guaranteed to converge to a certain CV, regardless of whether they end up obtaining a good sampling of the configurational space. Even in cases when the search for a collective variable of the system is not the goal, this still poses the issue of how to design a stopping rule for the iterative procedure.

Here, we present a new iterative algorithm for CV learning with autoencoders, named FEBILAE for "Free Energy Biasing and Iterative Learning with AutoEncoders". Our algorithm is inspired from methods such as MESA, but adds a simple yet crucial reweighting step of the data sampled from free energy biased simulations, so as to ensure the consistency of the optimized loss, and thus the convergence of the learned CVs. Note that a reweighting protocol is also used in other iterative methods, notably the reweighted autoencoded variational Bayes for enhanced sampling (RAVE).\(^{49,50}\) RAVE uses a variational autoencoder that takes as input one or more pre-selected variables and iteratively learns a CV and its distribution. This CV is
then used for biasing. In RAVE, the learned CV is always one dimensional in practice and is learned as a linear combination of the preselected variables (through a linear encoder). This is the key difference of the specific method compared to FEBILAE: our CV is learned as a nonlinear function of the input coordinates, rather than a linear combination of a preselected set of order parameters or candidate collective variables. Consequently, the FEBILAE CV is representative of the whole system, and does not require prior knowledge of the system to select the input, although it lacks interpretability.

The FEBILAE algorithm can be used with any collective variable based biasing technique and any dimensionality reduction method that provides a differentiable mapping from the configurational space to the CV space. Moreover, in order to accelerate convergence, we propose an iterative procedure where information from each step, namely the trajectory data, the estimated free energy, or the learned model, are judiciously used in the following steps of the iterative procedure. We finally present the results of our implementation of the algorithm, which we coin AE-ABF, as it uses ABF to perform enhanced sampling using autoencoder learned CVs.

This article is organised as follows. We first provide in Section 2 an introduction to autoencoders and their use for dimensionality reduction and then move on to a theoretical analysis highlighting that the learned model is always dependent on the distribution of the training data. We continue by demonstrating how a simple reweighting procedure of the loss function can be applied to target a specific density distribution. We then introduce in Section 3 our algorithm for iteratively learning a CV, and present some refinements that can be incorporated to the method for more efficiency, and possibly for a faster convergence. For an immediate illustration of the theoretical points made in Sections 2 and 3, we intertwine the presentation of these theoretical concepts with numerical results obtained on a 2-dimensional toy example. Section 4 then summarizes the practical details and parameters of the implementation of AE-ABF for molecular systems. Finally, Section 5 presents the results obtained when applying AE-ABF to two different systems: alanine dipeptide in vacuum, and solvated
chignolin. Section 6 contains our conclusions and some variants of the method which could be useful for applications to other systems. Finally, additional results and details are given in the supplementary material.

2 Learning autoencoder collective variables from (un)biased samples

We briefly introduce in Section 2.1 autoencoders and their use for dimensionality reduction. Section 2.2 then recalls the usual processing steps required to convert trajectory data to autoencoder inputs. We then describe in Section 2.3 how autoencoders are trained. We can then make precise in Section 2.4 how the training is impacted by the distribution of the data, and present a reweighting procedure to correct a bias in the distribution of data points. Finally, Section 2.5 introduces a 2-dimensional toy example, which we use to illustrate the points made in Sections 2.3 and 2.4 in particular.

2.1 Autoencoders

Autoencoders (AE) are a type of neural network designed for unsupervised learning tasks. The aim is usually to learn a new representation of the data, called an encoding. The AE is composed of two parts: the encoder learns the new representation and the decoder simultaneously learns to reconstruct the original data from this representation. The AE thus seeks to approximate the identity function. When the encoder is composed of one fully connected layer which reduces the dimension, together with a linear activation function, its learned representation is essentially the same as that of a PCA projection of the same dimensionality:

more precisely, the two models project on the same bottleneck space, but not using the same vectors. In general, however, AEs are used with nonlinear activation functions. This allows for nonlinear encoding functions, and thus potentially better encoders than those restricted to stay within the smaller class of linear functions.
AEs can have different topologies depending on the learning task, the data size and dimensionality, etc. Here, we describe the general autoencoder topology used in this work. We denote by $\mathcal{X} \subseteq \mathbb{R}^D$ the data space, and by $\mathcal{A} \subseteq \mathbb{R}^d$ a lower dimensional space ($d < D$). Figure 1 presents the typical topology of the AEs used in our work. The autoencoder can be represented by a mapping $f = f_{\text{dec}} \circ f_{\text{enc}}$ where $f_{\text{enc}} : \mathcal{X} \to \mathcal{A}$, $f_{\text{dec}} : \mathcal{A} \to \mathcal{X}$ and $\circ$ is the function composition operator i.e. $f_{\text{dec}} \circ f_{\text{enc}}(x) = f_{\text{dec}}(f_{\text{enc}}(x))$. It is symmetrical in structure, fully connected, and contains $2L$ layers. Each hidden layer is of dimension $d_\ell = d_{2L-\ell}$ for $\ell = 1 \ldots L$, and the output layer is of dimension $d_{2L} = D$ (Note that, by convention, the input layer does not count as a layer of the network). Each layer $\ell \in 1, \ldots, 2L$ has an activation function $g_\ell$ and is connected to the previous layer by a projection matrix $W_\ell \in \mathbb{R}^{d_\ell \times d_{\ell-1}}$, and a bias vector $b_\ell \in \mathbb{R}^{d_\ell}$. There are thus $K = \sum_{\ell=1}^L d_\ell d_{\ell-1} + d_\ell$ learnable real parameters denoted by $(p_1, \ldots, p_K) \in \mathbb{R}^K$. As the activation functions are predefined and do not change during learning, the autoencoder function is fully described by its parameters $p = (p_k)_{k=1,\ldots,K}$. We indicate this dependence as $f_p$. The general formula for $f_p$ is:

$$\forall x \in \mathcal{X}, \quad f_p(x) = g_{2L} \left[ b_{2L} + W_{2L} g_{2L-1} (b_{2L-1} + W_{2L-1} \ldots g_1 (b_1 + W_1 x)) \right],$$

where the activation functions are by convention applied element-wise: for $z = (z_1, \ldots, z_{d_\ell})$, it holds that $g_\ell(z) = (g_\ell(z_1), \ldots, g_\ell(z_{d_\ell}))$. Note that $f_p$, as well as $f_{\text{enc}}$, are differentiable functions when all the activation functions $(g_\ell)_{1 \leq \ell \leq 2L}$ are.

### 2.2 From trajectory to training data

There is a distinction to be made between the configurational space of the simulation, and the data space over which the learned model is optimized. Indeed, a preprocessing step is usually necessary to obtain a usable dataset from the sampled molecular trajectory. A notable example is the elimination of rotational and translational invariances through centering and structural alignment of the configurations to a reference structure, or by using internal
Figure 1: Example of an autoencoder topology. Here, the dimension of the data is $D = 4$ and there are $2L = 4$ layers: 3 hidden layers (including the bottleneck) and the output layer, of respective dimensions $d_1 = 6$, $d_2 = 2$, $d_3 = 6$ and $d_4 = 4$. The parameters can be represented by four matrices $W_1$, $W_2$ (for the encoder) and $W_3$, $W_4$ (for the decoder), such that: $a = (a_1, a_2) = f_{\text{enc}}(x) = g_2(b_2 + W_2 g_1 (b_1 + W_1 x))$ and $\tilde{x} = f_{\text{dec}}(a) = g_4(b_4 + W_4 g_3 (b_3 + W_3 a))$ where $g_1, \ldots, g_4$ are activation functions, and $b_1, \ldots, b_4$ are biases (not shown in the topology).

coordinates (distances, angles, etc). Another example is using only a subset of the coordinates to reduce the data dimensionality, for example by taking out solvent molecules and hydrogen atoms, whose motions are often considered irrelevant. For the remainder of the paper, we denote by $q$ the configurations of the system, and by $x$ the corresponding post-processed data points. We however allow for an abuse of notation by keeping the same notation for various objects whose argument is either $q$ or $x$, depending on the context. For example, the probability measures $\mu(dq)$ and $\mu(dx)$ are denoted by the same symbol, even though $\mu(dx)$ is actually the image of $\mu(dq)$ by the application $q \mapsto x$. 
2.3 Learning from unbiased samples

Consider a probability distribution $\mu$ on $\mathcal{X} \subset \mathbb{R}^D$. Typically in MD, $\mu$ is the Boltzmann-Gibbs distribution and $\mathcal{X}$ is the configurational space of the system under study. We seek to encode configurations of $\mathcal{X}$ sampled from $\mu$ in a smaller dimensional space $\mathcal{A} \subset \mathbb{R}^d$, where $d < D$, using an autoencoder (AE). Theoretically, the optimal parameters $p_\mu$ minimize the expected loss

$$
\mathcal{L}(\mu, p) = \mathbb{E}_\mu(\|X - f_p(X)\|^2) = \int_{\mathcal{X}} \|x - f_p(x)\|^2 \mu(dx),
$$

(1)

where the subscript $\mu$ in $\mathbb{E}_\mu$ indicates that $X$ is a random variable distributed according to $\mu$. We denote by $p_\mu$ a solution to the minimization of $\mathcal{L}(\mu, p)$, provided it exists (which is always assumed here):

$$
\mathbf{p}_\mu \in \text{argmin}_{\mathbf{p} \in \mathbb{R}^K} \mathcal{L}(\mu, \mathbf{p}).
$$

(2)

Note that $\mathbf{p}_\mu$ is a priori not unique, and depends of course on the distribution $\mu$.

**Empirical distribution**

In practice, the optimization problem (2) is not easily solved, in particular because $\mathcal{L}$ is unknown and must be approximated. For this, the distribution $\mu$ is replaced by an empirical distribution $\hat{\mu}$ corresponding to an available dataset of $N \in \mathbb{N}$ points $x^1, \ldots, x^N$ drawn from the distribution $\mu$. In MD, these datapoints are typically the configurations sampled during a simulation of the system, represented e.g by atomic positions or internal coordinates. The autoencoder is thus optimized in practice using the empirical distribution:

$$
\hat{\mu} = \frac{1}{N} \sum_{i=1}^{N} \delta_{x^i}.
$$

The AE parameters are thus optimized in order to minimize the empirical loss:

$$
\mathcal{L}(\hat{\mu}, p) = \frac{1}{N} \sum_{i=1}^{N} \|x^i - f_p(x^i)\|^2.
$$

(3)
Using the law of large numbers (ergodic theorem), it holds that:

\[ \mathcal{L}(\hat{\mu}, p) \xrightarrow{N \to \infty} \mathcal{L}(\mu, p) \quad \text{almost surely,} \]

which motivates minimizing with respect to \( p \) the empirical loss \( \mathcal{L}(\hat{\mu}, p) \) instead of \( \mathcal{L}(\mu, p) \). The optimization problem thus becomes:

\[
\text{Find } \ p_\mu \in \arg\min_{p \in \mathbb{R}^K} \mathcal{L}(\hat{\mu}, p) . \tag{4}\]

\[
2.4 \quad \text{Learning from biased samples}
\]

To accelerate the exploration of the phase space of the system under study, MD simulations can be biased to target another distribution than the Boltzmann-Gibbs reference measure. The resulting dataset is thus not drawn from the original distribution of interest \( \mu \), but from a biased distribution \( \tilde{\mu} \). Since we want to optimize the loss (1), we need to reweight the configurations \( x \) sampled from \( \tilde{\mu} \) by a factor

\[
w(x) = \frac{\mu(x)}{\tilde{\mu}(x)} .
\]

Note that to ensure that \( w(x) \) is finite, we always assume that \( \mu \) is absolutely continuous with respect to \( \tilde{\mu} \) (i.e. \( \mu(A) = 0 \) for all measurable sets \( A \subset \mathcal{X} \) such that \( \tilde{\mu}(A) = 0 \)).

The reweighting corresponds to considering the loss function

\[
\mathcal{L}(\mu, p) = \mathcal{L} \left( \frac{\mu}{\tilde{\mu}}, p \right) = \int_{\mathcal{X}} \| x - f_p(x) \|^2 w(x) \tilde{\mu}(dx) . \tag{5}
\]

Reweighting ensures that the same optimization problem as (2) is solved, even when the data points are not distributed according to \( \mu \).

To approximate the expectation (5) with respect to \( \tilde{\mu} \), we again rely on an empirical
weighted distribution:
\[
\tilde{\mu}_{\text{wght}} = \sum_{i=1}^{N} \tilde{w}_i \delta_{x^i}, \quad \tilde{w}_i = \frac{\mu(x^i)/\tilde{\mu}(x^i)}{\sum_{j=1}^{N} \mu(x^j)/\tilde{\mu}(x^j)}. \tag{6}
\]

The new discrete loss is thus a weighted average loss over the \( \tilde{\mu} \) sampled data:
\[
\mathcal{L}(\tilde{\mu}_{\text{wght}}, \mathbf{p}) = \sum_{i=1}^{N} \tilde{w}_i \| x^i - f_{\mathbf{p}}(x^i) \|_2^2, \tag{7}
\]
which converges by the ergodic theorem almost surely to \( \mathcal{L}(\mu, \mathbf{p}) \) when \( N \to \infty \).

Note that computing \( (\tilde{w}_i)_{1 \leq i \leq N} \) only requires the knowledge of \( \mu \) and \( \tilde{\mu} \) up to a multiplicative constant.

### 2.5 Learning from free energy biased simulations: 2D toy example

This section provides a 2D example for free energy biasing. This system is then used to illustrate the necessity of reweighting when training models over biased simulations. We use throughout the section some common definitions of free energy and Boltzmann–Gibbs density measure, recalled in Supp. Mat. Section A.1 for completeness.

Let us introduce the following three well potential, previously considered in other works:\[53\]
\[
V(x_1, x_2) = 3e^{-x_1^2} \left( e^{-(x_2-1/3)^2} - e^{-(x_2-5/3)^2} \right) - 5e^{-x_2^2} \left( e^{-(x_1-1)^2} + e^{-(x_1+1)^2} \right) + 0.2x_1^4 + 0.2(x_2 - 1/3)^4. \tag{8}
\]

In this example, the configurations \( q \) are represented by the 2 dimensional coordinates of the particle: \( q = (x_1, x_2) \). The potential \( V \) has two deep wells centered at \( q_L = (-1.113, -0.03685) \), \( q_R = (1.113, -0.03685) \), and a shallow well around \( q_C = (0, 1.7566) \). We consider the
overdamped Langevin dynamics:

\[ dq_t = -\nabla V(q_t) \, dt + \sqrt{\frac{2}{\beta}} \, dB_t, \]  

(9)

where \( B_t \) is a 2-dimensional Brownian motion. The dynamics are discretized using the Euler–Maruyama scheme:

\[ q^{j+1} = q^j - \nabla V(q^j) \Delta t + \sqrt{\frac{2\Delta t}{\beta}} G^j, \]  

(10)

where \( \{G^j\}_{j \geq 0} \) is a sequence of independent standard normal random vectors and \( q^j \approx q_{j\Delta t} \).

We simulate a sample trajectory of this system, with inverse temperature \( \beta = 4 \) and time-step \( \Delta t = 10^{-3} \), starting from initial condition \( q^0 = (-1, 0) \). Figure 2 gives a scatter plot of this trajectory as well as the time evolution of the coordinate \( x_1 \).

The metastability of the dynamics is quite well characterized by the direction \( x_1 \), whereas \( x_2 \) is not enough to distinguish between the two deep wells. In the sequel, we consider \( \xi_1(q) = x_1 \) and \( \xi_2(q) = x_2 \) as two different choices of CV.

The free energies corresponding to the CVs \( \xi_1 \) and \( \xi_2 \) are respectively:

\[ F_1(x_1) = -\beta^{-1} \ln \left( \int_{\mathbb{R}} e^{-\beta V(x_1,x_2)} dx_2 \right), \quad F_2(x_2) = -\beta^{-1} \ln \left( \int_{\mathbb{R}} e^{-\beta V(x_1,x_2)} dx_1 \right). \]  

(11)

The quantities \( F_1(x_1) \) and \( F_2(x_2) \) can be easily approximated in this low dimensional example by a numerical quadrature. We can therefore easily sample from the three following probability measures: the unbiased Boltzmann-Gibbs probability distribution \( \nu \) associated with the potential \( V \), and the biased Boltzmann-Gibbs probability distributions \( \nu_{F_i} \) associated with the biased potentials \( V - F_i \circ \xi_i \) for \( i = 1, 2 \).

We now perform experiments to compare the results obtained from biased trajectories using different collective variables, with those from an unbiased trajectory. For this, we first simulate three trajectories. All three are long enough to sample the three potential wells of
Figure 2: Simulations with the 2D three well potential \(8\) at \(\beta = 4\). Left: Potential function, two deep wells and one shallow well can be seen. Right: Overdamped Langevin trajectory. Top. Scatter plot of the sampled points. Bottom: Time evolution of the coordinate \(x_1\) through the example trajectory. Metastability is observed.

our system. The first trajectory is unbiased, following \(10\) with a timestep \(\Delta t = 10^{-3}\) for \(N = 4 \times 10^7\) steps. Every 40th configuration is kept as a datapoint. The second trajectory is free energy biased using \(\xi_1(x_1, x_2) = x_1\) as CV, i.e., it follows \(10\) with potential \(V - F_1 \circ \xi_1\) instead of \(V\), and a timestep \(\Delta t = 10^{-3}\) for \(T = 2 \times 10^6\) steps. Configurations are saved every 2 timesteps. The third trajectory is free energy biased using \(\xi_2(x_1, x_2) = x_2\) as a collective variable, and using the same simulation settings as the second trajectory. Note that the second and third trajectories are shorter: the duration of these trajectories were chosen so that they visit the full configurational space. These three trajectories serve as our training datasets. The datapoints are thus sampled respectively from the unbiased Boltzmann–Gibbs measure \(\mu = \nu\), the free energy biased Boltzmann–Gibbs measure \(\tilde{\mu}_1 = \nu_{F_1}\), and the free
energy biased Boltzmann–Gibbs measure $\tilde{\mu}_2 = \nu_{F_2}$.

We next build five small autoencoders with the following topology: $D = 2$ (input data dimensionality), $2L = 2$ layers containing respectively 1 and 2 nodes, and $g_1(z) = \tanh(z)$ and $g_2(z) = z$, the identity function. The number of parameters is thus $K = 7$ (including 3 bias parameters). We use tanh as the bottleneck activation function in order to obtain a bounded learned collective variable with known bounds $[-1, 1]$. All five autoencoders are initialized with the same random network parameters. We then separately train these autoencoders for a maximum of 200 epochs each as follows:

- The first AE is trained on the unbiased trajectory;
- The second AE is trained on the $\xi_1$-biased trajectory;
- The third AE is trained on the $\xi_1$-biased trajectory, but with reweighting, meaning that each data point $x^i = (x^i_1, x^i_2)$ contributes to the learning loss with
  \[
  \hat{w}_i = N \frac{\mu(x^i) / \tilde{\mu}_1(x^i)}{\sum_{j=1}^{N} \mu(x^j) / \tilde{\mu}_1(x^j)} = N \frac{e^{-\beta F_1(x^i)}}{\sum_{j=1}^{N} e^{-\beta F_1(x^j)}}.
  \]
- The fourth AE is trained on the $\xi_2$-biased trajectory;
- The fifth AE is trained on the $\xi_2$-biased trajectory, but reweighted using
  \[
  \hat{w}_i = N \frac{\mu(x^i) / \tilde{\mu}_2(x^i)}{\sum_{j=1}^{N} \mu(x^j) / \tilde{\mu}_2(x^j)} = N \frac{e^{-\beta F_2(x^i)}}{\sum_{j=1}^{N} e^{-\beta F_2(x^j)}}.
  \]

As discussed in Supp. Mat. Section A.4, the multiplication by the number of samples $N$ allows to comply with the default normalization of the weights of the ML package we use. A subset of the data is kept as validation set (here, 10%), and early stopping is applied when the validation loss no longer improves for 20 consecutive epochs.
We compare the obtained encoders using heat maps. The values of the encoded bottleneck functions are computed over the (discretized) space $(x_1, x_2) \in [-2, 2] \times [-1, 2.5]$. The results are given in Figure 3. Note that the aim here is to compare encodings obtained from the different models, and possibly to have insight on how these encodings depend on the coordinates $x_1$ and $x_2$. Let us emphasize in particular that it is for example possible to obtain a function of $x_1$ instead of $x_1$ itself as encoder variable. For this reason, and to simplify the comparison between the obtained CVs, they are renormalized to have a range that is exactly between 0 and 1:

$$
\xi_{\text{norm}}^{AE}(x) = \frac{\xi^{AE}(x) - \xi_{\text{min}}^{AE}}{\xi_{\text{max}}^{AE} - \xi_{\text{min}}^{AE}},
$$

where $\xi_{\text{min}}^{AE}$ and $\xi_{\text{max}}^{AE}$ are respectively the minimum and maximum values taken by the encoder function $\xi^{AE}$ over the 2-dimensional space $[-2, 2] \times [-1, 2.5]$. We draw two important conclusions upon interpreting the obtained results:

- First, the encoding learned through unbiased training on the reference data obtained from a long unbiased trajectory (top panel) is a function of $x_1$, which we recall is considered a good CV as it distinguishes the three potential wells. The direction $x_1$ therefore corresponds to the target unbiased representation that we want to find using the remaining models (in particular with the reweighted learning). The encodings obtained from the reweighted training over the two biased trajectories (middle and bottom right panels) also represent bijective functions of $x_1$. The encodings obtained through biased unweighted learning, however, encode different variables (middle and bottom left panels). This is therefore an example where reweighting proves necessary for obtaining results that are consistent with unbiased learning.

- It is interesting to note the difference between the CV obtained from biased learning over the $\xi_1$-trajectory (middle left panel) and the one obtained from the $\xi_2$-trajectory (bottom left panel). It is quite clear that the latter is closer to a monotonic function of the target learning result, $x_1$, than the former. These results can be intuitively explained
as follows: Free energy biasing changes the distribution along the CV (here $\xi_1$ or $\xi_2$) to a uniform law, making the corresponding direction no longer relevant. This prompts the model to learn other directions that are still relevant in the biased simulation. In the case of the trajectory obtained by biasing with $F_1 \circ \xi_1$, the $x_1$ direction is no longer a relevant feature of the data space and the encoder does not recover it. On the other hand, biasing using $F_2 \circ \xi_2$ does not completely annihilate the relevance of the variable $x_1$ in the sampled data. This explains why the CV learned from biasing with $\xi_2$ is closer to $x_1$.

This last point is very important as it means that if an iterative learning run is performed without reweighting, then whenever a good CV is learned at iteration $n$, this CV may be cancelled out in the next iteration, making convergence difficult to achieve.

3 Iterative reweighted learning of CVs with autoencoders

In this section, we introduce our algorithm for the iterative learning of a CV from biased trajectory data. As mentioned in the introduction, our algorithm is in part inspired by the work done in Refs. 47 and 48, where MESA, an iterative method for learning CVs on the fly while performing enhanced sampling was devised. MESA alternates between learning CVs with autoencoders and using those CVs for extrapolation with Umbrella Sampling, until convergence.

The major difference between our algorithm and MESA is that we use reweighting of the configurations sampled from free energy biasing to target the unbiased loss corresponding to the Boltzmann-Gibbs distribution. Indeed, as observed in the experiments of Section 2.5, training on biased data does not yield the same results (same encoded CVs) as with unbiased data. Additionally, we saw that performing free energy biasing using a certain choice of CV may make this direction irrelevant within the sampled data, which prevents the model from learning it. This means first that a naive iterative learning algorithm without reweighting
Figure 3: Heatmaps of the values of the encoder variables over the discretized 2D space \([-2, 2] \times [-1, 2.5]\): (a) Unbiased learning outputs a CV close to \(\xi_1(x) = x_1\). (b) and (c) Left: Training on biased simulations leads to learned CVs that depend on the free energy biasing. Right: Reweighting enables learning a CV that is independent of the sampling procedure.

is not theoretically guaranteed to converge, as each new CV (learned with a new AE) is different from the previous one; and second, that this can result in iterations of the algorithm
where the learned CV is not necessarily a relevant choice for the next free energy biasing. Reweighting the loss is expected to solve this issue in the iterative method the same way it did in the experiments shown in Section 2.5. At each step, we train the autoencoder on the reweighted loss, using the reweighting introduced in (7), so as to remove bias from the data sampled in the free energy biasing simulation. Another major difference in our approach compared to MESA is that we rely on adaptive techniques to sample configurations and compute the free energy for reweighting them. Let us however emphasize that our approach could also be used with other methods to compute free energy profiles.

We first give in Section 3.1 a detailed description of our algorithm. We then introduce in Section 3.2 adaptive biasing methods in general and the adaptive biasing force method in particular, as it constitutes our choice of biasing procedure. Then, some additions and refinements of the algorithm are discussed in Section 3.3 to transfer information between consecutive iterations of the algorithm. Finally, Section 3.4 provides a first application of the algorithm to the 2-dimensional toy example introduced in Section 2.5.

3.1 Iterative algorithm for CV learning: General description

This section provides a description of the steps of our iterative algorithm, which we call FEBILAE, for "Free Energy Biasing and Iterative Learning with AutoEncoders". The algorithm is also summarized in the pseudo-code of Algorithm 1.

Initialization

The first step of the algorithm is to produce an initial unbiased trajectory to start from, traj_0. This requires providing the algorithm with a simulation setup S (dynamics, physical conditions, etc), and an initial configuration q^0. The trajectory traj_0 is preprocessed as necessary (see Section 2.2) to obtain an initial training dataset (x^1, ..., x^N) where N is the number of samples, provided as an input to the method. As traj_0 is unbiased, the sample weights associated to this first training are uniform: \( \hat{w}_j = 1 \) for all \( j \in \{1, \ldots, N\} \). A first
autoencoder, \( \text{AE}_0 \) is then initialized (with a given topology, hyper-parameters and random parameters \( A_{\text{init}} \)) and trained on this dataset. A first collective variable, \( \xi_0 \), is thus computed from \( \text{AE}_0 \).

**Iterative procedure and stopping rule**

At each iteration \( i \geq 1 \) of the algorithm, the following steps are performed:

- **New trajectory.** The previous CV \( \xi_{i-1} \) is used to perform adaptive free energy biasing under a given simulation method and setup \( S_{\text{AB}} \), and starting from the same initial configuration \( q^0 \) as the one used in the initialization step, or from a new initial configuration (e.g. the last sampled configuration of the previous trajectory). The biased trajectory \( \text{traj}_i \) is saved, along with the estimation of the free energy \( F_i \) corresponding to the CV \( \xi_{i-1} \).

- **Preprocessing and sample weight computation.** The trajectory is preprocessed to obtain the new training dataset \( (x^1, \ldots, x^N) \), and the weight of each sampled datapoint is computed as defined in (6) and (7) (with the weights multiplied by \( N \) in order to comply with the default setting of the ML package used for implementation, see Supp. Mat. Section A.4).

- **Autoencoder training and new CV.** A new autoencoder, with the same topology and initial parameters as in the previous iterations \( (A_{\text{init}}, A_{\text{init}}) \), is trained on the new dataset \( \text{traj}_i \) to optimize the reweighted loss (7). As mentioned in Section 2.1, the autoencoder has the advantage of outputting a mapping \( \xi_i \) from the input configuration to the collective variable, as well as its gradient, which is also required for most CV biasing methods. Additionally, the interval(s) of the CV, over which biasing is applied, must be determined. These intervals can be estimated using the extreme values which the CV takes over the training data \( \text{traj}_i \).

- **Stopping rule.** The algorithm stops when one of the two following conditions is met:
either the algorithm has reached a given maximum number of iterations $I_{\text{max}}$, or the CV has converged. The last step of each iteration thus requires to assess CV convergence. In this paper, we consider that the learned CV has converged when the new CV $\xi_i$ can be mapped (using e.g. a simple regression model) to the previous CV $\xi_{i-1}$, with a high enough precision score, higher than a given threshold $s_{\text{min}}$. We use linear regression as a mapping model to check whether $\xi_i \approx \Phi(\xi_{i-1})$. We refer to Supp. Mat. Section B for a more detailed discussion on how to compute the regression score. The value of $s_{\text{min}}$ depends on the system under study, the complexity and dimension of the computed CVs, and the regression model used to compute the regression score. It is determined separately for each of the systems studied in this paper, using a bootstrap procedure made precise in Supp. Mat. Section B. When the algorithm stops, the last learned CV is kept as the final CV. Its free energy is estimated and used to fully sample the configurational space of the system.

**Remark 1 (CV dimensionality).** When the optimal dimensionality of the CVs is unknown, one can use the following method proposed in Ref. 47 to determine it: several autoencoders $\Phi_1, \ldots, \Phi_M$, with different values for the dimensionality $d$ of the bottleneck layer ($d \in \{1, \ldots, M\}$), are all trained at each iteration. The optimal value of $d$ is then determined by plotting the FVE (fraction of variance explained) $1 - \frac{\sigma_{\text{res}}(d)}{\sigma_{\text{tot}}}$ as a function of $d$, where

$$\sigma_{\text{res}}(d) = \sum_{i=1}^{N} \| x^i - \Phi_d(x^i) \|^2,$$

is the residual sum of squares and

$$\sigma_{\text{tot}} = \sum_{i=1}^{N} \| x^i - \bar{x} \|^2, \quad \bar{x} = \frac{1}{N} \sum_{i=1}^{N} x^i,$$

is the total sum of squares. The optimal value of $d$ corresponds to a plateau or "knee" in the FVE curve, meaning that no considerable improvement in the optimized loss is obtained.
by adding another dimension to the bottleneck space. This is similar to what is done in PCA, where spectral gaps in the distribution of eigenvalues are used to determine the optimal number of principal components to keep.

### Algorithm 1: FEBILAE

**Input:** Initial condition $q^0$, autoencoder topology and initialization parameters $A_{\text{init}}$, number of samples $N$, simulation procedure $S$ and adaptive biasing procedure $S_{\text{AB}}$, maximum number of iterations $I_{\text{max}}$, minimum convergence score $s_{\text{min}}$.

**Output:** CV $\xi_{\text{final}}$ and corresponding PMF $F_{\text{final}}$.

Sample traj$_0 \leftarrow S(q^0, N)$. Initialize autoencoder $\text{AE}_0 \leftarrow A_{\text{init}}$.

Train $\text{AE}_0$ on traj$_0$ with weights $(\hat{w}_0, \ldots, \hat{w}_N) = (1, \ldots, 1)$.

Extract the encoder function $\xi_0: x \mapsto \xi_0(x)$.

Set $i \leftarrow 0$, $s \leftarrow 0$.

**while** $i < I_{\text{max}}$ \& $s < s_{\text{min}}$ **do**

Set $i \leftarrow i + 1$.

Sample $\text{traj}_i$, $F_i \leftarrow S_{\text{AB}}(q^0, N, \xi_{i-1})$.

Compute weights $(\tilde{w}_j)_{1 \leq j \leq N}$ as $\tilde{w}_j = N \frac{\exp(-\beta F_i(\xi_{i-1}(x^j)))}{\sum_{n=1}^{N} \exp(-\beta F_i(\xi_{i-1}(x^n)))}$.

Initialize autoencoder $\text{AE}_i \leftarrow A_{\text{init}}$.

Train $\text{AE}_i$ on traj$_i$ with sample weights $(\tilde{w}_j)_{1 \leq j \leq N}$.

Extract the encoder function $\xi_i: x \mapsto \xi_i(x)$.

Set $s \leftarrow \text{regscore}(\xi_{i-1}, \xi_i)$.

Set $\xi_{\text{final}} \leftarrow \xi_i$.

Sample traj$_{\text{final}}$, $F_{\text{final}} \leftarrow S_{\text{AB}}(q^0, N_{\text{final}}, \xi_{\text{final}})$ with $N_{\text{final}}$ large enough to ensure PMF convergence.

### 3.2 Sampling with the (extended) Adaptive Biasing Force method

With the exception of low dimensional systems ($D \leq 3$) such as the example used in Section 2.5, the free energy of a system associated with a given CV cannot be easily estimated. Adaptive sampling algorithms replace the actual free energy $F$ by an estimated function $F_t$ in the biased dynamics at time $t$, meaning that the potential becomes $V - F_t \circ \xi$. The estimate $F_t$ is updated on-the-fly so that it converges to $F$ as the molecular dynamics simulation proceeds. The two categories of adaptive biasing techniques are Adaptive Biasing Potential.
(ABP) methods, where the free energy $F_t$ is estimated and its gradient, the so-called mean force, is then used in the dynamics; and Adaptive Biasing Force (ABF) methods where the mean force is estimated directly, and the free energy is subsequently obtained by numerical integration through a Helmholtz projection.\(^{55}\)

In this work, we choose to work with ABF, and more precisely extended system ABF (eABF)\(^{55}\) for free energy biasing. We call this version of the algorithm AE-ABF. Section 3.2.1 gives a brief description of ABF. We then recall its main limitation, namely that it requires the computation of the second order derivatives of the used CVs. This motivates using eABF, which is described in Section 3.2.2.

### 3.2.1 Adaptive biasing force

The adaptive biasing force method estimates the mean force associated with the collective variable $\xi$. For ease of notation, we assume in this section and the following one that $\xi$ is one dimensional, with values in $A \subseteq \mathbb{R}$, but the generalization to a higher dimensional CV is straightforward. By differentiating both sides of Equation (A.2), one obtains:

$$F'(z) = -\frac{1}{\beta} \int_{\Sigma(z)} f(q) \frac{e^{-\beta V(q)} \delta_{\xi(q)-z}(dq)}{e^{-\beta F(z)}} ,$$  \hspace{1cm} (13)

where $f$ is called the local mean force:

$$f = \nabla V \cdot \frac{\nabla \xi}{|\nabla \xi|^2} - \frac{1}{\beta} \text{div} \left( \frac{\nabla \xi}{|\nabla \xi|^2} \right) .$$  \hspace{1cm} (14)

Note that the equation above contains second order derivatives of $\xi$. Equation (13) shows that the derivative of the free energy $F'(z)$ is related to the conditional average of the local mean force as

$$F'(z) = \mathbb{E}_\nu (f(q)|\xi(q) = z) ,$$  \hspace{1cm} (15)
with $\nu$ defined in [A.1]. This suggests, for instance, that the biasing force at time $t$ can be estimated as follows when considering a single long trajectory:

$$
\Gamma_t(z) = \frac{\int_0^t f(q_s) \delta^\varepsilon(\xi(q_s) - z) \, ds}{\int_0^t \delta^\varepsilon(\xi(q_s) - z) \, ds},
$$

where $\varepsilon > 0$ and $\delta^\varepsilon$ is an approximation of the Dirac mass.

The estimated mean force is then used to bias the dynamics with the force $\Gamma_t(\xi(q_t))$. For example, the dynamics of ABF used in conjunction with Langevin dynamics is:

$$
\begin{cases}
  dq_t = M^{-1} p_t \, dt, \\
  dp_t = -\nabla V(q_t) dt + \Gamma_t(\xi(q_t)) \nabla \xi(q_t) dt - \gamma p_t dt + \sqrt{2\gamma M \beta^{-1}} dB_t,
\end{cases}
$$

where $M$ is the mass matrix and $\gamma > 0$ is the friction coefficient.

### 3.2.2 Extended system Adaptive biasing force

Equation [14] shows that regular ABF requires the knowledge of second order derivatives of the CV $\xi$ to compute the local mean force $f$. The analytical expression of this quantity is quite cumbersome for most choices of CVs, especially when $\xi$ is vector valued. In particular, as our CVs are encoder based mappings and can involve complex non-linear activation functions, extracting the second order derivatives is not a viable option.

To overcome the limitations in computing the second term of [14], a method coined extended system ABF (eABF) was devised. A fictitious degree of freedom $\lambda$ is added to the configurational space and the new potential is:

$$
V^{\text{ext}}(q, \lambda) = V(q) + \frac{\kappa}{2} |\xi(q) - \lambda|^2, \quad (16)
$$

where $\kappa$ is a force constant. The collective variable $\xi^{\text{ext}}(x, \lambda) = \lambda$ is used instead of the original CV $\xi$. Using Equation [A.2], the resulting free energy $F^{\text{ext}}$ is a convolution of a
Gaussian kernel and the free energy associated with $\xi$:

$$e^{-\beta F^{\text{ext}}(\lambda)} = \int_A \chi_\kappa(\lambda - z)e^{-\beta F(z)}dz,$$

where $\chi_\kappa$ is a Gaussian kernel with variance $1/(\kappa\beta)$. When $\kappa \to \infty$, $F^{\text{ext}}(\lambda)$ converges to $F(\lambda)$. Thus, a simple estimator of the real free energy $F$ is to use $F = F^{\text{ext}}$ directly. This naive estimator is biased of course, given that in practice $\kappa < \infty$. The new extended mean force does not depend on second order derivatives of the CV $\xi$: Only the gradient of $\xi$ is needed for computing the gradient of $V^{\text{ext}}$. ABF can therefore easily be applied to the new extended system.

Denoting by $\rho$ the momentum of $\lambda$, and by $M^{\text{ext}}$ the extended mass matrix (which includes $m_\lambda$, the fictitious mass of $\lambda$), the Langevin dynamics of the eABF trajectory are:

$$\begin{cases}
dq^{\text{ext}}_t = (M^{\text{ext}})^{-1}p^{\text{ext}}_t dt, \\
dp^{\text{ext}}_t = (-\nabla V^{\text{ext}}(q_t, \lambda_t) + \Gamma^{\text{ext}}_t(\lambda_t)u) dt - \gamma p^{\text{ext}}_tdt + \sqrt{2\gamma\beta^{-1} M^{\text{ext}}} dB_t,
\end{cases} \tag{17}$$

where $q^{\text{ext}}_t = (q_t, \lambda_t)$, $p^{\text{ext}}_t = (p_t, \rho_t)$, $u^T = (0, \ldots, 0, 1)$ and $\Gamma^{\text{ext}}_t$ is the estimate at time $t$ of the mean force associated with $\lambda$ in the extended system:

$$\Gamma^{\text{ext}}_t(\lambda) = \frac{\int_0^t f^{\text{ext}}(q_s) \delta^\varepsilon (\lambda_s - \lambda) ds}{\int_0^t \delta^\varepsilon (\lambda_s - \lambda) ds}, \quad f^{\text{ext}}(q) = \frac{\partial V}{\partial \lambda}(q) = \kappa(\lambda - \xi(q)).$$

In practice, the above equation is discretized in time using a timestep $\Delta t$. Denoting by $q^{\text{ext},j}, p^{\text{ext},j}$ the approximations of $q^{\text{ext}}_{j\Delta t}, p^{\text{ext}}_{j\Delta t}$ at iteration $j$, the estimated mean force $\Gamma^{\text{ext}}_t$ is considered to be constant in discrete bins of $\xi^{\text{ext}} = \lambda$ centered around points $z_1, \ldots, z_k$ (uniformly spaced, for simplicity of presentation): for all $\ell \in \{1, \ldots, k\}$, at time $j\Delta t$,

$$\forall z \in [z_\ell - \varepsilon, z_\ell + \varepsilon], \quad \Gamma^{\text{ext}}_j(z) = \frac{\sum_{i=0}^j f^{\text{ext}}(q^{\text{ext},i})I_{[z_\ell - \varepsilon \leq \lambda^i < z_\ell + \varepsilon]}}{\sum_{i=0}^j I_{[z_\ell - \varepsilon \leq \lambda^i < z_\ell + \varepsilon]}}, \tag{18}$$

where $2\varepsilon = \frac{z_k - z_1}{k - 1}$.
3.3 Transferring information between algorithmic iterations

This section discusses two ways of using part of the information learned in previous iterations to possibly improve or accelerate the learning or sampling in the next iteration. Following the notation in Algorithm 1, the iteration index is denoted by $i$.

3.3.1 Using previous trajectories

At each iteration, the training dataset can be a combination of a fixed number $n_T \geq 1$ of previously sampled trajectories. Standard FEBILAE corresponds to $n_T = 1$. Using more than one trajectories provides the autoencoder with a larger, and therefore possibly more complete dataset. This refinement of the algorithm is very straightforward, and is thus directly included in the implementation used to obtain the results presented in Section 5.1 with $n_T = 2$. The results of this simple addition on the 2-dimensional example as compared to the basic algorithm are presented in Supp. Mat. Section C.1.

3.3.2 Free energy initialization

The algorithm AE-ABF as presented above starts each new eABF with a free energy profile initialized to 0. However, as the CV progressively converges to an optimal value throughout the algorithm, the successive CVs from one iteration to the other are somewhat similar. Therefore, the free energy profile at the end of the previous iteration of eABF could be used to suggest a better initialization of the free energy or mean force for the new eABF run.

In order to make this discussion more precise, let us assume here again that the CV is one dimensional for the simplicity of exposition, although our approach can be extended to CVs of dimension larger or equal to 2. At iteration $i$, we call $\xi_i : \mathcal{X} \rightarrow [a_i, b_i]$ the CV used in (16) to perform the eABF simulation for this round, which we call $\text{eABF}_i$. The corresponding estimated free energy and mean force are respectively denoted by $F_i$ and $F_i'$. Before starting $\text{eABF}_{i+1}$, we want to determine a function $F_{i+1}$ (respectively $F_{i+1}'$) as a good initialization of the free energy (respectively the mean force) using the previous free energy $F_i$ and the...
CVs $\xi_i$ and $\xi_{i+1}$. We first assume that the CVs have converged, namely that:

$$
\xi_{i+1} = \Phi \circ \xi_i,
$$

for some strictly monotonic function $\Phi \in C^1([a_i, b_i])$. We can then easily calculate $F_{i+1}$ from $F_i$ under this assumption. Indeed, for $Z = \Phi(z)$,

$$
e^{-\beta F_{i+1}(Z)} = \int_{\Sigma_{i+1}(\Phi(z))} e^{-\beta V(q)}(d\xi_{i+1}(q) - \Phi(z)(dq)),
$$

where

$$
\Sigma_{i+1}(\Phi(z)) = \{ q \in \mathbb{R}^D | \xi_{i+1}(q) = \Phi(z) \} = \{ q \in \mathbb{R}^D | \Phi(\xi_i(q)) = \Phi(z) \} = \Sigma_i(z).
$$

By the co-area formula (Equation (3.14) in Ref. 57)

$$
\delta_{\xi_{i+1}(q) - \Phi(z)}(dq) = \frac{|\nabla \xi_i(q)|}{|\nabla \xi_{i+1}(q)|} \delta_{\xi_i(q) - z}(dq) = \frac{1}{|\Phi'(z)|} \delta_{\xi_i(q) - z}(dq).
$$

Therefore,

$$
e^{-\beta F_{i+1}(\Phi(z))} = \int_{\Sigma_i(z)} e^{-\beta V(q)} \frac{1}{|\Phi'(z)|} \delta_{\xi_i(q) - z}(dq) = \frac{1}{|\Phi'(z)|} e^{-\beta F_i(z)}. \tag{19}
$$

The above equation provides an expression of $F_{i+1}$ from $F_i$ when $\Phi$ is known. In practice, we approximate $\Phi$ as an affine function using a linear regression model optimized using the datapoints sampled from the trajectory of $ABF_i$ (and possibly also from previous trajectories as suggested in Section 3.3.1). This provides an approximate mapping:

$$
\xi_{i+1}(x) = \omega_1 \xi_i(x) + \omega_2,
$$
for which the following equality holds:

\[ \forall Z \in [a_{i+1}, b_{i+1}], \quad e^{-\beta F_{i+1}(Z)} = \frac{1}{|\omega_1|} e^{-\beta F_i\left(\frac{Z-\omega_2}{\omega_1}\right)}, \]

and thus

\[ \forall Z \in [a_{i+1}, b_{i+1}], \quad F_{i+1}(Z) = F_i\left(\frac{Z - \omega_2}{\omega_1}\right) + \ln(\omega_1) / \beta. \quad (20) \]

Note that the additive constant \( \ln(\omega_1)/\beta \) on the right hand side of the previous equality is irrelevant, since free energies are defined up to an additive constant.

**Discretization.** In practice, the ranges of \( \xi_i \) and \( \xi_{i+1} \) are discretized into \( k \) bins centered at \( \{z_1, \ldots, z_k\} \) and \( \{Z_1, \ldots, Z_k\} \). The centers of the bins are matched as follows: if \( \omega_1 > 0 \), then \( z_\ell \) is associated with \( Z_\ell \); while if \( \omega_1 < 0 \), then \( z_\ell \) is associated with \( Z_{k-\ell+1} \). The initialization of the free energy \( F_{i+1} \) is thus computed for each bin \( \ell' \) of \( \xi_{i+1} \) using its final value in the corresponding bin \( \ell \) of \( \xi_i \), and Equation (20). In practice, because ABF uses the mean force rather than the free energy, it is the mean force at each bin, \( Z_{\ell'} \) that is initiated using the final estimate of the mean force in bin \( z_\ell \), i.e the value of the numerator of Equation (18) for time \( N \Delta t \). Additionally, the number of samples for each bin of \( \xi_{i+1} \) is initialized with the values of the previous ABF run in the same manner (i.e. according to the sign of \( \omega_1 \), using the final values (at time \( N \Delta t \)) of the denominator in Equation (18)). The new ABF simulation, \( ABF_{i+1} \) is then actually equivalent to continuing an ABF run with the CV \( \xi_{i+1} \), instead of starting a new simulation.

Some results obtained with the free energy initialization scheme described in this section are given in Supp. Mat. Section C.2

### 3.4 Toy two-dimensional example

In order to illustrate the methodology developed in this section, we come back to the 2 dimensional example introduced in Section 2.5 with the same parameters as in this section.
unless otherwise specified. For this toy example, the routines for unbiased simulations as well as eABF simulations were implemented in python using the `numpy` module.

We demonstrate on this simple 2D example that reweighting the sampled configurations leads to a fast convergence to the CV $\xi_1(x) = x_1$ (which is the CV obtained by training on a long unbiased trajectory), whereas not reweighting can lead the algorithm to be trapped, continually learning different CVs between consecutive iterations. We start with the initial unbiased simulation, which is purposely stopped before it crosses the first energy barrier: The trajectory is simulated starting from the initial condition $q^0 = (-1, 0)$, for $2 \times 10^7$ timesteps, with $\Delta t = 10^{-3}$, keeping 1 out of 50 datapoints. The time horizon of the simulation is thus $T = 2 \times 10^4$, and the dataset contains $N = 4 \times 10^5$ samples belonging to only one metastable state.

We then use this dataset to start two separate learning frameworks. The first one uses reweighting at each iteration as discussed in Section 3.1. The second one does not use reweighting before achieving a new round of training (i.e. the weights $\hat{w}_j$ in (7) are all set to 1). All autoencoders are initialized with the same parameters at each iteration, and are trained using 80% of the data for training (and 20% for validation), with batch size $b = 400$, and $N/b = 8 \times 10^2$ steps per epoch for a maximum of 100 epochs with early stopping when the validation loss does not improve for 20 consecutive epochs. At each new iteration, for both schemes, eABF is performed for $1.2 \times 10^6$ timesteps with $\Delta t = 10^{-3}$, and 1 in every 3 configurations are kept. The time horizon of the simulation is thus $T = 1.2 \times 10^3$ and the datasets all contain $N = 4 \times 10^5$ samples. eABF is run with a force constant $\kappa = 50$. Note again that the biased simulations have a smaller time horizon than the unbiased simulation, since biasing accelerates the exploration of all states of the configurational space. The CV intervals are determined using the range $[z_{\min}, z_{\max}]$ of the values the CV takes over the training data. Regardless of the chosen CV interval, we use a grid of 200 bins to discretize the CV. Each simulation is started at the same point $(x_1, x_2) = (-1, 0)$. The estimated mean force over a certain bin is only applied after 100 samples are collected inside this bin. Finally,
the CV gradients needed for ABF are extracted from the autoencoders using \texttt{keras} functions.

Figure 4 illustrates heat maps of the encodings obtained at each iteration for both schemes. All CVs were renormalized using Equation (12) to have a range within [0, 1]. As shown in Figure 4 left, after only two iterations, the reweighted model finds the CV \( x_1 \) and stabilizes. The biased model, on the other hand, learns a different direction at each new iteration, so that the learned CV does not converge, but rather seems to oscillate between two different functions.

4 Computational details

4.1 Software packages and libraries

We use the \texttt{keras} library to wrap the \texttt{tensorflow} neural network module in \texttt{python}.

In order to construct an entirely automated code, all molecular simulations were performed with the \texttt{openmm} software within its \texttt{python} API. The adaptive biasing and collective variable analysis were mainly performed using \texttt{plumed}. To link these two modules, we used the \texttt{openmmplumed} plugin module. Additionally, the \texttt{colvar} \texttt{abf integrate} utility was used to recover the potential of mean force from the gradients computed by eABF.

Our goal is to have an implementation that is automated and entirely runnable from \texttt{python}. Consequently, our implementation is practical and easy to use, but not necessarily computationally optimized.

4.2 Alanine dipeptide in vacuum

4.2.1 Parameters

The algorithm was implemented with the following ML and MD parameters.

- \textbf{Machine Learning}. The input features are chosen as the Cartesian coordinates of only the backbone atoms of alanine dipeptide, instead of the complete peptide, making
Figure 4: Encodings obtained at each iteration of AE-ABF with (left) and without (right) reweighting. Left: Reweighting guides learning to the same CV at each iteration, and the algorithm quickly converges to the CV $\xi_1(x) = x_1$. Right: The simulations are biased using a different free energy at each iteration. The CV does not stabilize.
the input data $x$ of dimension $D = 3 \times 8 = 24$. Structural rotational alignment (using the Kabsch algorithm\cite{Kabsch1985}) to a reference configuration and re-centering are included in preprocessing to respectively eliminate rotational and translational invariances. Note that the same reference structure, namely a configuration which falls within the C5 state, is used for all our experiments.

All autoencoders used for AE-ABF runs have the same symmetrical topology: In addition to the input layer of dimension $D = 24$, the encoder contains two fully connected layers, of respective dimensions $G = 40$ and $d = 2$ (computed using the FVE curve as explained in Remark\cite{remark1}), and all activation functions are tanh. This topology is the same as the one used by the authors of MESA\cite{MESA1,MESA2} on the same system. Note however that additional experiments were done with $G = 8$ instead. The obtained results (namely the learned CV) were the same.

We use the adam\cite{adam} optimization algorithm. The model is trained for a maximum of 2000 epochs, and early stopping\cite{early_stopping} is used to stop training when the validation loss stops decreasing for 50 consecutive epochs, making the actual number of epochs in practice approximately 300. The learning rate used is always $\eta = 10^{-3}$.

At each new iteration of the algorithm, both the new trajectory and the previous one are combined to construct the training set. As shown in Supp. Mat. Section C.1 (for the 2D example), this can help the algorithm converge with smaller simulation times, as well as possibly speed up the convergence.

- **Molecular Dynamics.** All simulations (biased and unbiased) are performed using the Amber ff99SB forcefield\cite{amber} under Langevin dynamics at a temperature $T = 300$ K, non periodic conditions with cutoff $r_c = 1$nm, a friction coefficient $\gamma = 1$ ps$^{-1}$, no bond constraints and a timestep $\delta t = 1$ fs. For consistency, the same peptide configuration is used as input in all runs, this configuration is obtained after 500 steps of energy minimization.
For eABF simulations, collective variable biasing intervals are selected at each iteration of the AE-ABF algorithm as the ranges (along the two CV directions) of the CV values obtained from the encoders on the training data. A grid of a fixed value of 50 bins for each of the two dimensions of the CV is used. The force constant $\kappa$ is kept to its default \texttt{plumed} value: $\kappa\beta = \frac{1}{(\delta z)^2}$, where $\delta z$ is the grid spacing. The fictitious mass $m_\lambda$ is set to $m_\lambda = \kappa \left( \frac{\tau}{2\pi} \right)^2$, where $\tau = 0.5$ is the default value for the relaxation time in \texttt{plumed} (also called extended time constant in \texttt{colvars}). The estimated biasing force is applied to a sampled point after a minimum of 500 samples are collected in the corresponding bin. The gradients of the CVs are numerically estimated in \texttt{plumed} instead of being extracted from the autoencoders. Additionally, \texttt{plumed} ensures a correct propagation of all calculated forces with respect to any translational and rotational alignments applied to the system.

### 4.2.2 Simulation speed

Under the setup described in Sections 4.1 and 4.2.1, unbiased simulations ran with a speed of $\sim 1500$ ns/day, while biased eABF simulations using encoder CVs had a speed of $\sim 200$ ns/day. As a comparison, biased simulations using regular CVs of the system (namely the dihedral angles $\Phi$ and $\Psi$) ran at a speed of $\sim 1000$ ns/day. The computation of the encoder CVs and their approximate derivatives in \texttt{plumed} is thus computationally quite expensive compared to the other steps of the algorithm for this low dimensional system in vacuum. Note that for larger systems, in particular solvated systems, the overhead will be much smaller in proportion. Let us also emphasize again that no specific effort was made to obtain a more efficient computational chain, as the focus of this work is primarily methodological.

### 4.3 Chignolin in explicit solvent

Chignolin, a 10-residue miniprotein with a beta-hairpin structure, is another well-studied system, particularly for its distinct folding states captured using MD at accessible timescales.
Lacking an X-ray for the wild-type form, herein, we use the CLN025 mutant (PDB ID: 5AWL) in explicit solvent as a more realistic and challenging system of our approach. After the addition of hydrogen atoms, the system contains 166 atoms.

4.3.1 Parameters

For chignolin, the AE-ABF algorithm was implemented using the following parameters:

- **Machine Learning.** The selected input features are the Cartesian coordinates of the Cα atoms of the chignolin miniprotein. The input data is thus of dimension $D = 3 \times 10 = 30$. Similarly to alanine dipeptide, structural rotational alignment to a reference structure, and centering are used to eliminate rotational and translational invariances. The reference structure used is a folded state conformation.

  The autoencoders used for AE-ABF runs have an encoder made of two fully connected layers, of respective dimensions $G = 10$ and $d = 2$. All activation functions are tanh. The **adam** optimization scheme is used for a maximum of 2000 epochs with early stopping after no improvement over 50 consecutive epochs. The learning rate used is $\eta = 5 \times 10^{-4}$.

  As for alanine dipeptide, each new autoencoder training uses both the new and the previous trajectory as a combined dataset.

- **Molecular Dynamics.** Chignolin is solvated using a water box with a padding of at least 1.2 nm. Na\(^{+}\) and Cl\(^{-}\) ions are added to render the system neutral. All simulations are performed using the Amber ff99SB-ILDN forcefield\(^{72}\) and the TIP3P water model\(^{73}\) under Langevin dynamics at temperature $T = 340K$ and friction coefficient $\gamma = 1$ ps\(^{-1}\), with a timestep $\delta t = 2$ fs. Nonbonded interactions are computed with the particle mesh Ewald with cutoff $r_c = 1$ nm, and constrained hydrogen bonds (using the LINCS algorithm\(^{74}\)). All simulations are performed in the NVT ensemble. The initial configuration for the simulations is obtained after a performing 1000 steps of energy minimization. For eABF simulations, collective variable biasing intervals are
selected at each iteration of AE-ABF as the ranges (along the two CV directions) of the CV values obtained from the encoders on the training data. The variables are then rescaled to have a range of $[-1, 1]$. A grid of 50 bins with equal sizes is used for each of the two dimensions of the CV. All other parameters are set to the same values as for alanine dipeptide, with the exception of the force constant which was manually set to $\kappa \beta = 353.74$. This change to a lower value of $\kappa$ was made to ensure the stability of the biased simulations. The other plumed parameters are the same as the ones used on alanine dipeptide.

4.3.2 Simulation speed

In the case of solvated chignolin, and under the computational framework described in Sections 4.1 and 4.3.1, unbiased simulations ran at a speed of $500 - 600$ ns/day, while biased simulations (using autoencoder CVs) ran at $50 - 70$ ns/day.

5 Results

This section shows results of the AE-ABF algorithm applied to the systems of alanine dipeptide in vacuum and solvated chignolin.

5.1 Alanine dipeptide in vacuum

Conventionally the 2D intrinsic manifold of alanine dipeptide in vacuum is described by the $\Phi$ and $\Psi$ backbone dihedrals. As mentioned in Remark 1, we have used the plateau method to check that the bottleneck optimal dimensionality is indeed $d = 2$. See Supp. Mat. Section D where we provide the FVE curve computed using a long unbiased trajectory of alanine dipeptide.

We first present in Section 5.1.1 the ground truth CV, which is the CV obtained from training an autoencoder over a long unbiased simulation. The quality of this CV is assessed
by measuring its ability to recover the free energy landscape of the dihedral angles $\Phi, \Psi$. Section 5.1.2 contains the results of applying AE-ABF to alanine dipeptide. For a concise presentation of this toy system, see Supp. Mat. Section D.

5.1.1 Autoencoder ground truth collective variable

The goal of AE-ABF is to obtain the same CV as the one we would obtain from training an autoencoder on a long unbiased simulation, and to use this CV to bias the dynamics for a better sampling. In order to check that the first goal is attained, we construct a reference CV which will serve as a ground truth to compare our results to. Additionally, this ground truth CV’s ability to efficiently bias the dynamics is assessed.

Constructing the ground truth CV. We first sample a $1.5 \mu s$ trajectory, saving frames every $1.5$ ps. The Ramachandran scatter plot of this trajectory is given in Figure 5a. We then train an autoencoder of the same topology and the same initial parameters and hyperparameters (learning rate, activation functions, etc) as for the model described in Section 4.2.1. The resulting CV's projection on the $1.5 \mu s$ trajectory is plotted in Figures 5b and 5c. It can be observed that this ground truth CV first clearly separates the $C7ax$ state from the others, and also distinguishes between the $C5$ and $C7eq$ states as well as the dihedral angles $(\Phi, \Psi)$ do. Moreover, a strong correlation between the CVs and the dihedral angles can be observed (visually illustrated by color plots of the $\Phi$ and $\Psi$ with respect to the CV space in Figures 5b and 5c). This correlation is further confirmed with a high value of the regression score between the ground truth CV and $(\Phi, \Psi)$: $R^2 = 0.967$.

Ground truth CV biasing efficiency. In order to assess the ground CV’s efficiency for biasing the dynamics, we measure its ability to estimate the system’s free energy, i.e the $(\Phi, \Psi)$ free energy surface. For this, we first run a long 500 ns eABF simulation using $(\Phi, \Psi)$ as collective variables in order to obtain a reference free energy landscape $F$. We then run a 500 ns eABF simulation using the ground truth CV. At any time $t$, the estimate $G_t$ of
Figure 5: (a) Ramachandran scatter plot of a 1.5 µs unbiased trajectory of alanine dipeptide in vacuum which visits the three metastable states of the molecule. (b) Scatter plot of the autoencoder CVs learned from the unbiased trajectory, using Φ-based coloring. (c) Scatter plot of the autoencoder CVs learned from the unbiased trajectory, using Ψ-based coloring. The CVs are projected on the same 1.5 µs unbiased trajectory. The regions corresponding to C5, C7eq and C7ax are approximately defined using Φ and Ψ values.

The CV’s free energy is then used to compute an approximation $\tilde{F}_t$ of $F$ by reweighting histograms: using $k$ bins to discretize $(Φ, Ψ)$ in each direction, the estimate $\tilde{F}_t^{j,l}$ in the bin $[z_{1,j} - \varepsilon, z_{1,j} + \varepsilon) \times [z_{2,l} - \varepsilon, z_{2,l} + \varepsilon)$ for $1 \leq j, l \leq k$ is given by:

$$\exp(-Î¼_\beta \tilde{F}_t^{j,l}) = \sum_{i=1}^{N_t} \exp(-Î¼_\beta G_t \circ \xi(x^i)) \mathbf{1}_{\{z_{1,j} - \varepsilon \leq \Phi(x^i) < z_{1,j} + \varepsilon\}} \mathbf{1}_{\{z_{2,l} - \varepsilon \leq \Psi(x^i) < z_{2,l} + \varepsilon\}}, \quad (21)$$
where $\xi$ is the ground truth CV, $N_t$ is the number of samples collected at time $t$ and $2\varepsilon = \frac{2\pi}{k}$.

When a certain bin $(j,l)$ of the $(\Phi, \Psi)$ space is not visited, the corresponding value of $\exp(-\beta \tilde{F}^{j,l}_t)$ is of course 0, making the free energy in these bins infinite. Instead, the free energy $\tilde{F}^{j,l}_t$ in these unvisited bins is made equal to the maximum of the free energy values encountered in the visited bins.

The free energies $F$ and $\tilde{F}_t$ are of course defined up to additive constants, which are chosen in order minimize the error between these two quantities (see Remark [D.1] in Supp. Mat. Section [D.4.1]). Figure 6 shows the reference free energy, the free energy estimate at the final time $\tilde{F}_{500\ \text{ns}}$ and the error per bin between these two values. The C7ax state is less precisely estimated in shape than the C5 and C7eq states, particularly at extreme values of $\Psi$, where an incorrect local minimum is identified ($\Phi \approx 1$ and $\Psi \approx -2.5$). In addition, some transition regions are not visited during the simulation (dark purple regions in the middle plot of Figure 6). These regions include transition states located on the right and on the bottom left of the C7ax basin, indicating that transitions between C7ax and C5/C7eq through those paths are very rare. Similar errors in the free energy landscape, both in magnitude and localization, were observed in similar works.\textsuperscript{47}

![Figure 6: Left. Reference free energy computed by eABF over $\Phi, \Psi$. Middle. Estimate of the free energy computed by reweighting histograms. Transition states located on the right of the C7ax basin are not visited. Right. Filled contour plot of the difference $\beta(F - \tilde{F})$ in each bin. The free energies are optimally aligned.](image)

In order to further assess the sampling efficiency of dynamics biased by the free energy associated with the ground truth CV, we also compute the number of transitions between
metastable states per nanosecond encountered in a typical eABF simulation. For this, we run three eABF simulations of 50 ns each, using the ground truth CV as reaction coordinate, and obtain an average number of transitions of about $\sim 63$ per ns. This number is quite close to the value of about $\sim 80$ transitions per ns obtained for eABF simulations using $(\Phi, \Psi)$ as collective variables. However, biasing with the ground truth CV does not enable the sampling of the transition states on the right of C7ax in the Ramachandran plot, contrarily to biasing with $(\Phi, \Psi)$. For more analysis on the sampling efficiency of the ground truth CV, see Supp. Mat. D.4, where this CV is compared against $(\Phi, \Psi)$, as well as a CV obtained by training an autoencoder on configurations produced by a biased simulation without reweighting.

5.1.2 Results of AE-ABF

We now apply AE-ABF to this system, and compare our learned CVs to the ground truth shown in Figure 5. Instead of stopping the algorithm at CV convergence, we run AE-ABF for a fixed number of iterations $I_{\text{max}} = 9$ and later check at which iteration convergence has occurred. This is to check whether the algorithm really stabilizes at the converged CV. We consider that convergence is reached at iteration $i$ when the linear regression score $s(\xi_i, \xi_{i-1}) \geq s_{\text{min}} = 0.996$.

To determine the simulation time per iteration of AE-ABF, a compromise should be made between the duration of the simulation (which we want to be as small as possible) and the time needed for the free energy estimate to be stable (indicating it has converged to the free energy) so that it can be used for the reweighting of sampled data. The results given below correspond to a simulation time of 10 ns per iteration. Other runs of AE-ABF using larger values of simulation times were also performed, and gave similar results.

For each simulation, atomic positions are recorded every 100 timesteps. This corresponds to $N = 10^5$ datapoints at each iteration. Figure 7 illustrates the sampled trajectories (Ramachandran plots) through 7 iterations of AE-ABF on alanine dipeptide in vacuum.
To compare the consecutive learned CVs, we project the encoders obtained from each iteration on the 1.5\(\mu s\) unbiased trajectory. Figure 8 shows scatter plots of the autoencoder CVs in \(\Phi\) and \(\Psi\)-based coloring. Regression scores between consecutive CVs, and between the CVs from each iteration and the ground truth CV (illustrated in Figure 5) are also given in Table 1. These regression scores are computed using data from the 1.5\(\mu s\) unbiased trajectory, and serve only for the analysis of our results. Note that during the AE-ABF algorithm itself, the regression scores between consecutive CVs are computed using the AE-ABF trajectories (precisely the two last sampled trajectories at each iteration). This is the score mentioned in Algorithm 1, which is in practice used to monitor convergence during the algorithm and determine a stopping rule. These scores, which have values similar to the ones obtained by comparing with the 1.5\(\mu s\) unbiased trajectory, are reported in Supp. Mat. Section D.

Table 1: Linear regression scores with AE-ABF for 9 iterations. Each line corresponds to an iteration, where the regression score is computed between the learned CV and: the CV from the previous iteration (2nd column); the ground truth CV of Figure 5 (third column); and the 2D vector \((\Phi, \Psi)\) (fourth column). CV convergence occurs at iteration 4, where the regression score is above 0.996. The regression score values show that the converged CV is almost perfectly similar to the ground truth CV, and also explains very well \(\Phi\) and \(\Psi\).

| Iteration | previous CV | Ground Truth CV | (\(\Phi, \Psi\)) |
|-----------|-------------|-----------------|-----------------|
| 0         | –           | 0.9418          | 0.922           |
| 1         | 0.872       | 0.849           | 0.892           |
| 2         | 0.868       | 0.897           | 0.853           |
| 3         | 0.922       | 0.996           | 0.973           |
| 4         | 0.999       | 0.997           | 0.972           |
| 5         | 0.999       | 0.996           | 0.970           |
| 6         | 0.999       | 0.996           | 0.971           |
| 7         | 0.999       | 0.995           | 0.967           |
| 8         | 0.998       | 0.993           | 0.966           |
| 9         | 0.999       | 0.994           | 0.968           |

As illustrated in Figure 7, the consecutive eABF simulations all explore the three main metastable states of alanine dipeptide in vacuum. Notably, the transition between the C7ax and C7eq states is more and more sampled through the iterations. In particular, iteration 4 shows an increase of the number of sampled transition state configurations. As shown...
Figure 7: AE-ABF for 7 iterations (not all are shown here). Ramachandran scatter plots of each trajectory. The first trajectory is unbiased. The coloring corresponds to values of the first component of the CVs (Left) and the values of the second component of the CVs (Right). Visually, the first component of the CV converges approximately to a function of $\Phi$, and the second component to a function of $\Psi$. 
Figure 8: Autoencoder CVs through 7 iterations of AE-ABF (in addition to the initial unbiased iteration). The CVs are scatter plotted with $\Phi$ and $\Psi$ colorings. The plots show that the CV obtained with AE-ABF is very similar to the ground truth CV shown in Figure 5. Plots were made using encoder projections over the same unbiased 1.5 $\mu$s simulation.
in Figure 8 and Table 1, this coincides with the convergence of the learned CVs to a good approximation of the ground truth CV obtained in Figure 5. In conclusion, we have obtained virtually the same CV learned from a 1.5 µs trajectory, after only 4 iterations of AE-ABF, equivalent to a total of 40 ns of biased simulation time, in addition to the first 10 ns unbiased iteration.

5.2 Chignolin

This section provides results of AE-ABF applied to the solvated chignolin mini-protein. We first present in Section 5.2.1 the different conformational states of chignolin. Section 5.2.2 then illustrates the 5 separate long unbiased trajectories of chignolin that were sampled in order to provide training data for learning a ground truth CV, which is presented in Section 5.2.3. The results of AE-ABF applied to solvated chignolin are presented in Section 5.2.4. Finally, the sampling efficiency of the autoencoder CV is compared to that of more traditional choices of CV (namely well defined interatomic distances).

5.2.1 Metastable states of chignolin

The chignolin miniprotein is a small 10-residue protein which folds into a β hairpin in water. Three main states of the protein can be distinguished: the folded state, the misfolded state and the unfolded state. These states are illustrated in Figure 9. The misfolded state is characterized by the formation of an incorrect hydrogen bond between ASP3N (nitrogen atom of residue 3: ASP) and GLY7O (oxygen atom of residue 7: GLY) instead of the correct hydrogen bond between ASP3N and THR8O (oxygen atom of residue 8: THR) formed in the folded state. In other words, the misfolded state is represented by small values of the distance D(ASP3N-GLY7O) while the folded state corresponds to small values of D(ASP3N-THR8O). The unfolded state shows a more open form of the hairpin and thus represents higher values of both distances.
Figure 9: Three main states of chignolin in water. Left to right: Folded, misfolded and unfolded. The difference between the folded and misfolded states can be observed here in the orientation of the oxygen (red) atoms in GLY7 and THR8.

5.2.2 Unbiased simulations

Following the protocol described in Section 4.3, we run 5 unbiased simulations of 2 µs each. For each simulation, configurations are saved every 5000 timesteps, i.e 10 ps. The resulting trajectories thus contain $2 \times 10^5$ configurations each. All simulations are started from the same initial configuration in the folded state. Figure 10 shows the alpha carbon root mean square deviation plotted for each trajectory. These RMSD values are computed with respect to the initial folded conformation. The folded, misfolded and unfolded states correspond approximately to RMSD values in ranges $[0, 0.2]$, $[0.2, 0.4]$ are $[0.4, 0.8]$ respectively (these values are expressed in nm). Each simulation accomplishes at least one transition among these three states. Additionally, we include in Figure 10 the values of the two distances of interest, $D(\text{ASP3N-GLY7O})$ and $D(\text{ASP3N-THR8O})$, observed during the simulations.

We also show in Figure 11 the free energy landscape for the reaction coordinate ($D(\text{ASP3N-GLY7O}),D(\text{ASP3N-THR8O})$) computed using these five simulations using a histogram of 50 bins in each direction. The folded and misfolded states correspond to local minima, while the unfolded state is shallower and wider.
Figure 10: Top. Alpha carbon RMSD and radius of gyration values over each trajectory. Bottom. Scatter plots of values of the distances D(ASP3N-GLY7O) and D(ASP3N-THR8O) sampled for each trajectory.

Figure 11: Free energy landscape of the 2D space formed by distances D(ASP3N-GLY7O) and D(ASP3N-THR8O). The folded (F) and misfolded (MF) states correspond to two separate basins. The unfolded state covers a more scattered area.

5.2.3 The ground truth collective variable

The 5 simulations illustrated in the previous section are concatenated to form a dataset of $10^6$ points, which we use to learn a ground truth CV. We train an autoencoder of the
structure and parameters described in Section 4.3. The obtained CV is projected over the dataset in Figure 12 and colored according to the values of the distances \( D(\text{ASP3N-GLY7O}) \) and \( D(\text{ASP3N-THR8O}) \). Figure 12 shows that the obtained CV separates the misfolded and folded states into two clusters, while the unfolded state covers a large part of the remaining space.

![Figure 12: Autoencoder CV projected over the unbiased trajectories and colored according to values of \( D(\text{ASP3N-GLY7O}) \) (left) and \( D(\text{ASP3N-THR8O}) \) (right). Two clusters appear: The top cluster (located at \( \text{CV}_1 < 0 \) and \( \text{CV}_2 > 0.5 \)) corresponds to the misfolded state, while the lower cluster (located at \( \text{CV}_1 < 0 \) and \( -0.5 < \text{CV}_2 < 0.5 \)) represents the folded state. The rest of the 2D space corresponds to the unfolded state.](image)

Similarly to alanine dipeptide, we seek to compare the CVs obtained by AE-ABF on chignolin against this ground truth CV.

### 5.2.4 Results of AE-ABF

We apply AE-ABF to chignolin using a fixed number of 7 iterations. We consider that CV convergence is reached when the regression score is higher than \( s_{\text{min}} = 0.78 \), where \( s_{\text{min}} \) is computed using the bootstrapping procedure described in Supp. Mat. Section B. The first unbiased simulation had a time horizon of 100 ns and the following biased simulation a time horizon of 50 ns. For each biased simulation, atomic positions are saved every 500 timesteps.
We compute the values of the carbon alpha RMSD and the two distances at each iteration. These values are plotted in Figure 13 to illustrate the gradual exploration of the conformational space of chignolin throughout the iterations of AE-ABF. The obtained plots clearly show that the learned CVs are able to accelerate crossing between the folded, misfolded and unfolded states.

Additionally, we again compute the regression scores between consecutive CVs, as well as between each CV and the ground truth CV. Results are presented in Table 2. The obtained regression scores are generally much lower than those obtained for alanine dipeptide, but we still achieve convergence of the CV as defined by the threshold determined in Supp. Mat. Section B.

Table 2: Linear regression scores with AE-ABF for 6 iterations. Each line corresponds to an iteration, where the regression score is computed between the learned CV and: the CV from the previous iteration (2nd column); the ground truth CV (third column); and the 2D vector (D(ASP3N,GLY7O), D(ASP3N,THR8O)) (fourth column). CV convergence occurs at iteration 5 (regression score above 0.78). The regression score values show that the converged CV is also well correlated with the ground truth CV. The CVs however do not achieve high regression scores with the distances (D(ASP3N,GLY7O), D(ASP3N,THR8O)).

| Iteration | previous CV | Ground Truth CV | vector of distances |
|-----------|-------------|-----------------|---------------------|
| 0         | —           | 0.119           | 0.099               |
| 1         | 0.344       | 0.495           | 0.363               |
| 2         | 0.349       | 0.413           | 0.594               |
| 3         | 0.517       | 0.772           | 0.705               |
| 4         | 0.684       | 0.765           | 0.585               |
| 5         | 0.947       | 0.790           | 0.600               |
| 6         | 0.855       | 0.801           | 0.674               |

### 5.2.5 Sampling with the autoencoder CV

The previous section shows that AE-ABF is able to sample the three states of Chignolin in the course of one iteration, i.e. a 50 ns simulation. Here, we compare sampling efficiency between the autoencoder CV (i.e the ground truth CV introduced in Section 5.2.3) and the 2D CV composed of the distances (D(ASP3N,GLY7O), D(ASP3N,THR8O)). For each CV, we sample 2 eABF simulations of 60ns each. The biasing domain for the autoencoder CV (resp.
Figure 13: Six iterations of AE-ABF (in addition to the initial unbiased iteration). Left: Evolution of carbon alpha RMSD for each iteration. Right: Sampled values of the two distances. The final rounds of AE-ABF achieve a considerably better exploration of the conformational states. (Not all iterations are shown).
the distances) is $[-1, 1]^2$ (resp. $[0.2, 1.75]^2$). We compare the regions of the space visited by the eABF runs. The comparison is done over the distance space, where three regions are distinguished: $[0.4, 0.8] \times [0, 0.4]$ defines the folded state; $[0, 0.4] \times [0.4, 0.8]$ defines the misfolded state, while the rest of the space represents the unfolded state. Figure 14 shows the sampled values of $(D(\text{ASP3N, GLY7O}), D(\text{ASP3N, THR8O}))$, while Figure 15 shows the state assignments for each sample to track transitions. It can first be observed that the trajectories sampled with eABF using $(D(\text{ASP3N, GLY7O}), D(\text{ASP3N, THR8O}))$ cover a wider region in the unfolded state. However, these trajectories achieve fewer transitions to the misfolded and folded states, which are thus poorly sampled. This is possibly caused by the small proportion of the space taken up by these states in the distance space (see e.g. Figures 10 and 11) as opposed to the coordinate space (see Figure 12). Equivalently, this can be viewed as an issue concerning the choice of the biased sampling interval for $(D(\text{ASP3N, GLY7O}), D(\text{ASP3N, THR8O}))$. This issue does not arise for the autoencoder CV as it takes values in a bounded domain, making the sampling interval straightforward to determine.

Figure 14: Sampled values of the distance space. Top: eABFs using $(D(\text{ASP3N, GLY7O}), D(\text{ASP3N, THR8O}))$. Bottom: eABFs using the ground truth CV.
Conclusion and Future Work

In this paper, we have given a new version of an iterative algorithm for collective variable learning with autoencoders and enhanced sampling. Our method relies on a very important reweighting procedure to ensure the convergence of the CV throughout the iterations. This reweighting procedure was both validated theoretically and in practice on simple toy examples. We have then fully described our method and have included some suggestions on several improvements of the basic algorithm based on the transfer of information between consecutive iterations. Finally, we have demonstrated the interest of our method on the alanine dipeptide system in vacuum as well as on the solvated chignolin system.

Future work involves a more in depth analysis of the information transfer refinements proposed in Section 3.3, specifically the free energy initialization procedure. Additionally, a third form of information transfer, where the previously learned model could be used to initialize the new learning model in a transfer learning fashion would also be interesting to investigate.

The application of our algorithm using other learning models than autoencoders could also
be explored. In particular, introducing an iterative algorithm with a transfer operator based method such as VAC is a very attractive possibility. It would also be interesting to explore whether using more sophisticated forms of neural networks e.g. convolutional topologies, could add something to the learned representation. Moreover, the choice of the data input representation is another part of the algorithm that could be optimized. So far, we have only worked with the aligned Cartesian coordinates, but directly using internal coordinates can prove efficient for more complex systems. In addition, more preprocessing steps could be considered to normalize the data, to obtain a set of already independent input variables, etc. For example, whitening transformations could be used to remove underlying correlations.

Finally, the application of AE-ABF to more complex systems is crucial to test what the method can truly accomplish, and explore any possible limitations.
References

(1) Shaw, D.; Maragakis, P.; Lindorff-Larsen, K.; Piana, S.; Dror, R.; Eastwood, M.; Bank, J.; Jumper, J.; Salmon, J.; Shan, Y.; Wriggers, W. Science 2010, 330, 341–346.

(2) Hollingsworth, S.; Dror, R. Neuron 2018, 99, 1129–1143.

(3) Hashemian, B.; Millán, D.; Arroyo, M. Journal of Chemical Physics 2013, 139, 214101.

(4) Abrams, C.; Bussi, G. Entropy 2014, 16, 163–199.

(5) Marinari, E.; Parisi, G. Europhysics Letters 1992, 19, 451.

(6) Swendsen, R.; Wang, J. Physical Review Letters 1986, 57, 2607.

(7) Rhee, Y.; Pande, V. Biophysical Journal 2003, 84, 775–786.

(8) Nakajima, N.; Nakamura, H.; Kidera, A. Journal of Physical Chemistry B 1997, 101, 817–824.

(9) Sørensen, M.; Voter, A. Journal of Chemical Physics 2000, 112, 9599–9606.

(10) Wang, F.; Landau, D. Physical Review Letters 2001, 86, 2050.

(11) Laio, A.; Gervasio, F. Reports on Progress in Physics 2008, 71, 126601.

(12) Laio, A.; Parrinello, M. Proceedings of the National Academy of Sciences 2002, 99, 12562–12566.

(13) Kästner, J. Wiley Interdisciplinary Reviews: Computational Molecular Science 2011, 1, 932–942.

(14) Torrie, G.; Valleau, J. Journal of Computational Physics 1977, 23, 187–199.

(15) Comer, J.; Gumbart, J.; Hénin, J.; Lelièvre, T.; Pohorille, A.; Chipot, C. Journal of Physical Chemistry B 2015, 119, 1129–1151.

(16) Hénin, J.; Chipot, C. Journal of Chemical Physics 2004, 121, 2904–2914.

(17) Darve, E.; Pohorille, A. Journal of Chemical Physics 2001, 115, 9169–9183.
(18) Mironov, V.; Alexeev, Y.; Mulligan, V.; Fedorov, D. *Journal of Computational Chemistry* 2019, *40*, 297–309.

(19) Ma, A.; Dinner, A. *Journal of Physical Chemistry B* 2005, *109*, 6769–6779.

(20) Gkeka, P.; Stoltz, G.; Barati Farimani, A.; Belkacemi, Z.; Ceriotti, M.; Chodera, J.; Dinner, A.; Ferguson, A.; Maillet, J.; Minoux, H.; Peter, C.; Pietrucci, F.; Silveira, A.; Tkatchenko, A.; Trstanova, Z.; Wiewiora, R.; Lelièvre, T. *Journal of Chemical Theory and Computation* 2020, *16*, 4757–4775.

(21) Glielmo, A.; Husic, B.; Rodriguez, A.; Clementi, C.; Noé, F.; Laio, A. *Chemical Reviews* 2021, *121*, 1909–1925.

(22) Sidky, H.; Chen, W.; Ferguson, A. *Molecular Physics* 2020, *118*, e1737742.

(23) Nüske, F.; Keller, B.; Pérez-Hernández, G.; Mey, A.; Noé, F. *Journal of Chemical Theory and Computation* 2014, *10*, 1739–1752.

(24) Klus, S.; Nüske, F.; Koltai, P.; Wu, H.; Kevrekidis, I.; Schütte, C.; Noé, F. *Journal of Nonlinear Science* 2018, *28*, 985–1010.

(25) Wu, H.; Nüske, F.; Paul, F.; Klus, S.; Koltai, P.; Noé, F. *Journal of Chemical Physics* 2017, *146*, 154104.

(26) Coifman, R.; Kevrekidis, I.; Lafon, S.; Maggioni, M.; Nadler, B. *Multiscale Modeling & Simulation* 2008, *7*, 842–864.

(27) Nadler, B.; Lafon, S.; Coifman, R.; Kevrekidis, I. *Applied and Computational Harmonic Analysis* 2006, *21*, 113–127.

(28) Husic, B.; Pande, V. *Journal of the American Chemical Society* 2018, *140*, 2386–2396.

(29) Chodera, J.; Noé, F. *Current Opinion in Structural Biology* 2014, *25*, 135–144.

(30) Molgedey, L.; Schuster, H. *Physical Review Letters* 1994, *72*, 3634.

(31) Mardt, A.; Pasquali, L.; Wu, H.; Noé, F. *Nature Communications* 2018, *9*, 1–11.
(32) Chen, W.; Sidky, H.; Ferguson, A. *Journal of Chemical Physics* 2019, 150, 214114.

(33) Sultan, M.; Pande, V. *Journal of Chemical Physics* 2018, 149, 094–106.

(34) Sultan, M.; Kiss, G.; Shukla, D.; Pande, V. *Journal of Chemical Theory and Computation* 2014, 10, 5217–5223.

(35) Peters, B.; Trout, B. *Journal of Chemical Physics* 2006, 125, 054108.

(36) Rogal, J.; Schneider, E.; Tuckerman, M. *Physical Review Letters* 2019, 123, 245701.

(37) Bonati, L.; Rizzi, V.; Parrinello, M. *Journal of Physical Chemistry Letters* 2020, 11, 2998–3004.

(38) Kramer, M. *Computers & Chemical Engineering* 1992, 16, 313–328.

(39) Wehmeyer, C.; Noé, F. *Journal of Chemical Physics* 2018, 148, 241703.

(40) Schöberl, M.; Zabaras, N.; Koutsourelakis, P.-S. *Journal of Chemical Physics* 2019, 150, 024109.

(41) Kingma, D.; Welling, M. *arXiv preprint arXiv:1312.6114* 2013.

(42) Hernández, C.; Wayment-Steele, H.; Sultan, M.; Husic, B.; Pande, V. *Physical Review E* 2018, 97, 062412.

(43) Varolgüneş, Y. B.; Bereau, T.; Rudzinski, J. *Machine Learning: Science and Technology* 2020, 1, 015012.

(44) Frassek, M.; Arjun, A.; Bollhuis, P. *Journal of Chemical Physics* 2021, 155, 064103.

(45) Felsberger, L.; Koutsourelakis, P.-S. *arXiv preprint arXiv:1802.03824* 2018.

(46) Ravindra, P.; Smith, Z.; Tiwary, P. *Molecular Systems Design & Engineering* 2020, 5, 339–348.

(47) Chen, W.; Ferguson, A. *Journal of Computational Chemistry* 2018, 39, 2079–2102.

(48) Chen, W.; Tan, A.; Ferguson, A. *Journal of Chemical Physics* 2018, 149, 072–312.

(49) Ribeiro, J.; Bravo, P.; Wang, Y.; Tiwary, P. *Journal of Chemical Physics* 2018, 149, 072301.
(50) Wang, Y.; Ribeiro, J. M. L.; Tiwary, P. Nature communications 2019, 10, 1–8.

(51) Plaut, E. arXiv preprint arXiv:1804.10253 2018,

(52) Bourlard, H.; Kamp, Y. Biological Cybernetics 1988, 59, 291–294.

(53) Park, S.; Sener, M.; Lu, D.; Schulten, K. Journal of Chemical Physics 2003, 119, 1313–1319.

(54) Lelièvre, T.; Rousset, M.; Stoltz, G. Journal of Chemical Physics 2007, 126, 134111.

(55) Alrachid, H.; Lelièvre, T. The SMAI Journal of Computational Mathematics 2015, 1, 55–82.

(56) Lesage, A.; Lelièvre, T.; Stoltz, G.; Hénin, J. Journal of Physical Chemistry B 2016, 121, 3676–3685.

(57) Lelièvre, T.; Rousset, M.; Stoltz, G. Free-energy Computations: A Mathematical Perspective; Imperial College Press, 2010.

(58) Chollet, F. Keras. 2015; https://github.com/fchollet/keras.

(59) Abadi, M.; Agarwal, A.; Barham, P.; Brevdo, E.; Zhifeng Chen, Z.; Citro, C.; Corrado, G.; Davis, A.; Dean, J.; Devin, M.; Ghemawat, S.; Goodfellow, I.; Harp, A.; Irving, G.; Isard, M.; Jia, Y.; Jozefowicz, R.; Kaiser, L.; Kudlur, M.; Levenberg, J.; Mané, D.; Monga, R.; Moore, S.; Murray, D.; Ola, C.; Schuster, M.; Shlens, J.; Steiner, B.; Sutskever, I.; Talwar, K.; Tucker, P.; Vanhoucke, V.; Vasudevan, V.; Viégas, F.; Vinyals, O.; Warden, P.; Wattenberg, M.; Wicke, M.; Yu, Y.; Zheng, X. TensorFlow: Large-scale machine learning on heterogeneous systems. 2015; http://tensorflow.org/ Software available from tensorflow.org.

(60) Eastman, P.; Swails, J.; Chodera, J.; McGibbon, R.; Zhao, Y.; Beauchamp, K.; Wang, L.; Simmonett, A.; Harrigan, M.; Stern, C.; Wiewiora, R.; Brooks, B.; Pande, V. PLOS Computational Biology 2017, 13, 1–17.

(61) Bonomi, M.; Bussi, G.; Camilloni, C.; Tribello, G.; Banáš, P.; Barducci, A.; Bernetti, M.; Bolhuis, P.; Bottaro, S.; Branduardi, D. Nature Methods 2019, 16, 670–673.
(62) Tribello, G.; Bonomi, M.; Branduardi, D.; Camilloni, C.; Bussi, G. Computer Physics Communications 2014, 185, 604–613.

(63) Chen, H.; Fu, H.; Shao, X.; Chipot, C.; Cai, W. Journal of chemical information and modeling 2018, 58, 1315–1318.

(64) openmm-plumed: OpenMM plugin to interface with Plumed. https://github.com/openmm/openmm-plumed.

(65) Fiorin, G.; Klein, M.; Hénin, J. Molecular Physics 2013, 111, 3345–3362.

(66) Kabsch, W. Acta Crystallographica Section A 1978, 34, 827–828.

(67) Kingma, D.; Ba, J. 3rd International Conference for Learning Representations 2014.

(68) Morgan, N.; Bourlard, H. In Advances in Neural Information Processing Systems 2; Touretzky, D. S., Ed.; Morgan-Kaufmann, 1990; pp 630–637.

(69) Hornak, V.; Abel, R.; Okur, A.; Strockbine, B.; Roitberg, A.; Simmerling, C. Proteins: Structure, Function, and Bioinformatics 2006, 65, 712–725.

(70) Lindorff-Larsen, K.; Piana, S.; Dror, R.; Shaw, D. Science 2011, 334, 517–520.

(71) Satoh, D.; Shimizu, K.; Nakamura, S.; Terada, T. FEBS Letters 2006, 580, 3422–3426.

(72) Lindorff-Larsen, K.; Piana, S.; Palmo, K.; Maragakis, P.; Klepeis, J.; Dror, R.; Shaw, D. Proteins: Structure, Function, and Bioinformatics 2010, 78, 1950–1958.

(73) Jorgensen, W.; Chandrasekhar, J.; Madura, J.; Impey, R.; Klein, M. Journal of Chemical Physics 1983, 79, 926–935.

(74) Hess, B.; Bekker, H.; Berendsen, H.; Fraaije, J. Journal of Computational Chemistry 1997, 18, 1463–1472.

(75) Bollhuis, P.; Dellago, C.; Chandler, D. Proceedings of the National Academy of Sciences 2000, 97, 5877–5882.
A Theoretical definitions and practical details

This section highlights some important theoretical and practical points on the implementation of FEBILAE.

A.1 Collective variables and free energy biasing

In MD, a common choice for the biased distribution $\tilde{\mu}$ is to consider a free energy biased distribution. In order to make this concept precise, we recall in this section some definitions on collective variables, free energy and free energy based biasing, including general formulas for the Boltzmann–Gibbs measure and the free energy biased measure. Here, we consider the positions of a given system $q = (q_1, \ldots, q_m)$, where $q_i \in \mathbb{R}^3$ for systems in vacuum or $(LT)^3$ in the case of periodic boundary conditions in a cubic box. We denote by $D = 3m$ the dimensionality of the system. For this system, the marginal of the canonical measure $\nu$ with respect to the positions $q$ is defined as:

$$\nu(dq) = Z_\nu^{-1} e^{-\beta V(q)} dq ,$$  

(A.1)

where $V : \mathbb{R}^D \to \mathbb{R}$ is the potential energy function, $Z_\nu = \int_{\mathbb{R}^D} e^{-\beta V(q)} dq$ is a normalization constant and $\beta = (k_B T)^{-1}$ is proportional to the inverse temperature. Here, $\nu$ corresponds to the original distribution $\mu$ considered in [1].

The full sampling of the canonical measure by molecular dynamics simulations is typically infeasible because of metastability. Many methods aim at overcoming this issue. In particular, free energy biasing methods change the original potential $V$ to $V - F \circ \xi$, where $F$ is the free energy associated with the collective variable $\xi : \mathbb{R}^D \to \mathbb{R}^d$. The CV $\xi$ is often chosen such
that \( \xi(q) = z \) is a slow process given the dynamical evolution equation of \( q \). The function \( \xi \) typically characterizes the conformational changes between metastable states. Recall that the free energy associated with a CV \( \xi \) and the canonical measure \( \nu \) is (up to an irrelevant additive constant):

\[
F(z) = -\frac{1}{\beta} \ln \left( \int_{\Sigma(z)} e^{-\beta V(q)} \delta_{\xi(q) = z}(dq) \right),
\]

(A.2)

where \( \Sigma(z) = \{ q \in \mathbb{R}^D, \xi(q) = z \} \) and the delta measure \( \delta_{\xi(q) = z}(dq) \) is supported on \( \Sigma(z) \). The density of the image of \( \nu \) by \( \xi \) is thus proportional to \( e^{-\beta F} \).

Free energy biasing corresponds to sampling the canonical measure associated with the bias potential \( V - F \circ \xi \), that is:

\[
\nu_F(dq) \propto e^{-\beta(V - F \circ \xi)(q)} dq.
\]

(A.3)

A simple computation shows that the marginal distribution in the \( \xi \) variable of this biased measure is uniform. Indeed, the density of the image of \( \nu_F \) by \( \xi \) is:

\[
\int_{\Sigma(z)} e^{-\beta(V(q) - F \circ \xi(q))} \delta_{\xi(q) = z}(dq) = e^{\beta F(z)} e^{-\beta F(z)} = 1.
\]

(A.4)

The biased measure \( e^{-\beta(V - F \circ \xi)(q)} dq \) thus has a uniform marginal law along \( \xi \). This implies that \( \xi(q_t) \) is less metastable under the free energy biased dynamics.

The biasing procedure is however only as good as the CV used to perform it: if most of the metastability of the system is captured by the CV \( \xi \) (i.e. when the CV effectively resolves the metastable states), the method effectively renders the dynamics diffusive and annihilates metastability; conversely, if the CV \( \xi \) fails to describe the most important metastable directions, biasing along it will likely be ineffective. This last point motivates the need to find a good choice of collective variable.
A.2 Autoencoder optimization step

The autoencoder is typically trained using a gradient descent optimization algorithm: the parameters $p$ are sequentially modified at each optimization step using a steepest descent algorithm with a stepsize $\eta > 0$ called the learning rate. In this paper, we use mini-batching to approximate the gradient of the loss function, meaning that each optimization step only uses a subset (a mini-batch) of the data to modify the parameters $p$. More precisely, we denote by $b$ the number of points in a mini-batch. The data is first randomly reshuffled, then at each learning step $r$, the loss is computed as the mean loss over datapoints $x^{rb+1}, \ldots, x^{(r+1)b}$:

$$L_r(p) = \frac{1}{b} \sum_{i=rb+1}^{(r+1)b} \|x^i - f_p(x^i)\|^2.$$

The parameters $p$ are thus updated as follows:

$$p_r = p_{r-1} - \eta \nabla_p L_r(p_{r-1}).$$

To compute the gradient $\nabla_p L_r(p_{r-1})$, back-propagation is used. The learning proceeds in epochs, where one epoch corresponds to the number of steps $\lfloor \frac{N}{b} \rfloor$ required to visit the entire dataset (with $\lfloor . \rfloor$ the integer part of a number). A maximum number of epochs is specified, after which training is stopped. The learning is usually stopped earlier, when the loss no longer decreases. To assess this, part of the data is used as a validation set: This subset is not used in training, and its mean loss is tracked to stop the gradient descent algorithm when it no longer decreases. This procedure is called early stopping. The validation loss is used instead of the total loss to stop the algorithm to avoid overfitting the dataset.

It is very important to note here that during learning and after, the model has access to the gradient of the value of any neuron with respect to the value of any other neuron from a previous layer (including the input). This is useful later, in the context of enhanced sampling, one needs to extract the mapping of the encoder and its gradient.
A.3 Multiple solutions

As mentioned in Section 2.3, the optimization problem does not necessarily have a unique solution. In addition, the learning loss can have multiple local minima. More precisely, the value $p_\mu$ obtained at the end of learning, which corresponds to one local minimum, may depend on the initial value given to $p$ at the beginning of the learning, and on the value of the learning rate $\eta$ used in the gradient descent. As a consequence, when we want to assess the impact of the distribution of the input data on the learned parameters, we make sure that, for a given test case, the numerical setting (initial parameters and topology of the autoencoder, optimization parameters, etc) are kept constant from one experiment to another.

A.4 Sample weights normalization

For all the experiments performed in this paper, the weights used in Equation (7) are the ones defined in Equation (6) multiplied by $N$. This is to follow the default weight normalization used by the keras module in python, which we use for all our experiments, and where the weights are normalized to sum to the number of samples: $\sum_{i=1}^{N} w_i = N$, instead of 1. Of course, this only adds a multiplicative factor to the loss, and thus does not change anything to the learning from a theoretical viewpoint. This is simply a practical choice that allows us to use default values for most of the parameters of the optimization procedure.

B Regression score to assess CV convergence

The AE-ABF algorithm stops when the CVs learned from the new iteration are sufficiently similar to the ones obtained from the previous iteration. We make precise in this section how this similarity is quantified.
The $R^2$ score in regression models

We consider a dataset $Z = (z^1, \ldots, z^N)$, with $z^i \in \mathbb{R}^p$, and corresponding values (called labels) $Y = (y^1, \ldots, y^N)$, with $y^i \in \mathbb{R}^{p'}$. We call an optimized regression model between $Z$ and $Y$ a mapping $M$ from the inputs $z^1, \ldots, z^N$ to the outputs $y^1, \ldots, y^N$ trained so as to minimize the error

$$\sum_{i=1}^N \|M(z^i) - y^i\|^2,$$

where $\| \cdot \|$ is the Euclidean norm. Here we consider a linear model, which corresponds to

$$M(z) = Wz + b,$$

for a given matrix $W \in \mathbb{R}^{p \times p'}$, and bias vector $b \in \mathbb{R}^{p'}$.

The precision of this regression model, for the data $Z$ and $Y$, can be assessed using the $R^2$ score, also called coefficient of determination:

$$R^2(M, Z, Y) = 1 - \frac{\sum_{i=1}^N \|y^i - M(z^i)\|^2}{\sum_{i=1}^N \|y^i - \bar{y}\|^2},$$

where $\bar{y} = \frac{1}{N} \sum_{i=1}^N y^i$. The $R^2$ score is thus simply the fraction of variance explained by the regression model $M$ over the dataset $(Z, Y)$. Note that this score is equal to 1 when the model $M$ is able to output exactly $y^i$ for each $z^i$. On the other hand, a baseline model which outputs $M(z^i) = \bar{y}$ for all $i$ will have a $R^2$ score equal to 0.

Using the $R^2$ score for CV comparison

To compare two CVs $\xi$ and $\xi'$ of dimensions $p$ and $p'$ respectively, we use a test trajectory $(q^1, \ldots, q^N)$. We then optimize a linear regression model $M$ between inputs $Z = (z^1, \ldots, z^N) = (\xi(q^1), \ldots, \xi(q^N))$ and labels $Y = (y^1, \ldots, y^N) = (\xi'(q^1), \ldots, \xi'(q^N))$. The CV score between $\xi$ and $\xi'$ is then defined as the coefficient of determination $R^2(M, Z, Y)$. Typically, $p' = p$ and $\xi = \xi_{i-1}$, the CV proposed at the $i$-th iteration of Algorithm 1 while $\xi' = \xi_i$. 62
Determining the threshold value $s_{\text{min}}$

The stopping rule of Algorithm 1 requires determining a value $s_{\text{min}}$ of the $R^2$ score above which one can consider that the CVs are sufficiently similar in order to stop the loop. Note that this value depends on various parameters, one of which is the size $N$ of the datasets that are used to learn the CVs. Let us illustrate one approach to determining $s_{\text{min}}$. In the setting considered in Section 5.1, the number of datapoints used for learning a new model at each iteration of AE-ABF is $N = 10^5$. To determine a reasonable value for $s_{\text{min}}$ with $N = 10^5$, we use the unbiased trajectories obtained as described in Sections 5.1.1 and 5.2.2. The unbiased dataset of $N_{\text{ref}} = 10^6$ points is randomly split into 10 subsets $S_1, \ldots, S_{10}$. An autoencoder is trained on each subset $S_k$ and a CV, $\xi_k$ is learned. Then the $R^2$ score between pairs $(\xi_k, \xi_\ell)$ is computed. This provides $\frac{10 \times 9}{2} = 45$ different values of the $R^2$ score when $N_{\text{ref}}/N = 10$. This operation can be repeated $r$ times to obtain $45r$ realisations of the $R^2$ score. This procedure allows to approximate the distribution of this score for $N = 10^5$. We choose to define $s_{\text{min}}$ as the 5% percentile of this distribution, that is to say, $s_{\text{min}}$ is such that 95% of the $45r$ values are larger than $s_{\text{min}}$. Figure B.1 shows the regression scores computed for alanine dipeptide and chignolin. For alanine dipeptide, using $r = 30$, and thus $1350$ realisations of $R^2$, we find $s_{\text{min}} \approx 0.996$. This motivates the choice of the value $s_{\text{min}} = 0.996$ considered in Section 5.1.1. For chignolin, using $r = 15$, and thus $675$ realisations of $R^2$, we find a much lower value: $s_{\text{min}} \approx 0.78$. The difference between the two values obtained for two different systems shows the necessity of determining the threshold $s_{\text{min}}$ for each new system.

Note that this method relies on having a large dataset (here $N_{\text{ref}} = 10N = 10^6$ samples) to sample $N$-sized subsets. In practice, this dataset may not be available at the beginning of the simulation. However, a dataset of size $N$ is sampled at each iteration of AE-ABF. After a number $N_{\text{it}}$ of iterations of the algorithm is achieved, the $N_{\text{it}}$ datasets which have been obtained can be compiled and used as a larger dataset of size $N_{\text{ref}} = N_{\text{it}}N$ to determine $s_{\text{min}}$. This means that $N_{\text{it}}$ iterations of Algorithm 1 are performed without checking the convergence of the CV, after which a value of $s_{\text{min}}$ is determined and Algorithm 1 is continued as usual.
Figure B.1: Histogram of the $R^2$ scores obtained using subsets of $N = 10^5$ points out of $10^6$ points. The vertical black line indicates the 5th percentile. Right. Alanine dipeptide. Left. Chignolin.

C Transferring information between iterations

C.1 Using trajectories from previous iterations

This section illustrates results of AE-ABF applied with a sliding window of $n_T = 1, 2$ or $3$ training trajectories: At iteration $i \geq 1$, the autoencoder is trained on the last $\min(n_T, i)$ sampled trajectories.

Recall that the results for alanine dipeptide given in Section 5 correspond to an implementation of the algorithm which includes a sliding window of $n_T = 2$ trajectories. Here, we use the 2D system of Section 2.5 as an illustrative example. We use a reduced trajectory horizon of only $2 \times 10^5$ timesteps at each iteration with $\Delta t = 10^{-3}$ and save samples every 5 timesteps. We therefore sample relatively small trajectories that do not always visit the three states of the configurational space, and simulations that are not sufficiently long the free energy profile to converge. We demonstrate here that for this case, using the two or three last trajectories for training ($n_T = 2$ or $3$ respectively) enables convergence, contrarily to using only the new trajectory ($n_T = 1$).

We run three instances of AE-ABF for 6 iterations each, using respectively a sliding window of $n_T = 1, 2$ and $3$ trajectories. The corresponding CVs are plotted using an unbiased test trajectory and shown in Figure C.1. These plots show that learning on only one trajectory
is not enough to achieve convergence to the CV $\xi(x, y) = x$, because the free energy does not converge, and the trajectories do not always explore the three metastable states. However, combining the trajectories enables convergence, as it allows for the resulting dataset to be complete (even if each trajectory only visits one of the two deep wells).

![Figure C.1: CVs obtained at consecutive iterations of AE-ABF using different numbers $n_T$ of previous trajectories as training data.](image)

C.2 Results with free energy initialization on the 2D toy example

At each iteration of AE-ABF, an eABF run can be divided into two periods over each region of the configurational space. The first period only ends when a good estimate of the free energy has been computed. During this part of the simulation, the estimated bias is either not applied (when not enough samples have been gathered in the corresponding bin), or is not an accurate enough estimate to allow for a full exploration of the configuration space and thus to obtain a correct free energy. The second period represents the actual biasing of the system using the converged estimate. The free energy initialization scheme introduced as
a refinement of our algorithm in Section 3 allows to reduce the time required for the first period, leaving more simulation time for the more important second period.

In this section, the free energy initialization procedure is implemented for the 2D three well potential system, to observe in practice the accuracy of this initialization and its impact on the convergence of the algorithm. This procedure is equivalent to running the same eABF while changing the biasing CV at each iteration of AE-ABF. To keep this ongoing eABF run consistent, at each new iteration, the simulation is started from the last sampled point of the previous iteration.

Note that the mean force initialization established in Equation (20) assumes a strong correlation between the consecutive CVs. Consequently, the initialization scheme is only applied when the regression score between the consecutive CVs is high enough. We chose to apply it when it is above $R^2_{\text{min}} = 0.9$.

Here, we reduce the trajectory time horizon to only $5 \times 10^4$ timesteps at each iteration with $\Delta t = 10^{-3}$, saving samples every 5 timesteps. Training is done over a sliding window of $n_T = 4$ trajectories. Without using free energy initialization, this time horizon is not enough to obtain CV convergence (even using $n_T = 4$ trajectories for learning), because the estimated free energy is far from stabilized.

Figure C.2 shows the progressive convergence of the CV learned at each iteration to a monotonic function of the coordinate $x_1$, and the matching values of the free energy initialization. It is directly observed that, as the learned CV stabilizes, the free energy initialization is more and more accurate.

D Additional details and results on alanine dipeptide

D.1 States and collective variables

Alanine dipeptide is a small molecule of 22 atoms, including 8 backbone atoms. Alanine dipeptide in vacuum has been extensively studied and used in previous works, which makes
Figure C.2: The initial guess of the free energy at iteration \( i \) (blue lines) is increasingly more similar to the free energy estimate at the end of iteration \( i \) (orange lines), as the CV converges (top scatter plots).

it a good choice for benchmarking. Figure D.1 shows the structure of the molecule and highlights the three metastable states of alanine dipeptide in vacuum.

Figure D.1: Alanine dipeptide. Left. Molecular structure. Right. Metastable states of the molecule in vacuum represented on the Ramachandran space using the free energy profile under a temperature of 300K (using 180 bins in each direction). Transition times between C5 and C7eq states are fairly short, unlike the transition times between these states and the C7ax state.

D.2 The FVE plateau method

Using the 1.5 \( \mu s \) unbiased trajectory obtained as described in Section 5.1.1, we train 10 different autoencoders with respective bottleneck dimensions 1, \ldots, 10. We then compute as explained
in Remark 1 the FVE value for each model, and plot these values to find a visual plateau in the FVE curve which allows to determine the optimal bottleneck dimensionality. The obtained FVE curve is shown in Figure D.2. A knee is observed at bottleneck dimension $d = 2$.

![FVE curve](image)

**Figure D.2**: FVE curve obtained using the 1.5 \( \mu \)s unbiased trajectory as training data. The plateau occurs at dimension $d = 2$.

### D.3 Real time regression scores of AE-ABF using the sampled trajectories

Table 1 above shows the $R^2$ scores between consecutive CVs of AE-ABF, using the 1.5 \( \mu \)s unbiased trajectory. As mentioned in the latter section, Table 1 only serves to analyze our results post run. In order to use the regression scores to establish a stopping rule, the long unbiased trajectory can of course not be used. Instead, the last two sampled *biased* trajectories are used at each iteration. Note that these trajectories are again reweighted to obtain the unbiased regression score. Table 3 shows the obtained scores, compared to the ones obtained by comparing to the reference CV constructed from the unbiased trajectory. The scores are quite similar. In particular, the convergence of the CV happens at the same iteration of AE-ABF for the score obtained from the long unbiased trajectory, and the ones obtained from the AE-ABF trajectories.
Table 3: Linear regression scores, AE-ABF for 9 iterations. Regression scores between consecutive CVs computed during the AE-ABF run using the sampled biased trajectories (first column), and using the long unbiased trajectory (second column).

| Iteration | over last 2 sampled trajectories | over reference trajectory |
|-----------|---------------------------------|---------------------------|
| 0         | −                               | −                         |
| 1         | 0.399                           | 0.872                     |
| 2         | 0.927                           | 0.868                     |
| 3         | 0.904                           | 0.922                     |
| 4         | 0.998                           | 0.999                     |
| 5         | 0.999                           | 0.999                     |
| 6         | 0.999                           | 0.999                     |
| 7         | 0.998                           | 0.999                     |
| 8         | 0.996                           | 0.998                     |
| 9         | 0.998                           | 0.999                     |

D.4 Additional results: reweighted versus unweighted CVs

One of the goals of our algorithm is to find the same autoencoder CV that would have been obtained using long unbiased simulations. The results in Section 5.1 demonstrate that this goal is attained: The converged AE-ABF CV achieves a high regression score with respect to the ground truth CV. We note however that the ground truth CV by construction contains little information on transition states compared to metastable states, as it is trained on unbiased simulations. Yet incorporating some of this information could potentially improve the CV’s ability to sample these transition states. Consequently, a CV that is trained on biased data may be more efficient in biasing the dynamics to enhance sampling.

In this section, we use the alanine dipeptide system to discuss this point. First, we compare in Section [D.4.1] the sampling properties of the ground truth CV of Figure 5 and a CV obtained from unweighted biased data. Second, we perform in Section [D.4.2] an AE-ABF run where the reweighting step is omitted. The sampled trajectories on this unweighted AE-ABF are visually compared to those of a regular AE-ABF.
D.4.1 Comparison between the ground truth CV and a CV obtained from unweighted biased trajectories

We compare here the ground truth CV shown in Figure 5 with a CV obtained from biased data. The latter CV is constructed by training an autoencoder on a simulation of 300 ns biased using the free energy associated with \((\Phi, \Psi)\), and applying no reweighting to the data points. The biased trajectory visits the quasi-totality of the \((\Phi, \Psi)\) space and sample multiple transitions. In this section, we denote by CV\(_g\) and CV\(_u\) the ground truth CV and the CV obtained from biased data, respectively (the subscript 'u' standing for 'unweighted'). The projections of CV\(_u\) and CV\(_g\) on the unbiased 1.5 \(\mu s\) dataset are shown in Figure D.3.

![Figure D.3: Projections of CV\(_g\) (left) and CV\(_u\) (right) over the 1.5 \(\mu s\) unbiased data, colored according to \(\Phi\) values for clarity.](image)

To compare the two CVs, we use the following methods:

- **Regression scores:** we measure the CVs’ correlation to the dihedrals \(\Phi\) and \(\Psi\) using the value of the regression score between each CV and the \((\Phi, \Psi)\) vector. CV\(_g\) achieves a regression score of 0.967, whereas the regression score of CV\(_u\) is 0.880. However, these scores are computed over configuration from the 1.5 \(\mu s\) unbiased trajectory, which contains only few transition states. We therefore also compute the regression scores using this time the 300 ns \((\Phi, \Psi)\)-biased trajectory which served as training data for learning CV\(_u\). This biased trajectory achieves a large number of transitions (over}
5000 transitions between the C5-C7eq and the C7ax states). Over this trajectory, the computed regression scores between the CVs and \((\Phi, \Psi)\) are in general significantly lower. However, CV\(_g\) still achieves a higher regression score (0.781) than CV\(_u\) (0.410).

When measuring these regression scores over the transition states alone, both scores are lower than 0.5, but this time CV\(_u\) outperforms CV\(_g\) (0.45 to 0.39). Here, transition state regions were determined approximately using values of \(\Phi\), with transition states corresponding to \(\Phi \in [-0.5, 0.5] \cup [1.8, 2.6]\).

These results indicate that in the case of alanine dipeptide, the unweighted CV does not seem to gain valuable information over the ground truth CV from the transition states in the dataset, and even loses \((\Phi, \Psi)\)-related information overall. One possible explanation can be the presence of "unrealistic" conformations in the biased data that are not canceled out by reweighting.

- **Convergence of the free energy.** We run two eABF simulations, using CV\(_g\) and CV\(_u\). As done in Section 5.1 for the final free (see in particular (21)), at any time \(t\) of the obtained trajectory, the intermediate estimates \(G_t\) of the CV’s free energy can be used to compute an intermediate approximation \(\tilde{F}_t\) of the \((\Phi, \Psi)\) free energy \(F\) by reweighting histograms.

The error between the current estimate of the mean force \(\tilde{F}_t\) and the final estimate \(\tilde{F}_{\text{final}}\) obtained at the end of the simulation is computed at each timestep \(t\) as a weighted \(\ell_2\)-distance between these two quantities:

\[
\Delta F_t = \sqrt{\sum_{j,l=1}^{k} \exp(-\beta F^{j,l}) \left( \tilde{F}_t^{j,l} - \tilde{F}_{\text{final}}^{j,l} \right)^2},
\]

where the sum is over all bins \((j, l)\) of \((\Phi, \Psi)\) and \(F^{j,l}\) is the value of the reference free energy in the bin \(j, l\).
Remark D.1. The free energies are defined up to additive constants. In this paper, two values (e.g. estimates) \( F_1 \) and \( F_2 \) of the free energy are always optimally aligned by shifting them so as to minimize the \( \ell_2 \)-distance defined in (D.1), where \( (\tilde{F}_{t,j,l} - \tilde{F}_{\text{final}}) \) is replaced by \( (F_{j,l}^1 - F_{j,l}^2) \).

In order to assess the convergence speed of the free energy for each eABF run, we plot the time dependent value \( \Delta F_t \). As a point of comparison, the same protocol is used to compute approximations of \( F \) and their convergence speed using eABFs with the dihedrals \((\Phi, \Psi)\). In all three cases, the biasing CV (i.e. the ground truth CV, the \((\Phi, \Psi)\) dihedrals, or the CV obtained from unweighted biased data) is rescaled to have a range in \([-1, 1]^2\), and the number of bins in each direction is 50. Sampled points are saved every 10 timesteps. The simulations are 250ns long, which allows for free energy convergence. Figure [D.4] shows the value of \( \beta \Delta F_t \) as a function of the eABF simulation time for the three CVs.

![Graph showing the evolution of the distance \( \beta \Delta F_t \) between the final and current estimates of the free energy profiles, as a function of time.](image)

It can be observed that the ground truth CV free energy profile stabilizes within a
small simulation time comparable to that of the \((\Phi, \Psi)\) CV. This indicates that the conformational space is relatively well explored in a small amount of time when biasing with the ground truth CV. The convergence of the free energy profile for the CV obtained from unweighted biased data is slower, and even seems to not completely be reached at 250 ns.

- **Sampling transition states:** Finally, we compare \(CV_g\) and \(CV_u\) by estimating their ability to sample transitions between the \(C5/C7eq\) and the \(C7ax\) states. For this, we sample 2 eABF trajectories for each of \(CV_g\), \(CV_u\), and of \((\Phi, \Psi)\) for comparison. We divide the \(\Phi\) space into 4 regions: \(C5/C7eq\), TS1, C7ax, and TS2, corresponding respectively to: \([-\pi, -0.5] \cup [2.6, \pi]\), \([-0.5, 0.5]\), \([0.5, 1.7]\), and \([1.8, 2.6]\). We then plot in Figure D.5 the regions sampled along the 6 eABF simulations using the sampled values of \(\Phi\). Figure D.5 shows that \(CV_g\) enables a more efficient sampling of regions \(C5/C7eq\), TS1 and C7ax than \(CV_u\). The \(CV_u\) eABF trajectories seem to occasionally stay trapped in the \(C5/C7eq\) basin. Neither CV enables very high sampling of TS2 (compared to the other three regions, and especially compared to eABFs with \((\Phi, \Psi)\)). However \(CV_u\) eABF trajectories visit this region more often than \(CV_g\) eABF trajectories do.

In general, the obtained results suggest that \(CV_g\) is more efficient at sampling than \(CV_u\). The latter even seems to be a rather poor choice of CV. However, it is important to note that our choice of a unweighted biased data does not constitute the only way of learning a CV from biased data, nor of incorporating transition state information into the CV. One could for instance only apply some partial reweighting to the data points, in order to remove the most unlikely configurations under the Boltzmann–Gibbs measure, while still keeping transition states associated with sufficiently low free energy barriers.

### D.4.2 AE-ABF without reweighting

This section presents the results of performing AE-ABF without reweighting. The unweighted AE-ABF is run for 9 iterations, using the same parameters as in Section 4.2, but of course
without the use of reweighting to unbias the training. Just as was done for the reweighted results, we compute, for each iteration, the regression score of the learned CV with respect to the previous CV and with respect to \((\Phi, \Psi)\). Table 4 shows the obtained values. The regression scores between consecutive CVs are consistently lower than those obtained with the reweighted AE-ABF. More importantly, these regression scores are lower than the threshold \(s_{\min} = 0.996\) determined in Supp. Mat. Section B indicating that we cannot consider the CV to be converged. It is also important to note that the regression scores between the CVs and \((\Phi, \Psi)\) is lower than with reweighted AE-ABF. These results are in accordance with the results obtained in the comparison between the unbiased ground truth and the biased CV in the previous section.

Figure D.5: State assigned to each sample over 50ns eABF trajectories. Top: eABFs using \(CV_g\). Middle: eABFs using \(CV_u\). Bottom: eABFs using \((\Phi, \Psi)\).
Table 4: Linear regression scores with unweighted AE-ABF for 9 iterations. Each line corresponds to an iteration. The regression score is computed between the learned CV and: the CV from the previous iteration (second column); the 2D vector (Φ, Ψ) (third column). CV convergence does not occur. The regression score values with respect to (Φ, Ψ) are generally lower than those obtained with reweighted AE-ABF.

| Iteration | previous CV | (Φ, Ψ) |
|-----------|-------------|--------|
| 0         | −           | 0.935  |
| 1         | 0.850       | 0.896  |
| 2         | 0.915       | 0.963  |
| 3         | 0.987       | 0.924  |
| 4         | 0.911       | 0.910  |
| 5         | 0.935       | 0.902  |
| 6         | 0.882       | 0.935  |
| 7         | 0.850       | 0.879  |
| 8         | 0.901       | 0.890  |

In addition, we plot in Figure D.6 the sampled regions of the Ramachandran space at each iteration. It can be observed that the sampled trajectories are similar to those obtained with the regular weighted AE-ABF. Figure D.7 shows the learned CV at each iteration projected on the unbiased 1.5 µs trajectory. It can be seen that, as implied by the values of the regression scores reported in Table 4, the learned CV does not converge.

While CVs trained on biased data do not seem to outperform CVs trained on unbiased (or reweighted) data in this particular test case, we cannot generalize this statement to every system. In cases where biased CVs would provide a sampling advantage, it would be interesting to test a hybrid version of our iterative algorithm where two CVs are computed at each iteration: one with reweighting to check the convergence of the algorithm, and one without reweighting to perform the next round of enhanced sampling.
Figure D.6: AE-ABF for 8 iterations without reweighting (not all are shown here). Ramachandran scatter plots of each trajectory. The coloring corresponds to values of the first component of the CVs (Left) and the values of the second component of the CVs (Right). The sampled \((\Phi, \Psi)\) regions are generally the same as those sampled during reweighted AE-ABF.
Figure D.7: Autoencoder CVs through 9 iterations of AE-ABF without reweighting. The CVs are scatter plotted with $\Phi$ and $\Psi$ colorings. The plots show that the CVs obtained at each iteration are not visually similar to the ground truth CV shown in Figure 5 or to each other.
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