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Abstract

Predictions made by neural networks can be fraudu-
ently altered by so-called poisoning attacks. A special case
are backdoor poisoning attacks. We study suitable detec-
tion methods and introduce a new method called Heatmap
Clustering. There, we apply a k-means clustering algorithm
on heatmaps produced by the state-of-the-art explainable
AI method Layer-wise relevance propagation. The goal is
to separate poisoned from un-poisoned data in the dataset.
We compare this method with a similar method, called Ac-
tivation Clustering, which also uses k-means clustering
but applies it on the activation of certain hidden layers of
the neural network as input. We test the performance of
both approaches for standard backdoor poisoning attacks,
label-consistent poisoning attacks and label-consistent poi-
soning attacks with reduced amplitude stickers. We show
that Heatmap Clustering consistently performs better than
Activation Clustering. However, when considering label-
consistent poisoning attacks, the latter method also yields
good detection performance.

1. Introduction

According to [33] we find ourselves in the third wave of
artificial intelligence. Deep neural networks are used in nu-
merous fields like production, advertising, communication,
biometrics and the automotive domain.

As the size of networks increases, so does their per-
formance, but this comes at the cost of computational
efficiency and work for curating high-quality datasets. As
a consequence, ML researchers tend to make heavy use
of training data from external sources, use pre-trained
networks or even outsource training entirely to a third
party. All of this introduces opportunities for manipulating
the datasets. Such manipulations can introduce so-called
backdoors in the network in what is called a poisoning
attack [9]. In backdoor poisoning attacks, the attacker
poisons the dataset by manipulating data points with a
special trigger pattern. In an image classification task, this
trigger pattern is a visual pattern affixed on the image.
After training on the poisoned dataset, the network falsely
classifies samples containing the trigger as a target class
chosen by the attacker. In the absence of the trigger, the
data point is classified correctly, thus detecting backdoor
poisoning attacks is challenging.

Our Contribution. We present a novel method for de-
tecting backdoor poisoning attacks by analyzing the deci-
sion strategies used by the neural network on different data
points. To explore these strategies, we use Layer-wise Re-
levance Propagation (LRP) [6], feed the resulting data rep-
resentation into a clustering algorithm and use the Gromov-
Wasserstein (GW) [16] distance as distance measure. We
demonstrate the performance of our approach and compare
it to prior backdoor detection methods.

2. Related Work

Poisoning Attacks. In standard backdoor attacks, the
image label of poisoned data points is not consistent with
its content as perceived by a human observer. Poisoned data
points can in principle be detected by human inspection,
but due to the large size of datasets a manual approach
is infeasible. Label-consistent backdoor poisoning at-
tacks [43] eliminate this inconsistency while still aiming
for the network learning the backdoor trigger. As a result,
these label-consistent backdoor poisoning attacks are even
harder to detect. The authors also introduce methods to
reduce the visibility of triggers by the human eye. So far,
there is no known detection method for label-consistent
backdoor poisoning attacks to the best of our knowledge.

Detection Methods. Various methods have been developed
to detect poisoning attacks on neural networks. Most of
these methods are motivated by the fact that poisoned data points are in some sense outliers and the neural networks must learn special strategies to process them correctly. The detection methods thus aim to use clustering methods to separate these special strategies from the inference used on unpoisoned data points. To this end, the methods leverage additional information.

Activation Clustering [12] uses PCA to reduce the dimension of activations of intermediate network layers before feeding them as an input to a clustering algorithm. In [42], Spectral Signatures (SpecSig) are introduced. They are a property of all known backdoors and allow using tools from robust statistics to thwart the attacks. Specifically, the authors show that standard backdoor poisoning attacks tend to leave behind a detectable trace in the feature representation learned by the neural network.

In [4] the detection of clever hans (CH) and backdoor artifacts using SpecSig is considered. Clever hans artifacts are spurious correlations in the training data that are exploited by the model. The authors’ experimental results show that SpecSig works well for detecting standard backdoor attacks. In the case of CH artifacts, however, SpecSig only produces results that are only slightly better than random guessing. Since the fundamental concept of label-consistent poisoning attacks and CH artifacts is the same (although the setting in poisoning attacks is adversarial, whereas CH artifacts are not introduced on purpose), we pursue the general approach from [4] and aim to detect all types of poisoning attacks by applying a \( k \)-means clustering method on data representations which are produced by Explainable Artificial Intelligence (XAI) methods. The idea of using an XAI method is inspired by the work of [2], where CH artifacts are detected by inspecting which strategies the networks use to arrive at the same classification output.

**Explainable Artificial Intelligence.** Explainable Artificial Intelligence deals with methods to explain models or single decisions of a model.

Due to the complexity of neural networks, it is difficult to explain their inner functionality in a comprehensible manner. In discussing this issue, [24] introduced the concepts of transparency (also called interpretability) and explainability. If a model is transparent, it is self-explanatory and one understands the model inputs. If a model is too complex, the state of transparency cannot be reached. In that case, the understanding of the model can still be improved by using local or global explanation methods [20]. Local methods aim at explaining the model behavior regarding single inputs. Important local methods include attribution-based methods (sensitivity analysis [7], LRP [6], DeepLIFT [37], Integrated Gradients [40], Grad-CAM [35], Guided Backpropagation), SHAP values [32] and surrogate-based methods such as LIME [31]. On the other hand, global methods try to improve the understanding of the model behavior as a whole. Global methods include Spectral Relevance Analysis (SpRAY) [23], Feature Visualization [27] and Network Dissection [8].

### 3. Poisoning Attacks

For a classification task performed by a neural network \( f = f_\theta : \mathbb{R}^d \rightarrow \mathbb{R}^K \), let \( d \) be the input dimension and \( K \) the number of different classes. \( \theta = (w, b) \) denotes the collection of parameters of the neural network.

For an input \( x \) the predicted output label \( y_{pred} \) is given by

\[
y_{pred} = \arg \max_{j=1,...,K} f_j(x)
\]

The network is trained on data pairs of images and labels \( \mathcal{D} = \{(x_i, y_i) | i = 1, \ldots, N\} \), where \( N \) is the total number of images in the training dataset.

Attacks that are performed on fully trained networks during the inference phase in order to manipulate the model output are known as adversarial attacks and are extensively studied in the literature [13, 15, 21, 28]. In the setting of poisoning attacks [9, 17, 36, 43], which is our concern in this article, the attack happens before the training process. If the attacker has access to the dataset, he can either manipulate existing data points or add additional ones.

In general, poisoning attacks aim to weaken the performance of the trained network either in general or just on a specific class. Backdoor poisoning attacks introduce a backdoor trigger in a data point. If the trigger is present in a data point at inference time, a network trained on the manipulated dataset will classify that data point as an element of the target class chosen by the attacker. If there is no backdoor trigger in the data point, it is classified as belonging to the original class.

Poisoning attacks can be executed on different data types. This paper focuses on poisoning attacks on image classification tasks.

#### 3.1. Label-consistent Poisoning Attacks

In contrast to standard backdoor attacks, the image label for label-consistent attacks as introduced in [43] is not changed during an attack. In a label-consistent attack, the attacker chooses a target class and introduces a trigger in images of this class with the goal that the network learns the trigger instead of other information in these images. To achieve this behavior the attacker uses a second neural network as a surrogate model to deteriorate the data quality of the manipulated images before introducing the trigger. This step is necessary to get a successful attack with poisoned images which are still looking like the original images. If the attack is successful, the trigger is learned by the neural
network and can be applied to any image presented during inference time to force a wrong classification towards the target class.

The poisoned samples \( x_{adv} \) according to [43] are created by using a projective gradient descent method [25] as follows:

\[
x_{adv} = \arg \max_{\|x'-x\|_p \leq \varepsilon} \mathcal{L}(x', y, \theta_2), \quad 1 \leq p \leq \infty
\]

where \( x \) is the original data point with label \( y \), \( \theta_2 \) represents the parameters of the second neural network used by the attacker and \( \mathcal{L} \) is the loss function. The attacker thus creates a new data point whose distance to the original data point is bounded by \( \varepsilon > 0 \) in the \( p \)-norm. As the last step, the trigger is placed on this new data point as mentioned above. Examples of poisoned data points from our experiments are shown in Figure 1.

![Figure 1. Examples of poisoned data points.](image)

### 3.2. Attacks with reduced amplitude stickers

In order to make these label-consistent attacks even harder to detect, the use of so-called amplitude stickers has been proposed [12] to make the trigger less visible. Instead of changing the values of a number of pixels completely, a fixed amplitude value \( amp \in \{0, \ldots, 255\} \) is added to all three channels of a fixed number of pixels. Reducing the amplitude value results in backdoor poisoning attacks which are even harder to detect and can barely be perceived by the human eye. Examples of such amplitude stickers from our experiments are shown in Figure 2.

![Figure 2. Poisoned data points with reduced amplitude trigger in the lower right corner with amplitudes \( amp = 32, 64, 255 \).](image)

### 4. Defenses

The goal of poisoning detection methods is to find the manipulated data samples to remove them from the dataset. In the following, we assume that we have one attacked class, which is poisoned by adding a small number of data points including a backdoor trigger, which results in a false classification of data points including this specific trigger. Additionally we assume that the defender has already established which class is suspicious in the sense that it could possibly contain manipulated data points. Methods to find suspicious classes are discussed in [2].

Therefore, our main idea is to cluster the attacked class into two subsets: one containing the original data points and the other one containing the manipulated data points. To this end, an unsupervised clustering algorithm is used.

#### Clustering methods

The important characteristics of the clustering method are the data representation as well as the distance measure used, which is also used to compute the mean value for the \( k \)-means clustering. We compare three different approaches:

- **Clustering on raw image data** The first approach applies \( k \)-means clustering directly on the image data. Each image is PCA-reduced before applying the \( k \)-means-algorithm.

- **Activation Clustering** Activation Clustering [12] uses the activations of one of the hidden layers of the neural network as the input of the clustering algorithm. This way, the clustering algorithm can take additional information which is more specific to the network under attack and the decision strategies it has learned into account.

- **Heatmap Clustering** Our novel approach extends Activation Clustering by using information that is more pertinent to the decision strategies learned by the neural network. More specifically, we use heatmaps generated by LRP as the image representation. We also modify the distance measure to consider both mass (relevances) and distance between points on the heatmaps for the definition of the distance between images. This defines the so-called Gromov-Wasserstein distance [16, 26].

In the following section, we explain both the calculation of heatmaps using the Layer-Wise Relevance Propagation method [6] and the modification of the distance measure.

### 5. Methods and Metrics

In this section, we present metrics for evaluating poisoning attacks and countermeasures, the clustering algorithm, methods to create specific data representations as well as the dataset and neural network we used.

#### 5.1. Metrics for evaluating poisoning attacks

In this section, we introduce a measure to express how successful a poisoning attack is. For a specific class of im-
ages we place the trigger in every image of the test dataset and count how many poisoned data points are classified correctly versus how many are assigned to the target class, as desired by the attacker. We refer to the rate of poisoned images classified as the target class as the attack success rate (ASR).

To evaluate label-consistent poisoning attacks we introduce the selected trigger to all images of all classes except the target class in the test dataset. We again compute the number of poisoned images per class that are classified as the target class. When compared to the total number of images, this defines a per-class ASR. We also define the mean attack success rate (MASR), which considers all classes except the target class.

Following the procedure in [43], we use trigger stickers with the full amplitude in the evaluation.

5.2. Metrics for evaluating detection algorithms

In order to quantify how well a defence method can detect the poisoning attacks, we again count the number of true positives (TP), true negatives (TN), false positives (FP) and false negatives (FN) from the binary classification results of the defence method. We call the accuracy (ACC), true positive rate (TPR) and true negative rate (TNR) the detection rates.

5.3. k-means Clustering

In order to separate manipulated data from non-manipulated data in a suspicious class, we use k-means++ [5], which is a form of the k-means algorithm with better initialization of the first k cluster centers. After picking the first cluster center, the k − 1 remaining ones are not chosen completely at random, but depending on the maximum distance to the first one. This is intended to increase the convergence of the k-means algorithm.

5.4. Layer-wise Relevance Propagation

The concept of Layer-wise Relevance Propagation (LRP) allows computing a so-called heatmap. LRP was first introduced in [6] and later formally derived for deep neural networks [10].

The idea of LRP is to create a relationship between the output \( f(x) \) of a neural network \( f : \mathbb{R}^d \to \mathbb{R}^K \) and the input \( x \). The output of the last layer of the neural network is interpreted as the relevance towards a specific class. These relevance values are then propagated backwards from layer to layer through the network towards the input layer.

The algorithm preserves the total relevance towards a class \( j \) while it is propagated from layer \( l + 1 \) to layer \( l \) in the following way:

\[
f_j(x) = \ldots = \sum_{d=1}^{V(l+1)} R_{d(l+1)} = \sum_{d=1}^{V(l)} R_{d(l)} = \ldots = \sum_{d=1}^{V(1)} R_{d(1)},
\]

where \( V(l) \) is the dimension of layer \( l \) and \( R_{d(l)} \) are the relevances of the neurons in layer \( l \). Various relevance propagation rules for different layers with different characteristics have been proposed [10, 22].

The result yielded by LRP is a relevance score for each input neuron towards a specific classification result. The relevance scores of the input layer can easily be visualized as a heatmap by summing over all color channels of an image. The result for one poisoned image is shown in Figure 3.

As a preprocessing step before applying clustering, we restrict each heatmap to the pixels accounting for the top 99% of its relevance.

The heatmaps and the position of the remaining most relevant pixels are shown in Figure 4 for two poisoned images.
5.5. Gromov-Wasserstein-Distance

In contrast to clustering on raw image data and Activation Clustering, for our clustering approach based on heatmaps we use the Gromov-Wasserstein distance (GWD) [16, 29, 30], which is a distance measure between metric-measures-spaces $(X, d_X, \mu_X)$, where $d_X$ is a distance measure and $\mu_X$ is a measure on the ground space $X$. The idea is to use $l^2$ as the distance and the relevance scores of a heatmap, calculated by LRP, define a measure on the ground space. We then want to compute distances between representations $(C_1, p_1)$ and $(C_2, p_2)$, where $C \in \mathbb{R}^{n_1 \times n_1}$ is the distance matrix of pair-wise $l^2$-distances between pixels and $p \in \mathbb{R}^{n_1}$ is the distribution of relevance over all pixels of an image.

Using the GWD we get a rotation- and translation-invariant distance measure [44]. This way we get a better distance measure in comparison to the euclidean distance in the sense, that images containing a backdoor trigger are still “close” even if the backdoor trigger is placed at different positions in two images.

While running the $k$-means algorithm we have to compute distances to all $k$ different means and recalculate $k$ different means in each iteration. In the case of the GWD the mean is a so-called Gromov-Wasserstein barycenter [1].

5.6. Network

For our experiments we use one of the popular network architectures in image recognition called Inception [41]. We use a modified version of the Inception-v3 architecture, which contains only one of the Inception modules. As a consequence, our network has only about one million trainable parameters as opposed to 24 million for the standard Inception-v3 network.

Training. For training, we used cross-entropy as the loss function and Adam [19] as the optimizer. We use a maximum number of 100 training epochs with early stopping that aborts the training process if the validation loss has not decreased any further for 20 epochs.

Data augmentation. While training we use the following data augmentation to read the image data: RandomResizedCrop, RandomRotation, ColorJitter, RandomAffine, RandomGrayscale, Normalisation from the PyTorch toolbox [1].

5.7. Dataset

The dataset we use is the German Traffic Sign Recognition Benchmark [38,39]. It contains more than 52,000 RGB images which are scaled to pixel size $32 \times 32$ in 43 different classes of German traffic signs. 75 percent of the data is used for training and validation and 25 percent for testing. One image of each of the 43 classes is shown in Figure 5.

6. Experiments

In this section, we explain the implementation of the poisoning attacks and defences and discuss the chosen parameters. The full code is available online [2].

6.1. Poisoning Attacks

We implement a targeted backdoor poisoning attack. We initially tried to attack the stop sign class since this would have the maximum adverse effect in practice. However, due to the relatively low amount of stop signs in the dataset and the needed change of labels, which would imply moving some stop signs to another class and therefore reducing the number of images in the stop sign class, we decided against this and instead chose to implement an attack for classifying speed limit 50 signs as speed limit 80 signs. From an attacker’s perspective, this attack is somewhat weaker as its consequences in practice would be less catastrophic.

In [12,17] the used datasets also include a bounding box, which is used to determine the exact position of the pixels which are to be manipulated. Since bounding boxes are not available for our dataset, we inserted the pixel block containing the trigger at random in a window of $10 \times 15$ pixels in the center of the image.

Parameters for the attacks are the size of the backdoor trigger and the percentage of poisoned images in the poisoned class. We denote by $s$ the side length in pixels of the quadratic trigger pattern and consider $s \in \{1, 2, 3\}$ in our experiments. $p$ denotes the percentage of poisoned images in the attacked class.

---

1[https://pytorch.org/vision/main/transforms.html]

2[https://github.com/lukasschulth/MA-Detection-of-Poisoning-Attacks]
Table 1. Comparison of the performance of the detection of different attacks using Activation Clustering and Heatmap Clustering with $s = 3$.

| Percentage of poisoned data | ASR | Detection Rate | Proposed Method | Heatmap Clustering Detection Rate |
|-----------------------------|-----|----------------|-----------------|-----------------------------------|
|                             |     | ACC  | TPR  | TNR  | ACC    | TPR  | TNR   |
| 33                          | 100 | 94.76 | 90.77 | 96.73 | 99.96  | 99.88 | 100.00|
| 15                          | 100 | 76.51 | 99.31 | 72.48 | 100.00 | 100.00| 100.00|
| 10                          | 100 | 87.62 | 96.17 | 86.17 | 99.29  | 92.9  | 100.00|
| 5                           | 100 | 57.92 | 20.69 | 59.88 | 90.8   | 99.94 | 99.94 |
| 2                           | 100 | 52.91 | 0.0   | 54.0  | 52.85  | 0.0   | 53.94 |

6.1.1 Standard Backdoor Poisoning Attacks
For standard attacks, we fix the percentage $p$ and side length $s$ first. We then choose the number of speed limit 50 signs and change their label to speed limit 80 after adding a yellow-green pixel sticker such that the proportion in the speed limit 80 class is equal to $p$.

6.1.2 Label-consistent Poisoning Attacks
For label-consistent poisoning attacks, we first use a second network to reduce the performance of the targeted network when classifying the chosen images. We assume the attacker has full knowledge of the used network architecture and can use the same architecture to distort the images. Therefore, we used the same training setup and projective gradient descent with $n = 5$ iterations and step size $= 0.015$ to distort the images before adding the sticker.

6.1.3 Label-consistent Poisoning Attacks with reduced sticker amplitudes
For label-consistent poisoning attacks with reduced sticker amplitude, we fix the side length to $s = 3$ and use the amplitude $amp$ as a new parameter, which is added or subtracted to the color channels depending on the pixel position inside the pixel block. We choose amplitudes of $amp \in \{256, 128, 64\}$. Instead of placing the amplitude trigger of size $3 \times 3$ pixels randomly, we ensure that its lower right pixel has a distance of 10 pixels to the right and bottom edge of the image. This is a modification of the sticker placement policy used in [43]. Placing the sticker in this way makes sure it is not cut off while using different data augmentation strategies (e.g. cropping) during training.

6.2. Defences
Activation Clustering
Before clustering the image data using $k$-means, we reduced the data to 10 dimension using PCA [45].

Layer-wise Relevance Propagation
For the implementation of LRP, we used the work of [11] and adjusted it to the the inception modules. We also added propagation rules for BatchNorm-layers following the ideas of [22].

Calculation of Gromov Wasserstein Distances
The entropy-regularized Gromov-Wasserstein distance is an approximation of the Gromov-Wasserstein distance that can easily be calculated by using the Python Optimal Transport Toolbox [14]. This library can also handle the calculation of GW-barycenters.

7. Results
In this section we compare the performance of Activation and Heatmap Clustering.

Before comparing both methods, we determine the performance for clustering on the raw data as a baseline. In this case, we try to detect standard attacks with quadratic stickers of side length $s = 3$ and percentages of manipulated data in the class in question. We use two different methods for dimensionality reduction (PCA$^3$ and FastICA$^4$). The results are shown in Table 3.

We can see that in both cases the accuracy is about $2/3$. From the TPR we see that using PCA performs better than using FastICA, but still misses half of the poisoned data. Regarding the TNR, we can see that in both cases about the same number of images are falsely classified as poisoned.

7.1. Standard Backdoor Poisoning Attacks
We now compare Activation and Heatmap clustering for different standard attacks. In Table 1 we can see the performance of both methods for attacks with a quadratic sticker of side length $s = 3$ and percentages of manipulated data ranging from $33\%$ down to $2\%$.

Firstly, we can see that the attack success rate for all percentages of manipulated data is at $100\%$. As we can see,
| p   | MASR | ACC  | TPR  | TNR  | Detection Rate (AC) | Detection Rate (HC) |
|-----|------|------|------|------|---------------------|---------------------|
| 33  | 90.98| 99.09| 97.24| 100.0| ACC  | TPR  | TNR  |
| 15  | 83.15| 96.42| 89.15| 100.0| 99.58  | 98.71 | 100.0 |
| 10  | 90.45| 98.97| 89.7 | 100.0| 99.82  | 98.18 | 100.0 |
| 5   | 84.77| 99.09| 84.15| 99.87| 99.82  | 96.34 | 100.0 |
| 2   | 83.51| 56.3 | 100.00 | 55.33 | 54.42  | 100.00 | 54.42 |

Table 2. Comparison of the performance of the detection algorithms in detecting label-consistent poisoning attacks for different percentages of poisoned data using the yellow-green pixel sticker with $s = 3$.

| PCA  | FastICA |
|------|---------|
| ACC  | 65.49   |
| TPR  | 51.54   |
| TNR  | 72.36   |

Table 3. Clustering result of clustering on raw image data reduced in dimensionality for standard attacks with 33 percent manipulated data and quadratic sticker of side length $s = 3$.

7.2. Label-consistent Poisoning Attacks

We now look at the detection rates in the case of label-consistent poisoning attacks. Results are shown in Table 2. We can see that both detection methods detect the attacks fairly well, where HC is missing a few poisoned data samples less, which results in higher TPR and slightly higher accuracy.

7.3. Label-consistent Poisoning Attacks with reduced sticker amplitudes

We now compare both detection algorithms for poisoning attacks with amplitude stickers with reduced amplitude. Results for the detection of these attacks are shown in Table 4.

We again look at the MASR. We can see that reducing the amplitude from 128 to 32 results in a strong decay of the MASR. In Figure 6, the attack rates for each individual class except the target class are shown for 33 percent of poisoned data.

7.4. Further experiments

We noticed different results depending on the position of the trigger as well as the choice of images to manipulate. In order to compare both detection methods more reliably, we therefore ran the experiments in the case of label-consistent backdoor attacks for 10 times with different positions of the backdoor trigger and a random choice of the manipulated images and calculated mean and variance for the detection rates. We ran these experiments for 33% and 15% of poisoned data. The results are shown in Table 5.

From the results we see a clear advantage of Heatmap Clustering when considering mean accuracy, TPR and TNR. In particular, the standard deviation of the accuracy for Activation Clustering is nearly two orders of magnitude higher than for Heatmap Clustering. Most of this effect is due to the much higher standard deviation for the TNR. We conclude that our detection method based on heatmaps is more robust to the changes mentioned above than Activation Clustering.

8. Conclusion

In this article, we adapted the idea given in [23] for the detection of poisoning attacks on neural networks using a small version of an Inception network. Our experimental results show that HC performs better on the implemented attacks. The assumption of [43] that label-consistent poisoning attacks using an amplitude sticker as a trigger are impossible to detect was proven wrong for the neural network we considered.

In comparison to AC, HC has a drastically longer run time. This is a result of the computationally intensive calculation of the GWD. The Sinkhorn algorithm scales quadratically with the number of relevances chosen from two heatmaps. Therefore, it might be conceivable to use AC as an initial check for possible poisoning attacks, and if the proportion of the resulting two clusters exceeds a certain threshold, one could use HC for further investigations. Besides, it might be possible to adapt the approach from [3] to reduce the run time of HC.

Another difficulty is the calculation of heatmaps using LRP in the first place. The different LRP backpropagation
Figure 6. Attack Success Rate per class using an amplitude sticker and 33% of poisoned data. We do not present an ASR for class 5 since this is the target class.

| Amplitude | MASR | Detection Rate (AC) | Detection Rate (HC) |
|-----------|------|---------------------|---------------------|
| 128       | 99.18 | ACC 99.45 TPR 98.35 TNR 100.0 | ACC 99.7 TPR 99.08 TNR 100.0 |
| 64        | 77.97 | 92.06 ACC 90.44 TPR 92.86 TNR 81.28 | 90.79 TPR 74.08 TNR 99.01 |
| 32        | 25.65 | 78.97 ACC 81.28 TPR 81.58 TNR 58.46 | 81.58 TPR 58.46 TNR 92.95 |

Table 4. Results of the detection of label-consistent poisoning attacks with triggers with reduced amplitude. 33% of the data were poisoned.

rules have to be implemented for each different type of layer in the used network.

A potential direction for follow-up work is to repeat the experiments for larger networks, for example a residual neural network (ResNet) [18] as used in the experiments of [43]. Heatmap Clustering could also be tested on the attacks presented in [34], which introduces benchmarks for all known poisoning attacks.
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