Shake-table response simulation of a URM building specimen using discrete micro-models with varying degrees of detail
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Abstract
Recent technological advances have enabled earthquake engineering researchers to develop numerical models of increasing complexity, capable of duly reproducing even the smallest structural detail. In the case of unreinforced masonry (URM) structures, however, because of their discrete and heterogeneous nature, computational performance tends to decrease exponentially as a function of the adopted refinement level, thus confining the applicability of advanced micro-models, according to which each masonry unit is typically modelled separately, to reduced-scale problems. To enable their use at a building scale, and benefit from considering simultaneously out-of-plane failures, local wall-diaphragm interaction and collapses, researchers often need to decrease the level of detail of specific members or sub-structures. In the current literature, however, the influence of the abovementioned simplifications on the quality of micro-modelling predictions has been only marginally investigated so far, while code-based guidelines are missing. To start addressing such knowledge gap, the dynamic response of a shake-table-tested full-scale URM building specimen has been simulated in this work using a very detailed micro-model, and the results obtained were then compared with those of nominally identical models in which, however, the idealisation of some specific structural elements has been purposely simplified. Aimed at further extending the impact of this study, pushover analyses were also performed using the same models. Preliminary outcomes, which may serve as a reference to develop more informed, effective and targeted multi-scale micro-modelling strategies in the future, indicate that: (i) maximum base shear predictions tend to be less impacted by the introduction of modelling simplifications, (ii) despite requiring more labour, the explicit representation of the brickwork pattern generally led to better results in terms of predicted damage propagation, failure mechanisms and displacement capacity, (iii) using equivalent membranes, as opposed to modelling each component of timber diaphragms, provided acceptable results, making it a plausible alternative for practical applications of micro-modelling approaches.
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1 Introduction

The numerical assessment of the seismic response of unreinforced masonry (URM) buildings is typically conducted using low-cost computational strategies, which allow the undertaking of a relatively large number of analyses in a reasonable timeframe. Simplified methods, ranging from the application of limit analysis (D’Ayala and Speranza 2003; Block et al. 2006) to story mechanism models (Braga and Dolce 1982; Tomaževič 1987) and equivalent single-degree-of-freedom systems (Graziotti et al. 2016; Snoj and Dolšek 2020), have been used over the years to study the structural behaviour of low-rise and regular masonry constructions subjected to either quasi-static or dynamic loading. Of particular interest are the latest developments in mathematical modelling and variational approaches (Portioli 2019; Cascini et al. 2020), incorporating principles of both limit and discontinuous analyses, although presently mainly applied to historic and dry-joint URM constructions (see e.g. Portioli et al. 2021).

Despite the use of various macroelement approaches, including those based on e.g. equivalent frame idealisations (Penna et al. 2014; Raka et al. 2015; Sangirardi et al. 2019), in presence of irregular opening layouts the identification of the effective wall height and the definition of rigid and deformable regions becomes non-unique and may lead to epistemic modelling errors (see e.g. Berti et al. 2017). Further, notwithstanding some recent promising upgrades to this initial scheme (e.g. Pantò et al. 2017; Malomo and De Jong 2020; Vanin et al. 2020), out-of-plane (OOP) modes are often neglected, thus confining the applicability of macroelement models to in-plane (IP) governed responses, as showed by Quagliarini et al. (2017). Similarly, although both experimental (e.g. Vasconcelos and Lourenço 2009) and numerical (e.g. Malomo et al. 2019) investigations have shown that masonry bond pattern might considerably affect the IP performance of URM members, this aspect is seldom accounted for numerically.

The aspects above, combined with the simplified modelling of diaphragms (which e.g. neglects local wall-to-diaphragm and wall-to-wall interactions), the inability to simulate responses beyond near-collapse, and the tendency to perform pushover analyses rather than considering dynamic loading, may result in unconservative predictions (Casolo and Uva 2013; Silva et al. 2019). More refined computational techniques have therefore been lately used for assessing the response of URM structures under earthquake actions. Various examples of Finite-Element (FE)-based meso-scale models for the numerical analysis (Aref and Dolatshahi 2013; Petracca et al. 2017; Saloustros et al. 2018) of both existing and historical URM constructions are presently available in literature. However, FE simulation of the structural behaviour of heavily damaged structures, i.e. when considering separation and collision among units becomes relevant, is often challenging due to nodal compatibility issues, as showed in Grunwald et al. 2018).

Recent technological advances, which have led to increased access to high computational power, have also enabled to further increase the level of complexity and detail through the use Discrete Element (DE) micro-models. Originally conceived for rock mechanics applications (Cundall 1971) and previously only considered for the modelling of reduced-scale problems due to the high computational expense, DE models have been recently employed for the seismic analysis of full-scale residential (Adhikari and D’Ayala 2020) and industrial (Karbassi and Nollet 2013) URM buildings made of either clay or stone units. In the DE framework, each unit is typically modelled separately, and connected to each other through zero-thickness interface springs, where damage occurs, and system nonlinearity is lumped (Pulatsu et al. 2016). Notwithstanding the possibility of representing explicitly fracture propagation and OOP
failures, as well as both local and global collapses, the DE modelling of large-scale URM systems is still computationally unfeasible in many cases, and requires very specific user skills and a wide range of different material properties.

To take advantage of the unique capabilities of DE micro-models, and enable their use at a building scale, researchers often find themselves decreasing the level of detail of specific members or sub-structures, including floor and roof systems (Furukawa et al. 2010; Galvez et al. 2018), wall-to-wall and wall-to-diaphragm connections (Malomo et al. 2020a), as well as masonry panels (Pulatsu et al. 2020; Prakash et al. 2020). In the current literature, however, and as far as the authors are aware of, a systematic assessment of the influence of the above-mentioned simplifications on the quality of micro-modelling predictions is presently missing, while the same applies to code-based modelling guidelines. Therefore, this research intends to investigate and quantify potential impacts on numerical accuracy of such simplifications through different numerical models in which the idealisation of some specific elements has been purposely simplified. To do so, a reference detailed DE micro-model implemented in the framework of the Applied Element Method (AEM) (Meguro and Tagel-Din 2000, 2001, 2002), was developed. The AEM model was calibrated against the experimentally-observed shake-table response of a full-scale URM building specimen. The obtained results were compared to each other in terms of overall base shear, displacement capacity, and damage evolution. To highlight further dissimilarities due to different modelling refinement levels, the influence of additional aspects, including e.g. damage accumulation and quasi-static vs dynamic loading type, were also investigated numerically. All models were developed using the software Extreme Loading for Structures (Applied Science International LLC. 2018).

2 Applied element method for masonry micro-modeling

According to the AEM, which can be classified as a rigid body and spring DE model (D’Altri et al. 2019), URM components are explicitly reproduced by representing the actual unit arrangement as an assembly of solid rigid bodies, connected by zero-thickness equivalent interface spring layers to which the unit-mortar interface properties are assigned, according to a simplified micro-modelling approach. With reference to the nomenclature depicted in Fig. 1a, each interface spring is characterised by a normal ($k_{ni}$) and shear ($k_{si}$) stiffness Eqs. 1,2, where $E_m$, $G_m$ are masonry Young’s and shear moduli respectively, while $j$ and $d$ stand for the spring number along y and z-direction respectively.

It is worth noting that the equivalent interface spring stiffnesses were obtained assuming unit and mortar springs arranged in series at an arbitrary contact point. Such initial parameters, depending on the constitutive material laws selected, are modified at each timestep in order to account for the damage evolution.

$$k_{ni} = \sum_{i=1}^{j} \left( \frac{E_m d \left( \frac{l_u}{j} \right)}{l_u} \right)$$  \hspace{1cm} (1)

$$k_{si} = \sum_{i=1}^{j} \left( \frac{G_m d \left( \frac{l_u}{j} \right)}{l_u} \right)$$  \hspace{1cm} (2)
Within the AEM framework, unit, joint and combined modes are described using simplified constitutive laws: a simplified version of the elastic-perfectly-plastic fracture model conceived by El-Kashif and Maekawa (2004) is typically used for representing the effect of cyclic damage due to uniaxial compression loading (see Fig. 1b). A tension cut-off criterion (with no softening branch) characterises instead the spring response in tension/flexure, while shear-governed behaviours are reproduced using a Mohr–Coulomb-like model, where cohesion is set to zero right after reaching the maximum shear strength, as shown in Fig. 1c. It is noted that if springs fail in tension, they can still work in compression if the joint closes again. The constitutive laws described above and depicted in Figure (b, c) have been directly implemented in the numerical models developed in this work. Interested readers may refer to e.g. Malomo et al. (2020a, b) for further details regarding how these expressions are employed depending on the considered failure mechanism, for the main differences with respect to more common FE approaches and other DE techniques, as well as for a comprehensive selection of numerical validation exercises against characterisation tests on small-scale assemblies, quasi-static IP and OOP experimental tests on components, full-scale shake-table tests on various URM building prototypes.

As showed in Malomo et al. (2018, 2020a), P-delta effects can also be accounted for numerically using the AEM. During the analyses carried out in this work, no external dynamic relaxation schemes were introduced, meaning that the only source of damping in the proposed numerical models is the energy dissipation due to difference in loading and unloading paths of compression springs, as well as that induced by the process of crack closure/opening. Recent applications, e.g. Papantonopoulos et al. (2002) and Calvi et al. (2019), have shown that this usually provides adequate results when considering the collapse modelling of both reduced and large-scale systems. Additional theoretical background, applications and discussions on the latter aspects are presented in Tagel-Din (1998).

3 Detailed micro-modeling of a full-scale URM building specimen

The development of a detailed AEM model, taken as a reference in this work for subsequent comparisons with simpler models devised in the same micro-modelling environment and presented in the next section, is herein described. The “reference” (or REF)
model, whose main characteristics will be discussed further in what follows, along with the shake-table-tested URM building specimen selected for validation purposes, entails a very high number of rigid elements, i.e. 36’000, which translates in 220’000 degrees-of-freedom (DOFs). To give a sense of the complexity and details of this model, it is noted that the AEM model developed by Malomo et al. (2020c) for simulating the collapse of the Morandi bridge comprised an analogous number of DOFs.

### 3.1 Brief description of the shake-table-tested URM building specimen

The full-scale building specimen considered in this work, hereinafter referred to as LNEC-BUILD3, was tested in 2019 on the shake-table of the LNEC laboratory (Laboratório Nacional de Engenharia Civil, Lisbon, Portugal) under incremental uniaxial loading protocol (see Fig. 2a), in the framework of a larger research project aimed at investigating the potential effects on URM constructions of induced-seismicity phenomena due to gas extraction in the Groningen region, The Netherlands (Graziotti et al. 2019). As stated by the researchers who conducted the test (i.e. Kallioras et al. 2020), LNEC-BUILD3 was not necessarily intended to replicate the characteristics of an actual building, but rather to incorporate several main features of typical pre-1940 detached houses of the Groningen area (reported in the following), with a view to obtain multiple different insights from the response of the various sub-structures constituting the specimen. In terms of numerical analysis, this undoubtedly represents a unique opportunity to test the influence of different computational strategies at both local and global levels of various structural sub-systems, built in the same time period by the same masons, and tested simultaneously under the same loading conditions.

As shown in Fig. 2b, LNEC-BUILD3 consisted of a single-story full-scale URM building assembly, 5.66 m long, 5.44 m wide and 5.22 m high (ridge level; floor level is 2.72 m) with a total mass of 30.3 tons, characterised by 208 mm thick double-wythe solid clay
brick walls, large asymmetrical ground-floor openings on North and South façades, timber diaphragms (see Fig. 2c), and two chimneys of equal height (i.e. 5.28 m) and flues (i.e. 0.34×0.34 m²) located on the West and South walls, extending 0.06 m above the roof ridge and 2.3 m above the roofline and hereinafter referred to as tall and short chimney, respectively. The transverse East front panel, unlike the three other perimeter walls, consisted of a 100-mm-thick, single-wythe façade, with openings both on floor and roof levels, and characterised by a tall gable weakly connected to the roof framing. A 100-mm-thick interior wall was built parallel to the direction of shaking (i.e. West–East axis), lengthwise along the centreline of the building plan. The wall was 1.98-m long, including two symmetric 0.75-m-wide flanges, and did not extend over the floor. While a standard running bond pattern was used for the single-wythe walls, Dutch cross brickwork bond was adopted for the double-wythe ones. As depicted in Fig. 2d, the former is slightly different from the English bond in generating the lap at the quoins, as all quoins are three-quarter bats. This results in a steeper inclination of the stepped cracks through mortar in case of diagonal shear failure, with respect to both running and English brickworks.

The flexible timber floor was made of 190×24 mm thick timber floorboards, nailed perpendicularly to nine 75×180 mm timber joists spanning continuously between the North and South façades, and supported by a single central timber girder, pocketed in the East wall and eastern flange of the interior wall. The floor system, also considering the additional masses (provided by twelve 150-kg heavy steel plates), weighed 2.51 tons. The half-hipped (jerkinhead) gambrel roof (total mass 3.01 tons) consisted of five South-North timber joists (64×114 mm), which supported longitudinal East–West purlins (44×64 mm) and a central ridge beam (38×120 mm). With respect to the latter, continuous timber boards (200×18 mm) were arranged perpendicularly and connected through a couple of 150 mm-spaced 3 mm diameter nails. Finally, clay tiles, supported by a grid of laths and counter battens, were nailed on the top.

Two single-component, pulse-like earthquake accelerograms (see Fig. 2e), were selected for the uniaxial shake-table test: SC1, with absolute peak table acceleration PTA = 0.096 g, and SC2, with PTA = 0.16 g. The latter signals were scaled (SC1 from 50 to 150%; SC2 from 50 to 500%) and consecutively applied until near-collapse conditions were reached. Since only minor damage was detected up until SC1-150% included, the SC2 loading protocol alone was considered in this work for modelling purposes.

Interested readers are referred to the work of Kallioras et al. (2020), where construction details, experimental loading protocols and results, as well as their interpretation, are extensively discussed.

3.2 Numerical idealisation of construction details

The main features of the model are depicted in Fig. 3, along with their experimental counterparts. As per the masonry members, both running and Dutch cross bond patterns have been faithfully reproduced numerically. The reason for such a time-consuming modelling exercise is related to the fact that according to relatively recent experimental investigations (e.g. Vasconcelos and Lourenço 2009; Mojsilović 2011; Thamboo and Dhanasekar 2016), the brick/block arrangement may significantly affect the IP behaviour of URM members. Further, numerical studies (e.g. Malomo et al. 2019), have highlighted that Dutch cross bond pattern panels are more prone to brittle diagonal shear failures with respect to e.g. English and running brickworks, resulting in lower IP ultimate displacement capacity and sudden drops of lateral resistance after the base shear peak. As far as the authors are aware
of, potential consequences of the abovementioned aspects at the building scale are not yet available in literature. Interlocking among transversal and longitudinal façades at corners, as well as between chimneys and West/South walls, was explicitly modeled. Since the effect of brick failures was not particularly predominant in the response of LNEC-BUILD3, units were herein modeled as fully-rigid, without any internal subdivision. To each brick-to-brick interface, 25 springs were allotted; this number, as shown in e.g. Malomo and DeJong (2021), is slightly larger than the minimum required for capturing the actual flexural strength and stiffness in case of rigid body and spring assemblies undergoing rocking and OOP modes.

Material properties of masonry were taken from characterisation tests carried out in the framework of the same research project, which involved (amongst others) uniaxial cyclic compression, bond wrench and shear-compression tests on small samples, thus yielding values of masonry compressive strength $f_c$, Young’s modulus $E_m$, flexural bond strength $f_w$, cohesion $c$ and friction coefficient $\mu$. The associated values, directly implemented into the AEM model and thus assigned to the spring layers among rigid units, are summarised in Table 1. Employed shear modulus $G_m$, not inferred experimentally, was conventionally set equal to $0.4E_m$.

In the framework of the experimental campaign considered in this work, previous test results (see e.g. Tomassetti et al. 2019) indicated that the interaction among timber members and masonry elements influenced both damage propagation and gable-roof displacement capacity. Thus, in this specific case, the explicit representation of each component of the flexible diaphragms (i.e. boards, joists, purlins, etc. of both floor and roof) was deemed necessary to maximise numerical accuracy, even if it is recognised that such a detailed modelling approach is not typically employed in practical applications. Nonetheless, with a view to avoid the burdensome modelling of the actual distribution of nailed connections, as well as the employment of the corresponding complex nonlinear constitutive laws (which would have increased significantly the computational
expense), a linear elastic modelling strategy was undertaken that makes use of code-based and analytical expressions to infer three main input parameters, namely $E_t$, $G_t$, $k_{ser}$, as described below. Interested readers may refer to Malomo et al. (2020a, b), where similar approaches are discussed in more detail.

- Linear elastic material (with Young’s and shear moduli $E_t$, $G_t$, see Table 2) was assigned to all the main components (e.g. boards, joists, purlins, etc.) of flexible diaphragms, which were modelled as solid 3D elements (see Fig. 3).
- Based on experimental evidence (see e.g. Wilson et al. 2013), interlocking phenomena due to tongue and groove joint interfaces among timber boards were herein neglected.
- Since all joists were laid directly on the bricks in the building specimen, a no-tension Mohr–Coulomb model ($\mu=0.8$, $c=0$) was assigned to the corresponding numerical interfaces. Standard masonry properties were assigned to the vertical joints, which were instead filled with mortar.
- To connect the timber boards to the joists and simulate the nonlinear response of nails in a simplified manner, use was made of equivalent springs with normal stiffness $k_{ser}$ equal to the nail slip modulus suggested by Eurocode 5 (CEN European Committee for Standardization; 2004) and computed according to Eq. 3, where $\rho_m$ represents wood density, $\phi$ is nail diameter, $s_n$ nail spacing. Using this approach, the spring layer produce an overall rotational stiffness $k_{\phi}$, as shown by Eq. 4 from Gattesco and Macorini (2014).

$$k_{ser} = \left(\frac{\rho_m^{1.5} \cdot \phi^{0.8}}{30}\right)$$

$$k_{\phi} = \left(\frac{k_0 \cdot s_n^2}{2}\right)$$

### Table 1 Measured and inferred

| $f_c$ [MPa] | $f_y$ [MPa] | $E_m$ [MPa] | $G_m$ [MPa] | $c$ | $\mu$ |
|-------------|-------------|-------------|-------------|----|------|
| Avg         | 11.5        | 0.36        | 9120        | 3648 | 0.47 | 0.81 |
| C.o.V. [%]  | 0.083       | 0.36        | 0.13        | –   | –    | –    |

*Masonry 1 material properties considered

### Table 2 Inferred mechanical parameters assigned to floor and roof members

| $\rho_m$ [kg/m$^3$] | $\phi$ [mm] | $s_n$ [mm] | $k_{ser}$ [kNm/rad] | $k_{\phi}$ [kN/m] | $K_\perp$ [MPa] | $K_\parallel$ [MPa] | $E_t$ [MPa] | $G_t$ [MPa] | $G_\perp$ [MPa] | $G_\parallel$ [MPa] |
|---------------------|-------------|------------|---------------------|-------------------|---------------|-----------------|-------------|-------------|----------------|------------------|
| 450                 | 2           | 120        | 554                 | 3.98              | 59.9          | 45.03           | 12,000      | 4800        | 5              | 11               |
The use of the abovementioned local parameters resulted in the global IP stiffness $K_{\perp}$ and $K_{\parallel}$ of timber floor and roof respectively, which can be also calculated analytically using Eq. 5, where $n_j$ and $n_b$ represent the number of joists and boards, respectively, and $L_{\perp,\parallel}$ is the length of the diaphragm along either the shaking direction perpendicular (floor) or parallel (roof) to the joists. The associated shear modulus $G_{\perp,\parallel}$ can be determined with Eq. 6, where $B$ is the floor span length and $t_b$ the board thickness; these latter global parameters will be used in the next sections, when considering more simplified modelling strategies, and might be useful to other researchers for comparison purposes.

The values inferred using the aforementioned models are summarised in Table 2.

### 3.3 Shake-table test simulation and summary of results

In the following, the capabilities of the reference AEM model, developed using the modelling strategies described in the previous sub-sections, are evaluated through a multi-step comparison with the experimentally-observed structural response of the full-scale building specimen LNEC-BUILD3. First, to preliminary assess the adequacy of the adopted assumptions on e.g. idealisation of construction details and material properties, the dynamic characterisation tests performed prior to the application of the base accelerograms were replicated numerically, and the ensuing undamaged first-mode fundamental periods of vibration $T_u$ compared. Then, measured and predicted displacement time-histories at various locations are compared against each other, as well as force–displacement hysteretic relationships at both floor and roof levels, and final damage pattern. Finally, aimed at quantifying the capabilities of the reference AEM model in capturing the overall effect of cumulative damage on the dynamic properties of the system, first-mode fundamental periods of vibration $T_d$ after the last testing phase were also compared.

For the undamaged building, measured $T_u,\text{EXP}$ was equal to 0.15 s; analogous outcomes were predicted by the reference AEM model, which slightly underpredicted ($-7\%$) the experimentally-inferred first-mode fundamental period of vibration related to the undamaged state, being $T_u,\text{REF}$ equal to 0.14 s.

In Fig. 4a, the experimental and numerical hysteresis plots of overall base shear vs average first floor horizontal displacement are shown; it is observed that the reference model overestimated both energy dissipation and deformation capacity in the last cycles, although a seemingly acceptable agreement with experimental results in terms of initial/residual stiffness and overall lateral resistance could nonetheless be found. On the other hand, as shown in Fig. 4b, where experimental and numerical horizontal maximum displacement profiles at various height (i.e. first floor, roofline, top of the tall chimney) and locations of the southern squat wall (top) and tall chimney are compared, the AEM model was able to capture the measured deformations during the main testing phases (i.e. SC2-350% to SC2-500%, characterised by moderate to heavy damage (see Kallioras et al. 2020), albeit...
noticeably underestimating (approx. – 35%) the maximum displacement recorded at the chimney top.

Immediately after the SC2-500% positive acceleration peak, the modelled tall chimney—not collapsed experimentally—suffered extensive horizontal cracks at the interface with the roof, which eventually led to its collapse at the end of the record. Conversely, while the top portion of the short western chimney did collapse at the end of the testing phase SC2-400%, its numerical counterpart (which in general exhibited significantly lower lateral displacements, see Fig. 4c) was still standing after SC2-500%. It is nonetheless noted that, according to the post-test surveys conducted right after SC2-350%, both chimneys exhibited substantial damage after SC2-400%, i.e. where the whole building specimen was deemed to have reached near-collapse conditions. As noted by de Felice et al. (2017), the dissimilar ultimate behaviour of chimneys might be partly due to the intrinsic randomness of dynamic rocking responses, as well as to the high sensitivity, typically featured by discrete models, to even trivial perturbations of the geometry. This spurious phenomenon (also observable during tests – see e.g. Mouzakis et al. (2002), is particularly relevant for rigid-block-based collapse analysis, as argued by Papantonopoulos et al. (2002).

To further scrutinise the adequacy of predicted results, ratios among experimental and numerical global key quantities are reported in Fig. 4d – $r_{BSc^+}$, $r_{BSc^-}$, $r_{\delta_{floor}^+}$, $r_{\delta_{roof}^+}$ – defined as the ratio between actual and predicted positive/negative peak base shear coefficients ($BSc^+$ and $BSc^-$) computed as the ratio between recorded base shear and the total weight of specimen, i.e. approx. 297 kN), floor and roof interstory drift ratios ($r_{\delta_{floor}^+}$ and $r_{\delta_{roof}^+}$, where the interstory drifts $\delta_{floor}$ and $\delta_{roof}$ are computed as the relative average horizontal displacement of the considered floor/roof diaphragm divided by the story/roof height underneath) along both positive (superscript +, toward West) and negative (superscript –, toward East) shaking directions. Values reported in light blue colour indicate an underestimation by the model, with red being used instead to highlight model overestimation. Most of the computed $BSc$ values are close to unity, which is reassuring. The same applies to the experimental vs numerical diaphragm drift ratios, with the exception of that related to the positive first floor.

**Fig. 4** Exp. vs num: a hysteretic curves, b South and West walls displacement profiles, d max/min key values
average displacement, largely overpredicted by the model towards the end of the testing sequence.

For what concerns the East and West façades, good agreement was found in terms of OOP displacements, whose time-histories (from SC2-250% to SC2-500%) depicted in Fig. 5a, b also appear to be in phase, especially from SC2-250% to SC2-350% (again, previous low-damage runs were herein purposely excluded from the comparison), where the deformation magnitudes were adequately accounted for numerically. From SC2-400% to SC2-500%, the simulated response started to diverge from the experimental one, overpredicting the residual OOP displacement; this can be attributable to the larger extent of cumulative damage computed by the AEM model, noticeable in e.g. the East façade as shown in Fig. 5c, where observed and numerical cracks (represented here have springs failed in tension) are graphically compared. This is further confirmed by the fact that the predicted fundamental period of vibration after SC2-500%, i.e. \( T_{d,\text{REF}} = 0.27 \text{ s} \), was approx. -3% lower than \( T_{d,\text{EXP}} \), equal to 0.31 s.

The above notwithstanding, and with the exception of the squat pier on the South façade for which an early diagonal shear failure (not observed during test) was predicted, locations, pattern and distribution of experimental cracks were satisfactorily reproduced, indicating that the main failure mechanisms exhibited by the URM components and those due to the local interaction with diaphragm systems were simulated reasonably well.

4 Development of simplified multi-scale micro-models

The impact that e.g. material properties (Mendes and Lourenço 2014), mesh size (Chácara et al. 2017), quasi-static vs dynamic loading type (Kappos et al. 2002), masonry panel (Quagliarini et al. 2017), bond pattern (Malomo et al. 2019) and diaphragm (Kollerathu and Menon 2017) idealisation might have on experimental vs predicted comparisons has been investigated and comprehensively documented. On the other hand, with the exception

![Fig. 5](image-url)  
**Fig. 5** Exp. vs num.: a East and b West walls OOP displacement time-histories, c final crack pattern
of a few works investigating the effects of rigid element dimension (Pulatsu et al. 2020), loading history (Casolo and Uva 2013) and variability of interface spring parameters (Sarhosis and Sheng 2014), very limited research specifically related to micro-models of large-scale URM structures has been conducted on the remaining abovementioned aspects, i.e. diaphragm and bond pattern modelling, as well as quasi-static vs dynamic loading type.

To try to address the aforementioned knowledge gap, three additional AEM micro-models of decreasing complexity (herein labelled M1, M2, M3) were therefore considered in this study and the obtained results compared with those of both the reference model and the experimental test on LNEC-BUILD3 (henceforth referred to as REF and EXP, respectively). The ensuing M1, M2, M3 models can be defined as “multi-scale”, given that only some specific components, discussed below, were simulated with simplified modelling techniques. As further discussed in the next section, where the main outcomes of this sensitivity study are presented, in addition to the shake-table loading protocol used in the test (again SC1 signals were not considered herein), quasi-static pushover analyses, often preferred by applied researchers and practising engineers, were also performed to further broaden the impact of this study.

Summarised below are the main features of the additional simplified multi-scale models considered:

- In M1 (145,000 DOFs, see Fig. 6a), the roof system has been represented numerically as an equivalent continuous membrane with a linear elastic response and only deformable to IP shear actions, which accounts for the double-slope of the LNEC-BUILD3 gambrel roof, but neglects the explicit modelling of boards and purlins. The rationale behind this simplification lies in the fact that often the complexity of the timber roof of residential URM constructions (see e.g. Guerrini et al. 2019) translates in a tedious modelling exercise that requires the employment of significant human and computational resources. Further, when dealing with existing buildings, in certain cases inferring all the geometrical properties needed for devising a micro-model of the roof is either unpractical or simply not possible. Using this approach, local roof-to-wall interaction is neglected, which may result in a more conservative prediction of damage propagation of both longitudinal façades, if compared with the more refined approach used for REF.

---

**Fig. 6** Screenshots of the AEM models of each of the simplified configurations considered, a M1, b M2, c M3
• In M2 (98,000 DOFs, see Fig. 6b), the equivalent membrane described above is also used for the modelling of the first floor diaphragm, thus representing a further simplification with respect to M1. This represents a rather common assumption when using e.g. equivalent frame macroelement models; as for the point above, the possibility of adopting such a simplified approach would result in a reduced modelling and computational expense. Idealising the floor/roof systems as an equivalent membrane implies that the local diaphragms-to-wall interaction is neglected, which may lead to an underestimation of predicted damage extent, this time (because of the orientation of the joists of the diaphragms) of both longitudinal and transversal walls.

• In M3 (54,000 DOFs, see Fig. 6c), the influence of bond pattern modelling on the overall response is investigated; the Dutch-cross bond pattern of the double-wythe façades (orange colour) was replaced by a standard running brickwork (light orange colour), though maintaining the individual modelling of each single brick. Although it is well-established that if shear-compression IP loads are applied to URM members (intrinsically characterised by various degrees of anisotropy), they typically exhibit a high variability of initial lateral stiffness, ductility, lateral force capacity and deformation capacity due to the interaction between loading direction and bond pattern (Page 1981, 1983; Dhanasekar et al. 1985; Drysdale and Khattab 1995), the latter is seldom modelled explicitly and thus accounted for numerically. Further, recent micro-modelling outcomes (Malomo et al. 2019) revealed that the brick layout of Dutch cross-bond pattern URM members, which results in a steeper orientation of potential fracture planes through mortar joints if compared to other common brickworks, makes them more prone to brittle diagonal shear failures when considering single-leaf walls. This latter aspect usually translates in a reduced IP ultimate displacement capacity and base shear, which is what one would expect by the shake-table response of M2 with respect to that of M3. However, modelling a double-wythe wall with a running bond pattern (keeping the dimensions of the brick constant) implies the presence of a continuous vertical mortar joint between the two masonry leaves, which may cause delamination.

5 Impact of modeling simplifications on numerical predictions

The impact of the simplified modelling strategies presented in the previous sections is discussed and quantified in what follows. To this end, both experimental and detailed reference model results were compared to those obtained using M1, M2, M3 in terms of damaged-undamaged periods of vibration, force–displacement hysteretic response, final damage pattern. Required analysis times for M1, M2, M3 models were also compared with that of REF, to enable future users to pursue a more informed selection of potential modelling approaches. For the same reasons, quasi-static pushover analyses were also performed and the ensuing curves, obtained considering loading acting along both positive and negative longitudinal directions, compared to each other.

5.1 Nonlinear dynamic analysis

5.1.1 In-plane hysteretic response

The SC2 shake-table test loading protocol employed experimentally and already applied to the REF model was imposed also on the M1, M2, M3 simplified models. Before running
such nonlinear dynamic analyses, however, the first-mode undamaged-state fundamental periods of vibration were computed in order to investigate potential differences related to the considered decrease of modelling refinement. As readily gathered by the $r_T$ ratios (calculated as $T_u,\text{REF} - T_u,M1 - T_u,M2 - T_u,M3$ divided by $T_u,\text{EXP}$) summarised on the top left hand-side of Fig. 7a (light blue colour—model underestimates, red colour—model overestimates), only minor dissimilarities were found among the undamaged modal properties of the various models. Markedly different results were instead found for what concerns the damaged periods of vibration (whose decrease is mainly due to extents of springs failed in tension, with $T_d,M1 > T_d,\text{REF} > T_d,M2 > T_d,M3$, see $r_T$) — this aspect, which will be further discussed in the following, is a direct consequence of the different shake-table responses predicted by the simplified models. From the same figure, it can also be gathered that different modelling strategies did lead to noticeably different results in terms of force–displacement hysteretic curves.

As shown in Fig. 7a, featuring the experimental and numerical hysteresis plots of overall base shear vs average first floor displacement, the M1 model (where the complex roof framing of LNEC-BUILD3 has been modelled as an equivalent membrane with shear modulus equal to $G_{\parallel}$, see Table) seems to noticeably underestimate (approx. $-25\%$, see Fig. 7b) the maximum positive base shear capacity $B_{Sc^+}$ of the building specimen up to SC2-300%, while $r_{BSc^-}$ ratios with respect to the negative direction indicate an overestimation of $+34\%$ for SC2-300%. Results similar to those of REF were inferred in SC2-350% and SC2-400%. During SC2-500%, instead, major differences were obtained in terms of $B_{Sc^+}$ ($+40\%$ and $+25\%$ compared to REF and M1 respectively). A factor that may have contributed to such dissimilarities is the fact that the use of an equivalent membrane implies that local

![Fig. 7 Exp. vs num: a hysteretic curves for each of the configurations considered and b max/min key values](image-url)
roof-to-wall interaction is neglected, as well as the associated damage. With reference to the displacement response of the first floor, similar values to the REF counterparts were obtained. As expected, the most impacted experimental-to-numerical ratios were those related to the roof deformation, i.e. $r_{\delta^{\text{roof}+}}$ and $r_{\delta^{\text{roof}^-}}$; in this case, the simplifications introduced in M1 led to a substantial underestimation, with respect to both REF (from approx. $-50\%$ to $-85\%$) and measured (from $-55\%$ to $-90\%$) values.

For what concerns the M2 model, where both floor and roof diaphragms were idealised as equivalent membranes (with shear modulus $G_{\perp}$ and $G_{\parallel}$ respectively, see Table), analogous magnitudes of $r_{BSc^{+}}$ and $r_{BSc^{-}}$ were obtained (with the exception of SC2-500%, where M2 $BSc^{+}$ was $40\%$ larger of that of M1). However, because of the simplified floor modelling, first floor deformability along both positive (from SC2-250% to SC2-350%) and negative (from SC2-250% to SC2-500%) directions has been underestimated (from $-5\%$ to $-85\%$). The M2 roof response, on the other hand, was similar to that predicted using M1.

Finally, with regards to the M3 model, although once again $BSc$ values appear comparable to that of the previous two simplified models, the accuracy in terms of roof deformability provided by the M3 model (devised starting from M2 and replacing the Dutch cross-bond pattern of the double-wythe walls with a standard running bond brickwork) further decreased. Most noticeably, and as subsequently discussed in more detail (Sect. 5.1.3), because of a significant overestimation of the ground floor damage to both transversal and longitudinal façades due to delamination phenomena among the two adjacent leaves of double-wythe walls, the first floor deformability—especially from SC2-350% to SC2-400%—was significantly overpredicted. This spurious response contributed to the early global collapse suffered by M3 after 8 s from the application of SC2-500%, which was not observed experimentally. As a consequence, lower positive ultimate floor displacement capacity in the positive shaking direction was computed using M3 (approximately $-50\%$ if compared with either test or REF results). On the other hand, the abovementioned damage localisation at the ground floor URM members led to a lower extent of simulated damage of the gables with respect to that detected experimentally, which inevitably resulted into a significant underestimation of roof displacement demand (ranging from $-80\%$ to $-90\%$ and $-95\%$ and $-100\%$ if compared with REF and test outcomes, respectively).

5.1.2 Out-of-plane displacement response

In Fig. 8 below, experimental and numerical (M1, M2, M3, REF) horizontal peak displacement profiles at various heights and locations of chimneys and South/West façades are compared. Again, one can readily appreciate the fact that the degree of numerical accuracy appears to be directly proportional to the level of modelling refinement. This is particularly evident for roof and chimney displacement responses, significantly underpredicted by M1, M2, M3 with respect to REF. What is discussed above is further confirmed by the plots included in Fig. 9a in terms of OOP displacement time-histories of East and West façades (roof-gable assembly, from SC2-250% to SC2-500%), where it can be observed how M1, M2, M3 also underpredicted their transversal deformability compared to both measured and REF results.

Similarly, from Fig. 9b, where the dynamic rocking response of both tall (South façade) and short (West façade) chimneys are reported in the form of top horizontal displacement vs time (from SC2-250% to SC2-500%), it is clear that the considered simplified modelling strategies have also had repercussions on the performance of the models with respect to the
simulation of the damage suffered by non-structural URM components, given that experimental values were noticeably underestimated. In this case, more convincing results were also obtained using REF (at least in terms of negative peak values), albeit not fully satisfactory and notwithstanding the fact that – unlike the other models – the latter predicted the collapse of the tall chimney which did not actually occur during the test (the short chimney

Fig. 8 Exp. vs num.: South and West walls displacement profiles for each of the configurations considered

Fig. 9 Exp. vs num.: a East and West walls OOP displacement time-histories and b top horizontal displacement time histories of both tall and short chimneys for each of the configurations considered
did fail instead, while no analogous phenomena were simulated by none of the developed numerical models).

5.1.3 Crack patterns

With reference to the experimental vs numerical final damage comparison shown in Fig. 10, it is interesting to observe that the extent of predicted cracks is inversely proportional to the modelling refinement. In the East façade, pier-to-opening cracks were adequately captured by all the models, albeit with a different inclination in the case of M3. On the same façade, actual gable damage was overpredicted by REF and M1, particularly at the first floor level; in both the cases, this is related to the floor joists-to-wall local interaction, as confirmed by the central X-shaped crack pattern among ground and first floor openings. In REF, damage propagated also into the top of the East corner pier, something that was not observed experimentally. Slightly better results were obtained using M2, albeit damage was also overpredicted – as in M3 – in the middle of the central pier. In M3, cracks of the East façade were mainly localised at the ground level, causing the essentially undamaged gable to rigidly rotate around the first floor line, as confirmed by the horizontal cracks extending at that level. On the West façade, diagonal shear cracks were satisfactorily captured by M1 and M2, while delamination failures between inner and outer leaves of M3 occurred due to the presence of a continuous mortar joint among the two adjacent masonry wythes and because of the lack of interlocking (it is recalled that in this model a double-leaf standard running bond pattern replaced the Dutch cross bond masonry texture). The same spurious phenomenon also affected the failure mode of the squat pier of the South

![Fig. 10](image-url)  Exp. vs num. final damage pattern for each of the configurations considered and required analysis time
façade, which instead of diagonal shear exhibited base/top sliding mechanisms during the test.

Finally, as far as the North façade is concerned, geometrical constraints here made it easier for the models to simulate the actual damage pattern, albeit its extent (particularly at the interface with the first floor) seems to decrease with decreased complexity of the adopted diaphragm models.

To enable future comparisons and allow researchers to evaluate more accurately pro and cons of the proposed modeling strategies, on the top right-hand side of each of the numerical damage patterns depicted in Fig. 10, the time (normalised with respect to the REF one, i.e. 16 h) required for each of the models to perform the whole loading protocol simulation is reported.

5.2 Nonlinear static analysis

Structural numerical assessment of URM structures via pushover analysis is often a preferred option when dealing with complex and large-scale systems, even more so when using a discrete micro-modelling approach (e.g. Pulatsu et al. 2016; Baraldi et al. 2018), so as to render it easier to benefit from the enhanced capabilities of detailed methods while constraining the computational expense. For this reason, in addition to the comparisons presented in the previous sub-section where differences among the various models were evaluated considering the dynamic incremental loading protocol employed for the shake-table of LNEC-BUILD3, in what follows mass-proportional pushover analyses on M1, M2 and M3 were performed along both the longitudinal directions, and the force–displacement curves obtained compared to those of the more detailed REF model. The analyses were stopped whenever the structure was unable to support vertical loads anymore. Interestingly, computational expense trends analogous to those presented in the previous sub-section were also obtained herein.

The selection of the force distribution pattern was guided by the work of Endo et al. (2017), who investigated the influence of lateral force distribution on the adequacy of pushover analysis results through comparison with both shake-table test outcomes and nonlinear dynamic FE simulations on various-scale URM building prototypes. These researchers concluded that, with respect to the URM specimens considered and notwithstanding the intrinsic limitations of pushover analyses, mass-proportional force distribution patterns were the most reliable choice.

As shown in Fig. 10a below, where overall base shear vs average horizontal first floor displacement curves of all numerical models are plotted against the corresponding experimentally-inferred hysteretic response, good agreements were found in terms of negative peak lateral force, with all the predicted results converging towards approximately the same value. Clearly, because of the fact that cyclic and cumulative damage was not accounted for numerically, actual progressive strength and stiffness degradation could not be replicated. For the same reasons, computed ultimate displacement capacity ratios between recorded and predicted values were unrealistically large – especially in the negative loading direction. Another factor possibly affecting the abovementioned dissimilarities is the adopted force-controlled loading protocol, an aspect not observed by Endo et al. (2017) but regarding which further investigations are perhaps warranted.

When considering the predicted peak positive base shear, M2 ended up exhibiting the larger maximum (+8% with respect to the test), while analogous values, more comparable with the experimental ones (yet still +20% larger), were simulated by REF, M1 and M3.
One of the main sources of these dissimilarities is the activation of different failure mechanisms, both IP and OOP, as can be gathered from Fig. 11b—where for the sake of simplicity, only the M1, M2, M3 negative 3D deformed shapes are depicted.

In Fig. 10c, ratios among REF and M1, M2, M3 key quantities, including $B^{SC}$, $\delta_{floor}$, and $k_{el}$ (i.e. the initial elastic lateral stiffness of the system, calculated at the reference value of 10% $B^{SC}$ (see e.g. Costa et al. 2015), are summarised. Although less evident with respect to the previous section, the general trend seems to indicate that numerical accuracy decreases with decreased modelling refinement, and that simpler models tend to provide unconservative predictions.

6 Conclusions

The discrete micro-modelling of unreinforced masonry (URM) structures subjected to seismic loading offers several advantages with respect to standard continuous or simplified numerical approaches, including the possibility of representing explicitly damage initiation and propagation, failure mechanisms, local and global collapses, while accounting for out-of-plane failures and damage due to wall-diaphragm local interaction. However, notwithstanding the growing interest in detailed simulation methods and the recent technological advances that render such complex analyses more feasible, the discrete micro-modelling of large-scale URM systems still represents an open challenge, entailing prohibitive computational expense, requiring a high degree of user specialisation and often material parameters not readily available in technical literature. For these reasons, it is often needed to decrease the level of detail with which some specific members or sub-structures are modelled.

In this work, the impact of modelling simplifications introduced in the detailed discrete micro-model of a full-scale URM building specimen (named LNEC-BUILD3) dynamically tested up until near-collapse conditions was assessed. The single-story full-scale prototype featured flexible timber diaphragms, a tall gable, two chimneys, two and single-wythe
walls made of different brickworks and asymmetrical large ground floor openings. The response of the tested structure, being an assembly of components rather than a replica of an actual building, was characterised by multiple different responses, including e.g. the mechanical interaction between the central floor joist and the East wall and ensuing out-of-plane damage, in-plane/out-of-plane rocking of South and West chimneys, in-plane behaviour of North and South walls. The variety and complexity of these mechanisms make the use of macro-scale simulation techniques (e.g. Equivalent Frame models) challenging and not readily applicable, thus justifying the use of micro-models and rendering efforts for decreasing computational time even more important.

The results obtained with the detailed model (REF) were taken as a reference and compared with those from three nominally identical models in which, however, the idealisation of some specific structural elements was purposely simplified. In model M1, the complex roof framing (explicitly modelled in REF) was replaced by an equivalent continuous isotropic membrane, which constituted the basis from which to then create model M2, where also the first floor diaphragm was idealised as a membrane element. Finally, in model M3, the Dutch cross-bond pattern of the North-West–South façades was replaced by a standard double-leaf running bond brickwork, originally only present in the East wall.

Whilst all models catered for a reasonably accurate estimation of the evolution of the overall base shear capacity of the considered structure (average error in the range of 12%, 19%, 18%, 26% with respect to experimental values for REF, M1, M2, M3, respectively), the introduction of simplifications in the modelling of the brickwork pattern in M3 led to the development of inaccurate crack patterns, failure mode, and, consequently, displacement response estimates in both in-plane (−73%, −62%, −53% with respect to REF, M1, M2 first floor deformation) and out-of-plane (−111%, −98%, −21% with respect to REF, M1, M2 West wall deformation) directions. Hence, notwithstanding the significant savings in model building effort and analysis time, the results obtained seem to suggest that it is best to explicitly reproduce the actual bond pattern when assessing the seismic response of a URM structure through a discrete element approach.

By contrast, the simplified modelling of the timber roof and floor assemblies did not compromise the computation of the in-plane displacement response (maximum negative displacement of M2 with respect to actual value was −20%, that of M1 + 17%), though it did limit the accuracy with which damage patterns and out-of-plane failure mechanisms could be captured by the numerical model. As such, and considering also the difficulty in defining the mechanical properties of the components of such timber sub-assemblies, this modelling simplification may perhaps be considered in practical applications concerning the assessment of URM buildings with predominant in-plane response using discrete element approaches, especially when the accurate prediction of crack patterns is not necessarily paramount.
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