Spacetime representation of topological phononics
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Abstract
Non-conventional topology of elastic waves arises from breaking symmetry of phononic structures either intrinsically through internal resonances or extrinsically via application of external stimuli. We develop a spacetime representation based on twistor theory of an intrinsic topological elastic structure composed of a harmonic chain attached to a rigid substrate. Elastic waves in this structure obey the Klein–Gordon and Dirac equations and possesses spinorial character. We demonstrate the mapping between straight line trajectories of these elastic waves in spacetime and the twistor complex space. The twistor representation of these Dirac phonons is related to their topological and fermion-like properties. The second topological phononic structure is an extrinsic structure composed of a one-dimensional elastic medium subjected to a moving superlattice. We report an analogy between the elastic behavior of this time-dependent superlattice, the scalar quantum field theory and general relativity of two types of exotic particle excitations, namely temporal Dirac phonons and temporal ghost (tachyonic) phonons. These phonons live on separate sides of a two-dimensional frequency space and are delimited by ghost lines reminiscent of the conventional light cone. Both phonon types exhibit spinorial amplitudes that can be measured by mapping the particle behavior to the band structure of elastic waves.

1. Introduction
Our past and current understanding of sound and elastic waves has been nourished essentially by the paradigm of the plane wave and its periodic counterpart (the Bloch wave) in periodic media. This paradigm relies on the four canonical characteristics of waves: frequency (ω); wave vector (k); amplitude (A); and phase (φ). Over the past two decades, the fields of phononic crystals and acoustic metamaterials have achieved significant advances in which researchers manipulate the spectral and refractive properties of phonons and sound waves through their host material by exploiting ω and k [1]. The spectral properties of elastic waves include phenomena such as the formation of stop bands in the transmission spectrum due to Bragg-like scattering or resonant processes, as well as the capacity to achieve narrow band spectral filtering by introducing defects in the material’s structure. Negative refraction, zero-angle refraction and other unusual refractive properties utilize the complete characteristics of the dispersion relations of the elastic waves, ω(k), over both frequency and wave number domains.

More recently, renewed attention has been paid to the amplitude and the phase characteristics of the elastic waves. For instance, when sound waves propagate in media under symmetry breaking conditions, they may exhibit amplitudes A(k) = A₀e^{iθ(k)} that acquire a geometric phase θ leading to non-conventional topologies [2] and to analogies with the world of quantum mechanics. Here, we take topology to be the description of the shape of the manifold that supports the amplitude solutions for the elastic equations considered. In particular, we will consider non-trivial topologies that arise from broken symmetries. Examples of broken symmetries include time-reversal symmetry, parity symmetry, chiral symmetry and particle–hole symmetry [2]. Symmetry breaking can be achieved in two ways: (a) intrinsic topological phononic structures whereby symmetry breaking occurs...
from structural characteristics such as internal resonances, and (b) extrinsic topological phononic structures where external stimuli are applied. For example, elastic waves in an intrinsic topological structure composed of a one-dimensional (1D) harmonic crystal with masses attached to a rigid substrate through harmonic springs have been shown to obey a Dirac-like equation and to possess a spin-like topology [3, 4]. Extrinsic topological phononic structures have been created by applying a periodic spatial modulation of the stiffness of a 1D elastic medium such that its directed temporal evolution breaks time-reversal and parity symmetries [5–11].

Considerable advances have been made in recent years by the exploration of mechanical analogs of systems that have displayed phase related behavior that leads to topological phononic phenomena. While Dirac factorization is one path that has been taken to obtain these insights, another avenue that has been explored uses the Foucault pendulum as it exemplar [12]. The equations for the topological phononic system are then cast into a form that is analogous to the Schrödinger equation of quantum mechanics. It is noteworthy that the square root of the dynamical matrix which appears in this Schrödinger-like equation also occurs in the Dirac-like equations for topological phononics. Work is ongoing in the development of model systems for the exploration of topological phononics [13] and it is in the spirit of this model development that we proceed with the exploration of other possible exemplars from the physics literature.

The general objective of this work is to establish the foundations for the development of analogies between topological phononics and quantum field theory and geometric spacetime formalisms. This work is motivated by recent and not so recent examples of mechanical dynamical systems analogs of electromagnetic and quantum phenomena. For instance, Maxwell in his seminal paper ‘A dynamical theory of the electromagnetic field’ [14] sought an elastic model of electrical and magnetic phenomena and electromagnetic waves. Mechanical models of quantum phenomena include the localization of ultrasound waves in two-dimensional [15] and three-dimensional [16] disordered media serving as analogs of Anderson localization of electrons. Tunneling of classical waves through phononic crystal barriers established a correspondence with its quantum counterpart [17, 18]. The motion of sound waves in convergent fluid flow exhibits the same properties of motion as electromagnetic waves in gravitational fields in space and time [18]. It has also been shown that dynamical modulation of the dielectric properties of optical materials achieves gauge field analogs. These analogs enable the control of neutral particles like photons [19–23] in ways analogous to charged quantum particles such as electrons. Finally, analogs of superluminal particles such as tachyons, have been reported in unstable mechanical systems [24].

More specifically, in this paper, we develop a spacetime representation of elastic waves supported by the two types of topological phononic structures, namely intrinsic and extrinsic systems. The dynamical equations of motion of the extrinsic structure composed of an infinite linear elastic chain attached to a substrate take on the form of the relativistic Klein–Gordon equation. The Klein–Gordon equation can be Dirac factored revealing that the side springs break time-reversal symmetry and parity symmetry separately. This intrinsic topological elastic structure supports elastic waves which can be characterized by a wave function that possesses both spinorial and orbital components [3, 4]. The elastic wave functions solutions of the Dirac equation effectively represent quasi-standing waves, i.e., a superposition of waves propagating in opposite directions. The spinorial component of the wave function represents the relationship between the amplitude and phase in the space of directions of propagation. In this representation, these Dirac phonons have spin-like properties and fermionic character. In particular, they possess non-conventional topology in wave number space [2]. Here, we analyze the properties of this intrinsic topological elastic structure by representing elastic wave solutions to Klein–Gordon equation and Dirac equations in terms of contour integrals [25]. More specifically, we are able to derive a spin eigenstate equation for Dirac phonons in the intrinsic structure. Dirac phonons are shown to possess half-integer spin eigen values. Furthermore, the contour integral approach enables us to develop a twistor theory [26] of elastic waves. We demonstrate the mapping between straight line trajectories of elastic waves in spacetime and the twistor complex space.

We note, as an aside, that the development of a twistor theory of elastic waves uses the invocation of the Riemann sphere which has been used for other purposes in the analysis of topological materials. Most significantly, the implementation of a Riemann sphere analysis has been used for the determination of Chern invariants in the context of photonic media [27]. The technique has also been applied to topological indices for continuous photonic materials [28]. In the current context, the Riemann sphere is invoked as an instrument toward the construction of an elastic wave twistor representation.

The twistor representation of elastic waves is then used to characterize their phase properties relative to the wave number and tie into the notion of Berry phase [29]. The second topological phononic structure is an extrinsic structure composed of a 1D elastic media subjected to a moving superlattice. These modulations are known to break parity and time-reversal symmetry leading to bulk phonon modes with non-conventional topology [2]. The band structure of a spatio-temporally modulated 1D medium exhibits spectral non-reciprocity e.g., possesses band gaps that form on one side of the first Brillouin zone and not the other. Here, we demonstrate an analogy between the 1D phonons in the vicinity of symmetry breaking conditions (band gap
asymmetry in momentum space and two types of particle excitations. These particles are not defined in the conventional $(1 + 1)$ spacetime but in a one space and two times domains $(1 + 2)$. For that reason, we call these excitations temporal Dirac phonons and temporal ghost phonons. The wave function of these phonons has spinorial character associated with fermionic behavior. The Dirac phonons possess the analog of a real 'mass' but, in contrast, the ghost phonons possess the equivalent of an imaginary mass. The temporal Dirac phonons and ghost phonons exist on two sides of a limiting line in 2D time which is analogous to the speed of light in conventional 2D spacetime. The behavior of temporal ghost phonons is analogous to that of tachyons.

There is a one-to-one correspondence between the dispersion relation of elastic waves in the time-dependent superlattice and the spinorial components of the temporal Dirac and ghost phonons, thus enabling measurement of the properties of these temporal particles. Finally, we illustrate additional properties of temporal Dirac phonons and temporal ghost phonons through geometric representations on manifolds in 2D time. We finally address the geometrical description of the dynamics of Dirac and ghost phonons in the form of a geodesic in a complex curved 2D spacetime.

In section 2, we develop the spacetime representation in the context of twistor theory for the intrinsic topological phononic structure. Section 3 focuses on the extrinsic topological phononic structure and its representation in terms of quantum field theory and general relativity. Finally, in section 4, we draw conclusions on the spacetime representation of topological elastic waves in terms of Dirac phonons, twistors, temporal Dirac phonons and temporal ghost phonons. In particular, we address the possibility of analogies between topological phononics, quantum field theory and spacetime representations, which open new avenues for the investigation of exquisite phenomena that previously have only been theorized.

2. Spacetime representation of intrinsic topological acoustic structure

2.1. Topological fermion-like elastic waves

To put our current advances in context and for clarity, we recall some previously derived equations, particularly equations of the same form as the Klein–Gordon and Dirac equations, for the elastic structure composed of a 1D harmonic crystal grounded to a rigid substrate (see figure 1). Solutions to these equations will be analyzed in the twistor representation.

The dynamical equation takes the form of the discrete Klein–Gordon equation:

$$m \frac{\partial^2 u_i}{\partial t^2} = K_0 (u_{i+1} - 2u_i + u_{i-1}) + K_I u_i = 0.$$  \hspace{1cm} (1)

Equation (1) involves the second derivatives with respect to continuous time and the discrete second derivative of the displacement $u_i$ with respect to position along the crystal, $i$. In the long wavelength limit equation (1) can be rewritten in the form of the Klein–Gordon equation:

$$\frac{\partial^2 u}{\partial t^2} - \beta^2 \frac{\partial^2 u}{\partial x^2} + \alpha^2 u = 0$$ \hspace{1cm} (2)

with $\alpha^2 = K_I/m$ and $\beta^2 = K_0/m$. We note, in passing, that the Klein–Gordon equation is time-reversal invariant as the second time derivative appears in the equation, such that $t \mapsto -t$ does not affect the form of the equation.
If we define $X = x / \beta$, equation (2) takes on the simpler form:

$$\frac{\partial^2 u}{\partial t^2} - \frac{\partial^2 u}{\partial X^2} + \alpha^2 u = 0. \quad (3)$$

Making the change of variables:

$$\begin{cases}
\lambda = \pm \imath \alpha (t - X) \\
\mu = \pm \imath \alpha (t + X)
\end{cases} \quad (4)$$

it is straightforward to show that equation (3) reduces to:

$$\frac{\partial^2 u}{\partial \lambda \partial \mu} = u. \quad (5)$$

There exist an infinite number of solutions to equation (5) which take the general form of contour integral in the complex plane [31]:

$$\varphi_n(\lambda, \mu) = \frac{1}{2\pi i} \oint \frac{e^{i(\lambda x + \mu X)}}{z^{n+1}} dz. \quad (6)$$

The functions given by equation (6) have the following property:

$$\begin{cases}
\frac{\partial}{\partial \lambda} \varphi_n = \varphi_{n-1} \\
\frac{\partial}{\partial \mu} \varphi_{n-1} = \varphi_n
\end{cases} \quad (7)$$

Equation (7) represents the Dirac factorization of the Klein–Gordon equation. Indeed, substituting the variables $t$ and $X$ using equation (4) into (7) leads to the Dirac-like equation [32]:

$$\begin{bmatrix}
\sigma_x \frac{\partial}{\partial t} + i \beta \sigma_y \frac{\partial}{\partial X} \\
\pm \imath \alpha I
\end{bmatrix} \Psi = 0, \quad (8)$$

where $\sigma_x$ and $\sigma_y$ are the $2 \times 2$ Pauli matrices: $\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$ and $\begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}$ and $I$ is the $2 \times 2$ identity matrix.

Note that taking $t \to -t$ now does not recover the form of equation (8) nor does taking $x \to -x$, however taking both $t \to -t$ and $x \to -x$ recovers the two Dirac-like equations in equation (8). Hence, the Dirac-like equations break time-reversal ($T$) symmetry and parity ($P$) symmetry individually but do not break the product $PT$ symmetry. Symmetry breaking arises from the distinction between forward and backward propagating modes and occurs for non-zero values of $\alpha$.

The solutions of equation (8) are $2 \times 1$ spinors:

$$\Psi = \begin{pmatrix} \varphi_n \\ \varphi_{n-1} \end{pmatrix}. \quad (9)$$

The $\pm$ corresponding to the two Dirac-like equation (8) arises from the $\pm$ in equation (4).

We now write the solutions in Fourier form:

$$\Psi_k = \Psi(k, \omega_k) = \xi_k(k, \omega_k) e^{i \omega k} e^{i k X}, \quad (10)$$

where

$$\xi_k = \begin{pmatrix} a_n \\ a_{n-1} \end{pmatrix}. \quad (11)$$

Inserting equations (10) and (11) into (8) (choosing the ‘$+$’ sign for illustrative purpose) gives the recursive expressions:

$$\begin{cases}
(\omega - k) a_n = \alpha a_{n-1} \\
(\omega + k) a_{n-1} = \alpha a_n
\end{cases} \quad (12)$$

The set of linear equation (12) has non-trivial solutions if the determinant of the matrix

$$\begin{pmatrix}
\omega - k & -\alpha \\
-\alpha & \omega + k
\end{pmatrix}$$

vanishes, this conditions leads to the dispersion relation:

$$\omega = \pm \sqrt{\alpha^2 + k^2}. \quad (13)$$

The elastic band structure of the harmonic chain attached to a rigid substrate exhibits a gap in its frequency spectrum at $k = 0$. This gap was shown to result from hybridization (or resonance) between the two $\alpha = 0$ dispersion curves, $\omega = k$ and $\omega = -k$, upon attachment of the harmonic chains to the substrate via side springs with non-zero $\alpha$. For the sake of simplicity, we will limit ourselves from now on to positive $\omega$. 

---
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Let us start the recursion relations (12) at \( n = 1 \), we then have:

\[
\begin{pmatrix}
  a_1 \\
  a_0
\end{pmatrix} = a \begin{pmatrix}
  \sqrt{\omega + k} \\
  \sqrt{\omega - k}
\end{pmatrix},
\]

(14)

where \( a \) is some constant. The breaking of \( T \) or \( P \) symmetry in the Dirac equation leads to a projection of the solutions onto the space of directions of propagation. The spinorial solutions have forward and backward propagating elastic waves which amplitudes are not independent of each other and are related according to equation (14) for example.

For \( n = 2 \) and using \( a_1 = a\sqrt{\omega + k} \), equation (12) reduces to a single equation which solution is \( a_2 = a\frac{\omega + k}{\omega - k} \). Inserting this solution into equation (12) for \( n = 3 \), yields \( a_3 = a\frac{\omega + k}{\omega - k} \). The general solution takes the form:

\[
a_n = a\frac{(\omega + k)^{n/2}}{(\omega - k)^{(n-1)/2}}.
\]

(15)

The recurring solutions are therefore:

\[
a_{n+1} = \frac{\sqrt{\omega + k}}{\sqrt{\omega - k}} a_n.
\]

(16)

Let us now consider some additional properties of the solutions \( \varphi_n(\lambda, \mu) \) (equation (6)). By making the change of variable \( z = \frac{\nu}{\lambda} \), equation (6) can be rewritten as [31]:

\[
\varphi_n(\lambda, \mu) = \lambda^n \frac{1}{2\pi i} 2 \int \theta(z+\lambda i) \frac{1}{\sqrt{\nu}} d\nu = \lambda^n \varphi_n(\lambda \mu).
\]

(17)

In equation (17) \( f_\nu \) is a function of the product \( \lambda \mu \).

This form reveals that \( \varphi_n \) must satisfy the spin eigenstates equation:

\[
\left( \lambda \frac{\partial}{\partial \lambda} - \mu \frac{\partial}{\partial \mu} \right) \varphi_n = n \varphi_n.
\]

(18)

Converting equation (18) back into conventional spacetime \((X, t)\) and taking its two-dimensional Fourier transform results in:

\[
\left( k \frac{\partial}{\partial \omega} - \omega \frac{\partial}{\partial k} \right) \tilde{\varphi}_n = \frac{n}{2} \tilde{\varphi}_n,
\]

(19)

where \( \tilde{\varphi}_n = \varphi_n(\omega, k) \) is the spatio-temporal Fourier transform of \( \varphi_n(X, t) \). The solutions of the Klein–Gordon equation, which are labeled by the index \( n \), can therefore take on spin eigen values of \( 0, \frac{1}{2}, 1, \frac{3}{2}, ... \)

However, if we apply the operator \( \left( k \frac{\partial}{\partial \omega} - \omega \frac{\partial}{\partial k} \right) \) on the solutions of the Dirac equations, \( a_n \), one finds that:

\[
\left( k \frac{\partial}{\partial \omega} - \omega \frac{\partial}{\partial k} \right) a_n = \left( n - \frac{1}{2} \right) a_n.
\]

(20)

The solutions of the Dirac equations are a subset of the solutions of the Klein–Gordon equation which have spin eigen values that are multiples of \( \frac{1}{2} \). To shed light on the meaning of a \( 3/2 \) spin in the context of elastic waves, we write the three Dirac-like equations for \( n = 0, 1, 2 \) in spacetime, that is:

\[
\begin{aligned}
\frac{\partial \varphi_0}{\partial t} - \frac{\partial \varphi_0}{\partial X} &= i \alpha \varphi_{-1} \\
\frac{\partial \varphi_{-1}}{\partial t} + \frac{\partial \varphi_{-1}}{\partial X} &= i \alpha \varphi_0 \\
\frac{\partial \varphi_1}{\partial t} - \frac{\partial \varphi_1}{\partial X} &= i \alpha \varphi_0 \\
\frac{\partial \varphi_0}{\partial t} + \frac{\partial \varphi_0}{\partial X} &= i \alpha \varphi_1 \\
\frac{\partial \varphi_2}{\partial t} - \frac{\partial \varphi_2}{\partial X} &= i \alpha \varphi_1 \\
\frac{\partial \varphi_1}{\partial t} + \frac{\partial \varphi_1}{\partial X} &= i \alpha \varphi_2.
\end{aligned}
\]
We can recombine these equations in the form:

\[
\begin{align*}
\frac{\partial \varphi_0}{\partial t} - \frac{\partial \varphi_0}{\partial X} &= i\alpha \varphi_{-1} \\
\frac{\partial \varphi_{-1}}{\partial t} + \frac{\partial \varphi_{-1}}{\partial X} &= \frac{\partial \varphi_1}{\partial t} - \frac{\partial \varphi_1}{\partial X} \\
\frac{\partial \varphi_0}{\partial t} + \frac{\partial \varphi_0}{\partial X} &= \frac{\partial \varphi_2}{\partial t} - \frac{\partial \varphi_2}{\partial X} \\
\frac{\partial \varphi_1}{\partial t} + \frac{\partial \varphi_1}{\partial X} &= i\alpha \varphi_2,
\end{align*}
\] (21a)

The spinor \([\varphi_{-1}, \varphi_2]\) which has spin eigen values of \(-3/2\) and \(+3/2\) can be visualized as the superposition of spin 1 (−1) objects combined with spin 1/2 (−1/2) objects. Considering plane wave solutions in equation (21b), the backward propagating \(\varphi_{-1}\) is identical to the forward propagating \(\varphi_1\). Equation (21c) states that the forward \(\varphi_2\) is identical to the backward propagating \(\varphi_0\). However, these two equations do not impose any relationship (constraint) on the possible directions of propagation of \(\varphi_0\) and \(\varphi_1\). Equations (21a) and (21d) in contrast set constraints on \(\varphi_{-1}\) being equivalent to a forward propagating \(\varphi_0\) and \(\varphi_2\) being a backward propagating \(\varphi_1\). The amplitudes of the spinor \([\varphi_{-1}, \varphi_2]\) are therefore not independent of each other. They possess fermionic character (spin eigen value \(\pm 1/2\)) [2]. It represents an elastic wave which is the superposition of a forward and a backward propagating wave with amplitude related to each other. The quantities \(\varphi_0\) and \(\varphi_1\) do not form a spinor as their amplitudes in the forward or backward directions of propagation are independent of each other. They possess bosonic character and therefore spin eigen values \(\pm 1\). This argument can be extended to other solutions with spin eigen values of 5/2, 7/2, etc with increasing number of boson-like elastic waves and still two fermion-like waves.

2.2. Twistor space representation of topological elastic waves

In this section, we explore the spatio-temporal properties of the solutions of Klein–Gordon equation (as well as Dirac equations) given by equation (6). We rewrite equation (6) in terms of time, \(t\), space \(X\), and a new space-like variable \(\zeta\):

\[
\phi_0(t, X, \zeta) = \frac{1}{2\pi i} \oint_{\Sigma} e^{i\zeta \left[(z+\frac{1}{2})^2-(z-\frac{1}{2})^2\right]} \frac{1}{z^{n+1}} dz.
\] (22)

In this form, \(\phi_0\) is solution of the equation:

\[
\frac{\partial^2 \phi_0}{\partial t^2} = \frac{\partial^2 \phi_0}{\partial X^2} - \frac{\partial^2 \phi_0}{\partial \zeta^2} = 0.
\] (23)

Because of the second derivative with respect to \(\zeta\) in equation (23), the sign in front of the \(2\zeta\) in equation (22) is arbitrary. We will use + in the rest of the section. In equation (23) \(\zeta\) plays the role of a second spatial variable. Equation (23) is the usual elastic equation for a two-dimensional medium. It represents a model of the harmonic chain attached to a substrate in a \((2 + 1)\) spacetime.

The argument of the exponential in equation (22) can be rewritten in the form of a second-order polynomial in \(z\):

\[
\frac{i\alpha}{2} \left[\frac{1}{2} (X + t) + \zeta - \frac{1}{2} (X - t) z^2\right] = i\alpha \eta.
\] (24)

The square bracket \(\eta\) takes the form of an incidence relation between spacetime \((x_1 = X, x_2 = t, x_3 = \zeta)\) and twistor space [26]. Let us consider a directed line in \((x_1, x_2, x_3)\) as shown in figure 2.

The vector \(\overrightarrow{OP}\) is given by:

\[
\overrightarrow{OP} = \vec{v} + L \vec{u},
\] (25)

where \(L\) is a length along the line from the end of vector \(\vec{v}\) to the point \(P\). We also have the relations \(\vec{u}, \vec{v} = 0\) and \(\vec{u}, \vec{u} = 1\). All the orientation vectors \(\vec{u}\) can be illustrated on the unit sphere or Riemann sphere. We can now consider the stereographic projection of the orientation unit vector \(\vec{u}\) from the north pole of the Riemann sphere (see figure 3).

The coordinates of the projection vector \(\overrightarrow{OQ}\) are \(x_1 = \frac{u_n}{1 - u_n}\) and \(x_2 = \frac{u_x}{1 - u_n}\). If we complexify the plane \((x_0, x_2)\) by identifying the axis \(x_2\) with the imaginary axis the stereographic projection of the unit vector \(\vec{u}\) can be defined as:
We now introduce a parametric equation for the unit vector \( \mathbf{u}_s \). The parameters define a path followed by the end of the vector \( \mathbf{u} \) on the Riemann sphere. The directional derivative of \( \sigma(\mathbf{u}) \) takes the form:

\[
\eta = \frac{\partial \sigma}{\partial s} = \frac{\partial \sigma}{\partial \mathbf{u}} \frac{\partial \mathbf{u}}{\partial s} = \frac{\partial \sigma}{\partial \mathbf{u}} \mathbf{v}.
\]  

(26)

Figure 2. Schematic illustration of the spacetime \((x_0 = X, x_2 = t, x_3 = \zeta)\) with an oriented line. The unit vector \( \mathbf{u} \) defines the orientation of the line. The vector \( \mathbf{v} \) is perpendicular to the line. A point \( P \) is marked on the line by the vector \( OP(x_0, x_2, x_3) \).

Figure 3. Schematic illustration of the Riemann sphere. The vector \( \mathbf{OQ}(x_0, x_3) \) is the north pole stereographic projection of the unit vector \( \mathbf{u} \).  

\[
\sigma(\mathbf{u}) = \frac{u_1 + iu_2}{1 - u_3}
\]  

(27)
In equation (27) \(\frac{d\ell}{dt} = \mathbf{v}\) is a tangent vector to the parameterized path on the Riemann sphere. Using equations (25)–(27), we find the condition that gives the set of oriented lines going through a point \(P\). After a lengthy set of algebraic manipulations, one finds:

\[
\eta = \frac{1}{2}(x_1 + ix_2) + \sigma x_3 - \frac{1}{2}(x_1 - ix_2)\sigma^2.
\]

Equation (28) is equivalent to the square bracket terms in equation (24). This incidence relation maps the spacetime \((x_1 = X, x_2 = t, x_3 = \zeta)\) to the twistor space defined by the pair of complex numbers, \((\sigma, \eta)\). A line in spacetime (i.e., a linear trajectory) maps into a point in twistor space. The set of all lines which go through a point \(P\) in spacetime becomes the Riemann sphere in twistor space.

### 2.3. Twistor space and topological phononics

#### 2.3.1. Fourier representation of the incidence relation

By inserting equation (24) into (22), we can rewrite the solution of the elastic problem as:

\[
\phi_n(t, X, \zeta) = \frac{1}{2\pi i} \oint e^{i\eta\left[\frac{1}{2}(X^2 + \zeta^2) - \frac{1}{2}(X - t)z^2\right]} \frac{1}{z^{n+1}} dz
\]

or

\[
\phi_n(t, X, \zeta) = \frac{1}{2\pi i} \oint f_n\left(z, \eta = \frac{1}{2}(X + t) + \zeta - \frac{1}{2}(X - t)z^2\right) dz.
\]

We can rewrite

\[
\eta = (1 + z^2)\left[t + \frac{1 - z^2}{1 + z^2}X + \frac{2\zeta}{1 + z^2}\zeta\right]
\]

and redefine the complex \(z\) in terms of complex quantities on the unit circle

\[
\begin{align*}
1 - z^2 &= \cos \theta = \frac{e^{i\theta} + e^{-i\theta}}{2} \\
2\zeta &= \sin \theta = \frac{e^{i\theta} - e^{-i\theta}}{2i}.
\end{align*}
\]

Equation (30) can be re-expressed in terms of the complex quantities \(\gamma = e^{i\theta}, q = X + i\zeta\) and their complex conjugates \(\bar{\gamma} = e^{-i\theta}\) and \(\bar{q} = X - i\zeta\):

\[
\phi_n(t, X, \zeta) = \frac{1}{2\pi i} \oint f_n\left(\gamma, t + \frac{1}{2}\bar{q}\gamma + \frac{1}{2}\bar{q}\gamma\right) d\gamma.
\]

We now make the connection with Fourier representation of elastic waves, that is, plane waves in our elastic system. We rewrite the complex, \(\gamma\) in the form:

\[
\gamma = e^{i\theta} = -\frac{k}{\sqrt{k^2 + \alpha^2}} + i\frac{\alpha}{\sqrt{k^2 + \alpha^2}},
\]

where \(k\) is a wave number along the harmonic chain. The incidence relation in equation (33) then becomes:

\[
t + \frac{1}{2}\bar{q}\gamma + \frac{1}{2}\bar{q}\gamma = \frac{1}{\sqrt{k^2 + \alpha^2}}(\sqrt{k^2 + \alpha^2} t + kX + \alpha\zeta).
\]

Since the dispersion relation for the harmonic chain attached to a rigid substrate is \(\omega = \sqrt{k^2 + \alpha^2}\), the term in parenthesis of equation (35) becomes the usual exponent of a plane wave \((\omega t + kX + \alpha\zeta)\) obeying equation (23).

#### 2.3.2. Spinor representation of the incidence relation

Equation (22) states that solutions to the elastic Klein–Gordon equation (and, by the same token, some of the solutions to the elastic Dirac equation), can be formulated as:

\[
\phi_n(\lambda, \mu, \zeta) = \frac{1}{2\pi i} \oint f_n\left(z, \frac{1}{2}\lambda z + \frac{1}{2}\mu\frac{1}{Z} + i\alpha\zeta\right) dz.
\]

Since the incidence relation appears in an exponent in equation (22), we can reformulate equation (22) in terms of a product of exponential functions. Equation (36a) can then be rewritten in the form:
\[
\phi_h(\lambda, \mu, \zeta) = \frac{1}{2\pi i} \oint f_n(z, \lambda z + i\alpha \zeta, \mu + i\alpha \zeta) \, dz.
\] (36b)

In equation (36b), we have redefined the incidence relations in terms of two quantities, \(\Pi_i = \frac{1}{\alpha} \lambda + \zeta\) and \(\Pi_x = \frac{1}{\alpha} \mu + \zeta\), which form a spinor \(\Pi = \left(\begin{array}{c} \Pi_i \\ \Pi_x \end{array}\right)\) This spinor is effectively the product of a 2 \(\times\) 2 matrix with another spinor \(\Sigma = \left(\begin{array}{c} \zeta \\ \frac{\lambda}{\mu} \end{array}\right)\) The incidence relation becomes:

\[
\Pi = \left(\begin{array}{c} \Pi_i \\ \Pi_x \end{array}\right) = \left(\begin{array}{c} \zeta \\ \frac{\lambda}{\mu} \end{array}\right) R \Sigma,
\] (37)

where, \(R\) is the incidence matrix. If the oriented propagation of an acoustic wave, represented by \(\{\Pi, \Sigma\}\) in twistor space, passes through the point \((t, X, \zeta)\) in spacetime, then the incidence relation (37) is satisfied.

The incidence matrix can be reformulated in Fourier space as a differential operator, namely:

\[
\tilde{R} = \left(\begin{array}{cc}
\frac{\partial}{\partial \alpha} & \frac{\partial}{\partial \omega} - \frac{\partial}{\partial k} \\
\frac{\partial}{\partial \omega} + \frac{\partial}{\partial k} & \frac{\partial}{\partial \alpha}
\end{array}\right).
\] (38)

In the previous section, we have shown that in Fourier space, the complex \(z\), can be replaced by the quantity \(\gamma = \frac{k + i \alpha}{\sqrt{k^2 + \alpha^2}}\), that is we can write \(\Sigma = \left(\begin{array}{c} 1 \\ \gamma \end{array}\right)\). We note that because \(\alpha\) represents effectively the stiffness of the side springs of the elastic system, it is a constant. The complex quantity \(\gamma\) spans half of the equator of the Riemann sphere from \(-1\) to \(+1\) when \(k \in [-\infty, +\infty]\). For \(k = 0\), \(\gamma = i\). Using equation (37), we obtain:

\[
\bar{\Pi} = \left(\begin{array}{c} -i \frac{\partial \gamma}{\partial k} \\ 0
\end{array}\right) = \left(\begin{array}{c} -i \frac{\alpha}{k^2 + \alpha^2} \\ 0
\end{array}\right).
\] (39)

After calculating the product, \(\bar{\Pi} \Sigma\) = \(i \frac{\alpha}{k^2 + \alpha^2}\), which is isomorphic to the Berry connection [29], we can obtain the phase accumulated by elastic waves as \(k \in [-\infty, +\infty]\) using the equation:

\[
\delta = i \int_{-\infty}^{+\infty} \bar{\Pi} \Sigma dk = \int_{-\infty}^{+\infty} \frac{\alpha}{k^2 + \alpha^2} dk = \pi.
\] (40)

The elastic waves solutions of the Klein–Gordon equation accumulate a phase of \(\pi\) as one moves along the dispersion curve of the harmonic chain attached to a rigid substrate. Each direction of propagation \(k < 0\) and \(k > 0\) contribute \(\pi\) to the total phase [2].

3. Spacetime representation of an extrinsic topological phononic structure

3.1. Time-dependent superlattice

In considering the systems with spatio–temporal modulations, we note that the topic of spatial and temporal modulation has seen a great deal of interest and activity in the context of electromagnetic interactions with modulated material [33–35]. Here we will turn our interest to elastic systems with spatio–temporal modulations.

The model system of an extrinsic topological acoustic system is a 1D elastic system subjected to a spatio-temporal modulation of its stiffness. This system was described elsewhere [5] and here we review some of its main features that will lead to this paper’s general relativistic description of its properties. In [5], we noted that, for this system, the bulk elastic wave functions are supported in the momentum space manifold by a non-conventional torsional topology of a Möbius strip with a single twist. In the long wavelength limit, propagation of longitudinal elastic waves in a 1D medium perturbed by a spatio-temporal modulation of its stiffness, \(C(x, t)\), obeys the following equation of motion:

\[
\rho \frac{\partial^2 u(x, t)}{\partial t^2} = \frac{\partial}{\partial x} \left( C(x, t) \frac{\partial u(x, t)}{\partial x} \right) = C(x, t) \frac{\partial^2 u(x, t)}{\partial x^2} + \frac{\partial C(x, t)}{\partial x} \frac{\partial u(x, t)}{\partial x}.
\] (41)

In equation (41), \(u(x, t)\) is the displacement field and \(\rho\) is the mass density of the medium. As opposed to the system of figure 1, the side springs \(K_s\) are not present and the stiffness of the continuous system is modulated in time and space. We consider a sinusoidal variation of the stiffness with position and time:

\[
C(x, t) = C_0 + 2\Omega \sin (Kx + \Omega t),
\] (42)

where \(C_0\) and \(C_1\) are positive constants. \(K = \frac{2\pi}{L}\) where \(L\) is the period of the stiffness modulation. \(\Omega\) is a frequency associated with the velocity of the stiffness modulation, \(V\). The quantities \(K\) and \(V\) are independent.
The sign of $\Omega$ determines the direction of propagation of the modulation. In this representation, the maximum stiffness of the material is $C_{\text{max}}^0 = C_0 + 2C$. If $C(x, t)$ were independent of position, then equation (41) would be symmetric in position and time, however as $C(x, t)$ depends on position, there is a term on the right side of equation (41) that is linear in position. This informs our choice of Bloch wave solutions in the spatial coordinate.

The periodicity of the modulated 1D medium suggests that we should be seeking solutions of equation (41) in the form of Bloch waves:

$$u(x, t) = \sum_{k} \sum_{g} u(k, g, t) e^{i(k + g)x},$$

where $x \in [0, L]$. The wave number $k$ is limited to the first Brillouin zone: $[-\pi/L, \pi/L]$ and $g = \frac{2\pi m}{L}$ with $m$ being a positive or negative integer. With this choice of solution and inserting equation (43) into (41), the propagation of longitudinal waves is now described by:

$$\frac{\partial^2 u(k + g, t)}{\partial t^2} + v_f^2(k + g)^2 u(k + g, t) = i\varepsilon \{ f(k')u(k', t)e^{i\Omega t} + h(k'')u(k'', t)e^{-i\Omega t} \},$$

where $f(k) = Kk + k^2$, $h(k) = Kk - k^2$, $k' = k + g - K$ and $k'' = k + g + K$. In this equation, we have defined: $v_f^2 = \frac{C_0}{\rho}$ and $\varepsilon = \frac{G}{\rho}$. This equation is solved by using the multiple time scale perturbation method [36]. For the sake of analytical simplicity, $\varepsilon$ is treated as a perturbation and we write the displacement as a second-order power series in the perturbation, namely:

$$u(k + g, \tau_0, \tau_1, \tau_2) = u_0(k + g, \tau_0, \tau_1, \tau_2) + \varepsilon u_1(k + g, \tau_0, \tau_1, \tau_2) + \varepsilon^2 u_2(k + g, \tau_0, \tau_1, \tau_2).$$

In equation (45), $u_i$ with $i = 0, 1, 2$ are displacement functions expressed to zeroth-order, first-order and second-order in the perturbation. The single time variable, $t$, is also replaced by three variables representing different time scales: $\tau_0 = t$, $\tau_1 = \varepsilon t$, and $\tau_2 = \varepsilon^2 t$. We can subsequently decompose equation (44) into three equations: one equation to zeroth-order in $\varepsilon$, one equation to first-order in $\varepsilon$ and a third equation to second-order in $\varepsilon$. The zeroth-order equation represents the propagation of an elastic wave in a homogeneous medium.

$$\frac{\partial^2 u_0(k + g, \tau_0, \tau_1, \tau_2)}{\partial \tau_0^2} + v_f^2(k + g)^2 u_0(k + g, \tau_0, \tau_1, \tau_2) = 0.$$ (46)

Its solution is taking the form of the Bloch wave:

$$u_0(k + g, \tau_0, \tau_1, \tau_2) = a_0(k + g, \tau_1, \tau_2)e^{i\omega_0(k + g)\tau_0},$$

with the usual form: $\omega_0(k + g) = \nu_f|k + g|$.

The first-order equation is used to solve for $u_1$.

$$\frac{\partial^2 u_1(k + g, \tau_0, \tau_1, \tau_2)}{\partial \tau_1^2} + \omega_0^2(k + g)u_1(k + g, \tau_0, \tau_1, \tau_2) + 2 \frac{\partial^2 u_0(k + g, \tau_0, \tau_1, \tau_2)}{\partial \tau_1 \partial \tau_0}$$

$$= i \{ f(k')u_0(k', \tau_1, \tau_2)e^{i\omega_0(k')\tau_0} + h(k'')u_0(k'', \tau_1, \tau_2)e^{-i\omega_0(k'')\tau_0} \}.$$ (48)

The third term in equation (48) leads to secular terms and is set to zero by assuming that the displacement, $u_0(k + g, \tau_0, \tau_2)$ is not a function of $\tau_1$. The displacement at all orders of expansion is subsequently taken to be independent of odd time scales. The solution to equation (48) is obtained in the form of the sum of homogeneous and particular solutions:

$$u_1(k + g, \tau_0, \tau_2) = a_1(k + g, \tau_2)e^{i\omega_0(k + g)\tau_0} + i \frac{f(k')a_0(k', \tau_2)}{\omega_0^2(k + g) - (\omega_0(k') + \Omega)^2 + i\omega} e^{i(\omega_0(k') + \Omega)\tau_0}$$

$$+ \frac{h(k'')a_0(k'', \tau_2)}{\omega_0^2(k + g) - (\omega_0(k'') - \Omega)^2 + i\omega} e^{i(\omega_0(k'') - \Omega)\tau_0}. $$ (49)

A small damping term $i\omega$ is introduced to address the divergence of the two resonances that occur at $\omega_0^2(k + g) = (\omega_0(k') + \Omega)^2$ and $\omega_0^2(k + g) = (\omega_0(k'') - \Omega)^2$. We will later take the limit $\omega \to 0$. The particular solutions introduce additional dispersion curves in the band structure of the time-dependent superlattice obtained by shifting the zeroth-order band structure by $\pm \Omega$. This can be interpreted as the spatio-temporal modulation resulting in frequency splitting of a monochromatic incident signal that is analogous to Brillouin scattering [7].
Finally, the second-order equation of motion is given by:
\[
\frac{\partial^2 u_0(k + g, \tau_0, \tau_2)}{\partial \tau_2 \partial \tau_0} + \omega_0^2(k + g)u_0(k + g, \tau_0, \tau_2) + 2i \frac{\partial^2 u_0(k + g, \tau_0, \tau_2)}{\partial \tau_2 \partial \tau_0} = i \left( f(k')u_0(k', \tau_0, \tau_2) + h(k'')u_0(k'', \tau_0, \tau_2) e^{-i\Omega \tau_0} \right).
\]
Inserting equation (49) into (50), leads to terms of the form \(e^{i\omega_0(k + g) \tau_0}\) in the right-hand-side of the equation. These terms lead to secular behavior that can be canceled by equating them to the third term in the left-hand-side of the equation. One obtains
\[
2\frac{\partial^2 u_0(k + g, \tau_0, \tau_2)}{\partial \tau_2 \partial \tau_0} = -M(k + g, \Omega, K)a_0(k + g, \tau_2)e^{i\omega_0(k + g) \tau_0}
\]
with
\[
M(k + g, \Omega, K) = \left\{ \begin{array}{l}
\frac{1}{\omega_0^2(k') - (\omega_0(k + g) - \Omega)^2} \\
+h(k'')f(k + g)\left(1 + \frac{1}{\omega_0^2(k'') - (\omega_0(k + g) + \Omega)^2}\right).
\end{array} \right.
\]
Introducing an amplitude of the form, \(a_0(k + g, \tau_2) = \alpha_0(k + g) e^{i\gamma \tau_2}\), one may rewrite \(u_0(k + g, \tau_0, \tau_2)\) as
\[
u(k + g, \tau_0, \tau_2) = \alpha_0(k + g) e^{i\gamma \tau_2} e^{i\omega_0(k + g) \tau_0} = \alpha_0(k + g) e^{i\omega_0(k + g) \tau_0} = \alpha_0(k + g) e^{i\omega_0(k + g) \tau_0}.
\]
Then one obtains a correction to \(\omega_0(k + g)\), leading to a frequency shift. This frequency shift is most pronounced for values of the wave number leading to strong resonances and is given by:
\[
\delta\omega_0(k + g) = \omega_0^2(k + g) - \omega_0(k + g) = \varepsilon^2(\gamma)_{pp} = \frac{\varepsilon^2}{2\omega_0(k + g)}M(k + g, \Omega, K)_{pp}.
\]
The symbol \((\Box)_{pp}\) in this expression represents Cauchy’s principle part that results from taking the limit: \(\varphi \to 0\). This frequency shift is the signature of the formation of hybridization band gaps between the zeroth-order dispersion relation and first-order Brillouin scattered modes. The denominators of the resonance conditions: \(\omega_0^2(k') - (\omega_0(k + g) - \Omega)^2 = 0\) and \(\omega_0^2(k'') - (\omega_0(k + g) + \Omega)^2 = 0\) determine the location of the formation of the hybridization gaps. These conditions predict hybridization gaps where the lowest first-order dispersion branch \((g = 0)\) and second lowest branch \((g = \frac{2\pi}{\Omega})\) intersect a first-order Brillouin scattered dispersion curve. The two gaps form only on one side (positive or negative side) of the first Brillouin zone depending on the sign of \(\Omega\) (i.e., the direction of propagation of the modulation of the stiffness). These two gaps occur at the same wave number: \(k_\gamma\). This leads to a band structure that does not possess mirror symmetry about the frequency axis. The band structure now possesses a center of inversion, the origin, rather than a mirror plane. When \(M(k + g, \Omega, K) > 0\), one has \(k < k_\gamma\) and when \(M(k + g, \Omega, K) < 0\), one has \(k < k_\gamma\).
We illustrate this effect schematically in figure 4.

3.2. Temporal phonon dirac equation and temporal ghost phonons

Our starting point is equation (51) which combined with equation (47) yields:
\[
\frac{\partial^2 u_0(k + g, \tau_0, \tau_2)}{\partial \tau_2 \partial \tau_0} = -\frac{1}{2} M(k + g, \Omega, K) u_0(k + g, \tau_0, \tau_2).
\]
It is also important to note that equation (51) is not a stand-alone equation but it is complemented by the zeroth-order equation of propagation (equation (46)).

We now introduce two new temporal variables, \(W\) and \(V\) such that:
\[
\begin{align*}
\tau_0 &= W - V \\
\tau_2 &= W + V.
\end{align*}
\]
These new variables can be expressed as:
\[
\begin{align*}
W &= \frac{1}{2}(\tau_0 + \tau_2) = \frac{1}{2}(1 + \varepsilon^2)t \\
V &= \frac{1}{2}(\tau_0 - \tau_2) = -\frac{1}{2}(1 - \varepsilon^2)t
\end{align*}
\]
and represent a dilated time and the negative of a compressed time respectively.
With this change in variables, equation (54) takes the form:

$$\frac{\partial^2 u_0(k + g, W, V)}{\partial W^2} - \frac{\partial^2 u_0(k + g, W, V)}{\partial V^2} + 2 M(k + g, \Omega, K)u_0(k + g, W, V) = 0. \quad (57)$$

Equation (57) is the usual relativistic Klein–Gordon equation when \(M(k + g, \Omega, K)\) is positive with the two temporal variables \(W\) and \(V\) playing the roles of ‘temporal’ and ‘spatial’ variables in the conventional; Klein–Gordon equation. \(\sqrt{2} M\) is playing the role of ‘mass’. In the case of \(M(k + g, \Omega, K) < 0\), then equation (57) is Klein–Gordon equation with an imaginary ‘mass’ \(i\sqrt{2} |M|\).

### 3.3. Temporal Dirac phonons

This subsection addresses the behavior of the time-dependent superlattice when \(M(k + g, \Omega, K) > 0\). In this case, following Dirac [32], equation (57) can be factored

$$\begin{bmatrix} \alpha_x \frac{\partial}{\partial W} - i\sigma_y \frac{\partial}{\partial V} - iaI \end{bmatrix} \psi = 0, \quad (58a)$$

$$\begin{bmatrix} \alpha_x \frac{\partial}{\partial W} - i\sigma_y \frac{\partial}{\partial V} + iaI \end{bmatrix} \overline{\psi} = 0, \quad (58b)$$

where again \(\sigma_x\) and \(\sigma_y\) are the \(2 \times 2\) Pauli matrices: \(\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}\) and \(\begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}\) and \(I\) is the \(2 \times 2\) identity matrix. We have renamed \(\alpha = \sqrt{2} M\). These equations are isomorphic to equation (8).

We note that taking the complex conjugate of equation (58a) results in equation (58b), indeed the first two terms are real and only the last term changes sign. In particular, this results from the negative sign of the second term in the Klein–Gordon equation (57) which requires the multiplicative imaginary number ‘\(i\)’ on the second term of the Dirac equations. Then \(\overline{\psi} = \psi^*\). So while \(\psi\) is a solution of equation (58a), its complex conjugate is not a solution of (58a). \(\overline{\psi}\) is solution of equation (58b). In the language of quantum field theory, \(\psi\) and \(\overline{\psi}\) represent the two different physical entities, namely ‘particles’ and ‘antiparticles.’
We write our solutions in the form:

\[ \psi(\omega_1, \omega_2) = \xi(\omega_1, \omega_2) e^{i(\pm \omega_1) V} e^{i(\pm \omega_2) V} \]

and

\[ \bar{\psi}(\omega_1, \omega_2) = \bar{\xi}(\omega_1, \omega_2) e^{i(\pm \omega_1) W} e^{i(\pm \omega_2) V} \]

where \( \xi = \begin{pmatrix} a_1 \\ a_2 \end{pmatrix} \) and \( \bar{\xi} = \begin{pmatrix} \bar{a}_1 \\ \bar{a}_2 \end{pmatrix} \) are two by one spinors. Inserting the various forms for these solutions in equations (58a), (58b) leads to the 'dispersion' relation:

\[ \omega_1^2 = \omega_2^2 + \alpha^2. \]  

(59)

This is the equation of an orthochronous hyperbola in the \((\omega_1, \omega_2)\) plane as illustrated in figure 5. However, as we have stated earlier, the pair \((\omega_1, \omega_2)\) needs to also be compatible with the zeroth-order equation (46). For this, we write:

\[ \omega_1 W + \omega_2 V = \tau_0 \left( \frac{\omega_1 - \omega_2}{2} \right) + \tau_2 \left( \frac{\omega_1 + \omega_2}{2} \right). \]  

(60)

Since \( u_0(k + g, \tau_0, \tau_2) = a_0(k + g, \tau_2) e^{i\omega_0(k + g)\tau_0} \), the pairs of frequencies \((\omega_1, \omega_2)\) need to satisfy the condition:

\[ \omega_1 - \omega_2 = 2\omega_0. \]  

(61)

Inserting the condition given by equation (61) into (59) yields the additional condition:

\[ \omega_1 + \omega_2 = \frac{M}{\omega_0}. \]  

(62)

The graphical construction of the solutions of equations (58a), (58b) and (46) is given in figure 5. The solutions \((\omega_1^a, \omega_2^a)\) evolve with the wave number, \(k\), as both \(\omega_j\) and \(\alpha\) vary with \(k\). By varying \(k\) over the interval \(\left[ -\frac{\pi}{L}, \frac{\pi}{L} \right] \), following the branch of the dispersion relation that possesses non-zero positive \(M(k)\), \(\omega_0(k)\) spans positive and negative values in the interval \(\left[ \omega_0(-\frac{\pi}{k}), \omega_0(\frac{\pi}{k}) \right] \).

Spanning this range enables us to explore the different positive and negative values of \(\omega_1^a\) and \(\omega_2^a\), i.e., both top and bottom branches in figure 5. The spinor parts \(\xi\) and \(\bar{\xi}\) for the different 'orbital' parts, \(e^{i(k+g)\tau_0} e^{i\omega_0(k+g)\tau_0}\), are collected in table 1 below.

Since both \(\omega_1 - \omega_2\) and \(\omega_1 + \omega_2\) are real positive quantities, the spinors in table 1 are real. Let us consider, as an example, the first entry in table 1 (i.e., the orbital part is \(e^{i\xi_1 W} e^{i\omega_2 V}\)), the spinor:

\[ \xi_1 = \begin{pmatrix} \sqrt{2\omega_0} \\ -\frac{M}{\sqrt{\omega_0}} \end{pmatrix}. \]

Inserting equations (61) and (62) yields \(\xi_1 = \begin{pmatrix} \sqrt{2\omega_0} \\ -\frac{M}{\sqrt{\omega_0}} \end{pmatrix} \). Considering the orbital part \(e^{i\xi_1 W} e^{-i\omega_2 V}\), the spinor
component becomes $\xi_0 = \left( \frac{M}{\omega} \right)$. In the limit of a small perturbation, $M(k) \to 0$ and $\xi_a = \left( \frac{d_1}{0} = \left( \frac{\sqrt{2\omega_0}}{0} \right) \right)$ and $\xi_0 = \left( 0, \frac{d_2}{2\omega_0} \right) \equiv \left( 0, \frac{0}{2\omega_0} \right)$. $A$ and $B$ correspond to points along the right and left asymptotes of the top curve in Figure 5. Under these conditions the orbital parts of $A$ and $B$ reduce to $e^{i\omega t}$ and $e^{i\omega t}$. Point $A$ corresponds to an unperturbed solution of the wave equation i.e., solution in a homogeneous medium without modulation. Point $B$ represents the effect of the perturbation. The components of a general spinor $\xi = \left( \frac{a}{b} \right)$ measure the ‘amount’ of correction relative to the unmodulated solution in the space of the two time scales $\tau_0$ and $\tau_2$.

Relations (61) and (62) enable us to express the spinors in terms of the wave number $k$. The parameter $k$ (and simultaneously, $\omega_0(k)$), leads to measurable and subsequently tunable spinors $\xi$ and $\xi$. We now define the quantity $s = \frac{\omega_0}{\omega^2}$. Using equation (59), we can obtain the following expression for the two frequencies $\omega_1$ and $\omega_2$:

$$\omega_1 = \alpha \sqrt{1 + \gamma^2} = \alpha \gamma$$

$$\omega_2 = \alpha \gamma s,$$

where $\gamma = \frac{1}{\sqrt{1 - \frac{\omega_0^2}{\omega^2}}}$. As noticeable in Figure 5, for every solution $(\omega_1, \omega_2)$ the quantity $s$ is always less than 1 and $\gamma$ is isomorphic to a Lorentz factor. Therefore, the temporal Dirac phonons described here behave like particles for which the quantity $s$ must be less than 1.

### 3.4. Temporal ghost phonons

When $M(k + g, \Omega, K) < 0$. Equations (58a),(58b) become

$$\left[ \sigma_x \frac{\partial}{\partial W} - i \sigma_y \frac{\partial}{\partial V} + \alpha' I \right] \psi_G = 0$$

$$\left[ \sigma_x \frac{\partial}{\partial W} - i \sigma_y \frac{\partial}{\partial V} - \alpha' I \right] \psi_G = 0,$$

where $\alpha' = \sqrt{2 |M|}$. These correspond to Dirac equations with an imaginary ‘mass’ $\alpha = i \alpha'$. These equations describe temporal ghost phonons also referred to as tachyons [30]. Seeking solutions in the form:

$$\psi_G(\omega_1, \omega_2) = \xi_G(\omega_1, \omega_2) e^{i k_1 k_2 W} e^{i \pm i k_2 V}, \quad \bar{\psi}_G(\omega_1, \omega_2) = e_0 \bar{\xi}_G(\omega_1, \omega_2) e^{i k_1 k_2 W} e^{i \pm i k_2 V}$$

where $\xi_G$ and $\bar{\xi}_G$ are also two by one spinors. Inserting the various forms for these solutions in equations (64a), (64b) lead to the ‘dispersion’ relation:

$$\omega_1^2 \omega_2^2 = \alpha'^2.$$  

This is the equation of an anti-chronous hyperbola in the $(\omega_1, \omega_2)$ plane. Figure 6 shows this dispersion relation as well as the condition (61) that makes temporal ghost phonon solutions that are compatible with the zeroth-order equation (46).

Inserting equation (61) into (65) produces the condition:

$$\omega_1 + \omega_2 = - \frac{|M|}{\omega_0}.$$  

Again, the solutions $(\omega_1^*, \omega_2^*)$ for temporal ghost phonons evolve with the wave number, $k$, as both $\omega_0$ and $\alpha$ vary with $k$. The temporal ghost phonons can be investigated by varying $k$ over the intervals $[k_1, \ k_2]$ and following the branch of the dispersion relation that possesses non-zero negative $M(k)$. Spanning this range enables us to explore the different positive and negative values of $\omega_1^*$ and $\omega_2^*$, i.e., both left and right branches in Figure 6. The spinor parts $\xi_G$ and $\bar{\xi}_G$ for the different ‘orbital’ parts, $e^{i k_1 k_2 W} e^{i \pm i k_2 V}$ are collected in Table 2 below.

### Table 1. Two by one spinor solutions of equations (58a) and (58b) for the different ‘orbital’ forms.

| $e^{i k_1 W} e^{i k_2 V}$ | $e^{-i k_1 W} e^{i k_2 V}$ | $e^{i k_1 W} e^{-i k_2 V}$ | $e^{-i k_1 W} e^{-i k_2 V}$ |
|--------------------------|--------------------------|--------------------------|--------------------------|
| $\xi$ | $\bar{\xi}$ | $\xi$ | $\bar{\xi}$ |
| $\omega_1$ | $-\omega_2$ | $\omega_1$ | $-\omega_2$ |
| $\omega_1$ | $\omega_2$ | $\omega_1$ | $\omega_2$ |
Inserting equations (61) and (66) into the first entry of table 2, for example:

\[ \xi_i = \left( \frac{i\sqrt{\omega_2 - \omega_1}}{\sqrt{\omega_2 + \omega_1}} \right) \]

The spinors in table 2 are purely imaginary. They are out of phase compared to the spinors of table 1.

Relations (61) and (66) enable us to express the spinors in terms of the wave number \( k \). The parameter \( k \) (and simultaneously, \( \omega_0(k) \)), leads to measurable and subsequently tunable spinors \( \xi_i \) and \( \xi_i^* \).

We again use the quantity \( s = \frac{\partial \omega_1}{\partial k} \) to characterize the properties of the ghost phonons. Using equation (65), we can obtain the following expression for the two frequencies \( \omega_1 \) and \( \omega_2 \):

\[ \omega_1 = i\alpha' \sqrt{1 + \gamma^2 s^2} = i\alpha' \gamma \quad \text{(67a)} \]
\[ \omega_2 = i\alpha' s, \quad \text{(67b)} \]

where again \( \gamma = \frac{1}{\sqrt{1 - s^2}} \). However, here, as seen in figure 6, \( s \) is always greater than 1 for every solution \( (\omega_1^*, \omega_2^*) \).

The \( s \) factor is subsequently an imaginary number \( \gamma = \frac{1}{\sqrt{1 - s^2}} \), which makes \( \omega_1 \) and \( \omega_2 \) real quantities. The ghost phonons described here behave like particles for which the quantity \( s \) is larger than 1. The lines \( \omega_2 = \pm \omega_2 \) in figures 5 and 6 serve as boundaries between temporal Dirac phonons and temporal ghost phonons i.e., particles with \( s < 1 \) and particles with \( s > 1 \). Equivalently, we can say that we can approach the band gap from one side or the other in momentum space without being able to cross the gap. The temporal ghost phonons are metaphors for superluminal particles while temporal Dirac phonons can be visualized as particles that do not exceed the ‘speed’ \( s = 1 \).

The temporal Dirac phonons and temporal ghost phonons discussed here obey a Dirac-like equation in a two-dimensional temporal space (compressed time and dilated time). These ‘particles’ possess Fermion
character i.e., obey a constraint reminiscent of Pauli’s exclusion principle. That constraint relates to the interdependence of the components of the spinor \( a_1/a_2 \). Following section 2, one can verify easily that spinors in tables 1 and 2 satisfy the spin \( \frac{1}{2} \) eigenstate equation:

\[
\left( \omega_2 \frac{\partial}{\partial \omega_2} + \omega_1 \frac{\partial}{\partial \omega_1} \right) \left( \begin{array}{c} a_1 \\ a_2 \end{array} \right) = \frac{1}{2} \left( \begin{array}{c} a_1 \\ a_2 \end{array} \right).
\]

3.5. Metrics and geodesics

In this section, we illustrate some additional properties of temporal Dirac phonons and temporal ghost phonons. In particular, we address their description in the context of a multi-dimensional curved temporal space.

3.5.1. Temporal metrics

In the case of a dynamical system that obeys a general second-order hyperbolic partial differential equation that supports wave excitations:

\[
Fx_{\mu}, \mu, 0 = 0.
\]

It is possible to obtain a geometrical description by defining an effective metric \( g^{\mu\nu} \). Linearizing equation (68) around some solution:

\[
\phi(x_{\mu}, t) = \phi_0(x_{\mu}, t) + \varepsilon \phi_1(x_{\mu}, t) + \ldots
\]

yields

\[
\frac{\partial F}{\partial (\partial_\mu \partial_\nu \phi)} \partial_\mu \partial_\nu \phi_1 + \frac{\partial F}{\partial (\partial_\mu \partial_\phi)} \partial_\mu \phi_1 = 0.
\]

Equation (69) can be rewritten as:

\[
\partial_\mu \left( \frac{\partial F}{\partial (\partial_\mu \partial_\nu \phi)} \right)_0 \partial_\nu \phi_1 + \left( \frac{\partial F}{\partial (\partial_\mu \partial_\phi)} \right)_0 \partial_\mu \phi_1 = 0.
\]

It is therefore possible to define the contravariant metric tensor

\[
f^{\mu\nu} = \sqrt{|g|} g^{\mu\nu} = - \frac{\partial F}{\partial (\partial_\mu \partial_\nu \phi)} \bigg|_0.
\]

The second and third terms in equation (71) may be viewed as forming the analog of a vector potential and a scalar potential, respectively.

We can now reconstruct the perturbative series of the wave equation of the modulated system in terms of solution corrected to second-order. For this, we multiply equation (54) by \( \varepsilon^2 \) and combine it with equation (46). We also rename \( u_0 \) by \( u_0' \) to reflect the corrected nature of the solution i.e., this is the solution that satisfies both the zeroth-order equation (46) and (54) which imposes corrections due to second-order effects. The wave equation including second-order corrections becomes:

\[
\frac{\partial^2 u'_0(k + g, \tau_0, \tau_2)}{\partial \tau_0^2} + 2\varepsilon^2 \frac{\partial^2 u'_0(k + g, \tau_0, \tau_2)}{\partial \tau_2 \partial \tau_0} + \left( v_0^2(k + g)^2 + \varepsilon^2 M(k + g, \Omega, K) \right) u'_0(k + g, \tau_0, \tau_2) = 0.
\]

For reasons that will be apparent in the upcoming derivations, we divide throughout equation (73) by \( \frac{1}{\varepsilon^2} \) and obtain:

\[
\frac{1}{\varepsilon^2} \frac{\partial^2 u_0'(k + g, \tau_0, \tau_2)}{\partial \tau_0^2} + \frac{\partial^2 u_0'(k + g, \tau_0, \tau_2)}{\partial \tau_2 \partial \tau_0} + \frac{\partial^2 u_0'(k + g, \tau_0, \tau_2)}{\partial \tau_0 \partial \tau_2} + \left( \frac{1}{\varepsilon^2} v_0^2(k + g)^2 + M(k + g, \Omega, K) \right) u_0'(k + g, \tau_0, \tau_2) = 0.
\]

Expanding equation (74) around a phonon vacuum i.e., no elastic displacement, then \( u_0' \) plays the role of \( \phi_1 \). We can then define the contravariant metric tensor using relation (72).
We find:

\[ [f^{\mu\nu}] = \begin{pmatrix} \frac{1}{\varepsilon^2} & 1 \\ 1 & 0 \end{pmatrix} \]  

(75)

The determinant of that matrix is \( -1 \), so we can define the contravariant metric tensor:

\[ [g^{\mu\nu}] = \begin{pmatrix} \frac{1}{\varepsilon^2} & 1 \\ 1 & 0 \end{pmatrix} \]  

(76)

We take the inverse of \([g^{\mu\nu}]\) to obtain the covariant metric tensor:

\[ [g_{\mu\nu}] = \begin{pmatrix} 0 & -1 \\ -1 & \frac{1}{\varepsilon^2} \end{pmatrix} \]  

(77)

The temporal line element in the \((\tau_0, \tau_2)\) space is then calculated as:

\[ ds^2 = (d\tau_2, d\tau_0) \begin{pmatrix} 0 & -1 \\ -1 & \frac{1}{\varepsilon^2} \end{pmatrix} \begin{pmatrix} d\tau_2 \\ d\tau_0 \end{pmatrix} = \frac{1}{\varepsilon^2} d\tau_0^2 - 2d\tau_0 d\tau_2. \]  

(78)

The off-diagonal terms in the metric tensor lead to a line element that is characteristic of a non-Euclidian \((\tau_0, \tau_2)\) space.

If we focus on the part of the line element (equation (77)) that arises from the off-diagonal terms of equation (78), namely \(d\tau_0 d\tau_2\), we can express it in terms of the temporal variables \(W\) and \(V\) using equation (55):

\[ d\tau_0 d\tau_2 = (dW - dV)(dW + dV) = dW^2 - dV^2. \]

This is a line element in a two-dimensional temporal Minkowski space with an analog to the speed of light taken as \('l'.\)

3.5.2. Space-multiple times (1 + 2) geometrical model

We consider the purely geometrical interpretation of the propagation of elastic waves in the time-dependent superlattice. That is, we introduce the potential into the curvature of spacetime. We start with equation (73) which is reformulated as:

\[ \frac{\partial^2 \psi(k + g, \tau_0, \tau_2)}{\partial \tau_0^2} + 2\varepsilon^2 \frac{\partial^2 \psi(k + g, \tau_0, \tau_2)}{\partial \tau_2 \partial \tau_0} + N(k + g, \varepsilon, \Omega, K) \psi(k + g, \tau_0, \tau_2) = 0, \]  

(79a)

where \(N(k + g, \varepsilon, \Omega, K) = \{v^2(\varepsilon^2M(k + g, \Omega, K) + \varepsilon^2M(k + g, \Omega, K))\}.\) It is worth noting that \(N\) is always a positive quantity. While \(M(k + g, \Omega, K)\) is positive for the temporal Dirac phonons, it is negative for the temporal ghost phonons. In the latter case, if \((k + g)\) (or \(k_0\)) is not too close to the origin, the small coefficient \(\varepsilon^2\) makes \(\varepsilon^2M(k + g, \Omega, K)\) small compared to \(\omega_0^2 = v_0^2(k + g)^2\) enforcing \(N > 0\).

In equation (78), we have replaced the symbol \(u_0^2\) by \(\psi\) for ease of notation. We want to derive equation (78) from purely geometrical arguments. In the three-dimensional spacetime \((\psi, \tau_0, \tau_2)\), we define the line element:

\[ d\lambda^2 = d\psi^2 - N\psi^2 \frac{1}{1 - \varepsilon^2} \left( d\tau_0^2 - \frac{1}{\varepsilon^2} d\tau_2^2 \right). \]  

(79b)

We consider a curve between two fixed point \(A\) and \(B\). The length along the curve is:

\[ L = \int_A^B d\lambda = \int_A^B \sqrt{\left( \frac{\partial \psi}{\partial \lambda} \right)^2 - N\psi^2 \frac{1}{1 - \varepsilon^2} \left( \frac{\partial \tau_0}{\partial \lambda} \right)^2 - \frac{1}{\varepsilon^2} \left( \frac{\partial \tau_2}{\partial \lambda} \right)^2} \, d\lambda = \int_A^B F \, d\lambda. \]  

(80)

In equation (80) the curve is described in terms of the parameter, \(\lambda\). To find a minimum of the length, \(\delta L = 0\), we utilize the Euler–Lagrange equation:

\[ \frac{\partial}{\partial \lambda} \left( \frac{\partial F}{\partial (\psi/\partial \lambda)} \right) + \frac{\partial}{\partial \lambda} \left( \frac{\partial F}{\partial (\tau_0/\partial \lambda)} \right) + \frac{\partial}{\partial \lambda} \left( \frac{\partial F}{\partial (\tau_2/\partial \lambda)} \right) \bigg| \frac{\partial}{\partial \lambda} \left( \frac{\psi}{\partial \lambda} \right) - \frac{\partial F}{\partial \tau_0} - \frac{\partial F}{\partial \tau_2} = 0 \]  

(81)
\[ \frac{\partial}{\partial \lambda} \left\{ 2 \frac{\partial \psi}{\partial \lambda} - 2N \psi^2 \left( \frac{\partial \tau_0}{\partial \lambda} - \frac{1}{\varepsilon^2} \frac{\partial \tau_2}{\partial \lambda} \right) \right\} + 2N \psi - \frac{1}{1 - \varepsilon^2} \left( \frac{\partial \tau_0}{\partial \lambda} - \frac{1}{\varepsilon^2} \frac{\partial \tau_2}{\partial \lambda} \right)^2 \]

\[ = \frac{1}{2} \frac{\partial G}{\partial \lambda} \left\{ 2 \frac{\partial \psi}{\partial \lambda} - 2N \psi^2 \left( \frac{\partial \tau_0}{\partial \lambda} - \frac{1}{\varepsilon^2} \frac{\partial \tau_2}{\partial \lambda} \right) \right\} + 2N \psi - \frac{1}{1 - \varepsilon^2} \left( \frac{\partial \tau_0}{\partial \lambda} - \frac{1}{\varepsilon^2} \frac{\partial \tau_2}{\partial \lambda} \right)^2 = 0. \] (82)

We have defined \( G = F^2 \). We now chose \( d\lambda = dl \) such that \( F = 1 \) and \( \frac{dG}{d\lambda} = 0 \). Equation (82) reduces to the first two terms. Expanding the derivative \( \frac{\partial}{\partial \lambda} \) one gets:

\[ 2 \frac{\partial^2 \psi}{\partial l^2} - 2N \psi^2 \left( \frac{\partial \tau_0}{\partial l} - \frac{1}{\varepsilon^2} \frac{\partial \tau_2}{\partial l} \right) - 2N \psi^2 \left( \frac{1}{1 - \varepsilon^2} \frac{\partial \tau_0}{\partial l} - \frac{1}{\varepsilon^2} \frac{\partial \tau_2}{\partial l} \right)^2 \]

\[ + 2N \psi - \frac{1}{1 - \varepsilon^2} \left( \frac{\partial \tau_0}{\partial l} - \frac{1}{\varepsilon^2} \frac{\partial \tau_2}{\partial l} \right)^2 = 0. \] (83)

This is the equation of a geodesic. Along the geodesic \( dl = v dt \) with a constant \( v \). Furthermore, we recall that \( \tau_0 = t \) and \( \tau_2 = \varepsilon^2 t \). Inserting these into equation (82) results in:

\[ \frac{\partial^2 \psi}{\partial t^2} + N \psi = \frac{\partial^2 \psi}{\partial \tau_0^2} + 2 \varepsilon^2 \frac{\partial^2 \psi}{\partial \tau_0 \partial \tau_2} + N \psi = 0. \] (84)

Equation (84) is indeed (78). To obtain equation (84), we used the following:

\[ \frac{\partial \tau_0}{\partial l} - \frac{1}{\varepsilon^2} \frac{\partial \tau_2}{\partial l} = \frac{1}{\nu} \left( \frac{\partial \tau_0}{\partial t} - \frac{1}{\varepsilon^2} \frac{\partial \tau_2}{\partial t} \right) = \frac{1}{\nu} \left( 1 - \frac{1}{\varepsilon^2} \frac{\partial \tau_0}{\partial t} \right) = 0 \]

\[ \frac{\partial^2 \tau_0}{\partial l^2} = \frac{\partial^2 \tau_2}{\partial t^2} = 0 \]

and

\[ \frac{1}{1 - \varepsilon^2} \left( \frac{\partial \tau_0}{\partial t} \right)^2 - \frac{1}{\varepsilon^2} \left( \frac{\partial \tau_2}{\partial t} \right)^2 \]

\[ = \frac{1}{1 - \varepsilon^2} \left( 1 - \frac{1}{\varepsilon^2} \right) = 1. \]

The later approximation maintains equation (84) to second-order in \( \varepsilon \). We note that it is the introduction of two time scales \( \tau_0, \tau_2 \) which enables us to obtain equation (84) from \( dL = 0 \).

To second-order (see equation (53))

\[ N(k + \psi, \varepsilon, \Omega, K) \sim (\omega^g_0(k + \psi))^2. \] (85)

The line element given by equation (79a) can then be rewritten as:

\[ dl^2 = d\psi^2 - \psi^2 (\omega^g_0(k + \psi))^2 \frac{1}{1 - \varepsilon^2} \left( d\tau_0^2 - \frac{1}{\varepsilon^2} d\tau_2^2 \right). \] (86)

This line element defines the metric tensor in the three-dimensional space \((\psi, \tau_0, \tau_2)\),

\[ [g] = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -\psi^2 (\omega^g_0(k + \psi))^2 \frac{1}{1 - \varepsilon^2} & 0 \\ 0 & 0 & 1/\varepsilon^2 \psi^2 (\omega^g_0(k + \psi))^2 \frac{1}{1 - \varepsilon^2} \end{pmatrix}. \] (87)

Equation (86) is reminiscent of the usual line element in polar coordinates, \((\rho, \theta)\):

\[ ds^2 = d\rho^2 + \rho^2 d\theta^2 \]

with the role of the radial variable, \( \rho \), played by \( \psi \) (i.e., the amplitude of the elastic wave). The angular variable is related to the two temporal variables scales \( \tau_0, \tau_2 \) via:

\[ d\theta^2 = - (\omega^g_0(k + \psi))^2 \frac{1}{1 - \varepsilon^2} \left( d\tau_0^2 - \frac{1}{\varepsilon^2} d\tau_2^2 \right). \] (88)

This result is different from equation (77) as the line element of equation (86) includes the effect of the potential:\( V(\psi) = \frac{1}{2} N(k + \psi, \varepsilon, \Omega, K) \psi^2 \) in the geometrical description.

We also note that with \( d\tau_0 = dt \) and \( d\tau_2 = \varepsilon^2 dt \), the line element \( d\theta^2 = - (\omega^g_0(k + \psi))^2 dt^2 \) (i.e., \( d\theta = i \omega^g_0(k + \psi) dt \)). The line element (86) reduces to the line element in the complex plane in polar coordinates.
We can see this from another point of view. We can rewrite equation (88) as a non-Euclidian Minkowski-like metric with two time-related variables:

$$d\theta^2 = dX_0^2 - \frac{1}{\varepsilon^2} dX_2^2$$

with \(X_0 = i\omega_0^g (k + g) \frac{1}{\sqrt{1 - \varepsilon^2}} \tau_0\) and \(X_2 = i\omega_0^g (k + g) \frac{1}{\sqrt{1 - \varepsilon^2}} \tau_2\). The space spanned by the variables \(X_0\) and \(X_2\) is conical:

$$X_0^2 - \frac{1}{\varepsilon^2} X_2^2 = 0$$

which implies \(\tau_2 = \pm \varepsilon^2 \tau_0\); the positive solution being the one that defined \(\tau_2\).

Equation (86) becomes

$$d\Omega^2 = d\psi^2 - \psi^2 d\theta^2.$$  

Again, this is the polar coordinate representation in the complex plane of \((\psi, \theta)\). The temporal variation of \(\psi\) was found to be: \(\psi = \alpha (k + g) e^{i\omega_0^g (k + g) t}\). This is a normal mode of the time-dependent superlattice with second-order correction to the frequency which follows a nonlinear trajectory in the \((\psi, t)\) plane. One can describe these solutions with a geometric approach. For instance, we can obtain the wave equation (84) from a purely geometrical argument in the space of \(\psi\) by introducing the line element:

$$ds^2 = 2(E - V(\psi)) d\psi^2.$$  

This wave equation is the equation of a geodesic in a 1D curved space, \(\psi\), with the metric \(g = \sqrt{2(E - V(\psi))}\).

The dynamics of the elastic medium subjected to a spatio-temporal modulation of its stiffness was shown to be describable with a complex metric tensor. Scalar fields corresponding to complex metric tensors are known to possess tachyonic solutions [38].

4. Conclusions

We have developed spacetime representations of elastic waves in intrinsic and extrinsic topological phononic systems. Time-reversal and parity symmetries are broken individually in an intrinsic topological phononic structure through internal resonances. This is accomplished by attaching every mass in a 1D harmonic chain to a rigid substrate via side springs. The dynamical equations then take the form of the Klein–Gordon equation which when Dirac factored reveals the spinor nature of the elastic waves. These Dirac phonons possess fermion-like topologies and can be described within the context of quantum field theory [2]. Dirac phonon states are analogous to the usual spin but with states projected on the directions of propagation of the elastic waves along the harmonic chain. Dirac phonons behave like pseudospins. We explore the solutions of the dynamical equations in the form of contour integrals which enables us to connect the field theoretical description of topological elastic waves, their spacetime representation and the twistor theory. We have also considered an extrinsic topological phononic system composed of a 1D elastic medium supporting a spatio-temporal modulation of its stiffness. Spatio-temporal modulations break both parity and time-reversal symmetry leading to spectral non-reciprocity and the formation of band gaps in the elastic band structure that are asymmetric with respect to momentum. In the context of multiple time scale perturbation theory, we demonstrate an analogy between the longitudinal phonons in the vicinity of an asymmetric gap and two types of particle excitations, namely temporal Dirac particles and temporal ghost particles. These particles are defined in a two-dimensional time space. The Dirac phonons have a real 'mass' and the ghost phonons possess an imaginary 'mass.' The wave function of both types of phonons has amplitude that takes the form of \(2 \times 1\) spinors. The spinors of ghost phonons, however, are phase shifted by \(\frac{\pi}{2}\) with respect to their Dirac counterparts. We show that these two types of temporal phonons live on two separate sides of ghost lines. The ghost lines are analogous to introducing a limiting 'velocity' such as the speed of light in conventional spacetime. We map the spinor characteristics of temporal Dirac and ghost phonons to the dispersion curves in the elastic band structure. The spinor of each type of phonon is therefore measurable and tunable. Finally, we develop a purely geometric description of temporal Dirac and ghost phonons in curved 2D time. We show that the dynamics of Dirac and ghost phonons can be represented in the form of a geodesic in a complex spacetime.

The analogies between topological phononic systems, quantum field theory and spacetime representations open new avenues for the simultaneous investigation of both scalar quantum field and general relativistic analogs in a single experiment. The twistor space representation of Dirac phonons but also temporal Dirac phonons with pseudospin characteristics presents opportunities to study the relationship between twistor theory and quantum field theories. The introduction of temporal ghost phonons also creates new approaches to
both the modeling and measurement of analog tachyonic behavior. It can be further noted that the investigation of these elastic analogs and their parameters is entirely at the choice of the experimenter. Hence, we see that the analogy between the elastic behavior of intrinsic and extrinsic topological phononic structures and the scalar quantum field theory and general relativity allows for the experimental exploration of a number of concepts and of exotic particle excitations that previously have only been theorized.
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