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Abstract

Motivation: Recent development of single cell sequencing technologies has made it possible to identify genes with different expression (DE) levels at the cell type level between different groups of samples. However, the often-low sample size of single cell data limits the statistical power to identify DE genes.

Results: In this article, we propose to borrow information through known biological networks. Our approach is based on a Markov Random Field (MRF) model to appropriately accommodate gene network information as well as dependencies among cells to identify cell-type specific DE genes. We implement an Expectation-Maximization (EM) algorithm with mean field-like approximation to estimate model parameters and a Gibbs sampler to infer DE status. Simulation study shows that our method has better power to detect cell-type specific DE genes than conventional methods while appropriately controlling type I error rate. The usefulness of our method is demonstrated through its application to study the pathogenesis and biological processes of idiopathic pulmonary fibrosis (IPF) using a single-cell RNA-sequencing (scRNA-seq) data set, which contains 18,150 protein-coding genes across 38 cell types on lung tissues from 32 IPF patients and 28 normal controls.

Availability: The algorithm is implemented in R. The source code can be downloaded at https://github.com/eddiehli/MRFscRNAseq.

Contact: hongyu.zhao@yale.edu

Supplementary information: Supplementary data are available online.

1 Introduction

With recent advancement in single-cell RNA sequencing (scRNA-seq) technologies, it has opened up unique opportunities to understand genomic and proteomic changes at the single cell resolution. Such data allow us to identify cell type specific DE genes that are associated with diseases, e.g. idiopathic pulmonary fibrosis (IPF). Over the last decade, many statistical methods have been proposed to detect DE genes using scRNA-seq data. For example, Single-Cell Differential Expression (SCDE) (Kharchenko et al., 2014) fits a mixture of Poisson model and Negative Binomial model to model the zeros and positive mean expressions separately. Model-based Analysis of Single-cell Transcriptomics (MAST) (Finak et al., 2015) utilizes a two-part hurdle model to simultaneously model the rate of expression and the mean expression level. One novel aspect of MAST is that it adjusts the fraction of genes expressed across cells to obtain more reliable estimates. sCD (Korthauer et al., 2016) uses a conjugate Dirichlet process mixture to identify DE genes. Meanwhile, nonparametric methods such as EMDomics (Nabavi et al., 2016) and D3E (Delmans and Hemberg, 2016) have also been developed for scRNA-seq data to detect DE genes. Nonetheless, although it is well known that genes and cells do not work independently, none of the existing methods take gene network
Given normalized single cell RNA-seq data, we conclude the manuscript with a brief discussion in Section 5. We analyze the lung IPF scRNA-seq data to identify DE genes in Section 4. Section 3 shows results from simulation studies. We apply our method to MRF model, parameter estimation, and posterior probability estimation. Our method adopts local false discovery rate framework that was developed by Efron (Efron, 2004) to identify cell-type specific DE genes. We implement an efficient EM algorithm with mean field-like approximation (Zhang, 1992; Celeux et al., 2003; Lin et al., 2016) to estimate model parameters and Gibbs sampler to estimate the posterior probabilities. In Section 2, we introduce the MRF model, parameter estimation, and posterior probability estimation. Section 3 shows results from simulation studies. We apply our method to analyze the lung IPF scRNA-seq data to identify DE genes in Section 4. We conclude the manuscript with a brief discussion in Section 5.

2 Methods

2.1 Model Setup

Given normalized single cell RNA-seq data, \( y_{gc, p} \) denotes the normalized observed expression of gene \( g \) in cell type \( c \) in the \( p \) replicate in condition \( p \). For simplicity, we assume \( P = 2 \). We assume that the cells have been correctly assigned to their corresponding cell types. In each group, there are \( n_{gc, 1} \) and \( n_{gc, 2} \) samples for the \( g \)th group (either disease or control group). Let \( y_{gc, 1} \) and \( y_{gc, 2} \) denote the vectors of expression values for gene \( g \) in cell type \( c \) for the two groups. The two-sample test statistic is then

\[
\bar{t}_{gc} = \frac{\bar{y}_{gc, 1} - \bar{y}_{gc, 2}}{\sqrt{\frac{n_{gc, 1}}{n_{gc, 1} + n_{gc, 2}}}}
\]

Then we transform the test statistic into z-scores,

\[
z_{gc} = \Phi^{-1}\left(\frac{\bar{t}_{gc}}{\sqrt{\frac{n_{gc, 1} + n_{gc, 2}}{n_{gc, 1} + n_{gc, 2} - 1}}}\right)
\]

where \( n_{gc, 1} \) and \( n_{gc, 2} \) are the number of samples for the two groups, e.g. disease and control groups, for gene \( g \) in cell type \( c \). \( \Phi \) is the cumulative distribution function of a standard normal distribution; and \( F \) is the cumulative distribution function for a student-t distribution with \( n_{gc, 1} + n_{gc, 2} - 2 \) degrees of freedom. The gene expression data are then represented by a summary statistic matrix \( \bar{Z} \), where each entry \( z_{gc} \) represents the evidence of differential expression between the two groups for each gene across cell types. Let \( w_{gc} \) denote the binary latent state representing whether gene \( g \) is deferentially expressed in cell type \( c \) between the two groups. Then \( W \) is the latent state matrix. Because \( w_{gc} \) has two states, we assume that \( z_{gc} \) follows a mixture distribution,

\[
f_{z_{gc} \mid w_{gc}} = \begin{cases} f_{0} & \text{if } w_{gc} = 0 \\ f_{1} + w_{gc} f_{3} & \text{if } w_{gc} = 1 \end{cases}
\]

where \( f_{0} \) is the null density and \( f_{1} + w_{gc} f_{3} \) is the non-null density. We further assume that the null density follows a standard normal distribution. The non-null density is estimated through Efron’s nonparametric empirical Bayes framework (Efron, 2004). The inference on the latent state \( W \) is our primary objective. In the following, we construct the MRF model that accommodates cell type dependencies and gene network information. A gene network information is represented by an undirected graph, with a set of nodes \( V \), which correspond to cell-type specific genes, and a set of edges \( E \), which represent the relationships among the nodes. For each gene \( g \), we can use the following vector to denote its cell-type specific DE status.

\[
\mathcal{V}_g = \{w_{gc} : c = 1, \ldots, C\}
\]

The set of edges \( E \) can be divided into two subsets, \( E_{g1} \) and \( E_{g2} \). For two genes \( g \) and \( g' \), if there is a known relationship, e.g. from a pathway database, we write \( g \sim g' \). For a given gene \( g \), let \( \mathcal{N}_g = \{g' : g \sim g' \in E_{g1}\} \) be the set of genes that have known relationships with gene \( g \). Similarly, for two cell types \( c \) and \( c' \), if there is a known relationship, we write \( c \sim c' \). For a given cell type \( c \), let \( \mathcal{N}_c = \{g' : c \sim c' \in E_{g2}\} \) be the set of cell types that have close relationships with cell type \( c \). Then we can write two sets of edges as

\[
E_{g1} = \{(w_{gc}, w_{g'c'}) : g \sim g', c = c'\}
\]

\[
E_{g2} = \{(w_{gc}, w_{g'c'}) : g = g', c \sim c'\}
\]

Therefore, edges in \( E_{g1} \) capture similarities between genes based on gene network information, while edges in \( E_{g2} \) capture the dependencies between cell types. Then we construct a pairwise interaction MRF model (Besag, 1986),

\[
p(w_{gc} \mid w_{gc'} ; \Phi) = \frac{\exp \{w_{gc} F(w_{gc}, \Phi)\}}{1 + \exp \{F(w_{gc}, \Phi)\}}
\]

where

\[
F(w_{gc}, \Phi) = \gamma + \beta_{gc} |N_{gc'} \{2w_{gc'} - 1\}| + \beta_{cc} \sum_{c' \in N_{gc}} \{2w_{gc'} - 1\}
\]

where \( \gamma \) denotes other than \( \Phi = (\gamma, \beta_{gc}, \beta_{cc}) \). Here \( \beta_{gc} \) is the parameter that captures the similarities between genes, and \( \beta_{cc} \) is the parameter that captures cell type dependencies.

2.2 Parameter Estimation

For parameter estimation, we utilize the EM algorithm with mean field-like approximation (Zhang, 1992; Celeux et al., 2003; Lin et al., 2016). Let \( W \) denote a configuration, the joint distribution \( p(W \mid \Phi) \) can be estimated by

\[
p(W \mid \Phi) = \prod_{c=1}^{C} \prod_{g=1}^{G} p(w_{gc} \mid \tilde{N}(w_{gc}) ; \Phi)
\]

where \( \tilde{N}(w_{gc}) \) represents the neighbors of \( w_{gc} \) corresponding to the fixed configuration \( W \). The complete log likelihood is

\[
\log p_{W}(W, Z \mid \Phi) = \sum_{g} \log p(w_{gc} \mid w_{gc'}) + \sum_{g} \log p(w_{gc} \mid \tilde{N}(w_{gc}) ; \Phi)
\]

The Q function is
Then we use the following EM algorithm to estimate the model parameters.

1. Estimate $f_2$ and $f_3$ using R package `locfdr` based on the z-scores. Then obtain $W$ using the mixture model.

2. Expectation-step: Let $\hat{\phi}^{(k)}$ be the estimated parameters in the $k^{th}$ iteration. The $Q$ function $Q(\Phi | \hat{\Phi}^{(k)})$ can be calculated from the fixed configuration $W$.

3. Maximization-step: Update $\Phi$ with $\hat{\Phi}^{(k+1)}$, which maximizes $Q(\Phi | \hat{\Phi}^{(k)})$.

4. Update $\hat{w}_{gc}$ by the Gibbs sampler with posterior probability proportional to $p(z_{gc} | \hat{w}_{gc}) p(w_{gc} | X_{gc}(\hat{w}_{gc}); \hat{\phi}^{(k+1)})$, and obtain $W$.

5. Repeat steps 2–4 until convergence.

Table 1. Comparison of Performance for t-test, Hurdle Model and the Proposed MRF Model on Simulated Data

| Number of DE Pathways | Gamma Parameters | $\tau$ | Model  | Sensitivity | Specificity | FDR |
|-----------------------|------------------|--------|--------|-------------|-------------|-----|
| $K = 5$               | $\alpha = 2$     | $\beta = 4$ | $\tau = 5$ | t-test       | 0.4776 (0.0017) | 0.9992 (0.0000) | 0.0223 (0.0005) |
| DE Proportion: 13%    | $\alpha = 3$     | $\beta = 5$ | $\tau = 5$ | Hurdle       | 0.5709 (0.0106) | 0.9991 (0.0000) | 0.0231 (0.0006) |
|                       |                  |        | $\tau = 10$ | MRf          | 0.5158 (0.0014) | 0.9968 (0.0000) | 0.0827 (0.0011) |
|                       |                  |        | $\tau = 5$ | t-test       | 0.5044 (0.0017) | 0.9991 (0.0000) | 0.0237 (0.0005) |
|                       |                  |        | $\tau = 10$ | Hurdle       | 0.5320 (0.0015) | 0.9966 (0.0000) | 0.0830 (0.0010) |
|                       |                  |        | $\tau = 10$ | MRf          | 0.5820 (0.0120) | 0.9990 (0.0000) | 0.0234 (0.0011) |
| $K = 10$              | $\alpha = 2$     | $\beta = 4$ | $\tau = 5$ | t-test       | 0.5134 (0.0012) | 0.9985 (0.0000) | 0.0217 (0.0004) |
| DE Proportion: 24%    | $\alpha = 3$     | $\beta = 5$ | $\tau = 5$ | Hurdle       | 0.5171 (0.0010) | 0.9981 (0.0000) | 0.0227 (0.0004) |
|                       |                  |        | $\tau = 10$ | MRf          | 0.5376 (0.0010) | 0.9948 (0.0001) | 0.0875 (0.0007) |
|                       |                  |        | $\tau = 10$ | t-test       | 0.5628 (0.0012) | 0.9943 (0.0001) | 0.0703 (0.0007) |
|                       |                  |        | $\tau = 10$ | Hurdle       | 0.7206 (0.0143) | 0.9992 (0.0000) | 0.0085 (0.0005) |
|                       |                  |        | $\tau = 10$ | MRf          | 0.6416 (0.0012) | 0.9980 (0.0000) | 0.0234 (0.0004) |
| $K = 18$              | $\alpha = 2$     | $\beta = 4$ | $\tau = 5$ | t-test       | 0.5365 (0.0010) | 0.9978 (0.0000) | 0.0195 (0.0004) |
| DE Proportion: 34%    | $\alpha = 3$     | $\beta = 5$ | $\tau = 5$ | Hurdle       | 0.5367 (0.0010) | 0.9933 (0.0001) | 0.0574 (0.0006) |
|                       |                  |        | $\tau = 10$ | MRf          | 0.6279 (0.0172) | 0.9992 (0.0000) | 0.0072 (0.0005) |
|                       |                  |        | $\tau = 10$ | t-test       | 0.6457 (0.0010) | 0.9971 (0.0000) | 0.0214 (0.0003) |
|                       |                  |        | $\tau = 10$ | Hurdle       | 0.5519 (0.0009) | 0.9931 (0.0001) | 0.0572 (0.0006) |
|                       |                  |        | $\tau = 10$ | MRf          | 0.8690 (0.0102) | 0.9962 (0.0000) | 0.0206 (0.0007) |
|                       |                  |        | $\tau = 10$ | t-test       | 0.5646 (0.0010) | 0.9976 (0.0000) | 0.0202 (0.0003) |
|                       |                  |        | $\tau = 10$ | Hurdle       | 0.5821 (0.0011) | 0.9923 (0.0001) | 0.0667 (0.0005) |
|                       |                  |        | $\tau = 10$ | MRf          | 0.7503 (0.0145) | 0.9994 (0.0000) | 0.0044 (0.0003) |
|                       |                  |        | $\tau = 10$ | t-test       | 0.6744 (0.0010) | 0.9970 (0.0000) | 0.0216 (0.0003) |
|                       |                  |        | $\tau = 10$ | Hurdle       | 0.5869 (0.0011) | 0.9922 (0.0001) | 0.0666 (0.0005) |
|                       |                  |        | $\tau = 10$ | MRf          | 0.8991 (0.0046) | 0.9946 (0.0001) | 0.0283 (0.0006) |

* Summaries are averaged over 100 simulations; standard errors are shown in parentheses.
2.3 Detecting Differentially Expressed Genes

We use the posterior probability-based definition of FDR (Newton et al., 2001; Li et al., 2010) to identify DE genes. We first estimate the posterior local FDR $p_{gc}$ using Gibbs sampler.

$$p_{gc} = p \left( \omega_{gc} = 0 \mid Z, \Phi \right)$$

Then we sort $p_{gc}$ in ascending order, and let $p_{(1)}$ denote the sorted values. We find $k$ such that

$$k = \max \left\{ j \mid \frac{1}{j} \sum_{i=1}^{j} p_{(i)} \leq \alpha \right\}$$

and we reject the first $k$ null hypotheses.

3 Simulation Study

Simulation study was conducted to assess the performance of our proposed MRF procedure. We obtained the network structure of 52 pathways (Supplementary Table 1) from the Kyoto Encyclopedia of Genes and Genomes (KEGG) database (Kanehisa and Goto, 2000). We only considered gene-gene relations, and excluded any gene-compound relations and compound-compound relations. In total, there were 965 genes (nodes) and 5155 interactions (edges) in these 52 pathways. The number of cell types was set to be 20. We randomly selected $K$ pathways, and set all genes in these $K$ pathways in the first 10 cell types to be DE. The rest were set to be equally expressed. The latent states were simulated by a Gibbs sampler with 10 rounds. In each iteration, the latent state $w_{gc}$ was sequentially updated according to Equation (1). Then the counts were simulated from a Negative Binomial distribution with mean $\mu$ and dispersion $\phi = 0.1$. Two groups were considered. For the control group, the mean expression levels were generated from a Gamma distribution, $\mu_{gc} \sim \text{Gamma}(\alpha, \beta)$. For the case group, if $w_{gc} = 0$, then $\mu_{gc} = \mu_{gc,0}$; otherwise, $\mu_{gc} = \lambda \cdot \mu_{gc,0}$, where $\lambda = \tau$ or $1/\tau$ with equal probability. Four combinations of $\alpha, \beta$ and $\tau$ were considered:

- $\mu_{gc} \sim \text{Gamma}(2, 4)$ and $\tau = 5$
- $\mu_{gc} \sim \text{Gamma}(2, 4)$ and $\tau = 10$
- $\mu_{gc} \sim \text{Gamma}(3, 5)$ and $\tau = 5$
- $\mu_{gc} \sim \text{Gamma}(3, 5)$ and $\tau = 10$

We set $K = 5, 10, 18$ to reflect different proportions of DE genes in each setting. We compared our results with two-sample t-tests and a hurdle model that simultaneously modeled the rate of expression and the mean expression level. The simulation results are shown in Table 1. These three methods had comparable specificity and false discovery rates. However, our proposed MRF model performed significantly better than the other two methods in terms of sensitivity, especially in the settings when $\tau = 10$.

4 Data Application

We applied our method to a recent study that collected single-cell RNA-sequencing (scRNA-seq) data using lung tissues from 32 IPF patients and 28 normal controls (Adams et al., 2019). A total of 18,150 protein-coding genes were profiled across 38 cell types.

Idiopathic pulmonary fibrosis (IPF) is an incurable aggressive lung disease. It progressively scars the lung and causes usual interstitial pneumonia (UIP). However, to date, what causes the scarring remains unknown. IPF affects around three million people globally (Martinez et al., 2017, Barrant et al., 2018), with its mortality rate much higher than many cancers, and the median survival time for patients without a lung transplant is about three to four years (Ley et al., 2011, Raghu et al., 2014). Many efforts have been made to understand the pathogenesis and biological processes of this disease. For instance, genome-wide association studies (GWAS) have identified 20 regions in the human genome that are associated with increased risk to IPF (Fingerlin et al., 2013, Noth et al., 2013, Allen et al., 2017, Allen et al., 2020). In addition, transcriptome analyses through microarrays (Zuo et al., 2002, Mehta et al., 2011, Yang et al., 2013, Yue et al., 2013) and RNA-seq (Deng et al., 2013, Nance et al., 2014, McDonough et al., 2019) have revealed several genes and pathways that are related to IPF. In particular, a recent review article described in details how transcriptome analyses helped to identify novel genes involved in the pathogenesis of IPF and the importance of using single-cell RNA-seq analysis to discover cell-type specific DE genes (Vukmirovic and Kaminski, 2018).

We used Seurat (Butler et al., 2018) to perform data pre-processing and quality control. Specifically, cells that had unique gene counts greater than 5,000 or less than 200 were filtered out. Cells that had more than 5% mitochondrial counts were also excluded from further analysis. In total, there were 18,150 protein-coding genes across 114,364 cells remaining after quality control. We normalized the expression data for each cell by the total expression multiplied by a scale factor of 10,000 and then log-transformed the results. Since about 87% of the cells were myeloid and
lymphoid cells, we focused on the immune cells in further analyses. There were 18 distinct immune cell types (Figure 1A).

In this paper, instead of considering a network with 18,150 genes across 18 cell types, we focused on 2,000 genes that exhibited high cell-to-cell variation between cell types. Previous research (Brennecke et al., 2013, Butler et al., 2018) showed that focusing on these highly variable genes in DE analysis helps to highlight significant biological signals. We extracted the gene network information from two well-known protein–protein interaction network (PPIN) databases, BioGrid (Oughtred et al., 2019) and IntAct (Orchard et al., 2014). For these 2,000 highly variable genes, the BioGrid database identified 5,400 edges, while 3,104 edges were found in the IntAct database. The two gene networks were visualized in Supplementary Figures 1 and 2. There was an overlap of 1,754 edges between the two databases. In addition, the dependencies among cells were determined by domain knowledge (Figure 1B).

Table 2. Comparison of Performance for t-test, Hurdle Model and the Proposed MRF Model on Simulated Data

| Input Statistics | Models | # DEGs<sup>a</sup> | # Cell-type Specific DEGs<sup>b</sup> |
|------------------|--------|---------------------|-------------------------------------|
| t-test           | w/o MRF | 1472               | 3607                                |
|                  | MRF w/ BioGrid | 1602               | 5042                                |
|                  | MRF w/ IntAct | 1597               | 5033                                |
| Wilcoxon         | w/o MRF | 1562               | 3945                                |
|                  | MRF w/ BioGrid | 1752               | 6525                                |
|                  | MRF w/ IntAct | 1757               | 6494                                |
| MAST             | w/o MRF | 1721               | 4826                                |
|                  | MRF w/ BioGrid | 1863               | 8731                                |
|                  | MRF w/ IntAct | 1864               | 8707                                |
| Bimodal          | w/o MRF | 1740               | 5159                                |
|                  | MRF w/ BioGrid | 1889               | 9648                                |
|                  | MRF w/ IntAct | 1890               | 9431                                |

<sup>a</sup> Number of genes that were found DE in at least one cell type;

<sup>b</sup> Aggregated number of cell-type specific DEGs.

For these 2,000 genes across 18 cell types, we fitted two separate MRF models utilizing gene networks from BioGrid and IntAct, respectively. First, we obtained the parameter estimates by implementing the EM algorithm with 200 iterations. With parameter estimates fixed, we then ran 20,000 iterations of Gibbs sampler with 10,000 iterations as burn-in to obtain posterior probabilities. For MRF parameters, \( \beta_{\text{gene}} \) was estimated to be 0.05 with BioGrid gene network, whereas \( \beta_{\text{gene}} \) was estimated to be around 0.08 with IntAct gene network. For \( \beta_{\text{cell}} \), both models yielded estimated values around 0.19. We note that \( \beta_{\text{cell}} \) was much larger than \( \beta_{\text{gene}} \), which suggested stronger cell-type dependency than that through gene network information. For DE analysis, the threshold for posterior probability was set at 0.92 for both models with \( \alpha = 0.01 \). Out of 2,000 genes across 18 cell types, the MRF model with BioGrid gene network identified 1,602 genes that were found DE in at least one cell type. For the IntAct gene network, the MRF model identified 1,597 genes that were DE in at least one cell type. We compared these results with two-sample t-tests using the Benjamini and Hochberg’s procedure for FDR, which only identified 1,472 DE genes. We also compared the number of cell-type specific DE genes inferred by the t-test and two MRF models in Figure 2 and the detailed gene lists were supplied in the Supplementary Excel file.

By utilizing gene network and cell type dependency information, the MRF model successfully identified additional sets of 130 and 125 novel DE genes with BioGrid and IntAct gene network, respectively, compared with using t-test alone. In addition, there was an overlap of 120 genes between the two novel DE gene sets, which suggested that our method had fairly robust performance with different network structures.

Furthermore, our method can be extended to other types of test statistics in addition to the two-sample t-test. For instance, Seurat provides several built-in methods for its differential expression analysis, which typically outputs p-values and log-fold changes. Our model can be readily applied to these existing models with ease. In the IPF scRNA-seq analysis, we applied the model using the same gene sets and biological networks to the three other built-in methods: Wilcoxon test, which is the default method for

![Image](output)
We compared cell-type specific DE genes inferred by the model without network information and two MRF models in Figure 2. We also compared DEGs identified across four types of test statistics. Venn diagrams of DE results inferred with or without the MRF model were visualized in Figure 3, and Venn diagrams of cell-type specific DE results were also visualized (Supplementary Figure 3). For different test statistic inputs, our model is able to identify an additional set of novel DE genes utilizing gene-gene and cell-cell networks. In addition, we note that t-test actually yields the most conservative results among the four methods.

5 Discussion
In this paper, we proposed a Markov Random Field (MRF) model to appropriately accommodate gene network information and dependencies among cell types to identify cell-type specific DE genes. In the simulation study, we constructed gene networks with KEGG pathways, while in the IPF scRNA-seq data application, we utilized two protein-protein interaction networks, BioGrid and IntAct. In fact, our method can be adapted to other networks that have similar structures as KEGG pathways, BioGrid, or IntAct PPIN. Furthermore, our model can be readily extended to many other existing DE methods with ease, such as Wilcoxon test, MAST, and others.

One caveat in our model is that the direction of changes in gene expressions is not directly incorporated in the model, which means that we are unable to differentiate whether these identified DE genes are up-regulated or down-regulated. One possible remedy is to use the sign of the original input test statistics to determine the sign of the DE results. For future work, weights could be added in our graphical model. For instance, transcription factors probably should have more weights because of their importance in gene regulation.
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