Abstract

This paper presents analytical and experimental results on the ranked nodes method (RNM) that is used to construct conditional probability tables for Bayesian networks by expert elicitation. The majority of the results are focused on a setting in which RNM is applied to a child node and parent nodes that all have the same amount discrete ordinal states. The results indicate on RNM properties that can be used to support its future elaboration and development.
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1. Introduction

Bayesian networks (BNs), see, e.g., [1], are directed acyclic graphs with nodes representing random variables and arcs indicating direct dependencies between them. The dependencies indicated by the arcs are quantified in conditional probability tables (CPTs). A CPT defines the probability distribution of a descendant, called a child node, for all the combinations of states of its direct predecessors, called parent nodes. Together, the CPTs and the graphical structure of a BN encode the joint probability distribution of all the nodes included. When the states of some nodes are known, the probability distributions of the others can be updated accordingly with effective algorithms, see, e.g. [2], [3]. This feature makes BNs a useful tool to answer probabilistic queries about the nodes and thereby, provides means to support risk and decision analysis concerning them. Application areas of BNs include, e.g., medical decision making [4], [5], [6], risk and safety management [7], [8], as well as maintenance and policy planning [9], [10].

In practical BN applications, it is common that CPTs have to be constructed by expert elicitation
due to lack of suitable data. This involves a domain expert providing subjective assessments about the probabilistic relationship of the nodes. As the size of a CPT grows exponentially with the number of parent nodes, it is easily composed of dozens or even hundreds of elements. Assessing so many probabilities directly may be impossible for the expert due to cognitive strain or lack of time [11], [12]. To mitigate this challenge of expert elicitation, various techniques known as parametric methods have been developed. In these methods, the probabilistic relationship of the nodes is assumed to follow some specific rule. The rule is characterized by parameters whose number is much smaller than the number of elements in the CPT. The expert assigns values to these parameters after which the CPT can be generated for further review. A recent review of various parametric methods is found in [13].

This paper studies a parametric method designed for specific types of nodes called ranked nodes [14]. They represent through discrete ordinal scales quantities that can be considered continuous but for which there necessarily are no well-established interval scales. The associated parametric method is called the ranked nodes method (RNM), introduced by Fenton et al. [14]. In RNM, three types of parameters are elicited from the expert: 1) a function called the weight expression that describes the probabilistic relationship between the parent nodes and the child node, 2) weights that represent the relative strengths of influence of the parent nodes on the child node, and 3) a variance parameter that indicates how precisely the state of the child node is known when the states of the parent nodes are known.

RNM is implemented in AgenaRisk software [15] through which it has been applied in several real-life BN applications, see, e.g., [16], [17], [18], [19]. In recent years, research on methodological properties of RNM has also been conducted. Application of RNM to nodes with continuous scales is elaborated in [20] and [21]. The theoretical principle and practical usability of the method are studied in [22]. In [23], it is shown that RNM enables portraying the “explaining away” property of binary nodes more extensively than noisy-OR, a popular parametric method designed solely for binary nodes.

This paper presents on RNM analytical and experimental results that can used to support its further elaboration and development. After explaining the functioning of RNM in Section 2, the paper provides in Section 3 an alternative form to a convergence result that characterizes the functioning of RNM. After this, the paper presents a series of results specific to a setting in which a child node and all its parent nodes are ranked nodes with the same amount of states. In Section 4, it is proven that when a conditional probability distribution is generated with RNM, the two most probable states of the child node are always consecutive on its ordinal scale. Section 5 establishes results concerning a weight expression WMEAN. First, it is analytically shown that when a probability distribution of the child node is generated with WMEAN for specific types of
combinations of states of the parent nodes (called scenarios), the weight of a single parent node always determines the child node’s two most probable states (called the mode pair). Furthermore, through an experiment, it is concluded that critical values of this weight concerning the more pair are robust with regard to the variance parameter. In Section 6 it is experimentally determined that probability distributions generated with WMEAN for the scenarios are robust to specific types of changes in the weights. In Section 7 it is analytically shown that under certain conditions, the functional form of WMEAN coincides with that of another weight expression called WMIN. Section 8 presents an experiment indicating that when a weight expression MIXMINMAX is applied in the aforementioned scenarios, a weight range implying for the child node a given mode pair is robust to the value of the variance parameter used. Concluding remarks are presented in Section 9.

2. Ranked Nodes Method

This section explains the concept of ranked nodes and the generation of CPTs with RNM. Knowledge of the generation process is necessary to understand the results on RNM established in this paper.

A ranked node is a random variable with a discrete ordinal scale such that each state can be considered to represent a range of values of a continuous quantity. The scale may consist of subjective labeled states, e.g., \{Low, Medium, High\} or it may be constructed by discretizing a continuous scale, e.g., \{[0 yr, 20 yr], [20 yr, 50 yr], [50 yr, 80 yr]\}.

To explain the functioning of RNM, consider a BN fragment consisting of parent nodes $X_1, \ldots, X_n$ and a child node $X_C$ that are all ranked nodes with $m_i$ denoting the number of states of the node $X_i$. In RNM, the consecutive states $x_1^i, \ldots, x_{m_i}^i$ of $X_i$ are associated with consecutive sub-intervals of the form $[0, 1/m_i], \ldots, [(m_i - 1)/m_i, 1]$ on a unit scale $[0, 1]$, see Fig. 1. In accordance to [20], these sub-intervals are called state intervals from now on.

For the generation of the CPT of the child node $X_C$, the expert first selects a function $f$ known as the weight expression. It characterizes the probabilistic relationship between $X_C$ and the parent nodes $X_1, \ldots, X_n$. There are four alternative weight expressions. With WMEAN, $X_C$ represents a weighted average of $X_1, \ldots, X_n$. With WMIN, $X_C$ tends to follow parent nodes in low states but different parents can have varying strengths of influence on $X_C$. WMAX is analogical to WMIN but $X_C$ now following parent nodes in high states. In the case of MIXMINMAX, $X_C$ represents a weighted average of the lowest and highest states found among the parent nodes. After selecting the weight expressions, the expert assigns for the parent nodes weights $w$ that reflect their relative
strengths of influence on $X_C$. Finally, the expert chooses a value to a variance parameter $\sigma^2$ that indicates how precisely the state of $X_C$ is known when the states of the parent nodes are known. Once these parameters are set, the CPT can be generated. The elicitation of the parameters from the expert is discussed more in [14] and [20].

With $x_i$ and $[a_i, b_i]$ denoting a given state and the associated state interval of $X_i$, the conditional probability distribution $P(X_C = x_C | X_1 = x_1, \ldots, X_n = x_n)$ is generated after the parameter elicitation as follows. First, from each state interval $[a_i, b_i]$, $s$ equidistant sample points are taken so that $a_i$ and $b_i$ are among the points. Once the sample points are taken, $s^n$ unique combinations of them are formed so that in each combination, there is a sample point originating from each parent node. Let the $r$th such combination be denoted by $(z^r_1, \ldots, z^r_n)$, where $z^r_i$ is a sample point originating from the parent node $X_i$.

With each combination of sample points $(z^r_1, \ldots, z^r_n)$, a parameter $\mu_r$ is calculated with the weight expression $f$ and the weights $w$ by

$$\mu_r = f(z^r_1, \ldots, z^r_n, w),$$

where $f(z^r_1, \ldots, z^r_n, w)$ has the following functional form with different weight expressions:

$$W\text{MEAN}(z^r_1, \ldots, z^r_n, w) = \sum_{i=1}^{n} w_i z^r_i,$$

$$(w_1, \ldots, w_n) \in W^{W\text{MEAN}} = \{ (w_1, \ldots, w_n) | w_1, \ldots, w_n \in [0, 1], \sum_{i=1}^{n} w_i = 1 \},$$
\[ \text{WMIN}(z_1^r, \ldots, z_n^r, w) = \min_{i=1,\ldots,n} \left\{ \frac{w_1 z_i^r + \sum_{j \neq i} z_j^r}{w_i + n - 1} \right\}, \]
\[(w_1, \ldots, w_n) \in \mathcal{W}^{\text{WMIN}} = \{(w_1, \ldots, w_n) \mid w_1, \ldots, w_n \geq 1\}, \quad (3)\]

\[ \text{WMAX}(z_1^r, \ldots, z_n^r, w) = \max_{i=1,\ldots,n} \left\{ \frac{w_1 z_i^r + \sum_{j \neq i} z_j^r}{w_i + n - 1} \right\}, \]
\[(w_1, \ldots, w_n) \in \mathcal{W}^{\text{WMAX}} = \{(w_1, \ldots, w_n) \mid w_1, \ldots, w_n \geq 1\}, \quad (4)\]

\[ \text{MIXMINMAX}(z_1^r, \ldots, z_n^r, w) = w_{\text{MIN}} \star \min_{i=1,\ldots,n} \{z_i^r\} + w_{\text{MAX}} \star \max_{i=1,\ldots,n} \{z_i^r\}, \]
\[(w_{\text{MIN}}, w_{\text{MAX}}) \in \mathcal{W}^{\text{MIXMINMAX}} = \{(w_{\text{MIN}}, w_{\text{MAX}}) \mid w_{\text{MIN}} \in [0,1]\}, \quad (5)\]

In Eqs. (2) – (5), \( \mathcal{W}^f \) is the set of feasible weights regarding the weight expression \( f \).

With each \( \mu_r \), a value \( p_{[a, b]}^{\mu_r} \) is calculated with

\[ p_{[a, b]}^{\mu_r} = \int_a^b T\text{Normpdf}(u, \mu_r, \sigma^2, 0, 1) du, \quad (6) \]

where \( \sigma^2 \) is the variance parameter and \( T\text{Normpdf}(u, \mu_r, \sigma^2, 0, 1) \) is the probability density function of a normal distribution \( N(\mu_r, \sigma^2) \) truncated to \([0, 1]\), i.e.,

\[ T\text{Normpdf}(u, \mu_r, \sigma^2, 0, 1) = \int_0^1 \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{(u-\mu_r)^2}{2\sigma^2}} du. \quad (7) \]

After this, the probability \( P(X_C = x_C \mid X_1 = x_1, \ldots, X_n = x_n) \) is formed as the average

\[ P(X_C = x_C \mid X_1 = x_1, \ldots, X_n = x_n) = \frac{\sum_{r=1}^{s^n} p_{[a, b]}^{\mu_r}}{s^n}. \quad (8) \]

The whole CPT of the child node is obtained by repeating the computations presented above for all states of the child node with each combination of the states of the parent nodes.

It is shown in [22] that as the sample size \( s \) increases, the conditional probabilities generated with RNM approximate with an increasing accuracy conditional probabilities related to a regression model of continuous random variables. The result is presented in [22] as follows. Let \( P(X_C = x_C \mid X_1 = x_1, \ldots, X_n = x_n; f, w, \sigma^2, s) \) denote a conditional probability generated with RNM using
the weight expression \( f \), the weights \( w \), the variance parameter \( \sigma^2 \), and the sample size \( s \). Then,

\[
P(X_C = x_C | X_1 = x_1, \ldots, X_n = x_n; f, w, \sigma^2, s) \xrightarrow{s \to \infty} P(\chi_C \in [a_C, b_C] | \chi_1 \sim U(a_1, b_1), \ldots, \chi_n \sim U(a_n, b_n), \chi_C \in [0, 1]),
\]

where \( \chi_1, \ldots, \chi_n, \chi_C \) are continuous random variables and \( \chi_C \) depends on \( \chi_1, \ldots, \chi_n \) according to the regression model

\[
\chi_C = f(\chi_1, \ldots, \chi_n, w) + e, \ e \sim N(0, \sigma^2).
\]

3. Alternative form for converge result concerning RNM

An alternative form of the convergence result (9) is next derived. It is referred to in the paper later on. Let the random variable \( \mu \) be defined as

\[
\mu = f(\chi_1, \ldots, \chi_n, w), \ \chi_i \sim U(a_i, b_i) \ \forall \ i = 1, \ldots, n.
\]

Then, \( \chi_C \) defined in Eq. (10) can be written as \( \chi_C = \mu + e \). When \( \mu \) is fixed to a given value \( \mu = u \), the probability distribution of \( \chi_C \) follows a normal distribution with \( u \) as the mean and \( \sigma^2 \) as the variance. That is, \( \chi_C | (\mu = u) \sim N(u, \sigma^2) \). If it is also known that \( \chi_C \) lies within \([0, 1]\), the probability distribution of \( \chi_C \) corresponds \( N(u, \sigma^2) \) truncated to \([0, 1]\). In such a case, it can therefore be written

\[
P(\chi_C \in [a_C, b_C] | \mu = u, \chi_C \in [0, 1]) = \int_{a_C}^{b_C} TNormpdf(x, u, \sigma^2, 0, 1)dx.
\]

Now, by utilising the definition of \( \mu \) in Eq. (11) and the above equation, it can be written

\[
P(\chi_C \in [a_C, b_C] | \chi_1 \sim U(a_1, b_1), \ldots, \chi_n \sim U(a_n, b_n), \chi_C \in [0, 1])
\]

\[
= \int_{-\infty}^{\infty} P(\chi_C \in [a_C, b_C] | \mu = u, \chi_C \in [0, 1])f_{\mu}(u)du
\]

\[
= \int_{-\infty}^{\infty} \left[ \int_{a_C}^{b_C} TNormpdf(x, u, \sigma^2, 0, 1)dx \right] f_{\mu}(u)du
\]

\[
= \int_{\mu}^{\infty} \left[ \int_{a_C}^{b_C} TNormpdf(x, u, \sigma^2, 0, 1)dx \right] f_{\mu}(u)du,
\]

(12)
where $f_\mu$ denotes the probability density function of $\mu$ while $\underline{\mu}$ and $\overline{\mu}$ correspond to the lower and upper bounds of $\mu$, i.e.,

$$\mu = \min_{\chi_i \in [a_i, b_i]} f(\chi_1, \ldots, \chi_n, w), \quad \overline{\mu} = \max_{\chi_i \in [a_i, b_i]} f(\chi_1, \ldots, \chi_n, w).$$  \hspace{1cm} (14)

Based on Eq. (13), the convergence result (9) can be presented as

$$P(X_C = x_C | X_1 = x_1, \ldots, X_n = x_n; f, \sigma^2, s) \xrightarrow{s \to \infty} \int_{\underline{\mu}}^{\overline{\mu}} \left[ \int_{a_C}^{b_C} \text{TNormpdf}(x, u, \sigma^2, 0, 1)dx \right] f_\mu(u)du.$$  \hspace{1cm} (15)

4. Two most probable states consecutive in probability distributions generated with RNM

In this section, the following feature of conditional probability distributions generated with RNM is proved.

**Proposition 1.** Let there be parent nodes $X_1, \ldots, X_n$ and a child node $X_C$ each with $m$ states. Let a CPT be generated for $X_C$ by using RNM with a given weight expression $f \in \{\text{WMEAN, WMIN, WMAX, MIXMINMAX}\}$ and given values of the weights $w \in W^f$, the variance parameter $\sigma^2 > 0$, and the sample size $s \geq 3$. Then, for any conditional probability distribution $P(X_C | X_1 = x_1, \ldots, X_n = x_n)$, it applies that the two most probable states of $X_C$ are consecutive on its ordinal scale.

The proof of Proposition is presented below after two aiding lemmas.

**Lemma 1.** Let there be parent nodes $X_1, \ldots, X_n$ and a child node $X_C$ each with $m$ states. Let a conditional probability distribution $P(X_C | X_1 = x_1, \ldots, X_n = x_n)$ be generated with RNM using a given weight expression $f \in \{\text{WMEAN, WMIN, WMAX, MIXMINMAX}\}$ and given values of the weights $w \in W^f$, the variance parameter $\sigma^2 > 0$, and the sample size $s \geq 3$. Then, it applies

$$\max_{r=1, \ldots, s^n} \{\mu_r\} - \min_{r=1, \ldots, s^n} \{\mu_r\} = \frac{1}{m},$$  \hspace{1cm} (16)

where $\mu_r, r = 1, \ldots, s^n$ are parameters calculated in the generation process according to Eq. (1).

**Proof.** Condition (16) is shown to be valid separately for each weight expression. Without the loss of generality, assume that the given state $x_i$ of the parent node $X_i$ is its $k_i$th state on the ordinal scale. The state interval associated with this state is then $[\frac{k_i-1}{m}, \frac{k_i}{m}]$. 
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By taking a partial derivative of Eq. (2), it is obtained

\[ \frac{\partial WMEAN}{\partial z_{ri}} = w_i \geq 0 \]  

(17)

which indicates that WMEAN is an increasing function with respect to any sample point \( z_{ri} \). Thus, \( \min\{\mu_r\}_{r=1}^{sn} \) is obtained with a sample point combination \( (z_{1r}^r, \ldots, z_{nr}^r) \) in which each individual sample point \( z_{ir}^r \) is in its smallest possible value, i.e., \( z_{ir}^r = (k_i - 1)/m \). Correspondingly, \( \max\{\mu_r\}_{r=1}^{sn} \) is obtained with a combination in which each individual sample point is in its largest possible value, i.e., \( z_{ir}^r = k_i/m \). Therefore, one obtains

\[
\max_{r=1,\ldots,sn} \{\mu_r\} - \min_{r=1,\ldots,sn} \{\mu_r\} = \sum_{i=1}^{n} w_i * \max_{j=1,\ldots,s} \{z_j^i\} - \sum_{i=1}^{n} w_i * \min_{j=1,\ldots,s} \{z_j^i\}
= \sum_{i=1}^{n} w_i * \left( \frac{k_i}{m} - \frac{k_i - 1}{m} \right)
= \frac{1}{m} \sum_{i=1}^{n} w_i
= \frac{1}{m}.
\]  

(18)

WMIN

Referring to Eqs. (1) and (3), let \( \mu_i^r \) be defined as

\[ \mu_i^r = \frac{w_i z_{ir}^r + \sum_{j \neq i} z_j^r}{w_i + n - 1}, \]  

(19)

which enables one to represent \( \mu_r \) given by WMIN as

\[ \mu_r = WMIN(z_{1r}^r, \ldots, z_{nr}^r, w_1, \ldots, w_n) = \min_{i=1,\ldots,n} \{\mu_i^r\}. \]  

(20)

Now

\[ \frac{\partial \mu_i^r}{\partial z_{ir}^r} = \frac{w_i}{w_i + n - 1} > 0, \]  

(21)

which indicates that \( \mu_i^r \) is a strictly increasing function with respect to \( z_{ir}^r \). Thus, like with WMEAN, \( \min\{\mu_r\}_{r=1}^{sn} \) is obtained with a sample point combination \( (z_{1r}^r, \ldots, z_{nr}^r) \) in which each individual sample point \( z_{ir}^r \) is in its smallest possible value. Correspondingly, \( \max\{\mu_r\}_{r=1}^{sn} \) is obtained with a combination in which each individual sample point is in its largest possible value. Thus, it is
obtained

\[
\max_{r=1,\ldots,s^n} \{\mu_r\} - \min_{r=1,\ldots,s^n} \{\mu_r\} \\
= \min_{i=1,\ldots,n} \left\{ \frac{w_i \cdot \max_{j=1,\ldots,s} \{z_{ij}\} + \sum_{t \neq i} \max_{j=1,\ldots,s} \{z_{ij}\}}{w_i + n - 1} \right\} \\
- \min_{i=1,\ldots,n} \left\{ \frac{w_i \cdot \min_{j=1,\ldots,s} \{z_{ij}\} + \sum_{t \neq i} \min_{j=1,\ldots,s} \{z_{ij}\}}{w_i + n - 1} \right\}
\]

= \min_{i=1,\ldots,n} \left\{ \frac{w_i \cdot \frac{k_i}{m} + \sum_{t \neq i} \frac{k_t}{m}}{w_i + n - 1} \right\} - \min_{i=1,\ldots,n} \left\{ \frac{w_i \cdot \frac{k_i - 1}{m} + \sum_{t \neq i} \frac{k_t - 1}{m}}{w_i + n - 1} \right\}

= \frac{1}{m}.

(22)

WMAX

With WMAX, Eq. (16) can be shown to be true by following the same steps as with WMIN above.

MIXMINMAX

With MIXMINMAX, it can be derived straight from Eqs. (1) and (5) that

\[
\max_{r=1,\ldots,s^n} \{\mu_r\} - \min_{r=1,\ldots,s^n} \{\mu_r\} = \max_{r=1,\ldots,s^n} \{w_{MIN} \cdot \min_{i=1,\ldots,n} \{z_{ri}\} + w_{MAX} \cdot \max_{i=1,\ldots,n} \{z_{ri}\}\} \\
- \min_{r=1,\ldots,s^n} \{w_{MIN} \cdot \min_{i=1,\ldots,n} \{z_{ri}\} + w_{MAX} \cdot \max_{i=1,\ldots,n} \{z_{ri}\}\}
\]

= \max_{i=1,\ldots,n} \{\frac{m}{k_i} + \frac{m}{\max_{i=1,\ldots,n} \{k_i\}}\}

= \frac{w_{MIN}}{m} + \frac{w_{MAX}}{m}

= \frac{1}{m}.

(23)
Lemma 2. Let $[0, 1]$ be divided into $m$ subintervals of the form $[\frac{i-1}{m}, \frac{i}{m}]$, $i = 1, \ldots, m$. Furthermore, let $\mu \in [0, 1]$. Then, with any $i, j = 1, \ldots, m$, $j \neq i$, it applies

\[
\left| \frac{i-1/2}{m} - \mu \right| \leq \left| \frac{j-1/2}{m} - \mu \right| \Rightarrow \\
\int_{\frac{i}{m}}^{\frac{i+1}{m}} T\text{Normpdf}(u, \mu, \sigma^2, 0, 1)du \geq \int_{\frac{j}{m}}^{\frac{j+1}{m}} T\text{Normpdf}(u, \mu, \sigma^2, 0, 1)du. \quad (24)
\]

Proof. Suppose first that $\mu \notin \left[ \frac{i-1}{m}, \frac{i}{m} \right]$ and $\mu \notin \left[ \frac{j-1}{m}, \frac{j}{m} \right]$. Let both of the intervals be divided into $t$ parts of equal width. For both cases $k = i$ and $k = j$, let the division be characterized by points of the form $c_k + d_k^r$, $r = 1, \ldots, t$ where $c_k$ and $d_k^r$ are defined as

\[
\begin{cases}
  c_k = \frac{k-1}{m}, & d_k^r = \frac{r}{mt} \quad \text{if } \mu < \frac{k-1}{m} \\
  c_k = \frac{k}{m}, & d_k^r = -\frac{r}{mt} \quad \text{if } \mu > \frac{k}{m}
\end{cases}
\]

(25)

By the definitions of $c_k$ and $d_k^r$, it applies in both cases $k = i$ and $k = j$ that

\[
|c_k + d_k^r - \mu| = |c_k - \mu| + \frac{r}{mt} = \left| \frac{k-1/2}{m} - \mu \right| - \frac{1/2}{m} + \frac{r}{mt},
\]

(26)

from which it follows

\[
|\frac{i-1/2}{m} - \mu| \leq |\frac{j-1/2}{m} - \mu| \Rightarrow |c_i + d_i^r - \mu| \leq |c_j + d_j^r - \mu|. \quad (27)
\]

It can readily be verified that

\[
|u_1 - \mu| \leq |u_2 - \mu| \Rightarrow T\text{Normpdf}(u_1, \mu, \sigma^2, 0, 1) \geq T\text{Normpdf}(u_2, \mu, \sigma^2, 0, 1). \quad (28)
\]

Combining Eqs. (27) and (28), and using the fact that $T\text{Normpdf}(u, \mu, \sigma^2, 0, 1)$ is an integrable function [24], it is then obtained

\[
\int_{\frac{i}{m}}^{\frac{i+1}{m}} T\text{Normpdf}(u, \mu, \sigma^2, 0, 1)du - \int_{\frac{j}{m}}^{\frac{j+1}{m}} T\text{Normpdf}(u, \mu, \sigma^2, 0, 1)du
\]

\[
= \lim_{t \to \infty} \sum_{r=1}^{t} T\text{Normpdf}(c_i + d_i^r, \mu, \sigma^2, 0, 1) \ast \frac{1}{mt}
\]

\[
- \lim_{t \to \infty} \sum_{r=1}^{t} T\text{Normpdf}(c_j + d_j^r, \mu, \sigma^2, 0, 1) \ast \frac{1}{mt}
\]

\[
= \lim_{t \to \infty} \sum_{r=1}^{t} \left( T\text{Normpdf}(c_i + d_i^r, \mu, \sigma^2, 0, 1) - T\text{Normpdf}(c_j + d_j^r, \mu, \sigma^2, 0, 1) \right) \ast \frac{1}{mt}
\]

\[
\geq 0, \quad (29)
\]
by which Eq. (24) is proved under the assumptions \( \mu \not\in \left[ \frac{i-1}{m}, \frac{i}{m} \right] \) and \( \mu \not\in \left[ \frac{i-1}{m}, \frac{i}{m} \right] \).

Next, suppose that \( \mu \in \left[ \frac{i-1}{m}, \frac{i}{m} \right] \). Then, it necessarily holds that

\[
|\frac{i-1/2}{m} - \mu| \leq \frac{1/2}{m}, \quad |\frac{i-1/2}{m} - \mu| \geq \frac{1/2}{m} \forall j = 1, \ldots, m, \ j \neq i. \tag{30}
\]

That is, the condition \( \mu \in \left[ \frac{i-1}{m}, \frac{i}{m} \right] \) is a special case of the condition \( |\frac{i-1}{m} - \mu| \leq |\frac{j-1/2}{m} - \mu| \). Let \( c_i, d_i^r, c_j, \) and \( d_j^r \) now be defined by

\[
i > j \Rightarrow \left\{ \begin{array}{l} c_i = \frac{i-1}{m}, \ d_i^r = \frac{r}{mt} \\
 c_j = \frac{j}{m}, \ d_j^r = -\frac{r}{mt} \end{array} \right\}, \quad i < j \Rightarrow \left\{ \begin{array}{l} c_i = \frac{i}{m}, \ d_i^r = -\frac{r}{mt} \\
 c_j = \frac{j-1}{m}, \ d_j^r = \frac{r}{mt} \end{array} \right\}. \tag{31}
\]

Then, it necessarily follows that

\[
|c_i + d_i^r - \mu| \leq |c_j + d_j^r - \mu|, \tag{32}
\]

which together with Eqs. (28) and (29) implies

\[
\int_{\frac{i-1}{m}}^{\frac{i}{m}} \text{TNormpdf}(u, \mu, \sigma^2, 0, 1)du - \int_{\frac{j-1}{m}}^{\frac{j}{m}} \text{TNormpdf}(u, \mu, \sigma^2, 0, 1)du \geq 0. \tag{33}
\]

Thus, Eq. (24) is now proved also in the special case \( \mu \in \left[ \frac{i}{m}, \frac{i}{m} \right] \) of the given condition \( |\frac{i-1/2}{m} - \mu| \leq |\frac{j-1/2}{m} - \mu| \) and thereby, the whole proof is complete.

**Proof of Proposition 1**

In the proof of Lemma 1, WMEAN, WMIN, and WMAX are shown to be increasing functions with respect to the sample points \( z_i^r \) taken from the state intervals of the parent nodes, see also Eqs. (1) – (4). This property is also shared by MIXMINMAX as it is a weighted sum of the increasing \( \min \) and \( \max \) functions, see Eq. (5). Therefore, regarding \( \mu \) defined in Eq. (11), the bounds \( \underline{\mu} \) and \( \overline{\mu} \) defined in Eq. (14) can also equivalently be written as

\[
\underline{\mu} = \min_{r=1, \ldots, s^n} \{\mu_r\}, \quad \overline{\mu} = \max_{r=1, \ldots, s^n} \{\mu_r\}. \tag{34}
\]

By Lemma 1 it is known that

\[
\overline{\mu} - \underline{\mu} = \frac{1}{m}. \tag{35}
\]

With \( i = 1, \ldots, m \), let \( x_C^i \) denote the \( i \)th state of the child node and let \( z_i = \left[ \frac{i-1}{m}, \frac{i}{m} \right] \) denote the corresponding state interval. Furthermore, referring to Eq. (6), for \( r = 1, \ldots, s^n \) and \( i = 1, \ldots, m \),
Let the value $p_{zi}^{\mu_r}$ be defined as

$$p_{zi}^{\mu_r} = \int_{-\infty}^{z_i} TNormpdf(u, \mu_r, \sigma^2, 0, 1) du. \quad (36)$$

Now, suppose first that with some $k \in \mathbb{N}$, $1 \leq k \leq m$

$$\mu \in (\frac{k-1}{m}, \frac{k-1/2}{m}]. \quad (37)$$

Let the set $\Omega = \{\mu_r\}_{r=1}^{s_n}$ be divided into three subsets $\Omega_1$, $\Omega_2$, and $\Omega_3$ defined by

$$\Omega_1 = \{\mu_r \in \Omega \mid \mu_r \in [\mu, \frac{k-1/2}{m}]\},$$

$$\Omega_2 = \{\mu_r \in \Omega \mid \mu_r \in (\frac{k-1/2}{m}, \frac{k}{m}]\},$$

$$\Omega_3 = \{\mu_r \in \Omega \mid \mu_r \in (\frac{k}{m}, \bar{\mu}]\}. \quad (38)$$

Based on Lemma 2 and Eq. (36), it applies

$$\mu_r \in \Omega_1 \Rightarrow p_{zi}^{\mu_r} \geq p_{zi}^{\mu_r}, \quad \forall i = 1, \ldots, m, i \neq k - 1, k, k + 1,$$

$$\mu_r \in \Omega_2 \Rightarrow p_{zi}^{\mu_r} \geq p_{zi}^{\mu_r}, \quad \forall i = 1, \ldots, m, i \neq k - 1, k, k + 1,$$

$$\mu_r \in \Omega_3 \Rightarrow p_{zi}^{\mu_r} \geq p_{zi}^{\mu_r}, \quad \forall i = 1, \ldots, m, i \neq k, k + 1, k + 2. \quad (39)$$

As a result, for probabilities generated with RNM, see Eq. (8), it is obtained

$$P(X_C = x_C^k | X_1 = x_1, \ldots, X_n = x_n) - P(X_C = x_C^i | X_1 = x_1, \ldots, X_n = x_n)$$

$$= \sum_{\mu_r \in \Omega_1} p_{zi}^{\mu_r} + \sum_{\mu_r \in \Omega_2} p_{zi}^{\mu_r} + \sum_{\mu_r \in \Omega_3} p_{zi}^{\mu_r} - \sum_{\mu_r \in \Omega_1} p_{zi}^{\mu_r} + \sum_{\mu_r \in \Omega_2} p_{zi}^{\mu_r} + \sum_{\mu_r \in \Omega_3} p_{zi}^{\mu_r}$$

$$= \sum_{\mu_r \in \Omega_1} \left(\frac{p_{zi}^{\mu_r} - p_{zi}^{\mu_r}}{s^n}\right) + \sum_{\mu_r \in \Omega_2} \left(\frac{p_{zi}^{\mu_r} - p_{zi}^{\mu_r}}{s^n}\right) + \sum_{\mu_r \in \Omega_3} \left(\frac{p_{zi}^{\mu_r} - p_{zi}^{\mu_r}}{s^n}\right)$$

$$\geq 0 \forall i = 1, \ldots, m, \ i \neq k, k + 1. \quad (40)$$

Thus, it is concluded that $x_C^k$ must be among the two most probable states of $X_C$ in the conditional probability distribution $P(X_C | X_1 = x_1, \ldots, X_n = x_n)$. In a similar manner it can be concluded
that

\[ P(X_C = x_C^{k+1} | X_1 = x_1, \ldots, X_n = x_n) - P(X_C = x_C^i | X_1 = x_1, \ldots, X_n = x_n) \geq 0 \]
\[ \forall i = 1, \ldots, m, i \neq k, k - 1. \]  (41)

Together Eqs. (40) and (41) imply that when when \( \mu \in \left( \frac{k-1}{m}, \frac{k-1/2}{m} \right] \), the two most probable states of \( X_C \) ordered with the mode first is always one of the pairs \((x_C^k, x_C^{k+1})\), \((x_C^{k+1}, x_C^k)\), or \((x_C^k, x_C^{k-1})\).

Consider then the case

\[ \mu = \frac{k-1}{m}. \]  (42)

In this specific case, the evaluations in Eqs. (38) – (40) can be repeated so that \( \Omega_1 \) and \( \Omega_2 \) are defined as above whereas \( \Omega_3 \) is defined as an empty set. Then, the result is that the two most probable states of \( X_C \) ordered with the mode first is necessarily either of the pairs \((x_C^k, x_C^{k+1})\) and \((x_C^{k+1}, x_C^k)\).

Suppose then that

\[ \mu \in \left( \frac{k-1/2}{m}, \frac{k}{m} \right]. \]  (43)

Let the set \( \Omega = \{ \mu_r \}^{s_n}_{r=1} \) be divided into three subsets \( \Omega_1, \Omega_2, \) and \( \Omega_3 \) defined now by

\[ \Omega_1 = \{ \mu_r \in \Omega \mid \mu_r \in [\mu, \frac{k}{m}] \}, \]
\[ \Omega_2 = \{ \mu_r \in \Omega \mid \mu_r \in (\frac{k}{m}, \frac{k+1/2}{m}] \}, \]
\[ \Omega_3 = \{ \mu_r \in \Omega \mid \mu_r \in (\frac{k+1/2}{m}, m] \}. \]  (44)

Based on Lemma 2, it then applies

\[ \mu_r \in \Omega_1 \Rightarrow p_{z_{k+1}}^{\mu_r} \geq p_{z_{k+1}}^{\mu_r} \geq p_{z_{k-1}}^{\mu_r} \geq p_{z_i}^{\mu_r} \forall i = 1, \ldots, m, i \neq k - 1, k, k + 1, \]
\[ \mu_r \in \Omega_2 \Rightarrow p_{z_{k+1}}^{\mu_r} \geq p_{z_{k+1}}^{\mu_r} \geq p_{z_{k+2}}^{\mu_r} \geq p_{z_i}^{\mu_r} \forall i = 1, \ldots, m, i \neq k, k + 1, k + 2, \]
\[ \mu_r \in \Omega_3 \Rightarrow p_{z_{k+1}}^{\mu_r} \geq p_{z_{k+2}}^{\mu_r} \geq p_{z_k}^{\mu_r} \geq p_{z_i}^{\mu_r} \forall i = 1, \ldots, m, i \neq k, k + 1, k + 2. \]  (45)

Thereby, through similar calculations as in Eq. (40), it is obtained that

\[ P(X_C = x_C^{k+1} | X_1 = x_1, \ldots, X_n = x_n) - P(X_C = x_C^i | X_1 = x_1, \ldots, X_n = x_n) \geq 0 \]
\[ \forall i = 1, \ldots, m, i \neq k, k + 1, \]
\[ P(X_C = x^k_C | X_1 = x_1, \ldots, X_n = x_n) - P(X_C = x^i_C | X_1 = x_1, \ldots, X_n = x_n) \geq 0 \]
\[ \forall i = 1, \ldots, m, i \neq k, k+1, k+2, \] (46)

which implies that when \( \mu \in \left( \frac{k-1/2}{m}, \frac{k}{m} \right) \), the two most probable states of \( X_C \) ordered with the mode first is necessarily one of the pairs \((x^k_C, x^{k+1}_C), (x^{k+1}_C, x^k_C)\), or \((x^{k+1}_C, x^{k+2}_C)\).

Above, the conditions \( \mu \in \left( \frac{k-1/2}{m}, \frac{k}{m} \right), \mu = \frac{k-1}{m}, \) and \( \mu \in \left( \frac{k-1/2}{m}, \frac{k}{m} \right) \) are separately addressed. As a whole it is shown that when \( \mu \in \left[ \frac{k-1}{m}, \frac{k}{m} \right] \) with some \( k = 1, \ldots, m \), the most and the second most probable states of the child node correspond to one of the following pairs of consecutive states of the child node: \((x^k_C, x^{k+1}_C), (x^{k+1}_C, x^k_C), (x^k_C, x^{k-1}_C)\), or \((x^{k+1}_C, x^{k+2}_C)\). As the condition \( \mu \in \left[ \frac{k-1}{m}, \frac{k}{m} \right] \) necessarily holds with some specific \( k = 1, \ldots, m \), Proposition 1 is proved.

5. Connection between weights and mode pairs obtained with WMEAN

This section studies properties of probability distributions generated with WMEAN. It is analytically shown that in specific settings, the weight of a single parent node determines the mode pair, i.e., the two most probable states of the child node, independent of the weights of the other parent nodes. Furthermore, it is experimentally determined that critical values of this single weight concerning the mode pair are robust with regard to the variance parameter of RNM.

Let there be parent nodes \( X_1, \ldots, X_n \) and a child node \( X_C \) that all have \( m \) states. Consider a scenario in which the parent node \( X_i \) is in its lowest state \( x^1_i \) and the rest of the parent nodes \( X_j, j \neq i \), are in their highest states \( x^m_j \). In what follows, this scenario is denoted by \( D^i \) defined by

\[
\begin{align*}
x^{D,i}_1 &= x^1_i, \ldots, x^{D,i}_n.
\end{align*}
\]

\[ x^{D,i}_j = x^m_j \quad \forall j = 1, \ldots, n, \quad j \neq i.
\] (47)

Let the conditional probability distribution \( P(X_C | x^{D,i}) \) be generated with RNM using WMEAN with the weights \((w_1, \ldots, w_n) \in W^{WMEAN}\) and the variance parameter \( \sigma^2 \). Then, for the probability of a given state \( x^k_C \), it applies, see Eq. (15),

\[
P(X_C = x^k_C | x^{D,i}, \text{WMEAN}, (w_1, \ldots, w_n), \sigma^2, s) \xrightarrow{s \to \infty} \int_{\mu} \int_{\frac{k-1}{m}}^{\frac{k}{m}} TNormpdf(x, u, \sigma^2, 0, 1)du \] (48)
where $\mu$ defined in Eq. (11) has now the form

$$
\mu = \sum_{j=1}^{n} w_j \chi_j, \quad \chi_j \sim U\left(\frac{m-1}{m}, 1\right) \forall j = 1, \ldots, n, \ j \neq i, \ \chi_i \sim U\left(0, \frac{1}{m}\right),
$$

(49)

and the values of $\mu$ and $\bar{\mu}$ defined in Eqs. (14) and (34) are now

$$
\mu = \sum_{j \neq i}^{n} w_j \frac{m-1}{m} = \frac{(1-w_i)(m-1)}{m},
$$

$$
\bar{\mu} = \mu + \frac{1}{m},
$$

(50)

According to [25], the probability density function of $\mu$, i.e., $f_{\mu}(u)$, is symmetric about its expected value $E(\mu)$. Thus, it holds that

$$
E(\mu) = \frac{\mu + \bar{\mu}}{2} = \frac{(1-w_i)m + w_i - 1/2}{m},
$$

$$
f_{\mu}(E(\mu) - x) = f_{\mu}(E(\mu) + x) \forall x \in \mathbb{R}.
$$

(51)

It is next shown that when $E(\mu) = (k-1)/m \iff w_i = (m-k+1/2)/(m-1)$, the probabilities of the states $x^{k}_{C}$ and $x^{k-1}_{C}$ of the child node $X_C$ generated with WMEAN for the scenario $x^{D, i}$ become roughly equal. This result is established by first deriving expressions for the bounds of the difference of the probabilities and then exploring the bounds numerically. Correspondingly, it is shown that when $E(\mu) = (k-1/2)/m \iff w_i = (m-k)/(m-1)$, the probabilities of the states $x^{k-1}_{C}$ and $x^{k+1}_{C}$ of the child node $X_C$ generated with WMEAN for the scenario $x^{D, i}$ become roughly equal.

As a common starting point regarding both of the $E(\mu)$ cases discussed above, consider the difference of the probabilities of the states $x^{k_1}_{C}$ and $x^{k_2}_{C}$ of the child node. By using the substitutions

$$
p_1(u) = \int_{\frac{k_1}{m}}^{\frac{k_1}{m}-1} \text{Normpdf}(x, u, \sigma^2)dx,
$$

$$
p_2(u) = \int_{\frac{k_2}{m}}^{\frac{k_2}{m}-1} \text{Normpdf}(x, u, \sigma^2)dx,
$$

$$
A(u) = \int_{0}^{1} \text{Normpdf}(x, u, \sigma^2)dx,
$$

(52)
it is obtained on the basis of Eqs. (48) and (51) that

\[ P(X_C = x^{k_1} | x^{D,i}; \text{WMEAN}, (w_1, \ldots, w_n), \sigma^2, s) - P(X_C = x^{k_2} | x^{D,i}; \text{WMEAN}, (w_1, \ldots, w_n), \sigma^2, s) \xrightarrow{s \to \infty} \int_{\mu}^{E(\mu)} \left[ \int_{\frac{k_1}{m}}^{1} T\text{Normpdf}(x, u, \sigma^2, 0, 1) dx \right] f_\mu(u) du - \int_{\mu}^{E(\mu)} \left[ \int_{\frac{k_2}{m}}^{1} T\text{Normpdf}(x, u, \sigma^2, 0, 1) dx \right] f_\mu(u) du = \int_{\mu}^{E(\mu)} \frac{p_1(u) - p_2(u)}{A(u)} f_\mu(u) du = \int_{\mu}^{E(\mu)} \frac{p_1(u) - p_2(u)}{A(u)} f_\mu(u) du + \int_{E(\mu)}^{\mu} \frac{p_1(u) - p_2(u)}{A(u)} f_\mu(u) du = \int_{0}^{E(\mu) - \mu} \frac{p_1(E(\mu) - y) - p_2(E(\mu) - y)}{A(E(\mu) - y)} f_\mu(E(\mu) - y) dy + \int_{0}^{E(\mu) - \mu} \frac{p_1(E(\mu) + y) - p_2(E(\mu) + y)}{A(E(\mu) + y)} f_\mu(E(\mu) + y) dy = \int_{0}^{E(\mu) - \mu} \left[ \frac{p_1(E(\mu) - y) - p_2(E(\mu) - y)}{A(E(\mu) - y)} + \frac{p_1(E(\mu) + y) - p_2(E(\mu) + y)}{A(E(\mu) + y)} \right] * f_\mu(E(\mu) + y) dy. \] (53)

Next, in Section 5.1 the expression for the probability difference derived in Eq. (53) is utilized to derive bounds for the difference when \( E(\mu) = (k - 1)/m, k_1 = k - 1 \), and \( k_2 = k \). Then, in Section 5.2 these bounds are numerically studied for further insight. After that, Section 5.3 presents the results of corresponding derivations and numerical studying when \( E(\mu) = (k - 1/2)/m, k_1 = k - 1 \), and \( k_2 = k + 1 \).

5.1. Bounds for probability difference in Eq. (53) when \( E(\mu) = (k - 1)/m, k_1 = k - 1 \) and \( k_2 = k \)

Let

\[ \begin{cases} E(\mu) = \frac{k - 1}{m} < \frac{1}{2} \iff w_i = \frac{m - k + 1/2}{m - 1} \text{ and } k < \frac{m}{2} + 1 \\ k_1 = k - 1 \\ k_2 = k \end{cases} \] (54)
Then, it follows from Eqs. (50) and (52) that

\[ \mu = \frac{k - 3/2}{m}, \quad \bar{\mu} = \frac{k - 1/2}{m}, \quad \frac{\bar{\mu} - \mu}{2} = \frac{1}{2m}, \]

\[ p_1(E(\mu) - y) = p_2(E(\mu) + y) \quad \forall \ y \in \left[ -\frac{1}{2m}, \frac{1}{2m} \right], \quad (55) \]

whereby Eq. (53) can be written as

\[
P(X_C = x_C^{k-1} | x^{D,i}; \text{WMEAN}, (w_1, \ldots, w_n), \sigma^2, s) \]

\[ - P(X_C = x_C^{k-1} | x^{D,i}; \text{WMEAN}, (w_1, \ldots, w_n), \sigma^2, s) \xrightarrow{s \to \infty} \]

\[ \int_0^{1/2m} \left( p_2 \left( \frac{k-1}{m} + y \right) - p_1 \left( \frac{k-1}{m} + y \right) \right) \left[ \frac{1}{A(k-1/m - y)} - \frac{1}{A(k-1/m + y)} \right] f_\mu \left( \frac{k-1}{m} + y \right) dy = \int_0^{1/2m} h(y) f_\mu \left( \frac{k-1}{m} + y \right) dy, \quad (56) \]

where \( h(y) \) is defined as

\[ h(y) = \left( p_2 \left( \frac{k-1}{m} + y \right) - p_1 \left( \frac{k-1}{m} + y \right) \right) \left[ \frac{1}{A(k-1/m - y)} - \frac{1}{A(k-1/m + y)} \right]. \quad (57) \]

Note that \( h(y) \) is non-negative and increasing when \( y \in [0, 1/2m] \). This stems from the fact that both of the differences \( p_2 \left( \frac{k-1}{m} + y \right) - p_1 \left( \frac{k-1}{m} + y \right) \) and \( \frac{1}{A(k-1/m - y)} - \frac{1}{A(k-1/m + y)} \) are non-negative and increasing when \( y \in [0, 1/2m] \). Thus, it applies

\[ \int_0^{1/2m} h(y) f_\mu \left( \frac{k-1}{m} + y \right) dy > 0, \quad (58) \]

which provides a lower bound for the difference of the probabilities in Eq. (53).

Based on the symmetry of \( f_\mu(u) \) around \( E(\mu) = \frac{k-1}{m} \), it holds that

\[ \int_0^{1/2m} f_\mu \left( \frac{k-1}{m} + y \right) dy = \frac{1}{2} = \int_0^{1/2m} m \ast dy. \quad (59) \]

Moreover, as \( f_\mu \left( \frac{k-1}{m} + y \right) \) is a decreasing function when \( y \in (0, 1/2m] \) and because \( f_\mu \left( \frac{k-1}{m} - 2 \right) = 0 \), there must be a point \( y^* \in (0, 1/2m] \) such that

\[
\begin{align*}
  & f_\mu \left( \frac{k-1}{m} + y \right) \geq m \forall \ y \in [0, y^*], \\
  & f_\mu \left( \frac{k-1}{m} + y \right) < m \forall \ y \in (y^*, 1/2m].
\end{align*}
\quad (60)
\]

17
By applying Eqs. (59) and (60), one obtains

\[
\int_{0}^{1/2} h(y) f_\mu \left( \frac{k-1}{m} + y \right) dy - \int_{0}^{1/2} m * h(y) dy \\
= \int_{0}^{h(y^*)} h(y) \left( f_\mu \left( \frac{k-1}{m} + y \right) - m \right) dy \\
+ \int_{h(y^*)}^{1/2} h(y) \left( f_\mu \left( \frac{k-1}{m} + y \right) - m \right) dy \\
\leq h(y^*) \int_{0}^{h(y^*)} \left( f_\mu \left( \frac{k-1}{m} + y \right) - m \right) dy \\
+ h(y^*) \int_{h(y^*)}^{1/2} \left( f_\mu \left( \frac{k-1}{m} + y \right) - m \right) dy \\
= h(y^*) \int_{0}^{1/2} \left( f_\mu \left( \frac{k-1}{m} + y \right) - m \right) dy \\
= 0 \\
\leftrightarrow \\
\int_{0}^{1/2} h(y) f_\mu \left( \frac{k-1}{m} + y \right) dy \leq m \int_{0}^{1/2} h(y) dy,
\] (61)

which provides an upper bound for the difference of the probabilities in Eq. (53).

If the above derivations are repeated so that in Eq. (54) one defines \( E(\mu) > \frac{1}{2} \), the result that follows is

\[
m \int_{0}^{1/2} h(y) dy \leq \int_{0}^{1/2} h(y) f_\mu \left( \frac{k-1}{m} + y \right) dy < 0.
\] (62)

On the other hand, if one defines \( E(\mu) = \frac{1}{2} \) in Eq. (54), \( h(y) \) becomes identically equal to zero.

To summarize, the following result has been derived:

\[
E(\mu) = \frac{k-1}{m} \leftrightarrow w_i = \frac{m - k + 1/2}{m - 1} \\
\Rightarrow \\
P(X_C = x_C^{k-1} | x^{D,i}, \text{WMEAN}, (w_1, \ldots, w_n), \sigma^2, s) \\
- P(X_C = x_C^k | x^{D,i}, \text{WMEAN}, (w_1, \ldots, w_n), \sigma^2, s) \xrightarrow{s \to \infty} \\
\int_{0}^{1/2} h(y) f_\mu \left( \frac{k-1}{m} + y \right) dy,
\]
\[
\left| \int_0^{1/2} h(y) f_{\mu}\left(\frac{k-1}{m} + y\right) \, dy \right| \leq m \left| \int_0^{1/2} h(y) \, dy \right|,
\] (63)

where

\[
h(y) = \left[ \int_{k-1/m}^{k/m} \text{Normpdf}(x, \frac{k-1}{m} + y, \sigma^2) \, dx - \int_{k-2/m}^{k-1/m} \text{Normpdf}(x, \frac{k-1}{m} + y, \sigma^2) \, dx \right] \ast \left[ \int_0^{1} \text{Normpdf}(x, \frac{k-1}{m} - y, \sigma^2) \, dx - \int_0^{1} \text{Normpdf}(x, \frac{k-1}{m} + y, \sigma^2) \, dx \right],
\] (64)

and \( f_{\mu}(\cdot) \) denotes the probability density function of \( \mu \) defined in Eq. (49).

Equation (63) provides an expression for an upper bound of the probability difference

\[
P(X_C = x_C^{k-1} | x^{D,i}; \text{WMEAN}, (w_1, \ldots, w_n), \sigma^2, s)
- P(X_C = x_C^k | x^{D,i}; \text{WMEAN}, (w_1, \ldots, w_n), \sigma^2, s)
\] (65)

when \( w_i = (m - k + 1/2)/(m - 1) \) and the sample size parameter \( s \) is infinitely large. Next, this quantity is numerically studied to get further insight on its magnitude in practice.

### 5.2. Numerical study on upper bound of probability difference in Eq. (63)

Concerning the result (63), the functions \( D_{ub}, D_{RN M5}, \) and \( D_{RN M10} \) are defined as

\[
D_{ub}(m, k, \sigma^2) = \left| m \int_0^{1/2} h(y) \, dy \right|,
\]

\[
D_{RN M5}(n, m, k, w, \sigma^2) = \left| P(X_C = x_C^{k-1} | x^{D,i}; \text{WMEAN}, w, \sigma^2, s = 5)
- P(X_C = x_C^k | x^{D,i}; \text{WMEAN}, w, \sigma^2, s = 5) \right|,
\]

\[
D_{RN M10}(n, m, k, w, \sigma^2) = \left| P(X_C = x_C^{k-1} | x^{D,i}; \text{WMEAN}, w, \sigma^2, s = 10)
- P(X_C = x_C^k | x^{D,i}; \text{WMEAN}, w, \sigma^2, s = 10) \right|,
\] (66)

where the weights \( w = (w_1, \ldots, w_n) \) fulfill

\[
w_i = \frac{m - k + 1/2}{m - 1}, \quad w_j \in [0, 1] \quad \forall \ j = 1, \ldots, n, \quad j \neq i, \quad \sum_{j=1}^{n} w_j = 1.
\] (67)
Now, $D_{ub}$ is an upper bound for the probability difference (65) when $w_i = (m - k + 1/2)/(m - 1)$ and the sample size parameter $s$ is infinitely large. The functions $D_{RNM5}$ and $D_{RNM10}$ provide values of the same probability difference when the sample size parameter is fixed to $s = 5$ and $s = 10$, respectively. Note that while some of the arguments of the functions are not explicitly visible in the expressions in Eq. (66), their presence in the functions is indicated by Eqs. (48), (49), and (64).

The maximum values of the functions $D_{ub}$, $D_{RNM5}$, and $D_{RNM10}$ with respect to their arguments are next studied in order to get concrete understanding about the magnitude of the probability difference (65). Regarding this, based on the derivations resulting in Eq. (63), the following features can be deduced about the functions:

- Each of the functions fulfills $D_*(n, m, k, \sigma^2) = D_*(n, m, m - k + 2, \sigma^2)$ with any $k = 2, \ldots, m$.
- The values of all the three functions decrease with an increasing value of the state index $k$ when $k \leq m/2 + 1$. Correspondingly, the values of all the functions increase with an increasing value of $k$ when $k > m/2 + 1$.

In addition, tentative numerical analysis of the functions (results not presented here) indicates the following features:

- The values of $D_{RNM5}$ and $D_{RNM10}$ decrease with an increasing value of $n$.
- Given that the weights fulfill Eq. (67), the values of the weights other than $w_i$ have little significance to the values of the functions $D_{RNM5}$ and $D_{RNM10}$.

The four features listed above indicate that in order to get insight of the overall maximum values of the functions with respect to their arguments, it is sufficient to focus on the cases in which $n = 2$ and $k = 2$. Now, Fig. 2 presents each of $D_{ub}$, $D_{RNM5}$, and $D_{RNM10}$ as a function of the variance parameter $\sigma^2$ when $n = 2$ and $k = 2$. The number of the states of the nodes $m$ varies between $m = 3$ and $m = 20$. Fig. 2 implies that the maximum value of each function with respect to $\sigma^2$ tends to increase with an increasing value of $m$. The value of $D_{ub}$ stays below 0.02 in all of the cases. On the other hand, both $D_{RNM5}$ and $D_{RNM10}$ stay in each case below 0.025. The tendency of $D_{RNM5}$ and $D_{RNM10}$ to be larger than $D_{ub}$ reflects the fact that only a finite number of sample points has been taken while applying RNM in the calculation of the former two.

Overall, the results presented in Fig. 2 indicate that when WMEAN is used to generate the probability distribution of the scenario $x^{D,i}$, see Eq. (47), with $w_i = \frac{m-k+1/2}{m-1}$ and $s \geq 5$, the difference of
Based on the proof of Proposition 1 in Section 4, it is evident that $x_{C}^{k-1}$ and $x_{C}^{k}$ are then also the two most probable states of the child node.
5.3. Results for probability difference in Eq. (53) when \( E(\mu) = (k - 1/2)/m, k_1 = k - 1 \) and \( k_2 = k + 1 \)

If the derivations and numerical examinations carried out in Sections 5.1 and 5.2 are repeated so that the conditions (54) are replaced with

\[
\begin{align*}
E(\mu) &= \frac{k - 1/2}{m} < \frac{1}{2} \iff w_i = \frac{m - k}{m - 1} \text{ and } k < \frac{m + 1}{2}, \\
k_1 &= k - 1, \\
k_2 &= k + 1
\end{align*}
\]  

(69)

the result corresponding to Eq. (68) is

\[
\begin{align*}
w_i &= \frac{m - k}{m - 1} \text{ and } s \geq 5 \Rightarrow \\
&|P(X_C = x_C^{k-1} | x^{D,i}; \text{WMEAN}, w, \sigma^2, s) - P(X_C = x_C^{k+1} | x^{D,i}; \text{WMEAN}, w, \sigma^2, s)| \\
&< 0.01.
\end{align*}
\]  

(70)

Equation (70) implies the value \( w_i = \frac{m - k}{m - 1} \) is a good approximation of the exact value of \( w_i \) by which the states \( x_C^{k-1} \) and \( x_C^{k+1} \) of the child node become equally probable in the scenario \( x^{D,i} \), see Eq. (47), when WMEAN is used to generate the probabilities. Moreover, based on the proof of Proposition 1 in Section 4, it is evident that \( x_C^{k-1} \) and \( x_C^{k+1} \) are then also together the second most probable states of the child node with \( x_C^k \) being the mode.

Together, Eqs. 68 and 70 can be used to determine for the weight \( w_i \) bounds \( w_i^D \) and \( w_i^D \) such that when \( w = (w_1, \ldots, w_n) \in W^{\text{WMEAN}} \) and \( w_i \in [w_i^D, w_i^D] \), the probability distribution \( P(X_C | x^{D,i}; \text{WMEAN}, w, \sigma^2, s) \) generally has some specific two adjacent states \( x_C^a \) and \( x_C^b \) of \( X_C \) forming its mode pair. Especially, when \( w_i = w_i^D \) or \( w_i = w_i^D \), either a) the mode \( x_C^a \) and the second most probable state \( x_C^b \) have a probability difference less than 0.025 or b) \( x_C^b \) and another state of \( X_C \) adjacent to \( x_C^k \) have a probability difference smaller than 0.01 between each other.

6. Experiment on weight updates for WMEAN

The results of the previous section indicate that in the scenario \( x^{D,i} \), see Eq. (47), the weight \( w_i \) basically solely defines the mode pair of the child node \( X_C \) when the probability distribution \( P(X_C | x^{D,i}) \) is generated with RNM using WMEAN as the weight expression. Especially, through Eqs. 68 and 70, one can determine an interval \([w_i^D, w_i^D]\) that provides a good approximation of the values of \( w_i \) by which some specific two states of \( X_C \) become the mode pair of \( P(X_C | x^{D,i}) \). Related to this property of WMEAN, this section presents an experiment about the effect of weights..
other than \( w_i \) to the probability values in \( P(X_C|X^{D,i}) \). The experiment is focused on a specific process of changing weights from some initial values \( w^0_i \) to final ones \( w^*_i \) where both \( w^0_i \) and \( w^*_i \) are within the same interval \([w_D^i, w_D^i]\).

The process of changing the weights is as follows. Let there be initial weights \( w^0 = (w^0_1, \ldots, w^0_n) \in W^{WMEAN} \) that are in ascending order, i.e., \( w^0_1 \leq \ldots \leq w^0_n \), and yield probability distributions \( P(X_C|X^{D,i}; w^0) \), \( i = 1, \ldots, n \), with a fixed variance parameter \( \sigma^2 \). Let \( p^{D,i} \) denote the mode pair of \( P(X_C|X^{D,i}; w^0) \) and \([w_D^i, w_D^i]\) be the approximation of the values of \( w_i \) by which \( P(X_C|X^{D,i}; w^0) \) stays compatible with \( p^{D,i} \). Now, starting from \( w_n \) and moving towards \( w_1 \), the initial weights \( w^0 \) are transformed into the final weights \( w^* = (w^*_1, \ldots, w^*_n) \in W^{WMEAN}, w^*_i \in [w_D^i, w_D^i], \) one by one as follows. When \( w_i \) is given the final value \( w^*_i \), the weights \( w_{i+1}, \ldots, w_n \) stay intact in the values \( w^*_i, \ldots, w^*_n \). On the other hand, the weights \( w_j, j = 1, \ldots, i - 1 \), are updated to any values \( \tilde{w}_j \in [w_D^j, w_D^j] \) such that the intermediate weights \( w^i = (\tilde{w}_1, \ldots, \tilde{w}_{i-1}, w^*_i, \ldots, w^*_n) \) fulfill \( w^i \in W^{WMEAN} \). The aim in the experiment is to determine, how much there is difference between a probability distribution \( P(X_C|X^{D,i}; w^i) \) generated with the intermediate weights \( w^i \) and \( P(X_C|X^{D,i}; w^*) \) obtained with the final weights \( w^* \).

6.1. Experimental setup

The experiment consists of \( N \) replications. On each replication, the values of the following variables are first randomly generated by sampling uniformly from their ranges.

- \( m \in [3, 7], m \in \mathbb{N} \). The number of states of all the nodes. The range of \( m \) covers the number of states typically given to ranked nodes in practical applications.

- \( n \in [3, 8], n \in \mathbb{N} \). The number of parent nodes. The range of \( n \) covers the number of parent nodes typically defined for a child node in practical applications.

- \( \tilde{w}_i \in [0, 1], i = 1, \ldots, n \). Auxiliary variables used to construct initial weights of parent nodes.

- \( \sigma^2 \in [5 \times 10^{-4}, \frac{1}{4m^2}] \). The variance parameter that is used in the generation of \( P(X_C|X^{D,i}) \). The lower bound is the default lower bound for \( \sigma^2 \) in AgenaRisk software [15] implementing RNM. The rational for the upper bound is explained in the end of this section.

The auxiliary variables \( \tilde{w}_1, \ldots, \tilde{w}_n \) are used to form initial weights \( w^0 = (w^0_1, \ldots, w^0_n) \in W^{WMEAN} \) through

\[
w^0_i = \left( \frac{\tilde{w}_i}{\sum_{j=1}^n \tilde{w}_j} \right),
\]

(71)
That is, the updated values of the weights $w_i$ after which $w^0$ is sorted into ascending order, i.e., $w^0_1 \leq \ldots \leq w^0_n$. Next, for $i = 1, \ldots, n$, the probability distribution $P(X_C|x^{D,i}; w^0)$ is generated using WMEAN with the variance parameter $\sigma^2$ and the interval $[\overline{w}_i^D, \overline{w}_i^P]$ is formed according to the mode pair $p^{D,i}$ of $P(X_C|x^{D,i}; w^0)$.

Starting from $w_n$ with the initial value $w^0_n$, the weights $w_i, i = 2, \ldots, n$, are addressed one by one in a descending order as follows: Given the initial value of the weight $w_i$, two random numbers $u \sim U(0,1)$ and $y \sim U(0,1)$ are generated, and a final value $w_i^*$ for the weight $w_i$ is formed according to

$$w_i^* = w_i + \Delta_i,$$

$$\Delta_i = \begin{cases} 
\max\{ y \ast \sum_{j=1}^{i-1} (w_j - \overline{w}_j^D), \overline{w}_i^D - w_i \} & \text{if } u < 0.5 \\
\min\{ y \ast \sum_{j=1}^{i-1} (w_j - \overline{w}_j^D), \overline{w}_i^D - w_i \} & \text{if } u \geq 0.5 
\end{cases} . \quad (72)$$

This update scheme means that with equal probabilities, the value of $w_i$ either decreases or increases so that the final value $w_i^*$ is still within the interval $[\overline{w}_i^D, \overline{w}_i^P]$. After updating $w_i$, the values of the weights $w_j, j = 1, \ldots, i - 1$, are updated to new values $\tilde{w}_j$ according to

$$\tilde{w}_j = w_j + \Delta_j,$$

$$\Delta_j = \begin{cases} 
-\frac{\Delta_i}{\sum_{j=1}^{i-1} (\overline{w}_j^D - w_j)} (\overline{w}_j^D - w_j) & \text{if } \Delta_i < 0 \\
-\frac{\Delta_i}{\sum_{j=1}^{i-1} (w_j - \overline{w}_j^D)} (w_j - \overline{w}_j^D) & \text{if } \Delta_i \geq 0 
\end{cases} . \quad (73)$$

If the value of $w_i$ is decreased (increased) in Eq. (72), the values of the weights $w_1, \ldots, w_{i-1}$ are all increased (decreased) in Eq. (73). The magnitudes of all the changes $\Delta_1, \ldots, \Delta_i$ are defined so that the updated weights fulfil the conditions

$$\tilde{w}_j \in [\overline{w}_j^D, \overline{w}_j^P] \forall j = 1, \ldots, i - 1,$$

$$\sum_{j=1}^{i-1} \tilde{w}_j + \sum_{j=i}^{n} w_j^* = 1. \quad (74)$$

That is, the updated values of the weights $w_j, j = 1, \ldots, i - 1$, are within their elicitation weight intervals and all the weights sum up to 1 in accordance with Eq. (2). By using the intermediate weights $w^i = (\tilde{w}_1, \ldots, \tilde{w}_{i-1}, w_i^*, \ldots, w_n^*)$, the probability distribution $P(X_C|x^{D,i}; w^i)$ is generated and put aside. The sample size of RNM used in the generation is $s = 5$ which is the default value of $s$ in AgenaRisk.

After the final weights $w^f = (w^*_1, \ldots, w^*_n)$ are formed, they are used to generate probability distributions $P(X_C|x^{D,i}; w^*)$, $i = 3, \ldots, n$. For each $i = 3, \ldots, n$, the elements of the probability
distribution \( P(X_C|\vec{x}^{D,i}; \vec{w}^*) \) are then compared to those of \( P(X_C|\vec{x}^{D,i}; \vec{w}^i) \). Based on these comparisons, the quantities \( e_1 \) and \( e_2 \) are calculated according to

\[
e_1 = \max_{i=3,\ldots,n} \left\{ \frac{1}{m} \sum_{k=1}^{m} |P(X_C = x_C^{k}\mid \vec{x}^{D,i}; \vec{w}^i) - P(X_C = x_C^{k}\mid \vec{x}^{D,i}; \vec{w}^*)| \right\},
\]

\[
e_2 = \max_{i=3,\ldots,n} \left\{ \max_{k=1,\ldots,m} \{|P(X_C = x_C^{k}\mid \vec{x}^{D,i}; \vec{w}^i) - P(X_C = x_C^{k}\mid \vec{x}^{D,i}; \vec{w}^*)|\} \right\}.
\]

(75)

Here, \( e_1 \) is the largest average difference observed when the corresponding elements of \( P(X_C|\vec{x}^{D,i}; \vec{w}^*) \) and \( P(X_C|\vec{x}^{D,i}; \vec{w}^i) \) are compared to each other for all \( i = 3,\ldots,n \). In turn, \( e_2 \) is the single largest difference observed when the same comparisons are made.

Let \( e_1^r \) and \( e_2^r \) denote the values of \( e_1 \) and \( e_2 \) obtained in the \( r \)th replication of the experiment. After all the \( N \) replications, the quantities \( \bar{e}_1, \bar{e}_2, \hat{e}_1, \) and \( \hat{e}_2 \) are calculated according to

\[
\bar{e}_1 = \frac{1}{N} \sum_{r=1}^{N} e_1^r, \quad \bar{e}_2 = \frac{1}{N} \sum_{r=1}^{N} e_2^r,
\]

\[
\hat{e}_1 = \max_{r=1,\ldots,N} \{ e_1^r \}, \quad \hat{e}_2 = \max_{r=1,\ldots,N} \{ e_2^r \}.
\]

(76)

Now, \( \bar{e}_1 \) is an estimate of the largest average change of probability values that could be expected when the elements of the probability distributions \( P(X_C|\vec{x}^{D,i}; \vec{w}^i), i = 3,\ldots,n \), are compared to the elements of the distributions \( P(X_C|\vec{x}^{D,i}; \vec{w}^*) \). Correspondingly, \( \hat{e}_2 \) is an estimate of the largest change in a single probability value that could be expected to occur in such a comparison. In turn, \( \hat{e}_1 \) and \( \hat{e}_2 \) are worst-case estimates of the same quantities as \( \bar{e}_1 \) and \( \bar{e}_2 \).

The upper bound for the variance parameter \( \sigma^2 \) used in the experiment is \( 1/m^2 \). When the number of states of the nodes \( m \) runs from 3 to 7, the value of \( 1/m^2 \) runs from ca. 0.1 to ca. 0.02. The default upper bound for \( \sigma^2 \) in AgenaRisk is 0.5. However, tentative runs of the experiment (results not presented here) indicate that with the upper bound of \( \sigma^2 \) set this large, there constantly comes replications in which both \( P(X_C|\vec{x}^{D,i}; \vec{w}^*) \) and \( P(X_C|\vec{x}^{D,i}; \vec{w}^i) \) are so close to uniform distributions that their differences become minimal. As probability distributions generated with RNM in practical applications are seldom uniform, a smaller upper bound than 0.5 for \( \sigma^2 \) is seen more adequate now. The idea for using \( \sigma^2 = 1/m^2 \) as the upper bound is as follows. In general, 95% of the probability mass of a normal distribution \( N(\mu, \sigma^2) \) lies within the interval \([\mu - 2\sigma, \mu + 2\sigma]\). Thus, if \( \mu = k/m \) and one desires

\[
\int_{k-2/m}^{k+2/m} \text{Normpdf}(x, \mu, \sigma^2) = 0.95,
\]

(77)
it must be that $2/m = 2\sigma \iff \sigma^2 = 1/m^2$. Next, consider the generation of probabilities with RNM as described in Section 2. First note that when all the $n$ parent nodes have $m$ states, all the mean parameters $\mu_r$, $r = 1, \ldots, s^n$, see Eq. (1), necessarily lie within an interval of the width $1/m$. Suppose then that a given mean parameter $\mu_r$ lies within the state interval $[a^k_r, b^k_r] = [k-1/m, k/m]$ of the child node. Then, with $2\sigma = 2/m$, more than 95% of the probability mass of the doubly truncated normal distribution $TN(\mu_r, \sigma^2, 0, 1)$ lies within the state interval $[a^k_r, b^k_r]$ and its three closest neighbouring state intervals which depend on the exact value of $\mu_r$. This fact and the limited range of the mean parameters $\mu_r$, $r = 1, \ldots, s^n$, together imply that if $\sigma^2 = 1/m^2$ is used as the variance parameter, the majority of the probability mass in a given generated conditional probability distribution $P(X_C|x^{D,i})$ is shared between the four or the five most probable states of the child node. This type of spread of the probability mass of $X_C$ is now considered to represent well a heavy dispersion.

6.2. Results

Table 1: Values of $\tilde{e}_1$, $\tilde{e}_2$, $\tilde{e}_1$, and $\tilde{e}_2$ obtained with $N = 10000$ replications

|       | $\tilde{e}_1$ | $\tilde{e}_2$ | $\tilde{e}_1$ | $\tilde{e}_2$ |
|-------|---------------|---------------|---------------|---------------|
|       | 0.0006        | 0.0011        | 0.019         | 0.028         |

Table 1 presents the values of $\tilde{e}_1$, $\tilde{e}_2$, $\tilde{e}_1$, and $\tilde{e}_2$ obtained in the experiment with $N = 10000$ replications. The estimates $\tilde{e}_1$ and $\tilde{e}_2$ are smaller than 0.002 while $\tilde{e}_1$ and $\tilde{e}_2$ both remain under 0.03. Therefore, the results indicate that there is no considerable difference in the probability distributions $P(X_C|x^{D,i}; w^i)$ and $P(X_C|x^{D,i}; w^*)$ generated with the intermediate weights $w^i$ and the final weights $w^*$, respectively.

The results of the experiment may be utilized, e.g., as follows. Let there be initial weights $w^0 = (w^0_1, \ldots, w^0_n) \in W^{\text{WMEAN}}$ such that $w^0_i \in [\underline{w}^D_i, \bar{w}^D_i]$ and $w^0_1 \leq \ldots \leq w^0_n$. Starting from $w_n$ and moving towards $w_1$, a desired value $w^*_i \in [\underline{w}^D_i, \bar{w}^D_i]$ for the weight $w_i$ can be determined by repeating the following two steps: 1) construct intermediate weights of the form $w^i = (\tilde{w}_1, \ldots, \tilde{w}_i-1, w^*_i, w^*_{i+1}, \ldots, w^*_n)$, where $w^*_i$ is a candidate for the desired value of $w_i$, $w^*_{i+1}, \ldots, w^*_n$ are the already determined desired values of $w_{i+1}, \ldots, w_n$, and $\tilde{w}_j$, $j = 1, \ldots, i - 1$, are any values of $w_j \in [\underline{w}^D_j, \bar{w}^D_j]$ so that $w^i \in W^{\text{WMEAN}}$. 2) generate the probability distribution $P(X_C|x^{D,i}; w^i)$ and return to Step 1 if the result is not satisfactory. That is, the desired value of $w_i$ is determined through trial and error by checking how different values of $w_i$ affect $P(X_C|x^{D,i}, w^i)$. Once desired values $w^* = (w^*_1, \ldots, w^*_n)$ are determined for all the weights, the probability distribution $P(X_C|x^{D,i}; w^*)$ generated with them does not differ much from the distribution $P(X_C|x^{D,i}; w^i)$ originally ac-
cepted while deciding the desired value of \( w_i \).

7. Connection between WMIN and WMEAN

In this section it is shown that under specific conditions, the functional form of WMIN in the scenario \( x^{D,i} \), see Eq. (47), coincides with that of WMEAN. Thereby, under these conditions, the technical results obtained for WMEAN in Section 5 are applicable also with WMIN.

When the conditional probability distribution \( P(X_C|x^{D,i}) \) is generated with RNM using WMIN with the weights \( (w_1, \ldots, w_n) \in W_{WMIN} \) and the variance parameter \( \sigma^2 \), it applies, see Eq. (15),

\[
P(X_C = x^k_C|x^{D,i}; WMIN, (w_1, \ldots, w_n), \sigma^2, s) \xrightarrow{s \to \infty} \int_{\mu} \int_{k \frac{m}{m-1}} TNormpdf(x, u, \sigma^2, 0, 1) dx f_\mu(u) du, \tag{78}
\]

where \( x^k_C \) denotes the \( k \)th state of the child node \( X_C \) and \( \mu \) defined in Eq. (11) has the form

\[
\mu = \min_{j=1,\ldots,n} \left\{ \frac{w_j \chi_j + \sum_{t \neq j} \chi_t}{w_j + n - 1} \right\}, \quad \chi_i \sim U(0, \frac{1}{m}), \chi_r \sim U(\frac{m-1}{m}, 1) \forall r = 1, \ldots, n, r \neq i. \tag{79}
\]

The values of \( \mu \) and \( \overline{\mu} \), i.e., the lower and upper bounds of \( \mu \) are now

\[
\mu = \min \left\{ \min_{j \neq i} \left\{ \frac{w_j \frac{m-1}{m} + (n-2) \frac{m-1}{m}}{w_j + n - 1} \right\}, \frac{(n-1) \frac{m-1}{m}}{w_i + n - 1} \right\} = \frac{(n-1) \frac{m-1}{m}}{w_i + n - 1}, \tag{80}
\]

By defining random variables \( \mu_j, j = 1, \ldots, n, \) as

\[
\mu_j(w_j) = \frac{w_j \chi_j + \sum_{t \neq j} \chi_t}{w_j + n - 1}, \quad \chi_i \sim U(0, \frac{1}{m}), \chi_r \sim U(\frac{m-1}{m}, 1) \forall r = 1, \ldots, n, r \neq i, \tag{81}
\]

the variable \( \mu \) in Eq. (79) can be expressed as

\[
\mu = \min_{j=1,\ldots,n} \{ \mu_j(w_j) \} \tag{82}
\]

Below, Proposition 2 states conditions under which \( \mu \) is identically equal to \( \mu_i \), i.e., \( \mu \equiv \mu_i \). When this equation holds, the functional form of WMIN in Eq. (3) coincides with the functional form of WMEAN in Eq. (2).
Proposition 2. Let \( \chi_i \sim U(0, \frac{1}{m}) \) and \( \chi_r \sim U(\frac{m-1}{m}, 1) \) \( \forall r = 1, \ldots, n, \ r \neq i \). Furthermore, with any \((w_1, \ldots, w_n) \in W^{WMIN}\), let \( \mu_1, \ldots, \mu_n \) and \( \mu \) be defined by

\[
\mu_j(w_j) = \frac{w_j \chi_j + \sum_{t \neq j} \chi_t}{w_j + n - 1},
\]

\[
\mu(w_1, \ldots, w_n) = \min_{j=1,\ldots,n} \{\mu_j(w_j)\}. \tag{83}
\]

It applies

\[
n \leq m \Rightarrow \mu(w_1, \ldots, w_n) \equiv \mu_i(w_i) \forall (w_1, \ldots, w_n) \in W^{WMIN}, \tag{84}
\]

\[
n > m \Rightarrow \left(\mu(w_1, \ldots, w_n) \equiv \mu_i(w_i) \forall w_j \geq 1, \ j = 1, \ldots, n, \ j \neq i \iff w_i \geq \frac{n - 2}{m - 2}\right). \tag{85}
\]

Proof. The proof is presented below after a brief discussion on the implications of the proposition.

Now, Eq. (84) indicates that when \( n \leq m \) (the number of parent nodes is less or equal to the number of states of the nodes), \( \mu \) is identically equal to \( \mu_i \) with any weights \((w_1, \ldots, w_n) \in W^{WMIN}\).

On the other hand, Eq. (85) indicates that when \( n > m \), the condition \( w_i \geq \frac{n - 2}{m - 2} \) is both necessary and sufficient for \( \mu \) being identically equal to \( \mu_i \), no matter what values \( w_j \geq 1 \) the other weights \( w_j, \ j = 1, \ldots, n, \ j \neq i \), have. When the condition \( \mu \equiv \mu_i \) holds, the variable \( \mu \) in Eq. (79) can be expressed as

\[
\mu = \frac{w_i \chi_i + \sum_{t \neq i} \chi_t}{w_i + n - 1} = \sum_{t=1}^{n} \beta_t \chi_t,
\]

\[
\beta_i = \frac{w_i}{w_i + n - 1},
\]

\[
\beta_t = \frac{1}{w_i + n - 1} \forall t = 1, \ldots, n, \ t \neq i, \tag{86}
\]

whereby \( \mu \) is formed by WMEAN defined in Eq. (2). Hence, overall, Proposition 2 implies that when either \( n \leq m \) or \( n > m \) together with \( w_i \geq \frac{n - 2}{m - 2} \), the use of WMIN in the scenario \( x^{D,i} \) with the weights \((w_1, \ldots, w_n) \in W^{WMIN}\) corresponds to the use of WMEAN with the weights \((\beta_1, \ldots, \beta_n) \in W^{WMEAN}\) calculated according to Eq. (86). Under these circumstances, the results (68) and (70) concerning WMEAN can be also be utilized with WMIN.
Proof of Proposition 2

First, Eq. (84) is proved. Let \( n \leq m \) and let a combination of points \((z^*_1, \ldots, z^*_n)\) be defined by

\[
\begin{align*}
\begin{cases}
  z^*_i = \frac{1}{m} \\
  z^*_r = \frac{m-1}{m} \\
  z^*_j = 1 & \forall \; j = 1, \ldots, n, \; j \neq i, r
\end{cases}
\end{align*}
\]  

(87)

Then, it follows

\[
\sum_{j=1}^{n} \frac{z^*_j}{n} = \frac{n-1}{n} \leq \frac{m-1}{m}.
\]

(88)

Let \((w_1, \ldots, w_n) \in W^{\text{WMIN}}\) (Eq. (3)) and for \( j = 1, \ldots, n \), let the function \( y_j(\cdot) \) be defined by

\[
y_j(z_1, \ldots, z_n, w_j) = \frac{w_j z_j + \sum_{t \neq j} z_t}{w_j + n - 1} = \frac{(w_j - 1) z_j + n \sum_{t=1}^{n} \frac{z_t}{n}}{w_j - 1 + n}
\]

\[
= \alpha_j z_j + (1 - \alpha_j) \frac{\sum_{t=1}^{n} \frac{z_t}{n}}{w_j - 1 + n}, \quad \alpha_j = \frac{w_j - 1}{w_j - 1 + n}.
\]

(89)

Note that \( w_j = 1 \iff \alpha_j = 0 \) and \( w_j \to \infty \iff \alpha_j \to 1 \). Thus, for all \( n \geq 2 \) and \( m \geq 2 \), it is obtained

\[
\begin{align*}
\begin{cases}
  y_i(z^*_1, \ldots, z^*_n, w_i) = \alpha_i \frac{1}{m} + (1 - \alpha_i) \frac{n-1}{n} \leq \frac{n-1}{n} \\
  y_r(z^*_1, \ldots, z^*_n, w_r) = \alpha_r \frac{m-1}{m} + (1 - \alpha_r) \frac{n-1}{n} \geq \frac{n-1}{n} \\
  y_j(z^*_1, \ldots, z^*_n, w_j) = \alpha_j + (1 - \alpha_j) \frac{n-1}{n} \geq \frac{n-1}{n} & \forall \; j = 1, \ldots, n, \; j \neq i, r
\end{cases}
\end{align*}
\]

\Rightarrow y_i(z^*_1, \ldots, z^*_n, w_i) \leq y_j(z^*_1, \ldots, z^*_n, w_j) \forall \; j = 1, \ldots, n, \; j \neq i.

(90)

Consider then an arbitrary combination of points \((z_1, \ldots, z_n)\) such that

\[
\begin{align*}
\begin{cases}
  z_i \in [0, \frac{1}{m}] \\
  z_j \in [\frac{m-1}{m}, 1] & \forall \; j = 1, \ldots, n, \; j \neq i.
\end{cases}
\end{align*}
\]

(91)

By using the notation

\[
\begin{align*}
\begin{cases}
  z_i = z^*_i - e_i, \; e_i \geq 0 \\
  z_r = z^*_r + e_r, \; e_r \geq 0 \\
  z_j = z^*_j - e_j, \; e_j \geq 0 & \forall \; j = 1, \ldots, n, \; j \neq i, r
\end{cases}
\end{align*}
\]

(92)
it can be derived

\[
\sum_{t=1}^{n} \frac{z_t}{n} - z_i = \sum_{t=1}^{n} \frac{z_t^*}{n} + \frac{1}{n}(-e_i + e_r - \sum_{j \neq i,r} e_j) - z_i^* + e_i
\]

\[
= \frac{n-1}{n} + \frac{1}{n}(-e_i + e_r - \sum_{j \neq i,r} e_j) - \frac{1}{m} + e_i
\]

\[
= \frac{1}{n}((n-1) + (n-1)e_i + e_r - \sum_{j \neq i,r} e_j) - \frac{1}{m}
\]

\[
\geq \frac{1}{n}(n-1 - (n-2)) - \frac{1}{m}
\]

\[
= \frac{(m-2)(n-1)}{mn} \geq 0
\]

\[\Leftrightarrow z_i \leq \sum_{t=1}^{n} \frac{z_t}{n} \]

\[\Rightarrow y_i(z_1, \ldots, z_n, w_i) \leq \sum_{t=1}^{n} \frac{z_t}{n}, \quad (93)\]

where the final implication follows from Eq. (89).

Furthermore, with any \(k = 1, \ldots, n, k \neq i, r\), it is derived

\[
z_k - \sum_{t=1}^{n} \frac{z_t}{n} = z_k^* - e_k - \sum_{t=1}^{n} \frac{z_t^*}{n} - \frac{1}{n}(-e_i + e_r - \sum_{j \neq i,r} e_j)
\]

\[
= 1 - e_k + \frac{n-1}{n} - \frac{1}{n}(-e_i + e_r - \sum_{j \neq i,r} e_j)
\]

\[
= \frac{1}{n} + \frac{1}{n}(e_i - e_r + \sum_{j \neq i,r,k} e_j - (n-1)e_k)
\]

\[
\geq \frac{1}{n} + \frac{1}{n}(0 - \frac{1}{m} + 0 - (n-1)\frac{1}{m})
\]

\[
= \frac{1}{n} - \frac{1}{m} \geq 0
\]

\[\Leftrightarrow z_k \geq \sum_{t=1}^{n} \frac{z_t}{n} \]

\[\Rightarrow y_k(z_1, \ldots, z_n, w_i) \geq \sum_{t=1}^{n} \frac{z_t}{n}, \quad (94)\]

where the final implication follows from Eq. (89).
In addition, one can also derive

\[ z_r - \sum_{t=1}^{n} \frac{z_t}{n} = z_r^* + e_r - \sum_{t=1}^{n} \frac{z_t^*}{n} - \frac{1}{n} (e_i + e_r - \sum_{j \neq i, r} e_j) \]

\[ = \frac{m-1}{m} + e_r - \frac{n-1}{n} - \frac{1}{n} (e_i + e_r - \sum_{j \neq i, r} e_j) \]

\[ = \frac{m-1}{m} - \frac{n-1}{n} + \frac{1}{n} (e_i + (n-1)e_r + \sum_{j \neq i, r} e_j) \]

\[ \geq \frac{m-1}{m} - \frac{n-1}{n} \geq 0 \]

\[ \Leftrightarrow z_r \geq \sum_{t=1}^{n} \frac{z_t}{n} \]

\[ \Rightarrow y_r(z_1, \ldots, z_n, w_i) \geq \sum_{t=1}^{n} \frac{z_t}{n}, \quad (95) \]

where the final implication follows from Eq. (89).

Together, Eqs. (89), (90), (93), (94), and (95) imply

\[ n \leq m \Rightarrow y_i(z_1, \ldots, z_n, w_i) \leq y_j(z_1, \ldots, z_n, w_j) \quad \forall j = 1, \ldots, n, \ j \neq i, \]

\[ \forall (z_1, \ldots, z_n) : \left\{ \begin{array}{l}
z_i \in [0, \frac{1}{m}] \\
z_j \in [\frac{m-1}{m}, 1] \end{array} \right\} \forall j = 1, \ldots, n, \ j \neq i, \forall (w_1, \ldots, w_n) \in W^{\text{WMIN}} \]

\[ \Leftrightarrow \min_{j=1,\ldots,n} \left\{ \frac{w_j x_j + \sum_{t \neq j} x_t}{w_j + n - 1} \right\} = \frac{w_i x_i + \sum_{t \neq i} x_t}{w_i + n - 1} \quad \forall (w_1, \ldots, w_n) \in W^{\text{WMIN}} \]

\[ \Leftrightarrow \mu(w_1, \ldots, w_n) \equiv \mu_i(w_i) \quad \forall (w_1, \ldots, w_n) \in W^{\text{WMIN}}, \quad (96) \]

which concludes the proof of Eq. (84).

Next, Eq. (85) is proved. Thus, let \( n > m \) and first assume that \( \mu(w_1, \ldots, w_n) \equiv \mu_i(w_i) \forall w_j \geq 1, \ j = 1 \ldots, n, \ j \neq i \). With \( (z_1^*, \ldots, z_n^*) \) it is now obtained

\[ \sum_{j=1}^{n} \frac{z_j^*}{n} = \frac{n-1}{n} > \frac{m-1}{m} = z_r^*. \quad (97) \]

Based on the condition \( \mu(w_1, \ldots, w_n) \equiv \mu_i(w_i) \forall w_j \geq 1, \ j = 1 \ldots, n, \ j \neq i \), it must apply with any \( w_r \geq 1 \) that \( y_i(z_1^*, \ldots, z_n^*, w_i) \leq y_r(z_1^*, \ldots, z_n^*, w_r) \). With the aid of Eqs. (89) and (97), it is then
obtained

\[ y_i(z_1^*, \ldots, z_n^*, w_i) \leq y_r(z_1^*, \ldots, z_n^*, w_r) \]

\[ \iff \alpha_i \frac{1}{m} - (1 - \alpha_i) \frac{n - 1}{n} \leq \alpha_r \frac{m - 1}{m} - (1 - \alpha_r) \frac{n - 1}{n} = \frac{m - 1}{m} + e, \ e > 0, \ \alpha_r \to 0 \]

\[ \iff \alpha_i \geq \frac{m - n}{m + n - mn} + \frac{mn * e}{m + n - mn} \]

\[ \iff w_i \geq \frac{n - 2 + m(1 - n) * e}{m - 2 + m * e} \alpha_r \to 1 \frac{n - 2}{m - 2} \] (98)

Thereby, it has been shown that

\[ n > m \text{ and } \mu(w_1, \ldots, w_n) \equiv \mu_i(w_i) \forall \ w_j \geq 1, \ j = 1 \ldots, n, \ j \neq i \Rightarrow w_i \geq \frac{n - 2}{m - 2}, \] (99)

whereby half of the proof of Eq. (85) is done.

To complete the proof of Eq. (85), let it now be so that \( n > m \) and \( w_i \geq \frac{n - 2}{m - 2} \). Furthermore, suppose there is a combination of points \((z_1, \ldots, z_n)\) and weights \((w_1, \ldots, w_n) \in W^{\text{WMIN}}\) such that

\[
\begin{align*}
\{ & z_i \in [0, \frac{1}{m}] \\
& z_j = \in \left( \frac{m - 1}{m}, 1 \right] \forall j = 1, \ldots, n, \ j \neq i \\
& y_r(z_1, \ldots, z_n, w_r) < y_i(z_1, \ldots, z_n, w_i) 
\}
\end{align*}
\] (100)

Referring to Eq. (89), note that now

\[ y_r(z_1, \ldots, z_n, w_r) < y_i(z_1, \ldots, z_n, w_i) \iff \alpha_r \left( \frac{1}{n} \sum_{t=1}^{n} z_t - z_r \right) > \alpha_i \left( \frac{1}{n} \sum_{t=1}^{n} z_t - z_i \right) \]

\[ \Rightarrow \alpha_r > \alpha_i \iff w_r > w_i. \] (101)

Then, by writing the points \((z_1^*, \ldots, z_n^*) \neq (z_1, \ldots, z_n)\) as

\[
\begin{align*}
\{ & z_i^* = \frac{1}{m} = z_i + e_i, \ e_i \geq 0 \\
& z_r^* = \frac{m - 1}{m} = z_r - e_r, \ e_r \geq 0 \}
\end{align*}
\]

\[ m \sum_{j=1}^{n} e_j > 0, \] (102)
it can be derived based on Eq. (101) that

$$y_i(z_1^*, ..., z_n^*, w_i) - y_r(z_1^*, ..., z_n^*, w_r)$$

$$= y_i(z_1, ..., z_n, w_i) - y_r(z_1, ..., z_n, w_r)$$

$$+ e_i \left( \frac{w_i}{w_i + n - 1} - \frac{1}{w_r + n - 1} \right) + e_r \left( \frac{w_r}{w_r + n - 1} - \frac{1}{w_i + n - 1} \right) > 0$$

$$+ \sum_{j \neq i,r} e_j \left( \frac{1}{w_i + n - 1} - \frac{1}{w_r + n - 1} \right) > 0$$

$$> 0 \iff y_i(z_1^*, ..., z_n^*, w_i) > y_r(z_1^*, ..., z_n^*, w_r).$$  (103)

However, given the condition $w_i \geq \frac{n-2}{m-2}$, Eq. (98) implies that

$$y_i(z_1^*, ..., z_n^*, w_i) \leq y_r(z_1^*, ..., z_n^*, w_r)$$

which contradicts Eq. (103). Thereby, referring to Eqs. (89) and (83), it is concluded that

$n > m$ and $w_i \geq \frac{n-2}{m-2}$

$$\Rightarrow$$

$$y_i(z_1, ..., z_n, w_i) \leq y_j(z_1, ..., z_n, w_j) \forall w_j \geq 1, j = 1, ..., n, j \neq i,$$

$$\forall (z_1, ..., z_n) : \left\{ \begin{array}{l} z_i \in [0, \frac{1}{m}] \\ z_j \in [\frac{m-1}{m}, 1] \forall j = 1, ..., n, j \neq i \end{array} \right.$$

$$\iff \min_{j=1,...,n} \left\{ \frac{w_j x_j + \sum_{t \neq j} x_t}{w_j + n - 1} \right\} = \frac{w_i x_i + \sum_{t \neq i} x_t}{w_i + n - 1}$$

$$\iff \mu(w_1, ..., w_n) \equiv \mu_i(w_i) \forall w_j \geq 1, j = 1, ..., n, j \neq i,$$  (104)

which concludes the proof of Eq. (85).

8. Experiment on weight intervals for MIXMINMAX

In Section 5, it was shown that when a probability distribution $P(X_C|x^{D,i})$ is generated with WMEAN, a single weight $w_i$ basically solely defines the mode pair $p^{D,i}$ of the child node $X_C$. Furthermore, through Eqs. (68) and (70), one can determine for $w_i$ bounds $w_i^D$ and $\overline{w_i}^D$ so that the interval $[w_i^D, \overline{w_i}^D]$ represents a good approximation of all the values of $w_i$ by some consecutive states $x_C^D$ and $\overline{x_C}^D$ of $X_C$ form $p^{D,i}$. When $P(X_C|x^{D,i})$ is generated with MIXMINMAX, see Eq. (5), the distribution can also be seen to depend only on a single weight. This can be either $w_{MIN}$ or $w_{MAX}$ as the two weights are bound together by $w_{MIN} + w_{MAX} = 1$. Thus, if the single
weight is selected to be $w_{MAX}$, the use of $w_{MIN}$ can be linked to $w_{MAX}$ with the substitution $w_{MIN} = 1 - w_{MAX}$.

Concerning the mode pair $p^{D,i}$ of $P(X_{C}|x^{D,i})$ generated with MIXMINMAX, one can determine an interval $[w^{D,i}_{MIN}, w^{D,i}_{MAX}]$ such that when $w_{MAX} \in [w^{D,i}_{MIN}, w^{D,i}_{MAX}]$, $P(X_{C}|x^{D,i})$ is compatible with $p^{D,i}$. The interval can be determined, e.g., with the bisection method [26]. In this section, it experimentally shown that the variance parameter $\sigma^2$ and the sample size parameter $s$ used in the bisection method have small effect to the bounds $w^{D,i}_{MIN}$ and $w^{D,i}_{MAX}$.

8.1. Experimental setup

The effects of $\sigma^2$ and $s$ to the values of $w^{D,i}_{MAX}$ and $w^{D,i}_{MIN}$ are studied through the functions $D_1$ and $D_2$ defined as

$$D_1(n, m, w, \sigma^2, s, k) = \left| P(X_{C} = x^{k}_{C}|x^{D,i}; \text{MIXMINMAX}, w, \sigma^2, s) - P(X_{C} = x^{k+1}_{C}|x^{D,i}; \text{MIXMINMAX}, w, \sigma^2, s) \right|,$$

$$D_2(n, m, w, \sigma^2, s, k) = \left| P(X_{C} = x^{k-1}_{C}|x^{D,i}; \text{MIXMINMAX}, w, \sigma^2, s) - P(X_{C} = x^{k+1}_{C}|x^{D,i}; \text{MIXMINMAX}, w, \sigma^2, s) \right|. \quad (105)$$

Now, $D_1$ is the difference of the probabilities of consecutive states $x^{k}_{C}$ and $x^{k+1}_{C}$ when the probability distribution $P(X_{C}|x^{D,i})$ is generated in a setting of $n$ parent nodes and $m$ states of the nodes using MIXMINMAX with the weights $w = (1 - w_{MAX}, w_{MAX})$, the variance parameter $\sigma^2$, and the sample size $s$. The function $D_2$ portrays the difference between the probabilities of states $x^{k-1}_{C}$ and $x^{k+1}_{C}$ in the same setting. Note that with both $D_1$ and $D_2$, $n$ (number of parent nodes) and $m$ (number of states of the nodes) are among the arguments even though their presence is not explicitly shown in the expressions defining the functions. However, their presence in the functions is evident based on the functioning of RNM explained in Section 2.

The experiment proceeds as follows. First, for fixed values of $n$, $m$, $s$, and $k$ as well as for a selected value of the variance parameter $\sigma^2$, the bisection method is used to determine a specific value of the weight $w_{MAX}$, denoted by $w^0_{MAX}$. The weight $w^0_{MAX}$ is such that with $w^0 = (1 - w^0_{MAX}, w^0_{MAX})$, $D_j(n, m, w^0, \sigma^2, s, k) = 0$ ($j = 1$ or $j = 2$). After $w^0_{MAX}$ is determined, function values $D_j(n, m, w^0, \sigma^2, s, k)$ are calculated for multiple different values of $\sigma^2$. Small values of $D_j(n, m, w^0, \sigma^2, s, k)$ indicate that $\sigma^2$ has small effect to the bounds of the elicitation weight intervals. The experiment includes repetitions in which different values of $n$, $m$, $s$, and $k$ are used.
8.2. Results

When the functions $D_1$ and $D_2$ are tentatively numerically explored with different values of $n$, $m$, and $k$ (the results are not presented here), it is discovered that $D_1$ provides the largest values. Concerning $D_1$, the largest values are always obtained when $k = m - 1$. Moreover, with regard to different values of $n \geq 2$, the largest single values of $D_1$ are obtained in the case $n = 4$.

Based on the results of the tentative exploration, the focus is now set only on the function $D_1$ and the cases $n = 4$ and $k = m - 1$ in order to get idea of the maximum effect that $\sigma^2$ and $s$ can have on the values of $w_{\text{MAX}}^{D_1i}$ and $w_{\text{MAX}}^{D_1i}$ determined with the bisection method. Fig.
displays $D_1(n = 4, m, w^*, \sigma^2, s, k = m - 1)$ as a function of $\sigma^2$ for various values of $m$ when $\sigma^2_0 = 1/(4m^2)$ and $s = 3, 5, 10$. With $\sigma^2 = 1/(4m^2)$, the majority of the probability mass in a probability distribution $P(X_C|x; \sigma^2, s)$ is shared between the two or three most probable states of the child node, cf. the discussion concerning Eq. (72). The values $s = 3$ and $s = 5$ are the smallest allowed and the default values of $s$ in AgenaRisk software [15], respectively.

In each of the graphs displayed in Fig. 3, $D_1 < 0.01$ with most values of $\sigma^2$. Only when $\sigma^2$ approaches zero, the values of $D_1$ rapidly increase. However, this does not mean that changing the value of $\sigma^2_0$ from $\sigma^2_0 = 1/(4m^2)$ to a smaller value would lead to a large absolute change in the value of $w_{MAX}^0$. Rather, it reflects the fact that with a small value of $\sigma^2$, the probabilities generated with RNM generally become more sensitive to changes in the value of the weight $w_{MAX}$. For example, with $m = 5, \sigma^2_0 = 1/(4m^2) = 1/(4 \times 5^2) = 0.01$, and $s = 3$, the value $w_{MAX}^0$ determined with the bisection method is $w_{MAX}^0 = 0.197$. Then, with $\sigma^2 = 5 \times 10^{-4}$ and $w = (1 - 0.197, 0.197)$, the function $D_{R, 1}$ obtains a value $D_{R, 1} = 0.124$ which one could interpret to indicate that the value of $w_{MAX}^0$ determined with the bisection method is highly sensitive to the value of $\sigma^2_0$ used. Yet, with $\sigma^2_0 = 5 \times 10^{-4}$, the value of $w_{MAX}^0$ determined with the bisection method becomes $w_{MAX}^0 = 0.205$ which is close to the original value $w_{MAX}^0 = 0.197$.

In all of the graphs displayed in Fig. 3, the curves corresponding to cases $s = 5$ and $s = 10$ are almost identical. The curve corresponding to $s = 3$ also always tends to be similar to the other two except for the smallest values of $\sigma^2$. When $\sigma^2$ gets small enough, the $D_1$ values obtained with $s = 3$ become clearly larger than those obtained with $s = 5$ and $s = 10$. However, this does not mean that the values of $w_{MAX}^0$ obtained with different sample sizes would differ from each other a lot. For example, with $m = 5$ and $\sigma^2_0 = 5 \times 10^{-4}$, the values of $w_{MAX}^0$ solved with the bisection method are $w_{MAX}^0 = 0.205$, $w_{MAX}^0 = 0.193$, and $w_{MAX}^0 = 0.187$, for $s = 3$, $s = 5$, and $s = 10$, respectively. As discussed above, the phenomenon of $D_1$ values rising with small values of $\sigma^2$ is basically the result of the fact that the probabilities generated with RNM generally become more sensitive to changes in the value of $w_{MAX}$ when $\sigma^2$ is small. In the case of $s = 3$, this phenomenon is just stronger than with $s = 5$ and $s = 10$.

Based on the results of the experiment, it is concluded that when an interval $[w_{MAX}^{D,i}, w_{MAX}^{D,i}]$ is determined for the weight $w_{MAX}$ with the bisection method with a fixed value of the variance parameter $\sigma^2$, the actual value of $\sigma^2$ does not affect the bounds $w_{MAX}^{D,i}$ and $w_{MAX}^{D,i}$ a lot from the practical point of view. That is, the values of $w_{MAX}^{D,i}$ and $\pi_{MAX}^{D,i}$ determined with one value of $\sigma^2$ approximate well the critical values of $w_{MAX}$ by which $P(X_C|x)$ stays compatible with a given mode pair $p^{D,i}$, no matter what value of $\sigma^2$ is used to generate $P(X_C|x)$. Furthermore, the robustness of $w_{MAX}^{D,i}$ and $\pi_{MAX}^{D,i}$ for different values of $\sigma^2$ benefits from the sample size parameter of RNM being large enough, e.g., $s = 5$. 36
9. Conclusion

This paper established on RNM technical results through means of analytical and experimental studying. Majority of the results are focused on a setting in which a child node and its parent nodes all have the same amount of states. The results can be used to support any further elaboration and development of RNM. For example, the results can help to develop new means to support elicitation of RNM parameters from a domain expert in practical applications. In future research, one could try to generalize the results presented in this paper for a setting in which the nodes have varying numbers of states.
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