An ERP Study of the Processing of Common and Decimal Fractions: How Different They Are
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Abstract

This study explored event-related potential (ERP) correlates of common fractions (1/5) and decimal fractions (0.2). Thirteen subjects performed a numerical magnitude matching task under two conditions. In the common fraction condition, a nonsymbolic fraction was asked to be judged whether its magnitude matched the magnitude of a common fraction; in the decimal fraction condition, a nonsymbolic fraction was asked to be matched with a decimal fraction. Behavioral results showed significant main effects of condition and numerical distance, but no significant interaction of condition and numerical distance. Electrophysiological data showed that when nonsymbolic fractions were compared to common fractions, they displayed larger N1 and P3 amplitudes than when they were compared to decimal fractions. This finding suggested that the visual identification for nonsymbolic fractions was different under the two conditions, which was not due to perceptual differences but to task demands. For symbolic fractions, the condition effect was observed in the N1 and P3 components, revealing stimulus-specific visual identification processing. The effect of numerical distance as an index of numerical magnitude representation was observed in the P2, N3 and P3 components under the two conditions. However, the topography of the distance effect was different under the two conditions, suggesting stimulus specific semantic processing of common fractions and decimal fractions.

Introduction

Fractions, the experiential basis for rational numbers, refer to the part-whole concept [1–2]. They can be expressed in a nonsymbolic format and a symbolic format. The non-symbolic fraction can also be termed proportion. In this study, we adopt the term “non-symbolic fraction” as used in some previous studies [3–4] to emphasize the similarities between non-symbolic and symbolic stimuli. Symbolic fractions, furthermore, can be represented in two forms: common fractions and decimal fractions. The term “common fractions” is denoted by the symbolic form a/b with the denominator and numerator as integers (e.g. 1/2); the term “decimal fractions”, utilizing a decimal point and decimal components, is base-ten expression of common fractions without the denominator and numerator as integers (e.g., 0.5). Each can be transformed into the other, since they connect to the same semantic system. For example, 1/10 = 0.1, which means one share of a whole divided into 10. As such, we aimed to explore whether there was similar numerical representation of common and decimal fractions.

Most previous studies have explored the representation of common and decimal fractions separately. So far, considerable studies have looked into how skilled adults process common fractions as well as how instructors teach fractions and how children learn them [5–10]. Among these studies, some have emphasized whether mentally comparing the numerical magnitude of fractions relies on the processing of the whole fraction or merely the processing of the constituent numerator or denominator [11–16]. Other studies pay more attention to whether common fractions can be represented on the mental number line [17–19]. In addition, a lot of studies explore the processing of decimal fractions in children and adults [20–24].

Although considerable studies have explored the representation of common and decimal fractions separately, fewer studies have examined the connections and differences between them. To our knowledge, only two behavioral studies [25–26] have compared the processing of common and decimal fractions. One study [25] indicated that decimal fractions and integers were very similar, but common fractions and integers were not. The other study compared the processing of unit fractions and decimal fractions [26]. They found that the distance effect appeared when decimal fractions were compared to integers but not when unit fractions were compared to integers. The distance effect which is usually thought to arise from an ordered representation of the magnitude of numbers on a mental number line [27], refers to the increase of reaction times (RTs) and the decrease of accuracy when the distance between the compared numbers decreases [28]. Therefore, it was concluded that there was an easier mapping of decimal fractions on the same mental number line with whole numbers as compared to unit fractions [26].
Similar to these two studies [25–26], this study aimed to compare the processing of common and decimal fractions. However, unlike the two studies, this study used a nonsymbolic and symbolic matching task. An advantage of the matching task is that the distance effect in this task is likely to originate from number representations rather than a decision process. In a sense, our task is actually a same-different judgment task, in which the distance effect has been proved to originate from number representations rather than a decision process [29–30]. However, the distance effect in a comparison task does not necessarily indicate the semantic processing [29,31]. Therefore, the nonsymbolic and symbolic matching task in this study may better reflect the semantic processing of common and decimal fractions. Specifically, the task was divided into two conditions. In the common fraction condition, a nonsymbolic fraction was presented and participants were instructed to compare its magnitude with a subsequent symbolic common fraction. In the decimal fraction condition, participants were instructed to compare a nonsymbolic fraction with a subsequent symbolic decimal fraction.

Our task is reversal to the paradigm used by one previous study [32], where the first stimulus differed in formality and the second was identical. The reason for our design is that the numerical representation may be better investigated with nonsymbolic fractions presented first. In our study, when the second stimulus appeared, participants would be required to accurately respond as soon as possible. As a result, participants are likely to translate the first stimulus in the form identical with the second stimulus since the first stimulus has relatively enough time to be translated. For example, common fractions are probably translated into nonsymbolic fractions if they are presented first, leading to the perceptual matching instead of numerical matching. In addition, it is found that students perform better in translating from nonsymbolic expression (e.g., line segment, number line) to symbolic decimals in comparison to the translation from symbolic decimals to nonsymbolic expression [21]. Therefore, even if nonsymbolic fractions were presented second, participants would probably match nonsymbolic and symbolic fractions by translating nonsymbolic into symbolic fractions, which will complicate the numerical matching process. In combination with the high temporal resolution event-related potential (ERP) technique, the use of the nonsymbolic and symbolic matching task could allow us to compare the neural correlates of the processing of common and decimal fractions. We could examine not only the ERP correlates of symbolic common and decimal fractions, but also the influence of task demands on the processing of nonsymbolic fractions by comparing the brain activities elicited by nonsymbolic fractions under the common and decimal fraction conditions. Specifically, with the same nonsymbolic stimuli, this study could explore whether the processing of nonsymbolic fractions when they had to subsequently be compared to common fractions was different from their processing when compared to decimal fractions.

Some studies have argued that number processing can be deconstructed into distinct stages of identification processing and semantic processing [33,34]. Accordingly, we expected that the identification processing of common and decimal fractions would be different. This is partly because the superficial structures of common and decimal fractions are vastly different. Common fractions have an upper-lower structure with two numbers and a line, whereas decimal fractions have a left-right structure with two numbers and a decimal point. Furthermore, teachers tend to use distinct representational models when teaching common and decimal fractions in actual educational practice [35]. When teaching common fractions, teachers often use area models (e.g., a pie is cut into five equal pieces) and collection models (e.g., one blue ball and four red balls in a group of five balls). When teaching decimal fractions, by contrast, they often use a ruler (1.3 m = 1 m and 30 cm) or money (81.11 = 1 dollar, 1 dimes, and 1 penny).

Thus, the two symbols, though they are based on the same semantic system, receive separate and distinct treatment [33]. These differences in initial teaching and acquisition underlie our prediction that the identification processing of fractions was more likely to be stimulus specific. Based on this line of reasoning, we expected that the processing of nonsymbolic fractions when subsequently compared to common fractions would be different from their processing when compared to decimal fractions. Finally, based on previous studies [25,26] and similar reasons mentioned above, we hypothesized the semantic processing of common and decimal fractions would be different.

According to previous ERP studies [16,33,36–41], stimulus identification is usually related to the N1 component, whereas the activation of the magnitude representation affected by the distance effect is mainly reflected by P2, N3 and P3 components. Hence, the current study mainly examined the condition and distance effects in the N1, P2, N3 and P3 components. A significant condition effect in the N1 component would reveal the stimulus-specific visual identification of common and decimal fractions. A significant interaction of condition by distance in the P2, N3 and P3 components would indicate the stimuli-specific semantic processing of common and decimal fractions.

Methods

Participants

Fourteen college-educated volunteers participated in the experiment after providing written informed consent. One subject was excluded from data analysis because the amplitude of P3 evoked by symbolic fractions in this subject was extremely big as compared to other subjects after a series of analyses, including baseline correction and artifact rejection. Thus, thirteen subjects remained in the sample (6 females and 7 males aged 19–24 years). All were right handed and had normal or corrected-to-normal vision. They were healthy and had no history of neurological or psychiatric abnormalities. The subjects received financial compensation for their participation. This experiment was approved by the Administration Committee of Psychological Research in Southwest University and was in compliance with the ethical guidelines of the American Psychological Association.

Task and Stimuli

All participants were administered a magnitude matching task under two conditions. In the common fraction condition, participants were presented with a picture which included a bar and a line that divided the bar into two parts, and asked to fixate on and remember the nonsymbolic fraction of the left part of the line to the whole bar. The exact values of these nonsymbolic fractions were 0.2, 0.5, and 0.8, respectively (see Figure 1). Then, a common fraction (1/6, 1/5, 1/4, 2/5, 1/2, 3/5, 3/4, 4/5, or 5/6) was presented and participants were asked to indicate whether the symbolic common fraction and the previous bar represented an equal magnitude. A decimal fraction condition was also performed: a nonsymbolic fraction was presented, followed by a decimal fraction (0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, or 0.9). Under each condition, there were two types of distance which referred to the difference between the magnitude of nonsymbolic and symbolic fractions. The “close” distance was 0.3 on the average, whereas the “far” distance was 0.6 on the average.
In order to prevent participants from concentrating on a specific desirable size of nonsymbolic fractions and on a specific desirable relationship between nonsymbolic and symbolic fractions, a total of 54 trials (3 nonsymbolic fractions × 2 sizes for nonsymbolic fractions × 9 symbolic fractions) were designed under each condition. All these trials were repeated 8 times, so the task under each condition consisted of 432 trials. Among these trials, a total of 192 experimental trials were used and analyzed: 96 trials for the far distance and 96 trials for the close distance. These trials and stimuli are showed in Figure 1. The remaining 240 trials were used as the control trials and not analyzed.

All stimuli were presented in black on a gray background and subtended a visual angle of less than 6°. Nonsymbolic fractions denoted by bars had two sizes: 3.9° × 2.7° and 5.5° × 2.2° with an equal area approximately 12 cm². Common fractions were 0.9° × 1.9° presented in vertical form and decimal fractions were 1.5° × 1°. The viewing distance was about 60 cm.

Procedure

Each subject was seated in a comfortable armchair in a dimly lit and sound-attenuated room. All participants completed two conditions. One was the common fraction condition; the other was the decimal fraction condition. The order of conditions was counterbalanced across participants. For each condition, participants were asked to focus on the center of the screen with their left and right hands placed on the “F” and “J” keys respectively. They were instructed to press the “F” key with the forefinger of left hands if the two numerals represented the same magnitude and the “J” key with the forefinger of right hands if they represented different magnitudes. Instructions emphasized both speed and accuracy.

Each trial started with a blank bar in the middle of the screen for 500 ms. Then, the bar with a separate line was displayed in the center for 1000 ms, which was cleared by a blank screen for a random duration of 800–1000 ms. After the screen was cleared, the fraction number was displayed until a response was recorded (maximum 1500 ms). After an interval of 1500 ms, the next trial would begin. The whole procedure was controlled by E-prime 1.1.

There were 16 practice trials excluded from the analysis in each condition before recording commenced. Participants were permitted into the formal experimental session when their accumulated accuracy reached more than 80%. Each experimental condition was divided into 4 blocks, with each block 108 trials. After each block, participants were allowed to take a break and proceed to the next block at his/her own pace. The whole experiment run-time lasted approximately 60 minutes per subject. In addition, each condition was presented pseudo-randomly across stimuli to make sure no repetition of stimulus on consecutive trials.

Electrophysiology

Electroencephalography (EEG) was recorded from 64-channel scalp sites using tin electrodes mounted in an elastic cap (Brain Products, GmbH, Germany), with the average references on the left and right mastoids and a ground electrode situated on the middle of the forehead (AFz). Horizontal and vertical electrooculograms (EOGs) were also recorded. All inter-electrode impedances were maintained below 5 kΩ during recording. EEGs were recorded continuously with a 0.1–40 Hz bandpass and continuously sampled at 500 Hz/channel for signal amplification. The EEG data were processed offline to reject trials with EOG artifacts (mean EOG voltage exceeding ±80 μV), eye movement, blinking, motion, and other artifacts at any of the channels. Grand-average ERPs were corrected on the 100-ms pre-stimulus baseline and low-pass filtered at 40 Hz. There were two segments of ERP recording which were time-locked to the onset of the bar denoting a nonsymbolic fraction and to the onset of the symbolic fraction.

In order to adequately demonstrate the processing of common and decimal fractions in the brain, we selected 15 widely distributed and representative electrodes located in five regions for analysis: F3, Fz, F4 (frontal region), C3, Cz, C4 (central region), P3, Pz, P4 (pialertal region), PO3, POz, PO4 (parieto–occipital region), O1, Oz and O2 (occipital region). For nonsymbolic fractions, the N1, P2, and P3 components were analyzed. The peak latency and mean amplitude of the N1, P2 and P3 were measured between 120–180 ms, between 180–260 ms and between 240–360 ms, respectively. Through visual inspection of the average waveforms and guided by previous studies [32–34,41], the post-stimulus time windows for the major ERP components evoked by symbolic fractions were as follows: 100–180 ms (N1), 180–260 ms (P2), 260–360 ms (N3), and 360–560 ms (P3). We
measured the peak latency of each component and the mean amplitude of the N1 between 100–180 ms, the P2 between 180–260 ms, and the P3 between 360–460 ms and 460–560 ms.

Results

Behavioral Results

Incorrect trials and trials with RTs shorter than 200 ms (5.41%) were excluded for RTs analyses. For each participant, the mean RTs for the far and close distances in the common and decimal fraction conditions were calculated. The behavioral data are summarized in Figure 2. Our analysis of RTs revealed a main effect for condition, \( F(1, 12) = 36.04, p = 0.000 \). The mean RTs in the common fraction condition were 131 ms slower than that in the decimal fraction condition. There was a main effect of numerical distance, \( F(1, 12) = 21.68, p = 0.001 \), with the mean RTs of the close distance being 34 ms slower than that of the far distance. No significant interaction of numerical distance \( \times \) condition was observed \((p = 0.613)\).

Analysis of accuracy rates revealed a main distance effect with higher accuracy for the far distance than for the close distance, \( F(1, 12) = 5.61, p = 0.035 \). There was no significant main effect of notation and no significant interaction.

Electrophysiological Results

The Processing of Nonsymbolic Fractions. The ERP waveforms evoked by nonsymbolic fractions in the two conditions are shown in Figure 3. Repeated measures analyses of variance (ANOVAs) with condition (common fractions vs. decimal fractions) and hemisphere (left, midline, right) as two within-subject variables were conducted on the amplitudes and latencies of N1, P2 and P3 in each region using Greenhouse-Geisser corrected degrees of freedom for the F-ratio.

On the mean amplitude of the N1, the condition effect was significant at the parietal and occipital sites, \( F(1, 12) > 4.77, \) the higher \( p \) was 0.050, with common fractions eliciting greater negativity than decimal fractions (parietal: \(-4.58 \mu V vs. -3.94 \mu V\); occipital: \(-6.17 \mu V vs. -5.25 \mu V\)). At parieto-occipital sites, the interaction of condition \( \times \) hemisphere was significant, \( F(1, 12) = 5.57, p = 0.010 \). Follow-up analyses showed that the interaction was due to significant condition effect over PO3 and POz, \( F(1, 12) > 5.42, \) the higher \( p \) was 0.038, but not over PO4 \((p = 0.175)\). At frontal and central sites, the condition effect was not significant \((p < 1)\). On the peak latency of the N1, no significant condition effect was found across all the regions.

On the mean amplitude and peak latency of the P2, no significant condition effect was found across all the regions. On the mean amplitude of the P3, the condition effect was marginally significant at the central sites, \( F(1, 12) = 4.36, p = 0.059 \), with common fractions eliciting greater positivity than decimal fractions \((5.63 \mu V vs. 4.83 \mu V)\). In the other four regions, no significant condition effect was found. On the peak latency of the P3, no significant condition effect was observed across all the regions.

The topographic maps of the condition effect are presented in Figure 4. We could see that the condition effect was associated with the amplitude of N1 over left parieto-occipital electrodes. In addition, the condition effect also appeared over central electrodes between 240–340 ms.

The Processing of Symbolic Fractions. The ERP waveforms evoked by symbolic fractions as a function of notation and distance are shown in Figure 5. Repeated measures ANOVAs with condition (common fractions vs. decimal fractions), distance (close vs. far), and hemisphere (left, midline, right) as three within-subject variables were conducted on the amplitudes and latencies of N1, P2, N3 and P3 in each region, using Greenhouse-Geisser corrected degrees of freedom for the F-ratio.

On the mean amplitude of the N1, the main effect of condition was found at the parieto-occipital and occipital sites, \( F(1, 12) > 11.42, \) the higher \( p \) was 0.003, with common fractions eliciting greater negativity than decimal fractions (parieto-occipital: \(-2.26 \mu V vs. -0.32 \mu V\); occipital: \(-3.14 \mu V vs. -1.06 \mu V\)). At parietal sites, an interaction of condition \( \times \) distance \( \times \) hemisphere was observed, \( F(2, 24) = 5.44, p = 0.011 \). The follow-up analyses showed the interaction was due to a significant condition effect observed for the far distance over P3, Pz, P4 and for the close distance over P4 \((F(1, 12) > 5.51, \) the highest \( p \) was 0.037). At frontal and central sites, no relevant effects were found. On the peak latency of the N1, the significant condition effect was observed in the parietal and parieto-occipital sites, \( F(1, 12) > 6.73, \) the higher \( p \) was 0.023, with longer latency for common fractions than for decimal fractions (parietal: 137 ms vs. 128 ms; parieto-occipital: 145 ms vs. 136 ms). At frontal, central and occipital sites, no relevant effect was observed.

On the mean amplitude of the P2, the distance effect was observed in all the five regions, \( F(1, 12) > 3.16, \) the highest \( p \) was 0.042, with the close distance more positive than the far distance (frontal: \(6.14 \mu V vs. 5.20 \mu V\); central: \(5.70 \mu V vs. 4.84 \mu V\); parietal: \(5.30 \mu V vs. 4.46 \mu V\); parieto-occipital: \(5.08 \mu V vs. 4.35 \mu V\); occipital: \(4.59 \mu V vs. 3.86 \mu V\)). On the peak latency of the P2, the distance effect was observed at occipital sites, \( F(1, 12) = 7.33, p = 0.019 \), with earlier latency for the close distance than for the far distance.

Figure 2. The mean RTs and accuracy of all participants as a function of numerical notation and distance.
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distance 232 ms vs. 239 ms. At other sites, no relevant effect was observed. Although no interaction of condition × distance was observed on the amplitude and latency of P2, the distance effect for common fractions was obvious over fronto-central electrodes but the distance effect for decimal fractions was obvious over parieto-occipital electrodes between 180–260 ms, as seen in Figure 6.

On the mean amplitude of the N3, no relevant effect was found. On the peak latency of the N3, the distance effect was only significant at the occipital sites, F(1, 12) = 5.99, p = 0.031, with longer latency for the close distance (309 ms) than for the far distance (301 ms).

On the mean amplitude of the P3 between 360–460 ms, the condition effect was observed in the frontal, parietal, parieto-occipital and occipital regions, F(5) = 5.36, the highest p was 0.039.
with more positivity for decimal fractions than for common fractions (frontal: 4.12 \mu V vs. 2.21 \mu V; parietal: 8.01 \mu V vs. 5.93 \mu V; parieto-occipital: 7.63 \mu V vs. 5.61 \mu V; occipital: 6.91 \mu V vs. 4.54 \mu V). At central sites, the condition effect was marginally significant, \(F(1, 12) = 4.13, p = 0.065\), with larger amplitude for decimal fractions (5.05 \mu V vs. 4.18 \mu V). In addition, at parieto-occipital sites, the distance effect was also significant, \(F(1, 12) = 10.37, p = 0.007\), with the far distance (7.07 \mu V) more positive than the close distance (6.17 \mu V). Although no interaction of condition x distance was observed, the distance effect over the occipital sites between 360–460 ms was obvious for common fractions as compared to that for decimal fractions, as seen from the topography in Figure 6.

On the mean amplitude of the P3 between 460–560 ms, the condition effect was observed in the parietal and occipital regions, \(F(1, 12) = 5.03, p = 0.044\), with more positivity for decimal fractions than for common fractions (parietal: 7.77 \mu V vs. 5.58 \mu V; occipital: 6.00 \mu V vs. 3.86 \mu V). At the parieto-occipital sites, the condition effect was marginally significant, \(F(1, 12) = 4.62, 0.053\), with larger amplitude for decimal fractions (6.96 \mu V) than for common fractions (4.95 \mu V). No distance effect was found on the mean amplitude of the P3 between 460–560 ms.

On the peak latency of the P3, the distance effect was significant at the central, parietal, parieto-occipital and occipital sites, \(F(1, 12) = 4.91, p = 0.047\), with earlier latency for the far distance than for the close distance (central: 451 ms vs. 473 ms; parietal: 441 ms vs. 461 ms; parieto-occipital: 434 ms vs. 457 ms; occipital: 434 ms vs. 457 ms). No condition effect was found.

Figure 7 shows the topographic maps of the condition effect. The condition effect was obvious over parieto-occipital electrodes between 100–180 ms and over widely distributed central, parietal, and occipital electrodes between 360–560 ms.

Discussion

This study was the first to explore similarities and differences in the processing of common and decimal fractions using ERP technique. As expected, the condition effect was observed in the analyses of both behavioral and electrophysiological data, suggesting that the visual identification of fractions were different in the common and decimal conditions. First, the task specific identification was revealed in the N1 and P3 components evoked by nonsymbolic fractions. When nonsymbolic fractions were compared to common fractions, they displayed larger amplitudes than when they were compared to decimal fractions. Second, the stimulus specific identification was observed in the N1 and P3 components elicited by symbolic fractions with larger N1 amplitude, longer N1 latency, smaller P3 amplitude, and shorter P3 latency for common fractions as compared to decimal fractions. In addition, participants responded slower in the common fraction condition than in the decimal fraction condition, indicating different processing in the common and decimal fraction conditions.

A significant distance effect was found, but no interaction was observed between condition and distance in either behavioral or electrophysiological analyses. This suggested that the semantic processing of common and decimal fractions may be similar. However, the topography of the distance effect revealed some differences in the semantic processing of common and decimal fractions. The semantic processing occurred over fronto-central electrodes for common fractions but over parieto-occipital electrodes for decimal fractions during the time window of P2. In addition, during the time window of P3 the distance effect of common fractions tended to trigger occipital activation as compared to that of decimal fractions.

Taken together, the findings suggest that the visual identification of common and decimal fractions were different. However, there were both similarities and differences in the semantic processing of common and decimal fractions.

The Processing of Nonsymbolic Fractions

In this study, the condition effect was mainly indicated by the N1 component in a parieto-occipital network, characterized by larger amplitude for common fractions compared with decimal fractions. Differences in the N1 component have been attributed to high-level visual identification processing, including sensory processing or perceptual load [38]. Consistent with previous research on integers [33–34,36,42], therefore, the finding of the current study suggests that the identification processing of nonsymbolic fractions is task dependent.

Notably, the fact that the same nonsymbolic fractions were presented in both the common and decimal fraction conditions suggests that the condition effect observed on the N1 component was not due to perceptual differences but due to task demands. This suggests that there are considerable differences between the processing of common and decimal fractions. Even when symbolic fractions were not presented, visual processing began to differ due to different task demands. We speculated that participants adopted distinct mental representations influenced by task demands. For instance, they might have used an area model for common fractions and a ruler model for decimal fractions. As stated previously, area models are often used for teaching common fractions and ruler models for decimal fractions, and this may have affected participants’ mental representation and processing of common and decimal fractions. An area model requires more attention and wider sensory processing, which may have led to the larger amplitudes for the common fraction condition.

Another possibility is that in the decimal fraction condition participants tend to divide the non-symbolic fraction into 10 equal pieces because decimal fractions are based on ten. In contrast, this strategy is less possible in the common fraction condition because the denominator is always changing. A participant will not necessarily divide the non-symbolic fraction into 10 parts as done in the decimal fraction condition. For example, the non-symbolic
fraction 1/2 may be divided into 2 pieces and 1/5 may be divided into 5 pieces. The number of pieces that the non-symbolic fraction is divided into is likely to be variable from trial to trial. The non-symbolic fraction then relatively requires more attention in the common fraction condition, resulting in a larger N1 for the common fraction condition than for the decimal fraction condition. In future studies, this explanation can be tested by using only common fractions with the same denominator (2/10, 3/10……)

In addition, nonsymbolic fractions under the common fraction condition evoked greater P3 than those under the decimal fraction condition at the central sites, which may be due to the fact that nonsymbolic fractions under the common fraction condition require more attention. In this study, the P3 evoked by nonsymbolic fractions is expected to be an early attention process, which can be termed the P3a. The attention-driven P3a usually has a central maximum amplitude distribution and relatively short peak latency [43]. Indeed, the P3 is found more obvious over frontal and central sites based on the grand average ERPs evoked by nonsymbolic fractions (see Figure 3), and the topographical map for the condition effect revealed that the common and decimal fraction conditions differed over the central sites between 240-340 ms (see Figure 4). The P3a is different from the P3 evoked by symbolic fractions, which is longer in its latency and more obvious over posterior parieto-occipital sites (see Figure 5).

The Processing of Symbolic Fractions

When participants judged whether the numerical magnitude of symbolic and nonsymbolic fractions matched, we observed a condition effect in the N1 amplitude and latency, indicating that the visual identification of common and decimal fractions was different. It is thought that the amplitude of the posterior N1 reflects a visual discriminative process that is applied to attended stimuli, and that the latency of N1 may reflect the time course of discriminative processing [44]. In addition, it has been argued that the N1 latency reflects the attentional effort required for visual processing as latency seems to increase during tasks that are significantly complex [45]. Therefore, the larger N1 amplitude and longer N1 latency observed for common fractions compared with decimal fractions in the present study reflected the fact that the identification of common fractions was more complex and necessitated longer discriminative processing and more discriminative attention. This interpretation is in line with the behavioral findings which showed that decimal fractions were processed faster than common fractions. Indeed, previous studies have found that children have more difficulty with common fractions [46]. The relative difficulty may stem from the reduced exposure to common fractions following the introduction, and subsequent widespread use of decimal fractions.

The condition effect was also found in the P3 component, wherein larger amplitude was observed for decimal fractions. In previous studies, the P3 amplitude has been associated with motor preparation and execution, and response confidence [33] or cognitive load [47]. Larger P3 amplitudes might reflect a more forceful and confident response for decimal fractions compared to common fractions or less cognitive load for decimal fractions compared to common fractions.

Consistent with previous ERP studies [33,37–38,40–41], we detected a distance effect in the P2, N3, and P3 components. The close distances had larger P2 amplitudes and shorter P2 latencies when compared to far distances, and a reversal trend was observed in the polarity of distance effect in the P3 amplitude and latency as well as the N3 latency. In addition, the distance effect was not restricted to the parietal electrodes, but it was seen over widely distributed frontal, central, and parietal electrodes, as seen in some studies [40,48]. Most importantly, consistent with behavioral results, no interaction was demonstrated between distance and notation in each ERP component, which seemed to indicate that the numerical representation of common and decimal fractions was similar.

However, as seen in Figure 6, the semantic processing of common fractions involved a fronto-central network between 180–260 ms, but decimal fractions involved a parieto-occipital network. This finding is consistent with previous two imaging studies [13,49], which revealed frontal activations in the representation of fractions in the form of a/b. A possible explanation may be that the numerical magnitude of common fractions is usually complex relative to decimal fractions. Except for some common fractions frequently used (e.g., 1/2, 1/3, 1/4), a learned mapping between fractions and mental magnitudes seems implausible because there are an infinite number of equivalent fractions for a real value [14]. Therefore, the real value of a common fraction is probably available through accessing the magnitude of its components, followed by a division operation. In contrast, the numerical access of decimal fractions does not involve such procedures. As a result, the representation of common fractions involved more frontal activations, which are usually found in complex calculations [33,50–51].

In addition, during the time window of P3 the distance effect of common fractions tended to trigger occipital activation as...
compared to that of decimal fractions. A possible reason may be that participants matched nonsymbolic fractions and common fractions by translating common fractions into nonsymbolic fractions. Fractions written in the symbolic form \( a/b \) are closely associated with the part-whole relationship [2]. Using base-10 notation to represent fractional quantities, decimal fraction have many of the same features as the notation used to represent whole-number quantities, leading to more understanding of decimal fractions as static units, not the part-whole relationship [52]. Moreover, area models as used in this study are usually adopted for the teaching of common fractions. Therefore, it may be much easy to translate common fractions into nonsymbolic area models, which emphasizes the part-whole relationship. Matching two nonsymbolic fractions would depend on occipital sites that are usually associated with visual and perceptual processing.

### Conclusion

The present study was the first to examine the ERP correlates of the processing of common and decimal fractions using the numerical magnitude matching task. The results showed that the visual identification processing of common and decimal fractions was distinct. The semantic magnitude processing of common and decimal fractions was similar, based on analyses of the amplitudes and latencies of ERP components. However, the stimulus specific toponographic maps of ERPs revealed some differences in the semantic processing of common and decimal fractions. Further studies with higher spatial resolution technique such as functional magnetic resonance imaging are needed to investigate the brain organization for the semantic processing of common and decimal fractions.
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