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ABSTRACT Interferometric phase (InPhase) estimation, that is, the denoising of modulo-2\(\pi\) phase images from sinusoidal 2\(\pi\)-periodic and noisy observations, is a challenging inverse problem with wide applications in many coherent imaging techniques. This paper introduces a novel approach to InPhase restoration based on an external data set and importance sampling. In the proposed method, a class-specific data set of clean patches is clustered using a mixture of circular symmetric Gaussian (csMoG) distributions. For each noisy patch, a “home-cluster”, i.e., the closest cluster in the external data set, is identified. An InPhase estimator, termed as Shift-invariant Importance Sampling (SIS) estimator, is developed using the principles of importance sampling. The SIS estimator uses samples from the home-cluster to perform the denoising operation. Both the clustering mechanism and the estimation technique are developed for complex-valued signals by taking into account patch shift invariance, which is an important property for an efficient InPhase denoiser. The effectiveness of the proposed algorithm is shown using experiments conducted on a semi-real InPhase data set constructed using human face images and medical imaging applications involving real magnetic resonance imaging (MRI) data. It is observed that, in most of the experiments, the SIS estimator shows better results compared to the state-of-the-art algorithms, yielding a minimum improvement of 1 dB in peak signal-to-noise ratio (PSNR) for low to high noise levels.

INDEX TERMS Phase estimation, interferometric phase estimation, importance sampling, circular symmetry, mixture of Gaussians.

I. INTRODUCTION

Coherent imaging techniques, especially interferometry, plays an important role in many present-day technologies. Interferometry is a family of techniques that measure the phase differences of two or more waves (electromagnetic or acoustic) to infer physical parameters, such as small displacements, refractive index, topography of an irregular surface, etc. It has many applications in remote sensing [1], [2], medical diagnostic [3]–[5], surveillance [6], [7], weather forecasting [8], [9], and photography [10]. Some of the very relevant technologies in which phase imaging is a crucial part include interferometric synthetic aperture radar and sonar (InSAR/InSAS) [1], [2], [11]–[14], magnetic resonance imaging (MRI) [15], [16], optical interferometry [17], modulo camera imaging [10], and diffraction tomography [18].

Often, in a coherent imaging system, a physical quantity of interest is coded in a phase image. However, inference of phase is a challenging inverse problem due to the degradation in the sensing mechanism. Let \(z \in \mathbb{C}\) be a complex-valued observation in a noiseless coherent imaging system which is related to the phase \(\phi \in \mathbb{R}\) via

\[
z = e^{j\phi},
\]

where \(j = \sqrt{-1}\). A major issue with this observation model is that the measured signal \(z\) depends only on the principal (wrapped) value of the absolute phase \(\phi\). Such sensing mechanism provides only a wrapped version of \(\phi\), usually defined in the interval \([-\pi, \pi]\). We denote the wrapping operation as

\[
\phi_{2\pi} := W(\phi),
\]
where \( W \) is the wrapping operator that performs modulo \( 2\pi \) wrapping, given by
\[
W: \mathbb{R} \rightarrow [-\pi, \pi), \\
\phi \mapsto \text{mod} (\phi + \pi, 2\pi) - \pi. \tag{3}
\]
The wrapped phase is termed “interferometric phase”, which is abbreviated as \textit{InPhase} (\( \phi_{2\pi} \)) in this paper. Inference of the original phase (\( \phi \)) from the observed InPhase (\( \phi_{2\pi} \)) is known as \textit{phase unwrapping} (PU).

In addition to the above-mentioned non-linear distortion, the measured phase in a practical acquisition system is further corrupted by the noise inherent to the acquisition mechanism and the electronic equipment. Let a noisy observation be denoted as
\[
z = e^{i\phi} + n, \tag{4}
\]
where \( n \in \mathbb{C} \) is a complex-valued perturbation, often termed noise. Model \( \phi_{2\pi} \) captures the essential features of most interferometric phase estimation problems, including magnetic resonance imaging (MRI) [13], [14], [19]–[21]. The observed noisy InPhase can be written as
\[
\phi_{\text{noisy}_{2\pi}} = W (\phi_{\text{noisy}}) = \text{angle} (z). \tag{5}
\]

Here, the observed InPhase \( \phi_{\text{noisy}_{2\pi}} \) is not only wrapped but also noisy. Estimation of the noiseless wrapped phase (\( \phi_{2\pi} \)) from noisy wrapped observation (\( \phi_{\text{noisy}_{2\pi}} \)) is termed as \textit{phase denoising} (PD) or \textit{InPhase estimation}.

Though there have been a few attempts to address PD and PU jointly [14], [22]–[24], the common strategy is to follow a two-step approach in which PD is followed by PU. This paper focuses on PD, the first step of the two-step approach. We emphasize that PD is very different from natural image denoising due to the wrapping discontinuities present in InPhase images.

A. RELATED WORK

One of the simplest and most straightforward strategies in PD is to assume that the phase is constant in a small local neighbourhood. Local polynomial approximation (LPA) [25] and PEARLS [26] are two representative algorithms from this class. LPA approximates the phase in a rectangular window using a zero-order polynomial. The denoising performance of such algorithms depends crucially on the size of the window. LPA’s performance is considerably affected by its fixed-size windows. PEARLS is another polynomial approximation algorithm that provides an adaptive-window framework to address LPA’s limitations. It uses a zero-order LPA to estimate the window size selection and a first-order LPA to perform the filtering operations. However, PEARLS fails to deal with sharp discontinuities since the first-order polynomials are not adequate to model such structures.

Many recent image denoising methodologies benefit from the study of self-similarity and sparsity, often using patch-based techniques [27]–[29]. Natural images exhibit non-local self-similarity, meaning that they contain many similar patches at different locations. Among the self-similarity-based algorithms, BM3D [30] is a famous representative example, in which image denoising is accomplished through collaborative filtering of groups of self-similar patches. Although BM3D is not directly applicable for PD, there are a few variants of it proposed exclusively for InPhase applications [31]–[33]; among them, CD-BM3D and ImRe-BM3D [32] are state-of-the-art. The CD-BM3D algorithm performs the collaborative filtering through a 3D high order SVD (HOSVD); on the other hand, ImRe-BM3D incorporates a 4D HOSVD-based filter and treats the real and imaginary parts of the complex-valued signal as a pair. One major disadvantage of BM3D-based algorithms is that they do not incorporate a data-adaptive transform, which limits their performance for images with fine details, singularities, or sharp and curved edges. Although some data-adaptive versions of BM3D have been proposed [34], they are not developed for complex-valued signals.

SpInPhase [21] and NL-MoGInPhase [35] represent another type of recent PD algorithms that exploit self-similarity in complex-valued images. SpInPhase is a dictionary-based denoising method that utilizes sparse coding in the complex domain. In NL-MoGInPhase, PD is accomplished by modelling the complex-valued phase patches using mixtures of Gaussian (MoG) densities. The data-adaptive capabilities of these algorithms obtained by learning a dictionary or a MoG from the noisy data make its performance better compared to CD-BM3D and ImRe-BM3D [32].

Although the data-driven representations like SpInPhase and NL-MoGInPhase yield very powerful PD algorithms, the fact that, in many applications, the phase is locally smooth makes fixed representations in the Fourier domain still powerful tools in PD. Such locally smooth phase images can be approximated by a few windowed Fourier transform (WFT) coefficients. Windowed Fourier filtering (WFF) [36] is a relevant work in this category. Although WFF yields state-of-the-art PD performance in many InPhase applications, it is limited by its fixed-resolution due to the lack of an adaptive window. SURE-fuse WFF [37] is a recent PD algorithm, based on a multi-resolution WFF analysis to overcome the fixed-resolution limitations of the original WFF. In that algorithm, the WFF estimates having different resolutions are fused in a linear, pixel-wise, and data-adaptive manner by minimizing an unbiased estimate of the mean square error derived using Stein’s lemma. However, SURE-fuse WFF suffers from high computational complexity since it requires the computation and fusing of WFF estimates having different window sizes.

One common drawback of most of the PD algorithms discussed above is that they do not have an algorithmic structure to make use of prior knowledge from an external database. In many practical applications, the image to be denoised is known to belong to a certain class. In such a situation, a large data set of clean images, termed “external data set” [38]–[40], from the same class, may be available, which can be used to tailor a statistical prior to enhance
the denoising performance. Further development of this idea can be observed in [41]–[43], in which the principles of importance sampling (IS) are exploited to approximate the intractable minimum mean square error (MMSE) integral, which is a usual roadblock in image denoising. An important contribution of those works is that they bring flexibility in image denoising irrespective of the noise statistics.

Recently proposed class-specific image denoising algorithms [41]–[43] were mainly developed for real-valued images, and they do not adapt well to PD, in which the underlying signals are complex-valued. Although SpInPhase [21] and NL-MoGInPhase [35] can be modified to exploit a class-specific external data set [44], they were not originally developed to learn the dictionary (or MoG) from external noise-free data. This limitation motivates the need for a PD algorithm that can make use of clean external data sets, often available in many practical applications. Figure 1 illustrates a motivational application of class-specific PD, aiming to reduce MRI scanning time, which is an active research topic in medical imaging [45], [46]. In Fig. 1, a noisy MRI interferogram, possibly obtained from a quick scanning [47], of a person is denoised using clean MRI data from other people. A similar approach is applicable in other InPhase scenarios; for example, a noisy InSAR image of a mountain could be denoised using the InSAR data of other mountains. To the best of our knowledge, such class-specific strategies have not been explored in PD, and this paper is the first to advance in this direction.

B. PAPER CONTRIBUTIONS

In this paper, we investigate how to exploit an external data set to develop a class-specific PD algorithm. Inspired by [41]–[43], we propose a new estimation technique for InPhase images, which involves two major parts:

- A shift-invariant clustering mechanism developed using csMoG densities to cluster external class-specific InPhase patches
- A patch-based shift-invariant InPhase estimator developed using IS technique to denoise the noisy InPhase images using the clustered external patches.

The remainder of this paper is organized as follows. Section II provides a brief introduction to importance sampling necessary to the following algorithm derivation. In Section III, the class-specific InPhase estimator is developed. The experiments and results are provided in Section IV and the paper concludes in Section V.

**List of acronyms:** PD- Phase Denoising, MMSE- Minimum Mean Square Error, IS- Importance Sampling, SIS- Shift-Invariant Importance Sampling, MRI- Magnetic Resonance Imaging, csMoG- Circular Symmetric Mixture of Gaussian, InPhase- Interferometric Phase, WFF- Windowed Fourier Filtering, CD-BM3D- Complex Domain Block Matching and 3D Filtering, SpInphase- Sparse Coding based Interferometric Phase Estimation using Dictionary Learning, and PSNR- Peak Signal-to-noise Ratio.

II. INTRODUCTION TO IMPORTANCE SAMPLING

Let us consider a random variable \( X \) distributed as \( X \sim p_X \) and a function \( f \) that is zero outside a set \( \mathcal{A} \). In many applications, it can happen that the set \( \mathcal{A} \) is “small” or it is in the tail of the distribution \( p_X \) as shown in Fig. 2. In such cases, the probability \( P(\mathcal{A}) = \int_{\mathcal{A}} p_X(x) \, dx \) is small.

Now, to compute an estimate of any statistical characteristic of \( f(x) \), say the expectation \( \mathbb{E}_{p_X}[f(X)] \), a plain Monte Carlo sampling from the distribution \( p_X \) is not an effective method. This is because a plain sampling from \( p_X \) could fail to provide even one sample from the set \( \mathcal{A} \). This is a typical problem that appears in many fields, namely, in high
energy physics, Bayesian inference, rare event simulation for finance, insurance etc. [48, Chapter 9].

An intuitive approach is to sample from a different distribution, say \( q \), that yields more samples from the “important” region, that is the set \( \mathcal{A} \) in the above example. Such a sampling strategy is termed importance sampling (IS). Let us consider the expectation formula

\[
\mu = \mathbb{E}_p x \left[ f(X) \right] = \int_{\mathcal{D}} f(x)p(x)dx,
\]

where \( \mathcal{D} \subseteq \mathbb{R}^d \) is the domain of \( p_X \). Let \( q \) be another positive probability density function defined on \( \mathbb{R}^d \) as shown in Fig. 2. IS is based on rewriting (6) by making \( q \) the sampling distribution instead of \( p \):

\[
\mu = \mathbb{E}_p x \left[ f(X) \right] = \int_{\mathcal{D}} \frac{f(x)p(x)}{q(x)}q(x)dx.
\]

where \( \mathbb{E}_q \) denotes the expectation operator under the density \( q \). Here \( p_X \) is a nominal density and \( q \) is an importance density. A Monte-Carlo approximation based on (7) yields the IS estimate of \( \mu = \mathbb{E}_p x \left[ f(X) \right] \) given by

\[
\hat{\mu}_q = \frac{1}{n} \sum_{i=1}^{n} \frac{f(x_i)p(x_i)}{q(x_i)},
\]

where the samples \( \{x_i\}_{i=1}^{n} \sim q \). By the strong law of large numbers, \( \mathbb{P} \left( \lim_{n \to \infty} \hat{\mu}_q = \mu \right) = 1 \) [48, Chapter 9]. In the following section, we propose a new PD algorithm by adopting the IS strategy.

III. CLASS-SPECIFIC InPhase ESTIMATION USING PATCH-BASED IMPORTANCE SAMPLING

Our proposal is based on the assumption that an external clean database of the same class of the InPhase image to be denoised is available. Following the standard procedure in a patch-based approach, patches are extracted from both the noisy image and the external database. In this work, we extract square shaped patches of size \( \sqrt{m} \times \sqrt{m} \) from the images in an overlapped manner with unite stride. The readers may refer to [21], [44] for further details of extraction and aggregation of patches. Let \( \{z_i\}_{i=1}^{N_p} \) be the patches extracted from a noisy image \( z_{image} \in \mathbb{C}^{N_1 \times N_2} \), where \( N_1 \times N_2 \) is the pixel-size of the noisy image and \( N_p \) is the total number of patches extracted from it. A noisy patch \( z_i \), using vectorized form of (4), can be written as

\[
z_i = e^{i\theta_i} + n_i,
\]

where \( z_i, n_i \in \mathbb{C}^m \) and \( \theta_i \in \mathbb{R}^m \). The noise \( n_i \) is assumed to be i.i.d. zero-mean circular Gaussian [49] with variance \( \sigma^2 \), i.e., \( n_i \sim \mathcal{CN}(0, \sigma^2 \mathbb{I}_m) \). All the operations in (9) are to be understood as component-wise. Let the set of external complex-valued patches be denoted as \( \{x_i = e^{i\phi_i}\}_{i=1}^{N_{ca}} \). We propose an InPhase estimation algorithm, which comprises the following steps: i) the external patches are clustered using a suitable clustering algorithm; ii) for each noisy patch, an external “home-cluster” is identified as the importance region; iii) InPhase estimation is accomplished by an estimator, developed using IS strategy, which makes use of the samples drawn from the home-cluster. These three steps are discussed in the following subsections.

A. CLUSTERING THE EXTERNAL DATABASE

The mixture of Gaussian (MoG) has been identified as a good model for multivariate complex-valued InPhase patches [35]. In this work, clustering is accomplished by fitting a mixture of Gaussian (MoG) to the external patches. Following [35], we assume circular symmetry (cs) to the Gaussian components of the MoG, which is a reasonable assumption that yields state-of-the-art PD performance [35]. The cs Gaussian expression for a signal \( y \in \mathbb{C}^m \) is given by

\[
\mathcal{CN}(y; 0, \Sigma) := \frac{1}{\pi^m \det(\Sigma)} e^{-y^H \Sigma^{-1} y},
\]

where \( \Sigma := \mathbb{E} [yy^H] \), \( \mathbb{E} [yy^T] = 0 \), and \( \mathbb{E} [y] = 0 \). The cs assumption has the following advantages: i) it simplifies the expression for Gaussian density involving complex-valued variables; ii) the cs Gaussian has a “shift-invariance” property, which is desirable in the context of InPhase patch modelling. To explain shift-invariance, let us consider a patch \( x_i = e^{i\theta_i} \) and another patch \( x'_i = e^{i(\theta_i + 100)} \), where \( 1 \in \mathbb{R}^m \) is a vector with all its elements equal to 1. Here \( x'_i \) is obtained by applying a common phase shift \( \theta \) to the components of \( x_i \), as shown in Fig. 3. An efficient representation should treat \( x_i \) and \( x'_i \) as similar patches irrespective of the common phase shift \( \theta \). This, in turn, facilitates the exploitation of the self-similarity between \( x_i \) and \( x'_i \) in the InPhase estimation step. We term this property as shift-invariance and it is straightforward to verify that the expression (10) is shift-invariant.2

In this work, we use circular symmetric MoG (csMoG), i.e., MoG whose Gaussian components are circularly symmetric, to model the InPhase patches. The csMoG density is

\[2\]This shift-invariance property should not be confused with another type of shift-invariance that is also common in image models, which is invariance relative to spatial translations/shifts.
given by

\[ p_\phi(x_i) = \sum_{k=1}^{K} \alpha_k \mathcal{CN}(x_i; 0, \Sigma_k), \quad (11) \]

where \( K \) is the number of components of the mixture model, \( \Sigma_k \) and \( \alpha_k \) are the covariance matrix and the weight of the \( k \)-th Gaussian component, respectively, with \( 0 \leq \alpha_k \leq 1 \) and \( \sum_{k=1}^{K} \alpha_k = 1 \). The parameters of the csMoG are learned using the classical expectation maximization (EM) algorithm run on the external patches. The components of the learned csMoG are associated with \( K \) different clusters.

The cluster labels of the external patches \{\( x_i \)\}_{i=1}^{N_{\text{ext}}} are identified using the “posterior weights” \( (\gamma_{ik}) \) learned using the EM algorithm. We remark that \( \gamma_{ik} \) indicates the “responsibility” of a particular MoG component \( k \) in the generation of the patch \( x_i \), and is defined as

\[ \gamma_{ik} = \frac{\alpha_k \mathcal{CN}(x_i; 0, \Sigma_k)}{\sum_{l=1}^{K} \alpha_l \mathcal{CN}(x_i; 0, \Sigma_l)}, \quad k = 1, 2, \ldots, K. \quad (12) \]

After the EM algorithm converges, the cluster label of an external patch \( x_i \), denoted as \( \mathcal{L}(x_i) \), is assigned to the cluster that has maximum value of \( \gamma_{ik} \), i.e.,

\[ \mathcal{L}(x_i) = \arg \max_k \gamma_{ik}, \quad \text{for} \quad i = 1, 2, \ldots, N_{\text{ext}}. \quad (13) \]

The pseudo code for the clustering is provided in Algorithm 1, whose main part is the EM algorithm. The algorithm can easily be derived by following a standard EM derivation adapted to csMoG density (see [50, Chapter 9] for further details).

### B. IDENTIFICATION OF HOME-CLUSTER FOR THE NOISY PATCHES

Section III-A discussed the clustering of the external database. Our strategy is to make use of these learned clusters in the denoising process. For each noisy patch \( z_i \), a home-cluster is identified and \( n \) samples from the home-cluster are randomly chosen to denoise \( z_i \). Each cluster is related to a Gaussian cluster of the MoG. In order to identify the home-cluster for a patch \( z_i \), the probability density values of \( z_i \) under all the Gaussian components are calculated and the one that has maximum density value is considered as the cluster, i.e.,

\[ \mathcal{L}(z_i) = \arg \max_k \gamma_{ik}, \quad \text{for} \quad i = 1, 2, \ldots, N_{\text{ext}}. \quad (14) \]

where \( \gamma_{ik} \) is the covariance matrix estimated from the clean external patches using Algorithm 1. In (14), the covariance matrix corresponding to the noisy data is obtained by adding the noise variance \( \sigma^2 \) to \( \Sigma_k \).

### C. InPhase ESTIMATION WITH SHIFT-INVARINT PATCHES

Let the distribution of the clean and noisy patches be \( \{\phi_{\psi}\}_{i=1}^{N_{\phi}} \sim p_\psi \) and \( \{z_i\}_{i=1}^{N_{\phi}} \sim p_z \), respectively. Given the prior \( p_\psi \), our objective is to estimate \( \phi_{\psi,z} := \mathcal{W}(\phi) \), where \( \mathcal{W} \) is the wrapping operator defined in (3). We adopt the following minimum risk Bayesian criterion:

\[ \min_{\phi} \mathbb{E}_{\psi,z} \left[ \| \phi - \phi_{\psi,z} \|_2^2 \right] = \min_{\phi} \left\{ \int \int \| \phi - \phi_{\psi,z} \|_2^2 p_{\psi,z}(\phi, z_i) d\phi dz_i \right\} \]

\[ = \min_{\phi} \left\{ \int p_z(z_i) \int \| \phi - \phi_{\psi,z} \|_2^2 p_{\psi,z}(\phi, z_i) d\phi dz_i \right\} \]

\[ = \int p_z(z_i) \min_{\phi} \left\{ \int \| \phi - \phi_{\psi,z} \|_2^2 p_{\psi,z}(\phi, z_i) d\phi \right\} dz_i. \quad (15) \]
Therefore
\[
\hat{\phi}_i = \arg \min_{\phi} \int \| e^{i\phi} - e^{i\hat{\phi}} \|^2 \, p_{\psi_i}(\hat{\phi} | z_i) \, d\phi.
\] (16)

As discussed in Section III-A, for InPhase images, there can be many patches that are just phase-shifted versions of each other. These patches should be identified as self-similar, apart from a phase shift, to improve the efficiency of the estimator. This aspect was considered in Section III-A while developing the shift-invariant clustering. We now derive a shift-invariant InPhase estimator in this section. Let \( \theta \in \mathbb{R} \) be a common phase shift of a patch \( \phi \in \mathbb{R}^m \) and \( \phi_0 \in \mathbb{R}^m \) be the remaining part, i.e.,
\[
\phi = \phi_0 + \theta 1.
\] (17)

We assume that \( \phi_0 \) and \( \theta \) are independent random variables, i.e.,
\[
p_{\phi_0,\theta} (\phi_0, \theta) = p_{\phi_0} (\phi_0) p_\theta (\theta).
\] (18)

We use the same risk function as in (16); for a given patch \( \phi \), dropping the patch index \( i \),
\[
R(\hat{\phi}) = \int \| e^{i\phi} - e^{i\hat{\phi}} \|^2 \, p_{\psi_i}(\hat{\phi} | z) \, d\phi.
\] (19)

where \( \hat{\phi} \) is an estimate of \( \phi \). Now (19) is rearranged by using (17) and (18) as follows:
\[
\hat{\phi} = \frac{1}{p_\psi(z)} \int p_{\phi_0}(\phi_0)
\times \int \| e^{i\phi} - e^{i\phi_0 + \theta} \|^2 \, p_{z|\psi_0,\theta}(z | \phi_0, \theta)
\times p_\theta(\theta) \, d\theta \, d\phi_0.
\] (20)

Since the model (9) assumes \( n \sim \mathcal{C}(0, \sigma^2 I_m) \), the probability \( p_{z|\psi_0,\theta}(z | \phi_0, \theta) \) in (20) can be written as
\[
p_{z|\psi_0,\theta}(z | \phi_0, \theta) \propto \exp \left( -\frac{1}{\sigma^2} \| z - e^{i\phi_0 + \theta} \|^2 \right).
\] (21)

Also, we denote the angle of the noisy patch as:
\[
\eta = \text{angle} (z).
\] (22)

Using (21) and (22), the risk function (20) is further expanded. In the following derivations, we use three constants \( c_1, c_2, \) and \( c_3 \) to account for the constants independent of \( \hat{\phi} \).

\[
R(\hat{\phi}) = c_1 \int p_{\psi_0}(\phi_0)
\times \int \| e^{i\phi} - e^{i\hat{\phi}} \|^2 \, p_{\psi_i}(\hat{\phi} | z) \, d\phi
\times \exp \left[ -\frac{1}{\sigma^2} \sum_{k=1}^{m} \left( 1 + |z_k|^2 \right) \right]
\times \left[ \sum_{k=1}^{m} |z_k| \cos (\eta_k - \phi_0 - \theta) \right] p_\theta(\theta) \, d\theta \, d\phi_0
\]
\[
= c_2 \int p_{\psi_0}(\phi_0) \int_{2\pi} \sum_{k=1}^{m} \left[ 2 - 2 \cos (\hat{\phi}_k - \phi_0 - \theta) \right]
\times \exp \left[ a + \frac{2}{\sigma^2} \sum_{k=1}^{m} |z_k| \cos (\beta_k - \theta) \right] \, d\theta \, d\phi_0.
\] (23)

In (23), we have assumed that \( p_\theta \) is approximately constant in any interval of length \( 2\pi \); the constants accumulated from every \( 2\pi \) period is accommodated in \( c_2 \). The required estimate is defined as
\[
\hat{\phi}_k = \arg \min_{\phi} R(\hat{\phi}).
\] (24)

\( \hat{\phi}_k \) is computed in Appendix by solving the equation
\[
\frac{\partial R(\hat{\phi})}{\partial \hat{\phi}} = 0,
\] which leads to the solution
\[
\hat{\phi}_k = \text{angle} \left\{ E_{\psi_0} \left[ e^{i(\psi_0 + \eta)} I_1 (b) \right] \right\}.
\] (25)

where \( I_1 \) is the modified Bessel function of the first order,
\[
b = \frac{2}{\sigma^2} \left( \sum_{k=1}^{m} |z_k| \cos \beta_k \right)^2 + \left( \sum_{k=1}^{m} |z_k| \sin \beta_k \right)^2.
\] (26)

and
\[
\zeta = \text{arctan} \left[ \frac{\sum_{k=1}^{m} |z_k| \sin \beta_k}{\sum_{k=1}^{m} |z_k| \cos \beta_k} \right].
\] (27)

Computing \( \hat{\phi}_{2\pi} \) for all values of \( k \) and stacking them leads to the vector solution as follows:
\[
\hat{\phi}_{2\pi} = \text{angle} \left\{ E_{\psi_0} \left[ e^{i(\psi_0 + \eta)} I_1 (b) \right] \right\}.
\] (28)

We remark that the expression (28) is independent of the shift \( \theta \). Assuming that the class-specific external samples \( \psi_{i_0}, \psi_{i_1}, \ldots, \psi_{i_n} \sim p_{\psi_0} \) are available, the estimate of \( \hat{\phi}_{2\pi} \) can be computed as
\[
\hat{\phi}_{2\pi} = \text{angle} \left\{ \sum_{i=1}^{n} e^{i(\psi_{i_0} + \eta)} I_1 (b_i) \right\}.
\] (29)

In (29), \( \zeta \) and \( b_i \) depend on the external patch \( \psi_{i_0} \) and the noisy patch \( z \). In order to understand the shift-invariance property of the estimator, let us substitute a shifted patch \( \psi_{i_j} = \psi_{i_0} + \theta 1 \) instead of \( \psi_{i_0} \) in (29). In this case, it can easily be verified that the corresponding \( \hat{\phi}_{i_j} \) is \( \zeta_i - \theta \). Hence the corresponding exponent term of the estimator becomes
\[
j \left( \psi_{i_0} + \theta 1 + 1 \right) (\zeta_i - \theta) = j \left( \psi_{i_0} + \zeta_i \right).
\] At the same time, from (26), it can be verified that the parameter \( b_i \) does not depend on the shift. Thus the derived estimator is insensitive to the common shifts of the sampling patches. Hence we can replace \( \psi_{i_0} \) in (29) with \( \psi_{i_j} \) and the estimator automatically handles the shift contained in \( \psi_{i_j} \). By applying this shift-invariance property, (29) can be modified as
\[
\hat{\phi}_{2\pi} = \text{angle} \left\{ \sum_{i=1}^{n} e^{i(\psi_{i_j} + \zeta_1)} I_1 (b_i) \right\}.
\] (30)
which allows direct sampling from the external database without manipulating the shift, i.e., sampling from the density \( p(x) \).

### D. SHIFT-INvariant InPhase ESTIMATION USING IMPORTANCE SAMPLING

The estimator (30) assumes that the external data samples \( \{x_i = e^{j\phi_i}\}_{i=1}^{n_{ext}} \) are available to denoise a patch \( z \). Let us consider a large external database \( \{x_i = e^{j\phi_i}\}_{i=1}^{n_{ext}} \) having \( n_{ext} \) patches, where \( n_{ext} \gg n \). As discussed in Section II, a random sampling of \( n \) patches from a large database may fail to yield even one patch with \( I_1(b_i) \neq 0 \) in (30). In order to tackle this issue, we use the IS strategy.

To develop an IS strategy, we make use of the learned clusters of the external patches. From (11), \( p(x) \) can be written as

\[
p(x) = \sum_{k=1}^{K} \alpha_k \mathcal{C}N(e^{j\phi^*}; 0, \Sigma_k).
\]

(31)

Now, we choose an importance density \( q(x) \), based on the home-cluster of the noisy patches computed using (14). Let \( k^* = \mathcal{L}(z) \) be the home-cluster of patch \( z \).

\[
q(x) = \mathcal{C}N(e^{j\phi^*}; 0, \Sigma_k^*).
\]

(32)

Using the importance density, we make a multiplicative adjustment in the expectation formula (28) as follows:

\[
\hat{\phi}_{2\pi} = \text{arg} \max \left\{ \int e^{j(\phi + \pi)} I_1(b) p(x) q(x) \, dx \right\}.
\]

(33)

Using (31) and (32), \( p(x) / q(x) \) is evaluated as

\[
p(x) = \sum_{k=1}^{K} \alpha_k \mathcal{C}N(e^{j\phi^*}; 0, \Sigma_k) / \mathcal{C}N(e^{j\phi^*}; 0, \Sigma_k^*).
\]

(34)

The RHS of (34) is evaluated using (12), which yields

\[
\frac{p(x)}{q(x)} = \frac{\alpha_k}{\gamma_k}.
\]

(35)

Inserting (35) in (33) leads to

\[
\hat{\phi}_{2\pi} = \text{arg} \max \left\{ \mathcal{E}_q \left[ e^{j(\phi + \pi)} I_1(b) \frac{\alpha_k}{\gamma_k} \right] \right\}.
\]

(36)

We emphasize that the expectation operation in (36) is w.r.t. the importance density \( q(x) \). The IS estimator of \( \hat{\phi}_{2\pi} \) can be written as

\[
\hat{\phi}_{2\pi}^{\text{IS}} = \text{arg} \max \left\{ \sum_{i=1}^{n} e^{j(\phi + \pi)} I_1(b_i) \frac{\alpha_k}{\gamma_k} \right\},
\]

(37)

where \( \alpha_k \) and \( \gamma_k \) are easily computed from Algorithm 1 and expression (14) as follows:

\[
\gamma_k = \gamma_k \mid k^* = \mathcal{L}(z),
\]

(38)

\[
\alpha_k = \alpha_k \mid k^* = \mathcal{L}(z).
\]

(39)

The estimator (37) is termed as Shift-invariant Importance Sampling (SIS) estimator. The pseudo-code of the proposed SIS estimation algorithm by summarizing the discussions in Sections III-A to III-C is shown in Algorithm 2.

### Algorithm 2: SIS Estimation Algorithm

**Input:** \( x_i = e^{j\phi_i} \in \mathbb{C}^m, i = 1, 2, \ldots, n_{ext} \) (external patches), \( z_i \in \mathbb{C}^m, i = 1, 2, \ldots, n_p \) (noisy patches), \( \mathcal{L} \) ( IS strategy).

**Output:** \( \hat{\phi}_{2\pi} \in [-\pi, \pi]^m, i = 1, 2, \ldots, n_p \).

1. **Clustering using Algorithm 1:** for \( l = 1, 2, \ldots, n_{ext} \):
   - Learn \( \mathcal{L}(z_i) = \arg \max_k \gamma_k \).
2. **Home-cluster identification using (14):**
   - \( \mathcal{L}(z_i) = \arg \max_k \mathcal{C}N(z_i; 0, \Sigma_k + \sigma^2 I_m) \).
3. **SIS estimation using (37):**
   - \( \hat{\phi}_{2\pi} = \text{arg} \max_k \left\{ \sum_{i=1}^{n} e^{j(\phi_i + \pi)} I_1(b_i) \frac{\alpha_k}{\gamma_k} \right\}, \)
   - where \( e^{j\phi_i} \)’s are drawn from the home-cluster \( k^* = \mathcal{L}(z_i) \).

### IV. EXPERIMENTS AND RESULTS

In this section, we illustrate the effectiveness of the proposed SIS estimator. Two types of data sets are used: i) semi-real InPhase data constructed from human face images and ii) real MRI interferograms.

#### A. EXPERIMENTS USING SEMI-REAL DATA SET

Let us consider a complex-valued image \( e^{j\phi} \in \mathbb{C}^{N_1 \times N_2} \). Here, we consider human face images (from FEI face data set [51]) as \( \phi \). We would like to emphasize that the data considered here are not the phase images collected by means of any coherent imaging technique; they are the real images of the human faces captured using normal cameras. All the images considered here are of size 90 \( \times \) 65. The pixel values are scaled to the range 0 to 9 to ensure a maximum number of wrapping equal to 1. Face images from 4 different persons, shown in Figs. 4a to 4d, are considered as the absolute phase \( \phi \). The InPhase images, i.e., \( \mathcal{W}(\phi) \), are constructed from these four face images using the wrapping operator defined in (3). These images are shown in Figs. 4e to 4h. Since these InPhase images are synthetically created from real images, we term them as “semi-real” data.

For the external database, 81 face images of the same size and the same range of pixel values as that of the test images, are considered. The external data set and the corresponding InPhase images are shown in Fig. 5a and Fig. 5b respectively. The following are the settings of the parameters: patch size 10 \( \times \) 10, number of clusters \( K = 50 \), number of patch samples used for the SIS estimator in (37) \( n = 1000 \). Observations are generated as per the model (9), for low to high levels of noise corresponding to \( \sigma \in \{0.5, 0.6, 0.7, 0.8, 0.9, 1\} \). Observations of all these noise levels are denoised separately...
for each of the four test images in Figs. 4a to 4d. We choose 4 different algorithms to compare the performance of the SIS estimator: i) CD-BM3D [32], ii) WFF [36], iii) SpInPhase [21], and iv) SpInPhaseExt [21]. Although the first three algorithms do not make use of an external data set, they are selected for the comparison since they are state-of-the-art in InPhase denoising. However, we chose a fourth algorithm by modifying SpInPhase [21], which we...
term SpInPhaseExt. The SpInPhaseExt learns a complex-valued sparse dictionary from the external data set and uses it for denoising the noisy images. To the best of our knowledge, there are no other recent algorithms developed for class-specific InPhase estimation.

To evaluate the quality of the estimates, given that our main objective is InPhase denoising, we adopt peak signal-to-noise ratio (PSNR), defined as:

$$\text{PSNR} := 10 \log_{10} \frac{4N\pi^2}{\|W(\hat{\phi}_{\text{image}} - \phi_{\text{image}})\|_2^2} \text{[dB]},$$

where $\phi_{\text{image}}$ is the true unwrapped phase image, $\hat{\phi}_{\text{image}}$ is the estimated InPhase, $N$ is the number of pixels, and $W$ is the wrapping operator defined in (3).

In Figs. 6a to 6e, the images estimated from the noisy face-1 (Fig. 4i, $\sigma = 0.9$) using various algorithms are shown. From these estimates, it can be observed that the ability of SIS in preserving the minute details is much better, when compared to other estimates. For instance, the fine details associated with the eye region of the other estimates are either lost or partially preserved, whereas SIS retains these details. This claim is well supported by the PSNR value of SIS, which shows more than 2 dB improvements over the others. Also, the estimation error obtained by computing the difference between the true and the estimated InPhase is shown Figs. 6f to 6j. The estimation error of SIS is less structured, i.e., the features of the human face are less visible in SIS error image compared to the errors of the other two estimators. This, in turn, indicates that the SIS estimate is of better quality.

Next, we compare the performance of all algorithms using all the test images (Figs. 4a to 4d) by considering six different noise levels. The PSNR values are plotted in Fig. 7. For the low-noise case ($\sigma = 0.5$), SIS and SpInPhase show almost equal performance. This might be due to the fact that, at low-noise, the SpInPhase is able to learn a good quality dictionary. But as the noise level increases, the performance of SpInPhase degrades in comparison with SIS. When the noise is very high ($\sigma = 1$), SIS shows at least 2 dB improvement in PSNR compared to all other algorithms, for all the four test cases. One remarkable observation from Fig. 7 is that the SpInPhaseExt, which exploits the external data sets by learning dictionaries from them, does not perform as good as its original version SpInPhase. This indicates that the state-of-the-art dictionary learning based technique for PD is not well designed to exploit a class-specific external data set, highlighting the significance of SIS, since such data sets are often available in many practical applications. From this comparative study, it can be concluded that the SIS estimator outperforms all other previous methods, especially when the noise level is high.

In Fig. 8, we test the performance of the SIS estimator by varying the number of clusters (MoG components). The noisy InPhase data shown in Figs. 4i to 4l ($\sigma = 0.9$) are denoised using SIS estimators with cluster numbers $K \in \{10, 20, 30, \ldots, 100\}$. The PSNR for each $K$ averaged over all the four test cases are shown in Fig. 8. It can be observed that the PSNR increases from $K = 10$ to $K = 50$, and thereafter, it remains almost the same with a very slight increase. Similar observations were obtained with the InPhase data for other noise levels. We note that the number of clusters for the proposed SIS estimator is heuristically chosen to be $K = 50$, and further research on this aspect is left as future work.

Finally, we compare the CPU run time of different estimators in Table 1. All the algorithms are run on MATLAB R2015b using a computer with the processor Intel(R) Core(TM) i7-4790 CPU @3.60GHz, 16GB RAM.
In Table 1, we have also considered an additional algorithm termed “SIS full sampling” estimator as a reference algorithm for the time comparisons. SIS full sampling estimator is the SIS estimator where the importance sampling step (clustering) is discarded and a full sampling is considered. This means that for the estimation of each noisy patch, all the external patches (nearly half a million patches) are used, resulting in a huge run time of 2306 seconds. From Table 1, it can be verified that the SIS estimator yields very close results (≈ 0.5 dB difference) compared to the full sampling in a very short run time of 45.02 seconds. This clearly illustrates the role of importance sampling in SIS estimation. We would like to remark that although the WFF and SpInPhaseExt algorithms are much faster than the SIS algorithm, their PSNR values are considerably low.
B. EXPERIMENTS USING REAL MRI INTERFEROGRAMS

Next, we present a challenging experiment in which a noisy medical image of a particular person is restored using clean images from completely different persons. Restoring medical images from a large external database of previously scanned images is a challenging task, which may have useful
applications. For instance, in an MRI scan, the noise level depends on the scanning time. A patient may not be able to have very long scanning sessions due to medical reasons. In such a case, if the noisy images from a quick scan could be denoised with the help of an external database, it will be a great leap. Here, we open the door to such research possibilities.

The experiments presented here are conducted using MRI phase images from four different persons. These images are the interferograms of the head region obtained through the scanning along the front, side, and top orientations (see Fig. 9). The scanning was carried out on a 1.5 T GE Signa clinical scanner operating within Western General Hospital (WGH), University of Edinburgh [52]. A particular scanning orientation, say front view, is taken as a specific class. The front view interferograms of persons 1, 2, and 3 are used to construct an external data set. Patches from this external database are used to denoise interferograms of the fourth person’s front view scan. The experiment is repeated for the other two scanning orientations, i.e., side view and top view. Figure 10 illustrates the restoration of a very noisy interferogram ($\sigma = 0.9$), where the estimates have PSNR values around 26 dB. The same parameter settings as described in Section IV-A are used.

The images estimated using different algorithms from a high-noise observation ($\sigma = 0.9$) are shown in Fig. 12.
We emphasize that the MRI phase images here considered are very challenging to denoise due to the presence of abrupt discontinuities. The WFF, being a Fourier-transform-based PD algorithm, usually performs better for images with smooth variations, since such images have better sparse representations in the Fourier domain. Also, CD-BM3D does not perform well for images with sharp discontinuities. It can be observed from Fig. 12 that WFF and CD-BM3D estimates are oversmoothed, and hence many minute details are lost. The visual quality of SpInPhaseEst estimate is better compared to WFF and CD-BM3D. However, SIS estimates are the best among all the estimates, approximately having at least 1 dB better PSNR.

The same experiments are repeated for the noise levels \( \sigma \in \{0.5, 0.6, 0.7, 0.8, 0.9, 1\} \) and the PSNR values are plotted in Fig. 11. As expected, the performance of WFF and CD-BM3D are not very competitive. Although SpInPhase shows good performance for very low noise levels, the PSNR degrades quickly as the dictionary representation of non-smooth high-noisy images is a difficult task. SpInPhaseEst is the only algorithm that shows competitive results with SIS, but at medium to high noise levels, SIS clearly outperforms SpInPhaseEst.

It is to be noted that, in these experiments, the external database is constructed using the images from just 3 persons. A larger external database with more images will definitely improve the restoration ability of the SIS estimator.

Limitations and future works: The present work does not discuss an optimum strategy for clustering the external database. The number of clusters (\( K \)) associated with the proposed SIS estimator was decided based on a heuristic tuning, as shown in Fig. 8. However, the nature of the InPhase data has a vital role in the clustering strategy. As future work, we suggest further research on optimum data-driven clustering strategies. Also, the proposed algorithm uses fixed-sized square patches irrespective of the nature of the data. A generalization of the current work by incorporating size- and shape-adaptive patches is expected to bring improvements in the algorithm performance, to which we will devote future work.

V. CONCLUSION

A novel patch-based method for restoring class-specific InPhase images has been proposed. The new algorithm uses patches from a clean external data set. The main part of the algorithm is an estimator, termed SIS estimator, which is developed based on importance sampling. Also, a clustering mechanism is developed to cluster the external data set by fitting a mixture of complex Gaussians. For each noisy patch, the SIS estimator identifies a home-cluster, draws samples from it, and performs the InPhase estimation. Both the clustering and the estimation technique are developed for complex-valued patches by considering the shift-invariance property.

The effectiveness of the SIS estimator is illustrated through a challenging medical imaging application in which the MRI interferogram of a particular person is denoised using the scan images from different persons. Also, a comparative study among the state-of-the-art PD algorithms is done using semi-real human face InPhase images, which concludes that SIS is a robust PD algorithm under a wide range of noise levels, yielding at least 1 dB better PSNR than the previous state of the arts.

APPENDIX

DERIVATION OF \( \hat{\phi}^k \)

The solution of (24) is obtained by solving the equation \( \frac{\partial R(\phi)}{\partial \phi^k} = 0 \):

\[
\frac{\partial R(\phi)}{\partial \phi^k} = c_3 \int p_{\theta}(\phi_0) \int_{2\pi} \left[ \sin(\phi^k - \phi_0^k - \theta) \right] e^{2j \sigma^2 \cos(\beta^k - \theta)} d\theta d\phi_0 = 0.
\]

Let \( I \) be the inner integral in (41), i.e., the integral over \( \theta \). Also, let \( \sum_{k=1}^m |z|^k \cos(\beta^k - \theta) = \rho \cos(\zeta - \theta) \). The integral \( I \) can be evaluated as follows:

\[
I = \int_{2\pi} \sin(\alpha^k - \theta) e^{2j \sigma^2 \cos(\zeta - \theta)} d\theta
\]

\[
= \int_{2\pi} \sin(\alpha^k - \zeta) e^{2j \sigma^2 \cos(\theta)} d\theta
\]

\[
= \int_{2\pi} \sin(\alpha^k - \zeta) \cos(\theta) e^{b \cos(\theta)} d\theta
\]

\[
= 2\pi \mathcal{I}_1(b) \sin(\alpha^k - \zeta),
\]

where \( \mathcal{I}_1 \) is the modified Bessel function of the first order and,

\[
b = \frac{2\rho}{\sigma^2} = \frac{2}{\sigma^2} \sqrt{\frac{\sum_{k=1}^m |z|^k \cos(\beta^k)^2 + \sum_{k=1}^m |z|^k \sin(\beta^k)^2}}
\]

\[
\zeta = \arctan \left[ \frac{\sum_{k=1}^m |z|^k \sin(\beta^k)}{\sum_{k=1}^m |z|^k \cos(\beta^k)} \right].
\]

Inserting (42) in (41) yields \( \frac{\partial R(\phi)}{\partial \phi^k} = 0 \):

\[
= c_2 \int p_{\psi_0}(\phi_0) 2\pi \mathcal{I}_1(b) \sin(\phi^k - \phi_0^k - \zeta) d\phi_0 = 0
\]

\[
= \int p_{\phi_0}(\phi_0) \mathcal{I}_1(b) \sin(\phi^k) \cos(\phi_0^k + \zeta) d\phi_0.
\]

\[
= \mathcal{I}_2(\phi^k) \mathcal{E}_{\psi_0} \left[ \mathcal{I}_1(b) \cos(\phi_0^k + \zeta) \right]
\]

\[
= \cos(\phi_0^k) \mathcal{E}_{\psi_0} \left[ \mathcal{I}_1(b) \sin(\phi_0^k + \zeta) \right].
\]
\[
\frac{\hat{\phi}}{2\pi} = \text{arctan} \left( \frac{\mathbb{E}_{\phi_{0}} \mathbb{I}_1(b) \sin(\phi_{0} + \epsilon)}{\mathbb{E}_{\phi_{0}} \mathbb{I}_1(b) \cos(\phi_{0} + \epsilon)} \right).
\] (47)

The above expression gives the required solution \(\hat{\phi}_k\). Equivalently, the corresponding InPhase \(\hat{\phi}_{2\pi}\) can be written as

\[
\hat{\phi}_{2\pi} = \text{angle} \left( \mathbb{E}_{\phi_{0}} e^{i[\phi_{0} + \epsilon]} \mathbb{I}_1(b) \right). \quad (48)
\]

**REFERENCES**

[1] L. C. Graham, “Synthetic interferometer radar for topographic mapping,” *Proc. IEEE*, vol. 62, no. 6, pp. 763–768, Jun. 1974.

[2] P. Rosen, S. Hensley, I. Joughin, F. Li, S. Madsen, E. Rodriguez, and R. Goldstein, “Synthetic aperture radar interferometry,” *Proc. IEEE*, vol. 88, no. 3, pp. 333–382, Mar. 2000.

[3] M. Zhao, X. Wang, and D. D. Nolte, “Molecular interferometric imaging,” *Opt. Express*, vol. 16, no. 10, pp. 7102–7118, May 2008.

[4] A. B. Vakhnin, K. A. Peterson, W. R. Wood, and D. J. Kane, “Differential spectral interferometry: An imaging technique for biomedical applications,” *Opt. Lett.*, vol. 28, no. 15, pp. 1332–1334, Aug. 2003.

[5] H. Su, M. Zervas, C. Furlong, and G. S. Fischer, “A miniature MRI-compatible fiber-optic force sensor utilizing fabry-perot interferometer,” in *MEMS and Nanotechnology*, vol. 4, T. Proulx, Ed. New York, NY, USA: Springer, 2011, pp. 131–136.

[6] L. Bontini, F. Bresciani, G. Piamini, M. Pisani, A. Cabral, J. Rebordao, and F. Musso, “An interferometer for high-resolution optical surveillance from geo—Internal metrology breadboard,” in *Proc. 6th Int. Conf. Space Opt.*, vol. 10567, 2017, pp. 10567-1–10567-7.

[7] R. Orr, “Satellite interferometry for ocean surveillance,” in *Proc. OCEANS*, Sep. 1978, pp. 437–440.

[8] R. Hanssen, T. Weckwerth, A. Zebker, and R. Klees, “High-resolution water vapour mapping from interferometric radar measurements,” *Science*, vol. 283, no. 5406, pp. 1297–1299, 1999.

[9] V. Katkovnik and K. Egiazarian, “Sparse phase imaging based on complex domain nonlocal BM3D techniques,” *Digit. Signal Process.*, vol. 63, pp. 72–85, Apr. 2017.

[10] V. Katkovnik, M. Ponomarenko, and K. Egiazarian, “Sparse approximations in complex domain based on BM3D modeling,” *Signal Process.*, vol. 141, pp. 96–108, Dec. 2017.

[11] V. Katkovnik, K. Egiazarian, and J. Bioucas-Dias, “Phase imaging via sparse coding in the complex domain based on high-order SVD and non-local BM3D techniques,” in *Proc. IEEE Int. Conf. Image Process. (ICIP)*, Oct. 2014, pp. 4587–4591.

[12] K. Dabov, A. Foi, V. Katkovnik, and K. Egiazarian, “BM3D image denoising with shape-adaptive principal component analysis,” in *Proc. Workshop Signal Process. Adapt. Sparse Struct. Represent. (SPARS)*, Apr. 2009, pp. 1–7.

[13] K. Dabov, A. Foi, V. Katkovnik, and K. Egiazarian, “BM3D image denoising with shape-adaptive principal component analysis,” in *Proc. Workshop Signal Process. Adapt. Sparse Struct. Represent. (SPARS)*, Apr. 2009, pp. 1–7.

[14] J. Krishnan and J. Bioucas-Dias, “Patch-based interferometric phase estimation via mixture of Gaussian density modelling & non-local averaging in the complex domain,” in *Proc. Brit. Mach. Vis. Conf.*, 2017, pp. 4–7.

[15] Q. Kernao, “Two-dimensional windowed Fourier transform for fringe pattern analysis: Principles, applications and implementations,” *Opt. Lasers Eng.*, vol. 45, no. 2, pp. 304–317, Feb. 2007.

[16] J. P. Krishnan, M. A. T. Figueiredo, and J. M. Bioucas-Dias, “SURE-fuse WFF: A multi-resolution windowed Fourier analysis for interferometric phase denoising,” *IEEE Access*, vol. 7, pp. 120708–120723, 2019.

[17] M. R. Luo, S. H. Chan, and T. Q. Nguyen, “Adaptive image denoising by targeted databases,” *IEEE Trans. Image Process.*, vol. 24, no. 7, pp. 2167–2181, Jul. 2015.

[18] D. Zoran and Y. Weiss, “From learning models of natural image patches to whole image restoration,” in *Proc. Int. Conf. Comput. Vis.*, Nov. 2011, pp. 479–486.

[19] A. Levin and B. Nadler, “Natural image denoising: Optimality and inherent bounds,” in *Proc. IEEE Conf. Comput. Vis. Pattern Recognit.*, Jun. 2011, pp. 2833–2840.

[20] J. M. Bioucas-Dias, M. A. T. Figueiredo, and J. M. Bioucas-Dias, “Class-specific Poisson denoising by patch-based importance sampling,” in *Proc. SPIE*, vol. 9295, pp. 9295-1–9295-12, Oct. 2015.

[21] H. Hongxing, J. M. Bioucas-Dias, and V. Katkovnik, “Interferometric phase image estimation via sparse coding in the complex domain,” *IEEE Trans. Geosci. Remote Sens.*, vol. 53, no. 5, pp. 2587–2602, May 2015.

[22] G. Nico and J. Fortuny, “Using the matrix pencil method to solve phase unwrapping,” *IEEE Trans. Signal Process.*, vol. 51, no. 3, pp. 886–888, Mar. 2003.

[23] G. Valdiani and J. Bioucas-Dias, “Cape: Combinatorial absolute phase estimation,” *J. Opt. Soc. Amer. A, Opt. Image Sci.*, vol. 26, no. 9, pp. 2093–2106, Sep. 2009.

[24] J. M. N. Leitao and M. A. T. Figueiredo, “Absolute phase image reconstruction: A stochastic nonlinear filtering approach,” *IEEE Trans. Image Process.*, vol. 7, no. 6, pp. 868–882, Jun. 1998.

[25] V. Katkovnik, K. Egiazarian, and J. Astola, *Local Approximation Techniques in Signal and Image Processing*, vol. PM157. Bellingham, WA, USA: SPIE, 2006.
JOSHIN P. KRISHNAN (Member, IEEE) received the B.Tech. degree in electronics and communication engineering from the College of Engineering, University of Kerala, Thiruvananthapuram, India, in 2010, the M.E. degree in telecommunications from the Indian Institute of Science (IISc), Bengaluru, India, in 2014, and the Ph.D. degree in electrical and computer engineering from the Instituto Superior Técnico, University of Lisbon, Portugal, in 2019.

From 2015 to 2019, he was with the Instituto de Telecomunicações, Lisbon, as a Marie Curie Early Stage Researcher of the Machine Sensing Training Network (MacSeNet). The MacSeNet Initial Training Network (ITN) was funded by the European Union’s H2020 Framework Programme (H2020-MSCA-ITN-2014) and is part of the Marie Curie Actions’ ITN funding scheme. He is currently working as a Postdoctoral Researcher with the University of Agder, Norway. His research interests include image inverse problems, optimization, statistical signal processing, graph signal processing, and machine learning.

MÁRIO A. T. FIGUEIREDO (Fellow, IEEE) received the E.E., M.Sc., Ph.D., and Agregado degrees in electrical and computer engineering from the Engineering School, Instituto Superior Técnico (IST), University of Lisbon, Portugal, in 1985, 1990, 1994, and 2004, respectively. He is currently the IST Distinguished Professor with the Department of Electrical and Computer Engineering and also group and area coordinator with the Instituto de Telecomunicações. His research interests include signal processing, machine learning, and optimization. He is a member of the Lisbon Academy of Science and the Portuguese Academy of Engineering. He is a Fellow of the IAPR and has been included, every year since 2014, in the Highly Cited Researchers list (Clarivate Analytics). He received several awards, namely the 2011 IEEE Signal Processing Society Best Paper Award, the 2014 IEEE W. R. G. Baker Award, the 2016 EURASIP Individual Technical Achievement Award, and the 2016 IAPR Pierre Devijver Award.

JOSÉ M. BIOUCAS-DIAS (Fellow, IEEE) received the E.E., M.Sc., Ph.D., and Habilitation degrees in electrical and computer engineering from the Instituto Superior Técnico (IST), Universidade Técnica de Lisboa (now Universidade de Lisboa), Portugal, in 1985, 1991, 1995, and 2007, respectively.

Since 1995, he has been with the Department of Electrical and Computer Engineering, IST, where he is currently a Professor and teaches inverse problems in imaging and electric communications. He is also a Senior Researcher with the Pattern and Image Analysis Group, Instituto de Telecomunicações. His research interests include inverse problems, signal and image processing, pattern recognition, optimization, and remote sensing. He has introduced scientific contributions in the areas of imaging inverse problems, statistical image processing, optimization, phase estimation, phase unwrapping, and in various imaging applications, such as hyperspectral and radar imaging. He was included in Thomson Reuters’ Highly Cited Researchers 2015, 2018, and 2019 lists, and received the IEEE GRSS David Landgrebe Award for 2017.

---

[44] J. Krishnan, J. Bioucas-Dias, and V. Katkovnik, “Dictionary learning phase retrieval from noisy diffraction patterns,” Sensors, vol. 18, no. 11, p. 4006, Nov. 2018.

[45] M. Usman, C. Prieto, F. Odille, D. Atkinson, T. Schaeffter, and P. G. Batchelor, “A computationally efficient OMP-based compressed sensing reconstruction for dynamic MRI,” Phys. Med. Biol., vol. 56, no. 7, pp. N99–N114, Apr. 2011.

[46] K. G. Hollingsworth, “Reducing acquisition time in clinical MRI by data undersampling and compressed sensing reconstruction,” Phys. Med. Biol., vol. 60, no. 21, pp. R297–R322, Nov. 2015.

[47] K. Murphy, J. Bodurka, and P. A. Bandettini, “How long to scan? The relationship between fMRI temporal signal to noise ratio and necessary scan duration,” NeuroImage, vol. 34, no. 2, pp. 565–574, Jun. 2007.

[48] A. Owen. (2013). Monte Carlo Theory, Methods and Examples. [Online]. Available: https://statweb.stanford.edu/owen/mc/

[49] L. Zheng, and R. Gallager, “6.450 principles of digital communications I,” Massachusetts Inst. Technol., MIT OpenCourseWare, Tech. Rep., Fall 2006. [Online]. Available: https://ocw.mit.edu

[50] C. Bishop, Pattern Recognition and Machine Learning (Information Science and Statistics). Berlin, Germany: Springer-Verlag, 2006.

[51] C. E. Thomaz and G. A. Giraldi, “A new ranking method for principal components analysis and its application to face image analysis,” Image Vis. Comput., vol. 28, no. 6, pp. 902–913, Jun. 2010.

[52] W. Bano, M. Golbabaee, A. Benjamin, I. Marshall, and M. Davies, “Improved accuracy of accelerated 3D T2* mapping through coherent parallel maximum likelihood estimation,” in Proc. Joint Annu. Meeting ISMRM-ESMRMB, 2018, pp. 1–8.