A Cosserat–phase-field theory of crystal plasticity and grain boundary migration at finite deformation
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Abstract In metallic polycrystals, an important descriptor of the underlying microstructure is the orientation of the crystal lattice of each grain. During thermomechanical processing, the microstructure can be significantly altered through deformation, nucleation of new subgrains and grain boundary migration. Cosserat crystal plasticity provides orientation as a degree of freedom and is therefore a natural choice for the development of a coupled framework to deal with concurrent viscoplasticity and grain growth. In order to take into account grain boundary motion, the Cosserat theory is adapted with inspiration from orientation phase-field models. This allows for the microstructure at a material point to evolve on the one hand due to deformation-induced lattice reorientation and on the other hand due to a sweeping grain boundary. With a proper separation of plastic evolution in the bulk of the grain and in the grain boundary, the model can successfully capture grain boundary migration due to lattice curvature and due to statistically stored dislocations.
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1 Introduction

Microstructure evolution during thermomechanical processing of metals is largely due to viscoplastic deformation together with grain boundary (GB) migration and nucleation of new subgrains. An important descriptor of the grain structure at the microscale is the crystal lattice orientation. Grains of various orientations are separated by boundaries which consist of a few atom layers that are distinct from the ordered structure inside the bulk of the grains [67]. Viscoplastic deformation may result in significant reorientation of the crystal lattice and in the development of heterogeneous orientation distributions within grains [37,57]. The energy stored in the lattice structure during deformation in the form of statistically stored or geometrically necessary dislocations acts as a driving force for grain boundary migration [33]. GB migration is necessarily associated with...
lattice reorientation when a grain boundary sweeps a material point. Crystal plasticity at finite deformation has been recently combined with a vertex GB migration model in [32] and with a phase-field recrystallization model in [73]. Both models are used successively, the mechanical model providing the initial conditions of the phase-field part. The present work is dedicated to fully coupled mechanics–phase-field models.

With the view to modeling thermomechanical processing of metallic materials, both reorientation due to viscoplastic deformation and GB migration should be considered. A Cosserat theory [20,22,24] is a natural choice for such a coupled approach as it contains rotation degrees of freedom accounting for microstructure evolution. Each material point in a Cosserat theory is endowed with a triad of directors which can be associated with the lattice crystal directions by means of suitable internal constraints [27,28,50,51]. Plastic deformation inside the grains is due to dislocation glide on preferred slip systems that can be computed by flow rules according to standard crystal plasticity [17,60]. The slip processes result in a relative rotation between the lattice directions and the material lines. Non-homogeneous plastic deformation gives rise to lattice rotation gradients, i.e., lattice curvature that must be accommodated by so-called geometrically necessary dislocations (GNDs) [6]. The Cosserat theory provides lattice curvature as a deformation measure in the form of the torsion–curvature tensor which can be identified as an essential part of the dislocation density tensor [44,45,55,68].

In a recent work [12], a Cosserat crystal plasticity approach together with a level-set method was used to model dynamic recrystallization. The Cosserat directors were associated with the lattice orientations using a penalty method as in [11,27,51]. However, the proposed methodology represents rather a sequential algorithmic procedure and cannot be regarded as a unified field theory of viscoplastic deformation and GB kinematics. A fully coupled theory was recently proposed in [7] for small deformations, combining Cosserat crystal plasticity with a phase-field model due to [42,74]. The Kobayashi–Warren–Carter (KWC) phase-field approach considers the crystal orientation as a phase field with its own relaxational dynamics. Unlike frequently used multiphase-field models [26,65,66], the KWC model is able to accommodate the evolution of heterogeneous lattice orientation inside a grain without the need to introduce new phases (orientations) in the reoriented regions.

In addition to the orientation field, the KWC model contains a phase field which is interpreted in the case of solid-to-solid transformations as a measure of crystalline order. In [4], a coupled model for large deformation crystal plasticity was formulated inspired by the KWC approach. The approach is very similar to the one in [7] and the one proposed in this work. Instead of working with the torsion–curvature tensor of the Cosserat theory, the energy density in [4] contains corresponding contributions due to the full dislocation density tensor. Evolution of orientation is assumed to be due to plastic slip processes also in the case of grain boundary migration. The model proposed in [4] was applied to grain boundary sliding as well as curvature driven GB migration and grain rotation. These approaches strongly differ from multiphase-field models of GB migration which assign one phase-field variable to each initial grain orientation, thus requiring the introduction of new phase fields at each material point inside a grain to allow for heterogeneous lattice rotation to occur. That is why the recent multiphase-field models [38,77] rely on a Taylor assumption for the proposed coupling between phase field and crystal plasticity.

The main objective of the present work is, first, to extend the Cosserat–phase-field model proposed in [7] to the finite deformation framework and, second, to provide finite element simulation of dynamic recovery and GB migration, also not presented in the Ref. [7]. The free energy density function of the model contains contributions from geometrically necessary dislocations in the form of the torsion–curvature tensor and comprises terms coming from the KWC model. The Cosserat directors are identified with crystal lattice directions. This results in the description of grain boundaries as diffuse interfaces. In the bulk of the grains, lattice orientation changes are due to plastic slip processes according to classical crystal plasticity. Inside the grain boundary, an additional driving force term for plastic spin is introduced in order to differentiate bulk and GB behavior.

In the original KWC phase-field model, the energy of the system can be lowered by bulk grain rotation in the Allen–Cahn evolution equation for lattice orientation [42]. This is mainly due to the absence of mechanical coupling in the formulation. There is some evidence supporting gross rotation toward preferential misorientations in nanograins (cf [16,70,72] and references therein), but in larger micron-sized grains such gross rotation of the crystal lattice is not observed. It was proposed in the literature to limit the bulk rotation in the KWC model by distinguishing the kinematic coefficients for the orientation evolution in the bulk of the grain and the grain boundary [48]. In the coupled approach proposed here, it is expected that the Cosserat coupling can instead be used to control and even suppress the spurious bulk grain rotation. This is an original contribution of the present work allowing to spare one constitutive evolution law coming from the KWC model whose physical interpretation was still unclear.

The presentation is structured as follows. In Sect. 2, the general framework of the model is established. The large deformation kinematics is introduced, and balance equations and general formats for the constitutive and
evolution equations are derived from energy principles. While the general framework is applicable between
the nano- and micron scales, the constitutive choices given in Sect. 3 are made with a view to dynamic
recrystallization simulations in polycrystalline aggregates on the micron scale. The corresponding linearization
of the theory in Sect. 4 allows to recover the previous small strain and small rotation formulation from [7]. It
is also compared with the governing equations of the KWC model. In Sect. 5, the proposed theory is applied
to grain boundary migration due to curvature and grain boundary migration due to the buildup of
statistically stored dislocations (SSDs) during plastic deformation. The influence of the Cosserat coupling on
the evolution of lattice orientation and in particular bulk grain rotation is studied. In particular, the essential
role of the skew-symmetric part of the stress tensor as a driving force for lattice reorientation in the GB region
is highlighted.

2 Cosserat–phase-field framework

This section is dedicated to the description of the kinematics and order parameters, the derivation of the balance
laws and the general formulation of the constitutive laws within the framework of large deformations.

Notation

In what follows, vectors $a_i$ are denoted by $a$ and second-order tensors $A_{ij}$ by $A$ and fourth-order tensors $C_{ijkl}$
are written as $C$. In some cases, both the index free and indexed versions of an expression are given. In this
case, indices in uppercase indicate material quantities and lowercase indices indicate spatial quantities. The
summation convention then only holds for indices of the same case, i.e., $A_{ij}$ is not the trace of the mixed
tensor $A$. $I$ is the second-order identity tensor. Quite frequently, skew-symmetric tensors will be represented
by their respective pseudo-vectors (denoted by a superposed cross) according to

$$ \hat{A} = -\frac{1}{2} \varepsilon : A, $$

and likewise, the skew-symmetric tensor can be found from the pseudo-vector through

$$ A = -\varepsilon \cdot \hat{A}, $$

where $\varepsilon$ is the third-order Levi–Civita permutation tensor $\varepsilon_{ijk}$. Double contraction $A_{ij} B_{ij}$ will be denoted by
a colon $A : B$ and simple contraction, and $a_i b_j$ is written as the usual dot product $a \cdot b$. The tensor product
$A = a \otimes b$ indicates the construction $A_{ij} = a_i b_j$. The (material) gradient $\partial a_i / \partial X_j$ and (spatial) divergence
$\partial a_i / \partial x_i$ of a vector $a$ are written as $a \otimes \nabla_0$ and $\nabla \cdot a$, respectively. The (material) divergence of a tensor is
given by $A \cdot \nabla_0$ with differentiation acting on the second index, i.e., $\partial A_{ij} / \partial X_j$. Differentiation with respect
to the current configuration $\partial / \partial x_i$ is denoted by $\nabla$.

2.1 Cosserat kinematics, deformation measures and order parameter

In the framework of finite deformations, the position of a material point in the reference (material) configuration
$B_0$ at time $t = t_0$ is described by the vector $X$ and its position in the current (spatial) configuration $B_t$ at time
$t$ is given by $x = \varphi(X, t)$. The deformation gradient tensor can then be introduced as the material gradient of
the map $\varphi$ such that

$$ F = \varphi \otimes \nabla_0, \quad F_{ij} = \frac{\partial \varphi_i}{\partial X_j}. $$

The volumetric part of the deformation is then given by

$$ J = \det(F) = \frac{\rho_0}{\rho}, $$

where $\rho_0$ and $\rho$ are the mass densities in the reference and deformed configurations, respectively. The transla-
tional degrees of freedom of each material point are given by the displacement vector $u = x - X$. In a Cosserat
continuum, each material point is endowed with additional rotational degrees of freedom. The Cosserat rotation \( \mathbf{R} \) describes the rotation \( (\mathbf{d})_{i=1,2,3} = \mathbf{R} \cdot (\mathbf{d})_{i=1,2,3} \) of a triad of orthogonal lattice vectors attached to a material point between the initial state and a stress released state at time \( t \). The rotation tensor is orthogonal meaning that
\[
\mathbf{R} \cdot \mathbf{R}^T = I, \quad \det \mathbf{R} = 1. \tag{5}
\]
Furthermore, \( \mathbf{R} \) can be described in terms of the vector field \( \Theta \) (the associated Lie group), containing the three rotational degrees of freedom, through the relation
\[
\mathbf{R} = \exp(-\mathbf{\epsilon} \cdot \Theta), \quad R_{ij} = \exp(-\epsilon_{ijk} \Theta_k) \delta_{jj}, \tag{6}
\]
where \( \delta_{jj} \) is the shifter (c.f. \([22,23]\)). By defining
\[
d\mathbf{R} \cdot \mathbf{R}^T = I \times \delta \Theta = -\epsilon \cdot \delta \Theta, \tag{7}
\]
it is possible to derive \( \delta \Theta \) as
\[
\delta \Theta = -\frac{1}{2\pi} \epsilon : \left[ d\mathbf{R} \cdot \mathbf{R}^T \right] = \Gamma \cdot d\mathbf{X}, \tag{8}
\]
where
\[
\Gamma = \frac{1}{2\pi} \epsilon : \left[ \mathbf{R} \cdot \left( \mathbf{R}^T \otimes \nabla_0 \right) \right], \quad \Gamma_{ij} = \frac{1}{2} \epsilon_{imn} \left[ R_{mM} \frac{\partial R_{nM}}{\partial X_j} \right]. \tag{9}
\]
It can be noted that \( \delta \Theta \) is not a total differential and, unlike \( \mathbf{F} \), \( \Gamma \) is not generally invertible.

The Cosserat deformation tensor \( \mathbf{\tilde{T}} \) and the wryness or torsion–curvature tensor \( \mathbf{\tilde{\Gamma}} \) are given by
\[
\mathbf{\tilde{T}} = \mathbf{\tilde{R}}^T \cdot \mathbf{F}, \quad \mathbf{\tilde{\Gamma}} = \mathbf{\tilde{R}}^T \cdot \mathbf{\Gamma}, \quad \mathbf{\tilde{T}}_{IJ} = R_{mi} F_{mJ}, \quad \mathbf{\tilde{\Gamma}}_{IJ} = R_{mi} \Gamma_{mJ}. \tag{10}
\]
where \( \mathbf{\tilde{\bullet}} \) denotes the frame of the attached directors, which transform with the Cosserat microrotation. These relative measures are frame invariant under Euclidean transformations \([39]\) and therefore make up suitable strain measures for the development of constitutive relations. An equivalent expression for the wryness tensor is \([22,28]\)
\[
\mathbf{\tilde{T}} = -\frac{1}{2\pi} \epsilon : \left[ \mathbf{R}^T \cdot \left( \mathbf{R} \otimes \nabla_0 \right) \right], \quad \mathbf{\tilde{\Gamma}}_{IJ} = -\frac{1}{2} \epsilon_{IMN} \left[ R_{mM} \frac{\partial R_{nN}}{\partial X_J} \right] = \frac{1}{2} \epsilon_{IMN} \left[ \frac{\partial R_{nN}}{\partial X_J} R_{mM} \right]. \tag{11}
\]

The velocity and gyration tensors are defined by
\[
\mathbf{v} = \dot{\mathbf{u}}, \quad \mathbf{\omega}_R = \dot{\mathbf{R}} \cdot \mathbf{R}^T, \quad \omega_i = \dot{u}_i, \quad (\mathbf{\omega}_R)_{ij} = \dot{R}_{iM} R_{jM}. \tag{12}
\]

The time derivatives of the Cosserat strains can be expressed in terms of the (spatial) gradients of these quantities as
\[
\mathbf{\tilde{F}} : \mathbf{\tilde{F}}^{-1} = \mathbf{R}^T \cdot \left[ \mathbf{v} \otimes \nabla - \mathbf{\omega}_R \right] \cdot \mathbf{R}, \quad \mathbf{\tilde{F}}_{IJ}^{-1} = R_{mi} \left[ \frac{\partial v_m}{\partial x_n} - (\mathbf{\omega}_R)_{mn} \right] R_{nJ}, \tag{13}
\]
\[
\mathbf{\tilde{\Gamma}} : \mathbf{\tilde{\Gamma}}^{-1} = \mathbf{R}^T \cdot \left[ \mathbf{\omega}_R \otimes \nabla \right] \cdot \mathbf{R}, \quad \mathbf{\tilde{\Gamma}}_{IJ}^{-1} = R_{mi} \left[ \frac{\partial (\mathbf{\omega}_R)_m}{\partial x_n} \right] R_{nJ}, \tag{14}
\]
where the gyration vector \( \mathbf{\omega}_R \) (note that \( R \) is not an index) can be found from
\[
\mathbf{\omega}_R = -\frac{1}{2\pi} \epsilon : \mathbf{\omega}_R, \quad (\mathbf{\omega}_R)_i = -\frac{1}{2} \epsilon_{ijk} (\mathbf{\omega}_R)_{jk}. \tag{15}
\]
The relative velocity gradient \( \mathbf{v} \otimes \nabla - \mathbf{\omega}_R \) in Eq. (13) describes the local motion of a material element with respect to the microstructure.

\[\footnote{\text{It is important to note that the Cosserat rotation tensor is not the rotation part of } \mathbf{F} \text{ obtained from a polar decomposition, i.e., if } \mathbf{F} = \mathbf{R}_F \cdot \mathbf{U} \text{ (where } \mathbf{U} \text{ is the right stretch tensor), then } \mathbf{R} \neq \mathbf{R}_F \text{ in general.}}\]
In order to study moving grain boundaries, the Cosserat model is enhanced with an additional degree of freedom in the form of a phase-field variable \( \phi \in [0, 1] \) and its gradient \( \nabla \phi = F^{-T} \cdot \nabla \phi \). The variable \( \phi \) can be considered as a coarse-grained or macroscopic order parameter where \( \phi = 1 \) in the bulk of a grain of perfect crystalline order and \( \phi < 1 \) in the diffuse grain boundary where crystal order is lower. In the presence of plastic deformation, the requirement \( \phi = 1 \) in the bulk of the grain must be relaxed, allowing for the disordering of the crystal lattice through dislocation densities building up and associated stored energy [1]. The study is restricted to single-phase materials. A separate orientation phase-field variable is not introduced. Rather, the Cosserat directors will be associated with the lattice orientations such that the degrees of freedom restricted to single-phase materials. A separate orientation phase-field variable is not introduced. Rather, the Cosserat directors will be associated with the lattice orientations such that the degrees of freedom be considered as a coarse-grained or macroscopic order parameter in the form of a phase-field variable \( \phi \). The virtual power density of internal forces is then given by

\[
\mathbf{p}^{(i)} = \mathbf{\sigma} : \left[ \mathbf{v} \otimes \nabla - \mathbf{\omega}_R \right] + \mathbf{m} : \left[ \mathbf{\dot{\omega}}_R \otimes \nabla \right] - \pi\phi \mathbf{\dot{\phi}} + \mathbf{\xi}_R \cdot \nabla \mathbf{\dot{\phi}}.
\]

(16)

The virtual power densities due to external forces and contact forces are given by

\[
\mathbf{p}^{(e)} = \mathbf{f} \cdot \mathbf{v} + \mathbf{c} \cdot \mathbf{\omega}_R + \pi^e \mathbf{\dot{\phi}},
\]

(18)

where \( \mathbf{f} \cdot \mathbf{c} \cdot \pi^e \), respectively, are volume forces and couples and a volume source term, and

\[
\mathbf{p}^{(c)} = \mathbf{t} \cdot \mathbf{v} + \mathbf{m}^c \cdot \mathbf{\omega}_R + \pi^c \mathbf{\dot{\phi}},
\]

(19)

where \( \mathbf{t} \) is the traction vector, \( \mathbf{m}^c \) is a surface density of couples and \( \pi^c \) the generalized traction for the phase field.

The principle of virtual power states that

\[
\int_D \mathbf{p}^{(i)} \, d\mathbf{v} = \int_D \mathbf{p}^{(e)} \, d\mathbf{v} + \int_{\partial D} \mathbf{p}^{(c)} \, ds
\]

(20)

over any region \( D \) with boundary \( \partial D \) of \( B \) and for all virtual fields. After integrating by parts and applying the divergence theorem, the principle of virtual power can then be written for the coupled Cosserat–phase-field problem as

\[
\int_D \left[ \mathbf{\sigma} \cdot \nabla + \mathbf{f} \right] \, d\mathbf{v} + \int_{\partial D} \left[ \mathbf{t} - \mathbf{\sigma} \cdot \mathbf{n} \right] \, ds
\]

\[
+ \int_D \mathbf{\dot{\omega}}_R \cdot \left[ \mathbf{m} \cdot \nabla + 2 \mathbf{a} + \mathbf{c} \right] \, d\mathbf{v} + \int_{\partial D} \mathbf{\dot{\omega}}_R \cdot \left[ \mathbf{m}^c - \mathbf{m} \right] \, ds
\]

\[
+ \int_D \left[ \nabla \cdot \mathbf{\xi}_\phi + \pi\phi + \pi^e \mathbf{\dot{\phi}} \right] \, d\mathbf{v} + \int_{\partial D} \left[ \pi^c - \mathbf{\xi}_\phi \cdot \mathbf{n} \right] \, ds = 0,
\]

(21)
where \( \mathbf{n} \) is the outward unit normal to \( \partial D \). By the requirement that (21) should hold over any region \( D \) and \( \forall (\phi, \mathbf{v}, \mathbf{\omega}_R) \), the local forms of the balance laws and boundary conditions follow directly and are given by

\[
\begin{align*}
\sigma \cdot \nabla + \mathbf{f} &= 0 \quad \text{in } B_t, \quad (22) \\
m \cdot \nabla + 2 \mathbf{\sigma} + \mathbf{c} &= 0 \quad \text{in } B_t, \quad (23) \\
\nabla \cdot \xi_\phi &= \pi_\phi + \pi^{ext}_\phi = 0 \quad \text{in } B_t, \quad (24)
\end{align*}
\]

and

\[
\begin{align*}
\sigma \cdot \mathbf{n} &= \mathbf{t} \quad \text{on } \partial B_t, \quad (25) \\
m \cdot \mathbf{n} &= m^c \quad \text{on } \partial B_t, \quad (26) \\
\xi_\phi \cdot \mathbf{n} &= \pi^\phi \quad \text{on } \partial B_t, \quad (27)
\end{align*}
\]

respectively.

2.3 Constitutive and evolution equations

The Clausius–Duhem inequality states that

\[
-\rho \dot{\Psi} + p^{(i)} \geq 0, \quad (28)
\]

where \( \Psi \) is the Helmholtz free energy density. Inserting the density of internal power (17) gives

\[
-\rho \dot{\Psi} + \mathbf{\sigma} : \left[ \mathbf{v} \otimes \nabla - \mathbf{\omega}_R \right] + \mathbf{m} : \left[ \mathbf{\omega}_R \otimes \nabla \right] - \pi_\phi \dot{\phi} + \xi_\phi \cdot \nabla \dot{\phi} \geq 0. \quad (29)
\]

Multiplying the above expression with \( J \) and taking note of Eqs. (13) and (14) together with (4), the Clausius–Duhem inequality can equivalently be written as

\[
-\rho_0 \dot{\Psi} + \tilde{\mathbf{\sigma}} : \tilde{\mathbf{F}}^{-1} \cdot \tilde{\mathbf{F}}^{-1} + \tilde{\mathbf{m}} : \tilde{\mathbf{F}}^{-1} \cdot \tilde{\mathbf{F}}^{-1} - \Pi_\phi \dot{\phi} + \xi_\phi \cdot \nabla_0 \dot{\phi} \geq 0, \quad (30)
\]

where the transformed stresses are given by

\[
\begin{align*}
\tilde{\mathbf{\sigma}} &= J R^T \cdot \mathbf{\sigma} \cdot R, \\
\tilde{\mathbf{m}} &= J R^T \cdot \mathbf{m} \cdot R, \\
\tilde{\xi}_\phi &= J F^{-1} \cdot \xi_\phi, \\
\Pi_\phi &= J \pi_\phi.
\end{align*}
\]

To extend the treatment to viscoplastic behavior, elastic and plastic strain measures must be defined. A multiplicative split of the Cosserat deformation gradient is adopted [28,49], such that

\[
\tilde{\mathbf{F}} = \tilde{\mathbf{F}}^e \cdot \tilde{\mathbf{F}}^p. \quad (35)
\]

This decomposition is illustrated in Fig. 1. Volumetric measures related to the respective deformations can be introduced according to

\[
J_e = \det(\tilde{\mathbf{F}}^e), \quad J_p = \det(\tilde{\mathbf{F}}^p). \quad (36)
\]

---

2 Isothermal conditions are assumed for a more compact presentation.

3 The multiplicative split of the deformation gradient is assumed here to be of the form \( \tilde{\mathbf{F}} = \mathbf{F}^e \cdot \mathbf{F}^p \) so that the elastic contribution can be related to the elastic contribution of the Cosserat deformation according to \( \tilde{\mathbf{F}}^e = \mathbf{R}^T \cdot \mathbf{F}^e \). The decomposition is made unique (up to a symmetry transformation of the crystal) by assuming an isoclinic intermediate configuration according to [49]. Consider the polar decomposition \( \mathbf{F}^e = \mathbf{R}^e \cdot \mathbf{U}^e \). In the case where the microrotation is required to follow the elastic rotation so that \( \mathbf{R} = \mathbf{R}^e \), the intermediate configuration coincides with the frame of the microstructure if the elastic stretches are small, i.e., \( \mathbf{U}^e \approx \mathbf{I} \).
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The corresponding partition of the wryness tensor is taken to be

\[ \Gamma = F^e \cdot F^p + \Gamma^p, \tag{37} \]

based on the arguments given in [21, 28, 61, 64]. Adopting decompositions (35) and (37), rather than a purely additive decomposition of the curvature \( \Gamma \), enables the definition of a released intermediate configuration where both force and couple stresses are removed.

The deformation rates appearing in Eq. (30) can be written in terms of the energetic and dissipative contributions according to

\[
\begin{align*}
\dot{\Gamma}^e \cdot \dot{\Gamma}^{-1} &= \dot{\Gamma}^e \cdot \dot{\Gamma}^{-1} + \dot{\Gamma}^p \cdot F^p - 1 \cdot \dot{\Gamma}^{-1}, \\
\dot{\Gamma}^p \cdot \dot{\Gamma}^{-1} &= \dot{\Gamma}^p \cdot \dot{\Gamma}^{-1} + \dot{\Gamma}^p \cdot \dot{\Gamma}^{-1} + \dot{\Gamma}^p \cdot F^p - 1 \cdot \dot{\Gamma}^{-1}.
\end{align*}
\tag{38} \tag{39}
\]

Inserted into (30), this gives

\[
\begin{align*}
- \rho_0 \dot{\Psi} - \Pi_{\phi} \dot{\phi} + \Sigma_{\phi} \cdot \nabla_0 \phi \\
+ \sigma : \dot{\Gamma}^e \cdot \dot{\Gamma}^{-1} + \hat{\Pi}^M : \dot{\Gamma}^p \cdot F^p - 1 \\
+ m : \dot{\Gamma}^e \cdot \dot{\Gamma}^{-1} + \hat{M} : \dot{\Gamma}^p \cdot F^p - 1 \geq 0,
\end{align*}
\tag{40}
\]

where

\[
\hat{\Pi}^M = \Pi^M + M^M
\tag{41}
\]

is the sum of the Mandel-type stress tensors defined as

\[
\begin{align*}
\Pi^M &= \dot{\Gamma}^e T \cdot \dot{\Gamma}^e - T = J F^e T \cdot \sigma \cdot F^e - T, \\
M^M &= \dot{\Gamma}^e T \cdot \dot{\Gamma}^e - T = J (R \cdot \dot{\Gamma}^e)^T \cdot m \cdot F^e - T,
\end{align*}
\tag{42} \tag{43}
\]

and

\[
\hat{M} = \dot{m} \cdot \dot{\Gamma}^e - T.
\tag{44}
It is now assumed that the Helmholtz free energy takes the form

\[ \rho_0 \Psi = \psi (\mathbf{F}^e, \mathbf{F}^e, \phi, \nabla \phi, r^\alpha) \]  

(45)

where \( r^\alpha \) are internal variables related to the viscoplastic behavior (later they will be associated with the densities of statistically stored dislocations for all \( N \) slip systems \( \alpha = 1, \ldots, N \)). Following the approach by Gurtin [34] or [35], in order to account for the relaxational behavior of a phase-field model, the stress measure \( \Pi_\phi \) associated with the phase-field \( \phi \) is assumed to have equilibrium and non-equilibrium contributions in analogy with a viscous Kelvin element, such that

\[ \Pi_\phi = \Pi_{\phi}^{eq} + \Pi_{\phi}^{neq}. \]  

(46)

The Clausius–Duhem inequality now takes the form

\[
\begin{aligned}
- \frac{\partial \psi}{\partial \mathbf{F}^e} &+ \mathbf{z} \cdot \mathbf{F}^e T - \mathbf{z} \mathbf{m} \cdot \mathbf{F}^e T + \frac{\partial \psi}{\partial \mathbf{m}} \cdot \mathbf{F}^e T \\
+ \left[ - \frac{\partial \psi}{\partial \phi} - \Pi_{\phi}^{eq} \right] \dot{\phi} + \left[ - \frac{\partial \psi}{\partial \nabla \phi} + \xi_{\phi} \right] \cdot \nabla \phi \\
+ \dot{\Pi}^M \cdot \dot{\mathbf{F}}^p \cdot \mathbf{F}^{p-1} + \dot{\mathbf{M}} \cdot \dot{\mathbf{F}}^p \cdot \mathbf{F}^{p-1} \\
- \Pi_{\phi}^{neq} \dot{\phi} - \sum_{\alpha=1}^N R^\alpha \dot{r}^\alpha \geq 0,
\end{aligned}
\]  

(47)

where the thermodynamic force associated with the internal variable \( r^\alpha \) is given by

\[ R^\alpha = \frac{\partial \psi}{\partial r^\alpha}. \]  

(48)

The terms on the first two lines of (47) are assumed to be purely energetic. Setting each of them in turn to zero yields the constitutive relations

\[
\begin{aligned}
\mathbf{z} \mathbf{m} &= \frac{\partial \psi}{\partial \mathbf{m}} \cdot \mathbf{F}^e T, \\
\Pi_{\phi}^{eq} &= - \frac{\partial \psi}{\partial \phi}, \\
\xi_{\phi} &= \frac{\partial \psi}{\partial \nabla \phi}.
\end{aligned}
\]  

(49-52)

The remaining terms on the bottom two lines of (47) are assumed to be dissipative. It is postulated that there exists a dissipation potential with contributions related to each term, such that

\[ \Omega = \Omega^p \left( \dot{\Pi}^M, R^\alpha \right) + \Omega^\mathbf{F} \left( \dot{\mathbf{M}} \right) + \Omega^\phi \left( \Pi_{\phi}^{neq} \right), \]  

(53)

with

\[
\begin{aligned}
\dot{\mathbf{F}}^p \cdot \mathbf{F}^{p-1} &= \frac{\partial \Omega^p}{\partial \Pi^M}, \\
\dot{\mathbf{M}} \cdot \mathbf{F}^{p-1} &= \frac{\partial \Omega^\mathbf{F}}{\partial \mathbf{M}}, \\
- \dot{r}^\alpha &= \frac{\partial \Omega^p}{\partial R^\alpha}.
\end{aligned}
\]  

(54-56)
- \dot{\phi} = \frac{\partial \Omega^\phi}{\partial \Pi^\text{eq}}. 

The intrinsic dissipation inequality can finally be written as

$$\mathcal{D} = \hat{\Pi}^M : \frac{\partial \Omega^\mu}{\partial \Pi^M} + \hat{\kappa}^M : \frac{\partial \Omega^\tau}{\partial \kappa^M} + \Pi^\text{eq}_\phi : \frac{\partial \Omega^\phi}{\partial \Pi^\text{eq}_\phi} + \sum_{\alpha=1}^N R^\alpha : \frac{\partial \Omega^\mu}{\partial R^\alpha} \geq 0. \quad (58)$$

### 2.4 Alternative formulation of constitutive equations

The constitutive relations derived above from (47) contain a mix of mechanical quantities defined in the local frame of the microstructure and Lagrangian variables for the phase-field part, defined in the referential configuration \( \mathcal{B}_0 \). An alternative formulation with the phase-field part defined in the intermediate configuration is possible \([47]\). To this end, a quantity \( \hat{K}_\phi \) is now introduced in the intermediate configuration through appropriate pull-back/push-forward operations on the gradients of \( \phi \), such that

$$\hat{K}_\phi = \hat{F}^p \cdot \nabla \phi = \hat{F}^{eT} \cdot \nabla \phi. \quad (59)$$

A generalized stress \( \bar{\xi}_\phi \) that is work conjugate to \( \hat{K}_\phi \) can be found according to the requirement that the work generated by \( \bar{\xi}_\phi \) over \( \nabla \phi \) on a volume element \( dv \) in \( \mathcal{B}_I \) should be equal to that generated by \( \bar{\xi}_p \) over \( \hat{K}_\phi \) on a (fictitious) volume element \( dV_p \) in the released state, i.e.,

$$\bar{\xi}_\phi \cdot \nabla \phi \cdot dv = J_e \bar{\xi}_\phi \cdot \nabla \phi \cdot dV_p = J_e \bar{\xi}_\phi \cdot \hat{F}^{eT} \cdot \hat{K}_\phi = \bar{\xi}_p \cdot \hat{K}_\phi \cdot dV_p \quad (60)$$

where

$$\bar{\xi}_p = J_e \hat{F}^{e-1} \cdot \bar{\xi}_\phi = \frac{1}{J_p} \hat{F}^p \cdot \bar{\xi}_\phi. \quad (61)$$

The Clausius–Duhem inequality (30) can now be written in terms of the newly introduced, intermediate quantities by noting that

$$\bar{\xi}_\phi \cdot \nabla \phi = \frac{1}{J} \left[ \hat{F} \cdot \bar{\xi}_\phi \right] \cdot \left[ \nabla \phi \cdot \hat{F}^{-1} \right] = \frac{1}{J} \hat{F}^0 \cdot \nabla \phi = \frac{1}{J_e} \left[ \hat{F}^{p-1} \cdot \bar{\xi}_p \right] \cdot \left[ \hat{F}^{pT} \cdot \hat{K}_\phi + \hat{F}^{pT} \cdot \hat{K}_\phi \right] = \frac{1}{J_e} \hat{F}^{pT} \cdot \hat{K}_\phi + \frac{1}{J_e} \left[ \hat{K}_\phi \otimes \bar{\xi}_p \right] \cdot \hat{F}^{pT} \cdot \hat{F}^{p-1}. \quad (62)$$

Assuming now a free energy density of the format (to be compared to 45)

$$\rho_0 \psi = \psi_p (\hat{F}^e, \hat{\Gamma}^e, \phi, \hat{K}_\phi, r^\alpha), \quad (63)$$

the dissipation inequality can be written as

$$\left[ \frac{\partial \psi_p}{\partial \hat{F}^e} + \frac{\partial \phi}{\partial \hat{\Gamma}^e} \right] \cdot \hat{\phi} + \left[ -\frac{\partial \psi_p}{\partial \phi} - \Pi^\text{eq}_\phi \right] \cdot \hat{\pi} + \left[ \frac{\partial \psi_p}{\partial \hat{K}_\phi} + J_p \bar{\xi}_p \right] \cdot \hat{\phi}$$

$$+ \hat{\Pi}^M : \hat{F}^p \cdot \hat{F}^{p-1} + \hat{\kappa}^M : \hat{\Gamma}^p \cdot \hat{F}^{p-1}$$

$$- \Pi^\text{eq}_\phi \hat{\phi} - R^\alpha \cdot \hat{\pi} \geq 0, \quad (64)$$

where

$$\hat{\Pi}^M = \hat{\Pi}^M + J_p \hat{K}_\phi \otimes \bar{\xi}_p. \quad (65)$$

---

4 For a formulation entirely in the local frame of the microstructure, see “Appendix A.”
According to (64), state laws (49) to (51) still hold, but Eq. (52) is replaced by

$$\xi_p = \frac{1}{J_p} \frac{\partial \psi_p}{\partial K_{\phi}}.$$  

(66)

Usual finite deformation phase-field theories mainly rely on a Lagrangian or Eulerian format for the phase-field gradient [13,14]. The framework proposed in this subsection is a new formulation of phase-field models coupled with plasticity compared to existing ones [9,18,62,63]. It is also necessary to define the dissipation potential for the plasticity in terms of the modified Mandel-type stress \(\tilde{\Pi}_{\sim M}\) so that

$$\Omega = \Omega^p \left( \tilde{\Pi}_M, R^a \right) + \Omega^f (\tilde{\gamma}_e) + \Omega^\phi \left( \Pi_{\phi}^{\neq \phi} \right),$$  

(67)

with

$$\dot{F}^p \cdot F^{p-1} = \frac{\partial \Omega^p}{\partial \Pi_M}.$$  

(68)

**3 Explicit choices for the free energy and dissipation potentials**

The system of equations is closed in this section by explicit expressions for the Helmholtz energy density and the dissipation potentials of the model.

3.1 Helmholtz free energy

The following free energy function is adopted

$$\psi \left( \mathring{\Gamma}^e, \mathring{\Gamma}^e, \phi, \nabla_0 \phi, r^a \right) = \mu \left( ||\text{sym}(\mathring{\Gamma}^e) - I||^2 + \mu_c ||\text{skew}(\mathring{\Gamma}^e - I)||^2 + \lambda \left[ J^e - 1 \right]^2 \right)$$

$$+ f_0 \left( \frac{1}{2} \left[ 1 - \phi \right]^2 + \frac{a^2}{2} ||\nabla_0 \phi||^2 + s g(\phi) ||\mathring{\Gamma}^e|| + \frac{E^2}{2} h(\phi) ||\mathring{\Gamma}^e||^2 \right)$$

$$+ \phi \sum_{\alpha=1}^N \frac{1}{2} \mu r^\alpha.$$  

(69)

The three lines in the previous equation, respectively, contain contributions related to elasticity, GB and GND energy and SSD-based energy. For simplicity, the free energy density is taken as an isotropic function of its arguments. Anisotropy for the linear Cosserat theory has been treated in [40]. The material parameters for the elastic behavior are the Lamé parameters \(\mu\) and \(\lambda\) together with the Cosserat coupling modulus \(\mu_c\) [11,46,54]. The latter relates the relative rotation to the skew-symmetric part of the stress tensor and acts as a penalty parameter in order to limit the skew-symmetric Cosserat deformation.

The elastic moduli all have unit [Pa], as does the parameter \(f_0\). The elasticity parameters could be made to depend on the value of \(\phi\); however, this option is not explored in this work for mainly two reasons. First, single-phase materials are considered and the phase-field order parameter only distinguishes between grain and grain boundary regions. It is assumed that any difference in elastic behavior in the GB regions compared to the bulk of the grains can be ignored. Second, introducing such a dependence would also introduce additional driving forces for GB migration. This is outside of the scope of the current investigation which focuses on driving forces due to accumulated dislocation densities.

The term in brackets in Eq. (69) related to this latter parameter is nonstandard and is inspired by the KWC phase-field model [42,74]. A more classical formulation with separate contributions from the symmetric and skew-symmetric curvature tensor can be found in, e.g., [54]. The linear term in lattice curvature was shown by [42] to be necessary to localize the grain boundaries, whereas a higher-order term diffuses them and is necessary for GB mobility. In terms of a physical interpretation, the linear term in the norm of the curvature tensor can interpreted as the self-energy of the geometrically necessary dislocations, whereas the quadratic term represents the elastic interaction between them [53,56]. This interpretation relies on the relation between the torsion–curvature tensor and the dislocation density tensor, also called GND tensor. The linearized lattice
curvature tensor is often used as an approximation of the full dislocation density tensor following [55]. Potentials involving the full dislocation density tensor were proposed in [19,29,56,75], and it was likewise used in the KWC inspired energy density in [4].

For GB migration in a single-phase material, the single-well potential $\frac{1}{2} [1 - \phi]^2$ is adopted in line with [42]. The coupling functions $g(\phi)$ and $h(\phi)$ must be nonnegative for ensuring positive grain boundary energies. For simplicity, we have considered increasing monotonous functions as in the original KWC model. It is worth noting that, with such a choice, it is still possible to fine tune $g(\phi)$ so as to recover the Read–Shockley dependency of the grain boundary energy with respect to the misorientation [1,42]. The parameters $a$, $s$ and $\varepsilon$ all have unit [m]. These parameters together with $f_0$ must be calibrated to yield the correct grain boundary energy and mobility for the GB migration. In the last term, $\chi$ is a constant parameter close to 0.3 [36].

From (69) together with Eqs. (49)–(52), the material behavior is now described by

$$\dot{\gamma} = 2\mu \left[ \text{sym}(\dot{\varphi}^F) - I \right] \cdot \dot{\varphi}^F + 2\mu_e \text{skew}(\dot{\varphi}^e) \cdot \dot{\varphi}^e T + \lambda \epsilon \left[ J_e - 1 \right] I,$$

$$\dot{\mu} = f_0 \left[ s g(\phi) \frac{1}{||\dot{\varphi}^e||} + \varepsilon^2 h(\phi) \right] \dot{\varphi}^e \cdot \dot{\varphi}^e T,$$

$$\Gamma_{\phi}^{e\alpha} = f_0 \left[ 1 - \phi - s \frac{\partial g}{\partial \phi} ||\dot{\varphi}^e|| - \frac{\varepsilon^2}{2} \frac{\partial h}{\partial \phi} ||\dot{\varphi}^e||^2 \right] - \sum_{\alpha=1}^{N} \chi \frac{\mu}{2} \tau^{\alpha 2},$$

$$\xi_{\phi}^{e0} = f_0 a^2 \nabla \phi.$$

The inclusion of the linear term $||\dot{\varphi}^e||$ in the energy density results in a singular term in Eq. (71) which requires special attention in the numerical treatment [41,42,75].

3.2 Dissipation potentials for single crystal plasticity and GB migration

It is assumed for simplicity in this presentation that the wryness tensor is purely energetic, thus setting $\Gamma^p = 0$ in Eq. (37). A format for the kinematics for plastic wryness due to edge and screw dislocations was proposed in [28]. A diffuse grain boundary description is adopted in this work, and it will be assumed that the evolution of plastic deformation in the bulk of the grains and inside the diffuse grain boundary take different forms. In the bulk of the grains, plastic deformation is assumed to take place through slip on preferred slip systems according to the classical description of single crystal plasticity. A viscoplastic flow rule taken from [17] is adopted. In order to allow for different behaviors inside the grain boundary, the plastic potential is assumed to have an additional term in the form:

$$\Omega^p(\hat{\mathbf{n}}^M, R^a) = \sum_{\alpha=1}^{N} \frac{K_u}{n+1} \left[ \frac{||\tau^{\alpha} - R^a||}{K_u} \right]^{n+1} + \eta_{\phi}^{-1}(\phi, \nabla \phi, \dot{\varphi}^e) \times \hat{\mathbf{n}}^M \cdot \nabla \hat{\mathbf{n}}^M,$$  

(74)

where the resolved shear stress $\tau^{\alpha}$ on slip system $\alpha$ is given by

$$\tau^{\alpha} = \xi^{\alpha} \cdot \hat{\mathbf{n}}^M \cdot \mathbf{n}^a,$$  

(75)

and $\xi^{\alpha}$ and $\mathbf{n}^a$ are the slip direction and normal to the slip plane of system $\alpha$. The second term depends only on the skew-symmetric part of $\hat{\mathbf{n}}^M$, represented by the pseudo-vector $\hat{\mathbf{n}}^M$. In Eq. (74), $K_u$ and $n$ are viscosity parameters. The thermodynamical forces $R^a$ represent the critical resolved shear stress on each slip system. The viscosity parameter $\eta_\phi$, that has unit [Pa s], is allowed to depend in a general way on the phase-field parameter $\phi$ and its gradient, as well as the curvature tensor $\dot{\varphi}^e \cdot \dot{\varphi}^e T$, to distinguish the behavior in the bulk from the behavior in the grain boundary. Following [32], the thermodynamical variables are treated as parameters when they are included in the dissipation potential. An alternative to (74) which is not pursued here is to adopt a mixture-type format [5,59]. From Eq. (54) together with (74), the evolution for the plastic deformation is derived to be

$$\dot{F}^p \cdot F^p^{-1} = \frac{\partial \Omega^p}{\partial \hat{\mathbf{n}}^M} = \sum_{\alpha=1}^{N} \dot{\varphi}^{\alpha} \tilde{\xi}^{\alpha} \otimes \mathbf{n}^a + \eta_{\phi}^{-1}(\phi, \nabla \phi, \dot{\varphi}^e) \text{skew} \left( \hat{\mathbf{n}}^M \right),$$  

(76)
where the slip rate \( \dot{\gamma}^a \) is given by

\[
\dot{\gamma}^a = \left( \frac{|\gamma^a| - R^a}{K_v} \right)^n \text{sign } \tau^a ,
\]

where \( (\bullet) = \text{Max}(\bullet, 0) \). Two contributions are visible in Eq. (77): the usual plastic flow rule for single crystals, on the one hand, and a Newtonian contribution proportional to the skew-symmetric part of the Mandel stress tensor which is active in the GB only, on the other hand.

The internal variables \( r^a \) are related to the densities of statistically stored dislocations as follows. First, the associated forces \( R^a \) are given by

\[
R^a = \frac{\partial \psi}{\partial r^a} = \phi \chi \mu r^a.
\]

It is assumed that each \( r^a \) depends on the statistically stored dislocation densities \( \rho^\beta \) according to

\[
r^a = b \sum_{\beta=1}^{N} h^{a\beta} \rho^\beta
\]

where \( b \) is the norm of the Burgers vector of the considered slip system family and \( h^{a\beta} \) is the interaction matrix accounting for self and latent hardening. The evolution of dislocations during plastic deformation is due to multiplication and annihilation mechanisms which can be described by the following Kocks–Mecking–Teodosiu evolution equation [43,69]:

\[
\dot{\rho}^a = \begin{cases} 
\frac{1}{\phi} \left( K \sqrt{\sum_{\beta} \rho^\beta} - 2d\rho^a \right) |\dot{\gamma}^a| - \rho^a C_D A(||\mathbf{T}^e||) \dot{\phi} & \text{if } \phi > 0 \\
\frac{1}{\phi} \left( K \sqrt{\sum_{\beta} \rho^\beta} - 2d\rho^a \right) |\dot{\gamma}^a| & \text{if } \phi \leq 0
\end{cases}
\]

Here, a term has been added to account for the annihilation of dislocations due to grain boundary migration [1,7]. It is active if \( \phi > 0 \) in order to ensure that the recovery only takes place behind the sweeping grain boundary. The parameter \( C_D \) determines the dynamics of the recovery with a lower value leading to only partial recovery and a higher value leading to full recovery. The function \( A(||\mathbf{T}^e||) \) serves to localize the process inside the grain boundary region. The other terms in (80) describe, respectively, the competing dislocation storage and dynamic recovery taking place during the deformation process. The parameter \( K \) is a dislocation mobility constant, and \( d \) is the critical annihilation distance between opposite sign dislocations. It may be noted that Eq. (80) does not imply transfer of dislocation densities between slip systems. Instead, it is assumed in the model that the lattice rotates to change its orientation due to GB migration and that each slip system is rotated in the same way keeping track of each associated dislocation density. This may not reflect the actual physical mechanism of dislocation sweeping by the GB but is a consequence of the proposed phase-field approach. In general, however, parameter \( C_D \) is large enough for the dislocations to disappear after the sweeping of the GB [7]. Equation (80) together with (78) and (79) completely describe the kinematics for the internal variables, but they have not been derived from the dissipation potential \( \Omega^p(\mathbf{\hat{N}}^M, R^a) \) because such a potential for the Kocks–Mecking–Teodosiu model is not currently known [15].

Inserted into (47), the dissipation related to the internal variables becomes

\[
\mathcal{D}^a = -\sum_{a=1}^{N} R^a \dot{r}^a = -\phi \chi \mu \frac{b^2}{2} \sum_{a=1}^{N} \sum_{\beta=1}^{N} h^{a\beta} \dot{\rho}^\beta.
\]

Recovery processes and annihilation of dislocations lead to dissipation of energy (since \( \dot{\rho}^a < 0 \Rightarrow \mathcal{D}^a > 0 \)), whereas energy is stored if the dislocation density increases.

Lastly, the dissipation potential related to the phase-field variable is taken to be a simple quadratic format following [1,34] such that

\[
\Omega^\phi = \eta^{-1}_\phi \left( \phi, \nabla \phi, \mathbf{T}^e \right) \frac{1}{2} \pi^\phi \nabla \phi^2,
\]

which clearly leads to nonnegative dissipation in (58). In (82), \( \eta_\phi \) is a viscosity parameter which is allowed to depend in a general way on the phase field and curvature. It has unit [Pa s]. The kinematics of the phase-field \( \phi \) is then given by

\[
\eta_\phi(\phi, \nabla \phi, \mathbf{T}^e) \phi = -\pi^\phi \nabla \phi.
\]
3.3 Description using intermediate phase-field quantities

For the alternative formulation with the phase-field part formulated in the intermediate configuration, $K_\phi$ should be used in the energy density rather than $\nabla \phi$ and constitutive relation (66) replaces Eq. (52). The energy density is taken to be

$$
\psi_\phi (\tilde{\tau}^{\alpha}, \tilde{T}^{\alpha}, \phi, K_\phi, r^\alpha) = \mu ||\text{sym}(\tilde{\tau}^{\alpha}) - I||^2 + \mu e ||\text{skew}(\tilde{\tau}^{\alpha} - I)||^2 + \kappa \left[ J^e - \frac{1}{f_0} \right]^2
$$

$$
+ f_0 \left[ \frac{1}{2} (1 - \phi)^2 + \frac{\alpha^2}{2} ||K_\phi||^2 + s g(\phi)||\tilde{T}^{\alpha}||^2 + \kappa^2 h(\phi)||\tilde{T}^{\alpha}||^2 \right]
$$

$$
+ \phi \sum_{\alpha=1}^{N} \frac{\chi}{2} \mu r^\alpha. \tag{84}
$$

The intermediate microstress measure $\tilde{\xi}^\alpha$ is then given by

$$
\tilde{\xi}^\alpha = \frac{1}{f_0} \frac{\partial \psi_\phi}{\partial K_\phi} = \frac{1}{f_0} f_0 a^2 K_\phi. \tag{85}
$$

In this alternative formulation, the evolution of viscoplastic deformation is associated with an enhanced Mandel-type stress measure according to (65). The plastic potential in terms of $\tilde{\Pi}^M$ is taken to be

$$
\Omega^p(\tilde{\Pi}^M) = \sum_{\alpha=1}^{N} \frac{K_v}{n+1} \left( \frac{||\tilde{\tau}^{\alpha}||}{K_v} \right)^{n+1} + \eta_n^{-1}(\phi, \nabla \phi, \tilde{\Pi}^{\alpha}) \tilde{\Pi}^M \cdot \tilde{\Pi}^M, \tag{86}
$$

where

$$
\tilde{\tau}^{\alpha} = \tilde{\xi}^{\alpha} \cdot \tilde{\Pi}^M, \tilde{n}^{\alpha} = \tilde{\xi}^{\alpha} \cdot \tilde{\Pi}^M + J_\phi \left[ \tilde{\xi}^{\alpha} \cdot K_\phi \right] \tilde{n}^{\alpha} \cdot \tilde{\xi}^\alpha = \tau^{\alpha} - x^{\alpha}. \tag{87}
$$

The term $x^{\alpha} = -J_\phi \left[ \tilde{\xi}^{\alpha} \cdot K_\phi \right] \tilde{n}^{\alpha} \cdot \tilde{\xi}^\alpha$ plays the role of a back-stress for each slip system. A consequence of the introduction of the intermediate quantity $K_\phi$ is therefore additional kinematic hardening, due to the higher-order terms. This fact has been discussed in a different context of strain gradient plasticity (cf. [47]).

3.4 Initial conditions on lattice orientation

In a polycrystal, the grains have different initial orientations even in an undeformed state. In this work, the Cosserat rotations are associated with the lattice directions and it is therefore considered that $R_0 = R|_{t=0} \neq 0$.

In the absence of initial residual stresses, there should be zero stress in the undeformed polycrystal which requires that $\tilde{\tau}^{\alpha} = \tilde{\tau}^{\alpha} |_{t=0} = I$. This can be achieved by introducing nonvanishing initial values for the plastic distortion:

$$
\tilde{F}^p_0 = R_0^T, \tag{88}
$$

so that

$$
\tilde{\tau}^{\alpha} = R_0^T \cdot \tilde{F}^p_0 = R_0^T \cdot I = \tilde{\tau}^{\alpha} \cdot \tilde{F}^e_0 = I \cdot R_0^T. \tag{89}
$$

With $\tilde{\tau}^{\alpha} = R_0^T \cdot \tilde{F}^e_0$, this implies that $\tilde{F}^e_0 = R_0$. Such a decomposition was also proposed in [3] for diffuse interface-based models for polycrystals. A piecewise constant field $R_0$ would correspond to a sharp interface description, whereas a diffuse interface description is obtained by assuming that $R_0$ varies smoothly over the grain boundaries. The latter approach will be adopted here.

4 Linearization and comparison with KWC model

In this section, the linearized model is derived for the case of small displacements, small rotations and small curvature. The resulting equations are then compared with the governing equations of the KWC phase-field model.
4.1 Kinematics

The linearized rotation tensor is given by

$$ R \approx I - \varepsilon \cdot \Theta. $$

(90)

so that the Cosserat deformation can be written approximately as

$$ F = R^T \cdot F \approx I + \mathbf{u} \otimes \nabla + \varepsilon \cdot \Theta, $$

(91)

and its rate as

$$ \dot{F} \cdot F^{-1} \approx \dot{u} \otimes \nabla + \varepsilon \cdot \dot{\Theta} = \dot{\varepsilon} + \omega + \varepsilon \cdot \dot{\Theta}. $$

(92)

where $\varepsilon$ is the usual small strain tensor and $\omega$ is the spin tensor taken as the skew-symmetric part of the velocity gradient. The linearized wryness tensor is given by

$$ \dot{\Gamma} \approx \Theta \otimes \nabla. $$

(93)

The deformation measures in the geometrically linear theory are therefore taken to be

$$ e = \mathbf{u} \otimes \nabla + \varepsilon \cdot \Theta, $$

(94)

where

$$ \varepsilon = \Theta \otimes \nabla. $$

(95)

In the linearized setting, the elastic-viscoplastic multiplicative split of Cosserat deformation (35) becomes an additive decomposition according to

$$ e = e^e + e^p, $$

(96)

with

$$ \dot{e} = \dot{\mathbf{u}} \otimes \nabla + \dot{\varepsilon} \cdot \dot{\Theta} = \dot{\varepsilon} + \omega + \dot{\varepsilon} \cdot \dot{\Theta} = \dot{e}^e + \dot{e}^p, $$

(97)

No corresponding additive split of the curvature tensor is proposed here because it is assumed to be purely energetic in this work for simplicity. By defining $\dot{\omega}^p := \dot{e}^p$ and $\dot{\omega}^e := \dot{\omega} - \dot{\omega}^p$, it can be concluded that

$$ \dot{e}^e = \dot{\omega} + \dot{\omega}^p - \dot{\Theta}. $$

(98)

which in turns implies that

$$ \dot{e}^e = \dot{\omega}^e - \dot{\omega} - \dot{\Theta}. $$

(99)

This last relation says that the skew-symmetric part of the elastic deformation in the model is the difference between the lattice rotation rate and the Cosserat spin. This is an important result as it provides a link between the lattice and microrotation rates. The lattice and Cosserat rotations coincide if the elastic deformation is symmetric, i.e., if

$$ \dot{e}^e \equiv 0. $$

(98)

The previous kinematic equations are the same as the ones postulated within the small deformation framework in [7].
4.2 Constitutive and evolution equations

Helmholtz energy density (69) for the linear case is given by

\[
\psi(e^\sim, \kappa, \phi, \nabla \phi, r^\alpha) = \frac{\lambda}{2} |\text{tr}(e^\sim)|^2 + \mu |e^\sim|^2 + 2 \mu_c |\varepsilon^\sim e|^2 \\
+ f_0 \left[ \frac{1}{2} \left( 1 - \phi \right)^2 + \frac{a^2}{2} |\nabla \phi|^2 + \frac{s g(\phi)|\kappa| + \frac{\varepsilon^2}{2} h(\phi)|\kappa|^2 \right] \\
+ \phi \sum_{\alpha=1}^{N} \frac{\chi}{2} \mu r^\alpha^2
\]

where \( e^\sim \) is the symmetric part of the linear elastic deformation \( e^\sim \). The corresponding state laws are given by

\[
\sigma = \frac{\partial \psi}{\partial e^\sim} = 2 \mu e^\sim - 2 \mu_c e^\sim e + \lambda \text{tr}(e^\sim) I ,
\]

\[
m = \frac{\partial \psi}{\partial \kappa} = f_0 \left[ \frac{sg(\phi)}{|\kappa|} + e^2 h(\phi) \right] \kappa ,
\]

\[
\pi_{\phi}^{eq} = - \frac{\partial \psi}{\partial \phi} = f_0 \left[ 1 - \phi - s \frac{\partial g(\phi)}{\partial \phi} |\kappa| - \frac{\varepsilon^2}{2} \frac{\partial h(\phi)}{\partial \phi} |\kappa|^2 \right] - \sum_{\alpha=1}^{N} \frac{\chi}{2} \mu r^\alpha^2 ,
\]

\[
\xi_{\phi} = \frac{\partial \psi}{\partial \nabla \phi} = f_0 a^2 \nabla \phi .
\]

The evolution of plastic strain in the linearized case is given by

\[
\dot{\varepsilon}^p = \sum_{\alpha=1}^{N} \dot{\gamma}^\alpha \ell^\alpha \otimes n^\alpha + \eta^{-1}_s(\phi, \nabla \phi, \kappa) \text{skew}(\sigma) ,
\]

where the resolved shear stress on slip system \( \alpha \) is \( \tau^\alpha = \ell^\alpha \cdot \sigma \cdot n^\alpha \) and the slip rate \( \dot{\gamma}^\alpha \) is given by (77).

Equation (106) can be split into symmetric and antisymmetric parts so that

\[
\text{sym}(\dot{\varepsilon}^p) = \dot{\varepsilon}^p = \text{sym} \left( \sum_{\alpha=1}^{N} \dot{\gamma}^\alpha \ell^\alpha \otimes n^\alpha \right) ,
\]

\[
\text{skew}(\dot{\varepsilon}^p) = \omega^p = \text{skew} \left( \sum_{\alpha=1}^{N} \dot{\gamma}^\alpha \ell^\alpha \otimes n^\alpha \right) + \eta^{-1}_s(\phi, \nabla \phi, \kappa) \text{skew}(\sigma) .
\]

The last term of Eq. (108) will be called \( \omega^* \), and the evolution law can then be split into two distinct contributions

\[
\omega^p - \omega^* = \text{skew} \left( \sum_{\alpha=1}^{N} \dot{\gamma}^\alpha \ell^\alpha \otimes n^\alpha \right) ,
\]

\[
\dot{\varepsilon}^p = \dot{\varepsilon}^\text{slip} + \dot{\varepsilon}^* ,
\]

The viscosity parameter \( \eta_s(\phi, \nabla \phi, \kappa) \) is chosen so that it is very large inside the bulk, with the consequence that \( \dot{\varepsilon}^* \) is only allowed to change significantly inside the grain boundary. In the interior of the grains, classical crystal plasticity by slip will still be the dominant mechanism for plastic evolution. Based on (109) and (110), the skew-symmetric plastic deformation is decomposed as
with
\[ \dot{\varepsilon}^{\text{slip}} = \omega^p - \omega^*, \]
\[ \dot{\varepsilon}^{\text{slip}} = \dot{\omega}. \]

The quantity \( \dot{\varepsilon}^* \), which was introduced as an eigendeformation in [7], has now been associated explicitly with the viscoplastic spin.

4.3 Initial conditions on lattice orientation

In the interest of modeling a polycrystal which is initially not elastically deformed (no residual stresses) but still consists of grains of different orientations, the orientation field at \( t = 0 \) is allowed to be nonzero at time \( t = 0 \). Since
\[ \dot{\varepsilon} = \dot{\varepsilon}^e + \dot{\varepsilon}^p = -\frac{1}{2} \varepsilon : [\mathbf{u} \otimes \nabla] - \theta, \]
it is possible to have an initially oriented configuration without displacements and without elastic deformation if
\[ \varepsilon^p \bigg|_{t=0} = -\theta \bigg|_{t=0}, \]
It is assumed that the initial plastic deformation is entirely due to \( \dot{\varepsilon}^* \), so that
\[ \varepsilon^* \bigg|_{t=0} = -\theta \bigg|_{t=0}, \quad \varepsilon^{\text{slip}} \bigg|_{t=0} = 0. \]

4.4 Comparison with KWC model

The proposed model can now be compared with the KWC model [42,74]. The KWC model is formulated in 2D for two fields, \( \phi \) and the orientation \( \theta \). Evolution equations are found by the usual relaxational dynamics of a phase-field method. Assuming an energy density
\[ \psi_{KWC}(\phi, \nabla \phi, \nabla \theta) = f_0 \left[ \frac{1}{2} [1 - \phi]^2 + \frac{a^2}{2} |\nabla \phi|^2 + s g(\phi)|\nabla \theta|^2 + \frac{\varepsilon^2}{2} h(\phi)|\nabla \theta|^2 \right], \]
the resulting phase-field evolution equations for the KWC model are given by
\[ \eta_\phi(\phi, \nabla \phi, \nabla \theta) \dot{\phi} = f_0 a^2 \Delta \phi - f_0 \left[ \phi - 1 + s \frac{\partial g}{\partial \phi} |\nabla \theta|^2 + \frac{\varepsilon^2}{2} \frac{\partial h}{\partial \phi} |\nabla \theta|^2 \right], \]
\[ \eta_\theta(\phi, \nabla \phi, \nabla \theta) \dot{\theta} = f_0 \nabla \cdot \left[ s g(\phi) \frac{\nabla \theta}{|\nabla \theta|} + \varepsilon^2 h(\phi) \nabla \theta \right], \]
where \( \eta_\phi \) and \( \eta_\theta \) are mobility functions. They may in general depend on the phase fields and their gradients to distinguish the behavior in the bulk of the grains from the behavior inside the grain boundary region.

Inserting (104), (105) and (83) into (24) results in
\[ \eta_\phi(\phi, \nabla \phi, \kappa) \dot{\phi} = f_0 a^2 \Delta \phi - f_0 \left[ \phi - 1 + s \frac{\partial g}{\partial \phi} |\kappa|^2 + \frac{\varepsilon^2}{2} \frac{\partial h}{\partial \phi} |\kappa|^2 \right] - \sum_{a=1}^{N} \frac{\chi}{2} \mu_c a^2. \]

In the same manner, inserting (102) and (103) into (23) results in
\[ \dot{\theta} = \frac{f_0}{2} \left[ s g(\phi) \frac{\kappa}{|\kappa|} + \varepsilon^2 h(\phi) \kappa \right] \cdot \nabla + 2 \mu_c \dot{\varepsilon}^e. \]
The last expression can be rewritten as
\[-\dot{\sigma} = \frac{f_0}{2} \left[ s g(\phi) \frac{\kappa}{||\kappa||} + \varepsilon^2 h(\phi) \kappa \right] \cdot \nabla, \tag{122}\]
which together with (110) gives
\[-\eta_\star(\phi, \nabla \phi, \kappa) \dot{\omega}_\star = \frac{f_0}{2} \left[ s g(\phi) \frac{\kappa}{||\kappa||} + \varepsilon^2 h(\phi) \kappa \right] \cdot \nabla. \tag{123}\]

In particular, for a plane problem where rotation takes place only around one axis, there is only one nonzero component \(\theta\) in \(\Theta\) and the above expressions (120) and (121) can be written as
\[\eta_\phi(\phi, \nabla \phi, \kappa) \dot{\phi} = f_0 a^2 \Delta \phi - f_0 \left[ \phi - 1 + s \frac{\partial g}{\partial \phi} |\nabla \theta| + \frac{\varepsilon^2}{2} \frac{\partial h}{\partial \phi} |\nabla \theta|^2 \right] - \sum_{\alpha=1}^{N} \frac{\chi}{2} \mu_c r^{\alpha^2}, \tag{124}\]
\[0 = \frac{f_0}{2} \nabla \cdot \left[ s g(\phi) \frac{\nabla \theta}{|\nabla \theta|} + \varepsilon^2 h(\phi) \nabla \theta \right] + 2 \mu_c \dot{\varepsilon}^e, \tag{125}\]
where \(\dot{\varepsilon}^e\) is the only nonzero component of \(\dot{\varepsilon}^e\). Alternatively, the last expression can be rewritten according to (123) as
\[-\eta_\star(\phi, \nabla \phi, \kappa) \dot{\omega}_\star = \frac{f_0}{2} \nabla \cdot \left[ s g(\phi) \frac{\nabla \theta}{|\nabla \theta|} + \varepsilon^2 h(\phi) \nabla \theta \right], \tag{126}\]
where \(\dot{\omega}_\star\) is the only nonzero component of \(\dot{\omega}_\star\).

By construction, the proposed coupled model does not change the kinematics for \(\phi\) compared to the KWC model except for the added driving force due to statistically stored dislocations. This important addition, which was first introduced in [2], accounts for the migration of grain boundaries due to energy stored during plastic deformation. The present coupled model omits the relaxational dynamics for the orientation field, as evidenced by comparison between (119) and (121) where the \(\eta_\theta\) term is absent. This is also a new feature compared to the coupled approach for small deformations proposed in [7], where the skew-symmetric stress \(\dot{\sigma}\) was assumed to contain a dissipative contribution resulting in an evolution equation for the relative rotation \(\dot{\omega}_e - \dot{\Theta}\). A new contribution compared to the KWC model is the coupling between lattice rotation and elastic rotation due to the Cosserat term proportional to \(\mu_c\) in (121). In the bulk of the grains, this term ensures that the lattice directors are properly reoriented to accommodate elastoplastic deformation. Reorientation of the lattice due to grain boundary migration on the other hand is a different process. In the proposed model, a migrating grain boundary gives rise to a (skew-symmetric) stress in the GB region. This stress is relaxed by the viscoplastic spin \(\dot{\omega}_\star\). The consequences of these constitutive choices are examined in the following examples of applications.

5 Application to GB migration and viscoplastic deformation

In this section, numerical examples are presented to illustrate several important aspects and capabilities of the proposed model. It is shown that the relaxational dynamics for the orientation phase field in the KWC model can be replaced by the additional grain boundary term in plastic evolution law (54) together with the Cosserat penalty term. Both curvature driven and stored energy driven GB migration are considered. Lastly, the evolution of orientation in the grains due to plastic slip in the vicinity of moving GB is demonstrated.

5.1 Some elements of the numerical implementation

The linearized coupled phase-field Cosserat theory summarized in Sect. 4 has been implemented in the finite element code Z-set [76]. The implementation combines the approaches used in [27] for Cosserat crystal plasticity and in [1] for the KWC model, as described in [7]. An implicit iterative resolution scheme is used to solve the balance equations based on the Newton–Raphson algorithm. A fourth-order Runge–Kutta method
with automatic time stepping is applied to solve the differential equations driving the internal variables of the model. The finite element discretization uses quadratic elements with reduced integration.

The Cosserat pseudo-vector $\Theta$ is associated with the lattice orientations with respect to a fixed reference frame, which is here taken to be $(x_1, x_2, x_3)$ (see Figs. 2, 8). With the calculations restricted to the $(x_1, x_2)$-plane, the axis of rotation is the $x_3$-axis. This gives $\Theta = \begin{bmatrix} 0 & 0 & \theta \end{bmatrix}^T$. In what follows, the subscript will be dropped when referring to the rotation angle so that $\theta = \theta_3$. In the two-dimensional case, the monolithic weak formulation then involves 4 nodal degrees of freedom: 2 components of displacement, the Cosserat microrotation component $\theta$ and the phase-field $\phi$. The angle of rotation $\theta$ is used to construct the appropriate orthogonal transformation tensors between the global and the local frame. This is different from a model using a sharp interface description since $\Theta$ in the present model varies as a phase-field variable over grain boundaries, i.e., it is continuous everywhere in the computational domain.

Initial conditions on the fields $\phi$ and $\Theta$ are found from solving the KWC model with the mobility function $\tau_0$ in Eq. (119) chosen such that it prevents GB migration and grain rotation (c.f. [7]). The plastic spin $\hat{\varepsilon}*$ is also initialized making use of the KWC solution according to Eq. (116).

5.2 Coupling functions, mobility functions and model parameters

For the purpose of illustration, material parameters in the reasonable range for pure copper are used. The parameters related to the phase-field contribution were calibrated in [7] using the results found for the sharp interface limit of the KWC model in [48]. They are given in Table 1. The parameters for the elasto-viscoplastic behavior, given in Table 2, are chosen based on reported values in the literature [30,31] with the exception of the parameters $\hat{\eta}*$ and $C*$ which are taken from [7], where it was demonstrated that $\hat{\eta} < \eta_\phi$ should hold for mobile grain boundaries.

Calculations are performed on a non-dimensionalized system, where a suitable length scale $\Lambda$ of unit [m] is introduced to obtain the dimensionless coordinates $(\bar{x}, \bar{y}, \bar{z}) = \frac{1}{\Lambda} (x, y, z)$. The dimensionless differential operator $\bar{\nabla}$ is then given by $\bar{\nabla} = \Lambda \nabla$. Furthermore, $\bar{\kappa} = \Theta \otimes \nabla = \Lambda \kappa$. In the two-dimensional case, there is only one nonzero component $\theta$ of $\Theta$ and $||\bar{\kappa}||$ can be replaced by $|\nabla \theta|$ in the energy density. By division of (101) with $f_0$, the dimensionless free energy function is then found to be

$$
\bar{\psi}(\bar{e}^e, \nabla \theta, \phi, \nabla \phi, r^a) = \mu \bar{e}^e ||\bar{e}||^2 + 2 \mu_c |\hat{\varepsilon}^e|^2 + \frac{\lambda}{2} \text{tr}(\bar{\kappa})^2
$$

$$
+ \frac{1}{2} \left[ 1 - \phi \right]^2 + \frac{\pi^2}{2} |\nabla \phi|^2 + \bar{x} \bar{g}(\phi)|\nabla \theta| + \frac{\pi^2}{2} h(\phi)|\nabla \theta|^2
$$

$$
+ \phi \sum_{\alpha=1}^N \frac{\chi}{2} \mu r^{\alpha^2}.
$$

(127)
Table 3 Model parameters for the Kocks–Mecking–Teodosiu model and the stored energy contribution

| Unit   | Value   | \( b \) | \( \chi \) | \( C_D \) | \( C_A \) |
|--------|---------|---------|---------|---------|---------|
| [µm]   | 1/10    | 10      | 0.2556  | 0.3     | 100     | \( \sqrt{10} \) |

where \( \vec{a} = a/\Lambda, \vec{s} = s/\Lambda \) and \( \vec{\epsilon} = \epsilon/\Lambda \), together with

\[
\bar{\mu} = \frac{\mu}{f_0}, \quad \bar{\mu_c} = \frac{\mu_c}{f_0}, \quad \bar{\lambda} = \frac{\lambda}{f_0}.
\]  

(128)

A regularization scheme proposed in [74] is adopted to treat the singularity resulting from the linear term \( |\nabla \theta| \), which is replaced by the function \( A_\gamma(|\nabla \theta|) \):

\[
A_\gamma(\xi) = \begin{cases} 
\frac{\gamma}{2} \xi^2 & \text{for } 0 \leq \xi \leq 1/\gamma, \\
\xi - \frac{1}{2\gamma} & \text{for } \xi > 1/\gamma,
\end{cases}
\]  

(129)

where the constant \( \gamma \) is a large positive number. Simple formats are chosen for the coupling functions in the energy density:

\[
g(\phi) = h(\phi) = \phi^2.
\]  

(130)

It is assumed that the viscosity-type parameter \( \eta_\phi \) in (120) is constant. The viscosity-type parameter \( \eta_* \) in (110) is assumed to depend on the position so that it is small inside the grain boundary and very large inside the bulk of the grain and is therefore taken as

\[
\eta_*(\nabla \theta) = \hat{\eta}_* \tan^{-1} \left( C_*^2 |\nabla \theta|^2 \right) = \hat{\eta}_* \tan^{-1} \left( C_A^2 |\nabla \theta|^2 \right),
\]  

(131)

where \( C_* = C_*/\Lambda \) is dimensionless. Temperature dependence is omitted for the time being but can easily be modeled using an Arrhenius-type law as in [1] to reflect the mobility behavior of real grain boundaries. The viscosity parameters can be non-dimensionalized by choosing an appropriate timescale \( \tau_0 \) so that \( \tilde{t} = t/\tau_0 \) is dimensionless and

\[
\tilde{\eta}_\phi = \frac{\eta_\phi}{f_0 \tau_0}, \quad \tilde{\eta}_* = \frac{\hat{\eta}_*}{f_0 \tau_0}.
\]  

(132)

The evolution of plasticity can be non-dimensionalized by \( \overline{K}_v = K_v/(f_0 \tau_0^{1/\mu}) \).

The parameters of the Kocks–Mecking–Teodosiu model, given in Table 3, are chosen based on values found in the literature for copper [8,25]. They are non-dimensionalized according to \( \overline{b} = b/\Lambda \) and \( \overline{d} = d/\Lambda \), and the dimensionless dislocation density is given by \( \overline{\rho} = \rho^* A^2 \). The function \( A(|\nabla \theta|) \) in the recovery term due to GB migration is taken to be

\[
A(|\nabla \theta|) = \tanh \left( C_A^2 |\nabla \theta|^2 \right) = \tanh \left( \overline{C}_A^2 |\nabla \theta|^2 \right),
\]  

(133)

where \( \overline{C}_A = C_A/\Lambda \) is dimensionless. This term localizes the recovery to the grain boundary region. The influence of the (dimensionless) parameter \( C_D \) on the recovery was studied in [1], where it was shown that full recovery takes place for sufficiently large values.

The length scale parameter is chosen to be \( \Lambda = 1 \mu m \). The parameter \( f_0 \) can be found from the expression

\[
f_0 = \frac{\gamma_{gb}}{A \overline{\epsilon} \overline{\gamma}_{gb}},
\]  

(134)

where \( \gamma_{gb} \) is a dimensionless grain boundary energy calculated using the sharp interface limit of the phase-field model [48] and \( \gamma_{gb} \) is the true grain boundary energy which must be measured experimentally. Here, it is assumed that at 15° misorientation the grain boundary energy is 0.5 J/m², which is in the reasonable range for

copper (see, e.g., [71]). This gives \( f_0 = 8.2 \) MPa. A suitable timescale can be chosen based on experimental values of GB mobility according to

\[
\tau_0 = \frac{\tau}{\Delta \tilde{M}}
\]

(135)

where \( \tilde{M} \) is a dimensionless mobility calculated based on the results of the sharp interface limit of the KWC model (c.f. [7, 48]).

5.3 Circular grain and grain rotation

A small circular grain is embedded in a larger grain according to Fig. 2 (left). Similar calculations were done for a circular grain using the pure KWC model in [42]. The misorientation between the two grains is \( 15^\circ \approx 0.2618 \) rad. Dirichlet conditions are assumed on the boundaries of the computational domain. In the FE discretization, 100 by 100 elements with quadratic interpolation are used. According to the pure KWC model, the grain is able to both shrink (due to capillary forces) and rotate. At the space scale of interest in this work (micron size), bulk grain rotation is not expected to take place. Suppression of rotation in the KWC model can only be achieved by separating the timescales of evolution of orientation in the grain boundary and in the bulk of the grain. This is done by choosing appropriate formats for the mobility functions and parameters [42, 74]. In the coupled model proposed here, it is assumed that there is no relaxational behavior related to the orientation and it is therefore not possible to control the rotation inside the grain in this manner. Instead, the evolution of crystal orientation in the bulk is controlled by the Cosserat coupling term. This term penalizes differences between elastic lattice rotation and Cosserat rotation. In the present case where no deformation is imposed, no rotation inside the grain is expected. Figure 3 shows the initial fields \( \phi \) and \( \theta \) (top and bottom, respectively) and the corresponding fields at \( t = 35 \). The Cosserat parameter in this simulation was chosen to be \( \mu_c = \mu_c / f_0 = 1000 \) (so that \( \mu_c = 8.2 \) GPa, to be compared with \( \mu = 46.1 \) GPa). For this value of the Cosserat coupling parameter, it is clear from Fig. 3 that the desired behavior of shrinking without grain rotation is obtained. On the other hand, \( \mu_c = 1 \) leads to considerable grain rotation. This is demonstrated in Fig. 4 by comparing the progress of the simulation at \( t = 5, 10, 15, 20, 25, 30, 35 \) (left to right) for \( \mu_c = 1000 \) (top row) and \( \mu_c = 1 \) (bottom row).

For the lower value of the Cosserat modulus, the grain rotates as it shrinks and will eventually be completely aligned with the surrounding grain.

Simulations were performed using several different values of \( \mu_c \) to study its influence. The results are shown in Fig. 5 for four different values of the penalty parameter \( \mu_c = \mu_c / f_0 \): 1 (dotted line), 10 (dashed/red line), 100 (dashed-dotted/blue line) and 1000 (solid line). Figure 5 (left) shows the profiles of \( \theta \) along a radial cut from the center of the grain along \( x_1 \) in Fig. 2 at time \( t = 35 \). For the lowest value of the Cosserat parameter, \( \mu_c = 1 \), it is clear that the grain in the center has rotated. This tendency is also seen for \( \mu_c = 10 \) although at a slower rate. For \( \mu_c = 100 \) or \( \mu_c = 1000 \), there seems to be little or no rotation. Figure 5 (right) shows the position of the grain boundary over time as the circular grain shrinks (since the values of the field \( \theta \) are taken at the nodes of the finite element mesh, the position of the grain boundary changes in a stepwise manner,
**Fig. 3** Grain boundary migration without bulk rotation as the circular grain shrinks due to capillary forces. Top figures show $\theta$ at $t = 0$ (left) and at time $t = 35$ (right). The bottom figures show the corresponding solutions for $\phi$. In the calculations, $\mu_c = \mu_c/f_0 = 1000$.

**Fig. 4** Snapshots of the $\theta$ field at $t = 5, 10, 15, 20, 25, 30, 35$ (left to right). In the calculations, $\mu_c = \mu_c/f_0 = 1000$ (top) or $\mu_c = \mu_c/f_0 = 1$ (bottom). For the higher value of the Cosserat modulus, there is no grain rotation, whereas for the lower value the circular grain rotates almost to the point where it is aligned with the surrounding grain.

where the step size is determined by the FE discretization). For all values of $\mu_c$, the velocity of the grain boundary is approximately constant in the beginning. For $\mu_c = 1$, the grain rotation causes the GB velocity to decrease even as the grain shrinks and the curvature increases. For the other values of $\mu_c$, there is not much grain rotation and the GB velocity increases with increased curvature. At the end of the simulation, there is self-interaction of the grain boundary and no clear bulk region inside the grain, so that the measure of the position is not precise. For the smallest value of $\mu_c$, the interior grain eventually disappears due to the rotation...
which is why it seems as if the grain boundary position tends toward a fixed value. In reality, the grain has nearly vanished and the difference in orientation is so small that the grain boundary migration has stopped.

In Helmholtz free energy (101), the Cosserat coupling term is in competition with the terms due to the phase-field and grain boundary contribution (including the curvature terms). By rotating the grains to lower the misorientation, the energy due to curvature is also lowered. Inside the bulk however, grain rotation increases the energy due to the Cosserat term. Specifically, in the 2D case (127), the two (non-dimensionalized) contributions are given by

\[
\Psi_C = 2 \mu_c |\mathbf{x}^\times|_2^2, \quad (136)
\]

\[
\Psi_{PF} = \frac{1}{2} [1 - \phi]^2 + \frac{\alpha^2}{2} |\nabla \phi|^2 + \bar{g}(\phi)|\nabla \theta| + \frac{\varepsilon^2}{2} h(\phi)|\nabla \theta|^2. \quad (137)
\]

In the left-hand side Fig. 6, the evolution over time of the total (dimensionless) energy \( \mathcal{F} \) due to these densities (integrated over the entire computational domain) is shown, together with the separate contributions from each term for \( \mu_c = \mu_c/f_0 = 1, 10, 1000 \) (top to bottom). The separate contributions at times \( \bar{r} = 0 \) (black lines) and \( \bar{r} = 35 \) (red lines) taken along a radial cut as in Fig. 5 are shown to the right in Fig. 6. For \( \mu_c = 1 \), it is clear that the gain from lowering the misorientation is larger than the cost due to the Cosserat term \( \Psi_C \), and therefore, the circular grain rotates which lowers \( \Psi_{PF} \) but increases \( \Psi_C \). For \( \mu_c = 1000 \) on the other hand, the misorientation remains constant which indicates that the penalization factor is high enough to prevent rotation. For the case \( \mu_c = 10 \), there is some slight grain rotation toward the very end of the simulation which is evidenced by the fact that the contribution to the energy from the Cosserat term increases slightly.

The profiles of \( \phi \) (left) and \( \theta \) (right) are plotted in Fig. 7 to illustrate the progress of the simulations. Note that in the absence of displacements and plastic deformations due to slip processes, \( \mathbf{e}^\times = -\mathbf{\Theta} - \mathbf{e}_s^\times \). The only nonzero contribution to \( \mathbf{e}_s^\times \) is denoted by \( \mathbf{e}_s^\times \) in the plotted curves. It is clear that for a lower value of \( \mu_c \), the Cosserat term is not enough to prevent relative rotation of the lattice in the bulk of the grains.

This example shows that the proposed coupled model captures GB migration due to capillary forces. The influence of the Cosserat coupling parameter \( \mu_c \) was investigated in particular, showing that if this parameter is chosen large enough, there is no net energy gain from lowering the misorientation and no rotation takes place in the bulk of the grain.

5.4 Grain boundary migration due to SSDs

The second example is a periodic laminate structure. The computational domain consists of two grains of different orientations which are assumed to be periodically repeated according to Fig. 8. In this case, the grain boundary is flat, and unlike the previous example, there is no GB migration due to curvature. Instead, a single-slip system is assumed and an initial dislocation content of \( \rho = 10^{15} \text{ m}^{-2} \) [37] is assigned to the 15° oriented grain. For purposes of illustration, the other grain is assumed to be dislocation free. There is no deformation
or stress so that no plastic slip is induced. The entire evolution of SSD content is therefore due to the static recovery term in Eq. (80). The stored energy density is given by

$$\psi_{\text{stored}} = \frac{1}{2} \phi \chi \mu b^2 \rho.$$  

which in dimensionless quantities together with the material parameters in Tables 1, 2 and 3 and $\rho = 10^{15}$ m$^{-2}$ becomes

$$\overline{\psi}_{\text{stored}} = \frac{\psi_{\text{stored}}}{f_0} = 0.055 \phi.$$  

Figure 9 shows the profile of $\theta$ initially and at $\tilde{t} = 300$. The grain boundary has migrated so that the dislocation free grain expands into the grain with a high stored energy. Since $\bar{\mu}_c = \mu_c/f_0 = 1000$ in this
Fig. 7 The profiles of $\phi$ (left) and $\theta$ (right) at two different times: $t = 0$ (black lines) and $t = 35$ (red lines). Top figures: $\mu_c = \mu_c / f_0 = 1$, bottom figures: $\mu_c = \mu_c / f_0 = 1000$. In order to illustrate how the higher value of the Cosserat coupling modulus forces $\theta$ and the viscoplastic term $-\dot{\varepsilon}^*$ to coincide, the latter term is also shown (stars) in the figures to the right (color figure online).

Fig. 8 Geometry and computational domain for the periodic bigrain structure (top) and typical initial conditions on $\theta$ (bottom).
I = 0

I = 35

Fig. 9 The orientation field $\theta$ at $t = 0$ (top) and $t = 35$ (bottom).
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Fig. 10 Profiles across the left GB at times $\bar{t} = 0, 150, 300$ (black line, dashed/red line and dashed-dotted/blue line, respectively): top left the orientation field $\theta$, top right the density of SSDs $\rho$ and bottom left the phase-field $\phi$ (note that $\phi < 1$ in the presence of SSDs). In these calculations, $\bar{\mu}_c = \mu_c / f_0 = 1000$. Bottom right shows the position of the GB over time for calculations using $\bar{\mu}_c = 1000$ (black line) or $\bar{\mu}_c = 10^4$ (dashed/red line), respectively (color figure online).
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Simulation, there is no bulk grain rotation. Figure 10 shows the profiles of $\theta$ (top left) and $\phi$ (bottom left) initially and at $\bar{t} = 0, 150, 300$ over the left GB. In the $15^\circ$ grain, the phase field takes values $\phi < 1$ in the bulk due to the presence of dislocations which changes the solution to the static equilibrium of evolution Eq. (120) (see [1] for the calculation of this equilibrium value). There is complete static recovery behind the sweeping grain boundary as evidenced in Fig. 10 (top right). Finally, the position of the grain boundary over time is shown in Fig. 10 (bottom right). As expected, the velocity is constant. The velocity of the grain boundary is largely independent of the parameter $\bar{\mu}_c$ when it is chosen sufficiently large, as evidenced by the fact that the calculations using $\bar{\mu}_c = 1000$ (black line) and $\bar{\mu}_c = 10^4$ (dashed/red line) give the same result.

5 If the true grain boundary velocity $v$ at a given temperature and driving force (corresponding to the energy due to the given dislocation content) is known, then the characteristic time $\tau_0 = t / \bar{t}$ can be calculated as $\tau_0 = A \bar{V} / v$, where $\bar{V}$ is the slope in Fig. 10 (bottom right).
Due to the periodic boundary conditions applied in this example, the KWC model would predict bulk grain rotation in addition to grain boundary migration. Such grain rotation in the KWC model can be prevented by choosing the mobility function $\eta_\theta(\phi, \nabla \phi, \nabla \theta)$ in (119) so that it takes much higher values in the bulk of the grain than in the grain boundary [7,74]. To illustrate this, the equilibrium solution to the KWC Eqs. (118) and (119) is calculated using a mobility function [7] on the form

$$\eta_\theta(\phi, \nabla \phi, \nabla \theta) = \tilde{\eta}_\theta \eta^2 \left[ 1 - \left[ 1 - \mu P / \epsilon \right] \exp(-\epsilon \beta P |\nabla \theta|), \right.$$

with the constants chosen as $\tilde{\eta}_\theta = 1000$, $f_0 = 10^5$, $\mu = 10^3$, $\Lambda$ and $\beta P = 10^4$ where $t_0$ and $\Lambda$ are the characteristic time and length scales introduced to obtain a dimensionless system. The remaining parameters are given in Table 1. The shape of the dimensionless mobility function $\tilde{\eta}_\theta(\phi, t_0, t_0)$ is shown in Fig. 11 (right). The driving force for evolution of the orientation is plotted in Fig. 11 (left). In order to be consistent with the formalism of the coupled model, the notation of Eq. (122) is adopted and the driving force (or rather force stress) is formally written as

$$\dot{\sigma}_\theta = -\frac{1}{2} \eta_\theta(\phi, \nabla \phi, \nabla \theta) \dot{\theta} = -\frac{1}{2} f_0 \nabla \cdot \left[ s g(\phi) \frac{\nabla \theta}{|\nabla \theta|} + \epsilon^2 h(\phi) \nabla \theta \right] = \frac{1}{2} f_0 \nabla \cdot \xi_\theta,$$

where $\xi_\theta$ is a couple stress which only has one nonzero component $\xi_{\theta\phi}$ in the simulations. Evidently, inside the grain boundary where the mobility is small, the stress is zero as it has relaxed. Outside the grain boundary region, there is still a nonzero stress. In this region, evolution of the orientation is prevented due to the very large value of the mobility function, and therefore, the solution is stable also here on the time scale of the simulation.

In the coupled model, there is not a separate evolution law for $\Theta$. Recalling Eqs. (121) and (122) and making use of the fact that in the two-dimensional case $\kappa$ can be replaced by $\nabla \theta$, the skew-symmetric stress is given by

$$\dot{\varepsilon}_s = 2 \mu_c \dot{\varepsilon}_s = -\frac{f_0}{2} \nabla \cdot \left[ s g(\phi) \frac{\nabla \theta}{|\nabla \theta|} + \epsilon^2 h(\phi) \nabla \theta \right] = -\frac{1}{2} f_0 \nabla \cdot \xi_{\theta\phi},$$

where $\dot{\varepsilon}_s$ is the only nonzero component of the skew-symmetric elastic deformation $\dot{\varepsilon}_s$. There are two competing terms. On the one hand, the Cosserat term with the modulus $\mu_c$ penalizes relative rotations inside the bulk. On the other hand, there is the same term $\nabla \cdot \xi_{\theta\phi}$ that produced bulk rotation in the KWC model ($\xi_{\theta\phi}$ corresponds to the nonzero contributions to $m$ in the two-dimensional case). The equilibrium solutions with a static grain boundary are calculated for the coupled model using different values of the Cosserat penalty parameter. The skew-symmetric stress and the couple stress term are shown in Fig. 12 for $\mu_c = 100$ (left) and $\mu_c = 1000$ (right). For the lower value of the coupling modulus, the skew-symmetric stress contribution is nonzero everywhere, indicating that the grains have rotated.

Finally, the evolution of the skew-symmetric stress contribution is traced in the case of a migrating grain boundary. The result is shown in Fig. 13 for $\mu_c = 1000$ (left) or $\mu_c = 10^5$ (right). The behavior is similar although for the higher value of the coupling modulus there is a smaller region of nonzero stress around the
A Cosserat–phase-field theory of crystal plasticity

Fig. 12 Plots of the skew-symmetric stress $\hat{\sigma}$ (black line) and couple stress $\xi_\phi$ (dashed/red line) at static equilibrium of the coupled model. Two different values are used for the Cosserat coupling modulus, $\mu_c = \mu_c/f_0 = 100$ (left) or $\mu_c = \mu_c/f_0 = 1000$ (right) leading to two rather different solutions. The stresses have been normalized by their respective maximum value (color figure online).

Fig. 13 Plots of the skew-symmetric stress $\hat{\sigma}$ for a migrating grain boundary at three different time steps $\tau = 0, 150, 300$ (black line, dashed/red line and dashed-dotted/blue line, respectively). Two different values are used for the Cosserat coupling modulus, $\mu_c = \mu_c/f_0 = 1000$ (left) or $\mu_c = \mu_c/f_0 = 10^4$ (right) (color figure online).

The skew-symmetric stress increases first due to lattice reorientation in the moving GB. It is then relaxed by the viscoplastic spin $\hat{\omega}^\ast$ according to Eq. (110). Inside the grain boundary, the related viscosity parameter $\eta_\ast(\phi, \nabla \phi, \kappa)$ is small and there is complete relaxation of the stress, as evidenced in Fig. 13. Outside of the grain boundary region, this parameter is very large and the skew-symmetric stress is governed only by the Cosserat coupling term. This is why the stress to the left of the initial position of the grain boundary vanishes very slowly as it is outside of the grain boundary region.

This example demonstrates that the model is capable of predicting GB migration due to energy stored in the form of statistically stored dislocations and also the static recovery behind the sweeping grain boundary. The same behavior as in [7] is recovered which further demonstrates that it is not necessary to include a separate relaxational behavior for the relative rotation. This example also highlights the essential role played by the skew-symmetric part of the stress which represents the material resisting force to lattice reorientation. The latter impedes relative material vs. lattice rotation in the bulk and is relaxed in the GB region to allow for further GB motion.

5.5 Plastic deformation in simple shear

Periodic simple shear loading is applied to the same geometry as in the previous example according to

$$ u = E \cdot \kappa + r $$

(143)
The orientation field in the sheared bigrain structure at $\bar{t} = 10$ (top) when the total deformation has been applied and at $\bar{t} = 10,000$ (bottom), where it can be seen that the difference in stored energy between the two grains has resulted in GB migration.

where $r$ is the periodic displacement fluctuation taking the same value at homologous points of the boundary and the components of the mean strain tensor $E$ are given by

$$E = \begin{bmatrix} 0 & 0.1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}. \quad (144)$$

The simple shear contains overall straining and rotation imposed to the unit cell. The deformation is ramped up from $t = 0$ to $t = 10$ and then held constant until $t = 10^4$ (note that the timescale is dimensionless). For illustrative purposes, only one slip system is supposed to be activated, with the slip direction and slip plane normal given by

$$\ell = (0, 1, 0), \quad n = (1, 0, 0). \quad (145)$$

For this choice, slip is favored in the $0^\circ$ grain region (where the lattice is aligned with the slip direction) which results in a net difference of statistically stored dislocations between the two grains. This difference in SSD content drives GB migration as evidenced in Fig. 14. The orientation field is shown at $\bar{t} = 10$ (top) and $\bar{t} = 10,000$ (bottom). The activation of the slip system in the second grain is due to stress increase induced by SSD hardening. An initial dislocation density of $\rho_0 = 10^{11} \text{ m}^{-2}$ is assumed in both grains. Due to plastic slip, the dislocation content in the $0^\circ$ grain increases to $\rho_{\text{max}} = 2.5 \times 10^{13} \text{ m}^{-2}$, whereas it only goes to $\rho_{\text{min}} = 5.7 \times 10^{12} \text{ m}^{-2}$ in the $15^\circ$ grain. This can be seen in Fig. 15 (bottom right) which shows the dislocation density across the left grain boundary of the simulation domain at $\bar{t} = 10$ (black line) and $\bar{t} = 10,000$ (dashed/red line). It can also be seen that the migrating grain boundary has resulted in some, although not complete, static recovery. Figure 15 (top left) shows the profile of the orientation $\theta$ at $\bar{t} = 0$ (dotted line) and $\bar{t} = 10$ (black line) together with the elastic rotation due to the shear deformation (dashed/red line). The evolution of the orientation due to the grain boundary migration is shown in Fig. 15 (bottom left). The evolution of the orientation inside the bulk of the grains from $\bar{t} = 0$ to $\bar{t} = 10$ is due to plastic slip processes and associated elastic rotation. Due to the relative difference in SSD content in the two grains, the GB then eventually migrates. Figure 15 (top right) shows the stress–strain curve for the shear stress and shear strain in the local coordinate system of the grain at initially $0^\circ$ orientation. This is the grain that carries most of the deformation as it is aligned with the slip direction.

This example clearly demonstrates that the model is capable of predicting, in a coupled manner, grain reorientation due to both plastic slip processes, which change the overall bulk orientation of the grains, and GB migration due to statistically stored dislocations which accumulate during the plastic deformation.

**6 Conclusions**

The original contributions of the present work are the following:
1. The KWC GB migration model and crystal plasticity theory have been coupled within a thermodynamically consistent framework including finite deformation, rotation and curvature. The previous theory proposed in [7] has been shown to result from consistent linearization of the present theory.

2. The Cosserat framework allows to get rid of the orientation relaxation term of the original KWC which is thought to be redundant with the phase-field relaxation contribution. The skew-symmetric stress components prevents bulk rotation and is relaxed in the GB region thus permitting further GB motion.

3. A first example illustrating non-homogeneous plastic deformation in a laminate microstructure and subsequent GB migration has been provided.

The large deformation Cosserat crystal plasticity model extended with a phase-field order parameter allows modeling of concurrent viscoplastic deformation and grain boundary migration. The energy function describing the single and polycrystal material is assumed to contain contributions of lattice curvature inspired by orientation phase-field models and given physical significance through the association between the lattice curvature tensor and the density of geometrically necessary dislocations. The internal thermodynamic variables of the plasticity model are associated with the statistically stored dislocations on each slip system. Their evolution is assumed to follow a classical Kocks–Mecking–Teodosiu law extended with a term for static recovery due to GB migration. Using a linearized version of the general large deformation framework, it was demonstrated by numerical examples that the proposed framework can predict GB migration due to GNDs as well as SSDs.

The large deformation framework proposed in this work can be considered a full 3D generalization of the KWC model to a coupled phase-field–crystal plasticity approach. The general theory is not restricted to the constitutive choices made and can be extended to consider, e.g., elastic anisotropy as well as anisotropic properties of the grain boundaries. Linearization of the model essentially recovers the formulation proposed in [7] with some modifications. Firstly, the eigenrotation introduced in [7] to relax skew-symmetric stress in the grain boundaries has been fully integrated with the plastic deformation flow rule including plastic spin. Secondly, it was shown that it is not necessary to include a separate kinematics for the evolution of relative rotation. Instead, the skew-symmetric part of the Mandel-type stress tensor is the driving force for material reorientation inside grain boundaries, whereas lattice rotation inside the bulk of the grains is driven by plastic slip processes due to deformation.
As a next step, the model will be applied to realistic examples such as the experimental results given in [10] for GB migration in metallic polycrystals undergoing thermomechanical loading. In order to model processes such as cold rolling, the numerical implementation of the full large deformation model is necessary. An extension of the numerical implementation to 3D requires some care regarding the interpolation of orientation across the diffuse grain boundary regions [3,58]. In addition to modeling examples of deformation and GB migration in metallic polycrystals undergoing thermomechanical loading, the model can be used to study the behavior under loading of individual grain boundaries with respect to, e.g., dislocation pileup.

**Appendix A: Formulation in the Cosserat frame**

In Sect. 2.3, the material phase-field quantities were used, while in Sect. 2.4 the phase-field part of the equations was reformulated in the fictitious intermediate configuration obtained from the elastic-plastic decomposition of $\mathbf{F}$. In this appendix, a similar alternative formulation is proposed with the phase-field quantities in the local frame of the microstructure. First, the local quantity

$$
\mathbf{K}_\phi = \mathbf{F}^{-T} \cdot \nabla_0 \phi = \mathbf{R}^T \cdot \nabla \phi
$$

(146)
is introduced. Noting that $\det \mathbf{F} = \det \mathbf{F}_\phi = J$, the work conjugate local stress $\mathbf{\xi}_\phi$ can be found from

$$
\mathbf{\xi}_\phi \cdot \nabla \phi \, \text{d}V = \mathbf{\xi}_\phi \cdot \nabla_0 \phi \, \text{d}V = \mathbf{\xi}_\phi \cdot \mathbf{R} \cdot \mathbf{\xi}_\phi \, \text{d}V = \mathbf{\xi}_\phi \cdot \mathbf{\xi}_\phi \, \text{d}V
$$

(147)

with

$$
\mathbf{\xi}_0 = \frac{1}{J} \mathbf{F} \cdot \mathbf{\xi}_0
$$

(148)

The term $\mathbf{\xi}_0 \cdot \nabla_0 \phi$ can be replaced by

$$
\mathbf{\xi}_0 \cdot \nabla_0 \phi = J \mathbf{\xi}_\phi \cdot \mathbf{K}_\phi + J \left[ \left[ \mathbf{\xi}_{eT} \cdot \mathbf{K}_\phi \right] \otimes \left[ \mathbf{\xi}_{e^{-1}} \cdot \mathbf{\xi}_\phi \right] \right] : \mathbf{\dot{F}} \cdot \mathbf{\dot{F}}^p \cdot \mathbf{\dot{F}}^p - 1
$$

$$
+ J \left[ \mathbf{\xi}_\phi \otimes \left[ \mathbf{\xi}_{e^{-1}} \cdot \mathbf{\xi}_\phi \right] \right] : \mathbf{\dot{F}},
$$

(149)

which inserted into the dissipation inequality (30) gives

$$
\left[ - \frac{\partial \psi_e}{\partial \mathbf{\xi}_e} + \mathbf{\sigma} \cdot \mathbf{\xi}_{eT} + J \mathbf{\xi}_\phi \otimes \left[ \mathbf{\xi}_{e^{-1}} \cdot \mathbf{\xi}_\phi \right] \right] : \mathbf{\dot{F}}
$$

$$
+ \left[ - \frac{\partial \psi_e}{\partial \mathbf{\xi}_e} + \mathbf{m} \cdot \mathbf{\xi}_{eT} \right] : \mathbf{\dot{F}}
$$

$$
+ \left[ - \frac{\partial \psi_e}{\partial \phi} - \Pi_{\phi}^{\text{eq}} \right] \mathbf{\dot{\phi}} + \left[ - \frac{\partial \psi_e}{\partial \mathbf{K}_\phi} + J \mathbf{\xi}_\phi \right] : \mathbf{\dot{K}}_\phi
$$

$$
+ \mathbf{\Pi}^M \cdot \mathbf{\dot{F}} \cdot \mathbf{\dot{F}}^p - 1 + \mathbf{\Pi}^M \mathbf{\dot{F}}^p \cdot \mathbf{\dot{F}}^p - 1
$$

$$
- \Pi_{\phi}^{\text{eq}} \mathbf{\dot{\phi}} - R^{\alpha} \mathbf{\dot{\nu}} \geq 0.
$$

(150)

The free energy density is assumed to be on the form $\psi_e(\mathbf{\xi}_e, \mathbf{\xi}_{eT}, \mathbf{\xi}_\phi, \mathbf{\xi}_{\phi}, r^{\alpha})$. This leads to the alternative expression

$$
\mathbf{\sigma} = \frac{\partial \psi_e}{\partial \mathbf{\xi}_e} \cdot \mathbf{\xi}_{eT} - J \mathbf{\xi}_\phi \otimes \mathbf{\xi}_\phi
$$

(151)

for the stress, which now has a contribution due to the phase-field quantities. Furthermore, the modified Mandel-type stress becomes

$$
\mathbf{\Pi}^M = \mathbf{\Pi}^M + J \left[ \mathbf{\xi}_{eT} \cdot \mathbf{\xi}_\phi \right] \otimes \left[ \mathbf{\xi}_{e^{-1}} \cdot \mathbf{\xi}_\phi \right],
$$

(152)
with (as before)

$$\tilde{\Pi}^M = \Pi^M + M^M$$

(153)

being the sum of the Mandel-type stress tensors defined as

$$\Pi^M = F eT \cdot \tilde{\sigma} \cdot F e^{-T} = J F eT \cdot \sigma \cdot F e^{-T},$$

$$M^M = T eT \cdot \tilde{m} \cdot F e^{-T} = J (\hat{R} \cdot T eT) \cdot m \cdot F e^{-T}.$$

Noting that

$$\tilde{\sigma} \cdot F e^{-T} = \tilde{\sigma} e, \quad \tilde{m} \cdot F e^{-T} = \tilde{m} e - J \tilde{\kappa} \Phi \otimes \tilde{\xi}^T$$

(154)

it appears that the second contribution to (152) cancels out. Thus, the formulation in the local configuration presented above yields formally the same Mandel-type stress as for (41) together with (49) of Sect. 2.3 where the material phase-field quantities were used.

Acknowledgements This project has received funding from the European Research Council (ERC) under the European Union’s Horizon 2020 research and innovation program (Grant Agreement No. 707392 MIGRATE).

Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made.

References

1. Abrivard, G., Busso, E.P., Forest, S., Appolaire, B.: Phase field modelling of grain boundary motion driven by curvature and stored energy gradients. Part I: theory and numerical implementation. Philos. Mag. 92(28–30), 3618–3642 (2012)
2. Abrivard, G., Busso, E.P., Forest, S., Appolaire, B.: Phase field modelling of grain boundary motion driven by curvature and stored energy gradients. Part II: application to recrystallisation. Philos. Mag. 92(28–30), 3643–3664 (2012)
3. Admal, N.C., Po, G., Marian, J.: Diffuse-interface polycrystal plasticity: expressing grain boundaries as geometrically necessary dislocations. Mater. Theory 1(1), 6 (2017)
4. Admal, N.C., Po, G., Marian, J.: A unified framework for polycrystal plasticity with grain boundary evolution. Int. J. Plast. https://doi.org/10.1016/j.ijplas.2018.01.014. http://www.sciencedirect.com/science/article/pii/S0749641917305557 (2018)
5. Ammar, K., Appolaire, B., Cailletaud, G., Feyel, F., Forest, S.: Finite element formulation of a phase field model based on the concept of generalized stresses. Comput. Mater. Sci. 45, 800–805 (2009)
6. Ashby, M.: The deformation of plastically non-homogeneous materials. Philos. Mag. 21, 399–424 (1970)
7. Ask, A., Forest, S., Appolaire, B., Ammar, K., Salman, O.U.: A cosserat crystal plasticity and phase field theory for grain boundary migration. J. Mech. Phys. Solids 115, 167–194 (2018). https://doi.org/10.1016/j.mechsol.2018.03.006
8. Bacroix, B., Brenner, R.: A phenomenological anisotropic description for dislocation storage and recovery processes in fcc crystals. Comput. Mater. Sci. 54, 97–100 (2012)
9. Bartels, A., Mosler, J.: Efficient variational constitutive updates for Allen–Cahn-type phase field theory coupled to continuum mechanics. Comput. Methods Appl. Mech. Eng. 317, 55–83 (2017). https://doi.org/10.1016/j.cma.2016.11.024
10. Béucia, B., Franciosi, P., Queyreau, S., Chauvet, D., Bacroix, B.: Sem observations of grain boundary mobility under thermal and plasticity effects. In: IOP Conference Series: Materials Science and Engineering, vol. 89, No. 1, pp. 012019. URL http://stacks.iop.org/1757-899X/89/i=1/a=012019 (2015)
11. Blesgen, T.: Deformation patterning in three-dimensional large-strain Cosserat plasticity. Mech. Res. Commun. 62, 37–43 (2014)
12. Blesgen, T.: A variational model for dynamic recrystallization based on Cosserat plasticity. Compos. Part B Eng. 115, 236–243 (2017)
13. Borukhovich, E., Engels, P., Boehlke, T., Shchyglo, O., Steinbach, I.: Large strain elasto-plasticity for diffuse interface models. Model. Simul. Mater. Sci. Eng. 23, 034008 (2014). https://doi.org/10.1088/0965-0393/22/3/034008
14. Borukhovich, E., Engels, P.S., Mosler, J., Shchyglo, O., Steinbach, I.: Large deformation framework for phase-field simulations at the mesoscale. Comput. Mater. Sci. 108, 367–373 (2015). https://doi.org/10.1016/j.commatsci.2015.06.021
15. Busso, E.P., Cailletaud, G.: On the selection of active slip systems in crystal plasticity. Int. J. Plast. 21(11), 2212–2231 (2005)
16. Cahn, J.W., Taylor, J.E.: A unified approach to motion of grain boundaries, relative tangential translation along grain boundaries, and grain rotation. Acta Mater. 52, 4878–4898 (2004)
17. Cailletaud, G., Diard, O., Feyel, F., Forest, S.: Computational crystal plasticity: from single crystal to homogenized polycrystals. Tech. Mech. 23, 130–145 (2003)
18. Clayton, J., Knap, J.: Phase field modeling and simulation of coupled fracture and twinning in single crystals and polycrystals. Comput. Methods Appl. Mech. Eng. 312, 447–467 (2016). https://doi.org/10.1016/j.cma.2016.01.023
19. Conti, S., Ortiz, M.: Dislocation microstructures and the effective behavior of single crystals. Arch. Ration. Mech. Anal. 176, 103–147 (2005)
20. Cosserat, E., Cosserat, F.: Théorie des corps déformables. Hermann, Paris (1909)
58. Pusztai, T., Bortel, G., Gránásy, L.: Phase field theory of polycrystalline solidification in three dimensions. EPL (Eur. Lett.) 71(1), 131–137 (2005)
59. Rancourt, V.D., Appolario, B., Forest, S., Ammar, K.: Homogenization of viscoplastic constitutive laws within a phase field approach. J. Mech. Phys. Solids 88, 35–48 (2016). https://doi.org/10.1016/j.jmps.2015.12.026
60. Roters, F., Eisenlohr, P., Hantcherli, L., Tjahjanto, D., Bieler, T., Raabe, D.: Overview of constitutive laws, kinematics, homogenization and multiscale methods in crystal plasticity finite-element modeling: theory, experiments, applications. Acta Mater. 58, 1152–1211 (2010)
61. Sansour, C.: A unified concept of elastic–viscoplastic Cosserat and micromorphic continua. Journal de Physique IV 8, pr8-341–pr8-348 (1998)
62. Schneider, D., Schwab, E., Schoof, E., Reiter, A., Herrmann, C., Selzer, M., Böhle, T., Nestler, B.: On the stress calculation within phase-field approaches: a model for finite deformations. Comput. Mech. 60, 203–217 (2017). https://doi.org/10.1007/s00466-017-1401-8
63. Shanthraj, P., Svendsen, B., Sharma, L., Roters, F., Raabe, D.: Elasto–viscoplastic phase field modelling of anisotropic cleavage fracture. J. Mech. Phys. Solids 99, 19–34 (2017). https://doi.org/10.1016/j.jmps.2016.10.012
64. Sievert, R.: Zur Zerlegung der Verformungsmäße des Cosserat–Kontinuums bei großen inelastischen Deformationen. Z. Angew. Math. Mech. 75, 205–206 (1995)
65. Steinbach, I., Pezzolla, F.: A generalized field method for multiphase transformations using interface fields. Physica D Nonlinear Phenom. 134(4), 385–393 (1999)
66. Steinbach, I., Pezzolla, F., Nestler, B., Steelfelberg, M., Prieler, R., Schmitz, G.J., Rezende, J.L.L.: A phase field concept for multiphase systems. Physica D Nonlinear Phenom. 94(3), 135–147 (1996)
67. Sutton, A., Ballufi, R.: Interfaces in Crystalline Solids. Oxford University Press, Oxford (2007)
68. Svendsen, B.: Continuum thermodynamic models for crystal plasticity including the effects of geometrically-necessary dislocations. J. Mech. Phys. Solids 50, 1297–1329 (2002). https://doi.org/10.1016/S0022-5096(01)00124-7
69. Teodosiu, C., Sidoroff, F.: A theory of finite elastoviscoplasticity of single crystals. Int. J. Eng. Sci. 14, 165–176 (1976)
70. Trautt, Z.T., Mishin, Y.: Grain boundary migration and grain rotation studied by molecular dynamics. Acta Mater. 60, 2407–2424 (2012)
71. Tschopp, M.A., Coleman, S.P., McDowell, D.L.: Symmetric and asymmetric tilt grain boundary structure and energy in cu and al (and transferability to other fcc metals). Integr. Mater. Manuf. Innov. 4(1), 11 (2015)
72. Umpanyu, M., Srolovitz, D.J., Lobkovsky, A.E., Warren, J.A., Carter, W.C.: Simultaneous grain boundary migration and grain rotation. Acta Mater. 54, 1707–1719 (2006)
73. Vondrouš, A., Bienger, P., Schreijäg, S., Selzer, M., Schneider, D., Nestler, B., Helm, D., Mönig, R.: Combined crystal plasticity and phase-field method for recrystallization in a process chain of sheet metal production. Comput. Mech. 55(2), 439–452 (2015)
74. Warren, J.A., Kobayashi, R., Lobkovsky, A.E., Carter, W.C.: Extending phase field models of solidification to polycrystalline materials. Acta Mater. 51(20), 6035–6058 (2003)
75. Wolfinghoff, S., Forest, S., Böhke, T.: Strain gradient plasticity modeling of the cyclic behavior of laminate microstructures. J. Mech. Phys. Solids 79, 1–20 (2015). https://doi.org/10.1016/j.jmps.2015.02.008
76. Z-set package: Non-linear Material and Structure Analysis Suite. http://www.zset-software.com (2013)
77. Zhao, L., Chakraborty, P., Ionks, M., Sztufarska, I.: On the plastic driving force of grain boundary migration: a fully coupled phase field and crystal plasticity model. Comput. Mater. Sci. 128, 320–330 (2017). https://doi.org/10.1016/j.commatsci.2016.11.044

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.