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Abstract

Molecular Communication (MC) is an important nanoscale communication paradigm, which is employed for the interconnection of the nanomachines (NMs) to form nanonetworks. A transmitter NM (TN) sends the information symbols by emitting molecules into the transmission medium and a receiver NM (RN) receives the information symbols by sensing the molecule concentration. In this paper, a model of how a RN measures and reconstructs the molecular signal is proposed. The signal around the RN is assumed to be a Gaussian random process instead of deterministic approach in a more realistic way. After the reconstructed signal is derived as a Doubly Stochastic Poisson Process (DSPP), the distortion between the signal around the RN and the reconstructed signal is derived as a new performance parameter in MC systems. The derived distortion which is a function of system parameters such as RN radius, sampling period and the diffusion coefficient of the channel, is shown to be valid by employing random walk simulations. Then, it is shown that the original signal can be satisfactorily reconstructed with a sufficiently low-level of distortion. Finally, optimum RN design parameters, namely RN radius, sampling period and sampling frequency, are derived by minimizing the signal distortion. The simulation results reveal that there is a trade-off among the RN design parameters which can be jointly set for a desired signal distortion.
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I. INTRODUCTION

Molecular Communication (MC) where chemical signals are used instead of electrical signals to carry information is an emerging area combining biology, chemistry, biophysics and communication.
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engineering. Biologists have been researching in this area for a long time, but the research on MC by communication engineers is still in its infancy. MC can be examined in microscale (nm to cm) and in macroscale (cm to m). Moreover, MC can be performed in aqueous or gaseous environments [1].

Nanomachines (NMs) are defined as the artificial devices which are composed of the nanometer-scale components. In the existing literature, the term NM mostly refers to bionanomachines, bionanorobots and genetically engineered cells [2]. While a single NM is a very low-end machine with extremely limited capabilities, the interconnection of the NMs forms nanonetworks and makes sophisticated bio/nanotechnology applications possible. It is important for the NMs to communicate among each other to perform more complex tasks [3, 4]. MC is one of the most prominent communication paradigms for the interconnection of the NMs [5].

In diffusion-based MC, the transmitter NM (TN) sends information symbols to the receiver NM (RN) by emitting different levels of molecule concentrations. Then, the RN senses the surrounding molecule concentration levels to reconstruct the signal emitted by the TN. In order to understand the performance of the MC systems more clearly, the accuracy of the signal reconstruction needs to be investigated.

In fact, the accuracy of concentration sensing is studied in the biophysics domain where the cell is considered as a molecule concentration measuring device. In the biophysics literature, there are two approaches about how the cell infers information about its environment by sensing the molecule concentration. The first approach is perfect monitoring where the cell is modeled as a permeable sphere and counts the molecules inside its volume. The second approach is perfect absorbing, where the cell is assumed to count the molecules hitting its surface. The first work about the molecule concentration measurement of a cell is given by Berg and Purcell [6]. In this pioneering paper, how a cell can measure the constant molecule concentration as a perfect monitoring device and as a perfect absorbing device with receptors are proposed. The uncertainty, which is defined as the mean square fluctuation of the measured molecule concentration, is derived for a constant molecule concentration outside the cell. In the work of Endres and Wingreen [7], the cell is modeled as a perfect absorber which counts the molecules with the receptors on its surface. Furthermore, the cell is modeled as a gradient sensing device for perfect monitoring and perfect absorbing models. It is stated that the perfect absorbing model is better than the perfect monitoring model both in concentration measurement and gradient sensing, since the previously counted molecules are not counted again and removed from the medium [7]. Another method for the concentration measurement is the maximum likelihood estimation (MLE) which is derived by using the probability of time series for the receptor occupancy by the molecules [8]. The uncertainty of the estimate is found to be better by a factor of two according to the Berg-Purcell limit given in the work of Berg and Purcell [6]. This corresponds to the fact that cells can sense the molecule concentration two times
more accurate with MLE. The comparison of these models and sensing limits are given in [9].

In the existing literature of diffusion-based MC, there are two assumptions about the reception of the RNs. The first one is that the molecule concentration around the RN is assumed to be constant [10, 11]. In the work of Pierobon and Akyildiz [10], the reception process is given as a transformation process. However, there is no derivation of what this process is related to. In another work of Pierobon and Akyildiz [11], the molecule concentration outside the RN, which is modeled as a receiver with receptors, is given as a deterministic function and an additive reception noise is defined before the reception which is employed to model the random effects of the molecule-receptor binding process. Similarly, an additive counting noise is defined [12] and employed in the literature [13, 14] to model the error between the constant signal outside the RN and the reconstructed signal, but the distortion between them is not derived in these studies. The second assumption about the reception of the RNs, is that the molecule concentration is assumed to be sensed perfectly by the RNs [15-18]. However, these two assumptions cannot be realistic due to the stochastic nature of the molecule movements. None of the studies in the diffusion-based MC literature assumes the molecule concentration as a random process and derives an error, which can occur during the molecule sensing process of the RN. In this study, a novel approach is proposed without any need for these assumptions. The existing molecule concentration around the RN is modeled as a Gaussian random process resulting the reconstructed signal as a Doubly Stochastic Poisson Process (DSPP). Although the DSPP is used to model the input signal in neuro-spike communications [19, 20], the random processes are not adopted to model the signal outside the RN in diffusion-based MC. With the random process approach, the signal reconstruction performance is investigated by deriving a signal distortion function, which is the Mean Square Error (MSE) between the existing signal around the RN and the reconstructed signal. By using the random walk simulation of the molecules, the derived distortion function, which consist of the system parameters such as the RN radius, diffusion coefficient and sampling period, is validated. In addition, the distributions of the original and the reconstructed signals are generated. The results show that the RN can reconstruct the surrounding signal with a small distortion, if the system parameters are appropriately selected. Besides the derivation of the distortion during the signal reconstruction, our work contributes to the literature by revealing the relation between the signal reconstruction and the RN design. We obtain optimum RN design parameters using the cases where the signal distortion function is minimum with respect to the corresponding parameter. The trade-off among the RN design parameters is shown with the numerical results. Through the extensive analytical and numerical analyses, the optimal design parameters of the RN such as the RN radius and sampling frequency are investigated by minimizing the signal distortion.

The remainder of the paper is organized as follows. In Section II, the motivation to find the accuracy of
the molecular signal reconstruction is given. In Section III, the system model for the signal reconstruction is introduced. The distortion of the reconstructed signal in the MSE sense is derived in Section IV. The validation of the system model and the numerical results are presented in Section V. In Section VI, the optimum design parameters of the RN are derived and analyzed. Finally, the concluding remarks are given in Section VII.

II. MOTIVATION

In this section, our motivation for the system model is explained by using a one dimensional scenario. Let us consider a TN emitting molecules instantaneously as a single spike to send an information symbol to the RN. The molecule concentration around RN can be given by

\[ C = \frac{Q}{\sqrt{4\pi Dt}} e^{-\frac{r^2}{4Dt}}, \]  

(1)

where \( Q \) is the number of the molecules, \( C \) is the molecule concentration, \( D \) is the diffusion coefficient, \( r \) is the distance from the TN and \( t \) is the propagation time \([21]\).

Actually, (1) characterizes the average behavior of molecule concentration at a certain distance from the TN. However, the instantaneous molecule concentration changes randomly due to the random walk phenomenon which is utilized to model the diffusion of the molecules. According to this phenomenon, molecules make random steps to the right or to the left direction with equal probability on the \( x \) axis. Their successive steps are statistically independent from their previous steps. The random movements cause the molecule concentration to change randomly at each instant of the diffusion. Therefore, the molecule concentration generates a random process rather than a constant value given in (1). This is illustrated in Fig. I where the solid line represents the theoretical model in (1) and the oscillating line represents the random process generated via a random walk simulation. Due to the randomness of the molecules, the molecule concentration needs to be modeled by a random process instead of a deterministic function. Therefore, our main motivation is to investigate how accurate the RN reconstructs the surrounding signal, which is modeled as a random process, as given in the next section.

III. SYSTEM MODEL

A model to perceive and reconstruct the signal around the RN is proposed in this section. The RN is assumed to be a perfect absorber meaning that a molecule is received, when it hits its surface. In this way, the RN senses the molecule concentration during certain observation periods, i.e., samples the signal. It is also assumed that no chemical reaction occurs during the movement of the molecules. Let \( s(t) \) be the random process that shows the number of the molecules outside the RN and \( x(t) \) be the counted number...
Fig. 1: The comparison of the theoretical model and the random walk simulation for the molecule concentration with the parameters $Q = 10^4$, $D = 10^{-11} m^2/s$, $r = 10 \mu m$, (step time) $\tau = 10^{-3} s$, (step length) $\delta = 0.0447 \mu m$.

Fig. 2: Signal reconstruction model for the RN.

of the molecules by the RN. This model is illustrated in Fig. 2 $s(t)$ is assumed as a Poisson process. Due to the large number of the molecules, the Poisson distribution can be approximated by the Gaussian distribution. Hence, $s(t)$ is assumed to be a Gaussian random process with mean $m(t)$, variance $v(t)$ and autocovariance $R(t_1, t_2)$. The RN counts the molecules along a sampling period $T$ and it is assumed that the number of the molecules does not change in this period. An analogy with the delta modulation can be established to understand the relation between $s(t)$ and $x(t)$. As illustrated in Fig. 3 $s_i$ and $x_i$, which are measured along $T$, are the $i^{th}$ samples of $s(t)$ and $x(t)$, respectively. Since $s(t)$ is assumed to be a Gaussian random process, $s_i$ is assumed as a Gaussian random variable with $N(\mu_s, \sigma_s^2)$.

In order to define a molecular signal as the changing concentration levels around the RN, it is essential to specify a volume in which the RN is located similar to the virtual reception volume approach employed in [22] as illustrated in Fig. 4. In this figure, $V_N$ denotes the volume of the RN and $V_R$ stands for the reception volume, in which the molecular signal exists. $a$ and $b$ are the radii of the spherical volumes $V_N$ and $V_R$, respectively. When a molecule is received by the RN, it is not released to $V_R$ again. The
Fig. 3: Existing signal outside the RN and the sampled signal.

The probability that the molecule emitted at the distance \( y \) from the center of the RN can reach its surface within time \( t \) can be found through the first-hitting time probability of the random walk as follows \cite{23,25}.

\[
F(y, t) = \frac{a}{y} \text{erfc} \left( \frac{y - a}{\sqrt{4Dt}} \right),
\]

where \( D \) is the diffusion coefficient, \( a \) is the radius of the RN and \( \text{erfc}(.) \) is the complementary error function. This capture can be used to find the hitting rate of the molecules to the surface of the RN. Since the capture of a molecule is an event with two possible outcomes as "capture" or "escape", \( x_i \) can be assumed as a random variable with a binomial distribution. Due to the large number of molecules around the RN, the binomial distribution can be approximated to Poisson distribution. Thus, \( x_i \) is assumed to have a Poisson distribution in our study. On the other hand, the spatial distribution of the molecules around the RN is given as follows. It is assumed that the molecules in the reception volume are uniformly distributed over the interval \((a, b)\) where \(b > a\). By using the mean distance of the molecules to the surface of the RN, i.e., \( \frac{a+b}{2} \), the average number of molecules which can hit the surface of the RN within a sampling...
interval can be given as,

$$\lambda = F\left(\frac{a + b}{2}, T \right) s_i,$$  \hspace{1cm} (3)$$

where $F\left(\frac{a + b}{2}, T \right)$ is abbreviated as $F(T)$ in the rest of the paper. Here, $\lambda$ is the rate of the Poisson random variable $x_i$ depending on another random variable $s_i$.

A Poisson process is generally employed as a counting process and it can be defined as a random process which has independent increments being Poisson distributed. The rate of the Poisson process can be generalized as the time-varying intensity function, i.e., $\lambda(t)$. When the intensity function is constant, the Poisson process is homogeneous, whereas the Poisson process is nonhomogeneous when the intensity function is time-dependent. The intensity function may be unknown in some situations and cannot be treated as constant. In such circumstances, it is reasonable to consider the intensity function as a random process. When the intensity function of the nonhomogeneous Poisson process is another random process, the Poisson process is called a Cox process or a Doubly Stochastic Poisson Process (DSPP) [26].

In our system model, the intensity function of $x(t)$ can be found by replacing the Gaussian random variable $s_i$ with the Gaussian random process $s(t)$ in (3). This intensity function is given by

$$\lambda(t) = \frac{F(T)}{T} s(t),$$  \hspace{1cm} (4)$$

where the intensity function is normalized by a factor of $\frac{1}{T}$ due to the definition of the rate, which is the number of molecules hitting the surface of the RN within unit time. Since the intensity of $x(t)$ is another random process given in (4), $x(t)$ is a DSPP. Furthermore, $s(t)$ can be assumed as a stationary random process, since it is constant along a sampling period $T$.

Using the knowledge that $x(t)$ is a DSPP which is defined for $t \geq t_0$ and $s(t)$ is a stationary Gaussian random process, the mean of $x(t)$ can be given as [27]

$$E\{x(t)\} = \int_{t_0}^{t} E\{\lambda(u)\} du = \int_{t_0}^{t} E\left\{\frac{F(T)}{T} s(u)\right\} du = \frac{F(T)}{T} \int_{t_0}^{t} m(u) du,$$  \hspace{1cm} (5)$$

where $E\{\cdot\}$ represents the expectation operator. To find the variance of $x(t)$, the autocovariance of $\lambda(t)$ is needed which is derived as

$$Cov\{\lambda(t_1), \lambda(t_2)\} = E \left\{ [\lambda(t_1) - E\{\lambda(t_1)\}] [\lambda(t_2) - E\{\lambda(t_2)\}] \right\}$$

$$= E \left\{ \frac{F(T)}{T} [s(t_1) - m(t_1)] \frac{F(T)}{T} [s(t_2) - m(t_2)] \right\}$$

$$= \frac{(F(T))^2}{T^2} R(t_1, t_2),$$  \hspace{1cm} (6)$$
where \( \text{Cov}\{\cdot\} \) shows the covariance operator. Then, by using (6), the variance of \( x(t) \) is given as (7)

\[
\text{Var}\{x(t)\} = 2 \int_{t_0}^{t} \int_{t_0}^{t_2} \text{Cov}\{\lambda(t_1), \lambda(t_2)\} dt_1 dt_2 + \int_{t_0}^{t} E\{\lambda(u)\} du
\]

\[
= \frac{2 (F(T))^2}{T^2} \int_{t_0}^{t} \int_{t_0}^{t_2} R(t_1, t_2) dt_1 dt_2 + \frac{F(T)}{T} \int_{t_0}^{t} m(u) du,
\]

where \( \text{Var}\{\cdot\} \) is the variance operator. The second moment of \( x(t) \) can be calculated by using (5) and (7) in the formula \( E\{x^2(t)\} = \text{Var}\{x(t)\} + (E\{x(t)\})^2 \) as given by

\[
E\{x^2(t)\} = \frac{2 (F(T))^2}{T^2} \int_{t_0}^{t} \int_{t_0}^{t_2} R(t_1, t_2) dt_1 dt_2 + \frac{F(T)}{T} \int_{t_0}^{t} m(u) du + \left( \frac{F(T)}{T} \int_{t_0}^{t} m(u) du \right)^2.
\]

The statistical properties of the DSPP \( x(t) \) is employed to derive the signal reconstruction distortion in the next section.

**IV. DERIVATION OF THE SIGNAL DISTORTION**

In this section, the signal distortion between the signal outside the RN and the reconstructed signal is derived as a Mean Square Error (MSE). The signal distortion, i.e., the MSE \( \mathcal{E} \), is given by

\[
\mathcal{E} = \frac{E\{|s_i - x_i|^2\}}{V^2} = \frac{E\{s_i^2\} - 2E\{s_i x_i\} + E\{x_i^2\}}{V^2},
\]

where \( s_i \) is a Gaussian random variable with \( N(\mu_s, \sigma_s^2) \) showing the number of the molecules in the volume between the outer boundary of the reception volume and the RN, \( (V_R - V_N) \), \( x_i \) is a doubly stochastic Poisson variable showing the counted number of the molecules in \( V_N \), \( V \) is the volume. Here, \( \mathcal{E} \) is derived by using concentrations of the molecules inside and outside the RN. Therefore, (9) includes the volume \( V \) where those molecules are located. Also in (9), \( V_R \) is calculated as \( \frac{4}{3} \pi b^3 \) and similarly \( V_N \) is calculated as \( \frac{4}{3} \pi a^3 \). Since the counted number of the molecules by the RN depends on the number of the molecules outside the RN, random variables \( x_i \) and \( s_i \) are dependent. The second term of the numerator in (9) consists of the product of these two dependent random variables. The expected value of this product can be found by

\[
E\{s_i x_i\} = \rho_{s_i x_i} \sigma_{s_i} \sigma_{x_i} + E\{x_i\} E\{s_i\},
\]

where \( \rho_{s_i x_i} \) is the correlation coefficient between \( x_i \) and \( s_i \). After substituting (10) in (9), the volumes can be clarified to find the molecule concentrations by writing explicitly the volumes for each term as given by

\[
\mathcal{E} = \frac{E\{s_i^2\}}{(V_R - V_N)^2} - 2 \rho_{s_i x_i} \frac{\sigma_{s_i}}{V_N} \frac{\sigma_{s_i}}{(V_R - V_N)^2} - \frac{2 E\{s_i\}}{V_N} \frac{E\{s_i\}}{(V_R - V_N)^2} + \frac{E\{x_i^2\}}{V_N^2}.
\]

In (11), the numerator of the first term can be found as \( E\{s_i^2\} = \sigma_s^2 + \mu_s^2 \). To find the second and the third term of the numerator in (9), the first and second moments of \( x(t) \) is employed. \( E\{x_i^2\} \) can be
found as given in equation (12) by setting \( t_0 = iT \) and \( t = (i + 1)T \) in (8) where \( i \geq 0 \) is an integer. Subsequently, the signal distortion becomes as given by (13).

\[
E\{x_i^2\} = E\{x^2(t)\}_{t_0=iT}^{t=(i+1)T} = \frac{2(F(T))^2}{T^2} \int_{iT}^{t_2} \int_{iT}^{(i+1)T} R(t_1, t_2)dt_1dt_2 \\
+ \frac{F(T)}{T} \int_{iT}^{(i+1)T} m(u)du + \left( \frac{F(T)}{T} \int_{iT}^{(i+1)T} m(u)du \right)^2. \quad (12)
\]

Since \( s(t) \) is assumed to be a stationary random process, the mean, variance and autocovariance can be written as \( m(t) = \mu_s \) and \( v(t) = R(t_1, t_2) = \sigma_s^2 \) for one sample measured along \( T \). Using this assumption, \( E \) can be simplified in a time interval from 0 to \( T \) as given in (14) which is used to obtain the numerical results in the next section.

V. VALIDATION OF THE SIGNAL DISTORTION FUNCTION & NUMERICAL RESULTS

In this section, the derived \( E \) given in (14) is validated through random walk simulations. In addition, the numerical results are given and analyzed by evaluating the signal distortion function. Furthermore, the distributions of the signal outside the RN and the reconstructed signal are observed. The simulation parameters for the numerical results are given in Table I and the random walk simulation parameters are given in Table II. In the simulation experiments, the signal outside the RN is calculated by dividing the number of molecules \( s_i \) to the volume between the boundary of \( V_R \) and the boundary of \( V_N \) as shown in Fig. 4. Similarly, the concentration received by the RN is found by dividing the received number of molecules \( x_i \) to \( V_N \).

The aim of the numerical result part is to observe the accuracy of the signal reconstruction of the RN for different MC system parameters, such as radius of the reception volume, sampling period and diffusion coefficient. In the light of these results, the signal reconstruction performance can be improved by adjusting the MC system parameters appropriately.

\[
\mathcal{E} = \frac{\sigma_s^2 + \mu_s^2}{(V_R - V_N)^2} - 2 \left[ \frac{\mu_s F(T)}{(V_R - V_N)T} \int_{iT}^{(i+1)T} \frac{m(u)}{V_N} du \\
+ \frac{\rho_{s,x} \sigma_s}{(V_R - V_N)V_N} \left( \int_{iT}^{t_2} \frac{2}{T^2} \int_{iT}^{(i+1)T} F(T) R(t_1, t_2)dt_1dt_2 + \int_{iT}^{(i+1)T} F(T) m(u)du \right) \right] \\
+ \frac{1}{V_N^2} \left[ \frac{2}{T^2} \int_{iT}^{t_2} \int_{iT}^{(i+1)T} R(t_1, t_2) dt_1dt_2 + \frac{F(T)}{T} \int_{iT}^{(i+1)T} m(u)du + \left( \frac{F(T)}{T} \int_{iT}^{(i+1)T} m(u)du \right)^2 \right]. \quad (13)
\]
\[ E = \frac{\sigma^2_s + \mu^2_s}{(V_R - V_N)^2} - \frac{2\rho_{s,xi}\sigma_s \sqrt{F(T) \left( F(T) \sigma^2_s + \mu_s \right)}}{V_N(V_R - V_N)} - \frac{2F(T)\mu^2_s}{V_N^2} + \frac{F(T) \left( F(T) \sigma^2_s + \mu_s + F(T) \mu^2_s \right)}{V_N^2}. \]

(14)

### TABLE I: Simulation Parameters.

| Parameters       | Values      |
|------------------|-------------|
| \( \mu_s \)      | 10²         |
| \( \sigma^2_s \)  | 10²         |
| Correlation coefficient (\( \rho_{s,xi} \)) | 0 - 1       |
| Diffusion coefficient (\( D \))    | \( 10^{-12} m^2/s \) |
| Radius of the \( V_N \) (\( a \)) | 1\( \mu m \) |
| Radius of the \( V_R \) (\( b \)) | 2 - 3\( \mu m \) |
| Sampling period (\( T \)) | 0 - 0.25 s |

### TABLE II: Random Walk Simulation Parameters.

| Parameters       | Values      |
|------------------|-------------|
| \( \mu_s \)      | 10²         |
| Diffusion coefficient (\( D \)) | \( 10^{-12} m^2/s \) |
| Radius of the \( V_N \) (\( a \)) | 1\( \mu m \) |
| Radius of the \( V_R \) (\( b \)) | 2 - 3\( \mu m \) |
| Time (\( t \))   | 0 - 0.25 s  |
| Step time (\( \tau \)) | \( 10^{-3} s \) |
| Step length (\( \delta \)) | 0.0447\( \mu m \) |

### A. Validation of the Theoretical System Model

A random walk simulation is performed to show that the signal distortion function is valid. In the random walk simulations, a molecule is assumed to make a random movement in every \( \tau \) seconds with a step length of \( \delta \) meters on \( x \), \( y \) and \( z \) axes separately. Every step of a molecule, whose step length can be calculated by \( \delta = \sqrt{2D\tau} \), is independent from its other steps [28].
During the random walk simulation, the following assumptions are made. The initial distance of the molecules to the center of the RN is assumed as \((a + b)/2\) which is the midpoint of the boundaries of \(V_R\) and \(V_N\), as given in the theoretical model. A molecule in \(V_R\) is received, when it hits the RN. After the reception of a molecule, it is not released to \(V_R\) again. Every received molecule is only counted once, since the RN is assumed to be a perfect absorber. Until the end of the random walk simulation, no additional molecule can enter the \(V_R\). Using these assumptions, the numerical and the random walk simulation results for the signal distortion (\(\mathcal{E}\)) as a function of the sampling period are given in Fig. 5 (a) and (b), respectively. In both of the figures, the signal distortion functions have approximately the same convex structure and nearly the same minimum points. This shows that the signal distortion function given in (14) is valid. Small differences are observed in signal distortion values between Fig. 5 (a) and Fig. 5 (b) which can be clarified as follows. In the random walk simulation, the molecules start walking from the midpoint between the boundaries of \(V_R\) and \(V_N\) and during the sampling period they can move out of the \(V_R\). However, in the theoretical model, it is assumed that during the sampling period the number of the molecules is constant and the number of the molecules inside the \(V_R\) can decrease if and only if the molecules are received by the RN.

The numerical results given in this section validates the signal distortion function derived in Section IV for the system model given in Section III. Using this signal distortion function, the effect of the system parameters is examined in the next subsection.
Fig. 6: Distributions of $x$ and $s$ with the parameters (a) $T = 0.06s$, $D = 10^{-12}m^2/s$, $\mu_s = 10^2$, $\sigma_s^2 = 10^2$, $a = 1\mu m$, $b = 2\mu m$ (b) $T = 0.12s$, $D = 10^{-12}m^2/s$, $\mu_s = 10^2$, $\sigma_s^2 = 10^2$, $a = 1.3\mu m$, $b = 2\mu m$.

B. Numerical Results

In this part, we first observe the signal distortion function for three different $V_R$ radii as given in Fig. 5 (a). The different molecular signals (concentration values) are obtained by changing the radius of $V_R$, i.e., $b$, while keeping the number of molecules in $V_R$ constant. As the $V_R$ becomes smaller, the signal distortion values fall more steeply to their minimum values, since the hitting rate of the molecules increases in a smaller volume. This also shows that the RN can respond faster for smaller values of $V_R$. As the RN samples for a longer duration, it can capture more molecules. However, after reaching the minimum of the signal distortion function which gives the optimum sampling period on the x-axis, the RN captures more molecules than it needs to calculate the valid molecule concentration around it. Therefore, the signal distortion increases after the minimum of the signal distortion function. This result reveals that the RN can increase its signal reconstruction performance by increasing the sampling period, only until the minimum signal distortion point.

In Fig. 6 (a) and (b), the fitted distributions of the original signal samples, $s$, and the reconstructed signal samples, $x$, are shown for different parameters. The results are obtained as follows. First, a Gaussian distribution for $s$ is generated. Then, by using the distribution of $s$, the distribution of $x$ is calculated by generating a Poisson distribution with the rate given in (3) for $10^6$ trials. The difference between the mean values of the distributions corresponds to the distortion of the signal reconstruction. Furthermore, the figure reveals that the signal reconstruction can cause errors, when an information transfer from the TN to the RN takes place. However, when the system parameters are appropriately set, the signal can be reconstructed with a small distortion as observed in Fig. 6 (b).

In Fig. 7, the effect of the diffusion coefficient on the signal distortion is illustrated. For a larger
Fig. 7: Signal distortion vs. sampling period for varying diffusion coefficients with $a = 1 \mu m$, $b = 2 \mu m$ and $\rho_{sx} = 0.75$.

diffusion coefficient, $F(T)$ increases more rapidly. This rapid increase causes the signal distortion with the larger $D$ to reach its minimum value more quickly. If the RN continues to count the molecules after the minimum of the signal distortion function, the concentration difference grows, since the captured molecules increase and the remaining molecules in $V_R$ decrease. After the minimum point of the signal distortion function, the signal distortion goes up as fast as the magnitude of the diffusion coefficient $D$, due to the faster movement of the molecules in a less dense environment. To obtain minimum signal distortion, the optimization of the RN design parameters is essential, as discussed in the next section.

VI. Receiver Nanomachine Design

In this section, optimum parameters such as RN radius ($a$), sampling period ($T$) and sampling frequency ($f$) are examined for the RN design. First, we focus on the optimum sampling period, i.e., $T_{opt}$. The sampling period needs to be estimated in order to calculate the receiving time and the information rate of the RN.

By means of the signal distortion function given in (14), the optimum parameters can be derived. Since the signal distortion function is convex as observed with the numerical results in Section V, $T_{opt}$ can be found by solving the equation for $T$ as given by

$$\frac{\partial \mathcal{E}(T)}{\partial T} = 0.$$  \hspace{1cm} (15)

When the sampling period is set as $T_{opt}$, the minimum signal distortion is obtained. The derivative of $\mathcal{E}$ with respect to $T$ is given in (16) where $z = \frac{b-a}{4\sqrt{DT}}$. However, the derived expression of $T_{opt}$ is a long equation and cannot be written in this paper. Instead, the numerical comparison of the signal distortion for a constant $T$ and $T_{opt}$ is given in Fig. 8. To derive $T_{opt}$, an approximation such that $\text{erfc}(x) = e^{-c_1x - c_2x^2}$,
\[
\frac{\partial E(T)}{\partial T} = -\frac{9(b-a)D\mu_a^2e^{-z^2}}{16a^2(a+b)(b^3-a^3)\pi^{5/2}(DT)^{3/2}}
\]
\[
+ \frac{9(b^2-a^2)D\mu_s e^{-z^2} + 36a(b-a)D\mu_a^2e^{-z^2}\text{erfc}(z)}{32(a+b)^2a^5\pi^{5/2}(DT)^{3/2}}
\]
\[
- \frac{18\rho_{sx}\sigma_a^2(a-b)De^{-z^2}\text{erfc}(z) + 9(b^2-a^2)D\mu_s e^{-z^2} + 18a(b-a)\sigma_a^2 D\text{erfc}(z)}{32a^2\pi^{5/2}(a+b)(b^3-a^3)(DT)^{3/2}}
\sqrt{2a\mu_s(a+b)\text{erfc}(z) + 4a^2\sigma_a^2(\text{erfc}(z))^2}.
\]

where \( c_1 = 1.09500814703333 \) and \( c_2 = 0.75651138383854 \), is used [29]. Furthermore, it is assumed that \( e^{-c_1 z -(c_2+1)z^2} \approx e^{-c_1 z -(c_2+2)z^2} \), \( e^{-2c_1 z -2c_2 z^2} \approx e^{-2c_1 z -(2c_2+2)z^2} \), \( e^{-2c_1 z -(2c_2+1)z^2} \approx e^{-2c_1 z -(2c_2+2)z^2} \) to solve the equation for \( T_{opt} \). The numerical results in Fig. 8 show that the derived \( T_{opt} \) gives better results and validate the sampling period is optimum, when it is compared with a constant sampling period.

Another critical parameter of the RN is its radius. It is essential to choose the optimum radius for the minimum MSE signal reconstruction. Similar to \( T_{opt} \), the optimum RN radius, i.e., \( a_{opt} \), can be found by solving

\[
\frac{\partial E(a)}{\partial a} = 0.
\]

If the second derivative of \( E(a) \) is positive, its minimum can be calculated. The first derivative of the \( E(a) \) with respect to \( a \) and the solution for \( a_{opt} \) are too long equations to write here. Instead, the numerical results regarding the relationship among \( a \), \( T \), \( f \) and the signal distortion are examined.

Assuming that \( b = 2a \), the combined effect of the system parameters on the signal distortion is shown in Fig. 9. As the size of the RN grows, the RN needs more time to collect the sufficient number of

![Fig. 8](image-url)  

Fig. 8: Constant and optimum sampling period comparison for \( D = 10^{-12} m^2/s \), \( b = 2a \), \( \mu_a = \sigma_a^2 = 10^2 \) and \( \rho_{sx} = 0.75 \).
molecules required for the desired concentration value around it and thus, to reduce the signal distortion. This stems from the fact that, while the surface of the RN increases proportionally with $a^2$, its volume increases proportionally with $a^3$. To balance this situation, the RN extends its sampling period. Regarding the $T_{opt}$ values, as the RN radius increases, the RN needs more time to reconstruct the signal, but has a lower signal distortion due to the larger capture probability of the molecules. This shows that there is a trade-off among $a$, $T$ and the signal distortion. When a larger RN size is chosen to have a lower signal distortion, a longer optimum sampling period is required. On the contrary, if the RN is desired to respond faster for reception, its cost is a worse signal reception. Therefore, RN sampling period and its corresponding signal distortion are essential to determine the optimum RN radius, i.e., $a_{opt}$.

The sampling frequency, which is calculated by $f = \frac{1}{T}$, can be used to design a RN efficiently. The combined effect of the sampling frequency, RN radius and signal distortion can be seen in Fig. 10. An analysis similar to the sampling period can be made for the sampling frequency. As the RN radius increases, the sampling frequency and signal distortion decrease at the optimum frequency points, i.e., $f_{opt}$. The relation among the signal distortion, sampling frequency and the RN radius is required to be considered for the RN design. When a smaller RN is chosen, the signal distortion and $f_{opt}$ becomes higher. Hence, the cost for a smaller RN with the minimum signal distortion is a lower quality communication and a more complex structure for a faster signal processing.

It is not always possible to design the RN according to the optimum parameters. In such cases, a signal distortion constraint can be defined. Due to the convexity of the signal distortion function, a range within the minimum and maximum values of the sampling period (or sampling frequency) can be determined for the given signal distortion constraint. Subsequently, the RN radius can be chosen according to this
range of the sampling period (or sampling frequency).

![Figure 10: Signal distortion vs. \(a\) and \(f\) surface plot for \(\mu_s = 10^2\), \(\sigma_s^2 = 10^2\), \(D = 10^{-12} m^2/s\), \(b = 2a\) and \(\rho_{sx} = 0.75\).](image)

VII. CONCLUSION

In this paper, a new concept about how accurate the molecular signal is sensed and reconstructed by the RNs is proposed. The RN is assumed as a perfect absorbing molecule counting machine and the reconstructed signal is modeled as a counting process. The molecule concentration is treated as a molecular signal and a signal distortion is defined as the mean square error between the existing molecular signal outside the RN and the reconstructed signal. Instead of the deterministic approach, Gaussian random process is used for the molecular signal outside the RN in a more realistic way and DSPP is obtained to model the reconstructed signal. The derived signal distortion function is validated by means of the random walk simulations. Numerical results are given to highlight the effect of the system parameters such as the diffusion coefficient, sampling period and RN radius, on the signal distortion. By the minimization of the signal distortion, the optimum RN design parameters are derived. Our analysis about the effect of the signal distortion on the RN design parameters shows that the RN can reconstruct signals with a small distortion, when the RN design parameters are properly configured.

The signal reconstruction distortion, which is proposed as a novel performance parameter, can be employed to design an efficient MC system from the signal reconstruction perspective. For example, a smaller diffusion coefficient can be chosen for a faster signal reconstruction with minimum signal distortion. Furthermore, this perspective can be utilized to show the trade-off among the RN design parameters such that the optimum sampling period decreases and the minimum signal distortion increases, as the radius of the RN decreases. As the future work, we plan to develop MC methods to transmit and receive information efficiently according to the signal reconstruction of the RNs. Moreover, our future works include the modeling and analysis of the signal reconstruction by the RNs with receptors.
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