How to assess coherent beliefs: A comparison of different notions of coherence in Dempster-Shafer theory of evidence
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Abstract Stemming from de Finetti’s work on finitely additive coherent probabilities, the paradigm of coherence has been applied to many uncertainty calculi in order to remove structural restrictions on the domain of the assessment. Three possible approaches to coherence are available: coherence as a consistency notion, coherence as fair betting scheme, and coherence in terms of penalty criterion. Due to its intimate connection with (finitely additive) probability theory, Dempster-Shafer theory allows notions of coherence in all the forms recalled above, presenting evident similarities with probability theory. In this chapter we present a systematic study of such coherence notions showing their equivalence.
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1 Introduction

De Finetti’s notion of coherence for probability assessments is well-known for its role in ruling probabilistic evaluations on a family of events without any particular algebraic structure (e.g., an algebra or a partition). Indeed, when a probability assessment is defined on an arbitrary set of events the axioms of (finitely additive) probability are no more sufficient and must be replaced by a suitable stronger condition.
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A first definition of probabilistic coherence is that requiring the existence of a finitely additive probability measure on an algebra, extending the given assessment. Such definition of coherence is a consistency notion and is merely “syntactic”. Two other popular definitions of coherence for probabilities [21], are that based on the betting scheme and that based on the penalty criterion. These two notions of coherence, mainly studied in decision theory, artificial intelligence and economics, provide also a “semantic” interpretation of the corresponding conditions.

Coherence in terms of the penalty criterion has been extensively investigated by Teddy Seidenfeld (and colleagues) to whom we pay homage in this book in occasion of his 70th birthday (see, e.g., [41,44]). In particular, in [41] the authors carry out a systematic study of scoring rules for conditional probability assessments. Such paper investigates the connections with the betting criterion and also deals with scoring rules weakening the usual requirements of continuity and strict properness (see, e.g., [39]).

A key feature of probabilistic coherence is the possibility of extending a coherent assessment to a new set of events by preserving coherence. In general, we have a class of coherent extensions, determining lower and upper envelopes that can be taken as non-additive measures (see, e.g., [15,16,17,33,48,49]). Hence, the notion of probabilistic coherence acts like a “bridge” between finitely additive probability theory and other uncertainty calculi. For instance, in some particular cases, due to specific logical conditions, these envelopes can be belief and plausibility functions [10,17,30] or necessity and possibility measures [11,24]. A study in the case of countably additive measures has been carried out in [33].

On the other hand, the paradigm of coherence has been extended substituting the class of finitely additive probability measures with another class of more general uncertainty measures (see, e.g., [45,49,52]). In particular, in [45] Seidenfeld (and colleagues) analyze scoring rules in the more general setting of imprecise probabilities. Following this line, in this work we focus on Dempster-Shafer theory [22,46] which is known to possess many important connections with finitely additive probability theory. We recall that the interplay between Dempster-Shafer theory and probability theory has remarkable consequences also in mathematical statistics [38,50,51].

We show that Dempster-Shafer theory allows notions of coherence in the three forms recalled for probabilities, i.e., coherence as a consistency notion, coherence as fair betting scheme, and coherence in terms of penalty criterion. In particular, the betting scheme notion is the quantitative counterpart of the qualitative notions introduced for preferences either on generalized lotteries [9] or on gambles [12,13].

All the definitions of coherence we introduce consider partially resolving uncertainty, as motivated by Jaffray in [31]. More precisely, we assume that at the moment uncertainty is resolved, due to a lack of information, the agent can observe that an event $B \neq \emptyset$ has occurred, but he/she may not be able to identify the true state of the world. In detail, this translates in considering the gain (betting criterion) or the total penalty (penalty criterion) as a function
defined on all non-impossible events, rather than a function defined on \( \Omega \) (or on a partition of it). The latter situation is typical of the usual assumption of *completely resolving uncertainty*. Further, we take for granted that the agent is systematically pessimistic as he/she always considers minima of indicators of events in computing such quantities.

We prove that all the introduced notions of coherence for belief assessments are equivalent and show that they reduce to the classical notions of coherence for probabilities when *completely resolving uncertainty* is assumed. Moreover, we specialize the introduced notions of coherence to work inside the subclass of finitely minitive necessity measures \([23,46]\), by assuming *consonance*, besides partially resolving uncertainty. Finally, the relation between coherence for belief functions and (strictly) proper scoring rules is studied and we show how the Bregman divergence \([5,27,39]\) determined by a bounded proper scoring rule can be used to correct an incoherent assessment.

The concept of coherence is of paramount importance for what concerns elicitation, interpretation and inference in an uncertainty framework, as shown by the theory of coherent lower previsions started by Williams \([52]\) and Walley \([48,49]\). The purpose of the present chapter is twofold. First, it provides a systematic treatment of coherence for partial assessments in the class of belief functions and in the two distinguished subclasses given by finitely additive probability measures and finitely minitive necessity measures. Second, by generalizing the classical betting and penalty criteria it gives operational tools for the elicitation and interpretation of belief and necessity assessments.

The chapter is structured as follows. In Section 2 we collect the necessary preliminaries on belief functions. In Section 4 we introduce the different notions of coherence for belief functions and prove their equivalence, while in Section 4 we investigate the notions of coherence for probability and necessity assessments. Finally, in Section 5 we present coherence conditions based on proper scoring rules and show their use in correcting an incoherent assessment.

## 2 Preliminaries

Let \( \Omega \) be an arbitrary non-empty set of *states of the world* and \( \mathcal{A} \subseteq \mathcal{P}(\Omega) \) an algebra of its subsets representing *events*, where \( \mathcal{P}(\Omega) \) stands for the power set of \( \Omega \). In case of a finite algebra \( \mathcal{A} \), let \( \text{atoms}(\mathcal{A}) = \{C_1, \ldots, C_m\} \) be the set of its *atoms*, that is the finest partition of \( \Omega \) contained in \( \mathcal{A} \). Moreover, for every \( A \in \mathcal{A} \) we denote by \( 1_A : \Omega \to \{0, 1\} \) its *indicator*. Further, if \( \mathcal{E} \subseteq \mathcal{P}(\Omega) \) is an arbitrary non-empty family, then \( \text{algebra}(\mathcal{E}) \) denotes the minimal algebra of subsets of \( \Omega \) containing \( \mathcal{E} \).

A *belief function* (see \([22,46]\)) is a mapping \( \text{Bel} : \mathcal{A} \to [0, 1] \) such that:

(i) \( \text{Bel}(\emptyset) = 0 \) and \( \text{Bel}(\Omega) = 1 \);

(ii) for every \( k \geq 2 \) and for every \( A_1, \ldots, A_k \in \mathcal{A} \),

\[
\text{Bel}\left( \bigcup_{i=1}^{k} A_i \right) \geq \sum_{\emptyset \neq I \subseteq \{1, \ldots, k\}} (-1)^{|I|+1} \text{Bel}\left( \bigcap_{i \in I} A_i \right).
\]
Condition (ii) above is usually termed complete monotonicity, moreover, together with condition (i) it implies monotonicity with respect to set inclusion, that is, \( \text{Bel}(A) \leq \text{Bel}(B) \) whenever \( A \subseteq B \), for \( A, B \in \mathcal{A} \). In short, in this chapter for belief function we mean a normalized completely monotone capacity \([7]\).

Belief functions are intimately connected to finitely additive probabilities, in at least four aspects:

1. Every finitely additive probability measure \( P \) on \( \mathcal{A} \) is a belief function.
2. Every finitely additive probability measure \( P \) on \( \mathcal{A} \) determines a belief function on every super-algebra \( \mathcal{B} \), with \( \mathcal{A} \subseteq \mathcal{B} \subseteq \mathcal{P}(\Omega) \), through its inner measure \( P_* \) defined, for every \( B \in \mathcal{B} \), as
   \[
P_*(B) = \sup\{P(A) : A \subseteq B, A \in \mathcal{A}\}.
   \]
   More generally, it holds that the inner measure \( \text{Bel}_* \) on \( \mathcal{B} \) generated by a belief function \( \text{Bel} \) on \( \mathcal{A} \) is still a belief function \([47]\).
3. Every multi-valued mapping \( f \) (satisfying some natural requirements) from a finitely additive probability space \( (\Theta, \mathcal{F}, P) \) to \( (\Omega, \mathcal{A}) \), with \( \mathcal{F} \) an algebra on \( \Theta \), induces a belief function \( \text{Bel} \) on \( \mathcal{A} \) \([38]\).
4. Every belief function \( \text{Bel} \) on \( \mathcal{A} \) induces a closed (in the product topology) convex set of finitely additive probability measures on \( \mathcal{A} \) referred to as core:
   \[
   \text{core}(\text{Bel}) = \{P : P \text{ is a f.a. probability on } \mathcal{A}, \text{Bel} \leq P\}.
   \]
   It actually holds that \( \text{Bel} = \min \text{core}(\text{Bel}) \), where the minimum is pointwise on the elements of \( \mathcal{A} \) \([52]\).

A fifth connection with finitely additive probabilities deserves a particular attention as it allows an integral representation of any belief function. In the case of a finite \( \mathcal{A} \), a belief function \( \text{Bel} \) on \( \mathcal{A} \) is in bijection with its Möbius inverse \([6, 29]\), defined for every \( A \in \mathcal{A} \) as
   \[
m_{\text{Bel}}(A) = \sum_{B \subseteq A} (-1)^{|\{C \subseteq \text{atoms}(A) : C \subseteq A \setminus B\}|} \text{Bel}(B),
   \]
also called basic probability assignment. The function \( m_{\text{Bel}} : \mathcal{A} \rightarrow [0, 1] \) is such that \( m_{\text{Bel}}(\emptyset) = 0 \), \( \sum_{A \in \mathcal{A}} m_{\text{Bel}}(A) = 1 \), and, for every \( A \in \mathcal{A} \),
   \[
   \text{Bel}(A) = \sum_{B \subseteq A} m_{\text{Bel}}(B).
   \]
The elements of \( \mathcal{A} \) where \( m_{\text{Bel}} \) is positive are said focal elements \([46]\) and a \( \text{Bel} \) is a probability measure if and only if its focal elements belong to \( \text{atoms}(\mathcal{A}) \).

Notice that, disregarding \( m_{\text{Bel}}(\emptyset) = 0 \), \( m_{\text{Bel}} \) can be formally viewed as a probability distribution on \( \mathcal{U} = \mathcal{A} \setminus \{\emptyset\} \) inducing a probability measure \( \mu_{\text{Bel}} \) on \( \mathcal{P}(\mathcal{U}) \), setting \( \mu_{\text{Bel}}(\{B\}) = m_{\text{Bel}}(B) \) for every \( B \in \mathcal{U} \), and extending \( \mu_{\text{Bel}} \) by additivity. This implies that, in the case of a finite \( \mathcal{A} \), there is a bijection
between the class of belief functions on $\mathcal{A}$ and the class of probability measures on $\mathcal{P}(\mathcal{U})$ setting, for every $A \in \mathcal{A}$

$$Bel(A) = \sum_{B \in \mathcal{U}} \left( \min_{\omega \in B} 1_A(\omega) \right) \mu_{Bel}(\{B\}).$$

Such relation has been generalized to an arbitrary $\Omega$ and an arbitrary algebra $\mathcal{A}$ contained in $\mathcal{P}(\Omega)$ in $[25,35]$. Theorem A in $[25]$ shows that every belief function $Bel$ on $\mathcal{A}$ is in bijection with a finitely additive probability measure $\mu_{Bel}$ defined on an algebra $\mathfrak{A}$ possibly strictly contained in $\mathcal{P}(\mathcal{U})$, where we still denote $\mathcal{U} = \mathcal{A} \setminus \{\emptyset\}$. The algebra $\mathfrak{A}$ is built as follows. For every $A \in \mathcal{A}$, define $\tilde{A} \in \mathcal{P}(\mathcal{U})$ setting

$$\tilde{A} = \{B \in \mathcal{U} : B \subseteq A\},$$

and let $\mathfrak{A} = \text{algebra}(\{\tilde{A} : A \in \mathcal{U}\})$.

Hence, we get that every belief function $Bel$ on $\mathcal{A}$ is in bijection with a finitely additive probability $\mu_{Bel}$ on $\mathfrak{A}$ such that, for every $A \in \mathcal{A}$

$$Bel(A) = \int_{\mathcal{U}} \left( \min_{\omega \in B} 1_A(\omega) \right) \mu_{Bel}(dB),$$

where the integral is of Stieltjes type $[1]$. The finitely additive probability $\mu_{Bel}$ on $\mathfrak{A}$ can still be called the M"{o}bius inverse of $Bel$. Notice that, when $\mathcal{A}$ is finite it holds $\mathfrak{A} = \mathcal{P}(\mathcal{U})$, thus we recover the classical definition.

3 Notions of coherence for belief functions

The previous section highlights that conditions (i) and (ii) characterizing a belief function essentially rely on the fact that the domain is an algebra. Nevertheless, in decision problems we often need to manage partial numerical evaluations of uncertainty. In such cases conditions (i) and (ii) are no more sufficient to guarantee that the assessed values are consistent with a belief function, therefore we need a stronger requirement encoded in a suitable notion of coherence.

In this section, $\Omega$ still denotes an arbitrary non-empty set of states of the world, while $\mathcal{E} \subseteq \mathcal{P}(\Omega)$ is an arbitrary non-empty family of events. For any non-empty subset $\mathcal{G} \subseteq \mathcal{E}$, we denote $\mathcal{A}_G = \text{algebra}(\mathcal{G})$ and $\mathcal{U}_G = \mathcal{A}_G \setminus \{\emptyset\}$. Further, we let $\mathfrak{A}_G = \text{algebra}(\{A : A \in \mathcal{U}_G\})$, where $A = \{B \in \mathcal{U}_G : B \subseteq A\}$, for every $A \in \mathcal{A}_G$.

A belief assessment is then a function $Bel : \mathcal{E} \to [0,1]$.

In the following we propose different notions to characterize coherence of a belief assessment, seen as a subjective quantification of uncertainty.

As is well-known, the paradigm of coherence is originally due to de Finetti $[21]$ in the context of finitely additive probability measures. Following this idea
the paradigm of coherence has been extended also to other uncertainty measures (see, e.g., [15, 45, 49, 52]). In particular in the context of belief functions we recall [19, 31].

As motivated in [31], in situations depending, for instance, on contractual clauses, the occurrence of some events could remain undetermined to the observer, because of a lack of information, at the dates at which the clauses take effect. In other terms, in such situations, that we qualify as partially resolving uncertainty, we can acquire the information that an event $B \neq \emptyset$ has occurred but we may not be able to identify the true state of the world. For this reason, in what follows, given an event $E$, to every event $B \neq \emptyset$ we associate the quantity

$$\min_{\omega \in B} 1_E(\omega) = \begin{cases} 
1, & \text{if } B \subseteq E, \\
0, & \text{otherwise}, 
\end{cases}$$

that acts as a generalized indicator, where uncertainty is resolved pessimistically. Notice that, if we consider an algebra $A \subseteq \mathcal{P}(\Omega)$, for every $B \in A \setminus \{\emptyset\}$, the function $u_B : A \rightarrow \{0, 1\}$ defined, for every $E \in A$, as

$$u_B(E) = \min_{\omega \in B} 1_E(\omega),$$

is said vacuous belief function [47] or unanimity game [29] on $B$.

The first two notions of coherence we introduce are consistency notions that assure the extendibility of a belief assessment to a belief function defined on an algebra. In particular, the second notion of coherence profits from the integral representation of a belief function through a finitely additive probability. Both conditions look for a global extension and do not provide any operational tool for their verification.

**Definition 1** A belief assessment $Bel : \mathcal{E} \rightarrow [0, 1]$ is coherent-1 if there exists a belief function $Bel' : \mathcal{A}_\mathcal{E} \rightarrow [0, 1]$ such that, for every $E \in \mathcal{E}$, it holds

$$Bel(E) = Bel'(E).$$

**Definition 2** A belief assessment $Bel : \mathcal{E} \rightarrow [0, 1]$ is coherent-2 if there exists a finitely additive probability $\mu : \mathcal{A}_\mathcal{E} \rightarrow [0, 1]$ such that, for every $E \in \mathcal{E}$, it holds

$$Bel(E) = \int_{\mathcal{H}_\mathcal{E}} \left( \min_{\omega \in B} 1_E(\omega) \right) \mu(dB).$$

Results on the extendibility of a belief function to a larger domain can be found in [48], where $\mathcal{E}$ is assumed to be an algebra, and [29], where $\mathcal{E}$ is assumed to be a lattice with respect to intersection and union. Our approach remains, nevertheless, more general.

The following condition is still a consistency notion that, contrary to the previous two conditions, has an operational appeal as it requires to solve a linear system for every finite subfamily of events.
Definition 3 A belief assessment $Bel : \mathcal{E} \to [0,1]$ is coherent-3 if, for every $n \in \mathbb{N}$ and every $\mathcal{F} = \{E_1, \ldots, E_n\} \subseteq \mathcal{E}$, the following linear system with unknowns $x_B$, for every $B \in \mathcal{U}_F$, is compatible

$$S_F : \begin{cases} \sum_{B \in U_F} \left( \min_{\omega \in B} 1_{E_i}(\omega) \right) x_B = Bel(E_i), \text{ for } i = 1, \ldots, n, \\ \sum_{B \in U_F} x_B = 1, \\ x_B \geq 0, \end{cases}$$

for every $B \in U_F$.

The fourth notion we introduce has a betting scheme interpretation, analogous to that proposed by de Finetti for probabilities [21], but working under partially resolving uncertainty. Given a finite subfamily $\mathcal{F} = \{E_1, \ldots, E_n\} \subseteq E$, a bet on $E_i$ with stake $\lambda_i \in \mathbb{R}$ produces a gain defined, for every $B \in \mathcal{U}_F$, as

$$\lambda_i \left( \min_{\omega \in B} 1_{E_i}(\omega) - Bel(E_i) \right),$$

where $Bel(E_i)$ can be interpreted as the amount paid to participate to the bet. The bets on events in $\mathcal{F}$ can be combined giving rise to the gain defined, for every $B \in \mathcal{U}_F$, as

$$G_F(B) = \sum_{i=1}^{n} \lambda_i \left( \min_{\omega \in B} 1_{E_i}(\omega) - Bel(E_i) \right).$$

Notice that the gain is defined on $U_F$, whose elements express the possible partial information we may acquire when uncertainty is resolved. The combination of bets is coherent if the gain $G_F$ is not uniformly negative over $U_F$, otherwise we will have a so-called Dutch book. Of course, the notion of Dutch book appearing here is a generalization of that introduced for probabilities by de Finetti [21], where the gain $G_F$ is restricted only to the elements of $\text{atoms}(\text{algebra}(\mathcal{F}))$ which are a proper subset of $U_F$ expressing completely resolving uncertainty.

Definition 4 A belief assessment $Bel : \mathcal{E} \to [0,1]$ is coherent-4 if, for every $n \in \mathbb{N}$ and every $\mathcal{F} = \{E_1, \ldots, E_n\} \subseteq \mathcal{E}$, for every $\lambda_1, \ldots, \lambda_n \in \mathbb{R}$, the function $G_F : \mathcal{U}_F \to \mathbb{R}$ defined, for every $B \in \mathcal{U}_F$, as

$$G_F(B) = \sum_{i=1}^{n} \lambda_i \left( \min_{\omega \in B} 1_{E_i}(\omega) - Bel(E_i) \right),$$

is such that $\max_{B \in \mathcal{U}_F} G_F(B) \geq 0$.

We point out the resemblance of condition coherence-4 with the avoiding sure loss condition for a lower probability given by Walley [48,49] (see also [47]). It is important to notice that Walley’s condition deals with a gain function defined on $\Omega$ while in our case, working under partially resolving uncertainty, the gain function is defined on $U_F$. 

In analogy with the classical betting scheme due to de Finetti, condition coherence-4 can be subject to a strategic aspect, i.e., an agent could try to guess the choice of the “opponent” and modify his belief assessment accordingly [21, 41].

The last notion of coherence we propose is the generalization of the penalty criterion proposed in [21]. Given a finite subfamily \( F = \{ E_1, \ldots, E_n \} \subseteq \mathcal{E} \), the assessed \( \text{Bel}(E_i) \) on \( E_i \) causes to the agent a penalty defined, for every \( B \in \mathcal{U}_F \), as

\[
\left( \min_{\omega \in B} 1_{E_i}(\omega) - \text{Bel}(E_i) \right)^2.
\]

Hence, the restriction of the assessment \( \text{Bel} \) to \( F \) will result in a global penalty defined, for every \( B \in \mathcal{U}_F \), as

\[
L_F(B) = \sum_{i=1}^{n} \left( \min_{\omega \in B} 1_{E_i}(\omega) - \text{Bel}(E_i) \right)^2.
\]

Notice that the global penalty is defined on \( \mathcal{U}_F \), whose elements express the possible partial information we may acquire when uncertainty is resolved. The assessment is coherent if there is no distinct assessment \( \text{Bel}^*: F \to [0,1] \) such that the corresponding global penalty \( L_F^* \) is uniformly lower than \( L_F \) over \( \mathcal{U}_F \).

**Definition 5** A belief assessment \( \text{Bel}: \mathcal{E} \to [0,1] \) is **coherent-5** if, for every \( n \in \mathbb{N} \) and every \( F = \{ E_1, \ldots, E_n \} \subseteq \mathcal{E} \), there is no distinct assessment \( \text{Bel}^*: F \to [0,1] \) such that the functions \( L_F^*, L_F: \mathcal{U}_F \to \mathbb{R} \) defined, for every \( B \in \mathcal{U}_F \), as

\[
L_F^*(B) = \sum_{i=1}^{n} \left( \min_{\omega \in B} 1_{E_i}(\omega) - \text{Bel}^*(E_i) \right)^2,
\]

\[
L_F(B) = \sum_{i=1}^{n} \left( \min_{\omega \in B} 1_{E_i}(\omega) - \text{Bel}(E_i) \right)^2,
\]

satisfy, for every \( B \in \mathcal{U}_F \), \( L_F^*(B) < L_F(B) \).

In analogy to what has been proven in the case of probability assessments (see [26] and [39]) condition coherence-5 can be equivalently formulated by requiring the non-existence of a distinct belief assessment \( \text{Bel}^*: F \to [0,1] \) such that, for every \( B \in \mathcal{U}_F \), \( L_F^*(B) \leq L_F(B) \).

In the particular case \( \mathcal{E} \) is a finite set, conditions coherence-3, coherence-4 and coherence-5 introduced in the previous definitions can be simplified by requiring them to hold only for \( F = \mathcal{E} \). Indeed, if they hold for \( F = \mathcal{E} \), then it is easily proved that they hold also for every non-empty subset \( F \subseteq \mathcal{E} \).

Limiting to a finite \( \Omega \) and \( \mathcal{E} = \mathcal{P}(\Omega) \), condition coherence-4 has been introduced in [31], while the case of a finite \( \Omega \) and an arbitrary \( \mathcal{E} \) has been considered in [40]. Again, limiting to a finite \( \Omega \) and \( \mathcal{E} = \mathcal{P}(\Omega) \), it is easy to show that our condition coherence-4 can be expressed in terms of the notion of \( B \)-consistency for a coherent betting function \( R: \mathbb{R}^\Omega \to \{0,1\} \) introduced
in [22]. Nevertheless, our condition coherence-4 is stronger than all conditions proposed in [31,32,40] since no assumption is made neither on $\Omega$ nor on $\mathcal{E}$. We point out that a dual version of conditions coherence-1 and coherence-3 can be traced back to [3], where a more general condition dealing with a conditional plausibility assessment is considered. This is due to duality between belief and plausibility functions (see, e.g., [29,46]) and the identification of $E_i$ with $E_i\mid \Omega$. Moreover, the dual of condition coherence-4 turns out to be a particular case of a more general condition of coherence we introduced in [14] for a conditional completely alternating Choquet expectation assessment. As far as we know, conditions coherence-2 and coherence-5 are new in the literature.

The following theorem shows that all notions of coherence introduced so far are equivalent.

**Theorem 1** For a belief assessment $\text{Bel} : \mathcal{E} \to [0,1]$ the following statements are equivalent:

(i) $\text{Bel}$ is coherent-1;
(ii) $\text{Bel}$ is coherent-2;
(iii) $\text{Bel}$ is coherent-3;
(iv) $\text{Bel}$ is coherent-4;
(v) $\text{Bel}$ is coherent-5.

**Proof** (i) $\iff$ (ii) The equivalence follows by Theorem A in [22].

(i) $\implies$ (iii) If $\text{Bel}' : \mathcal{A}_F \to [0,1]$ is a belief function extending $\text{Bel}$, then, for every $n \in \mathbb{N}$ and every $\mathcal{F} = \{E_1, \ldots, E_n\} \subseteq \mathcal{E}$, its restriction to $\mathcal{A}_F$ is a belief function $\text{Bel}''$ having Möbius inverse $m_{\text{Bel}''}$. Setting $x_B = m_{\text{Bel}''}(B)$, for every $B \in \mathcal{U}_F$, we get a solution of system $S_F$.

(iii) $\implies$ (i) Suppose, for every $n \in \mathbb{N}$ and every $\mathcal{F} = \{E_1, \ldots, E_n\} \subseteq \mathcal{E}$, the system $S_F$ is compatible. Then, if $x$ is a solution with component $x_B$, for every $B \in \mathcal{U}_F$, setting $m_{\text{Bel}''}(\emptyset) = 0$ and $m_{\text{Bel}''}(B) = x_B$, for every $B \in \mathcal{U}_F$, we get the Möbius inverse of a belief function $\text{Bel}''$ extending $\text{Bel}_F$ on the whole $\mathcal{A}_F$. Notice that every belief function $\text{Bel}''$ on $\mathcal{A}_F$ extending $\text{Bel}_F$ is obtained through a solution of system $S_F$. Denote by $\mathcal{B}_F$ the set of mappings from $\mathcal{A}_F$ to $[0,1]$ whose restriction to $\mathcal{A}_F$ is a belief function extending $\text{Bel}_F$, where the restriction is determined by a solution of $S_F$. The set $\mathcal{B}_F$ is a non-empty closed subset of the compact set $[0,1]^{\mathcal{A}_F}$ endowed with the product topology. It is easily seen that the family

$$\{\mathcal{B}_F : \mathcal{F} = \{E_1, \ldots, E_n\} \subseteq \mathcal{E}, n \in \mathbb{N}\},$$

possesses the finite intersection property, thus it holds

$$\bigcap \{\mathcal{B}_F : \mathcal{F} = \{E_1, \ldots, E_n\} \subseteq \mathcal{E}, n \in \mathbb{N}\} \neq \emptyset$$

and so there exists $\text{Bel}' \in \bigcap \{\mathcal{B}_F : \mathcal{F} = \{E_1, \ldots, E_n\} \subseteq \mathcal{E}, n \in \mathbb{N}\}$ which is a belief function on $\mathcal{A}_F$ extending $\text{Bel}$.

(iii) $\iff$ (iv) The proof can be traced back to [40] in case of a finite $\mathcal{E}$: we provide the proof for an arbitrary $\mathcal{E}$ for the sake of completeness. For $n \in \mathbb{N}$
and \( F = \{ E_1, \ldots, E_n \} \subseteq \mathcal{E} \), fix an enumeration of \( \mathcal{U}_F = \{ A_1, \ldots, A_{2^m-1} \} \), where \( m \) is the cardinality of \( \text{atoms}(A_F) \). Then system \( S_F \) can be written in matrix form as

\[
S_F : \begin{cases}
Ax = b, \\
x \geq 0,
\end{cases}
\]

where \( x = (x_1, \ldots, x_{2^m-1})^T \in \mathbb{R}^{(2^m-1) \times 1} \) is an unknown column vector, \( A = (a_{ij}) \in \mathbb{R}^{(n+1) \times (2^m-1)} \) is the coefficient matrix with

\[
a_{ij} = \min_{\omega \in A_j} 1_{E_i}(\omega), \quad \text{for} \quad i = 1, \ldots, n, \quad j = 1, \ldots, 2^m - 1, \\
a_{(n+1)j} = 1, \quad \text{for} \quad j = 1, \ldots, 2^m - 1,
\]

and \( b = (\text{Bel}(E_1), \ldots, \text{Bel}(E_n), 1)^T \in \mathbb{R}^{(n+1) \times 1} \).

By Farkas’ lemma \[34\], system \( S_F \) is compatible if and only if the following system \( S_F^* \) is not compatible

\[
S_F^* : \begin{cases}
y A \leq 0, \\
y b > 0,
\end{cases}
\]

where \( y = (\lambda_1, \ldots, \lambda_n, y_{n+1}) \in \mathbb{R}^{1 \times (n+1)} \) is an unknown row vector. It holds that \( y A \in \mathbb{R}^{1 \times (2^m-1)} \) and, for \( j = 1, \ldots, (2^m - 1) \), the \( j \)th column of constraint \( y A \leq 0 \) is

\[
\sum_{i=1}^{n} \lambda_i \left( \min_{\omega \in A_j} 1_{E_i}(\omega) \right) + y_{n+1} \leq 0,
\]

moreover, subtracting the positive quantity \( y b \) we get

\[
\sum_{i=1}^{n} \lambda_i \left( \min_{\omega \in A_j} 1_{E_i}(\omega) - \text{Bel}(E_i) \right) < 0.
\]

Thus, condition \((iii)\) is equivalent to the existence of a \( j \in \{1, \ldots, 2^m - 1 \} \) such that the above inequality does not hold, which, in turn, is equivalent to \((iv)\).

\((iii) \iff (v)\) For \( n \in \mathbb{N} \) and \( F = \{ E_1, \ldots, E_n \} \subseteq \mathcal{E} \), fix an enumeration of \( \mathcal{U}_F = \{ A_1, \ldots, A_{2^m-1} \} \), where \( m \) is the cardinality of \( \text{atoms}(A_F) \), so system \( S_F \) can be written in matrix form as in the previous point.

For \( j = 1, \ldots, 2^m - 1 \), define the column vector \( e^j = (e^j_1, \ldots, e^j_n)^T \in \mathbb{R}^{n \times 1} \) setting

\[
e^j_i = \min_{\omega \in A_j} 1_{E_i}(\omega) = \begin{cases} 1, & \text{if } A_j \subseteq E_i, \\ 0, & \text{otherwise}, \end{cases}
\]

moreover, let \( d = (\text{Bel}(E_1), \ldots, \text{Bel}(E_n))^T \in \mathbb{R}^{n \times 1} \). It holds that \( x \in \mathbb{R}^{(2^m-1) \times 1} \) is a solution of system \( S_F \) if and only if \( x \geq 0 \), \( \sum_{j=1}^{2^m-1} x_j = 1 \) and

\[
d = \sum_{j=1}^{2^m-1} x_j e^j,
\]
that is $\mathbf{d}$ is the convex combination of vectors $\mathbf{e}^j$'s with weights given by $\mathbf{x}$. In other terms, condition (iii) is equivalent to the fact that the vector $\mathbf{d}$ belongs to the convex hull of vectors $\mathbf{e}^j$'s, that is $\mathbf{d} \in \text{conv} \{\mathbf{e}^1, \ldots, \mathbf{e}^{2^m-1}\}$.

For vectors $\mathbf{u} = (u_1, \ldots, u_n)^T, \mathbf{v} = (v_1, \ldots, v_n)^T \in \mathbb{R}^{n \times 1}$, denote by

$$d_E(\mathbf{u}, \mathbf{v}) = \sqrt{\sum_{i=1}^{n} (u_i - v_i)^2},$$

their Euclidean distance.

If $\mathbf{x} \in \mathbb{R}^{(2^m-1) \times 1}$ has non-negative components summing up to 1, then let the moment of inertia $I_d$ with respect to $\mathbf{d}$ of the vector of weights $\mathbf{x}$ be

$$I_d = \sum_{j=1}^{2^m-1} x_j d_E(\mathbf{e}^j, \mathbf{d})^2.$$ 

Now, for a distinct $\text{Bel}^*: \mathcal{F} \to [0, 1]$, let $\mathbf{d}^* = (\text{Bel}^*(E_1), \ldots, \text{Bel}^*(E_n))^T \in \mathbb{R}^{n \times 1}$ and define analogously

$$I_{d^*} = \sum_{j=1}^{2^m-1} x_j d_E(\mathbf{e}^j, \mathbf{d}^*)^2.$$ 

Notice that, for $j = 1, \ldots, 2^m-1$, $L^*_\mathcal{F}(A_j) = d_E(\mathbf{e}^j, \mathbf{d}^*)^2$ and $L_\mathcal{F}(A_j) = d_E(\mathbf{e}^j, \mathbf{d})^2$.

We first show that condition (iii) implies (v). If $\mathbf{x} \in \mathbb{R}^{(2^m-1) \times 1}$ is a solution of system $\mathcal{S}_\mathcal{F}$, then

$$I_{d^*} - I_d = \sum_{j=1}^{2^m-1} x_j (d_E(\mathbf{e}^j, \mathbf{d}^*)^2 - d_E(\mathbf{e}^j, \mathbf{d})^2) = d_E(\mathbf{d}^*, \mathbf{d})^2 > 0,$$

so, for at least a $j \in \{1, \ldots, 2^m-1\}$ it holds $d_E(\mathbf{e}^j, \mathbf{d}^*)^2 > d_E(\mathbf{e}^j, \mathbf{d})^2$. Since $\text{Bel}^*$ is arbitrary, if condition (iii) holds, then we cannot find an assessment $\text{Bel}^*$ such that $L^*_\mathcal{F}(A_j) < L_\mathcal{F}(A_j)$, for $j = 1, \ldots, 2^m-1$, so condition (v) holds.

Finally, we show that condition (v) does not hold if condition (iii) does not hold. Hence, assume there are $n \in \mathbb{N}$ and $\mathcal{F} = \{E_1, \ldots, E_n\} \subseteq \mathcal{E}$ such that system $\mathcal{S}_\mathcal{F}$ is not solvable, that is $\mathbf{d} \notin \text{conv} \{\mathbf{e}^1, \ldots, \mathbf{e}^{2^m-1}\}$.

As follows from results in [27], the squared Euclidean distance coincides with the Bregman divergence determined by the Brier quadratic scoring rule, which is a bounded (strictly) proper scoring rule (see [39]). Hence, by Proposition 3 in [39], since $\mathbf{d} \notin \text{conv} \{\mathbf{e}^1, \ldots, \mathbf{e}^{2^m-1}\}$, there exists a unique element of $\text{conv} \{\mathbf{e}^1, \ldots, \mathbf{e}^{2^m-1}\}$ minimizing the squared Euclidean distance with respect to $\mathbf{d}$, said projection of $\mathbf{d}$ onto $\text{conv} \{\mathbf{e}^1, \ldots, \mathbf{e}^{2^m-1}\}$. Let $\mathbf{d}^* = (\text{Bel}^*(E_1), \ldots, \text{Bel}^*(E_n))^T$ be the projection of $\mathbf{d}$ onto $\text{conv} \{\mathbf{e}^1, \ldots, \mathbf{e}^{2^m-1}\}$, that is

$$\mathbf{d}^* = \arg \min_{\mathbf{u} \in \text{conv} \{\mathbf{e}^1, \ldots, \mathbf{e}^{2^m-1}\}} d_E(\mathbf{u}, \mathbf{d})^2.$$
By Proposition 3 in [39] it holds that, for $j = 1, \ldots, 2^m - 1$, we have
\[ d_E(e^j, d^*)^2 + d_E(d^*, d)^2 \leq d_E(e^j, d)^2, \]
moreover, since $d_E(d^*, d)^2 > 0$, it holds
\[ d_E(e^j, d^*)^2 < d_E(e^j, d)^2. \]
This implies that with such a $\text{Bel}^*$, $L_{\mathcal{F}}(A_j) < L_{\mathcal{F}}(A_j)$, for $j = 1, \ldots, 2^m - 1$, so condition (v) does not hold. □

By virtue of Theorem 1, we say that a belief assessment $\text{Bel} : \mathcal{E} \to [0,1]$ is 
coherent if one (and hence all) of the previous notions of coherence holds, otherwise it is said incoherent.

Referring to results appearing in [48] and [20], a coherent belief assessment $\text{Bel}$ on $\mathcal{E}$ can be extended (generally not in a unique way) to a belief function on $\mathcal{P}(\Omega)$. In turn, such a belief function gives rise to a completely monotone lower expectation operator on the set of bounded real functions on $\Omega$, defined through the Choquet integral.

4 Special cases

4.1 Finitely additive probability measures

As already recalled in Section 2 finitely additive probability measures on an algebra $\mathcal{A}$ form a distinguished subclass of the class of belief functions on $\mathcal{A}$.

In general, if $\mathcal{E}$ is an arbitrary non-empty family of events and $P : \mathcal{E} \to [0,1]$ is a probability assessment, the notions of coherence introduced in Section 3 can be specialized to work inside the subclass of finitely additive probabilities. The obtained conditions of coherence exactly coincide with those proposed by de Finetti [21]. In what follows, if $\mathcal{F}$ is a finite non-empty set of events, then $\mathcal{C}_F$ denotes the set of atoms generated by them, i.e., $\mathcal{C}_F = \text{atoms}(\text{algebra}(\mathcal{F}))$.

As we pointed out in the previous section, finitely additive probability theory can be considered as a special case of Dempster-Shafer theory. In practice, this has a direct impact on conditions coherence-3, coherence-4 and coherence-5 where $U_F$, that collects all the possible partial information we may acquire on the occurrence of an event generated from $\mathcal{F}$, is replaced by the set of atoms $\mathcal{C}_F$.

In detail, a probability assessment $P : \mathcal{E} \to [0,1]$ is:

Coherent-1P: if there exists a finitely additive probability $P' : \mathcal{A}_\mathcal{E} \to [0,1]$ such that, for every $E \in \mathcal{E}$, it holds
\[ P(E) = P'(E). \]

Coherent-2P: if there exists a finitely additive probability $\mu : \mathcal{A}_\mathcal{E} \to [0,1]$ such that the mapping $A \mapsto \mu(A)$, for every $A \in \mathcal{A}_\mathcal{E}$, is a finitely additive probability and, for every $E \in \mathcal{E}$,
\[ P(E) = \int_{\mathcal{U}_\mathcal{E}} \left( \min_{\omega \in \mathcal{B}} 1_E(\omega) \right) \mu(dB). \]
Coherent-3P: if, for every $n \in \mathbb{N}$ and every $\mathcal{F} = \{E_1, \ldots, E_n\} \subseteq \mathcal{E}$, the following linear system with unknowns $x_C$, for every $C \in \mathcal{C}_F$, is compatible

$$ S_{\mathcal{F}} : \begin{cases} \sum_{C \in \mathcal{C}_F} \left( \min_{\omega \in C} 1_{E_i}(\omega) \right) x_C = P(E_i), & \text{for } i = 1, \ldots, n, \\ \sum_{C \in \mathcal{C}_F} x_C = 1, \\ x_C \geq 0, & \text{for every } C \in \mathcal{C}_F. \end{cases} $$

Coherent-4P: if, for every $n \in \mathbb{N}$ and every $\mathcal{F} = \{E_1, \ldots, E_n\} \subseteq \mathcal{E}$, for every $\lambda_1, \ldots, \lambda_n \in \mathbb{R}$, the function $G_{\mathcal{F}} : \mathcal{C}_F \rightarrow \mathbb{R}$ defined, for every $C \in \mathcal{C}_F$, as

$$ G_{\mathcal{F}}(C) = \sum_{i=1}^{n} \lambda_i \left( \left( \min_{\omega \in C} 1_{E_i}(\omega) \right) - P(E_i) \right), $$

is such that $\max_{C \in \mathcal{C}_F} G_{\mathcal{F}}(C) \geq 0$.

Coherent-5P: if, for every $n \in \mathbb{N}$ and every $\mathcal{F} = \{E_1, \ldots, E_n\} \subseteq \mathcal{E}$, there is no distinct assessment $P^* : \mathcal{F} \rightarrow [0, 1]$ such that the functions $L^*_{\mathcal{F}}, L_{\mathcal{F}} : \mathcal{C}_F \rightarrow \mathbb{R}$ defined, for every $C \in \mathcal{C}_F$, as

$$ L^*_{\mathcal{F}}(C) = \sum_{i=1}^{n} \left( \left( \min_{\omega \in C} 1_{E_i}(\omega) \right) - P^*(E_i) \right)^2, $$

$$ L_{\mathcal{F}}(C) = \sum_{i=1}^{n} \left( \left( \min_{\omega \in C} 1_{E_i}(\omega) \right) - P(E_i) \right)^2, $$

satisfy, for every $C \in \mathcal{C}_F$, $L^*_{\mathcal{F}}(C) < L_{\mathcal{F}}(C)$.

Also in the case of a probability assessment we have that the notions of coherence given above are equivalent.

**Corollary 1** For a probability assessment $P : \mathcal{E} \rightarrow [0, 1]$ the following statements are equivalent:

(i) $P$ is coherent-1P;
(ii) $P$ is coherent-2P;
(iii) $P$ is coherent-3P;
(iv) $P$ is coherent-4P;
(v) $P$ is coherent-5P.

**Proof** The equivalence between (i), (iii), (iv), and (v) is due to de Finetti [21]. The equivalence between (i) and (ii) is an immediate consequence of Theorem A and Lemma 4.1.2 in [25]. □

The above notions of coherence for a probability assessment imply the corresponding notions for a belief assessment. In particular, in view of Corollary[1] we say that a probability assessment $P : \mathcal{E} \rightarrow [0, 1]$ is coherent-$P$ if one (and hence all) of the previous notions of coherence holds, otherwise it is said incoherent-$P$. 

4.2 Finitely minitive necessity measures

If $\mathcal{A}$ is an algebra of subsets of $\Omega$, a \textit{finitely minitive necessity measure} [23] is a mapping $N : \mathcal{A} \rightarrow [0, 1]$ such that:

(i) $N(\emptyset) = 0$ and $N(\Omega) = 1$;
(ii) $N(A \cap B) = \min\{N(A), N(B)\}$, for every $A, B \in \mathcal{A}$.

It turns out that every finitely minitive necessity measure $N$ is a belief function, indeed (see, e.g., [46] and [29]), for every $k \geq 2$ and every $A_1, \ldots, A_k \in \mathcal{A}$, the restriction of $N$ to algebra($\{A_1, \ldots, A_k\}$) is such that

$$N\left(\bigcup_{i=1}^{k} A_i\right) \geq \sum_{\emptyset \neq I \subseteq \{1, \ldots, k\}} (-1)^{|I|+1} N\left(\bigcap_{i \in I} A_i\right).$$

In the original work by Shafer [46], limiting to a finite $\Omega$ and $\mathcal{A} = \mathcal{P}(\Omega)$, a (finitely minitive) necessity measure is called \textit{consonant belief function}. In particular, in such a finite setting, this translates to a Möbius inverse with nested focal elements (see, e.g., [24, 29, 46]).

Given a finite non-empty set of events $\mathcal{F}$, if the set of atoms generated by $\mathcal{F}$ is $\mathcal{C}_\mathcal{F} = \text{atoms(algebra}(\mathcal{F})) = \{C_1, \ldots, C_m\}$, denote by chains($\mathcal{U}_\mathcal{F}$) the collection of subfamilies of $\mathcal{U}_\mathcal{F}$ such that $\mathcal{D}_\mathcal{F} = \{D_1, \ldots, D_m\} \in \text{chains}(\mathcal{U}_\mathcal{F})$ if and only if $D_1 = C_i^1$, $D_2 = C_i^1 \cup C_i^2$, $D_m = C_i^1 \cup \cdots \cup C_i^m = \Omega$. Notice that the elements of chains($\mathcal{U}_\mathcal{F}$) are in one-to-one correspondence with permutations of $\mathcal{C}_\mathcal{F}$.

Finitely minitive necessity theory can be considered as a special case of Dempster-Shafer theory. In practice, this has a direct impact on conditions coherence-3, coherence-4 and coherence-5 where $\mathcal{U}_\mathcal{F}$, that collects all the possible partial information we may acquire on the occurrence of an event generated from $\mathcal{F}$, is replaced by a family $\mathcal{D}_\mathcal{F} \in \text{chains}(\mathcal{U}_\mathcal{F})$. In other terms, here we assume partially resolving uncertainty but we require consonance, i.e., we focus on nested sets of events generated from the events in $\mathcal{F}$.

In detail, a necessity assessment $N : \mathcal{E} \rightarrow [0, 1]$ is:

**Coherent-1N:** if there exists a finitely minitive necessity measure $N' : \mathcal{A}_\mathcal{E} \rightarrow [0, 1]$ such that, for every $E \in \mathcal{E}$, it holds

$$N(E) = N'(E).$$

**Coherent-2N:** if there exists a finitely additive probability $\mu : \mathcal{A}_\mathcal{E} \rightarrow [0, 1]$ such that the mapping $A \mapsto \mu(\hat{A})$, for every $A \in \mathcal{A}_\mathcal{E}$, is a finitely minitive necessity measure and, for every $E \in \mathcal{E}$,

$$N(E) = \int_{\mathcal{U}_\mathcal{E}} \left(\min_{\omega \in B} 1_E(\omega)\right) \mu(dB).$$
Coherent-3N: if, for every $n \in \mathbb{N}$ and every $\mathcal{F} = \{E_1, \ldots, E_n\} \subseteq \mathcal{E}$, there exists $\mathcal{D}_F \in \text{chains}(\mathcal{U}_F)$ such that the following linear system with unknowns $x_D$, for every $D \in \mathcal{D}_F$, is compatible

\[
S_F : \left\{ \begin{array}{l}
\sum_{\omega \in D} \left( \min_{\omega \in D} 1_{E_i}(\omega) \right) x_D = N(E_i), \text{ for } i = 1, \ldots, n, \\
\sum_{D \in \mathcal{D}_F} x_D = 1, \\
x_D \geq 0, \text{ for every } D \in \mathcal{D}_F.
\end{array} \right.
\]

Coherent-4N: if, for every $n \in \mathbb{N}$ and every $\mathcal{F} = \{E_1, \ldots, E_n\} \subseteq \mathcal{E}$, there exists $\mathcal{D}_F \in \text{chains}(\mathcal{U}_F)$ such that, for every $\lambda_1, \ldots, \lambda_n \in \mathbb{R}$, the function $G_F : \mathcal{D}_F \to \mathbb{R}$ defined, for every $D \in \mathcal{D}_F$, as

\[
G_F(D) = \sum_{i=1}^{n} \lambda_i \left( \min_{\omega \in D} 1_{E_i}(\omega) - N(E_i) \right),
\]

is such that $\max_{D \in \mathcal{D}_F} G_F(D) \geq 0$.

Coherent-5N: if, for every $n \in \mathbb{N}$ and every $\mathcal{F} = \{E_1, \ldots, E_n\} \subseteq \mathcal{E}$, there exists $\mathcal{D}_F \in \text{chains}(\mathcal{U}_F)$ such that there is no distinct assessment $N^* : \mathcal{F} \to [0,1]$ such that the functions $L^*_F, L_F : \mathcal{D}_F \to \mathbb{R}$ defined, for every $D \in \mathcal{D}_F$, as

\[
L^*_F(D) = \sum_{i=1}^{n} \left( \min_{\omega \in D} 1_{E_i}(\omega) - N^*(E_i) \right)^2, \\
L_F(D) = \sum_{i=1}^{n} \left( \min_{\omega \in D} 1_{E_i}(\omega) - N(E_i) \right)^2,
\]

satisfy, for every $D \in \mathcal{D}_F$, $L^*_F(D) < L_F(D)$.

We notice that a conditional version of condition coherence-1N has been introduced in [18]. As far we know, all the other conditions are new in the literature.

Also in the case of a necessity assessment we have that the notions of coherence given above are equivalent.

Corollary 2 For a necessity assessment $N : \mathcal{E} \to [0,1]$ the following statements are equivalent:

(i) $N$ is coherent-1N;
(ii) $N$ is coherent-2N;
(iii) $N$ is coherent-3N;
(iv) $N$ is coherent-4N;
(v) $N$ is coherent-5N.
Proof (i) $\iff$ (ii) The equivalence follows by Theorem A and Lemma 4.1.2 in [25].

(i) $\implies$ (ii) If $N' : \mathcal{A}_E \rightarrow [0, 1]$ is a finitely minitive necessity measure extending $N$, then, for every $n \in \mathbb{N}$ and every $\mathcal{F} = \{E_1, \ldots, E_n\} \subseteq \mathcal{E}$, its restriction to $\mathcal{A}_E$ is a necessity measure $N''$ having Möbius inverse $m_{N''}$. Thus, by Theorem 7.38 in [29] there exists $\mathcal{D}_F \in \text{chains}(\mathcal{U}_F)$ such that setting $x_D \equiv m_{N''}(D)$, for every $D \in \mathcal{D}_F$, we get a solution of the corresponding system $\mathcal{S}_F$.

(iii) $\implies$ (i) Suppose, for every $n \in \mathbb{N}$ and every $\mathcal{F} = \{E_1, \ldots, E_n\} \subseteq \mathcal{E}$, there exists $\mathcal{D}_F \in \text{chains}(\mathcal{U}_F)$ such that the system $\mathcal{S}_F$ is compatible. Then, if $x$ is a solution with component $x_D$, for every $D \in \mathcal{D}_F$, setting $m_{N''}(D) = x_D$, for every $D \in \mathcal{D}_F$, and $m_{N''}(A) = 0$, for every $A \in \mathcal{A}_E \setminus \mathcal{D}_F$, we get the Möbius inverse of a necessity measure $N''$ extending $N_{\mathcal{F}}$ on the whole $\mathcal{A}_E$. Notice that, by Theorem 7.38 in [29], every necessity measure $N''$ on $\mathcal{A}_E$ extending $N_{\mathcal{F}}$ is obtained for a $\mathcal{D}_F \in \text{chains}(\mathcal{U}_F)$ through a solution of the corresponding system $\mathcal{S}_F$. Denote by $\mathcal{N}_F$ the set of mappings from $\mathcal{A}_E$ to $[0, 1]$ whose restriction to $\mathcal{A}_E$ is a necessity measure extending $N_{\mathcal{F}}$, where the restriction is determined by a $\mathcal{D}_F \in \text{chains}(\mathcal{U}_F)$ through a solution of the corresponding $\mathcal{S}_F$. The set $\mathcal{N}_F$ is a non-empty closed subset of the compact set $[0, 1]^{\mathcal{A}_E}$ endowed with the product topology. It is easily seen that the family

$$\{N_F : \mathcal{F} = \{E_1, \ldots, E_n\} \subseteq \mathcal{E}, n \in \mathbb{N}\},$$

possesses the finite intersection property, thus it holds

$$\bigcap\{N_F : \mathcal{F} = \{E_1, \ldots, E_n\} \subseteq \mathcal{E}, n \in \mathbb{N}\} \neq \emptyset$$

and so there exists $N' \in \bigcap\{N_F : \mathcal{F} = \{E_1, \ldots, E_n\} \subseteq \mathcal{E}, n \in \mathbb{N}\}$ which is a finitely minitive necessity measure on $\mathcal{A}_E$ extending $N$.

(iii) $\iff$ (iv) For $n \in \mathbb{N}$ and $\mathcal{F} = \{E_1, \ldots, E_n\} \subseteq \mathcal{E}$, suppose there exists $\mathcal{D}_F \in \text{chains}(\mathcal{U}_F)$ such that the corresponding system $\mathcal{S}_F$ is compatible. Then, following the same steps of the proof of Theorem 1 and working with $\mathcal{D}_F$ in place of $\mathcal{U}_F$, we have that solvability of $\mathcal{S}_F$ is equivalent to $\max_{D \in \mathcal{D}_F} G_F(D) \geq 0$.

(iii) $\iff$ (v) For $n \in \mathbb{N}$ and $\mathcal{F} = \{E_1, \ldots, E_n\} \subseteq \mathcal{E}$, suppose there exists $\mathcal{D}_F \in \text{chains}(\mathcal{U}_F)$ such that the corresponding system $\mathcal{S}_F$ is compatible. Then, following the same steps of the proof of Theorem 1 and working with $\mathcal{D}_F$ in place of $\mathcal{U}_F$, we have that solvability of $\mathcal{S}_F$ is equivalent to the non-existence of a distinct assessment $N^* : \mathcal{F} \rightarrow [0, 1]$ such that $L^*_F(D) < L_F(D)$, for every $D \in \mathcal{D}_F$.

The above notions of coherence for a necessity assessment imply the corresponding notions for a belief assessment. In particular, in view of Corollary 2 we say that a necessity assessment $N : \mathcal{E} \rightarrow [0, 1]$ is coherent-$N$ if one (and hence all) of the previous notions of coherence holds, otherwise it is said incoherent-$N$. 

\end{proof}
5 Proper scoring rules and correction of an incoherent assessment

The notions of coherence-5 (respectively, coherence-5P and coherence-5N) can be generalized recurring to a general proper scoring rule [39,41,45].

A function \( s : \{0, 1\} \times [0, 1] \rightarrow [0, +\infty] \) is said a (strictly) proper scoring rule if it satisfies:

(i) \( ps(1, x) + (1 - p)s(0, x) \) is uniquely minimized at \( x = p \), for every \( p \in [0, 1] \);
(ii) \( s(i, x) \) is continuous in the second variable, for every \( i \in \{0, 1\} \).

A proper scoring rule \( s \) is bounded if \( s(i, x) \) is bounded in the second variable, for every \( i \in \{0, 1\} \).

Two popular choices are the Brier quadratic scoring rule \( s_B(i, x) = (i - x)^2 \) [2], which is bounded, and the logarithmic scoring rule \( s_L(i, x) = -\ln |1 - i - x| \) [28], which is unbounded.

**Definition 6** Let \( s \) be a fixed proper scoring rule. A belief assessment \( Bel : \mathcal{E} \rightarrow [0, 1] \) is coherent-5(\( s \)) if, for every \( n \in \mathbb{N} \) and every \( \mathcal{F} = \{E_1, \ldots, E_n\} \subseteq \mathcal{E} \), there is no distinct assessment \( Bel^* : \mathcal{F} \rightarrow [0, 1] \) such that the functions \( L^*_\mathcal{F}, L_\mathcal{F} : \mathcal{U}_\mathcal{F} \rightarrow \mathbb{R} \) defined, for every \( B \in \mathcal{U}_\mathcal{F} \), as

\[
L^*_\mathcal{F}(B) = \sum_{i=1}^{n} s \left( \min_{\omega \in B} 1_{E_i}(\omega), Bel^*(E_i) \right),
\]

\[
L_\mathcal{F}(B) = \sum_{i=1}^{n} s \left( \min_{\omega \in B} 1_{E_i}(\omega), Bel(E_i) \right),
\]

satisfy, for every \( B \in \mathcal{U}_\mathcal{F} \), \( L^*_\mathcal{F}(B) < L_\mathcal{F}(B) \).

Notice that condition coherence-5 coincides with coherence-5(\( s_B \)) obtained using the Brier quadratic scoring rule \( s_B \).

Every bounded proper scoring rule \( s \) can be used to define a Bregman divergence between vectors \( u = (u_1, \ldots, u_n)^T, v = (v_1, \ldots, v_n)^T \in [0, 1]^{n \times 1} \) (see, e.g., [5,39]). At this aim, first \( s \) is extended to a function on \([0, 1] \times [0, 1]\) setting, for every \( p, x \in [0, 1] \)

\[
s(p, x) = ps(1, x) + (1 - p)s(0, x).
\]

Then we define (see [27]), for every \( u, v \in [0, 1]^{n \times 1} \),

\[
d_s(u, v) = \sum_{i=1}^{n} s(u_i, v_i) - \sum_{i=1}^{n} s(u_i, u_i).
\]

In particular, the Bregman divergence corresponding to the Brier quadratic scoring rule \( d_B \) coincides with the squared Euclidean distance, i.e., \( d_B(u, v) = d_E(u, v)^2 \).

The notions of coherence-5P and coherence-5N generalize accordingly to coherence-5P(\( s \)) and coherence-5N(\( s \)), substituting the Brier quadratic scoring rule with a general proper scoring rule.
Theorem 2 Let $s$ be a fixed proper scoring rule. The following statements hold:

(i) a belief assessment $\text{Bel} : \mathcal{E} \to [0,1]$ is coherent-3 (and so coherent) if and only if it is coherent-5($s$);
(ii) a probability assessment $P : \mathcal{E} \to [0,1]$ is coherent-3P (and so coherent-P) if and only if it is coherent-5P($s$);
(iii) a necessity assessment $N : \mathcal{E} \to [0,1]$ is coherent-3N (and so coherent-N) if and only if it is coherent-5N($s$).

Proof We only focus on statement (i) since the other two statements can be proved analogously. For $n \in \mathbb{N}$ and $\mathcal{F} = \{E_1, \ldots, E_n\} \subseteq \mathcal{E}$, the equivalence between coherence-3 and coherence-5($s$) follows by Theorem 1 and Corollary 1 in [39]. Indeed, by our Theorem 1, coherence-3 is equivalent to the existence of a belief function $\text{Bel}^*$ on $\mathcal{A}_\mathcal{F}$ extending the restriction of $\text{Bel}$ to $\mathcal{F}$. Such $\text{Bel}^*$ is completely characterized by its Möbius inverse $m_{\text{Bel}^*}$ on $\mathcal{A}_\mathcal{F}$ that gives rise to a probability measure $\mu$ on $\mathcal{P}(\mathcal{U}_\mathcal{F})$. Defining $\tilde{E}_i^F = \{B \in \mathcal{U}_\mathcal{F} : B \subseteq E_i\}$, for $i = 1, \ldots, n$, we have that $\text{Bel}(E_i) = \mu(\tilde{E}_i^F)$. So, the coherence of the belief assessment $\text{Bel}(E_1), \ldots, \text{Bel}(E_n)$ is equivalent to the coherence (in the classical de Finetti’s sense) of the probability assessment $\mu(\tilde{E}_1^F), \ldots, \mu(\tilde{E}_n^F)$. Further, for every $\mathcal{G} \in \mathcal{P}(\mathcal{U}_\mathcal{F})$, denoting by $\chi_\mathcal{G} : \mathcal{U}_\mathcal{F} \to \{0,1\}$ the corresponding indicator, we have that

$$\chi_{\tilde{E}_i^F}(B) = \min_{\omega \in B} 1_{E_i}(\omega).$$

Hence, setting $\mu^*(\tilde{E}_i^F) = \text{Bel}^*(E_i)$, for $i = 1, \ldots, n$, the functions $L_{\mathcal{F}}^*, L_{\mathcal{F}}$ in condition coherence-5($s$) reduce to

$$L_{\mathcal{F}}^*(B) = \sum_{i=1}^{n} s(\chi_{\tilde{E}_i^F}(B), \mu^*(\tilde{E}_i^F)) \quad \text{and} \quad L_{\mathcal{F}}(B) = \sum_{i=1}^{n} s(\chi_{\tilde{E}_i^F}(B), \mu(\tilde{E}_i^F)).$$

Finally, by Theorem 1 and Corollary 1 in [39], the probability assessment $\mu(\tilde{E}_1^F), \ldots, \mu(\tilde{E}_n^F)$ is coherent if and only if there is no distinct assessment $\mu^*(\tilde{E}_1^F), \ldots, \mu^*(\tilde{E}_n^F)$ such that $L_{\mathcal{F}}^*(B) < L_{\mathcal{F}}(B)$, for every $B \in \mathcal{U}_\mathcal{F}$. □

An assessment $\text{Bel} : \mathcal{E} \to [0,1]$ can be regarded either inside the wider framework of coherent belief assessments or inside the narrower frameworks of coherent-P or coherent-N assessments. We have that incoherence implies both incoherence-P and incoherence-N, but incoherence-P does not imply incoherence as well as incoherence-N does not imply incoherence.

Focusing on a finite $\mathcal{E} = \{E_1, \ldots, E_n\}$, condition coherence-5($s$) (respectively, coherence-5P($s$) and coherence-5N($s$)) can be used to correct an incoherent (respectively, incoherent-5P($s$) and incoherent-5N($s$)) assessment. Let $\mathcal{A}_\mathcal{E} = \text{algebra}(\mathcal{E})$, $\mathcal{U}_\mathcal{E} = \mathcal{A}_\mathcal{E} \setminus \{\emptyset\}$ and $\mathcal{C}_\mathcal{E} = \text{atoms}(\mathcal{A}_\mathcal{E}) = \{C_1, \ldots, C_m\}$. Fix an enumeration of $\mathcal{U}_\mathcal{E} = \{A_1, \ldots, A_{2^n-1}\}$, let $e^1, \ldots, e^{2^n-1} \in \mathbb{R}^{n \times 1}$ be defined as in the proof of Theorem 2, moreover, let $d = (\text{Bel}(E_1), \ldots, \text{Bel}(E_n))^T \in \mathbb{R}^{n \times 1}$. 


How to assess coherent beliefs

As proved in Theorem 4, Bel is incoherent if and only if d does not belong to the convex hull of \(e^1, \ldots, e^{2m-1}\), in symbol \(d \notin \text{conv}(\{e^1, \ldots, e^{2m-1}\})\). Hence, fixed a Bregman divergence \(d\) determined by a bounded proper scoring rule \(s\), by Proposition 3 in [39] we can correct the assessment finding the projection of \(d\) onto \(\text{conv}(\{e^1, \ldots, e^{2m-1}\})\), that is

\[
d^* = \arg \min_{u \in \text{conv}(\{e^1, \ldots, e^{2m-1}\})} d_s(u, d).
\]

The assessment is incoherent-P if and only if \(d\) does not belong to the convex hull of those \(e^i\)'s corresponding to elements of \(\mathcal{C}_E\). If it is so, then the correction inside the subclass of coherent-P probability assessments \(d^{**}\) is found as the projection of \(d\) onto the convex hull of those \(e^i\)'s corresponding to elements of \(\mathcal{C}_E\).

Finally, the assessment is incoherent-N if and only if \(d\) does not belong to the convex hull of those \(e^i\)'s corresponding to elements of \(\mathcal{D}_E\), for any \(\mathcal{D}_E \in \text{chains}(\mathcal{U}_E)\). In this case, to find the correction inside the subclass of coherent-N necessity assessments, for each \(\mathcal{D}_E \in \text{chains}(\mathcal{U}_E)\) we need to look for the projection of \(d\) onto the convex hull of those \(e^i\)'s corresponding to elements of \(\mathcal{D}_E\), say \(d^{***}_{\mathcal{D}_E}\), and then select the final correction as

\[
d^{***} = \arg \min_{d^{**}_{\mathcal{D}_E} \in \text{chains}(\mathcal{U}_E)} d_s(d^{**}_{\mathcal{D}_E}, d).
\]

**Example 1** Take \(\Omega = \{\omega_1, \omega_2, \omega_3\}\), \(A = \{\omega_1, \omega_2\}\) and \(B = \{\omega_2, \omega_3\}\), together with the belief assessment \(\text{Bel}(A) = \frac{1}{2}, \text{Bel}(B) = 1\) and \(\text{Bel}(A \cap B) = \frac{1}{2}\). Such assessment is immediately seen to be incoherent (and so also incoherent-P and incoherent-N), since \(A \cap B \subseteq A\) but \(\text{Bel}(A \cap B) = \frac{1}{2} > \frac{1}{4} = \text{Bel}(A)\).

In particular, for \(\mathcal{E} = \{A, B, A \cap B\}\), since \(A_\mathcal{E} = \mathcal{P}(\Omega)\), fixing the enumeration of \(\mathcal{U}_E = \{A_1, \ldots, A_7\}\) with \(A_1 = \{\omega_1\}, A_2 = \{\omega_2\}, A_3 = \{\omega_3\}, A_4 = \{\omega_1, \omega_2\}, A_5 = \{\omega_1, \omega_3\}, A_6 = \{\omega_2, \omega_3\}\) and \(A_7 = \Omega\), we have

| \(\mathcal{U}_E\) | \(A_1\) | \(A_2\) | \(A_3\) | \(A_4\) | \(A_5\) | \(A_6\) | \(A_7\) |
|-----------------|-------|-------|-------|-------|-------|-------|-------|
| \(\min 1_A\)   | 1     | 1     | 0     | 1     | 0     | 0     | 0     |
| \(\min 1_B\)   | 0     | 1     | 1     | 0     | 0     | 1     | 0     |
| \(\min 1_{A \cap B}\) | 0     | 1     | 0     | 0     | 0     | 0     | 0     |

whose columns are the vectors \(e^1, \ldots, e^7\).

Denoting \(d = (\text{Bel}(A), \text{Bel}(B), \text{Bel}(A \cap B))^T\), the incoherence of the assessment above is due to the fact that \(d \notin \text{conv}(\{e^1, \ldots, e^7\})\). In particular, since \(e^1 = e^6, e^3 = e^6\) and \(e^5 = e^7\), it holds \(\text{conv}(\{e^1, \ldots, e^7\}) = \text{conv}(\{a^1, a^2, a^3, a^4\})\) where \(a^i = \alpha e^1 + (1 - \alpha)e^4, a^2 = e^4, a^3 = \beta e^3 + (1 - \beta)e^6, a^4 = \gamma e^6 + (1 - \gamma)e^7\), with \(\alpha, \beta, \gamma \in [0, 1]\). Using the Bregman divergence related to the Brier quadratic scoring rule denoted as \(d_{\text{as}}\), the projection of \(d\) onto \(\text{conv}(\{a^1, a^2, a^3, a^4\})\) is

\[
d^* = 0 \cdot a^1 + \frac{3}{8} \cdot a^2 + \frac{5}{8} \cdot a^3 + 0 \cdot a^4
\]

\[
= 0 \cdot e^1 + \frac{3}{8} \cdot e^2 + \lambda \cdot e^3 + 0 \cdot e^4 + 0 \cdot e^5 + \left(\frac{5}{8} - \lambda\right) \cdot e^6 + 0 \cdot e^7,
\]
where $\lambda \in [0, \frac{5}{8}]$. This implies that there is an entire class of belief functions on $\mathcal{A}_E$ providing the same correction of the assessment on $\mathcal{E}$, whose Möbius inverse on $\mathcal{U}_E$ is given by the weights of the last convex combination. Explicitly, we have

| $\mathcal{A}_E$ | $\emptyset$ | $\{\omega_1\}$ | $\{\omega_2\}$ | $\{\omega_3\}$ | $\{\omega_1, \omega_2\}$ | $\{\omega_1, \omega_3\}$ | $\{\omega_2, \omega_3\}$ | $\Omega$ |
|------------------|-------------|----------------|----------------|----------------|----------------|----------------|----------------|------|
| $m_{Bel^*}$      | 0           | $\frac{3}{8}$ | $\lambda$      | 0              | 0              | $\frac{5}{8} - \lambda$ | 0              |      |
| $Bel^*$          | 0           | $\frac{3}{8}$ | $\lambda$      | $\frac{3}{8}$ | $\lambda$      | 1              | 1              |      |

so, independently of $\lambda \in [0, \frac{5}{8}]$, we get the correction $Bel^*(A) = \frac{3}{8}$, $Bel^*(B) = 1$, and $ds_B^*(d^*, d) = \frac{1}{64}$.

If we consider the incoherent-$P$ probability assessment $P = Bel$, then we can correct it by referring to the subclass of coherent-$P$ probability assessments. Noticing that the vectors $e^1, e^2, e^3$ correspond to atoms $(\mathcal{A}_E)$, this can be done looking for the projection of $d$ onto $\text{conv}([e^1, e^2, e^3])$ which is

$$d^\ast = 0 \cdot e^1 + \frac{3}{8} \cdot e^2 + \frac{5}{8} \cdot e^3.$$  

The weights of such convex combination are the restriction to atoms$(\mathcal{A}_E)$ of a probability measure $P^*$ on $\mathcal{A}_E$ correcting the assessment $P$. Such $P^*$ reveals to be a particular element of the class of belief functions correcting the initial assessment, obtained for $\lambda = \frac{5}{8}$.

Finally, if we consider the incoherent-$N$ necessity assessment $N = Bel$, then we can correct it by referring to the subclass of coherent-$N$ necessity assessments. To do so, we need to consider all the permutations of atoms$(\mathcal{A}_E)$, each of them giving rise to an element of chains$(\mathcal{U}_E)$. For each $D_E \in \text{chains}(\mathcal{U}_E)$ we need to look for the projection of $d$ onto the convex hull of those $e^j$'s corresponding to elements in $D_E$, say $d^\ast_{D_E}$, and then select the final correction as

$$d^\ast\ast \in \arg\min_{d^\ast_{D_E}} ds_B^*(d^\ast_{D_E}, d).$$

We have that the minimum is achieved in correspondence of $D_E = \{A_2, A_6, A_7\}$ and it holds

$$d^\ast\ast = \frac{3}{8} \cdot e^2 + \frac{5}{8} \cdot e^6 + 0 \cdot e^7,$$

whose coefficients give rise (by setting to 0 the missing weights) to a Möbius inverse on $\mathcal{A}_E$, which is in bijection with a necessity measure $N^*$ on $\mathcal{A}_E$ correcting the assessment $N$. Such $N^*$ reveals to be a particular element of the class of belief functions correcting the initial assessment, obtained for $\lambda = 0$.

Let us stress that the correction we get depends on the particular Bregman divergence (that is on the particular bounded proper scoring rule) we choose.

In the literature, there are several studies using divergences and distances with the purpose of correcting an incoherent assessment or approximating a coherent assessment with another belonging to a different framework. For
instance, concerning correction, in [4] the authors propose a discrepancy measure for the correction of an incoherent conditional probability assessment. Such measure is linked to the logarithmic Bregman divergence (see [27]) determined by the logarithmic scoring rule $s_L$, which is an unbounded proper scoring rule. While, concerning approximation, in [36] the authors cope with the outer approximation of a coherent lower probability with a belief function. Such task is achieved by minimizing some suitable distances defined on the set of lower probabilities.

6 Conclusions

This contribution aims at celebrating our esteemed colleague Teddy Seidenfeld in the occasion of his 70th birthday. We pay homage to him by presenting new results connected to some topics he faced in his brilliant career, in particular, scoring rules [41,44,45] and belief functions [43,50].

We introduce various notions of coherence for a partial assessment in the Dempster-Shafer theory of evidence. In detail, we present a betting scheme condition and a penalty criterion condition that mimic de Finetti’s conditions for probabilistic assessments [21]. The latter two conditions rely on the partially resolving uncertainty principle introduced by Jaffray [31]. Such conditions can be considered as operational tools to assess subjective beliefs. We prove that all the introduced notions of coherence are equivalent to the consistency with a belief function defined on an algebra.

Then we focus on two distinguished subclasses of belief functions, given by finitely additive probability measures and finitely minitive necessity measures. For both cases, we specialize the introduced coherence notions and equivalence results.

Finally, in each of the three analyzed frameworks, we provide a generalized coherence condition based on a (strictly) proper scoring rule, possibly departing from the classical Brier quadratic scoring rule. We show the equivalence of such condition with the other coherence conditions and we face the problem of correcting an incoherent assessment using the Bregman divergence determined by a bounded proper scoring rule.
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