Development of a wind retrieval method for low-speed low-pressure flows for ExoMars
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HIGHLIGHTS

• A novel wind speed retrieval is developed for Mars surface exploration.
• Retrieval method based on forced convection modelling on passive-cooling fins.
• Free flow speeds measuring capabilities demonstrated for pressures $P < 9.9 \times 10^{-3}$ bar.
• Accuracy of $\pm 0.3$ m/s for frontal winds at $U_m < 10$ m/s and lateral winds at $U_m < 6$ m/s.
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ABSTRACT

Forced convective heat transfer from three horizontally inclined rectangular-based cylinders (rods) has been studied experimentally under representative Martian near-surface air flows in the Aarhus Wind Tunnel Simulator (AWTS), Denmark. The testing campaign was developed for the HABIT (Habitability: Brines, Irradiation and Temperature) instrument, European payload on board the ExoMars 2022 Kazachok surface platform. The average heat transfer coefficient was determined from steady CO$_2$ flows at a pressure of 9.9 mbar, an ambient temperature of $\sim$25 °C, and for horizontal free-stream velocities between 0.8 and 12 m/s. A retrieval algorithm to derive the wind speed from the average heat transfer coefficient estimated at each of the three HABIT Air Temperature Sensors (ATS) rods was calibrated within the AWTS. The ATS rods are placed one at the front of the instrument structure (ATS$_2$) and two on the sides (ATS$_1$ and ATS$_3$); and under Martian atmospheric conditions these rods serve as cooling fins. Several relationships between the Nusselt number and the Reynolds and Prandtl numbers reported in the literature were evaluated to model convective heat transfer from the ATS rods. Where needed, corrections to account for radiative heat transfer within the AWTS were implemented. The final retrieval method demonstrated that wind speed can be retrieved for frontal winds in the range of 0–10 m/s, with an error of $\pm 0.3$ m/s, using the cooling profile of the ATS rod 3, and for lateral winds in the range of 0–6 m/s, with an error of $\pm 0.3$ m/s, using the ATS rod 2 cooling profile.

1. Introduction

Many engineering applications require fluid flow velocity to be measured. The retrieval of low speeds is particularly interesting in a wide range of scenarios, such as the controlled flow in a cleanroom or the ventilation systems. The low velocities and the variable temperature typical of these applications usually requires flow sensors, capable of measuring convection at different ambient temperatures [5].

The characterization of the near-surface Martian winds has been a highly targeted objective by the scientific community since the very first missions to the surface of the planet. Understanding the role of wind is essential for a variety of scientific topics that concern the Martian dust dynamics, such as dust storms [6–8], dust accumulation [9–11], and the atmosphere thermal environment. Also, because wind has strong implications on engineering operations, such as the entry descent and landing stages of inter-planetary missions, it is critical for the general circulation models, which rely on in-situ wind measurements for the characterization of the planetary boundary layer [12–14].

The low-pressure and low temperature dusty gas flow on the surface of Mars still represents an engineering challenge for the surface...
Nomenclature

\( a \) Minor side length ATS rod cross-section, m
\( A_{1,2} \) Minor side length HABIT CU structure, m
\( A_r \) Cross-section area ATS rods, m\(^2\)
\( A_i \) Area of surface i, m\(^2\)
\( A_{i2} \) Areal lateral surface ATS rod, m\(^2\)
\( b \) Major side length ATS rod cross-section, m
\( B_i \) Biot number
\( B_{1,2} \) Major side length HABIT CU structure, m
\( C_p \) Specific heat at constant pressure, J/(Kg K)
\( D_{iCO_2} \) Kinetic diameter of CO\(_2\) molecule, m
\( dx \) Differential rod element, m
\( dx_i \) Surface i of dx, m\(^2\)
\( E_{i} \) Emitted power from black body surface i, W/m\(^2\)
\( F_i \) View factor leaving surface i and reaching surface j
\( G_i \) Irradiation on surface i, W/m\(^2\)
\( h_{ci} \) Local convective heat transfer coefficient, W/(m\(^2\)K)
\( h_{ict} \) Convective heat transfer coefficient at dx\(_i\), W/(m\(^2\)K)
\( h_{iATS} \) Average convective heat transfer coefficient, W/(m\(^2\)K)
\( h_{iATS} \) Average radiative heat transfer coefficient, W/(m\(^2\)K)
\( h_{iext} \) External radiative heat transfer coefficient, W/(m\(^2\)K)
\( h_{opt} \) Optimum \( h_i \), W/(m\(^2\)K)
\( h_{opt}^F \) Optimum \( h_i \) using [1] approach, W/(m\(^2\)K)
\( h_{opt}^{MC} \) Optimum \( h_i \) using [2] approach, W/(m\(^2\)K)
\( h_{opt}^{Adams} \) Optimum \( h_i \) using [3] approach, W/(m\(^2\)K)
\( h_{opt}^{Rand} \) Optimum \( h_i \) using [4] approach, W/(m\(^2\)K)
\( h_{iATS} \) for ATS rod i, W/(m\(^2\)K)
\( h_{iATS} \) from optimization using [1] approach, W/(m\(^2\)K)
\( h_{iATS} \) from optimization using [2] approach, W/(m\(^2\)K)
\( h_{iATS} \) from optimization using [3] approach, W/(m\(^2\)K)
\( h_{iATS} \) from optimization using [4] approach, W/(m\(^2\)K)
\( h_{iATS} \) for ATS rod i from radiative model, W/(m\(^2\)K)
\( h_f \) Total heat transfer coefficient, \( h_f = h_c + h_r \), W/(m\(^2\)K)
\( h_{iATS} \) Average \( h_i \), W/(m\(^2\)K)
\( h_{iWhitaker} \) \( h_i \) using \( V_{tunnel} \) values for the [1] approach, W/(m\(^2\)K)
\( h_{iWhitaker} \) \( h_i \) from optimization using [1] approach, W/(m\(^2\)K)
\( h_{iopt} \) \( h_i \) using \( V_{tunnel} \) values for the [2] approach, W/(m\(^2\)K)
\( h_{iopt} \) \( h_i \) from optimization using [2] approach, W/(m\(^2\)K)
\( h_{iopt} \) \( h_i \) using \( V_{tunnel} \) values for the [3] approach, W/(m\(^2\)K)
\( h_{iopt} \) \( h_i \) from optimization using [3] approach, W/(m\(^2\)K)
\( h_{iopt} \) \( h_i \) using \( V_{tunnel} \) values for the [4] approach, W/(m\(^2\)K)
\( h_{iopt} \) \( h_i \) from optimization using [4] approach, W/(m\(^2\)K)

\( \frac{Q_{limit}}{Q_{opt}} \) Order of magnitude of radiative model \( K_{opt} \), W/(m\(^2\)K)
\( \frac{Q_{limit}}{Q_{opt}} \) Order of magnitude of radiative model \( K_{opt} \), W/(m\(^2\)K)
\( \frac{Q_{limit}}{Q_{opt}} \) Order of magnitude of radiative model \( K_{opt} \), W/(m\(^2\)K)
\( L \) Length ATS rod, m
\( L_i \) Characteristic length, m
\( L_{iB} \) Characteristic length, \( L_{iB} = a/(2(a + b)) \), m
\( L_{iext} \) Minimum characteristic length, m
\( m \) m-parameter
\( m_{3b} \) Average m-parameter
\( M \) Mach number
\( Nu \) Nusselt number
\( Nu_{Vopt} \) Nusselt number for horizontal cylinder
\( Pr \) Prandtl number
\( P \) Pressure, Pa
\( q \) Net heat exchange through surface i, W/m\(^2\)
\( q_{opt} \) Net convective heat flux per unit area at \( dx_i \), W/m\(^2\)
\( q_i \) Circumferentially-averaged net radiative heat flux per unit length, W/m
\( Q_i \) Net radiative heat flux through ATS rod surface i, W
\( Q_{ext} \) Net radiative heat flux through ATS rod surface i, W
\( q_{ext} \) External heat flux per unit length, W/m
\( q_{in} \) Net heat flux per unit area, W/m\(^2\)
\( R \) CO\(_2\) gas constant, J/(kg K)
\( Re \) Reynolds number
\( Re_{opt} \) Critical Reynolds number
\( Re_{opt} \) Reynolds number based on A
\( Re_{opt} \) Reynolds number based on B
\( S_{iCO_2} \) Sutherland’s constant for thermal conductivity, K
\( S_{iCO_2} \) Sutherland’s constant for dynamic viscosity, K
\( St \) Strouhal number
\( T \) Temperature, K
\( T_0 \) Temperature at \( \chi = 1 \), K
\( T_b \) Temperature at \( \chi = 0 \), K
\( T_{CU} \) Temperature CU structure, K
\( T_f \) Film temperature, \( T_f = (T_a + T_b)/2 \), K
\( T_{iws} \) Temperature at \( \chi = 1/4 \), K
\( T_{Probe} \) Temperature measured within the AWTS, K
\( T_i \) ATS rod average temperature, \( T_i = (T_a + T_b + T_{iws})/3 \), K
\( T_{ext} \) Surface temperature at \( dx_i \), K
\( T_{ext} \) Local surface temperature, K
\( T_{inf} \) Fluid temperature, K
\( x \) Free stream speed, m/s
\( x \) Free stream speed X-axis component, m/s
\( x \) Free stream speed Y-axis component, m/s
\( x_{fV} \) Free stream speed estimation using [1] approach, m/s
\( x_{fV} \) Free stream speed estimation using [2] approach, m/s
\( V_{fV} \) Free stream speed estimation using [1] approach, m/s
\( V_{fV} \) Free stream speed estimation using [2] approach, m/s
\( V_{fV} \) Free stream speed estimation using [3] approach, m/s
\( V_{fV} \) Free stream speed estimation using [4] approach, m/s
\( X \) Coordinate along each ATS rod
\( X \) X-axis for the CU reference system
\( Y \) Y-axis for the CU reference system

Greek Symbols

\( \alpha \) Incidence angle,°
\( \alpha \) Order of magnitude of optimum \( K_{opt} \), W/(m\(^2\)K)
\( \alpha \) Order of magnitude of radiative model \( K_{opt} \), W/(m\(^2\)K)
\( \epsilon \) Emissivity
\( \epsilon_{max} \) Absolute error in wind speed, \( |V_{tunnel} - V_{local}| \), m/s
\( \epsilon_{max} \) Maximum absolute error in wind speed, m/s
\( \epsilon_{max} \) Minimum absolute error in wind speed, m/s
\( \epsilon_{max} \) Order of magnitude of optimum \( R_{opt} \), W/(m\(^2\)K)
\( \epsilon_{max} \) Order of magnitude of radiative model \( K_{opt} \), W/(m\(^2\)K)
\( \theta \) Excess temperature, \( \theta = T - T_{opt} \), K
\( \theta \) Excess temperature at \( \chi = 0 \), K
\( \lambda_f \) Mean free-path, m
\( \mu \) Dynamic viscosity, Ns/m\(^2\)
\( \mu_f \) Dynamic viscosity at T = 273 K, Ns/m\(^2\)
\( \kappa \) Stefan-Boltzmann constant, W/(m\(^2\)K\(^4\))
\( \chi \) Dimensionless distance along the ATS rods
missions when designing wind sensors. At the surface of Mars, pressures of $P \sim 700$ Pa and temperatures of $T \sim 240$ K, with daily temperature oscillations up to $\Delta T \sim 90$ K, are typically found. Several techniques have been explored to achieve a trade-off between robustness (which is critical for a landed mission), resolution, and power efficiency. Thermal anemometry is the preferred approach as it has proven successful on surface missions to date, where thermocouple sensors are widely used. These sensors are usually chosen because of their excellent behaviour in harsh environments [15]. In the context of Mars surface exploration, examples of thermal anemometry wind sensors are the NASA Viking landers 1 and 2 hot-film wind sensors [16–18], the NASA Mars Pathfinder hot wires [19,20], the NASA Mars Science Laboratory (MSL) Rover Environmental Monitoring Station (REMS) Wind Sensor (WS) [21–23], or the NASA Temperature and Wind Sensors for InSight (TWINS) instrument [24]. Furthermore, a similar concept was used in the design of the Mars Environmental Dynamics Analyzer (MEDA), one of the payloads of the NASA Mars 2020 rover [25].

The thermal anemometry approach has also been followed on the HabitAbility: Brines Irradiation and Temperature (HABIT) instrument, one of the two European payloads of the ExoMars 2022 Kazachok surface platform (SP), from Luleå University of Technology, Sweden. HABIT flight model (FM) is shown in Fig. 1-left, including the three air temperature sensors (ATS) of the instrument designed to provide the air temperature in the vicinity of the SP. These ATS consists of three thin rectangular-based rods, whereby the temperature is monitored along their axis at three points similarly to the REMS and TWINS ATS rods. Fig. 1-right shows a detail view of ATS1.

In this work, we propose a novel wind speed retrieval technique developed for HABIT. The retrieval is based on the modelling of convective heat transfer around the HABIT ATS rods when immersed in a cross-flow. Thus, the retrieval uses the correlation between wind speeds and the averaged convective heat transfer coefficient around each rod. This correlation is performed through the modelled averaged Nusselt number models reported in the literature were considered and analysed for forced convection modelling of the ATS rods. Finally, the expected errors of the final HABIT ATS wind retrieval were defined and presented for frontal and lateral winds. The retrieval developed in this research work is limited to horizontal winds.

2. Theoretical background

2.1. Fluid temperature retrieval: one-dimensional heat flux problem

The working principle of the ATS air temperature retrieval is based on the energy-balance law adapted from [30] to a rectangular-based fin exposed to open atmospheric conditions and with one end maintained at a constant elevated temperature. These fins correspond to the ATS rods attached to the HABIT Container Unit (CU), see Fig. 1-left. Here it is assumed that the CU structure to which each ATS rod is attached (1) has a high thermal inertia, compared to the rods; (2) presents a temperature difference with respect to ambient conditions; and (3) is thermally coupled with the full spacecraft. The CU and SP are expected to change their temperature smoothly over the day on Mars in response to: (1) solar radiation incidence; and (2) thermal coupling with the surface, surrounding air, and their own internal heating sources. The same sensing methodology continues in operation on the REMS.

![Fig. 1. (Left) HABIT flight model (FM) overall view with the three Air Temperature Sensors (ATS) pointing to the left-side (ATS$_1$), frontal side (ATS$_2$) and right side (ATS$_3$) of the Container Unit (CU). (Right) Detail view of the HABIT FM ATS$_1$ rod of length L. Three resistive temperature detectors (RTD) Pt1000 DIN EN 60751 class A are located at the tip, x = L, at x = L/4 and at x = 0 (not shown). The upper-left diagram represents a differential element of the rod, dx, and the convective heat transfer coefficients for the face $dF$, of the differential element, $h_{ct}$.
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instrument since more than 7 years (at the time of this writing) on board the MSL Curiosity rover. Thus, the performance of this concept to monitor the air temperature in the vicinity of a landed spacecraft on Mars has been successfully demonstrated [22,23]. Considering the ATS rods long enough to assume one-dimensional heat conduction (i.e., assuming the Biot number, Bi, of each ATS rod to be Bi << 1) and steady-state conditions, we can express the energy balance equation at each differential element dx as:

$$\frac{d}{dx}(kA_d \frac{dT}{dx}) - h_d \frac{dT}{dx} (T - T_{\infty}) - \dot{q}\frac{dA_s}{dx} T^4 - T_{\alpha}^4 = 0, \tag{1}$$

where $A_d$ and $dA_s$ correspond respectively to the area of the cross-section, $A_d = a \cdot b = 6 \cdot 10^{-4} m^2$, and the differential area of the lateral surface, $dA_s = 2(a + b) dx$, of each rod, respectively. The thermal conductivity $k$ and emissivity $\varepsilon$ are assumed constant in the rod. Note that here the local convective heat transfer coefficient, $h_d$, is the circumferentially averaged value of the four convective heat transfer coefficients derived from each lateral surface of a differential element dx of the ATS rod, $h_{i,0}$ (see dx in Fig. 1-right). By definition, the latter would be $h_{i,0} = \frac{q_{i,0}}{T_{i,0} - T_{\infty}}$. Here, $T_{i,0}$ is the surface area of the rod at a function of $x$. Later in Section 3.2 it is demonstrated that Bi << 1, which means that it is reasonable to assume the temperature distribution at each differential element as uniform. This results in: (1) a uniform $h_d$ across the rods’ cross-sections; (2) a uniform temperature T in the differential element dx, which means that $T_{i,0} = \sum_i T_{i,0} = T_{i,0} = T(x)$; and (3) one-dimensional heat conduction along the rods. The heat losses at the rod tips are neglected.

By assuming a completely absorbing surrounding (i.e., a black body) at ambient temperature, it is possible to express the radiation terms as a function of a radiation coefficient, $h_r(x) = (\varepsilon T^2 + T_{\alpha}^2)/(T + T_{\alpha})$, at each position $x$, and then the total heat transfer coefficient in Eq. (1) as $h(x) = h_r + h_d$. All the properties of this system are evaluated at the film boundary layer, which is assumed to be at a film temperature $T_f = (T_i + T_{\alpha})/2$. Here, $T_i$ is the average temperature of the ATS rod.

Introducing the excess temperature, $\Theta = (T - T_{\alpha})$, the m-parameter, $m = L \cdot \Theta / (h_{i,0})/(kA_d)\varepsilon$, and the dimensionless coordinate along the rods $\chi = x/L$, Eq. (1) can be rewritten:

$$\frac{d^2\Theta}{d\chi^2} - m^2 \Theta = 0. \tag{2}$$

This non-linear two-point boundary value problem presents two derivatives in $\chi$. Thus, two boundary conditions are required to provide a temperature distribution along the rods. If the temperature at the base of the rod, $T_{\alpha}$, is known, it can be imposed that $\Theta|_{\chi=0} = 0$. Also, if the heat exchange at the tip of the rod with respect to the lateral surface is assumed negligible, $\Theta|_{\chi=1} = 0$. Assuming the total heat transfer coefficient, $h(\chi)$, uniform at each rod cross-section, the temperature distribution along each rod can be expressed by Eq. (3):

$$\Theta(\chi) = \Theta_0 \frac{\cosh m(1 - \chi)}{\cosh m}, \tag{3}$$

It should be noted that this solution for steady state conditions depends on the fluid temperature, $T_{\alpha}$, the temperature at the base of the rod, $T_{\alpha}$, and average m-parameter, $m$. The latter is a dimensionless number dependent on the geometry and thermal conductivity of the rods, which depends solely on the rod manufacturing, and the average total heat transfer coefficient, $\dot{R} = \Theta_0 + T_{\alpha}$. In particular, for the ATS rods cross-section, $m$ can be expressed as:

$$m = \frac{L}{L} \frac{2(a + b) \Theta_0}{k \cdot a + b}. \tag{4}$$

Each ATS rod includes three resistance temperature detectors (RTD) Pt1000 DIN EN 60751 class A, with an accuracy of ± 0.15 K and a resolution of 0.05 K. These Pt1000 sensors measure temperatures at the ATS rods’ base ($\chi = 0$), $T_{\alpha}$, and at $\chi = 1/4$ from the base, $T_{\alpha}$. Thus, Eq. (3) can be applied to the readings at $\chi = 0$ and $\chi = 1/4$ to obtain a system of two equations with two unknowns: $T_{\alpha}$ and $m$. As implemented for the REMS ATS retrieval [22]:

$$T_{\alpha} - T_{\alpha} = \left( T_{\alpha} - T_{\alpha} \right) \frac{1}{\cosh[m]}, \tag{5}$$

$$T_{\alpha} - T_{\alpha} = \left( T_{\alpha} - T_{\alpha} \right) \frac{\cosh \left[ m \left( 1 - \frac{1}{4} \right) \right]}{\cosh m}. \tag{6}$$

Even though $T_{\alpha}$ and $m$ are simultaneously obtained from the system (5)–(6) for every set of temperatures at each rod by the REMS ATS, only $T_{\alpha}$ is archived as a product at the Planetary Data System (PDS) [31–33]. $m$ has been discarded so far. However, from Eq. (4) it can be inferred that the $m$ values could provide useful information about the overall averaged heat transfer coefficient, and thus, about the wind speed. The averaged convective heat transfer coefficient values, affected by natural and forced convection, could be estimated as $h_i = \frac{\dot{R}(m) - \dot{R}(T_{\alpha}, T_{\alpha})}{\dot{R}(T_{\alpha}, T_{\alpha})}$ and correlated to horizontal wind speeds. Note that for each rod, $h_i$ is computed with the average rod temperature $T_i = (T_{\alpha} + T_{\alpha} + T_{\alpha})/3$. Thus, this strategy has been developed and calibrated here to be implemented on the HABIT ATS temperature measurements in order to provide estimates of the surface wind-speeds during ExoMars mission operations at Oxia Planum, Mars.

2.2. Heat flux and forced convection modelling around the ATS rods

The HABIT wind retrieval is obtained by solving for the wind speed that corresponds to the averaged convective heat transfer coefficient derived from the estimated $m$ values, $h_i$. Thus, some modelling is required to correlate the derived $h_i$ with the retrieved wind speed values. This is next addressed by modelling of the averaged Nusselt number for the ATS rods when immersed in a cross-flow.

2.2.1. Fluid flow regime

Before modelling forced convection, the expected flow regime on the surface of Mars must be known and modelled to assure that the hypotheses assumed in the retrieval are valid. The fluid flow around the rods was assumed to be an ideal and continuous CO$_2$ gas flow, with Knudsen number $k_N = \lambda_r / L_{\min} < 0.1$ [34,35]. The characteristic length considered in this analysis is the diameter of the rods cross-section, $L_{\min} = 3.2 \cdot 10^{-1} m$. The mean free path between CO$_2$ molecules is:

$$\lambda_r = \frac{k_N T}{\sqrt{2} \pi D^2_{CO_2} P}. \tag{7}$$

The kinetic diameter considered was $D_{CO_2} = 3.94 \cdot 10^{-10} m$ according to [36]. The minimum scale to assume fluid-continuity under Mars surface conditions, as measured by REMS at Gale crater [37], is $L_{\min} \sim 3.9 \cdot 10^{-3} m$, much smaller than the length considered in the analysis, $L_{\min} / L_{\min} \sim 10^{-2}$. As a result, the fluid has been modelled in this study as an ideal continuous CO$_2$ gas. The transport parameters were also modelled according to the Mars near-surface pressure and temperature expected seasonal oscillations, between 700 and 1000 Pa and between 180 and 280 K, on average, respectively [37]. The temperature-dependent dynamic viscosity and conductivity of CO$_2$, $\mu_r(T)$ and $\kappa_r(T)$, were modelled following the Sunderland’s kinetic theory approach for a low-density CO$_2$ atmosphere. This theory is applicable for temperatures in the range of [190, 1700] K for $\mu_r(T)$ and [180, 700] K for $k_r(T)$, with an estimated error of ± 2% [38]:
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Table 1
Average Nusselt number empirical approximations for horizontal cylinders provided by McAdams [2], Whitaker [4], Fand [1], and Perkins [3].

| Author       | Re range       | Average Nusselt number expression |
|--------------|----------------|-----------------------------------|
| McAdams [2]  | [1, 10^5]      | \( Nu = (0.46Re^{0.5} + 0.06Re^{2/3})Pr^{0.4}(\mu/\mu_0)^{0.25} \) |
| Whitaker [4] | [0.1, 10^5]    | \( Nu = 0.32 + 0.43Re^{0.5}Pr^{1/3} \) |
| Fand [1]     | [0.01, 2 × 10^5] | \( Nu = 0.184 + 0.324Re^{0.5} + 0.291Re^a \) |
| Perkins [3]  | [40, 10^5]     | \( Nu = (0.31Re^{0.5} + 0.11Re^{0.5})Pr^{0.4}(\mu/\mu_0)^{0.25} \) |

The flow region considered in this study for horizontal squared-based cylinders, where three regimes can be observed [40]. For AR = 1, a steady laminar flow is observed for \( Re \leq 50 \), and an unsteady flow with a two-dimensional feature characterized by an alternative vortex shedding, called von Karman vortex street, is observed up to \( Re \leq 194 \); a three-dimensional turbulent flow is observed for \( 190 \leq Re \leq 330 \). The average wind speeds observed on Mars by the REMS wind sensor (WS) were usually on the order of \( v \leq 10 \text{ m/s} \), an thus \( Re \leq 38 \). Because an AR larger than 1 delays the transition between regimes from laminar to turbulent flow to higher Reynolds values [41], the retrieval algorithm developed and tested in this study assumed an incompressible laminar flow.

## 2.2.2. Cross-flow Nusselt number modelling

The dependency with the Reynolds number and the Prandtl number, \( Pr = \mu_C/\kappa_f \), of the heat transfer distribution on circular cylinders in cross-flow for different fluids is still poorly understood [42]. This process is usually correlated, for cylinders, by a power law relationship dependent on \( Re^n \) and \( Pr^m \) in terms of the averaged Nusselt number, \( Nu = C(Re^n \cdot Pr^m) \). The latter is defined as the ratio of convective to conductive heat transfer terms within a fluid domain, \( Nu = R_e/L_c/\kappa_f \). Thus, if the averaged Nusselt number is modelled as \( f(Re, Pr) \), the average convective heat transfer coefficient could be estimated as \( R_{\text{h}} \), that corresponds to the averaged Nusselt number model, with the coefficient \( R_{\text{h}} \), estimated from the average m-parameter, would then provide a non-linear equation that is solved for the free-stream speed \( U_{\infty} \) associated to the Re-value:

\[
R_{\text{h}} = f(Re(U_{\infty}, T_m), Pr(T_m))/\kappa_f/L_c = R_{\text{h}} \text{[\text{m}]}.
\]

The averaged Nusselt number modelling was performed by evaluating several existing models in literature for the expected regime of Re and Pr on the surface of Mars (as seen by REMS in [37]). Even though some previous studies investigated the Nusselt number distribution over squared-based cylinders [43], we found no relevant work for the Re and Pr flow regime considered. Therefore, the rectangular-based ATS rods were assumed as cylinders for the cross-flow average Nusselt number modelling. In particular, the empirical expressions for forced convection proposed by Fand [1], McAdams [2], Perkins [3], and Whitaker [4] were considered. These empirical models were developed for the expected range of Re and Pr on Mars. Their expressions have been collected in Table 1.
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Fig. 2. (Left) HABIT EQM setup within the AWTS. The instrument is attached to an aluminium plate mimicking the attachment to the Kazachok surface platform. The aluminium plate was attached to a mast that could rotate in the horizontal plane. In the backside, the suctioning fan of the tunnel is visible. (Right) Cross-section of the wind tunnel during the installation of the HABIT EQM. The upper and lower horizontal aluminium plates that separate the testing area from the recirculating flow are visible. The tunnel windows and available flanges for the cabling connections can be seen on the walls of the tunnel.
3. Experimental validation in a Martian wind tunnel

Next we summarize the results of the tests performed with the HABIT EQM within the AWTS facility of the Aarhus University, Denmark.

3.1. Experimental setup: the AWTS facility

The AWTS facility consists of a low-pressure climate chamber designed with an internal recirculating system capable of reproducing low wind speeds of up to 20 m/s. The chamber is cylindrical, of about 8-m length and 2.5-m width, although the internal effective diameter for testing, free from wall disturbances, is \( \sim 0.4 \text{ m} \). The wind-generating system is powered by an electric motor Danfos VLT5001 that. This motor is located outside the vacuum chamber and moves an internal fan that is magnetically coupled. The tunnel presents an inner shell that can be depressurized to typical Martian surface pressure values (6–10 mbar). The shell is surrounded by an aluminum flange with a long copper coil pipe internally sealed that, for some configurations, can be used to inject liquid nitrogen and cool the wind tunnel. The gas within the chamber is evacuated through an Edwards single-stage rotary pump. The pump allows to reach pressures of about 1 mbar in 1 h. The whole process is monitored with a Pfeiffer TPR265 pressure sensor. This pressure sensor operates optimally for only \( P < 1 \text{ mbar} \), which are lower than the typical operating pressures within the tunnel. The sensor is meant for air, presenting an error of 20\% for pressure readings up to 100 mbar. For nominal configurations, the generated fluid flow presents a turbulence value of about 16\% for wind speeds \( U_{\infty} > 3 \text{ m/s} \), which can be reduced to around 4\% for most of the wind speeds in the range \( U_{\infty} \in [0, 10] \text{ m/s} \) when a double nylon mesh is installed at the beginning of the tunnel. This mesh generates, however, a pressure gradient in the fluid flow that reduces the correlation between the fan rotation frequency and the wind speed. This limits the maximum generated wind speeds to lower values, typically 8 m/s. As can be seen in Fig. 2, the gas flow circulates towards the location where the HABIT EQM is installed when suctioned by the fan that stands behind. The flow is then circulated back to the front of the tunnel through the channels that are above and below the two central horizontal panels.

The wind speed is controlled by modifying the revolutions per minute (RPM) of the fan from a control room. A typical relationship between RPM and wind speeds values of \( U_{\infty} = \text{RPM}/60 \) was used to pre-set the desired range of wind speeds during the wind campaign according to the AWTS technicians’ instructions. After the tests, the actual wind speed values of the free flow of CO\(_2\) in the wind tunnel was calibrated. This process was performed by using a set of fifteen predefined RPM values between 60 and 960 RPM of the fan, and the resulting axial wind speed values measured by a Dantec Laser Doppler Anemometer (LDA) system. The LDA was set to measure a single point located 0.5 m upstream, before reaching the testing setup. For each wind speed tested, the RPM and the LDA output values were averaged over 2 min. Fig. 3 shows the results of this process and the linear interpolation used to transform, for each HABIT test, RPM to wind-speed values.

The tests were performed at the AWTS under ambient temperature conditions. An artificial heating was applied to the instrument in order to generate the thermal gradients that are used to extract the m-parameter. On Mars, this gradient exists naturally due to the difference in temperatures between the huge landing platform and the thin Martian air. For these tests, however, we used the heating system of the HABIT Container Unit (CU). This system is designed to dehydrate the salts contained in the CU and thus, not meant to be used for this purpose. Test 1 was performed under CO\(_2\) flows coming from \( \alpha = -90^\circ \) with respect to the CU frontal direction (X-axis, see Fig. 4), where the ATS rod 2 was exposed to unperturbed normal flows. Test 2 was performed under CO\(_2\) flows coming from \( \alpha = 0^\circ \), where ATS rods 1 and 3 were exposed to ideal unperturbed normal flow conditions. The angle of incidence, \( \alpha \), was controlled, with resolution of 0.1\%, by a rotating mast to which the EQM and aluminum plate were attached. The tests were performed at a pressure \( P = 9.9 \text{ mbar} \) for RPM \( \in [60, 720] \), which after calibration corresponded to \( U_{\infty} \in [0.8, 11.1] \text{ m/s} \).

Each tested RPM value was set for 10 min and the data were later on averaged and converted to wind speed during post-processing activities. At \( \alpha = 0^\circ \) (Test 1), the front winds reached both ATS rod 1 and ATS rod 3 in the same conditions, since the CU is symmetric with respect to the X-axis. However, in Fig. 4 it can be observed that the experiment plate to which the CU is attached is not symmetric. This asymmetry represents a potential source of mismatch between the actual wind sensed at the locations of both rods. This implies that the subsonic fluid flow is not expected to surround both sensors in the same way because of different nearby obstacles. The actual distance of separation between the lateral ATS rods and the ExoMars SP is in fact comparable to the configuration of the ATS\(_2\). This means that ATS\(_2\) is placed, for this testing campaign, in an almost blind configuration as it is too close to the solid fixation plate. The reason of this setup is that, at the time of

![Fig. 3. Calibration of the AWTS wind speed. A linear interpolation has been implemented for the correlation between the wind tunnel fan RPM and the LDA wind speed values in the axial direction of the tunnel. The linear fit function, the R-squared value, and the standard deviation \( \sigma_d \) are also included.](image-url)
the AWTS testing campaign, no other holding structure qualified for the HABIT EQM was available. Nevertheless, this asymmetry may be of interest in order to experience the interference placed by near-by objects on the wind flow and retrieval results.

Let us emphasize that the purpose of the ATS is to measure the air temperature and the wind speed locally, at the place where they are installed. This means that, although locally the speed may be lower because of the existence of obstacles close to the sensors, the free stream wind speeds to which the RPM reference values were correlated may be higher. It is therefore not possible to accurately use the nominal wind speed values provided by the tunnel for calibration and comparison of local wind speed measured by each ATS rod in all cases. Some deviation is expected depending on the local fluid flow and ATS rod considered. Furthermore, as mentioned above, the true configuration of the HABIT FM at the SP is slightly different from the setup showed in Fig. 4. The actual final relative angle between the FM CU and the SP, including the shape of the SP, are different: both ATS1 and ATS3 are expected to be equally close to the platform. In summary, although certain physical parameters such as thermal conductivity, physical dimensions, and emissivity, will be the same for the three ATS rods, they will be exposed to slightly different local wind fields and thus show different responses to the same incident wind during the campaign.

As a result, we shall first analyse the comparative response of the three ATS rods in the wind tunnel to a common wind field in order to understand how different the local response to a normal free flow is. Next, we shall consider the ATS rod whose response is the closest to the reference values as our reference sensor for calibration of the ATS true response. Then, those calibrated values shall be applied to the other sensors, which will provide now true local wind measurement estimates.

3.2. Measurement technique

The purpose of Test 1 and Test 2 was to demonstrate the correctness of the model by applying the wind retrieval to a full range of wind speeds under a predefined fixed orientation, normal to the ATS rods. This required the calibration of two elements of the described heat transfer problem: the ratio between the thermal conductivity and emissivity of the ATS rods in the axial direction, $\kappa_{ATS}/\varepsilon$, and the energy offset associated to the testing facility, unique to the setup described in Section 3.1. The latter is not expected on Mars. This offset is produced by: (1) the thermal interchange between the ATS rods and the overheated CU, which is heated continuously with a resistor at 60% of its maximal power (i.e. introducing 2.1 W locally at the CU) to generate the needed thermal profiles along the rods; and (2) the nearby metallic wind tunnel walls, the shelves that divide the tunnel, and the pole and aluminium plate where the HABIT instrument is attached to. These elements are also thermally coupled with the external laboratory ambient temperature. For the ratio $\kappa_{ATS}/\varepsilon$, on which the m-parameter depends, it was assumed, without loss of generality, an emissivity of $\varepsilon = 0.95$. This value is considered from the data-sheet of the Halogen Filled TG150 material the ATS rod glass-fibre laminates are made of. The thermal conductivity $\kappa_{ATS}$ along the ATS rod is expected to be a combination of the in-plane laminates’ thermal properties and the internal wiring between Pt1000 sensors. In this study, the ATS rods have been assumed to be solid bodies with a uniform and constant thermal conductivity that accounts for this combination. For printed circuit boards (PCB) glass-fibre laminates, this value is typically of the order to $\sim 0.8 \text{ W/(m} \cdot \text{K)}$ for the in-plane dimension [44].

The retrieval algorithm is based in the estimation of the wind speed value that makes equal the average convective heat transfer coefficient obtained through the modelling of the average Nusselt number at each rod, $\overline{\tilde{h}}_i|_{\nu_{\text{aw}}}$, and the average convective heat transfer coefficient derived from the estimated average m-parameter, $\tilde{h}_i$. From Eq. (11):

$$\tilde{h}_i = \frac{\bar{E}_{ATSi} a \cdot b}{L^2 (a + b)} - \frac{\bar{E}_{ATSi} a \cdot b}{L^2 (a + b)} + \frac{T_i^2}{T_i^2 - T_\infty^2} L_{\text{nus,aw}}$$

where $L_{\text{nus,aw}}$ represents the cross-flow averaged Nusselt number for horizontal cylinders when the fluid flow is normal to the rod lateral surface. We illustrate in Fig. 5-left an example (assuming $\kappa_{ATS} = 0.5 \text{ W/ (m} \cdot \text{K)}$) of the evolution of the ATS measured average convective heat transfer coefficient, $\tilde{h}_i$, and the radiative heat transfer coefficient, $\tilde{h}_r$. Similarly, and for the same thermal...
conductivity, the theoretical convective heat transfer coefficient according to \( \bar{h}_c \) measured by the tunnel is represented in Fig. 5-right, \( \bar{h}_{\text{iATS}} \). The curves are included for ATS rod 2 at \( \alpha = -90^\circ \) (Test 1), and for ATSs, and ATSs at \( \alpha = 0^\circ \) (Test 2). Note that the \( \bar{h}_{\text{iATS}} \) curves normally differ, for the same Nusselt number model, because of the different temperature profiles developed at each ATS rod, which are specific of the ATS rod and provide different values for the average ATS rod temperature \( T_e \).

In Fig. 5-left it can be observed that \( \bar{h}_{\text{iATS}} \in [3, 16] \) W/(m²·K) for the range \( U_{\text{w}} \in [0.8, 12] \) m/s. The Biot number for the ATS rods during the testing campaign, Bi= \( \bar{h}_{\text{iATS}}/K_{\text{ATS}} \), was then 0.004 < Bi < 0.02, assuming \( K_{\text{ATS}} = 0.5 \). The characteristic length \( l_{\text{cATS}} = a-b/2(a+b) \) is the ratio of the ATS rod’s volume to surface area, as usually defined for this calculation in solids [45]. Note that Bi ≪ 1, which implies that it is reasonable to assume uniform temperatures across the ATS rod cross-sections in the heat exchange process during Test 1 and Test 2.

As can be observed when comparing the graphs in Fig. 5, at wind speeds \( U_{\text{w}} < 4 \) m/s, the convective heat transfer coefficient estimated from the m-parameter model gives a negative value that depends on the ATS rod. As pointed above, the reason for this offset is the presence of nearby local radiative heat sources that, at the low-pressure environment of the test (\( P = 9.9 \) mbar) and under the low wind speed values simulated, represent an important contribution to net-heat-flux developed through the lateral surfaces of the ATS rods. To correct this offset from the setup, an additional average convective heat transfer coefficient term should be included in Eq. (12), \( \bar{h}_{\text{iATS}} \), that accounts for the additional radiative heat sources from the surrounding surfaces. This correction was not included in the original m-parameter model because it was developed for operations under ambient open conditions. Eq. (12) is then rewritten and reads:

\[
\frac{m^2 K_{\text{ATS}} a+b}{L^2 (2 \cdot (a+b))} - \alpha(T_{\text{f}} + T_{\text{CU}}) \left( T_{e} + T_{\text{m}} \right) - \frac{\bar{q}_{\text{adi}}}{2(a+b)(T_{e} - T_{\text{m}})} \]

\[
\bar{h}_{\text{iATS}} = \frac{K_{\text{ATS}}}{L_{c}} N_{\text{DWT}} , \tag{13}
\]

where, according to dimensional analysis, \( \bar{h}_{\text{iATS}} \) results from an external heat-flux per unit length, \( \bar{q}_{\text{adi}} \), scaled with the rods’ perimeter, \( 2(a+b) \), and the temperature difference \( (T_{e} - T_{\text{f}}) \).

The calibration of \( K_{\text{ATS}} \) and \( h_{\text{e}} \) was performed by fitting the retrieved wind speeds from the ATSs temperature readings on Test 1, and from the readings of ATS1 and ATSs on Test 2, to the reference free stream, \( U_{\text{w}} \), though a least-squared scheme. We assumed an emissivity for the ATS rods of 0.95, and let as free parameter \( K_{\text{ATS}} \), which can vary within the interval [0.3, 1.5] W/(m²·K), and \( \bar{h}_{\text{iATS}} \). The latter is inherent to the testing setup and, according to our radiative surface heat-exchange model estimates, could vary within \( \bar{h}_{\text{iATS}} \in [5, 20] \) W/(m²·K) (see Appendix A). Test 1 was performed for \( U_{\text{w}} \in [0, 11] \), and Test 2 for \( U_{\text{w}} \in [0, 12] \) m/s.

For the calibration of \( K_{\text{ATS}} \), only wind speeds lower than 6 m/s were considered. This means that the model is experimentally validated for the range 0 to 6 m/s. However, \( K_{\text{ATS}} \) is a physical property and it can therefore be considered as calibrated for any other range of wind speed. We calculated the wind speed retrieval errors for the ranges of 0 to 10 m/s. The results may be extrapolated to higher wind regimes, but because of the tunnel limitations we could not demonstrate the actual error for \( U_{\text{w}} > 12 \) m/s.

4. Results and discussion

Fig. 6-left shows, for ATS rod 2 at \( \alpha = -90^\circ \), a comparison between (1) the convective heat transfer coefficient corresponding to the m-parameter, \( \bar{h}_{\text{iATS}} \), for each cross-flow Nusselt number model when introducing the optimized values for the thermal conductivity and radiative corrections, \( K_{\text{opt}} \) and \( \bar{h}_{\text{opt}} \); and (2) the theoretical convective heat transfer coefficient considering the same cross-flow Nusselt number models and optimal values but for the free stream wind speeds measured by the tunnel \( V_{\text{tunnel}} = U_{\text{w}} \). \( \bar{h}_{\text{iATS}} \). The temperatures measured by the tunnel probe, \( T_{\text{probe}} \), and the CU internal P1000 sensor, \( T_{\text{CU}} \), are also shown. For \( U_{\text{w}} \approx 4 \) m/s, these temperatures clearly show the internal overheating of the tunnel because of, mainly, wall friction. Table 2 summarizes the absolute errors, \( e = V_{\text{tunnel}} - V_{\text{St}} \), found when comparing the wind speed values locally retrieved by the ATS rod 2 with \( U_{\text{w}} \) for each Nusselt number model considered in this study.

Based on the CU horizontal plant dimensions, the obstacle is seen by the two-dimensional flow at \( \alpha = -90^\circ \) (Test 1) as a rectangle with an AR = B/A = 4. Here, A corresponds to the length of the small lateral faces of the CU in the X direction, where ATSs and ATSs are attached to, and B to the length of the front and rear faces in the Y dimension (see A1, A2, B1, and B2 in Fig. 7). The Reynolds number based on the shorter side of the CU, \( Re_{b} \), is used according to the standard analysis performed over squared cylinders [41,46]. The analysis of the effect of the AR into \( Re_{b} \) and the Strouhal (St) number around rectangular cylinders has been extensively studied in the literature, both experimentally and numerically. For AR from 4 to 8, [46] found a complicated variation of the \( Re_{b} \) with the St and the base pressure. This was further investigated,
for a wider range of ratios \(0.6 \leq \text{AR} \leq 0.8\), numerically and for a wide range of \(\text{Re}_A\) by [46]. For rectangular sections with an \(\text{AR} > 3\), the separation of the laminar boundary layer in the leading edge is found to be for \(\text{Re}_A \approx 90\) [46,47]. First, at these very-low \(\text{Re}_A\)-regimes, there is a steady reattachment right behind the leading edges. If \(\text{Re}\) keeps increasing, the flow finally separates at the trailing edges. At moderate \(\text{Re}_A\)-values, the initial separation at the leading edge is developed along the faces B1 and B2, reattaching alternatively for a brief period of time either to the front-B or the rear-B face during a period equivalent to a vortex shedding. In particular, for this aspect ratio, [46] observed that the separation bubbles are formed at both long faces (front and rear) for \(\text{Re}_A \approx 200\), and vortex shedding right after rear-A face. For higher \(\text{Re}_A\)-values, the separated flow tends again to reattach on the lateral surfaces at \(\text{Re}_A \approx 500\), thanks to the aspect ratio of the obstacle [46]. However, in this case this reattachment is not steady, but alternative between front-B and rear-B faces. Similarly, the point of reattachment is not stationary, and it moves up and down downstream. Finally, for higher Reynolds numbers the transition from laminar to turbulent flow is produced. Although [41] did not study the critical Reynolds number for \(\text{AR} \approx 4\), both \(\text{AR} \approx 2\) and \(\text{AR} \approx 3\) were tested. The former presented a \(\text{Re}_y \approx 500\), while the latter, a \(\text{Re}_y \approx 3 \cdot 10^3\). Thus, for \(\text{AR} \approx 4\) the \(\text{Re}_y\)-value is expected to be \(\text{Re}_y \approx 3 \cdot 10^3\).

For the first three values of wind speed on Fig. 6, \(V_{\text{tunnel}} < 3.6\) m/s, the retrieval perfectly follows the evolution of \(V_{\text{tunnel}}\), with a maximum error in average of 0.21 m/s. \(\text{Re}_A\) was included in Fig. 6 for comparison. As a result, it can be observed that in this first sector \(\text{Re}_A \leq 127\). This means that the horizontal laminar flow around the CU is apparently still attached to the lateral walls, or immediately steady-reattached after passing the leading edge, according to [41] (see first \(\text{Re}_A\)-range in Fig. 7). Because the ATS rod 2 is located at the middle of the larger side of the CU, it appears that this reattachment is produced before reaching the sensor. However, between the third and fourth tested points (i.e., \(3.6 < V_{\text{tunnel}} < 3.5\) m/s) the slope of the retrieved wind speed values changes, although the order of magnitude of the errors at \(V_{\text{tunnel}} = 5.5\) m/s is still similar to \(\pm 0.3\) m/s of the wind tunnel speed values uncertainty (see Table 2 for the segment \(V_{\text{tunnel}} \in [6, 10]\) m/s). In this range of wind speeds, it appears that the reattachment point advanced in the \(Y^o\) axis and finally reached the location of the ATS rod 2 (see second \(\text{Re}_A\)-range in Fig. 7). For \(V_{\text{tunnel}} > 5.5\) m/s, the separation bubbles could have developed along the entire front face of the CU as predicted. Here, \(193 \leq \text{Re}_y \leq 386\) for \(5.5 \leq V_{\text{tunnel}} \leq 11\) m/s, and [46] estimated this point for \(\text{Re}_A \approx 200\) (see third \(\text{Re}_A\)-range in Fig. 7). This phenomenon appears to be quantitatively reflected into the retrieved local speeds, which for this second segment of \(V_{\text{tunnel}} \in [6, 10]\) m/s leads to an average deviation with respect to the free flow wind speed of about 2.4 m/s. As it can be observed, the \(\text{Re}_y\) is not reached in this test, nor the regime of alternating reattachment of the boundary layer expected for \(\text{Re}_y \approx 500\).

In Test 2, frontal winds (\(\alpha = 0^o\)) reached the lateral ATS rods, namely both ATS1 and ATSs, perpendicularly and unperturbed. Because these rods are located at the lateral surfaces A1 and A2 (see Fig. 7) at just 5.55 mm distance from the CU front-B face, it is expected that the separation of the viscous boundary layer, in this case at \(\text{Re}_y \approx 35\) for \(\text{AR} \approx 1/4\), as well as the bubble formation and the final detachment that perturbed the flow around the ATSs rod in Test 1, does not affect the temperature probe of ATS1 and ATSs rods for the range of wind
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**Table 2**

| \(N_u\) | \(\epsilon\) for \(V_{\text{tunnel}} \in [0, 10]\) [m/s] | \(\epsilon\) for \(V_{\text{tunnel}} \in [0, 6]\) [m/s] | \(\epsilon\) for \(V_{\text{tunnel}} \in [6, 10]\) [m/s] |
|-------|------------------|------------------|------------------|
|       | \(\epsilon_{\text{min}}\) | \(\epsilon_{\text{max}}\) | \(\epsilon_{\text{ave}}\) | \(\epsilon_{\text{min}}\) | \(\epsilon_{\text{max}}\) | \(\epsilon_{\text{ave}}\) | \(\epsilon_{\text{min}}\) | \(\epsilon_{\text{max}}\) | \(\epsilon_{\text{ave}}\) |
| McAdams | 0.1135 | 3.2642 | 0.8837 | 0.1135 | 0.2728 | 0.2025 | 1.2278 | 3.2642 | 2.4046 |
| Whitaker | 0.1370 | 3.4779 | 0.9468 | 0.1370 | 0.2964 | 0.2202 | 1.3225 | 3.4779 | 2.4002 |
| Fand | 0.1370 | 3.9531 | 1.0655 | 0.1370 | 0.3199 | 0.2378 | 1.4881 | 3.9531 | 2.7206 |
| Perkins | 0.1135 | 2.9553 | 0.8086 | 0.1135 | 0.2491 | 0.1907 | 1.1332 | 2.9553 | 2.0443 |

For the first three values of wind speed on Fig. 6, \(V_{\text{tunnel}} < 3.6\) m/s, the retrieval perfectly follows the evolution of \(V_{\text{tunnel}}\), with a maximum error in average of 0.21 m/s. \(\text{Re}_A\) was included in Fig. 6 for comparison. As a result, it can be observed that in this first sector \(\text{Re}_A \leq 127\). This means that the horizontal laminar flow around the CU is apparently still attached to the lateral walls, or immediately steady-reattached after passing the leading edge, according to [41] (see first \(\text{Re}_A\)-range in Fig. 7). Because the ATS rod 2 is located at the middle of the larger side of the CU, it appears that this reattachment is produced before reaching the sensor. However, between the third and fourth tested points (i.e., \(3.6 < V_{\text{tunnel}} < 3.5\) m/s) the slope of the retrieved wind speed values changes, although the order of magnitude of the errors at \(V_{\text{tunnel}} = 5.5\) m/s is still similar to \(\pm 0.3\) m/s of the wind tunnel speed values uncertainty (see Table 2 for the segment \(V_{\text{tunnel}} \in [6, 10]\) m/s). In this range of wind speeds, it appears that the reattachment point advanced in the \(Y^o\) axis and finally reached the location of the ATS rod 2 (see second \(\text{Re}_A\)-range in Fig. 7). For \(V_{\text{tunnel}} > 5.5\) m/s, the separation bubbles could have developed along the entire front face of the CU as predicted. Here, \(193 \leq \text{Re}_y \leq 386\) for \(5.5 \leq V_{\text{tunnel}} \leq 11\) m/s, and [46] estimated this point for \(\text{Re}_A \approx 200\) (see third \(\text{Re}_A\)-range in Fig. 7). This phenomenon appears to be quantitatively reflected into the retrieved local speeds, which for this second segment of \(V_{\text{tunnel}} \in [6, 10]\) m/s leads to an average deviation with respect to the free flow wind speed of about 2.4 m/s. As it can be observed, the \(\text{Re}_y\) is not reached in this test, nor the regime of alternating reattachment of the boundary layer expected for \(\text{Re}_y \approx 500\).

In Test 2, frontal winds (\(\alpha = 0^o\)) reached the lateral ATS rods, namely both ATS1 and ATSs, perpendicularly and unperturbed. Because these rods are located at the lateral surfaces A1 and A2 (see Fig. 7) at just 5.55 mm distance from the CU front-B face, it is expected that the separation of the viscous boundary layer, in this case at \(\text{Re}_y \approx 35\) for \(\text{AR} \approx 1/4\), as well as the bubble formation and the final detachment that perturbed the flow around the ATSs rod in Test 1, does not affect the temperature probe of ATS1 and ATSs rods for the range of wind
speeds tested. The flow in this case is not expected to reattach to A1 and A2 since they are not long enough. However, in this situation the platform to which the HABIT CU is attached is located behind the rods. The platform will then interact or destroy the vortex shedding that developed after the trailing edge of the CU. Also, it should be kept in mind that, as mentioned above, ATS rod 1 is unfortunately too close to the experimental aluminium plate. This plate is an obstacle right after ATS1 at a distance of the same order of magnitude of the rod length. Thus, some local fluid flow distortion is expected on ATS1.

Fig. 8-left presents the comparison between $hc_{ATSi \text{ m}}$ and $hc_{ATSi \text{ Nu}}$ for ATS1 and ATS3, as well as the wind tunnel internal gas flow overheating by wall friction and recirculation (see $T_{\text{Probe}}$ and $T_{CU}$). Fig. 8-right shows the corresponding wind speed predictions provided by the retrieval algorithm compared to the $V_{\text{Tunnel}}$ values after calibration. Finally, Table 3 provides a quantitative summary of the agreement between wind speeds shown for both ATS1 and ATS3 in Test 2.

As can be observed in Fig. 3-left, $hc_{ATSi \text{ m}}$ shows a clear deviation beyond values of $V_{\text{Tunnel}} > 10$ m/s with respect to $hc_{ATSi \text{ Nu}}$, which is later on reflected in the wind speeds. This deviation is experienced with independence of the cross-flow averaged Nusselt number selected for modelling forced convection around ATS1 rod. ATS rod 3 shows, on the contrary, a good agreement for values $V_{\text{Tunnel}} \in [0, 12]$ m/s. Furthermore, a deviation from the theoretical predictions $hc_{ATSi \text{ m}}$ is observed for all models in ATS1 for $V_{\text{Tunnel}} > 4$ m/s, although only the Perkins model shows a deviation larger than 0.5 W/(m·K). Because ATS1 and ATS3 are exactly in the same relative position with respect to the wind field, the origin of this deviation must be in an external element not contemplated by either the radiative model corrections or the forced convection model. Nevertheless, the overall tendency of $hc_{ATSi \text{ m}}$ is similar to the $hc_{ATSi \text{ Nu}}$, which was not observed for ATS rod 2 when $V_{\text{Tunnel}} > 6$ m/s. Even though the temperatures recorded by each ATS rod may be different, the evolution of the profiles should be similar or proportional with the increase of the wind speed values. A similar result is observed for the retrieved wind speeds for ATS1 and ATS3 in Fig. 8-right, and whose errors are collected on Table 3.

Although the linear fit from the calibration with the LDA offered a coefficient of determination $R^2 = 0.999$ (i.e., a standard deviation of $\alpha_1 \sim 0.1$ m/s), an error of $\pm 0.3$ m/s was adopted for the wind tunnel
speed according to the characterization of the AWTS viscous boundary layer performed by [29]. In Fig. 8-right, ATS rod 3 shows a fair agreement to the wind tunnel wind speeds tested, with a slight deviation towards the end of the test for \( V_{tunnel} > 10 \) m/s still of the order of the 0.3 m/s margin. From Table 3, as happened for ATS rod 2, a more accurate retrieval for the first segment of wind speeds tested, \( V_{tunnel} \approx [0, 6] \) m/s, can be observed for ATS rod 1 with respect to the Nusselt number model on ATS rod 2. For ATS 3, the first segment provides, in average, an error in wind speeds of \( \leq 0.11 \) m/s, and the second an error \( \leq 0.07 \) m/s. The overall error for the range \( V_{tunnel} \approx [0, 10] \) m/s is \( \leq 0.09 \) m/s, comparable to the standard deviation of the LDA \( \pm 0.1 \) m/s.

Next, Table 4 summarizes the optimal values obtained from the optimization for the thermal conductivity and the heat transfer coefficient, \( K_{opt} \) and \( \bar{h}_{opt} \), for each of the Nusselt number models considered in this retrieval.

To accept the final values collected in Table 4, the \( \bar{h}_i \) coefficients and the \( K_{opt} \) values should have the same order of magnitude than the \( \bar{h}_i \) predicted by the radiative heat exchange model summarized in Table 8 of the Appendix and \( K_{opt} \) (see Section 3.2), respectively. Furthermore, Table 8 also includes the order of magnitude of the optimum thermal conductivity \( K_{opt} \) for the values estimated through the radiative model \( \bar{h}_i \) and for the wind speed range of each test.

For the case of ATS 3 in Table 4, the order of magnitude of the estimated \( \bar{h}_i \) for each Nusselt number model, \( \bar{h}_{30} \), is \( \bar{h}_{30} \approx 5.2–7.5 \text{ W/(m·K)} \), similar to the \( \bar{h}_{30} \) coefficients predicted by the radiative model, whose order is \( \bar{h}_{30} \approx 7.2–7.6 \text{ W/(m·K)} \) (see Table 4). The order of magnitude of the optimal thermal conductivities \( K_{opt} \) estimated in ATS 3, \( \bar{h}_{30} \) on the other hand, is \( \bar{h}_{30} \approx 0.69–0.78 \text{ W/(m·K)} \), similar to the optimized thermal conductivities \( K_{opt} \) in the radiative model, \( \bar{h}_{30} \approx 0.6–0.69 \text{ W/(m·K)} \). For ATS 3, and considering the optimization for \( V_{tunnel} \approx [0, 6] \) m/s, \( \bar{h}_{30} \approx 7.5–9.5 \text{ W/(m·K)} \), of the same order of \( \bar{h}_{30} \approx 8.7–9.6 \text{ W/(m·K)} \). Also, the optimal thermal conductivities presented an order of magnitude \( \bar{h}_{30} \approx 0.61–0.69 \text{ W/(m·K)} \), similar to \( \bar{h}_{30} \approx 0.46–0.67 \text{ W/(m·K)} \). The results from the optimization were accepted because: (1) the values of the thermal conductivity were expected to be between 0.3, which is the thermal conductivity for the Halogen Filled TG150 glass-fibre laminates, and 0.8 W/(m·K), typical for in-plane PCB laminates’ thermal conductivities; and (2) \( K_{opt} \) had a similar order of magnitude with respect to the optimized conductivity for \( \bar{h}_{30} \) in Table 8.

It should be noted that ATS 2 results showed \( \bar{h}_{30} \approx 3.8–6.2 \text{ W/(m·K)} \), of the same order of \( \bar{h}_{30} \approx 6.8–7.2 \text{ W/(m·K)} \). However, the optimum thermal conductivities presented \( \bar{h}_{30} \approx 1.11–1.26 \text{ W/(m·K)} \), which is similar to \( \bar{h}_{30} \approx 0.91–1.06 \text{ W/(m·K)} \) but around \( 0.3–0.4 \text{ W/(m·K)} \) higher than the \( K_{opt} \) values for both ATS 2 and ATS 3. These values were also higher than the expected range of \( 0.3–0.8 \text{ W/(m·K)} \). Changes of the order of \( 0.1–0.2 \text{ W/(m·K)} \) could be expected because of possible differences between the attachment of the rods to the structure, manufacturing, connections and cable resistances, or limitations of the model. These results suggested that the wind speeds of the fluid flow when reaching ATS rod 1 were lower than the actual unperturbed wind speed set in the tunnel, \( U_{aw} \). Because of the position of ATS rod 1, close to the aluminium plate, the horizontal subsonic velocity-field could be reduced in the surroundings of ATS 1 and thus be different to the unperturbed free stream that reaches ATS 3 at \( U_{aw} \). The aluminium plate interference could be transmitted upstream to the ATS rod 1 boundary layer. The latter is observed in the value of \( K_{opt} \approx 0.95–1.1 \text{ W/(m·K)} \), which is retrieved when the data are forced to fit the free-stream wind speeds \( U_{aw} \).

### 4.1. Operational approach on Mars

The comparison of \( \bar{h}_i \) with respect to \( \bar{h}_{30} \) for each cross-flow Nusselt number model on ATS 2 and ATS 3 (see Tables 4 and 8) suggested the

---

Table 3

| \( V_{tunnel} \) | \( \bar{h}_i \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) |
|----------------|-------------|-------------|-------------|-------------|
| \( \bar{h}_i \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) |
| \( V_{tunnel} \) | \( \bar{h}_i \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) |
| \( \bar{h}_i \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) |

---

Table 4

| \( \alpha \) | \( \bar{h}_i \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) |
|-------------|-------------|-------------|-------------|-------------|
| \( \bar{h}_i \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) |
| \( \bar{h}_i \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) |
| \( \bar{h}_i \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) |

---

Table 5

| \( \bar{h}_i \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) |
|-------------|-------------|-------------|-------------|-------------|
| \( \bar{h}_i \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) |
| \( \bar{h}_i \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) |
| \( \bar{h}_i \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) |

---

Table 6

| \( \bar{h}_i \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) |
|-------------|-------------|-------------|-------------|-------------|
| \( \bar{h}_i \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) |
| \( \bar{h}_i \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) |
| \( \bar{h}_i \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) |

---

Table 7

| \( \bar{h}_i \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) |
|-------------|-------------|-------------|-------------|-------------|
| \( \bar{h}_i \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) |
| \( \bar{h}_i \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) |
| \( \bar{h}_i \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) |

---

Table 8

| \( \bar{h}_i \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) |
|-------------|-------------|-------------|-------------|-------------|
| \( \bar{h}_i \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) |
| \( \bar{h}_i \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) |
| \( \bar{h}_i \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) | \( K_{opt} \) |
Whitaker and Fand cross-flow Nusselt number approaches as the best options to be considered in the final wind speed retrieval. Both models showed differences in $K_{opt} \leq 0.06$ W/(mK) between ATS rod 2 and 3, and differences $|K_{opt} - K_{opt}| \leq 0.05$ W/(mK). These small differences are acceptable and may be possibly attributed to manufacturing or assembly biases. Finally, the error analysis performed on the test results demonstrated a better prediction of the Whitaker approach with respect to the Fand theory (see Tables 2 and 3) to evaluate $\bar{h}_{ATS}$ opt. Thus, the former was chosen for the HABIT wind speed retrieval on Mars. As a result, the thermal conductivities will be assumed to be $K_{ATS2} = 0.62$ W/(mK) and $K_{ATS3} = 0.69$ W/(mK) on Eq. (13) for ATS2 and ATS3, respectively.

Results also suggested that the testing platform to which the HABIT EQM was attached interfered on the ATS1 forced convection dynamics. ATS rod 1 was not exposed to an unperturbed horizontal velocity field at $U_\infty$ but to a local fluid flow with a lower speed value. As a consequence, the latter was not correlated to the RPM set on the tunnel and calibrated through the LDA. Although the configuration of the EQM in this study was not identical to the final assembly on the ExoMars SP, the setup was useful to illustrate the role of nearby obstacles.

From the operational point of view, because the $K_{opt}$ values obtained for ATS rod 1 were found to be excessively high and both ATS1 and ATS3 present similar mechanical configurations, $K_{ATS1} \approx K_{ATS3} = 0.1$ W/(mK) will be assumed on Mars for the retrieval of local wind speed in the vicinity of ATS rod 1. This in turn will lead to an error of $V_{local} \pm 0.93$ m/s for $U_\infty \in [0, 6]$ m/s. On the other hand, the results of these tests allowed for the estimation of the expected biases on the retrieval of frontal winds at $U_\infty$ from the ATS rod 1 as a result of possible ExoMars SP interferences. However, for this test in the tunnel, the optimal thermal conductivity ($K_{opt} = 1.11$ W/(mK)) that minimizes this SP interference and allows for $U_\infty$ retrievals with errors $\leq 0.81$ m/s can be used to compare with $U_\infty$. These two modes are compared next in Fig. 9 to retrieve both $V_{local}$ and $U_\infty$. The Whitaker approach is applied on the three ATS rods, where ATS rod 2 was exposed to lateral winds and ATS rods 1 and 3 to front winds at $U_\infty \in [0, 10]$ m/s. It is worth mentioning that the retrieved ATS1 local wind speed is lower than the free flow wind of the tunnel, confirming the role of the nearby plate interference discussed above. On the contrary, ATS2 shows an increase in the local wind speed when the separation bubbles have developed along the entire front face of the CU as predicted, for wind speeds above 5.5 m/s.

As can be observed on Fig. 9, the wind speed retrieval will be capable of measuring frontal ($\alpha = 0^\circ$) wind speeds at $U_\infty \pm 0.3$ m/s in the range of $U_\infty \in [0, 10]$ m/s (ATS1), and lateral wind ($\alpha = \pm 90^\circ$) speeds at $U_\infty = 0.3$ m/s in the range of $U_\infty \in [0, 6]$ m/s (ATS2). For any other orientation in the range of $\alpha \in [-90^\circ, 90^\circ]$, the ATS rods will measure the normal components of the horizontal free stream; that is, the horizontal wind vector may be able to be reconstructed by combining the retrievals of each ATS rod. For horizontal winds coming from the front-left quadrant (i.e., $\alpha \in [90^\circ, 0^\circ]$), the $X^+$ component of $U_\infty$ will be measured by ATS1 as $U_{\infty} \pm 0.3$ m/s for $U_\infty \in [0, 10]$ m/s, and the $Y^+$ component by ATS2 as $U_{\infty} \pm 0.3$ m/s for $U_\infty \in [0, 6]$ m/s. Similarly, for front-right horizontal winds (i.e., $\alpha \in [0^\circ, 90^\circ]$), the $X^-$ component will be measured as $U_{\infty} + 0.3$ m/s for $U_\infty \in [0, 10]$ m/s by ATS1 and $Y^-$ component by ATS2 as $U_{\infty} \pm 0.3$ m/s for $U_\infty \in [0, 6]$ m/s.

It has to be noted, though, that the flow around the ATS rods is conditioned by the platform the ATS rods are attached to. As it was shown for ATS rod 2, the development of the viscous boundary layer along the HABIT CU limited the retrieval of lateral winds to speeds $U_\infty < 6$ m/s. Thus, it is expected that for other wind directions a similar effect occurs, for all the three ATS sensors, limiting the applicability of the retrieval to a specific range of wind speed values that will depend on the specific direction of the fluid flow. The characterisation of this influence in the operability of the ATS sensors when retrieving the wind speed, particularly complex because of the instrument shape, would be one of the primary objectives in future wind tunnel campaigns.

![Fig. 9. HABIT wind speed retrieval algorithm output for front ($\alpha = 0^\circ$) and lateral ($\alpha = \pm 90^\circ$) horizontal wind fields, and for wind speeds $U_\infty \in [0, 10]$ m/s for different thermal conductivities.](image-url)
said, the ATS sensor will provide the local wind speed, accurately, which may however differ from the free flow of the wind of Mars due to the interference with the Surface Platform.

5. Conclusions

The capabilities of wind speed retrieval algorithm for ExoMars have been experimentally assessed under representative near-surface Martian winds in the Aarhus Wind Tunnel Simulator. The retrieval is based on modelling forced convection around the three rectangular-based ATS rods of the HABIT instrument. With this method, the thermal profile of the fins can be used to retrieve the fluid temperature $T_w$ and the local wind speed $V_{local}$ simultaneously.

The EQM ATS rods thermal conductivity $K_{ATS}$ was calibrated and the m-parameter model, designed to operate in open conditions, was adapted to operate within a low-pressure wind tunnel facility. The latter was performed by completing the m-parameter model with the effect of local radiative heat sources $h_i$ that affect the ATS rods temperature condition. A least-square optimization of both $K_{ATS}$ and $h_i$ was applied to each ATS rod in order to fit the theoretical average convective heat transfer coefficient, $h_{ATS}$, derived from the AWTS wind speed data, to the estimated heat transfer coefficient from the m-parameter model, $h_{ATS, i}$. Two tests were performed at ambient temperature conditions ($T - 25^\circ$C) and $P = 9.9$ mbar: Test 1, for lateral winds ($\alpha = -90^\circ$) at $U_{\infty} \in [0, 10]$ m/s; and Test 2, for front winds ($\alpha = 0^\circ$) at $U_{\infty} \in [0, 12]$ m/s. The results of the optimization were validated against a model of the expected radiative heat exchange between surfaces within the AWTS and applied to each ATS rod (see Appendix A). The optimization was accepted when (1) the order of magnitude of the radiative terms estimated from the radiative model $h_{i, \text{rad}}$, and for the range of wind speed at each test, was similar to the optimized value for $h_{i, \text{rad}}$; (2) if the optimized thermal conductivity $K_{opti}$ had a similar order of magnitude to the optimum conductivity value assuming $h_{i, \text{rad}}$, $K_{opti}$ is of the same order of the expected values for a PCB based on Halogen Filled TG150 glass-fibre laminates.

The response of four experimental cross-flow average Nusselt number models for horizontal cylinders were assessed. The results demonstrated that the Whitaker model [4] is more adequate to predict the free stream speed. The wind retrieval was demonstrated to provide $U_{\infty} \pm 0.3$ m/s for frontal winds ($\alpha = 0^\circ$) in the range of $U_{\infty} \in [0, 10]$ m/s, using $ATS_h$ and $U_{\infty} \pm 0.3$ m/s for lateral winds ($\alpha = \pm 90^\circ$) in the range of $U_{\infty} \in [0, 6]$ m/s with $ATS_d$.

The wind-sensing retrieval capabilities were experimentally explored for steady flows for at least 10 min. The thermal equilibration time of the REMS ATS when measuring $T_{\infty}$ (and thus $\sigma$) is reported to be 20 to 80 s [23]. Future studies will be devoted to investigating the actual response time of the ATS wind retrieval under varying wind conditions. Similarly, future wind campaigns will further explore the wind retrieval capabilities for horizontal winds in the range of $\sigma \in [-90^\circ, 90^\circ]$. The instrument was designed to measure the normal component of local winds and thus the tests performed here the error in retrieval of the normal component has been calibrated. We conclude that for the operations on Mars, and due to the symmetric configuration of ATS$_h$ and ATS$_d$ with respect to the SP, we can use the ATS$_h$ to measure local winds by assuming $K_{ATS} = K_{ATS}$. The actual response time of the ATS wind retrieval under varying wind conditions and $\sigma$ is, by definition: $90^\circ$.
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Appendix A. Radiative model

To model the radiative heat exchange between the surfaces of the ATS rods and relevant surrounding surfaces, the geometry of the problem has been simplified to the coloured surfaces showed on Fig. 10. All the radiating surfaces were assumed to be separated by vacuum, a non-participating medium that does not emit, absorb or scatter radiation.

As can be observed in Fig. 10, ATS rod 1 and 3 are closer to the aluminium plate than ATS rod 2. However, while the external surfaces of the HABIT EQM are painted with space-grade white paint, similar to the paint used in REMS and with an emissivity $\varepsilon_{\text{CU}} = 0.88$, the aluminium plate presents a surface emissivity of the order of $\varepsilon_{\text{AL}} = 0.05 - 0.09$. In addition to this, the temperature of this plate is also considerably lower than the temperature of the CU. The latter is heated by the CU heater set at 60% of its capacity, while the small heat flux introduced to the plate from the CU when the instrument is on, is negligible when comparing the huge thermal mass of the aluminium plate against the EU mass. As a result, together with the complex geometry of the lateral face of the aluminium plate mentioned earlier, the plate element was removed from the radiation exchange model. Furthermore, the instrument is expected to operate on Mars attached to another platform with different shape and surface emissivity. Thus, the inclusion of the aluminium plate into the model would artificially improve the retrieval prediction.

Considering grey, opaque and diffuse surfaces, the net heat power that leaves from or is absorbed by a specific surface of area $A_i$ is, by definition:

$$\dot{q}_i = \left( \frac{A_i \varepsilon_i}{1 - \varepsilon_i} \right) E_0 - J\left(1 - \frac{\varepsilon_i}{A_i \varepsilon_i} \right)$$

(14)

It is possible to observe here that the heat transfer is driven by a potential $E_0 - J$ through a surface with a radiative surface resistance $(1 - \varepsilon_i)/(A_i \varepsilon_i)$. Considering an enclosure where the total irradiation reaching a surface $A_i$, $G_i$, is originated from the combination of the radiativities $J_i$ of the rest of the surfaces, it is possible to express the net heat power leaving from or absorbed by a surface $A_i$ as a function of the view factors and the radiativities within the enclosure:

$$\dot{q}_i = A_i \left( J_i - \sum_{j=1}^{n} \hat{F}_{ij} J_j \right) = \sum_{i=1}^{n} \frac{J_i - J_j}{\hat{F}_{ij}}$$

(15)
By combining Eqs. (14) and (15), it is possible to establish an analogue to the radiative heat exchange between the relevant surfaces for each ATS rod. In this analogue, stationary conditions are considered, convection effects are neglected, and all surfaces are diffuse and grey. Fig. 11 shows the equivalent electrical circuit considered for this problem, and the Eqs. (16a)-(16f) shows the corresponding linear system to calculate the corresponding net radiative heat transfer rate from a surface $q_i$, with $i = 1, 2, ..., 7$.

$$\frac{E_{b1} - J_1}{A_{e1}} + \frac{J_5 - J_1}{A_{e51}} + \frac{J_7 - J_1}{A_{e71}} = 0$$

(16a)

$$\frac{E_{b2} - J_2}{A_{e2}} + \frac{J_5 - J_2}{A_{e52}} + \frac{J_6 - J_2}{A_{e62}} + \frac{J_7 - J_2}{A_{e72}} = 0$$

(16b)

$$\frac{E_{b3} - J_3}{A_{e3}} + \frac{J_5 - J_3}{A_{e53}} + \frac{J_6 - J_3}{A_{e63}} + \frac{J_7 - J_3}{A_{e73}} = 0$$

(16c)

Fig. 10. Radiating surfaces considered for the heat exchange at the thermal radiation model. The view factors have been estimated by simplifying the geometry of the real surfaces $A_1$ to $A_6$ to rectangles of the same dimensions and area. The disposition and the value of the surfaces $A_1$ to $A_4$ are similar for each ATS rod, surface $A_6$ is also common to all the ATS rods, and surface $A_5$ is different for ATS rod 2 (red surface) with respect to the other two sensors (orange surface). For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.

Fig. 11. Equivalent thermal circuit system for the heat exchange between each ATS surface and the CU within the AWTS.
Table 5
View factors $F_{ij}$, for $i = 1, ..., 6$ and $j = 1, ..., 7$, for ATS$_1$.

| $F_{ij}$ | $i = 1$ | $i = 2$ | $i = 3$ | $i = 4$ | $i = 5$ | $i = 6$ |
|-----------|---------|---------|---------|---------|---------|---------|
| $j = 1$   | 0.0000  | 0.0000  | 0.0000  | 0.0000  | 0.0000  | 0.0000  | 0.0085  | 0.0000  |
| $j = 2$   | 0.0000  | 0.0000  | 0.0000  | 0.0000  | 0.0053  | 0.0005  | 0.0005  | 0.0000  |
| $j = 3$   | 0.0000  | 0.0000  | 0.0000  | 0.0000  | 0.0052  | 0.0007  | 0.0007  | 0.0000  |
| $j = 4$   | 0.0000  | 0.0000  | 0.0000  | 0.0000  | 0.0000  | 0.0085  | 0.0000  | 0.0000  |
| $j = 5$   | 0.0679  | 0.0118  | 0.0452  | 0.0000  | 0.0000  | 0.0085  | 0.0000  | 0.0000  |
| $j = 6$   | 0.0000  | 0.0065  | 0.0272  | 0.0313  | 0.0000  | 0.0000  | 0.0000  | 0.0000  |
| $j = 7$   | 0.9321  | 0.9817  | 0.9276  | 0.9687  | 0.9809  | 0.9909  | 0.9909  | 0.9909  |

Table 6
View factors $F_{ij}$, for $i = 1, ..., 6$ and $j = 1, ..., 7$, for ATS$_2$.

| $F_{ij}$ | $i = 1$ | $i = 2$ | $i = 3$ | $i = 4$ | $i = 5$ | $i = 6$ |
|-----------|---------|---------|---------|---------|---------|---------|
| $j = 1$   | 0.0000  | 0.0000  | 0.0000  | 0.0000  | 0.0000  | 0.0000  | 0.0085  | 0.0000  |
| $j = 2$   | 0.0000  | 0.0000  | 0.0000  | 0.0000  | 0.0053  | 0.0005  | 0.0005  | 0.0000  |
| $j = 3$   | 0.0000  | 0.0000  | 0.0000  | 0.0000  | 0.0052  | 0.0007  | 0.0007  | 0.0000  |
| $j = 4$   | 0.0000  | 0.0000  | 0.0000  | 0.0000  | 0.0000  | 0.0085  | 0.0000  | 0.0000  |
| $j = 5$   | 0.1072  | 0.0784  | 0.0784  | 0.0000  | 0.0000  | 0.0000  | 0.0000  | 0.0000  |
| $j = 6$   | 0.0000  | 0.0451  | 0.0451  | 0.0384  | 0.0000  | 0.0000  | 0.0000  | 0.0000  |
| $j = 7$   | 0.8928  | 0.8765  | 0.8765  | 0.8616  | 0.9912  | 0.9955  | 0.9955  | 0.9955  |

\[
\frac{E_{b_i} - J_i}{\bar{A}_{4i}} + \frac{J_i - J_i}{\bar{A}_{4i}} + \frac{1}{\lambda r_i} = 0
\]  
(16d)

\[
\frac{E_{b_i} - J_i}{\bar{A}_{4i}} + \frac{J_i - J_i}{\bar{A}_{4i}} + \frac{1}{\lambda r_i} = 0
\]  
(16e)

\[
\frac{E_{b_i} - J_i}{\bar{A}_{4i}} + \frac{J_i - J_i}{\bar{A}_{4i}} + \frac{1}{\lambda r_i} = 0
\]  
(16f)

In Fig. 11, the node E$_{57}$ represents the inner walls of the tunnel, and was assumed that the room inside the facility is large enough to model the walls as a single black body. Consequently, the surface resistance for this node is assumed to be $(1 - \varepsilon)/(\varepsilon r_i)$, with $\varepsilon = 0.87$. The temperature at each rod surface has been assumed similar and uniform, using the average of the three Pt1000 values at each rod: $T_1 = T_2 = T_3 = (T_4 + T_5 + T_6)/3$. The surface temperature for the case of $A_3$ and $A_4$ were also assumed to be uniform and equal to the CU temperature, measured by an inner Pt1000 in contact with the CU structure, $T_{16} = T_{17} = T_{18}$. The temperature considered for the tunnel inner walls was the tunnel’s hanging fluid temperature probe, $T_{27} = T_{28}$. Finally, only four areas are considered, since $A_1 = A_4$ and $A_3 = A_7$. The Nusselt unit sphere was used for the calculation of the view factors (see Eq. (17)), where the coloured areas, namely $A_1$ to $A_{16}$, were reduced to rectangles with the overall dimensions of each face. Tables 5–7 collect the calculated values of these view factors.

\[
F_{13} = \frac{1}{\bar{A}_1} \int_{x_1} \int_{x_2} \frac{\sin \theta \cos \theta}{\lambda s^2} dA_i dA_j.
\]  
(17)

With this radiative model it is possible to calculate, within the mentioned assumptions, a net radiative heat flux at each ATS rod surface, $\dot{Q}$ [W]. However, the goal of this model is to estimate the order of magnitude of the heat transfer coefficient corresponding to the external heat flux per unit length $q_{ext}$, reaching the rod surfaces and that is scaled with the average temperature difference $T_i - T_e$ and the length $2(a + b)$, $h_i [W/m\cdot K]$ (see Eq. (13)). Thus, first the net radiative heat flux at each ATS rod surface was scaled to a characteristic length to obtain $\dot{Q}_i [W/m]$, with $i = 1, ..., 4$. The selected scale is the length of the ATS rods, common to all the four surfaces, $L = 0.036$ m. This scale agrees with the differential equation for the energy balance in temperatures (1). Thus, it is possible to define a differential lateral area $dA_i$ that is later integrated along the rods between $x = 0$ and $x = L$.

Table 7
View factors $F_{ij}$, for $i = 1, ..., 6$ and $j = 1, ..., 7$, for ATS$_3$.

| $F_{ij}$ | $i = 1$ | $i = 2$ | $i = 3$ | $i = 4$ | $i = 5$ | $i = 6$ |
|-----------|---------|---------|---------|---------|---------|---------|
| $j = 1$   | 0.0000  | 0.0000  | 0.0000  | 0.0000  | 0.0085  | 0.0000  |
| $j = 2$   | 0.0000  | 0.0000  | 0.0000  | 0.0000  | 0.0052  | 0.0007  |
| $j = 3$   | 0.0000  | 0.0000  | 0.0000  | 0.0000  | 0.0053  | 0.0005  |
| $j = 4$   | 0.0000  | 0.0000  | 0.0000  | 0.0000  | 0.0000  | 0.0000  |
| $j = 5$   | 0.0679  | 0.0452  | 0.0118  | 0.0000  | 0.0000  | 0.0000  |
| $j = 6$   | 0.0000  | 0.0272  | 0.0065  | 0.0313  | 0.0000  | 0.0000  |
| $j = 7$   | 0.9321  | 0.9276  | 0.9817  | 0.9687  | 0.9809  | 0.9909  |
to obtain the total heat flux per unit rod. This integration is one-dimensional, as it does not distinguish faces at the ATS rod. As a result, we considered \( q_i = \sum_1^2 Q_i / 4 \text{ [W/m]} \) as the circumferentially-averaged net radiative heat flux per unit length. At this point, the average heat transfer coefficient that collects the effect of the external radiative heat flux reaching the ATS rod \( i \) is the sum of the radiative losses coefficient \( h_{r, \text{ATS}2} \) to the net coefficient:

\[
h_{r, \text{ATS}2} = \frac{q_i}{(a + b)(T_{\text{ext}} - T_{\alpha})} + |h_{\text{r,ATS}}|, \quad i = 1, \ldots, 3.
\]

Note in Eq. (18) that \( q_i \neq Q_i \). The former is referred to the net heat flux per unit length while the latter is referred to the incident heat flux per unit length. The net heat flux per unit area \( q_i \text{ [W/m}^2\text{]} \) at each lateral face of the ATS rod \( i \) can also be calculated directly from the \( Q_i \). The application of the radiative model to the temperature profiles collected in Test 1 from ATS rod 2 and Test 2 from ATS rod 1 and 3 provided the evolution of the radiative terms \( h_{r, \text{ATS}} \). These were later introduced in the wind retrieval algorithm to estimate the corresponding optimum thermal conductivity according to each cross-flow Nusselt number approach, \( K_{\text{opt}} \).

The results of this analysis are collected in Table 8.

### Table 8

| \( \alpha \) | \( \pi \) | \( \bar{n}_{\text{r, \text{min}}} \) | \( \bar{n}_{\text{r, \text{max}}} \) | \( \bar{n}_{\text{r, \text{ATSi}}} \) | \( K_{\text{opt, Mc}} \) | \( K_{\text{opt, W}} \) | \( K_{\text{opt, P}} \) | \( K_{\text{opt, F}} \) |
|---|---|---|---|---|---|---|---|---|
| 1 | 0.0 | 6.7963 | 7.2697 | 7.0478 | 0.9163 | 0.9749 | 1.0547 | 0.9226 |
| 2 | −90.0 | 8.7408 | 10.8233 | 9.6523 | 0.4206 | 0.4576 | 0.5079 | 0.4240 |
| 2* | −90.0 | 8.7408 | 9.5859 | 9.1395 | 0.4750 | 0.5817 | 0.6702 | 0.4642 |
| 3 | 0.0 | 7.2352 | 8.0780 | 7.5853 | 0.5976 | 0.6357 | 0.6873 | 0.6018 |
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