Synthesizing Speech from Intracranial Depth Electrodes using an Encoder-Decoder Framework
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Speech Neuroprostheses have the potential to enable communication for people with dysarthria or anarthria. Recent advances have demonstrated high-quality text decoding and speech synthesis from electrocorticographic grids placed on the cortical surface. Here, we investigate a less invasive measurement modality in three participants, namely stereotactic EEG (sEEG) that provides sparse sampling from multiple brain regions, including subcortical regions. To evaluate whether sEEG can also be used to synthesize audio from neural recordings, we employ a recurrent encoder-decoder model based on modern deep learning methods. We find that speech can indeed be reconstructed with correlations up to 0.8 from these minimally invasive recordings, despite limited amounts of training data. In particular, the architecture we employ naturally picks up on the temporal nature of the data and thereby outperforms an existing benchmark based on non-regressive convolutional neural networks.
Brain-Computer Interfaces (BCIs) have progressed tremendously over the last decade and now enable patients who have lost the ability to communicate due to injury, stroke or neuromuscular disorders, to interact with others using a robotic arm [1], high-performance cursor control [2] or even imagined handwriting [3], achieving information transfer rates up to approximately 12 bits/second. Without a doubt, this ability to restore communication through typing or writing improves the quality of life of patients drastically. However, the potential of BCIs does not stop here. In fact, an active line of research is pushing technology for speech decoding from neural signals, as spoken language is still our most natural form of communication with bit rates around 39 bits/second across many languages [4].

Several approaches to directly decode speech from invasive measures of brain activity have been presented in recent years [5]–[6]. Martin et al. [7] decoded spectro-temporal features of speech from electrocorticographic (ECoG) electrodes placed on the cortical surface. In [8], Lotte et al. showed that articulatory features of speech could be decoded from ECoG recordings, which was later investigated in more depth in [9]. Mugler et al. [10] demonstrated that the full set of American English phonemes can be decoded from ECoG. Combining these decoding successes with approaches from Automatic Speech Recognition (ASR), Herff et al. [11] and Moses et al. [12] presented that a textual representation of continuous speech could be reliably decoded from ECoG. Moses et al. even demonstrated their approach in real-time [13]–[14]. Decoding a textual representation of speech has the potential to help patients communicate with friends and family. Furthermore, it enables the downstream usage of an ever growing variety of natural language processing tools such as large language models [15]. However, crucial semantic information is lost in the textual representation such as intonation, prosody and accentuation. To give patients access to the full expressive power of speech, direct synthesis of speech from neural data is better suited.

Towards this goal, artificial neural networks constitute the most promising models due to their capability of extracting meaningful latent features even when the input space itself has low semantic structure (as is the case for raw EEG signals). Among this class of models, temporal structure and complex auto-correlations of both neural dynamics and speech are best captured using recurrent neural networks that incorporate sequential information through feedback connections. Two recent studies demonstrated that non-recurrent neural networks can also be employed to synthesize produced [16] and perceived [17] speech from ECoG recordings. Berezutskaya et al. [18] used recurrent neural networks to predict neural activity from sound features of perceived audio. Makin et al. [19] employed an encoder-decoder framework to decode a textual representation of speech from ECoG recordings. In a break-through study [20], a closed-loop version of this approach was even used by a patient suffering from anarthria. Instead of a textual representation, Anumachipalli et al. [21] decoded articulatory gestures from ECoG and translated these gestures into an audio waveform.

All approaches previously discussed utilize brain activity that is measured directly on the cortical surface with ECoG electrodes. These electrodes require a large craniotomy. In the monitoring of epilepsy patients, in which almost all of the previous studies have been conducted, more and more centers utilize the less invasive stereotactic EEG (sEEG),
which is measured with intracranial depth electrodes [22]. The use of sEEG for BCI has been discussed before [23] and successfully applied to word decoding [24] and speech synthesis [25]. One study demonstrates that imagined speech can be synthesized in real-time from sEEG recordings [26]. However, the authors opted for a simple decoding pipeline that does not respect the temporal nature of the problem and hence only produces low-quality, unintelligible speech output.

Here, we employ a large neural network architecture that naturally leverage temporal relations to demonstrate the feasibility of speech neuroprostheses based on sEEG by producing audio output. For this purpose, we apply an encoder-decoder architecture with attention mechanisms [27] to create audible speech directly from neural recordings with intracranial depth electrodes.

2 | MATERIAL & METHODS

2.1 | Experimental Setup

Participants Three patients (P1 16 y/o male, P2 20 y/o female, P3 40 y/o male) suffering from intractable epilepsy participated in our experiment. All patients were native speakers of Dutch. Patients were implanted with depth electrodes to identify the epileptic foci and plan potential resections. During this mapping procedure, patients participated voluntarily in our experiment and provided written informed consent. The experiment was conducted in accordance with the declaration of Helsinki and approved by the IRB of both Maastricht University and the Epilepsy Center Kempenhaeghe.

Experiment and Data Recording Participants were shown a total of 100 sentences from the Mozilla Common Voice Dutch corpus [28] on a computer screen in front of them. All sentences were selected to be between 5 and 7 words long and displayed in pseudo-randomized order. Each sentence was followed by a 2-second rest interval during which a fixation cross was shown on the screen. Duration of each sentence depended on the participants’ reading speed leading to total recording lengths between 10 and 20 minutes. We evaluated the proportion of silence in our data by running a very simple Voice-Activity Detection (mean power of the upper half of the frequency ranges with participant-specific thresholds). Audio recordings contained 47.7%, 47.3% and 40.8% of silence for P1, P2 and P3, respectively. This proportion was stable across training and evaluation data.

Neural data were sampled at either 1024 Hz or 2048 Hz using Micromed SD LTM amplifiers (Micromed S.p.A., Treviso, Italy). Electrodes were referenced to a common white matter electrode contact. Speech data was recorded using the experiment laptop’s built-in microphone and sampled at 48 kHz. Neural data, audio data and the experiment timings were synchronized using LabStreamingLayer [29]. We tested our data for acoustic contamination using the approach by Roussel et. al [30]. The risk of falsely rejecting the hypothesis of acoustic contamination is $p < 0.01$ for all participants.

Data for this study is available at https://osf.io/7wf6n/

Electrode Localization Electrode number and locations were purely determined based on clinical necessity. Electrodes with a total of 117, 111 and 127 contacts were implanted for P1, P2 and P3, respectively (Fig. 1). Electrode locations were identified using img_pipe [31] after co-registering pre-surgical T1-weighted MR scans with post-surgical CT scans. Anatomical labels were acquired from Freesurfer’s [32] cortical parcellation.
FIGURE 1  Electrode contact locations (red) superimposed on a cortical mesh of the pial surface for all participants. Electrode locations are determined by co-registering pre-surgical MRI and post-surgical CT scans.

Data Processing  Speech signals were recorded at 48 kHz and downsampled to 22,050 Hz using a pre-computed (kaiser best) filter implemented in LibROSA [33]. For each 12.5 ms block of the recorded speech, we perform a short time Fourier transformation with corresponding re-scaling to obtain a mel-spectrogram representation which is spectrally normalized in a final step using dynamic range compression. All steps follow the procedure from Shen et al. [34], in which 80 mel frequency coefficients between 0 and 8000 Hz are calculated.

We limited our analysis of the sEEG data to the high-gamma band between 70 and 170 Hz, which is routinely employed in studies decoding speech from intracranial recordings [21, 17, 26] as it contains speech [35, 36] and language [37] specific information. This localized information of the high-gamma signal might be explained through the high correlation with ensemble spiking [38] and can also be used to identify speech articulatory gestures [9] and smiling [39] from intracranial recordings. The high-gamma band was extracted using an IIR bandpass filter with filter order 8. The first two harmonics of the line noise (50Hz) were attenuated using elliptic IIR notch filters (filter order 8). We then estimated the signal envelope as the magnitude of the analytic signal computed using the Hilbert transform.

2.2  |  Decoding Model

Our model is composed of a recurrent sequence-to-sequence network, which maps neural activity to mel-scale spectrograms, and a neural vocoder that synthesizes time-domain waveforms from the generated spectrograms. While the first component is largely inspired by the Tacotron-2 model [34], which is mainly used in text to speech synthesis tasks, the latter component is a flow based generative model termed WaveGlow [40], which we use without modifications. Figure 2 depicts our model in its entirety. Source code for the neural network models as well as some audio samples can be found at https://github.com/jonaskohler/stereoEEG2speech. Due to limitations in compute power, all hyper-parameters listed in the following sections were kept constant across participants and set according to previous works [34, 14] for both the model itself as well as for the optimizer.

1 Except for the learning rate, which we grid-searched from the candidate set (0.1, 0.05, 0.01, 0.005, 0.001, 0.0005, 0.0001) on the validation set of P3.
F I G U R E 2  Model overview: Our pipeline consists of two major parts, as indicated by the yellow squares. The first transforms sEEG inputs into time-aligned mel-spectrogram coefficients and is trained end-to-end as detailed out in Section 2.2.1. The second uses the pre-trained WaveGlow vocoder [40] without any modifications to generate speech.

2.2.1 Spectogram regression

On a high level, the spectogram regression consists of two major steps. We first feed the high gamma band of the neural activity through a sequence of three convolutional layers with one dimensional kernels. These layers act as a filter that computes latent representations of the input sequences, which are then fed into an RNN encoder-decoder based on gated recurrent units (GRUs) [41]. This latter network is tasked with mapping the convolved input sequence to a target output sequence of mel spectral coefficients.

In this context, the input (EEG) sequence is processed in a sliding window approach. To be precise, we process continuous sequence windows of 400ms, which we slide through the input with a hop of 25ms (see Fig. 3). For each window, we add an additional 400ms of sEEG signal before and after the actual speech to account for mental processes like speech planning and understanding. On the target side, we use fast fourier transformations (FFT) to compute spectral representations of speech in 32 non-overlapping blocks (400ms/12.5ms) within the 400 ms window.

F I G U R E 3  Sliding window approach: To generate input-output samples for the network, we proceed as follows. Input: We process the continuous sEEG sequences in windows of 400ms, which we slide forward with a hop of 25- (training) and 400ms (test/validation). For each window, we add an additional 400ms of sEEG signal before and after the actual speech to account for mental processes like speech planning and understanding. Target: Within each corresponding 400ms audio window, we perform short time Fourier transformations with corresponding re-scaling of non-overlapping 12.5ms blocks to obtain a sequence of 32 mel-spectrogram representation.

---

2 For the test and validation sets, the hop is chosen such that the time windows are non-overlapping and continuous.
CNN First, the convolutional neural network (CNN) receives sequences of neural activity across all channels at 1024 Hz \((110 \times 1024)\). This signal is being convolved in three layers with decreasing kernel size and increasing number of channels to result in an output of dimensionality 300 across 100 Hz. All layers use Batch Normalization \([42]\) and ReLU activation functions. One dimensional max pooling is applied in the last layer.

RNN Secondly, we add positional embeddings to the convolved input sequence \([27]\), reverse its time order and then feed it into a three-layer bi-directional RNN encoder with gated recurrent units \([41]\). The encoder converts this sequence into a hidden feature representation of dimensionality 333, which the decoder consumes to predict a spectrogram in an autoregressive manner (i.e. one step at a time). In this typical encoder-decoder setting, the information of the entire input sequence is compressed into a single fixed-length vector (i.e. the hidden state of the last time step), which makes it hard for the decoder to cope with long input sequences. As our sEEG input sequences are much longer than for example sentences in natural language, we employ an additive attention mechanism termed, Bahdanau-Attention \([43]\), which allows the decoder to furthermore incorporate information from the hidden states of any time step of the input sequence.

Inspired by Tacotron-2, the decoder output is post-processed by a set of two linear layers (pre-net), which act as an information bottleneck, before it is fed back into the decoder as initial state for the next timestep. Furthermore, while the decoder output is concatenated to the attention context vector and projected through a linear transform to predict the target spectrogram frame as usual, it is also passed through a 5-layer convolutional post-net which predicts a residual to add to the prediction to improve the overall reconstruction.

Training We train the feature extractor (CNN) and spectogram predictor (RNN) in an end-to-end fashion, applying the standard maximum-likelihood training procedure with a mean-squared-error loss and a teacher forcing ratio of 0.1. That is, in 10% of the cases we replace the decoder prediction from the previous state with the ground truth. We employ the AdamW optimizer with default parameters \([44]\), batch-size 512 and learning rate \(\eta = 0.0005\) as well as a weight decay of \(\lambda = 0.001\). We train for a fixed number of 50 epochs and employ a learning rate scheduler which decreases \(\eta\) by a factor of two in epoch 45. Our architecture has a total of 10'411'964 trainable parameters.

To be precise, our model transforms a sequence of sEEG input with \(c\) channels \(X \in \mathbb{R}^{c \times T_1}\) into a sequence of 80 dimensional mel spectrogram coefficients \(\hat{Y} \in \mathbb{R}^{80 \times T_2}\) and minimizes

\[
\mathcal{L}(W) = \frac{1}{2} \| Y - \hat{Y} \|_F^2, \quad \hat{Y} := f_{NN}(X, W),
\]

where \(Y \in \mathbb{R}^{80 \times T_2}\) contains the ground truth mel-coefficients and \(f_{NN} : \mathbb{R}^{c \times T_1} \rightarrow \mathbb{R}^{80 \times T_2}\) represents the network mapping which is parametrized by a set of weights \(W\). The specific values \(T_1\) and \(T_2\) are determined by the window- and hop size with which we move through the data \((T_1)\) as well as by the interval in which we compute mel spectograms \((T_2)\). See Fig. 3 for an illustration.

Baseline Comparison To establish whether the proposed model outperforms previously described approaches, we compare our results to a synthesis approach based on a densely connected convolutional neural network (DenseNet),
as presented in [16]. Notably, this approach significantly outperforms a chance baseline designed by the authors for the specific task at hand. We follow exactly the implementations detailed there. The architecture is composed of densely connected convolutional blocks and transition blocks in an alternating manner (see Fig. 3 in the original paper). Contrary to our encoder-decoder network, we feed windows of 50ms length into this network as this is what the network architecture was optimized for in the original work. Also along the lines of [16], we split the channel dimension into two to generate (preferably) square two dimensional inputs for each time step (network employs three dimensional convolutional kernels). To ensure comparability between the two approaches, we feed in raw time series, as we do for the recurrent architecture, instead of averages in windows as utilized in the original study. While this differs from the original implementation, it allows for more meaningful comparison between the two architectures. We evaluated the DenseNet output to ensure that this change in pre-processing still lead to meaningful results. Our implementation of the baseline system has 86'020 trainable parameters.

2.2.2 | Speech generation

After completing the first step of transforming sEEG signal to mel-spectrograms, we employ a flow-based generative model to turn these time-aligned features into an audio waveform. Specifically, we employ Nvidia’s WaveGlow model [40], which is designed to provide fast, efficient and high-quality audio synthesis without the need for auto-regression, as a plug and play decoder to synthesize speech. We use this synthesis approach for both the proposed encoder-decoder architecture as well as the baseline from [16].

2.3 | Intelligibility test

To evaluate a first indicator of the intelligibility of the produced audio, we conducted a forced-choice intelligibility test in which 19 healthy volunteers listened to all reconstructed sentences from the test set one by one and had to select the textual representation they thought they had heard out of 2 possible text options. For this purpose, the actual text prompt and a random text prompt from one of the other sentences were offered as choices. As all sentences in the data set have between 5 and 7 words, the sentences are somewhat balanced for length. The intelligibility test was implemented in BeagleJS [45].

3 | RESULTS

3.1 | Speech can be generated from intracranial depth electrodes

We employed a fixed training-validation-test split, where both the validation and test set have a fixed length of 1.5 minutes for each set and participant. The remaining data were used as training set, whose specific length per participant is given in the first column of Table 1.

Our method produces audio waveforms that appear similar to the ground truth to the human eye (see Figure 4 for a particularly successful sentence of P3). When first primed with the ground truth, the generated audio is sometimes even comprehensible. Furthermore, our combination of the encoder-decoder framework with the WaveGlow vocoder
succeeds in preserving voice characteristics to some degree. These results demonstrate that intracranial depth electrodes can be used to synthesize audio, despite the suboptimal sampling across many brain regions instead of the focused sampling of relevant areas provided by ECoG. Notably, 400ms of sEEG are processed by our model in roughly 80ms on a single NVIDIA P100 GPU.

Table 1

\begin{tabular}{c|c|c|c|c}
  & Training & Validation & Test \\
  & Ours & Ours & Ours & DenseNet \\
  P1 (5min) & 0.24 ±0.02 & 1.9 ±0.2 & \textbf{2.1±0.1} & 7.4 ±2.0 \\
  P2 (14min) & 0.4 ±0.01 & 1.5 ±0.2 & \textbf{1.8 ±0.1} & 10.3 ±3.1 \\
  P3 (17min) & 0.31 ±0.02 & 1.3 ±0.1 & \textbf{1.4 ±0.2} & 7.1 ±2.7 \\
\end{tabular}

Table 1 Mean-squared error loss (on mel spectral coefficients) of our model on training, validation and test set. As a baseline, we also report numbers for the DenseNet from [16], which in turn beat a sophisticated randomized baseline (see Figure 5 there). Mean (± standard deviation) of five independent random initializations.

We evaluate our results using the mean-squared-error loss and the Pearson correlation between reconstructed and original spectrograms. For the Pearson correlation, each mel-scaled spectral bin is correlated over time individually and then the average is taken. While the Pearson correlation is not a perfect measure of speech quality, it was recently shown to better correlate with intelligibility than other measures [46]. In comparison to existing works, our approach outperforms the baseline from [16] both in terms of mean-squared-error loss (Tab. 1) and Pearson correlation coefficient (Fig. 5(a)) significantly (t-tests, \( p < 0.05 \)). Note that we only measure performance against the previously presented DenseNet architecture [16] and not against a random baseline, as the DenseNet greatly outperformed a chance level. The better results might be explained by the fact that the proposed recurrent encoder-decoder architecture is able to explicitly model the temporal nature of both the neural- as well as the audio data and is thereby better able to capture the intricate temporal dynamics of both timeseries.

\footnote{Audio samples that account for these two claims can be found here: https://github.com/jonaskohler/stereoEEG2speech}
FIGURE 5  Decoding Results on the test set. (A) Pearson correlation coefficient for different settings and participants. Mean and 95% confidence interval of 5 independent runs. The proposed methods outperforms the DenseNet baseline for all three participants. (B) Correlation coefficients for P2 on training sets of increasing length. Five independent runs for each setting. Results still increase with large training set sizes suggesting that improved results can be expected when more data is available ($r = 0.92, p < 0.001$). (C) Accuracies in binary forced-choice listening test. Sentences of P2 and P3 are discriminable significantly above chance level (dashed line).
It is important to note the very limited amount of training data in this setting. As can be seen in Table 1, the network runs the risk of over/underfitting the few training sentences it has seen from P1 (notice how P1 shows lowest training- but highest test error). Even the longest recording (P3) only contains 17 minutes of training data, of which more than half is silence. We thus explored the influence of training set size on reconstruction quality (Fig. 5(b)) and observed a clear improvement with more training data. Minutes in the training data and corresponding Pearson correlations on the validation set correlated strongly ($r = 0.92$). This analysis was only carried out for P3, as most data was available. Given the large amount of trainable parameters, it is not surprising that our architecture can still benefit from more training data. The fact that reconstruction quality does not plateau gives rise to the hope that improved results can be expected with more training data.

To evaluate whether the reconstructed audio could be helpful for communication, we conducted a forced-choice listening test, in which healthy volunteers had to decide which one of two textual options a reconstructed audio was. For two out of the three participants, this resulted in above chance level identification of the correct sentence (Fig. 5(c)). For statistical comparison, we generated a set of as many random answers as we had participants in our listening test. This procedure was repeated 10,000 times to generate a distribution of random results. We then drew random results from this distribution for each sentence of a participant and averaged the resulting accuracy. This procedure was again repeated 10,000 and we then looked at the 5% best accuracies for each participant as an upper limit for chance accuracies. Listening test accuracies for P1 were below this threshold, while results for P2 and P3 are significantly higher than 95% of random accuracies. For P1 with the lowest Pearson correlation results, the reconstructed sentences were also not identifiable.

### 3.2 Temporal Context is similar in audio and neural data

![Exemplary attention matrix visualizing attention scores (from randomly selected training samples) at convergence for the three participants (brighter values indicate higher attention scores). Time steps in the decoder are depicted on the y-axis, encoder timesteps are depicted on the x-axis. The diagonal structure suggests that the attention scores are well aligned in the time domain, as for example latter steps in the output attend to latter steps in the input. The figure is furthermore suggestive of the fact that padding the input sEEG sequence (speech planning and understanding) might be unnecessary, as not much attention is paid to the very first and very last input steps.

Fig. 6 visualizes attention matrices which illustrate the temporal context in the encoder (x-axis) that the decoder (y-axis) attends to. This temporal context appears to be well aligned between neural data and corresponding audio, which is shown by the diagonal structure of the high attention scores (bright colors). Interestingly, attentions scores are comparatively low in the early and late parts of the encoder sequence, suggesting that the padding of additional
400 ms before and after the targeted speech segment might not be necessary. This is somewhat contradictory to prior investigation in the temporal context of speech production [47], but might be explained by the recurrent nature of our model. As the sequence to sequence model incorporates temporal structure of the data, smaller context might be necessary to include the complete information.

As a small ablation study, we carried out ten additional training runs for padding windows of 0 ms and 200 ms on Patient 3. While no padding at all yielded an average test MSE of 1.61 ± 0.049, the model achieved a 1.44 ± 0.06 MSE when given 200 ms padding. Comparing this with the original MSE of 1.42 ± 0.054 (see table 1), we find that zero padding can in fact be considered significantly worse (p = 0.0003, paired t-test). However, our small study suggests that recurrent models can faithfully be run with just 50% of sEEG padding for speech planning and understanding (t-test found no significant difference in the MSE between the 200 and 400 ms runs, p = 0.5284).

4 | DISCUSSION

In this study, we demonstrated that minimally invasive recordings of neural activity can be used to synthesize audio using a encoder-decoder framework. The similarity of the procedure to implantation of deep brain stimulation electrodes, which are routinely implanted for many years, gives hope for the feasibility in patient cohorts [23]. Despite the suboptimal sampling of distributed brain regions, the sampled regions provide enough information for speech reconstruction. This is explainable by the large amount of regions involved in speech perception [48] and production [49]. Recent findings identify more and more brain areas involved in these intricate processes, including for example the hippocampus [50].

Quantitative results for the proposed method outperform a previously presented network both in terms of Mean-Squared Error, as well as in terms of Pearson Correlation. While the proposed method is better in both measures, the difference between both approaches is much larger in Mean-Squared Error then in the Pearson correlation. This could be explained by the implicit scaling done by correlation measures. Importantly, this again demonstrates the need for better metrics to evaluate the current level of speech synthesis from neural recordings.

Despite the very promising results achieved with our approach, it is important to note that all results were produced on previously recorded, offline data of patients that were speaking audibly. Furthermore, the long temporal context used in our approach combined with the long processing time of our encoder-decoder framework prevent our approach from being applicable to a real-time scenario. With this, the approach has some of the inherent disadvantages of approaches that decode a textual representation of speech [12, 19, 11], namely that they cannot provide the natural flow of a conversation. To enable this, real-time synthesis of neural data is necessary [26]. Our results on the temporal context of the architecture point out that shorter temporal contexts might suffice, bringing us closer to real-time readiness. However, even the 400 ms delay introduced by our current audio framesize would have negative impact on natural speech processes [51].

The employed WaveGlow architecture for reconstruction of audio waveforms from spectral representation is already real-time ready. Our approach does capture the participants’ own voice and is potentially capable of reconstructing speech information beyond the words, such as prosody and accentuation.

In the data presented here, participants spoke naturally. For a speech neuroprosthesis to be useful to patients, it needs to function on imagined or attempted speech processes. Two studies have investigated decoding textual rep-
resentations from attempted speech [20] and speech synthesis from imagined speech [26]. Investigating attempted or imagined speech processes without immediate feedback is challenging, so it is outside of the scope of this first feasibility study for reconstruction from sEEG.

Compared to standard text-to-speech (TTS) approaches, our approach is trained on tiny amounts of relatively noisy data. Our analysis (Fig. 5(b)) highlight that results have not saturated yet, and that more training data is still expected to improve reconstruction results. Alternatively, techniques such as data augmentation and ensembling should improve performance. Additionally, fine tuning the speech decoder on our dataset is likely to further improve audio quality, which is a relevant step once speech BCIs approach clinical application.

Despite these limitations, our study demonstrates the large potential of encoder-decoder based deep learning models to produce speech reconstruction from minimally invasive neural recordings.

5 | DATA AND CODE AVAILABILITY

Code used in this study is available on [https://github.com/jonaskohler/stereoEEG2speech](https://github.com/jonaskohler/stereoEEG2speech). All data used in this study is available on [https://osf.io/7uf6n/](https://osf.io/7uf6n/). Note that the participants’ voices are anonymized.
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